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ON BRAUER p-DIMENSIONS AND ABSOLUTE BRAUER
p-DIMENSIONS OF HENSELIAN FIELDS
IVAN D. CHIPCHAKOV
Abstract. This paper determines the Brauer p-dimension Brdp(K)
and the absolute Brauer p-dimension abrdp(K) of a Henselian valued
field (K, v), for a prime p 6= char(K̂), under restrictions on the residue
field K̂, such as the condition abrdp(K̂) = 0. It describes the set Σ0 of
sequences abrdp(E),Brdp(E), p ∈ P, where P is the set of prime num-
bers and E runs across the class of Henselian fields with char(Ê) = 0
and a projective absolute Galois group G
Ê
. Specifically, Σ0 contains a
sequence ap, bp ∈ N∪{0,∞}, p ∈ P, whenever a2 ≤ 2b2 and ap ≥ bp, for
each p. Similar results are obtained in characteristic q > 0.
Keywords: Brauer group, (Schur) index-exponent pair, Brauer/absolute
Brauer p-dimension, Henselian field
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1. Introduction
Let E be a field, s(E) the class of finite-dimensional associative central
simple E-algebras, d(E) the subclass of division algebras D ∈ s(E), and for
each A ∈ s(E), let [A] be the equivalence class of A in the Brauer group
Br(E). By Wedderburn’s Structure Theorem (cf. [32], Sect. 3.5), [A] has
a representative DA ∈ d(E) which is uniquely determined by A, up-to an
E-isomorphism; this implies the dimension [A : E] is a square of a positive
integer deg(A), the degree of A. Also, it is known that Br(E) is an abelian
torsion group, so it decomposes into the direct sum of its p-components
Br(E)p, taken over the set P of prime numbers (see [32], Sect. 14.4). The
Schur index ind(D) = deg(DA) and the exponent exp(A), i.e. the order of
[A] in Br(E) (called also a period of A), are important invariants of both DA
and [A]. Their general relations and behaviour under scalar extensions of
finite degrees are described as follows (cf. [32], Sects. 13.4, 14.4 and 15.2):
(1.1) (a) exp(A) | ind(A) and p | exp(A), for each p ∈ P dividing
ind(A). For any B ∈ s(E) with g.c.d{ind(B), ind(A)} = 1, ind(A ⊗E B) =
ind(A).ind(B); when A, B ∈ d(E), the tensor product A⊗E B lies in d(E);
(b) ind(A) and ind(A ⊗E R) divide ind(A ⊗E R)[R : E] and ind(A), re-
spectively, for each finite field extension R/E of degree [R : E].
As shown by Brauer (see, e.g., [32], Sect. 19.6), there exists a field F , such
that d(F ) contains an algebra Dm,n with exp(Dm,n) = m and ind(Dm,n) =
1
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n, whenever (n,m) is a Brauer pair, i.e. n,m ∈ N, m | n, and p′ | m in case
p′ ∈ P and p′ | n. It is known, however, that index-exponent relations over
a number of frequently used fields are subject to much tougher restrictions
than those described by (1.1) (a). The Brauer p-dimensions Brdp(E), p ∈ P,
of a field E and their supremum Brd(E), the Brauer dimension of E, contain
essential information about the Brauer pairs (ind(A), exp(A)), A ∈ s(E).
We say that Brdp(E) is finite and equal to n, if n is the least integer ≥ 0
satisfying the divisibility condition ind(D) | exp(D)n, for each D ∈ d(E)
with [D] ∈ Br(E)p. When no such n exists, we put Brdp(E) = ∞. It
follows from (1.1) (a) that Brd(E) ≤ 1 if and only if ind(D) = exp(D), for
each D ∈ d(E). We have Brdp(E) = 0, for a given p ∈ P, if and only if
Br(E)p = {0}; in particular, Brd(E) = 0↔ Br(E) = {0}.
By an absolute Brauer p-dimension of E, we mean the supremum
abrdp(E) = sup{Brdp(R) : R ∈ Fe(E)}, where Fe(E) is the set of finite
extensions of E in its separable closure Esep. The absolute Brauer dimension
of E is defined by abrd(E) = sup{Brd(R) : R ∈ Fe(E)}. When abrdp(E) =
0, the p-cohomological dimension cdp(GE) of the absolute Galois group GE =
G(Esep/E) is ≤ 1, and the converse holds if E is perfect or p 6= char(E) (see
[16], Theorem 6.1.8, or [35], Ch. II, 3.1). We have Brdp(E) = abrdp(E) = 1,
p ∈ P, if E is a global or local field (see [33], (31.4) and (32.19)), or the
function field of an algebraic surface over an algebraically closed field E0
[18], [24]. Then Br(E)p, p ∈ P, possess nonzero divisible subgroups (see
[33], (31.8) and (32.13), [28], (16.1), and [32], Sect. 15.1, Corollary a), so
(n, n), n ∈ N, are all index-exponent E-pairs. When E1 is the function
field of an algebraic curve over a perfect pseudo algebraically closed (PAC)
field E0, Brdp(E1) = abrdp(E1) = cdp(GE0), p ∈ P [11]. Note also that
abrdp(Fk) < p
k−1, p ∈ P, if Fk is a field of Ck-type, for some k ∈ N [27].
This paper studies the values of sequences abrdp(E),Brdp(E), p ∈ P, of
fields E. It presents a research motivated by problems concerning index-
exponent relations and Brauer p-dimensions of finitely-generated field ex-
tensions. One of these problems, posed in [2], Sect. 4, can be stated as
follows:
(1.2) Prove whether the class of fields of finite Brauer dimensions is closed
under the formation of finitely-generated field extensions.
2. Statements of the main results
The interest in the p-dimensions abrdp(E), Brdp(E), p ∈ P, of a field
E is due to the fact that abrdp(E) is a lower bound of Brdp(F ), for any
p ∈ P and every finitely-generated purely transcendental extension F/E
(see [6], Theorem 2.1). Our first main result, stated below, describes the set
of sequences abrdp(E),Brdp(E), p ∈ P, defined over the class of fields E of
zero characteristic, for which Brd2(E) = ∞ or abrd2(E) ≤ 2Brd2(E) < ∞
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(this generalizes [5], Theorem 2.3). It does the same in characteristic q > 0,
for a large class of fields containing finitely many roots of unity:
Theorem 2.1. Let (a¯, b¯) = ap, bp ∈ N∞ : p ∈ P, be a sequence with ap ≥ bp,
for each p, where N∞ = N ∪ {0,∞}. Let also a2 ≤ 2b2 or b2 =∞. Then:
(a) There exists a field ∇0, such that char(∇0) = 0 and (abrdp(∇0),Brdp(∇0))
= (ap, bp), for every p ∈ P;
(b) There is a field ∇q with char(∇q) = q > 0 and (abrdp(∇q),Brdp(∇q))
= (ap, bp), p ∈ P, provided that bq ≤ aq ≤ bq + 1 if bq < ∞, that ap = 0
whenever bp = 0, and ap ≤ 2bp whenever p | (q − 1) and bp <∞.
It seems unknown whether there is a field E containing a primitive p-th
root of unity, and such that abrdp(E) > 1 + 2Brdp(E), for some p ∈ N.
Therefore, it is worth noting that the fields ∇0 and ∇q whose existence is
obtained by our proof of Theorem 2.1 have also the following properties (see
page 25):
(2.1) (a) All roots of unity in ∇0 are of 2-primary degrees;
(b) All roots of unity in ∇q, where q > 0, lie in its prime subfield.
Our next result concerns the sequences abrdp(E),Brdp(E), p ∈ P, of fields
E with char(E) = 0 and abrd2(E) = 1 + 2Brd2(E) <∞:
Theorem 2.2. Let (a¯, b¯) = ap, bp ∈ N∞, p ∈ P, be a sequence, such that
ap ≥ bp, for each p, and suppose that Πj(a¯, b¯), j = 0, 1, are subsets of P
satisfying the following conditions:
(a) 2 ∈ Π1(a¯, b¯), and for each p ∈ Π1(a¯, b¯), all prime divisors of p− 1 are
also in Π1(a¯, b¯); Π0(a¯, b¯) is the set of those p ∈ P \ Π1(a¯, b¯), for which the
prime divisors of p− 1 lie in Π1(a¯, b¯);
(b) ap0 ≤ 2bp0 < ∞, if p0 ∈ Π0(a¯, b¯) and bp0 < ∞; ap = 1 + 2bp < ∞
whenever p ∈ Π1(a¯, b¯).
Then there is a field ∇0, such that char(∇0) = 0, (abrdp(∇0),Brdp(∇0))
= (ap, bp), for each p ∈ P, and the union Π0(a¯, b¯)∪Π1(a¯, b¯) consists of those
p ∈ P, for which ∇0 contains a primitive p-th root of unity.
At present, our knowledge of the sets Πj(a¯, b¯), j = 0, 1, admissible by
Theorem 2.2 (a) is far from complete. Observe that if Π1(a¯, b¯) 6= P, then
Π0(a¯, b¯) is nonempty (it contains the least p0 ∈ P \ Π1(a¯, b¯)). In this case,
it follows from Dirichlet’s theorem on the existence of prime numbers in
an arithmetic progression that there are infinitely many p ∈ P not lying
in Π0(a¯, b¯) ∪ Π1(a¯, b¯). The conditions of Theorem 2.2 (a) are fulfilled, if
Π1(a¯, b¯) = {2} and Π0(a¯, b¯) is the set of Fermat prime numbers. They also
hold, when Π1(a¯, b¯) = {2, 3, 7} and Π0(a¯, b¯) consists of all p ∈ P \ {3, 7} of
the form p = 1+2k3l7ν , where k, l+1, ν +1 are positive integers. One can
find infinitely many pairs admissible by Theorem 2.2 (a) using the sequence
Πn, n ∈ N, defined inductively by the rule Π1 = {2}, and Πn+1 = {pn+1 ∈
P \ (∪nm=1Πm) : all prime divisors of pn+1 − 1 lie in ∪nm=1Πm}, for every
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n ∈ N. Indeed, Dirichlet’s theorem implies Πn 6= ∅, n ∈ N; therefore, the
pairs Π1(a¯, b¯) = ∪nm=1Πm, Π0(a¯, b¯) = Πn+1, n ∈ N, are pairwise distinct
and admissible. Clearly, for each nonempty finite subset ζ ⊂ P, there exists
a pair ζj ⊂ P, j = 0, 1, admissible by Theorem 2.2 (a), such that ζ ⊂ ζ1;
the minimal ζ1 included in such a pair is finite, it is unique and it can be
determined effectively. It would be of interest to know whether Π0(a¯, b¯) is a
finite set, provided that Π1(a¯, b¯) is finite and nonempty. The answer to this
question will be negative, if the set of Fermat prime numbers is infinite.
We show in Section 6 (see page 23) that fields admissible by Theorems
2.1 and 2.2 can be found in the class of Henselian (valued) fields. Our proof
relies on the third main result of this paper, which provides lower and upper
bounds of Brdp(K) as well as an infinity criterion for Brdp(K), where (K, v)
is a Henselian field. This result concerns only the case in which the residue
field K̂ of (K, v) satisfies Brdp(K̂) < ∞. The restriction on K̂ is imposed
without real loss of generality, since the general properties of inertial algebras
I ∈ d(K) (see [17], Theorem 2.8, restated in the present paper as (4.1) (b))
indicate that Brdp(K̂) ≤ Brdp(K), so equality holds if Brdp(K̂) = ∞. To
state our result, we need two invariants of (K, v), defined for each p ∈ P.
One of them is the dimension τ(p) of the quotient group v(K)/pv(K) of
the value group v(K), viewed as a vector vector space over the field Fp
with p elements. The other invariant is the rank rp(K̂) of the Galois group
G(K̂(p)/K̂) as a pro-p-group, where K̂(p) is the maximal p-extension of K̂
in K̂sep. By a rank of a pro-p-group P , we mean the dimension r(P ) of
the (continuous) cohomology group H1(P,Fp) of P with coefficients in Fp,
regarded as an Fp-vector space. It is known that r(P ) <∞ if and only if P
is finitely-generated as a topological group; when this holds and P 6= {1},
r(P ) equals the number of elements in any minimal system of topological
generators of P (cf. [35], Ch. I, 4.1). With this notation, our third main
result can be stated as follows:
Theorem 2.3. Let (K, v) be a Henselian field with char(K̂) = q ≥ 0 and
Brdp(K̂) <∞, for some p ∈ P, p 6= q. Fix a primitive p-th root of unity εp
in K̂sep, and put mp = min{τ(p), rp(K̂)}. Then:
(a) Brdp(K) =∞ if and only if mp =∞ or τ(p) =∞ and εp ∈ K̂;
(b) [(τ(p) + mp)/2] ≤ Brdp(K) ≤ Brdp(K̂) + [(τ(p) + mp)/2], provided
that τ(p) <∞ and εp ∈ K̂;
(c) When mp <∞ and εp /∈ K̂, mp ≤ Brdp(K) ≤ Brdp(K̂) +mp.
Theorem 2.3 is proved in Section 4 (pages 11-14). It is deduced from the
theory of tame division algebras over Henselian fields (and of their Brauer
equivalence classes, see [17]). When K̂ is a finite field of order q¯, Theorem
2.3 yields Brdp(K) ≤ 1, for all p ∈ P not dividing q¯2 − q¯. As shown in [5]
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(see also [6], Theorem 2.1 and Sect. 6), this fairly special case of Theorem
2.1 enables one to find the following negative solution to (1.2):
(2.2) (a) There is a field E with Brd(R) <∞, R ∈ Fe(E), and abrd(E) =
Brd(F ) =∞, for every finitely-generated transcendental extension F/E.
(b) For each pair (q, k) ∈ (P ∪ {0}) × N, there is a field Σq,k, such that
char(Σq,k) = q, Brd(Σq,k) = k, and all transcendental finitely-generated
extensions Fq,k/Σq,k satisfy Brdp(Fq,k) = ∞, p ∈ P \ Pq, where P0 = {2}
and Pq = {p¯ ∈ P : p¯ | q − 1}, q > 0 (for case (q, k) = (0, 0), see Remark 6.5).
The basic notation and terminology used and conventions kept in this
paper are standard, like those in [4]. The notions of an inertial, a nicely
semi-ramified (abbr, NSR), an inertially split, and a totally ramified (divi-
sion) K-algebra, where (K, v) is a Henselian field, are defined in [17]. By a
Pythagorean field, we mean a formally real field whose set of squares is addi-
tively closed, and by a Zp-extension - a Galois extension E
′/E with G(E′/E)
isomorphic to the additive group Zp of p-adic integers. We write I(Λ/Ψ) for
the set of intermediate fields of an arbitrary field extension Λ/Ψ. As usual,
[r] stands for the integral part of any real number r ≥ 0. Given a profinite
group G (equivalently, a compact totally disconnected topological group),
cd(G) denotes the cohomological dimension of G, in the sense of [35], Φ(G)
is the topological Frattini subgroup of G (the intersection of its maximal
open subgroups), and P (G) = {p ∈ P : cdp(G) 6= 0}. We say that a profi-
nite group G1 is a Frattini cover of G, if G is a homomorphic image of G1
with a kernel included in Φ(G1). Throughout, Galois groups are viewed as
profinite with respect to the Krull topology, the considered profinite group
products are topological, and by a profinite group homomorphism, we mean
a continuous one. The reader is referred to [16], [23], [12], [17], [32] and [35],
for missing definitions concerning field extensions, orderings and valuation
theory, simple algebras, Brauer groups and Galois cohomology.
The rest of the paper is organized as follows: Section 3 includes prelim-
inaries on Henselian fields used in the sequel, and Galois-theoretic ingredi-
ents of the proof of Theorems 2.1 and 2.2. As noted above, Theorem 2.3 is
proved in Section 4. It is used in Section 5 and at the beginning of Section
6 for finding Brdp(K) and abrdp(K) when char(K̂) 6= p and K̂ belongs to
some of the following types: a global field; an algebraically or a real closed
field; the function field of an algebraic surface over an algebraically closed
field; cdp(GK̂) ≤ 1. Such formulae are also obtained in special cases where
char(K) = p and (K, v) is maximally complete, i.e. it does not admit a
valued proper extension (K ′, v′) with K̂ ′ = K̂ and v′(K ′) = v(K). Theo-
rems 2.1 and 2.2 are proved in Section 6 (see pages 23-24). Our proof shows
that any sequence ap, bp, p ∈ P, admissible by Theorem 2.1 or 2.2 equals
abrdp(K),Brdp(K), p ∈ P, for some Henselian field (K, v) with char(K̂) = 0
and cd(GK̂) ≤ 1. Similarly, we prove that, for a given q ∈ P, a field E can
be chosen as claimed by Theorem 2.1 (b), among maximally complete fields
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(L, λ), such that char(L) = q, L̂ is perfect, cd(GL̂) ≤ 1, and L̂ contains
finitely many roots of unity. The validity of the converse of both statements
is shown at the beginning of Section 6 (page 21).
3. Preliminaries
Let (K, v) be a Krull valued field with a residue field K̂ and a value group
v(K), and let (Kv, v¯) be a Henselization of (K, v). It is known (cf. [12], Sect.
15.3) thatKv is K-isomorphic to a subfield of Ksep, and the valued extension
(Kv, v¯)/(K, v) is immediate, i.e. v¯(Kv) = v(K) and K̂v = K̂. We say that
(K, v) is Henselian, if Kv = K and v¯ = v, i.e. if v is uniquely, up-to an
equivalence, extendable to a valuation vL on each algebraic extension L/K.
In particular, this occurs when (K, v) is maximally complete. Assuming
that (K, v) is Henselian, we denote by L̂ the residue field of (L, vL) and put
v(L) = vL(L), for each algebraic extension L/K. Then L̂/K̂ is an algebraic
extension, v(K) is a subgroup of v(L), and the classical Ostrowski theorem
states the following (cf. [12], Theorem 17.2.1):
(3.1) If L/K is finite and e(L/K) is the index of v(K) in v(L), then
[L̂ : K̂]e(L/K) | [L : K], and in case char(K̂) = q > 0, [L : K]/([L̂ : K̂]e(L/K))
is a power of q; when char(K̂) ∤ [L : K], [L : K] = [L̂ : K̂]e(L/K).
The Henselity of (K, v) ensures that v extends on each ∆ ∈ d(K) to
a unique, up-to an equivalence, valuation v∆ with an abelian value group
v(∆) (cf. [34], Ch. 2, Sect. 7). It is known that v(∆) is totally ordered and
includes v(K) as an ordered subgroup of finite index e(∆/K), the residue
division ring ∆̂ of (∆, v∆) is a K̂-algebra, and the Ostrowski-Draxl theorem
[9], supplements (3.1) as follows:
(3.2) [∆: K] is divisible by e(∆/K)[∆̂ : K̂]; if char(K̂) ∤ ind(∆), then
∆/K is defectless, i.e. [∆: K] = e(∆/K)[∆̂ : K̂].
Statement (3.1) and the Henselity of (K, v) imply the following:
(3.3) The quotient groups v(K)/pv(K) and v(L)/pv(L) are isomorphic, if
p ∈ P and L/K is finite. When char(K̂) ∤ [L : K], the natural embedding of
K into L induces canonically an isomorphism v(K)/pv(K) ∼= v(L)/pv(L).
A finite extension R of K is called defectless, if [R : K] = [R̂ : K̂]e(R/K);
it is said to be inertial, if [R : K] = [R̂ : K̂] and R̂ is separable over K̂.
We say that R/K is totally ramified, if [R : K] = e(R/K); R/K is called
tamely ramified, if R̂/K̂ is separable and char(K̂) ∤ e(R/K). Let Kur be
the compositum of inertial extensions of K in Ksep, and let Ktr be the
compositum of tamely ramified extensions of K in Ksep. It is known that
Kur/K and Ktr/K are Galois extensions, K̂ur is a separable closure of K̂,
v(Kur) = v(K), and v(Ktr) = pv(Ktr), for all p ∈ P, p 6= char(K̂) (see
[36], Theorem A.24). It is therefore clear from (3.1) that if Ktr 6= Ksep, then
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char(K̂) = q 6= 0 and GKtr is a pro-q-group. When this holds, the Mel’nikov-
Tavgen’ theorem [29], combined with (3.1), (3.3) and Galois theory, implies
the existence of a field K ′ ∈ I(Ksep/K) satisfying the following:
(3.4) K ′∩Ktr = K, K ′Ktr = Ksep andKsep is K-isomorphic to Ktr⊗KK ′;
the field K̂ ′ is a perfect closure of K̂, finite extensions of K in K ′ are of q-
primary degrees, Ksep = K
′
tr, v(K
′) = qv(K ′), and the natural embedding of
K into K ′ induces isomorphisms v(K)/pv(K) ∼= v(K ′)/pv(K ′), p ∈ P \ {q}.
Our approach to the main topic of the present research (see also [5], (2.4)
(b) and Sect. 4) is based on Proposition 5.4 and the following two lemmas.
Lemma 3.1. Let K0 be a perfect field with char(K0) = q ≥ 0, and n(p) ∈
N∞ : p ∈ P, be a sequence. Then there exists a Henselian field (K, v), such
that char(K) = q, K̂ = K0, and each of the groups v(K)/pv(K), p ∈ N,
has dimension n(p) as an Fp-vector space. When q > 0 and n(q) < ∞,
(K, v) can be chosen so that [K : Kq] = qn(q) and finite extensions of K be
defectless relative to v; this means Ksep = Ktr in the case of n(q) = 0.
Proof. Our assertion is contained in [5], Lemma 3.1, if q = 0 or q > 0
and n(q) = ∞, so we assume further that q > 0 and n(q) < ∞. Then,
by [5], Lemma 3.1, K0 possesses an extension Θ0 that is a perfect field
with a Henselian valuation ω trivial on K0, such that Θ̂0 = K0, and the
group ω(Θ0)/pω(Θ0) has dimension n(p) over Fp, for each p ∈ P \ {q}.
This implies ω(Θ0) = qω(Θ0) and it follows from (3.4) that (Θ0, ω) can
be chosen so that Θ0,tr = Θ0,sep. It remains to prove Lemma 3.1 in case
0 < n(q) < ∞. Let Θn = Θ0((Z1)) . . . ((Zn)) be an iterated formal Laurent
power series field in n = n(q) variables over Θ0, and let κ be the standard
valuation of Θn trivial on Θ0 with Θ̂n = Θ0 and κ(Θn) = Z
n (considered
with its inverse-lexicographic ordering). It is known (cf. [12], Sects. 4.2 and
18.4) that (Θn, κ) is maximally complete, whence finite extensions of Θn are
defectless relative to κ; in particular, κ is Henselian and [Θn : Θ
q
n] = qn. Fix
a maximal extension K of Θn in Θn,sep with respect to the property that
finite extensions of Θn in K are tamely totally ramified relative to κ, and
denote by v the valuation of K extending ω so that ω(Θ0) be an isolated
subgroup of v(K), v(K) the direct sum ω(Θ0)⊕κ(K), and κ be canonically
induced by v and ω(Θ0) (cf. [12], Sect. 4.2). The inclusion K ⊆ Θn,sep
implies [K : Kq] = qn (cf. [23], Ch. VII, Sect. 7), and by the proof of [5],
Lemma 3.1, κ(K) = pκ(K), p 6= q, κ(K)/qκ(K) has order qn, and finite
extensions of K are defectless relative to κ. Since v(K) = ω(Θ0)⊕ κ(K), it
is now easy to see that (K, v) has the properties required by Lemma 3.1. 
Remark 3.2. By Krull’s theorem (see [40], Theorem 31.24), each valued
field (K, v) has an immediate extension (Λ, λ) that is a maximally complete
(whence, a Henselian) field. Since the class of maximally complete fields is
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closed under taking finite extensions (see [40], Theorem 31.22), this enables
one to deduce from (3.1), Galois theory, the classical Sylow theorem and
well-known general properties of finite q-groups (see [23], Ch. I, Sect. 6),
used in the crucial special case of a finite Galois extension Λ′/Λ, that finite
extensions of Λ are defectless, reducing so the latter part of Lemma 3.1 to a
consequence of the former one.
Lemma 3.3. Assume that c¯ = cp : p ∈ P, is a sequence of positive integers,
such that cp is a divisor of p − 1, for each p, and let Π be the set of those
p ∈ P, which are divisors of members of c¯. Then, for each subset P ⊆ P
including Π, there exists a field EP with char(EP ) = 0, GEP isomorphic to
the group product ZP =
∏
p∈P Zp, and [EP (εp) : EP ] = cp, where εp is a
primitive p-th root of unity in EP,sep.
Proof. Let Q be the field of rational numbers, and εp a primitive p-th root
of unity in Qsep, for each p ∈ P. It is known (cf. [23], Ch. VIII, Sect. 3) that
[Q(εp) : Q] = p − 1 and the extension Q(εp)/Q is cyclic, so it follows from
Galois theory that there exists Φp ∈ I(Q(εp)/Q) with [Φp : Q] = (p− 1)/cp,
for each p ∈ P. Denote by Φ and Φ′ the compositums of the fields Φp, p ∈ P,
and Φp(εp), p ∈ P, respectively, and put Θp = Φ(p) ∩ Φ′, for each p. It is
clear from Galois theory, the irreducibility of cyclotomic polynomials over
Q and the multiplicativity of Euler’s totient function that Φ(εp)Ψp = Φ
′
and Φ(εp) ∩ Ψp = Φ, for each p ∈ P, where Ψp is the compositum of Φ(εp¯),
p¯ ∈ P\{p}. This implies Φ(εp)/Φ and Φ′/Ψp are degree cp cyclic extensions,
p ∈ P, and Φ′/Φ is a Galois extension with G(Φ′/Φ) ∼= ∏p∈P G(Φ(εp)/Φ);
in particular, this yields P (G(Φ′/Φ)) = Π. Also, it follows that, for each
p ∈ P, Θp/Φ is Galois with G(Θp/Φ) ∼=
∏
p′∈PCp,p′, Cp,p′ being the Sylow
p-subgroup of G(Φ(εp′)/Φ) when p′ ∈ P. Therefore, the continuous character
group C(Θp/Φ) of G(Θp/Φ) is isomorphic to the direct sum ⊕p′∈PCp,p′ (cf.
[19], Ch. 7, Sect. 5). This means that there is a homomorphism yp of
C(Θp/Φ) in the quasicyclic p-group Z(p
∞) such that:
(3.5) (a) yp is surjective, if the period θp of C(Θp/Φ) is infinite; the image
of yp equals the subgroup of order θp in Z(p
∞), if θp is finite;
(b) yp maps injectively the direct summands Cp,p′ , p
′ ∈ P, into Z(p∞).
In view of Galois theory and Pontrjagin’s duality (cf. [19], Ch. 7, Sect. 5),
(3.5) can be restated as follows:
(3.6) There exists a field Yp ∈ I(Θp/Φ), such that G(Θp/Yp) is a procyclic
group and Yp ∩ Φ(εp′) = Φ, for each p′ ∈ P.
Let Y be the compositum of Yp, p ∈ P. Then Y ∈ I(Φ′/Φ) and it follows
from (3.6), Galois theory and the structure of G(Φ′/Φ) and G(Θp/Φ), p ∈ P,
that Φ′/Y is a Galois extension, G(Φ′/Y ) is procyclic, P (G(Φ′/Y ) = Π and
[Y (εp) : Y ] = cp, for each p. Put Y
′ = Φ′, if Π = P , and if Π 6= P , let Y ′ be
the compositum of Φ′ and the Zp-extensions Γp of Q in Qsep, when p runs
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across P \ Π. Consider the set Ω(Φ) of all nonreal fields R ∈ I(Qsep/Φ),
for which R ∩ Y ′ = Φ. It is clear from Galois theory, the definition of Y ′,
and the noted properties of cyclotomic polynomials and Euler’s function
that Φ(
√−1) ∈ Ω(Φ). Partially ordered by inclusion, Ω(Φ) satisfies the
conditions of Zorn’s lemma and so contains a maximal element EP . It
follows from Galois theory and the maximality of EP that GEP is procyclic
and P (GEP ) = P . As EP is nonreal, this enables one to deduce from [42],
Theorem 2, that the Sylow pro-p-subgroup of GEP is isomorphic to Zp, for
any p ∈ P , and to see that EP has the properties claimed by Lemma 3.3. 
Lemma 3.3 and the rest of this Section present Galois-theoretic ingredients
of the proofs of Theorems 2.1 and 2.2. On this basis, we extend in Section
6 the proof of [5], Theorem 2.3, and thereby describe those sequences ap, bp,
p ∈ P, admissible by Theorem 2.1, for which there is a Henselian field (E, v),
such that char(E) = char(Ê), Ê is perfect, GÊ is a pronilpotent group with
cd(GÊ) ≤ 1, and (abrdp(E),Brdp(E)) = (ap, bp), for each p (see page 25).
Lemma 3.4. Let E0 be a field and L0/E0 a Galois extension. Then there
exists a field extension E/E0, such that cd(GE) ≤ 1 and L = L0 ⊗E0 E
is a field with L ∩ R 6= E, for every R ∈ I(Lsep/E) different from E.
Furthermore, L is a separable closure of E, provided that cd(G(L0/E0)) ≤ 1.
Proof. Proposition 13.4.6 and Corollary 11.6.8 of [15] imply the existence of a
field extension E1/E0, such that E0 is separably closed in E1 and cd(GE1) ≤
1. This shows that the E1-algebra L1 = L0 ⊗E0 E1 is a field, and it follows
that L1/E1 is a Galois extension with G(L1/E1) ∼= G(L0/E0). Identifying L1
with its E1-isomorphic copy in E1,sep, put Σ = {Y ∈ I(E1,sep/E1) : Y ∩L1 =
E1}. It is easily verified that Σ, partially ordered by inclusion, contains
a maximal element E. Note that cd(GE) ≤ cd(GE1) ≤ 1 (e.g., by [35],
Ch. I, Proposition 14). As L1 ∩ E = E1, one obtains from Galois theory
and basic properties of tensor products (see [32], Sect. 9.2, Proposition c;
Sect. 9.4, Lemma) that there are E-isomorphisms L1E ∼= L1 ⊗E1 E ∼= L.
Moreover, it becomes clear that L1E/E is a Galois extension, the groups
G(L1E/E), G(L1/E1) and G(L0/E0) are isomorphic, and by the maximality
of E in Σ, R1 ∩ L1E 6= E, for each R1 ∈ I(E1,sep/E), R1 6= E. When
cd(G(L0/E0)) ≤ 1, i.e. G(L0/E0) is a projective profinite group (cf. [35],
Ch. I, 5.9), this means that L1E ∼= Esep over E, so Lemma 3.4 is proved. 
Lemma 3.5. In the setting of Lemma 3.4, P (G(L0/E0)) = P (GE). In
addition, GE is pronilpotent if and only if so is G(L0/E0).
Proof. Let Ψ and Ψ0 be the fixed fields of Φ(G(L/E)) and Φ(G(L0/E0)),
respectively. Identifying E0,sep with its E0-isomorphic copy in Esep, one
obtains from Galois theory and Lemma 3.4 that Ψ = Ψ0E and Ψ is the
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fixed field of Φ(GE). This implies GΨ = Φ(GE) is pronilpotent and its
Sylow pro-p-subgroup is normal in GE , for each p ∈ P. In view of the
Schur-Zassenhaus theorem (cf. [20], Ch. 7, Theorem 20.2.6), extended
to the case of profinite groups, these remarks enable one to prove, by
assuming the opposite, that P (Φ(GE)) ⊆ P (G(Ψ/E)) = P (GE). Since
Ψ ⊆ L ⊆ Esep, G(Ψ/E) ∼= G(Ψ0/E0) and G(L/E) ∼= G(L0/E0), this indi-
cates that P (G(Ψ0/E0)) = P (G(L0/E0)) = P (GE), as claimed. Similarly, it
follows from Burnside-Wielandt’s theorem (cf. [20], Ch. 6, Theorem 17.1.4),
generalized for profinite groups, that G(L0/E0) and GE are pronilpotent if
and only if G(Ψ/E) is pronilpotent, so Lemma 3.5 is proved. 
Galois theory shows that the end of the former assertion of Lemma 3.4
can be restated by saying that GE is a Frattini cover of G(L/E). This fact
and the following statement are used in Section 6 for proving the existence
of Henselian fields (E, v) admissible by Theorem 2.1 or 2.2, such that Ê is
perfect, cd(G
Ê
) ≤ 1, and G
Ê
is a Frattini cover of a product of a pronilpotent
group and isomorphic copies of the alternating groups Altn, n ≥ 5:
(3.7) Given a field E0 and a profinite group H, there is a purely transcen-
dental extension E′/E0 and a field E ∈ I(E′/E0), such that E′/E is a Ga-
lois extension with G(E′/E) ∼= H. Hence, for each Galois extension L0/E0,
L0⊗E0 E′ : = L′0 is a Galois extension of E with G(L′0/E) ∼= G(L0/E0)×H.
Statement (3.7) presents the content of the proof of [41], Theorem 2.
For convenience of the reader, note that the proof itself relies on the fact
(cf. [35], Ch. I, 1.1) that H is compact and totally disconnected, its open
subgroups are of finite indices, and the group product H =
∏
U∈Σ(H/U),
taken over the set Σ of open normal subgroups of H, is a profinite group (the
quotients H/U are compact with respect to the discrete topology). One may
take as E′ any purely transcendental extension of E0 with a transcendence
basis Y ′ equal to the disjoint union of sets YU , U ∈ Σ, such that each YU
has the same cardinality as H/U . Since, by Cayley’s theorem, finite groups
of order n embed in the symmetric group Sn, this implies the existence
of fields ΛU ∈ I(E0(YU )/E0), U ∈ Σ, such that each E0(YU ) is a Galois
extension of ΛU with G(E0(YU )/ΛU ) ∼= H/U . In addition, it follows from
Galois theory that E′/Λ is a Galois extension with G(E′/Λ) ∼= H, where Λ
is the compositum of ΛU , U ∈ Σ. Note finally that the natural diagonal
homomorphism H → H is injective and its image is a closed subgroup of
H. Hence, by Galois theory, there exists E ∈ I(E′/Λ) with G(E′/E) ∼= H,
which is related with L0 and E
′ as required by (3.7).
4. Proof of Theorem 2.3
The study of d(K) and Br(K), for a Henselian field (K, v), is based on
the following results, most of which are contained in [17]:
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(4.1) (a) If D ∈ d(K) and char(K̂) ∤ ind(D), then [D] = [S ⊗K V ⊗K T ],
for some S, V , T ∈ d(K), such that D/K is inertial, V/K is NSR, T/K is
totally ramified, T ⊗K Kur ∈ d(Kur), exp(T ) = exp(T ⊗K Kur) and T is a
tensor product of totally ramified cyclicK-algebras (see also [9], Theorem 1);
(b) The set IBr(K) = {[S′] ∈ Br(K) : S′ ∈ d(K) is inertial over K} is
a subgroup of Br(K), and the natural mapping IBr(K) → Br(K̂) is an
index-preserving group isomorphism; Brdp(K̂) ≤ Brdp(K), for all p ∈ P,
and equality holds, if Brdp(K̂) =∞ or p 6= char(K̂) and v(K) = pv(K);
(c) In the setting of (a), if T 6= K, then K contains a primitive root of
unity of degree exp(T ); if n ∈ N, Tn ∈ d(K) and [Tn] = n[T ] 6= 0, then Tn
inherits the properties of T in (a).
We also need the following lemma (for a proof, see [17], Theorem 4.4):
Lemma 4.1. Let (K, v) be a Henselian field and V ∈ d(K) an NSR-algebra
with [V ] ∈ Br(K)p \ {0}, for some p ∈ P. Then V is K-isomorphic to
V1 ⊗K · · · ⊗K Vν , where ν is the rank of v(V )/v(K) is an abelian p-group,
and for each index i, Vi ∈ d(K), [Vi] ∈ Br(K)p and Vi/K is a cyclic NSR-
algebra. Equivalently, for each i, there is pii ∈ K∗, a cyclic extension Ui of
K in Kur, and a generator σi of G(Ui/K), such that the cyclic K-algebra
(Ui/K, σi, pii) is isomorphic to Vi, and the subgroup W (V ) of v(K)/pv(K)
generated by the cosets v(pii) + pv(K), i = 1, . . . , ν, is of order p
ν.
Lemma 4.1 makes it possible to supplement (4.1) as follows:
(4.2) If n ∈ N and D, S, V and T are related as in (4.1) (a), then:
(a) n[D] ∈ IBr(K) if and only if n is divisible by exp(V ) and exp(T );
(b) exp(D) = l.c.m.{exp(S), exp(V ), exp(T )};
(c) D/K is inertial if and only if V = T = K; D/K is inertially split, i.e.
[D] ∈ Br(Kur/K), if and only if T = K.
Indeed, Lemma 4.1 and the theory of cyclic algebras (see [32], Sect. 15.1,
Corollary b) show that if n ∈ N, Vn ∈ d(K) and [Vn] = n[V ] 6= 0, then Vn/K
is NSR. Therefore, (4.2) (a) can be deduced from (4.1) and (4.2) (b), (c).
The right-to-left implications in (4.2) (c) are obvious and the necessity in
the latter part of (4.2) (c) follows from (4.1) (a). Thereby, the proof of the
necessity in the former part of (4.2) (c) reduces to the case of T = K, where
it follows from [17], Theorems 4.4, 5.15 (a) and Exercise 4.3. In view of the
former part of (4.1) (b), the quoted results prove (4.2) (b) as well.
We turn to the proof of Theorem 2.3. In the setting of Lemma 4.1, Propo-
sition b of [32], Sect. 15.1, implies that exp(Vi) = ind(Vi), i = 1, . . . , ν,
exp(V ) = max{ind(Vi) : i = 1, . . . , ν}, and ind(V ) | exp(V )ν . Also, it
follows that the K-subalgebra U = U1 ⊗K · · · ⊗K Uν of V is a field. More-
over, U/K and Û/K̂ are Galois extensions, U/K is inertial and G(U/K) ∼=
G(Û/K̂) is a direct sum of ν nontrivial cyclic p-groups (cf. [36], Theo-
rem A.24). Since W (V ) is of order pν , this proves that ν ≤ mp, so it
12 I.D. CHIPCHAKOV
is clear from (4.1) (a) and Lemma 4.1 that if D/K is inertially split and
[D] ∈ Br(K)p, then ind(D) | exp(D)w(p), where w(p) = Brdp(K̂) +mp.
Conversely, for each ν ′ ∈ N, ν ′ ≤ mp, there is an NSR-algebra V ′ ∈ d(K)
with exp(V ′) = p and ind(V ′) = pν
′
(cf., e.g., [5], (3.6) (a)). In view of (4.1)
(c), this completes the proof of Theorem 2.3 in case εp /∈ K̂ or mp =∞ (or
τ(p) ≤ 1, see (4.4) below, and for more details, [17], (1.6) and Theorem 1.10).
When τ(p) ≥ 2 and εp ∈ K̂, d(K) contains symbol K-algebras (defined, for
example, in [36], Sect. 2.2), which are totally ramified. The role of these
algebras in the rest of our proof is demonstrated by the next lemma.
Lemma 4.2. Assume that (K, v) is a Krull valued field containing a prim-
itive p-th root of unity ε, for a given p ∈ P, p 6= char(K̂), and there exist
α1, . . . , α2n ∈ K∗, for some n ∈ N, such that the cosets v(αj) + pv(K),
j = 1, . . . , 2n, generate a subgroup of v(K)/pv(K) of order p2n. Let ∆i be the
symbol K-algebra Aε(α2i−1, α2i;K), for i = 1, . . . , n, and let Dn = ⊗ni=1∆i,
where ⊗ = ⊗K . Then Dn ∈ d(K), exp(Dn) = p and ind(Dn) = pn.
Proof. In view of [12], Proposition 15.3.7, one may consider only the case
where v is Henselian. Our assumptions show that fj(X) = X
p−αj ∈ K[X],
j = 1, . . . , 2n, are irreducible polynomials over K, and by Kummer theory,
this means that the root fieldKj ∈ Fe(K) of fj(X) over K is a degree p cyclic
extension of K, for each j. Denote by Ln the compositum K1 . . . K2n. Iden-
tifying v(K), v(Ln) and v(Kj), j = 1, . . . , 2n, with their isomorphic copies
in a divisible hull v(K) of v(K), one obtains that v(Kj) is generated by v(K)
and (1/p)v(αj), and the sum of the groups v(K1)/v(K), . . . , v(K2n)/v(K) is
direct and equal to v(Ln)/v(K). At the same time, for each j, the uniqueness
of vKj requires that v(λj) ∈ pv(Kj) whenever λj ∈ N(Kj/K). This yields
α2i /∈ N(K2i−1/K), so it follows from [32], Sect. 15.1, Proposition b, that
∆i ∈ d(K), i = 1, . . . , n, proving Lemma 4.2 in case n = 1. Moreover, (3.2)
implies v(∆i) = v(K2i−1) + v(K2i) and ∆̂i = K̂, i ≤ n. Observing also that
the sum of v(∆i)/v(K), i = 1, . . . , n, is direct and equal to v(Ln)/v(K),
one deduces from Morandi’s theorem [30], Theorem 1, that Dn ∈ d(K),
exp(Dn) = p, D̂n = K̂ and v(Dn) = v(Ln). Lemma 4.2 is proved. 
Remark 4.3. The conclusion of Lemma 4.2 holds, if (K, v) is a valued field
with char(K) = p > 0, pi and α1, . . . , α2n are elements of K
∗, v(pi) > 0 =
v(αi), i = 1, . . . , 2n, [K̂
p(αˆ1, . . . , αˆ2n) : K̂
p] = p2n, and Dn = ∆1 ⊗K . . .∆n,
where ∆j = 〈ξj , ηj : ξpj = ξj + pi−pα2j−1, ηpj = α2j , ηjξj = (ξj + 1)ηj〉, for
j = 1, . . . , n. Then Dn ∈ d(K) has a valuation vn extending v with vn(Dn) =
v(K) and D̂n = K̂(
p
√
αˆ1, . . . ,
p
√
αˆ2n); so Brdp(K) = ∞ when [K̂ : K̂p] = ∞.
Similarly to Lemma 4.2, this is proved by considering extensions of K (in its
algebraic closure) generated by roots of the polynomials f2j−1(X) = X
p−X−
pi−pα2j−1, g2j−1(X) = pi
pf2j−1(pi
−1X) and f2j(X) = X
p−α2j, j = 1, . . . , n.
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Our next objective is to give a proof of Theorem 2.3 in the case of εp ∈ K̂.
As v is Henselian and p 6= char(K̂), K contains a primitive p-th root of
unity ε, so it follows from Lemma 4.2 that if τ(p) =∞, then Brdp(K) =∞.
Therefore, we assume for the rest of the proof that τ(p) < ∞. Put up =
[(mp + τ(p))]/2 and βp = Brdp(K̂) + up. It follows from (4.1) (b), Lemma
4.2 and [30], Theorem 1, that Brdp(K) = 0 if and only if Brdp(K̂) = 0,
τ(p) ≤ 1, and rp(K̂) = 0 in case τ(p) = 1. When this holds, up = βp = 0, so
we suppose further that Brdp(K) > 0. To prove that Brdp(K) ≤ βp we show
that ind(D) | pmβp , for an arbitraryD ∈ d(K) of exponent pm, wherem ∈ N.
Since, by (1.1) (b), exp(D⊗K Y ) | exp(D) and ind(D) | ind(D⊗K Y )[Y : K],
for every finite field extension Y/K, it suffices to establish the following:
(4.3) There exists a totally ramified field extension Θ/K, such that [Θ: K]
divides pmup and [D ⊗K Θ] ∈ IBr(Θ).
Attach S, V and T ∈ d(K) to D as in (4.1) (a). Clearly, if [D] ∈ Br(Kur/K),
then one can take as Θ any maximal subfield of V , which is totally ramified
over K. Suppose that [D] /∈ Br(Kur/K) and exp(T ) = pt. Then T 6= K,
and by the proof of [17], Lemma 6.2, T has the following structure:
(4.4) There exist positive integers µ and t1, . . . , tµ, such that max{tj : j =
1, . . . , µ} = t, T ∼= T1 ⊗K · · · ⊗K Tµ, and for each index j, Tj ∈ d(K),
ind(Tj) = p
tj , Tj/K is totally ramified and Tj is K-isomorphic to the symbol
algebra Aηj (aj ; bj ;K) (of degree p
tj ), where ηj is a primitive root of unity
in K of degree ptj . In addition, the cosets v(aj)+ pv(K) and v(bj)+ pv(K),
j = 1, . . . , µ, generate a subgroup W (T ) ≤ v(K)/pv(K) of order p2µ.
In view of Kummer theory and [32], Sect. 15.1, Proposition b, statements
(4.4) prove that exp(Tj) = ind(Tj) = p
tj , j = 1, . . . µ, and ind(T ) | exp(T )µ.
We prove (4.3) by induction on m. Suppose first that m = 1, take
pi1, . . . , piν ∈ K∗ as in Lemma 4.1, and denote by W ′(V ) the subgroup
of K∗/K∗p generated by the cosets piiK
∗p, i = 1, . . . , ν. Fix a subset
{pi′1, . . . , pi′ν} of K∗ so that pi′iK∗p, i = 1, . . . , ν, be an Fp-basis ofW ′(V ). Us-
ing [17], Remark 4.6 (a), and the fact that V1, . . . , Vν are symbolK-algebras,
one proves the existence of fields U ′i ∈ I(U/K) satisfying the following:
(4.5) U ′1 . . . U
′
ν = U , [U
′
i : K] = p, i = 1, . . . , ν, and there are generators
σ′1, . . . , σ
′
ν of G(U ′1/K), . . . ,G(U ′ν/K), respectively, such that the K-algebra
V ′1 ⊗K · · · ⊗K V ′ν is isomorphic to V , where V ′i = (U ′i/K, σ′i, pi′i), for each i.
Next we consider T . With notation being as in (4.4), putW ∗(T ) = 〈λp : λ ∈
K∗; aj , bj : j = 1, . . . , µ〉 and fix some pi′ ∈ W ∗(T ) \K∗p. Using [32], Sect.
15.1, Proposition b, Kummer theory and elementary properties of symbol
K-algebras, and arguing similarly to the proof of (4.5), one concludes that:
(4.6) W ∗(T ) contains elements a′j, b
′
j , j = 1, . . . , µ, such that v(b
′
1) =
v(pi′) and T is K-isomorphic to Aε(a
′′
1 , b
′′
1 ;K)⊗K · · ·⊗KAε(a′′µ, b′′µ;K), where
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a′′j , b
′′
j ∈ K, a′′2j = a′2j and b′′2j = b′2j , for each index j. When p > 2 or√−1 ∈ K, the isomorphism holds, for a′′j = a′j and b′′j = b′j , j = 1, . . . , µ.
Fix V and T so that µ+ν be minimal, and put Ω = V ⊗K T . We show that
Ω ∈ d(K) and the system Ψ of cosets v(pii) + pv(K), v(aj) + pv(K), v(bj) +
pv(K), i = 1, . . . , µ, j = 1, . . . , ν is linearly independent over Fp. Assuming
the opposite, one obtains that the elements pi′i, i = 1, . . . , ν, and a
′
j , b
′
j , j =
1, . . . , µ, in (4.5) and (4.6) can be chosen so that pi′ν = b
′′
1r, for some r ∈ K
with v(r) = 0. Note also that U ′ν/K is a Kummer extension, [U
′
ν : K] = p
and U ′ν ∈ I(Kur/K). This implies U ′ν = K( p
√
u′ν), for some u
′
ν ∈ K, which
can be chosen so that v(u′ν) = 0 and Aε(u
′
ν , pi
′
ν ;K)
∼= V ′ν . Now it can be
deduced from the skew-symmetricity and the Z-bilinearity of symbols that
V ′ν ⊗K Aε(a′′1, b′′1 ;K) ∼= (U ′ν/K, σ′ν , r)⊗K Aε(u′ν , b′′1 ;K)⊗K Aε(a′′1 , b′′1 ;K)
∼= (U ′ν/K, σ′ν , r)⊗K Aε(u′νa′′1, b′′1 ;K).
Since [(U ′ν/K, σ
′
ν , r)] ∈ IBr(K), it is clear from (4.1) (b) that the obtained
result contradicts the minimum condition on µ+ν. Therefore, the system Ψ
has the claimed property, which implies in conjunction with (3.2) and [30],
Theorem 1, that Ω ∈ d(K). Now it follows from Kummer theory that
(4.7) ind(Ω) = pµ+ν , ν ≤ mp, ν+2µ ≤ τ(p), and Ω has a maximal subfield
Θ, such that Θ/K is totally ramified and abelian with G(Θ/K) of period p.
Observing that µ ≤ [(τ(p) − ν)/2)] (or using [3]), one proves that µ + ν ≤
[(τ(p)+ν)/2] ≤ up, which yields (4.3) in the case ofm = 1. Suppose now that
exp(D) = pm and m ≥ 2, attach S, V, T ∈ d(K) to D as in (4.1) (a), and let
Ω = V ⊗K T and exp(Ω) = pk > 1. Take A1 ∈ d(K) so that [A1] = pk−1[Ω].
Then exp(A1) = p and there is a totally ramified abelian extension Θ1 of
K in K(p), such that [Θ1 : K] | pup and [A1 ⊗K Θ1] ∈ IBr(Θ1). In view of
(4.2) (a) and the former part of (4.1) (b), this means that pk−1[D⊗K Θ1] ∈
IBr(Θ1), which amounts to saying that if D1 ∈ d(Θ1), [D1] = [D ⊗K Θ1],
and S1, V1, T1 ∈ d(Θ1) are attached to D1 in accordance with (4.1) (a),
then exp(V1 ⊗K T1) = pk−1. As exp(D1) | pm, and by (4.2) (c), m ≥ k, one
obtains now easily, step-by-step, from (4.2) (a) that [D⊗K Θm] ∈ IBr(Θm),
for some Θm ∈ I(K(p)/K), totally ramified over K with [Θm : K] | pmup .
Thus (4.3) and the inequality Brdp(K) ≤ βp = Brdp(K̂) + up are proved.
Note finally that Brdp(K) ≥ up. By [5], (3.6) (b)-(c), for each µ′, ν ′ ∈ Z
with 0 ≤ ν ′ ≤ mp and 0 ≤ µ′ ≤ [(τ(p) − ν)/2], there exist D′, V ′ and
T ′ ∈ d(K), such that D′ ∼= V ′⊗K T ′, V ′/K is NSR, T ′/K is totally ramified,
ind(V ′) = pν
′
, ind(T ′) = pµ
′
, and [D′], [V ′], [T ′] lie in pBr(K). This implies
the claimed inequality, so the proof of Theorem 2.3 is complete.
Statement (4.6) reflects the fact, [3], that for any field E with a primitive
p-th root of unity and rp(E) = r < ∞, for some p ∈ P, ind(∆) ≤ p[(r+1)/2]
when ∆ ∈ d(E) and exp(∆) = p (see also Remark 5.8 and Theorem 5.9).
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Remark 4.4. It is worth adding to (4.1), in connection with the proof of
(4.3) in case m = 1 (after (4.6)), that the algebras V and T in (4.1) (a)
cannot, generally, be chosen so that v(V ) ∩ v(T ) = v(K). Consider, for
instance, the case where (K, v) is a Henselian field, and for some p ∈ P,
abrdp(K̂) = 0, rp(K̂) = 1, K̂ contains a primitive root of unity of degree p
2,
and v(K)/pv(K) is of order p2. As shown in [17], Sect. 7, then there exists
Dp ∈ d(K), such that ind(Dp) = exp(Dp) = p2, e(Dp/K) = p3, and D′p/K is
NSR with ind(D′p) = p, where D
′
p ∈ d(K) and [D′p] = p[Dp]. Hence, by [17],
Proposition 6.9, the group v(Dp)/v(K) has period p
2. In view of (3.2), (4.2)
and Theorem 2.3, it is easy to see that if [Dp] = [Vp] + [Tp], where Vp, Tp ∈
d(K), Vp/K is NSR, Tp/K is totally ramified and Tp⊗KKun ∈ d(Kun), then
ind(Vp) = exp(Vp) = p
2 and ind(Tp) = p; in particular, Vp ⊗K Tp /∈ d(K)
and v(Vp) ∩ v(Tp) includes v(K) as an ordered subgroup of index p.
Corollary 4.5. Let (K, v) be a Henselian field with Brdp(K̂) < ∞ and
Brdp(K) =∞, for some p 6= char(K̂). Then the following alternative holds:
(a) (pk, pn) : k, n ∈ N, k ≥ n, are index-exponent pairs over K;
(b) K̂ is a Pythagorean field and p = 2; when this is the case, the group
Br(K)2 has period 2, and there exist Dn ∈ d(K), n ∈ N, with ind(Dn) = 2n.
Proof. Theorem 2.3 and our assumptions show that τ(p) =∞, and rp(K̂) =
∞ in case εp /∈ K̂. When rp(K̂) = 0, they guarantee that K̂ contains a
primitive pν-th root of unity, for each ν ∈ N. It is therefore clear from [42],
Theorem 2, and [22], Theorem 3.16, that if p > 2 or K̂ is not Pythagorean,
then K has a Zp-extension Γp in K(p). Also, [36], Theorem A.24, indicates
that Γp can be chosen from I(Kur/K) unless rp(K̂) = 0. When rp(K̂) = 0,
we have v(Γp)/v(K) ∼= Z(p∞) (cf. [34], Ch. 2, Sect. 7). Thus it turns out
that in both cases there exist ∆n ∈ d(K), such that ind(∆n) = exp(∆n) = pn
and [∆n] ∈ Br(Γp/K), for each n (see [32], Sect. 15.1). It is now easy to
deduce Corollary 4.5 (a) and the concluding part of Corollary 4.5 (b) from
Lemma 4.2, [30], Theorem 1, and [17], Exercise 4.3. Note finally that if K̂ is
Pythagorean and p = 2, then by [22], Theorem 3.16, K is Pythagorean, and
by [10], Corollary 3.2, Br(K)2 = 2Br(K), which completes our proof. 
5. The Brauer p-dimensions of some Henselian fields
In this Section we use Theorem 2.3 (and in characteristic p, [7], Proposi-
tion 3.5) for finding formulae for Brdp(K), when K̂ lies in some frequently
used special classes. First we supplement Krashen’s examples given in [25]:
Proposition 5.1. Assume that (K, v) is a Henselian field and p ∈ P is
different from char(K̂), set τ(p) as in Theorem 2.3, and let K̂ belong to one
of the following types: a global field; the function field of an algebraic surface
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over an algebraically closed field; the function field of an algebraic curve
over a PAC-field E0 with cdp(GE0) 6= 0. Then Brdp(K) = ∞ if τ(p) = ∞,
and Brdp(K) = abrdp(K) = 1 + τ(p) in case τ(p) < ∞. Moreover, if
τ(p) < ∞, then (pk, pn) are index-exponent K-pairs whenever n ∈ N and
k = n, . . . , n(1 + τ(p)).
Proof. Since the type of K̂ is preserved by its finite extensions, our con-
clusions about abrdp(K) follow from (3.1), (3.3) and the assertions about
Brdp(K). Therefore, it suffices to prove that rp(K̂) = ∞, and in case
τ(p) < ∞, to show that Brdp(K) = 1 + τ(p) and to deduce the concluding
statement of Proposition 5.1. Our assumptions ensure that K̂ has nonequiv-
alent discrete valuations vˆn, n ∈ N, with residue fields K̂n satisfying the
following conditions, for each n (see [12], Example 4.1.3 and Sect. 17.4):
(5.1) rp(K̂n) > 0 and K̂n contains a primitive p
n-th root of unity.
To prove Proposition 5.1 we also need the following assertions:
(5.2) (a) There exist ∆˜n ∈ d(K̂), n ∈ N, such that ∆˜n ⊗K̂ K̂vˆn ∈ d(K̂vˆn),
ind(∆˜n⊗K̂ K̂vˆn) = exp(∆˜n⊗K̂ K̂vˆn) = pn, and ∆˜n⊗K̂ K̂vˆn/K̂vˆn is NSR, for
each n, where (K̂vˆn , vˆ
′
n) is a Henselization of (K̂, vˆn);
(b) With notation being as in (a), every finite abelian group Gn of period
e(Gn) dividing p
n is isomorphic to G(K˜ ′n/K̂), for some Galois extension K˜ ′n
of K̂ in K̂(p), which can be chosen so that ∆˜n ⊗K̂ K˜ ′n ∈ d(K˜ ′n).
Statement (5.2) (a) can be deduced from (5.1), Grunwald-Wang’s theorem
[26], and Kummer theory, which also imply, for each n,m ∈ N, the exis-
tence of a cyclic extension M˜n,m of K̂ in K̂(p), such that [M˜n,m : K̂] = p
n,
[M˜n,1 . . . M˜n,m : K̂] = p
nm and M˜n,m embeds in K̂vˆn over K̂. In view of
(5.2) (a), Galois theory and [32], Sect. 9.4, Corollary a, this proves (5.2)
(b). It is now easy to see that rp(K̂) = ∞, and to show that if τ(p) = ∞,
then Brdp(K) = ∞. Suppose further that τ(p) < ∞. As Brdp(K̂) = 1,
Theorem 2.3 yields Brdp(K) ≤ 1 + τ(p). We prove the concluding as-
sertion of Proposition 5.1. Fix n, k ∈ N so that n ≤ k ≤ n + nτ(p),
choose Gn to be τ(p)-generated of order o(Gk) = p
k−n and e(Gk) | pn, take
∆˜n ∈ d(K̂) and K˜ ′n ∈ I(K̂(p)/K̂) as required by (5.2), and let ∆n ∈ d(K)
and K ′n ∈ I(Ksep/K) be inertial lifts over K of ∆˜n and K˜ ′n, respectively. It
follows from [30], Theorem 1, that there is an NSR-algebra Vn ∈ d(K) with
a maximal subfieldK-isomorphic to K ′n. This ensures that exp(Vn) = e(Gn)
and ind(Vn) = p
k−n, which implies with (5.2) and [17], Theorem 5.15, that
∆n ⊗K Vn ∈ d(K), exp(∆n ⊗K Vn) = pn and ind(∆n ⊗K Vn) = pk. In
particular, Brdp(K) ≥ 1 + τ(p), so Proposition 5.1 is proved. 
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Remark 5.2. Let (K, v) be Henselian and K̂ the function field of an alge-
braic curve over a field E0 with cdp(GE0) = 0, for some p (i.e. p ∤ [E′0 : E0],
E′0 ∈ Fe(E0)). Then (1.1) (b) and Tsen’s theorem (cf. [32], Sect. 19.4) yield
abrdp(K̂) = 0. As in the proof of (5.1), one sees that rp(K̂) = ∞. When
p 6= char(K̂), these facts and Theorem 2.3 imply Brdp(K) = abrdp(K) =
τ(p), and (pk, pn) : n, k ∈ N, n ≤ k ≤ nτ(p), are index-exponent K-pairs.
Our next result complements Proposition 5.1 and makes it possible to use
Lemma 3.1 for proving the concluding assertion of Theorem 2.1:
Proposition 5.3. Let (K, v) be a maximally complete field with char(K) =
q > 0, and define τ(q) as in Section 2. Then:
(a) Brdq(K) =∞, provided that τ(q) =∞ or [K̂ : K̂q] =∞; in this case,
(qν , qµ) is an index-exponent K-pair, for each (ν, µ) ∈ N2 with ν ≥ µ;
(b) If K̂ is perfect and τ(q) < ∞, then τ(q) − 1 ≤ Brdq(K) ≤ τ(q); the
upper bound Brdq(K) = τ(q) is reached if and only if rq(K̂) ≥ τ(q); when
τ(q) > 0, the equality abrdq(K) = τ(q)− 1 holds if and only if cdq(GK̂) = 0
or τ(q) ≥ 2 and the Sylow pro-q-subgroups of GK̂ are isomorphic to Zq;
(c) If τ(q) > 0 and K̂ is the function field of an algebraic curve over a
perfect field K̂0 with cdq(GK̂0) > 0, then Brdq(K) = abrdq(K) = 1 + τ(q).
In cases (b) and (c), (qν , qµ) is an index-exponent pair over K whenever
ν, µ ∈ N and µ ≤ ν ≤ Brdq(K)µ.
Proof. Proposition 5.3 (a) is a special case of [7], Proposition 3.4, so we
assume that τ(q) <∞. As (K, v) is maximally complete, its finite extensions
in Ksep are defectless, so it follows from [37], Theorem 3.1, that every D ∈
d(K) is defectless over K. If τ(q) = 0, this means that Br(K)q ⊆ IBr(K),
so (4.1) (b) implies Brdq(K) = Brdq(K̂). Since, by Witt’s theorem (cf.
[8], Sect. 15), Br(K)q is divisible, the obtained result reduces the proof of
Proposition 5.3 to the special case where τ(q) > 0. In this case, when K̂
is perfect, our assertions are contained in [7], Proposition 3.5, so it remains
to prove part (c). Like in the proof of Proposition 5.1, one sees that it
suffices to deduce the equality Brdq(K) = 1 + τ(q) and our concluding
assertion. Our argument goes along the same lines as the corresponding
part of the proof of Proposition 5.1, so we omit the details. Note that K̂
has nonequivalent discrete valuations vˆt, t ∈ N, trivial on K̂0, whose residue
fields K̂t satisfy rq(K̂t) > 0, for each t. Therefore, by Grunwald-Wang’s
theorem, rq(K̂) = ∞, and it follows from Galois theory and Witt’s lemma
about the realizability of cyclic q-extensions as intermediate fields of Zq-
extensions (cf. [8], Sect. 15, Lemma 2) that (5.2) remains valid, for p = q.
This result enables one to deduce from [30], Theorem 1, that (qν , qµ) is an
index-exponent K-pair whenever ν, µ ∈ N and µ ≤ ν ≤ (1 + τ(q))µ; in
particular, Brdq(K) ≥ 1+ τ(q). The assumptions on K̂ and K also indicate
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that [K̂ : K̂q] = q and [K : Kq] = q1+τ(q), so [5], Lemma 4.3 (a), yields
Brdq(K) ≤ 1 + τ(q), which completes our proof. 
The following result is an immediate consequence of Theorem 2.3, which
generalizes [5], Lemma 4.4. The role of this result given in our proofs of
Theorems 2.1 and 2.2 is determined by its applicability to any Henselian
field (K, v) with cd(G
K̂
) ≤ 1, and to every p ∈ P different from char(K̂).
Proposition 5.4. In the setting of Theorem 2.3, let Brdp(K̂) = 0. Then:
(a) Brdp(K) =∞ if and only if mp =∞ or τ(p) =∞ and εp ∈ K̂;
(b) When Brdp(K) < ∞, it satisfies the equality Brdp(K) = up, where
up = [(τ(p) +mp)/2] if εp ∈ K̂; up = mp when εp /∈ K̂.
As shown in [7], Proposition 5.4 retains validity, if τ(p) ≥ 1 and K̂ is a
local field or, more generally, a p-quasilocal field, in the sense of [4].
Corollary 5.5. Let (K, v) be a Henselian field with Brd2(K) < ∞, K̂
formally real and Br(K̂(
√−1))2 = {0}, and under the hypotheses of Theorem
2.3, let u = [(m′2 + τ(2))/2], where m
′
2 = τ(2) if r2(K̂) > τ(2), and m
′
2 =
r2(K̂)− 1, otherwise. Then Brd2(K) = 1 + u.
Proof. Statement (1.1) (b) and the conditions on K̂ imply Br(K̂(
√−1)/K̂)
= Br(K̂)2 6= {0} and ind(D˜) = 2, provided D˜ ∈ d(K̂), [D˜] ∈ Br(K̂)2 and
[D˜] 6= 0. Using (4.1), (4.2) (b), and Albert’s height theorem (cf. [1], Ch. IX,
Sect. 6), and arguing as in the proof of (4.7) and (4.3), one concludes that
if D ∈ d(K) and exp(D) = 2m, for some m ∈ N, then there exist totally
ramified extensions Θ/K and Θ′/Θ, such that exp(D ⊗K Θ) = 2, [Θ: K] |
2(m−1)m
′
2 , [Θ′ : Θ] | 2u, Θ′ ⊂ K(2), and [D ⊗K Θ′] ∈ Br(Θ′(
√−1)/Θ′).
Hence, by (1.1) (b), ind(D) | 2.2m.u and Brd2(K) ≤ 1 + u. Conversely, it
follows from [30], Theorem 1 (or [17], Exercise 4.3, or [5], (3.6)) that there
is ∆ ∈ d(K) with exp(∆) = 2 and ind(∆) = 21+u, so Brd2(K) = 1 + u. 
Corollary 5.6. Let Cn = C((X1)) . . . ((Xn)) be an iterated formal Laurent
power series field in n variables over an algebraically closed field C, for some
n ∈ N. Then Brdp(Cn) = abrdp(Cn) = [n/2], for every p ∈ P, p 6= char(C).
In addition, (pκ, pν) : κ, ν ∈ N, ν ≤ κ ≤ ν[n/2], are index-exponent Cn-pairs.
Proof. Let vn be the natural Z
n-valued valuation of Cn. Then vn is trivial
on C and (Cn, vn) is maximally complete with Ĉn = C. As C is algebraically
closed, this implies D̂ = C, D ∈ d(Cn), and F̂ ∼= C, vn(F ) ∼= Zn, for all F ∈
Fe(Cn). Observing that rp(C) = Brdp(C) = 0 and Z
n/pZn has order pn, for
every p ∈ P, one obtains from Proposition 5.4 that Brdp(Cn) = abrdp(Cn) =
[n/2], p ∈ P. Fix a finite abelian group Ap of period pν , order o(Ap) and rank
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≤ [n/2]. It follows from Kummer theory and [30], Theorem 1, that there is
Tp ∈ d(Cn) with vn(Tp)/v(Cn) ∼= Ap × Ap. Therefore, by [9], Theorem 1,
exp(Tp) = p
ν and ind(Tp) = o(Ap). Since Ap can be chosen so that o(Ap) =
pκ if and only if ν ≤ κ ≤ ν[n/2], this completes our proof. 
Corollary 5.7. Let E0 be a real closed field and En = E0((X1)) . . . ((Xn)),
for some n ∈ N. Then Brd2(En) = abrd2(En) = 1 + [n/2], Br(En) =
Br(En)2, and abrdp(En) = [n/2], for every p ∈ P \ {2}.
Proof. The standard Zn-valued valuation vn of En is Henselian with Ên =
E0, and by the Artin-Schreier theory (cf. [23], Ch. XI, Sect. 2), E0,sep =
E0(
√−1). Therefore, r2(E) = 1, and by Corollary 5.5, Brd2(En) = 1+[n/2].
Note also that a field E′n ∈ Fe(En) is isomorphic to En, if it is formally
real, and E′n
∼= E0(
√−1)((X1)) . . . ((Xn)), otherwise. Thus abrd2(En) =
1 + [n/2]. We prove that Br(En) = Br(En)2. Clearly, E0 does not contain
a primitive k-th root of unity, for any k ≥ 3. In view of (4.1) (c) and (4.2)
(c), this shows that if D ∈ d(En) and 2 ∤ ind(D), then D is inertially split.
However, E0(
√−1) = E0,sep, so Br(E0) is of order 2 and (En, vn) has no
inertial proper extension of odd degree. Now it can be deduced from (4.1)
and Lemma 4.1 that Br(En)p = {0}, p > 2, i.e. Br(En) = Br(En)2. This
result, Corollary 5.6 and the noted alternative for the fields E′n ∈ Fe(En)
yield abrdp(En) = [n/2], p > 2, as claimed. 
Remark 5.8. The field En in Corollary 5.7 is Pythagorean, by [22], Theo-
rem 3.16, so [10], Corollary 3.2, implies 2Br(En)2 = {0}; (1, 1) and (2k, 2),
1 ≤ k ≤ 1 + [n/2], are all index-exponent En-pairs (see [3] or [7], Sect. 3).
At the end of this Section, we generalize the formula for Brdp(En) in
Corollary 5.6, and the conclusions of Corollary 5.7, for p = 2, as follows:
Theorem 5.9. Let E be a field containing a primitive p-th root of unity ε,
for some p ∈ P, and let G(E(p)/E) be metabelian. Then:
(a) rp(E
′) = rp(E), for every finite extension E
′ of E in E(p) unless E
is formally real, p = 2 and r2(E) <∞;
(b) Brdp(E) = ∞, provided that rp(E) = ∞; Brdp(E) = [rp(E)/2] when
E is nonreal and rp(E) <∞;
(c) If E is formally real, then p = 2 and E is Pythagorean; in particular,
Br(E)2 is a group of period 2;
(d) If E is formally real and r2(E) <∞, then Brd2(E) = [(1+ r2(E))/2],
and for each finite extension E′ of E in E(2), r2(E)− 1 ≤ r2(E′) ≤ r2(E).
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Proof. Suppose first that rp(E) ≤ 1. Then it follows from Galois theory and
[42], Theorem 2, that G(E(p)/E) ∼= Zp or rp(E) = 0 unless E is formally
real; in the excluded case, p = 2, E is Pythagorean and E(2) = E(
√−1).
When E is nonreal, this implies cd(G(E(p)/E)) ≤ 1, which ensures that
Br(E)p = {0} (cf. [28], (16.1), [39], p. 725, Remark, and [38], Theorem 3.1);
also, finite extensions of E in E(p) inherit the noted properties. Since Br(E)2
has order 2, in case E is formally real and r2(E) = 1, these results prove
Theorem 5.9 when rp(E) ≤ 1. Henceforth, we assume that rp(E) ≥ 2. Our
goal is to prove the following:
(5.3) (a) If E is nonreal, then E has a p-Henselian valuation v (i.e. v ex-
tends uniquely on E(p), up-to an equivalence) with v(E) 6= pv(E), rp(Ê) ≤ 1
and char(Ê) 6= p; in fact G(Ê(p)/Ê) ∼= Zp unless rp(Ê) = 0;
(b) If p = 2, E is formally real and r2(E) ≤ ∞, then E has a 2-Henselian
valuation v with v(E) 6= 2v(E) and r2(Ê) ≤ 2 except, possibly, when
G(E(2)/E) is isomorphic to the semi-direct group product Z2 × Z/2Z, de-
fined by the rule τστ = −σ : σ ∈ Z2, τ being the generator of Z/2Z.
For any nontrivial valuation w of E, denote by [w], Ow(E), Mw(E) and Êw
its equivalence class, valuation ring, maximal ideal and residue field, respec-
tively. It is easily verified thatMy(E) ⊂My′(E) whenever Oy′(E) ⊂ Oy(E).
Suppose that G(E(p)/E) is not isomorphic to the semi-direct product de-
fined in (5.3) (b). Then, by results of [13] and [14], Sect. 4, E has a p-
Henselian valuation z, such that z(E) 6= pz(E) and char(Êz) 6= p. The con-
ditions on z mean that E∗p includes the coset 1+Mz(E), whence the group
E∗/E∗p is isomorphic to Ê∗z/Ê
∗p
z × z(E)/pz(E). Denote by Hp(E) the class
of valuations of E of the same kind as z, put Hp(E) = {[y] : y ∈ Hp(E)},
and define Σp(E) to be the image of the natural map of Hp(E) into the set
of valuation subrings of E. It easy to see that Σp(E) satisfies the condi-
tions of Zorn’s lemma relative to the partial ordering inverse to inclusion.
Therefore, there exists v ∈ Hp(E), for which Ov(E) is a minimal element
of Σp(E) with respect to inclusion. We show that v has the property re-
quired by (5.3). Suppose this is not the case. Then, by [13] and [14], Êω
has a valuation vˆ ∈ Hp(Êv). This gives rise to a valuation v′ on E with
Êv′ isomorphic to the residue field of (Êv, vˆ), v
′(E) possessing an isolated
subgroup H ∼= vˆ(Êv), and v(E) ∼= v′(E)/H (cf. [12], Sect. 5.2). Hence,
v′(E) 6= pv′(E) and H 6= {0}, which implies Ov′(E) is properly included
in Ov(E). Using [40], Theorem 32.15, one finally obtains that v
′ ∈ Hp(E).
This contradicts the minimality of Ov(E) in Σp(E), so (5.3) become obvious.
We prove Theorem 5.9 (c). The latter part of our assertion follows from
[10], Corollary 3.2, and the former one. We show that E is Pythagorean, pro-
vided it is formally real and p = 2. In view of (5.3), [22], Theorem 3.16, and
[12], Theorem 18.1.2, it suffices to consider the case where E(2) = E(
√−1)
or G(E(2)/E) is isomorphic to the semi-direct product defined in (5.3) (b).
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Then it follows from Galois theory that r2(E(
√−1)) = r2(E) − 1 ≤ 1,
and specifically, E(
√−1)∗ = E∗E(√−1)∗2. This implies E is Pythagorean,
Br(E(
√−1))2 = {0}, Br(E)2 = Br(E(
√−1)/E) and Brd2(E) = 1.
Our next purpose is to prove Theorem 5.9 (a), (b) and (d). Suppose
first that rp(E) = ∞ and fix v ∈ Hp(E) as in (5.3). Since E∗/E∗p ∼=
Ê∗/Ê∗p × v(E)/pv(E), it is clear from Kummer theory that v(E)/pv(E) is
infinite. Therefore, by Lemma 4.2, Brdp(E) =∞. Using Galois theory, one
also obtains that rp(E
′) = ∞, for every finite extension E′/E. Thus our
proof reduces to the case of 2 ≤ rp(E) <∞. We assume further that E has
a valuation v subject to the restrictions of (5.3) (which is allowed by the
observations at the end of the proof of Theorem 5.9 (c)).
Let (Ev , v¯) be a Henselization of (E, v) (with Ev ∈ I(Esep/E)). Then
(Ev, v¯)/(E, v) is immediate, whence, by [22], Theorem 3.16, Ev is formally
real, if so is E. These facts, Kummer theory and the isomorphism E∗/E∗p ∼=
Ê∗/Ê∗p × v(E)/pv(E) show that if E′ ∈ I(E(p)/E) and [E′ : E] = p, then
E′ /∈ I(Ev/E). Using now Galois theory and general properties of finite
p-groups (cf. [23], Ch. I, Sect. 6), one obtains the following:
(5.4) E(p) ∩ Ev = E, v¯(E(p)Ev) = pv¯(E(p)Ev) and E(p)Ev = Ev(p); in
particular, G(E(p)/E) ∼= G(Ev(p)/Ev), and for each n ∈ N, E∗v = E∗E∗p
n
v .
Statement (5.4) and Galois theory imply that, for any finite extension E′ of
E in E(p), rp(E
′) = rp(E
′Ev) and rp(E
′) is determined in accordance with
Theorem 5.9 (a) or (d). It remains to prove Theorem 5.9 (b). Using (5.4)
and the Merkur’ev-Suslin theorem [28], (16.1), one concludes that each ∆v ∈
d(Ev) with exp(∆v) = p is Ev-isomorphic to ∆ ⊗E Ev, for some ∆ ∈ d(E)
with exp(∆) = p. Note also that if Brdp(Ev) = µp < ∞, then ∆v can be
chosen so that ind(∆v) = p
µp . Since E∗v/E
∗p
v
∼= Ê∗/Ê∗p⊕v¯(Ev)/pv¯(Ev), this
can be obtained from Proposition 5.4, Corollary 5.5 and [5], (3.6). Therefore,
Brdp(E) ≥ Brdp(Ev), and for the rest of the proof of Theorem 5.9 (b), now it
suffices to show that if 2 ≤ rp(E) <∞, then Brdp(E) ≤ Brdp(Ev). Clearly,
(5.4), Proposition 5.4 and Corollary 5.5 imply Brdp(Ev) = [rp(E)/2], if Ê
is nonreal, and Brd2(Ev) = [(1 + r2(E))/2], when Ê is formally real. Also,
[28], (16.1), shows that Br(E)p = Br(E(p)/E), which makes it possible to
deduce the following statement, by the method of proving [5], Lemma 4.1:
(5.5) Brdp(E) ≤ m, for some m ∈ N, provided that, for each finite exten-
sion E′ of E in E(p), ind(D′) | pm whenever D′ ∈ d(E′) and exp(D′) = p.
Finally, it follows from (5.4), [3] and Theorem 5.9 (a), (d), that (5.5) applies
to m = Brdp(Ev), so Theorem 5.9 (b) is proved. 
6. Proofs of Theorems 2.1 and 2.2
Let (K, v) be a Henselian field with abrdp(K̂) < ∞, for some p 6=
char(K̂). First we use Theorem 2.3 for finding lower and upper bounds
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for abrdp(K). When abrdp(K̂) = 0, Theorem 5.9 and these bounds give
a formula for abrdp(K), which shows with Proposition 5.4 that the se-
quence abrdp(K),Brdp(K), p ∈ P, is admissible by Theorem 2.1 or 2.2,
if char(K̂) = 0 and cd(G
K̂
) ≤ 1. Using Proposition 5.3 (a) and (b), one
obtains similarly that the considered sequence remains admissible by The-
orem 2.1 (b), if char(K) 6= 0, (K, v) is maximally complete, K̂ is perfect,
cd(G
K̂
) ≤ 1 and K̂ contains finitely many roots of unity.
Proposition 6.1. Let K, v and p satisfy the conditions of Theorem 2.3,
abrdp(K̂) <∞ and Gp be a Sylow pro-p-subgroup of GK̂ . Then:
(a) abrdp(K) =∞ if and only if τ(p) =∞;
(b) max{abrdp(K̂)+ [τ(p)/2], τ(p)} ≤ abrdp(K) ≤ abrdp(K̂) + τ(p), pro-
vided that τ(p) <∞ and Gp is not metabelian.
Proof. Let ε′p be a primitive p-th root of unity in Ksep, and Kp the fixed
field of a Sylow pro-p-subgroup Hp ≤ GK . Then p ∤ [R0 : K], for any R0 ∈
Fe(K)∩ I(Kp/K), so it follows from (3.3) that v(K)/pv(K) ∼= v(R)/pv(R),
for every R ∈ I(Kp/K). Also, (1.1) (b) implies Br(R/K) ∩ Br(K)p = {0},
and ind(Dp ⊗K R) = ind(Dp), exp(Dp ⊗K R) = exp(Dp) whenever Dp ∈
d(K) and [Dp] ∈ Br(K)p. Hence, abrdp(K) = abrdp(R), R ∈ I(Kp/K).
Since ε′p ∈ Kp, these results and Theorem 2.3 (a) show that Brdp(K(ε′p))
= abrdp(K) = ∞ in case τ(p) = ∞. We assume further that τ(p) < ∞.
In view of (3.3) and Theorem 2.3, then abrdp(K) ≤ abrdp(K̂) + τ(p), so
Proposition 6.1 (a) is proved. At the same time, by [30], Theorem 1, S′⊗K ′T ′
lies in d(K ′), for any K ′ ∈ Fe(K) and S′, T ′ ∈ d(K ′) with S′/K ′ inertial
and T ′/K ′ totally ramified. When exp(S′) = exp(T ′) = p and εp ∈ K̂ ′,
this enables one to deduce from (4.1) (b), Lemma 4.2 and [5], Lemma 4.1,
that abrdp(K̂) + [τ(p)/2] ≤ abrdp(K). It remains to be shown that τ(p) ≤
abrdp(K). The Henselity of (K, v) guarantees that the field Up = KpKur
equals Kp,ur, Up/Kp is a Galois extension and G(Up/Kp) ∼= GK̂p ∼= Gp (cf.
[36], Theorem A.24). Thus our proof reduces to the case of K = Kp. As
Gp is not metabelian, G(Up/Kp) contains as a closed subgroup a free pro-p-
group H ′p of rank ≥ 2 (cf. [38], Theorem 3.1, and [39], Lemma 7). Therefore,
by [5], Lemma 4.4 (c), abrdp(Lp) = τ(p), where Lp is the fixed field of H
′
p.
In view of [4], (1.2), this completes the proof of Proposition 6.1. 
Remark 6.2. It follows from [29] that if (K, v), p and Gp satisfy the
conditions of Proposition 6.1, then Gp is metabelian if and only if so is
any Sylow pro-p-subgroup G′p of GK . When this holds, the isomorphism
K∗p/K
∗p
p
∼= K̂∗p/K̂∗pp ×v(K)/pv(K), for the fixed field Kp of G′p, allows one to
apply Theorem 5.9 (using that rp(Kp) = rp(K̂p)+τ(p) in case rp(Kp) <∞).
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We are now prepared to prove Theorems 2.1 and 2.2. Let (a¯, b¯) = ap, bp ∈
N∞, p ∈ P, be a sequence with ap ≥ bp, for each p, and let b2 = ∞ or
a2 ≤ 1+2b2 <∞. Assume also that (a¯, b¯) satisfies the conditions of Theorem
2.2, if a2 = 1 + 2b2 < ∞. Denote by Πq(a¯, b¯) the set of prime divisors of
q− 1, for any q ∈ P, and by Alt∞ the group product
∏
∞
n=5Altn, where Altn
is the alternating group of degree n, for every index n. We proceed in three
steps. Our first step outlines features of a Henselian equicharacteristic field
(∇, v) that can ensure its admissibility by Theorem 2.1 or Theorem 2.2 (if
needed, under the extra hypothesis that (∇, v) is maximally complete); in
case char(∇̂) > 0, (a¯, b¯) is supposed to satisfy the conditions of Theorem
2.1 (b), for q = char(∇̂). As a second step, we prove the existence of
Henselian fields subject to the restrictions imposed in step 1; finally, we
show that these fields are admissible by Theorem 2.1 (a), 2.1 (b) or 2.2 (see
pages 24 and 25, respectively). In order to take the main steps towards the
proof of Theorems 2.1 and 2.2, we consider a Henselian field (∇, v) with
char(∇) = char(∇̂) = θ ≥ 0, ∇̂ perfect and cd(G
∇̂
) ≤ 1; this allows us to
use Theorem 5.9 and Propositions 5.4, 6.1 and 5.3 (a), (b) for computing
the sequence abrdp(∇),Brdp(∇), p ∈ P. Let εp be a primitive p-th root of
unity in ∇̂sep, for each p ∈ P, p 6= char(∇). The restrictions imposed on
(∇, v) (to ensure that abrdp(∇) = ap and Brdp(∇) = bp, for each p ∈ P)
are stated below as conditions (6.1) and (6.2). In addition, they specify the
requirement to minimize the set of those p ∈ P, for which εp ∈ ∇̂ (which
is implicitly included in the assumptions on (a¯, b¯) of Theorems 2.1 and 2.2,
and in the setting of Theorem 2.1, is only slightly less restrictive than (2.1)).
The considered conditions depend on θ, and to facilitate their presentation,
we put Π0(a¯, b¯) = {2}, Π′q(a¯, b¯) = {p ∈ Πq(a¯, b¯) : 0 < ap = 2bp < ∞},
q ∈ P ∪ {0}, and Π1(a¯, b¯) = ∅, in case (a¯, b¯) is admissible by Theorem 2.1.
Using these notation, we suppose that ∇̂ and v(∇) satisfy the following:
(6.1) (a) Πθ(a¯, b¯) = {p ∈ P : εp ∈ ∇̂, rp(∇̂) > 0} and Π1(a¯, b¯) = {p ∈
P : εp ∈ ∇̂, rp(∇̂) = 0}; in particular, if θ > 0, then rp(∇̂) ≥ 1, for all p ∈ P,
and Πθ(a¯, b¯) equals the set of those p ∈ P for which εp ∈ ∇̂;
(b) rpi(∇̂) = 2(bpi − [api/2]) and τ(pi) = api, if pi ∈ Πθ(a¯, b¯) and bpi < api <
2bpi (when this holds, 2 ≤ rpi(∇̂) ≤ τ(pi)− 1 and bpi ≥ 2);
(c) τ(p) = ap, if ap ∈ {0,∞}; G(∇̂(p)/∇̂) ∼= Zp, provided that ap = 0;
(d) rp(∇̂) = bp whenever ap > 0, p 6= θ and p /∈ Π1(a¯, b¯)∪Πθ(a¯, b¯); in this
case, τ(p) = ap unless bp ≤ 1, bp < ap <∞ and G∇̂ is pronilpotent;
(e) When p /∈ Π1(a¯, b¯) ∪ Πθ(a¯, b¯), p 6= θ, bp ≤ 1, bp < ap < ∞ and G∇˜ is
pronilpotent, we have τ(p) = 2ap;
(f) If G
∇̂
is pronilpotent, then 2bpi − 1 ≤ τ(pi) ≤ 2bpi and ∇̂(pi)/∇̂ is a
Zpi-extension, for each pi ∈ Πθ(a¯, b¯) with 0 < bpi = api <∞;
(g) If θ > 0 and 0 < bθ ≤ aθ <∞, then rθ(∇̂) = bθ and τ(θ) = aθ.
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Let Π0(a¯, b¯) = Π1(a¯, b¯) ∪ Π′0(a¯, b¯), and for each q ∈ P, denote by Πq(a¯, b¯)
the union Π′q(a¯, b¯) ∪ {q} if (aq, bq) = (2, 1), and put Πq(a¯, b¯) = Π′q(a¯, b¯),
otherwise. In addition to (6.1) (a), (b), (c), (d) and (g), we require that
the following conditions hold, if Πθ(a¯, b¯) 6= ∅ (at the same time, we exclude
(6.1) (e) and (f)):
(6.2) (a) G
∇̂
is a Frattini cover of the product Alt∞ ×
∏
p∈P G(∇̂(p)/∇̂)
(hence, the Sylow pro-p-subgroups of G
∇̂
have infinite rank, for every p ∈ P);
in particular, G
∇̂
is not pronilpotent (it is not even prosolvable);
(b) If Π1(a¯, b¯) = P, then G∇̂ is a Frattini cover of Alt∞;
(c) If Π′θ(a¯, b¯) 6= ∅, then ∇̂(p)/∇̂ is a Zp-extension, for each p ∈ Π′θ(a¯, b¯);
the same holds, if θ ∈ Πθ(a¯, b¯), bθ = 1 and p = θ;
(d) τ(p) = ap, for every p ∈ P, and rp(∇̂) = ap when p ∈ Πθ(a¯, b¯) ∪ {θ}
and 0 < bp = ap <∞.
The second main step towards the proof of Theorems 2.1 and 2.2 is to show
that there exists a Henselian field (∇, v) with char(∇) = char(∇̂) = q ≥ 0,
∇̂ perfect and cd(G
∇̂
) ≤ 1, which satisfies (6.1) and, if necessary, (6.2).
Suppose first that Π1(a¯, b¯) = P. Then, by the assumptions of Theorem
2.2, Π0(a¯, b¯) = ∅ and ap = 1 + 2bp, for every p ∈ P. At the same time,
it follows from (3.7) and Lemmas 3.3 and 3.4 that there is a field ∇˜, such
that char(∇˜) = 0, cd(G
∇˜
) ≤ 1 and G
∇˜
is a Frattini cover of Alt∞. This
indicates that rp(∇˜) = 0, p ∈ P, which implies ∇˜ contains a primitive n-th
root of unity, for any n ∈ N (cf. [23], Ch. VIII, Sect. 3). Moreover, by
Lemma 3.1, ∇˜ ∼= ∇̂, for some Henselian field (∇, v) satisfying (6.1) (a) and
with τ(p) = ap, p ∈ P. It remains to prove the existence of (∇, v) in case
Π1(a¯, b¯) 6= P. For this purpose we need the following lemma.
Lemma 6.3. Let E0 be a field and H a pronilpotent group. Suppose that
GE0 is procyclic, cd(H) ≤ 1 and P (GE0) ⊆ P (H). Then there is a field
extension E/E0, such that GE ∼= H and E0 is algebraically closed in E.
Proof. Our assumptions show that the Sylow pro-p-subgroup Hp of H is
normal in H and has rank r(Hp) ≥ rp(E0) as a pro-p-group, for each p ∈ P.
Let P∞(H) = {p ∈ P : r(Hp) = ∞}, P2(H) = {p ∈ P \ P∞(H) : r(Hp) ≥
2}, and Θp be an elementary abelian p-group of rank r(Hp) − 1, for any
p ∈ P2(H). Fix the group products Θ =
∏
p∈P2(H)
Θp, H0 =
∏
p∈P∞(H)
Hp,
H1 = Θ×H0 and H = GE0 ×H1 (putting Θ = {1} if P2(H) = ∅, H0 = {1}
if P∞(H) = ∅). By (3.7), E0 has extensions E1 and E
′
1, such that E
′
1/E0 is
purely transcendental, E1 ∈ I(E′1/E0), E′1/E1 is Galois and G(E′1/E0) ∼= H1.
Identifying E0,sep with its E0-isomorphic copy in E
′
1,sep, and observing that
E0 is algebraically closed in E
′
1, one obtains E0,sepE
′
1/E1 is Galois with
G(E0,sepE′1/E1) ∼= H. Hence, by Lemma 3.4, there is an extension E/E1,
such that L = E0,sepE
′
1 ⊗E1 E is a field, cd(GE) ≤ 1, and L ∩R 6= E, for all
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R ∈ I(Lsep/E), R 6= E. This implies E0 is separably closed in E, L/E is a
Galois extension, G(L/E) ∼= H, and GE is a Frattini cover of H. Therefore,
by Lemma 3.5, GE is pronilpotent and rp(E) = r(Hp), p ∈ P. These results,
the conditions on H, and Galois cohomology (cf. [35], Ch. I, 4.2) yield
GE ∼= H, so Lemma 6.3 is proved. 
We fix q ∈ P ∪ {0} and continue with the second part of the proof of
Theorems 2.1 and 2.2. When Πq(a¯, b¯) = ∅, Lemmas 3.1, 3.3 and 6.3 indicate
that one can find a Henselian field (∇, v), such that char(∇) = char(∇̂) = q,
∇̂ is perfect, G
∇̂
is pronilpotent, cd(G
∇̂
) ≤ 1, and (∇, v) is subject to (6.1).
In addition, by Krull’s theorem (see Remark 3.2), (∇, v) can be chosen to
be maximally complete. When Πq(a¯, b¯) 6= ∅ and Π¯1(a¯, b¯) 6= P, one first sees
that there is a field ∇˜ satisfying the following:
(6.3) (a) ∇˜ is perfect, char(∇˜) = q, G
∇˜
is pronilpotent and cd(G
∇˜
) ≤ 1;
(b) Π1(a¯, b¯) and Π0(a¯, b¯) are related with ∇˜ as in (6.1) (a), if q = 0;
Π1(a¯, b¯) = ∅ and Πq(a¯, b¯) is the set of prime divisors of q − 1 when q > 0;
(c) If ap > 0 and p lies in the union of the sets P \ (Π1(a¯, b¯) ∪ Πq(a¯, b¯))
and {p′ ∈ Πq(a¯, b¯) : 0 < bp′ < ap′ < 2bp′}, then rp(∇˜) is determined by (6.1)
(d) or (6.1) (b) if p 6= q, and it is subject to (6.1) (g) when p = q > 0;
(d) rp(∇˜) = ap in the case where p ∈ Πq(a¯, b¯) and 0 < bp = ap <∞;
(e) G(∇˜(p)/∇˜) ∼= Zp, provided that p ∈ Π′q(a¯, b¯) or ap = 0; the same
holds, if q > 0, bq = 1 and p = q.
It follows from (3.7) (applied to H = Alt∞) and Lemma 3.4 that there
exists a field extension Φ˜/∇˜, such that Φ˜ is perfect, ∇˜ is algebraically closed
in Φ˜, cd(G
Φ˜
) ≤ 1, and G
Φ˜
is a Frattini cover of G
∇˜
×Alt∞ ∼= Alt∞×G∇˜. This
implies rp(Φ˜) = rp(∇˜), for each p ∈ P. It is now clear from (6.3), Lemma 3.1
and Krull’s theorem that there is a maximally complete equicharacteristic
field (Φ, w) with Φ̂ ∼= Φ˜, which is subject to (6.1) and (6.2).
Remark 6.4. Proposition 13.4.6 and Corollary 11.2.5 of [15], enable one to
modify the preceding argument and so to prove the existence of a Henselian
equicharacteristic field (∇, v) with a perfect PAC-field ∇̂, admissible by (6.1)
and (6.2). This ensures that ∇̂ is a field of C2-type (when char(∇̂) = 0 - of
C1-type) [21], [15], Theorem 21.3.6.
It is now easy to take the third and final step towards the proof of Theo-
rems 2.1 and 2.2. Let (∇, v) be a Henselian field with char(∇) = char(∇̂) =
q, ∇̂ perfect and cd(G
∇̂
) ≤ 1, subject to (6.1) and, if necessary, to (6.2).
Suppose further that (∇, v) is maximally complete, provided that q > 0.
Then it follows from Propositions 5.4, 6.1 and the conditions on (a¯, b¯) that
abrdp(∇) = ap and Brdp(∇) = bp, for each p 6= q, proving Theorems 2.1 and
2.2 in case q = 0. Note also that abrdq(∇) = aq and Brdq(∇) = bq when
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q > 0. Since, by Proposition 5.3 (a), Brdq(∇) = ∞ ↔ τ(q) = ∞, this is in
fact a consequence of (6.1) (c) and (g), (6.2) (a) and Proposition 5.3 (b). In
view of (6.1) (a), applied to the case of Π1(a¯, b¯) = ∅, it is also clear that the
roots of unity in ∇ are determined by q in accordance with (2.1).
Remark 6.5. The existence of fields E with char(E) = 0 and Brd(E) = 0 <
abrd(E) has been observed by M. Auslander (cf. [35], Ch. II, 3.1). Theorems
2.1 (a) and 2.2 extend Auslander’s result to a description of the set Ω0 of
sequences a¯(K) = abrdp(K), p ∈ P, attached to the class of Henselian
fields (K, v) with char(K̂) = 0, cd(G
K̂
) ≤ 1 and Br(K) = {0}. They show,
combined with Propositions 5.4 and 6.1, that a sequence ap ∈ N∞, p ∈ P,
lies in Ω0 if and only if one of the following two conditions holds: (i) a2 = 0;
(ii) the sequence ap, 0, p ∈ P, is subject to the restrictions of Theorem 2.2
(this occurs, if a2 = 1 and, e.g., api = 0, for all Fermat prime numbers pi).
Thus Theorem 2.1 (a) and the main result of [6] imply the validity of (2.2)
(b), for (q, k) = (0, 0). It is not known whether a¯(Λ) ∈ Ω0, for every field Λ
with Br(Λ) = {0}. Specifically, it is an open problem whether abrdp(Λ) = 1,
p ∈ P, provided that Br(Λ) = {0} and abrdp(Λ) 6= 0, for all p.
Note finally that if ap, bp, p ∈ P, are admissible by Theorem 2.1 or 2.2,
and ap ≤ d, p ∈ P, for some d ∈ N, then the fields ∇∗ in Theorems 2.1 and
2.2 can be chosen so as to be of Cd+2-type (when ∗ = 0 - of Cd+1-type).
Modifying the proof of Lemma 3.1, one obtains from Remark 6.4 that in
fact ∇∗ can be found among the extensions of transcendency degree d over
a suitably chosen field of C2-type (in zero characteristic - of C1-type), and
by the Lang-Nagata-Tsen theorem [31], then ∇∗ is of the claimed type. This
agrees with the well-known conjecture that abrd(F ) < k whenever F is a
field of Ck-type, for a given k ∈ N (see the end of [2], Sect. 4), which
includes as special cases M. Artin’s Conjecture that Brd(F ) ≤ 1, if F is a
C2-type field, and Colliot-The´le`ne’s Standard Conjecture for function fields
of k-dimensional algebraic varieties over an algebraically closed field.
Acknowledgment. The author wishes to thank the referee for a number of
suggestions and remarks used for improving the presentation of this research
(including results, proofs and related information). The research itself was
partially supported by Grant I02/18 of the Bulgarian National Science Fund.
References
[1] A. Albert, Modern Higher Algebra, Univ. of Chicago Press, Chicago, Ill., 1937.
[2] A. Auel, E. Brussel, S. Garibaldi, U. Vishne, Open Problems on central simple
algebras, Transform. Groups 16 (2011), 219-264.
[3] K.J. Becher, D.J. Hoffman, Symbol lengths in Milnor K-theory, Homology, Homo-
topy Appl. 6 (2004), No 1, 17-31.
[4] I.D. Chipchakov, On the residue fields of Henselian valued stable fields, J. Algebra
319 (2008), 16-49.
BRAUER AND ABSOLUTE BRAUER p-DIMENSIONS 27
[5] I.D. Chipchakov, On the behaviour of Brauer p-dimensions under finitely-generated
field extensions, J. Algebra 428 (2015), 190-204.
[6] I.D. Chipchakov, On Brauer p-dimensions and index-exponent relations over finitely-
generated field extensions, Manuscr. Math. 148 (2015), No. 3-4, 485-500.
[7] I.D. Chipchakov, On index-exponent relations over Henselian fields with local residue
fields, Preprint, arXiv:1401.2005v5 [math.RA].
[8] P.K. Draxl, Skew Fields, London Math. Soc. Lecture Notes, vol. 81, Cambridge
Univ. Press IX, Cambridge etc., 1983.
[9] P.K. Draxl, Ostrowski’s theorem for Henselian valued skew fields, J. Reine Angew.
Math. 354 (1984), 213-218.
[10] I. Efrat, On fields with finite Brauer groups, Pac. J. Math. 177 (1997), 33-46.
[11] I. Efrat, A Hasse principle for function fields over PAC fields, Isr. J. Math. 122
(2001), 43-60.
[12] I. Efrat, Valuations, Orderings, and Milnor K-Theory, Math. Surveys and Mono-
graphs, 124, Providence, RI: Amer. Math. Soc., XIII, 2006.
[13] A.J. Engler, J. Koenigsmann, Abelian subgroups of pro-p Galois groups, Trans. Amer.
Math. Soc. 350 (1998), 2473-2485.
[14] A.J. Engler, J.B. Nogueira, Maximal abelian normal subgroups of Galois pro-2-
groups, J. Algebra 166 (1994), 481-505.
[15] M. Fried, M. Jarden, Field Arithmetic, 2nd revised ed., Ergebnisse der Math. und
ihrer Grenzgebiete, 3. Folge, 11, Springer, Berlin, 2005.
[16] Ph. Gille, T. Szamuely, Central Simple Algebras and Galois Cohomology, Cambridge
Stud. Adv. Math., vol. 101, Cambridge Univ. Press, XI, Cambridge, 2006.
[17] B. Jacob, A. Wadsworth, Division algebras over Henselian fields, J. Algebra 128
(1990), 126-179.
[18] A.J. de Jong, The period-index problem for the Brauer group of an algebraic surface,
Duke Math. J. 123 (2004), 71-94.
[19] G. Karpilovsky, Topics in Field Theory, North-Holland Math. Studies, vol. 155,
Elsevier, Amsterdam, 1989.
[20] M.I. Kargapolov, Yu.I. Merzlyakov, Fundamentals of Group Theory, 3rd Ed., Nauka,
Moscow, 1982.
[21] J. Kolla´r, A conjecture of Ax and degenerations of Fano varieties, Isr. J. Math. 162
(2007), 235-251.
[22] T.Y. Lam, Orderings, Valuations and Quadratic Forms, CBMS Reg. Conf. Ser.
Math., vol. 52, Amer. Math. Soc., Providence, RI, 1983.
[23] S. Lang, Algebra, Addison-Wesley Publ. Comp., Mass., 1965.
[24] M. Lieblich, Twisted sheaves and the period-index problem, Compos. Math. 144
(2008), 1-31.
[25] M. Lieblich, Period and index in the Brauer group of an arithmetic surface, with an
appendix by D. Krashen, J. Reine Angew. Math. 659 (2011), 1-41.
[26] F. Lorenz, P. Roquette, The theorem of Grunwald-Wang in the setting of valuation
theory, F.-V. Kuhlmann (ed.) et. al., Valuation theory and its applications, vol.
II (Saskatoon, SK, 1999), 175-212, Fields Inst. Commun., 33, Amer. Math. Soc.,
Providence, RI, 2003.
[27] E. Matzri, Symbol length in the Brauer group of a field, to appear in Trans. Amer.
Math. Soc. 368 (2016), 413-427.
[28] A.S. Merkur’ev, A.A. Suslin, K-cohomology of Severi-Brauer varieties and the norm
residue homomorphism, Izv. Akad. Nauk SSSR 46 (1982), 1011-1046 (translation in
Math. USSR, Izv. bf 21 (1983), 307-340).
[29] O.V. Mel’nikov, O.I. Tavgen’, The absolute Galois group of a Henselian field, Dokl.
Akad. Nauk BSSR 29 (1985), 581-583.
[30] P. Morandi, The Henselization of a valued division algebra, J. Algebra 122 (1989),
232-243.
28 I.D. CHIPCHAKOV
[31] M. Nagata, Note on a paper of Lang concerning quasi algebraic closure, Mem. Coll.
Sci., Univ. Kyoto, Ser. A, 30 (1957), 237-241.
[32] R. Pierce, Associative Algebras, Graduate Texts in Math., vol. 88, Springer-Verlag,
XII, New York-Heidelberg-Berlin, 1982.
[33] M. Reiner, Maximal Orders, London Math. Soc. Monographs, vol. 5, London-New
York-San Francisco: Academic Press, a subsidiary of Harcourt Brace Jovanovich,
Publishers, 1975.
[34] O.F.G. Schilling, The Theory of Valuations, Mathematical Surveys, No. 4, Amer.
Math. Soc., New York, N.Y., 1950.
[35] J.-P. Serre, Galois Cohomology, Transl. from the French by Patrick Ion, Springer,
Berlin, 1997.
[36] J.-P. Tignol, A.R. Wadsworth, Value Functions on Simple Algebras, and Associated
Graded Rings, Springer Monographs in Mathematics, Cham: Springer, 2015.
[37] I.L. Tomchin, V.I. Yanchevskij, On defects of valued division algebras, Algebra i
Analiz 3 (1991), 147-164 (translation in St. Petersbg. Math. J. 3 (1992), 631-647).
[38] R. Ware, Quadratic forms and profinite 2-groups, J. Algebra 5 (1979), 227-237.
[39] R. Ware, Galois groups of maximal p-extensions, Trans. Amer. Math. Soc. 333
(1992), 721-728.
[40] S. Warner, Topological Fields, North-Holland Math. Studies, 157; Notas de
Mate´matica, 126; North-Holland Publishing Co., Amsterdam, 1989.
[41] W.C. Waterhouse, Profinite groups are Galois groups, Proc. Amer. Math. Soc. 42
(1974), 639-640.
[42] G. Whaples, Algebraic extensions of arbitrary fields, Duke Math. J. 24 (1957), 201-
204.
Institute of Mathematics and Informatics, Bulgarian Academy of Sciences,
Sofia, 1113, Bulgaria
E-mail address: chipchak@math.bas.bg
