For z 1 , z 2 , z 3 ∈ Z n , the tristance d 3 (z 1 , z 2 , z 3 ) is a generalization of the L 1 -distance on Z n to a quantity that reflects the relative dispersion of three points rather than two. A tristance anticode A d of diameter d is a subset of Z n with the property that d 3 (z 1 , z 2 , z 3 ) d for all z 1 , z 2 , z 3 ∈ A d . An anticode is optimal if it has the largest possible cardinality for its diameter d. We determine the cardinality and completely classify the optimal tristance anticodes in Z 2 for all diameters d 1. We then generalize this result to two related distance models: a different distance structure on Z 2 where d(z 1 , z 2 ) = 1 if z 1 , z 2 are adjacent either horizontally, vertically, or diagonally, and the distance structure obtained when Z 2 is replaced by the hexagonal lattice A 2 . We also investigate optimal tristance anticodes in Z 3 and optimal quadristance anticodes in Z 2 , and provide bounds on their cardinality. We conclude with a brief discussion of the applications of our results to multidimensional interleaving schemes and to connectivity loci in the game of Go.
Introduction
Given two points z = (z 1 , z 2 , . . . , z n ) and z ′ = (z ′ 1 , z ′ 1 , . . . , z ′ n ) in Z n , the L 1 -distance between z and z ′ is defined as d(z, z ′ ) = |z 1 − z ′ 1 | + |z 2 − z ′ 2 | + · · · + |z n − z ′ n |. Alternatively, let G ⊞ n = (V, E) denote the grid graph of Z n whose vertex set is V = Z n and whose edges are defined as follows: {z, z ′ } ∈ E if and only if d(z, z ′ ) = 1. Then the L 1 -distance between z and z ′ in Z n is the number of edges in the shortest path joining z and z ′ in G ⊞ n . The latter point of view leads to a natural generalization of the L 1 -distance on Z n to a quantity that reflects the relative dispersion of three points rather than two. Definition 1. Let z 1 , z 2 , z 3 ∈ Z n . Then the tristance d 3 (z 1 , z 2 , z 3 ) is defined as the number of edges in a minimal spanning tree for z 1 , z 2 , z 3 in the grid graph G ⊞ n of Z n .
The notion of tristance defined above can be further generalized in two different ways. First, the quadristance d 4 (z 1 , z 2 , z 3 , z 4 ), the quintistance d 5 (z 1 , z 2 , z 3 , z 4 , z 5 ), and more generally the r-dispersion d r (z 1 , z 2 , . . . , z r ) may be defined [9, 14, 18] as the number of edges in a minimal spanning tree for z 1 , z 2 , . . . , z r in the grid graph G ⊞ n . In this paper, we consider only the tristance d 3 (z 1 , z 2 , z 3 ) and, briefly, the quadristance d 4 (z 1 , z 2 , z 3 , z 4 ) in §4.2.
Another way to generalize Definition 1 is to replace the grid graph G ⊞ n by a different graph. We will consider two alternative graphs G ∞ 2 and G 2 that are useful in applications to twodimensional interleaving [5, 6, 9, 18] . The graph G ∞ 2 has Z 2 as its vertex set, with z = (x, y) and z ′ = (x ′ , y ′ ) in Z 2 being adjacent if and only if
Thus tristance in G ∞ 2 may be thought of as a generalization of the L ∞ -distance on Z 2 . The vertex set of the graph G 2 is the hexagonal lattice A 2 = {( 1 / 2 v, u + √ 3 / 2 v) : u, v ∈ Z}, with two points z = (x, y) and z ′ = (x ′ , y ′ ) in A 2 being adjacent iff
The three graphs G ⊞ 2 , G ∞ 2 , and G 2 are illustrated in Figure 1 . We will sometimes refer to the graphs G ⊞ 2 , G ∞ 2 , and G 2 as the grid graph, the infinity graph, and the hexagonal graph, respectively (or the ⊞ model, the ∞ model, and the model, for short).
Given a set S and a definition of distance between points of S, a code C ⊆ S of minimum distance d is characterized by the property that the distance between any two distinct points of C is at least d. Similarly, an anticode A ⊆ S of diameter d is characterized by the property that the distance between any two distinct points of A is at most d. One is usually interested in codes and anticodes of the largest possible cardinality for a given minimum distance or diameter -such codes/anticodes are said to be optimal. An encyclopedic survey of optimal codes in the Hamming graph may be found in [12, 16] ; for codes in other graphs, see [3, 4, 8, 11, 17, 18] . Optimal anticodes in the Hamming metric and related distance-regular graphs have been studied in [1, 2, 8, 13, 17] and other papers.
The concepts of a code and an anticode can be generalized using the notion of tristance in Definition 1. Thus a tristance code C ⊆ Z n of minimum tristance d is a subset of Z n such 2. Optimal tristance anticodes in the grid graph
We will first need some auxiliary results. Trivially, the L 1 -distance between (x 1 , y 1 ) and (x 2 , y 2 ) in Z 2 can be written as (max 1 i 2 x i − min 1 i 2 x i ) + (max 1 i 2 y i − min 1 i 2 y i ).
The following theorem of [9] shows that a similar expression holds for tristance in Z 2 .
Theorem 1. Let z 1 = (x 1 , y 1 ), z 2 = (x 2 , y 2 ), z 3 = (x 3 , y 3 ) be distinct points in Z 2 . Then
Next, we recall some results on optimal distance anticodes in the grid graph G ⊞ 2 . Let d be even, let z 0 = (x 0 , y 0 ) be an arbitrary point in Z 2 , and consider the set
which is the L 1 -sphere of radius d/2 about z 0 . By triangle inequality, for all z 1 , z 2 ∈ S d/2 (z 0 ) we have d(z 1 , z 2 ) d(z 1 , z 0 ) + d(z 0 , z 2 ) d, so S d/2 (z 0 ) is an anticode of diameter d. It is easy to see that S d/2 (z 0 ) = d 2 /2 + d + 1. On the other hand, it is shown in [6] that Z 2 can be partitioned into d 2 /2 + d + 1 codes such that the minimum L 1 -distance of each code is d + 1. Obviously, any anticode of diameter d can contain at most one point from each such code. It follows that the anticode S d/2 (z 0 ) is optimal for all even d. For odd d, we let z 0 be an arbitrary point in ( 1 / 2 , 0) + Z 2 or in (0, 1 / 2 ) + Z 2 . Then S d/2 (z 0 ) defined in (2) is again an anticode of diameter d (by triangle inequality), and S d/2 (z 0 ) = d 2 /2 + d + 1 / 2 . Once again, it is shown in [6] that Z 2 can be partitioned into d 2 /2 + d + 1 / 2 codes with even minimum distance d + 1, so the anticode S d/2 (z 0 ) is optimal for all odd d.
Uniqueness of optimal anticodes in the grid graph
We now show that optimal distance anticodes in G ⊞ 2 are unique: if A is an optimal anticode of diameter d, then A = S d/2 (z 0 ), where z 0 ∈ Z 2 if d is even, whereas if d is odd then z 0 ∈ ( 1 / 2 , 0) + Z 2 or z 0 ∈ (0, 1 / 2 ) + Z 2 . This result is established in a series of lemmas below.
A set S ⊆ Z 2 is said to be vertically contiguous if it has the following property: if (x, y 1 ) ∈ S and (x, y 2 ) ∈ S, then (x, y) ∈ S for all y in the range min {y 1 , y 2 } y max {y 1 , y 2 }. Similarly, we say that S ⊆ Z 2 is horizontally contiguous if the fact that (x 1 , y) ∈ S and (x 2 , y) ∈ S implies that (x, y) ∈ S for all min {x 1 , x 2 } x max {x 1 , x 2 }. Lemma 2. Let A be an optimal anticode of diameter d in the grid graph G ⊞ 2 . Then A is both vertically contiguous and horizontally contiguous.
Proof. Suppose that z 1 = (x 0 , y 1 ) and z 2 = (x 0 , y 2 ) are points in A. Assume w.l.o.g. that y 2 > y 1 , and consider a point z 3 = (x 0 , y 3 ) with y 1 y 3 y 2 . If z = (x, y) ∈ A, then
Thus d(z, z 3 ) d for all z ∈ A, and if A is optimal, it must contain the point z 3 = (x 0 , y 3 ). Hence A is vertically contiguous. By a similar argument, A is horizontally contiguous.
Given z = (x, y) ∈ Z 2 , we say that the points (x − 1, y) and (x + 1, y) are the horizontal neighbors of z, while the points (x, y − 1) and (x, y + 1) are the vertical neighbors of z.
Lemma 3. Let A be an optimal anticode of diameter d in the grid graph G ⊞ 2 . If A contains the two horizontal neighbors of a point z ∈ Z 2 , or if A contains the two vertical neighbors of z, then A necessarily contains z itself and all the four neighbors of z.
Proof. Suppose A contains the points z 1 = (x 0 − 1, y 0 ) and z 2 = (x 0 + 1, y 0 ). Since A is horizontally contiguous by Lemma 2, it also contains the point
Hence, if A is optimal, it must contain z 3 = (x 0 , y 0 + 1). By a similar argument, A also contains the point (x 0 , y 0 − 1). The claim for vertical neighbors follows by symmetry.
Given a set S ⊆ Z 2 , let G ⊞ 2 (S) denote the induced subgraph of G ⊞ 2 , consisting of S and the edges of G ⊞ 2 with both endpoints in S. We say that z ∈ S is an internal point of S if z has degree 4 in G ⊞ 2 (S); otherwise we say that z is a boundary point of S.
Lemma 4. An optimal anticode of diameter d in G ⊞ 2 has at most 2d boundary points. Proof. Let A be an optimal anticode of diameter d in G ⊞ 2 , and define the integers x min , x max as follows: x min = min {x : (x, y) ∈ A} and x max = max {x : (x, y) ∈ A}. Clearly ∆ = x max − x min d. Let us partition A into ∆ + 1 vertical segments
Since A is vertically contiguous by Lemma 2, for each i = 0, 1, . . . , ∆, the vertical segment V i in (3) can be written as
for some integers y min,i y max,i . Notice that for each point z ∈ V i , except (x min + i, y min,i ) and (x min + i, y max,i ), both vertical neighbors of z are in V i , and hence also in A. Lemma 3 thus implies that z has degree 4 in G ⊞ 2 (A). It follows that each V i contains at most two boundary points of A, so that A has at most 2(∆ + 1) boundary points altogether. If ∆ d −1 we are done, so it remains to consider the case ∆ = d. But then |V 0 | = |V ∆ | = 1 (if y min,0 = y max,0 = y min,∆ = y max,∆ does not hold, there are points in V 0 ∪ V ∆ at distance d + 1 from each other). Thus A has at most 2d boundary points in this case as well.
Lemma 5. Let A be an anticode of diameter d 2 in the grid graph G ⊞ 2 . Then the set of internal points of A, if nonempty, forms an anticode of diameter d − 2.
Proof. By convention, a set of size 1 has diameter zero. Otherwise, if z 1 , z 2 are distinct internal points of A, then all of their neighbors are also in A. Observe that the set of 4 neighbors of z 1 always contains at least one point z such that d(z, z 2 ) = d(z 1 , z 2 ) + 1. It follows that among the neighbors of z 1 and z 2 , there are (at least) two points at distance d(z 1 , z 2 ) + 2 from each other. Hence if A has diameter d, then d(z 1 , z 2 ) d − 2. Theorem 6. Let A be an optimal anticode of diameter d in the grid graph G ⊞ 2 . Then
Proof. We will only prove the theorem for even d; the proof for odd d is similar. We proceed by induction on d. For d = 2, it can be readily verified that an anticode of diameter 2 and size 5 is necessarily the L 1 -sphere S 1 (z 0 ) for some z 0 ∈ Z 2 . Now, let A be an anticode of diameter d and cardinality |A| = d 2 /2 + d + 1. Let D(A) denote the set of internal points of A. Then D(A) is an anticode of diameter d − 2 by Lemma 5, and
by Lemma 4. It follows that A has exactly 2d boundary points and D(A) is an optimal anticode of diameter d − 2. Hence, by induction hypothesis, D(A) = S (d/2)−1 (z 0 ) for some z 0 ∈ Z 2 . Referring to (3) and (4), we see that each vertical segment V 1 , V 2 , . . . , V ∆−1 in A must have exactly two boundary points of A, and |V 0 | = |V ∆ | = 1. In other words, there is a unique way to adjoin 2d boundary points to D(A) = S (d/2)−1 (z 0 ) to obtain an optimal anticode, and it is easy to see that the result is precisely the L 1 -sphere S d/2 (z 0 ).
The foregoing theorem, which is the main result of this subsection, establishes the uniqueness of optimal distance anticodes in G ⊞ 2 . All such anticodes are L 1 -spheres of radius d/2. We are now in a position to begin the classification of optimal tristance anticodes in G ⊞ 2 .
Centered tristance anticodes in the grid graph
. First assume that d is even, and consider the L 1sphere S d/2 (z 0 ). For all z 1 ,
It follows that S d/2 (z 0 ) is a centered tristance anticode of diameter d = 2t and cardinality 2t 2 + 2t + 1. Now suppose that d = 2t + 1 is odd, and consider the L 1 -sphere S d/2 (z 0 + ξ), where ξ = ( 1 / 2 , 0). Let z 0 = (x 0 , y 0 ), and let z 1 = (x 1 , y 1 ) be any point in S d/2 (z 0 +ξ). Then d(z 0 , z 1 ) t + 1 and, moreover, d(z 0 , z 1 ) t unless x 1 > x 0 . It follows that S d/2 (z 0 + ξ) is a tristance anticode centered about z 0 , of diameter d = 2t + 1 and cardinality 2t 2 + 4t + 2.
The following theorem shows that the anticodes constructed above are the unique optimal tristance anticodes centered about z 0 in the grid graph G ⊞ 2 .
Proof. We will prove the theorem for even d only; the proof for odd d is similar. For all
We have shown that S d/2 (z 0 ) is a tristance anticode of diameter d centered about z 0 . Since |S d/2 (z 0 )| = d 2 /2 + d + 1, this anticode is optimal in view of (5) . Moreover, by Theorem 6, equality in (5) is possible only if A d (z 0 ) = S d/2 (z 0 ).
Next, we consider the anticodes A d (z 1 , z 2 ) ⊂ Z 2 centered about a pair of points z 1 and z 2 and defined by the property that d 3 (z 1 , z 2 , z) d for all z ∈ A d (z 1 , z 2 ). Such anticodes cannot have an arbitrary diameter: if d(z 1 , z 2 ) = ∆, then A d (z 1 , z 2 ) = ∅ unless d ∆. For d = ∆, it turns out that the optimal anticode A ∆ (z 1 , z 2 ) is the bounding rectangle of z 1 , z 2 .
Definition 3. Let z 1 = (x 1 , y 1 ), z 2 = (x 2 , y 2 ), . . . , z n = (x n , y n ) be n distinct points in Z 2 . The bounding rectangle of z 1 , z 2 , . . . , z n is the smallest rectangle R(z 1 , z 2 , . . . , z n ) with edges parallel to the axes that contains all the n points. Explicitly, let x max = max{x 1 , . . . , x n }, x min = min{x 1 , . . . , x n }, y max = max{y 1 , . . . , y n }, and y min = min{y 1 , . . . , y n }. Then
x min x x max and y min y y max
By Theorem 1, the tristance of any three points in
. This implies that if d = d(z 1 , z 2 ), then R(z 1 , z 2 ) is the optimal anticode A d (z 1 , z 2 ). For general d, we have the following theorem.
Theorem 8. Let z 1 = (x 1 , y 1 ), z 2 = (x 2 , y 2 ) be distinct points in Z 2 and assume, w.l.o.g., that x 2 x 1 and y 2 y 1 so that d(z 1 ,
Proof. The given points z 1 , z 2 completely determine all the other points in A d (z 1 , z 2 ), as follows:
It is now easy to see that z ∈ A d (z 1 , z 2 ) if and only if the L 1 -distance from z to (the closest point of) the bounding rectangle R(z 1 , z 2 ) is at most c = d − d(z 1 , z 2 ). This is precisely the property expressed by (7) and (8).
General tristance anticodes in the grid graph
We will use the results of §2.2, especially Theorem 8, to classify unrestricted (non-centered) optimal tristance anticodes in G ⊞ 2 . The subset of Z 2 defined by equations (7) , (8) in Theorem 8 is an example of a set we call an octagon. We formalize this as follows. 
A generic octagon O(α 1 , α 2 , . . . , α 8 ) is illustrated in Figure 2 . Note that O(α 1 , α 2 , . . . , α 8 ) may have fewer than eight sides (say, if α 3 α 1 + α 2 ), or may be empty altogether. Octagons will play an important role in this paper. Observe that the L 1 -spheres S d/2 (z 0 ) and S d/2 (z 0 +ξ) in Theorem 7 are octagons. By Theorem 8, the optimal anticode A d (z 1 , z 2 ) is also an octagon. The following lemma establishes another useful property of octagons. Proof. It is obvious that
We are now in a position to begin the classification of unrestricted optimal tristance anticodes in G ⊞ 2 . The next lemma establishes a certain closure property of such anticodes.
Lemma 10. Let A d be an optimal tristance anticode of diameter d in G ⊞ 2 . Then A d is closed under intersection with anticodes centered about pairs of its own points, namely
Proof. If z ∈ A d then, by the definition of an anticode, we have d 3 (z 1 , z 2 , z) d for all z 1 , z 2 ∈ A d . Thus z ∈ A d (z 1 , z 2 ) for all z 1 , z 2 ∈ A d , and therefore z ∈ z 1 ,z 2 ∈A d A d (z 1 , z 2 ). Hence, for any tristance anticode A of diameter d, we have
Now, if A d is optimal and z ∈ A d , then there exist z 1 , z 2 ∈ A d such that d 3 (z 1 , z 2 , z) > d; otherwise, we could adjoin z to A d to obtain a larger anticode. For these z 1 , z 2 ∈ A d , we have z ∈ A d (z 1 , z 2 ). Hence z ∈ z 1 ,z 2 ∈A d A d (z 1 , z 2 ), and the lemma follows.
Combining Theorem 8, Lemma 9, and Lemma 10 makes it possible to determine the shape of optimal tristance anticodes in the grid graph. Lemma 11. Let A d be an optimal tristance anticode of diameter d in G ⊞ 2 . Then A d is an octagon O(α 1 , α 2 , . . . , α 8 ) for some α 1 , α 2 , . . . , α 8 ∈ Z.
Proof. By Lemma 10, we have A d = z 1 ,z 2 ∈A d A d (z 1 , z 2 ). By Theorem 8, each of the sets A d (z 1 , z 2 ) is an octagon. By Lemma 9, an intersection of octagons is also an octagon.
Using translations in Z 2 , we may always assume w.l.o.g. that α 1 = α 2 = 0 in (9) and (10) . Thus, in view of Lemma 11, we have A d = O(0, 0, α 3 , α 4 , . . . , α 8 ), and it remains to determine the six integer parameters α 3 , α 4 , α 5 , α 6 , α 7 , α 8 as a function of the diameter d.
To this end, we first rewrite the definition of an octagon O(0, 0, α 3 , α 4 , . . . , α 8 ) in a different form. This octagon can be defined as the set of all (x, y) ∈ Z 2 such that 0
x a , c 0
, and c 3 = α 4 +α 6 (cf. Figure 3 ). We omit the tedious, but easy, proof of the transformation from (9)-(10) to (12)- (13) .
We will use O(a, b, c 0 , c 1 , c 2 , c 3 ) to denote an octagon O(0, 0, α 3 , α 4 , . . . , α 8 ) specified in terms of the alternative parameters a, b, c 1 , c 2 , c 3 , c 4 of (12) and (13) . It is easy to see from Figure 3 that the size of O(a, b, c 0 , c 1 , c 2 , c 3 ) is given by
The next step is to determine the maximum tristance d of an optimal tristance anticode A d = O(a, b, c 0 , c 1 , c 2 , c 3 ) as a function of its parameters. We say that points
Referring to (9)-(13) along with Figure 2 and Figure 3 , this in turn implies that either y 1 = 0 or
1 is obtained from z 1 by moving down along the South-West edge of the octagon until reaching the South edge). Clearly z ′
since replacing y 1 = min{y 1 , y 2 , y 3 } by 0 increases the tristance by y 1 (cf. Theorem 1) while replacing x 1 by c 0 = x 1 +y 1 decreases the tristance by at most y 1 . Hence the points z ′ 1 , z 2 , z 3 are diametric, and we take z *
. Again, it is easy to see that z ′ 1 , z 2 , z 3 are diametric, and we take z * 1 = z ′ 1 . We can now proceed with the diametric points z * 1 , z 2 , z 3 in a similar fashion to obtain z * 3 .
Figure 4. A diametric configuration in A d
Corollary 13. The diameter of an optimal tristance anticode
, and z 3 = (x 3 , b) be the diametric triple exhibited in Lemma 12. Then, in view of Theorem 1,
It is easy to see that max{x 1 ,
Equality in this bound is achieved for x 2 = a and x 1 = c 0 , as illustrated in Figure 4 .
is an optimal tristance anticode, then
Proof. Obviously, (17) maximizes the size of
Theorem 15. Let A d be an optimal tristance anticode of diameter d in the grid graph G ⊞ 2 . Then
Moreover, up to rotation by an angle of π/2 and translation,
where the parameters a, b, and c are given as a function of d in Table 1 .
Proof. It follows from Lemma 11 in conjunction with Corollary 14 that A d is an octagon of the form O(a, b, c, c, c, c), for some a, b, c ∈ Z. The size of Table 1 . Parameters of optimal tristance anticodes in the grid graph G ⊞ 2 by (14) and its diameter is d = a+b−c by Corollary 13. To complete the proof, it remains to maximize (a + 1)
The solution to this simple optimization problem is given in Table 1 . 
Optimal tristance anticodes in the ∞ and models
We now classify the optimal tristance anticodes in two related graphical models: the infinity graph G ∞ 2 and the hexagonal graph G 2 (defined in §1). To obtain the classification for G ∞ 2 , we make use of a mapping ϕ :
For the hexagonal graph G 2 , we first derive an expression for the corresponding tristance d 3 (·), and then follow the same line of argument as in the previous section.
Optimal tristance anticodes in the infinity graph
It is easy to see that the unique, up to translation, optimal anticode of diameter d in G ∞ 2 is the square S d = { (x, y) ∈ Z 2 : 0 x d and 0 y d }. To deal with tristance anticodes, we first need an expression for tristance in G ∞ 2 . It turns out that tristance in G ∞ 2 is related to tristance in G ⊞ 2 via the mappings ϕ :
Geometrically, the mapping ϕ is simply a rotation by an angle of π/4 followed by scaling by a factor of
Clearly, the graphs G ∞ 2 and ϕ(G ∞ 2 ) are isomorphic. It follows from (19) that the edges of ϕ(G ∞ 2 ) are precisely the paths of length 2 in the grid graph G ⊞ 2 . This fact was used in [9] to prove the following theorem.
Theorem 16 and the mappings in (18) make it possible to classify the optimal tristance anticodes in G ∞ 2 using the classification of tristance anticodes in G ⊞ 2 carried out in §2.
In view of (24) and Theorem 8, a point z ∈ Z 2 belongs to A ∞ d (z 1 , z 2 ) if and only if ϕ(z) satisfies conditions (7)
. This is precisely the property expressed by (20)-(23).
Proof. It is obvious from equations (20)-(23) in Theorem 17 that the set A ∞ d (z 1 , z 2 ) is an octagon. Since the closure property of Lemma 10 holds regardless of a particular distance model, the corollary now follows in exactly the same way as Lemma 11.
As in (12)-(13), we can use translations in Z 2 to write the octagon
Then the cardinality of A ∞ d is given by (14) , and the next step is to determine its diameter d as a function of the parameters a, b, c 0 , c 1 , c 2 , c 3 .
Lemma 19. The diameter of an optimal tristance anticode A
Proof. We again make use of the mapping in (18) , in conjunction with Corollary 13. First consider the set ϕ(A ∞ d ). Even though
However, we can convert this into an octagon by adjoining the "missing" points as follows:
, then it has at least three neighbors in ϕ(A ∞ d ) by (26). By Theorem 1, this means that we can replace Moreover, up to rotation by an angle of π/2 and translation,
where the parameters a, b, c 0 , c 1 , c 2 , c 3 are given as a function of d in Table 2 . Proof. In view of Corollary 18 and Lemma 19, we need to maximize the cardinality of A ∞ d given by (14) subject to the constraint (25). Let t = a + b − 2d + max{a, b}. If t is even, then choosing c 0 = c 1 = c 2 = c 3 = t/2 satisfies (25) and maximizes (14) . If t is odd, then the corresponding extremal values are c 0 = c 2 = (t − 1)/2 and c 1 = c 3 = (t + 1)/2 (or vice versa). If we now assume w.l.o.g. that a b, then the cardinality of A ∞ d is given by (a + 1)(b + 1) − ⌊(2a + b − 2d + 1) 2 /2⌋. It remains to maximize this expression, subject to a b. The solution to this optimization problem is given in Table 2 . Theorem 20 completes our classification of optimal tristance anticodes in the infinity graph G ∞ 2 . Some examples of such anticodes are illustrated in Figure 6 .
Optimal tristance anticodes in the hexagonal graph
Many different coordinate systems for the hexagonal lattice A 2 are known [7] . For our purposes, it would be most convenient to identify A 2 with the Eisenstein integers [7, p. 53] . That is, we write A 2 = {x+ ωy : x, y ∈ Z}, where ω = − 1 / 2 + √ 3 / 2 i is a complex cube root of unity. * Thus a generic vertex v of G 2 will be written as v = (x, y), with the understand-ing that v = x + ωy. The resulting labeling of the hexagonal graph is shown in Figure 7 . Figure 7 . The graph G 2 with vertices labeled by the Eisenstein integers Our first task is to find expressions for distance and tristance in G 2 . To this end, let us in-troduce the following notation: given a, b ∈ Z, we shall write max{a, b} = max{a, b, 0} and min{a, b} = min{a, b, 0}. Now let v 1 = (x 1 , y 1 ) and v 2 = (x 2 , y 2 ) be two arbitrary points of A 2 . It is easy to see that the distance between v 1 and v 2 in G 2 is given by
Thus distance in G 2 is, in a sense, "half-way" between the L 1 -distance of G ⊞ 2 and the L ∞ -distance of G ∞ 2 . Deriving an expression for tristance in G 2 is a bit more involved. First, we need a lemma.
is the number of edges in a minimal spanning tree for v 1 , v 2 , v 3 in the hexagonal graph G 2 . Let T be such a tree. Further, for i = 1, 2, . . . , 6, let η i denote the number of vertices of degree i in T . First observe that η 1 3. Indeed, if there is a leaf in T that is not one of v 1 , v 2 , v 3 , then we could remove this leaf along with the single * Note that the numbers 1, ω, and ω 2 represent the three different edge orientations in the hexagonal graph (cf. Figure 7) . However, two rather than three coordinates suffice to describe G 2 , since ω 2 =ω = −1 − ω. edge incident upon it, to obtain a smaller spanning tree for v 1 , v 2 , v 3 in G 2 . Now, the order of T is |V | = η 1 +η 2 +η 3 +η 4 +η 5 +η 6 , while its size is |E| = (η 1 +2η 2 +3η 3 +4η 4 +5η 5 +6η 6 )/2. Since T is a tree, we have |V | − |E| = 1. With |V |, |E| expressed in terms of η 1 , η 2 , . . . , η 6 , this condition is equivalent to
It follows that η 4 = η 5 = η 6 = 0 and η 3 1. In other words, there are only two possible configurations for T : either it is star-like, with a single vertex of degree 3 and v 1 , v 2 , v 3 as its three leaves, or it is snake-like with only some two of v 1 , v 2 , v 3 as leaves and all other vertices of degree 2. If T is star-like, we take v to be the unique vertex of degree 3 in T . If T is snake-like, we take v to be one of v 1 , v 2 , v 3 , the one which is not a leaf in T .
Let y mid be similarly defined. Then
. Such a point exists by Lemma 21. Then by (29) we have
Clearly, the expression in (31) is an upper bound on
To establish the tristance, it remains to find x, y ∈ Z that minimize this expression. This is a tedious, but simple, optimization problem (an optimal solution must satisfy x ∈ {x 1 , x 2 , x 3 } and y ∈ {y 1 , y 2 , y 3 }, so there are nine cases to consider). The reader can easily verify that x = x mid and y = y mid is indeed an optimal solution.
Remark. The expressions max{·, ·, 0} and min{·, ·, 0} in (29), (30) arise from the asymmetry in our coordinate system for G 2 . If, instead, we represent a generic point of A 2 as v = (x, y, z), with the understanding that v = x + ωy + ω 2 z, then (29) becomes
and (30) should be modified accordingly. In some sense, these expressions are more natural, since they reflect the three edge directions in G 2 . On the other hand, this coordinate system is redundant: (x, y, z) and (x − δ, y − δ, z − δ) represent the same point of A 2 for all δ ∈ Z, since 1 + ω + ω 2 = 0. One can use this property to zero-out any one of the three coordinates. Zeroing out the last coordinate by choosing δ = z (as we have done) is precisely the source for the remnant zeros in max{·, ·, 0} and min{·, ·, 0} in (29), (30).
From here, we proceed along the lines of §2.3. Let a hexagon H (α 1 , α 2 , . . . , α 6 ) be a subset of A 2 defined by the inequalities
The next lemma and theorem show that the optimal centered anticode A d (v 1 , v 2 ) ⊂ A 2 , centered about an arbitrary pair of points v 1 , v 2 ∈ A 2 , is a hexagon for all d d (v 1 , v 2 ).
Lemma 23. Let v 1 = (x 1 , y 1 ), v 2 = (x 2 , y 2 ) be distinct points of A 2 . Then
if and only if v 3 belongs to the bounding parallelepiped of v 1 , v 2 , which is a subset of A 2 defined by the inequalities
Proof. Let P(v 1 , v 2 ) denote the bounding parallelepiped of v 1 , v 2 (note that it is, indeed, a parallelepiped since one of (33)-(35) is always redundant). Assume w.l.o.g. that x 1 x 2 . (⇐) Suppose v 3 ∈ P(v 1 , v 2 ). Then (33), (34) imply that x mid = x 3 and y mid = y 3 in (30). Thus (30) reduces to (36) and (29). If y 1 y 2 , then the in-
. Then every minimal spanning tree for v 1 , v 2 , v 3 in G 2 must be snake-like, with v 1 , v 2 as its leaves. Indeed, by Lemma 21 we have
by the triangle inequality. The fact that d (v 3 , v) = 0 implies that the third term in the summation of (30) is zero, which is only possible if x mid = x 3 and y mid = y 3 . This establishes (33) Theorem 24. Let v 1 = (x 1 , y 1 ), v 2 = (x 2 , y 2 ) be distinct points of A 2 , and let A d (v 1 , v 2 ) be the optimal tristance anticode in
Proof. When c = 0, the theorem follows immediately from Lemma 23. Otherwise, it is easy to see that v ∈ A d (v 1 , v 2 ) if and only if the distance in G 2 from v to (the closest point of) the bounding parallelepiped P(v 1 , v 2 ) is at most c = d − d (v 1 , v 2 ). This is precisely the property expressed by (37)-(39).
Corollary 25. Let A d be an optimal tristance anticode of diameter d in G 2 . Then A d is a hexagon H (α 1 , α 2 , . . . , α 6 ) for some α 1 , α 2 , . . . , α 6 ∈ Z.
Proof. It is obvious from Theorem 24 and (32) that the set A d (v 1 , v 2 ) is a hexagon. The fact that the intersection of any two hexagons is a hexagon is also obvious (cf. Lemma 9). The corollary now follows in exactly the same way as Lemma 11 and Corollary 18.
Since A 2 is invariant under translation by a lattice point, we can again shift A d to the origin, so that A d = H (0, 0, α 3 , α 4 , α 5 , α 6 ), and then write it as H (a, b, c 1 , c 3 ), where a = α 4 , b = α 5 , c 1 = α 4 −α 6 , and c 3 = α 3 +α 5 (cf. Figure 3) . This is just a special case of (12)- (13) .
Lemma 26. The diameter of an optimal tristance anticode A d = H (a, b, c 1 , c 3 ) in the hexagonal graph G 2 is given by
Proof. Assume w.l.o.g. that c 1 c 3 . Observe that we can further assume w.l.o.g. that 0 c 1 , c 3 min{a, b}; otherwise at least one of the inequalities in 0
x a , 0 y b ,
is redundant, and the hexagon H (a, b, c 1 , c 3 ) can be translated and/or re-parametrized so that 0 c 1 , c 3 min{a, b} holds. Thus the points v 1 = (0, 0), v 2 = (a, c 1 ), and v 3 = (a, b) belong to H (a, b, c 1 , c 3 ) by (40), and
. We assume w.l.o.g. that x 1 x 2 x 3 , and distinguish between six cases. In each case, we compute d 3 (v 1 , v 2 , v 3 ) using (30).
In each of these cases, it is straightforward to show that (40), and the lemma follows.
Theorem 27. Let A d be an optimal tristance anticode of diameter d in the hexagonal graph. Then
Moreover, up to rotation by an angle of π/3 and translation, A d = H (a, b, c 1 , c 3 ) where the parameters a, b, c 1 , c 3 are given as a function of d in Table 3 .
Proof. The optimal tristance anticode is a hexagon H (a, b, c 1 , c 3 ) by Corollary 25. Its cardinality is |A d | = (a + 1)(b + 1) − 1 / 2 c 1 (c 1 + 1) − 1 / 2 c 3 (c 3 + 1) as in (14) , and its diameter is a + b − min{c 1 , c 3 } by Lemma 26. Clearly, the choice c 1 = c 3 = c maximizes |A d | for a given diameter. It remains to maximize (a + 1)(b + 1) − c(c + 1) subject to a + b − c = d. The solution to this optimization problem is given in Table 3 .
Some examples of optimal tristance anticodes in G 2 are illustrated in Figure 8 . It can be seen from Table 3 that such anticodes are regular hexagons if and only if d ≡ 0 (mod 3). Table 3 . Parameters of optimal tristance anticodes in the hexagonal graph G 2 Remark. Using similar methods, we can also characterize the optimal distance anticodes in the hexagonal graph. For even diameter d, such anticodes are regular hexagons (spheres in G 2 ) centered about a lattice point v 0 = (x 0 , y 0 ), namely
For odd d, optimal distance anticodes are again "spheres" of radius (d + 1)/2, but no longer centered about a lattice point. Specifically, an optimal distance anticode of an odd diameter d is given by
where (x ′ 0 , y ′ 0 ) = v 0 + ξ, with v 0 = (x 0 , y 0 ) being an arbitrary point of A 2 and ξ being one of ( 1
Such anticodes can be construed as regular hexagons over R 2 ≃ C, but they are not regular hexagons when viewed as subsets of A 2 . The cardinality of an optimal distance anticode of diameter d is 1 + 3d(d + 2)/4 if d is even, and 3(d + 1) 2 /4 if d is odd.
Higher dimensions and higher dispersions
In general, extending our results for tristance anticodes in Z 2 to higher dimensions and/or higher dispersions appears to be a difficult problem. Nevertheless, we pursue such generalizations in this section, in part to illustrate the difficulties that arise along the way.
In §4.1, we study tristance anticodes in Z 3 . Here, the general approach developed in §2 still works: we first characterize the optimal centered anticodes A d (v 1 , v 2 ) ⊂ Z 3 and thus determine, using Lemma 10, the shape of an optimal unrestricted tristance anticode A d ⊆ Z 3 . The problem is that the expressions for the diameter and the cardinality of A d are much more involved than their counterparts for Z 2 in (14) and (15) . The resulting optimization task involves 23 variables and does not appear to be tractable. We conjecture, however, that optimal tristance anticodes in Z 3 satisfy a certain symmetry condition. Subject to this conjecture, we determine the parameters of such anticodes and their cardinality.
In §4.2, we consider quadristance anticodes in Z 2 . This serves to illustrate a situation where the approach of §2 breaks down. We can still characterize the optimal centered quadristance anticodes A d (z 1 , z 2 , z 3 ) ⊂ Z 2 and (the appropriate generalization of) Lemma 10 still applies. However, such centered anticodes are no longer convex and their general shape is not preserved under intersection. Thus Lemma 10 tells us nothing about the shape of unrestricted optimal quadristance anticodes in Z 2 . We use the octagon shape to derive a lower bound on the cardinality of such anticodes. We conjecture that this bound is, in fact, exact. Observe, however, that shapes other than octagons occur among optimal quadristance anticodes, at least for certain diameters (cf. Figure 12 ).
bounding cuboid of v 1 , v 2 , . . . , v n is the smallest cuboid C(v 1 , v 2 , . . . , v n ) with edges parallel to the axes that contains all the n points. Explicitly, define x max = max{x 1 , x 2 , . . . , x n } and x min = min{x 1 , x 2 , . . . , x n }. Let y max , y min , z max , and z min be defined similarly. Then
x min x x max , y min y y max , z min z z max By Theorem 28, the tristance of any three points that lie in the bounding cuboid
This immediately leads to the following characterization of optimal tristance anticodes in Z 3 that are centered about two given points v 1 , v 2 ∈ Z 3 (cf. Theorem 8) .
Proof. It follows from Theorem 28 that
+δ} consists of all points (x, y, z) ∈ Z 3 whose L 1 -distance from the bounding cuboid C(v 1 , v 2 ) is at most δ. It can be readily verified that this is precisely the set described by equations (42) through (54).
The centered anticode A d (v 1 , v 2 ) in Theorem 29 is an example of a set we call the icosihexahedron. In general, we define an icosihexahedron I (α 1 , α 2 , . . . , α 26 ) as the set of all points of Z 3 that lie within the convex polyhedron with 26 faces, given by the inequalities
x − y α 20 , α 8
x − z α 21 , α 9 y − z α 22 (57) α 10
x + y + z α 23 , α 11
x − y − z α 24 (58) α 12 x − y + z α 25 , α 13 x + y − z α 26
It is clear from (55) -(59) that an intersection of two icosihexahedra is again an icosihexahedron. Along with Lemma 10 and Theorem 29, this immediately implies the following.
Corollary 30. Let A d be an optimal tristance anticode of diameter d in G ⊞ 3 . Then A d is an icosihexahedron I (α 1 , α 2 , . . . , α 26 ) for some α 1 , α 2 , . . . , α 26 ∈ Z.
As in §2.3, we can assume that α 1 = α 2 = α 3 = 0 in (55), up to a translation in Z 3 . We furthermore re-parametrize an icosihexahedron I (0, 0, 0, α 4 , α 5 , . . . , α 26 ) as follows 0 x a , 0 y b , 0 z c (60) Figure 9 . A generic icosihexahedron and a labeling of its 20 truncations Equations (60) -(70) make it apparent that an icosihexahedron is just a truncated cuboid: the eight values θxȳz, θxȳ z , . . . , θ xyz give the amount of truncation at the vertices, while the twelve values exȳ, ex y , . . . , e yz describe the amount of truncation along the edges. Figure 9 shows a generic icosihexahedron as a 26-faceted three-dimensional solid along with our labeling of the edges and vertices of the corresponding cuboid, as reflected in (60) -(70).
Observe that one can assume w.l.o.g. that each of the 26 inequalities in (55) -(59) holds with equality for at least one point of I (α 1 , α 2 , . . . , α 26 ) -otherwise, we can always increase the corresponding constant α i if i 13 or decrease it if i 14. This implies that each of the inequalities in (60) -(70) must also hold with equality for at least one point of the icosihexahedron. We will make use of this observation later on.
We next determine the diameter of an icosihexahedron I (a, b, c, {e χψ , e χω , e ψω }, {θ χψω }) parametrized as in (60) -(70). To this end, we need to consider certain configurations of edges and vertices of a cuboid. Referring to Figure 9 , we definex = x,ȳ = y, andz = z, so that the complement operation· is an involution, as expected. Let χ denote x orx, let ψ denote y orȳ, and let ω denote z orz. With this notation, we say that a vertex V χψω lies opposite the edges Eχψ, Eχω, and Eψω (indeed, these are the three edges incident upon the diagonally opposite vertex Vχψω). We also say that the edges E χψ , Eχ ω , Eψω span the cuboid (these are the 8 possible choices of three edges such that each face contains one of them). where the minimum in (71) and (72) is taken over the eight possible assignments of values to χ, ψ, and ω. Then the diameter of I (a, b, c, {e χψ , e χω , e ψω }, {θ χψω }) is given by
Proof. Let v 1 = (x 1 , y 1 , z 1 ), v 2 = (x 2 , y 2 , z 2 ), and v 3 = (x 3 , y 3 , z 3 ) be a triple of distinct points of I (a, b, c, {e χψ , e χω , e ψω }, {θ χψω }) and consider their bounding cuboid C(v 1 , v 2 , v 3 ).
The key observation is that each of the six faces of C(v 1 , v 2 , v 3 ) must contain at least one of the three points. This leads to the following three cases.
Case 1. Suppose that none of the points
Then each of the points v 1 , v 2 , v 3 must belong to an edge of C(v 1 , v 2 , v 3 ) and, moreover, the three edges must span the cuboid. Thus if the cuboid C(v 1 , v 2 , v 3 ) is labeled as in Figure 9, we can assume w.l.o.g. that v 1 ∈ E χψ , v 2 ∈ Eχ ω , and v 3 ∈ Eψω for some χ, ψ, ω. Referring to Figure 9 , it follows that in the definition of C(v 1 , v 2 , v 3 ), we must have x max − x min = |x 1 − x 2 |, y max − y min = |y 1 − y 3 |, and z max − z min = |z 2 − z 3 |. Thus
There are eight cases, depending on the 8 possible values of χ, ψ, ω; but in each case x 1 ± y 1 is bounded by (61) or (62), x 2 ± z 2 is bounded by (63) or (64), and y 3 ± z 3 is bounded by (65) or (66). In all cases, these bounds produce the same result, namely
Note that we can always achieve the second inequality in (74) with equality by choosing v 1 ∈ E χψ , v 2 ∈ Eχ ω , v 3 ∈ Eψω so that χ, ψ, ω attains the minimum in (71). The first inequality in (74) can be also achieved with equality, because of the assumption that each of (61) -(66) holds with equality for some point of the icosihexahedron.
Case 2. Suppose that one of the three points v 1 , v 2 , v 3 is a vertex of C(v 1 , v 2 , v 3 ), say v 1 = V χψω , but none of the other two points is in the diagonally opposite vertex Vχψω. Then one of v 2 , v 3 must belong to an edge that lies opposite V χψω , say v 2 ∈ Eχψ, while the other point must belong to the remaining face of C(v 1 , v 2 , v 3 ). Referring once again to Figure 9 , we see that x max − x min = |x 1 − x 2 |, y max − y min = |y 1 − y 2 |, and z max − z min = |z 1 − z 3 |. It follows that
As before, there are eight cases depending on the values of χ, ψ, ω, but in each case x 1 ± y 1 ± z 1 is bounded by one of (67) -(70), x 2 ± y 2 is bounded by (61) or (62), and ±z 3 is bounded by (60). In all the eight cases, we get the same result, namely
Once again, we can attain the first inequality in (75) with equality by choosing suitable points v 1 , v 2 , v 3 in the icosihexahedron. The other two cases where v 2 ∈ Eχω or v 2 ∈ Eψω are similar, leading to the minimization among eχψ, eχω, eψω in (72).
Case 3. Now suppose that one of the points
another of the points is the diagonally opposite vertex, say v 1 = V χψω and v 2 = Vχψω.
We again get eight cases depending on the values of χ, ψ, ω, with x 1 ± y 1 ± z 1 and x 2 ± y 2 ± z 2 both bounded by the same equation -one of (67) -(70) -one from above and the other from below. This produces
We can again achieve the bound in (76) with equality but, as we shall see, this case does not produce a diametric triple of points in I (a, b, c, {e χψ , e χω , e ψω }, {θ χψω }).
Since the three cases above are exhaustive, in order to complete the proof of the lemma, it would suffice to show that
which, in conjunction with (76), would imply that
The next task is to determine the volume of I (a, b, c, {e χψ , e χω , e ψω }, {θ χψω }) in terms of its parameters. This innocuous task is surprisingly arduous: a complete expression for |I (a, b, c, {e χψ , e χω , e ψω }, {θ χψω })| would entail hundreds of cases depending upon the relationships between various parameters. Moreover, given such an expression, we would need to solve a nonlinear integer optimization problem involving 23 variables -the parameters a, b, c, {e χψ , e χω , e ψω }, {θ χψω } in (60) -(70). This problem does not appear to be tractable. The situation simplifies considerably, however, with the help of the following. It is easy to see from (72) that if A d = I (a, b, c, {e χψ , e χω , e ψω }, {θ χψω }) is an optimal anticode with equally truncated edges, then its vertices must also be equally truncated, that is
We will denote an icosihexahedron satisfying (78) The condition that each of the inequalities in (60) -(70) holds with equality at some point of I (a, b, c, e, θ) further implies that 2e min{a, b, c}. We present the next lemma without proof; while its proof is not conceptually difficult, it is rather tedious.
Lemma 33. Subject to the condition 3 / 2 e θ 2e min{a, b, c}, the volume of an icosihexahedron I (a, b, c, e, θ) is given by |I (a, b, c, e, θ)| = (a + 1)(b + 1)(c + 1) − 2e(e + 1)(a + b + c + 3)
Using the expression for |I (a, b, c, e, θ)| in Lemma 33 along with (73), it can be furthermore shown that if A d = I (a, b, c, e, θ) is an optimal tristance anticode in G ⊞ 3 , then θ = 2e. With this, the expression for the volume of the icosihexahedron further simplifies to |I (a, b, c, e, 2e)| = (a + 1)(b + 1)(c + 1) − 2e(e + 1) a + b + c + 3 − 4 3 (2e + 1) (81)
It remains to maximize the cubic on the right-hand side of (81) subject to the constraints a + b + c − 3e = d and a b c 2e. Note that for each fixed e, we have |I (a, b, c, e, 2e)| = (a + 1)(b + 1)(c + 1) − const since a+ b+ c = d + 3e. This immediately shows that the optimal values of a, b, c are given by c = ⌊d/3⌋ + e with a, b being equal to either c or c + 1. The complete solution to the optimization problem is given in Table 4 , where [µ] denotes the integer that is closest to the real number µ (rounding). We have verified by exhaustive computer search that the anticodes in Table 4 are, in fact, the unique optimal tristance anticodes in G ⊞ 3 up to diameter d = 11. Figure 10 shows some of these anticodes, for diameters d = 9, 10, 11. Table 4 . Parameters of (conjecturally) optimal tristance anticodes in G ⊞ 3 Figure 10 . Optimal tristance anticodes in G ⊞ 3 of diameter d = 9, 10, 11
Optimal quadristance anticodes in the grid graph of Z 2
Recall that, given four distinct points z 1 , z 2 , z 3 , z 4 in Z 2 , the quadristance d 4 (z 1 , z 2 , z 3 , z 4 ) is defined as the number of edges in a minimal spanning tree for z 1 , z 2 , z 3 , z 4 in the grid graph G ⊞ 2 of Z 2 . The following expression for quadristance is implicit in [9] .
Theorem 34. Let z 1 = (x 1 , y 1 ), z 2 = (x 2 , y 2 ), z 3 = (x 3 , y 3 ), z 4 = (x 4 , y 4 ) be distinct points in Z 2 . Let σ and τ be permutations of {1, 2, 3, 4} such that x σ(1) x σ(2) x σ(3) x σ(4) and y τ (1) y τ (2) y τ (3) y τ (4) . Then
provided τ σ −1 ∈ Γ, where Γ is the subgroup of the symmetric group generated by the permutations (1, 2), (3, 4) , and (1, 3)(2, 4). If τ σ −1 ∈ Γ then We next determine the optimal quadristance anticode A d (z 1 , z 2 , z 3 ) ⊂ Z 2 centered about three given points z 1 , z 2 , z 3 , namely the set
. As before, we first consider the case where d = d 3 (z 1 , z 2 , z 3 ). Recall that R(z 1 , z 2 ) denotes the bounding rectangle of z 1 , z 2 ∈ Z 2 .
Lemma 35. Let z 1 = (x 1 , y 1 ), z 2 = (x 2 , y 2 ), z 3 = (x 3 , y 3 ) be distinct points in Z 2 , and let
. This happens if and only if z belongs to the vertex set of a minimal spanning tree for z 1 , z 2 , z 3 . Hence
where the union is over all the minimal spanning trees for z 1 , z 2 , z 3 . Observe that given any u, v ∈ Z 2 , the union of all the shortest paths (minimal spanning trees) between u and v in G ⊞ 2 is precisely the bounding rectangle R(u, v). Now consider R(z 1 , z 2 , z 3 ), the bounding rectangle of z 1 , z 2 , z 3 . Since each of the four edges of R(z 1 , z 2 , z 3 ) must contain at least one of the three points, at least one of z 1 , z 2 , z 3 must be a vertex of R(z 1 , z 2 , z 3 ). Thus we can assume w.l.o.g. that z 1 is a vertex of R(z 1 , z 2 , z 3 ). We distinguish between two cases. Case 1. Suppose that one of the other two points, say z 3 , is the opposite vertex of R(z 1 , z 2 , z 3 ), as illustrated on the right side of Figure 11 . It is easy to see that, in this case, any minimal spanning tree for z 1 , z 2 , z 3 is a union of a shortest path from z 1 to z 2 with a shortest path from z 2 to z 3 . Hence
Since R 2 = R(z 1 , z 3 ) = R(z 1 , z 2 , z 3 ) in this case, we have R 1 ∩ R 2 = R(z 1 , z 2 ) and R 2 ∩ R 3 = R(z 2 , z 3 ). It follows that (86) coincides with (85).
Case 2.
Suppose that none of the other two points is a vertex of R(z 1 , z 2 , z 3 ) opposite to z 1 . Then z 2 and z 3 must belong to the two edges of R(z 1 , z 2 , z 3 ) that lie opposite z 1 . This case is illustrated on the left side of Figure 11 . As in (30), let x mid and y mid denote the middle values among x 1 , x 2 , x 3 and y 1 , y 2 , y 3 , respectively. Write v = (x mid , y mid ). Then any minimal spanning tree for z 1 , z 2 , z 3 consists of a shortest path from z 1 to v along with the unique shortest path from v to z 2 and the unique shortest path from v to z 3 . Thus
Notice that R(z 1 , v) = R 1 ∩ R 2 , R(z 2 , v) = R 1 ∩ R 3 , and R(z 3 , v) = R 2 ∩ R 3 (even though the two rectangles R(z 2 , v), R(z 3 , v) are degenerate). Hence, (87) again coincides with (85), and we are done.
Now let A d denote an optimal (unrestricted) quadristance anticode of diameter d in G ⊞ 2 . Arguing as in Lemma 10, it is easy to show that
However, as can be seen from Figure 11 , the sets A d (z 1 , z 2 , z 3 ) are no longer convex and their general shape (union of three octagons) is not preserved under intersection. Thus (88) and Theorem 36 do not suffice to determine the shape of A d . In fact, as we shall see in Figure 12 , A d may come in several different shapes, at least for certain diameters.
Nevertheless, we can use an arbitrary shape in order to derive a lower bound on the cardinality of A d . Based on the available numerical evidence (cf. Figure 12 ), we will use an octagon with equally truncated corners, namely the set of all (x, y) ∈ Z 2 such that 0
We will denote such a set by O(a, b, c) . We assume that each of the eight inequalities in (89) and (90) holds with equality for some point of O(a, b, c) ; otherwise, we can always re-parametrize accordingly. This, in particular, implies that 2c min{a, b}
Note that the cardinality of O(a, b, c) is given by (14) x 2 x 3 x 4 . Let τ be a permutation such that y τ (1) y τ (2) y τ (3) y τ (4) . If τ ∈ Γ so that d 4 (z 1 , z 2 , z 3 , z 4 ) is given by (82), then
where the first inequality follows from (89) and (90) while the second inequality follows from (91). Otherwise, d 4 (z 1 , z 2 , z 3 , z 4 ) is given by (83) so that 
There are four simple cases depending on the signs of y 1 and y 4 in (95). Observe that, in view of (94), exactly two of y 1 , y 2 , y 3 , y 4 contribute to d 4 (z 1 , z 2 , z 3 , z 4 ) with a positive sign and two with a negative sign. This immediately implies the following. In the other two cases, y 1 , y 4 contribute to d 4 (z 1 , z 2 , z 3 , z 4 ) with opposite signs. Hence y 2 , y 3 also have opposite signs, so that the last term in (95) is at most |y 2 − y 3 | b. Thus 
Applications of tristance and quadristance anticodes
Our study of tristance anticodes was originally motivated by applications to multi-dimensional interleaving [5, 6, 9, 14] . A two-dimensional interleaving scheme I(t, r) of strength t with r repetitions is a labeling I(t, r) : Z 2 → {1, 2, . . . , χ} such that no integer in the range {1, 2, . . . , χ} of I(t, r) appears more than r times among the labels of any connected subgraph of G ⊞ 2 with t vertices. The integer χ is called the interleaving degree of I(t, r) and denoted deg I(t, r). Interleaving schemes of this kind may be used for error-control in optical, holographic, and magnetic recording [5, 6] . The graphs G ∞ 2 , G 2 , and G ⊞ 3 are also relevant for these applications. In each case, the goal is to minimize the interleaving degree for a given strength t and a given number of repetitions r. Usually, the values of interest are when r is small (say r = 1, 2, 3) and t is large. We note that for r = 1, the problem has been completely solved in [6] . For r = 2, 3, upper bounds on the interleaving degree are given in [9] . In particular, it is shown in [9] that there exist interleaving schemes I(t, 2) with deg I(t, 2) = (3/16)t 2 + O(t) and I(t, 3) with deg I(t, 3) = (8/81)t 2 + O(t).
Our results on tristance anticodes provide lower bounds on the minimum possible interleaving degree of I(t, 2) as follows. If A d is a tristance anticode of diameter d = t−1, then any three points in A d belong to a connected subgraph with t vertices, by definition. Therefore, no integer in the range of I(t, 2) can be used more than twice in labeling the points of A t−1 . Hence deg I(t, 2) |A t−1 |/2. In conjunction with Theorems 15, 20, 27, this immediately implies that deg I(t, 2)
in the grid graph G ⊞ 2 t(t + 1) 6 in the hexagonal graph G 2 2t 2 − 1 7 in the infinity graph G ∞ 2 (96)
For the grid graph G ⊞ 2 , a better bound was recently given in [14] in the case where t is even. In fact, it is shown in [14] that for even t the minimum possible interleaving degree of I(t, 2) in G ⊞ 2 is exactly ⌊(3t 2 + 4)/16⌋ (the problem is still open for odd t). For G 2 and G ∞ 2 , the bounds in (96) are the best known. Using similar reasoning, Theorem 38 implies that deg I(t, 3) t(t + 2) 18
in G ⊞ 2 . This bound is also the best known (cf. [5] ). Finally, the results of §4.1 herein imply a lower bound on deg I(t, 2) in the three-dimensional grid graph G ⊞ 3 . For this graph, no upper bounds are yet known and even the problem of determining deg I(t, 1) is still open.
Our results for the grid graph G ⊞ 2 also have applications to the game of Go. Indeed, the game is played on a 19 × 19 square subgraph of G ⊞ 2 , called the goban. Two players -Black and White -alternate moves, each move consisting of one stone of the player's color being placed on one of the 361 vertices of the goban. A set of stones of the same color is considered a connected group if the induced subgraph of G ⊞ 2 is connected. Thus our results in §2.2, §2.3, and §4.2 answer the following questions:
• How should three stones be played on an empty goban, so that they can then be all connected with at most k moves?
• Given a stone, how should two stones be played on an empty goban, so that all three stones can then be connected with at most k moves?
• Given two stones, where could one play a third stone so that all three can then be connected with at most k moves?
• Given three stones, where could one play a fourth stone so that all four can then be connected with at most k moves?
The answers to these questions are, respectively, the tristance anticode A k+2 given in Theorem 15, the centered tristance anticode A k+2 (z 0 ) in Theorem 7, the centered tristance anticode A k+2 (z 1 , z 2 ) in Theorem 8, and the centered quadristance anticode A k+3 (z 1 , z 2 , z 3 ) in Theorem 36. It is interesting that the answers to the third and fourth questions above are drastically different (compare Figures 2 and 11) , even though the questions themselves appear to be similar. Of course, all these results assume an empty goban and no active opposition to the desired connection. Nevertheless, they could be of interest for computer Go applications [15] . We also have an algorithmic solution (to be presented elsewhere) for the case where the goban already has black and white stones in arbitrary positions.
