Abstract. In this paper, we consider a large class of hierarchical congestion population games. One can show that the equilibrium in a game of such type can be described as a minimum point in a properly constructed multi-level convex optimization problem. We propose a fast primal-dual composite gradient method and apply it to the problem, which is dual to the problem describing the equilibrium in the considered class of games. We prove that this method allows to find an approximate solution of the initial problem without increasing the complexity.
Problem Statement
In this subsection, we briefly describe a variational principle for equilibrium description in hierarchical congestion population games. In particular, we consider a multistage model of traffic flows. Further details can be found in [1] .
We consider the traffic network described by the directed graph Γ 1 = V 
and that
For all k = 1, ..., m, we introduce for the graph Γ k and the set of paths P k a matrix
Then, for all k = 1, ..., m, the vector f k of flows on the edges of the graph Γ k is defined in a unique way by the vector of flows on the paths
We introduce the following notation
.
We denote E = 
to be the "'length"' of the path p k in the graph Γ k with the edges e k ∈Ẽ k having weight t e k and the edges e k ∈Ē k having weight γ k+1 ψ k+1 e k t γ k+1 . Here γ k+1 ≥ 0 is the parameter, characterizing the restricted rationality of the network users on the level k, and
Let us now describe the probabilistic model for the choice of the path by a network user. We assume that each user l of a traffic network who uses a correspondence w k ∈ OD k at a level k (and simultaniously the edge
at the level k − 1) chooses to use a path
where ξ k,l q k are iid random variables with double exponential distribution (also known as Gumbel's distribution) with cumulative distribution function
where E ≈ 0.5772 is Euler-Mascheroni constant. In this case
Also, it turns out that, when the number of agents on each correspondence w k ∈ OD k , k = 1, ..., m tends to infinity, i. e. M → ∞, the limiting distribution of users among paths is the Gibbs's distribution (also known as logit distribution)
It is worth noting here that (see Theorem 1 below)
For the sake of convenience we introduce the graph
and denote t e = τ e (f e ), e ∈ E.
Assume that, for a given vector of expenses t on edges E, which is identical to all users, each user chooses the shortest path at each level based on noisy information and averaging of the information from the higher levels. Then, in the limit number of users tending to infinity, such behavior of users leads to the description of distribution of users on paths/edges given in (1) and the equilibrium configuration in the system is characterized by the vector t for which the vector x, obtained from (1), leads to the vector f = Θx (see also (1 ′ )) satisfying t = {τ e (f e )} e∈E .
Introducing σ e (f e ) = fe 0 τ e (z) dz and σ * e (t e ) = max fe {f e t e − σ e (f e )}, we ob-
This allows to prove the following.
Theorem 1 (Variational principle).
The fixed point equilibrium x, f, t can be found as a solution of the following problem (here and below we denote by dom σ * e the effective domain of the function conjugated to a function σ e )
. . . 
General Numerical Method
In this subsection, we describe one of our contributions made by this paper, namely a general accelerated primal-dual gradient method for composite minimization problems. We consider the following convex composite optimization problem [3] :
Here Q ⊆ E is a closed convex set, the function f is differentiable and convex on Q, and function Ψ is closed and convex on Q (not necessarily differentiable).
In what follows we assume that f is L f -smooth on Q:
We stress that the constant L f > 0 arises only in theoretical analysis and not in the actual implementation of the proposed method. Moreover, we assume that the set Q is unbounded and that L f can be unbounded on the set Q.
The space E is endowed with a norm · (which can be arbitrary). The corresponding dual norm is g * := max x∈E { g, x : x ≤ 1}, g ∈ E * . For mirror descent, we need to introduce the Bregman divergence. Let ω : Q → R be a distance generating function, i.e. a 1-strongly convex function on Q in the · -norm:
Then, the corresponding Bregman divergence is defined as
Finally, we generalize the Grad and Mirr operators from [2] to composite functions:
Algorithm description
Below is the proposed scheme of the new method. The main differences between this algorithm and the algorithm of [2] are as follows: 1) now the Grad and Mirr operators contain the Ψ (y) term inside; 2) now the algorithm does not require the actual Lipschitz constant L f , instead it requires an arbitrary number L 0 7
and automatically adapts the Lipschitz constant in iterations; 3) now we need to use a different formula for α k+1 to guarantee convergence (see next section).
Algorithm 1 Accelerated gradient method.
Require: x0 ∈ Q: initial point; T : number of iterations; L0: initial estimate of L f . y0 ← x0, z0 ← x0, α0 ← 0
, and
Note that Algorihtm 1 if well-defined in the sense that it is always guaranteed that τ k ∈ [0, 1] and, hence, x k+1 ∈ Q as a convex combination of points from Q. Indeed, from the formula for α k+1 we have
Convergence rate
First we prove the analogues of Lemma 4.2 and Lemma 4.3 from [2] .
we have
The number L0 can be always set to 1 with virtually no harm to the convergence rate of the method.
Proof. From the first order optimality condition for z k+1 = Mirr
Therefore
where the second inequality follows from the convexity of Ψ .
Using the triangle equality of the Bregman divergence,
we get
where we have used
So we have
due to convexity of Ψ . Using this and the formula for τ k , we get
Here the last inequality follows from the definition of y k+1 .
Note that by the termination condition for choosing L k+1 we have
After rearranging:
Hence,
Finally, combining the previous estimates, we get
Proof. Using convexity of f and relation
(20)
Now we apply Lemma 1 to bound the last term, group the terms and get
After rearranging, we obtain (19).
⊓ ⊔ Now we are ready to prove the convergence theorem for Algorithm 1.
Theorem 2. For the sequence {y k } k≥0 in Algorithm 1 we have
and, hence, the following rate of convergence:
Proof. Note that the special choice of {α k } k≥0 in Algorithm 1 gives us
Therefore, taking the sum over k = 0, . . . , T − 1 in (19) and using that α 0 = 0, V zT (u) ≥ 0 we get, for any u ∈ Q,
and (22) is straightforward. At the same time, using the convexity of f (x), the definition of φ(x), and u = x * = argmin x∈Q φ(x), we obtain
(26) From (24) it follows that
Now it remains to estimate the rate of growth of coefficients
For this we use the technique from [3] . Note that from (24) we have
Rearranging and using (a + b)
Note that according to (4) and the stopping criterion for choosing L k+1 in Algorithm (1), we always have L i ≤ 2L f . Hence,
Thus, combining (31) and (27) with V z0 (x * ) =:
, we have proved (23). ⊓ ⊔ Using the same arguments to [3] , it is also possible to prove that the average number of evaluations of the function f per iteration in Algorithm 1 equals 4. with t in the role of x, γ 1 ψ 1 (t/γ 1 ) in the role of f (x), and e∈E σ * e (t e ) in the role of Ψ (x).
The inequality (22) leads to the fact that Algorithm 1 is primal-dual [6, 7, 8, 9] , which means that the sequences {t i } (which is in the role of {x k }) and {t i } (which is in the role of {y k }) generated by this method have the following property:
− min t∈dom σ * Theorem 2 provides the bound for the number of iterations in order to solve the problem (2) with given accuracy. Nevertheless, on each iteration it is necessary to calculate ∇ψ 1 (t/γ 1 ) and also ψ 1 (t/γ 1 ). Similarly to [9, 10, 11] it is possible to show, using the smoothed version of Bellman-Ford method, that for this purpose it is enough to perform O(|O 1 ||E| max w 1 ∈OD 1 l w 1 ) arithmetic operations.
In general, it is worth noting that the approach of adding some artificial vertices, edges, sources, sinks is very useful in different applications [12, 13, 14] .
