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Let G be a ﬁnite group, K a ﬁeld and V a ﬁnite-dimensional KG-
module. Write L(V ) for the free Lie algebra on V . The action
of G on V extends naturally to L(V ), so it becomes a KG-
module which is direct sum of ﬁnite-dimensional submodules.
For a ﬁnite-dimensional KG-module V , let I(V ) denote the
set of isomorphism classes of indecomposable direct summands
of V , and I(L(V )) =⋃n1 I(Ln(V )). It is natural to ask whether
I(L(V )) is ﬁnite. Of course, this is not a question unless there
exist inﬁnitely many isomorphism classes of indecomposable KG-
modules (that is, K has positive characteristic p and the Sylow
p-subgroups of G are non-cyclic and dim V  2).
Let K be a ﬁeld of characteristic 2 and G the Klein four group.
We write D = KG ,  for the augmentation ideal of KG , ∗ for
the dual of  and V1, V2, V3 for the three 2-dimensional induced
modules from the three cyclic subgroups of G . In this article we
concentrate on Lie powers Ln() of , and describe the module
decomposition of L16(), a module of dimension 2690010. In
particular, I(L16()) = {D, V1, V2, V3,∗}.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let K be a ﬁeld of positive characteristic p and G a group. Throughout this paper, all KG-modules
considered will be right KG-modules and all tensor products are tensor products over K . If V is
a vector space over K (or, brieﬂy, K -space), we write A(V ) for the free associative algebra (with
identity element) on V : thus A(V ) is the free associative algebra over K with the property that A(V )
contains V as a subspace and every basis for V generates A(V ) freely as an algebra. If V is a KG-
module, the action of G on V extends uniquely to A(V ) subject to A(V ) becoming a KG-module on
which the elements of G act as algebra automorphisms. Similarly R(V ) denotes the free restricted Lie
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as a restricted Lie algebra under the operations given by [a,b] = ab − ba and a[p] = ap , then the Lie
subalgebra generated by V and the restricted Lie subalgebra generated by V may be identiﬁed with
L(V ) and R(V ), respectively. In this sense, we consider L(V ) and R(V ) as submodules of A(V ). For
a non-negative integer n, let An(V ) be the nth homogeneous component of A(V ): it is the subspace
of A(V ) spanned by all monomials v1 · · · vn , with v1, . . . , vn ∈ V , and each An(V ) is a KG-module.
It is well known that A(V ) has the following direct decomposition as K -space: A(V ) =⊕n0 An(V )
with A0(V ) = K . For n 1, the homogeneous components of degree n in L(V ) and R(V ) are given by
Ln(V ) = L(V ) ∩ An(V ) and Rn(V ) = R(V ) ∩ An(V ). For n 1, Ln(V ) is called modular Lie power of V
of degree n. In an analogous way we obtain the symmetric algebra (or free commutative associative
algebra) S(V ).
For any Lie algebra L over K (or, brieﬂy, Lie algebra), we write [u, v] for the Lie prod-
uct with u, v ∈ L, and expressions of the form [u1,u2, . . . ,un] are taken as left-normed so that
[u1,u2, . . . ,un] = [[u1, . . . ,un−1],un] for n 3. We denote by [x, p y,q z], with x, y, z ∈ L and p,q ∈N,
the Lie commutator [x, y, . . . , y︸ ︷︷ ︸
p
, z, . . . , z︸ ︷︷ ︸
q
]. For K -subspaces V1, . . . , Vn of L, [V1, . . . , Vn] denotes the
K -subspace of L spanned by all elements [v1, . . . , vn] with vi ∈ Vi , i = 1, . . . ,n. Moreover, we write
[V1,p V2,q V3] = [V1, V2, . . . , V2︸ ︷︷ ︸
p
, V3, . . . , V3︸ ︷︷ ︸
q
]. For a ﬁnite-dimensional KG-module V , let I(V ) de-
note the set of isomorphism classes of indecomposable direct summands of V , and I(L(V )) =⋃
n1 I(Ln(V )).
In recent years, modular Lie powers have been studied in a number of papers. The aim of
these investigations is the solution of the decomposition problem, that is, the identiﬁcation of the
indecomposable KG-modules occurring as direct summands in the powers Ln(V ) and their Krull–
Schmidt multiplicities. There has been a remarkable progress in studying (modular) Lie powers for
ﬁnite groups (see [3], and the references therein). Most of the results in this area refer to the
case where the Sylow p-subgroup of G is cyclic, and very little is known about Lie powers (in
characteristic p) as modules for ﬁnite groups with non-cyclic Sylow p-subgroups. One of the fun-
damental results in characteristic p is the ‘Decomposition Theorem’ of Bryant and Schocker [5].
More precisely, let κ be a positive integer not divisible by p. Then, for each non-negative inte-
ger m, there is a submodule Bpmκ of Lp
mκ (V ) such that Bpmκ is a direct summand of V⊗p
mκ and
Lp
mκ (V ) = Lpm (Bκ ) ⊕ Lpm−1(Bpκ ) ⊕ · · · ⊕ L1(Bpmκ ). This reduces the study of arbitrary Lie powers of
V to the study of certain Lie powers of p-power degree. The following lemma is the key result in our
work.
Lemma 3.1. For a ﬁeld K of characteristic 2 and G a group, let V be a 3-dimensional KG-module with a K -
basis {x1, x2, x3}. Then, for all n 3, Ln(V ) = Rn(V )∩ L(R2(V )⊕ R3(V )⊕ R4), where R4 is the K -subspace
of L4(V ) spanned by the set {[x21, x2, x3], [x22, x1, x3], [x23, x1, x2]}.
For the rest of this section, we write K for a ﬁeld of characteristic 2 and G for the Klein four
group. For the smallest instance case of the decomposition problem for ﬁnite groups with non-cyclic
Sylow p-subgroups some initial results have been obtained in ([8] and [7]. See, also, [9] and [12]).
We write D = KG ,  for the augmentation ideal of KG , ∗ for the dual of  and Z = V1 ⊕ V2 ⊕ V3,
where V1, V2 and V3 are the three 2-dimensional induced modules from the three cyclic subgroups
of G . It follows from a result of Kovacs and Stöhr [7, Theorem 2] that Ln() is a direct summand
of Ln(D) for all n  3. It is known (and easy to be checked) that Ln(D), with n odd, is a free KG-
module. Since D is indecomposable, we get Ln() is free for all n odd, with n 3. For all odd κ  1,
L2κ (D) ∼= sZ ⊕ tD , with known positive integers s and t (see [8,7]). For n = 4, L4(D) ∼= 2∗ ⊕ Z ⊕12D
(see [8]), and, for n = 8, L8(D) ∼= 6∗ ⊕ 13Z ⊕ 2016D (see [7, Theorem 4]). Using Lemma 3.1, we
show that L4() ∼= 2∗ ⊕ 3D by direct calculations. We can deduce from results of Kovacs and Stöhr
[7, Theorem 2 and Theorem 4] that L8() ∼= 4∗ ⊕ 3Z ⊕ 195D . (We reprove this result by means of
Lemma 3.1.) In this paper we solve the decomposition problem for L16() as follows.
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of KG. Then L16() ∼= 14∗ ⊕ 198Z ⊕ 672195D.
By Theorem 4.1, I(L16()) = {D,∗, V1, V2, V3}. To solve the decomposition problem for L16(),
we develop the following method: We construct a K -subspace Q 4 of dimension 3 such that
L
(
R2() ⊕ R3() ⊕ R4
)= L(R2() ⊕ R3() ⊕ Q 4).
The reason for this construction (at a ﬁrst glance strange) is that the action of G on a particular K -
basis of Q 4 takes a simpler form helping us to construct a G-invariant K -basis of L16() leading to
the module decomposition of it. By Lemma 3.1, Ln() = Rn()∩ L(R2()⊕ R3()⊕ Q 4) for all n 3.
In Section 4, in particular Proposition 4.1 (III), we prove that L(R2() ⊕ Q 4) is a KG-module, and we
show a reduction result for the decomposition problem of the Lie powers L2
r
(), with r  3. Namely,
we prove that, for r  3,
L2
r




() ∩ (L(R2())⊕ Q 4)), (1.1)
where U2r , is a KG-submodule of L2
r
(). (For r = 3,4, U2r , is well understood. See Examples 4.1.)
Thus, by Eq. (1.1), we concentrate on R2
r
() ∩ L(R2() ⊕ Q 4). The main disadvantage is that Q 4 is
not a KG-module. To overcome this for r = 3,4, we build up ﬁltrations of R2r () ∩ L(R2() ⊕ Q 4),
respectively: For r = 3,
R8() ∩ L(R2() ⊕ Q 4)= Υ0,8 ⊃ Υ1,8 ⊃ {0}





)⊕ [Q 4, 2R2()].
Analyzing Υ1,8, we are able to give the module decomposition of L8(). For r = 4,
R16() ∩ L(R2() ⊕ Q 4)= Υ0,16 ⊃ Υ1,16 ⊃ Υ2,16 ⊃ Υ3,16 ⊃ {0}
such that each Υi,16 (i = 0, . . . ,3) is a KG-submodule of Υ0,16 and














)⊕ [Q 4, 6R2()]
as vector spaces. The fact that Q 4 is not a KG-module causes a series of problems in the above analy-
sis of Υ0,16. Our main aim is to give a K -basis decomposition of [Q 4,nR2()] for all n (Section 4.3) by
means of a suitable K -basis for An(R2()) (Section 4.2) and to construct the free KG-module occur-
ring in the module decomposition of Υ1,16. In a series of technical results, we analyze Υ3,16, . . . ,Υ0,16
as KG-modules.
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The following result, which is a version of ‘Lazard elimination’, has been proved in [2, Lemma 2.2]
and [1, Lemma 2].
Lemma 2.1. Let G be a group and K a ﬁeld. For KG-modules U and V , we write V 	 U for the sub-
module of L(U ⊕ V ) spanned as K -space by all Lie commutators [v,u1, . . . ,um] with m  0, v ∈ V and
u1, . . . ,um ∈ U . Then U and V 	 U freely generate Lie subalgebra L(U ) and L(V 	 U ) of L(U ⊕ V ), and
there is a KG-module decomposition L(U ⊕ V ) = L(U ) ⊕ L(V 	 U ). Furthermore, V 	 U is isomorphic to
V ⊗ A(U ) as KG-module under a map which sends [v,u1, . . . ,um] to v ⊗ u1 · · ·um for all m 0, v ∈ V and
u1, . . . ,um ∈ U . In particular V 	 U = V ⊕ [V ,U ] ⊕ [V , 2U ] ⊕ · · ·, and, for each n 0, there is a KG-module
isomorphism [V , nU ] ∼= V ⊗ An(U ) under which [v,u1, . . . ,un] corresponds to v ⊗ u1 · · ·un for all v ∈ V
and all u1, . . . ,un ∈ U .
As a consequence we have the following result; for its proof we refer the reader to [1, Lemma 3].
Lemma 2.2. Let G be any group and K an arbitrary ﬁeld. For KG-modules V1, . . . , Vn, we write L(V1 ⊕
· · · ⊕ Vn) for the free Lie algebra on V1 ⊕ · · · ⊕ Vn and consider L(V1 ⊕ · · · ⊕ Vn) as KG-module. Let Q
be the ideal of L(V1 ⊕ · · · ⊕ Vn) generated by the subspaces [Vi, V j] with i 
= j. Then there is a KG-module
decomposition L(V1 ⊕ · · · ⊕ Vn) = L(V1) ⊕ · · · ⊕ L(Vn) ⊕ Q . Furthermore, Q is a free Lie subalgebra of
L(V1⊕· · ·⊕ Vn) of the form Q = L(W ), where W = W2⊕W3⊕· · · such that, for all m 2, Wm is the direct
sum of subspaces [Vi1 , Vi2 , Vi3 , . . . , Vim ] (i1 > i2  i3  · · ·  im). Furthermore, [Vi1 , Vi2 , Vi3 , . . . , Vim ] is
isomorphic to V i1 ⊗ Vi2 ⊗ · · · ⊗ Vim as KG-module.
We need a variation of Lazard elimination for free restricted Lie algebras (see [11, Theorem B]).
Lemma 2.3. Let K be a ﬁeld of characteristic p and R(Y ) the free restricted Lie algebra on a set Y over K . Let
x ∈ Y , and let J be the ideal of R(Y ) that is generated by xp and Y \ {x}. Then R(Y ) is the direct sum of its
subspace spanned by x and the ideal J . Moreover, J is itself a free restricted Lie algebra with free generating
set {xp, [z, αx]; z ∈ Y \ {x}, 0 α  p − 1}.
An element u of R(V ) is said to be homogeneous if u ∈ Rn(V ) for some n. Each element u of
R may be uniquely written in the form u = ∑n un , where un ∈ Rn(V ) for all n and only ﬁnitely
many of un are non-zero. If u 
= 0 we write degu for the largest value of n for which un 
= 0. The
corresponding term is called the leading term and denoted by u˜. For a subset S of R(V ), we write
[S] for the subalgebra of R(V ) generated by S . A subset S is said to be reduced if, for all u ∈ S ,
u˜ /∈ [{w˜: w ∈ S \ {u}}]. A subset S is said to be independent if S is a free generating set for [S]. The
following result has been proved in [4, Lemma 2.2].
Lemma 2.4. Let S be a reduced subset of a free restricted Lie algebra R(V ). Then S is independent.
A theorem due independently to A.I. Shirshov and E. Witt asserts that every subalgebra of a free
Lie algebra over a ﬁeld is free. The main step in Shirshov’s proof (see [10]) is: if a set of homogeneous
elements in a free Lie algebra has the property that no element of it is contained in the Lie subalgebra generated
by the other elements, then this subset is a free generating set for the subalgebra it generates. Throughout this
article we make use of this result quite often. For a proof of the following result, we refer the reader
to [9, Theorem 3.5].
Lemma 2.5. Let K be a ﬁeld of characteristic 2, G any group and V any 2-dimensional KG-module. Then
Ln(V ) = Rn(V ) ∩ L(R2(V ) ⊕ R3(V )) for all n 3.
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Let G be a group and V a 3-dimensional KG-module with a K -basis {x1, x2, x3}. Order the ele-













































Deﬁne B = B2 ∪ B3 ∪ B ′4 and S = B2 ∪ B3 ∪ B4. Note that B2, B3 and B4 are K -bases of R2(V ),
R3(V ) = L3(V ) and R4, respectively. Restricted elimination of x1, x2 and x3 (using Lemma 2.3) yields
a decomposition
R(V ) = V ⊕ R(B).
Since [a,b2] = [a,b,b] for all a,b ∈ A(V ), we obtain





Using the Jacobi identity, we have
[x3, x1, x2, x3] = [x3, x1, x3, x2] +
[[x3, x1], [x2, x3]]
= [x23, x1, x2]+ [[x3, x1], [x2, x3]].
Thus the restricted Lie subalgebra [S] of R(V ) generated by S is equal to R(B). Since R(B) is free
on B , we have S is reduced and so, by Lemma 2.4, [S] is free on S , and we may write [S] = R(S).
Let E be the Lie subalgebra of R(S) generated by S . It is a direct consequence of what we said
above that E is freely generated by S . Since S is a K -basis of R2(V ) ⊕ R3(V ) ⊕ R4, we may write
E = L(S) = L(R2(V ) ⊕ R3(V ) ⊕ R4). Since R(S) = R(B) =⊕n2 Rn(V ), and Ln(V ) = Rn(V ) ⊕ L(V ) for
all n, we obtain the Lie commutators of degree n in x1, x2, x3, with n  2, are K -linear combination
of Lie commutators in the elements of S . Hence, for n 3, Ln(V ) = Rn(V ) ∩ L(R2(V ) ⊕ R3(V ) ⊕ R4).
4. Module decompositions
4.1. Preliminaries
For the rest of the paper, we write G = {e, x, y, z} for the Klein four group with the following
multiplication table
e x y z
e e x y z
x x e z y
y y z e x
z z y x e.
For a set X , we write 〈X〉 for the KG-module generated by X . Let  be the augmentation ideal of
KG with A = x+ e, B = y + e and C = z+ e, that is,  = 〈A, B,C〉. The group G acts on  as follows:
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B · x = B, B · y = B, B · z = B,
C · x = C, C · y = C, C · z = C,
where A = B + C , B = A + C and C = A + B . In order to simplify notation, we set
a= [A2, B,C], A2 = B2 + C2 + [B,C],
b= [B2, A,C], B2 = A2 + C2 + [C, A],
c= [C2, A, B], C2 = A2 + B2 + [B, A].
























The action of G on a1,b1, c1 is the following:
a1 · x = a1 + a′1, a1 · y = b1 + c1 + c′1,
b1 · x = a1 + c1 + a′1 + b′1, b1 · y = b1 + b′1,
c1 · x = a1 + b1 + b′1, c1 · y = a1 + b1 + b′1 + c′1,
a1 · z = b1 + c1 + c′1 + a′1,
b1 · z = a1 + c1 + a′1,
c1 · z = c1 + c′1.
Let R4 be the K -space spanned by the set {a,b, c} and Q 4 the K -space spanned by the set
{a1,b1, c1}. Note that both R4 and Q 4 are not KG-modules. It is easy to verify that L(R2() ⊕ R4) =
L(R2() ⊕ Q 4) and so, L(R2() ⊕ R3() ⊕ R4) = L(R2() ⊕ R3() ⊕ Q 4). The following result has
been proved in [7, Theorem 2].
Lemma 4.1. In the free restricted Lie algebra R(D) = R(X) of the regular KG-module D with X = {e, x, y, z},
let Y = {e2, x2, y2, z2, x+ e, y + e, z + e}. Then the Lie subalgebra L(Y ) is freely generated by Y , and L(Y ) ∩
Rn(X) = Ln(X) for all n  3. Moreover, 〈e2, x2, y2, z2〉 ∼= D, and 〈x + e, y + e, z + e〉 ∼= , so that L(Y ) ∼=
L( ⊕ D).
Let V be a ﬁnite-dimensional K -space, with dim V = n  2, and let L(V ) be the free alge-
bra on V . Choosing a K -basis X = {x1, . . . , xn} for V , we may write L(X) = L(V ). For any n-tuple
α = (α1, . . . ,αn) of non-negative integers we write Lα(X) for the multi-homogeneous component
corresponding to α; that is, the K -subspace of L(X) spanned by all Lie commutators of total degree
αi in xi for i = 1, . . . ,n. Then L(X) =⊕α Lα(X), where α ranges over all n-tuples.
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(I) L2() = ∗ , where ∗ is the dual of .
(II) L4() = L2(R2()) ⊕ Q 4 as K -spaces.
(III) For r  3, R2r () ∩ L(R2() ⊕ Q 4) is KG-module. Moreover there exists a KG-submodule U2r , of
L2
r
() such that L2
r
() = U2r , ⊕ (R2r () ∩ L(R2() ⊕ Q 4)).
Proof. (I) and (II) are straightforward.
(III) By the action of G on a1,b1, c1 and since L(R2() ⊕ Q 4) is free on R2() ⊕ Q 4, we obtain
L(R2() ⊕ Q 4) is KG-module and so, by Lemma 3.1, R2r () ∩ L(R2() ⊕ Q 4) is a KG-submodule of
L2
r
(). Order the elements A, B,C as A < B < C , and let
X1 =
{




{[C, A, A], [C, A, B], [C, A,C], [B, A, A], [B, A, B], [B, A,C], [C, B, B], [C, B,C]}, and
X3 = {a1,b1, c1}.
Write X = X1 ∪ X2 ∪ X3 = {x1, . . . , x17}, with X1 = {x1, . . . , x6}, X2 = {x7, . . . , x14} and X3 =
{x15, x16, x17}. Thus L(X) = L(R2() ⊕ R3() ⊕ Q 4) and L(X1 ∪ X3) = L(R2() ⊕ Q 4). Write L(X) =⊕
α Lα(X), where α ranges over all 17-tuples (α1, . . . ,α17) of non-negative integers. To complete the
proof we use a multi-degree argument. Let U2r , = L2r () ∩ (⊕α Lα(X)), where α ranges over all
17-tuples (α1, . . . ,α17) of non-negative integers subject to at least one of α7, . . . ,α14  1. By the ac-
tion of G on the elements of X3 and since both R2() and R3() are KG-modules, we obtain U2r ,
is KG-module. Since L(X1 ∪ X3) = L(R2() ⊕ Q 4), we obtain the required result. 
Examples 4.1. (I) For r = 3, U8, = [R3(), R2(), R3()]. Since R3() = L3() is a free KG-module
of rank 2, we obtain U8, ∼= R3() ⊗ R2() ⊗ R3() ∼= 96D .
(II) For the next few lines, we write V1 = R2(), V2 = R3() and V3 = Q 4. Moreover, we denote
L16,V3 = [V2, 3V1, V2, V3] ⊕ [V3, 3V1, 2V2] ⊕ [V2, V1, V2, 2V3] ⊕ [V3, 4V2]
⊕ [V3, V1, 2V2, V3] ⊕
[
V3, V2, V3, [V2, V1]
]⊕ [V2, 3V1, [V3, V2]]
⊕ [V3, V1, V2, [V3, V2]]⊕ [V2, V1, V3, [V3, V2]]⊕ [V2, 2V1, V2, [V3, V1]]
⊕ [V3, 2V2, [V3, V1]]⊕ [V3, V1, 2[V2, V1]]
⊕ [V3, V1, V2, [V2, 2V1]]⊕ [V2, V1, V3, [V2, 2V1]]⊕ [V3, 2V1, [V2, V1, V2]]
⊕ [V2, V1, V1, V3, [V2, V1]]⊕ [V3, V1, V1, V2, [V2, V1]],
L∗16,V ′3 = [V2, 5V1, V2] ⊕
[
V2, 4V1, [V2, V1]
]⊕ [V2, 3V1, [V2, 2V1]]
⊕ [V2, 2V1, 3V2] ⊕
[




L16,V ′ = L2
([V2, V1, V2])⊕ L∗16,V ′ .3 3
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∼= 446976D . By Lemma 2.2, L2([V2, V1, V2]) ∼= 96Z ⊕
18240D and so, L16,V ′3 ∼= 96Z ⊕ 465216D . Since U16, = L16,V3 ⊕ L16,V ′3 , L16,V ′3 is KG-submodule of
U16, and V2 is free, we have
U16,/L16,V ′3 ∼= 111936D.
Since D = KG is projective, we obtain
U16, = L16,V3 ⊕ L16,V ′3 ∼= 96Z ⊕ 577152D.
The proof of the following results is straightforward.
Lemma 4.2. Let  = 〈A, B,C〉 and Vx = 〈A2〉. Then  ⊗ Vx = V (x2) ⊕ Fx, where V (x2) = 〈A ⊗ A2〉 and
Fx = 〈B ⊗ A2〉. Moreover, Fx is a regular KG-module.
Lemma 4.3. Let Q 4 be the K -space spanned by the set {a1,b1, c1} and Vx = 〈A2〉. Then Q 4 ⊗ Vx =
Vs(x2) ⊕ Fs,x, where V s(x2) and Fs,x are spanned by the sets {a1 ⊗ A2, (b1 + c1) ⊗ A2} and {b1 ⊗ A2,
(a1 + c1) ⊗ A2,b1 ⊗ A2, (a1 + c1) ⊗ A2}, respectively.
Remark 4.1. We have similar K -vector decompositions for Q 4 ⊗ V y and Q 4 ⊗ Vz. Namely, Q 4 ⊗ V y =
Vs(y2) ⊕ Fs,y , where V s(y2) and Fs,y are spanned by the sets {b1 ⊗ B2, (c1 + a1) ⊗ B2} and {c1 ⊗ B2,
(b1 + a1) ⊗ B2, c1 ⊗ B2, (b1 + a1) ⊗ B2}, respectively, and Q 4 ⊗ Vz = V (z2) ⊕ Fs,z , where V s(z2) and Fs,z
are spanned by the sets {c1 ⊗ C2, (a1 + b1) ⊗ C2} and {a1 ⊗ C2, (c1 + b1) ⊗ C2,a1 ⊗ C2, (c1 + b1) ⊗ C2},
respectively.
By Lemma 2.1 (for G = {1}), we have L(R2()⊕ Q 4) = L(R2())⊕ L(Q 4 	 R2()), where Q 4 	 R2()
is the K -subspace of L(R2() ⊕ Q 4) spanned by all Lie commutators [v,u1, . . . ,un] with n  0, v ∈
Q 4 and u1, . . . ,un ∈ R2(). Recall that Q 4 	 R2() ∼= Q 4 ⊗ A(R2()) as K -spaces under the linear
isomorphism which sends [v,u1, . . . ,un] to v ⊗ u1 · · ·un for all n 0, v ∈ Q 4 and u1, . . . ,un ∈ R2().
For a non-negative integer n, we write (Q 4 	 R2())n for the K -subspace of Q 4 	 R2() spanned by all
Lie commutators [v,u1, . . . ,un] with v ∈ Q 4 and u1, . . . ,un ∈ R2(). For n = 0, (Q 4 	 R2())0 = Q 4
and, for n 1, we set U ′n = (Q 4 	 R2())n = [Q 4,nR2()] ∼= Q 4 ⊗ An(R2()) as K -spaces. Since Q 4 ∩
L(R2()) = {0}, working modulo L(R2()), it is easily veriﬁed that (Q 4 + L(R2()))/L(R2()) ∼=  as
KG-modules by an isomorphism ϕ sending a1 + L(R2()), b1 + L(R2()) and c1 + L(R2()) to A, B
and C , respectively. For a positive integer n, we write Mn = (U ′n + L(R2()))/L(R2()). Since U ′n ∩
L(R2()) = {0} for all n 1, we obtain Mn ∼= U ′n as K -spaces. For each n 1, we deﬁne the mapping
ϕn : Mn →  ⊗ An(R2()) such that ϕn([v,u1, . . . ,un] + L(R2())) = ϕ(v + L(R2())) ⊗ u1 · · ·un for
all v ∈ Q 4 and u1, . . . ,un ∈ R2(). Note that ϕn is well deﬁned and ϕn is an isomorphism of KG-




)= An(Vx ⊕ V y ⊕ Vz) ∼= An(Vx) ⊕ An(V y) ⊕ An(Vz) ⊕ E˜n, (4.1)
where E˜n =⊕(Vi1 ⊗ · · · ⊗ Vin ), the sum is taken over all n-tuples (i1, . . . , in) with iμ 
= iν for some
μ,ν ∈ {1, . . . ,n} and i1, . . . , in ∈ {x, y, z}. Since Viμ ⊗ Viν ∼= D with iμ 
= iν , we have E˜n is a free




)⊕ ( ⊗ An(V y))⊕ ( ⊗ An(Vz))⊕ En, (4.2)
as KG-modules in a natural way, where En, = ⊗ E˜n . Since E˜n is a free KG-module, we get En, is
a free KG-module of rank 9 · 2n−2 · (3n−1 − 1). By Lemma 4.2, for n 2,





)⊗ An−1(Vx))⊕ Pn, f (x),
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An−1(Vx), where Fx is the regular KG-module generated by the element B ⊗ A2. Similar arguments
may be applied for  ⊗ An(Vw) with w ∈ {y, z}. Set




with w ∈ {x, y, z}. Thus, by Eq. (4.2),
Mn ∼= Vn,T ,x ⊕ Vn,T ,y ⊕ Vn,T ,z ⊕ Pn, f , (4.3)
as KG-modules in a natural way. We need to look at the above isomorphism (4.3) more closely. For
this we shall need information on a ﬁltration of tensor powers.
4.2. A K -basis
A suitable reference for our purposes is [5, Section 3]. By means of partitions of n, with n  2, a
K -basis Tn,x of An(Vx) is constructed leading to a K -basis of Vn,T ,x . By symmetry, similar arguments
may be applied for An(Vw) with w ∈ {y, z}. We write Part(n) for the set of partitions of n, and we
use the ‘lexicographic’ order on Part(n). Note that the smallest partition is (1,1, . . . ,1) written as
(1n), and the largest partition is (n). For each λ ∈ Part(n) such that λ 
= (n) let λ+ be the partition of
n which is next bigger than λ. As explained in [5, p. 183] for each λ ∈ Part(n) a K -subspace Wλ,x of
An(Vx) is associated with λ such that we have the following ﬁltration
An(Vx) = W (1n),x  · · ·Wλ,x Wλ+,x  · · ·W (n),x  {0}.
For a positive integer i choose a K -basis Bi,x of Li(Vx). The union of these is a K -basis Bx of L(Vx).
Take any total ordering  of Bx . Then, by the Poincare–Birkhoff–Witt Theorem (see, for example, [6]),
A(Vx) has K -basis Tx consisting of all elements of the form
b1b2 · · ·b	 (	 0, b1, . . . ,b	 ∈ Bx, b1  · · · b	). (4.4)
Note that the elements (4.4) of Tx are distinct as written. We write Tn,x for the set of all elements
(4.4) of degree n. Then Tn,x is a K -basis of An(Vx). For each λ ∈ Part(n), we write Tλ,x for the set of
elements (4.4) in Tn,x such that when we put degb1, . . . ,degb	 into non-increasing order we obtain
the partition λ. Choose the ordering of Bx in any way so that all elements of Bi,x are smaller than all
elements of B j,x whenever i < j. As observed in [5, pp. 183–184], the elements of Tλ,x taken modulo
Wλ+,x form a K -basis of Wλ,x/Wλ+,x . The basis {w + Wλ+: w ∈ Tλ,x} of Wλ/Wλ+ consists of all
elements of the form
b(1)1 · · ·b(m(1))1 b(1)2 · · ·b(m(2))2 · · ·b(1)n · · ·b(m(n))n + Wλ+
where the factors are in non-decreasing order and b(1)i , . . . ,b
(m(i))
i ∈ Bi,x for i = 1, . . . ,n. Thus Tn,x =⋃
λ∈Part(n) Tλ,x . Let λ ∈ Part(n) and write λ = (nm(n), (n − 1)m(n−1), . . . ,1m(1)), where m(n), . . . ,m(1)
are non-negative integers. As it is shown in [5, Lemma 3.2], Wλ,x/Wλ+,x ∼= Lλ(Vx), where Lλ(Vx) =
Sm(1)(L1(Vx)) ⊗ Sm(2)(L2(Vx)) ⊗ · · · ⊗ Sm(n)(Ln(Vx)). A K -basis for Vn,T ,x is given by the set {v ⊗ b:
v ∈ V(x2), b ∈ Tn−1,x}, where V(x2) = {A ⊗ A2, A ⊗ A2}. Similarly for Pn, f (x). In particular, the set
{u ⊗ b: u ∈ Fx, b ∈ Tn−1,x} is a K -basis for Pn, f (x), where Fx = {B ⊗ A2, B ⊗ A2, B ⊗ A2, B ⊗ A2}.
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Let U ′n(x) be the K -subspace of U ′n spanned by all Lie commutators [v,u1, . . . ,un] with n  1,







)⊗ An−1(Vx))⊕ (Fs,x ⊗ An−1(Vx))
as K -spaces. Set Mn(x) = (U ′n(x) + L(R2()))/L(R2()). Note that Mn(x) is a KG-submodule of Mn .
Since U ′n(x) ∩ L(R2()) = {0}, we have Mn(x) ∼= U ′n(x) as K -spaces, and Mn(x) ∼=  ⊗ An(Vx) via the
KG-isomorphism ϕn,x sending [v,u1, . . . ,un]+ L(R2()) to ϕ(v + L(R2()))⊗ u1 · · ·un for all v ∈ Q 4
and u1, . . . ,un ∈ Vx . Similarly we deﬁne Mn(w) with w ∈ {y, z}.
For the next few lines, we write V1 = Vx , V2 = V y and V3 = Vz . Let An,s(x, y, z) be the subspace of
U ′n spanned by all Lie commutators [v,a1,a2, . . . ,an] with n 2, v ∈ Q 4 and a1⊗· · ·⊗an ∈ Vi1 ⊗· · ·⊗
Vin with iμ 
= iν for some μ,ν ∈ {1, . . . ,n}. Write En(x, y, z) = (An,s(x, y, z) + L(R2()))/L(R2()).
Since An,s(x, y, z) ∩ L(R2()) = {0}, we obtain En(x, y, z) ∼= An,s(x, y, z) as K -spaces. Moreover
En(x, y, z) ∼= En, as KG-modules. By the action of G on the elements a1,b1, c1, A2, A2, B2, B2,C2,C2,
there exists a free KG-submodule Bn, f (x, y, z) of An,s(x, y, z) ⊕ L(R2()) such that En(x, y, z) ∼=
Bn, f (x, y, z) as KG-modules, and An,s(x, y, z) ⊕ L(R2()) = Bn, f (x, y, z) ⊕ L(R2()). Since
U ′n = U ′n(x) ⊕ U ′n(y) ⊕ U ′n(z) ⊕ An,s(x, y, z)
and U ′n ∩ L(R2()) = {0}, we have
Mn = Mn(x) ⊕ Mn(y) ⊕ Mn(z) ⊕ En(x, y, z).
For a monomial u = u1u2 · · ·un with u1, . . . ,un ∈ {A2, A2}, we write u = u · y = (u1 · y) · · · (un · y).
Recall that A2 = A2 · y = A2 · z, A2 = A2 · y = A2 · z and so, u = u · z. For n  1, we deﬁne Xn,x =
{A2u2 · · ·un: u2, . . . ,un ∈ {A2, A2}} and X n,x = {u: u ∈ Xn,x}. Thus the set Xn = Xn,x ∪ X n,x is a G-
invariant K -basis for An(Vx). Next we deﬁne two K -subspaces of U ′n(x) as follows:
(I) Let U ′n,π (x) be the K -space spanned by the set {[a1, A2,u1, . . . ,un−1], [b1+c1, A2,u1, . . . ,un−1]:
u1 · · ·un−1 ∈ Xn−1,x}. By the action of G on the elements a1,b1, c1, U ′n,π (x) is not KG-module. We
note that U ′n,π (x) ∼= Vs(x2) ⊗ An−1(Vx) as K -spaces in a natural way. Since
[b1 + c1, x1, . . . , xs] ≡
[







for x1, . . . , xs ∈ {A2, A2}, we deﬁne
Un,π (x) = span
{[
a1, A





2,u1, . . . ,un−1
] · y: u1 · · ·un−1 ∈ Xn−1,x}.
Since U ′n,π (x) ∩ L(R2()) = {0} and the action of G on the elements a1, A2, A2, we get U ′n,π (x) ⊕
L(R2()) = Un,π (x) ⊕ L(R2()). Since[
a1, A
2,u1, . . . ,un−1
] · z ≡ [a1, A2,u1, . . . ,un−1] · y mod L(R2()),
for u1 · · ·un−1 ∈ Xn−1,x , we have (Un,π (x) + L(R2()))/L(R2()) is a KG-submodule of Mn(x). In
particular, (







)∼= V (x2)⊗ An−1(Vx)
as KG-modules. Similar arguments hold for Un,π (w) with w ∈ {y, z}. In fact,
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{[
b1, B





2,u1, . . . ,un−1
] · z: u1 · · ·un−1 ∈ Yn−1,y},
Un,π (z) = span
{[
c1,C





2,u1, . . . ,un−1
] · x: u1 · · ·un−1 ∈ Zn−1,z}.
For w ∈ {x, y, z}, we write Mn,π (w) = (Un,π (w) + L(R2()))/L(R2()). Since Un,π (w) ∩ L(R2()) =
{0}, we obtain Mn,π (w) ∼= Un,π (w) as K -spaces for w ∈ {x, y, z}. Moreover Mn,π (w) ∼= Vn,T ,w =
V (w2) ⊗ An−1(Vw) as KG-modules in a natural way.
(II) U ′n, f (x) is spanned by the set {[b1, A2,u1, . . . ,un−1], [a1 + c1, A2,u1, . . . ,un−1], [b1, A2,
u1, . . . ,un−1], [a1 + c1, A2,u1, . . . ,un−1]: u1 · · ·un−1 ∈ Xn−1,x}. It is clearly enough that U ′n, f (x) is
not a KG-module. We note that U ′n, f (x) ∼= Fs,x ⊗ An−1(Vx) as K -spaces in a natural way. Since
U ′n, f (x) ∩ L(R2()) = {0}, we have (U ′n, f (x) + L(R2()))/L(R2()) ∼= U ′n, f (x) as K -spaces. Since[
a1 + c1, A2, x1, . . . , xn−1
]≡ [a1 + c1 + a′1 + b′1, A2, x1, . . . , xn−1]mod L(R2()),[
b1, A
2, x1, . . . , xn−1
]≡ [b1 + b′1, A2, x1, . . . , xn−1]mod L(R2()),
and [
a1 + c1, A2, x1, . . . , xn−1
]≡ [a1 + c1 + a′1, A2, x1, . . . , xn−1]mod L(R2()),
for all x1, . . . , xn−1 ∈ {A2, A2}, we deﬁne
Un, f (x) =
〈[
b1, A
2,u1, . . . ,un−1
]
: u1 · · ·un−1 ∈ Xn−1,x
〉
.
By the action of G on the elements a1,b1, c1, A2, A2 and U ′n, f (x) ∩ L(R2()) = {0}, we have
U ′n, f (x) ⊕ L(R2()) = Un, f (x) ⊕ L(R2()), and Un, f (x) is a free KG-module of rank 2n−1. Similar ob-
servations hold for Un, f (w) with w ∈ {y, z}. Note that Un, f (y) = 〈[c1, B2,u1, . . . ,un−1]: u1 · · ·un−1 ∈
Yn−1,y〉 and Un, f (z) = 〈[a1,C2,u1, . . . ,un−1]: u1 · · ·un−1 ∈ Zn−1,z〉. Write Mn, f (w) = (Un, f (w) +
L(R2()))/L(R2()) with w ∈ {x, y, z}. Since Un, f (w) ∩ L(R2()) = {0}, we have Mn, f (w) ∼= Un, f (w)
with w ∈ {x, y, z} as KG-modules. Since
U ′n,π (x) ⊕ U ′n, f (x) ⊕ L
(
R2()
)= Un,π (x) ⊕ Un, f (x) ⊕ L(R2()),
we have Mn(x) = Mn,π (x) ⊕ Mn, f (x) ∼= Vn,T ,x ⊕ Un, f (x). Similar arguments hold for Mn(w) with w ∈
{y, z}. Thus
Mn = Mn,π (x) ⊕ Mn,π (y) ⊕ Mn,π (z) ⊕ P ′n(x, y, z) ⊕ En(x, y, z), (4.6)
where P ′n(x, y, z) = ((Un, f (x)⊕Un, f (y)⊕Un, f (z))+ L(R2()))/L(R2()) is a free KG-module of rank
3 · 2n−1.
For n = 1, U1,π (x) = span{[a1, A2], [a1, A2] · y}, U1, f (x) = 〈[b1, A2]〉 and U1(x) = U1,π (x)⊕U1, f (x).
By symmetry we deﬁne U1,π (w),U1, f (w) and U1(w) with w ∈ {y, z}. For a positive integer n, with
n 2, we deﬁne
Un = Un,π (x) ⊕ Un,π (y) ⊕ Un,π (z) ⊕ Pn, f (x, y, z) ⊕ Bn, f (x, y, z), (4.7)
where Pn, f (x, y, z) = Un, f (x) ⊕ Un, f (y) ⊕ Un, f (z). Deﬁne
P Bn, f (x, y, z) = Pn, f (x, y, z) ⊕ Bn, f (x, y, z).
64 A.I. Papistas / Journal of Algebra 342 (2011) 53–96Note that P Bn, f (x, y, z) is a free KG-module of rank 3 · 2n−2 · (3n − 1) if n  2, and P B1, f (x, y, z) =
P1, f (x, y, z). Since U ′n ∩ L(R2()) = {0}, it follows easily from Eq. (4.6) that U ′n ⊕ L(R2()) = Un ⊕
L(R2()). That is, [
Q 4,nR
2()
]⊕ L(R2())= Un ⊕ L(R2()). (4.8)




)= Un,π (x, y, z) ⊕ P Bn, f (x, y, z) ⊕ L(R2()).
By direct calculations, we obtain[
a1, A
2,u1, . . . ,un−1
]= [a1, A2,u1, . . . ,un−1] · z + [b1, A2,u1, . . . ,un−1] · (e + x)
+ [b′1 + c′1, A2,u1, . . . ,un−1] · y (4.9)
for all u1, . . . ,un−1 ∈ {A2, A2}. In particular, for n = 1, we have[
a1, A
2]= [a1, A2] · z + [b1, A2] · (e + x) + [b′1 + c′1, A2] · y. (4.10)
Note that [b′1 + c′1, A2] ∈ [V y, Vx, V y] ⊕ [Vz, Vx, Vz] and [V y, Vx, V y] ∼= [Vz, Vx, Vz] ∼= 2D . By symme-
try we have [
b1, B
2]= [b1, B2] · x+ [c1, B2] · (e + y) + [a′1 + c′1, B2] · z
and [
c1,C
2]= [c1,C2] · y + [a1,C2] · (e + z) + [a′1 + b′1,C2] · x.
4.4. Examples
We ﬁnd convenient to give some examples in order to use them later.
(I) Let n = 2. Then M2,π (x) = M2,π,(1),1(x) ⊕ M2,π,(1),2(x), where M2,π,(1),1(x), M2,π,(1),2(x)
are generated by the sets {[a1, 2A2] + L(R2()), [a1, 2A2] · y + L(R2())} and {[a1, A2, A2] +
L(R2()), [a1, A2, A2] · y + L(R2())}, respectively. Note that M2,π,(1),1(x) ∼= M2,π,(1),2(x) ∼= Vx as
KG-modules. By Eq. (4.6), M2 = M2,π (x) ⊕ M2,π (y) ⊕ M2,π (z) ⊕ P ′2(x, y, z) ⊕ E2(x, y, z), where
P ′2(x, y, z) ⊕ E2(x, y, z) ∼= 24D . By Lemma 2.5, L4(Vx) = L2(R2(Vx)). Since R2(Vx) = Vx2 ⊕ Tx , where
Vx2 = 〈A4〉 and Tx = 〈[A2, A2]〉 = 〈a′1〉, we have L2(R2(Vx)) = L2(Vx2 ⊕ Tx) = L2(Vx2 ) ⊕ [Tx, Vx2 ] and
so,
L4(Vx) = L2(Vx2) ⊕ [Tx, Vx2 ]. (4.11)




[Vi1 , Vi2 , . . . , Vim ].
By Lemma 2.2, L4(R2()) = L4(Vx⊕V y ⊕Vz) = L4(Vx)⊕ L4(V y)⊕ L4(Vz)⊕ L2(E2)⊕ E4. Since E2 ∼= 3D
and L2(D) ∼= Z , we have
L2(E2) ∼= 3Z ⊕ 12D. (4.12)
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U2,π (x) ⊕ L4(Vx) ∼= ∗ ⊕ D. (4.13)
Note that the sets {[a1, A2, A2]} and {[a1, 2A2]} generate the KG-modules isomorphic to ∗ and D ,
respectively, in (4.13). Similar notation, deﬁnitions and arguments may be applied for Vw with w ∈




)⊕ [Q 4, 2R2()]= L4(R2())⊕ U2 ∼= 3∗ ⊕ 3Z ⊕ 99D. (4.14)










2], u3,π,(2),4(a1) = [a1, A2,a′1].
Note that [a1, A2, A2, A2] = u3,π,(12),2(a1) + u3,π,(2),4(a1). Using the ﬁltration of A2(Vx), A2(Vx) =
W (12),x  W (2),x  {0}, with W (12),x/W (2),x ∼= S2(Vx) and W (2),x = L2(Vx), we obtain U3,π (x) =





















By symmetry, similar notation, deﬁnitions and arguments may be given for Vw with w ∈ {y, z}. For
example, u3,π,(12),1(b1) = [b1, B2,2 B2] and U3,π,(12),1(y) = span{u3,π,(12),1(b1), u3,π,(12),1(b1) · z}. By
Eq. (4.6), M3 = M3,π (x)⊕M3,π (y)⊕M3,π (z)⊕ P ′3(x, y, z)⊕ E3(x, y, z), where P ′3(x, y, z)⊕ E3(x, y, z) ∼=
156D . Note that U3 = U3,π (x) ⊕ U3,π (y) ⊕ U3,π (z) ⊕ P B3, f (x, y, z), where P B3, f (x, y, z) ∼= 156D .
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Similar notation, deﬁnitions and arguments may be applied for Vw with w ∈ {y, z}. For exam-
ple, u4,π,(2,1),6(c1) = [c1,C2,C2, c′1] and U4,π,(2,1),6(z) = span{u4,π,(2,1),6(c1),u4,π,(2,1),6(c1) · x}. By
Eq. (4.6), M4 = M4,π (x)⊕M4,π (y)⊕M4,π (z)⊕ P ′4(x, y, z)⊕ E4(x, y, z), where P ′4(x, y, z)⊕ E4(x, y, z) ∼=
960D . Note that U4 = U4,π (x) ⊕ U4,π (y) ⊕ U4,π (z) ⊕ P B4, f (x, y, z), where P B4, f (x, y, z) ∼= 960D .
(IV) Let n = 6. For A5(Vx) we have the following ﬁltration
A5(Vx) = W (15),x > W (2,13),x > W (22,1),x > W (3,12),x
> W (3,2),x > W (4,1),x > W (5),x > {0}
with
W (15),x/W (2,13),x ∼= S5(Vx), W (3,2),x/W (4,1),x ∼= L2(Vx) ⊗ L3(Vx),
W (2,13),x/W (22,1),x ∼= S3(Vx) ⊗ L2(Vx), W (4,1),x/W (5),x ∼= Vx ⊗ L4(Vx),




, W (5),x = L5(Vx),






































































































































] · y, [a′1, 3A2] · y, [a′1, A2,a′1],[
a′1, A2,a′1
] · y}.
Thus T5,x = ⋃λ∈Part(5) Tλ,x is a K -basis for A5(Vx). By means of T5,x and X5, we obtain a K -basis
U ′6,π (x) for U6,π (x). In particular,






















































































































































































































ζ1(a1) = g1(a1) +
(
f2(a1) + f9(a1)
) · y, ζ6(a1) = g6(a1) + f14(a1) + f12(a1) · y,
ζ2(a1) = g2(a1) + f3(a1) + f4(a1) · y, ζ7(a1) = g7(a1),
ζ3(a1) = g3(a1) + g2(a1) · y, ζ8(a1) = g8(a1),
ζ4(a1) = g4(a1) + f7(a1) · (e + y), ζ9(a1) = g9(a1) + f5(a1),






















ti(a1), ti(a1) · y
})
.
It is easy to verify that U6,π (x) is a K -basis for U6,π (x). By symmetry, similar notation, deﬁnitions and
arguments may be applied for Vw with w ∈ {y, z}. For example, f1(b1) = [b1, B2, 5B2] and t2(c1) =
[c1, 2C2, [c′1, 2C2] · x].
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By Lemma 3.1 and Lemma 2.2, we obtain L4() = L2(R2()) ⊕ Q 4. But R2() = Vx ⊕ V y ⊕ Vz ,




)= L2(Vx) ⊕ L2(V y) ⊕ L2(Vz) ⊕ Q 21 ⊕ Q 22 ⊕ Q 23,
where Q 21 = 〈[B2, A2]〉, Q 22 = 〈[C2, A2]〉 and Q 23 = 〈[C2, B2]〉. Note that Q 21 ∼= Q 22 ∼= Q 23 ∼= D .
Furthermore, it is easily veriﬁed that L2(Vx) = 〈a′1〉, L2(V y) = 〈b′1〉 and L2(Vz) = 〈c′1〉. By direct calcu-
lations, we obtain L4() = 〈a1〉 ⊕ 〈b1〉 ⊕ Q 21 ⊕ Q 22 ⊕ Q 23. So, L4() ∼= 2∗ ⊕ 3D .
By Lemma 3.1 and Lemma 2.2 we obtain
L8() = R8() ∩ L(R2() ⊕ R3() ⊕ Q 4)
= L4(R2())⊕ L2(Q 4) ⊕ [R3(), R2(), R3()]⊕ [Q 4, 2R2()]
= [R3(), R2(), R3()]⊕ (R8() ∩ L(R2() ⊕ Q 4)).
Since R3() is a free KG-module, we get [R3(), R2(), R3()] is a free KG-module (see also
Proposition 4.1 (III) and Example 4.1(I)). Therefore, we concentrate on the module structure of
R8() ∩ L(R2() ⊕ Q 4). But (R8() ∩ L(R2() ⊕ Q 4))/(L4(R2()) ⊕ [Q 4, 2R2()]) ∼= ∗ . Deﬁne




]+ [b1, A2, A2]+ [c1, B2, B2].
Clearly, w ∈ [a1,b1] + (L4(R2()) ⊕ [Q 4, 2R2()]), so R8() ∩ L(R2() ⊕ Q 4) = 〈w〉 + (L4(R2()) ⊕
[Q 4, 2R2()]) and 〈w〉 has dimension at least 3. Using the action of G , we have




]+ [b1, A2, A2]+ [c1, B2, B2]
+ [a1 + a′1,a1 + c1 + a′1 + b′1]+ [a1 + a′1,C2,C2]
+ [a1 + c1 + a′1 + b′1, A2, A2]+ [a1 + b1 + b′1, B2, B2]
+ [b1 + c1 + c′1,b1 + b′1]+ [b1 + c1 + c′1,C2,C2]
+ [b1 + b′1, A2, A2]+ [a1 + b1 + b′1 + c′1, B2, B2]
+ [b1 + c1 + c′1 + a′1,a1 + c1 + a′1]+ [b1 + c1 + c′1 + a′1,C2,C2]
+ [a1 + c1 + a′1, A2, A2]+ [c1 + c′1, B2, B2]
= 0,
so 〈w〉 has dimension at most 3. Thus, we have the following direct module decomposition
R8() ∩ L(R2() ⊕ Q 4)= 〈w〉 ⊕ L4(R2())⊕ [Q 4, 2R2()].
By Eq. (4.14) and since [R3(), R2(), R3()] ∼= 96D , we have L8() ∼= 4∗ ⊕ 3Z ⊕ 195D .
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By Proposition 4.1 (III) (and Example 4.1 (II)), it is enough to study the module decomposition of
R16()∩ L(R2()⊕ Q 4). Set Υ0 = R16()∩ L(R2()⊕ Q 4). It follows from Lemma 2.1 (or Lemma 2.2)
and the action of G on a1,b1 and c1 that there exist KG-submodules Υ1,Υ2 and Υ3 of Υ0 such that
Υ0 ⊃ Υ1 ⊃ Υ2 ⊃ Υ3 ⊃ {0} and














)⊕ [Q 4, 6R2()]
as K -spaces.




)= L8(Vx) ⊕ L8(V y) ⊕ L8(Vz) ⊕ L4(E2) ⊕ L2(E4) ⊕ F8,
where F8 = E8 ⊕ [E6, E2] ⊕ [E4, E2, E2] ⊕ [E3, E2, E3] ⊕ [E5, E3]. Note that F8 is free of rank 43968.
Since E4 ∼= 60D and L2(D) ∼= Z , we obtain from Lemma 2.2,
L2(E4) ∼= 60Z ⊕ F24(x, y, z), (4.15)
where F24(x, y, z) ∼= 7080D . Since E2 ∼= 3D and L4(D) ∼= 2∗ ⊕ Z ⊕ 12D , we have from Lemma 2.2,
L4(E2) ∼= 6∗ ⊕ 15Z ⊕ F42(x, y, z), (4.16)




)∼= L8(Vx) ⊕ L8(V y) ⊕ L8(Vz) ⊕ 6∗ ⊕ 75Z ⊕ 52308D.
Recall that U6 = U6,π (x)⊕U6,π (y)⊕U6,π (z)⊕ P B6, f (x, y, z). For w ∈ {x, y, z}, let Υ3(w) = L8(Vw)⊕
U6,π (w). By the action of G , Υ3(w) is a KG-module and so, we obtain the following module decom-
position of L8(R2()) ⊕ U6 = Υ3 (by (4.8)):
Υ3 = Υ3(x) ⊕ Υ3(y) ⊕ Υ3(z) ⊕ L4(E2) ⊕ L2(E4) ⊕ F8 ⊕ P B6, f (x, y, z), (4.17)
where P B6, f (x, y, z) ∼= 34944D . In the proof of the following result, we build up a G-invariant K -basis
for Υ3(x).
Lemma 4.4. As KG-modules, Υ3(x) = L8(Vx) ⊕ U6,π (x) ∼= 16Vx ⊕ 2∗ ⊕ 14D.
Proof. By Lemma 2.5,




= L4(R2(Vx))⊕ [R3(Vx), R2(Vx), R3(Vx)].




)= L4(Vx2 ⊕ Tx)
(by Lemma 2.1) = L4(Vx2) ⊕ L2
([Tx, Vx2 ])⊕ [Tx, Vx2 , Vx2 , Vx2 ]
⊕ [Tx, Vx2 , Vx2 , Tx] ⊕ [Tx, Vx2 , Tx, Tx].
Furthermore, L4(Vx2 ) = 〈[(A2)2, (A2)2, (A2)2, (A2)2]〉 ⊕ 〈[(A2)2, (A2)2, (A2)2, (A2)2]〉. Since [a,b2] =
[a,b,b] for all a,b ∈ A(Vx), we obtain [a,b2n ] = [a,b, . . . ,b] (2n copies of b) for all a,b ∈ A(Vx) and















)2]= [(A2)2, (A2)4, (A2)2]
= [A2, (A2)4, A2, (A2)2]
= [A2, A2, 3A2, (A2)2, A2]+ [A2, A2, 3A2, [a′1, A2]]




















)2]= [(A2)2, (A2)4, (A2)2]
= [A2, (A2)4, A2, (A2)2]
= [A2, A2, 3A2, A2, 2A2]


















]∼= L3(Vx) ⊗ R2(Vx) ⊗ L3(Vx)
∼= L3(Vx) ⊗ Vx2 ⊗ L3(Vx) ⊕ L3(Vx) ⊗ Tx ⊗ L3(Vx),






























∼= L2([Tx, Vx2 ])⊕ [Tx, Vx2 , Vx2 , Tx], and
L83(Vx) = [Tx, Vx2 , Tx, Tx].














) · y})∪ {t1(a′1), t2(a′1)}.
An explicit K -basis U6,π (x) for U6,π (x) is given by means of T5,x and X5 (see Section 4.4, exam-





















ti(a1), ti(a1) · y
})
.
Let M6(x) be the KG-submodule of L8(Vx) ⊕ U6,π (x) generated by the set { f1(a1), . . . , f14(a1),
t1(a1), t2(a1)}. Note that, for i = 1, . . . ,14,
f i(a1) · (e + x+ y + z) = f i(a1) + f i(a1) + f i
(
a′1




) · (e + y)

= 0.
Thus each f i(a1) generates a regular KG-module. Furthermore, t j(a1) · (e + x) = t j(a′1) with j = 1,2.
Since each t j(a′1) is G-invariant, and the set {t j(a1), t j(a1) · y, t j(a′1) : j = 1,2} is K -linearly indepen-
dent, we have 〈t1(a1), t2(a1)〉 ∼= 2∗ . Write ∗6,8 = 〈t1(a1), t2(a1)〉 and F6,8 = 〈 f1(a1), . . . , f14(a1)〉.
Since U6,π (x) is a K -basis for U6,π (x) and L8(x) is a K -basis of L8(Vx), we obtain
M6(x) = F6,8(x) ⊕ ∗6,8(x).




)= h j(a′1)= 0
and so, ζi(a1) · (e + x) = h j(a1) · (e + x) = 0. Let W6,8(x) be the KG-submodule of Υ3(x) generated
by the set {ζi(a1),h j(a1): i = 1, . . . ,10, j = 1, . . . ,6}. Making use of the K -basis U6,π (x), we have
W6,8(x) ∼= 16Vx and
Υ3(x) = F6,8(x) ⊕ ∗6,8(x) ⊕ W6,8(x)
∼= 16Vx ⊕ 2∗ ⊕ 14D.
Hence we obtain the required result. 
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(4.17) and Lemma 4.4, we obtain the following result.
Lemma 4.5. As KG-modules, Υ3 = L8(R2()) ⊕ [Q 4, 6R2()] ∼= 12∗ ⊕ 91Z ⊕ 87294D.
Comment 4.1. The free part F (Υ3) occurring in the module decomposition of Υ3 is
F (Υ3) = F6,8(x, y, z) ⊕ F42(x, y, z) ⊕ F24(x, y, z) ⊕ F8 ⊕ P B6, f (x, y, z),
where F6,8(x, y, z) = F6,8(x) ⊕ F6,8(y) ⊕ F6,8(z).
4.5 (II) The analysis of Υ2. From Eq. (4.7), we have
L2(U2) = L2
(
U2,π (x) ⊕ U2,π (y) ⊕ U2,π (z) ⊕ P B2, f (x, y, z)
)
,
where P B2, f (x, y, z) ∼= 24D . Since[
Q 4, 2R
2()
]⊕ L4(R2())= U2 ⊕ L4(R2())





])⊕ Υ3 = L2(U2) ⊕ Υ3.














] · y}, and
U2,π (x) = U2,π,(1),1(x) ⊕ U2,π,(1),2(x).
Similarly we deﬁne U2,π,(1),1(w) with w ∈ {y, z}. Deﬁne
Z1 = U2,π,(1),1(x) ⊕ U2,π,(1),1(y) ⊕ U2,π,(1),1(z),
Z2 = U2,π,(1),2(x) ⊕ U2,π,(1),2(y) ⊕ U2,π,(1),2(z).
By Lemma 2.2 (for G = {1}),
L2
(
Z1 ⊕ Z2 ⊕ P B2, f (x, y, z)
)= L2(Z1) ⊕ L2(Z2) ⊕ L2(P B2, f (x, y, z))⊕ [Z1, Z2]
⊕ [Z1, P B2, f (x, y, z)]⊕ [Z2, P B2, f (x, y, z)].
Let P ′122(x, y, z) = [Z1, P B2, f (x, y, z)] ⊕ [Z2, P B2, f (x, y, z)]. Since P ′122(x, y, z) ∩ Υ3 = {0} and
P B2, f (x, y, z) is free, we obtain (P ′122(x, y, z) ⊕ Υ3)/Υ3 is free of rank 288. Let P122(x, y, z) be a
free KG-submodule of P ′122(x, y, z) ⊕ Υ3 of rank 288 such that P ′122(x, y, z) ⊕ Υ3 = P122(x, y, z) ⊕ Υ3
and
L2(U2) ⊕ Υ3 = L2(Z1) ⊕ L2(Z2) ⊕ L2
(
P B2, f (x, y, z)
)⊕ [Z1, Z2] ⊕ P122(x, y, z) ⊕ Υ3.
Since P B2, f (x, y, z) ∼= 24D , we have from Lemma 2.2
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(
P B2, f (x, y, z)
)∼= 24Z ⊕ F22(x, y, z), (4.18)
where F22(x, y, z) ∼= 1104D .
Now, we concentrate on L2(Z1), L2(Z2) and [Z1, Z2].
4.5 (II) a) The study of L2(Z1). By Lemma 2.2 (for G = {1}),
L2(Z1) = L2
(
U2,π,(1),1(x) ⊕ U2,π,(1),1(y) ⊕ U2,π,(1),1(z)
)
= L2(U2,π,(1),1(x))⊕ L2(U2,π,(1),1(y))⊕ L2(U2,π,(1),1(z))⊕ P ′21(x, y, z),
where P ′21(x, y, z) = [U2,π,(1),1(x),U2,π,(1),1(y)] ⊕ [U2,π,(1),1(x),U2,π,(1),1(z)] ⊕ [U2,π,(1),1(y),
U2,π,(1),1(z)]. Since P ′21(x, y, z) ∩ Υ3 = {0}, it is easily veriﬁed that (P ′21(x, y, z) ⊕ Υ3)/Υ3 is a free
KG-module of rank 3. Thus there exists a free KG-submodule P21(x, y, z) of P ′21(x, y, z)⊕Υ3 of rank
3 such that P ′21(x, y, z) ⊕ Υ3 = P21(x, y, z) ⊕ Υ3 and
L2(Z1) ⊕ Υ3 = L2
(
U2,π,(1),1(x)
)⊕ L2(U2,π,(1),1(y))⊕ L2(U2,π,(1),1(z))⊕ P21(x, y, z) ⊕ Υ3.
By symmetry we concentrate on L2(U2,π,(1),1(x)). Note that L2(U2,π,(1),1(x)) is spanned by [a1, 2A2,
[a1, 2A2] · y].
Lemma 4.6. Let ux,1(a1) = [a1, 2A2, [a1, 2A2] · y], t2(a1) = [a1, 2A2, [a′1, 2A2] · y] and Ix(4) the KG-module
generated by the set {ux,1(a1), t2(a1)}. Then Ix(4) ∼= V y ⊕ Vz as KG-modules. In particular, ux,1(a1) and
ux,1(a1) + t2(a1) generate the KG-submodules of Ix(4) isomorphic to V y and V z, respectively.
Proof. Let Ix(4) be the KG-module generated by the set {ux,1(a1), t2(a1)}. Then
t2(a1) · (e + x+ y + z) = t2(a1) + t2(a1) + t2
(
a′1




)+ t2(a′1) · y
= 0.
The action of x, y and z on ux,1(a1) is
ux,1(a1) · x = ux,1(a1) + t2(a1) · (e + x) + t2(a1) · (e + y),
ux,1(a1) · y = ux,1(a1), and
ux,1(a1) · z = ux,1(a1) · x.
Thus Ix(4) is spanned by the set {ux,1(a1), t2(a1), t2(a1) · x, t2(a1) · y}. Deﬁne v = ux,1(a1) + t2(a1).
Then v · x = v · y = v + t2(a1) · (e + y) and v · z = v . Let V1, V2 be the KG-submodules of Ix(4)
generated by ux,1(a1) and v , respectively. By direct calculations, Ix(4) = V1 ⊕ V2 and V1 ∼= V y and
V2 ∼= Vz as KG-modules. Hence Ix(4) ∼= V y ⊕ Vz as KG-modules. 
Remark 4.2. Similar arguments may be applied for I y(4) and Iz(4). In particular, I y(4) = 〈uy,1(b1)〉 ⊕
〈uy,1(b1) + t2(b1)〉 ∼= Vx ⊕ Vz, as KG-modules, and Iz(4) = 〈uz,1(c1)〉 ⊕ 〈uz,1(c1) + t2(c1)〉 ∼= Vx ⊕ V y
as KG-modules. Thus Ix(4) ⊕ I y(4) ⊕ Iz(4) ∼= 2Z .
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L2(Z2) = L2
(
U2,π,(1),2(x) ⊕ U2,π,(1),2(y) ⊕ U2,π,(1),2(z)
)
= L2(U2,π,(1),2(x))⊕ L2(U2,π,(1),2(y))⊕ L2(U2,π,(1),2(z))⊕ P ′22(x, y, z),
where P ′22(x, y, z) = [U2,π,(1),2(x),U2,π,(1),2(y)] ⊕ [U2,π,(1),2(x),U2,π,(1),2(z)] ⊕ [U2,π,(1),2(y),
U2,π,(1),2(z)]. Since P ′22(x, y, z) ∩ Υ3 = {0}, it is easily veriﬁed that (P ′22(x, y, z) ⊕ Υ3)/Υ3 is a free
KG-module of rank 3. Let P22(x, y, z) be a free KG-submodule of P ′22(x, y, z) ⊕ Υ3 of rank 3 such
that P ′22(x, y, z) ⊕ Υ3 = P22(x, y, z) ⊕ Υ3 and
L2(Z2) ⊕ Υ3 = L2
(
U2,π,(1),2(x)
)⊕ L2(U2,π,(1),2(y))⊕ L2(U2,π,(1),2(z))⊕ P22(x, y, z) ⊕ Υ3.









Since a′1 = [A2, A2], we obtain ux,2(a′1) = 0. The action of x and z on ux,2(a1) is
ux,2(a1) · x = ux,2(a1) · z = ux,2(a1) + ζ7(a1) · (e + y).
Let x,2 be the KG-module generated by ux,2(a1). By the action of G on ux,2(a1) and ζ7(a1), we have
x,2 ∼=  as KG-modules.






⊕ [U2,π,(1),1(z),U2,π,(1),2(z)]⊕ P ′212(x, y, z),
where






Since P ′212(x, y, z) ∩ Υ3 = {0}, it is easily veriﬁed that (P212(x, y, z) ⊕ Υ3)/Υ3 is a free KG-module
of rank 6. Let P212(x, y, z) be a free KG-submodule of P ′212(x, y, z) ⊕ Υ3 of rank 6 such that
P ′212(x, y, z) ⊕ Υ3 = P212(x, y, z) ⊕ Υ3 and
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ux,3(a1) · x = ux,3(a1) + ζ10(a1) · y + f5(a1) · (e + x),
ux,4(a1) · x = ux,4(a1) + ζ9(a1) + f5(a1) · (e + x).
Let Vx,3 = span{ux,3(a1),ux,3(a1) · y} and Vx,4 = span{ux,4(a1),ux,4(a1) · y}. Thus[
U2,π,(1),1(x),U2,π,(1),2(x)
]= Vx,3 ⊕ Vx,4.
Similarly, [U2,π,(1),1(w),U2,π,(1),2(w)] = Vw,3 ⊕ Vw,4 with w ∈ {y, z}. Therefore
[Z1, Z2] ⊕ Υ3 = (Vx,3 ⊕ Vx,4) ⊕ (V y,3 ⊕ V y,4) ⊕ (Vz,3 ⊕ Vz,4) ⊕ P212(x, y, z) ⊕ Υ3.
By symmetry, we concentrate on Vx,3 ⊕ Vx,4. Let V covx,3 be the K -space with a basis V3,1 ={ux,3(a1),ux,3(a1) · y, f5(a1), f5(a1) · x, f5(a1) · y, f5(a1) · z, ζ10(a1), ζ10(a1) · y}. By direct calcula-
tions, we have V covx,3
∼= 2D as KG-modules. (Note that the subspace of V covx,3 spanned by the set{ f5(a1), f5(a1) · x, f5(a1) · y, f5(a1) · z, ζ10(a1), ζ10(a1) · y} is a KG-module isomorphic to D ⊕ Vx
occurring in the module decomposition of U6,π (x) ⊕ L8(Vx) (see the proof of Lemma 4.4).) Let
V3,4 = V3,1 ∪ {ux,4(a1),ux,4(a1) · y, ζ9(a1), ζ9(a1) · y} and let V covx,3,4 be the K -space spanned by the





⊕ F6,8(w) ⊕ 6,8(w) ⊕ W6,8(w).
So,
L2(U2) ⊕ Υ3 = Υ21(x) ⊕ Υ21(y) ⊕ Υ21(z) ⊕ L2
(
P B2, f (x, y, z)
)⊕ L4(E2)
⊕ L2(E4) ⊕ P21(x, y, z) ⊕ P22(x, y, z) ⊕ P212(x, y, z)
⊕ P122(x, y, z) ⊕ F8 ⊕ P B6, f (x, y, z).





⊕ 〈t1(a1), t2(a1)〉⊕ 〈ζ1(a1), . . . , ζ10(a1)〉⊕ 〈h1(a1), . . . ,h6(a1)〉⊕ 〈 f1(a1), . . . , f14(a1)〉.
By the analysis of 4.5 (II) a)–c), we obtain
Υ21(x) = Ix(4) ⊕ x,2 ⊕
〈
t1(a1)
〉⊕ 〈ζ1(a1), . . . , ζ6(a1), ζ8(a1)〉⊕ 〈h1(a1), . . . ,h6(a1)〉⊕ F2(x),
where F2(x) = F6,8(x)⊕〈ux,3(a1)〉⊕ 〈ux,4(a1)〉 ∼= 16D . Note that ζ9(a1), ζ10(a1) ∈ F2(x). Since Ix(4)⊕
I y(4) ⊕ Iz(4) ∼= 2Z , we obtain from Eqs. (4.15), (4.16) and (4.17) the following result.





])⊕ Υ3 = L2(U2) ⊕ Υ3 ∼= 3 ⊕ 9∗ ⊕ 114Z ⊕ 88704D.
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is
F (1,Υ3) = F2(x, y, z) ⊕ F42(x, y, z) ⊕ F24(x, y, z) ⊕ F22(x, y, z) ⊕ F8 ⊕ P21(x, y, z)
⊕ P22(x, y, z) ⊕ P122(x, y, z) ⊕ P212(x, y, z) ⊕ P B6, f (x, y, z),
where F2(x, y, z) = F2(x) ⊕ F2(y) ⊕ F2(z).
Set Υ ′3 = L2(U2)⊕Υ3 = L2([Q 4, 2R2()])⊕Υ3. Recall from Section 4.4, example (II) that U3,π (x) =
U3,π,(12),1(x) ⊕ U3,π,(12),2(x) ⊕ U3,π,(12),3(x) ⊕ U3,π,(12),4(x) and U3 = U3,π (x) ⊕ U3,π (y) ⊕ U3,π (z) ⊕







]]⊕ Υ ′3 = [U3,U1] ⊕ Υ ′3. (4.19)






])⊕ P ′31(x, y, z),
where
P ′31(x, y, z) =
[
U3,π (x),U1,π (y)
]⊕ [U3,π (x),U1,π (z)]⊕ [U3,π (x), P1, f (x, y, z)]
⊕ [U3,π (y),U1,π (x)]⊕ [U3,π (y),U1,π (z)]⊕ [U3,π (y), P1, f (x, y, z)]
⊕ [U3,π (z),U1,π (x)]⊕ [U3,π (z),U1,π (y)]⊕ [U3,π (z), P1, f (x, y, z)]
⊕ [P B3, f (x, y, z),U1].
Since P ′31(x, y, z) ∩ Υ ′3 = {0}, it is easily veriﬁed that (P ′31(x, y, z) ⊕ Υ ′3)/Υ ′3 is a free KG-module of
rank 2904. Thus there exists a free KG-module P31(x, y, z) of P ′31(x, y, z)⊕Υ ′3 of rank 2904 such that
P ′31(x, y, z) ⊕ Υ ′3 = P31(x, y, z) ⊕ Υ ′3 and





])⊕ P31(x, y, z) ⊕ Υ ′3. (4.20)
Now, for w ∈ {x, y, z},
[
U3,π (w),U1,π (w)
]= [U3,π,(12),1(w),U1,π (w)]⊕ [U3,π,(12),2(w),U1,π (w)]
⊕ [U3,π,(12),3(w),U1,π (w)]⊕ [U3,π,(12),4(w),U1,π (w)].
Write
F32(x, y, z) = F (1,Υ3) ⊕ P31(x, y, z).
Next we concentrate on [U3,π (x),U1,π (x)].


































u13,π,(12),1(a1) · x = u13,π,(12),1(a1) + h1(a1) + f9(a1) · (e + x),


























(x) ⊕ F32(x, y, z).




































u13,π,(12),3(a1) · x = u13,π,(12),3(a1) + h3(a1) + f11(a1) · (e + x),














U2,cov 2 (x) are regular KG-modules which contain the vector K -spaces U
1
2 (x) and3,π,(1 ),3 3,π,(1 ),3
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u13,π,(12),4(a1) · x = u13,π,(12),4(a1) + f13(a1) · (e + x) + h5(a1),


























(x) ⊕ F32(x, y, z).


































u13,π,(12),2(a1) · x = u13,π,(12),2(a1) + ζ5(a1) + f11(a1) · z + f12(a1) · y + f13(a1) · (e + x)
+ h4(a1) + h5(a1),
u23,π,(12),2(a1) · x = u23,π,(12),2(a1) + ζ6(a1) + f14(a1) · (e + x) + f12(a1) · z + f11(a1) · y
+ h3(a1) · y + h6(a1) · y.









(a1), respectively. Working modulo




































(x)). For w ∈
{x, y, z} and j ∈ {1,2,3,4}, we write





⊕ [U2,π,(1),1(w),U2,π,(1),2(w)]⊕ F6,8(w) ⊕ 6,8(w) ⊕ W6,8(w),
F3,π,(12), j(x, y, z) = F3,π,(12), j(x) ⊕ F3,π,(12), j(y) ⊕ F3,π,(12), j(z).
Thus Eq. (4.20) becomes
[U3,U1] ⊕ L2(U2) ⊕ Υ3 = Υ22(x) ⊕ Υ22(y) ⊕ Υ22(z) ⊕ L2
(
P B2, f (x, y, z)
)
⊕ L4(E2) ⊕ L2(E4) ⊕ P21(x, y, z) ⊕ P22(x, y, z)
⊕ P122(x, y, z) ⊕ P212(x, y, z) ⊕ F8 ⊕ P B6, f (x, y, z)
⊕ P31(x, y, z). (4.21)




]⊕ [U3,π,(12),2(x),U1,π (x)]⊕ [U3,π,(12),3(x),U1,π (x)]
⊕ [U3,π,(12),4(x),U1,π (x)]⊕ Ix(4) ⊕ x,2 ⊕ 〈t1(a1)〉⊕ 〈ζ1(a1), . . . , ζ6(a1), ζ8(a1)〉
⊕ 〈h1(a1), . . . ,h6(a1)〉⊕ F2(x).
By the analysis of 4.5 (II) d)–g), we obtain
Υ22(x) = Ix(4) ⊕ x,2 ⊕
〈
t1(a1)
〉⊕ 〈ζ1(a1), . . . , ζ4(a1), ζ8(a1)〉⊕ F3(x),
where F3(x) = F2(x) ⊕ F3,π,(12),1(x) ⊕ F3,π,(12),2(x) ⊕ F3,π,(12),3(x) ⊕ F3,π,(12),4(x). By Eq. (4.21) and
the proof of Lemma 4.7, we have the following result.





])⊕ [Q 4, 3R2(), [Q 4, R2()]]⊕ Υ3 ∼= 3 ⊕ 9∗ ⊕ 106Z ⊕ 91632D.
Comment 4.3. The free part F (2,Υ3) occurring in the module decomposition of L2([Q 4, 2R2()]) ⊕
[Q 4, 3R2(), [Q 4, R2()]] ⊕ Υ3 is
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U4,π (x) = U4,π,(13),1(x) ⊕ U4,π,(13),2(x) ⊕ U4,π,(13),3(x) ⊕ U4,π,(13),4(x)
⊕ U4,π,(2,1),5(x) ⊕ U4,π,(2,1),6(x) ⊕ U4,π,(3),7(x) ⊕ U4,π,(3),8(x). (4.22)
Also, from Eq. (4.7), U4 = U4,π (x) ⊕ U4,π (y) ⊕ U4,π (z) ⊕ P B4, f (x, y, z), where P B4, f (x, y, z) ∼= 960D .





])⊕ [Q 4, 3R2(), [Q 4, R2()]]⊕ [Q 4, 4R2(), Q 4]⊕ Υ3
= L2(U2) ⊕ [U3,U1] ⊕ W4 ⊕ Υ3.
Recall that M4 = (U4 + L(R2()))/L(R2()) and U4 ∩ L(R2()) = {0}. Furthermore,
M4 = M4,π (x) ⊕ M4,π (y) ⊕ M4,π (z) ⊕ P ′4(x, y, z) ⊕ E4(x, y, z),
where P ′4(x, y, z) ⊕ E4(x, y, z) is a free KG-module of rank 960. By the action of G , (W4 ⊕ Υ3)/Υ3 ∼=
M4 ⊗  as KG-modules in a natural way. Thus
(W4 ⊕ Υ3)/Υ3 ∼=
(
M4,π (x) ⊗ 
)⊕ (M4,π (y) ⊗ )⊕ (M4,π (z) ⊗ )
⊕ ((P ′4(x, y, z) ⊕ E4(x, y, z))⊗ ).
Since P ′4(x, y, z) ⊕ E4(x, y, z) is free, we obtain (P ′4(x, y, z) ⊕ E4(x, y, z)) ⊗  is a free KG-module.
But M4,π (w) = (U4,π (w) + L(R2()))/L(R2()) with w ∈ {x, y, z}. Since U4,π (w) ∩ L(R2()) = {0},
we obtain M4,π (w) ∼= U4,π (w) ∼= V (w2) ⊗ A3(Vw) as K -spaces for w ∈ {x, y, z}. Since U4,π (w) ∩































, j = 1,2,3,4,
M4,π,(2,1), j(x) =
(








, j = 5,6,
M4,π,(3), j(x) =
(








, j = 7,8.
Since U4,π,λ, j(x) ∩ L(R2(V )) = {0}, (U4,π,λ, j(x) + L(R2(V )))/L(R2(V )) ∼= U4,π,λ, j(x) as K -spaces, and
each M4,π,λ, j(x) ∼= Vx as KG-module under the isomorphism sending u4,π,λ, j(a1) + L(R2(V )) and
u4,π,λ, j(a1) · y + L(R2(V )) to A2 and A2, respectively. It follows from Lemma 4.2 that
M4,π,λ, j(x) ⊗  =
(







)⊗  = V4,π,λ, j(x2)⊕ F1,λ, j, (4.23)
where V4,π,λ, j(x2) = span{(u4,π,λ, j(a1)+ L(R2()))⊗ A, (u4,π,λ, j(a1) · y+ L(R2()))⊗ A} and F1,λ, j =
〈(u4,π,λ, j(a1) · y + L(R2())) ⊗ B〉. Now,


















By Eq. (4.23), we have




























For λ ∈ Part(3) and j = 1, . . . ,8, let








Note that (W4,π,λ, j(x) ⊕ Υ3)/Υ3 ∼= V4,π,λ, j(x2) as KG-modules in a natural way. Moreover, let
W4, f ,λ, j(x) = 〈[u4,π,λ, j(a1) · y,b1]〉. Then W4, f ,λ, j(x) ∼= F1,λ, j and (W4,π,λ, j(x) ⊕ W4, f ,λ, j(x) ⊕














































































For λ ∈ Part(3) and j = 1, . . . ,8, we write W cov4,π,λ, j(x) = 〈w4,π,λ, j(a1)〉. Clearly W4,π,λ, j(x) is a K -
subspace of W cov4,π,λ, j(x). Set






































Thus F4, f (x) is free of rank 8. Similar arguments may be applied for W4,π (w) and F4, f (w) with
w ∈ {y, z}. By the action of G , and the above analysis
Υ2 = L2(U2) ⊕ [U3,U1] ⊕ W4 ⊕ Υ3
= L2(U2) ⊕ [U3,U1] ⊕ W4,π (x) ⊕ W4,π (y) ⊕ W4,π (z) ⊕ F4(x, y, z) ⊕ F5(x, y, z) ⊕ Υ3,
where F4(x, y, z) = F4, f (x) ⊕ F4, f (y) ⊕ F4, f (z) and F5(x, y, z) is free (of rank 2880) isomorphic to
P B4, f (x, y, z) ⊗ . Let
F34(x, y, z) = F (2,Υ3) ⊕ F4(x, y, z) ⊕ F5(x, y, z).
By symmetry, we concentrate on W4,π (x). The action of x on w4,π,(13),1(a1), . . . ,w4,π,(3),8(a1) is (for
the calculations, we make use of the identity [a, [b, c]] = [a,b, c] + [a, c,b], and Eq. (4.10))
w4,π,(13),1(a1) · x = w4,π,(13),1(a1) + ζ1(a1) · y + f2(a1) · (e + x) + f9(a1) · (e + x)




2] · (e + x)
+ [b′1 + c′1, A2, 5A2],
w4,π,(13),2(a1) · x = w4,π,(13),2(a1) + ζ2(a1) + f3(a1) · (e + x)
+ [b1, A2, 4A2, A2] · (e + x) + [b1, A2, [a′1, 3A2]] · (e + x)
+ [b′1 + c′1, A2, 4A2, A2]+ [b′1 + c′1, A2, [a′1, 3A2]].
Working modulo F34(x, y, z), we obtain both W cov4,π,(13),1(x) and W
cov
4,π,(13),2
(x) are regular KG-
modules. The elements ζ1(a1) and ζ2(a1) belong to F34(x, y, z) ⊕ W cov4,π,(13),1(x) ⊕ W cov4,π,(13),2(x), re-
spectively. Next
w4,π,(13),3(a1) · x = w4,π,(13),3(a1) + f7(a1) · (e + x) + t1(a1) · (e + y) + t1(a1) · (e + x)
+ t2(a1) · (e + x) + t2(a1) · (e + y) + ζ7(a1) · y
+ [b1, A2, 3A2, 2A2] · (e + x) + [b1, A2, A2, [a′1, 2A2]] · (e + x)
+ [b′1 + c′1, A2, 3A2, 2A2]+ [b′1 + c′1, A2, A2, [a′1, 2A2]].
Recall that Ix(4) = 〈ux,1(a1), t2(a1)〉 = span{ux,1(a1), t2(a1), t2(a1) · x, t2(a1) · y}, t2(a1) · (e + x +
y + z) = 0, and x,2 = 〈ux,2(a1)〉 = span{ux,2(a1), ζ7(a1), ζ7(a1) · y}. Working modulo F34(x, y, z), we
have W cov 3 (x) is regular. Note that ζ7(a1) ∈ F34(x, y, z) ⊕ W cov 3 (x) ⊕ Ix(4) ⊕ 〈t1(a1)〉. Write4,π,(1 ),3 4,π,(1 ),3
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+ [b1, A2, A2, [a′1, 2A2]] · (e + y) + [b1, A2, 3A2, 2A2] · (e + y)
+ [B2, A2, B2, 3A2, 2A2] · (e + y) + [C2, A2,C2, 3A2, 2A2] · (e + y)
+ [B2, A2, B2, A2, [a′1, 2A2] · y] · (e + y) + [C2, A2,C2, A2, [a′1, 2A2] · y] · (e + y).
By direct calculations, T1(x) is G-invariant. Deﬁne





(Note that Ix(4) ∩ J x(6) = {0}.) Now,
w4,π,(13),4(a1) · x = w4,π,(13),4(a1) + ζ3(a1) + ζ2(a1) · y + f4(a1) · (e + x)
+ [b1, A2, A2, 2A2, 2A2] · (e + x) + [b′1 + c′1, A2, A2, 2A2, 2A2].
Working modulo F34(x, y, z)⊕W cov4,π,(13),1(x)⊕W cov4,π,(13),2(x), we get W cov4,π,(13),4(x) is isomorphic to a
regular module, and ζ3(a1) ∈ F34(x, y, z) ⊕ W cov4,π,(13),1(x) ⊕ W cov4,π,(13),2(x) ⊕ W cov4,π,(13),4(x). Since
w4,π,(2,1),5(a1) · x = w4,π,(2,1),5(a1) + ζ3(a1) · y + ζ9(a1) + ζ10(a1) · y + h5(a1)
+ f3(a1) · (e + x) + f4(a1) · (e + x) + f5(a1) · (e + x) + f8(a1) · (e + x)
+ [b1, A2, 3A2,a′1] · (e + x) + [b1, A2, A2, [a′1, 2A2]] · (e + x)
+ [b′1 + c′1, A2, 3A2,a′1]+ [b′1 + c′1, A2, A2, [a′1, 2A2]],
and working modulo F34(x, y, z) ⊕ W cov4,π,(13),1(x) ⊕ W cov4,π,(13),2(x) ⊕ W cov4,π,(13),4(x), we obtain
W4,π,(2,1),5(x) is isomorphic to Vx . The action of x on w4,π,(2,1),6(a1) is
w4,π,(2,1),6(a1) · x = w4,π,(2,1),6(a1) + ζ4(a1) + ζ7(a1) · (e + y) + f7(a1) · (e + x)
+ [b1, A2, A2, 2A2,a′1] · (e + x) + [b1, A2, A2, [A4, A4]] · (e + x)
+ [b′1 + c′1, A2, A2, 2A2,a′1]+ [b′1 + c′1, A2, A2, [A4, A4]].
Working module F34(x, y, z) ⊕ W cov4,π,(13),1(x) ⊕ W cov4,π,(13),2(x) ⊕ W cov4,π,(13),4(x), we have W cov4,π,(2,1),6 is
regular. Since J x(6)∩(F34(x, y, z)⊕W cov4,π,(13),1(x)⊕W cov4,π,(13),2(x)⊕W cov4,π,(13),4(x)⊕W cov4,π,(2,1),6) = {0},
we obtain ζ4(a1) ∈ F34(x, y, z) ⊕ J x(6) ⊕ W cov4,π,(13),1(x) ⊕ W cov4,π,(13),2(x) ⊕ W cov4,π,(13),4(x) ⊕ W cov4,π,(2,1),6.
For i = 1, . . . ,4, we deﬁne
W cov4,π,(13),i(x, y, z) = W cov4,π,(13),i(x) ⊕ W cov4,π,(13),i(y) ⊕ W cov4,π,(13),i(z),
W cov4,π,(2,1),6(x, y, z) = W cov4,π,(2,1),6(x) ⊕ W cov4,π,(2,1),6(y) ⊕ W cov4,π,(2,1),6(z)
and




W cov4,π,(13),i(x, y, z)
)
⊕ W cov4,π,(2,1),6(x, y, z).
Finally,
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w4,π,(3),8(a1) · x = w4,π,(3),8(a1) + ζ6(a1) · (e + y) + h6(a1)
+ f14(a1) · (e + x) + f12(a1) · (x+ y) + f11(a1) · (e + z)
+ [b1, A2, 2A2, [a′1, A2] · y] · (e + x) + [b1, A2, A2, A2, [a′1, A2]] · (e + x)
+ [b′1 + c′1, A2, 2A2, [a′1, A2] · y] · y + [b′1 + c′1, A2, A2, A2, [a′1, A2]].
Working modulo F45(x, y, z), we obtain both W cov3,π,(3),7(x) and W
cov
3,π,(3),8(x) are isomorphic to Vx as
KG-modules. For w ∈ {x, y, z}, we write
Υ23(w) = W4,π (w) ⊕ Υ22(w).
Thus
Υ2 = W4 ⊕ [U3,U1] ⊕ L2(U2) ⊕ Υ3 = Υ23(x) ⊕ Υ23(y) ⊕ Υ23(z) ⊕ F5(x, y, z)
⊕ L4(E2) ⊕ L2(E4) ⊕ P21(x, y, z) ⊕ L2
(
P B2, f (x, y, z)
)
⊕ P122(x, y, z) ⊕ P212(x, y, z) ⊕ P22(x, y, z)
⊕ F8 ⊕ P B6, f (x, y, z) ⊕ P31(x, y, z). (4.24)
By symmetry, we concentrate on Υ23(x). But
Υ23(x) = W4,π (x) ⊕ Ix(4) ⊕ x,2 ⊕
〈
t1(a1)
〉⊕ 〈ζ1(a1), . . . , ζ4(a1), ζ8(a1)〉
⊕ F3(x) ⊕ F4, f (x).
By the above analysis, Eq. (4.24) and the proof of Lemma 4.8, we obtain the following result.
Lemma 4.9. As KG-modules, Υ2 ∼= T ⊕ 9∗ ⊕ 105Z ⊕ 94551D, where T = 〈T1(x)〉 ⊕ 〈T1(y)〉 ⊕ 〈T1(z)〉.
Comment 4.4. The free part occurring in the module decomposition of Υ2 is





W cov4,π,(13),i(x, y, z)
)
⊕ W cov4,π,(2,1),6(x, y, z).








]]⊕ [Q 4, 2R2(), 2Q 4]⊕ Υ2,
and
U1 = U1,π (x) ⊕ U1,π (y) ⊕ U1,π (z) ⊕ P1, f (x, y, z).
4.3.3 (III) a) The study of [Q 4, R2(), Q 4, [Q 4, R2()]]. Set U141 = [U1, Q 4,U1]. Since U141 ∩






]]⊕ Υ2 = U141 ⊕ Υ2,






]]⊕ [Q 4, 2R2(), 2Q 4]⊕ Υ2 = U141 ⊕ [Q 4, 2R2(), 2Q 4]⊕ Υ2.
By Eq. (4.6),
M1 = M1,π (x) ⊕ M1,π (y) ⊕ M1,π (z) ⊕ P ′1(x, y, z). (4.25)
But (U141 ⊕ Υ2)/Υ2 ∼= M1 ⊗  ⊗ M1 as KG-modules in a natural way. By Eq. (4.25),
(U141 ⊕ Υ2)/Υ2 ∼=
(
M1,π (x) ⊗  ⊗ M1,π (x)
)⊕ (M1,π (y) ⊗  ⊗ M1,π (y))
⊕ (M1,π (z) ⊗  ⊗ M1,π (z))⊕ P ′141(x, y, z),
where P ′141(x, y, z) is a free KG-module of rank 234. Since U1,π (w) ∩ L(R2()) = {0}, we obtain
M1,π (w) ∼= U1,π (w) as K -spaces, and M1,π (w) ∼= Vw as KG-modules in a natural way with w ∈
{x, y, z}. By symmetry, we concentrate on M1,π (x) ⊗  ⊗ M1,π (x). It follows from Lemma 4.2 that
M1,π (x) ⊗  =
(







)⊗  = V1,π (x2)⊕ F1(x),
where V1,π (x2) = 〈([a1, A2] + L(R2())) ⊗ A〉 and F1(x) = 〈([a1, A2] · y + L(R2())) ⊗ B〉. Now





)⊗ M1,π (x))⊕ (F1(x) ⊗ M1,π (x)).
Since M1,π (x) ∼= Vx , it is easily seen that V1,π (x2) ⊗ M1,π (x) = U (1)1,π (x) ⊕ U (2)1,π (x), where
U (1)1,π (x) =
〈(([
a1, A
2]+ L(R2()))⊗ A)⊗ ([a1, A2]+ L(R2()))〉,
U (2)1,π (x) =
〈(([
a1, A
2]+ L(R2()))⊗ A)⊗ ([a1, A2] · y + L(R2()))〉.















Let U (1)141,π (x) = span{u(1)141(a1),u(1)141(a1) · y}, U (2)141,π (x) = span{u(2)141(a1),u(2)141(a1) · y}, and write
U141,π (x) = U (1)141,π (x) ⊕ U (2)141,π (x). Similarly we deﬁne U141,π (w) for w ∈ {y, z}. Note that
U141 ⊕ Υ2 = U141,π (x) ⊕ U141,π (y) ⊕ U141,π (z) ⊕ F141(x, y, z) ⊕ Υ2,
where F141(x, y, z) is a free KG-module of rank 240, and so,





= (U141,π (x) ⊕ U141,π (y) ⊕ U141,π (z) ⊕ F141(x, y, z))⊕ [Q 4, 2R2(), 2Q 4]⊕ Υ2.
The action of x on u(1)141(a1), u
(2)
141(a1) is (for the calculations, we make use of the identity [a, [b, c]] =[a,b, c] + [a, c,b], and Eq. (4.10)).
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]] · (e + x)
+ [b′1 + c′1, A2, 2A2, [a′1, A2]],
u(2)141(a1) · x = u(2)141(a1) + w4,π,(3),8(a1) + u23,π,(12),4(a1) + u23,π,(12),2(a1) · (e + z)
+ u13,π,(12),3(a1) · (e + z) + ζ6(a1) · (e + y) + h6(a1) · y + f12(a1) · (x+ y)






2] · (e + x)]
+ [b1, A2, A2, A2, [a′1, A2]] · x+ [b1, A2, 2A2, [a1, A2] · y] · (e + x)
+ [b1, A2, 2A2, [a′1, A2] · y]+ [b′1 + c′1, A2, 2A2, [a1, A2] · y]
+ [b′1 + c′1, A2, A2, A2, [a1, A2]]+ [b′1 + c′1, A2, 2A2, [a′1, A2]].
Let U (1),cov141 (x) and U
(2),cov





respectively. Working modulo F45(x, y, z) ⊕ F141(x, y, z), we obtain both U (1),cov141 (x) and U (2),cov141 (x)
are regular KG-modules which contain the K -spaces U (1)141(x) and U
(1)
141(x), respectively. The elements
w4,π,(3),7(a1),w4,π,(3),8(a1) ∈ U (1),cov141 (x) ⊕ U (2),cov141 (x) ⊕ F45(x, y, z).
Remark 4.3. Recall that, working modulo F45(x, y, z), the elements w4,π,(3),7(a1) and w4,π,(3),8(a1) gen-
erate KG-modules, namely, W cov3,π,(3),7(x) and W
cov
3,π,(3),8(x), respectively, which are isomorphic to Vx as
KG-modules. By the above analysis we have to subtract 2Z from the analysis of Υ2 and add 6D in the module
decomposition of U141 ⊕ [Q 4, 2R2(), 2Q 4] ⊕ Υ2 .
4.3.3 (III) b) The study of [Q 4, 2R2(), 2 Q 4]. By Eq. (4.7), U2 = U2,π (x) ⊕ U2,π (y) ⊕ U2,π (z) ⊕
P B2, f (x, y, z). But U2,π (x) = U2,π,(1),1(x) ⊕ U2,π,(1),2(x), where U2,π,(1),1(x) = span{[a1, 2A2],
[a1, 2A2] · y}, U2,π,(1),2(x) = span{[a1, A2, A2], [a1, A2, A2] · y}. Similarly we obtain U2,π (w) with








]]⊕ [Q 4, R2(),2 Q 4]⊕ Υ2 = U141 ⊕ U144 ⊕ Υ2.
By Eq. (4.6),
M2 = M2,π (x) ⊕ M2,π (y) ⊕ M2,π (z) ⊕ P ′2(x, y, z) ⊕ E2(x, y, z). (4.26)
But
(U144 ⊕ Υ2)/Υ2 ∼= M2 ⊗  ⊗ 
as KG-modules in a natural way. By Eq. (4.26),
(U144 ⊕ Υ2)/Υ2 ∼=
(
M2,π (x) ⊗  ⊗ 
)⊕ (M2,π (y) ⊗  ⊗ )
⊕ (M2,π (z) ⊗  ⊗ )⊕ P ′144(x, y, z) (4.27)
as KG-modules, where P ′144(x, y, z) = (P ′2(x, y, z)⊕ E2(x, y, z))⊗⊗. For w ∈ {x, y, z}, M2,π (w) =⊕2
i=1 M2,π,(1),i(w), where M2,π,(1),i(w) = (U2,π,(1),i(w) + L(R2()))/L(R2()) with i = 1,2. Thus,
Eq. (4.27) becomes
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(
M2,π,(1),1(x) ⊗  ⊗  ⊕ M2,π,(1),2(x) ⊗  ⊗ 
)
⊕ (M2,π,(1),1(y) ⊗  ⊗  ⊕ M2,π,(1),2(y) ⊗  ⊗ )
⊕ (M2,π,(1),1(z) ⊗  ⊗  ⊕ M2,π,(1),2(z) ⊗  ⊗ )
⊕ P ′144(x, y, z).
By symmetry, we concentrate on M2,π,(1),i(x) ⊗  ⊗  with i = 1,2. It follows from Lemma 4.2 that


















] · y + L(R2()))⊗ B〉.
Therefore





)⊗ )⊕ (F2,(1),i(x) ⊗ ).
Since F2,π,(1),i(x) is regular, we have F2,π,(1),i(x) ⊗  is free KG-module of rank 3. It follows from
































Let U (1)144,π (x) = span{u(1)144(a1),u(1)144(a1) · y},U (2)144,π (x) = span{u(2)144(a1),u(2)144(a1) · y}, and write
U144,π (x) = U (1)144,π (x) ⊕ U (2)144,π (x). Similarly we deﬁne U144,π (w) for w ∈ {y, z}. It is clearly enough
that





= U141 ⊕ U144 ⊕ Υ2
= U141,π (x) ⊕ U141,π (y) ⊕ U141,π (z) ⊕ U144,π (x) ⊕ U144,π (y) ⊕ U144,π (z)
⊕ F141(x, y, z) ⊕ F144(x, y, z) ⊕ Υ2,
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the identity [a, [b, c]] = [a,b, c] + [a, c,b], Eq. (4.10) and [b1, A2] = [b1, A2] · y + [b′1, A2]. The action
of x on u(1)144(a1) is
u(1)144(a1) · x = u(1)144(a1) + w4,π,(2,1),5(a1) + ϑ1, f ,
where
ϑ1, f = ux,3(a1) + ux,4(a1) + w4,π,(13),2(a1) + w4,π,(13),4(a1) · z + w4,π,(3),7(a1)
+ ζ9(a1) + ζ10(a1) · y + f5(a1) · x+ f8(a1) · x
+ [u4,π,(13),4(a1) · y,b1] · (e + x) + [u4,π,(13),4(a1),b′1] · z + [u4,π,(13),4(a1), c′1] · z
+ [b1, A2, A2, [a1, 2A2]] · (e + x) + [b1, A2, A2, [a′1, 2A2]]
+ [b1, A2, A2, 2A2,a1] · (e + x) + [b1, A2, A2, 2A2,a′1] · x
+ [b1, A2, A2, 2A2, 2A2] · y + [b1, A2, A2, 2A2, 2A2]
+ [b′1, A2, A2, 2A2, 2A2]+ [a1, 2A2, [b′1 + c′1, A2, A2]]
+ [b′1 + c′1, A2, A2, [a′1, 2A2]]+ [b′1 + c′1, A2, A2, 2A2,a1].
By the analysis of Υ2, we have ϑ1, f ∈ F45(x, y, z). Let U (1),cov144 (x) = 〈u(1)144(a1)〉. Working modulo
F45(x, y, z), U
(1),cov
144 (x) is regular. In particular, w4,π,(2,1),5(a1) ∈ U (1),cov144 (x) ⊕ F45(x, y, z). Finally, the
action of x on u(2)144(a1) is
u(2)144(a1) · x = u(2)144(a1) + ux,2(a1) + t1(a1) · (e + x) + t1(a1) · (e + y)
+ t2(a1) · (e + x) + t2(a1) · (e + y) + ϑ2, f ,
where
ϑ2, f = f7(a1) · (x+ y) + ζ4(a1) + ζ7(a1) · (e + y) + w4,π,(13),3(a1) · (e + y)
+ [u4,π,(13),3(a1) · y,b1] · (e + x) + [u4,π,(13),3(a1),b′1] · y
+ [u4,π,(13),3(a1), c′1] · y + [b1, A2, A2, A4,a1] · (e + x)
+ [b1, A2, A2, A4,a′1] · (e + x) + [b1, A2, A2, [a′1, A4]]
+ [b1, A2, A2, [a1, A2, A2]] · (e + x) + [b1, A2, A2, A4, A4] · (e + z)
+ [b1, A2, A2, [a1, 2A2] · y] · z + [b′1, A2, A2, A4, A4]
+ [b′1, A2, A2, [a1, 2A2]] · x+ [b′1 + c′1, A2, A2, A4, A4]
+ [b′1 + c′1, A2, A2,a′1, A4]+ [b′1 + c′1, A2, A2, A4,a1]
+ [b′1 + c′1, A2, A2, [a1, A2, A2]]+ [b′1 + c′1, A2, A2, [A4, A4]].
By the analysis of Υ2, we have ϑ2, f ∈ F45(x, y, z). But
u(2)144(a1) · (e + x+ y + z) = ϑ2, f · (e + y) ∈ F45(x, y, z).
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F45(x, y, z)G denotes the algebra of the ﬁxed points of G , there exists u ∈ F45(x, y, z) such that(
u(2)144(a1) + u
) · (e + x+ y + z) = 0.
Let U (2),cov144 (x) = 〈u(2)144(a1) + u〉. Since U (2),cov144 (x) ∩ F45(x, y, z) = {0} and 〈u(2)144(a1)〉 ⊆ U (2),cov144 (x) ⊕
F45(x, y, z), we have 〈
u(2)144(a1)
〉+ F45(x, y, z) = U (2),cov144 (x) ⊕ F45(x, y, z).
Note that U (2),cov144 (x)
∼= ∗ and ux,2(a1) ∈ U (2),cov144 (x) ⊕ F45(x, y, z). For w ∈ {x, y, z}, we deﬁne
Υ1(w) = U141,π (w) ⊕ U144,π (w) ⊕ Υ23(w).
Then
Υ1 = Υ1(x) ⊕ Υ1(y) ⊕ Υ1(z) ⊕ F5(x, y, z) ⊕ L2
(
P B2, f (x, y, z)
)⊕ L4(E2)
⊕ L2(E4) ⊕ P21(x, y, z) ⊕ P22(x, y, z) ⊕ P122(x, y, z) ⊕ P212(x, y, z)
⊕ F8 ⊕ P B6, f (x, y, z) ⊕ P31(x, y, z) ⊕ F141(x, y, z) ⊕ F144(x, y, z).
From the above analysis and Lemma 4.8, we obtain the following result.
Lemma 4.10. As KG-modules, Υ1 ∼= 12∗ ⊕ 102Z ⊕ 95040D.
Comment 4.5. The free part occurring in the module decomposition of Υ1 is
F (Υ1) = F (Υ2) ⊕ F141(x, y, z) ⊕ F144(x, y, z) ⊕ U (1),cov141 (x, y, z)
⊕ U (1),cov141 (x, y, z) ⊕ U (1),cov144 (x, y, z).
4.3.3 (IV) The analysis of R16() ∩ L(R2() ⊕ Q 4). As a K -space
R16() ∩ L(R2() ⊕ Q 4)= L4(Q 4) ⊕ Υ1.
The main aim in this section is to show the following crucial result.
Proposition 4.2. As KG-modules,
R16() ∩ L(R2() ⊕ Q 4)= L4(Q 4) ⊕ Υ1 ∼= 14∗ ⊕ 102Z ⊕ 95043D.
Proof. Deﬁne a2 = [b1,a1,a1, c1],b2 = [b1,a1,b1, c1], c2 = [c1,a1, c1,b1], Va1 = span{a21, (b1 + c1)2},
Vb1 = span{b21, (a1 + c1)2} and V c1 = span{c21, (a1 + b1)2}. Note that R2(Q 4) = Va1 ⊕ Vb1 ⊕ V c1 . By





)= L2(Va1 ⊕ Vb1 ⊕ V c1)
= L2(Va1) ⊕ L2(Vb1) ⊕ L2(V c1) ⊕ [Vb1 , Va1 ] ⊕ [V c1 , Va1 ] ⊕ [V c1 , Vb1 ].
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[Vb1 , Va1 ] ⊕ [V c1 , Va1 ] ⊕ [V c1 , Vb1 ] ⊕ Υ1 = D1 ⊕ D2 ⊕ D3 ⊕ Υ1.
Thus
L4(Q 4) ⊕ Υ1 = L2(Va1) ⊕ L2(Vb1) ⊕ L2(V c1) ⊕ R4,1 ⊕ D1 ⊕ D2 ⊕ D3 ⊕ Υ1.
Deﬁne












]+ [(b1 · z)2,b21],







Moreover, we write Q 4,1 = span{a3,b3, c3}, Va′1 = span{a21, (a1 · y)2}, Vb′1 = span{b21, (b1 · z)2} and
V c′1 = span{c21, (c1 · x)2}. Then
L4(Q 4) ⊕ Υ1 = L2(Va′1) ⊕ L2(Vb′1) ⊕ L2(V c′1) ⊕ Q 4,1
⊕ [Vb′1 , Va′1 ] ⊕ [V c′1 , Va′1 ] ⊕ [V c′1 , Vb′1 ] ⊕ Υ1
= L2(Va′1) ⊕ L2(Vb′1) ⊕ L2(V c′1) ⊕ Q 4,1
⊕ D1 ⊕ D2 ⊕ D3 ⊕ Υ1.
The action of x and z on a3 and c3, respectively, is:
a3 · x = a3 +
[
a21, (a1 · y)2
]+ u(2)144(a1) · (e + y) + u(2)144(b1) · (e + z) + ux,2(a1) + uy,2(b1)
+ [[b1, A2, A2] · x, [b1, A2, A2] · z]+ [[a1,C2,C2] · (e + x), [a1,C2,C2] · (y + z)]+ u,
c3 · z = c3 +
[
c21, (c1 · x)2
]+ u(2)144(c1) · (e + x) + u(2)144(a1) · (e + y) + ux,2(c1) + uy,2(a1)
+ [[a1,C2,C2] · z, [a1,C2,C2] · y]+ [[c1, B2, B2] · (e + z), [c1, B2, B2] · (x+ y)]+ v,
where u, v ∈ F (Υ1) (see Appendix A). It is easy to verify that
a3 · (e + x+ y + z), c3 · (e + x+ y + z) ∈ F (Υ1)G ,
where F (Υ1)G denotes the algebra of the ﬁxed points of G . Since F (Υ1) is a free KG-module,
F (Υ1)G = F (Υ1) · (e + x+ y + z). Thus there are f1, f2 ∈ F (Υ1) such that (a3 + f1) · (e + x+ y + z) =
(c3+ f2) ·(e+x+ y+ z) = 0. Let Υ˜1 = D1⊕D2⊕D3⊕Υ1. Working modulo Υ˜1, the action of y and x on
a3 and c3, respectively, is: a3 · y = b3 +c3 +[(c1 · x)2, c21]+wa and c3 · x= a3 +b3 +[(b1 · z)2,b21]+wc ,
with wa,wc ∈ Υ˜1. Let Ea,c = 〈a3 + f1, c3 + f2〉. It is easy to verify that Ea,c ∩ Υ˜1 = {0} and
Ea,c ⊕ F (Υ1) ∼= 2∗ ⊕ F (Υ1). Thus
L4(Q 4) ⊕ Υ1 = Ea,c ⊕ D1 ⊕ D2 ⊕ D3 ⊕ Υ1.
Hence, by Lemma 4.10, we obtain the required result. 
Proof of Theorem 4.1. By Proposition 4.1 (III), Example 4.1 (II) and Proposition 4.2 we obtain the
desired module decomposition of L16(). 
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Appendix A
In the proof of Proposition 4.2 the equation
a3 · x = a3 +
[
a21, (a1 · y)2
]+ u(2)144(a1) · (e + y) + u(2)144(b1) · (e + z) + ux,2(a1) + uy,2(b1)
+ [[b1, A2, A2] · x, [b1, A2, A2] · z]+ [[a1,C2,C2] · (e + x), [a1,C2,C2] · (y + z)]+ u
with u ∈ F (Υ1), plays an important role. In this section we present the technical diﬃculties of its
proof. By symmetry, similar arguments may be applied for c3 · z. In particular, following the pattern:
replace a1,b1, c1, a′1,b′1, c′1, A2, A2, B2, B2, C2,C2 and x, y, z by c1,a1,b1, c′1,a′1,b′1, C2,C2, A2, A2,
B2, B2 and z, x, y, respectively, in the expression of a3 · x, we obtain the desired expression for c3 · z.






]+ [a1,a′1, c1,b1]+ [a1,a′1, c1, c1]+ [a1,b′1,a1,b1]








]+ [a1,a′1,b′1,b1]+ [c1,a′1,a′1, c1]
+ [a1, c′1, c′1,a1]+ [a1,a′1,b′1, c1]+ [a1,a′1,a′1, c1]































]= [b1,b′1]+ [c1, B2, B2] · (x+ y) + [c′1, B2, B2]




]= [a1,a′1]+ [b1, A2, A2] · (z + x) + [b′1, A2, A2]
= [b1, A2, A2] · (e + z) + [a1, A2, A2] · (e + z) + [c′1, A2, A2],




]= [c1, c′1]+ [a1,C2,C2] · (y + z) + [a′1,C2,C2]














]= [c1, B2, B2] · (e + z) + [c′1, B2, B2].




]= [a1, A2, A2,a1] · (e + z) + [b1, [a1, A2, A2] · y] · (e + x)
+ [a1, A2, A2,b′1] · z + [b1, [A4, A4]]+ [a1, A2, A2, c′1] · z
+ [b1, A2, A2,a1] · (e + x) + [b1, A2, A2,a′1] · x+ [b′1 + c′1, A2, A2,a1].




]= [c1,a21,a′1]= [c1,a′1,a1,a1]+ [a1,a′1,a1, c1]
= [a1,a′1,a1,a1]+ [[b1, A2, A2] · (x+ z),a1,a1]
+ [b′1, A2, A2,a1,a1]+ [a1,a′1,a1, c1]
= [a1,a′1,a1,a1 + c1]+ [b1, A2, A2,a1 · x,a1 · x] · x
+ [b1, A2, A2,a1 · z,a1 · z] · z + [b′1, A2, A2,a1,a1].
Since a1 · x= a1 + a′1, a1 · z = b1 + c1 + c′1 + a′1 and Lemma A.1 (ii)–(iii), we obtain[
b1, A
2, A2,a1 · x,a1 · x
] · x = [b1, A2, A2, [b1, A2, A2] · x]+ v1, f ,[
b1, A
2, A2,a1 · z,a1 · z
] · z = [b1, A2, A2, [b1, A2, A2] · z]
+ [[b1, A2, A2] · z, [b1, A2, A2] · x]+ v2, f ,




]= [a1,a′1,a1,a1 + c1]+ [b1, A2, A2, [b1, A2, A2] · x]
+ [b1, A2, A2, [b1, A2, A2] · z]+ [[b1, A2, A2] · z, [b1, A2, A2] · x]+ v f1 ,




]= [a1,a′1,a1,b1 · z + a′1]
= [a1,a′1,a1,b1 · z]+ [a1,a′1,a′1,a1]
= [a1,a′1,a1,b1 · z]+ w4,π,(2,1),6(a1) · (e + z) + v f2 ,




]= [b1, A2, A2, [b1, A2, A2] · x]+ v f3 ,




]= [b1, A2, A2, [b1, A2, A2] · x]+ v f4 ,




]= [b1, A2, A2, [b1, A2, A2] · z]
+ [[b1, A2, A2] · z, [b1, A2, A2] · x]+ v f ,





]= [a1, A2, A2,a1] · (e + z) + [b1, [a1, A2, A2] · y] · (e + z)
+ [b1, [A4, A4]] · (e + z) + u4,π,(2,1),6(a1) · (e + z)
+ [a1, A2, A2, c′1] · z + [b1, A2, A2, c1]+ [[b1, A2, A2] · x, c1]






]+ [a1,a′1, c1, c1]= [a1,a′1, c1,b1 + c1]
= [a1,a′1, c1,a1 · y + c′1]
= [a1, [a1,a′1, c1] · y] · y + [a1,a′1, c1, c′1]








] · y] · y = u(2)144(a1) · (e + y) + ux,2(a1) + [b1, A2, A2, [b1, A2, A2] · x]
+ [[b1, A2, A2] · x, [b1, A2, A2] · z]+ u f1 ,




]+ [a1,a′1, c1, c1]= u(2)144(a1) · (e + y) + ux,2(a1) + [b1, A2, A2, [b1, A2, A2] · x]
+ [[b1, A2, A2] · x, [b1, A2, A2] · z]+ u f ,





] · y = [c1, B2, B2,a1] · (y + z) + [c1, B2, B2,a′1] · z + [b1, B2, B2,a1] · (y + z)
+ [b1, B2, B2,a′1] · z + [a′1, B2, B2,a1] · y.





]+ [a1,b′1,a1, c1]= [a1,b′1,a1,b1 + c1]
= [a1,b′1,a1,a1 · y + c′1]
= [[a1,b′1,a1] · y,a1] · y + [a1,b′1, c′1,a1]+ [a1,b′1, [a1, c′1]].




]+ [a1,b′1,a1, c1]= u(2)144(b1) · (e + z) + uy,2(b1) + v





]+ [c1, c′1,a1,a1]= [b1 + c1, c′1,a1,a1]
= [a1 · y + c′1, c′1,a1,a1]
= [a1 · y, c′1,a1,a1]
= [a1, c′1,a1 · y,a1 · y] · y
= [a1, c′1,b1 + c1 + c′1,b1 + c1 + c′1] · y(
by Lemma A.1(iii)
)= [a1, c′1, [b1, c′1]] · y + [a1, c′1, [c1, c′1]] · y + fa,b,c
(Lemma A.1) = [a1, c′1, [b1, c′1]+ [c1, c′1]] · y + fa,b,c
= [[a1,C2,C2] · (e + x), [a1,C2,C2] · (y + z)]+ f ′a,b,c,
where f ′a,b,c ∈ F (Υ1). Thus,
w(1)a = u(2)144(a1) · (e + y) + u(2)144(b1) · (e + z) + ux,2(a1) + uy,2(b1)
+ [b1, A2, A2, [b1, A2, A2] · x]+ [b1, A2, A2, [b1, A2, A2] · z]
+ [[a1,C2,C2] · (e + x), [a1,C2,C2] · (y + z)]+ w ′a,b,c,
where w ′a,b,c ∈ F (Υ1).
Next we concentrate on w(2)a . Using Lemma A.1 and the analysis of [Q 4, 4R2(), Q 4], we have the








]]= [[b1, A2, A2], [b1, A2, A2] · z]+ [[b1, A2, A2] · x, [b1, A2, A2] · z]
+ [[b1, A2, A2] · x, [b1, A2, A2]]+ ua,c,










] · z]+ [[b1, A2, A2] · x, [b1, A2, A2] · z]
+ [[b1, A2, A2] · x, [b1, A2, A2]]+ w ′′a
96 A.I. Papistas / Journal of Algebra 342 (2011) 53–96with w ′′a ∈ F (Υ1). Finally, we concentrate on w(3)a . It is easily checked that [b′1,a′1,a′1,b1],[b′1,a′1,a′1, c1] and [a1,a′1,b′1,a′1] ∈ B6(x, y, z). Now, by Lemma A.1(ii), [c1,a′1,a′1,a′1] ∈ F (Υ1). There-
fore w(3)a ∈ F (Υ1). Furthermore w(4)a ∈ E8. By the above analysis, we have
a3 · x = a3 +
[
a21, (a1 · y)2
]+ u(2)144(a1) · (e + y) + u(2)144(b1) · (e + z) + ux,2(a1) + uy,2(b1)
+ [[b1, A2, A2] · x, [b1, A2, A2] · z]+ [[a1,C2,C2] · (e + x), [a1,C2,C2] · (y + z)]+ u
with u ∈ F (Υ1) and so a3 · (e + x+ y + z) ∈ F (Υ1)G .
References
[1] R.M. Bryant, I. Michos, Lie powers of free modules for certain groups of prime power order, J. Aust. Math. Soc. 71 (2001)
149–158.
[2] R.M. Bryant, L. Kovacs, R. Stöhr, Lie powers of modules for groups of prime order, Proc. Lond. Math. Soc. 84 (2002) 343–374.
[3] R.M. Bryant, Modular Lie representations of groups of prime order, Math. Z. 246 (2004) 603–617.
[4] R.M. Bryant, L. Kovacs, R. Stöhr, Subalgebras of free restricted Lie algebras, Bull. Austral. Math. Soc. (1) 72 (2005) 147–156.
[5] R.M. Bryant, M. Schocker, The Decomposition of Lie powers, Proc. Lond. Math. Soc. (3) 93 (2006) 175–196.
[6] N. Jacobson, Lie Algebras, Interscience, New York, 1962.
[7] L. Kovacs, R. Stöhr, On Lie powers of regular modules in characteristic 2, Rend. Semin. Mat. Univ. Padova 112 (2004) 41–69.
[8] I. Michos, Finite groups acting on free Lie algebras, PhD Thesis, Manchester, 1998.
[9] A.I. Papistas, On the module structure of a group action on a Lie algebra, J. Aust. Math. Soc. 82 (2007) 237–248.
[10] A.I. Shirshov, Subalgebras of free Lie algebras, Mat. Sb. 33 (75) (1953) 441–452 (in Russian).
[11] R. Stöhr, Restricted Lazard elimination and modular Lie powers, J. Aust. Math. Soc. 71 (2001) 259–277.
[12] R. Stöhr, Bases, ﬁltrations and module decompositions of free Lie algebras, J. Pure Appl. Algebra 212 (5) (2008) 1187–1206.
