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1. Introduction
Given an accretive operator T on a Hilbert space H, the ﬁrst antieigenvalue of T ,μ(T), was deﬁned
by Gustafson [4] to be
μ(T) = inf
Tf /=0
Re(Tf , f )
‖Tf‖ ‖f‖ , (1.1)
where (f , g) is the inner product on H. The quantity μ(T) was also denoted by cos T (or cosR T) and
called the cosine (or the real cosine) of T . These notions grew out of questions in the perturbation
theory of semigroup generators, see [2,3]. Deﬁnition (1.1) is equivalent to
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μ(T) = inf
Tf /=0
‖f‖=1
Re(Tf , f )
‖Tf‖ . (1.2)
A minimizing vector f for (1.2) was called an antieigenvector for T . Higher antieigenvalues were
inductively [4] deﬁned by
μn(T) = inf
Tf /=0
Re(Tf , f )
‖Tf‖ ‖f‖ , f ⊥ (f
(1), . . . , f (n−1)),
where f (k) is a kth a antieigenvector. Alternatively, one can deﬁne [5] higher antieigenvalues and their
corresponding antieigenvectors in a combinatorial fashion on reducing subspaces of T . Generally the
theories of higher antieigenvalues derive from the basic ﬁrst antieigenvalue theory. The antieigen-
values and antieigenvectors for selfadjoint positive matrices were known in the original (late 1960s)
theory. See the books [7,14] for the general antieigenvalue theory and for more history up to 1995.
By using polar form, an extended antieigenvalue theory for arbitrary invertible matrices in terms of
their selfadjoint positive absolute values was obtained in [9]. The speciﬁc antieigenvalue theory for
normal operators was developed in [1,15,16] and later in [22,23,24]. The recent survey [11] discusses
numerous applications of the antieigenvalue theory.
In [4] the notions of imaginary antieigenvalues and total antieigenvalues were also introduced.
However, themost interesting case was that of real antieigenvalues, as deﬁned above for real accretive
operators. This includes of course the most important class of operators for applications, the positive-
deﬁnite Hermitian or symmetric operators and matrices.
Recently in the paper [18] the concept of symmetric antieigenvalue was introduced and a number
of results obtained. Here we will ﬁrst show (Section 2) that the symmetric antieigenvalue situation
may be reduced to our original real antieigenvalue theory. That was the starting point of this paper.
Then we realized that one can generalize our original notions of real and imaginary antieigenvalues
to a notion which we introduce here: slant antieigenvalues. The basic idea is to permit the numerical
range W(T) to lie in any half plane inclined at an angle θ from the real line. Thus the symmetric
antieigenvalue theory of [18] is now seen as the special case θ = −45◦. We develop the general slant
antieigenvalue theory in Section 3. In so doing we will be rotating or translating the numerical range
W(T) to an accretive position in the complex plane. Then wemust address the somewhat subtle issue
of how the critical corners which determine the antieigenvectors must be reselected. That analysis is
carried out in Section 4. We brieﬂy summarize the general outlook in Section 5.
Throughout this paper the readermay assume, for simplicity, thatwe are speaking of operators on a
ﬁnite dimensional Hilbert space, although it is evident that some of the results hold as well for inﬁnite
dimensional operators so long as we speak only in terms of their bounded discrete point spectra. In
particular, in Section 4we state our results for compact normal operators, with a view toward possible
future applications to integral operators.
2. Symmetric antieigenvalues
In the recent paper [18] the notion of symmetric antieigenvalue of an operator T was deﬁned as
μs(T) = inf
Tf /=0
Re(Tf , f ) + Im(Tf , f )√
2 ‖Tf‖ ‖f‖ (2.1)
(2.1) is equivalent to
μs(T) = inf
Tf /=0
‖f‖=1
Re(Tf , f ) + Im(Tf , f )√
2 ‖Tf‖ . (2.2)
A number of results for symmetric antieigenvalues and symmetric antieigenvectors may be found in
[18]. We assume that any interested reader will go to [18] to get exact statements of these results,
which would be redundantly repetitive to delineate in detail here. Indeed, our ﬁrst result clariﬁes the
content of the proposed symmetric antieigenvalue theory.
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Theorem 1. The symmetric antieigenvalue theory may be reduced to the previous real antieigenvalue
theory.
Proof. Wehave for the (2.1), symmetric antieigenvalue functional (calledΦT (f ) in [18]), for all‖f‖ = 1
such that Tf /= 0, that
ΦT (f ) = Re(Tf , f ) + Im(Tf , f )√
2 ‖Tf‖ =
([(ReT) + (ImT)] f , f )√
2 ‖Tf‖ =
([
(T+T∗)
2
+ (T−T∗)
2i
]
f , f
)
√
2 ‖Tf‖ (2.3)
=
([
(1 + i) T + (−1 + i)T∗] f , f )
2
√
2i ‖Tf‖ =
([
(1 − i) T + (1 + i)T∗] f , f )
2
√
2 ‖Tf‖ .
Wemay now let A = (1 − i)T , so T = (1+i)A
2
and T∗T = A∗A
2
. Then the above expression becomes, in
terms of the operator A,
ΦT (f ) =
([
A + A∗] f , f )
2
√
2
[
(A∗Af ,f )
2
] 1
2
=
([
A+A∗
2
]
f , f
)
‖Af‖ =
Re(Af , f )
‖Af‖ .  (2.4)
In other words, through A = (1 − i)T , we see that one could more naturally deﬁne symmetric
antieigenvalueμs(T) as justμ(e
−iθT)where θ = π
4
andμ is our original standard real antieigenvalue
in (1.1). The symmetric antieigenvalue functionalΦT (f ) is just our original antieigenvalue functional in
terms of A. We summarize a number of consequences of this observation in the following corollaries.
Corollary 1. The generalized Euler equation (5) of [18] reduces to the original Euler equation of Gustafson
[4]. The stationary vectors f of (6) of Theorem 2.2 of [18] reduce to those of [4].
Proof. By our conversion in Theorem 1 above. For more details about the original Euler equation of
[4], see also the books [7,14], and papers [5,6]. 
Corollary 2. For T selfadjoint or normal, the stationary values f of Corollary 2.3 of [18] are reduced to those
of the original theory.
Proof. Corollary 2.3 of [18] does use a slightly weaker assumption, that (ImT)f = 0 just on the sta-
tionary vectors. Our point is that by Theorem 1, one needs only to go to our associated operator A and
then to the previous theory. Note that the expressions a, b, and c in [18] are coefﬁcients of the Euler
equation. For example, their coefﬁcient
c
a + b =
‖Tf‖
((ReT) f , f ) + ((ImT) f , f ) . (2.5)
We omit further details of that correspondence. 
Corollary 3. Theorem 3.1 and Corollary 3.2, concerning selfadjoint T, of [18] may be reduced to the higher
antieigenvalue and higher antieigenvalue theory e.g. of [9], see also [10].
Proof. See Theorem 3.1 of [9] for the higher (combinatorial) antieigenvalues for T selfadjoint. There it
is shown that the only solutions of the Euler equation are eigenvectors or antieigenvectors or higher
antieigenvectors. The independent analysis of [18] however, carries its independent interest, and their
Theorem 3.1 does not explicitly assume that T be positive. On the other hand, there is in [18] a tacit
assumption that T is such that the Euler equation corresponds to critical points of the antieigenvalue
functional. 
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Corollary 4. Theorems4.1 and4.5 of [18], andmore generally a symmetric antieigenvalue theory for normal
operators T, may be reduced to the antieigenvalue and higher antieigenvalue theory of [9], see also [14,15].
Proof. Theorem 4.1 of [18] posits that e1 and e2 are eigenvectors for normal T for λ and λ¯ respectively.
But an important fact about normal operators is that T and T∗ have the same eigenspaces. Thus the
posited e1 and e2 are in the same eigenspace. Therefore, although Theorem 4.1 of [18] speaks of, and
concludes of, f being an antieigenvector, we believe it is more correct to speak of, and conclude of,
f being an eigenvector there. Stated another way, one need not go to the Euler equation, as in [18],
although it was interesting to do so. As to Theorem 4.5 of [18] and to the general second part of our
Corollary above, see Theorem 3.2 of [9], and reduce to that. See also our normal antieigenvalue theory
in [15,16].
Let us brieﬂy elaborate on this last point. It has been a general feature of the antieigenvector theory
that when an eigenvalue needed for the construction of the antieigenvector has higher multiplicity,
then generally one may take the corresponding eigenvector anywhere from the unit sphere in that
eigenspace. See especially the discussion in [9], Section 3. For the case of normal operators, that
phenomenon occurs when the critical polygonal side of the numerical range W(T) is the convex
combination of two particular eigenvalues of T . We will work out more details for our more general
slant antieigenvector theory in section 4, but let us illustrate the situation here for the Example 4.4 of
[18]. There
T =
⎡
⎣1 + i 0 00 2 + i 0
0 0 1 + 2i
⎤
⎦
with respect to an orthogonal basis {e1, e2, e3} and a “3-component" symmetric antieigenvector f =
(e1+e2+e3)√
3
is found. But this may be seen as a 2-component antieigenvector just by rewriting f as
f = e1 +
√
2(e2+e3)‖e2+e3‖√
3
. (2.6)
The critical polygonal side of W(T) is the convex line segment between λ2 and λ3. We worked out
many details of this phenomenon for the standard antieigenvector theory in the recent paper [24]. 
3. Slant antieigenvalues
Wedeﬁne our slant antieigenvalues and slant antieigenvectors as follows. First, let us deﬁne T be θ-
slant strongly accretive if e−iθT is strongly accretive, i.e.,W(T), the numerical range of T , when rotated
by −θ lies in the open right half plane. To see where this concept is going, the following Lemma is
useful. Let us deﬁne T to be symmetrically strongly accretive if ReT + ImT > 0.
Lemma 1. Symmetrically strongly accretive is equivalent to 45◦ slant strongly accretive.
Proof. z = a + ib with a + b > 0 is the open right half plane rotated by 45◦. As an example, in our
construction of Theorem 1, if T were symmetrically strongly accretive, then A = (1 − i)T constructed
there is (real) strongly accretive. 
Thepointofdeparturewenowwish tomake isperhaps seenbesthistorically. Theoriginal antieigen-
value theory (see books [7,14] for more details) arose in the late 1960s out of perturbation theory for
operator semigroup generators. Those operators (actually their negation−T) generally have spectrum,
and even better, numerical range, in a right half plane. Thus, translated, if need be, they are real
accretive. To balance that perspective, the notions of total antieigenvalue, which uses |(Tf , f )| instead
of (Tf , f ), and imaginary antieigenvalue, using Im(Tf , f ) instead of Re(Tf , f ), were also offered in [4].
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The idea of [18]was to add to the idea of using Re(Tf , f ) + Im(Tf , f ). But aswe showed in the preceding
section, that theory may be reduced to the original real antieigenvalue theory.
However, a more general notion would be to replace Re(Tf , f ) in the original theory by a linear
combination aRe(Tf , f ) + bIm(Tf , f ). In otherwords, wemay consider antieigenvalue functionalswith
numerators ((aReT + bImT)f , f )where ReT and ImT are weighted in any way desired. Such would be
amore general theory of “slant" antieigenvalues than that just for a rotatedW(T) in a half plane. Stated
another way, there is no a priori reason to weight ReT and ImT equally if one wants a general theory.
Deﬁnition 1. For a pair of real numbers a and b, at least one of them nonzero, we deﬁne the weighted
or slant antieigenvalue of T to be
μw(T) = inf
Tf /=0
aRe(Tf , f ) + bIm(Tf , f )√
a2 + b2 ‖Tf‖ ‖f‖ (3.1)
(3.1) can also be expressed asμw(T) = μ(e−iθT)where a+ib√
a2+b2 = eiθ . Therefore, onemay use the
notation μθ(T) instead of μw(T). However, in this paper, we will formulate our results based on the
deﬁnition given by (3.1) to be consistent with the deﬁnition of symmetric antieigenvalue in [18].
Deﬁnition 2. A vector f for which the inf above is attained is called a slant antieigenvector for T .
Theorem 1 can now be generalized as follows.
Theorem 2. The slant antieigenvalue theory may be reduced to the previous real antieigenvalue theory.
Proof. Let A = (a − ib)T . It is easy to verify that ReA = aReT + bImT and ‖Af‖ = √a2 + b2‖Tf‖.
Therefore,
aRe(Tf , f ) + bIm(Tf , f )√
a2 + b2 ‖Tf‖ ‖f‖ =
Re(Af , f )
‖Af‖ ‖f‖ .  (3.2)
Thus we have obtained a full generalization of the original real antieigenvalue and imaginary
antieigenvalue theory to a slant antieigenvalue that allows any θ direction in the complex plane,
and moreover a reduction of that theory to our earlier theory. That is the ﬁrst point. However, the
corresponding slant antieigenvectors may change under our reduction procedure. That is the second
point.Wewill work out some of the details in the next section. But tomotivatewhatwemust do there,
we believe it to be worthwhile once again to take the time to recall for the reader the general nature
of antieigenvectors. The original min–max theorem [3,4] by its very nature was two component. Let
us make that point crystal clear by considering the special case of T a ﬁnite dimensional matrix. Then
the x1 used in the proof of min–max theorem in [4] is the eigenvector for the smallest eigenvalue,
the x2 is the eigenvector for the largest eigenvalue. Once the min–max theorem is established, one
uses the Euler equation or the cosine functional to determine the appropriate coefﬁcients of a linear
combination of x1and x2 to get the antieigenvectors. See the books [7,14] and the paper [6] for more
details. The same situation may be seen in the case for normal A because A − I is normal for all .
Thus ‖A − I‖ is attained at an eigenvector. One can go further and assert the same two-component
situation for the class of operators called linearly normaloid (see [14]).
But in [3,4] the goal was to obtain the min–max theorem for arbitrary bounded strongly accretive
operators A. We do not know that such operators have eigenvectors at the extreme points of their
spectra and numerical ranges. So the min–max theorem proof in the originating antieigenvalue paper
[4]had tousea two-componentx1 andx2 proof inwhich‖(A − I)x1‖and‖(A − I)x2‖approximately
trace the parts of the ‖A − I‖curve to the left and to the right of the minimum ‖mA − I‖. Thus
the two-component nature of antieigenvectors may be obscured to those who were not there at the
beginning.
In 1977 in [13]we started amore general antieigenvector theory basedmore uponW(A) properties.
Then in 1980 Davis [1] cast the antieigenvector theory for certain normal operators into the theory of
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shell of anoperator.Weextended theworkofDavis [1] in [15,16]by instead recasting theantieigenvalue
theory into the context of convex programming. In the meantime Mirman [20] used other convexity
techniques to obtain some computational approaches for antieigenvalues.
Later [22–24] we further extended those convex programming and convexity approaches for the
determination of antieigenvectors. In summary, one minimizes a function representing the square of
the antieigenvalue functionals over a numerical range W(S) of an associated operator S. For normal
operators T , the minimumwill be obtained at a corner or along the edge of the polygonal boundary of
W(T). We already illustrated this point for the case of θ = 45◦ at the end of Section 2.
But as we “rotate" or “translate" the more general slant antieigenvalue theory back to the original
real accretive theory, the numerical range also rotates or translates. Thus the critical corners or edges
determining the antieigenvectors may change. We discuss this second point of this paper in the next
section.
4. Slant antieigenvectors
Without being too repetitive of our results for the determination of the real and total antieigenvec-
tors of normal operators already obtained in [15,16,22–24], nevertheless, we want to generalize those
results here to the general case of slant antieigenvectors.
For efﬁciency in our presentation, it is convenient to ﬁrst state the following Corollaries 5 and 6
which follow easily from Theorem2.2 of [22]. These are both simple extensions of that Theorem. These
two corollaries thus serve as a bridge from the results of [22] to the more general results presented in
this paper.
Corollary 5. Let T be a compact normal operator on a separable complex Hilbert space H. Suppose
λj = βj + iδj
are the eigenvalues of T with respect to an orthogonal basis, thenμs(T) is attained for symmetric antieigen-
vectors associated with a particular index i or index pair (i, j) as follows. Deﬁne γi = βi + δi. Let E(λi) be
the eigenspace corresponding to λi and P(λi) be the orthogonal projection on E(λi). For each vector f let
zi = P(λi)f . If f is an antieigenvector with ‖f‖ = 1 then we have one of the following cases:
(1) Only one of the vectors zi, is nonzero. i.e., ‖zi‖ = 1, for some i, and ‖zj‖ = 0 for j /= i. In this case
we have:
μs(T) = γi√
2 |λi|
(4.1)
(2) Only two of the vectors zi and zj are nonzero and the rest of the components of f are zero. i.e.,‖zi‖ /= 0, ‖zi‖ /= 0 and ‖zk‖ = 0 if k /= i and k /= j. In this case we have:
‖zi‖2 = γj
∣∣λj∣∣2 − 2γi ∣∣λj∣∣2 + γj |λi|2(
|λi|2 − ∣∣λj∣∣2) (γi − γj) (4.2)
and
∥∥zj∥∥2 = γj
∣∣λj∣∣2 − 2γi ∣∣λj∣∣2 + γj |λi|2(
|λi|2 − ∣∣λj∣∣2) (γi − γj) . (4.3)
Furthermore
μs(T) =
√
2
(
γj − γi) (γi ∣∣λj∣∣2 − γj |λi|2)(∣∣γj∣∣2 − |γi|2) . (4.4)
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Proof. Replace the operator T in Theorem 2.2 of [22] with the operator A = (1 − i)T and notice that
by the spectral mapping theorem if {λj = βj + iδj} is the set of all eigenvalues of T then {λ′j = (βi +
δj) + i(βj − δj)} is the set of all eigenvalues of A. Furthermore |λ′i| =
√
2|λi| for each i. 
Remark 1. Expression (4.4) may be seen to be equivalent to the expression
μ2s =
2λμ {λ (cos θ + sin θ) − μ (cosφ + sinφ)} {λ (cosφ + sinφ) − μ (cos θ + sin θ)}(
λ2 − μ2)2
in Theorem 4.5 of [18]. However, we need here also the expression (4.1), which covers the important
case when the antieigenvalue is expressed just in terms of one eigenvalue. Also, we want to provide
explicit expressions such as (4.2) and (4.3) for the nonzero components of slant antieigenvectors.
Now we may proceed to characterize slant antieigenvectors.
Corollary 6. Let T be a compact normal operator on a separable complex Hilbert space H. Suppose
λj = βj + iδj
are theeigenvaluesof T with respect toanorthogonal basis, thenμw(T) is obtained for slantantieigenvectors
associated with a particular index i or index pair (i, j) as follows. For a given pair of real numbers a and
b, deﬁne γi = aβi + bδi. Let E(λi) be the eigenspace corresponding to λi and P(λi) be the orthogonal
projection on E(λi). For each vector f let zi = P(λi)f . If f is a slant antieigenvector and ‖f‖ = 1, then we
have one of the following cases:
(1) Only one of the vectors zi, is nonzero. i.e., ‖zi‖ = 1, for some i, and ‖zj‖ = 0 for j /= i. In this case
we have:
μw(T) = γi√
a2 + b2 |λi|
(4.5)
(2) Only two of the vectors zi and zj are nonzero and the rest of the components of f are zero. i.e.,‖zi‖ /= 0, ‖zi‖ /= 0 and ‖zk‖ = 0 if k /= i and k /= j. In this case we have:
‖zi‖2 = γj
∣∣λj∣∣2 − 2γi ∣∣λj∣∣2 + γj |λi|2(
|λi|2 − ∣∣λj∣∣2) (γi − γj) (4.6)
and
∥∥zj∥∥2 = γj
∣∣λj∣∣2 − 2γi ∣∣λj∣∣2 + γj |λi|2(
|λi|2 − ∣∣λj∣∣2) (γi − γj) (4.7)
Furthermore
μw(T) =
2
√(
γj − γi) (γi ∣∣λj∣∣2 − γj |λi|2)
√
a2 + b2
(∣∣γj∣∣2 − |γi|2) (4.8)
Proof. Replace the operator T in Theorem 2.2 of [22] with the operator A = (a − bi)T and notice that
by the spectral mapping theorem if {λj = βj + iδj} is the set of all eigenvalues of T then {λ′j = (aβj +
bδj) + i(aδj − bβj)}is the set of all eigenvalues of A. Furthermore |λ′i| =
√
a2 + b2|λi| for each i. 
It is both interesting and important to pinpoint that pair of eigenvalues of T , among all possible
pairs, that actually express μw(T) in (4.8). Let us therefore introduce the concept of the ﬁrst and the
second slant critical eigenvalues for certain normal operators and show that, among all possible pairs
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of eigenvalues of T , these two eigenvalues are the ones that express μw(T). This will help us further
to deﬁne higher slant antieigenvalues of T in a simpliﬁed way, and discover which pair of eigenvalues
of T express higher slant antieigenvalues of T . Based on the properties of the ﬁrst and the second slant
critical eigenvalues of T , we will show that the denominators in (4.6)–(4.8) are all nonzero for this
particular pair of eigenvalues.Wewill also show that the radicand in the numerator of (4.8) is nonzero
if (4.8) expresses μw(T).
Deﬁnition 3. For a pair of real numbers a and b, at least one of themnonzero, an operator T is slantwise
accretive if aReT + bImT  0, i.e., if Re(e−iθT) 0 where a+ib√
a2+b2 = eiθ .
It is easily veriﬁed that for any operator T we have
μ2w(T) = inf
{
x2
(a2 + b2)y : x + iy ∈ W(S)
}
, (4.9)
where S = (aReT + bImT) + iT∗T and W(S) denotes the numerical range of S. If T is normal so is S.
Also, when T is normal, by the spectral mapping theorem if σ(S) denotes the spectrum of S then
σ(S) =
{
γj + i ∣∣λj∣∣2 : λj = (βj + iδj) ∈ σ(T) and γj = aβj + bδj} .
Since S is normal, we haveW(S) = co(σ (S)), where co(σ (S)) denotes the convex hull of σ(S). Hence
in the case of a slantwise accretive normal operator T ,W(S) is a convex polygon contained in the
ﬁrst quadrant. For notational purposes we consider an eigenvalue γi + i|λi|2 ∈ C of S and the point
(γi, |λi|2) ∈ R2 be identical. Therefore, inplaceofγi + i|λi|2,wemayrefer to (γi, |λi|2)asaneigenvalue
of S. The convexityof the function f (x, y) = x2
(a2+b2)y implies that theminimumof this functiononW(S)
is equal to the smallest value of k such that a member of the family of convex functions y = x2
(a2+b2)k
touches just one point of the polygon representing W(S). Obviously, if any parabola from the family
y = x2
(a2+b2)k touches only one point of W(S), that point should be on ∂W(S), the boundary of W(S).
Therefore to ﬁnd μ2w(T), ﬁrst we need to identify those values of k for which y = x
2
(a2+b2)k touches
only one point of ∂W(S) and then select the smallest such value. The trivial case is when a member
of the family of convex functions y = x2
(a2+b2)k touches ∂W(S) at a corner point such as (γi, |λi|2). If
y = x2
(a2+b2)k is the parabola that passes through (γi, |λi|2), then the components of this point should
satisfy y = x2
(a2+b2)k . Hence wemust have |λi|2 =
γ 2i
(a2+b2)k , which implies k =
γ 2i
(a2+b2)|λi|2 . Now let us
consider the non-trivial case when a member of the family y = x2
(a2+b2)k touches ∂W(S) at an interior
point of an edge. In this case the parabola y = x2
(a2+b2)k must be tangent to that edge at the point of
contact. Since the slopes of tangent lines to the right half of parabolas y = x2
(a2+b2)k are always positive
for positive values of k, it is clear that such parabolas cannot be tangent to an edge of ∂W(S) if that
edge has a slope which is negative, zero, or undeﬁned. For example, in Fig. 1 below no member of
the family y = x2
(a2+b2)k can be tangent to edges AG,DE, and EF . It is also clear that no member of
the family of parabolas y = x2
(a2+b2)k can be tangent to an edge with positive slope if W(S) is above
the line of support of W(S) which contains that edge without having other points in common with
W(S). For instance, in Fig. 1 no parabola of the form y = x2
(a2+b2)k can be tangent to the edge GF at an
interior point of that edge without actually entering into the interior ofW(S). A member of the family
y = x2
(a2+b2)k can however be tangent to an edge at an interior point of that edge, without having any
other common point with W(S), if the slope of that edge is positive and W(S) falls below the line of
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support which contains that edge. For example, in Fig. 1 members of the family y = x2
(a2+b2)k can be
tangent to edges AB, BC, and CD, without having any other common points withW(S).
Deﬁnition 4. We call an edge of the polygon representingW(S) an upper positive edge if the slope of
that edge is positive andW(S) falls below the line of support ofW(S) which contains that edge.
Deﬁnition 5. Let d = inf{γj : (γj + i|λj|2) ∈ σ(S)}. Deﬁne D to be:
D = sup
{∣∣λj∣∣2 : (γj + i ∣∣λj∣∣2) ∈ σ(S) and d = γj} .
Let γp + i|λp|2 be that eigenvalue of S for which γp = d and |λp|2 = D. We call γp + i|λp|2 the ﬁrst
slant critical eigenvalue of S. The corresponding eigenvalue λp = βp + δpi of T is called the ﬁrst slant
critical eigenvalue of T .
We consider γp + i|λp|2, the ﬁrst slant critical eigenvalue of S and the point A(γp, |λp|2) ∈ R2 to
be identical. The point A(γp, |λp|2) is shown in Figs. 2 through 6 below. It represents that eigenvalue
of S which has the highest imaginary component among all eigenvalues of S which have the smallest
real component.
Deﬁnition 6. If A(γp, |λp|2), the ﬁrst slant critical eigenvalue of S, is one end of an upper positive edge
of W(S) and B(γq, |λq|2) is the other end of such an edge then B(γq, |λq|2) is called the second slant
critical eigenvalue of S. If A(γp, |λp|2)is not an end point of any upper positive edge then the second
slant critical eigenvalue of S does not exist. If the second slant critical eigenvalue (γq, |λq|2)of S exists,
then the corresponding eigenvalueλq = βq + δqiof T is called the second slant critical eigenvalueof T .
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Theorem 3. The minimum of the function f (x, y) = x2
(a2+b2)y on W(S) is attained at a corner point be-
longing to an upper positive edge or at a point in the interior of the line segment joining the ﬁrst and second
slant critical eigenvalues A(γp, |λp|2) and B(γq, |λq|2).
Proof. The convexity of the polygon representing W(S) implies that if there is any set of consecutive
upper positive edges following AB then their slopes should decrease as wemove from left to right. For
example, in Fig. 1 the edge AB is followed by the edge BC whose slope is positive but less than the slope
of AB. Also BC is followed by CD whose slope is positive but less than the slope of BC. Let us rename
point Bwith A1 and let Ai−1Ai, 2 i r represent a sequence of upper positive segments following AA1.
Suppose the slope of AA1 is m1 and y = x2(a2+b2)k1 is tangent to AA1 at a point with x-component x1.
Then we have m1 = 2x1(a2+b2)k1 which implies k1 =
2x1
(a2+b2)m1 . Now suppose the slope of the segment
Ai−1Ai, 2 i r is mi and y = x2(a2+b2)ki is tangent to Ai−1Ai at an interior point with x-component xi
we have ki = 2xi(a2+b2)mi . Sincem1 > mi and xi > x1 we have k1 < ki. 
Theﬁrst slant critical eigenvalueA(γp, |λp|2) and theupper positive edge that containsA (if it exists)
are important in computingμ2w(T). For example, suppose in Fig. 2 below the polygon ABCD represents
∂W(S). It is obvious that the only point of this polygon that can be touched by a member of the family
of functions y = x2
(a2+b2)k is point A. Depending on the signs of the slopes of the two edges of the
polygon that meet at A(γp, |λp|2), we have two different cases that will be analyzed below.
1. A(γp, |λp|2) does not belong to an upper positive edge. The following Figs. 2 through 5 below
show the situations when this occurs. In this case the only parabola from the family y = x2
(a2+b2)k that
can touchW(S) at only one point is the one which touchesW(S) at A.
2. A(γp, |λp|2) belongs to an upper positive edge AB. By the above theorem the convex function
y = x2
(a2+b2)k that touchesW(S) at one point with minimum value of k should either be tangent to AB
or pass through a corner point of a upper positive edge (see Figs. 1 and 6).
Assume that B(γq, |λq|2) is the higher end of the upper positive edge AB in case (2) above. Note
that since the polygon representing W(S) is the convex hull of all eigenvalues of S, there might be
other eigenvalues of S located on the edge AB. However, point B is the end point of that edge and thus
has the maximum distance from point A among all other points on that edge. Also note that besides
eigenvalues which are located at the corners ofW(S), the matrix S may have other eigenvalues which
are in the interior of W(S). However, those eigenvalues do not play any role in the computation of
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μw(T). The ﬁrst and second slant critical eigenvalues can be found algebraically and in practice one
does not have to construct the polygon representing W(S) to ﬁnd them. The procedure for ﬁnding
μw(T) is outlined in the following theorem.
Theorem 4. Let T be a slantwise accretive normal matrix on a ﬁnite dimensional Hilbert space and γp +
i|λp|2 be the ﬁrst slant critical eigenvalue of S = (aReT + bImT) + iT∗T. Let γj + i|λj|2 represent any
other eigenvalue of S for which γj > γp. Let mj = |λj|
2−|λp|2
γj−γp be the slopes of line segments connecting the
point (γp, |λp|2) to points (γj , |λj|2). Deﬁne m = max {mj}. Then we have the following two cases:
(1) If m 0, the second slant critical eigenvalue of S does not exist and μw(T) = γp√
a2+b2|λp|
(2) If m > 0, let R = {(γj , |λj|2) : (γj , |λj|2) ∈ σ(S) andmj = m}, and
t = sup
{(
γj − γp)2 + (∣∣λj∣∣2 − ∣∣λp∣∣2)2 : (γj , ∣∣λj∣∣2) ∈ R
}
. (4.10)
If (γq, |λq|2) is that element of R for which t = (γq − γp)2 + (|λq|2 − |λq|2)2, then (γq, |λq|2) is
the second slant critical eigenvalue of S. In this case μw(T) is equal to
2
√(
γq − γp) (γp ∣∣λq∣∣2 − γq ∣∣λp∣∣2)
√
a2 + b2
(∣∣λq∣∣2 − ∣∣λp∣∣2)
or
γj√
a2+b2|λj| for an eigenvalue λj = γj + iδj of T such that (γj , |λj|
2) is a corner point on an upper
positive edge.
Proof. Based on the arguments preceding this theorem, we know that in case (1) the inﬁmum of
the function f (x, y) = x2
(a2+b2)y on W(S) is attained at (γp, |λp|2). Therefore the minimum value is
f (γp, |λp|2) = γ
2
p
(a2+b2)|λp|2 . Hence μ
2
w(T) = γ
2
p
(a2+b2)|λp|2 , which implies μw(T) =
γp
(a2+b2)|λp| . In case
(2), the above theoremshows that theminimumof the function f (x, y) = x2
(a2+b2)2y onW(S) is attained
K. Gustafson, M. Seddighin / Linear Algebra and its Applications 432 (2010) 1348–1362 1359
at a corner point belonging to an upper positive edge or at a point in the interior of the line segment
joining the ﬁrst and second slant critical eigenvalues (γp, |λp|2) and (γq, |λq|2). As we just showed if
the minimum of f (x, y) = x2
(a2+b2)y on W(S) is attained at (γi, |λi|2), we have μw(T) = γi√a2+b2|λi| . If
the minimum of the function f (x, y) = x2
(a2+b2)y on W(S) is attained at a point in the interior of the
line segment joining (γp, |λp|2) and (γq, |λq|2), one can use the Lagrange multiplier method to show
that the point of contact is at (x1,y1), where
x1 = 2γp
∣∣λq∣∣2 − γq ∣∣λp∣∣2∣∣λq∣∣2 − ∣∣λp∣∣2 , (4.11)
and
y1 = γp
∣∣λq∣∣2 − γq ∣∣λp∣∣2
γq − γp . (4.12)
Therefore in this case the minimum of the function f (x, y) = x2
(a2+b2)y onW(S) is
f (x1, y1) = x
2
1(
a2 + b2) y1 =
4
(
γp
∣∣λq∣∣2 − γq ∣∣λp∣∣2) (γq − γp)(
a2 + b2) (∣∣λq∣∣2 − ∣∣λp∣∣2)2 .
Thus
μ2w(T) =
4
(
γ
∣∣λq∣∣2 − γq ∣∣λp∣∣2) (γq − γβp)(
a2 + b2) (∣∣λq∣∣2 − ∣∣λp∣∣2)2 ,
which implies
μw(T) =
2
√(
γq − γp) (γp ∣∣λq∣∣2 − γq ∣∣λp∣∣2)
√
a2 + b2
(∣∣λq∣∣2 − ∣∣λp∣∣2) . 
Example 1. Find μw(T) for a = 2 and b = 1 if T is any normal matrix with eigenvalues 1 + 2i, 2 +
3i, 1 + 4i, 2 + 2i, and 4 + iwith respect to an orthogonal basis {e1, e2, e3, e4, e5}. First,we need to com-
pute the corresponding eigenvalues of S = (2ReT + ImT) + iT∗T . These eigenvalues are: 4 +5i, 7 +
13i, 6 + 17i, 6 + 8i, and9 + 17i. Theﬁrst slant critical eigenvalue of S isγp = 4 + 5i.Thusλp = 1 + 2i
is the ﬁrst slant critical eigenvalue of T . The following table shows the slopes of the line segments
between the point (4, 5) and points (7, 13), (6, 17), (6, 8), and (9, 17)
Point (7, 13) (6, 17) (6, 8) (9, 17)
Slope 0.375 0.16667 0.66667 0.41667
.
Since the largest slope obtained is 0.66667, the second slant critical eigenvalue for S isγq = 6 + 8i. The
corresponding second slant critical eigenvalue for T is therefore 2 + 2i. To ﬁnd out exactlywhatμw(T)
is, we need to compare the values 7√
5
√
13
, 6√
5
√
17
, 6√
5
√
8
, 9√
5
√
17
, and
2
√
(γq−γp)(γp|λq|2−γq|λp|2)√
a2+b2(|λq|2−|λp|2) =
2
√
(6−4)(4∗8−6∗5)√
5(8−5) = 4
√
5
15
. The smallest of these numbers is
4
√
5
15
. Hence we have μw(T) = 4
√
5
15
.
We mention that higher slant antieigenvalues may be deﬁned inductively by
μ(w,n)(T) = inf
Tf /=0
aRe(Tf , f ) + bIm(Tf , f )√
a2 + b2 ‖Tf‖ ‖f‖ , f ⊥ (f
(1), . . . , , f (n−1)),
where f (k) is a kth a slant antieigenvector. Or (better in our opinion), one can deﬁne them combinato-
rially, as in [5,6,9]. Either way, we can develop an algorithm to compute higher slant antieigenvalues
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and components of higher slant antieigenvectors of a slantwise accretive normal matrix T . Notice that
if T = T1 ⊕ T2 and
S = (aReT + bImT) + iT∗T ,
then S = S1 ⊕ S2 where
S1 = (aReT1 + bImT1) + iT∗1 T1,
and
S2 = (aReT2 + bImT2) + iT∗2 T2.
Hence, by Halmos [17], we have W(S) = co(W(S1),W(S2)), where co(W(S1),W(S2)) denotes the
convex hull of the numerical ranges of S1 and S2. To compute μ(w,2)(T), strike out those eigenvalues
of S that express μ(w,1)(T) = μw(T). Let E1 be the direct sum of the eigenspaces that correspond
to eigenvalues which are stricken out and E2 be the direct sum of the eigenspaces corresponding to
the remaining eigenvalues. We have T = T1 ⊕ T2 where T1 is the restriction of T on E1 and T2 is the
restriction of T on E2. Therefore,
μ(w,2)(T) = μ(w,1)(T2) = inf
{
x2
(a2 + b2)y : x + iy ∈ W(S2)
}
.
Thus, to computeμ(w,2)(T), and the components of slant antieigenvectors of order 2, we can replace T
with T2 and compute μ(w,1)(T2) as discussed above. Inductively we can compute μ(w,i+1)(T) striking
out those eigenvalues of Si that express μ(w,i)(T).
Now thatwe have pinned downwhich pair of eigenvalues expressμw(T)we canmodify our earlier
results [22–24] to generalize them to the case of slantwise normal accretive operators as follows.
Theorem 5. Let T be a slantwise accretive normal matrix on a ﬁnite dimensional Hilbert space H. Suppose
λi = βi + δii, 1 im, are eigenvalues of T and γi = βi + δi, 1 im. Let E(λi) be the eigenspace
corresponding to λi and P(λi) be the orthogonal projection on E(λi). For each vector f let zi = P(λi)f . Let
λp = βp + δpi be the ﬁrst slant critical eigenvalue of T then we have one of the following cases:
(1) If the second slant critical eigenvalue of T does not exist we have μw(T) = γp√
a2+b2 |λp|
. In this case
antieigenvectors of norm 1 satisfy ‖zp‖ = 1 and ‖zi‖ = 0 if i /= p.
(2) If λq = βq + δqi, the second slant critical eigenvalue of T , exists then we have one of the following
cases:
(a) μw(T) = γi√
a2+b2|λi| for some eigenvalue λi = βi + δii of T and antieigenvectors of norm 1
satisfy ‖zi‖ = 1 and ‖zj‖ = 0 if i /= j.
μw(T) =
2
√(
γq − γp) (γp ∣∣λq∣∣2 − γq ∣∣λp∣∣2)
√
a2 + b2
(∣∣λq∣∣2 − ∣∣λp∣∣2) , (4.13)
(b) and slant antieigenvectors of norm 1 satisfy
∥∥zp∥∥2 = γq
∣∣λq∣∣2 − 2γp ∣∣λq∣∣2 + γq ∣∣λp∣∣2(∣∣λq∣∣2 − ∣∣λp∣∣2) (γq − γp) , (4.14)
∥∥zq∥∥2 = γp
∣∣λp∣∣2 − 2γq ∣∣λp∣∣2 + γp ∣∣λq∣∣2(∣∣λq∣∣2 − ∣∣λp∣∣2) (γq − γp) . (4.15)
Proof. The result is obtained by Theorem 4 and substituting the ﬁrst and second slant critical eigen-
values λp and λq, deﬁned for ﬁnite dimensional case, for λi and λj in (4.5)–(4.8) of Corollary 6.

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We also need to show that the quantities on the right side of (4.14) and (4.15) are positive numbers
between 0 and 1. We have already shown that the denominators of these expressions are positive for
the ﬁrst slant critical eigenvalueλp = βp + δpi and the second slant critical eigenvalueλq = βq + δqi.
We now prove that the numerators of these expressions are also positive for the ﬁrst and second slant
critical eigenvalues. Recall that
μw(T) =
√
2
(
γq − γp) (γp ∣∣λq∣∣2 − γq ∣∣λp∣∣2)
√
a2 + b2
(∣∣λq∣∣2 − ∣∣λp∣∣2)
only when a member of the family of parabolas y = x2
(z2+b2)k cuts the line segment with end points at
(γp, |λp|2) and (γq, |λq|2) at an interior point of this segment. Therefore the quantity
2
γp
∣∣λq∣∣2 − γq ∣∣λp∣∣2∣∣λq∣∣2 − ∣∣λp∣∣2 ,
which according to (4.11) is the x component of the point of contact must be between γp and γq. That
is, we must have
γp < 2
γp
∣∣λq∣∣2 − γq ∣∣λp∣∣2∣∣λq∣∣2 − ∣∣λp∣∣2 < γq, (4.16)
which is equivalent to the following pair of inequalities:
γp
∣∣λq∣∣2 − γp ∣∣λp∣∣2 < 2γp ∣∣λq∣∣2 − 2γq ∣∣λp∣∣2 , (4.17)
and
2γp
∣∣λq∣∣2 − γq ∣∣λp∣∣2 < γq ∣∣λq∣∣2 − γq ∣∣λp∣∣2 . (4.18)
The inequality (4.17) is equivalent to the inequality
γp
∣∣λp∣∣2 − 2γq ∣∣λp∣∣2 + γp ∣∣λq∣∣2 > 0.
Notice that γp|λp|2 − 2γq|λp|2 + γp|λq|2 is the numerator of the expression on the right hand side of
(4.15). Similarly the inequality (4.18) is equivalent to
γq
∣∣λq∣∣2 − 2γp ∣∣λq∣∣2 + γq ∣∣λp∣∣2 > 0.
Again notice that γq|λq|2 − 2γp|λq|2 + γq|λp|2 is the numerator of the expression on the right hand
side of (4.14). Hence the expressions on the right hand sides of (4.14) and (4.15) are both positive. Since
the sum of these two expressions is 1, each of these expressions is a number between 0 and 1.
Since higher slant antieigenvalues of T are in fact ﬁrst slant antieigenvalues of restrictions of T on
certain reducing subspaces of T , the higher slant antieigenvalues and slant antieigenvectors are also
well deﬁned.
5. Conclusion and outlook
We have generalized our original notions of real and imaginary antieigenvalues and antieigenvec-
tors to general slant antieigenvalues and antieigenvectors. These include as a special case symmetric
antieigenvalues. Then we showed how all of these may, in principle, be reduced to the original theory.
We then applied our earlier two component, convexity, and Lagrange multiplier methods, to show
how to obtain the slant antieigenvectors for compact normal operators T .
One could of course go beyond normal operators to some extent. For example, even if an operator
T is not normal then (4.9) is still valid with
S = (aReT + bImT) + iT∗T .
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However, W(S) is not necessarily a polygon. If T is slantwise accretive, then W(S) is a convex set in
the ﬁrst quadrant. In this case we have
Theorem 6. Let T be a slantwise accretive operator for real numbers a and b, on a ﬁnite or inﬁnite
dimensional Hilbert space, then
μ2w(T) =
4
a2 + b2 max (tλt)t>0 ,
where λt is the lower bound of the spectrum of the operator
St = (aReT + bImT) − iT∗T .
The proof is similar to the proof of Theorem 6.1 in [15] (see also [20]) and the discussion in the book
[14]) and will be omitted here.
As we stated at the outset of this paper, our point of view was to provide the generalizations of
the antieigenvalue theory in such a way so as to be seen as much as possible in terms of the original
antieigenvalue theory. Stated another way, we would hope for important future applications of our
slant antieigenvalue theory, and a natural way for such to occur could be as rotations or translations
of accretive or Hermitian or symmetric positive-deﬁnite operators or matrices. Applications to date
of standard antieigenvalue theory have been largely by us and they are surveyed in [11]. We mention
that our own [8], see also [10,12], original connecting of the antieigenvalue theory to certain issues of
matrix statistics has been carried forward to some extent by Rao and Khattree, see [19,21].
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