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 Um dos problemas maiores da bioinformática é a previsão de função de uma 
proteína. A tecnologia existente já permite obter milhões e milhões de sequências a 
custo muito reduzido, mas a compreensão de sua função dentro dos vários organismos é 
ainda um grande mistério para a larga maioria de sequências proteicas existentes. 
 A criação de software eficiente que permita analisar bases de dados de proteínas 
em busca de metadados é também um desafio para os biólogos e uma área de estudo 
recente para os cientistas da computação, por representar uma alternativa de baixo custo 
aos métodos de teste em laboratório. 
Uma metodologia que se propõe analisar estas bases de dados e anotar as 
proteínas são os Peptide Programs (PepProg), uma metodologia de aprendizagem 
automática (machine learning) para classificação funcional de sequências biológicas. 
Esta dissertação de mestrado se propôs a estudar meios de optimizar o 
desempenho da implementação existente do método PepProg através da construção de 
uma implementação alternativa que explore a arquitectura do processador CellBE, 
presente nas consolas Playstation 3 disponibilizadas pelo Departamento de Informática 
da Universidade de Lisboa. 
Para explorar os recursos do CellBE, foi necessário primeiro modificar a 
implementação existente do método PepProg para que pudesse correr instruções do tipo 
Single Instruction Multiple Data (SIMD). Esta modificação denominada vectorização, é 
necessária para que os múltiplos núcleos do processador CellBE pudessem ser 
utilizados, transformando o PepProg num algoritmo paralelo dentro da arquitectura 
CellBE.  
Com o estudo realizado, pode-se concluir que as propostas de vectorização 
sugeridas nesta dissertação não foram suficientes para a construção de um PepProg 
paralelo mais eficiente, pois o custo da vectorização do algoritmo em tempo de 
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 One of the biggest problems on bioinformatics is protein function determination. 
The existing technology allows the obtaining of millions and millions sequences at very 
reduced cost, but the understanding of its function inside organisms is still a great 
mystery for the wide majority of proteomic sequences. 
 The creation of efficient software that allows protein database analyzes in search 
for metadata is also a challenge for the biologists and an area of recent study for the 
computation scientists, as it represent a low cost method alternatively to laboratory test 
methods. 
A methodology that considers database analysis to write down proteins is the 
Peptide Programs (PepProg), an automatic learning methodology (machine learning) for 
functional sorting of biological sequences.  
This master's degree dissertation studied ways to optimize the existing 
implementation of the method PepProg by the construction of an alternative 
implementation that explores CellBE processor architecture, found on Playstation 3 
consoles made available by Departamento de Informática of the Universidade de 
Lisboa.  
To explore CellBE resources, it was necessary a modification of the existing 
PepProg implementation to guarantee that only single-instruction multiple-data (SIMD) 
instructions was present on code. This process, named vectorization, is a prerequisite to 
allow PepProg program run on CellBE multiple cores in a parallel way.  
With the accomplished study, it can be concluded that the vectorization methods 
proposed by this study were not enough for the construction of a more efficient parallel 
PepProg, because the algorithm vectorization cost in execution time proved to be so 
high, that the PepProg parallelization gain was not sufficient to compensate the extra 
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Capítulo 1  
Introdução 
O desenvolvimento científico da biologia permitiu a construção de enormes 
bancos de dados com informações sobre proteínas, que vêm sendo descobertas e 
mapeadas pelos biólogos. A tecnologia existente permite mapear milhões de sequências 
proteicas a custo muito reduzido, mas a compreensão da função dentro do organismo 
humano é ainda um grande mistério para a maioria de sequências proteicas mapeadas. 
A existência destes enormes bancos de dados sugerem a utilização de 
ferramentas computacionais capazes de processar e extrair informação útil, como por 
exemplo, anotações a respeito da classificação funcional de uma proteína. A criação de 
software eficiente que permite processar essas enormes bases de dados de proteínas em 
busca de anotações é um desafio para os biólogos e uma área de estudo recente para os 
cientistas da computação. 
A bioinformática surgiu com a proposta de analisar estas bases de dados de 
forma computacional e automatizada, representando uma alternativa de baixo custo aos 
métodos de teste em laboratório. Isto traduziu-se na construção de ferramentas de 
análise de dados, que oferecem apoio a diversas actividades comuns aos biólogos, como 
por exemplo, a identificação de semelhanças funcionais entre proteínas através do 
alinhamento e comparação dos aminoácidos que compõem as proteínas.  
Um método computacional que se propõe analisar estas bases de dados e anotar 
as proteínas é o Peptide Programs (PepProg) (Falcão et al., 2008), que faz uso de 
técnicas de aprendizagem para descobrir padrões funcionais em sequências proteicas. 
Este conhecimento obtido é então utilizado na anotação de novas proteínas. Para obter 
este conhecimento, o método utiliza apenas a informação do alinhamento da sequência 
de aminoácidos que compõem as proteínas. 
Outros métodos para classificação funcional de proteínas já existiam antes do 




BLAST (Altschul et al., 1990). O PepProg difere destes outros métodos por permitir a 
identificação de proteínas com funções semelhantes, sem que estas possuam 
necessariamente semelhanças estruturais na sequência dos aminoácidos que as 
compõem, enquanto que o FASTA e o BLAST usam um método que pode ser 
analogamente chamado de “vizinho mais próximo” por buscar semelhanças físicas nas 
sequências das proteínas analisadas. Uma análise comparativa da performance entre 
estes métodos e o PepProg pode ser visto em (Faria et al., 2009). 
Uma característica desejável nos algoritmos de bioinformática é a capacidade de 
traduzir o método em algoritmos que apresentem bom desempenho. Esta característica é 
especialmente desejável quando se leva em consideração o crescimento exponencial das 
bases de dados nos últimos anos (Figura 1). 
 
A Enzime Commission (Webb, Edwin C., 1992) é uma entidade responsável por 
anotar proteínas com função enzimática de acordo com uma classificação hierárquica. 
Esta classificação hierárquica é referenciada como uma “EC-Classe”, e é composta por 
um número que especifica um grupo de proteínas que catalisam um mesmo tipo de 
reacção química. Por exemplo: se um conjunto de proteínas de diferentes organismos 
catalisam a mesma reacção química, então elas recebem um mesmo número 
identificador de EC-Classe. No PepProg, a busca da função de uma proteína tem como 






O método descrito por (Falcão et al., 2008) faz uso do conceito de Fragmented 
Programs, utilizado na área da computação gráfica, onde cada pixel de uma imagem é 
processada por um pequeno conjunto de instruções. De forma análoga à utilizada na 
computação gráfica, o PepProg transforma cada um dos 20 aminoácidos (AA) 
diferentes existentes na natureza num conjunto de instruções. Cada AA existente numa 
proteína passa então a ser interpretado como um subprograma. Uma proteína 
interpretada desta forma transforma-se num programa constituído pelo conjunto de 
subprogramas, cada qual representando 1 AA da proteína. Nesta dissertação, uma 
proteína transformada em programa segundo o conceito apresentado é chamada de 
Peptide Program. A implementação original do método PepProg realizada por (Falcão 
et al., 2008) é referenciada nesta dissertação como “algoritmo do PepProg” ou 
“implementação original do PepProg”. 
O algoritmo do PepProg desenvolvido por (Falcão et al., 2008) gera, repetida e 
aleatoriamente, um conjunto de subprogramas para os 20 tipos de aminoácidos 
existentes. A seguir, traduz um conjunto de proteínas pertencentes a mesma EC-Classe 
em um conjunto de Pepdide Programs. Em seguida coloca os programas em execução 
numa máquina virtual, e depois observa o percentual de valores lógicos idênticos 
retornados pelos Pepdide Programs. Caso o percentual seja um número elevado, como 
por exemplo 90%, então pode-se dizer que foi descoberto um Instruction Set Assigment 
(ISA) composto pelo conjunto de 20 subprogramas utilizados na tradução proteína-
programa, que tem potencial para identificar novas proteínas com a mesma função (EC-
Classe) das proteínas utilizadas no exemplo. Quanto maior for o percentual de proteínas 
da mesma EC-Classe classificados correctamente pelo ISA, maior será a possibilidade 
deste mesmo ISA classificar correctamente novas proteínas ainda não classificadas. 
Como forma de auxiliar a descoberta de um ISA eficiente, podem-se utilizar 
também contra-provas, ou seja, proteínas que não pertencem à EC-Classe analisada 
(proteínas negativas). Neste caso, espera-se que as proteínas utilizadas como contra-
provas sejam classificadas como “negativas“ pelo algoritmo do PepProg. A 
maximização do percentual das proteínas “positivas“ (isto é, pertencentes à EC-Classe 
analisada) e a minimização do percentual das proteínas “negativas“ (isto é, 
conhecidamente não pertencentes a classe analisada) classificadas erroneamente como 
positivas, é que possibilitará a construção de um ISA capaz de mapear, com maior 
percentual de acerto, proteínas ainda não classificadas. 
Em resumo, o PepProg classifica proteínas baseado na utilização de um ISA. O 
ISA por sua vez, é o conjunto de instruções que permite que novas proteínas sejam 




O algoritmo do PepProg pode correr em dois modos: 
• Modo treino, onde o objectivo é gerar um ISA que melhor classifique 
proteínas pertencentes a uma EC-Classe. Conforme descrito acima, um 
conjunto de proteínas não pertencentes à EC-Classe analisada pode ser 
utilizada para melhorar o poder de classificação do ISA. 
• Modo de teste: neste modo, o PepProg utiliza o ISA construído no modo 
de treino para classificar uma ou mais proteínas, com o objectivo de 
avaliar se estas pertencem à mesma EC-Classe das proteínas utilizadas 
para gerar o ISA. 
Durante a sua execução no modo de treino, o PepProg avalia o ISA através da 
construção de uma “confusion matrix“ (Kohavi et al., 1998) utilizando uma das métricas 
definidas em (Kohavi et al., 1998): especificidade; sensibilidade e precisão. O utilizador 
deve informar o PepProg da métrica escolhida para avaliar o ISA, bem como o número 
N de iterações que corresponde à geração de N ISAs para avaliação. O ISA com o 
melhor resultado na avaliação durante as iterações é o que será utilizado para classificar 
as proteínas no modo de teste. 
A busca pelo ISA (modo de treino) é um método dispendioso do ponto de vista 
computacional, que necessita tanto de uma heurística (como o simulated annealing, 
explicada no próximo parágrafo) que conduza ao melhor resultado num tempo aceitável, 
quanto de recursos computacionais que possibilitem a execução mais rápida das N 
interacções definidas pelo utilizador. A melhoria do desempenho do PepProg permitirá, 
conforme sugere (Faria et al., 2009), que o mesmo obtenha o desempenho compatível 
com o método BLAST de classificação de proteínas. 
Do ponto de vista da heurística, o conceito de simulated annealing (Kirkpatrick 
et al., 1983) derivado da termodinâmica foi o escolhido por (Falcão et al., 2008) para 
auxiliar na busca pelo ISA. Com esta heurística, é possível obter 90% de eficiência de 
classificação para uma das EC-Classes testadas, num tempo de 12 minutos, 
considerando: a utilização de um processador Intel Core 2 Duo de 3.2 GHz e a 
utilização da versão sequencial do algoritmo PepProg. Do ponto de vista de recursos 
computacionais, não tinha sido realizada ainda nenhuma investigação com o intuito de 
buscar reduzir o tempo de processamento do exemplo citado acima, como por exemplo, 
através da utilização de uma arquitectura de processador multi-núcleo paralelo. 
Quando o PepProg corre no modo de treino, ele consome um tempo muito maior 
de processamento do que o modo de teste. Isto ocorre porque a procura da combinação 




necessitando, a cada iteração, de percorrer todas as proteínas do conjunto de teste, 
avaliando o resultado de classificação. Quanto maior o número de iterações geralmente 
melhor é o ISA produzido. Entretanto o poder de classificação do ISA tende a 
estabilizar após um número indeterminado de iterações. 
Um processador lançado recentemente por um consórcio de empresas de 
tecnologia – Sony, Toshiba e IBM (STI) – foi disponibilizado no mercado equipando a 
consola de entretenimento Playstation 3. A sua arquitectura denominada Cell 
Broadband Engine Architecture (STI[2], 2007), também conhecido como CBEA, 
CellBE ou simplesmente Cell, possui no seu interior alta capacidade de processamento 
paralelo devido à existência de nove núcleos, sendo oito destes núcleos especializados 
para correr instruções vectoriais do tipo single-instruction multiple-data. 
O baixo custo relativo, a alta capacidade de processamento paralelo e vectorial e 
a possibilidade de instalar um SDK de desenvolvimento para este processador no PS3, 
despertou a atenção de cientistas e instituições, que passaram a adquirir tais consolas 
para estudos académicos e aplicações em diversas áreas, como por exemplo (Sevre et 
al., 2008), (Weston, 2007) e (Bueno, 2007). 
A motivação principal deste trabalho consiste em melhorar o desempenho do 
processo de treino do algoritmo PepProg, através da adaptação do algoritmo criado por 
(Falcão et al., 2008) para o CellBE, tornando-o desta forma paralelo. A intenção é tornar 
o PepProg mais rápido de forma a competir em termos de desempenho com outros 
métodos de classificação de proteínas existentes, conforme sugere (Faria et al., 2009). 
1.1  Plano de trabalho 
• Estudar a arquitectura do CellBE sob a perspectiva de Hardware e 
Software. A perspectiva de software tem como objectivo identificar as 
linguagens e/ou bibliotecas que permitirão utilizar os recursos de hardware 
para computação paralela local e remota. 
• Estudar o algoritmo PepProg partindo da implementação já existente; 
desenvolver um procedimento de testes para garantir o correcto 
funcionamento do algoritmo quando este for modificado para correr em 
modo paralelo; implementar optimizações com vistas a facilitar o trabalho 
de paralelização do algoritmo; fazer análises iniciais. 
• Fazer um levantamento bibliográfico de projectos de paralelização 
semelhantes, e elaborar um ensaio com as principais dificuldades 




várias soluções de paralelização do algoritmo, que deve incluir: multi-core 
single machine, single core multi-machine and multi-core multi-machine. 
• Analisar as propostas e seleccionar uma ou duas para implementação. 
• Implementar as soluções seleccionadas, testar e avaliar. 
• Produzir uma análise mais elaborada, escrever artigos e produzir a 
dissertação final. 
 A implementação de soluções de paralelização do algoritmo single-core multi-
machine e multi-core multi-machine depende de ser encontrada uma solução multi-core 
single-machine que possua desempenho superior ao algoritmo original do PepProg.  
1.2  Organização do documento 
Este documento está organizado da seguinte forma: 
• Capítulo 2 - Pepdide Programs (PepProg): Oferece uma visão do método e 
algoritmo estudado, no intuito de fornecer a base do entendimento para os 
capítulos posteriores. 
• Capítulo 3 - Arquitectura do processador CellBE: mostra os aspectos 
arquitecturais do processador, para fornecer a base do conhecimento 
necessário ao entendimento das soluções de adaptação do algoritmo 
propostas. Nesta secção é apresentado também particularidades da PS3 que 
podem se tornar factores limitadores de desempenho em algoritmos de 
bioinformática, de acordo com o levantamento bibliográfico realizado. 
• Capítulo 4 – Análise e Desenho Arquitectural: apresenta a análise do 
algoritmo original do PepProg e o desenho arquitectural das soluções 
propostas. 
• Capítulo 5 – Implementações realizadas: apresenta o pormenor da 
implementação original do algoritmo PepProg e das implementações das 
propostas sugeridas. 
• Capítulo 6 – Ensaios realizados: Apresenta a metodologia de teste e os 
resultados obtidos. 
• Capítulo 7 – Conclusões: resume as principais contribuições obtidas e faz 




Capítulo 2  
Pepdide Programs (PepProg) 
 Um aminoácido (AA) é uma molécula orgânica formada por átomos de carbono, 
hidrogénio, oxigénio, nitrogénio e em alguns casos, enxofre. Os aminoácidos são 
divididos em quatro partes: o grupo amina (NH2), o grupo carboxílico (COOH), 
hidrogénio, carbono alfa e um radical característico de cada aminoácido, que por sua 
vez, é utilizado para classificar os 20 tipos de aminoácidos existentes (Figura 2). A lista 
dos 20 radicais encontrados nos aminoácidos encontram-se listados no Anexo 1. Os 
aminoácidos unem-se através de ligações peptídicas, formando as proteínas. 
Um dos problemas fundamentais da biologia é compreender a função das 
proteínas dentro dos organismos. Como forma de permitir a classificação das proteínas 
com funções enzimáticas, foi criado um esquema de classificação hierárquico e 
numérico (chamado de EC-Classe) baseado nas reacções químicas que estas proteínas 
catalisam (Webb, Edwin C., 1992). Em resumo, se uma proteína catalisa uma 
determinada reacção química, então é dito que esta proteína pertence a determinada EC-
Classe.  O processo de determinar a função de uma proteína consiste em dizer a qual 
EC-Classe ela pertence. 
O método PepProg de classificação de proteínas é baseado no conceito de 
interpretar a proteína como um programa computacional (Falcão et al., 2008). Isto é 
feito através da utilização de uma tabela denominada Instruction Set Assignment (ISA) 
que mapeia cada um dos 20 tipos de aminoácidos para instruções computacionais. O 





determinada EC-Classe. Neste documento, o termo PepProg é utilizado para se referir 
ao algoritmo, enquanto que o termo Pepdide Program é utilizado para se referenciar ao 
programa computacional gerado como resultado da interpretação da proteína utilizando 
o ISA. 
Quando o PepProg corre em modo de teste, ele classifica uma ou mais proteínas 
através da sua tradução em programas computacionais (Pepdide Programs) de acordo 
com o ISA utilizado. Cada proteína traduzida em programa é então posto a correr numa 
máquina virtual simulada pelo próprio PepProg, que retorna um valor lógico indicando 
a participação daquela proteína na EC-Classe ao qual o ISA faz referência. As 
















O PepProg tem como proposta permitir a classificação de proteínas, fazendo uso 
do conceito de traduzir as proteínas em programas computacionais (Pepdide Programs). 
A construção de um ISA é uma etapa necessária neste processo, e é feito utilizando 
proteínas previamente classificadas e disponíveis em repositórios públicos, como por 
exemplo o UniProt (Swiss Institute of Bioinformatics (SIB), 2010). Para alcançar o 
objectivo para o qual foi proposto, o PepProg deve ser posto a correr em dois modos 
distintos: 
• Modo treino, onde o objectivo é gerar um ISA que melhor classifique 
proteínas pertencentes a uma EC-Classe. Quando corre neste modo, é 
necessário informar um ficheiro contendo proteínas da EC-Classe para a 
qual se deseja construir o ISA. A Figura 3 por exemplo, mostra a forma 
com que 3 proteínas aparecem listadas dentro do ficheiro de proteínas. 
As linhas que iniciam com o sinal “maior que” - “>” listam o nome da 
proteína, enquanto que a linha seguinte apresenta a sequência de 




• Modo de teste: neste modo, o PepProg utiliza o ISA construído no modo 
de treino para classificar uma ou mais proteínas, com o objectivo de 
avaliar se estas pertencem à mesma EC-Classe das proteínas utilizadas 
para gerar o ISA. 
O diagrama de actividades (UML) do PepProg correndo em modo de treino é 
apresentado na Figura 4. A próxima secção apresenta as características da máquina 
virtual utilizada na actividade “Correr Pepdide Program”. A seguir, são descritas as 
funções utilizadas para avaliar o ISA durante o processo de treino. Na secção seguinte é 
demonstrado como funciona o Simulated Annealing, que é um algoritmo heurístico 
utilizado para auxiliar o PepProg a atingir melhores resultados com um menor número 
de iterações. Por fim, é apresentado a forma como o ISA é optimizado através da 





2.1  Características da Máquina Virtual do PepProg 
Para correr um Pepdide Program, é utilizada uma máquina virtual. Esta máquina 
virtual possui as seguintes características: 
• 8 registos com valores entre -128 e +127 (8 bits), inicializados em 0. 
• Sempre que o resultado de uma operação aritmética atinge os limites dos 
registos, o resultado é saturado. Ex: 126 + 3 tem como resultado 127 
(respeitando o limite de 8 bits). Da mesma forma (-128) - 3 tem como 
resultado -128. 
• A máquina virtual recebe como entrada o Pepdide Program, e fornece como 
saída um valor lógico, indicando se o valor do registo R8 é positivo ou 
negativo. O R8 é o registo tomado como referência para determinar a 
classificação da proteína. A explicação do motivo pela qual foi escolhido 1 
registo (R8) para julgar a classificação da proteína está fora do âmbito deste 
trabalho, e pode ser encontrado em (Falcão, 2008).  
• O conjunto de instruções condicionais interpretadas pela máquina virtual é 
apresentado na  Tabela 1. A escolha das instruções condicionais está fora 
do âmbito desta dissertação e pode ser encontrado em (Falcão, 2008). 
• O conjunto de instruções de operações aritméticas interpretadas pela 
máquina virtual é apresentado na  Tabela 2. A escolha das operações 
aritméticas está fora do âmbito desta dissertação e pode ser encontrado em 
(Falcão, 2008). 
 
Operação Operandos Resultado 
NOCOND - 
Sem condição. Sempre processa a operação 
aritmética 
IFE Reg1, Reg2 SE reg1 é igual a reg2, faça... 
IFL Reg1, Reg2 Se  reg2 é menor que reg1, faça... 








Operação  Operandos  Resultado  Observação 
NOP  ‐  ‐  Nada é feito 
ADDR  Reg1, Reg2  Reg1 = Reg1 + Reg2  Soma 2 registos 
ADDV  Reg, Val  Reg = Reg + Val  Val entre [‐4, 3] 
SUBR  Reg1, Reg2  Reg1 = Reg1 – Reg2  Subtrai 2 registos 
  Tabela 2 Operações aritméticas da máquina virtual 
2.2  Avaliação dos Resultados 
Após correr todos os Pepdide Programs gerados pela interpretação dos ficheiros 
de proteínas é feita uma avaliação do resultado apresentado. Cada Pepdide Program 
após ser posto a correr na máquina virtual retorna um valor lógico, que representa a 
resposta para a pergunta: “O valor do registo R8 é positivo?”. O resultado óptimo 
esperado varia de acordo com o tipo da proteína analisada: 
• Proteínas Positivas: São aquelas proteínas que estão listadas no ficheiro de 
proteínas positivas, e constituem proteínas que pertencem à EC-Classe para 
o qual se deseja gerar o ISA. Neste caso, a situação óptima é que todos os 
Pepdide Programs gerados a partir do ficheiro se proteínas positivas sejam 
avaliados como “True”. 
• Proteínas Negativas: São aquelas proteínas que estão listadas no ficheiro de 
proteínas negativas, e constituem proteínas que não pertencem à EC-Classe 
para o qual se deseja gerar o ISA. Neste caso, a situação óptima é que todos 
os Pepdide Programs gerados a partir do ficheiro se proteínas negativas 
sejam avaliados como “False”. 
A actividade de “Avaliar resultado” compreende uma etapa onde o resultado da 
execução de cada Pepdide Program é contabilizado de acordo com o seguinte 
critério: 
• True Positives (TP): Apresenta o total de Pepdide Programs 
correspondentes às proteínas listadas no ficheiro de proteínas positivas, que 
apresentaram resultado “True” após correr na máquina virtual. 
• False Positives (FP): Apresenta o total de Pepdide Programs 
correspondentes às proteínas listadas no ficheiro de proteínas positivas, que 




• True Negatives (TN): Apresenta o total de Pepdide Programs 
correspondentes às proteínas listadas no ficheiro de proteínas negativas, que 
apresentaram resultado “False” após correr na máquina virtual. 
• False Negatives (FN): Apresenta o total de Pepdide Programs 
correspondentes às proteínas listadas no ficheiro de proteínas negativas, que 
apresentaram resultado “True” após correr na máquina virtual. 
Após contabilizar os resultados apresentados acima, o algoritmo cria um índice 
de avaliação do ISA baseado na construção de uma “confusion matrix“, e a seguir 
utiliza uma das funções de avaliação definidas por (Kohavi et al., 1998): especificidade,  
sensibilidade e precisão (Tabela 3). A função de avaliação utilizada é aquela indicada 









TN  True  Negatives  (proteínas  negativas  classificadas  como 
negativas) 
FP  False Positives (proteínas negativas classificadas como positivas) 
FN  False  Negatives  (proteínas  positivas  classificadas  como 
negativas) 
Tabela 3 Métricas de avaliação do ISA 
2.3  Simulated Annealing 
Arrefecimento simulado ou simulated annealing (KirkPatrick et al. 1983) é uma 
metaheurística para optimização que consiste numa técnica de busca local 
probabilística, e se fundamenta numa analogia com a termodinâmica. 
Esta metaheurística é uma metáfora de um processo térmico, dito annealing ou 
recozimento, utilizado em metalurgia para obtenção de estados de baixa energia num 




aumentada para um valor máximo no qual ele se funde; na segunda o resfriamento deve 
ser realizado lentamente até que o material se solidifique, sendo acompanhado e 
controlado esse arrefecimento. Nesta segunda fase, executada lentamente, os átomos 
que compõem o material organizam-se numa estrutura uniforme com energia mínima. 
Isto permite que os átomos desse material ganhem energia para se movimentarem 
livremente e, ao arrefecer de forma controlada, dar-lhes uma melhor hipótese de se 
organizarem numa configuração com menor energia interna, para ter, como resultado 
final, uma redução dos defeitos do material. 
De forma análoga, o algoritmo de arrefecimento simulado substitui a solução 
actual por uma solução próxima (ou seja, na sua vizinhança no espaço de soluções), 
escolhida de acordo com uma função objectivo e com uma variável T (dita 
Temperatura, por analogia). Quanto maior for T, maior a componente aleatória que será 
incluída na próxima solução escolhida. À medida que o algoritmo progride, o valor de T 
sofre um decremento, começando o algoritmo a converter para uma solução óptima, 
necessariamente local. 
Uma das principais vantagens deste algoritmo é permitir testar soluções mais 
distantes da solução actual e dar mais independência do ponto inicial da pesquisa. 
No PepProg, o utilizador deve especificar o número de iterações que o algoritmo 
deverá correr. Em cada uma dessas iterações é testado um ISA distinto, e o resultado 
apresentado em cada iteração pode ser melhor ou pior. Caso o resultado apresentado 
seja pior, então o algoritmo do Simulated Annealing é accionado e a depender do 
resultado apresentado pelo algoritmo, o pior resultado pode ser aceito. A variável T é o 
que controla a aceitação de um ISA pior: quanto maior for a temperatura do sistema, 
maior a probabilidade de ser aceito um resultado pior. A variável T no PepProg varia de 
acordo com o número total de iterações, e o número de iteração actual.  
O cálculo da temperatura do sistema é determinado pela fórmula 1-(NiA/NiT), 
onde NiA é o número de iteração actual e o NiT é o número de iteração total passado 
pelo utilizador quando inicia o algoritmo. 
Uma característica particularmente interessante no Simulated Annealing é que 
este pode ser utilizado a um baixo custo computacional. Por este motivo, sua utilização 





2.4  Optimizando o Instruction Set Assigment (ISA) 
O processo de optimização do ISA é iterativo (Figura 4): em cada ciclo de 
iteração é testado um ISA diferente. As proteínas dos ficheiros positivos e negativos são 
transformados em Pepdide Programs (actividade “Interpretar Proteína” e postos a correr 
na máquina virtual (actividade “Correr Pepdide Program”). Após correr todos os 
Pepdide Programs, os resultados são avaliados na actividade “Avaliar Resultado” 
segundo a função de avaliação escolhida pelo utilizador. O resultado é então observado, 
e caso seja melhor do que a iteração anterior, é guardado o resultado para utilização na 
iteração seguinte. Caso a avaliação seja pior, é posto para correr o Simulated Annealing, 
e então duas situações distintas são possíveis: o ISA pode ser aceito para a próxima 
iteração, mesmo apresentando piores resultados, ou o ISA pode ser restaurado para a 
sua versão do ISA testado na iteração anterior. 
Após correr as actividades “Guardar ISA actual” e “Fazer RollBack do ISA”, a 
variável que representa o número de iteração actual é incrementado e o ciclo é 
reiniciado através da modificação aleatória do subprograma de um aminoácido dentro 
do ISA escolhido na actividade anterior, para então se iniciar todo o ciclo. 
Durante a primeira iteração o ISA é criado aleatoriamente. Na última iteração, o 
ISA que apresentou o melhor poder de classificação dentre os testados é gravado num 
ficheiro, que pode então ser utilizado pelo PepProg quando corre em modo de teste para 
classificar proteínas. 
Em modo de teste é necessário informar apenas o nome de um ficheiro contendo 
as proteínas que se deseja classificar e o ISA. No modo de teste, apenas as actividades 
de “Interpretar Proteína”, “Correr Pepdide Program” e “Avaliar Resultado” são 
utilizadas. A actividade “Avaliar Resultado” funciona de forma ligeiramente diferente, 
contando apenas quantas proteínas foram classificadas como positivas. O PepProg na 
versão utilizada por esta dissertação não apontava o nome das proteínas classificadas 
como pertencente a EC-Classe do ISA utilizado, mas isto é irrelevante para o objectivo 





Capítulo 3  
Arquitectura do processador CellBE 
 Este capítulo apresenta os principais aspectos da arquitectura do processador 
CellBE e as bibliotecas/softwares que permitirão explorar os recursos providos. No final 
são apresentadas algumas limitações do CellBE, e outras mais específicas referentes à 
utilização do CellBE dentro da PS3. 
3.1  Visão geral 
 Por traz da evolução dos processadores, sempre existiu a procura por 
processadores cada vez menores e mais eficientes. Isto forçou os arquitectos da 
indústria de hardware a encontrar meios de lidar com os 3 muros limitadores de 
desempenho (performance-limiting walls – STI, 2007 - pág. 3) que dificultam a 
evolução dos processadores: 
Limitação de poder de processamento e eficiência energética: ocorre quando o poder 
de processamento esta limitado pela capacidade de dissipação do calor gerado 
pelo processador. 
Limitação de acesso à memória: latência associada à busca de dados na memória 
DRAM, ficando o processador ocioso por vários ciclos de relógio enquanto a 
próxima instrução/dado é localizado na memória RAM e transportado ao 
processador. Não adianta construir processadores cada vez mais rápido se o 
tempo de acesso à memória não reduzir seu tempo de acesso proporcionalmente, 
pois os processadores acabam por ficar ociosos à espera de dados para processar. 
Limitação de frequência: os processadores convencionais costumam utilizar condutas 
profundas para poder alcançar maiores frequências (STI[1], 2007 - pág. 3). 
Entretanto, esta técnica chegou a um limite no qual o incremento da 




eficiência energética, pois com uma conduta maior aumenta-se a programação 
especulativa e seus custos associados. 
Uma forma de ultrapassar os limitadores de desempenho é utilizando 
processadores com múltiplos núcleos (Schauer, Bryan. 2008). A ideia subjacente é 
distribuir o processamento ao longo da área física do processador, facilitando assim a 
dissipação de calor e possibilitando ao processador alcançar melhor desempenho. A 
Figura 5 apresenta o padrão de distribuição de calor do processador CellBE: os pontos 
vermelhos representam as áreas do processador onde o calor é mais intenso; de forma 
inversa, os pontos que tendem para o azul escuro representam as regiões onde o calor é 
ameno. Através da distribuição de calor de forma uniforme comparando com os 
processadores de apenas um núcleo, pode-se aumentar a frequência sem danificar os 
componentes físicos do processador, e desta forma melhorar a performance do 
processador, contornando assim o problema da limitação de frequência citada como um 
dos muros de performance.  
Dentro da concepção de múltiplos núcleos de processamento, existem ainda dois 
tipos de núcleos: 
Núcleos homogéneos: processadores com núcleos homogéneos são mais fáceis de 
produzir, pois todos os núcleos possuem a mesma frequência de relógio, 
tamanho de cache, ISA, etc. Também são mais fáceis para construir softwares, 
exigindo relativamente menos conhecimento do programador, pois basta 
dominar as técnicas de processamento paralelo e conhecer apenas um ISA.   
Núcleos heterogéneos: este tipo de processador possui núcleos especializados em 





vectorial, etc. Exige que o programador de software conheça bem a proposta de 
cada tipo de núcleo, seus diferentes ISA’s e arquitecte o software de forma a 
tirar proveito do que a arquitectura tem a oferecer.  
 As razões que levam a acreditar que uma arquitectura é melhor que a outra 
constituem um tema que ainda gera divergências (Schauer, Bryan. 2008). Enquanto os 
núcleos homogéneos parecem ser mais adequados para processamento de propósito 
geral, os núcleos heterogéneos parecem levar vantagem em determinadas situações onde 
o algoritmo pode tirar melhor proveito do processamento especializado dos núcleos.  
 Um bom exemplo de processador heterogéneo é o Cell Broadband Engine 
Architecture, também conhecido por CBEA, ou informalmente como "CellBE" (Figura 
6) (STI[2], 2007). Este foi produzido em conjunto pela Sony, Toshiba e IBM (STI). O 
CellBE foi projectado para compor a consola de entretenimento doméstico Playstation 3 
em actividades que exigiam capacidade de processamento gráfico e tempo reduzido de 
resposta ao utilizador para uma melhor experiência. Apesar de ter sido construído com 
um propósito específico, o seu uso numa gama maior de aplicações foi vislumbrada e 
hoje é possível encontrar servidores comercializados pela IBM que utilizam o 
processador CellBE (STI[1], 2007 – pág. 1).  
 
 O CellBE é composto por uma unidade de processamento denominada Power 
Processor Element (PPE), responsável pelo controlo e processamento, similar ao que é 
realizado em processadores da linha PowerPC tradicionais; 8 unidades de 
processamento Synergistic Processor Element (SPE) com capacidade de processamento 





(MIC) que provê acesso à memória RAM numa velocidade máxima de 25,6 Gbytes/s; o 
Element Interconnect Bus (EIB) responsável por interconectar todas as unidades de 
processamento deste processador numa rede de 4 anéis, permitindo o atendimento de 
requisições de acesso directo a memória (DMA), e com uma capacidade de 
transferência máxima de 204.8 Gbytes/s entre as unidades de processamento; e a 
Broadband Engine Interface (BEI) que provê acesso entre o EIB e outros dispositivos 
externos. 
 Esta arquitectura permitiu lidar com as limitações impostas pelos muros 
limitadores de desempenho. Primeiro através da diferenciação entre o uso de um núcleo 
optimizado para correr actividades de controlo de código/sistema operacional (PPE) e 8 
núcleos optimizados para execução de actividades de computação intensiva (SPE, 
através do processamento vectorial). Com esta técnica de especialização do 
processamento através do uso de múltiplos núcleos heterogéneos, conseguiu-se 
aumentar o desempenho ao mesmo tempo que se melhora a eficiência energética 
(dissipação de calor mais eficiente, que pode ser obtido pela melhor distribuição dos 





Para vencer o segundo obstáculo (limitação de memória), os SPEs utilizam uma 
estrutura de 3 níveis de memória: memória externa acedida através do MIC, memória 
local a cada SPE de 256 Kbytes, e 128 registos de 128 bits em cada SPE. O uso da 
técnica de memory overlapping (STI[1], 2007 – pág. 86) utilizando o acesso assíncrono 
à memória externa permite mascarar os custos associados à comunicação, enquanto 
mantém os SPEs processando sem interrupção.  
 O terceiro muro de desempenho (limitação de frequência) foi vencido através da 
especialização dos processadores. Isto elimina a necessidade de condutas e os 
consequentes problemas associados. O PPE alcança eficiência primariamente através da 
execução de duas threads simultâneas ao invés de tentar optimizar uma simples thread 
(STI[1], 2007 - pág. 3). Cada SPE alcança eficiência através do uso de um largo arquivo 
de registo, que suporta muitas instruções in-process sem a sobrecarga do register 
renaming ou execução fora de ordem. 
 Toda essa proposta foi colocada em prática pela primeira vez com a criação do 
IBM BladeCenter QS20 (Zinkowski et al., 2006), que possui em seu interior 2 






do Broadband Engine Interface - BEI), ambos conectados a uma memória RAM de 
512MB utilizando a configuração NUMA. 2 meses depois (11 de Novembro de 2006) a 
Sony lançou sua consola Playstation 3 (PS3) que possui em seu interior uma unidade do 
CellBE conectado a uma memória de 256MB. A consola PS3 permite instalar em seu 
HD um sistema operacional alternativo (baseado em Linux) possibilitando usufruir um 
alto poder de processamento (204,8 Gflops/s) a um baixo custo (próximo de $2,44 por 
Gflops/s). No IBM BladeCenter QS20, a capacidade de processamento é de 
aproximadamente 410 Gflops/s devido a presença de dois processadores CellBE, e seu 
custo por Gflop é de aproximadamente $24,39. 
 A Figura 8 apresenta as especificações técnicas da PS3 relevantes para este 
projecto. Comparando às especificações do IBM Blade Center QS20, temos 2 unidades 
SPEs reservadas (uma é desabilitada e outra é reservada para uso do Hypervisor), 
apenas 256MB de memória RAM (contra 512 do QS20) e um processador CellBE 
(contra 2 no QS20). Quando é levada em consideração que só existem 6 SPEs 
disponíveis para utilização na PS3, sua capacidade de processamento é reduzida de  
204,8 Gflops/s para 153.6Gflops/s, fazendo seu custo por Gflop subir de $2,44 por 
Gflops/s para $3,26. Entretanto mesmo assim seu custo por Gflop/s permanece mais 





PowerPC-base Core @3.2GHz 
1 VMX vector unit per core 
512KB L2 cache 
8 x SPE @3.2GHz ; 8 x 128b 128 SIMD GPRs ;  
8 x 256KB SRAM for SPE * 2 of 8 SPEs reserved 
total floating point performance: 218 GFLOPS 
Communication  
Ethernet (10BASE-T, 100BASE-TX, 1000BASE-T) x 3 (input x 1 + output x 2)  
Wi-Fi IEEE 802.11 b/g 
Memory  
256MB XDR Main RAM @3.2GHz 256MB GDDR3 VRAM @700MHz 
System Bandwidth 





 O CellBE oferece 3 mecanismos de paralelização para acelerar o processamento 
de algoritmos: 
Paralelização de actividades: É alcançada através da decomposição do algoritmo em 
tarefas que podem ser executadas em paralelo, e entregando estas tarefas para os 
SPEs. 
Paralelização na transferência de dados: É possível que todos os núcleos estejam 
trocando informações entre si simultaneamente sem que haja uma disputa por 
canais de comunicação. Além disto, as unidades de controlo de transferência de 
dados nos SPEs podem efectuar transferências de dados para a memória local 
dos SPEs em simultâneo com o processamento dos SPEs. Isso possibilita que o 
programador utilize uma técnica conhecida como double buffering,  onde o 
primeiro bloco de dados a ser processado é transferido para a Local Store (LS). 
Após a transferência ser concluída, a transferência de um segundo bloco de 
dados pode ser iniciada enquanto os dados do primeiro bloco são processados 
pelo SPE. Desta forma, quando o primeiro bloco for processado, o segundo 
bloco já estaria disponível para processamento, pois os seus dados teriam sido 
transferidos durante o processamento do primeiro bloco. Esta técnica permite 
esconder os custos associados à transferência de dados entre os núcleos de 
processamento e/ou memória RAM, sem que haja interrupção do processamento 
por espera activa do núcleo.  
Paralelização a nível de instruções: É alcançada pelo PPE e SPEs através da 
existência de instruções vectoriais do tipo Single Instruction Multiple Data que 
permitem efectuar por exemplo, operações aritméticas simultâneas sobre os 
elementos de vectores. 
  
 O modelo de comunicação entre os núcleos oferece 3 alternativas: 
Caixas de Correio: Permite o envio de mensagens de 32 bits do PPE para os SPEs e 
entre os SPEs. O seu principal uso é em mensagens de controlo entre os núcleos. 
Pode também ser utilizado pelo PPE para informar os SPEs do endereço da 
RAM onde se encontram os dados para processamento dos trabalhos. 
Sinais: Semelhante às caixas de correio, porém pode ser configurado para permitir a 
comunicação de um para um, ou de vários para um. 
Acesso Directo a Memória (Direct Memory Access – DMA): É possível programar o 




tipo de comunicação, ao contrário das Caixas de Correio e Sinais não está 
limitada a transferências de 32 bits, sendo a forma mais utilizada para transferir 
dados de e para os SPEs. 
3.2  Synergistic Processor Element (SPE) 
 O principal elemento arquitectural responsável pela maior parte do 
processamento paralelo do CellBE é o SPE. Os SPEs foram concebidos com a ideia de 
servir como extensão ao Power Processor Element (PPE), actuando como unidades 
especializadas em processamento vectorial. A ideia é que o PPE actue como o 
coordenador do processamento, preparando o trabalho que precisa ser feito, distribuindo 
as actividades para os SPEs e sincronizando os resultados obtidos. A comunicação entre 
o PPE e os SPEs é importante para que os dados que representam os blocos de trabalho 
possam ser correctamente transferidos entre a memória RAM e as memórias locais dos 
SPEs, antes que o processamento efectivo seja iniciado.  
A Figura 9 apresenta a arquitectura do SPE e seus principais elementos: 
Local Store (LS): É uma região de memória de 256KB do SPE. O SPE somente é 
capaz de processar os dados que encontram-se na Local Store (LS), e portanto, 
necessitam que estes dados sejam previamente transferidos da memória RAM 
para o LS. Esta transferência pode ser iniciada pelo PPE ou pelo próprio SPE 
através de escritas nos MMIO Registers presentes em cada SPE. Para que o SPE 
possa solicitar a transferência de dados, é necessário que o endereço de memória 
da RAM onde encontram-se os dados seja previamente conhecido. Este endereço 
é chamado de “endereço de memória efectiva“ (EAS). O EAS é passado ao SPE 
pelo PPE normalmente fazendo uso do recurso de Caixa de Correio. Uma vez 
conhecido o EAS, a transferência de dados entre a RAM e o LS se dá por DMA, 
e passa a ser coordenada pelo DMA Controler, que se encarrega de copiar os 





Memory Flow Controler (MFC): O MFC controla a transferência de dados entre o 
SPE e o resto do CellBE. O MFC é capaz de actuar na transferência de dados 
enquanto o SPU processa dados da LS. Este mecanismo favorece a paralelização 
à nível de transferência de dados, pois deixa o SPU livre para processamento 
enquanto dados são transferidos, escondendo assim os custos associados à 
comunicação. 
Através da utilização dos registos MMIO é possível lançar comandos que 
possibilitam a transferência de dados por DMA, utilizar as caixas de correio e 
sinais. O DMA Controler é o componente responsável por cuidar das 
transferências DMA.  
Synergistic Processor Unit (SPU): Constitui o núcleo de processamento onde é 
possível efectuar as operações vectoriais que provêem o paralelismo a nível de 





inicie uma Thread Posix indicando um ponteiro para a função que constitui o 
programa que será posto para correr na SPU. Este programa é então transferido 
para a LS do SPE e seu processamento iniciado pelo SPU numa Thread. 
 
3.3  CellBE Software Development Kit (SDK) 
 A utilização de uma arquitectura de múltiplos núcleos para a construção de 
aplicações exige do programador o conhecimento de técnicas de programação diferentes 
das adoptadas nas aplicações desenvolvidas para os processadores de um só núcleo. 
Conceitualmente, as aplicações tem que utilizar múltiplas threads e/ou processos para 
poder tirar proveito dos múltiplos núcleos, e precisa lidar com a concorrência de 
recursos, distribuição de carga de processamento, transferência de dados, sincronização 
de threads entre outras questões. 
 A utilização efectiva da arquitectura do CellBE não poderia ocorrer sem que 
existisse um SDK com compiladores, bibliotecas e exemplos que demonstrassem seu 
uso e tornasse possível aos utilizadores conhecer suas potencialidades. Pensando nisto, 
os engenheiros da STI criaram o CellBE SDK. Dentro deste SDK é possível encontrar 
um ambiente de desenvolvimento, um kernel para utilização em distribuições linux, 
bibliotecas de suporte, um conjunto de ferramentas, um compilador especial para a 
arquitectura chamado XL C/C++ compiler, um simulador do sistema CellBE para 
utilizar em máquinas padrão Intel, código fonte de exemplo para as bibliotecas 
disponibilizadas, frameworks e um instalador do SDK. O download deste SDK, que 
actualmente é compatível com a distribuição Fedora 9 e Red Hat Linux 5.1, pode ser 
feita do sítio http://www-128.ibm.com/developerworks/power/cell/. A listagem 
completa de todos os recursos do SDK pode ser encontrado em (IBM Corp., 2008 - pág. 
20). Dentre estes recursos pode-se destacar: 
Accelerated Library Framework (ALF) (IBM Corp. [2]): facilita o desenvolvimento 
em ambiente multi-core (CellBE) através de um modelo de execução onde o 
PPU prepara as unidades de trabalho para serem enfileiradas e corridas nos 
SPEs. O framework simplifica a distribuição de dados entre os SPEs e a gestão 
da fila de trabalho. 
BLAS: Biblioteca de funções de álgebra linear compatível com processamento SIMD 




Data Comunication and Synchronization (DaCS): Biblioteca com funções para 
gestão de processos, transferência de dados, sincronização de dados e processos 
e tratamento de erros. 
FDPR-Pro: Ferramenta que permite a instrumentação de um programa (código fonte) 
para a criação de metadados enquanto o programa está a correr. Após analisar os 
metadados gerados, o programador pode construir uma versão optimizada do 
mesmo programa. 
GCC Toolchain: Este pacote possui compilador, montador, linker, depurador, 
utilitários binários e uma runtime library, que geram código binário para correr  
no CellBE. 
IDE: Ambiente integrado para desenvolvimento de programas compatíveis com a 
plataforma CellBE no Eclipse. 
LIBSPE1 e LIBSPE2: Biblioteca de baixo nível que define uma API para programar 
aplicações para o CellBE. 
OProfile: Ferramenta para optimização de programas. 
PDT: Ferramenta para efectuar rastreamento (trace) dos programas CellBE e registar 
dados relacionados a estes eventos. 
PDTR: Ferramenta que analisa os dados gerados pela ferramenta de PDT. 
SIMDMath: Biblioteca matemática que tira proveito da arquitectura SIMD do CBEA. 
Simulator: Simulador de processador CellBE. Permite correr programas compatíveis 
com o CellBE em máquinas não CellBE, dentro de um ambiente simulado. 
XL C/C++: Facilita a tarefa de gerar programas para a plataforma CellBE permitindo 
através de uma organização física de pastas e ficheiros, separar o código 
destinado a correr no SPE daquele que corre no PPE. Através de um conjunto de 
Makefiles, a tarefa compilar, ligar e gerar os binários é automatizada. 
O SDK classifica os seus recursos de acordo com um nível de maturidade. 
Componentes do SDK de grau 1 são aqueles que se encontram em nível de protótipo. A 
IBM espera por avaliações destes recursos pela comunidade com o objectivo de 
melhora-lo em futuras revisões. Desta forma, os componentes classificados como grau 1 
não garantem compatibilidade com futuras versões. 
Componentes do SDK no nível 2 representa Beta software estável. O nível 3 




actualização caso seja descoberto bugs. Normalmente este nível é utilizado para código 
fonte de exemplo demonstrando aplicações práticas dos componentes do SDK. 
O nível 4 representa recurso em nível de produto estável e testado. Componentes 
neste nível são garantidos pela IBM em determinadas plataformas e possui canais de 
suporte. Por fim, o nível 5 representa que o componente foi testado pela IBM no SDK, 
entretanto não é mantido pela empresa, sendo geralmente código fonte aberto sob 
licença da GPL ou LGPL mantidos por comunidades. 
Alguns recursos ainda estão em desenvolvimento e disponíveis para utilização 
sem necessidade de licença especial, enquanto outros recursos exigem licenças especiais 
e podem ser pagas no futuro, como por exemplo, o XL C/C++. Outras estão bem 
desenvolvidas e são de uso livre, sem restrição. Os desenvolvedores devem ficar alertas 
para lidar com situações que podem envolver bugs em recursos não tão amadurecidos 
(níveis 1, 2 e 3), ou perder a licença de utilização do componente numa possível 
mudança de maturidade, por ter se tornado um componente que exige licença paga, por 
exemplo. O XL C/C++ é um exemplo disto, apesar de estar no nível 2, possui um 
indicativo de que será pago no futuro quando migrar para a versão 4. Para uma lista 
completa dos recursos, respectivo nível de maturidade e instruções de instalação do 
SDK, é recomendável a leitura de (IBM Corp., 2008). 





programa para o CellBE, é possível por exemplo, abstrair completamente detalhes 
arquitecturais do CellBE do programador ou lidar com estes detalhes um nível acima da 
linguagem assembler. A Figura 10 apresenta algumas bibliotecas e frameworks 
compatíveis com o CellBE, de acordo com sua capacidade de abstrair do programador 
detalhes arquitecturais do CellBE. 
 Nem todos os recursos apresentados na figura estão disponíveis no SDK (ex. 
OpenMP), e a escolha pelos recursos não são necessariamente mutuamente exclusivos. 
Por exemplo, o OpenMP permite controlar aspectos de distribuição de trabalho numa 
grade de máquinas CellBE, entretanto sua actividade se limita ao PPE. Neste caso, é 
apropriado utilizar com o libspe, DaCS, ou ALF; que já possuem instruções que 
permitem iniciar threads de execução e comunicação com os SPEs  
 A opção por uma biblioteca e/ou framework mais próximo do hardware 
possibilita ter um maior controlo sobre as nuances do CellBE, entretanto torna o 
desenvolvimento mais complexo. Por outro lado, utilizar um framework ou biblioteca 
que abstrai o hardware pode limitar a utilização de todo o potencial do CellBE. A 
escolha deve ser pautada pela experiência do utilizador e pelas particularidades da 
biblioteca/framework frente às exigências do algoritmo. 
3.4  Vectorização e Paralelismo 
 A arquitectura do CellBE comporta 3 níveis de paralelismo: computação 
independente em seus 9 núcleos de processamento; transferência de dados entre os 
núcleos e a memória RAM sem interrupção de processamento (devido a presença do 
MFC em cada núcleo SPE e do PPSS no PPE); e por fim pela capacidade dos núcleos 
de efectuar processamento Single Instruction – Multiple Data (SIMD). Considerando 
que existem 6 SPEs disponíveis no PS3 mais o PPE que também é capaz de executar 
instruções SIMD, podemos calcular uma capacidade teórica de paralelismo de 4 (bytes) 
x (6 (SPEs) + 1(PPE)) = 28 vezes maior que os processadores de apenas 1 núcleo, 
considerando a utilização de cálculos sobre números de 4 bytes. 
 Para fazer uso de instruções SIMD e com isso ter um ganho potencial de 
paralelismo no algoritmo é necessário adaptar o algoritmo para este tipo de 
processamento. A ato de adaptar um algoritmo ou programa ao processamento SIMD é 
chamado nesta dissertação de vectorização, pois o mecanismo principal desta adaptação 





Para vectorizar um algoritmo, é necessário analisar o código fonte e identificar 
laços de repetição que abrigam operações possíveis de serem vectorizadas. Um forte 
candidato para a vectorização são aqueles laços que fazem parte do núcleo do algoritmo, 
onde é gasto a maior parte do tempo de processamento. Uma vez identificado os 
potenciais laços de repetição, é preciso substituir as instruções sequenciais tradicionais 
por instruções vectoriais.  
Por exemplo, se um algoritmo não vectorizado efectua uma operação de soma, 
subtracção e multiplicação dentro de um laço de repetição “for”, então sua versão 
vectorizada também fará uso do “for”, só que ao invés de calcular o valor de 1 soma, 1 
subtracção e 1 multiplicação, ele fará 4 somas, 4 subtracções e 4 multiplicações em cada 
ciclo, considerando a utilização de variáveis do tipo “int”. O motivo para isto é que as 
funções que calculam no formato Single-Instruction Multiple-Data (SIMD) recebem 
como parâmetro 3 vectores (A, B e C) e retornam o vector C preenchido com o 
resultado da operação efectuada sobre cada par de elemento An;Bn dos vectores A e B. 
Dentro do SPU, isso é possível de ser efectuado em poucos ciclos de relógio, pois os 
registos usados nas operações possuem 16 bytes e a operação é calculada de forma 
“paralela” sobre todo o vector. O vector de 16 bytes comporta 4 números inteiros de 4 
bytes, considerando que o cálculo está sendo feito sobre variáveis do tipo “int”. 
A Figura 11 apresenta um exemplo de programa que tem como objectivo a soma 
de dois vectores. No primeiro (soma escalar), a soma é efectuada a cada ciclo do for, 
sendo necessário quatro ciclos para calcular a soma de dois vectores de 4 elementos. No 
segundo caso (SIMD), com o uso de uma única instrução a soma é efectuada em todos 
os quatro elementos, sem necessidade de uso da instrução “FOR“. Neste caso, o ganho 
real de desempenho da operação foi de 4x, pois 4 somas foram efectuadas de uma única 
vez por uma única instrução (simd_add - Figura 11 - b), ao invés de 4 instruções 





Vetor int a[4] = {0, 1, 2, 3}  
Vetor int b[4] = {0, 1, 2, 3}  
Vetor int c[4] = {0, 0, 0, 0}   
for (int i = 0; 0<4; i++){    
       c[i] = a[i] + b[i]  
} 
Vetor int a[4] = {0, 1, 2, 3}  
Vetor int b[4] = {0, 1, 2, 3}  




É possível correr o programa da “Figura 11 – A” dentro do SPE, entretanto 
ocorre uma degradação do desempenho, pois cada instrução de soma presente no laço 
“for” é promovida a instrução vectorial em tempo de corrida, antes que possa ser 
calculada. Isto além de inserir atraso no processamento, constitui um desperdício da 
capacidade de processamento paralelo do SPE. Enviar um programa para execução nos 
SPEs sem que estes estejam vectorizados reduz drasticamente o potencial de 
processamento que pode ser obtido no CellBE, pois os SPEs não são optimizados para 
processar instruções não vectoriais. 
Dentro do processamento SIMD, não é possível misturar operações distintas 
dentro de uma mesma instrução, por exemplo, somar o primeiro elemento de um vector, 




O número de operadores possíveis em uma única instrução de cálculo SIMD 
depende do tipo que é usado. Um int necessita de 4 bytes para sua representação em 
memória (-2,147,483,648 -> +2,147,483,647) e por isso o registo de 16 bytes do SPU  
suporta a soma de 4 dados do tipo int em simultâneo. De forma similar, um signed short 
usa 2 bytes para sua representação, o que torna possível o cálculo de 8 elementos em 
simultâneo. 
Algumas premissas devem ser respeitadas para que a vectorização seja possível. 
Uma delas é respeitar a dependência dos dados. Por exemplo, a vectorização de um 
algoritmo que imprime a sequência de fibonacci não é possível, pois o cálculo do 
próximo número da sequência depende da soma dos dois últimos números já impressos. 
Neste caso, a soma do elemento n+1 depende da soma do elemento n-1 e n. Como não é 
possível expressar isso em termos de somas vectoriais, a vectorização deste algoritmo 
não é possível, e sua utilização não é recomendável no CellBE. 
É a combinação de processamento SIMD e paralelismo entre os SPEs que 
permitem ao processador CellBE alcançar altas taxas de processamento, não encontrado 






3.5  Limitações do CellBE na bioinformática  
Considerando as semelhanças e características encontradas em algoritmos de 
bioinformática, (S. Isaza at all, 2008) lista algumas dificuldades e limitações  
encontradas ao portar algoritmos de bioinformática para o CellBE. A lista abaixo 
apresenta estas limitações arquitecturais do CellBE, que precisaram ser tratadas ao 
portar o PepProg, como forma de evitar ou minimizar seu impacto negativo sobre o 





Acesso a dados não-alinhados: Para efectuar as operações carregar e gravar na 
memória, é necessário que os dados estejam alinhados em memória. Quando isto 
não é explicitamente tratado pelo programador, o compilador adiciona algumas 
instruções extras de acesso a memória e “shifts“ para que os dados sejam 
correctamente alinhado. Quando ocorre uma situação como esta no Kernel de 
uma aplicação, o programa sofre uma dramática perda de desempenho. Construir 
um algoritmo onde os dados utilizados estejam alinhados em memória é uma 
tarefa dolorosa e que aumenta a complexidade no desenvolvimento, mas é uma 
actividade necessária dentro do CellBE. 
Cálculo de operações escalares: A arquitectura do SPE foi projectada para o 
processamento vectorial. Seus registos internos, de 128 bits possibilitam o 
cálculo de vectores de dados, podendo fazer o cálculo simultâneo de 4 operações 
inteiras (32 bits) em simultâneo. Seu conjunto de instruções está restrito às 
operações vectoriais, ou seja, que operam sobre vectores. Devido a esta natureza 
vectorial, as operações escalares sofrem uma penalidade ao serem executadas no 
SPE. Além de calcular, por exemplo, uma única operação inteira, quando 
poderia calcular 4, o processador necessita de mais instruções para cumprir a 
tarefa, pois o compilador insere tais instruções para garantir que os operadores 
estejam posicionados correctamente dentro dos registos (vectores) do SPU, o 
que acaba por se traduzir numa significativa perda de desempenho.  
A vectorização do algoritmo é uma tarefa necessária para que os programas 
possam extrair todo o desempenho que o CellBE tem a oferecer. 
Ausência de instrução para calcular um máximo entre 2 ou mais valores: O SPE 
não possui em seu conjunto de instruções uma que possibilite calcular o maior 
valor entre dois ou mais operandos (função “Max()“). Para que isso ocorra, é 
necessário usar duas instruções, o que torna o conjunto de instruções do SPE 
particularmente limitado, pois não é difícil encontrar tais situações em 
programas. 
Saturated Arithmetics: Não existe suporte no ISA para cálculos de aritmética 
“saturada”. Tais operações visam definir o resultado de uma operação que 
extrapole o limite do tipo de dado utilizado como o valor máximo ou mínimo do 
tipo utilizado, evitando condições de overflow. Para tratar esta deficiência, estas 
ocorrências devem ser previstas pelo programador, que a depender do tipo 
utilizado, pode inserir uma sobrecarga de até 9 instruções adicionais no 




detectar situações de overflow, ao contrário do SPE, onde todo o suporte deve 
ser provido por software. 
Branch Prediction: Testes condicionais forçam o processador a assumir uma 
alternativa como verdadeira para evitar que a conduta seja preenchida por 
NOOPs (No Operation). Quando uma alternativa incorrecta é assumida pelo 
processador, a penalização pelo erro é de 18 ciclos. Para evitar tal situação, é 
possível sinalizar ao compilador com uma dica de qual valor lógico o 
processador deverá assumir por defeito. Entretanto nem sempre é possível fazer 
esta previsão com antecedência. 
  
Branch Predictions podem ser encontrados não só em testes condicionais, como 
também em laços de repetição, pois as condições de saída dos laços são também 
testes condicionais efectuados a cada iteração do laço.  
Deve-se buscar sempre desenhar o algoritmo de forma que os testes condicionais 
sejam testados utilizando instruções SIMD ou sempre que possível, erradicando 
ou reduzindo seu uso dentro do algoritmo. 
  
Uma forma eliminar testes condicionais é através do cálculo dos dois caminhos a 
percorrer (THEN e ELSE) e em seguida seleccionar o resultado através de uma 
instrução vectorial de selecção. 
Tamanho da Local Store: a memória presente no SPE é de apenas 256KB. Tal 
característica torna complexo o desenvolvimento para o SPE, pois é difícil a 
tarefa de calcular o espaço necessário pelo algoritmo antes deste ser posto a 
correr no SPE. Além disto, é preciso fazer uma boa estimativa do espaço 
disponível para ser ocupado pelos dados que serão processados. A gestão do 
espaço no LS em tempo de corrida para melhorar o particionamento dos dados 
pode ser uma tarefa custosa e complicada de implementar. 
Conjunto limitado de instruções para processamento 8 bits: a biblioteca em C 
disponibilizada pelo SDK da IBM não inclui um conjunto rico de funções para 
processar dados em 8 bits. O tipo mais suportado é o de 32 bits. 
3.6  Limitações do CellBE no Playstation 3 
O PS3 constitui um boa plataforma para a aprendizagem de computação paralela 





• é o hardware de menor custo no mercado que comporta um processador 
CellBE. 
• permite a instalação de qualquer distribuição de Linux compilada para a 
plataforma PowerPC / PowerPC 64. 
• é compatível com qualquer programa que venha correr na plataforma 
Linux/PowerPC. 
• permite a instalação do SDK de desenvolvimento para processadores  
CellBE disponibilizado pela IBM.  
 Apesar dessas vantagens, algumas limitações restringem o uso de todo o 
potencial oferecido pelo processador CellBE na consola PS31: 
2 dos 8 SPEs são desabilitados de fábrica: o processador CellBE possui 8 núcleos de 
processamento vectorial, chamados SPEs, onde cada um é capaz de actuar sobre 
2 registos de 16 bytes num único ciclo de relógio, o que permite atingir um 
desempenho teórico de 2 (registos) x 4 (single precision numbers) x 3.2 GHz = 
25.6 Gflops/s. Multiplicando por 8 SPEs, temos uma capacidade teórica de 
processamento de 204.8Gflops/s. 
Entretanto, um dos SPEs é desabilitado de fábrica. O segundo núcleo SPE 
desabilitado é utilizado pelo hypervisor, que limita o acesso ao hardware do PS3. 
Levando em consideração que 2 dos 8 SPEs não estão disponíveis para uso, 
temos uma redução no pico de desempenho esperado pelo conjunto de 204.8 
Gflops/s para 153.6Gflops/s. 
Baixo desempenho na comunicação em rede: o hypervisor é um componente que 
actua entre o sistema operativo e o hardware, restringindo o acesso a algumas 
partes da PS3 como por exemplo, a placa de vídeo. Apesar do hypervisor ser 
transparente ao programador que usa a PS3 para desenvolver aplicações 
paralelas, sua existência introduz latência na comunicação em rede, fazendo com 
que sua capacidade de transferência seja apenas uma parte do teórico esperado 
para uma interface Gigabit Ethernet. (Kurzak et all, 2008) indica que a 
degradação de desempenho na comunicação MPI no PS3 seja de 35% (65% do 
esperado), devido a presença do Hypervisor, que introduz latência na 
comunicação. Esta característica deve ser levada em consideração no projecto de 
aplicações paralelas, pois um elevado custo na comunicação entre máquinas de 





um Grid podem degradar o desempenho final da sistema a ponto de inviabilizar 
ou limitar sua utilização em Grid, conforme pode ser observado no exemplo 
apresentado por (Butari et al., 2007). 
Apenas 256MB de memória RAM: Os PS3 vêm com apenas 256MB de memória 
RAM, não sendo possível aumentar esta capacidade. Pouca memória RAM 
significa mais busca em disco por dados em aplicações que necessitam de uma 
massa crítica de dados. Esta busca em disco pode fazer com que o processador 
fique mais tempo ocioso na espera pelos dados. 
Imprecisão de valores reais quando arredondados: Esta limitação ao CellBE e não 
está restrito do PS3. Valores reais (ex: C float datatype) são arredondados 
usando o método de truncar no bit menos significativo. Quando o processador 
CellBE encontra um valor real cuja representatividade exceda os limites 
oferecidos pelo tipo usado (ou seja, quando existem mais casas decimais do que 
o tipo é capaz de comportar), seu valor é “truncado” no bit menos significativo, 
fazendo com que este método seja menos preciso do que o método de 
arredondamento convencional. 
Além disto, um valor muito próximo a zero que não pode ser representado pelo 
tipo usado são tidos como “0”, enquanto que um NaN (Not a Number) é tratado 
como um número normal. 
Baixo desempenho em aritmética de dupla precisão: A estimativa de 153.6 Gflops/s 
é válida para cálculos aritméticos sobre números de simples precisão (ex: C float 
datatype). Quando utilizado em dupla precisão (ex: C double datatype) o 
desempenho cai para 11 Gflops/s. Implementações mais recentes do CellBE na 
linha de servidores CellBlade já minimizaram este problema, e apresenta melhor 




Capítulo 4  
Análise e Desenho Arquitectural  
Este capítulo apresenta o resultado da análise realizada sobre o algoritmo 
original do PepProg, identificando as rotinas críticas para optimização. Com o resultado 
deste estudo, é sugerida a implementação de 2 conjuntos de propostas arquitecturais. A 
primeira visa estabelecer uma estratégia de vectorização que seja alinhada com as 
exigências arquitecturais do CellBE. A segunda visa sugerir diferentes estratégias de 
paralelização do algoritmo vectorizado, numa perspectiva que abrange a utilização de 
uma ou mais PS3. 
Com a análise do algoritmo e a sugestão de propostas arquitecturais de 
vectorização e paralelização, é apresentada a estratégia de implementação adoptada 
neste estudo. 
4.1  Análise do PepProg 
A primeira tarefa na paralelização de um algoritmo é identificar qual a função ou 
trecho do algoritmo que requer mais tempo de processamento. Esta avaliação foi feita 
no algoritmo original do PepProg utilizando a ferramenta de perfilamento gProf 
(Graham et al., 1982). Após correr o PepProg em modo de treino utilizando 2000 
iterações, foi notado que 99,9% do tempo de processamento do algoritmo foi gasto na 
execução das actividades “Interpretar Proteína” e “Correr Pepdide Program”. Não foi 
possível obter o tempo separado destas duas actividades pois no algoritmo original elas 
não estão separadas: à medida que cada AA é traduzido em instrução de acordo com o 
ISA, esta é posta para correr como parte de um Pepdide Program. 
Considerando que o tempo de processamento das outras actividades do PepProg 
é um valor muito baixo (apenas 0,01% em 2000 iterações), pode-se então concluir que 
as actividades “Interpretar Proteína” e “Correr Pepdide Program”  constituem o alvo 




Conforme apresentado no capítulo anterior, para aproveitar o desempenho 
potencial da arquitectura do CellBE, é fundamental explorar uma abordagem de 
paralelização que envolva processamento vectorial. Também é preciso observar que as 
operações condicionais não possíveis de serem expressas como instruções vectoriais, 
devem ser processadas fora do SPEs para evitar a degradação do desempenho da 
aplicação.  
 A actividade “Interpretar Proteína” envolve traduzir cada AA encontrado nas 
proteínas em instruções de acordo com o ISA utilizado na iteração. A função no 
algoritmo que faz a consulta de cada AA dentro do ISA utiliza de forma intensiva testes 
lógicos, e por este motivo, é indicada para correr fora dos SPEs. A actividade de “Correr 
Pepdide Program” entretanto, pode ser transferido para dentro dos SPEs, desde que 
possa ser expressa em termos de instruções vectoriais. 
Seguindo esta premissa, o primeiro ajuste necessário no algoritmo original para 
adaptá-lo ao processamento paralelo no CellBE passa a ser separar as tarefas de 
“Interpretar Proteína” de “Correr Pepdide Program”, para que possa ser possível correr 
cada actividade independentemente. A primeira seria atribuída ao PPE, que se 
encarregaria de vectorizar o Pepdide Program para correr no SPE.  
Como os Pepdide Programs não são compostos por da forma como são 
construídos no algoritmo original do PepProg não estão vectorizados, não estão aptos 
para execução optimizada nos SPEs; o conjunto de instruções permitidos pela máquina 
virtual ( Tabela 1 e  Tabela 2) não constituem instruções vectoriais, e 
modificar este conjunto de instruções para um conjunto aceite pelo SPE poderia 
modificar o comportamento do algoritmo PepProg, não constituindo uma opção válida 
pela proposta deste estudo. 
Portanto, o desafio central da optimização do algoritmo PepProg para correr de 
forma paralela na arquitectura CellBE passa a ser identificar uma ou mais propostas de 
vectorização das actividades “Interpretar Proteína” e “Correr Pepdide Program”. 
Conforme visto anteriormente, a primeira faz uso intensivo de instruções condicionais 
para interpretar as proteínas em Pepdide Programs, não sendo adequado para correr nos 
SPEs. Não foi identificado neste estudo uma forma de vectorizar esta interpretação, e 
portanto, foi assumido que esta actividade deveria correr no PPE. 
A actividade “Correr Pepdide Program” passa a ser então o alvo da vectorização, 




4.2  Propostas de Vectorização 
4.2.1  Proposta 1: Agrupamento por Aminoácido 
Considerando que a transformação do conjunto de instruções da máquina virtual 
(Tabela 1 e Tabela 2) em instruções vectoriais não aparece como uma alternativa válida, 
é preciso identificar um outro meio de vectorizar o processamento dos Pepdide 
Programs.  
A forma encontrada foi traduzir cada instrução sequencial encontrada nos 
Pepdide Programs em instruções vectoriais. Esta tradução ocorre durante o 
processamento da etapa “Interpretar Proteínas” (Figura 4).  
 
A tradução das instruções sequenciais em vectoriais ocorre em 3 etapas. Para 
facilitar o entendimento desta proposta, imagine que as proteínas estão dispostas 
horizontalmente, alinhadas pelo primeiro aminoácido de sua sequência (Figura 13a). 





dispostos na sequencia, entretanto, para a vectorização, isso gera um problema: não é 
possível processar um aminoácido M antes do aminoácido M-1 ter sido processado. 
Como forma de contornar esta dependência de dados e possibilitar a 
implementação da vectorização nos Pepdide Programs, foi estabelecido que as proteínas 
seriam processadas numa série de iterações, onde cada iteração M processa o M-ésimo 
aminoácido de todas as proteínas do conjunto de tese. Agindo desta forma, será possível 
construir vectores de dados para processamento sem que haja o problema da 
dependência dos dados, pois ela seria garantida pelo mecanismo de processamento em 
iterações. 
Como resultado da tradução dos aminoácidos da iteração 1, obtemos um 
conjunto de Pepdide Programs, cada um representando um aminoácido da iteração 1, 
(Figura 13b). Observe que o número de Pepdide Programs gerados por uma iteração 
corresponde ao número de aminoácidos encontrados naquela iteração, e que esta 
quantidade pode variar conforme a iteração, pois as proteínas possuem tamanhos 
distintos. 
Entretanto, mesmo dentro dos Pepdide Programs, ainda encontramos 
dependência de dados semelhante a encontrada na Figura 13a: cada aminoácido é 
traduzido em 4 instruções; condicional (C1) – operação (O1) – condicional (C2) – 
instrução (O2). Para que C2 e O2 possa ser processado, é preciso que C1 e O1 seja 
processado primeiro. Para resolver esta dependência, é preciso processar o Pepdide 
Program em 2 sub-iterações: a primeira processa C1 e O1, e a segunda processa C2 e 
O2. 
De se notar que as iterações e sub-iterações aqui discutidas não são aquelas 
definidas quando o PepProg é posto a correr em modo de treino (Figura 4). No caso da 
Figura 4, cada iteração testa um ISA diferente, enquanto que a iteração da proposta aqui 
apresentada, constitui numa etapa de interpretação do M-ésimo AA de cada proteína. 
Pode-se dizer que o número de iterações necessárias para processar todos os 
aminoácidos do conjunto de tese na proposta aqui apresentada constitui uma única 
iteração de teste do ISA, no contexto da (Figura 4). 
Conforme visto nos capítulos anteriores, as proteínas são constituídas por um 
conjunto de 23 tipos distintos de aminoácidos. Nesta etapa do processamento (Figura 
13b), cada Pepdide Program corresponde a um aminoácido, existindo 23 tipos diferentes 
de Pepdide Program. A diferença entre 2 Pepdide Programs do mesmo tipo esta apenas 
nos valores das variáveis; o conjunto de instruções (C1, O1, C2. O2) é exactamente o 




13c). Segundo a Proposta 1 de vectorização, cada par de instrução C1O1 dos Pepdide 
Programs que correspondem ao mesmo aminoácido é transformado em um workgroup. 
Numa segunda sub-iteração, o mesmo ocorre com o par C2O2.  
Todos as actividades descritas até aqui objectivam a construção de workgroups. 
Um workgroup é constituído por um programa optimizado para correr no núcleo de 
processamento vectorial do PPE e/ou nos SPEs, e um conjunto de vectores de dados que 
será processado por este programa. 
Agindo da forma descrita acima, a etapa da Figura 13c gera dois conjuntos de 23 
workgroups, sendo um conjunto para cada sub-iteração. Cada workgroup pode ser então 
enviados aos 6 SPEs para processamento paralelo. Ao final da execução, o Workgroup 
retorna ao PPE com o resultado do processamento. O resultado do processamento é 
então copiado para os respectivos registos das proteínas, antes que a próxima sub-
iteração possa ser calculada. 
Em resumo, a proposta 1 constitui uma opção de paralelização do PepProg 
baseada na construção de workgroups que podem correr de forma paralela nos 6 SPEs 
e/ou no núcleo de processamento vectorial do PPE. A construção do workgroup ocorre 
no PPE, representando a actividade de “Interpretar Proteínas” da Figura 4. Sua execução 
nos SPEs e/ou na unidade de processamento vectorial do PPE representa a etapa de 
“Correr Pepdide Programs”.  
A proposta apresentada tem como objectivo traduzir o processamento sequencial 
do PepProg em processamento vectorial em tempo de execução, com vistas a permitir 
explorar aquelas componentes do CellBE que são optimizadas para processamento 
vectorial: os SPEs e o núcleo de processamento vectorial do PPE. Espera-se desta forma 
que o algoritmo tenha um melhor desempenho ao ser posto para correr no CellBE.  
4.2.2  Proposta 2: Agrupamento por instrução 
Toda a mecânica apresentada na Figura 13a e Figura 13b pode ser aplicada na 
proposta 2. A principal diferença ocorre no momento de traduzir os Pepdide Programs 
para workgroups (equivalente a actividade Figura 13c da proposta 1). 
No caso da proposta 2, os Pepdide Programs não são agrupados pelo tipo do 
aminoácido que representam, e sim pelo tipo da próxima instrução a ser executada. Isto 
faz com que as operações C1, O1, C2, O2 de um Pepdide Program sejam processadas 
em 4 sub-iterações: uma para cada instrução que ocorre nos Pepdide Programs.  
Desta forma, a primeira sub-iteração agrupa todos as instruções C1 de todos os 




agrupa todos as instruções O1 de todos os Pepdide Programs que possuem a mesma 
operação, e assim consecutivamente até a última sub-iteração que trata o O2. 
Observe que existem 4 tipos de testes condicionais (NOCOND, IFE, IFL,IFGE) 
(Tabela 1) e 4 tipos de operações (NOP, ADDR, ADDV, SUBR) (Tabela 2). Como as 
operações NOCOND e NOP não precisam ser processadas, acabam por não gerar 
workgroups. Ao traduzir os Pepdide Programs para workgroups segundo esta 
perspectiva, cada sub-iteração da proposta 2 vai gerar 3 workgroups de processamento: 
uma para cada tipo de instrução encontrada na máquina virtual. 
Observe que, mesmo trabalhando com 4 sub-iterações de 3 workgroups cada, 
podemos processar as duas primeiras sub-iterações em paralelo e as duas últimas sub-
iterações em paralelo, isto porque não é preciso esperar o resultado de um teste 
condicional para executar sua operação subsequente, pois caso o teste condicional seja 
avaliado como “false”, o resultado da operação pode ser descartado. 
Como resultado, observamos que os workgroups da proposta 2 podem ser postos 
para correr nos 6 SPEs em grupos de 6 workgroups, o que acaba por facilitar a tarefa de 
distribuir os workgroups entre os SPEs, por existir uma relação de 1/1. 
O workgroup da proposta 2 difere da proposta 1 por possuir apenas 1 operação 
vectorial, e 3 vectores de dados, dois deles constituindo os operandos e o terceiro é 
utilizado como resultado. 
A utilização de apenas 6 workgroups os tornam maiores em termos de 
processamento do que os Workgroups encontrados na Proposta 1. Entretanto, se for 
somada a quantidade de processamento das duas propostas, elas apresentam 
exactamente a mesma quantidade. Assim, a Proposta 2 aparece como uma alternativa 
onde existem menos Workgroups de maior tamanho, e permite facilitar a distribuição de 
trabalho para cada um dos 6 SPEs presentes na PS3.  
Com workgroups maiores, é preciso controlar o seu tamanho máximo, pois os 
SPEs possuem apenas 254KB de Local Store, e caso um Workgroup ultrapasse este 
tamanho, é preciso particioná-lo em 2 ou mais. Esta preocupação também está presente 
na proposta 1, mas como o tamanho médio dos workgroups da proposta 1 são menores, 
é plausível que esta situação seja menos frequente. 
4.3  Propostas de Paralelização 
Foram identificadas 4 opções de paralelização do algoritmo: Multi-Core Single-





Single-Core Single-Machine (SCSM): Nesta versão está previsto o uso de uma 
consola PS3. Apesar do processador ser composto por 1 PPE e 6 SPEs, a 
implementação do SCSM fará uso apenas do PPE, e de seu núcleo de 
processamento vectorial interno. Neste caso o paralelismo de núcleos não será 
contemplado, pois o objectivo da implementação do SCSM é validar as duas 
propostas de vectorização apresentadas e escolher aquela que apresenta melhor 
desempenho para ser utilizada nas implementações seguintes.  
 E esperado que o processamento vectorial nesta implementação seja entregue ao 
núcleo de processamento vectorial do PPE, que segue um conjunto de instruções 
vectoriais semelhantes ao do SPE. Nesta implementação, os Workgroups não 
deverão correr de forma paralela, mas será possível avaliar o desempenho 
teórico das propostas 1 e 2 numa suposta implementação Multi-Core.  
Multi-Core Single-Machine (MCSM): Semelhante a proposta do SCSM, entretanto os 
workgroups serão transferidos para o LS de cada um dos 6 núcleos SPEs, antes 
que possam ser corridos. O resultado obtido é enviado de volta ao PPE para que 
possa consolidar os dados, antes que a próxima sub-iteração seja posta para 
correr novamente.  
Single-Core Multi-Machine (SCMM): Nesta versão serão utilizadas 3 PS3 para 
efectuar o processamento dos Pepdide Programs. De forma análoga ao Single-
Core Single-Machine, apenas o PPE e seu núcleo interno de processamento 
vectorial será utilizado. O PPE precisará assumir a tarefa de comunicação entre 
os PS3, fazendo uso possivelmente da biblioteca MPI. 
  Aqui existem duas possibilidades de particionamento do processamento: pode-se 
optar por particionar o ficheiro de proteínas entre as PS3 e comunicar o resultado 
do processamento das actividades de “Interpretar Proteínas” e “Correr Pepdide 
Programs” para um PS3 escolhido como o centralizador do processamento do 
restante das actividades da Figura 4; ou um PS3 pode assumir a tarefa de 
“Interpretar Proteínas” com os outros 2 PS3 actuando somente na actividade de 
“Correr Pepdide Program”. Colocando de outra forma, uma PS3 criaria os 
Workgroups, e as outras duas actuariam pondo estas Workgroups para correr. 
Eventualmente, a PS3 que actua como nó central poderia também dividir com as 
outras PS3 a tarefa de correr os Workgroups.  
 No primeiro caso, todas as PS3 utilizadas na grade terão funções semelhantes de 
comunicação, preparação e execução dos Workgroups, ficando apenas uma com 




caso, a preparação dos Workgroups fica concentrada em apenas uma das PS3, 
sendo as outras destinadas ao processamento dos Workgroups enviados. 
Multi-Core Multi-Machine (MCMM): Nesta implementação, o processamento será 
distribuído entre as 3 PS3 que fazem uso (cada uma) de 6 SPEs. O PPE ficara 
responsável pela coordenação do processamento, criação dos Workgroups e 
comunicação entre os PS3. De forma semelhante a versão SCMM, existem 2 
possibilidades de particionamento a serem avaliadas (particionamento por 
workgroup ou particionamento do ficheiro de proteínas). 
4.4  Estratégia de Implementação 
 Primeiro serão implementadas as duas propostas de vectorização citadas acima. 
As duas implementações serão feitas utilizando a proposta de paralelização SCSM e 
avaliadas para escolha da opção de vectorização que apresente o melhor desempenho. 
De acordo com a avaliação realizada, as versões seguintes serão implementadas na 
ordem que foram apresentadas: MCSM, SCMM e por fim MCMC. Conforme 
apresentado no capítulo de introdução, as 3 propostas que envolvem paralelismo entre 
núcleos só serão implementadas caso o desempenho da implementação do SCSM seja 
semelhante ou melhor que o processamento do algoritmo PepProg original.  
4.5  Resumo 
 Este capítulo analisou o algoritmo original do PepProg e identificou as rotinas 
que devem ser optimizadas: “Interpretar Proteína” e “Correr Pepdide Program”. 
Conforme observado no capítulo anterior, o componente do CellBE responsável pelo 
processamento massivo de dados é o SPE, sendo preciso adaptar os programas que se 
propõem a correr nele para que contenha apenas instruções vectoriais. Conforme análise 
do algoritmo PepProg, apenas a rotina “Correr Pepdide Program” poderia ser 
vectorizada, pois a actividade “Interpretar Proteínas” faz uso intensivo de instruções 
condicionais para construir os Pepdide Programs, não sendo apropriada sua execução 
nos SPEs. 
 Com vistas a tornar os Pepdide Programs programas vectoriais antes de serem 
postas para correr, duas propostas foram apresentadas. A primeira seria baseada no 
conceito de agrupamento por aminoácidos, e a segunda baseada no conceito de 
agrupamento por instrução. 
 Este capítulo também apresentou 4 propostas de paralelização que podem ser 




 Foi definido que as duas propostas de vectorização seriam testadas num 
ambiente Single-Core Single-Machine, onde apenas o núcleo PPE e sua unidade interna 
de processamento vectorial seria utilizada. Como resultado deste teste, seria definida a 
melhor proposta de vectorização para ser utilizada na implementação das propostas 








Capítulo 5  
Implementações realizadas 
 Este capítulo apresenta o ambiente de desenvolvimento e uma visão mais 
detalhada do algoritmo original do PepProg num nível que permita compreender as 
modificações inseridas no algoritmo original para torna-lo vectorizado. 
 Em seguida, é demonstrado detalhes da implementação de cada proposta de 
vectorização, implementada dentro da proposta arquitectural de paralelização SCSM. 
5.1  Ambiente de Desenvolvimento 
 O ambiente utilizado na implementação do SCSM é composto por um 
computador Core 2 DUO 2.4 com 2 GB de RAM e um PS3, ambas interligadas por uma 
rede utilizando uma conexão SSH. O sistema operacional utilizado em ambos foi o 
Linux Fedora Core 9. Adicionalmente, foram instalados todos os pacotes presentes no 
Cell SDK 3.1 em ambas as máquinas. 
 O computador conta com a instalação do Eclipse IDE (presente no SDK da 
IBM). Neste ambiente foram desenvolvidos os exemplos, que são compilados 
localmente e postos para correr remotamente no PS3. O Eclipse contêm adaptadores que 
facilitam a tarefa de transportar os programas compilados no computador para o PS3 
utilizando uma conexão SSH. Este mesmo adaptador se encarrega de inicializar o 
programa transportado e correr, apresentando os resultados numa console. 
 O pacote Eclipse IDE presente no SDK contém também alguns programas de 
exemplo para o CellBE; alguns templates de projecto que facilitam a configuração e 
construção dos makefiles; e integração com o simulador do CellBE e com o próprio PS3 











typedef struct protein { 
 int seq_siz; 
 char *seq; 
 char *name; 
} Protein; 
 
Protein *prots_ok, *prots_nok, *prots_test; 
Instruction Set Assignment (ISA) 
typedef struct the_code { 
 int ninst; 
 Instruction *insts; 
}The_code 
typedef struct instruction { 




//N_AA = 23 Aminoacidos 
Estruturas constantes auxiliares 
typedef struct cond_code { 
 int cond, r1, r2; 
} Cond_code; 
 
typedef struct op_code { 








5.2  Detalhamento do Algoritmo do PepProg original 
  Para processar as proteínas como um programa computacional, é necessário 
criar uma representação em memória para as proteínas, bem como definir estruturas de 
dados que permitam a tradução de cada um dos 23 tipos aminoácidos (AA’s) para as 
suas respectivas instruções. Estas estruturas que compõem o algoritmo original do 
PepProg são apresentadas na Figura 14. 
 A estrutura Protein representa uma proteína, sendo composta pelos campos 
seq_size (quantidade de AAs presente na proteína), seq (a sequencia física de AA, onde 
cada tipo de AA é representado por um char distinto) e name (utilizado para indicar o 
nome da proteína). Todas as proteínas utilizadas no conjunto de teste são apontadas em 
memória pelas variáveis prots_ok (proteínas positivas, utilizado apenas no modo de 
treino), prots_nok (proteínas negativas, utilizado apenas no modo de treino) e prots_test 
(utilizado apenas quando o algoritmo esta correndo em modo de teste). O acesso a cada 
proteína é realizado utilizando um índice de vector dinâmico sobre estas variáveis. A 
relação de proteínas é passada ao PepProg pelo utilizador em forma de ficheiro quando 
este é posto para correr. Um exemplo de ficheiro com 3 proteínas é apresentado na 
Figura 3.  
 O Instruction Set Assignment (ISA) utilizado para traduzir cada AA em 
instruções computacionais são representados em memória pelas estruturas The_code e 
Instruction. O ISA é disponibilizado para acesso indexado como um vector do tipo 
The_Code, contendo 23 itens, correspondentes a cada um dos 23 tipos de aminoácidos 
existentes. Após traduzir uma proteína em programa computacional, este passa a ser 
chamado de Pepdide Program. 
 Ao correr o PepProg no modo de treino, é possível definir quantas instruções 
cada AA deverá conter. Por motivo de simplificação das implementações 
vectoriais/paralelas deste estudo, foi assumido que este número seria fixo em 2 
instruções por aminoácido. O número 2 não compromete o poder de classificação, 
conforme verificado por (Falcão, 2008) como um número que faz o algoritmo PepProg 
apresentar os bons resultados na classificação de proteínas sem comprometer o 
desempenho. 
 Cada instrução por sua vez é constituída por um teste condicional e uma 
operação, conforme apresentado em capítulos anteriores. Conforme apresenta as  Tabela 
1 e  Tabela 2, existem 4 instruções condicionais e 4 instruções distintas de operação 
que a máquina virtual que corre o Pepdide Program é capaz de aceitar. Desta forma, 




gerar 256 combinações distintas de instruções. De forma análoga, as 4 operações 
quando combinadas com os 8 registos são capazes de gerar 256 instruções distintas. 
Este universo combinatorial é representado em memoria em duas tabelas (ver Figura 
15); cond_table e opcond_table; que possuem o formato definido pelas estruturas de 
dados Cond_code e Op_cod.  
 
0 - cond:0; r1:0; r2:0; 
 1 - cond:0; r1:0; r2:1; 
... 
 7 - cond:0; r1:0; r2:7; 
 8 - cond:0; r1:1; r2:0; 
... 
13 - cond:0; r1:1; r2:5; 
14 - cond:0; r1:1; r2:6; 
... 
244 - cond:3; r1:6; r2:4; 
245 - cond:3; r1:6; r2:5; 
... 
254 - cond:3; r1:7; r2:6; 




Quando o PepProg corre no modo de treino ele está em busca de um ISA que 
permita classificar melhor o conjunto de proteínas indicados pelo utilizador no ficheiro 
de proteínas. A princípio, um ISA completamente aleatório é criado e optimizado a cada 
iteração através de um conjunto de modificações aleatórias. Estas modificações são 
efectuadas a cada iteração do PepProg (Figura 4) sobre a estrutura que representa o ISA 
(aa_code) e testadas contra o conjunto de proteínas. Uma modificação do ISA é alterar 
o programa para um dos aminoácidos escolhido aleatoriamente: depois de escolhido o 
aminoácido, é feito um sorteio de dois números entre 0 e 255, que é então substituído 
nos campos cond e opcode da instrução que consta no aminoácido escolhido, que acaba 
fazendo com que uma instrução do ISA aponte para outro índice da tabela cond_table e 
opcode_table.  
O melhor ISA encontrado ao final do processamento do PepProg no modo de 




que ocorre quando o PepProg corre no modo de teste. Esse ficheiro binário contém os 
índices da estrutura do ISA (aa_code) de cada um dos 23 aminoácidos.  
5.3  Algoritmo do Single-Core Single-Machine (SCSM) 
As aplicações projectadas para execução sobre arquitecturas tradicionais, como 
o programa PepProg em sua versão original, precisam ser adaptados para execução 
vectorial (SIMD) e paralela. Nesta versão do algoritmo (SCSM), foi estudado apenas 
como adaptar o PepProg em sua implementação original para o processamento vectorial 
apesar das estruturas de dados sugeridas para esta implementação estarem preparadas 
para o processamento paralelo das implementações multicore, através da estrutura de 
workgroups apresentada na Figura 13.  
As secções seguintes apresentam as estruturas de dados definidas para cada 
proposta de vectorização, e a secção principal do algoritmo. 
Proposta 1: agrupamento por aminoácidos 
 Para alcançar a vectorização, foi necessário estudar a dependência existente 
entre os dados manipulados pela aplicação. Foi notado, por exemplo, que cada proteína 
constitui um programa que é montado dinamicamente em memória de acordo com a 
ordem física de seus aminoácidos, e que estas instruções operam sobre um grupo de 8 
registos. Neste cenário não é possível processar o próximo AA de uma proteína sem ter 
calculado o anterior, pois os valores dos registos podem mudar após o processamento de 
cada aminoácido. Como não é possível paralelizar o processamento de uma proteína 
devido a dependência de dados existente entre os aminoácidos que devem ser 
processados sequencialmente, torna-se necessário encontrar uma outra alternativa. 
 Conforme apresentado na secção 4.2 duas propostas foram identificadas, onde a 
ideia seria processar o N-ésimo AA de cada proteína, ao invés de processar uma 
proteína de cada vez conforme faz o PepProg em sua implementação original. Actuando 
desta forma, torna-se possível paralelizar o processamento pois o processamento de um 
aminoácido de uma proteína não interfere no processamento de outra proteína.  
 Um inconveniente deste método é que torna-se necessário manter em memória 
os registos de cada proteína processada. Como cada proteína tem 8 registos e segundo o 
método SCSM elas precisam ser processadas simultaneamente, então quanto maior for 
o número de proteínas do conjunto de teste, maior será o espaço requerido em memória 
para guardar os registos. O espaço requerido em memória pode ser calculado pela 
fórmula (NPP + NPN) * 8 * 4, onde NPP é o número de proteínas positivas do conjunto 




de registos de cada proteína e 4 é o número de bytes ocupados por cada registo em 
memória.  
 A proposta de agrupamento por aminoácidos busca criar Workgroups de 
processamento que constituem blocos de trabalho de processamento vectorial. Como o 
ISA traduz cada aminoácido num mesmo conjunto de instruções, então torna-se 
possível utilizar processamento vectorial para processar os dados de cada Workgroup. 
Estes dados são constituídos pelos valores dos registos de cada proteína que tem o seu 
aminoácido processado dentro de um Workgroup. O processamento que será realizado 
dentro de cada Workgroup é ditado pelo ISA utilizado na iteração actual. 
 Para processar os dados dessa forma, foi necessário utilizar estruturas de dados 
diferentes das observadas na versão não paralela do PepProg apresentada na Figura 14. 
É necessário, por exemplo, ter uma estrutura de dados que representasse cada programa 
a ser executado (Work_group). A estrutura de dados que representa o Workgroup é 
apresentada na Figura 16.  
A estrutura que representa as proteínas em memória (Protein) teve de ser 
modificada, para incluir a posição actual do aminoácido que será processado na 
iteração. As variáveis isProcessing e hasTerminated são usadas pelo algoritmo para 
monitorar o status do processamento da proteína e saber quando a proteína terminou o 
processamento de todos os seus AAs. Estas variáveis são utilizadas quando o algoritmo 
está montando os Workgroups. 
A variável AA da estrutura Work_group indica qual o tipo de aminoácido que o 
Work_group representa. O programa que será corrido pelo Work_Group é determinado 
pelo ISA, sendo mantida uma cópia referente ao processamento do AA dentro da 
variável AA_Program.  A variável Count é utilizada para contar a quantidade de 
proteínas que terão seus aminoácidos processados dentro do Workgroup e a variável 
Pos constitui um vector que contém índices para o vector de proteínas (do tipo Protein) 
do conjunto de teste. 
Nesta proposta 1, os vectores de dados utilizados para o processamento SIMD 
não residem dentro do Workgroup. Estas estruturas são criadas em rotinas específicas 
após a construção dos Workgroups, e postas para correr no núcleo de processamento 
vectorial PPE.  
Para implementação desta Proposta 1, optou-se por contemplar apenas o modo 
de teste do PepProg, que corresponde a uma iteração de teste do ISA. Esta decisão foi 
assumida por permitir acompanhar melhor os resultados obtidos para garantir que não 




corremos o PepProg original no modo de teste para certificar quantas proteínas do 
conjunto de teste foram avaliadas como verdadeira de acordo com o ISA utilizado, 
podemos assumir o mesmo resultado para a implementação da proposta 1. Por outro 
lado, se utilizamos o modo de treino, não seria possível validar os resultados obtidos 
através da contagem de proteínas avaliadas como verdadeira, pois a componente 
aleatória do ISA entraria em questão a cada iteração, produzindo resultados distintos de 
processamento independente do cenário executado ser o mesmo, tornando impossível a 
verificação do algoritmo. 
 A implementação do modo de teste não impede a verificação do desempenho do 
algoritmo no modo de treino, pois pode-se assumir que como o modo de treino constitui 
a repetição do algoritmo do modo de teste pelo número de vezes quantas forem os 
números de iterações solicitadas pelo utilizador. Desta forma, o tempo de execução de 
uma iteração de teste já dá um indicativo da performance do algoritmo no modo de 
treino. 
typedef struct protein { 
 int seq_siz; 
 char *seq; 
 char *name; 
 char hasTerminated; 
 char isProcessing; 
 int actualAA; // Indice do AA em processamento 
} Protein; 
 
typedef struct work_group { 
 char AA;    //Aminoacido que o workgroup representa 
 int count;  //Numero de proteinas no grupo 
 int *pos;   //Posicao da proteina no vetor de proteinas 




typedef struct work_group_queue { 
 struct work_group_queue *next; 






O corpo principal do processamento na versão SCSM na Proposta 1 é 
apresentada na Figura 17. 
Make_cond_table();   //Monta a tabela índice de operações condicionais  
make_opcode_table(); //Monta a tabela índice de operações aritméticas 
 
Le_programa();  //Lê o ficheiro do programa (função objectivo) e constrói sua 
representação em memória 
Le_proteinas(); //Lê o ficheiro de proteínas e constrói sua representação em 
memória 
Init_vetores(); //Inicializa os vectores utilizados no calculo SIMD  
Init_registos(); //Inicializa os registos das proteínas 
prepareWorkGroups(); //Inicializa a estrutura de workgroups em memória 
 
Work_group_queue* lWork_group_queue_Head = createWorkGroup(lWork_group_vetor, 
nprots_test, prots_test_SMMC); //Varre as proteínas e preenche os workgroups 
 
while (lWork_group_queue_Head!=NULL){ //Repete até que o último aminoácido de 
todas as proteínas tiverem sido processados. Cada ciclo aqui representa uma 
sub-iteração citada na secção 4.2  
 //Executa cada workgroup com processamento SIMD 
 ppuFunction2(lWork_group_queue_Head);  
 
 //Sincroniza os resultados obtidos com os registos de cada proteína 
 freeWorkGroups(lWork_group_queue_Head, prots_test_SMMC);  
 
 //Varre as proteínas e preenche os workgroups 




//Identifica a quantidade de proteínas avaliadas como positivas 
signed short lTotalPositivos = contaPositivos(&nprots_test, prots_test_SMMC);  
 
//Apresenta no ecrã o resultado obtido da avaliação 
printf("\nTotal de Proteinas: %d - %d positivos e %d negativos\n", 





Proposta 2: Agrupamento a nível de instrução 
Conforme apresentado na secção 4.2.2 , a proposta 2 consiste em construir 
Workgroups de processamento baseadas nas instruções aceitas pela máquina virtual. 
Isso implica na construção de 7 Workgroups que representam as 4 instruções 
condicionais (IFL, IFE e IFGL, NOCOND) e 3 instruções aritméticas (ADDR, ADDV, 
SUBR). A instrução aritmética NOP não precisa ter um Workgroup específico, pois esta 
instrução não modifica quaisquer registos das proteínas. No caso da instrução 
condicional NOCOND, é criado um Workgroup específico, pois apesar de nenhum 
processamento ser efectuado, a condição é avaliada como verdadeiro e o processamento 
de sua instrução aritmética correspondente é necessária. 
 
typedef struct work_group { 
 signed short optype;//Tipo de operacao: Igual, Menor que, Maior ou 
Igual, ADDR, ADDV, SUBR 
 signed short *vectorA, *vectorB; 
 Protein** protIndx;//índice para a proteína no vector de proteínas 
 signed short count;//quantidade de itens no vectorA e vectorB 
 signed short *resIndx; //numero do registo para o qual o resultado da 
operacao deve ser copiado (usado somente quando o optype eh de calculo) 
 unsigned short *vectorResultCondTest; //Vetor de resultado do teste 
condicional (usado somente quando optype for de teste) 
 signed short *vectorResultCalc; //Vetor de resultado do calculo (usado 
somente quando optype for de calculo) 
} Work_group; 
 
typedef struct work_group_queue { 
 struct work_group_queue *next; 
 Work_group *workgroup; 
} Work_group_queue; 
Figura 18 Estrutura que representa os Workgroups da proposta 2 
A estrutura de dados da Proposta 2 é apresentada na Figura 18. A estrutura que 
representa as proteínas “Protein” é idêntica à apresentada na Proposta 1, não sendo 
necessário sua repetição e explanação. A principal diferença referenta àquela 
apresentada na proposta 1 reside na estrutura de Work_group. 
Na proposta 2, a estrutura Work_group utiliza a variável op_type para indicar a 




dados agora fazem parte do Workgroup, e são representados pelos vectores vectorA e 
vectorB. vectorResultCondTest e vectorResultCalc são os vectores de resposta do 
processamento da operação op_type dobre os vectores vectorA e vectorB. 
Cada posição n do vector de dados vectorA e vectorB correspondem ao valor dos 
registos utilizados na operação, de acordo com o indicado pelo ISA para aquele 
aminoácido. O elemento n do vectorA, vectorB, protIndx e resIndx fazem referência à 
mesma proteína. O protIndx é utilizado para indicar qual o índice da proteína dentro do 
vector de proteínas para o qual o cálculo esta sendo efectuado. O campo resIndx diz o 
número do registador para o qual o resultado do cálculo da operação aritmética deve ser 
copiado. Por fim, o campo count indica o número de itens dos vectores de dados. Este 
número é utilizado quando o Workgroup é processado.  
 
void testProteins(Protein *aProts, int aNumProt, Work_group *aJobs){ 
 int lHasProteinToProcess = true; 
     
    //indica se o último aminoácido de todas as proteínas foram processados 
 while (lHasProteinToProcess){ 
  signed short i; 
       //Cada aminoácido é traduzido em 2 instruções. 
  for (i=0;i<2;i++){ 
 
      //Prepara os Workgroups para o processamento das instruções condicionais 
   makeConditionalJobs(aProts, aNumProt, aJobs, i);  
      // Corre os Workgroups no núcleo de processamento vectorial do PPE  
   runCondJobs(aJobs); 
      //Prepara os Workgroups para o processamento das instruções aritméticas 
   makeCalcJobs(aJobs, i); 
      // Corre os Workgroups no núcleo de processamento vectorial do PPE 
   runCalcJobs(aJobs); 
      //Analisa se todas as proteínas do conjunto de teste foram processadas 
   lHasProteinToProcess = returnResultsToRegisters(aJobs, aProts, i, 
aNumProt);    








A proposta 2 foi implementada para correr no modo teste pelos mesmos motivos 
apresentados na proposta 1: permitir acompanhar melhor os resultados obtidos para 
garantir que não haverá defeitos na execução do algoritmo construído. Conforme citado 
na proposta 1, esta opção não influencia na análise da performance do algoritmo. 
O corpo principal do algoritmo da proposta 2 é apresentada na Figura 19. 
Diferentemente do apresentado na proposta 1, a criação das tabelas de instruções 
condicionais e aritméticas (Figura 15); a inicialização dos registos das proteínas; e o 
carregamento do ISA para a memória são efectuadas numa etapa anterior e não aparece 
listadas na função apresentada.  
As funções makeConditionalJobs e makeCalcJobs actuam na preparação dos 
Workgroups para o processamento das instruções condicionais e aritméticas, 
respectivamente. Esta preparação envolve determinar quais proteínas serão processadas 
por cada Workgroup e copiar os registos das proteínas para os vectores A e B.   
5.4  Resumo 
 Neste capítulo foi apresentado em detalhes as implementações das propostas 
arquitecturais de vectorização numa arquitectura paralela SCSM. Neste detalhamento 
constava tanto o corpo principal do algoritmo, quanto as estruturas de dados utilizadas. 
Também foi apresentado rapidamente o ambiente de desenvolvimento utilizado, com 
detalhamento das máquinas e respectivas versões dos softwares. 
 Foi definido também que para obter a garantia de correcto funcionamento das 
implementações realizadas de acordo com o comportamento da implementação original 
do PepProg, as implementações das propostas 1 e 2 correriam apenas em modo de teste, 
pois desta forma seria possível avaliar o resultado do processamento sem ter que lidar 
com a componente aleatória do ISA quando posto a correr no modo de treino. Conforme 
foi dito, correr as propostas em modo de treino não traria prejuízos para a avaliação de 
desempenho das propostas, pois o principal factor de avaliação seria o tempo de 
processamento das actividades “Interpretar Proteína” e “Correr Pepdide Program”, que 








Capítulo 6  
Ensaios realizados 
 Este capítulo apresenta a metodologia de teste utilizada para verificar o 
desempenho das implementações realizadas, e apresenta os resultados obtidos como 
resultado da execução dos testes. 
 Por fim, é feito uma análise em cima dos resultados obtidos. 
6.1  Método de análise das propostas 
 As propostas implementadas e o algoritmo original do PepProg foram 
instrumentados de forma a medir o tempo de execução das rotinas de preparação dos 
Workgroups, o tempo de execução dos Workgroups e a sincronização do resultado do 
processamento dos Workgroups com os registos das proteínas. Na proposta 1, estas 
actividades são desempenhadas respectivamente pelos métodos createWorkGroup, 
ppuFunction2 e freeWorkGroups. Na proposta 2, as actividades são desempenhadas por 
makeConditionalJobs e makeCalcJobs (rotinas de preparação dos Workgroups); 
runCondJobs e runCalcJobs (rotinas de execução dos Workgroups); 
returnResultsToRegisters (sincronização dos resultados com os registos das proteínas). 
 No algoritmo original do PepProg, apenas o tempo das actividades “Interpretar 
Proteína” e “Correr Pepdide Program” foram considerados, sendo ambas actividades 
medidas como uma só, pois na implementação original do PepProg não existe separação 
funcional. As actividades de inicialização de estruturas de dados foram dispensadas da 
medição do tempo nas duas propostas vectoriais e no algoritmo original, assim como o 
tempo de execução de outros métodos (inicialização das estruturas de dados, 
carregamento de ficheiros em memória, etc.), pois foram consideradas irrelevantes por 
possuir um tempo semelhante em todas as propostas e por não fazer parte do trecho 




  Para simplificar a análise de desempenho das 3 implementações (original, 
proposta 1 e proposta 2) foi considerado um único nome para as actividades que são 
equivalentes em cada proposta. A execução dos Workgroups das propostas 1 e 2 e a 
execução das actividades de “Interpretar Proteína” e “Correr Pepdide Program” da 
implementação original são chamadas nesta avaliação de “kernel”. As actividades de 
preparação dos Workgroups das propostas 1 e 2 são chamadas de 
“PrepareWorkGroup”, enquanto que a actividade de sincronizar o resultado do 
processamento dos Workgroups com os registos das proteínas são chamados de 
“ReturntoRegisters”. 
 As actividades de CreateWorkgroup e ReturntoRegisters não estão presentes no 
algoritmo original, por se tratarem de actividades extras requeridas para a transformação 
dos Pepdide Programs em código vectorial capazes de serem postas para correr no 
núcleo de processamento vectorial do PPE e nos SPEs. 
 Dois cenários de execução foram propostos para avaliar o comportamento das 
implementações sob diferentes circunstâncias. A diferença entre um cenário e outro está 
no ficheiro de proteínas utilizado: no primeiro cenário, o ficheiro utilizado foi o da EC-
Classe 2.7.7.48 que possui 432 proteínas que possuem um tamanho médio de 1956 
aminoácidos, totalizando um ficheiro de 825 KB; no segundo cenário, o ficheiro 
utilizado foi o da EC-Classe 2.7.7.6 que possui 1235 proteínas que possuem um 
tamanho médio de 679 aminoácidos, totalizando um ficheiro de 820 KB; a diferença em 
termos de aminoácidos para processar é de menos de 0,61%.  
 O objectivo da utilização de cenários é analisar o impacto do tamanho médio da 
proteína no tempo de execução das duas propostas, avaliando se existe mudança de 
comportamento no desempenho das propostas. 
 A metodologia de avaliação dos tempos medidos foi definida da seguinte forma: 
• Tempo de processamento do Kernel: Avalia o tempo de processamento do 
kernel do sistema para as propostas de vectorização sugeridas dentro dos dois 
cenários. O objectivo é avaliar o desempenho do processamento vectorial em 
comparação com o processamento serial da proposta original do PepProg. 
•  Custo da vectorização: Avalia o custo da vectorização nas propostas 1 e 2 nos 
cenários considerados. O custo da vectorização é dado pelo somatório do tempo 
dispendido pelas actividades de preparação dos Workgroups e sincronização dos 
resultados do processamento com os registos das proteínas. 
• Pormenor do tempo total de execução: Mostra o tempo total discriminando a 




sincronização dos registos) para o tempo total de cada proposta. Os resultados 
são apresentados junto com o tempo de processamento total da proposta original 
do PepProg. 
 Cada cenário foi testado 3 vezes, e o menor tempo de processamento obtido foi 
utilizado como referência para o comparativo. O algoritmo foi executado em modo de 
“teste” tendo sido utilizado o mesmo ficheiro de ISA para interpretar as proteínas. 
6.2  Avaliação dos resultados obtidos 
As próximas secções apresentam de forma gráfica os resultados obtidos da 
avaliação das propostas de vectorização do PepProg em sua implementação SCSM, e 
comenta os resultados observados. Os resultados são apresentados conjuntamente com a 
implementação original do PepProg. 
A implementação SCSM utiliza apenas o PPE, e sua unidade interna de 
processamento vectorial para execução do kernel (para as propostas 1 e 2).  






A Figura 20 apresenta o tempo de processamento do Kernel das propostas 
analisadas dentro dos dois cenários. A proposta 2 apresentou um índice de desempenho 
2,44x mais rápido que a proposta original, tendo um desempenho semelhante nos dois 
cenários. Já a proposta 1 apresentou um índice de desempenho 0,81x mais lento 
relativamente à proposta original. 
A proposta 1 apresentou um desempenho distinto entre os cenários testados, não 
possuindo a estabilidade demonstrada pela proposta 2 e o algoritmo original. Pode-se 
concluir que pela avaliação do Kernel, a proposta 2 seria a mais adequada para ser 
utilizada numa eventual implementação multi-núcleo paralela. 
6.2.2  Custo da Vectorização 
Os custos da vectorização representam o resultado do somatório dos tempos de 
processamento das actividades de preparação dos Workgroups e sincronização dos 
resultados obtidos com os registos das proteínas. Como o algoritmo original não possui 





Os resultados apresentados mostram que na média a proposta 1 apresentou 
desempenho 2,04x mais rápido que a proposta 2. Da mesma forma que na avaliação do 
tempo de processamento do Kernel, a proposta 1 apresentou um comportamento 
bastante irregular entre os cenários, enquanto que a proposta 2 manteve um desempenho 
regular independente do cenário testado.  
Entretanto no quesito custo da vectorização, a proposta 1 mesmo apresentando 
desempenho irregular entre os cenários seria a melhor opção caso fosse considerada sua 
implementação num ambiente multi-núcleo paralelo. 
6.2.3  Pormenor do tempo total de execução 
O tempo total de processamento mostra o desempenho final de todas as 
propostas implementadas, para todos os cenários considerados. Como pode ser 
observado, nenhuma proposta superou o desempenho apresentado pelo algoritmo 
original. O motivo para isto é que o custo necessário para vectorizar o algoritmo é 






Dentre todas as propostas e cenários apresentados, o que obteve o melhor 
desempenho foi a proposta 1 quando foi posta para correr no cenário 2, demonstrando 
que a situação mais favorável da vectorização seria restrita ao processamento de grandes 
quantidades de pequenas proteínas. Considerando o crescimento exponencial do tempo 
de execução no cenário 1, pode-se cogitar a hipótese de que a proposta 1 poderia correr 
mais rápido do que o algoritmo original num cenário hipotético de proteínas ainda mais 
pequenas que as encontradas no cenário 2. Entretanto, testes adicionais seriam 
necessários para validar esta hipótese. Também seria preciso avaliar se existem EC-
Classes que correspondessem a esta realidade de proteínas tão pequenas, caso contrário 
o algoritmo não poderia ser utilizado numa situação real. 
Um ponto a ser observado é que mesmo que as propostas avaliadas fossem 
postas para correr nos 6 núcleos, o desempenho não iria ser superior ao algoritmo 
original, pois o processamento que seria distribuído para os núcleos seria apenas o do 
Kernel, que não corresponde à maior parte do processamento das propostas. Seria 
preciso considerar também o custo de comunicação entre os núcleos e os tempos 
dispendidos por actividades de fork e join.  
Numa situação ideal, o desempenho das propostas numa implementação multi-
núcleos seria igual ao tempo apresentado pelas propostas na Figura 22 dividindo-se o 
tempo do Kernel por 6. Aplicando-se este exercício visual na Figura 22 e 
desconsiderando os custos inerentes a comunicação entre os núcleos (tempo necessário 
para envio dos Workgroups para os  SPE’s e posterior sincronização), pode-se observar 
que não seria possível obter melhores tempos de processamento quando comparada a 
proposta original. 
De uma forma geral, pode-se concluir que nenhuma das duas propostas de 
vectorização apresentadas são mais eficientes que o algoritmo original. Outra questão 
que pode ser observada, é que o tempo de processamento do kernel em 3 dos 4 cenários 
apresentados na Figura 22 mostram que o processamento do kernel vectorizado é mais 
eficiente do que no algoritmo original, principalmente se for considerar uma possível 
paralelização do kernel em cenários multi-núcleos, onde os 4 cenários apresentariam 
melhores resultados que o algoritmo original. Entretanto, conforme já foi dito 
anteriormente, as propostas falharam pela ineficiência de preparar os Workgroups para o 
processamento vectorial, em tempo de execução. 
Um factor fundamental para o sucesso da migração de um algoritmo para a 
plataforma CellBE é observar se os dados que serão processados estão naturalmente 
alinhados. No caso de um algoritmo de tratamento de imagem, por exemplo, este 




matriz de dados de uma imagem. Neste exemplo, os pixels que constituem uma imagem 
processada são organizadas como uma matriz; esta característica permite que os dados 
sejam naturalmente particionados em vectores e que as operações vectoriais sejam 
calculadas em cima dessa estrutura de dados. Os elementos desta matriz também não 
possuem nenhuma dependência entre si, de forma o particionamento da matriz poderia 
ser feito da forma que julgar mais conveniente ao desempenho do algoritmo e seu 
resultado poderia ser gravado sobre a própria matriz, sem necessidade de reordenamento 
posterior para a próxima operação sobre a matriz.  
No caso do PepProg, cada iteração necessita de uma etapa de ordenação dos 
dados (vectorização – tarefa PrepareWorkGroups) com o objectivo de juntar os registos 
de cada proteína, e agrupa-los de acordo com o aminoácido a ser processado (proposta 
1). Depois de calculado, estes dados precisam ser replicados de volta aos registos 
(ReturnToRegisters) antes que a próxima iteração possa ser calculada. No exemplo do 
tratamento de imagens, estas etapas são desnecessárias pois os dados já estão 
naturalmente ordenados, sendo necessário apenas arcar com o custo insignificante do 
particionamento dos dados para execução nos SPEs.  
O não-alinhamento natural dos dados (proteínas e registos) e a forte dependência 
existente entre os dados em cada iteração tornam difícil a tarefa de adaptar o algoritmo 
do PepProg para o CellBE. 
Implementações SCMM e MCMM poderiam ter sido implementadas e testadas, 
entretanto estas continuariam ineficientes quando comparadas ao algoritmo original e ao 
número de núcleos utilizados. No caso do SCMM, o uso de vectorização não é a 
alternativa mais eficiente, e melhor seria particionar o esforço computacional sem 
utilizar o núcleo de processamento vectorial. Neste caso, qualquer processador de 
núcleos homogéneos (ex: Intel Core 2 DUO) cumpriria a tarefa de forma análoga e 
eficiente. Entretanto, tal implementação fugiria do escopo deste projecto, que seria de 
avaliar uma proposta que explorasse os recursos que diferenciam o CellBE dos 
processadores convencionais (processamento vectorial e multicore).  A implementação 
do método MCMM não foi realizada pelos mesmos motivos. 
6.3  Resumo 
 Neste capítulo foi apresentado os resultados obtidos na execução dos testes. A 
principal conclusão que se pode retirar é que, apesar da vectorização resultar em 
processamento mais rápido do kernel, o custo dispendido de vectorizar os Pepdide 
Programs em tempo de execução acaba inserindo um custo adicional de processamento 




 O custo elevado da vectorização em tempo de execução acabou por inviabilizar 
a implementação de versões multicore do PepProg, pois não seria possível obter 
melhores resultados em tempo de processamento do algoritmo, nem em eficiência maior 






Capítulo 7  
Conclusões 
 A tarefa de paralelizar um algoritmo deve passar por uma análise das 
características presentes na arquitectura alvo. Neste trabalho, buscou-se sempre explorar 
as características do CellBE que o diferencia das outras plataformas, como por exemplo 
processamento SIMD (vectorial) e multicore heterogêneo. Por isso, as propostas 
levantadas foram guiadas para a utilização dos 6 núcleos vectoriais disponíveis na PS3, 
pois nele reside o segredo de todo o poder de processamento do CellBE. Entretanto os 
SPEs são processadores vectoriais, e para obter o seu máximo de desempenho, devemos 
fazer com que o algoritmo possua seus dados alinhados de forma vectorial, para que 
seja possível a utilização de instruções vectoriais. Caso os dados não sejam ordenados 
em vectores, os SPEs sofrem uma penalização de processamento, pois tem de processar 
os dados de forma sequencial numa estrutura de hardware vectorial, o que torna seu 
processamento mais lento devido às penalidades impostas para `promover’ uma 
instrução escalar em vectorial. No âmbito deste projecto, o uso de instruções vectoriais 
não foi uma opção, e sim um objectivo chave, pois a falta de seu uso não justificaria a 
adopção da arquitectura. 
 Duas propostas de vectorização foram estudadas: a nível de aminoácidos e a 
nível de instrução. Entretanto nenhuma dessas duas propostas foi suficiente para 
optimizar o algoritmo de forma que ficasse melhor que o original executando de forma 
não vectorial. Isto ocorreu porque o PepProg possui uma componente de execução 
aleatória (a geração da tabela de tradução de aminoácidos para instruções) e a execução 
do algoritmo proposto requer um alinhamento em tempo de processamento dos 
aminoácidos (ou instruções, a depender da proposta) de forma que os dados estejam 
alinhados para o processamento vectorial. Essa parte do processamento teria de ser 
executada no PPE, e mostrou-se tão custosa a ponto de inviabilizar a utilização deste 
algoritmo devido ao tempo de processamento que tornou-se maior que sua versão 




melhora de desempenho geral, pois o tempo de execução do algoritmo no PPE 
continuaria maior do que a execução da versão original.  
 Foi feita uma implementação alternativa do algoritmo, utilizando a proposta 1 de 
vectorização numa configuração MCSM, juntamente com o Accelerated Library 
Framework (ALF) do SDK do CellBE. O comportamento do PepProg foi levemente 
modificado, criando 23 variações possíveis para o ISA em cada iteração, para tentar 
desta forma aumentar a quantidade de processamento nos SPEs enquanto mantinha o 
processamento do PPE estável. 
 Caso esta proposta apresentasse melhor poder de classificação, talvez o 
processamento extra gerado pela vectorização no PPE pudesse ser justificado, 
entretanto, problemas de vazamento de memória (memory leak) foram encontrados que 
impediam a execução do algoritmo até o final. Tentou-se de todas as maneiras isolar a 
causa do erro, mas o debug não foi suficiente. Como não houveram contribuições desta 
implementação para este estudo, optou-se por não apresentar detalhes desta 
implementação neste documento. 
 Com os resultados apresentados, pode-se concluir que o algoritmo do PepProg 
não é capaz de ser executado eficientemente na arquitectura do CellBE utilizando os 
métodos propostos. Como sugestão para trabalhos futuros, sugere-se que o algoritmo 
original seja testado em condições que favoreçam uma melhoria de desempenho na 
parte crítica das propostas apresentadas, com o intuito de verificar se seria possível 
reduzir o tempo dispendido com a vectorização, como por exemplo, reduzir o número 
de registos de cada proteína ou diminuir o conjunto de instruções utilizadas na máquina 
virtual. Entretanto, tais condições favoráveis à vectorização e paralelização tem que ser 
testadas previamente no algoritmo original para garantir que não venham a prejudicar a 
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Anexo 1  
Lista de Aminoácidos 
 
 Os aminoácidos são classificados de acordo com o radical que está ligado ao 









Anexo 2  
Instruction Set Assignment (ISA) 
 
