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ON SUBSEQUENCES OF QUIDDITY
CYCLES AND NICHOLS ALGEBRAS
M. CUNTZ
Abstract. We provide a tool to obtain local descriptions of quid-
dity cycles. As an application, we classify rank two affine Nichols
algebras of diagonal type.
1. Introduction
Consider any structure counted by Catalan numbers, for example tri-
angulations of a convex polygon by non-intersecting diagonals. Given
such a triangulation (see for example Fig. 1), the sequence of numbers
of triangles at each vertex has been called its quiddity cycle by Conway
and Coxeter [2] because this sequence is the first row of any frieze pat-
tern and thus contains the “quiddity” of the frieze. The main result of
this paper is:
Theorem 1.1 (Thm. 2.10). For any ` P N we may compute finite sets
of sequences E and F , where the elements of F have length at least `,
and such that every quiddity cycle not in E has an element of F as a
(consecutive) subsequence.
In other words, this theorem gives a local description of quiddity cycles.
For example if ` “ 4:
Corollary 1.2. Every quiddity cycle1 c R tp0, 0q, p1, 1, 1q, p1, 2, 1, 2qu
contains at least one of
p1, 2, 2, 1q, p1, 2, 2, 2q, p1, 2, 2, 3q, p1, 2, 2, 4q, p1, 2, 3, 1q, p1, 2, 3, 2q,
p1, 2, 3, 3q, p1, 2, 4, 1q, p1, 2, 4, 3q, p1, 2, 5, 1q, p1, 2, 5, 2q, p1, 2, 6, 1q,
p1, 3, 1, 3q, p1, 3, 1, 4q, p1, 3, 1, 5q, p1, 3, 1, 6q, p1, 3, 4, 1q, p1, 4, 1, 2q,
p1, 5, 1, 2q, p1, 6, 1, 2q, p1, 7, 1, 2q, p2, 1, 3, 2q, p2, 1, 3, 3q, p2, 2, 1, 4q,
p2, 2, 1, 5q, p3, 1, 2, 3q, p3, 1, 2, 4q.
For instance, the cycle in Fig. 1 contains p1, 2, 2, 4q.
1Quiddity cycles are considered up to the action of the dihedral group, for ex-
ample p1, 2, 3, 1, 2, 3q ” p2, 1, 3, 2, 1, 3q.
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Figure 1. Triangulation with quiddity cycle p1, 3, 2, 4, 1, 2, 2, 4, 2q.
As an application, we reproduce the classification of [12]2: Nichols
algebras of diagonal type are straight forward generalizations of certain
algebras investigated by Lusztig in the classical theory. They also pro-
duce a rich set of combinatorial invariants called the Weyl groupoids.
The Weyl groupoid (see for example [10],[5]) was the essential tool in
Heckenberger’s classification of finite dimensional Nichols algebras of
diagonal type in which case the real roots of the Weyl groupoid form
a finite root system [11].
A natural question is to classify those Nichols algebras for which
the Weyl groupoid produces infinitely many roots. Of course, such
a classification is probably a long term project, thus the very first
question is to classify only the Nichols algebras of rank two, and only
those for which the root system defines a Tits cone which is a half
space, i.e., the corresponding Weyl groupoid is then called “affine”.
The classification of affine Weyl groupoids of rank two was treated
in joint work with Bernhard Mu¨hlherr and Christian Weigel which
started at an Oberwolfach Miniworkshop in October 2012, see [9], [8],
[7]. It turns out that an affine Weyl groupoid of rank two may be
identified with its “characteristic sequence”, an infinite sequence of
positive integers. Theorem 4.1 gives an explicit construction of such
a characteristic sequence by gluing quiddity cycles together. These
sequences also correspond to certain infinite friezes (see [1]).
It is not too difficult to find out that, if a rank two Nichols alge-
bra produces a Weyl groupoid with root system, then this algebra is
uniquely determined by at most three (possibly four in a special case)
consecutive entries in the characteristic sequence. Thus an important
result required for the classification of affine rank two Nichols algebras
is to reduce the number of potential Weyl groupoids to a finite set of
2Notice that J. Wang’s result also relies on our main theorem. In this paper
we considerably shorten the proof (see Thm. 2.12) since Wang requires a computer
whereas our computation is entirely performed by hand.
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subsequences. This is where we apply Theorem 2.10: In Corollary 4.3
we conclude that only 15 cases need to be considered in the case of affine
rank two Nichols algebras of diagonal type. After a short computation,
we obtain a complete description of the corresponding bicharacters.
Some of them may be identified as classical algebras, others should be
investigated more thoroughly.
This paper is organized as follows. The first section is purely combi-
natorial; we prove the main theorem and a variation required later. In
the second section we briefly explain (in very elementary terms) how to
obtain the Weyl groupoid from the bicharacter of a rank two Nichols
algebra of diagonal type. In the last section, we apply the main result
to obtain a classification of affine bicharacters.
2. Subsequences of quiddity cycles
Definition 2.1. Let Fn :“ Nn0 and
Dn :“ Fn{ „,
where pc1, . . . , cnq „ pd1, . . . , dnq if and only if there exists a permuta-
tion σ in the dihedral group with pd1, . . . , dnq “ pcσp1q, . . . , cσpnqq, i.e. „
is the equivalence relation obtained by setting
pc1, . . . , cnq „ pc2, c3, . . . , cn´1, cn, c1q,
pc1, . . . , cnq „ pcn, cn´1, . . . , c2, c1q.
We write
D :“
ď
nPN
Dn, F :“
ď
nPN
Fn.
We further write pc1, . . . , cnq for the equivalence class of pc1, . . . , cnq.
Remark 2.2. Whenever we consider elements of D in this section, all
arguments and definitions are using representatives and are well-defined
nevertheless. For instance, speaking of positions i, i ` 1 can be meant
to be the last and first position for a representative.
Definition 2.3. We say that c “ pc1, . . . , cnq P D contains d “
pd1, . . . , dmq P F and write d Ď c if there exists a k P N0 and a repre-
sentative pc1, . . . , cnq of c such that
ck`i “ di for all i “ 1, . . . ,m.
Definition 2.4. For a P Z, let
ηpaq :“
ˆ
a ´1
1 0
˙
.
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Notice the rule (compare [4, Lemma 5.2])
(2.1) ηpaqηpbq “ ηpa` 1qηp1qηpb` 1q
for all a, b. This motivates the following definition:
Definition 2.5 (Compare [6, Def. 3.2]). We define the set E Ď D of
quiddity cycles recursively as the smallest subset of D satisfying:
(1) p0, 0q P E .
(2) If pc1, . . . , cnq P E , then pc1 ` 1, 1, c2 ` 1, c3, . . . , cnq P E .
Remark 2.6. (1) Since E is defined recursively by including ones
as in (2.1), all elements pc1, . . . , cnq P E satisfy the equation
ηpc1q ¨ ¨ ¨ ηpcnq “ ´id.
(2) A quiddity cycle of length n may be visualized by a triangula-
tion of a convex n-gon by non-intersecting diagonals: An entry
ci of the sequence corresponds to the i’th vertex; ci is the num-
ber of triangles ending at this vertex.
Definition 2.7 (Compare [3]). Let
ψ : F Ñ F , pc1, c2, . . .q ÞÑ pc1 ` 2, 1, c2 ` 2, 1, . . .q.
Denote
E 1 :“
!
pc1, . . . , cnq P E | n is even and |ti | ci “ 1u| “ n
2
)
.
Since two consecutive 1’s in a c P E imply c “ p1, 1, 1q, every c P E 1
may be written as
c “ p˚, 1, ˚, 1, . . . , ˚, 1q.
For a P Z let
ξpaq :“ ηpaqηp1q.
Then we have the rule
ξpaqξp3qξpbq “ ξpa´ 1qξpb´ 1q
for all a, b, and thus obtain that ψ induces a map
ψ : E Ñ E 1, pc1, c2, . . . q ÞÑ pc1 ` 2, 1, c2 ` 2, 1, . . . q
which is a bijection (ψ
´1
corresponds to removing all ears at once in
the triangulation). For c “ pc1, 1, c3, 1, . . .q P Fn, let
ιpcq :“ p1, c1, 1, c3, 1, . . .q P Fn`1.
The key maps to the main result of this section are:
Definition 2.8. For c “ pc1, . . . , cnq P F , construct a new sequence c1
by repeatedly replacing
(1) p. . . , ci, ci`1, . . .q by p. . . , ci ` 1, 1, ci`1 ` 1, . . .q if ci, ci`1 ą 1,
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(2) pc1, . . .q by p1, c1 ` 1, . . .q if c1 ą 1, and
(3) p. . . , cnq by p. . . , cn ` 1, 1q if cn ą 1,
until none of these rules apply anymore. We write
ρ : F Ñ F , c ÞÑ c1.
Similarly, define a map δ : Dztp0, 0q, p1, 1, 1qu Ñ E 1, c ÞÑ c1, where c1 is
obtained from c repeatedly applying the rules
(1) p . . . , ci, ci`1, . . . q ÞÑ p . . . , ci ` 1, 1, ci`1 ` 1, . . . q if ci, ci`1 ą 1,
(2) pc1, . . . , cnq ÞÑ pc1 ` 1, . . . , cn ` 1, 1q if c1, cn ą 1.
Example 2.9.
ρpp3, 1, 2, 2, 1qq “ p1, 4, 1, 3, 1, 3, 1q,
ρpp3, 1, 2, 3, 1, 2qq “ p1, 4, 1, 3, 1, 4, 1, 3, 1q,
δpp3, 1, 2, 3, 1, 2qq “ p4, 1, 3, 1, 4, 1, 3, 1q,
δpp4, 1, 2, 2, 2, 1qq “ p4, 1, 3, 1, 4, 1, 3, 1q.
Theorem 2.10. Assume that E Ă E, F Ă F are finite sets such that:
(1) tp0, 0q, p1, 1, 1qu Ď E,
(2) For all c P E: c P E or Df P F : f Ĺ c,
(3) Every f P F contains a 1.
Then
E 1 :“ E Y δ´1pψpEqq Ă E ,
F 1 :“ ρ´1pιpψpF qqq Ă F ,
are finite sets satisfying the same properties (1),(2),(3) as E,F , and
such that
mintlength of c | c P F u ă mintlength of c | c P F 1u.
Proof. The finiteness of E 1, F 1 is obvious. Notice first that every d P
E 1zψpEq contains an element of ψpF q since ψ is a bijection. Now let
c P EzE. Then δpcq P E 1, hence either δpcq P ψpEq or δpcq contains
an element of ψpF q. If δpcq P ψpEq, then c P E 1. Otherwise, δpcq
strictly contains an element of ψpF q, say ψpfq; but ψpfq begins with
an entry greater than 1, thus δpcq contains ιpψpfqq. This implies c P
ρ´1pιpψpfqqq. Now every element of ρ´1pιpψpfqqq has length greater
than the length of f , because f contains a 1. 
Corollary 2.11. Every quiddity cycle contains at least one of
p0, 0q, p1, 1q, p1, 2q, or p1, 3q.
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Proof. If p1, 1q Ď c P E then c “ p1, 1, 1q. Further, any quiddity cycle
which is not p0, 0q contains a one. Thus we may apply Thm. 2.10 to
the sets
E “ tp0, 0q, p1, 1, 1qu, F “ tp1qu
and obtain
E 1 “ tp0, 0q, p1, 1, 1q, p1, 2, 1, 2q, p1, 2, 2, 1, 3q, p1, 3, 1, 3, 1, 3qu,
F 1 “ tp1, 2q, p2, 1q, p1, 3, 1qu,
which implies the claim. 
We now formulate the result that we will need to determine Nichols
algebras later.
Theorem 2.12. If c “ pc1, . . . , cnq is a representative of a quiddity
cycle, then either c is one of
p0, 0q, p1, 1, 1q, p1, 2, 1, 2q, p2, 1, 2, 1q, p2, 1, 3, 1, 2q
or one of pc2, . . . , cn´1q or pcn´1, . . . , c2q contains one of
p1, 2, 2q, p1, 2, 3q, p1, 2, 4q, p2, 1, 3q, p2, 1, 4q,
p2, 1, 5q, p3, 1, 4q, p3, 1, 5q, p1, 3, 1, 3q.
Proof. Applying Thm. 2.10 twice we obtain: Every quiddity cycle is
p0, 0q, p1, 1, 1q, p1, 2, 1, 2q or contains one of
F “ tp1, 2, 2q, p1, 2, 3, 1q, p1, 2, 3, 2, 1q, p1, 2, 4, 1, 2q, p1, 2, 4, 1, 3, 1q,
p1, 3, 1, 3q, p1, 3, 1, 4, 1q, p1, 3, 1, 5, 1, 2q, p1, 3, 1, 5, 1, 3, 1q,
p1, 4, 1, 2q, p2, 1, 3q, p2, 1, 5, 1, 2qu.
Let c “ pc1, . . . , cnq be a representative of a quiddity cycle and denote
F˜ the union of F and the set of reversed sequences of F . We say that
c satisfies p˚q if
c P E :“ tp0, 0q, p1, 1, 1q, p1, 2, 1, 2q, p2, 1, 2, 1q, p2, 1, 3, 1, 2qu
or pc2, . . . , cn´1q contains one of the sequences in F˜ . For n ă 6, it is
easy to check p˚q for c. Now assume n ě 6. Choose an ear i, i.e. ci “ 1.
Then c1 :“ pc1, . . . , ci´1 ´ 1, ci`1 ´ 1, . . . , cnq is a representative3 of a
quiddity cycle of length n ´ 1. Thus by induction, c1 satisfies p˚q. If
c1 P E, then it is easy to see that c will satisfy p˚q as well. Thus assume
that pc12, . . . , c1n´2q contains one of the sequences in F˜ . But including
the ear in the sequences of F results in sequences satisfying p˚q as well.
The claim in the theorem follows from the fact that every sequence in
F contains one of the nine sequences above. 
3We do not exclude i P t1, nu.
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3. Characteristic sequences and bicharacters
3.1. Characteristic sequences. Let q “ pq1, q, q2q be a triple of num-
bers (in a commutative ring) and assume that
mi :“ mintm P N0 | 1` qi ` q2i ` . . .` qmi “ 0 or qmi q “ 1u
for i “ 1, 2 are well defined integers. Let
σ1pq1, q, q2q “ pq1, q´2m11 q´1, qm
2
1
1 q
m1q2q
“
#
pq1, q21q´1, q1qm1q2q if 1` q1 ` q21 ` . . .` qm11 “ 0
pq1, q, q2q if qm11 q “ 1
and similarly
σ2pq1, q, q2q “ pq1qm2qm
2
2
2 , q
´2m2
2 q
´1, q2q.
Thus σ1, σ2 produce new triples of numbers which possibly define new
integers mi, and notice that σipσipq1, q, q2qq “ pq1, q, q2q.
Definition 3.1. Assuming that the new mi are well defined again and
again, the first triple q0 :“ q “ pq1, q, q2q will produce an infinite
sequence of the form
. . .
σ2ÐÑ q´2 σ1ÐÑ q´1 σ2ÐÑ q0 σ1ÐÑ q1 σ2ÐÑ q2 σ1ÐÑ . . .
where every σi has its own mi, thus we obtain a sequence of integers
. . . , c´2, c´1, c0, c1, c2, . . .
which we call the characteristic sequence of q “ pq1, q, q2q, where the
ci correspond to the maps in the following way (c0 “ m1, c´1 “ m2):
. . .
c´3ÐÑ q´2 c´2ÐÑ q´1 c´1ÐÑ q0 c0ÐÑ q1 c1ÐÑ q2 c2ÐÑ . . .
We say that a triple q is broken if the above procedure leads to a triple
for which one of the mi is not defined.
Example 3.2. Let ζ P C be a primitive 9-th root of unity and q “
pζ6, ζ8, ζ6q. Then the above picture is
. . .
5ÐÑ pζ, ζ4, ζ6q 2ÐÑ pζ6, ζ8, ζ6q 2ÐÑ
σ1
pζ6, ζ4, ζq 5ÐÑ pζ6, ζ4, ζq 2ÐÑ . . .
and the characteristic sequence is p. . . , 2, 2, 5, 2, 2, 5, . . .q, thus periodic
with period p2, 2, 5q.
Remark 3.3. The triple pq1, q, q2qmay be interpreted as an invariant of a
bicharacter or equivalently of a Nichols algebra of diagonal type of rank
two. The corresponding characteristic sequence “is” its Weyl groupoid.
In this paper, we classify all these triples such that the corresponding
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Weyl groupoid is affine, i.e. its Tits cone is a half space (see [9] for
details).
3.2. Chains and cycles.
Definition 3.4. If σ1pqiq “ qi, then it is convenient to denote the
sequence with an end :
. . .
σ2ÐÑ qi´2 σ1ÐÑ qi´1 σ2ÐÑ qi
σ1
ý
Remark 3.5. An easy computation determines all sequences coming
from triples in which at least one entry is not a root of unity, all of
them have sequences with two ends which we call chains.
Definition 3.6. When all entries in q are roots of unity, then the
possible number of different triples in the sequence for q is finite. We
thus obtain that the characteristic sequence is either a chain or a cycle:
chain: ü qj ÐÑ qj`1 ÐÑ . . .ÐÑ qi´1 ÐÑ qi ý
cycle: qi “ qj ÐÑ qj`1 ÐÑ . . .ÐÑ qi´1 ÐÑ qi
3.3. Bicharacters from characteristic sequences. To determine
the triple q from a given characteristic sequence, the knowledge of
three consecutive entries ci, ci`1, ci`2 is sufficient. However, this is only
possible if i ` 1 is not an end of the sequence, i.e. the sequence is not
a chain ending at position i ` 1, since in this case ci “ ci`2 and we
actually only “know” two entries.
Proposition 3.7. We may completely reconstruct the sequence of triples
from a characteristic sequence provided we know three entries ci as in
one of the following situations,
. . .qi
ciÐÑ qi`1 ci`1ÐÑ qi`2 ci`2ÐÑ qi`3 . . .(3.1)
. . .qi´2
ci´2ÐÑ qi´1 ci´1ÐÑ qi
ci
ý(3.2)
c0
ü q1
c1ÐÑ q2
c2
ý(3.3)
where we have included all possible ends.
Proof. Every situation above produces a system of equations in q1, q, q2
such that all solutions produce the same characteristic sequence. 
Example 3.8. If we know that the characteristic sequence contains
. . . , 1, 3, 1, . . ., then this information is not sufficient since 3 could be
an end (as in situation (3.2)).
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4. Affine Weyl groupoids of rank two
One obtains all quiddity cycles by starting with p0, 0q and repeatedly
including 1’s as in Def. 2.5. Similarly, one obtains characteristic se-
quences of affine Weyl groupoids by starting with the infinite sequence
p. . . , 2, 2, . . .q (affine type Ap1q1 ) and repeatedly including 1’s, however,
possibly infinitely many.
Since the sequences we are interested in are periodic (when pq1, q, q2q
are roots of unity), this amounts to the following construction [9]:
Theorem 4.1. Let W be an affine Weyl groupoid of rank two with limit
A1 with characteristic sequence c. Then there exist representatives of
quiddity cycles c1k “ pc1k,1, . . . , c1k,rkq, rk P Ną1, k P Z such that
c “ p. . . , c1k´1,rk´2 , c1k´1,rk´1`2`
c1k,1, c1k,2, . . . , c1k,rk´1, c
1
k,rk`2`
c1k`1,1, c1k`1,1, . . .q.
Definition 4.2. We call a sequence of the structure given in Thm.
4.1 affine. A triple q “ pq1, q, q2q is called affine if its characteristic
sequence is affine. We denote by µn the set of primitive n-th roots of
unity.
Corollary 4.3. Every affine sequence c contains one of
p˚q p1, 2, 2q, p1, 2, 3q, p1, 2, 4q, p2, 1, 3q, p2, 1, 4q,
p2, 1, 5q, p3, 1, 4q, p3, 1, 5q, p1, 3, 1, 3q,
p˚˚q p1, 3, 2q, p1, 3, 3q, p1, 4, 1, 4q, p2, 1, 6q, p2, 2, 2, 2q, p3, 1, 6q.
Proof. We assume that c is made of representatives of quiddity cy-
cles c1k. If one of them has length at least 6, then by Thm. 2.12, it
contains one of the sequences in p˚q in the middle, hence c contains
one of those. Otherwise, all the c1k have length at most 5. If one
of them has length 5 and is not p2, 1, 3, 1, 2q, then it contains one of
p2, 1, 3q, p3, 1, 2q, p1, 2, 2q, or p2, 2, 1q in the middle, which is include
in p˚q. We are now left with a sequence c composed of c1k out of
E :“ tp0, 0q, p1, 1, 1q, p1, 2, 1, 2q, p2, 1, 2, 1q, p2, 1, 3, 1, 2qu. But putting
triples of elements of E together as in Thm. 4.1 always produces se-
quences containing at least one of the subsequences of p˚q or p˚˚q. 
To construct all affine triples q it is thus sufficient to consider the 15
cases presented in Cor. 4.3:
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generalized Dynkin diagram parameters period
1
ζ ζ ζ
ζ P µ3 p2q
2
ζ2 ζ5 ζ
2
ζ P µ6 p2q
3
ζ ζ4 ζ
4
ζ P µ6 p2q
4
ζ4 ζ ζ2 ζ2 ζ3 ζ
2 ζ2 ζ ζ4
ζ P µ6 p2q
5
ζ ζ10 ζ
4
ζ P µ12 p2q
6
ζ ζ4 ζ
4
ζ P µ5 p1, 4q
7
ζ4 ζ4 ζ
ζ P µ8 p1, 4q
8
ζ ζ9 ζ
4
ζ P µ10 p1, 4q
9
ζ ζ10 ζ
9 ζ9 ζ8 ζ
4
ζ P µ12 p2, 3, 1, 3q
10
ζ ζ8 ζ
6 ζ6 ζ4 ζ
3 ζ3 ζ2 ζ
9
ζ9 ζ4 ζ
6 ζ6 ζ8 ζ
7
ζ P µ12 p4, 1, 3, 3, 1q
11
ζ ζ12 ζ
9 ζ9 ζ6 ζ
4
ζ P µ18 p6, 1, 3, 1q
12
q q´2 q
q P Cˆzt˘1u p2q
13
q q´2 ´q
q P Cˆzt˘1u p2q
14
q q´4 q4 q P Cˆzt˘1u,
q R µ3, q R µ4 p1, 4q
Figure 2. Generalized Dynkin diagrams of affine
bicharacters of rank two.
Theorem 4.4. If q “ pq1, q, q2q is an affine triple, then up to permu-
tations of labels, its Dynkin diagram
q1 q q2
is one of those listed in Fig. 2. The period of its corresponding charac-
teristic sequence is given in the last column.
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