The main disadvantage of A-GPS and OTDOA systems are that they assume line-of-sight (LOS) propagation between the transmitter and the receiver. In general this assumption is not valid in city centres where LOS often is blocked by high-rise buildings. The accuracy of these systems is significantly degraded by the multipath propagation caused by signals bouncing off buildings or other elevated topological features.
In mountainous areas characterised by narrow valleys and few base stations both A-GPS and OTDOA performance may degrade severely. In valleys where parts of the sky are blocked, GPS signals are obstructed yielding problems for the positioning process [6] . The OTDOA method requires signalling with three or more base stations and this is rarely the case in such areas. Consequently developers have started to look into other methods of providing location capabilities in multipath areas and particularly in so-called dense urban environments.
Database comparison (also referred to as location fingerprinting) techniques have received more attention among developers lately in order to address some of the problems related to non-LOS and multipath propagation [5] . The main idea of the database comparison technique is to map location sensitive parameters of measured radio signaIs along streets of interest. A database is established and a moving MS can compare its measurements with the ones in the database. In this way the location of a mobile can be estimated. In [7] the parameters used for comparison is the received signal strength as measured by the MS from several nearby BSs.
We introduce a new method using the channel impulse response (CIR) for location purposes. The CIR is estimated both by the MS and the BS and used in the demodulation process in wideband communication systems like GSM, UMTS and Digital Audio Broadcasting. Hence no new hardware is required in the MS or at the BS except for a location server containing the database.
PHYSICAL BACKGROUND
In build-up and mountainous areas there is most of the time a non-LOS path between the transmitter and the receiver. The main propagation mechanisms are therefore by scattering from the surface of obstacles and diffraction around them. In practise energy arrives via several paths and a multipath situation is said to exist. When measured by a wideband receiver, the CIR yields an estimate of the number of multiple propagation paths as well as their relative delay and strength.
A set of successively measured CIRs, h(t,z) , is depicted in The delay difference between the CIR maximums corresponds to the distance difference between reflecting surfaces in the channel. When moving towards or from a strong reflector, the corresponding maximum moves to the left or right on the delay axis. This should make the measured CIR a good candidate for database comparison, but fading complicates things due to the random fluctuations of the CIR maximums.
The objectives of our pattem recognition algorithm are thus to extract location dependent features of the CIR measurements, and to reduce the influence of fading.
DATABASE COMPARISON
The solution space in database comparison is limited to roads already mapped by measurement equipment. A possible architecture of the proposed location system may look like Fig. 2 .
Measurements using a channel sounder have been collected along streets in typical urban and suburban environments of Munich in Germany. Several measurement runs were performed along the same streets. Later, the various measurement series have been compared using the pattem recognition algorithm described in section IV. The pattem recognition algorithm used to process the measurements has the following steps: data acquisition, feature extraction, pre-processing, Box-Cox metric calculation, cost-function calculation, search and decide. The structure of the processing steps is depicted in Fig. 3 and the details are described below. 
A. Data acquisition
Measurements are performed by the channel sounder designed and implemented by Siemens AG. A detailed mathematical and technical description is given in [9] . The channel sounder is designed to perform outdoor CIR measurements in the 900 and 1800 MHz range. The pulse repetition frequency and bandwidth were set to 195.3 Hz and 5 MHz respectively.
The channel sounder consists of a receiver with a 120" sectorised antenna situated 21 meters above the ground. The transmitter was set up in a vehicle with an outside antenna at the output. The transmitter antenna was mounted 2.1 meter above the ground. The measured real and imaginary CIR components h(k) = h,(k) + jhi, (k) at time step k are collected into the
, where M is the vector dimension and R is the total number of measurements.
B. Feature extraction
We wish to extract the most location dependent features of the CIR measurements. The phase component of our signal is likely to perform several 2n rotations within a few meters of movement. This component is therefore removed from the data. The results presented in this paper are based on timedomain comparison of the CIR absolute value. We thus perform the operation h, (k) = (h(k)l at every time step k.
C. Pre-processing
In an effort to reduce the influence of fading, averaging is performed on the CIR absolute values. [lo].
D. Box-Cox metric calculation
A general dissimilarity metric yields a value corresponding to the difference between two vectors. The most widely used The CIR, see Fig. 1 , has a dynamic range of about 40 dB.
In order for the strongest signal components not to dominate in the dissimilarity metric (2) some form of non-linear transformation must be performed. The Box-Cox metric transforms (2) such that the influence of the strongest signal components is lowered and the influence of the weaker signal components is increased, according to the parameter T ) [I 11 . The sliding Box-Cox metric, which we denote d ( f , g ) , is defined as where the exponent T ) E (0,1] .
E. Cost-function calculation
The database of feature vectors 
F. Search and decide
We search the database for the best match between h3 (I) and one of the database vectors in B by finding the minimum element of vector (4). The corresponding index of this minimum may be used to decide a position estimate since all the vectors in the database are linked with their positions.
The depth of this minimum yields an indication of the dissimilarity between the feature vector h3(r) , and the database. The width yields an indication of the integrity of the corresponding position estimate in relation to nearby positions along the route of movement. Both these parameters may be used to estimate position accuracy.
v. SECONDARY ESTIMATION PROCEDURE
The solid line of Fig. 4 depicts the error of the primary position estimates for a 1400 meters measurement run using the processing steps described in section IV. The position error has both high frequency and low frequency behaviour.
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High frequency errors not corresponding to the vehicle dynamics may be filtered out. This is done by combining the primary position estimates with knowledge about the expected speed and acceleration in a Kalman filter.
The expected speed is a rough estimate, which we assume constant for a specific area. In a real system this estimate may be based on the speed limit, more specific knowledge of the traffic pattern or measured speed. The speed is thus input as a pseudo-measurement, yv , in the Kalman filter.
The vehicle acceleration depends on the engine power and the driver's usage of the accelerator pedal. We assume the acceleration to have low frequency behaviour and we model it as a 1. order Markov process.
We expect coloured speed-and position-measurementerrors. A common approach is to model these as 1. order
Markov processes in an augmented Kalman filter.
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A. System Description system is defined as
The linear state space equation for a continuously dynamic 
The process noise vector v(t) = [v,(t) vp(t) v,(t)]
consists of corresponding continuous white noise for the three Markov processes.
The observations at discrete time steps 1 are linear in the state variables such that 
B. The Kalman Filter
The state space equation (5) and the process-noise covariance matrix is converted to discrete time as shown in chapter 5.3 of [12] . The Kalman filter is implemented as described in chapter 5.5 of [12] . This defines an algorithm capable of filtering the one-dimensional position estimates, y,, , from the pattern recognition process described in section IV.
,
VI. RESULTS
The system described above has been tested using about 30 km of CIR measurements from 4 routes in urban and suburban areas of Munich. The routes are between 450 to 850 meters of length. The same routes were driven several times. One of the measurement series from each route was processed to serve as the database. Comparison was then performed with the other measurement series from the same route. performed worse and the error was more difficult to model. In category C comparison was not possible using the algorithm described above. Table I yields an overview of the number of series in each category and the corresponding sum of measured kilometres. The accuracy of this method is primarily a function of two factors. The first is the problem with similar nearby CIR measurements. This seem to be handled well by the secondary estimation procedure, the Kalman filter. The second is the problem with the reproducibility of the CIR. By this we mean the ability to measure two relatively similar CIRs, according to our pattern recognition, at the same AKNOWLEDCMENT We would like to thank Siemens AG in Miinich for providing the channel measurements used in this research.
