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MONOTONE RETRACTABILITY AND RETRACTIONAL SKELETONS
MAREK CU´TH AND ONDRˇEJ F.K. KALENDA
Abstract. We prove that a countably compact space is monotonically retractable if and
only if it has a full retractional skeleton. In particular, a compact space is monotonically
retractable if and only if it is Corson. This gives an answer to a question of R. Rojas-
Herna´ndez and V. V. Tkachuk. Further, we apply this result to characterize retractional
skeleton using a topology on the space of continuous functions, answering thus a question
of the first author and a related question of W. Kubi´s.
1. Introduction and main results
Spaces with a rich family of retractions often occur both in topology and functional analy-
sis. For example, systems of retractions were used by Amir and Lindenstrauss to characterize
Eberlein compact spaces [1] or by Gul′ko [10] to prove that a compact space K is Corson
whenever Cp(K) has the Lindelo¨f Σ-property. This line of research continued for a long time
(for a survey see e.g. [13] and Chapter 19 of [11]). The optimal notion of an indexed system
of retractions in this area was defined in [16]. We slightly generalize this notion to a more
general situation – we consider countably compact spaces, not only compact ones.
Definition. A retractional skeleton in a countably compact space X is a family of continuous
retractions s = {rs}s∈Γ, indexed by an up-directed partially ordered set Γ, such that
(i) rs[X ] is a metrizable compact for each s ∈ Γ,
(ii) s, t ∈ Γ, s ≤ t⇒ rs = rs ◦ rt = rt ◦ rs,
(iii) given s0 < s1 < · · · in Γ, t = supn∈ω sn exists and rt(x) = limn→∞ rsn(x) for every
x ∈ X ,
(iv) for every x ∈ X , x = lims∈Γ rs(x).
We say that D(s) =
⋃
s∈Γ rs[X ] is the set induced by the retractional skeleton s in X .
If D(s) = X then we say that s is a full retractional skeleton.
Let us point out that the condition (i) in the definition of a retractional skeleton is equiv-
alent to
(i’) rs[X ] has a countable network for each s ∈ Γ.
Indeed, any metrizable compact has a countable network. Conversely, if r is any retraction
on X , then r[X ] is a closed subset of X , hence it is countably compact. If it has countable
network, it is Lindelo¨f and hence compact. Finally, a compact with countable network is
metrizable.
Another type of a structured system of retractions was recently introduced in [18].
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Definition. A space X is monotonically retractable if we can assign to any countable set
A ⊂ X a retraction rA and a countable set N (A) such that the following conditions are
fulfilled:
• A ⊂ rA[X ].
• The assignment A 7→ N (A) is ω-monotone, i.e.,
(i) if A ⊂ B are countable subsets of X , then N (A) ⊂ N (B);
(ii) if (An) is an increasing sequence of countable subsets of X , then N (
⋃∞
n=1An) =⋃∞
n=1N (An).
• N (A) is a network of rA, i.e. r
−1
A (U) is the union of a subfamily of N (A) for any
open set U ⊂ X .
Our main result is the following characterization of monotonically retractable countably
compact spaces using the notion of a retractional skeleton.
Theorem 1.1. A countably compact space is monotonically retractable if and only if it has
a full retractional skeleton.
Since a compact space has a full retractional skeleton if and only if it is Corson [5, Theorem
3.11], we get the following positive answer to Question 6.1 of [19].
Corollary 1.2. A compact space is monotonically retractable if and only if it is Corson.
As another corollary we obtain the following result from [18].
Corollary 1.3. Any first countable countably compact subspace of an ordinal is monotoni-
cally retractable.
Indeed, it is enough to observe that any first countable countably compact subspace of
an ordinal admits a full retractional skeleton. To do that one can use the formula from [16,
Example 6.4].
Theorem 1.1 will be proved in Section 4, it is an immediate consequence of Theorem 4.1.
Corollary 1.2 is in fact easier, it follows already from Proposition 4.2.
Further, we apply our results to prove the following ‘noncommutative’ analogues of the
results of [12]. These theorems provide answers to Problem 1 of [5] and Problem 1 of [15].
The topological property sought in the quoted problems is ‘to be monotonically Sokolov’.
This class of spaces was introduced and studied in [19], we recall the definition in the next
section.
Theorem 1.4. Let K be a compact space and D be a dense subset of K. Then the following
two conditions are equivalent:
(i) D is induced by a retractional skeleton in K.
(ii) D is countably compact and (C(K), τp(D)) is monotonically Sokolov.
This theorem will be proved in the last section. The next one is its Banach-space counter-
part. Projectional skeleton is Banach-space analogue of retractional skeleton, these notions
are dual in a sense. For exact definitions and details see [15] or [6].
Theorem 1.5. Let E be a Banach space and D ⊂ E∗ a norming subspace. Then the
following two conditions are equivalent:
(i) D is induced by a projectional skeleton.
(ii) D is weak∗ countably closed and (E, σ(E,D)) is monotonically Sokolov.
This theorem will proved in the last section, using its more precise version, Theorem 5.1.
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2. Preliminaries
In this section we collect basic notation, terminology and some known facts which will be
used in the sequel.
We denote by ω the set of all natural numbers (including 0), by N the set ω \ {0}. If X
is a set then exp(X) = {Y ; Y ⊂ X}. We denote by [X ]≤ω all countable subsets of X .
All topological spaces are assumed to be Tychonoff. Let T be a topological space.
• τ(T ) denotes the topology of T and τ(x, T ) = {U ∈ τ(T ); x ∈ U} for any x ∈ T .
• A subset S ⊂ T is said to be countably closed if C ⊂ S for every countable subset
C ⊂ S. It is easy to check that a countably closed subset of a countably compact
space is countably compact.
• A family N of subsets of T is said to be a network of T if any open set in T is the
union of a subfamily of N
• If A ⊂ T , then a family N of subsets of T is said to be an external network of A in
T if for any a ∈ A and U ∈ τ(a, T ) there exists N ∈ N such that a ∈ N ⊂ U .
• If Y is a topological space and f : T → Y is a continuous map, then a family N of
subsets of T is said to be a network of f if for any x ∈ T and U ∈ τ(f(x), Y ) there
exists N ∈ N such that x ∈ N and f [N ] ⊂ U .
• βT denotes the Cˇech-Stone compactification of T .
For any topological spaces X and Y the set of continuous functions from X to Y is denoted
by C(X, Y ). We write C(X) instead of C(X,R) and Cb(X) for the set of all bounded functions
from C(X). By Cp(X) we denote the space C(X) equipped with the the topology of pointwise
convergence (i.e., the topology inherited from RX). Moreover, if D ⊂ X is dense, we denote
by τp(D) the topology of the pointwise convergence on D (i.e. the weakest topology on C(X)
such that f 7→ f(d) is continuous for every d ∈ D).
We shall consider Banach spaces over the field of real numbers. If E is a Banach space and
A ⊂ E, we denote by spanA the linear hull of A. BE is the closed unit ball of E; i.e., the
set {x ∈ E : ‖x‖ ≤ 1}. E∗ stands for the (continuous) dual space of E. For a set A ⊂ E∗
we denote by A
w∗
the weak∗ closure of A. Given a set D ⊂ E∗ we denote by σ(E,D) the
weakest topology on E such that each functional from D is continuous. A set D ⊂ E∗ is
r-norming if ‖x‖ ≤ r. sup{|x∗(x)| : x∗ ∈ D ∩BE∗}. We say that a set D ⊂ E∗ is norming if
it is r-norming for some r ≥ 1.
The following definitions come from [19].
Definition. Let X, Y be sets, O ⊂ exp(X) closed under countable increasing unions, N ⊂
exp(Y ) and f : O → N . We say that f is ω-monotone if
(i) f(A) is countable for every countable A ∈ O;
(ii) if A ⊂ B and A,B ∈ O then f(A) ⊂ f(B);
(iii) if {An; n ∈ ω} ⊂ O and An ⊂ An+1 for every n ∈ ω then f(
⋃
n∈ω An) =
⋃
n∈ω f(An).
Definition. A space T is monotonically Sokolov if we can assign to any countable family F
of closed subsets of T a continuous retraction rF : T → T and a countable external network
N (F) for rF(T ) in T such that rF(F ) ⊂ F for every F ∈ F and the assignment N is
ω-monotone.
In the following statement we sum up some properties of monotonically retractable and
monotonically Sokolov spaces which we will use later. They follow from results of [19].
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Fact 2.1. Let X be a topological space. Then:
(a) X is monotonically retractable if and only if Cp(X) is monotonically Sokolov.
(b) X is monotonically Sokolov if and only if Cp(X) is monotonically retractable.
(c) Any closed subspace of a monotonically retractable (resp. monotonically Sokolov) space
is monotonically retractable (resp. monotonically Sokolov).
(d) A countable product of monotonically Sokolov spaces is monotonically Sokolov.
(e) Any monotonically Sokolov space is Lindelo¨f.
(f) Any monotonically retractable space is normal and ω-monolithic (i.e., any separable sub-
set has countable network).
(g) Any monotonically retractable space has countable tightness.
(h) Any countably compact subset of a monotonically retractable space is closed (and hence
monotonically retractable).
Proof. The assertions (a) and (b) are proved in [19, Theorem 3.5], the assertions (c)–(f)
follow from [19, Theorems 3.4 and 3.6].
Let us show (g). Let X be a monotonically retractable space. Consequently, Y = Cp(X)
is monotonically Sokolov by (a) and by (d) Y n is monotonically Sokolov for every n ∈ N.
It follows by (e) that Y n is Lindelo¨f for every n ∈ N and, by [2, Theorem II.1.1], Cp(Y ) =
Cp(Cp(X)) has a countable tightness. Since X embeds in Cp(Cp(X)), it must have a countable
tightness.
Finally, let us prove (h). Let X be a monotonically retractable space and A ⊂ X countably
compact. Fix a ∈ A. Since X has a countable tightness (by (g)), there is a countable set
S ⊂ A with a ∈ S. By (f) S ∩ A has a countable network, hence it is Lindelo¨f. Since A
is countably compact, S ∩ A is countably compact and Lindelo¨f; hence, compact. It follows
that S ∩ A is closed in X and a ∈ A. 
In the following we summarize some easy facts concerning sets induced by a retractional
skeleton.
Fact 2.2. Let X be a countably compact space and let D be a set induced by a retractional
skeleton in X. Then:
(i) D is countably closed in X.
(ii) D is sequentially compact.
(iii) If X is compact, then X = βD.
Proof. Let s = {rs}s∈Γ be a retractional skeleton in X with D = D(s). Whenever A ⊂ D is
countable, there is s ∈ Γ with A ⊂ rs[X ]; hence, A ⊂ rs[X ] is metrizable compact and (i)
and (ii) follows. The assertion (iii) is proved in [15, Theorem 32]. 
3. The method of elementary models
The purpose of this section is to briefly recall the reader of some basic facts concerning the
method of elementary models. This is a set-theoretical method which can be used in various
branches of mathematics. A. Dow in [9] illustrated the use of this method in topology, P.
Koszmider in [14] used it in functional analysis. Later, inspired by [14], W. Kubi´s in [15] used
it to construct retractional (resp. projectional) skeleton in certain compact (resp. Banach)
spaces. In [4] the method has been slightly simplified and specified. We briefly recall some
basic facts. More details may be found e.g. in [4] and [7].
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First, let us recall some definitions. Let N be a fixed set and φ a formula in the language
of ZFC. Then the relativization of φ to N is the formula φN which is obtained from φ by
replacing each quantifier of the form “∀x” by “∀x ∈ N” and each quantifier of the form “∃x”
by “∃x ∈ N”.
If φ(x1, . . . , xn) is a formula with all free variables shown (i.e., a formula whose free vari-
ables are exactly x1, . . . , xn) then φ is said to be absolute for N if
∀a1, . . . , an ∈ N (φ
N(a1, . . . , an)↔ φ(a1, . . . , an)).
A list of formulas, φ1, . . . , φn, is said to be subformula closed if every subformula of a
formula in the list is also contained in the list.
The method is based mainly on the following theorem (a proof can be found in [17, Chapter
IV, Theorem 7.8]).
Theorem 3.1. Let φ1, . . . , φn be any formulas and Y any set. Then there exists a setM ⊃ Y
such that φ1, . . . , φn are absolute for M and |M | ≤ max(ω, |Y |).
Since the set from Theorem 3.1 will often be used, the following notation is useful.
Definition. Let φ1, . . . , φn be any formulas and Y be any countable set. Let M ⊃ X be a
countable set such that φ1, . . . , φn are absolute forM . Then we say thatM is an elementary
model for φ1, . . . , φn containing X . This is denoted by M ≺ (φ1, . . . , φn; Y ).
The fact that certain formula is absolute for M will always be used in order to satisfy the
assumption of the following lemma from [8, Lemma 2.3]. Using this lemma we can force the
model M to contain all the needed objects created (uniquely) from elements of M .
Lemma 3.2. Let φ(y, x1, . . . , xn) be a formula with all free variables shown and Y be a
countable set. Let M be a fixed set, M ≺ (φ, ∃y : φ(y, x1, . . . , xn); Y ), and a1, . . . , an ∈M be
such that there exists a set u satisfying φ(u, a1, . . . , an). Then there exists u ∈ M such that
φ(u, a1, . . . , an).
Proof. Let us give here the proof just for the sake of completeness. Using the absoluteness
of the formula ∃u : φ(u, x1, . . . , xn) there exists u ∈ M satisfying φM(u, a1, . . . , an). Using
the absoluteness of φ we get, that for this u ∈M the formula φ(u, a1, . . . , an) holds. 
It would be very laborious and pointless to use only the basic language of the set theory.
For example, having a function f , we often write y = f(x) and we know that this is a
shortcut for a formula with free variables x, y, and f .
Indeed, consider the formula
ϕ(x, y, z) = ∀a(a ∈ z ↔ (a = x ∨ a = y)).
Then ϕ(x, y, z) is true if and only if z = {x, y}. Recall that y = f(x) means {{x}, {x, y}} ∈ f .
Hence, y = f(x) if and only if the following formula is true
∀z(∀a(a ∈ z ↔ ϕ(x, x, a) ∨ ϕ(x, y, a))⇒ z ∈ f).
Therefore, in the following text we use this extended language of the set theory as we are
used to. We shall also use the following convention.
Convention 3.3. Whenever we say “for any suitable model M (the following holds . . . )”
we mean that “there exists a list of formulas φ1, . . . , φn and a countable set Y such that for
every M ≺ (φ1, . . . , φn; Y ) (the following holds . . . )”.
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By using this new terminology we lose the information about the formulas φ1, . . . , φn and
the set Y . However, this is not important in applications.
Let us recall several further results about elementary models (all the proofs are based on
Lemma 3.2 and they can be found in [4, Proposition 2.9, 2.10 and 3.2] and [5, Lemma 4.8]).
Lemma 3.4. There are formulas θ1, . . . , θm and a countable set Y0 such that any M ≺
(θ1, . . . , θn; Y0) satisfies the following conditions:
• If f ∈M is a mapping, then Dom(f) ∈M , Rng(f) ∈M and f [M ] ⊂M .
• If A is finite, then A ∈M if and only if A ⊂M .
• If A ∈M is a countable set, then A ⊂ M .
• If A,B ∈ M , then A ∪ B ∈ M .
Moreover, we will need to find suitable models in a “monotonic way”. Thus, the following
lemma from [7, Lemma 4] will be useful as well.
Lemma 3.5. Let φ1, . . . , φn be a subformula closed list of formulas and let R be a set such
that φ1, . . . , φn are absolute for R. Then there exists a function ψ : [R]
≤ω → [R]≤ω such that
(i) For every A ∈ [R]≤ω, ψ(A) ≺ (φ1, . . . , φn;A).
(ii) The mapping ψ is ω-monotone.
Definition. We say that the function from Lemma 3.5 is a Skolem function for φ1, . . . , φn
and R.
4. Proof of the main result
In this section we are going to prove our main result, Theorem 1.1. This is the content of
the equivalence (i)⇔(iii) from the following theorem. We add one more equivalent condition,
formulated with the use of elementary models, because via this condition the proof will be
done.
Theorem 4.1. Let X be a countably compact space. Then the following are equivalent:
(i) X has a full retractional skeleton.
(ii) For any suitable model M , C(X) ∩M separates the points of X ∩M .
(iii) X is monotonically retractable.
Recall that a compact space is Corson if and only if it has a full retractional skeleton;
see e. g. [5, Theorem 3.11]. Hence, in case X is compact, the equivalence (i)⇔(ii) comes
from [3, Theorem 7] (for a simplified and generalized version see [15, Theorem 30], a more
detailed proof which suits our situation the most can be found in [5, Theorem 4.9]).
The rest of this section will be devoted to the proof of Theorem 4.1. We start by proving
the implication (iii)⇒(ii). This is the content of the following proposition – note that it holds
even without assuming countable compactness of X . Let us also remark that this already
provides a proof of Corollary 1.2.
Proposition 4.2. Let X be a monotonically retractable space. Then, for any suitable model
M , Cb(X) ∩M separates the points of X ∩M .
Proof. Suppose that for any countable set A ⊂ X , we have a retraction rA : X → X
and a family N (A) that witness the monotone retractability of X . Fix formulas φ1, . . . , φn
containing the formulas θ1, . . . , θm from Lemma 3.4 and the formula (and its subformulas)
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marked by (∗) in the proof below, and a countable set Y containing the set Y0 from Lemma
3.4 and the set {Cb(X),N}. Fix M ≺ (φ1, ..., φn; Y ). Put A =
⋃
{B ∈ [X ]≤ω; B ∈ M}.
This is a countable set.
Claim 1. N (A) ⊂M
Proof. By Lemma 3.4, the set {B ∈ [X ]≤ω; B ∈ M} is closed under finite unions. Hence,
there exists an increasing sequence (Bn)n∈N with A =
⋃
n∈NBn and Bn ∈M for every n ∈ N.
Since the assignment N is ω-monotone, we have N (A) =
⋃
n∈NN (Bn). Fix n ∈ N. By
Lemma 3.4, N (Bn) ∈ M and N (Bn) ⊂M . Consequently, N (A) ⊂M . 
Claim 2. X ∩M ⊂ rA[X ]
Proof. Fix x ∈ X ∩ M . Then {x} ∈ [X ]≤ω ∩ M (by Lemma 3.4); hence, x ∈ A. Thus,
X ∩M ⊂ A and X ∩M ⊂ A ⊂ rA[X ]. 
Fix x, y ∈ X ∩M , x 6= y. By Claim 2, x, y ∈ rA[X ]. Find sets U ∈ τ(x, rA[X ]) and
V ∈ τ(y, rA[X ]) such that U∩V = ∅. Since N (A) is a network of rA, we can find Nx ∈ N (A)
and Ny ∈ N (A) with x ∈ Nx ⊂ r
−1
A [U ] and y ∈ Ny ⊂ r
−1
A [V ]. Note that Nx ∩ Ny = ∅ and
recall that X is normal by Fact 2.1. By Claim 1, Nx, Ny ∈ M . Hence, by Lemma 3.2 and
the absoluteness of the formula (and its subformula)
∃f ∈ Cb(X) (∀a ∈ Nx : f(a) = 0 ∧ ∀b ∈ Ny : f(b) = 1), (∗)
there is f ∈ Cb(X)∩M with f(x) = 0 6= 1 = f(y). Thus, Cb(X)∩M separates the points of
X ∩M . 
We continue with proving the equivalence (i)⇔(ii) from Theorem 4.1. In fact, this equiv-
alence is essentially known due to the following result:
Lemma 4.3. ([15, Theorem 30], see also [5, Theorem 4.9]) Let K be a compact space and
X ⊂ K a dense countably compact subset. The following assertions are equivalent:
(i) X is induced by a retractional skeleton in K.
(ii) For any suitable model M , C(K) ∩M separates the points of X ∩M .
In fact, the quoted results use a slightly stronger assumption that X is countably closed in
K. However, if X is induced by a retractional skeleton, it is automatically countably closed
by Fact 2.2, so this assumption is not used for (i)⇒(ii). For the opposite implication, by
[5, Theorem 4.9] it follows from (ii) that X is contained in a set Y induced by retractional
skeleton. Now it follows easily from [15, Theorem 32] that X = Y .
The proof of the equivalence (i)⇔(ii) from Theorem 4.1 will be done by reducing the
situation to the use of Lemma 4.3. More precisely, let us consider K = βX . We will
show that the validity of assertion (i) in Theorem 4.1 is equivalent to the validity of (i) in
Lemma 4.3 and similarly for the respective assertions (ii). We begin with the assertions (ii).
The key tool to do that is the following easy lemma.
Lemma 4.4. Let L be a compact space and A ⊂ L a dense countably compact subset. Let
S ⊂ C(L) be a countable set separating the points of A. Then S separates the points of L.
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Proof. Arguing by contradiction, let x1, x2 ∈ L be such that x1 6= x2 and f(x1) = f(x2) for
every f ∈ S. Find g ∈ C(L) with g(x1) 6= g(x2). Denote, for i ∈ {1, 2},
Ai =
⋂
h∈S∪{g}
{t ∈ L; h(xi) = h(t)}.
Then A1, A2 are nonempty Gδ sets and A1 ∩ A2 = ∅. Hence, e. g. by [13, Lemma 1.11],
there are y1 ∈ A ∩A1 and y2 ∈ A∩A2. This is a contradiction because S does not separate
the points y1 6= y2 from A. 
Let us now show the equivalence of the respective assertions (ii) from Theorem 4.1 and
Lemma 4.3. Suppose that the assertion (ii) from Theorem 4.1 holds. LetM be such a suitable
model containing moreover the extension map f 7→ βf , f ∈ C(X), and the restriction map
f 7→ f ↾X , f ∈ βX . Then C(X) ∩M = {f ↾X : f ∈ C(βX) ∩M}. Hence the validity of
assertion (ii) from Lemma 4.3 follows from the previous lemma applied to L = X ∩M
βX
,
A = X ∩M
X
and S = {f ↾L: f ∈ C(βX) ∩M}. The converse implication can be proved in
the same way, just the final use of the previous lemma is not necessary.
The equivalence of the respective assertions (i) is the content of the following proposition.
Proposition 4.5. Let X be a countably compact space. Then X has a full retractional
skeleton if and only if it is induced by a retractional skeleton in βX.
Moreover, if {rs}s∈Γ is a full retractional skeleton in X, then there is a retractional skeleton
{Rs}s∈Γ in βX inducing X such that Rs ↾X= rs for every s ∈ Γ.
Proof. We start by proving the ‘if part’. Let s = {Rs}s∈Γ be a retractional skeleton in βX
with D(s) = X . Then s′ = {Rs ↾X}s∈Γ is a full retractional skeleton in X . Indeed, since
X is induced by s, we have, for each s ∈ Γ, Rs[βX ] ⊂ X . Since Rs is a retraction, we get
Rs[βX ] = Rs[Rs[βX ]] ⊂ Rs[X ], hence Rs[X ] = Rs[βX ]. It follows that ranges of Rs ↾X
cover X . Further, it is immediate that (i)–(iv) from the definition of a retractional skeleton
are satisfied. This finishes the proof.
To show the ‘only if’ part let s = {rs}s∈Γ be a full retractional skeleton in X . Fix s ∈ Γ.
We extend the retraction rs : X → βX to a continuous function Rs : βX → βX . Then
Rs is a retraction because Rs ◦ Rs = Rs on a dense subset X ; hence, Rs ◦ Rs = Rs on βX .
Moreover, rs[X ] = Rs[βX ] because Rs[X ] = rs[X ] is compact and dense in Rs[βX ]; hence,
Rs[βX ] = rs[X ] ⊂ X is a metrizable compact. Now, it is immediate that s′ = {Rs}s∈Γ is a
system of retractions on βX satisfying (i), (ii) from the definition of a retractional skeleton
and D(s′) = X . In order to verify that (iii) from the definition of a retractional skeleton
holds, let us fix a sequence s0 < s1 < · · · in Γ with t = supn∈ω sn ∈ Γ and x ∈ βX . Then
Rt(x) ∈ X . Therefore, Rt(x) = rt(Rt(x)) = limn→∞ rsn(Rt(x)) = limn→∞Rsn(x).
Finally, let us fix x ∈ βX . It remains to show that lims∈ΓRs(x) = x. Arguing by
contradiction, let y ∈ βX be a cluster point of the net {Rs(x)}s∈Γ with y 6= x. Fix U ∈
τ(x, βX) and V ∈ τ(y, βX) with U ∩ V = ∅ and s0 ∈ Γ. We inductively find sequences
{sn}n∈N, {s′n}n∈N of indices from Γ, {xn}n∈N of points from X and {Un}n∈N of sets from
τ(x, βX) such that, for every n ∈ N,
• U1 ⊂ U ,
• sn ≤ s′n ≤ sn+1, Un+1 ⊂ Un,
• Rsn(Un) ⊂ V ,
• xn ∈ Un ∩X and
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• Rs′
n
(xn) = xn.
Let us describe the inductive process. Let s′n−1 and Un−1 be defined (we put s
′
0 = s0 and
U0 = U if n = 1). Find sn ≥ s′n−1 with Rsn(x) ∈ V and Un ∈ τ(x, βX) with Un ⊂ Un−1 and
Rsn(Un) ⊂ V . Since X is dense in βX we can find xn ∈ X ∩Un. Finally, we choose s
′
n to be
such that s′n ≥ sn and Rs′n(xn) = xn.
By Fact 2.2, X is sequentially compact and so we may without loss of generality assume
that the sequence {xn}n∈N converges to some z ∈ X . For t = supn∈ω sn we get
Rt(z) = lim
n→∞
Rt(xn) = lim
n→∞
Rt(Rs′
n
(xn)) = lim
n→∞
Rs′
n
(xn) = lim
n→∞
xn = z.
Hence, Rt(z) = z ∈ U . Moreover, xk ∈ Un for every k ≥ n; hence, z ∈
⋂
n∈N Un and
Rt(z) ∈ Rt
[⋂
n∈N
Un
]
= Rt
[⋂
n∈N
Un
]
⊂ V ,
which is a contradiction with U ∩ V = ∅.
The ‘moreover part’ follows immediately from the construction. 
To complete the proof of Theorem 4.1 we will show (ii)⇒(iii). The idea is to use a
Skolem function given by (ii) to create the required ω-monotone mapping. We begin with
the following lemma which gives a formula for a network of a given retraction.
Lemma 4.6. Let X be a space and r : X → X a retraction with a compact range. Let
S ⊂ C(X) be a subset separating the points of r[X ] such that f ◦ r = f for every f ∈ S.
Then
N (S) = {f−11 (I1) ∩ · · · ∩ f
−1
k (Ik); f1, . . . , fk ∈ S,
I1, . . . , Ik are open intervals with rational endpoints}
is a network of r.
Proof. Fix y ∈ X and U ∈ τ(r(y), r(X)). For any z ∈ r[X ]\U there is a function fz ∈ S such
that fz(y) 6= fz(z). We can find disjoint open intervals Iz and Jz with rational endpoints
such that fz(y) ∈ Iz and fz(z) ∈ Jz. The open sets f−1z (Jz), z ∈ r[X ] \U cover the compact
set r[X ] \ U , so there are z1, . . . , zk ∈ r[X ] \ U such that
⋃k
i=1 f
−1
zi
(Jzi) ⊃ r[X ] \ U . Then
y ∈
k⋂
i=1
f−1zi (Izi) ⊂ r
−1[U ],
which completes the proof. 
We continue by the following lemma which we use to improve a bit the model provided
by the assumption (ii).
Lemma 4.7. Let X be a countably compact space satisfying the assumption (ii) from The-
orem 4.1. Then for any suitable model M the following holds:
(i) C(X) ∩M separates the points of X ∩M .
(ii) X ∩M is compact.
(iii) There is a retraction r : X → X with r[X ] = X ∩M such that f ◦ r = f for each
f ∈ C(X) ∩M .
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Proof. In this proof we will use the identification of any n ∈ ω with the set {0, . . . , n − 1}.
Further, denote by B the set of all the open intervals with rational endpoints and by B<ω
the set of all the functions whose domain is some n ∈ ω and whose values are in B.
Fix formulas φ1, . . . , φn containing all the formulas θ1, . . . , θm from Lemma 3.4, the formu-
las provided by the assertion (ii) from Theorem 4.1 and the formulas (and their subformulas)
marked by (∗) in the proof below, and a countable set Y containing the set Y0 from Lemma
3.4, the set provided by the assertion (ii) from Theorem 4.1 and the set {X, C(X),B,B<ω}.
Fix M ≺ (φ1, ..., φn; Y ).
Set A = C(X)∩M . By the assumptions A separates points of X ∩M , hence the assertion
(i) is fulfilled. Let us define the mapping Φ : X → RA by the formula
Φ(x)(f) = f(x), f ∈ A, x ∈ X.
Then Φ is continuous, hence Φ[X ] is countably compact. Since A is countable, we deduce
that Φ[X ] is a metrizable compact. Moreover, Φ is a closed mapping (any closed F ⊂ X is
countably compact, Φ[F ] is then countably compact, hence compact and thus closed). By
the already proved condition (i) the mapping Φ is one-to-one when restricted to X ∩M , so
it is a homeomorphism of X ∩M onto its image. In particular, X ∩M is compact, which
proves the assertion (ii).
The next step is to prove that Φ[X ] = Φ[X ∩M ]. Since Φ is a closed mapping, it is
enough to show that Φ[X ∩M ] is dense in Φ[X ]. To do that fix x0 ∈ X and U an open set in
R
A containing Φ(x0). It follows that there is a finite set F ⊂ A and intervals If ∈ B, f ∈ F ,
such that
Φ(x0) ∈ {z ∈ R
A; z(f) ∈ If for f ∈ F} ⊂ U,
which means
x0 ∈ {x ∈ X ; f(x) ∈ If for f ∈ F} ⊂ Φ
−1(U).
Since F ⊂ A ⊂ M and F is finite, Lemma 3.4 yields F ∈ M . Further, by absoluteness of
the formula
∃n ∈ ω ∃η (η is a mapping of n onto F ) (∗)
and its subformulas, there is n ∈ ω and an onto mapping η : n → F in M . Let us further
define mapping ζ : n → B by ζ(i) = Iη(i). Since ζ ∈ B
<ω, B<ω ∈ M and it is countable, it
follows from Lemma 3.4 that ζ ∈M . Finally, by absoluteness of the formula
∃x ∈ X ∀i ∈ n (η(i)(x) ∈ ζ(i)) (∗)
and its subformulas, there is x ∈ X ∩M such that η(i)(x) ∈ ζ(i) for each i ∈ n, in other
words f(x) ∈ If for each f ∈ F , hence Φ(x) ∈ U . This completes the proof that Φ[X ∩M ]
is dense in Φ[X ], hence Φ[X ] = Φ[X ∩M ].
Finally, set r = (Φ ↾X∩M)
−1 ◦ Φ. It is clear that r is a continuous retraction on X with
the range X ∩M . Further, if f ∈ A and x ∈ X , then
(f ◦ r)(x) = f(r(x)) = Φ(r(x))(f) = Φ
(
(Φ ↾X∩M)
−1 (Φ(x))
)
(f) = Φ(x)(f) = f(x),
hence f ◦ r = f , which completes the proof of (iii). 
Finally, we give the proof of the missing implication of Theorem 4.1.
Let us assume that the assertion (ii) holds. We will show that (iii) holds as well. For any
countable S ⊂ C(X) let us define N (S) by the formula given in Lemma 4.6. Note that the
assignment S 7→ N (S) is ω-monotone. Let a subformula closed list of formulas φ1, . . . , φn
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and a countable set Y be the ones provided by Lemma 4.7. By Theorem 3.1 there exists a set
R ⊃ X∪Y such that φ1, . . . , φn are absolute for R. Let ψ be a Skolem function for φ1, . . . , φn
and R; see Lemma 3.5. For every A ∈ [X ]≤ω, we put M(A) = ψ(A ∪ Y ). By Lemma 3.5,
M(A) ≺ (φ1, . . . , φn; Y ), M(A) ⊃ A and the assignment A 7→ M(A) is ω-monotone. Let rA
be the retraction assigned to M(A) by Lemma 4.7 and O(A) = N (C(X) ∩M(A)). Then
O(A) is a countable network of rA and A ⊂ M(A) ∩X ⊂ M(A) ∩X = rA[X ]. Finally, the
assignment A 7→ O(A) is ω-monotone because it is a composition of ω-monotone mappings
A 7→ C(X) ∩M(A) and N . This completes the proof.
5. A function-space characterization of compact spaces with retractional
skeleton
The aim of this section is to prove Theorem 1.4 and Theorem 1.5. In fact, instead of the
latter we prove a more precise version, namely Theorem 5.1 below.
Let us start with Theorem 1.4. It answers [5, Problem 1] and can be viewed as a non-
commutative analogue of [12, Theorem 2.1]. Let us comment it a bit. Let K be a compact
space and D ⊂ K dense subset. Then D is induced by a commutative retractional skeleton
in K (here, commutative means that each two projections from the skeleton commute, not
only the compatible pairs) if and only if D is a “Σ-subset” of K; see e.g. the [5, p. 56].
In [12, Theorem 2.1] it is proved that D is a Σ-subset of K if and only if D is countably
compact and (C(K), τp(D)) is primarily Lindelo¨f (see [12, Definition 1.2]). To characterize
sets induced by a possibly noncommutative retractional skeleton, we replace the property to
be primarily Lindelo¨f by the monotonical Sokolov property.
Proof of Theorem 1.4. Assume that D is induced by a retractional skeleton in K. One can
notice that, by Fact 2.2, D is countably compact and K = βD. Hence, D has a full
retractional skeleton (by the trivial implication of Proposition 4.5). By Theorem 4.1, D is
monotonically retractable; hence, by Fact 2.1, Cp(D) is monotonically Sokolov. Taking into
account that βD = K, Cp(D) is homeomorphic to (C(K), τp(D)). Thus, (C(K), τp(D)) is
monotonically Sokolov.
For the converse implication, let us assume thatD is countably compact and (C(K), τp(D))
is monotonically Sokolov. By Fact 2.1 the space Cp(C(K), τp(D)) is monotonically retractable.
The mapping Ψ : D → Cp(C(K), τp(D)) defined by
Ψ(d)(f) = f(d), f ∈ C(K), d ∈ D
is continuous (by the very definition of the respective topologies) and one-to-one. Fur-
ther, for any closed F ⊂ D its image Ψ(F ) is countably compact and hence closed in
Cp(C(K), τp(D)) (by Fact 2.1). It follows that Ψ is a homeomorphism of D onto a closed
subset of Cp(C(K), τp(D)), thus D is monotonically retractable. So, by Theorem 4.1 that
D has a full retractional skeleton. It follows that D is countably closed in K (it follows
from the definitions that the closure in D of any countable subset of D is compact). Fur-
ther, (C(K), τp(D)) is Lindelo¨f by Fact 2.1. Hence, by [12, Proposition 2.13], βD = K. By
Proposition 4.5, D is induced by a retractional skeleton in K. 
Let us now formulate the more precise version of Theorem 1.5 which we will prove. It is
the following theorem which can be viewed as a noncommutative version of [13, Theorem
2.7] (which is a precise formulation of [12, Theorem 2.3]).
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Theorem 5.1. Let E be a Banach space and D a dense subset of (BE∗ , w
∗). Then the
following are equivalent:
(i) span(D) is induced by a 1-projectional skeleton in E and span(D) ∩ BE∗ = D.
(ii) D is a convex symmetric set induced by a retractional skeleton in (BE∗ , w
∗).
(iii) D is weak∗ countably compact and (E, σ(E,D)) is monotonically Sokolov.
A projectional skeleton in a Banach space E is an indexed system of bounded linear projec-
tions on E with the properties of a retractional skeleton, except for the first property which
is replaced by the assumption that the projections have separable ranges. By metrizability
the last condition implies that the ranges of projections cover E. A 1-projectional skeleton
is a projectional skeleton formed by norm one projections. The subspace generated by a pro-
jectional skeleton is the union of ranges of adjoint projections. The adjoint projections of a
1-projectional skeleton on E form a retractional skeleton on (BE∗ , w
∗). For exact definitions
and explanations see [15] or [6]. We will deal with projectional skeletons via retractional
skeletons using the following lemma. In its proof we use the notation from [15].
Lemma 5.2. Let E be a Banach space and D ⊂ E∗ a 1-norming subspace of E∗. Then D
is induced by a 1-projectional skeleton if and only if D ∩ BE∗ is induced by a retractional
skeleton in (BE∗, w
∗).
Proof. The ‘only if part’ is easy and is proved in [6, Theorem 4.2]. Let us prove the ‘if part’.
Suppose that D ∩ BE∗ is induced by a retractional skeleton in (BE∗, w∗). By [6, Theorem
4.2], D is a subset of a set D(s) induced by a 1-projectional skeleton. Thus, by the ‘if part’,
D(s) ∩ BX∗ is induced by a retractional skeleton. We have D ∩ BX∗ ⊂ D(s) ∩ BX∗ , both
induced by a retractional skeleton. Consequently, by [5, Lemma 3.2], D∩BX∗ = D(s)∩BX∗
and D = D(s) is induced by a 1-projectional skeleton. 
Now we proceed to the proof of Theorem 5.1. We follow the line of the proof of [12,
Theorem 2.3]; instead of “Σ-subset” we use the notion of a set induced by a retractional
skeleton and instead of “homeomorphic to a closed coordinatewise bounded subset of some
Σ(Γ)” we use spaces with a full retractional skeleton. Thus, some technical details must be
handled in a slightly different way. Namely, we need the following analogue of [12, Lemma
2.18].
Lemma 5.3. Let X be a Banach space and A ⊂ (BE∗ , w∗) be a dense, convex and symmetric
set with a full retractional skeleton. If (E, σ(E,A)) is Lindelo¨f, then BE∗ = βA.
Proof. The proof is identical with the proof of [12, Lemma 2.18] which goes through a
technical [12, Lemma 2.17]. There, instead of a set with a full retractional skeleton (resp.
a set induced by a retractional skeleton), set “homeomorphic to a closed coordinatewise
bounded subset of some Σ(Γ)” (resp. “Σ-subset”) is considered. Thus, it is enough to
observe that sets with a full retractional skeleton (resp. sets induced by a retractional
skeleton) have the topological properties needed in the proofs.
Namely, it is enough to use the following properties:
• If D has a full retractional skeleton, is is countably closed in each superspace, in
particular A is countably closed in (BE∗, w
∗).
• If D has a full retractional skeleton, it is induced by a retractional skeleton in βD
(Proposition 4.5).
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• If D is induced by a retractional skeleton in a compact space K and F ⊂ D is
relatively closed, then F is induced by a retractional skeleton in F
K
([5, Lemma 3.5])
and hence F
K
= βF (Fact 2.2).
• If Di are sets induced by a retractional skeleton in compact spaces Ki for i = 1, . . . , n,
then D1 × . . . × Dn is induced by a retractional skeleton in K1 × . . . ×Kn (see the
proof of [15, Theorem 31]).

Proof of Theorem 5.1. Implication (i)⇒(ii) follows immediately from Lemma 5.2. Let us
assume that (ii) holds. By Fact 2.2, D is weak∗ countably compact. Put K = (BE∗ , w
∗). By
Theorem 1.4, (C(K), τp(D)) is monotonically Sokolov. Consider the σ(E,D)-τp(D) homeo-
morphism I : E → C(BE∗ , w∗) defined by I(x)(x∗) = x∗(x), x ∈ E, x∗ ∈ E∗. It is a standard
fact, see e. g. [6, Lemma 4.4], that I(E) is τp(D)-closed in C(BE∗ , w∗). By Fact 2.1 I(E) is
monotonically Sokolov and hence (E, σ(E,D)) is monotonically Sokolov.
It remains to prove (iii)⇒(i). Let us assume that (iii) holds. Since (E, σ(E,D)) is mono-
tonically Sokolov, Cp(E, σ(E,D)) is monotonically retractable due to Fact 2.1. Observe that
span(D) ⊂ C(E, σ(E,D)) and that the inclusion map i : (span(D), w∗)→ Cp(E, σ(E,D)) is
a homeomorphism. Since D is weak∗ countably compact, it is a countably compact subset
of Cp(E, σ(E,D)), so D is closed in the latter space by Fact 2.1. Hence D is monotonically
retractable. If we put A = span(D) ∩ BE∗ ⊂ Cp(E, σ(E,D)), then D is dense in A (since it
is weak∗ dense in BE∗). It follows that D = A. By Theorem 4.1 A has a full retractional
skeleton. By Lemma 5.3, βA = BE∗ and hence A is induced by a retractional skeleton in BE∗
by Proposition 4.5. Finally, by Lemma 5.2, span(D) is induced by a 1-projectional skeleton
in E. 
We finish by showing how Theorem 1.5 follows from Theorem 5.1. Similarly as above,
for details concerning projectional skeletons we refer to [15] where all the fact needed in the
proof bellow may be found.
Proof of Theorem 1.5. Let 〈E, ‖ · ‖〉 be a Banach space and D ⊂ E∗ a norming subspace.
Then there is an equivalent norm | · | on X such that D becomes 1-norming; see e. g. [15,
Proposition 1]. Then D ∩B〈E,|·|〉∗ is weak∗ dense in B〈E,|·|〉∗. So, it follows from Theorem 5.1
that D is induced by a 1-projectional skeleton in E if and only D∩B〈E,|·|〉∗ is weak∗-countably
compact and (E, σ(E,D)) is monotonically Sokolov. Since the topology σ(E,D) does not
depend on the choice of an equivalent norm and any subspace induced by a projectional
skeleton is weak∗ countably closed, the assertion (ii) holds if and only if D is induced by a
1-projectional skeleton in 〈E, | · |〉.
Now, it is enough to show that D is induced by a projectional skeleton in 〈E, ‖ · ‖〉 if and
only ifD is induced by a 1-projectional skeleton in 〈E, |·|〉. IfD is induced by a 1-projectional
skeleton in 〈E, | · |〉, the same system of projections is a projectional skeleton in 〈E, ‖ · ‖〉
and induces D. Conversely, let D be induced by a projectional skeleton in 〈E, ‖ · ‖〉. By [15,
Theorem 15] then D generates projections in E and there exists a 1-projectional skeleton
s in 〈E, | · |〉 such that D ⊂ D(s). Since the projectional skeleton in 〈E, ‖ · ‖〉 inducing D
remains to be a projectional skeleton in 〈E, | · |〉, [15, Corollary 19] implies D = D(s). 
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