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PARTIAL JUCYS-MURPHY ELEMENTS AND STAR
FACTORIZATIONS
VALENTIN FÉRAY
Abstract. In this paper, we look at the number of factorizations of a given
permutation into star transpositions. In particular, we give a natural expla-
nation of a hidden symmetry, answering a question of I.P. Goulden and D.M.
Jackson. We also have a new proof of their explicit formula. Another result
is the normalized class expansion of some central elements of the symmetric
group algebra introduced by P. Biane.
To obtain this results, we use natural analogs of Jucys-Murphy elements in
the algebra of partial permutations of V. Ivanov and S. Kerov. We investigate
their properties and use a formula of A. Lascoux and J.Y. Thibon to give the
expansion of their power sums on the natural basis of the invariant subalgebra.
1. Introduction
1.1. Background.
1.1.1. Counting factorizations. We denote by Sn the symmetric group over n ele-
ments. If σ is a permutation and G a set of generators of Sn, it is natural to look
for the minimal number of factors needed to write σ as a product of elements of
G. This defines a length ℓG(σ) on the symmetric group, which is easy to interpret
combinatorially when G is one of the usual sets of generators of Sn.
A natural question arising is the number of minimal factorizations (decomposi-
tion of σ as a product of ℓG(σ) generators) : this problem has for instance being
studied by J. Dénes for the set of all transpositions [Dén59] and by R.P. Stanley
with the Coxeter generators [Sta84].
One can also look at two interesting variants :
• counting the number of factorizations of σ into r factors in G, r being a
fixed integer greater than ℓG(σ).
• counting only transitive factorizations, that is to say factorizations σ =
g1 . . . gr with the additional condition that the subgroup of Sn spanned
by the gi is the whole symmetric group Sn (this hypothesis might seem
strange but it is in fact only the connectedness of a certain ramified covering
associated to the factorization).
Key words and phrases. transitive factorizations, symmetric group algebra, Jucys-Murphy
elements, partial permutations.
1
2 VALENTIN FÉRAY
1.1.2. Transitive star factorization. In this article, we look at the set of generators
{(i n), i < n} (called star transpositions) and not limit ourselves to minimal factor-
izations. Note that, in this context, the transitivity hypothesis consists just in using
at least once each generator. This problem has already lead to some interesting
papers :
• first, I. Pak [Pak99] has computed the number of minimal factorizations
into star transpositions for certain permutations.
• second, J. Irving and A. Rattan [IR09] have generalized Pak’s result by
counting the number of minimal transitive factorizations of any permuta-
tion into star transpositions.
• third, I. P. Goulden and D. M. Jackson [GJ09] have generalized Irving and
Rattan’s result : they give the number of transitive factorizations of any
permutation into a product of any number of star transpositions.
As the number of (non necessarily transitive) star factorizations can be easily re-
covered from the number of transitive ones, the counting problem is closed for this
set of generators.
But, in the two papers [IR09, GJ09], the authors notice the following strange
fact : although n clearly plays a particular role (as it is in the support of all the
generators), the number of transitive star factorizations of a given length depends
only on the cycle type of the permutation. In this paper, we provide a natural
explanation (without computing the numbers of factorizations) of this phenomenon.
This answers a question of these authors.
1.1.3. Powers of Jucys-Murphy elements. Star transpositions happen to be very im-
portant in representation theory through powers of Jucys-Murphy elements. For in-
stance, A. Okounkov [Oko00] has used the latter to prove the Baik-Deift-Johansson
conjecture concerning the fluctuations of the first lines of a random Young diagram
under Plancherel’s measure. In fact, he only used the combinatorics of decom-
positions into star factorizations of the identity element, because it is the only
one that has a non-zero trace in the regular representation (which corresponds to
Plancherel’s measure).
Instead of powers of Jucys-Murphy elements, one can also look to the following
elements introduced by P. Biane [Bia98] :
M rn = E(X
r
n+1),
where Xn+1 is the n+1-th Jucys-Murphy element in Q[Sn+1] (Xn+1 = (1 n+1)+
. . .+ (n n+ 1)) and E is the linear map from Q[Sn+1] to Q[Sn] defined by :
E(σ) =
{
σ/{1,...,n} if σ(n+ 1) = n+ 1;
0 else.
This element is clearly in the center of the symmetric group algebra Q[Sn] and it
is natural to look at its coefficients on the natural basis (Cλ)λ⊢n (Cλ is the formal
sum of permutations of type λ). In his paper, P. Biane computes the highest degree
part (with respect to a gradation that we do not describe here, but it corresponds
to the coefficient of t0 in Theorem 1.3).
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Here, we give the complete class expansion of these central elements. As the
eigenvalues of these elements on an irreducible representation of Sn can be de-
scribed combinatorially using the shape of the corresponding diagram (see [Bia98,
Proposition 3.3]), this formula could be used to generalized Okounkov’s result to
other measures.
1.2. Content of this article.
1.2.1. Results. First, we give a direct proof of the following symmetry property:
Proposition 1.1. The number of transitive star factorizations into r factors of a
permutation depends only on its conjugacy class in the symmetric group.
Then we provide a new proof of Goulden’s and Jackson’s formula for this number:
Theorem 1.2. The number of transitive star factorization of a permutation of type
λ into r factors is:
(1)
r!
n!
(∏
i
λi
)
[tg]f(t)n−2
∏
i
f(λit),
where g = r − (|λ| + ℓ(λ)− 2) and f(t) = 2t−1 sinh(t/2).
Another result is the complete class expansion of the elements M rn introduced
by P. Biane:
Theorem 1.3. If, for |λ| ≤ n, aλ;n is the multiple of Cλ1n−|λ| defined by equation
(4), then:
(2) M rn =
∑
|λ|≤n
[
r!
(|λ|+ 1)!
(∏
i
λi
)
[tr−(|λ|+ℓ(λ))]f(t)|λ|
∏
i
f(λit)
]
aλ;n
This theorem has also been obtained independently by M. Lassalle [Las10].
1.2.2. Tools. We will use the properties of Jucys-Murphy elements to explain that
n does not play a particular role when we count the transitive star factorizations of
a permutation. Indeed, a similar phenomenon appears with symmetric functions in
Jucys-Murphy elements : although the definition is not symmetric in the integers
from 1 to n, they are known to belong to the centre of the symmetric group algebra.
In particular, one knows that :
pr(X1, . . . , Xn) = X
r
1 +X
r
2 + · · ·+X
r
n ∈ Z(Q[Sn]).
Roughly speaking, if we take the transitive part, only the last term of the sum has
a non-zero contribution (in all other terms, n never appears) so we keep exactly the
transitive factorizations of permutations as a product (i n), i < n. Unfortunately,
there is no operator in the symmetric group algebra consisting in taking the tran-
sitive part. So we have to work with an upper algebra.
The algebra of partial permutations defined by Ivanov and Kerov [IK99] is a
good object in this context. So we will define some partial Jucys-Murphy elements
in this algebra and investigate their properties.
To obtain explicit formulas (Theorems 1.2 and 1.3), we need the class expansion
of the power sums of Jucys-Murphy elements computed by A. Lascoux and J.Y.
Thibon in [LT01].
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1.3. Outline of the paper. In section 2, we recall the definition of the algebra
of partial permutations by Ivanov and Kerov and study natural analogs of Jucys-
Murphy elements.
In section 3, we prove the results claimed in paragraph 1.2.1.
2. Partial Jucys-Murphy elements
2.1. The algebra of partial permutations. In this paragraph, we will describe
the algebra of partial permutations, which is a good tool to encode transitivity in
the context of star factorizations. This algebra was introduced by S. Kerov and
V. Ivanov [IK99], to understand how the connection coefficients cνλ,µ of symmetric
groups behave when one adds parts equal to 1 to the partitions λ, µ and ν. The
definitions and properties of paragraphs 2.1 and 2.2 (and some others) can be found
in their paper.
Definition 2.1. A partial permutation is a pair (σ, d), where d is a finite set of
integers and σ a permutation of d.
We consider the following multiplication:
(σ, d) · (σ′, d′) = (σ˜ ◦ σ˜′, d ∪ d′),
where σ˜ (respectively σ˜′) is the permutation of d∪ d′ which acts like σ (respectively
σ′) on d (respectively d′) and fixes the other points (in the following, we will often
forget the tilde and view a permutation of a set d0 as a permutation of a bigger set
d1 ⊇ d0 without changing the notation).
The set of partial permutations endowed with this internal law is a semi-group
denoted P∞. If n is a natural number, the set of partial permutations of {1, . . . , n}
(which means that d ⊂ {1, . . . , n}) is stable, thus it forms a semi-group Pn. The
corresponding semi-group algebras over the rational field will be denoted by Bn :=
Q[Pn] (n ≤ ∞).
The main advantage of this tower of algebras, comparing to the symmetric group
algebras is that, in addition to the inclusion Bn →֒ Bn+1, one has a surjective mor-
phism Bn+1 → Bn, which consists in keeping only partial permutations for which
the set d is included in {1, . . . , n} (the other partial permutations are sent to 0). In
this context, B∞ is simply the projective limit of the Bn. The different morphisms
are summarized in Figure 1: The vertical arrows correspond to morphisms Forn
from Bn to Q[Sn] consisting in forgetting d.


// Bn−1



//
oooo Bn



//
oooo Bn+1

oooo B∞

oooo


// Q[Sn−1]


// Q[Sn]


// Q[Sn+1]


// Q[S∞]
Figure 1. Algebra morphisms between the Bn’s and the Q[Sn]’s.
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2.2. Action of symmetric groups and invariants. For n ≤ ∞, there is a
canonical action of the symmetric group Sn on the set of partial permutations Pn:
τ · (σ, d) = (τστ−1, τ(d)).
The elements of Bn which are fixed by all permutations form a subalgebra of Bn
which will be denoted by An.
Note that this subalgebra is smaller than the center of Bn, but its projection
on Q[Sn] is exactly Z(Q[Sn]). The morphisms of Figure 1 can be restricted to
the invariant subalgebras, so we have another family of morphisms represented in
Figure 2. The algebra A∞ is the projective limit of the An’s.


// An−1



//
oooo An



//
oooo An+1

oooo A∞

oooo


// Z(Q[Sn−1])


// Z(Q[Sn])


// Z(Q[Sn+1])


// Z(Q[S∞])
Figure 2. Algebra morphisms between the An’s and the Z(Q[Sn])’s.
Basis of An. If λ is a partition, one defines :
(3) αλ;n =
∑
d⊆{1,...,n},|d|=|λ|
σ∈Sd of type λ
(σ, d)
Let us make two little remarks:
• If n < |λ| one has αλ,n = 0.
• The sequence (αλ;n)n≥1 is an element αλ of the projective limit A∞ of the
An’s.
Proposition 2.1.
For any n ≥ 1, the family (αλ;n)|λ|≤n forms a linear basis of An.
The family αλ forms a linear basis of A∞.
To formulate our results in the symmetric group algebra and not in the partial
permutation algebra, one has to compute the image aλ;n of αλ;n by the canonical
morphism Forn:
(4) aλ;n =
(
n− |λ|+m1(λ)
m1(λ)
)
Cλ1n−|λ| ,
where m1(λ) denotes the number of parts of λ equal to 1. A simple combinatorial
argument shows that if we denote as usual zλ = (
∏
i λi) · (
∏
imi!), one has:
aλ;n =
n(n− 1) · · · (n− |λ|+ 1)
zλ
Cλ1n−|λ|∣∣Cλ1n−|λ|∣∣ .
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A representation-theorical criterion for an element to belong to An. Kerov and
Ivanov have proved that the algebra Bn is semi-simple. Indeed, one has an iso-
morphism:
Bn
∼
−→
⊕
d⊆{1,...,n}
Q[Sd]
x 7→ (φd(x))d⊆{1,...,n}
where φd(σ, d
′) =
{
σ if d′ ⊆ d;
0 else.
Therefore, the irreducible representations of Bn are indexed by pairs (d, λ) where d
is a subset of {1, . . . , n} and λ is a partition of size |d|.
One can easily characterize the elements of An by their action on the irreducible
representations of Bn.
Proposition 2.2. An element x ∈ Bn is in the invariant algebra An iff
• it acts like a homothetic transformation on all irreducible representations
of Bn ;
• its eigenvalue on the representation indexed by (d, λ) depends only on the
size of d and the partition λ (and not on the set d itself).
A sequence (an) such that (∀n, an ∈ An) belongs to A∞ if, for any partition λ of
size k, the eigenvalue of an on a representation indexed by a pair (d, λ) (|d| = k)
does not depend on n ≥ k.
2.3. Partial Jucys-Murphy elements. Recall that in the symmetric group al-
gebra Q[Sn], we call Jucys-Muphy elements the following elements (Xi)1≤i≤n:
(5) Xi =
∑
j<i
(j i).
These elements, introduced independently by A. Jucys [Juc74] and G. Murphy
[Mur81], have very beautiful properties:
• They commute.
• Symmetric functions inXi are exactly the central elements of the symmetric
group algebra.
• Their action on the Young basis of an irreducible representation of the
symmetric group has an easy description.
We can very easily define some analog in the algebra of partial permutations Bn:
(6) ξi :=
∑
j<i
(
(j i), {j, i}
)
.
They have also nice properties:
Proposition 2.3. The partial Jucys-Murphy elements ξ1, . . . , ξn commute.
Proof. In fact, we will show a stronger statement: for any i > 1, the Jucys-Murphy
element ξi commutes with the image of Bi−1.
Indeed, let (σ, d) be one element of the canonical basis of Bi−1 and j < i. One
has
(σ, d) · ((j i), {j, i}) =
(
σ · (j i), ({j, i} ∪ d)
)
((σ(j) i), {σ(j), i}) · (σ, d) =
(
(σ(j) i) · σ, ({σ(j), i} ∪ d)
)
But σ · (j i) = (σ(j) i) · σ and one has {j, i} ∪ d = {σ(j), i} ∪ d because:
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• either σ(j) = j.
• or both j and σ(j) are in d.
Finally (σ, d) · ((j i), {j, i}) = ((σ(j) i), {j, i}) · (σ, d) and since σ is a bijection of
{1, . . . , i− 1}, we obtain (σ, d) · ξi = ξi · (σ, d) by summing over j < i. 
Thanks to this proposition, the evaluation f(ξ1, . . . , ξn) of a symmetric polyno-
mial f is well-defined.
Proposition 2.4. If f is a symmetric function, f(ξ1, . . . , ξn) belongs to An. More-
over, the sequence fn = f(ξ1, . . . , ξn) is an element f(Ξ) of the projective limit A∞.
First proof. It is enough to prove this lemma for any algebraic basis of the ring
of symmetric functions. As in the case of classical Jucys-Murphy elements, this
property is easy to see if f is an elementary function eℓ because there exists a
closed formula. Indeed, one can prove easily that :
eℓ(ξ1, . . . , ξn) =
∑
σ∈Sn
κ(σ)=n−ℓ
(σ, Supp(σ)),
where κ(σ) denotes the number of cycles of σ (included the fixed points) and
Supp(σ) the set of non-fixed points. For each n, this is an element of An which can
be written in the following form :
(7) eℓ(ξ1, . . . , ξn) =
∑
λ⊢l
αλ+1;n
where λ+ 1 is the partition obtained from λ by adding 1 to each part. The second
part of the proposition is immediate with this formula. 
Second proof. We will use the representation-theorical criterion for an element to
belong to An. It is easy to see that φd
(
f(ξ1, . . . , ξn)
)
corresponds to the symmetric
function f evaluated on the Jucys-Murphy elements of the symmetric group algebra
Q[Sd]. So it acts on the irreducible representation indexed by (d, λ) as a homothetic
transformation of ratio f(C), where C is the alphabet of the contents of the diagram
λ. This eigenvalue does not depend on d, so f(ξ1, . . . , ξn) belongs to An. But it
does not depend on n either, so the corresponding sequence is in A∞. 
2.4. A transcendent set of generators for A∞. As mentioned above, when
we look at the symmetric group algebras for a fixed n, one has the property that
the centre is spanned by symmetric functions in Jucys-Murphy elements. One may
wonder if there is a highest version of this property in the algebra A∞.
Proposition 2.5. Let f1, f2, . . . , fn, . . . be an algebraic basis of the symmetric func-
tion algebra. Then α1, f1(Ξ), . . . , fn(Ξ), . . . is an algebraic basis of A∞.
Proof. It is enough to prove this proposition for any algebraic basis of the symmet-
ric function algebra. So let us choose the power sums (∀i ≥ 1, fi = pi).
If λ = 1m2n3o . . . is a partition, we denote by Pλ the corresponding monomial
in α1, p1(Ξ), p2(Ξ), . . .
Pλ = α
m
1 p1(Ξ)
np2(Ξ)
o . . .
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One has to prove that the (Pλ)λ forms a linear basis of A∞. But
Pλ =
∑
g1,...,gm
(Id, {g1}) · · · (Id, {gm})
·
∑
h1<i1
...
hn<in
(
(h1 i1), {h1, i1}
)
· · ·
(
(hn in), {hn, in}
)
·
∑
j1,k1<ℓ1
...
jo,ko<ℓo
(
(j1 ℓ1)(k1 ℓ1), {j1, k1, ℓ1}
)
· · ·
(
(jo ℓo)(ko ℓo), {jo, ko, ℓo}
)
. . .
When one expands this expression, every partial permutation (σ, d) which appears
fulfills |d| ≤ |λ|, with equality if and only if all the corresponding g, h, i, j, k, l are
distinct. In this case, the type of the permutation σ is necessarily λ. Moreover
each permutation σ of type λ comes from exactly
∏
imi(λ) different sequences of
g, h, i, j, k, l’s. Finally:
Pλ =
(∏
i
mi(λ)
)
· αλ +
∑
|µ|<|λ|
cµ · αµ,
where the cµ are non-negative integers. Thus, the Pλ are a basis of A∞ with a
triangular change of basis from the αλ. 
Remark 1. An element of Z(Q[Sn]) defines a function on Young diagrams of size
n. Just take, as image of a partition λ the corresponding eigenvalue on the rep-
resentation indexed by λ. So if we have a sequence of elements xn ∈ Z(Q[Sn]), it
defines a function on all the Young diagrams.
The elements of A∞ are sequences of elements in the An, so, thanks to the mor-
phism An → Z(Q[Sn]), one can associate in a canonical way to any element x of
A∞ a function ϕx on Young diagrams. Moreover this application is a morphism of
algebras. Here are some examples:
ϕα1 : λ 7→ |λ|;
ϕαµ : λ 7→
|λ|(|λ| − 1) · · · (|λ| − |µ|+ 1)
zµ
χλ(µ)
χλ(1)
;
ϕf(Ξ) : λ 7→ f(Cλ),
where Cλ is the multiset of contents of the diagram λ. In particular, the second
example implies that the image of A∞ is exactly the algebra Λ
⋆ of polynomial
functions on the set of Young diagrams introduced by Kerov and Olshanski [KO94].
Moreover, our proposition implies that, if f1, f2, . . . , fn, . . . is an algebraic basis of
the symmetric function algebra, then
λ 7→ |λ|, λ 7→ f1(Cλ), . . . , λ 7→ fn(Cλ), . . .
is an algebraic basis of Λ⋆. This description is equivalent to their description as
supersymmetric functions in Frobenius coordinates.
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Remark 2. The algebra A∞ is very close to the algebra K of Farahat and Higman
[FH59]: one has an isomorphism of C-algebras
A∞
∼
−→ K;
aλ 7−→
(
x− |λ|+m1(λ)
m1(λ)
)
K(λ),
where λ is obtained from λ by erasing all parts equal to 1. Moreover, the following
diagram is commutative.
A∞ oo
∼ //
## ##❋
❋❋
❋❋
❋❋
❋
K
}}}}③③
③③
③③
③③
Q[Sn]
So Proposition 2.5 is equivalent to their main theorem.
3. Star factorizations
3.1. Transitive powers of Jucys-Murphy elements.
3.1.1. Central elements. In this paragraph, we give a natural explanation of the
surprising symmetry property of the number of transitive star factorizations. First
note that, in the algebra of partial permutations, star factorizations are character-
ized by the following trivial lemma:
Lemma 3.1. The factorization σ = (i1n) · . . . · (irn) is transitive if and only if(
(i1n), {i1, n}
)
· . . . ·
(
(irn), {ir, n}
)
= (σ, {1, . . . , n})
in the algebra of partial permutations.
Thus one will consider the following operator:
Trn :
Bn −→ Q[Sn];
(σ, d) 7−→
{
σ if d = {1, . . . , n};
0 else.
The definition of An implies that Trn(An) ⊂ Z(Q[Sn]).
In the context of star factorizations, the operator Trn keeps the transitive part
of an expression. So the number of transitive star factorizations into r factors of
a permutation σ is the coefficient of σ in Trn(ξ
r
n) = Trn(pr(ξ1, . . . , ξn)) (clearly,
for i < n, ξri has no transitive part). This element was called transitive power of
Jucys-Murphy element by Goulden and Jackson.
Proposition 1.1 is now an immediate corollary of the first part of Proposition
2.4.
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3.1.2. Goulden and Jackson’s explicit formula. In the previous paragraph, we have
seen that the expression Trn(pr(ξ1, . . . , ξn)) for the transitive powers of Jucys-
Murphy elements gives a natural explanation of the fact that they belong to the
center of the symmetric group algebra. But this formula gives more information:
the number of transitive factorizations into r factors of a permutation of a given
type is simply one coefficient of pr(Ξ), written in the basis (αλ). But this expansion
can be deduced from a result of A. Lascoux and J.Y. Thibon. We will obtain this
way a new proof of Goulden’s and Jackson’s formula.
To do this, we will use the fact that the sequence
(
pr(ξ1, . . . , ξn)
)
n≥1
is in the
algebraA∞ (second part of Proposition 2.4). In other words, there exists coefficients
gλ (not depending on n) such that:
(8) ∀n, pr(ξ1, . . . , ξn) =
∑
λ
gλαλ;n
If one applies the linear operator Trn, one obtains :
Trn(pr(ξ1, . . . , ξn)) =
∑
|λ|=n
gλCλ.
So, if |λ| = n, the number of transitive star factorizations into r factors of a given
permutation of type λ is just gλ.
But one could also apply to (8) the morphism Forn from Bn to Q[Sn], one has:
(9) ∀n, pr(X1, . . . , Xn) =
∑
λ
gλaλ;n.
Although different partitions λ correspond to proportional elements aλ;n (for a
given n), the coefficients gλ are uniquely determined by (9) (see the proof of [IK99,
Proposition 7.2]). So one can extract the number of transitive star factorizations
from the class expansion of the non transitive analog pr(X1, . . . , Xn).
But, as mentioned before, A. Lascoux and J.Y. Thibon have computed this
expansion. Before stating their result, one has to introduce some notations: for a
partition λ = λ1, . . . , λℓ = 1
m1(λ)2m2(λ) . . ., we denote
φλ(t) =
(1− q−1)|λ|−1
|λ|!zλ
∏
i
qλi − 1
q − 1 |q=et
.
Its coefficients in the exponential series expansion will be denoted φλ;r , i.e.
φλ(t) =
∑
r≥0
φλ;r
tr
r!
.
We can now copy equation (37) of [LT01]:
(10) pr(X1, . . . , Xn) =
∑
λ
φλ;rzλaλ;n
As (9) entirely determines the gλ’s, one has:
(11) gλ = zλφλ;r = zλr! [t
r]φλ(t)
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But φλ can be written as follows:
φλ(t) = (e
−t/2)|λ|−1 ·
(et/2 − e−t/2)|λ|−1
|λ|!zλ
·
∏
i
(et/2)λi(eλit/2 − e−λit/2)
et/2(et/2 − e−t/2)
=
1
|λ|!zλ
t|λ|+ℓ(λ)−2f(t)|λ|−2
∏
i
λif(λit),
where f(t) = 2t−1 sinh(t/2). So equation (11) becomes :
(12) gλ =
r!
|λ|!
(∏
i
λi
)
[tg]f(t)|λ|−2
∏
i
f(λit),
where g = r−(|λ|+ℓ(λ)−2). If |λ| = n, the number of transitive star factorizations
into r factors of a permutation of type λ is gλ and the formula above corresponds
to Goulden’s and Jackson’s formula ([GJ09, Theorem 1.1]).
3.2. Biane’s central elements. In the previous paragraph, we have given the
coefficients of pr(ξ1, . . . , ξn) in the basis (αλ)|λ|≤n and used this expansion to count
transitive star factorizations. In this paragraph, we will use the same expansion to
give the class expansion of the elements M rn proving Theorem 1.3.
In fact, the elements M rn have a natural analog in the algebra of partial permu-
tations: let us define
E˜n :
Bn+1 −→ Bn
(σ, d) 7−→
{
(σ/d′ , d
′) if d = d′ ⊔ {n+ 1} and σ(n+ 1) = n+ 1;
0 else;
Mrn = E˜n(ξ
r
n+1).
One can check easily that:
∀i < n+ 1, E˜n(ξ
r
i ) = 0
E˜n(αλ;n+1) =
{
αλ\1;n if λ has a part equal to 1;
0 else.
Thus, one has:
Mrn = E˜n
(
pr(ξ1, . . . , ξn+1)
)
=
∑
|λ|≤n
gλ∪1αλ;n,(13)
where gλ has been defined and computed in the previous paragraph. An immediate
corollary of the last formula is the normalized class expansion of M rn:
(14) M rn =
∑
|λ|≤n
gλ∪1aλ;n.
This implies Theorem 1.3. Beware that, for a given partition µ ⊢ n, terms corre-
sponding to all partitions λ obtained from µ by erasing parts equal to 1 contribute
to the coefficient of Cµ. But this kind of expression is better for some purposes
than the usual class expansion because the coefficients do not depend on n.
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