We introduce the class of k-node label controlled (k-NLC) graphs and the class of k-NLC trees. Each k-NLC graph is an undirected tree-structured graph, where k is a positive integer. The class of k-NLC trees is a proper subset of the class of k-NLC graphs. Both classes include many interesting graph families. For instance, each partial k-tree is a (2 k+1 ? 1)-NLC tree and each co-graph is a 1-NLC graph.
graphs. Let G; J 2 NL k be two k-NL graphs. J is a k-NL subgraph of G, denoted J G, if V J V G , E J E G , and lab J (u) = lab G (u) for all vertices u 2 V J . J is an induced k-NL subgraph of G if J G and E J = ffu; vg 2 E G ju; v 2 V J g. J and G are called equal, denoted J = G, if there is a bijection b from V J to V G that preserves adjacencies and the labeling, i.e., fu; vg 2 E J , fb(u); b(v)g 2 E G and lab J (u) = lab G (b(u)) for all vertices u 2 V J .
We start with the recursive de nition of the class of k-NLC graphs. Usually, a recursive de nition of a class of graphs consists of a nite number of primitive graphs that serves as a base case and some instructions about how to manufacture further graphs by certain rules.
De nition 1: Let k 2 N be a positive integer. A k-node label controlled (k-NLC) graph is a k-NL graph de ned as follows:
1. The k-NL graph that consists of a single vertex labeled by a positive integer t 2 k] is a k-NLC graph denoted by t . 2. Let G be a k-NLC graph and R be a mapping from k] to k]. The Intuitively speaking, H is the disjoint union of G and J including all edges fu; vg between a vertex u from G and a vertex v from J if (lab(u); lab(v)) 2 S. 4 . NLC k denotes the set of all k-NLC graphs. Figure 1 shows an example for the construction of a 4-NLC graph. A simple modi cation of De nition 1 yields the de nition of the class of k-NLC trees. We de ne G S J to be a k-NLC tree if G and J are k-NLC trees and either S = ; or one of the k-NLC trees G or J has a xed size. Without loss of generality, we will assume that either G or J has exactly one vertex. We have the following de nition for k-NLC trees:
De nition 2: Let k 2 N be a positive integer. A k-node label controlled (k-NLC) tree is a k-NL graph de ned as follows:
1. The k-NLC graph t for t 2 k] is a k-NLC tree. 2. Let G be a k-NLC tree and R : k] ! k]. The k-NLC graph R (G) is a k-NLC tree. 3. Let G and J be two k-NLC trees, t 2 k], and S k] 2 . The k-NLC graphs G ; J and G S t are k-NLC trees. 4. NLCT k denotes the set of all k-NLC trees.
The class of k-NLC trees is an auxiliary construction that could facilitate the analysis of graph problems on a subset of k-NLC graphs. However, we do not know any problem polynomial for k-NLC trees and NP-complete for k-NLC graphs. This also includes the recognition of k-NLC trees and k-NLC graphs.
The vertices in k-NL graphs are labeled with positive integers from k]. This labeling is important for further constructions of k-NLC graphs or k-NLC trees, see De nition 1.3 and 2.3. However, if we talk about graph properties of k-NL graphs or if we compare k-NL graphs with usual graphs, we will ignore the labeling of the vertices.
Let us compare the class of k-NLC graphs and the class of k-NLC trees with other classes of graphs. First we will show that the class of 1-NLC trees is exactly the class of all co-graphs. Co-graphs are known by several names (Heredity Dacey Sum74], D , 2-parity BU84], complement reducible CPS84], P 4 -free), see Bra90] for a survey. Co-graphs can be de ned as follows:
1. A single vertex is a co-graph denoted by . 2. The disjoint union of two co-graphs G and J is a co-graph denoted by G J.
3. The complement graph (V G ; ffu; vgju; v 2 V G^u 6 = v^fu; vg 6 2 E G g) of a co-graph G is a co-graph denoted by G. It is also important to note that the class of k-NLC graphs does not include all proper interval graphs and all permutation graphs. This implies that NLC k also does not include all interval, chordal, split, circular permutation, or circular arc graphs. For a de nition of all these classes of graphs see Bra90] .
Another interesting class of recursively de ned graphs is the class of partial k-trees that is de ned by the class of k-trees including all its subgraphs. The class of all k-trees can be de ned as follows, see Ros74]:
1. A complete graph with k vertices is a k-tree. 2. If G is a k-tree, then add a vertex adjacent to all k vertices of a complete subgraph of G. The result is a k-tree.
There is a close relation between the class of partial k-trees and the class of k-NLC trees. The structure of the k-tree H can be characterized by the tree T(H; o) := (V T ; E T ) de ned by V T := V H E T := ffv i ; v j g 2 E H ji < j^if i < j 0 < j then fv i ; v j 0g 6 2 E H g.
T(H; o) is a tree, because it is connected and each vertex v i of T(H; o) has at most one edge fv i ; v j g 2 E H with i < j. Let col be a k + 1-coloring of H. That is, there is a mapping col : V H ! k + 1] with col(u) 6 = col(v) for all fu; vg 2 E H . It is also easy to see that each k-tree is k + 1 colorable.
Note that col is also a coloring of G. We de ne C i to be the set of all colors of the vertices from N + (G; o; i), i.e., An important cautionary note is that it may be di cult to recognize whether or not a graph G is a k-NLC graph or a k-NLC tree. The k-NLC graph and k-NLC tree recognition problems for each k > 1 are still open. We avoid these recognition problems, and in subsequent sections, we shall simply assume that, when we are given a k-NLC graph, we are also given its composition.
Polynomial algorithms
Most graph problems of interest search for a structure of a certain type. Such a structure can consist of sets, graphs, functions, numbers, true and false etc. We are interested in computing such structures for tree-structured graphs in polynomial time. We restrict ourselves to graph problems : G ! C that take a single graph G 2 G as input. C denotes the set of all output structures. The type of the output structures will be unimportant for the results in this paper.
We illustrate the correctness of our solution method in the very general context of algebraic speci cations. 
The notion of a P-recognizable graph problem is de ned with respect to the algebra of k-NLC graphs. A more general de nition can be obtained by a straightforward extension to algebras with arbitrary signatures.
Theorem 2: If is a P-recognizable graph problem, then for each k-NLC graph G, (unlab(G)) is computable in polynomial time in the size of G if G is given by its composition.
Proof: To determine (unlab(G)), we simply compute (h k; (G)), which is equivalent to (unlab(G)) by De nition 3.6.d. De nition 3.6.a, 3.6.b, and 3.6.c show that the abstract object h k; (G) is computable as follows: Note that h k; is a P-outspace transformation, see De nition 3.5. That is, for each k-NL graph G, the size of h k; (G) is polynomial in the size of G.
The computation of h k; ( R (J)), h k; (J S H), and (h k; (G)) take polynomial time in the size of its inputs, because ;R , ;S , and are P-time mappings by de nition. 2
Theorem 2 shows also that the P-outspace transformation h k; of a P-recognizable graph problem is a P-time transformation for all k-NLC graphs if a tree structured expression of a k-NLC graph is computable in polynomial time.
Assume that is a P-recognizable graph problem with a 1-space transformation h k; . Such a graph problem is called a 1-recognizable graph problem. Then, we can compute each R (X) and X ;S Y in constant time for all X; Y 2 h k; (NL k ) (= fh k; (G)jG 2 NL k g), because each object in h k; (NL k ) has a constant size, i.e, h k; (NL k ) is nite. Now, the computation of h k; (G) with the procedure from the proof of Theorem 2 takes linear time in the size of the composition of G. This implies that (G), and thus (unlab(G)) is computable in linear time in the size of the number of vertices in G.
Note that for each 1-recognizable graph problem : G ! C, the set of output structures is always nite.
Courcelle Cou87] has shown that each graph property : G ! ftrue; falseg| expressible in monadic second-order logic| is 1-recognizable with respect to a class of graphs similar to the class of k-NLC graphs. That is, such graph problems are decidable in linear time also for each k-NLC graph G given by its composition. The monadic secondorder logic only allows quanti cations on vertex sets and vertices. In this paper, however, we only consider graph problems that are P-recognizable and not 1-recognizable.
To show that a graph problem is not 1-recognizable, we simply show that there is an in nite number of k-NL graphs G; J 2 NL k such that (unlab(G S H)) 6 = (unlab(J S H)) for some S k] 2 and some H 2 NL k . This implies (h k; (G S H)) 6 = (h k; (J S H)) and h k; (G) 6 = h k; (J):
If we have an in nite number of di erent abstract objects in h k; (NL k ), we cannot represent each of them on constant space. Thus, is not 1-recognizable.
The simple max-cut problem
In this section, we will show that the simple max-cut problem is P-recognizable with respect to the class of all k-NLC graphs. Then, by Theorem 2, it will be computable in polynomial time on a k-NLC graph G if G is given by its composition. The simple max-cut problem is de ned as follows: Let G be a graph and V be a set of vertices from V G . The system (G; V ) is called a cut of G. The cut-size of a cut C = (G; V ) is the number of edges in G that have one vertex in V and one vertex in V G ? V . A cut C of G is called maximal if there is no cut of G with a cut-size greater than the cut-size of C. The simple max-cut problem : G ! N 0 is the problem to compute the cut-size of a maximal cut of a given graph G. The corresponding decision problem is NP-complete in general, see problem DN16 in GJ79].
The simple max-cut problem is not 1-recognizable with respect to the class of k-NLC graphs, because the set of all output structures N 0 is not nite. However, many graph problems that are certain versions of the simple max-cut problem are also not 1-recognizable, even although they have a nite set of output structures. For instance, let : G ! ftrue; falseg be the graph property such that (G) holds true if and only if G has a maximal cut of cut-size jV G j 2 =4. The property is not 1-recognizable. Assume that G and J are two totally disconnected 1-NL graphs with a di erent number of vertices. Then, for each transformation h k; , we have h k; (G) 6 = h k; (J); because H = G f(1;1)g J has a maximal cut of cut-size jV G j jV J j, which is less than jV H j 2 =4, and J f(1;1)g J has a maximal cut of cut-size jV J j 2 , which is equal to jV H j 2 =4. Intuitively speaking, the cut-size of (H; W) is the cut-size of (G; V ) plus the cut-size of (J; U) plus the number of edges between the vertices from V and V J ? U plus the number of edges between the vertices from V G ? V and U.
The computation of all these systems takes polynomial time in the size of f G and f J . 4. f G has a system for each cut C of G and thus contains the cut-size of each cut of G. 2
Corollary 1: Let be the simple max-cut problem. For each k-NLC graph G, (G) is computable in polynomial time in the size of G if G is given by its composition.
The Hamiltonian circuit property
As a second example, we will show that the Hamiltonian circuit property is Precognizable with respect to the class of all k-NLC graphs and thus decidable in polynomial time for k-NLC graphs. A similar example as the one in Section 4 shows that the Hamiltonian circuit property is not 1-recognizable. Let G and J be two totally disconnected 1-NL graphs with 1 < jV G j < jV J j. Then, for each transformation h k; , we have: h k; (G) 6 = h k; (J) because G f(1;1)g G has a Hamiltonian circuit and G f(1;1)g J not.
We continue with some further notations. Let P = fp 1 ; : : : ; p n g be a set of n vertex disjoint paths of a k-NLC graph G such that each vertex of G is contained exactly in one path of P. Let f P be the system (a 1;1 ; : : : ; a k;k ) of k (k + 1)=2 nonnegative integers a i;j for 1 i j k. The integer a i;j is the number of paths in P that have one end vertex labeled with i and one end vertex labeled with j. Let f G be the set of all f P , where P is a set of paths of G such that each vertex of G is contained exactly in on path of P. Now, we de ne a set of abstract objects A k , a transformation h k; : NL k ! A k , and a problem : A k ! ftrue; falseg. A simple modi cation of the data structures used in the proof of Lemma 2.3 shows that the problem to compute the length of a longest path or longest circuit is also Precognizable. Additionally, we have to store the length of the paths we have already found.
Conclusion
We have de ned two new classes of recursively de ned graphs, called k-NLC graphs and k-NLC trees. Furthermore, we have introduced a very simple method for the design of polynomial algorithms on tree-structured graphs for di cult graph problems (NP-complete or worse). We have exempli ed our method with the simple max-cut problem and the Hamiltonian circuit property for k-NLC graphs. The second example is already shown for co-graphs by Corneil et al.
Of course, a solution is usually obtained by intuition and hard work. Notice also that the algorithms are polynomial in the size of the problem instance, but exponential in k. Thus, it seems to be worth looking for very e cient operations ;R and ;S and a very low space bounded transformation h k; . Then, the graph problem can be solved in a reasonable amount of time and space in many practical applications.
Another interesting way to de ne classes of graphs is by graph grammars. For instance, for each positive integer k there is a hyperedge replacement system HK87] whose language is the set of all partial k-trees. However, we do not know any already de ned rewriting system whose language is exactly the set of all k-NLC graphs or k-NLC trees. Rewriting systems whose languages are similar to k-NLC graphs are certain versions of node label controlled (NLC) graph grammars and neighbourhood controlled embedding (NCE) graph grammars, see JR80a, JR80b, JR82] . m
