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We present a study of the incremental projection method to solve incompressible unsteady
Stokes equations based on a low degree non-conforming finite element approximation in space,
with, in particular, a piecewise constant approximation for the pressure. The numerical
method falls in the class of algebraic projection methods. We provide an error analysis in the
case of Dirichlet boundary conditions, which confirms that the splitting error is second-order
in time. In addition, we show that pressure artificial boundary conditions are present in the
discrete pressure elliptic operator, even if this operator is obtained by a splitting performed
at the discrete level; however, these boundary conditions are imposed in the finite volume
(weak) sense and the optimal order of approximation in space is still achieved, even for open
boundary conditions.
Keywords: Incompressible flows, unsteady Stokes problem, projection methods, Rannacher-
Turek finite elements, Crouzeix-Raviart finite elements
1. Introduction
We consider the time-dependent incompressible Stokes equations, posed on a finite time interval
(0, T ) and in an open, connected, bounded domain Ω in Rd (d = 2, or 3), which is supposed
to be polygonal (d = 2) or polyhedral (d = 3) for the sake of simplicity. The system under
consideration reads:
∂tu−∆u +∇p = f in (0, T )×Ω,
divu = 0 in (0, T )×Ω,
(1.1)
where u stands for the (vector-valued) velocity, p for the (scalar) pressure, and f for a (vector-
valued) regular known forcing term. The boundary Γ of Ω is supposed to be split in Γ =
ΓD ∪ ΓN , and the measure of ΓD is assumed to be positive. The velocity is prescribed over ΓD
while Neumann boundary conditions are imposed over ΓN :
u = uD on (0, T )× ΓD,
−pn+∇u · n = f
N
on (0, T )× ΓN .
(1.2)
This system must be supplemented by the initial condition u = u0 on {0} × Ω. The vector
fields uD, fN and u0 are given and supposed to be regular.
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We present in this paper a discretization of System (1.1) with non-conforming low-degree
Rannacher-Turek [19] or Crouzeix-Raviart [6] finite elements. The time discretization is per-
formed by an incremental projection method [5, 23, 9, 24]. Since the pressure is approximated
by piecewise constant functions, the projection step must be left as a Darcy system. We thus
choose to use a lumped discretization for the time -derivative terms, which allows us to obtain
the elliptic problem for the pressure by an explicit algebraic process. Extended to variable-
density Navier-Stokes equations, this scheme is used in the open-source ISIS code [14] developed
at IRSN for the computation of low-Mach-number turbulent reactive flows, and extensively used
for simulation of fires.
Our results are twofold. First, we are able to lay down the scheme in a variational setting,
with mesh-dependent inner-products, operators and norms, which allows us to adapt for the
problem at hand the error analysis performed in the semi-discrete time setting [20, 11] or for
conforming elements [10]; we thus obtain, for homogeneous Dirichlet boundary conditions, a
second-order estimate (with respect to the time step) for the splitting error. Second, we derive
an explicit expression for the discrete elliptic operator applied to the pressure increment in the
projection step. This construction brings some new elements to the rather controversial issue
(in the framework of algebraic methods) of artificial pressure boundary conditions (see [12]
and references therein). Indeed, we show that we obtain a finite-volume-like discretization of
the Laplace operator, with the expected boundary conditions, namely homogeneous Neumann
boundary conditions on ΓD and homogeneous Dirichlet boundary conditions on ΓN . However,
since, as usual for finite volumes, these boundary conditions are only enforced in a weak sense,
their influence is observed to vanish when the time step goes to zero, and we recover optimal
convergence rates with respect to the size of the mesh, even in the L∞ norm for the pressure
in the case of open boundary conditions.
This paper is organized as follows. We first describe the scheme (Section 2), and we give
the expression of the elliptic pressure operator (Section 2.3). Then we provide error bounds
(Section 3), and finally, describe some numerical tests which substantiate our analysis (Section
4).
2. Discretization
This section describes the scheme under study in this paper. We first recall the principle
of the standard incremental projection scheme in a time semi-discrete setting (Section 2.1)
and then present its application in combination with a non-conforming finite elements space
discretization (Section 2.2). Finally (Section 2.3), we give an explicit expression of the discrete
operator associated to the elliptic problem satisfied by the pressure increment, and discuss the
(spurious) boundary conditions which are remanent in this operator.
2.1 The standard time-discrete projection algorithm
Let 0 = t0 < t1 < . . . < tN = T (N ∈ N∗) define a partition of the time interval (0, T ), which
is supposed uniform for the sake of simplicity, and let δt = tn+1 − tn for n = 0, 1, . . . , N − 1 be
the constant time step. In a time semi-discrete setting, denoting by u0 the initial guess for the
velocity, the usual incremental projection scheme reads, for 0 6 n < N :
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1 - Solve for u˜n+1:
1
δt
(u˜n+1 − un)−∆u˜n+1 +∇pn = fn+1 in Ω, (2.1)
with the boundary conditions u˜n+1 = un+1D on ΓD and ∇u˜
n+1 · n− pn n = fn+1N on ΓN .
2 - Solve for pn+1 and un+1:
1
δt
(un+1 − u˜n+1) +∇(pn+1 − pn) = 0 in Ω,
divun+1 = 0 in Ω,
(2.2)
with the boundary conditions un+1 · n = u˜n+1 · n on ΓD and pn+1 = pn on ΓN .
Usually, for the solution of Step 2, both equations are combined (taking the divergence of
the first equality and substracting to the second one) to obtain an elliptic problem for the
pressure, which reads in the time semi-discrete setting:
−∆(pn+1 − pn) = −
1
δt
divu˜n+1 in Ω, (2.3)
with the boundary conditions ∇(pn+1 − pn).n = 0 on ΓD and pn+1 = pn on ΓN .
Boundary conditions of (2.1), (2.2) and (2.3) are in a sense consistent with the strong
formulation of the problem, since they enforce the fact that un+1 · n = un+1D · n on ΓD and
∇u˜
n+1 · n − pn+1 n = fn+1N on ΓN . In addition, they have for consequence that u
n+1 is the
orthogonal L2-projection of u˜n+1 on:
H =
{
v ∈ L2(Ω)d, divv = 0, v · n = un+1D · n on ΓD
}
,
this projection indeed being exactly the operation realized by Step 2. However, the tangen-
tial components of the end-of-step velocity do not satisfy Dirichlet boundary conditions, and
spurious boundary conditions are enforced to the pressure on the whole boundary.
2.2 The fully discrete scheme
Let M be a decomposition of the domain Ω into quadrangles (d = 2), hexahedra (d = 3) or
simplices (d = 2 or d = 3), supposed to be regular in the usual sense of the finite element
literature [8]; in particular, we exclude the presence of hanging nodes, and we suppose that the
cells cannot be too flat. We denote by E the set of all faces σ of the mesh, by Eext the set of
faces included in the boundary of Ω, by Eint the set of internal faces (i.e. E \ Eext) and by E(K)
the faces of a particular cell K ∈M. The internal face separating the neighbouring cells K and
L is denoted by σ = K|L. For each cell K ∈ M and each face σ ∈ E(K), nK,σ stands for the
unit normal vector to σ outward K. By |K| and |σ|, we denote the measure, respectively, of
the control volume K and of the face σ. For K ∈ M, let xK be an interior point of K, which
may be chosen as the mass center of K. Then, for σ ∈ E(K), we denote by DK,σ the cone of
basis σ and of opposite vertex xK . For an internal face σ ∈ Eint, σ = K|L, we define the dual
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cell Dσ associated to σ as Dσ = DK,σ ∪DL,σ; for an external face σ ∈ Eext of the cell K, we
set Dσ = DK,σ. Finally, we denote by |Dσ| the measure of Dσ.
The velocity and the pressure are discretized using the so-called Rannacher-Turek finite
element [19], on quadrangles or hexahedra, and by the Crouzeix-Raviart element [6] on simplices
(both being possibly combined in the same mesh). The approximation for the velocity is thus
non-conforming: the discrete velocity space V is composed of functions which are discontinuous
through an edge, but the jump of their integral is imposed to be zero. The degrees of freedom
are located at the center of the edges of the mesh, and we choose the version of the element
where they represent the average of the velocity through an edge. The set of degrees of freedom
thus reads: {
uσ,i, σ ∈ E , 1 6 i 6 d
}
.
We denote by ϕ
(i)
σ the vector shape function associated to uσ,i, which, by definition, reads
ϕ
(i)
σ = ϕσ e
(i), where ϕσ is the Rannacher-Turek or Crouzeix-Raviart scalar shape function
associated to σ and e(i) is the ith vector of the canonical basis of Rd, and we define uσ by
uσ =
∑d
i=1 uσ,i e
(i). With these definitions, we have the identity:
u =
∑
σ∈E
d∑
i=1
uσ,i ϕ
(i)
σ (x) =
∑
σ∈E
uσ ϕσ(x), for a.e. x ∈ Ω.
Let ED ⊂ Eext be the set of edges where the velocity is prescribed. Then, as usual, these
Dirichlet boundary conditions are built-in in the definition of the discrete space V :
∀σ ∈ ED, for 1 6 i 6 d, 1 6 n 6 N, u
n
σ,i =
1
|σ|
∫
σ
uD,i(x, t
n) dγ, (2.4)
where uD,i stands for the i
th component of uD.
The pressure is piecewise constant, and its degrees of freedom are (pK)K∈M. We denote by
Q the discrete pressure space.
To obtain our fractional step algorithm, as in the usual incremental scheme presented in the
previous section, we split the resolution in two steps: the beginning-of-step velocity un ∈ V
and pressure pn ∈ Q being known, we first perform a prediction step to obtain a tentative (non
divergence-free) velocity u˜n+1 ∈ V , then we compute the end-of-step pressure pn+1 ∈ Q and
(divergence-free) velocity un+1 ∈ V in a second step. We obtain, for 0 6 n < N :
1 - Prediction step – We seek for u˜n+1 ∈ V such that:
∀σ ∈ E \ ED, for 1 6 i 6 d,
|Dσ|
δt
[
u˜
n+1
σ,i − u
n
σ,i
]
+
∑
K∈M
∫
K
∇u˜
n+1 :∇ϕ(i)σ dx−
∑
K∈M
∫
K
pn divϕ(i)σ dx
=
∫
Ω
f(x, tn+1) ·ϕ(i)σ dx +
∫
ΓN
fN (x, t
n+1) ·ϕ(i)σ dγ.
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2 - Projection step – We seek for un+1 ∈ V and pn+1 in Q such that:
∀σ ∈ E \ ED, for 1 6 i 6 d,
|Dσ|
δt
[
un+1σ,i − u˜
n+1
σ,i
]
−
∑
K∈M
∫
K
(pn+1 − pn) divϕ(i)σ dx = 0,
∀K ∈ M,
∫
K
divun+1 dx =
∑
σ∈E(K)
|σ| un+1σ · nK,σ = 0.
(2.5)
At first glance, comparing to the semi-discrete version of the incremental projection algo-
rithm, it may be puzzling that the whole set of Dirichlet boundary conditions (2.4) be enforced
to the end-of-step velocity. In fact, the following expression of the discrete gradient (1 6 i 6 d,
q ∈ Q):
∀σ ∈ Eint, σ = K|L,
∑
M∈M
∫
M
q divϕ(i)σ = |σ| (qK − qL) n
(i)
K,σ,
∀σ ∈ Eext \ ED, σ ∈ E(K),
∑
M∈M
∫
M
q divϕ(i)σ = |σ| qK n
(i)
K,σ,
(2.6)
shows that, for the specific discretization considered here, the discrete pressure gradient on a
face σ is colinear to its normal vector, so the velocities tangent to the faces (and thus to the
boundary of the domain) are anyway left unchanged by the correction step (i.e. may them be
prescribed or not).
2.3 The discrete pressure elliptic problem . . . and pressure artificial boundary conditions
Since the discrete pressure elliptic problem is not explicitly posed (as in the time semi-discrete
setting), neither are the associated boundary conditions for the pressure increment. We are
going to show that these boundary conditions are however recovered when computing the
discrete operator. To this purpose, let us multiply the first equation of the velocity projection
step (2.5) by
1
|Dσ|
|σ| n
(i)
K,σ and sum up the equations obtained for 1 6 i 6 d and σ ∈ E(K).
We get, for any K ∈ M:∑
σ∈Eint,σ=K|L
|σ|2
|Dσ|
[
φn+1K − φ
n+1
L
]
+
∑
σ∈(Eext\ED)∩E(K)
|σ|2
|Dσ|
φn+1K
=
1
δt
∑
σ∈E(K)
|σ| u˜n+1σ · nK,σ,
where we have set φn+1K = p
n+1
K − p
n
K , for all K ∈ M. We recognize in the left-hand side of
this relation a finite-volume like approximation of the Laplace operator, however inconsistent,
since, on a uniform mesh, it can easily be seen that the coefficient |σ|2/|Dσ| is d times greater
than in the usual finite-volume scheme; this is probably related to the fact that the Rannacher-
Turek element is known to provide an inconsistent approximation of the Darcy problem. The
expected artificial boundary conditions (i.e. those of the time semi-discrete algorithm), namely
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homogeneous Neumann boundary conditions on any σ ∈ ED and homogeneous Dirichlet bound-
ary conditions on any σ ∈ Eext \ ED, are built-in in this operator. However, on ΓN , boundary
conditions are imposed in a weaker sense than in conforming approximations where pressure
degrees of freedom lie on the boundary (in this latter case, pressure increments on the boundary
are, usually, set exactly to zero). We may thus expect this boundary condition to be relaxed
when the time step goes to zero; this behaviour is indeed observed in the numerical experiments
presented in Section 4.
3. Discrete variational formulation and error estimates
We suppose in this section that the velocity is prescribed to zero on the whole boundary, that
is:
ΓN = ∅ and uΓD = 0.
Under this assumption, we provide an error analysis for the proposed scheme, which is performed
in two steps: we first derive error estimates in an abstract discrete variational setting (Section
3.1), and then show that the present scheme enters this framework (Section 3.2).
3.1 A formal analysis of the incremental projection method
We give in this section the proof of the fact that the splitting error associated to the incremental
projection method is second-order in time, provided that the Stokes problem is regularizing.
The advantage to work with the splitting error (i.e. the difference between the solution of the
projection method and the solution of the implicit scheme) is twofold. First, provided that the
considered scheme may be seen as a Galerkin method, the error analysis is formally the same in
the fully discrete or only time-discrete setting: we work on variational formulations, whatever
the functional spaces may be discrete or continuous (in space). Second, the analysis may be
performed with a backward Euler time discretization, since the splitting error is second-order
for this simple scheme, as for more complicated ones as second-order BDF discretization. Of
course, to obtain the convergence rate of the numerical scheme, the estimate of the splitting
error must be combined with the error analysis of the implicit scheme itself, which, for the
Euler scheme, is only first-order in time, and incorporates the error associated to the space
discretization.
The proof presented in this section essentially consists in an adaptation of existing works:
see [20, 21, 22] for seminal works, in the time semi-discrete settings, and [10, 13, 11] for the
analysis of fully discrete (conforming) schemes. In particular, the ”conforming version” of the
result proven in this section is given in [11, Section 5].
We adopt a formalism derived from [10], which is here adapted to cope with possible non-
conforming approximations. For 0 6 n < N , we thus suppose that the considered projection
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scheme consists in searching for (u˜n+1,un+1, pn+1) ∈ V ×X ×Q such that:
1
δt
(u˜n+1 − un,v) + 〈∇u˜n+1,∇v〉+ (∇pn,v) = 〈fn+1,v〉, ∀v ∈ V , (3.1a)
1
δt
(un+1 − u˜n+1,v) + (∇(pn+1 − pn),v) = 0, ∀v ∈ X , (3.1b)
(un+1,∇q) = 0, ∀q ∈ Q, (3.1c)
where V stands for a discrete vector space of vector-valued functions, Q is a discrete vector
space of scalar functions, X is the vector space containing the functions of V and the gradients
of the functions ofQ, which is usually denoted byX = V+∇Q, (·, ·) stands for an inner product
over X and 〈·, ·〉 stands for the L2-inner product. The functions of V and Q are supposed to
be square-integrable, i.e. V ⊂ L2(Ω)d and Q ⊂ L2(Ω). We define a norm over X by:
∀v ∈ X , ||v||2 = (v,v),
and we denote by || · ||L2 the usual L
2 norm. Two different gradient operators appear (with the
same notation) in this formulation: the first one applies to the functions of V , and its range is
supposed to be included in L2(Ω)d×d, while the second one applies to the functions of Q and
its range is a subset of X . The algorithm must be initialized by the data of u0 ∈ V and p0 ∈ Q.
Remark 3.1 (Definition of X , ∇p and pressure elliptic problem)
The definition of the subspace X is completely determined by the definition of the pressure
gradient, which may be adapted to represent various pressure correction techniques. Two cases
are often encountered in the literature:
– Non-algebraic methods, with pressure Poisson problem. Within this framework, in most
cases, the space Q is included in H1(Ω), ∇q represents the usual gradient of the discrete
pressure q, and the elliptic problem for the pressure increment is obtained by an usual finite
element discretization of the semi-discrete Poisson problem. Equation (3.1b) is then used
twice: first with ∇q, q ∈ Q, as test functions, to obtain the pressure increment elliptic
problem; second, with tests functions in V, to obtain the orthogonal projection with respect
to the (·, ·) inner product on V of the end-of-step velocity, which is the useful quantity for
the next steps of the algorithm.
– Algebraic methods. In this case, X = V , and the operator ∇ is defined by duality
(i.e. ∇q is the representant in V , with respect to the (·, ·) inner product, of a linear form
obtained by discretization of the divergence). Note that, here also, testing with the functions
∇q, q ∈ Q yields an elliptic problem for the pressure increment, from which the end-of-step
velocity has been eliminated; the operator of this problem is the usual Schur complement
of the Darcy problem (3.1b)-(3.1c). However, this is suitable in practice only if the inverse
of the velocity mass matrix (i.e. the matrix associated to the (·, ·) inner product) may be
easily computed.
The computations performed in the remainder of this section are valid in both cases, but, of
course, the meaning of a control of ||∇p|| depends on the considered case. The scheme studied
in this paper belongs to the second class of methods, with a diagonal velocity mass matrix.
The stability of the scheme is stated in the following lemma.
8 of 24 F. Dardalhon
Lemma 3.1 (Stability of the scheme) The solution of (3.1) satisfies:
||un+1||2 + ||u˜n+1 − un||2 − ||un||2 + 2δt ||∇u˜n+1||2L2
+δt2
[
||∇pn+1||2 − ||∇pn||2
]
= 2δt 〈fn+1, u˜n+1〉.
Proof. Using v = 2δt u˜n+1 as test function in (3.1a), we obtain:
||u˜n+1||2 − ||un||2 + ||u˜n+1 − un||2 + 2δt ||∇u˜n+1||2L2
−2δt (∇pn, u˜n+1) = 2δt 〈fn+1, u˜n+1〉.
(3.2)
Then we write (3.1b) as:
(
[ 1
δt
un+1 +∇pn+1
]
−
[ 1
δt
u˜
n+1 +∇pn
]
,v) = 0,
and choose v such that:
1
δt2
v =
[ 1
δt
un+1 +∇pn+1
]
+
[ 1
δt
u˜
n+1 +∇pn
]
∈ X
in this equation. This yields, remarking that (un+1,∇pn+1) = 0 thanks to (3.1c):
||un+1||2 − ||u˜n+1||2 + δt2
[
||∇pn+1||2 − ||∇pn||2
]
+ 2δt (u˜n+1,∇pn) = 0. (3.3)
We conclude the proof by adding Equations (3.2) and (3.3). 
Remark 3.2 Of course, Lemma 3.1 yields a control of the solution only if the right-hand side
may be absorbed in the left-hand one. This is the case, with the same estimate as at the
continuous level, if a discrete Poincare´ inequality (Relation (3.15) below) holds.
We now introduce the implicit scheme, which consists, for 0 6 n < N and supposing that
u¯n ∈ V is known, in searching for (u¯n+1, p¯n+1) ∈ V ×Q such that:
1
δt
(u¯n+1 − u¯n,v) + 〈∇u¯n+1,∇v〉+ (∇p¯n+1,v) = 〈fn+1,v〉, ∀v ∈ V, (3.4a)
(u¯n+1,∇q) = 0, ∀q ∈ Q, (3.4b)
and we make the following regularity assumptions for this system:
||∇(p¯n+1 − p¯n)|| 6 c δt, for 0 6 n < N, (3.5)
where c is a positive real number.
Let the splitting errors e˜n ∈ V, en ∈ X and ǫn ∈ Q, and the quantity ψn ∈ Q be defined,
for 0 6 n 6 N by:
en = un − u¯n, e˜n = u˜n − u¯n, ǫn = pn − p¯n, ψn = pn − p¯n+1.
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It is natural to suppose that the scheme is initialized in such a way that e0 = 0. The quantity
p¯n does not appear in the implicit scheme, but we are lead in the following to use Assumption
(3.5) for n = 0, so the issue of the estimation of ǫ0 indeed arises; for the sake of simplicity, and
also to avoid the possible (time-)irregularities of the solution of the implicit scheme at t = 0,
we suppose that the projection algorithm is initialized with some (at least one) steps of the
implicit scheme, so we also have ǫ0 = 0. Then, taking the difference between (3.1a) and (3.4a)
for the first equation, between (3.1c) and (3.4b) for the third one and substracting u¯n+1 (resp.
p¯n+1) at the first two terms (resp. the third and fourth terms) of (3.1b), we obtain that the
splitting errors are governed by the following system, for 0 6 n < N :
1
δt
(e˜n+1 − en,v) + 〈∇e˜n+1,∇v〉+ (∇ψn,v) = 0, ∀v ∈ V , (3.6a)
1
δt
(en+1 − e˜n+1,v) + (∇(ǫn+1 − ψn),v) = 0, ∀v ∈ X , (3.6b)
(en+1,∇q) = 0, ∀q ∈ Q. (3.6c)
We now give a first estimate of the splitting errors.
Lemma 3.2 (First order estimates for the velocity)
Let us suppose that (3.5) is satisfied. Then the following estimate holds for 1 6 n 6 N :
||en||2 +
n∑
k=1
||e˜k − ek−1||2 + 2δt
n∑
k=1
||∇e˜k||2L2 + δt
2||∇ǫn|| 6 c δt2.
Proof. We remark that System (3.6) has the same structure as System (3.1), so Lemma 3.1
yields, for 0 6 n < N :
||en+1||2 − ||en||2 + ||e˜n+1 − en||2 + 2δt ||∇e˜n+1||2L2 + δt
2
[
||∇ǫn+1||2 − ||∇ψn||2
]
= 0. (3.7)
We now observe that ψn = ǫn − δp¯n with δp¯n = p¯n+1 − p¯n. For any α > 0, we have:
||∇ǫn +∇δp¯n||2 6
(
||∇ǫn||+ ||∇δp¯n||
)2
6 (1 + α) ||∇ǫn||2 + (1 +
1
α
) ||∇δp¯n||2.
We thus may write, using Assumption (3.5):
||∇ψn||2 6 (1 + δt) ||∇ǫn||2 + (1 +
1
δt
) ||∇δp¯n||2 6 (1 + δt) ||∇ǫn||2 + cδt.
Returning to (3.7), we have:
||en+1||2 − ||en||2 + ||e˜n+1 − en||2 + 2δt ||∇e˜n+1||2L2
+δt2
[
||∇ǫn+1||2 − ||∇ǫn||2
]
6 δt2 ||∇ǫn||2 + cδt3.
Summing this equation over the time steps yields for 0 < n 6 N :
||en||2 +
n∑
k=1
||e˜k − ek−1||2 + 2δt
n∑
k=1
||∇e˜k||2L2 + δt
2 ||∇ǫn||2
6 δt
n−1∑
k=0
δt2 ||∇ǫk||2 + cT δt2.
(3.8)
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This relation yields in particular:
δt2||∇ǫn||2 6 δt
n−1∑
k=0
δt2 ||∇ǫk||2 + cT δt2,
and, since we suppose ǫ0 = 0, the discrete Gronwall lemma 3.3 below yields that δt2 ||∇ǫn||2 6
c δt2, for 1 6 n 6 N . Using this inequality in (3.8) yields the conclusion. 
In the course of the previous proof, we used the following discrete Gronwall lemma [18, p.
14].
Lemma 3.3 (Discrete Gronwall lemma) We assume that (δn)n∈N and (g
n)n∈N are two
non-negative sequences, and that the sequence (θn)n∈N satisfies θ
0 6 g0 and:
∀n > 1, θn 6
n∑
k=0
gk +
n−1∑
k=0
δkθk.
Then, we have:
∀n > 1, θn 6
[ n∑
k=0
gk
]
exp
[n−1∑
k=0
δk
]
.
Remark 3.3 (A milder regularity assumption) Assumption (3.5) is the discrete coun-
terpart of an estimate for the time-derivative of the pressure solution to the implicit scheme
in L∞(0, T ; H1(Ω)). Examining the proof of Lemma 3.2 and the statement of the discrete
Gronwall lemma, it appears that a control in discrete L2(0, T ; H1(Ω)) norm would be sufficient,
i.e.:
N−1∑
n=0
δt ||∇(p¯n+1 − p¯n)||2 6 c δt2.
We now turn to the second order estimates. In this direction, the first intuition consists
in supposing that the difference between the predicted and end-of-step velocity ||un − u˜n|| (or,
equivalently, ||en − e˜n||) behaves as δt2. This is suggested by Equation (3.1b), which may be
written as:
(un+1 − u˜n+1,v) = δt (∇(pn+1 − pn),v)
= δt (∇(p¯n+1 − p¯n),v) + δt (∇(ǫn+1 − ǫn),v), ∀v ∈ X ,
together with Assumption (3.5), i.e. ||∇(p¯n+1− p¯n)|| 6 c δt. Of course, it remains to show that
a similar estimate holds for ||∇(ǫn+1 − ǫn)||; let us postpone this proof for a while (namely, to
Lemma 3.5), and suppose that we have, for 0 6 n 6 N :
||un − u˜n|| = ||en − e˜n|| 6 c δt2, (3.9)
where c is a given real number only depending on the regularity of the solution to the implicit
scheme. This relation suggests that the predicted velocity is almost (i.e. up to a second order in
time error) divergence-free. The way to exploit this remark is then to reconstitute a (variational)
Analysis of a projection method for low-order non-conforming finite elements 11 of 24
momentum balance equation for e˜ and to choose as test function a projection of e˜ on the space
of divergence-free functions, hence eliminating the pressure errors from the computation. To
undertake this program, we need to suppose that we can build such a projection enjoying strong
stability properties, which we now define.
Definition 3.1 (Inverse Stokes operator) Let S−1 be the operator which, to any function v ∈ V
associates S−1v ∈ V defined by:
〈∇S−1v,∇w〉+ (∇ζ,w) = (v,w), ∀w ∈ V,
(∇q, S−1v) = 0, ∀q ∈ Q,
with ζ ∈ Q.
Then we suppose that the operator S−1 satisfies the following properties.
(S1) The bilinear form on V × V defined by (v,w) → (S−1v,w) is symmetric, positive and
associated to a semi-norm on V denoted by || · ||∗ (i.e. ||v||2∗ = (S
−1v,v), ∀v ∈ V).
(S2) In addition, for any v ∈ V, the quantity 〈∇S−1v,∇v〉 almost controls the (square of the)
L2-norm of v:
∀α ∈ (0, 1), there exists c(α) > 0 such that, ∀v ∈ V ,
〈∇S−1v,∇v〉 > (1 − α) ||v||2 − c(α) inf
w∈H
||v −w||2,
where H stands for the space of divergence-free functions:
H =
{
w ∈ X such that (w,∇ζ) = 0, ∀ζ ∈ Q
}
.
We show in Section 3.2 that assumption (S2) is satisfied if the continuous (stationary) Stokes
problem is regularizing, which is satisfied if the domain Ω is convex [4, 2].
We are now in position to state the following control of the splitting errors.
Lemma 3.4 (Second order estimates for the velocity)
Let us suppose that Inequality (3.9) holds. Then, under Assumptions (S1) and (S2) for the
inverse Stokes operator, there exists a real number c only depending on the regularity of the
solution to the implicit scheme such that:
N∑
n=0
δt ||e˜n||2 +
N∑
n=0
δt ||en||2 6 c δt4.
Proof. As announced, taking the difference between (3.6a) and (3.6b) written at the previous
time step, we reconstitute a momentum balance equation for the predicted velocity, which reads,
for 0 6 n < N :
1
δt
(e˜n+1 − e˜n,v) + 〈∇e˜n+1,∇v〉 − (∇ζn,v) = 0,
where we have arbitrarily set e˜0 = 0 (which is possible since u˜0 never appears in the algorithm)
and ζn stands for a function of Q. Taking v = 2δt S−1e˜n+1 in this relation and invoking
Assumption (S1), we get:
||e˜n+1||2∗ + ||e˜
n+1 − e˜n||2∗ − ||e˜
n||2∗ + 2δt 〈∇e˜
n+1,∇S−1e˜n+1〉 = 0.
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We now apply (S2) with α = 1/2, which yields:
||e˜n+1||2∗ + ||e˜
n+1 − e˜n||2∗ − ||e˜
n||2∗ + δt ||e˜
n+1||2 6 2 c(1/2) δt inf
w∈H
||e˜n+1 −w||2,
hence, specializing w to en+1 and using (3.9):
||e˜n+1||2∗ + ||e˜
n+1 − e˜n||2∗ − ||e˜
n||2∗ + δt ||e˜
n+1||2 6 2c(1/2) δt ||e˜n+1 − en+1||2 6 2c(1/2) δt5.
Summing this relation for 0 6 n < N and using e˜0 = 0 yields the first part of the desired
inequality. The second one follows by the Triangle inequality ||en|| 6 ||e˜n|| + ||e˜n − en|| and
using (3.9) once again. 
We now have to prove (3.9). To this purpose, the idea is to use a proof similar to Lemma
3.2, but for the time-increments of the errors. We thus define, for 0 < n 6 N :
δen = en − en−1, δe˜n = e˜n − e˜n−1, δǫn = ǫn − ǫn−1, δψn = ψn − ψn−1.
Taking the difference of System (3.6) at two consecutive time steps, we obtain the following
system of equations, valid for 0 < n < N :
1
δt
(δe˜n+1 − δen,v) + 〈∇δe˜n+1,∇v〉+ (∇δψn,v) = 0, ∀v ∈ V, (3.10a)
1
δt
(δen+1 − δe˜n+1,v) + (∇(δǫn+1 − δψn),v) = 0, ∀v ∈ X , (3.10b)
(δen+1,∇q) = 0, ∀q ∈ Q. (3.10c)
We now make the following regularity assumptions for the implicit scheme:
||∇(p¯n+1 − 2p¯n + pn−1)|| 6 c δt2, for 0 < n < N, (3.11)
where c is a positive real number.
Lemma 3.5 (Error increment Estimates) Since u˜0 never appears in the algorithm, we
can arbitrarily define e˜0 = 0, so δe˜1 = e˜1. With this notation, under Assumption (3.11), the
following estimate holds for 0 < n 6 N :
||δen||2 + 2δt
n∑
k=1
||∇δe˜k||2L2 + δt
2||∇δǫn||2 6 c δt4.
Consequently, ||∇δǫn|| 6 c δt for 0 < n 6 N , and (3.9) holds.
Proof. The proof follows the same line as for Lemma 3.2, the equation (3.7) being now replaced
by the following relation, valid for 0 < n < N :
||δen+1||2 − ||δen||2 + ||δe˜n+1 − δen||2 + 2δt ||∇δe˜n+1||2L2
+δt2
[
||∇δǫn+1||2 − ||∇δψn||2
]
= 0.
(3.12)
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We now notice that δψn = δǫn − (p¯n+1 − 2p¯n + p¯n−1), so Assumption (3.11) now yields:
||∇δψn||2 6 (1 + δt) ||∇δǫn||2 + c δt3,
where c only depends on the regularity of the solution to the implicit scheme. Returning to
(3.12), we have:
||δen+1||2 − ||δen||2 + ||δe˜n+1 − δen||2 + 2δt ||∇δe˜n+1||2L2
+δt2
[
||∇δǫn+1||2 − ||∇δǫn||2
]
6 δt3 ||∇δǫn||2 + c δt5.
Summing this equation over the time steps yields for 1 < n 6 N :
||δen||2 + 2δt
n∑
k=2
||∇δe˜k||2L2 + δt
2 ||∇δǫn||2
6 δt
n−1∑
k=1
δt2 ||∇δǫk||2 + ||δe1||2 + δt2 ||∇δǫ1||2 + cT δt4.
(3.13)
Since the initialization of the scheme is such that e0 = 0 and ǫ0 = 0 and we have arbitrarily set
e˜
0 = 0, δe1 = e1, δe˜1 = e˜1, δǫ1 = ǫ1 and ψ1 = p¯1 − p¯0, so (3.7) written for n = 0 yields:
||δe1||2 + ||δe˜1||2 + 2δt ||∇δe˜1||2L2 + δt
2 ||∇δǫ1||2 = δt2 ||∇(p¯1 − p¯0)||2 6 c δt4,
and we conclude the proof by the discrete Gronwall lemma. 
Remark 3.4 (A milder regularity assumption) Assumption (3.11) is the discrete coun-
terpart of an estimate for the second time-derivative of the pressure solution to the implicit
scheme in L∞(0, T ; H1(Ω)). Once again, proof of Lemma 3.5 shows that that a control in
discrete L2(0, T ; H1(Ω)) norm would be sufficient, i.e.:
N−1∑
n=1
δt ||∇(p¯n+1 − 2p¯n + p¯n−1)||2 6 c δt4.
We finish by giving an error estimate for the pressure. To this purpose, we now need to
make the following assumptions for the considered functional spaces:
– the pair (V ×Q) satisfies the so-called inf-sup condition:
∀q ∈ Q, sup
v∈V
(∇q,v)
||∇v||L2
> β ||q||L2 , (3.14)
where β is a given real number,
– the functions of V satisfy a Poincare´ inequality, i.e. there exists a real number cp such
that:
∀v ∈ V, ||v|| 6 cp ||∇v||L2 . (3.15)
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Lemma 3.6 (Error estimate for the pressure) Let us suppose that Inequalities (3.5)
and (3.11) hold. Then, under assumptions (3.14) and (3.15), there exists c only depending on
β, cp and the regularity of the solution to the implicit scheme such that:
N−1∑
n=0
δt ||ǫn||2L2 6 c δt
2.
Proof. The first equation (3.6a) of the system controlling the splitting errors reads, for
0 6 n < N and any v ∈ V:
(∇ǫn,v) = −
1
δt
(e˜n+1 − en,v)− 〈∇e˜n+1,∇v〉+ (∇(p¯n+1 − p¯n),v)
= −
1
δt
(e˜n+1 − en+1,v)−
1
δt
(en+1 − en,v)− 〈∇e˜n+1,∇v〉+ (∇(p¯n+1 − p¯n),v),
so (3.14) and (3.15) yield:
||ǫn||L2 6 c1
( 1
δt
||e˜n+1 − en+1||+
1
δt
||en+1 − en||+ ||∇e˜n+1||L2 + ||∇(p¯
n+1 − p¯n)||
)
,
with c1 only depending on β and cp. We thus obtain:
||ǫn||2L2 6 4c
2
1
( 1
δt2
||e˜n+1 − en+1||2 +
1
δt2
||en+1 − en||2
+||∇e˜n+1||2L2 + ||∇(p¯
n+1 − p¯n)||2
)
,
and we conclude by multiplying by δt and summing over n, using (3.9) (which is a consequence
of Lemma 3.5), Lemma 3.5, Lemma 3.2 and (3.5). 
3.2 Discrete variational setting and error estimates
The aim of this section is to show that the considered scheme enters the formalism used in
Section 3.1, and that the discrete spaces also satisfy the assumptions of Section 3.1, which
yields a control of the splitting errors.
We begin with defining the discrete gradient operators. For the velocity, we use the usual
definition, i.e. for v ∈ V , we define ∇v as the function of L2(Ω)d×d equal to the gradient of v
almost everywhere in Ω (namely, in the interior of the cells). Let us turn to pressure gradients.
For q ∈ Q, we define ∇q as the function of V defined by:
∀σ ∈ Eint, σ = K|L, (∇q)σ =
|σ|
|Dσ|
(qL − qK) nK,σ. (3.16)
Note that, since we have supposed that ∇q ∈ V , (∇q)σ = 0 for any external face.
We now identify the abstract space V of Section 3.1 to V , Q to Q and, with the definition
(3.16) of the pressure gradient, we have X = V . The discrete inner product on X (here V ) is
chosen as:
∀ v, w ∈ V , (v,w) =
∑
σ∈Eint
|Dσ| vσ ·wσ. (3.17)
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Note that, with this definition, the || · || and L2 norms are equivalent.
Combining the definition of the discrete pressure gradient (3.16) and the definition of the
inner product (3.17), we get, for any v ∈ V and q ∈ Q:
(∇q,v) =
∑
σ∈Eint, σ=K|L
|σ| (qL − qK) vσ · nK,σ = −
∑
K∈M
∫
K
q divv dx.
This relation has two consequences. First, it is now easy to see that the scheme written as
(3.1) is indeed the scheme under consideration. Second, the inf-sup condition (3.14) is in fact
the usual inf-sup condition for the Rannacher-Turek or Crouzeix-Raviart elements, and is thus
satisfied.
Similarly, the (classical) definition of the gradient of velocities implies that the Poincare´
inequality (3.15) also holds.
We now turn to the study of the properties of the inverse Stokes operator. To this purpose,
we use the following lemmas. The proof of the first one may be found in [16, 3]; the second one
follows from trace lemmas obtained for general domains of Rd ([1, Theorem 3.10], or exploit
Lemma A.1 in [7]), combined with the regularity assumption on the mesh.
Lemma 3.7 (Poincare´ inequality) For any convex domain ω, for any function Φ ∈ H1(ω)
such that ∫
ω
Φ(x)dx = 0,
we have:
||Φ||L2(ω) 6
diam(ω)
π
||∇Φ||L2(ω)d .
Lemma 3.8 (A trace lemma) Let K be a cell of M, σ a face of K. Let v be a function of
H1(K). Then there exists a real c such that:
1
|σ|
∫
σ
v2 dγ 6
c
|K|
(
||v||2L2(K) + h
2
K ||∇v||
2
L2(K)d
)
,
where hK stands for the diameter of K.
We also need to introduce a real number cu characterizing the quasi-uniformity of the mesh,
defined by the fact that the following inequality holds:
max
K∈M, σ∈E(K)
|σ|
|DK,σ|
6
cu
h
, (3.18)
where h = maxK∈M hK .
The properties of the inverse Stokes operator are stated in the following lemma.
Lemma 3.9 Let S−1 be the discrete inverse Stokes operator given by Definition 3.1. Then
Property (S1) is satisfied.
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Let us suppose in addition that the continuous problem is regularizing, in the sense that,
for any function f ∈ L2(Ω)d, the solution (u, ζ) ∈ H10(Ω)
d × L20(Ω) of the system:∫
Ω
∇u :∇v dx−
∫
Ω
ζ divv dx =
∫
Ω
f · v dx, ∀v ∈ H10(Ω)
d,∫
Ω
q divudx = 0, ∀q ∈ L2(Ω),
satisfies ||∇ζ||L2(Ω)d 6 c ||f ||L2(Ω)d , with c depending only on Ω; this property holds if Ω is
convex. Then assumption (S2) is satisfied, with a function c(α) depending in an increasing way
on the real number cu of Equation (3.18) characterizing the quasi-uniformity of the mesh.
Proof. Let v ∈ V . We recall that S−1v is defined by S−1v ∈ V and:
〈∇S−1v,∇w〉+ (∇ζ,w) = (v,w), ∀w ∈ V , (3.19a)
(∇q, S−1v) = 0, ∀q ∈ Q, (3.19b)
with ζ ∈ Q.
Proof of (S1) – Let w ∈ V . Then, taking S−1w as test function in (3.19a), we have:
(v, S−1w) = 〈∇S−1v,∇S−1w〉+ (∇ζ, S−1w),
and thus, thanks to the fact that S−1w is discretely divergence free (i.e. by (3.19b) written
with w instead of v for the definition of S−1w):
(v, S−1w) = 〈∇S−1v,∇S−1w〉,
which yields the symmetry and positivity property we are searching for.
Proof of (S2) – For the remainder of the proof, we denote by ci a real number only depending
on Ω and, possibly, on the regularity of the mesh. Let us define by vˆ the function of V such
that:
∀w ∈ V , (vˆ,w) =
∫
Ω
v ·w dx.
Thanks to the equivalence between the || · || and the L2-norm, we get that:
||vˆ||L2(Ω)d 6 c1 ||v||L2(Ω)d .
Let us denote by (S−1vˆ, ζ) the solution of the continuous Stokes problem with vˆ as right-hand
side, i.e. (S−1vˆ, ζ) ∈ H10(Ω)
d × L20(Ω) such that:∫
Ω
∇S−1vˆ :∇w dx−
∫
Ω
ζ divw dx =
∫
Ω
vˆ ·w dx, ∀w ∈ H10(Ω)
d,∫
Ω
q div(S−1vˆ) dx = 0, ∀q ∈ L2(Ω).
Since we suppose that the Stokes problem is regularizing, we get:
||∇ζ||L2(Ω)d 6 c2 ||v||L2(Ω)d .
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In addition, System (3.19) is a standard approximation of the above continuous Stokes problem,
so, by standard convergence results for the Rannacher-Turek or Crouzeix-Raviart element:
||ζ − ζ||L2(Ω) 6 c3 h ||v||L2(Ω)d . (3.20)
Let πh be the projection operator from L
2(Ω) onto Q obtained as taking the mean value over
each cell:
∀ξ ∈ L2(Ω), ∀K ∈M, (πhξ)K =
1
|K|
∫
K
ξ dx.
By a straightforward application of Lemma 3.7, this operator satisfies the following approxima-
tion property:
∀ξ ∈ H1(Ω), ||ξ − πhξ||L2(Ω) 6 c4 h ||∇ξ||L2(Ω). (3.21)
In addition, it satisfies the following stability property:
∀ξ ∈ H1(Ω), ||∇πhξ|| 6 c5 ||∇ξ||L2(Ω)d . (3.22)
Indeed:
||∇πhξ||
2 =
∑
σ∈Eint
(σ=K|L)
|σ|2
|Dσ|
[ 1
|K|
∫
K
ξ dx−
1
|L|
∫
L
ξ dx
]2
6 2
∑
σ∈Eint
(σ=K|L)
|σ|2
|Dσ|
[( 1
|K|
∫
K
ξ dx−
1
|σ|
∫
σ
ξ dγ
)2
+
( 1
|L|
∫
L
ξ dx−
1
|σ|
∫
σ
ξ dγ
)2] (3.23)
Let ξK be the function defined over K by:
ξK = ξ −
1
|K|
∫
K
ξ dx.
With this notation, for σ ∈ Eint, σ = K|L, we get:
Tσ,K =
( 1
|K|
∫
K
ξ dx−
1
|σ|
∫
σ
ξ dγ
)2
=
( 1
|σ|
∫
σ
ξK dγ
)2
.
By, successively, the Jensen inequality, the trace lemma 3.8 and the Poincare´ inequality for zero
mean-valued functions (Lemma 3.7):
Tσ,K 6
1
|σ|
∫
σ
(ξK)2 dγ 6
c6
|K|
[
||ξK ||2L2(K) + h
2
K ||∇ξ||
2
L2(K)d
]
6
c6
|K|
[h2K
π2
||∇ξ||2L2(K)d + h
2
K ||∇ξ||
2
L2(K)d
]
6 c7
h2K
|K|
||∇ξ||2L2(K)d .
Returning to (3.23), we get:
||∇πhξ||
2 6 c8
∑
σ∈Eint
(σ=K|L)
|σ|2
|Dσ|
[ h2K
|K|
||∇ξ||2L2(K)d +
h2L
|L|
||∇ξ||2L2(L)d
]
,
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which yields (3.22) invoking the regularity of the mesh.
We are now in position to provide an estimate for ∇ζ. By an inverse inequality proven below,
then by (3.20), (3.21) and (3.22), we have:
||∇ζ|| 6 ||∇(ζ − πhζ)||+ ||∇πhζ|| 6
c10
h
||ζ − πhζ||+ ||∇πhζ||
6
c10
h
[
||ζ − ζ||+ ||ζ − πhζ||
]
+ ||∇πhζ|| 6 c11 ||v||.
Thus, for any w ∈ H, with H the space of discretely divergence-free functions, and α ∈ (0, 1):
〈∇S−1v,∇v〉 = ||v||2 − (∇ζ,v) = ||v||2 − (∇ζ,v −w) > ||v||2 − ||∇ζ|| ||u−w||
> ||v||2 − c11 ||v|| ||u−w|| > (1− α)||v||2 −
c11
4α
||u−w||,
which is the inequality we are searching for. 
In the preceding proof, we have used the following lemma.
Lemma 3.10 (Inverse inequality) The discrete pressure gradient operator defined by (3.16)
and the discrete scalar product defined by (3.17) are such that the following inverse inequality
is satisfied:
∀q ∈ Q, ||∇q|| 6 θM ||q||L2(Ω) with θM = max
K∈M, σ∈E(K)
|σ|
|DK,σ|
.
Proof. Let q ∈ Q. By definition, we have:
||∇q||2 =
∑
σ∈Eint
(σ=K|L)
|σ|2
|Dσ|
(qK − qL)
2 6 2
∑
σ∈Eint
(σ=K|L)
|σ|2
|Dσ|
[
(q2K + q
2
L
]
.
Reordering the summations, we get:
||∇q||2 6
∑
K∈M
q2K
∑
σ=K|L
|σ|2
|Dσ|
6
∑
K∈M
q2K
∑
σ∈E(K)
|σ|2
|DK,σ|
6 θ2M
∑
K∈M
q2K
∑
σ∈E(K)
|DK,σ|,
which concludes the proof, since
∑
σ∈E(K) |DK,σ| = |K|. 
The application of the results of Section 3.1 now yields the following error bounds.
Theorem 3.2 (Splitting error estimates)
Let (un, pn) 06n6N be the solution to the projection scheme, (u¯
n, p¯n) 06n6N be the solution to
the implicit scheme (3.4), and the splitting errors be defined by:
en = un − u¯n, e˜n = u˜n − u¯n, ǫn = pn − p¯n,
for 0 6 n 6 N . We suppose that we can set e0 = 0 and ǫ0 = 0, for instance because the time
step associated to n = 0 does not correspond to the first one, and that the algorithm has been
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initialized with some (at least one) iterations of the implicit scheme; in addition, we arbitrarily
set e˜0 = 0, which is possible because u˜0 never appears in the algorithm. Then we have the
following error estimates.
1. Let us assume that the solution of the implicit scheme satisfies the time-regularity as-
sumption ||∇(p¯n+1 − p¯n)|| 6 c1 δt, for 0 6 n < N . Then the velocity error satisfies the
following first-order estimate:
||en||2 + 2δt
n∑
k=1
||∇e˜k||2L2 6 c δt
2,
where c only depends on c1, the domain and the regularity of the mesh.
2. If we assume in addition that the solution of the implicit scheme is more regular, namely
that ||∇(p¯n+1 − 2p¯n + p¯n−1)|| 6 c2 δt2, for 0 < n < N , then the pressure error satisfies
the following first-order estimate:
N−1∑
n=0
δt ||ǫn||2L2 6 c δt
2,
where c only depends on c1, c2, the domain and the regularity of the mesh.
3. If, in addition, we suppose that the Stokes problem is regularizing in the sense of Lemma
3.9, then the velocity error satisfies the following second-order estimate:
N∑
n=0
δt ||e˜n||2 +
N∑
n=0
δt ||en||2 6 c δt4,
where c depends on c1, c2, the domain, the regularity of the mesh, and, in an increasing
way on the real number cu of Equation (3.18) characterizing the quasi-uniformity of the
mesh.
4. Numerical tests
In the following, we assess the convergence properties of the scheme through two examples: we
begin with a case with Dirichlet boundary conditions prescribed on the whole boundary of Ω
(Section 4.1), then we turn to a case with open boundary conditions (Section 4.2).
The computations presented here are performed with the ISIS code [14], built from the
software component library PELICANS [17], both under development at IRSN and available
as open-source softwares.
4.1 A Stokes flow with Dirichlet boundary conditions
For this test case, we assume that Ω is a circle of diameter equal to one and ∂Ω = ΓD,
i.e. ΓN = ∅. We calculate the forcing term f such that the exact velocity and pressure fields,
u and p, are given by:
u(x1,x2, t) =
[
sin(x1) sin(x2 + t)
cos(x1) cos(x2 + t)
]
, p(x1,x2, t) = cos(x1) sin(x2 + t).
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The initial pressure and velocity are equal to zero and, on ∂Ω, we prescribe non-homogeneous
Dirichlet boundary conditions, i.e. u = uD, uD being the trace of u on ∂Ω.
The spatial discretization relies on the Crouzeix-Raviart finite element, and we use three
simplicial almost uniform meshes, with 3600, 14400 and 57600 cells respectively.
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Fig. 1. Dirichlet case – Error (L2-norm) for the velocity as a function of δt.
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Fig. 2. Dirichlet case – Error (L2-norm) for the pressure as a function of δt.
The numerical errors (measured in L2-norm) obtained at t = 1, for the velocity and the
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pressure, as a function of the time step and for the various meshes, are plotted on Figures 1 and
2 respectively. The errors first decrease with the time step, then a plateau is reached, which
corresponds to the residual error in space. The order of convergence in time is close to 2 for the
velocity and 1 for the pressure; this may be surprising, since we use an only first-order backward
Euler scheme, but, consistently with the error analysis given above, it is explained by the fact
that the error is essentially due to the splitting. On the plateau, we observe a second-order
convergence in space for the velocity and first-order for the pressure, that is the optimal order
of convergence with our (low-degree) approximation.
As usual, Neumann boundary conditions prescribed in Equation (2.3) perturb the pressure
field essentially near the boundary, as represented in Figure 3, obtained with δt = 10−4 and
the finest mesh. Some errors also appear along some lines corresponding to a brutal variation
of the size of the elements, resulting from the process used for the construction of the mesh.
Fig. 3. Dirichlet case – Repartition of the pressure error (L2-norm).
4.2 Open boundary conditions
In this test, the computational domain Ω is the unit square [0, 1]2 with ΓN equal to the vertical
left side (and so ΓD = ∂Ω\ΓN is equal to the three other sides). We calculate the forcing term
f and choose the initial and boundary conditions in such a way that the exact velocity and
pressure fields are the same as in the previous section. We obtain on ΓN :
∇u · n− pn = 0.
We plot on Figures 4 and 5 the numerical error as a function of the time step, measured in
L2-norm and calculated at a fixed time, for 20 × 20, 40 × 40 and 80 × 80 structured uniform
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meshes. As previously, the errors first decrease with the time step to reach a plateau, which
corresponds to the residual error in space. The order of convergence in time is once again close
to 2 for the velocity and 1 for the pressure, still because the splitting error is predominant. On
the plateau, we observe a second-order convergence in space for the velocity and first-order for
the pressure, that is the optimal order of convergence with our (low-degree) approximation; by
comparison, in [15], the authors observed for a Taylor-Hood (i.e. Q2 − Q1) approximation a
convergence rate of only 1 for the velocity and 1/2 for the pressure, so, for the velocity, the
present computations become more accurate already for the 80 × 80 mesh. Finally, on Figure
6, we plot the error for the pressure in L∞-norm; after a stagnation (at large δt), they show a
convergence, which proves that the spurious homogeneous Dirichlet boundary condition for the
pressure increment is indeed present for large time steps and relaxed for small ones.
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Fig. 4. Neumann case – Error for the velocity (L2-norm) as a function of δt.
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