On the convergence of rational functions orthogonal on the unit circle  by Pan, K.
JOURNAL OF 
COMPUTATIONAL AND 
APPUED MATHEMATICS 
ELSEVIER Journal of Computational nd Applied Mathematics 76 (1996) 315-324 
On the convergence of rational functions orthogonal on the unit 
circle 
K. Pan 
Department of Mathematics, Barry University, Miami Shores, FL 33161, USA 
Received 9 October 1995; revised 12 July 1996 
Abstract 
Rational functions orthogonal on the unit circle with prescribed poles are studied. We establish some convergence 
theorems for the orthogonal rational functions. We generalize some of the results for Szeg6 polynomials to rational 
orthogonal functions. 
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1. Introduction 
Let d# be a finite positive Borel measure with an infinite set as its support on [0, 2n). We 
define L~ to be the space of  all functions f ( z )  on the unit circle T := {z E C: Izl = 1} satisfying 
f0 2~ l/(ei°)12 d#(O) < cx~. Then L~u is a Hilbert space with inner product 
1 /2~ 
I f '  O) := ~ JO f(ei°)9(ei°)d#(O)" 
We define ~n to be all polynomials of  degree at most n. For any polynomial qn of  degree n, we 
define q2(z)= znqn(1/Z). The Szeg6 polynomial On(z) is defined by the following requirements: 
On(z) = ~cnz n + lower degree terms, ~*(0) = ~Cn > O, 
(l[gn, Zk)=o for k =0,  1, . . . ,  n -  1, 
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and 
(I//n, ~tn) = 1. 
Let d#(O)--it '(O)dO + d#s(O) be the Lebesgue decomposition of  d/z with respect to dO. In the 
theory of Szeg6 polynomials, it is well known (see e.g. [13]) that the following statements are 
equivalent: 
(i) f2= log p'(0) dO > - oo; 
(ii) {~9"(0)}.~ 0 is bounded; 
(iii) limn+oo ~.*(0) = x < c~; 
* 7 oo (iv) {~9A( )}n=0 is locally uniformly bounded in ]z I < 1; 
(v) {~*(z)}~0 converges locally uniformly in Iz[ < 1; 
(vi) ~n~0 [ff*(Z)l 2 converges locally uniformly in [z[ < 1; 
2 (vii) {ff.(ei°)}~ is not complete in L~. 
Generalization of Szeg6 polynomials to rational functions with prescribed poles has been studied by 
researchers from various areas in solving problems in electrical engineering as well as in mathematics 
(cf. [1-12]). The study of orthogonal rational functions analogous to the Szeg6 polynomials has been 
initiated by Bultheel et al. in their 1990 report [1]. 
In this paper, we are mainly concerned with the convergence aspects of  the orthogonal rational 
functions. Consider an arbitrary infinite triangular array Z = {Zn, k} with k = 1,. . . ,n,  n EN and 
Iz,,kl < 1, and let 
Zn'k Z£ IZn'k[ k = 1 , . . . ,  n, 
bn, k(z) :=  ~ S_~n k Z Zn,k , 
where for z.,k = 0 we put [Zn, ki/z.,k =--1 .  Next we define finite Blaschke products recursively as 
B.,o(Z) = 1 and B.,k(z) = B.,k_~(z)b.,k(z), k = 1 , . . . ,  n. 
The fundamental polynomials Wn, k(Z ) are  given by 
k 
Wn,o(Z) := 1 and wn,k(z) := I--I(1 --~.n, iZ), k = 1, . . . ,  n. 
i=1 
The space of  rational functions of  our interest is defined by 
[ p(z). } 
~n ~- ~[Zn,1, ' ' ' ,  Zn,n] := l~)  p E ~.  , n = O, 1 , . . . .  
It is easy to verify that {B.,k}~=0 forms a basis of  ~ . ,  i.e., ~n = span{B.,k(z), k = 0 . . . .  , n}. Finally, 
for any r E ~n, we define r*(z) := B.,n(Z)r(1/~). Then it is easy to see that Ir*(z)l = Ir(z)l for Izl = 1 
and r* (z)E  ~.  For each n, we now define the rational version of Szeg6 polynomials. These are 
orthonormal rational functions, ~.,m(z), m = 0, 1 . . . .  , n, n = 0, 1,2 . . . .  defined by 
dp.,m E span{Bn, k(z), k = 0 , . . . ,  m}, ¢p~,m(O) > O, 
(C~n,m,Bn, k) = O, k = 0 . . . .  , m - 1, 
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and 
( ~)n,m, (~n,m> = 1. 
Denote 
m 
Kn, m(z, w)  = (1.1) 
i=0 
the reproducing kernel. From [1, Theorem 3.1.3], we can obtain the following Christoffel-Darboux 
relation 
gn, m(Z ,w)  = ~)n'm(g)~)~'m(W) -- bn'm(w)bn'm(Z)t~n'm(Z)~n'm(W) (1.2) 
1 -- bn, m(w)bn, m(Z) 
For simplicity of notation, we will use some of the following conventions later. 
~P.=49.,n, bn=b., . ,  Wn=Wn,., Z.=Z.,n. 
One may ask the following question in the study of orthogonal rational functions: For ratio- 
nal orthogonal functions is it possible to establish results which are analogous to those for Szeg6 
polynomials? For the convergence theorems of rational functions is it possible to establish similar 
characterizations a for orthogonal rational functions? This problem has been studied by Bultheel et 
al. in their recent paper [6]. In [6], under the assumption 
Zn, k =Zk,  [Zk[ ~< r < 1, k = 1, ..., n, n = 1,2, . . . ,  (1.3) 
or limk--.o~ Znk = ~, < 1, for some subsequence nk E N, some convergence results were obtained. 
The goal of the paper is to establish the convergence characterization theorems for the general 
case Z similar to the characterization for orthogonal polynomials. 
Our main results are given in Section 2, and their proofs are presented in Section 4. Section 3 
is used for citing as well as establishing some auxiliary results that are needed in the proofs of our 
main results. 
2. Characterization theorems 
We only state the theorems in this section. The proofs will be given in Section 4. The first result 
is the asymptotic behavior for qbn(z). 
Theorem 2.1. l f f~ log#' (O)dO > -oo  and IZ,,ml ~ r < 1, m = 1, ..., n, n= 1,2, . . . ,  then 
lim ~b*(z)(1 -~,z )  _ 1 
- Iz . I  z S(z) 
locally uniformly in zED,  where D:= {z" ]zl< 1} and 
S(z) = exp ~ ei 0-~---~ 
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Remark. In [14], we proved the theorem under the stronger condition (1.3). 
We now establish the convergence theorem for q~n(Z). 
Theorem 2.2. Assume [Zn,m [ ~< r < 1, m ----- 1 . . . .  , n, n = 1,2, . . . .  The following statements are 
equivalent: 
( i )  f2" log/~'(0) dO > - co; 
(ii) The sequence q~*(0)/v/1 - Iz,[ z converges as n --~ c~; 
(iii) The sequence ¢*(z)(1 -5nZ)/x/1 - IZn[ z converges locally uniformly in D as n ~ c~z; 
(iv) The sequence ¢~(0)/v/1 - I z ,  I 2 is bounded; 
(v) The sequence Cn*(Z)(1 --Z,Z)/x/1 --IZ, I 2 is bounded locally uniformly in D; 
(vi) The sequence Kn,,(z, w) converges locally uniformly in D x D. 
3. Lemmas 
In this section, we give some lemmas needed in the proofs of  the theorems. 
Lemma 3.1 (Li and Pan [14]). I f f~ log#' (O)dO > -oo  and l imn~ f~m=l(n 1 -- IZ,,m]) = 00, then 
l im ¢* (z ) (1  - ~ .z )  _ S (0 )  
. -~  ¢ ; (0 )  S(z) 
locally uniformly in z E D. 
For the kernel function, we have the following 
Lemma 3.2 (Li and Pan [14]). Suppose f2~ log p'( O) dO > -c~ and l imn~ En=l (1 -  IZn, m[ )=~,  
then 
1 
lirn Kn(z, w) = (1 - Wz)S(w)S(z) '  (3.1) 
locally uniformly for  (z, w) E D x D. 
Lemma 3.3 (Li and Pan [14]). / f  lim,~oo ~n=l(1 --[Zn, ml)= cx:5, then 
P(z, z.) 
jC.(z)l  Idzl -~  dp, (n ---+ cx~) 
in the weak-star topology, where P(z, Zn) :---- (1 -- IZ, I2)/I z -- ZnI 2. 
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Lemma 3.4 (Li and Pan [14]). For any u., v. E ~,  we have 
fo P(z, z.) 2~ 2~u. (z )v . ( z )~ dz = fo u.(z)v.(z)d#(O), 
where z = e i°. 
Lemma 3.5 (Pan [16]). I f  lim.__,~ ~m=l(1 --[Zn, m[)= e~, then 
Kn..(0,0) 
iK.,.(z,0)[2 Idzl ~ d#, (n ---+ ~)  
in the weak-star topology. 
By pn,m(Z) = a,,mZ m + "" ,  an, m > O, m = 0,2, ..., n = 1,2, ..., denote the mth orthonormal 
polynomial with respect o the varying measure dp/lwn(ei°)] 2. 
2r~ n 
Lemma 3.6 (Lopez [15]). / f fo  logp'(O)dO > - oo and limn_.~ ~-~m=l(1 - -  ]Zn, m] ) = 0(3, then 
lira P~'~-l(Z)-- 1 
n-~ W.(Z) S(z) 
locally uniformly for z 6 D. 
There is a special relation between p.,. and K.,. in the following sense. 
Lemma 3.7 (Pan [16]). The following relation holds 
Pn,.(z) __ Kn,.(z,O) 
Wn(Z) v/Kn..(O,O) 
__  n 1 - -  Lemma 3.8. I f  fZ~log#'(O)dO > oc and l im.~ ~m=l( [Zn, m[) C~, then 
lim qS.(0) = 0. 
n----+ oo  
Proof. Consider the kernel function 
n--1 
K..n_,(z, O) = Z O.,m(O)On, m(Z) 
m=0 
and let t.,n_l(z) be an orthonormal polynomial of degree n -  1 with respect o d#/lWn, n_l(ei°)[ 2. 
From Lemma 3.7, we have 
Kn,n_l(z,O) t~,._l(z) 
~/Kn, n_l(O,O) -- Wn, n-l(2)" (3.2) 
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l l n Let Z ={Zn, m}m=~, n=l ,  where ' =0  and ' - . . . ,  Z,,n Zn, k -Z,,k, k= 1, . . . ,  n -  1, then we can view t,,,_l as 
d "~w' re i0~12 n - t  the (n -1) th  orthonormal polynomial with respect o /~/ ,,,t ) , where w'~,n(z) :=  ~Im=l(1--Zn,mZ). 
From Lemma 3.6, we have 
lim w' , , , (z )  _ S(z) ,  Iz] < 1. 
n----~o¢ tn* _ l (2 )  
Then, we obtain 
lim t~*n_l(0 ) = l/S(0). (3.3) 
n- - -~o¢ 
Since, from (3.2), we have K~ ,_1(0 ,0)= * 2 , [t~,,_l(0)] . So, from (3.3), 
lirno~ Kn, ,_ l (0 ,0)= 1/$2(0). (3.4) 
Notice that in Lemma 3.2, we have 
lirnoo K., .(0,0) = 1/$2(0). 
Together with (3.4), yields 
lim I~b.(0)[ 2= lim Kn,.(O, 0) - lim K.,._1 (0, 0) = 0. [] 
n- -+ o~ n ----~ oo  . - - -+ o~ 
4. Proofs of main results 
Now we are in a position to prove the main results. 
Proof  of Theorem 2.1. From Lemma 3.1, it suffices to verify that 
lim Cn(0) __ 1 
n~ V/1 _ [Zn[2 S(0)" 
Taking z = w = 0 in (1.2), we obtain 
[~b~,(0)] 2 -]znl2l(an(O)] 2 
gn'n(O'O) ~-  1 - I z . I  z ' 
SO 
[4,~(0)Y -- K., .(0,0) + 2 lZn[  iq~,(o)12 
1 - I z . I  ~ 1 - I z . ?  
Now, from the condition [Zn, m[ ~ r, we have 
Z n [2 r 2 
~<--  
1 - [Zn[ 2 1 - -  r 2" 
This inequality, together with Lemma 3.8, implies 
Iznl= I~.(0)12 = 0. l i jn 1 - I z ,  I 2 
(4.5) 
(4.6) 
(4.7) 
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By Lemma 3.2, we have 
nlilTlx~ Kn,n(O, 0) ~-- 1/32(0). 
From (4.6), using (4.7) and (4.8), we obtain 
lim [q~*(0)] 2 _ 1 
n-.~ 1 - Iznl  2 S2(0) ' 
which implies (4.5). [] 
(4.8) 
~ (lf02~z ~Z 2 d0)1/2 (lfo2Xd/A(0)) 1/2 
Thus, {Qn(z)}Lo is a normal family in Izl < 1. Take, in Izl < 1, an(z), n C r ,  r c N, a convergent 
subsequence whose limit is St. From Lemma 3.3 and Jensen's inequality, we have, for n E F, 
]SF(z)] 2 l im [Qn(z)] 2 lim exp { ~-~ fo 2'~ } = = P(z,w) log IQn(w)l 2 dO 
n ---+ oo  n ---* oo  
1 f2~ 1 fo 2~ ~<lirn ~ jo  e(z,w)lQ,(w)12dO= ~-~ _ e(z,w)d/A(O), w=e °. 
Thus, taking limits, we obtain 
flz ISr(z)[ 2 dO ~/A[0,Zrc] + r/. [=r<l 
Since this inequality holds for each 0 < r < 1, we have that Sr E HE. Letting z = re iq~, r ~ 1- for 
almost all ~b E [0,2~z), we have 
[SF(eiqZ)[ 2 ~ /At(I//) a.e. in [0,2re), 
<<, 
I an(z ) l  = 1 fo 2'~ Q,(w)w dO w~z 
(lf02rc W--~Z 2d0)1/2 (~ fo2n iQ.(w)lZ dO) 1/2 
Proof of Theorem 2.2. 
(i) '.- (iii): Follows from Theorem 2.1. 
(iii) > (ii): Follows from z = 0 in (iii). 
(ii) '.- (iv): It is easy to see that it is true. 
(iv) ',- (i): 
Set 
41-  tzol 2 
Q,(z) -- 
(1 - enz)c~*(z)" 
Since all zeros of  $~(z) lie in Izl > 1 (cf. [1]), Qn is an analytic function in Izl ~< 1. Thus, using 
Cauchy's formula and Lemma 3.4, for Izl < 1, we have 
322 
from Fatou's theorem. Hence, 
1 fo z~ log ISr(z)l = ~ P(z, w)log ISr(w)l 2 dO. 
1 fo 2~ <~ ~ P(z, w) log #'(0) dO, 
For z = 0, we have 
1 fo 2~ log ISr(0)l ~< U~ logp'(0)  d0. 
But qS,*(0)/V/] - -]Znl 2 is bounded, thus ISr(0)] > 0. So 
f 2~ log/z'(0) > - oo. dO 
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W = e i0. 
Up to this step, we have (i) -: '.. (ii) -' > (iii) -: :- (iv). 
Also, (v) :. (iv) .: :. (iii) :- (v). Thus, we have (i) ~ (ii) -: :- (iii) -: :- (iv) .: :- (v). 
(i) ==~ (vi): Follows from Lemma 3.2. 
(vi) ==~ (i): Set 
An(z ) -  v/K"'"(0'0) 
Kn,n(Z, O) 
Notice that all zeros o f  Kn, n(z,O) lie in [z[ > 1 (cf. [1]), then An is an analytic function in [z[ ~< 1. 
Under condition (vi), let 
lina An(z)=A(z),  ]z]< 1. 
We have 
A(0) > 0. (4.9) 
From Lemma 3.5 and Jensen's inequality, we have 
,imex {l/: } = n----~oo = n~ -~ P (z ,w) log  [An(w)12dO 
l fo2~ , f2~ 
<. }ira ~ P(z, w)IAn(w)I 2dO = ~ e(z, w) d#(0). 
Thus, taking limits, we obtain 
f~z I/(z)l 2 d0 ~ ~[0,2~] + 
[=r<l 
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Since this inequality holds for each 0 < r < 1, we have that A E//2. Letting z = re ~q', r ~ 1- for 
almost all ~b E [0,2r0, we have 
IA(ei¢)[ 2 ~</z'(~b) a.e. in [0,2re), 
from Fatou's theorem. Hence, 
1 fo 2~ log I/(z)l = U~ e(z,w)log IA(w)l = d0. 
1 f0 <<. ~ P(z, w) log #'(0) dO, w = e i0. 
For z = 0, from (4.9), we have 
1 ~0 2~ -o<~ < log I/(0)l ~< ~ log #'(0) d0. 
This completes the proof of  the theorem. [] 
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