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Abstract
This paper investigates the problem of variable-length lossy source coding allowing a positive excess distortion
probability and an overflow probability of codeword lengths. Novel one-shot achievability and converse bounds of the
optimal rate are established by a new quantity based on the smooth max entropy (the smooth Re´nyi entropy of order
zero). To derive the achievability bounds, we give an explicit code construction based on a distortion ball instead of
using the random coding argument. The basic idea of the code construction is similar to the optimal code construction
in the variable-length lossless source coding. Our achievability bounds are slightly different, depending on whether
the encoder is stochastic or deterministic. One-shot results yield a general formula of the optimal rate for blocklength
n. In addition, our general formula is applied to asymptotic analysis for a stationary memoryless source. As a result,
we derive a single-letter characterization of the optimal rate by using the rate-distortion and rate-dispersion functions.
Index Terms
Excess distortion probability, overflow probability, smooth max entropy, smooth Re´nyi entropy, Shannon theory,
variable-length lossy source coding
I. INTRODUCTION
The problem of source coding is one of the important research topics in Shannon theory. Let Xn = X1X2 . . . Xn
be a source sequence taking a value in Xn, where X is a source alphabet and Xn is the n-th Cartesian product of
X . It is a recent active area of research to investigate the fundamental limits of the problem of source coding in
the non-asymptotic regime, i.e., in the case where the blocklength n is finite.
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2Regarding the non-asymptotic analysis for the problem of variable-length lossless source coding, Kontoyiannis
and Verdu´ [9] have studied the optimal rate. In this study, the evaluation criterion of codeword lengths is the
overflow probability, which is defined as the probability of codeword lengths per source symbol exceeding a certain
threshold R. More precisely, the overflow probability is defined as
Pr
{
1
n
ℓ(fn(X
n)) > R
}
, (1)
where fn : Xn → {0, 1}⋆ := {λ, 0, 1, 00, . . .}1 is an injective mapping called an encoder and the codeword lengths
of fn(X
n) is denoted as ℓ(fn(X
n)). The optimal rate at finite blocklength n is characterized by the quantity
R∗(n, δ): the lowest rate R such that the overflow probability of the best code is not greater than δ ∈ [0, 1), i.e.,
min
fn
Pr
{
1
n
ℓ(fn(X
n)) > R
}
≤ δ. (2)
In [9], the construction of the optimal encoder f∗n which achieves the minimum in (2) is shown as follows. Let x
n
i be
a source sequence which has the i-th largest probability, i.e., it holds that PXn(x
n
1 ) ≥ PXn(xn2 ) ≥ PXn(xn3 ) ≥ · · · .
Then, the encoder f∗n maps a source sequence x
n
1 , x
n
2 , x
n
3 , . . . to the elements of {0, 1}⋆ in the lexicographic order,
i.e.,
f∗n(x
n
1 ) = λ, (3)
f∗n(x
n
2 ) = 0, (4)
f∗n(x
n
3 ) = 1, (5)
f∗n(x
n
4 ) = 00, (6)
f∗n(x
n
5 ) = 01, (7)
f∗n(x
n
6 ) = 10, (8)
f∗n(x
n
7 ) = 11, (9)
f∗n(x
n
8 ) = 000, (10)
...
where λ denotes the empty string.
Regarding the non-asymptotic analysis for the problem of variable-length lossy source coding, on the other hand,
the code construction is more complicated because we have to consider a distortion between a source sequence and
a reproduction sequence. This fact raises the following question:
(♣) Is it possible to extend the code construction in [9] to the problem of variable-length lossy source coding?
Motivated by the question (♣), we investigate the problem of variable-length lossy source coding under the criteria
of the overflow probability of codeword lengths and the excess distortion probability.2 Thus, roughly speaking, we
1The notation {0, 1}⋆ denotes the set of all binary strings and the empty string λ.
2Although the average distortion is a popular criterion of a distortion measure, we treat the excess distortion probability because it is a natural
way to look at lossy source coding problems at finite blocklength (see, e.g., [11, Section 1.8.2]).
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3consider the following codes and the fundamental limit (the precise problem formulation is given in Sections II
and IV):
Definition 1: Let X be a source alphabet and Y be a reproduction alphabet. Also, let Xn and Yn be the n-th
Cartesian product of X and Y , respectively. Let dn : Xn×Yn → [0,+∞) be a distortion measure between a source
sequence and a reproduction sequence. Then, given D,R ≥ 0 and ǫ, δ ∈ [0, 1), an encoder fn : Xn → {0, 1}⋆ and
a decoder gn : {0, 1}⋆ → Yn satisfying
Pr
{
1
n
dn(X
n, gn(fn(X
n))) > D
}
≤ ǫ, (11)
Pr
{
1
n
ℓ(fn(X
n)) > R
}
≤ δ (12)
is called an (n,D,R, ǫ, δ) code. The corresponding fundamental limit is
R∗(n,D, ǫ, δ) := inf{R : ∃ an (n,D,R, ǫ, δ) code }. (13)
In particular, the optimal rate R∗(n,D, ǫ, δ) at blocklength n = 1 is abbreviated as R∗(D, ǫ, δ) = R∗(1, D, ǫ, δ).
A. Contributions
Our first contribution (and our main contribution) of this paper is to prove the one-shot bounds of the optimal
rate R∗(D, ǫ, δ) by a new quantity based on the smooth max entropy3(also known as the smooth Re´nyi entropy of
order zero). To derive the achievability bounds, we shall not use the random coding argument but give an explicit
code construction. The code construction is similar to Feinstein’s cookie-cutting argument [2] and is based on a
distortion D-ball centered at y:
BD(y) = {x ∈ X : d(x, y) ≤ D} (14)
for a given D ≥ 0, a distortion measure d : X ×Y → [0,+∞), and a reproduction symbol y ∈ Y . As we show in
Sec. III, this code construction gives the positive answer to the question (♣). We derive the achievability bounds for
both stochastic and deterministic encoders and show the difference between them. On the other hand, the converse
bounds are naturally derived from the definition of the new quantity based on the smooth max entropy.
Our second contribution of this paper is to give a general formula of the optimal rate R∗(n,D, ǫ, δ). The formula
is easily derived from our one-shot achievability and converse bounds. Our result indicates that the optimal rate
R∗(n,D, ǫ, δ) is the same regardless of the values of ǫ and δ if the sum of ǫ and δ is constant. This result can be
seen as the lossy version of the known result in the lossless source coding; see Remark 5.
Our third contribution of this paper is to derive a single-letter characterization of the optimal rate R∗(n,D, ǫ, δ) for
a stationary memoryless source. We apply our general theorem for a stationary memoryless source and characterize
the optimal rate by using the rate-distortion and rate-dispersion functions.
3 The smooth max entropy has first introduced by Renner and Wolf [16]. The optimal rates for several problems have been characterized by
the smooth max entropy (e.g., [17], [18], [23], [24]).
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4B. Related Works
As we mention in Remark 1, our problem setup is related to the problem of fixed-length lossy source coding under
the excess distortion probability. For this problem, the asymptotic analysis of the exponent of the excess distortion
probability has been given by [4] and [13]. On the other hand, the non-asymptotic analysis of the minimum rate
has been provided by [5] and [10]. When we prove a single-letter characterization of the optimal rate R∗(n,D, ǫ, δ)
for a stationary memoryless source, we utilize the result in [10].
For the problem of variable-length lossy source coding under the excess distortion probability, there are several
criteria on codeword lengths: for example, the mean codeword lengths which is discussed in [12]; the pointwise
redundancy rate in [7], [8]; the cumulant generating function of codeword lengths in [1], [20]; the excess-code-
length exponent in [25]; and the overflow probability in [14], [26]. Among them, Nomura and Yagi [14] and Yagi
and Nomura [26] adopt the same criteria in this paper: the overflow probability and the excess distortion probability.
However, the primary differences between these studies [14], [26] and our study are
1) we address the case where both the excess distortion probability and the overflow probability may be positive;
2) we analyze both non-asymptotic and asymptotic cases, whereas the previous studies [14], [26] have investigated
the asymptotic case;
3) we characterize the optimal rate by using the quantity related to the entropy, whereas previous studies [14],
[26] have characterized it by using the quantity related to the mutual information.
It should be noted that the distortion D-ball in the previous studies and the distortion D-ball in our study are
different. In the previous studies (e.g., [7], [8], [10], [12]), the distortion D-ball centered at x, i.e., the quantity
{y ∈ Y : d(x, y) ≤ D} (15)
plays an important role. On the other hand, as we have shown in Sec. I-A, our non-asymptotic analysis relies on
the distortion D-ball centered at y (i.e., (14)). These differences mainly come from the way of the proof of the
achievability result. The previous studies have shown the achievability result by using the random coding argument.
In the random coding argument, the distortion D-ball centered at x (i.e., (15)) is a useful tool. On the other hand,
our study shows the achievability results by the explicit code construction. In the code construction, the distortion
D-ball centered at y is a useful tool.
C. Organization of the Paper
The organization of this paper is as follows. Section II shows one-shot coding theorems: we describe the problem
setup in Sec. II-A, define a new quantity based on the smooth max entropy in Sec. II-B, and give one-shot coding
theorems for stochastic and deterministic codes in Sec. II-C and Sec. II-D, respectively. In Sec. III, proofs of the
one-shot achievability bounds are described in detail. Section IV shows general coding theorem for blocklength n:
we describe the problem formulation in Sec. IV-A and show a general formula of the optimal rate for blocklength n
in Sec. IV-B. In Sec. V, we apply our general formula to a stationary memoryless source and provide a single-letter
characterization of the optimal rate. Finally, Sec. VI concludes this paper.
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5II. ONE-SHOT CODING THEOREM
A. Problem Formulation
Let X be a source alphabet and Y be a reproduction alphabet, where both are finite sets. Let X be a random
variable taking a value in X and x be a realization of X . The probability distribution of X is denoted as PX . A
distortion measure d is defined as d : X × Y → [0,+∞).
The pair of an encoder and a decoder (f, g) is defined as follows. An encoder f is defined as f : X → {0, 1}⋆,
where {0, 1}⋆ denotes the set of all binary strings and the empty string λ, i.e.,
{0, 1}⋆ := {λ, 0, 1, 00, 01, 10, 11, 000, . . .}. (16)
An encoder f is possibly stochastic and produces a non-prefix code. For x ∈ X , the codeword lengths of f(x) is
denoted as ℓ(f(x)). A deterministic decoder g is defined as g : {0, 1}⋆ → Y. Variable-length lossy source coding
without the prefix condition is discussed as in, for example, [1], [12], and [15].
The performance criteria considered in this paper are the excess distortion and the overflow probabilities.
Definition 2: Given D ≥ 0, the excess distortion probability for a code (f, g) is defined as
Pr{d(X, g(f(X))) > D}. (17)
Definition 3: Given R ≥ 0, the overflow probability for a code (f, g) is defined as
Pr {ℓ(f(X)) > R} . (18)
Using these criteria, we define a (D,R, ǫ, δ) code.
Definition 4: Given D,R ≥ 0 and ǫ, δ ∈ [0, 1), a code (f, g) satisfying
Pr{d(X, g(f(X))) > D} ≤ ǫ, (19)
Pr {ℓ(f(X)) > R} ≤ δ (20)
is called a (D,R, ǫ, δ) code.
The fundamental limits which we investigate are the following optimal rates R∗(D, ǫ, δ) and R˜(D, ǫ, δ) for given
D, ǫ, and δ.
Definition 5: Given D ≥ 0 and ǫ, δ ∈ [0, 1),
R∗(D, ǫ, δ) := inf{R : ∃ a (D,R, ǫ, δ) code}, (21)
R˜(D, ǫ, δ) := inf{R : ∃ a deterministic (D,R, ǫ, δ) code}. (22)
Remark 1: Consider the special case δ = 0. From any given (D,R, ǫ, 0) code, we can construct a fixed-length
code with the codeword length ⌊R⌋+ 1 and the excess distortion probability ≤ ǫ. Thus, the special case δ = 0 in
our setup is closely related to the fixed-length source coding.
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6B. New Quantity based on the Smooth Max Entropy
The smooth max entropy, which is also called the smooth Re´nyi entropy of order zero, has first introduced by
Renner and Wolf [16]. Later, Uyematsu [23] has shown that the smooth max entropy can be defined in the following
form.
Definition 6 ([16], [23]): Given δ ∈ [0, 1), the smooth max entropy Hδ(X) is defined as4
Hδ(X) := min
Z⊂X :
Pr{X∈Z}≥1−δ
log |Z|, (23)
where | · | represents the cardinality of the set.
One of the useful properties of the smooth max entropy, which is used in the proof of the achievability result in
our main theorem, is the Schur concavity. To state the definition of a Schur concave function, we first review the
notion of majorization.
Definition 7: Let R+ be the set of non-negative real numbers and R
m
+ be the m-th Cartesian product of R+,
where m is a positive integer. Suppose that a = (a1, . . . , am) ∈ Rm+ and b = (b1, . . . , bm) ∈ Rm+ satisfy
ai ≥ ai+1, bi ≥ bi+1 (i = 1, 2, . . . ,m− 1). (24)
If a ∈ Rm+ and b ∈ Rm+ satisfy, for k = 1, . . . ,m− 1,
k∑
i=1
ai ≤
k∑
i=1
bi and
m∑
i=1
ai =
m∑
i=1
bi, (25)
then we say that b majorizes a (it is denoted as a ≺ b in this paper).
Schur concave functions are defined as follows.
Definition 8: We say that a function h(·) : Rm+ → R is a Schur concave function if h(b) ≤ h(a) for any
a,b ∈ Rm+ satisfying a ≺ b.
From the definition of the smooth max entropy and Schur concave functions, it is easy to see that the smooth
max entropy is a Schur concave function5.
Next, using the smooth max entropy, we introduce a new quantity, which plays an important role in producing
our main results.
Definition 9: Given D ≥ 0 and ǫ, δ ∈ [0, 1), GδD,ǫ(X) is defined as
GδD,ǫ(X) := inf
PY |X :
Pr{d(X,Y )>D}≤ǫ
Hδ(Y ) (26)
= inf
PY |X :
Pr{d(X,Y )>D}≤ǫ
min
W⊂Y:
Pr{Y ∈W}≥1−δ
log |W|, (27)
where PY |X denotes a conditional probability distribution of Y given X .
4Throughout this paper, all logarithms are of base 2 and exp{·} denotes 2(·).
5 In [6], by using the notion of majorization, it is shown that the smooth Re´nyi entropy of order α is a Schur concave function for 0 ≤ α < 1
and a Schur convex function for α > 1.
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7Remark 2: For a given D ≥ 0 and ǫ ∈ [0, 1), suppose that
Pr
{
min
y∈Y
d(X, y) > D
}
> ǫ. (28)
Then, there are no codes whose excess distortion probability is less than or equal to ǫ. Conversely, if such codes do
not exist for given D and ǫ, (28) holds. In this case, we define R∗(D, ǫ, δ) = +∞ and R˜(D, ǫ, δ) = +∞. Further,
if (28) holds, we also define GδD,ǫ(X) = +∞ because there is no conditional probability distribution PY |X on Y
satisfying Pr{d(X,Y ) > D} ≤ ǫ.
Remark 3: As shown in Theorems 1, 2, and 3, GδD,ǫ(X) is a crucial quantity in characterizing the optimal rate.
Hence, it is worth mentioning the property of GδD,ǫ(X), which indicates that the value of G
δ
D,ǫ(X) only depends
on the sum of ǫ and δ. We shall use this property to discuss our result (see Remark 5).
Lemma 1: Fix ǫ, δ ∈ [0, 1) arbitrarily. Then, for any ǫ′, δ′ ∈ [0, 1) such that ǫ′ + δ′ = ǫ+ δ, we have
GδD,ǫ(X) = G
δ′
D,ǫ′(X). (29)
Proof: See Appendix A.
C. One-Shot Coding Theorem for Stochastic Codes
The next lemma shows the achievability result on R of a (D,R, ǫ, δ) code.
Lemma 2: Assume that GδD,ǫ(X) < +∞. For any D ≥ 0 and ǫ, δ ∈ [0, 1), there exists a (D,R, ǫ, δ) code such
that
R = ⌊GδD,ǫ(X)⌋. (30)
Proof: See Sec. III-B.
The next lemma shows the converse bound on R of a (D,R, ǫ, δ) code.
Lemma 3: Assume that GδD,ǫ(X) < +∞. For any D ≥ 0 and ǫ, δ ∈ [0, 1), any (D,R, ǫ, δ) code satisfies
R > GδD,ǫ(X)− 1. (31)
Proof: For any (D,R, ǫ, δ) code (f, g), set Y := g(f(X)). To prove the converse bound, it is sufficient to
consider the case where the decoder g is an injective mapping6. The definition of a (D,R, ǫ, δ) code gives
Pr
{
ℓ(f(X)) > R
} ≤ δ, (32)
Pr{d(X,Y ) > D} ≤ ǫ. (33)
Let T be defined as
T :=
{
g(f(x)) ∈ Y : x satisfies ℓ(f(x)) > R} . (34)
6Suppose that g is not an injective mapping. That is, g(w) = g(w′) holds for w 6= w′, w = f(x) and w′ = f(x′). Further, suppose that
ℓ(w) ≤ ℓ(w′) holds. In this case, by adjusting the encoder as w = f˜(x), w = f˜(x′), we can make the codeword length shorter without
affecting the excess distortion probability. This modification makes the decoder injective.
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8Then, (32) is rewritten as
Pr
{
Y ∈ T} ≤ δ. (35)
Hence,
Pr
{
Y ∈ T c} ≥ 1− δ, (36)
where the superscript “c” represents the complement. From (36) and the definition of the smooth max entropy, we
have
Hδ(Y ) ≤ log |T c|. (37)
On the other hand, since ℓ(g−1(y)) ≤ ⌊R⌋ for y ∈ T c,
|T c| ≤ 1 + 2 + · · ·+ 2⌊R⌋ = 2⌊R⌋+1 − 1 < 2R+1. (38)
Combining (37) and (38) yields
Hδ(Y ) < R+ 1. (39)
Thus, from (33), we have
GδD,ǫ(X) < R+ 1. (40)
Hence, we obtain (31).
Combining Lemmas 2 and 3, we can immediately obtain the following result on R∗(D, ǫ, δ).
Theorem 1: Assume that GδD,ǫ(X) < +∞. For any D ≥ 0 and ǫ, δ ∈ [0, 1), it holds that
GδD,ǫ(X)− 1 < R∗(D, ǫ, δ) ≤ ⌊GδD,ǫ(X)⌋. (41)
By Theorem 1, the optimal rate R∗(D, ǫ, δ) can be specified within one bit in the interval not greater than
GδD,ǫ(X), regardless of the values D, ǫ, and δ. This result is mainly due to an explicit construction of good codes,
rather than the random coding argument, given in Sec. III-B.
D. One-Shot Coding Theorem for Deterministic Codes
The next lemma shows the achievability result on R of a deterministic (D,R, ǫ, δ) code.
Lemma 4: Assume that GδD,ǫ(X) < +∞. For any D ≥ 0 and ǫ, δ ∈ [0, 1), there exists a deterministic (D,R, ǫ, δ)
code such that
R =
⌊
GδD,ǫ(X) +
2 log e
2G
δ
D,ǫ
(X)
⌋
. (42)
Proof: See Sec. III-C.
From Lemma 4 and the fact that R∗(D, ǫ, δ) ≤ R˜(D, ǫ, δ), the following result on R˜(D, ǫ, δ) is obtained.
Theorem 2: Assume that GδD,ǫ(X) < +∞. For any D ≥ 0 and ǫ, δ ∈ [0, 1), it holds that
GδD,ǫ(X)− 1 < R˜(D, ǫ, δ)
≤
⌊
GδD,ǫ(X) +
2 log e
2G
δ
D,ǫ
(X)
⌋
. (43)
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9By Theorem 2, R˜(D, ǫ, δ) can be specified in the interval within four bits, which is slightly weaker than the
result for stochastic codes.
III. PROOFS OF ONE-SHOT ACHIEVABILITY RESULTS
A. Outline of the Code Construction
In the proof of the achievability result, we give an explicit code construction. Before we formally describe it, we
illustrate the gist of the construction.
First, we define BD(y), the distortion D-ball centered at y, as (44). Next, we label reproduction symbols as
y1, y2, . . . according to the probability of the distortion D-ball; see (45) and (46). Then, we modify the distortion
D-ball and define the ball AD(yi) so that each ball is disjoint and Pr{X ∈ AD(y1)} ≥ Pr{X ∈ AD(y2)} ≥ · · ·
holds; see (47)–(51). Then, by using the probability Pr{X ∈ AD(yi)}, we define the integer k∗ satisfying (54) and
(55). Now, roughly speaking, we construct the code by the following strategy:
• For a source symbol x ∈ AD(yi) (i = 1, . . . , k∗) (i.e., a source symbol such that the probability Pr{X ∈
AD(yi)} is large), we encode it not to exceed the distortion level D. Further, for a source symbol x ∈ AD(yi)
(i = 1, . . . , k∗) such that the probability Pr{X ∈ AD(yi)} is larger, we encode it to have shorter codeword7.
Note that the basic idea is similar to the optimal code construction in the variable-length lossless source
coding in Sec. I; for a source symbol x such that the probability PX(x) is larger, we encode it to have shorter
codeword.
• For a source symbol x ∈ AD(yi) (i = k∗ + 1, . . .) (i.e., a source symbol such that the probability Pr{X ∈
AD(yi)} is small), we encode it to exceed the distortion level D and to have shortest codeword (i.e., the empty
string λ).
Now, we formally explain the code construction in the following subsections.
B. Proof of Lemma 2
First, some notations are defined before the construction of the encoder and the decoder is described.
• For y ∈ Y and D ≥ 0, the distortion D-ball centered at y is defined as
BD(y) := {x ∈ X : d(x, y) ≤ D}. (44)
• We define yi (i = 1, 2, · · · ) by the following procedure8. Let y1 be defined as
y1 := arg max
y∈Y
Pr{X ∈ BD(y)}, (45)
7Strictly speaking, we encode a source symbol x ∈ AD(yk∗ ) differently whether we use stochastic encoders or deterministic enoders. If we
use stochastic encoders to apply the randomized mapping to x ∈ AD(yk∗ ),
– we can make the excess distortion probability exactly ǫ,
– we can make the overflow probability exceeding the rate ⌊Gδ
D,ǫ
(X)⌋ less than or equal to δ.
On the other hand, if we use deterministic encoders, the excess distortion probability is less than or equal to ǫ, not exactly ǫ. In this case, to
make the overflow probability smaller than δ, we must set the rate
⌊
GδD,ǫ(X) + 2 log e/2
GδD,ǫ(X)
⌋
, which is slightly larger than ⌊GδD,ǫ(X)⌋.
8 In this paper, we assume that X and Y are finite sets. However, we can assume countably infinite X and Y if this operation is admitted
for countably infinite X and Y .
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and for i = 2, 3, · · · , let yi be defined as
yi := arg max
y∈Y
Pr

X ∈ BD(y) \
i−1⋃
j=1
BD(yj)

 . (46)
• For i = 1, 2, · · · , we define AD(yi) by
AD(y1) := BD(y1), (47)
AD(yi) := BD(yi) \
i−1⋃
j=1
BD(yj) (∀i ≥ 2) (48)
From the definition, we have
i⋃
j=1
AD(yj) =
i⋃
j=1
BD(yj) (∀i ≥ 1), (49)
AD(yi) ∩ AD(yj) = ∅ (∀i 6= j), (50)
Pr{X ∈ AD(y1)} ≥ Pr{X ∈ AD(y2)} ≥ · · · . (51)
• If ǫ+ δ < 1, let i∗ ≥ 1 be the integer satisfying
i∗−1∑
i=1
Pr{X ∈ AD(yi)} < 1− ǫ− δ, (52)
i∗∑
i=1
Pr{X ∈ AD(yi)} ≥ 1− ǫ− δ. (53)
If ǫ+ δ ≥ 1, we define i∗ = 1.
• Let k∗ ≥ 1 be the integer satisfying
k∗−1∑
i=1
Pr{X ∈ AD(yi)} < 1− ǫ, (54)
k∗∑
i=1
Pr{X ∈ AD(yi)} ≥ 1− ǫ. (55)
From this definition, it holds that k∗ ≥ i∗.
• Let α and β be defined as
α :=
k∗−1∑
i=1
Pr{X ∈ AD(yi)} (56)
and
β := 1− ǫ− α. (57)
• Let wi be the i-th binary string in {0, 1}⋆ in the increasing order of the length and ties are arbitrarily broken.
For example, w1 = λ,w2 = 0, w3 = 1, w4 = 00, w5 = 01, etc.
We construct the following encoder fˆ : X → {0, 1}⋆ and decoder gˆ : {0, 1}⋆ → Y.
[Encoder]
1) For x ∈ AD(yi) (i = 1, . . . , k∗ − 1), set fˆ(x) = wi.
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2) For x ∈ AD(yk∗), set9
fˆ(x) =


wk∗ with prob.
β
Pr{X∈AD(yk∗)}
,
w1 with prob. 1− βPr{X∈AD(yk∗)} .
(58)
3) For x /∈ ⋃k∗i=1 AD(yi), set fˆ(x) = w1.
[Decoder] For i = 1, . . . , k∗, set gˆ(wi) = yi.
Now, we evaluate the excess distortion probability. We have d(x, gˆ(fˆ(x))) ≤ D for x ∈ AD(yi) (i = 1, . . . , k∗−1)
since gˆ(fˆ(x)) = yi. Furthermore, we have d(x, gˆ(fˆ(x))) ≤ D with probability β/Pr{X ∈ AD(yk∗)} for x ∈
AD(yk∗). Thus,
Pr{d(X, gˆ(fˆ(X))) ≤ D}
=
k∗−1∑
i=1
Pr{X ∈ AD(yi)} + Pr{fˆ(X) = wk∗ , X ∈ AD(yk∗)} (59)
= α+ β (60)
= 1− ǫ. (61)
Therefore, we have
Pr{d(X, gˆ(fˆ(X))) > D} = ǫ. (62)
Next, we evaluate the overflow probability. From the construction of the encoder, it is easily verified that ℓ(wi) =
⌊log i⌋ (i = 1, . . . , k∗). Hence, setting R = ⌊log i∗⌋, we have
Pr
{
ℓ(fˆ(X)) > R
}
≤
k∗∑
i=i∗+1
Pr{fˆ(X) = wi} (63)
=
k∗−1∑
i=i∗+1
Pr{X ∈ AD(yi)}+ Pr{fˆ(X) = wk∗ , X ∈ AD(yk∗)} (64)
=
k∗−1∑
i=1
Pr{X ∈ AD(yi)} −
i∗∑
i=1
Pr{X ∈ AD(yi)}+ β (65)
≤ α− (1− ǫ− δ) + β = δ, (66)
where the last inequality is due to the definition of α and (53) and the last equality is due to the definition of β.
Therefore, the code (fˆ , gˆ) is a (D,R, ǫ, δ) code with R = ⌊log i∗⌋. To complete the proof, we shall show
log i∗ = GδD,ǫ(X). (67)
To this end, we define Yˆ := gˆ(fˆ(X)). Then, we have the next lemma.
9 Note that we have Pr{X ∈ AD(yk∗ )} ≥ β from (55).
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Lemma 5: For any D ≥ 0 and ǫ, δ ∈ [0, 1), we have
Hδ(Yˆ ) = GδD,ǫ(X) (68)
Proof: See Appendix B.
In view of Lemma 5, if we show
log i∗ = Hδ(Yˆ ), (69)
we obtain the desired equation (67). Therefore, we shall show (69) in the rest of the proof.
First, notice that
P
Yˆ
(y1)
(a)
= Pr{X ∈ AD(y1)}+ Pr{X ∈
⋃
i≥k∗+1
AD(yi)} + Pr{fˆ(X) = w1, X ∈ AD(yk∗)} (70)
(b)
= Pr{X ∈ AD(y1)}+ Pr{d(X, gˆ(fˆ(X))) > D} (71)
(c)
= Pr{X ∈ AD(y1)}+ ǫ, (72)
P
Yˆ
(yi) = Pr{X ∈ AD(yi)} (i = 2, . . . , k∗ − 1), (73)
where (a) and (b) follow from the definition of the encoder and the decoder and (c) is due to (62). Then10,
i∗−1∑
i=1
P
Yˆ
(yi) =
i∗−1∑
i=1
Pr{X ∈ AD(yi)}+ ǫ < 1− δ, (74)
i∗∑
i=1
P
Yˆ
(yi) =
i∗∑
i=1
Pr{X ∈ AD(yi)}+ ǫ ≥ 1− δ, (75)
P
Yˆ
(y1) ≥ PYˆ (y2) ≥ · · · ≥ PYˆ (yk∗), (76)
which imply that log i∗ = Hδ(Yˆ ).
C. Proof of Lemma 4
First, some notations are defined.
• Let k∗ ≥ 1 be the integer satisfying (54) and (55).
• Define γ as
γ := 1−
k∗∑
i=1
Pr{X ∈ AD(yi)}, (77)
where {y1, y2, . . .} and AD(yi) are defined as in Sec. III-B. Then, it holds that γ ≤ ǫ.
• Let j∗ ≥ 1 be the integer satisfying
j∗−1∑
i=1
Pr{X ∈ AD(yi)} < 1− γ − δ, (78)
j∗∑
i=1
Pr{X ∈ AD(yi)} ≥ 1− γ − δ. (79)
10If i∗ = k∗, the equality in (75) does not hold. However,
∑i∗
i=1 PYˆ (yi) ≥ 1− δ is true since
∑i∗
i=1 PYˆ (yi) = 1.
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We construct the following deterministic encoder fˆdet : X → {0, 1}⋆ and decoder gˆdet : {0, 1}⋆ → Y.
[Encoder]
1) For x ∈ AD(yi) (i = 1, . . . , k∗), set fˆdet(x) = wi.
2) For x /∈ ⋃k∗i=1 AD(yi), set fˆdet(x) = w1.
[Decoder] For i = 1, . . . , k∗, set gˆdet(wi) = yi
Now, we evaluate the excess distortion probability. From the definition of the encoder and the decoder, we have
Pr{d(X, gˆdet(fˆdet(X))) ≤ D} =
k∗∑
i=1
Pr{X ∈ AD(yi)} (80)
≥ 1− ǫ. (81)
Therefore, we have Pr{d(X, gˆdet(fˆdet(X))) > D} ≤ ǫ.
Next, we evaluate the overflow probability. From the definition of the encoder, we have
Pr{fˆdet(X) = w1} = Pr{X ∈ AD(y1)}+ γ, (82)
Pr{fˆdet(X) = wi} = Pr{X ∈ AD(yi)} (i = 2, . . . , k∗). (83)
Setting R = ⌊logmin(j∗, k∗)⌋, it holds that11
Pr
{
ℓ(fˆdet(X)) > R
}
≤ 1−
j∗∑
i=1
Pr{fˆdet(X) = wi} (84)
= 1−

 j∗∑
i=1
Pr{X ∈ AD(yi)}+ γ

 (85)
≤ 1− ((1 − γ − δ) + γ) = δ, (86)
where the last inequality is due to (79).
Therefore, the code (fˆdet, gˆdet) is a deterministic (D,R, ǫ, δ) code with R = ⌊logmin(j∗, k∗)⌋.
Let i∗ be the integer satisfying (52) and (53). Then, from the proof of Lemma 1, it holds that (see (67))
log i∗ = GδD,ǫ(X). (87)
Since γ ≤ ǫ, it is easily verified that i∗ ≤ j∗ and i∗ ≤ k∗, meaning that i∗ ≤ min(j∗, k∗). If i∗ = min(j∗, k∗),
min(j∗, k∗) ≤ i∗ + 2 obviously holds. If i∗ < min(j∗, k∗), we can show (Appendix C)
min(j∗, k∗) ≤ i∗ + 2. (88)
Therefore, we have
logmin(j∗, k∗) ≤ log(i∗ + 2) ≤ log i∗ + 2 log e
i∗
, (89)
where the rightmost inequality is due to Taylor’s expansion. Finally, combining (87) and (89), we conclude that
(42) holds.
11 If R = ⌊log k∗⌋, then Pr{ℓ(fˆdet(X)) > R} = 0.
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IV. GENERAL CODING THEOREM
A. Problem Formulation
Let Xn and Yn be the n-th Cartesian product of X and Y , respectively. Let Xn be a random variable taking a
value in Xn and xn be a realization of Xn. The probability distribution of Xn is denoted as PXn . A distortion
measure dn is defined as dn : Xn × Yn → [0,+∞). An encoder fn : Xn → {0, 1}⋆ is possibly stochastic and
produces a non-prefix code. A decoder gn : {0, 1}⋆ → Yn is deterministic.
We define an (n,D,R, ǫ, δ) code as follows.
Definition 10: Given D,R ≥ 0 and ǫ, δ ∈ [0, 1), a code (fn, gn) satisfying
Pr
{
1
n
dn(X
n, gn(fn(X
n))) > D
}
≤ ǫ, (90)
Pr
{
1
n
ℓ(fn(X
n)) > R
}
≤ δ (91)
is called an (n,D,R, ǫ, δ) code.
The fundamental limits which we investigate are the following optimal rates:
R∗(n,D, ǫ, δ) := inf{R : ∃ an (n,D,R, ǫ, δ) code }. (92)
R˜(n,D, ǫ, δ) := inf{R : ∃ a deterministic (n,D,R, ǫ, δ) code}. (93)
B. General Coding Theorem for Stochastic Codes and Deterministic Codes
The same discussion which is used to prove Theorems 1 and 2 establishes the next result on R∗(n,D, ǫ, δ) and
R˜(n,D, ǫ, δ).
Theorem 3: For any D ≥ 0 and ǫ, δ ∈ [0, 1), we have
R∗(n,D, ǫ, δ) = R˜(n,D, ǫ, δ) =
1
n
GδD,ǫ(X
n) +O
(
1
n
)
, (94)
where
GδD,ǫ(X
n) := inf
PY n|Xn :
Pr{dn(X
n,Y n)>nD}≤ǫ
Hδ(Y n). (95)
Remark 4: In the one-shot coding regime, the results of the optimal rate between stochastic encoders and
deterministic encoders are different as shown in Theorems 1 and 2. When we consider the setting of blocklength
n, however, the restriction to only deterministic encoders does not change the result. This is because the additional
term 2 log e/n2G
δ
D,ǫ(X
n) for deterministic codes is O(1/n).
Remark 5: By combining Lemma 1 and Theorem 3, we see that the optimal rate R∗(n,D, ǫ, δ) is the same
regardless of the values of ǫ (the tolerable level of the excess distortion probability) and δ (the tolerable level of
the overflow probability) if the sum of ǫ and δ is constant. That is, it holds that R∗(n,D, ǫ, δ) = R∗(n,D, ǫ′, δ′)
for ǫ+ δ = ǫ′ + δ′. This result can be seen as the lossy version of the known result in the lossless source coding;
in variable-length lossless source coding allowing non-vanishing error probability, it is known that the optimal rate
is the same regardless of the values of ǫ (the tolerable level of the error probability) and δ (the tolerable level of
the overflow probability) if the sum of ǫ and δ is constant (see, e.g., [15, Remark 4.1]).
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V. EXAMPLE OF GENERAL CODING THEOREM: ASYMPTOTICS FOR A STATIONARY MEMORYLESS SOURCE
In this section, we apply our general coding theorem for a stationary memoryless source and establish a single-
letter characterization of the optimal rate R∗(n,D, ǫ, δ).
The rate-distortion function RX(D) is defined by
RX(D) := inf
PY |X :
E[d(X,Y )]≤D
I(X ;Y ), (96)
where I(X ;Y ) denotes the mutual information between X and Y . To derive the result, the following conditions
are imposed:
(i) The source is stationary and memoryless.
(ii) For (xn, yn) ∈ Xn × Yn, the distortion measure dn(xn, yn) satisfies
dn(x
n, yn) =
n∑
i=1
d(xi, yi). (97)
(iii) The infimum in (96) is achieved by P ⋆Y |X .
(iv) E[(d(X,Y ⋆))9] <∞, where the expectation is with respect to PX × PY ⋆ .12
(v) Dmin <∞, where Dmin := inf{D : RX(D) <∞}.
(vi) D ∈ (Dmin, Dmax), where Dmax is defined as Dmax := miny∈Y E[d(X, y)].
(vii) ǫ+ δ ∈ (0, 1).
A D-tilted information of x ∈ X is defined by
X(x,D) := log
1
E[exp{λ⋆D − λ⋆d(x, Y ⋆)}] , (98)
where the expectation is with respect to PY ⋆ and λ
⋆ := −R′X(D). The variance of the D-tilted information is
denoted as VX(D), i.e., VX(D) := Var[X(X,D)]. The quantity VX(D) is called the rate-dispersion function [10].
Now, we are ready to state the main result. The next theorem shows the single-letter characterization ofR∗(n,D, ǫ, δ)
for a stationary memoryless source.
Theorem 4: Under the assumptions (i) – (vii), we have
R∗(n,D, ǫ, δ)
= RX(D) +
√
VX(D)
n
Q−1(ǫ+ δ) +O
(
logn
n
)
, (99)
where Q(z) is Q(z) =
∫∞
z
(1/
√
2π)e−
t2
2 dt and Q−1(z) denotes its inverse function.
Proof: Let R∗F(n,D, ε) be the minimum rate in fixed-length lossy source coding at blocklength n under the
condition that the excess distortion probability at distortion level D is less than or equal to ε. From Remark 1, it
holds that (see also, e.g., [9] and [15])
R∗(n,D, ε, 0) = R∗F(n,D, ε) +O
(
1
n
)
. (100)
12 In this paper, Y ⋆ is a random variable taking a value in Y whose distribution PY ⋆ is the marginal of P
⋆
Y |X
PX .
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Regarding R∗F(n,D, ε), the next theorem has been established, which characterizes R
∗
F(n,D, ε) by the rate-
distortion function RX(D) and the rate-dispersion function VX(D).
Theorem 5 ([10]): Under the assumptions (i) – (vi) and the assumption ε ∈ (0, 1), we have
R∗F(n,D, ε)
= RX(D) +
√
VX(D)
n
Q−1(ε) +O
(
logn
n
)
. (101)
Now, we can derive (99) as follows:
R∗(n,D, ǫ, δ)
(a)
= R∗(n,D, ǫ+ δ, 0) (102)
(b)
= RX(D) +
√
VX(D)
n
Q−1(ǫ + δ) +O
(
logn
n
)
, (103)
where (a) is due to Theorem 3 and Lemma 1 (see Remark 5), and (b) follows from (100) and Theorem 5.
VI. CONCLUDING REMARKS
We have discussed the problem of variable-length lossy source coding under the criteria of the excess distortion
probability and the overflow probability of codeword lengths. We have derived the non-asymptotic (one-shot) and
asymptotic fundamental limits of the optimal rates by using a new quantity based on the smooth max entropy.
One of the contributions of this study is the explicit code construction based on the distortion D-ball centered
at y (i.e., (44)) in the proof of the achievability results. It should be noted that this technique is useful for other
problems. For example, we have applied this technique to the problem of variable-length lossy source coding under
the criteria of the normalized cumulant generating function of codeword lengths (see [20]) and the problem of
guessing subject to distortion (see [22]).
APPENDIX A
PROOF OF LEMMA 1
Lemma 1 can be readily shown by the argument proceeded in the proof of achievability result described in Sec.
III-B. More precisely, from the definition of i∗ (see (52) and (53)), it is easy to see that log i∗ only depends on
ǫ+ δ. Combining this fact and (67), we obtain the desired result.
APPENDIX B
PROOF OF LEMMA 5
To show (68), the following lemma is useful.
Lemma 6: If PY † which is induced by PY †|X satisfying
Pr{d(X,Y †) > D} ≤ ǫ (104)
majorizes any PY˜ which is induced by PY˜ |X satisfying
Pr{d(X, Y˜ ) > D} ≤ ǫ, (105)
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then it holds that
Hδ(Y †) = GδD,ǫ(X). (106)
Proof: The lemma follows from the fact that the smooth max entropy is a Schur concave function and the
definition of GδD,ǫ(X).
In view of Lemma 6, we shall show that P
Yˆ
majorizes any PY˜ induced by PY˜ |X satisfying Pr{d(X, Y˜ ) > D} ≤ ǫ.
To show this fact, suppose the following condition:
(♠) There exists a PY˜ satisfying Pr{d(X, Y˜ ) > D} ≤ ǫ but not being majorized by PYˆ .
Assuming (♠), we shall show a contradiction.
Let yπ(1) give the largest PY˜ (y) in Y , yπ(2) give the largest PY˜ (y) in Y \ {yπ(1)}, yπ(3) give the largest PY˜ (y)
in Y \ {yπ(1), yπ(2)}, etc. That is,
PY˜ (yπ(1)) ≥ PY˜ (yπ(2)) ≥ · · · ≥ PY˜ (yπ(k∗)) (107)
and
PY˜ (yπ(k∗)) ≥ PY˜ (yπ(i)) (108)
for all i = k∗ + 1, k∗ + 2, . . . . Considering the fact that the support of P
Yˆ
is {1, 2, . . . , k∗} and the assumption
(♠), we can say that there exists a j0 ∈ {1, 2, . . . , k∗ − 1} satisfying
j0∑
i=1
(PY˜ (yπ(i))− PYˆ (yi)) > 0. (109)
On the other hand, the excess distortion probability under PXPY˜ |X is evaluated as
Pr{d(X, Y˜ ) > D}
≥
∑
x∈X
j0∑
i=1
PX(x)PY˜ |X(yπ(i)|x)I{d(x, yπ(i)) > D} (110)
=
∑
x∈X
j0∑
i=1
PX(x)PY˜ |X(yπ(i)|x) −
∑
x∈X
j0∑
i=1
PX(x)PY˜ |X(yπ(i)|x)I{x ∈ BD(yπ(i))} (111)
=
j0∑
i=1
PY˜ (yπ(i))−
∑
x∈X
PX(x)
j0∑
i=1
PY˜ |X(yπ(i)|x)I{x ∈ BD(yπ(i))} (112)
≥
j0∑
i=1
PY˜ (yπ(i))− Pr
{
X ∈
j0⋃
i=1
BD(yπ(i))
}
, (113)
where I{·} is the indicator function and the last inequality is due to
j0∑
i=1
PY˜ |X(yπ(i)|x)I{x ∈ BD(yπ(i))} ≤ I
{
x ∈
j0⋃
i=1
BD(yπ(i))
}
(114)
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for all x ∈ X . For the second term in (113), it holds that
Pr
{
X ∈
j0⋃
i=1
BD(yπ(i))
}
(a)
≤ Pr
{
X ∈
j0⋃
i=1
BD(yi)
}
(115)
(b)
=
j0∑
i=1
Pr{X ∈ AD(yi)} (116)
(c)
=
j0∑
i=1
P
Yˆ
(yi)− ǫ, (117)
where (a) follows from the definition of yi, (b) follows from (49) and (50), and (c) follows from (72) and (73).
Plugging (117) into (113) gives
Pr{d(X, Y˜ ) > D} ≥
j0∑
i=1
(PY˜ (yπ(i))− PYˆ (yi)) + ǫ (118)
> ǫ, (119)
where the last inequality is due to (109). This is a contradiction to the fact that Pr{d(X, Y˜ ) > D} ≤ ǫ.
APPENDIX C
PROOF OF (88)
The first step to show (88) is the following inequality:
j∗∑
i=1
Pr{X ∈ AD(yi)} −
i∗∑
i=1
Pr{X ∈ AD(yi)}
(a)
≤ 1− γ − δ + Pr{X ∈ AD(yj∗)} − (1− ǫ− δ) (120)
= Pr{X ∈ AD(yj∗)}+ ǫ− γ (121)
(b)
≤ Pr{X ∈ AD(yj∗)}+ Pr{X ∈ AD(yi∗+1)}, (122)
where (a) follows from (53) and (78) and (b) follows from
ǫ− γ ≤
(
1−
k∗−1∑
i=1
Pr{X ∈ AD(yi)}
)
−
(
1−
k∗∑
i=1
Pr{X ∈ AD(yi)}
)
(123)
= Pr{X ∈ AD(yk∗)} (124)
≤ Pr{X ∈ AD(yi∗+1)}, (125)
where the last inequality is due to i∗ < min(j∗, k∗).
Inequality (122) is equivalent to
j∗−1∑
i=1
Pr{X ∈ AD(yi)} ≤
i∗+1∑
i=1
Pr{X ∈ AD(yi)}. (126)
Thus, we obtain j∗ − 1 ≤ i∗ + 1, implying that min(j∗, k∗) ≤ i∗ + 2.
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