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SPECTRAL INFERENCE UNDER COMPLEX TEMPORAL DYNAMICS
JUN YANG AND ZHOU ZHOU
Abstract. We develop unified theory and methodology for the inference of evolutionary
Fourier power spectra for a general class of locally stationary and possibly nonlinear pro-
cesses. In particular, simultaneous confidence regions (SCR) with asymptotically correct
coverage rates are constructed for the evolutionary spectral densities on a nearly optimally
dense grid of the joint time-frequency domain. A simulation based bootstrap method is
proposed to implement the SCR. The SCR enables researchers and practitioners to visually
evaluate the magnitude and pattern of the evolutionary power spectra with asymptotically
accurate statistical guarantee. The SCR also serves as a unified tool for a wide range of
statistical inference problems in time-frequency analysis ranging from tests for white noise,
stationarity and time-frequency separability to the validation for non-stationary linear mod-
els.
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2 SPECTRAL INFERENCE UNDER COMPLEX TEMPORAL DYNAMICS
1. Introduction
It is well known that the frequency content of many real-world stochastic processes evolves
over time. Motivated by the limitations of the traditional spectral methods in analyzing non-
stationary signals, time-frequency analysis has become one of the major research areas in
applied mathematics and signal processing [Coh95; Gro¨01; Dau90]. Based on various models
or representations of the non-stationary signal and its time-varying spectra, time-frequency
analysis aims at depicting temporal and spectral information simultaneously and jointly.
Roughly speaking, there are three major classes of algorithms in time-frequency analysis:
linear algorithms such as short time Fourier transforms (STFT) and wavelet transforms
[All77; Mey92; Dau92]; bilinear time-frequency representations such as the Wigner–Ville
distribution and more generally the Cohen’s class of bilinear time–frequency distributions
[Coh95; HBB92] and nonlinear algorithms such as the empirical mode decomposition method
[HSLW+98] and the synchrosqueezing transform [DLW11]. Though there exists a vast lit-
erature on defining and estimating the time-varying frequency content, statistical inference
such as confidence region construction and hypothesis testing has been paid little attention
to in time-frequency analysis.
It is clear that the focus as well as the goals of time-frequency analysis are well contained
in those of time series analysis, particularly non-stationary time series analysis. Unfortu-
nately it seems that the non-stationary spectral domain theory and methodology in the time
series literature have been developed largely independently from time-frequency analysis.
One major effort in non-stationary time series analysis lies in forming general classes of non-
stationary time series models through their evolutionary spectral representation. Among
others, Priestley [Pri65] proposed the notion of evolutionary spectra in a seminar paper. In
another seminal work, Dahlhaus [Dah97] defined a general and theoretically tractable class
of locally stationary time series models based on their time-varying spectral representation.
Nason, Sachs, and Kroisandt [NSK00] studied a class of locally stationary time series from
an evolutionary wavelet spectrum perspective and investigated the estimation of the latter
spectrum. A second line of research in the non-stationary spectral domain literature involves
adaptive estimation of the evolutionary spectra. See for instance [Ada98] for a binary seg-
mentation based method, [ORSM01] for an automatic estimation procedure based on the
smooth localized complex exponential (SLEX) transform and [FN06] for a Haar–Fisz tech-
nique for the estimation of the evolutionary wavelet spectra. On the statistical inference
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side, there exists a small number of papers utilizing the notion of evolutionary spectra to
test some properties, especially second order stationarity, of a time series. See for instance
[Pap10; DPV11; DSR11; JSR15] for tests of stationarity based on properties of the Fourier
periodogram or spectral density. See also [Nas13] for a test of stationarity based on the evo-
lutionary wavelet spectra. On the other hand, however, to date there have been no results
on the joint and simultaneous inference of the evolutionary spectrum itself for general classes
of non-stationary and possibly nonlinear time series to the best of our knowledge.
The purpose of the paper is to develop unified theory and methodology for the joint and
simultaneous inference of the evolutionary spectral densities for a general class of locally
stationary and possibly nonlinear processes. From a time-frequency analysis perspective,
the purpose of the paper is to provide a unified and asymptotically correct method for the
simultaneous statistical inference of the STFT-based evolutionary power spectra, one of the
most classic and fundamental algorithms in time-frequency analysis. Let {X(N)i }Ni=1 be the
observed time series or signal. One major contribution of the paper is that we establish
a maximum deviation theory for the STFT-based spectral density estimates over a nearly
optimally dense grid GN in the joint time-frequency domain. Here the optimality of the
grid refers to the best balance between computational burden and (asymptotic) correctness
in depicting the overall time-frequency stochastic variation of the estimates. We refer the
readers to Section 5.1 for a detailed definition and discussion of the optimality. The the-
ory is established for a very general class of possibly nonlinear locally stationary processes
which admit a time-varying physical representation in the sense of [ZW09] and serves as a
foundation for the joint and simultaneous time-frequency inference of evolutionary spectral
densities. Specifically, we are able to prove that the spectral density estimates on GN are
asymptotically independent quadratic forms of {X(N)i }Ni=1. And consequently the maximum
deviation of the spectral density estimates on GN behaves asymptotically like a Gumbel law.
The key technique used in the proofs is a joint time-frequency Gaussian approximation to
a class of diverging dimensional quadratic forms of non-stationary time series, which may
have wider applicability in evolutionary power spectrum analysis.
A second main contribution of the paper is that we propose a simulation based bootstrap
method to implement simultaneous statistical inferences to a wide range of problems in time-
frequency analysis. The motivation of the bootstrap is to alleviate the slow convergence of
the maximum deviation to its Gumbel limit. The bootstrap simply generates independent
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normal pseudo samples of length N and approximate the distribution of the target maximum
deviation with that of the normalized empirical maximum deviations of the spectral density
estimates from the pseudo samples. The similar idea was used in, for example [WZ07;
ZW10], for some different problems. The bootstrap is proved to be asymptotically correct
and performs reasonably well in the simulations. One important application of the bootstrap
is to construct simultaneous confidence regions (SCR) for the evolutionary spectral density,
which enables researchers and practitioners to visually evaluate the magnitude and pattern
of the evolutionary power spectra with asymptotically accurate statistical guarantee. In
particular, the SCR helps one to visually identify which variations in time and/or frequency
are genuine and which variations are likely to be produced by random fluctuations. See
Section 7.4 for two detailed applications in earthquake and explosion signal processing and
finance. On the other hand, the SCR can be applied to a wide range of tests on the structure
of the evolutionary spectra or the time series itself. Observe that typically under some specific
structural assumptions, the time-varying spectra can be estimated with a faster convergence
rate than those estimated by STFT without any prior information. Therefore a generic
testing procedure is to estimate the evolutionary spectra under the null hypothesis and
check whether the latter estimated spectra can be fully embedded into the SCR. This is a
very general procedure and it is asymptotically correct as long as the evolutionary spectra
estimated under the null converges faster than the SCR. And the test achieves asymptotic
power 1 for local alternatives whose evolutionary spectra deviate from the null with a rate
larger than the order of the width of the SCR. Specific examples include tests for non-
stationary white noise, weak stationarity and time-frequency separability as well as model
validation for locally stationary ARMA models and so on. See Section 5.2 for a detailed
discussion and Section 7.4 for detailed implementations of the tests in real data.
Finally, we would like to mention that, under the stationarity assumption, the inference
of the spectral density is a classic topic in time series analysis. There is a huge literature
on the topic and we will only list a very small number of representative works. Early works
on this topic include [Par57; WN67; Bri69; And71; Ros84] among others where asymptotic
properties of the spectral density estimates were established under various linearity, strong
mixing and joint cumulant conditions. For recent developments see [LW10; PP12; WZ18]
among others.
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The rest of the paper is organized as follows. We first formulate the problem in Section 2.
In Section 3, we study the STFT and show that the STFTs are asymptotically independent
normals under very mild conditions. In Section 4, we study the asymptotic properties of the
STFT-based spectral density estimates, including consistency and asymptotic normality. In
Section 5, we establish a maximum deviation theory for the STFT-based spectral density
estimates over a nearly optimally dense grid in the joint time-frequency domain. In Section 6,
we discuss tuning parameter selection and propose a simulation-based bootstrap method to
implement the simultaneous statistical inference. Simulations and real data analysis are
given in Section 7. Proofs of the main results are delayed to Section 8 and many details of
the proofs have been put in Appendix A.
2. Problem Formulation
We first define locally stationary time series and its instantaneous covariance and spectral
density.
Definition 2.1. (Locally stationary time series [ZW09]) We say {X(N)i }Ni=1 is locally station-
ary time series if there exist a nonlinear filter G and
X
(N)
i = G (i/N,Fi) , i = 1, . . . , N,(1)
where Fi = (. . . , ǫ0, . . . , ǫi−1, ǫi) and ǫi’s are i.i.d. random variables.
Intuitively, if G(u, ·) is a smooth function of u where u ∈ [0, 1], then a time series is locally
stationary in the sense that any short segment of the time series is approximately stationary.
Rigorous definition of the smoothness of G(u, ·) is defined using the notion of stochastic
Lipschitz continuity (SLC) which is defined in Definition 2.2 below. Throughout the article,
we assume G(u,Fi) is SLC and the time series {X(N)i }Ni=1 is centered, i.e. E[X(N)i ] = 0.
Definition 2.2. (Stochastic Lipschitz continuity) The time series {X(N)i } is SLC(q), q > 0,
if there exists C > 0 such that for all i and u, s ∈ (0, 1), we have
‖G(u,Fi)−G(s,Fi)‖q ≤ C|u− s|.(2)
Example 2.3. (Locally stationary linear time series) Let ǫi be i.i.d. random variables and
G(u,Fi) =
∞∑
j=0
aj(u)ǫi−j,(3)
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where aj(u) ∈ C1[0, 1] for j = 0, 1, . . . . This model was considered in [Dah97]. Verifying the
SLC assumption is discussed in [ZW09, Propositions 2 and 3]. ⊳
Example 2.4. (Time varying threshold AR models) Let ǫi ∈ Lq, q > 0 be i.i.d. random
variables with distribution function Fǫ and density fǫ. Consider the model
G(u,Fi) = a(u)[G(u,Fi−1)]+ + b(u)[−G(u,Fi−1)]+ + ǫi, 0 ≤ u ≤ 1,(4)
where a(·), b(·) ∈ C1[0, 1]. Then if supu[|a(u)| + |b(u)|] < 1, the SLC(q) assumption holds.
See also [ZW09, Section 4] for more discussions on checking SLC assumption for locally
stationary nonlinear time series. ⊳
For simplicity, we will use Xi to denote X
(N)
i in this paper. Without loss of generality,
we assume Xi = 0 for any i > N . We adopt the physical dependence measure [ZW09] to
describe the dependence structure of the time series.
Definition 2.5. (Physical dependence measure) Let {ǫ′i} be an i.i.d. copy of {ǫi}. Consider
the locally stationary time series {Xi}Ni=1. Assume max1≤i≤N ‖Xi‖p < ∞ where ‖ · ‖p =
[E|·|p]1/p is the Lp norm of a random variable. For k ≥ 0, define the k-th physical dependence
measure by
δp(k) := sup
0≤u≤1
‖G(u,Fk)−G(u, (F−1, ǫ′0, ǫ1, . . . , ǫk))‖p.(5)
Next, we extend the geometric-moment contraction (GMC) condition [SW07] to the non-
stationary setting.
Definition 2.6. (Geometric-moment contraction) We say that the locally stationary time
series {Xi}Ni=1 is GMC(p) if for any k we have δp(k) = O(ρk) for some ρ ∈ (0, 1).
Remark 2.7. Denote Xu,i := G(i/N,Fu,i) where Fu,i = (. . . , ǫ⌊uN⌋, ǫ⌊uN⌋+1, . . . , ǫ⌊uN⌋+i). Let
ǫ′k be an i.i.d. copy of ǫk andX
′
u,i := G(i/N,F ′u,i) where F ′u,i = (. . . , ǫ′0, . . . , ǫ′⌊uN⌋, ǫ⌊uN⌋+1, . . . , ǫ⌊uN⌋+i)
is a coupled version of Fu,i. Then under GMC(p), p > 0, there exist C > 0 and 0 < ρ =
ρ(p) < 1 that do not depend on u, such that for any u and i, we have
sup
u
E(|X ′u,i −Xu,i|p) ≤ Cρi.(6)
This is because, when GMC(p) holds, we have supu E(|X ′u,i − Xu,i|p) ≤
∑∞
k=i δp(k) ≤
O(∑∞k=i ρk) = O(ρi). ⊳
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Example 2.8. (Nonstationary nonlinear time series) Many stationary nonlinear time series
models are of the form
Xi = R(Xi−1, ǫi),(7)
where ǫi are i.i.d. and R is a measurable function. A natural extension to locally stationary
setting is to incorporate the time index u via
Xi(u) = R(u,Xi−1(u), ǫi), 0 ≤ u ≤ 1.(8)
Zhou and Wu [ZW09, Theorem 6] showed that one can have a nonstationary process Xi =
X
(N)
i = G(i/N,Fi) and the GMC(α) condition holds, if supu ‖R(u, x0, ǫi)‖α < ∞ for some
x0, and
sup
u∈[0,1]
sup
x 6=y
‖R(u, x, ǫ0)−R(u, y, ǫ0)‖α
|x− y| < 1.(9)
See [ZW09, Section 4.2] for more details. ⊳
Definition 2.9. (Instantaneous covariance) Let u ∈ [0, 1], the instantaneous covariance at
u is defined by
r(u, k) := Cov (G(u,Fi), G(u,Fi+k)) .(10)
Remark 2.10. Note that the definition of r(u, k) does not depend on the index i for Fi since
(· · · , ǫ0, . . . , ǫi−1, ǫi) is a stationary sequence. ⊳
Remark 2.11. The assumption of SLC(q) together with supi E|Xi|p <∞, where 1/p+1/q = 1,
implies the instantaneous covariance r(u, k) is Lipschitz continuous. That is, for all k and
for all u, s ∈ [0, 1], u 6= s, we have
|r(u, k)− r(s, k)|/|u− s| ≤ C,(11)
for some finite constant C. The proof is given in Appendix A.15. Therefore, uniformly on
u, for any positive integer n ≤ N , we have
r(u+ δu, k)− r(u, k) = O(n/N), ∀ − n/N ≤ δu ≤ n/N.(12)
Particularly, if we choose n = o(
√
N) then r(u + δu, k)− r(u, k) = o(1/n), ∀ − n/N ≤ δu ≤
n/N . ⊳
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Remark 2.12. It can be easily shown that if GMC(2) holds, then supu |r(u, k)| = O(ρk) for
some ρ ∈ (0, 1). Also, if supi ‖Xi‖p <∞ and GMC(α) holds with any given α > 0, then Xi
is GMC(α) with any α ∈ (0, p). In particular, if GMC(α) holds with some α ≥ 2, then we
must have supu
∑∞
k=−∞ |r(u, k)| <∞ since supu |r(u, k)| = O(ρk) = o(k−2). Also, if GMC(2)
holds as well as supi E(|Xi|4+δ) <∞ for some δ > 0, then GMC(4) holds. ⊳
Next, we define the evolutionary spectral density using the instantaneous covariance.
Definition 2.13. (Instantaneous spectral density) Let u ∈ [0, 1], the spectral density at u
is defined by
f(u, θ) :=
1
2π
∑
k∈Z
r(u, k) exp(
√−1kθ).(13)
In this paper, we always assume f∗ := infu,θ f(u, θ) > 0, which is a natural assumption in
the time series literature (see e.g. [SW07; LW10]). Finally, we define the STFT, the local
periodogram, and the STFT-based spectral density estimates.
Definition 2.14. (Short-time Fourier transform) Let τ(·) ≤ τ∗ <∞ be a kernel with support
[−1/2, 1/2] such that τ ∈ C1([−1/2, 1/2]) and ∫ τ 2(x)dx = 1. Let n be the number of data
in a local window and θ ∈ [0, 2π), the STFT is defined by
Jn(u, θ) :=
N∑
i=1
τ
(
i− ⌊uN⌋
n
)
Xi exp(
√−1θi).(14)
Definition 2.15. (Local periodogram)
In(u, θ) :=
1
2πn
|Jn(u, θ)|2.(15)
Remark 2.16. Note that defining
rˆ(u, k) :=
1
n
N∑
i=1
τ
(
i− ⌊uN⌋
n
)
τ
(
i+ k − ⌊uN⌋
n
)
XiXi+k,(16)
then we can write In(u, θ) as
In(u, θ) =
1
2π
n∑
k=−n
rˆ(u, k) exp(
√−1θk).(17)
⊳
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It is well known that In(u, θ) is an inconsistent estimator of f(u, θ) due to the fact that
rˆ(u, k) are inconsistent when k is large. A natural and classic way to overcome this difficulty
is to restrict the above summation to relatively small k’s only. This leads to the following.
Definition 2.17. (STFT-based spectral density estimator) Let a(·) be an even, Lipschitz
continuous kernel function with support [−1, 1] and a(0) = 1; let Bn be a sequence of positive
integers with Bn → ∞ and Bn/n → 0, then the STFT-based spectral density estimator is
defined by
(18) fˆn(u, θ) :=
1
2π
Bn∑
k=−Bn
rˆ(u, k)a(k/Bn) exp(
√−1kθ).
3. Fourier Transforms
In this section, we study the STFT and show that the STFTs are asymptotically indepen-
dent normals under mild conditions. More specifically, we consider frequencies {2πj/n : j =
1, . . . , n}, we show that uniformly over a grid of u and j, {Jn(u, 2πj/n)} are asymptotically
independent normal random variables.
Denote the real and imaginary parts of {Jn(u, 2πj/n)/
√
πnf(u, 2πj/n)} by
Z
(n)
u,j =
∑N
k=1 τ
(
k−⌊uN⌋
n
)
Xk cos(k2πj/n)√
πnf(u, 2πj/n)
,
Z
(n)
u,j+m =
∑N
k=1 τ
(
k−⌊uN⌋
n
)
Xk sin(k2πj/n)√
πnf(u, 2πj/n)
, j = 1, . . . , m,
(19)
where m := ⌊(n− 1)/2⌋. Then, we have the following result.
Theorem 3.1. Let Ωp,q = {c ∈ Rpq : |c| = 1}, where | · | denotes Euclidean norm, and
ZU,J = (Z
(n)
u1,j1
, . . . , Z
(n)
u1,jp
, . . . , Z
(n)
uq,j1
, . . . , Z
(n)
uq,jp)
T
for J = (j1, . . . , jp) satisfies 1 ≤ j1, . . . , jp ≤ 2m and U = (u1, . . . , uq) satisfies 0 < u1 <
· · · < uq < 1. Then for any fixed p, q ∈ N, as n→∞, we have
sup
J
sup
c∈Ωp
sup
x
|P (cTZU,J ≤ x)− Φ(x)| = o(1).(20)
Proof. See Section 8.1. 
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The above theorem shows that if we select any p elements from the canonical frequencies
{2πj/n, j = 1, . . . , n} and q well-separated points from the re-scaled time, the STFTs are
asymptotically independent on the latter time-frequency grid. Moreover, the vector formed
by these STFTs is asymptotically jointly normal.
4. Consistency and Asymptotic Normality
In this section, we study the asymptotic properties of the smoothed periodogram estimate
fˆn(u, θ).
4.1. Consistency. The consistency result for the local spectral density estimate fˆn(u, θ) is
as follows.
Theorem 4.1. Assume GMC(2) and there exists δ ∈ (0, 4] such that supi E(|Xi|4+δ) < ∞.
Let Bn →∞, Bn = O(nη), 0 < η < δ/(4 + δ). Then
sup
u
max
θ∈[0,π]
√
n/Bn|fˆn(u, θ)− E(fˆn(u, θ))| = OP(
√
logn).(21)
Proof. See Section 8.2. 
Later we will see from Theorem 5.3 that the order OP(
√
log n) on the right hand side of
Eq. (21) is indeed optimal.
Remark 4.2. Assume supi E|Xi|p < ∞ with p > 4 and SLC(q) with 1/p + 1/q = 1. If we
further assume the kernel τ(·) is an even function and r(u, k) is twice continuously differen-
tiable with respect to u, then under the assumptions of Theorem 4.1, whenever n = o(N2/3),
Bn = o(min{n,N1/3}), and supu
∑
k∈Z k
2|r(u, k)| <∞, if a(·) is locally quadratic at 0, i.e.
lim
u→0
u−2[1− a(u)] = C,(22)
where C is a nonzero constant, then we have
sup
u
sup
θ
[
Efˆn(u, θ)− f(u, θ)− C
B2n
f ′′(u, θ)
]
= o(1/B2n).(23)
where f ′′(u, θ) := − 1
2π
∑
k∈Z k
2r(u, k) exp(
√−1kθ). The proof is given in Appendix A.13. ⊳
4.2. Asymptotic Normality. Developing an asymptotic distribution for the local spectral
density estimate is an important problem in spectral analysis of non-stationary time series.
This allows one to perform statistical inference such as constructing point-wise confidence
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intervals and performing point-wise hypothesis testing. In the following, we derive a central
limit theorem for fˆn(u, θ).
Theorem 4.3. Assume GMC(2) and supi E(|Xi|4+δ) < ∞ for some δ > 0, Bn → ∞ and
Bn = o(n/(log n)
2+8/δ). Then√
n/Bn{fˆn(u, θ)− E(fˆn(u, θ))} ⇒ N (0, σ2u(θ)),(24)
where ⇒ denotes weak convergence, σ2u(θ) = [1 + η(2θ)]f 2(u, θ)
∫ 1
−1 a
2(t)dt and η(θ) = 1 if
θ = 2kπ for some integer k and η(θ) = 0 otherwise.
Proof. See Section 8.3. 
5. Maximum Deviations
The asymptotic normality for fˆn(u, θ) derived in the last section cannot be used to con-
struct simultaneous confidence regions (SCR) over u and θ. For simultaneous spectral infer-
ence under complex temporal dynamics, one needs to know the asymptotic behavior of the
maximum deviation of fˆn(u, θ) from f(u, θ) on the joint time-frequency domain, which is an
extremely difficult problem. In this section, we establish maximum deviation theory for the
STFT-based spectral density estimates over a dense grid in the joint time-frequency domain.
Such results serve as a theoretical foundation for the joint time-frequency inference of the
evolutionary spectral densities.
• Condition (a): Define U = {u1, . . . , uCn} where Cn = |U| and n2N < ui < 1 − n2N , i =
1, . . . , Cn. For any ui1, ui2 ∈ U with i1 6= i2, we have |ui1 − ui2| ≥ nN (1− 1/(logBn)2).
• Condition (b): Assume supk E|Xk|p < ∞ where p > 4, and SLC(q) where 1/p +
1/q = 1. Let α be a constant such that 3
4(p−1) < α <
1
4
. Then assume Cn =
o[min{(nBn)2α(p−1)−1, B1+2α(p−2)n n−2−2γ}] for some γ > 0.
• Condition (c): If a(·) is an even bounded function with bounded support [−1, 1],
limx→0 a(x) = a(0) = 1,
∫ 1
−1 a
2(x)dx <∞, and∑j∈Z sup|s−j|≤1 |a(jx)−a(sx)| = O(1)
as x→ 0.
• Condition (d): There exists 0 < δ1 < δ2 < 1 and c1, c2 > 0 such that for all large n,
c1n
δ1 ≤ Bn ≤ c2nδ2 .
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Note that Conditions (c) and (d) are very mild. Condition (a) implies the time interval
between any two time points on the grid U cannot be too close. Condition (b) implies that
the total number of selected time points is not too large.
Remark 5.1. Condition (a) implies that Cn ≤ Nn (1 − nN )(1 − 1(logBn)2 ) = O(N/n). Although
we do not assume {ui} to be equally spaced, However, we suggest in practice choosing {ui}
equally spaced and Cn =
N
n
(1− n
N
)(1− 1
(logBn)2
) to avoid the tricky problem on how to choose
the ui’s and the Cn. ⊳
Definition 5.2. (Dense Grid GN) Let GN be a collection of time-frequency pairs such that
(u, θ) ∈ GN if u ∈ U and θ ∈ { iπBn , i = 0, . . . , Bn}.
The following theorem states that the maximum deviation of the spectral density estimates
behaves asymptotically like a Gumbel distribution.
Theorem 5.3. Under GMC(2) and Conditions (a)–(d), we have
P
[
max
(u,θ)∈GN
n
Bn
|fˆn(u, θ)− E(fˆn(u, θ))|2
f 2(u, θ)
∫ 1
−1 a
2(t)dt
−2 logBn − 2 logCn + log(π logBn + π logCn) ≤ x]→ e−e−x/2.
(25)
Proof. See Section 8.4. 
Theorem 5.3 states the spectral density estimates {fˆn(u, θ) : (u, θ) ∈ GN} on a dense grid
GN consisting of Cn × Bn total number of pairs of (u, θ) are asymptotically independent
quadratic forms of {Xi}Ni=1. Furthermore, the maximum deviation of the spectral density
estimates on GN converges to a Gumbel law. This result can be used to construct SCR
for the evolutionary spectral densities. Note that Theorem 5.3 is established for a very
general class of possibly nonlinear locally stationary processes for the joint and simultaneous
time-frequency inference of the evolutionary spectral densities.
5.1. Near optimality of the grid selection. Note that there is a trade-off on how dense
the grid should be chosen. On the one hand, we hope the grid is dense enough to asymptoti-
cally correctly depicting the whole time-frequency stochastic variation of the estimates. On
the other hand, making the grid too dense is a waste of computational resources since it does
not reveal any extra useful information on the overall variability of the estimates. In the
following, we define the notion of asymptotically uniform variation matching of a sequence
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of dense grids. The purpose of the latter notion is to mathematically determine how dense
a sequence of grids should be such that it will adequately capture the overall stochastic
variation of the spectral density estimates on the joint time-frequency domain.
Definition 5.4. (Asymptotically uniform variation matching of grids) Consider for a given
sequence of bandwidths (n,Bn). Let {G˜N} be a sequence of grids of time-frequency pairs
{(ui, θj)} with time and frequencies equally spaced i.e. |ui+1−ui| = δθ,n and |θj+1−θj | = δu,n,
respectively. Then the sequence {G˜N} is said to be asymptotically uniform variation matching
if
max
{ui,θj}∈G˜N
sup
{u:|u−ui|≤δu,n,θ:|θ−θj|≤δθ,n}
√
n/Bn
∣∣∣[fˆn(u, θ)− E(fˆn(u, θ))]− [fˆn(ui, θj)− E(fˆn(ui, θj))]∣∣∣
= oP(
√
log n).
(26)
Note that we have previously shown in Theorem 4.1 that the uniform stochastic varia-
tion of
√
n/Bnfˆn(u, θ) on (u, θ) ∈ (0, 1) × [0, π) has the order OP(
√
log n). Combing with
Theorem 5.3, we can see the order OP(
√
log n) cannot be improved. Therefore, by a simple
chaining argument, we can show if a sequence of grids {G˜N} is an asymptotically uniform
variation matching, then
√
n/Bn
∣∣∣∣∣ sup(u,θ)∈(0,1)×[0,π)
∣∣∣fˆn(u, θ)− E(fˆn(u, θ))∣∣∣− max
{ui,θj}∈G˜N
∣∣∣fˆn(ui, θj)− E(fˆn(ui, θj))∣∣∣
∣∣∣∣∣ = oP(
√
logn).
(27)
Hence, the uniform stochastic variation of fˆn(u, θ) on (u, θ) ∈ G˜N is asymptotically equal
to the uniform stochastic variation of fˆn(u, θ) on (u, θ) ∈ (0, 1) × [0, π). In other words,
max{ui,θj}∈G˜N
∣∣∣fˆn(ui, θj)− E(fˆn(ui, θj))∣∣∣ and sup(u,θ)∈(0,1)×[0,π) ∣∣∣fˆn(u, θ)− E(fˆn(u, θ))∣∣∣ have the
same limiting distributions.
However, a grid that is asymptotically uniform variation matching may be unnecessarily
dense which causes a waste of computational resources without depicting any additional
useful information. The optimal grid should balance between computational burden and
asymptotic correctness in depicting the overall time-frequency stochastic variation of the
estimates. Therefore, we hope to choose a sequence of grids as sparse as possible provided
it is (nearly) asymptotically uniform variation matching.
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Next, we show the sequence of grids used in Theorem 5.3 is indeed nearly optimal in
this sense. Recall that in Theorem 5.3, the interval between adjacent frequencies is of
order δθ,n = Ω(1/Bn) and the averaged interval between two adjacent time index is of order
δu,n = Ω(n/N), where we define an = Ω(bn) if 1/an = O(1/bn). In the following, we
show that if we choose a sequence of slightly denser grids with δθ,n = O
(
1
Bn(log n)α
)
and
δu,n = O
(
n
N(logn)α
)
where α is any fixed positive constant, then the latter sequence of grids
is asymptotically uniform variation matching. Since α can be chosen arbitrarily close to zero,
the dense grids in Theorem 5.3 is nearly optimal.
Theorem 5.5. Under the assumptions of Theorem 5.3, a sequence of grids with equally
spaced time and frequency intervals δu,n and δθ,n is asymptotically uniform variation matching
if δu,n = O
(
n
N(log n)α
)
and δθ,n = O
(
1
Bn(logn)α
)
for some α > 0.
Proof. See Section 8.5. 
5.2. Applications of the Simultaneous Confidence Regions. In this subsection, we
illustrate several applications of the proposed SCR for joint time-frequency inference. These
examples include testing time-varying white noise (Example 5.6), testing stationarity (Exam-
ple 5.7), testing time-frequency separability or correlation stationarity (Example 5.8), and
validating time-varying ARMA models (Example 5.9).
These examples demonstrate that our maximum deviation theory can serve as a foundation
for the joint and simultaneous time-frequency inference. In particular, as far as we know,
there is no existing methodology in the literature for testing time-frequency separability of
locally stationary time series, nor model validation for time-varying ARMA models, although
they are certainly very important problems. On the other hand, our proposed SCR serves as
an asymptotically valid and visually friendly tool for the above purposes (see Examples 5.8
and 5.9).
In order to implement the tests, observe that typically under some specific structural
assumptions, the time-varying spectra can be estimated with a faster convergence rate than
those estimated by the STFT. Therefore, to test the structure of the evolutionary spectra
under the null hypothesis, a generic procedure is to check whether the estimated spectra
under the null can be fully embedded into the SCR. Note that this very general procedure is
asymptotically correct as long as the evolutionary spectra estimated under the null converges
faster than the SCR. The test achieves asymptotic power 1 for local alternatives whose
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evolutionary spectra deviate from the null with a rate larger than the order of the width of
the SCR.
Example 5.6. (Testing time-varying white noise) White noise is a collection of uncorrelated
random variables with mean 0 and time-varying variance σ2(u). It can be verified that testing
time-varying white noise is equivalent to testing the following null hypothesis:
H0 : ∀θ, f(u, θ) = g(u), u ∈ [0, 1](28)
for some time-varying function g(·).
Therefore, under the null hypothesis we can estimate the function g by
gˆ(u) :=
1
π
∫ π
0
fˆn(u, θ)dθ ≈ 1
π
∫ π
0
f(u, θ)dθ = g(u).(29)
It can be shown that under the null hypothesis the convergence rate of gˆ(u) uniformly over
u is OP(
√
log n/
√
n), which is faster than the rate of SCR which is OP(
√
logn/
√
n/Bn).
Therefore, we can apply the proposed SCR to test time-varying white noise. ⊳
Example 5.7. (Testing stationarity) Under the null hypothesis that the time series is sta-
tionary, it is equivalent to testing
H0 : ∀u, f(u, θ) = h(θ), θ ∈ [0, π](30)
for some function h(·).
Under the null hypothesis, we can estimate the function h by
hˆ(θ) :=
∫ 1
0
fˆn(u, θ)du ≈
∫ 1
0
f(u, θ)du = h(θ).(31)
It can be shown the convergence rate of hˆ(θ) uniformly over θ is OP(
√
log n/
√
N/Bn), which
is faster than the rate OP(
√
log n/
√
n/Bn) of the SCR. Therefore, we can apply the proposed
SCR to test stationarity. ⊳
Example 5.8. (Testing time-frequency separability or correlation stationarity) We call a
non-stationary time series time-frequency separable if f(u, θ) = g(u)h(θ) for some functions
g(·) and h(·). It can be verified that testing time-frequency separability is equivalent to
testing correlation stationarity, i.e. corr(Xi, Xi+k) = l(k) for some function l(·). Without
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loss of generality, we can formulate the null hypothesis as
H0 : f(u, θ) = C0g(u)h(θ),(32)
for some constant C0 and
∫ 1
0
g(u)du = 1 and
∫ π
0
h(θ) = 1.
Under the null hypothesis, we can estimate C0, g(u) and h(θ) by
Cˆ0 :=
∫ π
0
∫ 1
0
fˆn(u, θ)dudθ ≈
∫ π
0
∫ 1
0
f(u, θ)dudθ = C0,(33)
gˆ(u) :=
1
Cˆ0
∫ π
0
fˆn(u, θ)dθ ≈ 1
C0
∫ π
0
f(u, θ)dθ = g(u),(34)
hˆ(θ) :=
1
Cˆ0
∫ 1
0
fˆn(u, θ)du ≈ 1
C0
∫ 1
0
f(u, θ)du = h(θ),(35)
and we can estimate f(u, θ) by Cˆ0gˆ(u)hˆ(θ). It can be shown the convergence rates of Cˆ0,
gˆ(u), and hˆ(θ) are OP(1/
√
N), OP(
√
log n/
√
n), and OP(
√
log n/
√
N/Bn), respectively. All
of them are faster than the convergence rate of the SCR which isOP(
√
log n/
√
n/Bn). There-
fore, we can apply the proposed SCR to test the null hypothesis. ⊳
Example 5.9. (Validating time-varying ARMA models) Consider the null hypothesis that
the time series follows the following time-varying ARMA model
H0 :
p∑
i=0
ai(t/N)Xt−i =
q∑
j=0
bj(t/N)ǫt−j(36)
where a0(u) = 1, ai(·), bi(·) ∈ C1[0, 1], and ǫi are uncorrelated random variables with mean
0 and variance 1. Under the null hypothesis, {Xi} is a locally stationary time series with
spectral density
f(u, θ) =
1
2π
∣∣∣∑qj=0 bj(u) exp(√−12πθj)∣∣∣2∣∣∑p
i=0 ai(u) exp(
√−12πθi)∣∣2 .(37)
The spectral density can be fitted using the generalized Whittle’s method [Dah97], where
ai(t/N) and bi(t/N) are estimated by minimizing a generalized Whittle function and p and q
are selected, for example, by AIC. Note that under the null hypothesis, the spectral density
estimated using Whittle’s method has a convergence rate OP(
√
log n/
√
n) which is faster
than the rate OP(
√
logn/
√
n/Bn) by the STFT-based methods without prior information.
Therefore, to test the fitted non-parametric time-varying ARMA model, we can plot the
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non-parametric spectral density using the estimated time-varying parameters ai(·) and bi(·).
Under the null hypothesis, the non-parametric spectral density should fall within our SCR
with the prescribed probability asymptotically. ⊳
6. Bootstrap and Tuning Parameter Selection
In Section 6.1, we propose a simulation based bootstrap method to implement simulta-
neous statistical inferences. The motivation of the bootstrap procedure is to alleviate the
slow convergence of the maximum deviation to its Gumbel limit in Theorem 5.3. We discuss
methods for tuning parameter selection in Section 6.2.
6.1. The Bootstrap Procedure. Although Theorem 5.3 shows that SCR can be con-
structed using the Gumbel distribution, the convergence rate in Theorem 5.3 is too slow
to be useful in moderate samples. We propose a bootstrap procedure to alleviate the slow
convergence of the maximum deviations. One important application of the bootstrap is to
construct SCR in moderate sample cases.
Let {ǫ1, . . . , ǫN} be i.i.d. standard normal random variables. Defining
rˆǫ(u, k) :=
1
n
N∑
i=1
τ
(
i− ⌊uN⌋
n
)
τ
(
i+ k − ⌊uN⌋
n
)
ǫiǫi+k(38)
and
fˆ ǫn(u, θ) :=
1
2π
Bn∑
k=−Bn
rˆǫ(u, k)a(k/Bn) exp(
√−1kθ),(39)
it can be easily verified that the following analogy of Theorem 5.3 holds.
P
[
max
(u,θ)∈GN
n
Bn
|fˆ ǫn(u, θ)− E(fˆ ǫn(u, θ))|2
[f ǫ(u, θ)]2
∫ 1
−1 a
2(t)dt
−2 logBn − 2 logCn + log(π logBn + π logCn) ≤ x]→ e−e−x/2.
(40)
Therefore, we propose to construct the SCR for {fˆn(u, θ)} using the empirical distribution of
fˆ ǫn(u, θ). More specifically, we generate {ǫi}Ni=1 independently for NMC times. Let f¯ ǫn(u, θ) be
the sample mean of {fˆ ǫn,m(u, θ), m = 1, . . . , NMC} from the NMC Monte Carlo experiments.
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Then we compute the empirical distribution of
max
(u,θ)∈GN
|fˆ ǫn,m(u, θ)− f¯ ǫn(u, θ)|2
[f¯ ǫn(u, θ)]
2
, m = 1, . . . , NMC(41)
to approximate the distribution of
max
(u,θ)∈GN
|f(u, θ)− fˆn(u, θ)|2
[fˆn(u, θ)]2
,(42)
which can be employed to construct the SCR. For example, we estimate the critical value
γ21−α for level α ∈ (0, 1) from the bootstrapped distribution using fˆ ǫn(u, θ), which also ap-
proximately satisfies
P
(
max
(u,θ)∈GN
|f(u, θ)− fˆn(u, θ)|2
[fˆn(u, θ)]2
≤ γ21−α
)
= 1− α.(43)
Therefore, the constructed confidence region is
max{0, (1− γ1−α)fˆ(u, θ)} ≤ f(u, θ) ≤ (1 + γ1−α)fˆ(u, θ), ∀(u, θ) ∈ GN .(44)
Note that in small sample cases, the lower band for the confidence region can be 0 if the
estimated γ1−α is larger than 1. This happens when N is not large enough and large Bn and
Cn are selected. For large sample sizes, the estimated γ
2
1−α is typically much smaller than 1,
in that case we can further use the following approximation
|f(u, θ)− fˆn(u, θ)|2
[fˆn(u, θ)]2
≈ [log(f(u, θ)/fˆn(u, θ)]2.(45)
Then the SCR can be constructed as
exp(−γ1−α)fˆn(u, θ) ≤ f(u, θ) ≤ exp(+γ1−α)fˆn(u, θ), ∀(u, θ) ∈ GN .(46)
Overall, the practical implementation is given as follows
(1) Select Bn and n using the tuning parameter selection method described in Section 6.2;
(2) Compute the critical value using bootstrap described in Section 6.1;
(3) Compute the spectral density estimates by Eq. (18);
(4) Compute the SCR defined in Section 6.1 using the spectral density estimates and the
critical value obtained by the bootstrap.
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6.2. Tuning parameter selection. Choosing Bn and n in practice is a non-trivial problem.
In our Monte Carlo experiments and real data analysis, we find that the minimum volatility
(MV) method [PRW99; Zho13] performs reasonably well. Specifically, the MV method uses
the fact that the estimator fˆn(u, θ) becomes stable when the block size n and the bandwidth
Bn are in an appropriate range. More specifically, we first set a proper interval for n as [nl, nr].
In our simulations and data analysis, we choose nl = 2N
η and nr = 3N
η if N ≤ 1000, and
nl = 3N
η and nr = 4N
η if N > 1000, where η = 0.47 < 0.5. In practice, one can also either
choose nl and nr based on prior knowledge of the data, or select them by visually evaluating
the fitted evolutionary spectral densities. A reasonable value of n should not produce too
rough or too smooth estimates of the spectral density. In order to use the MV method,
we first form a two-dimensional grid of all candidate pairs of (n,Bn) such that n ∈ [nl, nr]
and Bn < n/ log(n). Then, for each candidate pair (n,Bn), we estimate fˆn(u, θ) using
the candidate pair for a fixed time-frequency grid of (u, θ). Next, we compute the average
variance of the spectral density estimates fˆn(u, θ) over the neighborhood of each candidate
pair on the two-dimensional grid of all candidate pairs of (n,Bn). Finally, we choose the pair
of (n,Bn) which gives the lowest average variance. We refer to [PRW99; Zho13] for more
detailed discussions of the MV method.
7. Simulations and Data Analysis
In this section, we study the performance of the proposed SCR via simulations and real
data analysis. In Section 7.1, the accuracy of the proposed bootstrap procedure is studied;
The accuracy of tuning parameter selection is considered in Section 7.2; The accuracy and
power for hypothesis testing is studied in Section 7.3; Finally, we perform real data analysis in
Section 7.4. Throughout this section, the kernel τ(·) is chosen to be a re-scaled Epanechnikov
kernel such that
∫
τ 2(x)dx = 1, and the kernel a(·) is a re-scaled tri-cube kernel such that
a(0) = 1. The two kernel functions are defined as follows.
τ(x) :=


√
30
4
(1− 4x2), if |x| < 1/2,
0, otherwise,
a(x) :=

(1− |x|
3)3, if |x| < 1,
0, otherwise.
(47)
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Table 1. Simulated Coverage Probability for Example 7.1
N = 400 N = 800
n Bn α = 0.05 α = 0.1 α = 0.05 α = 0.1
72 36 0.03 0.06 0.03 0.06
72 32 0.04 0.07 0.04 0.08
72 28 0.04 0.08 0.05 0.10
54 36 0.03 0.06 0.03 0.06
54 32 0.04 0.08 0.04 0.08
54 28 0.04 0.09 0.05 0.09
36 32 0.05 0.11 0.05 0.11
36 28 0.07 0.13 0.07 0.14
7.1. Accuracy of Bootstrap. In this subsection, we study the accuracy of the proposed
bootstrap procedure for moderate finite samples (e.g. N = 400 or N = 800). We con-
sider different examples of locally stationary time series models described in the following
Examples 7.1 to 7.5.
Example 7.1. (Time-varying AR model) We have
Xi = a(i/N)Xi−1 + ǫi,(48)
where ǫi’s are i.i.d. N (0, 1). In this example, we choose a(u) = 0.3 cos(2πu), then the model
is locally stationary in the sense that the AR(1) coefficient a(u) = 0.3 cos(2πu) changes
smoothly on the interval [0, 1]. We ran Monte Carlo experiments for NMC = 10000. The
simulated coverage probabilities of the SCR are shown in Table 1. ⊳
Example 7.2. (Time-varying ARCH model) Consider the following time-varying ARCH(1)
model:
Xi = ǫi
√
a0(i/N) + a1(i/N)X2i−1,(49)
where ǫi are i.i.d. N (0, 1), a0(u) > 0, a1(u) > 0 and a0(u) + a1(u) < 1. Note that {Xi} is a
white noise sequence. In this example, we choose a0(u) = 0.7 and a1(u) = 0.3 sin(πu). The
simulated coverage probabilities of the SCR from Monte Carlo experiments using NMC =
10000 are shown in Table 2. ⊳
Example 7.3. (Time-varying Markov switching model) Suppose {Si} is a Markov chain
on state space {0, 1} with transition matrix P , consider the following time-varying Markov
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Table 2. Simulated Coverage Probability for Example 7.2
N = 400 N = 800
n Bn α = 0.05 α = 0.1 α = 0.05 α = 0.1
72 36 0.03 0.06 0.03 0.06
72 32 0.04 0.08 0.04 0.08
72 28 0.05 0.10 0.04 0.09
54 36 0.03 0.07 0.03 0.06
54 32 0.05 0.10 0.04 0.09
54 28 0.05 0.12 0.04 0.10
36 32 0.06 0.12 0.07 0.14
36 28 0.07 0.14 0.08 0.14
Table 3. Simulated Coverage Probability for Example 7.3
N = 400 N = 800
n Bn α = 0.05 α = 0.1 α = 0.05 α = 0.1
72 36 0.03 0.07 0.03 0.08
72 32 0.05 0.09 0.04 0.09
72 28 0.06 0.10 0.05 0.10
54 36 0.03 0.06 0.02 0.06
54 32 0.04 0.09 0.03 0.08
54 28 0.05 0.11 0.04 0.10
36 32 0.05 0.11 0.06 0.12
36 28 0.07 0.13 0.08 0.15
switching model
Xi =

a0(i/N) + b(i/N)Xi−1 + ǫi, if Si = 0,a0(i/N) + a1(i/N) + b(i/N)Xi−1 + ǫi, if Si = 1.(50)
where {ǫi} are i.i.d. standard Gaussian, |b| < 1. In this example, we choose P =
[
0.9 0.1
0.5 0.5
]
and a0(u) = 0, a1(u) = 0.3u, b(u) = 0.3 cos(2πu). The simulated coverage probabilities of
the SCR from Monte Carlo experiments with NMC = 10000 are shown in Table 3. ⊳
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Table 4. Simulated Coverage Probability for Example 7.4
N = 400 N = 800
n Bn α = 0.05 α = 0.1 α = 0.05 α = 0.1
72 36 0.05 0.11 0.06 0.12
72 32 0.06 0.12 0.06 0.13
72 28 0.07 0.14 0.08 0.15
54 36 0.05 0.10 0.06 0.12
54 32 0.05 0.11 0.06 0.12
54 28 0.06 0.12 0.07 0.13
36 32 0.08 0.14 0.08 0.14
36 28 0.08 0.14 0.09 0.17
Example 7.4. (Time-varying threshold AR model) Suppose {ǫi} are i.i.d. standard Gaussian
random variables, consider the following threshold AR model
Xi = a(i/N)max(0, Xi−1) + b(i/N)max(0,−Xi−1) + ǫi,(51)
where supu∈[0,1][|a(u)| + |b(u)|] < 1. In this example, we choose a(u) = 0.3 cos(2πu) and
b(u) = 0.3 sin(2πu). The simulated coverage probabilities of the SCR from Monte Carlo
experiments with NMC = 10000 are shown in Table 4. ⊳
Example 7.5. (Time-varying bilinear process) Let {ǫi} be i.i.d. standard Gaussian, consider
the following model
Xi = b(i/N)Xi−1 + ǫi + c(i/N)Xi−1ǫi−1,(52)
where b2(u) + c2(u) < 1. In this example, we choose b(u) = 0.3 cos(2πu) and c(u) =
0.1 sin(2πu). The simulated coverage probabilities of the SCR from Monte Carlo experiments
using NMC = 10000 are shown in Table 5. ⊳
The simulated coverage probabilities of the SCR for Examples 7.1 to 7.5 are shown in
Tables 1 to 5. According to the results, one can see that the proposed bootstrap works well
when Bn and n are chosen in an appropriate range, but slightly sensitive to the choice of Bn.
In all examples, if Bn is chosen in the interval [30, 35], the bootstrap is relatively accurate.
From the bootstrap results of the examples, the accuracy does not change too much for a
relative wide range of n. In the next subsection, we discuss the MV method for selecting Bn
and n in practice.
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Table 5. Simulated Coverage Probability for Example 7.5
N = 400 N = 800
n Bn α = 0.05 α = 0.1 α = 0.05 α = 0.1
72 36 0.04 0.08 0.05 0.08
72 32 0.05 0.11 0.05 0.10
72 28 0.06 0.13 0.05 0.11
54 36 0.03 0.07 0.04 0.09
54 32 0.05 0.10 0.06 0.11
54 28 0.06 0.13 0.07 0.13
36 32 0.06 0.11 0.08 0.15
36 28 0.09 0.16 0.08 0.15
Table 6. Simulated Coverage Probabilities with Tuning Parameters Selected
by the MV Method
Length N = 400 N = 800
Size and Level (n,Bn) α = 0.05 α = 0.1 (n,Bn) α = 0.05 α = 0.1
Example 7.1 (54,30) 0.06 0.10 (72,30) 0.05 0.09
Example 7.2 (52,32) 0.04 0.09 (68,30) 0.04 0.08
Example 7.3 (50,32) 0.05 0.09 (72,30) 0.04 0.08
Example 7.4 (50,32) 0.06 0.12 (70,32) 0.06 0.12
Example 7.5 (52,32) 0.04 0.09 (69,31) 0.06 0.11
7.2. Accuracy of Tuning Parameter Selection. We apply the MV method for Exam-
ples 7.1 to 7.5. For all examples, the MV method selects (n,Bn) when N = 400 and N = 800.
The bootstrap accuracy is shown in Table 6. We can see that the MV method selected rea-
sonable number Bn, at the same time the selected n increases as N . Note that we have
constrained Bn < n in the range of (n,Bn) for tuning parameter selection since N = 400 or
N = 800 is moderate large.
7.3. Accuracy and Power of Hypothesis Testing. In this subsection, we study the
accuracy and power of hypothesis testing using the proposed SCR. We consider Example 7.6
for testing stationarity and Example 7.7 for testing time-varying white noise. Furthermore,
we also consider another example of non-parametric ARMA model validation, which is given
in Example 7.8.
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Figure 1. Simulated Power for testing stationarity for Example 7.6
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Example 7.6. (Time-varying ARCH model) Consider the following model
Xi = σiǫi, σ
2
i = a0(i/N) + a1(i/N)X
2
i−1,(53)
where a0(u) = 0.3 and a1(u) = 0.2 + δu. Observe that when δ = 0, the model is stationary.
When δ = 0, the accuracy of the hypothesis testing for stationarity is studied for two cases,
one with N = 400 and the other with N = 800, where n and Bn are selected by the MV
method. We have shown the simulated coverage probabilities of the SCR in Table 7. Next,
we study the power of the hypothesis testing for stationarity using the proposed SCR by
increasing δ. We study both 0.05 and 0.1 level confidence regions. The simulated power of
the SCR for N = 800 is shown in Fig. 1. ⊳
Example 7.7. (Time-varying MA model) Consider the following model:
Xi = a0(i/N)ǫi + a1(i/N)ǫi−1(54)
where we let a0(u) = 0.7 + 0.9 cos(2πu) and a1(u) = δa0(u). Clearly, when δ = 0, the model
generates a time-varying white noise. When δ = 0, we study the accuracy of the hypothesis
testing for time-varying white noise using the proposed SCR. The accuracy by the SCR is
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Figure 2. Simulated Power for testing TV white noise for Example 7.7
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Table 7. Accuracy of Hypothesis Testing
Nominal Level α = 0.05 α = 0.1 α = 0.05 α = 0.1
Example 7.6 N = 400 0.06 0.12 N = 800 0.04 0.09
Example 7.7 N = 800 0.05 0.10 N = 1200 0.04 0.09
Example 7.8 N = 400 0.04 0.09 N = 800 0.06 0.12
shown in Table 7, one with N = 800 and the other with N = 1200. The tuning parameters
n and Bn are selected by the MV method. We then test time-varying white noise using our
proposed SCR by increasing δ for N = 800. The simulated power of the SCR is shown in
Fig. 2. ⊳
According to the simulated power of the SCR shown in Fig. 1 and Fig. 2 for two examples
Example 7.6 and Example 7.7, respectively, we can see the the proposed SCR can result in
decent power in moderate sample cases.
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Example 7.8. (Validating time-varying AR model) Consider the following time-varying AR
model
p∑
j=0
aj(i/N)Xi−j = σ(i/N)ǫi,(55)
where a0(u) = 1, aj(·) and σ(·) are smooth functions, ǫi are i.i.d. with mean 0 and variance
1. Then {Xi} is a locally stationary time series with spectral density
f(u, θ) =
σ2(u)
2π
∣∣∣∣∣
p∑
j=0
aj(u) exp(
√−12πθj)
∣∣∣∣∣
−2
.(56)
In this example, we generate time series with p = 1, a1(u) = 0.3+0.2u, σ(u) = 1+0.3u+0.2u
2,
and length N = 400 or N = 800.
For each generated time series, we fit time-varying AR model with p = 1 by minimizing
local Whittle likelihood [Dah97]. We can then test if the spectral density of the fitted non-
parametric time-varying AR model falls into the proposed SCR. The simulated coverage
probabilities of the SCR are shown in Table 7 for two cases of N = 400 and N = 800,
respectively, where n and Bn are selected by the MV method. We can see that, under the
null hypothesis, the non-parametric time-varying AR model is validated since the coverage
probabilities match quite well with the prescribed converge probabilities of the proposed
SCR. ⊳
7.4. Real Data Analysis. In this subsection, we present some real data analysis . We
study an earthquake and explosion data set from seismology in Example 7.9 and then daily
SP500 return from finance in Example 7.10. In all the real data sets considered in this
subsection, we have relatively large sample N > 2000. For tuning parameter selection, we
use the MV method to search (n,Bn) within the region Bn < n/ log(n) which results in
a relatively narrow confidence region. Hypothesis tests are performed, including testing
stationarity, time-varying white noise, and time-frequency separability on all the data sets.
Example 7.9. (Earthquakes and explosions [SS17]) In this example, we study earthquake
data and explosion data from [SS17]. The two time series (see Fig. 3 and Fig. 6) each has
length N = 2048 representing two phases or arrivals along the surface, denote by phase
P : {Xi : i = 1, . . . , 1024} and phase S: {Xi : i = 1025, . . . , 2048}, at a seismic recording
station. The recording instruments in Scandinavia are observing earthquakes (in Figs. 3 to 5)
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Table 8. Real Data: p-values for testing (a) stationarity, (b) time-varying
white noise (TV White), (c) time-frequency separability (correlation station-
arity).
H0 Stationarity TV White Noise Separability
Earthquake 0.0011∗∗ 0.012∗ 0.064+
Explosion 0.0005∗∗∗ 0.033∗ 0.61
SP500 0.0001∗∗∗ 0.99 0.99
SP500 (Abs) 0.0004∗∗∗ 0.037∗ 0.048∗
Signif. codes: (∗ ∗ ∗) < 0.001 ≤ (∗∗) < 0.01 ≤ (∗) < 0.05 ≤ (+) < 0.1.
and mining explosions (in Figs. 6 to 8) with one of each shown in the figures. The general
problem of interest is in distinguishing or discriminating between waveforms generated by
earthquakes and those generated by explosions.
From the time domain (see Figs. 3 and 6), one can observe that rough amplitude ratios of
the first phase P to the second phase S are different for the two data sets, which tend to be
smaller for earthquakes than for explosions. From the spectral density estimates and their
confidence regions, the S component for the earthquake (see Fig. 3) shows power at the low
frequencies only, and the power remains strong for a long time. In contrast, the explosion
(see Fig. 6) shows power at higher frequencies than the earthquake, and the power of the P
and S waves does not last as long as in the case of the earthquake.
Moreover, we notice from the confidence region at selected time and frequencies that the
spectral density of explosion has the similar shape at different time, as well as at different
frequencies (see Figs. 7 and 8), however spectral density of earthquake does not seem to have
this property (see Figs. 4 and 5). This may suggest that the explosion data are correlation
stationary or time-frequency separable. We further perform hypothesis tests on both data
sets to confirm our observation (see Table 8). The p-values for testing stationarity and
time-varying white noise for both earthquake and explosion are quite small, which implies
earthquake and explosion time series are not stationary and not time-varying white noise.
However, the p-values for the hypothesis of time-frequency separability (i.e., correlation
stationary) is 0.61 for explosion, but 0.064 for earthquake. This interesting result discovers a
potential important difference between earthquake and explosion: at least from the analyzed
data, explosion tends to be time-frequency separable (correlation stationary) but earthquake
does not.
⊳
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Figure 3. Analysis of Earthquake Data
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Example 7.10. (SP500 daily returns)
In this example, we analyze daily returns of SP500 from September 23rd, 1991 to August
17th, 2018. We plot the original time series, the spectral density estimates and their con-
fidence regions in Fig. 9. Observing that the SCR in Fig. 9 appears to be quite flat over
frequencies, it is reasonable to ask if the time series may be modeled as time-varying white
noise. Actually, in the finance literature, it is commonly believed that stock daily returns
behave like time-varying white noise. We further confirm this observation by performing
hypothesis tests. The results (see Table 8) show that the SP500 time series is not stationary
but it is likely to be a time-varying white noise since the p-value for testing time-varying
white noise is 0.99. Furthermore, the p-value for testing time-frequency separability is also
quite large which is 0.99.
Next, we turn our focus to the absolute value of SP500 daily returns. Volatility forecasting,
i.e. forecasting future absolute values or squared values of the return, is a key problem in
finance. The celebrated ARCH/GARCH models are equivalent to exponential smoothings of
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Figure 4. Earthquake Data: selected time
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Figure 5. Earthquake Data: selected frequencies
different time at θ=0.13pi
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Figure 6. Analysis of Explosion Data
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the absolute or squared returns. The optimal weights in the smoothing are determined fully
by the evolutionary spectral density. Hence, to optimally forecast the evolutionary volatility,
one way is to fit the absolute returns by an appropriate non-stationary linear model, then
apply the fitted model to forecast the future volatility. To date, to our knowledge, there
exists no methodology for validating non-stationary linear models. In the following, we
demonstrate that the proposed SCR is a useful tool for validating non-stationary linear
models for absolute SP500 daily returns.
We first remove the local mean of the original SP500 time series by kernel smoothing. The
spectral density estimates and the SCRs are shown in Figs. 10 to 12. We observe from the
plots that the spectral density of the absolute SP500 returns behaves quite differently from
the original SP500 time series. For example, unlike the case for the original SP500 time
series, the SCR for the absolute SP500 in Fig. 11 is not flat over frequencies anymore. We
perform the same hypothesis tests again to the absolute SP500 time series. The results (see
Table 8) show that the p-value for testing time-varying white noise is 0.037, which is much
smaller than that of the original SP500 time series. Furthermore, the p-value for testing
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Figure 7. Explosion Data: selected time
different frequencies at u=0.31.
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time-frequency separability is 0.048 which is also much smaller than the one for the original
SP500 data.
Finally, we fit time-varying non-stationary linear models for the absolute SP500 daily
returns with mean removed by kernel smoothing. We first fit various time-varying AR or
ARMA models
p∑
i=0
ai(t/N)Xt−i =
q∑
j=0
bj(t/N)ǫt−j(57)
to the absolute returns by minimizing the local Whittle likelihood [Dah97]. We then validate
if the fitted spectral densities from the time-varying AR or ARMA models fall into the
proposed SCR. The p-values for validating time-varying AR/ARMA models are shown in
Table 9. One can see that, the p-values for the tv-AR models are quite small, which implies
that no tv-AR models up to order 5 is appropriate for fitting absolute SP500 daily returns.
For tv-ARMA models, the p-value for the tv-ARMA(1, 1) model equals to 0.019. This
suggests that this tv-ARMA model is not appropriate for fitting the absolute SP500 daily
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Figure 8. Explosion Data: selected frequencies
different time at θ=0.13pi
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returns either. In contrast, the corresponding p-value for validating the tv-ARMA(2, 1)
model is 0.79. This interesting observation suggests that the tv-ARMA(2, 1) model may be
appropriate to fit the absolute returns. We further plot the spectral densities of the fitted
time-varying AR(1), AR(4), AR(5), ARMA(1, 1), ARMA(2, 1), and ARMA(3, 1) models in
Fig. 13. From Fig. 13, one can see that the fitted spectral densities by the tv-AR models
are quite different from the STFT-based spectral density estimates. For tv-ARMA models,
the spectral density estimates by the tv-ARMA(1, 1) model are not close to the STFT-based
spectral density estimates either. Therefore, based on the proposed SCR, we conclude that
the tv-ARMA(2, 1) model is an appropriate candidate for the analyzed data and can be used
for short-term future volatility forecasting.
⊳
8. Proofs of Main Results
8.1. Proof of Theorem 3.1. We prove Theorem 3.1 in two steps. In the first step, we show
in Section 8.1.1 that Theorem 3.1 is true for q = 1. In this case, we let Ωp = {c ∈ Rp : |c| = 1},
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Figure 9. Analysis of Daily Returns of SP500
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Table 9. p-values for fitting time-varying parametric models to absolute SP500
Model p-value Model p-value
tv-AR(1) 0.0066∗∗ tv-ARMA(1, 1) 0.019∗
tv-AR(2) 0.0015∗∗ tv-ARMA(2, 1) 0.79
tv-AR(3) 0.0015∗∗ tv-ARMA(3, 1) 0.77
tv-AR(4) 0.0012∗∗ tv-ARMA(4, 1) 0.78
tv-AR(5) 0.0012∗∗ tv-ARMA(5, 1) 0.84
Signif. codes: (∗ ∗ ∗) < 0.001 ≤ (∗∗) < 0.01 ≤ (∗) < 0.05 ≤ (+) < 0.1.
Zu,J = (Z
(n)
u,j1
, . . . , Z
(n)
u,jp
)T for J = (j1, . . . , jp) satisfies 1 ≤ j1, . . . , jp ≤ 2m (recall that
m = ⌊(n− 1)/2⌋). We prove for any fixed p ∈ N, as n→∞, we have
sup
u
sup
J
sup
c∈Ωp
sup
x
|P (cTZu,J ≤ x)− Φ(x)| = o(1).(58)
In the second step of the proof, we show in Section 8.1.2 that for fixed q ∈ N, for any given
0 < u1 < · · · < uq < 1, we have {(c(i))TZui,J , i = 1, . . . , q} are asymptotically independent
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Figure 10. Analysis of Absolute SP500 return
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uniformly over {c(i) ∈ Rp : |c(i)| = 1} for i = 1, . . . , q. Finally, Theorem 3.1 is proved by
combining the two parts.
8.1.1. Proof of Eq. (58). We denote 2πj/n by θj in this proof. Define Pk to be the projection
operator
Pk(X) := E(X | Fk)− E(X | Fk−1),(59)
and X˜k = E(Xk | ǫk−ℓ+1, . . . , ǫk) are ℓ-dependent conditional expectations of Xk.
Throughout the proof, we use ‖ ·‖ to denote ‖ ·‖2 for simplicity. From the GMC condition,
one can easily verify that
sup
k
k∑
j=−∞
‖PjXk‖ <∞, lim
ℓ→∞
sup
k
‖Xk − X˜k‖ = 0.(60)
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Figure 11. Absolute SP500 return: selected time
different frequencies at u=0.08.
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With out loss of generality, we restrict J = {j1, . . . , jp} ∈ {1, . . . , m}. Let c = (c1, . . . , cp),
define µu,k :=
∑p
ℓ=1
cℓ cos(kθjℓ)√
πf(u,θjl )
. Then
µu,k ≤
p∑
ℓ=1
|cℓ|√
πf∗
≤ p√
πf∗
=: µ∗, ∀c ∈ Ωp, ∀J.(61)
Furthermore, defining
Tu,n :=
N∑
k=1
µu,kτ
(
k − ⌊uN⌋
n
)
Xk, T˜u,n :=
N∑
k=1
µu,kτ
(
k − ⌊uN⌋
n
)
X˜k,(62)
and η :=
(
‖Tu,n−T˜u,n‖√
n
)1/2
, we have the following key lemmas.
Lemma 8.1.
lim
n→∞
sup
J
sup
c
sup
u
∣∣∣∣‖Tu,n‖2n − 1
∣∣∣∣
2
= 0.(63)
Proof. See Appendix A.1. 
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Figure 12. Absolute SP500 return: selected frequencies
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Lemma 8.2.
lim
ℓ→∞
sup
J
sup
c
sup
u
‖Tu,n − T˜u,n‖√
n
= 0.(64)
Proof. See Appendix A.2. 
Lemma 8.3.
sup
x
∣∣∣∣P
(
Tu,n√
n
≤ x
)
− Φ
(
x
‖Tu,n‖/√n
)∣∣∣∣
= O
(
P
(∣∣∣∣∣Tu,n − T˜u,n√n
∣∣∣∣∣ ≥ η
)
+ δn + η
2
)
,
(65)
where δn → 0 as n→∞ uniformly over J , c and u.
Proof. See Appendix A.3. 
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Figure 13. Fitting absolute SP500 daily returns to time-varying ARMA model
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Using the above results, we can then prove Eq. (58) as follows. First, by Lemma 8.2 and
Chebyshev inequality, we have
P
(∣∣∣∣∣Tu,n − T˜u,n√n
∣∣∣∣∣ ≥ η
)
≤ E(Tu,n − T˜u,n)
2/n
η2
= η2.(66)
Next, according to Lemma 8.1, uniformly over J , c and u, for any fixed ℓ, as n → ∞, we
have
sup
x
∣∣∣∣P
(
Tu,n√
n
≤ x
)
− Φ
(
x
‖Tu,n‖/n
)∣∣∣∣→ sup
x
∣∣∣∣P
(
Tu,n√
n
≤ x
)
− Φ (x)
∣∣∣∣ .(67)
By Lemma 8.3, we have
sup
x
∣∣∣∣P
(
Tu,n√
n
≤ x
)
− Φ
(
x
‖Tu,n‖/n
)∣∣∣∣ = O(2η2 + δn).(68)
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Note that δn → 0 as n → ∞. Also, uniformly over J, c, u, n we have η → 0 as ℓ → ∞.
Finally, letting n→∞ then ℓ→∞, we have
sup
x
∣∣∣∣P
(
Tu,n√
n
≤ x
)
− Φ (x)
∣∣∣∣→ 0,(69)
uniformly over J , c, and u.
8.1.2. Proof of asymptotically independence of {(c(i))TZui,J , i = 1, . . . , q}. We can write Tui,n
and T˜ui,n defined in Eq. (62) as Tui,n,c(i) and T˜ui,n,c(i). Then by Lemma 8.2, it suffices to show
{T˜ui,n,c(i), i = 1, . . . , q} are asymptotically independent uniformly over {c(i) ∈ Rp : |c(i)| = 1}.
Note that in the definition of T˜ui,n,c(i), X˜k is ℓ-dependent, therefore, T˜u1,n,c(i) and T˜u2,n,c(i)
with u2 > u1 are independent if ⌊(u2 − u1)N⌋ > ℓ + 2n. Since 0 < u1 < · · · < uq < 1 are
fixed, mini 6=j |ui − uj| > 0 is bounded away from zero. Therefore, {T˜ui,n,c(i), i = 1, . . . , q} are
independent if ℓ < ⌊(mini 6=j |ui − uj|)N⌋ − 2n. Choosing ℓ = o(n) and n = o(N), we have
{T˜ui,n,c(i), i = 1, . . . , q} are asymptotically independent.
8.2. Proof of Theorem 4.1. Throughout the proof, we use ‖·‖ to denote ‖·‖2 for simplicity.
We define Xu,i,n := τ
(
i−⌊n/2⌋
n
)
X⌊uN⌋+i−⌊n/2⌋. For simplicity we will omit the index n and
use Xu,i for Xu,i,n. Define
Yu,i := Yu,i(θ) =
1
2π
Bn∑
k=−Bn
Xu,iXu,i+ka(k/Bn) cos(kθ).(70)
Then defining
gn(u, θ) :=
n∑
i=1
Yu,i(θ), hn(u, θ) :=
1√
nBn
gn(u, θ)−
√
nbnfˆn(u, θ),(71)
we have √
n/Bn{fˆn(u, θ)− E(fˆn(u, θ))}
=
gn(u, θ)− E(gn(u, θ))√
nBn
− hn(u, θ) + E(hn(u, θ)).
(72)
Next, denote X˜k as the ℓ-dependent conditional expectation of Xk, X˜u,i as the ℓ-dependent
conditional expectation of Xu,i, and Y˜u,i as the correspondence of sum using X˜u,i instead of
Xu,i, and g˜n as the correspondence of gn using Y˜u,i instead of Yu,i. Note that under GMC(2)
and supi E|Xi|4+δ <∞, we know GMC(4) holds. Then we have the following results.
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Lemma 8.4. Under the assumptions of Theorem 4.1, GMC(4) holds with 0 < ρ < 1, we
have
sup
u
‖hn(u, θ)‖ = (nBn)−1/2O(Bn),(73)
sup
u
sup
i
‖Yu,i − Y˜u,i‖ = O(Bnρℓ/4),(74)
sup
u
‖gn(u, θ)− g˜n(u, θ)‖ = o(1).(75)
Proof. See Appendix A.4. 
Next, we apply the block method to {Y˜u,i(θ)}. Define
Uu,r(θ) :=
(r−1)(pn+qn)+pn∑
i=(r−1)(pn+qn)+1
Y˜u,i(θ), Vu,r(θ) :=
r(pn+qn)∑
i=(r−1)(pn+qn)+pn+1
Y˜u,i(θ), 1, . . . , kn,(76)
where kn := ⌊n/(pn + qn)⌋. Let pn = qn = ⌊n1−4η/δ(logn)−8/δ−4⌋ (i.e. same block length)
and ℓ = ℓn = ⌊−9 logn/ log ρ⌋ (Note Bn = o(pn) since η < δ/(4 + δ)). Then Uu,r(θ), r =
1, . . . , kn are independent (not identical distributed) block sums with block length pn, and
Vu,r(θ), r = 1, . . . , kn are independent block sums with block length qn. Define U
′
u,r(θ) :=
Uu,r(θ)1(|Uu,r(θ)| ≤ dn) where dn = ⌊
√
nBn(log n)
−1/2⌋. Then we have the following results.
Lemma 8.5. Under the assumptions of Theorem 4.1, we have
sup
u
E(max
θ
|Vu,kn(θ)|) = O(
√
pnℓnBn),(77)
sup
u
E(max
θ
|hn(u, θ)|) = o(1),(78)
sup
u
max
r
max
θ
var(Uu,r(θ)) = O(pnBn),(79)
var(U ′u,r(θ)) = var(Uu,r(θ))[1 + o(1)],(80)
where the o(1) in the last equation holds uniformly over θ, r and u.
Proof. See Appendix A.5. 
40 SPECTRAL INFERENCE UNDER COMPLEX TEMPORAL DYNAMICS
Lemma 8.6. Let Uu,i(θ) be one of the block sums with block length pn. Then we have
sup
u
sup
i
sup
θ
‖Uu,i(θ)‖2+δ/2 = O(ℓn
√
pnBn)(81)
Proof. See Appendix A.6. 
Using the previous results Eqs. (73), (75) and (78), we have
sup
u
max
θ
√
n/Bn|fˆn(u, θ)− E(fˆn(u, θ))|
≤ supumaxθ |g˜n(u, θ)− E(g˜n(u, θ))|+ o(1)√
nBn
+OP(
√
Bn/n) + oP(1)
≤ supumaxθ |
∑kn
r=1 Uu,r(θ)− E(
∑kn
r=1 Uu,r(θ))|√
nBn
+
supumaxθ |
∑kn−1
r=1 Vu,r(θ)− E(
∑kn−1
r=1 Vu,r(θ))|√
nBn
+
supumaxθ |Vu,kn(θ))− E(Vu,kn(θ)))|√
nBn
+OP(
√
Bn/n) + oP(1).
(82)
Next, we show the first two terms have a order of OP(
√
logn). We can show the third term
is oP(
√
logn) using Eq. (77) with similar techniques.
Let Hu,n(θ) =
∑kn
r=1[Uu,r(θ) − E(Uu,r(θ))] and H ′u,n(θ) =
∑kn
r=1[U
′
u,r(θ) − E(U ′u,r(θ))]. Let
θj = πj/tn, j = 0, . . . , tn where tn = ⌊Bn log(Bn)⌋. Then, since both Hu,n and H ′u,n have
trigonometric polynomial forms, we can apply the following result from [WN67, Corollary
2.1].
Lemma 8.7. Let p(λ) =
∑k
v=−k αv exp(ivλ) be a trigonometric polynomial. Let λi =
π(i/rk), |i| ≤ rk. then
max
|λ|≤π
|p(λ)| ≤ max
|i|≤rk
|p(λi)/(1− 3πr−1)|.(83)
Proof. See [WN67, Corollary 2.1]. 
By setting k = Bn and r = log(Bn) in Lemma 8.7, we get
max
θ
|Hu,n(θ)| ≤ 1
1− 3π/ log(Bn) maxj≤tn
|Hu,n(θj)|.(84)
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By Eqs. (79) and (80), there exists a constant C1 such that
sup
u
max
r
max
θ
var(U ′u,r(θ)) ≤ C1pnBn.
Let αn := (C1nBn log n)
1/2, by the union upper bound,
P( max
0≤j≤tn
|H ′u,n(θj)| ≥ 4αn) ≤
tn∑
j=0
P(|H ′u,n(θj)| ≥ 4αn).(85)
Then we apply Bernstein’s inequality (see Lemma A.2) to P(|H ′u,n(θj)| ≥ 4αn). This leads
to, uniformly over u and θj ,
P(|H ′u,n(θj)| ≥ 4αn) ≤ exp
( −16α2n
2knC1pnBn +
8
3
dnαn
)
≤ C exp
(
−nBn log n
nBn
)
.
(86)
Therefore, uniformly over u, we have
P( max
0≤j≤tn
|H ′u,n(θj)| ≥ 4αn) ≤ O(tn)O(1/n) = o(1).(87)
Let U∗u,n(θ) = Uu,n(θ)−U ′u,n(θ) and H∗u,n(θ) = Hu,n(θ)−H ′u,n(θ). By the union upper bound
and Chebyshev’s inequality
P( max
0≤j≤tn
|H∗u,n(θj)| ≥ 4αn) ≤
tn∑
j=0
P(|H∗u,n(θj)| ≥ 4αn)
≤
tn∑
j=0
∑kn
i=1 var(U
∗
u,i(θj))
16α2n
.
(88)
Using Lemma 8.6, supumaxi supθ ‖Uu,i(θ)‖2+δ/2 = O(ℓn
√
pnBn), and the following inequal-
ity
var(U∗u,i1|U∗u,i|>dn) = d
2
nvar
(
U∗u,i
dn
1|U∗u,i|>dn
)
≤ d2nE
[(
U∗u,i
dn
)2+δ/2]
,(89)
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we have
tn∑
j=0
∑kn
i=1 var(U
∗
u,i(θj))
16α2n
= O
(
tnkn(
√
pnBnℓn)
2+δ/2
α2nd
δ/2
n
)
= O
(
(Bn logBn)(n/pn)(
√
pnBn logn)
2+δ/2
(nBn logn)(nBn)δ/4(log n)−δ/4
)
= O
(
(pnBn)
1+δ/4(log n)2+δ/2
pn(nBn)δ/4(log n)−δ/4
)
= O(pδ/4n (Bn/n)δ/4(logn)2+δ/2+δ/4).
(90)
Using pn = n
1−4η/δ(log n)−8/δ−4 we have pδ/4n = (nδ/4−η)(log n)−2−δ. Therefore,
tn∑
j=0
∑kn
i=1 var(U
∗
u,i(θj))
16α2n
= O
(
tnkn(
√
pnBnℓn)
2+δ/2
α2nd
δ/2
n
)
= O(n−ηBδ/4n (logn)−δ/4).
(91)
Finally, Bn = O(nη), δ ≤ 4 implies Bδ/4n = O(nη), so we have
tn∑
j=0
∑kn
i=1 var(U
∗
u,i(θj))
16α2n
= o(1).(92)
Therefore, uniformly over u, we have maxθ |H ′u,n(θ)| = OP(αn) and maxθ |H∗u,n(θ)| = OP(αn).
Then
max
θ
|Hu,n(θ)| = max
θ
|H ′u,n(θ) +H∗u,n(θ)| = OP(αn) = OP(
√
nBn log n).(93)
So Eq. (82) has the order of OP(
√
logn).
8.3. Proof of Theorem 4.3. Throughout the proof, we use ‖·‖ to denote ‖·‖2 for simplicity.
We define Yu,i, gn, hn, X˜k, Y˜u,i, g˜n the same as in Section 8.2. Therefore, Lemma 8.4 holds.
Next, we apply the block method to {Y˜u,i(θ)}. Define
Uu,r(θ) :=
(r−1)(pn+qn)+pn∑
i=(r−1)(pn+qn)+1
Y˜u,i(θ), Vu,r(θ) :=
r(pn+qn)∑
i=(r−1)(pn+qn)+pn+1
Y˜u,i(θ), 1, . . . , kn,(94)
where kn := ⌊n/(pn + qn)⌋. Let ψn = n/(log n)2+8/δ, pn = ⌊ψ2/3n B1/3n ⌋, and qn = ⌊ψ1/3n B2/3n ⌋.
Then we have pn, qn →∞ and qn = o(pn). Since ℓn = O(log n), we have 2Bn+ℓn = o(qn) and
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kn = ⌊n/(pn + qn)⌋ → ∞. Note that Uu,r(θ), r = 1, . . . , kn are independent (not identical
distributed) block sums with block length pn, and Vu,r(θ), r = 1, . . . , kn are independent
block sums with block length qn. Now the proof of Lemma 8.5 still follows.
Defining an/bn → 1 by an ∼ bn, we have the following result.
Lemma 8.8. Let the sequence sn ∈ N satisfy sn ≤ n, sn = o(n) and Bn = o(sn). Under
GMC(4) we have ∥∥∥∥∥∥
sn/2∑
i=−sn/2
{Yu,i(θ)− E(Yu,i(θ))}
∥∥∥∥∥∥
2
∼ snBnσ2u(θ),(95)
where σ2u(θ) = [1 + η(2θ)]f
2(u, θ)
∫ 1
−1 a
2(t)dt and η(θ) = 1 if θ = 2kπ for some integer k and
η(θ) = 0 otherwise.
Proof. See Appendix A.7. 
According to Lemmas 8.4 and 8.8, for each block Uu,r, r = 1, . . . , kn, we have
‖Uu,r − E(Uu,r)‖ =
∥∥∥∥∥
∑
j∈Lr
{Y˜u,j − E(Y˜u,j)}
∥∥∥∥∥
=
∥∥∥∥∥
∑
j∈Lr
{Yu,j − E(Yu,j)}
∥∥∥∥∥+O
(∑
j∈Lr
‖Yu,j − Y˜u,j‖
)
∼ (pnBnσ2u)1/2 +O(pnBnρℓn/4) ∼ (pnBnσ2u)1/2,
(96)
where Lr = {j ∈ N : (r− 1)(pn+ qn) + 1 ≤ j ≤ r(pn+ qn)− qn}. Similarly, we can also show
‖Vu,r − E(Vu,r)‖ ∼ (qnBnσ2u)1/2 +O(qnBnρℓn/4).(97)
Then, since qn = o(pn), we have
var
(
kn−1∑
r=1
Vu,r + Vu,kn
)
= (kn − 1)O(qnBnσ2u) +O((pn + qn)Bn) = o(nBn)(98)
which implies that ∑
r(Vu,r − E(Vu,r))√
nBn
⇒ 0.(99)
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Also, by Eq. (73), we have
var(hn(u, θ)) = O(Bn/n) = O((log n)−2−8/δ),(100)
which implies
hn(u, θ)− E(hn(u, θ))⇒ 0.(101)
Therefore, by √
n/Bn{fˆn(u, θ)− E(fˆn(u, θ))}
=
gn(u, θ)− E(gn(u, θ))√
nBn
− hn(u, θ) + E(hn(u, θ)),
(102)
we only need to show ∑
r(Uu,r − E(Uu,r))√
nBn
⇒ N (0, σ2u).(103)
We can check the conditions of Lemma A.1 (the Berry–Esseen lemma) as follows.
E
(
Uu,r − E(Uu,r)√
nBn
)
= 0;(104)
∑
r
‖Uu,r − E(Uu,r)‖2
nBn
∼ knpnBnσ
2
u
nBn
∼ σ2u;(105)
∑
r
‖Uu,r − E(Uu,r)‖2+δ/2
(nBn)1+δ/4
= O
(
kn
(ℓn
√
pnBn)
2+δ/2
(nBn)1+δ/4
)
= O(ℓnk−δ/4n ).(106)
Note that
kn = ⌊n/(pn + qn)⌋ = O(nψ−2/3B−1/3n )
= O(n1/3(logn)(4/3+16/3δ)B−1/3n ) = O((log n)4/3+16/3δ),
(107)
which implies
ℓnk
−δ/4
n = O((log n)(log n)(−δ/3−4/3)) = O((logn)(−δ/3−1/3))→ 0.(108)
Therefore, the result holds by Lemma A.1.
8.4. Proof of Theorem 5.3. Define Dn = CnBn and θi =
iπ
Bn
, i = 0, . . . , Bn. We use the
previous definitions of Xu,k, the ℓ-dependent X˜u,k, and αn,k−s in Section 8.2. Let gn(u, θ) :=
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[2πnfˆn(u, θ) −
∑n
k=1X
2
u,k] − E[2πnfˆn(u, θ) −
∑n
k=1X
2
u,k], where ℓ = ⌊nγ⌋ for fixed γ > 0
which is close to zero. Note that
fˆn(u, θ)− E(fˆn(u, θ)) = 1
2πn
∑
1≤k,k′≤n
αn,k−k′[Xu,kXu,k′ − E(Xu,kXu,k′)]
=
1
2πn
(
gn(u, θ) +
n∑
k=1
(X2u,k − EX2u,k)
)
.
(109)
Therefore,
gn(u, θ) =
∑
1≤k,k′≤n,k 6=k′
αn,k−k′[Xu,kXu,k′ − E(Xu,kXu,k′)].(110)
Then let g˜n(u, θ) be the corresponding version of gn(u, θ) using ℓ-dependent {X˜u,k} instead
of {Xu,k}. Define X ′u,k = X˜u,k1|X˜u,k|≤(nBn)α where α < 14 . Next, let X¯u,k := X ′u,k−EX ′u,k and
define
g¯n = 2
∑
1≤s<k≤n
αn,k−s[X¯u,kX¯u,s − E(X¯u,kX¯u,s)]
= 2
n∑
k=2
X¯u,k
k−1∑
s=1
αn,k−sX¯u,s − 2E
n∑
k=2
X¯u,k
k−1∑
s=1
αn,k−sX¯u,s.
(111)
In the following, we show gn(u, θ) can be approximated by g˜n(u, θ).
Lemma 8.9. Under GMC(2), we have maxu∈U max0≤i≤Bn E|gn(u, θi)−g˜n(u, θi)| = o(n1+γρ⌊n
γ⌋)
and
max
u∈U
max
0≤i≤Bn
|gn(u, θi)− g˜n(u, θi)|√
nBn
= oP(1).(112)
Proof. See Appendix A.8. 
Next, we show that g˜n(u, θ) can be approximated by g¯n(u, θ).
Lemma 8.10.
E
(
max
u∈U
max
θ
|g˜n(u, θ)− g¯n(u, θ)|√
nBn
)
= o(1).(113)
Proof. See Appendix A.9. 
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According to Lemma 8.9 and Lemma 8.10, together with maxi |g˜n(u, θi) − g¯n(u, θi)| ≤
maxθ |g˜n(u, θ)− g¯n(u, θ)|, we have
max
u∈U
max
0≤i≤Bn
|gn(u, θ)− g˜n(u, θ)|2
nBn
= oP(1),(114)
and
P
(
max
u∈U
max
0≤i≤Bn
|g˜n(u, θi)− g¯n(u, θi)|2
nBn
≥ y
)
≤
E
(
maxu∈U maxθ
|g˜n(u,θ)−g¯n(u,θ)|2
nBn
)
y
= o(1).
(115)
Since maxumaxi |Eg˜n(u, θi)− Eg¯n(u, θi)| ≤ E(maxumaxi |g˜n(u, θi)− g¯n(u, θi)|), it suffices to
show
P
[
max
0≤i≤Bn,u∈U
|g¯n(u, θi)− E(g¯n(u, θi))|2
4π2nBnf 2n(u, θi)
∫ 1
−1 a(t)dt
− 2 logDn + log(π logDn) ≤ x
]
converges to e−e
−x/2
where Dn = BnCn.
Let pn = ⌊B1+βn ⌋, qn = Bn + ℓ, ℓ = ⌊nγ⌋ and kn = ⌊n/(pn + qn)⌋, where γ is small enough
and β > 0 is sufficiently close to zero. Split the interval [1, n] into alternating big and small
blocks Hj and Ij by
Hj = [(j − 1)(pn + qn) + 1, jpn + (j − 1)qn], 1 ≤ j ≤ kn,
Ij = [jpn + (j − 1)qn + 1, j(pn + qn)], 1 ≤ j ≤ kn,
Ikn+1 = [kn(pn + qn) + 1, n].
(116)
Define Y¯u,k := X¯u,k
∑k−1
s=1 αn,k−sX¯u,s. Then g¯n =
∑n
k=1(Y¯u,k −EY¯u,k). For 1 ≤ j ≤ kn + 1, let
Uj(u, θ) :=
∑
k∈Hj
(Y¯u,k − EY¯u,k), Vj(u, θ) :=
∑
k∈Ij
(Y¯u,k − EY¯u,k).(117)
Then g¯n =
∑kn
j=1 Uj +
∑kn+1
j=1 Vj. Next, define a truncated and normalized version of Uj as
U¯j(u, θ) := Uj(u, θ)1
( |Uj(u, θ)|√
nBn
≤ 1
(logBn)4
)
− EUj(u, θ)1
( |Uj(u, θ)|√
nBn
≤ 1
(logBn)4
)
.
(118)
In the following, we show that g¯n(u, θi)−E(g¯n(u, θi)) can be approximated by
∑kn
j=1 U¯j(u, θi).
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Lemma 8.11.
max
u∈U
max
0≤i≤Bn
∣∣∣g¯n(u, θi)− E(g¯n(u, θi))−∑knj=1 U¯j(u, θi)∣∣∣√
nBn
= oP(1).(119)
Proof. See Appendix A.10. 
Furthermore, we show in the following that
∑kn
j=1 U¯j(u, θi) can be ignored if i /∈ [(logBn)2, Bn−
(logBn)
2].
Lemma 8.12.
P

max
u∈U
max
i/∈[(logBn)2,Bn−(logBn)2]
∣∣∣∑knj=1 U¯j(u, θi)∣∣∣√
nBn
≥ x
√
log(BnCn)

 = o(1).(120)
Proof. See Appendix A.11. 
Finally, we complete the proof of Eq. (25) by the following result.
Lemma 8.13.
P

max
u∈U
max
(logBn)2≤i≤Bn−(logBn)2
∣∣∣∑knj=1 U¯j(u, θi)∣∣∣2
4π2nBnf 2n(u, θi)
∫ 1
−1 a(t)dt
−2 logDn + log(π logDn) ≤ x]→ e−e−x/2.
(121)
Proof. See Appendix A.12. 
8.5. Proof of Theorem 5.5. For simplicity, we denote δu,n as δu and δθ,n as δθ. First, we
write
fˆn(u, θ)− fˆn(ui, θj) = fˆn(u, θ)− fˆn(ui, θj)
− E[fˆn(u, θ)− fˆn(ui, θj)] + E[fˆn(u, θ)− fˆn(ui, θj)].
(122)
Then by continuity we have
max
{ui,θj}
sup
{u:|u−ui|≤δu,θ:|θ−θj|≤δθ}
|Efˆn(u, θ)− Efˆn(ui, θj)| = oP(
√
logn).(123)
Letting gˆn(u, ui, θ, θj) := fˆn(u, θ)− fˆn(ui, θj), it suffices to show that
max
{ui,θj}
sup
{u:|u−ui|≤δu,θ:|θ−θj|≤δθ}
|gˆn(u, ui, θ, θj)− Egˆn(u, ui, θ, θj)| = oP(
√
log n).(124)
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Note that
gˆn(u, ui, θ, θj) =[fˆn(u, θ)− Efˆn(u, θ)]
[
1− fˆn(ui, θj)
fˆn(u, θ)
]
+ Efˆn(u, θ)
[
1− fˆn(ui, θj)
fˆn(u, θ)
]
.
(125)
Then we can write
sup
{u,θ}
gˆn(u, ui, θ, θj)
≤ sup
{u,θ}
[
fˆn(u, θ)− Efˆn(u, θ)
]
sup
{u,θ}
∣∣∣∣∣ fˆn(ui, θj)fˆn(u, θ) − 1
∣∣∣∣∣
+ sup
{u,θ}
Efˆn(u, θ) sup
{u,θ}
∣∣∣∣∣ fˆn(ui, θj)fˆn(u, θ) − 1
∣∣∣∣∣ .
(126)
Since by Theorem 4.1, we have
sup
{u,θ}
[fˆn(u, θ)− Efˆn(u, θ)] = OP(
√
log n).(127)
Therefore, the following result completes the proof.
Lemma 8.14. If δu = O( nN(logn)α ) and δθ = O( 1Bn(logn)α ) for some α > 0, then
max
{ui,θj}
sup
{u:|u−ui|≤δu,θ:|θ−θj|≤δθ}
∣∣∣∣∣ fˆn(ui, θj)fˆn(u, θ) − 1
∣∣∣∣∣ = oP(1).(128)
Proof. See Appendix A.14. 
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A. Supplemental Material
Lemma A.1. (Berry-Esseen) If {Xi, i ≥ 1} are independent random variables E(Xi) = 0,
s2n =
∑n
i=1 E(X
2
i ) > 0,
∑n
i=1 E|Xi|2+δ < ∞, for some δ ∈ (0, 1] and Sn =
∑n
i=1Xi, there
exists a universal constant Cδ such that
sup
−∞<x<∞
|P(Sn < xsn)− Φ(x)| ≤ Cδ
(∑n
i=1 E|Xi|2+δ
s2+δn
)
.(129)
Proof. See [CT88, pp. 304]. 
A.1. Proof of Lemma 8.1. Define du,n(h) =
1
n
∑n
k=1+h µu,kµu,k−h for 0 ≤ h ≤ n − 1 and
du,n(h) = 0 if h ≥ n. Since
n∑
k=1
cos(kθjℓ) cos((k + h)θjℓ′ ) =
n
2
cos(hθjℓ)1{jℓ=jℓ′},(130)
using
du,n(h) =
1
n
n+h∑
k=1+h
µu,kµu,k−h − 1
n
n+h∑
k=n+1
µu,kµu,k−h
=
p∑
ℓ=1
c2ℓ
cos(hθjℓ)
2πf(u, θjℓ)
− 1
n
n+h∑
k=n+1
µu,kµu,k−h,
(131)
we get that uniformly over J , c and u, there exists K0 such that∣∣∣∣∣du,n(h)−
p∑
ℓ=1
c2ℓ
cos(hθjℓ)
2πf(u, θjℓ)
∣∣∣∣∣ ≤ K0min
{
h
n
, 1
}
.(132)
Next, we can write ‖Tu,n‖2/n as
1
n
E
(
N∑
k=1
µu,kτ
(
k − ⌊uN⌋
n
)
Xk
)2
= du,n(0)r(u, 0)
[
1
n
∑
k
τ
(
k − ⌊uN⌋
n
)2]
+ 2
∞∑
h=1
du,n(h)r(u, h)
[
1
n
∑
k
τ
(
k − ⌊uN⌋
n
)
τ
(
k + h− ⌊uN⌋
n
)]
+ o(1).
(133)
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Furthermore, defining
fn(u, θ) :=
1
2π
∞∑
h=0
r(u, h) cos(hθ)
[
1
n
∑
k
τ
(
k − ⌊uN⌋
n
)
τ
(
k + h− ⌊uN⌋
n
)]
,(134)
we have
∑
h
{[
1
n
∑
k
τ
(
k − ⌊uN⌋
n
)
τ
(
k + h− ⌊uN⌋
n
)]
r(u, h)
p∑
ℓ=1
c2ℓ
cos(hθjℓ)
2πf(u, θjℓ)
}
=
p∑
ℓ=1
c2ℓ
2πf(u, θjℓ)
∑
h
{
r(u, h) cos(hθjℓ )
[
1
n
∑
k
τ
(
k − ⌊uN⌋
n
)
τ
(
k + h− ⌊uN⌋
n
)]}
=
p∑
ℓ=1
c2ℓ
fn(u, θjl)
f(u, θjl)
.
(135)
By the assumptions that τ ∈ C1([−1/2, 1/2]), ∫ τ 2(x)dx = 1, together with supu |r(u, h)| =
o(h−2), and
∑∞
h=1 |r(u, h)| < ∞, we have fn(u, θ) = f(u, θ) + o(1), uniformly over u and θ.
This implies that
p∑
ℓ=1
c2ℓ
fn(u, θjl)
f(u, θjl)
=
p∑
ℓ=1
c2ℓ + o(1) = 1 + o(1).(136)
Therefore, uniformly over J and c, we have
∣∣∣∣‖Tu,n‖2n − 1
∣∣∣∣− o(1)
≤ 2
∞∑
h=0
∣∣∣∣∣du,n(h)−
p∑
ℓ=1
c2ℓ
cos(hθjℓ)
2πfn(u, θjℓ)
∣∣∣∣∣ r(u, h)
[
1
n
∑
k
τ
(
k − ⌊uN⌋
n
)
τ
(
k + h− ⌊uN⌋
n
)]
≤ 2
∞∑
h=0
K0min
{
h
n
, 1
}
r(u, h)
[
1
n
∑
k
τ
(
k − ⌊uN⌋
n
)
τ
(
k + h− ⌊uN⌋
n
)]
.
(137)
SUPPLEMENTAL MATERIAL 55
Finally, since supu
∑
h |r(u, h)| <∞, we have supu
∑
h>n |r(u, h)| → 0. Also, as n→∞,
sup
u
∑
h<n
(h/n)r(u, h) ≤ sup
u
∑
h<
√
n
(h/n)r(u, h) + sup
u
∑
√
n≤h<n
(h/n)r(u, h)
≤ sup
u
∑
h<
√
n
r(u, h)/
√
n+ sup
u
∑
h>
√
n
r(u, h)
→ 0.
(138)
Therefore,
∣∣∣‖Tu,n‖2n − 1∣∣∣→ 0.
A.2. Proof of Lemma 8.2. Note that
∫
τ(x)τ(x + h)dx ≤ 1
2
∫
[τ(x)2 + τ(x+ h)2] dx = 1.
For simplicity of the proof, we can assume there exists some finite τ∗ such that
1
n
∑
k
τ
(
k − ⌊uN⌋
n
)
τ
(
k + h− ⌊uN⌋
n
)
≤ τ 2∗ .(139)
Then we have
‖Tu,n − T˜u,n‖√
n
=

 1
n
⌊uN+n/2⌋∑
j=−∞
‖Pj(Tu,n − T˜u,n)‖2


1/2
≤ µ∗τ∗

 1
n
n∑
k=1
⌊uN+n/2⌋∑
j=−∞
‖Pj(X⌊uN⌋+k−⌊n/2⌋ − X˜⌊uN⌋+k−⌊n/2⌋)‖2


1/2
≤ µ∗τ∗ max
k∈{1,...,n}
⌊uN+n/2⌋∑
j=−∞
‖Pj(X⌊uN⌋+k−⌊n/2⌋ − X˜⌊uN⌋+k−⌊n/2⌋)‖
≤ µ∗τ∗ max
k∈{1,...,n}
⌊uN+n/2⌋∑
j=−∞
min
{
2‖Pj(X⌊uN⌋+k−⌊n/2⌋)‖, ‖X⌊uN⌋+k−⌊n/2⌋ − X˜⌊uN⌋+k−⌊n/2⌋‖
}
≤ µ∗τ∗ sup
k
k+n∑
j=−∞
min{2‖Pj(Xk)‖, ‖Xk − X˜k‖} → 0, as ℓ→∞.
(140)
Since the upper bound does not depend on u, the convergence holds uniformly over u.
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A.3. Proof of Lemma 8.3. In this proof, we omit subscript u for simplicity. Since supk E(X
2
k) <
∞, we have
lim
t→∞
sup
k
E[X2k1(|Xk| > t)] = 0.(141)
By the property of conditional expectation, we have E(X˜2k) < E(X
2
k). Therefore, defining
gn(r) = r
2 sup
k
E[X˜2k1(|X˜k| ≥
√
n/r)],(142)
we can get limn→∞ gn(r) = 0 for all given r > 0. Also gn is non-decreasing with r. Then
there exists a sequence {rn} such that rn ↑∞ and gn(rn)→ 0. Note that rn does not depend
on u.
For simplicity, we use X˜u,k to denote X˜⌊uN⌋+k−⌊n/2⌋. Let Yu,k = X˜u,k1(|X˜u,k| ≤
√
n/rn)
and Tu,n,Y =
∑n
k=1 µu,kYu,k. Since E[X˜
2
k1(|X˜k| ≥
√
n/r)] = o(1/r2n) by the definition of
rn, we have ‖Yu,k − X˜u,k‖ = o(1/rn). Now since Yu,k − X˜u,k is ℓ-dependent, we divide each
of {Yu,k} and {X˜u,k} into ℓ sub-sequences that each sub-sequences has ⌊n/ℓ⌋ independent
elements. Then by triangle inequality we can get
‖Tu,n,Y − T˜u,n‖ ≤
ℓ∑
a=1
∥∥∥∥∥
n∑
b=a,a+ℓ,...
µu,b(Yu,b − X˜u,b)
∥∥∥∥∥ = o(√n/rn).(143)
Next, divide the sequence of {Yu,k} into pieces of length pn + ℓ where pn = ⌊r1/4n ⌋.
Uu,t =
∑
a∈Bt
µu,aYu,a(144)
where Bt = {a ∈ N : 1 + (t− 1)(pn + ℓ) ≤ a ≤ pn + (t− 1)(pn + ℓ)}. Note that for given u,
{Uu,t} are independent (but not identically distributed) for different t.
Define Vu,t =
∑tn
t=1 Uu,t, then the difference between Vu,t and Tu,n,Y is the sum of those
dropped ℓ terms in each piece. Since ℓ is fixed and there are tn blocks, we have ‖Tu,n,Y −
Vu,t‖ = O(
√
tn).
Furthermore, since
(
√
n/rn)
2
P(|X˜k| ≥
√
n/r)) ≥ E[X˜2k1(|X˜k| ≥
√
n/r)] = o(1/r2n)(145)
SUPPLEMENTAL MATERIAL 57
we have P (|X˜k| ≥
√
n/r)) = o(1/n). Then, using
[E(Yk)]
2 = [E(X˜k)− E(Yk)]2 = [EX˜k1(|X˜k| ≥
√
n/r)]2
≤ E(X˜2k1(|X˜k| ≥
√
n/r))P(|X˜k| ≥
√
n/r)) = o(1/r2n)o(1/n)
(146)
we have E(Yk) = o(
1√
nrn
), which implies |E(Vn)| = O(n)|E(Yk)| = o(√n/rn).
Next, defining W = (Vn − E(Vn))/√n and ∆ = T˜n/√n−W , we get
√
n‖∆‖ = ‖T˜n − Vn + E(Vn)‖ ≤ |E(Vn)|+ ‖Vn − T˜n‖
≤ |E(Vn)|+ ‖Vn − Tn,Y ‖+ ‖Tn,Y − T˜n‖
= o(
√
n/rn) +O(
√
tn +
√
n/rn) = O(
√
tn).
(147)
Next, we apply Lemma A.1 to {Ut − E(Ut), t = 1, . . . , tn}. Recall that Vn =
∑tn
t=1 Ut and
W = (Vn − E(Vn))/
√
n, then
sup
x
|P(Vn − E(Vn) < x‖Vn − E(Vn)‖)− Φ(x)|
= sup
x
|P(W < x‖W‖)− Φ(x)|
≤ C
tn∑
t=1
E|Ut − E(Ut)|3‖Vn − E(Vn)‖−3
≤ C
tn∑
t=1
E|Ut|3‖Vn − E(Vn)‖−3.
(148)
Next, we get upper bounds of E|Ut|3 and ‖Vn − E(Vn)‖−3. First, by Ho¨lder’s inequality∑
a∈Bt |Ya| ≤ (
∑
a∈Bt |Ya|3)1/3(
∑
a∈Bt 1)
2/3, we have
E|Ut|3 ≤ µ3∗E
∣∣∣∣∣
∑
a∈Bt
Ya
∣∣∣∣∣
3
≤ µ3∗p2n
∑
a∈Bt
E|Ya|3 ≤ µ3∗p2n
∑
a∈Bt
E(
√
n
rn
|Ya|2) = O
(
µ3∗p
3
n
√
n
rn
)
.(149)
For sequences an and bn, we define an = Θ(bn) if both an = O(bn) and bn = O(an). Then,
using the definition of Θ(·), the variance of∑a∈Bt µaYa has the order of Θ(pn) because Ya is
ℓ-dependent. Then the variance of Vn has the order of Θ(tnpn) = Θ(n). Thus, ‖Vn−E(Vn)‖−3
has a order of Θ(n−3/2). Overall, we have
sup
x
|P(W < x‖W‖)− Φ(x)| ≤ O(µ3∗p3n(
√
n/rn))Θ(n) = O(p−2n ).(150)
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To complete the proof, we first replace Vn =
∑
t
∑
a∈Bt µaYa by T˜n =
∑
k µkX˜k then by
Tn =
∑
kXk. Since
{W ≤ x− δ, |∆| < δ} ⊆ {W +∆ ≤ x} ⊆ {W ≤ x+ δ} ∪ {|∆| ≥ δ},(151)
we have
P(W ≤ x− δ)− P(|∆| ≥ δ) ≤ P(W +∆ ≤ x) ≤ P(W ≤ x+ δ) + P(|∆| ≥ δ).(152)
Furthermore, one can get
sup
x
|P(W < x‖W‖)− Φ(x)|
= sup
x
|P(W < x)− Φ(x/‖W‖)|
= sup
x
∣∣∣P(T˜n/√n−∆ < x)− Φ(x/‖W‖)∣∣∣ .
(153)
Using
P(W < x− δ)− P(|∆| ≥ δ) ≤ P(T˜n/
√
n < x) ≤ P(W < x+ δ) + P(|∆| ≥ δ),(154)
we get
sup
x
∣∣∣P(T˜n/√n < x)− P(W < x)∣∣∣ ≤ P(|∆| ≥ δ) = O(‖∆‖2/δ2) = O(p−1n /δ2).(155)
Also
sup
x
|Φ(x/‖W‖)− φ(x/‖W +∆‖)|
= O(‖W +∆‖/‖W‖ − 1) = O(‖∆‖) = O(
√
tn/n) = O(p−1/2n ).
(156)
Letting δ = p
−1/4
n we have
sup
x
∣∣∣P(T˜n/√n < x)− Φ(x/‖W +∆‖)∣∣∣ = O(p−2n ) +O(p−1/2n ) +O(p−1/2n ).(157)
Finally, use the above technique again with ∆1 = (Tn − T˜n)/
√
n and δ = ‖∆1‖1/2, we get
sup
x
∣∣P(Tn/√n < x)− Φ(√nx/‖Tn‖)∣∣ = O(P(|∆1| ≥ ‖∆1‖1/2) + p−1/2n + ‖∆1‖).(158)
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Lemma A.2. (Bernstein’s inequality) Let X1, . . . , Xn be independent zero-mean random
variables. Suppose |Xi| ≤M a.s., for all i. Then for all positive t,
P
(∑
i
Xi > t
)
≤ exp
( −1
2
t2∑
E(X2i ) +
1
3
Mt
)
.(159)
Definition A.3. Let (U1, . . . , Uk) be a random vector. Then the joint cumulant is defined
as
cum(U1, . . . , Uk) =
∑
(−1)p(p− 1)!E
(∏
j∈V1
Uj
)
. . .E

∏
j∈Vp
Uj

 ,(160)
where V1, . . . , Vp is a partition of the set {1, 2, . . . , k} and the sum is taken over all such
partitions.
Lemma A.4. Assume GMC(α) with α = k for some k ∈ N, and supt E(|Xt|k) < ∞ Then
there exists a constant C > 0 such that for all u and 0 ≤ m1 ≤ · · · ≤ mk−1,
|cum(Xu,0, Xu,m1, . . . , Xu,mk−1)| ≤ Cρmk−1/[k(k−1)],(161)
where Xu,i := τ
(
i−⌊n⌋/2⌋
n
)
X⌊uN⌋+i−⌊n/2⌋.
Proof. Since τ(·) is bounded, we have supu supi E(|Xu,i|k) <∞. We extend [WS04, Proposi-
tion 2] to the cases of locally stationary time series.
Given 1 ≤ l ≤ k−1, by multi-linearity of joint cumulants, we replace Xu,mi by independent
X ′u,mi for all i ≥ l as follows
J := cum(Xu,0, Xu,m1 , . . . , Xu,mk−1)
= cum(Xu,0, Xu,m1, . . . , Xu,ml−1, X
′
u,ml
, . . . , X ′u,mk−1)
+ cum(Xu,0, Xu,m1 , . . . , Xu,ml−1 , Xu,ml −X ′u,ml, . . . , Xu,mk−1)
. . .
+ cum(Xu,0, Xu,m1 , . . . , Xu,ml−1 , X
′
u,ml
, . . . , Xu,mk−1 −X ′u,mk−1)
=: B +
k−1∑
i=l
Ai.
(162)
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Note that (Xu,0, Xu,m1, . . . , Xu,ml−1) is independent with (X
′
u,ml
, . . . , X ′u,mk−1). By [Ros85,
pp.35], we have B = 0. Suppose we have
|Ai| ≤ C
k
ρ(mi−ml−1)/k ≤ C
k
ρ(ml−ml−1)/k(163)
for l ≤ i ≤ k− 1 and some constant C that does not depend on l. Then |J | ≤ Cρ(ml−ml−1)/k
for any 1 ≤ l ≤ k − 1. Then we get
|J | ≤ Cmin
l
ρ(ml−ml−1)/k = Cρmaxl
ml−ml−1
k ≤ Cρmk−1/k(k−1).(164)
Next, we show Eq. (163). In particular, we show the case i = l and the other cases can
be proven similarly. Note that E(|Xu,i|k) is uniformly bounded, by the definition of joint
cumulants in Definition A.3, we only need to show that for V ⊂ {0, . . . , k − 1} such that
l /∈ V , we have
E
(
(Xu,ml −X ′u,ml)
∏
j∈V
Xu,mj
)
≤ Cρ(ml−ml−1)/k.(165)
Letting |V | be the cardinality of the set V , then |V | ≤ k − 1, and we have∣∣∣∣∣∣E


(∏
j∈V
Xu,mj
) 1+|V |
|V |


∣∣∣∣∣∣ ≤ E


(
1
|V |
∑
j∈V
|Xu,mj ||V |
) 1+|V |
|V |


≤ E
(
1
|V |
∑
j∈V
|Xu,mj |1+|V |
)
≤ max
j∈V
E
(|Xu,mj |1+|V |) ≤M.
(166)
By Ho¨lder’s inequality and Jensen’s inequality∣∣∣∣∣E
(
(Xu,ml −X ′u,ml)
∏
j∈V
Xu,mj
)∣∣∣∣∣
≤ ∥∥Xu,ml −X ′u,ml∥∥1+|V |
∥∥∥∥∥
∏
j∈V
Xu,mj
∥∥∥∥∥
1+|V |
|V |
≤ ∥∥Xu,ml −X ′u,ml∥∥kM |V |1+|V | ≤ (C ′ρml−ml−1)1/kM ′ ≤ Cρ(ml−ml−1)/k.
(167)

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A.4. Proof of Lemma 8.4. First, letting αk = a(k/Bn) cos(kθ), we have
hn(u, θ) =
1
2π
√
nBn
(
Bn∑
k=0
n∑
j=n−k+1
Xu,jXu,j+kαk +
−1∑
k=−Bn
n∑
j=n+k+1
Xu,jXu,j+kαk
)
.(168)
By the summability of cumulants of orders 2 and 4 [Ros85, page 185], one can get
sup
u
var
(
Bn∑
k=0
n∑
j=n−k+1
Xu,jXu,j+kαk
)
= O(B2n).(169)
Therefore, we have supu ‖hn(u, θ)‖ = (nBn)−1/2O(Bn).
Next, note that by the assumption of GMC(4) defined in Eq. (6), we have
sup
u
sup
i
E(|Xu,i − X˜u,i|4) ≤ Cρℓn .(170)
Then we have
sup
u
sup
i
‖Yu,i − Y˜u,i‖ ≤ sup
u
sup
i
1
2π
Bn∑
k=−Bn
‖Xu,iXu,i+k − X˜u,iX˜u,i+k‖|αk|
≤ C sup
u
sup
i
Bn∑
k=−Bn
‖(Xu,i − X˜u,i)Xu,i+k + X˜u,i(Xu,i+k − X˜u,i+k)‖
= O(Bn) sup
u
sup
i
‖Xu,i − X˜u,i‖
= O(Bn) sup
u
sup
i
(E(|Xu,i − X˜u,i|)4)1/4
= O(Bnρℓn/4).
(171)
Finally
sup
u
‖gn(u, θ)− g˜n(u, θ)‖ = O
(
sup
u
n∑
i=1
‖Yu,i − Y˜u,i‖
)
= O(nBnρℓn/4) = o(1).(172)
A.5. Proof of Lemma 8.5. To show Eq. (77), since αk is bounded, letting zn = kn(pn +
qn) + 1− qn, we have
sup
u
E(max
θ
|Vu,kn(θ)|) ≤ C
Bn∑
j=−Bn
sup
u
E|
n∑
i=zn
X˜u,iX˜u,i+j|.(173)
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Since X˜u,iX˜u,i+j is 2ℓn-dependent, if |j| < ℓn, we have
sup
u
∥∥∥∥∥
n∑
i=zn
X˜u,iX˜u,i+j
∥∥∥∥∥ = O(2ℓn
√
(n− zn)/2ℓn) = O(
√
qnℓn) = O(
√
pnℓn).(174)
If |j| ≤ ℓn, since E(X˜u,iX˜u,i+jX˜u,i′X˜u,i′+j) = 0 if |i− i′| > ℓn, we have
sup
u
∥∥∥∥∥
n∑
i=zn
X˜u,iX˜u,i+j
∥∥∥∥∥
2
= sup
u
n∑
i,i′=zn
E(X˜u,iX˜u,i+jX˜u,i′X˜u,i′+j)
= sup
u
i+ℓn∑
i′=i−ℓn
n∑
i=zn
E(X˜u,iX˜u,i+jX˜u,i′X˜u,i′+j)
= O(qnℓn) = O(pnℓn),
(175)
where we have used the assumption supi E(|Xi|4+δ) < M . Therefore, we get Eq. (77).
To show Eq. (78), we first define h˜n(u, θ) by replacing Xi by X˜i. Then we can prove
similarly to Eq. (171) that
sup
u
E(max
θ
|hn(u, θ)− h˜n(u, θ)|) = o(1).(176)
Therefore, it suffices to show supu E(maxθ |h˜n(u, θ)|) = o(1). Using similar technique to
Eq. (173) we can show that
sup
u
E(max
θ
|h˜n(u, θ)|) = 1√
nBn
O(
√
BnℓnBn) = O(
√
ℓnBn/
√
n) = o(1),(177)
where we have used η < 1
2
and
√
ℓnBn/
√
n = O((log n)1/2nη−1/2) = o(1).
To show Eq. (79), we note that GMC(4) implies the absolute summability of cumulants up
to the fourth order. Also, for zero-mean random variables X, Y, Z,W , the joint cumulants
cum(X, Y, Z,W ) = E(XY ZW )− E(XY )E(ZW )− E(XZ)E(Y W )− E(XW )E(Y Z).
(178)
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Therefore, letting Lr be the set of the indices i’s such that Yu,i belongs to the block corre-
sponding to Uu,r, we have
var(Uu,r(θ)) =
∥∥∥∥∥
∑
i∈Lr
Bn∑
k=−Bn
[Xu,iXu,i+k − E(Xu,iXu,i+k)]αk
∥∥∥∥∥
2
=
∑
i,j∈Lr
Bn∑
k,l=−Bn
E{[Xu,iXu,i+k − E(Xu,iXu,i+k)][Xu,jXu,j+l − E(Xu,jXu,j+l)]αkαl}
=
∑
i,j∈Lr
Bn∑
k,l=−Bn
cum(Xu,i, Xu,i+k, Xu,j, Xu,j+l)αkαl
+
∑
i,j∈Lr
Bn∑
k,l=−Bn
E(Xu,iXu,j)E(Xu,i+kXu,j+l)αkαl
+
∑
i,j∈Lr
Bn∑
k,l=−Bn
E(Xu,iXu,j+l)E(Xu,i+kXu,j)αkαl,
(179)
where the first term is finite since the fourth cumulants are summable. For the second term
(the last term can also be shown similarly), we use the condition Eq. (12), so that
E(Xu,iXu,j)E(Xu,i+kXu,j+l) = [r(u, i− j) + o(1/n)][r(u, i− j + k − j) + o(1/n)].(180)
Then using pn = o(n), Bn = o(pn) and supu
∑∞
k=−∞ |r(u, k)| <∞, one can get
sup
u
max
r
max
θ
∑
i,j∈Lr
Bn∑
k,l=−Bn
[r(u, i− j) + o(1/n)][r(u, i− j + k − j) + o(1/n)]
= sup
u
max
r
max
θ
∑
i,j∈Lr
r(u, i− j)
[
Bn∑
k,l=−Bn
r(u, i− j + k − j) + o(Bn/n)
]
≤ (2pn + 1)(2Bn + 1)(sup
u
∞∑
k=−∞
|r(u, k)|2) + o(pnBn/n) = O(pnBn).
(181)
To show Eq. (80), we note that
var(U ′u,r) = var(Uu,r)
[
1 +
2E(U ′u,r)E(Uu,r − U ′u,r)− 2var(Uu,r − U ′u,r)
var(Uu,r)
]
.(182)
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From Lemma 8.8, we know that var(Uu,r(θ)) ∼ pnBnσ2u(θ) and σ2u(θ) = [1+η(2θ)]f 2(u, θ)
∫ 1
−1 a
2(t)dt ≥
f 2∗
∫ 1
−1 a
2(t)dt > 0. Thus, it suffices to show
sup
u
sup
r
sup
θ
E(U ′u,r)E(Uu,r − U ′u,r) = o(pnBn), sup
u
sup
r
sup
θ
var(Uu,r − U ′u,r) = o(pnBn).
(183)
By Lemma 8.6, applying similar inequalities as Eq. (89), we have
sup
u
sup
i
sup
θ
var(Uu,r − U ′u,r)
≤ sup
u
sup
i
sup
θ
‖Uu,r‖2+δ/22+δ/2
d
δ/2
n
= O((ℓn
√
pnBn)
2+δ/2(
√
nBn(log n)
−1/2)−δ/2)
= O(pnBn)O((log n)2+3δ/4(
√
pnBn)
δ/2(
√
nBn)
−δ/2)
= o(pnBn).
(184)
Finally, since E(U ′u,r) ≤ E(|Uu,r|) ≤ [E(|Uu,r|2+δ/2)]
1
2+δ/2 , using again similar inequalities as
Eq. (89), we have
sup
u
sup
r
sup
θ
E(U ′u,r)E(Uu,r − U ′u,r)
≤ sup
u
sup
r
sup
θ
‖Uu,r‖2+δ/2
‖Uu,r‖2+δ/22+δ/2
d
1+δ/2
n
= O(‖Uu,r‖2+δ/2/dn)o(pnBn)
= O(
√
pn/n(logn)
3/2)o(pnBn) = o(pnBn).
(185)
A.6. Proof of Lemma 8.6. For simplicity, we first consider that u and i are fixed. Without
loss of generality, we consider the first block sum (i = 1) so
Uu,1(θ) =
pn∑
j=1
Y˜u,j(θ).(186)
We will first show ∥∥∥∥∥
pn∑
j=1
Bn∑
k=−Bn
X˜u,X˜u,j+kαk
∥∥∥∥∥
2+δ/2
= O(ℓn
√
pnBn),(187)
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where αk = a(k/Bn) cos(kθ), and then we conclude O(ℓn
√
pnBn) is also uniformly over u
and i since the assumption supu supi E(|Xu,i|4+δ) < M . We first write by triangle inequality∥∥∥∥∥
pn∑
j=1
Bn∑
k=−Bn
X˜u,jX˜u,j+kαk
∥∥∥∥∥
2+δ/2
≤
∥∥∥∥∥
pn∑
j=1
0∑
k=−Bn
X˜u,jX˜u,j+kαk
∥∥∥∥∥
2+δ/2
+
∥∥∥∥∥
pn∑
j=1
Bn∑
k=0
X˜u,jX˜u,j+kαk
∥∥∥∥∥
2+δ/2
.
(188)
Now consider two cases (i) ℓn = o(Bn), then
pn∑
j=1
0∑
k=−Bn
X˜u,jX˜u,j+kαk =
pn∑
j=1
(
X˜u,j
−ℓn∑
k=−Bn
X˜u,j+kαk
)
+
pn∑
j=1
0∑
k=1−ℓn
X˜u,jX˜u,j+kαk,(189)
where the first term of the right hand side of Eq. (189) satisfies∥∥∥∥∥
pn∑
j=1
(
X˜u,j
−ℓn∑
k=−Bn
X˜u,j+kαk
)∥∥∥∥∥
2+δ/2
≤
ℓn∑
h=1
∥∥∥∥∥∥
⌊(pn−h)/ℓn⌋∑
j=1
X˜u,h+(j−1)ℓn
−ℓn∑
k=−Bn
X˜u,h+(j−1)ℓn+kαk
∥∥∥∥∥∥
2+δ/2
.
(190)
Continuing to divide the sum of
∑−ℓn
k=−Bn X˜u,h+(j−1)ℓn+kαk into ℓn parts, then by supu,i E(|Xu,i|4+δ) <
M , we have that∥∥∥∥∥
pn∑
j=1
(
X˜u,j
−ℓn∑
k=−Bn
X˜u,j+kαk
)∥∥∥∥∥
2+δ/2
= O(ℓn)O(
√
pn/ℓn)O(ℓn)O(
√
Bn/ℓn)
= O(ℓn
√
pnBn),
(191)
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which holds uniformly over u and i. Similarly, for the second term of the right hand side of
Eq. (189) ∥∥∥∥∥
pn∑
j=1
0∑
k=1−ℓn
X˜u,jX˜u,j+kαk
∥∥∥∥∥
2+δ/2
≤
0∑
k=1−ℓn
∥∥∥∥∥
pn∑
j=1
X˜u,jX˜u,j+kαk
∥∥∥∥∥
2+δ/2
=
0∑
k=1−ℓn
3ℓn∑
h=1
∥∥∥∥∥∥
⌊(pn−h)/3ℓn⌋∑
j=1
X˜u,h+3jℓnX˜u,h+3jℓn+kαk
∥∥∥∥∥∥
2+δ/2
= O(ℓ2n
√
pn/ℓn).
(192)
Note that the order O(ℓ2n
√
pn/ℓn) also holds uniformly over u and i. This is because
‖X˜u,h+3jℓnX˜u,h+3jℓn+k‖2+δ/2 is uniformly bounded, which can be shown using Cauchy–Schwarz’s
inequality and supu supi E(|Xu,i|4+δ) < M . Therefore, we have proven that, for case (i), we
have supu supi supθ ‖Uu,i(θ)‖2+δ/2 = O(ℓn
√
pnBn).
For the second case (ii) Bn = O(ℓn), we have∥∥∥∥∥
pn∑
j=1
0∑
k=−Bn
X˜u,jX˜u,j+kαk
∥∥∥∥∥
2+δ/2
≤
0∑
k=−Bn
∥∥∥∥∥
pn∑
j=1
X˜u,jX˜u,j+kαk
∥∥∥∥∥
2+δ/2
=
0∑
k=−Bn
3ℓn∑
h=1
∥∥∥∥∥∥
⌊(pn−h)/3ℓn⌋∑
j=1
X˜u,h+3jℓnX˜u,h+3jℓn+kαk
∥∥∥∥∥∥
2+δ/2
= O(Bnℓn
√
pn/ℓn) = O(ℓn
√
pnBn),
(193)
which is also uniform over u and i.
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A.7. Proof of Lemma 8.8. Using the property of cumulants in Eq. (178), similarly to
Eqs. (179) and (180), one can get∥∥∥∥∥∥
sn/2∑
i=−sn/2
{Yu,i(θ)− E(Yu,i(θ))}
∥∥∥∥∥∥
2
=
sn∑
i,j=−sn
Bn∑
k,l=−Bn
cum(Xu,i, Xu,i+k, Xu,j, Xu,j+l)αkαl
+
sn∑
i,j=−sn
Bn∑
k,l=−Bn
r(u, i− j)r(u, i+ k − j − l)αkαl + o(snBn/n)
+
sn∑
i,j=−sn
Bn∑
k,l=−Bn
r(u, i− j − l)r(u, i+ k − j)αkαl + o(snBn/n).
(194)
By Lemma A.4, we have
∑
m1,m2,m3∈Z
cum(Xu,0, Xu,m1, Xu,m2, Xu,m3) < C
∞∑
s=0
ρs/[4(4−1)] <∞,(195)
which implies that the first term of the right hand side of Eq. (194) is finite.
Finally, according to [Ros84, Theorem 2, Eqs. (3.9)–(3.12)], one can show
sn∑
i,j=−sn
Bn∑
k,l=−Bn
r(u, i− j)r(u, i+ k − j − l)αkαl
+
sn∑
i,j=−sn
Bn∑
k,l=−Bn
r(u, i− j − l)r(u, i+ k − j)αkαl ∼ snBnσ2u(θ).
(196)
Lemma A.5. Let {Xk} be ℓ-dependent with EXk = 0 and Xk ∈ Lp with p ≥ 2. Let
Wn =
∑n
k=1Xk. Then for any Q > 0, there exists C1, C2 > 0 only depending on Q such that
P(|Wn| ≥ x) ≤ C1
(
ℓ
x2
EW 2n
)Q
+ C1min
[
ℓp−1
xp
n∑
k=1
‖Xk‖pp,
n∑
k=1
P
(
|Xk| ≥ C2x
ℓ
)]
.(197)
Proof. See [LW10, Lemma 2]. 
Lemma A.6. Let {Xt} be ℓ-dependent with EXt = 0, |Xt| ≤ M a.s., ℓ ≤ n, and M ≥ 1. Let
Sk,l =
∑l+k
t=l+1Xt
∑t−1
s=1 αn,t−sXs, where l ≥ 0, l + k ≤ n and assume max1≤t≤n |αn,t| ≤ K0,
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max1≤t≤n EX
2
t ≤ K0, max1≤t≤n EX4t ≤ K0 for some K0 > 0. Then for any x ≥ 1, y ≥ 1,
and Q > 0,
P(|Sk,l − ESk,l| ≥ x) ≤ 2e−y/4 + C1n3M2
(
x−2y2ℓ3(M2 + k)
n∑
s=1
α2n,s
)Q
+ C1n
3M2
n∑
i=1
P
(
|Xi| ≥ C2x
yℓ2(M + k1/2)
)
,
(198)
where C1, C2 > 0 are constants depending only on Q and K0.
Proof. See [LW10, Proposition 3]. 
Lemma A.7. Assume Xk ∈ Lp, with p > 1, and EXk = 0. Let Cp = 18p3/2(p− 1)−1/2 and
p′ = min(2, p). Let α1, . . . ,∈ C. Then under GMC, we have∥∥∥∥∥
n∑
k=1
αk(Xk − X˜k)
∥∥∥∥∥
p
≤ Cp
(
n∑
k=1
|αk|p′
)1/p′
o(ρℓ),(199)
and
‖
n∑
k=1
αkXk‖p ≤ C
(
n∑
k=1
|αk|p′
)1/p′
, ‖
n∑
k=1
αkX˜k‖p ≤ C
(
n∑
k=1
|αk|p′
)1/p′
,(200)
for some constant C.
Proof. This lemma follows from [LW10, Lemma 1] with Θℓ+1,p = o(
∑∞
j=ℓ+1 ρ
j) = o(ρℓ). 
Lemma A.8. Assume EXu,k = 0, supu E|Xu,k|2p <∞, p ≥ 2. Let
Ln,u =
∑
1≤j≤j′≤n
αj′−jXu,jXu,j′, L˜n,u =
∑
1≤j≤j′≤n
αj′−jX˜u,jX˜u,j′,(201)
where α1, . . . ,∈ C. Then under GMC, we have
supu ‖Ln,u − ELn,u − (L˜n,u − EL˜n,u)‖p
n1/2(
∑n−1
s=1 |αs|2)1/2
= o(ℓρℓ).(202)
Proof. For fixed u, if E|Xu,k|2p < ∞, the result follow from [LW10, Proposition 1] with
Θ0,2p = o(1) and dℓ,2p =
∑∞
t=0min{o(ρt), o(ρℓ)} = o(ℓρℓ). Since we have supu E|Xu,k|2p <∞
the proof of [LW10, Proposition 1] also hold uniformly over u. 
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Lemma A.9. Assume EXu,k = 0, supu EX
4
u,k < ∞ and GMC(2). Let αj = βj exp(ijθ),
where i =
√−1, θ ∈ R, βj ∈ R, 1 − n ≤ j ≤ −1, m ∈ N and L˜n,u =
∑
1≤j<t≤n αj−tX˜u,jX˜u,t.
Define
Dk(u, θ) = Au,k − E(Au,k | Fu,k−1), Mn(u, θ) =
n∑
t=1
Dt(u, θ)
∗
t−1∑
j=1
αj−tDj(u, θ),(203)
where (·)∗ denotes complex conjugate, Fu,k−1 := F⌊uN−n/2⌋+k−1, and Au,k =
∑∞
t=0 E(X˜u,t+k | Fu,k) exp(ijθ).
Then
sup
u
‖L˜n,u − EL˜n,u −Mn(u, θ)‖
m3/2n1/2 supk ‖Xu,k‖24
≤ CV 1/2m (β),(204)
where
Vm(β) = max
1−n≤i≤−1
β2i +m
−n−1∑
j=−1
|βj − βj−1|2.(205)
Proof. For fixed u, the result comes from [LW10, Proposition 2]. Since here we have assumed
supu EX
4
u,k < ∞, following the proof of [LW10, Proposition 2], the upper bound also holds
uniformly over u. 
Lemma A.10. Suppose that EXk = 0, supu EX
4
k <∞, and GMC(2) holds, then
(1) We have∣∣∣∣E[(gn(u1, θ1)− Egn(u1, θ1))(gn(u2, θ2)− Egn(u2, θ2))]nBn
∣∣∣∣ = O(1/(logBn)2),(206)
uniformly on (u1, u2, θ1, θ2) such that either (u1, u2) ∈ U2 or (θ1, θ2) ∈ Θ2 where
U2 = {(u1, u2) : n2N ≤ u1 ≤ u2 ≤ 1 − n2N , |u1 − u2| ≥ nN (1 − 1/(logBn)2)} and
Θ2 = {(θ1, θ2) : 0 ≤ θ1 < θ2 ≤ π − B−1n (logBn)2, |θ1 − θ2| ≥ B−1n (logBn)2}.
(2) For αn > 0 with lim supαn < 1, we have∣∣∣∣∣E[(gn(u1, θ1)− Egn(u1, θ1))(gn(u2, θ2)− Egn(u2, θ2))]4π2nBnf(u1, θ1)f(u2, θ2) ∫ 1t=−1 a2(t)dt
∣∣∣∣∣ ≤ αn,(207)
uniformly on (u1, u2, θ1, θ2) such that either (u1, u2) ∈ U2 or (θ1, θ2) ∈ Θ¯2 where
U2 = {(u1, u2) : n2N ≤ u1 ≤ u2 ≤ 1 − n2N , |u1 − u2| ≥ nN (1 − 1/(logBn))} and
Θ¯2 = {(θ1, θ2) : B−1n (logBn)2 ≤ θ1 < θ2 ≤ π − B−1n (logBn)2, |θ1 − θ2| ≥ B−1n }.
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(3) We have ∣∣∣∣∣ E[gn(u, θ)− Egn(u, θ)]
2
4π2nBnf 2(u, θ)
∫ 1
t=−1 a
2(t)dt
− 1
∣∣∣∣∣ = O(1/(logBn)2),(208)
uniformly on {(u, θ) : B−1n (logBn)2 ≤ θ ≤ π − B2n(logBn)2, n2N < u < 1− n2N }.
Proof. (1) By Lemma A.8 we approximate gn−Egn first by g˜n−Eg˜n. Then by Lemma A.9,
we approximate g˜n−Eg˜n byMn(u, θ), whereMn(u, θ) =
∑n
t=1Dt(u, θ)
∗∑t−1
j=1 αn,j−tDj(u, θ).
Then it is suffices to show |E[Mn(u1, θ1) − M∗n(u1, θ1)][Mn(u2, θ2) − M∗n(u2, θ2)]| ≤
C nBn
(logBn)2
and |E[Mn(u1, θ1) +M∗n(u1, θ1)][Mn(u2, θ2) +M∗n(u2, θ2)]| ≤ C nBn(logBn)2 . We
only prove the first inequality here, since the other inequality can be proved similarly.
Define
rn(u1, θ1, u2, θ2) := |E[Mn(u1, θ1) +M∗n(u1, θ1)][Mn(u2, θ2) +M∗n(u2, θ2)]|.(209)
Since the martingale differences {Dt(u, θ)} are uncorrelated but not independent,
we further define Nn(u, θ) =
∑n
t=1Dt(u, θ)
∗∑t−ℓ−1
j=1 αn,j−tDj(u, θ), then ‖Mn(u, θ)−
Nn(u, θ)‖ = O(
√
nℓ) and |rn(u1, θ1, u2, θ2)| ≤ |r˜n(u1, θ1, u2, θ2)| + O(
√
nℓ(nBn) +√
nℓ(B2n)), where
r˜n(u1, θ1, u2, θ2) := |E[Nn(u1, θ1) +N∗n(u1, θ1)][Nn(u2, θ2) +N∗n(u2, θ2)]|.(210)
Since ℓ = ⌊nγ⌋ where γ is small enough, it suffices to show r˜n(u1, θ1, u2, θ2) =
O(nBn/(logBn)2). Now substitute Nn(u, θ) =
∑n
t=1Dt(u, θ)
∗∑t−ℓ−1
j=1 αn,j−tDj(u, θ)
to r˜n(u1, θ1, u2, θ2).
If θ1 6= θ2 and u1 = u2, we have
n∑
t=1
t−ℓ−1∑
j=1
2E|Dt(u, θ)Dj(u, θ)|2a2
(
t− j
Bn
)
[cos((t− j)(θ1 + θ2)) + cos((t− j)(θ1 − θ2))].
(211)
Now it suffices to show
n∑
t=1
t−ℓ−1∑
j=1
a2
(
t− j
Bn
)
cos((t− j)(θ1 ± θ2)) = O(nBn/(logBn)2).
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Since |θ1−θ2| ≥ B−1n (logBn)2, using 1+2
∑n
k=1 cos(kθ) = sin((n+1)θ/2)/ sin(θ/2) ≤
1/ sin(θ/2), sin(x) = Θ(x) when x→ 0, and denoting j = t− s, we have
n∑
t=1
∣∣∣∣∣
Bn∑
j=1
a2(j/Bn) cos[j(θ1 ± θ2)]
∣∣∣∣∣ ≤ Cn/(B−1n (logBn)2) = O(nBn/(logBn)2).(212)
If θ1 = θ2 but u1 6= u2, using Eq. (215) and n−N |u1 − u2| ≤ n/(logBn)2, we have
r˜n(u1, θ, u2, θ) ≤ Cr˜n−N |u1−u2|(u, θ, u, θ) = O((n−N |u1 − u2|)Bn) = O(nBn/(logBn)2).
(2) When θ1 6= θ2, using [WN67, Lemma 3.2(ii)] with the assumption on the continuity
of a(·) in Theorem 5.3, we have
lim
n
sup 2(nBn)
−1
n∑
t=1
t−ℓ−1∑
j=1
a2
(
t− j
Bn
)
cos((t− j)(θ1 − θ2)) <
∫
a2(t)dt.(213)
If θ1 = θ2 and u1 6= u2 then
lim
n
sup 2(nBn)
−1
n−N |u1−u2|∑
t=1
t−ℓ−1∑
j=1
a2
(
t− j
Bn
)
≤ lim
n
sup 2(nBn)
−1(n−N |u1 − u2|)
Bn∑
j=−Bn
a2
(
t− j
Bn
)
≤ lim
n
sup 2(nBn)
−1[nBn/(logBn)2]
∫
a2(t)dt <
∫
a2(t)dt.
(214)
(3) Since ‖Dt(u, θ)‖2 =
∑ℓ
j=ℓE(X˜u,tX˜u,t+j) exp(ijθ). then
r˜n(u, θ, u, θ) = O(nBn/(logBn)2) +
n∑
t=1
‖Dt(u, θ)‖2
Bn∑
s=−Bn
a2(s/Bn)
= O(nBn/(logBn)2) + 4π2f 2(u, θ)nBn
∫
a2(t)dt.
(215)

Lemma A.11. Let X1, . . . , Xm be independent mean zero d-dimensional random vectors
that |Xi| ≤ M . If the underlying probability space is rich enough, one can define independent
normally distributed mean zero random vectors V1, . . . , Vm such that the covariance matrices
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of Vi and Xi are equal, for all 1 ≤ i ≤ m; furthermore
P
(∣∣∣∣∣
m∑
i=1
(Xi − Vi)
∣∣∣∣∣ ≥ δ
)
≤ c1 exp(−c2δ/M).(216)
Proof. See [EM97, Fact 2.2]. 
Lemma A.12. If X and Y have a bi-variate normal distribution with expectations 0, unit
variances, and correlation coefficient r, then
lim
c→∞
P({X > c} ∩ {Y > c})
[2π(1− r) 12 c2]−1 exp (− c2
1+r
)
(1 + r)
3
2
= 1,(217)
uniformly for all r such that |r| ≤ δ, for all 0 < δ < 1.
Proof. See [Ber62, Lemma 2]. 
A.8. Proof of Lemma 8.9. By Markov’s inequality, we have
P
(
max
u∈U
max
0≤i≤Bn
|gn(u, θi)− g˜n(u, θi)|√
nBn
≥ 1/ logDn
)
≤
∑
u∈U
∑
0≤i≤Bn
P
( |gn(u, θi)− g˜n(u, θi)|√
nBn
≥ 1/ logDn
)
≤ CBnCn
E[ |gn(u,θi)−g˜n(u,θi)|√
nBn
]p/2
(1/ logDn)p/2
.
(218)
By Lemma A.8, E|gn(u, θi) − g˜n(u, θi)| = o(n1+γρ⌊nγ⌋) uniformly on u and θi. Since Dn =
BnCn is polynomial of n, the GMC assumption guarantees
P
(
max
u∈U
max
0≤i≤Bn
|gn(u, θi)− g˜n(u, θi)|√
nBn
≥ 1/ logDn
)
= o(1).(219)
A.9. Proof of Lemma 8.10.
Lemma A.13. Let Xi, i = 1, . . . , n be an arbitrary sequence of real-valued random variables
with finite mean and variance. Then
E(max
1≤i≤n
Xi) ≤ max
1≤i≤n
EXi +
√√√√n− 1
n
n∑
i=1
var(Xi).(220)
Proof. See [Ave85, Theorem 2.1]. 
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First of all, since a(·) has bounded support [−1, 1]. We only need to consider the case that
|s− k| ≤ Bn. Also, let α∗ be an upper bound of αn,i, and does not depend on u, then
E
(
max
u∈U
max
θ
|g˜n(u, θ)− g¯n(u, θ)|
)
≤ α∗ E

max
u∈U
∑
2≤k≤n,max(1,k−Bn)≤s≤k−1
∣∣∣X˜k,uX˜s,u − E(X˜k,uX˜s,u)− X¯k,uX¯s,u + E(X¯k,uX¯s,u)∣∣∣


≤ 2α∗ E

max
u∈U
∑
2≤k≤n,max(1,k−Bn)≤s≤k−1
∣∣∣X˜k,uX˜s,u − X¯k,uX¯s,u∣∣∣


= 2α∗ E

max
u∈U
∑
2≤k≤n,max(1,k−Bn)≤s≤k−1
∣∣∣X˜k,uX˜s,u − X¯k,uX¯s,u − X˜k,uX¯s,u + X˜k,uX¯s,u∣∣∣


≤ 2α∗ E

max
u∈U

 n∑
k=2
|X˜k,u|
k−1∑
s=max{1,k−Bn}
|X˜s,u − X¯s,u|




+ 2α∗ E

max
u∈U

 n∑
k=2
|X˜k,u − X¯k,u|
k−1∑
s=max{1,k−Bn}
|X˜s,u|



 .
(221)
Next, we show that the first term of the right hand side of Eq. (221) satisfies
E
(
max
u∈U
∑n
k=2 |X˜k,u|
∑k−1
s=max{1,k−Bn} |X˜s,u − X¯s,u|√
nBn
)
= o(1).(222)
Similar arguments yield the same result for the second term of the right hand side of Eq. (221).
Note that
E
(
max
u∈U
∑n
k=2 |X˜u,k|
∑k−1
s=max{1,k−Bn} |X˜u,s − X¯u,s|√
nBn
)
≤ E
(
max
u∈U
∑n
k=2 |X˜u,k|
∑k−ℓ
s=max{1,k−Bn} |X˜u,s − X¯u,s|√
nBn
)
+ E
(
max
u∈U
∑n
k=2 |X˜u,k|
∑k−1
s=max{1,k−ℓ+1} |X˜u,s − X¯u,s|√
nBn
)
.
(223)
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Applying Lemma A.13 and using ℓ-independence and Ho¨lder’s inequality, we have that uni-
formly on u
E

 n∑
k=2
|X˜u,k|
k−ℓ∑
s=max{1,k−Bn}
|X˜u,s − X¯u,s|


= E
(
n∑
k=2
|X˜u,k|
)
E

 k−ℓ∑
s=max{1,k−Bn}
|X˜u,s − X¯u,s|


= O(n)O(Bn)E
∣∣∣X˜u,k1|X˜u,k|>(nBn)α − EX˜u,k1|X˜u,k|>(nBn)α
∣∣∣
≤ O(nBn)(EX˜pu,k)1/p(P(|X˜u,k|p > (nBn)αp))1−1/p
= O(nBn)O((nBn)−αp)1−1/p = O((nBn)1−α(p−1)).
(224)
Furthermore, uniformly on u, we also have√√√√√E

 n∑
k=2
|X˜u,k|
k−ℓ∑
s=max{1,k−Bn}
|X˜u,s − X¯u,s|


2
=
√√√√√E
(
n∑
k=2
|X˜u,k|
)2
E

 k−ℓ∑
s=max{1,k−Bn}
|X˜u,s − X¯u,s|


2
=
√
O(n2)
√
O(B2n)E
∣∣∣X˜u,k1|X˜u,k|>(nBn)α − EX˜u,k1|X˜u,k|>(nBn)α
∣∣∣2
≤ O(nBn)(EX˜pu,k)1/p(P(|X˜u,k|p > (nBn)αp))1−1/p
= O(nBn)O((nBn)−αp)1−1/p = O((nBn)1−α(p−1)).
(225)
By the assumptions p > 4 and (p− 1)α > 3/4, we have
E
(
max
u∈U
∑n
k=2 |X˜u,k|
∑k−ℓ
s=max{1,k−Bn} |X˜u,s − X¯u,s|√
nBn
)
= O
(
C
1/2
n (nBn)
1−α(p−1)
(nBn)1/2
)
= o(1),
(226)
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since we have assumed C
1/2
n = o[(nBn)
α(p−1)− 1
2 ]. Next, uniformly on u, the second term of
the right hand side of Eq. (221) satisfies
E

 n∑
k=2
|X˜u,k|
k−1∑
s=max{1,k−ℓ+1}
|X˜u,s − X¯u,s|


= O(nℓ)E
∣∣∣X˜2u,k1X˜2u,k>(nBn)2α − EX˜2u,k1X˜2u,k>(nBn)2α
∣∣∣
≤ O(nℓ)
(
E|X˜u,k|p
)2/p (
P(X˜pu,k < (nBn)
pα)
)1−2/p
= O(nℓ)O((nBn)−αp)1−2/p
= O(nℓ)O(nBn)−α(p−2).
(227)
Furthermore, uniformly on u, we have√√√√√E

 n∑
k=2
|X˜u,k|
k−1∑
s=max{1,k−ℓ+1}
|X˜u,s − X¯u,s|


2
=
√
O(n2ℓ2)E
∣∣∣X˜2u,k1X˜2u,k>(nBn)2α − EX˜2u,k1X˜2u,k>(nBn)2α
∣∣∣2
≤ O(nℓ)
(
E|X˜u,k|p
)2/p (
P(X˜pu,k < (nBn)
pα)
)1−2/p
= O(nℓ)O((nBn)−αp)1−2/p
= O(nℓ)O(nBn)−α(p−2).
(228)
Overall, we have
E
(
max
u∈U
∑n
k=2 |X˜u,k|
∑k−1
s=max{1,k−ℓ+1} |X˜u,s − X¯u,s|√
nBn
)
= O
(
C
1/2
n nℓ(nBn)
−α(p−2)
√
nBn
)
= o(1),
(229)
since we have assumed Cn = o(B
1+2α(p−2)
n n−2−2γ).
A.10. Proof of Lemma 8.11. We prove this lemma by first showing that
max
u∈U
max
0≤i≤Bn
∣∣∣∣∣
∑kn+1
j=1 Vj(u, θi)√
nBn
∣∣∣∣∣ = oP(1),(230)
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and then showing
max
u∈U
max
0≤i≤Bn
∣∣∣∣∣
∑kn
j=1Uj(u, θi)−
∑kn
j=1 U¯j(u, θi)√
nBn
∣∣∣∣∣ = oP(1).(231)
To show Eq. (230), we note that {Vj} are independent. Applying Lemma A.5, we have
P
(∣∣∣∣∣
∑kn+1
j=1 Vj√
nBn
∣∣∣∣∣ ≥ 1logBn
)
≤ C1
( ∑kn+1
j=1 EV
2
j
nBn(logBn)−2
)Q
+ C1
kn+1∑
j=1
P
( |Vj|√
nBn
≥ C2
logBn
)
.
(232)
Similar to the proof of Lemma 8.12, one can show
∑kn+1
j=1 EV
2
j = O(n1+γB1−βn ). Therefore,
by choosing γ close to zero and Q large enough, we have( ∑kn+1
j=1 EV
2
j
nBn(logBn)−2
)Q
= O(n−c),(233)
for any c > 0. For the other term
kn+1∑
j=1
P
( |Vj|√
nBn
≥ C2
logBn
)
,(234)
we apply Lemma A.6 with M = (nBn)
α, k = Bn + ℓ, ℓ = ⌊nγ⌋ and y = (logBn)2, which
yields
P
( |Vj|√
nBn
≥ C2
logBn
)
≤ 2 exp
(
−(logBn)
2
4
)
+O
(
n3(nBn)
2α
(
(logBn)
2
nBn
(logBn)
4⌊n3γ⌋((nBn)2α +Bn)
)Q)
+O
(
n3(nBn)
2α
n∑
i=1
P
(
|X¯i,ℓ| ≥
C2
√
nBn
logBn
(logBn)2⌊n2γ⌋((nBn)α + (Bn + ⌊nγ⌋)1/2)
))
,
(235)
where the second term of the right hand side is O(n−c) by choosing Q large enough. Since
α < 1/4 and |X¯i,ℓ| < (nBn)α almost surely, the last term of the right hand side converge to
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zero almost surely if
(nBn)
α = o
( √
nBn
logBn
(logBn)2⌊n2γ⌋((nBn)α + (Bn + ⌊nγ⌋)1/2)
)
,(236)
which can be satisfied by choosing γ close enough to zero. Therefore, by choosing Q large
enough so that O(CnBnn−c) = o(1) (Note that this only requires Cn = o(ncB−1n ) for some c,
which is always satisfied when Cn is polynomial of n), we have
P
(
max
u∈U
max
0≤i≤Bn
∣∣∣∣∣
∑kn+1
j=1 Vj√
nBn
∣∣∣∣∣ ≥ 1logBn
)
≤ O(CnBn)P
(∣∣∣∣∣
∑kn+1
j=1 Vj√
nBn
∣∣∣∣∣ ≥ 1logBn
)
= o(1),
(237)
which implies Eq. (230).
To prove Eq. (231), note that
Uj − U¯j(u, θ) = Uj(u, θ)1
( |Uj(u, θ)|√
nBn
>
1
(logBn)4
)
− EUj(u, θ)1
( |Uj(u, θ)|√
nBn
>
1
(logBn)4
)
.
(238)
Therefore, other than using pn = B
1+β
n instead of qn = Bn + ℓ, the proof of Eq. (231) is
essentially the same as the proof of Eq. (230).
A.11. Proof of Lemma 8.12. By Lemma A.2, we have
P
(
max
u∈U
max
i/∈[(logBn)2,Bn−(logBn)2]
∣∣∣∣∣
∑kn
j=1 U¯j√
nBn
∣∣∣∣∣ ≥ x
√
log(BnCn)
)
= O(Cn)
∑
i/∈[(logBn)2,Bn−(logBn)2]
P
(∣∣∣∣∣
∑kn
j=1 U¯j√
nBn
∣∣∣∣∣ ≥ x
√
log(BnCn)
)
= O(CnBn + Cn(logBn)2)P
(∑kn
j=1 |U¯j |√
nBn
≥ x
√
log(BnCn)
)
= O(CnBn) exp
(
−1
2
x2nBn(logBn + logCn)∑kn
j=1EU¯
2
j +
1
3
√
nBn
(logBn)4
x
√
nBn(logBn + logCn)
)
.
(239)
Note that Uj =
∑
k∈Hj(Y¯k,ℓ − EY¯k,ℓ), we first divide
∑
k∈Hj(Y¯k,ℓ − EY¯k,ℓ) into ℓ sums of sub-
sequences. Note that Y¯k,ℓ = X¯k,ℓ
∑k−1
s=1 αn,k−sX¯s,ℓ = X¯k,ℓ
∑k−1
s=max(1,k−Bn) αn,k−sX¯s,ℓ. Thus,
one can get ‖U¯j‖2 = O(ℓB2n). Then using ℓ = O(nγ) and kn = ⌊n/(pn + qn)⌋ = O(n/B1+βn ),
78 SUPPLEMENTAL MATERIAL
one can get
∑kn
j=1EU¯
2
j = O(n1+γB1−βn ) = o(nBn) by choosing γ and β such that nγB−βn =
o(1).
Finally, we have
O(CnBn) exp
(
−1
2
x2nBn(logBn + logCn)∑kn
j=1 EU¯
2
j +
1
3
√
nBn
(logBn)4
x
√
nBn(logBn + logCn)
)
= o
[
CnBn exp
(
−1
2
x2 log(BnCn)
o(nBn)/(nBn) +
1
3
x log(BnCn)
(logBn)4
)]
→ o
[
CnBn exp
(
−3
2
x(logBn)
4
)]
= o(1),
(240)
since logCn + logBn = o(logBn)
4 when Cn and Bn are polynomials of n.
A.12. Proof of Lemma 8.13.
(1) We first show that for |i1 − i2| ≥ (logBn)2/Bn or |u1 − u2| ≥ nN (1− 1/(logBn)2), we
have ∣∣∣∣∣E
∑kn
j=1 U¯j(u1, θi1)
∑kn
j=1 U¯j(u2, θi2)
nBn
∣∣∣∣∣ = O(1/(logBn)2).(241)
Note that
∑
j U¯j can be approximated by g¯n. This is because according to the proof
of Lemma 8.11, we have
max
u
max
i
E|∑knj=1 U¯j(u, θi)− g¯n(u, θi)|2
nBn
= O(B−ǫ/2n ).(242)
Next, we can approximate g¯n by g˜n. This is because by Lemma 8.10 we have
max
u
max
θ
E|g˜n(u, θ)− g¯n(u, θ)|2
nBn
= O(1/(logBn)2).(243)
Finally, we only need to show
|Cov(g˜n(u1, θi1), g˜n(u2, θi2))|
nBn
= O(1/(logBn)2),(244)
which has been proved in Lemma A.10(i).
(2) For convenience, we assume
∫
a2(t)dt = 1. Select d distinct tuples (θi1 , ui), i =
1, . . . , d that (logBn)
2 ≤ i1 ≤ · · · ≤ id ≤ Bn − (logBn)2 and ui ∈ U , i = 1, . . . , d. Let
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Wn =
∑kn
j=1Wj where
Wj =
(
U¯j(u1, θi1)
f(u1, θi1)
, . . . ,
U¯j(ud, θid)
f(ud, θid)
)
, 1 ≤ j ≤ kn.(245)
Note that by Lemma A.10(iii), we have∣∣∣∣∣∣∣E
(∑kn
j=1 U¯j(u, θ)
)2
nBn
− 4π2f 2(u, θ)
∣∣∣∣∣∣∣ = O(1/(logBn)
2).(246)
Together with Eq. (241), we have∣∣∣∣Cov(Wn)nBn − 4π2Id
∣∣∣∣ = O(1/(logBn)2).(247)
Then we approximate Wn by W
′
n =
∑kn
j=1W
′
j using Lemma A.11, where {W ′j}
are independent centered normal random vectors. Then by Lemma A.11, we have
Cov(Wj) = Cov(W
′
j), for 1 ≤ j ≤ kn, and
P
( |Wn −W ′n|√
nBn
≥ 1/ logBn
)
= O(e−(logBn)3).(248)
Therefore, we have∣∣∣∣Cov(W ′n)nBn − 4π2Id
∣∣∣∣ = O(1/(logBn)2).(249)
(3) Next, for z = (z1, . . . , zd), we define the minimum of {zi} by |z|d := min1≤i≤d{zi}.
Then we show
P
( |Wn|d√
nBn
≥ yn
)
= (1 + o(1))
(√
8πy−1n exp
(
− y
2
n
8π2
))d
,(250)
uniformly on distinct tuples of {(uj, θij ), j = 1, . . . , d : (logBn)2 ≤ j1 ≤ · · · ≤
jd ≤ Bn − (logBn)2, n2N < uj < 1 − n2N } such that for any two tuples (uj1, θij1 )
and (uj2, θij2 ), if uj1 = uj2 then |θij1 − θij2 | ≥ (logBn)2/Bn; if θij1 = θij2 then
|uj1 − uj2| ≥ nN (1− 1/(logBn)2).
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According to Eq. (248), we have
P
( |W ′n|d√
nBn
≥ yn − 1
logBn
)
−O(e−(logBn)3)
≤ P
( |Wn|d√
nBn
≥ yn
)
≤ P
( |W ′n|d√
nBn
≥ yn − 1
logBn
)
+O(e−(logBn)3).
(251)
From Eq. (249), we have∣∣∣∣∣Cov
1/2(W ′n)√
nBn
− 2πId
∣∣∣∣∣ = O(1/(logBn)2),(252)
so that for a standard normal Rd-valued random vector, W˜ , the tail probability of
Cov1/2(W ′n)√
nBn
W˜ − 2πIdW˜ satisfies
P
(∣∣∣∣∣
(
Cov1/2(W ′n)√
nBn
− 2πId
)
W˜
∣∣∣∣∣ ≥ 1/ logBn
)
= O(e−(logBn)2/4).
(253)
Putting together the above results we can use 2π|W˜ |d (recall that we defined the min-
imum of {zi} by |z|d := min1≤i≤d{zi}) instead of |W
′
n|d√
nBn
to bound the tail probability
of |Wn|d√
nBn
:
P(2π|W˜ |d ≥ yn − 2/ logBn)−O(e−(logBn)2/4)
≤ P
( |Wn|d√
nBn
≥ yn
)
≤ P(2π|W˜ |d ≥ yn − 2/ logBn) +O(e−(logBn)2/4).
(254)
Using the following approximation of tail probability of a standard normal random
variable Z,
P(Z > z) = 1− Φ(z) ≤ 1
z
√
2π
exp
(
−z
2
2
)
,(255)
we can get
P
(
|Z| > yn
2π
)
= 2P
(
Z >
yn
2π
)
≤
√
8πy−1n exp
(
− y
2
n
8π2
)
.(256)
SUPPLEMENTAL MATERIAL 81
Then we have shown
P
( |Wn|d√
nBn
≥ yn
)
= (1 + o(1))
(√
8πy−1n exp
(
− y
2
n
8π2
))d
.(257)
Similarly, using Lemma A.12 and Lemma A.10(ii), we can also have
P
(∣∣∣∣∣
∑kn
j=1 U¯j(uk, θik)√
nBnf(uk, θik)
∣∣∣∣∣ ≥ yn, k = 1, . . . , d
)
≤ C
(√
8πy−1n exp
(
− y
2
n
8π2
))d−2
y−2n exp
(
− y
2
n
8π2
(1 + δ)
)
,
(258)
for some δ > 0, uniformly on distinct tuples of {(uj, θij ), j = 1, . . . , d : (logBn)2 ≤
j1 ≤ · · · ≤ jd ≤ Bn − (logBn)2, n2N < uj < 1 − n2N } such that for any two tuples
(uj1, θij1 ) and (uj2, θij2 )with j1 ≤ j2, if uj1 = uj2 then if θij1 = minj θij then |θij1 −
θij2 | ≥ B−1n ; otherwise |θij1 − θij2 | ≥ (logBn)2/Bn; if θij1 = θij2 then |uj1 − uj2| ≥
n
N
(1− 1/(logBn)2).
(4) Finally, we define
Au,i =
{
|∑knj=1 U¯j(u, θi)|2
4π2nBnf 2(u, θi)
≥ 2 logBn + 2 logCn − log(π logBn + π logCn) + x
}
(259)
and we show
P

 ⋃
(logBn)2≤i≤Bn−(logBn)2,u∈U
Au,i

→ 1− e−e−x/2.(260)
To this end, we define
A˜u =
⋃
(logBn)2≤i≤Bn−(logBn)2
Au,i(261)
and
Pt,u :=
∑
(logBn)2≤i1<···<it≤Bn−(logBn)2
P(Au,i1 ∩ · · · ∩ Au,it).(262)
Then by Bonferroni’s inequality, we have for every fixed k and u that
2k∑
t=1
(−1)t−1Pt,u ≤ P(A˜u) ≤
2k−1∑
t=1
(−1)t−1Pt,u.(263)
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Next following the proof of [Wat54, Theorem] and [WN67, Theorem 3.3] based on
Eq. (250) and Eq. (258), we can show
Pt,u → [BnP(Au,i)]t/t!(264)
as n→∞. As shown in [Wat54, pp.799], with Eq. (250) and Eq. (258), when n→∞,
we have
Pt,u → [(Bn − 2(logBn)2)t/t! +O(Bn − 2(logBn)2)t−1]P(Au,i)t.(265)
Therefore, we have shown
P(A˜u)→ 1− e−[BnP(Au,i)].(266)
Finally, we use the above techniques again to show
P
(⋃
u∈U
A˜u
)
→ 1− e−e−x/2 ,(267)
which means we only need to show
CnP(A˜u)→ exp(−x/2).(268)
Letting y2n/4π
2 = 2 logBn + 2 logCn − log(π logBn + π logCn) + x, as in Eq. (250),
we have
CnP(A˜u)→ CnBnP(Au,i)→ CnBnP
(
|N | > yn
2π
)
→ CnBn
yn
√
8π exp
(
− y
2
n
8π2
)
→ CnBn
√
8π√
8π2
√
logBn + logCn
exp
(
−x
2
) √π logBn + π logCn
BnCn
→ exp
(
−x
2
)
.
(269)
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A.13. Proof of Remark 4.2. First of all, by the assumption GMC(2)
Efˆn(u, θ)− f(u, θ) = 1
2π
[
Bn∑
k=−Bn
Erˆ(u, k)a(k/Bn)−
∑
k∈Z
r(u, k)
]
exp(
√−1kθ)
=
1
2π
Bn∑
k=−Bn
[Erˆ(u, k)a(k/Bn)− r(u, k)] exp(
√−1kθ) +O(ρBn).
(270)
Next, by the SLC condition, we know r(u, k) is Lipschitz. Together with the Lipschitz
condition of τ(·), we have
Erˆ(u, k) =
1
n
N∑
i=1
τ
(
i− ⌊uN⌋
n
)
τ
(
i+ k − ⌊uN⌋
n
)
E(XiXi+k)(271)
=
1
n
⌊uN⌋+n
2∑
i=⌊uN⌋−n
2
τ
(
i− ⌊uN⌋
n
)
τ
(
i+ k − ⌊uN⌋
n
)
[r(i/N, k) +O(k/N)](272)
=
1
n
⌊uN⌋+n
2∑
i=⌊uN⌋−n
2
[
τ
(
i− ⌊uN⌋
n
)2
+ o(k/n)
]
r(i/N, k) +O(k/N)(273)
Since r(u, k) is twice continuously differentiable with respect to u, we have
Erˆ(u, k) =
1
n
⌊uN⌋+n
2∑
i=⌊uN⌋−n
2
τ
(
i− ⌊uN⌋
n
)2 [
r(u, k) +
(
i− ⌊uN⌋
N
)
∂r(u, k)
∂u
+O(n2/N2)
](274)
+ o(k/n)r(i/N, k) +O(k/N)(275)
Furthermore, since τ(·) is an even function
1
n
⌊uN⌋+n
2∑
i=⌊uN⌋−n
2
τ
(
i− ⌊uN⌋
n
)2(
i− ⌊uN⌋
N
)
∂r(u, k)
∂u
= 0.(276)
Therefore, we have
Erˆ(u, k) =
[∫
τ 2(x)dx+ o(1/n)
]
r(u, k) +O(n2/N2) + o(k/n)r(u, k) +O(k/N)(277)
= r(u, k) + o(k/n+ 1/n)r(u, k) +O(k/N + n2/N2).(278)
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Therefore, by the locally quadratic property of a(·) at 0, we have
Erˆ(u, k)a(k/Bn)− r(u, k)
= Erˆ(u, k)
[
a(0) + a′(0)k/Bn +
1
2
a′′(0)k2/B2n + o(k
2/B2n)
]
− r(u, k)
= −C
(
k2
B2n
+ o(k/n)
)
r(u, k) +O(k/N + n2/N2).
(279)
Then, using the fact that if θ /∈ {0, π}, we know
Bn∑
k=0
cos(kθ) =
1
2
+
sin(2Bn+1
2
θ)
2 sin(θ/2)
,
Bn∑
k=1
sin(kθ) =
sin Bnθ
2
sin (Bn+1)θ
2
sin(θ/2)
,(280)
then for fixed θ /∈ {0, π}, we have
Bn∑
k=0
cos(kθ) = O(1),
Bn∑
k=0
k cos(kθ) = O(Bn).(281)
If supu
∑
k∈Z |r(u, k)|k2 <∞ and Bn = o(n), then
Efˆn(u, θ)− f(u, θ) + C
2π
∑
k∈Z
k2r(u, k) exp(
√−1kθ)
B2n
= O(Bn/N + n2/N2).(282)
Finally, Bn = o(N
1/3) implies O(Bn/N) = o(1/B2n). Also, n = o(N2/3) and Bn = o(N1/3)
implies O(B2nn2/N2) = o(1).
A.14. Proof of Lemma 8.14. First, we pick any (u0, θ0) such that |u0 − u| ≤ δu and
|θ0 − θ| ≤ δθ, then
fˆn(u0, θ0)− fˆn(u, θ) = 1
2π
Bn∑
k=−Bn
a(k/Bn)[rˆ(u0, k) exp(
√−1kθ0)− rˆ(u, k) exp(
√−1kθ)].
(283)
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Using τ
(
i−⌊u0N⌋
n
)
= τ
(
i−⌊uN⌋
n
)
+O ( δuN
n
)
, we have
rˆ(u0, k) exp(
√−1kθ0) = 1
n
N∑
i=1
τ
(
i− ⌊u0N⌋
n
)
τ
(
i+ k − ⌊u0N⌋
n
)
(XiXi+k) exp(
√−1kθ0)
(284)
=
1
n
⌊uN⌋+n
2∑
i=⌊uN⌋−n
2
[
τ
(
i− ⌊uN⌋
n
)
τ
(
i+ k − ⌊uN⌋
n
)
+O
(
δuN
n
)]
(XiXi+k) exp(
√−1kθ0).
(285)
Note that exp(
√−1kθ0) = exp(
√−1kθ)[exp(√−1k(θ0−θ))] and cos(kθ0) = cos(kθ) cos(k(θ0−
θ))− sin(kθ) sin(k(θ0 − θ)). Therefore, we have
fˆn(u0, θ0) =
1
2π
Bn∑
k=−Bn
a(k/Bn)rˆ(u0, k) exp(
√−1kθ) exp(√−1k(θ0 − θ))(286)
=
1
2π
Bn∑
k=−Bn
a(k/Bn)rˆ(u, k) cos(kθ)
[
1 +O
(
δuN
n
)]
[1 +O(kδθ)](287)
− 1
2π
Bn∑
k=−Bn
a(k/Bn)rˆ(u0, k) sin(kθ)O(kδθ)(288)
= fˆn(u, θ)
[
1 +O
(
δuN
n
)]
[1 +O(Bnδθ)] +OP(Bnδθ),(289)
where we have used the fact that the GMC condition implies
∑Bn
k=0 kr(u, k) = O(
∑Bn
k=0 kρ
k) =
O(Bn). Note that we have assumed that f(u, θ) > f∗ > 0 uniformly over u and θ, so we can
write OP(Bnδθ) = (Bnδθ)OP(fˆn(u, θ)). Therefore, we have
fˆn(u0, θ0)− fˆn(u, θ) = O(δuN/n+Bnδθ)OP(fˆn(u, θ)),(290)
which implies ∣∣∣∣∣ fˆn(u0, θ0)fˆn(u, θ) − 1
∣∣∣∣∣ = OP(δuN/n +Bnδθ).(291)
In order to make it equal to oP(1), we only need δu = o(n/N) and δθ = o(1/Bn). Therefore,
choosing α > 0, δu = O
(
n
N(logn)α
)
and δθ = O
(
1
Bn(logn)α
)
is sufficient.
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A.15. Proof of Remark 2.11. By triangle inequality and Ho¨lder’s inequality, we have
|r(u, k)− r(s, k)|(292)
= |E [G(u,Fi)G(u,Fi+k)−G(s,Fi)G(s,Fi+k)]|(293)
≤ ‖ [G(u,Fi)−G(s,Fi)]G(u,Fi+k)‖1 + ‖ [G(u,Fi+k)−G(s,Fi+k)]G(s,Fi)‖1(294)
≤ ‖G(u,Fi)−G(s,Fi)‖q‖G(u,Fi+k)‖p + ‖G(u,Fi+k)−G(s,Fi+k)‖q‖G(s,Fi)‖p(295)
≤ C|u− s|.(296)
