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Abstract 
We study the principal dynamical aspects of the cyclic automata on finite graphs. 
We give bounds in the transient time and periodicity depending essentially on the graph 
structure. It is shown that there exist non-polynomial periods e 61(m) , where /V / denotes the 
number of sites in the graph. 
To obtain these results we introduce some mathematical tools as continuity, firing paths, jumps 
and efficiency, which are interesting by themselves because they give a strong mathematical 
framework to study such discrete dynamical systems. 
1. Introduction 
Cyclic automata networks (CAN) consist of configurations of finite states, say Q = 
(0,. . , q- l}, evolving synchronously in discrete time on an undirected finite connected 
graph G = (V, E), where V is the set of sites and EC V x V is the set of edges. The 
local evolution rule is as follows: suppose the ith site is in state k. It advances to state 
(k + 1) modq if and only if at least one neighbor has a copy of state (k + 1) modq. 
That is to say, the dynamics occurs in the set of all possible configurations of the graph 
over the finite set Q = (0, 1, . . . , q - 1 }, QV = {x : V + Q}. The transition function, 
F: Q” 4 Q”, is given by 
F;(x) = 
S(Xi) if 3j E E such that X, = s(x,), 
x1 otherwise, 
where F;(x) denotes the ith component of F(x), s(p) = (p + 1) modq for p E Q and 
E = {j E V : (i,j) E E} is the set of the neighbors of the site i. 
This model belongs to the class of “excitable” automata [8]. A slightly related model 
is the Greenberg-Hasting automata, where the states change automatically from k to 
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(k + 1) modq whenever k # 0. For k = 0 the next state is 1 if and only if there exists 
some neighbor with this value. 
Both models roughly described above have several applications: reaction-diffusion 
phenomena, oscillating chemical reactions, pattern formation [5, 61, sensory and cortical 
neural systems and simulations of the cardiac muscle [lo]. More information about 
applications can be seen in [8]. 
When q=2 a CAN constitutes a symmetric neural network. This case has been 
extensively studied and the basic results is that the cycles have period 1 or 2 and that 
it is possible to give sharp bounds for the transient time (see for instance [4]). In this 
paper we will consider the case q > 3 only. 
From the mathematical point of view, the first model to be studied is the Greenberg- 
Hasting automaton [7]. In the previous reference, the authors introduce a discrete dis- 
tance and an algebraic invariant which allows them to characterize persistent patterns 
in a regular two-dimensional lattice. Further, in [l], the pattern periodicity is character- 
ized for two-dimensional lattices. On the other hand, in [lo], Shangai studied a related 
two-dimensional finite model and characterized local rules such that their dynamics has 
bounded or non-bounded cycles in the dimension of the cellular space. 
The CAN model has also been studied, from a probabilistic point of view, in a one- 
dimensional cellular space in the context of particle systems. Essentially, in [2, 31, 
authors give results about the fluctuation or fixation of the steady-state configuration 
starting from uniform product distributions. 
In this work we give a bound for the transient time and the periodicity depending 
on the graph structure and on the number q, of states. 
For each configuration x E Qv, we associate a subgraph of the original one com- 
posed by edges connecting sites whose states are neighbors in the state ring Q (the 
neighbors for k are k + 1, (k - 1) modq and k). This subgraph is called the skele- 
ton associated to the configuration x. This notion was introduced by Allouche and 
Reder in [l] to study the dynamical behavior of the two-dimensional Greenberg-Hasting 
model. 
We prove that the skeleton increases with the iteration. Since the skeleton is a sub- 
graph of the original one, for time large enough the skeleton will be stable. We also 
see that the stable skeleton may be non-connected and we prove that the evolution of 
a site, say a, depends only on the connected component of the skeleton, containing a. 
In this context we begin our study for configurations whose skeleton is the whole 
graph (continuous configurations), later, we study the general case by reducing the 
study to each connected component of the skeleton, which are continuous configura- 
tions. 
We show that a necessary condition to insure that the period of the system is greater 
than 1, i.e. it is not a fixed point, is that the stable skeleton contains at least one circuit 
whose jump is not zero. 
We also prove that the state at step t of a site i is the state at step 0 of the last 
site in a path beginning with i, with length smaller than t and maximum jump (this 
maximum is taken over every path beginning with i and having length smaller than t). 
M. Matamala. E. Golesl Discrek Applied Mathematics 77 11497) 16lL184 163 
Furthermore, the length of previous path is the minimum over all the paths reaching 
the maximum jump. 
In previous framework we prove that for continuous configurations the period divides 
the lcm of the lengths of the efficient circuits. The efficiency of a circuit is the quotient 
between its jump and its length. Furthermore, we are able to give a bound of the 
transient time. 
Our study in the general case (i.e. non-necessarily continuous configurations) pro- 
ceeds by giving a bound for the maximum time that a CAN could modify its skeleton 
and to reduce our study to continuous configurations. 
We also build a family of graphs where the period is 4lcm{i: i = 1,. . . , m}, which 
proves that our estimation for the global period is sharp. It is known that this last 
quantity is not polynomial in m, thus we exhibit a non-polynomial behavior for the 
CAN’s period. 
The paper is organized as follows: Section 2 is devoted to giving the basic definition; 
essentially the notions of continuity and jump. Also, we establish how these properties 
are related to the dynamics and we characterize the dynamical behavior for continuous 
configurations. Section 3 introduces, in our opinion, the main concept for a CAN: the 
eflciency. In this context we study how this concept is related to the notion of jump. 
Finally, in Section 4 we give the principal dynamical results for CAN, which can be 
summarized as follows: 
l the characterization of fixed points for continuous configurations; 
l the study of CAN’s periods for the continuous and general case; 
l the lower bounds for the transient length in the general case. 
2. Dynamical behavior of a CAN for continuous configurations 
In this section we prove that for a continuous configuration it is possible to know the 
state at any site i and at any time t by looking at paths in the graph G and computing 
their jumps at step 0. 
We say that a state x E Q” is continuous if and only if 
v(i,j) E -6 x; =x. I’ x, = s(xi) or s(x,) =x,. 
We denote by %? the set of all continuous configurations. Fig. 1 shows examples of 
non-continuous and continuous configurations. 
Lemma 1. Let x E %, then: 
(a) F(x) is also continuous. 
(b) a(fi(x), F,(x)) = g(xi,xj) + g&) - g.Ji), for any (i, j) E E, where 
1 if 6(x) = s(x,), 
s(x;) = x,, 
gX(i) = and a(x,,xi) = Xi =X’ 
0 otherwise, xj = s;;, ). 
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Q={Oo, CD,@ ,.I NON- coNrtNuous CONTINUOUS 
Fig. 1. Examples of non-continuous and continuous configurations. 
(c) g,(i) = max{O,O(Xi,Xj): j E I$}. 
Proof. Let x E %‘. Then, from definitions of 0 and g we have that 
O(Xi,Xj) = -O(Xj,Xi) 
and 
e(X) = ,sl_(i)(xj) = ss=(i)+o(x4,)(xi) = ,g~(i)+u(x~,x,)-_g,(i)(~(x)). 
Since a(xi,Xj) = 1 implies that gX(i) = 1 and a(xi,xj) = - 1 implies that g,(j) = 1 we 
get 
lO(Xi>Xj> + Sx(j> - SxCi)l d l. 
So, F(x) E %. Moreover, since q > 3 we obtain 
@E(X),c(X)) = @Xi,Xj> + S&> - sx(i>. 
Now. 
maX{O,CJ(Xi,Xj): j E J$} = 0 * Vj E l$ O(Xi,Xj) < 0 * gx(i) = 0. 0 
We say that C = (il ,...,i,), n>2isapathoflengthL(C)=n-lonthegraph 
G = (V,E) if and only if ij E V and (ii, i,+l ) E E, for every 1 < j < II. 
Now, we define the jump of a path C = (iI,. . . , in) over a continuous configuration x, 
as follows: 
J(C3x) = C 4Xik-,>Xik). 
k=2 
It is easy to see that for a continuous configuration, IJ(C,x)l d L(C). Further, we have 
the following result. 
Corollary 1 (Jump variation formula). Let C = (iI,. . . , in) be a path andx E V. Then, 
J(C,F(x)) = J(C,x) + sx(i,> - gx(il 1. 
Proof. Lemma l(a) establishes that F(x) is continuous, so J(C, F(x)) is well defined. 
From Lemma l(b) we conclude. 0 
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Q={O,l,2,31 
x=(0,0,1,2,3.2.3,0) 
R c D 
Fig. 2. Computation of a(i,L,s) for L < 8, Q = (0, 1,2,3} and x = (0.0, 1,2,3,2,3,0) 
We define the set of paths of length less or equal to L arising in site i E V, as 
follows 
G(i,L) = {C = (il,..., i,): il = i, L(C) < L}. 
Also we define for x E %? the maximum jump on G(i, L) by 
a(i,L,x) = max{J(C,x): C E G(i,L)}. 
Fig. 2 gives an example where we compute a(i,L,x). 
It is easy to see that for L 2 1, a(i,L+l,x) 3 0. Indeed, let j E E. We have two pos- 
sibilities. First, a(x;,xi) < 0 then the path C = (i,j,i) E G(i,2) has jump J(C,x) = 0. 
Second, a(xi,x,) > 0 then C = (i,j) belongs to G(i, 1) and its jump is G(Xi,Xj) > 0. 
Lemma 2. For x E W and L 3 1, there exists C- E G(i, L) such that 
J(C-, F(x)) = a(i,L + 1,x) - g_Ji). 
Proof. Suppose that the maximum jump a(i, L,x) is reached by a path C= (i, . . , i,_ 1, i,) 
of length L(C) > 2. Then, we can drop the last site in C obtaining a new path C = 
(i,. . , i,_ 1) satisfying 
J(C-3X) = J(C,X) - c(Xi.-,,Xi,). 
Using Corollary 1 to compute J(C-,F(x)), in term of J(C-,x), we obtain 
J(C-,F(x)) =J(C-,x) + g,(i,-1) - gAi> 
=J(GX) - ch(i) - dX~~_,,xg) + SAL1 1. 
We only need to prove that g(xi,_, ,xi, ) = gX(i,_ I ). 
Since C reaches the maximum jump and L(C) 3 2, we obtain a(~~~_, ,xi,) 3 0. 
Letj E En,, and Cj = (i,...,i,_l,j). Then, L(C)) = L(C) and soJ(C’,x) <J(C,x), 
which implies that (T(xi._,,x,) < o(x~,_),x~,) for every j E F$_,. So, from Lemma l(c) 
we conclude that 
ch(G-1) = max{0,4xi,_,,xi>:j E En_,} = o(x~,_,,x~,). 
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=(0,0,1.2,3,2,3,0) 
I-l G F E 
Fig. 3. Computation of the minimal length. 
Now, assume that the maximum jump is attained by a path C = (&in). Then, for 
j E q+,,, the path Cj = (i,i,,j) belongs to G(i,2) c G(I’,L + l), for L 3 1. Thus, 
J(Cj,x) < J(C,x), 
every 
which implies that cr(xi,,xj) d 0. Then, from Lemma l(c) we have gI(in) = 0. Taking 
C- = C and applying the Corollary 1 we get 
J(C-,F(x)) = J(C-,x) + gX(i,) - gX(i) = a(i,L + 1,x) - gX(i). 0 
Lemma 3. Let x E % and L 3 1. Then 
a(i,L,F(x)) + gX(i) d a(i,L + 1,x). 
Proof. Let C = (i,. . . , i,) be a path belonging to G(j,L). We first prove that 
J(C,x) + gX(in) d a(i,L + 1,x). (*) 
Assume gJi,) = 0. Then, previous inequality holds from the inclusion G(i,L) C G(i, 
L + 1). On the other hand, gX(in) = 1 implies that cr(xi,,xj) = 1 for some j E J$. We 
build a new path Cf, adding the edge (i,,,j) to C. Then, Cf belongs to G(i,L + 1) 
and 
J(C+,x) = J(C,x) + O(Xi,,Xj) = J(C,X) + gx(i,>, 
which proves the inequality (*). 
Now, applying Corollary 1 to the left side of this inequality, we obtain that 
J(C,F(x)) + g*(i) = J(C,x) + gX(i,) < a(i,L + 1,x). 
Since C is an arbitrary element in G(i,L) we conclude. 0 
We define h(i, L,x) as the minimum length over the paths in G(i, L) which attain 
a(i, L,x). Fig. 3 shows the values of h(i, L,x) for the graph and the configuration given 
in Fig. 2. 
Next proposition relates h(i,L,x) to a(i,L,x). 
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Proposition 1. Let x E %?. Suppose L > 1. Then 
a(i,L + 1,x) = a(i,L,F(x)) + gx(i). 
Moreover: 
(a) if h(i,L + 1,x) 3 2, then 
a(i,L + 1,x) > 0 =+ a(i,L,F(x)) > 0 
and 
h(i,L,F(x)) = h(i,L + 1,x) - 1; 
(b) f h(i,L + 1,x) = 1, then 
a(i, L, F(x)) = 0 
und 
h(i,L,F(x)) = 1. 
Proof. Let C = (i, . . . , &_I,&) E G(i,L) given in Lemma 2 satisfying 
J(C,F(x)) = a(i,L + 1,x) - gJi). 
Lemma 3 establishes that 
a(i,L,F(x)) d a(i,L + 1,x) -g,(i) = J(C,F(x)). 
Thus, 
a(i,L + 1,x) = a(i,L,F(x)) + gx(i). 
(a) Suppose that h(i,L + 1,x) > 2 and a(i,L + 1,x) > 0. Then, if ~.~(i) = 1 we 
obtain that a(& 1,x) 3 1. Since h(i,L+ 1,x) >, 2 we know a(i,L+ 1,x) > I. Thus, from 
previous result, a(i, L, F(x)) > 0. 
(b) Now, we analyze the case h(i,L + 1,x) = 1. Let C = (i,j) such that J(C,x) = 
a(i,L + 1,x), then u(i,L + 1,x) E {O,l} and gX(i) = u(i,L + 1,x). From Lemma 3 we 
get u(i L, F(x)) < 0 and from Lemma 2 we know that a(& L, F(x)) 3 0. We conclude 
that a(& L, F(x)) = 0. Moreover, from Corollary 1 we have 
0 3 J(C,F(x)) = J(C,x) + 6/X(j) - SX(i) 3 0 
then, we get h(i, L,F(x)) = 1. 0 
Proposition 2. Let x E %?, then 
(a) if a(i, L,x) < 0, then F’(x) = xi, VI, 1 < 1 d L; 
(b) if u(i,L,x) > 0, then F/(x) = s~(‘,~~*)(x~), VI, h(i, L,x) < 1 < L. 
Proof. We prove the property (a) by induction on L. 
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For L = 1 and C E G(i, 1) with J(C,x) = a(i,L,x) we have 
J(C,X) < 0 ti Vj E E@(Xi,Xj) < 0 * gx(i) = 0 ‘% F;(X) =Xi. 
Assume that the result holds for L’, 1 d L’ < L. We prove it for L + 1. 
From Lemma 3, we obtain a(i,L,F(x)) < a(i, L + 1,x) < 0. Applying the inductive 
hypothesis to F(X) we obtain q’(F(x)) = e(x), 1 d I < L. But a(i,L+l,x) d 0 implies 
that o(Xi,Xj) d 0 for every j E fi, which is equivalent to gJi) = 0. Hence, I;;(x) = Xi 
and the property (a) follows. 
Now, we prove the property (b) by induction on L. For L = 1, let C E G(i, 1) with 
J(C,x) = a(i, 1,X) > 0, then L(C) = J(C,x) = a(& 1,x) = h(i, 1,x) = g*(i) = 1. Thus, 
E(x) = s gJi)(xi) = sa(i71,x)(xi). 
Suppose that the property (b) holds for L’, 1 < L’ 6 L. We prove the property (b) 
for L + 1. From Proposition 1 we know a(i,L,F(x)) > 0 when h(i,L + 1,x) 2 2. So, 
in this case, we can apply the inductive hypothesis to F(x) obtaining 
F+(F(x)) = s~(~,~,~(~))(~(x)), I b’l, h(i, L, F(x)) < I < L. 
But, h(i,L,F(x)) = h(i,L + 1,x) - 1 and a(i,L,F(x)) = a(i,L + 1,x) - gx(i). So, 
F:“(~) = ,a(i,L+l,x)-s~(i)+s(i)(Xi) = sa(iJ+i,x) 
I (Xi), tit, h(i,L + 1,X) d I’ <L + 1. 
In the case u(i,L + 1,x) > 0 and h(i,L + 1,x) = 1, it follows from Proposition 1 that 
u(i,L,F(x)) = 0 and h(i,L,F(x)) = 1. Applying the property (a) to F(x) we obtain 
&‘(F(x)) = Z-$(x) ‘v’Z, 1 6 I <L. 
But, u(i,L + 1,x) = 1 and h(i,L + 1,x) = 1, then 
fi(x) = #i)(xi) = Sa(kL+i,x)(Xi); 
hence, 
ef(x) = f(iJ+Lx) 
(Xi) VZ’, h(i,L + 1,X) d I’ <L + 1. 0 
Fig. 4 shows how to apply Proposition 2. 
3. Efficiency and its relation with the maximum jump 
In this section we give some relation between the maximum jump and the efficiency, 
which is the quotient between the jump and the length of a simple circuit. The following 
notions will be used throughout this section. 
A path C = (ii , . . . , i,,) is a circuit if and only if ii = i,. Observe that with this 
definition, (i,j,i) is consider as a circuit, when (i,j) E E. The path will be called open 
when C does not contain circuits. A circuit C is called simpZe if and only if every site 
in C appears only once. 
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x=(0,0,1,2,3,2.3,0) 
h(i.Lx) 
12345678 
a(i,Lx) 
1234.5678 
B C D 
H G F E 
F’ (4 
Fig. 4. Computation of F’(x) using a(i,L,x) and h(i,L,x). 
In Fig. 3 the path C = (A, B, C, D, E, F, G, H,A, B, C, D, E, F, G, H,A) is a circuit and 
the path C’ = (A, B, C, D, E, F, G, H,A) is a simple one. Moreover, the path C” = 
(A, B, C, D) is an open path. 
Let y = (ii,. . , i,) be a simple circuit. It is easy to see that J(y,x) = -J(y’,x) where 
y’ = (i,, . . . ,il). Then we must consider 7 and 7’ as two different circuits. Moreover, 
since J( y’, x) = J(y,x) for any cyclic permutation CJ, where ;” = (i,(i), . , iricn)), we 
consider 7 and +$’ as the same circuit. 
We use a description of a path C which allows us to compute J(C,x) and L(C) 
in terms of simple circuits (without vertex repetitions) and open paths of C (without 
circuits). 
Let R be the number of simple circuits in the graph G. Consider the following 
algorithm. 
input: u path C, output: a path O(C) and a cector n(C). 
(1) Initially, set O(C) = C and n,(C) = 0, r = 1,. . . , R. 
(2) Cover sites in C in the order described by C, looking for a simple circuit. If there 
is no simple circuit in O(C) finish. Else, go to 3). 
(3) If y,. is such a simple circuit, add one to n,(C) and remove yr from O(C). Back 
to step 2). 
Clearly, at the end of previous algorithm O(C) is an open path. Moreover, it is 
straightforward that 
J(C,x) = J(O(C),x) + 5 nr(CV(yr,x) 
r=l 
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7, =(CD&F.GJI.C) 7. = (CH.G,FED.CJ 
t: =(A.H.CJIJJA) Y, (aJJJI.CBA) 
t =(AB.CDEF.GHJJA) 7. = (AJJH.GFED.CBA) 
C.(AJJJl,CDEF.GJI,CB) n(c,s(,~@#~~, GLOAAL EFFICIENCY 
1 
6 
O(C)=iAJJH.CB) 
Fig. 5. Computation of efficiencies for a graph G with 6 simple circuits. (a) Connected graph G, continuous 
configuration x and Q = (0, 1,2,3). (b) Computation of efficiency for the simple circuits of G and for the 
path C. 
and 
R 
L(C) = L(O(C)) + c nr(CP(Yr), 
where yr is the rth simple circuit. When n,(C) # 0 we say that yr is visited or used 
by C. 
Fig. 5 shows how we obtain O(C) and n(C) from a path C. 
Now, we define the concept of efficiency and we use it to estimate the value of 
a(i,L,x) and from that to determine the period and the transient length of the CAN. 
We define the efficiency e,(x) for a simple circuit y,. of G over a continuous con- 
figuration x by 
Jhx) e,(x) = ---. 
L(Yr) 
For a path C visiting at least one simple circuit we define its efficiency over x E %? 
as 
e(C,x) = max{e,(x) : n,(C) # O}. 
The global efficiency e(x) is defined by 
. 
. 
e(x) = max{e,(x) : r = 1,. ,R}. 
Some easy properties of e,(x) and e(x) are the following: 
le,(x)l < 1. 
Since J(y,,x) = -J($,x) where yr = (iI,. ..,i,) and y: = (i, ,..., ir), and J(y,,x) < 
L(y,.) we have 0 < e(x) < 1. 
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l Let y,. = (iI,. , i,) be a simple circuit. Then for x E %? we get e,.(x) = qk/l, 
k, 1 E N. In fact, 
xi, =s +I, + )(xi, ) = . . = LfJhJ)(xi, ). 
thus J(yy,x) = Omodq. Moreover, when J(yr,x) > 0 we have IV1 > L(y,) 2 J(y,.,x) 
B q. Thus e,.(x) 3 q/lVl. 
The next lemma proves that the maximum jump a(i, .,x) increases at least as a linear 
function on L with slope e(x). 
Lemma 4. Let x E ?? and L b 1 V/. Then for i E V, 
a(i,L,x) 3 L. e(x) - 21 VI. 
Proof. When e(x) = 0 the result holds directly. Suppose e(x) > 0 and let Y be such 
that the efficiency of yy is the global one. Let jo be a site in circuit ~j~ such that its 
distance to i is minimal. If i # jo, let u be an open path connecting i with j,-, and 
having minimum length. When i = jr,, we take v as the empty path. Since 2: is an open 
path and 11,. is a simple circuit we get 
L(v) + UY,) d /VI, 
which implies L(v) < L. We build a path C, beginning with v and followed by m loops 
around circuit yr, where m is given by 
Then L(C) = L(v) + mL(y,) < L(v) + L - L(v) = L, i.e., C E G(i,L). Moreover, since 
L(u) < /I/ - Ug,) we have that m 3 L(L - IVl)/L(yl) + 1J 3 (L - lVl)/L(y,.) which 
implies 
J(C,x) = J(v,x) + m ..J(]jr,X) 3 - L(v) + 
L-IV// ---J(rr,x) 
L(YF) 
3 -1 VI + L e,(x) - I Vie,(x) >, L. e,(x) - 21 VI = L e(x) - 21 V/. 
Since a(i,L,x) > J(C,x) we conclude. I7 
Next lemma establishes that two simple circuits used in a path C in G(i, L), with 
a(i, L,x) = J(C,x) and having the same length, must have the same efficiency. 
Lemma 5. Consider C E G(i, L) with J(C,x) = a(i, L,x) and two vertices j, k such that 
ni(C) # 0 and Q(C) f 0. Then, L(1;,) = L(yk) implies J(yj,x) = J(yk,x). 
Proof. We build two paths C’ and C” as follows (see also Fig. 6). 
c’ : O(C’) = O(C), 
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u, 
c: C’ : n+ m l‘nw.V :’ 
q 
_..I C” : 
75 Y. n+mrime , ,‘.’ _..’ 
Fig. 6. Example of how we proceed in the proof of Lemma 5 
n,(C), r#j andr#k, 
n,( C’) = nj(C) + Q(C), r = k, 
0, r=j, 
c” : O(C”) = O(C), 
i 
n,(C), r#jandr#k, 
n,(C”) = Hj(C) + nk(C), r = j, 
0, r = k. 
Since yj and yk are simple circuits C’ and C” are well defined. Moreover, L(yj) = 
L(yk) implies L(C) = L(C’) = L(C”). 
Since C E G(I’,L) and J(C,x) = a(i,L,x) we know J(C’,x) < J(C,x) and J(C”,x) < 
.I( C, x). Therefore, 
and 
(nj(C> + nk(C))J(Yj7x) d nj(C)J(Yjyi,x) + %(C)J(Yk,x). 
Hence, 
nj(C)J(Yk,x) d nj(W(Yj,x) 
and 
nk(C)J(Yj,x) d Q(C)J(Yk,x). 
Since nj(C) # 0 and nk(C) # 0 we conclude J(yj,x) = J(Y~,x). 0 
The previous result motivates us to separate the computation of the jump J(C,x) in 
three parts. Let Sz, K& and Q, be the set of simple circuits visited by C, the set of 
circuits in 52 whose efficiency is less than e(C,x) and the set of circuits in 52 whose 
efficiency is equal to e(C,x), respectively. We call a simple circuit in 52, an efficient 
circuit for C and a simple circuit in Q,,, a non-efficient circuit for C. 
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Fig. 7. Picture of how we proceed in Lemma 6. 
Let CEG(~,L), with J(C,x) = a(i,L,x). We prove that when a non-efficient circuit 
yr for C has length s, then C visits simple circuits with length s at most (Y( times. 
Notice that from Lemma 5 any simple circuit of length s visited by C is a non-efficient 
one. 
n’ = n s, 
m’ = m+s, 
Lemma 6. Let XE%? and CEG(~,L) with J(C,x) = a(i,L,x). Let ~1 be, such that ;lr, 
is a non-efJicient circuit for C. Then, for s = L(;;, ), 
a, = f: n,(C) < IV/. 
L(T,)ZS 
Proof. Suppose that 1 VI d a,. Let y,.j be an efficient circuit for C. Define C’ as follows 
(see Fig. 7). 
c’: O(C’) = O(C), 
r = Y’, 
y = rt, 
Y # r1 and L(y,) = s, 
otherwise. 
Since a,s 3 IV\ > L(y,.,) and from Lemma 5 L(yL) # s, C’ is well defined. Moreover, 
L(C’) - L(C) is given by 
L(C’) - L(C) = (n,!(C) + s)L(y,O + (a, - L(p))s 
+v(C)L(y,~) - n,,(C)s - 2 nl(C)L(‘ir). 
L(y, )=s,rfr, 
Since CfcY,,_ n,(C)L(y,) = sas we conclude L(C’) = L(C), which implies C’ E 
G(i, L). 
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Now, we compute the jump difference between the two paths: 
From Lemma 5 we know that Cf(,,,_, n,(C)J(y,,x) = J(y,, ,~)a,. Then 
J(C’,x) -J(W) = sJ(w,x) - L(y,OJ(Y, ,x> = W+)(w(x) - e,,(x)) > 0, 
which is a contradiction, since J(C,x) = a(i, L,x). I7 
We define the open part of J(C,x) as J(O(C),x), the non-efficient part as the con- 
tribution of the non-efficient circuits for C and the efficient part as the contribution of 
the efficient circuits for C. 
In Corollary 2, we shall prove that the open part and the non-efficient part of 
the jump are bounded by a polynomial on 1 V/. So, the linear growth of a(i,L,x) as 
a function on L established in Lemma 4, is due to the efficient part. 
Corollary 2. Let XE%? and CgG(i,L) with a(i,L,x) = J(C,x). Then: 
(a) J(O(Chx) d IV and CrEn ne n,(C)J(y,,x) d 1 V13. 
@) J(Q) < e(C,x>yC)l + I VI + I v13. 
Proof. Clearly, J(O(C),x) < L(C) d I VI. 
From Lemma 6 we know that C visits non-efficient circuit of length s at most I VI 
times. So, it visits non-efficient circuit at most [VI* times. Moreover, the jump of any 
simple circuit is bounded by V. Therefore the non-efficient part is bounded by 1 V13. 
To obtain the property (b) we perform the following computation. 
J(O) = J(O(C),x) + c n,(C)Jb,x) + c n,(CYb,x). 
rEQne ra2, 
It is clear that 
c n,(C)J(y,,x) = e(C,x> c nr(CMyr) 
r&Q, rEc& 
= e(C,x)(L(C) - C nr(W(yr> - -UO(C))). 
rG& 
Thus, 
J(C,x) = J(O(C),x) - e(C,xMo(C)> + c QC)(Jb,x) 
rE%c 
-e(C,xPb)) + e(C,x)-UC), 
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since -e(C,x)L(O(C)) < 0, J(O(C),x) d IV/, -e(C,x)L(yr) G 0, J(y,,x) d /V/ and 
c rEQ,,, n,(C) < /VI2 we obtain the conclusion. C 
The previous corollary says us that a(i,L,x) is bounded from above by a linear 
function on L with slope e(C,x). Lemma 4 and Corollary 2 together give the next 
result. 
Lemma 7. Let xE%, L >4/Vls/q, e(x) > 0 and CEG(i,L) with J(C,x) = a(i,L,x). 
Then 
e(C,x) = e(x). 
Proof. It is clear that L > 41 V14/q 3 /VI so, Lemma 4 implies 
J(C,x) > Le(x) - 2lVI. 
Moreover, from Corollary 2(b), we get 
Le(x> - 21V/ G J(C,x) < e(C,x)L(C) + IV1 + /VI3 d e(C,x)L + /VI + /V13. 
Assume that e( C,x) = 0. Then we get that L < (3 ( VI + / VI3 )/e(x). Since e(x) > 0 we 
know that e(x) 3 q/l VI. Thus, L < 41 Vj4/q which is a contradiction. So, e(C,x) = kq/l 
with k E N, k # 0 and 1 < I VI. Suppose that e(C,x) = kg/l < k’qfl’ = e(x). Since 
1,l’ d 1 V/ and k’l - kl’ 3 1 we get that 
e(x) - e(C,x) = T - 7 = $(k'l - kl’) 2 4. 
/VI2 
so. 
L(e(x) - e(C,x>> G 31 VI + I VI3 
implies that 
L< 41 VI3 
e(x) - e(C,x> 
< 41V13 -+12, 
4 
which is a contradiction. 0 
Let C E G(i,L) with J(C,x) = a(i,L,x). Let s be such that there exists an efficient 
circuit for C of length s. Then, we choose one efficient circuit of length s, say us ;‘“, 
and we accumulate all the loops performed by C in efficient circuits for C of length s, 
in 7’. 
The accumuluted form of C, C,, consists of the modification of the efficient part of 
the jump of C, by grouping, for each s, the loops made by C in efficient circuits with 
lengths s, in ys. No other efficient circuit for C of length s, is visited by C,. 
Since two efficient circuits for C, with the same length have the same jump, it is 
easy to see that L(C,) = L(C) and J(C,,x) = J(C.x). 
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Lemma 8. Let x E W?, e(x) > 0 and Y be such that yr has global ej‘iciency and i 
a site in yr. Then, for L 2 31Vj4/q there exists C E G(i,L), with J(C,x) = a(i,L,x), 
visiting yr. 
Proof. Let C E G(i, L) with J(C,x) = a(i, L,x). We know from Corollary 2(a) that the 
non-efficient part of C is bounded by 1 VI3 and from Lemma 4 that the jump increases 
at least as a linear function of L. 
Assume that for every s, the loops performed by C, in efficient circuits for C of 
length s, are bounded by ) VI. Then, the efficient part of the jump will be bounded by 
)VlIVj2, hence e(x). L - IV1 d J(C,x) < 21V13 + [VI. Since e(x) > 0 we know that 
e(x) > q/lVl. Thus, L < (21V13 + IVl)/e(x) < 31V14/q, which is a contradiction. So, 
there exists s’ such that N > I VI, where N is the number of loops performed by C in 
efficient circuits for C of length s’. 
Let C, be the accumulated form of C and {~“}~>3 the simple circuits visited by C,. 
Let s’ be as above. We define a new path which visits y”’ only N - L(y,) times and 
y,. exactly s’ times. It is easy to see that the length and the jump of C and this new 
path agree. Thus we obtain the conclusion. 0 
Let nr be the loops performed by C, in efficient circuit of length r. For a path C 
and a length s such that there exists an efficient circuit for C with length s, we 
define the accumulated form of C and s, as the path C,,, which is derived from C, by 
concentrating loops in ys (see Fig. 8). Let n,~ be the number of loops performed by C, 
in ~$1 C,,, visits at most one efficient circuit of length s’ for s’ = 1,. . . ,I VI. The number 
of loops performed in the efficient circuit of length s’ is given by n:, = nsf mod s and 
the number of loops performed in the efficient circuit of length s is given by 
n:=n,+ E s’[FJ. 
s’=3,s’#s 
It is not difficult to prove that L(C,,,) = L(C) and J( &,x) = J(C,x). In the next 
lemma we give an upper bound for PZ~. 
Lemma 9. Let x E +Z and C E G(i, L) with J(C,x)=a(i, L,x). Let C,,, be the accumu- 
lated form of C and s. Then e(x) > 0 and L 2 41 V 14/q implies 
Proof. From Lemma 4 and Corollary 5(a) we know that the efficient part of J(C,x) 
is bounded from below by Le(x) - 3jVI - IV13. M oreover, from the definition of C,,,, 
we know that the efficient part of J(C,x) and J(C,,,,x) agree, which implies that the 
efficient part of J(C,x) is given by 
IVI 
c n$s'e( C, x). 
s’=3 
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Fig. 8. Computation of C, and C,, , 
But, for L 3 4/Vj4/q, Lemma 7 proves that the efficiency 
efficiency. Hence, 
IV1 
e(x) C f&s + e(x),:, > Le(x) - 31 VI - 1 V13. 
s’=3..r’js 
177 
of C agree with the global 
The first term in the equation above is bounded by 1 V 13, so 
n,s>L_ w+w73 >L w4 
s ’ 
4x> 
q 
4 
4. Dynamical results for the CAN model 
In this section we apply the results obtained throughout the paper, to give the most 
important dynamical results of the CAN model. 
For a configuration x we define the skeleton (V, S(x)) as a subgraph of G, where 
S(x) is given by 
S(X) = {(i,j) EE : Xi = S(Xj) V Xi = Xj V S(Xi) = Xj}. 
As a trivial consequence of Lemma 1 we know S(x) 2 S(F(x)). Then, since S(x) 2 E, 
there exists z such that S(FL(x)) = S(P(x)), for every L > z. 
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We say that a sequence x, F(x), . . . , F’(x), obtained by the synchronous application 
of the local rule F, has transient length z(x) and period T(x) when 
‘d 0 < t, t’ < r(x) + T(x), t # t’, F’(x) # F”(x) 
and 
Our first result characterizes the fixed points (i.e. configurations which are invariant 
under the application of F) for the CAN beginning with a continuous configuration. 
Theorem 1. Let x be continuous, then 
T(x) = 1 ifand only iffor any rE{l,..., R}, J(y,,x) = 0. 
Proof. (+> Suppose J(y,,x) = 0, for every r E { 1,. . . , R}. Then, we get 
J(G) = J(o(C),x) + f: n,(C)J(y,,x) = J(O(C),x). 
r=l 
Since O(C) is an open path, for L 3 IV/ we obtain a(i,L,x) = a(i, IVl,x). When 
a(i,L,x) > 0 we apply Proposition 2(b) to obtain 
F;(x) zz sa-)(xi) = ,a(iJV’,X)(Xi) = F,“‘(X) for iE V, L > IV/. 
If a(i, 1 V/,x) < 0 we know from Proposition 2(a) that EL(x) = xl, L 3 0. 
(+) Suppose T(x) = 1, i.e. there exists r, such that 
F;‘(x) = c’(x) VZ 3 r, NE V. 
We show in this case that vi, j E V, e’(x) = q(x). Assume i, j E V such that 4’(x) # 
y(x). Let C = (i,i2,. . . , j) be a path connecting vertices i and j. Let ik be the first 
node in C with El(x) # e’(x), hence 
Therefore, either el_, (x) # ci,“,‘( x or e:(x) # e;,“‘(x) which contradicts T(x) = 1. ) 
Since 
vi, j E V, CT(x) = q?(x) we get J(y,, F’(x)) = 0 
for an arbitrary simple circuit yr. Since x is continuous, we know J(y,,F’(x)) = 
J(YnX). 0 
Notice that the previous theorem says that the fixed points consist of configurations 
where all the sites are in the same state. 
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Corollary 3. Let G he a tree, then T(x) = 1 for every initial corzjiguration x. 
Proof. The skeleton is a subgraph of G then, it is a forest (i.e. each connected com- 
ponent is a tree). So, in the stable skeleton there is no circuit and the right condition 
in Theorem 1 holds. Then T(x) = 1. 0 
The next result groups some simple relations among the number of states q, the 
global efficiency e(x) and the period T(x). 
Proposition 3. Let x E g and k= max{s : 3y,, L(yr)=s}. Then q > S implies T(x) = 1. 
Moreover, e(x) = 1 implies T(x)lq. 
Proof. We know that for a simple circuit J(yr,x) = 0 mod q. Since J(;;.,x) < L( ;;- ) < 
q we conclude J(;ll,x) = 0. Therefore T(x) = 1. 
Now, e(x) = 1 implies that, any 7,. = (i, i2,. . . , in_], i) whose efficiency is the global 
one, satisfies ~(x,~_,,x;~) = 1 for 2 < k < n. Since any path C E G(i,L), for L large 
enough, visits a global efficient circuit, we can extend C to another path C+Y by 
adding q sites in a global efficient circuit. This path jumps a(i,L,x) + q and since 
a(i,L + q,x) ,< a(i,L,x) + q we conclude a(i,L + q,x) = a(i,L,x) mod q for any in C’ 
and L 2 5/V~5,iq2. Thus, from Proposition 2, T(x)lq. 3 
We say that the sequence xi, Fi(x), , F’/(x), obtained by looking at the evolution 
in site i has transient length ri(x) and period Tj(x) when 
bf 0 < t, t’ < z;(x) + Tj(x). t # t’, F:(x) # F:‘(x) 
and 
F’,(“)+rI(“)(x) = F;T”“‘(x). 
I 
Theorem 2. Let x E % and let yr be a global ejfficient circuit. Then the period oj’unl 
site i in ~1~ q(x), divides L(y,). 
Proof. Let L 3 51 Y14/q and ‘C E G(i, L) with J(C,x) =a(i, L,x). From Lemma 8 we can 
suppose that C visits yr. Then, we define C’ as the path deduced from C by visiting 
one more time I>,.. Then, L(C’) = f(C) + L(y,.) and J(C’,x) = J(C,x) + J(:,..x). 
Therefore, 
a(i,L + L(y,.),x) 3 J(C’,x) = a(i,L,x) +J(:‘,,x). 
Let p~G(i,LtL(y,)) with J(&x) = a(i,L+L(y,),x). From Lemma 8 we can suppose 
that fi visits I’,.. From /I we build p- by suppressing one loop into ;‘,.. Then 
L(/I-) = L(p) - L(y,) and p- E G(I’,L). 
Moreover, J(/Y,x) = J(p,x) - J(y,,x), so 
a(i,L,x) 3 J(/?-,x) = J(B,x> -J(Y~,x) = a(i,L + L(Y~>,x> - J(y,,x) 3 a(i,L,x). 
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So, a(i,L,x) = a(i,L + L(y,),x) mod q, then from Proposition 2 we get 
Theorem 3. Let x E %? and T(x) > 1. Then T(x) divides 
lcm{s’ : 3, y,. is a global efficient circuit with length s’}. 
Proof. Let L > 51Vj5/q2 and C E G(i,L) with J(C,x) = a(i,L,x). Let s the largest 
length of an efficient circuit for C. We shall prove that a(i,L+s.u,,x) = a(i,L,x) mod q, 
where us = l,jb, 
1, = lcm{s’: there exists a global efficient circuit of length s’,s’ # s} 
and 
b = lcd{s’: there exists a global efficient circuit of length s’}. 
We build CUs E G(i,L + s . u,) as the extension of C which visits us more times one 
efficient circuit for C of length s, ys. Clearly, we have 
L(CU8) = L(C,,,) + u,L(yS) = L(C) + s . 24,. 
Moreover, 
J(C”*,x) = J(C,,,,x) + usJ(ys,x) = a(i,L,x) + u,J(y’,x). 
Therefore, a(i,L + s. us,x) 3 a(i,L,x) + usJ(y”,x). 
Let /?E G(1’,L + s. us) with J(b,x) = a(i,L + s. us,x). Let v be the largest length of 
efficient circuits for fi and y” a such efficient circuit. Consider the accumulated form 
of B and u l&, accumulating in circuit y”. From Pa,” we build /VUs by removing 
u,(s/v) tours into y”. 
It can be proved that u,(s/v) E N. From Lemma 9 we know that n, . v 2 L + s . u, - 
51vy/q. so, p is well defined. Moreover, its jump and its length are given by 
~(~-“.,=L(~,,“)-u,~~~L+s~u,-s~u,=L 
and 
J(P-“s,x) = J(Pa,v,x) - +(YD,s). 
Since L > 41 V 15/q2, from Lemma 7 we get 
J(Y”>x) J(Y’>x) e(x) = u = ----. 
s 
so, 
J(p-““,x) = J(j?,x) - u,J(f,x) = a(i,L + s. us,x) - u,J(y”,x) d a(i,L,x), 
which implies u(i,L + s. us,x) = u,J(y’,x) + u(i,L,x). 
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Observe that u = Icm{s’: there exists a global efficient circuit of length s’) = .s u, 
because 
u = lcm(l,,s) = 
s . 1, s 1, 
lcd(l,,s) = b, = ’ . “’ 
and u does not depend on i, L and C. 
Since XE%?:, J(y”, x) mod q = 0. Then, for every i E V 
f7,L+“(X) = su’(L+~~‘x)(xI) = ,p(L.,s)(,,) = F,L(x) 
for every L 3 5/V15/q2. Since this lower bound is independent of i we conclude that 
T(x)]u. 0 
Corollary 4. The length of the transient time is bounded by 51 V15/q2 
Proof. Direct from the proof of Theorem 3. q 
Observe that T(x) is bounded by flfJ\“” 1 VI where p(m) is the number of prime 
numbers smaller than m. Hence, (see [9, Theorems 6 and 4201). 
qx) < IV(P’lW = eP(IV)‘“lVl = e@OUI 
For the general case (i.e. non-necessarily continuous configurations) we have the 
following results. 
Theorem 4. Fov any conjiguration x, T(x)/ U = lcm{s : s = 3,. . , ( v/ 1. 
Proof. It is clear that in each connected component Q of the stable skeleton the 
period P(X) divides lcm{s: there exists a global efficient circuit of length s}, which 
divides U. Moreover, T(x) divides 
lcm{ T”(x): p a connected component}, 
so T(x) divides U. 0 
Corollary 5. The transient length for any initial conjguration is bounded by (51 VI’! 
q2 )IEI. 
Proof. From Corollary 4 we know that if the periodic regime has not been reached, 
each 5 I V 15/q2 steps, the skeleton must add at least one edge. But this fact can occur 
only (El times, which allows us to conclude. 0 
The previous period’s bound is attained by the CAN exhibited in Fig. 9. 
Let x be the following initial configuration for the CAN described in Fig. 9: 
X(i,.) = 0012(0112)‘-’ i 3 2, X(1:) = 0012, X(0,0) = 2, 
where xci,/) denotes the state for the jth site in the ith ring. 
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Fig. 9. CAN reaching the bound given in Theorem 3. The graph is composed by EYE, 4i+ 1 sites grouped 
in rings of size 4i connected by a central node n, = (0,O). 
We have the following evolution: 
x& = (01 12)‘-k(0012)(0112)k-‘, i 3 2, x$., = 0012 
and 
x&q = 2 for k 3 1 
x4k+l = 112(01 12)‘-1-k(0012)(0112)k-‘0, i 3 2, x;i”,T{ = 0120 (I>.) 
and 
X4k+l _ 0 
(O,O) -
x4!+* = 12(01 12)‘-‘-k(0012)(01 12)k-‘01, i 3 2, xtttf = 1200 (1, .I 
and 
x(“o”,;; = 1 
x4k+3 = 2(01 12)i-‘-k(0012)(01 12)k-‘012, i 2 2, x;i”,tT = 2001 (G.1 
and 
xW2 _ 1 
(O,O) -
xp!.t” = (01 12)‘-‘-k(0012)(01 12)k, i 3 2, x;i/,T; = 0012 I, 
and 
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So, each ring evolves independently and the pattern in the central site, (O,O), will be 
0012(0 112>,, where u = lcm(4i : i = 1,. . , m}. Observe that this quantity is bounded 
from below by nzy’ pi, where pi is the ith prime number. Since p(m) = @(m/log(m)) 
and c$y’ log(pi) = O(p(m)log(m)) ( see [9]) we obtain that the period is at least 
ec:‘;“lOg(p, 1= ee(m) 
Since m = O(m), we conclude that T(x) = er2(m) which is a non-polynomial 
bound. 
5. Conclusion 
In this paper we have studied the principal aspect of the CAN’s dynamical behavior: 
its transient time and the period lengths. To study these aspects we have introduced 
some mathematical tools which allow us to characterize the evolution essentially in 
terms of the graph structure: continuity, firing paths, jumps and efficiency of circuits. 
Moreover, these tools may be applied for particular classes of graph, for instance the 
two-dimensional lattice which is the usual cellular space to model excitable automata. 
Some other related problems that may be studied in the previous framework are 
characterizing the periodic behavior in some particular graphs (here we characterize 
this aspect for trees). A possible generalization could be to define instead of a state 
ring, a contact process where the state dynamics is driven by a finite machine (Q, r) 
where Q is the state set and r 2 Q x Q the admissible transitions. Clearly, the previous 
ring of states is a particular case. Unfortunately, in this general context the important 
notions of continuity, jumps and efficiency do not necessarily hold. 
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