Abstract. A well-known theorem of Kaplansky states that any projective module is a direct sum of countably generated modules. In this paper, we prove the w-version of this theorem, where w is a hereditary torsion theory for modules over a commutative ring.
Introduction
A well-known theorem of Kaplansky states that any projective module is a direct sum of countably generated modules (see [6] ). This is equivalent to saying that every projective module can be filtered by countably generated and projective modules. In [9] ,Šťovíček and Trlifaj applied Hill's method [5] to extend Kaplansky's theorem on projective modules to the setting of cotorsion pairs. Later, Enochs et al. [1] also got the analogous version of Kaplansky's Theorem for cotorsion pairs for a more general setting on concrete Grothendieck categories. Moreover, several versions of Kaplansky's theorem have been discussed in the literature. For example, a categorical version of Kaplansky's theorem on projective modules is proved in [7, Lemma 3.8] by Osofsky. Also, in [10] , Estrada et al. prove a version of Kaplansky's Theorem for quasi-coherent sheaves, by using Drinfeld's notion of almost projective module and the Hill Lemma.
The purpose of this article is to present a w-version of Kaplansky's theorem on projective modules, where w is a hereditary torsion theory for modules over a commutative ring. Next, we shall review some terminology related to the hereditary torsion theory w, see [11] for details. Throughout, R denotes a commutative ring with an identity element and all modules are unitary.
Recall from [14] that an ideal J of R is called a Glaz-Vasconcelos ideal (a GVideal for short) if J is finitely generated and the natural homomorphism Thus tor GV (M ) is a submodule of M . Now M is said to be GV-torsion (resp., GVtorsionfree) if tor GV (M ) = M (resp., tor GV (M ) = 0). A GV-torsionfree module M is called a w-module if Ext 1 R (R/J, M ) = 0 for all J ∈ GV(R). Then projective modules and reflexive modules are both w-modules. In [11, Theorem 6.7 .24], it is shown that all flat modules are w-modules. Also it is known that a GV-torsionfree R-module M is a w-module if and only if Ext 1 R (N, M ) = 0 for every GV-torsion R-module N (see [11, Theorem 6.2.7] ). For any GV-torsionfree module M ,
is a w-submodule of E(M ) containing M and is called the w-envelope of M , where E(M ) denotes the injective envelope of M . It is clear that a GV-torsionfree module M is a w-module if and only if M w = M .
It is worthwhile to point out that from a torsion-theoretic point of view, the notion of w-modules coincides with that of tor GV -closed (i.e., tor GV -torsionfree and tor GV -injective) modules, where the torsion theory tor GV whose torsion modules are the GV-torsion modules and the torsionfree modules are the GV-torsionfree modules. In the integral domain case, w-modules were called semi-divisorial modules in [3] and (in the ideal case) F ∞ -ideals in [4] , which have been proved to be useful in the study of multiplicative ideal theory and module theory.
In [13] , the first named author and Kim generalized projective modules to the hereditary torsion theory w setting. Recall that an R-module M is said to be w- N ) is a GV-torsion module for any torsionfree w-module N , where L(M ) = (M/tor GV (M )) w . It is clear that both GV-torsion modules and projective modules are w-projective. Actually, the notion of w-projective modules appeared first in [12] when R is an integral domain. Thus, it is natural to ask if Kaplansky's theorem on projective modules has a w-module theoretic analogue.
To give a w-version of Kaplansky's theorem, we first introduce and study a class of modules closely related to the w-projective modules called w-split modules (see Section 2). Then we prove, in Section 3, the Kaplansky's theorem for w-projective w-modules in terms of w-split modules. More precisely, it is shown that every wprojective w-module can be filtered by countably generated and w-split modules (see Theorem 3.4).
Any undefined notions or notation are standard, as in [8, 2, 11] .
On w-split modules
In this section, we introduce and study w-split modules, which can be used to prove a w-version of Kaplansky's theorem on projective modules.
Definition.
(1) A short exact sequence of R-modules
(2) An R-module M is said to be w-split if there is a w-split short exact sequence of R-modules
with P projective. 
Then there exists a homomorphism h : B → A ′ with hf = α if and only if there is a homomorphism
By using the lemma above, it is easy to prove the following proposition. (1) M is a w-split module. N ) is GV-torsion for all R-modules N and for all integers i ≥ 1. (4) For any R-epimorphism g : B → C, the induced map
Proof. (1) ⇒ (2) Let M be a w-split module and N an R-module. Then there exists
is exact, it suffices to prove that coker(f * ) is a GV-torsion module. But this is equivalent to showing that for any α ∈ Hom R (L, N ), there is a J ∈ GV(R) with Jα ⊆ im(f * ). Pick J and q k : F → L as in Proposition 2.2, and set (2) holds and let g : B → C be an epimorphism of R-modules. Then the sequence
is exact. Thus, by (2), coker(g * ) is GV-torsion.
(4) ⇒ (6) Assume that (4) holds. Let g : B → C be an epimorphism of Rmodules and α : M → C a homomorphism. Then coker(g * ) is a GV-torsion module, and so there exists a J = d 1 , . . . , d n ∈ GV(R) with Jα ⊆ im(g * ). Thus, we can find h 1 , . . . , h n ∈ Hom R (M, B) such that for each k = 1, . . . , n, d k α = gh k , and so (6) holds.
(6) ⇒ (7) Apply (6) to the identity map
be an exact sequence of R-modules with F free. Then by (7), it is w-split, and so there exist
. . , n. Now, let {e i } i∈I be a basis of F and set x i = g(e i ) for each i ∈ I. Then for any x ∈ I, h k (x) = i r ki e i , where r ki ∈ R and only finitely many r ki = 0. Define
be an exact sequence of R-modules with F free and {e i } i∈I a basis of F . For all k = 1, . . . , n,
(2) ⇒ (3) It follows from standard homological algebra. (1) Every w-split module is w-projective.
(2) Let 0 → A → B → C → 0 be an exact sequence of R-modules with C w-split. Then A is w-split if and only if so is B.
Next, we will give an example of a w-projective module, which is not w-split. But we need the following lemma.
Lemma 2.5. Let M be a GV-torsion R-module. Then M is w-split if and only if there exists a J ∈ GV(R) with JM = 0.
Proof. Consider an exact sequence 0 →
If M is a w-split module, then we can pick J = d 1 , . . . , d n and h k : M → P as in the definition. Since P is GV-torsionfree, we must have h k = 0 for all k = 1, . . . , n. Hence, for each x ∈ M , d k x = gh k (x) = 0 for all k, and so JM = 0.
Conversely, suppose that there is a J ∈ GV(R) with JM = 0. Set J = d 1 , . . . , d n and let h k : M → P be zero maps for all k = 1, . . . , n.
Then M is a GV-torsion module, and so it is w-projective. Now, we say that M is not w-split. If not, then there is a J 0 ∈ GV(R) with J 0 M = 0 by Lemma 2.5. This means that J 0 is contained in all J ∈ GV(R). Note that m ∈ GV(R), and so is m n for any integer n ≥ 1. Thus, it follows that
whence J 0 = 0, which is a contradiction.
We close this section with a short discussion of when a w-projective module is w-split. Proposition 2.7. Every w-projective w-module is w-split.
Proof. Let M be a w-projective w-module over R and let 0 → K → P g → M → 0 be an exact sequence of R-modules with P projective. Then we have the following exact sequence
Since M is GV-torsionfree, K is a torsionfree w-module, and so Ext 1 R (M, K) is GVtorsion by the w-projectivity of M . Thus, coker(g * ) is also GV-torsion, whence M is a w-split module by Proposition 2.3. If there is a J ∈ GV(R) with JM w ⊆ M , then JT = 0, and so T is w-split by Lemma 2.5. Moreover, since M is GV-torsionfree and w-projective, M w is a w-projective w-module. Hence, it follows from Proposition 2.7 that M w is w-split, and so is M by Corollary 2.4(2).
To prove the converse, it suffices by Lemma 2.5 to show that T is a w-split module. This in turn is equivalent to proving that for each R-module N , Ext 1 R (T, N ) is GV-torsion. Thus consider the following exact sequence N ) is GV-torsion. Hence, to complete the proof, we need only show that coker(µ * ) is GV-torsion as well. To see this, let α ∈ Hom R (M, N ) and consider the following commutative diagram with exact rows
where P and Q are projective modules. As M is a w-split module, there exist a J = d 1 , . . . , d n ∈ GV(R) and homomorphisms h 1 , . . . , h n : M → P such that d k 1 M = gh k for all k = 1, . . . , n. Thus since P is a w-module, each h k can be extended to a homomorphism h
Hence, it follows that Jα ⊆ im(µ * ), i.e., coker(µ * ) is GV-torsion.
Kaplansky's theorem for w-projective w-modules
→ C → 0 (ξ) be a w-split exact sequence of R-modules and B 1 a submodule of B. Then pick J and h 1 , . . . , h n as in the definition in Section 2 and write
Thus, the sequence 0
is also w-split. In this case, we call (ξ 1 ) a w-split exact sequence induced by (ξ). Furthermore, we call C 1 a w-split module induced by (ξ) if (ξ 1 ) is a w-split exact sequence induced by (ξ) with B 1 projective.
be a w-split exact sequence of Rmodules and {F i } i∈I a family of submodules of F , where I is a totally ordered set.
Proof. The proof is straightforward.
Let w-Max(R) denote the set of w-ideals of R maximal among proper integral w-ideals of R and we call m ∈ w-Max(R) a maximal w-ideal of R. Then every proper w-ideal is contained in a maximal w-ideal and every maximal w-ideal is a prime ideal. Recall from [11] that an R-homomorphism f : M → N is called a wisomorphism if f m : A m → B m is an isomorphism over R m for any m ∈ w-Max(R).
Since an R-module M is GV-torsion if and only if M m = 0 for any m ∈ w-Max(R) (see [11, Theorem 6.2 .15]), it is easy to see that a homomorphism f : M → N is a w-isomorphism if and only if both ker(f ) and coker(f ) are GV-torsion. Now, we call an R-module M a w-countably generated module if there is a wisomorphism f : M 0 → M with M 0 a countably generated R-module. It is easily seen that M is w-countably generated if and only if there exists a submodule N of M such that for any m ∈ w-Max(R), N m = M m . 
is a w-split exact sequence induced by (ξ), then the following statements hold.
(1) There is a subset H 1 of I properly containing H such that
is a w-split exact sequence induced by (ξ).
In this case, D is a w-countably generated module.
are both w-split modules induced by (ξ) and C is w-split. In this case, D is w-countably generated and w-projective.
Proof.
(1) Since (ξ) is a w-split exact sequence, we can pick J = d 1 , . . . , d n and h k , q k as in Proposition 2.2, where k = 1, . . . , n. Then for any j ∈ I, both f q k (F j ) and h k g(F j ) are countably generated modules, and for each x ∈ F j , we have
Choose an i 0 ∈ I\H. Then there exists a countable subset I 1 of I such that
F i is countably generated as each F i is countably generated and I 1 is a countable set. Thus, we can find another countable subset I 2 of I containing I 1 with
for all k. Continuing, we obtain countable subsets
Then it is a countable set, and so L 1 := L\H is countable too.
the right square commutes as well. Let g ′ be as in the proof of (2). Then it is not difficult to see that g
is a w-split exact sequence with V projective, and consequently C is w-split.
Let µ be an ordinal and A = (A α | α ≤ µ) a sequence of modules. Then A is called a continuous chain of modules (see [2] ) if A 0 = 0, A α ⊆ A α+1 for all α ≤ µ and A α = β<α A β for all limit ordinals α ≤ µ.
Let M be a w-split R-module and
a w-split exact sequence of R-modules with F projective. Then M is said to be filtered by countably generated w-split modules if for some ordinal λ, there exists a continuous chain
of submodules such that (i) each M α is a w-split module induced by (ξ); (ii) for each α < λ, M α+1 /M α is a countably generated w-split module. In this case, if N is a submodule of M and if for some ordinal µ ≤ λ, N is filtered by countably generated w-split modules having a continuous chain
of submodules such that N α = M α for each α ≤ µ, then we call M a filtered extension of N by countably generated w-split modules.
Lemma 3.3. Let M be a w-split R-module and let {A i } i∈I be a totally ordered family of submodules of M that can be filtered by countably generated w-split modules. Suppose that {A i } i∈I satisfies the property that for i, j ∈ I, if A i ⊆ A j , then A j is a filtered extension of A i by countably generated w-split modules. Then N = i∈I A i can also be filtered by countably generated w-split modules and for each i ∈ I, it is a filtered extension of A i .
Proof. Let us construct, for some ordinal α, a continuous chain
of submodules of N such that each N λ is a w-split module induced by (ξ) and that for each λ < α, N λ+1 /N λ is a countably generated w-split module.
Firstly, set N 0 = {0}. Then choose some A j = 0 with a continuous chain
1 . Next, we can find some k ∈ I\{j} with A j ⊆ A k (otherwise, A j = A and we are done). Let A
2 . Continue this process and assume that N β has been constructed for each β < α; we must construct N α . If α is a limit ordinal, then define N α = β<α N β . If α is a successor ordinal, then α = γ + 1 for some ordinal γ. In this case, we may pick some A i that is not contained in N γ (otherwise, N γ = N and we are done). Now, let A Similarly, if M is a w-projective w-module over R and if for some ordinal λ, there is a continous chain
α is a w-countably generated wprojective module for each α < λ, then M is said to be filtered by w-countably generated w-projective modules. Now, we can prove the Kaplansky's theorem for w-projective w-modules.
Theorem 3.4. Let M be a w-projective w-module. Then
(1) M can be filtered by countably generated w-split modules.
(2) M can be filtered by w-countably generated w-projective modules.
(1) Since M is a w-projective w-module, it is w-split by Proposition 2.7. Let (ξ) be the w-split exact sequence as in Lemma 3.2 with F projective. Then F = i∈I F i , where each F i is a countably generated projective module. With the same notation as in Lemma 3.2, let S be a collection of subsets H of I satisfying:
(a) 0 → P (H) → F (H) → M (H) → 0 is a w-split exact sequence induced by (ξ); (b) M (H) can be filtered by countably generated w-split modules.
Clearly, S is non-empty as it contains ∅. Define a partial order on S by H 1 H 2 ⇔ H 1 ⊆ H 2 and M (H 2 ) is a filtered extension of M (H 1 ) by countably generated w-split modules. Let S 1 = {H s } be a totally ordered subset of S and H = s H s .
Then M (H) = s M (H s ), and so, by Lemma 3.1, M (H) is a w-split module induced by (ξ). Also, it follows from Lemma 3.3 that M (H) can be filtered by countably generated w-split modules and that for each H s ∈ S 1 , M (H) is a filtered extension of M (H s ) by countably generated w-split modules. Thus, H ∈ S and it is a upper bound of S 1 . By Zorn's Lemma, S has a maximal element, say, H. If H = I, then by Lemma 3.2, there is a subset H 1 of I properly containing H such that (ξ H1 ) is a w-split exact sequence induced by (ξ) with M (H 1 ) a w-split module induced by (ξ) and that C = M (H 1 )/M (H) is a countably generated w-split module. Hence, it is easily checked that H 1 ∈ S and H H 1 , which contradicts the maximality of H. Therefore, H = I and M (H) = M , whence M can be filtered by countably generated w-split modules.
(2) By (1), M can be filtered by countably generated w-split modules with a continuous chain ( ‡). For each ordinal α, set M ′ α is w-countably generated w-projective module. Thus, it follows that M can be filtered by wcountably generated w-projective modules.
