Abstract. Inspired by recent work of Geiss-Leclerc-Schröer, we use Homfinite cluster categories to give a good candidate set for a basis of (upper) cluster algebras with coefficients arising from quivers. This set consists of generic values taken by the cluster character on objects having the same index. If the matrix associated to the quiver is of full rank, then we prove that the elements in this set are linearly independent. If the cluster algebra arises from the setting of Geiss-Leclerc-Schröer, then we obtain the basis found by these authors. We show how our point of view agrees with the spirit of conjectures of Fock-Goncharov concerning the parametrization of a basis of the upper cluster algebra by points in the tropical X -variety.
Introduction
One of the main motivations of S. Fomin and A. Zelevinsky for introducing cluster algebras in [21] was the search for a combinatorial framework in which one could study the canonical bases of M. Kashiwara [32] and G. Lusztig [39] . Recent
The author was financially supported by a scholarship from the FQRNT. results of C. Geiss, B. Leclerc and J. Schröer [26] , who prove that coordinate rings of certain algebraic varieties have a natural cluster algebra structure and find a basis for them, give ample justification to this approach. The problem of finding "good" bases for cluster algebras is thus central in the theory. These bases should, as conjectured already in [21] , contain the cluster monomials. Good bases for cluster algebras were also constructed by P. Sherman and A. Zelevinsky [46] , P. Caldero and B. Keller [6] , G. Dupont [17] [16] , D. Hernandez and B. Leclerc [29] , H. Nakajima [41] , M. Ding, J. Xiao and F. Xu [15] , G. Cerulli Irelli [7] , G. Cerulli Irelli and F. Esposito [8] , G. Dupont and H. Thomas [18] and G. Musiker, R. Schiffler and L. Williams [40] .
In their paper [26] , C. Geiss, B. Leclerc and J. Schröer find bases for a certain class of (upper) cluster algebras and provide a candidate for a basis in general. In this paper, inspired by their ideas, we use cluster categories to give another realization of this candidate set. We prove that its elements are linearly independent when the defining matrix is of full rank, and that it coincides with the basis of [26] when the cluster algebra arises from the setting studied therein.
We work in the setting of cluster categories. Our results apply to cluster algebras A Q,F associated to ice quivers (Q, F ) [23] on which there exists a non-degenerate potential W (in the sense of [13] ) making (Q, W ) Jacobi-finite. In that setting, C. Amiot's (generalized) cluster category [1] is Hom-finite and is known to categorify the associated cluster algebra (see, for instance, [1] and [43] ). The cluster category contains a distinguished object Γ which possesses nice properties (for instance, it is cluster-tilting).
In their paper [20] , V. Fock and A. Goncharov give a set of conjectures related to the problem of finding a basis for (upper) cluster algebras. In particular, they conjecture that the set X (Z t ) of tropical Z-points of the X -variety parametrizes a basis of the upper cluster algebra A + Q,F . There are natural isomorphisms X (Z t ) (for the opposite quiver) ∼ = Z n ∼ = K 0 (add Γ) which link the point of view of X -varieties to that of cluster categories; these isomorphisms commute with mutation on both sides. Each object M of the cluster category has an index ind Γ M (as defined in [11] ) which is an element of K 0 (add Γ). Our main theorem states that a good candidate for a basis of A Q,F is parametrized by the set of indices via the cluster character of Y. Palu [43] . Let P be the tropical semifield generated by the frozen variables. Theorem 1.1. There exists a canonical map
where Γ is defined in section 3.3. If the matrix of (Q, F ) is of full rank, then the elements in the image of I are linearly independent over ZP. If (Q, W ) arises from the setting of [26] , then the image of I is the basis of the cluster algebra A Q found in that paper.
When Q has no frozen vertices, the map I sends an element [T 0 ] − [T 1 ] to the generic value taken by the cluster character on cones of morphisms in Hom C (T 1 , T 0 ). It was considered by G. Dupont in [16] .
In their construction of a basis for cluster algebras, the authors of [26] consider strongly reduced components of the variety rep(A) of finite-dimensional representations of some finite-dimensional algebra A. It so happens that we can recover all such components from the set of indices K 0 (proj A). Theorem 1.2. Let A be a finite-dimensional algebra given by a quiver with relations. Then there exists a canonical surjection Ψ : K 0 (proj A) −→ {strongly reduced components of rep(A)}.
Two elements δ and δ ′ have the same image by Ψ if, and only if, their canonical decompositions (in the sense of H. Derksen and J. Fei [12] , see section 2.2) can be written as δ = δ 1 ⊕ δ and δ ′ = δ ′ 1 ⊕ δ, with δ 1 and δ ′ 1 non-negative. Note that in the setting of the theorem, K 0 (proj A) is isomorphic to K 0 (add Γ), so the notation is coherent with that of Theorem 1.1.
Elements of the cluster algebra can be mutated using the rules defined by S. Fomin and A. Zelevinsky [21] . Elements of K 0 (add Γ) can also be mutated (in a way which we will make precise). The map I of Theorem 1.1 is well-behaved with respect to those different mutations, as conjectured in [16, Conjecture 9.2] . Theorem 1.3. The map I commutes with mutation, and thus its image is contained in the upper cluster algebra.
The paper is organized as follows. We first prove 1.2 in section 2. Then we define the map I in section 3, and then prove Theorem 1.3. Section 4 is devoted to the proof of Theorem 1.1. We end the paper with an example of a Hom-finite cluster category for which the image of the map I is not contained in the cluster algebra, and in which there are cluster-tilting objects that are not related by a sequence of mutations.
2. Projective presentations and strongly reduced components 2.1. Varieties of representations. Let Q = (Q 0 , Q 1 , s, t) be a finite quiver, that is, an oriented graph with finitely many vertices and arrows. We denote by kQ its path algebra. Let I be an admissible ideal of kQ, and let A = kQ/I be a finitedimensional algebra (for general background on quivers and path algebras, we refer the reader to the book [2] ).
Let d be a dimension vector for Q, that is, an element of N Q0 . The variety rep d (A) is the affine variety whose points are representations of Q with underlying space i∈Q0 k di satisfying the relations in I ; it is realized as a Zariski-closed subset of the affine space a∈Q1 Hom k (k d s(a) , k d t(a) ). We denote by rep(A) the disjoint union of all rep d (A) as d takes all possible values in N Q0 . For general background on varieties of representations, we refer the reader to [9] .
The algebraic group GL d is defined to be i∈Q0 GL di . It acts on rep d (A) thus: for any (g i ) ∈ GL d and any (ϕ a ) ∈ rep d (A), (g i )(ϕ a ) = (g t(a) ϕ a (g s(a) ) −1 ). The orbit of a representation M under the action of GL d is the set of representations with underlying space i∈Q0 k di isomorphic to M . We will need the following information on the dimension of morphism and extension spaces, and on minimal projective presentations. . There exist finitely generated projective A-modules P 1 and P 0 and a dense open subset U of Z such that any representation M in U admits a minimal projective presentation of the form
Proof Given any representation M and a minimal projective presentation P 1 −→ P 0 −→ M −→ 0, the multiplicities of an indecomposable projective Q in P 0 and P 1 are given by the dimensions of Hom A (M, S) and Ext There is an open dense subset U of Z and positive integers h(Z), h ′ (Z), e(Z) and c(Z) such that, for any M in U,
where τ is the Auslander-Reiten translation (see, for example, [2, Chapter IV] ). Moreover, we have that c(Z) ≤ e(Z) ≤ h(Z) and c(Z) ≤ e(Z) ≤ h ′ (Z).
Remark 2.4.
(1) We use the terminology dually strongly reduced to emphasize the following fact. Let D = Hom k (?, k) be the usual duality functor. It induces a (non-canonical) isomorphism of varieties rep(A) ∼ = rep(A op ). Then an irreducible component Z of rep(A) is strongly reduced if, and only if, its image is a dually strongly reduced component of rep(A op ). Indeed, for any finite-dimensional A-module M , we have that Ext
where T r is the transpose (again, we refer the reader to [2, Chapter IV]).
(2) In the case where A is the Jacobian algebra of a quiver with potential (see [13] ), the two definitions coincide. Indeed, we have equalities This can also be seen by using the cluster category C of the quiver with potential, as defined in [1] . This category has a canonical cluster-tilting object Γ, and the functor F = Hom C (Γ, ?) induces an equivalence Hom
where M is a preimage of M by the functor F , and the second-to-last equality is a consequence of [43, Lemma 10].
Decomposition of projective presentations.
Let A be a finite-dimensional algebra, and let P 
Definition 2.5 (Definition 3.1 of [12]). For any f
where f ′ and f ′′ are viewed as complexes in
where M ′′ is the cokernel of f ′′ . Equality holds if the presentation is minimal.
Proof Applying the right exact functor D Hom A (?, A) = D(?) t to the presentation, we get an exact sequence
where I is a finite-dimensional injective A-module which vanishes if the presentation is minimal. We use the fact that the morphism of functors D Hom A (X, ?) → Hom A (?, DX t ) is an isomorphism whenever X is projective, and we get a commutative diagram with exact rows and vertical isomorphisms
is isomorphic to the cokernel of φ, which is in turn isomorphic to E(f ′ , f ′′ ) by [12, Lemma 3.4] . This proves the inequality. If the presentation is minimal, then I vanishes and the equality holds.
We will need a result on the decomposition of general projective presentations, which follows from the work of H. Derksen and J. Fei on the one hand, and from that of W. Crawley-Boevey and J. Schröer on the other hand.
For any δ in K 0 (proj A), let PHom A (δ) be the space Hom A (P 
Theorem 2.7 (Derksen-Fei). Any δ ∈ K 0 (proj A) admits a canonical decomposition δ 1 ⊕ . . . ⊕ δ s , where δ 1 , . . . , δ s ∈ K 0 (proj A) are unique up to reordering. A decomposition δ = δ 1 ⊕ . . . ⊕ δ s is the canonical decomposition if, and only if, each δ i is indecomposable and e(δ i , δ j ) = 0 whenever i = j.
Proof The second statement is exacly [12, Theorem 4.4] . To prove the first one, let d = dim P 
Then we can view PHom A (δ) = Hom A (P 
where π − and π + are the natural projections; their images intersect the orbits of P 
Corollary 2.8. If the canonical decomposition of δ has no non-negative factors, then a general element in PHom A (δ) is a minimal projective presentation.
We end this section by a useful result concerning "orthogonal" presentations. 
where the left morphism is a retraction and the right one is a section).
Consider the diagram 
The latter is a locally closed subset of the former. The symbol − → A 2 stands for the quiver 1 → 2 ; elements of the above sets are A-module-valued representations of − → A 2 .
Fix bases {u 1 , u 2 , . . . , u ℓ } and {v 1 , v 2 , . . . , v m } of i∈Q0 k d1,i and i∈Q0 k d0,i , respectively (these are the underlying vector spaces of L and M ) ; choose the basis vectors so that they all lie in some k de,i for e = 0, 1 and i ∈ Q 0 . For any subset i of {1, 2, . . . , m}, let N i be the vector space generated by {v i | i ∈ i}, and let 
Proof Let (L, M, f ) be an element of E i . We define Φ(L, M, f ), as a vector space, to be the quotien of M by Im f , that is, N i . Let us define the A-module structure.
Let Ω j be the open subset of E i consisting of maps satisfying condition (a) above for some fixed j. Then the Ω j form an open cover of E i .
We define Φ on Ω j as follows.
∈i,j∈j and C = (a ij ) i∈i,j∈j ; then D is invertible by condition (a). Let b be an element of A. We will define the matrix of the action of b on Φ(L, M, f ). We do this through the following diagram :
Here I i is the natural inclusion; ρ M (b) is the action of b on M ; P i is the permutation matrix putting the basis vectors v i , i ∈ i, before the others; F is a base change matrix given by
and π is the natural projection, given by (1, 0). Thus the action of b on Φ(L, M, f ) is given by the matrix
We have thus defined the action of Φ on Ω j . This definition does not depend
To see this, notice that condition (b) above implies that any line of the matrix (a ij ) which is in i is a linear combination of the ones not in i. Therefore there exists a matrix K such that (a ij ) i∈i = K(a ij ) i / ∈i . Therefore C = KD and C ′ = KD ′ , and we get the desired equality. Therefore Φ is well-defined on an open cover of E i , and it is thus a morphism of varieties.
Codimensions of orbits.
In the preceding section we have defined a morphism Φ :
Proof Let b be an element of A. Then we showed in lemma 2.11 that b acts on Φ(L, M, f ) by the matrix
Consider the element G = (1, γ) of GL d1,d0 , where
In matrix form, we have that
The other inclusion follows from the fact that if (L ′ , M ′ , f ′ ) lies in the orbit of (L, M, f ), then the cokernels of f and f ′ are isomorphic. This proves the lemma.
In the course of this section, we will be relying heavily on the following theorem on dimensions, borrowed from the book [4] . • U ⊂ a(X), and
For the next lemma, we shall make the following identifications and definitions:
simply by the morphism f . Note that the first and the third varieties are irreducible; indeed, the first one is a vector space, and the third one is
, the subsets of the (L, M, f ) such that f is of maximal rank are open subsets, and the cokernels of those f all have the same dimension vector. We denote those subsets by Hom
With the same notation as in (1), and letting X = Hom A (L, M ), we have that
Proof We first prove (1) . Consider the following commuting diagram :
The three varieties in the lower row are irreducible. Since E i ∩ F is a dense open subset of F , the lower-left morphism is dominant. The lower-right morphism is also dominant (see, for instance, [4, AG.10.2]). So we can apply the dimension theorem 2.13; if U 1 ⊂ F and U 2 ⊂ Φ(E i ∩ F ) are the open subsets described by the theorem, let V be the intersection of their preimages in
Thus we can apply the dimension theorem and get
This proves the first result. Let us now prove (2) . Consider the diagram
Two applications of the dimension theorem 2.13 yields equalities
which in turn yields
which, in turn, induces a linear map on tangent spaces
, which we identify with the space Hom A (L, M ).
Lemma 2.15. The map dπ is surjective.
Proof The morphism π is surjective by definition. In particular, it is dominant. Since we work over a field of characteristic zero, it is automatically separable. It then follows from [4, Proposition II.6.7 and AG.17.3] that dπ is surjective.
2.5.
Orbits and the E-invariant. As before, let A be a finite-dimensional kalgebra and let P 1 and P 0 be finitely generated A-modules.
Lemma 2.16. Let f be any element of Hom A (P 1 , P 0 ). We have the equality
where X stands for Hom A (P 1 , P 0 ).
Proof Consider the linear map
where g is the map from
The map ψ is obviously surjective. Moreover, its kernel is exactly
since this is the very definition of null-homotopic maps from Σ −1 f to f (the above equality follows from Lemma 2.15). Therefore
2.6. Proof of Theorem 1.2. We define the map
To do so, we first define a map
For any element of the form δ = [P 0 ] − [P 1 ], where P 1 and P 0 are two projective modules over A op which share no non-zero direct factors, consider the morphism of varieties Φ :
constructed in section 2.3. By Lemma 2.14, there is a dense open subset of the set HOM A op (P 0 , P 1 ) max such that, for any (L, M, f ) in that open subset,
Now, by Lemma 2.16, we have that
where the third inequality follows from Lemma 2.6. This implies that we have Z = Φ(E i ∩ Y), and that Z is a dually strongly reduced component of rep(A op ). Define Ψ ′ (δ) to be this Z. Now recall from Remark 2.4 that the duality D : mod (A) → mod (A op ) induces an isomorphism of varieties rep(A) → rep(A op ) which sends strongly reduced components to dually strongly reduced ones; thus there is a strongly reduced component Z 0 of rep(A) corresponding to Z. Moreover, K 0 (add A) ∼ = K 0 (add A op ) in a natural way; δ thus corresponds to some δ 0 ∈ K 0 (add A). We define Ψ(δ 0 ) to be the strongly reduced component Z 0 .
From this definition, it follows immediately that two elements δ and δ ′ of K 0 (proj A op ) have the same image by Ψ ′ if, and only if, their canonical decompositions can be written as ′ and there are finitely generated projective modules P 1 and P 0 such that every representation M in U admits a minimal projective presentation
Consider the locally closed subset HOM A op (P 0 , P 1 ) d . There exists an irreducible component F of it and an i such that Φ(
Therefore F is of codimension zero in HOM A op (P 0 , P 1 ). Thus we have the equality
This proves the surjectivity of the map Ψ ′ . We would like to list now some properties that have been shown in the course of the proof. Corollary 2.17. Let A = kQ/I be a finite-dimensional k-algebra, and let Z be an irreducible component of rep(A).
(1) If Z is dually strongly reduced, then there exists a dense open subset U of Z and projective A-modules P 1 and P 0 (uniquely determined by Z) such that any M in U admits a minimal projective presentation
and such that P 1 and P 0 have no direct factor in common. Moreover, if Z ′ is a different dually strongly reduced component, then the projectives P ′ 1 and P ′ 0 that it determines are such that 
Proof Statement (2) is obtained from statement (1) by duality. In statement (1), the existence of U and of P 1 and P 0 follows from Corollary 2.2. Following the end of the above proof, we get that Z is the closure of the image by Φ of some open dense subset of HOM A (P 1 , P 0 ) max . Now, if P 1 = Q ⊕ Q 1 and P 0 = Q ⊕ Q 0 , with Q non-zero, then a generic morphism f in HOM A (P 1 , P 0 ) max can be written as a direct sum id Q ⊕ g, for some g : Q 1 → Q 0 (this follows from [30, Theorem 5.2.2], see also [12, Corollary 4.2] ). Thus the generic morphism f is not a minimal projective presentation of its cokernel; g is the minimal presentation. This is a contradiction; thus P 1 and P 0 have no direct factors in common. This argument also shows that P 1 and P 0 determine Z; thus if Z ′ is different from Z, the projectives P
Generic value of cluster characters
This section contains the main construction of the paper, namely that of a good candidate set for a basis of cluster algebras. Before going into this construction, we recall background notions on cluster algebras and their categorification by triangulated categories.
3.1. Cluster algebras and cluster categories.
3.1.1. Cluster algebras. Our main source for cluster algebras is the paper [22] . An ice quiver is a quiver Q together with a set F of vertices of Q called frozen vertices. We will denote the non-frozen vertices by 1, 2, . . . , m and the frozen ones by m + 1, m + 2, . . . , n.
Given an ice quiver, one can define a cluster algebra using the process of mutation. Let (Q, F ) be an ice quiver without oriented cycles of length 1 or 2. Let i be a non-frozen vertex. Then the mutation of (Q, F ) at i is the ice quiver
(1) F ′ = F ; (2) for any subquiver h → i → j of Q, add an arrow h → j; (3) reverse all arrows of Q incident with i; (4) delete all arrows of a maximal set of pairwise disjoint oriented cycles of length 2.
is an ice quiver without oriented cycles of length 1 or 2, and where u ′ = (u 1 , . . . , u n ) is an ordered subset of the field Q(x 1 , . . . , x n ) which is free and generating. The ordering u 1 , . . . , u n corresponds to the ordering of the vertices of Q ′ . Let i be an non-frozen vertex of Q ′ . The mutation of the seed
Definition 3.1 ([21]
). Let (Q, F ) be an ice quiver as above.
• The initial seed associated to (Q, F ) is the seed (x 1 , . . . , x n ), (Q, F ) .
• Any set u contained in a seed obtained by iterated mutations (at non-frozen vertices) from the initial seed is called a cluster.
• Any element of a cluster is called a cluster variable.
• A product of cluster variables contained in the same cluster is called a cluster monomial.
• The cluster algebra A Q,F associated to (Q, F ) is the sub-Q-algebra of Q(x 1 , . . . , x n ) generated by all cluster variables. • The upper cluster algebra A + Q,F [3] associated to (Q, F ) is the sub-Q-algebra of Q(x 1 , . . . , x n ) consisting of elements which can be written as a Laurent polynomial in the cluster variables of any given cluster. (1) If the ice quiver has no frozen vertices, then A Q,F = A Q is a cluster algebra without coefficients.
(2) The original definition of [21] is more general, as it allows coefficients from any semifield and associates a cluster algebra to any skew-symmetrizable matrix (the datum of a quiver without oriented cycles of length 1 or 2 being equivalent to that of a skew-symmetric matrix).
3.1.2.
Cluster category of a quiver with potential. Let Q be a finite quiver. It may have frozen vertices; this will not matter here. Following [13] , define a potential W on Q as a (possibly infinite) linear combination of oriented cycles in Q. More precisely, a potential is an element of the space CQ/C, where CQ is the completed path algebra of Q over C and C is the closure of the commutator subspace [ CQ, CQ]. The pair (Q, W ) is a quiver with potential.
Given a potential W and an arrow a of Q, define the cyclic derivative of W with respect to a as
The Jacobian algebra J(Q, W ) is the quotient of the completed path algebra CQ by the closure of the ideal generated by the cyclic derivatives ∂ a W , as a ranges over all arrows of Q. The quiver with potential (Q, W ) is Jacobi-finite if its Jacobian algebra is finite-dimensional. Given a quiver with potential (Q, W ), a construction due to V. Ginzburg yields a differential graded algebra Γ, called the completed Ginzburg dg algebra. We will not recall the construction of Γ here; the reader is referred to [27] or [1] . Let us mention that Γ is concentrated in non-positive degrees and that H 0 Γ = J(Q, W ). The perfect derived category per Γ of Γ is the smallest triangulated category of the derived category DΓ which contains Γ and is closed under taking direct summands. We will be working with the case where the cluster category is Hom-finite, which means that for any objects X and Y of C Q,W , the vector space Hom C (X, Y ) is finitedimensional. is Jacobi-finite. In that case:
• C Q,W is 2-Calabi-Yau, that is, for any objects X and Y of C Q,W , there is a bifunctorial isomorphism
where D denotes the standard duality of vector spaces; • Γ is a cluster-tilting object in C Q,W , that is, Hom C (Γ, ΣΓ) = 0, and for any object X of C Q,W , the condition Hom C (Γ, ΣX) = 0 implies that X is a finite direct sum of direct summands of Γ.
3.1.3. The cluster character. Let (Q, F ) be a finite ice quiver without oriented cycles of length 1 or 2, and let W be non-degenerate (see [13] ) potential on Q.
Then the cluster category C Q,W is known to categorify the cluster algebra A Q,F , in a sense described below. We will first need the notion of index of an object of the cluster category.
Proposition 3.5 ([35]
). For any object X of C Q,W , there exists a triangle
with T 1 and T 0 in add Γ.
Definition 3.6 ([11]
). The index of X (with respect to Γ) is the element
of the Grothendieck group K 0 (add Γ).
Note that, if Γ = Γ 1 ⊕ . . . ⊕ Γ n is a decomposotion of Γ into indecomposable objects, then the group 
where
• Gr e (X) is the quiver Grassmannian of the module X, that is, the projective variety of all submodule of X with dimension vector e; • χ is the Euler characteristic;
There is a notion of mutation of objects in the cluster category, developped for any quiver with potential in [36] . An indecomposable reachable object of C Q,W is an object which can be obtained from some Γ i by a sequence of mutations (at non-frozen vertices). Note that the cluster character also allows to recover all the cluster monomials of A Q,F .
3.2.
The E-invariant of Derksen-Fei in the cluster category. Consider any cluster-tilting object T in C Q,W . Then the functor F = Hom C (T, ?) induces an equivalence of categories [35] C Q,W /(ΣT ) −→ mod End C (T ).
This induces an equivalence add T −→ proj End C (T ). 
of morphisms which factor through an object of add T . In particular, E(f ′ , f ′′ ) only depends on the cones of f ′ and f ′′ .
Proof Statement (1) is a direct consequence of the definition and of the equivalence add T −→ proj End C (T ). To prove statement (2), apply the functor Hom C (?, X ′′ ) to the triangle
to get a diagram with exact rows and commuting left-most square
where B = End C (T ) and we write (W, Z) instead of Hom C (W, Z). We know from [12, Lemma 3.4 ] that E(F f ′ , F f ′′ ) is isomorphic to Coker (F f ′ ) * , which is in turn isomorphic to Coker (f ′ ) * . This last space is isomorphic to Im α = Ker β. But Ker β is exactly (T )(Σ −1 X ′ , X ′′ ).
Remark 3.11. This proposition enables us to formulate the theorem of DerksenFei (see Theorem 2.7) for any δ in K 0 (add T ) instead of in K 0 (proj End C (T )).
3.3. Calabi-Yau reduction. We recall properties of Calabi-Yau reduction in the sense of Iyama-Yoshino [31] . Let (Q, F ) be an ice quiver equipped with a nondegenerate potential W such that (Q, W ) is Jacobi-finite. We will write Γ = Γ N ⊕ Γ F , where Γ N = Γ 1 ⊕ . . . ⊕ Γ m is the direct sum of the indecomposable summands of Γ corresponding to the non-frozen vertices, and Γ F = Γ m+1 ⊕ . . . ⊕ Γ n is the sum of those corresponding to the frozen vertices. Let (Q, W ) be the quiver with potential without frozen vertices obtained from (Q, W ) in this way:
• Q is the quiver obtained by removing all frozen vertices of Q and all arrows incident to them; • W is the potential obtained by removing all terms of W involving arrows incident to frozen vertices.
We will denote by Γ the Ginzburg dg algebra of (Q, W ). Let U be the full subcategory of C Q,W whose objects are those X such that Hom C (X, ΣΓ F ) = 0, and let (Γ F ) be the ideal of all morphisms of C Q,W factoring through an object of add Γ F .
Theorem 3.12 ([31]
). The quotient U/(Γ F ) is naturally endowed with a structure of triangulated category.
Theorem 3.13 (Theorem 7.4 of [33]).
There is an equivalence of categories ϕ : U/(Γ F ) → C Q,W . Under this equivalence, any Γ i with i non-frozen is sent to Γ i .
Moreover, we have a way of comparing indices in U ⊂ C Q,W and in C Q,W . There is a natural surjection p :
is non-frozen, and to 0 otherwise. Proposition 3.14. Let X be an object of U. Then its image ϕ(X) in C Q,W under the equivalence of Theorem 3.13 has index p(ind Γ X).
Proof Recall from [31] that triangles in U/(Γ F ) are obtained in the following way. Let E → X be a right (add Γ F )-approximation of X. It embeds in a triangle X{−1} → E → X → Σ(X{−1}). The morphism T 0 → X yields a commutative diagram, where the rows are triangles:
We will call this diagram ( * ). Then the sequence of morphisms X{−1} → Q → T 0 → X is sent to a triangle in U/(Γ F ). Applying the functor Hom C (Γ, ?) to ( * ), we get a commutative diagram where rows and the left-most column are exact:
The map denoted by u, being a composition of two surjective maps, is itself surjective. This implies that Hom C (Γ, ΣQ) vanishes. Since Γ is cluster-tilting, we get that Q is in add Γ. 
Now, given an object Y of C Q,W ∼ = U/(Γ F ), we want to find an object X of U such that its image in U/(Γ F ) is isomorphic to Y , and such that X has no direct summands in add Γ F ; we also want to know find an (add Γ)-presentation of this X.
, with T 1 and T 0 in add Γ. Let T 1 and T 0 in add Γ N be lifts of T 1 and T 0 , respectively, and let f : T 1 → T 0 be a lift of f . Note that a cone Z of f is not necessarily in U. However, consider the following exact sequence:
We have a commutative diagram of the form
The existence of the morphism α comes from the fact that Hom C (T f , Γ F ) is projective. Moreover, there exists an h :
Lemma 3.15. Let X f be a cone of (f, h)
(1) X f lies in U and has no direct summand in add Γ F .
The isomorphism class of X f only depends on f (and not on the choice of the lift f ). (4) The isomorphism class of T f only depends on f (and not on the choice of the lift f ).
Proof First, we prove (1). We have an exact sequence
By definition of T f and of h, the map (f * , h * ) is surjective. Indeed, let β ∈ Hom C (T 1 , Γ F ), and let β be its image in Coker f * . Since Hom
is a projective cover, there exists a preimage γ ∈ Hom C (T f , Γ F ) of β, and h * (γ) = α(γ) ∈ Hom C (T 1 , Γ F ) is also sent to β in Coker f * . Thus h * (γ) − β ∈ Im f * , and so β is in the image of (f * , h * ). This proves the surjectivity of (f * , h * ), which implies that Hom C (Σ −1 X, Γ F ) vanishes, and this implies in turn that X lies in U by the definition of U.
Moreover, assume that
We have a triangle
which yields an exact sequence
In particular, there is an epimorphism Hom C (Q, Γ F ) → Coker f * , and the first term is projective. By minimality of the projective cover, we must have that Q ∼ = T f , and so R = 0. Thus X has no direct factor in add Γ F .
We now prove (2) . Let E → X be a right (add Γ F )-approximation of X. We have a commutative diagram where rows are triangles:
We know from the proof of Proposition 3.14 that W ∼ = T 1 ⊕ E. Moreover, the octahedral axiom of triangulated categories yields an octahedron
which implies that the morphism labelled by v is isomorphic to (f, h) t . Therefore the map W → T 0 ⊕ T f in the diagram above can be written as
Thus its image in the quotient
, then the image of X has to be Y . This proves (2) . Statement (3) is a direct consequence of (1) and (2) . Statement (4) is a consequence of (3).
Generic values.
Let (Q, F ) be an ice quiver with no oriented cycles of length 1 or 2. Let W be a potential on Q such that (Q, W ) is a Jacobi-finite non-degenerate quiver with potential. Then C. Amiot's cluster category C Q,W is Hom-finite, 2-Calabi-Yau and admits a cluster-tilting object Γ. In this setting, the cluster character CC is defined on the objects of C Q,W .
For two objects L and M of C Q,W , and for a morphism ε from L to ΣM , we denote by mt(ε) any representative of the isomorphism class of "middle terms" U in triangles
This notation is borrowed from [42] , as is the next result. Recall (for instance, from sections 2.3 to 2.5 of [28] ) that a locally closed subset of a variety is the intersection of an open subset with a closed subset, that a constructible subset of a variety is a finite union of locally closed subsets, and that a function from an algebraic variety to any abelian group is consctructible if its image is finite and each fiber is a constructible subset of the variety.
Proposition 3.16 ([42]
). Let L and M be objects of C Q,W . Then the function
is constructible.
Proof This follows immediately from [42, Proposition 9] . Now, let T 0 and T 1 be objects in add Γ. It follows from Proposition 3.16 that the function
is constructible. As in [16] , we will define the map I by using the fact that any constructible function on an irreducible variety admits a generic value (that is, there is a dense open subset of the domain of the function on which the function is constant).
Recall the decomposition Γ = Γ N ⊕ Γ F , and our notation Γ for the image of Γ in U/(Γ F ). Let T 0 and T 1 be objects of add Γ, f : T 1 → T 0 be a morphism, T 0 and T 1 be lifts of T 0 and T 1 in add Γ N , and let f : T 1 → T 0 be a lift of f . Applying the functor Hom C (?, Γ F ), we get an exact sequence
Lemma 3.17.
(1) There exists an object T F of add Γ F , which depends only on T 1 and T 0 , such that for a generic morphism f : T 1 → T 0 , the left module Hom C (T F , Γ F ) is a projective cover of Coker f * . (2) Let g be a generic morphism from T 1 to T 0 ⊕T F , and let X be its cone. Then Hom C (X, ΣΓ F ) = Coker g * = 0, and X has no direct factor in add Γ F . Then it has a generic value, and an argument similar to that of Corollary 2.2 gives that all generic f are such that Coker f * have the same projective cover. This projective cover is of the form End C (T F , Γ F ), for some T F ∈ add Γ F . This proves (1).
Let g be a generic morphism from T 1 to T 0 ⊕ T F , and let X be a cone for g. We have an exact sequence
of left (End C Γ F )-modules, where we write (Y, Z) instead of Hom C (Y, Z). A generic g minimizes the dimension of (Σ −1 X, Γ F ); to prove (2), it is thus sufficient to show the existence of one g such that (Σ −1 X, Γ F ) ∼ = Coker g * vanishes. Such a g was constructed in Lemma 3.15 (1), where it was also shown that X has no direct factor in add Γ F . This proves (2) .
To prove (3),
In view of the theorem of Derksen-Fei (see Theorem 2.7), it suffices to prove that e(δ, [T
Note that h is zero. By [12, Lemma 3.4] , E(g, h) is isomorphic to the cokernel of
which is zero by part (2). In the same way, we get that E(h, g) is isomorphic to the cokernel of h * , which vanishes since the target space of h * is zero. This finishes the proof. 
where T F is defined as above.
Proposition 3.19. If the matrix of Q is of full rank, then the elements in the image of I are linearly independent over Z.
Proof Let z 1 , . . . , z r be distinct elements of the image of I, and let p 1 , . . . , p r be in ZP. Suppose that p 1 z 1 + . . . + p r z r = 0. Each p i is a Laurent polynomial in the frozen variables x m+1 , . . . , x n . We can assume that the powers of the frozen variables in each term of each p i is non-negative; if that were not the case, we could multiply by positive powers of the frozen variables until it was so, without changing the equality to zero.
Next, we can also assume that each p i is a monomial in the frozen variables; if they were polynomials, we could use distributivity (the z i would then not be pairwise distinct; we will fix this below).
Finally, we can assume that each p i is actually an integer. Indeed, let p i = λx em+1 m+1 · · · x en n , and let T 1 , T 0 ∈ add (Γ) be such that
. Using Lemma 3.17 (3), we get that this last term is equal to the cluster character CC applied to the cone of a generic morphism
Note that, once that we have changed the p i to integers, we get a vanishing sum s j=1 λ j z ′ j , where the λ j are integers and the z ′ j are the values of the cluster character CC applied to some objects. Moreover, if j = ℓ, then z ′ j and z ′ ℓ are values of CC applied to objects with distinct index. This, allied to the fact that the matrix is of full rank, enables us to prove as in [23, Corollary 4.4] that the λ j must be zero. Indeed, since the matrix is of full rank, there exists a grading on the ring of Laurent polynomial in x 1 , . . . , x n for which eachŷ i is of degree 1. Comparing lowest degrees of terms in the sum s j=1 λ j z ′ j gives the vanishing of the λ j .
3.5. Invariance under mutation. We now define the mutation of indices. This notion comes from the mutation of Y -variables of [22] , from the mutation of indices of [11] and from the mutation of X -coordinates of [20] . Let (Q, F ) be an ice quiver, and W be a potential on Q such that (Q, W ) is non-degenerate and Jacobi-finite.
Let X Q op (Z t ) be the set of tropical Z-points of the X -variety associated with the opposite quiver Q op (see [20] ). Recall the isomorphisms
If i is a non-frozen vertex of Q, then the mutation µ i :
is given by the tropicalization of the rule [20, Formula (13)]:
if there are m arrows from j to i in Q.
On the other hand, there is a derived equivalence µ 
We see from these formulas that the isomorphism X Q op (Z t ) ∼ = K 0 (add Γ) commutes with mutation.
Recall that (Q, W ) is obtained by removing all frozen vertices from (Q, W ), and that Γ is our notation for the Ginzburg dg algebra of (Q, W ). We have maps
where p is a group homomorphism defined on the generators by p([Γ j ]) = [Γ j ] if j is non-frozen and 0 otherwise, and where j(
, where T 0 and T 1 are lifts of T 0 and T 1 in add Γ N and T F is as defined in Lemma 3.17.
The next proposition will allow us to restrict ourselves to the case where the quiver Q has no frozen vertices. 
We postpone the proof of Proposition 3.20 until the end of the section. Note that we have proved the commutativity of the left square in the discussion above.
Our main concern in this section is the proof of Theorem 1.3. We reformulate it thus:
Theorem 3.21 (Reformulation of Theorem 1.3). We have a commutative diagram
, where the lower µ i is the field isomorphism sending
Remark 3.22. In view of Proposition 3.20, it is sufficient to consider the case where Q has no frozen vertices. Indeed, we consider the diagram
The left-most and right-most triangles commute by definition of I and j. The upper square commutes because of Proposition 3.20. If Theorem 3.21 was true for quivers without frozen vertices, then the lower square would commute, and so would the whole diagram, implying that Theorem 3.21 is true for quivers with frozen vertices.
We therefore restrict ourselves to the case where Q has no frozen vertices in order to prove Theorem 3.21.
We will need a lemma on the generic value of constructible functions.
Lemma 3.23. Let W , X and Y be irreducible varieties, and let A be an abelian group. Assume that we have a commutative diagram
where u and v are dominant morphisms of varieties and ϕ and ψ are constructible functions. Then the generic values taken by ϕ and ψ are equal.
Proof Let x ∈ A be the generic value taken by the function ϕ, and let y ∈ A be that taken by ψ. By definition, ϕ −1 (x) is an open dense subset of X, and since X is irreducible and u is dominant, the intersection of ϕ 
This proves the result.
We can now prove Theorem 3.21
. We can assume that T 0 and T 1 have no direct factors in common. Then
is, by definition, the generic value taken by the constructible function
is the generic value taken by the constructible function
We want to show that I([T
It is a consequence of [44, Corollary 4 .14] that we have a commutative diagram
where the two horizontal arrows are isomorphisms and where we omitted the indices of the maps η.
, and to prove the theorem it is therefore sufficient to show that I([µ
We consider two cases.
Step 1: Γ i is not a direct summand of T 1 . In that case, we can write
, where Γ i is not a direct summand of T 0 . Recall that we have a (unique up to isomorphism) non-split triangle
where E ′ = a Γ s(a) , the sum being taken over all arrows a ending in i, and the morphism α is given by multiplication by these arrows on each coordinate.
Then [45, Proposition 2.7] (or rather, the triangle obtained at the end of its proof) allows us to write
Consider the following diagram:
where u and v are defined as follows. The morphism v takes a triple (g, f, g ′ ) and sends it to the composition (id T 0 ⊕β ⊕m )•f . The morphism u takes a triple (g, f, g ′ ) and sends it to the morphism given in matrix form by
If we could apply Lemma 3.23 to the above diagram, then the theorem would be proved. Let us show that the hypotheses of the Lemma are fulfilled. We easily see that the three varieties involved are irreducible, and we know from section 3 that the functions η are constructible. We must show that the square commutes and that u and v are dominant.
Substep 1 : the square commutes. To show that the square commutes, we first notice that, for any (g, f, g
m ), we have that ηv(g, f, g ′ ) = ηv(id, f, id) (since g and g ′ do not occur in the definition of v) and that ηu(g, f, g ′ ) = ηu(id, f, id) (since the map η takes the same value on orbits under the action of Aut
Thus it is sufficient to show that ηv(id, f, id) = ηu(id, f, id). We invoke the octahedral axiom to get a diagram
where * is an unknown morphism, Y ′ is the cone of u(id, f, id) and Y ′′ is the cone of v(id, f, id). We need to show that Y ′ and Y ′′ are isomorphic in order to show that the above square commutes, since ηu(id, f, id) = CC(Y ′ ) and ηv(id, f, id) = CC(Y ′′ ). The octahedron yields a commutative square
which, in turn, gives an equality of morphisms (in matrix form)
where again the stars are unknown morphisms. Thus (−Σα ⊕m ) • b = −Σα ⊕m , and using the fact that the triangle Γ * i
i is a minimal (add Γ)-copresentation of Γ * i , we get that b is an isomorphism. Therefore, the triangle (in the octahedron)
which is a direct sum of two triangles, of the form
Thus Y ′ and Y ′′ are isomorphic, and substep 1 is proven, that is, the above square commutes.
Substep 2 : the morphism v is dominant. In fact, we show that v is surjective, and thus dominant. Indeed, let f ∈ Hom C (T 1 , T 0 ).
Now, since we have a triangle Γ * i
, and since the space Hom C (T 1 , ΣΓ * i ) vanishes (because Γ i is not a direct summand of T 1 ), we have that any morphism from T 1 to Γ m i factors through β ⊕m . Thus we can write
, and we have a preimage of f through v of the form
, id).
Substep 3 : the morphism u is dominant. We will prove that the image of u contains the following dense open subset of Hom
This subset is open because the subset {g
is open, thanks to the fact that Γ m i is rigid and to [11, Lemma 2.1] . Let us show that it is contained in the image of u. Let
be an element of it. Then h = h ′ • α ⊕m for some morphism h ′ , and we have
which is in the image of u. Thus u is dominant.
Substep 4
We can now apply Lemma 3.23 to the above square, and as discussed earlier, this proves the theorem for the case considered in step 1.
Step 2 : Γ i is not a direct summand of T 0 . In that case, we can write
, where Γ i is not a direct summand of T 1 . We can use arguments similar to those of step 1 to prove the theorem. We could also work in the opposite triangulated category C We end this section by proving Proposition 3.20. We will need the following result.
Proposition 3.24. Let δ ∈ K 0 (add Γ), and let δ = δ ′ ⊕ δ ′′ be a decomposition in the sense of Derksen-Fei (see Theorem 2.7). Then
x x r r r r r r r r r r
x xZ, whose upper part is a product of two copies of the diagram in the beginning of the proof of Theorem 3.21. More precisely, 
is a canonical decomposition. There remains to be shown that µ i (δ) is the sum of µ i (δ ′ ) and µ i (δ ′′ ). We know from Lemma 2.10 that δ ′ and δ ′′ are sign-coherent. In that case, the definition of mutation of indices implies that
. This finishes the proof.
Proof (of Proposition 3.20). There remains only to prove that the right-most square commutes. Let δ be in K 0 (add Γ). Lemma 3.17 gives us a characterization of j ′ (µ i δ): it is the element z of K 0 (add Γ ′ ) such that
• z has no factor of the form [R
We see from the definition of mutation that Consider the map I : K 0 (add Γ) → Q(x 1 , . . . , x n ) defined in Definition 3.18. We proved in Proposition 3.19 that the elements in the image of I are linearly independent over ZP.
The fact that the image of I is contained in the upper cluster algebra A + Q follows from Theorem 1.3. Indeed, let (u 1 , . . . , u n ) be a cluster obtained from the initial seed by a sequence of mutations at vertices i 1 , . . . , i s . Let w be an element of Q(x 1 , . . . , x n ), expressed in terms of the initial cluster. Then its expression with respect to the cluster (u 1 , . . . , u n ) is given by µ is • · · · • µ i1 (w). Theorem 1.3 implies that, for any δ ∈ K 0 (add Γ), we have
which is a Laurent polynomial in the variables u 1 , . . . , u n . This being true for any cluster, I(δ) belongs to the upper cluster algebra.
Finally, suppose that (Q, W ) arises from the setting of [26] , and let A be the Jacobian algebra of (Q, W ). For any finite-dimensional representation M of A, define ψ M thus: if
is a minimal injective presentation of M , then the injective modules I 1 and I 0 lift in the cluster category C Q,W to objects ΣT 1 and ΣT 0 of add ΣΓ through Hom C (Σ −1 Γ, ?) (see [35, Proposition 2.1] ). Moreover, f lifts to a morphism f ∈ Hom C (ΣT 1 , ΣT 0 ). Then we put
.
For any irreducible component Z of rep d (A), let ψ Z be the generic value taken by ψ M in Z, and let
Then it is proved in [26, Theorem 5] that the set
is a basis of the cluster algebra A Q . Let us prove that it is the image of the map I.
Assume that Z is a strongly reduced component of rep d (A). Then, by Theorem
. By definition of Ψ ′ , there is a dense open subset U of Hom A op (P 0 , P 1 ) such that the union of orbits of cokernels of morphisms in U contains a dense open subset of Z ′ . Thus a generic representation in Z ′ is isomorphic to a cokernel of a generic morphism in Hom A op (P 0 , P 1 ). Dualizing, we get that a generic representation in Z is isomorphic to a kernel of a generic morphism in Hom A (DP 1 , DP 0 ). Note that Hom A (DP 1 , DP 0 ) is isomorphic to Hom C (ΣT 1 , ΣT 0 ) (since the DP i are finite-dimensional injective A-modules, see [35, Proposition 2.1]). Now, using Theorem 2.7, we get a canonical decomposition
where the δ i are indecomposable. Assume that there are no non-negative terms in this decomposition. This means that, generically in Hom C (ΣT 1 , ΣT 0 ), mt(ε) has no direct summand in add Γ, so the generic value of X ′ mt(ε) is ψ Z ; in other words,
Now, let m ∈ null(Z). Consider the non-negative element [
We will show that
is a canonical decomposition. This will imply that
and will thus prove that the set B is the image of the map I. In order to do this, we work in the opposite category C 
since dim M ′′ = d, and m ∈ null(Z). This finishes the proof of the theorem.
Remark 4.1. Our proof that the image of the map I is the set B is valid for any Jacobi-finite quiver with potential, and not only for those arising from the setting of [26] . Thus we can reformulate our results without mention of the cluster category by using representations of quivers with potential. Let (Q, W ) be a Jacobi-finite quiver with potential, and let A = J(Q, W ). Then we have a map
where m ∈ N Q0 is such that δ = δ ⊕ [P 
where E(A) is the subset of the cluster algebra consisting of elements which are Laurent polynomials with positive coefficients in the cluster variables of every cluster, and which cannot be written as a sum of two or more such elements. This bijection should have the following properties:
(1) It should commute with mutation.
(2) A point (a 1 , . . . , a n ) of X Q op (Z t ) with non-negative coefficients should be sent to the element , but we will not discuss them here. If we can equip the quiver Q with a non-degenerate potential W so that (Q, W ) is Jacobi-finite, then we have a good candidate for such a map. Proof Condition 1 is Theorem 1.3. Condition 2 follows from the definition of I. When we are in the setting of [26] , condition 3 follows from Theorem 1.1 and from the fact [25, Theorem 3.3] that in that case, the cluster algebra and the upper cluster algebra coincide.
Note that the coefficients of the elements in the image of I need not be positive, as seen in [14, Example 3.6] . Thus the image of I is not contained in E(A) in general.
The conjecture of [20] discussed above is linked to one of [26] , where the authors conjecture that the set described in their Theorem 5 is a basis for the cluster algebra A Q , starting from an arbitrary non-degenerate quiver with potential (Q, W ). Using Theorem 1.2, we know that, if (Q, W ) is Jacobi-finite, then this set of [26] is exactly the image of the map I, and by Example 4.3 below, it is not necessarily contained in the cluster algebra, so that in the conjecture of [26] , one should replace "cluster algebra" by "upper cluster algebra". If I is a good candidate for the above map, then this is compatible with [20, Conjecture 4.1].
Example 4.3. The quiver with potential described below arises from the work of D. Labardini-Fragoso [38] [37] . We will show that the image of the map I for this example is not contained in the associated cluster algebra, and that its clustercategory (which is Hom-finite) has cluster-tilting objects which are not related by a finite sequence of mutations.
Consider the quiver and all non-alternating paths of length 4 and all paths of length 7 are zero. These relations imply that c 1 b 1 a 1 = c 2 b 2 a 2 ; moreover, the Jacobian algebra is self-injective. As a vector space, the indecomposable projective A-module P 1 = e 1 A has a basis given by {e 1 , c 1 , c 2 , c 1 b 1 , c 1 b 2 , c 2 b 1 , c 2 b 2 , c 1 b 1 a 1 , c 1 b 2 a 1 , c 2 b 1 a 2 , c 1 b 2 a 1 c 2 , c 2 b 1 a 2 c 1 
}.
Similar calculations can be done for P 2 and P 3 . As a representation of the opposite quiver, we can draw P 1 as the cluster character, we get This shows that the sum of the coefficients appearing in the index of Y is preserved under mutation of Y . Since this sum is 3 for Γ and −3 for ΣΓ, the two objects cannot be related by a sequence of mutations.
Remark 4.4. In the above example, the fact that the sum of the coefficients of the indices is invariant under mutation was proved in [19, Section 2.2] (in a slightly different language).
