Abstract. Let Γ be a torsion-free arithmetic group acting on its associated global symmetric space X. Assume that X is of non-compact type and let Γ act on the geodesic boundary ∂X of X. Via general constructions in KK-theory, we endow the K-groups of the arithmetic manifold X/Γ, of the reduced group C * -algebra C * r (Γ) and of the boundary crossed product algebra C(∂X) ⋊ Γ with Hecke operators. The K-theory and K-homology groups of these C * -algebras are related by a Gysin six-term exact sequence. In the case when Γ is a group of real hyperbolic isometries, we show that this Gysin sequence is Hecke equivariant. Finally, when Γ is a Bianchi group, we assign explicit unbounded Fredholm modules (i.e. spectral triples) to (co)homology classes, inducing Hecke-equivariant isomorphisms between the integral cohomology of Γ and each of these K-groups. Our methods apply to case Γ ⊂ PSL2(Z) as well. As these results are achieved in the context of unbounded Fredholm modules, they shed light on noncommutative geometric aspects of the purely infinite boundary crossed product algebra.
Introduction
Let G be a semi-simple algebraic group over Q and Γ ⊂ G(Q) be an arithmetic group. The cohomology of Γ can be equipped with a commuting family of endomorphisms called "Hecke operators" which arise from correspondences on the associated arithmetic manifold X/Γ. The cohomology of Γ as a Hecke module plays an important role in modern number theory. It is wellknown that, as a Hecke module, the complex cohomology of Γ can be completely accounted for to be the Kasparov product with this class. Now let B an arbitrary C G (Γ)-C * -algebra. Similarly we define a class [T Γ g ] ∈ KK 0 (B ⋊ r Γ, B ⋊ r Γ) and define the Hecke operator
, as the Kasparov product with this class. Of course, in both cases, we obtain Hecke operators on K-theory as well. These two constructions allow us to define Hecke operators on the K-groups of arithmetic C * -algebras.
Next, in Section 3, we study the Hecke equivariance of a certain Gysin exact sequence, which shall play an important role in our investigation. Similar exact sequences were studied by Emerson-Meyer [23] in K-theory and later by Emerson-Nica [24] in K-homology. Our treatment is again general here. Let Γ be a group acting freely and properly on hyperbolic nspace H n via isometries such that the hyperbolic manifold M = H n /Γ has finite volume. Let C * r (Γ) denote the reduced group C * -algebra of Γ. Starting from the Γ-equivariant short exact sequence of C * -algebras
we show the following in Theorem 3.10 below.
Theorem A. The K-homology Gysin exact sequence takes the form
and is Hecke equivariant. This is done by representing the boundary extension as a Fredholm module constructed from the field of harmonic measures on the boundary. Since we work within KK-theory, the results of Section 2 and Section 3 have counterparts for K-theory groups as well.
At this point, we specialize to the case of Bianchi groups and study the above Hecke equivariant Gysin exact sequence in great detail. Let K be an imaginary quadratic field with ring of integers Z K . Let Γ be a torsion-free finite index subgroup of the Bianchi group PSL 2 (Z K ) acting on the hyperbolic 3-space H 3 and its boundary ∂H 3 . In this case, the K-homology Gysin exact sequence splits into two exact sequences,
r (Γ)) → 0, with i = 0, 1, revealing that K-homology of C(∂H 3 ) ⋊ Γ is 'made of' that of C * r (Γ) and that of M . We then study the K-groups of these two parts in Section 4 and Section 5, relating them to the ordinary (co)homology of Γ and M . We do not consider K-theory groups anymore except in Section 4. To describe the K-homology isomorphism at the unbounded level, we give a construction of unbounded Fredholm modules from group cocycles. The fact that Kasparov's γ-element is equal to the identity in KK Γ 0 (C, C) (see [38, 39] ) is a vital ingredient in the construction.
Let c : Γ → Z be 1-cocycle with kernel Γ c and (C * r (Γ), E, D c ) the associated unbounded (C * r (Γ), C * r (Γ c )) Kasparov module (see Proposition 4.2). For 0 < s < 1, the γ-element induces an unbounded Fredholm module where / D HR is the Hodge-deRham operator, ρ(x) = d Hn (0, x) the distance function on the hyperbolic ball andĉ the Clifford multiplication. We prove the following result in Theorem 4.10.
Theorem B. The operators D c and / D s assemble into an (1 − s) unbounded Fredholm module
For n = 3, this induces Hecke equivariant isomorphisms
Moreover under these isomorphisms, the homological pairing H * × H * → Z corresponds to the index pairing K * × K * → Z.
The K-theory isomorphism comes from the results in [11, 51] . In Section 5 we exploit the equivalence between geometric and analytic K-homology ( [7] ) of the non-compact manifold M and in Theorem 5.5 establish the following:
Theorem C. There is an explicit Hecke equivariant isomorphism
where M denotes the Borel-Serre compactification of M and (N, ∂N ) ⊂ (M , ∂M ) is a properly embedded hypersurface. The interiorN inherits a complete Riemannian metric from M and hence the Dirac operators / DN are self-adjoint.
Note that H 1 (Γ, Z) ≃ H 2 (M , ∂M , Z). Our methods above also apply to the case of torsionfree finite index subgroups of PSL 2 (Z) which we discuss in Section 6.
With these results in place, we proceed to describe the unbounded Fredholm modules that exhaust the K-homology of the purely infinite boundary crossed product C(∂H 3 ) ⋊ Γ. To this end we use the maps K 1 (C(∂H 3 ) ⋊ Γ) → K 1 (C * r (Γ)), for which we construct an explicit section in Section 4, and ∂ : K 0 (C 0 (M )) → K 1 (C(∂H 3 ) ⋊ Γ) coming from (⋆).
To compute the latter map at the unbounded level, we construct an unbounded representative for the extension class by means of a hypersingular integral operator built from the harmonic measures ν x and associated metrics d x on ∂H 3 based at x ∈ H. Let T 1 H n = H n × ∂H n be the unit tangent bundle of H n and L 2 (T 1 H n , ν x ) the associated C * -module completion. The integral operators ∆Ψ(x, ξ) = ∂Hn Ψ(x, ξ) − Ψ(x, η) d x (ξ, η) n−1 dν x η, pΨ(x, ξ) = ∂Hn Ψ(x, η)dν x η, are G-invariant and the mutliplication operator ρΨ(x, ξ) = d Hn (0, x)Ψ(x, ξ) commutes with G boundedly in L 2 (T 1 H, ν x ). In Section 7 we prove:
Theorem D. The operators ∆, ρ and p assemble into a G-equivariant unbounded Kasparov module
representing the class of the G-equivariant extension
In Section 8 we then compute the unbounded Kasparov product of this operator with the selfadjoint Dirac operators on embedded hypersurfaces from Section 5. The main result here can be found in Theorem 8.8. The results in Sections 4 and 8 can be summarized to describe the structure of the K-homology of the purely infinite simple C * -algebra C(∂H 3 ) ⋊ Γ as in the following theorem.
Theorem E. The unbounded Fredholm modules in Theorem B extend to C(∂H n ) ⋊ Γ. A selfadjoint Dirac operator / DN associated to an embedded hypersurface and the integral operator S := −∆ + (2p − 1)ρ of Theorem D assemble into an unbounded Kasparov product
Consequently, for n = 3, there is an explicit Hecke equivariant isomorphism
defined at the level of unbounded Fredholm modules. The two pieces of K 1 (C(∂H 3 )⋊Γ) give rise to very different unbounded Fredholm modules, which by virtue of the Gysin sequence pair with K-theory in distinct ways.
Questions.
(1) Given an arithmetic group Γ, we construct Hecke operators on the K-groups of arithmetic C * -algebras associated to Γ. In the case of Bianchi groups, we show that our Hecke operators correspond to the classical Hecke operators on the cohomology groups of Γ. While this convinces us that our construction is natural and correct, for general Γ such a comparison is still to be made. A natural question to ask here is, does the Chern character homomorphism
where i = 0, 1 commute with the Hecke operators? (2) Torsion in the homology of arithmetic groups has gained a lot of interest in recent years.
What can we say about the torsion in the K-theory of arithmetic C * -algebras? We observe in Section 1 that for Bianchi groups, H 1 and K 1 hold the same torsion. However this is a coincidence of low dimensionality and in general the torsion on the two sides will not agree. Note that it is natural expect that p-torsion Hecke eigenclasses in the K-homology of arithmetic C * -algebras have associated mod p Galois representations. (3) Can the K-homology of the arithmetic C * -algebras as Hecke modules be accounted for by automorphic forms as is the case for cohomology? If so, what are these 'Ktheoretic' automorphic forms? Are they the same as cohomological ones? In the case of PSL 2 (Z) and Bianchi groups, we show that they are the same. In these cases, can we directly associate a K-homology class associated to a Bianchi (or classical) modular form? (4) What can we say about the summability properties of the (un)bounded Fredholm modules that we construct? Do their spectral zeta functions relate to the arithmetic of Bianchi modular forms?
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Prelude: Kasparov's spectral sequence
Let Γ be a torsion-free cofinite discrete subgroup of PSL 2 (C) acting on the hyperbolic 3-space H 3 and its boundary ∂H 3 . The limit set of Γ is all of ∂H 3 on which it acts with dense orbits. We can identify ∂H 3 with S 2 ≃ P 1 (C) and the action of Γ with the usual Möbius action. Let M denote the hyperbolic 3-manifold H 3 /Γ. In this section, we employ a KKtheory spectral sequence and get a description of K-groups of C(∂H 3 ) ⋊ Γ, C * r (Γ) and C 0 (M ) in terms of the cohomology of Γ.
The abstract isomorphisms that will come out of the spectral sequence will motivate the main task we accomplish in the present paper: Can we equip the respective K-groups with a Hecke module module structure and find explicit Hecke equivariant isomorphisms from (co)homology to K-groups?
We let D be a C * -algebra with a Γ-action and D ⋊ r Γ be the reduced crossed product algebra of Γ and D. Let γ ∈ KK Γ (C, C) denote the Kasparov idempotent. A spectral sequence of Kasparov (see [39, Section 6.10 .], see also [67] ) calculates the γ-parts of the K-groups of D ⋊ r Γ out of those of D. For discrete subgroups of Isom(H n ), it holds that γ = 1, a fact that will be of importance in several places in the present paper (see for instance [73, Chapter 9] and [38, 39] ). For our groups, the γ-part of a K-group of D ⋊ r Γ is itself. By setting D equal to C = C(pt), C 0 (H 3 ) and C(∂H 3 ), we shall use the above spectral sequence to obtain information on the K-groups of C(∂H 3 )⋊ r Γ, C * r (Γ) and C 0 (M ) respectively. We first set D = C(∂H 3 ), and note that the action of Γ on ∂H 3 is amenable so the full and reduced crossed products coincide (see [46, Lemma 3.8] ). The following well known lemma computes the K-homology groups of D as Γ-modules in this case. Lemma 1.2. We have
where the action of Γ on K 0 (C(∂H 3 )) is trivial.
Proof. The K-homology of the two-sphere S 2 ≃ ∂H 3 is well-known. The triviality of the action of Γ on K 0 (C(∂H 3 )) follows from the facts that it is the restriction of the action of P SL 2 (C), which is a connected group, and K-homology is homotopy invariant.
There is a short exact sequence
and an isomorphism
where the action of Γ on Z 2 is trivial.
Proof. We apply Theorem 1.1 with D = C(∂H 3 ) and use Lemma 1.2. The cohomological dimension of Γ is two. As Γ is torsion-free, all its integral cohomology above degree two vanishes and we see that the E 2 page of the spectral sequence looks like this:
The E 2 page of the spectral sequence.
Note that since the action of Γ is trivial on Z 2 , we have
As H 2 (Γ, Z) typically has a lot of torsion (see [69, 9] ), the sequence 1.1 does not split.
Next, we apply Theorem 1.1 to the case
. and the Γ-action is trivial, we find Proposition 1.4. There is a short exact sequence
, where the action of Γ on Z is trivial.
Lastly, we apply Theorem 1.1 to the case D = C 0 (H 3 ). Note that C 0 (H 3 ) ⋊ Γ is Morita equivalent to C 0 (M ) as the action of Γ on H 3 is free and properly discontinuous. In particular, they have the same K-groups. It is well known that K 0 (C 0 (H 3 )) ≃ {0} and that K 1 (C 0 (H 3 )) = Z with trivial Γ-action. Proposition 1.5. There is a short exact sequence
and an isomorphism (1.6)
where the action of Γ on Z is trivial.
We summarize the results of the homological spectral sequence and omit the details as they are the same as the above. Proposition 1.6. There are isomorpshisms (1.7)
and (1.8)
and short exact sequences
where the actions of Γ on Z 2 and on Z are trivial.
With these abstract isomorphisms in hand, we set ourselves two tasks. The first is to equip the K-groups of the above arithmetic C * -algebras with natural Hecke module structures. Secondly, we would like to compare the K-groups and (co)homology groups as Hecke modules. For this purpose, the abstract isomorphism coming from Kasparov's spectral sequence above cannot help, so we need to construct explicit isomorphisms between the respective groups appearing in this section. In the rest of the paper, we accomplish both of our tasks. However it should be noted that while our treatment of the first task is general, our treatment of the second task is very specific to the case of Bianchi groups (see Question 2 in the Introduction).
Hecke operators and KK-theory
The various (co)homology groups associated with an arithmetic group Γ come equipped with so called Hecke operators. These arise from elements in the commensurator C G (Γ) of Γ in its ambient real Lie group G:
has finite index in both Γ and gΓg −1 }.
We start by quickly recalling the definition of Hecke operators on the (co)homology groups that we deal with in the paper. Afterwards, for each element in C G (Γ), we construct elements in KK-rings KK 0 (A, A) of the arithmetic C * -algebras A associated to Γ. The elements that we construct will give rise to endomorphisms which play the rôle of Hecke operators on K-groups of A.
Homological definitions.
Let Γ ⊂ PSL 2 (C) =: G be a torsion-free finite-index subgroup of a Bianchi group PSL 2 (Z K ), acting on H 3 freely and proper discontinuously. In this case, we have C G (Γ) = PGL 2 (K) ⊂ PGL 2 (C) ∼ = G. For our purposes, the main distinction to be made is that between algebraically defined Hecke operators on H * (Γ, Z) and topologically defined Hecke operators on H * (M , ∂M , Z) where M is the associated hyperbolic 3-manifold H 3 /Γ and M is its Borel-Serre bordification.
2.1.1. On Group Homology. For a subgroup ∆ ⊂ Γ of finite index d, any choice of coset representatives
. This determines the transfer or corestriction map
which is independent of the choice of coset representatives γ i . For g ∈ C G (Γ), write Γ g := Γ ∩ gΓg −1 and the Hecke operator on group cohomology is given by (2.1)
To compute the operator T g , one uses the disjoint union decomposition of the double coset
The elements δ i form a complete set of coset representatives for Γ/Γ g −1 . The group Γ acts on the double coset Γg −1 Γ, and thus permutes the cosets g i Γ. As above there are indices γ(i) and group elements
which is independent of the choice of coset representatives δ i .
2.1.2.
On Simplicial Homology. We start with the manifold M g := H 3 /Γ g and the associated finite covering π g : M g → M. This finite covering induces a corestriction map π * g : H * (M ) → H * (M g ) by mapping a simplex to the sum of its inverse images. Similarly there is a covering π g −1 : M g −1 → M , and the isometry g :
Thus we obtain a second covering τ g :
For g ∈ C G (Γ), we define Hecke operators, both denoted T g , on homology and on cohomology as the group homomorphisms
We shall need Hecke operators also on the homology of the Borel-Serre compacitifications. In our low-dimensional cases, these compactifications can be described concretely as follows (see [13] and also [12, III.5.15] , [8, §2.8] ). We first construct a partial compactification H 3 of H 3 by adding a copy of the complex plane C to every boundary point in P 1 (K) ⊂ P 1 (C) = ∂H 3 , more precisely
The copy P 1 (C)\{z} = C is the parameter space of all geodesics in H 3 converging to the boundary point z ∈ P 1 (K). The action of PGL 2 (K), but not of G, on H 3 extends to an action on H 3 by sending ω ∈ P 1 (C)\{z} to ωγ ∈ P 1 (C)\{zγ}. One can topologize H 3 in such a way that the action of PGL 2 (K) is continuous. The action of Γ on H 3 , unlike its action on the geodesic completion H 3 , is free and proper. The quotient H 3 /Γ can be shown to be a compact 3-manifold with boundary which we call the Borel-Serre compactification of M and denote by M . The connected components of its boundary are 2-tori, attached at 'infinity' to each cusp of M . Note that M is the interior of M and thus they are homotopy equivalent. Just as before, we obtain finite coverings π g , τ g : M g → M , extending π g , τ g : M g → M , and construct the Hecke operator
As π g , τ g restrict to finite coverings on the boundaries, we also obtain Hecke operators on the relative homology groups 
The conditional expectation and right module structure
give a right C 0 (M )-module denoted by T M g . Because the map τ g : M g → M is proper, there is a left action by compact operators
coincides with the class of this bimodule. Definition 2.1. Let M = X/Γ as above. For any separable C * -algebra C, the Hecke operators
are defined to be the Kasparov product with the class
. For the moment, we denote by B an arbitrary C G (Γ)-C * -algebra and by g :
of ℓ 2 functions on Γ with values in B is constructed as a completion of C c (Γ, B). The convolution product and involution given by (see [40] ) Γ, B) ). This gives a contractive conditional expectation
Using the *-homomorphism
we form the interior C * -module tensor product
Definition 2.2. Let B be a separable C G (Γ)-C * -algebra and C a seperable C * -algebra. The Hecke operators
. Let A be any of the C * -algebras and T g any of the KK-theoretic Hecke operators discussed above. If x, y denotes the index pairing of elements x ∈ K * (A) and y ∈ K * (A), associativity of the Kasparov product gives T g x, y = x, T g y . That is, the Hecke action is self-adjoint with respect to the index pairing between K-theory and K-homology.
2.3. Explicit formulae for the reduced crossed product. To describe the B ⋊ r Γ-bimodule T Γ g , let δ i be as in (2.2) and χ i ∈ C c (Γ, M (B)) be the function that is 1 at δ i and 0 elsewhere. It is straightforward to check that
This implements a unitary isomorphism of right modules
. To describe the left B ⋊ r Γ action on T Γ g ≃ (B ⋊ r Γ) d we consider the dense submodule C c (Γ, B d ), the elements of which we view as columns Ψ :
First we collect some useful facts and relations for the elements t i (γ). Lemma 2.3. We have the relations:
Proof. All relations are checked by direct computation using the defintions in section 2.1
For γ ∈ Γ denote by u γ ∈ C c (Γ, M (B)) the function which is 1 at γ and 0 elsewhere. We identify B ⊂ C c (Γ, B) with the function that takes the value b at e ∈ Γ and 0 elsewhere.
Equivalently, we have the covariant representation
Moreover, for γ ∈ Γ we have a factorisation
Proof. By right B × r Γ linearity, it suffices to prove (2.6) for elements Ψ with supp Ψ ⊂ Γ g . Using u as in (2.5) and the relations in Lemma 2.3 one computes, for h ∈ C c (Γ, B) and δ ∈ Γ g :
The step from (2.8) to (2.9) follows since gδ
Thus we have established (2.6) and (2.7) follows. Let τ (γ) ∈ M d (C) be the permutation matrix corresponding to (τ (γ)Ψ) i = Ψ γ −1 (i) . To prove the last statement we compute
as required.
Gysin sequence and Hecke operators
The paper [23] is an extensive study of the Gysin sequence in K-theory arising from a group action on a space X and the associated boundary action on ∂X, e.g. the Furstenberg or Gromov boundary. In [24, Section 10] , the K-homological version is described for hyperbolic groups Γ with cocompact classifying space for proper actions E Γ. We will describe the Gysin sequence in the setting of hyperbolic n + 1-space H, the geodesic compactification H and its boundary sphere ∂H = S n .
3.1. The K-homology exact sequence. Let G = Isom(H) and H := H ∪ ∂H the geodesic compactification of H on which G acts as well. We consider the G-equivariant extension
. Thus, for any subgroup Γ ⊂ G we obtain a class in KK Γ 1 (C(∂H), C 0 (H)) through restriction, and a long exact sequence in equivariant Khomology:
Because Γ is torsion-free and H is contractible, H-equivariant contractibility The extension (3.1) induces an extension of crossed products 
and thus in KK Γ 0 (C, C) for any subgroup Γ ⊂ G. We will refer to each of these elements as the Euler class (cf. [23, 24] ). We obtain the following Proposition. Proposition 3.2. For a discrete torsion-free subgroup Γ ⊂ G there is an exact hexagon
where i * is induced from the inclusion i : C → C(H) and the maps Eul * are induced from the Kasparov product with the Euler class
Proof. This follows from the arguments in [23, 24] .
, by descent in the first variable. Thus, Lemma 3.1 gives isomorphisms
. Because the action of Γ on H is free and proper, we have isomorphisms
Lastly, [46, Lemma 3.8] and γ = 1 give
Via these isomorphisms, the sequence (3.2) can be identified with the six-term exact sequence associated to the extension (3.3). The identification of the maps The exact sequence (3.4) simplifies further. We denote by
Since M is connected this does not depend on the choice of x. Furthermore we denote by Theorem 3.3. For a discrete torsion-free subgroup Γ ⊂ Isom(H), the homomorphism
In particular, if Γ is noncocompact or H has odd dimension, there are short exact sequences
Proof. The exact sequences (3.5) and (3.6) are derived directly from Proposition 3.4. We now prove the statements about the maps Eul * . Let x ∈ M , π : H → M the quotient map and 
In particular the Gysin sequence simplifies for all Bianchi groups and some Fuchsian groups.
3.2. The extension class. For a subgroup H ⊂ G, we denote the class defined through the exact sequence (3.1) by [Ext] ∈ KK H 1 (C(∂H), C 0 (H)). We now construct an equivariant Kasparov module representing [Ext] , and then employ Kasparov descent and Morita equivalence to obtain an explicit representative
In the Poincaré ball model of hyperbolic n + 1 space H, the boundary ∂H is the unit sphere in R n+1 . For an element g ∈ G, write |g ′ (ξ)| = | det J g (ξ)|, the determinant of the Jacobian of the conformal transformation g. Consider T 1 H := H × ∂H, which can be thought of as the unit tangent bundle of H. The Poisson kernel is the map (3.8)
The harmonic measure ν x on ∂H based at x ∈ H is defined to be unique probabiltity measure on ∂H that is invariant under the action of the stabiliser G x of x. Then ν 0 is normalised Lebesgue measure on ∂H and the measures ν x satisfy
We consider the G−C * -algebra C 0 (H) as a G-equivariant C * -module over itself. A second C * -module is constructed using the harmonic measures on the boundary. The harmonic measures give an expectation
and hence a
. This module carries a representation of the boundary algebra C(∂H) by pointwise multiplication.
Theorem 3.4. Let p = ww * be the projection defined from the adjointable isometry
Then p commutes with G and has compact commutators with the
representing the class of the boundary extension (3.1)
Proof. To see that w is adjointable define w * f (x) := ∂H f (ξ, x)dν x ξ. A quick computation shows that w and w * are mutually adjoint:
Then computing the composition
, that is w * w = 1 and w is an isometry.Consider
The function x → f (ξ)dν x ξ is hyperbolically harmonic and continuous up to the boundary with limit f by [1, page 69] (see also [56, Theorem 5.1.5]). Hence f → w * f w defines a G-invariant completely positive linear splitting C(∂H) → C 0 (H). Lemma 3.7] ), and the usual Stinespring dilation argument shows that it represents the extension (3.1).
3.3. Kasparov descent and Morita equivalence. Consider the universal cover π : H → M , and the associated expectation
The following result is a special case of the well known Morita equivalence for free and proper actions.
, which can be explicitly defined on the level of cycles. We will describe the image of the cycle
under the map j Γ as well as its composition with the Morita equivalence from Lemma 3.5. This will furnish us with a representative of the mapping K * (C 0 (M )) → K * +1 (C(∂H) ⋊ Γ) appearing the in the exact sequences (3.5) and (3.6).
Following [40, Section 6.1], the underlying C 0 (H)⋊Γ module for the class
and left and right module structures
is surjective and compatible with the balancing relation. The resulting
The left representation and the operator F p = 2p−1 are induced from tensoring with the identity operator. We summarize the above findings:
Corollary 3.6 (of Theorem 3.4). The class
3.4. Hecke equivariance. Our purpose is now to show that the exact hexagon (3.4) is equivariant for the action of the Hecke operator T g on the various algebras appearing in (3.4). We first consider compatibility of the Hecke operators with Morita equivalences arising from free and proper actions.
Let X be a G-space such that Γ acts freely and properly on X, π :
and then compare the left actions. Consider the fiber product with its natural covering maps
There is a well-defined map
of right C c (M )-modules preserving the inner product. By standard support arguments, w is shown to be surjective, and
Lemma 3.7. Let δ i be a set of right coset representatives for
The continuous open maps
, each ϕ i is well-defined and injective. Moreover, the ϕ i assemble to an injective map on the disjoint union ϕ :
This can be seen by assuming that
which gives xgδ
∈ Γ because γ ∈ Γ g and freeness of the Γ action on X gives g −1 γgδ
, which gives i = j and hence x = x ′ as well, as desired.
It remains to show that ϕ is surjective, so let (
for some unique i and γ ∈ Γ g −1 . Hence, we find
proving that ϕ is surjective.
Proposition 3.8. Let X be a G-space such that Γ acts freely and properly on X, M := X/Γ and
In particular we have the identity
Proof. The homeomorphism ϕ from Lemma 3.7 induces a unitary isomorphism of right
The action of a group element γ is given by
). We compute further by using Lemma 2.3 and observing that
, and since
As above, this equals the action coming from the identification
. This completes the proof.
As a right C(∂H) ⋊ Γ-module, T Γ g is free of rank d. Therefore, as in (3.14) the map
defined through coordinatewise product, is a unitary right module map. Using this map we can define the operator
. By a slight abuse of notation, we denote this operator by 1 ⊗ p.
intertwining the operators p ⊗ 1 and 1 ⊗ p. We have the identity
Proof. By Corollary 3.6 and Lemma 3.8, the second statement follows from the first because it implies that
. The map u in Equation (3.15) is readily seen to be a left C(∂H) ⋊ Γ module map.
We now construct a unitary isomorphism of
We view
using Equation (2.7) in Proposition 2.4. Now define a map
and the right module structure is respected because β is a right module map. We find
by Proposition 2.4 using that p(Φβ(
The fact that α is unitary follows from a lengthy but straightforward calculation which we omit.
We arrive at the main general result of this section, expressing the compatibility of the of the various Hecke operators we construct. Theorem 3.10. The Gysin-sequences in K-homology
and K-theory
are Hecke-equivariant.
Proof. This follows by combining Proposition 3.8, 3.9 and the observation that the inclusion
are Hecke equivariant by construction. Hecke equivariance of the Euler maps
, the map Eul is a composition of Hecke equivariant maps, whence Hecke equivariant. The argument for the K-theory sequence is identical.
K-cycles for the reduced Bianchi group C * -algebra
We will describe a naturally defined map s :
) for a discrete group Γ of hyperbolic isometries and show that in the special case when Γ is a torsion-free finite index subgroup of a Bianchi group, our explicit map s is a Hecke equivariant isomorphism.
It is well known that for a general discrete group Γ, there is a homomorphism t :
. This homorphsim has been studied for instance by Matthey [51] in the context of the Baum-Connes conjecture. We show that when Γ is a torsion-free finite index subgroup of a Bianchi group, t is an isomorphism and that the homological pairing H 1 × H 1 → Z and the index pairing K 1 × K 1 → Z commute with the isomorphisms s and t.
4.1. Group cocycles and index theory. In this subsection, Γ is an arbitrary countable discrete group. Let c : Γ → Z be an integral group cocycle, simply a group homomorphism, and denote by Γ c its kernel. The multiplication operator To describe the pairing of this cycle with K 1 (C * r (Γ)), we need a concrete description of the latter group. First note that here we use the surjective (Hurewicz) map Γ → Γ ab ≃ H 1 (Γ, Z), we can represent homology classes by elements δ ∈ Γ. A group element δ ∈ Γ defines a unitary u δ in the reduced C * -algebra C * r (Γ), and thus a class [u δ ] ∈ K 1 (C * r (Γ)) via the standard picture of K 1 . This gives us a homomorphism H 1 (Γ, Z) → K 1 (C * r (Γ)), for any discrete group Γ. Definition 4.1. We define the norm of a cocycle c : Γ → Z to be the nonnegative integer
A cocycle c is is normalised if 1 ∈ c(Γ) ⊂ Z. The norm of the 0-cocycle is defined to be ∞.
Since c(Γ) = |c|Z, the statement that c is normalised is equivalent to saying that c(Γ) = Z. Any cocycle is an integral multiple of a normalised cocycle, and thus H 1 (Γ, Z) is generated by normalised cocycles. If c is normalised, the short exact sequence of groups
admits a non canonical splitting by choosing g ∈ c −1 (1) and define s : Z → Γ, n → g n . Any such splitting determines a group is isomorphism Γ ∼ = Γ c ⋊ s Z (semidirect product) and a
Choosing g ∈ c −1 (1) gives a generating set {e g n } n∈Z for the module E and a decomposition
under which the operator D c becomes multiplication by −n ∈ Z. Denote by p c : E c → E c the projection onto the positive spectrum of D c , which is adjointable by the decompisition (4.1). The Fredholm operator given by
2 is a compact perturbation of the adjointable operator S c = 2p c − 1 and defines the same class as
As above we have ker p c u δ p c = span{e g n : −c(δ) < n 0}, and since c is normalised, this module is isomorphic to the free module of rank |c(δ)| over C * r (Γ c ) if c(δ) > 0 and 0 otherwise. Since cokerp c u δ p c = ker p c u δ −1 p c , the statement follows.
In order to obtain a genuine unbounded Fredholm module from a cocycle, we need to get rid of the algebra C * r (Γ c ) in Proposition 4.2. It is not clear how to do this without making more assumptions on Γ. In the next subsection, we achieve this when Γ is a discrete group of hyperbolic isometries.
The unbounded
. In this section we work with the real hyperbolic n + 1-space X = H, but this is not necessary. Let ρ denote the function The following lemma is well-known in the case s = 1 and we state it for convenience.
In particular, for any discrete subgroup Γ ⊂ G the triple
is an unbounded Fredholm module and Ind( / D + ρ,s ) = 1.
Proof. The statement follows from the observation that (1 + ρ) sĉ (dρ) a bounded perturbation of ρ sĉ (dρ) and is a representative for Kasparov's dual Dirac element. The graded commutator 
so we assume 0g = 0 as well. This yields the estimate
which produces the claimed norm estimate.
Proof. This is a straightforward induction. For k = 1 there is nothing to prove. Then for k > 1 we write
which are the desired inequalities.
We wish to construct the Kasparov product of the element
in order to obtain an unbounded Fredholm module and a class in K 1 (C * r (Γ)). In order to do this we define, for g ∈ c −1 (|c|)
which is a densely defined symmetric operator with initial domain C c (Γ)⊗ Cc(Γc) Dom / D ρ,s . We then consider the densely defined symmetric operator
with grading operator σ, decomposed according to even and odd forms
We recall from the appendix to [29] , that the notion of unbounded Fredholm module can be loosened. 
and in particular is independent of the choice of g ∈ c −1 (1).
Proof. Essential self-adjointness and compact resolvent of the operator / D c,s in (4.3) follows from general considerations in [54] . It remains to show condition 3 of Definition 4.6 is satisfied for the unitaries u γ generating C * r (Γ) and ε = 1 − s. For the operator D c ⊗ σ this follows from the fact that [D c , u γ ] defines an adjointbale operator on E c .
For 1 ⊗ ∇g / D ρ,s , Equation (4.2) shows that the commutator can be expressed as
The Hilbert space E ⊗ L 2 (∧ * H) decomposes as a direct sum
and it suffices to control the supremum of the norms · n of the operators
, and / D HR commutes with u δ for all δ. So we need only concern ourselves with the dual Dirac part. To this end we expand
Since ĉ(dρ) = 1, the norm of the first term is controlled by
whereas Lemma 4.4 takes care of the second term with the estimate
Thus the size of the commutator is determined by the distance d s H (0, 0g −n−c(γ) γg n ). Using lemma 4.5 we can estimate
Thus, the norm of the operator
Since we also have the estimate
is shown to be bounded by noting that u γ = u * γ −1 .
Our next result says that the index pairing between K 1 and K 1 when applied to the K-cycles constructed from group cocycles in Theorem 4.7 and unitaries [u δ ] ∈ K 1 (C * r (Γ)) recovers the pairing between H 1 and H 1 . This result will play an important rôle in what follows. Proposition 4.8. Let Γ ⊂ Isom(H) be a discrete group and c : Γ → Z a normalised cocycle. The index pairing
to the integer c(δ), and thus recovers the (co)homology pairing
Proof. We use that the Kasparov product is associative:
, and apply Proposition 4.2 and Lemma 4.3 to obtain that this equals
. This proves the proposition.
A Hecke equivariant isomorphism.
We return to the specific setting of Bianchi groups in dimension 3. We saw in Propositions 1.4 and 1.6 that for a Bianchi group Γ there are isomorphisms
. However for our purposes, these isomorphisms are not useful as they are only given abstractly. In this subsection we set out to show that the construction of the previous section gives explicit isomorphisms between the above. We prove their the Hecke equivariance and construct a section for the restriction map
in the Gysin sequence. Proposition 4.9. Let Γ ⊂ PSL 2 (C) be a noncocompact torsion-free discrete subgroup. The map Theorem 4.10. Let Γ ⊂ PSL 2 (C) be a noncocompact torsion-free discrete subgroup. The maps Proof. Proposition 4.9 gives the K-theory isomorphism. To show that the K-homology map is a homomorphism, we use that C * r (Γ) is KK-equivalent to C(H 3 ) ⋊ Γ which is in the bootstrap class. By the Universal Coefficient Theorem (UCT) [64, Theorem 1.17, Corollary 1.18] there is a short exact sequence
where ⊗ denotes the map induced by the Kasparov product. By (1.11) K 0 (C * r (Γ)) is finitely generated and torsion-free, so the Ext group vanishes and K 1 (C * r (Γ)) ∼ = Hom(C * r (Γ), Z). That is classes in the K-homology K 1 (C * r (Γ)) are determined by the index pairing. For an arbitrary cocycle c : Γ → Z, We now show that the explicit isomorphism of abelian groups H 1 (Γ, Z))
is Hecke equivariant and construct an explicit section for the restriction map
) be the Hecke class from Definition 2.2, c : Γ → Z a cocycle and δ ∈ Γ. We have the identities
Proof. By Proposition 2.4 we have
t g (u δ ) = τ (δ)diag(u χ k (δ) ) and since τ (δ) ∈ M n (C) we have [τ (γ)] = 0 ∈ K 1 (C * r (Γ
)). So together with (2.3) we find
Thus Hecke equivariance of the map [δ] → [u δ ] is proved. For K-homology, by the UCT, it suffices to show that for all γ ∈ Γ it holds that
. By Theorem 4.8, we can compute the right handside to equal T g (c)(γ). For the left handside, observe that the class
and thus the index pairing becomes
Unlike the previous results in this section, the following theorem is valid for discrete subsgroups Γ ⊂ IsomH in any dimension. 
Proof. Let X = X Γ ⊂ H be an open connected fundamental domain for Γ. The disjoint union γ∈Γ Xγ is dense in H and
is an almost everywhere defined equivariant measurable map. The tensor product E ⊗L 2 (∧ * H) can be identified with the Hilbert space n∈Z L 2 (∧ * H) by choosing g ∈ g −1 (|c|) and using Equation (4.1). By choosing a point ξ ∈ ∂H, representations of C * r (Γ) and C(∂H) are defined, for ψ = (ψ n ) n∈Z , by
and form a covariant pair. Thus we obtain a representation of C(∂H)⋊Γ on E⊗ C * r (Γc) L 2 (∧ * H). The representation π X,ξ clearly commutes with the multiplication operators ρ and c. Because π X,ξ (f ) is constant on each Xγ, it also commutes with the Dirac operator / D. Therefore the (1 − s) spectral triples from Theorem 4.7 extend to C(∂H) ⋊ Γ. Since ∂H is connected, the choice of ξ ∈ ∂H does not affect the homotopy class of the spectral triple. If Y is another open connected fundamental domain for Γ, there exists δ ∈ Isom(H) such that X = Y δ and thus τ X (x) = δτ Y (x). This implies that π Y,ξ = π X,ξδ . Therefore the representations π X,ξ and π Y,ξ are homotopic as well.
K-cycles for Bianchi manifolds
Let Γ be a torsion-free finite-index subgroup of a Bianchi group and M be the associated hyperbolic 3-manifold. We already know from Propositions 1.5 and 1.6 that there is an abstract isomorphism
In this section, we shall construct an explicit Hecke equivariant isomorphism
where M is the Borel-Serre compactification of M (see Section 2.1.2). Recall that
and these isomorphisms are Hecke equivariant. Our approach uses geometric K-homology and employ work of Matthey [51] on geometric K-homology of low-dimensional CW -complexes.
Complex spin structures.
Spin structures on M are in bijection with lifts of the holonomy representation Γ ֒→ PSL 2 (C) to SL 2 (C) ≃ Spin(3, 1) (see, e.g. [58, Section 2.7]). It is known that such lifts exist and thus M admits a spin structure. Let us fix a lift of the holonomy map of M and denote the corresponding spin structure on M by σ. It is well known that any compact oriented 3-manifold admits a spin structure (see [41, Section IV]), in particular, the Borel-Serre compactification M of M admits a spin structure. It turns out that, see [41, Proposition 1, Section IV], we can choose a spin structure on M so that the induced spin structure on M agrees with our fixed σ. We fix such a spin structure δ on M . A spin structure induces a complex spin (or spin c ) structure, in a canonical way. We denote the corresponding spin c -structures on M and M with the same symbols σ and δ respectively. This will not cause confusion as we shall only consider spin c structures. In the rest of the paper, we will endow all codimension 0 and codimension 1 submanifolds of M with the canonical spin c structure arising from δ.
Geometric K-homology.
Let us describe K 0 (C 0 (M )) as a relative group in the BaumDouglas model for K-homology of manifolds [6] . For a CW-pair (X, Y ), a geometric cycle is a triple (N, E, ϕ) consisting of a compact spin c manifold N with boundary ∂N , a vector bundle E → N and a continuous map ϕ : N → X such that ϕ(∂N ) ⊂ Y . The parity * = 0, 1 corresponds to the dimension of N being even or odd. Modulo a suitable equivalence relation, such cycles generate the geometric K-homology K geo * (X, Y ) of the pair (X, Y ). By taking Y = ∅, we obtain the geometric K-homology group K geo * (X) := K geo * (X, ∅). For details see [7, 33] .
The paper [51] describes explicit relationships between ordinary homology and geometric K-homology of low dimensional CW -complexes. Recall the Hurewicz homomorphism h :
, which sends the class of a map ϕ : 51]). Let X be a connected CW -complex such that H k (X, Z) = 0 for all k 3. There are explicit natural isomorphisms 
is a natural isomorphism.
Proof. This is the statement of [7, Theorem 6.2] .
In view of the last lemma, we consider the Borel-Serre compactification M of M , see Section 2.1.2. The pair (M , ∂M ) form a CW -pair. In view of Proposition 5.1 and Lemma 5.2, we aim to construct a relative version of the map β ev . We begin with a relative version of Steenrod representability for H 2 , which can be found in [50, Proposition 1.7.16] (see also [37, Lemma 2.9] and the remark after its proof). As before, we denote ϕ * ([N ]) by [N, ϕ] . For convenience we will write (N, ∂N ) ⊂ (M , ∂M ) to mean that N is a compact surface with boundary that is properly embedded into M as in Lemma 5.3. As N ⊂ M is an embedded hypersurface, the spin structure on M descends to N and (N, 1 N , ϕ) is a geometric K-cycle for (M , ∂M ). We now show that these cycles exhaust the group K geo 0 (M , ∂M ).
Proposition 5.4. There is a natural isomorphism 
are spin c -bordant and thus represent the same geometric K-homology class. As the addition operation on both groups is given by disjoint union, it is now clear that we have a homomorphism
As group operations on both sides amount to taking disjoint unions of manifolds representing classes, it is clear that β 2 is a homomoprhism.
To show that the map β rel 2 is an isomorphism, recall the long exact sequence in homology associated to the pair (M , ∂M ) which takes the form
Next, consider the six-term exact sequence of geometric K-homology groups (see for instance [7, 33] ):
Writing H ev (X) = H 0 (X) ⊕ H 2 (X), and ι : (M , ∅) → (M , ∂M ) for the inclusion of CW-pairs, Proposition 5.1 yields a diagram with exact rows
, whose outer squares commute. If we show that the inner squares commute as well, then the five Lemma and the fact that β ev , β odd are isomorphisms, implies that β rel 2 is an isomorphism as well. To show that β rel 2 • ι * = ι * • β ev , observe that the H 0 (M ) summand of H ev (M ) is annihilated by ι * , as is the class of a point in
The boundary ∂N is a compact 1-dimensional manifold, and therefore decomposes as a disjoint union ∂N = k i=1 S 1 of circles S 1 . Denote by ϕ i the restriction of ϕ to the i-th circle in this decomposition. We compute the composition
This completes the proof that β rel 2 is an isomorphism. Note that Lemma 5.3 implies thatN = N ∩ M ⊂ M is a closed embedded hypersurface. We equipN with the metric inherited from the hyperbolic metric on M as well as with the inherited spin c structure. The Riemannian distances dN , d M satisfy d M (x, y) dN (x, y) for x, y ∈N . SinceN carries the relative topology as a subset of M and M is complete, it follows thatN is complete. The spinor bundle SN →N is the restriction of the spinor bundle S M → M toN (see [5, 32] ). ThusN is a complete Riemannian spin c manifold and we denote by / DN its Dirac operator, which is essentially self-adjoint on C 1 c (N , SN ) , the compactly supported C 1 -sections. Theorem 5.5. Let Γ ⊂ PSL 2 (C) be a noncocompact torsion-free discrete subgroup. There is a natural isomorphism
whereN is viewed as a spin c surface with associated Dirac operator / DN .
Proof. By Lemma 5.2, we obtain a map
where DN is the symmetric operator obtained from the manifold with boundary N . Since we have chosen the spin structure on M to be compatible with that on M , the spin structure that N inherits from M is compatible with the spin structure thatN inherits from M . By [30, Proposition 11.27 ] it follows that
Combining Lemmas 5.2, 5.3 and Proposition 5.4, it thus follows that the map (5.2) is an isomorphism.
5.3. Hecke equivariance. Given a class [N, ϕ] ∈ H 2 (M , ∂M , Z) and a Hecke operator T g , it can be seen that the class
where π g , τ g are as in Section 2.1.2 and N g is a compact surface with boundary ∂N g ⊂ ∂M g given by the fiber product
The reader should compare this with the discussion in [22, Section 3].
Proof. Take a class [N, ϕ] ∈ H 2 (M , ∂M , Z). Comparing 5.3 and the isomorphism (5.2), we see that we need to show that
in the group KK 0 (C 0 (M ), C 0 (M )). ViewingN g as the inverse image π −1 g (N ) ⊂ M g using (5.4) it is straightforward to show that (dN (ζ|N ) )ψ)| U where c denotes Clifford multiplication of forms. Since
it follows that ψ → / DN g χπ * g ψ − χπ * g / DN ψ extends to a bounded operator. The submodule of T M g generated by elements χ ∈ C 1 c (M g ) of small support is dense in T M g . Hence condition i of [42, Theorem 13 ] is satisfied and we are done.
The case of PSL 2 (Z)
Let Γ be a torsion-free finite index subgroup of PSL 2 (Z). Then it acts properly discontinuously on the hyperbolic plane H 2 and the quotient M = H 2 /Γ is a finite volume hyperbolic surface with cusps. The boundary of H 2 can be identified with P 1 (R).
The analogue of Proposition 1.3 in this case is the following (note that the cohomological dimension of Γ is one). For i = 0, 1, we have
and
This is actually well known, it is a special case of the work of Anantharaman-Delaroche (see [2] ) who treated cofinite discrete subgroups of PSL 2 (R). Note that H 0 (Γ, Z) ≃ Z and H 1 (Γ, Z) ≃ Z 2g+c−1 where g is the genus of Γ and c ≥ 1 is the number of cusps of M . In [48] , Manin and Marcolli describe the above isomorphisms in terms of Manin symbols using Pimsner's 6-term exact sequence [60] of which Kasparov's spectral sequence can be viewed as a generalization.
Much of Section 3 carries through and we obtain the Hecke equivariant exact hexagon
As M is non-compact, this hexagon (6.1) breaks apart into two short exact sequences (see [23] )
It is well-known that Γ is a free group on 2g + c − 1 generators. It follows, for example, from work of Cuntz [21] and of Lance [43] , that K 0 (C * r (Γ)) ≃ Z and K 1 (C * r (Γ)) ≃ Z 2g+c−1 . As a result, the sequences (6.2) and (6.3) split and also we get
The analogue of Proposition 1.4 reads as follows. For i = 0, 1, we have
. The map we constructed in Section 4 is defined here as well and we get Theorem 6.1. The maps
,H ] are Hecke equivariant isomorphisms compatible with the pairings of the respective groups.
Our results in Section 5 adapt straightforwardly to the case of PSL 2 (Z). The 1-dimensional analogue of Lemma 5.3 holds and we get the following (using the notation of Section 5):
There is a Hecke-equivariant isomorphism
sending the homology class [N, ϕ] to the class
where M denotes the Borel-Serre compatification of M .
Note that H 1 (M , ∂M , Z) ≃ H 1 (Γ, Z) as Hecke modules.
The extension class as a hypersingular integral operator
In section 3.2 we used the harmonic measures ν x on the boundary ∂H to represent the boundary extension (3.1) as a Kasparov module. In order to compute the K-homology boundary map
, we now construct an unbounded Kasparov module [4] representing the extension class.
7.1. Harmonic calculus on T 1 H. As before, H denotes the Poincaré ball model of hyperbolic n + 1 space. To construct an unbounded representative for the boundary extension we discuss hypersingular integral operators defined using the harmonic measures ν x and a family of metrics d x on ∂H which we now describe For all x, y ∈ H and g ∈ G we have (cf.
x − y , where · denotes the Euclidean norm on R n+1 . Using the Poisson kernel (3.8) the function For a pair (x, ξ) ∈ T 1 H we denote by r (x,ξ) : R → H the geodesic ray with r (x,ξ) (0) = x and lim t→+∞ (r (x,ξ) (t) = ξ. Recall that for r > 0 and x, y ∈ H, the Sullivan shadow is the set
A proof of the following result can be found in [56, 61] . Proposition 7.1 (Sullivan's shadow lemma [71] ). For all ξ, η ∈ O r (x, y) it holds that
Moreover there exists r 0 such that for all r r 0 there exists C r > 0 for which
for all x, y ∈ H.
We start with the following observation, concerning the Riesz potentials commonly studied in metric measure theory (see for instance [74] ). Lemma 7.2. For all 0 < s < n, the integral
is finite and independent of (x, ξ).
Proof. To see that the integral is finite for fixed (x, ξ), we only consider the case 0 < s < n, as the case s n is immediate. Choose points x k on the geodesic from x to ξ such that d(x, x k ) = k. We write ∂H as a disjoint union x k+1 ) , and expand the integral and then estimate using Proposition 7.1:
Thus the integral I s Ψ(x, ξ) is finite for fixed (x, ξ). For g ∈ G x we have
and since G x acts transitively on ∂H, we see that I s (x, ξ) is constant in ξ. Using this fact, we can write for g ∈ G:
and since G acts transitively on H we see that I s (x, ξ) is independent of x as well. Now we consider the spherical hypersingular operator ∆ 0 : Lip(∂H) → L 2 (∂H, ν 0 ) and the projection p 0 ∈ B(L 2 (∂H, ν 0 )) given by
Operators of exponent n+ε in the denominator have been extensively studied by Samko [65, 66] .
Lemma 7.3. The operator ∆ 0 maps Lip(∂H) ⊂ L 2 (∂H, ν 0 ) into bounded functions on ∂H, is essentially self-adjoint on C 1 (∂H) ⊂ Lip(∂H) and has compact resolvent. Moreover ker ∆ 0 = Im p 0 and ∆ 0 + p 0 is strictly positive.
Proof. Observe that for f ∈ Lip(∂H) , by Hölder's inequality and Lemma 7.2 we have
so ∆ 0 f is a bounded function and thus ∆ 0 f ∈ L 2 (∂H, ν 0 ). In particular, any orthonormal family of spherical harmonics Y m,k ∈ C 1 (∂H) is in the domain of ∆ 0 . Using the the method of Samko [66, Lemma 6.25] we see that the multiplier of ∆ 0 on spherical harmonics is given by
(1 − t) k is the m-th Legendre polynomial. In particular we have λ 0 = 0 since P 0 (t) = 1. For m > 0 we find
so we are concerned with the integrals
The proof of this equality follows by induction on k. Thus we find, for m α
This proves that λ m > 0 for all m > 0 and λ m → ∞ for m → ∞. Hence ∆ 0 is essentially self-adjoint on Lip(∂H), and has compact resolvent in L 2 (∂H, ν 0 ). Moreover ∆ 0 is positive with kernel the constant functions, on which p 0 projects so ∆ 0 + p 0 is strictly positive.
We wish to extend the operator ∆ 0 to the module L 2 (T 1 H, ν x ) C 0 (H) in a way compatible with the action of G = IsomH on this module.
Lemma 7.4. The map Ψ → P n/2 Ψ, where P is the Poisson kernel (3.8), extends to a unitary isomorphism
Proof. Since dν x (ξ) = P (x, ξ) n dν 0 (ξ) it is straightforward that v is innerproduct preserving.
Since it maps C c (T 1 H) into itself, it is surjective.
In L 2 (T 1 H, ν x ) C 0 (H) we consider the operator
which is initially defined on the dense subspace
Proof. For fixed x, P x : ξ → P (x, ξ) is nonvanishing and Lipschitz in ξ. Therefore the function
)(ξ) is bounded by Lemma 7.3 and thus defines an element of L 2 (∂H, ν 0 ). For x, y ∈ H, the function (ξ) − P −n/2 y (ξ)) , which is a continuous function of (x, y) that vanishes on the diagonal. The mean value theorem gives
Thus, with I 1 as in Lemma 7.2 we can estimate
shows that lim x→y P n/2
. The partial derivatives ∂ x i H(x, ξ) are continuously differentiable in ξ, and so a similar argument shows that the maps
For a Banach space E, we denote by C 1 c (H, E) the space of compactly supported continuously differentiable functions on H with values in E. We will always consider Dom ∆ 0 as a Hilbert space in the graph norm. Using the injection Dom
, which both are C 0 (H)-bimodules Proposition 7.6. Let v be as in Lemma 7.4 and ∆ as in (7.5) . The operator ∆ is essentially self-adjoint and regular on v * C 1
Proof. Using the map (7.4), it suffices to show that the operator vDv * with domain
, is essentially self-adjoint, regular and has C 0 (H)-compact resolvent in C 0 (H, L 2 (∂H, ν 0 )). We see that it is given by
where
) is the function from (7.6). In particular, v∆v * maps
and thus ∆ is a densely defined symmetric operator. By [59, Theorème 1.18], v∆v * is selfadjoint and regular if and only if for all x ∈ H the localisation (v∆v * ) x is self-adjoint in L 2 (∂H, ν 0 ). But (v∆v * ) x is a bounded perturbation of ∆ 0 by (7.7), and therefore self-adjoint.
Thus v∆v * is self-adjoint and regular. By the same argument, because ∆ 0 has compact resolvent, (v∆v * ) x has compact resolvent and thus v∆v * has C 0 (H)-compact resolvent. Since v is unitary, it follows that ∆ is self-adjoint and regular, with C 0 (H)-compact resolvent.
Proposition 7.7. The operator ∆ is positive and G-equivariant. Moreover, for p the projection of Theorem 3.4, ∆ + p is strictly positive and ∆p = p∆ = 0.
Proof. By Proposition 7.6 ∆ 0 is positive and ∆ 0 + p 0 is strictly positive. Now consider g with 0 = xg and for Ψ ∈ C c (H, C 1 (∂H)), which is a core for ∆, write
and similarly one shows that pΨ,
It thus follows that ∆ is positive and ∆ + p is strictly positive. A simple change of variables establishes G-equivariance. The equality ∆p = 0 follows because pΨ(x, ξ) is constant in ξ, and p∆ = 0 thus follows by taking adjoints.
7.
2. An unbounded Kasparov module for the extension class. In Section 4.2 the function ρ(x) = d H (0, x) was introduced, and on C c (H, Dom ∆ 0 ) we consider the multiplication operator ρΨ(x, ξ) = ρ(x)Ψ(x, ξ). It is straightforward to show that ∆ and ρ commute on this domain and that ∆ + ρ is essentially self-adjoint and regular.
Proposition 7.8. The positive self-adjoint regular operator ∆ + ρ has compact resolvent in the
Proof. Because both ∆ and ρ are positive regular operators, (1 + ∆ + ρ) −1 , (1 + ∆) −1 define adjointable operators and the function (1 + ρ) −1 is an element of C 0 (H). Hence if u n is an increasing approximate unit in C 0 (H), for n > m we have the operator inequalities
Thus the sequence u n (1 + ∆ + ρ) −1 is Cauchy. On the other hand
because u n (1 + ∆) −1 ∈ K by Proposition 7.6. Since K is an ideal, it is a hereditary subalgebra, and thus the operator u n (1+∆+ρ) −1 u n ∈ K from which it follows that u n (1+∆+ρ) −1/2 ∈ K, and since this sequence is Cauchy, its limit is in K as well. Because the sequence converges pointwise to (1 + ∆ + ρ) −1/2 , it follows that (1 + ∆ + ρ) −1 ∈ K, as desired.
Next we address the commutator properties of ∆ and ρ with functions f ∈ Lip(∂H).
Lemma 7.9. For f ∈ Lip(∂H), the operator [∆, f ] extends to a bounded operator.
Thus we estimate
Using Hölder's inequality, the fact that ν x is a probability measure and dν x = P n dν 0 we find
Combining this with (7.8) we obtain the estimate
An elementary computation using the explicit distance formula on the hyperbolic ball (see [14, Section I.6.7] ) shows that ρ(x) = log
1− x 2 . It thus follows that ρ[p, f ] is bounded. This leads us to consider the operator S := −∆ + ρF p , as a candidate for the unbounded representative of the Fredholm module constructed in Theorem 3.4. We arrive at the main result of this section. S) is an unbounded G-equivariant Kasparov module representing the G-equivariant extension
Proof. We have S = −∆ + ρF p = F p (∆ + ρ) = F p (1 + ∆ + ρ) − F p by Proposition 7.7. Now 1 + ∆ + ρ commutes with F p and has compact inverse by Proposition 7.8, so S has compact resolvent in L 2 (T 1 H) C 0 (H) . We note that since
it follows by Lemmas 7.9 and 7.10 that [S, f ] extends to a bounded adjointable operator whenever f ∈ Lip(∂H). The operators ∆ and F p are G-invariant by Theorem 3.4 and Proposition 7.7, and the function ρ commutes boundedly with G. Thus S defines a G-equivariant cycle, and by construction, the bounded transform defines the same class as F p , so we are done.
Embedded surfaces and K-cycles for the boundary crossed product
In this section we explicitly compute the boundary map ∂ : (1− x 2 ) 2 . Let S → H be the spinor bundle and consider the internal tensor product of C 0 (H)-C * -modules
and the dense subspace
Let Ψ ∈ C 1 c (H, S ) be a compactly supported C 1 -section and x a tangent vector field. We denote the Clifford representation associated to the hyperbolic metric on H by ψ → c(x)ψ. Let e i ∈ R n+1 denote the i-th standard basis vector. The vector fields e i (x) = e i (1 − x 2 ) define a global orthonormal frame for the the tangent bundle on H. The hyperbolic Dirac operator / D H can be computed by elementary methods (see for instance [27, Theorem 5.3.5] ) and is given by
Here the L i are bounded functions on H. It induces an operator
For s ∈ R, the powers of the Poisson kernel define multiplication operators
Lemma 8.1. Let s ∈ R and Ψ ⊗ ψ ∈ W H . The operators P s and T H satisfy
Proof. The domain mapping properties are straightforward to check and guarantee that commutator [T H , P s ] is well-defined. By the derivation property of T H , we need to compute
Now since
we find |u i (x, ξ)| 1 + x − x i which is a bounded function. The proof that u 2 i = 1 is an elementary computation which we omit.
The operator v∆v * from (7.7) induces and operator
, which we will denote by v∆v * as well. 
Moreover, the functions g i :
Proof. The operator vpv * can be written as
from which the domain mapping property follows readily. The formula for commutator is a direct application of Equation 8.2. We turn to the operator v∆v * . Recall from Equation (7.7) that the operator v∆v * can be written as v∆v * = ∆ 0 ⊗ 1 + H, with H as in Equation (7.6) . By Lemma 7.5, H ∈ C 1 (H, L 2 (∂H, ν 0 )) and thus H multiplies 
It now follows that on
as claimed. To prove that sup (x,ξ) g i (x, ξ) 2 < ∞, it suffices to show that (8.3)
is finite. By Hölder's inequality we have, for 0 < s < 1 that
A lengthy but elementary calculation shows that
Combining (8.3), (8.4) and (8.5), we find
which proves boundedness by Lemma 7.2.
8.2. Kasparov products with embedded surfaces. By Theorem 5.5, any element of the group K 0 (C 0 (M )) of a Bianchi manifold M can be represented by the self-adjoint Dirac operator on a closed embedded hypersurfaceN → M . Throughout we will use that the spinor bundle on a closed embedded hypersurface is the restriction of the spinor bundle of the ambient manifold (cf. [5, 32] ).
We will consider the embedded hypersurface Σ := π −1 (N ) ⊂ H inside the universal cover H of M and denote by n the unit normal vector field of Σ ⊂ H. Let S → H be the spinor bundle of H, which is the pullback of the spinor bundle of M under the covering map π : H → M . The Clifford module structure on S | Σ is given by
the Dirac operator on S | Σ associated to this Clifford module structure. The map
is self-adjoint for the Riemannian inner product on S and squares to 1. As such σ induces a grading on S | Σ , giving a decomposition S |
Similar relations hold for the spinor bundles of M andN .
Let ψ, ϕ S denote the inner product on the spinor bundle and C 0 (Σ, S ) the associated C 0 (Σ) module of sections. Moreover, we write L 2 π (Σ, S | Σ ) for the C 0 (N )-module obtained as the completion of C c (Σ, S ) in the inner product norm given by
is well-defined and extends to a unitary isomorphism of
, and to a unitary isomorphism of Hilbert spaces
Here the latter Hilbert space is the completion of
The algebra C(∂H) acts by pointwise multiplication and the left Γ-representation is given by
Proof. First note that v is well defined for if χ ∈ C c (Σ) is a function such that χ = 1 on supp Ψ| Σ , then
The balancing relation is respected by v for if g ∈ C 0 (M ) and χ is as above then
Compatibility of the inner products follows by
so it remains to show that v has dense range. Choose a pre-compact open cover {U i } of Σ with the property that U i γ ∩ U i = ∅ whenever γ = e and let χ 2 i be a partition of unity subordinate to {U i }. Then for each χ i , ψ ∈ C c (Σ, S | Σ ) and Ψ ∈ C c (Σ, L 2 (∂H, ν 0 )) there is a section ψ i ∈ C c (N , S ) such that χ i ψ = π * ψ i | U i , and a function Ψ i ∈ C c (T 1 H) such that Ψχ i = P n/2 Ψ i . Now choose functions f i ∈ C c (Σ) with f i = 1 on U i , so that The closed embedded surface Σ ⊂ H admits unit normal vector field n, which we can extend locally to a vector field on H. For x ∈ Σ let {x i } n i=0 be a local orthonormal frame at x for the tangent bundle of H, with x n = n. We define T Σ :
Lemma 8.4. The operator T Σ is essentially self-adjoint on W Σ ⊂ C 0 (Σ, L 2 (∂H, ν 0 )) ⊗ C 0 (Σ) L 2 (Σ, S ). Moreover T Σ commutes with functions f ∈ C(∂H) and the Γ-representation (8.8).
Proof. The operator / D Σ : C 1 c (Σ, S ) → C c (Σ, S ) is essentially self-adjoint because Σ is a complete manifold. The subspace L 2 (∂H, ν 0 ) ⊗ alg C c (Σ) ⊂ C 0 (Σ, L 2 (∂H, ν 0 )) is dense and
extends to a unitary isomorphism
For f ∈ L 2 (∂H, ν 0 ), g ∈ C 1 c (Σ) and ψ ∈ C 1 c (Σ, S ) we have f ⊗ g ⊗ ψ ∈ W Σ and
While the elements gψ span the core C 1 c (Σ, S ) on which / D Σ is essentially selfadjoint it follows that α • (T Σ ± i) has dense range, and hence so does T Σ ± i. Lastly, it is clear that T Σ commutes with functions f ∈ C(∂H). For the Γ-representation (8.8), it is enough to observe that under the map α above we have
because S is Γ-equivariant and γ ′ does not depend on x.
Let ψ ∈ C 1 c (H, S ) and x ∈ Σ. By Here ψ is a section of the spinor bundle on H defined in a neighbourhood of Σ, ∇ H is the spin connection in the spinor bundle of H and K is the mean curvature of the surface Σ. For Ψ ⊗ ψ ∈ W H and x ∈ Σ we find the simple formula (8.10) (T H c(n) − c(n)T H )(Ψ ⊗ ψ)(x) = 2T Σ (Ψ ⊗ ψ)(x).
Choose λ i k ∈ C c (H) such that e i = k λ i k x k in a neighbourhood of x. The following Lemma allows us to exploit the commutator computations of the previous section. We write σ := ic(n), which satisfies σ * = σ and σ 2 = 1 and commutes with the operator S constructed in Theorem 7.11. It is straightforward to check that formula (7.7) holds for the isometry v from Proposition 8. it follows that ρ 2 (1+ S 2 ) −1 ρ 2 (1+ ρ 2 ) −1 1 and hence ρ(vSv * ± i) −1 extends to a bounded operator. The operators (s±i) −1 preserve the core W Σ and we have shown that (st+ts)(s±i) −1 extends to a bounded operator. Thus s and t satisfy [54, Definition A.1] (see also [34] ) and by [54, Theorem A.4 ] the sum operator s + t is self-adjoint on Dom s ∩ Dom t.
For χ ∈ C c (H) and f ∈ L 2 (∂H, ν 0 ) we denote by f · χ the function f · χ(x, ξ) := χ(x)f (ξ). Using that χ has compact support, it is straightforward to check that f · χ ∈ L 2 (T 1 H, ν x ) C 0 (M ) .
Lemma 8.7. For any function χ ∈ C 1 c (H) for which π : supp χ → M is injective and f ∈ L 2 (∂H, ν 0 ), the operator
Proof. As in the proof of Proposition 5.6, there exists ζ ∈ C 1 c (M ) such that χ = (π * ζ)| U . Then
and we consider both summands separately. Writing x k for the vector fields onN , satisfying c(x k )(x) = π * c(x k )(x), Lemmas 8. This is shown to be a bounded operator as in the proof of Lemma 8.5. For the second summand,
which defines a bounded operator as in Proposition 5.6. It should be noted that under the isomorphism (8.9),
the unbounded Fredholm module in Theorem 8.8 admits a simple description. It can be represented on the module L 2 (∂H, ν 0 ) ⊗ L 2 (Σ, S ) using the Γ-representation u γ (f ⊗ ψ)(ξ, x) = |γ ′ (ξ)|f (ξγ) ⊗ ψ(xγ), and the operator σ(∆ 0 ⊗ 1 + H + ρF p ) + 1 ⊗ / D Σ . However, proving that this operator is self-adjoint with compact resolvent requires the analysis presented above.
