In order to realize the prediction of air quality of pollution sources, this paper uses the method of wavelet neural network. In this paper, the pollutant concentration values of pollution sources were predicted, so as to realize the monitoring and early warning of pollution source emission. In this paper, the main chemical plants in Taizhou city are selected as the research object. The wavelet neural network is used to forecast the concentration of sulfur dioxide, nitrogen oxide of the chemical plant emissions. Finally, the experiments show that the wavelet neural network is useful to forecast the concentration of pollution sources.
processing, Fourier transform is an analysis of the most widely used method, but Fourier transform has some obvious shortcomings, it does not contain time information, also shows that the Fourier transform can not judge the signal of the time, Fourier transform cannot be applied to the field of time [7] . Wavelet is a mean value of the waveform, and its length is limited. Wavelet has the following characteristics: a. Time domain has compact support or approximate compact support; b. DC component is 0;
The wavelet function is obtained by translation and size scaling of the mother wavelet function. Wavelet analysis is a method of decomposing a signal into a number of wavelet functions.
x is the signal to be analyzed. Wavelet analysis is that   t  translates  , and then makes inner product with   t x in different scale a.
The equivalent time domain expression is:
In the equation,  and a are the parameters. The function of  is to make horizontal movement of the camera relative to the target. The function of a is to push or far away from the camera. From the formula (1) and formula (2), we can see that wavelet analysis can be used to analyze the local characteristics of the signal by wavelet transform. In two dimensional case the direction of the signal can be selected.
Wavelet Neural Network
Wavelet neural network is based on the BP neural network topology, the wavelet basis function as the transfer function of the hidden layer of BP neural network, the forward propagation of the signal at the same time, the error back propagation. The topological structure of wavelet neural network is shown in figure 1: When the input sequence is i x (i = 1， 2， ...， k), the output of the hidden layer can be expressed as:
  j h is the result of the output of the first j node of the hidden layer. ij  is the connection weights between the input layer and the hidden layer. j b is the translation factor of wavelet basis function j h . j a is the expansion factor of wavelet basis function. j h is the wavelet basis function. In this article, the wavelet basis function we used is the Morlet function, and Morlet can be expressed as following:
Wavelet neural network output layer can be expressed as:
In the expression, ik  is the weight of the hidden layer and the output layer;
) (i h is the output of the first i hidden layer node; l is the number of nodes in the hidden layer; m is the number of nodes in the output layer [8] .
Similar with BP neural network algorithm, the weights and parameters of the wavelet function gradient wavelet neural network is also used in amending method of the network, in order to make the result of wavelet neural network prediction close to the expected value. The wavelet neural network correction procedure is as follows:
calculation of the error of wavelet neural network:
In the expression, ) (k yn is the output of expectations, ) (k y is predicted output. b. According to the prediction error e , the weights of the wavelet neural network and the basis function coefficients of the wavelet neural network are modified:
is obtained by the prediction error of the wavelet neural network:
 is learning rate. The steps wavelet neural network algorithm training are as following:
Step 1. Neural network initialization. Make random initialization of the expansion factor, the translation factor and the network connection weights of wavelet neural network, and set the network learning rate.
Step 2. Classification of samples. The samples are divided into training samples and test samples. The training samples are used to train the network. The test samples are used to evaluate the accuracy of the network prediction.
Step 3. To predict the output. The training samples are input to the wavelet neural network, and then calculate the output values of the neural network. Finally, the error of the output and the expected output of the neural network are calculated.
Step 4. To modify the weight. According to the error, the weights of wavelet neural network and the parameters of wavelet function are modified, and the predicted value of the wavelet neural network is expected to the expected value.
Step 5. Judge whether the algorithm is over, if not the end, then return to step 3.
Data
The data used in this paper comes from the pollution source data from 12 enterprises in Taizhou city from December 30, 2015 to January 1, 2015. Data contains the 12 companies sulfur dioxide, nitrogen oxide concentration of the value of the data. In this paper, we will use the wavelet neural network to train and test the data of the 12 enterprises. So as to realize the analysis and prediction of pollutant concentration.
Result
Taking one of the chemical plant in January 1, 2015 to December 30, 2015 sulfur dioxide emissions as the research object, the data is normalized to [-1, 1]. From January 1, 2015 to September 30, 2015, take the concentration of sulfur dioxide as the training data. October 1, 2015 to December 31, 2015, take the concentration of sulfur dioxide as the forecast data. Wavelet neural network will be trained 100 times, the training process of neural network prediction error change trend shown in figure 2:
Figure 2. Network evolution process
Using the trained neural network to predict the concentration of sulfur dioxide, the predicted results and the actual value of sulfur dioxide concentration as shown in figure 3: It can be seen from the results that the wavelet neural network can accurately predict the concentration of sulfur dioxide, and the network predictive value is close to the expected value.
