We implemented and optimized seven finite-difference solvers for the full nonlinear Poisson-Boltzmann equation in biomolecular applications, including four relaxation methods, one conjugate gradient method, and two inexact Newton methods. The performance of the seven solvers was extensively evaluated with a large number of nucleic acids and proteins.
Introduction
Electrostatic interaction plays a key role in determining the structure and function of biomolecules. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] However, modeling of electrostatic interaction in biomolecules remains to be a serious computational challenge. The difficulty in modeling a biomolecular system resides in its high dimensionality, especially when explicit solvents are used. Explicit solvents can provide a realistic description of the solution system but require expensive computational resources for biomolecules of interest. In contrast, implicit solvent representation reduces the 
where ε is the dielectric constant, φ is the electrostatic potential, 0 ρ is the solute charge density, λ is the ion-exclusion function with values of 0 within the Stern layer and 1 outside the Stern layer, e is the unit charge, i z is the valence of ion type i , i c is the number density of ion type i , B k is the Boltzmann constant, and T is the absolute temperature. 
The linearized PBE is easier to solve but it is not very accurate in modeling highly charged biomolecules, such as nucleic acids, while the nonlinear PBE predictions have been shown to yield good agreement with experiments and explicit ion simulations. [16] [17] [18] [19] [20] Solution of the nonlinear PBE has attracted much attention in the past. Just as linear PBE solvers, these methods can also be grouped into three categories according to how the PBE is discretized, that is, the finite difference method (FDM), 17, 18, [21] [22] [23] [24] [25] [26] [27] the finite element method (FEM), [28] [29] [30] [31] [32] [33] [34] and the boundary element method (BEM). [35] [36] [37] A combination of the FDM and the BEM 38 was also reported. Some of these methods have been incorporated into the widely used PB programs, including Delphi, 22, 27 UHBD, 23 PBEQ, 22 and APBS. 28, 29 This study intends to evaluate the existing nonlinear FDM solvers and explore strategies to improve their performance.
After the nonlinear PBE is discretized with the FDM, a nonlinear system is generated as follows ( )
, , ,
where i, j, and k are the grid indexes along x, y and z axes, respectively. , , 
where A is the coefficient matrix for the linear part of the PBE, which is a positive-definite matrix, φ is the potential vector, b is the free charge vector, and 24 and the inexact Newton method. 16 The relaxation methods, extended from classical linear methods such as Gauss-Seidel and successive over-relaxation, were first attempted to solve the FDM version of the nonlinear PBE. 18, 22 However, the convergence of such methods cannot be guaranteed. 16 The multigrid method was also attempted, 24 but it may diverge on certain applications. 16 More robust approaches, such as the conjugate gradient method 23 and the inexact Newton method 16 were also reported for biomolecular applications. The conjugate gradient method is very slow due to the considerable evaluations of the exponential function. The inexact Newton method is very attractive and is proven to converge. 16 More importantly, the inexact Newton method can be combined with the highly efficient linear FDM solvers to yield highly efficient methods.
Despite the early introduction of various nonlinear PBE solvers to biomolecular applications, a comparative and extensive analysis of these solvers is still in need. Such an analysis can guide future development and application of nonlinear PBE solvers. In this study we implemented, evaluated, and improved if possible seven nonlinear PBE solvers in the FDM scheme. In the following, the tested algorithms of the nonlinear PBE solvers are first summarized. This is followed by a comprehensive analysis of their convergence and performance with a large number of high-quality crystal structures of DNAs, RNAs, and proteins.
Methods
The discretized PBE, eqn. (5), is often solved iteratively in the following form 
Conjugate Gradient Algorithm
Luty et al first explored to use the nonlinear conjugate gradient (CG) method to solve the nonlinear PBE. 23 The nonlinear conjugate gradient is derived from the linear conjugate gradient method in a straightforward fashion. The CG method tries to solve a minimization problem. The pre-defined functional ( ) G φ to be minimized is the integral form of ( )
Here ( ) 
End for i,j,k Do until convergence For i,j,k from 1 to xm,ym,zm , , ,
End do For i,j,k from 1 to xm,ym,zm
, , , ,
For i,j,k from 1 to xm,ym,zm 
Inexact Newton Method
The inexact Newton method starts from the standard Newton method. The first-order Taylor expansion of ( ) 
In eqn. (11), the inverse of
⎦ is difficult to compute and the corresponding t δφ cannot be obtained within a few iterations, but it is actually unnecessary to solve eqn. (11) precisely for t δφ . Eqn. (11) is solved iteratively to the extent that a pre-defined functional ( ) f φ is ensured to decrease in the update direction t δφ , or in other words, a descent direction of ( ) f φ is found. Although the integral of ( ) g φ in the above nonlinear CG algorithm is a natural choice for the functional, 23 a simpler form is also effective,
It has been proven that if the following condition is satisfied
a descent direction of ( ) f φ can always be obtained. 16 Next a line search along the descent direction is conducted to assure ( ) ( )
There are various ways to solve eqn. (11) inexactly, such as the multigrid (MG) method, the incomplete Cholesky conjugate gradient (ICCG) method, and the successive over-relaxation (SOR) method. In summary, the NT algorithm can be written as follows.
Do until convergence
Calculate the nonlinear PB residual ( ) t g φ .
Calculate the Jacobian matrix
Iteratively solve a linear problem 
End do
The two NT solvers tested in this study are combined with ICCG (NT-ICCG) and MG (NT-MG), respectively, which are employed to solve the inner linear problem for updating the potentials. The ICCG method is an optimized version by Luo et al. 40 In the MG method, we applied a four-level v-cycle implementation, 41 where the restriction and prolongation were realized with a three-dimensional seven-banded version of Alcouffe's algorithm. 42, 43 We employed the SOR method for the MG pre-smoothing and post-smoothing on fine grids, and also for solving the linear problem on the coarsest grids. The relaxation parameter was set as 1.5 on fine grids and 1.9 on the coarsest grids. Both the pre-smoothing and post-smoothing use five SOR steps. Because eqn. (11) is solved inexactly, we adopted this simple and fast algorithm which would be otherwise unstable and unsuitable to solve a normal linear problem with tight convergence criterion. 41 Specifically the convergence criterion for the NT-MG method was set as
, and the convergence criterion for the NT-ICCG method was set as
Relaxation Algorithms
Unlike the inexact Newton method, a nonlinear relaxation method uses a matrix Β that is approximate to ( )
⎦ in eqn. (11) . Specifically, for the nonlinear SOR method,
For the nonlinear Jacobi method,
For the nonlinear Gauss-Seidel (GS) method,
In eqn. (14)- (16), D is a diagonal matrix, L is a strictly lower triangular matrix, so that 
End do
Here ω is the relaxation parameter, diverges. 22 The convergence failures can be reduced by optimizing the relaxation parameter ω and adding the nonlinearity gradually. For example, in the Delphi program, the nonlinear term is added to the PBE by 5% each time and the optimal ω is estimated adaptively based on the average nonlinearity across the whole space. 27 In this study, the nonlinear SOR solver uses a constant high-value ω , i.e., 1.9 ω = . The optimal relaxation parameter for the linear SOR method is between 1.9 and 1.95, depending on the structures. 41 We chose 1.9 ω = because it gives a reasonable balance between convergence rate and convergence failure among tested molecules. Reducing ω further can lead to fewer convergence failures but also lower convergence rate. For example, 1.8
reduces convergence failures by 24% but simultaneously reduces the convergence rate by 49%. Instead of optimizing ω , we implemented two different strategies to reduce the convergence failures of SOR. In the first revised SOR, termed the adaptive SOR (ASOR) method, we initially use the high-value ω and then gradually lower it if the norm of the residual starts to increase. As will be shown below, ASOR can reduce the convergence failures of the original SOR method and retains its overall convergence rate. The second modified SOR method combines SOR with the same line search used in the two NT methods after t δφ is calculated. The "damped" SOR (DSOR) method can also improve the convergence efficiently, though neither can guarantee convergence as will be shown below.
Simulation Details
We implemented seven nonlinear PBE solvers in the PBSA program of the AMBER 10 package, 44 including one implementation of GS, three implementations of SOR, one implementation of CG, and two implementations of NT. The relaxation solvers and the conjugate gradient solver all solve the corresponding linear PBE first and utilize the solution as the initial guess of the solution of the nonlinear PBE.
The dielectric constant was set to 1 within the molecular interior and it was set to 80 within the solvent. The solvent probe was set to be 1.5 Å to compute the solvent excluded surface that was used as the solute/solvent dielectric boundary. The ion probe was set to be 2.0 Å to compute the ion accessible surface that was used as the interface between the Stern layer and the bulk ion accessible solvent region. The finite-difference grid spacing was set as 0.5 Å . The ratio between the longest dimension of the finite-difference grid and that of the solute was set as 1.5. The convergence criterion for the nonlinear system was set to be 6 
10
− and the ionic strength was set to 150 mM if they are not mentioned otherwise. All floating point data were set in double precision to be consistent with the rest of the Amber 10 package.
We initially collected 588 high-resolution (at least 2 Å ) nucleic-acid structures with sequence diversity more than 30% from the Protein Data Bank. We first removed all ligand molecules and those structures with non-natural nucleotides unsupported by the Amber force field. Often the unsupported nucleotides are located in the terminal regions, so that the remaining structures can still be used if the terminal regions are deleted. Finally the test set includes 364 nucleic acids. Hydrogen atoms were added in LEAP of the Amber 10 package. 44 These molecules were assigned the charges of Cornell et al 45 and the radii of Tan et al. 46 The atom numbers of the nucleic acids range from 250 to 5,569, and the grid numbers of the nucleic acids range from 313,551 to 15,218,175. The PDB codes of the nucleic acids are given in the Appendix.
The performance statistics of the seven solvers was collected on a computer cluster of 80 nodes with 1GB memory of 3.0GHz P4 CPUs. For some methods, calculations on the ten largest molecules in the test of 364 nucleic acids require more than 1GB memory, so they were left out in the overall analysis. Next, we tested the two NT solvers with the 22 largest nucleic acids (>2,000 atoms) in the test set, with the ten largest nucleic acids included, on a server node with 8GB memory. We also tested the two NT solvers with the 26 largest proteins (>4,000 atoms) from the Amber test set. 44 Finally, we analyzed the effects of different salt properties on the performance of the two NT solvers.
Results and Discussion

Idealized System Test
We first tested the nonlinear solvers with an idealized system, i.e., a single ion with radius of 1 Å and multiple charges in the salt-water solution. In this simple system, the grid spacing was set to be 0.25 Å . We compared the numerical solutions of the seven solvers with the solutions obtained from the predictor-corrector Adams method in Mathematica 6.0 under different conditions. Here different charges for the single ion and different ion concentrations
were used. Figure 1 shows the results with different charges for the single ion while the ion concentration is 500 mM, and Figure 2 shows the results under different ion concentrations while the charge of the single ion is 2 e. Note that the solutions of all seven tested numerical solvers are represented by the same symbols due to their virtually identical numerical values.
Both figures demonstrate excellent agreements between the seven implemented solvers and the standard numerical method packaged in Mathematica for the tested systems.
Solver Convergence Statistics
We studied the convergence of all the solvers for the 354-nucleic-acid test set. The convergence statistics are shown in Table 1 . Three out of the seven solvers can converge within 10,000 steps in all test cases, i.e., the CG method and the two NT methods, each of which makes use of a functional-assisted strategy. The original SOR method fails in most cases but is noticeably improved if ω is adaptively modified: 76% failed cases in the original SOR method converge with the ASOR method. After a damped step size is applied in the DSOR method, 88% failed cases in the original SOR method converge.
Since we first solve the corresponding linear problem in the nonlinear SOR solvers, the nonlinearity is weakened. This strategy was found to improve the convergence. Moreover, lower-value ω , or even under-relaxation, can obtain better convergence than high-value ω . 22, 27 For example, in our test, the GS method converges in more test cases than the original SOR method in spite of its much lower convergence rate. The minimal ω in the ASOR method is equal to 1, so it is expected that the ASOR method has the same number of convergence failures as the GS method, but it converges much faster because over-relaxation is initially used. The DSOR method conducts a line search to descend ( ) f φ in eqn. (12) but still cannot guarantee convergence because the direction is not necessarily a descent direction.
Note that for those test cases that the original SOR method cannot converge, the DSOR method shows better convergence rate than the ASOR method.
One distinctive difference between the NT-ICCG method and the NT-MG method is that a tighter convergence criterion for eqn. (11) can accelerate the NT-ICCG method while probably having a negative effect on the convergence rate of the NT-MG method. The reason is that the current algorithm in the NT-MG method is suitable only for inexactly solving eqn.
(11) and the linear MG becomes unstable when exact solution of eqn. (11) is requested. In contrast, a tighter convergence criterion for eqn. (11) can decrease a great number of the Newton iterations and at the same time add only a little time to each iteration in the NT-ICCG method.
Timing and Memory Requirement of Inexact Newton Methods
In the following we focus on the two NT methods because of their significant higher efficiency and robustness. First, we examined the timing and memory requirement of the two NT methods in solving the PB equations for the test set of 354 nucleic acids. We utilized the APBS finite-difference solver as a reference in this round. Note that all three solvers were compiled and tested under conditions as identical as possible. Specifically the exactly same discretized nonlinear problems were solved. Figure 3 shows that the memory requirement and solver time of the three solvers are similar for smaller molecules, but their difference becomes obvious when the grid number increases. On average, the APBS solver requires the most memory and the NT-ICCG consumes the most time. In addition, both the memory and the timing trends for NT-MG are linear over the grid number. The memory trend for NG-ICCG is linear, but its timing trend only remains to be linear for smaller test cases and becomes nonlinear for larger test cases. It is clear that NT-MG needs less memory and less time than NT-ICCG and the APBS solver for all the tested molecules. Table 2 and Table 3 list the solver time of the two NT methods for the 22 largest molecules in the test set of 364 nucleic acids and the 26 largest proteins in the Amber test set, respectively. Since tested proteins are more compact than tested nucleic acids, the average grid numbers is similar for the two sets of molecules. It is apparent that the solver times are also comparable between the two sets of molecules, i.e., the solver efficiency mostly depends on the grid number. More importantly, for these largest tested molecules, NT-MG uses only a third of the time of NT-ICCG. Note that it uses about a half of the time of NT-ICCG in the test with 354 nucleic acids. This observation is consistent with the intrinsic advantage of the MG method on large systems.
Performance of Inexact Newton Methods versus Convergence Criterion
Next the performance of the two NT methods under a variety of convergence criteria ranging from 
Performance of Inexact Newton Methods versus Ion Valence
Now we analyze the performance of the two NT methods when the ion valence is changed. While the symmetry of the ions is preserved, the ion valence is chosen to be 1, 2 and 3 respectively in this test. The sample in this test consists five large nucleic acids, which are 1EHZ (2509 atoms), 3BNN (2696 atoms), 1NUV (3112 atoms), 2GWQ (3128 atoms), 3D2V (4970 atoms). Figure 5 shows the trend of the solver times of the two NT methods versus the ion valence. The average solver times of both the NT-MG method and the NT-ICCG method only increase slightly with the ion valence, indicating both NT solvers are stable over different ion valences in the salt water solution.
Performance of Inexact Newton Methods versus Ion Concentration
Finally, the effect of the ion concentration was studied and the results are shown in Figure 6 . Three different ion concentrations were tested, including 150 mM, 500 mM, and 1000 mM.
Different from the analysis on the ion valence, only NT-MG exhibits stable performance.
Regardless of ion concentration, the average solver time of NT-MG for the five molecules is more or less constant. On the contrary, the average solver time of NT-ICCG depends on the ion concentration: the solver uses about one-quarter less solver time when the ion concentration is high (≥ 500 mM). This observation indicates that NT-MG is probably more stable than NT-ICCG under different salt conditions in biomolecular applications.
Conclusion
We implemented and optimized seven finite-difference solvers for the nonlinear Poisson-Boltzmann equation, including four relaxation methods, one CG method and two NT methods. We tested the performance of the seven solvers with a large number of nucleic acids and proteins, with special attentions given to the robust NT algorithm. We investigated the role of linear solvers in its performance by incorporating ICCG and MG into the algorithm. Specifically, a four-level v-cycle was applied in the MG method, where the restriction and prolongation were realized with a three-dimensional seven-band version of Alcouffe's algorithm. In addition, the SOR method was applied for the multigrid pre-smoothing and post-smoothing on fine grids, and also for solving the linear problem on the coarsest grids.
We adopted this simple and fast algorithm because the inner linear problem of an NT method does not need to be solved exactly. On the contrary, to accelerate the convergence of our implementation of NT-ICCG, we tightened the convergence criterion of the inner linear solver loop, which would cause our implementation of NT-MG to be unstable. In addition, we explored strategies to optimize the SOR method to reduce its convergence failures without too much sacrifice in its convergence rate. In the ASOR method, ω was designed to decrease when the norm of the residual stops reducing. This method reduces the convergence failures by 76% and retains much of the overall convergence rate of the original SOR method with a high-value ω . In the DSOR method, the damping strategy from the NT method was utilized to optimize the search step length and was found to reduce the convergence failures by 88%. Overall our results show that the nonlinear methods accompanied with a functional-assisted strategy can guarantee convergence, such as the CG method and the NT method. Especially the NT method exhibits impressive performance when it is combined with highly efficient linear solvers.
Finally it is instructive to discuss future directions in the optimization of nonlinear solvers for biomolecular applications. First point charges are widely used to represent atomic charge density distributions in current biomolecular models. Unfortunately this practice introduces singularity into the right hand side of PBE. The presence of charge singularity results in discontinuity in the electrostatic potential with large error when the finite-difference method is used. We have developed a new formulation to remove the charge singularity in the linear finite-difference solvers. 47 Given the current implementations of the nonlinear solvers, we are in a position to investigate the effect of charge singularity on the performance of the nonlinear finite-difference solvers. In addition, we plan to extend our analysis and optimization of the nonlinear finite-difference solvers in the context of molecular dynamics simulations. It is expected the efficiency of the nonlinear solvers to be improved in molecular dynamics simulations just as in our prior analysis of the linear solvers. 41 However, further development is necessary to fully take advantage of the potential update nature in molecular dynamics to achieve computational efficiency high enough for routine biomolecular applications. i.e. the residual reduction is more than the specified convergence criterion reduction. 
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