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Introduction générale : 
contexte et problématique 
Contexte 
 La Synthèse Fréquentielle de Commandes Robustes (SFCR) telle que celle développée 
pour les trois générations de la commande CRONE s’inscrit dans une démarche comportant 
plusieurs étapes. 
 Chronologiquement, la première est une étape de modélisation visant à acquérir une 
bonne compréhension des phénomènes dynamiques du procédé à travers l’élaboration dans le 
domaine temporel d’un modèle de validation qui dans de nombreuses applications (automobiles, 
aéronautiques, …) est souvent complexe (non linéaire, non stationnaire, avec de nombreux 
états,…). 
 L’étape suivante consiste à définir un domaine d’étude permettant d’introduire 
d’éventuelles hypothèses simplificatrices et des points de fonctionnement autorisant une 
linéarisation (étude aux petites variations), et ce dans le cadre : 
- d’une démarche d’identification complémentaire, afin de faciliter la définition de la 
structure du modèle, passant ainsi d’une approche boîte noire à une approche boîte 
grise ; 
- d’une démarche de SFCR, pour déduire du modèle de validation temporel, non 
seulement la réponse fréquentielle d’un modèle nominal de synthèse, mais aussi les 
incertitudes paramétriques et structurelles associées. 
A l’issue de la synthèse fréquentielle, la commande robuste est appliquée au modèle de 
validation pour vérifier dans un contexte de simulation numérique temporelle que ses 
performances sont bien conformes aux spécifications du cahier des charges, non seulement aux 
petites variations, mais aussi dans les conditions normales de fonctionnement. 
Enfin, la commande robuste est appliquée au procédé pour vérifier dans un contexte 
d’expérimentation que ses performances sont toujours conformes au cahier des charges. 
 
Dans l’industrie, les services de recherche accordent un intérêt croissant aux 
développements des modèles de validation, appelés aussi simulateurs, et ce afin de limiter le 
nombre de campagnes expérimentales de validation, toujours couteuses en temps, en ressources 
humaines qualifiées et en moyens d’essais. Certains secteurs industriels envisagent même une 
évolution de la règlementation qui autoriserait l’obtention de certifications uniquement à partir 
de la simulation numérique… 
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Quoi qu’il en soit, depuis les premiers travaux d’Alain OUSTALOUP en 1975, la 
commande CRONE a principalement été appliquée à des Systèmes à Dérivées Entières (SDE), 
c'est-à-dire des systèmes dont le comportement dynamique est décrit par des équations 
différentielles d’ordres entiers. Il faut attendre la fin des années 2000 pour que la commande 
CRONE soit appliquée à des Systèmes à Dérivées Non Entières (SDNE) résultant de 
phénomènes de diffusion, les modèles utilisés pour la synthèse fréquentielle étant issus 
principalement d’une démarche d’identification (approche boîte noire). 
 
C’est dans ce contexte que s’inscrivent ces travaux de thèse. Plus précisément, ils 
concernent l’étude des phénomènes de diffusion thermique en vue de disposer de modèles de 
connaissances (approche boîte blanche) pour l’analyse, la synthèse fréquentielle et la validation 
temporelle de commandes robustes. 
 
 
Problématique 
D’une manière générale, la mise en équation des phénomènes de diffusion conduit 
naturellement aux Systèmes à Dérivées Non Entières (SDNE) (Poldubny, et al., 2002). Les 
phénomènes de diffusion thermique s’inscrivent dans le cadre des SDNE non linéaires en raison 
notamment de certains paramètres, comme la conductivité thermique, qui dépendent de la 
température. 
Dans le cas particulier du transfert de chaleur par diffusion dans un milieu homogène fini, 
la modélisation analytique à l’aide des Equations aux Dérivées Partielles (EDP) conduit à définir 
trois modèles différents : 
- un modèle non entier linéaire pour la compréhension des phénomènes de diffusion, 
utilisé par la suite comme modèle de validation dans le domaine fréquentiel ; 
- un modèle non entier linéaire incertain pour la synthèse fréquentielle de la commande 
robuste, issu de la simplification du modèle précédent ; 
- un modèle rationnel de validation dans le domaine temporel pour la simulation 
numérique. 
Ainsi, en plus des différents modèles définis dans le cadre général d’une démarche de 
SFCR telle que décrit au paragraphe Contexte, une problématique supplémentaire spécifique aux 
SDNE apparait en ce qui concerne la simulation numérique dans le domaine temporel. En effet, 
le développement d’un modèle rationnel est indispensable si on veut éviter des temps de 
simulation rédhibitoires. 
C’est la raison pour laquelle, bien que le milieu réellement étudié soit fini, une attention 
toute particulière est faite dans ce travail de thèse en ce qui concerne le modèle d’un milieu semi-
infini (virtuel par définition, mais plus simple) en tant que modèle d’analyse dans un domaine 
d’étude bien défini. Ainsi, les différences de comportement entre le milieu fini et le milieu semi-
infini peuvent alors être prises en compte en tant qu’incertitudes lors de la SFCR. 
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Une autre raison d’étudier le milieu semi-infini dans un contexte linéaire est que la réponse 
d’un milieu fini peut être interprétée comme la superposition des réponses de plusieurs milieux 
semi-infinis. Enfin, quelle que soit la considération retenue, les deux milieux ont le même 
comportement asymptotique aux hautes fréquences, et donc dans les premiers instants. 
L’étude du milieu semi-infini apparait donc rapidement comme étant une étape nécessaire 
vers le développement d’un modèle rationnel pour la simulation temporelle. L’obtention d’un tel 
modèle rationnel nécessite ensuite la mise en œuvre de méthodes d’approximation à la fois de 
l’opérateur de semi-intégration (intégration non entière d’ordre 0.5) et des fonctions 
hyperboliques présentes dans le modèle. 
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Organisation et contenu de la thèse 
Cette thèse s’inscrit dans le cadre d’une collaboration internationale entre la Lebanese 
German University et l’Université de Bordeaux, au sein de l'équipe CRONE du Groupe 
Automatique du Pôle du Système au Système de Systèmes (P3S) du laboratoire IMS, UMR 5218 
du CNRS. Cette thèse s’est déroulée sous la direction de Xavier MOREAU, Professeur à 
l’Université de Bordeaux, et co-encadrée par Roy ABI ZEID DAOU, Docteur de l’Université de 
Bordeaux et enseignant-chercheur à la Lebanese German University. 
Le sujet concerne l’étude des phénomènes de diffusion thermique en vue de disposer de 
modèles d’analyse, de synthèse et de validation pour la régulation thermique, le mémoire étant 
structuré en trois parties. 
Ainsi, la Partie 1 intitulée "Un tour d’horizon en matière de Systèmes à Dérivées Non 
Entières" est composée d’un chapitre visant à donner aux lecteurs peu familiarisés avec les 
SDNE les principales notions théoriques nécessaires à la bonne compréhension de ce mémoire. 
Plus précisément, après un bref historique en introduction, le Chapitre 1, intitulé : " Systèmes à 
Dérivées Non Entières : SDNE ", se focalise sur les définitions et les interprétations de 
l’opérateur intégro-différentiel non entier. Ensuite, des exemples d’intégrateurs non entiers sont 
présentés en ce qui concerne les systèmes à paramètres distribués et les systèmes à paramètres 
localisés. Enfin, la problématique de la simulation, dans le domaine temporel, des SDNE est 
précisée. Face à cette problématique, les principales méthodes de synthèse d’un intégrateur non 
entier sont présentées dans un contexte général. 
La Partie 2 intitulée " Etude analytique des phénomènes de diffusion thermique " regroupe 
deux chapitres dont l’objectif est de faire une analyse fine des comportements d’ordre non entier, 
d’abord dans un milieu semi-infini (Chapitre 2), puis dans un milieu fini (Chapitre 3). En effet, la 
mise en équation des phénomènes de diffusion conduit naturellement aux SDNE. Les 
développements analytiques sont largement privilégiés et illustrés pas des simulations 
numériques des réponses fréquentielles. Dans cette Partie 2, seules les simulations numériques 
des réponses temporelles dont les expressions analytiques exactes sont connues (réponses 
impulsionnelles, indicielles et harmoniques) sont présentées pour bien illustrer la dualité temps-
fréquence. 
Ainsi, le Chapitre 2, intitulé : " Milieu semi-infini homogène en régime forcé avec conditions 
initiales nulles " commence par la schématisation, le paramétrage, la mise en équation et la 
résolution d’un tel système monodimensionnel dont l’axe principal est noté ?⃗?. Ensuite, une 
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analyse en surface (en x = 0 où la densité de flux est appliquée) est faite dans les domaines 
symbolique, fréquentiel et temporel, zone où le phénomène d’effusivité thermique est dominant 
et caractérisé par un comportement intégrateur d’ordre 0.5, appelé semi-intégrateur. Cette 
analyse dans les trois domaines est ensuite reconduite dans la profondeur du milieu (pour x > 0), 
zone où le phénomène de diffusivité thermique est fondamental. Enfin, la dernière partie de ce 
chapitre est consacrée à l’analyse de l’influence des propriétés thermiques du matériau qui 
compose ce milieu semi-infini sur les comportements en surface (x = 0) et en profondeur (x > 0). 
A titre d’illustration, trois matériaux sont utilisés, à savoir le fer, l’aluminium et le cuivre. 
Le Chapitre 3, intitulé " Milieu fini homogène en régime forcé avec conditions initiales 
nulles " s’inscrit dans la continuité du précédent et  a pour objectif d’analyser l’influence 
du caractère fini du milieu. En effet, le milieu semi-infini étudié au chapitre 2 ne peut 
constituer a priori qu’un modèle d’analyse, mais en aucun cas un modèle de validation 
d’une manière générale. Ainsi, ce chapitre 3 reprend la même démarche d’analyse que 
celle présentée au chapitre 2 en se focalisant sur l’influence de la dimension finie L du 
milieu sur les comportements en surface (x = 0) et en profondeur (x > 0). Finalement, les 
conditions pour lesquelles un milieu fini (bien réel) peut être approximé par le modèle 
d’un milieu semi-infini (de degré de complexité plus faible) sont clairement définies, 
précisant ainsi le domaine de validité de ce dernier. 
La Partie 3, intitulée " Simulation numérique des réponses temporelles des phénomènes de 
diffusion thermique " regroupant deux chapitres, a pour finalité la mise en œuvre de la partie 
« Procédé thermique » (modèle de validation d’un milieu fini) d’un simulateur des réponses 
temporelles d’une boucle de régulation thermique (dont la partie « Commande Robuste » fait 
l’objet d’une autre thèse). 
Ainsi, le chapitre 4, intitulé : " Du milieu fini au milieu semi-infini : méthodes 
d’approximation ", présente la démarche mise en œuvre pour l’obtention des formes rationnelles 
retenues pour la simulation temporelle du modèle de validation. Plus précisément, la première 
partie de ce chapitre vise à définir les limites du domaine fréquentiel à l’intérieur duquel le 
milieu semi-infini peut être utilisé comme modèle d’analyse du milieu fini. Ensuite, la deuxième 
partie de ce chapitre est consacrée à la méthode d’obtention de la forme rationnelle (appelée 
aussi méthode de synthèse) du semi-intégrateur présent dans les fonctions de transfert des 
milieux semi-infini et fini. Cette méthode passe par une étape intermédiaire qui consiste à 
introduire et définir le semi-intégrateur borné en fréquence. A partir des données d’entrée (la 
nature du matériau et la longueur L du milieu), toutes les étapes nécessaires à l’obtention des 
paramètres de la forme rationnelle sont développées. Enfin, à l’intérieur du domaine fréquentiel 
défini dans la première partie de ce chapitre 4, la troisième partie se focalise sur une étude 
comparative de trois méthodes d’approximation de l’exponentielle complexe, et ce afin de 
choisir la meilleure pour la suite des développements présentés au Chapitre 5. 
Enfin, le chapitre 5, intitulé : " Vers un modèle de validation temporelle d’un milieu fini 
développé sous MatLab/Simulink ", constitue la finalité de ce travail de thèse. Dans un premier 
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temps, conformément aux développements du chapitre 4, les formes rationnelles des fonctions 
de transfert des milieux semi-infini et fini sont établies, puis leurs réponses fréquentielles sont 
comparées à celles de la forme fractionnaire du milieu fini caractérisé par sa longueur L et par la 
nature de son matériau. Ensuite, les réponses impulsionnelles et indicielles des formes 
rationnelles du semi-intégrateur, d’une part, et de l’exponentielle complexe, d’autre part, sont 
comparées à celles des formes fractionnaires dont les expressions analytiques (exactes) sont 
issues, notamment, de (Özişik, 1980). Cette étape intermédiaire permet d’apprécier localement la 
qualité des réponses temporelles des formes rationnelles des principaux termes qui composent le 
modèle global. Enfin, la dernière partie concerne les réponses temporelles des formes 
rationnelles des modèles des milieux semi-infini et fini, permettant ainsi d’apprécier 
globalement la qualité des réponses. 
Finalement, la conclusion générale résume l’apport de cette thèse, récapitule les réalisations 
effectuées et présente les perspectives envisagées. 
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Avant-propos 
 L’apport de la thèse de Riad ASSAF peut être défini chronologiquement par les 
contributions présentes dans chacun des chapitres. 
 Dans le chapitre 1, les apports se situent d’abord de manière classique au niveau de la 
synthèse bibliographique en ce qui concerne les Systèmes à Dérivées Non Entières (SDNE). Ce 
chapitre constitue un point de départ incontournable et nécessaire pour la suite du mémoire de 
thèse dans la mesure où il précise les principales notions théoriques nécessaires à la bonne 
compréhension. 
 
 Dans les chapitres 2 et 3, les apports concernent d’abord la démarche de modélisation 
basée sur les connaissances des phénomènes de diffusion thermique. Ensuite, ils concernent une 
analyse fine tant en surface (phénomène d’effusivité), qu’en profondeur (phénomène de 
diffusivité), permettant ainsi de bien « s’imprégner » des phénomènes dynamiques des milieux 
semi-infini et fini, et donc de bien mettre en évidence les domaines où ils présentent des 
similitudes (moyennes et hautes fréquences) de ceux où ils présentent des différences (en 
particulier aux basses fréquences). Ce travail important de modélisation et d’analyse est à 
l’origine des choix pertinents et judicieux faits au chapitre 4 lors de la définition des paramètres 
optimaux des méthodes d’approximation. 
 Dans le chapitre 4, les apports se situent d’abord au niveau de la définition des 
différentes étapes des méthodes d’approximation de l’opérateur de semi-intégration et des 
fonctions hyperboliques, puis au niveau de la justification des choix des valeurs des bornes des 
différentes troncatures qui s’appuient sur les analyses fines des chapitres 2 et 3. Il est à noter 
qu’un développement analytique original est proposé permettant d’interpréter dans un contexte 
linéaire la réponse d’un milieu fini comme la somme des réponses de plusieurs milieux semi-
infinis. 
 Enfin, dans le chapitre 5, l’apport se situe au niveau de la mise en œuvre et de la 
validation des différentes méthodes d’approximation étudiées au chapitre 4. 
 
 
Xavier MOREAU 
Directeur de thèse 
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1.1 - Introduction 
Le concept de dérivation non entière (appelée aussi dérivation fractionnaire dans la 
littérature internationale) date de 1695 lorsque L’Hospital et Leibniz s’interrogeaient dans leurs 
correspondances sur la signification d’une dérivée d’ordre 0.5 (Dugowson, 1994). Au cours du 
18
ème
 siècle, il y eu seulement quelques contributions sur ce sujet, notamment de la part d’Euler 
qui souleva de nouveau le problème de la définition d’une dérivée d’ordre fractionnaire. Plus 
tard, au 19
ème
 siècle, Liouville et Riemann donnèrent une définition cohérente de la dérivée 
fractionnaire. Mais, c’est surtout au cours de la deuxième moitié du 20ème siècle que des 
avancées majeures concernant la théorie de la dérivation et de l’intégration fractionnaires ont été 
réalisées (Oldham & Spanier, 1974) (Miller & Ross, 1993) (Samko, et al., 1993) (Oustaloup, 
1995). Aujourd’hui, au 21ème siècle, dans le domaine des sciences pour l’ingénieur, les systèmes 
fractionnaires sont étudiés par un nombre d’auteurs de plus en plus important. En effet, il y a un 
grand nombre de systèmes physiques dont le comportement dynamique peut être décrit avec 
parcimonie grâce à des modèles fractionnaires : processus électrochimiques (Sabatier, et al., 
2006), diffusion thermique dans un milieu homogène semi-infini (Lin, 2001) (Cois, 2002), 
polarisation diélectrique (Bohannan, 2000), matériaux viscoélastiques (Moreau, et al., 2002) 
(Ramus-Serment, et al., 2002). 
Après cette introduction générale pour situer le contexte, la suite est d’abord consacrée aux 
définitions et aux interprétations de l’intégration et de la dérivation d’ordre non entier. Ensuite, à 
titre d’illustration, des exemples d’intégrateurs fractionnaires, tant à paramètres distribués faisant 
l’objet de phénomènes de diffusion, qu’à paramètres localisés, sont proposés. Ces exemples 
montrent, si nécessaire, que l’intégration et la dérivation d’ordre non entier ne sont pas 
seulement des concepts mathématiques résultant d’une volonté de généralisation, mais qu’ils 
sont bien présents notamment en physique et dans la nature d’une manière plus générale. 
Par ailleurs, aussi bien dans le cadre de l’analyse que dans celui de la synthèse (numérique 
et analogique) de systèmes non entiers (Abi Zeid Daou, et al., 2012), les comportements non 
entiers se situent souvent sur un intervalle tempo-fréquentiel borné. A ce constat, et par rapport 
aux systèmes entiers, s’ajoute l’augmentation du degré de complexité en matière de simulation 
temporelle liée à la notion de mémoire longue qui caractérise de tels systèmes. C’est la raison 
pour laquelle de nombreuses méthodes de synthèse ont été développées au cours de ces trente 
dernières années. Dans (Aoun, et al., 2004) et (Poldubny, et al., 2002), un tour d’horizon de 
plusieurs méthodes de synthèse d’un intégrateur non entier est proposé. Parmi celles-ci on 
trouve : 
- une approche fréquentielle développée par Oustaloup depuis le milieu des années 70 
(Oustaloup, 1975) (Oustaloup, 1995) ; 
- une approche temporelle développée par Montseny vingt ans après et reprise plus 
récemment par Trigeassou (Poinot & Trigeassou, 2004), notamment pour calculer les 
conditions initiales d’un système non entier. 
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La seconde partie de ce chapitre est consacrée à la synthèse d’un intégrateur d’ordre non 
entier borné en fréquence selon ces deux approches, d’abord fréquentielle puis temporelle. La 
première est basée sur le principe d’une distribution récursive de N pôles et N zéros, tandis que la 
seconde réside en une discrétisation modale de la représentation diffusive. 
 
1.2 - Opérateur intégro-différentiel non entier 
1.2.1 - Définition de l’intégration non entière 
Inspirée de la formule de Cauchy (Miller & Ross, 1993) (Oldham & Spanier, 1974) 
(Samko, et al., 1993), la définition de Riemann-Liouville de l'intégrale d'ordre m d’une 
fonction v(t), notée  tvI mt0  avec m > 0, a été établie au XIX
ème
 siècle sous la forme : 
  
   
  

dv
tm
tvI
t
m
m
t  
Γ
1 
0 1
0  


   , (1.1) 
avec t > 0,  Rm et où (m) est la fonction Gamma définie par : 
    Γ
 
0 
1




  dem mx   , (1.2) 
où  est une variable muette d’intégration. 
Dans le cadre d’une approche système où v(t) désigne l’entrée et x(t) la sortie, l’intégrale 
d’ordre m de v(t), notée  tvItx mt0)(  , soit : 
  
   
  

dv
tm
tx
t
m
 
Γ
1 
0 1 


   , (1.3) 
peut être interprétée comme le produit de convolution entre la réponse impulsionnelle hm(t) du 
système, soit : 
  
   mm tm
th


1Γ
1
  , (1.4) 
et son entrée v(t), soit : 
          tvthdvthtx m
t
m *
 
0 
 

   . (1.5) 
La transformée de Laplace de hm(t), notée I
m
(s), qui n’est autre que la fonction de 
transfert d’un intégrateur d’ordre m > 0, est donnée par (Oldham & Spanier, 1974) : 
     
    mmm
m
stm
TLthTLsI
1
Γ
1
1









  . (1.6) 
La figure 1.1 présente les réponses fréquentielles et impulsionnelles d’un intégrateur 
généralisé pour des ordres m compris entre 0 et 2. 
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(a) 
 
(b) 
Figure 1.1 – Réponses fréquentielles (a) et impulsionnelles (b) d’un intégrateur 
généralisé pour des ordres compris entre 0 et 2 
 
1.2.2 - Interprétation géométrique 
La difficulté d’attribuer à cet opérateur un sens géométrique (Adda, 1997) (Moreau, et al., 
2005) (Nigmatullin, 1992) (Podlubny, 2005), comparable à celui que l'on accorde à l'intégration 
d'ordre entier, n'est certes pas étrangère au peu d'intérêt que les physiciens lui ont porté. 
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Néanmoins, dans le cas où l'ordre m est réel, la définition (1.1) peut être interprétée 
comme l’aire de la surface que définit la fonction v(t) pondérée par un facteur d’oubli représenté 
par la fonction hm(t-) définie par : 
  
    mm tm
th



1
Γ
1

   . (1.7) 
Ainsi, si m est égal à 1,  tvI mt0  est une intégrale classique, toutes les valeurs de v(t) ayant 
le même « poids ». Si m est un réel compris entre 0 et 1, les valeurs les plus récentes ont plus de 
« poids » que les plus anciennes. La figure 1.2 représente les variations du facteur d'oubli hm(t-) 
pour des valeurs de m comprises entre 0.1 et 1. A travers cette interprétation, les différentes 
pondérations obtenues en faisant varier l'ordre d'intégration m mettent en évidence l'aptitude de 
cet opérateur à décrire des phénomènes physiques à mémoire longue tels que les phénomènes de 
diffusion (Serrier, 2008). 
 
Figure 1.2 – Courbes représentatives des variations du facteur d'oubli hm(t-) dans 
le cas d'une intégrale d'ordre réel m  tel que 0.1<m<1 
 
1.2.3 - Interprétation système 
Dans le domaine de la modélisation, l’approche bond-graph (Dauphin-Tanguy, 2000) a 
démontré tous les avantages de l’utilisation de la causalité intégrale pour la simulation 
numérique lors de l’étude de la dynamique des systèmes. Par exemple, avec un élément C de 
stockage d’énergie (en bond-graph l’élément C, appelé capacitor par les anglo-saxons, est utilisé 
pour représenter les phénomènes capacitifs des ressorts, des barres de torsion, des accumulateurs 
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électriques et hydropneumatiques,…), la relation causale entre ses variables de puissance est 
donnée par : 
      0
1
0
C
t
CC edf
c
te      , (1.8) 
où fC(t) (la cause) et eC(t) (la conséquence) représentent le flux et l’effort généralisés, eC(0) une 
condition initiale (CI) sur l’effort et  Rc un paramètre caractéristique de l’élément C. Avec un 
élément I de stockage d’énergie (en bond-graph l’élément I est utilisé pour représenter les 
phénomènes inertiels des masses en translation, des inerties en rotation, des inductances 
électriques et hydrauliques,…), la relation causale entre ses variables de puissance est donnée 
par : 
      0
1
0
I
t
II fde
l
tf      , (1.9) 
où eI(t) (la cause) et fI(t) (la conséquence) représentent l’effort et le flux généralisés, fI(0) une 
condition initiale (CI) sur le flux et  Rl un paramètre caractéristique de l’élément I. 
La figure 1.3 représente deux schémas fonctionnels illustrant les relations de causalité des 
éléments C et I. 
  
(a)       (b) 
Figure 1.3 – Schémas fonctionnels illustrant les relations de causalité des éléments 
C (a) et I (b) 
 
Pour les systèmes non entiers, la causalité intégrale conduit à utiliser un intégrateur non 
entier, appelé fractor par les anglo-saxons (contraction de fractional integrator) (Bohannan, 
2000). L’intérêt d’utiliser la causalité intégrale est le même que pour les systèmes rationnels 
(Trigeassou, et al., 1999) (Trigeassou & Maamri, 2011). 
L’introduction de la forme diffusive (Trigeassou, et al., 2012) facilite l’interprétation 
système de l’intégrateur non entier. En effet, cet intégrateur est un système linéaire qui possède 
une infinité de variables d’état z(,t) distribuées fréquentiellement et vérifiant l’équation 
différentielle du premier ordre en t, soit : 
 )(),(
),(
tvtz
t
tz





  . (1.10) 
La sortie x(t) de l’intégrateur est alors la somme de toutes les contributions pondérées des états 
z(,t), soit : 
c
1

t
d
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
 tfC  teC  teC
+
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 


0
),()()(  dtztx m   , (1.11) 
où m() est le facteur de pondération défini par : 
 10
sin
)(   m
m m
m 


   . (1.12) 
 La figure 1.4 présente les variations de m() pour 0 < m < 1 et 10
-1
 rad/s <  < 10 rad/s. 
 
Figure 1.4 – Variations de m() pour 0 < m < 1 et 10
-1
 rad/s <  < 10 rad/s 
 
Remarque 
Il est important de noter, contrairement à un élément I ou C dont les sorties des intégrateurs 
d’ordre 1 sont des variables d’état (variables de puissance : flux ou effort généralisés utilisées 
notamment pour calculer l’énergie stockée), que la sortie x(t) d’un intégrateur non entier n’est 
pas une variable d’état. C’est la raison pour laquelle x(t) est appelée « pseudo-état » dans la 
littérature récente (Trigeassou, et al., 2014). 
1.2.4 - Définition de la dérivation non entière 
La définition de Riemann-Liouville de l'intégrale d'ordre m d’une fonction v(t), notée
 tvI mt0  avec m > 0, étendue à des ordres négatifs, soit : 
    tvDtvI mt
m
t 00 
   , (1.13) 
est généralement divergente (Samko, et al., 1993). 
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La manière la plus simple pour définir une dérivée non entière d’ordre m > 0 (intégrale 
d’ordre négatif) consiste à dériver à l’ordre entier n, avec n = Ent[m] + 1, l’intégrale d’ordre 
non entier (n-m) > 0, soit : 
    
 
   tvD
dt
d
tvDtvD mnt
n
nnm
t
m
t







 000   , (1.14)  
ou encore, sachant que        tvItvD mnt
mn
t
  00 , 
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A titre d’exemple : 
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dt
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tvD tt
25.0
0
1
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

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
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
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  . (1.16) 
Remarque 
Par ailleurs, la dérivation non entière est l’opération duale de l’intégration non entière 
(Trigeassou, et al., 2012). En effet, si 
        sV
s
sXtvItx
m
m
t
1
ou0    , (1.17) 
alors 
         sXssVtxDtv mm  ou   . (1.18) 
Cette définition de la dérivée non entière basée sur l’opérateur Im(s), sans formulation 
analytique de D
m
(x(t)), est la définition implicite de la dérivation d’ordre non entier. Toutefois, 
cette définition implicite existe seulement à l’intérieur d’un système bouclé, comme c’est le cas 
lors de la simulation des équations différentielles d’ordres non entiers. 
 
1.3 - Exemples d’intégrateurs non entiers 
1.3.1 - Systèmes à paramètres distribués 
D’une manière générale, la mise en équation des phénomènes de diffusion associés aux 
systèmes à paramètres distribués conduit naturellement aux SDNE (Podlubny, 2005). Les 
exemples sont nombreux dans les domaines de la physique tels que l’électrochimie (Kuhn, et al., 
2005), l’électromagnétisme (Benchellal, et al., 2005) (Canat & Faucher, 2005), ou encore la 
thermique (Agrawal, 2004) (Battaglia, et al., 2001) (Kusiak, et al., 2005). 
A titre d’illustration, considérons un milieu semi-infini monodimensionnel homogène, de 
conductivité  , de diffusivité d et de température initiale nulle en tout point (figure 1.5). Il est 
soumis à une densité de flux  t  sur la surface normale sortante n . Il en résulte une variation 
de température, notée T(x,t), fonction du temps t et de l'abscisse x du point de mesure de 
température à l'intérieur du milieu. 
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Figure 1.5 – Exemple d’illustration en thermique d’un phénomène de diffusion dans 
un milieu semi-infini 
 
Le transfert de chaleur est régi par le système d'équations aux dérivées partielles : 
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La résolution d’un tel système, rappelée de manière détaillée au chapitre 2, permet 
d'établir un transfert de la forme : 
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d
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où  ,  et Cp sont des constantes. 
Dans le cas où 0x , le transfert (1.20) n’est autre que l’impédance d’entrée Ze(s) qui se 
réduit alors à : 
    
  5.0
11,0
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sZ
p
e

   , (1.21) 
relation qui exprime un résultat bien connu à travers lequel l'impédance thermique d’entrée d'un 
milieu semi-infini plan est définie par un intégrateur d'ordre 0.5. 
Dans le domaine temporel (les conditions initiales étant nulles), l’expression analytique 
de la température T(0,t) en surface est alors donnée par : 
    tI
C
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p
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
5.0
0
1
,0    . (1.22) 
 Dans le cas des milieux finis tridimensionnels, la géométrie introduit des effets de bord 
qui conduisent, aussi bien dans le cas d’une approche théorique (Cois, 2002) avec un modèle de 
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connaissance, que dans le cas d’une approche expérimentale avec un modèle de comportement 
(Cois, 2002), à une impédance d’entrée Ze(s) de la forme : 
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qui, dans le domaine temporel (les conditions initiales étant nulles), se traduit par une équation 
différentielle dans laquelle apparaissent des dérivées dont les ordres sont multiples de 0.5, soit : 
            tDbtDbtbtTDatTDatT NN
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M 
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1 ...,0...,0,0    , (1.24) 
où D représente l’opérateur de différentiation, N et M étant des entiers positifs. 
 
1.3.2 - Systèmes à paramètres localisés 
Que le caractère localisé des paramètres d’un système résulte d’une discrétisation spatiale 
(méthode des éléments finis), ou d’une réelle localisation des éléments d’un circuit ou d’un 
réseau (électrique : figure 1.6 ; mécanique : figure 1.7 ; hydraulique : figure 1.8 ;…), le lien avec 
les SDNE a fait l’objet de nombreux travaux (Oustaloup, 1995). 
Les éléments capacitifs (condensateur en technologique électrique, ressorts en mécanique 
et accumulateurs en hydraulique) sont désignés par la lettre C dans les figures 1.6, 1.7 et 1.8 et 
dans l’ensemble de cette thèse. Les éléments résistifs (résistance électrique, amortisseur et 
résistance hydraulique) sont désignés par la lettre R. 
 
 
Figure 1.6 - Exemples d’arrangements de réseaux RC électriques 
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Figure 1.7 - Exemples d’arrangements de réseaux RC mécaniques  
 
 
Figure 1.8 - Exemples d’arrangements de réseaux RC hydropneumatiques  
 
A titre d’illustration, considérons de nouveau l’exemple thermique d’un milieu cette fois-
ci fini monodimensionnel homogène de longueur L, de conductivité  , de diffusivité d et de 
température initiale nulle en tout point (figure 1.9). Il est soumis à une densité de flux  t  sur la 
surface normale sortante ?⃗?. Il en résulte une variation de température, notée T(x,t), fonction du 
temps t et de l'abscisse x du point de mesure de température à l'intérieur du milieu. 
Ce milieu fini fait l’objet d’une discrétisation spatiale à pas constant x conduisant à N 
tranches identiques, où N = L/x. Chacune de ces tranches étant le siège de phénomènes 
capacitifs et dissipatifs, une cellule RC en gamma lui est associée, d’où le réseau thermique de la 
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figure 1.10 constitué d’un arrangement cascade de N cellules RC identiques en gamma (Poinot & 
Trigeassou, 2004). 
 
Figure 1.9 - Exemple d’illustration d’un milieu fini faisant l’objet d’une 
discrétisation spatiale à pas constant x 
 
 
Figure 1.10 - Réseau thermique constitué d’un arrangement cascade de N cellules RC  
identiques en gamma et associé à la discrétisation du milieu fini de la figure 1.6 
 
 La mise en équation de ce réseau thermique conduit à une impédance d’entrée Ze(s) de la 
forme : 
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 La figure 1.11 présente la réponse fréquentielle Ze(j) de l’impédance d’entrée du réseau 
thermique. Deux comportements apparaissent clairement : un comportement intégrateur d’ordre 
1 (effet capacitif) aux basses et hautes fréquences, et un comportement intégrateur d’ordre 0.5 
aux moyennes fréquences. 
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Figure 1.11 - Réponse fréquentielle Ze(j) de l’impédance d’entrée du réseau 
thermique 
 
 L’impédance d’entrée peut être caractérisée par un modèle de comportement de la forme 
(Oustaloup, 1995) (Cois, 2002) (Poinot & Trigeassou, 2004) : 
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où b et h sont des fréquences transitionnelles basse et haute, D0 une constante et où m = 0.5. 
Ainsi, l’expression (1.26) permet avec 4 paramètres (m, D0, b et h) de caractériser le 
comportement du réseau thermique composé de N+1 capacités C et N résistances R, soit un total 
de 2N+1 paramètres, N étant d’autant plus important que L est grand et que x est petit. Ce 
résultat met bien en avant la propriété de compacité ou de parcimonie paramétrique que présente 
l'opérateur de dérivation non entière. Il est vrai que l'impédance résultant d'une discrétisation 
spatiale se présente sous la forme d'un modèle entier de très grande dimension. 
 
1.4 – Synthèse d’un intégrateur non entier pour la simulation temporelle 
1.4.1 - Approche fréquentielle 
1.4.1.1 - Intégrateur non entier borné en fréquence 
Dans de nombreux domaines de la physique, ainsi que dans de nombreuses applications, 
les comportements non entiers sont observés ou synthétisés sur des intervalles bornés en 
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fréquence (Trigeassou, et al., 1999) (Lin, 2001) (Cois, 2002) (Poinot & Trigeassou, 2004) 
(Serrier, et al., 2007). C’est la raison pour laquelle la fonction de transfert 
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est remplacée par une fonction de transfert bornée en fréquence  sI m
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 de la forme : 
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expression qui traduit (figure 1.12) un comportement intégrateur d’ordre 
 1 aux basses et hautes fréquences, 
 m = (1 – ) aux moyennes fréquences, de part et d’autre de la fréquence médiane m. 
 
 
Figure 1.12 – Diagrammes asymptotiques de Bode d’un intégrateur non entier borné en 
fréquence 
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Remarque 
 Une variante peut être introduite aux basses et hautes fréquences selon la valeur m. 
Ainsi : 
 si 0.5 < m < 1, alors un comportement intégrateur d’ordre 1 est imposé aux basses et 
hautes fréquences (comme précédemment) ; 
 mais si 0 < m < 0.5, alors un comportement d’ordre 0 (comportement proportionnel) 
peut être imposé aux basses et hautes fréquences. 
 
1.4.1.2 - Intégrateur rationnel borné en fréquence 
La synthèse repose alors sur une distribution récursive de N zéros et N pôles réels, soit : 
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où les relations de passage entre les paramètres de la forme non entière  sI m
hb 
 (1.28) et ceux de 
la forme rationnelle IN(s) (1.31) sont données par (Oustaloup, 1995) : 
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 et  sont appelés facteurs récursifs. 
Une décomposition de l’expression (1.31) de IN(s) en éléments simples facilite le passage 
dans le domaine temporel, soit : 
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décomposition à laquelle est associée une représentation d’état de la forme (Trigeassou, et al., 
2014) : 
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1.4.2 - Approche temporelle 
1.4.2.1 - Représentation diffusive discrète 
L’approche temporelle réside dans une discrétisation modale de la représentation diffusive 
(Trigeassou, et al., 2014). Ainsi, les relations (1.10), (1.11) et (1.12) deviennent : 
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 Afin d’obtenir un comportement intégrateur d’ordre 1 au-delà des bornes, c'est-à-dire aux 
basses et hautes fréquences conformément à l’approche fréquentielle, un mode intégrateur pour k 
= 0 est rajouté, d’où la représentation d’état : 
 





zCx
vBzAz
T
TT

  , (1.40) 
 - 39 - 
où 
       
     
 Kk
K
T
K
T
K
kKK
T
K
k
K
ccccCB
A
z
z
z
z
z
....,
1
..
1
1
......00
........00
0....00
............
0..0..0
0..0..00
,
..
..
10
1111
1
11
1
0
11




























































  , (1.41) 
avec kkmkc   )(   , (1.42) 
k étant le pas de rang k de la discrétisation modale, pas pouvant être constant ou variable. 
 
1.5 - Conclusion 
Ce chapitre vise à donner aux lecteurs peu familiarisés avec les SDNE les principales 
notions théoriques nécessaires à la bonne compréhension de ce mémoire. C’est la raison pour 
laquelle, les définitions et les interprétations de l’opérateur intégro-différentiel non entier sont 
rappelées dans un premier temps. Ensuite, des exemples concrets d’intégrateurs non entiers dans 
le cadre des systèmes à paramètres distribués et des systèmes à paramètres localisés sont 
présentés. Enfin, la problématique de la simulation dans le domaine temporel des SDNE est 
précisée. Face à cette problématique, les principales méthodes de synthèse d’un intégrateur non 
entier sont présentées dans un contexte général. 
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2.1 – Introduction 
L’objectif de ce chapitre est de faire une analyse à la fois mathématique et thermique du 
phénomène de diffusion dans un milieu semi-infini monodimensionnel homogène. Ainsi, après 
avoir rappelé au paragraphe 2.2 la mise en équation et la résolution d’un tel problème, deux 
études complémentaires sont proposées, et ce afin d’avoir une progression didactique facilitant la 
compréhension. La première est adimensionnelle (paragraphes 2.3 et 2.4), indépendante de la 
nature du matériau grâce à l’introduction de pulsations et de constantes de temps caractéristiques 
permettant d’utiliser des pulsations réduites pour l’analyse dans le domaine fréquentiel, et des 
temps réduits pour l’analyse dans le domaine temporel. La seconde (paragraphe 2.5) se focalise 
sur l’influence des propriétés thermiques de trois matériaux (fer, aluminium et cuivre) sur les 
comportements analysés dans la première étude adimensionnelle. 
Pour chacune de ces deux études, deux cas sont analysés. Le premier en surface, pour x = 
0, où d’un point de vue thermique le phénomène d’effusivité est dominant, le second en 
profondeur, pour x > 0, où le phénomène de diffusivité thermique est fondamental. 
2.2 – Modélisation 
Considérons un milieu semi-infini monodimensionnel homogène, de conductivité  , de 
diffusivité d  et de température initiale nulle en tout point (figure 2.1). Il est soumis à une 
densité de flux (t) = (t)/S en 0x , S étant la section traversée par le flux thermique (t) sur la 
surface normale sortante n . Il en résulte une variation de température, notée T(x,t), fonction du 
temps t et de l'abscisse x    ;0x  du point de mesure de la température à l'intérieur du 
milieu. 
 
 
Figure 2.1 – Illustration d’un milieu semi-infini siège d’un phénomène de diffusion thermique 
2.2.1 - Mise en équation 
Le transfert de chaleur est régi par le système d'équations aux dérivées partielles : 
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2.2.2 - Résolution 
La condition initiale sur la température étant nulle, la transformation de Laplace de la 
première équation conduit à : 
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
sxT
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x
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d
,   où     txTsxT ,, L , (2.2) 
relation qui définit une équation différentielle d’ordre 2 par rapport à la variable x. La recherche 
d’une solution de la forme 
     xsrsxT e,    , (2.3) 
conduit à l’équation caractéristique 
   02 
d
s
sr

 (2.4) 
qui possède deux racines r1(s) et r2(s) de la forme 
  
d
s
sr


2
1   . (2.5) 
La solution de l’équation (2.2) est alors immédiate, soit : 
       dd
sxsx
sKsKsxT


 ee, 21   . (2.6) 
La prise en compte des conditions aux limites, en x = 0 et en x , permet de déterminer K1(s) 
et K2(s), soit : 
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Sachant que  = d  Cp, où  représente la densité du milieu et Cp sa chaleur spécifique, 
l’introduction des relations (2.7) dans l’expression (2.6) conduit à une solution de la forme : 
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Sous l’hypothèse d’une condition initiale nulle et en introduisant l’effusivité thermique 
pd C   (de Wit, 2009), l’expression de la fonction de transfert H(x,s) entre la variation de 
température  sxT ,  et la densité de flux  s  est alors donnée par : 
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d
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d ss
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,   , (2.9) 
relation de la forme : 
      sxEsIHsxH ,, 5.00   , (2.10) 
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avec 
2x
d
x

    . (2.12) 
D’un point de vue système, le transfert H(x,s) peut donc être interprété comme résultant 
de la mise en cascade (figure 2.2) d’un gain H0 (entre la densité de flux  s  et la dérivée 
d’ordre 0.5 de la température en x=0,  sTs ,05.0  (inverse de l’effusivité thermique fonction du 
matériau), d’un intégrateur fractionnaire d’ordre 0.5,  sI 5.0  (entre  sTs ,05.0  et la température 
 sT ,0 ) et d’un transfert  sxE ,  (entre  sT ,0  et  sxT , ). 
 
Figure 2.2 – Schéma bloc illustrant le transfert H(x,s) 
Cette vision système permet de bien comprendre le lien existant entre les deux cas 
d’étude rencontrés dans la littérature en dynamique des systèmes thermiques (Myers, 1998), à 
savoir : 
- celui où la température  sT ,0  est imposée à la surface x = 0, appelé condition de 
Dirichlet ; 
- celui où la densité de flux  s  est imposé à la surface x = 0, appelé condition de 
Neumann. 
Ainsi, dans les deux cas pour un milieu semi-infini, le transfert  sxE ,  est le même. 
 sI 5.0  sxE ,
 sT ,0  sxT ,
 sxH ,
0H
 s  sTs ,05.0
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Afin de limiter dans un premier temps la dépendance de l’étude au matériau, le transfert 
global H(x,s) est réduit dans la suite de ce chapitre en divisant son expression par H0, soit : 
  
 
   sxEsI
H
sxH
sxH r ,
,
, 5.0
0
   , (2.13) 
l’influence du matériau étant spécifiquement analysée au paragraphe 2.5. Ceci nous amène à 
introduire un troisième cas d’étude, à savoir celui où    sTssH ,05.00   est imposé à la 
surface x = 0, appelé dans la suite de ce chapitre condition de Neumann modifiée. 
 
2.3 – Analyse du comportement en x = 0 
Le comportement dynamique en surface, en x = 0, étant caractérisé par la seule présence 
d’un intégrateur fractionnaire, il est utilisé comme référence, non seulement dans la suite de ce 
chapitre, mais aussi au chapitre suivant. C’est la raison pour laquelle une analyse détaillée dans 
les domaines symbolique, fréquentiel et temporel est proposée dans un premier temps. 
 
2.3.1 – Domaine symbolique 
En x = 0,  sE ,0  étant unitaire, l’expression du transfert global réduit Hr(x,s) se limite 
donc à celle de l’intégrateur d’ordre 0.5, soit : 
    sIsHr
5.0,0    , (2.14) 
dont les comportements asymptotiques sont donnés par : 
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Le comportement intégrateur fractionnaire d’ordre 0.5 entre la densité de flux  s  et la 
variation de température  sT ,0  est « à mi-chemin » entre un comportement intégrateur d’ordre 
1 caractéristique d’un comportement purement capacitif et un comportement proportionnel 
(intégrateur d’ordre 0) caractéristique d’un comportement purement résistif. 
2.3.2 – Domaine fréquentiel 
En x = 0,  jE ,0  étant toujours unitaire,     jIjHr
5.0,0   dont le gain et la phase 
sont donnés par : 
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où c = 1 rad/s représente la pulsation centrale autour de laquelle l’approximation et la synthèse 
sont réalisées chaque fois qu’elles sont nécessaires (voir Chapitre 1 et Chapitre 4). 
La figure 2.3 présente les diagrammes de Bode de  sHr ,0  en fonction de la pulsation 
réduite c = /c. 
 
Figure 2.3 – Diagrammes de Bode de  sHr ,0  en fonction de la pulsation réduite c = /c 
 
2.3.3 – Domaine temporel 
 En x = 0, la condition de Dirichlet n’a pas de sens. Ainsi, d’une manière générale, la 
réponse de la variation de température T(x,t) du milieu semi-infini à une entrée de densité de flux 
(t) quelconque (condition de Neumann) est donnée par : 
            sHsxEsITLsxTTLtxT 05.011 ,,,     , (2.17) 
où TL
-1
 désigne la transformée de Laplace inverse. 
 Pour faciliter l’analyse dans le domaine temporel indépendamment de la nature du 
matériau, l’entrée considérée est (figure 2.4) la dérivée d’ordre 0.5 de la température en x = 0 
(condition de Neumann modifiée), soit : 
    sHsTs 0
5.0 ,0    . (2.18) 
 
Figure 2.4 – Illustration du choix de l’entrée du système pour l’analyse adimensionnelle dans le 
domaine temporel : condition de Neumann modifiée 
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2.3.3.1 – Réponse impulsionnelle 
La réponse à une impulsion de Dirac δ(t) est obtenue en remplaçant dans l’équation 
(2.17) I
0.5
(s) et E(x,s) par leurs expressions (2.11) et  sH 0  par TL{δ(t)} = 1. 
 En x = 0, la réponse impulsionnelle de T(0,t) à une impulsion de Dirac H0(t) = (t) est 
donnée par : 
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11 1,0,0
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 
t
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
1
,0    . (2.20) 
La figure 2.5 présente la réponse impulsionnelle T(0,t) qui n’est autre que celle d’un 
intégrateur d’ordre 0.5. Dans les premiers instants, aux temps très courts, la pente est très 
importante, puis au contraire aux temps très longs la pente devient très faible, conduisant ainsi à 
un temps de convergence vers zéro très long. 
  
(a)       (b) 
Figure 2.5 – Réponse impulsionnelle de T(0,t) = ( t)-0.5 : en échelle lin-lin (a) et en échelle log-
log (b) 
2.3.3.2 – Réponse indicielle 
 En x = 0, la réponse à un saut échelon unité est obtenue en remplaçant dans l’équation 
(2.17) I
0.5
(s) et E(0,s) par leurs expressions (2.11) et en prenant  sH 0  = 1/s. La réponse 
indicielle T(0,t) est alors donnée par : 
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  . (2.22) 
La figure 2.6 présente la réponse indicielle T(0,t) qui n’est autre que celle d’un 
intégrateur d’ordre 0.5. 
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(a)       (b) 
Figure 2.6 – Réponse indicielle T(0,t) : en échelle lin-lin (a) et en échelle log-log (b) 
 
2.3.3.3 – Réponse harmonique stationnaire 
On suppose que l’entrée H0 (t) appliquée en x = 0 est de la forme : 
    tAtH  cos00    . (2.23) 
Le système étant linéaire, l’expression de la température est donnée par : 
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ou encore, en remplaçant I
0.5
(j) et E(x,j) par leurs expressions, 
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 En x = 0, l’expression (2.24) se résume à : 
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 La figure 2.7 présente les réponses harmoniques stationnaires   0/,,0 AtT   pour  = 
c/10 = 0.1rad/s,  = c = 1rad/s et  = 10 c = 10rad/s. Par rapport à l’amplitude unitaire 
obtenue à la pulsation centrale  = c = 1rad/s (courbe bleue), une augmentation ou une 
diminution d’un facteur 10 de la pulsation  entraine, une diminution (courbe verte) ou une 
augmentation (courbe rouge) d’un facteur 100.5 = 3.16, valeur qui correspond à la pente du 
diagramme de gain de la figure 2.3, soit une pente de -10dB/dec. 
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Figure 2.7 – Réponses harmoniques stationnaires   0/,,0 AtT   pour  = c/10 = 0.1rad/s, 
 = c = 1rad/s et  = 10 c = 10rad/s 
 
2.4 – Analyse du comportement pour x > 0 
L’objectif de ce paragraphe est d’analyser la manière dont le comportement dynamique 
en surface est modifié lorsque la chaleur se diffuse à l’intérieur du milieu. La progression 
proposée au paragraphe précédent pour x = 0 est donc reprise et complétée pour x > 0. 
 
2.4.1 – Domaine symbolique 
L’analyse de l’influence de  sxE ,  sur le transfert global réduit  sxHr ,  à travers ses 
comportements asymptotiques conduit à : 
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2.4.2 – Domaine fréquentiel 
La réponse fréquentielle  jxHr ,  est donnée par : 
       jxEjIjxHr ,,
5.0   . (2.31) 
Pour x > 0, en introduisant la pulsation réduite x=/x, l’expression de  xjΩxE ,  est donnée par : 
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dont le gain et la phase sont donnés par : 
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Ainsi, le comportement : 
- aux basses fréquences est donné par : 
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comportement identique à celui observé en x = 0 ; 
- aux moyennes fréquences pour x  =  par : 
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- aux hautes fréquences par : 
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La figure 2.8 présente les diagrammes de Bode de  xjΩxE ,  où la pulsation réduite x 
varie entre 0.01 et 100. 
 
Figure 2.8 – Diagrammes de Bode de  xjΩxE ,  
 
Finalement, pour x > 0 et en introduisant les deux pulsations réduites c = /c et x, 
l’expression de  jxHr ,  devient 
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ou encore, sachant que 
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L’introduction d’une telle écriture permet de faire, à l’aide du rapport r, l’analyse de la 
différence de comportement pour tout x > 0 par rapport au comportement observé en x = 0, et ce 
indépendamment de la nature du matériau. Ainsi, les comportements asymptotiques de Hr(r,jc) 
sont donnés par : 
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- aux basses fréquences, 
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comportements identiques à ceux observés pour x = 0, et ce quelle que soit la valeur du rapport 
r ; 
- aux hautes fréquences,
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Les figures 2.9 et 2.10 présentent les diagrammes de Bode de  cr jΩrH , , ainsi que ses 
tracés dans le plan de Black-Nichols obtenus avec r = 1, 10, 10
2
, 10
3
, 10
4
 et 10
5
. Le 
comportement intégrateur fractionnaire d’ordre 0.5 présent sur tout l’espace des fréquences pour 
r  (x=0) disparait progressivement à partir des hautes fréquences au fur et à mesure que r 
diminue (que x augmente). 
 
Figure 2.9 – Diagrammes de Bode de  cr jΩrH ,  
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Figure 2.10 – Diagrammes de Black-Nichols de  cr jΩrH ,  
 
2.4.3 – Domaine temporel 
2.4.3.1 – Réponse impulsionnelle 
2.4.3.1.1 – Réponse en x > 0 pour une impulsion de température T(0,t) : condition de Dirichlet 
La réponse de la variation de température T(x,t) à une impulsion de température T(0,t)= 
(t) est donnée par (Özişik, 1980) : 
            sxeTLsTsxETLsxTTLtxT   111 ,0,,,   , (2.43) 
où la constante de temps x = 1/x, soit : 
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ou encore, en introduisant le temps normalisé tx = t/x 
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Il est à noter que la présence de la constante de temps x dans l’expression (2.45) ne permet pas 
d’avoir une seule et unique réponse, principal objectif de l’analyse adimensionnelle. C’est la 
raison pour laquelle la figure 2.11 présente la réponse impulsionnelle  xx txT , , soit : 
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Cette réponse passe par un maximum, puis tend asymptotiquement vers zéro. D’un point de vue 
mathématique, le calcul analytique du maximum de l’expression (2.46) montre que ce maximum 
est atteint à l’instant normalisé txmax = 1/6 (soit à l’instant tmax = x/6 = x
2
/6d) avec une valeur de 
0.9251. D’un point de vue thermique, pour un point situé à la profondeur x, il faut attendre que la 
chaleur ait diffusé jusqu’à cette profondeur pour qu’une élévation notable de température puisse 
être observée. Ce délai est régi par la diffusivité thermique d du matériau. Pour un x donné, 
l’instant tmax est d’autant plus faible que la diffusivité est grande. 
 
(a)       (b) 
Figure 2.11 – Réponse impulsionnelle  xx txT ,  (a) et zoom dans les premiers instants (b) 
2.4.3.1.2 – Réponse en x > 0 pour une impulsion de H0 φ(t) : condition de Neumann modifiée 
La réponse T(x,t) à une impulsion de Dirac H0(t) = (t) a pour expression (Özişik, 
1980) : 
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ou encore, en introduisant la constante de temps x = 1/x et le temps réduit tx = t/x, 
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Pour la même raison que précédemment, la figure 2.12.a présente la réponse impulsionnelle 
 xx txT , , soit : 
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   . (2.49) 
Comme pour l’étude avec la condition de Dirichlet, cette réponse passe par un maximum, 
puis tend asymptotiquement vers zéro. D’un point de vue mathématique, le calcul analytique du 
maximum de l’expression (2.49) montre que ce maximum est atteint à l’instant normalisé txmax = 
1/2 (soit à l’instant tmax = x/2 = x
2
/2d) avec une valeur de 0.4839. Là encore, d’un point de vue 
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thermique, pour un point situé à la profondeur x, il faut attendre que la chaleur ait diffusé jusqu’à 
cette profondeur pour qu’une élévation notable de température puisse être observée. 
Comparativement à la réponse impulsionnelle en x = 0 (figure 2.5) où seule l’effusivité 
intervient, la réponse en x > 0 (figure 2.12.a) est principalement différente dans les premiers 
instants, puis devient ensuite parfaitement identique. Un zoom dans les premiers instants (figure 
2.12.b) permet de visualiser l’influence de E(x,s). 
  
(a)       (b) 
Figure 2.12 – Réponse de  xx txT , à une impulsion de Dirac H0(t) = (t) (a) et zoom dans 
les premiers instants des réponses impulsionnelles en x = 0 et x > 0 (b) 
 
 
2.4.3.2 – Réponse indicielle 
2.4.3.2.1 – Réponse en x > 0 pour un saut échelon de température T(0,t) : condition de Dirichlet 
Pour x > 0, la réponse T(x,t) à un saut échelon unitaire T(0,t) est donnée par (Özişik, 
1980) : 
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où erfc(.) désigne la fonction erreur complémentaire. 
En introduisant la constante de temps x = 1/x et le temps réduit tx = t/x, l’expression (2.50) 
devient : 
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La figure 2.13 présente la réponse indicielle de E(x,s) à un saut échelon de température 
T(0,t) unitaire pour une variation du temps réduit tx de 0 à 1000. Pour cette échelle de 
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représentation, la pente est très importante dans les premiers instants, puis au contraire devient 
très faible pour les grands instants. L’application du théorème de la valeur finale, soit : 
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montre que la réponse indicielle est bien égale à 1, mais au bout d’un temps très long. 
La figure 2.14 présente la réponse indicielle de E(x,s) à un saut échelon de température 
T(0,t) unitaire pour une variation du temps réduit tx de 0 à 1 seulement. Ce zoom dans les 
premiers instants permet de mettre en évidence la présence d’un retard  estimé à 1/20ème de la 
constante de temps x, soit 20/x  . 
 
(a)       (b) 
Figure 2.13 – Réponse indicielle T(x,t) de E(x,s) à un saut échelon de température T(0,t) unitaire 
pour une variation du temps réduit tx de 0 à 1000 : en échelle lin-lin (a) et en échelle log-log (b) 
 
Figure 2.14 – Réponse indicielle T(x,t) de E(x,s) à un saut échelon de température T(0,t) unitaire 
pour une variation du temps réduit tx de 0 à 1 
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 De plus, il est intéressant de définir le temps de réponse tR() à un écart relatif  exprimé 
en %, soit : 
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ou encore, sachant que    0,0, TxT   et que erfc(.) = 1 – erf(.), erf(.) étant la fonction erreur, 
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La figure 2.15 présente l’écart relatif en fonction du temps réduit tx = t/x et donc en 
fonction de la constante de temps x facilitant ainsi l’analyse (par exemple, tx = 1 signifie que t = 
x, etc…). 
En complément, le tableau 2.1 donne les valeurs précises de (%) et de l’amplitude 
réduite T(x,tR)/T(0,0) pour des temps de réponse tR() exprimés en fonction de la constante de 
temps x. Ainsi, au bout d’un temps égal à la constante de temps x (soit tx = 1, figure 2.15), la 
réponse indicielle atteint 48% de sa valeur finale, soit un temps de réponse tR(52%) = x. 
De la même façon, au bout d’un temps égal à 3 fois la constante de temps x (soit tx = 3, 
figure 2.15), la réponse indicielle atteint 68% de sa valeur finale, soit un temps de réponse 
tR(32%) = 3x. 
Il faut un temps égal à 125 fois la constante de temps x pour atteindre 95% de la valeur 
finale, soit un temps de réponse tR(5%) = 125x. 
Pour rappel, et à titre comparatif, la réponse indicielle d’un système du premier ordre 
atteint 95% de sa valeur finale au bout d’un temps égal à 3 fois sa constante de temps (temps de 
réponse à 5%). 
En conclusion, la constante de temps de diffusion x correspond au temps au bout duquel, 
dans un milieu semi-infini homogène de diffusivité thermique d la température T(x,x) en 
xdx   atteint 48% de la valeur de la température T(0,0) imposée en x = 0 à t = 0 (qui est 
aussi sa valeur finale). 
 
t R  x 3  x 5  x 7  x 10  x 125  x
 (%) 52 32 25 21 18 5
T(x,t R )/T(0,0) 0.48 0.68 0.75 0.79 0.82 0.95  
 
Tableau 2.1 – Valeurs précises de (%) et de l’amplitude réduite T(x,tR)/T(0,0) pour des temps 
de réponse tR() exprimés en fonction de la constante de temps x 
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Figure 2.15  – Ecart relatif de température dans le cas d’une réponse indicielle de E(x,s) à un 
saut échelon de température T(0,t) unitaire pour une variation de la constante de temps x de 0 à 
10 
 
2.4.3.2.2 – Réponse en x > 0 pour un saut échelon H0 φ(t) : condition de Neumann modifiée 
Pour x > 0, la réponse T(x,t) à un saut échelon H0 (t) unitaire a pour expression (Özişik, 
1980) : 
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où a > 0, la réponse indicielle est alors donnée par 
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ou encore, en introduisant la constante de temps x = 1/x et le temps réduit tx = t/x, 
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Il est à noter, là encore, que la présence de la constante de temps x dans l’expression (2.59) ne 
permet pas d’avoir une seule et unique réponse. C’est la raison pour laquelle la figure 16 
présente la réponse indicielle   xxtxT /, , soit : 
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ou encore, en mettant xt2  en facteur (forme de la réponse en x=0), 
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D’un point de vue mathématique, le facteur entre crochets est une fonction qui croit de 0 
à 1. D’un point de vue thermique, la variation de température « rattrape » l’évolution en racine 
du temps qui prévaut en surface. 
  
(a)       (b) 
Figure 2.16 – Réponses indicielles   xxtxT /,  à un saut échelon H0 (t) unitaire (a) et zoom 
dans les premiers instants (b) des réponses indicielles en x = 0 et x > 0 
 
2.4.3.3 – Réponse harmonique stationnaire 
On suppose que l’entrée H0 (t) appliquée en x = 0 est de la forme : 
    tAtH  cos00    . (2.62) 
Le système étant linéaire, l’expression de la température  ,, txT  en régime harmonique 
stationnaire est donnée par : 
              jxEjItjxEjIAtxT ,argargcos,,, 5.05.00   , (2.63) 
ou encore, en remplaçant I
0.5
(j) et E(x,j) par leurs expressions, 
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Pour faciliter l’analyse adimensionnelle et comparer les réponses obtenues avec celle de 
la figure 2.7 (où x = 0), introduisons les pulsations réduites c et x, le rapport r dont les 
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définitions sont précisées par les relations (2.39), ainsi que le temps réduit tc = t/c où la 
constante de temps c = 1/c. La relation (2.64) se réécrit alors sous une forme plus condensée : 
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Les figures 2.17 et 2.18 présentent les réponses harmoniques   0/,, AΩtxT ccc , soit : 
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Plus précisément, la figure 2.17 présente les réponses obtenues pour c = 1 (soit = c 
= 1rad/s) avec r ayant pour valeurs l’infini (soit x = 0), 100, 10 et 1. Ainsi, à pulsation constante, 
la diminution du rapport r (soit l’augmentation de x par rapport à x = 0) entraîne une 
augmentation de l’atténuation de l’amplitude et du décalage temporel conformément aux 
réponses fréquentielles de la figure 2.9. 
Quant à la figure 2.18, elle présente les réponses obtenues pour r = 1 et c = 0.1, 1 et 10. 
Ces réponses sont à comparer à celles de la figure 2.7 pour les mêmes valeurs de c mais en x = 
0 (soit r infini), permettant ainsi de visualiser sur l’amplitude et le décalage temporel une fois de 
plus l’influence du transfert E(x,s). 
 
Figure 2.17 – Réponses harmoniques stationnaires   0/,, AΩtxT ccc  obtenues pour c = 1 
(soit = c = 1rad/s) avec r ayant pour valeurs l’infini (soit x = 0), 100, 10 et 1 
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Figure 2.18 – Réponses harmoniques stationnaires   0/,, AΩtxT ccc  obtenues pour r = 1 
et c = 0.1, 1 et 10 
 
 
2.5 – Analyse de l’influence de la nature du matériau 
 L’objectif de ce paragraphe est d’analyser l’influence de la nature du matériau qui 
compose le milieu semi-infini sur le comportement de H(x, s), non seulement en x = 0, mais 
aussi pour x > 0. 
 A titre d’illustration, trois matériaux sont retenus, à savoir l’aluminium, le cuivre et le fer. 
Le tableau 2.2 rappelle les valeurs numériques des principales constantes utilisées. 
 
Matériaux     
à 300K
Masse 
volumique 
kg/m
3
Chaleur 
massique C p 
J.kg
-1.
K
-1
Capacité 
thermique       
C  =  C p       
J.m
-3.
K
-1
Conductivité 
thermique 
W.m
-1
.K
-1
Diffusivité 
thermique  d 
m
2
/s
Effusivité 
thermique  d 
W.K
-1
.m
-2
.s
1/2
Aluminium 2702 903 2,44 10
6 237 97 10
-6
2,41 10
4
Cuivre 8933 385 3,44 10
6 401 117 10
-6
3,72 10
4
Fer 7870 447 3,52 10
6 80 23 10
-6
1,67 10
4
Tableau 2.2 – Caractéristiques des matériaux étudiés 
 
 Avant d’analyser dans le détail l’influence des matériaux, les définitions de leurs 
principales propriétés thermiques sont rappelées. 
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Conductivité thermique  (en W.m-1.K-1) : elle caractérise la capacité du matériau à conduire la 
chaleur (l’inverse de la résistivité). En général, la conductivité thermique va de pair avec la 
conductivité électrique. Par exemple, les métaux, bons conducteurs d'électricité sont aussi de 
bons conducteurs thermiques. 
 
Chaleur massique Cp (en J.kg
-1
.K
-1
) : elle est déterminée par la quantité d’énergie nécessaire 
pour élever d’un kelvin la température de l’unité de masse d’un milieu. Elle est aussi appelée 
chaleur spécifique. 
 
Capacité thermique (volumique) C (en J.m
-3
.K
-1
) : elle est déterminée en multipliant la chaleur 
massique Cp par la masse volumique  (en kg/m
3
) du milieu considéré, on obtient ainsi la 
capacité thermique de celui-ci à stocker la chaleur. 
 
Diffusivité thermique d (en m
2
/s) : elle caractérise la vitesse de variation de la température dans 
un milieu quelconque en régime dynamique. Elle dépend de la capacité du matériau à conduire la 
chaleur (conductivité thermique ) et de sa capacité à stocker la chaleur (capacité thermique 
Cp), soit : d =  /Cp. Le phénomène s’apparente à la diffusion d’une goutte d’encre au sein 
d’un buvard. Plus grande est la diffusivité du milieu, plus rapide est la progression de la chaleur, 
diffusion qui se caractérise par une élévation de température de plus en plus faible au fur et à 
mesure que l’on s’éloigne du point d’impact (Özişik, 1985). 
 
Effusivité thermique d (en W.K
-1
.m
-2
.s
1/2
) : elle caractérise la capacité du matériau à échanger 
de l'énergie thermique avec son environnement. Elle dépend de la capacité du matériau à 
conduire la chaleur (conductivité thermique ) et de sa capacité à stocker la chaleur (capacité 
thermique Cp), soit : d = (  Cp)
1/2. Ainsi, plus l’effusivité est faible, plus la température de 
surface est sensible aux changements de la densité de flux thermique en surface (de Wit, 2009). 
 
2.5.1 - Analyse en x = 0 
Pour rappel, en x = 0, la fonction de transfert H(0,s) a pour expression : 
 
 
 
  5.0
0,0,0
s
H
s
sT
sH 
   
, (2.67) 
avec 
d
H

1
0    . (2.68) 
Le tableau 2.3 donne les valeurs numériques de H0 pour ces trois matériaux. La valeur la 
plus importante 0max est obtenue avec le fer, tandis que la valeur la plus faible 0min est obtenue 
avec le cuivre, soit un rapport 0max/0min = 2.18. 
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Matériaux 
à 300K
Gain H 0     
K.m
2
.W
-1
.s
-0.5
Aluminium 4,16 10
-5
Cuivre 2,7 10
-5
Fer 5,96 10
-5
 
Tableau 2.3 – Valeurs de 0 selon le matériau utilisé 
 
2.5.1.1 – Domaine fréquentiel 
La figure 2.19 présente les diagrammes de Bode de H(0,j) pour les trois matériaux 
étudiés. D’un point de vue mathématique, comparativement aux diagrammes de Bode Hr(0,j) 
(figure 2.3), on observe bien que la nature du matériau modifie le gain mais pas la phase. D’un 
point de vue thermique, pour une même variation de la densité de flux, la plus grande variation 
de température en surface est obtenue avec le fer dans la mesure où il présente la plus faible 
effusivité des trois matériaux (soit le H0 le plus important). Inversement, c’est le cuivre qui 
entraîne la plus faible variation de température en surface. 
 
Figure 2.19 – Diagrammes de Bode de H(0,j) pour les trois matériaux étudiés 
 
2.5.1.2 – Domaine temporel : condition de Neumann 
2.5.1.2.1 – Réponse impulsionnelle 
 En x = 0, la réponse impulsionnelle de T(0,t) à une impulsion de Dirac (t) = (t) est 
donnée par : 
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     






 
5.0
011 ,0,0
s
H
TLsTTLtT   , (2.69) 
soit 
 
t
H
tT

0,0      (2.70) 
La figure 2.20 présente les réponses impulsionnelles T(0,t) obtenues pour les trois 
matériaux étudiés. 
D’un point de vue mathématique, comme le montre l’expression (2.70), ces réponses se 
déduisent de la réponse issue de l’étude adimensionnelle (figure 2.5) en la multipliant par le gain 
H0. D’un point de vue thermique, et en raison de la dualité temps-fréquence pour un système 
linéaire, les remarques faites pour les réponses fréquentielles se retrouvent pour les réponses 
temporelles. Ainsi, c’est bien le fer qui pour une même variation de la densité de flux entraîne la 
plus grande variation de température en surface et inversement pour le cuivre. 
 
  
(a)       (b) 
Figure 2.20 – Réponses impulsionnelles T(0,t) obtenues pour les trois matériaux étudiés : 
en échelle lin-lin (a) et en échelle log-log (b) 
 
2.5.1.2.2 – Réponse indicielle 
 En x = 0, la réponse T(0,t) à un saut échelon unitaire  s  = 1/s est donnée par : 
     






 
ss
H
TLsTTLtT
1
,0,0
5.0
011   , (2.71) 
soit 
 

t
HtT 02,0    . (2.72) 
La figure 2.21 présente les réponses indicielles T(0,t) obtenues pour les trois matériaux 
étudiés. Là encore, comme le montre l’expression (2.72), ces réponses se déduisent de la réponse 
issue de l’étude adimensionnelle (figure 2.6) en la multipliant par le gain H0. Une fois de plus, on 
peut observer la hiérarchie en matière d’élévation de température en surface résultant des trois 
matériaux étudiés, à savoir le fer, puis l’aluminium et enfin le cuivre. 
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(a)       (b) 
Figure 2.21 – Réponses indicielles T(0,t) obtenues pour les trois matériaux étudiés : 
en échelle lin-lin (a) et en échelle log-log (b) 
 
2.5.2 – Analyse pour x > 0 
Pour rappel, en x > 0, la fonction de transfert H(x,s) a pour expression : 
 
 
 
 
x
s
s
H
s
sxT
sxH



 e
,
,
5.0
0
  , (2.73) 
avec 
2x
d
x

    . (2.74) 
 
2.5.2.1 – Domaine fréquentiel  
La figure 2.22 présente les réponses fréquentielles H(x,j) dans les plans de Bode (a, c et 
e) et de Black-Nichols (b, d et f) obtenues pour les trois matériaux étudiés en x = 1 mm (a et b), x 
= 5 mm (c et d) et x = 10 mm (e et f). 
On observe que le fer, dont la diffusivité est aussi la plus faible en plus de l’effusivité, est 
le matériau qui, comparativement aux deux autres, pour des pulsations supérieures à x entraine 
l’atténuation et le déphasage les plus importants, et ce à l’inverse du cuivre qui possède la 
diffusivité la plus élevée. 
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(a)       (b) 
  
(c)       (d) 
 
  
(e)       (f) 
Figure 2.22 – Réponses fréquentielles H(x,j) dans les plans de Bode (a, c et e) et de Black-
Nichols (b, d et f) obtenues pour les trois matériaux étudiés en x = 1 mm (a et b), 
x = 5 mm (c et d) et x = 10 mm (e et f) 
10
-2
10
-1
10
0
10
1
10
2
-110
-100
-90
-80
-70
Frequency (rad/s)
G
a
in
 (
d
B
)
x=1mm
 
 
10
-2
10
-1
10
0
10
1
10
2
-90
-75
-60
-45
-30
-15
0
Frequency (rad/s)
P
h
a
s
e
 (
d
e
g
.)
Alu.
Cu.
Fer
-270 -225 -180 -135 -90 -45 0
-140
-130
-120
-110
-100
-90
-80
-70
-60
-50
Phase (deg.)
G
a
in
 (
d
B
)
x=1mm
 
 
Alu.
Cu.
Fer
10
-2
10
-1
10
0
10
1
10
2
-110
-100
-90
-80
-70
Frequency (rad/s)
G
a
in
 (
d
B
)
x=5mm
 
 
10
-2
10
-1
10
0
10
1
10
2
-90
-75
-60
-45
-30
-15
0
Frequency (rad/s)
P
h
a
s
e
 (
d
e
g
.)
Alu.
Cu.
Fer
-270 -225 -180 -135 -90 -45 0
-140
-130
-120
-110
-100
-90
-80
-70
-60
-50
Phase (deg.)
G
a
in
 (
d
B
)
x=5mm
 
 
Alu.
Cu.
Fer
10
-2
10
-1
10
0
10
1
10
2
-110
-100
-90
-80
-70
Frequency (rad/s)
G
a
in
 (
d
B
)
x=10mm
 
 
10
-2
10
-1
10
0
10
1
10
2
-90
-75
-60
-45
-30
-15
0
Frequency (rad/s)
P
h
a
s
e
 (
d
e
g
.)
Alu.
Cu.
Fer
-270 -225 -180 -135 -90 -45 0
-140
-130
-120
-110
-100
-90
-80
-70
-60
-50
Phase (deg.)
G
a
in
 (
d
B
)
x=10mm
 
 
Alu.
Cu.
Fer
 - 69 - 
2.5.2.2 – Domaine temporel 
Pour des raisons de place, seules les réponses obtenues avec la condition de Neumann 
sont présentées en ce qui concerne les réponses impulsionnelles et indicielles. Par contre, les 
réponses en régime harmonique stationnaire sont présentées dans le cadre de la condition de 
Dirichlet. 
 
2.5.2.2.1 – Réponse impulsionnelle 
La figure 2.23 présente les réponses impulsionnelles  txT ,  obtenues avec le fer (a et b), 
l’aluminium (c et d) et le cuivre (e et f) en x = 0 cm, 0.1 cm, 0.5cm, 1 cm, 5 cm et 10 cm (a, c, e), 
pour t = 1 s, 10 s, 20 s, 40 s et 80 s (b, d, f). 
L’observation de ces réponses permet de vérifier que des trois matériaux c’est bien le fer :  
- dont l’effusivité est la plus faible qui entraîne une élévation de température la plus importante 
en surface (x = 0) ; 
- dont la diffusivité est la plus faible qui entraîne une élévation de température la plus lente en 
profondeur (x > 0). 
 Comparativement, c’est exactement l’inverse avec le cuivre dont l’effusivité et la 
diffusivité sont les plus importantes. Quant à l’aluminium, il se situe entre le fer et le cuivre. 
La figure 2.24 présente en 3 dimensions les réponses impulsionnelles  txT ,  obtenues 
avec le fer (a), l’aluminium (b) et le cuivre (c). Cette représentation permet de mieux illustrer 
encore l’étude comparative de ces trois matériaux. 
 
2.5.2.2.2 – Réponse indicielle 
La figure 2.25 présente les réponses indicielles  txT ,  obtenues avec le fer (a et b), 
l’aluminium (c et d) et le cuivre (e et f) en x = 0 cm, 0.1 cm, 0.5cm, 1 cm, 5 cm et 10 cm (a, c, e), 
pour t = 1 s, 10 s, 20 s, 40 s et 80 s (b, d, f). 
L’observation de ces réponses conduit bien entendu aux mêmes remarques que celles 
faites pour les réponses impulsionnelles, à savoir que des trois matériaux c’est bien le fer qui 
entraîne une élévation de température la plus importante en surface (x = 0) et une élévation de 
température la plus lente en profondeur (x > 0). 
 Comparativement, c’est exactement l’inverse avec le cuivre dont l’effusivité et la 
diffusivité sont les plus importantes. Quant à l’aluminium, il se situe bien entre le fer et le cuivre. 
La figure 2.26 présente en 3 dimensions les réponses indicielles  txT ,  obtenues avec le 
fer (a), l’aluminium (b) et le cuivre (c), permettant ainsi de bien illustrer l’étude comparative de 
ces trois matériaux. 
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(a)    Fer   (b) 
  
(c)    Alu   (d) 
 
(e)    Cu   (f) 
 
Figure 2.23 – Réponses impulsionnelles de  txT ,  obtenues avec le fer (a et b), 
l’aluminium (c et d) et le cuivre (e et f) 
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(a) 
 
(b) 
 
(c) 
 
Figure 2.24 – Réponses impulsionnelles  txT ,  obtenues avec le fer (a), l’aluminium (b) et le 
cuivre (c) 
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(a)       (b) 
  
(c)       (d) 
 
(e)       (f) 
Figure 2.25 – Réponses indicielles de  txT ,  obtenues avec le fer (a et b), l’aluminium (c et d) 
et le cuivre (e et f) en x = 0 cm, 0.1 cm, 0.5cm, 1 cm, 5 cm et 10 cm (a, c et e), pour t = 1 s, 10 s, 
20 s, 40 s et 80 s (b, d, f) 
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(c) 
 
Figure 2.26 – Réponses indicielles  txT ,  obtenues avec le fer (a), l’aluminium (b) 
et le cuivre (c) 
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2.5.2.2.3 – Réponse harmonique stationnaire en x > 0 
Considérons comme température de référence la température en x = 0 (condition de 
Dirichlet) qui s’exprime sous la forme : 
    tTtT  cos,,0 0   . (2.75) 
La température en x > 0 s’écrit alors : 
  















d
x
x
teTtxT d
2
cos,,
2
2
0
2
  , (2.76) 
ou encore, en introduisant la pulsation x = d/x
2
, 
  










x
teTtxT x





2
cos,,
2
0   . (2.77) 
Considérons  max;0 xx , la pulsation minimale xmin est obtenue avec xmax, soit 
2
maxmin / xdx   . 
Pour des raisons de place, les réponses harmoniques en régime stationnaire en 3 
dimensions sont présentées seulement pour l’aluminium dont les propriétés thermiques 
(effusivité et diffusivité : voir tableau 2.2) sont entre celles du fer et du cuivre. 
Ainsi, la figure 2.27 présente les réponses harmoniques de la température pour 
 mx 5.0;0 , avec 0 = 1°C et pour = 0.01 xmin, = xmin et = 100 xmin. Ces figures 
illustrent bien le fait que lorsque la pulsation  est 100 fois plus faible que xmin, la chaleur a le 
temps de diffuser dans tout le matériau (au moins de 0 à 0.5m), la température variant de manière 
uniforme et harmonique dans tout le milieu (figure 2.27.a). Au fur et à mesure que la pulsation  
augmente, la profondeur de diffusion dans le milieu diminue (figure 2.27.b et c). 
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(a) 
(b) 
(c) 
 
Figure 2.27 – Réponses harmoniques de la température obtenues avec l’aluminium pour 
 mx 5.0;0 , avec 0 = 1°C et pour = 0.01 xmin, = xmin et = 100 xmin 
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2.6 – Conclusion 
Dans ce chapitre, une analyse à la fois mathématique et thermique du phénomène de 
diffusion dans un milieu semi-infini monodimensionnel homogène est proposée. Afin d’avoir 
une progression didactique facilitant la compréhension, deux études complémentaires sont 
développées. La première est adimensionnelle, indépendante de la nature du matériau. La 
seconde se focalise sur l’influence des propriétés thermiques de trois matériaux (fer, aluminium 
et cuivre) sur les comportements analysés dans la première étude adimensionnelle. Pour chacune 
de ces deux études, deux cas sont analysés. Le premier en surface, pour x = 0, où d’un point de 
vue thermique le phénomène d’effusivité est dominant, le second en profondeur, pour x > 0, où 
le phénomène de diffusivité thermique est fondamental. 
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Chapitre 3 - Milieu fini homogène en régime forcé avec 
conditions initiales nulles 
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3.1 – Introduction 
Ce chapitre s’inscrit parfaitement dans la continuité du précédent. L’objectif est 
d’analyser les différences de comportement entre le milieu semi-infini du chapitre 2 et le milieu 
fini de dimension L tel que défini dans ce chapitre 3. Ainsi, après avoir rappelé au paragraphe 3.2 
la mise en équation et la résolution d’un tel problème, deux études complémentaires sont 
proposées, et ce afin d’avoir toujours une progression didactique facilitant la compréhension. La 
première concerne l’influence de la longueur L du milieu fini tant sur le comportement en 
surface (en x = 0, paragraphe 3.3), qu’en profondeur (paragraphe 3.4), le matériau choisi étant 
l’aluminium. La seconde (paragraphe 3.5) se focalise sur l’influence des propriétés thermiques 
du matériau sur les comportements analysés dans la première étude. Ainsi, comme dans le 
chapitre 3, le fer et le cuivre sont utilisés pour comparer les différences de comportement par 
rapport à l’aluminium. Là encore, une analyse est d’abord faite en surface (pour x = 0) où d’un 
point de vue thermique le phénomène d’effusivité est dominant, puis en profondeur (pour x > 0) 
où le phénomène de diffusivité thermique est fondamental. 
 
3.2 – Modélisation 
3.2.1 – Schématisation, paramétrage et mise en équation 
Considérons le transfert de chaleur 1D dans une paroi plane d'épaisseur L    Lx ;0 , 
de diffusivité d et de conductivité  , soumise à la densité de flux  t  en 0x  (figure 3.1). 
On considère par ailleurs qu'il n'y a pas de perte en 0x . 
 
Figure 3.1 – Mur plan d'épaisseur L  
 
Le transfert de chaleur est régi par le système d'équations aux dérivées partielles : 
 
x 
 t  
0 
 L  
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3.2.2 – Résolution 
La condition initiale sur la température étant nulle, la transformation de Laplace de la 
première équation du système (3.1) conduit à une équation différentielle d’ordre 2 par rapport à 
la variable x, soit : 
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x
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,   où     txTsxT ,, L   , (3.2) 
dont la solution est toujours de la forme : 
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

 ee, 21   . (3.3) 
La prise en compte des deux conditions aux frontières (en x = 0 et en x = L) permet d’établir un 
système de deux équations à deux inconnues, K1(s) et K2(s), soit : 
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dont la résolution, en introduisant = d  Cp, conduit aux expressions de K1(s) et K2(s), soit : 
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En introduisant les expressions (3.5) de K1(s) et de K2(s) dans la solution (3.3), on obtient alors la 
fonction de transfert H(x,s,L) du milieu fini entre la température  LsxT ,,  et la densité de flux 
 s , soit : 
 - 80 - 
  
 
 
   
dd
dd
sLsL
sxLsxL
p sCs
LsxT
LsxH


 




ee
ee1,,
,,   , (3.6) 
ou encore, en introduisant les fonctions hyperboliques cosh et tanh, 
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relation de la forme 
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avec 
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où, pour rappel, d représente l’effusivité thermique. 
A noter, pour la suite de l’analyse, que L et Lx sont liées par une relation de la forme : 
 LxL
L
x

2
1 





   . (3.11) 
De plus, l’inverse de la fréquence transitionnelle L définit la constante de temps de 
diffusion, L, du milieu fini de longueur L, soit : 
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L
L
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Ainsi, les différentes températures qui apparaissent dans les relations (3.9) représentent : 
-  ,,0 sT  : température en x = 0 si le milieu était semi-infini ; 
-  LsT ,,0  : température en x = 0 du milieu fini de longueur L ; 
-  LsxT ,,  : température  Lx ;0 . 
D’un point de vue système, le transfert H(x,s,L) peut donc être interprété comme résultant 
de la mise en cascade (figure 3.2) : 
- d’un gain H0 entre la densité de flux  s  et la dérivée d’ordre 0.5 de la température en x 
= 0 si le milieu était semi-infini,  ,,05.0 sTs , gain identique à celui défini dans le cadre 
d’un milieu semi-infini ; 
- d’un intégrateur fractionnaire d’ordre 0.5,  sI 5.0 , entre  ,,05.0 sTs  et la température 
 ,,0 sT  ; 
- d’un transfert  LsF ,,0  entre  ,,0 sT  et  LsT ,,0  dont l’analyse en x = 0 permet de 
bien comprendre l’influence du caractère fini du milieu par rapport au comportement 
observé pour un milieu semi-infini siège en surface du phénomène d’effusivité 
thermique ; 
- d’un transfert  LsxG ,,  entre  LsT ,,0  et  LsxT ,,  dont l’analyse  Lx ;0  permet 
d’étudier le phénomène de diffusion thermique dans le milieu fini. 
 
 
Figure 3.2 – Schéma bloc illustrant le transfert H(x,s,L) 
 
Conformément aux développements effectués pour le milieu plan semi-infini du chapitre 
2, deux cas d'études font l'objet d'une distinction, à savoir en surface (x = 0) et en profondeur (
Lx 0 ). 
3.3 – Analyse en x = 0 
 L’objectif de cette analyse en surface, siège du phénomène d’effusivité thermique 
(chapitre 2), est de comprendre l’influence du caractère fini du milieu de longueur L sur le 
comportement dynamique du milieu semi-infini caractérisé en x = 0 par un intégrateur 
fractionnaire d’ordre 0.5. 
 
3.3.1 – Domaine symbolique 
Dans la mesure où   1,,0 LsG , la température en x = 0 du milieu fini de longueur L, 
 LsT ,,0 , est donnée par : 
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        sLsFsIHLsT ,,0,,0 5.00   , (3.13) 
le transfert  LsF ,,0  permettant d’analyser l’influence du caractère fini du milieu sur la 
température en x = 0. A ce titre, posons Lsz  . Compte tenu de l’expression (3.10) de L, on 
vérifie en premier lieu que : 
     1,,0limoùd'1tanhlimor,alorssi 

LsFzzL
Lz
  , (3.14) 
soit finalement 
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résultat conforme à celui d’un milieu semi-infini en x = 0. 
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ou encore, compte tenu des expressions (3.10) de L, H0 et  = d  Cp, 
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1
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  , (3.18) 
avec Cth =  Cp L, la capacité thermique du milieu fini (en J m
-2 
K
-1
). 
La relation (3.18) met en évidence l’existence d’un comportement asymptotique, quand 0s , 
de type capacitif caractérisé par un intégrateur d’ordre 1, comportement différent de celui d’un 
milieu semi-infini en x = 0 caractérisé par un intégrateur d’ordre 0.5. 
Enfin,     1,,0limoùd'1tanhlimor,alorssi 

LsFzzs
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  , (3.19) 
soit    sIHLsH
s
5.0
0,,0lim 

  . (3.20) 
La relation (3.20) met en évidence l’existence d’un comportement asymptotique, quand s , 
de type fractionnaire caractérisé par un intégrateur d’ordre 0.5, comportement identique à celui 
d’un milieu semi-infini en x = 0. 
 
3.3.2 – Domaine fréquentiel 
La réponse fréquentielle  LjxH ,,   est donnée par : 
        LjxGLjFjIHLjxH ,,,,0,, 5.00     . (3.21) 
En x = 0, dans la mesure où   1,,0 LjG  ,  LjxH ,,   se réduit à 
      LjFjIHLjH ,,0,,0 5.00     . (3.22) 
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Dans un premier temps, l’analyse de la réponse fréquentielle F(0,j,L) seule permet de mettre en 
évidence en x = 0 l’influence du caractère fini du milieu par rapport au cas semi-infini. Ainsi, 
deux comportements asymptotiques existent, soit : 
- aux basses fréquences, un comportement intégrateur fractionnaire d’ordre 0.5. En effet, 
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- aux hautes fréquences, un comportement proportionnel unitaire. En effet, 
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la zone de transition entre ces deux comportements asymptotiques étant fixée par la fréquence 
transitionnelle L. 
 A titre d’illustration, la figure 3.3 présente les diagrammes de Bode de  LjF ,,0   dans 
le cas de l’aluminium (dont les caractéristiques sont données au chapitre 3) et pour trois valeurs 
de la longueur L, à savoir 1m, 0.5m et 0.1m. 
 
Figure 3.3 – Diagrammes de Bode de  LjF ,,0   obtenus dans le cas de l’aluminium avec 
L = 1m (
____
), L = 0.5m (
____
) et L = 0.1m (
____
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Dans un deuxième temps, l’analyse de la réponse fréquentielle globale  LjH ,,0   
permet de mettre en évidence, toujours en x = 0, les différences entre les milieux fini et semi-infi, 
soit : 
- aux basses fréquences, un comportement intégrateur d’ordre 1. En effet, 
 
 
 
 










2
,,0arg
1
,,0
1
,,0,
2 








LjH
C
LjH
jC
LjH
L
th
th
d
L
L
 ; (3.25) 
- aux hautes fréquences, un comportement intégrateur fractionnaire d’ordre 0.5. En effet, 
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la zone de transition entre ces deux comportements asymptotiques étant fixée par L. 
 A titre d’illustration, la figure 3.4 présente les diagrammes de Bode de  LjH ,,0   
toujours dans le cas de l’aluminium et des trois valeurs retenues pour la longueur L (1m, 0.5m et 
0.1m), illustrant notamment le déplacement de la zone transitionnelle vers les hautes fréquences 
quand L diminue. 
 
Figure 3.4 – Diagrammes de Bode de  LjH ,,0   obtenus dans le cas de l’aluminium avec 
L = 1m (
____
), L = 0.5m (
____
) et L = 0.1m (
____
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En complément des diagrammes de Bode, la figure 3.5 présente les tracés de  LjH ,,0   
dans le plan de Black-Nichols toujours pour L = 1 m, 0.5 m et 0.1 m. 
 
Figure 3.5 – Réponses fréquentielles  LjH ,,0   dans le plan de Black-Nichols dans le cas de 
l’aluminium avec L = 1 m (____), L = 0.5 m (____) et L = 0.1 m (____) 
 
3.3.3 – Domaine temporel 
Seules les réponses en régime harmonique stationnaire sont présentées dans la mesure où 
ce sont les seules réponses temporelles qui ne nécessitent pas d’approximation (cet aspect est 
traité aux chapitres 4 et 5). Ainsi, on suppose comme au chapitre 2 que l’entrée H0 (t) appliquée 
en x = 0 (condition de Neumann modifiée) est de la forme : 
    tAtH  cos00    . (3.27) 
Le système étant linéaire, l’expression de la température  LtT ,,,0   est donnée par : 
             LjFjItLjFjIALtT ,,0argargcos,,0,,,0 5.05.00     , (3.28) 
 La figure 3.6 présente les réponses harmoniques stationnaires   0/,,,0 ALtT   pour  = 
c = 1rad/s (a),  = c/100 = 10
-2
rad/s (b) et  = c/10000 = 10
-4
rad/s (c) obtenues pour L = 1m, 
0.5m, 0.1m et, pour rappel, le cas du milieu semi-infini servant de référence. A la fréquence 
centrale c de l’intégrateur d’ordre 0.5 (figure 3.6.a), la longueur L du milieu fini n’a aucune 
influence dans la mesure où L est très inférieure à c, toutes les réponses sont identiques à celle 
obtenue dans le cas semi-infini. Deux décades en dessous de c (figure 3.6.b), les réponses pour 
L = 1m et 0.5m sont toujours identiques à celle du milieu semi-fini, mais l’influence du milieu 
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fini pour L = 0.1 m commence à apparaître. Enfin, quatre décades en dessous de c, les réponses 
du milieu fini pour les 3 valeurs de L sont différentes de celle du milieu semi-infini dans la 
mesure où  << L. 
(a) 
(b) 
(c) 
Figure 3.6 – Réponses harmoniques stationnaires   0/,,,0 ALtT   pour  = 1rad/s (a),  = 10
-2 
rad/s (b) et  = 10-4rad/s (c) obtenues pour L = 1m, 0.5m et 0.1m dans le cas de l’aluminium 
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3.3.4 – Conclusion pour x = 0 
L’étude comparative en x = 0 entre le milieu semi-infini du chapitre 2 et le milieu fini 
montre que la différence se situe aux basses fréquences. En effet, aux hautes fréquences les deux 
milieux présentent le même comportement intégrateur fractionnaire d’ordre 0.5. 
Le comportement fractionnaire du milieu fini aux hautes fréquences « dégénère » en un 
comportement intégrateur d’ordre 1 vers les basses fréquences, c'est-à-dire pour  << L = 
d/L
2
. Ainsi, pour un matériau donné, cette zone fréquentielle de transition est d’autant plus 
basse que L est grand. 
Par ailleurs, bien que les réponses temporelles du milieu fini en x = 0 ne soient 
volontairement pas présentées dans ce chapitre en raison de l’absence d’expression analytique 
exacte issue de la transformation inverse de Laplace, l’exploitation de la dualité temps-fréquence 
à l’aide des théorèmes de la valeur initiale et de la valeur finale permet d’affirmer que : 
- dans les premiers instants, les réponses temporelles (impulsionnelles, indicielles, …) 
sont celles obtenues avec un intégrateur fractionnaire d’ordre 0.5 (voir chapitre 2) ; 
- dans les grands instants, les réponses temporelles sont celles obtenues avec un 
intégrateur d’ordre 1. 
Ainsi, le comportement fractionnaire du milieu fini dans les premiers instants « dégénère » en un 
comportement intégrateur d’ordre 1 pour des temps t >> L = L
2
/d, c'est-à-dire lorsque la 
chaleur a complètement diffusé dans le milieu fini. 
 Ceci étant, si la durée Tsim de la simulation temporelle est bien inférieure à la constante de 
temps L de diffusion (chapitres 4 et 5), alors seul le comportement fractionnaire est observé, le 
milieu fini pouvant alors être assimilé à un milieu semi-infini. A titre d’exemple, pour fixer 
l’ordre de grandeur de L, un barreau d’aluminium avec L = 1 m et d = 97 10
-6
 m
2
/s présente une 
constante de temps de diffusion de 10 309 s, valeur divisée par 4 avec une longueur deux fois 
plus faible. 
 
3.4 – Analyse pour 0 ≤ x ≤ L 
3.4.1 – Domaine symbolique 
Afin de faciliter l’analyse de l’influence de  LsxG ,,  sur le transfert global  LsxH ,, , un 
retour à la définition de la fonction cosh est effectué, soit : 
  
LL
LxLx
ss
ss
ee
ee
LsxG






,,  . (3.29) 
Ainsi, 
   1,,lim,0quand
0
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
LsxGs
s
 , (3.30) 
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d’où  
sC
LsxH
ths
1
,,lim
0


  . (3.31) 
Comme en x = 0, la relation (3.31) met en évidence l’existence d’un comportement 
asymptotique, quand 0s , de type capacitif caractérisé par un intégrateur d’ordre 1. 
De plus,  
L
Lx
s
s
s
z
z
e
e
LsxGezs



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

,,limoùd'0limor,alorssi   , (3.32) 
ou encore, après introduction de la relation (3.11) entre L et Lx, puis simplification, 
   xd
s
x
s
s
eeLsxG




2/
,,lim   , (3.33) 
d’où     0lim,,lim 5.00 


x
s
ss
esIHLsxH

  . (3.34) 
Ainsi, pour un milieu fini, la relation (3.34) met en évidence l’existence d’un comportement 
asymptotique, quand s , identique à celui déjà observé dans le cas d’un milieu semi-infini 
(Chapitre 2). 
 
3.4.2 – Domaine fréquentiel 
Pour Lx 0 ,  LjxG ,,   n’étant plus unitaire, il convient dans un premier temps 
d’analyser sa réponse fréquentielle seule pour comprendre son influence sur la réponse globale 
 LjxH ,,  , soit : 
  
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


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,,   . (3.35) 
Deux comportements apparaissent clairement : 
- aux basses fréquences,  
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- aux hautes fréquences,  
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Pour faciliter la suite de l’analyse, introduisons la fréquence particulière co telle que 
  2/1,, LjxG co , soit -3 dB. Cette fréquence co diminue quand x augmente. C’est la 
raison pour laquelle, pour une fréquence  donnée, le gain et la phase sont d’autant plus faibles 
que x est important. 
 A titre d’illustration, la figure 3.7 présente les diagrammes de Bode de  LjxG ,,   
toujours dans le cas de l’aluminium pour L = 1 m et pour trois valeurs de x, à savoir 0.5 cm, 1 cm 
et 10 cm. 
 
Dans un deuxième temps, l’analyse de la réponse globale  LjxH ,,   met clairement en 
évidence trois comportements : 
- aux basses fréquences, un comportement intégrateur d’ordre 1 identique à celui obtenu en x = 
0. En effet, 
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- aux moyennes fréquences, un comportement intégrateur fractionnaire d’ordre 0.5. En effet, 
         
 
 







4
,,arg
1
,,
,,,pour
5.00
5.0
0 




LjxH
HLjxH
jIHLjxHcL   , (3.39) 
- aux hautes fréquences, un comportement identique à celui d’un milieu semi-infini. En effet, 
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 La figure 3.8 présente les diagrammes de Bode de  LjxH ,,   obtenus avec l’aluminium 
pour L = 1m (a), L = 0.5m (b) et L = 0.1m (c), et pour différentes positions x = 0.5cm (
____
), x = 
1cm (
____
) et x = 10cm (
____
). 
 
En complément des diagrammes de Bode, la figure 3.9 présente les réponses 
fréquentielles  LjxH ,,   dans le plan de Black-Nichols obtenues toujours avec l’aluminium 
pour L = 1m (a), L = 0.5m (b) et L = 0.1m (c), et pour différentes positions x = 0.5cm (
____
), x = 
1cm (
____
) et x = 10cm (
____
). 
Le comportement intégrateur d’ordre 0.5 observé pour x = 0 aux hautes fréquences 
disparait progressivement lorsque x s’éloigne de l’origine, phénomène d’autant plus prononcé 
que la longueur L du milieu fini diminue. 
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(a) 
(b) 
(c) 
 
Figure 3.7 – Diagrammes de Bode de  LjxG ,,   obtenus avec l’aluminium pour L = 1m (a), 
0.5m (b) et 0.1m (c), x= 0.5cm (
____
), x = 1cm (
____
) et x = 10cm (
____
) 
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(a) 
(b) 
(c) 
 
Figure 3.8 – Diagrammes de Bode de  LjxH ,,   obtenus avec l’aluminium pour L = 1m (a), 
0.5m (b) et 0.1m (c), x= 0.5cm (
____
), x = 1cm (
____
) et x = 10cm (
____
) 
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(a) 
(b) 
(c) 
 
Figure 3.9 – Réponses fréquentielles  LjxH ,,   dans le plan de Black-Nichols obtenues avec 
l’aluminium pour L = 1m (a), 0.5m (b) et 0.1m (c), x= 0.5cm (____), x = 1cm (____) 
et x = 10cm (
____
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3.4.3 – Domaine temporel 
Comme au paragraphe 3.3.3, on considère que l’entrée H0 (t) appliquée en x = 0 
(condition de Neumann modifiée) est de la forme : 
    tAtH  cos00    . (3.41) 
Le système étant linéaire, l’expression de la température  LtxT ,,,   est donnée par : 
      tTLtxT cos,,, 0   , (3.42) 
avec 
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


  . (3.43) 
 Les figures 3.10, 3.11 et 3.12 présentent les réponses harmoniques stationnaires
  0/,,, ALtxT   en trois dimensions pour  = c = 1rad/s (figure 3.10),  = c/100 = 10
-2
rad/s 
(figure 3.11) et  = c/10000 = 10
-4
rad/s (figure 3.12) obtenues pour L = 1m (a), L = 0.5m (b) et 
L = 0.1m (c), valeurs identiques à celles du paragraphe 3.3.3 pour x = 0. Pour faciliter l’analyse, 
la profondeur maximale considérée pour l’affichage est xmax = 0.1m pour les trois milieux finis 
en aluminium. 
 
A  = 1rad/s (figure 3.10), la variation harmonique de la température en surface est bien 
la même pour les 3 valeurs de la longueur L du milieu fini (figure 3.10.a, c et e). De plus, la 
fréquence de variation en surface est trop importante pour que la chaleur ait le temps de diffuser 
le milieu en profondeur. Quelle que soit la profondeur L du milieu, l’enveloppe de la 
décroissance des amplitudes est la même (figure 3.10.b, d et f). 
 
A  = 10-2rad/s (figure 3.11), la variation harmonique de la température en surface est 
toujours la même pour L = 1m (a) et L = 0.5m (c), et commence à être différente pour L = 0.1m 
(d). A cette fréquence, la chaleur a le temps de se diffuser en profondeur avec une atténuation par 
rapport à la surface pour L = 1m (b) et L = 0.5m (d), et quasiment sans atténuation pour L = 0.1m 
(f). 
 
Enfin, à  = 10-4rad/s (figure 3.12), la variation harmonique de la température en surface 
est différente pour les trois longueurs. En effet, pour L = 0.1m (e),  se situe dans la zone 
fréquentielle où le comportement de ce milieu fini est celui d’un intégrateur d’ordre 1 ( << L), 
alors que pour les deux autres (L = 1m (a) et L = 0.5m (c))  se situe dans une zone fréquentielle 
de transition entre un comportement intégrateur d’ordre 1 et un comportement intégrateur 
d’ordre 0.5 (L). A cette fréquence, la chaleur a le temps de se diffuser en profondeur sans 
atténuation et déphasage par rapport à la surface, et ce quelle que soit la dimension L du milieu 
fini (figure 3.12.b, d et f). 
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(a)       (b) 
 
(c)        (d) 
 
(e)        (f) 
 
Figure 3.10 – Réponses en régime harmonique stationnaire   0/,,, ALtxT   
pour  = c =1rad/s, L = 1m (a, b), L = 0.5m (c, d) et L = 0.1m (e, f) 
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(a)       (b) 
 
(c)       (d) 
 
(e)       (f) 
 
Figure 3.11 – Réponses en régime harmonique stationnaire   0/,,, ALtxT   
pour  = c /100 =10
-2
 rad/s, L = 1m (a, b), L = 0.5m (c, d) et L = 0.1m (e, f) 
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(a)       (b) 
 
(c)       (d) 
 
(e)       (f) 
 
Figure 3.12 – Réponses en régime harmonique stationnaire   0/,,, ALtxT   
pour  = c /10000 =10
-4
 rad/s, L = 1m (a, b), L = 0.5m (c, d) et L = 0.1m (e, f) 
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3.4.4 – Conclusion pour 0≤x≤L 
Le comportement asymptotique aux hautes fréquences d’un milieu fini de dimension L à 
la profondeur x est identique à celui d’un milieu semi-infini, comme le montre la relation (3.40). 
L’exploitation de la dualité temps-fréquence à l’aide du théorème de la valeur initiale permet 
donc d’affirmer que le comportement asymptotique dans les premiers instants d’un milieu fini de 
dimension L à la profondeur x est identique à celui d’un milieu semi-infini. 
Ensuite, de la même manière que dans le cas du milieu semi-infini pour x > 0, le 
comportement fractionnaire d’ordre 0.5 observé aux moyennes fréquences dans le cas du milieu 
fini (relation (3.39)) se réduit lorsque x = d/x
2
 diminue, c'est-à-dire lorsque x s’éloigne de 
l’origine. 
Enfin, dans la mesure où le comportement fractionnaire d’ordre 0.5 est limité aussi aux 
basses fréquences par la présence du comportement intégrateur d’ordre 1 (relation (3.38)), il peut 
complètement disparaitre si x et L sont suffisamment proches. 
Ainsi, par exemple, avec un milieu en aluminium où L = 1 m et x = 10 cm, le 
comportement intégrateur fractionnaire d’ordre 0.5, observé aux fréquences moyennes, disparait 
complètement (courbes rouges figures 3.8 et 3.9). 
 
3.5 – Analyse de l’influence du matériau 
Comme au chapitre 2 avec le milieu semi-infini, l’analyse de l’influence du matériau est 
faite dans ce paragraphe à l’aide du cuivre et du fer comparativement à l’aluminium déjà étudié, 
ce dernier servant ainsi de référence. 
 
3.5.1 – Analyse en x = 0 
Pour rappel, en x = 0, l’expression du transfert  LsH ,,0  entre la densité de flux  s  et 
la température  LsT ,,0  est de la forme : 
      LsFsIHLsH ,,0,,0 5.00   , (3.44) 
où  



















2
0
avec
tanh
1
,,0
avec
1
L
s
LsF
CH
d
L
L
pd
d





  . (3.45) 
 L’influence du matériau apparait à travers l’effusivité d et la diffusivité d qui 
conditionnent les valeurs du gain H0 et de la pulsation transitionnelle L, respectivement. Pour 
rappel (voir Tableau 2.1), l’effusivité et la diffusivité des trois matériaux étudiés sont classées de 
la manière suivante : 
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  d_fer << d_alu < d_cu  où  d_cu = 1.21 d_alu  et  d_fer = 0.237 d_alu 
  d_fer < d_alu < d_cu   où  d_cu = 1.544 d_alu  et  d_fer = 0.693 d_alu, 
 
soit, compte tenu des relations (3.45) entre H0 et d, mais aussi entre L et d : 
 
L_fer << L_alu < L_cu  et  H0_fer >> H0_alu > H0_cu  . 
 
3.5.1.1 – Domaine fréquentiel 
La réponse fréquentielle  LjH ,,0   a donc pour expression : 
      LjFjIHLjH ,,0,,0 5.00     . (3.46) 
 Les figures 3.13 et 3.14 présentent les réponses fréquentielles  LjH ,,0   dans les plans 
de Bode (figure 3.13) et de Nichols (figure 3.14) obtenues avec l’aluminium (Alu), le cuivre 
(Cu) et le fer (Fer) pour L = 1m (a), L = 0.5m (b) et L = 0.1m (c). 
 
 Dans la zone fréquentielle caractérisée par un comportement intégrateur d’ordre 0.5 
(figure 3.13, aux hautes fréquences), la hiérarchie des gains reste identique à celle du milieu 
semi-infini du chapitre 2, à savoir que c’est le fer qui présente le gain le plus élevé, puis 
l’aluminium et enfin le cuivre, et ce quelle que soit la valeur de L. 
 
 Par contre, dans la zone fréquentielle caractérisée par un comportement intégrateur 
d’ordre 1 (figure 3.13, aux basses fréquences), la hiérarchie est différente dans la mesure où c’est 
l’aluminium qui présente le gain le plus élevé, le cuivre et le fer ayant pratiquement la même 
valeur du gain, là encore quelle que soit la valeur de L. 
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(a) 
(b) 
(c) 
Figure 3.13 – Diagrammes de Bode de  LjH ,,0   obtenus avec l’aluminium (Alu), le cuivre 
(Cu) et le fer (Fer) pour L = 1m (a), 0.5m (b) et 0.1m (c) 
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(a) 
(b) 
(c) 
Figure 3.14 – Réponses fréquentielles  LjH ,,0   dans le plan de Nichols obtenues avec 
l’aluminium (Alu), le cuivre (Cu) et le fer (Fer) pour L = 1m (a), 0.5m (b) et 0.1m (c) 
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3.5.1.2 – Domaine temporel 
On considère que l’entrée (t) (densité de flux) appliquée en x = 0 (condition de 
Neumann) est de la forme : 
    tt  cos0   . (3.47) 
Le système étant linéaire, l’expression de la température  LtT ,,,0   est donnée par : 
      tTLtT cos,,,0 0   , (3.48) 
avec 
   
  






LjF
LjFjIHT
,,0arg
4
,,0 0
5.0
00




  . (3.49) 
 Les figures 3.15, 3.16 et 3.17 présentent, les réponses harmoniques stationnaires
 LtT ,,,0   à une amplitude d’entrée 0 = 1000W/m2 et à une pulsation  = c = 1rad/s (figure 
3.15),  = c/100 = 10
-2 
rad/s (figure 3.16) et  = c/10000 = 10
-4
rad/s (figure 3.17) obtenues 
pour L = 1m (a), L = 0.5m (b) et L = 0.1m (c), avec (
___
) aluminium, (
___
) cuivre, (
___
) fer. 
 
A la fréquence centrale c de l’intégrateur d’ordre 0.5 (figure 3.15), non seulement la 
longueur L du milieu fini n’a aucune influence dans la mesure où L est très inférieure à  = c, 
mais toutes les réponses sont en phase. Seules les amplitudes sont différentes selon le matériau, 
la hiérarchie des amplitudes étant conforme à la hiérarchie des gains aux hautes fréquences, à 
savoir que l’amplitude la plus importante est obtenue avec le fer, puis l’aluminium et enfin avec 
le cuivre. 
 
Deux décades en dessous de c (figure 3.16), les réponses pour L = 1m (a) et 0.5m (b) 
sont identiques pour chaque matériau et toujours en phase avec des amplitudes 10 fois plus 
importantes qu’à  = c (soit une variation du gain de 10 dB/dec caractéristique d’un intégrateur 
d’ordre 0.5). L’influence du milieu fini pour L = 0.1 m (c) commence à apparaître pour les trois 
matériaux, en particulier pour le fer (courbe rouge). 
 
Enfin, quatre décades en dessous de c (figure 3.17),  se situe dans une zone 
fréquentielle de transition entre un comportement intégrateur d’ordre 1 et un comportement 
intégrateur d’ordre 0.5 (L) pour les trois matériaux et pour les deux premières longueurs (L 
= 1m (a) et L = 0.5m (c)). 
Par contre pour L = 0.1m (c),  se situe dans la zone fréquentielle où le comportement de 
ce milieu fini est celui d’un intégrateur d’ordre 1 ( << L). Toutes les réponses sont en phase. 
Seules les amplitudes sont différentes selon le matériau, la hiérarchie des amplitudes étant 
conforme à la hiérarchie des gains aux basses fréquences, à savoir que l’amplitude la plus 
importante est obtenue avec l’aluminium, celles obtenues avec le fer et le cuivre étant plus 
faibles et quasiment identiques. 
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 (a) 
(b) 
(c) 
Figure 3.15 – Réponses harmoniques stationnaires  LtT ,,,0   à une amplitude d’entrée 
0 = 1000W/m
2
 et une pulsation  = 1rad/s, pour L=1m (a), L=0.5m (b) et L=0.1m (c) 
obtenues avec (
___
) aluminium, (
___
) cuivre, (
___
) fer 
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(a) 
(b) 
(c) 
Figure 3.16 – Réponses harmoniques stationnaires  LtT ,,,0   à une amplitude d’entrée 
0 = 1000W/m
2
 et une pulsation  = 10-2rad/s, pour L=1m (a), L=0.5m (b) et L=0.1m (c) 
obtenues avec (
___
) aluminium, (
___
) cuivre, (
___
) fer 
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(a) 
(b) 
(c) 
Figure 3.17 – Réponses harmoniques stationnaires  LtT ,,,0   à une amplitude d’entrée 
0 = 1000W/m
2
 et une pulsation  = 10-4rad/s, pour L=1m (a), L=0.5m (b) et L=0.1m (c) 
obtenues avec (
___
) aluminium, (
___
) cuivre, (
___
) fer 
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3.5.2 – Analyse pour 0 ≤ x ≤ L 
Pour rappel, l’expression du transfert  LsxH ,,  entre la densité de flux  s  et la 
température  LsxT ,,  est de la forme : 
        LsxGLsFsIHLsxH ,,,,0,, 5.00   , (3.50) 
où 
 
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 
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


  . (3.51) 
 Comme pour x = 0, l’influence du matériau apparait à travers l’effusivité d et la 
diffusivité d qui conditionnent, non seulement les valeurs du gain H0 et de la pulsation 
transitionnelle L, respectivement, mais aussi celles de Lx. 
 
3.5.2.1 – Domaine fréquentiel 
La réponse fréquentielle  LjxH ,,   a donc pour expression : 
        LjxGLjFjIHLjxH ,,,,0,, 5.00     . (3.52) 
 Les figures 3.18, 3.19 et 3.20 présentent les réponses fréquentielles  LjxH ,,   dans le 
plan de Nichols obtenues avec l’aluminium (Alu), le cuivre (Cu) et le fer (Fer) pour L = 1m 
(figure 3.18), L = 0.5m (figure 3.19) et L = 0.1m (figure 3.20), et pour chaque longueur L trois 
valeurs de x, à savoir x = 0.5 cm (a), x = 1 cm (b) et x = 10 cm (c). 
 
 La tendance déjà observée avec l’aluminium se confirme avec le cuivre et le fer, à savoir 
que le comportement intégrateur d’ordre 0.5 présent aux hautes fréquences pour x = 0 disparait 
progressivement lorsque la longueur L diminue (L augmente) et que la position x s’éloigne de 
l’origine (x diminue). Ainsi, ce comportement fractionnaire qui s’étend sur une plage 
fréquentielle limitée par L aux basses fréquences et x aux hautes fréquences disparait lorsque 
ces deux fréquences transitionnelles se rapprochent. Cette tendance est la plus marquée avec le 
fer dont la diffusivité est la plus faible des trois matériaux. 
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(a) 
(b) 
(c) 
Figure 3.18 – Réponses fréquentielles  LjxH ,,   dans le plan de Nichols obtenues avec 
l’aluminium (Alu), le cuivre (Cu) et le fer (Fer) pour L=1m et x=0.5cm (a), x=1cm (b) et 
x=10cm (c) 
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(a) 
(b) 
(c) 
Figure 3.19 – Réponses fréquentielles  LjxH ,,   dans le plan de Nichols obtenues avec 
l’aluminium (Alu), le cuivre (Cu) et le fer (Fer) pour L=0.5m et x=0.5cm (a), x=1cm (b) et 
x=10cm (c) 
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(a) 
(b) 
(c) 
Figure 3.20 – Réponses fréquentielles  LjxH ,,   dans le plan de Nichols obtenues avec 
l’aluminium (Alu), le cuivre (Cu) et le fer (Fer) pour L=0.1m et x=0.5cm (a), x=1cm (b) et 
x=10cm (c) 
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3.5.2.2 – Domaine temporel 
On considère toujours que l’entrée (t) appliquée en x = 0 est de la forme : 
    tt  cos0   . (3.53) 
Le système étant linéaire, l’expression de la température  LtxT ,,,   est donnée par : 
      tTLtxT cos,,, 0   , (3.54) 
avec 
     
     






LjxGLjF
LjxGLjFjIHT
,,arg,,0arg
4
,,,,0 0
5.0
00




  . (3.55) 
 Les figures 3.21, 3.22 et 3.23 présentent, les réponses harmoniques stationnaires
 LtxT ,,,   à une amplitude d’entrée 0 = 1000W/m2 et à une pulsation  = c = 1rad/s (figure 
3.21),  = c/100 = 10
-2 
rad/s (figure 3.22) et  = c/10000 = 10
-4
rad/s (figure 3.23) obtenues 
pour L = 1m (a), L = 0.5m (b) et L = 0.1m (c), avec uniquement les réponses de l’aluminium 
représentées en 3 dimensions (colonne de gauche) et l’enveloppe de la décroissance des 
amplitudes des réponses des 3 matériaux (aluminium, cuivre, fer) en fonction de la profondeur x 
(colonne de droite). Pour faciliter l’analyse, la profondeur maximale considérée pour l’affichage 
est toujours xmax = 0.1m. 
A la fréquence centrale c de l’intégrateur d’ordre 0.5 (figure 3.21) et pour un matériau 
donné (colonne de droite), la longueur L du milieu fini n’a aucune influence dans la mesure où 
L est très inférieure à  = c. De plus, la fréquence de variation en surface est trop importante, 
quel que soit le matériau, pour que la chaleur ait le temps de diffuser le milieu en profondeur. 
Enfin, l’enveloppe de la décroissance des amplitudes des réponses des 3 matériaux illustre bien 
la différence entre l’effusivité et la diffusivité. En effet, c’est le fer qui a la plus faible effusivité 
thermique d qui présente l’élévation de température en surface (x = 0) la plus importante. 
Cependant, comme il possède aussi la diffusivité thermique d la plus faible, c’est lui qui 
présente la décroissante de température la plus importante entre la surface et la profondeur du 
milieu. C’est exactement l’inverse qui est observé avec le cuivre dans la mesure où il possède 
l’effusivité et la diffusivité les plus importantes. 
Deux décades en dessous de c (figure 3.22), les réponses pour L = 1m (b) et 0.5m (b) 
sont identiques pour chaque matériau. L’influence du milieu fini pour L = 0.1 m (f) commence à 
apparaître pour les 3 matériaux. Les remarques précédentes concernant l’influence des 
différences d’effusivité et de diffusivité des 3 matériaux restent vérifiées. 
Enfin, quatre décades en dessous de c (figure 3.23),  se situe bien dans la zone 
fréquentielle de transition entre les comportements intégrateur d’ordres 1 et 0.5 (L) pour les 
3 matériaux et pour les 2 premières longueurs (L = 1m (b) et L = 0.5m (d)). Par contre pour L = 
0.1m (f),  se situe dans la zone fréquentielle où le comportement de ce milieu fini est celui d’un 
intégrateur d’ordre 1 ( << L). A cette fréquence, la chaleur a le temps de se diffuser en 
profondeur sans atténuation et déphasage par rapport à la surface, et ce quelle que soit la 
dimension L du milieu fini (figure 3.23.b, d et f). 
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Figure 3.21 – Réponses en régime harmonique stationnaire   0/,,, ALtxT   pour  = 1rad/s, 
L = 1m (a, b), L = 0.5m (c, d) et L = 0.1m (e, f), avec (
___
) aluminium, (
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) cuivre, (
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(a)       (b) 
 
 
(c)       (d) 
 
 
(e)       (f) 
 
 
Figure 3.22 – Réponses en régime harmonique stationnaire   0/,,, ALtxT   
pour  = 10-2 rad/s, 
L = 1m (a, b), L = 0.5m (c, d) et L = 0.1m (e, f), avec (
___
) aluminium, (
___
) cuivre, (
___
) fer 
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(a)       (b) 
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Figure 3.23 – Réponses en régime harmonique stationnaire   0/,,, ALtxT   
pour  = 10-4 rad/s, 
L = 1m (a), L = 0.5m (b) et L = 0.1m (c), avec (
___
) aluminium, (
___
) cuivre, (
___
) fer 
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3.6 – Conclusion 
La structuration et la progression de ce chapitre sont volontairement très proches de celles 
du chapitre 2 dans la mesure où l’objectif est d’analyser les différences de comportement entre le 
milieu semi-infini et le milieu fini de dimension L. Ainsi, l’influence de la longueur L du milieu 
fini tant sur le comportement en surface (en x = 0), qu’en profondeur, est étudiée. La principale 
différence entre ces deux modèles, outre leur complexité, concerne les basses fréquences où un 
milieu semi-infini présente un comportement semi-intégrateur, alors qu’un milieu fini présente 
un comportement intégrateur d’ordre 1. 
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4.1 – Introduction 
D’un point de vue analytique, les chapitres 2 et 3 mettent en évidence que le degré de 
complexité de la fonction de transfert H(x, s, L) du milieu fini est plus élevé que celui de la 
fonction de transfert H(x, s) du milieu semi-infini. Cependant, malgré cette différence concernant 
les degrés de complexité, les comportements asymptotiques aux hautes fréquences et aux 
moyennes fréquences (comportement semi-intégrateur quand il existe pour le milieu fini) sont 
identiques. Seul le comportement asymptotique aux basses fréquences est réellement différent 
(semi-intégrateur pour le milieu semi-infini et intégrateur d’ordre 1 pour le milieu fini : cf. 
paragraphe 3.4.2 – Domaine fréquentiel du chapitre 3). 
Ainsi, compte tenu de ces observations, la première partie de ce chapitre vise à définir les 
limites du domaine fréquentiel à l’intérieur duquel le milieu semi-infini peut être utilisé comme 
modèle d’analyse du milieu fini. 
Ensuite, la deuxième partie de ce chapitre est consacrée à la méthode d’obtention de la 
forme rationnelle (appelée aussi méthode de synthèse) du semi-intégrateur présent dans les 
fonctions de transfert des milieux semi-infini et fini. Cette méthode passe par une étape 
intermédiaire qui consiste à introduire et définir le semi-intégrateur bornée en fréquence. A partir 
des données d’entrée (la nature du matériau et la longueur L du milieu), toutes les étapes 
nécessaires à l’obtention des paramètres de la forme rationnelle sont développées. 
Enfin, à l’intérieur du domaine fréquentiel défini dans la première partie de ce chapitre 4, 
la troisième partie ce focalise sur une étude comparative de trois méthodes d’approximation de 
l’exponentielle complexe, et ce afin de choisir la meilleure pour la suite des développements 
présentés au Chapitre 5. 
 
4.2 – Modèles d’analyse d’un milieu fini 
Avant de définir les limites du domaine fréquentiel à l’intérieur duquel le milieu semi-
infini peut être utilisé comme modèle d’analyse du milieu fini, les développements nécessaires à 
une interprétation originale de la fonction de transfert H(x, s, L) d’un milieu fini sont présentés. 
En effet, H(x, s, L) peut être interprétée comme résultant d’une série entière de fonctions de 
transfert d’une multitude de paires de milieux semi-infinis. 
4.2.1 – Interprétation générale d’un milieu fini 
4.2.1.1 – Développement en série entière 
Pour rappel, la fonction de transfert H(x,s,L) d’un milieu fini est donnée par l’expression 
(3.6) du Chapitre 3, soit : 
  
 
 
   
dd
dd
sLsL
sxLsxL
p sCs
LsxT
LsxH


 




ee
ee1,,
,,   . (4.1) 
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En Introduisant l’effusivité thermique d (cf. Chapitre 2) du matériau, puis en multipliant le 
numérateur et le dénominateur par le même terme
 dsLe

, soit : 
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on obtient, après distribution du terme 
 dsLe

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expression qui peut encore s’écrire sous la forme : 
            122 11,,   ddd sLsLxsx
d
eee
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On considère pour la suite un développement en série géométrique de la forme : 
   

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
0
1
1
p
pgg   , (4.5) 
où g est une fonction complexe, de centre de convergence 0 et de rayon de convergence 1. Le but 
est de remplacer la fonction g de l’équation (4.5) par 
 dsLe
2
 qui apparait dans l’équation 
(4.4), soit : 
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Une étude de convergence est alors nécessaire. 
 
4.2.1.2 – Etude de la convergence 
L’objectif est de montrer que la limite de la série géométrique (4.6) est nulle. Pour cela on 
remplace la variable complexe s par un réel positif sr et on fait tendre l’ordre p vers l’infini. 
Ainsi, on trouve : 
 
    0limlimlim
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p
p
p
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  , (4.7) 
résultat qui montre que la suite est convergente, son rayon de convergence Rconv étant calculé à 
partir de la formule : 
   1Max 0 

egR p
p
conv   . (4.8) 
La série géométrique (4.6) répond donc aux conditions d’un développement en série entière 
convergent. 
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4.2.1.3 – Approximation générale d’un milieu fini 
L’approximation de la fonction de transfert H(x,s,L) d’un milieu fini se fait en introduisant 
le développement en série entière (4.6) dans l’expression (4.4), soit : 
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La fonction H(x,s,L) devient alors : 
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Pour différentes valeurs de l’indice entier naturel p, la figure 4.1 représente une suite de 
positions indexées sous la forme xrp, où p est le degré du développement de la série et où r peut 
prendre l’une des deux valeurs {1, 2}. En fait, r = 1 lorsqu’il s’agit de la première fonction de la 
somme représentée dans la partie de droite de l’expression (4.10), et r = 2 lorsqu’il s’agit de la 
seconde fonction de ladite expression. 
 
Figure 4.1 – Représentation des positions indexées sous la forme xrp 
 
A noter que la position particulière x1,0 représente exactement la position x d’étude. 
Pour la suite, on définit les positions suivantes : 
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Compte tenu des relations (4.11), la fonction de transfert du milieu fini H(x,s,L) se réécrit sous la 
forme : 
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La comparaison de l’expression (4.12) avec celle d’un milieu semi-infini (2.9) (cf. 
Chapitre 2) met en évidence que la fonction de transfert d’un milieu fini peut être interprétée 
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comme une série entière de fonctions de transfert d’une multitude de milieux semi-infinis dont 
chacune est définie à une position xr,p. 
D’autre part, pour chaque position xr,p, on définit une fréquence spécifique 
prx ,
  similaire à 
celle définie par l’expression (2.12) du Chapitre 2. On a donc : 
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La fonction de transfert du milieu fini H(x,s,L) devient alors : 
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La comparaison de cette dernière expression (4.14) avec celles d’un milieu semi-infini 
(relations (2.10) à (2.12) du Chapitre 2), permet aussi de mettre en évidence que la fonction de 
transfert d’un milieu fini n’est autre qu’une série entière de fonctions de transfert d’une 
multitude de paires de milieux semi-infinis dont la fréquence spécifique 
prx ,
 est aussi une série 
qui converge vers 0. 
Finalement, en tronquant la série à l’ordre Q, on obtient l’approximation Hfn(x,s,L) de 
H(x,s,L), soit : 
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  . (4.15) 
A noter qu’il est nécessaire d’avoir au moins une paire (p = 0) de milieux semi-infinis pour 
approximer un milieu fini. 
4.2.2 – Etude comparative des réponses fréquentielles des milieux semi-infini et fini 
Au chapitre 3, il est mis en évidence qu’aux hautes fréquences le comportement 
asymptotique d’un milieu fini de dimension L à la profondeur x est identique à celui d’un milieu 
semi-infini à la même profondeur.  
L’objectif de ce paragraphe est d’aller plus loin en déterminant à partir de quelle fréquence 
un milieu fini de dimension L à la profondeur x peut être approximé avec une erreur donnée par 
le modèle d’un milieu semi-infini à la même profondeur. 
Pour atteindre cet objectif, on réécrit la fonction de transfert H(x,s,L) d’un milieu fini 
(relation (4.1)) en fonction de deux grandeurs adimensionnelles caractéristiques du milieu fini. 
Ainsi, à partir de la fréquence transitionnelle ωL du milieu fini, on définit la grandeur réelle 
positive (Rhf)
2
 par : 
 - 122 - 
 
L
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

2   . (4.16) 
De la même façon, à partir de la dimension L d’un milieu fini et de la profondeur x à 
laquelle l’étude est faite, on définit la position X adimensionnelle relative, soit : 
 %100%0  XLxX   . (4.17) 
Une relation entre ωL et ωx apparait alors facilement, soit : 
 xL X 
2   . (4.18) 
L’introduction de ωL et ωx dans l’expression (4.1) permet de réécrire H(x,s,L) sous la 
forme : 
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En multipliant le numérateur et le dénominateur par le même terme 
 xse
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, soit : 
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puis en procédant à deux regroupements « astucieux », on obtient : 
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Ainsi, la fonction de transfert H(x,s,L) peut se réécrire sous la forme : 
      LsxEsxHLsxH fn ,,,,,    . (4.22) 
où H(x,s) n’est autre que la fonction de transfert d’un milieu semi-infini à la profondeur x définie 
au Chapitre 2, soit (pour rappel) : 
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et où le terme Efn(x,s,L) est défini par : 
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Afin de simplifier son expression, Efn(x,s,L) peut se réécrire sous la forme 
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ou encore, après simplification, 
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En résumé, le comportement asymptotique d’un milieu fini de dimension L à la profondeur 
x est identique à celui d’un milieu semi-infini à la même profondeur si Efn(x,s,L) ≈ 1. 
Dans le domaine fréquentiel, en introduisant Rhf (relation (4.16)) et X (relation (4.17)) dans 
l’expression de Efn(x,j,L), on obtient : 
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soit finalement : 
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Une façon d’obtenir Efn(x,j,L) ≈ 1 est d’avoir son numérateur et son dénominateur proches de 1, 
soit : 
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De plus, si on considère Rerr une constante positive dont la valeur est très petite devant l’unité 
(considérée par la suite comme étant la valeur de l’erreur maximale spécifiée), soit 0 < Rerr << 1, 
alors le système d’équations (4.29) peut s’écrire sous la forme : 
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ou encore, sachant que 
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On obtient alors l’inégalité sur les modules, soit : 
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d’où les deux conditions : 
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où ln représente le logarithme népérien. 
Les deux conditions suffisantes du système (4.33) se réduisent à une seule, à savoir la 
première, d’où l’inégalité en ce qui concerne Rhf : 
      21ln XRR errhf    . (4.34) 
 
4.2.2.1 – Conditions d’approximation du milieu fini par un milieu semi-infini 
La borne inférieure définie par la relation (4.34) est suffisante pour considérer que Efn ≈ 1. 
Par conséquent, dans le domaine fréquentiel, pour une erreur spécifiée Rerr et une position 
relative X donnée, la fréquence normalisée /L à partir de laquelle le comportement du milieu 
fini peut être approximé par celui d’un seul milieu semi-infini est parfaitement définie. Ainsi, 
compte tenu de la relation (4.16) qui définit 
2
hfR  et en réduisant l’inégalité (4.34) à l’égalité 
stricte, on obtient : 
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La figure 4.2 présente le tracé tridimensionnel de la fréquence normalisée ω/ωL (relation 
4.35) en fonction de l’erreur Rerr spécifiée entre 0.01% et 10%, et en fonction de la position 
relative X entre 0% et 95%. 
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Figure 4.2 – Représentation tridimensionnelle de la fréquence normalisée ω/ωL en fonction de 
l’erreur Rerr spécifiée et de la position relative X 
 
Cette représentation tridimensionnelle facilite l’analyse. Ainsi, deux remarques peuvent 
être faites. 
D’abord, pour une erreur Rerr spécifiée, la valeur de la fréquence normalisée ω/ωL à partir 
de laquelle un milieu fini peut être approximé par un milieu semi-infini est d’autant plus faible 
que X est faible, et réciproquement. Sachant que pour une longueur L et un matériau donnés, la 
fréquence transitionnelle L est fixée, une diminution de la fréquence normalisée ω/ωL traduit 
que le domaine fréquentiel où un milieu fini peut être approximé par un milieu semi-infini 
s’étend d’autant plus vers les basses fréquences. Cette tendance est d’autant plus accentuée que 
la position x considérée est proche de la source de flux située en x = 0 (c'est-à-dire pour de 
faibles valeurs de X). 
Ensuite, de la même manière, pour une position relative X donnée, la valeur de la 
fréquence normalisée ω/ωL à partir de laquelle un milieu fini peut être approximé par un milieu 
semi-infini est d’autant plus faible que l’erreur Rerr spécifiée est grande, et réciproquement. Là 
encore, cette tendance est d’autant plus accentuée que la position x considérée est proche de la 
source de flux située en x = 0 (c'est-à-dire pour de faibles valeurs de X). 
4.2.2.2 – Comparaison des réponses fréquentielles pour différents métaux 
Ce paragraphe s’inscrit dans la continuité directe du précédent dans la mesure où il illustre 
pour les trois matériaux déjà étudiés (à savoir l’aluminium, le fer et le cuivre) les tendances 
dégagées lors de l’analyse. 
Ainsi, la figure 4.3 présente les diagrammes de Bode obtenus avec l’aluminium, et ce pour 
le milieu semi-infini avec X = 10% (―) et avec X = 90% (―), ainsi que pour le milieu fini (....) 
toujours avec les deux mêmes valeurs de X. A noter que la droite verticale (---) repère la position 
de ωL. 
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Afin de « minimiser » l’effet de l’échelle d’affichage des diagrammes de Bode, la figure 
4.4 présente les erreurs relatives du gain et de la phase des réponses fréquentielles du milieu 
semi-infini versus milieu fini, illustrant de manière plus précise les conclusions précédentes. 
 
Figure 4.3 – Diagrammes de Bode obtenus avec l’aluminium : 
(―) milieu semi-infini avec X=10%, (―) milieu semi-infini avec X=90%, (....) milieu fini pour 
les deux valeurs de X, où la droite verticale (---) repère la position de ωL 
 
 
Figure 4.4 – Erreurs relatives du gain (a) et de la phase (b) des réponses fréquentielles obtenues 
avec l’aluminium du milieu semi-infini versus milieu fini ; (―) milieu semi-infini en X=10%, 
(―) milieu semi-infini en X=90%, où la droite verticale (---) repère la position de ωL 
 
La figure 4.5 présente les diagrammes de Bode obtenus avec le fer, et ce pour le milieu 
semi-infini avec X = 10% (―) et avec X = 90% (―), ainsi que pour le milieu fini (....) toujours 
10
-4
10
-3
10
-2
10
-1
10
0
10
1
10
2
-300
-250
-200
-150
-100
-50
0
(a):   (rad/s)
G
a
in
 (
d
B
)
10
-4
10
-3
10
-2
10
-1
10
0
10
1
10
2
-900
-810
-720
-630
-540
-450
-360
-270
-180
-90
0
(b):   (rad/s)
P
h
a
s
e
 (
d
e
g
)
10
-4
10
-3
10
-2
10
-1
10
0
10
1
10
2
-10
0
10
20
30
40
50
60
70
(a):   (rad/s)
E
rr
. 
R
e
l.
 (
%
)
10
-4
10
-3
10
-2
10
-1
10
0
10
1
10
2
0
10
20
30
40
50
(b):   (rad/s)
E
rr
. 
R
e
l.
 (
%
)
 - 127 - 
avec les deux mêmes valeurs de X. A noter que la droite verticale (---) qui repère la position de 
ωL est plus basse que dans le cas de l’aluminium (cf. Chapitre 3). 
Pour la même raison que précédemment, la figure 4.6 présente les erreurs relatives du gain 
et de la phase des réponses fréquentielles du milieu semi-infini versus milieu fini, illustrant de 
manière plus précise les conclusions précédentes. 
 
Figure 4.5 – Diagrammes de Bode obtenus avec le fer : 
(―) milieu semi-infini avec X=10%, (―) milieu semi-infini avec X=90%, (....) milieu fini pour 
les deux valeurs de X, où la droite verticale (---) repère la position de ωL 
 
 
Figure 4.6 – Erreurs relatives du gain (a) et de la phase (b) des réponses fréquentielles obtenues 
avec le fer du milieu semi-infini versus milieu fini ; (―) milieu semi-infini en X=10%, (―) 
milieu semi-infini en X=90%, où la droite verticale (---) repère la position de ωL 
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La figure 4.7 présente les diagrammes de Bode obtenus avec le cuivre, et ce toujours pour 
le milieu semi-infini avec X = 10% (―) et avec X = 90% (―), ainsi que pour le milieu fini (....) 
toujours avec les deux mêmes valeurs de X. 
Enfin, comme pour l’aluminium et le fer, la figure 4.8 présente les erreurs relatives du gain 
et de la phase des réponses fréquentielles du milieu semi-infini versus milieu fini. 
 
Figure 4.7 – Diagrammes de Bode obtenus avec le cuivre : 
(―) milieu semi-infini avec X=10%, (―) milieu semi-infini avec X=90%, (....) milieu fini pour 
les deux valeurs de X, où la droite verticale (---) repère la position de ωL 
 
 
Figure 4.8 – Erreurs relatives du gain (a) et de la phase (b) des réponses fréquentielles obtenues 
avec le cuivre du milieu semi-infini versus milieu fini ; (―) milieu semi-infini en X=10%, (―) 
milieu semi-infini en X=90%, où la droite verticale (---) repère la position de ωL 
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4.2.3 – Conclusion 
D’une manière générale, la fonction de transfert H(x,s,L) entre le flux thermique (s) 
appliqué en x = 0 et la température  LsxT ,,  en x d’un milieu fini de longueur L peut être 
interprétée comme résultant d’une série entière de fonctions de transfert composée d’une 
multitude de paires de milieux semi-infinis. 
En particulier, pour une erreur Rerr spécifiée, une position relative X et une fréquence 
transitionnelle ωL données, il existe une fréquence  à partir de laquelle un milieu fini peut être 
approximé par un milieu semi-infini, d’où l’importance de l’étude de ce dernier. 
 
4.3 – Méthode d’approximation de l’opérateur de semi-intégration 
Après avoir défini au paragraphe précédent la plage fréquentielle sur laquelle un milieu fini 
peut être approximé par un milieu semi-infini, ce paragraphe se focalise sur une méthode 
d’approximation de l’opérateur de semi-intégration. 
4.3.1 – Définition de l’opérateur de semi-intégration 
L’opérateur de semi-intégration I0.5(s) (ou semi-intégrateur) est un intégrateur non entier 
(ou fractionnaire) d’ordre m = 0.5, soit : 
  
5.0
5.0 1
s
sI    . (4.36) 
Sa réponse fréquentielle I
0.5
(j) est donnée par : 
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5.0 1


j
jI    , (4.37) 
dont le gain et la phase ont pour expression : 
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  . (4.38) 
Pour faciliter la suite du développement, introduisons 0 la fréquence particulière pour 
laquelle le gain est égal à 0 dB, soit : 
   dB0log20 0
5.0
10 jI   , (4.39) 
ou encore 
    1log20log20 105.0010    , (4.40) 
soit finalement de manière évidente 
 rad/s10    . (4.41) 
La figure 4.9 présente les diagrammes de Bode de I
0.5
(j). 
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Figure 4.9 - Diagrammes de Bode de I
0.5
(j) (―) où la droite verticale (---) repère 
la position de ω0 
L’introduction de 0 permet de réécrire la réponse fréquentielle I
0.5
(j) sous la forme : 
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et sa fonction de transfert sous la forme : 
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Par ailleurs, sa réponse impulsionnelle  tI 5.0~ est donnée par : 
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où TL
-1
 désigne la Transformée de Laplace inverse. 
La figure 4.10 présente la réponse impulsionnelle du semi-intégrateur en échelle lin-lin (a), 
en échelle lin-log10 (b), en échelle log10-lin (c) et en échelle log10-log10 (d), où la droite verticale 
repère la valeur de la constante de temps τ0 = 1/ω0 = 1s. 
La décroissance rapide de la réponse impulsionnelle dans les premiers instants, puis 
ensuite très lente pour les temps longs est caractéristique d’un semi-intégrateur, et d’une manière 
plus générale de tout intégrateur non entier dont l’ordre est compris entre 0 et 1. 
Pour rappel, la réponse impulsionnelle d’un intégrateur d’ordre 1 est une constante unitaire 
(cf. figure 1.1, Chapitre 1), c'est-à-dire une droite horizontale quelle que soit le choix de 
l’échelle. Il est à noter que les thermiciens utilisent souvent dans le domaine temporel l’échelle 
log10-log10 pour les phénomènes de diffusion thermique. 
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Figure 4.10 – Réponse impulsionnelle (―) du semi-intégrateur : en échelle lin-lin (a), en échelle 
lin-log10 (b), en échelle log10-lin (c) et en échelle log10-log10 (d), 
où la droite verticale (---) repère la position de la constante de temps τ0 = 1/ω0 = 1s 
 
4.3.2 – Semi-intégrateur borné en fréquence 
 La méthode d’approximation du semi-intégrateur nécessite, dans un premier temps, 
l’introduction d’un semi-intégrateur borné en fréquence, noté  sI
hb
5.0
 , soit : 
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où   *0
** et,, Khbhb    , (4.46) 
dont la réponse fréquentielle   jI hb
5.0
 est donnée par : 
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   . (4.47) 
Quant au gain et à la phase de   jI hb
5.0
, ils ont pour expression : 
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 En ce qui concerne sa réponse impulsionnelle  tI
hb
5.0~
 , son expression analytique pour 
tout l’espace temporel n’existe pas, mais elle peut être estimée sur chacun des trois intervalles 
associés aux basses fréquences (les temps longs), aux moyennes fréquences (les temps moyens) 
et aux hautes fréquences (les temps courts), soit : 
- aux temps longs, bbt  /1 , d’après le théorème de la valeur finale : 
       00
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   ; (4.49) 
- aux temps moyens, bbhh t  /1/1   : 
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t
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hb 

   ; (4.50) 
- aux temps courts, hht  /1 , d’après le théorème de la valeur initiale : 
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Pour la suite des développements, on introduit : 
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b
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1
  , (4.52) 
avec m la fréquence médiane en échelle logarithmique, ou encore de manière réciproque 
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  . (4.53) 
 
 Ce semi-intégrateur  sI
hb
5.0
  borné en fréquence est donc caractérisé par trois paramètres, 
K0, b et h, (ou K0, a et m) qu’il convient de déterminer. La première étape concerne la 
détermination de K0 et m. Pour cela, la méthode consiste à imposer à la réponse fréquentielle de 
  jI hb
5.0
 une superposition à celle de I
0.5
(j), et ce de manière symétrique de part et d’autre de 
la fréquence médiane m. Cet objectif se traduit par : 
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ou encore, compte tenu des relations (4.38) et (4.48), 
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d’où l’on obtient l’expression de K0, soit : 
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Finalement, sachant que 
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on obtient l’expression de K0 en fonction de a, soit : 
 
25.025.00
1
aa
K m 

  . (4.58) 
 Par ailleurs, en raison des effets de « bord » liés aux zones transitionnelles au voisinage 
de b et h, le comportement semi-intégrateur n’existe pas sur tout l’intervalle fréquentiel [b ; 
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h]. En fait, ce comportement apparait seulement sur un intervalle [A ; B], où b < A et B < 
h. 
 Pour faciliter la suite des développements, introduisons : 
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h
b
A cb


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

 et   , (4.59) 
sachant que 
 2bca    . (4.60) 
 La figure 4.11 illustre cette première étape. 
Figure 4.11 - Diagrammes de Bode de I
0.5
(j) en bleu et   jI hb
5.0
 en noir avec toutes les 
notations définies 
 
En résumé, on observe sur la figure 4.11 un comportement intégrateur d’ordre : 
 1 aux basses et hautes fréquences, 
 0.5 aux moyennes fréquences, de part et d’autre de la fréquence médiane m. 
 
 Afin d’étudier les effets de bord, l’erreur relative Egain() sur le gain est introduite, soit : 
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ou encore, compte tenu des expressions de  jI 5.0  et   jI hb
5.0
, 
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Finalement, après introduction de l’expression de K0, de a et m, puis simplification, on obtient : 
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On peut alors vérifier aisément qu’à  = m = 1rad/s, Egain(m) = 0 indépendamment du 
paramètre a, montrant ainsi l’égalité des gains à la fréquence médiane m. 
De la même manière, on peut calculer l’erreur aux fréquences transitionnelles b et h, 
soit : 
 à 
aa
m
b
1


 , 
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erreur qui dépend du paramètre a. Or, l’expérience montre que a >> 1, d’où 22 1 aa  , 
conduisant alors à une simplification, soit : 
   189.021 25.0 bgainE    , (4.65) 
erreur relative de l’ordre de 19%, là encore indépendante du paramètre a ; 
 à aamh   , 
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erreur qui dépend du paramètre a, mais dans la mesure où a >> 1, se simplifie sous la forme : 
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hgainE    , (4.67) 
erreur relative de l’ordre de 16%, là encore indépendante du paramètre a. 
Entre une erreur nulle à la fréquence médiane m et une erreur de l’ordre de 16% à 19% 
aux fréquences transitionnelles b et h, il est intéressant d’analyser l’expression de cette erreur 
aux fréquences A et B définies comme étant les bornes de l’intervalle fréquentiel sur lequel le 
comportement d’ordre 0.5 est bien présent, ainsi : 
 à 
a
b
a
b
b mbA   , 
  
25.0
2
2
5.0
1
11
1






















a
b
b
b
E Again    , (4.68) 
erreur qui dépend des paramètres a et b. Si a >> b, alors 11
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b
, conduisant ainsi à une 
simplification, soit : 
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erreur relative ne dépendant plus que du seul paramètre b ; 
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erreur qui dépend là encore des paramètres a et b. Si a >> b, alors 
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, conduisant 
ainsi à une simplification, soit : 
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b
E Bgain    , (4.71) 
erreur relative ne dépendant plus que du seul paramètre b. 
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Dans (Oustaloup, 1995), il est précisé sans démonstration qu’une valeur de b = 10 est en 
pratique satisfaisante. Effectivement, avec b = 10 >> 1, 22 1 bb  , l’erreur tend vers 0 
(exactement 0.0025 dans les deux cas, soit 0.25% !!!). 
Il est à noter que cette analyse effectuée sur le gain peut être, bien entendue, réitérée sur 
la phase, la tendance des résultats allant dans le même sens que dans le cas du gain. 
A ce stade de la démarche, il ne reste plus qu’un seul paramètre à déterminer sur les trois 
qui caractérisent le semi-intégrateur borné en fréquence, en l’occurrence le paramètre a dans la 
mesure où m = 0 = 1 rad/s et K0 = a
-0.25
. 
Compte tenu de la relation (4.56) et de la valeur de m = 1 rad/s, la valeur du paramètre a 
est parfaitement déterminée dès l’instant où la fréquence transitionnelle basse b est fixée, soit : 
 
2
1
b
a

   . (4.72) 
Pour comprendre le choix de b, il faut se référer au comportement aux basses fréquences 
du milieu fini présenté au chapitre 3. En effet, il existe une fréquence transitionnelle basse, notée 
L = d/L (voir chapitre 3) : 
- en dessous de laquelle l’impédance thermique présente un comportement intégrateur 
d’ordre 1 caractérisé par sa capacité thermique Cth, et ce quelle que soit la position x, 
- au-dessus de laquelle l’impédance thermique présente un comportement intégrateur 
d’ordre 0.5, et ce sur tout le reste de l’espace fréquentiel en x = 0 ou jusqu’au voisinage de la 
fréquence x = = d/x
2
 pour 0 < x < L. 
C’est la raison pour laquelle, dans le cadre de l’approximation du semi-intégrateur en vue 
de disposer d’un simulateur des réponses temporelles pour la régulation de température d’un 
milieu fini de longueur L caractérisé par une diffusivité d (modèle de validation temporelle), la 
fréquence transitionnelle basse b est choisie égale à la fréquence transitionnelle L, soit : 
 
2L
d
Lb

    . (4.73) 
Compte tenu de la relation (4.72) entre b et a, on en déduit l’expression du dernier 
paramètre qui caractérise le semi-intégrateur borné en fréquence, soit : 
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  . (4.74) 
En résumé, pour un milieu fini de longueur L et de diffusivité d, nous avons : 
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4.3.3 – Semi-intégrateur rationnel borné en fréquence 
La dernière étape de la méthode d’approximation (appelée aussi méthode de synthèse) 
consiste à passer de la forme fractionnaire à la forme rationnelle du semi-intégrateur borné en 
fréquence, les trois paramètres K0, b et h (ou K0, a et m) déterminés à l’étape précédente 
servant alors de données pour cette dernière étape. Cette méthode repose sur une distribution 
récursive de N zéros et N pôles réels, soit : 
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où les relations de passage entre les paramètres de la forme fractionnaire  sI
hb
5.0
  (4.45) et ceux 
de la forme rationnelle IN(s) (4.77) sont données dans le cas particulier où l’ordre m = 0.5 par 
(Oustaloup, 1995) : 
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 (4.78) 
 et  sont appelés facteurs récursifs. 
Cette forme rationnelle est donc parfaitement définie dès l’instant où le nombre de cellules 
N ou le produit  sont déterminés puisque ces deux paramètres sont liés par la relation : 
 
N
N
b
h a /1
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Dans un contexte plus général, le nombre de cellules N peut être imposé pour des raisons 
d’encombrement. C’est le cas par exemple avec la suspension CRONE (Abi Zeid Daou, et al., 
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2010) réalisée en technologie hydropneumatique où le nombre de sphères est volontairement 
limité. 
Dans le contexte qui nous intéresse ici, à savoir la simulation numérique dans le domaine 
temporel, le nombre de cellules N a un impact sur la durée de la simulation. En effet, pour une 
capacité de calcul donnée, la simulation est d’autant plus longue que N est grand puisque l’ordre 
de complexité du système à simuler augmente avec N. 
Quant au produit , il a un impact direct sur la qualité de l’approximation sur l’intervalle 
fréquentiel [b ; h] ou de manière équivalente, compte tenu de la dualité temps-fréquence, sur 
l’intervalle temporel [h = 1/h ; b = 1/b]. Il est donc évident que plus N est grand, meilleure est 
la qualité de l’approximation, mais dans quelle mesure ? 
En fait, N est étroitement lié à l’écart maximal y (en dB) entre les parties horizontales des 
courbes du diagramme asymptotique de gain de   jI hb
5.0
 et la droite du diagramme de gain de 
I
0.5
(j), comme l’illustre la figure 4.12. 
 
Figure 4.12 – Illustration de l’écart y(dB) 
En effet, le diagramme asymptotique de gain de I
0.5
(j) (en bleu), qui correspond aussi au 
véritable tracé de son gain, a une pente de -(20m)dB/dec (avec m = 0.5), tandis que celui de 
  jI hb
5.0
 présente une alternance de droites asymptotiques (en rouge) dont les pentes ont pour 
valeur 0dB/dec et -20dB/dec. D’une manière générale, il existe une relation (Das, 2011) entre 
l’écart maximal y (en dB), l’ordre fractionnaire m, le paramètre a et le produit αη, soit : 
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  , (4.80) 
qui dans le cas particulier qui nous intéresse (m = 0.5) se réduit à : 
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  . (4.81) 
La figure 4.13 présente la variation du logarithme en base 10 du produit αη en fonction de 
l’écart y en dB. 
 
Figure 4.13 – Variation du logarithme en base 10 du produit αη en fonction de l’écart y en dB 
 
La figure 4.14 présente le tracé tridimensionnel du nombre de cellules N en fonction de 
l’écart y en dB et du rapport a = ωh/ωb. 
Ce tracé confirme que pour un rapport a donné, le nombre de cellules N diminue quand 
l’écart spécifié y en dB augmente. 
De la même manière, pour un écart y donné, le nombre de cellules N augmente quand le 
rapport a augmente. 
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Figure 4.14 – Représentation tridimensionnelle du nombre de cellules N en fonction de l’écart y 
en dB et du rapport a = ωh/ωb 
 
Ainsi, à titre d’exemple, si on considère y = 1dB alors : 
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  . (4.82) 
4.3.4 – Exemple d’illustration 
Soit un milieu fini de longueur L = 1 m en aluminium caractérisé par une diffusivité 
thermique d = 97 10
-6
 m
2
/s, d’où une fréquence transitionnelle L = 0.97 10
-4
 rad/s. Cette 
valeur, volontairement arrondie à 10
-4 
rad/s pour cet exemple, permet de déterminer rapidement 
les trois paramètres qui caractérisent le semi-intégrateur borné en fréquence, soit : 
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  . (4.83) 
En choisissant b = 10, les valeurs de c, A et B sont alors déduites, soit : 
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Enfin, en choisissant comme précédemment y = 1dB, le semi-intégrateur rationnel est 
parfaitement défini puisque N = 20 et  = 2.51. 
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La figure 4.15 présente les diagrammes de Bode du semi-intégrateur exact (....) et du semi-
intégrateur fractionnaire borné en fréquence (-.-.-) ainsi que ses asymptotes aux basses (---) et 
hautes (---) fréquences. A noter que les droites verticales repèrent les fréquences ωb (---), ωA (---
), ωB (---) et ωh (---). 
La figure 4.16 présente les erreurs relatives du gain (a) et de la phase (b) du semi-
intégrateur fractionnaire borné en fréquence (-.-.-) versus l’exact. 
 
Figure 4.15 – Diagrammes de Bode du semi-intégrateur exact (....) et du semi-intégrateur 
fractionnaire borné en fréquence (-.-.-) ainsi que ses asymptotes aux basses (---) et hautes (---) 
fréquences où les droites verticales repèrent les fréquences ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
Figure 4.16 – Erreurs relatives du gain (a) et de la phase (b) du semi-intégrateur fractionnaire 
borné en fréquence (-.-.-) versus l’exact où les droites verticales repèrent les fréquences ωb (---), 
ωA (---), ωB (---) et ωh (---) 
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La figure 4.17 présente les diagrammes de Bode du semi-intégrateur exact (....) et du semi-
intégrateur rationnel borné en fréquence (-.-.-) ainsi que ses asymptotes aux basses (---) et hautes 
(---) fréquences. 
La figure 4.18 présente les erreurs relatives du gain (a) et de la phase (b) du semi-
intégrateur rationnel borné en fréquence (-.-.-) versus l’exact. 
 
Figure 4.17 – Diagrammes de Bode du semi-intégrateur exact (....) et du semi-intégrateur 
rationnel borné en fréquence (-.-.-) ainsi que ses asymptotes aux basses (---) et hautes (---) 
fréquences où les droites verticales repèrent les fréquences ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
Figure 4.18 – Erreurs relatives du module (a) et de la phase (b) du semi-intégrateur rationnel 
borné en fréquence (-.-.-) versus l’exact où les droites verticales repèrent les fréquences ωb (---), 
ωA (---), ωB (---) et ωh (---) 
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4.3.5 – Conclusion 
La démarche proposée pour la mise en œuvre de la synthèse du semi-intégrateur s’appuie, 
non seulement sur la récursivité fréquentielle développée par Alain Oustaloup pour tout 
intégrateur d’ordre compris entre 0 et 1 (Oustaloup, 1995), mais aussi sur l’analyse des 
phénomènes de diffusion thermiques d’un milieu fini. Ainsi, à partir des données d’entrée que 
sont la diffusivité d du matériau et la longueur L du milieu, tous les paramètres de la forme 
rationnelle sont complètement définis. Il est important d’insister sur le fait que l’obtention de 
cette forme rationnelle est indispensable pour obtenir simplement les réponses temporelles à 
n’importe quel type d’entrée (autre que l’impulsion ou le saut échelon). 
 
4.4 – Méthodes d’approximation des fonctions hyperboliques 
Les fonctions de transfert des milieux semi-infini (relations (2.10) et (2.11)) et fini 
(relations (3.8) et (3.9)) contiennent des fonctions hyperboliques complexes qui peuvent 
s’exprimer sous la forme de fonctions exponentielles ez. L’approximation de la fonction 
exponentielle e
z
 est le point de départ des méthodes d’approximation des fonctions 
hyperboliques. Dans ce paragraphe, trois méthodes sont étudiées, puis un choix est fait pour la 
suite. 
 
4.4.1 – Développement en série de Taylor de l’exponentielle complexe 
4.4.1.1 – Contexte mathématique 
L’approximation de l’exponentielle ez peut se faire autour d’un point quelconque z0 en 
utilisant le développement en série de Taylor, soit : 
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En considérant z = (s/ωx)
0.5
 et en tronquant la série au (M+1)
ième
 terme (obtenant ainsi un 
polynôme de degré M en z), l’approximation de la fonction   x
s
x,sE


 e  (définie au chapitre 2) 
est alors donnée par : 
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Cependant, la forme présentée par l’expression (4.86) n’est pas directement exploitable dans la 
mesure où le développement en série est en fonction de s
0.5
 et non pas simplement de s. C’est 
donc un développement en série de la fonction complexe ue  qui doit être utilisé. 
La figure 4.19 présente une copie d’écran concernant les 12 premiers termes d’un tel 
développement obtenu autour d’un point u0 avec le logiciel de calcul formel Maple
®
. 
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Figure 4.19 – Copie d’écran concernant les 12 premiers termes d’un développement en série de 
la fonction complexe ue  obtenu autour d’un point u0 avec le logiciel de calcul formel Maple
®
 
 
4.4.1.2 – Résultats 
Ainsi, en considérant u = s/ωx, il est possible de comparer les réponses fréquentielles de 
E(x,j) et de son développement autour de la fréquence centrale ω0 (définie au paragraphe 4.3, 
ω0 = 1rad/s) du semi-intégrateur, c'est-à-dire autour de u0 = jω0/ωx. 
La figure 4.20 présente les diagrammes de Bode de la fonction E(x,jω) (....) et de son 
développement en série autour de ω0 (-.-.-) où les verticales repèrent les fréquences ωb (---), ωA 
(---), ωB (---) et ωh (---). L’observation de ces réponses permet d’affirmer que les résultats ne 
sont pas satisfaisants aux hautes fréquences. 
 On pourrait penser qu’en choisissant une fréquence supérieure à ω0, le domaine 
fréquentiel où le résultat de l’approximation est satisfaisant s’étendrait un peu plus vers les 
hautes fréquences. C’est la raison pour laquelle la figure 4.21 présente les diagrammes de Bode 
de la fonction E(x,jω) (....) et de son développement en série autour de ωB située 3 décades au-
dessus de ω0 (et dont la position est repérée par la droite verticale en rouge (---)). L’observation 
de ces réponses met en évidence qu’en dehors d’un voisinage fréquentiel restreint autour de B, 
l’approximation n’est pas satisfaisante, ni aux basses fréquences (donc aux temps longs), ni aux 
hautes fréquences (aux temps courts). 
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Figure 4.20 – Diagrammes de Bode de la fonction E(x,jω) (....) et de son développement en série 
autour de ω0 (―) où les verticales repèrent les fréquences ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
Figure 4.21 – Diagrammes de Bode de la fonction E(x,jω) (....) et de son développement en série 
autour de ωB (―) où les verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
Compte tenu de la tendance des résultats observés dans le cas du développement en série 
de Taylor de l’exponentielle complexe, le paragraphe suivant se focalise sur le développement en 
série de Maclaurin des fonctions hyperboliques cosh et sinh qui apparaissent dans la définition 
de l’exponentielle complexe. 
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4.4.2 – Développement en série de Maclaurin des fonctions hyperboliques cosh et sinh 
4.4.2.1 – Contexte mathématique 
Compte tenu de sa définition, la fonction exponentielle e
z
 peut se réécrire sous la forme 
d’une somme composée des fonctions hyperboliques cosh et sinh, soit : 
    zzez sinhcosh    . (4.87) 
Sachant que les développements de Maclaurin de ces deux fonctions hyperboliques sont 
donnés par 
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on obtient en posant xsz   : 
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Dans le cas du développement de la fonction sinh, il est possible de faire apparaitre de manière 
explicite le semi-intégrateur I
0.5
(s) en mettant s
0.5
 en facteur, soit : 
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ou encore, compte tenu de l’expression de I0.5(s), 
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Finalement, on obtient : 
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en posant 
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d’où le développement de Maclaurin de la fonction   x
s
x,sE


 e  : 
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Compte tenu de la méthode d’approximation de l’opérateur de semi-intégration développée 
au paragraphe 4.3, l’expression rationnelle  sxEml ,  du développement de Maclaurin (ml) de la 
fonction  x,sE  tronqué au (M+1)ème terme a finalement pour expression : 
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en posant : 
      120  kkaKkb Ex
N
E    . (4.96) 
Ainsi, le degré du numérateur de Eml(x,s) est N (le nombre de cellules du semi-intégrateur 
rationnel, cf. paragraphe 4.3), tandis que le degré de son dénominateur est (M+N+1). 
 
4.4.2.2 – Résultats 
A titre d’illustration, on considère un milieu fini de longueur L = 20 cm et une position x = 
2 cm, soit X = 10%, et ce pour les trois matériaux étudiés tout au long de ce mémoire, à savoir 
l’aluminium, le cuivre et le fer. 
Compte tenu de ces valeurs, et conformément à la méthode présentée au paragraphe 4.3 en 
ce qui concerne le semi-intégrateur, on obtient un nombre de cellules N fonction du matériau, 
soit : 
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Par ailleurs, sachant que l’ordre du dénominateur de Eml(x,s) est (M+N+1), le choix de M a 
été fait pour obtenir la même précision sur l’intervalle [A ; B] que celle obtenue en x = 0, d’où 
les valeurs de M : 
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9:Cuivre
9:Aluminium
M
M
M
  . (4.98) 
Les figures 4.22, 4.24 et 4.26 présentent les diagrammes de Bode des réponses 
fréquentielles de E(x,s) et de son approximation Eml(x,s), et ce pour les trois matériaux. 
Afin de mieux quantifier les résultats, les figures 4.23, 4.25 et 4.27 présentent les erreurs 
relatives du module (a) et de la phase (b) du développement en série de Maclaurin des réponses 
fréquentielles de E(x,s) versus l’exact, et ce toujours pour les trois matériaux. 
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Figure 4.22 – Diagrammes de Bode des réponses fréquentielles de E(x,s) (....) et de son 
approximation Eml(x,s) (―) dans le cas de l’aluminium avec L = 20 cm, x = 20 mm, N = 13 et 
M = 9, où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
 
Figure 4.23 – Erreurs relatives du module (a) et de la phase (b) du développement en série de 
Maclaurin de la fonction E(x,jω) (―) versus l’exact dans le cas de l’aluminium 
avec L = 20 cm, x = 20 mm, N = 13 et M = 9, où les droites verticales repèrent ωb (---), ωA (---), 
ωB (---) et ωh (---) 
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Figure 4.24 – Diagrammes de Bode des réponses fréquentielles de E(x,s) (....) et de son 
approximation Eml(x,s) (―) dans le cas du cuivre avec L = 20 cm, x = 20 mm, N = 13 et M = 9, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
Figure 4.25 – Erreurs relatives du module (a) et de la phase (b) du développement en série de 
Maclaurin de la fonction E(x,jω) (―) versus l’exact dans le cas du cuivre 
avec L = 20 cm, x = 20 mm, N = 13 et M = 9, où les droites verticales repèrent ωb (---), ωA (---), 
ωB (---) et ωh (---) 
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Figure 4.26 – Diagrammes de Bode des réponses fréquentielles de E(x,s) (....) et de son 
approximation Eml(x,s) (―) dans le cas du fer avec L = 20 cm, x = 20 mm, N = 16 et M = 50, où 
les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
 
Figure 4.27 – Erreurs relatives du module (a) et de la phase (b) du développement en série de 
Maclaurin de la fonction E(x,jω) (―) versus l’exact dans le cas du fer 
avec L = 20 cm, x = 20 mm, N = 16 et M = 50, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
L’observation de ces différentes réponses fréquentielles permet d’apprécier sur 
l’intervalle [ωA ; ωB] les très bons résultats obtenus en matière d’approximation. 
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4.4.3 – Approximant de Padé de l’exponentielle complexe 
 L’objectif de ce paragraphe est de comparer les résultats obtenus avec les 
développements de Maclaurin des fonctions hyperboliques du paragraphe précédent avec ceux 
issus de l’approximant de Padé (Padé, 1892a) (Padé, 1892b) de l’exponentielle complexe. Afin 
que la comparaison soit significative, celle-ci est faite à degré de complexité identique. 
 
4.4.3.1 – Contexte mathématique 
L’approximant de Padé (Padé, 1899) d’une fonction exponentielle ez en z = 0 est donné 
par : 
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 (4.99) 
Toujours en considérant xsz  , l’approximant de Padé, noté  x,sEPadé , de la fonction 
  x
s
x,sE


 e  a donc pour expression : 
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L’étape suivante concerne l’obtention d’une forme rationnelle de  x,sEPadé  en s
c
, avec c un 
entier naturel. Pour cela, on regroupe les termes des développements en série limités de Ppq et 
Qpq en termes de puissance paire et en termes de puissance impaire. On pose donc : 
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  . (4.101) 
Le système (4.100) devient alors : 
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expression dans laquelle il est possible de faire apparaitre de manière explicite l’opérateur de 
semi-intégration I
0.5
(s), soit : 
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Compte tenu de la méthode d’approximation de l’opérateur de semi-intégration développée au 
paragraphe 4.3, l’expression rationnelle de  sxEPadé ,  est donnée par : 
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expression qui après réduction peut se réécrire sous la forme : 
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4.4.3.2 – Résultats 
On choisit dans ce paragraphe de considérer le même exemple que celui du 4.4.2.2, à 
savoir une longueur L = 20cm, à une position x = 20mm ; soit X = 10%. De plus, pour que la 
comparaison avec l’approximation de Maclaurin soit significative, les degrés du numérateur et 
du dénominateur, notés degNum et degDen respectivement, de l’approximant sont choisis pour 
obtenir le même degré de complexité. Ainsi, pour chacun des trois matériaux, on obtient : 
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  . (4.106) 
Les figures 4.28, 4.29 et 4.30 présentent les diagrammes de Bode des réponses 
fréquentielles de E(x,s) et de son approximant de Padé  sxEPadé ,  défini par la relation (4.105), et 
ce pour les trois matériaux. 
Figure 4.28 – Diagrammes de Bode de la fonction E(x,jω) (....) et de son approximant de Padé 
 sxEPadé ,  (―) dans le cas de l’aluminium avec L = 20 cm, x = 20 mm, degNum = 13 et 
degDen = 23, où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
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Figure 4.29 – Diagrammes de Bode de la fonction E(x,jω) (....) et de son approximant de Padé 
 sxEPadé ,  (―) dans le cas du cuivre avec L = 20 cm, x = 20 mm, degNum = 13 et 
degDen = 23, où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
Figure 4.30 – Diagrammes de Bode de la fonction E(x,jω) (....) et de son approximant de Padé 
 sxEPadé ,  (―) dans le cas du fer avec L = 20 cm, x = 20 mm, degNum = 17 et 
degDen = 67, où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
La comparaison de ces réponses fréquentielles avec celles du paragraphe précédent 
permet d’affirmer, à degré de complexité identique, que les résultats obtenus avec l’approximant 
de Padé de l’exponentielle complexe sont nettement moins bons que ceux obtenus avec le 
développement de Maclaurin des fonctions hyperboliques cosh et sinh. 
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4.4.4 – Conclusion 
Les inconvénients du développement de Taylor de l’exponentielle complexe sont : 
- les coefficients du polynôme créé sont des nombres complexes ; 
- ce n’est pas un développement simple en s, mais en (s-s0) ; 
- l’amélioration du développement pour de plus hautes fréquences se fait au détriment des 
plus basses fréquences, et vice versa. 
 
Les avantages du développement de Maclaurin des fonctions hyperboliques cosh et sinh 
sont : 
- les coefficients du polynôme créé sont des nombres réels ; 
- c’est un développement simple en s. 
- l’amélioration du développement pour de plus hautes fréquences se fait en conservant 
une excellente approximation aux plus basses fréquences dans la mesure où le voisinage 
est toujours autour de zéro. 
 
L’inconvénient majeur de l’approximant de Padé de l’exponentielle complexe est qu’à 
degré de complexité similaire à celui du développement de Maclaurin, il n’y a aucune 
amélioration de l’approximation dans le domaine fréquentiel. 
 
4.5 – Conclusion 
L’intérêt de ce chapitre est double. D’abord, il met bien en évidence l’intérêt d’étudier le 
milieu semi-infini dans un contexte tel que décrit en introduction générale au début de ce 
mémoire. En effet, il existe bien un domaine fréquentiel à l’intérieur duquel le milieu semi-infini 
peut être utilisé comme modèle d’analyse d’un milieu fini. Ensuite, à partir de ce constat, des 
méthodes d’approximation du semi-intégrateur et de l’exponentielle complexe qui composent un 
tel modèle d’analyse peuvent être développées de manière spécifique. 
L’objectif final de ces méthodes d’approximation est de disposer d’un modèle rationnel 
nécessaire pour la simulation temporelle d’un milieu fini. Le chapitre 5 présente tous les 
développements nécessaires pour atteindre un tel objectif. 
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Chapitre 5 - Vers un modèle de validation temporelle d’un 
milieu fini développé sous MatLab
®
/Simulink
®
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5.1 – Introduction 
 Ce chapitre 5 constitue la finalité du travail de thèse présenté dans ce mémoire. En effet, 
l’objectif final est bien de disposer d’un modèle rationnel d’un milieu fini utilisé pour la 
validation temporelle en simulation d’un contrôleur robuste d’une boucle de régulation de 
température (qui fait l’objet d’une autre thèse). 
 Dans un premier temps, conformément aux développements du chapitre 4, les formes 
rationnelles des fonctions de transfert des milieux semi-infini et fini sont établies, puis leurs 
réponses fréquentielles sont comparées à celles de la forme fractionnaire du milieu fini 
caractérisé par sa longueur L et par la nature de son matériau, permettant ainsi de juger 
quantitativement dans le domaine fréquentiel la qualité des approximations. 
 Ensuite, les réponses impulsionnelles et indicielles des formes rationnelles du semi-
intégrateur, d’une part, et de l’exponentielle complexe, d’autre part, sont comparées à celles des 
formes fractionnaires dont les expressions analytiques (exactes) sont issues, notamment, de 
(Özişik, 1980). Cette étape intermédiaire permet d’apprécier localement la qualité des réponses 
temporelles des formes rationnelles des principaux termes qui composent le modèle global. 
 Enfin, la dernière partie concerne les réponses temporelles des formes rationnelles des 
modèles du milieu semi-infini et fini, permettant ainsi d’apprécier globalement la qualité des 
réponses. 
 
5.2 – Modèle rationnel d’un milieu semi-infini 
5.2.1 – Contexte mathématique 
Pour rappel, la fonction de transfert H(x,s) d’un milieu semi-infini telle que définie au 
chapitre 2 par l’équation (2.10) a pour expression : 
      
 
   xx ss
sIH
sxEsIHsxH
 sinhcosh
,,
5.0
05.0
0

   , (5.1) 
expression que l’on peut qualifier de forme fractionnaire en raison de la présence de l’ordre 0.5. 
Compte tenu des formes rationnelles, non seulement du semi-intégrateur, mais aussi des 
fonctions hyperboliques développées au chapitre 4, la forme rationnelle  sxH ,ˆ  de la fonction 
de transfert H(x,s) est finalement donnée par : 
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où 
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expression dont le numérateur est de degré N en s, et le dénominateur de degré (M+N+1) en s. 
L’ordre M de la troncature du développement en série de Maclaurin ne doit pas être trop 
important, et ce pour éviter des temps de calcul des simulateurs (comme Simulink
®
) trop longs 
lors de la simulation des réponses temporelles. Il faut donc gérer le dilemme complexité-
efficacité, c’est-à-dire trouver un compromis pour avoir une fonction de transfert dont la 
complexité numérique est acceptable au regard des temps de simulation. Bien entendu, les 
performances du PC utilisé ont une influence directe. 
 
5.2.2 – Comparaison des réponses fréquentielles des modèles fractionnaire et rationnel 
A titre d’illustration, on choisit une position x = 2 cm identique à celle choisie au 
paragraphe 4.4.2.2 pour le milieu fini. Pour chacun des trois matériaux, les réponses 
fréquentielles des formes fractionnaire et rationnelle sont superposées. Compte tenu du PC utilisé 
(Matlab
®
 version R2011a installée sur un Toshiba Satellite L655, avec un processeur Intel 
Pentium P6100 @ 2.00Ghz, 1999Mhz, 2 Cores) pour la simulation, l’ordre M retenu est égal à 7. 
Ainsi, les figures 5.1 (aluminium), 5.3 (cuivre) et 5.5 (fer) présentent les diagrammes de 
Bode de la réponse fréquentielle H(x,jω) (....) du modèle fractionnaire et de la réponse 
fréquentielle  jxH ,ˆ  (―) du modèle rationnel d’un milieu semi-infini avec M = 7 et x = 2cm, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---). 
Là encore, afin de limiter les effets d’échelle d’affichage, les figures 5.2 (aluminium), 5.4 
(cuivre) et 5.6 (fer) présentent les erreurs relatives du gain (a) et de la phase (b) des réponses 
fréquentielles des formes rationnelles versus les formes fractionnaires. 
 
Sur la plage fréquentielle [A ; B ], l’observation de ces figures permet d’affirmer que 
pour : 
- l’aluminium et le cuivre, les résultats sont satisfaisants dans la mesure où les erreurs 
relatives sont proches de 0 ; 
- pour le fer, les résultats sont satisfaisants pour les 2/3 de la plage fréquentielle où les 
erreurs sont proches de 0. 
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Figure 5.1 – Diagrammes de Bode de la réponse fréquentielle H(x,jω) (....) du modèle 
fractionnaire et de la réponse fréquentielle  jxH ,ˆ  (―) du modèle rationnel d’un milieu semi-
infini en aluminium avec M=7 et x=2cm, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
 
Figure 5.2 – Erreurs relatives (―) du module (a) et de la phase (b) des réponses fréquentielles 
de la forme rationnelle  jxH ,ˆ  versus la forme fractionnaire H(x,jω) d’un milieu semi-infini 
en aluminium avec M=7 et x=2cm, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
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Figure 5.3 – Diagrammes de Bode de la réponse fréquentielle H(x,jω) (....) du modèle 
fractionnaire et de la réponse fréquentielle  jxH ,ˆ  (―) du modèle rationnel d’un milieu semi-
infini en cuivre avec M=7 et x=2cm, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
Figure 5.4 – Erreurs relatives (―) du module (a) et de la phase (b) des réponses fréquentielles 
de la forme rationnelle  jxH ,ˆ  versus la forme fractionnaire H(x,jω) d’un milieu semi-infini 
en cuivre avec M=7 et x=2cm, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
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Figure 5.5 – Diagrammes de Bode de la réponse fréquentielle H(x,jω) (....) du modèle 
fractionnaire et de la réponse fréquentielle  jxH ,ˆ  (―) du modèle rationnel d’un milieu semi-
infini en fer avec M=7 et x=2cm, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
 
Figure 5.6 – Erreurs relatives (―) du module (a) et de la phase (b) des réponses fréquentielles 
de la forme rationnelle  jxH ,ˆ  versus la forme fractionnaire H(x,jω) d’un milieu semi-infini 
en fer avec M=7 et x=2cm, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
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5.3 – Modèle rationnel d’un milieu fini 
5.3.1 – Contexte mathématique 
Le point de départ de la méthode d’obtention d’une forme rationnelle  LsxH ,,ˆ  de la 
fonction de transfert fractionnaire H(x,s,L) d’un milieu fini de longueur L s’appuie sur sa 
décomposition en série entière de fonctions de transfert composée d’une multitude de paires de 
milieux semi-infinis telle qu’établie au chapitre 4, soit pour rappel : 
 
        
 
   
 
   













sxHe
s
H
LsxH
sxHe
s
H
LsxH
LsxHLsxHLsxHLsxH
p
s
p
p
s
p
Q
p
ppfn
px
px
,,,
,,,
avec
,,,,,,,,
,2
0
,2
,1
0
,1
0
,2,1
,2
,1


  . (5.4) 
L’étape suivante consiste à remplacer les formes fractionnaires de cette décomposition par 
leurs formes rationnelles telles que développées au chapitre 4, et ce afin d’obtenir  LsxH ,,ˆ , 
soit : 
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où, pour rappel, 
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et 
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Cette expression rationnelle présente un numérateur de degré N en s et un dénominateur de degré 
(M+N+1) en s. La remarque faite sur la gestion du dilemme complexité-efficacité dans le cas du 
milieu semi-infini reste bien entendu d’actualité dans le cas du milieu fini. 
 
5.3.2 – Détermination de l’ordre Q de la troncature 
Dans les expressions fractionnaires Hfn(x,s,L) de la décomposition en série entière 
(relation (5.4)) et rationnelle  LsxH ,,ˆ  (relation (5.5)) de la fonction de transfert d’un milieu 
fini, seul l’ordre Q de la troncature reste à être déterminé à ce stade de la démarche. 
L’étude de la convergence faite dans la section 4.2.1.2 implique que le module des 
exponentielles définissant Hfn(x,s,L) décroit pour atteindre 0 quand l’ordre p de la série croit, 
d’où l’adoption du critère de troncature suivant : 
« le développement est tronqué à l’ordre Q = p quand la valeur relative du pème terme par 
rapport au premier terme (pour p0=0) atteint un seuil Rtr fixé a priori », soit : 
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Avant d’aller plus loin dans l’étude du système (5.8), les modules des deux termes d’un même 
p
ème
 développement sont comparés, et ce en vue d’une réduction, soit : 
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ou encore, après simplification, 
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   . (5.10) 
On remplace alors les deux pulsations ωr,p par leurs valeurs en fonction de la position x et de p 
en utilisant les expressions de (5.6). L’expression (5.10) devient alors : 
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Pour continuer l’évaluation de ce rapport, on passe dans le domaine fréquentiel, soit : 
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ou encore, après simplification, dans la mesure où on ne retient que le module, 
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L’exposant de l’exponentielle de l’équation (5.13) est toujours positif pour toutes les valeurs 
possibles de tous les paramètres et variables qui le constituent, donc pour toute valeur de p, soit : 
     1,,,, ,2,121  LsxHLsxHR pp   . (5.14) 
Ainsi, le système d’équations (5.8) se réduit à l’étude d’une seule inégalité, à savoir : 
     trp RLsxHLsxH ,,,, 0,1,1   , (5.15) 
ou encore, compte tenu des relations (5.4), 
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En remplaçant les deux pulsations 
0,1,1
et xx p   de l’inégalité (5.16) par leurs expressions fonction 
de la position x et de p définies par les relations (5.6), l’expression (5.16) devient : 
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qui, après simplification, se réduit à 
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expression indépendante de la position x. Pour continuer l’évaluation de cette condition, on passe 
dans le domaine fréquentiel, soit : 
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ou encore, après simplification, dans la mesure où on ne retient que le module, 
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  . (5.20) 
Ensuite, en prenant le logarithme naturel des deux côtés de l’inégalité (5.20), on obtient : 
  trL Rp ln2     , (5.21) 
d’où l’on tire la condition sur p, soit : 
  trL Rp ln2   . (5.22) 
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On remarque que p est d’autant plus grand que l’erreur Rtr et/ou la pulsation ω sont petites. 
La suite du développement s’appuie sur les résultats de la section 4.3.2 concernant les 
erreurs dues à l’introduction du semi-intégrateur borné en fréquence à la place du semi-
intégrateur. Ces erreurs calculées aux fréquences ωb et ωA sont résumées dans le tableau 5.1. 
 
ω Rtr = Egain  trL Rln2    
ωb = ωL 19% 1.2 
ωA = 10 ωL 0.25% 1.4 
Tableau 5.1 – Ordre de troncature en fonction des résultats du calcul d’erreur concernant le 
semi-intégrateur borné en fréquence 
 
Dans la mesure où l’ordre de troncature est un entier naturel, on déduit de l’inégalité 
(5.22) et du tableau 5.1 que Q = 2, valeur cohérente avec les résultats déjà obtenus. 
Par ailleurs, il est intéressant d’exprimer l’erreur Rtr en fonction du rapport ω/ωL, sachant 
que Q = 2, l’inégalité (5.22) se transforme alors en une égalité de la forme : 
     LtrtrL QRRQ  2lnln2    , (5.23) 
d’où l’on obtient 
 
 LQ
tr eR
2
   . (5.24) 
La figure 5.7 présente la variation de Rtr en fonction de la variation du rapport ω/ωL. Il est 
clair qu’aux hautes fréquences les erreurs sont presque nulles, ce qui est en concordance avec les 
résultats précédents. 
 
Figure 5.7 – Variation de l’erreur relative du développement en série de la fonction de transfert 
du milieu fini (―) versus l’exacte avec un ordre de troncature Q = 2 
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5.3.2 – Comparaison des réponses fréquentielles des modèles fractionnaire et rationnel 
A titre d’illustration, on choisit de nouveau le même exemple que celui du paragraphe 
4.4.2.2 pour le milieu fini, soit L = 20cm et x = 2cm, avec Q = 2 et M = 7. Pour chacun des trois 
matériaux, les réponses fréquentielles des formes fractionnaire et rationnelle sont superposées. 
 
Ainsi, les figures 5.8 (aluminium), 5.10 (cuivre) et 5.12 (fer) présentent les diagrammes 
de Bode de la réponse fréquentielle H(x,jω,L) (....) du modèle fractionnaire et de la réponse 
fréquentielle  LjxH ,,ˆ   (―) du modèle rationnel du milieu fini, où les droites verticales 
repèrent ωb (---), ωA (---), ωB (---) et ωh (---). 
 
Là encore, afin de limiter les effets d’échelle d’affichage, les figures 5.9 (aluminium), 
5.11 (cuivre) et 5.13 (fer) présentent les erreurs relatives du gain (a) et de la phase (b) des 
réponses fréquentielles des formes rationnelles versus les formes fractionnaires. 
 
Sur la plage fréquentielle [A ; B ], comme pour le milieu semi-infini, l’observation de 
ces figures permet d’affirmer que pour : 
- l’aluminium et le cuivre, les résultats sont satisfaisants dans la mesure où les erreurs 
relatives sont proches de 0 ; 
- pour le fer, les résultats sont satisfaisants pour les 2/3 de la plage fréquentielle où les 
erreurs sont proches de 0. 
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Figure 5.8 – Diagrammes de Bode de la réponse fréquentielle H(x,jω,L) (....) du modèle 
fractionnaire et de la réponse fréquentielle  LjxH ,,ˆ   (―) du modèle rationnel d’un milieu fini 
en aluminium avec Q=2, M=7, L=20cm et x=2cm , 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
Figure 5.9 – Erreurs relatives (―) du module (a) et de la phase (b) des réponses fréquentielles 
de la forme rationnelle  LjxH ,,ˆ   versus la forme fractionnaire H(x,jω,L) d’un milieu fini en 
aluminium avec Q=2, M=7, L=20cm et x=2cm, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
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Figure 5.10 – Diagrammes de Bode de la réponse fréquentielle H(x,jω,L) (....) du modèle 
fractionnaire et de la réponse fréquentielle  LjxH ,,ˆ   (―) du modèle rationnel d’un milieu fini 
en cuivre avec Q=2, M=7, L=20cm et x=2cm , 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
Figure 5.11 – Erreurs relatives (―) du module (a) et de la phase (b) des réponses fréquentielles 
de la forme rationnelle  LjxH ,,ˆ   versus la forme fractionnaire H(x,jω,L) d’un milieu fini en 
cuivre avec Q=2, M=7, L=20cm et x=2cm, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
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Figure 5.12 – Diagrammes de Bode de la réponse fréquentielle H(x,jω,L) (....) du modèle 
fractionnaire et de la réponse fréquentielle  LjxH ,,ˆ   (―) du modèle rationnel d’un milieu fini 
en fer avec Q=2, M=7, L=20cm et x=2cm , 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
 
 
Figure 5.13 – Erreurs relatives (―) du module (a) et de la phase (b) des réponses fréquentielles 
de la forme rationnelle  LjxH ,,ˆ   versus la forme fractionnaire H(x,jω,L) d’un milieu fini en 
fer avec Q=2, M=7, L=20cm et x=2cm, 
où les droites verticales repèrent ωb (---), ωA (---), ωB (---) et ωh (---) 
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5.4 – Comparaison des réponses temporelles des formes fractionnaire et rationnelle 
de l’opérateur de semi-intégration 
5.4.1 – Réponses impulsionnelles 
La réponse impulsionnelle fractionnaire du semi-intégrateur est obtenue par transformée 
inverse de Laplace (TL
-1
) de sa fonction de transfert fractionnaire, soit (Özişik, 1980) : 
        tsITLHtTtI impimp 1,0 5.0105.0     . (5.25) 
Quant à sa réponse impulsionnelle rationnelle, elle est aussi obtenue par transformée 
inverse de Laplace (TL
-1
) de sa fonction de transfert rationnelle, soit : 
       
 
 





















N
i
pi
N
i
zi
N
Nimpimp
ss
s
KTLsITLHtTtI
1
1
0
15.01
0
5.0 ,0ˆˆ


   . (5.26) 
La figure 5.14.a présente les réponses impulsionnelles en échelle log10-log10 de la forme 
fractionnaire (....) et de la forme rationnelle (―) du semi-intégrateur, la synthèse étant faite pour 
un milieu fini en aluminium de longueur L = 20cm. 
 
La figure 5.14.b présente l’erreur relative de la forme rationnelle par rapport à la forme 
fractionnaire, où les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et 
τh=1/ωh (---). 
 
Les figures 5.15.a et 5.15.b présentent les mêmes réponses mais en échelle lin-lin. 
 
 L’affichage en échelle log10-log10 des réponses impulsionnelles (figure 5.14.a) met bien 
en évidence l’excellente superposition des formes fractionnaire et rationnelle sur l’intervalle 
temporel [B =1/B ; A =1/A]. 
En dehors de cet intervalle, c’est à dire pour t << h =1/h et b =1/b << t, les réponses 
sont différentes. En effet, aux petits temps (hautes fréquences) et aux grands temps (basses 
fréquences), le comportement intégrateur d’ordre 1 de la forme rationnelle du semi-intégrateur 
conduit à une réponse impulsionnelle constante. Les droites horizontales permettent de visualiser 
les réponses impulsionnelles associées aux deux comportements intégrateur d’ordre 1 considérés 
séparément, à savoir la droite (---) pour le comportement haute fréquence et la droite (---) pour le 
comportement basse fréquence, et ce conformément aux développements (4.49) et (4.51) du 
semi-intégrateur borné en fréquence étudié au du chapitre 4. 
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Figure 5.14 – (a) Réponses impulsionnelles en échelle log10-log10 de la forme fractionnaire (....) 
et de la forme rationnelle (―) du semi-intégrateur, la synthèse étant faite pour un milieu fini en 
aluminium avec L=20cm, où les droites horizontales désignent 
les asymptotes aux temps longs (---) et courts (---) de la forme rationnelle ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
Figure 5.15 – (a) Réponses impulsionnelles en échelle lin-lin de la forme fractionnaire (....) et de 
la forme rationnelle (―) du semi-intégrateur, 
la synthèse étant faite pour un milieu fini en aluminium avec L=20cm ; 
(b) Erreurs relatives de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τA=1/ωA (---) et τB=1/ωB (---) 
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5.4.2 – Réponses indicielles 
La réponse indicielle fractionnaire du semi-intégrateur à un saut échelon d’amplitude U0 
[en W/m
2
] est obtenue par transformée inverse de Laplace (TL
-1
) du produit entre sa fonction de 
transfert fractionnaire et U0/s, soit (Özişik, 1980) : 
       tU
s
U
sITLHtTtI stepstep 2,0 0
05.01
0
5.0 






    . (5.27) 
Quant à sa réponse indicielle rationnelle, elle est aussi obtenue par transformée inverse 
de Laplace (TL
-1
) du produit entre sa fonction de transfert rationnelle et U0/s, soit : 
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La figure 5.16.a présente les réponses indicielles en échelle log10-log10 de la forme 
fractionnaire (....) et de la forme rationnelle (―) du semi-intégrateur à un saut échelon 
d’amplitude U0 = 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en aluminium de 
longueur L = 20cm. 
 
La figure 5.16.b présente l’erreur relative de la forme rationnelle par rapport à la forme 
fractionnaire, où les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et 
τh=1/ωh (---). 
 
Les figures 5.17.a et 5.17.b présentent les mêmes réponses mais en échelle lin-lin. 
 
 Comme précédemment, l’affichage en échelle log10-log10 des réponses indicielles (figure 
5.16.a) met bien en évidence l’excellente superposition des formes fractionnaire et rationnelle 
sur l’intervalle temporel [B =1/B ; A =1/A]. 
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Figure 5.16 – (a) Réponses indicielles en échelle log10-log10 de la forme fractionnaire (....) et de 
la forme rationnelle (―) du semi-intégrateur à un saut échelon d’amplitude U0= 10
6
 W/m
2
, la 
synthèse étant faite pour un milieu fini en aluminium avec L=20cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
 
Figure 5.17 – (a) Réponses indicielles en échelle lin-lin de la forme fractionnaire (....) et de la 
forme rationnelle (―) du semi-intégrateur à un saut échelon d’amplitude U0= 10
6
 W/m
2
, la 
synthèse étant faite pour un milieu fini en aluminium avec L=20cm ; 
(b) Erreurs relatives de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τA=1/ωA (---) et τB=1/ωB (---) 
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5.5 – Comparaison des réponses temporelles des formes fractionnaire et rationnelle 
des fonctions hyperboliques 
5.5.1 – Réponses impulsionnelles 
La réponse impulsionnelle fractionnaire de la fonction E(x,s) en x ≥ 0 est donnée par 
(Özişik, 1980) : 
     
23
4
1
1
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,
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e
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


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    , (5.29) 
et sa réponse impulsionnelle rationnelle par : 
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La figure 5.18.a présente les réponses impulsionnelles en échelle log10-log10 de la forme 
fractionnaire (....) et de la forme rationnelle (―) de la fonction E(x,s), la synthèse étant faite pour 
un milieu fini en aluminium de longueur L = 20cm avec x = 2cm. 
 
La figure 5.18.b présente l’erreur relative de la forme rationnelle par rapport à la forme 
fractionnaire, où les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et 
τh=1/ωh (---). 
 
Les figures 5.19.a et 5.19.b présentent les mêmes réponses mais en échelle lin-lin. 
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Figure 5.18 – (a) Réponses impulsionnelles en échelle log10-log10 de la forme fractionnaire (....) 
et de la forme rationnelle (―)de la fonction E(x,s), la synthèse étant faite pour un milieu fini en 
aluminium avec L=20cm et x=2cm  
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
 
Figure 5.19 – (a) Réponses impulsionnelles en échelle lin-lin de la forme fractionnaire (....) et de 
la forme rationnelle (―) de la fonction E(x,s), 
la synthèse étant faite pour un milieu fini en aluminium avec L=20cm et x=2cm  
(b) Erreurs relatives de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τA=1/ωA (---) et τB=1/ωB (---) 
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5.5.2 – Réponses indicielles 
La réponse indicielle fractionnaire de la fonction E(x,s) à un saut échelon d’amplitude 
U0 [en W/m
2
] est obtenue par transformée inverse de Laplace (TL
-1
) du produit entre sa fonction 
de transfert fractionnaire et U0/s, soit (Özişik, 1980) : 
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01   , (5.31) 
où erfc(.) désigne la fonction erreur complémentaire. 
Quant à sa réponse indicielle rationnelle, elle est aussi obtenue par transformée inverse 
de Laplace (TL
-1
) du produit entre sa fonction de transfert rationnelle et U0/s, soit : 
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La figure 5.20.a présente les réponses indicielles en échelle log10-log10 de la forme 
fractionnaire (....) et de la forme rationnelle (―) de la fonction E(x,s) à un saut échelon 
d’amplitude U0 = 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en aluminium de 
longueur L = 20cm avec x = 2cm. 
 
La figure 5.20.b présente l’erreur relative de la forme rationnelle par rapport à la forme 
fractionnaire, où les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et 
τh=1/ωh (---). 
 
Les figures 5.21.a et 5.21.b présentent les mêmes réponses mais en échelle lin-lin. 
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Figure 5.20 – (a) Réponses indicielles en échelle log10-log10 de la forme fractionnaire (....) et de 
la forme rationnelle (―) de la fonction E(x,s) à un saut échelon d’amplitude U0= 10
6
 W/m
2
, la 
synthèse étant faite pour un milieu fini en aluminium avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
 
Figure 5.21 – (a) Réponses indicielles en échelle lin-lin de la forme fractionnaire (....) et de la 
forme rationnelle (―) de la fonction E(x,s) à un saut échelon d’amplitude U0= 10
6
 W/m
2
, la 
synthèse étant faite pour un milieu fini en aluminium avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
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5.6 – Comparaison des réponses temporelles des formes fractionnaire et rationnelle 
d’un milieu semi-infini 
5.6.1 – Réponses impulsionnelles 
La réponse impulsionnelle fractionnaire de la température, notée  txTimp , , d’un milieu 
semi-infini en x ≥ 0 est obtenue par transformée inverse de Laplace (TL-1) de sa fonction de 
transfert fractionnaire  sxH , , soit (Özişik, 1980) : 
     
t
eH
sxHTLtxT
t
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x
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 

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4
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01 ,,   . (5.33) 
Quant à sa réponse impulsionnelle rationnelle, notée  txTimp ,ˆ , elle est aussi obtenue par 
transformée inverse de Laplace (TL
-1
) de sa fonction de transfert rationnelle ),(ˆ sxH (relation 
(5.9)), soit : 
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. (5.34) 
 
La figure 5.22.a présente les réponses impulsionnelles en échelle log10-log10 de la forme 
fractionnaire (....) et de la forme rationnelle (―) de la fonction de transfert H(x,s) d’un milieu 
semi-infini, la synthèse étant faite pour un milieu fini en aluminium de longueur L = 20cm avec 
x = 2cm. 
 
La figure 5.22.b présente en échelle log10-lin l’erreur relative de la forme rationnelle par 
rapport à la forme fractionnaire, où les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), 
τB=1/ωB (---) et τh=1/ωh (---). 
 
Les figures 5.23.a et 5.23.b présentent les mêmes réponses mais en échelle lin-lin. 
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Figure 5.22 – (a) Réponses impulsionnelles en échelle log10-log10 de la forme fractionnaire (....) 
et de la forme rationnelle (―) de la fonction H(x,s), la synthèse étant faite pour un milieu fini en 
aluminium avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
Figure 5.23 – (a) Réponses impulsionnelles en échelle lin-lin de la forme fractionnaire (....) et de 
la forme rationnelle (―) de la fonction H(x,s), la synthèse étant faite pour un milieu fini en 
aluminium avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τA=1/ωA (---) et τB=1/ωB (---) 
  
10
-3
10
-2
10
-1
10
0
10
1
10
2
10
3
10
-14
10
-12
10
-10
10
-8
10
-6
10
-4
(a):  temps (s)
V
a
ri
a
ti
o
n
 d
e
 t
e
m
p
é
ra
tu
re
 (
K
)
10
-3
10
-2
10
-1
10
0
10
1
10
2
10
3
-10
-5
0
5
10
(b):  temps (s)
E
rr
. 
R
e
l.
 (
%
)
0 5 10 15 20 25 30 35 40 45
0
0.2
0.4
0.6
0.8
1
1.2
x 10
-5
(a):  temps (s)
V
a
ri
a
ti
o
n
 d
e
 t
e
m
p
é
ra
tu
re
 (
K
)
0 5 10 15 20 25 30 35 40 45
-10
-5
0
5
10
(b):  temps (s)
E
rr
. 
R
e
l.
 (
%
)
 - 181 - 
5.6.2 – Réponses indicielles 
La réponse indicielle fractionnaire de la température, notée  txTstep , , à un saut échelon 
d’amplitude U0 [en W/m
2
] en x ≥ 0 d’un milieu semi-infini est obtenue par transformée inverse 
de Laplace (TL
-1
) du produit entre sa fonction de transfert fractionnaire et U0/s, soit (Özişik, 
1980) : 
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et sa réponse indicielle rationnelle, notée  txTstep ,ˆ , par : 
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  . (5.36) 
 
Les figures 5.24.a (aluminium), 5.27.a (cuivre) et 5.30.a (fer) présentent les réponses 
indicielles en échelle log10-log10 de la forme fractionnaire (....) et de la forme rationnelle (―) de 
la fonction de transfert H(x,s) d’un milieu semi-infini à un saut échelon d’amplitude U0 = 10
6
 
W/m
2
, la synthèse étant refaite pour chacun des trois matériaux de longueur L = 20cm avec x = 
2cm. 
Les figures 5.24.b (aluminium), 5.27.b (cuivre) et 5.30.b (fer) présentent l’erreur relative 
de la forme rationnelle par rapport à la forme fractionnaire, où les droites verticales repèrent 
τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---). 
Les figures 5.25 (aluminium), 5.28 (cuivre) et 5.31 (fer) présentent les mêmes réponses 
mais en échelle lin-lin. 
 L’observation attentive de ces figures (notamment en échelle log10-log10) sur l’intervalle 
temporel [τB=1/ωB ; τA=1/ωA] permet de constater que les écarts simulés les plus importants 
entre les réponses fractionnaire et rationnelle se situent principalement aux temps courts. En 
réalité, les écarts mesurés sont beaucoup plus faibles en raison de la résolution des capteurs de 
température. 
 A titre d’illustration, si on considère une sonde platine PT100 (Omega Engineering 
Limited, 2015) alors sa résolution est de l’ordre de 0.03K. Ainsi, toute variation de température 
inférieure à 0.03K n’est pas détectée. C’est ce qui va se passer dans les premiers instants des 
réponses indicielles. Ainsi, tant que la sortie n’a pas dépassé 0.03K, le capteur délivre 0. 
 A partir de ce constat, il est possible en simulation d’introduire la résolution du capteur et 
de l’appliquer, dans un premier temps, non seulement aux réponses des formes fractionnaires, 
mais aussi à celles des formes rationnelles. Dans un deuxième temps, les écarts entre les 
réponses fractionnaire et rationnelle peuvent être recalculés. Les résultats ainsi obtenus sont 
appelés dans la suite de ce mémoire erreurs modifiées absolue et relative. 
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Ainsi, toujours à titre d’illustration, les figures 5.27 (aluminium), 5.30 (cuivre) et 5.33 
(fer) présentent les erreurs modifiées absolue (a) et relative (b) de la forme rationnelle par 
rapport à la forme fractionnaire. Sur l’intervalle temporel [τB=1/ωB ; τA=1/ωA], la précision est 
aux alentours de ±2%. 
 
Figure 5.24 – (a) Réponses indicielles en échelle log10-log10 de la forme fractionnaire (....) et de 
la forme rationnelle (―) de la fonction de transfert H(x,s) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en aluminium avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
Figure 5.25 – (a) Réponses indicielles en échelle lin-lin de la forme fractionnaire (....) et de la 
forme rationnelle (―) de la fonction de transfert H(x,s) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en aluminium avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τA=1/ωA (---) et τB=1/ωB (---) 
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Figure 5.26 – Erreurs modifiées absolue (a) et relative (b) en échelle lin-log10 de la forme 
rationnelle par rapport à la forme fractionnaire dans le cas de l’aluminium, avec une résolution 
du capteur de 0.03K ; 
les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
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Figure 5.27 – (a) Réponses indicielles en échelle log10-log10 de la forme fractionnaire (....) et de 
la forme rationnelle (―) de la fonction de transfert H(x,s) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en cuivre avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
 
Figure 5.28 – (a) Réponses indicielles en échelle lin-lin de la forme fractionnaire (....) et de la 
forme rationnelle (―) de la fonction de transfert H(x,s) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en cuivre avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τA=1/ωA (---) et τB=1/ωB (---) 
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Figure 5.29 – Erreurs modifiées absolue (a) et relative (b) en échelle lin-log10 de la forme 
rationnelle par rapport à la forme fractionnaire dans le cas du cuivre, 
avec une résolution du capteur de 0.03K ; 
les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
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Figure 5.30 – (a) Réponses indicielles en échelle log10-log10 de la forme fractionnaire (....) et de 
la forme rationnelle (―) de la fonction de transfert H(x,s) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en fer avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
 
Figure 5.31 – (a) Réponses indicielles en échelle lin-lin de la forme fractionnaire (....) et de la 
forme rationnelle (―) de la fonction de transfert H(x,s) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en fer avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τA=1/ωA (---) et τB=1/ωB (---) 
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Figure 5.32 – Erreurs modifiées absolue (a) et relative (b) en échelle lin-log10 de la forme 
rationnelle par rapport à la forme fractionnaire dans le cas du fer, 
avec une résolution du capteur de 0.03K ; 
les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
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5.7 – Comparaison des réponses temporelles des formes fractionnaire et rationnelle 
d’un milieu fini 
5.7.1 – Réponses impulsionnelles 
Bien que la réponse impulsionnelle analytique exacte d’un milieu fini n’existe pas, on 
peut trouver une réponse limite en utilisant le développement en série entière de la fonction de 
transfert H(x,s,L) définie par l’expression (4.14) ; soit pour rappel : 
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Ainsi, la réponse impulsionnelle fractionnaire limite de la température, notée  LtxTimp ,,  
d’un milieu fini en x ≥ 0 est obtenue par transformée inverse de Laplace (TL-1) de sa fonction de 
transfert fractionnaire  LsxH ,, , soit : 
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où, pour rappel, 
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L’ordre de troncature QTimp de  LtxTimp ,,  est déterminé selon le même principe que 
celui de  LsxH ,,ˆ  dans le domaine fréquentiel de la section 5.3.2 ; ce principe étant : 
« le développement est tronqué à l’ordre QTimp = p quand la valeur relative du p
ème
 terme par 
rapport au premier terme (pour p0=0) atteint un seuil Rerr fixé a priori » ; à savoir : 
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  . (5.40) 
On note que le seuil Rerr est similaire à celui utilisé dans l’expression (4.30) dans la section 4.2.2, 
avec 0< Rerr <<1. Pour plus de précision, l’ordre de grandeur du seuil Rerr est majoré par une 
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autre erreur relative calculée dans la section 4.3.2 et reconsidérée dans le tableau 5.1 ; soit 
0.25%. On choisit alors à titre d’exemple pour le reste des simulations : 
 %001.0errR   . (5.41) 
L’ordre de troncature QTimp n’est pas primordial pour la programmation puisque la condition 
(5.40) est suffisante pour la détermination de la réponse limite. 
 
Quant à sa réponse impulsionnelle rationnelle, notée  LtxTimp ,,ˆ , elle est aussi obtenue 
par transformée inverse de Laplace (TL
-1
) de sa fonction de transfert rationnelle ),,(ˆ LsxH
(relation (5.5)), soit : 
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  . (5.42) 
 
La figure 5.33.a présente les réponses impulsionnelles en échelle log10-log10 de la forme 
fractionnaire (....) et de la forme rationnelle (―) de la fonction de transfert H(x,s,L) d’un milieu 
semi-infini, la synthèse étant faite pour un milieu fini en aluminium de longueur L = 20cm avec 
x = 2cm. 
 
La figure 5.33.b présente l’erreur relative de la forme rationnelle par rapport à la forme 
fractionnaire, où les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et 
τh=1/ωh (---). 
 
Les figures 5.34.a et 5.34.b présentent les mêmes réponses mais en échelle lin-lin. 
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Figure 5.33 – (a) Réponses impulsionnelles en échelle log10-log10 de la forme fractionnaire (....) 
et de la forme rationnelle (―) de la fonction H(x,s,L), la synthèse étant faite pour un milieu fini 
en aluminium avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
 
Figure 5.34 – (a) Réponses impulsionnelles en échelle lin-lin de la forme fractionnaire (....) et de 
la forme rationnelle (―) de la fonction H(x,s,L), la synthèse étant faite pour un milieu fini en 
aluminium avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τA=1/ωA (---) et τB=1/ωB (---) 
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5.7.2 – Réponses indicielles 
De la même manière, la réponse indicielle analytique exacte d’un milieu fini n’existe pas, 
mais on peut en trouver une réponse limite en adoptant la même méthode que celle de la section 
5.7.1 en utilisant le développement en série entière de la fonction de transfert H(x,s,L) définie par 
l’expression (5.43). La réponse indicielle fractionnaire de la température, notée  LtxTstep ,, , à un 
saut échelon d’amplitude U0 [en W/m
2
] en x ≥ 0 d’un milieu fini est alors obtenue par 
transformée inverse de Laplace (TL
-1
) du produit entre sa fonction de transfert fractionnaire et 
U0/s, soit : 
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Concernant l’ordre de troncature QTstep du développement (5.43), on considère 
exactement le même critère que pour QTimp ; soit : 
« le développement est tronqué à l’ordre QTstep = p quand la valeur relative du p
ème
 terme par 
rapport au premier terme (pour p0=0) atteint un seuil Rerr fixé a priori » ; à savoir : 
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  . (5.44) 
Quant à la réponse indicielle rationnelle, notée  LtxTstep ,,ˆ , elle est donnée par : 
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  . (5.45) 
 
Les figures 5.35.a (aluminium), 5.38.a (cuivre) et 5.41.a (fer) présentent les réponses 
indicielles en échelle log10-log10 de la forme fractionnaire (....) et de la forme rationnelle (―) de 
la fonction de transfert H(x,s,L) d’un milieu semi-infini à un saut échelon d’amplitude U0 = 10
6
 
W/m
2
, la synthèse étant refaite pour chacun des trois matériaux de longueur L = 20cm avec x = 
2cm. 
 
Les figures 5.35.b (aluminium), 5.38.b (cuivre) et 5.41.b (fer) présentent l’erreur relative 
de la forme rationnelle par rapport à la forme fractionnaire, où les droites verticales repèrent 
τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---). 
 
Les figures 5.36 (aluminium), 5.39 (cuivre) et 5.42 (fer) présentent les mêmes réponses 
mais en échelle lin-lin. 
 
Toujours à titre d’illustration avec la même résolution du capteur (0.03K), les figures 
5.37 (aluminium), 5.40 (cuivre) et 5.43 (fer) présentent les erreurs modifiées absolue (a) et 
relative (b) de la forme rationnelle par rapport à la forme fractionnaire. Là encore, sur l’intervalle 
temporel [τB=1/ωB ; τA=1/ωA], la précision est aux alentours de ±2%. 
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Figure 5.35 – (a) Réponses indicielles en échelle log10-log10 de la forme fractionnaire (....) et de 
la forme rationnelle (―) de la fonction de transfert H(x,s,L) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en aluminium avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
 
Figure 5.36 – (a) Réponses indicielles en échelle lin-lin de la forme fractionnaire (....) et de la 
forme rationnelle (―) de la fonction de transfert H(x,s,L) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en aluminium avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τA=1/ωA (---) et τB=1/ωB (---) 
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Figure 5.37 – Erreurs modifiées absolue (a) et relative (b) en échelle lin-log10 de la forme 
rationnelle par rapport à la forme fractionnaire dans le cas de l’aluminium, 
avec une résolution du capteur de 0.03K ; 
les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
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Figure 5.38 – (a) Réponses indicielles en échelle log10-log10 de la forme fractionnaire (....) et de 
la forme rationnelle (―) de la fonction de transfert H(x,s,L) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en cuivre avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
 
Figure 5.39 – (a) Réponses indicielles en échelle lin-lin de la forme fractionnaire (....) et de la 
forme rationnelle (―) de la fonction de transfert H(x,s,L) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en cuivre avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τA=1/ωA (---) et τB=1/ωB (---) 
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Figure 5.40 – Erreurs modifiées absolue (a) et relative (b) en échelle lin-log10 de la forme 
rationnelle par rapport à la forme fractionnaire dans le cas du cuivre, 
avec une résolution du capteur de 0.03K ; 
les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
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Figure 5.41 – (a) Réponses indicielles en échelle log10-log10 de la forme fractionnaire (....) et de 
la forme rationnelle (―) de la fonction de transfert H(x,s,L) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en fer avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
 
Figure 5.42 – (a) Réponses indicielles en échelle lin-lin de la forme fractionnaire (....) et de la 
forme rationnelle (―) de la fonction de transfert H(x,s,L) à un saut échelon d’amplitude 
U0= 10
6
 W/m
2
, la synthèse étant faite pour un milieu fini en fer avec L=20cm et x=2cm ; 
(b) Erreur relative de la forme rationnelle par rapport à la forme fractionnaire, où les droites 
verticales repèrent τA=1/ωA (---) et τB=1/ωB (---) 
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Figure 5.43 – Erreurs modifiées absolue (a) et relative (b) en échelle lin-log10 de la forme 
rationnelle par rapport à la forme fractionnaire dans le cas du fer, 
avec une résolution du capteur de 0.03K ; 
les droites verticales repèrent τb=1/ωb (---), τA=1/ωA (---), τB=1/ωB (---) et τh=1/ωh (---) 
 
 
5.8 – Conclusion 
 A l’issue de ce chapitre 5, nous disposons d’un modèle rationnel d’un milieu fini en vue 
de la validation temporelle en simulation d’un contrôleur robuste d’une boucle de régulation de 
température, étape ultime avant l’implantation du controleur et de sa validation temporelle en 
expérimentation. 
Dans ce travail, en l’absence de prise en compte de spécifications concernant le cahier 
des charges de la commande, en particulier en ce qui concerne la rapidité à travers la fréquence 
au gain unité en boucle ouverte, notée u, la qualité des réponses du model rationnel est 
essentiellement appréciée sur l’intervalle fréquentiel [A ; B], ou encore, compte tenu de la 
dualité temps-fréquence, sur l’intervalle temporel [B = 1/B ; A = 1/A]. Les résultats obtenus, 
en particulier pour l’aluminium et le cuivre, sont satisfaisants, d’autant plus que les écarts entre 
les formes fractionnaire et rationnelle, inévitables en dehors de l’intervalle considéré (fréquentiel 
[b ; h] ou temporel [h = 1/h ; b = 1/b]), peuvent être pris en compte en tant 
qu’incertitudes dans le cadre d’une Synthèse Fréquentielle de Commande Robuste (SFCR). 
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Conclusion générale et perspectives 
L’interprétation et la discussion des principaux résultats présentés dans ce mémoire de 
thèse font l’objet de la conclusion. 
Le Chapitre 1 constitue un tutorial en matière de Systèmes à Dérivées Non Entières 
(SDNE) dans la mesure où il est consacré aux définitions et aux interprétations de l’opérateur 
intégro-différentiel non entier. Les exemples d’intégrateurs non entiers présentés, aussi bien dans 
le cadre des systèmes à paramètres distribués, que dans celui des systèmes à paramètres 
localisés, permettent de mettre en évidence le fait que les SDNE ne sont pas issus seulement 
d’une volonté de généralisation des Systèmes à Dérivées Entières. Enfin, les principales 
méthodes de synthèse d’un intégrateur non entier sont présentées dans un contexte général. 
Le Chapitre 2 propose, dans le cadre d’un milieu semi-infini homogène en régime forcé 
avec conditions initiales nulles, une analyse fine d’abord en surface où le phénomène d’effusivité 
thermique est dominant, puis en profondeur où le phénomène de diffusivité thermique est 
fondamental. Sur la forme, cette analyse se démarque de celles traditionnellement faites par les 
thermiciens en raison de sa déclinaison dans les trois domaines symbolique, fréquentiel et 
temporel. Enfin, l’influence des propriétés thermiques du matériau sur les comportements en 
surface (x = 0) et en profondeur (x > 0) est étudiée et illustrée à l’aide de trois matériaux, à savoir 
le fer, l’aluminium et le cuivre. 
Le Chapitre 3 s’inscrit dans la continuité du précédent en analysant l’influence du 
caractère fini du milieu. En effet, le milieu semi-infini ne peut constituer a priori qu’un 
modèle d’analyse, mais en aucun cas un modèle de validation d’une manière générale. 
Ainsi, la démarche d’analyse développée au chapitre 2 est reconduite en se focalisant plus 
particulièrement sur l’influence de la dimension finie L du milieu sur les comportements en 
surface et en profondeur. Les conditions pour lesquelles un milieu fini (bien réel) peut être 
approximé par le modèle d’un milieu semi-infini (de degré de complexité plus faible) sont 
alors précisées. 
Le chapitre 4 présente la démarche mise en œuvre pour l’obtention des formes 
rationnelles nécessaires pour la simulation temporelle du modèle de validation. Ainsi, la 
méthode d’obtention de la forme rationnelle du semi-intégrateur présent dans les fonctions de 
transfert des milieux semi-infini et fini est développée. A partir de la nature du matériau et de la 
longueur L du milieu, toutes les étapes nécessaires à l’obtention des paramètres de la forme 
rationnelle sont précisées. Enfin, une étude comparative de trois méthodes d’obtention de la 
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forme rationnelle de l’exponentielle complexe est proposée, mettant en évidence l’intérêt d’un 
développement en série de Maclaurin des fonctions hyperboliques. 
Enfin, le chapitre 5 présente les formes rationnelles des fonctions de transfert des 
milieux semi-infini et fini dont les réponses fréquentielles sont comparées, dans un premier 
temps, à celles de la forme fractionnaire du milieu fini caractérisé par sa longueur L et par la 
nature de son matériau. Ensuite, une étape intermédiaire est proposée afin d’apprécier 
localement la qualité des réponses temporelles des formes rationnelles des principaux termes (le 
semi-intégrateur et l’exponentielle complexe) du modèle global, et ce comparativement à celles 
de leurs formes fractionnaires. Enfin, les réponses temporelles des formes rationnelles des 
modèles des milieux semi-infini et fini qui constituent la finalité de ce mémoire, sont présentées, 
permettant ainsi d’apprécier globalement la qualité des réponses. 
 
Les perspectives à moyen terme s’inscrivent directement dans la continuité des travaux 
en cours. 
Ainsi, en matière de synthèse d’un intégrateur d’ordre non entier telle que définie au 
chapitre 1 et dans le cadre de la simulation numérique temporelle des SDNE, une première 
perspective est de faire une étude comparative entre l’approche fréquentielle qui repose sur une 
distribution récursive de pôles et de zéros, et l’approche temporelle qui s’appuie sur une 
discrétisation modale de la représentation diffusive, et ce afin de mieux mettre en évidence 
l’intérêt et les limites de cette dernière approche. 
Une deuxième perspective est de confronter les simulations et les mesures afin d’établir 
les domaines de validité des hypothèses faites pour l’obtention des modèles de connaissance 
telles que définies dans les paragraphes 2.2 et 3.2 Modélisation. En particulier, la prise en 
compte de la résolution des capteurs, et plus généralement la résolution de la chaîne 
d’acquisition, est un point essentiel. Cette confrontation simulation/expérimentation doit 
permettre un recalage des modèles et faciliter la définition des incertitudes nécessaire dans le 
cadre d’une Synthèse Fréquentielle de Commande Robuste (SFCR). 
Enfin, une extension de ce travail est l’étude des phénomènes de diffusion thermique 
dans un milieu poreux constitué de billes d’un même matériau (acier par exemple) et de même 
diamètre, l’ensemble étant enfermé dans un tube soumis à un flux thermique à l’une de ses 
extrémités. 
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Titre : Modélisation des phénomènes de diffusion thermique dans un milieu fini homogène 
en vue de l’analyse, de la synthèse et de la validation de commandes robustes 
Résumé : 
Les travaux de cette thèse concernent l’étude des phénomènes de diffusion thermique en vue de 
disposer de modèles de connaissances (approche boîte blanche) pour l’analyse, la synthèse 
fréquentielle et la validation temporelle de commandes robustes. La Partie 1 composée du 
chapitre 1 se focalise sur les définitions et les interprétations de l’opérateur intégro-différentiel 
non entier. La problématique de la simulation, dans le domaine temporel, des SDNE est précisée. 
La Partie 2 intitulée "Etude analytique" regroupe deux chapitres dont l’objectif est de faire une 
analyse fine des comportements d’ordre non entier, d’abord dans un milieu semi-infini (chapitre 
2), puis dans un milieu fini (chapitre 3). La Partie 3, intitulée "Simulation numérique des 
réponses temporelles" regroupant deux chapitres (4 et 5), a pour finalité la mise en œuvre de la 
partie « Procédé thermique » (modèle de validation d’un milieu fini) d’un simulateur des 
réponses temporelles d’une boucle de régulation thermique. 
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Title : Modelling the thermal diffusion phenomena in a finite homogeneous medium in view 
of the analysis, the synthesis and the validation of robust commands 
Abstract : 
The work of this thesis concerns the study of the thermal diffusion phenomena to have a model 
(white box approach) for the analysis, the frequency synthesis and the time validation of robust 
commands. The Part 1 composed of chapter 1 focuses on the definitions and the interpretations 
of the integro-differential non-integer operator. The simulation problem in the time domain of 
the fractional differential systems is specified. Part 2 entitled "Analytical Study" includes two 
chapters whose objective is to make a detailed analysis of the fractional order behavior, first in a 
semi-infinite medium (chapter 2), then in a finite medium (chapter 3). Part 3, entitled 
"Numerical simulation of time responses" combining two chapters (4 and 5), aims the 
implementation of the "thermal process" plant (model validation of a finite medium) of a 
simulator of the thermal control loop time responses. 
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