We first illustrate in detail how Activity Index (AI) is formalized. Then, we discuss the three 27 properties of AI more rigorously.
28
Definitions and mathematical formula of AI 29 We first introduce notations. Denote the data by ( ) = { 1 ( ), 2 ( ), 3 ( )} ( = 1,2, . . . , ),
30
where is the length of the accelerometer time series for Participant . Let denote the sample 31 rate ( = 30Hz in our study) and be the window size of raw data to be summarized into one 32 AI measure, where ≥ (windows size is no less than the sample rate). Thus, we limit the 33 smallest window length to calculate AI (i.e., epoch length) to be 1-second. Define ( ; ) = 34 { 1 ( ; ), 2 ( ; ), 3 ( ; )} to be the standard deviation function for data from a time interval
35
of length starting at time . More specifically,
( 1)
37
As described in the main text, the 2 ( ; ) are axis-and participant-specific moving variance 38 that characterize the variation of acceleration along each axis in the window of length H starting 39 at t. We then introduce ̅ as the systematic standard deviation when the device is placed steady
40
(not moving). Formally, for every ⁄ ∈ ℤ,
42
where stands for collection of time points during which the device is considered steady.
43
Constraint ⁄ ∈ ℤ guarantees ( )'s are only computed at time point which is a multiple of
44
, so that |{ ∈ ⁄ ∈ ℤ}| is the number of complete epochs (of length ) in . Usually,
45
can be specified by the users themselves, and examples include the time period during which the accelerometer is placed on the respectively.
56
Note that the ( ; ) is related to, but different from the original AI0 defined by
58
where ̅′ is the systematic noise on each axis computed using the inactive time period, which 59 depends on choosing a threshold for the distribution of AI0 in all epochs. The main differences 60 between the original and new AIs are how the systematic noise variance is calculated and how 61 signals from three axes are combined. As will be shown below, compared to the original AI0, the 62 new AI has a few advantages, including ease for implementation especially in large-scale studies
63
and nice mathematical properties such as additivity and rotational invariance.
Easy implementation

66
As discussed in Bai et al. (2014) , the original AI0 depends on the choice of a threshold to 67 determine whether a participant was active or not in each second to calculate the systematic 68 noise ′ ( ; ). Although 0 ( ; ) was shown not to vary too much with , this process was 69 tedious and infeasible in large scale studies and might not lead to an AI0 comparable across 70 different studies. In contrast, Equation (S2) implies that ̅ is determined using "non-wear 71 periods", which could easily be identified either by existing algorithms, by pilot studies or via 72 participants' self-annotations.
73
Additivity
74
Additivity of ( ; ) could be formalized as follow. First, let = and calculate second- 
79
Rotational Invariance
80
In this section we formally prove the rotational invariance of ( ; ). This property is 81 achieved by i) replacing axis-specific ̅ 1 , ̅ 2 and ̅ 3 in (S5) with one single ̅ as in (S3) 
