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Abstract 
Transitive sets of subspaces of a vector space over a finite field under extended symplectic, 
unitary and orthogonal groups are determined and their cardinals are computed. The number 
of subspaces in a transitive set contained in a given subspace of the ordinary symplectic, unitary 
or orthogonal geometries is also computed. These numbers have obvious applications in block 
designs. 
1. The symplectic case 
Let F, be the finite field with q elements, where q is a power of a prime. 
Put 
K,= 
where 
The set of (2v+l) x (2v+ 1) nonsingular matrices T over Fq satisfying 
TK,T’= K,, 
(1) 
(2) 
where T’ denotes the transpose of T, forms a group called the extended symplectic 
group and denoted by Sp zV+l, JFq). For I=O, it reduces to the ordinary symplectic 
group Sp,,, JFq)= Sp,,(F,J. It can readily be verified that SpzV+r, JFq) consists of all 
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nonsingular matrices of the form 
T= (‘;I ;;:) :” (4) 
2v 1 
where T,,KT;,=K and T,, is nonsingular. First, we compute the order of 
SP 2v+~v(Fq). 
Theorem 1.1. 
ISP 2V+I,V(~q)l= fi (qzi-I) h (qi_I)q~‘+2vl+~(~-1)12, 
i=l i=l 
Proof. In fact, 
ISP ~~+I,~~~~~I=I~P~~~~~~~I~~I~~~~~~~~~~ 
We know from [l] that 
I SP~,(F,)I = fi k2’- W’, lGL,(F,)j= k (qi-l)q’(‘-‘)‘2. 
i=l i=l 
Hence the theorem follows. 0 
Let V2,+l(F,) be the (2v+ l)-dimensional space of row vectors over Fq, P be an 
m-dimensional subspace of V2y+I(Fq), and ui, . . . , o, be a basis of P, where ul, . . . , u, 
are vectors in V ,,+,(F,). We always use the m x (2v + I) matrix 
to represent the subspace P and write 
01 
P= ‘i’ i4 VW8 
That is, we use the same letter P to denote the matrix representing the subspace P. 
Note that the matrix representing an m-dimensional subspace is an m x (2v + 1) matrix 
of rank m and two m x (2v + 1) matrices P and Q, both of rank m, represent the same 
m-dimensional subspace if and only if there is an m x m nonsingular matrix A such 
that 
P=AQ. 
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Our next goal is to study how the subspaces of V,,+,(F,) are subdivided into 
transitive sets under the extended symplectic group SP~~+~,~(FJ. 
An m-dimensional subspace P of VZV + l(F,) is said to be of type (m, s), if PK,P’ is 
congruent to 
M(m, s) = 
0 1 w 
-z(s) 0 
@m-W 
(5) 
Denote the set of all subspaces of type (m, s) in V *“+*(Fq) by M(m, s; 2v+I, v). For the 
ordinary symplectic geometry, i.e. the case 1= 0, &!(m, s; 2v + 0, v) is simply &(m, s; 2v) 
which has been studied previously in [4]. 
Let ei (16 i < 2v + I) be the row vector in V 2,,+l(Fq) whose ith coordinate is 1 and all 
other coordinates are zero. Denote by E the l-dimensional subspace of V,,+,(F,) 
generated by e 2V+~, e2v+2, . . . . e2”+l. An m-dimensional subspace P of V,,+,(F,) is 
called a subspace of type (m, s, k) if 
(i) PK,P’ is congruent to M(m, s), and 
(ii) dim(Pr\E) = k. 
Denote the set of all subspaces of type (m, s, k) in V2,+l(Fq) by M(m, s, k; 2v+l, v). 
We can then prove the following theorem. 
Theorem 1.2. A!(m, s, k; 2v+l, v) is a transitive set of suhspaces under SP,,+~,,(FJ. 
Proof. Clearly, A’(m, s, k; 2v + 1, v) is invariant under SP~,,+~, ,,(F,J. Now let P and Q be 
any two subspaces in A!(m, s, k; 2v + 1, v). We can assume that P and Q are represented 
by 
P= (‘d’ ;;I) m;k, Q= (gdl ;;I) m;k, 
2v 1 2v 1 
where rank P ll=rankQ,,=m-k, rankP,,=rankQ,,=k, P1,KP;,=Q,,KQ;l= 
M(m-k, s). Thus PII and QI1 are subspaces of the same type (m-k, s) in V,,(F,). 
Therefore there is a sympletic matrix T,,ES~,,(F,) such that PII =QIIT,,. 
On the other hand, PzZ and Q22 are subspaces of rank k in V,(F,) and hence there is 
a nonsingular matrix T,,EGL~(FJ such that P22=Q22T22. But 
and 
Q,"'), 
22 
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Hence, without loss of generality, we can assume that 
Q= r;’ ::I) m;k, 
2v 1 
Since PI I is an (m-k) x 2v matrix of rank m-k, we can find a 2v x 1 matrix X such 
that 
Put 
P,,X=P,,-Q,,. 
2v 1 
then T,ES~,,+,,.(F,J and QT,=P. W e have thus completed the proof of 
Theorem 1.2. 0 
Now putting 
N(m, s, k; 2v + 1, v) = 1 dz’(m, s, k; 2v + 1, v) 1, 
we want to compute N(m, s, k; 2v + 2, v). Clearly, for k > I, N(m, s, k; 2v + 1, v) = 0. Thus 
we assume that k<l in the following. 
Let P be a subspace of type (m, s, k). We may take 
2v 1 
to be a representative of the subspace P, where 
rank P,,=m-k, rank Px2 = k, PllKPil= M(m-k, s). 
Thus, 
2sdm-k<v+s. 
It follows that subspaces of type (m, s, k) exist if and only if 
max(O,-v-s+m)<kkmin(1, m-2s). 
Now we can state the following result. 
Theorem 1.3. Let max(O, -v-s+m)<k<min(l, m-2s). Then 
N (m, s, k; 2v + 1, v) = rIr=,+,- 
m+k+l(+~),f+k+l (4-l) 
n;=, (42i-1)11~=-~-2s(qi-1)nl~=1(4i-1) 
(7) 
xq Zs(v+s-m+k)+(m-k)(l-k) (8) 
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Proof. Denote by n(m, s, k; 2v + I, v) the number of m x (2v + I) matrices of the form (6) 
satisfying (7). Then 
n(m, s, k; 2v+I, v)=n(m-k, s; 2v)qcmdk)‘n(k, 1), 
where n(m - k, s; 2v) denotes the number of (m-k) x 2v matrices P, 1 of rank m-k 
which satisfy PI 1 KP; 1 = M(m - k, s) and n(k, 1) denotes the number of k x 1 matrices of 
rank k. Clearly, 
n(m-k, s; 2v)= 1 Sp,_k,s(Fq)I N(m- k, s; 2v), 
where N(m - k, s; 2v) = 1 d(m- k, s; 2v) 1 denotes the number of (m - k)-dimensional 
subspaces in V,,(F,) of type (m-k, s), and we have 
n(k, 1) = n (qi - 1) qkck- I)“. 
i=I-k+l 
Hence 
n(m, s, k; 2v + I, v) = ) Sp, - k, ,(P,)) N(m - k, s; 2~) 
x fi (qi_ l)q(m-k)l+k(k- 1)/z, 
i=l-k+l 
Now suppose that m x (2v + I) matrices 
P= (a’ ;::) m;k, Q= (gd, “,::) “ik, 
2v 1 2v 1 
(9) 
where rankPI1=rankQII=m-k, rankP22=rankQ22=k, P11KP;1=Q11KQi1= 
M(m - k, s), represent the same subspace. Then there is an m x m nonsingular matrix 
T such that P= TQ. Thus T is necessarily of the form 
m-k k 
where both T1 1 and T,, are nonsingular. From P,lKPii = QllKQ;, = M(m- k, s) 
and PII = TllQll, it follows that 
T,,M(m-k,s)T;,=M(m-k,s). (11) 
The set of (m-k) x (m-k) nonsingular matrices T,, satisfying (11) is the extended 
symplectic group Sp,_k,s(P,$ All nonsingular m x m matrices T of the form (10) in 
which T1 1 satisfies (11) form a group, denoted by G. Then 
~Gl=~Sp,-k,s(~q)~~GLk(~q)~~‘m-k’k~ 
Consequently, 
n(m, s, k; 2v+I, v)=(GIN(m,s, k; 2v+1, v) 
=ISpm-k,s(P,$ )G&(Pq)lN(m, S, k; 2v+l, V)q’m-k’k. (12) 
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From (9) and (12), we deduce 
N(m-k, s; 2v) l 
N(m’s’ k’ 2v+” ‘)= lGL,(F,)I i=,_k+l l-I 
(& l)q(m-k)(l-k)+k(k- 1)/z 
We known from [4] that 
N(m-k, s; 2v)= 
Hence we have (8). q 
Now we put 
N(m,s;2v+l,v)=(A(m,s;2~+1,v)l. 
Then we have the following. 
Corollary 1.4. Let max(O, -v-s+m)<min(l, m--s). Then 
min(l,m-2s) 
N(m, s; 2v + 1, v) = c N(m, s, k; 2v + 1, v), 
k=max(O, --v-s+m) 
where N(m, s, k; 2v + 1, v) is given by (8). 
Finally, we apply the above Anzahl theorem to obtain an Anzahl theorem in the 
ordinary symplectic geometry. 
Let V,,(F,) be the 2v-dimensional row space on which the ordinary symplectic 
group Sp,,(F,) acts. An m-dimensional subspace P of VZV(Fq) is said to be of type (m, s) 
if PKP’=M(m, s). Clearly, m32s. Let P be a fixed subspace of type (m, s) in V,,(F,). 
Denote by A(ml, sl, m; s, 2~) the set of subspaces of type (ml, sl) contained in P. Put 
N(ml,sl;m,s;2v)=~~(ml,s,;m,s;2v)~. 
It is clear that N(m,, sl; m, s; 2v) is independent of the particular choice of the subspace 
P of type (m, s). This leads to the following theorem. 
Theorem 1.5. Let 2s,<mdv+s auf max(O, -s---s1 +mi)<min(m-2s, m, -2s,), then 
min(m- 2s, ml - 2s~) 
N(ml,sl;m,s;2vj= c 
k=max(O, ps-sl+m~) 
x4 
2s~(s+s,-m~+k)+(ml-k)(m-2s~k) 
Proof. We choose a fixed subspace P of type (m, s) such that 
PKP’ = M(m, s). 
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Let PI be the subspace of type (ml, sl) contained in P. PI, being a subspace of P can 
be represented by a ml x m matrix Pi of rank m, and then Pi, being a subspace of 
V,,(F,), is represented by the ml x 2v matrix PIP. We may assume 
i.e. 
P,PKP’P; = M(mI, sl), 
P,M(m, s)P;=M(m,, sl), 
Hence Theorem 1.5 follows immediately from the above corollary. 0 
2. The unitary case 
We first introduce the extended unitary group. For every a~ F,+ define ii = a4. Put 
I, = 
I@) 0 ( ) 0 ($1 . (13) 
The set of (n + 1) x (n + 1) nonsingular matrices T satisfying 
TI,T’=I, (14) 
where T’ denotes the conjugate transpose of T, forms a group called the extended 
unitary group and denoted by U,,,, n (Fq2). For 1= 0, it reduces to the ordinary unitary 
group U,,n(Fq~)= U,(F+). It can readily be verified that U,+,,.(Fq2) consists of all 
(n + 1) x (n + I) nonsingular matrices of the form 
T= (‘b’ ;:) 7, (15) 
n 1 
where T1 1 r; 1 = I’“‘. Thus Tz2 is also nonsingular. Parallel to Theorem 1.1 we have the 
following result. 
Theorem 2.1. I U n+l,n(Fq2)I=n;=, (qi-(-l)‘)flf=, (q2i-l)q2nl+l(l-1)+n(“-1)‘2. 
Proof. Similar to the proof Theorem 1 .l. 0 
An m-dimensional subspace P of V,,,, n (F+) is said to be of type (m,r) if Pl,p’ is 
congruent to 
(16) 
Denote the set of subspaces of type (m,r) in V,+I,, (Fql) by di’(m, r; n+ 1, n). For the 
ordinary unitary geometry, i.e. the case 1 =O, d(m, r; n+O, n) is simply A’(m, r; n), 
which was studied previously in [S]. 
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Let E be the subspace of V,,,,, ,,(F,z) generated by e,+ 1, enC2, . . . , e,+[. An m- 
dimensional subspace P of V, + 1, n (F,z) is called a subspace of type (m, r, k), if 
(i) PZ,p’ is congurent to M(m, r), and 
(ii) dim(PnE) = k. 
Denote the set of all subspaces of type (m, r, k) in Vn+l,,,(Fq~) by A’(m, r, k; n+ 1, n). 
Parallel to Theorem 1.2, we have the following result. 
Theorem 2.2. 4(m, r, k; n + 1, n) is a transitive set of subspaces under Untl, “(Fq2). 
Proof. Similar to the proof of Theorem 1.2. q 
Now put 
N(m, r, k; n+l, n)=lA(m, r, k; n+l, n)l. 
We want to compute N(m, r, k; n + 1, n). Clearly, for k > 1, N(m, r, k; n + 1, n) = 0. Thus 
we now assume kdl. 
Let P be a subspace of type (m, r, k). We may take 
to be a representative of the subspace P, where 
rank PII =m-k, rank Pzz = k, P1lP;l =M(m-k, r). 
Thus 
r<m-k, n+r-2(m-k)>O. 
It follows that subspaces of type (m, r, k) exist if and only if 
(18) 
max 0, ( -n-r+2m 2 <kkmin(l,m-r). 
Parallel to Theorem 1.3, we have the following result. 
Theorem 2.3. Let 
-n-r+2m 
1 
6 k 9 min (1, m - r), 
Then 
k; n+y n)= ns=n+r- 
z,+Zk+l(qi-(-l)i)nf=,_,+,(4i--1) 
’ n;=,(q’-(- l)‘)~~~-~-‘(+l) nfE1 (q2’-1) 
x4 
r(n+r-Zm+Zk)+2(m-k)(l-k) 
(19) 
Now put 
N(m, r; n+l, n)=lAf(m, r; n+l, n)]. 
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Then we have the following results. 
Corollary 2.4. Let 
max 0, ( -n-r+2m 2 ) d min(l, m-r). 
Then 
min(l,m-r) 
N(m,r;n+l,n)= c N(m, r, k; n + I, n), 
k=max(O[(-n-r+Zm+1)/2]) 
where N(m, r, k; n+ 1, n) is given by (19). 
We are now going to deduce an Anzahl theorem in the ordinary unitary geometry 
from the above corollary. 
Let V,(F,Z) be the n-dimensional row space on which the ordinary unitary group 
U,(Fqz) acts. Let P be a fixed m-dimensional subspace of type (m, r) in V,(F+). Denote 
by &!(mr, r,; m, r, n) the set of subspaces of type (ml, rl) contained in P. Put 
Nh, rl; m, r, n)=IAbl,rl; m, r, 41. 
It is clear that N(m,, rl; m, r, n) is independent of the particular choice of the subspace 
P of type (m, r). Parallel to Theorem 1.5, we deduce the following result from the above 
corollary. 
Theorem 2.5. Let 
r<m, n+r-2m30, 
max 0, ( -r-r1 +2m, 2 1 dmin(m-r, ml-r,), 
then 
N(ml, rl; m, r; n) 
min(m-r,ml-rl) 
= c rIL+r, -2ml+2k+l(qi-(-1)‘)n~~-l-k+,(q’-1) 
k=max(O,[(-r-rt+2ml+1)/2]) 
n?,(q’-(- l)‘)fl;;;k-“(q2’-1) n;=, (q2’-1) 
xq r,(r+rl-2mt+Zk)+2(ml-k)(m-r-k) 
3. The orthogonal case (characteristic 22) 
In this section we assume that q is a power of an odd prime. Choose a fixed 
nonsquare element z in Fq. 
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Now put 
se= 0 ( S 
2v+6 
0 ) 2vf6 0”’ 1 ’ 
where 
S = M(2v + 6, 2v + 6, v, A), 
, where r=l or z if r=l, 
, where r= 
6=0,1 or 2 and 
disappears if 6=0, 
1 0 I! ) 0 -z if 6=2. 
The set of all (2v + 6 + 1) x (2~ + 6 + 1) nonsingular matrices T satisfying 
TS,T’ = S, 
forms a group called the extended orthogonal group and denoted by 
0 2”+a+l,2v+&v,d(~q~~ or simply O,,,+,+,,,(F,). Clearly, 02V+d+l,d(Fq) consists of all 
(2v + 6 + 1) x (2v + 6 + I) nonsingular matrices of the form 
T= (;l ;=) 2v:ii, 
2v+6 1 
where T1 1 M(2v + 6,2v + 6, v, A) Ti 1 = M(2v + 6, 2v + 6, v, A) and T2, is a nonsingular. 
Parallel to Theorem 1.1, we have the following result. 
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Theorem 3.1. 
Assume now that the group 02V+d+l,d (F,) acts on the (2v+6+ Q-dimensional 
row space V2V+d+l (F,). An (m+r)-dimensional subspace P of V,,+,+,(F,) is said 
to be of type (m+z, 2s+t, s, I’; 2v+6 +l, 2v+6, v, A), if P&P is congruent to 
M(m+ q2s + r, s, r). Denote by &(m + z, 2s + z, s, r; 2v + 6 + I, 2v + 6, v, A) the set of 
subspaces of type (m + T, 2s + z, s, r; 2v + S + 1,2v + 6, v, A) in V2v+b + ,(F,) and put 
N(m+z, 2s+z, s, r; 2v+S+l, 2v+6, v, A) 
=jJlt(m+z, 2s+r, s, r; 2v+6+1,2v+6, v, A)l. 
Denote by E the subspace of V,,+,+,(F,) generated by e2,,+6+l,e2V+d+2, ... e2V+s+1. 
An (m+z)-dimensional subspace P of V2V+6+1 (F,) is said to be of type 
(m+z,2s+t,s,r,k;2v+6+I,2v+6,v,A)if 
(i) P&P’ is congruent to M(m+r, 2s+r, s, r), and 
(ii) dim(PnE)=k. 
Denote by &‘(m + r, 2s + r, s, r, k; 2v + 6 + 1,2v + 6, v, A) the set of subspaces of type 
(m+z, 2s+t, s, l-, k;2v+6+1,2v+6, v, A). 
Theorem 3.2. .&(m + z, 2s + z, s, r, k; 2v + 6 + 1, 2v + 6, v, A) is a transitive set of 
subspaces of I/,,+,+#,) under %+J+,,,(F,). 
Put 
N(m+z, 2s+z, s, r, k; 2v+6+1,2v+6, v, A) 
=jJZ(m+z, 2s+z,s, r, k; 2v+6+1,2v+6, v, A). 
Then parallel to Theorem 1.3 we have the following result. 
Theorem 3.3. Let 
min(1, m - 2s) 3 k 
3 
i 
max(O, -v-s+++max(z-6,O)) $z#b or z=6 and T=A, 
max(O, -v-s+m+l), ift=6=1 but T#A. 
Then 
N(m+q 2s+qs, Z-, k; 2v+6+1,2v+& v, A) 
=N(m-k+z,2s+z,s,r;2~+6,A). 
flf+k+1(4- 1) 
n;z, (#_ 1) q(l-k)(m-k+i)? (20) 
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where N(m - k + T, 2s + z, s, r; 2~ + 6, A) is the number of subspaces of type (m-k + z, 
2s+~, s, r) in Vz,,+,(Fq) and is given by 
N(m-k+r,2s+r,s, r; 2v+6, A) 
x4 
2s(v+s-m+k)+s(6-t)-r(m-k+2s) nO(m-k+z, 2s+z, s, r; 2v+6, A), 
in which 
nO(m - k, 2s s, r; 2v + 6, d) = 1, 
r (4 v+s-m+k -l)q”_“-1 if 6=0, 
(4 v+s-m+k_ 1) q”-s 
nO(m-k+l,2s+Ls,C2v+&4= (qv+s-,,,+k_l)qv-s 
i 
if 6=1, r#A, 
if 6=1, T=A, 
(4 
v+s-m+k+l+l)qv-s f 6=2, 
nO(m-k+2, 2s + 2, s, r; 2v + 6, A) 
(4 v+s-m+k-1_1)(qv+s-m+k_1)q2(v-s)-2 $ 6=0, 
= (4 ! 
v+s-m+k_ l)(qv+s-m+k+ 1)~2(v-s)-1 
if 6=1, 
(4 
vfs-m+k+ l)(qv+s-m+k+l+l)q2(v-s) if 6=2. 
Corollary 3.4. Under the hypothesis of Theorem 3.3, 
N(m+z, ~s+z, S, r; 2~+6+1,2~+6, V, A) 
=c N(m+r, 2s+r, s, r, k; 2~+6+1,2~+6, V, A), 
k 
where N(m + z, 2s+ T, s, r, k; 2v + 6 + 1, 2v + 6, v, A) is given by (20) and the summation 
range of k is 
min(l, m - 2s) 3 k 
a 
max(O,-v-s+m+max(r-&O) if z#6 or ~=6 and r=A, 
max(O,-v-s+m+ 1) ifr=6=1 and r#A. 
Parallel to Section 1, we apply the above corollary to obtain an Anzahl theorem in 
ordinary orthogonal geometry. 
Let V2V+d(Fq) be the (2v + @-dimensional row space on which the ordinary ortho- 
gonal group 02”+6 (F,) acts. An (m + r)-dimensional subspace P of VZy+6(F,) is said to 
be of type (m + z, 2s + Z, S, r), if PM(2v + 6,2v + 6, V, A)P’ = M(m + z, 2s + z, s, r). Let 
Pbeafixedsubspaceoftype(m+z,2s+z,~,r).Denoteby~(m~+~~,2s~+z~,s~,T~; 
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m+z,2s+qs,r;2~+6,d) the set of subspaces of type (rq+z,, 2sI+zl, sl, r,) con- 
tained in P. Put 
N(ml+z,,2sl+~,sl,rl;m+zl,2s+z,s,r;2v+6,d) 
=lJd;e(~l+~,, 2SlSZ,, Sl, r1; m+z, 2s+z, s, r; 2v+6, A)(. 
Then we deduce the following result from the above corollary. 
Theorem 3.5. Let 
2sbmb 
v+s-max(t-6,O) ifzffi or z=6 and r=A 
v+s-1, ifz=6=1 but r#A, 
and 
min(m-2s, ml -2~~) 
> 
i 
max(O,-s-sI+mI+max(zI-z,O)) $ z,#r, or ~~=z and r,=r, 
max(O, -s-s1 +mI + 1) ifzl=z=l but r,#r. 
Then 
N(ml+zl,2sI+zl,sl, rI;m+z,2s+z,s,r;2v+6,A) 
c rIl=s+sl- m,+k+l(qi-1)(4i+r--+1).n~=-~~Zs_k+1(qi-1) = 
k n;?l(q'-l).n;'+Orl-l (qi-l).n~=~k-2s’(qi-l).n:=,(q’-1) 
x4 
2sl(s+s,-m~+k)+s~(r-r~)-r~(mt-k-2s~)+(m-2s-k)(m~-k+r~) 
xno(m,-k+2,,2sl+~,,sl,rl;2s+~,r), 
where the summation range of k is 
min(m-2s, ml -2sl)> k 
> 
i 
max(O,-s-sI+ml+max(zl-t,O)) if’z,#z, or zl=z and r,=r, 
max(O,-s-sI+ml+l) if~~=~=l but r,zr, 
and 
nO(ml-k, 2sI, sl, rl; 2s+z, r)=l, 
no(ml-k+l,2sl+1,sl,rl;2s+z,r) 
I 
(qs+sl-ml+k_ s ~1-1 if z=o, 
= (q 
s+s, -m, +k+::llq:-s, if 4, r,=r, 
(qs+sl-ml+k_l)qs-sl 
if ~=i, r, fr, 
(4 s+sl-ml+k+l+l)qs-s~ if T=2, 
no(mI-k+2,2sl+2,sl,rl;2s+z,r) 
(qs+sl-ml+k-l_l)(qs+sl-ml+k_l)q2(s-sl)-2 q z=o, 
(qs+s~-ml+k_l)(qs+sl-ml+k+l)q2(s-s1)-l 
if z=l, 
(4 
s+s~-m~+k+l)(qs+s~-m~+k+l+l)q2(s-s~) 
if 2=2. 
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4. The orthogonal case (characteristic 2) 
In this section we assume that q is a power of 2. Choose an element CL in Fq such that 
E does not belong to the set {x2+x 1 XEF,). Then the 2 x 2 matrix 
x 1 
( 1 0 ‘@I 
is definite. 
Let r =O, 1 or 2 and 
i 
0 z(s) 
0 0 
o(m 2s) 
i 
0 I’“’ 
0 0 
M(m+z, 2s+r, s)= i I 0’” - 2s) 
( \ 1 
_! 
0 ICS) 
0 0 
cl 1 
OR 
@m 
if z=O, 
\ 
 
2s) r 
if r=l, 
if 2=2. 
Now put 
G,= ( G ;I,) “;‘, 
2v+s 1 
where 
G = M(2v + 6, 2v + 6, v), 
and 6 = 0, 1 or 2. The set of all (2~ + 6 + 1) x (2v + 6 + I) nonsingular matrices T satisfying 
TG,T’= G, 
forms a group called the extended orthogonal group and denoted by 
0 2v+b+l,2v+6,v(Fq), or simply 02,,+6+I(Fq). Note that for y1 x n matrices A and B, A=B 
means that A-B is an alternate matrix. 
Clearly, 02,+6+r(Fq) consists of all nonsingular matrices of the form 
T= (‘;I ;=) 2v;6; 
2v+6 1 
where TllGTil = G and T22 is nonsingular. Parallel to Theorem 3.1 we have the 
following. 
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Theorem 4.1. 
IO zv+6+dFq)l 
Jjlt4i_ 1) ‘Ifiil(,i+ 1) fI t4i__ 1) qv(v+a-1)+f(2v+6)+1(f-1)12 
i=l 
ifi(42i_1) h (qi_l)qy2+1(2v+6)+1(1-1)/2 if 6=1. 
i=l 
An (m+z)-dimensional subspace P of V,,+,+,(F,) is said to be of type 
(m + r, 2s + z, S; 2v + 6 + 1,2v + 6, v) if PG,P’ is congruent to M(m + z, 2s + r, s). In case 
6 = 1, the subspaces of type (m + 1,2s + 1, s; 2v + 1+ I, 2v + 1, v) are further divided into 
subspaces of type (m+1,2s+1,s,O;2v+1+1,2v+1,v) and (m+1,2s+l,s,l; 
2v + 1 + 1,2v + 1, v), corresponding to the cases that P does not contain or contains 
a vector of the form 
(0, . ..) 0, 1, *, . ..) *), 
ww 
2v I 
respectively. Thus, the type of a subspace can be written as (WI + r, 2s + r, s, F; 2v + 6 + I, 
2v + 6, v), where F = 0 or 1 when 6 = r = 1 and F disappears in all the other cases. 
Denote by M(m + r, 2s + r, s, F; 2v + 6 + 1, 2v + 6, v) the set of all subspaces of type 
(m+z, 2s+r, s, F, 2v+S+l, 2v+S, v) in V2V+6+I(Fq), and put 
~(m+r, ~s+z, S, r; 2~+6+1,2~+6, V) 
= 1 .A!(m + z, 2s + 7, s, r; 2v + 6 + I, 2v + 6, v) I. 
Denote the subspace of V,,+,+,(F,) generated by e2V+d+l, e2V+s+2, . .. . e2V+6+1 
by E. An (m+z)-dimensional subspace P of V,,+,+,(F,) is said to be of type 
(m + z, 2s + z, s, F, k; 2v + S + 1,2v + 6, v) if 
(i) P is of type (m+q 2s+z, s, F; 2v+6+1,2v+6, v) and 
(ii) dim(PnE)= k. 
Denote by A(m + z, 2s + z, s, F, k; 2v + 6 + 1,2v + 6, v) the set of all subspaces of type 
(m+s, 2s+r, s, F, k; 2v+S+l, 2v+S, v) in V,,+,+,(F,), and put 
N(m+t,2s+z,s,r,k;2v+S+1,2v+S,v) 
= 1 Af(m + T, 2s + Z, S, r, k; 2~ + 6 + 1,2v + 6, V) I. 
Then parallel to Theorems 1.2 and 3.2, we have 
Theorem 4.2. A(m + z, 2s + z, s, F, k; 2v + 6 + 1,2v + 6, v) is a transitive set of subspaces 
of I/;V+a+dFq) under 02,+6+dF,). 
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And parallel to Theorems 1.3 and 3.3, we have the following results. 
Theorem 4.3. Let 
Then 
where 
and 
min(l, m-2s)>k>max(O, -v-s+++max(z-6,O)). 
N(m+z, 2s+z, s, r, k; 2v+6+1,2v+6, v) 
=N(m-_k+z, 2s+z, s, I-; 2v+S) ‘b:ck+; (yI l’q(‘-k)(m-k+r), (21) 
I 1 4' 
1 
N(m-k+z, 2s+r, s, r; 2v+6) 
n~=“+s-m+k+l(qi-l)(qi+d-l+l) 
=n;=,(qi- 1) n;=+;-‘(qi+ 1) n;E-;-ZS(qi- 1) 
x4 
Zs(vfs-m+k)+s(d-r)-r(m-k-2s) n,(m-k+z, 2s+z, s, r; 2v+6), 
n,,(m-k,2s,s,r;2v+6)=1, 
no(m-k+l,2s+l,s,r,2v+6) 
I 
2(9 
vts-mtk 
2(9 
2b+s-m+~~;;~~-:-*s ; ;I;> rEo 
= 
&lm-k-2s, q+-1: cl: 
2(q 
v+s-m+ktl 
+ 1) q”_” if S=2, 
q,(m-k+2,2s+2,s, r; 2v+6) 
vts-m+k-l_l)(qvts-mtk_l)q2(v-s)-2 q&o, 
v+s-mtk_ l)(qv+s-m+k+ l)q2(v-s~)- 1 
if 6=1, 
v+s-m+k+ ~)(qv+s-mtk+l+l)q2(v-s) 
if 6=2. 
Corollary 4.4. Under the hypothesis of Theorem 4.3, 
N(m+s, 2s+z, s, r; 2~+6+1,2~+6, Y) 
=CN(m+?,2s+z,s,r,k;2~+6+1,2~+6,~), 
k 
where N(m + t, 2s + z, s, r, k; 2v + 6 + 1,2v + 6, v) is given by (21) and the summation 
range of k is 
min(l, m-2s)>k>max(O, -v-s+m+max(z-6,O)). 
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We now deduce from the above corollary an Anzahl theorem in ordinary ortho- 
gonal geometry of characteristic 2, i.e. the number of subspaces in a transitive set 
contained in a fixed subspace of the orthogonal geometry. First, recall the character- 
ization of transitive sets of subspaces in orthogonal geometry of characteristic 2. 
Let P be a subspace of V,,+,(F,) on which the ordinary orthogonal group O,,+d(Fq) 
acts. If PG P’ is congruent to M(m+ z, 2s~ z, s), P is said to be of type 
(m + T, 2s + z, s, r, 2v + 6), where r = 0 or 1 according to whether eZV + t belongs or does 
not belong to P when 6 = z = 1 and r has no meaning and may be dropped in all other 
cases. It is known [3] that the set &!(m+r, 2s+z, s, r; 2v+6) of subspaces of type 
(m + z, 2s + z, s, r; 2v + 6) forms a transitive set under the orthogonal group OZy +6(Fq). 
Let P be the fixed subspace of (m+~, 2s+z, s, r; 2v+6) in V,,+,(F,). Denote the 
set of subspaces of type (mr+zi, 2si+l- r, si, r,; 2v +6) contained in P by 
~(ml+zl,2~l+zl,sl,r~;m+~,2~+~+~,r;2~+6), and put 
~(m~+~,,2~~+z~,~~,r~;m+z,2~+z,~,r;2~+6) 
=(~(ml+zl,2sl+zl,sl,r~;m+z,2s+z,r;2v+6)l. 
We need the following lemma. 
Lemma 4.5. In the (2v + 1)-dimensional orthogonal geometry over a jinite jeld Fq of 
characteristic 2, subspaces of types (m, 2s, s; 2v + 1) and (m + 2, 2s + 2, s; 2v + 1) do not 
contazn e2v + 1. 
Proof. We have taken 
v v 1 
It can readily be verified that elements of O,,+,(F,J are necessarily of the form 
v v 1 
where 
It follows that e2”+r T=ezv+ 1 for all TEO~,+ I (F,). The set of subspaces of type 
(m, 2.7, s; 2v + 1) in V2, + 1 (F,) forms a transitive set under OzV + I (F,) and so does the set 
of subspaces of type (m+2, 2s+2, s; 2v+ l), to prove our lemma it is sufficient to 
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exhibit a subspace of type (m, 2s s; 2v + 1) and a subspace of type (m + 2,2s + 2, s; 2v + l), 
both of which do not contain ezV+r. In fact, 
i 0 I 0 I 0 0 I 0 0 0 i m-2s s
S m-2s v-+-s-m s m-2s v+s-m 1 
is a subspace of type (m, 2s s; 2v + 1) not containing ezY + 1, and 
i 0 0 IO ct1’2 0 I 0  00  IO cw c”2 0 0 p 0  r m-2s S 1 
S 1 m-2s v+s-m-l s 1 m-2s v+s-m-l 1 
is a subspace of type (m + 2, 2s + 2; s, 2v + 1) not containing e2” + 1. 0 
Using this lemma and proceeding as in the proof of Theorem 1.5, we obtain 
N(m,+~,,2s,+?,,s,,r,;m+~,2s+z,s,r;2~+6) 
=N(m,+zl,2sl+?l,sl;m+z,2s+t,s) if6#1. 
N(m~+z~,2s~+z~,sl,~~;m+z,2s+~,s,~;2v+1) 
0 if rfl and zi=l, r,=l, 
= N(m,+T,,2sl+z,,sl;m+z,2s+z,s) if r#l and r,#l, 
orr=l and zi=l, f,=O. 
N(m, +rl, 2s1 +rl, sl, J-i; m+ 1,2s+ 1, s, 0; 2v+ 1) 
c 0 if zi=l, r,=l, 
= 
: 
N(m1+z1,2s1+s1,s1;m+1,2s+1,s) if ri#l, 
or ri=l and r,=O. 
N(m, +s,, 2sr +r,, sl, &; m+ 1,2s+ 1, s, 1; 2v+ 1) 
1 
N(m1+r1,2s1+z1,s1;m+1,2s+1,s) if zifl, 
N(ml, 2s1, sl; m, 2s, s) if r1 = 1, rl = 1, 
= 
N(ml+1,2sl+l,sl; m+l,2s+l,s)--N(m,,2s1,sl; m,2s,s) 
if zl=l, r,=O. 
Therefore, from the above corollary and the equalities, we obtain the following result. 
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Theorem 4.6. Let 
2sdmd 
i 
v+s-max(T-6,O) $S#l, or z#l, or ~=6=1 and r=l, 
v+s-1 if ~=6=1 and r=Q, 
min(m-I&ml--2sI)3max(0,-s-s,+m,+max(t,-z,O)), 
Then 
(i) in any one of the following four cases: 
(1) 621, 
(2) 6=1, z#l and zl#l or rI=l, r,=O, 
(3) 6=2=1, r=o, s,#l or z1=1, r,=o, 
(4) 6=z=l, I-=1, Zl#l, 
we have 
=I ng=s+sl-ml+k+1(qi-1)(4i+T-1+1)n~=~~2s_k+1(qi-1) 
k nf:,(q’- 1) n;;;l-‘(q’+ 1) ,;:;k-yqi- l)& hi- 1) 
x4 
2s1(s+s1-m~+k)+s~(r-r~)-r~(m~-k-2s~)+(m-2s-k)(m,-k+r,) 
xno(ml-k+~1,2sl+zl,s:;2s+~), 
where the summation range of k is 
min(m-2s,m,-2sI)>k&max(0,s-s,+m,+max(zI-T,O)), 
and 
no(mI -k, 2sl, s,; 2s+z)= 1, 
n&n-k+l,2sI+1,s1;2s+T) 
c 2(qs+s’-m’+k_l)qS-S1-l if T=~, 
if z=l, 
s+sl-ml+k+l+l)qs-sl if 2=2, 
no(ml-k+2,2sl+2,sl;2s+z) 
= (4 1 
~+~1-m1+k_~)(~s+s,-m,+k+~)~2(s-s,)-1 if 5=1, 
(qs+s~-m~+k+~)(qs+s~-m~+k+l+~)q2(s-~,) 
if 2=2. 
(ii) In case 6=z=zl=1,~=~l=1, we have 
N(ml+1,2sl+1,s,, l;m+1,2s+l,s, 1;2v+l) 
m,+k+1(qi-1)(qi-1+1)n~=-~~2s-k+1(qi-1) 
= k ~~!:,(qi-1)~~l.~1(qi+l)~~~~k-2s~(qi-1)~~=l(qi--) 
x4 
Zsl(s+s,-nt,+k)+(m-2s-k)(m,-k+l) 
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where the summation range of k is 
min(m-2s, m, -2s,)>kamax(O, -s-s1 +m,). 
(iii) In case 6=z=~,=l;~=l,~~=O, we have 
N(m~+1,2sI+1,sI,0;m+1,2s+1,s,1;2v+1) 
c l-I~=s+sl-ml+k+l (4i--l)(qi+1)~~-~2~2,_k+,(qi-1) = 
k n;a,(qi- 1) n;:Jqi+ 1) ,;:;k-2s1(qi- 1) I-I;=, (qi- 1) 
xq 2s~(~+s,-m~+k)~(m~-k-2s~)+(m~Zs-k)(m~-k+l) 
xno(mI--k+1,2sI+1,sI;2s+1) 
--N(mI+l,2s1+1,sI, l;m+1,2s+l,s, 1;2v+l), 
where the summation range of k is the same as in (ii), no(mI -k + 1, 2sI + 1, s,; 2s + 1) is 
given in (i) and N(mI + 1, 2sI + 1, sl, 1; m+ 1, 2s+ 1, s, 1; 2v+ 1) is given in (ii). 
(iv) In the other cases; 
N(mI+1,2sI+1,sI,1;m+~,2s+z,s;2v+1)=0 ijz#l, 
N(mI+1,2sI+1,sI,1;m+l,2s+1,s,0;2v+1)=0. 
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