The objective of this research was the development of a method that integrated an activity analysis model of profits from production with a biophysical model, and included the capacity for optimization over multiple objectives. We specified a hybrid genetic algorithm using activity analysis as a local search method, and NSGA-II for calculation of the multiple objective Pareto optimal set. We describe a parallel computing approach to computation of the genetic algorithm, and apply the algorithm to evaluation of an input tax to regulate pollution from agricultural production. Published by Elsevier B.V.
Introduction
The Conservation Effects Assessment Project (CEAP) at the Agriculture Research Service, United States Department of Agriculture, has the objective of producing a national assessment of environmental benefits of conservation programs to support policy decision and program implementation 1 . As part of the CEAP economics team, we were charged with the development of a method that integrated an economic model of agricultural production with a biophysical model. Further, the method had requirements to optimize over multiple objectives to show the trade-offs among alternative conservation practices. We chose a model derived from an activity analysis model proposed by Shephard (1970) . In this study, we differentiate activity analysis and data envelopment analysis (DEA). Data envelopment analysis (Charnes et al., 1978; Cooper et al., 2004 ) is generally considered to be an approach to for evaluation of the performance of a set of decision-making units (DMU) by the calculation of efficiency and related measures. Färe and Grosskopf (2002) point out that the DEA approach of Charnes et al. (1978) coincides with Shephard's (1970) activity analysis output price model. Much of literature that we reference concerns DEA, but is identically applicable to activity analysis. We note that where an activity analysis model is used to specify an objective in this study, a DEA model could be used in exactly the same way if the objective concerned the classic DEA results, such as efficiency. Our interest here is to calculate the maximum profit possible for each DMU. We use an activity analysis model that establishes the production possibility frontier by constraining input/output combinations to lie within a production possibility set defined by experimental observation. Variations of the activity analysis model have been usefully applied to agricultural production in several studies, and have also been integrated with the biophysical model, soil and water assessment tool (SWAT) (Whittaker et al., 2003) . Fig. 1 illustrates the requirements of the CEAP project. First, consider the calculation of the trade-offs between two objectives, maximization of farm profit and minimization of surface water pollution resulting from farm production, where a ''green'' tax is imposed on fertilizer (Fig. 1a) . The first objective is specified by an activity analysis model that calculates maximum farm profit, constrained by fertilizer taxation. The second objective is specified by using the optimal inputs and outputs chosen by the profit maximizing activity analysis model to drive a physical model that calculates the chemical pollution from farm production.
The CEAP objectives also require the use of multiple activity analysis models to calculate the trade-offs among objectives. In Fig. 1b , two different activity analysis models are used to specify the objectives of profit maximization and policy efficiency, where policy efficiency is defined in the context of CEAP as the expenditure on conservation programs per unit increase in environmental quality. Activity Analysis model 1 calculates inputs and outputs to maximize farm level profit and Activity Analysis model 2 optimizes industry wide (see for example, Brännlund et al. (1998) . The Pareto frontiers represented in Fig. 1 can be easily calculated a single point at a time by applying a series of weights to the objectives. However, the CEAP program requires the calculation of the Pareto frontier for all objectives at once; a surface in four dimensional space (farm level profit, environmental quality, program efficiency, and location within the watershed). Calculation of a Pareto optimal surface in four dimensional space, one point at time, is not practical without an algorithm to direct the search. A more formal statement of the problem described above follows.
A multi-objective optimization problem (MOOP) is generally understood to contain a number of objective functions that are to be minimized. Following Deb (2001) , the general form of a MOOP is Minimize=Maximize f m ðxÞ; m ¼ 1; 2; . . . ; M; subject to g j ðxÞ P 0; j ¼ 1; 2; . . . ; J ;
The MOOP consists of M objective functions, with J inequality constraints and K equality constraints. A solution x is a vector of n decision variables that are constrained by lower x L i and upper x U i
boundaries. This formulation of a MOOP strongly resembles both activity analysis and data envelopment model specifications. Some researchers have pointed out that DEA itself is a multiple criteria decision analysis (MCDA) method, where multiple inputs and outputs function as multiple criteria (Jahanshahloo and Foroughi, 2005; Korhonen and Syrjänen, 2004; Li and Reeves, 1999) . Others have noted common elements in DEA and multiple criteria analysis methods, and have combined the two approaches in identifying the most efficient firms (Belton, 1992; Belton and Stewart, 1999; Belton and Vickers, 1993; Joro et al., 1998) .The application that motivates the research presented here requires a more general interpretation of (1). The CEAP project plan requires that several objective functions f m ðxÞ can be specified by a separate activity analysis model for each m, e.g. profit maximization at the firm level for m = 1 and permit trading at the watershed level for m = 2. It is additionally required that other objective functions f m ðxÞ are defined by an altogether different specification that can include hydrologic and agronomic models.
The simplest way to calculate a MOOP with activity analysis specification of multiple objectives is to convert the problem into a single objective by using a weighting vector (Soloveitchik et al., 2002) . The concept of value efficiency has been used to incorporate preferences (and by extension, multiple objectives) into DEA (Färe et al., 2004; Halme et al., 1999) for the calculation of optimal solutions, but is limited to calculation of one result for each set of parameters supplied by the user. DEA has been used in a genetic algorithm as a method for selection, but has not been included in the objective function (Yun et al., 2004) . This study extends research in this area with the introduction of a method where a genetic algorithm is used for optimization, and activity analysis and an integrated activity analysis/biophysical model are incorporated in a hybrid genetic algorithm that is able to calculate the Pareto optimal set for multiple objectives in a single run. The next section describes the algorithm and places it in context in the literature. The third section of this paper describes the way activity analysis works within the evaluation module of a genetic algorithm. We end by demonstrating the proposed algorithm with an application to the analysis of an environmental policy with multiple objectives concerning agricultural production and emissions. The application section also describes the computational scheme and a way to parallelize the problem for execution on a computer cluster.
Structure of the hybrid genetic algorithm
A simple genetic algorithm (GA) is an iterative algorithm based on retention of the best or ''fittest'' members of a population of answers until a stopping condition is satisfied (Goldberg, 1989) . In an optimization application, the GA consists of an initial randomly generated population that is evaluated for fitness using an objective function, a test for convergence, and application of the GA operations of selection, crossover and mutation. These elements are followed iteratively until an optimum has been obtained ( Fig. 2) . Hybrid genetic algorithms (HGA) were developed in response to the observation that while the GA found promising regions quickly, convergence to an optimum was slow. It was found that the combination of a GA with the addition of a local search method as convergence was approached performed better on many problems. The flow chart of a HGA in Fig. 3 shows the addition of a local search, also called a secondary method, to the simple GA algorithm. In a review of GA hybrids, (Sinha and Goldberg, 2003) suggest the categories of purpose, architecture and secondary method as classifications for a HGA. These categories, and their elements, are not meant to be mutually exclusive.
They do provide a way to place the HGA specified in this study in the context of other work. The flow chart for the activity analysis hybrid GA described in this study (Fig. 4) differs from the simple GA in that a secondary method (Activity Analysis) has been added to the evaluation step. An HGA described as a category of architecture is further sub-divided by Sinha and Goldberg (2003, p. 3) into pipelined hybrids (secondary method as a pre-or postprocessor), asynchronous hybrids (methods pass information back and forth during optimization), hierarchical hybrids (methods are applied in a strict sequence), and embedded hybrids (the secondary method is embedded in a GA module). In the taxonomy proposed by Sinh and Goldberg, the activity analysis HGA described here is an enhancement of functionality of the GA (category 1), achieved by embedding in the evaluation module (category 2). The category of the secondary method (category 3) is activity analysis (and/or data envelopment analysis).
The use of the GA to calculate an optimum for multiple objectives differentiates this HGA even further. Deb et al. (2002) introduced a method that uses a non-dominated sort (NSGA-II) to assign fitness to each individual in the GA population, based on the evaluation of the individual for each objective. The result is an estimate of the Pareto optimal set for multiple objectives at convergence. In the activity analysis HGA, a linear program for an activity analysis model is solved, which results in a limiting the space that is searched by the GA. The activity analysis results are then passed to NSGA-II, which finds the set of values available across the Pareto optimal frontier.
Activity analysis as a local search method
Activity analysis, introduced by Von Neumann (1937) and extended by Shephard, among others (Koopmans, 1951; Shephard, 1953 Shephard, , 1970 , is especially effective for analyzing multiple inputs and multiple outputs. The usual computational specification is a linear program that finds the optimum combination of inputs and outputs by a comparison of the observed combinations. Our motivation lies in profit maximization of the firm, so we will discuss a profit maximization specification of an activity analysis model for the local search method in this study, but the hybrid GA setup presented here can be modified to include any activity analysis or DEA specification.
In an activity analysis representation of a technology observed for a group of firms, there are k ¼ 1; . . . ; K decision making units (DMUs). Each DMU uses 
Denote input prices by p k 2 R M þ and output prices by r k 2 R N þ . Then the profit of DMU k can be computed as the solution to the following linear program: 
Application of the activity analysis hybrid GA
To demonstrate the algorithm, we applied it to the calculation of the Pareto optimal set for two conflicting objectives using an input tax as an environmental policy instrument. The example incorporates the features required by the Conservation Effects Assessment Project; multiple objectives, a biophysical model, and multiple activity analysis models. The use of only two objectives allows the structure of the algorithm, data flow and results to be easily visualized.
The first objective is maximization of profit from production of grass seed, the second is minimization of nitrogen runoff into the environment. While an input tax is politically unpalatable as a policy instrument, it serves as a simple example of the manipulation of constraints to represent policy in an activity analysis model. In this application we apply a tax to the Mth input, nitrogen fertilizer. The objective function in (3) then becomes:
where ''tax'' is the tax rate applied. In this application, we used data from experimental plots for seed yield (u), fertilizer application (x),and the estimated nitrogen runoff, which is not used in the activity analysis model. The seed ðr m Þ and fertilizer prices ðp m Þ were taken from Oregon State University extension budgets for perennial ryegrass production.
Experimental data
Field experiments were conducted during the first and second year (1996 and 1997) of seed production of perennial ryegrass (Lolium perenne L. cv. Boardwalk) in western Oregon's Willamette Valley (44°46 0 23 00 N, 123°19 0 16 00 W; Suver, OR, U.S.A.). Research plots 2 · 6 m (randomized block with four replications) were established in March 1996 in an existing first-year perennial seed production field that was previously planted in the fall of 1995. Applied N fertilizer treatments consisted of varying rates and timing of fertilizer N in the form of urea ammonium sulfate (40-0-0-6). We applied N rates of 0, 45, 90, and 135 kg N ha À1 in 1996 and 0, 56, 112, 168, and 224 kg N ha À1 in 1997. In 1996, N fertilizer was applied to plots either at 475 (12 March), 627 (29 March), or 857 GDD (17 April) and in 1997 at 618 GGD (4 April) only. All fertilizer was applied to plots in a single application. The soil was a Woodburn silt loam (fine-silty, mixed, mesic Aquultic Arigixerolls). Above ground biomass was sampled monthly from a 30 cm· 30 cm area from just above the soil surface, forced-air oven dried at 70EC, and weighed. Plant material was ground using a Tecator Cyclotec 1093 sample mill and analyzed for total N using a Perkin-Elmer 2400 Series II CHNS/O analyzer. 
Data pre-processing
The first objective, profit maximization, is calculated from observations of the input, fertilizer application, and the output grass seed yield. The raw data from the experiment is plotted in Fig. 6 . It shows replications for six levels of fertilizer application, each of which has substantial variation. In the usual application of activity analysis, a convex hull would be constructed to form an upper bound for the data set to calculate the best production that was possible. In the experimental design used to collect this data, calculation of the ''best practice'' from the raw data would produce the result least likely to be observed, in the tail of the joint distribution. For our purpose of evaluation of agricultural conservation practices, analysis of the most likely outcome is our goal. Therefore, we fit a nonparametric regression to the data using the averaged shifted histogram (ASH) (Scott, 1992) to obtain an estimate of the highest probability of the joint distribution of seed yield and fertilizer application.
From examination of Fig. 6 , one can see that only one or two points would lie on the frontier calculated using the raw data. Where there are more inputs and outputs, as well as more objectives, the estimated Pareto optimal set could consist of so few points as to have no use. Termed the ''curse of dimensionality'' (Bellman, 1961) , we are facing the exponential growth of the hypervolume as dimensions increase. The use of a regression estimate for the data used in the activity analysis model solves this problem. Regression estimates for an arbitrary number of points can be calculated for use in the algorithm.
The second objective in this study, minimization of nitrate not taken up by plant growth, required estimation of the relation between fertilizer application and nitrate leaving the experimental plot. A simple linear model estimated with a logarithmic transformation of the data provided a good fit to the data 2 , and is referred to as the runoff model in this study. Fig. 7 shows a flow chart for the activity analysis hybrid GA applied to this data set, and includes the data flow from the pre-processing procedures.
Computation and results
In this application, we seek to estimate the Pareto optimal set of solutions for two conflicting objectives, profit maximization and pollution minimization, where a tax on fertilizer is a policy instrument applied to achieve the two objectives. The input tax is the choice variable that makes up the population of the genetic algorithm. Fig. 8 shows the Pareto optimal solutions calculated by application of the hybrid activity analysis GA to the example data. These values were calculated using hybrid activity analysis GA with a population of 100 individuals. The ten values reflect the fact that there are ten facets on the convex hull enveloping the smoothed data in Fig. 6 . The hundred individuals in the population of the GA are distributed among the ten points. The algorithm converged to these points in only 20 generations. The fast convergence is due to the way the activity analysis model functions in the algorithm to limit the search area, as discussed above. Variations in the starting values, population size or fraction of values replaced at each generation of the GA had no effect on the results.
The actual results are the points in the figure, which correspond to facets on the convex hull of profit frontier. We have interpolated a line through the points to represent the end product that will be delivered to stakeholders. The policy alternatives here are different levels of taxation of the input, shown on the right-hand y axis. Profit levels off at about $6100/ha., where the application of more fertilizer does not increase yield. Note that the producers continue to apply fertilizer at the highest tax rate, where they actually lose money. They persist because they would lose even more money if they farmed without fertilizer. The option to cease farming was not incorporated into the model. The decision-maker may examine the consequence of selecting any tax rate, or choose a tax rate that reveals their preference between profit and environmental quality. The debate among stakeholders is informed by this information, and the preferences of all participants are clearly revealed by their choice.
The calculation of the Pareto optimal trade-offs among variables by this algorithm is particularly useful in policy analysis. The shape and range of the whole set is available to a decision maker. In previous multi-objective activity analysis (and DEA) applications, the preferences of a decision maker were required to guide the computation of the solution, or to assign weights to the different objectives. No information about preferences is required for application of this algorithm. The example uses a small data set and a very simple biophysical model. The evaluation of alternative conservation practices at the watershed level, a requirement of CEAP, dictates the use of a large, complex, computationally expensive model. The soil and water assessment tool (SWAT) has been chosen for use in the study (Arnold et al., 1998) . The amount of time for each solution of the SWAT model varies by the size of watershed and length of simulation, but 3-4 minutes per run is not uncommon. A population of 100 would require 100 SWAT runs/generation, and 1000 generations is a rather fast convergence for a GA with many variables. Although the linear programs for solution of an activity analysis model are usually not as computationally expensive as SWAT, for many observations in a watershed, the time required for solution can be significant. Given the computational demands of CEAP, we decided to pursue a parallel computational approach. Nitrogen tax rate Fig. 8 . Results from calculation of the Pareto optimal set from experimental data using the proposed hybrid genetic algorithm with multiple activity analysis models and a physical model. The Pareto optimal tax rate to achieve any combination of profit and nitrogen runoff can be read off the chart.
A genetic algorithm is inherently parallel, in that each individual in the population could be calculated using a different processor. We parallelized the activity analysis hybrid GA by executing the evaluation module on slave processors, and computing the other genetic algorithm operations on the head node. We adopted this approach because the execution of the larger biophysical models typically takes much longer than all the other operations in the GA combined. The software was implemented in C and FORTRAN using the PGAPack library of GA functions (Levine, 1996) . We used a modular design for the elements of the GA that we programmed, including the NSGA-II module that we programmed based on the C code available from the Kanpur Genetic Algorithms Laboratory (http:// www.iitk.ac.in/kangal/). The activity analysis module is a call to a linear program subroutine that reads the model from an MPS format file and returns the solution. To change the activity analysis model, one need only substitute a different model file in MPS format. The integrated activity analysis-physical model module calls the linear program subroutine and returns the solution, which is used in a call to the biophysical model subroutine. This modular arrangement allows the substitution of different activity analysis and different biophysical models for evaluation of the objectives with minimal programming effort.
We used a Beowulf cluster for the computation in this study. A relatively recent innovation, a Beowulf cluster offers high performance parallel computation at a comparatively low price. A Beowulf cluster is constructed of commodity hardware components, usually running free software (Sterling et al., 1999) . The Beowulf Cluster we used has a server and 24 computation nodes. The server node has 2 pentium 4 processors (3.2 GHz), 1 GB (gigabyte) of RAM, a 10/100 Mbps (megabits/second) NIC (network interface card) for contact with the outside world and an integrated INTEL 10/100/1000 Mbps NIC for the private network. The computation nodes each have a pentium 4 (2.4 GHz) processor, 1 GB of RAM, and an integrated INTEL 10/100/1000 Mbps NIC. All the machines have hard drives, although a diskless setup is possible. The nodes are connected through a 24 port, 1 Gbit/s (gigabit/second) ethernet switch. The operating system on the cluster is Linux, Fedora Core 2, kernel version 2.6.5-1.358smp. The OSCAR (Open Source Cluster Application Resources) cluster software package (Open Cluster Group, 2003) is used for operation and management of the cluster. In another application that used a similar programming strategy to calibrate the SWAT model automatically, we achieved a linear speed increase with each additional processor (Confesor and Whittaker, 2007) .
Given the modular programming of the hybrid GA presented here, additional objectives are relatively simple to add to the problem specification. An additional objective can be optimized by adding a dimension to the frontier and a call to another subroutine (which specifies the objective) in the evaluation step of the GA. Visualization of the results, while simple for a two dimensional problem like the example, becomes difficult for higher dimension problems. The work for CEAP will require the geographic location of each observation, adding two dimensions, so that a simple two variable problem requires four dimensions for visualization. Visualization of the multi-dimensional results is important, as one needs to know the extent and shape of the Pareto optimal frontier for decision making. The ASH estimator used above has been applied to multi-dimensional geographic visualization in a related circumstance (Whittaker and Scott, 1999) . The approach was to estimate a multi-dimensional matrix of probabilities, then to geographically visualize the results by taking three-dimensional slices of the n-dimensional results. That technique could be applied directly here by using a large population and a small bandwidth for the ASH estimator so that smoothing was minimal. Interpolation methods instead of the statistical smoother (ASH) could be applied in the same manner. The importance of using an algorithm like NSGA-II that distributes the solutions along the whole frontier is emphasized by the difficulty of visualization of the results.
Conclusion
The strategy of using activity analysis as a local search method in a genetic algorithm provides a fast method for calculation of the Pareto optimal set for multiple objectives. The hybrid activity analysis genetic algorithm can be modified to execute on a parallel computer. This approach also facilitates integration of a biophysical model with an economic model in the optimization. The approach has immediate application in evaluation of agricultural and environmental policy.
