Introduction
It is essential, for the sake of developing a sustainable economy to create new energy sources; as in the near future, most fossil power production will be replaced by renewable energy sources, such as the wind or solar power which are available only intermittently in nature [1] . One of the most pertinent impacts of this trend is the increased importance of energy storage systems, which can be utilized to balance peaks of energy from renewable sources. In addition to energy storage power generation systems which smooth out energy production and also reduce energy prices, they enable the increased use of green power production, black-start services, spinning reserves, and cooling applications. The energy storage can be achieved using different technologies such as pumped storage hydropower (PSH), compressed air energy storage (CAES) and cryogenic energy storage (CES). The PSH uses mature storage technology which now makes 95 GW of the worldwide demand; on the other hand the CAES technology is growing and for example, the McIntosh site in Alabama generates 226 MW of electricity using this technology [2, 3] .
Cryogenic energy storage (CES) is an innovative proposal for energy storage technology which shows great potential because it depends on the developed and established technologies such as gas liquefaction plants which produce the liquid phase (cryogen).
This offers geographically unrestricted plants, a reduction in volume; and freedom in the transportation of the storage medium, compared to PSH and CAES technologies [4] . Some researchers are working on an open expansion cycle [5] and others work with the Rankine cycle [6, 7] , in both cases, the thermal efficiency is still low. Based on thermodynamic principles, a Carnot cycle at a temperature lower than 673.15K has a low efficiency of recovering waste heat [8] . Consequently, combining a low-level heat source (closed loop Rankine cycle) with a direct expansion cycle, which uses liquid nitrogen, would appear to be an attractive scheme for converting thermal energy into electrical energy. Several studies were carried out to investigate the combined cycles by focusing on the selection of appropriate combinations Table 1 demonstrates a literature using combined cryogen cycle with a range of working fluids. Combination of open expansion and the Rankine cycle is more attractive for low heat source Guizzi et al. [11] Air, propane, methane,essotherm 650 stand-alone air liquefaction and power recovery plant
Round-trip efficiency of around (50-60%)
Li et al. [12] water, nitrogen, methane, Thermaloil 66 integrated solar-cryogen hybrid power system
Integrated system can increase the power by 30% compared to the two solar and cryogen systems acting separately Chen et al. [13] Air air liquefaction and power recovery plant for a propeller
Round-trip efficiency reaches 50%
Khalil KM et al.
Air, Nitrogen
Air liquefaction and two the thermal efficiency of scheme 1 is
As can be seen from the previous review, all published work is related to cryogenic combined cycle's large-scale systems with a power rating of 2 to 20 MW and a high turbine pressure ratios (300 to 100) therefore achieving high-efficiency levels [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] .
However, this work investigates small distributed systems for domestic and small building applications with a power rating of 1 to 10 kW, the inlet turbine pressure is ranged from 1.5-3 bar [23] . This small pressure ratio with a small expansion device leads to a low-efficiency expander and low cycle performance levels [24] .
There are two expander types: the first one is a positive displacement or volumetric type, such as screw expanders, scroll expanders, or rotary expanders. The other type is a velocity one, such as radial in flow turbines and axial flow turbines [25, 26] .
The main advantages for the scroll expander are the small number of moving parts, low noise, low vibration, low flow rate, higher pressure ratio, and working in two-phase conditions [27] [28] [29] . The main disadvantages are leakage and friction, the leakage problem needs reliable and effective seals while the friction one needs lubricant compatible with working fluid [30] . Regarding the velocity type expanders, they operate at high rotational speed, thus there is a need for special bearings, but they have the advantages of good manufacturability for compact structure, high efficiency, and high enthalpy drop within single stage [31] . In this work, the axial flow turbine has been chosen because it tolerates operating at low-pressure ratios, as required for the domestic application.
To improve the small cryogenic cycle performance, the design of the small expander needs to be improved and optimized for higher efficiency levels. In this regard, there has been limited work published on the modeling and optimization of small-scale cryogenic turbines, which are key components of the output power cycle. The efficiency of small expanders is relatively low [14] schemes power recovery plant for nitrogen and air 63.27%, for scheme 2 is 84.15%
Kishimoto et al. [15] Air, flue gas combine a gas turbine cycle with a liquid air storage system Smith [22] Air, water, Freon Cryo-storage power plant Round-trip efficiency reaches 72% compared to large steam and gas turbines and there is further work needed in this area to achieve an efficient turbine with a power rating of 1-10kW [31] . The designs of small expanders are conducted with a similar approach to large gas and steam turbines, based on one-dimensional mean line and through-flow analysis. However, these design approaches were made based on simplified assumptions and empirical correlations of real tests of large gas turbines for aero engines' application, leading to unsuccessful performance predictions in small turbines [32] .
Recently, CFD modeling coupled with a multi-objective genetic algorithm (MOGA) has been proven as an effective optimization tool in turbine design [33 -36] . Qin et al [33] have carried out genetic algorithm (GA) optimization for a flow path with a mean radius for the axial flow steam turbine stage; the numerical results of which show that this approach is effective for solving problems of the flow path of an axial flow steam turbine stage group where the stage efficiency can be enhanced from 0.85 to 0.87. Ali et al. [34] used a systematic approach for loss prediction in a small-scale axial air turbine, using CFD simulation coupled with a multi-objective genetic algorithm (MOAG) for the turbine rotor, with improvements in turbine efficiency by 12.48%. Rahbar et al. [35] have compared numerical optimizations for single stage supersonic and two stage transonic radial turbines and the results show that turbine isentropic efficiency was enhanced by 15.7% and the power of 10.63 kW. Al Jubori et al. [36] have studied optimization for an organic small-scale axial turbine in the Rankine cycle by using CFD multi-objective genetic algorithm (MOAG) with six organic fluids. The results show that the optimum thermal cycle efficiency is 10.5% and an enhancement in the turbine of 14.08% for working fluid R123.
In this paper, a small-scale nitrogen axial expander has been optimized and modeled to be incorporated into a hybrid open-Rankine cycle using a one-dimensional preliminary design and CFD three-dimensional ANSYS design exploration. The threedimensional CFD optimization of the small-scale axial expander design at low flow rate (0.1 kg/s) and low rotational speed (20000RPM) is considered to be a difficult task. The technique of optimization using control points along the camber line was used to investigate the best blade shape and dimensions, by taking the maximum total efficiency and output power for the turbine as objective functions. In addition to take blade profile parametrization through changes the control points along the camber line of the thickness and angle of the blades at these points, the number of blades in the stator and rotor, the trailing and leading edges of both rotor and stator blades and the tip clearance thickness in the rotor also have been taken into account. Moreover, a numerical simulation model of the hybrid open expansion-Rankine cycle was designed and modeled in order to predict the effect of the expander's efficiency on the cycle performance. The preliminary design was developed by using engineering equation solver (EES) software [37] to produce the passage's initial dimensions. The first stage of the operation is a propane Rankine cycle; see Fig.2 A, which is driven by a low waste heat source and cold energy from the open expansion cycle. The liquid propane is pumped to high pressure by pump#1 (3) (4) and then flows into an evaporator for heating and vaporization (4-1). After heating, the propane gases generate output work through expanding in expander#1 (1-2). The low-pressure propane flows into a heat exchanger to be condensed by counter current low-temperature Fig.2 B is driven by waste heat from the propane Rankine cycle (topping cycle) and liquid nitrogen cold energy. The liquid nitrogen is generated by gas liquefaction process where the off-peak electricity and/or wind turbine electricity are used to compress the atmospheric air. Then the compressed air is cooled through the cryogenic heat exchanger and then passed through a cryo-turbine, the expansion in the cryo-turbine produces liquid nitrogen and liquid oxygen. Liquid Nitrogen will be charged to tanks of various capacities in terms of volume and pressure and then delivered to various applications. The low-temperature liquid nitrogen is compressed to the required pressure by pump#2and then flows to a heat exchanger (5) (6) . After heating by waste heat from the Rankine cycle, the nitrogen gas, now at the required temperature and pressure, produces work through the expander#2 (6-7). The subcritical cycles are considered in this study to avoid the need for high pressure and so alleviate the safety issues and complexity of the system. The saturated liquid is assumed to be from the Rankine heat exchanger and the pressures with heat losses through the connecting pipes are neglected. Also, the system is assumed to work under steady state conditions. Table2 lists the hybrid open-Rankine cycle input variables with their units and values. Equations (1) (2) (3) (4) show the governing equations for pumps through processes (3) (4) assuming an isentropic efficiency [38] :
Thermodynamic modeling of the hybrid open-Rankine cycle system
From these equations, it is clear that increasing the pump efficiency will decrease the work required to derive the pump which enhances cycle performance.
Equations (5) (6) (7) (8) show the governing equations for the expanders through processes (1-2, 6-7) assuming an isentropic efficiency :
In addition, from the Eqs (5-8) the thermodynamic property enthalpy (h) can be specified by the temperature and pressure for the isentropic state (h s ) and for the actual one (h). Increasing expander efficiency will increase the work extract from expanders which will enhance the cycle performance. The work required to derive these pumps is lower than work extracts from expanders due to phase change process.
Equation (9) shows the heat exchanger effectiveness:
The heat added to the evaporator is modeled by:
The net output work from the combined cycle is:
The combined cycle's thermal efficiency is then determined by:
It can be seen from Eq (6) that increase cryogenic expander isentropic efficiency ( will decrease the enthalpy at this expander output ( , that will increase power output from expander2 according to equation (8) . Increasing cryogenic expander work output will increase the ( ) specific total network extract from the combined cycle as shown above in Eq (11) which in turn increase the thermal efficiency ( ) for the combined cycle according to Eq (12) . 
Expander development methodology

Preliminary design by the mean-line method
The main target for the preliminary design (PD) is to find the initial expander's passage dimensions and shapes such as the chord length (C), throat length (o), pitch width (S) and trailing and leading edge thickness details. [39] ; The dimensionless coefficient's loading coefficient ( ) and reaction coefficient ( ) have been used in the preliminary design to predict the expander's efficiency and produce the velocity triangle after calculating the velocity angles as clarified in Equations (9-12). [40] ;
the mean-line modelling technique has been used to develop the initial axial expander design, by assuming the change in the flow along a mean radius through the expander with span wise variations was neglected. Fig.3 shows the velocity triangle where the flow enters the stationary blades at absolute angle ( ) and velocity (C1); then leaves the stationary blades at absolute angle ( ) and velocity (C2). In the rotating blades the flow enters at relative angle ( ) and velocity (w2); next the flow leaves the rotor blade at relative angle ( ) and velocity (w3). And for the Reynolds numbers other than 10 5 Calculating static to total efficiency and total to total efficiency determined by:
This model has been developed with the engineering equations solver software (EES) using inlet conditions (pressure, temperature, mass flow rate). The initial small-scale axial expander design geometry outputs from the PD EES code is shown in Table 3 . 
Cx
CFD model
The initial design was developed by the mean-line method can be further improved through 3D CFD analysis. The CFD simulation was carried out using ANSYS CFX 17.0 which has the ability to solve 3D compressible flow. Fig. 4 shows the flow diagram used for the CFD analysis where the output from the PD has been used as input to the CFD analysis. In the ANSYS software, the blade generation has been carried out using the BladGen module, which requires the blade geometry to be defined in terms of its tip radius, hub radius, axial cord and the blade angles at the hub, mid-span and shroud sections. The resulting 3D CAD design is shown in Fig. 5 . The second step is to import the geometry to the TurboGrid module for automatic meshing using structured hexahedral mesh with sweep or multi-zone suitable for any complex geometry. Also, the mesh adjacent to the blade wall was designed by using the proportional to mesh size method, where the factor ratio 3 is selected to get the y+ value near to unity. For the rotor, the tip clearance value was specified in the shroud tip details section. The mesh structure is shown in Fig. 6 ;
where it is clear that a mesh size of 800,000 nodes gives stable solutions. The third step in Fig. 4 ; is to import the mesh geometry into the CFX solver package with the boundary conditions from the mean- 
Validation
Due to a lack of experimental data for nitrogen small scale expanders, the Cambridge expander was used to validate the CFD modeling procedure of this work. The Cambridge expander was developed using the design parameters shown in Table 4 by
Denton [44] with air as the working fluid. Fig. 7 shows the comparison between the CFD work and the measured results from the Cambridge expander; where the difference between the experimental data and CFD prediction of the loss coefficient average value is 9.4. The efficiency calculated from the experimental data was 93.8%; while in the CFD, it was 94.11%.
CFD 3D optimization
To develop an optimal cryogenic expander design a trade-off has to be accepted to compare different expander geometries to find the best design for specific goals and conditions. The process of preparing the optimization is known as problem formulation;
which is intended to identify the design variables, objective functions, constraints, and optimization algorithm [45] . The change of any blade geometry parameter makes a considerable change in the losses in terms of total pressure through the turbine stage so that always there is an optimum value for each parameter that achieves minimum losses. To achieve the optimum profile for an expander blade, the highest expander efficiency and the required power, these parameters need to be optimized simultaneously. Figure 8 shows the flow chart of the expander's optimization process including the use of design exploration optimization (DEO) module. In the first step, the mean-line analysis has been used to develop an initial design of the cryogenic expander, which will then be imported to BladeGen, Turbo Mesh and CFX modules in ANSYS; these were used to carry out the 3D CFD analysis in order to predict the performance of this initial design. To optimize the expander, the geometry generated by the The design of experiments (DoE) module will divide the range of the selected input parameters into a number of divisions or steps. Then it will use a combination of all the steps of the input parameters to generate a matrix of design configurations; which will then be simulated using the CFX. The output of the DoE process is then inputted to the response surface module (RSM) which develops relationships between the selected input and output parameters. In the response surface module (RSM) the second-order (quadratic) response surface is typically used as shown in Eq. 20 [46] :
Where is an independent variable; is a regression coefficient and is the random error. These relationships are then used by the optimization module to determine the expander's design that produces the maximum output. In the optimization module, which is the final step in Fig. 8 , the user defined objective functions, constraints and the type of the optimization method will all be used to produce the final optimum design.
In the expander's design optimization, it is recommended that all parameters of the geometry are adequately defined and restricted In addition, the rotor and stator blades' trailing edge thickness, leading edge thickness, the number of blades and tip clearance have also been used as input design parameters. The DOE methods used in this work are the central composite design (CCD) and the custom methods because they are more flexible than other methods and cover a wide range of design configurations. The RS scheme selected in this work is the standard response surface full 2nd-order polynomial algorithm which gives an approximation of the true input-to-output relationship. The multi-objectives genetic algorithm (MOGA) has been selected as the optimization method since it allows the use of more than one objective for the optimization process [46] . In the Genetic Algorithm GA 
Results and discussion
The CFD simulation has been carried out to optimize the performance of a small-scale cryogenic axial expander with a hybrid open-Rankine cycle. Fig.10 show the effect of varying angles along the positions (SA1 to SA5 and RA1 to RA5) of the stator and rotor camber line profiles on the expander's efficiency and power output. This figure shows that there is an optimum angle for each position. For example, position RA5 for the rotor has a higher efficiency than the others because it is in the middle of the rotor blade leading to a more significant effect on the rotor blade's shape. Fig. 12 shows the effect of varying the stator and the rotor trailing edge thicknesses on the expander's efficiency and power output. These figures show that increasing the trailing edge thickness of the stator and rotor will decrease the efficiency and power as reported by [47] . The parameterization was conducted by the camber line control points' technique for the rotor and stator. Table 5 compares the staged geometrical parameters of the optimized design to the initial design produced by the CFD work; while Fig. 13 compare the blades' profile for the two cases. It can be seen that the optimized stator and rotor profiles have shorter chord lengths, thinner leading edges and smaller curvature leading to lower losses and higher efficiency. The losses in the expander are always affected by the blade shape, such as the angle and thickness distribution and moreover the leading, trailing and tip clearance thickness. However, the generation of these losses can be described by entropy formation, as shown in Fig.15 ; This figure shows the entropy contour for optimum and baseline full stage designs at 50% span comparison between the optimum and baseline underlines the decreasing entropy generation with optimum geometry, which minimizes the aerodynamic blade losses. Fig. 16 compares the expander's efficiency for the original and optimized design at rotational speeds ranging from 10000 RPM to 70000 RPM. It can be seen that the overall expander's efficiency of the optimized design is higher than that of the original design at all rpms, with a maximum improvement of 8% at 70000 RPM. Such results emphasize that the optimum design geometry gives a good performance not only at the design point but also with off-design points. 
Results of open-Rankine cycle analysis
Using the hybrid open-Rankine cycle analysis in Eqs (1)- (8) to estimate the cycle's efficiency for various operating conditions is shown in Fig. 17 . The cycle's thermal efficiency with the optimum nitrogen expander's design reaches 26.57%. This enhancement in the cycle's efficiency is based on the expander's isentropic efficiency, delivered from 3D CFD optimization and
put into hybrid open-Rankine cycle modeling. Fig 18 shows the effect of expander efficiency on the thermodynamic properties during the expansion process where process 6 to 7 is at expander efficiency 40% and process 6 to 7 * is at expander efficiency of 76.3%. Fig.18A shows that at same outlet pressure of 1 bar the enthalpy for point 7 is more than that of point 7 * which means that in the case of point 7 more energy is rejected without producing work output which in turn decreases the efficiency of the cycle.
Also Fig18B shows that point 7 has higher temperature than point 7 * and the entropy at point 7 is greater than point 7 * thus increasing the losses in the expander and the cycle. These results are better than in previous studies [35] [36] 
