We study the uniqueness of solutions of Helmholtz equation for a problem that concerns wave propagation in waveguides. The classical radiation condition does not apply to our problem because the inhomogeneity of the index of refraction extends to infinity in one direction. Also, because of the presence of a waveguide, some waves propagate in one direction with different propagation constants and without decaying in amplitude.
THE PROBLEM OF UNIQUENESS FOR THE HELMHOLTZ EQUATION
Let ⊂ R N be a (possibly empty) bounded closed surface. It is well known that the Dirichlet problem
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G. CIRAOLO AND R. MAGNANINI has no unique solution. If k = 0 (Poisson's equation), in order to obtain the uniqueness, it is required that the solution vanishes at infinity. If k = 0, that is not sufficient anymore. In fact, there are two different solutions of (1) which vanish at infinity, representing the outward and inward radiation. Hence, an additional (or different) condition at infinity is needed. The first condition we can add is that lim R→∞ R N −1/2 *u *R −iku = 0 (2) uniformly; this is the so-called Sommerfeld's radiation condition. Here, *u/*R denotes the radial derivative of u. The physical meaning of this condition is that there are no sources of energy at infinity. Moreover, it assures that, far from the surface , u behaves as a wave generated by a point source. Stated as in (2) and together with the assumption that u vanishes at infinity, this condition is due to Sommerfeld, see [1, 2] (see also [3, 4] ). The vanishing assumption on u was dropped by Rellich (see [5] ), who also proved that (2) can be replaced by the weaker condition lim R→∞ *B R *u *R −iku
where B R is the ball centered at the origin with radius R. In the same paper, Rellich also proved that a radiation condition can also be given in the form
Condition (4) can be considered the starting point for our work, as we are going to explain shortly. Before describing our results, we cite some generalizations of the work of Rellich.
When n is a function which is identically 1 outside a compact set, (3) still guarantees the uniqueness of a solution of u +k 2 n(x) 2 u = f, x ∈ R N see [6, 7] and references therein. Several authors (see, for instance, [5, 8] ) studied the case in which n is not constant at infinity, but has an angular dependency, say n(x) → n ∞ (x/|x|) as |x| → ∞, and it approaches to the limit with a certain behavior. In this kind of problems, the limiting absorption principle (LAP) has been widely used to obtain uniqueness, by approximating problems with a complex-valued index of refraction [9] [10] [11] [12] . With this method, uniqueness results for evolutionary problems in stratified media are presented in [13] [14] [15] . The LAP for stationary problems has been employed, among others, in [11, [16] [17] [18] . Among these papers, we wish to mention the results in [17, 18] , where the authors proved the uniqueness of solutions of the Helmholtz equation by means of the limiting absorbtion method and by introducing the radiation condition: lim 1185 Sommerfeld radiation condition, since it involves the dimension, is inappropriate for problems admitting a lower-dimensional solution (a plane wave).
The present paper is motivated by the study of wave propagation in optical waveguides. In particular, we shall study the uniqueness of solutions of the 2-D Helmholtz equation
where n is of the form
here n co is a bounded function and n cl is a constant; thus, (6) models the index of refraction of a rectilinear open waveguide of width 2h (subscripts co and cl refer to the core and cladding of the waveguide) (see [20] ). We observe that functions n of type (6) are not considered in the works cited before. In fact, the most important feature of optical waveguides is the presence of waves confined inside the waveguide (guided modes), which are oscillatory and never decaying along the axis of propagation (z-axis). It is easy to show that a pure guided mode supported by the Helmholtz equation does not satisfy the radiation conditions above retrieved (as already pointed out in [19] ). Functions n similar to (6) were considered by Jäger and Saitō [21, 22] ; however, their assumptions on n do not admit the occurrence of guided modes.
Works dealing with uniqueness for the Helmholtz equation in an optical waveguide setting have appeared in the Russian literature (see [23] [24] [25] [26] and references therein). However, the Reichardt condition studied therein deals only with guided modes and does not apply to the total field.
The first result of this paper is Theorem 2.3, where we present a radiation condition that guarantees the uniqueness of a solution of (5) with n given by (6) . We prove Theorem 2.3 without using the LAP and prefer a simple argument that is in the spirit of the results of Rellich and their generalizations (see [5, 7] and references therein). We observe that, if we suppose that no guided mode is present (this is possible by choosing special parameters in the function n), our radiation condition reduces to (4) .
With an alternative approach, a condition for uniqueness for stratified media in Euclidean three space is presented in [27] (see also [28, 29] ). There, a criterium of selection of outgoing waves is developed as a generalization of Sommerfeld's uniform radiation condition. Our condition, as Rellich's, is given in an integral form and it appears to nicely handle the behavior of the waves propagating transversally to the waveguide.
Another interesting result of this paper is the proof that the solution of (5) derived in [30] ‡ actually satisfies our radiation condition. We accomplish this task in Section 3 by making a careful analysis of the asymptotic behavior of Green's function obtained in [30] . The asymptotic formulas derived in Theorem 3.6 have proven to be useful in [31] , where locally perturbed waveguides are considered.
In Section 3 we articulate such a proof into three steps: in Section 3.1 we derive a representation of the solution as a contour integral; in Section 3.2 we prove uniform estimates for the non-guided part of the spectrum-based solution; in Section 3.3 we carry out the proof by testing the radiation condition on the guided part and using the asymptotic estimates obtained in Section 3.2.
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We wish to observe that the results in the present paper can be easily adapted to prove the uniqueness of a solution for the Pekeris waveguide problem (see [32, 33] ).
A RELLICH-TYPE CONDITION AND A UNIQUENESS THEOREM
In this section we shall state a radiation condition that generalizes (4) and prove our uniqueness result. The key ingredients of our proof are essentially four: (i) if (5) possesses two solutions satisfying our radiation condition, then their difference w must belong to the Sobolev space H 2 (R 2 ); (ii) as a consequence of (i), the Fourier transform of w in the z-direction (parallel to the fiber's axis) is square integrable for almost all x ∈ R and satisfies an ordinary differential equation in x; (iii) the only square integrable solution of such an equation is identically zero; (iv) the proof is then completed by using an appropriate transform theory in the x-direction and repeating the arguments in (ii) and (iii).
Preliminaries
We recall the relevant results of [30] , which will be useful in the rest of the paper. In [30] , the authors assumed that n, given by (6), is a non-increasing function; we note that such an assumption can be dropped by using the Titchmarsh theory on eigenfunction expansion (see [34, 35] ) and replaced by the weaker assumption that n is a bounded function.
In [30] Green's function G for (5) is constructed: a solution of (5) is
where
Here
Also, v j (x, ) are linearly independent solutions of
; the j 's are solutions of (10) in the interval (−h, h) and satisfy the initial conditions:
(The indices j = s, a correspond to symmetric and antisymmetric solutions, respectively.) We note that (8) can be split up into two summands:
and
with
G g represents the guided part of Green's function, which involves the guided modes, i.e. the modes propagating mainly inside the waveguide; G rad is the part of Green's function corresponding to the non-guided energy, i.e. the energy radiated outside or vanishing along the waveguide, which we denote by 
We note that G g is bounded and oscillatory in the z-direction,
Remark 2.1
The functions j ( ), j ∈{s, a}, given by (14) , are meromorphic functions of ∈ C, real-valued for ∈ R and with poles that are real and simple (see [34, 36] ), which corresponds to the values
To simplify notations, we shall denote
, ordered according to the natural ordering on the real line, and by * their maximum. With these premises, we set
From (12) and (9), it is clear that the guided part G g can be expressed as
Let s ∈ R; we will denote by L 2,s (R 2 ) the weighted Lebesgue space consisting of all the complexvalued measurable functions u such that (1+ x 2 + z 2 ) s |u(x, z)| 2 is summable in R 2 , equipped with the natural norm defined by
is commonly used when dealing with solutions of Helmholtz equation (see [37, 38] ). In [39] we proved that the spectrum-based solution (7)- (8) 
The following lemma will be useful in the following subsection. 
in R 2 , where n is given by (6) . Then
Proof
Since u is a solution of (20), from Lemmas A.1 and A.3 in [39], we infer that both (1+
Thus, it easily follows that the function
belongs to the Sobolev space W 2,2 (R 2 ). The Sobolev imbedding theorem (see Theorem 4.12 in [40] ) implies that ∈ L ∞ (R 2 ) and hence the first limit in (21) follows at once. A straightforward computation shows that satisfies the following equation: 
x h}. Again, by the Sobolev imbedding theorem, |∇ | is bounded in H + and hence the second limit in (21) holds as x →+∞. The same limit as x →−∞ holds by a similar argument.
The radiation condition and uniqueness theorem
We consider a solution u of (5) and define
with e(x, l ) given by (17) and where
The remainder part of u is
We introduce a one-parameter family of sets R , R>0, such that * R are level sets of a convex and coercive function d (x, z) 
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With these notations, we state our radiation condition for a solution u of (5):
with 0 = kn cl and l , l = 1, . . . , M, given by (19) . Note that, when n ≡ 1, we can choose R = B R and (25) reduces to (4) , since in such a case the guided components are not present.
The main result of this paper follows.
Theorem 2.3
There is at most one solution of (5) that satisfies (25) and belongs to u ∈ L 2,s (R 2 ), s<−1.
Remark 2.4
As it will be clear, it is not necessary to specify further the sets R in (25) to get uniqueness of a solution of (5). This means that Theorem 2.3 holds for any choice of one-parameter families of sets R satisfying the above mentioned assumptions. Of course, a solution of (5) satisfying (25) may not exist for an arbitrary choice of the sets R . However, a flexibility in the choice of the R 's could be useful in the development of numerical algorithms. In Section 3, we shall choose a special family of sets R and prove that, with this choice, the solution of (5) given by (7)- (8) satisfies (25) .
We also note that it is not necessary to choose the same sets R in each addendum in (25); Theorem 2.3 still holds if we replace (25) by the more general radiation condition
R , l = 0, 1, . . . , M, are one-parameter families satisfying the above mentioned assumptions.
Theorem 2.3 is based on Lemma 2.5 and Theorem 2.6 below.
Lemma 2.5
Let ∈ R and u be a weak solution of (20) . Then
for every ⊂ R 2 bounded and sufficiently smooth.
Proof
Since u is a weak solution of (20) , by Theorem 8.8 in [41] , we obtain the necessary regularity to infer that (27) .
Theorem 2.6
Let u ∈ L 2,s (R 2 ) be a weak solution of (20) satisfying (25) . Then
and, in particular,
for every l = 0, 1, . . . , M.
Proof By Lemma 2.5, it is enough to prove that each u l , l = 0, 1, . . . , M, satisfies (20) . Then, (28) and (29) will follow from (27) and (25) . Suppose l 1. Since
for every ∈ H 1 (R 2 ), we choose (x, z) = e(x, l ) (z) with ∈ C 1 0 (R) and obtain
an integration by parts and Lemma 2.2 then give
Since e(x, l ) satisfies (10), we obtain
and thus, from (23), Together with (10), this formula implies that each u l (x, z), l = 1, . . . , M, given by (22) , is a weak solution of (20) . In fact, for (x, z) = (x) (z) with , ∈ C 1 0 (R), integration by parts gives
the same conclusion holds for any ∈ C 1 0 (R 2 ), by a density argument. Since u and u l , l = 1, . . . , M, now satisfy (20) , the same holds for u 0 . Thus, as already mentioned, we can apply Lemma 2.5 to each u l , l = 0, 1, . . . , M, and obtain
for every R>0, and then since u satisfies (25), we get (28) and (29).
Proof of Theorem 2.3
Let u 1 and u 2 be two solutions; u = u 1 −u 2 satisfies (20) and (25) . From Theorem 2.6 we have that u ∈ L 2 (R 2 ) and, by using Lemmas A.1 and A.3 in [39], we get u ∈ H 2 (R 2 ). Therefore, u(x, ·) ∈ L 2 (R) for almost every x ∈ R, and the same holds for u x (x, ·) and u x x (x, ·). Hence, we can transform (20) by using the Fourier transform in the z-coordinatê
−izt dz for a.e. x ∈ R and obtainû
From Fubini-Tonelli's theorem, the integrals
have the same value, finite or infinite. Since u(x, ·) belongs to L 2 (R) for almost every x ∈ R, the same holds forû(x, ·) and, furthermore, we have By integrating the above equation and using Fubini-Tonelli's theorem, we obtain
From (31), it follows that
we obtain thatû(x, t) cannot be identically zero only for some values t = j m ∈ (0, d 2 ] and, furthermore, in that caseû
Hence, for some A, B ∈ R we should have
where Z j (z) = e ±z k 2 n 2 * − j m , because u is a solution of (20) . Since u(x, ·) ∈ L 2 (R), then both A and B must be zero and hence u ≡ 0 on R 2 .
THE SPECTRUM-BASED SOLUTION SATISFIES THE RADIATION CONDITION
Throughout this section we will assume that n is a function of bounded variation. It will be useful to introduce the following function:
This section is devoted to the proof of the following result.
be such that f ≡ 0 a.e. outside a compact subset of R 2 . Then, the spectrum-based solution (7) of (5) where R is given by
(see Figure 1 ) and Q R = {(x, z) ∈ R 2 : |x|, |z| R}.
Remark 3.2
At the cost of extra computations, it may be proved that Theorem 3.1 also holds if we replace (26) by the more compact condition (25) with R given by (34) .
We shall break the proof of Theorem 3.1 up into three steps. First, in Section 3.1, we will derive a handier representation of the radiating part G rad of Green's function, as a suitable contour integral (see Lemma 3.3). Then, in Section 3.2, we will prove a uniform asymptotic expansion for the quantity *G rad /* −i 0 G rad on the sets * R . Such an expansion will be used in Section 3.3 to carry out the proof of Theorem 3.1, where we also test the radiation condition on the guided components of u.
Representing G rad as a contour integral
We introduce the following functions:
with [x] h given by (32) , and, for ∈ C,
With these notations, (11) and (14) take the more compact forms:
for j ∈{s, a}. Figure 2 . The contour C.
Lemma 3.3
Let C be the contour from − 2 +i·∞ to 2 −i·∞ shown in Figure 2 and let G rad be the function in (13) . Then,
) sin t +|z − | cos t t ∈ C, and where j , j ∈{s, a}, is given by (35) . In particular, the following equivalent expression for G rad will also be useful:
(Note that g does not depend on x for |x| h.)
Proof
We first take (13) and make the change of variable = √ −d 2 to obtain
here, we also used the fact that all the relevant quantities subject to integration are even functions of . With the help of (36) and (37), and simple manipulations, we can infer that
The conclusion is then readily obtained by splitting up the interval of integration into the three intervals (−∞, − 0 ), [− 0 , 0 ] and ( 0 , +∞) and by subsequently making the change of variable = 0 sin t, with t ∈ C.
Lemma 3.4
For every , fixed, we have
for |x| h and z = ;
In particular, on the set (0, )+* R given by (34), we have
for z − = R and |x| h, and
where is the normal to (0, )+* R and we have set 
Proof
Since z = and Im([x] h sin t +|z − | cos t) →+∞ as t →∞ on C, the integrands in (40a) and (40b) vanish exponentially as t →∞ on C, since g is bounded (see Lemma A.3). Thus, (40a) and (40b) follow from an application of Lebesgue's dominated convergence theorem.
Uniform asymptotic estimates for
Aiming to estimate, as R →∞, the function *G rad /* −i 0 G rad given by (41), we need to deform the contour C to a more convenient one.
Re cos t = 1 Without loss of generality we can assume that ϑ ∈[0, /2]. We define the new contour C ϑ (see Figure 3) as follows:
(note that cos 1 cosh 2 = 1) and
This choice of C ϑ is suggested by the following three remarks:
(i) C∪C ϑ does not contain in its interior the poles of g (which correspond to the guided part (12) of G). (ii) 3 is part of the steepest descent path of cos(t −ϑ). (iii) 1 , 2 , 4 , 5 are chosen to complete the contour C∪C ϑ and to fulfill Lemma 3.5 below.
since (43) holds; here,
with p(y) = d 2 −q(y). Let (t) = R cos(t −ϑ)+(h − ) sin t and = 1 +i 2 ; an integration by parts yields
From (43) and since 
uniformly as R →∞.
Proof First, we estimate the left-hand side of (44) on the sets (0, )+* R . By Lemma 3.5, we need only to estimate the first addendum in (42) . We prove the estimate for (42b); the estimate for (42a) follows exactly in the same manner. Since 3 is part of the steepest descent path, the steepest descent method (see [42] ) suggests to change the variables in the first addendum in (42b): by setting cos(t −ϑ) = 1+iy 2 , we obtain where K is a bound of g. Therefore, (42b) implies that
on the sets (0, )+* R . By using exactly the same argument as before, we can prove that the derivatives of G rad are O(R −1/2 ) on the sets (0, )+* R , uniformly as R →∞; we reach the conclusion (44) by observing that * R − (0, )+* R = O(R −1 ), as R →∞.
Proof of Theorem 3.1
Since f ∈ L 2 (R 2 ) and f has compact support, from Corollary 5.1 in [39] we have that u ∈ L 2,s (R 2 ), s<−1.
Thus, it remains to prove that (7) satisfies (25) . In order to do it, we shall check the following facts:
(i) if u is given by (7) and u l , l = 1, . . . , M, is computed via (22) , the remainder part u 0 of u, given by (24) , equals the function u rad in (15) . (ii) u satisfies (33).
We preliminarily note that The following property of orthogonality is useful to check (i).
Lemma 3.7
Let e(x, l ), l = 1, . . . , M, and v j (x, ), j ∈{s, a}, be the solutions of (10) given by (17) and ( 
