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14 The Moutard transformation of
two-dimensional Dirac operators and
the Mo¨bius geometry
Iskander A. TAIMANOV ∗
1 Introduction
In the present article we consider the Moutard transformation for two-di-
mensional Dirac operators
D =
(
0 ∂
−∂¯ 0
)
+
(
U 0
0 U
)
, (1)
where ∂ = 1
2
(
∂
∂x
− i ∂
∂y
)
and ∂¯ = 1
2
(
∂
∂x
+ i ∂
∂y
)
, with real-valued potentials U .
This transformation and its extension to a transformation of solutions to the
modified Novikov–Veselov equation was introduced in [1].
The Weierstrass representation of surfaces corresponds to a solution
ψ =
(
ψ1
ψ2
)
of the Dirac equation
Dψ = 0, (2)
a surface in R3 determined by the classical Weierstrass formulas for minimal
surfaces in R3 [2] and moreover any surface in R3 admits such a representation
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even globally (wherewith ψ is a section of spinor bundle over a surface) and
important geometrical properties of the surface (in particular, the value of
Willmore functional) are encoded into the spectral characteristics of D [3, 4].
Hence to every surface S ⊂ R3 with a fixed conformal parameter z = x+iy
there corresponds a unique Dirac operator D, coming into its Weierstrass
representation, with the potential U (the potential of a surface with a fixed
conformal parameter).
In the present article we
1. describe the action of the inversion on the data of the Weierstrass
representation, i.e. on U and ψ (Theorem 1);
2. show that the Moutard transformation [1] has a geometrical meaning:
the Moutard transformation maps the potential U of a surface S into
the potential U˜ of the inverted surface S˜ (Theorem 2).
2 Preliminary facts
2.1 The Weierstrass representation of surfaces
Let
r : U → R3, U ⊂ C,
be a conformal immersion of a domain U into R3, i.e., that is an immersion
such that the induced metric takes the form
ds2 = e2α(z,z¯)dz dz¯. (3)
Such a parameter z = x+ iy is called a conformal parameter on the surface.
The conformality condition reads(
∂x1
∂z
)2
+
(
∂x2
∂z
)2
+
(
∂x3
∂z
)2
= 0,
where x1, x2, x3 are the Euclidean coordinates in R3. The points of this
quadric in C3 are parameterized by pairs (ψ1, ψ¯2) ∈ C
2 as follows:
∂x1
∂z
=
i
2
(ψ21 + ψ¯
2
2),
∂x2
∂z
=
1
2
(ψ¯22 − ψ
2
1),
∂x3
∂z
= ψ1ψ¯2.
2
The function ψ =
(
ψ1
ψ2
)
defines a surface via these formulas if and only if it
satisfies the Dirac equation (2) for the Dirac operator (1) with a real-valued
potential U . The Dirac equation reads exactly that the form
3∑
k=1
(
∂xk
∂z
dz +
∂xk
∂z
dz¯
)
is closed and the coordinates x1, x2, x3 are real-valued.
Therewith, given any solution ψ of (2), we construct a surface r : U → R3
by formulas
x1(P ) =
i
2
∫ P
P0
(
(ψ21 + ψ¯
2
2)dz − (ψ¯
2
1 + ψ
2
2)dz¯
)
+ x1(P0),
x2(P ) =
1
2
∫ P
P0
(
(ψ¯22 − ψ
2
1)dz + (ψ
2
2 − ψ¯
2
1)dz¯
)
+ x2(P0), (4)
x3(P ) =
∫ P
P0
(
ψ1ψ¯2dz + ψ¯1ψ2z¯
)
+ x3(P0).
Here P0 is a fixed point in U and the integral is taken over a path in U joining
P0 and P . If U is simply-connected, then the integral does not depend on a
path. The induced metric (3) takes the form
eα = |ψ1|
2 + |ψ2|
2,
and hence the formulas (4) define an immersion of U exactly outside branch
points at which |ψ1|
2 = |ψ2|
2 = 0. The unit normal vector n equals to
n = e−α(i(ψ1ψ2 − ψ¯1ψ¯2),−(ψ1ψ2 + ψ¯1ψ¯2), (|ψ2|
2 − |ψ1|
2)), (5)
and the potential U of the Dirac operator is equal to
U =
eαH
2
, (6)
where H is the mean curvature of the surface.
Since (4) define a surface up to translations, the data U and ψ are invari-
ant under them. Rotations of R3 preserve U and induce spinor actions on ψ
[5].
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2.2 The inversion
The Mo¨bius geometry studies geometrical figures in the Euclidean spaces
complemented by the infinity points, i.e. in the spheres Sn = Rn∪{∞}, and
their properties which are invariant with respect to conformal transforma-
tions.
For n ≥ 3 the group formed by all orientation preserving conformal trans-
formations is generated by translations and rotations of Rn and the inversion
and is isomorphic to the unity component of SO(n+ 1, 1).
The inversion of the three-space is as follows
T : x→ −
x
|x|2
, x = (x1, x2, x3) ∈ R3.
It maps conformally R3 ∪ {∞} onto itself.
Let u be a vector tangent to R3 at x: u ∈ T
x
R3 and let x 6= 0. Then it is
easy to compute that
T ∗u = −
u
|x|2
+ 2x
〈x, u〉
|x|4
, (7)
where 〈·, ·〉 is the Euclidean scalar product. This implies that
〈T ∗u, T ∗v〉 =
〈u, v〉
|x|4
, u, v ∈ T
x
R
3. (8)
Let
r : U → R3
be a surface with a conformal parameter z. The inversion transforms it into
the surface:
r˜ = T · r : U → R3.
By (8), z is a conformal parameter for r˜ and the conformal factors are related
by the formula:
eα˜(z,z¯) =
eα(z,z¯)
|r(z, z¯)|2
, eα˜ =
1
2
〈r˜z, r˜z¯〉, e
α =
1
2
〈rz, rz¯〉. (9)
Let us recall that
∆r = 4e−2α∂∂¯r = 2Hn,
4
which we rewrite as
rzz¯ = e
αUn, (10)
where n is the unit normal vector to the surface and U is the potential of
the Weierstrass representation of r. The latter formula implies that
U = e−α〈rzz¯,n〉.
Proposition 1 The potential U˜ of the Weierstrass representation of the sur-
face r˜ (with a conformal parameter z) is equal to
U˜ = U + eα
〈r,n〉
|r|2
. (11)
Proof. By (7) and (8), we have
r˜z = −
rz
|r|2
+
2r〈r, rz〉
|r|4
, n˜ = −n+
2r〈r,n〉
|r|2
.
By straightforward commutations we derive
r˜zz¯ = −
rzz¯
|r|2
−
8r〈r, rz〉〈r, rz¯〉
|r|6
+
+
2
|r|4
(rz〈r, rz¯〉+ rz¯〈r, rz〉+ r〈rz, rz¯〉+ r〈r, rzz¯〉)
and
〈r˜zz¯, n˜〉 =
〈rzz¯,n〉
|r|2
+ 2
〈r,n〉〈rz, rz¯〉
|r|4
.
By (10), we rewrite the latter equation as follows
eα˜U˜ =
eαU
|r|2
+
〈r,n〉e2α
|r|4
and after dividing both sides by eα˜ = eα/|r|2 (see (9)) we obtain (11). Propo-
sition is proved.
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2.3 The modified Novikov–Veselov equation
The modified Novikov–Veselov equation (the mNV equation)
Ut =
(
Uzzz + 3UzV +
3
2
UVz
)
+
(
Uz¯z¯z¯ + 3Uz¯V¯ +
3
2
UV¯z¯
)
,
where
Vz¯ = (U
2)z,
was introduced in [6].
This equation takes the form of Manakov triple:
Dt + [D,A]− BD = 0,
where D is a two-dimensional Dirac operator (1). Usually the Manakov
representation of the mNV equation
Lt + [L,A]− BL = 0
was written in terms of the operator L of the form
L =
(
∂ −U
U ∂¯
)
(see [1, 3]). Since
D = LΓ
with
Γ =
(
0 1
−1 0
)
, (12)
these representation are related by the formulas
A = −ΓAΓ, B = ΓAΓ + A+B,
with
A = ∂3 + ∂¯3+ (13)
+3
(
V 0
Uz 0
)
∂ + 3
(
0 −Uz¯
0 V¯
)
∂¯ +
3
2
(
Vz 2UV¯
−2UV V¯z¯
)
,
B = 3
(
−V 0
−2Uz V
)
∂ + 3
(
V¯ 2Uz¯
0 −V¯
)
∂¯ +
3
2
(
V¯z¯ − Vz 2Uz¯z¯
−2Uzz Vz − V¯z¯
)
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2.4 The matrix algebra H
We note that
Γ = iσ2,
where σ2 is one of the Pauli matrices which are
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
The Pauli matrices satisfy the relations
σaσb = iεabcσc + δabσ0,
where σ0 is the unity matrix, and iσ1, iσ2, iσ3 form a basis for the Lie algebra
su(2) formed by all matrices of the form A =
(
a b
−b¯ a¯
)
,TrA = 0.
The four-dimensional space H formed by all matrices of the form(
a b
−b¯ a¯
)
, a, b ∈ C,
is spanned over R by σ0, iσ1, iσ2, iσ3, is isomorphic to the quaternion algebra.
In particular, H is closed with respect to the product.
3 The Moutard transformation
In this section we expose the Moutard type transformation for two-dimensional
Dirac operators and solutions of the mNV equation introduced in [1]. How-
ever we modify the initial presentation for demonstrating the geometry which
is hidden in analytical formulas and was unnoticed until recently.
3.1 The Moutard transformation of operators
If a spinor ψ =
(
ψ1
ψ2
)
which meets the Dirac equation (2), then it is easy
to notice that
ψ∗ =
(
−ψ¯2
ψ¯1
)
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also satisfies this equation. Let us form from ψ and ψ∗ a matrix-valued
solution
Ψ =
(
ψ1 −ψ¯2
ψ2 ψ¯1
)
(14)
of the Dirac equation (2). We note that Ψ is an H-valued function.
For every pair Ψ and Φ of H-valued functions let us correspond a matrix-
valued 1-form ω
ω(Φ,Ψ) = Φ⊤Ψdy − iΦ⊤σ3Ψdx = (15)
−
i
2
(
Φ⊤σ3Ψ+ Φ
⊤Ψ
)
dz −
i
2
(
Φ⊤σ3Ψ− Φ
⊤Ψ
)
dz¯
and a matrix-valued function
S(Φ,Ψ)(z, z¯, t) = Γ
∫ z
0
ω(Φ,Ψ), (16)
which is defined up to constant matrices from su(2) formed by integration
constants.
Here and in the sequel we denote the transposition of X by X⊤.
To every H-valued function Ψ we correspond a matrix-valued function
K(Ψ) = ΨS−1(Ψ,Ψ)ΓΨ⊤Γ−1. (17)
Proposition 2 ([1]) Given a solution Ψ0 of the Dirac equation (14) for the
operator D with real-valued potential U , the matrix K(Ψ0) takes the form
K(Ψ0) =
(
iW a
−a¯ −iW
)
with W real-valued, and for every solution Ψ of form (14) of the Dirac equa-
tion (2) the function Ψ˜ of the form
Ψ˜ = Ψ−Ψ0S
−1(Ψ0,Ψ0)S(Ψ0,Ψ) (18)
satisfies the equation
D˜Ψ˜ = 0
for the Dirac operator D˜ with potential
U˜ = U +W.
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3.2 The Moutard transformation of solutions to the
mNV equation
Given a pair of H-valued functions Φ and Ψ which depend on x, y, and t, let
us define a matrix-valued 1-form
ω̂(Φ,Ψ) = Φ⊤Ψdy − iΦ⊤σ3Ψdx+
[
i(Φ⊤yyσ3Ψ+ Φ
⊤σ3Ψyy − Φ
⊤
y σ3Ψy) +
2iU(Φ⊤y σ2Ψ− Φ
⊤σ2Ψy) + Φ
⊤
(
iU2 − 3iV −iUx
−iUx −iU
2 + 3iV¯
)
Ψ
]
dt = (19)
ω(Φ,Ψ) +
[
−i((Φ⊤zz + Φ
⊤
z¯z¯ − 2Φ
⊤
zz¯)σ3Ψ+ Φ
⊤σ3(Ψzz +Ψz¯z¯ − 2Ψzz¯)−
(Φ⊤z − Φ
⊤
z¯ )σ3(Ψz −Ψz¯))− 2U((Φ
⊤
z − Φ
⊤
z¯ )σ2Ψ− Φ
⊤σ2(Ψz −Ψz¯))+
Φ⊤
(
iU2 − 3iV −i(Uz + Uz¯)
−i(Uz + Uz¯) −iU
2 + 3iV¯
)
Ψ
]
dt,
and matrix-valued functions
S˜(Φ,Ψ)(z, z¯, t) = Γ
∫ z
0
ω˜(Φ,Ψ),
K(Ψ) = ΨS˜−1(Ψ,Ψ)ΓΨ⊤Γ−1,
M(Ψ) = ΓΨyΨ
−1Γ−1 = iΓ(Ψz −Ψz¯)Ψ
−1Γ−1.
Proposition 3 ([1]) Let U(z, z¯, t) and V (z, z¯, t) satisfy the mNV equation
and Ψ0(z, z¯, t) satisfy the system
DΨ0 = 0,
∂Ψ0
∂t
= AΨ0.
Then
1. the matrices K(Ψ0) and M(Ψ0) take the form
K =
(
iW a
−a¯ −iW
)
, M =
(
b c
−c¯ b¯
)
,
with W real valued;
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2. for every solution Ψ (14) of the Dirac equation (2) and
∂Ψ
∂t
= AΨ
the function Ψ˜ of the form
Ψ˜ = Ψ−Ψ0S˜
−1(Ψ0,Ψ0)S˜(Ψ0,Ψ)
satisfies the equation
D˜Ψ˜ = 0
for the Dirac operator D˜ with potential
U˜ = U +W
and the equation
∂Ψ˜
∂t
= A˜Ψ˜
where A˜ takes the form (13) with U replaced by U˜ and V replaced by
V˜ :
V˜ = V + 2UW + a2 + 2(ab¯− ic¯W );
3. the function U˜ is real-valued and U˜ and V˜ satisfy the mNV equation
U˜t =
(
U˜zzz + 3U˜zV˜ +
3
2
U˜ V˜z
)
+
(
U˜z¯z¯z¯ + 3U˜z¯
¯˜
V +
3
2
U˜
¯˜
V z¯
)
,
V˜z¯ = (U˜
2)z.
4 The action of the inversion on the Weier-
strass representation data
Let ψ =
(
ψ1
ψ2
)
define a surface r : U → R3 via the Weierstrass representa-
tion.
Let us identify R3 with the Lie algebra su(2) via the mapping
x = (x1, x2, x3)→ X =
(
ix3 −x1 − ix2
x1 − ix2 −ix3
)
.
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In such a representation the inversion takes a very simple form:
T (X) = X−1.
Let us construct a matrix-valued function
Ψ0 =
(
ψ1 −ψ¯2
ψ2 ψ¯1
)
.
Proposition 4 The formula (16) gives an immersion into su(2) = R3 of a
surface defined by the spinor ψ via the Weierstras representation.
Proof. By (4) and (15), we have
S(Ψ0,Ψ0)(P ) = Γ
∫ P
P0
−
i
2
(
Ψ⊤0 (σ3 + 1)Ψ0dz +Ψ
⊤
0 (σ3 − 1)Ψ0
)
dz¯) =
= i
∫ P
0
(
ψ1ψ¯2 −ψ¯
2
2
ψ21 −ψ1ψ¯2
)
dz +
(
ψ¯1ψ2 ψ¯
2
1
−ψ22 −ψ¯1ψ2
)
dz¯ = (20)
=
∫ P
0
d
(
ix3 −x1 − ix2
x1 − ix2 −ix3
)
∈ su(2),
i.e. S determines a surface defined by ψ via the Weierstrass representation.
Proposition is proved.
Let us fix integration constants to achieve
S(Ψ0,Ψ0)(P ) = r(P ).
Let us consider the inversion r˜ = T · r : U → R3, of the surface r. It is
given by the formula
P ∈ U → S˜(P ) = S−1(P ).
We have S˜(P ) = S(Ψ˜0, Ψ˜0)(P ) = S
−1(Ψ0,Ψ0)(P ), and, by (15) and (16),
S˜z = −
i
2
ΓΨ˜⊤0 (1 + σ3)Ψ˜0.
Since S˜S = S−1S = 1, we have (S˜S)z = S˜zS + S˜Sz = 0 and therefore
conclude that
S˜z = −S
−1SzS
−1.
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This implies the equality
−
i
2
ΓΨ˜⊤0 (1 + σ3)Ψ˜0 =
i
2
S−1ΓΨ⊤0 (1 + σ3)Ψ0S
−1
which after simple cancellations takes the form
Ψ˜⊤0 (1 + σ3)Ψ˜0 = −Γ
−1S−1ΓΨ⊤0 (1 + σ3)Ψ0S
−1.
Since S−1 equals to
S−1 =
1
detS
(
−ix3 x1 + ix2
−x1 + ix2 ix3
)
,
we have
−Γ−1S−1Γ = ΓS−1Γ = (S−1)⊤
which implies
C⊤(1 + σ3)C = (1 + σ3) =
(
2 0
0 0
)
(21)
with
C = Ψ0S
−1Ψ˜−10 .
Analogously by considering S˜z¯ and Sz¯ we derive that
C⊤(σ3 − 1)C = (σ3 − 1) =
(
0 0
0 −2
)
.
It follows from the latter equality together with (21) that C is diagonal and
C⊤ = C−1. Since Ψ0, S
−1, Ψ˜0 ∈ H , we conclude that C ∈ H which implies
that C = ±
(
1 0
0 1
)
, and hence Ψ˜0 = ±Ψ0S
−1. Since both spinors ±Ψ0S
−1
define the same surface, we put without loss of generality
Ψ˜0 = Ψ0S
−1.
The spinor Ψ˜0 satisfies the Dirac equation
D˜Ψ˜0 = (D0 + U˜)Ψ˜0 = 0
where
D0 =
(
0 ∂
−∂¯ 0
)
.
12
It is easy to check the “Leibniz rule”
D0(A · B) = (D0A) · B +
(
0 1
0 0
)
A · ∂B +
(
0 0
−1 0
)
A · ∂¯B (22)
and apply it as follows
D0(Ψ0S
−1) = (D0Ψ0)S
−1 +
(
0 1
0 0
)
Ψ0S
−1
z +
(
0 0
−1 0
)
Ψ0S
−1
z¯ =
= −UΨ0S
−1 + i
(
0 1
0 0
)
Ψ0S
−1ΓΨ⊤0
(
1 0
0 0
)
Ψ0S
−1+
+i
(
0 0
−1 0
)
Ψ0S
−1ΓΨ⊤0
(
0 0
0 −1
)
Ψ0S
−1.
By dividing both sides by Ψ0S
−1, we derive
U˜ = U − i
((
0 1
0 0
)
G
(
1 0
0 0
)
+
(
0 0
1 0
)
G
(
0 0
0 1
))
, (23)
G = Ψ0S
−1ΓΨ⊤0 .
Finally we conclude
Theorem 1 Let Ψ0 define a surface S of the form (20) via the Weierstrass
representation and meet the Dirac equation with potential U . Let S˜ be a
surface obtained from S by the inversion.
Then S˜ is defined by the spinor
Ψ˜0 = Ψ0S
−1
via the Weierstrass representation and Ψ˜0 meets the Dirac equation with the
potential U˜ of the form (23).
5 Geometry of the Moutard transformation
Theorem 2 The Moutard transformation of the Dirac operator D given in
Proposition 2 maps the potential of the Weierstrass representation of S (20)
into the potential of its inversion S˜.
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Proof. Let us compute W = −iK11 given by (17). We have
K = Ψ0S
−1ΓΨ⊤0 Γ
−1 = Ψ0S
−1
(
0 1
−1 0
)(
ψ1 ψ2
−ψ¯2 ψ¯1
)(
0 −1
1 0
)
=
=
1
|r|2
(
ψ1 −ψ¯2
ψ2 ψ¯1
)(
−ix3 x1 + ix2
−x1 + ix2 ix3
)(
ψ¯1 ψ¯2
−ψ2 ψ1
)
,
where |r|2 =
∑3
k=1(x
k)2, and we derive that, by (5),
K11 =
1
|r|2
(x1(ψ1ψ2 − ψ¯1ψ¯2)− ix
2(ψ1ψ2 + ψ¯1ψ¯2) + ix
3(|ψ2|
2 − |ψ1|
2)) =
=
i
|r|2
eα〈r,n〉.
It follows from (11) that U˜ = U+W is the potential of S˜. Theorem is proved.
More tedious computations allow to prove Theorem 2 by comparing (17)
and (23).
For completeness, let us derive (18) in the framework of Section 4 (in [1]
its derivation was skipped).
Let
DΨ = DΨ0 = 0, D˜Ψ˜0 = 0,
and let us look for a deformation Ψ˜ of Ψ of the form
Ψ˜ = Ψ + Ψ˜0N
which satisfies D˜Ψ˜ = 0. By (22), we have
0 = D˜Ψ˜ = (D +W )(Ψ + Ψ˜0N) = DΨ+WΨ+ (D˜Ψ˜0) ·N+(
0 1
0 0
)
Ψ˜0∂N +
(
0 0
−1 0
)
Ψ˜0∂¯N
where W = U˜ − U and, since D˜Ψ˜ = DΨ = 0, we look for N such that
WΨ = −
(
0 1
0 0
)
Ψ˜0∂N −
(
0 0
−1 0
)
Ψ˜0∂¯N.
Recall that, by (6),
W =
(
0 1
0 0
)
Ψ˜0Sz(Ψ0,Ψ)Ψ
−1 +
(
0 0
−1 0
)
Ψ˜0Sz¯(Ψo,Ψ)Ψ
−1
and infer the following
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Proposition 5 ([1]) If Ψ satisfies DΨ = 0, then the function
Ψ˜ = Ψ− Ψ˜0S(Ψ0,Ψ) (24)
satisfies the equation D˜Ψ˜ = 0. The function Ψ˜ is defined up to Ψ˜0 ·A where
A is a constant matrix from H.
Let the potential U is double-periodic:
U(z + λ) = U(z), λ ∈ Λ ≈ Z2 ⊂ C.
The a solution ψ of the Dirac equation (2) is called the Floquet function
(on the zero energy level) of D if there are constants µ1 and µ2 (the Floquet
multipliers) such that
ψ(z + λk) = µkψ(z), k = 1, 2,
where λ1 and λ2 generate Λ. The Floquet functions are parameterized by
the spectral curve of D [7] which was first introduced for the two-dimensional
Schro¨dinger operator in [8].
We conjectured that the spectral curve is preserved by conformal trans-
formations. Since translations and rotations do not change the potential,
it is enough to establish that for the inversion. In [9] this conjecture was
confirmed by proving that for tori in R3 the multipliers are preserved by the
inversion. In [10] that was established for tori in R4 however it was shown
that in this case the spectral curve may change by stacking and unstacking
multiple points. Both proofs are based on studying infinitesimal conformal
transformations.
Proposition 5 straightforwardly shows the multipliers are preserved by
the inversion:
Corollary 1 If Ψ is the Floquet function of D, then there is a unique choice
of Ψ˜ of the form (24) such that Ψ˜ is a Floquet function of D˜. Moreover Ψ˜
has the same Floquet multipliers µ1, µ2 as Ψ.
6 Final remarks
1) The (Bianchi) permutability theorem for the Moutard transformation is
briefly mentioned in [1]. It reads that there are representatives of Ψ˜1 and Ψ˜2
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such that Û = U12 = U21, i.e. the diagram
U
Ψ1−→ U1
Ψ2 ↓ ↓ Ψ˜2
U2
Ψ˜1−→ Û
is commutative. Here the arrows denote transformations defined by its labels
and Ψ˜2 and Ψ˜2 are images of Ψ2 and Ψ1 under these transformations. Is there
any geometrical interpretation of the permutability in the spirit of Theorem
2?
2) In [11] iterates of the Moutard transformation of the Schro¨dinger op-
erator were used for deriving examples of operators with interesting spectral
properties. It would be interesting to do the same for the Dirac operator, in
particular, by using the geometrical interpretation given by Theorem 2.
3) Proposition 3 gives a way for looking for blowups of solutions to the
mNV equation. Indeed, let the initial surface S do not pass through x = 0.
Then (19) and (20) define its deformation and as soon as S˜ passes through
x = 0, the potential U˜ would become singular. The well-understood minimal
surfaces and soliton spheres [5, 12] may supply such explicit examples.
4) There have to be a similar Moutard transformation corresponding to
the inversion of surfaces in R4 [13, 14]. We remark that in this case the
Dirac operator takes the form D0 + diag(U, U¯) and is related to the Davey–
Stewartson equations.
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