Abstract-Despite unprecedented vertical growth in large cities, the economics of skyscrapers remain understudied. We combine data on tall buildings with a panel of land prices covering 140 years to analyze the determinants of urban heights. We provide estimates of the land price elasticity of height, the height elasticity of construction cost, and the elasticity of substitution between land and capital for tall buildings. The land price elasticity of height increased substantially over time, and it is larger for commercial than for residential buildings, which suggests that the supply side helps to produce the typical segregation of urban land uses.
I. Introduction
I CONIC metropolitan skylines, the widely visible signs of demand for density and economic success of cities, have grown at an unprecedented in this century: the completion of 650 skyscrapers exceeding 200 meters. In 2015 alone, a record number of 106 tall buildings over 200 meters has been completed, and this number further increased to 144 in 2017. From 2010 to 2015, the number of super-tall buildings, exceeding 300 meters, doubled from 50 to 100. 1 The 830 meter Burj Khalifa in Dubai set an impressive new record for the tallest structure in the world. This vertical growth is particularly impressive considering the sizable cost of supplying space in tall commercial and residential buildings. The construction of the Burj Khalifa came at a cost of $1.5 billion (Long, 2011) . One World Trade Center, not as tall but heavily reinforced to withstand terrorist attacks, cost as much as $3.8 billion (Brown, 2012) . These costs are excessive even considering that some tall buildings can host the equivalent of a small town. Previewing our results, the per floor space construction cost of a fifty-floor building is about three times that of a ten-floor building, with costs increasing exponentially in height.
It is therefore perhaps not surprising that skyscrapers are often claimed to be economically unviable (Tauranac, 1995) and instead physical manifestations of irrational growth expectations (Lawrence, 1999) , although this claim is not substantiated by careful statistical tests (Barr, Mizrach, & Mundra, 2015) . Skyscrapers offer economic benefits to owners, occupiers, and developers. They allow firms to place vast numbers of workers at the most productive locations, usually the densest places (Ahlfeldt et al., 2015) , that attract the most productive people (Combes et al., 2012) . Skyscrapers add to these locations by increasing economic activity, which makes them both a cause and an effect of density. It is intuitive that if firms are willing to pay sufficiently high rents to be located at highly productive locations, the construction of very tall buildings will be profitable even if construction costs are high. The existence of skylines can be rationalized by high land prices and substitution away from a scarce and expensive factor, land, as predicted by neoclassical theory (Brueckner, 1987; Mills, 1967; Muth, 1969) . Notably, the most vertical cities, such as New York and Hong Kong, also tend to be among the most expensive cities.
Economists have for long largely ignored the existence of skyscrapers, leaving the driving forces that determine the verticality of cities empirically understudied. This gap in the literature is not only surprising and dissatisfactory due to the sheer size of the investments involved, but also because of their longevity. Worldwide, 98% of buildings exceeding 100 meters survived their fiftieth anniversary. For skyscrapers, the figure is as high as 99.4%. And so far, no super-tall building has ever been demolished. Hardly any other form of capital is as durable, implying that any decision to build a skyscraper will likely have a legacy on the spatial structure of a city.
In this paper, we provide a novel analysis of the determinants of the urban height profile. We argue that skyscrapers are rational responses to high land prices that result from high demand for productivity advantages and amenities that dense clusters such as central business districts offer. We identify three components that affect the elasticity of building height with respect to land price. First, the height elasticity depends on the elasticity of substitution between land and capital (Ahlfeldt & McMillen, 2014; Epple, Gordon, & Holger, 2010) . The easier it is to substitute away from the use of land in the provision of the building services that residential and commercial users demand, the more rapidly will developers respond to increases in land prices by piling up floor space and building tall. Second, the height elasticity depends on the convexity of the construction cost function. If the per unit cost of providing space increases rapidly in building height (due to more sophisticated structural engineering and materials), the height response to increases in land prices will be mitigated. Third, the height elasticity depends on the degree to which taller high-rise structures require the provision of larger surrounding ''extra spaces,'' be it to facilitate construction, accommodate amenities, or to comply with zoning regulations. Developers normally respond to increases in land price by providing more space per land unit and building taller. If the required extra space increases in building height, a smaller fraction of the property will be occupied by a tall structure. This creates a pressure to build even taller to achieve the desired amount of space per land unit.
To analyze the urban height profile, we construct a novel microgeographic data set with quasi-temporal variation. Our core data set includes about 1,750 constructions of tall buildings in Chicago (including buildings that have been demolished) for which we know the exact location, the height, and the construction year. We combine data from a variety of sources with a unique panel of spatially disaggregated land prices, covering the whole of Chicago from 1873 onward. Matching land prices to tall buildings based on location and construction year allows us to capture the economic conditions at the time when the decisions to construct these buildings were made. For a subset of buildings, our data set includes information on the size of the land parcel, the building footprint, and the cost of construction. In addition to its reputation as a city that closely matches the features of the stylized Alonso-Muth-Mills model (Alonso, 1964; Mills, 1967; Muth, 1969) , Chicago is a particularly interesting case for our study because it has a long history of innovative architecture and an unusually high concentration of tall buildings. Its relatively lax zoning code presents few restrictions on the construction of tall buildings in prime areas.
We use this combination of data sets to gain insight into the determinants and the nature of skylines. We provide a series of novel estimates of parameters that determine the verticality of cities. We estimate an elasticity of height with respect to land price of 45% for commercial buildings and 30% for residential buildings in 2000. Over 100 years, the elasticity approximately doubled, which is in line with significant improvements in construction technology, as well as a shift toward a less rigid zoning regime. We also provide estimates of the elasticity of per floor space construction cost with respect to height, which ranges from 25% for small buildings to well above unity for super-tall buildings and is generally larger for residential than for commercial buildings. Our estimates of the elasticity of extra space with respect to height range from 10% to 15%. Combining these estimates, we infer the first estimates of the elasticity of substitution between land and capital for tall commercial (77%) and tall residential (48%) buildings. Our estimates for tall buildings are smaller than the about-unity estimates recently found for small residential structures in Chicago (Ahlfeldt & McMillen, 2014) , suggesting that the elasticity of substitution may not be constant.
The results of our analysis of the determinants of the vertical structure have important implications for the horizontal land use pattern of cities. The land price elasticity of height is larger for commercial than for residential buildings because the elasticity of substitution between land and capital is larger and the height elasticity of construction cost is lower. In other words, it is easier to pile up offices than homes. The strong tendency for commercial activities to concentrate in central business districts, subcenters, or edge cities is typically attributed to demand-side factors such as agglomeration economies (Ahlfeldt et al., 2015; Fujita & Ogawa, 1982; Lucas & Rossi-Hansberg, 2002) . Our results suggest that the supply side also plays an important role in explaining the high degree of spatial concentration of commercial activity and the sharp segregation of land uses that is characteristic for many cities.
The remainder of the paper is organized as follows. Section II introduces the related literature, some context, and our data. We introduce our empirical strategy in section III and present the results in section IV. Section V concludes the paper.
II. Background and Data

A. Related Literature
While skyscrapers represent a striking and widely visible form of extreme urbanization, they have attracted relatively limited attention in economics research. The theoretical literature has analyzed the relationship between building height and agglomeration (Grimaud, 1989; Helsley & Strange, 2007) , as well as building height and between-and withinbuilding transport cost (Sullivan, 1991) . Helsley and Strange (2008) introduce an intrinsic value of being the tallest in a game-theoretical analysis to rationalize why skyscrapers are developed beyond what appears to be a fundamentally efficient height. Empirically, a number of studies have found that rents tend to be relatively high in tall office buildings (Colwell, Munneke, & Trefzger, 1998; Koster, van Ommeren, 2014; Liu, Rosenthal, & Strange, 2015; Shilton & Zaccaria, 1994) , with the notable exception of Eichholtz, Kok, and Quigley (2008) , who find mixed results. Liu et al. (2015) present evidence of a rent gradient within tall buildings, with particularly high premiums near the top of a building.
Solid empirical evidence on the determinants of building heights is particularly scarce. Clark and Kingston (1930) provide an early attempt to relate skyscraper height to economic fundamentals. More recent evidence is essentially confined to Jason Barr's work on tall building structures in Manhattan. provides a time-series analysis of building height, which suggests that skyscraper height is mainly determined by economic fundamentals. Barr (2012) finds a spatial autoregressive structure in building heights, which he interprets as evidence for builders engaging in height competition. Barr (2013) analyzes the skyscraper 862 THE REVIEW OF ECONOMICS AND STATISTICS competition between New York and Chicago. Barr, Tassier, and Trendafilov (2010) show that the availability of solid bedrock influences where skyscrapers are developed within business districts but not the locations of business districts themselves. Compared to these studies, the main advantage of our data set is that we observe the price of land at the location and time when decisions on building heights were made for virtually all tall buildings in Chicago. Our research is related to a number of broader strands in the urban economics literature. In particular, we contribute to the literature on the substitution of land for capital in the production process for housing (Ahlfeldt & McMillen, 2014; Albouy & Ehrlich, 2012; Epple et al., 2010; McDonald, 1981) . Our research is also closely related to studies that have analyzed building density (Barr & Cohen, 2014; McMillen, 2006) and land price (Ahlfeldt & Wendland, 2011; McMillen, 1996) gradients, as well as the effects of very high densities and localized agglomeration (Ahlfeldt et al., 2015; Arzaghi & Henderson, 2008) . Not least, by providing novel estimates of the rate at which construction costs increase in height, we contribute to a small literature that mainly consists of theoretical analysis and engineering estimates (Lee, Lee, & Park, 2011; Tan, 1999) .
B. Building Heights
The major component of our data was acquired from Emporis.com, a commercial data provider that collects technical information on various types of buildings, including skyscrapers, high-rises, and various structures such as halls or stadiums. The database is considered the most complete database on tall structures to date and has been used in various analyses of the Manhattan skyline (Barr, , 2012 (Barr, , 2013 Barr & Cohen, 2014; . The data include buildings that have been torn down, making a potential selection bias due to a higher teardown probability of smaller structures less likely.
From this worldwide database, we extract information on the construction of buildings in Chicago with at least five floors and with complete information on the exact location (geographic coordinates), the year of construction, and a measure of building height. In our analysis, we normally use the architectural height of a building, which excludes antenna masts. For a handful of buildings with missing data, we use regressions of height on the number of floors to impute heights. Within the area covered by our land price data (discussed in section IIC), we have 1,737 tall buildings, whose location we plot in figure 1. Despite the long time frame, only 4.4% (77) of these tall buildings had been demolished by 2014. As expected, the vast majority of tall buildings are located near Lake Michigan and, in particular, the central downtown sections of the city. The earliest construction of tall buildings occurred within the Loop, west of Grant Park. Table 1 presents descriptive statistics by construction date cohorts. We generally define cohorts as buildings constructed within a given decade. The exceptions are cohorts defined for the 1870s and 1880s, as well as the 1890s and 
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1900s, because data on constructions are sparse and there is only one cross-section of land prices available in each case. Construction activity of tall buildings has tended to increase over time, although the 1920s show almost as much new construction as the 2000s. The mean heights of the constructed buildings in our data have approximately doubled over the nearly 150 years covered by our data set. From the 1920s onward, residential use has replaced commercial as the primary use of tall buildings, which is consistent with the increasingly less centralized location of new buildings. From the 1950s on, there is a trend for the construction of tall buildings to be more centrally located in the city. It is worth noting that since the 1960s, there has been at least one building exceeding 300 meters constructed in each decade in Chicago, making it one of the most vertical cities in the United States. Since then, the tallest buildings in Chicago have been tall even by the standard of the tallest buildings in the work. We provide a more detailed discussion of the history of the tallest buildings in Chicago in the online appendix, section 2.1.
C. Land Prices
Our second main data source is a digitized version of various editions of Olcott's blue books of Chicago. Olcott's blue books provide front-foot land value estimates for Chicago and many of its suburbs in the form of detailed printed maps. These land values offer astonishing spatial detail. They typically vary for street segments along the same block and across different sides of the same street, and they even take distinct values for corner lots. Olcott's blue books are a reputable source from an established assessment company that stayed in business for more than eighty years. Smaller samples of Olcott's land values have previously been used in such studies as Berry (1976) , Kau and Sirmans (1979) , McDonald and Bowman (1979) , McMillen (1996) , McMillen and McDonald (2002) , Mills (1969) , and Yeates (1965) . This project is the first to take advantage of a newly digitized version of nine editions ranging from the first edition in 1913 to one of the last editions in 1990, at approximately ten-year intervals. The Olcott's data were coded for 330 Â 330 feet tracts that closely follow the Chicago grid street structure.
For earlier years, we rely on Hoyt (1933) , who provides printed land value maps for Chicago in 1873 and 1892. The maps are as detailed as Olcott's maps for the CBD. Outside the downtown area, Hoyt's land values are more aggregated and typically refer to rectangular segments of about 1 square mile. To enrich the data in the remote areas, we first merge the 1873 and 1892 Hoyt land values to the same 330 Â 330 feet grid we created for the Olcott's land values. Using a procedure developed by Cleveland and Devlin (1988) , we run a set of locally weighed regressions using the log of Hoyt's land value estimates for either 1873 or 1892 as the dependent variable and the log of Olcott's 1913 land values as the explanatory variable. Specifically, we run a locally weighted regression (LWR) for each developed grid cell j using kernel weights:
, where D ij is the straight-line distance between grid cells i and j, and t ¼ 0.2 is a decay parameter that ensures that nearby grid cells receive a higher weight. All grid cells j outside the downtown area that were developed in the given year are then assigned the predicted value from the respective LWR. This procedure ensures that the general spatial price trends follow the 1873 or 1892 Hoyt land values, but they incorporate the additional spatial detail provided by Olcott's at the local level. For blocks that were undeveloped in a given year, we assign the predicted value of similar LWR estimates of (log) Hoyt land values on distance from Lake Michigan, the CBD, and geographic coordinates. These LWR estimates serve to smooth the land value surface across the boundaries of the 1 square mile Hoyt land value areas. The collection and processing of the Olcott's and Hoyt raw data is described in more detail in section 2 of the appendix. The final step in the construction of our data set is the addition of data from the Illinois Department of Revenue Figure 2 compares the estimated land values for 1890 and 2000, when the area within the boundaries of Chicago was already largely developed. Both maps show the typical pattern of land values in Chicago, revealing a clearly monocentric pattern and a large degree of persistence over time. Land prices tend to decline in all directions from the CBD and tend to be higher close to Lake Michigan, a natural amenity. The most evident change in the spatial pattern of land prices is a relative increase in land prices in the north compared to the south.
We then merge these land price panel data set to the data set on tall building construction described in the previous section. Each building is assigned a land value based on its construction date cohort and the land value grid in which it is located. Table 2 compares the land prices merged to our construction data with the distribution of land prices within the city. As is evident from the table, we have merged land values from roughly the beginning of each decade to the construction date cohorts. The exception is the 1920s, for which data covering the entire area of the city were not accessible to us for years prior to 1926. A comparison of figures 1 and 2 suggests that tall buildings tend to concentrate in areas with high land prices close to the CBD and Lake Michigan, as predicted by the standard urban model. Indeed, the mean land price merged across new constructions is, on average, more than ten times the mean across grid cells in the city, which reflects the exposed locations of tall buildings.
III. Empirical Strategy
Skyscrapers represent an extreme case of intense land use. The services such buildings offer are produced using limited amounts of land and vast amounts of capital. Therefore, tall buildings represent an interesting case in point for the study of the substitutability of land and capital. The starting point for most studies of the substitutability of land and capital is a simple concave production function of degree 1 for building services (H) with two inputs, land (L) and capital (K). Depending on the mix of land and capital, 
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the nature of the produced building services will differ-for example, from single-family homes with large exterior spaces to upscale apartment towers with sophisticated designs and materials. The production function defines combinations of land and capital that result in the production of building services that are considered quality equivalent. Normalizing the price of capital to unity, 0 profits imply that pH ¼ K þ rL, where p is the unit price of building services and r is land rent per unit. By definition, the elasticity of substitution between land and capital is
The early empirical literature is summarized in McDonald (1981) . Most studies assume a constant elasticity of substitution (CES) production function. The most general form of the CES production function is obtained by substituting the first-order conditions for profit maximization into equation (1). The result implies a simple linear relationship between the log of the capital-to-land ratio and the log of land rent,
where q is a constant. As long as s > 0, equation (1) implies that as land prices increase, developers substitute away from land and use relatively more capital. The special case of s ¼ 1 implies that developers substitute between factors maintaining constant factor shares. Any value in between (0 < s < 1) implies that the cost share of land in the production of building services increases as the price increases, that is, the effect of a higher land price on the cost of land dominates the effect of a lower quantity of land consumed. Such limited substitutability may arise for a variety of reasons. Residents may value access to private or communal exterior spaces. Firms may value ground-floor accessibility to bring in inputs. Facilities such as garages may be land intensive and costly to move to higher floors. Estimation of equation (1) requires a measure of the building-specific capital-to-land ratio and a measure of land price. Empirically, the capital stock embedded in the structure of developed properties is notoriously difficult to observe because it is usually traded together with the underlying plot of land, making the values of structure and land hard to separate. For tall buildings, it is plausible to relate building capital to building height using a construction cost function that is convex in height S ¼ F/T, where F is the total floor space and T is the building footprint. A convex construction cost function implies that the average construction cost per unit of floor space F increases in height at an increasing rate because taller buildings require more sophisticated structural engineering, expensive building materials, and additional facilities such as elevators:
where c is a scalar capturing the baseline floor space construction cost and y is the elasticity of construction cost with respect to height. Another concern related to the estimation of equation (1) is that the size of the footprint T of a tall structure does not necessarily correspond to the size of the land parcel, L. For every unit of building footprint of a tall building, the developer needs to purchase additional land to provide parking space, driveways, amenities such as green spaces and playgrounds, or simply some clearance space to other buildings. Because taller buildings host more employees and residents, such ''extra space'' may depend on the height of the tall structure. While the city of Chicago has not imposed explicit restrictions on building heights since the 1920s, there are floor area ratio (FAR) regulations, which imply that developers face a trade-off between height and a larger fraction of extra space. For planned developments, developers can negotiate FAR bonuses if they provide additional public spaces. If the regulation is binding, it 
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THE REVIEW OF ECONOMICS AND STATISTICS will lead to a (more) positive extra space elasticity with respect to height l, which relates the parcel size L to the building footprint T via the building height S:
Substituting equations (3) and (4) into (2) gives
Equation (5) defines the elasticity of height with respect to land price as ln
The height elasticity is a composite parameter that reflects the nonconstruction-cost-related substitutability of land and capital in the production of building services (s), the relative cost of building taller (y), and the extent to which taller buildings require larger amounts of extra space (l). The height elasticity is positive for plausible parameter values (s > 0, y ! 0, l < 1 þ y). The straightforward implication is that more expensive locations will have taller buildings. The height elasticity is thus a critical determinant of the vertical structure of cities. If the height elasticity varies across buildings accommodating different uses, it will also be a determinant of horizontal land use patterns. Uses associated with a greater height elasticity will be more efficiently hosted in taller buildings in denser and more expensive parts of a city.
It is worth noting that the relationship between the two endogenous variables height (S) and land price (r) is independent of demand-side factors. The intuition is that the land price is a residual in the profit function. Developers build up to the height where the marginal cost of constructing an extra floor equates to the marginal revenue. Any factors that increase the floor space price will increase the profitable building height. Taller buildings generate more profits per land unit. Through the collective bidding process that equalizes profits, these profits eventually capitalize into the land price. In equilibrium, locational factors such as amenities and agglomeration affect both heights and land prices, but it is the elasticity of substitution between land and capital, the shape of the construction cost function, and the extent to which extra space depends on building height that determine the functional relationship between height and land price. A positive height premium in the floor space prices (Liu et al., 2015) also increases the profitable building height, leading to taller buildings, but does not affect the height elasticity. In appendix section 3, we formally derive these predictions from a simple model of profit-maximizing development of tall buildings for the special case of s ¼ 1.
One important implication is that demand-side factors such as amenities and agglomeration, which affect heights and land prices through floor space prices, must not be controlled for when estimating the height elasticity using a reduced-form empirical specification,
where i is an index for location, t indicates the building's construction date, a t is a decadal construction cost fixed effect, and e it is a random error term. Since our data set is nearly comprehensive regarding the recorded heights of tall building constructions, as well as the spatiotemporal distribution of land prices, we are able to estimate height elasticities that are specific to different locations at different points in time. However, the elasticity of substitution s ¼ (1 þ y À l)b will not be determined unless estimates of y and l are available.
To infer the elasticity of substitution from our height elasticity estimates, we make use of somewhat less complete data to estimate y and l. To obtain estimates of y, we estimate a variant of equation (3):
Substituting T ¼ F/S, equation (4) can be solved for
, which leads to the following empirical specification,
where l¼1Àg. While y and l are necessary to infer the elasticity of substitution from the height elasticity, they are also interesting in their own right as they determine the verticality of cities and have remained understudied in empirical research. While classic papers have estimated the elasticity of substitution based on equation (2) and a measure of capital that uses the price of land as an ingredient (McDonald, 1981) , the price of land does not appear on both sides of any of our estimation equations. Measurement error in land price therefore is less likely to cause attenuation bias in our estimates.
IV. Empirical Analysis
A. Height and Land Price Gradients
As is evident from figure 1, the geography of tall buildings in Chicago allows for a stylized representation of urban form as a function of the vertical (latitude) geographic coordinate. Figure 3 compares building heights in 2014 to corresponding land prices for 1990. The heights in the figure provide a stylized representation of the Chicago skyline as seen from Lake Michigan. Two patterns emerge from figure 3. First, the degree of correlation between building heights and land prices is striking within the CBD, where the highest land prices and building heights are observed. Second, outside the densest central area, we frequently observe relatively tall buildings of about 100 meters in height, despite relatively low land prices, which suggests that the cost of building taller rapidly increases beyond this threshold.
In figure 4 we summarize the spatiotemporal pattern of land prices and heights of newly constructed tall buildings.
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The left heat map shows the mean log land value normalized to have a mean of 0 within cohorts. The grid cells are defined for each combination of decade and 1 mile distance from the CBD. The right heat map similarly shows the mean height of newly constructed buildings within the same grid cells. We identify the CBD as the nucleus of log-linear height and land price gradients in auxiliary nonlinear least squares (NLS) estimations, which are discussed in more detail in appendix section 4.1. In general, our estimates suggest that the center of gravity of the city has changed very little over time and is located close to the intersection of Washington Street and State Street, which we choose as the CBD point for all years.
The two heat maps are reflective of some of the major urban phenomena of the twentieth century: suburbanization and gentrification. Land prices were highest within the CBD at any time. Starting in the 1920s, a tendency toward decentralization of high land prices is evident, which is in line with reductions in transport cost due to the completion of the elevated train lines and the rise of the automobile. The trend is reversed from the 1990s onward. A similar height gradient starts emerging in the 1920s when construction technology allowed for increasingly tall residential and commercial buildings. From then on, with the exception of the 1940s, the CBD is the location of the tallest constructions. At the peak of suburbanization during the 1960s and 1970s, we observe construction of relatively tall buildings at relatively remote locations. Another notable feature is the inverse height gradient in the nineteenth century, which is largely explained by the majority of tall buildings being technical structures or churches. To empirically substantiate the interpretations based on the visual inspection of figure  4 , we present parametric estimates of the land price and height gradients with respect to distance from the CBD in appendix section 4.2.
In table 3, we present estimates of the height gradient obtained by regressing the log of building height against a set of covariates using the entire sample of new constructions. Besides the CBD, the primary concentration of economic activity and urban amenities, we also consider Lake Michigan and the Chicago River as additional important amenities. Informed by an ancillary semiparametric analysis presented in appendix section 4.3, we choose to approximate the amenity value of Lake Michigan in terms of a gradual distance measure, while the more localized effects of the Chicago River are captured by a variable indicating that the building is within one-tenth of a mile of the river. We control for the construction year using a trend variable that is 0 in 2000.
According to our baseline model (column 1), the elasticity of height with respect to distance from the CBD is À35%. The effect of Lake Michigan is even larger: À44%. Being within one-tenth of a mile of the Chicago River is 
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THE REVIEW OF ECONOMICS AND STATISTICS estimated to increase heights by 39.2%. On average, building heights increased by 4% every decade. In column 2, we allow for an interaction between the trend variable and the other covariates. In 2000, the predicted CBD distance elasticity of 42.3% is about twice as large as in 1900: 42.3% À 2% Â 100 ¼ 22.3%). Similarly, the effects of proximity to Lake Michigan and Chicago River have increased over time, pointing to an increase in amenity value. In columns 3 and 4, we replicate model (2) separately for commercial and residential buildings. The parameter estimates are within the same range but generally larger for commercial buildings.
In columns 5 and 6, we replicate the models from columns 1 and 2 using the log of land price as the dependent variable. The time interaction suggests that the general tendency of the past 140 years has been decentralization, but the linear time interaction does not capture the resurgence of the CBD since the late twentieth century. Unlike the results for heights, we find that the effect of Lake Michigan on the land price gradient has decreased over time. In line with our estimated height gradients, the amenity value of the Chicago River has increased. In fact, the river has turned from a disamenity, which depreciated land price by about 0.89 À 100 Â 0.01 % À1.1%, into an amenity, which increases land prices by about 9% from 1900 to 2000. These capitalization effects presumably reflect a number of improvements made over the course of the twentieth-century to transform the ''stinking river,'' as it was called at the end of the nineteenth century, into the amenity it currently represents.
C. The Elasticity of Height with Respect to Land Price
A central prediction of supply-side urban models is that as land prices increase, developers should increase the density of land use: that is, build taller. Figure 5 plots building heights against the land prices at the beginning of the decade when a building was completed. To account for land price inflation and changes in construction technology, log land prices and log heights are normalized to have means of 0 within construction cohorts (decades). Figure 5 suggests a positive elasticity of height with respect to land price across all construction cohorts. The elasticity's value is less than 1, which is consistent with the expected increasing marginal cost of building taller. Figure 5 is also reflective of the typical urban land use pattern, with tall commercial buildings occupying the most central and expensive spots in the city. Table 4 presents parametric estimates of the elasticity of height with respect to land price following specification (6). All models feature cohort-specific intercepts so that the elasticity is identified by variation within cohorts. Our estimates suggest an average elasticity of height with respect to land price of 24.6% (column 1). The data used in columns 1 to 4 are a cross-section of building constructions. The data used in columns 5 and 6 represent a panel where grid cells define the spatial dimension, and cohorts (see table 2) are the time dimension. Grid cells are defined as 330 Â 330 foot tracts that closely follow the Chicago grid street structure. Robust standard errors in parentheses. *p < 0.1, **p < 0.05, ***p < 0.01. 
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One concern with this estimate is that assessors may have been influenced by the announcement of tall buildings and assigned high land values not because of a fundamental locational advantage but because they knew a tall building was under construction. Another concern is that unobserved supply-side factors such as soil conditions may influence building heights and land prices. As an example, solid bedrock reduces the cost of constructing tall buildings , potentially leading to taller buildings and higher land prices. Consequently, if bedrock quality varies within the city area, the elasticity of height with respect to land price will be upward biased compared to the ceteris paribus scenario. In the case of Chicago, it is plausible to abstract from bedrock since the whole city is built on sandy soil. Indeed, it is the lack of bedrock near to the surface in Chicago that is often reported to have spurred architectural innovations such as the steel frame (Bentley & Masengarb, 2015 ; U.S. Department of Agriculture, 2012). Still, to address both concerns that may lead to an upward bias of the height elasticity estimate, we use distance from the CBD, distance from Lake Michigan, and a dummy for being within one-tenth of a mile of the Chicago River as instruments for land prices. These variables are relevant predictors of land prices, as discussed in section IVA. Demand-side variables are excludable instruments on theoretical grounds (see the discussion in section III). Thus, we make the identifying assumption that the instruments are uncorrelated with supply-side factors (e.g., subsoil geology) and affect land prices only via an amenity demand-side channel. The IV height elasticity point estimate in column 2 is slightly larger than in the OLS estimation, which is not consistent with the suspected direction of the bias resulting from the estimation concerns.
Given ongoing innovations in construction technology, we expect the construction cost function to become less convex over time, which would be reflected in an increasing elasticity of height with respect to land price. Thus, in column 3, we allow for an interaction with a linear year trend, Standard errors (in parentheses) are clustered by construction date cohorts (decades). IV models in columns 2 and 6 are estimated using 2SLS. Instruments for log land price in model (2) include log distance from the CBD, log distance from Lake Michigan, and a dummy variable for being within one-tenth of a mile of Chicago River. In model (6), interactions of the same variables and land use indicators, as well as time trends, are instruments for the interactions of log land prices and land use indicators as well as time trends. To compute the overidentification statistics, exogenous regressors are partialed out using the Frisch-WaughLovell theorem (Giles, 1984) . *p < 0.1, **p < 0.05, and ***p < 0.01.
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THE REVIEW OF ECONOMICS AND STATISTICS set to 0 for 2000. The estimates imply an elasticity of 30.5% in 2000 and a doubling over the course of the century (the implied elasticity in 1900 is 30.5% À 100 Â 1.6% ¼ 14.4%).
In column 4, we allow the elasticity and its time trend to differ across commercial, residential, and other buildings. The elasticity is largest and increases fastest over time for commercial buildings, and it is particularly small for noncommercial, nonresidential buildings (other buildings). In 2000, the estimated elasticity for commercial buildings was 47.9%, as opposed to 17.9% in 1900. Likewise, the estimated elasticity for residential buildings was 32% in 2000, compared with 12% in 1900. For the remaining buildings, the elasticity is around 20% in 2000 and, again, about half that size in 1900. In column 5, we add a number of controls for noncommercial and nonresidential land uses. The most impressive finding is that churches tend to be almost 2.6 (exp(0.951) ¼ 2.58) times as tall as would be predicted by the underlying land price for the category of noncommercial and nonresidential buildings. In column 6, we use the instruments from column 2 and the interactions with land use and time trend as instruments for the current land price and the respective interactions. The coefficients of interest increase moderately as in column 2. Since this pattern is not in line with the potential reverse-causality and omittedvariable problems already discussed, we prefer the OLS estimates in column 5. As shown in appendix section 4.4, the results are robust to the use of alternative instruments.
The models reported in table 4 are relatively restrictive in that they assume a construction technology that changes at a constant rate over time and an elasticity of height with respect to land price that is otherwise constant within the three land use categories. It is possible, however, that the time trend follows a nonlinear pattern and that the elasticity varies across locations-for example, because it is more expensive to build a tall structure within a dense CBD. To allow for more flexible variation in the elasticity, we estimate LWR versions of model (4) in table 4. For each constructionĩ, we run one LWR in which we weight observations using a gaussian kernel,
where n indexes a vector of variables describing the proximity between two constructions i andĩ, including the geographic distance, as well as the difference between the years of construction, and k n is the bandwidth set according to the Silverman (1986) rule. Barr (2013) reports two major changes to the Chicago zoning regime. In 1920, relatively tight building height constraints (61 meters) were relaxed to 183 meters (for towers) and then removed altogether in 1923. Building heights in Chicago have not been limited explicitly ever since, but a zoning plan introduced in 1957 defines floor area ratio (FAR) limits throughout the city.
Because height decisions potentially depend on the zoning legislation, we run the LWR separately for the periods 1870 to 1919, 1920 to 1956, and 1957 to 2014. In figure 6 , we plot the resulting local elasticity estimates by year and land use. The results are generally consistent with the parametric estimates. The elasticity increases over time and is higher for commercial buildings than other buildings. In keeping with intuition, the commercial and residential height elasticities increase substantially after building height limits were removed in 1920. This is in line with a casual comparison of building heights and height limits before and after 1920, which suggests that the pre-1920 height regulation was binding (see appendix section 4.6). The introduction of the zoning plan in 1957 reduces the height elasticity, which is intuitive since restrictive FAR limits place implicit limits on building heights. We do not find similar temporal discontinuities in height elasticity estimates for other buildings, suggesting that the pre-1920 height limits, as well as the post-1957 zoning plan, primarily affect commercial and residential building heights. In the absence of major changes to the zoning regime, the positive trend in the height elasticity after 1957 is likely attributable to improvements in construction technology.
In the appendix, we expand on the analysis of the height effects of the 1957 zoning plan by correlating the LWRheight-elasticity estimates with the legal FAR limits defined for the zoning districts in which constructions are located (see section 4.7 in the appendix). We find that after controlling for building use and location (distance from the CBD, Lake Michigan, and the Chicago River), legal FAR limits have a limited effect on height elasticity. To the extent that the regulation is binding, the effects on height appear to be roughly comparable across zoning districts with different FAR limits. We also show that the LWR height elasticity Each icon represents an LWR estimate of the elasticity of height with respect to land price for a given buildingĩ built in yeart. A small number of outliers is excluded to improve readability. The regression model is the same as in table 4, column 4, except that the model is estimated separately for residential, commercial, and other buildings. Observations are weighted using gaussian kernel weights based on the geographic distance fromĩ and the time distance fromt. The bandwidth is selected according to the Silverman (1986) rule. LWR are run separately for the periods 1870-1919, 1920-1956, and 1957-2014 . An LWR-IV version based on the model reported in table 4, column 6 is in the appendix.
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estimates do not appear to be correlated with other characteristics such as distance from the CBD, building height, or land price (see section 4.5 in the appendix). We also provide an LWR-IV version of figure 6 that shows similar results (appendix section 4.6). In line with the parametric IV models in table 4, the most notable difference is that the residential height elasticity estimates are somewhat larger.
Finally, we note that in appendix section 4.10, we provide a complementary analysis of the elasticity of the FAR (an imperfect proxy for height) with respect to land price for a nearly comprehensive set of 250,000 small residential properties in Chicago. We find that the floor area ratio elasticity in the denser and more expensive areas is similar to the height elasticity estimated for tall residential buildings reported here.
C. The Elasticity of Construction Cost with Respect to Height
As discussed in section III, our height elasticity estimates jointly identify the elasticity of substitution, the construction cost elasticity, and the extra space elasticity. To separate the contributions to the height elasticity, we require an estimate of the cost elasticity and the extra space elasticity.
While in the engineering literature it is widely acknowledged that construction costs increase with height, there are surprisingly few explicit quantitative analyses of this relationship (Tan, 1999) . Therefore, we use the Emporis data to analyze the degree to which per floor space construction cost increases with height. Unfortunately, the data we require (floor space and construction cost) are available for only a small subset of observations, which is why we cannot restrict the sample to Chicago. Data on usable floor space are reported for an even smaller subset of observations than gross floor space and construction costs. To estimate the effect of height on usable floor space costs, we therefore impute values of usable floor space using gross floor space and an estimate of the effect of height on the ratio of usable over gross floor space reported in appendix section 4.8. An interesting result of this auxiliary analysis is a significantly negative height effect on this ratio for tall buildings, but not for small buildings with fewer than five stories. Moreover, this ratio declines twice as fast with height for residential than for commercial buildings.
Our estimates of the elasticity of usable floor space cost with respect to height are in table 5. Throughout columns 1 to 5, we estimate the construction cost elasticity for different building types, building uses, and regional samples. It turns out that the construction cost elasticity depends on the average building height, which is a concern because both the full sample as well as the sample restricted to the United States contain buildings that are, on average, smaller than those used in our height regressions. To gain insight into the construction cost elasticity for a mix of tall buildings that resemble the Chicago height profile (see appendix section 4.9 for more information), we use a propensity score matching to reweight the U.S. observations (columns 6 and 7). To estimate the construction cost elasticity for super-tall buildings (ninety or more stories), which are scarce in our construction costs sample, we use engineering cost estimates for nine categories provided by Lee et al. (2011) in column 8. To relate to the rule of thumb by which construction costs increase by 2% per floor (Department of the Environment, 1971), we compute the semielasticity of cost with respect to the number of floors (at the mean of the distribution of floors) in each case.
This novel statistical analysis of construction costs of tall buildings reveals that the elasticity of construction cost with respect to height increases from 25% for small buildings to more than 170% for super-tall buildings. While the 2% per floor semielasticity reported in the literature is within the range of our estimates, it is an imperfect approximation because the marginal effect of an extra floor is higher for small buildings and lower for super-tall buildings. Another important insight from our analysis is that the cost of height is higher for residential than for commercial buildings. This Observed data (obs.) are from Emporis. Engineering estimates (Engin.) are from Lee et al. (2011) . Ln Floor space cost is computed using predicted usable floor space values based on the regressions reported in appendix section 4.8. Small buildings have fewer than five floors. Tall buildings have five or more floors. Super-tall buildings (ST) have ninety or more floors. The semielasticity is computed by dividing the cost elasticity by the mean number of floors. Pseudo-Chicago (PC) sample is the U.S. sample, reweighted to resemble the distribution of ln building heights in Chicago (using a propensity score matching; see appendix section 4.9). For a small percentage of buildings, height is imputed based on floors using an auxiliary regression of height against floors (on average height increases by 3.6 meters per floor). Standard errors are in parentheses. *p < 0.1, **p < 0.05, and ***p < 0.01.
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result is consistent with a larger loss of usable floor space as building height increases (see appendix section 4.8) and is reflective of some notable differences in the design of commercial and residential towers. Tall residential buildings typically have a smaller floor plate size (due to the need for more exterior walls), use different materials (e.g., all concrete due to acoustic reasons), and have more complex facades (with balconies and sunrooms), none of which are advantageous for the construction of very tall buildings (Smith, Mital, & Heseltine, 2014) .
D. The Elasticity of Extra Space with Respect to Height
After imputing usable floor space using the procedure described in section 4.8 in the appendix, the Emporis data are more comprehensive with respect to floor space than construction costs. Merging the parcel area from an official parcel map available from the Chicago Data Portal in GIS, we obtain small but reasonable samples of tall commercial and residential buildings suitable to estimate the excess space elasticity. In table 6, we report the results of regressions of the log of FAR against the log of building height. The estimated elasticities are less than 1, suggesting that the FAR increases less than proportionately in height. Taller buildings thus are surrounded by larger areas hosting low-rise facilities or open space, be it because users demand amenities or because regulation enforces their provision. In any case, the extra space elasticity at 10% (residential) to 16% (commercial) is relatively small, suggesting that if the positive elasticity is driven by FAR regulations, the distortions are limited.
E. The Elasticity of Substitution between Land and Capital
With estimates of the construction cost and extra space elasticities at hand, we now turn our attention to the elasticity of substitution between land and capital. To obtain cost elasticity (y) estimates at the mean of the distribution of commercial building heights in Chicago (which differs notably from the sample used in table 5), we multiply the semielasticities reported in table 5, column 6 by the mean number of floors for post-1950 commercial or residential buildings in Chicago (thirty). Because the average building heights in the samples used to estimate the extra space elasticity are closer to the ones in the samples used to estimate the height elasticities, we do not make similar adjustments to the estimated extra space elasticities.
In table 7, we report estimates of the implied elasticity of substitution that follows from the estimates reported in sections IVB to IVD. We find a positive elasticity of substitution that is substantially below unity, a value that has been found to be a reasonable approximation for smaller structures (Ahlfeldt & McMillen, 2014; Ahlfeldt et al., 2015; Combes, Duranton, & Gobillon, 2013; Epple et al., 2010) . For tall structures, it appears to be more difficult to substitute away from the use of land, which is intuitive given that land has already been used intensely.
Another notable feature is that the elasticity of substitution is larger for commercial than for residential tall build- Missing usable floor space imputed from gross floor space using the procedure outlined in appendix section 4.8. Robust standard errors. Standard errors clustered on cohorts in parentheses. Robust standard errors. *p < 0.1, **p < 0.05, and ***p < 0.01.
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ings. The implied elasticities of substitution for thirty-floor commercial buildings is about 76%. Depending on whether we use the OLS or IV estimates of the elasticity of height with respect to land price, estimates for twenty-floor residential tall buildings range from 47.3% to 60.6%. The positive difference persists if we ignore the differences in average height of commercial and residential buildings. The moderate difference in the extra space elasticity mitigates the difference in the elasticity of substitution.
These results suggest that land is a relatively more important input in the production of residential housing services. One way to interpret this result is that little exterior space is required to provide attractive office space; thus, this use is highly amenable to stacking in tall high-rises. In contrast, it is more difficult to maintain a constant level of housing services quality as one substitutes away from land. One explanation is that it is more difficult to compensate residents (than office users) for more limited access to private and communal exterior space by investments into capital such as more sophisticated building materials and interior and exterior design.
V. Conclusion
We use a unique combination of data on tall buildings and land prices in Chicago to gain insights into the determinants of building heights and the spatial segregation of land use. Our results are consistent with standard supply-side urban equilibrium models that rationalize the existence of skylines.
We find a positive and statistically significant elasticity of height with respect to land price throughout our study period, which ranges from 1870 to 2010. In 2000, the elasticity was 45% for commercial buildings and 30% for residential buildings. Over 100 years, the elasticity approximately doubled, which is in line with significant improvements in construction technology, as well as a shift toward a less rigid zoning regime. Cities with a more rigid zoning regime (e.g., with explicit height constraints) are expected to have a lower height elasticity, while more favorable subsoil conditions (solid bedrock) should increase the elasticity. We also provide estimates of the elasticity of per floor space construction cost with respect to height, which ranges from 25% for small buildings to well above unity for supertall buildings and is generally larger for residential than for commercial buildings. Our estimates of the elasticity of extra space with respect to height range from 10% to 15%. Combining these estimates, we infer estimates of the elasticity of substitution between land and capital of 76% for commercial and 47% for residential buildings, which is less than typically found for smaller structures.
More generally, these results suggest that there is a supply-side mechanism that promotes the typical land use segregation observed within cities. The strong concentrations of economic activity that are typically observed within clusters, such as CBDs, subcenters, or edge cities, are likely not only attributable to strong agglomeration forces but also to a relatively lower cost of accommodating commercial uses in tall structures that minimize the use of expensive land.
