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Abstract
The stability and the convergence of the Chebyshev quadrature rule of one-sided ﬁnite part integrals (J. Approx.
Theory 111 (2001) 196–219) is considered with some numerical examples. The three-term recurrence relation is
suggested for computing the quadrature weights.
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1. Introduction
The following ﬁnite part integral deﬁned byQ(f ) is considered.
Q(f ) := f ()
1− w() d, (1.1)
where
w() = (1− )(1+ ), >− 1, −1< < 0, (+  = −1)
and f () is assumed to be smooth on [−1, 1]. The integral is to be interpreted as the Hadamard ﬁnite
part. For the basic properties of it, we refer to [4] and references therein.
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In [2], Criscuolo has developed a Gaussian type quadrature rule for (1.1) based on the Lagrange
interpolation polynomial at the zeros of the Nth orthogonal polynomial with respect to the weight w,
obtaining the optimal stability result O(N−2) and rectifying an analogous result proved by Monegato in
[9]. Furthermore, in [2] themore general case < 0 is analyzed. In [4], Elliott has analyzed two algorithms
for the approximate evaluation ofQ(f )where  is negative, not an integer. He showed that the quadrature
sums are closely related to ﬁnite-part integrals of the Bernstein polynomials. Then, Delbourgo and Elliott
have extended the result of [4] to the case of integer exponents (see [3]). In [6], Elliott has developed
a numerical evaluation scheme for approximating (1.1) with  = 0 using the Chebyshev interpolation
polynomial at the classical node points and obtained the stability result O(N−2 logN), where N is the
degree of the Chebyshev interpolation polynomial.
By subtracting out the singularity, (1.1) is equivalently deﬁned by
Q(f ) = I (f )+ f (1)q0, (1.2)
where
I (f ) =
∫ 1
−1
f ()− f (1)
1−  w() d, q0 =
w()
1−  d.
Using the Newton’s binomial theorem, we write
(1+ ) = 2
(
1− 1− 
2
)
= 2
∞∑
j=0
(−)j
j !
(
1− 
2
)j
, (1.3)
where (a)j denotes the Pochhammer symbol
(a)j := a(a + 1) · · · (a + j − 1) = (a + j)(a) , (a)0 = 1. (1.4)
From the deﬁnition of Hadamard ﬁnite-part integral deﬁned in [4, (1.3)] and (1.4), we have
(1− )j+−1 d = 2
j+
j +  =
2j+()j
(1+ )j , j0. (1.5)
Combining (1.3) and (1.5), q0 becomes
q0 = 2+ 1

∞∑
j=0
(−)j ()j
j !(1+ )j .
Hence, from the deﬁnition of hypergeometric function given in [1, (15.1.1) and (15.1.20)], we see that
q0 = 2+ 1

F(,−; 1+ ; 1)= 2+ ()(+ 1)
(+ + 1) . (1.6)
In [7] the author developed the Chebyshev quadrature rule based on the approximation to f by the
Chebyshev interpolation polynomial pfN at 
N
j = cos j/N , which are the zeroes of the polynomial
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TN−1()−TN+1(), commonly named the practical abscissae, where Tk(t) is the Chebyshev polynomial
of the ﬁrst kind of degree k. It is deﬁned with the remainder term RN(f ) as follows:
Q(f )= IN(f )+ f (1)q0 + RN(f ), (1.7)
where
IN(f )= I (pfN)=
N∑
j=0
′′
f (Nj )w
N
j , w
N
j =
2
N
N∑
k=0
′′
Tk(
N
j )Jk, Jk = I (Tk). (1.8)
Note that the summation with primes denotes a sumwith the ﬁrst and last terms halved. For very restricted
cases, = 0 and−1< <− 12 , [7] shows that the above rule has the same stability result as the Gaussian
quadrature rule.
In this paper, the three-term recurrence relation is suggested as themethod for computing the quadrature
weights in Section 2. Most of all, we continue the analysis of the stability factor N deﬁned by
N =
N∑
j=0
′′
|wNj | (1.9)
and obtain the same stability as that of the Gaussian quadrature rule of [9] without any restriction for 
and  through a much simpler idea than that of [7] (see Theorem 4). In Section 3, the convergence rate of
the remainder RN(f ) is improved (see Theorem 5) and some numerical examples are given in the ﬁnal
section, Section 4.
2. The stability analysis
2.1. Computation of the quadrature weights
To begin with the analysis of the stability, we ﬁrst concern a practical method for computing the
quadrature weights wNj in (1.8).
First, we note that J0 = I (T0)= 0. Using the following expression for Tk():
Tk()=
k∑
j=0
(−k)j (k)j
(1/2)j j !2j (1− )
j .
We obtain Jk in terms of hypergeometric function as follows.
Jk = I (Tk)= 2+ ()(+ 1)
(+ + 1) (gk − 1), k = 0, 1, . . . ,
where g0 = 1 and gk(k1) is deﬁned by
gk =
k∑
j=0
(−k)j (k)j ()j
(1/2)j j !(+ + 1)j = 3F2
[−k, k, ; 1
1
2
, + + 1
]
.
150 P. Kim et al. / Journal of Computational and Applied Mathematics 180 (2005) 147–159
Then, using the results of [10], we see that gk satisﬁes the following three-term recurrence relation:
(+ + k + 1)gk+1 + 2(− − 1)gk + (+ − k + 1)gk−1 = 0 (2.1)
with the initial values
g0 = 1, g1 = − + 1
+ + 1 .
Therefore, using the three-term recurrence relation (2.1), we can easily calculate the quadrature weights
wNj in (1.8). For the numerical stability of the recurrence relation of (2.1), we refer to see [10].
2.2. Stability analysis
Throughout this paper, we assume that N is an even positive integer. For estimating N , we need the
following identity for wNj of (1.8)
wNj =
(−1)j
2N
1
Nj − 1
∫ 1
−1
(
TN−1()− TN+1()
1−  −
TN−1()− TN+1()
Nj − 
)
w() d,
which is proved in [7, (2.9)]. Hence we can split wNj of (1.8) as
wNj = wNj1 + wNj2 + wNj3, j1, (2.2)
where
wNj1 =
(−1)j
N
w(Nj )(1+ Nj )
∫ 1
−1
UN−1()
Nj − 
d,
wNj2 =
(−1)j
N(1− Nj )
∫ 1
−1
w()(1− 2)− w(Nj )(1− (Nj )2)
Nj − 
UN−1() d,
wNj3 =−
(−1)j
2N
JN−1 − JN+1
1− Nj
.
Here, Uk() denotes the second kind Chebyshev polynomial of order k. Before the estimation of N , we
consider the following lemma, which is a basis technique of the estimation for wNj2 and w
N
j3.
Lemma 1. Assume that g ∈ L1([0, ]) is increasing (or decreasing) on [0, ¯] and decreasing (or in-
creasing) on [¯, ], where ¯ ∈ [(i/N), [(i + 1)/N ]] for a ﬁxed i = 0, . . . , N − 1. Then we have∣∣∣∣
∫ 
0
g() sinN d
∣∣∣∣ 
(
max
∈[0,/N ] |g()| sin + max∈[0,/N ] |g(− )| sin +
mig
N
)
,
where
mig =
{0, i = 0, N − 1,
3 max
∈[i/N,(i+1)/N ] |g()|, i = 1, . . . , N − 2.
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Proof. We ﬁrst denote by A the integral in the left-hand side of the above formula and note the integrand
function highly oscillates. For ¯ ∈ [(i/N), [(i + 1)/N ]], i = 0, . . . , N − 1, let A be split as follows:
A=
(∫ [(i+1)/N ]
0
+
∫ 
(i/N)
−
∫ [(i+1)/N ]
(i/N)
)
g() sinN d= Ai1 + Ai2 − Ai3.
Note that
A=
{
A02, i = 0,
AN−11 , i =N − 1.
First, by replacing the variable  by + /N in the integral Ai1 and taking the mean value of the new and
old integrals, we can ﬁnd that
2Ai1 =
(∫ (/N)
0
+
∫ [(i+1)/N ]
(i/N)
)
g() sinN d+
i−1∑
k=0
Ck,
where
Ck =
∫ ((k+1))/N
k/N
(
g()− g
(
+ 
N
))
sinN d.
Replacing the variable  by + k/N in each integral Ck and from monotonicity conditions of g, we get∣∣∣∣∣
i−1∑
k=0
Ck
∣∣∣∣∣ 
∫ /N
0
| sinN|
i−1∑
k=0
∣∣∣∣g
(
+ k
N
)
− g
(
+ k + 1
N

)∣∣∣∣ d

∫ /N
0
|g()| sinN d+
∫ [(i+1)/N ]
(i/N)
|g()|| sinN| d.
Therefore,
|Ai1|
∫ /N
0
|g()| sinN d+
∫ [(i+1)/N ]
(i/N)
|g()|| sinN| d.
Similarly, by replacing the variable  by − /N in Ai2, we have
|Ai2|
∫ /N
0
|g(− )| sinN d+
∫ [(i+1)/N ]
(i/N)
|g()|| sinN| d.
Finally, we complete the proof using the fact | sinN|N | sin |. 
For the estimation of wNj2, 1jN − 1, we let
gN,(, j)=
,()− ,(j/N)
cos − cos j/N , ,()= sin
2+2 
2
cos2+2 
2
. (2.3)
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Then for −1< , ,
gN,(− , N − j)=−gN,(, j), g′,N(, j)=
′,()+ sin gN,(, j)
cos − cos j/N , (2.4)
where the prime in g′,
N
(, j) and ′,() denotes the derivative of the function about . We note that
the equation ′,()+ sin gN,(, j)= 0 has always j/N as a solution in (0, ).
Lemma 2. The equation ′,()+sin gN,(, j)=0 has the other solution except j/N , say ¯, only in the
case > 0 in (0, ), and then there exists i=1, . . . , N−2 dependent of ,  such that ¯ ∈ [i/N, (i+1)/N ]
and for enough large N we have
max
∈[i/N,(i+1/N)] |g
N
,(, j)| = |gN,(¯, j)| = O
((
i
N
)2)
. (2.5)
Proof. Putting
f (x)= (1− x)x
(
(+ + 1)x2 −
(
+ (+ + 2) cos2 j
2N
)
x
+ cos2 j
2N
(+ 1)
)
− sin2+2 j
2N
cos2+2 j
2N
,
we obtain the following formula for x = cos2 /2:
f (x)= f
(
cos2

2
)
= (cos − cos j/N)(
′
,()+ sin gN,(, j))
sin 
.
Then we know that f (x)= 0 has a double root at x = cos2 j/2N . From
f ′(x)= (1− x)−1x−1g(x)
(
cos2
j
2N
− x
)
,
where
g(x)= ((1+ + )(2+ + )x2 − 2(1+ )(1+ + )x + (1+ )).
It is easy to check that the equation g(x) = 0 has only one solution in (0, 1) only in the case > 0
and otherwise no solution in (0, 1). Hence, only in the case > 0, f (x) has two extreme points in
(0, 1) and the other simple root x = cos2 ¯/2, since f (0)< 0 and limx→1 f (x) = +∞ for > 0.
We know ′,(¯) + sin ¯gN,(¯, j) = 0. Therefore, there exists i = 1, . . . , N − 2 dependent of , 
such that ¯ ∈ [i/N, [(i + 1)/N ]]. In particular, f (x) is negative for cos2 (i + 1)/2N <x < cos2 ¯/2
and positive for cos2 ¯/2<x < cos2 i/2N . Therefore, we know that gN,(¯, j)is a local maximum,
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since f (cos2 /2)g′,
N
(, j)> 0. From
gN,(¯, j)= 12 sin2
¯
2
cos2
¯
2
(
(+ + 2) sin2 ¯
2
− (+ 1)
)
,
for enough large N, we get the desired behavior (2.5). 
Lemma 3. Assume that −1< ,  and 1jN − 1. Then we have
max
∈[0,/N ] sin |g
N
,(, j)| = O(M,), (2.6)
where
M, =


O
((
j
N
)2+1(
1− j
N
)2+1)
, −1<  − 1
2
, −1<  − 1
2
,
O
((
j
N
)2+1)
, −1<  − 1
2
, −1
2
< ,
O
((
1− j
N
)2+1)
, −1
2
< , −1<  − 1
2
,
O (1) , −1
2
< , −1
2
< ,
and max∈[0,/N ] sin |gN,(− , j)| has the same behavior by (2.4).
Proof. We ﬁrst note that for any j = 1, 2, . . . , N − 1 and  ∈ [0, /N ],
sin |− j/N |
| cos − cos j/N |1, j = 1, 2, . . . , N − 1.
Deﬁne
	N (, j)=
∣∣∣∣sin2+2 /2− sin2+2 j/2N− j/N
∣∣∣∣ , 
N (, j)=
∣∣∣∣∣cos
2+2 /2− cos2+2 j/2N
− j/N
∣∣∣∣∣ .
Then the mean value theorem yields

N (, j)=
∣∣∣(+ 1) cos2+1 2 sin 2
∣∣∣ c1


(1− j/N)2+1, −1<  − 1
2
,
1, −1
2
< ,
where c1 = (+ 1),  ∈ [, j/N ] and  ∈ [0, /N ]. On the other hand, if −1<  − 12 , sin2+2 /2 is
increasing and convex. So,N/j sin2+2 j/2N 1
2
(j/2N)2+1. Hence, again the mean value theorem
gives
	N (, j)
{ 1
2 (j/2N)
2+1, −1<  − 12 ,
+ 1, −12 < .
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Since
sin  |gN,(, j)|
∣∣∣∣∣sin
2+2 /2 cos2+2 /2− sin2+2 j/2N cos2+2 j/2N
− j/N
∣∣∣∣∣
	N (, j) cos2+2
j
2N
+ 
N (, j) sin2+2
j
2N
+ 	N (, j)
N (, j)
(
j
N
− 
)
	N (, j)
(

2
− j
2N
)2+2
+ 
N (, j)
(
j
2N
)2+2
+ 	N (, j)
N (, j)
j
N
,
summarizing the above inequalities, we obtain (2.6). 
Based on the above Lemmas 2 and 3, ﬁnally we prove the following asymptotic behavior of the stability
N .
Theorem 4. Let N be the stability factor deﬁned in (1.9) of the quadrature rule (1.7). Then we have
that
N = O(N−2), −1< < 0. (2.7)
Proof. By using the facts [8, (2.2),(2.8),(2.10)] and the change of variable = cos , we ﬁrst rewrite wNj1
as follows: for 1jN − 1,
wNj1 =
(−1)j2++1
N
sin2
j
2N
cos2+2 j
2N
∫ 
0
sinN
cos j/N − cos  d
= 2
++2
N
sin2−1 j
2N
cos2+1 j
2N
N/2−1∑
k=0
sin((2k + 1)j/N)
2k + 1 .
Since
N/2−1∑
k=0
sin((2k + 1)j/N)
2k + 1 =
∫ j/N
0
sinN
2 sin 
d
has maximum value at j = 1, we obtain the following estimation:
N−1∑
j=1
|wNj1|
2++1
N
∫ /N
0
sinN
sin 
d
N−1∑
j=1
sin2−1 j
2N
cos2+1 j
2N
=O

 1
N

N/2∑
j=1
(
j
N
)2−1
+
N−1∑
j=N/2+1
(
1− j
N
)2+1


=O(N−2), −1< < 0, (2.8)
where we used the Riemann lower sum.
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For the estimation of wNj2, by the change of variable = cos  in wNj2, we note that
|wNj2| =
1
N
2++2
(1− cos j/N)
∣∣∣∣
∫ 
0
gN,(, j) sinN d
∣∣∣∣
=O
(
1
N
(
j
N
)−2 ∣∣∣∣
∫ 
0
gN,(, j) sinN d
∣∣∣∣
)
,
where gN,(, j) is deﬁned in (2.3). Then using Lemma 1 and the asymptotic behaviors (2.5) and (2.6),
we obtain
N−1∑
j=1
|wNj2| = O(N−2). (2.9)
For estimating wNj3, we use the identity TN−1()− TN+1()= 2UN−1()(1− 2). Then
JN−1 − JN+1 = 2
∫ 1
−1
UN−1()(1+ )w() d= 2
∫ 
0
g() sinN d,
where g() = (1 + cos )+1(1 − cos ). Note that g() is a decreasing function. Thus, the result of
Lemma 1 yields
|JN−1 − JN+1| = O(N−2−1).
From this asymptotic behavior, we obtain
N−1∑
j=1
|wNj3| =
1
2N
N−1∑
j=1
∣∣∣∣∣JN−1 − JN+11− Nj
∣∣∣∣∣= O(N−2). (2.10)
For estimating wN0 , we need the following asymptotic behavior for Jk:
|Jk| = O(k−2), k1, (2.11)
which is derived from the asymptotic analysis of [10] and the three-term recurrence relation (2.1). From
(1.8) and (2.11), we get
|wN0 |
2
N
N−1∑
k=1
|Jk| + |JN |
N
= O
(
1
N
N∑
k=1
k−2
)
= O(N−2) (2.12)
and also,
|wNN | =
1
N
∣∣∣∣
∫ 1
−1
UN−1()w() d
∣∣∣∣ 
∫ 1
−1
w() d= O(1). (2.13)
Hence, by summarizing the asymptotic behaviors (2.8)–(2.10), (2.12) and (2.13), we complete the asymp-
totic behavior (2.7). 
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3. The convergence rate
Using this Theorem 4 and recalling [7, Lemma 4.1], we improve the convergence rate of the rule
as follows:
Theorem 5. Let us consider the quadrature rule (1.7). Suppose the function f () possesses continuous
derivatives up to order p1 and the derivative f (p)() satisﬁes Hölder continuity of order . Then the
remainder term RN(f ) satisﬁes
|RN(f )| = O(N−p−−2).
Proof. Let pN() be a polynomial of degree N satisfying max∈[−1,1] |f () − pN()|M0N−p−
with a constantM0 (see [7, Lemma 4.1]). Putting rN()= f ()−pN(), [7, Theorem 4 and Lemma 4.1]
show that
|RN(f )| |I (rN)| + C1N−2−p−, I (rN)=
∫ 1
−1
w()
rN()− rN(1)
1−  d (3.1)
for some constant C1. For the estimation of I (rN), we use the following result of [5]:
inf
pN
sup
−1x<y1
|rN(x)− rN(y)|
|x − y| = O(N
−p−+)
for 0< 1 and p + . Thus, if we take >− , then I (rN) can be estimated as follows:
inf
pN
|I (rN)| inf
pN
∫ 1
−1
(1− )+−1(1+ ) |rN()− rN(1)||1− | d= O(N
−p−+),
since ∫ 1
−1
(1− )+−1(1+ ) d<∞.
Then we choose  as small as we can, viz.  = − +  for any sufﬁciently small > 0. Therefore,
we obtain
|RN(f )| = O(N−p−(N−2 +N+))= O(N−p−−2). 
Remark 6. We remark that in [2] Criscuolo proved that the Gaussian type quadrature converges with
order O(N−p−) under the same assumptions of Theorem 5, with = 1 when−1<  − 12 . So that, we
deduce that the method in [2] performs better than the present method.
4. Some numerical examples
In order to test estimation (2.7), according to formulas (1.8) and (1.9), we calculate the values of
N/N−2 with =−0.3 varying the node number N from 8 to 20 by step size 2 and increasing the index
 from−0.6 to 0.6 by step size 0.2. In Table 1, we list these values. For each ﬁxed index , Table 1 shows
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Table 1
Evaluation of N/N−2 with =−0.3
 N = 8 N = 10 N = 12 N = 14 N = 16 N = 18 N = 20
−0.6 4.102 4.141 4.169 4.190 4.208 4.222 4.233
−0.4 4.310 4.405 4.473 4.525 4.567 4.601 4.630
−0.2 4.686 4.825 4.926 5.004 5.066 5.117 5.160
0 5.169 5.351 5.485 5.589 5.672 5.741 5.798
0.2 5.746 5.982 6.153 6.284 6.389 6.475 6.547
0.4 6.435 6.719 6.926 7.087 7.219 7.326 7.415
0.6 7.225 7.564 7.820 8.018 8.157 8.304 8.414
Table 2
102RN(f ) with =−0.9
 Present method Elliott [6]
−0.5 −0.3 0.1 0.3 the 2nd the 3rd
N = 24 9.0887 8.6076 9.3618 19.3816 19.349 4.409
N = 25 2.6393 2.5712 2.6658 5.5274 5.260 1.229
N = 26 0.7613 0.7520 0.7639 1.5846 1.469 0.346
N = 27 0.2190 0.2178 0.2193 0.4549 0.415 0.098
N = 28 0.0629 0.0628 0.0630 0.1306 0.118 0.028
N = 29 0.0181 0.0181 0.0181 0.0375 0.034 0.008
N = 210 0.0052 0.0052 0.0052 0.0108 0.01 0.002
that the quantities N/N−2 are almost constant independent of N = 2k, k = 4, 5, . . . , 10. On the other
hand, it also shows that the parameter index  hardly inﬂuences the behavior of N/N−2.
We now test the ruleQN(f )= IN(f )+ f (1)q0 with the improper integral
Q(f )=
∫ 1
−1
(1− )−0.1(1+ )1.1 d= 2(2.1)(0.9).
Todo this,we setw()=(1−)−0.9(1+), f ()=(1−)1.8(1+)1.1−with=−0.5+0.2k, k=0, 1, 3, 4.
In Table 2, we display
102RN(f ) : =102|Q(f )−QN(f )|,
varying both N and . We also list the corresponding errors to the second and third quadrature rules in
[6]. For these rules in [6], we take
f ()= (1− )1.8(1+ )1.1, w()= (1− )−0.9.
From Table 2, it appears that the present method is converging better than the second rule of [6], which
is similar to our method and based on the Chebyshev interpolation polynomial with the classical node
points cos((2j−1)/2N), j=1, . . . , N . The last column of Table 2 is the result obtained by the third rule
of [6], which is based on the Muneer’s approximation and the Chebyshev interpolation. The results show
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Table 3
105RN(f ) with =−0.9
Present method The 2nd rule of [6]
105RN(f ) 105RN(f ) logN 105RN(f )
N = 24 7.6218 21.1321 22.4499
N = 25 0.3635 1.2596 1.0514
N = 26 0.0172 0.0717 0.0497
N = 27 0.0008 0.0040 0.0023
N = 28 0.0003 0.0014 0.0003
that this method is converging a little faster than the present method. We also see that the convergence of
the present method does not depend on the parameter .
Finally, we conclude this section by the test of the ruleQN(f )= IN(f )+ f (1)q0 with the ﬁnite part
integral
Q(f ) = (1+ )
2.1
(1− )1.9 d = 2
1.2(−0.9)(3.1)
(2.2)
.
We letw() = (1− )−0.9, f () = (1+ )2.1. In Table 3, we display the error 105RN(f ) : =105|Q(f )−
QN(f )| and also list the corresponding errors to the second rule in [6].
Table 3 shows that our method’s results are better than that of the method in [6] by logN . As we
remarked, it is caused from the fact that our method makes the growth of the stability factor in [6] to slow
by logN , and it means our method is more stable.
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