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La representación del conocimiento se ha definido como un conjunto de
reglas ontológicas provistas con la capacidad para realizar inferencias. Uno de
los esquemas de representación de conocimiento más ampliamente difundido lo
constituyen las ontologías. En términos muy generales, las ontologías son am-
pliamente utilizadas en la Ingeniería del Conocimiento, la Inteligencia Artificial
y las Ciencias de la Computación.
Una problemática en la representación del conocimiento desde un punto
de vista semántico, es la complejidad de los procesos de creación, gestión,
análisis y reusabilidad de los modelos ontológicos que representan estas estruc-
turas de conocimiento. El soporte automático o semiautomático a los procesos
relacionados con la representación de conocimiento, suele enfrentar diversos
problemas durante el proceso de modelado de datos ontológicos, que acaban
por comprometer la comprensión y el desarrollo de los modelos. Esto puede
tener como resultado, procesos de desarrollo y gestión complejos, ineficientes y,
así mismo, una escasa reutilización de los propios modelos ontológicos. Muchas
de las herramientas que soportan estos procesos, no son lo suficientemente ro-
bustas para realizar eficientemente todas las tareas involucradas en los flujos
de trabajo.
Esta tesis toma como dominio de investigación esta problemática, y plantea
como objetivo principal la definición de diversos procesos para la gestión del
ciclo de vida de las ontologías, sustentados en un enfoque de Analítica Visual,
un área de investigación basada en el uso de representaciones visuales, que se
enfoca en el uso del proceso cognitivo humano para el análisis de información.
El enfoque que sigue la Analítica Visual destaca al usuario como punto
central en el proceso de análisis, y todos los mecanismos que intervienen en
este enfoque se definen tomando en consideración, como aspectos principales,
el usuario y la interacción de este con las herramientas de cómputo. Estos
mecanismos facilitan el razonamiento analítico, al maximizar la capacidad hu-
mana para percibir, entender y razonar acerca de conjuntos de datos complejos
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y dinámicos.
Los procesos involucrados en el ciclo de vida de las ontologías (creación,
gestión, análisis y reutilización), describen flujos de trabajo formados por di-
versas actividades. Estas actividades se han definido tomando en consideración
las principales metodologías para el desarrollo de modelos ontológicos.
Por otro lado, también es necesario que estas actividades estén soportadas
por mecanismos y herramientas que permitan su desarrollo de forma eficiente.
Estos mecanismos son principalmente, técnicas de visualización robustas y pro-
vistas de una interacción que permita al usuario a través de su capacidad, de-
sarrollar abstracción, concepción, entendimiento, representación y aprendizaje
de conocimiento.
A lo largo de esta tesis se detallan los flujos de trabajo y los mecanismos
propuestos para el desarrollo de los procesos para el modelado de datos basa-
do en ontologías. Teniendo en cuenta estos mecanismos, se ha implementado
una herramienta denominada OWL-VisMod, y se han evaluado desde dos per-
spectivas. La primera de ellas se basa en la usabilidad de las tareas definidas,
mientras que la segunda se enfoca en la funcionalidad de la herramienta y todas
las técnicas de visualización e interacción.
La evaluación de usabilidad consiste en el desarrollo del proceso de creación
de un modelo ontológico, de acuerdo a las tareas propuestas. Este desarrollo se
ha realizado por un grupo de usuarios, quienes emitieron una valoración sobre
la usabilidad de la herramienta. Por otro lado, la evaluación de funcionalidad,
se ha realizado primero, a través de un proceso de análisis sobre un modelo
ontológico existente, de acuerdo al flujo de trabajo definido para este proceso,
y segundo, a través de un proceso de creación de un nuevo modelo ontológico
de datos, para un sistema real en un dominio específico, en este caso, en el
sector del turismo.
Los resultados de las evaluaciones han indicado, por un lado, que los proce-
sos, los flujos de trabajo y las tareas definidas, son coherentes con los objetivos
definidos. Este resultado se debe en gran parte a que estas tareas se han adapta-
do a partir de metodologías previamente definidas. Por otro lado, la evaluación
de funcionalidad en el caso de estudio, ha permitido detectar algunos aspectos
mejorables, así como también ha servido para la validación general de la he-
rramienta y las diversas técnicas de visualización e interacción implementadas
en ella.
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Abstract
Knowledge Representation has been defined as a set of ontological rules
provided with the capacity to perform inference. It basically consists of a set
of symbols that represent a specific domain, enriched with a set of functions
to perform reasoning. This reasoning aims to perform inference, most of times
based on the use of any kind of logics. Ontologies represent one of the most
widely used schema representations. They are mainly used in the Knowledge
Engineering, Artificial Intelligence and the Computer Science fields.
The main problem with the Knowledge Representation from a semantic
point of view, is the complexity of the processes of creation, management,
maintenance and reusability of the ontological models. The automatic sup-
port to the processes that manage the knowledge, usually have to face diverse
problems during the modelling process. These problems affect the comprehen-
sion and the development of these ontological models, causing complex and
unefficient processes and low levels of reusability of these ontologies.
The current tools that support these processes, have diverse problems, due
to they are not robust enough to efficiently develop all the tasks involved in
the workflows.
This thesis has taken this problematic as its starting point. It aims to
develop the processes for developing and managing the life cycle of ontologies
based on a Visual Analytics approach, where the user becomes to be the central
point in the analysis process. Furthermore, all the mechanisms involved in this
approach, have been defined taking into account, the user and his interaction
with the computers. These mechanisms, make easier the analytical reasoning,
because they maximise the human capacity to perceive and understand about
complex and dynamic data sets.
The processes involved in the ontologies’life cycle, describe the whole se-
quence of activities in the workflows, to create, manage and reuse ontologies.
These activities and workflows have been defined taking into account the main
methodologies for developing ontological models. Moreover, each of these ac-
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tivities and workflows, is supported by Visual Analytics and interaction tech-
niques.
The user interaction represents a crucial aspect for developing ontology-
based data models. The user, supported by computer mechanisms, defines the
representation of a certain domain using an ontological model. These mecha-
nisms, are completely defined according to the human capabilities to perform
abstraction, conception, understanding, learning and knowledge representa-
tion. This user-centered approach, represents the main approach taken of the
Visual Analytics field.
Through this thesis, all the workflows for developing ontology-based data
models are completely described and detailed. Furthermore, all the mechanisms
implemented in a tool called OWL-VisMod, that support the development
of these processes are also described. These mechanisms have been evaluated
based on two approaches: the first one is the usability of the tool, and the second
one is the functionality of the tool and all the visualisation and interaction
techniques.
The usability evaluation consists of the development of the creation process
of an ontological model, according to the proposed tasks. This development has
been performed by a group of users that evaluate the usability of the tool. On
the other hand, the functionality evaluation has been performed, first, through
an analysis process of an existing ontology, and second, through the creation
of a new data ontological model, according to the workflows defined to these
processes.
This creation process has been developed over a real scenario, of a recom-
mend system for tourism activities. This evaluation has let to perform diverse
tests of the tool, about its capacity to cover all the functionality aspects needed
for a real-scenario system.
The results of these evaluations, have indicated firstly, that the processes,
workflows and the defined tasks, are coherent to the defined objectives. Sec-
ondly, the functionality evaluation in the case-study, has let to detect diverse
aspects that were improved or fixed, as well as the validation of the tool and
the diverse visualisations and interaction techniques.
Keywords
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Este primer capítulo comienza con una introducción a los principales con-
ceptos relacionados con la tesis; por un lado, la representación del conocimien-
to, y por otro lado, las ontologías. La segunda sección se enfoca en describir
la problemática que ha originado el desarrollo de esta tesis. La tercera sección
describe los objetivos específicos del trabajo de tesis, para posteriormente dar
paso a la metodología y las líneas de investigación. El capítulo finaliza con el
contenido general de la tesis.
1.1. Presentación
La representación del conocimiento (Knowledge Representation o KR, por
sus siglas en inglés) es un área de la Inteligencia Artificial, cuyo objetivo fun-
damental es representar el conocimiento de forma que facilite el desarrollo de
inferencia, generalmente mediante el uso de algún tipo de lógica. Esta lógica
proporciona una semántica formal a los símbolos en el dominio de discurso,
así como operadores y cuantificadores que proporcionan un significado a las
sentencias en la lógica. En términos generales, puede decirse que la represen-
tación del conocimiento es un conjunto de reglas ontológicas provistas con la
capacidad para realizar inferencias [52].
Es importante distinguir claramente entre información y conocimiento; in-
formación se refiere a un conjunto de datos o valores, ya sea numéricos o de
cualquier otro tipo, que se tienen como entrada al sistema, y que no han sido
interpretados todavía. En contraste, el conocimiento es un conjunto de datos
de primer orden, que modelan de forma estructurada los valores de un cierto
dominio, o que surgen con la interpretación de los datos básicos. Este conoci-
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miento es el resultado de la aplicación de un proceso de interpretación de la
información (los datos básicos), también denominado proceso de inferencia.
La representación del conocimiento consta básicamente de un conjunto de
símbolos de un dominio específico de aplicación, aunado a las funciones que
permiten desarrollar el proceso de inferencia para conseguir un razonamiento.
La representación del conocimiento puede verse desde dos perspectivas dife-
rentes, aunque no excluyentes una de la otra. Por un lado, la representación
enfocada al procesamiento de los datos de forma automatizada por los orde-
nadores, los que se encargan de desarrollar inferencia y obtener conocimiento
sin la intervención humana; y, por otro lado, la representación del conocimiento
desde la perspectiva del usuario como el centro principal del proceso de gestión
y adquisición del conocimiento.
Un claro ejemplo del enfoque basado en la representación de conocimiento
de forma automatizada, es la Web Semántica [26], en la que los ordenadores se
comunican entre sí, intercambian información, la procesan, realizan un proceso
de inferencia y, como resultado, se obtiene un cierto conocimiento. Esta capaci-
dad de conducir razonamiento automatizado sin necesidad de la intervención
humana, se logra proveyendo a los ordenadores de una representación de co-
nocimiento basada en el uso de colecciones estructuradas de información, así
como un conjunto de reglas de inferencia, las cuales añaden una lógica sobre
los datos. El resultado puede resumirse como proporcionar a los ordenadores
con una capacidad de toma de decisiones.
Algunos autores como Kashyap et al. [157], han documentado que en cier-
tos contextos como la biomedicina [136, 158], el diseño y construcción de on-
tologías, exige demasiados recursos en términos de coste y tiempo, por lo que,
en estos contextos se plantea la menor intervención humana posible.
Por el contrario, el enfoque basado en la representación del conocimiento
desde la perspectiva del usuario, requiere la implementación de mecanismos
enfocados completamente a hacer uso de la capacidad cognitiva humana para
desarrollar el proceso de creación de los modelos de datos. Estos mecanismos
son completamente diferentes a los mecanismos para la representación automa-
tizada, aunque, el resultado final sea siempre un modelo de datos formado por
colecciones estructuradas de información, representadas de forma procesable
por los ordenadores. La principal diferencia entre los dos enfoques, radica en
quién es el encargado de realizar el proceso: el usuario o el propio ordenador.
El tamaño o la complejidad del dominio de aplicación, suelen ser los aspec-
tos que definen quién es el encargado del proceso de representación del conoci-
miento. Para modelos pequeños o medianos (formados por algunos centenares
de conceptos), suele ser el usuario el que construye los modelos, mientras que,
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por el contrario, para modelos de dominio de aplicación demasiado grandes
(miles o millones de conceptos), o demasiado complejos, puede resultar prácti-
camente imposible su desarrollo por parte de un usuario y se tiene que recurrir
al uso de procesos automatizados.
Una de las principales formas de representación del conocimiento son las
ontologías. Estas colecciones estructuradas de información se pueden definir co-
mo una conceptualización taxonómica de conceptos, propiedades y relaciones
entre ellos, así como un conjunto de reglas de inferencia [12]. En términos gene-
rales, los sistemas basados en conocimiento necesitan requerimientos especiales
para poder desarrollar interoperabilidad. Estos sistemas operan y se interco-
munican mediante sentencias en una representación de conocimiento formal,
llamada ontología [116].
Guarino [119] analiza las diferentes definiciones de ontología y las contrasta
con las bases de conocimiento. Aunque existen diversas posibles interpreta-
ciones, para el desarrollo del presente trabajo se asume la interpretación de
que una ontología es un sistema conceptual, que se puede entender como una
base de conocimiento en particular, por lo que se refiere a una o a otra de forma
indistinta, de manera similar a otros trabajos [190, 191]. Aunque se puede hacer
una diferencia más específica; por ejemplo, de acuerdo a los autores Fridman y
McGuinness [79], una base de conocimiento está formada por una ontología y
un conjunto de instancias de las clases, las cuales contienen valores específicos
de información en las propiedades o slots, y en las restricciones.
Las ontologías se han sido utilizado ampliamente en el contexto de los
sistemas de administración del conocimiento [25]; estas, representan un aspecto
crucial en las tecnologías semánticas, incluso desde el punto de vista de la
industria. Las tecnologías semánticas se han utilizado en diferentes áreas de
aplicación, como por ejemplo en plataformas de tecnologías de información
[48], en plataformas en el área de Biología [243], en el análisis de redes sociales
[101], entre otras.
Un dominio de aplicación que también ha utilizado ontologías es el turismo.
Un caso de estudio en este dominio de aplicación, se describe en capítulos
posteriores. Básicamente, se han definido algunos modelos ontológicos para un
sistema de recomendación, en el que, los usuarios reciben información sobre
lugares turísticos, espectáculos, entre otras actividades a realizar, de acuerdo
a un perfil personalizado. En este caso específico, las ontologías definen por un
lado, un modelo de conocimiento que permite establecer perfiles de usuario,
y por otro lado, una base de conocimiento con información sobre lugares y
actividades turísticas. El sistema realiza un proceso de inferencia a partir del
perfil personalizado (aficiones o preferencias principalmente), lo que resulta
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en un conjunto de actividades que pueden ser del interés del usuario. Este
sistema ejemplifica el uso de ontologías para inferir un cierto conocimiento
automatizado.
Este trabajo de tesis abarca el enfoque en el que es el propio usuario el
que desarrolla los procesos en el ciclo de vida de las ontologías. En este caso,
es este usuario quien modela y construye la base de conocimiento. Para poder
crear estas ontologías, es necesario proporcionar a los usuarios con diferentes
mecanismos que los apoyen en todas las tareas necesarias, como por ejemplo,
metodologías, lenguajes y herramientas.
La gran mayoría de las propuestas de metodologías han aparecido des-
de la década de los años noventa. Fernández [192] elaboró un resumen sobre
las primeras propuestas metodológicas para ontologías, que más tarde com-
plementó y se detalla en [193]. Las más importantes son Methontology [49],
OCML [201], On-To-Knowledge [250, 68] o DOGMA [148]. Sin embargo, uno
de los principales problemas, es que en la actualidad no hay una metodología
estandarizada para la creación de ontologías, sino más bien, un conjunto de
propuestas diversas, entre las que el usuario tiene que identificar la que mejor
se adapte a sus necesidades.
Figura 1.1: Los procesos básicos en Ingeniería de Ontologías son: creación,
gestión, análisis y reutilización. Cada uno de los procesos define un flujo de
trabajo formado por varias actividades o tareas.
Una oferta muy útil para los usuarios sería la definición de los procesos
necesarios para realizar el modelado de ontologías, aunado a una herramienta
específica que soporte estos procesos de forma eficiente. La Figura 1.1 muestra
un esquema general básico, que contiene los principales procesos involucrados
en el modelado y desarrollo de ontologías. En este esquema, se muestran los
cuatro procesos básicos para el modelado de datos ontológicos: la creación, la
gestión, el análisis y la reutilización. Cada uno de esos procesos, contiene un
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flujo de trabajo definido por varias tareas que el usuario debe desarrollar para
completarlo.
Cada uno de estos procesos, define flujos de trabajo específicos, aunque
entre ellos comparten muchas de las actividades. Una de las más importantes
metodologías de la Ingeniería de Ontologías es Methontology [71], que describe
las actividades principales para el proceso de creación de ontologías se mues-
tran en el esquema de la Figura 1.2. Esta secuencia de actividades comienza
con la especificación de los requerimientos del sistema, y después continúa la
abstracción del dominio de aplicación, la creación de un modelo conceptual,
la formalización del modelo conceptual, una probable reutilización de modelos
ontológicos existentes, y finalmente la propia implementación de la ontología
en un lenguaje formal.
Figura 1.2: Principales tareas definidas en Methontology, para el proceso de
creación de ontologías.
La especificación de los requerimientos generalmente involucra entrevistas
con los usuarios finales del sistema, en las que se hace una descripción completa
del funcionamiento del sistema a diseñar. Existen algunos estándares interna-
cionales que definen las tareas concretas de la fase de especificación de los
requerimientos, como el estándar IEEE 830 [198].
La segunda tarea en el esquema de la Figura 1.2, es la cognición del dominio
de aplicación por parte del diseñador del modelo ontológico. Esta tarea impli-
ca principalmente, que la persona encargada de diseñar la ontología, obtenga
conocimiento sobre el dominio de aplicación, ya que generalmente no es un
experto en el tema. Una vez que el diseñador del modelo ha obtenido el co-
nocimiento necesario sobre el dominio de aplicación, la tercera fase implica la
conceptualización de este conocimiento, mediante la creación de uno o vari-
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os modelos conceptuales. La siguiente tarea conlleva la formalización de estos
modelos conceptuales creados. La siguiente tarea involucra la reutilización de
ontologías; esta tarea es opcional, ya que se tiene la certeza de que exista un
modelo ontológico que pueda utilizarse como solución para este dominio de
aplicación en específico. Finalmente, la última tarea corresponde a la imple-
mentación de la ontología en un lenguaje formal.
Los flujos de trabajo y las actividades difieren entre las diversas propuestas
de metodologías, pero en términos generales, hay cinco actividades importantes
para la creación de un modelo de datos basado en ontologías, que se muestran
en la Figura 1.3. El proceso de creación comienza con una fase de abstracción
del dominio del problema, seguido por la definición de una taxonomía de con-
ceptos, después se definen las propiedades intrínsecas, así como las relaciones
entre los conceptos, para finalizar con la definición de las instancias que forman
la base de conocimiento. El proceso de creación de ontologías, junto con estas
actividades, se describe en detalle más adelante en la sección 5.1.1.
Figura 1.3: El proceso de creación de ontologías está definido por cinco tareas
principales, divididas en dos grandes fases: una fase de abstracción del do-
minio, y otra fase para la implementación del modelo ontológico, que incluye
la definición de la taxonomía de conceptos, la definición de las propiedades
intrínsecas a las clases, la definición de las propiedades objeto que representan
las relaciones, y la definición de las instancias de las clases, que forman la base
de conocimiento.
Sea cual sea la metodología empleada, lo cierto es que el usuario tiene
que desarrollar una fase de implementación de la ontología. Para llevar a cabo
esta fase, las metodologías definen diferentes actividades que se llevan a cabo
mediante el uso de ciertas herramientas, que permiten a los usuarios completar
estas actividades. A lo largo de más de una década han surgido continuamente
diversas herramientas, algunas de ellas comerciales y otras de libre distribución,
entre las que algunas son de código abierto para que la propia comunidad
investigadora sea la encargada de actualizarlas. Muchas de estas herramientas
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han caído en desuso, no han sido actualizadas, e incluso algunas de ellas ya no
están disponibles, por lo que actualmente se pueden considerar simplemente
como una referencia bibliográfica.
Cuando se habla de representación del conocimiento, y más específica-
mente, de modelos ontológicos creados por el usuario, se pretende que las
herramientas que permiten crear estos modelos se adapten a las necesidades
y características de los usuarios. Una de las características que facilita este
proceso, es el uso de representaciones visuales que apoyen todos los procesos
básicos en el ciclo de vida de los modelos ontológicos, como la creación, gestión,
análisis y reutilización. Estas representaciones visuales facilitan el proceso de
representación del conocimiento, ya que utilizan la capacidad cognitiva de los
usuarios a través de la vista, uno de los sentidos que permite más fácilmente
asimilar información y obtener conocimiento.
Los métodos visuales se han utilizado para el aprendizaje a todos los nive-
les, desde los niños en las escuelas, hasta las conferencias más importantes
alrededor del mundo, y pueden abarcar desde un simple dibujo hasta una com-
plicada representación visual de una compleja reacción química. Estas técnicas
han evolucionado hoy en día, gracias al avance de la tecnología y en especial
al uso de ordenadores, hasta llegar a convertirse en complejas representaciones
visuales capaces de procesar y visualizar grandes cantidades de información de
una forma visualmente eficiente.
Es justo ahora, precisamente con el uso de ordenadores, que se pueden
desarrollar complejas estructuras visuales, que permiten no solo representar
grandes cantidades de información, sino que también están provistas con ca-
pacidades de interacción con el usuario, de tal forma que este puede manipular
la información desplegada. Esta capacidad de interacción permite pasar de un
modelo visual estático, a uno completamente dinámico, en el cual la informa-
ción representada visualmente puede cambiar de acuerdo a las exigencias del
usuario [39, 40].
El área de la representación del conocimiento no es ajena al uso de estos
métodos visuales, que comenzaron con la simple representación en papel de
mapas conceptuales, y que en la actualidad se ha visto enriquecida con diversas
herramientas, tanto de visualización como de modelado [52]. Es importante
destacar la diferencia entre una herramienta de visualización de ontologías y
una herramienta de modelado de ontologías. La primera se limita simplemente
a representar visualmente una ontología, sin opciones de edición o modificación,
mientras que la segunda permite el desarrollo de diversas actividades para las




En términos generales, el desarrollo de un sistema informático conlleva la
necesidad de modelar un cierto dominio de aplicación. Este desarrollo requiere
un proceso interno de modelado de los datos del sistema. En otras palabras,
la forma en que se representan, almacenan y acceden a los datos del sistema.
Este modelo de datos representa un aspecto crucial para el buen desarrollo del
sistema.
El proceso para crear un modelo de datos no es trivial, requiere la par-
ticipación del diseñador como punto central, que es el que define el propio
modelo, así como una serie de herramientas que le permiten llevar a cabo
todo el proceso de modelado. Un ejemplo de estos modelos de datos es, el
modelo entidad-relación para bases de datos. Análogamente, las ontologías re-
presentan un modelo de datos semántico para los sistemas de representación
de conocimiento, que comparte la misma complejidad en cuanto a su diseño y
construcción.
En el contexto de este trabajo, se adopta la definición de proceso como el
conjunto de actividades y eventos coordinados que se realizan o suceden bajo
ciertas circunstancias con un fin determinado [140]. Los procesos básicos para
el desarrollo de ontologías descritos en el esquema de la Figura 1.1, se han
definido en la mayoría de las metodologías existentes. Sin embargo, al no haber
una metodología estándar, existe una diversidad de procesos, flujos de trabajo
y actividades, en que únicamente, dependiendo de la experiencia y el nivel
de conocimiento del diseñador de las ontologías, se puede tomar una decisión
acerca de cuáles de todos estos llevar a cabo.
Noy [210] propone una guía para el desarrollo de ontologías, enfocada espe-
cialmente para desarrolladores noveles, que cubre las tareas más importantes
para el proceso de creación de una ontología. A pesar de representar un buen
punto de inicio, hay aspectos importantes que no se incluyen, como por ejem-
plo los mecanismos que permitan generar modelos ontológicos reutilizables, o
la forma de realizar un análisis para determinar si un modelo existente puede
ser reutilizado en el sistema.
El resultado de la falta de procesos adecuados, es la creación de ontologías
con baja calidad, difíciles de actualizar [174], reutilizar e incluso con inconsis-
tencias. Estas ontologías tienen que someterse a diferentes procesos de evalua-
ción [211] para detectar problemas y poder corregirlos. Uno de los problemas
principales en los modelos ontológicos, son las inconsistencias terminológicas.
Ovchinnikova et al. [216] proponen un algoritmo para corregir las inconsisten-
cias definidas por el usuario, especialmente la inconsistencia lógica, aunque
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también se presentan otro tipo de inconsistencias, especialmente como resul-
tado de operaciones como la alineación de ontologías [65].
Por otro lado, Guarino [118] destaca la importancia en el diseño de on-
tologías reutilizables; pero esto únicamente puede lograrse, con procesos bien
definidos de Ingeniería del Conocimiento, así como con herramientas robustas
que soporten estos procesos. No solo es importante considerar el concepto de
reutilización, sino también el propio mantenimiento de las ontologías creadas.
Arpírez et al. [15] han resumido la principal problemática para el desarrollo
de ontologías. El primer problema descrito es la falta de una correspondencia
entre las metodologías existentes y las herramientas para construir ontologías.
El segundo problema que se menciona es que las herramientas existentes única-
mente dan soporte al diseño e implementación de ontologías, pero no soportan
todas las actividades del ciclo de vida. En base a esta problemática, Arpírez
et al. [14] propusieron un marco de trabajo llamado WebODE, una plataforma
que cubre y da soporte a la mayoría de las actividades involucradas en el proce-
so de desarrollo de ontologías (conceptualización, razonamiento, intercambio,
etc.). Este editor de ontologías ha quedado sin soporte desde el 2006, y no se
encuentra disponible en la actualidad.
La calidad de las ontologías es un aspecto crucial, que puede verse afec-
tado severamente por la problemática descrita previamente. Guarino y Welty
[120, 121] propusieron una metodología llamada OntoClean para analizar las
ontologías desde un punto de vista lógico, para evaluar la calidad de las on-
tologías, y poder detectar y corregir problemas que vienen desde la fase de
diseño. Sin embargo, esta solución está enfocada a ontologías ya existentes,
pero no incide directamente sobre los procesos de creación, gestión o reuti-
lización.
Cuando un usuario pretende definir un modelo de datos semántico basado
en ontologías, se enfrenta con el dilema de ¿por dónde empezar?, ¿qué tareas
desarrollar?, ¿cuál es la secuencia de esas tareas?, ¿se pueden reutilizar modelos
existentes?, ¿qué herramienta utilizar para implementar el modelo?, ¿cómo
desarrollar ontologías de calidad?.
La Figura 1.3 muestra las principales actividades definidas para el proceso
de creación de una ontología. La primera fase que corresponde a la fase de
abstracción del dominio, está definida completamente por el diseñador del mo-
delo, que se apoya en los métodos y las metodologías existentes, y que en base
a estos y a su conocimiento, realiza un planteamiento de solución. Si bien es
verdad que existen una infinidad de soluciones al problema de modelado de un
dominio, también es verdad que hay soluciones que generan ontologías con una
mucho mayor calidad que otras. El problema del diseño de ontologías con una
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baja calidad, es atribuible al diseñador del sistema, y es causado directamente
por fallos en los mecanismos empleados por este para llevar a cabo el diseño.
Una vez realizada la fase de abstracción del dominio, la siguiente fase que se
muestra en el esquema de la Figura 1.3 es la fase de implementación del modelo
diseñado. Es en esta segunda fase, en la que se presenta otra problemática
que repercute directamente en el proceso de la creación de ontologías, esta
problemática está ligada a las herramientas de edición y modelado.
Los diseñadores requieren el uso de diversas herramientas para modelar las
ontologías, y para la implementación de estos modelos (última tarea definida en
la Figura 1.2). Uno de los principales problemas con las actuales herramientas
para la creación y la gestión de modelos de representación de conocimiento es la
falta de procesos adecuados para estas herramientas (como se ha mencionado
previamente).
En el caso específico de la implementación de los modelos para la repre-
sentación del conocimiento, las herramientas actuales únicamente se limitan
a ofrecer un conjunto de visualizaciones o interfaces de usuario que no son
adecuadas para las metodologías existentes. Sin un flujo de trabajo claramente
definido, ni herramientas robustas de soporte, los procesos de reutilización,
creación o gestión de modelos de conocimiento pueden llevarse a cabo de for-
ma ineficiente y se vuelven extremadamente complejos para el diseñador.
El problema principal con las actuales herramientas visuales, es que no
permiten el desarrollo eficiente de los procesos básicos de la Ingeniería de
Ontologías (mostrados en la Figura 1.1). Este área de investigación (defini-
da formalmente en la sección 2.3), proporciona las directrices del conjunto de
actividades para los procesos involucrados en el ciclo de vida de las ontologías.
La principal causa es la complejidad derivada del uso de visualizaciones poco
robustas, demasiado simples o con una interacción pobre con el usuario. Estas
visualizaciones y la interacción con el usuario, resultan completamente inefi-
cientes cuando los modelos ontológicos van creciendo en tamaño.
Este problema se ilustra claramente en la Figura 1.4, que muestra una
herramienta durante la fase de implementación de un modelo ontológico. En
este caso, la herramienta no tiene la capacidad de representar el modelo de
forma clara, sino que, por el contrario, el resultado es una vista saturada que
primero, impide entender exactamente el modelo que se construye, y segundo,
vuelve compleja la fase de implementación.
Una representación visual, tiene como principal finalidad permitir al usuario
adquirir un cierto conocimiento a partir de los símbolos, colores y formas que
percibe, y este hecho debería ser directo e intuitivo. Cuando se habla de on-
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Figura 1.4: La fase de implementación se vuelve extremadamente compleja,
debido al uso de herramientas poco robustas. La saturación visual de elementos
complica en demasía el entendimiento del dominio que se modela.
tologías, la representación visual debería claramente transmitir al usuario el
sistema que se ha modelado o que se está modelando. Por ejemplo, dado que
las ontologías contienen un esquema definido por una taxonomía de conceptos,
la interacción debería permitir al usuario seleccionar un concepto e inmediata-
mente conocer su jerarquía y sus relaciones, o navegar entre sus instancias, etc.
Esta interacción es fundamental para que el diseñador o el usuario según sea el
caso, puedan claramente obtener o modelar el conocimiento que se pretende.
La herramienta mostrada en la Figura 1.4, también falla en cuanto a la
interacción con el usuario. El recuadro en color rojo resaltado en la esquina
superior izquierda, muestra la taxonomía de los conceptos, en donde uno de
los elementos se ha seleccionado. Esta selección muestra la taxonomía de la
clase, pero también debería permitir al usuario o al diseñador, identificar las
relaciones con otras clases o las instancias en caso de que existan. Esta situación
no se presenta, ya que la interacción no es lo suficientemente buena como podría
ser, por lo que el único mecanismo para que el usuario o el diseñador pueda
conocer las relaciones o las instancias, es adentrarse en una representación
visual saturada de elementos.
Como se ha descrito, las actuales propuestas fallan principalmente en dos
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aspectos: primero, por el uso de técnicas de visualización muy básicas, que fácil-
mente se ven rebasadas en su objetivo de visualizar y modelar eficientemente
ontologías y bases de conocimiento y, segundo, debido a que la interacción
de estas herramientas tampoco es lo suficientemente robusta para permitir al
usuario un análisis o modelado intuitivo y sencillo. Esta situación se ha ilustra-
do con una de las herramientas mostrada en la Figura 1.4, pero se describe en
detalle en la sección 2.3.4 con el resto de las herramientas.
Las ontologías representan un aspecto mucho más complejo que la repre-
sentación de una simple taxonomía de conceptos y un conjunto de relaciones
entre clases. Es justo en este aspecto, en la propia naturaleza de las ontologías,
donde radica la problemática de su visualización y modelado de forma eficiente.
Si bien es cierto que no existe un método que parezca ser el apropiado para
representar visualmente las ontologías en general, existen soluciones específicas
que pueden ajustarse a cada uno de los problemas de forma individual, desde
una perspectiva diferente a la que han seguido la totalidad de las soluciones
implementadas en la actualidad.
En resumen, la problemática en la creación de ontologías de calidad tiene
dos vertientes. Por un lado, la diversidad de propuestas metodológicas sin que
exista una que resulte claramente dominante, que abarque todos los procesos
necesarios, y permita construir modelos ontológicos de calidad. Esta situación
incide directamente en los diseños de las ontologías. Esta problemática está
directamente relacionada con el usuario que es el que se encarga de diseñar
los modelos ontológicos y en donde, como resultado, se generan diseños de
ontologías con una baja calidad.
La segunda vertiente es la falta de correspondencia entre las metodologías y
las herramientas, así como el hecho de que las herramientas sean poco robustas,
lo que dificulta en demasía el desarrollo de los procesos de la Ingeniería de
Ontologías. Esta problemática es atribuible directamente a las herramientas
existentes, ya que, como se ha descrito en párrafos anteriores, se limitan al uso
de técnicas simples que fácilmente son llevadas al límite de sus capacidades o
rebasadas, y tampoco implementan mecanismos de interacción eficientes.
Cuando estas dos vertientes se conjugan, los resultados son claramente ne-
gativos, ya que se presentan modelos ontológicos de baja calidad, y también se




El trabajo de esta tesis básicamente propone el planteamiento de soluciones
a la problemática de la representación visual y el modelado de datos basado en
ontologías. Estas soluciones deben ser planteadas desde una perspectiva dife-
rente a las actuales propuestas, con el objetivo de hacer eficientes los diversos
procesos involucrados en la Ingeniería de Ontologías. Más específicamente, se
requiere la propuesta de diversos flujos de trabajo y actividades para el desa-
rrollo de los modelos de datos basados en ontologías, y su ciclo de vida.
El primer objetivo general es la definición de los flujos de trabajo para
desarrollar los procesos de creación, gestión o mantenimiento, análisis y re-
utilización de representaciones basadas en conocimiento, más específicamente,
de ontologías. Existen algunas metodologías propuestas, que han definido una
diversidad de estos procesos, flujos de trabajo y las actividades dentro de estos
últimos. Esto simplifica considerablemente el trabajo en esta vertiente, ya que
existe un camino recorrido previamente por otros autores.
El segundo objetivo comprende la implementación de una herramienta que
soporte el desarrollo de los procesos definidos, que sea suficientemente robusta
en cuanto a las visualizaciones y la interacción con el usuario, para poder
modelar bases de conocimiento semántico de forma eficiente. Esta vertiente
representa un aspecto fundamental a conseguir en este trabajo de tesis, ya que
la problemática existente con las actuales herramientas, obliga a pensar en
soluciones nuevas y más eficientes.
Como base de la investigación, se plantea como principal hipótesis, la si-
guiente:
¿Es posible diseñar procesos eficientes y robustos para la creación, gestión,
análisis y reutilización de bases de conocimiento, que faciliten al diseñador la
exploración, análisis y modelado de datos?
Para plantear soluciones a esta hipótesis, la investigación se basa en el
enfoque que la Analítica Visual define para la visualización, exploración y
análisis de datos, ya que este enfoque basado en explotar la capacidad cognitiva
humana, junto a los potentes métodos de procesamiento de datos, ha permitido
el desarrollo de diversas herramientas y soluciones exitosas en otros contextos.
De acuerdo a la hipótesis y a los objetivos generales descritos anteriormente,
a continuación se enumeran los objetivos específicos de este trabajo de tesis:
1. La definición de los flujos de trabajo en los procesos de creación, gestión
o mantenimiento, análisis y reutilización de las bases de conocimiento,
bajo el esquema de la exploración, análisis y modelado de datos definido
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en el área de Analítica Visual.
2. La definición de las técnicas visuales y de interacción que soporten cada
una de las tareas en los flujos de trabajo definidos.
3. La integración de las visualizaciones en una herramienta que soporte
completamente los procesos antes descritos.
4. El desarrollo del/los caso(s) de estudio, que permitan evaluar los procesos
y los productos resultantes.
1.4. Metodología de investigación
La investigación comprende dos grandes enfoques metodológicos: el primero
corresponde a una revisión sistemática de la literatura [131, 171], para poder
establecer el estado del arte al comienzo del desarrollo de la tesis; el segun-
do se basa en una serie de ciclos investigación-acción [73], a medida que se
va desarrollando el trabajo de tesis, con el objetivo de solucionar problemas
específicos.
Una revisión sistemática de la literatura representa generalmente la fase
inicial en cualquier proyecto de investigación y desarrollo [29]. Es la forma en
la que los investigadores pueden obtener el conocimiento existente en cuanto a
una cierta línea de investigación. El primer paso corresponde a la búsqueda en
la literatura de artículos relevantes para poder detectar soluciones a problemas
similares o para poder analizar los procedimientos llevados a cabo por otros
investigadores.
Para el caso específico de este trabajo de tesis, la revisión sistemática com-
prende las siguientes áreas:
Los sistemas de representación de conocimiento, ontologías y bases de
conocimiento. Específicamente, las metodologías para el desarrollo de las
bases de conocimiento, las métricas, así como las herramientas para la
creación, gestión, análisis y modelado.
Procesos de análisis y soluciones basadas en Analítica Visual a diversos
problemas similares.
Soluciones basadas en el área de Visualización de Información (Infovis)
a problemas similares.
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Una vez elaborada la revisión sistemática, así como el análisis de la informa-
ción obtenida, la siguiente fase corresponde al planteamiento e implementación
de las soluciones específicas a la problemática descrita. Primero, la elaboración
de las diversas propuestas para cada una de las actividades de los flujos de
trabajo en los procesos de creación, gestión, análisis y reutilización de los mo-
delos ontológicos, bajo el enfoque definido para el análisis de datos en el área
de Analítica Visual. Segundo, la implementación de las técnicas visuales más
adecuadas de acuerdo a estas actividades, así como el diseño de la interacción
con el usuario. Tercero, la implementación de todas estas visualizaciones en
una herramienta, que soporte el desarrollo de los procesos antes mencionados.
Durante la fase de implementación de las técnicas visuales, se desarrollan de
manera paralela una serie de ciclos investigación-acción, muy específicos sobre
el proceso y las soluciones más adecuadas para su desarrollo. Estos ciclos com-
plementan la revisión sistemática, y representan una revisión muy específica y
puntual de la literatura sobre ciertos aspectos del estado actual del desarrollo.
Finalmente, una vez implementadas las técnicas visuales, la interacción
con los usuarios y la implementación de la herramienta final, la última fase
corresponde a la elaboración de los casos de estudio que permitan evaluar por
un lado, la usabilidad de las actividades y flujos de trabajo, y por otro lado,
la funcionalidad de la herramienta final.
1.5. Líneas de investigación de la tesis
La presente tesis ha sido desarrollada dentro del marco de las líneas de
investigación de la Ingeniería del Conocimiento, Visualización de Información
y Analítica Visual, dentro de dos grupos de investigación de la Universidad de
Salamanca, por un lado, el Grupo de Investigación en Interacción y eLearning
(GRIAL)1, y por otro lado el Grupo de Visualización de la Universidad de
Salamanca (VisUSAL)2.
Este trabajo de tesis se relaciona con otros proyectos del grupo de inves-
tigación GRIAL; uno de ellos se basa en el uso de Analítica Visual en el área
de eLearning [54, 105]. Otros trabajos de investigación en el área de Analítica
Visual dentro del grupo VisUSAL, en el área de fármacos [82] y en el área de
evolución del software [113].




proyecto Turimov y el proyecto Ulises en colaboración con la empresa Interra3.
Estos dos proyectos están relacionados con el desarrollo de una plataforma para
teléfonos móviles, en la que los turistas pueden elaborar recorridos turísticos en
la región de Castilla y León. Esta plataforma se basa en el uso de ontologías con
conceptos relacionados con el turismo y bases de conocimiento con instancias
específicas de la región de Castilla y León. Otros proyectos dentro de los cuales
esta tesis ha colaborado y/o recibido apoyo, son el proyecto del Gobierno de
Castilla y León GR47 y los proyectos del Ministerio de Ciencia e Innovación
FI2010-16234 y TIN2010-21695-C02-01.
1.6. Contenido
El presente trabajo se ha dividido en ocho capítulos, cada uno de los cuales
se resume a continuación.
En este primer capítulo se ha descrito la problemática involucrada en el
desarrollo de la Ingeniería de Ontologías, específicamente aquella relacionada
con los procesos definidos para el desarrollo del ciclo de vida de las ontologías,
así como la problemática de las actuales herramientas para la edición de on-
tologías. También se han definido los objetivos del presente trabajo de tesis,
basados en los planteamientos resultado del análisis de la problemática discu-
tida. Se ha descrito la metodología utilizada durante el desarrollo de esta tesis,
y finalmente las líneas de investigación con las que se asocia.
El segundo capítulo está dedicado a describir de forma más específica las
ontologías, las bases de conocimiento y su funcionalidad. También proporciona
una descripción de las metodologías y los lenguajes utilizados para la repre-
sentación de ontologías. Finalmente, el capítulo concluye con un resumen de
las principales herramientas de visualización y edición actualmente existentes.
El tercer capítulo está dedicado a describir las áreas de Visualización de
Información y Analítica Visual, dos áreas de investigación con mucho auge
actualmente, que se han tomado como base para la implementación de esta
propuesta de tesis.
El cuarto capítulo hace una discusión del estado del arte de esta inves-
tigación, se comienza por analizar las más importantes metodologías para el
proceso de creación de las ontologías, para aprovechar sus respectivas ventajas.
La segunda parte del capítulo se enfoca al análisis y discusión de las princi-




El quinto capítulo define completamente la propuesta objeto de esta tesis,
dividido en dos secciones principales que abordan las diversas soluciones imple-
mentadas. La primera parte, describe los flujos de trabajo en los procesos bási-
cos de la Ingeniería de Ontologías: creación, gestión, análisis y reutilización. La
segunda parte describe los mecanismos de soporte a las fases de implementación
y análisis de ontologías.
El sexto capítulo describe la evaluación de funcionalidad sobre los procesos
definidos, y sobre la herramienta que los implementa. Esta evaluación se de-
sarrolló con un grupo de usuarios a los que se pidió crear un modelo ontológico
desde el principio según las actividades definidas en los flujos de trabajo des-
critos en el capítulo 5.
El séptimo capítulo describe el desarrollo de un caso de estudio de un
sistema basado en ontologías. Este caso de estudio corresponde al modelado
de los datos de un sistema de recomendación aplicado al dominio del turismo.
El octavo capítulo discute los resultados obtenidos y las conclusiones de




Este capítulo se enfoca en la descripción de las ontologías desde el punto de
vista de la representación del conocimiento, desde el que se citan las definiciones
más ampliamente difundidas dentro del ámbito de la informática. Así mismo,
se describe la estructura de las ontologías y su proceso de creación.
La segunda sección describe algunas de las aplicaciones de las ontologías,
con especial atención a su uso en la Web Semántica, uno de los más impor-
tantes campos de aplicación. La tercera sección describe lo que es la Inge-
niería de Ontologías, en donde también se analizan las principales propuestas
metodológicas. Después, se resumen los lenguajes para su representación, se
describen las principales métricas, así como las más importantes herramientas
para la edición y modelado de ontologías, y, para terminar este capítulo, se
discuten las conclusiones.
2.1. ¿Qué es una Ontología?
El término ontología se relaciona principalmente con la filosofía y la metafísi-
ca y trata de la descripción del ser en general a través de sus propiedades
trascendentales. Este término se ha adoptado en el área de informática, y se
han dado algunas definiciones más específicas para este área. La más difundida
en la bibliografía es la definición de Gruber [116], que establece que en el con-
texto de las ciencias de la información y la informática, una ontología define
un conjunto de primitivas con las cuales se modela un dominio de conocimien-
to o discurso, en el que, dichas primitivas son típicamente clases, atributos y
relaciones entre las clases. En este contexto, las clases son representaciones de
conceptos en el modelo de datos semántico, en tanto que las primitivas pueden
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incluir también información acerca del significado y restricciones lógicamente
consistentes.
Otra definición describe a una ontología como una descripción formal y
explícita de conceptos en un dominio de discurso (clases), propiedades de los
conceptos que describen características y atributos (slots) y restricciones sobre
las propiedades (facets) [210]. Se dice que una ontología es una especificación
formal y explícita de una conceptualización compartida. El término formal,
se refiere a que una máquina pueda ser capaz de interpretar su significado,
mientras que el término explícita se refiere a que los conceptos y las restricciones
estén explícitamente definidos.
De forma muy general, las ontologías están formadas principalmente por
definiciones de conceptos básicos en el dominio de aplicación y las relaciones
entre estos; más específicamente, la estructura de las ontologías está formada
por los siguientes elementos:
Conceptos: Son las ideas básicas que se intentan formalizar. Los concep-
tos pueden ser clases de objetos, métodos, planes, estrategias, procesos
de razonamiento, etc. La forma más común de definir los conceptos es
mediante clases, que no son más que un molde en el cual se definen las
propiedades y el estado interno que tendrán los objetos.
Propiedades: Las propiedades son las características intrínsecas a cada
concepto, que permiten discernir claramente entre uno y otro.
Relaciones: Representan la interacción y enlace entre los conceptos del
dominio y especifican las dependencias entre unos y otros. Una relación
está definida por un dominio, formado por una o más clases a las que se
les aplica la relación directamente, mientras que el rango está definido
por una o más clases que pueden ser aplicadas a la relación.
Funciones: Son un tipo concreto de relación donde se identifica un ele-
mento mediante el cálculo de una función que considera varios elementos
de la ontología.
Instancias: Representan objetos determinados de una clase, son las im-
plementaciones específicas de un concepto, con valores concretos a sus
propiedades, que permiten establecer unicidad entre todos ellos.
Axiomas: Son teoremas que se declaran sobre relaciones que deben
cumplir los elementos de la ontología. Por ejemplo: “Si A y B son in-
stancias de la clase C, entonces A no puede ser subclase de B ”.
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Las relaciones, vistas desde una perspectiva de la lógica matemática, es-
tablecen un vínculo formado por dos partes, el dominio y el rango. El dominio
de una propiedad limita las instancias a las cuales la propiedad puede aplicarse,
mientras que el rango limita las instancias que la propiedad puede tener como
su valor.
Las relaciones, así como su dominio y rango, se pueden enriquecer con
diversas características y restricciones, que definen y limitan la cardinalidad, el
tipo de valores requeridos o características propias de la lógica. La cardinalidad
limita el número de valores que una clase puede tener con respecto a una
propiedad, esto implica que se puede definir un número mínimo, máximo o un
número fijo de valores para una cierta propiedad en una determinada clase. Así
mismo, se puede determinar no solo el número, sino también el tipo de valores
que la propiedad puede tener con respecto a una clase concreta. Básicamente,
se puede definir que todos los valores pertenezcan a una clase en específico
o que, por el contrario, puedan pertenecer a diferentes clases, esto limita las
instancias posibles en el rango de la propiedad.
Por otro lado, también pueden definirse ciertas características lógicas sobre
las propiedades. La primera característica es la simetría, que indica que para
cualesquiera dos valores (x, y) en el dominio y en el rango de la propiedad
respectivamente, se cumple que (y, x) también satisfacen la misma propiedad.
La segunda característica es la transitividad, que establece que si un par (x,
y) es una instancia de una propiedad transitiva P, y también el par (y, z) es
instancia de la misma propiedad transitiva, entonces (x, z) también es una
instancia de la misma propiedad P.
Otra característica es la posibilidad de definir propiedades inversas. Una
propiedad P definida como inversa de Q implica que si X está relacionada
con Y a través de P, entonces Y estará relacionada con X a través de Q.
Una propiedad también puede restringirse a tener un único valor para cada
instancia, esta característica define a una propiedad funcional.
Todos los componentes en una ontología (conceptos, relaciones, propieda-
des, etc.), se representan e identifican mediante el uso de diferentes URI, un
identificador uniforme de recurso definido en el RFC 3986. Básicamente, un
URI es un identificador formado por una cadena de caracteres, que identifica
un recurso inequívocamente. Una de las características de los URI es la uni-
formidad, que permite que diferentes tipos de identificadores de recursos se
usen en el mismo contexto, aun cuando los mecanismos utilizados para accesar
a esos recursos pueden ser diferentes.
Un aspecto fundamental en el uso de ontologías, es la capacidad de estas
para inferir o deducir conocimiento. Esta capacidad se fundamenta principal-
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mente en el uso de la lógica descriptiva asociada, que se basa en representacio-
nes lógicas de conocimiento y el razonamiento sobre dicho conocimiento. Esta
lógica descriptiva se define a través de restricciones y reglas de inferencia, que
permiten deducir conocimiento a partir del modelo ontológico.
Figura 2.1: El esquema de algunos de los principales conceptos de la ontología
wine.owl, sus relaciones y las instancias de la clase WineGrape, que define los
tipos de uvas existentes.
La Figura 2.1, muestra un pequeño esquema de los principales conceptos
en la ontología wine.owl1). Esta ontología que se basa en el dominio de los
vinos, es uno de los ejemplos más comúnmente usados para describir un modelo
ontológico. En este esquema, se ilustran algunos de los principales conceptos
del dominio: Wine, WineGrape, Region, WhiteWine, RedWine y RoseWine.
Las clases WhiteWine, RedWine y RoseWine son subclases de Wine puesto
que son una especialización de la clase.
En cuanto a las relaciones entre conceptos, destaca madeFromGrape, que
relaciona a la clase Wine en el dominio con la clase WineGrape en el rango; la
interpretación lógica de la relación sería decir que el vino está hecho de algún
tipo de uva. Otra de las relaciones entre conceptos es locatedIn, que relaciona a
la clase Wine en el dominio con la clase Region en el rango. La interpretación
lógica sería decir que el vino se localiza o proviene de alguna región específi-
ca. Las instancias de una ontología corresponden a valores específicos de las
diversas clases, por ejemplo las instancias Chardonnay, CabernetSauvignon y
Merlot corresponden a algunos tipos específicos de uvas de la clase WineGrape.
1http://krono.act.uji.es/Links/ontologies/wine.owl/view
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Las ontologías constituyen la forma más difundida para la representación
y administración del conocimiento, y uno de sus principales objetivos es el
de compartir este conocimiento entre personas o agentes de forma clara y
sin ambigüedades [263, 25, 115]. Esta funcionalidad de interoperabilidad entre
sistemas heterogéneos e incluso bases de datos, se ofrece principalmente a través
de diversos servicios web, aunque existen diversas áreas en las que las ontologías
se usan para proveer este tipo de servicios de interoperabilidad, por ejemplo
en portales web [149] que proporcionan información específica de algún tema
o dominio de interés, como pueden ser el clima o noticias.
Un ejemplo de estas plataformas es ODESew2 (Semantic Web Portal based
on WebODE platform), que administra un portal de conocimiento para in-
tranets y extranets. Esta aplicación se encuentra diseñada en la parte superior
de la plataforma WebODE, un marco de trabajo para desarrollar Ingeniería
de Ontologías [15, 110]. En términos generales, los portales de conocimiento
presentan vistas estructuradas de la Web de acuerdo a lo que usualmente es un
catálogo de conocimiento, que almacena descripciones acerca de los recursos
disponibles para los miembros de la comunidad y es más compleja y flexible
que las bases de datos comunes.
Otra aplicación de las ontologías es la reutilización del conocimiento que
representan, lo que facilita que diversas aplicaciones que necesiten hacer uso
de dicho conocimiento, puedan recibirlo de otras aplicaciones que lo hayan
compartido previamente y, a su vez, compartirlo con nuevas aplicaciones [263].
La reutilización del conocimiento se relaciona en términos generales, pero no
exclusivamente, con la especificación de la Web Semántica. En este contexto,
las ontologías forman parte de los estándares W3C y se utilizan para especificar
vocabularios conceptuales estandarizados para poder intercambiar datos entre
diferentes sistemas, así como para proveer servicios para resolver consultas o
publicar bases de conocimiento reutilizables.
Posiblemente la Web Semántica sea el campo de aplicación más importante
para el uso de ontologías. La Web Semántica surge a partir de la publicación de
un artículo en el año 2001 en la revista Scientific American, por parte de Tim
Berners-Lee [26], creador de la World Wide Web. A partir de entonces, se han
venido definiendo una serie de modificaciones que han permitido evolucionar a
partir del concepto original, siempre con el objetivo de mejorarlo. No obstante,
la visión original de proveer de una estructura y un contenido semántico a las
páginas web, permanece como la principal filosofía detrás de la Web Semántica.
2http://mayor2.dia.fi.upm.es/oeg-upm/index.php/es/downloads/74-odesew
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Se puede pensar como una extensión de la Web, en la que la información se
proporciona con un significado bien definido, lo que permite la comunicación
y el intercambio de información entre diversos equipos de cómputo de forma
efectiva. El beneficio detrás de esta comunicación efectiva, conlleva el uso de la
lógica matemática, que debe ser suficientemente potente como para describir
propiedades complejas de objetos y, por otro lado, permitir el uso de reglas
para hacer inferencia.
La Web Semántica permite a las aplicaciones decidir entre las necesidades
de los usuarios y la información disponible de los recursos, debido a que el con-
tenido web está representado de una forma completamente procesable por las
máquinas, que se encargan de mantener dicha información, realizar búsquedas
precisas y razonamientos lógicos [196]. Incluso, la Web Semántica se ha com-
binado con algunas otras áreas como la minería de datos [205], en una nueva
área de investigación que se denomina Semantic Web Mining.
Aparte del uso de las Ontologías en la Web Semántica, existen otras di-
versas áreas de aplicación. Una de estas áreas es la clasificación de elementos
multimedia, en donde un ejemplo es la ontología denominada COMM (Core
Ontology for Multimedia)3. Básicamente, este tipo de aplicaciones consisten en
proveer información sobre diversas colecciones de imágenes, audio o vídeo, que
permiten hacer una clasificación de los recursos de acuerdo a diversos criterios
[104, 28].
Otro tipo de aplicaciones que utilizan ontologías comprenden la adminis-
tración de sitios web corporativos (especialmente cuando estos contienen una
gran cantidad de documentos), páginas web o archivos en diferentes formatos.
En esta situación, todos estos documentos se indexan para su posterior recu-
peración o consulta [266].
También se suelen utilizar modelos ontológicos para la representación de
diversos conceptos especializados en las áreas de Ingeniería de Software [127,
267], e-learning [240], Geografía [76, 77], Biología [75, 243], Biomedicina [191],
entre otras áreas.
En términos muy generales, las ontologías han sido ampliamente utilizadas
en tres grandes áreas: la Ingeniería del Conocimiento, la Inteligencia Artificial
y las Ciencias de la Computación. En términos muy específicos, principal-
mente en aplicaciones relacionadas con la administración del conocimiento,
procesamiento del lenguaje natural, comercio electrónico, recuperación de in-
formación, integración de bases de datos, bioinformática, educación, y como se
ha mencionado, son cruciales para el desarrollo de la Web Semántica [111].
3http://comm.semanticweb.org/
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Una vez descritas tanto las definiciones como las aplicaciones de las on-
tologías, esta sección se enfoca en describir el proceso de desarrollo de las
ontologías. Existe un área de investigación específica para este proceso de de-
sarrollo, denominada Ingeniería de Ontologías [110, 111]. La Ingeniería de On-
tologías puede considerarse como una metodología de investigación que propor-
ciona el diseño racional de una base de conocimiento [197]. También permite
la conceptualización de un dominio de interés, las restricciones semánticas de
los conceptos, junto con teorías y tecnologías que permiten la definición de
conocimiento. Una de las principales finalidades es el procesamiento de este
conocimiento por aplicaciones del mundo real.
Por otro lado, la Ingeniería de Ontologías proporciona las directrices para
el conjunto de actividades propias de los procesos que cubren el ciclo de vida
de las ontologías, así como también los diversos aspectos involucrados en estos
procesos, como son las metodologías, los lenguajes y las métricas. Cada uno
de estos aspectos se describen en detalle en las secciones 2.3.1, 2.3.2 y 2.3.3,
respectivamente.
2.3.1. Metodologías para la creación de Ontologías
Las metodologías surgen por la necesidad de hacer más eficientes los proce-
sos para la creación de las ontologías. Corcho et al. [49] hacen una recopilación
y un análisis de las principales metodologías, las cuales se resumen en los sigui-
entes párrafos. Uschold y King [263] son algunos de los investigadores pioneros
en este área. Ellos proponen una metodología llamada Knowledge Engineering
Methodology [264], como resultado de su propia experiencia en la construcción
de la ontología Enterprise [265]. Esta metodología considera el problema de la
categorización o la captura, esto es, la identificación de los conceptos clave y
las relaciones en el dominio de interés. Después, Uschold y King describen una
segunda fase de codificación, esto es, la representación del problema concep-
tual, en un lenguaje formal. También plantean el esquema de reutilización de
modelos existentes, y la documentación de los modelos resultantes [262].
Esta metodología representa en gran medida, una de las bases para las
posteriores propuestas metodológicas. La Figura 2.2 muestra las seis etapas
definidas por Uschold y King para su propuesta de metodología: definición
del dominio, propósito y el alcance de la ontología, conceptualización del co-
nocimiento del dominio de aplicación, reutilización de ontologías existentes,
especificación formal de la ontología, población de la ontología con instancias
y finalmente, la evaluación y documentación de la ontología.
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Figura 2.2: Las seis etapas definidas en la metodología Knowledge Engineering
Methodology [124].
Aunque en la actualidad no hay ninguna metodología que sea adoptada
como estándar [49], existen diversas propuestas. Algunas están especializadas
en ciertos aspectos como la adquisición, la validación [182] o la reutilización
[241], aunque la gran mayoría se enfocan en la creación [71]. Las actividades a
desarrollar difieren entre las diversas propuestas, sin embargo, la gran mayoría
de ellas incluye las actividades que se describen a continuación.
El proceso de creación de una ontología ilustrado en la Figura 1.3, comienza
con una fase llamada de abstracción del dominio del problema, para poder
determinar aspectos básicos como el uso, análisis y alcance del dominio que
cubrirá la ontología, los tipos de preguntas que debe contestar y quién usará
y será el responsable de mantener la ontología [224].
Después de la fase de abstracción del problema, se desarrolla una fase de
implementación, que comienza con la identificación de los términos relevantes
que deben aparecer en la ontología, que se transforman en conceptos y, pos-
teriormente, en clases. Un aspecto crucial durante esta fase es la definición de
la taxonomía de la ontología. Esta taxonomía generalmente se desarrolla me-
diante un enfoque descendente, en el que se comienza con los conceptos más
generales y se van definiendo los conceptos más específicos.
Una vez definida la taxonomía del modelo ontológico, la siguiente fase es la
definición de las propiedades intrínsecas de las clases, así como las relaciones
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entre ellas. Estas relaciones especifican la forma en la que las diversas clases
interactúan entre sí, mediante el establecimiento de factores de dependencia.
Finalmente, una vez que se han definido claramente tanto la taxonomía de
conceptos como las relaciones entre estos, la parte final consiste en la creación
de instancias de clases, que representan objetos de alguna clase con valores
específicos en las propiedades, que distinguen a cada elemento de los demás.
Como se ha comentado previamente, hay una falta de herramientas que so-
porten por completo los procesos en las metodologías propuestas. Únicamente
Methontology [71] y On-To-Knowledge [68] tienen algún tipo de herramienta de
soporte a las tareas dentro de sus respectivos procesos. Ontometric [187] tiene
una implementación de un servidor web para la evaluación de las ontologías,
pero no para soporte a procesos de creación o gestión de ontologías.
Methontology [110] es una de las primeras y más importantes metodologías,
e incluye una herramienta llamada WebODE, que soporta las tareas definidas
para los procesos. Principalmente se enfoca en el desarrollo de ontologías a ni-
vel de conocimiento, y propone un acercamiento relacionado con el tradicional
proceso en cascada para el desarrollo de software [230], aplicado al ciclo de
vida del desarrollo de una ontología, definido en [72]. Esta metodología tiene
sus raíces en las principales actividades identificadas en el proceso de desarro-
llo de software y metodologías de la Ingeniería del Conocimiento. Incluye la
identificación del proceso de desarrollo de ontologías, así como un ciclo de vida
basado en prototipos evolutivos y diversas técnicas particulares para llevar a
cabo cada actividad. En cada prototipo, en cada iteración, se pueden agregar,
cambiar o eliminar términos, propiedades, etc. Para cada prototipo, esta meto-
dología propone iniciar con la especificación y, simultáneamente con esta fase,
inicia la actividad de adquisición del conocimiento.
Methontology define básicamente cuatro pasos para la construcción de on-
tologías. El primer paso es la especificación del alcance y la granularidad; el
segundo paso consiste en la conceptualización, fase en la que incluso pueden
generarse diagramas tipo UML (Unified Modeling Language)4 [173, 55]. La ter-
cera fase consiste en la implementación de la ontología, en la cual se pasa de la
conceptualización a la especificación de la ontología en un lenguaje como RDF
(Resource Description Framework)5 u OWL (Web Ontology Language)6, para
finalmente terminar con la evaluación de la ontología.
Methontology se basa en el modelo iterativo de Ingeniería de Software





completar el modelo ontológico. Otro aspecto que considera esta metodología
es la evaluación del conocimiento, y los errores más comúnes en el momento de
implementar los modelos ontológicos [106]. Arpírez et al. [15] han propuesto
WebODE, un marco de trabajo para desarrollar Ingeniería de Ontologías que
se basa en el uso de Methontology, y soporta las actividades propuestas en
esta.
On-To-Knowledge [68] es un proyecto europeo sobre una herramienta de
administración de conocimiento basada en contenidos. Como resultado de la
investigación, se propone una metodología para aplicaciones de administración
de conocimiento basadas en ontologías. La metodología propone lo que llama
bloques de construcción y sus relaciones, para generar y mantener soluciones
de administración de conocimiento basadas en ontologías, con un enfoque espe-
cial en los procesos y metaprocesos del conocimiento. La metodología On-To-
Knowledge se centra en la identificación, ilustración e instanciación del proceso
y del metaproceso del conocimiento. Los bloques de construcción están forma-
dos por aspectos relevantes de administración del conocimiento y por diversas
ontologías. Esta metodología está asociada a la herramienta OntoEdit, que
soporta las tareas definidas en On-To-Knowledge.
La propuesta DOGMA (Development of Ontology Guided Methodology Ap-
proach) es un marco de trabajo para desarrollar la Ingeniería de Ontologías muy
formalmente [146, 241]. La filosofía fundamental en la metodología DOGMA es
la reutilización de las ontologías, ya que se consideran como recursos escalables
y compartidos que permiten reutilizar el conocimiento [148]. La reutilización
de las ontologías se propone en base a la independencia de las aplicaciones, con
las ontologías definidas en un nivel conceptual, o dicho de otra forma, un nivel
de abstracción alto. Esta independencia del dominio de aplicación, se logra con
un concepto denominado ontología base, que representa el nivel más abstracto
posible sobre un dominio, lo que la metodología denomina como axiomatización
del dominio. Esta ontología base es muy genérica y define conceptos generales
a un nivel de abstracción alto, que pueden aplicarse en diversos dominios, y
que a partir de esta, pueden generarse ontologías más específicas para ciertas
aplicaciones. Todo esto, con la finalidad de hacer las ontologías mas reutili-
zables entre los diferentes dominios de aplicación que puedan compartir estos
modelos.
El proyecto DOGMA incluye la definición de un lenguaje de marcado con-
ceptual llamado ORM-ML [144], que permite representar diagramas concep-
tuales ORM (Object Role Modeling) [125, 126], para reutilizar modelos concep-
tuales de datos basados en este lenguaje. También cuenta con una herramienta
prototipo que soporta las actividades definidas, denominada DogmaModeler7
7http://www.jarrar.info/Dogmamodeler/index.htm
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[143]. DogmaModeler [145] es una herramienta de modelado de ontologías ba-
jo el lenguaje propietario ORM-ML. El uso de la herramienta DogmaModel-
er para modelar ontologías, presenta el incoveniente del lenguaje propietario
ORM-ML, el cual tiene que ser traducido a otros lenguajes como OWL [134].
Sin embargo, la filosofía detrás de la metodología DOGMA representa una
buena opción para generar diseños altamente reutilizables.
Sugumaran y Storey [245] proponen una arquitectura para un sistema de
administración de ontologías, así como una metodología para la creación de
modelos ontológicos. Esta metodología comienza con la identificación de todos
los conceptos básicos del dominio de aplicación, después la identificación de
las relaciones, para después finalmente, definir las restricciones. La arquitec-
tura contiene un repositorio de ontologías para fomentar la reutilización. La
plataforma ha sido implementada, aunque no contiene funcionalidad para el
desarrollo de los procesos de creación, gestión, mantenimiento y reutilización
de ontologías.
Las ontologías requieren metodologías, pero también otro tipo de herra-
mientas y servicios que garanticen su calidad. Por ejemplo, se necesita revisar
si todos los conceptos son coherentes y que las clases puedan tener instancias
(meaningfulness). También se requiere revisar que sean correctas, es decir que
los conceptos estén correctamente definidos (correctness). De igual forma, se
necesita revisar que sean mínimamente redundantes (minimally redundant).
Algunas metodologías han sido propuestas específicamente enfocadas a la eva-
luación de modelos ontológicos.
Para evaluar si una ontología es correcta o no, Vrandecic y Sure [271] pro-
ponen realizar un proceso de normalización sobre su estructura, para corregir
la falta de valores sobre los elementos de la ontología. Este proceso consiste en
cinco pasos: el primero implica nombrar a todas las clases anónimas (clases que
no tienen un nombre definido), nombrar a los individuos anónimos, clasificar
jerárquicamente y unificar los nombres, propagar todas las instancias en las
clases más profundas en la jerarquía y, finalmente, normalizar las propiedades
objeto. Este proceso de normalización está orientado a mejorar el compor-
tamiento de las ontologías, así como corregir algunos posibles errores.
Por otro lado, OntoClean es otra metodología para la evaluación de las
ontologías, cuya filosofía propone asignar algunas metapropiedades a las en-
tidades de la ontología, para proveerlas con un significado lógico y semántico
[120, 121]. Esas metapropiedades adoptadas de la filosofía, son: la esencia, la
rigidez, la unidad, la identidad y la dependencia. Una propiedad de una en-
tidad es esencial a la entidad, si y sólo si esa propiedad es verdadera en la
entidad para cada mundo posible. Por otro lado, se dice que una propiedad
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es rígida si se cumple que es esencial para todas sus posibles instancias; una
instancia de una propiedad rígida no puede dejar de ser una instancia de esa
propiedad en un mundo diferente. La identidad se refiere al problema de la ca-
pacidad de reconocer entidades individuales en el mundo, que son las mismas.
Finalmente, la unidad se refiere a la capacidad de reconocer a todas las partes
que forman una entrada individual. Todos estos conceptos y su aplicación en
la metodología permiten analizar y detectar relaciones que no son lógicamente
consistentes.
Cuando se requiere incorporar una ontología existente a un proyecto nuevo,
se tiene que evaluar de alguna forma, que la ontología candidata sea idónea.
Lozano-Tello y Gómez-Pérez [187] han propuesto Ontometric, un marco de tra-
bajo para medir la idoneidad de las ontologías, principalmente en los procesos
de reutilización. Esta propuesta se basa en la definición de una taxonomía de
ciento sesenta características, llamada multilevel framework of characteristics.
Este marco de trabajo provee los aspectos principales para poder escoger y
comparar las ontologías existentes, además que se utiliza como base para la
construcción de nuevos modelos, principalmente, bajo el principio de la reuti-
lización. Ontometric cuenta con una implementación de una interfaz web para
el desarrollo de la evaluación.
Metodología Soporte Reutilización Ciclo de vida Evaluación
Uschold no sí no no
Methontology WebODE sí sí sí
OnToKnowledge OntoEdit sí sí no
OntoClean no no no sí
Vrandecic no no no sí
Sugumaran sí sí no no
Ohgren no sí sí no
DOGMA DogmaModeler sí no no
Ontometric Ontometric sí no sí
Tabla: 2.1: Resumen de las principales metodologías propuestas, donde se
muestran los aspectos más importantes: a) si tienen algún tipo de soporte por
parte de alguna herramienta; b) si fomentan el principio de reutilización; c) si
abarcan el ciclo de vida completo de las ontologías y d) si están enfocadas en
la evaluación de las ontologías.
La Tabla 2.1 resume las metodologías descritas, en donde se muestra que
hay pocas metodologías que tienen una herramienta que las soporte, ya que
únicamente Methontology, OnToKnowledge, DOGMA y Ontometric, tienen
alguna implementación que las soporte.
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Sea cual sea la metodología utilizada, lo cierto es que se requiere un lenguaje
de implementación de las ontologías. La evolución de los lenguajes para la
implementación de ontologías comienza en la década de los años noventa. La
sección 2.3.2 hace una recopilación de la evolución de los lenguajes para la
representación de ontologías.
2.3.2. Representación de ontologías
El comienzo del paradigma para la representación del conocimiento, incluía
lenguajes para la representación de ontologías basados en lógica de primer
orden como CycL [181], Ontolingua [66], OCML [201], OKBC [42] y FLogic
[110].
CycL es un lenguaje para la representación de conocimiento que utiliza una
sintaxis propia. Este lenguaje declarativo, se basa en el uso de predicados de
primer orden e incluye un motor de inferencia. Surge como parte del proyecto
Cyc, una gran base de conocimiento que se ha utilizada en diversas áreas, como
en el procesamiento del lenguaje natural [21] y en la recuperación de textos
[229], entre otras.
Ontolingua es un lenguaje con sintaxis propia, sumamente expresivo, que
permite la representación de conceptos, taxonomías de conceptos, relaciones
entre estos, funciones, axiomas, instancias y procedimientos. El proyecto in-
cluye un servidor también denominado Ontolingua, que contiene una librería
de ontologías escrita en el propio lenguaje. Tanto el servidor Ontolingua como
el proyecto Cyc, representan dos propuestas con características muy similares.
Ambas propuestas implementan lenguajes propios (Ontolingua y CycL), así
como un conjunto de ontologías públicamente disponibles8, para la construc-
ción de nuevos modelos ontológicos, principalmente a través del concepto de
reutilización.
Uno de los lenguajes más tradicionales es OCML (Operational Concep-
tual Modelling Language)9, un lenguaje de modelado conceptual, que surge
como una evolución de Ontolingua. Utiliza reglas de producción y proporciona
clasificaciones automáticas que soportan la construcción de modelos de cono-
cimiento a través de diversos tipos de conceptos. OCML se enfoca en la lógica
en lugar de la implementación, de esta forma provee mecanismos que permiten
la especificación y operación de funciones, relaciones, clases, instancias y re-
glas en lugar de matrices o tablas de hash. También incluye mecanismos para
definir ontologías y métodos para la solución de problemas que representan las
8OpenCyc es la versión con código abierto de la tecnología Cyc.
9http://kmi.open.ac.uk/projects/ocml/
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principales tecnologías desarrolladas en el área de modelado del conocimiento.
OCML tiene soporte a través de una serie de bibliotecas de modelos que son
reutilizables, lo que representa una fuente de recursos para la comunidad de
modelado del conocimiento.
Por otro lado, también surgió OKBC (Open Knowledge Base Connectivity),
un protocolo que permite acceder a las bases de conocimiento almacenadas
en diferentes sistemas de representación de conocimiento, principalmente para
fomentar la reutilización.
Después, el surgimiento de Internet propició la aparición de lenguajes for-
males, que explotan las características de la Web (web-based ontology lan-
guages). Estos lenguajes tienen una sintaxis basada en HTML y en XML,
y, su propósito principal no es el desarrollo de ontologías, sino la presentación
y el intercambio de datos [110]. Dentro de esta categoría de lenguajes desta-
can SHOE [188, 130], XOL [156] y RDF10, como los primeros lenguajes de
“marcado”[109].
SHOE se basa en el uso de etiquetas similares a las de HTML. Permite la
representación de conceptos, taxonomías, relaciones, instancias y reglas para
realizar deducciones lógicas. Después del surgimiento de XML, SHOE fué mo-
dificado para utilizar XML en lugar de HTML.
XOL es un lenguaje creado para permitir el intercambio de definiciones
ontológicas entre diversas partes. Originalmente surgió como una evolución
del protocolo OKBC, utiliza XML como el lenguaje para la definición de la
sintaxis, y permite codificar información del esquema de la ontología (clases,
taxonomía y propiedades).
Con el surgimiento de la Web y los lenguajes de marcado como HTML, los
lenguajes para la representación de ontologías evolucionaron en este sentido.
Uno de estos lenguajes es RDF, que surge a finales de los años noventa como
un modelo estándar para el intercambio de datos en la Web, desarrollado por
el consorcio W3C. RDF es un lenguaje de propósito general para representar
información en la Web. Se basa en el uso de “tripletas”, formadas por dos
conceptos y una relación entre estos dos conceptos (sujeto, predicado y el
objeto). Esto permite la definición de datos estructurados y semi-estructurados,
que se publican e intercambian entre diferentes aplicaciones.
RDF evoluciona posteriormente a una extensión denominada RDF-Schema,
también desarrollado por el consorcio W3C. RDF-Schema11, que añade una je-
rarquía a la definición anterior de RDF, introduce el concepto de clase para
10http://www.w3.org/RDF/
11http://www.w3.org/TR/rdf-schema/
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sustituir al de recurso, y agrega una jerarquía y restricciones sobre las pro-
piedades. XML se utiliza como el lenguaje para describir la parte sintáctica,
mientras que RDF se usa para definir las propiedades semánticas.
Después, y como parte de la misma evolución, surgen otras dos propuestas
de nuevos lenguajes desarrollados como extensiones de RDF-Schema: por un
lado, el lenguaje OIL [69, 70], desarrollado por un grupo de investigadores
europeos, algunos de ellos colaboradores en el proyecto On-To-Knowledge [68];
y, por otro lado, el lenguaje DAML-ONT [195], desarrollado por investigadores
en Estados Unidos, como parte del programa DARPA DAML.
Una vez creados estos dos lenguajes separadamente, un esfuerzo por unifi-
carlos resultó en el lenguaje denominado DAML+OIL [194]. Este lenguaje
surge como una capa superior a RDF-Schema, utiliza la misma sintaxis, y las
mismas primitivas ontológicas: subclases, rango, dominio, cardinalidad, tran-
sitividad, etc. DAML+OIL es equivalente al lenguaje de lógica de descripción
expresiva, que incluye una semántica bien definida, propiedades formales, al-
goritmos de razonamiento y formas simples de tipos de datos.
Posteriormente el consorcio W3C publica la recomendación de un nuevo
lenguaje para la definición de ontologías denominado OWL. OWL surge como
un estándar12 en el año 2004, y actualmente se considera como la mejor opción
para la definición de ontologías para la Web Semántica y los sistemas basados
en conocimiento. Es compatible con la arquitectura de la World Wide Web en
general y de la Web Semántica en particular. Entre las capacidades de OWL se
pueden mencionar la posibilidad de poder distribuirse entre diversos sistemas,
la escalabilidad a las necesidades web y la compatibilidad con los estándares
web para accesibilidad e internacionalización.
OWL también está basado en RDF y RDF-Schema, pero agrega más fun-
cionalidad y vocabulario para describir propiedades y clases; por ejemplo, in-
cluye los conceptos de clases disjuntas o equivalentes, cardinalidad (número
de posibles valores para un atributo), las clases enumeradas, y también en-
riquece los tipos de propiedades, ya que agrega características como simetría
y transitividad. OWL tiene tres versiones de acuerdo a la expresividad lógica
necesaria: OWL Lite, OWL DL y OWL Full13.
OWL Lite soporta la definición de una taxonomía ontológica, así como una
serie de restricciones básicas, mientras que OWL DL soporta una mayor expre-
sividad relacionada con la lógica descriptiva, enfocada a cubrir la integridad
desde el punto de vista computacional. Esto implica que todos los procesos




tiempos finitos. Finalmente, la tercera versión OWL Full, ofrece la máxima
expresividad posible y toda la libertad sintáctica de RDF, pero sin ninguna
garantía computacional de integridad. En resumen, cada sublenguaje es una
extensión de su predecesor, tanto en lo que puede ser legalmente expresado
como en lo que puede ser válidamente concluido.
Diversos artículos [51, 109, 122] hacen una comparación y recopilan el pro-
ceso evolutivo de los lenguajes para ontologías. La Tabla 2.2 muestra la clasi-
ficación más general de los lenguajes para representar ontologías, de acuerdo
a [110, 111].
La clasificación divide en tres tipos los lenguajes: el primer tipo son los
lenguajes tradicionales que surgen para la representación del conocimiento,
y que permiten realizar deducciones lógicas e inferencia; el segundo tipo lo
representan los estándares web, y por último, el tercer tipo que clasifica a
todos aquellos lenguajes que se basan en el uso de la Web, a diferencia de los
tradicionales que básicamente son para aplicaciones de escritorio.
SPARQL es una recomendación del consorcio W3C como un lenguaje de
consultas sobre RDF 14. Es un lenguaje que no se enfoca en la definición del
esquema de las ontologías, sino que es un lenguaje de consulta sobre la base
de conocimiento. Está basado en el clásico lenguaje SQL para consultas sobre
bases de datos, pero se define sobre las bases de conocimiento.






Tabla: 2.2: Clasificación más general de los lenguajes para la representación
de ontologías. Se definen tres grandes áreas, por un lado los lenguajes tradi-
cionales, por otro lado los estándares web y las recomendaciones y, finalmente,
los lenguajes basados en la Web.
2.3.3. Métricas ontológicas
El tercero de los elementos de la Ingeniería de Ontologías, lo representan
las métricas sobre los modelos ontológicos. Las métricas tienen como principal
objetivo, permitir la evaluación de ciertos aspectos en las ontologías [64], como
14http://www.w3.org/TR/rdf-sparql-query/
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el acoplamiento, la cohesión o simplemente las métricas de esquema, enfocadas
al número de clases, propiedades, instancias, etc.
Sin lugar a dudas, OntoQA es la principal propuesta en lo que se refiere
a métricas ontológicas [253, 254]. Esta propuesta comprende algunas métricas
basadas en el esquema de las ontologías, para medir la riqueza de las relaciones,
los atributos y la herencia. Otras categorías están enfocadas en las clases y
miden aspectos como la cohesión, la conectividad, la herencia o la riqueza de
una clase, y finalmente, otra categoría se enfoca en las propiedades.
OntoQA establece tres categorías principales de métricas: las métricas del
esquema, las métricas de las instancias y de las clases. El primero de los grupos,
está formado por diversas métricas que permiten medir la riqueza de las rela-
ciones, los atributos y la herencia del esquema de la ontología. Estas métricas
son la riqueza de las relaciones de una clase, la importancia y plenitud de una
clase, la herencia, así como la conectividad y la legibilidad.
Por otro lado, la segunda categoría de métricas evalúa la colocación de las
instancias de datos dentro de la ontología, y también permite evaluar el uso
efectivo de la ontología, para representar el conocimiento modelado. El prome-
dio de población es la métrica principal en este grupo, y calcula la distribución
promedio de instancias en todas las clases, mientras que la cohesión se refiere
al grado de separación entre las instancias, dadas las relaciones entre estas. La
métrica del tercer grupo es la riqueza de las clases, que indica el porcentaje
de clases con instancias en la base de conocimiento, con respecto a las clases
definidas en la ontología.
Orme et al. [215] proponen un conjunto de métricas de acoplamiento para
sistemas basados en ontologías OWL. Estas métricas son: el número de clases
externas (NEC), las referencias a las clases externas (REC) y la métrica de
las referencias incluídas (RI). Este trabajo define una nueva propuesta con un
nuevo tipo de medición de acoplamiento para el desarrollo de sistemas, que se
basa en los datos de la ontología y su estructura.
La primera métrica (NEC), representa el número de clases externas dis-
tintas, que han sido definidas fuera de la ontología, pero que se utilizan para
definir nuevas clases y propiedades en la ontología. La segunda métrica (REC),
se refiere al número de referencias a clases externas en la ontología. A diferen-
cia de NEC, que es una medida directa del número de clases en la ontología,
REC es una medida directa del número de fanouts (diferentes jerarquías de
clases con raíces externas). Finalmente, RI es una medida directa del número
de elementos incluídos en la ontología.
Otra propuesta, complementaria a las anteriores, es un conjunto de métricas
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de cohesión para medir las relaciones modulares de las ontologías OWL [281].
Estas métricas son el número de clases raiz (NoR), el número de clases hoja
(NoL) y la profundidad promedio de los nodos hoja en los árboles de herencia
(ADIT-LN). La métrica NoR se define como el número total de clases raíz,
explícitamente definidas en la ontología. La métrica NoL se define como el
número de clases hoja explícitamente definidas en la ontología. Finalmente, la
métrica ADIT-LN se define como la suma de las profundidades de todos los
caminos, dividido por el número total de caminos en la ontología.
Yinglong et al. [282] proponen un conjunto de métricas de cohesión que
miden la relación modular de las ontologías en el contexto cambiante de la
Web. Estas métricas se han definido tomando en cuenta el principio de cohe-
sión del paradigma orientado a objetos, pero adaptado a las ontologías. Los
autores se concentran en medir inconsistencias en las ontologías y conside-
rar la semántica ontológica en lugar de la estructura. Estas métricas son el
número de particiones de ontologías (NOP), el número de subconjuntos míni-
mamente inconsistentes (NMIS) y el valor promedio de inconsistencias (AVAI).
La métrica NOP se define como el número de particiones semánticas de una
base de conocimiento. La métrica NMIS se define como el número de subcon-
juntos mínimamente inconsistentes en una base de conocimiento. Finalmente,
la métrica AVAI se define como el radio de la suma de los valores del impacto
de las inconsistencias de todos los axiomas y aserciones a la cardinalidad de la
base de conocimiento.
Ontology Metrics15 es una herramienta que calcula diversas métricas de
esquema de las ontologías. Básicamente es una plataforma web que valida el
código de las ontologías OWL en línea, y despliega estadísticas de la ontología
así como la expresividad del lenguaje utilizado (OWL DL, OWL LITE u OWL
FULL). Esta herramienta calcula principalmente contadores que indican el
total de clases, el total de propiedades, de instancias y axiomas lógicos. Una
vista de esta herramienta se muestra en la Figura 2.3 (b).
Yang et al. [284] proponen un conjunto de métricas definidas desde un pun-
to de vista diferente, basadas en la evolución de las ontologías. Estas métricas,
examinan principalmente la cantidad, el radio y la correlatividad de los con-
ceptos y las relaciones, para evaluar las ontologías desde el punto de vista de la
complejidad y su evolución. Estas métricas se dividen en dos grandes grupos:
las métricas primitivas y las métricas de complejidad. Las métricas primitivas
incluyen el número total de conceptos o clases (TNOC), el número total de rela-
ciones (TNOR) y el número total de caminos (TNOP), en donde un camino
puede tomarse desde un concepto específico en particular, hasta el concepto
más general en la ontología. La primera de las métricas de complejidad defini-
15http://owl.cs.manchester.ac.uk/metrics/
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Figura 2.3: (a) Muestra la representación de las métricas con Protégé, mientras
que la figura (b) muestra las métricas con la herramienta Ontology Metrics.
Ambas herramientas se limitan a desplegar valores numéricos globales a todo
elmodelo ontológico, por ejemplo el número total de clases, de propiedades, de
instancias, etc.
da, es el número de relaciones promedio por concepto, que se calcula dividiendo
el valor de TNOR por TNOC. La segunda de las métricas de complejidad es
el número de caminos promedio por concepto, que se calcula dividiendo TNOP
por TNOC.
Algunas de las herramientas para el desarrollo de ontologías incluyen métri-
cas basadas en el esquema, básicamente contadores (valores totales) de sub-
clases, propiedades, instancias, axiomas, etc. La Figura 2.3 (a) muestra una
representación de métricas en Protégé y la Figura 2.3 (b) muestra las métricas
con la herramienta Ontology Metrics16, una herramienta en línea que despliega
un conjunto de métricas sobre un modelo ontológico. Ambas representaciones
tienen en común que se limitan a desplegar contadores generales de toda la
ontología.




Métrica Estructura Clasifica Cohesión Acoplamiento
OntoQA estructura sí sí no
Orme estructura no sí sí
Yinglong semántica no sí no
Ontology Metrics estructura no no no
Yang estructura no no no
Tabla: 2.3: Resumen comparativo de las métricas ontológicas descritas. Se
indica si las métricas se basan en la estructura o si son semánticas, si permiten
clasificar a las ontologías, si calculan valores de cohesión y acoplamiento.
2.3.4. Herramientas para la gestión de ontologías
Aparte de las metodologías, los lenguajes y las métricas, otra categoría
importante para el desarrollo de la Ingeniería de Ontologías, corresponde a
las herramientas de desarrollo. Existen diversas herramientas enfocadas a la
creación, edición, visualización y mantenimiento de ontologías [251].
Hoy en día, con el poder de cómputo que está disponible para los usua-
rios, y con las novedosas propuestas en diversas áreas de investigación, las
herramientas para el desarrollo de ontologías pueden realmente ser bastante
robustas y permitir a los usuarios desarrollar de forma eficiente los procesos de
la Ingeniería de Ontologías.
Algunas de estas son comerciales, aunque generalmente ofrecen versiones
libres con una funcionalidad reducida o simplemente permiten su uso de forma
libre durante un cierto periodo de prueba. Entre estas herramientas comerciales
destacan SemanticWorks17, OntoStudio18, TopBraidComposer19, o IODT20,
aunque esta última no tiene soporte ni actualizaciones desde hace varios años.
Las principales características de este primer grupo de herramientas, se descri-
ben en los siguientes párrafos.
La primera de estas herramientas es SemanticWorks, que se muestra en
la Figura 2.4. Es una herramienta comercial diseñada para editar documentos
RDF y crear ontologías OWL mediante el uso de una vista gráfica de diseño.
La herramienta permite revisar la sintaxis y la semántica de las ontologías,
gracias a un modelador gráfico basado en el enfoque de mapas conceptuales.
Sin embargo, su principal desventaja radica en la redundancia de información,
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Figura 2.4: Una vista de la herramienta Semantic Works. Utiliza represen-
taciones basadas en mapas conceptuales. Define sus propia simbología para
la representación de las propiedades, los conceptos, la jerarquía, la unión de
clases, etc.
que duplica muchos de los elementos visuales mostrados. Esta duplicidad de
elementos provoca, en primer lugar, visualizaciones saturadas de información
y, en segundo lugar, que el usuario pierda fácilmente el flujo de navegación a
través de la herramienta.
Otra de estas herramientas comerciales es OntoStudio, una opción bastante
completa para modelar ontologías [276, 277]. Básicamente cubre los procesos
de creación y mantenimiento, mediante el uso de una herramienta de mapeo
gráfico. También proporciona un soporte bastante robusto de conexiones con
bases de datos, y funcionalidad de inferencia.
TopBraid Composer, que se ilustra en la Figura 2.5, es otra herramienta
comercial. Básicamente, es un ambiente de desarrollo gráfico para modelar
datos, ontologías y en general una gama de aplicaciones para el desarrollo de
la Web Semántica. También cuenta con capacidad de realizar inferencia, tiene
soporte para SPARQL y múltiples fuentes de datos y lenguajes como OWL,
RDF, bases de datos, archivos UML creados con IBM Rational21, archivos de
esquema XML y hojas de cálculo. Es una herramienta muy completa para el
21http://www.ibm.com/developerworks/rational/
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desarrollo de la Ingeniería de Ontologías y cuenta con una versión libre con
funcionalidad reducida.
Figura 2.5: Una vista de la herramienta Top Braid Composer. Utiliza el mismo
diseño de interfaz gráfica de usuario que Protégé. Se muestra del lado izquierdo
la jerarquía de clases, al centro las relaciones entre las clases, y del lado derecho
se muestran las propiedades objeto y de datos.
IBM también ha propuesto una herramienta denominada IODT (Integrated
Ontology Development Toolkit), que representa un metamodelo para la defini-
ción de nuevas ontologías llamado EODM y un repositorio para almacenarlas
llamado SOR. EODM22 es un proyecto de código abierto basado en Eclipse,
para el desarrollo de la Ingeniería de Ontologías, administración y visualiza-
ción. El entorno de modelado está basado en IBM Rational para el desarrollo de
aplicaciones de software, con lo que, las visualizaciones del esquema ontológico
están completamente basadas en una representación UML.
De este primer grupo de herramientas comerciales, destacan tres enfoques
principalmente. El primero de ellos es el uso de mapas conceptuales para la
visualización de modelos ontológicos, propuesto por Semantic Works, con la
desventaja previamente comentada. El segundo enfoque es el uso de la cono-
22http://www.eclipse.org/modeling/mdt/?project=eodm\#eodm
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cida técnica visual de grafos dirigidos [128] para la representación de modelos,
una solución común en la teoría de grafos [33, 278]. Esta solución de grafos di-
rigidos lo utilizan tanto TopBraid Composer como OntoStudio, prácticamente
de una forma idéntica. Finalmente, el tercer enfoque se basa en el uso de repre-
sentaciones basadas en los diagramas de clase UML para modelar ontologías.
Esta solución la utilizan tanto TopBraid Composer como IODT.
Un segundo grupo de herramientas en esta clasificación, cubre todas aque-
llas que son de libre distribución. En este grupo de herramientas, destacan
básicamente dos tipos de propuestas. La primera abarca todas aquellas que se
basan en el uso del navegador web, entre las que se encuentran Ontolingua [66],
OwlSight [239], WebODE [15], SWOOP [273] y HOZO [247, 176]. El resto de las
herramientas se ejecutan como cualquier otra aplicación de escritorio, aunque
pueden estar dotadas de capacidades para interactuar a través de la web. En-
tre estas herramientas destacan principalmente NeOn Toolkit [123], OntoEdit
[249], KAON [36], Protégé [103], OntoSphere [35] y OntoTrack [183, 184]. En
los párrafos siguientes se describen ambos grupos de herramientas.
Ontolingua23 es una de las herramientas que se basan en el uso del nave-
gador web. Se puede describir como un proyecto que proporciona un ambiente
colaborativo distribuido, para crear, editar y modificar ontologías, disponible
desde un entorno web. El servidor Ontolingua contiene una librería de on-
tologías compartidas por los usuarios, que fomenta muy bien el principio de
reutilización de ontologías. Es un proyecto que se inició varios años atrás, li-
mitado en sus capacidades y que ha quedado sin actualizaciones recientes.
Otra herramienta similar a Ontolingua es OwlSight24, un navegador de
ontologías OWL que se ejecuta desde un navegador web. Permite cargar on-
tologías desde ubicaciones web, despliega sus elementos y, posiblemente, su
mayor ventaja es el uso de un razonador OWL llamado Pellet [239]. No utiliza
ningún tipo de visualizaciones ni permite la edición ni creación de ontologías,
simplemente se limita a representar las ontologías y permitir la navegación
entre sus elementos.
WebODE [15] es una herramienta para modelar conocimiento mediante el
uso de ontologías. Es una plataforma completa para el desarrollo de la Inge-
niería de Ontologías que proveé una variedad de servicios relacionados. Además,
cubre y da soporte a la mayoría de las actividades involucradas en el proceso de
desarrollo definidas en Methontology, una metodología descrita en la sección
2.3.1. Las ontologías en WebODE se almacenan en una base de datos relacional




facilita la integración con otros sistemas.
SWOOP25 es un proyecto de codigo abierto con desarrolladores en todo el
mundo [153]. El diseño es una aplicación basada en texto, que permite la edición
de las ontologías, pero sin ofrecer interacción visual. Contiene una barra de di-
recciones para introducir directamente la dirección URI de la ontología, soporta
múltiples ontologías, y está basada en el paradigma modelo-vista-controlador
(MVC ) [80]. También utiliza un razonador para revisar errores e inconsisten-
cias, tiene múltiples vistas de la ontología, de las entidades y la vista jerárquica.
Finalmente, HOZO [214] es un editor de ontologías que provee una interfaz
gráfica que utiliza árboles de jerarquías y grafos. Se basa en la idea de definir
roles específicos y contextos que permiten clasificar a estos roles, formados por
un conjunto de clases con tareas similares. HOZO utiliza un lenguaje propio
para la definición de los modelos ontológicos, pero permite exportarlos a otros
lenguajes como RDF-(s) y OWL principalmente. Este editor tiene una interfaz
gráfica basada en el uso de listas para representar la jerarquía, y de árboles
para mostrar los elementos de la clase seleccionada. La visualización es sen-
cilla, basada en texto, y el flujo de navegación de la herramienta se desarrolla
mediante vínculos que relacionan a los conceptos entre sí, de forma similar a
los hipervínculos en HTML.
Este grupo de herramientas que se basan en el uso del navegador web son
principalmente editores, que proveen poca o nula funcionalidad de visualiza-
ción e interacción con el usuario. Se basan principalmente en el uso de formas
en páginas HTML, o aplicaciones que se ejecutan dentro del entorno del na-
vegador web como la tecnología de las applets [32]. Prácticamente, la única
representación visual la implementa el editor SWOOP, ya que provee una vi-
sualización basada en el uso de la técnica conocida como crop circles [221],
que básicamente son circunferencias internas anidadas dentro de otras circun-
ferencias, para representar una relación de propiedad o como en este caso, una
relación jerárquica.
Por otro lado, la Unión Europea ha visto el potencial del desarrollo de la
Web Semántica y ha financiado diversos proyectos de investigación en el tema.
Posiblemente el proyecto NeOn26 sea el más importante al respecto. Particu-
larmente, el objetivo principal era el de mejorar la capacidad para administrar
múltiples ontologías que existen en un contexto específico y que se crean co-
laborativamente, y que además, pueden llegar a ser altamente dinámicas y en
constante evolución.
Como resultado de este proyecto de investigación han surgido diversas he-
25http://www.mindswap.org/2004/SWOOP/
26http://www.neon-project.org/
2.3. Ingeniería de Ontologías 43
Figura 2.6: La herramienta Neon Toolkit muestra la jerarquía de los conceptos
(en un recuadro en color rojo del lado izquierdo), mientras que del lado derecho
despliega las visualizaciones de la ontología con las propiedades.
rramientas y aplicaciones basadas en el uso de ontologías [252], entre las que
destacan una metodología [112], un servidor de alineación de ontologías y vi-
sualización [217] y, uno de los productos más importantes, un ambiente para
el desarrollo de la Ingeniería de Ontologías llamado NeOn Toolkit [123]. Es-
ta plataforma es bastante robusta y actualmente está abierta al desarrollo de
plugins de Eclipse, que pueden integrarse al toolkit. La Figura 2.6 muestra una
vista general del entorno de desarrollo NeOn Toolkit, resaltada en el recuadro
de color rojo ubicado en la esquina superior izquierda, se representa la jerar-
quía de los conceptos. Al centro de la visualización, también se representa la
jerarquía usando una vista diferente.
OntoEdit [249] es otro editor que se basa en una metodología para el de-
sarrollo de ontologías, que hace uso de la inferencia. Básicamente, es un en-
torno flexible basado en una arquitectura de plugins que provee funcionalidad
para editar ontologías. Se enfoca principalmente en tres aspectos principales
del desarrollo, que son, la especificación de los requisitos, el refinamiento y la
evaluación.
OntoEdit utiliza como motor de inferencia Ontobroker [67], una plataforma
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que procesa fuentes de información en HTML, XML y RDF. Ontobroker in-
cluye cuatro principales componentes: un motor de consultas, agentes de infor-
mación, un motor de inferencia y un administrador de base de datos. El motor
de consultas recibe las consultas y las contesta de acuerdo a los contenidos en
su base de datos, que se actualizan gracias a los agentes que recolectan diversos
contenidos de la Web. Otro componente crucial es el motor de inferencia, que
utiliza las ontologías y el conocimiento almacenado para derivar nuevo cono-
cimiento implícitamente; y finalmente, el administrador de la base de datos es
el encargado de almacenar toda la información recopilada.
Karlsruhe Ontology and Semantic Web Tool Suite (KAON o también cono-
cido como OntoServer) [36], surgió como la herramienta sucesora de OntoEdit
[269]. KAON27 es una plataforma con funcionalidad para el desarrollo de tec-
nologías de Web Semántica, principalmente en escenarios de comercio electróni-
co. La plataforma está dividida en tres capas: la capa superior es de aplicación
y servicio a clientes, la capa intermedia se encarga de proveer acceso a las on-
tologías y, finalmente, la tercera capa se encarga de proporcionar acceso físico
a los repositorios de datos como archivos de texto o bases de datos.
Sin duda alguna, como lo demuestra el análisis sobre el uso de herramien-
tas de desarrollo que hicieron Khondoker y Mueller [170], la herramienta para
edición de ontologías más ampliamente difundida entre la comunidad científica
es Protégé [103], un ambiente para el desarrollo de sistemas basados en conoci-
miento que ha venido evolucionando desde hace más de una década. Comenzó
como una pequeña aplicación diseñada para el dominio de la medicina, pero en
la actualidad ha evolucionado hacia un conjunto de herramientas de propósito
más general, de distribución libre y con código abierto.
El editor Protégé-OWL [172] permite a los usuarios cargar y guardar on-
tologías OWL y RDF, editar y visualizar clases, propiedades y reglas SWRL
(Semantic Web Rule Language) [138, 137]. También permite definir caracterís-
ticas lógicas de las clases como expresiones OWL, ejecutar razonadores tales
como los clasificadores de descripción lógica y la edición de individuos para el
contexto de la Web Semántica. Así mismo, contiene funcionalidad para visu-
alizar los modelos ontológicos [160, 2], con diversos plugins como Jambalaya
[11, 185], GraphViz [60] y TGVizTab [3], que se muestra en la Figura 2.7.
OntoSphere [35] es una herramienta que utiliza tecnología tridimensional
para la visualización de ontologías. Tanto la representación visual como la
interacción, resultan muy intuitivas para el usuario. Esta herramienta no ofrece
funcionalidad de edición ni modelado de ontologías, únicamente permite la
representación visual.
27http://kaon.semanticweb.org/
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Figura 2.7: Una vista de la herramienta TgVizTab de Protégé. La visualización
se enfoca en la representación de los conceptos y las relaciones entre estos.
Liebig y Noppens [183, 184] han propuesto OntoTrack, una herramienta
para visualizar y editar ontologías “en una simple vista”, según describen es-
tos autores. Esta propuesta muestra toda la ontología en una sola vista, en
donde las relaciones tanto jerárquicas como de acoplamiento, se representan
con líneas que representan aristas que unen a los nodos. Esta propuesta tiene
funcionalidad para la edición de ontologías OWL Lite.
Existen algunas otras herramientas específicas para ciertos aspectos, por
ejemplo, OILEd [22] es una propuesta inicialmente desarrollada como un edi-
tor de ontologías OIL, para después evolucionar como un editor de ontologías
DAML+OIL. OILEd utiliza el motor de inferencia FaCT [139], para proveer
características de clasificación y la revisión de consistencias. Otra herramien-
ta de visualización de ontologías enfocada explícitamente en la taxonomía, es
TViz [59]. Esta herramienta es muy específica, ya que únicamente cubre el
aspecto referente a la visualización de taxonomías, y no tiene soporte para el
resto de actividades involucradas en la Ingeniería de Ontologías.
Dmitrieva y Verbeek [57, 56] proponen algunos métodos de visualización
de ontologías, bajo el esquema de una estructura de grafos con diferentes ge-
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ometrías. Su propuesta combina vistas de grafos en dos y en tres dimensiones,
con geometrías euclideanas28, hiperbólicas29 [166] y esféricas30. Esta propuesta
incluye técnicas de zoom semántico y árboles de jerarquías. Esta herramienta
no posee funcionalidad para edición ni modelado de ontologías, sino que se
limita exclusivamente a la visualización.
Algunas de las herramientas están provistas con funcionalidad específica
para fomentar los procesos de reutilización de ontologías.
AKTiveRank es otra herramienta enfocada principalmente en los procesos
de reutilización, que define ciertos mecanismos para clasificar ontologías rela-
cionadas con algún concepto específico [4, 5]. La herramienta procesa como
entradas diversas palabras clave introducidas por el usuario. Después, la he-
rramienta busca las ontologías relacionadas con esos conceptos, para lo que
utiliza el motor semántico Swoogle31, y una vez recuperadas esas ontologías,
se clasifican y se listan en orden de relación con las palabras clave.
Una vez descritas las más importantes herramientas para desarrollar la
Ingeniería de Ontologías, la tabla 2.4, hace un resumen comparativo de las
principales características de las herramientas descritas en esta sección. Por
otro lado, la sección 4.4 se enfoca en describir la problemática específica de
estas herramientas.
28Basadas en planos bi-dimensionales y espacios tridimensionales.
29Basadas en planos denominados hiperbólicos, que se definen mediante el uso de cierto
tipo de curvas.
30Basadas en la superficie bi-dimensional de una esfera.
31http://swoogle.umbc.edu/
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Herramienta Visual Capacidades Distribución






OntoStudio sí editor basado en grafos
con soporte para bases







sí modelado con grafos





IODT sí modelado basado en UML comercial sin
actualizaciones
recientes
Ontolingua no editor basado en web libre
OwlSight no navegador basado en web libre
WebODE no editor basado en web no disponible
SWOOP no editor basado en texto,
utiliza un razonador para
la revisión de inconsisten-
cias
libre
HOZO no editor basado en web, im-
plementa una vista de ár-
boles y listas jerárquicas
libre
NeOn Toolkit sí modelado basado en grafos libre
OntoEdit sí editor de ontologías no disponible




KAON no editor de ontologías libre
Protégé sí edición de ontologías, con-
sultas con SPARQL
libre
OntoSphere sí visualización tridimen-
sional
libre
AKTiveRank no servidor de clasificación de
ontologías
libre
Dmitrieva sí visualización de ontologías
basada en grafos, con dife-
rentes geometrías
no disponible
Tabla: 2.4: Resume las características más importantes de las principales he-
rramientas para el desarrollo de la Ingeniería de Ontologías.
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2.4. Conclusiones
Las ontologías son una de las representaciones más comúnes de modelos
de datos semánticos para la representación de conocimiento. En general, las
ontologías se han utilizado en tres grandes áreas principales: la Ingeniería del
Conocimiento, la Inteligencia Artificial y las Ciencias de la Computación. En-
tre las aplicaciones principales de los modelos ontológicos, destacan la Web
Semántica y las aplicaciones de representación del conocimiento.
En términos generales, la estructura interna de una ontología comprende
una taxonomía de conceptos que representan el dominio del problema, un con-
junto de propiedades intrínsecas que definen las características de estos concep-
tos, un conjunto de relaciones entre los conceptos definido como acoplamiento
y un conjunto de axiomas lógicos que permitan inferir cierto conocimiento a
partir del modelo ontológico. Una base de conocimiento, es una ontología que
ha sido poblada con instancias que representan valores específicos para los
conceptos definidos.
Existe un área de investigación específica que se encarga de los procesos
involucrados en la gestión del ciclo de vida de las ontologías. Este área deno-
minada Ingeniería de Ontologías, define todos los flujos de trabajo y las activi-
dades dentro de estos flujos, para gestionar el ciclo de vida de las ontologías.
Los aspectos involucrados en esta gestión son principalmente las metodologías,
los lenguajes para implementar las ontologías y las métricas, una estimación
para evaluar ontologías.
Entre los procesos existentes en la Ingeniería de Ontologías para la gestión
del ciclo de vida de los modelos ontológícos, sobresalen los procesos de crea-
ción, gestión, análisis y reutilización (mostrados en la Figura 1.1), aunque se
considera que el proceso más importante es el proceso de creación, ya que per-
mite construir un modelo ontológico prácticamente desde cero. A pesar de que
las diversas metodologías definen diferentes tareas, hay dos grandes fases, con
cinco tareas básicas definidas para el proceso de creación, que son comúnes
a la gran mayoría de todas ellas. Primero, una fase de abstracción del do-
minio del problema, que también incluye el planteamiento de la solución. Esta
primera fase, es seguida por una segunda fase denominada de implementación,
que comienza con la definición de la taxonomía de los conceptos, después la
definición de las propiedades intrínsecas y las relaciones entre las clases, para
finalizar con la definición de las instancias de las clases, que construyen la base
de conocimiento.
La fase de abstracción del dominio del problema, involucra directamente al
diseñador del modelo ontológico, que primero, tiene que entender el dominio
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que se pretende modelar, y segundo, plantear la solución del modelo. Esta
solución tiene que implementarse en un lenguaje formal procesable por los or-
denadores (RDF, RDF-S, OWL, etc.). Esta fase de implementación, requiere el
uso de herramientas que permitan al diseñador, desarrollar el proceso de mo-
delado, o dicho de otra forma, la construcción del modelo de datos ontológico.
Finalmente, un aspecto importante en cuanto a las métricas, es que la
gran mayoría de ellas se enfoca en la estructura del modelo ontologíco, como
se muestra en la Tabla 2.3. Hasta ahora ha sido poco cubierto el aspecto
semántico de las ontologías con las métricas existentes, por lo que representa
un campo de exploración que puede resultar interesante.

Capítulo 3
Visualización de Información y
Analítica Visual
El lenguaje visual es una de las formas más antiguas de representación del
conocimiento, y antecede al tradicional lenguaje escrito, por cerca de 25.000
años. Las representaciones visuales son efectivas, debido a que utilizan la ca-
pacidad y el poder de abstracción del sistema visual humano. En diversas
áreas de Ingeniería se hace uso de representaciones visuales de información, y
en los casos específicos de Ingeniería de Software e Ingeniería de Ontologías,
estas representaciones se basan en el uso de diagramas. Los diagramas pueden
transmitir información más concisa y precisa que el lenguaje ordinario, además,
la información representada visualmente es más fácilmente recordada [200]. Un
ejemplo de que la memoria visual es más potente, es el hecho de que es más fácil
recordar un organigrama con fotografías de los trabajadores, que una relación
textual de puestos de trabajo con los nombres de los mismos trabajadores.
El lenguaje visual se ha definido como aquel lenguaje que facilita la co-
municación humana a través de imágenes o gestos determinados [62]. Esta
definición, aunque breve, es muy precisa y transmite adecuadamente el objeti-
vo principal del lenguaje visual: la transmisión de conocimiento o información.
Esta capacidad de transmisión de información por medio de elementos visuales
ha sido aplicada a diferentes áreas, y el área de la Representación del Conoci-
miento también se beneficia de esta.
Este capítulo describe dos áreas de investigación basadas en el uso de re-
presentaciones visuales de conocimiento: Visualización de Información (Info-
vis) y Analítica Visual (Visual Analytics). La primera sección proporciona las
definiciones más ampliamente difundidas de Infovis, mientras que la segunda
sección describe las principales propuestas desarrolladas en el ámbito de la
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Ingeniería de Ontologías. La tercera sección proporciona una descripción muy
específica de la problemática con las actuales herramientas de representación
de ontologías, de acuerdo a la clasificación establecida. La cuarta sección des-
cribe la Analítica Visual y las diversas técnicas usadas para el análisis de la
información; finalmente la quinta sección contiene las conclusiones del capítulo.
3.1. Visualización de Información
Hoy en día con el uso de los ordenadores ha crecido exponencialmente la
capacidad para procesar grandes cantidades de información de una manera
más rápida y eficiente. Sin embargo, el ser humano requiere del uso de ciertas
herramientas o técnicas que le ayuden a entender de forma más clara y precisa
la información representada. Principalmente, se trata de aquellas técnicas y
herramientas que utilizan el sistema visual humano, o lo que es lo mismo, se
basan en el uso del lenguaje visual.
El área de investigación que se enfoca en el estudio de estas técnicas o herra-
mientas se conoce como Visualización de Información (Infovis). Básicamente,
Infovis se basa en el uso de los ordenadores para procesar y transformar la in-
formación (generalmente datos abstractos) en elementos visuales que permitan
a los usuarios comprender dicha información, mediante su sistema visual.
Dos de los principales investigadores en el área, Stuart Card y John Mackin-
lay [39] definen la Visualización de Información como “el uso de representacio-
nes visuales de datos abstractos, interactivas y basadas en el uso del ordenador,
para amplificar el proceso cognitivo”. Card y Mackinlay describen Infovis como
un conjunto de tecnologías que utilizan la computación visual para amplificar
el proceso cognitivo a través de la abstracción de la información [40]. Su pers-
pectiva incluye, por un lado, el objetivo principal del área de investigación, que
es ayudar en el proceso cognitivo y, por otro lado, enfatiza que el medio para
alcanzar tal objetivo es a través del uso de representaciones interactivas.
La interacción con el usuario representa un aspecto trascendental en las
visualizaciones de datos. En Infovis, la interacción está dada por interfaces
gráficas avanzadas, que permiten acceder, explorar y visualizar la información,
independientemente de los elementos gráficos comunes de interacción deno-
minados widgets, o controles de la interfaz gráfica del usuario (Graphic User
Interface GUI ) [235]. Es importante distinguir claramente entre las interfaces
gráficas y los elementos gráficos denominados widgets. Por un lado, las inter-
faces gráficas son representaciones visuales de información en ocasiones comple-
jas, que permiten la interacción con el usuario. Esta interacción, puede hacerse
a través del uso de este tipo de controles widgets, o a través de mecanismos
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distintos.
Otra definición de Visualización de Información más reciente establece que
“la Visualización de Información intenta trazar eficientemente datos de varia-
bles en dimensiones visuales para crear representaciones gráficas” [102]. En
resumen, se puede afirmar que la Visualización de Información tiene como su
principal objetivo, reducir la complejidad para examinar y entender la informa-
ción, mediante el diseño de técnicas apropiadas para la representación visual
de los datos [46].
Los sistemas de cómputo basados en visualización de información, están
mejor enfocados para tareas de exploración, especialmente sobre grandes con-
juntos de datos de información. Frecuentemente, los usuarios de un sistema de
Infovis no tienen una pregunta específica en mente, sino que están interesados
en el análisis de los datos, para aprender más sobre ellos o descubrir nueva
información [168].
3.1.1. Proceso de visualización de datos
Un aspecto fundamental en Infovis es el conjunto de los datos que se vi-
sualizan. En términos generales, se puede decir que existen dos formas funda-
mentales de datos: por un lado los datos que representan valores simples y, por
otro lado, las estructuras de datos [27]. Los datos de entrada en un sistema
generalmente provienen de la salida de sensores, dispositivos, o representan
valores reales del dominio que se pretende modelar. Estos datos mayormente
son de tipo numérico o cadenas de caracteres, que representan los principales
tipos de datos simples existentes. La gran mayoría de las veces, estos datos
simples tienen que transformarse a ciertas estructuras de datos más robustas,
que permitan su análisis, representación y acceso de forma más eficiente. Este
proceso de tratamiento y transformación de los datos originales, representa el
punto inicial en un proceso de visualización y análisis de datos.
El tratamiento de los datos es diverso, y está relacionado directamente
con la solución del modelo del dominio que se pretenda. Por ejemplo, para
los sistemas de bases de datos, el proceso de transformación consiste en la
generación de estructuras de datos más robustas denominadas tablas, que se
llenan con los datos simples de entrada al sistema.
Otra propuesta para el tratamiento de los datos en otros ámbitos como las
ontologías, consiste en dividirlos en entidades y relaciones, donde las entidades
representan los objetos que se desean visualizar, mientras que las relaciones
definen las estructuras y patrones que relacionan a las entidades entre sí [274].
En ocasiones estas relaciones son explícitas, mientras que, por el contrario,
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en otras hay que descubrirlas, y es este aspecto el principal propósito de la
visualización. Tanto las entidades como las relaciones poseen atributos que
representan cualidades que les permiten distinguirse unívocamente entre los
diversos elementos.
Aparte de la transformación de los datos, otra característica importante del
proceso de visualización de datos es la expresividad visual, definida como el
número de variables visuales usadas en una visualización para que sea eficiente
[274]. Estas variables son: la ubicación en el plano dimensional ([x,y] para
planos bidimensionales), la posición (horizontal, vertical o la profundidad),
la forma (rectángular, circular, etc.), el tamaño, el brillo o la opacidad, la
orientación, la textura y los colores.
Un aspecto fundamental es el uso del color; primeramente, el uso de colores
ayuda a una persona a distinguir visualmente objetos de su entorno, ya que el
cerebro puede claramente discernir entre los elementos, de esta forma, la fase
de la detección de los colores es el primer punto de abstracción del cerebro.
Una vez hecha esta distinción de elementos a través de los colores, el cerebro
procesa otras variables visuales como son la forma, el tamaño o la textura,
para finalmente establecer una abstracción visual de los elementos. Una vez
hecho este proceso de abstracción visual, el siguiente paso del cerebro es el
reconocimiento e interpretación de los elementos visuales. Es aqui en donde el
ciclo completo de visualización de información permite deducir conocimiento
a partir de los elementos visualizados.
Figura 3.1: Diagrama esquemático del proceso de visualización definido en
[274]. Este proceso define cuatro etapas básicas: el almacenamiento de los datos,
el preprocesamiento y transformación de los datos, el motor gráfico y finalmente
el análisis humano a través de un proceso visual y cognitivo.
El proceso completo de visualización de datos incluye cuatro etapas bási-
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cas, combinadas con un número de ciclos de retroalimentación, que se ilustran
en la Figura 3.1, y han sido definidos en [274]. Este proceso comienza con el
almacenamiento y el tratamiento de los propios datos que se quieren visualizar.
Después se desarrolla un preprocesamiento para transformarlos en estructuras
de datos más robustas, que permitan hacer más eficiente su acceso, almace-
namiento y manipulación por parte de los sistemas de cómputo. La tercera
etapa la constituyen los algoritmos gráficos que producen una imágen de sali-
da en la pantalla, que representa visualmente los datos procesados previamente.
Finalmente, la última etapa corresponde a la percepción humana y al sistema
cognitivo, en donde el usuario representa el factor fundamental del proceso, ya
que es él, en esta última parte, el que genera el conocimiento.
Dentro de este proceso se pueden presentar diversos ciclos iterativos en-
tre las diferentes etapas. Principalmente, como resultado de la interacción del
usuario, ya sea mediante la exploración o la manipulación de los datos. En
el caso de la exploración de un nuevo banco de datos, se requiere de nueva
cuenta realizar las fases de preprocesamiento, transformación y finalmente el
despliegue de las nuevas visualizaciones. Por el contrario, cuando se trata de
una simple manipulación de los mismos datos por parte del usuario, el motor
de gráficos se encarga de recalcular los valores y refrescar las visualizaciones.
Estos casos son típicamente interacciones del usuario para realizar filtrado de
datos, selección de elementos, ocultar o mostrar elementos previamente ocul-
tos, el calculo de diferentes distribuciones visuales de los elementos en pantalla,
entre otros.
3.1.2. Modelado de datos
Una de las principales aplicaciones de la visualización de información, es
el modelado de datos, ya que parte del proceso de visualización consiste en
la construcción y la interpretación de diversos diagramas. Estos diagramas
generalmente están formados por símbolos, y el significado de estos símbolos
permite la comunicación de la información entre las diferentes personas que
tienen acceso a los modelos.
Como ejemplo del uso de diagramas para modelar datos se puede mencionar
el diagrama Entidad-Relación para el modelado de bases de datos. El objetivo
del uso de diagramas, es representar por un lado, la forma en que se almacenan
los datos, las estructuras creadas, el tipo de los datos y, por otro lado, también
se provee información sobre la forma de extraer estos datos desde sus reposi-
torios. Detrás de la filosofía de este tipo de modelos, está el enfoque en el cual
el mundo real consta de una colección de objetos básicos que se denominan
entidades, las propiedades que definen estas entidades, y las relaciones entre
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las entidades [47, 19]. La Figura 3.2 muestra un clásico diagrama de un modelo
Entidad-Relación, que representa el esquema de una base de datos mediante la
representación de las entidades persistentes, sus propiedades y las asociaciones
entre estas.
Figura 3.2: Un modelo de entidad-relación para una base de datos en un con-
texto académico. Se muestran las entidades persistentes del sistema, y las rela-
ciones existentes entre estas.
Estos diagramas están diseñados para poder extraer información a través
de un proceso de interpretación, en el que el usuario utiliza primero su capaci-
dad visual y cognitiva para recorrer el diagrama e identificar los elementos, y
después, elaborar un juicio sobre el significado de cada uno de ellos por sep-
arado y finalmente en conjunto. Este proceso de obtención de conocimiento a
través de la interpretación de un diagrama o visualización, se realiza de forma
más fácil y, sobretodo, más rápida, a través del uso de esquemas visuales, en
comparación con el caso en el que todo este conocimiento hubiera sido descrito
en lenguaje escrito o de alguna otra forma.
A medida que la cantidad de información aumenta, los diagramas o esque-
mas se vuelven más complejos de interpretar, y se vuelve necesario el uso de
más elementos que permitan al usuario modelar u obtener el conocimiento que
se pretende. Entre estos elementos, se cuentan el incremento en el número y la
diversidad de las variables visuales, así como las técnicas de visualización y el
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uso de visualizaciones dinámicas, que proporcionen al usuario diversos meca-
nismos de interacción. Es justo en estos escenarios, en los que la capacidad de
los ordenadores es un componente fundamental para el modelado de grandes
cantidades de datos, ya sea en una base de datos o en un modelo ontológico.
Aparte del modelo Entidad-Relación, existen otros tipos de modelos de
datos como las bases de conocimiento en los sistemas basados en la represen-
tación del conocimiento. En este caso específico, las ontologías representan el
modelo de los datos para una base de conocimiento, ya que definen las estruc-
turas de los datos, los tipos, las relaciones, etc. El proceso de creación de un
modelo ontológico, es muy similar al proceso de creación de un modelo rela-
cional o de entidad-relación, e incluso puede compartir o reutilizar algunas de
las soluciones de estos dos modelos. El modelado conceptual, como en el caso
de las ontologías, se refiere a la actividad que se lleva a cabo durante el pro-
ceso de desarrollo de sistemas de información, y en las subsecuentes fases de
mantenimiento, con la finalidad de construir una representación semántica de
un dominio del mundo real [275].
3.2. Analítica Visual
El éxito en el uso de representaciones visuales para desarrollar el proceso
cognitivo ha propiciado el surgimiento de un área científica basada en el uso de
interfaces visuales para detectar nuevo conocimiento a partir de un conjunto de
datos. Este área de investigación, relativamente nueva, se denomina Analítica
Visual y se define como la ciencia del razonamiento analítico soportado por
interfaces visuales altamente interactivas [259].
La Analítica Visual es un campo multidisciplinar que comprende el estudio
del desarrollo de diversas técnicas de razonamiento analítico, representaciones
visuales e interacción, así como una serie de transformaciones de datos [259].
Es un área en la que el usuario destaca como punto central del proceso de
análisis, apoyado por diversas herramientas de cómputo para desarrollar todas
las tareas necesarias.
La Analítica Visual va más allá de la simple representación visual de in-
formación, ya que pretende ofrecer una gama de herramientas con las que el
usuario analiza la información y, en base a dicho análisis, se puede primero,
obtener conocimiento a partir del modelo de datos y, segundo, tomar deci-
siones o ejecutar diversas acciones. Así mismo, combina técnicas de análisis
automatizado con visualizaciones interactivas para un efectivo entendimiento,
razonamiento y toma de decisiones, sobre la base de conjuntos de datos muy
grandes y complejos [165].
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Entre los principales objetivos de la Analítica Visual, destacan la elabo-
ración de herramientas y técnicas capaces de sintetizar información, para poder
obtener conocimiento a partir de un conjunto de datos, que generalmente son
grandes, dinámicos y ambiguos. Por otro lado, también facilita el razonamiento
analítico a través del desarrollo de aplicaciones de software que maximicen la
capacidad humana para percibir, entender y razonar acerca de conjuntos de
datos complejos y dinámicos [259].
Al igual que en Infovis, todas las visualizaciones y la interacción proveen los
mecanismos que permiten a un usuario poder analizar y obtener conocimien-
to a partir de grandes volúmenes de información. El cerebro humano puede
comprender información compleja, recibida a través de los diversos canales vi-
suales, y la Analítica Visual utiliza esta habilidad para facilitar el proceso de
razonamiento analítico. Este proceso es directamente afectado por la calidad
en la representación de los datos de las visualizaciones, para lo cual se requiere
de una eficiente administración y transformación de los datos, de acuerdo al
enfoque descrito en la Figura 3.1.
Los datos representan la parte crucial de las visualizaciones, y estos deben
transformarse en representaciones visuales apropiadas para lograr un análisis
correcto y adecuado. Estas representaciones visuales deben ser acorde al tipo, a
la fuente de obtención y, más importante aún, a lo que semánticamente repre-
senta esta información. Los tipos de datos corresponden a la propia naturaleza
de la información, por ejemplo: valores numéricos, cadenas de caracteres, va-
lores lógicos (falso o verdadero) o estructuras de datos más complejas. Las
fuentes de obtención de los datos también son diversas, y se incluyen datos
que pueden ser obtenidos en tiempo real, como lecturas de sensores, o informa-
ción previamente almacenada como datos estructurados provenientes de una
base de datos relacional, archivos de imágenes, audio, vídeo o archivos de texto
[164, 167].
Para poder visualizar y analizar información, los datos deben transfor-
marse de su estado original a una forma o representación que resulte fácilmente
manipulable computacionalmente. Estas representaciones de datos son formas
estructuradas que permiten la manipulación de los datos por medio de los or-
denadores y frecuentemente resultan más complejas que los datos originales.
Una transformación de datos se define como un procedimiento matemático que
convierte datos en diferentes representaciones que pueden proveer un mayor co-
nocimiento a un analista [259].
La Analítica Visual se aplica en diversas áreas de conocimiento, principal-
mente aquellas en las que tienen que analizarse y procesarse grandes cantidades
de información como en Bioinformática [18], Geografía [10], Paleoceanografía
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[258] o Medicina [261]. También la industria está sacando ventaja en el área
de bases de datos [236], la industria de desarrollo de software [141, 256], en los
sistemas de manufactura [163] o en la industria farmacéutica [82, 231].
3.2.1. Exploración visual de los datos
Las representaciones visuales y las tecnologías de interacción, proveen los
mecanismos que permiten al usuario visualizar y entender grandes volúmenes
de información de una sola vez, ya que la mente humana puede entender infor-
mación compleja recibida a través de los canales visuales. La Analítica Visual
se basa en esta capacidad, para facilitar el proceso de razonamiento analítico
[259]. Este razonamiento tiene como principal objetivo, el descubrimiento y la
adquisición de conocimiento, a través del uso de diversas técnicas de visualiza-
ción e interacción con el usuario [165].
Figura 3.3: El proceso de exploración visual de los datos bajo el enfoque de la
Analítica Visual definido en [165]. Destacan principalmente las fases de trans-
formación de los datos en estructuras más complejas, el modelado de las estruc-
turas, la representación visual y finalmente la fase de análisis para la obtención
de conocimiento.
El proceso de exploración visual de los datos bajo el enfoque de la Analítica
Visual se muestra en la Figura 3.3. Este proceso, definido en [165], describe las
diferentes fases involucradas en el análisis de información bajo un enfoque de
Analítica Visual. Primero comienza con la transformación de los datos, general-
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mente en estructuras de datos más complejas que los simples datos básicos de
entrada. Estas estructuras permiten la generación de ciertos modelos de datos,
y a partir de estos modelos o las propias estructuras de datos, se alimentan las
visualizaciones que permiten analizar y, finalmente, obtener conocimiento del
conjunto de datos. Generalmente este conocimiento obtenido apoya la toma de
decisiones.
Este proceso, presente en todas las propuestas de Analítica Visual, incluye
también la interacción con el usuario como el principal mecanismo mediante
el cual el usuario manipula las estructuras o los modelos de datos previamente
creados. Esta interacción también permite la navegación del usuario sobre las
diferentes visualizaciones.
3.2.2. Técnicas de Interacción Visual
La interacción del usuario con las visualizaciones representa un aspecto fun-
damental para el desarrollo del análisis de la información. Esta interacción se
desarrolla a través del uso de diferentes técnicas o herramientas que permiten
utilizar al máximo las capacidades de las representaciones visuales. A continua-
ción, se describen algunas de las técnicas más importantes para la interacción
con los usuarios, en el ámbito de la Analítica Visual.
3.2.2.1. Vistas enlazadas
Una de estas técnicas surge por la necesidad de combinar diferentes vis-
tas y enlazarlas entre sí, de forma que los cambios o modificaciones hechos
en cualquiera de las partes se ven reflejados en el resto de las vistas, lo que
permite una mejor exploración de la información [209]. Esta técnica, denomi-
nada vistas enlazadas o coordinadas, permite a los usuarios comparar rápida
y dinámicamente los datos visualizados en ventanas o vistas diferentes, y así
poder analizar grandes cantidades de datos mediante la correlación entre dife-
rentes tipos de representación de los mismos datos [237].
La coordinación o el enlace mantiene a las vistas sincronizadas durante la
interacción, lo que permite la sincronización de la información entre las vistas
y, por consiguiente, ayuda a la navegación de la información [207, 208]. Hoy
en día prácticamente todas las herramientas de Analítica Visual hacen uso
de vistas enlazadas (en mayor o menor medida), dado que el poder presentar
diferentes perspectivas de análisis facilita enormemente el proceso de cognición
y análisis de los datos visualizados.
3.2. Analítica Visual 61
3.2.2.2. Foco+Contexto
Otra de las técnicas que forman parte importante en el campo de la Analíti-
ca Visual es el Foco+Contexto [129]. Se utiliza para la integración de una vista
general y una vista detallada de forma que en la misma visualización se inte-
gran ambas vistas. En su versión más frecuente, la técnica de Foco+Contexto
se refiere a una distorsión desigual del espacio de visualización, tal que el es-
pacio dedicado a cierto subconjunto de datos (datos enfocados) es mayor. Al
mismo tiempo, el resto de la visualización se comprime para seguir mostrando
el resto de los datos como contexto para que sirva de orientación al usuario
[175, 242].
Figura 3.4: El Foco+Contexto puede lograrse aplicando una técnica de difumi-
nado. En este caso, algunas clases se difuminan para restarles importancia al
quedar en un segundo plano (Class2 y Class3), otras se dejan en su mismo con-
texto (Class1 y Class6), mientras que otras incluso se resaltan para asignarles
un grado de importancia mucho mayor (Class4 y Class5).
Otra posibilidad para realizar el Foco+Contexto es el uso de otra técnica
llamada difuminado (blurring), que consiste en desvanecer la tonalidad del
color de ciertos elementos visuales. Esto ocasiona que ciertos elementos resalten
sobre aquellos desvanecidos; esta técnica resulta muy útil cuando se tienen
visualizaciones saturadas de elementos visuales. El uso del difuminado es una de
las opciones para desarrollar Foco+Contexto sin tener que realizar distorsiones
de tamaño de los elementos visuales, ya que únicamente se difuminan todos
aquellos elementos visuales a los cuales se les quiere retirar el foco.
El resultado como se muestra en la Figura 3.4, es uno o más elementos en
un primer plano a la vista, mientras que el resto de los elementos permanecen
en un segundo plano apenas visibles, o incluso en un tercer plano. El cere-
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bro interpreta esta representación como que los elementos en el primer plano
adquieren mucha más importancia que los elementos en un segundo, tercero o
enésimo plano.
3.2.2.3. Zoom Semántico
Otra de las técnicas ampliamente utilizada es el zoom semántico (semantic
zoom), una técnica gráfica para balancear el contexto con el detalle, que, a
diferencia del zoom físico que únicamente se limita a cambiar el tamaño del
elemento visual desplegado, el zoom semántico cambia el tipo y el significado
de la información desplegada [199]. La principal ventaja de esta técnica radica
en que se puede mantener el contexto de la vista general, mientras que se ofrece
una vista muy detallada de alguno de los elementos visuales [132].
Figura 3.5: El zoom semántico cambia el tipo y la información desplegada,
generalmente se utiliza para mostrar los detalles de un cierto elemento que ha
sido seleccionado. También, puede o no, incluir un zoom físico para aumentar
el tamaño del elemento seleccionado.
Esta técnica se ilustra en las Figuras 3.5 (a) y 3.5 (b). En la figura del lado
izquierdo se representa el estado original de la visualización, mientras que en
el lado derecho se ha aplicado una técnica de zoom semántico sobre uno de los
elementos.
El efecto más general y ampliamente utilizado de aplicar esta técnica, es
mostrar los detalles de un cierto elemento seleccionado, sin tener que mostrar
los detalles de todos los elementos al mismo tiempo.
El uso de esta técnica tiene la ventaja de que las visualizaciones no se
saturan con elementos que en un cierto instante de tiempo, el usuario no tiene
interés en conocer. El uso de técnicas de este tipo, en las que la información o
los detalles de los elementos se muestran u ocultan en respuesta a la demanda
de los usuarios, permite al usuario centrar su atención en un elemento específico
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a la vez.
El zoom semántico es una técnica que intenta evitar la sobresaturación de
elementos en las visualizaciones. Es fundamental mantener las visualizaciones
lo más claras posibles, para evitar que la saturación de elementos impida al
usuario tener una clara percepción de la información. El uso de técnicas que
despliegan la información con diferentes niveles de detalle, de acuerdo a la
demanda del usuario, presentan una solución al problema de la saturación, un
problema recurrente en visualizaciones con grandes cantidades de información.
3.2.2.4. Distribución de los elementos
Dentro del esquema de análisis visual, la distribución física de los elementos
visuales sobre la pantalla (layout) juega un papel fundamental para la com-
prensión de los datos representados. Como se ha mencionado en la sección 3.1.1
al definir la expresividad visual, la ubicación de los elementos sobre el espacio
dimensional, juega un papel fundamental para la comprensión y el análisis de
las visualizaciones.
Figura 3.6: La distribución física de los elementos sobre el espacio dimensional
es una de las variables de la expresividad visual. La Figura (a) distribuye los
elementos de forma circular, y los ordena en el mismo sentido en el que giran
las manecillas del reloj. La Figura (b) distribuye los elementos de forma lineal,
y los ordena en sentido de izquierda a derecha, mientras que la Figura (c)
distribuye los elementos de forma completamente aleatoria.
Las Figuras 3.6 (a), 3.6 (b) y 3.6(c), muestran tres distribuciones diferentes
de seis elementos. La figura del lado izquierdo distribuye los elementos de forma
circular, y los ordena en el sentido en el que giran las manecillas del reloj. La
figura al centro distribuye los elementos de forma lineal, y los ordena en el
sentido de izquierda a derecha. Por otro lado, la figura del lado derecho no
tiene una distribución definida de los elementos, a los que coloca de forma
aleatoria sobre el espacio dimensional.
La comparación de las tres figuras permite destacar la importancia que
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tiene la distribución física de los elementos visuales. Es evidente que para las
Figuras 3.6 (a) y 3.6 (b), el cerebro tiene la capacidad de, primero, reconocer
que los elementos están organizados y ordenados siguiendo algún esquema de-
finido y, segundo, construir un mapa mental que fácilmente puede recordar e
incluso volver a reproducir. Estas capacidades se complican demasiado para
la Figura 3.6 (c), ya que al no haber una distribución clara de los elementos,
el cerebro humano no puede o le resulta mucho más complicado, construir un
mapa mental de la representación visual.
En términos generales, siempre es deseable, en la medida de lo posible, que
la representación de los elementos visuales tenga una distribución física sobre
el espacio dimensional, que ayude al usuario a mejorar la percepción visual y
el proceso de abstracción de la información mostrada.
3.2.3. Consultas Visuales
Las representaciones visuales, además de permitir analizar un conjunto
de datos, también pueden utilizarse para realizar consultas sobre los mismos
datos. El término Visual Querying en el área de las bases de datos, surgió por
la necesidad de permitir que usuarios no expertos en SQL pudieran realizar
consultas a una base de datos SQL [186]. Los sistemas que implementan la
técnica de Visual Querying, permiten consultar las bases de datos mediante
representaciones completamente visuales, de forma que facilita enormemente
este proceso.
Este concepto ha sido extendido a diversas áreas, tales como los repo-
sitorios de software [227], el reconocimiento de patrones en imágenes [53] y
las ontologías OWL mediante una propuesta denominada OntoVQL (Ontology
Visual Query Language) [63]. Este lenguaje realiza consultas sobre un modelo
ontológico, diseñadas mediante una interfaz gráfica basada en diagramas de
conjuntos Venn-Euler, en donde los nodos representan conceptos y los opera-
dores lógicos se representan como los conjuntos que los agrupan. El lenguaje
se basa en el uso de la Description Logic [139] y utiliza una semántica formal
basada en lógica, que puede traducirse en predicados lógicos de primer orden
para inferir conocimiento a partir de la base de conocimiento establecida.
Para que esta técnica pueda desarrollarse con éxito, es necesario de nueva
cuenta, que las visualizaciones sean adecuadas, intuitivas, y que permitan al
usuario interactúar con el conjunto de datos para solicitar como resultado
aquellos valores que respondan a una cierta consulta específica. En este caso,
el proceso de exploración de los datos dentro del flujo que se muestra en la
Figura 3.1, se repite constantemente mientras el usuario continúe realizando
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consultas.
Un ejemplo de una aplicación basada en este enfoque, es la herramienta
OZONE (Zoomable Ontology Navigator) [246], que permite realizar consultas
a modelos ontológicos DAML. Estas consultas visuales se realizan a través de
la navegación de los elementos en la ontología, y la interacción es bastante
robusta. La principal desventaja de esta propuesta, es que está definida para
el lenguaje DAML, que hoy en día no es la mejor opción para los modelos
ontológicos, y poco a poco, incluso ha ido cayendo en desuso.
3.3. Conclusiones
Este capítulo ha hecho una recopilación de las más importantes definiciones
de Visualización de Información, y se ha resaltado la aplicación de estas áreas a
la representación del conocimiento y muy específicamente a las ontologías. En
términos generales, el uso de técnicas de visualización de información provee
a los usuarios de herramientas para la representación, análisis y obtención de
conocimiento a partir de un conjunto de datos simples.
La filosofía detrás del planteamiento de soluciones basadas en Visualización
de Información, es aprovechar al máximo las capacidades cognitivas humanas
para obtener conocimiento a partir de una representación visual. Este proceso
de análisis, debe apoyarse con la implementación de diversas técnicas que per-
mitan al usuario interactuar con las representaciones visuales. En la medida en
la que las técnicas de visualización e interacción sean suficientemente robustas,
el proceso de abstracción por parte del usuario se desarrollará de forma sencilla
y eficiente, incluso para grandes o complejas representaciones de datos.
Por otro lado, también se han descrito las actividades y su flujo dentro
del proceso completo de visualización de información, que comienza con la
transformación de los datos de entrada en el sistema, y termina con el análisis
y la interacción por parte del usuario para la obtención de conocimiento. El
resultado final son diversas representaciones visuales que permiten al usuario
el análisis, modelado y representación del conjunto de datos del dominio de
aplicación.
La Analítica Visual representa un proceso evolutivo a partir del área de la
visualización de información, en donde el enfoque principal es que el proceso
de exploración visual de los datos se centra en el usuario, quién hace uso de
las herramientas disponibles para el análisis de los datos. Todas las técnicas se
desarrollan teniendo en consideración que es la capacidad cognitiva y visual del
usuario, la que permitirá el análisis y la obtención del conocimiento sobre los
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datos del sistema. En este caso, los ordenadores implementan estas técnicas
para soporte del usuario, quién se beneficia de este poder de cómputo para
el análisis principalmente, de grandes cantidades de datos, y muchas veces
también complejas.
Es justo en este aspecto, donde radica la importancia en el diseño de téc-
nicas o herramientas basadas en Analítica Visual. Su principal objetivo es
proporcionar a los usuarios con mecanismos robustos, que les permitan de-
sarrollar los procesos de análisis, razonamiento, obtención de conocimiento y
finalmente, la toma de decisiones.
Este enfoque de Analítica Visual, utiliza diversas técnicas o mecanismos,
que hacen más eficiente su desarrollo. Estas técnicas generales, pueden usarse
en cualquier dominio de aplicación, ya que son propuestas genéricas que re-
suelven diversa problemática. Las técnicas que se han descrito en este capítulo
(vistas enlazadas, Foco+Contexto, zoom semántico y las consultas visuales), se
basan principalmente en la interacción con el usuario, como el principal me-
canismo para su desarrollo. Es precisamente el usuario, el objetivo principal
para la definición de estos mecanismos, que están enfocados completamente a
la interpretación humana, al igual que todas las técnicas que puedan definirse
para las áreas de Visualización de Información y Analítica Visual.
Capítulo 4
Estado del arte
El modelado de datos es un proceso que puede resultar bastante complejo
y requiere que se definan muy específicamente los flujos de trabajo con las
actividades para construir el modelo de datos. Este capítulo se enfoca en los
modelos de datos semánticos que se basan en el uso de ontologías. El proceso
de construcción de una ontología es equivalente al desarrollo de un proceso de
modelado de datos, ya que estas representan una definición de la estructura,
los tipos, las relaciones e incluso, de la forma en la que se almacenan y accede
a los datos en un sistema basado en representación de conocimiento semántico.
Como se ha descrito en la sección 2.3, la Ingeniería de Ontologías propor-
ciona las directrices del conjunto de actividades de los procesos que cubren el
ciclo de vida de las ontologías. Los principales procesos son la creación, gestión
o mantenimiento, análisis y reutilización de las ontologías. Cada uno de estos
procesos, tiene asociado un cierto flujo de tareas, de acuerdo a las metodologías
propuestas, así como una serie de herramientas que permiten desarrollar estas
tareas.
Este capítulo se enfoca en la discusión de cada uno de estos procesos. Se
discuten las principales metodologías propuestas para su desarrollo, así como
las herramientas que soportan estos procesos, y se hace especial hincapié en la
problemática que estas presentan.
La estructura del capítulo comienza con una discusión del proceso de crea-
ción de ontologías, para posteriormente revisar los procesos de análisis, gestión
y reutilización de ontologías, la problemática de las herramientas de visua-
lización y modelado de ontologías, y finalmente, el capítulo termina con las
conclusiones.
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4.1. Creación de modelos ontológicos
El proceso de creación de ontologías se basa principalmente en el desarro-
llo de un conjunto de actividades, definidas en diversas metodologías que se
han propuesto. De hecho, la gran mayoría de las metodologías propuestas, se
enfocan principalmente en el proceso de creación. Uschold y King [263, 264]
proponen una de las primeras metodologías, basada específicamente en la crea-
ción de modelos ontológicos. Estos autores describen algunas de las tareas más
importantes involucradas en el proceso de creación, descritas en el esquema de
la Figura 2.2.
Gruninger [117, 23] propone otra de las primeras metodologías denominada
TOVE, como resultado de la experiencia en la creación de la ontología con el
mismo nombre. Esta metodología se basa en el uso de lenguajes de lógica de
primer orden, los cuales en la actualidad, ya han evolucionado a otros lenguajes
más robustos.
Otra de las metodologías que han servido como base para posteriores pro-
puestas es Methontology [71, 110]. Se trata de una propuesta bastante comple-
ta, ya que cubre todo el ciclo de vida de las ontologías [72]. Ohgren y Sandkuhl
[213] han propuesto una metodología basada en el análisis de otras existentes
(Uschold [262], Methontology [110] y Sugumaran [245]), en donde se proponen
ciertas mejoras a estas metodologías. Básicamente, se enfocan en contextos de
sistemas a pequeña y mediana escala, en los que proponen la reutilización de
fragmentos de otras ontologías. Esta metodología también considera el ciclo
de vida completo de las ontologías y la reutilización como aspectos cruciales a
considerar siempre.
On-To-Knowledge [68] es una herramienta que define una metodología
que se basa en lo que denomina bloques de construcción. Estos bloques con-
tienen información para la administración del conocimiento a través de las
ontologías. Como se ha mencionado previamente, las tareas definidas en On-
To-Knowledge, son soportadas por la herramienta OntoEdit.
Las propuestas metodológicas que se pueden considerar más robustas, son
la metodología DOGMA [241, 146, 148], que se centra principalmente en la
usabilidad y reutilización de los modelos ontológicos, la propuesta de Uschold,
y Methontology, que establece claramente los rasgos maás característicos para
la construcción de las ontologías. La gran mayoría de las otras propuestas,
toman como base principalmente las metodologías de Uschold y Methontology,
y han incorporado algunas adecuaciones que mejoran en cuanto a estas.
Diversas aplicaciones han utilizado estas metodologías para la creación de
sus modelos ontológicos. Por ejemplo, Corcho et al. [50] describen la construc-
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ción de una ontología en el dominio legal mediante el uso de Methontology.
Este proceso de construcción se ha basado en la reutilización de una ontología
existente, y sobre la que se han realizado diversas modificaciones. En otro ejem-
plo, [124] describe la construcción de un modelo ontológico en el dominio de la
genética mediante el uso de la metodología Knowledge Engineering Methodo-
logy, y posteriormente, se utiliza el mismo dominio para ejemplificar el uso de
la metodología DOGMA, en donde se define una ontología base, y una capa
de validación, en un enfoque denominado doble articulación [143].
Figura 4.1: El editor de ontologías HOZO utiliza listas para desplegar la jerar-
quía (mostrada en el lado izquierdo de la visualización). En el lado derecho se
muestran las propiedades de la clase, la jerarquía de superclases, así como las
instancias de la clase seleccionada.
Aparte de las metodologías, el proceso de creación involucra el uso de
lenguajes para la implementación de los modelos ontológicos. La gran ma-
yoría de las metodologías proponen tareas muy generales, e independientes del
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lenguaje de implementación. Zhdanova y Keller [283] describen los requisitos
de un proyecto específico, y la forma en que estos autores seleccionaron un
lenguaje de implementación para sus modelos ontológicos.
Gómez-Pérez y Corcho [109] hacen una exhaustiva comparación de los
lenguajes de implementación de ontologías1, para ayudar a los desarrolladores
a encontrar los lenguajes que más se ajusten a sus necesidades, y ejemplifican
su propuesta con la toma de decisiones para un proyecto específico.
Uno de los factores más importantes a considerar cuando se trata de escoger
el lenguaje más apropiado para la implementación de modelos ontológicos, es
la evolución de la propia ontología, que se vuelve dependiente del lenguaje
seleccionado. Algunas propuestas han surgido en este sentido, como [16], que
propone una solución mediante la identificación de los elementos cambiantes
en la fase evolutiva de una ontología OWL. Maedche et al. [189] proponen un
ambiente basado en ontologías llamado Ontologging, enfocado en la evolución
de las ontologías. Esta propuesta se basa en la definición de una meta-ontología
que permite la representación y el análisis, para desarrollar cambios ontológicos
de una forma sistemática y consistente.
Aparte de la selección de la metodología y del lenguaje de implementación,
el diseñador tiene que tomar una decisión acerca de la herramienta para imple-
mentar el modelo ontológico. Las herramientas para la creación de ontologías
se pueden clasificar en dos grandes áreas: los editores y las herramientas de
modelado visual. Suresh et al. [251] hacen un estudio comparativo de diferen-
tes editores de ontologías, entre los que destacan principalmente OntoTrack,
Protégé, HOZO y OWLEditor.
La Figura 4.1 muestra una vista de la herramienta HOZO [247, 176], muy
similar en cuanto a su diseño a otras herramientas basadas en web como
SWOOP, WebODE, Ontolingua y OwlSight descritas en la sección 2.3.4. HO-
ZO se basa en la utilización de listas para la representación de la jerarquía de
clases. En la Figura 4.1 se ha resaltado una parte de la taxonomía de clases, con
un recuadro en color rojo, mientras que las instancias de la clase seleccionada
se han resaltado en un recuadro en color púrpura. Esta representación visual
es incorrecta, ya que al mezclar las clases con las instancias, la percepción es
que las instancias pertenecen a la jerarquía de conceptos (relaciones is-a), algo
que no es correcto. Al contrario, las instancias son valores específicos de las
clases, pero no relaciones de jerarquía. Esta representación mezcla dos tipos de
relaciones diferentes, que representa exactamente de la misma forma, lo que
desde un punto de vista semántico no es correcto. Es en el uso del color en el
1con la excepción del lenguaje OWL que no había sido definido para el momento de la
publicación del artículo
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Figura 4.2: La herramienta OwlEditor es una aplicación de escritorio que per-
mite editar ontologías OWL en formato textual, sin implementar visualizacio-
nes ni mecanismos de interacción robustos.
elemento, donde se puede identificar si se trata de una clase o de una instancia
de la clase.
El lado derecho de la Figura 4.1 muestra la representación de las propieda-
des de la clase seleccionada. Esta representación también se basa en el uso de
listas, en consecuencia, la representación es muy limitada, ya que únicamente
puede representar las propiedades del elemento seleccionado (solamente uno a
la vez). Este tipo de distribución de elementos basada en listas, no es la más
adecuada para la representación de relaciones, como se detalla más adelante
en la sección 4.4.
En términos generales, las herramientas basadas en el uso de navegadores
web, no poseen una funcionalidad robusta para la visualización de las on-
tologías. Existen otro tipo de editores que son aplicaciones de escritorio muy
similares entre sí, como SWOOP [273], DL-workbench [161, 162] y OwlEdi-
tor [20]. Esta última herramienta que se muestra en la Figura 4.2, no tiene
visualizaciones implementadas, tampoco ha sido actualizada y su estado al
parecer continúa siendo de prueba. Por otra parte, DL-Workbench se basa en
Description Logics y, más específicamente, en el lenguaje DAML+OIL para
aplicaciones de Web Semántica [219].
Por otro lado, las herramientas para el modelado visual de ontologías im-
plementan mecanismos más robustos de interacción visual, que permiten la
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creación de ontologías de una mejor manera. Entre estas herramientas se en-
cuentran principalmente OntoTrack, TopBraid Composer, OntoStudio, NeOn
Toolkit y Semantic Works, todas estas descritas en la sección 2.3.4.
OntoTrack [183, 184] es una herramienta de modelado de ontologías cuya
principal filosofía representa su mayor desventaja. El enfoque que sigue es la re-
presentación de todos los elementos en una misma visualización, lo que origina
que los modelos se saturen de información fácilmente. Una situación similar de
saturación de elementos visuales sucede con las herramientas TopBraid Com-
poser, OntoStudio y NeOn Toolkit. Esta problemática se describe en detalle
en la sección 4.4.
4.2. Análisis de ontologías
El proceso de análisis de ontologías desde un enfoque basado en el usuario
se desarrolla mediante el uso de dos mecanismos principales: por un lado, un
conjunto de métricas definidas para la evaluación de las ontologías y, por otro
lado, el más importante, mediante el uso de herramientas de análisis que per-
mitan al usuario desarrollar un proceso cognitivo sobre los modelos ontológicos.
Existen dos enfoques cuando se habla de análisis ontológico. El primero se re-
fiere al análisis de un modelo ontológico existente, generalmente con el objetivo
de reutilizar dicho modelo, mientras que el segundo enfoque se refiere al uso
de un modelo ontológico para analizar un conjunto de datos de algún dominio
específico como la Bioinformática [169] o el análisis de un modelo de datos en
una base de datos [272].
Cuando se realiza un proceso de análisis sobre una ontología, generalmente
se pretende realizar una evaluación de la misma, con la finalidad de tomar una
decisión al respecto [120]. Guarino y Welty [121] proponen OntoClean, una
metodología para analizar y evaluar un modelo ontológico, desde una pers-
pectiva conceptual filosófica. El resultado es la evaluación de cada uno de los
conceptos en el modelo ontológico, lo que define una taxonomía de conceptos
mejor definida, a través de la reorganización de los conceptos y la eliminación
en lo posible de la herencia múltiple.
Otro tipo de evaluación enfocada en la taxonomía, es el que propone Gómez-
Pérez [106, 108], en el cual se pretenden detectar cierto tipo de errores produci-
dos en el diseño del modelo ontológico, como errores de referencias circulares,
errores de partición de clases, errores de redundancia, gramaticales, semánticos
y de estado incompleto.
Vrandecic [270] propone un marco de trabajo para medir la calidad de
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una ontología, y detectar errores y omisiones. Este marco de trabajo es muy
completo ya que permite analizar diversos aspectos de la ontología, como la
sintaxis, la estructura, la semántica, la representación y el contexto.
Supekar et al. [248] proponen una metodología para un análisis cuantitativo
y cualitativo de las ontologías. Estos autores proponen evaluar la calidad del
conocimiento en el modelo ontológico, a través de la definición de una serie de
características inherentes a la ontología.
Otro mecanismo para el análisis ontológico aparte de las metodologías y los
marcos de trabajo, son las métricas, que en general, son valores que permiten
estimar o medir alguna característica de un sistema de información. Las métri-
cas han tenido una gran proyección, principalmente en el área de Ingeniería
de Software, y posteriormente se han adecuado también para la Ingeniería de
Ontologías.
Dos aspectos fundamentales para medir en un sistema de software, son el
acoplamiento y la cohesión, y en este sentido, existen varias propuestas de
métricas [7, 212, 280]. Chidamber y Kemerer [45] proponen unas métricas para
analizar el acoplamiento interno en sistemas de software. Estas métricas deno-
minadas CBO (Coupling Between Objects), se aplican en el área de Ingeniería
de Software, especialmente, en sistemas diseñados bajo el paradigma orientado
a objetos [244]. Estas métricas de acoplamiento se han diseñado para medir
la complejidad en el diseño de las clases de un sistema orientado a objetos.
La base teórica que sustenta el acoplamiento, es la noción de que un objeto
está acoplado a otro, si alguno de ellos actúa sobre el otro [45]. Esta noción
permanece para el caso de las ontologías, en donde una clase está acoplada con
otra, si entre estas dos, existe una relación a través de una propiedad.
El análisis de este tipo de acoplamiento permite, en el caso de los sis-
temas orientados a objetos principalmente, evaluar la modularidad del diseño
para fomentar la reutilización de componentes de software. En el caso de las
ontologías sucede algo similar, ya que también se fomenta la reutilización de
modelos ontológicos. Es importante saber exactamente para cada concepto que
se pretende reutilizar con que otros conceptos se relaciona, y determinar si es
necesario definir nuevas relaciones o no. Por otro lado, el análisis del acopla-
miento interno de una ontología permite determinar aquellas clases que tienen
más relaciones, y el tipo de acoplamiento también indica información semántica
de la clase.
En el campo de las ontologías, hay algunas propuestas de métricas, princi-
palmente para estimar el acoplamiento, la cohesión o las métricas del esquema
de la ontología. Un resumen sobre las diversas propuestas de métricas, se provee
en [99]. Básicamente, se han definido dos categorías principales para analizar
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un modelo ontológico [254]: por un lado, las métricas del esquema o la estruc-
tura, y por otro lado, las métricas enfocadas en la semántica.
La gran mayoría de las métricas definidas, se basan en la estructura de las
ontologías, como se ha ilustrado en la Tabla 2.3 en la sección 2.3.3. Estas métri-
cas son principalmente OntoQA [253], que analiza el esquema de la ontología
y las instancias de la base de conocimiento, las métricas de acoplamiento de-
finidas por Orme et al. [215], las métricas de cohesión definidas por Yinglong
et al. [282], o las métricas definidas por las herramientas Ontology Metrics o
Protégé que se muestran en la Figura 2.3.
Orme et al. proponen un conjunto de métricas de acoplamiento para sis-
temas basados en ontologías OWL. Como se ha mencionado previamente, el
acoplamiento entre las clases de una ontología está dado por las relaciones
objeto que establecen un vínculo entre las clases. Estas métricas se basan prin-
cipalmente en el acoplamiento externo a la ontología. Su objetivo principal
es el de medir las relaciones de las clases en la ontología, con clases en otras
ontologías que se han reutilizado.
Un aspecto que no cubren las métricas propuestas por Orme et al. es el
acoplamiento interno en la propia ontología. Este acoplamiento es importante
considerarlo, ya que proporciona una vista global de las clases, y la importan-
cia de estas, desde la perspectiva de sus relaciones con el resto de clases. En
una ontología, las clases que tienen más relaciones, suelen representar los con-
ceptos más importantes dentro del dominio de aplicación. Sin embargo, desde
el punto de vista semántico, una relación entre dos clases proporciona informa-
ción no solo estadística, como lo contemplan las métricas de estructura, sino
también semántica. Es en este aspecto, en el que las métricas de acoplamiento
propuestas por Orme et al. son insuficientes, ya que el concepto general de
acoplamiento y relación, va más allá de un simple valor numérico.
Algunas de las métricas y herramientas se basan en el enfoque de la defini-
ción de meta-ontologías, como Cyc [21], Ontolingua [66] y Ontologging [189].
Gangemi et al. [81] proponen un modelo formal para evaluar las ontologías,
basado en una meta-ontología denominada O2. El análisis con esta meta-
ontología permite identificar tres tipos diferentes de medidas de evaluación:
por un lado, métricas de la estructura o el esquema de la ontología, métricas
de funcionalidad relacionadas con el uso de la ontología y métricas relacionadas
con el perfil de la ontología, principalmente, un conjunto de anotaciones con
información para el usuario.
Tartir [255] recopila las más importantes propuestas para la evaluación de
las ontologías, y elabora una clasificación basada en tres aspectos: el primero
concierne con la evolución de las ontologías, el segundo se enfoca en las pro-
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puestas de evaluación desde un punto de vista lógico, y el tercer enfoque se
basa en el uso de métricas. En este último enfoque se clasifican la gran mayoría
de las propuestas. Otras conclusiones son que la gran mayoría de las técnicas
de evaluación se basan en el esquema ontológico, y que estas están orientadas
completamente a su interpretación por parte del usuario, mayormente durante
la fase de desarrollo.
Las métricas son valores numéricos que permiten evaluar los modelos on-
tológicos en ciertos aspectos. La representación de este tipo de valores numéri-
cos se ha realizado principalmente mediante el uso de tablas estáticas, como lo
muestra la Figura 2.3 de la sección 2.3.3. Sin embargo, estas tablas estáticas
carecen de una interacción con el usuario, y simplemente se limitan a repre-
sentar los valores numéricos.
Una propuesta genérica que agrega interacción con las tablas, denominada
table lens [226, 150]. Esta técnica visual representa una tabla de valores, con
funcionalidad adicional, que se utiliza principalmente para desplegar grandes
cantidades de información, ya que ofrece ciertas ventajas sobre las tradicionales
tablas estáticas. Entre las ventajas principales, se puede mencionar que imple-
mentan la técnica de Foco+Contexto para distorsionar filas o columnas es-
pecíficas de las tablas. Esta distorsión permite aplicar el foco sobre ciertos
elementos, sin perder el contexto global del resto, además de proporcionar una
vista global que permite establecer correlaciones entre las dimensiones bajo
análisis (columnas de la tabla).
El análisis y la interpretación de los resultados de estas métricas, se lleva
a cabo principalmente mediante el uso de diversas herramientas. Existe una
gama diversa de herramientas de análisis, algunas de las cuales se centran
simplemente en calcular métricas como ODEval [233] o AktiveRank [5, 4].
Algunas otras tienen un soporte visual para el análisis, como Jambalaya [11,
185], TGVizTab [3], y los ambientes de desarrollo NeOn Toolkit, TopBraid
Composer o Semantic Works.
ODEval es una herramienta centrada específicamente en la evaluación de
las taxonomías de conceptos, con la finalidad de detectar un conjunto específi-
co de problemas (descritos en [107, 108]), principalmente, la inconsistencia, los
estados incompletos y la redundancia. AktiveRank [5, 4] propone un conjunto
de métricas para la búsqueda de ontologías que se relacionen a un conjunto
de términos introducidos por el usuario. Este análisis genera una clasificación
ontológica, y permite tomar la decisión de aquellas ontologías que puedan re-
utilizarse dentro de algún dominio específico.
Por otro lado, las herramientas de visualización y modelado de ontologías
permiten al usuario realizar un análisis de un modelo ontológico desde una
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perspectiva diferente a la de las métricas. Las herramientas que se basan en el
uso de métricas, desarrollan un proceso automatizado para determinar ciertos
valores numéricos (la gran mayoría de las veces), mientras que las herramientas
de visualización se basan en la interacción con el usuario. Esta interacción
permite al usuario analizar el modelo ontológico desde su propia perspectiva y
capacidad de análisis, lo que representa un enfoque completamente opuesto al
proceso automatizado de las métricas.
Para que este proceso interactivo de análisis pueda desarrollarse de forma
eficiente, se requiere que las herramientas provean mecanismos robustos de
visualización e interacción.
El análisis de un modelo ontológico debería al menos cubrir las mismas
tareas definidas para la fase de implementación, que se muestran en la Figu-
ra 1.3, por un lado, el análisis de la taxonomía de conceptos, el análisis de
las propiedades intrínsecas de determinadas clases, el análisis de las relaciones
entre ciertas clases y en caso de haber, el análisis de las instancias. General-
mente se comienza con el análisis de la taxonomía de conceptos en la ontología.
Esta actividad requiere la búsqueda específica de ciertas clases en el modelo
ontológico, y la inspección de sus propiedades intrínsecas.
La gran mayoría de las herramientas de visualización han implementado
la misma solución que Protégé para la representación de las taxonomías. Esta
solución es el uso de listas jerárquicas, como se muestra en la Figura 2.5 con
TopBraid Composer, en la Figura 2.6 con NeOn Toolkit, en la Figura 4.1 con
HOZO, en la Figura 4.2 con OwlEditor y en la Figura 4.3 con OntoStudio, en
donde se ha resaltado en un recuadro azul del lado izquierdo. Otras soluciones
se basan en el uso de diagramas de clase UML (TopBraid Composer), grafos
(GraphViz, TgVizTab) o mapas conceptuales (Semantic Works).
El análisis de una taxonomía representada en una lista jerárquica no es
una solución eficiente, ya que como se describe más adelante en la sección 4.4,
provoca la pérdida del contexto global de la jerarquía de la clase. Algunas de
las herramientas implementan un mecanismo de búsqueda para las clases en
la taxonomía, lo que evita el tedioso proceso de realizar una búsqueda manual
sobre la lista de clases.
Para el análisis de las propiedades intrínsecas de una clase, se pueden dis-
tinguir dos enfoques principalmente. El primero y más ampliamente difundido,
se basa en el uso de listas jerárquicas como en el caso de HOZO (Figura 4.1),
y OwlEditor (Figura 4.2). Otra opción que surge primeramente en Protégé
y que adoptan la gran mayoría de las herramientas, es representar todas las
propiedades del modelo ontológico mediante una gran lista jerárquica, como se
ilustra en las Figuras 2.5 con TopBraid Composer y 2.6 con NeOn Toolkit. El
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Figura 4.3: OntoStudio representa la taxonomía de conceptos mediante el uso
de listas jerárquicas, como se ilustra en el recuadro definido en color azul. Por
otro lado, las propiedades intrínsecas se representan mediante el uso de nodos
en un grafo, como se resalta en el recuadro definido en color amarillo, mientras
que las relaciones de acoplamiento se resaltan mediante el uso de nodos en
color rojo.
segundo enfoque se basa en el uso de grafos como el caso de GraphViz, Onto-
Sphere (para el caso de espacios tridimensionales), TgVizTab que se muestra
en la Figura 2.7 y con OntoStudio, que se ilustra en la Figura 4.3, en donde
se ha resaltado un recuadro en color amarillo que contiene estas propiedades
intrínsecas.
El análisis de las relaciones entre las clases, se ha implementado principal-
mente mediante el uso de grafos, como en el caso de Jambalaya, OntoStudio
(Figura 4.3), TopBraid Composer (Figura 2.5), NeOn Toolkit (Figura 2.6) y
TgVizTab (Figura 2.7). La Figura 4.3 ilustra la representación de las propie-
dades de acoplamiento entre las clases, con un recuadro en color rojo sobre la
visualización.
Finalmente, el análisis de las instancias de clases en una base de conoci-
miento, se ha abordado desde dos perspectivas básicamente. De nueva cuenta,
el primer enfoque es el uso de listas jerárquicas (OwlEditor, HOZO, Proté-
gé, TopBraid Composer), mientras que el segundo enfoque es el uso de grafos
(Jambalaya, NeOn Toolkit).
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La sección 4.4 elabora un análisis y una discusión muy específica sobre la
problemática de las herramientas de visualización y de modelado.
4.3. Procesos de gestión y reutilización de ontologías
Uno de los hitos principales en el uso de modelos ontológicos es el principio
de reutilización. Este concepto es importante ya que permite ahorrar esfuerzo
en el diseño de un nuevo modelo ontológico. El concepto de reutilización se
utiliza ampliamente en el área de Ingeniería de Software, en donde se ha defi-
nido como el proceso de creación de sistemas de software, a partir de recursos
existentes, en lugar de construir los sistemas de software desde el comienzo
[155]. En esta definición, los recursos existentes son bloques de construcción
también llamados componentes reutilizables de software.
Otra definición más extensa de reutilización, establece que la reutilización
del software es la reaplicación de una variedad de tipos de conocimiento de
un sistema a otro sistema similar, para reducir el esfuerzo de desarrollo y
mantenimiento [222].
La reutilización del software es un tema que ha sido ampliamente abordado
desde hace décadas [222, 29, 155]. Se han propuesto algunas técnicas como
los patrones de diseño [80], también algunas metodologías como el Proceso
Unificado de Desarrollo de Software (Unified Software Development Process)
[58], e incluso paradigmas como el Orientado a Objetos, con la finalidad de
fomentar el desarrollo de sistemas altamente reutilizables [225, 140].
Muchos de los conceptos aplicados a la Ingeniería de Software, también
pueden aplicarse a la Ingeniería de Ontologías, ya que, a final de cuentas, los
sistemas basados en conocimiento, también requieren un desarrollo de software.
Uno de estos conceptos que han permitido el desarrollo de sistemas altamente
reutilizables, es principalmente el enfoque basado en el diseño de componentes.
Estos componentes son bloques diseñados en un nivel de abstracción demasiado
alto, que representan la base para otros componentes con funcionalidad más
específica. Visser y Bench [268] describen un caso de estudio de reutilización
de una ontología en un marco legal, bajo el enfoque de estos componentes
reutilizables.
Bontas et al. [34] describen los costes y beneficios de la reutilización de on-
tologías para el dominio específico de la medicina, pero que pueden extenderse
a otros dominios de forma muy similar. En términos generales, la reutilización
debería disminuir costes en procesos de ingeniería, siempre y cuando, las tareas
de búsqueda, análisis y evaluación de las ontologías no se vuelvan demasiado
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costosas. Por otro lado, Simper [238] analiza la reutilización de las ontologías
para el contexto específico de la Web Semántica.
La metodología DOGMA [143, 147] también se basa en el enfoque de com-
ponentes, con su propuesta de la definición de una metodología base, a partir
de la cual se pueden definir submodelos ontológicos más específicos a la apli-
cación. En el caso de la Ingeniería de Ontologías, se puede establecer que los
componentes reutilizables corresponden a modelos ontológicos muy generales,
esto es, con un nivel de abstracción muy alto, que puedan compartirse entre
diversas aplicaciones semánticas.
El proceso de reutilización en modelos ontológicos se realiza a través del
diseño de varios submodelos. Comienza con aquellos que representan los niveles
más altos de abstracción, hasta los de niveles más específicos a los dominios de
aplicación. Los submodelos más abstractos pueden reutilizarse entre diferentes
dominios de aplicación, tal y como se pretende en la metodología DOGMA.
Es indispensable que el diseño de las soluciones abarque la implementación de
varios submodelos ontológicos, en lugar de tener un único gran modelo muy
específico del dominio de aplicación.
Figura 4.4: El proceso de reutilización de ontologías comienza con la fase de
abstracción del dominio del problema. La segunda fase corresponde a una
búsqueda de los modelos ontológicos que puedan reutilizarse. La tercera fase
corresponde al análisis de los modelos ontológicos reutilizados, con el objetivo
de hacer un diagnóstico sobre los cambios exactos que se requieren. Después,
la última fase corresponde a la implementación del nuevo modelo ontológico.
La Figura 4.4 muestra las principales fases del proceso de reutilización de
ontologías, definidas por las metodologías existentes. La primera fase corres-
ponde al propio proceso de abstracción del dominio y el planteamiento de las
soluciones. La segunda fase, corresponde a una búsqueda en diversos repositori-
os, de modelos ontológicos previamente creados en otros dominios de aplicación
similares, que puedan reutilizarse. Esta búsqueda suele ser costosa en tiempo,
no suele haber documentación de las ontologías, y otro problema es la gran
diversidad de lenguajes de las ontologías. Engel et al. [61] proponen un méto-
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do para facilitar esta tarea de búsqueda de ontologías, especialmente enfocado
a la búsqueda de servicios web, así como un mecanismo de evaluación. Esta
propuesta se basa en el análisis de los resultados de los motores de búsqueda,
con respecto a las ontologías en el dominio de interés que se intenta reutilizar.
Esta búsqueda arroja como resultados uno o diversos modelos candidatos
que pueden reutilizarse. Una vez que se tienen identificados estos modelos can-
didatos, es necesario desarrollar una fase de análisis (descrita en la sección 4.2),
para evaluar que efectivamente son útiles y correctos para el modelo de datos,
y para detectar aquellos conceptos que no han sido definidos. El objetivo prin-
cipal de este análisis, es el de establecer claramente si los modelos candidatos
detectados, realmente pueden utilizarse, así como detectar todos aquellos as-
pectos que haya que incluir (clases, propiedades, relaciones, etc.). Una vez
terminado el proceso de análisis, se procede con la fase de implementación del
modelo, de acuerdo a las soluciones planteadas en la fase de abstracción.
Aparte de la búsqueda, otro aspecto importante es la evaluación de las
ontologías. Brank et al. [37] hacen un resumen de las diversas técnicas para
la evaluación de ontologías. Vrandecic [270] propone un marco de trabajo con
diversos criterios sobre ciertas características para medir la calidad de una
ontología, principalmente para incrementar la disponiblidad de las intologías
(reutilización), y disminuir los costos de mantenimiento. La propuesta de En-
gel et al. [61], también propone un mecanismo para evaluar las ontologías a
partir de un conjunto de palabras clave definidas, que pueden asociarse con
las ontologías encontradas. Obrst [211] discute algunas estrategias y enfoques
para la evaluación de las ontologías desde un punto de vista semántico. Princi-
palmente propone el cálculo de la distancia semántica y la similitud semántica,
dos medidas utilizadas en la teoría de grafos para interpretar el significado de
la relación entre dos nodos.
Una de las metodologías más conocidas para la evaluación de ontologías
es Ontoclean [120, 121]. Ontoclean se basa en la definición de ciertas meta-
propiedades que se asignan a las clases, con el objetivo de proporcionar un
mecanismo para poder interpretar el valor semántico de los conceptos. Lozano-
Tello y Gómez-Pérez [187] proponen un método para seleccionar la ontología
más apropiada para reutilización. Esta metodología llamada Ontometric, se
basa en tres conceptos para la selección de una ontología: el contenido, la
profundidad máxima en la jerarquía y el camino más largo hacia una clase. Los
autores de Ontometric establecen que una buena práctica es que las instancias
de las clases deberían ubicarse en los niveles inferiores de la jerarquía, ya que
los niveles superiores corresponden a conceptos más abstractos.
Cuenca et al. [114] proponen un conjunto de tareas relevantes para la re-
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utilización modular de ontologías. Esta propuesta define diversos conceptos
como extensión conservativa, seguridad y módulo, aplicados a las clases de una
ontología representada en un lenguaje basado en lógica. Estos autores tam-
bién proponen una serie de algoritmos para las tareas de modularización y
segmentación de los modelos ontológicos.
Otros procesos asociados con la reutilización, son la mezcla, el mapeo y la
alineación de ontologías. Por un lado, la mezcla de varias ontologías, termina
con una sola ontología coherente, mientras que la alineación establece ligas
entre los conceptos que son equivalentes [124]. El mapeo de ontologías se pre-
senta en ambientes distribuidos como la Web Semántica, en donde es necesario
hacer accesibles las ontologías a múltiples aplicaciones, por medio de una capa
común con estas ontologías [152].
4.4. Problemática visual de las herramientas
Como se ha descrito en el capítulo 3, el uso del lenguaje visual para la
representación de conocimiento y, especialmente de ontologías [43, 44], facilita
los procesos de modelado, análisis y astracción de conocimiento. Para abordar
la discusión de la problemática en las herramientas desde el punto de vista
de las visualizaciones, estas se agrupan de acuerdo a la clasificación hecha por
Katifori et al. [159], en la que no se consideran los editores basados en texto,
ni tampoco aquellos basados en el navegador web, ya que estas herramientas
no proveen mecanismos de interacción visual.
Esta clasificación se divide en seis categorías, de acuerdo a las diferentes
características de la presentación, interacción, técnicas, funcionalidad soporta-
da o el número de dimensiones; sin embargo, la mayoría de las herramientas
pueden pertenecer a más de una categoría. Estos seis grupos corresponden a:
las listas jerárquicas, los grafos, las herramientas con técnicas de zoom, las que
utilizan técnicas que cubren todo el espacio posible, las que utilizan la técni-
ca de Foco+Contexto (descrita en la sección 3.2.2.2), y aquellas basadas en el
uso de tecnología tridimensional. Otras categorías que pueden incluirse en esta
clasificación, que no fueron consideradas, son por un lado, las herramientas
que se basan en el uso de UML para visualizar y modelar ontologías, y las
que se basan en el uso de mapas conceptuales. Al añadir estas dos últimas
nuevas categorías, resultan un total de ocho categorías posibles, que se listan
a continuación, así como las herramientas que pertenecen a cada una de ellas,
las cuales han sido previamente descritas en la sección 2.3.4:
Listas jerárquicas.- Las listas son representaciones enfocadas en repre-
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sentar jerarquías. Esta técnica la utilizan la gran mayoría de las he-
rramientas, como Protégé, OntoEdit, Kaon, OntoStudio, NeOn Toolkit,
SWOOP, SemanticWorks, TopBraid Composer, HOZO y OWLSight.
Grafos dirigidos.- Esta categoría representa a las ontologías como un con-
junto de nodos interconectados por aristas. Estas aristas definen un senti-
do semántico (origen-destino), en el que la relación debería interpretarse.
Las herramientas clasificadas en esta categoría son OntoViz, OntoSphere,
TopBraid Composer, OntoStudio, Neon Toolkit, OntoTrack, Dmitrieva
y Jambalaya.
Técnicas de zoom.- Esta categoría contiene a todas las herramientas que
implementan la funcionalidad de zoom para analizar los detalles de los
elementos en la visualización. Las principales herramientas en esta cate-
goría son Jambalaya, OntoTrack y SWOOP.
Técnicas que cubren todo el espacio.- Esta categoría incluye todas aque-
llas técnicas que se basan en el concepto de utilizar todo el espacio posi-
ble de la pantalla, dividiéndolo entre todas las clases. Los treemaps, una
técnica de visualización que se basa en la definición de las jerarquías a
través de rectángulos anidados, se describe a detalle en la sección 5.2.3,
representan la principal visualización en esta categoria, y Jambalaya la
principal herramienta que los implementa.
Foco+Contexto.- Esta categoría abarca todas las herramientas que imple-
mentan la técnica de Foco+Contexto [242, 175, 129], que se ha descrito
en la sección 3.2.2.2. TGVizTab [3], es la principal herramienta en esta
categoria.
Representaciones 3D.- Esta categoría se refiere a todas las visualizaciones
basadas en el uso de representaciones tridimensionales. OntoSphere [35]
representa la principal propuesta en esta categoría, aunque la herramien-
ta de visualización propuesta por Dmitrieva y Verbeek también utiliza
representaciones tridimensionales basadas en geometrías hiperbólicas.
UML.- Esta categoría incluye aquellas herramientas que utilizan diagra-
mas de clases UML para representar tanto la taxonomía del modelo de
ontologías, como las relaciones entre los conceptos. TopBraid Composer
e IODT son las principales herramientas en esta categoría.
Mapas Conceptuales.- Esta categoría define a las herramientas que se
basan en el uso de los mapas conceptuales para visualizar o modelar
Ontologías, entre las que destaca SemanticWorks.
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Algunas de estas herramientas se limitan a la representación visual de los
modelos ontológicos como parte de un proceso de análisis, como TgVizTab
(Figura 2.7), OntoSphere o Jambalaya (Figura 4.6). Algunas otras son más
completas, y poseen capacidades de modelado como TopBraidComposer (Figu-
ra 2.5), SemanticWorks (Figura 2.4), OntoStudio (Figura 4.3) o NeOn Toolkit
(Figura 4.5).
Sin embargo, la representación visual de modelos ontológicos es un área
de investigación que todavía puede enriquecerse, ya que permanece el uso de
esquemas o técnicas que han quedado completamente obsoletas y no permiten
el desarrollo eficiente de los procesos de Ingeniería de Ontologías. A pesar de
la diversa gama de herramientas propuestas, ninguna ha logrado conseguir
hacer que los procesos de modelado, visualización y análisis de ontologías sean
intuitivos y relativamente fáciles de realizar.
Las causas son diversas: la primera y más común en casi todas las herra-
mientas, es la saturación de la información y de elementos visuales en las re-
presentaciones, también la poca expresividad visual y algunos otros problemas
como la pérdida del contexto de navegación y mecanismos pobres de interac-
ción con el usuario. Cada uno de estos problemas se describen en detalle en los
siguiente párrafos.
El problema de la saturación de elementos visuales se debe primeramente
a que la estrategia empleada por la mayoría de las herramientas ha sido la de
representar toda la información, o al menos la mayor parte de ella en la mis-
ma visualización, lo que provoca que la cantidad de elementos visuales crezca
de forma considerable, e impide al usuario el poder abstraer conocimiento. El
proceso de abstracción en el cerebro humano no puede desarrollarse eficiente-
mente cuando hay demasiada información. El resultado es que el usuario no es
capaz de procesar tal cantidad de información, lo que resulta en una ineficiente
e inútil representación.
Este problema se presenta en las herramientas que se basan en el uso de
grafos dirigidos y diagramas de clase UML, como OntoViz, OntoSphere, On-
toStudio, Neon Toolkit, Jambalaya (Figura 4.6), OntoTrack y TopBraid Com-
poser (Figura 2.5) principalmente. También las visualizaciones basadas en ma-
pas conceptuales, como el caso de Semantic Works (Figura 2.4) tienen este
problema, y más aún, esta herramienta presenta la desventaja de la redundan-
cia de información, esto es, información duplicada de forma innecesaria, lo que
agrava todavía más esta problemática.
La saturación de información se ilustra en la Figura 4.5 con la herramienta
NeOn Toolkit, y también en la Figura 2.7 con la herramienta TgVizTab. El
elevado número de arcos (relaciones) así como el número de cruces entre estos,
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Figura 4.5: La herramienta NeOn Toolkit, en donde la saturación de los ele-
mentos no permite el análisis adecuado del modelo ontológico.
hace prácticamente imposible comprender qué nodos se relacionan con qué
otros nodos. Es evidente que estas herramientas no permiten un desarrollo
eficiente de los procesos de la Ingeniería de Ontologías, ya que la representación
visual está saturada de elementos, lo que hace muy difícil al usuario el poder
entender el dominio modelado, y en consecuencia, complica en demasía el poder
realizar los diversos procesos de creación, gestión, análisis o reutilización.
Otro de los problemas con las herramientas, es la poca o nula expresividad
visual. Una de las variables visuales descritas en la sección 3.1.1, es la ubicación,
que se refiere a la distribución física de los elementos visuales en el plano
dimensional (ejemplificado en la Figura 3.6). Como se puede observar en las
Figuras 2.7, 4.5 y 4.6, los elementos carecen de una distribución física en el
plano dimensional, lo que dificulta que el usuario pueda crear un mapa mental
adecuado. Esta distribución física se refiere a la disposición de los elementos
en la pantalla, según algún criterio estructural o geométrico.
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Figura 4.6: Una vista de la herramienta Jambalaya, un plugin de Protégé, en
donde los elementos visuales no tienen una distribución física sobre el espacio
dimensional.
La distribución aleatoria de los elementos, como se muestra en la Figura
4.6, dificulta al usuario, primero, poder localizar un elemento específico en la
visualización y, segundo, poder crear un mapa mental de la representación vi-
sual; esta situación ha sido descrita en la Figura 3.6 de la sección 3.2.2.4. El
problema de la distribución de los elementos visuales se presenta principal-
mente en las herramientas basadas en grafos dirigidos y en diagramas de clases
UML. Es un problema muy relacionado con el problema descrito anteriormente
de la saturación de las visualizaciones.
Existen diversas soluciones al problema de la distribución de elementos
en un plano bi-dimensional. Una de estas soluciones es la definición de agru-
pamientos o clusters, que consiste en colocar diversos elementos relaciona-
dos en una agrupación, lo que evita el uso de aristas para indicar relaciones
[13, 228, 206]. Para el caso específico de la visualización de ontologías, el uso
de una solución basada en agrupaciones, generaría una visualización con inter-
secciones entre estas, como se describe en [232].
Un ejemplo de una de estas soluciones basada en agrupaciones es Auto-
Focus2, una herramienta para realizar búsquedas semánticas sobre los docu-
mentos almacenados en un ordenador. AutoFocus utiliza una ontología para
clasificar los documentos de acuerdo a diversos criterios, como el tipo, la fecha,
el tamaño entre otros. También realiza un análisis de los elementos en el equipo
2http://www.aduna-software.com/
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Figura 4.7: AutoFocus utiliza una visualización basada en agrupaciones, para
la representación de los resultados de búsquedas semánticas sobre documentos,
previamente indexados y clasificados.
del usuario, indexa todos esos documentos y los clasifica. La Figura 4.7 mues-
tra una vista de la herramienta, en la que se representan seis agrupaciones de
acuerdo a los tipos de datos. En este ejemplo en específico se representan los
documentos HTML, las imágenes, los archivos fuentes de Java, los archivos
compilados y achivos en texto plano.
Como se puede apreciar en la Figura 4.7, la representación de elementos
relacionados mediante el uso de agrupaciones mejora considerablemente con
respecto al uso de grafos, ya que resultan intuitivas para el usuario, las rela-
ciones existentes entre los elementos, sin la necesidad de utilizar aristas que
saturan la visualización. Como se puede apreciar en la Figura 4.7, se han repre-
sentado un total de setecientos cinco elementos, de una forma bastante clara e
intuitiva para el usuario, en contraste a la visualización resultante de un grafo
con la misma cantidad de elementos.
Otra solución bastante común es la distribución circular también denomi-
nada radial, en la que los elementos se colocan formando una circunferencia, o
incluso con formas geométricas más complejas como figuras en el plano hiper-
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bólico3 [166, 242]. Una solución bastante eficiente a un problema similar, pero
en el área de Ingeniería de Software, utiliza una distribución radial de los ele-
mentos para representar a las clases de un sistema de software, y las relaciones
entre estas [135].
Un tercer problema se refiere a la pérdida del contexto de navegación. El
flujo de navegación sobre diversas visualizaciones define una trayectoria, que
el usuario recorre para llegar desde una fase inicial hacia una determinada fase
final [175]. Es importante que el usuario sea consciente en todo momento de la
fase en la que está ubicado dentro de esta trayectoria, así como las fases que ha
realizado, y cuáles más le restan por realizar. En dependencia de la naturaleza
de las visualizaciones, el problema de la pérdida del contexto perjudica en un
grado mayor o menor.
Figura 4.8: (a) Un diagrama de estados con el flujo de navegación completo.
(b) Un diagrama de estados sin el flujo de navegación (pérdida del contexto).
(c) La selección de un elemento con el contexto completo. (d) La selección del
mismo elemento que en (c) pero sin el contexto.
Una analogía para comprender el flujo de navegación sería un diagrama
de estados como el que se muestra en la Figura 4.8 (a), en el que el contexto
permanece, así como el flujo de navegación completo. En cada uno de los
estados siempre se conocen los estados anteriores y los posteriores hasta llegar
al estado final (todo el recorrido). Por el contrario, la pérdida del contexto
ocasiona que el usuario no sepa exactamente de donde viene y adonde va,
como se ilustra con el diagrama de la Figura 4.8 (b).
La pérdida del contexto de navegación provoca que el usuario también
pierda el contexto mental dentro del análisis de una representación visual [242,
129]. Cuando un usuario navega a través de diferentes vistas o visualizaciones
generalmente sigue un flujo definido, que puede ser desde una vista muy general
a una vista muy particular. Si el cambio entre las vistas se produce de manera
brusca y repentina, el usuario mentalmente tiene que cambiar la percepción del
modelo que intenta procesar, y este cambio puede representar que se pierda la
3El plano hiperbólico es una abstracción matemática, que puede mapearse de forma nat-
ural en un plano euclideano
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idea de la navegación, las fases previas a la actual y como regresar a la anterior
vista.
La Figura 4.8 (c) muestra un elemento enfocado, en el que se conserva
el contexto completo de la visualización, en este ejemplo se puede distinguir
claramente una pared de ladrillos. Por otro lado, la Figura 4.8 (d) muestra
el mismo elemento seleccionado pero sin el contexto completo, en este ejem-
plo específico, no es claro lo que representa el detalle en relación al contexto
completo.
Un caso muy específico de pérdida del contexto visual, lo presenta Semantic
Works, como se muestra en la Figura 2.4. Los diagramas creados por Semantic
Works contienen información duplicada. Esta solución de información redun-
dante es considerablemente ineficiente para un esquema de modelado visual,
ya que la misma estructura del diagrama puede duplicarse o representarse una
cantidad indefinida de veces, lo que resulta en una pérdida del contexto visual
y, en consecuencia, también mental. Esta herramienta permite a los usuarios
navegar entre los componentes visuales, al expandir u ocultar dichos elementos.
Al expandir el mismo elemento más de una vez, se producen diversos caminos
iguales por los que el usuario puede transitar, en una especie de laberinto de
opciones idénticas.
Otro caso de pérdida del contexto se presenta con las herramientas que uti-
lizan técnicas de zoom. Un claro ejemplo es OntoTrack, una herramienta que
despliega una visualización saturada de información, y que implementa una
técnica de zoom para enfocar una parte de la visualización. La solución adop-
tada por esta herramienta es colocar una visualización pequeña con el contexto
global es la esquina superior de la pantalla. Esta solución intenta corregir el
problema de la pérdida del contexto, sin embargo, no es una solución eficiente,
ya que representa dos escenarios diferentes que el usuario tiene que analizar.
Por un lado, una jerarquía muy pequeña que no es claramente distinguible y,
por otro lado, una parte de esa jerarquía magnificada, que puede no llegar a
ser tan clara para ontologías con algunos centenares o millares de elementos.
Esta solución funciona para jerarquías pequeñas, pero para grandes jerarquías
presenta la limitante del reducido tamaño de la ventana con el contexto.
Otro caso de pérdida del contexto se presenta con el uso de listas jerárquicas
para representar la taxonomía de los conceptos de una ontología. La gran ma-
yoría de las herramientas han adoptado a las listas como la forma de represen-
tación de las jerarquías de clases.
La Figura 4.9 muestra el uso de estas listas jerárquicas en tres diferentes
herramientas, Protégé, OntoStudio y SWOOP. Claramente se puede apreciar
que, para alguna clase específica en la jerarquía, no se tiene el contexto de
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Figura 4.9: Tres diferentes herramientas que utilizan listas jerárquicas:
(a)Protégé, (b) OntoStudio y (c) SWOOP. Esta técnica falla principalmente
porque no despliega la jerarquía completa de superclases, para una clase que
se haya seleccionado.
cuáles son sus superclases; esto es un aspecto fundamental cuando se representa
una jerarquía. El principal objetivo de una representación jerárquica, es sin
duda el poder conocer la jerarquía de cualquier concepto. Como se muestra
en las Figuras 4.9 (a), 4.9 (b) y 4.9 (c), el campo visual que se tiene no es
suficiente para la representación de toda la jerarquía de un cierto concepto o
clase. Por otro lado, la búsqueda de alguna clase en específico también resulta
bastante compleja, ya que el modelo de navegación sobre las listas para grandes
jerarquías, resulta confuso.
Existen diversas soluciones al problema de la representación de jerarquías,
especialmente aquellas de gran tamaño. Las primeras soluciones propuestas,
estaban basadas principalmente en el uso de grafos, distribuciones radiales o
circulares [178, 9]. RINGS [257] es una propuesta que se basa en el uso de geo-
metría hiperbólica para visualizar grandes jerarquías. Esta técnica aprovecha
mejor el espacio visual, en comparación con otras propuestas como el Hy-
perbolic Browser [177]. También implementa mecanismos de interacción como
animaciones, una escala de colores para indicar profundidad o resaltar elemen-
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tos seleccionados. El principal problema de este tipo de soluciones basadas en
grafos, es que para jerarquías muy profundas, los niveles inferiores no son fácil-
mente navegables, ni su representación es intuitiva. Para corregir esta situación,
se tienen que implementar robustos mecanismos de interacción con el usuario.
Una solución mejor que los grafos, es el uso de una técnica visual llamada
árboles de jerarquías (trees). Su característica principal es que conservan el
modelo de representación basada en el uso de aristas para conectar los nodos,
pero con una distribución física (layout) que permite representar de forma
muy clara la jerarquía [260]. Los árboles de jerarquías, representan una opción
considerablemente mejor para la representación de taxonomías que las listas y
los grafos, ya que la distribución de los elementos mejora la percepción visual
de los usuarios, y facilita el entendimiento de los niveles en la estructura.
Figura 4.10: Los árboles de jerarquías representan una solución exitosa a la
problemática de la representación de grandes jerarquías.
La Figura 4.10 muestra un ejemplo de un árbol de jerarquías4, en el que se
4http://prefuse.org/gallery/treeview/
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clasifican diferentes áreas de conocimiento. Una de las principales característi-
cas y ventajas de esta técnica sobre las listas, es que requiere la asignación de
una mayor cantidad del espacio visual disponible. Este requisito de demanda
de espacio físico tiene que compensarse con la implementación de capacidades
de interacción con el usuario bastante robustas, principalmente para mostrar
u ocultar elementos y ramas completas de la jerarquía.
Una de las aplicaciones de los árboles de jerarquías es el proyecto Space-
Tree [220, 180], una aplicación basada en árboles para representar grandes
jerarquías, con mejores resultados que el uso de grafos [223].
Figura 4.11: Una técnica visual para la representación de grandes jerarquías es
el treemap, en este caso se ilustra una vista de la aplicación PhotoMesa.
Otra solución al problema de representación de grandes jerarquías es el uso
de una técnica visual conocida como treemap [24]. Los treemaps son una técnica
de visualización que aprovecha todo el espacio visual disponible en el plano
dimensional [151]. Se basan en la representación de mapas rectangulares en
dos dimensiones, en donde los niveles inferiores se representan como elementos
internos dentro de los mapas de nivel superior, y en los que básicamente se
tienen dos variables: por un lado, el área de los mapas rectangulares y por
otro lado el color de estos. La técnica de treemap divide el área visual en una
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secuencia anidada de rectángulos, cuyas áreas corresponden a un atributo del
conjunto de datos, en donde se combinan aspectos de los diagramas de Venn-
Euler, con los típicos diagramas de tarta [38].
La Figura 4.11 muestra una vista general de un treemap, para una apli-
cación que muestra fotografías, llamada PhotoMesa5, en donde los niveles su-
periores de la jerarquía representan la clasificación de las fotografías de acuerdo
al lugar o la fecha en la que fueron tomadas, mientras que los niveles inferio-
res, en este caso en particular, son las propias fotografías, pero en otros casos
resultarán ser un mapa rectangular simplemente con algún color de fondo.
Los treemaps han demostrado ser una solución muy eficiente al problema
de la representación de grandes jerarquías [24], ya que se han empleado en
diferentes áreas de investigación que requieren la visualización de grandes can-
tidades de información, como la bioinformática [18], las finanzas [6], la genética
[17], entre otras.
SequoiaView6 es otra propuesta que utiliza los llamados cushion treemaps
[279, 38], para mostrar una vista del disco duro, que incluyen todas las unidades
y los archivos. Los cushion treemaps difieren de la propuesta original, en que los
elementos del treemap tienen una variante en cuanto a la tonalidad, iluminación
o la textura. Esta variación permite representar más información en la vista,
ya que aparte del color se agrega una nueva variable que es la textura.
Otra de la problemática con las herramientas, es la falta de mecanismos de
interacción robustos. Un ejemplo de esta falta de mecanismos, se presenta con
el manejo de focos y contextos para resaltar determinados elementos del resto,
como se ha explicado en la sección 3.2.2.2. Un ejemplo de esta problemática se
ilustra en la Figura 4.6 con la herramienta Jambalaya, en donde hay una se-
lección de un elemento visual, y el manejo del foco y el contexto es deficiente.
En consecuencia, no resulta suficientemente claro, cuál es el elemento selec-
cionado, ni tampoco cuáles son los elementos relacionados con este elemento
seleccionado.
Esta visualización de la Figura 4.6 mejoraría considerablemente si se apli-
cara la técnica de opacidad sobre los elementos que no se prentenden resaltar.
El difuminado o la opacidad para la definición de planos o contextos es otra
de las variables visuales de la que no se han aprovechado las herramientas. El
uso de esta técnica permite definir diversos planos focales, lo que mejora con-
siderablemente la interacción y el proceso cognitivo del usuario durante una
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las herramientas que se basan en el uso de grafos.
Otro ejemplo de la falta de mecanismos de interacción se presenta con las
herramientas que utilizan todo el espacio posible de visualización, especial-
mente con los treemaps. Como se ha mencionado previamente, los treemaps
representan una solución eficiente para la representación de grandes jerarquías
[17, 151], especialmente en amplitud. Sin embargo, la propuesta original de los
treemaps resulta menos eficiente para jerarquías grandes en profundidad, ya
que los niveles internos pueden llegar a ser casi imperceptibles durante una
fase de análisis.
Una solución a esta problemática se describe en [236], y consiste en la pro-
puesta de treemaps con pocos niveles de profundidad (tres o cuatro máximo),
y la representación de los restantes niveles internos con un color de densidad,
que varía en tonalidad de colores claros a obscuros, en donde los colores más
oscuros indican mayor presencia de elementos en los niveles internos. Esta solu-
ción de densidad proporciona al usuario una idea de la población en los niveles
inferiores, sin embargo, no permite un análisis más detallado de estos niveles.
Blanch y Lécolinet [30, 31] han propuesto proveer a los treemaps con la
capacidad para implementar la técnica de zoom, sobre los elementos que pueden
llegar a ser imperceptibles dentro de la jerarquía, aquellos localizados en niveles
inferiores del treemap. Esta propuesta ofrece una buena solución al problema,
excepto por el inconveniente de que al desarrollar la técnica de zoom, el contexto
general se pierde, situación que no es deseable en el caso de las ontologías.
El problema de interacción en estos casos se debe principalmente a la natu-
raleza estática de cierto tipo de visualizaciones, como el caso de los treemaps,
los grafos dirigidos, los mapas conceptuales o los diagramas de clase UML. Al-
gunas soluciones se han implementado para hacer estas visualizaciones menos
estáticas, como en el caso de OntoTrack y Semantic Works, que tienen imple-
mentada una funcionalidad para expander y contraer ramas o caminos com-
pletos del gráfico en el caso de OntoTrack, o del mapa conceptual en el caso de
Semantic Works. Esta interacción intenta resolver de alguna manera, el pro-
blema de la saturación visual de elementos en las visualizaciones, sin llegar a
ser una solución suficiente.
Las herramientas basadas en el uso de técnicas de zoom, implementan me-
canismos de interacción, al igual que las herramientas que utilizan listas. Sin
embargo, ambos grupos de herramientas comparten la problemática de la pér-
dida del contexto, como se ha descrito previamente.
Sin duda alguna, y como consecuencia de su propia naturaleza, las re-
presentaciones tridimensionales son las visualizaciones que implementan los
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mejores mecanismos de interacción con el usuario. En contraste, la escalabil-
idad representa su principal desventaja, ya que la demanda de recursos de
procesamiento y memoria afecta el desempeño de estas herramientas cuando
los modelos ontológicos son grandes. Estas representaciones también presentan
el inconveniente de la saturación de elementos para representaciones mediana-
mente grandes de elementos visuales, así como el problema de la oclusión de
los elementos, según el punto de vista elegido.
La Tabla 4.1 hace un resumen de las herramientas que implementan técni-
cas de visualización, así como la principal problemática, como se ha descrito
en párrafos que anteceden.




redundancia de información y




saturación de información y







saturación de información y
pérdida del contexto de nave-
gación




pérdida del contexto y pobre
interacción
NeOn Toolkit listas jerárquicas
y grafos dirigidos
saturación de información y
pérdida del contexto de nave-
gación
OntoEdit listas jerárquicas pérdida del contexto de nave-
gación
OntoTrack grafos dirigidos y
técnicas de zoom
saturación de información
Protégé grafos dirigidos y
listas jerárquicas
saturación de información y
pérdida del contexto de nave-
gación
OntoSphere tridimensional escalabilidad para representar
grandes modelos ontológicos
Dmitrieva grafos y tridimen-
sional
escalabilidad y saturación de
información
Tabla: 4.1: Resumen de la problemática de las herramientas que implementan
técnicas de visualización, de acuerdo a la clasificación establecida.
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4.5. Conclusiones
Las metodologías representan un mecanismo fundamental para desarrollar
los procesos de gestión del ciclo de vida de las ontologías. De todas las propues-
tas analizadas destacan dos de ellas principalmente: por un lado Methontology,
y DOGMA. Methontology propone una serie de flujos de trabajo y actividades
basadas en el modelo iterativo de desarrollo de software, pero aplicadas a los
procesos para la creación de ontologías. También define las tareas básicas, prin-
cipalmente para la creación de ontologías, por lo que ha servido como base para
un conjunto de otras metodologías que han propuesto algunas innovaciones con
respecto a esta.
Por otro lado, DOGMA es una propuesta de metodología enfocada com-
pletamente a fomentar la reutilización de ontologías. Define la forma en que
los diseños ontológicos pueden resultar altamente reutilizables. Principalmente,
mediante la definición de diversos submodelos, que parten de niveles más altos
de abstracción hacia niveles más específicos del dominio de aplicación que se
modela. Esta estrategia permite que los submodelos más abstractos puedan
reutilizarse en diferentes dominios de aplicación. La reutilización de ontologías
representa uno de los hitos principales de la Ingeniería de Ontologías, por lo
que todos los diseños ontológicos deberían cumplir el precepto de ser altamente
reutilizables.
Como se ha descrito previamente, no existe una metodología estándar para
los procesos de la Ingeniería de Ontologías, sino más bien un conjunto de di-
versas propuestas, de las que se tiene poco soporte para el desarrollo de las
actividades definidas en estas. Como resultado de esta falta de procesos es-
tandarizados se tienen diseños de modelos ontológicos que resultan en la crea-
ción de ontologías con baja calidad, difíciles de actualizar, reutilizar e incluso
con inconsistencias. En consecuencia, los diversos procesos involucrados en el
ciclo de vida de las ontologías, se complican en demasía. Esto se debe a que,
la gran mayoría de las veces, los diseños ontológicos son resultado de la propia
experiencia, capacidad y conocimiento del diseñador, lo que no siempre resulta
ser la mejor opción.
Para lograr sistemas altamente reutilizables, el lenguaje de implementación
juega un papel muy importante, ya que los nuevos diseños de sistemas semán-
ticos, tienen la tendencia a utilizar las más recientes especificaciones de lengua-
jes. Es justo en este aspecto en donde OWL toma ventaja sobre el resto de
los lenguajes, ya que agrupa todas las ventajas de los lenguajes antecesores,
y además representa un esfuerzo por estandarizar un lenguaje para las apli-
caciones de Web Semántica y los sistemas de representación de conocimiento.
Al ser una recomendación, su uso debería adoptarse como un estándar para
4.5. Conclusiones 97
subsecuentes desarrollos de sistemas ontológicos.
Desde el punto de vista del análisis de un modelo ontológico es importante
contar con métricas basadas en la semántica de las ontologías, y no solo en la
estructura. Estas métricas requieren una interpretación por parte del usuario,
ya que representan más que una simple medida o la estimación de algún valor.
También resultaría muy útil el diseño de representaciones visuales que apoyaran
al usuario en el análisis y, sobre todo, en la interpretación semántica de este
tipo de métricas. Una fase de análisis bien implementada resulta crucial para la
reutilización, ya que facilita la evaluación de los modelos ontológicos, e incide
directamente sobre la toma de decisiones.
Un aspecto fundamental que ha abordado este capítulo es la problemáti-
ca de las herramientas de creación, modelado y visualización de ontologías.
La gran mayoría de las herramientas han tomado como base Protégé para
el diseño de sus visualizaciones, por lo que estas comparten prácticamente la
misma problemática. Los editores de ontologías basados en el uso de los nave-
gadores web, no implementan mecanismos de interacción visual, por lo que no
se consideran como herramientas robustas para el desarrollo de la Ingeniería
de Ontologías, desde la pespectiva del usuario como centro de los procesos de
creación, gestión, análisis o reutilización.
En general, se han identificado cuatro problemas principales: la saturación
de información, la pobre expresividad visual, la pérdida del contexto de nave-
gación y la falta de mecanismos de interacción con el usuario. De acuerdo a
la clasificación que se ha hecho de las herramientas, la problemática detectada
más recurrentemente es la saturación de información y la pérdida del contexto.
Los mecanismos de interacción con el usuario también suelen ser muy escasos
en las herramientas actuales. Estos mecanismos representan un aspecto crucial,
ya que permiten al usuario mejorar considerablemente su proceso de abstrac-
ción sobre los modelos ontológicos, lo que representa el principal objetivo de las




Modelo propuesto para la
gestión de ontologías
El capítulo 4 ha discutido el estado del arte y también ha descrito la pro-
blemática más común para el desarrollo de los procesos involucrados en el
ciclo de vida de las ontologías. Por un lado, la falta de una estandarización en
cuanto a las metodologías que soportan estos procesos, lo que provoca que la
calidad de los diseños de los modelos ontológicos dependa en gran medida de
la experiencia de los diseñadores, ya que no hay procesos, flujos de trabajo y
actividades claramente definidas. La solución adoptada por los diseñadores se
basa directamente en el conocimiento de esta diversidad de metodologías, y en
su propia capacidad para discernir las actividades a desarrollar en cada uno de
los procesos. Esto trae como principal consecuencia, diseños poco reutilizables.
Por otro lado, también se ha descrito la problemática involucrada con las
herramientas de visualización y modelado de ontologías. Básicamente, se han
identificado cuatro problemas principales: la saturación de información, la po-
bre expresividad visual, la pérdida del contexto de navegación y la falta de
mecanismos de interacción robustos con el usuario.
Este capítulo se enfoca en la propuesta de soluciones específicas a toda
esta problemática. La primera parte describe la propuesta de diversos flujos
de trabajo y actividades definidas con el objetivo de mejorar la eficiencia de
los procesos del ciclo de vida de las ontologías (creación, gestión, análisis y
reutilización).
Estos flujos de trabajo se han definido tomando en consideración las prin-
cipales metodologías existentes, y se han planteado desde la perspectiva de los
procesos de análisis desarrollados en el área de la Analítica Visual. La filosofía
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detrás de los procesos en Analítica Visual es que todas las herramientas, ac-
tividades y flujos de trabajo se definen bajo el principio de que el usuario es el
elemento principal, por lo que se centran completamente en el aprovechamiento
de sus capacidades cognitivas.
La segunda parte del capítulo describe las soluciones que soportan todas
las tareas definidas en estos flujos de trabajo, basadas principalmente en un
enfoque de Analítica Visual e InfoVis. Estas soluciones son diversas técnicas de
visualización e interacción con el usuario, que corrigen la problemática de las
herramientas, descrita previamente. Finalmente, se discuten las conclusiones
del capítulo.
5.1. Flujos de trabajo para el desarrollo de la Inge-
niería de Ontologías
Para la definición de los flujos de trabajo, se han considerado principal-
mente dos metodologías: DOGMA y Methontology. Si se toman en consi-
deración estas propuestas, un enfoque resultante, que considera los aspectos
positivos de ambas, sería el planteamiento de un proceso que permita desa-
rrollar el ciclo de vida de las ontologías, basado en una serie de iteraciones,
en donde en cada iteración se genera un submodelo del modelo ontológico fi-
nal. Las primeras iteraciones, deberían generar submodelos con un alto nivel
de abstracción, para permitir que las iteraciones posteriores generen modelos
ontológicos más específicos.
Esta propuesta se basa en la filosofía detrás de DOGMA, que consiste en la
definición de diversos modelos ontológicos, en donde se comienza desde nive-
les muy generales de abstracción, hasta niveles muy específicos para ciertas
aplicaciones. La propuesta en concreto radica en seguir el enfoque del diseño
iterativo, que comienza con la definición de la ontología base según el esquema
de la metodología DOGMA, y en cada iteración definir los submodelos on-
tológicos más específicos para el dominio de aplicación que se pretende. Esta
estrategia debe permitir aprovechar las ventajas de las dos propuestas. Prin-
cipalmente, se basa en la definición de un esquema general iterativo para la
construcción de los modelos ontológicos, con la finalidad de desarrollar modelos
reutilizables.
Este enfoque debe facilitar la reutilización de los modelos, puesto que para
los nuevos modelos no se tendrían que realizar las primeras iteraciones, sino úni-
camente las últimas, que son las más específicas para determinada aplicación.
De esta forma, el desarrollo de los modelos ontológicos potencia el proceso de
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reutilización y también soporta el desarrollo del ciclo de vida completo de las
ontologías de una forma eficiente.
Los flujos de trabajo para el desarrollo de la Ingeniería de Ontologías,
definen las actividades a realizar por el usuario para cada uno de los procesos
de creación, gestión, análisis y reutilización. Cada uno de estos flujos de trabajo
y actividades, se describen en detalle en las siguientes secciones.
5.1.1. Creación de ontologías
El proceso de creación de ontologías implica el desarrollo de las actividades
descritas en la sección 2.3.1. La primera parte corresponde a una fase de abs-
tracción del dominio del problema y el planteamiento de las soluciones. Después
comienza la propia fase de implementación del modelo ontológico, que comien-
za por la definición de la taxonomía de las clases, seguida por la definición
de las propiedades intrínsecas a las clases, después se crean las propiedades
objeto que representan las relaciones entre las clases y, finalmente, se definen
las instancias, que se corresponden con valores específicos de las clases.
Figura 5.1: Las principales tareas para desarrollar la fase de abstracción del
dominio del problema, durante el proceso de creación de ontologías. Estas
tareas se desarrollan completamente por el diseñador del modelo ontológico.
El proceso de creación se ilustra en el esquema de la Figura 1.3, en donde
la primera fase, denominada abstracción del dominio, se define básicamente
para poder determinar aspectos como el uso, análisis y alcance del dominio
que cubrirá la ontología. Esta fase también incluye el planteamiento de las
soluciones, así como el diseño del modelo ontológico. Se pretende que estas
soluciones consideren el principio de reutilización, y que sigan el proceso itera-
tivo propuesto por la metodología Methontology (descrita en la sección 2.3.1),
en el que se comienza con la definición de una ontología base muy general, y
en cada iteración se construye un submodelo del dominio más específico.
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Mas detalladamente, las tareas básicas a desarrollar durante la primera fase
de abstracción del dominio del problema, se ejemplifican en el esquema de la
Figura 5.1, que a su vez provienen principalmente del esquema propuesto por
Methontology e ilustrado en la Figura 1.2.
Se pretende que esta propuesta siga el enfoque de la metodología DOGMA
[146, 148] (descrita en la sección 2.3.1), en donde el planteamiento de la solución
debe definir primeramente una ontología base con los conceptos más generales,
sin especificar demasiado en el dominio de la aplicación. La última actividad
del esquema de la Figura 5.1, que corresponde a la creación de un modelo
conceptual y su formalización, tiene como principal objetivo, definir el número
de submodelos u ontologías (que debe comenzar con la ontología base) que
formarán el modelo general, así como el número de iteraciones.
Figura 5.2: Las principales tareas para la fase de implementación de ontologías,
dentro de los procesos de creación, gestión y reutilización. Comienza con la
definición de la taxonomía de clases, la definición de las propiedades intrínsecas,
las relaciones entre clases, y finalmente, la implementación de instancias que
definen la base de conocimiento.
Una posible solución para la definición del número de iteraciones sería el
planteamiento de la solución como diversos subdominios en lugar de un único
dominio general. Cada iteración corresponde con la implementación de uno de
los subdominios definidos y, a su vez, cada subdominio debería ser más especí-
fico de la aplicación. Esta estrategia permite definir submodelos ontológicos
orientados a favorecer en gran medida la reutilización.
Una vez definido el planteamiento de las soluciones, el número de itera-
ciones y la especificación de la ontología base, comienza la propia fase de im-
plementación, que se describe en la Figura 5.2, y se desarrolla en un número
de iteraciones o ciclos definidos durante la fase de abstracción. La primera de
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las actividades en esta fase es la definición de la taxonomía de conceptos de
la ontología. Para el caso de la primera iteración, la taxonomía debería in-
cluir conceptos suficientemente generales, mientras que para las subsecuentes
iteraciones, las taxonomías deberían definir conceptos más específicos. Esta ta-
xonomía implica la definición de diversos niveles de clases, organizadas en una
jerarquía.
La segunda actividad del proceso de implementación es la definición de las
propiedades intrínsecas a las clases. Estas propiedades, llamadas datatype pro-
perties, definen la estructura interna que tienen las clases del modelo ontológi-
co. Los tipos de datos más comúnes son valores numéricos enteros, flotantes,
cadenas de caracteres, valores booleanos, de fecha o de hora.
La siguiente actividad del proceso de implementación es la definición del
acoplamiento entre las clases. Este acoplamiento está definido por las propie-
dades objeto, que relacionan clases en el dominio con clases en el rango. Estas
clases, relacionadas entre sí a través de una o varias propiedades objeto, se
consideran como clases acopladas.
Finalmente, se crean las instancias de las clases, que generan la base de
conocimiento. Estas instancias representan objetos con valores específicos para
cada una de las propiedades, lo que garantiza la unicidad de cada instancia.
Como han recomendado algunas metodologías como Ontometric, las instancias
deberían ubicarse mayormente en los niveles inferiores de la taxonomía, ya que
los niveles superiores definen conceptos en un nivel de abstracción mayor, y las
instancias se pretende que sean muy específicas de la base de conocimiento.
Otra tarea descrita por algunos autores como Uschold y King [263] es la
documentación de las ontologías, un aspecto importante para fomentar la re-
utilización. No existe mucho trabajo sobre documentación de ontologías, por
lo que es un campo en el que se pueden realizar aportaciones importantes,
aunque este apartado está fuera del alcance de este trabajo de tesis.
5.1.2. Gestión de ontologías
La gestión de ontologías se refiere al proceso de actualización de los mo-
delos ontológicos previamente creados. Este proceso puede incluir la creación
o modificación de ciertos valores de las instancias, o incluso, cambios más im-
portantes dentro de la estructura propia de la ontología, como las clases o las
propiedades.
El proceso de gestión de un modelo ontológico se describe en el esquema
de la Figura 5.3. Básicamente comienza con un análisis del modelo ontológico
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Figura 5.3: El proceso de gestión de ontologías comienza con una fase de análisis
del modelo ontológico que se quiere actualizar, con el objetivo de hacer un
diagnóstico sobre los cambios exactos que se requieren.
que se pretende modificar. Este análisis se basa en el proceso de análisis y
exploración de datos descrito en el diagrama 3.1 en la sección 3.1.1, basado en
los flujos de trabajo definidos en el área de Analítica Visual. En este caso, los
datos almacenados corresponden al modelo ontológico existente, que se procesa
como entrada a las herramientas de visualización, que permiten al usuario el
análisis del modelo.
El análisis del modelo ontológico existente es una actividad crucial para su
gestión, ya que permite primero, conocer su estado actual y, segundo, continuar
con la fase de abstracción y el planteamiento de las nuevas soluciones. Las
herramientas de visualización soportan, por un lado, el análisis de los datos
mediante la interacción con el usuario y, por otro lado, permiten el modelado
de las nuevas ontologías, esto es, la definición o la modificación del esquema
actual, o de las instancias de la base de conocimiento. Estas visualizaciones
están presentes tanto en la fase de análisis como de implementación o modelado.
Este proceso se describe en detalle en la sección 5.1.3.
Una vez realizado el análisis del actual modelo, la gestión continúa con las
fases de abstracción e implementación, como se ha descrito en la sección 5.1.1,
para los nuevos requerimientos del modelo ontológico.
5.1.3. Análisis de un modelo ontológico
El análisis de una ontología es un proceso crucial cuyo objetivo principal
es la obtención de conocimiento sobre el modelo de datos que se analiza. En
base al conocimiento obtenido sobre el modelo, se podrán tomar decisiones. El
análisis generalmente se desarrolla, ya sea para gestionar un modelo ontológico,
o para realizar un proceso de reutilización. Este proceso debe estar completa-
mente soportado por herramientas que implementan técnicas de visualización
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e interacción con el usuario. Estas técnicas deben estar diseñadas para utilizar
en la mayor medida posible, la capacidad cognitiva del usuario para analizar
un modelo de datos semántico.
El proceso de análisis sigue el enfoque definido en el área de la Analítica
Visual que se muestra en la Figura 3.1 de la sección 3.1.1. Primero, se desarro-
lla una fase de preprocesamiento sobre el modelo ontológico, que puede estar
definido en un archivo de texto o en una base de datos. Este preprocesamiento
permite cargar el modelo y construir las estructuras de datos que alimentan
a las visualizaciones. Una vez que las visualizaciones han sido provistas de
estas estructuras de datos, las representaciones visuales permiten al usuario
comenzar el proceso de análisis del modelo.
Figura 5.4: El proceso de análisis de ontologías define cuatro actividades prin-
cipales: el análisis de la taxonomía de los conceptos, la búsqueda específica de
clases en el modelo, la búsqueda de relaciones y el análisis de las instancias.
La Figura 5.4 muestra el esquema con las principales actividades definidas
para el proceso de análisis de ontologías. Básicamente son cuatro tareas prin-
cipales, una muy general y las tres restantes más específicas. La primera y más
general es el análisis de la taxonomía, ya que implica recorrer la jerarquía de
las clases para hacer una evaluación general de los conceptos definidos en el
modelo ontológico. El análisis se vuelve más especializado cuando el usuario
está interesado en un concepto en particular, es en este momento, cuando se
realiza una búsqueda detallada sobre dicha clase. Una vez encontrada la clase
buscada, el usuario podría estar interesado en inspeccionar sus propiedades
intrínsecas.
Otra actividad en el proceso de análisis es la búsqueda de relaciones especí-
ficas entre los conceptos. El análisis de estas relaciones puede darse desde dos
perspectivas principalmente: primero, ya sea analizar directamente la propie-
dad como el elemento principal; segundo, el análisis de la propiedad pero desde
las clases que pertenecen a su dominio o a su rango. Idealmente, una herra-
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mienta de análisis debería permitir al usuario analizar desde ambos enfoques.
Otra de las actividades básicas para el proceso de análisis se relaciona con
las instancias de clase. El análisis de las instancias de clase, debe permitir al
usuario conocer los valores internos para cada una de sus propiedades. Esta
actividad generalmente comienza con la selección de la clase a partir de la cual
se quieren analizar las instancias, de tal forma que el flujo comienza a partir
de la clase hacia las instancias de esta.
5.1.4. Métricas de evaluación de ontologías
En esta propuesta de tesis se ha definido formalmente un conjunto de métri-
cas que miden el acoplamiento interno de las clases en una ontología [88]. Estas
métricas, se basan en la propuesta de métricas CBO de Chidamber y Kemerer
[45] (descritas en la sección 4.2), pero adaptadas a las ontologías. Por similitud,
estas métricas se han definido como CBE [84] (acrónimo de Coupling Between
Entities), y a diferencia de las métricas de acoplamiento definidas por Orme
et al. (descritas en la sección 2.3.3) que son globales a nivel de la ontología,
las métricas CBE son específicas y se calculan sobre cada una de las clases de
forma individual.
Dado que el acoplamiento entre las clases se da a través de las propiedades
objeto, la dirección de la propiedad juega un papel importante para poder
interpretar la relación de acoplamiento. En términos semánticos, no es lo mismo
que una clase pertenezca al dominio de una propiedad, a que pertenezca al
rango. La dirección lógica de la propiedad se considera en el sentido desde el
dominio hacia el rango, como se ha descrito en la sección 2.1.
La Figura 5.5 ilustra la definición de las métricas de acoplamiento CBE,
desde la perspectiva de la clase A, como la clase que se analiza. La primera
métrica se denomina CBE-out, e indica que la relación es hacia afuera de la
clase que se analiza, o lo que es lo mismo, que la clase pertenece al dominio de
la propiedad. La segunda métrica denominada CBE-in, indica que la relación
es en el sentido hacia la clase que se analiza, o dicho de otra forma, que la
clase que se analiza pertenece al rango de la propiedad. La tercera métrica
denominada SC (acrónimo de self-coupling), indica que la relación es sobre la
misma clase, en otras palabras, que la clase pertenece tanto al dominio como
al rango. La cuarta métrica se denomina CBE-io, e indica un tipo de relación
inversa entre dos clases, esto es, que en un momento una clase puede pertenecer
al dominio pero en otro momento, la misma clase puede pertenecer al rango.
Este tipo de relaciones se han definido para el lenguaje OWL, en donde una
característica lógica es que una propiedad puede ser inversa de otra, como se
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Figura 5.5: Esquema que muestra la definición del acoplamiento en las on-
tologías OWL. La primera métrica CBE-out, indica que la clase se localiza en
el dominio de la relación, mientras que la segunda métrica CBE-in, indica que
la clase se localiza en el rango de la relación. La métrica SC, indica que la clase
está acoplada consigo misma, tanto en el dominio como en el rango. Final-
mente, la métrica CBE-io indica que hay una relación de propiedades inversas
entre dos clases.
ha descrito en la sección 2.1. Finalmente, la quinta métrica pretende calcular
el valor del acoplamiento global de la clase, mediante la suma de los valores
calculados para las métricas anteriores. Las métricas de acoplamiento CBE se
definen a continuación formalmente:
Definiciones:
1. Sea Θ una ontologa OWL
2. Sea Φ el conjunto de propiedades , Φ ∈ Θ
3. Sea C el conjunto de clases , C ∈ Θ
4. ∃ c ∈ C
5. ∃ Υ ⊆ Φ
6. ∃ p y q ∈ Υ
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Métricas:
1. Se define la métrica CBE-out como:
si c ∈ dominio(p) ∀ p ∈ Υ entonces CBE-out = | Υ |
2. Se define la métrica CBE-in como:
si c ∈ rango(p) ∀ p ∈ Υ entonces CBE-in = | Υ |
3. Se define la métrica CBE-io como:
si ∃ p ∈ Υ y q ∈ Υ | p es inversa de q entonces CBE-io =
| Υ | 2
4. Se define la métrica SC como:
si ∃ c ∈ dominio(p) y c ∈ rango(p) ∀ p ∈ Υ entonces SC = | Υ |
5. Se define la métrica CBE como:
CBE = CBE-out + CBE-in + CBE-io + SC
Las métricas CBE permiten analizar individualmente el acoplamiento de
las clases en una ontología, a diferencia del resto de métricas, que analizan las
ontologías en general. Estos valores permiten, por un lado, identificar aquellas
clases que son las más acopladas en el modelo ontológico, esto es, aquellos
conceptos con más relaciones. Este aspecto es importante, ya que generalmente
suele pasar que los conceptos con mayor número de relaciones, corresponden a
aquellos más importantes dentro del modelo ontológico [88, 85].
También se puede hacer una clasificación de las clases, de acuerdo al tipo
de acoplamiento que presentan, ya que desde el punto de vista semántico, no es
lo mismo que una clase contenga únicamente relaciones “de salida”, a que con-
tenga únicamente relaciones “de entrada”. El hecho de que una clase pertenezca
siempre al dominio de todas sus relaciones implica que su papel dentro del mo-
delo ontológico, está más relacionado con un objeto independiente, mientras
que el caso contrario, implicaría un objeto más dependiente. Esta clasificación
vista como una analogía del idioma castellano, sería como identificar un sus-
tantivo y un adjetivo calificativo; el sustantivo representa un individuo real
independiente, mientras que el adjetivo califica o determina al sustantivo.
Un ejemplo de esta clasificación con el modelo ontológico del dominio de los
vinos, descrito en la sección 2.1 y mostrado en la Figura 2.1, sería la clase Wine
y la clase WineGrape. La clase Wine que define el concepto de vino en general,
contiene mayormente relaciones “de salida”, mientras que por el contrario, la
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clase WineGrape que define el concepto del tipo de uva para el vino, contiene
mayormente relaciones “de entrada”, ya que el planteamiento del modelo on-
tológico se centra en los vinos, y las uvas en este caso particular, representan un
concepto que califica al vino. Si por el contrario, el planteamiento del modelo
ontológico se centrara en las frutas para crear vinos, el concepto de uva ten-
dría un significado más independiente, mientras que el concepto de vino sería
más dependiente del concepto de uva. Este ejemplo representa dos perspectivas
diferentes basadas en el significado que tienen los conceptos definidos.
Por otro lado, a partir de estas métricas se puede tener una vista general
del acoplamiento global de una ontología, ya que se pueden detectar todas
aquellas clases con relaciones y aquellas otras que no tienen relaciones, lo que se
interpreta como que están aisladas, semánticamente hablando. En dependencia
del dominio de aplicación, una ontología puede estar acoplada en mayor o en
menor medida. Para calcular el acoplamiento global de una ontología, basta
con calcular el porcentaje de clases acopladas respecto del total de clases en el
modelo. No hay una estimación que indique cuando una ontología está débil
o fuertemente acoplada (análogamente a un sistema de software [133]), por lo
que una futura línea de investigación podría desarrollarse en este sentido.
5.2. Soluciones propuestas
Esta sección se enfoca en plantear soluciones basadas en diversas técnicas de
visualización e interacción para la problemática de las herramientas de mode-
lado y visualización, descrita en la sección 4.4. Esta problemática comprende
cuatro aspectos principales: la saturación de la información y de elementos
visuales en las representaciones, la poca expresividad visual, la pérdida del
contexto de navegación y la falta de mecanismos robustos de interacción con
el usuario.
5.2.1. Saturación de elementos visuales
El problema de la saturación de información en las visualizaciones genera a
su vez una saturación de los elementos visuales que se representan. Una solución
a este problema radica en cambiar el enfoque de la visualización del modelo
ontológico. En lugar de presentar todos los elementos en la misma visualización
(clases, propiedades, relaciones e instancias), como hacen la mayoría de las
herramientas, sería conveniente definir nuevos procesos y flujos de trabajo, en
los que el usuario pueda analizar el modelo en varias fases y, en cada una
de estas, analizar un aspecto específico. Esta solución, primero, evita el tener
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que desplegar demasiada información que el usuario es incapaz de analizar y,
segundo, permite definir un flujo de actividades específico para cada fase del
análisis, de acuerdo al interés del usuario.
Figura 5.6: (a) Muestra un esquema en el que toda la información se muestra
al mismo tiempo, lo que complica en demasía el proceso de abstracción. (b)
Muestra un enfoque diferente, en el que el usuario sigue un flujo de trabajo
definido para ir conociendo parte del sistema modelado.
Las Figuras 5.6 (a) y 5.6 (b) ilustran una analogía de la propuesta de
solución. Por un lado, la Figura 5.6 (a) muestra un esquema en donde toda la
información se muestra al usuario al mismo tiempo, en este caso, se trata de
un bosque lleno de árboles. En este esquema resulta difícil, primero, identificar
toda la información y, segundo, establecer claramente los tipos de elementos
(árboles en el bosque), el número de elementos de cada tipo, etc.
Por otro lado, la Figura 5.6 (b) muestra un enfoque diferente para mostrar
la información, en donde se define un flujo de actividades que permiten al
usuario analizar la información de forma parcial, de acuerdo a sus intereses. A
través del flujo de actividades en las diversas fases, el proceso de abstracción del
conocimiento, se facilita y se evita saturar de información los modelos visuales.
5.2.2. Poca expresividad visual
La expresividad visual se ha definido en la sección 3.1.1 como el número de
variables visuales utilizadas para hacer más eficiente una visualización. Una de
estas variables es la distribución espacial de los elementos en el plano dimen-
sional, un aspecto fundamental en una visualización. La distribución física de
los elementos se utiliza también para proveer información visual. El propósi-
to más común de una distribución de elementos es establecer una relación de
orden entre estos, como se ha ilustrado en la Figura 3.6. Sin embargo, una dis-
tribución eficiente puede proveer mucha más información, como por ejemplo,
relaciones de propiedad, de dependencia o similitudes entre elementos. Es jus-
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to en este aspecto en el que el uso de una distribución física de los elementos,
puede mejorar considerablemente las visualizaciones.
Otro problema con las herramientas visuales es la falta de un manejo ade-
cuado de los planos y los contextos. Este problema se ilustra en la figura 4.6
con la herramienta Jambalaya, ya que al seleccionar uno de los elementos,
la representación de las relaciones de este con otros elementos no resulta lo
suficientemente clara y sencilla. En este caso, las relaciones se muestran co-
mo aristas que unen a los propios elementos relacionados. Para el caso de
la selección de un elemento, las aristas involucradas se vuelven más anchas
para resaltarlas del resto. Sin embargo, esta solución no es suficiente para que
realmente el usuario pueda percibir de forma efectiva cuál es el elemento se-
leccionado, las relaciones de este elemento y los otros elementos relacionados.
Esto se debe principalmente al hecho de que no hay un buen manejo de los
focos, los contextos y los planos visuales.
Una solución a este problema es el uso de otra de las variables visuales
descritas en la sección 3.1.1, que es la opacidad, mediante el difuminado de
elementos para definir contextos. Para el caso de la selección de elementos
en la herramienta Jambalaya mostrada en la Figura 4.6, el difuminado de
los elementos no seleccionados permitiría resaltar mucho más los elementos
que se pretenden mostrar en un primer plano (el elemento seleccionado, sus
relaciones y los elementos relacionados con este). Esta solución ha sido descrita
en la sección 3.2.2.2 relacionada con el Foco+Contexto, una de las técnicas de
interacción definidas en el área de la Analítica Visual.
Otra solución a este mismo problema con la selección de los elementos
visuales, es el uso de la técnica de zoom semántico, descrita en la sección
3.2.2.3. Esta técnica se utiliza justamente en los casos en los que se quiere
seleccionar alguno de los elementos, y destacar información relevante a este,
como pueden ser sus relaciones y los elementos relacionados.
5.2.3. Pérdida del contexto de navegación
La pérdida del contexto de navegación es otra problemática descrita en
la sección 4.4. El principal problema que comparten la gran mayoría de las
herramientas es la pérdida del contexto en la representación de la taxonomía
de conceptos. Esto se debe a que implementan una solución basada en listas,
que como se ha descrito en la sección 4.4, no es una solución eficiente desde el
punto de vista de las visualizaciones.
La sección 4.4 describe dos soluciones al problema de la pérdida del con-
texto para la representación de jerarquías. Básicamente, la principal solución
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radica en el uso de técnicas de visualización especializadas en la representación
de grandes taxonomías de conceptos, como el treemap y los árboles de jerar-
quías. Entre las ventajas en el uso de estas técnicas, se pueden destacar que
aprovechan de una manera eficiente el espacio físico visual disponible, y que
la distribución física (layout) de los elementos resulta bastante intuitiva. Sin
embargo, incluso estas visualizaciones pueden llegar a resultar insuficientes,
por lo que es necesario proporcionarles mecanismos de interacción robustos.
Uno de los mecanismos de interacción que han implementado los árboles
jerárquicos, es la posibilidad de contraer y expander ramas completas de la
taxonomía. Este mecanismo evita la saturación de la vista con elementos vi-
suales que están fuera del alcance del análisis del usuario, ya que este no puede
analizar simultáneamente todas las ramas de la taxonomía.
Otra de las soluciones para la pérdida del contexto es el uso de la técnica de
zoom semántico. Como se ha descrito en la sección 3.2.2.3, esta técnica se utiliza
para desplegar información específica sobre un elemento seleccionado. Todas
las visualizaciones en esta propuesta utilizan el zoom semántico en combinación
con la técnica de Foco+Contexto, en donde el foco del elemento seleccionado
se realiza a través del zoom semántico, y el contexto de la vista permanece
visible.
Esta solución del uso del Foco+Contexto se genera como resultado de la
interacción con una vista general, a partir de la cual, el usuario está interesado
en analizar detalles específicos de alguno de los elementos, por lo que se com-
binan en una sola vista, tanto el contexto de la visualización general, como los
detalles específicos del elemento seleccionado.
5.2.4. Falta de mecanismos de interacción
Otra problemática discutida en la sección 4.4 es la referente a la falta
de mecanismos robustos de interacción con el usuario. Son precisamente los
treemaps un ejemplo de una visualización estática, con poca interacción con el
usuario, especialmente cuando se trata de navegar los niveles inferiores en una
jerarquía profunda. Como se ha descrito, los treemaps representan una solución
eficiente para la representación de grandes jerarquías, sobre todo, jerarquías
grandes en amplitud. Sin embargo, la representación de jerarquías grandes en
profundidad representa una situación más compleja.
El problema radica en llegar a representar clara e intuitivamente los elemen-
tos en los niveles inferiores de la jerarquía. En el caso específico del treemap,
una solución es la posibilidad de recorrer la jerarquía completa desde los nive-
les superiores hasta los niveles inferiores. Esta interacción permite al usuario
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explorar cada nivel, pero también, la visualización debe preservar el contex-
to completo, tanto de los niveles superiores como los inferiores, porque de lo
contrario, sería la misma problemática discutida con las listas jerárquicas.
Esta problemática se ha resuelto con la implementación de un mecanismo
para la navegación a través de los niveles del treemap. Esta solución se describe
a detalle más adelante en la sección 5.3.2.1.
5.3. Soporte a las fases de implementación y análisis
Las secciones 5.1 y 5.2 describen las actividades de los procesos para el
desarrollo del ciclo de vida de ontologías, así como soluciones específicas para
corregir los problemas de las actuales herramientas de visualización y modelado
de ontologías. Esta sección describe los aspectos técnicos más importantes de la
herramienta denominada OWL-VisMod (acrónimo de OWL Visual Modelling
Tool), la propuesta resultado de la investigación de esta tesis. Esta herramienta
soporta los procesos de creación, gestión, análisis y reutilización de los modelos
ontológicos y, más específicamente, todas las actividades de los flujos de trabajo
definidos en las secciones 5.1.1, 5.1.2, 5.1.3 y 5.1.4.
OWL-VisMod es una herramienta de libre distribución1, que tiene como
objetivo principal, gestionar el ciclo de vida de las ontologías OWL. Su diseño
es una capa visual superior sobre Jena2, como se muestra en la Figura 5.7.
OWL-VisMod interactúa con el framework Jena, (responsable de cargar y ad-
ministrar las ontologías), y realiza consultas sobre el modelo ontológico, para
después procesar esta información en sus propias estructuras de datos internas
y, finalmente, visualizarla.
El diseño de OWL-VisMod incluye diferentes visualizaciones y técnicas de
interacción, enfocadas en la corrección de los problemas de saturación de la
información, la poca expresividad visual, la pérdida del contexto de navegación
e implementa mecanismos robustos de interacción con el usuario. Los usuarios
interactúan directamente con las visualizaciones en la capa superior, bajo un
enfoque modelo-vista-controlador. La herramienta se encarga del control de
las vistas de acuerdo a la interacción con el usuario, así como de los datos a
desplegar acorde a la visualización activa.
Por otro lado, también posee funcionalidad para cargar ontologías en línea,
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Figura 5.7: La arquitectura de OWL-VisMod representa una capa superior so-
bre Jena, que se encarga de administrar los modelos ontológicos directamente.
o para cargar modelos desde bases de datos locales o remotas.
5.3.1. Transformación de los datos
Como se ha ilustrado en la Figura 3.1 de la sección 3.1.1, los procesos de
visualización y análisis, conllevan una fase de preprocesamiento y transfor-
mación de los datos. OWL-VisMod desarrolla un proceso de transformación
de los datos originales del modelo ontológico en estructuras de datos propias,
que mejoran el rendimiento de la herramienta durante las fases de análisis e
implementación. A partir de estas estructuras de datos se realizan diversos
cálculos en el momento de cargar las ontologías, por lo que, durante el tiempo
en el que el usuario interactúa con las visualizaciones, algunos valores han sido
previamente calculados, lo que hace más eficiente el proceso de navegación en
la herramienta. La Figura 5.7, que muestra la arquitectura, ilustra la fase de
transformación de los datos, previa a la fase de visualización.
El preprocesamiento de los datos conlleva realizar diversos cálculos previos
al proceso de visualización, lo que implica también un uso de memoria para
almacenar toda esa información. En ocasiones, mucha de la información cal-
culada previamente no se utiliza, lo que implica un manejo poco eficiente de
los recursos. Por otro lado, los cálculos en tiempo real durante la ejecución del
sistema, cuando son muy costosos en tiempo de ejecución, pueden ralentizar el
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esquema de visualización y la interacción con el usuario.
Es importante encontrar un equilibrio entre el preprocesamiento de datos y
los cálculos en tiempo real. La decisión de qué cálculos realizar durante la fase
de preprocesamiento y cuáles más realizar en tiempo real, es un aspecto de-
terminante para el buen rendimiento del sistema. En el caso de OWL-VisMod,
los cálculos en tiempo real implican la ejecución de consultas sobre el modelo
ontológico directamente a través de la biblioteca Jena, lo que añade otro costo
en tiempo y procesamiento.
Al considerar estos aspectos, el diseño de OWL-VisMod contempla el cál-
culo de todas las métricas de las clases, durante la fase de preprocesamiento.
También se procesa la taxonomía de clases, los valores de las propiedades in-
trínsecas y las relaciones de acoplamiento, ya que estos datos se muestran en
visualizaciones más generales, mientras que los cálculos que se llevan a cabo
en tiempo real, corresponden principalmente a toda la información que se des-
pliega en las visualizaciones de zoom semántico, ya que es información muy
específica, resultado de alguna cierta consulta.
5.3.2. Soporte a la fase de implementación
El flujo de trabajo para la fase de implementación4, descrito en la sección
5.1.1 y mostrado en la Figura 5.2, comprende cuatro actividades principales:
la definición de la taxonomía de conceptos, la definición de las propiedades
intrínsecas, la definición de las relaciones de acoplamiento y finalmente, la
implementación de las instancias de las clases.
Para soportar estas actividades, OWL-VisMod incorpora dos grupos prin-
cipales de visualizaciones. El primero de los grupos se enfoca en la imple-
mentación y análisis de la taxonomía de los conceptos, mientras que el segun-
do grupo está basado en el uso del zoom semántico para definir aspectos muy
específicos de las clases, como las propiedades intrínsecas, el acoplamiento y
las instancias. La Figura 5.8 muestra el flujo de trabajo y las actividades para
el proceso de creación de ontologías. Cada actividad tiene asociadas algunas
visualizaciones que soportan su desarrollo con la herramienta OWL-VisMod.
De acuerdo a la propuesta descrita en la sección 5.1.1, se pretende que
este proceso sea iterativo, en donde cada iteración termina con un submodelo
ontológico. Las secciones 5.3.2.1 y 5.3.2.2 describen cada uno de los grupos de
visualizaciones que soportan el proceso de creación de modelos ontológicos con
OWL-VisMod, específicamente en la fase de implementación.
4Este proceso de creación se ilustra con algunas imágenes y vídeos en:
http://www.analiticavisual.com/juan/snapshots.html.
116 5. Modelo propuesto para la gestión de ontologías
Figura 5.8: El flujo de trabajo que define las principales actividades que se de-
sarrollan en el proceso de creación de ontologías. Cada actividad tiene asociadas
algunas herramientas, técnicas o visualizaciones, que soportan su desarrollo.
5.3.2.1. Taxonomía de conceptos
El primero de los grupos está enfocado en modelar y analizar la taxono-
mía de los conceptos, y está formado por los treemaps y los árboles de jerar-
quías. Ambas soluciones se han implementado en OWL-VisMod, ya que han
demostrado en diversas áreas, que son lo suficientemente robustas como para
visualizar eficientemente, grandes jerarquías de conceptos, sin la pérdida del
contexto, como se ha documentado en la sección 5.2.3. Un vídeo que ilustra
todo el procedimiento para crear una clase se encuentra disponible en el sitio
web del proyecto5. Otra ventaja es que son dos técnicas muy intuitivas para el
usuario, lo que le permite fácilmente entender la información que se muestra,
en este caso, una taxonomía de conceptos. La implementación de las dos téc-
nicas permite al usuario analizar la jerarquía de conceptos desde perspectivas
diferentes y complementarias.
Las principales actividades relacionadas con la taxonomía de conceptos son,
5http://www.analiticavisual.com/juan/videos/createClass.avi
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Figura 5.9: Una vista general de una jerarquía de clases, con una una visualiza-
ción treemap en OWL-VisMod. Los cuatro niveles superiores se han colocado
por encima del treemap, el cual ha sido calculado a partir del quinto nivel. Esta
funcionalidad permite recorrer en profundidad todos los niveles internos de la
taxonomía.
por un lado, la búsqueda de conceptos o clases específicas así como la jerarquía
de las superclases de estos conceptos, y por otro lado, la creación de nuevos
conceptos o clases, con lo que se define la taxonomía.
Una de las principales funciones de los treemaps es la representación de
jerarquías, y pueden utilizar dos variables para representar información: el
área de los rectángulos y el color [151]. En el caso de OWL-VisMod, el área de
los rectángulos que representa a las clases, es proporcional al número de clases
internas, mientras que el color está asociado al tipo de clase, ya sea por ejemplo
una enumeración, una clase disjunta, una clase normal, etc. Esta visualización
se basa en el uso de las variables visuales del color y el tamaño para proveer
información al usuario.
Una de las mayores ventajas en el uso de los treemaps para representar
jerarquías es que la visualización resulta bastante intuitiva. La naturaleza rec-
tangular de los elementos en el treemap permite representar las clases del mo-
delo ontológico de forma similar a la tan ampliamente utilizada representación
de cajas rectangulares de los diagramas de clases UML. De esta forma, se
aprovecha, por un lado, la naturaleza de los treemaps y, por el otro, la repre-
sentación de clases en los diagramas UML.
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A pesar de que estas visualizaciones utilizan el espacio visual de forma muy
eficiente, para jerarquías excesivamente grandes sobre todo en profundidad,
puede resultar incluso insuficiente, ya que los elementos de los niveles inferio-
res pueden pasar prácticamente desapercibidos por su tamaño tan pequeño.
Para resolver esta problemática, es necesario incluir mecanismos de interac-
ción en el esquema original del treemap [151]. La solución consiste en proveer
funcionalidad de tal forma que el usuario pueda recorrer todos los niveles de
la jerarquía, pero sin perder el contexto global de la jerarquía.
La Figura 5.9 muestra una vista general de la jerarquía de la ontología SAO6
por medio de una visualización de treemap, con setecientas sesenta y cuatro
clases, cuarenta y cinco propiedades de datos, treinta y seis propiedades objeto,
y una profundidad de once niveles.
Figura 5.10: Una secuencia de la navegación sobre los niveles internos del
treemap. (a) muestra el treemap a partir del tercer nivel de la jerarquía, los dos
niveles superiores se muestran en la parte de arriba. (b) muestra el treemap a
partir del sexto nivel de la jerarquía, los cinco niveles superiores se muestran
en la parte de arriba.
OWL-VisMod implementa una solución que permite recorrer los diversos
niveles en la jerarquía del treemap7. Las Figuras 5.10 (a) y (b) muestran la
navegación sobre los niveles internos del treemap, a partir del tercer nivel para
6http://ccdb.ucsd.edu/SAO/1.2/SAO.owl
7Un vídeo que ilustra esta solución se encuentra disponible en:
http://www.analiticavisual.com/juan/videos/zoomingInTreemap.avi.
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la Figura 5.10 (a) y a partir del sexto nivel para la figura Figura 5.10 (b).
Es importante que el usuario en todo momento pueda conocer la jerarquía
de las superclases de la clase seleccionada. Las Figuras 5.10 (a) y 5.10 (b),
muestran que la solución implementada permite al usuario conocer la jerarquía
superior de la clase. Esta jerarquía se resalta para desplegar todo el camino o
la rama que conduce desde la clase raiz a la clase seleccionada.
Esta funcionalidad de navegación en profundidad sobre la jerarquía es
una solución nueva y diseñada específicamente para las necesidades de OWL-
VisMod, para el modelado de ontologías especialmente grandes y profundas.
Esta interacción conserva el contexto completo y permite en todo momento
conocer la jerarquía superior de cada clase seleccionada, las clases en la jerar-
quía superior se resaltan del resto, para indicar claramente la jerarquía, tal y
como se muestra tanto en la Figura 5.9 como en las Figuras 5.10 (a) y 5.10
(b).
Por otro lado, la técnica de los árboles de jerarquías (trees) representa una
segunda opción para la representación de la taxonomía de conceptos8. Esta
técnica complementaria a los treemaps, es una vista exploratoria de la taxono-
mía, provista con una mayor interacción dinámica en cuanto a animación, en
contraste con el treemap. Esta interacción es necesaria, ya que la visualización
tiene que implementar mecanismos para ocultar nodos o ramas completas de la
jerarquía, para evitar la saturación de elementos visuales en el caso de grandes
taxonomías. El proceso de animación sobre una técnica visual es importante,
ya que permite al usuario distinguir claramente los cambios efectuados en las
visualizaciones, como resultado de los mecanismos de interacción, sin que ello
suponga una carga cognitiva adicional.
La estrategia de análisis que siguen los árboles es analizar a través de
un recorrido por las ramas de la jerarquía, reduciendo el esfuerzo cognitivo
del usuario durante el proceso de exploración. Al seleccionar algún elemento
en particular, toda la rama inferior del elemento seleccionado se despliega,
mientras que las otras ramas se ocultan. Esta interacción permite por un lado,
establecer una navegación sobre el árbol, y por otro lado, evita la saturación
visual de elementos.
Al igual que en el treemap, todas las superclases en la jerarquía de la clase
seleccionada se resaltan, para lograr establecer todo el camino desde el nivel
superior al inferior dentro de la taxonomía de clases. La Figura 5.11 muestra
una vista de esta técnica con la misma taxonomía y la misma clase seleccionada
8Un vídeo se encuentra disponible en:
http://www.analiticavisual.com/juan/videos/hierarchicalTree.avi.
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Figura 5.11: Una vista general de la jerarquía de clases mediante el uso de una
visualización basada en árboles jerárquicos. La jerarquía de la clase selecionada
se ha resaltado con recuadros en color rojo. El treemap se mantiene en un
segundo plano, como efecto de la interacción que hace la transición entre las
dos vistas.
que en la Figura 5.99. Ambas figuras muestran las dos perspectivas para la
representación visual de las taxonomías.
La principal ventaja que potencia el uso de estas dos técnicas para la re-
presentación de taxonomías es, definitivamente, el uso de una distribución de
elementos (layout) eficiente, que transmite perfectamente al usuario tanto la
posición de una clase dentro de la jerarquía, como toda la secuencia de sus su-
perclases en los niveles superiores. Ambas visualizaciones permiten al usuario
recorrer la taxonomía de la ontología de una forma eficiente, incluso para je-
rarquías grandes en amplitud o profundidad. La vista de árbol implementa
funcionalidad de usuario más dinámica que el treemap, con el uso de animacio-
nes, técnicas de zoom físico, redimensionado, expansión o contracción de ramas
en la taxonomía, etc.
9Un vídeo de la navegación del árbol de jerarquías se encuentra disponible en:
http://www.analiticavisual.com/juan/videos/hierarchicalTree.avi
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Como se ha descrito en la sección 5.2.3, las listas representan la opción
más utilizada por parte de las herramientas existentes, para la representación
de taxonomías. La Figura 4.9 muestra la misma taxonomía de conceptos (on-
tología SAO) que las Figuras 5.9 y 5.11. Es muy claro que el uso de treemaps
y árboles mejoran considerablemente con respecto al uso de listas. Principal-
mente porque el espacio asignado a las listas no permite desplegar la jerarquía
completa de un concepto, por lo que se tiene que hacer uso de las barras de
desplazamiento.
Estas técnicas de visualización mejoran considerablemente las actuales pro-
puestas de las otras herramientas, ya que resultan muy claras y corrigen el
problema de la saturación de elementos. También permiten al usuario generar
fácilmente un mapa mental de toda la jerarquía de un cierto concepto (su-
perclases), con lo que el usuario puede comprender perfectamente el grado de
especificación de la clase.
5.3.2.2. Visualizaciones que muestran los detalles
Tanto el treemap como los árboles de jerarquías representan visualizaciones
muy generales, centradas en la representación taxonómica de los conceptos del
modelo ontológico. Sin embargo, estas técnicas no están diseñadas para analizar
los detalles de las clases, por dos razones principalmente: la primera, porque
el propio diseño de la herramienta establece la separación de la funcionalidad
para evitar la saturación de elementos visuales y, en segundo lugar, por la
propia naturaleza de estas técnicas, que no es apropiada para la representación
detallada de los elementos.
Las vistas que muestran los detalles tienen diferentes actividades, en depen-
dencia de la visualización general que interactuá con la vista detallada. Para
el caso específico de las vistas que representan la taxonomía de conceptos, el
interés de los usuarios en los detalles de una clase, son por un lado las propie-
dades tanto objeto como de datos, y por otro lado, las instancias que puede
tener la clase seleccionada.
Para el caso de la vista global que representa el acoplamiento de las clases,
el principal interés de los usuarios en una vista detallada, es analizar el acopla-
miento específico de la clase. Este acoplamiento está dado por las propiedades
y por las clases acopladas con la propia clase seleccionada. Esta vista detallada,
a diferencia de la simple representación de las propiedades, tiene que permitir
al usuario entender la relación establecida entre la clase que se representa en
detalle, con las diversas clases acopladas.
La alternativa propuesta para este tipo de visualizaciones es el uso de la
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técnica conocida como zoom semántico, definida en la sección 3.2.2.3, y que
se utiliza para desplegar los detalles de los elementos visuales seleccionados.
El zoom semántico se utiliza en conjunto con la técnica de Foco+Contexto.
El contexto en una visualización es un aspecto fundamental, como se ha des-
crito en secciones que anteceden. Las visualizaciones implementadas permiten
mantener el contexto general que ubica exactamente al usuario, en la fase
del análisis en la que se encuentra. La Figura 5.12 muestra una visualización
de zoom semántico sobre una clase llamada Actividad, en la que el contexto
completo permanece visible, aunque con una opacidad. Este ejemplo ilustra la
aplicación de la técnica de Foco+Contexto, en donde el enfoque principal lo
tiene la visualización de zoom semántico, mientras que el contexto permanece
como fondo en un plano secundario.
Figura 5.12: Una vista de la implementación del zoom semántico en una visua-
lización en donde el contexto completo permanece.
El flujo general de navegación de la herramienta se ilustra en la Figura 5.13,
comienza con una técnica general (como el treemap), en la cual un usuario
interesado en conocer los detalles de alguno de sus elementos, lo selecciona
para poder cambiar la vista a un zoom semántico. Este flujo se ilustra en
la Figura 5.12, en donde se utiliza la técnica de Foco+Contexto, en la que
el contexto permanece para ilustrar la transición entre la vista general y la
vista detallada del elemento seleccionado, mediante el zoom semántico. Esta
vista de zoom semántico proporciona el foco de la aplicación al nuevo elemento
seleccionado, y permite al usuario navegar sobre los elementos internos de la
nueva visualización. Para el caso de las clases, sus elementos internos son las
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propiedades de datos, las propiedades objeto y las instancias.
Figura 5.13: Una vista general del flujo de navegación, que comienza desde
una vista general hacia lo particular. Una vez presentados los detalles, el flu-
jo permite regresar hacia la vista global, y repetir esta tarea de navegación
indefinidamente.
El diseño del flujo de navegación en la herramienta, que se muestra en la
Figura 5.13, sigue un enfoque descendente en cuanto al nivel de abstracción se
refiere. Dicho de otra forma, parte de niveles superiores de abstracción, hacia
niveles muy específicos en cuanto a detalle. Este diseño tiene principalmente
dos propósitos; el primero, es evitar visualizaciones que combinen vistas ge-
nerales con detalles específicos, lo que resulta en una saturación innecesaria
de elementos visuales. El segundo objetivo es la definición de una secuencia de
tareas, que mejoren los procesos de abstracción y la obtención de conocimiento
por parte del usuario. Esta secuencia define la forma en la que el usuario nave-
ga e interactúa con la herramienta, siempre con el claro objetivo de mejorar la
cognición del modelo de datos representado.
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El uso de visualizaciones basadas en la técnica de zoom semántico corres-
ponde al segundo grupo, formado por tres distintas visualizaciones en total, de
las cuales, el treemap tiene asociados dos de estos tipos. Estas representaciones
visuales se enfocan en mostrar las propiedades objeto, las propiedades de datos
y las instancias de la clase seleccionada.
Figura 5.14: (a) muestra el zoom semántico sobre una clase llamada Restau-
rante, con nueve propiedades objeto (coloreadas en tono rojo), y seis propie-
dades de datos (coloreadas en tono verde). La Figura (b) muestra el zoom
semántico sobre la misma clase Restaurante, con una selección de la propiedad
gastronomía que tiene un total de nueve valores de instancias. La consulta
visual despliega todas aquellas instancias de restaurantes, que tienen definida
en su gastronomía al valor “casera”.
El primero de los esquemas de zoom semántico definido en [96], se ilustra
en la Figura 5.1410. Se utiliza para desarrollar la técnica de consultas visuales
(visual querying), definida y descrita en detalle en la sección 3.2.3. El uso
de esta técnica tiene como principal característica que todos los elementos
de una clase (propiedades, instancias y valores) se representan en la misma
visualización, lo que permite que se puedan hacer consultas directamente sobre
estos datos. La interacción con el usuario incluye la creación de propiedades
objeto11, propiedades de datos12 e instancias13.
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Las Figuras 5.14 (a) y 5.14 (b) muestran dos imágenes de zoom semántico
sobre una de las clases durante la fase de desarrollo de la ontología turisem.owl,
descrita como caso de estudio más adelante14. Esta técnica de zoom semántico
despliega las propiedades con una distribución radial alrededor de la clase
seleccionada, la cual se coloca al centro de la visualización. Los valores de las
instancias de la clase en el rango de la propiedad, se colocan dentro del polígono
que representa a la propiedad. Estos valores pueden ser numéricos para el caso
de las propiedades de datos de tipo numéricas (rango de los enteros o de punto
flotante), o nominales para el resto de los tipos de datos y las propiedades
objeto. Para el caso de los valores numéricos, la representación interna de los
valores es a través del uso de histogramas, mientras que para el resto de los tipos
de datos, se utiliza una representación de agrupaciones (clusters) de elementos
con forma esférica.
La Figura 5.14 (a) muestra la clase Restaurante, que tiene nueve propieda-
des objeto coloreadas en rojo, y seis propiedades de datos coloreadas en verde.
Por otro lado, la Figura 5.14 (b) muestra la misma clase con la selección de
una de las propiedades objeto (gastronomía), lo que origina que el foco dentro
de la visualización se le otorgue a esta propiedad. El ángulo del sector circular
asignado a la propiedad se incrementa para poder desplegar los valores internos
más claramente, y el resto de las propiedades se difuminan, lo que visualmente
hace que la propiedad seleccionada sobresalga del resto. El usuario puede in-
teractuar con cada uno de los elementos internos, que en este caso en específico
suman un total de nueve. La Figura 5.14 (b) muestra el resultado de una con-
sulta visual en la que se buscan todas las instancias de la clase Restaurante
que para la propiedad gastronomía tengan el valor “casera”.
La expresividad visual es un aspecto fundamental que se ha considerado
con esta propuesta de visualización; primeramente, con el uso de un patrón
de colores distintivos sobre las propiedades, clases e instancias, que permanece
constante en todas las visualizaciones de la herramienta. Por otro lado, el uso de
simbología distintiva como esferas, histogramas o agrupaciones de elementos,
enriquecen la expresividad visual. Así mismo, el uso de técnicas de difumi-
nado de elementos para poder resaltar algunos elementos de otros, hace que
visualmente la interacción del usuario sea intuitiva, sencilla y clara.
Esta visualización es una propuesta nueva [96], que se ha diseñado específi-
camente para resolver el problema de las consultas visuales sobre los elementos
internos de las clases. Entre las ventajas que tiene, destaca el uso de diversas
variables visuales para fomentar la expresividad visual. Estas variables incluyen
el difuminado de elementos, la definición de formas (esferas, histogramas), la
14Un vídeo con la interacción está disponible en:
http://www.analiticavisual.com/juan/videos/tesis/queryingRestaurante.avi
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distribución circular o radial de los elementos y el uso de colores distintivos.
Una de las ventajas en el uso de la distribución radial es que permite la repre-
sentación intuitiva de los elementos sin el uso de aristas para relacionarlas, lo
que origina visualizaciones más claras y limpias.
Figura 5.15: Esta técnica de zoom semántico se basa en la distribución radial
de sus elementos para representar las instancias de la clase seleccionada. Las
clases disjuntas y las clases equivalentes a la clase seleccionada se muestran en
una representación de agrupaciones de clases.
El segundo esquema de zoom semántico se basa en la representación de los
componentes internos de una clase por separado de forma excluyente, esto es,
por un lado se representan las propiedades objeto, por otro lado las propiedades
de datos y por otro las instancias. Esta visualización de zoom semántico se
ilustra en la Figura 5.1515, y difiere del zoom semántico descrito anteriormente,
en que no desarrolla la técnica de consultas visuales (visual querying), sino
que por el contrario, se limita a desplegar por separado, los valores de las
propiedades y las instancias de la clase seleccionada.
Los elementos se representan como esferas con un color distintivo (rojo para
las propiedades objeto, verde para las propiedades de datos y púrpura para las
instancias), en una distribución radial con la clase concéntrica. Otro aspecto
importante a considerar, es la representación de las clases disjuntas y las clases
15Más imágenes y vídeos están disponibles en:
http://www.analiticavisual.com/juan/snapshots2.html#Semanticzoom.
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equivalentes en ambas visualizaciones de zoom semántico. Esta representación
se muestra en la Figura 5.15, con una agrupación (cluster) que indica las clases
disjuntas y equivalentes a la clase seleccionada.
Claramente se pueden distinguir las dos perspectivas en cuanto al zoom
semántico: por un lado, la visualización mostrada en la Figura 5.14 que es
inclusiva, ya que permite a todos los elementos interactuar entre sí, mientras
que la visualización mostrada en la Figura 5.15 es excluyente, ya que los ele-
mentos se muestran por separado. Esta estrategia de múltiples vistas es muy
comúnmente utilizada por las aplicaciones de Analítica Visual, ya que permite
analizar los mismos datos desde perspectivas diferentes, para lograr una mejor
abstracción del conocimiento.
Figura 5.16: La visualización del acoplamiento de una clase de acuerdo a las
métricas CBE. El acoplamiento de la clase seleccionada se representa con las
propiedades alrededor de esta. En cada propiedad se colocan las clases que
representan el acoplamiento ya sea CBE-out o CBE-in.
El tercer esquema de zoom semántico parte de un principio diferente. En vez
de representar los elementos internos de una clase, representa el acoplamiento
de la clase, esto es, las relaciones de la clase con otras clases. Esta visualización
es nueva, y ha sido implementada específicamente para la representación del
acoplamiento de una clase en OWL-VisMod [85].
Esta visualización de zoom semántico se basa en el uso de las métricas
de acoplamiento (CBE), descritas en la sección 5.1.4 y definidas en [84]. Las
métricas generalmente no son más que simples fórmulas matemáticas, cuyo
resultado es un valor numérico, que puede oscilar dentro de un cierto rango.
128 5. Modelo propuesto para la gestión de ontologías
Este valor numérico proporciona una estimación o evaluación de un determi-
nado aspecto en particular, por lo que, en ocasiones resulta conveniente una
propuesta visual que ayude al usuario a comprender mejor lo que las métricas
representan. Como se ha descrito, las métricas CBE son de tipo semántico,
esto significa que necesitan una interpretación por parte del usuario, y es justo
este aspecto el que se pretende con la visualización.
La Figura 5.16 ilustra la representación visual del acoplamiento de acuerdo
a las métricas CBE. Esta técnica se basa en una distribución circular o radial
de los elementos, donde la clase seleccionada se localiza en el centro. Todas
las propiedades relacionadas con la clase, se distribuyen en el radial a lo largo
de la circunferencia. En dependencia de si la propiedad contiene a la clase en
el dominio o en el rango, se coloca en el lado izquierdo o en el lado derecho
de la clase. Este tipo de relaciones vistas desde la perspectiva de la lógica
matemática, así como el dominio y el rango, han sido descritas en la sección
2.1.
El acoplamiento CBE-in se puede ver en la Figura 5.16 para la clase etique-
tada con el número 3, ya que esta clase se localiza en el dominio, mientras que
la clase seleccionada se ubica a su lado derecho. En contraparte, el acoplamien-
to de la métrica CBE-out se muestra en la misma Figura 5.16 para las clases
etiquetadas con los números 1 y 2, ya que estas clases se ubican en el rango. La
visualización también puede opcionalmente desplegar, si se desea, la jerarquía
interna sobre las clases. Esta representación de la jerarquía se muestra como
una agrupación con las subclases dentro, como se ilustra en la misma Figura
5.16 con la clase etiquetada con el número 4. En el caso de que el dominio o el
rango de alguna de las propiedades contenga más de una clase, la visualización
representa una simple agrupación de estas clases, como se ilustra en la misma
Figura 5.16.
La Figura 5.17 muestra el zoom semántico que representa el acoplamiento
de la clase Persona, de la ontología turisem.owl, que se describe como caso de
estudio más adelante.
Semánticamente se puede claramente distinguir lo que representa que la
clase se localice en el dominio o en el rango de una propiedad. Análogamente,
la interpretación de la visualización es de izquierda a derecha, por lo que la
posición de la propiedad con respecto a la clase indica el tipo de acoplamiento.
Para clarificar esta situación, la propiedad personaGrupo en la Figura 5.17
tiene a la clase Persona en el rango, por lo que la propiedad se representa en
el lado izquierdo. Por el contrario, el resto de las propiedades contienen a la
clase Persona en el dominio, por lo que se representan en el lado derecho de la
misma. En esta Figura 5.17, se ha enfocado la propiedad actividadPreferida,
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Figura 5.17: El zoom semántico sobre el acoplamiento de la clase Persona. En
esta imagen se ha enfocado la propiedad actividadPreferida, que tiene a la clase
Persona en el dominio y a la clase Actividad en el rango.
que tiene a la clase Persona en el dominio y a la clase Actividad en el rango. La
interpretación semántica de esta propiedad sería que una persona tiene gusto
por alguna actividad preferida.
Esta visualización se ha diseñado por la necesidad de tener una represen-
tación semántica del acoplamiento entre las clases. Como se ha descrito en la
sección 2.1, el acoplamiento entre las clases está dado por las propiedades ob-
jeto, que representan relaciones con clases en el dominio y clases en el rango.
Esta definición resulta mucho más fácil de entender, cuando se puede visualizar
una representación semántica del acoplamiento. Este es el objetivo principal
de esta propuesta de visualización, el poder presentar el acoplamiento, en lu-
gar de simplemente limitarse a números calculados con fórmulas, como son las
métricas.
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5.3.3. Soporte a la fase de análisis
El análisis de los modelos ontológicos representa otro de los aspectos cru-
ciales dentro de los procesos de gestión y reutilización de ontologías. Este pro-
ceso requiere que el usuario esté apoyado por el uso de herramientas, técnicas
de interacción y visualización que permitan su desarrollo. Las actividades prin-
cipales dentro de un proceso de análisis se muestran en la Figura 5.18, y son
el análisis de la taxonomía de clases, el análisis de las propiedades de datos y
las instancias, y el análisis del acoplamiento de las clases. Estas actividades se
describen en detalle en las secciones 5.3.3.1, 5.3.3.2 y 5.3.3.3.
Figura 5.18: El proceso de análisis de un modelo ontológico está definido por
cuatro actividades principales: el análisis de la taxonomía de las clases, el
análisis de las propiedades de datos, el análisis de las instancias y el análisis
del acoplamiento de las clases.
5.3.3.1. Análisis de la taxonomía de clases
El análisis de la taxonomía de las clases es el punto inicial dentro de un
proceso de análisis de un modelo ontológico. Consiste en la evaluación de la
jerarquía de clases, principalmente para la búsqueda de ciertos conceptos que
pueden representar mayor interés en el modelo. Este análisis permite por un
lado, identificar las clases existentes y sus elementos internos (propiedades
e instancias) y, por otro lado, especialmente para procesos de reutilización,
identificar aquellas clases no presentes en el modelo que es necesario agregar.
OWL-VisMod permite el análisis de la taxonomía de clases a través del uso
de dos visualizaciones específicas, el treemap y el árbol de jerarquías. Ambas
visualizaciones se han descrito en detalle en la sección 5.3.2.1, que describe la
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fase de implementación del proceso de creación de ontologías.
La técnica de treemap (que se muestra en la Figura 5.9) permite, como se
ha comentado previamente, recorrer los niveles de la taxonomía, con lo que se
pueden localizar las clases que se buscan. Otro aspecto fundamental del treemap
es que permite realizar el zoom semántico una vez que se ha localizado la clase
buscada, para analizar sus detalles específicos.
La técnica del árbol de jerarquías (mostrada en la Figura 5.11) también
permite analizar la taxonomía desde otra perspectiva diferente al treemap.
Ambas visualizaciones son complementarias y son parte del diseño de OWL-
VisMod para permitir al usuario diversos mecanismos para analizar los modelos
ontológicos.
5.3.3.2. Análisis de las propiedades e instancias
Una vez identificada una clase específica que se quiera analizar, es necesario
utilizar alguna técnica basada en zoom semántico para realizar este análisis.
Esta fase de análisis se enfoca principalmente en dos aspectos: por un lado
las propiedades intrínsecas en la clase, y por otro lado, las instancias de la
clase. El primer caso es muy sencillo, y únicamente se limita al análisis de
las propiedades definidas y los tipos de datos asociados. Para un análisis de
este tipo, se puede utilizar la visualización de zoom semántico mostrada en la
Figura 5.15.
El segundo caso representa un reto más interesante; cuando hay una base de
conocimiento con instancias creadas, se requiere que el usuario pueda ser capaz
de analizar y realizar consultas específicas sobre dicha base de conocimiento.
Una solución a esta problemática es la implementación de mecanismos como
las consultas visuales, definidas en la sección 3.2.3, que representan una de las
técnicas de interacción en el área de la Analítica Visual.
Este tipo de análisis a través de consultas visuales se enfoca principalmente
en las instancias de una base de conocimiento. Cada instancia en una clase re-
presenta un individuo específico que puede ser identificado unívocamente entre
las demás instancias de la clase, de acuerdo a los valores en sus propiedades.
Todas las instancias de una misma clase comparten las mismas propiedades,
sin embargo, los valores internos en las propiedades permiten distinguir clara-
mente a algún elemento del resto.
Para el análisis de las instancias en una clase, OWL-VisMod ha implemen-
tado una técnica de zoom semántico que permite realizar consultas sobre las
instancias y los valores dentro de las propiedades. La Figura 5.19 ilustra dos
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Figura 5.19: El zoom semántico usado para realizar consultas visuales (visual
querying). La Figura (a) ilustra la consulta de todos los valores para cada una
de las propiedades para la instancia seleccionada, mientras que la Figura (b)
ilustra la consulta de todas las instancias que tienen un específico valor para
una de las propiedades.
imágenes de la técnica de consultas visuales (visual querying). Por un lado, la
Figura 5.19 (a) muestra la consulta sobre una instancia específica, de todos
los valores internos para cada una de las propiedades de la clase. En este caso,
la clase se refiere a espectáculos, en donde la instancia enfocada se refiere a
todos los valores de las series del director Quentin Tarantino. La interacción
con el usuario es simple e intuitiva; únicamente consiste en posicionar el pun-
tero sobre alguna de las instancias, lo que provoca que la herramienta realice
la consulta sobre todos los valores internos para cada una de las propiedades.
Todos estos valores se resaltan para ser identificados claramente por el usuario
en el análisis.
Por otro lado, la Figura 5.19 (b) ilustra el proceso inverso al mostrado en
la Figura 5.19 (a). Al posicionar el puntero sobre alguno de los valores internos
de las propiedades, todas las instancias que contienen dicho valor para esa
propiedad se resaltan automáticamente. En este caso específico, se resaltan
todas las instancias que representan espectáculos que comienzan a las 19:00.
Esta interacción permite al usuario analizar la base de conocimiento desde
dos perspectivas, ya sea consultar todos los valores de una instancia en especí-
fico, o al revés, consultar todas las instancias que tienen un determinado valor
para una propiedad.
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Una de las ventajas de esta visualización es que distingue entre dos tipos
de propiedades de datos: las numéricas y las nominales, en las que únicamente
se considera el valor. Estos tipos de datos se visualizan de formas diferentes,
ya que representan diferentes cosas; por un lado, los valores numéricos se re-
presentan con histogramas, por lo que el usuario puede visualizar todos los
valores de acuerdo a su relación de orden. Los valores nominales, se represen-
tan como agrupaciones de elementos (clusters) ya que no hay relación de orden
entre estos. Esta representación también puede verse en la Figura 5.19 (b), en
donde se han señalado dos propiedades, una de las cuales es de tipo numérica
y utiliza histogramas para establecer una relación de orden entre sus valores, y
otra propiedad nominal que utiliza representaciones basadas en agrupaciones.
Otra ventaja de esta visualización es la escalabilidad como lo muestran las
mismas Figuras 5.19 (a) y 5.19 (b), ya que se representan un total de ciento
cincuenta y cuatro elementos sin saturar la vista. Los elementos mostrados
son: una clase, cuatro propiedades objeto (en color rojo), cuatro propiedades de
datos (en color verde), treinta y cinco instancias (en color púrpura) y ciento diez
valores en las propiedades (esferas o histogramas dentro de las propiedades).
Una de las características que permiten la escalabilidad es la distribución
de los elementos radialmente con la clase concéntrica, ya que establece implíci-
tamente una relación entre estos sin necesidad de utilizar aristas que saturan la
vista, como lo hacen las otras herramientas descritas anteriormente. Por otro
lado, la ubicación de los valores dentro de los polígonos que representan a las
propiedades, indica implícitamente una relación de propiedad. También, esta
visualización hace uso de otras variables visuales como la forma, la opacidad y
el uso de colores distintivos.
Un aspecto crucial en esta visualización, es precisamente la distribución
física de los elementos, ya que permite representar las relaciones entre los dis-
tintos elementos involucrados de una forma implícita e intuitiva. La interacción
de las consultas se realiza mediante el cambio en la tonalidad de los elementos
para resaltar algunos elementos de otros.
5.3.3.3. Análisis del acoplamiento
Un aspecto fundamental en el proceso de análisis de un modelo ontológico,
lo representa el análisis del acoplamiento de las clases que, como se ha des-
crito en secciones previas, está dado por las relaciones objeto. El análisis del
acoplamiento semántico se realiza principalmente desde dos perspectivas. La
primera se enfoca al acoplamiento en general del modelo ontológico, mientras
que la segunda se enfoca en el acoplamiento de una clase específica [86].
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La primera visualización se basa en la propuesta de una distribución radial
de los elementos para la representación de las relaciones, en la cual se utiliza
una representación del acoplamiento entre las clases, mediante el uso de ejes
con una cierta distorsión de acuerdo con la propuesta denominada Hierarchi-
cal Edge Bundles [135]. Esta distorsión se ha utilizado en diferentes técnicas
de visualizaciones jerárquicas, para que de forma inmediata resulte evidente
cuáles son los nodos principales que se relacionan con mayor número de otros
nodos. La implementación de esta técnica considera el valor de la métrica de
acoplamiento CBE16 descrita en la sección 5.1.4 y definida en [84], para dis-
tribuir los elementos, de tal forma que las clases más acopladas se localizan en
la parte superior del radial.
Figura 5.20: (a) La vista con el acoplamiento global de todas las clases en la
ontología turisem.owl. (b) El acoplamiento de la clase llamada Lugar, la clase
con más relaciones en este modelo ontológico.
Esta forma de distribuir los elementos permite fácilmente la identificación
de las clases más acopladas, esto es, aquellas que tienen más relaciones, y que
son las que generalmente representan los conceptos más importantes dentro
del modelo ontológico.
La Figura 5.20 (a) muestra la vista del acoplamiento global de la ontología
turisem.owl17. La visualización utiliza una distribución radial para acomodar
las clases acopladas (únicamente aquellas que tienen relaciones), y por el cen-
tro se colocan las aristas que representan estas relaciones entre las diferentes
16Esta métrica es un contador de las relaciones de una clase
17Más imágenes y vídeos se encuentran disponibles en:
http://www.analiticavisual.com/juan/snapshots3.html.
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clases, bajo el mismo enfoque descrito en [135]. Las aristas se dibujan usando
Curvas de Bézier18. Este tipo de curvas representan una solución al problema
de saturación de las visualizaciones.
Figura 5.21: La representación de las propiedades se basa en el uso de agru-
paciones de clases en el dominio de la propiedad y agrupaciones de clases en
el rango de la propiedad, en las que puede haber una o más clases. En este
caso, la propiedad se llama sexo, es funcional y tiene a la clase Persona en el
dominio y a la clase Sexo en el rango. Conceptualmente representa el valor del
género sexual de una persona (masculino o femenino).
Cada una de las curvas tiene una variación en la tonalidad del color desde
rojo a amarillo para las propiedades objeto, y de verde a amarillo para las
propiedades de datos. Esta variación en color denota el sentido de la propiedad,
que va desde el elemento en el que comienza la relación (dominio) hacia el
elemento en el que termina la propiedad (rango). La ventaja en el uso de esta
representación es evitar el uso de flechas en las aristas para representar el
sentido de una relación, lo que mejora considerablemente las vistas ya que no
las satura con otros elementos como las flechas.
18Trazados de curvas ampliamente utilizadas en programas de dibujo vectorial
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El análisis del acoplamiento de una clase radica en conocer las propiedades
objeto que semánticamente representan el acoplamiento, así como las clases
relacionadas. El usuario puede navegar a través de la visualización para conocer
el acoplamiento de cada una de las clases. Las relaciones de la clase enfocada se
resaltan sobre las demás, lo mismo que las clases acopladas, como se muestra
en la Figura 5.20 (b) con la clase Lugar. En este ejemplo en concreto, esta
clase es la más acoplada del modelo ontológico, esto es, la que más relaciones
de acoplamiento tiene en la ontología.
Otra perspectiva en el análisis se enfoca en las propiedades, con la finalidad
de conocer las clases que están relacionadas a través de la propiedad. Análoga-
mente a las clases, las propiedades se visualizan de acuerdo a su significado
semántico, mediante una representación conceptual. La Figura 5.21 ilustra es-
ta representación, en la que se muestran todos los elementos que caracterizan
a una propiedad: primeramente el nombre de la propiedad, en este caso sexo,
para definir el género de una persona (masculino o femenino), segundo, sus
características intrínsecas (en este caso la propiedad es funcional), y tercero,
una agrupación de clases (cluster) que indica el dominio de la propiedad y otra
agrupación de clases para indicar el rango.
Para este ejemplo en específico, esta propiedad ha sido definida en la on-
tología turisem_personas.owl. Como puede verse en la Figura 5.21, la propie-
dad llamada sexo tiene a la clase Persona en el dominio y a la clase Sexo en
el rango. El significado de esta propiedad se interpreta como que una Persona
tiene definido una variable sexo para indicar el género (Masculino o Femenino).
Otra representación del acoplamiento de una clase se muestra en la Figu-
ra 5.22, en donde se utiliza la técnica de zoom semántico para visualizar el
acoplamiento de una clase. Como se ha descrito en la sección 5.3.2.2, esta vi-
sualización representa el acoplamiento individual de una clase. En este caso
en específico, las Figuras 5.20 (b) y 5.22, muestran dos vistas diferentes del
acoplamiento de la clase Lugar. Por un lado, la Figura 5.20 (b) muestra el aco-
plamiento desde una vista general con todas las clases, mientras que la Figura
5.22 muestra el resultado de la vista de zoom semántico de la misma clase.
En resumen, el análisis del acoplamiento de los modelos ontológicos se
puede realizar desde diversas perspectivas. Por un lado, una visualización ge-
neral permite analizar el modelo completo, en donde las clases se distribuyen
de acuerdo a la métrica que mide el acoplamiento, lo que permite al usuario
fácilmente identificar las clases más acopladas que, generalmente, son las clases
más importantes en un modelo ontológico.
Otro esquema de análisis es a través de una vista de zoom semántico sobre
una clase específica. Esta vista, complementaria a la vista general, y permite
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Figura 5.22: La vista del acoplamiento de la clase Lugar, desde la perspec-
tiva del zoom semántico. Esta clase tiene trece propiedades objeto, y cuatro
propiedades de datos.
analizar muy específicamente las propiedades y las clases acopladas con la clase
seleccionada. Por otro lado, también se puede analizar el acoplamiento desde
la perspectiva de una propiedad objeto, que define una relación entre clases.
5.3.3.4. Visualización de las métricas
Como se ha descrito en la sección 2.3.3, las métricas se definen principal-
mente por valores numéricos que permiten establecer una evaluación o esti-
mación de alguna característica en un sistema de información, ya sea para
realizar comparaciones entre diversos sistemas de información o para evaluar
la calidad.
La gran mayoría de las herramientas que calculan métricas sobre las on-
tologías se limitan únicamente a desplegar una lista de los valores resultado.
Esta situación se ha ilustrado en la Figura 2.3 de la sección 2.3.3 con dos
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Figura 5.23: Una vista de la tabla que despliega los valores numéricos de las
diversas métricas calculadas por OWL-VisMod. La visualización table lens se
basa en la distorsión de la fila y la columna seleccionada, a la cual se provee
con el foco principal, sin perder el contexto global. Los valores nominales se
despliegan, lo que representa una implementación de la técnica de las consultas
visuales (visual querying) descrita en la sección 3.2.3. Las columnas se asocian
con colores diferentes para mejorar la capacidad de análisis del usuario.
herramientas diferentes. OWL-VisMod utiliza un enfoque diferente en cuanto
a las métricas; en lugar de limitarse a desplegar contadores generales de las
ontologías, procesa el modelo ontológico y calcula métricas semánticas para
cada una de las clases. Este proceso de tratamiento de datos permite el aná-
lisis individual de cada concepto en la taxonomía, lo que ofrece la posibilidad
del desarrollo de un análisis específico aplicado a cada una de las clases en
particular.
Para la representación de las métricas de cada clase en el modelo ontológico,
se utiliza una visualización table lens como se muestra en la Figura 5.23, y
que se ha descrito en la sección 4.219. Esta técnica también se ha provisto con
19Más imágenes y vídeos se encuentran disponibles en:
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diversas variables visuales que permiten una expresividad visual robusta, como
el uso de colores distintivos para las columnas, la implementación de la técnica
de Foco+Contexto a través de la distorsión, así como de una nueva solución que
despliega no solo el valor numérico, sino también los valores nominales, como
se muestra en la Figura 5.23. Esta interacción también se considera dentro
de la categoría de las consultas visuales, ya que la herramienta realiza un
procesamiento de la información, en este caso, de los valores de las métricas de
la clase seleccionada.
La Figura 5.23 muestra una vista de la aplicación del Foco+Contexto sobre
una de las columnas, en este caso específico sobre las propiedades objeto de
la clase Persona, que han sido previamente analizadas en la Figura 5.17. Esta
interacción causa que la herramienta consulte todos los valores de la métrica
enfocada, y los despliega en una lista. Esta nueva funcionalidad se ha agregado
a la propuesta original del table lens, con la finalidad de enriquecer esta técnica
para desarrollar las consultas visuales.
Otra funcionalidad agregada a esta técnica visual, es la posibilidad de fil-
trar datos de acuerdo a un criterio o un rango numérico, y también se ha
implementado la opción de ocultar ciertas columnas. Estas dos nuevas fun-
cionalidades implementadas, tienen el principal objetivo de mejorar el análisis
de los datos representados en el table lens, ocultando información no requerida
por el usuario.
OWL-VisMod implementa las métricas de acoplamiento definidas en la
sección 5.1.4 y descritas en [84], que explican analíticamente el acoplamiento
de una clase. Estas métricas permiten relacionar el acoplamiento desde el punto
de vista semántico que una clase específica tiene con respecto a otras. También
se calculan las métricas del esquema de la ontología, los totales de propiedades
objeto, de propiedades de datos, subclases e instancias de una clase.
5.4. Conclusiones
Este capítulo ha definido una serie de flujos de trabajo para los procesos in-
volucrados en el desarrollo del ciclo de vida de las ontologías (creación, gestión,
análisis y reutilización). Estos flujos de trabajo se han definido tomando como
base dos de las principales metodologías existentes, Methontology y DOGMA.
Dentro de estos flujos de trabajo destacan tres fases de actividades: una fase de
abstracción del dominio del problema y planteamiento de soluciones, una fase
de análisis de un modelo ontológico existente y una fase de implementación del
http://www.analiticavisual.com/juan/snapshots2.html#Metrics
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modelo ontológico.
La primera fase de abstracción del dominio corresponde al usuario desar-
rollarla en su totalidad, ya que involucra principalmente los procesos de en-
tendimiento del problema y la definición de la solución. Esta solución se pre-
tende que siga el enfoque iterativo de Methontology y que plantee el diseño
propuesto por DOGMA, en el que se propone el planteamiento de la solución,
mediante el diseño de diversos submodelos ontológicos, que comienzan con un
mayor grado de abstracción y derivan en submodelos más especializados en el
dominio de aplicación. La finalidad de este planteamiento es la de generar desa-
rrollos altamente reutilizables y desarrollos con reutilización, dos perspectivas
generales de la reutilización de ontologías.
Las fases de análisis e implementación conllevan el uso de mecanismos que
soporten las actividades definidas en los flujos de trabajo. Estos mecanismos
deben enfocarse y diseñarse de tal forma que utilicen al máximo las capacidades
cognitivas del usuario, lo que permite que este pueda llevar a cabo las diversas
tareas involucradas, de forma relativamente fácil e intuitiva, lo que da como
resultado, procesos más eficientes.
La herramienta que implementa estos mecanismos se ha diseñado mediante
un enfoque diferente del resto de las herramientas disponibles, con el objetivo
de corregir la problemática existente descrita en la sección 4.4 del capítulo 4.
Las soluciones propuestas abarcan dos grandes enfoques principalmente.
Por un lado, el planteamiento de flujos de trabajo para los procesos de ges-
tión de las ontologías, que definen una secuencia de actividades que permiten
al usuario analizar o modelar las ontologías de una forma más eficiente. Por
otro lado, la implementación de técnicas de visualización e interacción para
soportar estas actividades propuestas. Todas estas técnicas se han definido
completamente desde el enfoque en el que el usuario es el centro del proceso,
análogamente al esquema de la Analítica Visual.
El planteamiento de los flujos de actividades en los procesos implica el
desarrollo de nuevas estrategias diferentes a las que se utilizan actualmente.
Estas estrategias conllevan el diseño de actividades y flujos de navegación, que
eviten la saturación de los esquemas visuales con demasiada información para el
usuario. En consecuencia, estos flujos de actividades permiten una navegación
definida y un mayor control sobre la información que se muestra y la forma en
que se hace. El resultado es un conjunto de procesos claramente definidos, en
los que el usuario puede sacar el mayor provecho posible, para generar mejores
diseños de modelos ontológicos.
Además, se ha propuesto un conjunto de nuevas métricas denominadas
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CBE, que representan el acoplamiento individual de las clases en una ontología.
Entre las ventajas de estas métricas se puede mencionar que se puede establecer
una clasificación de las clases de acuerdo a los niveles de acoplamiento, o dicho
de otra forma, el número de relaciones en las que está involucrada. La medida
del acoplamiento de una clase identifica, en términos generales, los conceptos
más importantes de un modelo ontológico, ya que las clases más acopladas casi
siempre suelen representar los conceptos clave del dominio de aplicación. Estas
métricas tienen principalmente un significado semántico que el usuario tiene
que interpretar, para lo que se ha implementado una visualización específica
que ayude en este aspecto.
En lo que respecta a las técnicas visuales y de interacción implementadas,
se han utilizado diversas estrategias. Una de estas estrategias es la definición
de un flujo que permite la navegación sobre las diferentes visualizaciones, par-
tiendo desde un enfoque general, hacia objetivos muy específicos. Otra de las
estrategias permite evitar la saturación visual, mediante la separación de fun-
cionalidad e información, sin mezclar vistas generales con detalles específicos
y viceversa. Otra estrategia es la implementación de mecanismos robustos de
interacción con los usuarios, que permitan a este, seguir un enfoque basado
en la filosofía de la Analítica Visual, para el modelado y análisis de modelos
ontológicos.
Toda la funcionalidad implementada en la herramienta OWL-VisMod, y
que se ha descrito en este capítulo, se corresponde al planteamiento de lo que
corresponde a la primera versión de la propuesta. Alguna otra funcionalidad
que puede enriquecer la herramienta, no se ha considerado para esta primera
versión, sino que, puede ser considerada para versiones posteriores.
Tanto los flujos de trabajo definidos, como los mecanismos visuales e in-
teractivos que se han implementado, permiten una gestión más eficiente, de
los procesos involucrados en el ciclo de vida de las ontologías. Estas soluciones
mejoran considerablemente las propuestas existentes, y permiten a los usuarios
desarrollar eficientemente los procesos de la Ingeniería de Ontologías. Sin em-
bargo, es necesario el desarrollo de evaluaciones tanto de funcionalidad como
de usabilidad, con el objetivo primero de obtener retroalimentación por parte
de los usuarios acerca de los mecanismos implementados y, segundo, de validar





La Organización Internacional para la Estandarización (ISO) define la usa-
bilidad como la cualidad de un producto que le permite ser utilizado por usua-
rios específicos, para alcanzar metas específicas, con efectividad, eficiencia y
satisfacción, en un cierto contexto de uso específico (ISO/IEC 9241 ). La usa-
bilidad es la capacidad o conveniencia que tiene un producto para ser utilizado,
especialmente aquellos productos que interactúan con las personas [179].
En el contexto específico de los sistemas para la representación de cono-
cimiento es fundamental realizar diversas evaluaciones de usabilidad, que ase-
guren que estos sistemas sean, por un lado, fáciles de aprender, pero también
efectivos, funcionales y eficientes desde la perspectiva del usuario. Todos es-
tos aspectos permiten asegurar la usabilidad de los productos de software en
general y, en particular, también de los sistemas basados en conocimiento.
Existe una disciplina llamada Ingeniería de la Usabilidad [203] que provee
métodos estructurados para alcanzar la usabilidad en el diseño de interfaces de
usuario, durante el desarrollo del producto. Una de las partes en este proceso de
desarrollo es la evaluación de la usabilidad. En dependencia del tipo de sistema
e interacción con el usuario se han definido diversos métodos de evaluación
[234]. Uno de estos métodos es una evaluación centrada en el usuario (user-
centered evaluation) [179, 235], en la que los usuarios son la principal fuente
de retroalimentación.
Este capítulo describe una evaluación de usabilidad centrada en el usuario,
que permite validar, por un lado, las actividades en los flujos de trabajo para
los procesos involucrados en el ciclo de vida de las ontologías, descritas en la
sección 5.1, mientras que por otro lado, las pruebas de usabilidad también per-
miten validar las técnicas de visualización e interacción que soportan las tareas
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definidas en las fases de análisis e implementación de ontologías, descritas en la
sección 5.2. Esta evaluación de usabilidad de la herramienta OWL-VisMod se
ha desarrollado en dos partes; la primera parte corresponde al desarrollo de las
tareas para la fase de análisis, y la segunda parte corresponde al desarrollo de
las tareas propias de la fase de implementación de las ontologías. La sección A
contiene un manual de usuario que describe la funcionalidad de la herramienta.
El capítulo comienza con una descripción de los criterios utilizados para
desarrollar esta evaluación, continúa con la evaluación de usabilidad en las
fases de análisis e implementación, y termina con las conclusiones.
6.1. Pruebas de Usabilidad
Las actuales propuestas metodológicas no cubren suficientemente la forma
de desarrollar pruebas de usabilidad sobre modelos ontológicos. OntoMetric
y OntoClean, descritas en la sección 2.3.1, proporcionan algunos mecanismos
para evaluación de ontologías, pero no desde la perspectiva de la usabilidad.
Vrandecic [270] propone un marco de trabajo para la evaluación de ontologías,
pero desde el punto de vista semántico. Esta propuesta se basa en una meta-
ontología, o dicho de otra forma, una ontología de ontologías.
García et al. [98] describen un enfoque basado en ontologías para el diseño
de cuestionarios de evaluación de usabilidad de sitios web, mientras que en
[97] los mismos autores describen un ejemplo de una evaluación de usabilidad
a los editores de ontologías. Esta evaluación se basa por un lado, en el análisis
heurístico propuesto en [202], y por otro lado, en dos planteamientos generales:
¿Qué tan fácil es crear una nueva ontología con los actuales editores?, y ¿Qué
tan fácil es editar, buscar y actualizar tareas en grandes ontologías con los
actuales editores?
Para la evaluación de la usabilidad en OWL-VisMod se ha seguido el mismo
enfoque de los planteamientos de García et al. [97] combinado con la teoría del
área de Ingeniería de Usabilidad. Dentro de esta parte teórica, básicamente se
ha tomado el enfoque de una evaluación de usabilidad centrada en el usuario
[234], mediante la aplicación de cuestionarios a los participantes de la evalua-
ción, de forma similar a algunas otras evaluaciones de ontologías [41, 8, 218].
La técnica de evaluación heurística es el método más ampliamente utiliza-
do, ya que las evaluaciones centradas en el usuario suelen ser menos costosas
en cuanto a tiempo. Más aún, es una forma muy directa de obtener una retroa-
limentación directa de los usuarios. Nielsen [204] propone el uso de una técnica
de evaluación heurística, que requiere un conjunto de especialistas que evalúan
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y juzgan que una cierta interfaz de usuario, cumpla con los principios del dise-
ño de usabilidad. Scholtz [234] resume los diversos tipos de evaluaciones, entre
los que se encuentran las evaluaciones basadas en expertos y las evaluaciones
basadas en modelos.
Este tipo de evaluación centrada en el usuario es consecuencia de la propia
naturaleza de la herramienta, ya que como se ha descrito previamente, el dise-
ño de OWL-VisMod está completamente orientado al usuario como el centro
de los procesos. Todas las técnicas han sido implementadas tomando en con-
sideración la capacidad cognitiva de una persona, por lo que la evaluación de
usabilidad también debe considerar a la persona como el centro del proceso.
La diferencia con la evaluación basada en expertos es que este último esquema
involucra un reducido número de usuarios con un alto grado de conocimiento y
muy específico, mientras que el esquema basado simplemente en los usuarios,
involucra a un mayor número de usuarios sin un alto grado de especialización.
La usabilidad de un producto de software es un aspecto fundamental que
se evalúa a través de pruebas que involucran la interacción de los usuarios con
el sistema. La evaluación de este tipo de pruebas se lleva a cabo generalmente
mediante el uso de cuestionarios con una serie de preguntas específicas sobre
la experiencia del usuario con el sistema. A través de las respuestas de los
usuarios, los diseñadores del sistema pueden advertir en una etapa temprana
de la fase de desarrollo, sobre los posibles problemas y conflictos que pudieran
haber pasado inadvertidos.
Esta evaluación de usabilidad sobre OWL-VisMod se ha enfocado en la
efectividad en el uso de las técnicas visuales y de interacción, que soportan
las tareas definidas en las fases de análisis e implementación de ontologías, ya
que estas fases son las que requieren el uso de la herramienta. También se ha
considerado en la evaluación, la satisfacción del usuario en general, así como
sus comentarios sobre diversos aspectos a mejorar.
Para evaluar OWL-VisMod se aplicó, como se ha mencionado, una evalua-
ción centrada en el usuario. Este tipo de evaluaciones se basan en las siguientes
actividades: la identificación de los usuarios representativos, la identificación y
desarrollo de las tareas representativas y, finalmente, el desarrollo de un cues-
tionario que permita al usuario otorgar una evaluación de los diversos aspectos
de la herramienta.
La primera actividad consiste en la identificación de aquellos usuarios re-
presentativos que participan en la evaluación. Para el desarrollo de esta tarea es
necesario determinar quiénes son los usuarios representativos de OWL-VisMod.
Este segmento de usuarios está formado por todos aquellos, principalmente
ingenieros en ontologías, interesados en crear, reutilizar, analizar o modificar
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bases de conocimiento para aplicaciones semánticas. En este contexto, los usua-
rios de la herramienta son aquellos con un cierto grado de especialización, o al
menos con cierto conocimiento de modelos ontológicos.
Para el desarrollo de esta evaluación se utilizó como segmento de usuarios
veintiún estudiantes del Máster Universitario en Sistemas Inteligentes impar-
tido en la Universidad de Salamanca. A estos estudiantes se les impartió una
charla relacionada con la web semántica, las ontologías y, finalmente, se les
mostró la herramienta y se les explicaron algunos detalles del diseño de las
visualizaciones, así como una introducción general de la interacción con los
usuarios. El grado de conocimiento de los estudiantes sobre ontologías no era
muy especializado, sin embargo, al ser estudiantes de Informática, todos ellos
tenían conocimiento sobre modelos de datos e Ingeniería de Software.
Una vez definido el segmento de los usuarios, la segunda actividad en el
esquema de evaluación corresponde a la identificación de las tareas representa-
tivas. Estas tareas deben estar siempre enfocadas a los aspectos específicos que
intentan evaluarse; en este caso, los tres aspectos más importantes a evaluar
son la efectividad, la eficiencia y la interacción con el usuario. La efectividad
es un objetivo muy general y se refiere a lo bueno que es un producto al hacer
lo que se supone que tiene que hacer. Por otro lado, la eficiencia se refiere a
la forma en la que un producto apoya a los usuarios en el desarrollo de sus
tareas [179, 235]. Finalmente, la interacción con el usuario se refiere a los me-
canismos con los que el usuario puede ejecutar acciones sobre el modelo visual,
lo que representa un aspecto fundamental en cualquier sistema de software, y
especialmente en OWL-VisMod.
La evaluación fue dividida en dos partes: la primera parte consistió en el
análisis de una ontología públicamente disponible, con la finalidad de que el
usuario se familiarizara con la herramienta, y también para probar el rendimien-
to de las visualizaciones con una gran cantidad de datos. La segunda parte
correspondió al desarrollo de todo el proceso de creación de un modelo on-
tológico, basado en las actividades del flujo de trabajo descrito en la sección
5.1.1.
6.2. Análisis de un modelo ontológico
Para el desarrollo de esta fase, se utilizó la ontología SAO v1.21 (Subcellular
Anatomy Ontology), de libre distribución y descrita en [75]. Esta ontología
describe la anatomía subcelular del sistema nervioso, más específicamente, las
1http://ccdb.ucsd.edu/SAO/1.2/SAO.owl
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células nerviosas, sus partes y la interacción entre esas partes. Esta ontología
ha sido construída usando Protégé 3.2.x, de acuerdo a la especificación OWL
DL, con un total aproximado de ochocientas clases.
La fase de análisis de este modelo se ha llevado a cabo de acuerdo a las ac-
tividades descritas en el esquema de la Figura 5.18 en la sección 5.3.3. Comienza
con un análisis de la jerarquía de clases en el modelo ontológico. Esta jerarquía
es bastante grande en amplitud y profundidad como lo muestra la Figura 6.1,
que ilustra una parte del árbol de jerarquías del modelo ontológico.
Figura 6.1: Se muestra la jerarquía de una clase en el octavo nivel de la ontología
SAO. Se ilustra toda la jerarquía de las superclases en los niveles previos.
La fase de análisis implica navegar a través de la jerarquía de clases en la
búsqueda de ciertos conceptos específicos. Para el caso específico de profundas
jerarquías como SAO, OWL-VisMod implementa mecanismos que permiten
desarrollar eficientemente esta búsqueda. La Figura 6.1 muestra la forma en la
que el árbol de jerarquías permite recorrer todos los niveles de la taxonomía,
en este caso, se ha desplegado una jerarquía con ocho niveles de profundidad.
Como parte de la evaluación, a los usuarios se les pidió primero, analizar
la jerarquía a través del treemap y del árbol de jerarquías. La interacción
consistió en la navegación de los diversos niveles, así como la búsqueda de
algunos conceptos específicos, de forma similar a como sería un análisis real.
El análisis continúa con las técnicas de zoom semántico, para las propieda-
des intrínsecas y las instancias. En este caso específico, este modelo ontológico
no tiene instancias definidas, por esta razón, no puede utilizarse la técnica de
148 6. Evaluación de usabilidad
las consultas visuales.
Esta ontología tiene bajo nivel de acoplamiento, ya que únicamente treinta
y cinco de las clases tienen acoplamiento, con un total de ochenta y una pro-
piedades, de las cuales treinta y seis son propiedades objeto y cuarenta y cinco
propiedades de datos.
Figura 6.2: Se muestra el acoplamiento global de la ontología SAO, con treinta
y cinco clases con relaciones de acoplamiento, ochenta y una propiedades, de
las cuales, treinta y seis son propiedades objeto y cuarenta y cinco propiedades
de datos.
La Figura 6.2 muestra la visualización con el acoplamiento global de esta
ontología. El análisis sobre el acoplamiento global, se realiza ya sea, a través de
las clases, o a través de las propiedades listadas al lado derecho en la visualiza-
ción. En el caso específico de la Figura 6.2, en donde se ha seleccionado la clase
sao500241072 para ilustrar el análisis de acoplamiento, se pueden distinguir
seis clases acopladas Object, ObjectAggregate, FlatObjectPart, sao1417703748,
sao1329750433 y sao628508602. Esta clase también tiene propiedades de tres
tipos de datos diferentes, de tipo float, string y propiedades de tipo indefinido.
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6.3. Creación de un nuevo modelo ontológico
La creación de un nuevo modelo ontológico constituye el aspecto más im-
portante a evaluar, para lo cual, se pidió a los usuarios el diseñar un modelo de
conocimiento basado en el dominio académico universitario. Este dominio fue
seleccionado con la finalidad de que el desarrollo del modelo resultara fácil y
además conocido por todos, ya que al ser estudiantes todos ellos podían llevar
a cabo dicha tarea.
Cada usuario pudo desarrollar el modelo acorde a su propio conocimiento y
con la libertad plena de incluir los conceptos, atributos, relaciones e instancias
que considerara necesarios. No había una limitante establecida en cuanto al
número de elementos, sino que la única limitante era el factor tiempo destinado
a la evaluación. En esta medida, los modelos ontológicos de los estudiantes
resultaron diferentes, aunque la mayoría de ellos compartían los conceptos
principales como Estudiante, Profesor, Universidad, Asignatura, Facultad y
Curso Académico.
La figura 6.3 muestra la visualización de árbol (tree) con la jerarquía de
uno de los modelos ontológicos creado por alguno de los usuarios. Se ha re-
saltado en un recuadro en color rojo, la especialización de la clase Persona, en
las clases Profesor, Investigador, Estudiante y la clase ProfesorInvestigador,
definida como la unión de las clases Profesor e Investigador.
Figura 6.3: Árbol con la vista de la representación jerárquica de las clases en
uno de los modelos ontológicos creado por un usuario para la evaluación de
usabilidad.
150 6. Evaluación de usabilidad
Por otro lado, la Figura 6.4 muestra una vista del zoom semántico del mismo
modelo mostrado en la Figura 6.3. Esta vista muestra los diversos aspectos del
zoom semántico y el desarrollo de la técnica de consultas visuales. La clase
Profesor contiene siete instancias que se ubican alrededor de la esfera central
que representa a la clase. Cuando el usuario se centra en una de las instancias,
la herramienta consulta cada uno de los valores de esta instancia y se resaltan
en las propiedades.
Figura 6.4: Vista detallada del zoom semántico de uno de los modelos creado
por los usuarios. La visualización incluye el uso de la técnica de consultas
visuales, en la que se muestra una consulta de una instancia de la clase Profesor
y los valores de esta instancia para cada una de las propiedades.
En este caso, al consultar sobre una de estas instancias, todos los valores
dentro de las propiedades se resaltan y, como se ha detallado en la sección
5.3.2.2, las propiedades de datos de tipo numérico (como el identificador y la
edad), se representan como histogramas que establecen una relación de orden
entre todos los valores.
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6.4. Evaluación de los procesos definidos
Una vez que los usuarios crearon su modelo ontológico, la siguiente fase del
proceso de evaluación consistió en dar respuesta a un cuestionario con un total
de veintidós preguntas cerradas y cuatro preguntas abiertas. Las preguntas
cerradas fueron definidas en cuatro grupos y organizadas de acuerdo al mismo
flujo de trabajo. Estos cuatro grupos de visualizaciones son: la taxonomía de
conceptos, el zoom semántico, acoplamiento de las clases y el cuarto grupo
evalúa la satisfacción general del usuario con respecto a toda la herramienta.
Para la evaluación de las preguntas cerradas se ha utilizado una escala de uno
a cinco, en la que uno representa la peor evaluación y cinco la mejor. Todas
las preguntas del cuestionario se describen en los siguientes apartados.
6.4.1. Taxonomía de la ontología
1. ¿En tu opinión, la jerarquía de conceptos está suficientemente bien re-
presentada usando treemaps y árboles de jerarquías?
2. ¿Consideras que el table lens es útil para dar una vista general de los
elementos en el modelo ontológico?
3. ¿Consideras que el proceso de modelado es suficientemente claro e intui-
tivo para construir una ontología OWL?
4. ¿Consideras que estas visualizaciones (treemap y tree) son fáciles de
aprender, usar y entender?
5. ¿Cuál sería tu grado de satisfacción con esas visualizaciones?
6. ¿Qué comentarios adicionales quieres agregar?
6.4.2. Zoom semántico
1. ¿Consideras el zoom semántico suficientemente intuitivo para mostrar los
elementos internos de una clase seleccionada?
2. ¿Consideras que el modelo de navegación es fácil de entender?
3. ¿Es suficientemente claro para qué han sido creadas esas visualizaciones?
4. ¿Cuál sería tu grado de satisfacción con estas visualizaciones?
5. ¿Qué comentarios adicionales quieres agregar?
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6.4.3. Acoplamiento de las clases
1. ¿Consideras la visualización de acoplamiento suficientemente clara para
representar las relaciones entre las clases en una ontología?
2. ¿Consideras que la navegación en esta visualización es fácil?
3. ¿Consideras que la visualización del zoom semántico es suficientemente
clara para representar el acoplamiento de alguna clase seleccionada?
4. ¿Consideras estas visualizaciones fáciles de aprender, usar y entender?
5. ¿Cuál es tu grado de satisfacción con estas visualizaciones?
6. ¿Qué comentarios adicionales quieres agregar?
6.4.4. Satisfacción general de OWL-VisMod
1. ¿Consideras la interacción con el usuario suficientemente intuitiva?
2. ¿Consideras la ayuda del usuario suficientemente clara y comprensible?
3. ¿Es el flujo de navegación coherente y correcto desde tu punto de vista?
4. ¿Consideras que las visualizaciones satisfacen los propósitos para los que
fueron creadas?
5. ¿Qué tan fácil consideras que sería aprender a usar esta herramienta?
6. ¿Consideras que las visualizaciones en general son intuitivas y claras?
7. ¿Consideras que la herramienta es suficientemente capaz de modelar on-
tologías OWL?
8. ¿Cuál es tu grado de satisfacción con la herramienta?
9. ¿Qué comentarios adicionales quieres agregar?
6.5. Resultados de la evaluación
Como se ha mencionado previamente, se definieron cuatro grupos de pre-
guntas descritas en las secciones 6.4.1, 6.4.2, 6.4.3 y 6.4.4. El análisis de los
resultados se basa en el cálculo del valor de la media aritmética de todas las eva-
luaciones de los usuarios a cada una de las preguntas. Este tipo de evaluación
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aunque sencilla, es bastante robusta ya que permite reconocer las preguntas
peor evaluadas por parte de la mayoría de los usuarios. Todas las preguntas
detectadas con un valor de media relativamente bajo, son las que en mayor
medida hubo que analizar para poder corregir estos aspectos específicos.
Figura 6.5: La gráfica de los resultados de las preguntas cerradas, se resaltan en
color rojo aquellas preguntas en las que ha habido que poner mayor atención
y en amarillo otras preguntas que también se consideraron como importantes.
En términos generales los resultados de la evaluación son aceptables, los
valores de las medias son en general altos, lo que indica que los objetivos gene-
rales de las visualizaciones se han cumplido, sobre todo el hecho de ofrecer una
herramienta intuitiva, fácil de usar y robusta para el modelado de ontologías.
Los resultados de la evaluación se muestran en la Figura 6.5. Las barras re-
saltadas en color rojo y en amarillo representan aquellas preguntas con los
valores de evaluación más bajos.
La primera de las preguntas marcadas en colo rojo corresponde a la ter-
cera barra en el histograma, que se refiere a que si el proceso de modelado
es suficientemente claro para construir una ontología OWL. De acuerdo a las
respuestas de los usuarios en las preguntas abiertas, se pudo obtener en con-
clusión que algunos de ellos consideraban que el proceso de modelado no era
un asunto intuitivo a primera instancia. Es decir, que los usuarios requerían
una breve explicación antes de comenzar a utilizar la herramienta, acerca del
flujo de trabajo y el desarrollo del proceso de modelado. Este aspecto es im-
portante considerarlo, aunque el hecho de que los usuarios no habían creado
ontologías previamente a su uso con OWL-VisMod es un factor que repercute
en sus respuestas.
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Por otro lado, las preguntas seis, siete y nueve se refieren a las visualizacio-
nes de zoom semántico; más específicamente, preguntan si son suficientemente
intuitivas y el modelo de navegación fácil de entender. En este sentido, la re-
troalimentación obtenida a través de las preguntas abiertas fué principalmente
el hecho de que no era suficientemente clara la navegación desde el treemap
hacia el zoom semántico, especialmente el regreso a la vista general. También
hubo comentarios en el sentido de que era poco clara, la interacción de la
funcionalidad en la herramienta.
Esta problemática se ha resuelto incluyendo pequeños mensajes que indican
los mecanismos de interacción con las visualizaciones, así como con la mejora
de la ayuda. La navegación e interacción con todas las visualizaciones en ge-
neral es un aspecto que requiere, como en cualquier herramienta que se utiliza
por primera vez, de un proceso de aprendizaje que, sin embargo, no resulta
complejo ya que utiliza los mecanismos comúnes de interacción, como selec-
ciones con el puntero, arrastrar y soltar (drag and drop), elementos visuales o
funciones de scrolling.
Las preguntas etiquetadas con los números quince y diecisiete hacen referen-
cia al flujo de navegación y la interacción con el usuario en toda la herramienta.
En este caso, los motivos son los mismos que en el caso de la interacción y el
flujo descrito anteriormente para el zoom semántico. Las soluciones también
han sido mejorar la ayuda general de toda la herramienta, así como incluir men-
sajes de información que describen la interacción, y el uso de tooltips sobre los
elementos.
Por lo que respecta a las preguntas abiertas, primeramente han permitido a
los usuarios describir claramente los aspectos que consideran como mejorables
o poco intuitivos respecto a las preguntas cerradas. En segundo lugar, tam-
bién han permitido conocer otros aspectos no considerados en las preguntas
cerradas que podían mejorarse de acuerdo a la perspectiva de los usuarios. Al-
gunos ejemplos de estos comentarios fueron las posibles mejoras en el aspecto
de ciertos componentes gráficos (look and feel), la inclusión de histogramas para
la representación de tipos de datos (sugerencia implementada posteriormente),
así como algunas propuestas de nueva funcionalidad. También la evaluación
permitió descubrir algunos errores de programación (bugs), no detectados pre-
viamente y que fueron solucionados.
6.6. Conclusiones
La usabilidad de un sistema de software interactivo representa un aspecto
fundamental a evaluar, especialmente durante la última fase de desarrollo del
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mismo. Este capítulo describe el desarrollo de una prueba de usabilidad de
OWL-VisMod con un grupo de estudiantes de máster, cuyo objetivo principal
era obtener una retroalimentación de los usuarios, sobre todos aquellos aspec-
tos que pudieran mejorarse con respecto a la interacción con el usuario. La
evaluación tenía como primer objetivo validar el uso de la herramienta con las
tareas definidas para llevar a cabo las fases de análisis e implementación de
ontologías. Esta validación implica el hecho de que la herramienta tuviera la
capacidad para desarrollar todas esas tareas.
Debido a que el usuario está siempre en el centro de las tareas involucradas
con el uso de la herramienta, la evaluación se basa en un enfoque centrado en
el usuario. El alcance de la evaluación comprende por un lado, el análisis de un
modelo existente y, por otro lado, la creación de un nuevo modelo ontológico
que resultara sencillo para los usuarios.
El cuestionario de evaluación se ha segmentado de acuerdo a los mismos
grupos de visualizaciones definidos en la herramienta y, finalmente, un grupo de
preguntas globales. En términos generales, la evaluación ha arrojado buenos
resultados sobre los objetivos planteados. Los usuarios han sido capaces de
analizar un modelo y crear uno nuevo desde el comienzo.
La evaluación ha permitido obtener retroalimentación en dos aspectos prin-
cipalmente: el primero con la detección de algunos errores de programación, y
el segundo con detalles específicos de navegación e interacción en los que los
usuarios necesitaban una mayor descripción. Tanto los errores de programación
detectados, como los comentarios sobre la interacción y navegación, han sido
considerados e implementada la solución.
Una vez realizada la evaluación de usabilidad, el siguiente paso es la eva-
luación de funcionalidad de la herramienta, con un caso de estudio que permita
evaluar las capacidades que tiene OWL-VisMod para cubrir todos los aspectos




Desde el punto de vista de las tecnologías de la información, la funcionalidad
es el conjunto de características y capacidades de una aplicación de software,
que permiten a los usuarios el uso del sistema para desarrollar diversas tareas.
La funcionalidad de cualquier sistema de software es un aspecto crucial que
tiene que ser evaluado antes de que el sistema sea puesto en un ambiente de
producción.
Este capítulo está dedicado a describir la evaluación de la funcionalidad de
OWL-VisMod, como complemento a la evaluación de usabilidad descrita en
el capítulo 6 y en [91, 89]. A lo largo de este, se describe un caso de estudio
para evaluar la funcionalidad de la herramienta con un proyecto que involu-
cra el uso de ontologías en una aplicación para dispositivos móviles. Algunos
vídeos y las imágenes en alta resolución se encuentran disponibles en http:
//www.analiticavisual.com/juan/thesis.html. Este capítulo comienza con
la descripción del problema, la solución planteada, la descripción de la fase de
implementación de los modelos ontológicos y, finalmente, se describen las con-
clusiones.
7.1. Proyectos Turimov y Ulises
El uso de modelos semánticos para sistemas de recomendación [1] en do-
minios turísticos es un área que se ha venido desarrollando desde la última
década, con una serie de propuestas al respecto [74, 78, 154].
Este caso de estudio describe el proceso de desarrollo de los modelos on-
tológicos para dos proyectos: el primero llamado Turimov, un sistema in-
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teligente de soporte para dispositivos móviles para el fomento del turismo en la
región de Castilla y León, mientras que el segundo se denomina Ulises, un sis-
tema inteligente de soporte móvil para la toma de decisiones y recomendaciones
en el sector turístico en general. El objetivo principal de estos proyectos es el
desarrollo de un sistema basado en el uso de diversas plataformas tecnológicas
móviles para apoyar el desarrollo de actividades que ayuden a los turistas en su
búsqueda de lugares, eventos, actividades, etc., durante sus viajes en la región
de Castilla y León para el caso del proyecto Turimov, y su respectiva versión
más general fuera de esta región, el proyecto Ulises. Más detalles específicos
del proyecto pueden encontrarse en el sitio web de la empresa Interra1.
Los proyectos Turimov y Ulises se basan en el uso de ontologías OWL
para administrar toda la información, acerca de lugares, eventos o actividades,
así como los perfiles de los usuarios, para que el sistema de recomendación
pueda sugerir viajes o itinerarios específicos de acuerdo a los perfiles de los
usuarios. Toda la información se almacena y administra usando ontologías,
y estas juegan un papel crucial en el proceso de desarrollar inferencia sobre
los datos para crear diversas sugerencias de viajes. El caso de estudio para el
desarrollo de los proyectos Turimov y Ulises sigue el flujo de trabajo descrito
en la sección 5.3.2 e ilustrado en la Figura 5.8. Ambos proyectos comparten la
misma definición de los modelos ontológicos.
7.1.1. Dominio del problema
De acuerdo al flujo de trabajo, la primera fase consiste en la definición y
abstracción del problema, así como el planteamiento de la solución. Esta fase
se ha cubierto por completo en la definición de los respectivos proyectos, en
donde se han establecido claramente los objetivos, las especificaciones, así como
el alcance global de los proyectos. Este proceso se ha desarrollado enteramente
por especialistas de la empresa Interra, en donde la descripción del proyecto
indica que se trata del desarrollo de un sistema de toma de decisiones y re-
comendaciones para el sector turístico basado en web semántica. El objetivo
de ambos proyectos es prácticamente el mismo, se basa en el desarrollo de un
sistema personalizado según el perfil del usuario y la información del contexto.
La arquitectura debe ser compatible con las plataformas existentes de comercio
electrónico y los estándares tecnológicos corrientes basados en componentes y
multicapa.
Una vez definido el alcance, los objetivos y los requisitos tecnológicos del
sistema por parte de la empresa, el acuerdo con Interra establece que como caso
1http://www.interra.es/
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de estudio para la validación de la funcionalidad de OWL-VisMod se realizará
el modelo ontológico de dicho sistema. El desarrollo de este modelo ontológico
se ha divido en tres submodelos de acuerdo a los objetivos del dominio. El
primer submodelo se enfoca en los usuarios del sistema, y se basa en la recopi-
lación de las características de las personas para establecer perfiles, de acuerdo
a los cuales el sistema de recomendación proporciona diferentes rutas, lugares
o actividades. El segundo modelo se utiliza para establecer una clasificación
de los dispositivos móviles, de acuerdo a sus principales características. Final-
mente, el tercer modelo se utiliza para definir todos los recursos en el sistema,
como las actividades, espectáculos, los diferentes lugares, recorridos o rutas de
senderismo, etc.
El primer modelo (turisem_personas.owl2) contiene los conceptos y las
propiedades que definen el perfil de una persona, sus gustos en gastronomía,
actividades deportivas, culturales, espectáculos, lugares preferidos, etc. El ob-
jetivo de este pequeño modelo ontológico es el de capturar las características
de los usuarios, para que el sistema pueda recomendar diferentes actividades
de acuerdo a estas.
Figura 7.1: Los submodelos ontológicos de persona (turisem_personas.owl)
y dispositivos (turisem_dispositivos.owl). Las principales clases son Persona,
Dispositivo, PlataformaSoftware y PlataformaHardware.
El segundo modelo (turisem_dispositivos.owl3) contiene las características
2http://www.analiticavisual.com/juan/archivos/turisem_personas.owl
3http://www.analiticavisual.com/juan/archivos/turisem_dispositivos.owl
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de los dispositivos tecnológicos móviles (teléfonos, tablets o PDA’s). Este mo-
delo se ha definido para que el sistema tenga información de los dispositivos de
los usuarios, con fines exclusivamente de rendimiento y prestaciones tecnológi-
cas. Los principales conceptos en este modelo son las plataformas de software
que incluyen sistemas operativos, lenguajes de programación, las plataformas
de hardware y los propios dispositivos, clasificados en tres grandes categorias:
los teléfonos inteligentes, las tabletas y las PDA’s.
La Figura 7.1 muestra los dos submodelos más pequeños; por un lado, el
modelo de las personas turisem_personas.owl y, por otro lado, el modelo de
los dispositivos turisem_dispositivos.owl, en donde se aprecian los principales
conceptos mencionados previamente. Las principales clases de estos modelos
son Persona, Dispositivo, PlataformaSoftware y PlataformaHardware. Estos
dos submodelos son los más pequeños, en conjunto suman un total de veintitres
clases, cinco de las cuales son clases enumeradas, nueve propiedades de datos
y dieciocho propiedades objeto.
El tercer modelo ontológico (turisem.owl4) es el más extenso, ya que con-
tiene toda la información de los recursos turísticos como las actividades (de-
portes, espectáculos, exhibiciones, conciertos, etc.), los lugares (hoteles, bares,
restaurantes, parques, galerias, museos, casinos, etc.) y las diferentes rutas para
senderismo, entre otra información. Esta ontología está formada por ciento
veintiún clases, ochenta y tres propiedades de datos y cuarenta y nueve pro-
piedades objeto. Toda la información contenida en esta base de conocimiento
ha sido proporcionada por la empresa Interra, y comprende principalmente
lugares dentro de la ciudad de Salamanca, aunque también se incluye alguna
otra información de lugares dentro de la provincia como Ciudad Rodrigo, e
incluso de algunas otras provincias de Castilla y León como Segovia, Béjar y
Ávila.
Entre la información que contiene esta base de conocimiento destacan los
principales bares, restaurantes, hoteles, museos y monumentos históricos dentro
de la ciudad de Salamanca. También se incluye información sobre parques na-
turales, bodegas de vino, campos de golf, parques temáticos, centros ecuestres
o estaciones de esquí, ubicados la gran mayoría dentro de la provincia de Sala-
manca y, en menor medida, en otras provincias de Castilla y León. La Figura
7.11 muestra las instancias de la clase MonumentoHistorico, que contiene dieci-
seis valores de los más importantes monumentos históricos dentro de la ciudad
de Salamanca. Una descripción más detallada de las instancias en los modelos
ontológicos se provee en la sección 7.1.5.
Dentro del planteamiento del dominio se ha contemplado la reutilización
4http://www.analiticavisual.com/juan/archivos/turisem.owl
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de modelos ontológicos relacionados, como se describe en la sección 4.3, de
acuerdo al esquema ilustrado en la Figura 4.4. Uno de estos modelos es la
ontología wine.owl, descrita en la sección 2.1. Este modelo describe un dominio
gastronómico y de vinos, que puede reutilizarse para los proyectos Turimov y
Ulises.
Figura 7.2: La jerarquía completa del modelo ontológico wine.owl ; se ha ex-
tendido la rama con la jerarquía de las clases relacionadas con gastronomía
definidas en esta ontología.
La ontología wine.owl ha tenido que someterse a un análisis y evaluación
basados en el esquema que se ilustra en la Figura 4.4, con la finalidad, primero,
de decidir si la ontología puede reutilizarse dentro del dominio que se está mod-
elando y, segundo, para hacer un diagnóstico sobre las modificaciones que se
requieren realizar. Este análisis se centra en la búsqueda de conceptos rela-
cionados con vinos españoles y también con gastronomía española. Estos dos
aspectos son los requisitos necesarios para que esta ontología pueda reutilizarse
en el contexto de los proyectos Turimov y Ulises.
El primer aspecto a considerar es la diferencia en los idiomas, ya que la on-
tología wine.owl está definida en inglés, mientras que los modelos turisem.owl,
turisem_personas.owl y turisem_dispositivos.owl se han diseñado en español.
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Esta diferencia idiomática no debería, en principio, representar un impedimen-
to para su reutilización.
El análisis comienza con la búsqueda de los conceptos relacionados con la
gastronomía y los vinos españoles5. La Figura 7.2 muestra la jerarquía com-
pleta de la ontología wine.owl, en donde se ha extendido la rama de conceptos
relacionados con la gastronomía6. Como se puede apreciar en la Figura 7.2, es-
ta ontología no contiene clases específicamente relacionadas con la gastronomía
española, sino que, por el contrario, contiene conceptos muy generales y defi-
nidos en un nivel de abstracción alto. La clase Meal (resaltada en un recuadro
en color verde) podría usarse para definir una especialización de alimentos
españoles, aunque el concepto más apropiado sería Cuisine o Gastronomy.
Por lo que respecta a los vinos se han definido diferentes regiones que se
han resaltado con un recuadro en color rojo en la Figura 7.2: GermanWine,
CaliforniaWine, TexasWine, ItalianWine, AmericanWine y FrenchWine. Esta
taxonomía no incluye los vinos españoles, aunque incluye el concepto Region
(resaltado en un recuadro azul) que permite definir más regiones vinícolas a
las ya existentes.
En términos generales, la ontología wine.owl incluye conceptos en un nivel
de abstracción alto, tal y como se ha descrito en la sección 5.1, que ha definido
los flujos de trabajo en base al enfoque de la metodología DOGMA. Debido a
que no se han incluído conceptos específicos de vinos y gastronomía española,
el trabajo de reutilización de este modelo ontológico abarcaría la definición de
estas clases, por lo que el costo sería prácticamente el mismo, si se reutiliza
esta ontología que si se definen estas clases en los submodelos Turisem.
Una vez analizada la taxonomía del modelo wine.owl, la siguiente activi-
dad corresponde al análisis de las propiedades de las clases, para responder
preguntas más específicas, tales como: ¿cuáles son las características de los
vinos?, ¿qué tipos de vinos se han incluído en la ontología?, o las regiones que
se han considerado en el modelo ontológico. Estas preguntas pueden contes-
tarse mediante el análisis de las propiedades de las clases, ya que estas definen
las características generales, que en este caso corresponden al color, sabor, los
niveles de azúcar y el cuerpo del vino. Estas características son comunes a
todos los vinos, independientemente de la región de la que provengan, por lo
que pueden aplicarse también a los vinos españoles.
Otro resultado del análisis es el hecho de que la gran mayoría de las uvas
5Imágenes y vídeos relacionados se encuentran disponibles en:
http://www.analiticavisual.com/juan/taxonomy.html
6Un vídeo que ilustra este análisis se encuentra disponible en:
http://www.analiticavisual.com/juan/videos/video1.avi
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Figura 7.3: (a) muestra las instancias de la clase WineGrape, que corresponden
a los tipos de uvas. (b) muestra una vista del zoom semántico que representa
el acoplamiento de la clase Wine.
consideradas son de origen francés, como se muestra en la Figura 7.3 (a).
Se pueden distinguir las instancias Cabernet Sauvignon, Chardonnay, Merlot,
Semillon, entre otras. En esta clasificación sería necesario también incluir va-
riedades de uvas autóctonas del territorio español.
En cuanto al análisis del acoplamiento global, la Figura 7.4 muestra una
vista global de este acoplamiento. En esta figura se ha resaltado la clase Wine
para analizar sus relaciones de acoplamiento con el resto de las clases. Para el
caso específico de esta clase tan importante se tienen tres relaciones, una es la
propiedad hasColor, otra es la propiedad hasWineDescriptor y, finalmente, la
propiedad madeFromGrape. La Figura 7.3 (b) muestra el acoplamiento de la
misma clase Wine, pero desde la perspectiva del zoom semántico, y se incluyen
propiedades de acoplamiento heredadas de sus superclases. Estas relaciones de
acoplamiento se indican con un contorno discontinuo en el polígono que define
a la propiedad. Se ha resaltado la propiedad madeFromGrape y se distingue en
el rango la clase WineGrape; esta relación había sido previamente representada
en el esquema de la Figura 2.1.
La Figura 7.5 despliega una representación de la propiedad madeFrom-
Grape desde otra perspectiva diferente a la de las Figuras 7.3 (b) y 7.4. Sin
embargo, se puede apreciar que la propiedad tiene a la clase Wine en el do-
minio y a la clase WineGrape en el rango. Estas tres Figuras permiten realizar
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Figura 7.4: Una vista del acoplamiento global de la ontología wine.owl,
en donde se ha resaltado la clase Wine y se muestran sus relaciones. En
este caso hay tres relaciones definidas por las propiedades objeto: hasColor,
hasWineDescriptor y madeFromGrape.
el análisis del acoplamiento desde tres diferentes perspectivas, en este caso el
análisis se ha centrado en dos de las clases más importantes Wine y Wine-
Grape, y la relación entre estas madeFromGrape. Este acoplamiento representa
una relación de dependencia entre dos conceptos: el vino y la uva.
En base al análisis desarrollado se puede realizar la toma de decisiones sobre
la reutilización de la ontología wine.owl en el contexto de los proyectos Turimov
y Ulises. En este sentido, se ha decidido incluir la ontología wine.owl en una
versión posterior de ambos proyectos, que permita definir muy específicamente
aspectos gastronómicos y vinícolas. La primera versión de los modelos se ha
definido en un nivel de abstracción alto, sin especialización sobre la gastronomía
y los vinos.
Una vez que se ha tomado la decisión acerca de la no reutilización del mo-
delo ontológico wine.owl en esta primera versión, se procede con el desarrollo
de las ontologías de acuerdo al flujo de trabajo que se muestra en la Figura
7.6, y que se ha descrito previamente. Se comienza con la definición de la taxo-
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Figura 7.5: Una vista de la representación de la propiedad madeFromGrape,
con la clase Wine en el dominio y la clase WineGrape en el rango.
nomía de los conceptos, para lo cual, se utiliza principalmente, la visualización
del treemap. El segundo paso es la creación de las propiedades intrínsecas, que
representan las características de una clase, para lo cual se requiere el uso de
una técnica de visualización centrada en mostrar los detalles. La tercera tarea
es la definición del acoplamiento entre las clases del modelo ontológico y, final-
mente, la cuarta y última actividad corresponde a la creación de las instancias
de los modelos ontológicos.
7.1.2. Taxonomía de las ontologías
Una vez realizados los procesos de abstracción, el planteamiento de la solu-
ción del problema y el diseño de los submodelos ontológicos, sin incluir reuti-
lización en esta primera versión, entonces dio comienzo el propio desarrollo de
las ontologías turisem.owl, turisem_personas.owl y turisem_dispositivos.owl.
Este proceso de la creación de las taxonomías se describe con algunos vídeos e
imágenes en http://www.analiticavisual.com/juan/taxonomy.html.
La implementación de estos submodelos ontológicos, de acuerdo a las activi-
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Figura 7.6: El flujo de trabajo de las tareas para el proceso de creación de los
modelos ontológicos.
dades mostradas en la Figura 5.2, comienza con la definición de la taxonomía
de conceptos de cada uno de ellos. Para el caso del modelo de las personas,
las clases más importantes son Persona y OpcionesPersona, esta última define
enumeraciones7 que tienen diversas características de las personas, como el
sexo o el rango de edad. Algunas actividades muy específicas se pueden definir
tomando en cuenta estos dos aspectos, como por ejemplo algunas actividades
deportivas en las que se compita en la rama varonil y femenil por separado.
La especialización de los usuarios dentro del sistema comprende básica-
mente dos categorías; por un lado, la categoria de los turistas en su sentido
más común y, por otro lado, la de aquellos usuarios interesados en desarrollar
actividades deportivas. Esta especialización se refleja en la jerarquía de sub-
clases de la clase Persona, como se muestra en la Figura 7.1. Las relaciones
de acoplamiento de la clase Persona se ilustran en la Figura 5.17 de la sec-
ción 5.3.2.2, que describe las visualizaciones basadas en el uso de la técnica de
zoom semántico. Esta visualización muestra nueve relaciones de acoplamiento
(propiedades objeto) definidas sobre la clase Persona, al igual que la Figura
5.23 que muestra la visualización table lens con las mismas nueve propiedades
objeto.
Para el caso del submodelo de los dispositivos se tienen tres grandes je-
rarquías de conceptos: la primera se enfoca a los tipos de dispositivos móviles
a los cuales se dirige el sistema, la segunda a las plataformas de hardware y
la tercera a las plataformas de software. La especialización de los dispositivos
móviles del sistema (mostrada en la Figura 7.1) comprende tres categorias:
la primera abarca los teléfonos inteligentes, conocidos como smartphones, la
segunda las tabletas electrónicas y la tercera las PDA’s. La especialización de
la clase PlataformaHardware incluye dos aspectos importantes, por un lado
aquellos relacionados con la interfaz del usuario y la resolución del dispositivo.
7Clases con instancias con valores constantes como el sexo (masculino y femenino).
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Estos dos aspectos juegan un papel crucial en cuanto al uso de los elementos
tecnológicos en los dispositivos, ya que estos pueden variar considerablemente
entre los diferentes tipos de dispositivos.
Figura 7.7: La jerarquia completa con los tres submodelos, turisem.owl,
turisem_dispositivos.owl y turisem_personas.owl. El modelo ontológico com-
pleto contiene un total de ciento cuarenta y tres clases.
Por otro lado, la especialización de la clase PlataformaSoftware incluye
varias plataformas como los estándares web, el lenguaje de programación Ja-
va, los protocolos inalámbricos o los sistemas operativos para plataformas
móviles. La jerarquía resultante de los submodelos más pequeños turisem.owl
y turisem_dispositivos.owl, se muestra en la Figura 7.1.
El tercero y el más grande de los submodelos ontológicos define los dife-
rentes recursos turísticos, y tiene como sus clases principales a Lugar, Activi-
dad, Recorrido (se refiere a las rutas de senderismo), RegionGeografica (que
permite definir regiones más específicas como ciudades, provincias, y pueblos,
entre otras), y una clase llamada Tipos, que sirve como superclase de todas las
enumeraciones que definen los valores constantes en el modelo ontológico. Un
ejemplo es la enumeración que define los días de la semana, mientras que otro
ejemplo es la enumeración que contiene una lista de actividades consideradas
como bellas artes.
Por lo que corresponde a las clases del modelo de los recursos turísti-
cos, destacan dos especializaciones: las clases Lugar y Actividad. Por un la-
do, la jerarquía de la clase Lugar establece una clasificación de los diversos
168 7. Caso de Estudio
lugares que se han considerado como recursos turísticos, entre los que se en-
cuentran museos, parques temáticos, parques naturales, bares, restaurantes,
hoteles, monumentos históricos, estadios, centros comerciales, plazas de toros,
salas de cine, casinos, teatros, zoológicos, discotecas, piscinas, centros ecuestres,
autódromos, playas, campos de golf, bibliotecas y galerias de arte, entre otros.
Esta clase y su jerarquía de subclases se muestran en el treemap de la Figura
7.7. Esta clase Lugar es la más acoplada en todo el modelo ontológico, una
vista global de este acoplamiento se describe en la Figura 5.20 (b), y una vista
detallada de zoom semántico de su acoplamiento se muestra en la Figura 5.22.
Por otro lado, la jerarquía de la clase Actividad establece una clasificación
de las diversas actividades de interés para los usuarios dentro de un ámbito
turístico. Así, se incluyen espectáculos (como obras de teatro, corridas de toros,
espectáculos deportivos, conciertos, entre otros), también actividades deporti-
vas a realizar por el usuario, visitas a diversos lugares, fiestas patronales o
actividades gastronómicas.
La Figura 7.7 muestra la jerarquía completa con los tres submodelos, el
modelo de los recursos turísticos turisem.owl, el modelo con la información de
los dispositivos móviles turisem_dispositivos.owl y, por último, el modelo con
las características de las personas turisem_personas.owl, con un total de ciento
cuarenta y tres clases, de las cuales las más importantes se han descrito en los
párrafos anteriores. Los colores en el treemap permiten distinguir a las clases
simples, con el tono gris claro, de las enumeraciones o clases enumeradas, con
el tono beige.
7.1.3. Propiedades intrínsecas
Una vez creadas las taxonomías de cada uno de los submodelos ontológi-
cos, el siguiente paso es la definición de las propiedades intrínsecas a los
conceptos, esto es, las propiedades de datos en las clases. Estas propieda-
des se definen acorde a la información que se quiere tener de cada uno de
los conceptos en el modelo ontológico. Por ejemplo, el modelo de las personas
(turisem_personas.owl), que contiene a la clase Persona como la más impor-
tante, define las propiedades edad y nombrePersona que se muestran en la
Figura 5.17 en un tono verde característico de las propiedades de datos. La
propiedad nombrePersona tiene en el rango al tipo de datos string, mientras
que edad tiene un rango de tipo integer. En este caso, el nombre de la persona
se utiliza como un identificador, mientras que la edad puede utilizarse para
sugerir diversas actividades de acuerdo a este valor.
El submodelo de los dispositivos físicos (turisem_dispositivos.owl) contiene
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Figura 7.8: (a) muestra el zoom semántico sobre la clase Dispositivo, con cinco
propiedades de datos. La Figura (b) muestra el zoom semántico sobre la clase
Lugar, con siete propiedades objeto y cuatro propiedades de datos.
propiedades de datos relacionadas con los dispositivos, como el nombre del
fabricante, la marca del dispositivo, el modelo, el uso de bluetooth o si cuenta
con una tarjeta inalámbrica (wireless), como se muestra en la Figura 7.8 (a),
con el zoom semántico de la clase Dispositivo.
Por otro lado, el submodelo de los recursos turísticos contiene la gran mayo-
ría de propiedades de datos. Entre las clases más importantes de este modelo,
se encuentra la clase Lugar, que se muestra en la Figura 7.8 (b). Las propie-
dades de datos de esta clase son nombreLugar, direccion, valorCostoAcceso y
descripcionLugar ; que indican el nombre o identificador del lugar, la dirección,
una descripción y un posible costo de acceso. La Figura 7.8 (b), muestra el
resultado de una consulta visual sobre todos los lugares enfocados para una
audiencia adulta.
Otra de las clases más importantes de este modelo es la clase Actividad,
que tiene cuatro propiedades de datos: valorCostoActividad, duracionActividad,
nombreActividad y descripcionActividad. Estas propiedades se utilizan para
definir el posible valor del costo para realizar la actividad, la duración estimada
de la actividad, el nombre o identificador de la actividad y, finalmente, una
breve descripción de la actividad. El acoplamiento de esta clase se muestra en
la Figura 7.9 (a).
Dentro de este modelo de recursos, la clase con más propiedades de datos
es Recorrido, que se muestra en la Figura 7.9 (b) con un total de diez. Esta
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clase define las rutas de senderismo sobre los diferentes paisajes de Castilla y
León. Dada la naturaleza de esta clase, las propiedades de datos se relacionan
con la información específica del recorrido o la ruta, como son una descripción
general, el máximo desnivel, la longitud total, el tiempo de recorrido, la mayor
altitud, el equipo necesario y un valor en la clasificación del recorrido.
7.1.4. Acoplamiento de los modelos ontológicos
Una vez creadas las propiedades de datos, se crean las propiedades objeto
que relacionan diversos conceptos entre sí. Análogamente como se describió
con las propiedades de datos, en cada uno de los tres submodelos hay clases
más importantes que incluyen propiedades objeto. De tal forma que el modelo
de las personas (turisem_personas.owl), que contiene a la clase Persona como
la más importante, define las propiedades que relacionan a esta clase con las
demás, principalmente con las clases Deporte, Actividad, Espectaculo y Lugar.
La Figura 7.8 (a) muestra el zoom semántico de la clase Dispositivo. Es-
ta clase tiene cuatro propiedades objeto: plataformaSoftware, plataformaHard-
ware, sistemaOperativo y resolucionDispositivo. Estas propiedades tienen como
finalidad permitir al modelo ontológico recabar información relevante sobre el
dispositivo físico; en este caso, es fundamental conocer el sistema operativo, la
resolución de la pantalla, así como aspectos específicos de las plataformas de
software y de hardware.
Finalmente, por lo que respecta al submodelo turisem.owl de los recursos
turísticos, se destacan las clases Lugar, Actividad (Figura 7.9 (a)) y Recorrido
(Figura 7.9 (b)). La clase Lugar (Figura 7.8 (b)), tiene entre sus principales
propiedades objeto aquellas que relacionan diferente información asociada con
los lugares, como la clasificación de los tipos de lugares, los tipos de audiencia,
el tipo de iluminación, los días de la semana de disponibilidad, la ubicación, así
como también las actividades relacionadas con este lugar, como por ejemplo,
los diversos eventos en los escenarios deportivos. Básicamente, esta clase re-
presenta un concepto general de un lugar a partir del cual se definen conceptos
más específicos, por lo que las propiedades son muy generales.
En lo que respecta a la clase Actividad, que se muestra en la Figura 7.9 (a),
destacan las propiedades que permiten clasificar los tipos de actividades, los
lugares donde se desarrollan las actividades, el costo involucrado o el tipo de
público al que va dirigido la actividad. Las clases Actividad y Lugar están rela-
cionadas por las propiedades lugarActividad y actividad, que son propiedades
inversas entre sí, e indican, por un lado, los lugares en los que se desarrollan las
actividades y, por el otro, a cada lugar le asocian un conjunto de actividades
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Figura 7.9: (a) Zoom semántico sobre la clase Actividad, con siete propiedades
objeto y cuatro propiedades de datos. La Figura (b) muestra el zoom semántico
sobre la clase Recorrido, con ocho propiedades objeto y diez propiedades de
datos.
que se desarrollan en este lugar.
La clase Recorrido, que se muestra en la Figura 7.9 (b), define las diversas
rutas de senderismo, contiene propiedades de datos que definen información de
la ruta, como las coordenadas, los diversos lugares que se localizan durante el
recorrido, los puntos de interés, un valor dentro de la clasificación de los tipos
de recorridos, un valor en la clasificación de la dificultad de los recorridos y los
centros de información ubicados dentro de la ruta.
7.1.5. Instancias de las clases
Una vez definido todo el acoplamiento de las clases en los submodelos on-
tológicos (las propiedades de datos y las propiedades objeto) es momento de
construir las instancias de las clases, que permiten generar la base de conoci-
miento. Estas instancias son valores específicos para las clases de los modelos
ontológicos, principalmente es información referente a lugares turísticos dentro
de la provincia de Castilla y León, como restaurantes, bares, hoteles, museos,
monumentos históricos, entre otros. Toda esta información ha sido propor-
cionada por la empresa Interra para este caso de estudio específico.
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Figura 7.10: (a) Zoom semántico sobre la clase Restaurante, en donde se mues-
tran los valores para cada de una las propiedades de una de las instancias
seleccionada. La Figura (b) muestra el zoom semántico sobre la clase Hotel,
en donde se muestran todas las instancias de hoteles con una clasificación de
cuatro estrellas.
La Figura 7.10 (a) muestra el zoom semántico sobre la clase Restaurante8,
mientras que la Figura 7.10 (b) muestra el zoom semántico sobre la clase Hotel9.
Ambas imágenes muestran el uso de la técnica de consultas visuales descrita
en la sección 3.2.3. Por un lado, la Figura 7.10 (a) muestra la clase Restaurante
que tiene veintinueve instancias, en donde se resaltan todos los valores de una
de las instancias que representa a un restaurante ubicado en la ciudad de
Salamanca. Entre los valores de las propiedades destacan los días de la semana
que abre el restaurante, las especialidades gastronómicas así como la dirección.
Por otro lado, la Figura 7.10 (b) muestra la visualización de zoom semántico
sobre la clase Hotel, con veintisiete instancias y la técnica de visual querying
para la consulta de todos los hoteles de cuatro estrellas.
La Figura 7.11 muestra un fragmento de la table lens, en el que se muestran
las dieciseis instancias de la clase MonumentoHistorico10. Estas instancias se
refieren a diversos monumentos con carácter histórico, que se localizan princi-
8Un vídeo con la interacción sobre esta clase, se encuentra disponible en:
http://www.analiticavisual.com/juan/videos/tesis/queryingRestaurante.avi
9Un vídeo con la interacción sobre esta clase, se encuentra disponible en:
http://www.analiticavisual.com/juan/videos/tesis/queryingHotel.avi
10Un vídeo que ilustra la navegación con la table lens se muestra en:
http://www.analiticavisual.com/juan/videos/tesis/tableLens.avi
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Bodegas de vino 5
Campos de golf 4
Parques temáticos 4
Escenarios de paintball 4
Casas rurales 4
Centros ecuestres 2
Estación de esquí 1
Tabla: 7.1: Un resumen del total de instancias de recursos turísticos.
palmente en la ciudad de Salamanca.
La Tabla 7.1 muestra un resumen del total de instancias de recursos turís-
ticos definidos en el submodelo turisem.owl. Estas instancias, como se ha co-
mentado previamente, se refieren a recursos turísticos dentro de la comunidad
autónoma de Castilla y León, principalmente dentro de la provincia de Sala-
manca. Estas cantidades pueden no representar el número total de ciertos recur-
sos, por ejemplo hoteles, bares, restaurantes, sino que simplemente se limitan
a un cierto número del verdadero total disponible11.
11Imágenes con una mayor resolución así como vídeos se encuentran disponibles en:
http://www.analiticavisual.com/juan/visualQuerying.html
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Figura 7.11: La table lens muestra las instancias de la clase Monumento; son
dieciséis valores de diversos monumentos históricos ubicados dentro de la ciu-
dad de Salamanca.
7.2. Conclusiones
Este capítulo ha descrito la creación de tres submodelos ontológicos OWL,
como caso de estudio y evaluación de la funcionalidad de la herramienta OWL-
VisMod. Los proyectos Turimov y Ulises han representado una excelente opor-
tunidad para la evaluación funcional de OWL-VisMod, ya que los requisitos
de un sistema real para poner en un ambiente de producción permiten evaluar
la capacidad funcional de la herramienta y detectar, si fuera el caso, aspectos
funcionales no contemplados en el diseño de la herramienta.
El desarrollo de los submodelos turisem.owl, turisem_dispositivos.owl y
turisem_personas.owl, definidos en OWL-DL, se ha llevado a cabo de acuerdo
a las tareas y flujos de trabajo definidos en la sección 5.1.1, de tal forma que la
evaluación ha cubierto tanto los procesos de creación y análisis de ontologías
propuestos, como la evaluación funcional de la herramienta que soporta ambos
procesos.
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En la fase de abstracción del dominio se ha decidido, de acuerdo a los
requisitos y las especificaciones, el diseño de tres submodelos que permitan,
primero, separar la funcionalidad del sistema y, segundo, mejorar los futuros
procesos de gestión y una posible reutilización de estos submodelos ontológicos.
Se ha contemplado la posibilidad de reutilizar algunos modelos ontológicos
previamente existentes, y en especial un modelo ontológico perteceniente a un
dominio gastronómico y vinícola. Se ha desarrollado una fase de análisis, de
acuerdo a las actividades propuestas y descritas en la sección 5.1.3, para evaluar
la factibilidad en la reutilización de la ontología wine.owl. En base al análisis
desarrollado, se puede concluir que la ontología wine.owl no incluye conceptos
gastronómicos ni vinícolas para la región de España, por lo que su reutilización
conllevaría la definición de estas clases. Por lo que respecta a la definición del
concepto vino, sus características y propiedades se aplican de la misma forma a
vinos españoles que a los no españoles, por lo que este aspecto es completamente
válido para su posible reutilización. Finalmente, se ha decidido reutilizar este
modelo ontológico en una segunda versión de los sistemas Turimov y Ulises, en
los que se incluya una especialización gastronómica y vinícola española, como
parte del sistema de recomendación turística.
Cada uno de los tres submodelos se ha creado de acuerdo al flujo de ac-
tividades propuesto para el proceso de creación, y con un nivel de abstracción
bastante alto, ya que se pretende que los submodelos puedan ser altamente
reutilizables. Los conceptos definidos son muy abstractos en general, por el
contrario las instancias creadas son muy específicas, especialmente de la región
de Salamanca y algunas otras de Castilla y León.
La evaluación de funcionalidad de OWL-VisMod con este caso de estudio,
ha resultado exitosa, ya que se ha conseguido el desarrollo de las ontologías
para los proyectos Turimov y Ulises de acuerdo a sus especificaciones. Tanto
la evaluación de usabilidad descrita en el capítulo 6, como la evaluación de
funcionalidad descrita en este capítulo, permiten concluir que los procesos de
creación, gestión, análisis y reutilización definidos, así como la herramienta que
soporta estos procesos, permiten el desarrollo de la Ingeniería de Ontologías de
una manera eficiente, desde la perspectiva del usuario en el centro de dichos




Esta tesis se ha desarrollado dentro del ámbito de los sistemas de repre-
sentación del conocimiento, un área de la Inteligencia Artificial en el que las
ontologías juegan un papel fundamental, como uno de los principales mecanis-
mos de representación formal del conocimiento. En dependencia del dominio
de aplicación, los sistemas de representación del conocimiento se pueden clasi-
ficar en dos grandes vertientes. La primera se refiere a todos aquellos sistemas
en los que los procesos se automatizan y los ordenadores adquieren un pa-
pel trascendental. Como ejemplos de estos sistemas destacan principalmente
la Web Semántica, o sistemas en dominios específicos como la biomedicina,
la genética o la biología, en donde la cantidad de información a representar
es considerablemente extensa, lo que complica en demasía la intervención hu-
mana. En contraparte, para algunos otros dominios de aplicación en los que no
hay tal cantidad de información, es el usuario el encargado de desarrollar todos
los procesos involucrados en la representación de este conocimiento. Es especí-
ficamente en el contexto de este tipo de sistemas en los que la investigación de
esta tesis se ha enfocado.
Como planteamiento general de este trabajo de tesis se ha cuestionado la
viabilidad para la propuesta de procesos que permitan un desarrollo eficiente
de la Ingeniería de Ontologías. Estos procesos consisten básicamente de un flujo
de actividades para la creación, gestión, análisis y reutilización de ontologías
y bases de conocimiento, bajo el esquema del usuario como punto central en
todos estos. De acuerdo al planteamiento del enfoque centrado en el usuario,
la propuesta de soluciones se ha basado en el uso de un área de conocimiento
denominada Analítica Visual, dadas las similitudes existentes entre estos dos
esquemas. Este área de conocimiento tiene como uno de sus principales hitos
el uso de mecanismos de visualización e interacción con el usuario, que utilizan
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al máximo las capacidades cognitivas de este para crear, gestionar y analizar
modelos de conocimiento.
Dada la problemática de las actuales herramientas, descrita principalmente
a lo largo del capítulo 4, este trabajo de tesis ha planteado soluciones que
mejoran considerablemente las propuestas actuales. Los principales resultados
obtenidos durante el desarrollo de esta tesis se describen en los siguientes pár-
rafos.
8.1. Resultados
El primero de los resultados obtenidos es la definición de las tareas y los
flujos de trabajo para los principales procesos involucrados en la Ingeniería
de Ontologías: creación, gestión, análisis y reutilización de modelos ontológi-
cos. Estos flujos de trabajo se basan en las principales actividades definidas en
metodologías existentes, como DOGMA y Methontology, dos propuestas que
se han tomado como base en este trabajo de tesis. Dentro de estos flujos de
trabajo, destacan principalmente tres grupos de actividades: una primera fase
de abstracción del dominio del problema y el planteamiento de soluciones, una
fase de análisis de un modelo ontológico, y una fase de implementación del
modelo ontológico. La primera fase de abstracción del dominio del problema
corresponde su desarrollo completamente al usuario, ya que involucra princi-
palmente a los procesos de comprensión del problema y el diseño de la solución.
Las fases de implementación y análisis de los modelos ontológicos incluyen la
participación del usuario como el actor principal, pero requieren el soporte de
diversos mecanismos y herramientas que permitan su desarrollo de forma efi-
ciente. Es justo en estas dos fases en las que se ha centrado el trabajo de esta
tesis.
Un segundo resultado de este trabajo es la implementación de diversos
mecanismos de visualización e interacción, propuestos específicamente para
resolver la problemática de este dominio de aplicación. El primer objetivo ha
sido la corrección de los problemas existentes en las actuales herramientas,
tales como la saturación de información, la poca expresividad visual, así como
la falta de mecanismos de interacción robustos. Un segundo objetivo ha sido
la presentación de nuevas propuestas que permitan al usuario el desarrollo
eficiente de los principales procesos involucrados en la Ingeniería de Ontologías.
Una de las principales soluciones propuestas es la definición de los flujos de
trabajo en los procesos. Cada una de estas actividades se asocia específicamente
a una o más de las técnicas implementadas, y entre las ventajas que esto
conlleva se puede mencionar, primeramente, la separación de la funcionalidad
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en los procesos, lo que resulta en actividades más específicas y sencillas de
realizar con visualizaciones menos saturadas de información. Otra ventaja es
que cada una de las técnicas, tanto de visualización como de interacción, se
ha definido específicamente para una determinada tarea, lo que resulta en un
mecanismo muy intuitivo adecuado a conseguir un objetivo muy específico.
Todo este conjunto de mecanismos, implementados especialmente para
cubrir aspectos específicos, define la herramienta denominada OWL-VisMod,
que puede describirse de forma general como la implementación de diversas
técnicas de visualización e interacción basadas en el enfoque de Analítica Vi-
sual, que soportan el desarrollo de los principales procesos de la Ingeniería de
Ontologías.
Desde la perspectiva del contexto global de la herramienta, la navegación
entre las diversas visualizaciones se desarrolla de acuerdo a los flujos de tra-
bajo propuestos. Esta navegación comienza desde los niveles conceptuales más
abstractos y se desarrolla hacia aspectos muy específicos y detallados dentro de
los modelos ontológicos. Este flujo de navegación se desarrolla a través de los
mecanismos interactivos implementados, mediante los cuales el usuario puede
recorrer los diferentes niveles de abstracción de la información representada.
Con la finalidad de obtener retroalimentación de los usuarios y de estimar el
rendimiento y funcionalidad de la herramienta, se han desarrollado dos tipos de
evaluaciones: una primera evaluación de usabilidad y una segunda evaluación
de funcionalidad con un caso de estudio. La primera evaluación de usabilidad
se ha llevado a cabo con la participación de un grupo de usuarios, los cuales
realizaron un conjunto de actividades para el desarrollo de las fases de análisis
y la creación de ontologías, de acuerdo a los flujos de trabajo propuestos. El
principal objetivo de esta primera evaluación fue obtener una retroalimenta-
ción de los usuarios acerca de los mecanismos de visualización e interacción
implementados. Debido a que la herramienta sigue un enfoque centrado en el
usuario, esta retroalimentación representa un aspecto crucial.
En términos generales, los usuarios han evaluado la herramienta satisfac-
toriamente en cuanto a las visualizaciones e interacción. La retroalimentación
obtenida ha sido fundamental para corregir y mejorar diversos aspectos. Esta
evaluación también permitió la detección de algunos errores de programación,
que posteriormente fueron resueltos.
La segunda evaluación consistió en el desarrollo de los modelos ontológi-
cos para un sistema de recomendación para dos proyectos llamados Turimov y
Ulises, el primero con un alcance que abarca la comunidad de Castilla y León,
mientras que el segundo tiene un alcance mayor. El sistema de recomendación
basado en el uso de dispositivos móviles utiliza como modelo de datos tres on-
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tologías. Este caso de estudio, abarcó la construcción de estos modelos ontológi-
cos, llamados turisem.owl, turisem_dispositivos.owl y turisem_personas.owl.
El principal objetivo en este caso de estudio ha sido la evaluación de la
funcionalidad de la herramienta, esto es, evaluar la capacidad de OWL-visMod
para el desarrollo de modelos ontológicos para un ambiente de producción. El
diseño y la creación de los submodelos ontológicos se ha desarrollado como
parte de este caso de estudio, el cual abarcó también la definición de una
base de conocimiento con información específica en el contexto del dominio de
turismo para la comunidad de Castilla y León.
El desarrollo de este caso de estudio ha sido satisfactorio, de acuerdo a
las especificaciones originales de los proyectos Turimov y Ulises. También ha
permitido la detección de algunos aspectos que se mejoraron, así como algunos
otros no contemplados durante la fase del diseño original y que fueron poste-
riormente implementados. La evaluación funcional de la herramienta ha sido
exitosa, ya que los modelos ontológicos se han desarrollado de acuerdo a las
especificaciones del sistema. El anexo C muestra la carta de conformidad de
la empresa Interra, con respecto a los modelos elaborados con la herramienta
como caso de estudio.
8.2. Conclusiones
El primer objetivo de esta tesis ha sido la definición de los diversos flujos
de trabajo de los procesos involucrados en la Ingeniería de Ontologías. Estos
flujos de actividades constituyen la base del diseño de las técnicas de visua-
lización implementadas en OWL-VisMod, que se han tomado a partir de las
propuestas más relevantes en el ámbito de las metodologías ontológicas. Es-
tas actividades son básicas y necesarias para los procesos de creación, gestión,
análisis y reutilización de los modelos ontológicos.
La creación de ontologías es el proceso mediante el cual un nuevo modelo
ontológico se crea, a partir de un cierto dominio de aplicación. Este proceso
contiene dos fases generales; por un lado la creación del modelo conceptual,
y por otro lado la implementación de este modelo en una ontología o base
de conocimiento. La primera de estas fases corresponde a un proceso de abs-
tracción sobre el dominio de aplicación, mientras que la segunda fase requiere
específicamente el uso de herramientas que permitan la implementación de
este modelo. Es específicamente en este aspecto en el que la propuesta de este
trabajo adquiere relevancia, ya que permite la implementación de los mo-
delos ontológicos de forma intuitiva, en base a un modelado de datos
basado en el uso de técnicas de visualización e interacción.
8.2. Conclusiones 181
Otro proceso en el que esta propuesta incide de forma directa y útil es el
análisis de ontologías. El análisis de modelos ontológicos o bases de conocimien-
to es un proceso que resulta complejo en demasía, especialmente para modelos
creados por terceras partes. Las técnicas de visualización permiten una
representación visual de los datos, lo que facilita la abstracción y
el entendimiento del modelo, en comparación con el uso de técnicas
no visuales. La interacción sobre estas técnicas permite al usuario
adentrarse sobre el modelo y obtener diversas vistas para mejorar la
abstracción y el entendimiento de los datos representados.
Por lo que respecta a los procesos de gestión y reutilización de ontologías
existentes, ambos procesos se basan en los antes mencionados de análisis y
creación. Por un lado, la gestión requiere de hacer modificaciones a los modelos
existentes, principalmente, la adición de nuevos componentes, lo que involucra
un proceso de creación. Por otro lado, la reutilización involucra una primera
fase de análisis de los modelos actuales, con el objeto de tomar una decisión
acerca de la posible reutilización de dichos modelos existentes.
Como respuesta a la hipótesis planteada, se han definido una serie de flujos
de actividades sobre los procesos (creación, gestión, análisis y reutilización),
que son soportados por la implementación de la herramienta OWL-VisMod.
En conclusión, este trabajo de tesis ha definido los procesos y flujos
de actividades básicos necesarios para el desarrollo de la Ingeniería
de Ontologías.
El segundo objetivo planteado corresponde con el diseño e implementación
de la herramienta que soporta los procesos antes mencionados. Esta imple-
mentación primero, ofrece mejores prestaciones con respecto a las
propuestas actuales, en cuanto a visualización e interacción; y se-
gundo, se ha validado en cuanto a su capacidad para desarrollar los
procesos de creación, gestión, análisis y reutilización.
Las estrategias en el diseño de la herramienta OWL-VisMod han sido por
un lado, la separación de la funcionalidad entre las diversas técnicas implemen-
tadas; y, por otro lado, el diseño de ciertas técnicas específicas para el dominio
de la Ingeniería de Ontologías. Estas estrategias han permitido establecer una
secuencia claramente definida en cuanto a los flujos de trabajo y sus activi-
dades, y en consecuencia, se evita la saturación de información al usuario, como
en el caso de otras herramientas.
Otras estrategias abarcan la implementación de técnicas de visualización
robustas, especialmente enfocadas para la representación de grandes cantidades
de información; también la inclusión de técnicas muy específicas para analizar
los detalles de los elementos de datos, así como funcionalidad no solo para mo-
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delar ontologías, sino también bases de conocimiento a través de la creación de
instancias de los conceptos. En conclusión, el diseño de la herramienta define
claramente la secuencia de actividades en los procesos, a través de la nave-
gación de las técnicas visuales. El resultado es que los procesos se realizan de
forma más clara e intuitiva por el usuario, lo que facilita el desarrollo de estas
actividades. Por otro lado, la robustez de las visualizaciones mejora significati-
vamente los procesos de modelado de ontologías y bases de conocimiento, con
respecto a otras propuestas.
Aparte de las técnicas de visualización, otro factor crucial es la interacción
del usuario con la herramienta. En el diseño de OWL-VisMod se ha considerado
una interacción robusta, con un conjunto de funcionalidades que no se limitan
simplemente a visualizar la información, sino que permiten al usuario entre
otras cosas, tener múltiples vistas y perspectivas de los modelos ontológicos, así
como navegar a través de los diferentes niveles de abstracción. A diferencia de
otras propuestas que implementan técnicas de interacción muy pobres, OWL-
VisMod basa completamente su diseño tanto en una visualización robusta,
como en una interacción potente con el usuario, que permita a este abstraer
conocimiento y modelar nuevo conocimiento sobre los modelos ontológicos de
forma muy intuitiva.
En conclusión, se puede afirmar que todas las técnicas visuales y de interac-
ción propuestas, se han diseñado completamente enfocadas en las necesidades
de las actividades en los flujos de trabajo de los procesos. De forma más de-
tallada, las visualizaciones más generales se han utilizado con éxito
en otros dominios de aplicación con características similares, mien-
tras que las visualizaciones más detalladas se han definido específi-
camente para resolver la problemática en este dominio de aplicación
en concreto.
Otro de los principales objetivos en este trabajo de tesis es la aplicación de
la Analítica Visual en el área de Ingeniería de Ontologías, un campo en el que
no se había utilizado previamente. El desarrollo de OWL-VisMod demuestra
que el enfoque de la Analítica Visual puede aplicarse con éxito en los procesos
involucrados en el ciclo de vida de las ontologías. El uso de técnicas de visua-
lización e interacción basadas en el enfoque del usuario como parte central en
los procesos antes mencionados, le permiten a este, desarrollar las actividades
de forma más simple y eficiente, lo que resulta en modelos ontológicos de mejor
calidad y con menos esfuerzo por parte del usuario. El soporte a las actividades
y a los procesos mediante herramientas robustas que explotan al máximo las
capacidades cognitivas del usuario, simplifican en gran medida, el análisis y
modelado de las ontologías y las bases de conocimiento.
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Este enfoque se basa en un esquema en el que el usuario utiliza estos me-
canismos para modelar y crear nuevo conocimiento, u obtener conocimiento
de modelos previamente creados. Para lograr este objetivo, el área de inves-
tigación de la Analítica Visual se fundamenta principalmente en el uso de la
capacidad cognitiva humana. Todas las técnicas, tanto de visualización como
de interacción que se basan en este paradigma, están diseñadas en su totalidad
para utilizar de la forma más eficientemente posible, esta capacidad cogniti-
va. Principalmente se basan en el uso interfaces visuales dotadas de una gran
capacidad de interacción persona-ordenador, que sacan el máximo provecho
de la capacidad de procesamiento de los ordenadores actuales, para permi-
tir al usuario desarrollar un proceso de abstracción de un cierto dominio de
aplicación.
OWL-VisMod aprovecha al máximo la capacidad cognitiva hu-
mana mediante la interacción visual de modelos ontológicos sobre
algún dominio de aplicación. Esta capacidad se ha venido aplicando en
diversas áreas como la Ingeniería de Software, sin embargo, no se había aplica-
do previamente al campo de la Ingeniería de Ontologías. Este trabajo de tesis
ha demostrado que estas técnicas pueden aplicarse con éxito en el área de la
Ingeniería de Ontologías, lo que enriquece considerablemente los procesos de
análisis y modelado de ontologías y bases de conocimiento.
La investigación realizada ha permitido, primero, detectar la pro-
blemática principal de las actuales herramientas y, segundo, en base
a los problemas detectados, el planteamientos de soluciones muy es-
pecíficas al dominio de la Ingeniería de Ontologías. OWL-VisMod con-
siste de un conjunto de técnicas muy especializadas e intuitivas, que utilizan la
capacidad de procesamiento de los ordenadores y permiten al usuario utilizar
su capacidad cognitiva visual para el desarrollo de las actividades dentro de
los procesos básicos de la Ingeniería de Ontologías.
Como conclusión general, se tiene que OWL-VisMod es el resul-
tado de una serie de propuestas de diversas técnicas de visualización
e interacción, que soportan los principales procesos de la Ingeniería
de Ontologías bajo un esquema de Analítica Visual centrado en el
usuario, quien se encarga de modelar y analizar las bases de conoci-
miento.
8.3. Publicaciones relacionadas con la tesis
Entre los resultados obtenidos se pueden listar diversas publicaciones en
congresos internacionales y revistas, que soportan el trabajo de investigación
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de esta tesis al someterlo al escrutinio de diversos investigadores en el área.
Esta lista se detalla a continuación:
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1. García, J., García-Peñalvo, F. J., Therón, R., Ordóñez de Pablo, P. “Us-
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2. García-Peñalvo, F. J., García, J., Therón, R. “Analysis of the OWL on-
tologies: A survey”. Scientific Research and Essays. 6(20): 4318-4329.
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1. García, J., Therón, R., García, F. J. “Visualization of Large Software
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8.4. Líneas de trabajo futuro
Este trabajo de tesis se ha basado en los principales y más básicos proce-
sos involucrados en la Ingeniería de Ontologías, sin embargo, existen algunos
otros procesos que han quedado fuera de esta investigación por sobrepasar los
objetivos establecidos. Las líneas de investigación futuras se relacionan princi-
palmente con estos diversos procesos que no han sido incluidos en este trabajo.
Entre estas líneas, se puede mencionar primeramente, un aspecto que ha
sido discutido en varias metodologías como Methontology [71], y que se refiere
al proceso de documentación de ontologías. A pesar de que se ha mencionado
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este proceso en algunas metodologías, la realidad es que hay muy poco tra-
bajo relacionado con la documentación de los modelos ontológicos. La falta
de mecanismos de documentación de ontologías complica en demasía el proce-
so de reutilización de estos modelos ontológicos existentes, por lo que pueden
resultar muy benéficas las nuevas propuestas en esta dirección.
Otra línea de investigación se refiere a la alineación de ontologías, un proce-
so utilizado principalmente para la reutilización de ontologías y la integración
de bases de conocimiento heterogéneas. La alineación básicamente consiste en
determinar las correspondencias entre los conceptos de dos o más ontologías.
Sobre todo, la futura línea de investigación se basa en el proceso de alineación
de ontologías mediante técnicas y mecanismos de visualización, siguiendo el
mismo enfoque de la Analítica Visual.
Una tercera línea de investigación se refiere a dos conceptos similares, por
un lado al mapeo y por otro lado la mezcla de ontologías. El mapeo de on-
tologías es un mecanismo mediante el cual múltiples ontologías se utilizan desde
diversas aplicaciones. Esta interacción permite el intercambio de información
semántica, especialmente en ambientes distribuidos como la Web Semántica.
En el mapeo de ontologías, las correspondencias entre dos ontologías se al-
macenan de forma separada de las propias ontologías, por lo que no forman
parte de las propias ontologías. Por el contrario, en la mezcla de ontologías se
crea una nueva ontología como la unión de las ontologías fuente. La ontología
resultante captura todo el conocimiento de las ontologías originales.
Se pretende que las líneas de investigación descritas (la documentación, la
alineación, el mapeo y la mezcla de ontologías) sean enfocadas desde la pers-
pectiva de la Analítica Visual, con la propuesta e implementación de diversas
técnicas de visualización e interacción con el usuario, de la misma forma en
que se han propuesto las soluciones en este trabajo de tesis.
Los objetivos serían similares a los descritos en el presente trabajo y conlle-
van primero, una revisión exhaustiva del estado del arte para la identificación
de la problemática existente. Como segundo aspecto, la propuesta de solu-
ciones basadas en el enfoque de la Analítica Visual, y la implementación de
estas soluciones en la herramienta. También es necesaria la evaluación de las
propuestas para su validación, especialmente con usuarios que provean una re-
troalimentación de diversos aspectos que puedan mejorarse, o, incluso, algunos
otras sugerencias nuevas que puedan implementarse y que no hubieran sido
consideradas en el diseño original.
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18. Crear clases enumeradas
19. Eliminar clases, propiedades o instancias
20. Opciones de interacción de la table lens
21. Opciones de interacción de la vista de acoplamiento
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A.1. Crear una nueva ontología
Para crear una nueva ontología presionar la opción File ->Create Ontology.
Esta opción, que se muestra con un rectángulo resaltado en color rojo en la
Figura A.1 (a), crea un nuevo modelo ontológico vacío.
Figura A.1: Las opciones del menú File que contienen funciones para (a) abrir
un archivo, (b) abrir una dirección URL y (c) guardar un modelo en un archivo
con extensión “.owl”, y también para crear una nueva ontología.
A.2. Abrir una ontología existente 191
A.2. Abrir una ontología existente
Para abrir una ontología existente hay tres opciones, dependiendo de la
ubicación del modelo ontológico. La primera opción es abrir directamente un
archivo con extensión “.owl” localizado en el propio ordenador del usuario, con
la opción File ->Open File. Esta opción se muestra en la Figura A.1 (a).
La segunda opción es abrir directamente una dirección URL con el modelo
ontológico, con la opción File ->Open URL. Esta opción se muestra en la Figu-
ra A.1 (b), y obviamente debe existir una conexión a internet en el ordenador
del usuario.
La tercera opción es abrir una ontología desde una base de datos, con la
opción File ->Database ->Open model from DB. Esta opción se ilustra en
un rectángulo de color rojo en la Figura A.2, para lo que se requiere haber
configurado previamente una conexión a la base de datos. Para más información
sobre la configuración de una conexión a la base de datos, consultar la sección
A.4.
Figura A.2: Las opciones del menú File ->Database que contiene las diferentes
opciones para la funcionalidad de la base de datos.
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A.3. Guardar una ontología
Para guardar una ontología hay dos posibles opciones: la primera es guardar-
la en un archivo en formato XML con extensión “.owl”, y la segunda opción
es guardarla en una base de datos. La opción para guardar en un archivo es
File ->Save model as, y se ilustra en la Figura A.1 (c). En esta opción hay que
especificar la ruta en la que se quiere almacenar el archivo con la ontología, así
como el nombre del archivo con extensión “.owl”.
La opción para guardar el modelo ontológico en una base de datos es File
->Database ->Save model to DB. Esta opción se ilustra en la Figura A.2, para
lo que se requiere haber configurado previamente una conexión a la base de
datos. Para más información sobre la configuración de una conexión a la base
de datos, consultar la sección A.4.
A.4. Configurar una conexión a base de datos
Las conexiones a las bases de datos se realizan mediante el uso de la API
JDBC (Java Database Connectivity). La configuración de una base de datos
se almacena en un archivo denominado “properties.xml”, el cual requiere la si-
guiente información:
El nombre de la base de datos.
La contraseña para conexión con la base de datos.
La dirección url del ordenador huésped de la base de datos.
El nombre del motor de base de datos.
El nombre de usuario para establecer la conexión con la base de datos.
El puerto para la conexión con la base de datos.
OWL-VisMod permite crear diferentes conexiones para guardar los mode-
los ontológicos, como se muestra en el recuadro en color verde de la Figura A.2,
con las opciones File ->Database ->Create new connection y File ->Database
->Configurate current connection. La estructura de un archivo de configura-
ción es la siguiente:
<?xml version=“1.0” encoding=“UTF-8” standalone=“no”?>
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<!DOCTYPE properties SYSTEM “http://java.sun.com/dtd/properties.dtd”>
<properties>








A.5. Agregar submodelos al modelo actual
Figura A.3: Las opciones del menú File ->Add submodel para agregar un sub-
modelo al actual modelo ontológico.
Una funcionalidad de OWL-VisMod es la posibilidad de agregar submode-
los al actual modelo ontológico, esta funcionalidad tiene dos opciones: agregar
un submodelo desde un archivo con extensión “.owl”, o desde una dirección
URL. La primera opción File ->Add submodel ->From an OWL file agrega
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un submodelo ontológico desde un archivo con extensión “.owl” ubicado en el
ordenador del usuario.
La segunda opción File ->Add submodel ->From an URL agrega un sub-
modelo ontológico desde una dirección URL, para lo cual se requiere que el
ordenador tenga una conexión a internet. Ambas opciones se ilustran en la
Figura A.3.
A.6. Protocolo FTP (File Transfer Protocol) para
transferencia de archivos
OWL-VisMod ha implementado el protocolo para transferencia de archivos
FTP, como se muestra en la Figura A.4. La funcionalidad incluye las opciones
de enviar y recibir archivos a través de Internet mediante este protocolo. Esta
funcionalidad se ha implementado para la publicación de los archivos con las
ontologías en los diversos servidores, con las opciones File ->Ftp ->Send files
via FTP y File ->Ftp ->Retrieve files via FTP.
Figura A.4: Las opciones del menú la funcionalidad del protocolo para trans-
ferencia de archivos FTP.
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A.7. Menú visual
El menú visual se muestra en la Figura A.5, y contiene las siguiente fun-
ciones de izquierda a derecha: crear una subclase de la clase enfocada o selec-
cionada, modificar la clase enfocada o seleccionada, eliminar la clase enfocada
o seleccionada, crear una propiedad objeto, crear una datatype property, cre-
ar una instancia, crear una enumeración y finalmente, crear una clase como
unión o intersección de otras clases. Este menú representa una opción más
rápida para esta funcionalidad en las visualizaciones.
Figura A.5: Menú visual que contiene las principales funciones, como crear,
modificar o eliminar clases, propiedades, instancias, enumeraciones o clases
definidas como unión o intersección.
A.8. Desplegar el código XML
Una funcionalidad de OWL-VisMod, es la posibilidad de desplegar el códi-
go XML generado por la ontología OWL. Esta opción File ->OWL code se
muestra en la Figura A.6 (a), y la Figura A.6 (b) muestra la ventana que
contiene el código OWL.
A.9. Desplegar la ayuda
Un aspecto fundamental para los usuarios es desplegar la ayuda sobre las
visualizaciones, con la opción Help ->Help que se muestra en la Figura A.7
(a).
La opción Help ->About que se muestra en la Figura A.7 (b), despliega
información sobre la versión de la herramienta.
A.10. Uso del difuminado del fondo
La técnica de difuminar el fondo de las visualizaciones se utiliza para man-
tener el contexto, especialmente cuando se utiliza una vista en detalle como
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Figura A.6: El código OWL de la ontología turisem.owl se muestra con la
opción File ->OWL code.
el Foco+Contexto, o el zoom semántico. Sin embargo, esta técnica consume
recursos de cómputo como memoria y procesamiento, y puede ralentizar las vi-
sualizaciones, especialmente cuando se despliegan grandes modelos ontológicos.
Por esta razón, y con la finalidad de mejorar el rendimiento de las visualiza-
ciones, opcionalmente se puede deshabilitar esta técnica, mediante la opción
Visualisations ->Blurred background como se muestra en la Figura A.7 (c).
A.11. Búsqueda de clases
La búsqueda de clases en una taxonomía es un aspecto crucial dentro del
proceso de análisis de un modelo ontológico. La opción Options ->Search per-
mite al usuario buscar una clase por nombre, y resalta todos los resultados de
las clases que coincidan con el nombre introducido.
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Figura A.7: Las figuras (a) y (b) muestran las opciones Help ->Help y Help
->About. La figura (c) muestra la opción que permite habilitar o deshabilitar
la opción del difuminado del fondo. Esta técnica puede deshabilitarse para
optimizar el rendimiento de las visualizaciones, especialmente para grandes
ontologías.
A.12. Desplegar estadísticas
OWL-VisMod despliega dos tipos de estadísticas; por un lado, las estadís-
ticas individuales de las clases en la ontología que se muestran con la visuali-
zación table lens y, por otro lado, estadísticas generales sobre el número total
de clases en el modelo ontológico y el total de modelos agregados. La opción
para desplegar estas estadísticas globales se muestran en la Figura A.8 (b).
A.13. Reiniciar las visualizaciones
Para reiniciar las visualizaciones a su estado inicial, se utiliza la opción del
menú Options ->Reset values, que se muestra en la Figura A.8 (a).
A.14. Cambiar de visualización
Para cambiar de visualización se utiliza la opción Visualisations, que per-
mite cambiar la visualización activa entre todas las posibles vistas globales,
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Figura A.8: La opción del menú Options, permite reiniciar las visualizaciones a
los valores por omisión (Figura (a)), mostrar estadísticas del modelo ontológico
cargado (Figura (b)) y la búsqueda de clases en la taxonomía del modelo
ontológico (Figura (c)).
que son el árbol de jerarquías (Figura A.9 (a)), el treemap (Figura A.9 (b)), la
tabla con las métricas (table lens) y la vista con el acoplamiento global (Figura
A.9 (c)).
Por omisión, OWL-VisMod despliega la vista jerárquica del treemap, junto
con la table lens, para combinar vistas enlazadas de taxonomía y métricas de
las clases. La opción Visualisations ->Show tree que se muestra en la Figura
A.9 (a), cambia la vista del treemap al árbol de jerarquías, y también puede
incluir la table lens. Las vistas jerárquicas árbol y el treemap, pueden mostrarse
en la pantalla completa, o pueden enlazarse con la vista del table lens. Incluso
esta última vista (table lens), también puede desplegarse sin la vista jerárquica.
Por otro lado, la visualización del acoplamiento global reemplaza a las
visualizaciones taxonómicas, esta opción Visualisations ->Coupling panel se
muestra en la Figura A.9 (c).
A.15. Modificar el esquema de la ontología
El esquema de una ontología se refiere a las clases, las propiedades y las
instancias. La Figura A.10 muestra las diferentes opciones para modificar el
esquema, estas opciones se describen a continuación:
OWL Lite Schema ->create subclass.- crea una subclase de la clase en-
focada o seleccionada.
OWL Lite Schema ->edit class.- permite editar la clase enfocada o se-
leccionada.
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Figura A.9: La opción del menú para cambiar las diferentes visualizaciones
disponibles en OWL-VisMod. Estas visualizaciones son el árbol de jerarquía
(Figura (a)), el treemap (Figura (b)), la table lens y la vista del acoplamiento
global (Figura (c)).
OWL Lite Schema ->create object property.- crea una nueva propiedad
objeto en la clase enfocada o seleccionada.
OWL Lite Schema ->create datatype property.- crea una nueva propiedad
de datos en la clase enfocada o seleccionada.
OWL Lite Schema ->add superclass.- agrega una superclase a la clase
enfocada o seleccionada.
OWL Lite Schema ->create individual.- agrega una nueva instancia a la
clase enfocada o seleccionada.
A.16. Crear una clase como unión o intersección
Una clase puede definirse como una unión o intersección de otras clases
en el modelo ontológico, en el lenguaje OWL-DL. De esta forma, las clases
pueden definirse como componentes lógicos de otras clases, bajo la definición
de unión e intersección de la lógica y teoría de conjuntos. La opción OWL Lite
Intersection Class se ilustra en la Figura A.11 (a).
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Figura A.10: Las diferentes opciones del esquema de una ontología, para crear
clases, propiedades o instancias. Este submenu se invoca al presionar click con
el botón derecho del mouse, sobre el área de la visualización.
Figura A.11: (a) El lenguaje OWL-DL permite crear clases definidas como la
unión o la intersección de otras clases existentes en el modelo. (b) El lenguaje
OWL-DL permite definir clases enumeradas.
A.17. Navegación en los niveles del treemap
La navegación a través de los diversos niveles del treemap se hace con la
opción Treemap zoom y la selección de los niveles inferior y superior que deben
desplegarse en el treemap. Esta opción se invoca con el click derecho del mouse
sobre la superficie del treemap. Esta navegación también puede hacerse con la
combinación de teclas <SHIFT>+ <UP>y <SHIFT>+ <DOWN>.
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Figura A.12: La navegación a través de los diversos niveles del treemap se
realiza con la opción Treemap zoom, invocada con el click derecho del mouse,
colocado sobre la visualización.
A.18. Crear clases enumeradas
Las clases enumeradas se han incluído en el lenguaje OWL-DL, y son clases
que se decriben mediante la enumeración de sus elementos, que son instancias
de la propia clase. La opción del menú para crear clases enumeradas se muestra
en la Figura A.11 (b), y se invoca a través del click derecho del mouse sobre
el área de la clase enfocada o seleccionada, que servirá como superclase de la
nueva enumeración.
A.19. Eliminar clases, propiedades o instancias
La eliminación de clases del modelo ontológico requiere posicionar el cursor
sobre la clase que se quiere eliminar, ya sea en la visualización del treemap,
o en alguna de las visualizaciones de zoom semántico. Después, presionar el
botón derecho del mouse para desplegar el menú de opciones, y seleccionar la
opción Delete elements ->Delete Class, como se muestra en la Figura A.13 (a).
Para eliminar alguna propiedad de una clase, ya sea una propiedad objeto
o una propiedad de datos, es necesario estar en la vista de detalle de la clase
que contiene a la propiedad, mediante la vista de zoom semántico. Una vez
en esta vista, es necesario posicionar el cursor sobre la propiedad que se desea
eliminar, presionar click derecho sobre el mouse para desplegar el menú, y des-
pués seleccionar la opción Delete elements ->Delete Property, como se muestra
en la Figura A.13 (b).
Análogamente, para eliminar una instancia de una clase, se repite el proce-
dimiento descrito en el párrafo anterior y se selecciona la opción Delete elements
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->Delete Individual, como se muestra en la Figura A.13 (b).
Figura A.13: La opción Delete elements permite eliminar clases, propiedades e
instancias del modelo ontológico. La figura (a) muestra la opción que permite
eliminar una clase, mientras que la figura (b) muestra las opciones para eliminar
ya sea una propiedad o una instancia.
A.20. Opciones de interacción con la table lens
Cuando se ha desplegado la visualización table lens, existen diversas op-
ciones de configuración para el análisis de las métricas representadas. Una de
estas opciones es la posibilidad de cambiar los colores de los histogramas que
representan los valores numéricos en la columnas. Esta opción se invoca con
el botón derecho del mouse sobre el área de la table lens, acción que despliega
el menú del cual se selecciona la opción change colour, y posteriormente la
columna que se quiere cambiar de color, como se ilustra en la Figura A.14 (a).
Posteriormente, aparece una ventana para seleccionar el nuevo color que será
aplicado a los valores representados en la table lens. El uso de colores distin-
tivos para los valores de las columnas, permite muy fácilmente identificar cada
una de las columnas y distinguirlas entre sí. Cada columna contiene un color
distintivo diferente de los demás, pero no existe restricción alguna en el uso de
los colores en la tabla.
La principal interacción con esta técnica visual, es el recorrido de las diver-
sas filas. Cuando hay demasiadas filas que no alcanzan a ser desplegadas en el
pantalla, es necesario utilizar la función de scroll del dispositivo de entrada o
mouse. Esta interacción permite desplazar las filas ya sea hacia abajo o hacia
arriba según sea el caso.
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Otra de las opciones es la posibilidad de ocultar ciertas columnas que no son
del interés del usuario en determinado momento. Esta opción tiene la ventaja
de permitir administrar el espacio de las columnas relevantes, y se muestra en
la Figura A.14 (b). Esta funcionalidad también puede invocarse presionando
el botón derecho del mouse sobre el encabezado de la columna que se quiere
ocultar. La misma interacción sobre el borde visible cuando la columna está
oculta, ocasiona que la columna vuelva a mostrarse completamente.
Otra funcionalidad agregada a la table lens, es la posibilidad de filtrar datos
de acuerdo a un cierto criterio o rango numérico. Esta opción se muestra en la
Figura A.14 (c). El filtrado de datos se realiza mediante la definición de una
cota superior y otra inferior, que establecen un rango de valores. Todos los
elementos cuyo valor se ubique dentro de este rango de valores definido, son
mostrados por la table lens, mientras que el resto de valores se ocultan.
Figura A.14: La principal funcionalidad del table lens incluye cambios de colo-
res para las columnas (figura (a)), ocultar determinadas columnas (figura (b))
y el filtrado de datos (figura (c)).
A.21. Opciones de interacción con la vista de acopla-
miento global
La vista que muestra el acoplamiento global de la ontología descrita en la
sección 5.3.3.3 tiene implementada diversa funcionalidad que enriquece esta
técnica y el análisis del acoplamiento del modelo ontológico. La primera fun-
cionalidad implementada es el filtrado de clases de acuerdo a las métricas de
acoplamiento propuestas y descritas en la sección 5.1.4. Esta opción Filter -
>classes se muestra en la Figura A.15. El filtrado de clases se realiza mediante
la definición de una cota superior y otra inferior, que establecen un rango de
valores para alguna de las métricas de acoplamiento definidas. Todas las clases
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cuyo valor de la métrica seleccionada se ubique dentro de este rango de valores
definido, se muestran en la vista de acoplamiento global, mientras que el resto
de las clases se ocultan. Esta funcionalidad permite el análisis de las clases de
acuerdo al criterio de las métricas de acoplamiento.
Figura A.15: El filtrado de clases permite analizar las clases en un cierto rango
de acuerdo a las métricas de acoplamiento.
La opción Filter ->Properties que se muestra en la Figura A.16, permite
filtrar las propiedades objeto, las propiedades de datos y todas aquellas pro-
piedades que no tienen definido un valor en el dominio o en el rango. Estas
propiedades con valores indefinidos pueden ocultarse para evitar la saturación
de la visualización con todas las aristas. Esta opción de filtrado también ocul-
tará las clases que como resultado de este filtro, resulten sin propiedades que
deban ser mostradas, por lo que esta acción afecta tanto a las propiedades que
se van a ocultar como a las clases.
Figura A.16: El filtrado de propiedades permite ocultar todas aquellas aristas
que no sean del interés del usuario.
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Otra funcionalidad implementada es la búsqueda de clases o propiedades
específicas en la vista de acoplamiento. Esta búsqueda se realiza con la opción
Searches del menú que se despliega al presionar el botón derecho del mouse,
como se muestra en la Figura A.17 (a).
Figura A.17: Las opciones en la vista de acoplamiento global de los modelos
ontológicos. La figura (a) muestra la opción para realizar búsquedas de clases
o propiedades. La figura (b) muestra la opción para tensar las aristas que
representan las propiedades, y la figura (c) muestra la opción para cambiar el
tamaño de las esferas que representan a las clases acopladas.
La vista de acoplamiento global descrita en la sección 5.3.3.3, utiliza una
distribución radial de las clases acopladas, con aristas que cruzan y unen a las
clases. Cuando hay demasiadas aristas, estas pueden “tensarse” para mejorar
la representación visual del acoplamiento. Esta opción se muestra en la Figura
A.17 (b), y se invoca presionando el botón derecho del mouse sobre la superficie
de la vista de acoplamiento.
Esta visualización también permite cambiar el tamaño de las esferas que
representan las clases, así como la posición de los nombres de las clases en las
mismas esferas. Estas opciones pueden configurarse en dependencia del número
de clases que haya en la vista; para un mayor número de clases, lo mejor es la
representación de las esferas pequeñas, mientras que por el contrario, para un
menor número de clases, puede usarse la representación de las esferas grandes.
Esta opción se muestra en la Figura A.17 (c), y contiene dos opciones, la
primera es la selección de la representación de esferas grandes, y la segunda
opción define esferas pequeñas.
La opción Modify sphere radius modifica el radio de la circunferencia en
la que se despliegan las clases acopladas. Esta funcionalidad es útil en depen-
dencia de la cantidad de clases en la ontología, ya que para un número mayor
el diámetro de la circunferencia puede agrandarse, mientras que para el caso
contrario, para una cantidad relativamente pequeña de clases, el diámetro de
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la circunferencia puede disminuirse. Esta opción se invoca con el menú que se
despliega presionando el botón derecho del mouse, sobre el área de la visuali-
zación, como se muestra en la Figura A.18.
Figura A.18: La opción que modifica el radio de la circunferencia con las clases,
en la vista de acoplamiento global de los modelos ontológicos.
A.22. Interacción con las listas circulares
La visualización del acoplamiento global despliega por un lado la lista con
las clases acopladas, y por otro lado, la lista con las propiedades que definen
el acoplamiento. Debido a que el número de clases y propiedades puede ser
demasiado grande para ser desplegados todos los valores, la solución imple-
mentada es el uso de listas en forma circular. Este tipo de listas de forma
circular, despliegan los elementos en grupos de cuarenta elementos, y hay dos
mecanismos para cambiar los elementos desplegados mediante una interacción
que “rota” la lista circular. Esta “rotación” de los elementos de la lista, se puede
hacer mediante el control del menú visual, o mediante la función de “scroll up”
o “scroll down” para rotar en un sentido o en otro las listas. Estas listas se ilus-
tran en la Figura A.19; la Figura (a) muestra la lista de las clases y la Figura
(b) muestra las propiedades, en donde el color identifica el tipo de propiedad,
rojo para propiedades objeto y verde para propiedades de datos.
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Figura A.19: Las listas circulares que muestran las clases (figura (a)) y las pro-
piedades (figura (b)) de los modelos ontológicos. En la lista de propiedades, el
color identifica el tipo de la propiedad, el color rojo identifica a las propiedades
objeto, mientras que el color verde identifica a las propiedades de datos.
A.23. Menús visuales para clases y propiedades
La visualización de acoplamiento global contiene dos menus visuales con las
opciones más comúnes de acuerdo a la funcionalidad. La Figura A.20 muestra
estos dos menús visuales, uno de los cuales es para las clases y el otro para las
propiedades.
La Figura A.20 (a) muestra la opción para rotar la lista de clases que se
localiza del lado izquierdo de la visualización, y que como se ha descrito en la
sección A.22, también se puede interactuar y rotar esta lista con el “scroll ” del
mouse. La Figura A.20 (b) muestra la opción para realizar el filtrado de clases
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de acuerdo a las métricas de acoplamiento, como se ha descrito en la sección
A.21. La Figura A.20 (c) muestra la opción para realizar búsquedas de clases
en la visualización de acoplamiento.
La Figura A.20 (d) muestra la opción para “rotar ” la lista con los nom-
bres de las propiedades. La Figura A.20 (e) muestra la opción para realizar
un filtrado de propiedades, como se ha descrito en la sección A.21. La Figura
A.20 (f) muestra la opción que permite al usuario realizar búsquedas de pro-
piedades de acuerdo al nombre. La Figura A.20 (g) muestra la opción para
crear una nueva propiedad objeto (object property) en el modelo ontológico.
Finalmente, la Figura A.20 (h) muestra la opción para crear una propiedad de
datos (datatype property) en el modelo ontológico. Estas últimas dos opciones,
despliegan una ventana en la que el usuario introduce la información de las
propiedades que se van a crear.
Figura A.20: Las figuras (a), (b) y (c) muestran el menú visual para la fun-
cionalidad de las clases; rotar la lista, filtrar clases o la búsqueda de clases
respectivamente. Las Figuras (d), (e), (f), (g) y (h) muestran el menú visu-
al para la funcionalidad de las propiedades; rotar la lista, filtrar propiedades,
búsqueda de propiedades, crear propiedades objeto y finalmente crear propie-
dades de datos respectivamente.
Apéndice B
Glosario de términos y
acrónimos
Este glosario recopila los términos y acrónimos más comúnes en el desarrollo
de este trabajo de tesis.
API (Application Programming Interface).- Un conjunto de funciones,
procedimientos o métodos que ofrece una cierta biblioteca para ser uti-
lizado por otro componente de software como una capa de abstracción.
FTP (File Transfer Protocol).- Es un protocolo de red para la transferen-
cia de archivos entre sistemas conectados a una red TCP (Transmission
Control Protocol).
GUI (Graphic User Interface).- Acrónimo que se refiere a los componentes
gráficos que permiten la interacción de un usuario con un sistema de
cómputo.
HTML (HyperText Markup Language).- Es un lenguaje de marcado
basado en etiquetas para la elaboración de páginas web.
IEEE.- Es un consorcio internacional dedicado a la innovación tecnológ-
ica, a través de publicaciones, conferencias, estándares tecnológicos y
diversas actividades educativas y profesionales.
ISO (International Organization for Standardization).- Es una organi-
zación internacional para la definición de estándares de calidad.
Métrica de software.- Es una medida de cierta propiedad o pieza de soft-
ware. Las métricas se utilizan para proporcionar un estimado principal-
mente numérico, sobre cierto aspecto de un sistema de software.
209
210 B. Glosario de términos y acrónimos
OMG (Object Management Group).- Es un consorcio internacional dedi-
cado al desarrollo de los estándares de tecnologías orientadas a objetos.
OWL (Web Ontology Language).- Es una recomendación del consorcio
W3C para un lenguaje diseñado para usarse por aplicaciones que necesi-
tan procesar el contenido de información, y facilita la interoperabilidad
entre los equipos de cómputo.
PDA (Personal Digital Assistant).- Un asistente personal digital, es un
dispositivo móvil que permite administrar información personal, y cuenta
con diversas capacidades tecnológicas como conexión a internet, audio,
vídeo, telefonía, entre otras.
RDF (Resource Description Framework).- Es un modelo estándar para
el intercambio de datos en la Web, aprobado por el consorcio W3C.
RFC (Request for Comments).- Son documentos que definen las propues-
tas de los protocolos que se usan en Internet.
SPARQL.- Es un lenguaje para consultas sobre modelos ontológicos, re-
comendación del consorcio W3C.
SQL (Structured Query Language).- Es un lenguaje declarativo de acceso
a bases de datos, diseñado para administrar datos en bases de datos
relacionales.
UML (Unified Modeling Language).- Es el lenguaje unificado para el
modelado de sistemas de software, respaldado por el OMG.
URI (Uniform Resource Identifier).- Es un identificador uniforme de re-
curso, una cadena de caracteres corta que identifica inequívocamente un
recurso, se utilizan para identificar los elementos en las ontologías.
W3C (World Wide Web Consortium).- Es un consorcio internacional que
regula el uso de la Web, a través de diversas directrices y especificaciones
técnicas, que se hacen públicas como estándares.
Widget.- Es una pequeña aplicación o programa, que generalmente se
ejecuta por algún cierto motor de widgets.
XML (eXtensible Markup Language).- Es un lenguaje de marcado que
se basa en el uso de etiquetas, que se utiliza para el intercambio de
datos. Se utiliza principalmente para el intercambio de información entre
aplicaciones y sistemas de cómputo.
Apéndice C
Carta de colaboración empresa
Interra
Como se ha mencionado previamente, el caso de estudio se desarrolló en
colaboración con la empresa Interra. Se anexa una carta de conformidad por
parte de la empresa, con respecto al acuerdo de colaboración suscrito.
Durante los meses que duró el diseño del modelo de datos para los proyectos
Turimov y ULISES, hubo un constante intercambio de información con los
analistas de la empresa para que los modelos ontológicos cumplieran con todas
las especificaciones.
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