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SCATTERING RESULTS FOR DIRAC HARTREE-TYPE EQUATIONS
WITH SMALL INITIAL DATA
CHANGHUN YANG
Abstract. We consider the Dirac equation with cubic Hartree-type nonlinearity derived by uncoupling
the Dirac-Klein-Gordon systems. We prove small data scattering result in full subcritical range. Main
ingredients of the proof are the localized Strichartz estimates, improved bilinear estimates thanks to
null-structure hidden in Dirac operator and Up,V p function spaces. We apply the projection operator
and get a system which of linear part is the Klein-Gordon type. It enables us to exploit the null-
structures in equation. This result is shown to be almost optimal by showing that iteration method
based on Duhamel’s formula over supercritical range fails.
1. Introduction
We consider the following Hartree type Dirac equation
(−i∂t + α ·D +mβ)ψ = λ(V ∗ 〈ψ, βψ〉C4)βψ,
ψ(0, ·) = ψ0 ∈ Hs(R3)( or H˙s(R3)),
(1.1)
where D = −i∇, ψ : R3 → C4 is the Dirac spinor regarded as a column vector and λ ∈ R. β and
α = (α1, α2, α3) are the 4× 4 Dirac matrices given by
β =
(
I2 0
0 −I2
)
, αj =
(
0 σj
σj 0
)
(1.2)
where for j = 1, 2, 3 the Pauli matrices σj are
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (1.3)
The constant m ≥ 0 is a physical mass parameter and the symbol ∗ denotes convolution in R3. In
this paper, we consider a generalized potential V which is defined as follows:
Definition 1.1. For 0 ≤ γ ≤ 2 the potential V satisfies the growth condition such that V̂ ∈ C4(R3 \
{0}) and for 0 ≤ k ≤ 4
|∇kV̂ (ξ)| . |ξ|−γ−k for |ξ| ≤ 1, |∇kV̂ (ξ)| . |ξ|−2−k for |ξ| > 1. (1.4)
The Yukawa potential V (x) = e−µ0|x||x|−1, µ0 > 0 is corresponding to γ = 0. And the Coulomb
potential V (x) = |x|−1 is of such type corresponding to γ = 2. The equation (1.1) for γ = 0, 2 is
derived by uncoupling the following Dirac-Klein-Gordon system.{
(−i∂t + α ·D +mβ)ψ = φβψ
(∂2t −∆+M2)φ = 〈ψ, βψ〉C4 .
(1.5)
Suppose that a scalar field φ is standing wave, i.e. φ(t, x) = eiλtρ(x). Then Klein-Gordon part of (1.5)
becomes
(−∆− λ2 +M2)φ = 〈ψ, βψ〉C4 .
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Solving this equation gives
φ =
c1
1
4pi|x| ∗ 〈ψ, βψ〉C4 , if λ = ±M,
c2
e−
√
M2−λ2
|x| ∗ 〈ψ, βψ〉C4 , if M > |λ|,
for some constant c1 and c2. Putting this into the Dirac part of (1.5), a spinor ψ result in (1.1) with
potential V for γ = 2 and γ = 0 respectively. We generalize these two potentials obtained from the
concrete physical model into V in mathematical view point.
We investigate the global behavior of solution to (1.1), especially scattering problem when the initial
data is sufficiently small. The scaling argument for the massless(m = 0) Dirac equation with Coulomb
potential gives if ψ is a solution of (1.1), then so is ψa(t, x) = a
3
2ψ(at, ax), hence the scale invariant
data space is ψ0 ∈ L2(R3). Solutions to (1.1) also satisfy conservation of charge ‖ψ(t)‖L2x = ‖ψ(0)‖L2x .
Thus, the equation (1.1) is charge critical. Our goal is to show the scattering result in full subcritical
range and ill-posedness in supercritical range.
The previous researches have been established with the following equation which consists of the
same linear part but different nonlinear term
(−i∂t + α ·D +mβ)ψ = λ(e
−µ|x|
|x| ∗ |ψ|
2)ψ, µ ≥ 0
ψ(0, ·) = ψ0 ∈ Hs(R3).
(1.6)
More precisely, difference from (1.1) is the way to define conjugation in inner product:
〈ψ,ψ〉C4 = |ψ1|2 + |ψ2|2 + |ψ3|2 + |ψ4|2,
〈ψ, βψ〉C4 = |ψ1|2 + |ψ2|2 − |ψ3|2 − |ψ4|2.
If V is Coulomb type, (1.6) appears when Maxwell-Dirac system with zero magnetic field is uncoupled
[3]. On the other hand, concerning the Yukawa type it is conjectured in [3] that as Maxwell-Dirac
case, the equation might be derived by uncoupling Dirac-Klein-Gordon system. Concerning the well-
posedness and scattering, the first well-posedness result was obtained in [7] when V is Yukawa type.
They showed existence of weak solution of (1.1) when mass is zero(m=0). Recently, Herr and Tesfahun
[12] established the small data scattering result for ψ0 ∈ Hs for s > 12 when mass is nonzero. The same
results also valid for (1.1), since in the above results they didn’t use any structure of Dirac equation.
In the paper [12] it is suggested that the regularity threshold can be lowered if the null structure of
Dirac equation is taken account into, which initiate our interest about this research. One of our main
tool is to apply the null structure introduced in [6] but this does work only with the help of β in
nonlinear term, that is, in the case of (1.1). So from now on we focus on the equation (1.1). There
is also many results for Dirac equation with other nonlinear term. Dirac equation with a nonlinear
term
(|x|−γ ∗ |ψ|p−1)ψ for 0 < γ < 3 and p ≥ 3 was intensively studied in [14], [16]. Finally let us end
this paragraph with referring [1] where the small data scattering result in scaling critical spaces was
shown for Dirac equation with a cubic nonlinear term 〈ψ, βψ〉C4βψ. See also the references therein.
Let us write the solution of (1.1) using Duhamel’s formula by
ψ(t) = Um(t,D)ψ0 +
∫ t
0
Um(t− τ,D)(V ∗ 〈ψ, βψ〉)(τ)βψ(τ)dτ, (1.7)
where the linear propagator is defined on L2(R3;C4) by
Um(t,D) = I cos t(m
2 −∆) 12 − (α + iβ)(m2 −∆)− 12 sin t(m2 −∆) 12 . (1.8)
One can check that the essential parts of linear propagator Um(t) is e
±it(m2−∆) 12 . So one infer that
some of well-posedness and scattering results for Semi-relativistic equation with Hartree Coulomb type
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nonlinearity would be also valid for Dirac equation.
i∂tu =
√
1−∆u+ λ(|x|−1 ∗ |u|2)u,
for u : R3 → C, λ ∈ R. The first result on the local well-posedness was shown in [11] for s > 14 (and
s > 0 if the initial data is radially symmetric). Concerning the scattering, there is a negative result
by [4] and a modified scattering result by [17]. We expect that similar result might be drawn for (1.1)
with γ = 2 but we did not pursue here.
Now let us state the first main theorem. We use the notation Hsm(R
3) which means homogeneous(or
Inhomogeneous) Sobolev spaces H˙s(Rs)(or Hs(R3)) if m = 0 (or m > 0), respectively.
Theorem 1.2 (Scattering results). Let m ≥ 0 and γ be such that{
0 ≤ γ < 1, if m > 0
0 ≤ γ < 2, if m = 0.
Then for s > 0 there exists δ > 0 such that for all ψ ∈ Hsm(R3) satisfying
‖ψ0‖Hsm(R3) ≤ δ,
there exist a global solution ψ ∈ C(R,Hsm(R3)) to the Dirac equation (1.1). Furthermore the solutions
scatter in Hsm(R
3) in the sense that there exist φ ∈ Hsm(R3) such that
‖ψ(t)− Um(t,D)φ‖Hsm(R3) → 0
as time t goes to infinity.
The proof of main theorem is based on perturbation method, that is, we employ the standard
contraction mapping argument and show that the effect of nonlinear term is negligible if an initial
data is sufficiently small. Main tasks are to find a appropriate function spaces and estimate the
nonlinear terms in it to occur contraction using Duhamel’s formula. We construct a function spaces
by employing the U2 spaces with the dyadic decomposition. And we prove localized linear and bilinear
estimates as in [12]. To overcome bad behavior from the potential near zero, we especially use the
localized bilinear estimates is effectively. To utilize bilinear estimates we adapt the theory of U2
spaces. In contrast to the previous results, by making use of null structure we enable to obtain an
improved bilinear estimates and prove the scattering result in full subcritical range.
When we estimate the Hartree type nonlinearity term using dyadic decomposition, the most difficult
part is to bound the high-high-low interaction because of the singularity from the potential near zero.
The larger γ, more worse the singularity near zero in frequency side. So our result cannot be obtained
in the full range of γ. For massless case m = 0, we cannot cover the Coulomb potential γ = 2. For
massive case m > 0, the null structure is not applicable in the low frequency part and the Strichartz
estimates localized to this region is also not so satisfactory to get over the singularity, which makes
us to get more restricted results than massless case. For 1 ≤ γ < 2 we might overcome this difficulty
and obtain the scattering result if we choose an initial data in radial symmetry spaces or weighted
function spaces. We will consider it in future work.
In supercritical range s < 0 we will provide the ill-posedness result. Thus our result is almost sharp
in respect of regularity. We give an additional assumption on the potential V that V̂ is positive. It
seems reasonable, since the Coulomb and Yukawa still are under the consideration.
Theorem 1.3. Let s < 0 and T > 0. We further assume that V̂ is positive. Then the flow map
ψ0 7→ ψ from Hs(R3) to C([0, T ];Hs(R3)) cannot be C3 at the origin.
The critical case s = 0 remains open. In future work, we will attack the critical case with some
additional angular regularity assumption.
Remark 1.4. Wile writing on this paper, the author have learned that similar scattering result for
(1.1) with γ = 0 was independently proved by Tesfahun [19].
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1.1. Notation. Let ρ ∈ C∞c (−2, 2) be real-valued and even function satisfying ρ(s) = 1 for |s| ≤ 1.
For ϕ(ξ) := ρ(|ξ|) − ρ(2|ξ|) define ϕk = ϕ(2−kξ). Then,
∑
k∈Z ϕk = 1 on R
3 \ {0} and it is locally
finite. We define the (spatial) Fourier localization operator Pkf = F−1(ϕkFf). Further, we define
ϕ≤k =
∑
k′∈Z:k′≤k ϕk′ and P≤kf = F−1(ϕ≤kFf), P>kf = f − P≤kf . Let ϕ˜k = ϕk−1 + ϕk + ϕk+1 and
P˜kf = F−1(ϕ˜kFf). Then P˜kPk = PkP˜k = Pk.
Next we define the Fourier localization operator Pmk depending on mass m ≥ 0 because our linear
propagator shows different behaviors in the low frequency part whether the mass m is zero or not.
When we consider the case m = 0, Pmk f = Pkf for all k ∈ Z. On the other hand, if m > 0 the operator
depends on the range of k;
Pmk f =

0 if k < 0,
P≤0f if k = 0,
Pkf if k > 0.
Now, we further make a decomposition involving the angular variable as described in [18, ChapterIX,
Section4 ]. For each l ∈ N we consider a equally spaced set of points with grid length 2−l on the unit
sphere S2, that is we fix a collection Ωl := {ξνl }ν of unit vectors that satisfy |ξνl − ξν
′
l | ≥ 2−l if ν 6= ν ′
and for each ξ ∈ S2 there exists a ξµl such that |ξ−ξνl | < 2−l. Let Kνl denote the corresponding cone in
the ξ-space whose central direction is ξνj , i.e., Kνl = {ξ : | ξ|ξ| − ξνl | ≤ 2 · 2−l}. Define ρνl = ρ(2l( ξ|ξ| − ξνl ))
and κνl = ρ
ν
l · (
∑
l ρ
ν
l )
−1. Then κl is a smooth partition of unity subordinate to the covering of R3 {0}
with the cone Kνl such that each κνl is supported in 2Kνl and is homogeneous of degree 0 and satisfies∑
ν∈Ωl
κνl = 1, |∂αξ κνl (ξ)| ≤ Aα2|α|l|ξ|−|α|, for all ξ 6= 0.
Let κ˜νl with similar properties but slightly bigger support such that κ
ν
l κ˜
ν
l = 1. We define K
ν
l f :=
F−1(κνl Ff) and K˜νl f := F−1(κ˜νl Ff). Then we have I =
∑
ν K
ν
l and K
ν
l = K˜
ν
l K
ν
l = K
ν
l K˜
ν
l .
2. Null structures
To exploit the null structure effectively we need to diagonalize the equation (1.1). Following [6],[1]
let us introduce the projection operators Πm± (D) with symbol
Πm± (ξ) =
1
2
[I ± 1〈ξ〉m
(ξ · α+mβ)], where 〈ξ〉m =
{
(m2 + |ξ|2) 12 if m > 0
|ξ| if m = 0.
Then we have the identity
α ·D +mβ = 〈D〉m(Πm+ (D)−Πm− (D)).
From this we have
Um(t,D) = e
−it〈D〉mΠm+ (D)− eit〈D〉mΠm− (D),
which can be easily shown since the projection operators are idempotent, i.e.,
Πm± (D)Π
m
± (D) = Π
m
± (D), and Π
m
± (D)Π
m
∓ (D) = 0.
We denote briefly ψ± := Πm± (D)ψ and split ψ = ψ+ + ψ−. By applying the operators Πm± (D) to the
equation (1.1) we obtain the following system of equations{
(−i∂t + 〈D〉m)ψ+ = Πm+ (D)[(V ∗ 〈ψ, βψ〉C4)βψ], ψ+0 ∈ Hs(R3)
(−i∂t − 〈D〉m)ψ− = Πm− (D)[(V ∗ 〈ψ, βψ〉C4)βψ], ψ−0 ∈ Hs(R3)
(2.1)
where ψ±0 = Π
m± (D)ψ0. Let us write the free solutions to (2.1) by e−it〈D〉mψ
+
0 and e
it〈D〉mψ−0 respec-
tively.
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We investigate the nonlinear term with projection operator Πm± (D). We decompose 〈ψ, βψ〉 as
〈ψ, βψ〉 = 〈Πm+ (D)ψ, βΠm+ (D)ψ〉 + 〈Πm+ (D)ψ, βΠm− (D)ψ〉
+ 〈Πm− (D)ψ, βΠm+ (D)ψ〉+ 〈Πm− (D)ψ, βΠm− (D)ψ〉.
Note that αj
T
= αj , which implies Πmθ2(ξ)
T
= Πmθ2(ξ). And we can change the order of β and Π(D) as
follows:
βΠm± (D) =
(
Πm∓ (D)±
mβ
〈D〉m
)
β.
Using this we compute
F〈Πmθ1(D)ψ1, βΠmθ2(D)ψ2〉C4(ξ) = F
〈
Πmθ1(D)ψ1,
(
Πm−θ2(D)±
mβ
〈D〉m
)
βψ2
〉
C4
(ξ)
=
∫
〈Πm−θ2(η − ξ)Πmθ1(η)ψ̂1(η), βψ̂2(η − ξ)〉C4dη
+ F〈Πmθ1(D)ψ1,
m
〈D〉mψ2〉C4(ξ)
We analyze the symbols from the bilinear operator. For more explanation about role of null structure
in bilinear form see [1]. We first introduce the relation from [1, Lemma2.1].
Lemma 2.1. Let m ≥ 0. The following holds true:
Πm± (ξ)Π
m
∓ (η) = O(∠(ξ, η)) +O(〈ξ〉−1m + 〈η〉−1m )
Πm± (ξ)Π
m
± (η) = O(∠(−ξ, η)) +O(〈ξ〉−1m + 〈η〉−1m )
From this relation we obtain the upperbound when the angular localization is concerned.
Lemma 2.2. Letm ≥ 0 and θ1, θ2 ∈ {+,−}. Suppose
{
k1, k2 ∈ N0, 1 ≤ l ≤ min(k1, k2) + 10 if m > 0
k1, k2, l ∈ Z, l ≤ min(k1, k2) + 10 if m = 0.
For ξνj , ξ
ν′
j ∈ Ωj with |θ1ξνl − θ2ξν
′
l | ≤ 2−l, v,w ∈ C4, we have
|〈Πmθ1(2k1ξνl )v, βΠmθ2(2k2ξν
′
l )w〉C4 | . 2−l|v||w|. (2.2)
Proof. See [2, Lemma 3.3]. 
3. Linear and Bilinear Estimates
3.1. Free solutions. In this subsection we prove a localized linear and bilinear estimates for free
solutions of Klein-Gordon equation e±it〈D〉mf with f : R3 → C4. First, let us introduce the Stirchartz
estimates.
Lemma 3.1 (Klein-Gordon Strichartz estimates). Let m > 0. Suppose 2 ≤ p, q ≤ ∞, 2
p
+ 3
q
= 32 and
(p, q) 6= (2,∞). Then
‖e±it〈D〉mPmk f‖LptLqx(R1+3) . 〈2
k〉
5
4
( 1
2
− 1
q
)
m ‖Pkf‖L2(R3) (3.1)
Proof. See [5]. 
Next we introduce the more localized linear estimates. For detailed explanation and proof, See
[2, Lemma3.1] and reference therein. We obey the notation in [2]. For the convenience of reader we
explicitly organize here. For k ∈ Z let us consider the lattice point Lk = 2kZ3. Let η : R → [0, 1] be
an even smooth function supported in the interval [−23 , 23 ] with the property that
∑
n∈Z η(ξ − n) = 1
for ξ ∈ R. Let γ : R3 → [0, 1], γ(ξ) = η(ξ1)η(ξ2)η(ξ3), where ξ = (ξ1, ξ2, ξ3). For k ∈ Z and n ∈ Lk let
γk,n(ξ) = γ(
(ξ−n)
2k
). Clearly,
∑
n∈Lk γk,n ≡ 1 on R3. We define the projection operator Γk,n by Γk,nf =
F−1(γk,nFf). Then I =
∑
n∈Lk Γk,n. Finally define Γ˜k,n as before so that Γk,nΓ˜k,n = Γ˜k,nΓk,n = 1.
Now we are ready to give a statement.
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Lemma 3.2 (Localized Strichartz estimates). Let m ≥ 0. Suppose 1
p
+ 1
q
= 12 with 2 < p <∞. Then
sup
k′≤k∈Z
2−
k
p 2−
k′
p
( ∑
n∈Ξk′
‖Γk′,nPmk e±it〈D〉mf‖2LptLqx
) 1
2
. ‖f‖L2(R3). (3.2)
Proof. By orthogonality it suffices to show that
‖Γk′,nPmk e±it〈D〉mf‖LptLqx . 2
k
p 2
k′
p ‖f‖L2(R3), (3.3)
uniformly in n ∈ Lk′ .
We first consider the case m > 0 and k = 0, which reduces to show that for k′ ≤ 0
‖Γk′,nP≤0e±it〈D〉mf‖LptLqx . 2
k′
p ‖f‖L2(R3).
This case follows from Bernstein’s inequality and Strichartz estimates (3.1)
‖Γk′,nP≤0e±it〈D〉mf‖LptLqx . 2
k′
p ‖Γk′,nP≤0e±it〈D〉mf‖LptLrx ,
1
r
=
1
2
− 2
3p
. 2
k′
p ‖P≤0e±it〈D〉mf‖LptLrx . 2
k′
p ‖f‖L2x .
Note that we don’t consider the case m > 0 and k < 0.
For the remaining case we follow the main stream of the proof in [2, Lemma3.1]. Let Tt be the
operator on L2(R3) into LptL
q
x(R1+3) defined by Tt = Γk′,nP
m
k e
±it〈D〉m . The TtT ∗t is a space-time
convolution operator with the kernel
Kk′,k;n(t, x) =
∫
R3
e±it〈ξ〉m+ix·ξρ2k(ξ)γ
2
k′,n(ξ)dξ.
We claim that the kernel Kk′,k;n satisfies the following estimates
|Kk′,k;n(t, x)| . 2k′2k|t|−1, (3.4)
uniformly in x and n ∈ Lk. Suppose for a moment (3.4) holds. By the standard TT ∗ argument to
prove (3.3) is equivalent to showing
‖TtT ∗t ‖Lp′t Lq′x →LptLqx . 2
2k′
p 2
2
p
k (3.5)
where p′ is ho¨lder conjugate of p. By Young’s inequality and Plancherel’s theorem we have
‖Kk′,k;n(t, ·) ∗ F (t)‖L∞x . ‖Kk′,k;n(t, x)‖L∞x ‖F (s)‖L1x
‖Kk′,k;n(t, ·) ∗ F (t)‖L2x . ‖FxKk′,k;n(t, ·)‖L∞ξ ‖F (s)‖L2x . ‖F (s)‖L2x .
And by interpolation of these two estimates we obtain for q ≥ 2
‖Kk′,k;n(t, ·) ∗ F (t)‖Lqx . ‖Kk′,k;n(t, x)‖
1− 2
q
L∞x
‖F (s)‖
L
q′
x
.
Then we estimate
‖TtT ∗t F‖LptLqx .
∥∥∥ ∫
R
‖Kk′,k;n(t− s, ·) ∗ F (s)‖Lqxds
∥∥∥
L
p
t
. ‖
∫
R
‖Kk′,k;n(t− s, ·)‖
1− 2
q
L∞x
‖F (s)‖
L
q′
x
ds‖Lpt
. (2k
′
2k)
1− 2
q ‖
∫
|t− s|−1+ 2q ‖F (s)‖
L
q′
x
ds‖Lpt .
Then Hardy-Littlewood-Sobolev inequality with 0 < 2
q
= 1
p′
− 1
p
< 1 implies (3.5).
Finally we prove (3.4). Rescaling yields
Kk′,k;n(t, x) = 2
3kKk′−k,1,2−kn(2
kt, 2kx)
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Then it suffices to show that for |a| ∼ 1
|Kk′−k,1;a(s, y)| . 2k′−k|s|−1, (3.6)
where for 〈ξ〉k;m = (|ξ|2 + 2−2km)
1
2 ,
Kk′−k,1;a(s, y) =
∫
R3
e±is〈ξ〉k+iy·ξρ21(ξ)γ
2
k′−k,a(ξ)dξ, .
By rotation, we may assume that y = (0, 0, |y|). We change of variables using spherical coordinates:
Kk′−k,1;a(s, y) =
∫ ∞
0
∫ 2pi
0
∫ pi
0
ei(|y|r cos θ+s〈r〉k)ζk′,k(θ, φ, r) sin θr2dθdφdr,
where ζk′,k is smooth cutoff function supported in a thickened spherical cap of size 2
k′−k located near
unit sphere. The derivative of phase function with respect to r is |y| cos θ + s r〈r〉k;m . Thus the worst
case occurs when 0 < θ ≪ 1 and |y| ∼ 2k〈2k〉−1k;m|s|, otherwise since the derivative of phase function
has a lower bound we can perform an integration by parts arbitrarily many times and get sufficient
decay. So we only discuss the first case, where ζk′,k(r) and ζk′,k(θ) is supported in an interval of length
. 2k
′−k in (14 , 4) and [0, π) respectively and |∂θζk′,k| . 2k−k
′
. We integrate by parts with respect to θ:
Kk′−k,1,a(s, y) =
∫ ∞
0
∫ 2pi
0
[
i
|y|e
i(|y|r cos θ+s〈r〉k;m)ζk′,k(θ, φ, r)
]pi
0
rdφdr
− i|y|
∫ ∞
0
∫ 2pi
0
∫ pi
0
ei(|y|r cos θ+s〈r〉k;m)∂θζk′,k(θ, φ, r)rdθdφdr.
The the support properties of ζk′,k imply
|Kk′−k,1,a(s, y)| . 2k′−k|y|−1,
which implies (3.6) since 2k〈2k〉−1k;m ∼ 1.

We prove a bilinear estimates for free solutions which propagate to the same direction.
Lemma 3.3. Let m ≥ 0. Suppose
{
k ∈ Z and k1, k2 ∈ N, if m > 0
k, k1, k2 ∈ Z, if m = 0
satisfy 2k ≪ 2k1 ∼ 2k2 . Then
we have
‖Pk〈Pmk1e±it〈D〉mf, Pmk2e±it〈D〉mg〉R4‖L2t,x(R1+3) . 2
k‖f‖L2(R3)‖g‖L2(R3), (3.7)
where 〈f(x), g(x)〉R4 :=
∑4
j=1 fj(x)gj(x).
Proof. We may assume θ1 = θ2 = +. We make a localization by a cube of size 2
k
‖Pk〈Pmk1eit〈D〉mf, Pmk2eit〈D〉mg〉R4‖L2t,x(R1+3) .
∑
|ni|∼2ki ,|n1+n2|∼2k
‖In1,n2‖L2t,x(R1+3),
where In1,n2(t, x) = 〈Γk,n1Pmk1eit〈D〉f(x),Γk,n2Pmk2eit〈D〉g(x)〉R4 .
We decompose the integral In1,n2 into
In1,n2(t, x) =
∫
R3
∫
R3
eix·(ξ+η)+it
√
m+|η|2+it
√
m+|ξ|2〈ρk1(ξ)γk,n1(ξ)f̂(ξ), ρk2(η)γk,n2(η)ĝ(η)〉R4dηdξ
=: I1n1,n2 + I
2
n1,n2
+ I3n1,n2 ,
Iin1,n2(t, x) =
∫
Ai
∫
R3
ei(x,t)·(ξ+η,
√
m+|η|2+
√
m+|ξ|2)〈ρk1(ξ)γk,n1(ξ)f̂(ξ), ρk2(η)γk,n2(η)ĝ(η)〉R4dηdξ.
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Here, we chosen almost disjoint sets Ai for i = 1, 2, 3 such that
R
3 = ∪3i=1Ai and Ai ⊂ {ξ = (ξ1, ξ2, ξ3) ∈ R3 : |ξ| ∼ |ξi|}.
We make the change of variable (η, ξi) 7→ (ξ + η,
√
m+ |η|2 +
√
m+ |ξ|2) = ζ = (ζ1, · · · , ζ4) with
dηdξi =
∣∣∣ ∂(ζ1, · · · , ζ4)
∂(ξi, η1, η2, η3)
∣∣∣−1dζ.
We estimate the Jacobi on Ai∣∣∣ ∂(ζ1, · · · , ζd)
∂(ξi, η1, η2, η3)
∣∣∣ = ∣∣∣ ηi√
m+ |η|2 −
ξi√
m+ |ξ|2
∣∣∣ ∼ 1, (3.8)
since |n1 + n2| ∼ 2k. Now we fix i = 1. The other cases can be estimated similarly. We have by
Minkowski’s inequality
‖I1n1,n2‖L2t,x(R1+3) .
∫
{|(ξ2,ξ3)|.2k}
∥∥∥∫
R
∫
R3
ei(x,t)·(ξ+η,
√
m+|η|2+
√
m+|ξ|2)
× 〈ρk1(ξ)γk,n1(ξ)f̂(ξ), ρk2(η)γk,n2(η)ĝ(η)〉R4dηdξ1
∥∥∥
L2t,x
dξ2dξ3.
And by applying Plancherel’s theorem with respect to variable (x, t) and reversing the change of
variables with (3.8) we estimate
‖I1n1,n2‖L2t,x(R1+3) .
∫
{|(ξ2,ξ3)|.2k}
∥∥∥〈ρk1(ξ)γk,n1(ξ)f̂(ξ), ρk2(η)γk,n2(η)ĝ(η)〉R4∥∥∥
L2
η,ξ1
dξ2dξ3.
And by Cauchy Schwarz inequality we obtain
‖I1n1,n2‖L2t,x(R1+3) . 2
k‖〈ρk1(ξ)γk,n1(ξ)f̂(ξ)ρk2(η)γk,n1(η)ĝ(η)〉R4‖L2
η,ξ
. 2k‖Pmk1Γk,n1f‖L2(R3)‖Pmk2Γk,n2g‖L2(R3).
Then we finally have by
‖Pk〈Pmk1eit〈D〉mf, Pmk2eit〈D〉mg〉R4‖L2t,x(R1+3) .
∑
|n1+n2|∼2k
2k‖Pmk1Γk,n1f‖L2‖Pk2Γk,n2g‖L2
. 2k‖Pmk1f‖L2‖Pmk2g‖L2 ,
where we used Cauchy Schwarz inequality with respect to n variable. 
3.2. Transference Principle. Let 1 ≤ p < ∞. We call a finite set {t0, . . . , tK} a partition if
−∞ < t0 < t1 < . . . < tK ≤ ∞, and denote the set of all partitions by T . A corresponding step-
function a : R→ L2(R3) is called Up±〈D〉m-atom if
a(t) =
K∑
k=1
1[tk−1,tk)(t)e
∓it〈D〉mϕk,
K∑
k=1
‖ϕk‖pL2(R3) = 1, {t0, . . . , tK} ∈ T ,
and Up±〈D〉 is the atomic space. Further, let V
p
±〈D〉m be the space of all right-continuous v : R→ L2(R3)
satisfying
‖v‖V p
±〈D〉m
:= sup
{t0,...,tK}∈T
( K∑
k=1
‖e±itk〈D〉mv(tk)− e±itk−1〈D〉mv(tk−1)‖pL2(R3)
) 1
p .
with the convention e±itK〈D〉mv(tK) = 0 if tK = ∞. For the theory of Up±〈D〉m and V
p
±〈D〉m , see e.g.
[8, 9, 13].
From now, we prove linear and bilinear estimates in V 2±〈D〉m by transferring the ones for free solutions
in the previous section.
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Corollary 3.4. Let m ≥ 0. Let k′, k, l ∈ Z, k′ ≤ k and 2 < p <∞. Then we have for ψ ∈ V 2±〈D〉m( ∑
ν∈Ωl
∑
n∈Lk′
‖Kνl Γk′,nPmk ψ‖2LptLqx
) 1
2
. 2
k
p 2
k′
p ‖Pmk ψ‖V 2
±〈D〉m
. (3.9)
Proof. By the atomic structure of Up±〈D〉m , estimates in L
2 for free solutions transfer to Up±〈D〉m func-
tions, hence to V 2±〈D〉m . Thus from (3.3) we have
‖Γk′,nPmk ψ‖LptLqx . 2
k
p 2
k′
p ‖ψ‖Up
±〈D〉m
. 2
k
p 2
k′
p ‖ψ‖V 2
±〈D〉m
. (3.10)
Actually we can check (3.10) also holds with operator changed into K˜νl P˜
m
k from which we induce
‖Kνl Γk′,nPmk ψ‖LptLqx . 2
k
p 2
k′
p ‖Kνl Γk′,nPmk ψ‖V 2
±〈D〉m
Since projection with respect to ν and n is almost disjoint, the definition of V 2±〈D〉 implies(∑
ν
∑
n∈Lk′
‖Kνl Γk′,nPmk ψ‖2LptLqx
) 1
2
. 2
k
p 2
k′
p
(∑
ν
∑
n∈Lk′
‖Kνl Γk′,nPmk ψ‖2V 2
±〈D〉m
) 1
2
. 2
k
p 2
k′
p ‖Pmk ψ‖V 2
±〈D〉m
.

We obtain bilinear estimates in V 2 from above linear one.
Corollary 3.5. Let m ≥ 0, θ1, θ2 ∈ {1,−1} and k1, k2 ∈ Z. Then for ψi ∈ V 2θi〈D〉 satisfying
Πmθi (D)P
m
ki
ψi = ψi, i = 1, 2. Then we have for 0 < s <
1
2
‖〈ψ1, βψ2〉C4‖L2(R1+3) . 2sk12sk22(1−2s)min(k1,k2)‖ψ1‖V 2
θ1〈D〉m
‖ψ2‖V 2
θ2〈D〉m
. (3.11)
Proof. Letting (3.9) with k′ = k gives
‖Pmk ψ‖LptLqx . 2
2k
p ‖Pmk ψ‖V 2
±〈D〉m
,
for 2 < p, q <∞ satisfying 1
p
+ 1
q
= 12 . Using this, we have
‖〈ψ1, βψ2〉C4‖L2(R1+3) . ‖ψ1‖LptLqx‖ψ2‖LqtLpx . 2
2
p
k12
(1− 2
p
)k2‖ψ1‖V 2
θ1〈D〉m
‖ψ2‖V 2
θ2〈D〉m
,
which implies (3.11) if we let 2
p
= s. 
If we apply the null structure in Dirac operator induced by projection operator Πm± (D) we can
obtain improved one for high-high-low interaction case.
Proposition 3.6. Let m ≥ 0. Suppose θ1θ2 = 1 and
{
k ∈ Z and k1, k2,∈ N if m > 0
k, k1, k2 ∈ Z if m = 0
satisfy
2k ≪ 2k1 ∼ 2k2 . Then for ψi ∈ V 2θi〈D〉 satisfying Πmθi (D)Pmki ψi = ψi, i = 1, 2 we have
‖Pk〈ψ1, βψ2〉C4‖L2(R1+3) . 2
3k
2
− k1
2 ‖ψ1‖V 2
θ1〈D〉m
‖ψ2‖V 2
θ2〈D〉m
. (3.12)
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Proof. We divide the left-hand side applying cube n ∈ Lk and cone Kνl , ν ∈ Ωl decomposition with
2−l ∼ 2k−max(k1,k2). Note that by the support condition in this case, the summation over cube is
restricted to |n − n′|  k and the summation over cone to |θ1ξνl − θ2ξν
′
l | = |ξ1 − ξ2| ∼ 2−l.
‖Pk〈ψ1, βjψ2〉C4‖L2(R1+3)
.
∑
n,n′∈Lk
|n−n′|k
∑
ξν
l
,ξν
′
l
∈Ωj
|θ1ξνl −θ2ξνl |.2−l
‖Pk〈Kνl Γk,nψ1, βjKν
′
l Γk,n′ψ2〉C4‖L2(R1+3)
.
∑
n,n′∈Lk
|n−n′|k
∑
ξν
l
,ξν
′
l
∈Ωj
|θ1ξνl −θ2ξνl |.2−l
2−l‖Kνl Γk,nψ1‖L4(R1+3)‖Kν
′
l Γk,n′ψ2‖L4(R1+3),
where in the last inequality null structure is exploited by Lemma 2.2 since Πmθi (D)ψi = ψi and 2
ki > 1.
Applying the Cauchy-Schwarz inequality with n, n′ and ν, ν ′ and then using (3.9) we finally get
‖Pk〈ψ1, βjψ2〉C4‖L2(R1+3) . 2k−k12
k
2 2
k1
2 ‖ψ1,k1‖V 2
θi〈D〉
‖ψ2,k2‖V 2
θi〈D〉
.

Next one follow from bilinear estimates in Lemma 3.3.
Proposition 3.7. Let m ≥ 0. Suppose θ1θ2 = −1 and
{
k ∈ Z and k1, k2 ∈ N, if m > 0
k, k1, k2 ∈ Z, if m = 0
satisfy
2k ≪ 2k1 ∼ 2k2 . Then for ψi ∈ V 2θi〈D〉 satisfying Πmθi (D)Pmki ψi = ψi, i = 1, 2 we have
‖Pk〈ψ1, βψ2〉C4‖L2(R1+3) . 2k‖ψ1‖V 2
θ1〈D〉m
‖ψ2‖V 2
θ2〈D〉m
. (3.13)
Proof. We suffices to show that for ψ1 ∈ V 2θ1〈D〉m , ψ2 ∈ V 2θ2〈D〉m
‖Pk〈Pmk1ψ1, βPmk2ψ2〉C4‖L2t,x(R1+3) . 2
k‖ψ1‖V 2
θ1〈D〉m
‖ψ2‖V 2
θ2〈D〉m
Since e±it〈D〉ψ = e∓it〈D〉ψ¯ , we have ‖ψ‖V 2
±〈D〉
= ‖ψ¯‖V 2
∓〈D〉
. Thus it reduces to show that
‖Pk〈Pmk1ψ1, βPmk2ψ2〉R4‖L2t,x(R1+3) . 2
k‖ψ1‖V 2
±〈D〉m
‖ψ2‖V 2
±〈D〉m
,
where 〈ψ, φ〉R4 =
∑4
i=1 ψiφi. This follows from a slight modification of the proof in [10, Proposition 2.5]
by using (3.7). We give a explicit proof in Appendix for convenience of readers. 
Collecting all the cases we prove above, we arrange them in the following Corollary.
Corollary 3.8. Let m ≥ 0, θ1, θ2 ∈ {−1, 1}. Suppose k, k1, k2 ∈ Z satisfy 2k . 2k1 ∼ 2k2 . For
ψi ∈ V 2θi〈D〉 satisfying Πθi(D)Pmki ψi = ψi, i = 1, 2 we have
‖Pk〈ψ1, βψ2〉C4‖L2(R1+3) . Bm(k)‖ψ1‖V 2
θ1〈D〉
‖ψ2‖V 2
θ2〈D〉
, (3.14)
where Bm(k) =
{
2
k
2 if m > 0 & min(k1, k2) = 0
2k otherwise .
Proof. For (3.14) where m > 0 and one of k1, k2 is zero, we apply Bernstein inequality
‖Pk〈ψ1, βjψ2〉C4‖L2(R1+3) . 2
k
2 ‖Pk〈ψ1, βjψ2〉C4‖
L2tL
3
2
x (R1+3)
. 2
k
2 ‖ψ1‖L4tL3x‖ψ2‖L4tL3x .
Applying (3.1) and the inclusion V 2±〈D〉 →֒ Up±〈D〉 for p > 2 gives the desired result. 
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4. Proof of Main results
Our resolution space Xs± corresponding to the Sobolev spaces regularity s is the space of functions
in C(R,Hs(R3;C4)) such that
Xs± :=
{
‖u‖Xs± :=
(∑
k∈Z
22sk‖Pmk u‖2U2
±〈D〉m
) 1
2
<∞
}
For given ψ ∈ Hs(R3) we decompose ψ = Πm+ (D)ψ +Πm− (D)ψ =: ψ+ + ψ− and define Xs by
ψ ∈ Xs ⇐⇒ (ψ+, ψ−) ∈ Xs+ ×Xs− and ‖ψ‖Xs := ‖ψ+‖Xs+ + ‖ψ‖Xs− .
It suffices to consider positive times. We will represent a solution of (2.1) using the Duhamel’s
formula on [0,∞]
ψ+(t) = e
−it〈D〉mΠm+ (D)ψ0 +
∑
θ1,θ2,θ3∈{±}
i
∫ t
0
e−i(t−t
′)〈D〉mΠm+ (D)
(
V ∗ 〈ψθ1 , βψθ2〉βψθ3
)
(t′)dt′
ψ−(t) = eit〈D〉mΠm− (D)ψ0 +
∑
θ1,θ2,θ3∈{±}
i
∫ t
0
ei(t−t
′)〈D〉mΠm− (D)
(
V ∗ 〈ψθ1 , βψθ2〉βψθ3
)
(t′)dt′,
(4.1)
whenever the initial data satisfy ‖ψ0‖Hs ≤ δ.
For all ψ0 ∈ Hs(R3) we immediately have
‖1[0,∞)e−it〈D〉mΠm+ (D)ψ0‖Xs+ + ‖1[0,∞)eit〈D〉mΠm− (D)ψ0‖Xs− ≈ ‖ψ0‖Hs . (4.2)
Next we study the nonlinear part. We consider more general situation: For s > 0 and all ψi = Π
m
θi
(D)ψi
for i = 1, 2, 3 we claim that∥∥∥∫ t
0
e∓i(t−t
′)〈D〉mΠm± (D)
(
V ∗ 〈ψ1, βψ2〉βψ3
)
(t′)dt′
∥∥∥
Xs±
.
3∏
i=1
‖ψi‖Xs . (4.3)
For a moment we assume (4.3) and prove the Theorem 1.2. Let T (ψ) denote the nonlinear operator
defined by the sum of the right hand sides of (4.1). Then from (4.2) and (4.3) we conclude that
‖T (ψ)‖Xs . δ + ‖ψ‖3Xs , (4.4)
‖T (ψ) − T (φ)‖ . (‖ψ‖Xs + ‖φ‖Xs)2‖ψ − φ‖Xs . (4.5)
Indeed, the second one follows by taking ψ1 = ψ − φ,ψ2 = ψ,ψ3 = φ or ψ1 = ψ,ψ2 = ψ − φ,ψ3 = φ
or ψ1 = ψ,ψ2 = φ,ψ3 = ψ − φ in (4.3). Theorem 1.2 now follows from the standard approach via the
contraction mapping principle. In particular, the scattering claim follows from the fact that functions
in V 2
I
have a limit at ∞. We omit the details.
4.1. Proof of (4.3). By duality and dyadic decomposition, square of the left side norm is bounded
by (See [12])∑
k4∈Z
22sk4 sup
‖ψk4‖V 2
±〈D〉
=1
∣∣∣ ∑
ki∈Z
∫∫
V ∗ 〈ψ1,k1 , ψ2,k2〉C4〈ψ3,k3 ,Πm± (D)Pmk4ψk4〉C4dtdx
∣∣∣2
≤
∑
k4∈Z
22sk4 sup
‖ψk4‖V 2
±〈D〉
=1
( ∑
k,ki∈Z
2−γk〈2k〉γ−2‖Pk〈ψ1,k1 , ψ2,k2〉‖L2‖P˜k〈ψ3,k3 ,Πm± (D)ψ4,k4〉‖L2
)2
≤ I1 + I2 + I3,
where I1 :=
∑
2k∼2k3 , I2 :=
∑
2k≫2k3 and I3 :=
∑
2k≪2k3 .
All the estimates below will be obtained in V 2 space where U2 space is continuously embedded. So
we will actually show the stronger ones.
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We suffices to show (4.3) for 0 < s < min(12 ,
2−γ
2 ). Once we make this assumption we have for all
k ∈ Z
2(2−γ−2s)k〈2k〉γ−2 ≤ 1,
which will be repeatedly used in the following proof.
(1)Estimates for I1: We further divide the case I1 ≤ I11 + I12 + I13 where I11 :=
∑
2k1∼2k2 ,
I12 :=
∑
2k1≫2k2 and I13 :=
∑
2k1≪2k2 .
We estimate I11 by applying (3.14)
I11 .
∑
k4∈Z
22sk4
( ∑
k∈Z,2k.2k1∼2k2
2k3∼2k4
2−γk〈2k〉γ−2Bm(k, k1, k2)Bm(k, k3, k4)‖ψ1,k1‖V 2
θ1〈D〉
‖ψ2,k2‖V 2
θ2〈D〉
‖ψ3,k3‖V 2
θ3〈D〉
)2
.
∑
k3∈Z
22sk3‖ψ3,k3‖2V 2
θ3〈D〉
( ∑
k∈Z,2k.2k1
2−γk〈2k〉γ−2Bm(k, k1, k2)Bm(k, k3, k4)
22sk1
2sk1‖ψ1,k1‖V 2
θ1〈D〉
2sk1‖ψ2,k1‖V 2
θ2〈D〉
)2
.
For m = 0, we have
I11 . ‖ψ3‖2Xs
θ3
( ∑
2k.2k1
2(2−γ−2s)k〈2k〉γ−222s(k−k1)2sk1‖ψ1,k1‖V 2
θ1|D|
2sk1‖ψ2,k1‖V 2
θ2|D|
)2
. ‖ψ3‖2Xs
θ3
( ∑
2k.2k1
22s(k−k1)2sk1‖ψ1,k1‖V 2
θ1|D|
2sk1‖ψ2,k1‖V 2
θ2|D|
)2
. ‖ψ1‖2Xs
θ1
‖ψ2‖2Xs
θ2
‖ψ3‖2Xs
θ3
,
where we used 0 ≤ γ < 2, 0 < s < 2−γ2 and Cauchy Schwarz inequality.
For m > 0 we further divide I11 . I
1
11 + I
2
11 + I
3
11 + I
4
11, where I
1
11 is summation over min(k1, k2) >
1 & min(k3, k4) > 1, I
2
11 over min(k1, k2) = 1 & min(k3, k4) > 1, I
3
11 over min(k1, k2) > 1 & min(k3, k4) =
1, and I411 over min(k1, k2) = min(k3, k4) = 1. The case I
1
11, since Bm(k, k1, k2)Bm(k, k3, k4) = 2
2k,
can be bounded by the same method as m = 0. For I411, we have
Bm(k, k1, k2)Bm(k, k3, k4) = 2
k.
And the worst term occurs when all ki is zero
22s‖ψ3,≤0‖2V 2
θ3〈D〉m
( ∑
2k.0
2(1−γ)k
22s
2s‖ψ1,≤0‖V 2
θ1〈D〉m
2s‖ψ2,≤0‖V 2
θ2〈D〉m
)2
. 22s‖ψ1,≤0‖2V 2
θ1〈D〉m
22s‖ψ2,≤0‖2V 2
θ2〈D〉m
22s‖ψ3,≤0‖2V 2
θ3〈D〉m
,
where the assumption 0 ≤ γ < 1 is essential to make summation over k finite. Estimates for I211 and
I311 can be done similarly.
Next we estimate I12. We can exclude the case where m > 0 and 2
k3 ∼ 1. Indeed, if 2k3 ∼ 1, there
hold 2k2 ≪ 0 which means Pmk2 = 0, or 2k2 ∼ 2k1 which has already been considered in I11. Then we
apply (3.11) and (3.14)
I12 .
∑
k4∈Z
22sk4
( ∑
k∈Z,2k∼2k1≫2k2
2k3∼2k4
2−γk1〈2k1〉γ−22sk12(1−s)k2‖ψ1,k1‖V 2
θ1〈D〉
‖ψ2,k2‖V 2
θ2〈D〉
2k‖ψ3,k3‖V 2
θ3〈D〉
)2
.
∑
k3∈Z
22sk3‖ψ3,k3‖2V 2
θ3〈D〉
( ∑
2k1≫2k2
2(2−γ−2s)k1〈2k1〉γ−22(1−2s)(k2−k1)2sk1‖ψ1,k1‖V 2
θ1〈D〉
2sk2‖ψ2,k2‖V 2
θ2〈D〉
)2
. ‖ψ1‖2Xs
θ1
‖ψ2‖2Xs
θ2
‖ψ3‖2Xs
θ3
,
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since 2(2−γ−2s)k1〈2k1〉γ−2 ≤ 1 and 0 < s < 12 .
I13 is similarly bounded as I12 by just exchanging the role of ψ1 and ψ2.
(2)Estimates for I2: We divide the case I2 ≤ I21+I22+I23 where I21 :=
∑
2k1∼2k2 , I22 :=
∑
2k1≫2k2
and I23 :=
∑
2k1≪2k2 .
Consider I21. In this range it holds 2
k1 ∼ 2k2 & 2k4 ∼ 2k ≫ 2k3 . We may assume 2k1 , 2k2 > 1 if
m > 0. Then by (3.14) and (3.11) we obtain
I21 .
∑
k4∈Z
22sk4
( ∑
2k1∼2k2
k∈Z,2k∼2k4≫2k3
2−γk〈2k〉γ−22k‖ψ1,k1‖V 2
θ1〈D〉
‖ψ2,k2‖V 2
θ2〈D〉
2sk42(1−s)k3‖ψ3,k3‖V 2
θ3〈D〉
)2
.
∑
k4∈Z
( ∑
2k1∼2k2
k∈Z,2k∼2k4≫2k3
2(1−γ)k〈2k〉γ−22sk1‖ψ1,k1‖V 2
θ1〈D〉
2sk2‖ψ2,k2‖V 2
θ2〈D〉
2(1−s)k3‖ψ3,k3‖V 2
θ3〈D〉
)2
. ‖ψ1‖2Xs
θ1
‖ψ2‖2Xs
θ2
∑
k4∈Z
( ∑
2k4≫2k3
2(2−γ−2s)k4〈2k4〉γ−22(1−2s)(k3−k4)2sk3‖ψ3,k3‖V 2
θ3〈D〉
)2
. ‖ψ1‖2Xs
θ1
‖ψ2‖2Xs
θ2
‖ψ3‖2Xs
θ3
.
Next consider I22. In this range we have 2
k ∼ 2k1 ∼ 2k4 . We estimate
I22 .
∑
k4∈Z
22sk4
( ∑
2k1≫2k2
k∈Z,2k∼2k4≫2k3
2−γk〈2k〉γ−22sk12(1−s)k2‖ψ1,k1‖V 2
θ1〈D〉
‖ψ2,k2‖V 2
θ2〈D〉
2sk42(1−s)k3‖ψ3,k3‖V 2
θ3〈D〉
)2
.
∑
k4∈Z
( ∑
2k4≫2k2
2k4≫2k3
2(−γ+2s)k4〈2k4〉γ−22(1−2s)k22sk4‖ψ1,k4‖V 2
θ1〈D〉
2sk2‖ψ2,k2‖V 2
θ2〈D〉
2(1−2s)k32sk3‖ψ3,k3‖V 2
θ3〈D〉
)2
.
∑
k4∈Z
22sk4‖ψ1,k4‖2V 2
θ1〈D〉
( ∑
2k4≫2k2
2(1−
γ
2
−s)k4〈2k4〉γ2−12(1−2s)(k2−k4)2sk2‖ψ2,k2‖V 2
θ2〈D〉
)2
×
( ∑
2k4≫2k3
2(1−
γ
2
−s)k4〈2k4〉γ2−12(1−2s)(k3−k4)2sk3‖ψ3,k3‖V 2
θ3〈D〉
)2
. ‖ψ1‖2Xs
θ1
‖ψ2‖2Xs
θ2
‖ψ3‖2Xs
θ3
.
The estimates for I23 can be shown by the same method as I22.
(3) Estimates for I3: We divide the case I2 ≤ I31+I32+I33 where I31 :=
∑
2k1∼2k2 , I32 :=
∑
2k1≫2k2
and I33 :=
∑
2k1≪2k2 .
Consider I31. We may assume if m > 0 then 2
k1 , 2k2 > 1.
I31 .
∑
k4∈Z
( ∑
2k1∼2k2
k∈Z,2k∼2k3≫2k4
2−γk〈2k〉γ−22k‖ψ1,k1‖V 2
θ1〈D〉
‖ψ2,k2‖V 2
θ2〈D〉
2k42sk3‖ψ3,k3‖V 2
θ1〈D〉
)2
.
∑
k4∈Z
( ∑
2k1&2k3≫2k4
2(1−γ)k3〈2k3〉γ−22−2sk12k42sk1‖ψ1,k1‖V 2
θ1〈D〉
2sk1‖ψ2,k1‖V 2
θ2〈D〉
2sk3‖ψ3,k3‖V 2
θ1〈D〉
)2
. ‖ψ1‖2Xs
θ1
‖ψ2‖2Xs
θ2
∑
k4∈Z
( ∑
2k3≫2k4
2(2−γ−2s)k3〈2k3〉γ−22k4−k32sk3‖ψ3,k3‖V 2
θ1〈D〉
)2
. ‖ψ1‖2Xs
θ1
‖ψ2‖2Xs
θ2
‖ψ3‖2Xs
θ3
.
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Next consider I32. In this range we have 2
k ∼ 2k1 ∼ 2k3 . We estimate
I32 .
∑
k4∈Z
( ∑
k∈Z,2k∼2k1≫2k2
2k3≫2k4
2−γk〈2k〉γ−22(1−2s)k22sk1‖ψ1,k1‖V 2
θ1〈D〉
2sk2‖ψ2,k2‖V 2
θ2〈D〉
2k42sk3‖ψ3,k3‖V 2
θ3〈D〉
)2
.
∑
k4∈Z
( ∑
2k1≫2k2
2k1≫2k4
2−γk1〈2k1〉γ−22(1−2s)k22k42sk1‖ψ1,k1‖V 2
θ1〈D〉
2sk2‖ψ2,k2‖V 2
θ2〈D〉
2sk1‖ψ3,k1‖V 2
θ3〈D〉
)2
. ‖ψ2‖2Xs
θ2
∑
k4∈Z
( ∑
2k1≫2k4
2(2−γ−2s)k1〈2k1〉γ−22k4−k12sk1‖ψ1,k1‖V 2
θ1〈D〉
2sk1‖ψ3,k1‖V 2
θ3〈D〉
)2
. ‖ψ1‖2Xs
θ1
‖ψ2‖2Xs
θ2
‖ψ3‖2Xs
θ3
.
Estimates for I33 is similar.
5. ill-posedness
In this section we consider the supercritical range where the initial data is given in Hs(R3) for
s < 0. We make further assumption on potential V that V̂ (ξ) is positive for |ξ| ≫ 1. The Coulomb
and Yukawa potentials are still in our consideration. We provide the ill-posed result which shows the
nonlinear term estimates on (4.4) essential to occur the contraction fail for any resolution space X˜s.
We adapt the argument in [15], where detailed explanation is well arranged. We suffices to show the
following:
Theorem 5.1. Let m ≥ 0. For fixed T > 0 and s < 0 the inequality
sup
t∈[0,T ]
∥∥∥ ∫ t
0
Um(t− τ,D)
(
V ∗ 〈Um(τ,D)ψ, βUm(τ,D)ψ〉βUm(τ,D)ψ
)
(τ)dτ
∥∥∥
Hs(R3)
. ‖ψ‖3Hs(R3) (5.1)
fails to hold for all ψ ∈ Hs(R3).
Proof. Our proof is based on the modification of [11, Proposition3.1]. For λ≫ 1 we define the annulus
Wλ = {x ∈ R3 : λ ≤ |x| ≤ 2λ}.
Let φ : R3 → C be the inverse fourier transform of the characteristic function χWλ. And we choose
ψ = (φ, 0, 0, 0). Obviously, ‖ψ‖Hs . λ 32+s. Next, we consider
N(t, ξ) := Fx
(∫ t
0
Um(t− τ,D)
(
V ∗ 〈Um(τ,D)ψ, βUm(τ,D)ψ〉βUm(τ,D)ψ
)
dτ
)
. (5.2)
Our aim is to prove that for t = ǫλ−1 with 0 < ǫ≪ 1 and ξ ∈Wλ,
|N(t, ξ)| & |t|λ4 = ǫλ3. (5.3)
Assuming that (5.3) holds, the claim follows since the validity of (5.1) implies
ǫλs+
9
2 . ‖〈ξ〉sN(t, ξ)‖L2(R3) . λ3s+
9
2 ,
which is equivalent to ǫ . λ2s for fixed ǫ > 0. And this can hold as λ → ∞ only if s ≥ 0. Hence, it
suffices to show (5.3).
We compute the Fourier transform
N(t, ξ) ≈
∫∫
R3×R3
∫ t
0
Um(t− τ, ξ)V̂ (η)〈Um(τ, η − σ)ψ̂(η − σ), βUm(−τ,−σ)ψ̂(−σ)〉
× βUm(τ, ξ − η)ψ̂(ξ − η)dτdσdη.
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Let us denote jth component of x ∈ C4 by xj and the (i, j) entry of 4× 4 matrix A by Aij . Putting
ψ̂ = (χWλ , 0, 0, 0) we compute
[N(t, ξ)]j ≈
∫∫
R3×R3
∫ t
0
[
Um(t− τ, ξ)V̂ (η)〈Um(τ, η − σ)ψ̂(η − σ), βUm(−τ,−σ)ψ̂(−σ)〉
× βUm(τ, ξ − η)ψ̂(ξ − η)
]
j
dτdσdη
=
∫∫
R3×R3
∫ t
0
V̂ (η)[Um(τ, η − σ)TβUm(−τ, σ)]11χWλ(η − σ)χWλ(σ)
× [Um(t− τ, ξ)βUm(τ, ξ − η)]j1χWλ(ξ − η)dτdσdη
=
∫∫
R3×R3
V̂ (η)
∫ t
0
[Um(τ, η − σ)TβUm(−τ, σ)]11[Um(t− τ, ξ)βUm(τ, ξ − η)]j1dτ
× 1χWλ(η − σ)χWλ(σ)χWλ(ξ − η)dσdη.
Then we estimate
|N(t, ξ)| ≥ |[N(t, ξ)]1|
≥
∣∣∣ ∫∫
R3×R3
V̂ (η)
∫ t
0
Re
(
[Um(τ, η − σ)TβUm(−τ, σ)]11[Um(t− τ, ξ)βUm(τ, ξ − η)]11
)
dτ
× χWλ(η − σ)χWλ(σ)χWλ(ξ − η)dσdη
∣∣∣.
From Lemma 6.1 we find the integration over τ is bounded below for λ≫ 1∫ t
0
Re
(
[Um(τ, η − σ)TβUm(−τ, σ)]11[Um(t− τ, ξ)βUm(τ, ξ − η)]11
)
dτ & t.
Since V̂ is positive we finally obtain
|N(t, ξ)| & |t|
∫
R3
∫
R3
V̂ (η)χWλ(η − σ)χWλ(σ)χWλ(ξ − η)dηdσ
& |t|λ4.

6. Appendix
Lemma 6.1. Let m ≥ 0, ξ, η ∈ R3 and t, τ ∈ R. Suppose |ξ|, |η| ∼ λ and |τ |, |t| ≤ ǫλ−1 with
0 < ǫ≪ 1. Then we have for sufficiently large λ≫ 1
Re[Um(τ, ξ)βUm(t, η)]11 & 1 and Im[Um(τ, ξ)βUm(t, η)]11 . λ
−1,
Re[Um(τ, ξ)
⊺βUm(t, η)]11 & 1 and Im[Um(τ, ξ)
⊺βUm(t, η)]11 . λ
−1,
(6.1)
where the implicit constants depend only on ǫ and m.
Proof. For |ξ| ∼ λ and τ ≤ ǫλ−1 with 0 < ǫ≪ 1 we have
cos
(
τ〈ξ〉m
)
& 1 and |〈ξ〉−1m sin
(
τ〈ξ〉m)| ≤ ǫλ−1.
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And we directly compute from (1.8) and (1.2)
Re[Um(τ, ξ)βUm(t, η)]11 = cos
(
τ〈ξ〉m
)
cos
(
t〈η〉m
)
+ 2〈ξ〉−1m sin
(
τ〈ξ〉m)〈η〉−1m sin
(
t〈η〉m)
Im[Um(τ, ξ)βUm(t, η)]11 = − cos
(
τ〈ξ〉m
)〈η〉−1m sin (t〈η〉m)− cos (t〈η〉m)〈ξ〉−1m sin (τ〈ξ〉m)
Re[Um(τ, ξ)
⊺βUm(t, η)]11 = cos
(
τ〈ξ〉m
)
cos
(
t〈η〉m
)
Im[Um(τ, ξ)
⊺βUm(t, η)]11 = 2〈ξ〉−1m sin
(
τ〈ξ〉m)〈η〉−1m sin
(
t〈η〉m)− cos
(
τ〈ξ〉m
)〈η〉−1m sin (t〈η〉m)
− cos (t〈η〉m)〈ξ〉−1m sin (τ〈ξ〉m).
Thus we have (6.1). 
Proof of Proposition 3.7. We only consider (+,+) case.
Step1: Let P =
∑
k3∈F Pk3 , with a finite set F of integer k3 of size 2
k3 ∼ 2k1 ∼ 2k2 , such that
PPki = Pki for i = 1, 2. We claim first that
‖P≤k〈Pψ,Pψ〉R4‖L2 . 2k‖ψ‖2V 2
〈D〉m
(6.2)
for any 2k . 2k1 and real-valued ψ ∈ V 2〈D〉m . To prove (6.2), let ωk = (qρ≤k+1)2. Then, ωk ≥ 0 and we
have the pointwise bound
ρ≤k . ρ≤k+1 ∗ ρ≤k+1 . ρ≤k+2
on the Fourier side, which implies
‖P≤k〈Pψ,Pψ〉R4‖L2 . ‖ωk ∗ 〈Pψ,Pψ〉R4‖L2 . ‖P≤k+2〈Pψ,Pψ〉R4‖L2 .
So it suffices to show that
‖ωk ∗ 〈Pψ,Pψ〉R4‖L2 . 2k‖ψ‖2V 2
〈D〉m
. (6.3)
For real valued f , the quantity
n(f) := ‖T (f)‖L4x(R3), for T (f) =
(
ωk ∗ 〈Pf, Pf〉R4
) 1
2
,
is subadditive. Indeed, since 〈f, f〉R4 = |f |2 by Cauchy-Schwarz inequality we estimate
T 2(f + g)(x) =
∫
R3
ωk(x− y)〈Pf(y) + Pg(y), Pf(y) + Pg(y)〉R4dy
=
∫
R3
ωk(x− y)〈Pf(y) + Pg(y), Pf(y)〉R4dy
+
∫
R3
ωk(x− y)〈Pf(y) + Pg(y), Pg(y)〉R4dy
≤ T (f + g)(x)T (f)(x) + T (f + g)(x)T (g)(x),
which implies T (f + g) ≤ T (f) + T (g). From this it follows that
n(f + g) ≤ ‖T (f) + T (g)‖L4x ≤ n(f) + n(g).
Also, we obviously have n(cf) = |c|n(f) for all c ∈ C. Due to (3.7) we have
‖n(e−it〈D〉mf)‖L4t . ‖ωk ∗ 〈e
−it〈D〉mf, e−it〈D〉mf〉R4‖
1
2
L2tL
2
x
. 2
k
2 ‖f‖L2 (6.4)
for all f ∈ L2(R3).
Let ψ ∈ U4〈D〉m be with atomic decomposition
ψ =
∑
j
cjaj, s.th.
∑
j
|cj | ≤ 2‖ψ‖U4
〈D〉m
, and U4〈D〉m-atoms aj.
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We have
‖n(ψ)‖L4t ≤
∑
j
|cj |‖n(aj)‖L4t . 2
k
2 ‖ψ‖U4
〈D〉m
, (6.5)
provided that for any U4〈D〉m-atom a the estimate
‖n(a)‖L4t . 2
k
2
holds true. Indeed, let a(t) =
∑
k 1Ik(t)e
−it〈D〉mϕk, for some partition (Ik) of R and ϕk ∈ L2(R3)
satisfying
∑
k ‖ϕk‖4L2 ≤ 1. Then,
‖n(a)‖L4t ≤
∥∥∥∑
k
1Ik(t)n(e
−it〈D〉mϕk)
∥∥∥
L4t
≤
(∑
k
‖n(e−it〈D〉mϕk)‖4L4t
) 1
4
. 2
k
2
(∑
k
‖ϕk‖4L2
) 1
4
. 2
k
2 ,
where we used (6.4) in the third inequality, which completes the proof of (6.5). This implies
‖ωk ∗ 〈Pψ,Pψ〉R4‖L2(R1+3) = ‖n(ψ(t))‖2L4t . 2
k‖ψ‖2
U4
〈D〉m
. 2k‖ψ‖2
V 2
〈D〉m
,
where we used V 2〈D〉m →֒ U4〈D〉m . Hence the claim (6.2) is established.
Step2: Let φj := Pλjψj , j = 1, 2. We may assume ‖φj‖V 2
S
= 1. The functions φ± = φ1 ± φ2 satisfy
φ± = Pφ±, ‖φ±‖V 2
S
. 1,
Re(〈φ1, φ2〉R4) =
1
2
(
〈Reφ+,Reφ+〉R4 − 〈Reφ−,Reφ−〉R4 + 〈Imφ+, Imφ+〉R4 − 〈Imφ−, Im φ−〉R4
)
,
Im(〈φ1, φ2〉R4) = Re(−i〈φ1, φ2〉R4).
We have
‖P≤k〈φ1, φ2〉R4‖L2(R1+3) . ‖P≤k Re〈φ1, φ2〉R4‖L2(R1+3) + ‖P≤k Re〈−iφ1, φ2〉R4‖L2(R1+3). (6.6)
Since P Reφ± = φ± and P Imφ± = φ±, the estimate (6.2) yields
‖P≤k Re〈φ1, φ2〉R4‖L2(R1+3) . ‖P≤k〈Reφ+,Reφ+〉R4‖L2(R1+3) + ‖P≤k〈Reφ−,Reφ−〉R4‖L2(R1+3)
+ ‖P≤k〈Imφ+, Im φ+〉R4‖L2(R1+3) + ‖P≤k〈Imφ−, Imφ−〉R4‖L2(R1+3)
. 2k
(‖Reφ+‖2V 2
〈D〉m
+ ‖Reφ−‖2V 2
〈D〉m
+ ‖ Im φ+‖2V 2
〈D〉m
+ ‖ Imφ−‖2V 2
〈D〉m
)
. 2k
(‖φ+‖2V 2
〈D〉m
+ ‖φ−‖2V 2
〈D〉m
)
. 2k.
We can similarly bound the second term in (6.6) once we set φ˜± = −iφ1 ± φ2. Thus we finally obtain
‖P≤k〈Pmk1ψ1, Pmk2ψ2〉R4‖L2(R1+3) . 2k‖Pmk1ψ1‖V 2〈D〉m‖P
m
k2
ψ2‖V 2
〈D〉m
,
which completes the proof since Pk = P≤k+1 − P≤k. 
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