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Abstract - The fractal coding is a novel technique for 
image compression. Though the technique has many 
attractive features, the large encoding time makes it 
unsuitable for real time applications. In this paper, an 
efficient algorithm for fractal encoding which operates 
on entire domain image instead of overlapping domain 
blocks is presented.The algorithm drastically reduces 
the encoding time as compared to classical full search 
method. The reduction in encoding time is mainly due 
to use of  modified crosscorrelation based similarity 
measure. The implemented algorithm employs exhaus-
tive search  of domain blocks and their isometry trans-
formations to investigate their similarity with every 
range block. The  application of Fast Fourier Trans-
form in similarity measure calculation speeds up the 
encoding process. The proposed eight isometry trans-
formations of a domain block exploit the properties of 
Discrete Fourier Transform to minimize the number of 
Fast Fourier Transform calculations. The experimental 
studies on the proposed algorithm demonstrate that the 
encoding time is reduced drastically with average spee-
dup factor of 538 with respect to the classical full 
search method with comparable values of Peak Signal 
To Noise Ratio.   
   
Index Terms - similarity measure, fast fourier transform, 
fractal coding, fractal image compression.   
I.INTRODUCTION 
Fractal image coding is a promising compression tech-
nique  which was pioneered by Michael Barnsley and A.E. 
Jacquin in 1990.The technique is theoretically capable of 
achieving very high compression ratios. The first practical 
implementation scheme of fractal encoding algorithm was 
based on partitioned iterated function system (PIFS) which 
exploits image redundancy for coding through block self-
similarity[1,2]. The efficiency of image compression me-
thod depends on mean square error (MSE) between origi-
nal and reconstructed image, compression ratio and time 
required for encoding and decoding. Fractal image coding 
provides high reconstructed image quality,resolution inde-
pendence and fast decoding[3].The major drawback of 
fractal based compression is large amount of time required 
for encoding the images.Very high encoding time in clas-
sical exhaustive search fractal compression  method [4] is  
due to  large number of comparisons between every range 
block in the range image and all possible overlapping 
domain blocks in the domain image. This involves RMS 
distance calculations between range and domain 
blocks.The frequent accessing of  non-overlapping domain 
blocks instead of entire image also slows down the search 
process.The other bottleneck in the encoding algorithm is 
computationally intensive equations for calculating con-
trast and brightness parameters of the fractal transforma-
tions. In order to increase the domain pool for finding the 
better match, normally eight isometric transformations of 
every domain block is considered. This also increases the 
search time considerably.  
 Many strategies are used for reducing encoding 
time.The reduction in encoding time in currently available 
fractal methods is largely due to limited domain search   
based on classification of domain blocks[5]. Instead of 
searching for matching domain block in entire pool of 
possible domain blocks,the search is limited to a class of 
domain blocks having approximately similar average in-
tensity and variance or having similar structures like peri-
pheral or central blocks[4]. The search time can also be 
reduced by  using  genetic algorithm or other evolutionary 
search algorithm like particle swarm optimization 
[6].There is usually very high correlation amongst adjacent 
range blocks such that the domain blocks mapped by the 
previous adjacent range blocks can be considered as good 
candidate blocks for priority search[7].  
In order to increase the probability of finding better 
match,normally eight isometries of domain block obtained 
by rotation and reflection are considered. This further 
increases the encoding time. A fast algorithm can remove 
all of the redundant computations for the isometries by 
performing MSE computations in DCT domain[8]. Fur-
thermore since most of the energy of the data is concen-
trated in low frequencies, MSE computations can be 
quickly done using only low frequency data[9]. A fast 
algorithm based on single kick out condition and zero 
contrast prediction can avoid large number of range –
domain block matches[3]. Encoding complexity can also 
be reduced by domain classification method based on 
approximation error measure and deferring the range-
domain comparisons with respect to preset block[10]. 
Domain block searching efficiency can be enhanced by 
employing support vector machines trained to recognize 
self similar pattern features[11]. Other fast encoding tech-
niques available in literature  are based on IFS with proba-
bilities [12],using predefined values for contrast scaling 
parameters which are estimated through entropy measure 
[13], prediction and subblock based algorithm[14] or em-
ploying Shannon entropy based classification[15]. The 
multiresolution analysis of wavelet theory is also tried for 
fractal encoding [16].  
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Comparatively few methods are available for speeding 
up the exhaustive search methods. M. Ramkumar and 
G.V.Anand proposed Fast Fourier Transform(FFT) based 
method to speed up the process of matching domain and 
range blocks[17]. In this method isometric transformations 
of domain block are chosen to permit block matching 
through crosscorrelation of range and domain blocks 
which is implemented through FFT. Another method for 
lossless acceleration of exhaustive search method is pro-
posed by D.Saupe[18,19]. In this method the MSE,contrast 
and brightness parameters are expressed as inner product 
computations.These inner products are expressed as the 
finite impulse response of the downfiltered image with 
respect to range.  The filtering operation is done  in fre-
quency domain via FFT to speedup the computations. In 
both these methods the domain image is downsampled by 
averaging the adjacent pixels before applying FFT. This 
halves the number of domain blocks to be searched. The 
piece-wise self-similarity is more evident in the fractal 
coding if large number of domain blocks are used[20]. 
Both these methods essentially use L2 metric to calculate 
all the MSEs, contrast and brightness parameters  before 
discarding the block.  
In this paper, we implement an efficient fractal  coding 
method in which maximum domain pool is utilized by 
upsampling the range block. In our proposed method ,we 
use modified similarity measure based on normalized 
mean subtracted cross-correlation to determine the similar-
ity between range and domain blocks. The similarity 
measure is well suited for FFT based  implementation. 
This approach also eliminates lot of redundant contrast and 
brightness parameter calculations due to ranking of do-
main blocks by similarity index. We also use in this paper 
eight isometry transformations for a domain block such 
that their FFTs can be easily obtained from the FFT of the 
domain block by exploiting the properties of two dimen-
sional Discrete Fourier Transform.  
II. REVIEW OF FRACTAL IMAGE CODING 
Fractal image compression is based on theory of parti-
tioned iterated function systems.  Let X  be a complete 
metric space with metric d, A  X be any image and w : X 
X  be a contractive transformation. Then the repeated 
application of transformation w on A will take it to the 
fixed  point of  transformation Â  X such that  w(Â)= Â 
.The collage theorem states that if  d(A, w(A)) is small 
then the distance d( Â,A) is also small[4].  
Usually w is of the form  
                      w=Uwi,                i=1,2,…P                  (1) 
where each wi  is a contractive mapping and P denotes 
number of partitions.Each wi mapping consists of a spatial 
mapping and a grayscale mapping. Associated with each 
wi is a range block Ri and a domain block Di. The range 
blocks which are generally of equal size,are non-
overlapping and tile the image completely. The domain 
blocks are overlapping blocks in the image. The affine 
transformations are chosen such that they  map appropriate  
Di into  Ri. The size of each Di is larger than that of the 
corresponding Ri to ensure contractivity. Usually the size 
of each  Di is  twice the size of each Ri.The fractal trans-
formation can be represented by  
Ri = si Tk[Q(Di)] + oi                                (2) 
where si  is the contrast parameter, oi is the brightness 
parameter, Q is a contractivity operator and Tk[.]  is an 
isometry transformation for partition i. The range of al-
lowable values of  si and oi are constrained by convergence 
conditions as applicable to contractive PIFS transforma-
tion. The isometry transformation Tk[.]  consists of spatial 
rotation and/or inversion of domain block. Usually eight 
isometry transformations of every domain block are used 
to increase the search pool of domain blocks.The goal of 
fractal transformation is to search for every Ri the best 
matching domain block Di from available pool of all the 
domain blocks such that Ri is approximately equal to Ri as 
given by (2).  
The decoded image is obtained by applying the fractal 
transformation (2) on an arbitrary initial image and iterat-
ing the process on transformed image number of times.The 
decoded image is guaranteed to be `close' to the original 
image as per Collage theorem. In practice, for images, 
convergence is achieved in 8 to 10 iterations. The „close-
ness‟ of the reconstructed image to the original image is 
usually represented by  the Peak Signal to Noise Ratio 
(PSNR) of the decoded  image.   
III. FFT BASED SIMILARITY MEASURE 
    Let us assume that initially range image H* and do-
main image X* are same and of size NxN pixels.The range 
image H* is partitioned in non-overlapping blocks of size 
N1xN1. Let H be a range block of size N1xN1 with mean 
graylevel  of Ho. The domain image X* is partitioned into 
overlapping blocks X2ij of size 2N1x2N1 and then the do-
main block is downsampled by factor of two in both the 
dimensions. Let Xij be the downsampled domain block of 
size N1xN1 with mean graylevel of Xoij, where i and j are x 
and y coordinates of start pixel of domain block respec-
tively. Let Tk[Xij] represents isometry transformed domain 
block where k=0,1,2,..7. 
          The degree of similarity between range block H 
and domain block Xij is given by normalized mean sub-
tracted cross-correlation coefficient Co(i,j,k)  as 
Co(i,j,k) = {<H1,Tk[X1ij]>} / {║H1║║X1ij║}             (3) 
where  H1   =  mean subtracted range block 
                    =  H –H0 
            X1ij =  mean subtracted domain block 
                   =  Xij – X0ij  
In (3), operator  < , > represents inner product operation 
and║.║represents  L2 norm . The MSE will be minimised 
by maximizing the absolute value of coefficient Co(i,j,k) 
[17,21]. 
Since H1 is zero mean block, it can be easily proved 
that 
 <H1, Tk[X1ij]> = <H1, Tk[Xij]>                             (4) 
Also instead of starting with the larger domain block 
X2ij of size 2N1x2N1 and then decimating it to get N1xN1 
sized domain block Xij ,we can keep larger domain block 
X2ij unchanged in the domain image and consider zero 
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interlaced larger mean subtracted range block H2 of size 
2N1x2N1 where, 
          H2(m,n)  =  H1(m/2,n/2)  if  m,n = even 
                  =  0                  if  m,n = odd               (5) 
  Xij(m,n) = X2ij(2m,2n)                            (6)  
It can be seen that  
<H1, Tk[Xij]> = <H2, Tk[X2ij]>                               (7) 
To get inner product of H1 with next domain block ,we 
just need to translate the H2  block by suitable i and j shift 
and repeat the process. This is similar to cross-correlation 
operation. The modified similarity measure can be ex-
pressed as  
C(i,j,k) = {<H2, Tk[X2ij]> } / {║H1║║X1ij║}             (8)  
Let us define the similarity index matrix as 
C={C(i,j,k) for all  i ,j,k }                                 (9)  
   The similarity index matrix gives the degree of simi-
larity between a range block and all the possible domain 
blocks for all the eight possible isometric transformations. 
 
IV. EFFICIENT FRACTAL ENCODING ALGORITHM 
The goal of fractal encoding is to find for every range 
block H, a certain domain block Xij with associated isome-
try transformation Tk[.] such that affine transformation of 
Xij closely matches H   i.e. 
H = s Tk[Xij] + o                                 (10) 
Where s,o are contrast and brightness parameters.The  
transformation is coded in terms of s, o, i, j and k parame-
ters.  
     Thus        H1 = s Tk[X1ij]                                       (11) 
                   H0 = sX0ij + o                                        (12) 
Now if we use folded H2 block as given by (5) ,all the 
cross-correlation coefficients between H1 and all the do-
main blocks can be calculated at once by linear convolu-
tion of folded H2 with domain image X*. Using properties 
of Discrete Fourier Transform(DFT),the linear convolution 
of two sequences can also be expressed as circular convo-
lution of suitably zero padded sequences.Hence these 
cross-correlation coefficients can also be calculated by 
circular convolution of suitably zero-padded & folded H2 
and zeropadded domain image X* via two dimensional 
FFT algorithm.This will speed up the calculations.  The 
advantage of above method in which domain image is of 
same size as range image but domain block considered is 
larger, will be availability of larger pool of domain blocks 
compared to the method in which domain image is deci-
mated by factor of two in both x,y directions. Another 
advantage of this method is that FFT of X* has to be cal-
culated only once and can be repeatedly used for all the 
range blocks. 
The calculation of norm ║H1║is straightforward but 
calculation of norm ║X1ij║ is not very easy since X1ij 
represents mean subtracted domain block where every 
domain block has different mean. The calculations can be 
simplified by using  following relation,  
║X1ij║  =  [( ∑∑ Xij
2 – N1
2 X0ij
2 )]1/2              (13)                   
The squared sum matrix ∑∑Xij
2 of all the domain 
blocks can be calculated at once by convolving mask M1 
with X*2 containing pixel by pixel squared values of entire 
domain image X* where M0= matrix of size N1xN1 con-
taining  all 1‟s and M1 is matrix of size 2N1x2N1 obtained 
by zero interlacing of M0. 
           M1(m,n) = M0(m/2,n/2)  if  m,n = even 
               = 0                     if m,n = odd            (14) 
The mean matrix of all the domain blocks (all X0ij‟s) 
can be calculated at once by convolving mask M2 with 
entire domain image X* where M2=M1/N1
2 where M1 is 
given by (14). Fast convolutions are done via FFT similar 
to cross-correlation calculation.  
Norm║X1ij║  calculation, though involved, needs to be 
done only once and is used for all the range blocks. Finally 
similarity index matrix can be calculated. Practically for 
most similar domain block absolute values of C(i,j,k) will 
be close to 1. The contrast parameter „s‟ and brightness 
parameter „o‟ can be shown to be given by 
s  =     {║H1║
2 } / {<H2, Tk[X2ij ]>}                 (15)  
   o  =    H0  - sX0ij                                          (16) 
The maximum value of similarity index satisfying the 
constraints on the contrast and brightness parameters is 
selected for encoding. The position of this maximum value 
gives the x-coordinate and y-coordinate of the best fitting 
domain block. 
In the proposed method, exhaustive search for most 
similar domain block is carried out. Instead of calculating 
similarity index in spatial domain for each range and do-
main block, the properties of Fourier Transform are ex-
ploited to calculate similarity index between a range block 
and all possible domain blocks at once in frequency do-
main via FFT. This involves operation  on entire domain 
image instead of overlapping domain blocks. The contrast 
and brightness parameters of fractal coding are estimated 
using  computationally less intensive equations. In fact 
these parameters are calculated using the partial results 
during the course of calculation of similarity index matrix. 
This reduces the encoding time. 
Instead of applying isometry transformations Tk[.] on 
domain block, the complementary isometry transforma-
tions Tk^[.] are applied on range block during fractal im-
age encoding. During fractal image decoding, isometry 
transformations Tk[.] are applied on domain block. Since 
our method works on entire domain image instead of indi-
vidual domain blocks, complementary isometry transfor-
mations can be conveniently applied to range block with 
similar results. These transformations are defined in Table 
I. Since these complementary isometry transformed range 
blocks are spatially related to original range block through 
suitable rotations and/or inversions, their FFTs can be 
expressed in terms of FFT of original range block. These 
FFTs thus need not be calculated separately but can be 
obtained using properties of two dimensional Discrete 
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Fourier Transform. This also helps in increasing the search 
speed of the algorithm.  
TABLE I 
 
ISOMETRY TRANSFORMATION TK[.] AND COMPLEMENTARY ISOMETRY 
TRANSFORMATION TK^[.] 
 
k Tk[.] Tk^[.] 
0  No change No change 
1 Inversion in x-direction Inversion in x-direction 
2 Inversion in y-direction Inversion in y-direction 
3 Inversion in both x and 
y-direction 
Inversion in both  x and 
y-direction 
4 Transpose  Transpose    
5 Inversion in x-direction 
followed by transpose 
Transpose followed by 
inversion in x-direction 
6 Inversion in  y-direction 
followed by transpose 
Transpose followed by 
inversion in y-direction 
7 Inversion in both x and 
y-direction followed by 
transpose 
Transpose followed by 
inversion in both x and 
y-direction 
 
V. SIMULATION RESULTS  
The proposed algorithm is simulated in Matlab7 on In-
tel Core Duo CPU at 2.66 GHz with 2 GB RAM. The 
experimentation is done on number of test images of  
“lena”,“pepper”, “cameraman”, “fishingboat”, “baboon” 
etc for different values of image sizes and block sizes.  
The „s‟ and „o‟ parameters are quantized using 5 and 7 
bits respectively. The isometry transformation parameter  
„k‟ is represented by 3 bits. To ensure the convergence 
the│s│is normally chosen  less than 1. But larger values 
of „s‟ also give eventual convergence for PIFS [22]. Based 
on the experimentation ,the range of „s‟ and „o‟ is restricted 
to −1.8< s <1.8  and -256 < o <256 respectively for con-
tractive mapping constraint.The corresponding s,o,i,j and k 
are stored as parameters of fractal transform of range 
block H. The procedure is repeated for all the range 
blocks. 
            The fractal decoding process is quick and 
straighrforward. We start with any initial image as domain 
image Xd* of same size as the original image which is 
encoded. We also start with another blank image as range 
image Hd* of same size as the original image. We call this 
image as the reconstructed image. We partition this recon-
structed image in nonoverlapping range blocks of size 
N1xN1 , as we have done in encoding process. We take 
transform parameters of first range block s,o,i,j and identi-
fy the domain block  of size  2N1x2N1  starting with x & y-
coordinates of i,j in the initial image Xd* .We downsample 
this domain block  by factor of 2 in both x & y direction to 
get reduced domain block Xdij of size  N1xN1 . The isome-
try transformations Tk[.] is applied to domain block  Xdij. 
The graylevel transformation  is applied to this trans-
formed domain block to get the corresponding range block 
Hd. i.e.  Hd = sTk[Xdij] + o. This decoded range block is 
pasted in its correct partition position in the reconstructed 
image Hd*. The process is repeated for all the range blocks 
to get complete reconstructed image Hd* after first itera-
tion. In next iteration we take  Xd*=Hd* and repeat the 
entire procedure.The reconstructed image Hd* usually 
converges to original image H* after  8 to 10 iterations.  
 The compression ratio (CR) is defined as  the ratio of  
number of bits required for original image to the              
number of bits required for encoded image. 
For impemented  method, CR  parameter is given by 
CR = {N1xN1xNb} / {Ni +Nj + Nk +Ns +No}  (17) 
where Nb is the number of bits per pixel used in origi-
nal image and Ni , Nj , Nk, Ns , No  denote number of bits 
used for representation of fractal parameters  of i,j,k,s and 
o respectively. 
The MSE between original and decoded  image is given 
by  
MSE = {∑∑ pq [H*(p,q) - Hd*(p,q)] 
2 } / {NxN}   (18)  
where H* and Hd* represents original and final decoded 
image of size NxN.  
The  PSNR of decoded image  ( in dB ) is given by  
PSNR = 10 log10[ (255)
2 / MSE]                 (19) 
 Sample values of these performance parameters for 
some of the test images for implemented algorithm are 
given in Table II. The comparative results for encoding 
time and PSNR of the proposed method and full search 
method is shown in Table III. The reconstructed “fishing-
boat” image of size 512x512 with blocksize of 8x8 is 
shown in Fig. 1. The rate distortion curves of PSNR in dB  
versus CR for proposed method with isometric transforma-




SAMPLE RESULTS FOR PROPOSED METHOD FOR TEST IMAGES OF SIZE 
240X240 




 time (s) 
PSNR 
(dB) 
lena 4.13 175 31.77 
9.29 49 26.61 
16.52 45.19 24.38 
25.81 31.28 22.94 
37.16 20.73 21.31 
pepper 4.13 174.53 36.12 
9.29 48.31 31.71 
16.52 44.69 29.07 
25.81 30.37 27.18 
37.16 20.57 25.70 
camera-   
man 
4.13 176.19 29.51 
9.29 49.72 24.85 
16.52 47.26 21.83 
25.81 30.96 18.97 
37.16 22.04 18.23 
fishing-
boat 
4.13 179.05 29.01 
9.29 50.87 23.07 
16.52 47.42 19.91 
25.81 31.29 17.83 







































0.8 23.25 257 20.57 323 
(100x100)/ 
(5x5) 
2.31 22.55 1171 21.7 371 
(128x128)/ 
(5x5) 
3.96 20.38 1470 20.5 507 
(256x256)/ 
(16x16) 





RECONSTRUCTED “FISHINGBOAT”  IMAGE OF SIZE 512X512 WITH 






RATE  DISTORTION CURVES  FOR  PROPOSED METHOD 
VI. CONCLUSION 
It is found that encoding time is reduced drastically in 
the implemented method with equivalent PSNR values as 
compared to classical exhaustive search method. The aver-
age speedup factor of about 538 is obtained for the pro-
posed method. The speedup factor increases as the size of 
image increases. The  FFT based similarity measure is 
useful for decreasing the encoding time of fractal image 
compression. The FFT compatible isometry transformation 
also reduces the number of FFT computations considera-
bly. The use of isometry transformation improves the aver-
age value of PSNR of decoded image by about 2.5 dB.  
The perceptual quality of decoded image is comparable to 
full search method with negligible blocking effects since 
similarity measure peaks for highly correlated domain 
blocks rather than minimizing the MSE. 
The FFT based similarity measure can be applied to li-
mited domain search methods with suitable modification 
to further speed up the encoding process. The proposed 
algorithm can be combined with quadtree partitioning 
technique to improve the quality of decoded image. The 
new isometry transformations which are compatible with 
FFT based similarity measure can be proposed for finding 
best matched domain block.    
REFERENCES 
[1]  A. E. Jacquin, " Fractal image coding based on a theory  of  
         iterated  contractive image transformations", SPIE vol. 1360,  
        Visual  Communications  and Image Processing, 1990. 
[2] A. E. Jacquin, " A novel fractal block-coding technique for digi- 
        tal  images", ICASSP'90,  Albuquerque, NM, 1990. 
[3]  C-M. Lai, K-M. Lam and W-C. Siu, “A fast fractal image coding  
        based on kick-out and zero contrast conditions”, IEEE Trans.  
       IP,Vol.12,2003.  
[4]  Y. Fisher (Ed), " Fractal image compression: Theory and applica- 
       tion," Springer-Verlag, 1995. 
[5]  Wohl berg and G. de Jager, “ A review of the  fractal image cod- 
        ing literature,” IEEE Trans IP, vol. 8,Dec. 1999.                    
[6]  J.-H. Jeng,, C.-C. Tseng, and J.-G. Hsieh, “Study on Huber  
        Fractal Image Compression”  IEEE Trans.  IP  vol. 18, 2009. 
[7]  C-C. Wang and C-H. Hsieh,   “ An efficient fractal image coding  
       method using interblock  correlation  search,” IEEE Trans.  
       CSVT,  vol. 11,  2001. 
[8]  T-K.Troung, J-H.Jeng,S.Reed,P.C.Lee and A.Q.Li,  “A fast en 
        coding algorithm for fractal image compression  using the DCT  
        inner  product,”   IEEE Trans. on IP, vol. 9,l 2000. 
[9]  O.C.Au,M.L.Lion,J.K.Ma, “Fast fractal encoding in frequency  
        domain”, ICIP on IP,1997 
[10]  D.Riccio ,M.Nappi, “ Defering Range/Domain Comparisons in  
          Fractal Image Compression”, ICIAP 2003 
[11]  C.M.Kung,S.A.Chao, “Support Vector Machine for fast fractal  
          image compression  base on Structure Similarity”, Journal of  
          Softare,vol.5,  2010 
[12]  S.K.Mitra,C.A.Murthy,M.K.Kundu and B.Bhattacharya, “Frac- 
          tal compression  using iterated function  system with  probabili- 
          ties”  Int.Conf. on InformationTechnology:coding and comput 
          ing,  2001 
[13]  H.M.Naimi,M.Salarian, “A fast fractal Image  compression  
           using predefined values for contrast scaling” ,WCECS 2007 
[14]   K.L.Chung,C-H Hsu, “Novel prediction and subblock based 
          algorithm for  fractal image compression”,Chaos,Solitions and  
          Fractals (29), 2006 
[15]  Sofia Douda,A.E.Imrani,A.Bagri, “ A new approach  for 
          improvement of  fractal image coding” IJCSE,vol.2 ,2010 
[16]  G.E. Oien,Z.Baharav,S.Lepsoy and E.Karnin,  “A new im- 
          proved collage theorem  with applications to multiresolution  
          fractal  image coding”,  ICASSP 1994. 
[17]  M. Ramakumar  and G.V. Anand, “An  FFT based technique for  
          fractal image compression”, SP, vol. 63,  1997. 
[18]  D. Saupe, “ A new view of fractal image compression as convo 
GSTF INTERNATIONAL JOURNAL ON COMPUTING,VOL.1,NO.2,FEBRUARY 2011
©2011 GSTF
39
          lution transform coding”,  IEEE SP Letters, vol.3, July 1996. 
[19]  H. Hartenstein and D. Saupe, “ Lossless acceleration of fractal  
          image encoding via the fast Fourier transform,” Signal Process- 
          ing: Image Communication, vol. 16,  2000.  
 [20]  J.Domaszewicz,S.Kuklinski and V.A.Vaishampayan, “ Fractal 
          coding versus classified Transform  coding” ICIP 1996. 
 [21] S.B.Dhok,R.B.Deshmukh,A.G.Keskar,”Fast fractal encoding  
         through FFT using modified crosscorrelation based similarity 
         measure”,ATAI  2010. 
[22]  T.Tan and H.Yan, “Object recognition using fractal neighbour  
          distance:eventual convergence and recognition rates”,    
        ICPR 2000. 
 
  
 S.B.Dhok is Assistant Professor in Electronics Engg. Dept   
 at  Visvesvaraya National Institute of Technology, Nagpur.  
 He has published several papers in national and international  
 conferences. His area of interest includes Digital Image  
 Processing,Data Compression, Digital Signal Processing. 












































R.B.Deshmukh is Associate Professor in Electronics Engg. 
Dept at Visvesvaraya National Institute of Technology, Nagpur. 
He is a  member of IEEE. He has published several papers in  
International Journal and Conferences. His area of interest 
includes Digital Design, CMOS Design, Reconfigurable FPGA 
Design,VLSI Signal Processing. 
Email: rbdeshmukh@vnit.ac.in 
 
A.G.Keskar is Professor in Electronics Engg. Dept at  
Visvesvaraya National Institute of Technology, Nagpur. He is  
a senior member of IEEE. He has published 18 Journal papers  
and published 41 papers in national and International Conferences. 
His area of interest includes Fuzzy logic, Embedded System and  
Machine Vision.  





GSTF INTERNATIONAL JOURNAL ON COMPUTING,VOL.1,NO.2,FEBRUARY 2011
©2011 GSTF
40
