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Surface structures of NaF and Na2SO4 aqueous
solutions: Specific effects of hard ions on surface
vibrational spectra
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Abstract
We elucidated surface structure and sum frequency generation (SFG) spectra of aqueous
NaF and Na2SO4 solutions by molecular dynamics (MD) simulation. These electrolyte so-
lutions contain hard ions, and their surfaces are considered to be void of ion species. Nev-
ertheless, the two solutions have shown remarkably different SFG spectra, implying different
surface structure. The present MD analysis confirmed that all the ionic species are repelled
from the surface, though their experimental SFG spectra are well reproduced. The difference
in their surface structure is observed in the subsurface region, where slight charge separation
occurs in the Na2SO4 solution. The perturbation in the SFG spectra is not attributed to the
topmost layer, but to the water orientation in a fairly deep region of the surface.
Keywords: sum frequency generation, electrolyte solution, molecular dynamics, charge
response kernel.
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1 Introduction
Ionic species at liquid interfaces play crucial roles in a various fields of chemistry, such as elec-
trochemical reactions at electrode surfaces, atmospheric chemistry on aerosol surfaces, extraction
processes between organic and aqueous phases, ion transfer through biological membranes, etc.
Ion distribution at interfaces and pertinent perturbation on the liquid structure are of vital impor-
tance to understand these phenomena. In liquid/vapor interfaces of electrolyte aqueous solutions,
recent remarkable advances in both theoretical and experimental studies have revised our long-
standing view on the interface structure that water surface is generally void of ions. It has been
known for a century that most inorganic salts raise the surface tension of aqueous solutions with
increasing concentration,1 indicating negative surface excess of the ions according to the thermo-
dynamics established by Gibbs. 2 This traditional picture was in accord with our chemical intuition
that a charged species is stabilized in the interior of polar solvent. However, this old picture of
ion distribution was challenged by molecular dynamics (MD) study by Jungwirth and Tobias. 3
They carried out MD simulation for a series of sodium halide, NaX (X F, Cl, Br and I), aque-
ous solutions, and predicted remarkable difference in their surface structure. In the NaF solution,
both the sodium cations and fluoride anions are buried in the bulk, which appears consistent to
the traditional picture. However, as descending the periodic table, larger halide anions gradually
prefer to be located at the topmost layer of the surface. Such counter-intuitive behavior of some
ions stimulated further studies on the ion distribution. In other ions surveyed by molecular simu-
lation, various distributions of ion species have been reported. For example, hydrated protons or
hydronium cations (H3O+) show significant surface activity,4,5 whereas dianions such as CO32 
or SO42  reside in deep area of bulk liquid apart from the surface.6,7
These MD predictions for the specific ion distribution at water surface have stimulated exper-
imental studies. It was a challenging issue, however, to verify these MD predictions by experi-
mental techniques with atomistic resolution, mainly because most of the surface probe methods
established for solid surfaces are hard to be applied to liquid surfaces. Vibrational sum frequency
generation (SFG) spectroscopy is one of the best available tools to probe liquid surfaces, and has
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been intensively applied to electrolyte solution surfaces. 5,8 Because it is based on second-order
nonlinear optical process, the SFG signals should come only from the interface where the cen-
trosymmetry is broken, and are found to be sensitive to surface conditions in a monolayer scale.
However, the interpretation of the SFG signals is often not obvious in terms of microscopic sur-
face structure, which underscores the need of reliable theoretical support for the analysis of the
spectra. In fact, the SFG spectra of the NaX solutions measured by different groups9,10 have been
interpreted in different ways and caused much confusion about the surface structure. Therefore,
we have developed theories to compute the SFG spectroscopy in combination of ab initio molecu-
lar modeling and MD simulation. 11 The theoretical analysis methods allow for direct comparison
of the experimental SFG spectra to calculated spectra by MD simulation, and thereby extracting
detailed information on the surface structure. The MD analysis of the SFG spectroscopy has been
applied to aqueous solutions of sodium halides (NaCl, NaI), 12 hydrogen halides (HCl, HI),13 and
sulfuric acid.14 We have analyzed the SFG spectra with different polarizations and demonstrated
that the perturbed SFG spectra evidence the surface propensity of I– and H3O+. The SFG spectra of
electrolyte solutions can be unambiguously connected to the hydrogen bonding structure perturbed
by ion species at the interface through the MD calculations of the spectroscopy.
In the present paper, we study the electrolyte solution surfaces consisting of the ions that prefer
to be in fully solvated state, such as F– and SO42 . F– is the smallest halide ion, and SO42  is a
typical dianion. They are categorized as hard anions according to the theory of Hard and Soft Acids
and Bases.15 They commonly increased the surface tension of water1 and decrease the solubility
of proteins, and are considered as “kosmotropic” in the Hofmeister series of ions. 16–18 Regarding
the surface activity, these anions are thought to be repelled from the surface, 3,7,19 and thus these
electrolyte solutions are apparently consistent to the old view of the surface mentioned above.
However, the SFG spectra of their aqueous solutions revealed quite different features, implying that
these anions also have specific effects on the surface structure. In the NaF solution, reported spectra
are either quite similar to that of pure water, 9 or show somewhat reduced intensity in the hydrogen-
bonded OH stretching region.10,20 On the other hand, Na2SO4 obviously increases the intensity of
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SFG spectra.7,21,22 These contrasting SFG spectra of NaF and Na2SO4 solutions evidence that
even buried ions have remarkable influences on the water surface. We will elucidate the different
roles of F– and SO42  on the water surface structure and the mechanism of perturbation on the
SFG spectra, through the detailed MD analysis of the SFG spectroscopy.
The remainder of this paper is constructed as follows. Section 2 presents the molecular models
developed for the present MD simulation. Section 3 outlines the procedures of the MD simulation
and SFG calculation. Section 4 provides the calculated results of surface structures and SFG
spectra by the present simulation and elucidates the different surface structure of the NaF and
Na2SO4 solutions. We offer summary of this work in Section 5.
2 Molecular Models
The present MD study on the NaF and Na2SO4 aqueous solutions deals with the ion species of Na+,
F– and SO2 4 in addition to the solvent H2O. We have developed the modeling methods of these
species to calculate the SFG spectroscopy, which fully take account of intramolecular vibration and
electronic polarization. The electronic polarization is expressed with the charge response kernel
(CRK) theory.23,24 The models of water and sulfate dianion are taken from our previous works,
25,26 while the models of sodium and fluoride ions are developed in an analogous way as described
below.
CRK modeling: First we briefly summarize the CRK modeling of flexible and polariz-
able molecules. The total potential energy of a solution consists of intramolecular term (Uintra),
Lennard-Jones (LJ) term (ULJ) and Coulombic term (U C),
Utotal  UintraULJ UC  (1)
The intramolecular potential Uintra accounts for the internal vibration. The functional forms for
H2O and SO42  are described elsewhere.25,26 The monatomic ions, Na+ and F–, have no in-
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tramolecular potential term. The LJ potential ULJ can be expressed as
ULJ  
molecules
∑
i  j
sites
∑
ab
4εaib j
 

σaib j
raib j
12
 

σaib j
raib j
6

(2)
where raib j is the distance between a site a in a molecule i and a site b in a molecule j. The sites
for the LJ interactions are located at the position of atomic nuclei. ε and σ are the LJ parameters
conforming to the Lorentz-Berthelot mixing rules: σaib j   σai σb j2 and εaib j   εaiεb j12.
The LJ parameters for H2O and SO2–4 were taken from Refs. [25] and [26], respectively. The LJ
parameters for Na+ and F– were determined by modifying those from Refs. [ 27] and [28] so that
the calculated radial distribution functions with the CRK models for the hydration structure are
consistent to the experimental ones. 29,30 The values of the LJ parameters in the CRK model are
listed in Table 1. The ratio of the optimized σ for F– to that for Na+ is 2.7/2.583 = 1.05. This is
consistent to the ratio of the ionic radii determined by Shannon. 31 He determined that the ionic
radius of F– is 1.19 Å while that of Na+ is 1 13 1 16 Å, indicating the ratio to be 1 03 1 05.
The electrostatic interaction UC in the CRK polarizable model takes the following form, 24
UC  
1
2 ∑i ∑a QaiVai 
1
2 ∑i ∑ab KabiVaiVbi  (3)
where Qai denotes the partial charge on the site a in molecule i; Vai is the electrostatic potential
at the site a in the molecule i; Kabi is the CRK between the sites a and b in the molecule i.
The first term in Eq. (3) is the Coulombic interaction potential, and the second is the electronic
reorganization energy associated to the polarizable model. We note that some of the Coulomb
interaction sites are located off the atomic nuclei, as discussed below.
In the CRK model, the partial charge varies with external field V and intramolecular vibrational
coordinate S. The instantaneous partial charge on the site a in molecule i is given by
Qai VS   Q0ai S
sites
∑
b
Kabi SVbi (4)
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where the first term Q0ai S is the site charge of an isolated molecule. The second term is the
induced charge by the electrostatic potential V , which stems from the Coulombic interaction with
surrounding molecules, i.e.
Vai   ∑
j  i
∑
b
Qb j
raib j
faib jraib j  (5)
In Eq. (5) faib j denotes the short-range damping function. It is well recognized in polarizable
MD simulation that the site-site Coulombic interactions should be properly attenuated in the short
range to prevent unphysical divergence of the induced polarization. The form of faib j is given on
the basis of Gaussian-type smeared charge distribution, as detailed elsewhere. 25
In the case of polyatomic species, the charges and the CRK depends also on deformation of
nuclear arrangement from equilibrium molecular form. In order to take into consideration that
effect, Q0 and K are expressed as a truncated Taylor expansion of the intramolecular vibrational
coordinates, Sk,
Q0ai S   Qeqai 
modes
∑
k
∂Qai
∂Sk
eq
Sk (6)
Kabi S   Keqabi∑
k
∂Kabi
∂Sk
eq
Sk  (7)
The superscript eq indicates the value at the equilibrium conformation, and Sk represents all the
intramolecular vibrational degrees of freedom. The values of Qeq, Keq, ∂Q∂Seq and ∂K∂Seq
are determined based on the quantum chemical calculations. These values and the definition of
Sk’s for water and sulfate anion are given in our previous works. 25,26
CRK model for monatomic ions: The CRK modeling for monatomic ions, Na+ and F–,
needs some auxiliary sites besides the atomic nucleus to allow for the electronic polarization.
Therefore, we add four sites at tetrahedral vertices around the nucleus of the monatomic ion. These
auxiliary sites carry partial charges instead of the centered atom, which are allowed to vary for
describing the electronic polarization. The displacement vectors of the four sites with respect to
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the centered atom are
L

3
111
L

3
 1 11
L

3
1 1 1
L

3
 11 1 (8)
in the space-fixed coordinates. L is the distance between the centered atom and an auxiliary site,
and is determined to be σ8. Then the partial charges Q0 and the CRK K for the four sites are
uniquely determined from the total charge Qtotal and the spherical polarizability α of the ion in the
following forms,
Q0   Qtotal
4
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  (9)
Note that Qtotal   1 for Na+ and Qtotal    1 for F–. The form of CRK in Eq. (9) is consistent to
the isotropic polarizability derived as follows,
αηζ   
4
∑
ab1
ηaKabζb   αδηζ ηζ   xyz (10)
where ηa and ζb denote the Cartesian coordinates of the auxiliary sites a and b, respectively,
and δηζ is the Kronecker’s delta. Since the monatomic ions have no intramolecular degree of
freedom, the terms depending on S vanish in Eqs. (6) and (7). During time development of MD
simulation, the displacement vectors of the auxiliary sites in Eq. (8) are constant in the space-fixed
coordinates. The α values for Na+ and F– were taken from Refs. [27] and [28], respectively. The
model parameters of Na+ and F– are tabulated in Table 1.
The tetrahedral structure of the auxiliary sites has negligible artificial influence on the inter-
molecular interaction since the auxiliary sites are located sufficiently deep inside the van der Waals
radius of the ion. This fact is confirmed by estimating that the interaction energy between the oc-
tapole of F–, which is the lowest-order multipole of this model ion beyond the net charge, and
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an adjacent hydrogen in the first solvation shell is significantly smaller than the thermal energy.
Therefore the octapole can be safely neglected in considering the intermolecular interaction and
the solvation structure.
3 MD simulation
3.1 MD conditions
The MD simulations for the gas/liquid interfaces of aqueous NaF or Na2SO4 were carried out in
a rectangular simulation cell of 30 Å 30 Å 150 Å with three-dimensional periodic boundary
conditions. A liquid slab is formed in the cell, and two surfaces normal to the elongated Z axis
on both sides of the slab are considered as the gas/liquid interfaces. The slab of saturated aqueous
NaF solution (0.016 mole fraction or 0.915 M) consists of 16 Na+, 16 F– and 968 water molecules
in a unit cell, and the slab of 1M Na2SO4 solution consists of 34 Na+, 17 SO42  and 949 water
molecules. Those systems make30 Å thick slabs in the middle of the simulation cells. The Ewald
summation method 32 was employed to account for the long-range interactions. The temperature
was set to be 298.15 K by the Berendsen thermostat. 33 Independent 256 trajectories were generated
in parallel from different initial configurations for either solution for the statistical sampling.
The 256 initial configurations for each solution were prepared in the following manner. For
the Na2SO4 solution, all the constituent species were randomly put into a portion of the simulation
cell in 30 Å  30 Å  32 Å, by restricting their centers of mass within -16 Å  Z  16 Å. Then
the steepest descent relaxation was performed to take away the artificial overlap among molecules.
During the steepest descent process, intramolecular geometry of each molecule is fixed, and only
the LJ forces are considered as the intermolecular interaction. For the NaF solution, the constituent
species of water and ions are randomly mixed, and initially placed at hexagonal crystal lattice
points in the 30 Å 30 Å 32 Å region. For either solution, the initial velocities of all the species
were randomly assigned from the Maxwell-Boltzmann distribution at 298.15 K.
The subsequent equilibration is performed by two steps. First, repulsive walls were put at
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Z   16 145 Å for NaF and Z   16 19 Å for Na2SO4 solutions to confine the liquid within
the walls. The walls prevent vaporization of water molecules and keep the volume estimated by
the experimental density. To save the computational cost for this equilibration step, we fixed the
vibrational motions with the RATTLE algorithm, 34 and augmented the hydrogen mass threefold
to decelerate librational motion of water molecules. These manipulations permit the time interval
as long as 5 fs to the velocity Verlet algorithm to accelerate the translational diffusion for the
ion distribution. The equilibration run was conducted until the ionic density profiles had been
converged, for 0.7 ns in the NaF solution and for 1.0 ns in Na2SO4. In the next equilibration step,
the walls were removed, and the flexibility of molecular vibrations was restored. The mass of
hydrogen atoms was replaced with that of light hydrogen. Then the time development was carried
out with the reversible reference system propagator algorithm (RESPA).35 The time intervals are
0.61 fs for the intermolecular interaction and 0.61/10=0.061 fs for the intramolecular interaction.
Total equilibration time is more than 1.2 ns and 0.78 ns for Na2SO4 and NaF, respectively, for each
trajectory.
Subsequently the MD simulation was performed for the data production, and the statistical
sampling was taken by averaging over 256 trajectories which have independent initial configura-
tions. The total sampling time of the MD simulation amounts to 40.3 ns and 38.5 ns for NaF and
Na2SO4, respectively. The statistical sampling for surface properties was taken for both sides of
the slab independently. To compare the present results of NaF and Na2SO4 solutions with those of
pure water, we also carried out the MD simulation for pure water surface using the same conditions
after our previous work.26
3.2 Calculation of SFG spectra
The procedure to calculate the SFG spectra is based on the time correlation function described in
details elsewhere.26 The second-order nonlinear susceptibility χ  2pqr consists of the vibrationally
resonant part χ  2Rpqr and the nonresonant part χ  2NRpqr , χ 2pqr   χ 2Rpqr  χ 2NRpqr , where the suffixes
pqr denote the space-fixed coordinates x z. The vibrationally resonant part χ  2Rpqr is represented
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with the time correlation function between the polarizability tensor A pq and the dipole moment Mr
of the whole interface system as
χ 2Rpqr  
iωIR
kBT
 
∞
0
dt expiωIRt

ApqtMr0

 (11)
where ωIR is the IR frequency, kB is the Boltzmann constant, and T is the absolute temperature.
On the other hand, the nonresonant part χ  2NR is a real constant over the IR frequency range, and
is assumed to be same as that for the water surface. In the MD calculation of χ  2R by Eq. (11), the
two sides of the liquid slab are treated as independent surfaces with the reverse directions of the
surface normal. The detailed conditions for the SFG calculations are given in our previous work.
26
In Eq. (11) the tensor element pqr of the nonlinear susceptibility is related to the polarization
combination of the SFG spectra. In this study, we mainly discuss the SFG spectra in the ssp com-
bination of polarization, since the previous experimental studies on the NaF and Na2SO4 aqueous
solutions mostly reported the SFG spectra in the ssp polarization. 7,9,10,20–22 ssp denotes a set of
s-polarized SFG signal, s-polarized incident visible light, and p-polarized IR light. This combina-
tion corresponds to the xxz or yyz component in Eq. (11). Due to the azimuthal symmetry of the
liquid surface, the xxz and yyz components should be equivalent. Therefore, the two components
were calculated and averaged to obtain the relevant χ  2 component for the ssp polarization.
4 RESULTS AND DISCUSSION
In this section, we first evaluate the CRK model of ions developed in Section 2, particularly focus-
ing on the solvation properties of F–. In Section 4.1 the energetics of F–-H2O cluster is investigated
in comparison with previous studies. The solvation structure of the ions in the aqueous solutions
are examined in Section 4.2. Then the surface structure and the SFG spectra of the aqueous solu-
tions are elucidated in Section 4.3 and Section 4.4, respectively.
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4.1 F–-H2O Interaction Energy
As a benchmark of the F– - H2O interaction, first we examine the F–(H2O) 1:1 cluster. The poten-
tial energy curve of F–(H2O) is drawn as a function of the F-O distance RF-O in Figure 1. In the
present work, all the other degrees of freedom except the F-O distance are relaxed at each point of
RF-O. The present CRK model yields the binding energy of 26.9 kcal/mol at RF-O   2 47 Å.
Figure 1 also shows highly accurate ab initio results of MP4/aug-cc-pVTZ with the basis set su-
perposition error correction.28 The MP4 calculation yields the binding energy of 25.8 kcal/mol
at RF-O   2 5 Å. We found that the agreement with the present and MP4 results are excellent
over the F-O distance in Figure 1. The present model provides comparable results to the model by
Xantheas and Dang,28 which yields the binding energy of 26.3 kcal/mol at RF-O   2 4 Å.
It is interesting that both the present CRK model and the model by Xantheas and Dang (X-D)
28 well reproduce the MP4 results of F–-H2O energy, though these models are significantly differ-
ent. In the present model intramolecular vibrations are allowed and the short-range electrostatic
interaction is attenuated by faib j in Eq. (5), while the X-D model is rigid and does not employ
the short-range damping. The Lennard-Jones σ parameter of F– is remarkably different, 2.7 Å in
the present model and 3.3587 Å in the X-D model. In order to elucidate the equivalent perfor-
mance despite these differences, we decomposed the interaction energy into the intramolecular,
Lennard-Jones, and electrostatic interactions according to Eq. (1). Figure 2 summarizes the re-
sults of the energy decomposition in both models. Though the total interaction energy curves are
analogous, the decomposed results are significantly different between the present and X-D mod-
els. The intramolecular (INT) component of the present model is positive but quite minor over
the F-O distance, while the rigid X-D model has no intramolecular component. In both models,
the electrostatic (ES) and the Lennard-Jones (LJ) components have canceling contributions in the
short range. We notice that the electrostatic energy of the two models show different behavior at
RF-O   2 5 Å, where it is saturated in the present model while negatively diverges in the X-D
model. The moderate behavior of the present model evidences the effect of the short-range damp-
ing. This difference is canceled by the LJ component in that region; the repulsive LJ interaction is
14
much stronger in the X-D model. The particularly large value of σ in the X-D model is employed
to cancel the diverging electrostatic interaction.
4.2 Solvation structure of ions
Figure 3 displays the radial distribution functions (RDF’s) around the F– and Na+ ions in the
aqueous NaF solution. The present results are compared to the literature including previous MD
simulations and neutron diffraction experiments. We note about the experiments in Figure 3 that
the F-O RDF in Panel (a) was taken from KF solution29 and Na-O in Panel (b) from NaCl solution.
30 The present CRK model reports comparable results of RDF’s around F– and Na+ with previous
classical models28,36–38 and density functional theory calculation. 39 It is noticeable in Panel (a) that
all the calculated RDF’s around F– underestimate the height of the first peak of the experimental
RDF. The calculations also slightly overestimate the F-O distance of the first solvation shell. These
discrepancies are presumably attributed to the fact that the fluoride anion forms particularly strong
hydrogen bonds to the surrounding water molecules with some covalent character, 40 though this
feature is not well represented by the previous calculations.
Panel (c) shows the RDF between Na+ and F– and the running coordination number nCr
derived from the RDF by
nCr  
  r
0
dr4πr2 ρgr (12)
where ρ is the number density of the NaF solution, 0.915 M = 5 51 10 4 Å 3. The running
Na-F coordination number shows a plateau at about r  3 Å. The value at the plateau, nC  0 25,
is interpreted as a ratio of contact ion pair formation. The previous literature estimated that about
one third of NaF in the saturated aqueous NaF solution exists as the ion pair. 41 This estimation is
qualitatively consistent to the present result.
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4.3 Density and orientation at surface
Figures 4 and 5 display the density profiles of individual species in the NaF and Na2SO4 solution
surfaces, respectively. These depth profiles are plotted along the local depth coordinate z, with
the origin z   0 located at the Gibbs dividing surface of water. The positive and negative region
of z correspond to the vapor phase and the liquid phase, respectively. These figures also illustrate
typical snapshot structures of the surfaces.
In Figure 4, both the sodium and fluoride ions are repelled from the surface of the NaF solution.
This feature is qualitatively consistent to the result of Jungwirth and Tobias. 3 The density profiles
of Na+ and F– almost coincide with each other, as they are quite similar in the interfacial region.
This result implies that the surface propensity of these ions is in the same extent, and these ions
bring little charge separation at the interfacial region. For the Na2SO4 solution in Figure 5, both the
Na+ and SO42  ions are also repelled from the surface, like the NaF solution in Figure 4. However,
the density profiles of Na+ and SO2–4 in Figure 5 indicate that the sulfate anion is more repelled
from the surface than the sodium is. This slightly separated distribution of the ions has substantial
influences on the water orientation, as we shall see below.
Figure 6 shows the orientational profiles of water molecules at the surfaces of pure water, NaF
solution, and Na2SO4 solution. The water orientation is represented by cosθ , where θ is the angle
between the surface normal and the water dipole, as illustrated in Figure 6 (b). Figure 6 (a) shows
the statistical average of cosθ , cosθ, as a function of the depth coordinate z. In pure water (black
line), cosθ is negative near the Gibbs dividing surface,  5 Å  z  5 Å, which means that water
molecules there direct their dipoles toward the liquid phase on average. cosθ becomes 0 in the
deep region z  6 Å, where the water orientation is disordered inside the bulk liquid. In the NaF
solution surface (blue dashed line), little difference is found in the cosθ profile from that in the
neat water surface. Such little difference is understood because the solute ions, Na+ and F–, bring
negligible charge separation at the surface of the NaF solution. In the case of Na2SO4 surface (red
bashed-dotted line), the cosθ profile is also quite similar in the outermost layer at  3 Å   z.
However, the Na2SO4 solution shows a slightly negative cosθ region in the subsurface region
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( 3 Å   z   10 Å), in contrast to the other two surfaces. This negative tail of cosθ indicates
that the water molecules are oriented with their dipole moments toward the liquid phase in the
subsurface region. This orientational structure is arguably caused by the electric double layer
formation by Na+ and SO2–4 in the inner surface, as discussed in Figure 5.
4.4 SFG spectra
Comparison with experiments. Figures 7 and 8 present the calculated SFG spectra of NaF and
Na2SO4 solutions, respectively, in the ssp polarization. These figures also show the SFG spectrum
of neat water with black symbols for comparison. Comparing the SFG spectra of the salt solutions
with that of neat water, we clearly see that the two salts give quite different impact on the SFG
spectrum of water. NaF gives small perturbation on the SFG intensity in Figure 7 (a), which is
consistent to the experimental spectrum in Panel (b) by Allen and co-workers. 9 On the other hand,
Na2SO4 clearly augments the SFG intensity in the 3000  3600 cm 1 region in Figure 8 (a), and
the enhanced SFG intensity is also in accord with the experimental observation in Figure 8 (b). 7
The band of this frequency region is assigned to the O-H stretching vibrations of hydrogen-bonded
OH groups at the surface.11,42 These strikingly different behaviors of the SFG spectra caused by
NaF and Na2SO4 are readily understood from the orientational structure of surface water discussed
in Section 4.3. NaF little affects on the orientational structure, whereas Na2SO4 augments the net
polar orientation of water in the surface region. These features will be further discussed in the
followings.
We further comment on reported discrepancy among the experimental spectra of the NaF so-
lution to date.9,10,20 Liu et al.9 reported that there is no clear distinction in the SFG spectrum of
the NaF solution from that in neat water. On the other hand, Raymond and Richmond 10 and Feng
et al.20 reported that NaF decreases the SFG intensity in the hydrogen-bonded frequency region.
The calculated NaF spectrum by the present MD simulation is analogous with that of pure wa-
ter, though its intensity in the hydrogen-bonded region may be slightly reduced. The discrepancy
among the experimental spectra necessarily imply some uncontrollable factors involved in their
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experimental conditions, such as surface impurities.
In the NaF solution, there could be some impurity ions produced by the hydrolysis of fluoride
ions,
F H2O  HFOH
 
 (13)
where the pKa value of HF is 3.17.43 Based on this acid dissociation constant, pH of the saturated
( 0 016 mf) NaF solution is estimated to be 8.6. In this weakly basic solution, intrinsically
generated species such as HF and OH– may become impurities. In addition, this basic solution can
absorb more CO2 from the atmosphere than a neutral solution. Though the concentrations of these
impurities are not likely to be high at the surface region, further examination in the experimental
conditions should be necessary. We argue that the calculated SFG spectrum provides a reference
in ideal conditions free from impurities. Since Na+ and F– have little effects on the electric double
layer formation and water orientation, the similar SFG spectrum of the NaF solution with that of
the pure water could be a straightforward consequence unless other species are involved.
Imaginary parts of nonlinear susceptibility. It has been argued11 that the imaginary part of
nonlinear susceptibility, Im[χ  2], reflects molecular orientation at the interface. In the OH stretch-
ing vibration of water in the ssp polarization, the sign and amplitude of Im[χ  2] provide use-
ful information on the water structure. While the phase information on χ  2 is not measured by
ordinary SFG experiments except for the phase-sensitive measurement, 44,45 the MD simulation
straightforwardly yields the χ  2 including its phase.
Figures 9 and 10 display the spectra of Im[χ  2] in the NaF and Na2SO4 solutions, respectively.
In the NaF case of Figure 9, again little change is seen in the imaginary part compared with that
in the pure water. In the Na2SO4 case of Figure 10, the amplitude of Im[χ  2 increases nega-
tively in the hydrogen-bonded frequency region, which is consistent with the experimental result
for aqueous Na2SO4 solution by Shen and co-workers.22 This change in Im[χ  2 directly comes
from the enhanced ordering of water orientation. The negative component of Im[χ  2] in the ssp
polarization is attributed to the transition dipole of OH groups directing to the liquid phase. In the
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Na2SO4 solution, downward OH moieties increase in the interior of the electric double layer, as
shown in Figure 6. Due to these OH groups, the imaginary part becomes more negative than that
of pure water.
Depth dependence of SFG source. The above argument is further supported by identifying the
spatial origin of the SFG signals along the depth coordinate. The MD analysis allows us to attribute
the χ 2 amplitude into segments of varying depth, in order to clarify which segment of depth is
responsible to the observed SFG signal.
In the χ 2 formula of Eq. (11), the polarizability Apq and the dipole Mr are defined in the
entire region including the interface (i.e.  ∞  z  ∞) in principle. However, we could tentatively
define Apq and Mr in a restricted region of z  z  ∞ and calculate the (hypothetical) χ  2 in this
restriction region. By gradually extending the restricted region by lowering the threshold z , we
observed the convergence behavior of the SFG spectra.12
Figure 11 displays the convergence behavior in the NaF (left) and Na2SO4 (right) solutions by
changing z from z   0 Å to z   14 Å. The behavior of these solutions is compared to that of the
pure water denoted with black lines. In the NaF solution and pure water, the left panels show that
the SFG intensities stop growing and are converged at z  5 Å, indicating that both the surfaces
generate the SFG signals mostly in the shallow region at z 5 Å. In the Na2SO4 solution (right
panels), there appears little difference between the Na2SO4 solution and pure water up to z  3
Å, implying that their structure of the topmost layers resembles each other. However, significant
differences emerge when z becomes lower. In the Na2SO4 solution, the SFG intensity continues
to grow until z   10 Å. These features clearly indicate that the enhanced SFG intensity in the
Na2SO4 solution originates from the fairly deep region of the surface.
Finally, we briefly comment on the the double layer of Na2SO4 in relation to other electrolyte
solutions. In the previous studies on the electrolyte aqueous solution surfaces, 13,27 we have argued
that the polar orientation of the electric double layer influences on their SFG spectra, particularly
the imaginary part of the nonlinear susceptibility. For example, HCl solution surface has an electric
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double layer with the cations (H3O+) closer to the vapor, while NaI solution has reversed double
layer with the anions (I–) preferentially located in the outermost layer. Regarding the polar ori-
entation, the Na2SO4 solution forms the electric double layer in the same direction with HCl. In
both solutions, cations come closer to the surface in the double layer, which results in negatively
enhanced profiles of cosθ for the water orientation. However, the depth profiles of cosθ are
different; in the acid solution the orientational change occurs mostly at the topmost layer. 13
5 SUMMARY
In this study, we investigated the surface structure of aqueous NaF and Na2SO4 solutions through
interpreting their SFG spectra. In these solutions, MD studies have argued that the surface mono-
layer is almost void of ion species, as none of the ions are attracted to the water surface. Nev-
ertheless, NaF does not alter, or slightly decreases, the SFG intensity of water, whereas Na2SO4
obviously increases the SFG intensity. These striking differences imply that the hydrogen bonding
structure of water surface is different between the two solutions. We provided consistent explana-
tion for these spectra in relation to the surface structure in the present paper.
We calculated the surface structure of aqueous NaF and Na2SO4 solutions using MD simu-
lation, and also reproduced their SFG spectra on the basis of the time correlation theory. The
molecular models for sodium and fluoride ions were developed in this study for the SFG calcula-
tion. In the NaF solution, surface activities of Na+ and F– are in the same extent, and no obvious
electric double layer is formed at the surface region. Therefore, the water orientation at the surface
is little perturbed by these ions. That is why the SFG spectrum of the aqueous NaF solution is
quite similar with that of the pure water surface. In the Na2SO4 solution, the topmost layer is also
void of ions, as the solute ions, Na+ and SO2–4 , do not come to the surface. Accordingly the water
orientation is little perturbed in the topmost layer of the surface. However, the SO2–4 anions reside
in a slightly deeper region than Na+, which causes charge separation in a deeper region of the
surface than the topmost layer. The electric double layer formation induces net water orientation
20
in the subsurface region, and thereby arguments negative amplitude of the imaginary part of the
nonlinear susceptibility. The orientational order of the water molecules within the electric double
layer gives rise to the enhanced SFG intensity in the Na2SO4 solution.
The present work demonstrate that even hard ions have their own specific effects on the surface
structure of aqueous solution surfaces, though their concentrations are suppressed in the surface
layer. A variety of perturbed SFG spectra reflect the specific effects of those ions, and these
experimental observations can be properly interpreted by the help of the MD simulation. In a next
step we are trying to study the surface of aqueous basic solution by exploiting the information
provided by both the SFG spectra and the MD simulation.
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Table 1: Model parameters for the monatomic ions. Note that L   σ8, and ξ is the parameter for
the Gaussian charge distribution. 25
σ / Å ε / J	mol 1 α / Å3 ξ / Å
Na+ 2.583 418.4 0.25 0.5
F– 2.7 418.4 1.05 0.7
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Figure 1: F–-(H2O) interaction energy as a function of F-O distance. The origin of energy is set
at the infinite distance. Blue dashed line stands for the present model, and red symbols for the ab
initio results28 (MP4/aug-cc-pVTZ with BSSE correction).
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drawn with thick lines is decomposed into Lennard-Jones (LJ), electrostatic (ES) and intramolecu-
lar (INT) terms. The blue, dashed symbols refer to the present model, while the gray solid symbols
to the model of Xantheas and Dang.28
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Figure 3: Radial distribution functions of aqueous NaF solutions, (a) F-O, (b) Na-O, (c) Na-F.
Panels (a) and (b) also include previous results for comparison: Impey et al. 38 (Copyright 1983,
American Chemical Society), Chandrasekhar et al.37 (Copyright 1984, American Chemical So-
ciety), Xantheas et al.28 (Copyright 1996, American Chemical Society), Heuft et al.39 (Copy-
right 2005, American Institute of Physics), Smith et al. 36 (Copyright 1994, American Institute of
Physics), and experiments29,30 (Copyright 2006 Elsevier, 2007 American Chemical Society). In
Panel (c), the running coordination number is also displayed in blue.
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Figure 4: (Left) calculated density profiles of individual species in the saturated NaF solution. The
density of each species is plotted on the basis of the center-of-mass position, and normalized with
the bulk density. (Right) a snapshot of the surface, where blue and gray balls denote F– and Na+,
respectively.
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Figure 5: (Left) calculated density profiles in 1 M Na2SO4 solution. (Right) a snapshot of the
surface, where yellow and red balls denote S and O atoms of the SO2 4 ions.
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Figure 6: (a) cosθ of water molecules as a function of the depth z. Black (solid): pure water,
blue (dashed): 0.016 mf NaF solution, red (dashed-dotted): 1 M Na2SO4 solution. (b) Definition
of θ for the water orientation, where μ denotes the permanent dipole vector of the water molecule.
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Figure 7: SFG spectra of aqueous NaF solution and neat water. (a) calculated results. (b) experi-
mental results reprinted from ref9 (Copyright 2004, American Chemical Society).
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1 Introduction
Aqueous interfaces, including water, ice and electrolyte solutions, are ubiquitous and play crucial
roles in diverse fields of chemistry. Such interfaces are relevant to electrodes in electrochem-
istry, aerosols in atmosphere, colloids, membranes, corrosion, separation, extraction, phase trans-
fer catalysis, and so forth. When the aqueous system includes ions, their distribution and effects on
the interface structure sensitively depend on the specificity of ions. 1 The effects of ions on aqueous
interfaces have drawn renewed interest for the last decade, mainly in connection with the atmo-
spheric chemistry.2–4 Despite of the ubiquitous importance of the aqueous interfaces, microscopic
understandings have been hindered by scarcity of experimental probe techniques that have suffi-
cient sensitivity and selectivity to surface molecules of liquids. Most of the experimental probes
for solid surfaces are not applicable, because molecules of liquid interfaces are mobile and usually
not amenable to ideal vacuum or low temperature conditions. Molecular dynamics (MD) simula-
tion allows us to pursue molecular motions of liquid interfaces, and thus becomes a particularly
useful method to investigate detailed interface structure and dynamics at atomic resolution. 1,5–7
There are some spectroscopic techniques applicable to liquid interfaces, such as second-harmonic
generation (SHG),8–11 sum frequency generation (SFG),12–15 X-ray scattering16 and photoelec-
tron.17,18 Among these methods, the SFG spectroscopy is capable of probing vibrational spectra
of interfacial molecules selectively. The vibrational SFG (VSFG) spectroscopy is quite useful to
aqueous interfaces, as the OH stretching vibrations sensitively reflect details of hydrogen bonding
(H-bonding) network in the condensed environment. 19,20 This technique is particularly suitable for
investigating molecular orientation as well as the H-bonding network at the aqueous interfaces, as
few other experimental techniques of comparable wide applicability are available. 12–15,21–25
Although the observed VSFG spectra involve rich molecular information on the interfaces, it
is often a challenging issue to properly interpret the spectra in terms of interfacial structure. At
the current stage of VSFG research, a main bottleneck exists in difficulties in the reliable interpre-
tation of the observed spectra. The analysis of VSFG spectroscopy has been greatly advanced by
recent computational studies, 26–33 which is a main topic of this review paper. The computational
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analysis of VSFG spectroscopy was first reported by Morita and Hynes in 2000. 26 They proposed
a method of computing the frequency-dependent nonlinear susceptibility χ  ωSFG ωvis ωIR based
on the energy representation (see Section 2.2), and applied the method to water-vapor interface
with considerable success. Subsequently they proposed another method based on the time de-
pendent representation of χ (Section 2.3)27 . These computational methods have been developed
for the last decade along with sophisticated molecular modeling. These studies have significantly
advanced our understandings of water surfaces, as will be discussed in Section 3.1. These com-
putational methods are further extended to ice surface (Section 3.2), electrolyte aqueous surfaces
(Section 4), liquid-liquid and liquid-solid interfaces (Section 5). These theoretical studies have re-
alized direct calculation of VSFG spectra by MD simulation of the liquid interfaces. These studies
allow straightforward comparison of the observed VSFG spectra to the microscopic liquid inter-
faces calculated by the MD simulation, and thereby greatly facilitated microscopic interpretation
of the VSFG spectra in unprecedented details.
The close collaboration between the VSFG and MD has become a powerful mode in the study
of liquid interfaces. It is now apparent, as we demonstrate throughout the present article, that the
computational VSFG analysis can aid the surface spectroscopy by providing reliable interpretation
of the observed spectra. We also believe that the computational VSFG analysis equally benefits
the MD simulation studies as well. Although the MD simulation is a particularly useful method
of investigating liquid interfaces, we think that the reliability of the MD results has to be corrob-
orated in comparison with relevant experiments. The reliability becomes a particularly serious
matter when we search equilibrated structure of condensed systems. For example, the Langmuir
monolayer of fatty acids or alcohols at water surface is quite challenging to obtain from random
structure by MD simulation, because obtaining such fully equilibrated, ordered structure is be-
yond the spatial and temporal capability of straightforward MD simulation. Interface poses a more
or less ordered structure in general, due to the anisotropic and inhomogeneous environment. To
examine the reliability of the interfacial structure that the MD simulation deals with, the VSFG
experiment provides critical validation for the structure. Once the MD simulation successfully
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reproduces the experimental VSFG spectra, we could step further and shed light on the interface
structure and the spectra simultaneously by analyzing the MD results as much as possible.
In this paper, we focus on recent advances of the computational analysis on the VSFG spec-
troscopy of aqueous interfaces. First, theoretical basis of the MD analysis, including the for-
mulation of nonlinear susceptibility, is briefly outlined in Section 2. Then we present the recent
applications of the computational analysis to various aqueous interfaces: i.e. water and ice surfaces
in Section 3, various ions at electrolyte solution surfaces in Section 4, and aqueous liquid-liquid
and liquid-solid interfaces in Section 5. Finally we summarize this review article in Section 6.
2 Theoretical Background
This section briefly outlines the theoretical background for the VSFG calculation by MD simula-
tion, particularly focusing on the second-order nonlinear susceptibility. The two theories, namely
the energy representation and time-dependent representation, are depicted in Section 2.2 and Sec-
tion 2.3, respectively. Though the two representations are apparently distinct, both present the
vibrationally resonant part of the nonlinear-susceptibility as clarified in Appendix A. Other the-
oretical aspects of the VSFG spectroscopy, including local field correction 27,34 and higher-order
susceptibility, 35,36 are omitted in this section. Here we deal with theoretical framework of the
VSFG analysis, and detailed molecular modeling and MD procedures are referred to the literature.
29,37,38
2.1 Second-Order Nonlinear Susceptibility
In the SFG process, the electric dipole of sum frequency P ωSFG is induced in response to the
visible and infrared electric fields, E  ωvis and E  ωIR, where ωvis and ωIR are the angular fre-
quencies of visible and infrared fields, and ωSFG  ωvis ωIR is the sum frequency. P ωSFG is
described with the frequency-dependent second-order nonlinear susceptibility, χ  ωSFG ωvis ωIR,
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by
P ωSFG  χ  ωSFG ωvis ωIR : E  ωvisE ωIR  (1)
and the induced polarization P ωSFG emits the light of SFG frequency. Therefore, the intensity
of the SFG signal ISFG is proportional to square of P ωSFG or square of the frequency-dependent
second-order nonlinear susceptibility, 39
ISFG ∝  eSFG χ  ωSFG ωvis ωIR : eviseIR 2  (2)
where eSFG, evis, eIR denote the polarization directions of the electric fields of SFG, visible and
infrared, respectively.40 We note that χ in Eq. (1) and Eq. (2) is a third-rank tensor, and that the
SFG response depends on the polarizations of SFG, visible and infrared fields. 12,13
Each propagating light can take either s or p polarization, where p denotes the polarization of
electric field parallel to the incident plane and s the polarization perpendicular to it. The polariza-
tion combination of the SFG process is usually represented with three letters, such as ssp or sps,
which denote the polarizations of SFG, visible and infrared lights, respectively. For the ssp and sps
cases, for example, the SFG intensity is given using the relevant tensor elements of χ as
ISFGssp ∝  χxxz 2 (or  χyyz 2  ISFGsps ∝  χxzx 2 (or  χyzy 2  (3)
where x y z stand for the laboratory-fixed coordinates. z is normal to the interface, and the cylin-
drical symmetry is assumed so that the lateral directions of x and y are equivalent.
The nonlinear susceptibility χ is formulated by the second-order perturbation theory of quan-
tum mechanics.35,41 One of the important consequences to the VSFG spectroscopy is that χ is
composed of the vibrationally resonant part χ R and the nonresonant part χ NR,
χ  χ R χ NR (4)
The resonant part χ R consists of the perturbation terms including resonance with respect to the
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infrared frequency ωIR, while the nonresonant part χ NR consists of the remaining terms. Accord-
ingly the resonant part is mainly responsible to the frequency dependence of χ on the infrared
frequency. The nonresonant part shows little frequency dependence so that practical MD simula-
tion often assumes χ NR to be a constant so as to be consistent to the experimental spectra. We note
in passing that the imaginary part of χ , denoted with Imχ , is usually free from the nonresonant
part (i.e. Imχ   Imχ R) in case that χ NR is a real constant. Therefore, a principal concern for
the VSFG theory and simulation is how to represent the frequency-dependent part χ R for actual in-
terfaces. We have proposed two theories of representing the frequency dependent part χ R, namely
the “energy representation”26,29 and the “time-dependent representation”,27,29 in the following.
2.2 Energy representation
In the energy representation, χ R in Eq. (4) is given by26,29
χRpqr 
 
N
∑
i 1
∑
l m n
DplΩ iDqmΩ iDrnΩ iβ Rlmn i

  (5a)
β Rlmn i
modes
∑
a
1
2Ma iωa i
∂αlm i
∂Qa i
 ∂μn i
∂Qa i

1
ωIRωa i iΓa i
 (5b)
In Eq. (5a), β Rlmn i is the resonant part of the molecular hyperpolarizability of the i-th molecule,
with the suffixes l m n denoting the molecule-fixed coordinates, DΩ i is the direction cosine
matrix of the i-th molecule, and    denotes the statistical average over microscopic configura-
tions. Eq. (5a) assumes that the nonlinear susceptibility χ R is the sum of molecular hyperpolariz-
abilities of the constituent molecules, β R i, with considering their orientation. (This is a widely
accepted assumption in a qualitative sense, though we will argue in Section 4.1 that this assumption
could break down seriously.) In Eq. (5b), Ma i, ωa i, and Qa i are the reduced mass, angular
frequency, and normal mode coordinate, respectively, for the mode a of the i-th molecule. The
transition polarizability ∂α∂Q, and the transition dipole ∂μ∂Q for an isolated molecule can be
calculated via ab initio molecular orbital or density functional theory (DFT) calculations. Γa i is
the dephasing constant, which may be treated as an empirical parameter. 26
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The energy representation based on Eq. (5) allows for transparent assignment of tensor compo-
nents of χ R to molecular orientation. The relation to molecular orientation is clearly manifested in
the imaginary part of χpqr, Imχpqr, rather than the SFG intensity spectrum or  χpqr 2 in Eq. (3).
For example, the imaginary part of χR in the ssp combination is represented by
ImχRxxz
 
∑
i
∑
a
1
2Ma iωa i
∂αxx i
∂Qa i
 ∂μz i
∂Qa i

Γa i
 ωIRωa i2Γa i2

  (6)
where αxx i and μz i are defined in the laboratory-fixed coordinates (we omit “ i” from molec-
ular properties in this subsection below); i.e.
αxx ∑
l m
DxlΩDxmΩαlm  μz  ∑
n
DznΩμn
We notice in Eq. (6) that the factors 1 2Maωa and Γa  ωIRωa2 Γ2a are positive. In the
OH stretching modes of water,  ∂αxx∂Qa is generally positive since the molecular polarizability
of H2O is enhanced as the OH bond stretches. Therefore, the sign of ImχRxxz in Eq. (6) directly
reflects the sign of  ∂μz∂Qa or the direction of the transition dipole. If the transition dipole (or
the relevant OH) points upward, ImχRxxz tends to be positive, and vice versa. The MD simulation
can readily provide the results of ImχR and their sign. Due to such tractable aspect of the formal-
ism and ease of computational cost, several subsequent MD studies have employed this formalism.
31,32,42–47
In the actual condensed environment, however, we need to be aware that Eq. (5) involves some
assumptions that should be validated. The frequency ωa and the dephasing constant Γa could be
shifted or fluctuated due to solvating molecules. The polarizability α and dipole moment μ in
Eq. (5) are defined as molecular properties, though they should be perturbed in the condensed en-
vironment. In particular,  ∂μ∂Q was found to be enhanced under the H-bonding environment. 26
The normal mode coordinate Qa can be altered considerably in condensed phase due to intermolec-
ular and intramolecular vibrational couplings. We should carefully examine these assumptions and
the perturbations to apply the χ expression of Eq. (5) to realistic interface systems.
47
2.3 Time-dependent representation
Morita and Hynes proposed a computational scheme of χ based on the time-dependent formalism
in 2002.27 The time-dependent representation is formally equivalent to the energy representation,
though the latter is more advantageous to account for the perturbations mentioned above.
In this formalism, χ R is expressed by the Fourier-Laplace transformation of the time correlation
function (TCF) between the polarizability A and the dipole moment M of the interface system,
χRpqr 
iωIR
kBT
 
∞
0
dt exp iωIRtApq tMr 0 (7)
where t denotes time. kB and T are the Boltzmann constant and temperature, respectively. Eq. (7)
is amenable to the classical MD simulation that produces the instantaneous values of A and M
which depend on molecular conformations (nuclear positions). One practical advantage of the
TCF formalism is to obviate explicit treatment of intermediate states or transition properties in the
perturbation formulas. If the MD simulation can adequately describe the TCF, it naturally pro-
duces χ R by Eq. (7) without introducing any further assumption. The environmental effects on
ωa, Γa,  ∂α∂Q, and  ∂μ∂Q in Eq. (5) and the intermolecular and intramolecular vibrational
coupling effects could be incorporated in the force field and molecular modeling for the MD sim-
ulation. The local field correction in the condensed phase is also naturally accounted for with the
polarizable molecular model. In the SFG calculation based on the time-dependent representation,
accurate molecular modeling is of key significance. Reliability of the SFG analysis largely hinges
upon the accuracy of the molecular modeling, as few other adjustable parameters are involved.
Therefore, we briefly discuss the requirements for the molecular modeling for the TCF method in
the followings.
To evaluate the TCF of A and M , a flexible and polarizable (FP) model is desirable. The
flexible model is necessary to describe the intramolecular vibrations relevant to the resonant (ωIR)
component in Eq. (7), and the electronic polarization is important to properly represent A and M
in condensed phase. Development of such FP models has been still limited to date in comparison
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to flexible or polarizable models reported in the literature. From a practical aspect to generate
MD trajectories, FP force fields tend to be more vulnerable to so-called polarization catastrophe,
48,49 which indicates unphysical divergence of induced polarization during the MD trajectory, than
conventional polarizable models. Avoiding such an artifact is a technically important issue to the
development of the FP models.
Another indispensable requisite for the molecular model is to allow for calculating instanta-
neous values of A and M during the MD simulation. The time evolution of these values takes place
both through the intramolecular and intermolecular motions. Hence the general schemes of molec-
ular modeling for A and M as a function of intramolecular coordinates have been developed on the
basis of ab initio or DFT calculations. 50–52 The values of A and M also depend on the intermolec-
ular configurations, and the induced polarization in the condensed phase should be incorporated in
the instantaneous values of A and M .27 We have developed a powerful FP model using the charge
response kernel (CRK) for the SFG calculation, as described in Appendix B.
Instead of using the FP models, an alternative way to evaluate A and M is to resort to direct
quantum chemical calculations of these values, either by the quantum mechanics/molecular me-
chanics (QM/MM) hybrid method 53–55 or ab initio MD.56 By combining the QM/MM method
with Eq. (7), we will argue in Section 3 the role of intermolecular charge transfer (CT) in the
OH stretching spectra of water and ice, particularly in their low-frequency band. By adopting
sufficiently accurate calculation of A and M , the TCF method can provide reliable prediction of
experimental SFG spectra.
Other groups have implemented the time correlation calculations of Eq. (7) in a related but
different manner, namely the mixed quantum/classical approach. 57–60 In particular Skinner and
co-workers have extensively developed this approach, and applied it to the SFG spectroscopy 30,61
as well as infrared, Raman62–64 and time-resolved spectroscopy65,66 of water and aqueous systems.
In this approach, the time evolution of the system is treated by classical MD simulation, while the
instantaneous vibrational states are described with a quantum mechanical picture. The vibrational
state of the liquid are represented on the basis of single excitations of constituent local OH chro-
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mophores, and the OH stretch frequencies (energy levels), the couplings among the local modes,
the transition dipoles and polarizabilities are modeled in relation to the instantaneous environments
of the OH chromophores with the help of ab initio calculations. This method is theoretically sound
as well, and its reliability entirely depends on the accuracy of the above modeling procedure.
3 Pure Water and Ice Surfaces
3.1 Water Surface
The VSFG spectra of water in the OH stretching frequency region involve rich information on the
hydrogen-bonding network and orientational structure of surface water. Here we review the current
understanding of the VSFG spectra of pure water achieved with the help of the MD analysis. The
understanding of the pure water spectra is necessary to elucidate the spectra of other aqueous
interfaces discussed in later sections.
3.1.1 Historical Aspects
The first experimental VSFG observation for the pure water surface was reported in 1993. Figure 1
(a) shows the spectrum reported by Du et al.67 One can see a sharp intense peak at about 3700 cm 1
and a broad band at the lower frequency region, 3000  3600 cm 1. Subsequent experimental
VSFG studies also reported similar double-band spectra. 68–72 It is now well recognized that the
former sharp band is attributed to the dangling (free) OH stretching mode, while the latter broad
band to the H-bonded OH stretching. One also notice that the lower H-bonded band appears to
consist of two sub-bands: one at about 3400 cm 1 and the other at about 3200 cm 1. Historically,
these two bands have been called “liquid-like” and “ice-like” bands, respectively, 14 on the analogy
with the infrared spectra of liquid water and ice.73,74 The assignment of the two sub-bands has been
a long-standing problem, and recently stirred intensive debate. 75–78 A main focus of the debate
is to elucidate whether the apparent two sub-bands indicate distinctive heterogeneous structures
characteristics of water surface.
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The first computational VSFG spectrum for pure water surface was reported by Morita and
Hynes in 2000,26 who employed a nonpolarizable SPC/E water model79 for the MD trajectory
calculation and the energy representation (see Section 2.2) for the VSFG calculation. As shown
in Figure 1 (b), the calculated spectrum qualitatively captured the experimental double-band struc-
ture. By analyzing the computational spectrum, they confirmed that the sharp band at about 3700
cm 1 exclusively comes from the top monolayer, while the red-shifted band from a few top mono-
layers. In 2006, a benchmark computation of the VSFG spectrum of water surface with the time-
dependent formula in Section 2.3 was performed80 using massive parallel computers at that time,
where a nonpolarizable water model (a flexible version of SPC/E model81) was used for the MD
trajectory calculation. Figure 1 (c) shows the calculated VSFG spectrum. This work predicted
the real and imaginary spectra, Reχxxz (blue line) and Imχxxz (red line), in Figure 1 (d) prior to
their experimental observation. It predicted that Imχ has positive sign at around 3700 cm 1 and
negative sign at the lower frequency side, indicating that dangling OH bonds at the topmost layer
direct their dipoles toward the vapor phase whereas the H-bonded waters tend to be oriented in the
opposite direction, as illustrated in the inset of Figure 1(d). The similar results had been reported
by other groups.31,61
The phase information of χ for the water surface was subsequently reported by the phase-
sensitive VSFG experiment by Ji et al. in 2008. 82 Shown in Figure 2 (a) is the experimental results
of Reχ and Imχ. Other phase-sensitive (or heterodyne detected) VSFG experiments also re-
ported similar results. 83,84 The experimental Imχ spectrum in Figure 2 (a) mostly corroborated
the prediction of the simulation result (Figure 1 (d)), including the positive sharp band at about
3700 cm 1 and the negative band at about 3400 cm 1. However, one can find a noticeable differ-
ence at the low frequency side; the experimental Imχ (red line) in Figure 2 (a) poses a positive
region while Figure 1 (d) does not. Ji et al. presumably assigned the positive band to tetrahedrally
coordinated water molecules with the donor OH assumed to direct toward the vapor side, 85 though
the assignment was not supported by MD simulation at that time. Since then, the structural origin
of this positive band has been intensively discussed. 86 We argue in this section that the subsequent
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MD analysis has made substantial contributions to solve this problem.
In the TCF calculation of the VSFG simulation, entire reliability of the calculated results is gov-
erned by the accuracy of the molecular model, as we argued in Section 2.3. Therefore, Ishiyama
and Morita thought that the discrepancy of the calculated and experimental Imχ spectra should
indicate some shortcoming of the molecular model, particularly in the low-frequency range. They
thoroughly examined the molecular model they employed, and clarified that the intermolecular
charge transfer (CT) plays a significantly role in the low-frequency region. The CT effect aug-
ments the transition dipole in the low-frequency region where strong hydrogen bonds are domi-
nant, though the effect has been usually neglected with classical molecular models. By improving
the accuracy of transition dipole, they demonstrated that the positive tail of Imχ is naturally re-
produced by the MD simulation, 37,87 as shown in Figure 2 (c). They further discovered that the
strong hydrogen-bonding pairs of surface water induce anisotropic component of the transition
dipole, which can account for the observed positive tail of Imχ. The details of the mechanisms
are given in Section 3.1.2 and Section 3.1.3.
In 2011 another interpretation of the third band was proposed. Pieniazek et al. also reproduced
the positive component of Imχ 88–90 using a newly developed three-body model, 91 and assigned
the band to tetrahedrally coordinated water having double H-bond donors and double acceptors.
They thought that the three-body interaction is essential to describe the structure of water surface,
and that the surface structure obtained by conventional nonpolarizable (two-body) models, such as
SPC/E92 or TIP4P models,93 is not adequate to reproduce the positive band. We further examine
this issue in the following subsections.
As discussed above, the advent of the phase-sensitive (or heterodyne detected) VSFG measure-
ment enabled us to perform crucial examination of the computational analysis. Serious comparison
between experiment and theory has become feasible, which expanded our understandings of the
VSFG spectra and surface water. In the following subsections, we deal with some issues to be
resolved in relation to the critical comparison, including the effect of charge transfer, anisotropic
response, surface structure, and Fermi resonance.
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3.1.2 Effect of Charge Transfer
To examine the CT effect on the transition dipole, a typical case of H-bonded water dimer is
illustrated in Figure 3. This figure indicates the total dipole moment along the the H-bond, μX ,
as a function of the intermolecular H-bond O   H distance rOH. (rOH is altered by moving the
H atom in between, with the other atoms fixed.) We see a general picture that the amplitude of
μX increases in the negative direction as rOH decreases (the intramolecular OH bond stretches),
which is qualitatively understandable in terms of the displacement of the positively charged H
atom. However, we also see that the original FP model (red) underestimates the variation of μX
in comparison with the DFT calculation (black). The underestimation is attributed to lack of the
CT effect in the original FP model, as illustrated in the upper panel of Figure 3. With decreasing
rOH (green arrow), a fraction of electron transfer takes place from the H-bond acceptor to the
donor, which enhances the variation of the dipole moment. The blue crosses in Figure 3 show the
improved results after we effectively incorporated the CT effect in the FP model.37,87 By applying
the improved FP model to the VSFG computation in Eq. (7), the low frequency tail of Imχ has
been reproduced, as shown in the contrasted figures of Figure 2 (b) (before correction) and (c)
(after correction). We note that the two results are based on same MD trajectories generated with
the original FP model, and thus the surface structure is identical. The difference entirely comes
from the improved description of A and M .
We further confirmed the above results in comparison to the QM/MM calculations of the SFG
spectra.54,55 During the MD trajectories for the water surface by the FP model, QM calculations
of A and M were performed for a selected water cluster in the surface at each time step. The
straightforward QM calculations of A and M allow us to examine the modeling of these quantities
at the expense of computational cost, whereas the QM region is restricted to a part of the interface
system. We rather varied the size of the QM region to investigate the role of the intermolecular
coupling in the following. In the left panels of Figure 4 (Case 1), where the QM region is assigned
to a surface water and its first solvation shell, the QM/MM spectrum clearly reproduces the low-
frequency positive region of Imχ. The role of intermolecular coupling is further validated with
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a control calculation in the right panels (Case 3), where we chose only one water molecule at
the surface and applied the QM calculation of A and M to the single molecule. 55 We emphasize
that both cases employ the same MD trajectories, and hence deal with the same OH vibrational
dynamics and orientational structure. The differences are attributed to the selection of the QM
regions; Case 1 takes account of the intermolecular coupling in the QM region, while Case 3
does not. In the case of the single molecular approximation (Case 3, the right panel of Figure 4),
the low-frequency positive region is missing. The different results of the two cases corroborate
the critical role of intermolecular coupling in A and M . In summary, accurate description of the
intermolecular H-bond coupling including the CT effect is critical to describe the VSFG spectrum
in the low-frequency region.
3.1.3 Mechanism of Anisotropic Response
Next issue is to elucidate how the intermolecular H-bond coupling of polarization leads to the
positive Imχ in the low frequency region. In a microscopic sense, the intermolecular coupling
induces mutual polarizations in surrounding molecules, as illustrated in Figure 5. Therefore, the
polarization of a molecule in the condensed phase is induced not only by the external electric
field but also by the electrostatic interactions from surrounding polar molecules. The deviation of
the local field from the external field is attributed to this polarization coupling. The local field is
often described with the classical Lorentz model or its analogue in a uniform dielectric medium,
94,95 but such classical model is not directly applicable to the inhomogeneous environment of the
surface. Therefore, we employ a more precise, molecular description of dipole-dipole coupling
to deal with the inhomogeneous environment of the surface. 34 We also note that the CT effect
discussed in Section 3.1.2 augments the induced dipole through the H-bond, and thus the CT effect
is incorporated as a part of the augmented polarization coupling in the following discussion.
First, we briefly summarize the microscopic description of the dipole-dipole coupling in Fig-
ure 5. Suppose that the i-th molecule in condensed phase has a dipole moment μ  i at the zero-th
order approximation. (μ  i consists of the permanent dipole and induced one by the external field.
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27) Then the assembly of the dipoles interact and polarize each other in a self-consistent manner,
and consequently the dipole of the i-th molecule changes from μ  i to μ  i. After incorporating
the self-consistent polarization coupling, the dipole moment of the whole interface system becomes
M ∑
i
μ  i  ∑
i
F  iμ  i

or Mp ∑
i
μp i  ∑
i
x y z
∑
q
 qp iμ q i  p q  x y z

  (8)
where F  i (or  qp i) is a 33 tensor, called the local field correction factor for the i-th molecule.
This quantity is calculated at each time step during the MD trajectories.
We note in Eq. (8) that the off-diagonal elements of  pq i (p 	 q) contain the anisotropic
components of the induced dipole. Therefore, the total dipole along the z direction, Mz, in Eq. (8)
is decomposed into the isotropic part M isoz and the anisotropic part Manisoz :
Mz  Misoz M
aniso
z   (9)
where
Misoz ∑
i
 zz iμ z i  (10a)
Manisoz ∑
i

 xz iμ x i yz iμ y i

 (10b)
Misoz and Manisoz are schematically illustrated in Figure 6 (a). The isotropic part M isoz including
the diagonal  zz originates from μ z i in the same direction, whereas the anisotropic part Manisoz
originates from the x y (tangential) component of μ x i μ y i via the off-diagonal  xz and  yz.
Accordingly, the vibrationally resonant susceptibility χ R in Eq. (7) is also decomposed as
χRqqz  χR,isoqqz χR,anisoqqz  q  x y  (11)
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where
χR,isoqqz 
iωIR
kBT
 
∞
0
dt exp iωIRtAqq tMisoz  0  (12a)
χR,anisoqqz 
iωIR
kBT
 
∞
0
dt exp iωIRtAqq tManisoz  0 (12b)
The decomposed result of ImχRqqz by Eq. (11) is shown in Figure 6. The isotropic part (blue line)
is amenable to common interpretation in terms of the dipole orientation at the interface, i.e. the
dangling OH bonds pointing to the vapor side give rise to the positive band at about 3700 cm 1,
while the H-bonded OH which slightly points their average dipole to the liquid side brings the
negative band at about 3400 cm 1. These pictures are intuitively understood, since the isotropic
part Misoz directly reflects the orientation of the molecular dipole μ z i. However, an interesting
result is observed in the anisotropic part, Imχ R,anisoqqz  (red line), exhibiting a positive band from
3000 cm 1 to 3400 cm 1. It is obvious that this anisotropic part makes the total Imχqqz positive
in the 3000-3200 cm 1 region. This anisotropic part actually originates from tangential dipoles in
the geometric sense.
The mechanism of the anisotropic response is depicted in Figure 7. When the H-bonding
OH (denoted with green arrow) vibrates between H-bonding water molecules at the surface, the
anisotropic dipole is induced in the H-bond acceptor molecule (with yellow arrow). The anisotropic
coupling becomes more prominent by the stronger H-bonding interaction, and hence this mecha-
nism is emphasized in the low frequency region. This mechanism of anisotropic reponse is fur-
ther emphasized by properly taking account of the CT effect in the polarization coupling. This
anisotropic response is characteristic of the anisotropic environment of surface, as we have con-
firmed by MD simulation. 37 We also found that the tangential H-bonds tend to be stronger than
the normal ones at the water surface.55
To avoid misunderstandings, we call the reader’s attention to the fact that the above mechanism
of anisotropic response is not a consequence of the intermolecular vibrational delocalization. This
anisotropic response should take place even though the H-bonding OH vibration (green arrow) is
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a localized oscillator, since the anisotropic dipole is induced through the electronic response of the
H-bond acceptor molecule (see Figure 7). The distinction between the above mechanism and the
intermolecular vibrational delocalization will be of further significance for the isotope dilution in
Section 3.1.5.
3.1.4 Polarizable vs. Nonpolarizable Force Fields
Another issue that was raised by the VSFG analysis is whether the water structure generated by
the conventional nonpolarizable force fields, such as TIP4P or SPC, is adequate to elucidate the
experimental VSFG spectra, particularly in the low-frequency positive band of Imχ. We argue
this issue since this may pose a general concern about the reliability of previous MD simulation
studies on water surfaces using the non-polarizable models.
To elucidate the VSFG spectra of water surface by MD simulation, the following two factors
have to be accurately treated; i.e. the surface structure (MD trajectories) and the polarization
properties (A and M). One has to examine the reliability of the above two factors separately.
Section 3.1.2 and Section 3.1.3 corroborated the accuracy of the latter factor, A and M , by critical
examination. Now we deal with the reliability of the former, surface structure of water, in relation
to the VSFG spectra.
To distinguish the above two factors, we generated MD trajectories with a flexible but non-
polarizable SPC model81 instead of the above-mentioned FP model, and calculated the proper-
ties of A and M using the improved FP water model which accounts for the enhanced transition
dipole, as discussed in Section 3.1.2. The calculated Imχ spectrum reproduced the positive low-
frequency band in an analogous manner as in Figure 2 (c).55 We then performed the QM/MM
calculation of A and M in the same way as in Section 3.1.2 using the non-polarizable MD trajec-
tories, and found that the QM/MM calculation also reproduces the positive low-frequency band in
the same way as in the left panel of Figure 4. These results commonly prove that the structure of
surface water is good enough for reproducing the VSFG spectra on condition that the polarization
properties of A and M are adequately treated. This finding is in accord with previous MD studies
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on water surface structure that polarizable and non-polarizable force fields yield rather analogous
structure with respect to the molecular orientation. 55,96 It is possible that the polarizability or
three-body interaction plays significant roles in many other aspects of aqueous systems, including
dynamical properties like diffusion 97 and the effects of ions on electrolyte solutions. 1,98
3.1.5 Isotope Dilution
A remaining issue in the H-bonded band in the VSFG spectrum is the origin of the two sub-bands,
namely the “ice-like” and “liquid-like” bands, mentioned in Section 3.1.1. It is a rather challeng-
ing issue to correctly describe these sub-bands by MD simulation. These bands are affected by
extensive intermolecular and intramolecular vibrational couplings, including the possible Fermi
resonance.78 To disentangle such complicated vibrational couplings, systematic H-D isotope dilu-
tion is a quite useful means. 99 Large difference between OH and OD stretching frequencies effec-
tively decouples the inter- and intra-molecular vibrations, which makes the interpretation simpler
with respect to the molecular orientation. The H-D dilution was combined with the phase-sensitive
(heterodyne) VSFG measurement of the water surface by Tian and Shen100 and by Nihonyanagi
et al.77 The spectral change of Imχ by the H-D dilution was analyzed by intensive collaboration
with the MD simulation. 77
Figure 8 shows the experimental and computational Imχ spectra in the O-H stretching region
of HOD and H2O water surface.101 The HOD spectrum is free from intramolecular OH vibrational
coupling. We can obtain the following insights from the critical comparison between the HOD and
H2O spectra, or between experiment and theory, in Figure 8.

 Both HOD and H2O spectra show the positive low-frequency band of Imχ. The appearance
of the positive band is consistent to the anisotropic response discussed in Section 3.1.3,
since the mechanism should be valid regardless of the inter- or intra-molecular vibrational
delocalization.

 By comparing the experimental HOD and H2O spectra (panels a, c), two sub-bands, “ice-
like” (OH(I)) and “liquid-like” (OH(II)), are observed in the negative Imχ region of the
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H2O spectrum, but not in the HOD. Supposing that the surface structure is invariant over the
H/D ratio, the difference in the spectral shape is attributed to the intra- (and inter-) molecular
vibrational coupling rather than inhomogeneous structure. The sub-bands merge into a single
band with reducing the coupling by decreasing H/D ratio. 78,102

 By comparing the MD simulation (panels b, d) with the experiment (a, c), the agreement in
the HOD spectra is much better than in H2O, arguably because the MD simulation omitted
the anharmonic coupling relevant to the Fermi resonance.
3.1.6 Other Vibrational Modes than OH Stretching
In the preceding subsections we focused on the OH stretching vibrations of water since most VSFG
studies of water surface to date have dealt with the OH stretching vibrations. Here we briefly review
the VSFG analyses of water in other vibrational modes, i.e. HOH bending and intermolecular
(librational) modes. Vinaykin and Benderskii experimentally detected weak VSFG signals for the
HOH bending modes, consisting of relatively blue-shifted main (1656 cm 1) and sub-band (1750
cm 1) components in the ssp polarized spectrum. 103 They tentatively assigned the main band to
the water having the dangling OH. Nagata et al. 33 performed the MD analysis of the bending
spectrum and predicted the phase-sensitive Imχ spectrum in the bending region, which should be
further confirmed by experiment. On the other hand, Perry et al.104 predicted a conspicuous band
at 875 cm 1 by their MD simulation, which was assigned to intermolecular wagging vibration.
This prediction should be also examined by further experimental studies.
3.2 Ice Surface
Ice surfaces are ubiquitous on the earth or in the universe, and play important roles in atmospheric,
planetary, intersteller physics and chemistry. 105–107 H-bonding structure at ice surface is of key
significance in several interesting phenomena such as surface melting of ice, 108–110 chemical reac-
tions specific to the ice surface,111,112 brine rejection from freezing salt solutions 113 etc. The ice
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surface was first measured by the VSFG spectroscopy in 2001 by Wei et al.114 The VSFG spectrum
exhibited two bands in Figure 9 (a), at about 3700 cm 1 and 3200 cm 1. The former is assigned
to the dangling OH vibrational mode, which is commonly observed at the water surface with com-
parable intensity.67,68 The latter low-frequency band, generally assigned to the H-bonding OH, is
remarkably stronger than the corresponding water band or the dangling OH band of ice; the peak
intensity is ten times larger than that of the dangling band. The H-bonded band of ice was found
to show salient temperature dependence, as shown in Figure 9 (b), that the band intensity is aug-
mented remarkably with lowering temperature. Since then, the origin of the intense H-bond peak
has been a matter of debate for several experimental and theoretical studies. 58,115–119
In 2012, Ishiyama et al.53 succeeded in reproducing the intense H-bonded band by using the
QM/MM method described in Section 3.1.2. Figure 10 displays the calculated SFG spectra (
 χxxz 2) and Imχxxz with various selection schemes of the QM region. This figure clearly shows
that only the full QM/MM treatment including the intermolecular CT (denoted by Case 1) can
appropriately describe the remarkable enhancement of the H-bonded band, indicating a critical role
of the CT effect in the intense low-frequency band. They also reproduced the salient temperature
dependence of the VSFG spectra by MD simulation, by considering the surface disorder of ice,
in Figure 11. They further found that the intermolecular CT is sensitive to the tetrahedral H-bond
ordering at the ice surface, which affects on the OH vibrational delocalization. With regard to the
VSFG analysis of aqueous systems, the ice surface poses a remarkable example for the CT effect
in the low-frequency OH stretching band. This effect is pronounced by the tetrahedrally ordered
H-bonding structure, which delocalizes the OH vibrational modes and thereby facilitates collective
CT.
Finally we point out some issues to be examined by the MD simulation about the ice spectra.
Firstly, the bulk quadrupole contribution to the ice spectra has been suggested by experimental ob-
servations,118,120 including the polarization angle null (PAN) measurement. 116 Secondly, possible
proton ordering/disordering of the H-bond network near the ice surface 121 may be reflected in the
ice VSFG spectra. It is a challenging issue to treat extensive proton ordering at the ice surface both
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laterally and vertically by MD simulation, though it is not likely to be the primary origin of the
remarkable enhancement of the ice band.
4 Electrolyte Aqueous Surfaces
Our understanding of the aqueous electrolyte solution surfaces has been greatly advanced in the last
decade. It had been believed for a long time that the surface of aqueous salt solutions is generally
void of ions, mainly for the following two reasons. First, surface tensions of most inorganic salt
solutions increase with concentration, indicating negative surface excess of ions through the Gibbs
adsorption equation.122 Second, the continuum dielectric theory explained that a point charge (ion)
located in a higher dielectric medium (water) near an interface is repelled from the interface due
to an image charge force.123,124 However, molecular dynamics studies in 2000s predicted that
some ions are preferentially located at the solution surface, such as I–, Br–,98,125 and H3O+.126
Those predictions invoked experimental verification with sufficient surface sensitivity, and some
spectroscopic measurements, including SHG, 127 photoelectron spectroscopy,17 and VSFG, were
conducted. The VSFG is unique in a sense that it detects the perturbation on the surface water
structure rather than the presence of surface ions. It is particularly suitable to distinguish the surface
preference of anions and cations, since even a slight difference in the surface preference should give
rise to the electric double layer, which is sensitively detected by the VSFG spectroscopy. 12
In this section, we summarize recent insights into a variety of electrolyte aqueous solution
surfaces obtained through the MD analysis of the VSFG spectra.
4.1 “Surface-Active” Ions — I– and H3O+
Experimental VSFG studies reported perturbed spectra of the OH stretching vibrations caused by
addition of salts70,128 or acids.129–131 However, the interpretation of the VSFG spectra was not
straightforward, and actually invoked some confusions among experimental studies. In the NaI
solution surface, for example, Raymond and Richmond 128 and Liu et al. 70 reported analogous
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VSFG spectra, though their interpretations were contradictory as to the surface preference of I–.
Thus reliable theoretical analysis was strongly required to resolve such confusions in the VSFG
interpretation.132,133 Ishiyama and Morita analyzed the VSFG spectra of salt and acid solutions
by MD simulation in 2007, and provided consistent interpretation of the surface structure and the
spectra. In the following, we briefly review the results of the MD simulations containing I– or
H3O
+
, typical ions having the surface preference.
Density and orientation: Figure 12 displays the calculated density profiles at the interfaces of
NaI (Panel (a1)) and HCl (a2) aqueous solutions. It is obvious that I  and H3O are segregated
at the surface more than the counterions, Na+ and Cl– respectively, which is consistent to other
related simulation studies for salts 98,125,134 and acids.126,130 One notices from Panels (a1) and (a2)
that the electric field inside the double layer is reversed, as the opposite charges are segregated at
the surfaces of NaI and HCl solutions.
The electric field in the double layer perturbs the orientation of water molecules. Figure 12 (b)
shows the orientational profiles cosθ of water molecules as a function of the depth zˆ, where θ
denotes the tilt angle of the water dipole (see the lower left corner). It is widely known that the
water molecules slightly direct their dipoles toward the liquid phase at the surface of pure water,
as indicated by cosθ  0 at zˆ  0 Å (see black lines in (b1) and (b2)). In the NaI solution (b1)
the water dipoles are flipped toward the vapor phase (cosθ  0; see red line), whereas in the
HCl solution (b2) cosθ of the dipoles are negatively enhanced (blue line). These contrasting
orientations are illustrated in the insets of Panels (b1) and (b2), and are readily understood as the
response to the reverse electric double layer.
MD calculation of VSFG spectra: Next issue is to elucidate how the reverse water orientation
is reflected in the VSFG spectra. Figure 13 compares the calculated ssp polarized VSFG spectra to
the experimental ones in the insets. In the intensity spectra (  χxxz 2), the NaI solution (a1) shows
the modest enhancement at about 3400 cm 1, while the HCl solution (a2) at about 3200 cm 1.
The latter feature is commonly observed in other acid solutions. 130,135,136 The MD simulation well
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reproduces these experimental features of the VSFG intensity spectra.128,130 The lower panels
(b1) and (b2) display the Imχxxz spectra, which reflect the molecular orientation as discussed in
Section 2.2. It is apparent that NaI (b1) shifts the Imχxxz amplitude positively while HCl (b2)
negatively in the H-bonded frequency region of water (3000 - 3600 cm 1). These Imχxxz spectra
predicted by the MD simulation was corroborated by the subsequent experiments 82,137 shown in
the insets. The opposite perturbation on the Imχxxz amplitude is qualitatively in accord with the
above-mentioned molecular orientation in response to the reversed electric double layer.
In the case of HCl solution, the MD analysis showed that the OH vibrations of H3O+ also have
some negative contribution to the Imχxxz at about 3200cm 1, which is consistent to the previous
interpretations.130,137,138
Intermolecular dipole correlation: We further evaluate the amount of perturbation on the Imχxxz
amplitude. If we suppose that the Imχxxz amplitude is determined by the sum of molecular con-
tributions, i.e.
χxxz 
N
∑
i
βxxz i  Nβxxz  (13)
the nonlinear susceptibility χ consists of two factors, number density N and the orientationally
averaged hyperpolarizability β . This is an implicit assumption under Eq. (5) in Section 2.2, and
widely used for qualitative interpretation of experimental SFG intensity. 139 However, if we simply
evaluated the χxxz as the sum of molecular contributions on the basis of Eq. (13), the perturbation
on Imχxxz should have been much more pronounced, due to the conspicuous orientational change
in Figure 12. This implies that the simple relation of Eq. (13) is not applicable to evaluate the
perturbation, and there must be a mechanism to suppress the perturbation on Imχxxz.
As schematically shown in the left panel of Figure 14, the normal dipoles μz induced at surface
molecules tend to cancel each other due to the intermolecular dipole-dipole coupling. 140,141 Such
intermolecular coupling is quite significant for I– having a particularly large polarizability. In other
words, the surface I– induces the dipole moment so as to effectively shield (or cancel) the vibrat-
ing dipole moments of the neighboring surface waters. Such correlation of the induced dipoles
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obviously breaks down the assumption of Eq. (13) that χ is the sum of the independent molecular
contributions of β , and consequently the amplitude for the ssp polarization (Imχxxz) appears to
be suppressed.
sps spectra: The MD analysis found that the sps polarized VSFG spectra should yield further
useful insight into the electric double layer structure. 140 Figure 15 shows the calculated sps po-
larized VSFG spectra, which well capture the available experimental spectral features of NaI142
and HCl131 solutions. Panels (b) predict that Imχxzx for the sps polarization should clearly show
opposite amplitudes for NaI and HCl solutions, due to the reverse electric double layer. The sps
spectra are found to be sensitive to the perturbation of surface water by the electric double layer,
because sps is relevant to the lateral transition dipole. As illustrated in Figure 14, the μxμx dipole
correlation in sps tends to be constructive at the surface, whereas the μzμz correlation in ssp to
be destructive.140 Though the sps spectra may be less amenable to intuitive interpretation than ssp,
the MD analysis helps us to extract rich information from the sps spectra.
Mechanisms of surface affinity: The surface affinity of large, polarizable anions, such as I– or
Br–, is qualitatively explained in terms of the stabilization energy due to the induced polarization
and reduced cavitation energy at the surface.143 In the case of H3O+, it tends to be stabilized at the
interface by directing its oxygen site to the vapor side. This tendency is often explained with the
fact that the oxygen site of H3O
+ is a poorer H-bond acceptor than that of H2O.130
Recent theoretical studies investigated detailed nature of the surface affinity. The studies em-
ploying continuum dielectric theory, 144 modified classical empirical models 145–147 and ab initio
MD simulations 148,149 have manifested that the surface concentration of I– predicted by the classi-
cal polarizable potentials is somewhat overestimated, and is sensitive to the model details such as
fluctuation of the interface.150 Free energy partitioning analysis based on QM/MM have been con-
ducted to liquid-vapor interfaces containing halide 151,152 or hydronium,153 arguing that the surface
affinity of the ions are determined by subtle balance among many factors.
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4.2 Coupling of Ionization and Structure — Sulfuric Acid
Here we investigate sulfuric acid solution surface, a particularly challenging system to explore
either by experiment or by simulation. Sulfuric acid solution has drawn great interest in the at-
mospheric chemistry in relation to sulfate aerosols, and a number of studies have investigated its
interfacial structure.72,136,154–160 In contrast to other salts or strong acids where complete ion dis-
sociation is realized in solution, the ion dissociation of sulfuric acid is more complicated. The
sulfuric acid undergoes two-step ionization,
H2SO4
pKa1
 HSO 4
pKa2
 SO2 4   (14)
with pKa1  0 and pKa2  199 at 298 K.161 The relative composition of Eq. (14) depends on
thermodynamic conditions (concentration, temperature, etc.), and the equilibrium composition in
the bulk solution is estimated empirically with the thermodynamic model 162 over a wide range of
the thermodynamic conditions. However, little had been known about the local ion dissociation at
the surface, though the Auger electron and X-ray photoelectron experiments reported the atomic
composition at the surface is similar to that in the bulk. 154 The uncertainty in ionization state at
surface hampered analysis and modeling of the surface structure. This problem is pertinent to other
electrolyte solution surfaces where the local ionization equilibrium is uncertain.
VSFG spectra: The VSFG spectra for the sulfuric acid solution were first reported by Radüge et
al.136 and Baldelli et al.72 independently in 1997 for the OH stretching region. The ssp polarized
VSFG spectrum changes with increasing concentration in a characteristic manner: (i) the “ice-
like” band of water about 3200 cm 1 increases its intensity up to 0.02x (x: mol fraction) and then
decreases at higher concentration, and (ii) the dangling band about 3700 cm 1 rapidly decreases
and disappears. While both groups reported similar spectra, their interpretation appeared contro-
versial. Baldelli et al. assigned the disappearance of VSFG signal to randomized orientation of
water, whereas Radüge et al. argued the reduced intensity in terms of ordered, crystal-like surface
65
layer. Generally speaking, it is hard to give an assignment to such no (or reduced) signal, since
no (reduced) signal would allow many possible explanations. Therefore, additional, more definite
information on the surface was strongly called for to remove the ambiguities. In 2008 Miyamae
et al.158 conducted VSFG measurement in the S-O stretching frequency region, and succeeded in
detecting the solute species by distinguishing their ionization states at the surface. These exper-
imental spectra for both OH (solvent) and SO (solute) stretching regions invoked intensive MD
analysis discussed below to identify the surface structure.
Collaboration of MD and VSFG: Due to the uncertainty in the ion dissociation, one could
assume a number of possibilities with regard to the ion composition at surface. Typical conceivable
cases include:
Case 1: The local ion dissociation at surface is same as in the bulk solution. Consequently, possi-
ble solute states163 at the surface are H2SO4, HSO–4, SO2–4 .
Case 2: Since the surface is a less polar environment, the second dissociation is suppressed. Pos-
sible solute state are H2SO4, HSO–4.
Case 3: The first dissociation is also suppressed at the surface. Possible solute state is H2SO4.
To judge the plausibility of these cases, Ishiyama and Morita computed the VSFG spectra with
assuming each of the above cases, and verified the predicted spectra with the experimental ones in
the OH and SO stretching regions.159,160 Accordingly, the numbers of constituent molecules in the
MD simulation cell are assumed as follows:
H2O H3O SO2 4 HSO
 
4 H2SO4
Case 1 600 234 26 182 0
Case 2 627 208 0 208 0
Case 3 835 0 0 0 208
(15)
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Those compositions account for varying degree of ionization for 02x H2SO4 solution. The results
of comparison are summarized in Figure 16. Through the comparison in the OH stretching region
(left panels), one can obviously discard Case 1 from realistic situation, since it exhibits a exag-
gerated intensity in the H-bond region. This flaw is attributed to the assumed SO2–4 in the electric
double layer in Case 1, since the dianions would excessively emphasize the electric double layer
and the water orientation. Consequently, we conclude that the second ionization is suppressed at
the electric double layer of the 0.2x solution surface. Through the comparison in the SO stretching
region (right panels), one can discard Case 3 either, since Case 3 misses the conspicuous band at
1050 cm 1 while it shows an erroneous band at about 1150 cm 1. The former is assigned to HSO–4
while the latter to H2SO4.158 Therefore, this comparison in the SO region leads to the conclusion
that H2SO4 is not a dominant species at the 0.2x solution surface.
The above study demonstrates a powerful collaboration of VSFG measurement and MD anal-
ysis to deal with the uncertainty in the ionization state at the sulfuric acid solution surface. We
note that such a complementary collaboration was realized since the MD calculation of the VSFG
spectra in Section 2.3 can provide reliable predictions for experimental VSFG spectra.
4.3 Buried Ions — F– and SO2–4
So far we have dealt with the ions of surface preference, such as I– and H3O+. These ions located at
the topmost surface have significant influences on the structure of surface water. On the other hand,
there is also another category of ions that are repelled from the surface, such as F– or SO2–4 .98,164
Such category of ions, called “buried ions”, generally include relatively small and less polarizable
ions and multiply-charged ions. 98,164,165 They tend to be considered as hard ions by the theory
of Hard and Soft Acids and Bases,166 or “kosmotropic” in the Hofmeister series of ions. 167–169
Regarding the surface affinity, these buried ions appear to abide by the old, traditional view that
electrolyte solution surfaces are generally void of ions. However, the VSFG spectroscopy and
MD simulation revealed that these ions also have specific influences on the surface structure. We
outline these recent findings using two typical examples, F– and SO2–4 .
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The VSFG spectroscopy reported that F– and SO2–4 have quite different perturbation on the
VSFG spectra (see the insets of Figure 17). In the NaF solution, experimental ssp polarized spectra
are either quite similar to that of pure water70 or show somewhat reduced intensity in the H-bonded
OH stretching region,128,170 whereas Na2SO4 obviously increases the intensity of SFG spectra.
164,171,172 These contrasting VSFG spectra of NaF and Na2SO4 solutions imply that even buried
ions have noticeable influences on the water surface. Imamura et al. elucidated the difference in
relation to the perturbed water surface by the MD analysis as follows. 173
Figure 18 shows the calculated density profiles of constituent species. Both panels (A) NaF and
(B) Na2SO4 indicate that no ions, Na+, F–, or SO2–4 , preferentially come to the topmost layer, which
is consistent to the traditional view of electrolyte solution surfaces. However, one notices in Panel
(A) that the Na+ and F– profiles almost coincide each other, while in (B) that SO2–4 is slightly more
repelled from the surface than Na+. Panel (B) implies a modest electric double layer lying deep in
the surface interior. This slight charge separation has significant influence on the water orientation,
as we see below. Figure 19 displays the cosθ profiles for water orientation, where the tilt angle θ
has been introduced in Figure 12. In the NaF solution (blue), little difference is found in the cosθ
profile from that of the neat water (black), because Na+ and F– bring negligible charge separation
at the surface. In the Na2SO4 surface (red), the cosθ profile is also quite similar in the outermost
layer (3 Å  zˆ) but slightly negative in the subsurface region (3 Å  zˆ 10 Å). The perturbed
orientational structure of Na2SO4 is arguably caused by the electric double layer formation in the
inner surface, as discussed in Figure 18. Furthermore, the MD analysis corroborated that the
enhanced orientational order by Na2SO4 leads to the enhanced intensity of the VSFG spectrum
in Figure 17 (right panel).173 It was proved that the enhanced intensity is attributed exactly to the
depth region where the charge separation takes place, and that Imχxxz is negatively enhanced in
the H-bond frequency region due to the orientational perturbation.
In summary, buried ions may have minor influence on the water structure at the topmost layer,
though they form a variety of electric double layers in the deeper region. The perturbed interfacial
structure is reflected in the VSFG spectra, and confirmed by the MD analysis.
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4.4 Basic Surface — OH–
H3O
+ and OH– are conjugate acid and base of water common in aqueous solutions, and their rela-
tive amount depending on pH plays crucial roles in diverse fields of chemistry and biology. These
species at aqueous surfaces are also of great interest in those fields. The surface affinity of H3O+ in
a microscopic sense has been widely supported through many experimental and theoretical means,
as discussed in Section 4.1. It is noteworthy that the inorganic acids tend to decrease the sur-
face tension,122 indicating positive surface excess. This thermodynamic argument appears to be in
accord with the microscopic picture of surface propensity of H3O+.
Compared to H3O+, however, the surface behavior of OH– has been less understood, as a
number of related studies posed apparently inconsistent results. 174 Related experimental studies
include surface tension,122 zeta potential,175 mass spectrometry using aqueous jet, 176 ice surface,
177 and surface-sensitive spectroscopies.8,18,130,131,137 The surface tension of basic solutions gen-
erally decreases with concentration, indicative of negative surface excess of OH–. Zeta potential
measurement revealed that bubbles or oil droplets in water are negatively charged over a wide
pH range from basic to weakly acidic solutions. 175 Such negative charge at the water surface has
been attributed to the excess of OH–,178 though possible influence of surface impurities on the
surface charge was also intensively discussed.179–182 Mass spectrometry using aqueous microjet
by Mishra et al. showed that water surface is more basic than bulk in terms of the deprotonation
reactivity at the water surface.176 At ice surface OH– migrates from interior to the surface,177 be-
cause OH– behaves as a defect in the bulk interior of crystalline water. The SHG measurement by
Petersen and Saykally excluded the OH– enhancement at the water-vapor interface.8 Photoelec-
tron spectroscopy by Winter et al. also did not support the surface enhancement of OH–.18 The
VSFG spectra of NaOH solutions showed decreased intensity in the H-bond region above pH  13.
130,131,137 Though the perturbed VSFG spectra imply some perturbation on the surface structure,
their unique interpretation is hard solely by the experiment.
Theoretical approaches are also in somewhat controversial situation to date. Classical MD sim-
ulation with a polarizable force field by Mucha et al. showed that OH– is weakly repelled from
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the air-water interface in an NaOH aqueous solution.130 Ab initio MD simulation by Mundy et
al. reported that a single OH– is slightly stabilized at the air-water interface. 183 Multi-state em-
pirical valence bond (MS-EVB) simulation by Wick and Dang 184 reported that the solvation free
energy of a single OH– is almost constant until the Gibbs dividing surface whereas the Na+OH–
complex is repelled from the interface.185 These conclusions appear to depend on the molecular
model, counter ions or concentration. Unfortunately, these theoretical results have not been di-
rectly confirmed through critical comparison with experimental data. Critical comparison of the
VSFG spectroscopy and MD simulation again provides useful information to examine the basic
surface structure, as shown below.
MD structure and VSFG spectrum of NaOH solution: Figure 20 displays the density profiles
at 1.2 M NaOH solution surface calculated with a classical polarizable model by us. This figure
supports the picture that both Na+ and OH– ions are repelled from the surface, though OH– is
slightly less repelled from the surface than Na+.18,130 This charge separation, or the electric double
layer formation, could result in a noticeable perturbation on the SFG spectrum, as we discussed
the effects of buried ions in Section 4.3.
In Figure 21, the calculated SFG spectra of the 1.2 M NaOH solution and neat water are dis-
played in comparison with the experimental ones. 137 In the NaOH spectrum (Panel A), the reduced
intensity in the H-bonded region is well reproduced by the MD simulation. By comparing the cal-
culated (B) and experimental (C) Imχxxz spectra, excellent agreement of the spectral shape was
spontaneously obtained. The agreement corroborates the reliability of the calculated surface struc-
ture of the basic solution. It is particularly interesting to notice in both panels (B, C) that the
Imχxxz spectrum of the NaOH solution is shifted to the positive side in the mid-frequency range
 3400 cm 1 while to the negative side in the low-frequency region 3200 cm 1. Such apparently
opposite perturbation on Imχxxz in the different frequency range could not be explained with the
simple picture of electric double layer formation in Section 4.1. The mechanism for the spectral
perturbation will be elucidated in a forthcoming paper of our group.
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5 Water-Liquid/Solid Interfaces
Liquid-liquid interfaces are relevant to a variety of phenomena, such as micelle, membrane, sepa-
ration, extraction, phase transfer catalysis, etc. While the liquid-liquid interfaces have been studied
intensively in the field of electrochemistry, recent advances in MD simulation and various spec-
troscopic measurements have shed new light on microscopic understanding of those interfaces.
186–188 The VSFG spectroscopy is quite suitable for exploring the liquid-liquid interfaces on con-
dition that the lights reach the interfaces. Here we review recent studies of MD analysis of the
VSFG spectroscopy applied to water-oil and water-membrane interfaces.
5.1 Water-Oil Interfaces
The VSFG studies on immiscible hydrophobic liquid and water interfaces were pioneered by Rich-
mond and co-workers.189–191 Figure 22 shows the ssp polarized VSFG spectra of water-CCl4 (blue)
and water-1,2-dichloroethane (DCE) (red) interfaces, two typical immiscible water-oil interfaces,
in comparison with the water-vapor interface (black). By comparing the liquid-liquid spectra with
water-vapor, one can find the following features:

 In the water-CCl4 spectrum (blue), the dangling band is red shifted and the H-bonded band
is blue shifted.

 In the water-DCE interface (red), the dangling band vanishes, and a broad, structureless
spectrum is observed.
These authors interpreted the above features with the help of their MD simulation and proposed the
following view. The orientational structure of water at the water-CCl4 is similar to that of water-
vapor, and the apparent blue shift from 3200-3400 cm 1 (black) to 3500 cm 1 (blue) is largely
attributed to the different nonresonant part χNRxxz in Eq. (4) between water-CCl4 and water-vapor
interfaces. On the other hand, the water-DCE interface becomes more “diffuse” (e.g. see Fig. 5
in Ref.192) and randomized, resulting in the broad and structureless spectrum. Ishiyama et al.
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193 subsequently carried out intensive MD analysis of the VSFG spectra with the time dependent
representation, and elaborated the perturbation mechanism on the liquid-liquid spectra.
The calculated VSFG intensity (  χxxz 2) spectra for the water-vapor, water-CCl4, and water-
DCE interfaces are displayed in Figure 23. One can see that these spectra well reproduce the
experimental features in Figure 22, including the red-shifted dangling band of water-CCl4 by Δ
37 cm 1 and the structureless spectrum of water-DCE. (Also we note that the difference in χNRxxz
is incorporated.) The Imχxxz spectra of the three interfaces are also shown in Figure 24, which
provide further insight into the molecular orientation at the interfaces. By comparing the three
Imχxxz spectra, one can find following two features.

 The Imχxxz spectra in the H-bonding region ( 3500 cm 1) are similar among the three in-
terfaces. We actually confirmed analogous orientational structure of the H-bonded water by
the MD simulation, 193 in spite of the apparent difference in the VSFG spectra in Figure 22.

 The peak of the dangling band at about 3700 cm 1 for water-CCl4 spectrum is slightly red-
shifted compare to that for water-vapor, while the danging band for water-DCE is obviously
broadened and red-shifted.
The MD analysis has confirmed that the perturbed dangling bands are attributed to the differ-
ent interaction between the dangling OH of water and the hydrophobic phase. At the water-oil
interfaces, the dangling OH moieties may interact with neighboring organic molecules. In the
water-CCl4 interface, the red shift of the dangling band arises from the weak attractive interaction
between the dangling OH and CCl4 molecules. In the water-DCE interface, the attractive interac-
tion is stronger194 so that apparent complex of the dangling OH and DCE is formed at the interface.
This is evidenced in Figure 25, where the radial distribution function (red) shows a density peak
at r HCl 2 Å, which is attributed to the complex formation. The relatively strong interaction
makes the positive Imχxxz band of the dangling OH substantially red shifted and broadened, and
consequently the red-shifted positive Imχxxz band partly overlaps with the negative, H-bonded
band.43 This mechanism accounts for the structureless SFG spectrum for the water-DCE interface
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in Figure 23. The MD simulation further showed that the orientation of surface water is analogous
among the three interfaces, indicating that the apparent differences in their VSFG spectra cannot
be attributed to the different orientational structure.
The above analysis revealed that the local interaction at the liquid-liquid interface can have sig-
nificant influences on the observed VSFG spectra, besides the molecular orientation. This finding
manifests the acute sensitivity of the VSFG spectroscopy to the local interfacial environment.
5.2 Other Aqueous Interfaces
There are many aqueous interfaces, particularly buried liquid-liquid and liquid-solid ones, that
have to be studied by the VSFG spectroscopy and the MD analysis. For example, water-membrane
interface attracts great attention in life science, and the VSFG spectroscopy has been applied
to investigate the water structure adjacent to the membrane. 84,195 Nagata and Mukamel196 re-
ported a theoretical calculation of the VSFG spectra at the water-[1,2-dimyristoyl-sn-glycero-
3-phosphatidylcholine](DMPC) membrane interface by the time correlation formalism in Sec-
tion 2.3. They assigned three spectral components of Imχxxz (3590, 3470, 3290 cm 1) to water
molecules in different environment at the membrane. Roy and Hore 47 carried out MD analysis of
the VSFG spectra for water-hydrophobic and hydrophilic solid interfaces by the energy representa-
tion in Section 2.2. Their hydrophobic surfaces resemble self-assembled monolayers with methyl
termination, and the hydrophilic surfaces are terminated with hydroxyl groups, like silica surface.
They reported the calculated Imχxxz spectra, which allow further detailed analysis in comparison
with experiment. Water-solid interfaces, including self-assembled monolayers and minerals, have
been studied by the VSFG spectroscopy, and further MD analysis will be desirable.
6 Summary
In the present review paper, we tried to present the current status of the MD analysis of the VSFG
spectroscopy to investigate a variety of aqueous interfaces. Now the MD simulation techniques
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have grown to be a really useful tool to fully extract rich information from the VSFG spectra. The
MD techniques have been developed so as to be able to give reliable predictions for the spectra,
since the techniques of VSFG calculation are based on theoretically sound formulations and in-
volves little ambiguities due to empirical fitting procedure of the spectra. A key requisite to the
VSFG calculation is to use sufficiently realistic molecular models to reproduce both the interface
structure and the polarization properties. It is often necessary to consider the charge transfer be-
yond the conventional classical models. Close collaborative studies between the VSFG and MD
77,197 will become a common avenue in future studies of the aqueous interfaces.
From the experimental side, the surface vibrational spectroscopy continues to advance. For
example, the recent experimental progress of phase-sensitive (heterodyne) VSFG undoubtedly
opened a promising avenue and stirred further collaboration with MD analysis. Another remark-
able progress is brought by the 2D-SFG technique, which probes dynamical aspects of surface
molecules.66,198–203 The 2D-SFG spectroscopy may be harder to interpret by the experiment alone
than the conventional SFG spectroscopy, and thus reliable support by the MD simulation will be
further required.
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A Two Representations of Nonlinear Susceptibility
In Section 2 we presented two representations of the nonlinear susceptibility, by the energy repre-
sentation in Section 2.2 and by the time-dependent representation in Section 2.3. Here we discuss
the relation of the apparently different two representations of nonlinear susceptibility χ R.
We suppose the perturbation Hamilotonian of light-matter interaction as the interaction of elec-
tric field and dipole. Then the standard perturbation theory of quantum mechanics based on the
density matrix formulas leads to the following sum-over-state expression for the vibrationally res-
onant part of the nonlinear susceptibility, χ R,29,35
χRpqr 
1
h¯ ∑g m ρ
0
g ρ0m 
g αpq mm μr g
ωIRωmg  iΓmg
  (16)
where the g, m denote the eigenstates; ρ 0g and ρ0m are the density matrix at the thermal equi-
librium; ωmg is the energy gap between the states g and m divided by h¯, and Γmg is the damping
constant between the two states. Eq. (16) includes the product of the Raman tensor g α pq m
and the transition dipole m μr g. This expression allows us to interpret χ R formally with a hy-
brid process of infrared absorption and Raman transition, as schematically illustrated in Figure 26.
Eq. (16) and Figure 26 manifest that the amplitude of χ R is resonantly enhanced when the IR fre-
quency ωIR matches the energy gap between the eigenstates ωmg. This resonance property of χR
is utilized in the vibrational spectroscopy of SFG.
Energy representation: Eq. (16) leads to the expression of the energy representation with intro-
ducing the following approximations. We apply this expression of χ R in Eq. (16) to a molecule,
and denote the second-order susceptibility of the molecule with β R. We further regard the initial
state g as the vibrationally ground state of the molecule, and the intermediate resonant state m as
the first excited vibrational state of the normal mode a. The thermal population of m is neglected
in comparison to that of the ground state g, and accordingly  ρ 0g ρ0m   ρ0g  1. Then the
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matrix elements are given using the harmonic approximation of the mode a by
g  ˆX m m  ˆX g
	
h¯
2Maωa
 ∂X
∂Qa

  (17)
where X is either αpq or μr in Eq. (16). Ma and Qa are the reduced mass and the normal mode
coordinate of the mode a, respectively, and ωa is the frequency of the mode a. Using Eq. (17) in
Eq. (16), the second-order susceptibility of the molecule β R is given by
β Rpqr 
mode
∑
a
1
2Maωa
∂αpq
∂Qa
 ∂μr
∂Qa

1
ωIRωa  iΓa
  (18)
where the energy gap ωmg in Eq. (16) coincides with the harmonic frequency ωa, and the damp-
ing factor Γmg in Eq. (16) is written with Γa. Eq. (18) is equivalent to Eq. (5b). The nonlinear
susceptibility of the whole interface system in Eq. (5a) is regarded as the sum of the molecular
susceptibilities.
Time dependent representation: The sum-over-state expression of χR in Eq. (16) is also repre-
sented using the time correlation function in the following manner, 29
χRpqr 
1
h¯ ∑g m ρ
0
g ρ0m 
g αpq mm μr g
ωIRωmg  iΓmg
(Eq. (16))

i
h¯
 
∞
0
dt ∑
g m
 ρ0g ρ0m g αpq mm μr gexp


i ωIRωmg  iΓmgt


i
h¯
 
∞
0
dt ∑
g m
 ρ0g ρ0m g αpq t mm μr gexp iωIRt

i
h¯
 
∞
0
dt ∑
g m
ρ0g g αpq t mm μr gg μr mm αpq t gexp iωIRt

i
h¯
 
∞
0
dt ∑
g
ρ0g g αpq tμrμrαpq t gexp iωIRt

i
h¯
 
∞
0
dtαpq tμrμrαpq texp iωIRt (19)
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In the above derivation, the time evolution of the matrix element g α m is represented by the
Heisenberg picture; i.e. g α t m g α mexpi ωmg  iΓmgt. The final form of Eq. (19)
does not explicitly contain the eigenstates g and m. The intermediate state m was removed by using
the relation of completeness, ∑m  mm  1, and the state g is implicitly involved in the final form
of the thermally averaged time correlation function.
Eq. (19) is obviously a quantum mechanical expression as it involves h¯ and the commutation
relation, αpq tμr  μrαpq t. There are several attempts to establish a corresponding classical
expression to the quantum mechanical time correlation function. 204 By employing the harmonic
oscillator model of Bader and Berne,205 the corresponding classical expression becomes 29
χRpqr 
iωIR
kBT
 
∞
0
dtαpq tμrexp iωIRt  (20)
which is equivalent to Eq. (7). Note that the time correlation function in Eq. (20) is given with the
classical mechanics. Eq. (20) is applicable to the interface system itself rather than a constituent
molecule, by considering α and μ as the polarizability and dipole moment of the whole interface
system. Thus α and μ in Eq. (20) are denoted with A and M, respectively, in Eq. (7).
B Charge Response Kernel
We discussed in Section 2.3 that the calculation of the time correlation function for χ is performed
with the flexible and polarizable (FP) model. That molecular model is not only used as a FP force
field to generate the MD trajectories, but also utilized to describe the instantaneous values of the
molecular dipole moment vector and polarizability tensor. The latter requirement is necessary to
evaluate the instantaneous values of A and M for the interface system in Eq. (7). We have developed
a general molecular modeling method to properly satisfy the above two requirements, namely the
charge response kernel (CRK),50–52 as described in the following.
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Definition of CRK: The CRK is a molecular property to represent the electronic polarization in
the site representation of the molecule. It is defined on the basis of the general theory of quantum
chemistry as
Kab 
∂Qa
∂Vb
  (21)
where Qa is the partial charge at the site a, and Vb is the external electrostatic potential at the site b.
The partial charge Qa here indicates the electrostatic potential (ESP) charge, which is determined
from the charge distribution of the molecule so as to reproduce the surrounding electrostatic poten-
tial. There are a number of procedures to define the ESP charge,206,207 but the CRK can be derived
with any procedure of the ESP charge.
Then we introduce a perturbation Hamiltonian ˆH  to the conventional many-electron Hamilto-
nian ˆH0 (consisting of the kinetic energy, nuclear attraction, and electron repulsion) in the quantum
chemical calculation,
ˆH  
site
∑
a
ˆQaVa  (22)
where ˆQa is the partial charge operator at the site a, which is defined by the ESP charge fitting
procedure, and Va is regarded as an external parameter of perturbation.50 Once we define the
perturbation Hamiltonian as such, we can straightforwardly derive the derivative quantities in the
same way as to derive other derivative quantities, e.g. force field, polarizability, etc. 208 Those
response quantities are generally represented with the derivative of the total electronic energy U .
Using the present perturbation Hamiltonian H  of Eq. (22), the first derivative of U with respect to
the external perturbation is the partial charge Qa, and the second derivative is the CRK Kab;
Qa  ∂U∂Va   Kab 
∂ 2U
∂Va∂Vb
 (23)
Therefore, the derivation and calculation of CRK can be performed along with the derivation and
calculation of ESP charge on the same footing. The calculation of CRK is thus unambiguous at
any level of ab initio molecular orbital or density function theory with no additional empirical
parameters involved. The accuracy of the CRK model is warranted by that of the underlying
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quantum chemical calculation, and systematic improvement of the accuracy is possible for the
CRK model.
Polarizable model: The CRK model provides a polarizable force field in the MD simulation. In
the condensed environment, the partial charge at the site a of the i-th molecule, Qai, is determined
by the electrostatic potential at the sites of the molecule,
Qai  Q0ai 
site
∑
b
∂Qai
∂Vbi
Vbi  Q0ai 
site
∑
b
KabiVbi  (24)
where Q0ai is the site charge in isolated environment free from the external potential, Vbi is the
external electrostatic potential at the site b of the i-th molecule, and Kabi is the CRK of the i-th
molecule. The electrostatic potential Vbi is generated by the partial charges of the surrounding
molecules j,
Vai  ∑
j i
site
∑
b
Qb j
rai b j
fai b j rai b j  (25)
where rai b j is the distance between the site a of the molecule i and the site b of the molecule j.
fai b j rai b j is introduced to take account of the damping function for the Coulombic interaction;
fai b j should be unity for the bare point charge model. Eq. (24) and Eq. (25) can be solved si-
multaneously to obtain Qai and Vb j at any configuration of the condensed phase. During the MD
simulation, Eq. (24) and Eq. (25) are solved at each time step. This procedure takes account of
the electronic polarization through fluctuating partial charges during the time development of MD
simulation.
Flexible model: When the molecular model allows for internal vibrations, the values of Qa
and Kab can change with the intramolecular conformation. The conformation dependence of Qa
and Kab is readily obtained by performing the quantum chemical calculations for any deformed
molecules. We represent the calculated results for their conformation dependence in the first-order
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expansion around the equilibrium configuration,
Q0a St  Qeqa 
mode
∑
t
∂Qa
∂St
St   (26a)
Kab St  Keqab 
mode
∑
t
∂Kab
∂St
St   (26b)
where St denote a set of intramolecular coordinates, and Qeqa and Keqab are the values at equilibrium
molecular conformation under no electrostatic potential. The first-order expansion of Eq. (26) is
valid enough to represent the conformational dependence due to usual molecular vibrations, though
other ways of representation would be possible. In Eq. (26), Qeqa , Keqab, ∂Qa∂St and ∂Kab∂St are
determined by the quantum chemical calculations. 37 Eq. (26) with these parameters is employed
to evaluate the instantaneous values of Q0a St and Kab St for a vibrating molecule during the
MD simulation.
Dipole and Polarizability: The ESP charge and the CRK model provide a precise and conve-
nient expression for the instantaneous values of dipole moment and polarizability. The dipole μ
and the polarizability α of a molecule are expressed by
μ 
site
∑
a
Qara  (27a)
α 
site
∑
a
site
∑
b
Kabra rb  (27b)
where denotes the tensor product, and ra is the Cartesian coordinate vector of the site a. Eq. (27)
represents the dipole moment vector and the polarizability tensor for an arbitrary rotating and
vibrating molecule in the space-fixed coordinates. Eq. (27a) is warranted to precisely reproduce
the quantum chemical calculation, by performing the ESP charge fitting with the constraint of the
dipole moment. Then the polarizability in Eq. (27b) also reproduces that of the quantum chemical
calculation almost perfectly.
The dipole and polarizability of the whole system, M and A, are derived by extending Eq. (27).
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By taking account of the the self-consistent polarization interactions by Eq. (24) and Eq. (25), M
and A become37
M ∑
i
site
∑
a
Qairai  ∑
i
∑
j
site
∑
a
site
∑
c
G 1c j aiQ0c jrai  (28a)
A ∑
i
site
∑
a
site
∑
b
Kabi

∑
c  j 
G 1ai c  j rc  j 



∑
c j
G 1bi c jrc j

  (28b)
where G is a matrix defined by
Gai c j  δacδi j
site
∑
b
fai b jKbc j
rai b j
 (29)
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Figure 1: (a) First experimental ssp polarized SFG spectrum for pure water by Du et al.67 (Copy-
right 1993, American Physical Society). (b) First calculated spectrum by Morita and Hynes 26
(Copyright 2000, Elsevier). (c) Calculated spectrum in 2006 by Morita 80 (Copyright 2006, Amer-
ican Chemical Society). (d) ReχRxxz (blue) and Imχxxz (red) parts of the spectrum in Panel (c),
where the arrow indicates the assumed nonresonant amplitude in the real part.
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Figure 2: Real (blue) and imaginary (red) parts of χxxz in the ssp polarized SFG spectrum for the
water surface. (a) Experimental results by Ji et al.; 82 (b) calculated results with the original FP
model; (c) calculated results with the improved FP model. Reprinted with permission from Ref. 87
(Copyright 2009, American Chemical Society)
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Figure 3: Dipole moment μX as a function of the intermolecular H-bond OH distance rOH of water
dimer.37,87 Black symbols stand for B3LYP/d-aug-cc-pVDZ calculation, red for the original FP
model, blue for the FP model with the CT correction.
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Figure 4: QM/MM results of Imχxxz.55 In the left panels (Case 1), the QM region was assigned
to a surface water and its first solvation shell, while the rest is treated as MM molecules. Right
panels (Case 3) show the result that only a single water is treated by the QM calculation.
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Figure 5: Scheme of polarization coupling, which mutually induces the dipole and thereby alters
from μ  i to μ  i. This factor corresponds to the local field correction F .
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Figure 6: (a) Illustration of isotropic and anisotropic parts of the dipole moment. (b) Decomposi-
tion of Imχxxz into is the isotropic (blue) and anisotropic (red) parts by Eq. (11). Reprinted with
permission from Ref.37 (Copyright 2009, American Institute of Physics)
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Figure 7: Mechanism of anisotropic response in the H-bonding water pair at interface. The OH
stretching (green arrow) induces the anisotropic dipole (yellow arrow) via the off-diagonal cou-
pling.
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OH(I) OH(II)
Figure 8: Experimental (a, c) and calculated (b, d) Imχxxz spectra for HOD and H2O water
surfaces. Red lines stand for HOD spectra and blues lines for H2O. In Panels (c, d), HOD and
H2O spectra are compared, where the shaded area represents the broadening of the negative OH
band in H2O spectra. Reprinted with permission from Ref.77 (Copyright 2011, American Chemical
Society)
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Figure 9: (a) Experimental ssp polarized VSFG spectrum of the (0001) ice surface at 232 K (solid
symbols). The inset shows a comparison with that of the water surface at 293 K (open symbols).
Reprinted with permission from Ref.114 (Copyright 2001, American Physical Society). (b) Tem-
perature dependence of the VSFG spectra from 113 K to 178 K. Note that the free-OH band (open
star) is not drawn to scale; it is approximately 100 times weaker than the H-bonded band. Reprinted
with permission from Ref.115 (Copyright 2007, American Institute of Physics).
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Figure 10: The upper panels illustrate three schemes of QM and MM regions, Case 1 - Case 3,
at the ice surface. (a)  χxxz 2 and (b) Imχxxz spectra of ice surface calculated by the QM/MM
simulation in three cases. Red lines denote the QM/MM results of water surface in Case 1 55 for
comparison. All the spectra are normalized with the dangling peak intensity at about 3700 cm 1.
Reprinted with permission from Ref.53 (Copyright 2012, American Chemical Society)
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Figure 11: (a) Calculated  χxxz 2 and (b) Imχxxz spectra of ice surface at 230 K (blue), and at
130 K (red) in Case 1. The blue lines are same as those in Figure 10. Reprinted with permission
from Ref.53 (Copyright 2012, American Chemical Society)
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Figure 12: MD results of 2.1M NaI aqueous solution (left) 38,140 and 1.1M HCl (right).209 (a) Nor-
malized density profile of each species near the aqueous-vapor interfaces, where zˆ  0 indicates the
Gibbs dividing surface. (b) Orientational profiles cosθ zˆ of water molecules, where θ defines
the tilt angle of the water dipole as illustrated in the lower left corner.
106
3000 3400 3800
3000 3200 3400 3600 3800
In
te
ns
ity
 (a
rb
. u
ni
t)
Pure water
2.1M NaI
(a1)
3000 3200 3400 3600 3800
Pure water
1.1M HCl
3000 3400 3800
(a2)
Frequency (cm -1)Frequency (cm -1)
3000 3200 3400 3600 3800-1
0
1
2
3000 3200 3400 3600 3800-1
0
1
2
A
m
pl
itu
de
 (a
rb
.u
ni
t) (b1) (b2)
3200 3600
0
3200 3600
0
NaI HCl
Figure 13: (a) Calculated ssp polarized SFG spectra for 2.1M NaI solution (left)38,140 and 1.1M
HCl (right).209 The upper panels show the intensity spectra ( χxxz 2), while the lower panels the
imaginary part (Imχxxz). The insets show the experimental results: (a1) Ref. [ 128], (a2) Ref. [
130], (b1) Ref. [82], (b2) Ref. [137].
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Figure 14: Schematic of dipole-dipole coupling for surface molecules, which depicts preferred
orientations to the central molecule, either parallel (blue) or anti-parallel (red). Left panel: μzμz
coupling, right: μxμx. Note that lateral coupling is dominated at the surface.
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Figure 15: (Upper: a) Calculated SFG spectra (  χxzx 2) of sps polarization for (1) 2.1M NaI
solution and (2) 1.1M HCl solution. (Lower: b) Calculated spectra of Imχxzx. The inset of
(a2) show the experimental result from Ref.131 (Copyright 2007 American Chemical Society).
Reprinted with permission from Refs.140,209 (Copyright 2007 American Chemical Society)
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Figure 16: Comparison of experimental and simulated (Cases 1-3) VSFG spectra of aqueous
H2SO4 solution.160 The top panels show the experimental results from Ref. 72 (left) (Copyright
1997 American Chemical Society) and Ref.160 (right) (Copyright 2011 Royal Society of Chem-
istry). In the O-H region (left panels), blue and black symbols denote the ssp polarized SFG spectra
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of constituent molecules in the MD simulation are summarized in Eq. (15).
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Figure 21: ssp polarized VSFG spectra of 1.2 M NaOH solution (purple) and pure water (black).
Panel A: calculated intensity spectra (  χxxz 2), B: calculated Imχxxz, C: experimental Imχxxz.
137 (Copyright 2008, American Chemical Society)
115
Water/Vapor
Water/CCl4
Water/DCE
Frequency (cm¡1)
(a
rb
. 
u
n
it
)
In
te
ns
ity
3000 3200 3400 3600 3800
0
0.5
1
1.5
Figure 22: Experimental ssp polarized VSFG spectra43,44,192 for (A) water-vapor (black), (B)
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water-DCE interfaces. The nonresonant part χNRxxz was set to zero except for water-vapor interface
(χNRxxz 15 au). Reprinted with permission from Ref.193 (Copyright 2012, American Chemical
Society)
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Figure 24: Calculated Imχ for (A) water-vapor (black), (B) water-CCl4 (blue), and (C) water-
DCE (red) interfaces. Reprinted with permission from Ref.193 (Copyright 2012, American Chem-
ical Society)
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Figure 25: Upper panel: MD snapshot at water-DCE interface, where attractive water-DCE pairs
are depicted in thick color. Lower panel: unnormalized radial distribution functions between H (of
H2O - Cl (of X), where X=CCl4 (blue line) and X=DCE (red). Reprinted with permission from
Ref.193 (Copyright 2012, American Chemical Society)
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Abstract
1 Introduction
Aqueous solutions contain H3O
+ and OH– ions as a consequence of autoionization of water, 2
H2O  H3O
+ + OH–, and their relative amounts vary with pH of the solution. The pH value is an
indicator of proton activity in solution, which has profound influences on a diverse range of fields
in aqueous chemistry and biology. While the relative amounts of hydronium and hydroxide ions in
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bulk aqueous solutions with varying pH are well known, their relative amounts at the water surface
are still in controversy.1–3 In particular, the surface of basic solution in high pH condition is less
understood than that of acidic solution, since a number of previous investigations have not reached
a consistent molecular picture about the basic solution surface, as described below. The apparent
discrepancies among previous experimental and theoretical studies should imply either uncertain-
ties in their experimental interpretations or insufficient accuracy of the computational simulations.
Toward obtaining a unified picture about the basic surface, we think that complementary collab-
oration of experiment and theory is a quite powerful route. Therefore, we perform the molecular
dynamics (MD) analysis of the sum frequency generation (SFG) spectroscopy for the basic solu-
tion surfaces. The present MD simulation provides reliable microscopic interpretation for the SFG
spectra of the basic solution surfaces, while the SFG spectroscopy provides a critical opportunity
to examine the accuracy of the MD simulation.
Acidic water surface in low pH conditions has come to be relatively well understood by various
investigations, such as surface tension, ab initio and classical MD simulations, and surface-specific
nonlinear spectroscopy. The surface tension of the acidic water decreases with its concentration,
4 which is interpreted via the thermodynamics as positive surface excess of hydronium ions and
their counter anions. This surface tension measurement implies a picture that relatively abundant
hydronium and counter ions are present at the water surface in low pH conditions. Theoretical sim-
ulation studies to date supported the above picture. Using the multistate empirical valence bond
(MS-EVB) model Voth and co-workers predicted that the protons are preferentially distributed on
the water surface.5 Classical MD studies with polarizable models also resulted in the similar con-
clusion,6,7 and the stabilization of protonated water at the surface is further supported by QM/MM
calculation.8
The surface structure of acid solutions was also studied by surface-specific nonlinear spec-
troscopy. The vibrational SFG spectroscopy, which can selectively provide vibrational spectra of
surface speices, showed enhanced intensity in hydrogen-bonded OH stretching region by the acid.
6,9,10 The perturbed vibrational spectra implied a perturbed surface structure of the acid solution,
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though detailed interpretation was not straightforward. Ishiyama and Morita subsequently ana-
lyzed the SFG spectra of acid solutions with the MD simulation, 7 and succeeded in reproducing
the spectral features by the MD simulation. Their analysis corroborated the microscopic surface
structure of acid solution calculated by MD simulation in terms of the observed SFG spectra. The
mechanism of the spectral perturbation by the acid is briefly summarized in the following man-
ner. The surface-active hydronium cation and the counter anion residing at slight interior formed
an electric double layer at the water-vapor interface, which orients the surface water in between
to direct their OH moieties to the liquid phase. The enhanced orientational order is reflected in
the observed enhancement of the SFG intensity. To summarize the studies on acidic surface, the
enhanced distribution of the hydronium and counter ions is deduced from the techniques with
molecular resolution, such as the surface-sensitive SFG spectroscopy and the MD simulation. The
microscopic picture is consistent to the thermodynamic arguement for the positive excess on the
basis of the surface tention measurement. 11
Basic solution surface, on the other hand, is less understood, since the surface propensity of
OH– is a controversial issue among a variety of experimental observations, including surface ten-
sion,4 zeta potential,12 mass spectrometry using aqueous jet, 13 ice surface,14 and surface-sensitive
nonlinear spectroscopies.6,9,10,15,16 The surface tension of basic solution increases with concentra-
tion,4 indicating negative surface excess of OH–. Electrophoresis measurement shows that bubbles
or oil droplets in basic solutions are attracted to the positive electrode. Such a negative zeta poten-
tial on the bubbles is observed in a wide range of pH, from basic to relatively weak acidic condition.
12 The excess negative charge on the surfaces of bubbles or oil droplets in the neat water is thought
to be originated from OH– via the autoionization of water.17 Surface-sensitive titration experiment
using aqueous microjet and electrospray mass spectrometry by Mishra et al. argued that the water
surface is more basic than bulk.13 In a related system of ice surface, Kang and co-workers showed
that OH– migrates from interior to the surface,14 because OH– behaves as a defect in the hydrogen
bond network of crystalline water. A number of surface-selective spectroscopies were also applied
to the basic surfaces to probe their structure. SHG measurement by Petersen and Saykally excluded
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the OH– enhancement at the water-vapor interface.15 Photoelectron spectroscopy by Winter et al.
also denied the suface enhancement of OH–.16 The vibrational SFG spectroscopy reported de-
creased intensity of hydrogen-bonding OH stretching band by the addition of NaOH at pH   13.
6,9,10 However, the interpretation of the perturbed spectra in relation to the surface structure is not
so straightforward.
Previous theoretical studies on the basic surfaces have not formed a concensus yet. Ab initio
MD simulation of Mundy et al. showed that a single OH– has a small stabilization at the air-water
interface compared to the bulk.18 MS-EVB MD simulation of Wick and Dang showed that the free
energy curve of a single OH– is flat near the surface, implying neither stabilization nor repulsion, 19
whereas the OH– is repelled from the air-water interface in the presence of counter sodium cation.
20 Classical MD simulation with a polarizable force field of Mucha et al. showed that OH– is
weakly repelled from the air-water interface in NaOH aqueous solution with finite concentration.
6 Such apparent discrepancy among different models should be resolved via critically comparing
these calculations with experimental data. Therefore, we performed the MD analysis of the SFG
spectra of basic solutions. Because the SFG spectroscopy provides detailed information on the sur-
face structure with a comparable molecular resolution to the MD simulation, the close cooperation
is quite useful to assess the reliability of the surface structure calculated by the MD simulations.
We have demonstrated the usefulness of the MD analysis of SFG in electrolyte aqueous surfaces,
such as some acid and salt solutions. 21 In the present study, the MD analysis is applied to the
surface of aqueous NaOH solution. The analysis renders clear interpretation to the observed SFG
spectra of the basic solution as well as crucial examination to the MD simulation of the basic so-
lution surfaces. In the present work, we argue a strong evidence that OH– detected by the SFG
spectroscopy is not exposed to the surface, as shown below.
The remainder of this paper is constucted in the followings. Theoretical aspects and compu-
tational settings are described in Section 2. Results and discussion are given in Section 3, and
concluding remarks follow in Section 4.
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2 Simulation Methods
2.1 MD Conditions
System size: In the present simulation, we dealt with the surface of 1.2 M NaOH solution. This
concentration was chosen in common with that of previous experimental SFG spectra 9,10 to facili-
tate comparison. The MD simulation was also performed for the surface of pure water for a control
system. The MD system for the 1.2 M NaOH solution consist of 958 water molecules, 21 Na  and
21 OH  ions, while the pure water system consists of 1000 water molecules. Those molecules are
put in a rectangluar unit cell of 30 Å   30 Å   150 Å with three-dimensional periodic boundary
condition. The unit cell is elongated along the z axis so that the system takes a slab geometry with
the interfaces normal to the z axis. The liquid-gas interfaces are formed at both sides of the slab.
Molecular models: All the constituent species are described with flexible and polarizable mod-
els to allow for the SFG calculation. Each species has interaction sites at atomic nuclei and the
center of mass; the sites of atomic nuclei carry the Lennard-Jones parameters and partial charges
for the non-bonding Lennard-Jones and Coulombic interactions, while the center of mass of each
molecule is a polarizable site which carries the induced dipole. The molecular models for water
and Na  were taken from our previous work.22 The polarizable model of OH  was adopted from
the model 2 of Ref. [23] by Vacha et al., with intramolecular force field implemented from the water
model.22 The present model of OH– does not take account of charge transfer or covalent charac-
ter, which is beyond the classical description of intermolecular interaction. The present model is
still useful enough to describe the perturbed water structure at the surface, since the observed SFG
spectrum of the basic solution is found to be governed by the perturbed water structure rather than
the OH– itself, as discussed in Section 3. The short-range electrostatic interactions were properly
attenuated using the damping functions 22 during the MD trajectory calculations. The Ewald sum-
mation method24 was utilized to correct long-range Coulombic and dipole interactions, where the
Ewald separation parameter set to 0.242 Å 1.22
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Equilibration and sampling: The MD trajectories were generated from independent 256 initial
configurations in parallel using parallel computers. The Newton’s equation of motion was inte-
grated by the velocity Verlet algorithm 24 with a few kinds of time steps appropriate for different
equilibration and sampling phases as shown below. Intitially, the constituent molecules were ran-
domly enclosed within a confined volume of the cell in15 Å z 15 Å, and the steepest descent
relaxation was performed to remove the molecular overlap.
Then the equilibration stage prior to the sampling simulation is constructed with the following
three phases. The first equilibration phase was used mainly to facilitate the translational relaxation
of the system including the ions, where the intramolecular vibrations were constrainted by the
RATTLE procedure.25 The hydrogen mass of water and OH– was tripled in order to slow the
libration motions and thereby to allow for a relatively long time step, while it does not affect on
the equilibrium structure in the classical machanics. This equilibration phase was performed for 1
ns with a time step of 5 fs, while the temperature was maintained at 298.15 K by velocity scaling.
In this phase, the molecules were confined within a certain volume in the z direction by adopting
a wall potential to prevent vaporization. The thicknesses along the z direction were taken to be
31.7 and 33.2 Å for the NaOH solution and the pure water, respectively, so as to be consistent
to their bulk densities. Subsequently, the second equilibration phase was carried out by lifting
the RATTLE procedure (allowing the intramolecular vibrations) and the constraint wall potential
mentioned above. In this phase, the time step was gradually reduced toward 0.61 fs, and a total of
4 ps simulation was performed for each trajectory. Then the third equilibrium run was carried out
for 3 ps in the same conditions with the sampling simulation. Accordingly, the hydrogen mass of
water and OH– was changed to the normal one, and the time step of integration was 0.61 fs. The
temperature control at 298.15 K was done using the Berendsen thermostat with a damping time
constant of 0.4 ps.22
The statistical sampling of surface structure and spectra was subsequently taken for 860 ps for
each trajectory generated from different initial configuration. The total sampling time amounts to
860 ps/trajectory   256 trajectories = 220 ns for each system, 1.2M NaOH solution or pure water.
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In order to compare with the NaOH results, the other aqueous solution containing spherical
anions such as NaCl and NaI were examined. The systems consist of same numbers of water
molecules, cations, and anions to make same concentration conditions as NaOH solution. Water,
Na+, Cl–, and I– models were taken from ref22 .
2.2 SFG Calculation
The computation of the SFG spectra was performed using the time-dependent representation of
non-linear susceptibility. 26,27 Here we briefly summarize the SFG calculation procedure. The SFG
spectrum is essentially determined by the second-order nonlinear susceptibility tensor element,
χ2pqr, where pqr denote the spatial coordinates, x z. The conventional SFG intensity spectrum is
proportional to the absolute square of χ 2pqr, ISFG ∝
 
 
 
χ2pqr
 
 
 
2
, whereas the recent phase-sensitive SFG
spectroscopy10 allows us to experimentally detect the real and imaginary parts of χ 2pqr itself. The
relevant suffixes of pqr are determined by the combination of experimental light polarizations.
In the following discussion, we deal with ssp combination of light polarization, where the SFG,
visible and infrared (IR) are in s, s, and p polarizations, respectively, as the most intensively used
combination in previous experiments for aqueous solutions. 6,10
In the vibrational SFG spectroscopy, χ 2 is decomposed into the resonant and non-resonant
parts to the IR frequency,
χ2pqr   χ2 respqr χ2 nonrespqr  (1)
The non-resonant part, χ 2 nonrespqr , is considered as real and constant over the IR frequency range.
Therefore, the value of the non-resonant part gives a constant background to the real part of χ 2
(Reχ2) and thus the intensity spectrum, while it does not affect on the imaginary part of χ 2
(Imχ2). This constant value was taken from our previous work of water 27 so as to be consistent
to the experimental spectra. In fact the subsequent discussion in Section 3 will mainly deal with
Imχ2, where the assumption on the non-resonant part is not necessary.
On the other hand, the resonant part, χ 2 respqr , is calculated by the following time-correlation
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formula,27
χ2 respqr  
iωIR
kBT
 
∞
0
dt expiωIRt

Apq0Mrt

 (2)
where ωIR, kB, and T are the angular frequency of the infrared light, Boltzmann constant, and
temperature, respectively. Apq and Mr stand for the components of polarizability tensor and dipole
moment vector, respectively, of the interface system. In the ssp combination, the relevant com-
ponents in Eq. (2) are Ayy (or Axx) and Mz. The A and M are calculated at every four time steps
of the sampling MD simulation with the flexible and polarizable models by taking account of
the self-consistent condition of polarization. 27 In the self-consistent calculation of A and M, the
bare electrostatic interactions among point charges and dipoles were employed with no damping
function, to effectively account for the augmented coupling in the short-range interactions in the
hydrogen-bonding systems. 27,28
In applying the time-correlation calculations of Eq. (2) to the slab systems of liquid, the am-
plitude of χ 2 originates from both sides of the slab. Therefore, the statistical sampling of the
interface signal was taken from the two interfaces separately. Since the interfaces at the two sides
of the slab are reversed along the z axis, we need to reverse the z axis to take the statistical aver-
age over the two sides. Accordingly, we introduced the local coordinate ˆZ common to both sides,
where ˆZ   0 is set at the Gibbs dividing surface and ˆZ   0 ( ˆZ  0) corresponds to the vapor (liquid)
side. The local coordinate ˆZ is also used as a measure of the depth from the interface.
2.3 Analysis of SFG spectra
The time correlation function of χ 2 in Eq. (2) allows for various ways of decomposition analysis,
which could provide further insight into the SFG spectra beyond the experimental observation. We
employed the following three decomposition schemes in the present work.
Decomposition by depth: The χ2 signal of Eq. (2) should arise from the vicinity of interface
( ˆZ  0), but not from the interior of the slab ( ˆZ  0) where molecular orientation is isotropic. We
can identify the spatial region from which the SFG signal originates, by decomposing χ 2 into the
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depth region near the surface.
In the practical calculations of A and M in Eq. (2), we employed the following filtering function,
29
g ˆZ  






tanh

ˆZ ˆZr
w
	

ˆZ   ˆZr
0  ˆZ  ˆZr
(3)
where ˆZr is the lower threshold depth and w is a tapering width. g ˆZ in Eq. (3) acts as a high-
pass filter to eliminate the contribution from the spatial region of ˆZ  ˆZr. The tapering width w
was set to be 1 Bohr (= 0.53 Å). When constructing A and M from molecular contributions of
various depth, each molecular contribution is multiplied with this filtering function so that only
the contributions above ˆZr were taken into account in Eq. (2). The threshold ˆZr was varied from
ˆZr   3 Å to 14 Å to see the convergence behavior. We found that the calculated χ 2 amplitude
in Eq. (2) is converged at ˆZr   9 Å for both the 1.2M NaOH solution and water, indicating that
the SFG signal actually comes from the surface region of ˆZ   9 Å. Therefore, we calculated A
and M of Eq. (2) using ˆZr  9 Å in the following simulation unless otherwise noted.
Decomposition by species: The time correlation function of χ 2 can be also decomposed into
chemical species, i.e. H2O, Na+ and OH–, in the case of the aqueous NaOH solution. To analyze
the effects of the solute species (Na+ and OH–) on the SFG spectra, we perform the decomposition
of χ2 by the species in the following manner. The time correlation function in Eq. (2) is expressed
as

Apq0Mrt

 


molecules
∑
k
αpq k0

molecules
∑
l
μr lt

 


species
∑
i

∑
ki
αpq k0

species
∑
j

∑
l j
μr lt

 (4)
where k, l denote the constituent molecules and ions, and i, j the chemical species. In Eq. (4), α pq k
is effective polarizability including the local field correction factors. 26 The last form of Eq. (4) can
be decomposed into 9 terms as a product of the three species i (=H2O, Na+, OH–) and j (=H2O,
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Na+, OH–). Among the 9 terms, the diagonal ones (i   j) are attributed to the contribution to each
species, while the off-diagonal ones (i   j) to the cross contributions. Such decomposition based
on Eq. (4) is used to discuss the spectral perturbation in terms of the constituent chemical species.
2.4 Effect of first solvation shell around ions:
To further investigate the spectral perturbation of water by the solute, we extract the contribution
of the first solvation shell around ions, since the water molecules in the vicinity of the solute ions
should be most perturbed by the ions. The first solvation shell of OH– was defined with a radius
of 3.5 Å, which corresponds to the first minimum of the calculated O (OH–) – O (H2O) radial
distribution function. The first solvation shell of OH– contains 6.4 water molecules on avarage.
We selected the water molecules in the first solvation shell (FSS) and calculated their contribution
to the time correlation function by

Apq0Mrt

FSS  
ions
∑
m


∑
kFSSm
αpq k0

∑
lFSSm
μr lt

 (5)
where m denotes the ions, and k l denotes the water molecules in the FSS of the ion m.
To practically calculate Eq. (5), a numerical problem might arise. During the MD trajectories
the number of molecules in the FSS varies, which brings a discontinuous noise to the time cor-
relation function of Eq. (5). To circumvent this numerical problem, we updated the assignment
of FSS every 5 ps during the trajectories for the calculation of Eq. (5). The update interval was
chosen so as to be sufficiently short compared to the duration time of a water molecule in FSS.
The typical duration times were estimated for every ionic species by tracing the number of survival
water molecules in the FSS, were also tabulated in the Table 1.
Structral analyses in the FSS water molecules were also carried out. Number profiles of FSS
water per centered ion along to the depth were taken. Water orientation profiles in FSS were also
examined.
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3 RESULTS
In this section, MD results such as density profiles of constituent species, orientation profiles, and
SFG spectra will be given.
Density profiles: Figure 1 displays the density profiles of water, sodium and hydroxide ions
across the surface of 1.2 M NaOH solution. For comparison, pure water’s density profile is also
given. Horizontal axis, zˆ, is a depth scale. zˆ   0 is located at the Gibbs dividing surface of water.
The zˆ  0 and zˆ 0 correspond to the vapor phase and the liquid phase, respectively. The densities
are normalized by that of bulk. 10-90 thicknesses are 3.0 and 3.1 Å for water in NaOH solution
and in pure water, respectively, which means there is small effect for NaOH addition to change
water surface thickness. The densities remain unchanged under 2 Å for water and 12 Å for
ions, respectively. There are two main features in the ion profiles. The first one is that little
ions are located at the Gibbs dividing surface and populations of both ion started to grow in the
interior of water. In addition, there is no peaks in the profiles, which is interpreted as that both
ions don’t show significant surface affinities. The other is a slight separation between sodium and
hydroxide profiles in the subsurface layer. OH– can come closer to the surface than Na+ can. From
the vapor side to 5 Å in the liquid phase, OH– has higher concentration than Na+, followed by
Na+-dominating region between 5 and 13 Å. This non-uniform densities show formation of an
electric double layer. This behavior is similar to results in the refs. 6 and.16
Water orientation profiles In order to evaluate degree of water orientation, we defined water tilt
angle θ as an angle between the surface normal(from liquid to vapor phases) and a water dipole
moment vector. Figure 2 shows molecularly-avaraged cosine θ , i.e. cosθ of each water molecule
summed up in each zˆ and averaged out by the number of molecules found in the z region, along
the depth in 1.2 M NaOH solution and pure water. The horizontal axis, the depth, is same as
Figure 1. <cosθ>   0 and  0 correspond to dipole moment vectors directing into gas phase and
liquid phase, respectively. Bulk phase shows <cosθ> = 0, showing that water molecule have no
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specific orientation. Around the topmost layer, both pure water and NaOH solution have similar
local minimum in <cosθ>. This indicates that water molecule has the surface specific orientation
directing its OH moieties into liquid phase. In the pure water, the orientation shows randomness
from5 Å. In the NaOH solution, slight positive value of  cosθ   is enhanced around the region
from5 to10 Å. Because this region corresponds to the location where the electric double layer
was seen in Figure 1, we can say the charge separation induced the water orientation change in
NaOH solution.
SFG spectra SFG spectra of OH vibrational region for 1.2 M NaOH solution was calculated and
compared to the ones for pure water. In Figure 3, panels A1 and B1 are computationally obtained
SFG intensity and imaginary χ 2 spectra, and A2 and B2 are their experimental counterparts,10
respectively. Compared to the experimentally observed spectra, 9,10 the calculated ones well repro-
duced them, including entire decrease in hydrogen bonding region(30003600cm 1) in intensity
spectra and decrease in positive band in lowest frequency region(3000 3200cm 1) and negative
band in middle ranged region(3300 3600cm 1) in imaginary spectra. This agreement of the
computation with the experiment strongly qualify the reality of molecular structure reproduced in
our MD simulation. In the intensity spectra, a peak around 3700 cm 1 assigned to the dangling
OH at the topmost layer in NaOH unchanged compared to pure water. The hydrogen bonding
region ranging 3000 3600cm 1 slightly decreased by NaOH. In the imaginary parts, known as
indicator of molecular orientation, the dangling peak of NaOH unchanged from that of pure water.
In the middle range (3300 3600cm 1), decrease in the NaOH is quite well reproduced. This is
originated from water orientation change that we saw in Figure 2. Negative signals from a few
top layers were partly canceled by that from the deeper region, because the opposite orientation to
that of a few top layers is enhanced there. On the change in lower frequency region of imaginary
spectra, we will discuss in the following subsection.
(Species origin of SFG spectra) By the decomposition into species, we evaluated contribution
from correlations between the constituent species. Out of the 9 terms, four OH– related terms and
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a water-water correlation term are extracted and plotted in Figure 4. The others involving Na+
contribution were minor, not shown here. Low frequency region(28003300cm 1) was enlarged.
The whole picture of OH vibration(3000 3800 cm 1) was given in the inset left above. The four
components including OH– are quite minor throughout OH vibrational region except A(W)M(I)
term in the low frequency region(-3300 cm 1). The major component in the total spectrum is
water-water correlation term. Especially, shrinkage of the negative band ranging 3200  3600
cm 1 exclusively comes from it. It is noteworthy that not only the change in the middle frequency
region but also a drop in the low frequency region largely comes from water-water correlation
term. It can be said that water-OH– direct correlation is not largely responsible for the SFG change
in aqueous NaOH solutions. In the low frequency region other structural characteristics must exist
than the electric double layer.
Contribution from the first solvation shells and Depth where FSS spectra originates Partial
imaginary spectrum of χ 2 was taken from water molecules in the first solvation shells around
OH– and plotted in Figure 5. The partial spectrum has negative contribution to the whole imaginary
spectra in wider range in OH vibrational region. Its frequency region is largely red-shifted(3000-
3400 cm 1) . The minimum of the amplitude is about a third of that of total imaginary spectrum.
This stems from water OH moieties which make strong hydrogen bond to OH–s. Above 0 Å, there
can not seen FSS spectra. Below 4 Å, the spectra become prominent.
Figure 6 displays number-weighted orientation map of OH–. Near the Gibbs surface (zˆ  
0), strongly oriented OH– can be seen, though OH– directing into liquid phase(cosθ  1) or
horizontal orientation are less populated. Right after coming in the liquid phase, horizontal and
anti-parallel orientations gradually grew. In the depth where FSS spectra was originated, almost
all cosθ range were populated. These un-oriented OH– also contribute to the FSS spectra. To
examine that, FSS water orientation profiles were calculated and depicted in Figure 7, Figure 8.
To prove that ionic orientation is not important, we also examined spherical anions and cations
not only OH–. The orientation profiles of water which are found in FSS of OH– have negative
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peak. This propensity holds for even spherical ions(Cl– and I–). On the other hand, Na+ ions in the
three solutions have positive band in the profiles. These facts show that homogeneity in FSS water
orientation is broken in the FSS near the water surface even though they are not in the topmost layer.
Partial imaginary χ 2 spectra are taken in the three salt solutions about each ionic species. In the
anionic spectra (Figure 9) there can be seen significant frequency shifts compared to each other.
OH– has the biggest red shift among the three. This is originated from strong hydrogen bond of
water molecules toward OH–’s oxygen. In the cationic spectra(Figure 10), difference among three
aqueous solutions are not so big. Peaks at 3500 cm 1 are somewhat decreasing gradually in the
order of OH–, Cl–, and I–. These peaks come from OH making less strong hydrogen bond.
4 CONCLUSION
In the experimental imaginary spectra in OH vibrational region of NaOH solution obtained by
Shen and co-workers, there were two major characteristics. One of them is decrease of negative
intensity in middle ranged frequency region(3300 - 3600 cm 1). The other is that positive band in
low frequency region (3000 - 3300 cm 1) decreased and approached 0. This non-uniform change
was thought to be the evidence of OH–’s accumulation at the top layer of the water surface. But
they could not show no more direct evidence about that.
In the present study, we did not observed enhancement of OH– concentration at the topmost
layer, which showed that there was no evidence to display OH– accumulation there. As the effect
of OH– and its counter cation, we observed water orientation change by the presence of the electric
double layer (see Figures 1 and 2). This orientation is responsible for the SFG change in the middle
ranged region.
In SFG spectra taken in the first solvation shell, negative contribution to the imaginary spectra
has observed in relatively wider OH vibrational band from low to middle frequency region. For the
middle region in the imaginary spectra, this effect and the effect of electric double layer oppositely
worked each other. As a result, the electric double layer effect was partly canceled but remained.
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SFG is not mainly perturbed by direct interaction between OH– and its first solvation water
molecules, but the water molecule in the first solvation shell is important as we saw in the Figure 4.
In particular, water molecules in the first solvation shell is largely responsible for lowering the
lower frequency region in the imaginary spectra.
We would like to discuss about the structural origin of the negative contribution.
As examined in ref.,30 hydrogen bonding OH moieties in a pyramidal OH–(H2O)3 cluster
stratches in frequencies at 3029 3177 cm 1. Also in condensed NaOH solutions vibration of the
first solvating water molecules will vibrate low frequency in 3000 cm 1 range as shown in ref.31
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Table 1: First solvation shell conditions. * Life times τs were obtained by monitoring time vari-
ation of the number of FSS water per a centered ion(NFSSt). And then NFSSts were fit to
exponential function of NFSSt   N0FSS exptτ
ion FSS radius / Å N0FSS lifetime τ / ps
OH– 3.5 6.4 11 101
Cl– 3.75 6.4 043 101
I– 4.25 7.5 035 101
Na+(NaOH) 3.0 5.5 051 101
Na+(NaCl) 3.0 5.5 049 101
Na+(NaI) 3.0 5.3 048 101
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Figure 1: Density profiles of constituent species for the 1.2 M NaOH solution surface. The density
of each species is normalized with the bulk value. H2O in NaOH solution: black solid, Na+: gray
dotted, OH–: pink dashed. H2O in pure water: pale blue dashed.
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Figure 2: Water orientation profiles. Pure water and NaOH solution are compared with each other.
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Figure 3: SFG spectra of NaOH and pure water. (A : calculated intensity. B: calculated imaginary
part. C: experimental imaginary part.)
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Figure 4: Species-decomposed SFG spectra. SFG spectra was decomposed by species combi-
nation that generates polarizability and dipole moment. Pure water: pale blue dashed, NaOH
solution total: pink dashed, A(W)M(W)(water polarizability and water dipole moment) : black
solid, A(W)M(N)(water polarizability and Na+ dipole moment) : red solid, A(W)M(I)(water po-
larizability and OH– dipole moment) : red short dashed, A(I)M(I)(OH– polarizability and OH–
dipole moment) : blue dotted. A(I)M(W)(OH– polarizability and water dipole moment) : blue
dotted-dashed. Panel A : 2900 3800cm 1 range. Panel B : the enlarged view of the same data
29003300cm 1
144
−3.0
 0.0
 3.0
Imaginary (a.u.)
z’= −0 Å
−3.0
 0.0
 3.0
−2 Å
−3.0
 0.0
 3.0
−4 Å
−3.0
 0.0
 3.0
−6 Å
−3.0
 0.0
 3.0
−8 Å
−3.0
 0.0
 3.0
3000 3400 3800
IR wavenumber [cm−1]
−10 Å
Figure 5: FSS imaginary spectra decomposed into depth. partial spectra from water in the first
solvation shell : blue solid, NaOH total spectra : pink dashed, pure water spectra : black dashed.
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Figure 9: partial imaginary spectra of FSS around anions.
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Figure 10: partial imaginary spectra of FSS around cations.
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