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a b s t r a c t
By substituting an anisotropic diffusion operator for the isotropic Laplace operator in the
directed diffusion equation, adding two different coefficients in the two diffusion terms,
and choosing the image denoised by soft wavelet shrinkage as the initial approximate
image, an improved directed diffusion equationmodel is proposed. Experiments show that
the newmodel can solve the problem that edges and details will be rapidly blurred during
the diffusion process in the directed diffusion equation.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Suppose that a true image u has been degraded (and contaminated) by noise; the problem, of course, is the restoration of
u from the degraded image u0, and this problem is clearly an ill-posed one [1]. Usually, one has some additional information
about the true image u (rather than just knowledge of u0). For example, one may know in advance certain frequency ranges
in the discrete Fourier transform uˆ; or, there may be some advance knowledge about sharp edges in u, rough information
about dark regions versus light regions, etc. Combining all this known information, one can obtain an initial approximate
image b. The process of removing noise is to look for an intermediate state between u0 and b. The final denoised image not
only maintains lots of known information in b, but also has less deviation from the original image u0 [2]. For this purpose,
Illner et al. proposed the definition of directed diffusion.
Similar to the total variation denoising model [3,4], because of the strong smoothness of the Laplace operator, when
we process images through the directed diffusion equation, edges and details will be obscured rapidly. In order to solve
this problem, by substituting an anisotropic diffusion operator for the isotropic Laplace operator in the directed diffusion
equation, adding two different coefficients in the two diffusion terms, and choosing the image denoised by soft wavelet
shrinkage as the initial approximate image, an improved directed diffusion equation model is proposed.
2. Directed diffusion equation
Suppose that u is the signalwaiting for processing and that b is the initial approximation of u; the definition of the directed
diffusion equation in one dimension is as follows:
∂u
∂t
= (bu′ − ub′)′ = bu− ub. (1)
Extending the definition to two or more dimensions, it becomes
∂u
∂t
= div(b∇u− u∇b) = b1u− u1b, (2)
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where1u = ∂2u
∂x2
+ ∂2u
∂y2
. In Eq. (2), if b = const , the equation degenerates to
∂
∂t
u = c1u. (3)
This is the simple heat equation. In Eq. (2), when t →∞, the solution of u is equal to b, so it is said that diffusion equation
(2) is directly diffusing to b, and Eq. (2) is called ‘‘directed diffusion equation’’.
Consider the discrete case in two dimensions. Suppose that the imagematrix isM×N . After discretizing Eq. (2), we have
uk+1i,j − uki,j
τ
= bi,j

uki−1,j − 2uki,j + uki+1,j
h2
+ u
k
i,j−1 − 2uki,j + uki,j+1
h2

− uki,j

bi−1,j − 2bi,j + bi+1,j
h2
+ bi,j−1 − 2bi,j + bi,j+1
h2

. (4)
Consider the discrete system (4) with initial value
u0 =
u
0
1,1 u
0
1,2 · · · u01,N
...
...
...
...
u0M,1 u
0
M,2 · · · u0M,N
 , u0i,j > 0, (5)
background
b =
b1,1 b1,2 · · · b1,N... ... ... ...
bM,1 bM,2 · · · bM,N
 , bi,j > 0, (6)
and periodic boundary conditions. In addition, suppose that
M−
i=1
N−
j=1
u0i,j =
M−
i=1
N−
j=1
bi,j = 1. (7)
Theorem 1 ([5,6]). The above discrete system (4), with these initial and boundary conditions, admits a non-negative global
solution ui,j(t), such that
M−
i=1
N−
j=1
ui,j(t) = 1 (8)
for all t , and such that
d
dt
M−
i=1
N−
j=1
ui,j(t) ln
ui,j(t)
bi,j
≤ 0
with equality exactly if ui,j(t) = bi,j for all i and j. In particular, limt→∞ ui,j(t) = bi,j.
Consider the continuous case in two dimensions. The directed diffusion equation in two dimensions is
∂u
∂t
= div(b∇u− u∇b) = b1u− u1b. (9)
We consider (9) with a C2-periodic background b ≤ 0 and an initial value u0(x, y) ≥ 0, u (0, x, y) = u0 (x, y). In addition,
we impose boundary conditions, and assume that both b(x, y) and u0(x, y) have twice-differentiable periodic extensions to
all of R2. Finally, we assume the following normalization:∫ ∫
R2
u0dxdy =
∫ ∫
R2
bdxdy = 1.
Theorem 2 ([5,6]). The initial boundary value problem (9) has a unique non-negative global solution such that∫ ∫
R2
u(t, x, y)dxdy =
∫ ∫
R2
b(x, y)dxdy = 1.
If r : [0,∞] → R is continuous and differentiable such that r ′′(s) ≤ 0 for all s, then∫ ∫
R2
b(x, y)r

f (t, x, y)
b(x, y)

dxdy
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is a Ljapunov functional for (9). The only steady solution satisfying all the constraints is u ≡ b, and the global solution satisfies
lim
t→∞
∫ ∫
b(x, y)

f (t, x, y)
b(x, y)
− 1
p
dxdy
1/p
= 0. (10)
3. Improved image denoising model based on the directed diffusion equation
The directed diffusion equation is proposed for image restoration. For the contaminated image u0, its initial approximate
image b can be obtained through all the known information and prior information; u0 is directly diffusing and converging
to b. The process of removing noise is to look for an intermediate state between u0 and b; the final denoised image not
only maintains lots of known information of b, but also deviates less from the original image u0. However, because of the
strong smoothness of the Laplace operator in the directed diffusion equation, when we process images, edges and details
will be quickly obscured. In order to solve this problem, we substitute an anisotropic diffusion operator for the isotropic
Laplace operator in the directed diffusion equation, add two different coefficients in the two diffusion terms, which can
simultaneously ensure rapidly removing noise and better preserving edges. The improved model is as follows:
∂
∂t
u = λ1bdiv(g(|∇uσ |)∇u)− λ2udiv(g(|∇bσ |)∇b)
u(0, x, y) = u0(x, y),
(11)
where u0(x, y) is the degraded image, b(x, y) is the initial approximate image with some prior information and known
information, and uσ = Gσ ∗ u, bσ = Gσ ∗ b. Gσ = 14πσ exp(− x
2
4σ ), which is a Gaussian function, and σ is the filter scale.
g(|∇uσ |) and g(|∇bσ |) are decreasing functions of |∇uσ | and |∇bσ |, similar to the P–M equation (Perona–Malik equation),
which control the diffusion degree in different locations. λ1 and λ2 are the two diffusion coefficients.
When the initial approximate image b in Eq. (11) degenerates to a constant (without loss of generality, suppose that
b = 1), the two coefficients λ1 = λ2 = 1, g(s) = e(−(s/K)2) or g(s) = ( 11+(s/K)2 ), the new model (11) will degenerate to the
improved P–M diffusion equation of Catte [7]:
∂u
∂t
= ∇(g(|∇uσ |)∇u)
u(x, y, 0) = u0(x, y).
(12)
So, the improved P–M diffusion equation of Catte is a special case of our new model.
In order to effectively use the initial approximate image b, it should be formed through as much known information as
possible. In our experiment, image b is chosen as the image denoised by soft wavelet shrinkage. Of course, image b can also
be obtained through other smooth operators. The principle of choosing b is that during the process of clearly removing noise,
as much image information as possible should be preserved. The discrete form of model (11) is as follows. A four-direction
discrete form is chosen for the anisotropic diffusion operator and the fraction form of the P–M diffusion function is chosen
for function g .
un+1i,j = uni,j + τ {λ1bi,j[gnuNi,j · ∇N(uσ )ni,j + gnuSi,j · ∇S(uσ )ni,j + gnuEi,j · ∇E(uσ )ni,j + gnuWi,j · ∇W (uσ )ni,j]
+ λ2uni,j[gbNi,j · ∇N(bσ )i,j + gbSi,j · ∇S(bσ )i,j + gbEi,j · ∇E(bσ )i,j + gbWi,j · ∇W (bσ )i,j]} (13)
∇N(uσ )ni,j = (uσ )ni−1,j − (uσ )ni,j ∇S(uσ )ni,j = (uσ )ni+1,j − (uσ )ni,j
∇E(uσ )ni,j = (uσ )ni,j+1 − (uσ )ni,j ∇W (uσ )ni,j = (uσ )ni,j−1 − (uσ )ni,j
∇N(bσ )i,j = (bσ )i−1,j − (bσ )i,j ∇S(bσ )i,j = (bσ )i+1,j − (bσ )i,j
∇E(bσ )i,j = (bσ )i,j+1 − (bσ )i,j ∇W (bσ )i,j = (bσ )i,j−1 − (bσ )i,j
gnuNi,j = g(|∇N(uσ )ni,j|) gbNi,j = g(|∇N(bσ )i,j|)
gnuSi,j = g(|∇S(uσ )ni,j|) gbSi,j = g(|∇S(bσ )i,j|)
gnuEi,j = g(|∇E(uσ )ni,j|) gbEi,j = g(|∇E(bσ )i,j|)
gnuWi,j = g(|∇W (uσ )ni,j|) gbWi,j = g(|∇W (bσ )i,j|), (14)
where τ is the time interval, which satisfies the permit condition τ ≤ 0.25 [8]. The steps are as follows.
Step 1. Input noise image to be processed, give the time interval τ and the diffusion coefficients λ1 and λ2, set appropriate
diffusion steps N , and let n = 1. Image u0 is the value of zero moment.
Step 2. Select the appropriate wavelet; after the denoising process of u0 by soft wavelet shrinkage, we get the initial
approximate image b (in order to avoid the phenomenon of false edges, the stationarywavelet transformwith a redundancy
is chosen in this step).
Step 3. Calculate un+1, and set n = n+ 1.
Step 4. Judging: if n < N , go back to step 3; otherwise, the iteration stops, and the image uN is the final denoised image.
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Fig. 1. A comparison of the three methods: (a) initial clear image; (b) noise image, the variance is 20; (c) image denoised by the soft wavelet threshold;
(d) image denoised by the directed diffusion equation; (e) image denoised by the newmodel; (f), (g), (h) are, respectively, local magnifications of the above
three models.
4. Examples and analysis
In the experiment, we take ‘Lena’ for an example; the variance of Gaussian white noise is 20, and a comparison of
denoising results through use of our new model soft wavelet threshold and the directed diffusion equation model is given.
We choose τ = 0.0001, λ1 = 2, λ2 = 0.5 and N = 500. The image denoised by the soft wavelet threshold is selected as the
initial approximate image b.
The comparison of denoising results through our new model soft wavelet threshold and the directed diffusion equation
model is given in Fig. 1. (c) is the denoising result of using the soft wavelet threshold. It is noticed that the details have been
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Table 1
Performance parameters of the three models.
σ = 20 Noise image Soft wavelet threshold Directed diffusion equation The new model
PSNR 22.0852 26.5293 27.9683 28.3732
RMSE 20.0578 12.0247 10.1889 9.7248
obscured; the fold of the hat has disappeared. (d) is the denoising result of using the directed diffusion equation: during the
process diffusing to (c), while the noise is removed, much useful information of image is blurring too soon, and details have
been lost. For example, the fold of hat spikes and the mouth cannot be seen clearly. (e) is the result of using our newmodel:
the denoising result is much better than (c) and (d). As the previous twomethods, more of the noise has been removed. It is
noticed that, in (e), much detailed information of the initial image can be seen clearly: for example, the mouth has not been
obscured, and in particular the spikes are retained well. (f), (g) and (h) are, respectively, local magnifications of the above
three figures. Table 1 gives a comparison of the performance parameters of the three models.
5. Conclusions
By introducing the soft wavelet shrinkage denoisemodel, an improved directed diffusion equationmodel is proposed. By
substituting an anisotropic diffusion operator for the isotropic Laplace operator in the directed diffusion equation, adding
two different coefficients in the two diffusion terms, and choosing the image denoised by soft wavelet shrinkage as the
initial approximate image, the new improved model is obtained. Experiments show that the newmodel solves the problem
that edges and details will be rapidly blurred during the diffusion process in the directed diffusion equation; the denoising
result through use of our new improved model is better.
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