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Abstract
The dynamics of a particle coupled to a dense and homogeneous ideal Fermi gas
in two spatial dimensions is studied. We analyze the model for coupling parameter
g = 1 (i.e., not in the weak coupling regime), and prove closeness of the time evolution
to an effective dynamics for large densities of the gas and for long time scales of the
order of some power of the density. The effective dynamics is generated by the free
Hamiltonian with a large but constant energy shift which is given at leading order by
the spatially homogeneous mean field potential of the gas particles. Here, the mean field
approximation turns out to be accurate although the fluctuations of the potential around
its mean value can be arbitrarily large. Our result is in contrast to a dense bosonic gas
in which the free motion of a tracer particle would be disturbed already on a very short
time scale. The proof is based on the use of strong phase cancellations in the deviations
of the microscopic dynamics from the mean field time evolution.
1 Introduction and Main Result
In this article we consider the dynamics of a tracer particle interacting with a dense and
homogeneous two-dimensional fermionic gas. In order to keep the analysis simple we neglect
the interaction between the gas particles and focus only on the interaction between tracer
particle y and gas particles x1, . . . , xN . The general model we wish to study is defined by the
Hamiltonian
H = − 1
2my
∆y −
N∑
i=1
1
2mx
∆xi + g
N∑
i=1
v(xi − y), (1)
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where v ∈ C∞0 (the space of smooth functions with compact support), and g > 0 is a coupling
constant. The time evolution of the (N+1)-body wave function Ψt ∈ Hy ⊗ HN = L2(Td) ⊗
L2(TdN), where d is the dimension, T a one-dimensional torus of length L ∈ R, and L2 denotes
the space of complex square integrable functions (for simplicity, we neglect spin), is given by
the Schro¨dinger equation
i∂tΨt = HΨt. (2)
As initial condition we choose a factorized state Ψ0 = ϕ0 ⊗ Ω0, where ϕ0 ∈ Hy is the initial
wave function of the tracer particle and Ω0 ∈ HN is the free fermionic ground state with
periodic boundary conditions in the d-dimensional box of side length L. For analyzing Ψt we
first take the limit N,L → ∞ with ρ = N/Ld = const. in order to remove finite size effects
and then consider large gas densities ρ. Note that in this situation the average potential
energy of the tracer particle is proportional to gρ. We later choose g = 1, such that our
analysis is beyond any weak-coupling limit.
We expect that the above model exhibits some interesting phenomena which depend in
particular on the time scale that one considers. Here, we consider time scales for which the
tracer particle moves in the mean field of the gas particles. Since the mean field potential is
spatially homogeneous for the ideal Fermi gas, the effective dynamics is equivalent to the free
time evolution. For longer times, we expect that the tracer particle will create electron-hole
pairs and eventually lose its energy. The situation may differ depending also on the spatial
dimension. For reasons which we explain in Section 1.2.2, we focus on the two dimensional
case. Let us also remark that the described model is relevant, e.g., for understanding the
motion of ions in a degenerate and dense electron plasma. In this situation it is known that
the ability of the plasma to stop ions decreases in the high-density limit; cf. Section 1.2.8.
We prove in this article that in the limit ρ→∞, the time evolution of the tracer particle
is close to the free dynamics on a particularly large time scale. Our main result is readily
stated:
Theorem 1.1. Let d = 2, the masses mx = my = 1/2 and the coupling constant g = 1. Let
further ϕ0 ∈ Hy with ||∇4ϕ0|| ≤ C uniformly in ρ. Then, for any small enough ε > 0, there
exists a positive constant Cε such that
lim
N,L→∞
ρ=N/L2=const.
∥∥∥e−iHtΨ0 − e−iHmftΨ0∥∥∥Hy⊗HN ≤ Cε(1 + t) 32ρ− 18+ε (3)
holds for all t > 0, where
Hmf = −∆y −
N∑
i=1
∆xi + ρF [v](0)− Ere(ρ) (4)
is the free Hamiltonian with constant mean field ρF [v](0) = 〈Ω0,
∑N
i=1 v(xi − y)Ω0〉HN minus
a positive ρ-dependent next-to-leading order energy correction Ere(ρ) which is defined in (10).
Let us remark that in Theorem 1.1, we have fixed all scales except for the density ρ and
the time t. The statement is meaningful for all pairs of ρ and t for which the r.h.s. of (3)
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becomes small compared to one. Note that a more detailed expression for the error term can
be inferred from (50) in combination with Lemma 2.1. The proof of Theorem 1.1 is given in
Section 2. Before we discuss the model, the theorem and its application in physics in more
detail, let us stress that Theorem 1.1 is nontrivial and might be surprising at first sight:
• Contrast the situation with a tracer particle in a classical or bosonic gas. Since the
velocity of the tracer particle is of order one and the interaction proportional to the
density ρ, then after times of O(1), the tracer particle has scattered with O(ρ) particles
in the gas. The expected mean free path of the tracer particle is accordingly small,
namely ∝ ρ−δ for some δ > 0.
• In a fermionic gas, the kinetic energy of the tracer particle can dissipate into its environ-
ment by means of particle-hole excitations. One might expect that this kind of friction
mechanism would become stronger the larger ρ. This is the case for a tracer particle in
a Bose gas which was shown in the mean field regime on a rigorous level in [14, 13, 3].
For fermions one finds a different behavior: the larger the density, the less the particle
is disturbed and, vice versa, disturbs the gas less. As a consequence, the free motion
holds on a much larger time scale t = O(ρδ) for some δ > 0; cf. the r.h.s. in (3).
Our result follows from a careful analysis of the fluctuations in the gas and their propaga-
tion, and relies heavily on the Fermi pressure, i.e., the antisymmetry of the wave function of
the fermionic particles. We give a sketch of the proof in Section 1.3 and provide a physically
more intuitive explanation in Section 1.3.1.
1.1 The Model in More Detail
Let us discuss the considered model and its properties in more detail. First, note that we do
not take any internal degrees of freedom such as spin into account. On the level of our main
result, we do not expect a qualitative different behavior by doing so. Note also that our focus
lies on the analysis of the interaction between the tracer particle and the gas, whereas the
mutual interaction of the gas particles is neglected. While this is generally expected to be a
reasonable approximation for many situations, its rigorous justification is a very interesting
question on its own. Physical units are chosen such that the constant ~ and the masses of
tracer particle and gas particles are dimensionless and ~ = 2my = 2mx = 1.
We model the potential between the tracer particle and each of the gas particles by an
infinitely differentiable function with compact support (uniformly in L), i.e., v ∈ C∞0 (T2) ∩
C∞0 (R2). Theorem 1.1 holds as well for less regular potentials with fast enough decay at
infinity. In order to simplify the proof as much as possible, however, the chosen class of
potentials is very convenient. We often abbreviate the total interaction term in H by V =∑N
i=1 v(xi − y). Since V is bounded, H defines a self-adjoint operator on the second Sobolev
space H2(T2(N+1)) ⊂ Hy ⊗HN . For the corresponding time evolution, we write U(t) = e−iHt,
t ≥ 0.
The initial wave function ϕ0 of the tracer particle is restricted to be an element ofH
4(T2) ⊂
Hy with ||ϕ0||H4 < C for all values of ρ. The initial state of the gas is assumed to be given by
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the ground state of the ideal Fermi gas which is described by the antisymmetric product of
N one-particle plane waves,
Ω0(x1, ..., xN) =
1√
N !
∑
τ∈SN
(−1)τ
N∏
i=1
φpτ(i)(xi), (5)
with φp(x) = L
−1eip·x ∈ L2(T2), and (pj)Nj=1 the N pairwise different elements of (2pi/L)Z2
with smallest absolute value. SN denotes the group of permutations of integers {1, ..., N}
and (−1)τ is the sign of the permutation τ . Since the system is defined on a torus of side
length L (with periodic boundary conditions), the set of possible momenta in the gas is given
by the lattice (2pi/L)Z2. We label the momenta such that for j1, j2 ≥ 1 we have j1 < j2 ⇔
|pj1 | ≤ |pj2|. The wave function Ω0 corresponds thus to the lowest possible kinetic energy
given by
∑N
k=1 p
2
k.
It is later very convenient to use fermionic creation and annihilation operators. For wave
functions Ψ ∈ Hy ⊗HN which are antisymmetric in the gas-coordinates, we have
a∗(pl)a(pk)Ψ(y, x1, ..., xN) =
N∑
i=1
φpl(xi)
∫
T
dxi φ
∗
pk
(xi)Ψ(y, x1, ..., xN), (6)
i.e., a particle with momentum pk ∈ (2pi/L)Z2 is replaced by a particle with momentum
pl ∈ (2pi/L)Z2.
An important quantity that characterizes the state Ω0 is the Fermi momentum kF . It
is defined as the radius of the Fermi sphere which corresponds to the lattice points (pj)
N
j=1
lying within a distance |pN | = kF around the origin. The Fermi momentum is related to the
average density ρ via
ρ =
1
L2
N∑
k=1
=
∫
|p|≤kF
d2p
(2pi)2
=
k2F
4pi
⇔ kF =
√
4piρ. (7)
We study the model in the thermodynamic limit N,L→∞ and ρ = const. which we denote
by limTD. This simplifies the analysis because it allows us to ignore additional effects which
are due to the chosen boundary conditions. For very large systems, i.e., in particular for
L/supp(v)  1, such boundary effects are not expected to be physically relevant which
justifies the analysis in the thermodynamic limit. We emphasize that for the result we are
interested in in this work, it is really the parameter ρ 1 which is the physically interesting
one. We expect a very similar result to hold if one repeats all estimates for fixed but large
values of N and L, and then considers the regime in which N  L.
Let us next discuss the effective model. The effective dynamics is described by the Schro¨dinger
equation with mean field Hamiltonian Hmf. Note that Hmf is also self-adjoint on H2(T2(N+1))
and the corresponding mean field time evolution is denoted as Umf(t), t ≥ 0. The average
potential w.r.t. Ω0 that acts at position y ∈ T2,
E(y) = 〈Ω0, V Ω0〉HN (y) = ρF [v](0), (8)
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where F denotes the Fourier transform, is spatially constant. The homogeneity of E(y) = E
is furthermore conserved under the mean field time evolution Umf(t), i.e.,
〈Ωft , V Ωft 〉HN = 〈Ω0, V Ω0〉HN , Ωft = e−iH
f
N tΩ0, (9)
where HfN = −
∑N
i=1 ∆xi denotes the free Hamiltonian of the gas. The Schro¨dinger equation
with Hamiltonian (4) defines therefore a self-consistent approximation. The reason why we
call Hmf a mean field Hamiltonian is that to leading order, it is obtained from H by replacing
the potential V by its average value E. The constant Ere(ρ) is due to immediate recollisions
between the tracer particle and gas particles. It is given by
Ere(ρ) = lim
TD
E˜re(N, ρ), (10)
E˜re(N, ρ) =
1
L4
N∑
k=1
∞∑
l=N+1
|F [v](pk − pl)|2
p2l − p2k
θ
(
|pl| − |pk| − ρ− 12
)
,
where θ(x) denotes the usual Heavyside step function, i.e., θ(x) = 1 for x ≥ 0 and zero
otherwise. Eq. (59) of Lemma 2.2 shows that for any ε > 0 there are positive constants C,Cε
such that
C ≤ Ere(ρ) ≤ Cρ2ε + Cερ−1/. (11)
Since ρF [v](0) − Ere(ρ) is constant as a function of the coordinates y, x1, ..., xN , the time
evolution Umf(t) is physically equivalent to the free dynamics generated by Hfy +H
f
N (where
Hfy = −∆y).
Note that in the rest of this article we omit the subscripts Hy, HN or Hy ⊗ HN on all
scalar products and norms, since it is always clear from the argument on which space the
scalar product or norm is meant.
1.2 Discussion of the Main Result
We give a list of nonrigorous remarks and assertions about the described model and Theorem
1.1.
1.2.1 Spectral Properties
H and Hmf describe translation invariant systems and therefore the total momentum is con-
served by both dynamics, U(t) as well as Umf(t). In the microscopic model, however, the initial
momentum of the tracer particle is not necessarily conserved due to the presence of the inter-
action potential. The joint energy-momentum spectrum of (H, Pˆtot), Pˆtot = −i∇y−
∑N
i=1 i∇xi
being the total momentum operator, is thus expected to consist of degenerate values (Etot, Ptot)
where the degeneracy results from the different possibilities of splitting the total momentum
Ptot between the tracer particle and the gas. For (Etot, Ptot) = (〈Ψ0, HΨ0〉, 〈Ψ0, PˆtotΨ0〉), the
kinetic energy of the tracer particle may assume values between Ekiny = 0 and E
kin
y = P
2
tot.
Note here that the smallest excitation energy of the gas is equal to 4pi2/L2  1. It is not
5
difficult to verify that for every value b ∈ [0, P 2tot], there exists a wave function Ψb ∈ Hy⊗HN ,
such that
〈Ψb,−∆yΨb
〉
= b+O(L−2), 〈Ψb,Ψb′〉 = 0 for |b− b′| > 4pi2/L2, (12)
while the Ψb are dynamically accessible in the sense that〈
Ψb, HΨb
〉
=
〈
Ψ0, HΨ0
〉
,
〈
Ψb, PˆtotΨ
b
〉
=
〈
Ψ0, PˆtotΨ0
〉
. (13)
In Figure 1 (l.h.s.), we depict an example of such a wave function Ψb (in this case a simple
particle-hole excitation) which lowers the kinetic energy of the tracer particle for given values
(〈Ψ0, HΨ0〉, 〈Ψ0, PˆtotΨ0〉). The reduced energy spectrum of the tracer particle is shown in
Figure 1 (r.h.s.): for Ptot 6= 0 and in the limit L→∞, our initial wave function Ψ0 seems to
lie on top of a continuous fiber [0, P 2tot] of dynamically accessible states.
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Although the rigorous analysis of spectral properties in the thermodynamic limit is very
subtle, we expect the above considerations to be true for d ≥ 2, and for all ρ ≥ 1.
1.2.2 Dimension
The spectral properties are very different in one spatial dimension. For d = 1, there are no
dynamically accessible states, i.e., wave functions with total energy and momentum equal to
that of Ψ0, for which the average kinetic energy of the tracer particle is smaller than its initial
value P 2tot. Any significant transfer of momentum from ϕ0 to Ω0 would cause an increase in the
energy of the gas proportional to kF which is due to the quadratic energy dispersion relation.
2
The reduced kinetic energy spectrum of the tracer particle in one dimension and for large kF
is therefore the same as in the free model: Ekiny = 〈Ψ0, PˆtotΨ0〉2, with no other values allowed.
This makes a result similar to Theorem 1.1 less surprising. A rigorous analysis of the one
dimensional model was carried out in [16]. In Appendix A, we write down the theorem for
d = 1 and give a short sketch of how the the argument we employ to prove Theorem 1.1 is
adapted to the one dimensional case.
For d = 3, the spectral properties are similar to the case d = 2. However, for d = 3, it
is unclear if a similar result about the dynamics holds; see also Remark 1.3 and Appendix B.
This is why we chose to study d = 2 in this article.
1To illustrate the above argument, let us give a very simple example of a transition that conserves total
energy and total momentum, but lowers the kinetic energy of the tracer particle. Suppose, the initial momen-
tum of the tracer particle is given by
〈
ϕ0, (−i∇)ϕ0
〉
= P0 6= 0. Let us now consider a particle-hole excitation
that absorbs all the momentum of the tracer particle, i.e., the momentum transfer is δp = P0, such that the
total momentum is conserved. Then the difference in the total energy before and after the collision is
δE = P 20 + p
2
k −
(
pk + P0
)2
= −2pk · P0. (14)
Therefore, energy is conserved in this case if pk · P0 ≈ 0. One can easily convince oneself similarly that there
are particle-hole excitations from all states within two small regions (depicted in grey in Figure 1, l.h.s.) which
change the momentum of the tracer particle by |δp| ∈ [0, P0] and conserve the total energy.
2This can be seen from (14): In one dimension the energy difference is −2pk · P0 ∝ −kF for any pk near
the Fermi surface. For d ≥ 2, this is different as explained above and indicated in Figure 1.
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Ekiny (Etot, Ptot)
Ptot
ϕ0 ⊗ Ω0
P 2tot
P0
kF
P0
pk
pk + δp
Figure 1: L.h.s.: A possible particle-hole excitation in the 2d Fermi sphere which lowers the
kinetic energy of the tracer particle from P 20 to (P0 − δp)2 while leaving total momentum
P0 =
〈
Ψ0, PˆtotΨ0
〉
and total energy E0 =
〈
Ψ0, HΨ0
〉
unchanged. For given P0 and large kF ,
only particles from the grey region can be excited. It follows from energy and momentum
conservation that the area of this region is of order 1/kF , see Section 1.2.4. R.h.s.: Reduced
kinetic energy spectrum of the tracer particle Ekiny (Etot, Ptot) for given value Etot and as
function of Ptot. The part below P
2
tot corresponds to dynamically accessible states for which
Ekiny (Etot, Ptot) ranges between zero and P
2
tot.
1.2.3 Asymptotic Energy Loss
From the spectral picture that was explained in Section 1.2.1, we expect that eventually,
the kinetic energy of the tracer particle dissipates into the gas by means of particle-hole
excitations. Recall Figure 1 (r.h.s): for L → ∞, the initial wave function Ψ0 lies above the
continuous fiber over P0 =
〈
Ψ0, PˆtotΨ0
〉
. If the initial momentum is nonzero, the tracer particle
occupies an excited state which is coupled to a dispersive medium with a large number of
degrees of freedom. In such a situation, one may expect that the excited subsystem approaches
asymptotically its lowest energy state. For the Fermi gas, this friction mechanism is suppressed
for large values of ρ. Theorem 1.1 states that Ψ0, or equivalently, the initial momentum
distribution of the tracer particle, is stable on a large time scale, namely of the order of some
power of ρ. On some larger time scale the tracer particle is expected to slow down until it
reaches its ground state Ekiny = 0.
The rigorous understanding of existence and properties such as lifetime and decay rate of
long-lived resonances is, however, very difficult. It needs more refined techniques and perhaps
a more general formulation of the model (e.g., defining it directly on R2) in order to describe
the physically correct behavior for t → ∞. In [17], e.g., a similar question was studied
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on the level of the (fermionic) Hartree equation for which it was shown that a small defect
added initially to the translation-invariant homogeneous state disappears for large times due
to dispersive effects of the gas.
1.2.4 Momentum Space
Let us take a closer look at the number of states in momentum space that can in principle
interact with the tracer particle. In the limit of large ρ only few particles in Ω0 can be
lifted above kF . The number of transitions is restricted because of the Pauli principle and
conservation of energy and momentum. In Figure 1 (l.h.s.) we also indicate the momentum
space region of particles that can exchange energy with the tracer particle for given P0 =
〈Ψ0, PtotΨ0〉. The probability of finding a gas particle in this phase space area at a given
instant of time within the range of the interaction of the tracer particle is small, namely
∝ 1/kF (note that the grey area in Figure 1 (l.h.s.) is chosen to have a width ∝ |P0| = O(1)
which implies that its height shrinks like 1/kF ). During a unit time interval the number of
such particles is nevertheless again at least of order one, i.e., in particular independent of
the value of ρ. This is true because the corresponding Boltzmann cylinder (the distance from
where the gas particles can reach the tracer particle during a unit time interval) has length
∝ kF . Therefore, already for times of order one, the tracer particle could interact with order
one gas particles. However, in Theorem 1.1 we show that this does not happen and the tracer
particle moves freely even for longer time scales than order one.
1.2.5 Norm Distance
Since we consider a regime of strong coupling, even a single collision can be enough to disturb
the free motion of the system. It is thus necessary to prove that all particles behave according
to the mean field equation. This is the reason why the difference in norm between U(t)Ψ0 and
Umf(t)Ψ0 is the right quantity to consider. Note that the situation is different compared to the
weak coupling regime where the aim is usually to prove that the relative number of particles
which evolve according to the mean field potential is close to one; see, e.g., [2, 8, 12, 4, 21, 1, 20]
for the fermionic case.
1.2.6 Fluctuations and Mean Field Regime
The substitution of the potential V in U(t)Ψ0 by its average value E would be easy to justify
if fluctuations around E were negligibly small, i.e., if V ≈ E would hold with probability close
to one (w.r.t. the probability density defined by |Ωft |2). We show in Lemma 2.2, Eq.(56), that
this is not the case: while limTD ||(V − E)Ωft ||2 is suppressed in the sense that it grows only
with
√
ρ instead of ρ (as naively expected from the square root of N law), it still diverges
in the limit ρ → ∞. The reason for the large fluctuations is the strong coupling g = 1. If
we had assumed a weak coupling, say g = ρ−1, the fluctuations would vanish when ρ tends
to ∞ and an estimate like in Theorem 1.1 would follow almost trivially. We emphasize this
because it exemplifies an interesting fact: the mean field regime for fermions does not neces-
sarily coincide with a weak coupling limit g → 0 (ρ → ∞). For bosons, on the other hand,
8
the mean field regime coincides with the weak coupling limit. In other words, Theorem 1.1
provides an explicit example of a setting where the mean field regime for fermions is much
larger compared to bosons or classical particles. In Section 1.3.1 we give a short explanation
of why the mean field description is valid even though the fluctuations can be very large.
Let us also remark that more generally one finds for d = 1, 2, 3 spatial dimensions,
lim
TD
∣∣∣∣∣∣(V − E)Ωft ∣∣∣∣∣∣2 = Cdρ d−1d , (15)
with d-dependent constants Cd. A similar result about the suppression of fluctuations in a
Fermi gas has been mentioned in [6, Eqs. (48)-(50)]. Compared to (15), there appears an
additional factor ln ρ on the r.h.s. which is due to the fact that v was chosen less regular than
in our case.
1.2.7 Subleading Energy Correction Ere(ρ)
In Lemma 2.2 we show for d = 2 that C ≤ Ere(ρ) ≤ Cρ2ε+Cερ−1/ε for any ε > 0 and positive
constants C,Cε. This means in particular that the claimed estimate in Theorem 1.1 would
not be correct without including Ere(ρ) in the definition of H
mf. Nevertheless, Ere(ρ) is only
a subleading correction to the mean field energy ρF [v]. It arises from so-called immediate
recollisions, i.e., collisions of the type where the tracer particle excites a particle-hole pair in
the gas and then immediately recollides with the excited particle which recombines with the
hole. Such processes appear in the expansion of Ψt into the different collision histories that
have to be controlled, see the end of Section 2.2.3 From the definition of Ere(ρ) in (10) one
can see that only gas particles near the Fermi surface contribute to Ere(ρ).
1.2.8 Application to Physics
The presented model is very close to the physically interesting situation of ions moving through
a degenerate and dense electron plasma. An understanding of what is often referred to as
slowing down of ions in a degenerate plasma has been of interest in the physics literature at
least since a work by Fermi and Teller in 1947 [11] (see also [18]). They have pointed out that
the efficiency of the gas for slowing down ions with velocities far below the Fermi edge is very
low. The same question has later been analyzed explicitly for the high-density case for which
the energy loss of the ions was found to be caused mainly by (rare) collisions with other ions
instead of interactions with the electrons from the plasma; see, e.g., [15, 23, 7, 24, 25]. These
results raised considerable interest in the field of nuclear physics in which it was known that
the existence of long-lived ions in the plasma is essential for the occurrence of fusion reactions;
e.g., [5, 19].
3Let us remark that if we iterate the Duhamel expansion (16) infinitely often, one can identify in each
order terms that contain only immediate recollisions. Then one can indeed show that the phase factor eiEre(ρ)t
cancels exactly the leading order contribution of those immediate recollision terms summed up in all orders.
However, we refrain from showing this here since for the proof of Theorem 1.1 it is sufficient to stop the
Duhamel expansion at third order.
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Let us stress that to our knowledge, the analysis has remained so far on a purely formal
level. The rigorous bound we present here, starting from the microscopic dynamics and taking
into account the full strong interaction, seems to be novel.
1.3 Sketch of the Proof
For deriving Theorem 1.1 we use Duhamel’s expansion in order to decompose Ψt into different
wave functions that correspond to different collision histories of the tracer particle. The main
difficulty is to control the interaction with particles occupying momenta close to the Fermi
edge. Our main ingredient here is the large shift in the energy and the thereby caused phase
cancellation during the scattering with such particles. It turns out to be necessary but also
sufficient to use a third order expansion in the difference H −Hmf. Let us stress again that
g = 1. This prevents us from using a straightforward order by order expansion of the time
evolution. Thus, after expanding to third order, we have to estimate an error term involving
the whole time evolution U(t). In order to convey the main ideas and techniques behind the
proof, let us start by expanding
U(t)Ψ0 − Umf(t)Ψ0 = −i
∫ t
0
dτ1U
mf(t− τ1)(H −Hmf)Umf(τ1)Ψ0 (16)
− i
∫ t
0
dτ1
(
U(t− τ1)− Umf(t− τ1)
)
(H −Hmf)Umf(τ1)Ψ0,
which follows from expanding U around Umf in terms of Duhamel’s formula and then splitting
U = Umf + (U − Umf). The first term on the r.h.s. contains deviations from the effective
dynamics due to single particle-hole excitations. In order to present the main argument, let
us ignore the next-to-leading order energy correction Ere(ρ) in the following. Using some
elementary algebra (only momenta inside the Fermi sphere can be annihilated and momenta
outside the Fermi sphere created), one readily rewrites
(V − E)Ψ0 = 1
L2
N∑
k=1
∞∑
l=N+1
F [v](pl − pk)
(
ei(pl−pk)yϕ0
)
⊗ a∗(pl)a(pk)Ω0. (17)
Abbreviating kkl(τ1) = e
iHfy τ1ei(pl−pk)ye−iH
f
y τ1 (which evolves the tracer particle freely to time
τ1 at which its momentum is changed by pl − pk and then evolves it back to the initial time),
it is also straightforward to arrive at∣∣∣∣∣∣ ∫ t
0
dτ1U
mf(−τ1)(V − E)Umf(τ1)Ψ0
∣∣∣∣∣∣2
=
1
L4
N∑
k=1
∞∑
l=N+1
∣∣∣F [v](pk − pl)∣∣∣2︸ ︷︷ ︸
=||(V−E)Ωft ||2
∣∣∣∣∣∣ ∫ t
0
dτ1e
i(p2l−p2k)τ1kkl(τ1)ϕ0
∣∣∣∣∣∣2. (18)
Due to the regularity of the potential v it is unlikely that a single collision causes a large
momentum transfer between ϕ0 and Ω0. This is reflected in the fact that the Fourier transform
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of a smooth and compactly supported function decays faster than any polynomial: for all
p ∈ N there exists a constant Dp such that∣∣∣F [v](pk − pl)∣∣∣ ≤ Dp
(1 + |pk − pl|)p , (19)
which follows directly from the Paley-Wiener Theorem; e.g., [22, Theorem XI.11]. At this
point it is convenient to introduce the following notation. For ε > 0 we define vl,ε and vs,ε
such that
F [vl,ε](pk − pl) = θ
(|pk − pl| − ρε)F [v](pk − pl) (20)
F [vs,ε](pk − pl) = θ
(
ρε − |pk − pl|
)F [v](pk − pl). (21)
The transition amplitude |F [vl,ε](pk − pl)|2 is negligible for ρ 1 which can be inferred from
(19). What remains to be bounded is the transitions in (18) with momentum transfer of order
one, i.e.,
1
L4
N∑
k=1
∞∑
l=N+1
∣∣∣F [vs,ε](pk − pl)∣∣∣2∣∣∣∣∣∣ ∫ t
0
dτ1e
i(p2l−p2k)τ1kkl(τ1)ϕ0
∣∣∣∣∣∣2. (22)
The reason that this term vanishes as well is the oscillation of the integrand ei(p
2
l−p2k)τ1kkl(τ1)ϕ0.
Outside a set of critical points of the phase for which |pl|−|pk| ≤ κ(ρ), for some appropriately
small κ(ρ) 1, the energy shift grows rapidly: p2l−p2k =
(|pl|+|pk|)(|pl|−|pk|) & √ρκ(ρ) 1.
By partial integration, one thus finds that
(22) . t
2
L4
[ N∑
k=1
∞∑
l=N+1
{ stationary points }
+
1
ρκ(ρ)2
N∑
k=1
∞∑
l=N+1
] ∣∣∣F [vs,ε](pk − pl)∣∣∣2, (23)
which will be shown to vanish in the limit ρ → ∞, see Remarks 1.2 and 1.3 below. This
result is the key ingredient to understand the proof of Theorem 1.1. Since the interaction is
modeled by a two-body potential, it is reasonable to expect that an appropriate estimate for
the higher order terms in (16) follows from a bound of the r.h.s. of (23). Technically, however,
it is more tedious to obtain good control of the higher-order contributions. The difficulty is
the appearance of the full time evolution U . Using the Duhamel expansion for U − Umf, one
finds an estimate similar to∣∣∣∣∣∣ ∫ t
0
dτ1
∫ τ1
0
dτ2U(τ2)(V − E)Umf(τ2 − τ1)(V − E)Umf(τ1)Ψ0
∣∣∣∣∣∣2 . t2 · (22) · ∣∣∣∣∣∣(V − E)Ωft ∣∣∣∣∣∣2,
for which the r.h.s., however, is still divergent for ρ→∞ (recall that limTD ||(V −E)Ωft || → ∞
when ρ tends to ∞). Expanding U another time, the main contribution that has to be
controlled is given by∣∣∣∣∣∣ ∫ t
0
dτ1
∫ τ1
0
dτ2
∫ τ2
0
dτ3U(τ3)(V − E)Umf(τ3 − τ2)(V − E)Umf(τ2 − τ1)(V − E)Umf(τ1)Ψ0
∣∣∣∣∣∣.
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Now one can use the oscillation of the integrand also in the second time-variable. It will be
shown in detail that this can be bounded in terms of
t2 · (22)2 ·
∣∣∣∣∣∣(V − E)Ωft ∣∣∣∣∣∣2 → 0 (ρ→∞). (24)
This explains why we expand the dynamics up to third order for proving Theorem 1.1. Let
us conclude with some remarks.
Remark 1.2. In Lemma 2.2 we show that limTD ||(V −E)Ω0||2 ∝ √ρ. The term containing the
nonstationary terms in (23) will therefore be proportional to ρ−
1
2κ(ρ)−2. The term containing
the stationary points in (23) turns out, in d = 2, to be proportional to
√
ρκ(ρ)2. Thus, one
actually needs a finer separation around the stationary points in order to obtain the desired
bound in ρ. The details of this separation are explained in Section 2.3.1.
Remark 1.3. The second summand on the r.h.s. of (23) behaves at best like ||(V −E)Ω0||2/k2F .
Recalling (15) as well as kF ∝ ρ 1d in d dimensions, it is clear that a similar statement as
Theorem 1.1 also holds for d = 1. For d = 3, on the contrary, the last term is not small, even
if one optimizes the separation of the nonstationary points. We provide more details about
d = 1 and d = 3 in Appendices A and B.
Remark 1.4. Many of the techniques we use in the proof of our main result also appear in
the proof of quantum diffusion of a particle in an external random potential [9, 10], which is
in several respects much more involved. The main difficulty of our problem is that we do not
have a small coupling constant, but we need to show that the interaction is effectively small.
1.3.1 Physical Picture Behind the Proof
On the one hand, it is obvious that for ρ  1 the tracer particle can interact only with
particles that occupy a momentum close to the Fermi edge. This is due to the exclusion
principle and because all momenta smaller than kF are occupied in Ω0. Particles with small
momentum can simply not be lifted above kF . In other words, for ρ 1, the Fermi pressure
becomes so strong that the particles far inside the Fermi sphere behave very rigidly and are
thus hardly disturbed by the presence of the tracer particle (and vice versa). On the other
hand, the reason why collisions with particles with momentum close to kF do not disturb the
free motion is that such particles have very large momenta when ρ  1 (i.e., for mx = 1/2,
large velocities) and thus interact only on a very short time scale with the tracer particle.
Hence, the momentum transfer is effectively small. Let us note that in the limit of very short
wave lengths, the particle behavior is dominant, which makes this explanation plausible. In
the proof, the high momenta of the gas particles (or, the short time scale of interaction)
appear as the factor ρ−1 ∝ k−2F in (23).
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2 Proof of the Main Result
2.1 Notations and Definitions
Let for any t ≥ 0
kkl(t) : Hy → Hy, ϕ→ kkl(t)ϕ = eiH
f
y te−i(pk−pl)ye−iH
f
y tϕ (25)
gkl(t) : Hy 7→ Hy, ϕ 7→ gkl(t)ϕ = e−i(p2k−p2l )tkkl(t)ϕ, (26)
and
D(t) : Hy ⊗HN → Hy ⊗HN , Ψ 7→ D(t)Ψ := U(−t)Umf(t)Ψ. (27)
We denote the Fourier transform of the potential v by F [v], where F [v] is defined such that
v(x) =
1
L2
∞∑
k=1
F [v](pk)eipkx. (28)
We use the following abbreviations:
• vˆkl = F [v](pk − pl),
• vˆ`,εkl = θ
(− ρε + |pk − pl|)vˆkl, vˆs,εkl = θ(ρε − |pk − pl|)vˆkl; cf. (20),(21),
• Ek = p2k,
• || · ||TD = limTD || · ||;4 recall that limTD || · || = limN,L→∞,ρ=const. || · ||,
• a∗(pl)a(pk)Ω0 = Ω
[l∗k]
0 and all kind of variations thereof.
Next, we introduce
Ψ1(τ2, τ1) =
1
L4
N∑
k1=1
∞∑
l1=N+1
|vˆk1l1|2
(
gl1k1(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω0, (29)
Ψ2(τ2, τ1) =
1
L4
N∑
k1,k2=1
∞∑
l1=N+1
vˆk2k1 vˆk1l1
(
gk2k1(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[k2l∗1 ]0 , (30)
Ψ3(τ2, τ1) =
1
L4
N∑
k1=1
∞∑
l1,l2=N+1
vˆl1l2 vˆk1l1
(
gl1l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k1]0 , (31)
Ψ4(τ2, τ1) =
1
L4
N∑
k1,k2=1
∞∑
l1,l2=N+1
vˆk2l2 vˆk1l1
(
gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k2l∗1k1]0 (32)
4Note that despite the chosen notation, || · ||TD does not define a proper norm since ||f ||TD may be zero for
nonzero f .
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which arise from the equality
Umf(−τ2)(V − E)Umf(τ2 − τ1)(V − E)Umf(τ1)Ψ0 = Ψ1 + Ψ2 + Ψ3 + Ψ4. (33)
We further define
ΨA(t) =Ere(ρ)
∫ t
0
dµ2(τ)D(τ2)U
mf(−τ1)(V − E)Umf(τ1)Ψ0, (34)
ΨB(t) =Ere(ρ)
∫ t
0
dτ1D(τ1)Ψ0 + i
∫ t
0
dµ2(τ)D(τ2)Ψ1(τ2, τ1), (35)
ΨC(t) =
∫ t
0
dµ2(τ)D(τ2)Ψ2(τ2, τ1), (36)
ΨD(t) =
∫ t
0
dµ2(τ)D(τ2)Ψ3(τ2, τ1), (37)
ΨE(t) =Ere(ρ)
∫ t
0
dµ3(τ)D(τ3)Ψ4(τ2, τ1), (38)
ΨF(t) =
∫ t
0
dµ3(τ)U(−τ3)(V − E)Umf(τ3)Ψ4(τ2, τ1), (39)
where we have introduced the shorthand notation∫ t
0
dµn(τ) =
∫ t
0
dτ1
∫ τ1
0
dτ2 ...
∫ τn−1
0
dτn. (40)
2.2 Main Lemma and Proof of Theorem 1.1
The main lemma we have to prove is
Lemma 2.1. Let 0 < ε < 1/8. Under the same assumptions as in Theorem 1.1, there exist
positive constants C, Cε such that
||ΨA(t)||TD ≤ C(1 + t)2
(
ρ−
1
4
+5ε + Cερ
− 3
2ε
)
, (41)
||ΨB(t)||TD ≤ C(1 + t)2
(
ρ−
1
4
+2ε + Cερ
− 1
ε
)
, (42)
||ΨC(t)||TD ≤ C(1 + t)2
(
ρ−
1
4
+2ε + Cερ
ε− 1
2ε
)
, (43)
||ΨD(t)||TD ≤ C(1 + t)2
(
ρ−
1
4
+2ε + Cερ
ε− 1
2ε
)
, (44)
||ΨE(t)||TD ≤ C(1 + t)3
(
ρ−
1
2
+8ε + Cερ
1
4
+6ε− 1
2ε
)
, (45)
||ΨF(t)||TD ≤ C(1 + t)3
(
ρ−
1
4
+6ε + Cερ
1
2
− 1
2ε
)
, (46)
hold for all t > 0.
Theorem 1.1 follows from the above bounds.
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Proof of Theorem 1.1. Let ε > 0. We begin with Duhamel’s formula,
U(t)− Umf(t) = −i
∫ t
0
dτ1U
mf(t− τ1)
(
V − E + Ere(ρ)
)
U(τ1), (47)
then use that 〈Umf(τ1)Ψ0, (V − E)Umf(τ1)Ψ0〉 = 〈Ψ0, (V − E)Ψ0〉 = 0, apply Duhamel’s
formula again, and eventually use the identity in (33):
1
2
∣∣∣∣∣∣U(t)Ψ0 − Umf(t)Ψ0∣∣∣∣∣∣2 = −Re 〈(U(t)− Umf(t))Ψ0, Umf(t)Ψ0〉 (48)
=− Re 〈Ψ0, iEre(ρ)∫ t
0
dτ1U(−τ1)Umf(τ1)Ψ0
〉
+ Re
〈
i
∫ t
0
dτ1
(
U(τ1)− Umf(τ1)
)
Ψ0,
(
V − E)Umf(τ1)Ψ0〉
=− Re 〈Ψ0, iEre(ρ)∫ t
0
dτ1U(−τ1)Umf(τ1)Ψ0
〉
+ Re
〈
Ψ0, Ere(ρ)
∫ t
0
dµ2(τ2)U(−τ2)Umf(τ2 − τ1)
(
V − E)Umf(τ1)Ψ0〉
+ Re
〈 ∫ t
0
dµ2(τ)U
mf(−τ2)U(τ2)Ψ0, Umf(−τ2)(V − E)Umf(τ2 − τ1)(V − E)Umf(τ1)Ψ0︸ ︷︷ ︸
=Ψ1+Ψ2+Ψ3+Ψ4
〉
.
We proceed with the term that contains Ψ4. Using
〈
Ψ0,Ψ4(τ2, τ1)
〉
= 0 (note that Ψ4 always
contains a particle outside the Fermi sphere), and applying one more time Duhamel’s formula,
we find
Re
〈 ∫ t
0
dµ2(τ)U
mf(−τ2)
(
U(τ2)− Umf(τ2)
)
Ψ0,Ψ4(τ2, τ1)
〉
(49)
= Re
〈
Ψ0, i
∫ t
0
dµ3(τ)U(−τ3)
(
V − E + Ere(ρ)
)
Umf(τ3)Ψ4(τ2, τ1)
〉
= Re
〈
Ψ0, i
(
ΨE(t) + ΨF(t)
)〉
.
By means of the triangle inequality and Cauchy Schwarz, it follows that∣∣∣∣∣∣U(t)Ψ0 − Umf(t)Ψ0∣∣∣∣∣∣ ≤2(√||ΨA(t)||+√||ΨB(t)||+√||ΨC(t)||
+
√
||ΨD(t)||+
√
||ΨE(t)||+
√
||ΨF(t)||
)
. (50)
Choosing ε in (41)-(46) small enough then proves the Theorem.
The different wave functions ΨX(t), X ∈ {A,B,C,D,E,F} can be identified with the following
collision histories of the tracer particle:
A: single collisions which cause particle-hole excitations in the Fermi gas.
B: two collisions with the same particle, removing the particle-hole excitation which was
caused in the first collision; the constant Ere(ρ) cancels the contribution in which the
second collision follows immediately after the first one.
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C: two collisions with the same particle; the second collision scatters the lifted particle into
another momentum above the Fermi edge.
D: two collisions; the second collision scatters a particle from below the Fermi edge into
the hole that was created in the first collision.
E: two collisions with two different particles; causing two particle-hole excitations.
F: three collisions; three particle-hole excitations but also all possible recollisions with the
already scattered particles; the different possibilities are listed in Section 2.3.7.
The rest of this section is devoted to the proof of Lemma 2.1.
2.3 Proof of Lemma 2.1
2.3.1 Preliminaries
For ε > 0, we define the two-dimensional index set
Sε(N, ρ) :=
{
(k, l) : 1 ≤ k ≤ N, N + 1 ≤ l, |pk − pl| < ρε
}
⊂ N2, (51)
and for M ∈ N the family of sets
Sε,Mn (N, ρ) :=
{
(k, l) ∈ Sε(N, ρ) : ρ−bn ≤ |pl| − |pk| < ρ−bn+1
}
, 0 ≤ n ≤M, (52)
where
b0 =∞, bn = 1
2
− n− 1
M
(1
2
+ ε
)
, 1 ≤ n ≤M.
For notational convenience, we omit from now on the N -, ρ-, ε- and also the M -dependence
in the notation: S = Sε(N, ρ) and Sn = S
ε,M
n (N, ρ). The index set S corresponds to the
transitions that have to be controlled in (23), i.e., collisions with momentum transfer smaller
than ρε. The set of pairs of momenta {(pk, pl) ∈ (2pi/L)2Z4 : (k, l) ∈ Sn} are pairwise disjoint,
and
M⋃
n=0
{
(pk, pl) ∈ (2pi/L)2Z4 : (k, l) ∈ Sn
}
=
{
(pk, pl) ∈ (2pi/L)2Z4 : (k, l) ∈ S
}
. (53)
The distance of modulus between the occupied momentum pk and the new momentum state
pl increases in Sn for increasing n. With 2c = 1/(
1
2
+ ε),
|pl| − |pk| ≥ ρ−bn = ρ− 12+ n−12cM for (k, l) ∈ Sn, 1 ≤ n ≤M. (54)
Hence, also the energy shift increases,
El − Ek =
(
|pl|+ |pk|
)(
|pl| − |pk|
)
≥ kFρ−bn = Cρ n−12cM for (k, l) ∈ Sn, (55)
1 ≤ n ≤M . ρ−bn corresponds to the factor κ(ρ) in (23).
In the following lemma we state the key estimates that are used in order to prove Lemma
2.1. Recall that θ(x) = 1 for x ≥ 0 and zero otherwise.
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Lemma 2.2. Assume 0 < ε < 1
2
and M, q ∈ N. Let v(x) ∈ C∞0 (T2) ∩ C∞0 (R2) and vl,ε, vs,ε
defined as in (20),(21). Then there exist positive constants C, Cq, Cε,q such that
lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
∣∣∣F [v](pk − pl)∣∣∣q = Cqρ 12 , (56)
lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
∣∣∣F [vl,ε](pk − pl)∣∣∣q ≤ Cε,qρ−1/ε, (57)
lim
TD
1
L4
∑
(k,l)∈Sn
≤ Cρ 12+ε−bn+1
(
ρ−bn+1 − ρ−bn
)
for 0 ≤ n ≤M, (58)
C ≤ Ere(ρ) = lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
∣∣F [v](pk − pl)∣∣2
El − Ek θ
(
|pl| − |pk| − ρ− 12
)
≤ Cρ2ε + Cερ−1/ε, (59)
lim
TD
1
L2
∞∑
k=1
∣∣∣F [v](pk − p)∣∣∣ ≤ Cρ2ε + Cερ−1/ε for p ∈ (2pi/L)Z2. (60)
The proof of the lemma is postponed to Section 2.4. For notational ease, let us abbreviate
the number of possible transitions that correspond to the set Sn by
Vn(N, ρ) := 1
L4
∑
(k,l)∈Sn
=
1
L4
∞∑
k=1
∞∑
l=1
χSn
(
(k, l)
)
, (61)
χA : N2 → {0, 1} denoting the characteristic function, i.e., χA((k, l)) = 1 whenever (k, l) ∈
A ⊂ N2, otherwise zero. We readily obtain the following
Corollary 2.3. Given the same assumptions as in Lemma 2.2, and setting 2c = 1/(1
2
+ ε),
there exists a constant C > 0 such that
lim
TD
V0(N, ρ) ≤ Cρ− 12+ε, (62)
lim
TD
(
ρ−(
n−1
cM )Vn(N, ρ)
)
≤ Cρ− 12+ε
(
ρ
1
cM − ρ 12cM
)
for 1 ≤ n ≤M, (63)
Remark 2.4. The decomposition of S into the sets Sn is optimal in the sense that the r.h.s.
of all estimates behaves asymptotically almost the same, namely ∝ ρ− 12 for small ε and large
M .
The corollary follows from Lemma 2.2 together with the definition of the bn. Next, we sum-
marize some straightforward bounds which makes the presentation of the proof of Lemma 2.1
more convenient.
Lemma 2.5. Let ε > 0 and M ∈ N. Given the same assumptions as in Theorem 1.1, the
following bounds hold for all τ1, τ2 ≥ 0 (χA denotes the characteristic function),
χSn
(
(k, l)
) ||∂τ1kkl(τ1)ϕ0|| ≤ Cρ2ε, (64)
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χSn
(
(k, l)
) (||∂τ2kkl(τ2)gkl(τ1)ϕ0||+ ||∂τ2klk(τ2)gkl(τ1)ϕ0||) ≤ Cρ2ε, (65)
χS
(
(k, l)
)
χS
(
(m,n)
) ||∂τ2klk(τ2)∂τ1kmn(τ1)ϕ0|| ≤ Cρ4ε, (66)
χS
(
(k, l)
)
χS
(
(m,n)
) ||∂τ1kkl(τ1)kmn(τ1)ϕ0|| ≤ Cρ4ε. (67)
The proof is obtained by means of Stone’s theorem and the assumption ||∇4ϕ0|| ≤ C (for more
details, see Section 2.4).
From now on, we always assume that 0 < ε < 1/8 and denote 2c = (1
2
+ε)−1. Furthermore,
we will equally use the letter τ for indicating the dependence on the variables τ = (τ1, τ2) or
τ = (τ1, τ2, τ3). For notational ease, let us also introduce for two real numbers A and B:
A . B ⇔ ∃ C > 0 s.t. A ≤ CB,
where the constant C may depend on the supremum of vˆ but is independent of any of the
relevant parameters (N , L, ρ, t, ε and M).
2.3.2 Derivation of the Bound for ||ΨA(t)||TD
In order to bound ||ΨA(t)||TD, we first split the interaction potential into the contributions
coming from small momentum transfer vˆs,ε and those from large momentum transfer vˆ`,ε.
The vˆ`,ε will then be estimated using (57). For the vˆs,ε, we seperate the stationary points of
the phase which can be estimated using (62). For the nonstationary points, we do one partial
integration in the time in order to be able to use (55) and (63).
Let M ≥ 1, and for 0 ≤ n ≤M ,
Ψs,nA (t) =
1
L2
∑
(k1,l1)∈Sn
vˆs,εk1l1
∫ t
0
dµ2(τ)D(τ2)
(
gk1l1(τ1)ϕ0
)
⊗ Ω[l∗1k1]0 , (68)
Ψ`A(τ1) =
1
L2
N∑
k1=1
∞∑
l1=N+1
vˆ`,εk1l1
(
gk1l1(τ1)ϕ0
)
⊗ Ω[l∗1k1]0 . (69)
Using the identity in (17) and vk1l1 = v
s,ε
k1l1
+ v`,εk1l1 , this leads to the following decomposition
of ΨA(t),
ΨA(t) = Ere(ρ)
M∑
n=0
Ψs,nA (t) + Ere(ρ)
∫ t
0
dµ2(τ)D(τ2)Ψ
`
A(τ1). (70)
We emphasize that Ψs,nA (t) depends on the choice of M through the M -dependence of the
sets Sn, whereas ΨA(t) and Ψ
`
A(t) are both M -independent. Next, we estimate each term on
the r.h.s. of (70). In the last one, we find, using 〈Ω[l∗1k1]0 ,Ω[n
∗
1m1]
0 〉 = δl1n1δk1m1 for k1,m1 ≤ N ,
N + 1 ≤ l1, n1, as well as ||gk1l1(τ1)ϕ0|| = 1,
||Ψ`A(τ1)||2 =
1
L4
N∑
k1=1
∞∑
l1=N+1
|vˆ`,εk1l1 |2 ≤ Cερ−1/(2ε), (71)
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where the bound has been derived in (57). Recalling also (59) which states that Ere(ρ) .
ρ2ε + Cρ
−1/, and using unitarity of D(s), one obtains for the last term in (70)∣∣∣∣∣∣Ere(ρ)∫ t
0
dµ2(τ)D(τ2)Ψ
`
A(τ1)
∣∣∣∣∣∣
TD
. t2
(
ρ2ε + Cρ
−1/
)
ρ−1/(2ε). (72)
In Ψs,0A (t), we need to estimate the norm∣∣∣∣∣∣ 1
L2
∑
(k1,l1)∈S0
vˆs,εk1l1
(
gk1l1(τ1)ϕ0
)
⊗ Ω[l∗1k1]0
∣∣∣∣∣∣2 . 1
L4
∑
(k1,l1)∈S0
= V0(N, ρ). (73)
The remaining expression, i.e., the number of transitions corresponding to the set S0, has
been estimated in (62). Thus,
||Ψs,0A (t)||TD . t2ρ−
1
4
+ 1
2
ε.
Lemma 2.6. Let Ψs,nA (t) as in (68). Then, under the same assumptions as in Theorem 1.1,
there exists a constant C > 0 such that
||Ψs,nA (t)||TD . (1 + t)2ρ−
1
4
+ 5
2
ε
√
ρ
1
cM − ρ 12cM , 1 ≤ n ≤M, (74)
holds for all t > 0.
One can now use that for M = bln ρc (the largest integer smaller than the number ln ρ),
M∑
n=1
||Ψs,nA (t)||TD . (1 + t)2ρ−
1
4
+ 5
2
εMρ
1
2cM . (1 + t)2ρ− 14+3ε (75)
because Mρ
1
2cM ≤ ln ρ · e 12c . ρ 12 ε for any ε > 0. This proves the bound for ||ΨA(t)||TD in (41).
That taking first the thermodynamic limit and then M = bln ρc is unproblematic (even when
ρ tends to ∞) is summarized in the following
Remark 2.7. ΨA(t) as well as Ψ
`
A(τ) in (70) are both M -independent. There is thus no need
to interchange the order of the two limits. One first takes the thermodynamic limit on both
sides and then passes to the limit of large M . Since only the r.h.s. of (70) depends on the
choice of M , this provides the desired estimate.
Proof of Lemma 2.6. We first decompose each of the Ψs,nA (t) via partial integration in τ1. For
that, we recall gk1l1(τ1) = e
i(El1−Ek1 )τ1kk1l1(τ1) and rewrite (for n ≥ 1)
Ψs,nA (t) =
1
L2
∑
(k1,l1)∈Sn
vˆs,εk1l1
∫ t
0
dτ1
(∂τ1ei(El1−Ek1 )τ1
i(El1 − Ek1)
)∫ τ1
0
dτ2D(τ2)
(
kk1l1(τ1)ϕ0
)
⊗ Ω[l∗1 ,k1]0 .
Partial integration in τ1 leads to
Ψs,nA (t) =
∫ t
0
dτD(τ1)Ψ
s,n
A,1(t, τ1) +
∫ t
0
dµ2(τ)D(τ2)Ψ
s,n
A,2(τ1), (76)
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where
Ψs,nA,1(t, τ1) =
1
L2
∑
(k1,l1)∈Sn
vˆs,εk1l1
(gk1l1(t)− gk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[l∗1 ,k1]0 , (77)
Ψs,nA,2(τ1) =
1
L2
∑
(k1,l1)∈Sn
vˆs,εk1l1
(ei(El1−Ek1 )τ1∂τ1kk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[l∗1 ,k1]0 . (78)
Next, we estimate the the norms of Ψs,nA,1(τ) and Ψ
s,n
A,2(τ):
||Ψs,nA,1(t, τ1)||2 .
1
L4
∑
(k1,l1)∈Sn
1
(El1 − Ek1)2
.
(
ρ−(
n−1
cM )Vn(N, ρ)
)
, (79)
where we have used (55),
||Ψs,nA,2(τ1)||2 .
1
L4
∑
(k1,l1)∈Sn
||∂τ1kk1l1(τ1)ϕ0||2
(El1 − Ek1)2
. ρ4ε
(
ρ−(
n−1
cM )Vn(N, ρ)
)
, (80)
where we have made in addition use of (64). The remaining expressions have been estimated
in (63).
2.3.3 Derivation of the Bound for ||ΨB(t)||TD
In the estimate for ||ΨB(t)||TD, we first identify the contribution in i
∫ t
0
dµ2(τ)D(τ2)Ψ1(τ) that
cancels with the energy correction Ere(ρ)
∫ t
0
dτ1D(τ1)Ψ0. The remaining terms will then be
estimated using similar techniques as in Section 2.3.2.
For 0 ≤ n ≤M (M ≥ 1), let
Ψs,0B (t) =
1
L4
∑
(k1,l1)∈S0
|vˆs,εk1l1|2i
∫ t
0
dµ2(τ)D(τ2)gl1k1(τ2)gk1l1(τ1)Ψ0, (81)
Ψs,nB,1(t) =
1
L4
∑
(k1,l1)∈Sn
|vˆs,εk1l1|2
∫ t
0
dτ2D(τ2)
gl1k1(τ2)gk1l1(t)
(El1 − Ek1)
Ψ0, (82)
Ψs,nB,2(t) =
1
L4
∑
(k1,l1)∈Sn
|vˆs,εk1l1|2
∫ t
0
dτ2D(τ2)
kl1k1(τ2)kk1l1(τ2)
(El1 − Ek1)
Ψ0, (83)
Ψs,nB,3(t) =
1
L4
∑
(k1,l1)∈Sn
|vˆs,εk1l1|2
∫ t
0
dµ2(τ)D(τ2)
gl1k1(τ2)e
i(El1−Ek1 )τ1∂τ1kk1l1(τ1)
(El1 − Ek1)
Ψ0, (84)
Ψ`B(τ) =
1
L4
N∑
l1=1
∞∑
k1=N+1
|vˆ`,εk1l1|2gl1k1(τ2)gk1l1(τ1)Ψ0. (85)
Via partial integration, this leads to the identity
ΨB(t) = Ere(ρ)
∫ t
0
dτ1D(τ1)Ψ0 −
M∑
n=1
Ψs,nB,2(t)
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+ Ψs,0B (t) +
M∑
n=1
[
Ψs,nB,1(t)−Ψs,nB,3(t)
]
+ i
∫ t
0
dµ2(τ)D(τ2)Ψ
`
B(τ). (86)
The first step in estimating the r.h.s. is to note that for any M ≥ 1, the thermodynamic limit
of the upper line is bounded in terms of∣∣∣∣∣∣Ere(ρ)∫ t
0
dτ1D(τ1)Ψ0 −
M∑
n=1
Ψs,nB,2(t)
∣∣∣∣∣∣
TD
≤ Cερ−1/ε. (87)
In Ψs,nB,2(t), the fluctuation does not propagate in time (note that kl1k1(τ2)kk1l1(τ2) = 1), and the
factor 1/(El1−Ek1) does not make this term small enough. This collision history corresponds
to immediate recollisions with the same particle removing the particle-hole excitation which
was created in the first scattering. It needs to be canceled directly by the next-to-leading
order energy correction in Hmf. To see that the above estimate is true, we rewrite
M∑
n=1
Ψs,nB,2(t) =
M∑
n=1
1
L4
∑
(k1,l1)∈Sn
|vˆs,εk1l1|2
(El1 − Ek1)
∫ t
0
dτ2D(τ2)Ψ0 (88)
=
1
L4
N∑
k1=1
∞∑
l1=N+1
|vˆk1l1 |2
(El1 − Ek1)
θ
(
ρε − |pk1 − pl1|
)
θ
(
|pl1| − |pk1| − ρ−
1
2
)∫ t
0
dτ2D(τ2)Ψ0,
and thus, recalling definition (10), we need to estimate∣∣∣Ere(ρ)− lim
TD
1
L4
N∑
k1=1
∞∑
l1=N+1
|vˆk1l1 |2
(El1 − Ek1)
θ
(
ρε − |pk1 − pl1|
)
θ
(
|pl1| − |pk1| − ρ−
1
2
)∣∣∣
= lim
TD
1
L4
N∑
k1=1
∞∑
l1=N+1
|vˆk1l1|2
(El1 − Ek1)
θ
(
− ρε + |pk1 − pl1 |
)
θ
(
|pl1| − |pk1| − ρ−
1
2
)
= lim
TD
1
L4
N∑
k1=1
∞∑
l1=N+1
|vˆ`,k1l1|2
(El1 − Ek1)
θ
(
|pl1| − |pk1| − ρ−
1
2
)
. lim
TD
1
L4
N∑
k1=1
∞∑
l1=N+1
|vˆ`,k1l1|2. (89)
By (57), one obtains (87). Note that in the last step, we have used El1 − Ek1 = (|pl1| −
|pk1|)(|pl1 |+ |pk1|) ≥ ρ−
1
2kF = C (since |pl1| ≥ kF ).
It follows with (62) that
||Ψs,0B (t)||TD . t2 lim
TD
V0(N, ρ) . t2ρ− 12+ε, (90)
as well as with (57),
||Ψ`B(τ)||TD . t2 lim
TD
1
L4
N∑
k1=1
∞∑
l1=N+1
|vˆ`,εk1l1 |2 ≤ Cεt2ρ−1/ε. (91)
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The bounds for the remaining wave functions are summarized in
Lemma 2.8. Let Ψs,nB,1(t) and Ψ
s,n
B,3(t) as in (82) and (84). Then, under the same assumptions
as in Theorem 1.1, there exists a positive constant C such that
||Ψs,nB,1(t)||TD + ||Ψs,nB,3(t)||TD .(1 + t)2ρ−
1
2
+ε
(
ρ
1
4 + Cερ
−1/ε
)(
ρ
1
cM − ρ 12cM
)
, 1 ≤ n ≤M, (92)
holds for all t ≥ 0.
Taking the sum of all terms, passing to the thermodynamic limit and then choosing again
M = bln ρc . ρε, cf. (75), one finds
M∑
n=1
(
||Ψs,nB,1(t)||TD + ||Ψs,nB,3(t)||TD
)
. (1 + t)2
(
ρ−
1
4
+2ε + Cερ
− 1
2
+2ε− 1
ε
)
. (93)
This proves the bound for ||ΨB(t)||TD in (42) (recall Remark 2.7 and the fact that ΨB(t) and
Ψ`B(τ) do both not depend on M).
In order to prove Lemma 2.8, we need the following estimate.
Lemma 2.9. Let ψ ∈ L2(T2) and Ω0 as in (5). Then, there exists a positive constant C such
that
∣∣∣∣∣∣(∂τD(τ))(ψ ⊗ Ω0)∣∣∣∣∣∣2 . ||ψ||2(Ere(ρ)2 + 1
L4
N∑
k=1
∞∑
l=N+1
|vˆkl|2
)
(94)
holds for all τ > 0.
Proof. Using i∂τD(τ) = U(−τ)(Hmf−H)Umf(τ), ||Ω0|| = 1 and some basic algebra similar as
in (17) and (18), it follows easily that∣∣∣∣∣∣(∂τD(τ))(ψ ⊗ Ω0)∣∣∣∣∣∣2 . ||ψ||2 Ere(ρ)2 + ∣∣∣∣∣∣(V − E)(ψ ⊗ Ω0)∣∣∣∣∣∣2
. ||ψ||2
(
Ere(ρ)
2 +
1
L4
N∑
k=1
∞∑
l=N+1
|vˆkl|2
)
. (95)
Proof of Lemma 2.8. Let
Ψs,nB,11(t) =
1
L4
∑
(k1,l1)∈Sn
|vˆs,εk1l1|2
D(t)− gl1k1(0)gk1l1(t)
i(El1 − Ek1)2
Ψ0, (96)
Ψs,nB,12(t, τ2) =
1
L4
∑
(k1,l1)∈Sn
|vˆs,εk1l1|2
ei(El1−Ek1 )τ2∂τ2
(
D(τ2)kl1k1(τ2)
)
gk1l1(t)
i(El1 − Ek1)2
Ψ0, (97)
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1 ≤ n ≤M . One verifies by means of partial integration that
Ψs,nB,1(t) = Ψ
s,n
B,11(t)−
∫ t
0
dτ2Ψ
s,n
B,12(t, τ2). (98)
By (55),
||Ψs,nB,11(t)|| .
(
ρ−(
n−1
cM )Vn(N, ρ)
)
, (99)
and, by using Lemma 2.9 together with (63), (65),
||Ψs,nB,12(t, τ2)|| . ρ−(
n−1
cM ) 1
L4
∑
(k1,l1)∈Sn
(∣∣∣∣∣∣(∂τ2D(τ2))kl1k1(τ2)gk1l1(t)Ψ0∣∣∣∣∣∣+ ∣∣∣∣∣∣∂τ2kl1k1(τ2)gk1l1(t)ϕ0∣∣∣∣∣∣)
.
(
ρ−(
n−1
cM )Vn(N, ρ)
)(
Ere(ρ) +
( 1
L4
N∑
k=1
∞∑
l=N+1
|vˆkl|2
) 1
2
+ ρ2ε
)
. (100)
Let similarly
Ψs,nB,31(τ1) =
1
L4
∑
(k1,l1)∈Sn
|vˆs,εk1l1|2
(
D(τ1)gl1k1(τ1)− gl1k1(0)
)
ei(El1−Ek1 )τ1∂τ1kk1l1(τ1)
i(El1 − Ek1)2
Ψ0, (101)
Ψs,nB,32(τ) =
1
L4
∑
(k1,l1)∈Sn
|vˆs,εk1l1|2
ei(Ek1−El1 )(τ2−τ1)∂τ2
(
D(τ2)kl1k1(τ2)
)
∂τ1kk1l1(τ1)
i(El1 − Ek1)2
Ψ0, (102)
such that by partial integration in τ2,
Ψs,nB,3(t) =
∫ t
0
dτ1Ψ
s,n
B,31(τ1)−
∫ t
0
dµ2(τ)Ψ
s,n
B,32(τ). (103)
From (55) together with (64), it follows that
||Ψs,nB,31(τ)|| .
1
L4
∑
(k1,l1)∈Sn
||∂τ1kk1l1(τ1)ϕ0||
(El1 − Ek1)2
. ρ2ε
(
ρ−(
n−1
cM )Vn(N, ρ)
)
, (104)
as well as in combination with Lemma 2.9 and (65),
||Ψs,nB,32(t)|| . ρ−(
n−1
cM ) 1
L4
∑
(k1,l1)∈Sn
(∣∣∣∣∣∣(∂τ2D(τ2))kl1k1(τ2)kk1l1(τ1)Ψ0∣∣∣∣∣∣+ ρ2ε) (105)
.
(
ρ−(
n−1
cM )Vn(N, ρ)
)(
Ere(ρ) +
( 1
L4
N∑
k=1
∞∑
l=N+1
|vˆkl|2
) 1
2
+ ρ2ε
)
. (106)
Lemma 2.8 then follows from (56), (59) and (63).
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2.3.4 Derivation of the Bound for ||ΨC(t)||TD
For estimating ||ΨC(t)||TD there is the extra difficulty that there is an additional sum appear-
ing. This can be dealt with by using (60).
Let M ≥ 1. We define for 0 ≤ n ≤M ,
Ψs,nC (t) =
1
L4
∑
(k1,l1)∈Sn
N∑
k2=1
vˆk2k1 vˆ
s,ε
k1l1
∫ t
0
dµ2(τ)D(τ2)
(
gk2k1(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[k2l∗1 ]0 , (107)
Ψ`C(τ) =
1
L4
∞∑
l1=N+1
N∑
k1,k2=1
vˆk2k1 vˆ
`,ε
k1l1
(
gk2k1(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[k2l∗1 ]0 , (108)
such that
ΨC(t) =
M∑
n=0
Ψs,nC (t) +
∫ t
0
dµ2(τ)D(τ2)Ψ
`
C(τ). (109)
Note that
〈
Ω
[k2l∗1 ]
0 ,Ω
[m2n∗1]
0
〉
= δk2m2δl1n1 for k2,m2 ≤ N , N+1 ≤ l1, n1. Using this and |vˆ| ≤ C,
one finds
||Ψ`C(τ)||2 .
1
L8
N∑
k1=1
∞∑
l1=N+1
|vˆ`,εk1l1|
N∑
k2=1
|vˆk2k1|
N∑
m1=1
∞∑
n1=N+1
|vˆ`,εm1n1|
N∑
m2=1
|vˆm2m1 |
〈
Ω
[k2l∗1 ]
0 ,Ω
[m2n∗1]
0
〉
(110)
. 1
L4
N∑
k1=1
∞∑
l1=N+1
|vˆ`,εk1l1|
1
L2
N∑
k2=1
|vˆk2k1|
1
L2
N∑
m1=1
|vˆ`,εm1l1|. (111)
Then, by means of (57) and (60), ||Ψ`C(τ)||TD ≤ Cερε−
1
ε , and thus∣∣∣∣∣∣ ∫ t
0
dµ2(τ)D(τ2)Ψ
`
C(τ)
∣∣∣∣∣∣
TD
≤ Cεt2ρε− 1ε . (112)
Similarly, we can estimate the norm in Ψs,0C (t). Using (60), we find∣∣∣∣∣∣ 1
L4
∑
(k1,l1)∈Sn
N∑
k2=1
vˆk2k1 vˆ
s,ε
k1l1
gk2k1(τ2)gk1l1(τ1)ϕ0 ⊗ Ω[k2l
∗
1 ]
0
∣∣∣∣∣∣2
. 1
L4
∑
(k1,l1)∈S0
1
L2
N∑
k2=1
|vˆk2k1|
1
L2
N∑
m1=1
|vˆs,εm1n1| . V0(N, ρ)
(
ρ2ε + Cερ
−1/ε
)
ρ2ε. (113)
In combination with (62) this gives
||Ψs,0C (t)||TD . t2ρ−
1
4
+ 3
2
ε
(
ρε + Cερ
−1/(2ε)
)
. (114)
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Lemma 2.10. Let Ψs,nC (t) as in (107). Then, under the same assumptions as in Theorem 1.1,
there exists a positive constant C such that
||Ψs,nC (t)||TD . (1 + t)2ρ−
1
4
+ 7
2
ε
√
ρ
1
cM − ρ 12cM
(
ρε + Cερ
−1/(2ε)
)
, 1 ≤ n ≤M, (115)
holds for all t > 0.
Here, we can use again that Mρ
1
2cM . ρ 12 ε for M = bln ρc, and thus obtain
M∑
n=1
||Ψs,nC (t)||TD . (1 + t)2ρ−
1
4
+2ε
(
ρε + Cερ
−1/(2ε)
)
. (116)
This proves the bound for ||ΨC(t)||TD in (43).
Proof of Lemma 2.10. We define for 1 ≤ n ≤M ,
Ψs,nC,1(t, τ1) =
1
L4
∑
(k1,l1)∈Sn
N∑
k2=1
vˆk2k1 vˆ
s,ε
k1l1
(
gk2k1(τ1)
gk1l1(t)− gk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[k2l∗1 ]0 , (117)
Ψs,nC,2(τ) =
1
L4
∑
(k1,l1)∈Sn
N∑
k2=1
vˆk2k1 vˆ
s,ε
k1l1
(
gk2k1(τ2)
ei(El1−Ek1 )τ1∂τ1kk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[k2l∗1 ]0 , (118)
and find via partial integration,
Ψ
(n)
C (t) =
∫ t
0
dτ1D(τ1)Ψ
s,n
C,1(t, τ1)−
∫ t
0
dµ2(τ)D(τ2)Ψ
s,n
C,2(τ). (119)
For estimating the wave functions on the r.h.s., we use again
〈
Ω
[k2l∗1 ]
0 ,Ω
[m2n∗1]
0
〉
= δk2m2δl1n1 ,
(55) and (60),
||Ψs,nC,1(τ)||2 .
1
L4
∑
(k1,l1)∈Sn
ρ−(
n−1
cM ) 1
L2
N∑
k2=1
|vˆk2k1|
1
L2
N∑
m1=1
|vˆs,εm1l1|
. ρ2ε
(
ρ−(
n−1
cM )Vn(N, ρ)
)(
ρ2ε + Cερ
−1/ε
)
. (120)
Similarly, using in addition (64),
||Ψs,nC,2(t, τ1)||2 . ρ4ε
1
L4
∑
(k1,l1)∈Sn
ρ−(
n−1
cM ) 1
L2
N∑
k2=1
|vˆk2k1 |
1
L2
N∑
m1=1
|vˆs,εm1l1|
. ρ6ε
(
ρ−(
n−1
cM )Vn(N, ρ)
)(
ρ2ε + Cερ
−1/ε
)
. (121)
Application of (63) completes the proof of the lemma.
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2.3.5 Derivation of the Bound for ||ΨD(t)||TD
The term ΨD(t) has a similar structure as ΨC(t) and can be estimated in a similar way.
Let M ≥ 1 and for 0 ≤ n ≤M ,
Ψs,nD (t) =
1
L4
∑
(k1,l1)∈Sn
∞∑
l2=N+1
vˆl1l2 vˆ
s,ε
k1l1
∫ t
0
dµ2(τ)D(τ2)
(
gl1l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k1]0 , (122)
Ψ`D(τ) =
1
L4
N∑
k1=1
∞∑
l1,l2=N+1
vˆl1l2 vˆ
`,ε
k1l1
(
gl1l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k1]0 . (123)
This leads to the identity
ΨD(t) =
M∑
n=0
Ψs,nD (t) +
∫ t
0
dµ2(τ)D(τ2)Ψ
`
D(τ). (124)
Using
〈
Ω
[l∗2k1]
0 ,Ω
[n∗2m1]
0 Ω0
〉
= δl2n2δk1m1 which holds for l2, n2 ≥ N + 1 and k1,m1 ≤ N , one
finds
||Ψ`D(t)||2 .
1
L4
N∑
k1=1
∞∑
l1=N+1
|vˆ`,εk1l1|
1
L2
∞∑
l2=N+1
|vˆl1l2|
1
L2
∞∑
n1=N+1
|vˆ`,εk1n1|. (125)
Then, (57) in combination with (60) leads to ||Ψ`D(τ)||TD ≤ Cερε−
1
ε , and hence,∣∣∣∣∣∣ ∫ t
0
dµ2(τ)D(τ2)Ψ
`
D(τ)
∣∣∣∣∣∣
TD
≤ Cεt2ρε− 1ε . (126)
We similarly estimate the norm in Ψs,0D (t),∣∣∣∣∣∣ 1
L4
∑
(k1,l1)∈S0
∞∑
l2=N+1
vˆl1l2 vˆ
s,ε
k1l1
(
gl1l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k1]0
∣∣∣∣∣∣2
. 1
L4
∑
(k1,l1)∈S0
1
L2
∞∑
l2=N+1
|vˆl1l2 |
1
L2
∞∑
n1=N+1
|vˆs,εk1n1|. (127)
With (60) and (62), it follows that
||Ψs,0D (t)||TD . t2ρ−
1
4
+ 3
2
ε
(
ρε + Cερ
−1/(2ε)
)
. (128)
Lemma 2.11. Let Ψs,nD (t) as in (122). Then, under the same assumptions as in Theorem 1.1,
there exists a positive constant C such that
26
||Ψs,nD (t)||TD . (1 + t)2ρ−
1
4
+ 7
2
ε+ 1
2cM
(
ρε + Cερ
−1/(2ε)
)
, 1 ≤ n ≤M, (129)
holds for all t ≥ 0.
It follows exactly as below Lemma 2.10 that for M = bln ρc (the largest integer smaller
than ln ρ),
M∑
n=1
||Ψs,nD (t)||TD . (1 + t)2ρ−
1
4
+2ε
(
ρε + Cερ
−1/(2ε)
)
, (130)
which proves the bound for ||ΨD(t)||TD in (44).
Proof of Lemma 2.11. For 1 ≤ n ≤M , we set
Ψs,nD,1(t, τ1) =
1
L4
∑
(k1,l1)∈Sn
∞∑
l2=N+1
vˆl1l2 vˆ
s,ε
k1l1
(
gl1l2(τ1)
gk1l1(t)− gk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[l∗2k1]0 , (131)
Ψs,nD,2(τ) =
1
L4
∑
(k1,l1)∈Sn
∞∑
l2=N+1
vˆl1l2 vˆ
s,ε
k1l1
(
gl1l2(τ2)
ei(El1−Ek1 )τ1∂τ1kk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[l∗2k1]0 . (132)
Partial integration leads to
Ψs,nD (t) =
∫ t
0
dτ1D(τ1)Ψ
s,n
D,1(t, τ)−
∫ t
0
dµ2(τ)D(τ2)Ψ
s,n
D,2(τ). (133)
It remains to compute the norm of the wave functions on the r.h.s. Using (55),
||Ψs,nD,1(t, τ1)||2 . ρ−(
n−1
cM ) 1
L4
∑
(k1,l1)∈Sn
1
L2
∞∑
l2=N+1
|vˆl1l2|
1
L2
∞∑
n1=N+1
|vˆs,εk1n1|, (134)
and similarly, using in addition (64),
||Ψs,nD,2(τ)||2 . ρ4ερ−(
n−1
cM ) 1
L4
∑
(k1,l1)∈Sn
1
L2
∞∑
l2=N+1
|vˆl1l2|
1
L2
∞∑
n1=N+1
|vˆs,εk1n1|. (135)
The lemma then follows from (60) together with (63).
2.3.6 Derivation of the Bound for ||ΨE(t)||TD
The term ΨE(t) is more difficult to estimate since it involves four sums. In order to get
the desired bound, it is not enough to do one partial integration. We have to split the term
more carefully into different contributions and for some of them perform an additional partial
27
integration. This gives an additional phase cancellation which is enough for the desired bound.
For 0 ≤ n,m ≤M , we define
Ψs,nmE (t) =
1
L4
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
vˆs,εk2l2 vˆ
s,ε
k1l1
∫ t
0
dµ3(τ)D(τ3)
(
gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k2l∗1k1]0 ,
(136)
Ψ`E(τ) =
1
L4
N∑
k1,k2=1
∞∑
l1,l2=N+1
wˆ`,εk2l2k1l1
(
gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k2l∗1k1]0 , (137)
where
wˆ`,εk2l2k1l1 := vˆ
`,ε
k2l2
vˆs,εk1l1 + vˆ
s,ε
k2l2
vˆ`,εk1l1 + vˆ
`,ε
k2l2
vˆ`,εk1l1 . (138)
This leads to
ΨE(t) = Ere(ρ)
M∑
n,m=0
Ψs,nmE (t) + Ere(ρ)
∫ t
0
dµ3(τ)D(τ3)Ψ
`
E(τ), (139)
since vˆk1l1 vˆk2l2 = vˆ
s,ε
k2l2
vˆs,εk1l1 + wˆ
`,ε
k2l2k1l1
. Using that for k1, k2,m1,m2 ≤ N and N + 1 ≤
l1, l2, n1, n2, 〈
Ω
[l∗2k2l
∗
1k1]
0 ,Ω
[n∗2m2n
∗
1m1]
0
〉
= (δk2m2δk1m1 + δk2m1δk1m2)δ
⊥
k2k1
δ⊥m2m1×
× (δl2n2δl1n1 + δl2n1δl1n2)δ⊥l2l1δ⊥n2n1 , (140)
where δ⊥kl = 1− δkl, we find
||Ψ`E(τ)||2 .
1
L8
N∑
k1,k2=1
∞∑
l1,l2=N+1
(
|vˆ`,εk2l2| |vˆs,εk1l1|+ |vˆs,εk2l2| |vˆ`,εk1l1|+ |vˆ`,εk2l2| |vˆ`,εk1l1|
)
. (141)
By means of (56) and (57), ||Ψ`E(τ)||TD ≤ Cερ
1
4
− 1
2ε , such that together with (59) we find for
the last term in (139) that∣∣∣∣∣∣Ere(ρ)∫ t
0
dµ3(τ)D(τ3)Ψ
`
E(τ)
∣∣∣∣∣∣
TD
≤ Cεt3ρ2ε+ 14− 12ε . (142)
Similarly, one finds for Ψs,00E (t),∣∣∣∣∣∣ 1
L4
∑
(k1,l1)∈S0
∑
(k2,l2)∈S0
vˆs,εk2l2 vˆ
s,ε
k1l1
(
gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k2l∗1k1]0
∣∣∣∣∣∣2 . V0(N, ρ)2. (143)
Hence, with (62),
||Ψs,00E (t)||TD . t3ρ−
1
2
+4ε. (144)
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Lemma 2.12. Let Ψs,nmE (t) be defined as in (136). Then, under the same assumptions as in
Theorem 1.1, there exists a positive constant C such that
||Ψs,0nE (t)||TD + ||Ψs,n0E (t)||TD . (1 + t)3ρ−
1
2
+3ε
√
ρ
1
cM − ρ 12cM , 1 ≤ n ≤M, (145)
||Ψs,nmE (t)||TD . (1 + t)3ρ−
1
2
+5ε
(
ρ
1
cM − ρ 12cM
)
, 1 ≤ n,m ≤M, (146)
holds for all t > 0.
With M = bln ρc we then obtain that (recall (75) and Remark 2.7)
M∑
n=1
(
||Ψs,n0E (t)||TD + ||Ψs,0nE (t)||TD
)
. (1 + t)3ρ− 12+4ε, (147)
M∑
n=1
||Ψs,nmE (t)||TD . (1 + t)3ρ−
1
2
+6ε. (148)
This proves the bound for ||ΨE(t)||TD in (45).
Proof of Lemma 2.12. We define for 1 ≤ n ≤M ,
Ψs,n0E,1 (t, τ1) =
1
L4
∑
(k1,l1)∈Sn
∑
(k2,l2)∈S0
vˆs,εk2l2 vˆ
s,ε
k1l1
(
gk2l2(τ1)
gk1l1(t)− gk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗Ψ[l∗2k2l∗1k1]0 ,
Ψs,n0E,2 (τ) =
1
L4
∑
(k1,l1)∈Sn
∑
(k2,l2)∈S0
vˆs,εk2l2 vˆ
s,ε
k1l1
(
gk2l2(τ2)
ei(El1−Ek1 )τ1∂τ1kk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗Ψ[l∗2k2l∗1k1]0 ,
Ψs,0nE,1 (τ) =
1
L4
∑
(k1,l1)∈S0
∑
(k2,l2)∈Sn
vˆs,εk2l2 vˆ
s,ε
k1l1
(gk2l2(τ1)− gk2l2(τ2)
i(El2 − Ek2)
gk1l1(τ1)ϕ0
)
⊗Ψ[l∗2k2l∗1k1]0 ,
Ψs,0nE,2 (τ) =
1
L4
∑
(k1,l1)∈S0
∑
(k2,l2)∈Sn
vˆs,εk2l2 vˆ
s,ε
k1l1
(ei(El2−Ek2 )τ2∂τ2kk2l2(τ2)
i(El2 − Ek2)
gk1l1(τ1)ϕ0
)
⊗Ψ[l∗2k2l∗1k1]0 .
By partial integration, this leads to
Ψs,n0E (t) = Ere(ρ)
∫ t
0
dµ2(τ)D(τ2)Ψ
s,n0
E,1 (t, τ1)− Ere(ρ)
∫ t
0
dµ3(τ)D(τ3)Ψ
s,n0
E,2 (τ), (149)
Ψs,0nE (t) = Ere(ρ)
∫ t
0
dµ2(τ)D(τ2)Ψ
s,0n
E,1 (τ)− Ere(ρ)
∫ t
0
dµ3(τ)D(τ3)Ψ
s,0n
E,2 (τ). (150)
Furthermore, for all 1 ≤ n,m ≤M , and X ∈ {1, 2, 3}, we set
Ψs,nmE,X (t, τ) =
1
L4
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
vˆs,εk2l2 vˆ
s,ε
k1l1
(
G(X)k2l2k1l2(t, τ)ϕ0
)
⊗ Ω[l∗2k2l∗1k1]0 , (151)
29
where we introduce the operators G(X)k2l2k1l1(t, τ) : Hy → Hy, defined by
G(1)k2l2k1l1(t, τ) =
gk2l2(t)gk1l1(t)− gk2l2(τ1)gk1l1(τ1)
i(El2 − Ek2)i(El2 − Ek2 + El1 − Ek1)
−
gk2l2(τ1)
(
gk1l1(t)− gk1l1(τ1)
)
i(El2 − Ek2)i(El1 − Ek1)
, (152)
G(2)k2l2k1l1(t, τ) =
ei(El1−Ek1+El2−Ek2 )τ1∂τ1
(
kk2l2(τ1)kk1l1(τ1)
)
i(El2 − Ek2)i(El2 − Ek2 + El1 − Ek1)
−
gk2l2(τ2)e
i(El1−Ek1 )τ1
(
∂τ1kk1l1(τ1)
)
i(El2 − Ek2)i(El1 − Ek1)
−
ei(El2−Ek2 )τ1
(
∂τ1kk2l2(τ1)
)(
gk1l1(t)− gk1l1(τ1)
)
i(El2 − Ek2)i(El1 − Ek1)
, (153)
G(3)k2l2k1l1(t, τ) =
ei(El2−Ek2 )τ2
(
∂τ2kk2l2(τ2)
)
ei(Ek1−El1 )τ1
(
∂τ1kk1l1(τ1)
)
i(Ek2 − El2)i(El1 − Ek1)
. (154)
With a two-fold partial integration one now finds
Ψs,nmE (t) = Ere(ρ)
[ ∫ t
0
dτ1D(τ1)Ψ
s,nm
E,1 (t, τ)
−
∫ t
0
dµ2(τ)D(τ2)Ψ
s,nm
E,2 (t, τ) +
∫ t
0
dµ3(τ)D(τ3)Ψ
s,nm
E,3 (t, τ)
]
. (155)
It remains to compute the norm of the above wave functions. Recalling that the scalar product
produces four Kronecker-deltas,
||Ψs,n0E,1 (t, τ1)||2 .
1
L4
∑
(k1,l1)∈Sn
1
El1 − Ek1
1
L4
∑
(k2,l2)∈S0
×
×
∑
(m1,n1)∈Sn
1
En1 − Em1
∑
(m2,n2)∈S0
〈
Ω
[l∗2k2l
∗
1k1]
0 ,Ω
[n∗2m2n
∗
1m1]
0
〉
.
(
ρ−(
n−1
cM )Vn(N, ρ)
)
V0(N, ρ). (156)
Using in addition (64),
||Ψs,n0E,2 (τ)||2 .
1
L4
∑
(k1,l1)∈Sn
||∂τ1kk1l1(τ1)ϕ0||
El1 − Ek1
1
L4
∑
(k2,l2)∈S0
×
×
∑
(m1,n1)∈Sn
||∂τ1km1n1(τ1)ϕ0||
En1 − Em1
∑
(m2,n2)∈S0
〈
Ω
[l∗2k2l
∗
1k1]
0 ,Ω
[n∗2m2n
∗
1m1]
0
〉
. ρ4ε
(
ρ−(
n−1
cM )Vn(N, ρ)
)
V0(N, ρ). (157)
By means of (63), this shows the first part of the first bound in the lemma. We omit the
proof for Ψs,0nE (τ) since it works exactly the same way as for Ψ
s,n0
E (τ).
For the second bound of the lemma, note that by using (55) and Lemma 2.5, one finds
χSn
(
(k1, l1)
)
χSm
(
(k2, l2)
)||G(1)k2l2k1l1(t, τ)ϕ0|| . ρ−( n−12cM )ρ−(m−12cM ), (158)
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χSn
(
(k1, l1)
)
χSm
(
(k2, l2)
)||G(2)k2l2k1l1(t, τ)ϕ0|| . ρ4ερ−( n−12cM )ρ−(m−12cM ), (159)
χSn
(
(k1, l1)
)
χSm
(
(k2, l2)
)||G(3)k2l2k1l1(t, τ)ϕ0|| . ρ4ερ−( n−12cM )ρ−(m−12cM ). (160)
Then, for all 1 ≤ n ≤M and X ∈ {1, 2, 3},
||Ψs,nmE,X (t, τ)||2 .
1
L8
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
∑
(m1,n1)∈Sn
∑
(m2,n2)∈Sm
||G(X)k2l2k1l1(t, τ)ϕ0||×
× ||G(X)m2n2m1n1(t, τ)ϕ0||
〈
Ω
[l∗2k2l
∗
1k1]
0 ,Ω
[n∗2m2n
∗
1m1]
0
〉
. ρ8ε
(
ρ−(
n−1
cM )Vn(N, ρ)
)(
ρ−(
m−1
cM )Vm(N, ρ)
)
. (161)
The bounds for the remaining expressions have been derived in (63).
2.3.7 Derivation of the Bound for ||ΨF(t)||TD
The estimate for ||ΨF(t)||TD is more tedious, since we have to deal with an additional (V −E),
i.e., we have to take into account one more collision, starting from Ψ4. This leads to many
possible collision histories, which we write down in (164)-(169) below. After that, we use
the same techniques as in the previous sections, taking care in addition of the more tedious
combinatorics.
We first rewrite the potential
(V − E) = 1
L2
∞∑
l3=1
∞∑
k3=1
(l3 6=k3)
vˆk3l3e
i(pk3−pl3 )ya∗(pl3)a(pk3) (162)
in terms of fermionic creation and annihilation operators, cf. (6). This can be used to decom-
pose the wave function ΨF(t) (for M ≥ 1) in terms of
ΨF(t) =
M∑
n,m=0
(
Ψs,nmF,1 (t) + Ψ
s,nm
F,2 (t) + Ψ
s,nm
F,3 (t)
)
+
∫ t
0
dµ3(τ)D(τ3)
(
Ψ`F,1(τ) + Ψ
`
F,2(τ) + Ψ
`
F,3(τ)
)
, (163)
where (recall the definition (138) for wˆ`,ε)
Ψs,nmF,1 (t) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
N∑
k3=1
∞∑
l3=N+1
vˆk3l3 vˆ
s,ε
k2l2
vˆs,εk1l1× (164)
×
∫ t
0
dµ3(τ)D(τ3)
(
gk3l3(τ3)gk2l2(τ2)gk3l3(τ1)ϕ0
)
⊗ Ω[l∗3k3l∗2k2l∗1k1]0 ,
Ψs,nmF,2 (t) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
∞∑
l3=N+1
vˆl2l3 vˆ
s,ε
k2l2
vˆs,εk1l1×
31
×
∫ t
0
dµ3(τ)D(τ3)
(
gl2l3(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗3k2l∗1k1]0
+
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
∞∑
l3=N+1
vˆl1l3 vˆ
s,ε
k2l2
vˆs,εk1l1×
×
∫ t
0
dµ3(τ)D(τ3)
(
gl1l3(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗3 l∗2k2k1]0
+
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
N∑
k3=1
vˆk3k2 vˆ
s,ε
k2l2
vˆs,εk1l1×
×
∫ t
0
dµ3(τ)D(τ3)
(
gk3k2(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[k3l∗2l∗1k1]0
+
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
N∑
k3=1
vˆk3k1 vˆ
s,ε
k2l2
vˆs,εk1l1× (165)
×
∫ t
0
dsµ3(τ)D(τ3)
(
gk3k1(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[k3l∗2k2l∗1 ]0 ,
Ψs,nmF,3 (t) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
vˆl2k2 vˆ
s,ε
k2l2
vˆs,εk1l1
∫ t
0
dµ3(τ)D(τ3)
(
gl2k2(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗1k1]0
+
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
vˆl1k1 vˆ
s,ε
k2l2
vˆs,εk1l1
∫ t
0
dµ3(τ)D(τ3)
(
gl1k1(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k2]0
+
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
vˆl2k1 vˆ
s,ε
k2l2
vˆs,εk1l1
∫ t
0
dµ3(τ)D(τ3)
(
gl2k1(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[k2l∗1 ]0
+
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
vˆl1k2 vˆ
s,ε
k2l2
vˆs,εk1l1
∫ t
0
dµ3(s)D(τ3)
(
gl1k2(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k1]0 ,
(166)
and
Ψ`F,1(τ) =
1
L6
N∑
k1,k2,k3=1
∑
l1,l2,l3=N+1
vˆk3l3wˆ
`,ε
k2l2k1l1
(
gk3l3(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗3k3l∗2k2l∗1k1]0 ,
(167)
Ψ`F,2(τ) =
1
L6
N∑
k1,k2=1
∞∑
l1,l2=N+1
∞∑
l3=N+1
vˆl2l3wˆ
`,ε
k2l2k1l1
(
gl2l3(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗3k2l∗1k1]0
+
1
L6
N∑
k1,k2=1
∞∑
l1,l2=N+1
∞∑
l3=N+1
vˆl1l3wˆ
`,ε
k2l2k1l1
(
gl1l3(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗3 l∗2k2k1]0
+
1
L6
N∑
k1,k2=1
∞∑
l1,l2=N+1
N∑
k3=1
vˆk3k2wˆ
`,ε
k2l2k1l1
(
gk3k2(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[k3l∗2 l∗1k1]0
32
+
1
L6
N∑
k1,k2=1
∞∑
l1,l2=N+1
N∑
k3=1
vˆk3k1wˆ
`,ε
k2l2k1l1
(
gk3k1(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[k3l∗2k2l∗1 ]0 ,
(168)
Ψ`F,3(τ) =
1
L6
N∑
k1,k2=1
∞∑
l1,l2=N+1
vˆl2k2wˆ
`,ε
k2l2k1l1
(
gl2k2(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗1k1]0
+
1
L6
N∑
k1,k2=1
∞∑
l1,l2=N+1
vˆl1k1wˆ
`,ε
k2l2k1l1
(
gl1k1(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k2]
+
1
L6
N∑
k1,k2=1
∞∑
l1,l2=N+1
vˆl2k1wˆ
`,ε
k2l2k1l1
(
gl2k1(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[k2l∗1 ]0
+
1
L6
N∑
k1,k2=1
∞∑
l1,l2=N+1
vˆl1k2wˆ
`,ε
k2l2k1l1
(
gl1k2(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗2k1]0 . (169)
The different contributions in ΨF(t) correspond to the different collision histories in (V −E)Ψ4.
Bounds for ||Ψs,nmF,1 (t)||TD and ||Ψ`F,1(τ)||TD. We use that for ki,mi ≤ N , N + 1 ≤ li, ni
(i = 1, 2, 3), the scalar product
〈Ω[l∗3k3l∗2k2l∗1k1]0 ,Ω[n
∗
3m3n
∗
2m2n
∗
1m1]
0 〉HN =
(∑
σ∈S3
δl3nσ(3)δl2nσ(2)δl1nσ(1)
)
δ⊥l3l2δ
⊥
l2l1
δ⊥l1l3δ
⊥
n3n2
δ⊥n2n1δ
⊥
n1n3
×
×
(∑
σ∈S3
δk3mσ(3)δk2mσ(2)δk1mσ(1)
)
δ⊥k3k2δ
⊥
k2k1
δ⊥k1k3δ
⊥
m3m2
δ⊥m2m1δ
⊥
m1m3
,
produces six Kronecker deltas in each summand, in order to find
||Ψ`F,1(τ)||2 .
1
L8
N∑
k1,k2=1
∞∑
l1,l2=N+1
|wˆ`,εk2l2k1l1|
1
L4
N∑
k3=1
∞∑
l3=N+1
|vˆk3l3|. (170)
Then, by means of (56) and (57), ||Ψ`F,1(τ)||TD ≤ Cερ
1
4
− 1
2ε
+ε, which leads to∣∣∣∣∣∣ ∫ t
0
dµ3(τ)D(τ3)Ψ
`
F,1(τ)
∣∣∣∣∣∣
TD
≤ Cεt3ρ 12− 12ε . (171)
Similarly in Ψs,00F,1 (t), we estimate the norm,∣∣∣∣∣∣ 1
L6
∑
(k1,l1)∈S0
∑
(k2,l2)∈S0
N∑
k3=1
∞∑
l3=N+1
vˆk3l3 vˆ
s,ε
k2l2
vˆs,εk1l1
(
gk3l3(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗3k3l∗2k2l∗1k1]0
∣∣∣∣∣∣2
. V0(N, ρ)2 1
L4
N∑
k3=1
∞∑
l3=N+1
|vˆk3l3|. (172)
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Using (56) in combination with (62), leads to
||Ψs,00F,1 (t)||TD . t3ρ−
1
4
+ε. (173)
Lemma 2.13. Let Ψs,nmF,1 (t) be defined as in (164). Then, under the same assumptions as in
Theorem 1.1, there exists a positive constant C such that
||Ψs,0nF,1 (t)||TD + ||Ψs,n0F,1 (t)||TD . (1 + t)3ρ−
1
4
+3ε
√
ρ
1
cM − ρ 12cM , 1 ≤ n ≤M, (174)
||Ψs,nmF,1 (t)||TD . (1 + t)3ρ−
1
4
+5ε
(
ρ
1
cM − ρ 12cM
)
, 1 ≤ n,m ≤M. (175)
holds for all t > 0.
Next, we set again M = bln ρc and find, using Mρ 12cM . ρε as well as M2ρ 1cM . ρε,
M∑
n=1
(
||Ψs,0nF,1 (t)||TD + ||Ψs,n0F,1 (t)||TD
)
. (1 + t)3ρ− 14+4ε, (176)
M∑
n,m=1
||Ψs,nmF,1 (t)||TD . (1 + t)3ρ−
1
4
+6ε. (177)
Proof of Lemma 2.13. We define for 1 ≤ n ≤M ,
Ψs,n0F,11 (t, τ) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈S0
N∑
k3=1
∞∑
l3=N+1
vˆk3l3 vˆ
s,ε
k2l2
vs,εk1l1× (178)
×
(
gk3l3(τ2)gk2l2(τ1)
gk1l1(t)− gk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[l∗3k3l∗2k2l∗1k1]0 ,
Ψs,n0F,12 (τ) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈S0
N∑
k3=1
∞∑
l3=N+1
vˆk3l3 vˆ
s,ε
k2l2
vˆs,εk1l1× (179)
×
(
gk3l3(τ3)gk2l2(τ2)
ei(El1−Ek1 )τ1∂τ1kk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[l∗3k3l∗2k2l∗1k1]0 ,
Ψs,0nF,11 (τ) =
1
L6
∑
(k1,l1)∈S0
∑
(k2,l2)∈Sn
N∑
k3=1
∞∑
l3=N+1
vˆk3l3 vˆ
s,ε
k2l2
vs,εk1l1× (180)
×
(
gk3l3(τ2)
gk2l2(τ1)− gk2l2(τ2)
i(El2 − Ek2)
gk1l1(τ1)ϕ0
)
⊗ Ω[l∗3k3l∗2k2l∗1k1]0 ,
Ψs,0nF,12 (τ) =
1
L6
∑
(k1,l1)∈S0
∑
(k2,l2)∈Sn
N∑
k3=1
∞∑
l3=N+1
vˆk3l3 vˆ
s,ε
k2l2
vs,εk1l1× (181)
×
(
gk3l3(τ3)
ei(El2−Ek2 )τ2∂τ2kk2l2(τ2)
i(El2 − Ek2)
gk1l1(τ1)ϕ0
)
⊗ Ω[l∗3k3l∗2k2l∗1k1]0 .
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Via partial integration we obtain
Ψs,n0F,1 (t) =
∫ t
0
dµ2(τ)D(τ2)Ψ
s,n0
F,11 (t, τ)−
∫ t
0
dµ3(τ)D(τ3)Ψ
s,n0
F,12 (τ), (182)
Ψs,0nF,1 (t) =
∫ t
0
dµ2(τ)D(τ2)Ψ
s,0n
F,11 (τ)−
∫ t
0
dµ3(τ)D(τ3)Ψ
s,0n
F,12 (τ). (183)
We further set for 1 ≤ n,m ≤ M , and for G(X)k2l2k1l1(t, τ), X ∈ {1, 2, 3}, defined as in (152)-
(154),
Ψs,nmF,1X (t, τ) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
N∑
k3=1
∞∑
l3=N+1
vˆk3l3 vˆ
s,ε
k2l2
vˆs,εk1l1
(
gk3l3(τX)G
(X)
k2l2k1l1
(t, τ)ϕ0
)
⊗ Ω[l∗3k3l∗2k2l∗1k1]0 .
Partial integration leads again to
Ψs,nmF,1 (t) =
∫ t
0
dτ1D(τ1)Ψ
s,nm
F,11 (t, τ)−
∫ t
0
dµ2(τ)D(τ2)Ψ
s,nm
F,12 (t, τ) +
∫ t
0
dµ3(τ)D(τ3)Ψ
s,nm
F,13 (t, τ).
Using (55) in combination with (64), we find for Y ∈ {1, 2},
||Ψs,n0F,1Y(τ)||2 .
1
L12
∑
(k1,l1)∈Sn
(1 + ||∂τ1kk1l1(τ1)ϕ0||
El1 − Ek1
) ∑
(k2,l2)∈S0
N∑
k3=1
∞∑
l3=N+1
|vˆk3l3 |×
×
∑
(m1,n1)∈Sn
(1 + ||∂τ1km1n1(τ1)ϕ0||
En1 − Em1
) ∑
(m2,n2)∈S0
N∑
m3=1
∞∑
n3=N+1
|vˆm3n3 |〈Ω[l
∗
3k3l
∗
2k2l
∗
1k1]
0 ,Ω
[n∗3m3n
∗
2m2n
∗
1m1]
0 〉,
. ρ4ε
(
ρ−(
n−1
cM )Vn(N, ρ)
)
V0(N, ρ) 1
L4
N∑
k3=1
∞∑
l3=N+1
|vˆk3l3|. (184)
In complete analogy one finds the same bound for Ψs,0nF,1Y(τ), Y ∈ {1, 2}. Next, using (55)
together with (158)-(160), we find for X ∈ {1, 2, 3},
||Ψs,nmF,1X (τ)||2 .
1
L12
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
N∑
k3=1
∞∑
l3=N+1
|vˆk3l3|||G(X)k2l2k1l1(t, τ)ϕ0||×
×
∑
(m1,n1)∈Sn
∑
(m2,n2)∈Sm
N∑
m3=1
∞∑
n3=N+1
|vˆm3n3|||G(X)m2n2m1n1(t, τ)ϕ0|| 〈Ω
[l∗3k3l
∗
2k2l
∗
1k1]
0 ,Ω
[n∗3m3n
∗
2m2n
∗
1m1]
0 〉,
. ρ8ε
(
ρ−(
n−1
cM )Vn(N, ρ)
)(
ρ−(
m−1
cM )Vm(N, ρ)
) 1
L4
N∑
k3=1
∞∑
l3=N+1
|vˆk3l3|2. (185)
The stated estimates then follow from (56) and Corollary 2.3.
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Bounds for ||Ψs,nmF,2 (t)||TD and ||Ψ`F,2(τ)||TD. In Ψ`F,2(t), and similarly in Ψs,nmF,2 (t), we denote
the four lines separately by Ψ`F,2i(t), i = 1, 2, 3, 4. We derive the estimates only for the first
line, whereas for i = 2, 3, 4 everything works in exact analogy to the case i = 1. Using the
Kronecker deltas in (k2, k1,m2,m1 ≤ N and l3, l1, n3, n1 ≥ N + 1)
〈Ω[l∗3k2l∗1k1]0 ,Ω[n
∗
3m2n
∗
1m1]
0 〉Hgas =(δl3n3δl1n1 + δl3n1δl1n3)δ⊥l3l1δ⊥n3n1×
× (δk2m2δk1m1 + δk2m1δk1m2)δ⊥k1k2δ⊥m1m2 , (186)
one finds
||Ψ`F,21(τ)||2 .
1
L4
N∑
k1,k2=1
∞∑
l1,l2=N+1
|wˆ`,εk2l2k1l1|
1
L2
∞∑
l3=N+1
|vˆl2l3|
1
L2
∞∑
n2=N+1
(|vˆn2l3|+ |vˆn2l1|). (187)
By means of (57) and also (60), we obtain ||Ψ`F,21(τ)||TD ≤ Cεt3ρ
1
4
+2ε− 1
2ε , and hence,∣∣∣∣∣∣ ∫ t
0
dµ3(τ)D(τ3)Ψ
`
F,21(τ)
∣∣∣∣∣∣
TD
≤ Cεt3ρ 14+2ε− 12ε . (188)
Similarly, we estimate in Ψs,00F,21(t) the norm∣∣∣∣∣∣ 1
L6
∑
(k1,l1)∈S0
∑
(k2,l2)∈S0
∞∑
l3=N+1
vˆl2l3 vˆ
s,ε
k2l2
vˆs,εk1l1
(
gl2l3(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗3k2l∗1k1]0
∣∣∣∣∣∣2
. 1
L4
∑
(k1,l1)∈S0
1
L4
∑
(k2,l2)∈S0
1
L2
∞∑
l3=N+1
|vˆl2l3|
1
L2
∞∑
n2=N+1
(
|vˆs,εk1n2|+ |vˆs,εk2n2|
)
. (189)
Using (60) in combination with (62), this leads to
||Ψs,00F,21(t)||TD . t3ρ−
1
2
+ε
(
ρ2ε + Cερ
−1/ε
)
. (190)
Lemma 2.14. Let Ψs,nmF,2 (t) be defined as in (165). Then, under the same assumptions as in
Theorem 1.1, there exists a positive constant C such that
||Ψs,0nF,2 (t)||TD + ||Ψs,n0F,2 (t)||TD . (1 + t)3ρ−
1
2
+3ε+ 1
2cM
(
ρ2ε + Cερ
−1/ε
)
, 1 ≤ n ≤M, (191)
||Ψs,nmF,2 (t)||TD . (1 + t)3ρ−
1
2
+5ε+ 1
cM
(
ρ2ε + Cερ
−1/ε
)
, 1 ≤ n,m ≤M, (192)
holds for all t ≥ 0.
For M = bln ρc, one obtains similar as before
M∑
n=1
(
||Ψs,n0F,2 (t)||TD + ||Ψs,0nF,2 (t)||TD
)
. (1 + t)3ρ− 12+4ε
(
ρ2ε + Cερ
−1/ε
)
, (193)
M∑
n,m=1
||Ψs,nmF,2 (t)||TD . (1 + t)3ρ−
1
2
+6ε
(
ρ2ε + Cερ
−1/ε
)
. (194)
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Proof of Lemma 2.14. We denote the four lines in Ψs,nmF,2 (t) respectively by Ψ
s,nm
F,2i (t), i =
1, ..., 4. We prove the Lemma for the first line. The same estimates are readily verified for
the other three lines as well. Let us define
Ψs,n0F,211(t, τ) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈S0
∞∑
l3=N+1
vˆl2l3 vˆ
s,ε
k2l2
vˆs,εk1l1× (195)
×
(
gl2l3(τ2)gk2l2(τ1)
gk1l1(t)− gk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[l∗3k2l∗1k1]0 ,
Ψs,n0F,212(τ) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈S0
∞∑
l3=N+1
vˆl2l3 vˆ
s,ε
k2l2
vˆs,εk1l1× (196)
×
(
gl2l3(τ3)gk2l2(τ2)
ei(El1−Ek1 )τ1∂τ1kk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[l∗3k2l∗1k1]0 ,
Ψs,0nF,211(τ) =
1
L6
∑
(k1,l1)∈S0
∑
(k2,l2)∈Sn
∞∑
l3=N+1
vˆl2l3 vˆ
s,ε
k2l2
vs,εk1l1× (197)
×
(
gl2l3(τ2)
gk2l2(τ1)− gk2l2(τ2)
i(El2 − Ek2)
gk1l1(τ1)ϕ0
)
⊗ Ω[l∗3k2l∗1k1]0 ,
Ψs,0nF,212(τ) =
1
L6
∑
(k1,l1)∈S0
∑
(k2,l2)∈Sn
∞∑
l3=N+1
vˆl2l3 vˆ
s,ε
k2l2
vs,εk1l1× (198)
×
(
gl2l3(τ3)
ei(El2−Ek2 )τ2∂τ2kk2l2(τ2)
i(El2 − Ek2)
gk1l1(τ1)ϕ0
)
⊗ Ω[l∗3k2l∗1k1]0 .
By partial integration,
Ψs,n0F,21 (t) =
∫ t
0
dµ2(τ)D(τ2)Ψ
s,n0
F,211(t, τ)−
∫ t
0
dµ3(τ)D(τ3)Ψ
s,n0
F,212(τ), (199)
Ψs,0nF,21 (t) =
∫ t
0
dµ2(τ)D(τ2)Ψ
s,0n
F,211(τ)−
∫ t
0
dµ3(τ)D(τ3)Ψ
s,0n
F,212(τ). (200)
We set further, with G(X)k2l2k1l1(t, τ), X ∈ {1, 2, 3} as in (152)-(154),
Ψs,nmF,21X(t, τ) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
∞∑
l3=N+1
vˆl2l3 vˆ
s,ε
k2l2
vˆs,εk1l1
(
gl2l3(τX)G
(X)
k2l2k1l1
(t, τ)ϕ0
)
⊗ Ω[l∗3k2l∗1k1]0 .
By partial integration again,
Ψs,nmF,21 (t) =
∫ t
0
dτ1D(τ1)Ψ
s,nm
F,211 (t, τ) +
∫ t
0
dµ2(τ)D(τ2)Ψ
s,nm
F,212 (t, τ) +
∫ t
0
dµ3(τ)D(τ3)Ψ
s,nm
F,213 (t, τ).
Next, we compute using (64), for Y ∈ {1, 2},
||Ψs,n0F,21Y(τ)||2 . ρ4ε
1
L4
∑
(k1,l1)∈Sn
ρ−(
n−1
cM ) 1
L4
∑
(k2,l2)∈S0
1
L2
∞∑
l3=N+1
|vˆl3l2|
1
L2
∞∑
n2=N+1
(
|vˆl3n2 |+ |vˆl1n2 |
)
.
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Similarly, one derives the same estimate for ||Ψs,0nF,21Y(τ)||. Furthermore, using (158)-(160), one
finds
||Ψs,nmF,21X(τ)||2 . ρ8ε
1
L4
∑
(k1,l1)∈Sn
ρ−(
n−1
cM ) 1
L4
∑
(k2,l2)∈Sm
ρ−(
m−1
cM )× (201)
× 1
L2
∞∑
l3=N+1
|vˆl3l2|
1
L2
∞∑
n2=N+1
(
|vˆl3n2|+ |vˆl1n2|
)
. (202)
The proof of the lemma then follows from (60), (62) and (63).
Bounds for ||Ψs,nmF,3 (t)||TD and ||Ψ`F,3(τ)||TD. We denote the four different lines by Ψs,nmF,3i (t),
respectively Ψ`F,3i(τ) and derive the bounds only for i = 1 since for i = 2, 3, 4, the same
estimates are derived analogously. Using
〈
Ω
[l∗1k1]
0 ,Ω
[n∗1m1]
0
〉
= δl1n1δk1m1 for k1,m1 ≤ N and
N + 1 ≤ l1, n1, we find
||Ψ`F,31(τ)||2 .
1
L8
N∑
k1,k2=1
∞∑
l1,l2=N+1
|wˆ`,εk2l2k1l1|
1
L4
N∑
m2=1
∞∑
n2=N+1
|vˆn2m2|. (203)
By (56) and (57), it follows that ||Ψ`F,31(τ)||TD ≤ Cερ
1
2
− 1
2ε , and thus,∣∣∣∣∣∣ ∫ t
0
dµ3(τ)D(τ3)Ψ
`
F31(τ)
∣∣∣∣∣∣
TD
≤ Cεt3ρ 12− 12ε . (204)
Similarly, in Ψs,00F,31(t), we estimate the norm∣∣∣∣∣∣ 1
L6
∑
(k1,l1)∈S0
∑
(k2,l2)∈S0
vˆl2k2 vˆ
s,ε
k2l2
vˆs,εk1l1
(
gl2k2(τ3)gk2l2(τ2)gk1l1(τ1)ϕ0
)
⊗ Ω[l∗1k1]0
∣∣∣∣∣∣2 . V0(N, ρ)3.
(205)
Hence, by means of (62), we find
||Ψs,00F31 (t)||TD . Ct3ρ−
3
4
+ 3
2
ε. (206)
Lemma 2.15. Let Ψs,nmF,3 (t) be defined as in (166). Then, under the same assumptions as in
Theorem 1.1, there exists a positive constant C such that
||Ψs,0nF,3 (t)||TD + ||Ψs,n0F,3 (t)||TD . (1 + t)3ρ−
3
4
+4ε+ 1
2cM
(
ρ2ε + Cερ
−1/ε
)
, 1 ≤ n ≤M, (207)
||Ψs,nmF,3 (t)||TD . (1 + t)3ρ−
3
4
+6ε+ 3
2cM
(
ρ2ε + Cερ
−1/ε
)
, 1 ≤ n,m ≤M, (208)
holds for all t ≥ 0.
With M = bln ρc,
M∑
n=1
(
||Ψs,n0F,3 (t)||TD + ||Ψs,0nF,3 (t)||TD
)
. (1 + t)3ρ− 34+5ε
(
ρ2ε + Cερ
−1/ε
)
, (209)
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M∑
n,m=1
||Ψs,nmF,3 (t)||TD . (1 + t)3ρ−
3
4
+7ε
(
ρ2ε + Cερ
−1/ε
)
. (210)
Proof of Lemma 2.15. Again, we prove the lemma only for the i = 1 term. Let
Ψs,n0F,311(t, τ) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈S0
vˆl2k2 vˆ
s,ε
k2l2
vˆs,εk1l1
(
gl2k2(τ2)gk2l2(τ1)
gk1l1(t)− gk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[l∗1k1]0 ,
Ψs,n0F,312(τ) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈S0
vˆl2k2 vˆ
s,ε
k2l2
vˆs,εk1l1
(
gl2k2(τ3)gk2l2(τ2)
ei(El1−Ek1 )τ1∂τ1kk1l1(τ1)
i(El1 − Ek1)
ϕ0
)
⊗ Ω[l∗1k1]0 ,
Ψs,0nF,311(τ) =
1
L6
∑
(k1,l1)∈S0
∑
(k2,l2)∈Sn
vˆl2k2 vˆ
s,ε
k2l2
vˆs,εk1l1
(
gl2k2(τ2)
gk2l2(τ1)− gk2l2(τ2)
i(El2 − Ek2)
gk1l1(τ1)ϕ0
)
⊗ Ω[l∗1k1]0 ,
Ψs,0nF,312(τ) =
1
L6
∑
(k1,l1)∈S0
∑
(k2,l2)∈Sn
vˆl2k2 vˆ
s,ε
k2l2
vˆs,εk1l1
(
gl2k2(τ3)
ei(El2−Ek2 )τ2∂τ2kk2l2(τ2)
i(El2 − Ek2)
gk1l1(τ1)
)
ϕ0 ⊗ Ω[l
∗
1k1]
0 .
Via partial integration,
Ψs,n0F,31 (t) =
∫ t
0
dµ2(τ)D(τ2)Ψ
s,n0
F,311(t, τ)−
∫ t
0
dµ3(τ)D(τ3)Ψ
s,n0
F,312(τ), (211)
Ψs,0nF,31 (t) =
∫ t
0
dµ2(τ)D(τ2)Ψ
s,0n
F,311(τ)−
∫ t
0
dµ3(τ)D(τ3)Ψ
s,0n
F,312(τ). (212)
We set further, for G(X)k2l2k1l1(t, τ), X ∈ {1, 2, 3} as in (152)-(154),
Ψs,nmF,31X(t, τ) =
1
L6
∑
(k1,l1)∈Sn
∑
(k2,l2)∈Sm
vˆl2k2 vˆ
s,ε
k2l2
vˆs,εk1l1
(
gl2k2(τX)G
(X)
k2l2k1l1
(t, τ)ϕ0
)
⊗ Ω[l∗1k1]0 . (213)
Partial integration leads again to
Ψs,nmF,31 (t) =
∫ t
0
dτ1D(τ1)Ψ
s,nm
F,311 (t, τ)−
∫ t
0
dµ2(τ)D(τ2)Ψ
s,nm
F,312 (t, τ) +
∫ t
0
dµ3(τ)D(τ3)Ψ
s,nm
F,313 (t, τ).
Similar as before, we find for Y ∈ {1, 2}, using (64),
||Ψs,n0F,31Y(τ)||2 . ρ4ε
(
ρ−(
n−1
cM )Vn(N, ρ)
)
V0(N, ρ)2. (214)
Analogously, one derives the same estimate for ||Ψs,0nF,31Y(τ)||. Furthermore, using (158)-(160),
one finds
||Ψs,nmF,31X(t, τ)||2 . ρ8ε
(
ρ−(
n−1
cM )Vn(N, ρ)
)(
ρ−(
m−1
cM )Vm(N, ρ)
)2
. (215)
The stated estimates follow from (62) and also (63).
This completes the proof of the bound for ||ΨF(t)||TD in (46).
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2.4 Proof of Lemmas 2.2 and 2.5
Proof of Lemma 2.2. Let us first note that the choice v ∈ C∞0 (R2) ensures that the constant
Dp in (19) is smaller than some C > 0 uniformly in the length L of the torus.
We begin with the upper bound in (56). Using the Paley-Wiener Theorem, cf. (19) with
p s.t. pq > 3,
lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
∣∣∣F [v](pk − pl)∣∣∣q ≤ lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
Dqp
(1 + |pk − pl|)qp
=
Dqp
(2pi)4
∫
|k|≤kF
d2k
∫
|l|≥kF
d2l
1
(1 + |k − l|)qp[
|k|+ |l| ≥ |k + l|
]
≤ Cq
∫
|k|≤kF
d2k
∫
|l|≥kF−|k|
d2l
1
(1 + |l|)qp
≤ Cq
∫
|k|≤kF
d2k
[ −1
(1 + |l|)qp−2
]∞
kF−|k|
≤ CqkF
[
1
(1 + kF − |k|)qp−3
]kF
0
, (216)
which proves the upper bound.
To show the lower bound in (56), we assume for simplicity that F [v](0) > 0 (the argument
is easily adapted to the general case). Let us denote here limTDF [v] = F [vTD] with vTD ∈
C∞0 (R2). Due to continuity of F [vTD] : R2 → R, there is a nonempty, compact ball of some
radius r > 0, Br(0) ⊂ R2, such that F [vTD](k) > 0 for all k ∈ Br(0). In particular, for given
l ∈ R2 with |l| ∈ [kF , kF + r/10], we have F [vTD](k − l) > 0 for all k ∈ Br(l) with |k| ≤ kF .
Since the set
A =
{
(k, l) ∈ R4 : |l| ∈
[
kF , kF + r/10
]
, k ∈ Br(l), |k| ≤ kF
}
(217)
is nonempty and compact, there exists a nonzero minimum on A, m ≡ min(k,l)∈AF [vTD](k −
l) > 0. It is then sufficient to consider the transitions corresponding to A in order to obtain
the lower bound:
lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
∣∣∣F [v](pk − pl)∣∣∣q = 1
(2pi)4
∫
|k|≤kF
d2k
∫
|l|≥kF
d2l
∣∣∣F [vTD](k − l)∣∣∣q
≥
∫
|k|≤kF
d2k
∫
|l|≥kF
d2l
∣∣∣F [vTD](k − l)∣∣∣q χ((k, l) ∈ A)
≥ mq
∫
|k|≤kF
d2k
∫
|l|≥kF
d2l χ
(
(k, l) ∈ A)
= mq
∫ kF+r/10
kF
d|l| |l|
∫
|k|≤kF
d2k χ
(
k ∈ Br(l)
)
[
for sufficiently large kF
]
= Cqr
3kF . (218)
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Remark 2.16. Along the same lines, one verifies (15) also for d = 1 and d = 3.
We next come to (57). Let ε > 0. Applying again Paley-Wiener, this time with p s.t.
p/2− 3 > 0 and p > 1
ε
+ 2
ε2
, we find
lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
∣∣∣F [vl,ε](pk − pl)∣∣∣ ≤ lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
Dpθ
(|pk − pl| − ρε)
(1 + |pk − pl|)p
≤ Dp
(2pi)4
∫
|k|≤kF
d2k
∫
|l|≥kF
d2l
θ(|k − l| − ρε)
(1 + |k − l|)p
≤ Dp
(2pi)4ρεp/2
∫
|k|≤kF
d2k
∫
|l|≥kF
d2l
1
(1 + |k − l|) p2
≤ Dp
(2pi)4
ρ−εp/2ρ
1
2 (219)
where we have used in the last step the estimate from (216). (57) then follows from the choice
p > 1
ε
+ 2
ε2
.
To show (58), one passes to the thermodynamic limit, and computes by direct integration
(for sufficiently large ρ and ε < 1/2),
lim
TD
1
L4
∑
(k,l)∈Sn
= lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
θ
(
ρε − |pk − pl|
)
χ
(
ρ−bn ≤ |pl| − |pk| < ρ−bn+1
)
=
1
(2pi)4
∫
|k|≤kF
d2k
∫
|l|≥kF
d2l θ
(
ρε − |k − l|
)
χ
(
ρ−bn ≤ |l| − |k| < ρ−bn+1
)
≤ Cρ 12−bn+1ρε
(
ρ−bn+1 − ρ−bn
)
. (220)
For the proof of (59), we recall the definition in (10) and insert v = vs,ε + v`,ε:
lim
TD
E˜re(N, ρ) = lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
∣∣F [v](pk − pl)∣∣2
(El − Ek) θ
(
|pl| − |pk| − ρ− 12
)
≤ lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
∣∣F [vs,](pk − pl)∣∣2
(El − Ek) θ
(
|pl| − |pk| − ρ− 12
)
(221)
+ lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
∣∣F [v`,](pk − pl)∣∣2
(El − Ek) θ
(
|pl| − |pk| − ρ− 12
)
. (222)
In the first line we proceed with (53) and find for any M ≥ 1,
(221) =
M∑
n=1
lim
TD
1
L4
∑
(k,l)∈Sn
∣∣F [vs,ε](pk − pl)∣∣2
(El − Ek)
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≤ C
M∑
n=1
lim
TD
ρ−(
n−1
2cM ) 1
L4
∑
(k,l)∈Sn
= C
M∑
n=1
ρ−(
n−1
2cM )ρ
1
2
+ερ−bn+1
(
ρ−bn+1 − ρ−bn
)
= Cρ−
1
2
+ε
(
ρ
1
2cM − 1
) M∑
n=1
ρ
n
2cM ≤ Cρ− 12+ερM+12cM ≤ Cρ2, (223)
where we have taken the limit M → ∞ and inserted 2c = (1
2
+ ε)−1. The second line (222)
has been estimated in (89). This proves the upper bound in (59). For the lower bound, we
insert again v = vs,ε + v`,ε,
lim
TD
E˜re(N, ρ) ≥ lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
∣∣F [vs,ε](pk − pl)∣∣2
(El − Ek) θ
(
|pl| − |pk| − ρ− 12
)
. (224)
Since |pl−pk| ≤ ρε, we find that |pl|− |pk| ≤ |pl−pk| ≤ ρε and |pl|+ |pk| ≤ 3ρ 12 (for ε ≤ 1/2),
i.e., (El − Ek)−1 ≥ 13ρ−ε−
1
2 . Furthermore, note that the bound from (218) holds also if we
replace F [v] by F [vs,ε] for any ε > 0. Thus we find
(224) ≥ 1
3
ρ−ε−
1
2 lim
TD
1
L4
N∑
k=1
∞∑
l=N+1
∣∣F [vs,ε](pk − pl)∣∣2θ(|pl| − |pk| − ρ− 12)
≥ Cρ−ε− 12
(
ρ
1
2 − C
)
≥ Cρ−ε. (225)
Eventually note that here we can pass to the limit ε → 0 which completes the derivation of
the lower bound in (59).
The proof of the last bound follows immediately from the decomposition of the potential;
cf. (20) and (21).
Proof of Lemma 2.5. We prove only (64), since (65)-(67) are derived in complete analogy.∣∣∣∣∣∣∂τ1kkl(τ1)ϕ0∣∣∣∣∣∣ = ∣∣∣∣∣∣(∂τeiHfy τ1)ei(pl−pk)·yϕfτ1 + eiHfy τ1ei(pk−pl)·y∂τ1ϕfτ1∣∣∣∣∣∣
=
∣∣∣∣∣∣|pk − pl|2eiHfy τ1ei(pl−pk)·yϕτf1 − 2(pl − pk) · eiHfy τ1ei(pl−pk)·y∇yϕfτ1∣∣∣∣∣∣
≤ |pk − pl|2 + C|pk − pl| (226)
because ||∇yϕfτ || = ||∇yϕ0|| ≤ C (uniformly in ρ). The estimate follows since |pk − pl| ≤ ρε in
Sn for all 0 ≤ n ≤M .
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A The Model in One Dimension
The main difference in the definition of the model in one spatial dimension is that the possible
momenta for L <∞ are now given by p ∈ (2pi/L)Z, and that the Fermi momentum |pN | = kF
is proportional to ρ. Below, we are going to prove the following theorem which is the analogous
statement to Theorem 1.1 (a slightly different statement implying the same result as Theorem
A.1 was proven in [16]).
Theorem A.1. Let d = 1, the masses mx = my = 1/2 and the coupling constant g = 1. Let
ϕ0 ∈ Hy with ||∇4ϕ0|| ≤ C uniformly in ρ. Then, for any small enough ε > 0, there exists a
positive constant Cε such that
lim
N,L→∞
ρ=N/L=const.
∥∥∥e−iHtΨ0 − e−iHmftΨ0∥∥∥Hy⊗HN ≤ Cε(1 + t) 32ρ− 14+ε (227)
holds for all t > 0, where
Hmf = −∆y −
N∑
i=1
∆xi + ρF [v](0) (228)
is the free Hamiltonian with constant mean field 〈Ω0,
∑N
i=1 v(xi − y)Ω0〉HN = ρF [v](0).
Remark A.2. Note the two differences compared to Theorem 1.1: the absence of an additional
next-to-leading order energy correction in Hmf and the better error on the r.h.s.
Remark A.3. As explained in Section 1.2.2, we expect, and this is in contrast to d = 2, that
the l.h.s. of (227) is small for large ρ on all time scales. Theorem A.1 can prove this only to
some extent since the error term on the r.h.s. becomes small only as long as t ρ 16−2ε/3.
One possibility to prove (227) is to adapt the proof of Theorem 1.1. For that, note that
the argument depends on the dimension essentially through Lemma 2.2 and Corollary 2.3.
The corresponding bounds for d = 1 are summarized in
Lemma A.4. Let d = 1, 0 < ε < 1/2 and M, q ∈ N. Let v(x) ∈ C∞0 (T) ∩ C∞0 (R) and vl,ε,
vs,ε defined as in (20),(21). Then there exist positive constants C, Cq, Cq,ε such that
lim
TD
1
L2
N∑
k=1
∞∑
l=N+1
∣∣∣F [v](pk − pl)∣∣∣q = Cq, (229)
lim
TD
1
L2
N∑
k=1
∞∑
l=N+1
∣∣∣F [vl,](pk − pl)∣∣∣q ≤ Cq,ερ−1/ε, (230)
lim
TD
V0(N, ρ) ≤ Cρ−1, (231)
lim
TD
(
ρ−(
n−1
2cM )Vn(N, ρ)
)
≤ Cρ−1+ε
(
ρ
1
2cM − ρ 1cM
)
, 1 ≤ n ≤M (232)
lim
TD
1
L
N∑
k=1
∣∣∣F [v](pk − p)∣∣∣ ≤ Cρε + Cερ−1/ε for p ∈ (2pi/L)Z. (233)
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The proof is analogous to the ones for Lemma 2.2 and Corollary 2.3.
The only bound that remains to be shown is the one for Ψs,nB,2(t), 1 ≤ n ≤ M ; cf. Section
2.3.3. In the two-dimensional case, this term was directly canceled by Eεre(ρ) which is iden-
tically zero for d = 1. However, one easily verifies, using El1 − Ek1 ≥ CkFρ−bn = Cρ−
1
2
+ n−1
2cM
(since kF ∝ ρ), that in one dimension,
M∑
n=1
||Ψs,nB,2(t)||TD . (1 + t)ρ−
1
2
+εMρ
1
cM . (1 + t)ρ− 12+2ε, (234)
since Mρ
1
cM . ρε for M = bln ρc. This completes the proof of Theorem A.1.
B The Model in Three Dimensions
Let us explain why it is not possible to adapt the argument also to the case d = 3. Here, the
possible momenta are given by p ∈ (2pi/L)Z3 and |pN | = kF ∝ ρ 13 . We exemplify this for one
particular term, namely
∣∣∣∣∣∣ M∑
n=1
Ψs,nA (t)
∣∣∣∣∣∣2 = M∑
n=1
||Ψs,nA (t)||2TD ≤
M∑
n=1
[
lim
TD
1
L6
∑
(k,l)∈Sn
1
(Ek − El)2
]
, (235)
which appears at second order in the Duhamel expansion; cf. Section 2.3.2. Here, we have
used in addition that the Ψs,nA (t) are pairwise orthogonal, and then we applied the first step
from (79). In order to obtain the optimal bound for the r.h.s., let us be more general as in
the case d = 2 and define the sets Sn with b0 =∞ and bn = b+ (n− 1)/(2cM), for b > 0 and
2c = (b+ ε)−1, b ∈ R. Using (El − Ek) ≥ ρ 13−bn in Sn together with
lim
TD
1
L6
∑
(k,l)∈Sn
. ρ 23−bn+1ρ2ε
(
ρ−bn+1 − ρ−bn
)
, (236)
one finds
1
L6
∑
(k,l)∈Sn
1
(Ek − El)2 . ρ
2bn−2bn+1
(
1− ρ−bn+bn+1
)
. 1
M
ln ρ
(
1 +O(M−1 ln ρ)
)
, (237)
1 ≤ n ≤ M . Hence, this way (taking M → ∞) we obtain at best (235) . ln ρ, which would
imply a trivial statement like ||ΨA(t)||TD . ln ρ already for t of order one.
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