Unsupervised synthetic aperture radar (SAR) image segmentation is a fundamental preliminary processing step required for sea area detection in military applications. The purpose of this step is to classify large image areas into different segments to assist with identification of the sea area and the ship target within the image. The recently proposed triplet Markov field (TMF) model has been successfully used for segmentation of nonstationary SAR images. This letter presents a hierarchical TMF model in the discrete wavelet domain of unsupervised SAR image segmentation for sea area detection, which we have named the wavelet hierarchical TMF (WHTMF) model. The WHTMF model can precisely capture the global and local image characteristics in the two-pass computation of posterior distribution. The multiscale likelihood and the multiscale energy function are constructed to capture the intrascale and intrascale dependencies in a random field ( , ). To model the SAR data related to radar backscattering sources, the Gaussian distribution is utilized. The effectiveness of the proposed model for SAR image segmentation is evaluated using synthesized and real SAR data.
Introduction
SAR is an active remote sensing system that generates and transmits microwave electromagnetic radiation to the surface of a target region [1] . It has been widely applied in national defense applications since SAR imaging is not influenced by weather conditions, geographical location, or time.
For a special application of sea area detection, SAR image is provided to detect a ship target in the sea area. And in this type of application, the SAR image needs to be firstly segmented to identify the sea area within the image. Therefore, SAR image segmentation is an important problem that requires further investigation.
Based on a review of recent studies, segmentation methods can be divided into multiple categories including featurebased methods [2] , structure-based methods [3] , and modelbased methods. Among these methods, the Markov random field (MRF) [4, 5] model is very popular in the research community, since it is acknowledged as a powerful tool for the segmentation of SAR images. The MRF model can suppress speckle noise during the process of image segmentation and produce better results than other methods. Several studies have applied the MRF model to various problems, including the detection of oil spill within SAR images [6] and modified MRF-based SAR image segmentation [7, 8] . However, real SAR images are often nonstationary, especially in object detection applications, and the MRF model does not take the nonstationary nature of SAR images into consideration. This limitation makes it unsuitable for nonstationary SAR images.
Benboudjema and Pieczynski were the first to propose the triplet Markov field (TMF) model and introduced an auxiliary random field to deal with nonstationary image segmentation [9] . The TMF model has achieved promising results tackling SAR image segmentation. For example, Wang et al. Discrete Dynamics in Nature and Society proposed a change-detection method for segmentation based on the TMF model. She redefined the third field in the TMF model to describe the nonstationary textural similarity between two multitemporal SAR images [10] . In another study, Wang et al. used a higher order neighborhood system in the TMF model to improve the modeling ability for complex priors [11] . Lian et al. proposed an unsupervised SAR image segmentation algorithm based on a conditional TMF framework which combines the advantages of both CRF and TMF [12] . However, these TMF-based, segmentation algorithms are employed at a pixel level in the spatial domain, which means iterative calculations are required to obtain an approximate result. Taking the large calculation requirement into account, Gan et al. used the TMF model with edge location for fast unsupervised segmentation of SAR images [13] . The computational efficiency is significantly enhanced but this method is also in the spatial domain; therefore the impact of reducing the computation time is a loss of local information.
In this letter, a novel unsupervised SAR image segmentation method is proposed that is based on a hierarchical TMF in the discrete wavelet domain. The multiresolution characteristic of the discrete wavelet transform is used to represent the observed field of the SAR image as a series of discrete wavelet coefficients, so that each labeled field of the corresponding resolution can use the characteristic of the corresponding scale. A hierarchical algorithm in the discrete wavelet domain defines the relationship between different scales using a model that incorporates the global and local characteristics of an image at different scales, which can improve the efficiency of image segmentation. The WHTMF method in this paper combines the advantages of both the hierarchical algorithm and the TMF model to deal with the problem of insufficient local statistical information. Unsupervised segmentation is popular in recent years since training data is not required for parameter estimation, which is automatically accomplished and is conducive to automation of the sea area detection system. The experimental results suggest that the proposed method can improve the accuracy of SAR image segmentation.
Triplet Markov Field
The TMF model is developed based on the classical hidden Markov fields (HMF) mode and the pairwise Markov field (PMF) model [14] . The TMF introduces a third random field = ( ) ∈ and assumes the TMF = ( , , ). In contrast to the HMF and PMF, the third field can have some physical interpretation. In this paper, the third random field = ( ) ∈ is used to incorporate the nonstationary behavior in the posterior distribution, and the pairwise potentials are reconstructed under the combined effect of and .
Let be the set of pixels, the label field = ( ) ∈ is defined over a finite set of classes Ω = (1, . . . , ), and the observed field = ( ) ∈ represents the observed data of the site . The observed field takes its value from the wavelet coefficients in this paper. In the TMF model, the third field = ( ) ∈ is introduced to describe the nonstationary property of the distribution ( , ). is defined over Λ = { 1 , . . . , }, where different values in Λ represent the different level of stationary attribute of ( , ). In this letter, a particular case = 2 is considered and the field is defined in relatively simple way: the sites with intensity variations in their neighborhood are considered as a potential stationarity and labeled as , while sites with imperceptible intensity variations in their neighborhood are considered to be another stationarity and labeled as . Hence, the filed contains two possible stationarities for any nonstationary images.
At the same time, let us consider that the Markov distribution of = ( , , ) is obtained by assuming that ( , ) is a MRF and its energy is defined as follows:
where is a horizontal clique and is a vertical clique. Here ( , ) = 1 when = and ( , ) = 0 when ̸ = ; * ( , , ) = 1 when = = , * ( , , ) = 0 when ̸ = ; the value of * ( , , ) has the same form of * ( , , ). Furthermore, based on the Bayes theorem ( , , ) = ( , ) ( | , ) and Gibbs energy function ( = , = ) = exp(− ( , )), the distribution of TMF can be defined as (2):
where TMF denotes the partition function [15] .
Hierarchical TMF Model in Discrete Wavelet Domain
The observed fields are described with a series of wavelet domain transformations, due to varied characteristics of discrete wavelet transform. Each scale has different characteristic vector for varying resolution, which is more conducive to reflect the nature of the observed field. To model the SAR data, Zhang et al. used the generalized Gamma distribution in a hierarchical TMF model [16] . In this paper, the Gaussian MRF (GMRF) [17] model is used for the observed field since the GMRF is more related to radar backscattering sources. In the GMRF, the relationship between the wavelet coefficient vector at each scale and the neighborhood wavelet coefficient vector at the same scale are considered in the construction of spatial interaction parameter matrix.
Two-Pass Computation of Posterior
, the random variables ( ) ∈ are conditionally independent of ( , ) ∈ , and the distribution is expressed as ( | , ) = ( | ). The observed field value of the original image 0 at site depends on the segmentation label set ( = 0) and the vector of intrascale second-order neighborhood. The conditional probability is as follows:
where is the number of dimensions, is the collection of the wavelet coefficient vectors at the corresponding second-order neighborhood at scale , and = − −∑ ∈ , ×( + − ) represents the vector of white Gaussian noise with zero mean at . In addition, ∈ = {(0, 1), (0, −1), (1, 0), (1, 1), (−1, −1), (−1, 1), (1, −1), (−1, 0)} represents the position offset between the second-order neighborhood system and the center, as shown in Figure 1 .
, Σ , , are the mean vector, the noise covariance matrix, and the spatial interaction parameter matrix. The wavelet coefficient vectors at the same scale are described as , , where each , is a 4 × 4 matrix, and it expresses the relationship of the four dimensional wavelet coefficient vectors at the offset value of with reference to the current position. Therefore, the parameters of the observed field can be expressed as = ( , Σ , , ). Hence, the bottom-up pass is performed as follows: firstly, compute the bottom level scale at = 0 according to (4): Then, for 0 < ≤ , use the relationship between the current scale and the child scale, as given in (5):
where Then the top-down pass is computed. At the coarsest scale = , (1) is used to obtain the energy function:
At other scales, according to the Bayesian rule, and under the guidance of the larger scale structure segmentation, the multiscale energy functions of causal TMF model are as follows:
where the former one is the energy of intrascale and the latter one is with respect to interscale:
In (6)- (8), where , 1 , 2 , 3 }, the first three keep consistency with [18] , the last three are the interaction parameters between the interscales. 1 and 2 are the weighted coefficient, according to [19] , 1 = 2 + 2(2 − 1) and 2 = 4 .
Segmentation Algorithm Based on the Sequential MAP (SMAP).
The SMAP estimator is used to segment the multiscale image [20] . It gives different penalties to the segmentation errors at different scales. The segmentation errors at larger scale have significantly higher effect on the final cost function compared to the errors at smaller scales. This is similar to the human visual system; therefore, the SMAP can improve the performance of the segmentation process. To determine the model parameters, and the segmentation results in the top-down pass, the recursive estimation procedure is expressed as (9)- (12): 
Parameter Estimation.
In the unsupervised segmentation applications, the parameter estimation cannot be performed on the training data. Therefore, the expectationmaximization (EM) algorithm is used for estimation in this paper. In the iterative process of EM algorithm, the efficient maximizing pseudolikelihood (MPL) is selected with the GMRF model parameters. To compute the interaction Discrete Dynamics in Nature and Society parameters = { 0 , 1 , 2 , 3 }, the EM algorithm is used in similar way as [21] . Finally, in order to obtain the segmentation results, the fast iteration condition mode (ICM) [22] is used with the estimated parameters to maximize (10) and (12) . The entire process is shown in Figure 3. 
Experiments and Discussions

Segmentation Quality Assessment Criterion.
In order to evaluate the segmentation quality of the proposed algorithm, the aspects of visual effects and the quantitative indications are considered. From the visual point of view, the algorithm that maintains the local features and preserves the edge information is considered as a better segmentation method. On the other hand, the Kappa coefficient and the classification error rate are mostly used in the quantitative evaluation index [23] .
Under the hypothesis that the ideal segmentation result is known, the results of the proposed method are compared with the ideal. The pixels of the class are classified as class , given as ; is the total number of image pixels,
is the number of pixels that are classified into the class in the classification process, and + = ∑ =1 is the number pixels in the actual class in the image. The Kappa coefficient is given as follows:
The classification error rate is a statistic index with significant probability. It refers to the probability of each random sample classification that is consistent with the actual classification; it is calculated as follows:
Performance Evaluation on Synthetic SAR Images.
The WHTMF model is applied to the segmentation of synthetic 6 Discrete Dynamics in Nature and Society SAR image to quantitatively describe the quality of segmentation. The segmentation results are compared with three of the traditional methods as Figure 4 : the -means clustering by fusion texture image (KMCF), the classical HMF model, and the TMF model.
It can be seen from Figure 4 that the KMCF method and the classical HMF model segmentation methods are sensitive to noise and the distribution of gray value, while the TMF model and the WHTMF model suppress the noise. It is due to the consideration of the relationship between the pixels in local space. As the multiscale likelihood function and multiscale energy function are considered in WHTMF model, the proposed method performs better than the TMF model. The Kappa coefficient and the classification error rate are calculated and provided in Table 1 . The greater of the Kappa coefficient with the lower of classification error rate shows the better segmentation performance. The evaluation results are consistent with the human vision system.
Experimental Results on Real SAR Images.
The segmentation quality of the proposed method and the two efficient selected methods are also evaluated on real SAR images of different scenarios, as shown in Figure 5 , where Figure 5 shows the segmentation results of the TMF model, and segmentation samples. It is perhaps due to the fact that the TMF model only depends on the limited pixel-level image information. According to the segmentation results, the WHTMF model can achieve better performance than the TMF model. It is observed that it produces significantly less incorrect segmentation samples compared to the TMF. Moreover, the edge information in the result of WHTMF is more accurate. These improvements can be attributed to the interscale dependencies captured by the multiscale energy function and the multiscale likelihood in our algorithm. The WHTMF model captures the statistical property of the wavelet coefficients, and multiscale likelihoods are computed in the bottom-up pass computations. Combined with the multiscale energy function in the top-down pass computation, the conditional posterior distribution is obtained. The large structure segmentation at coarser scale can serve as a mask and allow the segmentation in finer scale to adjust. Consequently, the segmentation results by the WHTMF model show better performance.
Application on Sea Area Detection System
Segmentation is the basis of sea area detection; it can provide the coordinates of the sea area from the entire SAR image. The selected region will be sent to the detector that can magnify the region for ship target detection. Recently, the system of sea area detection for ship target has the routine modules as follows. Figure 6 .
Firstly, the land isolation module is used to separate the sea area from the entire scene, shown in Figure 6 (b), and this module uses the segmentation method proposed in this paper, which is the significant premise of the system. If the segmentation is not good enough, the false alarm of the land areas will bring the error to the detection threshold, and the latter modules will be influenced by the error; so the result will not be accurate. Secondly, the selected area is preprocessed for despeckle; the despeckle algorithm of speckle reducing anisotropy diffusion (SRAD) [24] is used here. From the local magnifying image as Figure 6 (c), it can be see that there are some interferences of sea clutter and scattered islands from the sea background around the ship target. Therefore, use the specific algorithm of ship detection to separate the ship target from the sea background. The selfadaption constant false alarm (CFAR) algorithm is applicable to detect the discrete dynamic ship target. And Figure 6 (d) shows the extracted ship target from the background. Then, though a priori information to get rid of the false target, Figure 6 (e) labels the false target with blue color. Finally, the binary image of ship targets is obtained to provide parameter information.
Conclusion
In this letter, a novel unsupervised SAR image segmentation method is proposed that is based on hierarchical TMF in discrete wavelet domain for sea area detection. A Two-pass computation of posterior distribution involves the multiscale likelihood and multiscale energy function, and it effectively captures the global and local image characteristics. The intrascale and the interscale dependences for hierarchical TMF are considered. The experimental results show that the WHTMF model can obtain the optimized parameters and performs better segmentation of the SAR images. We use the WHTMF model in the application of sea area detection system as the first and an important basic step, and the detection of ship target is more accurate and timesaving. However, the WHTMF model studied in this letter is very simple and particularly hypothesizes that the SAR image data are Gaussian model, and this hypothesis can be relaxed to construct more general distribution models in our future research.
