Attractors of Linear Cellular Automata  by Manzini, Giovanni & Margara, Luciano
Journal of Computer and System Sciences 58, 597610 (1999)
Attractors of Linear Cellular Automata
Giovanni Manzini*
Dipartimento di Scienze e Tecnologie Avanzate,
Universita del Piemonte Orientale and
Istituto di Matematica Computazionale, CNR, Pisa, Italy
E-mail: mainzinimfn.al.unipmn.it
and
Luciano Margara
Dipartimento di Scienze dell’Informazione, Universita di Bologna and
International Computer Science Institute (ICSI ), Berkeley, California
E-mail: margaracs.unibo.it
Received January 16, 1998; revised October 16, 1998
In this paper we study the asymptotic behavior of D-dimensional linear
cellular automata over the ring Zm (D1, m2). In the first part of the
paper we consider nonsurjective cellular automata (CA). We prove that, after
a transient phase of length at most wlog2 mx, the evolution of a linear nonsur-
jective cellular automata F takes place completely within a subspace YF . This
result suggests that we can get valuable information on the long term
behavior of F by studying its properties when restricted to YF . We prove that
such study is possible by showing that the system (YF , F ) is topologically
conjugated to a linear cellular automata F* defined over a different ring Zm .
In the second part of the paper, we study the attractor sets of linear cellular
automata. Recently, Kurka has shown that CA can be partitioned into five
disjoint classes according to the structure of their attractors. We present a
procedure for deciding the membership in Kurka’s classes for any linear
cellular automata. Our procedure requires only gcd computations involving
the coefficients of the local rule associated to the cellular automata.  1999
Academic Press
1. INTRODUCTION
Cellular automata (CA) are dynamical systems consisting of a D-dimensional
lattice of variables which can taka a finite number of discrete values. The global
state of the CA, specified by the values of all the variables at a given time, evolves in
synchronous discrete time steps according to a given local rule which acts on the value
of each single variable. CA can display a rich and complex temporal evolution
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whose exact determination is in general very hard, if not impossible. In particular,
some properties of the temporal evolution of general CA are undecidable [5, 6, 12].
For an introduction to the CA theory and an extensive and up-to-date bibliography
see [8]. In this paper we restrict our attention to the class of linear CA (CA based
on a linear local rule defined over the ring Zm ). Despite their simplicity that makes
possible a detailed algebraic analysis, linear CA exhibit many of the complex
features of general CA. Linear CA have been used for pattern generation, design of
error correcting codes and cipher systems, and generation of hashing functions. (see
[4] for a survey of recent applications).
Recently, many important properties of linear CA have been completely charac-
terized (see Table 1). These properties have been introduced for the study of
discrete time dynamical systems (see, for example, [7]). Among other things, they
provide valuable information on the long-term behavior of a complex system. The
results mentioned above show that it is often possible to make a detailed analysis
of the global dynamical behavior of a linear CA by analyzing the coefficients of its
local rule.
In the first part of this paper we study the asymptotic behavior of nonsurjective
linear CA. By looking at Table 1 we notice that a nonsurjective CA cannot be either
ergodic or (strongly) transitive, or (positively) expansive, or regular. This makes
most of the above-listed results inapplicable to the study of the long-term behavior
of nonsurjective linear CA over Zm . However, we prove (Theorem 3.1) that for any
nonsurjective linear CA F, there exists a subspace YF such that for any configura-
tion x F k (x) # YF for all kwlog2 mx. That is, after a transient phase of length at
most wlog2 mx, the evolution of the system takes place completely within the
subspace YF . This result indicates that in order to study the asymptotic behavior
of nonsurjective linear CA one should analyze the behavior of the map F over the
subspace YF . We show how to carry out this analysis by proving (Theorem 3.2)
TABLE 1
Characterization of Topological and Metric Properties of Linear CA over Zm in Terms of
the Coefficients *i’s (for D-dimensional CA) or ai’s (for one-dimensional CA)
Property Characterization Reference
Surjectivity gcd(m, *1 , ..., *s)=1 [11]
Injectivity (\p # P)(_!*i) : p |% *i [11]
Ergodicity gcd(m, *2 , ..., *s)=1 [16]
Transitivity gcd(m, *2 , ..., *s)=1 [3]
Sensitivity (_p # P) : p |% gcd(*2 , ..., *s) [14]
Pos. expansivity gcd(m, a1 , ..., ar)=gcd(m, a&1 , ..., a&r)=1 [14]
Equicontinuity (\p # P) p | gcd(*2 , ..., *s) [14]
Strong trans. (\p # P)(_*i , *j) : p |% *i 7 p |% *j [14]
Expansivity gcd(m, a&r , ..., a&1 , a1 , ..., ar)=1 [15]
Regularity gcd(m, a&r , ..., ar)=1 [2]
Note. P denotes the set of prime factors of m.
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that the behavior of F over YF is identical to the behavior of a linear surjective map
F* defined over a configuration space isomorphic to YF . We also give an explicit
formula for the coefficients of the local rule associated to F*. The knowledge of
these coefficients makes it possible to easily recognize if the map F restricted to YF
satisfies any of the properties reported in Table 1.
In the second part of this paper, we make a further step in the analysis of the
long-term behavior of linear CA by studying the structure of their attractors. Infor-
mally, an attractor or a dynamical system (X, F ) is a subset ZX of configurations
such that the forward trajectory under iterations of F of any configuration which is
sufficiently close to Z gets closer and closer to Z. Attractors of CA have been
studied, for example, by Hurley [10], Kurka [13], and Blanchard et al. [1]. In
particular, Kurka partitions the set of CA into five disjoint classes, labeled A1 A5 ,
according to the structure of their attractors. We prove that for linear (surjective
and nonsurjective) CA it is possible to determine the membership in these classes
by looking at the coefficients of the associated local rule. In particular, we prove
(Theorem 4.3) that a linear surjective CA belongs to A5 if it is transitive; otherwise
it belongs to A1 . For nonsurjective linear CA we use the results established in the
first part of the paper. We prove (Theorem 4.5) that any attractor for a nonsurjec-
tive map F is also an attractor for F restricted to the invariant subspace YF . As a
consequence, the attractors for F can be determined by looking at the behavior of
the associated surjective map F*. If F* is transitive then F belongs to class A4 ;
otherwise F belongs to A1 (Theorem 4.6). Note that, as a corollary, we have that
classes A2 and A3 do not contain any linear CA. Since transitivity of F and F* can
be easily checked with gcd computations involving only the coefficients of the
associated local rules, these results provide an effective procedure for deciding the
membership of linear CA in Kurka’s classes.
The rest of this paper is organized as follows. In Section 2 we give basic defini-
tions and notations. In Section 3 we study the asymptotic behavior of nonsurjective
CA. In Section 4 we analyze the attractor structure of linear CA. Section 5 contains
conclusions and the indications of further work.
2. BASIC DEFINITIONS
In this section we review basic definitions and state some known results which
will be used in the rest of the paper.
2.1. Cellular Automata
For m2, let Zm=[0, 1, ..., m&1] denote the ring of integers modulo m. We
consider the space of configurations,
CDm=[c | c: Z
D  Zm],
which consists of all functions from ZD into Zm . Each element of C
D
m can be
visualized as an infinite D-dimensional lattice in which each cell contains an
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element of Zm . A special configuration is the null configuration 0 which has the
property that 0(v)=0 for all v # ZD.
Let s1. A neighborhood frame of size s is an ordered set of distinct vectors
u1 , u2 , ..., us # Z
D. Given f: Zsm  Zm , a D-dimensional CA based on the local rule
f is the pair (CDm , F ), where F: C
D
m  C
D
m is the global transition map defined as
follows: For every c # CDm the configuration F(c) is such that for every v # Z
D,
[F(c)](v)= f (c(v+u1), ..., c(v+us)). (1)
In other words, the content of cell v in the configuration F(c) is a function of the
content of cells v+u1 , ..., v+us in the configuration c. Note that the local rule f and
the neighborhood frame completely determine F. In this paper we consider mainly
linear CA, that is, CA which have a local rule of the form
f (x1 , ..., xs)= :
s
i=1
*ixi mod m, (2)
with *1 , ..., *s # Zm . Note that for a linear D-dimensional CA Eq. (1) becomes
[F(c)](v)= :
s
i=1
*ic(v+ui) mod m. (3)
Throughout the paper, F(c) will denote the result of the application of the map F
to the configuration c, and c(v) will denote the value assumed by c in v. For n0,
we recursively define F n (c) by F n (c)=F(F n&1 (c)), where F 0 (c)=c. Given a CA
(CDm , F ) we say that XC
D
m is an invariant subspace iff F(X)X. If X is invariant,
we say that (X, F ) is a subsystem of (CDm , F ).
2.2. Topological Properties
The configuration space CDm is usually endowed with the topology which has
as a basis of open and closed sets the D-dimensional cylinders. A D-dimensional
cylinder is a subset of CDm defined by
( (v1 , a1), ..., (vl , al))=[c # CDm : c(vi)=ai , i=1, ..., l].
One can easily verify that this topology coincides with the product topology
induced on CDm by the discrete topology on Zm . With this topology, the space of
configurations is compact and totally disconnected and every CA is a (uniformly)
continuous map. A topological property which is of particular interest for us
is transitivity since, as we will see, it is related to the structure of the attractors
of a CA.
Definition 2.1. A dynamical system (X, F ) is topologically transitive if and
only if for all nonempty open subsets U, VX there exists a natural number n such
that F n (U) & V{<.
600 MANZINI AND MARGARA
Intuitively, a transitive map F has points which eventually move under iteration
of F from one arbitrarily small neighborhood to any other. As a consequence, the
dynamical system cannot be decomposed into two disjoint open sets which are
invariant under the map. The following result, proven in [3], shows that for linear
CA transitivity can be recognized by looking at the coefficients of the local rule.
Theorem 2.2. Let F denote the global transition map of a linear D-dimensional
CA over Zm defined by
[F(c)](v)= :
s
i=1
*i c(v+ui) mod m.
Assume u1=0; that is, *1 is the coefficient associated to the null displacement. The
map F is topologically transitive iff gcd(m, *2 , ..., *s)=1.
An important tool for the study of dynamical systems is the concept of topologi-
cal conjugation. We say that two dynamical systems (X, F ) and (X$, P$) are
topologically conjugated if there exists a bijective function %: X  X$ such that
%(F(x))=F $(%(x)) and both % and %&1 are continuous (that is, % is a homeo-
morphism between X and X$).
2.3. Attractors
Informally, an attractor for a dynamical system (X, F ) is a subset ZX of
configurations such that the forward trajectory under iterations of F of any
configuration x # X that is sufficiently close to Z gets closer and closer to Z.
Definition 2.3. Let (X, F ) be a dynamical system. A nonempty subset ZX is
an attractor for F iff there exists an open set UX such that
F(U )U, Z= ,
j0
F j (U).
A nonempty set YX is a quasi-attractor for F if it is a countable intersection
of attractors but is itself not an attractor. An attractor (quasi-attractor) is minimal
iff it does not contain any other attractor (quasi-attractor) as a proper subset. Let
(X, F ) be a dynamical system. We define the |-limit of a set YX according to F
by
|F (Y)= ,
n0
.
mn
F m (Y).
In a zero-dimensional space (CDm is a zero-dimensional space) a set Z is an attractor
for F iff there exists an invariant closed and open set (clopen from now on) C with
Z=|F (C). The set of attractors is at most countable. The largest attractor is
|F (X). If W and Z are attractors then W _ Z is still on attractor while W & Z need
not be an attractor, but if it is nonempty then |F (W & Z) is an attractor. It is
straightforward to verify that if the dynamical systems (X, F ) and (X$, F $) are
601ATTRACTORS OF LINEAR CA
topologically conjugated via the homeomorphism % then Z is an attractor for
(X, F ) iff %(Z) is an attractor for (X$, F $).
The following result is basically due to Hurley [10] and has been refined by
Kurka [13]. It provides an attractor-based classification of CA.
Theorem 2.4. Every CA (CDm , F) satisfies exactly one of the following properties:
(A1) F has a pair of disjoint attractors.
(A2) F has a unique minimal quasi-attractor.
(A3) F has a unique minimal attractor different from |F (X).
(A4) F has a unique attractor |F (X) different from X.
(A5) F has a unique attractor X.
3. ASYMPTOTIC BEHAVIOR OF A NONSURJECTIVE LINEAR CA
In this section we study the asymptotic behavior of a nonsurjective linear CA. As
a first result, we show that after a transient phase the evolution of a nonsurjective
CA takes place completely within an invariant subspace which can be exactly
characterized.
Theorem 3.1. Let F denote the global transition map of a linear D-dimensional
CA over Zm defined by
[F(c)](v)= :
s
i=1
*ic(v+ui) mod m. (4)
If F is nonsurjective there exists an invariant subspace YF /CDm such that for any
c # CDm and kwlog2mx, we have F k (c) # YF .
Proof. Let d=gcd(m, *1 , ..., *s). For the characterization of surjective linear CA
(see Table 1) we know that d>1. Let m= pk11 p
k2
2 } } } p
kh
h . Without loss of generality
we can assume that d= pv11 p
v2
2 } } } p
vl
l with 1viki and lh. Let
q= pk11 } } } p
kl
l (5)
and define
YF=[c # CDm | c(v)#0 (mod q), \v # Z
D]. (6)
We now show that for kmax1ilki we have F k (c) # YF for any c # CDm . By (4),
we know that for any v # ZD[F(c)](v) is a multiple of d=gcd(m, *1 , ..., *s). Hence,
[F(c)](v) is a multiple of p1 p2 } } } pl . Similarly, [F k (c)](v) is a multiple of
( p1p2 } } } pl)k. Thus, [F k (c)](v)#0 (mod q) and F k (CDm)YF . With a similar argu-
ment one can easily see that c # YF implies F(c) # YF . Hence YF is an invariant sub-
space as claimed. K
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Our next theorem shows that the study of the subsystem (YF , F ) can be easily
done since it is topologically conjugated to a surjective linear CA for which we are
able to compute the coefficients of the associated local rule.
Theorem 3.2. Let (CDm , F ) denote a nonsurjective linear CA and let YF be defined
as in the proof of Theorem 3.1. The subsystem (YF , F ) is topically conjugated to a
surjective linear CA (CDm* , F*) with m*<m.
Proof. Let d, q be defined as in the proof of Theorem 3.1 and let m*=mq.
Assume first m*>1. Since gcd(q, m*)=1, the ring Zm is isomorphic to the direct
product Zq_Zm* . That is, each element x # Zm can be replaced by the pair
(x mod q, x mod m*) with sums and products done componentwise. Replacing Zm
with Zq_Zm* , the set YF defined by (6) can be characterized as
YF=[c # CDm | c(v)=(0, tv ), \v # Z
D], (7)
where tv denotes a generic element of Zm* . It is straightforward to verify that
(YF , F ) is topologically conjugated to (CDm* , F*), where F* denotes the linear map
with the same neighborhood frame as F and coefficients *$1 , ..., *$s # Zm* defined by
*$i=(*i mod m*), i=1, ..., s.
To complete the proof it remains to be shown that F* is surjective. We use the
characterization of surjective linear CA given in Table 1. Assume by contradiction
that there exists a prime factor pj (l< jh) of m* such that
pj | *$i , i=1, 2, ..., s. (8)
By construction, for i=1, ..., s we have *$i=*i&vi m*. Since pj | m*, we get
pj | *$i , O pj | (*i&vim*) O pj | * i .
Hence, (8) implies pj | gcd(m, *1 , ..., *s) which is impossible since, by construction
m* contains only the prime factors of m which are not in gcd(m, *1 , ..., *s).
Finally, if m*=1 it is straightforward to verify that YF=[0]. Hence, (YF , F ) is
topologically conjugated to the trivial CA (CD1 , I ), where I denotes the identity
map. K
The following corollary to Theorem 3.2 shows that the subsystems (YF , F ) can
have a wide range of possible behaviors.
Corollary 3.3. Let (CDm$ , F $) be any surjective CA. If m is a multiple of m$
which satisfies gcd(m$, mm$)=1, there exists a linear CA (CDm , F) such that for some
kwlog2 (mm$)x the subsystem (F k (CDm), F ) is topologically conjugated to (C
D
m$ , F $).
Proof. Let q=mm$ and let *$1 , ..., *$s denote the coefficients of the local rule
associated to F $. Since gcd(m$, q)=1, there exist :, ; such that :m$+;q=1. For
i=1, ..., s, define
*i=qi:m$+*$i;q,
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where each qi is any integer containing all prime factors of q. Note that *i #*$i
(mod m$). Let F denote the linear map with the same neighborhood frame as F $
and coefficients *1 , ..., *s . Since gcd(m$, *$1 , ..., *$s)=1, we have gcd(m, *1 , ..., *s)=
gcd(q, q1 , ..., qs)>1. Reasoning as in the proof of Theorem 3.2 we get that
(F k (CDm), F ) is topologically conjugated to (C
D
m , F $), where k is the smallest integer
such that (qi)k#0 (mod q) for i=1, ..., s. K
The next corollary shows that there cannot be an invariant subspace smaller than
YF for which Theorem 3.1 holds.
Corollary 3.4. Let (CDm , F ) denote a nonsurjective linear CA and let YF be
defined as in the proof of Theorem 3.1. For any kwlog2 mx we have F k (CDm)=YF .
Proof. By Theorem 3.1 we already know that F k (CDm)YF . To prove the other
inclusion, notice that, since (YF , F ) is topologically conjugated to the surjective CA
(CDm* , F*), the map F must be surjective over YF . Hence, F
k (CDm)$F k (YF)$YF as
claimed. K
Remark. It is well known that the topology over CDm defined in Section 2.2 is a
metric topology; that is, it coincides with the topology induced, for example, by the
Tychonoff distance dT (as defined in [1]). Let % denote the topological conjugation
between (YF , F ) and (CDm* , F*) given in the proof of Theorem 3.2. One can easily
verify that % is indeed an isometry, with respect to dT , between YF and CDm* . As a
consequence, % preserves all the topological and metric properties listed in Table 1.
This means that (YF , F) has one of those properties if and only if (CDm* , F*) does.
The following example shows how to apply the results of this section to analyze
the asymptotic behavior of a nonsurjective linear CA.
Example. Let m=150 and let f be a linear local rule with coefficients *1=30,
*2=15, and *3=20. Let F be the D-dimensional (D1) global transition map
associated to f. Since gcd(150, 30, 15, 20)=5, F is not surjective. The invariant
space YF defined in Theorem 3.1 is
YF=[c | c : ZD  A],
where A=[0, 25, 50, 75, 100, 125]. Note that for any c # YF and k2 we have
F k (c) # YF . By Theorem 3.2 we know that (YF , F ) is topologically conjugated to
(CD6 , F*), where the coefficients associated to F* are *$1=0, *$2=3, and *$3=2.
From the characterizations of Table 1 we get that (CD6 , F*) is injective, ergodic,
transitive, and sensitive. In addition, if D=1 (CD6 , F*) is also expansive, and
regular. From the above remark we know that the same properties hold for (YF , F )
as well. K
4. ATTRACTOR STRUCTURE OF LINEAR CA
In this section we study the attractor structure of linear CA. First, we consider
the simpler case of surjective linear CA. Then, we use the results of Section 3 to
analyze the attractors of nonsurjective CA.
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4.1. Attractors of Surjective Linear CA
We start with a preliminary lemma.
Lemma 4.1. Let F denote the global transition map of a linear D-dimensional CA
over Zm defined by
[F(c)](v)= :
s
i=1
*ic(v+ui) mod m. (9)
Assume u1=0; that is, *1 is the coefficient associated to the null displacement. If
gcd(m, *1 , ..., *s)=1, gcd(m, *2 , ..., *s)=d>1, (10)
then for every c # CDm and v # Z
D we have
gcd([F(c)](v), d )=gcd(c(v), d ). (11)
Proof. Let c # CDm . From (9) we get
[F(c)](v)=*1 c(v)+ :
s
i=1
* ic(v+ui) mod m.
By (10) we know that d divides every *i for i>2, whereas gcd(*1 , d )=1. Hence, for
the properties of the gcd, we have
gcd([F(c)](v), d )=gcd(*1c(v)+dH, d )
=gcd(*1c(v), d )
=gcd(c(v), d). K
Corollary 4.2. Let F denote the global transition map of a linear D-dimen-
sional CA over Zm defined by (9) and assume the hypotheses of Lemma 4.1 hold. For
any divisor i of d consider the set
Ci :=[c # CDm | gcd(c(0), d )=i]. (12)
Then Ci is a clopen set and F(Ci)=Ci .
Proof. The set Ci is clearly clopen since it is the finite union of cylinders.
Moreover, by Lemma 4.1 we know that F(Ci)Ci . To prove the opposite inclu-
sion, we note that by the characterization reported in Table 1 the hypothesis
gcd(m, *1 , ..., *s)=1 implies that F is surjective. Thus, for each x # Ci there exists
y # CDm such that x=F( y). By Lemma 4.1 we must have y # Ci . Hence, Ci F(Ci)
as claimed. K
We are now able to determine the attractor structure for any surjective linear CA.
605ATTRACTORS OF LINEAR CA
Theorem 4.3. Let F denote the global transition map of a linear surjective
D-dimensional CA over Zm . We have
F transitive O F # A5
F not transitive O F # A1 .
Proof. The first implication follows from a result by Kurka [13] which states
that every transitive CA belongs to A5 . For the second implication assume F is not
transitive. Since F is surjective, by the characterization of Table 1 and Theorem 2.2
we have that F satisfies the hypotheses of Lemma 4.1. Let d=gcd(m, *2 , ..., *s). For
any divisor i of d let Ci be defined according to (12). By Corollary 4.2 we have
F(Ci )Ci , Ci= ,
j0
F j (Ci).
By Definition 2.3 we have that each Ci is an attractor and since they are clearly
disjoint F belongs to A1 . K
4.2. Attractors of Nonsurjective Linear CA
We now study the attractor structure of nonsurjective linear CA. The following
simple lemma shows that every attractor for F is a subset of the invariant subspace
YF introduced in Section 3.
Lemma 4.4. Let (CDm , F ) denote a nonsurjective linear CA and let YF be defined
by (6). If Z is an attractor for F then ZYF .
Proof. Let k=wlog2 mx. By Definition 2.3 we have that Z is a subset of F k (U)
for a suitable UCDm . By Corollary 3.4 we have
ZF k (U)F k (CDm)=YF . K
In order to study the attractors of (CDm , F ) we extend Lemma 4.4 by proving a
much stronger result. We prove (Theorem 4.5) that Z is an attractor for (CDm , F )
iff it is an attractor for (YF , F ). We use the notation introduced in Section 3.
Let q, m* be defined as in the proofs of Theorems 3.1 and 3.2. We have already
observed that, since gcd(q, m*)=1, the ring Z, is isomorphic to Zq_Zm* , and each
element x # Zm can be replaced by the pair (x mod q, x mod m*) with sums and
products done componentwise. Using this notation the set YF can be characterized
as in (7). We define the map 6: CDm  YF such that for any c # C
D
m
[6(c)](c)=(0, c(c) mod m*) \v # ZD.
It is straightforward to verify that the map 6 satisfies the properties:
P1. 6 restricted to YF is the identity map;
P2. 6 b F=F b 6;
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P3. if V is a cylinder of CDm then 6(V) is a cylinder of the subspace YF ;
P4. if V$ is a cylinder of YF then 6&1 (V$) is a finite union of cylinders of CDm .
We are now ready to prove the main result of this subsection.
Theorem 4.5. The set Z is an attractor for (CDm , F ) if and only if it is an attractor
for (YF , F ).
Proof. Assume Z is an attractor for (CDm , F ). For the characterization of
Section 2.3 we know that there exists an invariant clopen set CCDm such that
Z= ,
n>0
.
kn
F k (C).
We prove that Z is an attractor also for (YF , F ) by showing tghat 6(C) is an
invariant clopen subset of YF , and that
Z= ,
n>0
.
kn
F K (6(C ))YF, (13)
where we use W YF to denote the closure of the set W with respect to the topology
of YF . Note, however, that since YF is a closed subset of CDm , we have W
YF=W for
any WYF .
Since C is a clopen subset of CDm it is the finite union of cylinders and by property
P3 6(C ) it is a clopen subset of YF . Moreover, since C is invariant, using property
P2 we have
F(6(C))=6(F(C))6(C)
which shows that 6(C ) is invariant as well.
Let n*=wlog2 mx. By Theorem 3.1 we know that, for kn*, F k (C)YF .
Hence, by properties P1P2 we get
Z= ,
nn*
.
kn
F k (C)
= ,
nn*
.
kn
6(F k (C))
= ,
nn*
.
kn
F k (6(C))
= ,
nn*
.
kn
F k (6(C))YF
which proves (13). Hence Z is an attractor for (YF , F ) as claimed.
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Assume now Z$ is an attractor for (YF , F ). Then, there exists a clopen invariant
set C$YF such that
Z$= ,
n>0
.
kn
F k (C$)YF.
Reasoning as above, using properties P1P4 one can easily see that 6&1 (C$) is an
invariant clopen subset of CDm such that Z$=|F (6
&1 (C$)). This proves that Z$ is
an attractor for (CDm , F ) and the theorem follows. K
Theorem 4.6. Let (CDm , F ) denote a nonsurjective linear CA, and let (C
D
m* , F*)
denote the surjective linear CA topologically conjugated to (YF , F ) defined in
Theorem 3.2. We have
F* transitive O F # A4
F* not transitive O F # A1 .
Proof. By Theorem 4.5 we know that (CDm , F ) and (YF , F ) have the same attrac-
tors. Since (YF , F ) is topologically conjugated to (CDm* , F*), it has the same number
of attractors as (CDm* , F*). The thesis follows by Theorem 4.3. K
4.3. Kurka’s Classification for Linear CA
Using the results of the previous sections we can now easily classify every linear
CA according to Kurka’s scheme. However, we notice that Kurka’s class A1
contains both surjective and nonsurjective CA. Note that for surjective CA the union
of all attractors is the whole space, whereas this is never true for nonsurjective CA.
For symmetry with the other classes, we split Kurka’s class A1 into two subclasses:
A1.1 and A1.2. . Class A1.1 contains those CA which have at least two disjoint attrac-
tors and for which the union of all the attractors is a proper subset of the
entire space of configuration. Class A1.2 contains those CA which have at least two
disjoint attractors for which the union of all the attractors is equal to the entire
space of configuration. As an immediate corollary to Theorems 4.3 and 4.6 we have
the following results.
Corollary 4.7. Let (CDm , F ) denote a linear CA and, if F is not surjective, let
(CDm* , F*) denote the linear CA defined in Theorem 3.2. We have
F # A1.1  F is not surjective and F* is not transitive
F # A1.2  F is surjective but not transitive
F # A4  F is not surjective and F* is transitive
F # A5  F is transitive
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TABLE 2
Characterization of Kurka’s Classes for Linear CA
Attractor Class Characterization
A1.1 gcd(m, *1 , ..., *s)>1, gcd(m*, *$2 , ..., *$s)>1
A1.2 gcd(m, *1 , ..., *s)=1, gcd(m, *2 , ..., *s)>1
A2 empty
A3 empty
A1 gcd(m, *1 , ..., *s)>1, gcd(m*, *$2 , ..., *$s)>1
A1 gcd(m, *2 , ..., *s)=1
Note. *i represent the coefficients of the local rule associated to F while *i$ represent the
coefficients of the local rule associated to F*.
Corollary 4.8. Classes A2 and A3 do not contain linear CA.
Combining Corollary 4.7 with the results summarized in Table 1 we get a charac-
terization of Kurka’s classes for linear CA based on the coefficients *1 , ..., *s of F
and *$1 , ..., *$s of F*. This characterization is shown in Table 2.
5. CONCLUSIONS
This paper continues a stream of previous works (see, for example, [2, 3, 11, 15,
14, 16], where criteria are provided for analyzing the topological behavior of linear
CA over the entire space of configurations. In the case of nonsurjective CA most of
the known criteria cannot be applied and the CA under consideration can only be
labeled as nonsurjective. Here, we overcome this problem by proving the following
results:
v All the forward trajectories of any D-dimensional linear CA over Zm move
into an invariant subspace YF after at most wlog2 (m)x time steps.
v The dynamics of any linear CA on YF is topologically conjugated to the
dynamics of another (explicitly given) surjective linear CA defined over a smaller
alphabet.
These results allow us to apply the topological characterizations summarized
in Table 1 also to nonsurjective CA. As a by-product, we have been able to com-
pletely classify linear CA according to the attractor-based Kurka’s classification
scheme.
The characterization of attractors for linear CA is also a basic step towards the
computation of their topologic entropy, which is uncomputable for general CA [9].
In fact, the only part of the dynamics which determines the topological entropy of
a dynamical system is that which takes place on the set of attractors. For example,
the computation of the entropy of any linear nonsurjective CA (CDm , F ) reduces to
the computation of the entropy of (CDm* , F*).
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