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ABSTRACT 
This study quantifies the electricity savings to homeowners when they install and 
use Home Automation Devices (HADs), which are also called Internet of Things (IoT), 
in a residence. To accomplish this study, new analysis methods were developed that 
have built on and enhanced the features of existing energy analysis methods. A new 
inverse approach and a new two-way, calibrated simulation approach were combined to 
analyze the electricity savings from the installation and use of HADs. This study found 
that few of the previous studies about HADs that were reviewed developed methods for 
specifically quantifying the weather-normalized, hourly electricity savings to 
homeowners from the use of HADs. The review of the literature did find that 
homeowners using HADs wanted to use them automatically, without changing their 
lifestyle or experiencing discomfort, when turning on or turning off devices. Therefore, 
this study developed new, non-intrusive methods to help quantify the electricity savings 
to homeowners from the use of HADs using a combination of Smart Meter (SM) data 
and the corresponding weather data to analyze the weather-normalized savings from 
residences equipped with HADs. 
First, a non-intrusive method was developed to automatically detect and quantify 
potential electricity savings of HADs using hourly electricity use data recorded by an SM 
(i.e., Level 0 Analysis) before the retrofit. To accomplish this, both an event detection 
process and an energy quantification process were developed. Second, a calibrated 
building energy simulation model (i.e., Level I Analysis) was developed for the case-
iii 
study residence to analyze selected HAD usage scenarios to better quantify the potential 
electricity savings to the homeowner from the use of the HADs. The calibrated 
simulation model was used to simulate different scenarios of thermostatically-controlled 
and non-thermostatically-controlled HADs. Third, an HAD was installed in the case-study 
house to quantify the before/after actual electricity savings from the use of the HADs 
(i.e., Level II Analysis). Specifically, in the case-study house, a wireless HAD 
thermostat with occupancy sensors was installed. 
The results showed that the annual electricity savings resulting from Level 0 
Analysis, Level I Analysis, and Level II Analysis were 987.8 kWh (8.3 %), 2,961.7 kWh 
(25.2 %), and 5,208.4 kWh (43.6 %), respectively. Differences in the savings among 
the three methods can be attributed to the assumptions made for each analysis as well as 
the limitations in the three methods. Using the Level II Analysis savings, when the costs 
of the new thermostat ($249) with the seven motion sensors ($237), including the 
installation fee ($100), were considered, the simple payback period was 1.0 year. 
Thermal comfort was also analyzed. The analysis showed no significant degradation of 
thermal comfort from the electricity savings during occupied hours. Finally, this study 
provides recommendations to help improve future quantification methods and reduce the 
uncertainty of predicting the electricity savings for residences equipped with HADs 
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CHAPTER I  
INTRODUCTION 
 
1.1. Background  
Today, utility companies are installing Smart Meters (SMs) that record the 
hourly or sub-hourly (i.e., 15-minute interval) electricity consumption of their residential 
customers using wireless communication that sends the consumption data back to the 
utility through the utility grid (US EIA, 2015). In Houston, more than 2.4 million SMs 
have been installed (CenterPoint Energy, 2017; SMT, 2014). SMs can provide cost 
benefits for utilities because of potential electric demand reductions, faster outage 
detection, and faster restoration of service (CPUC, 2010). In order to help utilities reduce 
their electric demand, several studies have developed new approaches using data from 
SMs. For example, Mohsenian-Rad et al. (2010) and Ramchurn et al. (2011) developed 
demand management algorithms to reduce electric demand using the utility’s 
communication network with the SMs. Their algorithms helped utility companies avoid 
high electric loads during peak hours by reducing the electric loads at participating 
customers’ residences. In addition, Mathieu et al. (2011) developed a regression model 
using the 15-minute interval data from the SMs. This regression model can be used to 
evaluate electric demand response programs for utility companies, so they can better 
target the most effective measure for demand reduction. Darby (2010) also described 
how smart thermostats and smart appliances can be used to better manage their peak 
electric demand by wirelessly communicating with the grid. In her study, she explained 
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that utility companies can wirelessly control smart thermostats and turn on and off smart 
appliances to help reduce the electric demand on the grid during peak periods. 
While utility companies are poised to benefit from SMs, homeowners can also 
benefit by reacting to timely information, which may improve the management of their 
electricity use through their SMs (CPUC, 2010; BES, 2013). For example, Darby 
reviewed the electricity saving benefits by interpreting the real-time data (i.e., SM data) 
using in-home, real-time displays. She showed that the proper interpretation of the real-
time data can allow homeowners to check unusual electricity consumption and evaluate 
whether or not their energy reduction strategies are actually saving electricity. In 
addition, the use of home displays with real-time electricity use data helped homeowners 
turn their electric appliances on or off, use them less, or replace them with alternative 
ones, thereby saving electricity (Darby, 2010). Her study showed expected electricity 
saving opportunities of 15 % from the use of home displays with SM data. 
More recently, the continued development of the wireless technologies and the 
proliferation of smart phones has accelerated the development and application of Home 
Automation Devices (HADs) that are capable of communicating with smart phones and 
SMs, which have the potential to benefit both utility companies and homeowners. This 
technology has recently become possible due to improvements in wireless remote 
controls and display technologies, as well as reduced device costs (Fitts, 2014). 
Protocols such as ZigBee (ZigBee Alliance, 2014), Z-Wave (Sigma Designs, 2014), Wi-
Fi (Wi-Fi Alliance, 2014), INSTEON (INSTEON, 2014), and X10 (X10.com, 2013) 
have been developed and are now used to wirelessly connect the HADs using low power, 
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radio-frequency wireless networks (Frizell, 2014). Large companies such as Google and 
Apple have also been developing internet-connected HADs because the companies are 
interested in developing a digital framework to combine and manage HADs for homeowners 
to provide more convenience and increased functionality (Miller, 2014).  
In summary, several utility companies and research institutes have shown interest in 
using SMs and HADs to help reduce peak electric demand for utility companies and reduce 
total electricity use for homeowners. However, almost all of the previous studies have 
focused on the peak electric demand reduction benefits for utility companies rather than the 
electricity usage reductions for homeowners (Mathieu et al., 2011; Price et al., 2013; 
Bouhou, 2014). In other words, it appears that utility companies and research institutes have 
mostly studied the methods for reducing the peak electric demand for the benefit of utility 
companies rather than studying methods for reducing the electricity consumption for 
homeowners. Few of the previous studies have focused on how much electricity use can be 
saved by homeowners when HADs are successfully combined with the electricity use data 
recorded by SMs and what the reasons would be for the savings. In addition, the previous 
studies have not developed analysis methods for better predicting the savings to 
homeowners from the use of HADs. Therefore, the purpose of this study is to develop new 
method(s) that can help homeowners better quantify and predict how they can reduce their 
electricity consumption when HADs are used with SMs. These proposed new method(s) will 
build on and enhance the features of existing analysis methods so they can be applied to the 
hourly and sub-hourly time scale of HADs.  
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1.2. Purpose and Objectives  
The purpose of this study is to quantify and predict the electricity savings of 
homes equipped with Home Automation Devices (HADs) using the electricity use data 
recorded by Smart Meters (SMs) at the homeowner’s electric service connection to the 
utility. This study will develop new method(s) that can help quantify and predict home 
energy savings from HADs using the interval electricity data recorded by SMs. The 
effectiveness of the methods will be verified using before-after measured data from a 
case-study house with a SM that is retrofitted with HADs. 
This research has the following objectives: 
1. Determine a baseline using hourly electricity consumption data from a case-
study house equipped with a SM. 
2. Select and develop new statistical models to better analyze hourly electricity 
savings from the case-study house equipped with HADs.  
3. Develop a two-way calibrated building energy simulation model using the SM 
data and environmental data to better quantify and predict electricity savings 
from the use of HADs. 
4. Quantify actual electricity savings from the use of HADs at the case-study 




1.3. Organization of the Dissertation  
This dissertation has six chapters, including: 1) Introduction, 2) Literature 
Review, 3) Significance and Limitations, 4) Methodology, 5) Results, and 6) Summary 
and Future Work, as well as supporting materials provided in appendices. 
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CHAPTER II  
LITERATURE REVIEW 
 
This literature review covers: (a) definitions and a review of smart home 
technologies including Smart Grid (SG), Smart Meters (SMs), Home Automation 
Devices (HADs), and Home Energy Management Systems (HEMs) (i.e., Section 2.1) 
and (b) a review of existing methods to analyze and predict energy use savings and peak 
electric demand reductions in buildings (i.e., Sections 2.2 and 2.3). 
 
2.1. Defining Smart Home Technologies  
Many utility companies have installed Smart Meters (SMs), also called 
Advanced Metering Infrastructure (AMI), for residential homes and commercial 
buildings in the U.S., which are the part of the Smart Grid (SG) that integrates an 
electricity grid with communication networks using software and hardware devices 
(Faruqui et al., 2011; Carvallo and Cooper, 2011). In 2013, approximately 52 million 
electric SMs were installed in the U.S. for residential, commercial, and industrial sector 
customers, including 46 million SMs for residential buildings (US EIA, 2013a). In 
addition, it has been estimated that approximately 65 million SMs will be installed for 
residential buildings by 2015 (Faruqui et al., 2011). Along with the growing interest in 
SMs, the development of the internet and internet-connected smart phones has also 
accelerated the applications of Home Automation Devices (HADs) that can also 
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communicate with SMs and smart phones (Faruqui et al., 2011; Fitts, 2014). The 
following subsections will cover the review of the SG, SMs, and HADs. 
 
2.1.1. A Review of the Smart Grid (SG) 
The Smart Grid (SG) is an electric utility grid that integrates the electricity grid 
with communication networks to monitor, control, and manage electric utility systems. 
The elements of the SG include: computerized and automated high-speed, two-way 
communication technology and digital devices (EPRI, 2008; Carvallo and Cooper, 2011; 
US DOE, 2015). The SG consists of the following sub-systems: Distributed Control 
Systems (DCSs), Energy Management Systems and Supervisory Control and Data 
Acquisition (EMS/SCADA), Distributed Automation (DA), Advanced Metering 
Infrastructure (AMI) (i.e., SMs), and Distributed Energy Resources (DERs). The DCSs 
connect central power plants with utility control centers (i.e., transmission and 
distribution grids), which are generally hard-wired, using high-speed connectivity. 
EMS/SCADA and DA are used to monitor and control electricity in transmission and 
distribution grids. AMI is used mostly to collect electricity use data to bill consumers for 
their electricity consumption using wireless communication networks. AMI can also be 
used to better manage electricity outage information and control peak electric demand. 
DERs, including Distributed Generation (DG), Electric Vehicle (EV), and Energy 
Storage (ES), are systems that manage electricity use at the end-use level of the SG 
(Carvallo and Cooper, 2011; EPRI, 2014). The first generation of the SG (i.e., Version 
1.0) had EMS/SCADA, DA, and AMI. The second generation of the SG (i.e., Version 
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2.0) has additional DERs including DG, EV, and ES. The future SG (Version 3.0) will 
have additional energy roaming and Peer-to-Peer (P2P) energy trading functions, as well 
as other capabilities (Carvallo and Cooper, 2011). 
According to Pratt et al.’s study, the SG can contribute to electricity savings and 
CO2 emissions reduction. The study’s results show that the SG can save electricity use 
and reduce CO2 emissions in the U.S. using nine mechanisms: i) consumer information 
and feedback systems, ii) joint marketing of energy efficiency and demand response 
programs, iii) performance diagnostics in residential and small/medium commercial 
buildings, iv) Measurement & Verification (M&V) for energy efficiency programs,       
v) shifting load to more efficient generation, vi) support for additional EVs and plug-in 
hybrid EVs, vii) conservation voltage reduction and advanced voltage control, viii) solar 
generation support, and ix) renewable wind generation integration (Pratt et al., 2010). 
Additionally, Pratt et al. reported that the potential total direct reduction using all 
the nine SG technologies was estimated to be approximately 12% for both electricity and 
CO2 in 2030. The total indirect reduction was approximately 6% for both electricity and 
CO2, where the direct reductions represent direct electricity and CO2 emissions 
reductions through the applications of the SG technologies, and the indirect reductions 
indicate cost savings from the reinvestment of additional purchases for cost-effective 
energy efficiency measures or renewable energy (Pratt et al., 2010). 
In the SG, consumer information and feedback systems (i.e., the first mechanism) 
were an approach to engage homeowners and provide effective feedback according to 
Pratt et al.’s study. Previous studies showed that a feedback system can change 
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consumers’ consumption behavior. For example, Fischer, Faruqui et al., and Ehrhardt-
Martinez et al.’s studies concluded that feedback systems can achieve 4% to 20% 
electricity savings (Fischer, 2008; Faruqui et al., 2010; Ehrhardt-Martinez et al., 2010). 
Feedback systems can effectively provide consumers information by compiling actual 
electricity use data based on a recent period (i.e., daily or weekly). Such systems may 
even suggest actions and show historical or normative electricity use as comparisons 
(Pratt et al., 2010). Using the direct calculation method, the study expected that the 
consumer information and feedback systems could save electricity use of 3% and reduce 
CO2 emissions of 3% in the U.S. in 2030 (Pratt et al., 2010). 
Pratt et al.’s study also investigated a joint marketing of energy efficiency and 
demand response programs (i.e., the second mechanism) to estimate the synergistic 
effect of energy efficiency and demand response programs (Pratt et al., 2010). Energy 
efficiency programs include one-time measures such as installing high-efficiency air 
conditioning systems or lighting equipment, which are different from demand response 
programs that involve customer curtailment behaviors such as lowering or raising 
thermostat setpoints in the summer or winter and turning off lighting equipment 
(Gardner and Stern, 2008). Utility companies often administer energy efficiency and 
demand response programs separately. Thus, Pratt et al.’s study expected that a joint 
program can offer reduced administration costs and increased savings from the energy 
efficiency and demand response programs if the two programs are combined. No savings 
and reductions were expected through the joint marketing of energy efficiency and 
demand response programs when the direct estimation was applied, but electricity 
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savings of 0.05% and CO2 emissions reduction of 0.04% were expected in the U.S. in 
2030 if the administration costs and the increased savings were reinvested for energy 
efficiency programs (i.e., the indirect estimation) (Pratt et al., 2010). 
Performance diagnostics in residential and small/medium commercial buildings 
(i.e., the third mechanism) was also evaluated in Pratt et al.’s study. A performance 
diagnostics survey was conducted by profiling the data from Heating, Ventilating, and 
Air Conditioning (HVAC) systems in buildings to detect malfunctions of the systems 
using the SG’s real-time sensing and two-way communication technology. In addition, 
the study reported that the SG can provide whole-building electricity use, duty cycles of 
HVAC systems, and present and future electricity prices to optimize electricity use, cost 
and system efficiency (Pratt et al., 2010). The study expected that the direct electricity 
savings of 3% and CO2 emissions reduction of 3% were possible. No indirect savings 
and reductions were expected in the U.S. in 2030 through the performance diagnostics 
(Pratt et al., 2010). 
Measurement and Verification (M&V) for energy efficiency programs in the SG 
(i.e., the fourth mechanism) can provide utilities with a method to measure and verify 
their energy efficiency programs. In addition, the M&V approach can provide other 
benefits such as system performance monitoring, operation and maintenance 
enhancement, and system fault detection using the real-time data sensing and two-way 
communication technology of the SG. The study expected direct electricity savings of 
1%, CO2 emissions reduction of 1%, indirect electricity savings of 0.5%, and CO2 
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emissions reduction of 0.5% in the U.S. in 2030 through the M&V programs (Pratt et al., 
2010). 
Shifting load to more efficient generation (i.e., the fifth mechanism) was a 
strategy reviewed in Pratt et al.’s study to move electricity loads from a peak load time 
to an off peak load time. A demand response program and a distributed storage system 
can be used to shift loads, which are typically from an inefficient power plant to a more 
efficient power plant (i.e., generation resource). The study estimated that shifting load to 
a more efficient generation period could achieve direct electricity savings of 0.04% and 
CO2 emissions reductions of 0.03% in the U.S. in 2030 (Pratt et al., 2010). 
The support for additional Electric Vehicles (EVs) and Plug-in Hybrid EVs 
(PHEVs) (i.e., the sixth mechanism) was also one of the methods in the SG for 
electricity and CO2 emissions reductions according to Pratt et al.’s study. EVs and 
PHEVs with on-board batteries that can be charged with electricity from a power plant 
can save electricity use and reduce CO2 emissions compared to gasoline-fueled vehicles 
(Kintner-Meyer et al., 2007). The study mentioned that an additional benefit of the SG 
was that it can change the charging times of EVs and PHEVs to avoid inefficient peak 
electric load times on the grid. The study estimated that the support for additional EVs 
and PHEVs could achieve direct electricity savings of 3% and CO2 emissions reductions 
of 3% in the U.S. in 2030 (Pratt et al., 2010). 
Conservation voltage reduction and advanced voltage control (i.e., the seventh 
mechanism) were strategies that were also reviewed in Pratt et al.’s study to decrease 
and control the voltage in the electricity distribution system. The Conservation Voltage 
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Reduction (CVR) method can save electricity consumption at end-use device loads by 
lowering the voltage in the distribution system because the lower voltage lowers the 
electricity use (i.e., Watts = Amps x Volts). Unfortunately, the lower voltage used by 
CVR causes the utility’s electric losses to increase since the voltage decrease can cause 
an increase in the electric current in the distribution system, which increases losses. 
Therefore, the SG’s voltage management technology must optimize the voltage level 
within acceptable loss limits. The study estimated direct electricity savings of 2% and 
direct CO2 emissions reductions of 2% in the U.S. in 2030 using the CVR and advanced 
voltage control. No indirect reductions were expected (Pratt et al., 2010). 
Effective solar generation support in the SG (i.e., the eighth mechanism) was an 
approach to actively use solar photovoltaic (PV) systems in the SG, which was also 
reviewed in Pratt et al.’s study. PV systems that directly convert solar energy into 
electricity are becoming a viable strategy for distributed power production as PV system 
prices drop (Kroposki et al., 2008). Unfortunately, when a PV system generates more 
electricity than the electricity required by the residential or commercial building where 
the array is installed, the PV system generates reverse power flow from the building to 
the distribution system in the SG. This reverse power flow can be a serious problem 
because today’s electricity grids (i.e., non-SG) do not control the voltage at each PV 
system and therefore must have short-circuit protection to block any unwanted reverse 
power flow into the distribution systems. Therefore, future SGs will need to be designed 
to operate with controlled reverse power flows (i.e., from the customer to the grid). 
Therefore, the study did not estimate direct and indirect electricity use and CO2 
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emissions reductions using such types of PV system power generation supported by the 
SG. However, the study recommended the development of an estimation method for 
analyzing PV generation benefits in the SG (Pratt et al., 2010). 
Renewable wind energy generation integration (i.e., the ninth mechanism) was a 
strategy to integrate wind energy generation into the SG, according to Pratt et al.’s study. 
The power generated from wind turbines has been increasing due to the improved 
economic competitiveness with federal tax credits. However, assimilating the wind 
power integration with the grid is a challenge because wind generation is unpredictable 
and has large ups and downs in the production of electric power as the wind speed 
varies. Thus, the SG using two-way communication and control technologies would be 
needed to increase the usability of the electric wind power generation as well as the 
integration in the use of demand response programs and distributed generation and 
storage systems (Todd et al., 2009). The study estimated that the renewable wind energy 
generation integration could achieve direct electricity savings of 0.02% and CO2 
emissions reductions of 0.02% in the U.S. in 2030. In addition, indirect electricity 
savings of 5% and CO2 emissions reductions of 5% were expected from wind power 
generation in the U.S. in 2030 (Pratt et al., 2010). 
In summary, the previous studies estimated that the SG can better control and 
manage electricity use on the electric grid. Furthermore, Pratt et al.’s 2010 study showed 
that there is a good potential for electricity savings and CO2 emissions reduction from 
the use of nine specific SG technologies. However, the previous studies did not 
specifically analyze how much the use of Home Automation Devices (HADs) can 
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contribute to the electricity savings for homeowners in the SG. Therefore, this study will 
investigate how much electricity homeowners can save using before-after measurements 
of a case-study residence with HADs installed as well as simulation to quantify the 
electricity savings from the use of HADs. Specifically, this proposed study seeks to 
quantify homeowners’ electricity savings in homes equipped with HADs and SMs 
through the use of statistical models and calibrated simulation models applied to 
measured data from a case-study house. 
 
2.1.2. A Review of Smart Meters (SMs) 
Smart Meters (SMs), also called Advanced Metering Infrastructure (AMI), are 
connected to the SG to provide benefits for utility companies and homeowners. Utility 
companies currently claim the following benefits from SMs: first, they can connect and 
disconnect their electric meters for customers remotely, which saves the costs associated 
with sending one or more utility personnel to a site; second, they can read the meters 
remotely through wireless technology, which also saves the costs of sending utility 
personnel; third, the use of SMs can provide electric demand reduction programs using 
time-based information (i.e., interval data) from buildings with SMs and wireless on/off 
load-shedding of selected loads (i.e., Direct Load Control (DLC)); fourth, utility 
companies can detect and pinpoint outages faster and restore service sooner because 
consumption can be monitored remotely; fifth, SMs can collect and store interval data 
meter readings for several days to provide data continuity during periods of power 
interruptions; sixth, SMs can be used to integrate data management systems into building 
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energy management systems; and seventh, some utility companies have proposed 
extending the SG and the AMI to appliances (i.e., Home Automation Devices (HADs)) 
using SMs, etc. (CPUC, 2010; Pratt et al., 2010; Sensus, 2015; BTU, 2015). 
The key functionality of SMs is to communicate both ways between utility 
companies and customers using wireless radio frequency communications. With such a 
system, utility companies can receive meter readings from their customers and control 
electric loads using secured wireless channels, which can provide the benefits mentioned 
above for utility companies and homeowners. In addition, specially equipped SMs may 
have an additional wireless communication radio, which is called a Home Area Network 
(HAN). This HAN is a wireless network that has its own lower frequency, which is 
different from the radio frequency used between the utility companies and the SMs 
(SGCC, 2011; SDGE, 2015a). The HAN that connects the SMs and the Home 
Automation Devices (HADs) can provide new opportunities for saving energy for 
homeowners and reducing peak electric demand for utility companies. 
Another key functionality of SMs is that they can record daily, hourly, 15-min 
interval, or shorter interval electricity consumption based on the type of SMs, while 
conventional electric utility meters only provide monthly electricity consumption and 
demand (US EIA, 2015). Such higher frequency consumption data can provide 
beneficial opportunities for utility companies and homeowners. For example, for utility 
companies, demand reduction programs using temporal or time-based information that 
relies on the interval electricity consumption data can reduce the need to build a new 
power plant by avoiding higher peak electric demand using a load-shedding program 
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with participating customers. For homeowners, in exchange for the inconvenience of 
load-shedding, the utility demand reduction programs can provide lower retail electricity 
rates because utility companies can share the savings from the avoided costs of building 
and operating new peak plants with their customers (CPUC, 2010). 
Furthermore, using the interval electricity consumption data, time-based dynamic 
pricing programs and incentive-based programs can be used by utility companies, and 
information and control technologies can be used by specific devices in a house to save 
energy for homeowners (US DOE, 2012). Time-based dynamic pricing programs for the 
utility company benefits have various forms such as Time-Of-Use (TOU) rates, Real-
Time Pricing (RTP), Variable Peak Pricing (VPP), and Critical Peak Pricing (CPP). The 
time-based dynamic pricing programs typically charge less for electricity use during 
non-peak load periods, and more during peak load periods using time information based 
on the hour-of-the-day and the day-of-the-week in order to shed electric loads or reduce 
peak electric demand. In addition, incentive-based programs for the utility company 
benefits can use Direct Load Control (DLC) systems equipped with wireless radio-
controlled on/off switches. With the homeowners’ agreement, utility companies can 
install DLC systems for end-use devices (e.g., air conditioning and water heating 
systems) and turn off the devices during a predetermined peak time. Utility companies 
may also provide homeowners financial incentives for their participation. 
Finally, information and control technologies for homeowners can include the 
following: In-Home Displays (IHDs), mobile devices, web portals, Programmable 
Communicating Thermostats (PCTs), and other system management tools. IHDs, mobile 
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devices, and web portals, which are classified as information technologies, provide 
homeowners with improved feedback about their electricity use and cost information to 
better control their electricity use. PCTs and other management tools, which are classified as 
control technologies, provide homeowners more efficient control opportunities to manage 
their building systems such as air conditioning and water heating systems. Home Energy 
Management Systems (HEMS) with the Home Area Network (HAN) may also be used to 
automatically control the systems. For the utility company benefits, utility companies can 
also use the control technologies to control the systems using the incentive-based programs 
(e.g., DLC) (US DOE, 2012).  
However, even though several studies have shown the potential benefits from SMs, 
most of the previous studies have focused on the benefits of the electric demand reduction 
for utility companies (Mohsenian-Rad et al. 2010; Ramchurn et al., 2011; Mathieu et al., 
2011; Darby, 2010; US DOE, 2012; Harris et al., 2012). Few studies have reported the 
benefits of energy savings for homeowners. Therefore, this study will develop procedures to 
quantify and predict the electricity savings from SMs to homeowners, which are connected 
to Home Automation Devices (HADs), which is of interest to most homeowners who want 
to use SMs to save money on their own utility bills (Accenture, 2011). 
 
2.1.3. A Review of Home Automation Devices (HADs) and Home Energy Management 
Systems (HEMS) 
The development and wide-spread use of the internet and smart phones has recently 
accelerated the applications of Home Automation Devices (HADs) that can wirelessly 
communicate with the SMs. Many companies have shown interest in HADs using an 
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internet-connected technology, also called the Internet of Things (IoT) (Jasper, 2015; 
Moorhead, 2013). There are several HADs from vendors that feature wireless control of 
thermostats, power outlets, lighting devices (i.e., energy management), smoke and CO 
detection, water leak detection (i.e., convenience), security cameras (i.e., security), etc. 
Furthermore, the HADs that are wirelessly connected have potential energy saving 
opportunities by optimizing the performance of the homeowner’s appliances (Faruqui et 
al., 2011; Fitts, 2014; Walsh, 2014; SDGE, 2015b; Nest, 2015). For instance, when a 
homeowner leaves from home, a wirelessly-connected thermostat (i.e., PCT) can be 
controlled by his or her smart phone to raise the setpoint temperature of an air 
conditioning system in the summer or lower the setpoint of a heating system in the 
winter, which can save energy and reduce costs for the homeowners (Nest, 2015). The 
U.S. Energy Information Administration’s (US EIA) survey shows that the residential 
energy consumption of lighting, appliance, and electronic devices increased from 24% in 
1993 to 35% in 2009, so the potential saving opportunities through the HADs have also 
been increasing (US EIA, 2013b). In addition, many HADs can now be controlled by the 
wireless network between the HADs using a Home Energy Management System 
(HEMS), which further increases their effectiveness (Bojanczyk, 2013a, 2013b). 
For controlling different HADs, several Home Area Networks (HAN) have been 
developed using protocols such as: ZigBee (ZigBee Alliance, 2014); Z-Wave (Sigma 
Designs, 2014); Wi-Fi (Wi-Fi Alliance, 2014), INSTEON (INSTEON, 2014); and X10 
(X10.com, 2013). HANs use lower frequency radio waves than the frequency of the 
devices used between the utility companies and their customers’ SMs (SGCC, 2011; 
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SDGE, 2015a). For most practical purposes, HANs are considered a residential Local 
Area Network (LAN) for close communication between digital devices (i.e., HADs or 
IoT) in a house (King, 2010; Home Network, n.d.). 
Using the HAN, the HEMS could analyze the data from HADs to better control 
and optimize the use of lights and appliances (i.e., HADs) connected to the HAN to 
provide homeowners with improved home automation (i.e., convenience), energy 
management, and security services (Bojanczyk, 2013a). The most advanced HEMS 
provides a web portal (i.e., web page), a stand-alone computer program, a mobile 
application device, or a dedicated In-Home Display (IHD) to help homeowners make 
informed decisions to better manage the lights and appliances in their residences (US 
DOE, 2012; Nest, 2015; Opower, 2015). In addition, some HEMS have a Programmable 
Communicating Thermostat (PCT) that can be used by both utility companies and 
homeowners to wirelessly control heating and cooling systems of a house (US DOE, 
2012; Nest, 2015; Honeywell, 2015). Some HEMS may also provide Direct Load 
Control (DLC) using wireless control switches that can be activated under an agreement 
with the homeowner’s utility company to turn lights and appliances on and off as well as 
cooling and heating systems to reduce electricity use during peak demand periods for the 
utility (US DOE). Finally, Do It Yourself (DIY) methods for HEMS are also being used 
to allow homeowners to create and use their own controller for HADs (Raspberry Pi, 
2015; Arduino, 2015). 
However, surveys show that the greatest interest of homeowners who want to use 
HADs and HEMS is to better control their lights and appliances and to do so without 
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committing their time and/or additional money to achieve home energy savings in a non-
intrusive way (Accenture, 2011; Wesoff, 2011; Alford, 2015). Unfortunately, only a few 
studies have quantified the potential energy savings from the improved control of lights 
and appliances (i.e., HADs) by HEMS even though many companies claim that the 
HADs controlled by the HEMS can provide potential energy savings for homeowners 
(Nest, 2015; Opower, 2015). 
Therefore, it is important to study and document the electricity savings from 
HADs separately or in combination with HEMS. Such a system should also be capable 
of improved predictions of energy savings for different scenarios to help reduce the 
uncertainty of the saving estimates. Verifying the potential savings from case study 
homes with measured data from HADs would also be an important milestone. 
 
2.2. A Review of Previous Methods for Building Energy Analysis  
Methods to analyze building energy use have been developed to more accurately 
estimate or predict energy use in buildings. Annual, monthly, daily, and hourly energy 
estimating methods have been developed to analyze and predict cooling and heating 
energy in a building. Such estimating methods can also be used to calculate energy 
savings, improve energy efficient designs, develop automated diagnostics, and provide 
improved cooling/heating load and operational controls using predictive models (Rabl, 
1988; ASHRAE, 2013a). 
According to the 2013 ASHRAE Handbooks of Fundamentals (ASHRAE, 
2013a), building energy estimating methods can be categorized into three categories: 
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forward, inverse (or data-driven), and calibrated simulation methods. Forward methods 
use known descriptions or parameters of physical building characteristics such as a 
building size, HVAC system type, and operating schedules as inputs to a complex 
mathematical model of the dynamic heat transfer between a building and its 
environment. Such a model then calculates or predicts the energy use of the building for 
specific ambient climate conditions and occupancy schedules. Inverse methods deduce 
the building performance parameters from measured (i.e., actual) building performance 
data such as electricity, cooling, and heating use. Finally, calibrated simulations use the 
features of both the forward and the inverse methods to develop models of actual 
buildings that are tuned to measured data from the buildings. 
Furthermore, forward and inverse methods are divided into two subcategories: 
steady-state methods and dynamic methods. Steady-state methods use a limited number 
of parameters to simplify the calculation of building energy consumption using daily or 
monthly energy use data rather than hourly or sub-hourly data. Dynamic methods 
account more accurately for changing conditions for cooling and heating loads in a 
building and the complexities of HVAC systems. Typically, Dynamic methods were 
developed for use in computer simulation programs with hourly or sub-hourly data 
(ASHRAE, 1981). In the next section, energy estimating methods will be reviewed 






2.2.1. Building Energy Estimating Methods – Forward Methods 
Forward methods use known descriptions or parameters of physical building 
characteristics, such as building size, HVAC system type, and operating schedule, as 
inputs to a complex mathematical model of the dynamic heat transfer between a building 
and its environment. Thus, forward methods can be used to predict energy consumption 
using the information that describes the building design characteristics before a building 
is physically built. Forward methods are further classified as steady-state methods or 
dynamic methods.  
Forward steady-state methods tend to be simplified methods (i.e., fewer 
calculations) that are used to calculate energy consumption (ASHRAE, 2013a). Forward 
steady-state methods include the following: the degree-day method (ASHRAE, 1962), 
the variable-base degree-day method (Fels, 1986; Reddy et al., 1997; Sonderegger, 
1998), the forward bin method (ASHRAE, 1976), and the modified bin method 
(ASHRAE, 1981; Knebel, 1983). 
The degree-day method uses the temperature difference between a balance-point 
temperature and an outside air temperature. The balance-point temperature indicates a 
temperature at which heat gains inside a building counterbalance heat losses to the 
outside. The degree-day method calculates the temperature difference between the 
balance-point temperature and the outside air temperature over a specific time period 
(i.e., daily or hourly) to characterize a climate’s heating or cooling demands. The 
calculation results are defined as degree-days or degree-hours (ASHRAE, 1962, 2013). 
The modified degree-day method was developed to account for system efficiency and 
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performance using correction factors (ASHRAE, 1976). In addition, the variable-base 
degree-day method was developed to improve the modified degree-day method. The 
variable-base degree-day method uses the degree days, which are a function of the 
building’s actual balance-point temperature, to consider the differences in the thermostat 
setpoint schedules in a building (ASHRAE, 1985, 2013). This method was also applied 
in the PRInceton Scorekeeping Method (PRISM) for analyzing residential energy use 
(Fels, 1986). 
The bin method is an update to the previous degree-day method. The bin method 
calculates building energy consumption within temperature bins (usually 5 F° intervals) 
and multiplies the energy used in each consumption bin by the hours that fall within the 
temperature bins over a given period. This approach improves the previous degree-day 
methods because it can consider various system efficiencies and the heat gain from 
occupants or other internal loads using separated temperature intervals (i.e., bins) 
(ASHRAE, 1976, 2013). In addition, the modified bin method improves the bin method 
by accounting for occupied and unoccupied periods and diversified loads rather than 
peak loads. In addition, the modified bin method (Knebel, 1983) separately calculates 
conduction, infiltration, internal, and solar loads and adds the loads to estimate the total 
energy consumption. The modified bin method also provides an improved analysis for 
HVAC systems in a building versus the bin method because the modified bin method 
uses more realistic equipment efficiencies at the part load conditions of HVAC systems 
(ASHRAE, 1981, 2013; Knebel, 1983). 
 24 
 
Forward dynamic methods are more detailed than steady-state methods (i.e., 
more calculations) because they consider short time interval effects such as thermal 
mass. Forward dynamic methods generally use hourly or sub-hourly energy consumption 
data, which allow them to analyze dynamic building loads, operational controls and 
diagnostics. Forward dynamic methods can also be used to calculate energy savings and 
to evaluate different designs. Forward dynamic methods include the following: the 
response factor method (Mitalas and Stephenson, 1967; Stephenson and Mitalas, 1967) 
and the whole-building energy simulation method (Winkelmann et al., 1993; LBNL and 
JJH, 1998; Crawley et al., 2001). 
Forward dynamic methods more accurately account for the detailed building 
energy use compared to the steady-state methods (ASHRAE, 2013a). For example, the 
whole-building energy simulations calculate hourly or sub-hourly building energy 
consumption using multiple layers of calculations, including: space cooling and space 
heating loads, secondary HVAC system loads, and primary equipment loads (i.e., plant). 
Currently, the whole-building energy simulation method is a widely-used approach that 
uses the forward dynamic method. Such simulation models have become readily 
available as advanced, high-speed computers with large amounts of memory have 
become available that allow users to consider a multitude of input parameters. 
EnergyPlus, DOE-2.1E, eQUEST, and TRNSYS are the most widely used whole-
building energy simulation programs in the U.S. To calculate the energy use in a 
building, EnergyPlus (Crawley et al., 2001) uses the Heat Balance Method (Pedersen et 
al., 1997). Whereas, DOE-2.1E (Winkelmann et al., 1993) and eQUEST (LBNL and 
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JJH, 1998) use the Weighting Factor Method (Mitalas and Stephenson, 1967; 
Stephenson and Mitalas, 1967), and TRNSYS (Klein et al., 1976) uses the Thermal 
Network Method (Paschkis, 1942; Buchberg, 1958) and the Heat Balance Method to 
calculate the dynamic space heating and cooling loads. The detailed equations used in 
the computer simulation programs require thousands of calculations to account for the 
thermal mass effect in a building (ASHRAE, 2013a). The origins of the dynamic space 
cooling and heating load calculation methods can be found in Oh and Haberl’s 2016 
study (Oh and Haberl, 2016; Oh, 2013). 
In summary, forward methods use known descriptions or parameters of physical 
building characteristics. Forward methods require detailed parameter information to 
accurately calculate building energy use. If only a few parameters are available, then the 
result of a forward method may be inaccurate. Therefore, for this study, detailed 
parameters of the case-study residence and the use of Home Automation Devices 
(HADs) will be used to calculate the building energy use with a two-way, calibrated 
whole-building energy simulation. 
 
2.2.2. Building Energy Estimating Methods – Inverse Methods 
Inverse methods deduce building’s performance parameters from measured (i.e., 
actual) building performance data, such as electricity, chilled water, and hot water use. 
Thus, inverse methods can have fewer parameters than forward methods. This is because 
measured building energy data is typically limited to fewer parameters due to the 
difficulty and cost of installing and maintaining various sensors and collecting and 
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processing the data from the sensors. However, in certain cases, inverse methods can 
have higher accuracy than un-calibrated forward methods because inverse methods are 
based on actual performance data (ASHRAE, 2013a).  
Inverse methods have also been classified as steady-state or dynamic methods in 
the same fashion as forward methods. In general, steady-state inverse methods are 
simplified methods (i.e., fewer calculations) that do not consider the short-term effects 
such as thermal mass, system on/off, or occupancy parameters. Inverse steady-state 
methods generally use monthly, weekly, or daily energy consumption data rather than 
hourly or sub-hourly consumption data. In spite of this, inverse steady-state methods can 
be used to develop accurate baseline models if sufficient measured data are available 
(ASHRAE, 2013a). Steady-state, inverse methods include the following: simple linear 
regression models (Ruch and Claridge, 1991; Kissock et al., 1998), multiple linear 
regression models (Haberl, 1986; Dhar, 1995; Dhar et al., 1998, 1999a, 1999b; 
Sonderegger, 1998; Katipamula et al., 1998; Ali et al., 2011), improved multiple linear 
regression models (Abushakra et al., 2012; Paulus, 2012), an inverse bin method 
(Thamilseran and Haberl, 1994), change-point models (Ruch and Claridge, 1991; 
Kissock et al., 1998), improved change-point models (Sever et al., 2011; Kissock, 2015; 
Abushakra et al., 2012), piecewise-linear models (Mathieu et al., 2011), and Reduced-
Order Models (ROMs)  (Cole et al., 2014). 
Widely-used, inverse steady-state methods for analyzing building energy 
performance include change-point linear models, simple linear regression models, and 
multiple linear regression models (Curtiss et al., 2001; Haberl and Culp, 2013). The 
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change-point linear and simple linear regression models usually use the outdoor dry-bulb 
temperature as the independent variable because it is the most crucial independent 
variable for calculating building energy use. The two parameter (2P) linear regression 
model has two parameters where one is the y-axis intercept, which sometimes represents 
the base energy consumption, and the other is the slope of energy use as a function of the 
outside temperature, which can be used to analyze a building that always uses either 
cooling or heating energy (Curtiss et al., 2001; ASHRAE, 2013a). The three parameter 
(3P) change-point linear regression model has one more parameter that describes the 
change point to differentiate between weather-independent energy use and weather 
dependent (i.e., the outside temperature) energy use. The 3P change-point linear model 
is widely used for monthly utility bill analyses of residential buildings (Curtiss et al., 
2001; ASHRAE, 2013a; Baltazar et al., 2014). 
The four parameter (4P) change-point linear model has an additional parameter 
that represents the lower or upper slope below or above the change point. The 4P model 
is useful in analyzing energy consumption in commercial buildings because it provides 
an improved model of cooling or heating energy use in commercial buildings (Ruch and 
Claridge, 1991; Curtiss et al., 2001; ASHRAE, 2013a). Finally, the five parameter (5P) 
change-point linear model has one additional parameter that represents a second change 
point. The 5P model provides an improved model in buildings that have both electric 




In addition, multiple linear regression models can also be used to analyze energy 
consumption that accounts for multiple independent variables such as the day-of-the 
week, outside air temperature, humidity, solar, and wind data. The users of these models 
can calculate the impact of multiple influencing parameters when it is needed. However, 
the users should carefully choose the independent variables because the independent 
variables can be correlated (i.e., they can be related to one or more of the other 
independent variables), which can over-state or under-state the importance of a single 
variable (Haberl, 1986; Kissock et al., 2001; Curtiss et al., 2001; ASHRAE, 2013a). 
Inverse dynamic methods are more detailed than inverse steady-state methods 
(i.e., more parameters and calculations) and can consider short-term effects such as 
thermal mass. In some cases, such models can even use differential equations to describe 
a building’s energy use (Curtiss et al., 2001; Haberl and Culp, 2013). Inverse dynamic 
methods generally use hourly or sub-hourly energy consumption data, so they can be 
used to analyze heating and cooling loads and certain operational controls and 
diagnostics as well as to measure energy savings from building retrofits. Inverse 
dynamic methods include the following: Artificial Neural Networks (ANN) methods 
(Kreider and Wang, 1991; Kreider and Haberl, 1994), Autoregressive Moving Average 
(ARMA) models (Seem and Hancock, 1985; Rabl, 1988; Reddy, 1989; Armstrong et al., 
2006), differential equation methods (Rabl, 1988), thermal network methods 
(Sonderegger, 1978; Rabl, 1988; Reddy, 1989), modal analysis methods (Bacot et al., 
1984; Rabl, 1988), and equation-based methods (Wetter et al., 2011). 
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One widely used example of an inverse dynamic method is the Artificial Neural 
Network (ANN) method. The ANN method has several layers (i.e., neurons) to connect 
input parameters and outputs (i.e., regression coefficients) using input, hidden, and 
output layers. These connections transport unique information from the input parameters 
(i.e., sending neurons) to the model outputs (i.e., receiving neurons). In the ANN, the 
outputs “learn” from the inputs to minimize model errors until the user’s accuracy goal 
has been achieved. After the learning process (i.e., training the ANN to the training 
dataset), an activation function is determined and used so the ANN can accurately 
predict a new output when presented with new inputs. Although ANNs can provide high 
accuracy, it is completely dependent on the training data that is used to train the model. 
Furthermore, its neurons or parameters may not have physical meanings like the forward 
methods nor can it accurately predict conditions outside the range of the training data 
(Curtiss et al., 2001; ASHRAE, 2013a). 
In summary, inverse methods use actual building performance data and 
coincident weather data to determine regression coefficients, while forward methods use 
assumed input data, engineering equations, and representative or actual weather data to 
calculate the building energy use. For this study, the inverse approach will be used to 
quantify and predict the building energy use for a case-study residence with HADs. In 
addition, since the parameters of inverse models may not have physical meaning, and 
inverse models may not accurately predict conditions outside of the range of the 
measured data that were used to determine the regression coefficients, forward dynamic 
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methods (i.e., calibrated, whole-building energy simulation) will be used to quantify and 
predict the energy use from the new, occupancy-driven schedules of HADs. 
 
2.2.3. Building Energy Estimating Methods – Calibrated Simulation Methods 
The whole-building computer simulation mentioned in the previous section (i.e., 
forward method) can be calibrated using measured energy use data, indoor 
environmental conditions obtained from an existing building, and coincident weather 
data. Such a calibrated simulation can be considered a hybrid, inverse method because 
the inputs of the computer simulation are adjusted to better fit the simulation data to 
measured energy use data in much the same way a simple linear regression model is fit 
to measured energy use data. Such an approach has been called a calibrated simulation 
method. Calibrated simulation methods can provide more accurate predictions than 
statistical methods, especially when specific parameters can be varied to determine their 
influence on the overall energy use (ASHRAE, 2013a). 
Reddy reviewed the existing methods for calibrating computer simulation models 
(Reddy, 2006), including: calibration based on manual, iterative, and pragmatic 
intervention (Diamond and Hunn, 1981; TRC, 1984; Hsieh, 1988; Kaplan et al., 1990a, 
1990b; Hunn et al., 1992; Norford et al., 1994; Lunneberg, 1999; Pedrini et al., 2002; 
Yoon et al., 2003), calibration based on a suite of informative graphical comparative 
displays (Bronson et al., 1992; Haberl et al., 1993a, 1993b, 1993c; Bou-Saada and 
Haberl, 1995a, 1995b; Haberl et al, 1996; Haberl and Abbas, 1998a, 1998b; Haberl and 
Bou-Saada, 1998), and calibration based on special tests and analytical procedures 
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including: intrusive blink-tests (Soebarto, 1997; Shonder et al., 1998), Short-Term 
Energy Monitoring (STEM) tests (Subbarao, 1988; Manke et al., 1996), macro 
parameter estimation methods (Reddy et al., 1999), and signature analysis methods 
(Knebel, 1983; Katipamula and Claridge, 1993; Liu and Claridge, 1998; Wei et al., 
1998; Haves et al., 2001; Liu et al., 2003, 2004). In addition, calibration methods using 
analytical/mathematical methods were reviewed, such as sensitivity analysis, 
identifiability analysis, numerical optimization, and uncertainty analysis (Sun and 
Reddy, 2006). In this effort, Reddy covered additional literature to more 
comprehensively review the known calibration methods. 
Coakley et al. also reviewed the existing methods for calibrating computer 
simulations (Coakley et al., 2014). In comparison to Reddy’s 2006 review, Coakley et al. 
categorized the calibration methods as manual methods and automated methods. The 
manual methods included characterization techniques (i.e., building and site audits) 
(Thumann and Younger, 2008), short-term end-use monitoring (STEM) (TRC, 1984), 
high-resolution data (Clark et al., 1993), and intrusive testing (Soebarto, 1997)), 
advanced graphical approaches (i.e., 3-D comparative plots) (Bou-Saada and Haberl, 
1995b; Haberl and Bou-Saada, 1998), graphical statistical indices (Bou-Saada and 
Haberl, 1995b), signature analysis (Katipamula and Claridge, 1993), parameter reduction 
(i.e., day-typing and zone-typing) (Kaplan et al., 1990b), data disaggregation (Akbari et 
al., 1988; Akbari, 1995), procedural extensions (i.e., evidence-based development) (Bou-
Saada and Haberl, 1995b; Yoon et al., 2003), sensitivity analysis (Clark et al., 1993), and 
uncertainty quantification (Reddy et al., 2007a, 2007b). 
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The automated methods included optimization techniques (i.e., objective 
functions (Hitchcock et al., 1991; Baltazar, 2006), penalty functions (Carroll and 
Hitchcock, 1993; Sun and Reddy, 2006), Bayesian calibration (MacKay, 1994) and 
alternative modeling techniques (i.e., Artificial Neural Networks (ANN)) (Neto and 
Fiorelli, 2008), Primary and Secondary Term Analysis and Renormalization (PSTAR) 
(Subbarao, 1988), and meta-modeling (Eisenhower et al., 2012). In summary, the 
Coakley et al. study extended Reddy’s 2006 review using a new categorization (i.e., 
manual methods and automated methods) and covered additional methods published 
since 2006. Coakley et al. also covered literature outside the HVAC and building energy 
industry to provide a more comprehensive review of the calibration methods. 
In summary, researchers have developed many different calibrated simulation 
methods to better analyze building energy use than the use of forward and inverse 
methods alone. In most cases, calibrated simulation methods take a longer time to 
calculate building energy use than other inverse methods because of the tedious nature of 
the calibration. However, calibrated simulation methods can include more accuracy and 
complexity through the use of detailed independent variables or inputs, including various 
schedules, varying system and equipment performance efficiencies, etc. For analyzing 
HADs, calibrated simulation methods are useful to more accurately estimate each end-
use signature and schedule of the HADs because calibrated simulation methods have 




2.3. A Review of Previous Methods for Real-Time Measurement & Verification 
(M&V), Fault Detection & Diagnostics (FDD), Commissioning, and Building 
Automation System (BAS)/Energy Management & Control System (EMCS) 
This section provides a summary of the previous studies about real-time M&V, 
FDD, Commissioning, and BAS/EMCS. The details of this review were described in the 
previous study (Oh et al., 2014). M&V is used to quantify and verify energy savings 
before/after building exterior envelope modification or retrofit system/equipment 
installation is made using measured data. FDD is used to analyze historical data 
collected from whole or individual system performance to find where a fault may be 
detected and the possible reason of a fault. Commissioning is used to ensure that all 
building systems and equipment are correctly installed and operated as intended by the 
designer (Blanc, 1999). Typically, FDD can be categorized by one of the three following 
methods, which can also be used for M&V and Commissioning: a) quantitative methods, 
b) qualitative methods, and c) historical data methods (Katipamula and Brambley, 2005). 
Quantitative methods use explicit mathematical models of systems or equipment 
to check building performance. These methods are the most reliable, but are the most 
complex and intensive of all the methods. Qualitative methods use knowledge bases or 
previously demonstrated qualitative relationships. The qualitative approach is 
appropriate for most environments and non-critical processes. However, this approach 
may not be applicable for the special circumstances in buildings. Finally, the historical 
data method (e.g., inverse method) uses statistical relationships between historical 
measured data from systems or equipment. This method is useful when less accuracy is 
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required and when there may be inadequate explanations for performance. However, this 
method requires a large amount of data.  
As computers, building systems, and equipment have improved, real-time data 
has become more available for M&V, FDD, and Commissioning. In addition, big 
datasets (or big data) from multiple real-time datasets provides new opportunities for 
M&V, FDD, and Commissioning using large datasets from BAS/EMCS (or HEMS). 
BAS/EMCS are systems to control building HVAC systems and equipment (or HADs). 
BAS/EMCS using real-time data can be connected to the Smart Grid (SG) using real-
time data sensing and two-way communication technology (Pratt et al., 2010). Buildings 
connected to the SG can have improved opportunities to analyze building systems or 
equipment because real-time M&V, FDD, and Commissioning can be applied to the 
multiple datasets from a central location at a utility. In addition, occupancy behavior 
related to energy use in buildings is becoming a crucial factor to better understand 
building energy performance and comfort (Hong et al., 2017). For residences, whole-
building electricity use (i.e., SM data) and end-use electricity use (i.e., HAD data) with 
occupancy detection data can be used to better analyze electricity and demand savings 
using real-time M&V, FDD, and Commissioning approaches. For this study, large 
amounts of SM and HAD data will be used to quantify and predict electricity 




2.4. Summary of Literature Review  
This literature review covered the definitions and previous works regarding smart 
home technologies including: Smart Grid (SG), Smart Meters (SMs), and Home 
Automation Devices (HADs) and Home Energy Management Systems (HEMs). In 
addition, this literature review included a review of the existing methods used to analyze 
and predict building energy savings and peak electric demand reductions. 
The findings obtained from this literature review are summarized as follows: 
 Previous studies estimated that the SG can better control and manage electricity 
use. These studies showed there is a good potential for electricity savings for 
utilities and CO2 emissions reductions from the use of nine specific SG 
technologies. However, the previous studies did not specifically analyze how 
much HADs could contribute to the electricity savings for homeowners. 
 Several studies showed the potential benefits from SMs, focusing on the benefits 
of the electric demand reductions for utilities. Few studies covered the benefits 
of energy savings for homeowners. 
 Surveys showed that the greatest interest of homeowners who want to use HADs 
and HEMS is to better control their lights and appliances and to do so without 
committing their time and/or additional money to achieve home energy savings 
in a non-intrusive way. Unfortunately, few of the studies have quantified actual 
energy savings from HADs controlled by HEMS even though many companies 
claim that the HADs controlled by the HEMS can provide potential energy 
savings for homeowners. 
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 Forward methods calculate energy consumption using known physical 
descriptions or parameters that describe a building’s characteristics and 
equations regarding the heat transfer processes. However, forward methods 
require detailed information to accurately calculate building energy use. If only 
a few parameters are used, the results of a forward method can be inaccurate. 
 Inverse methods use actual building performance data to determine the 
regression coefficients or parameters. However, the parameters from inverse 
models may not have physical meaning. In addition, inverse models may not 
always accurately predict conditions outside of the range of the measured data 
that were used to determine the regression coefficients or may not be useful if 
conditions change in the building (i.e., change in thermostat setting). 
 Many different calibrated simulation methods have been developed to better 
analyze building energy use. Calibrated simulation methods can include more 
accuracy and complexity than uncalibrated methods by using detailed 
independent variables or inputs, including various system on/off or temperature 
setpoint schedules. 
 As computers, building systems, and HVAC equipment have developed and 
improved, real-time data has become more widely-available, which has allowed 
it to be an important issue for M&V, FDD, and Commissioning. Big data from 
large, real-time databases provides new opportunities for M&V, FDD, and 
Commissioning using BAS/EMCS (e.g., HEMS). Finally, SM and HAD data 
with occupancy detection can be used to better analyze energy and demand 
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savings using real-time M&V, FDD, and Commissioning approaches. However, 
very few of the previous studies specifically analyzed how the use of HADs can 
contribute to electricity savings for homeowners. 
In summary, most of the previous studies have focused on analyzing building 
energy use from SM data to provide energy saving benefits for utility companies rather 
than homeowners. In addition, the previous studies focused only on interval or hourly 
data from SMs (i.e., whole-building electricity data) and did not include the impact of 
interval data from Home Automation Devices (HADs). In the previous studies, in 
general, although regression methods were used to characterize savings, very few 
forward, inverse, and calibrated simulation methods were used to specifically analyze 
potential energy savings from the HADs for homeowners. Furthermore, the previous 
studies of calibrated simulation methods did not always provide detailed procedures 
about how to process hourly SM data for use with a calibrated simulation. In addition, 
the previous studies showed that big data can provide new opportunities to analyze 
building energy use. Therefore, there is a need to develop new approaches to better 
quantify energy consumption and savings from HADs when SM data is available. 
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CHAPTER III  
SIGNIFICANCE AND LIMITATIONS OF THE STUDY 
 
This study develops new procedures to quantify and predict the electricity 
savings of residences equipped with Home Automation Devices (HADs) using hourly 
electricity consumption data recorded by Smart Meters (SMs). Such a study is 
significant because few studies have focused on how much electricity use can be saved 
for homeowners when HADs are applied in a residence using data recorded by a SM. In 
addition, this study provides improved suggestions that show how homeowners can use 
HADs to save electricity use in their homes.  
This proposed study has the following limitations: 
1. This study focuses on energy savings from HAD capabilities rather than 
energy conservation measures, renewable energy systems, electric vehicles, or 
energy storage systems. 
2. This study focuses on residences located in hot and humid climate zones. 
Therefore, the savings reported in this study may not apply to similar houses 
in different climates. 
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CHAPTER IV  
METHODOLOGY 
 
This chapter provides three methods to quantify electricity savings using interval 
electricity use data recorded by a SM along with coincident weather data. Such methods can 
analyze the savings from residences equipped with HADs. In this study, a HAD is a device 
that includes: wireless, programmable thermostats (i.e., Programmable Communicating 
Thermostat (PCT)); lighting and daylighting controls (e.g., window shades); appliance 
controls (e.g., internet-connected refrigerators, clothes washers and dryers, dish washers, 
ranges and ovens, televisions, etc.); and Domestic Hot Water (DHW) control systems, which 
may work with occupancy sensors. To accomplish the stated purpose, three methods were 
developed: 1) a statistical method to automatically quantify potential electricity savings from 
HADs using only SM data, 2) a two-way, calibrated simulation method to quantify detailed-
potential electricity savings with additional information for a house, and 3) an M&V method 
to quantify actual electricity savings from a house when before/after HAD and SM data are 
available. 
The overall methodology of this study is shown in Figure 4-1. The detailed 
procedures in each method are described in the following sections: Section 4.1. 
Development of a statistical method (Level 0 Analysis) for automatically quantifying 
potential electricity savings from HADs; Section 4.2. Development of a calibrated 
simulation method (Level I Analysis) for quantifying detailed-potential electricity savings, 
and Section 4.3. Development of an M&V method (Level II Analysis) for quantifying actual 
electricity savings. Finally, Section 4.4 summarizes the three methods. 
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Coincident hourly weather 
data from NOAA
Input
Use ** ASHRAE RP-1050 IMT to find an 
appropriate regression model
Level 0: Quantify potential electricity savings of HADS.
Hourly electricity data from SM
Perform the improved weather day-typing method using 
modified ASHRAE RP-1093 toolkit






*** Adjust input parameters using 
graphical and sensitivity analysis
Simulate calibrated 
DOE-2.1e model using 
different scenarios
Level I: Quantify detailed-
potential electricity savings of 
HADs using scenarios
Scenarios 1,2,3, ...
Compare simulated energy use 
with baseline energy use
Install a programmable 
thermostat
Input
Level II: Quantify actual electricity savings of HADs
Level I Analysis using SM data and Simulations
Level II Analysis using SM data and actual HAD data
* Detailed information is described in Section 4.2.2.
Sort hourly SM and coincident weather data into heating, 
weather-independent, and cooling periods
Result: 5P model, balance temperatures for 
heating, weather-independent, and cooling 
periods, and temperature binned BWM analysis
Sorted SM data for heating, weather-independent, 
and cooling periods
Result: Graphical time-of-day patterns and 
            statistical analysis
Simulated hourly 
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actual weather data
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Analyze SM data above 90th percentile and below 





Categorized WD and WEH hourly data
Match with





Figure 4-1. Overall methodology. 
 41 
 
4.1. Development of a Statistical Method (Level 0 Analysis) for Automatically 
Quantifying Potential Electricity Savings from HADs 
In this analysis, a non-intrusive method was developed to quantify the potential 
electricity savings from HADs using only SM data. This method (i.e., Level 0 Analysis) 
is intended to work without detailed physical information (e.g., drawings) about a house, 
relying instead on only the hourly electricity use data from a SM installed at the electric 
service entrance to a house and the corresponding hourly weather data (i.e., outside air 
temperature (OAT)) from a nearby National Oceanic and Atmospheric Administration 
(NOAA) (NOAA, 2016) site. 
To accomplish the Level 0 analysis, the following new procedure was developed 
as shown in Figure 4-2. The first step in the procedure was to organize the data. To 
begin, the hourly SM and the coincident hourly OAT data for one year (i.e., baseline 
period from April 15th, 2015 to April 14th, 2016) were collected from the local utility of a 
case-study house and from the NOAA website, respectively. The collected data were 
then prepared for analysis by filling-in the missing data and merged into one file. The 
details for filling-in the missing data are described in Section 4.2.2. In addition, the 
cleaned data were categorized into two periods: weekdays and weekends/holidays. In 
this study, holidays include the following days: Memorial day, Independence day, Labor 
day, Thanksgiving days (two days), Christmas day to New Year’s day (eight days), 
Martin Luther King, Jr. day, and Spring Break days (two days). 
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Coincident hourly weather 
data from NOAA
Input
Use ** ASHRAE RP-1050 IMT to find an 
appropriate regression model
Level 0: Quantify potential electricity savings of HADS.
Hourly electricity data from SM
Perform the improved weather day-typing method using  
modified ASHRAE RP-1093 toolkit
Conduct temperature-binned BWM 
analysis
Sort hourly SM and coincident weather data into heating, 
weather-independent, and cooling periods
Result: 5P model, balance temperatures for 
heating, weather-independent, and cooling 
periods, and temperature binned BWM analysis
Sorted SM data for heating, weather-independent, 
and cooling periods
Result: Graphical time-of-day patterns and 
            statistical analysis
Potential daily and annual energy savings
* Fill-in missing data if it exists
Cleaned hourly data
Analyze SM data using normal distribution and 
histogram/freqeuncy plots
Informative graphical comparative baseline models
Compare 50th percentile of hourly electricity data between 
weekdays and weekends datasets (i.e., energy savings)
A
Categorize the cleaned hourly data into 
weekdays and weekends/holidays datasets
Organized data
Analyze SM data above 90th percentile and below 





* Detailed information is described in Section 4.2.2.
** Detailed information is shown in Fig. 4-3.
Fig. 4-4 Fig. 4-5
Figs. 4-4 & 4-5
Figs. 4-6 & 4-7




Categorized WD and WEH hourly data
 
Figure 4-2. Diagram for quantifying potential electricity savings (Level 0 Analysis). 
 
As the second step in the process (i.e., detective process), the ASHRAE RP-1050 
Inverse Modeling Toolkit (IMT) (Kissock et al., 2001) was used with the SM data and 
the coincident OAT data to find an appropriate change-point linear regression model and 
the balance-point (i.e., change-point) temperatures to differentiate between heating, 
weather-independent (i.e., non-HVAC or non-heating and cooling period), and cooling 
periods. The IMT provides linear regression models, variable-base degree-day models, 
and change-point linear regression models for evaluating building energy use data. In 
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this study, the change-point linear regression models of the IMT were used to find the 
balance-point temperatures of the whole-building electricity use. Furthermore, two 
different change-point linear regression models were used, one for weekdays and one for 
weekends/holidays, respectively. Figure 4-3 shows an example of the linear and change-
point linear regression models from the IMT for building energy use. 
The change-point linear regression models typically use coincident outdoor dry-
bulb temperature as an independent variable because it is usually the most important 
explanatory variable for determining building energy use. The IMT change-point linear 
regression models include: one parameter (1P), two parameter (2P), three parameter 
(3P), four parameter (4P), and five parameter (5P) models. The one parameter (1P) 
linear regression model has a single parameter (i.e., mean model) that determines a 
single value on the y-axis as average energy consumption. The two parameter (2P) linear 
regression model has two parameters where one is the y-axis intercept at x equal to zero, 
which may represent the baseline energy consumption at temperatures equal zero. The 
other parameter is the slope of energy use as a function of outside temperature, which 
can be used to analyze a building that always uses either cooling or heating energy 
(Curtiss et al., 2001; ASHRAE, 2013a). Although the 1P and 2P linear regression 
models provide parameters that characterize the average energy use of dataset, they do 
not provide change-point temperatures, which are important to this study. In the case that 
the 1P and 2P models are useful, two models would be used, one for weekdays and one 




Figure 4-3. Examples of linear and change-point linear regression models from the IMT 
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The three parameter (3P) change-point linear regression model has an additional 
parameter that determines a change point to differentiate between weather-independent 
energy use and weather-dependent energy use. The 3P model has been widely used for 
monthly utility bill analysis of residential buildings (Curtiss et al., 2001; ASHRAE, 
2013a; Baltazar et al., 2014). The four parameter (4P) change-point linear regression 
model has an additional parameter (i.e., the fourth parameter) that represents the lower 
or upper slope below or above the change point. The 4P model is useful in analyzing 
energy consumption in commercial buildings because it provides an improved model of 
cooling or heating energy use for commercial buildings that have year-around cooling 
and heating requirements (Ruch and Claridge, 1991; Curtiss et al., 2001; ASHRAE, 
2013a).  
Finally, the five parameter (5P) change-point linear regression model has an 
additional parameter (i.e., the fifth parameter) that represents a second change point. The 
5P model has two change points to differentiate between heating, weather-independent, 
and cooling energy use. The 5P change-point model provides an improved model in 
buildings that have both electric heating and electric cooling systems where there is a 
distinct separation between heating and cooling change-point temperatures (Kissock et 
al., 1998; Curtiss et al., 2001; ASHRAE, 2013a). In this study, the 5P change-point 
linear regression model was used because the only energy source of the case-study house 
for heating and cooling was electricity, and the monthly average daily electricity use 
exhibited heating, weather-independent, and cooling signatures. Eq. (1) shows a 




𝑌 = 𝛽1 + 𝛽2(𝑋1 − 𝛽3)
−  + 𝛽4(𝑋1 − 𝛽5)
+      (1) 
 
Where  𝑌 is the building electricity use, 𝑋1 is the outside air temperature, 𝛽1 is the 
constant term (i.e., the y-axis intercept), 𝛽2 is the left slope, 𝛽3 is the left change point, 
𝛽4 is the right slope, 𝛽5 is the right change point, and (  )
− and (  )+ are the notations that 
the values of the parentheses shall be zero when they are positive and negative, 
respectively (Kissock et al., 2003). The left change point 𝛽3 (i.e., heating balance-point 
temperature) and the right change point 𝛽5 (i.e., cooling balance-point temperature) 
divides the periods of hourly electricity use data into the three periods: heating period, 
non-heating and non-cooling period (i.e., non-HVAC or weather-independent period), 
and cooling period. To identify the change points, the IMT used the algorithms from a 
two-stage grid search. The IMT also provides a standard error calculation for each 
coefficients for the model (Kissock et al., 2001). Eq. (2) shows a functional form of the 
Standard Error (SE). 
 
𝛽𝑡𝑟𝑢𝑒 = 𝛽𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 ± 𝑡(1 −
𝛼
2





    (2) 
 
Where 𝑡 is the 𝑡 distribution, 𝛼 is the probability, 𝑛 is the number of data points, 𝑝 is the 
number of the parameters, ?̂?𝑖 is the predicted value from the model, and 𝑌𝑖 is the 





Figure 4-4. Example of the 5P model with change points and uncertainty for the 
weekdays (upper) and the weekends/holidays (lower) for the SM baseline period from 
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points (i.e., balance-point temperatures) and uncertainty (i.e., SE) along with the electricity 
use from the case-study house during the weekdays and the weekends/holidays, respectively. 
For the weekdays, the heating balance-point temperature of 60.2 °F and the cooling 
balance-point temperature of 76.6 °F separated the hourly electricity use that was recorded 
by the SM (i.e., SM data) into the three periods of heating, weather-independent, and cooling 
periods. For the weekends/holidays, the heating balance-point temperature of 63.7 °F and the 
cooling balance-point temperature of 74.1 °F separated the hourly SM data into the three 
periods. Table 4-1 summarizes the results of the 5P model. 




(Left change point) 
Cooling balance-point 
temperature (ºF) 







Weekdays 60.15 76.59 -0.109 0.099 0.827 
Standard Error 2.74 2.74 0.002 0.002 0.012 
Weekends/holidays 63.70 74.08 -0.091 0.097 0.711 
Standard Error 2.59 2.59 0.002 0.003 0.024 
 
In addition, a temperature bin analysis was performed and displayed as binned Box, 
Whisker, and Mean (BWM) plots (Bou-Saada, 1994). This analysis used a quartile analysis 
(Ott and Longnecker, 2010) to statistically check the signature of SM data against              
the OAT data. The binned BWM plot shows the 10th, 25th, 50th (median), 75th, and 90th 
percentile as well as minimum, mean, and maximum values over temperature bins. In this 
study, 5 °F temperature bins were used. In addition, the accuracy of the 5P change-point 
linear regression models was checked using the interquartile ranges (IQR) of the BWM 





Figure 4-5. Example of the temperature bin analysis using the binned BWM plots with 
the 5P model during the weekdays (upper) and the weekends/holidays (lower) for the 
SM baseline period from April 15th, 2015 to April 14th, 2016. 
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the binned, quartile approach superimposed onto the 5P change-point linear models for 
the weekdays (upper) and the weekends/holidays (lower). 
After the temperature bin analysis, histogram/frequency plots using 5 °F 
temperature bins were developed to check for outliers in the SM data. Figure 4-6 and 
Figure 4-7 show histogram/frequency plots using the 5 °F temperature bins. Using the 
histogram/frequency plots with superimposed normal distribution, abnormal energy use 
patterns can be detected. In addition, the histogram/frequency plots can be used as an 
informative graphical comparative analysis (Haberl and Abbas, 1998a, 1998b) to 
calibrate the baseline simulation model of the next calibrated simulation method (i.e., 
Level I Analysis). 
In addition to the 5 °F temperature binned BWM plots and 5 °F temperature 
binned histogram/frequency plots, additional plots were developed to show the hourly 
electricity use above the 90th percentile and below the 10th percentile, which were 
analyzed to detect abnormal energy use and occupancy patterns, respectively. These 
plots were constructed in the following fashion: First, using the balance-point 
temperatures from the baseline period (Figure 4-4), binned BWM plots for the weekdays 
and the weekends/holidays were categorized into six regions, respectively. The six 
regions represent the three different heating, weather-independent, cooling periods above 
the 50th percentile, as well as three different periods below the 50th percentile. Fig 4-8 
shows the binned BWM plots with the balance-point temperatures for the weekdays and 
the weekends/holidays along with the six regions. In addition, Table 4-2 summarizes the 




Figure 4-6. Histogram/frequency plots using 5 °F bins for the weekdays. 



































































































































































































































































































































































































































































































Figure 4-7. Histogram/frequency plots using 5 °F bins for the weekends/holidays. 



















































































































































































































































































































































































































































































































Figure 4-8. Binned BWM plots with the baseline balance-point temperatures for the 
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Table 4-2. Number of energy hours above and below the 50th percentile. 
Number of frequency 
hours above 50th  
Region I (for heating 
period) 
Region II (for weather- 
independent period) 
Region III (for cooling 
period) 
Total 
Weekdays 700 1161 1134 2995 
Weekends/holidays 506 360 561 1427 
Total 1206 1521 1695 4422 
Number of frequency 
hours below 50th 
Region IV (for heating 
period) 
Region V (for weather- 
independent period) 
Region VI (for cooling 
period) 
Total 
Weekdays 684 1222 1027 2933 
Weekends/holidays 490 364 551 1405 
Total 1174 1586 1578 4338 
 
Based on the six regions, three-dimensional (3D) energy plots were developed to 
help visually detect when the hourly electricity use above the 90th percentile (i.e., energy 
pattern) and hourly electricity use below the 10th percentile (i.e., occupancy patterns) 
occurred during both the hour-of-day and the day-of-year as well as knowing the amount 
of the hourly electricity use at the points (Christensen, 1984). Figure 4-9 shows an 
example of the 3D energy use plot, which represents data points above the 90th 
percentile during weekdays for the heating period (i.e., Region I), based on the heating 
balance temperature from the baseline 5P change-point linear regression model. In 
addition, hourly histograms were calculated to detect an overall hour-of-day pattern. 
This example plot shows that the hourly electricity use above the 90th percentile from the 
middle of October to the end of April most likely occurred during evening and morning 






Figure 4-9. Example of a 3D energy use plot showing hourly electricity use above the 


































































































































Figure 4-10. Example of a 3D energy use plot showing hourly electricity use below the 
































































































































Figure 4-10 shows the 3D energy use plots, which represent data points below the 
10th percentile (i.e., occupancy pattern) during weekdays (upper plot) and weekends/holidays 
(lower plot) for the heating period (i.e., Region IV). This example shows the electricity use 
below the 10th percentile mainly happened from the middle of November to the end of April 
during evening and morning hours for weekdays and at the end of September to the middle 
of April during morning hours for weekends/holidays. 
Furthermore, hour-of-day, day-of-week, stacked histogram plots were developed to 
determine the energy and occupancy patterns of the hourly electricity use. In this analysis, it 
was assumed that the hourly electricity use above the 90th percentile represented energy 
patterns during the heating, weather-independent, and cooling periods when the electricity 
use was well above average. This was because the pattern of high energy use above the 90th 
percentile of each period may be indicating the energy consumption of heating, weather-
independent, and cooling related systems or appliances. 
Figure 4-11 shows an example of the hour-of-the-day, day-of-the-week, stacked 
histogram plots representing energy use patterns for the heating period. In this example, 
there were ten or more hours above the 90th percentile energy use during the weekday period 
(upper plot) at 9:00 am for the heating period. The reason for this observed condition seems 
to indicate that a large electric load, such as the Domestic Hot Water (DHW) system was 
operating, most frequently at 9:00 am on Monday through Thursday. In the same way, it was 
observed that a large electric load (i.e., the DHW system) operated most frequently during 




Figure 4-11. Example of the hour-of-the-day, the day-of-the-week, stacked histogram 
plots showing hours above the 90th percentile representing energy use patterns during 













































Figure 4-12. Example of the hour-of-the-day, the day-of-the-week, stacked histogram 
plots showing hours below the 10th percentile representing occupancy patterns during 












































It was also assumed that the hourly electricity use below the 10th percentile (i.e., 
when the electricity use was well below normal) represented occupancy pattern(s) when 
an occupant was inactive or outside the home during the heating, weather-independent, 
and cooling periods. This was because the patterns of low energy use below the 10th 
percentile of each period may indicate the low energy consumption patterns of occupants 
who were inactive (e.g., sleeping) or outside a house, which presents opportunities for 
turning-down or turning-off heating and cooling systems, appliances and lights.  
Figure 4-12 shows an example of the hour-of-the-day, day-of-the-week, stacked 
histogram plots representing occupancy patterns for the heating period. In this example, 
there were more hours below 10th percentile energy use during weekdays (upper plot) 
from 1:00 am to 8:00 am, which seems to indicate the homeowner was inactive or 
outside the house during the hours. 
Overall, the number of hours below the 10th percentile were less than the number 
of hours above the 90th percentile. Table 4-3 shows the frequency of the hours for the 
weekdays and the weekends/holidays for the six different regions. 
Table 4-3. Number of energy hours above the 90th and below the 10th percentile. 
Number of hours  
above 90th percentile 
Region I (for heating 
period ) 
Region II (for weather- 
independent period) 
Region III (for cooling 
period) 
Total 
Weekdays 132 236 225 593 
Weekends/holidays 103 70 113 286 
Total 235 306 338 879 
Number of hours 
below 10th percentile 
Region IV (for heating 
period) 
Region V (for weather- 
independent period) 
Region VI (for cooling 
period) 
Total 
Weekdays 124 205 206 535 
Weekends/holidays 85 56 113 254 




In addition, the 3D energy use plots and the hour-of-the-day, day-of-the-week, 
stacked histogram plots can be used for informative graphical comparisons to help 
calibrate a baseline simulation model to be used in the next Level I analysis section (i.e., 
calibrated simulation method). 
Third, a method for quantifying potential electricity savings was also developed. 
As a first step in this process, an improved weather day-typing method that includes the 
quartile approach (Bou-Saada and Haberl, 1995a) was developed using the balance-point 
temperatures from the baseline 5P change-point linear regression model. In this study, 
the ASHRAE RP-1093 toolkit (Abushakra et al., 2001) was modified to conduct the 
weather day-typing analysis. The ASHRAE RP-1093 toolkit was originally developed to 
examine measured, hour-of-day load profiles for lighting and receptacle loads for use by 
building energy simulation programs (Abushakra et al., 2001). 
It should be noted that the weather day-typing method used in this study is an 
improved weather day-typing method because the three different day-type periods were 
chosen statistically by the balance-point (change-point) temperatures of the baseline 5P 
model generated by the IMT. In other words, the hourly electricity use data was first 
categorized by the heating, weather-independent, and cooling periods, which were 
determined statistically by the balance-point temperatures from the 5P model. 
Next, the improved weather day-typing method was used to analyze the hourly 
electricity use data to find the characteristics of each period. To accomplish this the 
hour-of-day patterns for occupied and unoccupied hours as well as weekday and 
weekends/holiday periods were analyzed for the three different periods. In addition, 
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quartile and statistical analysis were applied to determine the statistical features of the 
hour-of-day patterns. Figure 4-13 shows an example of the new weather day-typing 
analysis including the quartile approach for the heating period (i.e., periods when the 
coincident OATs were lower than 60.2 °F (weekdays) and 63.7 °F (weekends/holidays)) 
as determined by the IMT’s 5P change-point linear regression model.  
In Figure 4-13, it can be observed that the interquartile range (IQR) of the 
weekend/holiday weather day-typing plot is wider than the IQR of the weekday plot, 
which implies that the homeowner’s energy consumption during weekends/holidays was 
more unpredictable than weekdays. In other words, during the weekend/holiday periods, 
more frequently, the homeowner’s electricity use during early morning hours varied 
versus the weekday periods. In addition, the weather day-typing plots using the quartile 
approach can be used in the graphical analysis to better calibrate a baseline simulation 
model for the next Level I analysis (i.e., calibrated simulation method). 
Finally, the 50th percentile of the hourly electricity use for the weekdays and the 
weekends/holidays were compared to examine potential energy savings from the use of 
HADs for the representative hour-of-day energy use patterns for heating, weather- 
independent, and cooling periods. In this analysis, it was assumed that the 50th percentile 
of the hourly electricity use was representative of the average hourly electricity use. 
Figure 4-14 shows an example of the 50th percentile differences between the weekdays 





Figure 4-13. Example of the new weather day-typing plots using the quartile analysis 
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Figure 4-14. Example of potential energy savings for the heating period, which is a 
































Heating Periods Potential Energy Savings (Weekdays - Weekends) 



























Heating Periods Superimposed 50th Percentile Profile
(Weekdays vs Weekends)































Heating Periods Potential Energy Savings (Weekdays - Weekends) 



























Heating Periods Superimposed 50th Percentile Profile
(Weekdays vs Weekends)
50th Percentile_weekdays < 60.2F 50th Percentile_weekends < 63.7F
 65 
 
In Figure 4-14, the differences (i.e., shaded area) of the plot represent potential 
energy savings of a representative day based on the differences in the hour-of-day 
energy pattern between weekdays and weekends/holidays. In other words, there is a 
possibility that a homeowner can save energy based on the differences in the hour-of-day 
energy patterns between weekdays and weekends. This saving estimation method used 
the homeowner’s previously-recorded, hour-of-day energy patterns, so the method could 
be applied non-intrusively to hourly electricity use data from SMs to analyze an 
occupant’s energy behavior patterns. For heating, weather-independent, and cooling 
periods, the potential savings (shaded area) may represent energy savings from 
differences in operation in heating, weather-independent, and cooling related systems or 
appliances, respectively. For example, in Figure 4-14, the potential energy savings of the 
representative day for the heating period is 6.9 kWh, based on this method, which 
includes the potential energy savings of 2.4 kWh for weekdays (the blue-filled area); and 
the potential energy savings of 4.5 kWh for weekends (the orange-filled area). Overall, 
the daily potential savings of 6.9 kWh may result from improved control of heating 
related systems or appliances. 
The daily savings can also be quantified annually based on the days during the 
heating period when the OAT are below the heating balance-point temperature (i.e., 
Regions I and IV). In this example, the heating balance-point temperatures from the 5P 
model was 60.2 °F and 63.7 °F for the weekdays and the weekends/holidays, 
respectively. Thus, the days during the heating period below these balance-point 
temperatures would be 58 days and 42 days, respectively. For quantifying the annual 
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energy savings, the weekday’s potential daily energy savings of 2.4 kWh is multiplied 
by 58 days, and the weekend/holiday’s savings of 4.5 kWh is multiplied by 42 days. The 
result of this calculation is 328.4 kWh, and the expected saving cost is $38.0. In this 
study, the cost of the electricity was assumed to be $0.1156/kWh based on the US EIA’s 
data for Texas 2015 (US EIA, 2016). Table 4-4 summarizes the results of the potential 
energy savings during the heating period. 
Table 4-4. Potential energy savings for the heating period. 
Daily potential energy savings (kWh)    
from Weekdays from Weekends/holidays Total savings (kWh)  
2.4 4.5 6.9  
Balance-point temperature (°F)    
from Weekdays from Weekends/holidays   
60.2 63.7   
Number of heating days (Region I + IV)   
from Weekdays from Weekends/holidays   
58 42   
Annual potential energy savings (kWh)     
from Weekdays from Weekends/holidays Total savings (kWh) Total cost savings ($) 
140.6 187.8 328.4 38.0 
 
In summary, a non-intrusive statistical method (i.e., Level 0 Analysis) was 
developed to automatically detect and quantify potential energy savings from the use of 
HADs using hourly electricity use data recorded by a SM. In this method, the IMT was 
used with the hourly SM data and coincident hourly weather data to find an appropriate 
regression model and the balance-point temperatures to differentiate between the 
heating, weather-independent, and cooling periods. The hourly SM data was then 
categorized into the three periods for the weekdays and the weekends/holidays. In 
addition, the SM data was further categorized into the six regions shown using the 
binned quartile approach. Using these six regions, 3D energy use plots and the hour-of-
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the-day, day-of-the-week, stacked histogram plots were used to help further determine the 
reasons for the energy use patterns and possible relationships to the occupancy patterns. 
For quantifying the electricity energy savings, an improved weather day-typing 
method, which uses the quartile approach, was used to find the hour-of-the-day energy use 
patterns for the weekdays and the weekends/holidays for each period. Finally, potential 
energy savings were quantified using the different energy patterns for weekdays and 
weekends/holidays for each period. 
For the next level of analysis (i.e., Level I Analysis), which uses calibrated 
simulation, the results from the histogram/frequency plots with superimposed normal 
distribution, the 3D energy use plots, and the hour-of-the-day, day-of-the-week, stacked 
histogram plots obtained from this Level 0 Analysis can be used to help inform the graphical 
comparative models to better match the simulated hourly energy use with the SM data to 
create a baseline to help quantify the electricity savings from the use of HADs. 
 
4.2. Development of a Calibrated Simulation Method (Level I Analysis) for Quantifying 
Detailed-Potential Electricity Savings  
This section describes the procedure used to calibrate the building energy simulation 
(i.e., Level I Analysis), which includes information gathered from the previous section (i.e., 
Level 0 Analysis). In the previous Level 0 Analysis, the non-intrusive statistical method was 
developed using only the SM data and the corresponding weather data. In this Level I 
Analysis, a calibrated simulation method was developed to help quantify the detailed-
potential savings from the use of HADs using simulations based on the information of the 
case-study house as well as the SM electricity data and the corresponding weather data. 
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The calibrated simulation method is an M&V approach that uses a simulation model 
calibrated to actual measured data (ASHRAE, 2014). In this study, hourly measured 
electricity use data from the SM, as well as measured Indoor Air Temperature (IAT) data, 
was used for the calibration of a DOE-2.1E simulation model (Winkelmann et al., 1993). 
The following subsections include descriptions of the case-study house, the weather data 
used for simulation, and the calibrated simulation method developed for this Level I 
Analysis. 
Figure 4-15 shows the overall method of this Level I Analysis. First, the input 
parameters for the DOE-2.1E simulation model were prepared using general information 
from drawings. In addition, the performance path (i.e., simulation) information of the 2000 
or 2009 International Energy Conservation Code (IECC) (ICC, 2000, 2009) was used to 
create nominal values that the general information does not cover. Next, actual weather data 
of the post-retrofit period from February 10th, 2017 to March 31st, 2017 were collected and 
converted to the Test Reference Year (TRY) format for the DOE-2.1E simulation model. 
After simulating with the DOE-2.1E model with the parameters during the post-retrofit 
period, the model was calibrated using the measured SM and IAT data during one week of 
the post-retrofit period from February 20th, 2017 to February 26th, 2017. In other words, 
IATs from the case-study house were also matched with simulated IATs (i.e., two-way 
calibration). The informative graphical analysis, developed in the previous section (i.e., 
Level 0 Analysis), was used to guide the calibration process. In addition, a sensitivity 
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using the SM data and the weather data of the baseline period from April 15th, 2015 to 
April 14th, 2016. 
Finally, to quantify detailed-potential electricity savings from the use of HADs, 
different scenarios were developed, using thermostatically controlled HADs and non-
thermostatically controlled HADs. 
 
4.2.1. Description of the Case-Study House 
The case-study house is a one-story, fourplex townhouse, constructed in 1982, 
located in Bryan, Texas. The house is a single-family house with two bedrooms, and one 
and a half bathrooms with a total conditioned floor area of 1,199 ft2. The front of the 
house faces west. Two other townhouses are attached on the north and south sides, 
respectively. Figure 4-16 shows the bird’s eye view of the case-study house (Google, 
n.d.). Figure 4-17 and Figure 4-18 show the front view (west) and the back view (east), 
respectively. On the east side, there is a fixed shade above the parking lot that is located 
about 1foot away from the case-study house. Figure 4-19 shows a plan view of the case-
study house. Additional information for the case-study house is shown in Table 4-5. 
Unknown parameters in the table indicate that the parameters were assumed using the 
performance path of the 2000 or 2009 International Energy Conservation Code (IECC) 
or the default values of DOE-2.1E libraries. The information was used to create a DOE-
2.1E model. Appendix A includes a letter from the Texas A&M Institutional Review 













Figure 4-17. Front view (west) of the case-study house (Author’s photo). 
 
 










Table 4-5. Information for the case-study house. 
Construction Information for preliminary simulation 
House type Townhouse, attached house 
Constructed year 1982 
Orientation West 
Gross area 1,199 ft2 
Number of floors 1 
Height 9 ft 
Construction Unkown (Wood assumed for simulation using 2009 IECC) 
Floor Slab-on-grade 
Wall color Dark 
Wall area 1,429 ft2 
Wall R-value Unkown (12.24 assumed for simulation using 2009 IECC) 
Stud spacing 2x4 
Window type Single pane 
Window area 103 ft2 
Frame type Aluminum or steel 
U-factor Unkown (0.65 assumed for simulation using 2009 IECC) 
SHGC Unkown (0.30 assumed for simulation using 2009 IECC) 
Roof configuration Unconditioned, vented attic 
Roof color Medium 
Roof R-value Unkown (27.8 assumed for simulation using 2009 IECC) 
Roof slope 45° 
Space conditions 
Number of occupants 1 
Setpoint Heating 74°F / Cooling 75°F 
Heating system 
Fuel Electricity 
System Type Heat pump 
Capacity Unkown (24,000 Btu/hr assumed for simulation using 2009 IECC) 
Efficiency Unkown (HSPF 6.8 assumed for simulation using 2000 IECC) 
Location Attic 





Table 4-5. Continued. 
Cooling system 
Fuel Electricity 
System Type Heat pump 
Capacity Unkown (2 tonnage assumed for simulation using 2009 IECC) 
Efficiency Unkown (SEER 10 assumed for simulation using 2000 IECC) 
Location Attic 
Manufacturer / year Goodman CPKJ30-10 / approx. 2006 
DHW system 
Fuel Electricity 
Capacity Unkown (40 gallon assumed for simulation using 2009 IECC) 
Efficiency Unkown (EIR 1 assumed for simulation using DOE-2.1E libraries) 
Location Conditioned zone 
Manufacturer / year Whirlpool EE2H4DRX9R5V / Unkown 
Appliances 
Internal equipment 
Refrigerator (x1), clothe washer (x1), clothe dryer (x1), dish washer 
(x1), range and oven (x1), television (x2), laptop (x1) 
Lighting 
Interior lighting: overhead light bulbs (x20) and lamp (x1) 
Exterior lighting (x1) 
 
To create the calibrated baseline model, hourly electricity use data recorded by 
the SM for the baseline period1 from April 15th, 2015 to April 14th, 2016 as well as the 
post-retrofit period from February 10th, 2017 to March 31st, 2017 was used. Table 4-6 
shows the total monthly electricity use (kWh/month) and the monthly average daily 
electricity use (kWh/day) during the utility billing periods. In addition, a comparison of 
the measured electricity use data to the monthly utility bills is shown in Appendix B. 
During the analysis, it was observed that the hourly electricity use data recorded by the 
SM was slightly different from the monthly utility bills. One of the possible reasons 
could be a difference in the time when the electricity meter was read each month.  
                                                 
1 The hourly electricity use data for February 29th, 2016, the leap day, was not used for this study.  
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Table 4-6. Hourly sum & monthly average daily electricity use of the case-study house. 




Hourly sum of 
monthly electricity 
use (kWh/Month) 
Hourly sum - 
monthly avg. daily 
elec. use 
(kWh/Day) 
  Start date End date    
April 4/15/2015 5/13/2015 29 620.37 21.39 
May 5/14/2015 6/15/2015 33 898.06 27.21 
June 6/16/2015 7/15/2015 30 1015.19 33.84 
July 7/16/2015 8/13/2015 29 1315.00 45.34 
August 8/14/2015 9/14/2015 32 1277.68 39.93 
September 9/15/2015 10/14/2015 30 841.49 28.05 
October 10/15/2015 11/12/2015 29 595.76 20.54 
November 11/13/2015 12/16/2015 34 1014.06 29.83 
December 12/17/2015 1/13/2016 28 1269.18 45.33 
January 1/14/2016 2/11/2016 29 1530.87 52.79 
February 2/12/2016 3/15/2016 33 880.37 26.68 
March 3/16/2016 4/13/2016 29 670.07 23.11 
Total or 
Average 
  365 11,928.10 32.84 
 
4.2.2. Weather Data Used for Building Energy Simulation 
In order to create a calibrated building energy simulation model, actual weather 
data were converted to a format for use by the DOE-2.1E program. In this study, the Test 
Reference Year (TRY) format was used for the baseline simulation model. The TRY 
format includes the following weather information (Kim, 2014): dry-bulb temperature 
(°F), wet-bulb temperature (°F), dew-point temperature (°F), wind speed (knot), wind 
direction (degree), global solar radiation (Btu/hr-ft2), direct normal solar radiation 
(Btu/hr-ft2), and station pressure (inHg). The location of the case-study house was in 
Bryan, Texas, so the NOAA weather data from the nearby weather station at the College 
Station airport was used for the dry-bulb temperature, the wet-bulb temperature, the 
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dew-point temperature, the wind speed, the wind direction, the precipitation, and the 
station pressure (NOAA, 2016). The distance between the case-study house and the 
weather station was approximately 5.7 miles. In addition, global solar radiation and 
direct normal solar radiation data were obtained from a Solar Test Bench (STB) on the 
roof of the Langford building at Texas A&M University, which was located 3.3 miles 
away from the case-study house. 
All weather data were collected using an hourly interval. However, sometimes 
the data had missing records, which were less than or equal to six hours. In such cases, 
missing periods were filled-in using linear interpolation using Eq. (3) (Long, 2006; Kim 
and Baltazar, 2010) 
 
𝑓(𝑡𝑛) = 𝑓(𝑡1) + (
𝑓(𝑡2)−𝑓(𝑡1)
𝑡2−𝑡1
) ×  n      (3) 
 
where 𝑓(𝑡𝑛) is the value of the missing period to be filled, 𝑓(𝑡1) and 𝑓(𝑡2) are the 
values close to the value of the missing period, and n is the length in hours of the 
missing period.  
After the missing data were filled-in, all the weather data were formatted 
according to the required format of .TPE and .INP types (see Appendix C) for the DOE-
2.1E model. Finally, the two files were combined and converted to the TRY format 
using the DOE-2 weather processor (Buhl, 1999). Figure 4-20 shows the overall 
procedure of this weather data conversion for simulation. 
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Figure 4-20. Overall procedure for processing weather data for simulation. 
 
4.2.3. Calibrated Simulation Method (Level I Analysis) 
In the next step, a calibrated simulation method (Level I Analysis) using several 
scenarios was developed and applied to quantify the detailed-potential energy savings 
from the use of HADs. After the hourly simulation model was calibrated to the hourly 
and the monthly average daily electricity use data for the baseline conditions, the 
calibrated simulation model was then used to simulate different usage and time-schedule 
scenarios using thermostatically controlled and non-thermostatically controlled HADs. 
Thermostatically controlled HADs are HADs that impact the air conditioning and 
heating systems, which are directly affected by inside and outside temperatures and are 
indirectly influenced by occupant behavior (Johnson et al. 2014). Non-thermostatically 
controlled HADs include lighting equipment and other appliances such as a refrigerator, 
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dish washer, clothes washer/dryer, etc., which are directly affected by occupant 
behavior. 
This section has the following subsections: 1) a discussion of the calibration 
method for the hourly simulation model using the SM electricity and the IAT data, 2) 
scenarios for the calibrated simulation model, and 3) the use of the scenarios to quantify 
the detailed-potential electricity savings. 
 
4.2.3.1. Calibrated Simulation Method (Level I Analysis) 
Whole-building simulation models such as DOE-2.1E and EnergyPlus, 
mentioned in Section 2.2.1, can be calibrated using measured energy use and 
environmental data (e.g., indoor conditions and coincident weather data) obtained from 
an existing building. In other words, the inputs of a simulation model are adjusted to 
allow simulated energy use to better match measured energy use. Such an approach is 
called a calibrated simulation method (ASHRAE, 2013a). In this study, the DOE-2.1E 
simulation model was calibrated using the hourly electricity use data recorded by the 
SM, interior conditions, and coincident weather data. The Indoor Air Temperature (IAT) 
calibration (Bou-Saada, 1994), informative graphical comparative analysis (Bou-Saada 
and Haberl, 1995a, 1995b; Haberl et al, 1996; Haberl and Abbas, 1998a, 1998b; Haberl 
and Bou-Saada, 1998), and sensitivity analysis (Manke et al., 1996; Kim, 2014; Sever et 
al., 2011) were used in the calibration process. 
First, the DOE-2.1E model was created using the house information contained in 
Table 4-5 and the appropriate information from the 2000 or 2009 IECC performance 
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path and the DOE-2.1E libraries (i.e., nominal values). In the next step for the calibration 
process for the hourly calibration, hourly electricity use, measured Indoor Air 
Temperatures (IATs), weather, occupancy, and thermostat data (i.e., heating and cooling 
setpoints and HVAC system schedule) were used in the calibration process. Detailed 
methods for collecting the data will be described in Section 4.3. 
Figure 4-21 shows a flowchart of the hourly calibration method used in this 
study, which used one week of data from the post-retrofit period from February 20th, 
2017 to February 26th, 2017. For this week, the measured IATs, weather, occupancy 
detection, and thermostat data (heating and cooling setpoints, HVAC system-on times) 
were used to calibrate the simulated hourly electricity use to the measured hourly 
electricity use recorded by the SM using the Normalized Mean Bias Error (NMBE) and 
the Coefficient of Variation of the Root-Mean-Square Error (CV-RMSE). After that, 
simulated IATs were compared with the measured IATs, also using the NMBE and the 
CV-RMSE. In this step, improvements were made over the previous study (Bou-Saada, 
1994), which include the new statistical IAT indices. This two-way calibration process 
provided an improved hourly calibration for the simulation model by representing the 
electricity use and the IAT characteristics of the case-study house for the calibration 
period. 
To enter the hourly occupancy diversity factors into the DOE-2.1E simulation, 
one-minute interval occupancy data from portable occupancy sensors placed in the case-
study house were converted to hourly diversity factors using the average of the 60 
minutes from the one minute occupancy data (see Figure 4-37). During the selected 
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week from February 20th, 2017 to February 26th, 2017, there were no holidays, so the 
diversity factors for holidays were assumed to be the same as the diversity factors used 
for Sunday. The selected week was then used as a representative week for the monthly 
average daily simulation using the baseline period from April 15th, 2015 to April 14th, 
2016. Finally, the simulated, whole-building electricity use from the calibrated DOE-
2.1E model was compared with the baseline SM electricity data, which was previously 
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Figure 4-21. Procedure to calibrate the DOE-2.1E model. 
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For the next step in the calibration process, a sensitivity analysis was performed 
using the 5P change-point linear regression model along with monthly average daily 
electricity use and the corresponding OAT. To accomplish this, the hourly electricity use 
data and the simulated electricity use data were converted to the monthly average daily 
electricity along with monthly average daily OAT. Next, the 5P model was used, as 
previously discussed in Section 4.1. 
Using Eq. (1) from the previous section, the total electricity use can be expressed 
as Eq. (4). 
 
𝐸𝑡𝑜𝑡 = 𝐸𝑤.𝑖. + 𝐻𝑆(𝑇𝑂𝐴 − 𝑇ℎ.𝑏.)
−  + 𝐶𝑆(𝑇𝑂𝐴 − 𝑇𝑐.𝑏.)
+    (4) 
 
Where  𝐸𝑡𝑜𝑡 is the building electricity use, 𝑇𝑂𝐴 is the outside air temperature, 
𝐸𝑤.𝑖. is the weather-independent electricity use, 𝐻𝑆 is the heating slope that represents 
heating energy use by the outside air temperature, 𝑇ℎ.𝑏. is the heating balance point 
(change point) temperature that begins heating space conditioning, 𝐶𝑆 is the cooling 
slope that represents cooling energy use by the outside air temperature, 𝑇𝑐.𝑏. is the 
cooling balance point (change point) temperature that begins cooling space conditioning, 
and (   )− and (   )+ are the notations that the values of the parentheses shall be zero 
when they are positive and negative, respectively (Kissock et al., 2003; Sever et al., 




Figure 4-22. 5P change-point linear regression model showing the coefficients (Sever et 
al., 2011). 
 
The 5P change-point linear model is particularly useful because the coefficients 
of the 5P model have been shown to have physical significance (i.e., physical 
characteristics), which can be used to evaluate certain energy conservation and operation 
measures in a building (Kim, 2014). For example, the 𝐸𝑤.𝑖. coefficient of the 5P model 
represents the weather-independent electricity use in a house. This weather-independent 
electricity use, often includes the electricity use of the lighting equipment and appliances 
(e.g., refrigerators, clothe washers and dryers, dish washers, ranges and ovens, 
televisions, etc.). The coefficients of 𝐻𝑆 and 𝐶𝑆 represent heating loads/heating system 
efficiency and cooling loads/cooling system efficiency, respectively. The coefficients of 





















𝐻𝑆 =  
𝐻𝐶
𝜂ℎ
          (5) 
𝐶𝑆 =  
𝐶𝐶
𝜂𝑐
          (6) 
 
Where 𝜂ℎ and 𝜂𝑐 are heating system efficiency and cooling system efficiency, 
respectively. In addition, 𝐻𝐶 is the heating coefficient, which represents the heat loss 
through the building envelope (e.g., walls, windows, doors, roof, and floor) and heat loss 
due to infiltration and ventilation. 𝐶𝐶 is the cooling coefficient which represents heat 
gain through the building envelope and heat gain from the building infiltration and 
ventilation. The coefficients of 𝐻𝐶 and 𝐶𝐶 can be expressed as Eq. (7) and Eq. (8), 
respectively.  
 
𝐻𝐶 =  𝑈𝐴 + 𝑉𝜌𝐶𝑝        (7) 
𝐶𝐶 =  𝑈𝐴 + 𝑉𝜌𝐶𝑝        (8) 
 
Where 𝑈 is the overall envelope conductance, 𝐴 the overall envelope area, 𝑉 is 
the overall infiltration and ventilation volume rate, 𝜌 is the air density, and 𝐶𝑝 is the air 
specific heat. 
Finally, 𝑇ℎ.𝑏. is the heating balance-point (change-point) temperature that 
indicates the beginning of the space heating. 𝑇𝑐.𝑏. is the cooling balance-point (change-
point) that indicates the beginning of the space cooling. The coefficients of 𝑇ℎ.𝑏. and 𝑇𝑐.𝑏. 
are expressed as Eq. (9) and Eq. (10), respectively. 
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𝑇ℎ.𝑏. =  𝑇ℎ.𝑠𝑒𝑡. −  
𝑄𝑖
𝐻𝐶
        (9) 
𝑇𝑐.𝑏. =  𝑇𝑐.𝑠𝑒𝑡. −  
𝑄𝑖
𝐶𝐶
        (10) 
 
Where 𝑇ℎ.𝑠𝑒𝑡.is the heating setpoint temperature, 𝑇𝑐.𝑠𝑒𝑡.is the cooling setpoint 
temperature, and 𝑄𝑖 is the internal heat gain (e.g., solar heat gain, lighting equipment, 
appliances, and occupants). Table 4-7 shows a summary of the relationships between 
each coefficient and physical meaning.  
 
Table 4-7. Summary of the relationships between the change point linear model 
coefficients and physical meanings (Kim, 2014; Sever et al., 2011). 
 
Coefficient Expression Physical meaning 
𝐸𝑤.𝑖. 𝐸𝑤.𝑖. =  𝐸𝑤.𝑖. 
Weather-independent electricity use from wireless internet-
connected lighting and daylighting control equipment, appliances 
(e.g., wireless internet-connected refrigerators, clothe washers and 
dryers, dish washers, ranges and ovens, televisions, etc.), and 
DHW systems. 




Heating energy use by the OAT. It varies by heating load and 
heating system efficiency. 




Cooling energy use by the OAT. It varies by cooling load and 
cooling system efficiency. 
𝐻𝐶 𝐻𝐶 = 𝑈𝐴 + 𝑉𝜌𝐶𝑝 
Conductive heat loss through building envelope and convective 
heat loss through infiltration and ventilation. 
𝐶𝐶 𝐶𝐶 = 𝑈𝐴 + 𝑉𝜌𝐶𝑝 
Conductive heat gain through building envelope and convective 
heat gain through infiltration and ventilation. 




Heating balance-point (change-point) temperature that begins 
heating space conditioning. It varies by wireless connected 
heating thermostat setpoint, internal heat gain, and heating load. 




Cooling balance-point (change-point) temperature that begins 
cooling space conditioning. It varies by wireless connected 




Using the relationship between the coefficients and the physical meanings, the 5P 
change-point linear regression model (i.e., the initial model) from the DOE-2.1E hourly 
simulation results was compared to the baseline hourly electricity use data after 
converting to monthly average daily values. Next, the coefficients of the initial 5P model 
were changed by observing the physical meanings that best matched the case-study 
house. For example, increasing the heating thermostat setpoint in the simulation causes 
the heating balance-point temperature 𝑇ℎ.𝑏. to be higher because the coefficient 𝑇ℎ.𝑏. 
indicates the beginning temperature of the onset of the space heating. Another example 
where the heating system efficiency was decreased caused the heating slope 𝐻𝑆 to have 
a steeper slope because a steeper slope 𝐻𝑆 means a higher heating energy use. Figure 4-
23 shows graphical examples of the 5P model changes caused by varying each 
coefficient, which represents physical meaning. For example, if the weather-independent 
electricity use increased, 𝐸𝑤.𝑖. would be increased (i.e., upper plot). If cooling load is 
increased and/or cooling system efficiency is decreased, 𝐶𝑆 would be increased (i.e., 
middle plot). Finally, if heating thermostat setpoint is increased, the internal load is 
decreased, and/or heating load is increased, 𝑇ℎ.𝑏. would be increased (i.e., lower plot). 






Figure 4-23. Changes of 5P linear regression model by varying the physical coefficients: 
increasing 𝑬𝒘.𝒊. (upper), increasing 𝑪𝑺 (middle), and increasing 𝑻𝒉.𝒃. (lower) (Kim, 





















































Higher heating thermostat setpoints, lower internal loads, and/or 
higher heating loads: Th.b. ↑
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Table 4-8. Summary of the coefficient change versus physical meaning (Kim, 2014; 
Sever et al., 2011). 
 
Coefficient Expression Physical meaning Coefficient change 
𝐸𝑤.𝑖. 𝐸𝑤.𝑖. =  𝐸𝑤.𝑖. Higher weather-independent electricity use. 𝐸𝑤.𝑖. ↑ 
  Lower weather-independent electricity use. 𝐸𝑤.𝑖. ↓ 




Higher heating loads (conduction and 




Lower heating loads (conduction and 
convective heat losses) and/or higher heating 
system efficiency. 
𝐻𝑆 ↓ 




Higher cooling loads (conduction and 




Lower cooling loads (conduction and 
convective heat gains) and/or higher cooling 
system efficiency. 
𝐶𝑆 ↓ 




Higher heating thermostat setpoints, lower 
internal loads, and/or higher heating loads. 
𝑇ℎ.𝑏. ↑ 
  
Lower heating thermostat setpoints, higher 
internal loads, and/or lower heating loads. 
𝑇ℎ.𝑏. ↓ 




Higher cooling thermostat setpoints, lower 
internal loads, and/or higher cooling loads. 
𝑇𝑐.𝑏. ↑ 
  
Lower cooling thermostat setpoints, higher 







To check the agreement between the 5P model from the measured electricity use 
and the 5P model from calibrated simulation results, the Normalized Mean Bias Error 
(NMBE) (%) and the Coefficient of Variation of the Root-Mean-Square Error (CV-
RMSE) (%) were used as statistical indices (ASHRAE, 2014). 




 ×  100       (10) 
 







 ×  100      (11) 
 
Where 𝑦𝑖 is the SM electricity data, 𝑦?̂? is the calibrated simulation data, ?̅? is the 
average of the SM data, 𝑛 is the number of data points, and 𝑝 is the number of 
parameters. 
ASHRAE Guideline 14-2014 suggests the NMBE of 5 % and the CV-RMSE of 
15 % for monthly calibration and the NMBE of 10 % and the CV-RMSE of 30 % for 
hourly calibration as maximum limits, respectively (ASHRAE, 2014). 
 
4.2.3.2. Scenarios for the calibrated simulation model 
To quantify detailed-potential electricity savings from the use of HADs, different 
scenarios were developed for the calibrated DOE-2.1E simulation model. For the 
scenarios, the case-study house was divided into seven zones in order to analyze each 
zone. In addition, the HADs were categorized into two groups: thermostatically 
controlled HADs and non-thermostatically controlled HADs. Thermostatically controlled 
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HADs include the wireless, programmable thermostat for the air-conditioning and heating 
systems and the DHW system, which can be directly affected by inside and outside 
temperatures and indirectly influenced by occupant behavior (Johnson et al., 2014). Non-
thermostatically controlled HADs include lighting equipment with motion sensors and other 
appliances such as a dish washer and clothes washer/dryer, which can be directly affected by 
occupant behavior. To focus on the opportunities of the electricity savings rather than the 
electric demand savings, only the thermostat and lighting equipment were selected for this 
analysis. For future work, other appliances would need to be analyzed. For the 
thermostatically controlled HADs (i.e., wireless programmable thermostat with motion 
detection) and the non-thermostatically controlled HADs (i.e., lighting equipment with 
motion detection), one week of measured occupancy detection data from the portable 
occupancy data loggers was selected to determine the occupancy schedules for each zone. 
Using these thermostat and lighting schedules, the following scenarios were developed 
(Table 4-9). 
Table 4-9. Summary of the scenarios. 
Component Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 
Thermostat setback 
schedule for a whole 
day 
1 to 5 °F 
setback 




1 to 5 °F 
setback 









zone control using 
occupancy detection 
- - - 













4.2.3.3. Use of scenarios to quantify detailed-potential electricity savings 
The scenarios that were developed were used to quantify the detailed-potential 
electricity savings of the wireless, programmable thermostat and lighting controls with 
occupancy detection sensors. The simulated, baseline electricity use during the baseline 
period from April 15th, 2015 to April 14th, 2016 was compared with the simulated 
electricity use from the calibrated DOE-2.1E model with the different scenarios during 
the same period (i.e., weather normalization). To obtain the simulated electricity use, the 
coincident weather data of the baseline period was converted to the TRY format, which 
was previously discussed in Section 4.2.2. Finally, monthly average daily savings were 
calculated using the different scenarios. 
 
4.3. Development of an M&V Method (Level II Analysis) for Quantifying Actual 
Electricity Savings  
This section describes the new method that was developed to quantify the actual 
electricity savings from the use of HADs (i.e., Level II Analysis), including new 
methods to measure and characterize IATs and occupancy patterns of each zone. Figure 
4-24 shows the procedures used in the Level II Analysis. In this analysis, a wireless, 
programmable thermostat with motion detection (i.e., one of the HADs) was installed in 
the case-study house. Hourly electricity consumption from the period after the wireless 
thermostat installation (i.e., post-retrofit period) was then collected. Then, the actual 
electricity savings for 50 days from February 10th, 2017 to March 31st, 2017 (i.e., the 
post-retrofit period) was calculated by comparing the measured hourly electricity use 
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data during the post-retrofit period with the electricity use predicted from the change-
point linear model using coefficients from the baseline period. In addition, the weather-
normalized, annual electricity savings were calculated using the coefficients from the 
change-point linear models from the post-retrofit period and the coefficients from the 
baseline period. For this analysis, the IMT and statistical analysis were used to quantify 
the performance for the two different periods (i.e., occupied hours and unoccupied 
hours). The two periods were categorized using the data obtained from seven occupancy 
data loggers. 
Install a programmable 
thermostat
Input
Level II: Quantify actual electricty savings of HADs
Post-retrofit SM & 
thermostat data
Compare post-retrofit SM data of the programmable 
thermostat with baseline models using IMT and 





Informative graphical baseline models
A＇
 
Figure 4-24. Diagram for quantifying actual electricity savings (Level II Analysis). 
 
In addition, to check the thermal comfort during the post-retrofit period, average 
IATs and Relative Humidity (RH) (%) from occupied hours and unoccupied hours 
during the post-retrofit were examined using a 5 °F binned quartile analysis and 
ASHRAE Standard 55-2013 (ASHRAE, 2013b). Figure 4-25 shows the flowchart of the 
process used to check thermal comfort using the average IATs and RH based on the 
ASHRAE Standard 55-2013.  
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The IATs measured from the seven zones at the case-study house were collected 
during the post-retrofit period, and the average IATs were calculated. Next, the hourly 
occupancy diversity factors for each zone were calculated using the 1-minute interval 
data from each occupancy data loggers of the seven zones. The average, hourly 
occupancy diversity factors from the seven zones were then calculated. Using average, 
hourly occupancy diversity factors of zero and non-zero, the hours were categorized into 
the unoccupied hours and the occupied hours, respectively. Finally, the Relative 
Humidity (RH), recorded at the new thermostat (see Figure 4-26), was used to analyze if 
indoor environmental conditions were met for the comfort zones (i.e., graphic comfort 
zone method) of ASHRAE Standard 55-2013. 
 





Collect IATs from seven zones
Calculate average IATs from 
seven zones
Average IATs
Categorize average IATs and 
RH data for occupied and 
unoccupied hours
Measured RH
Collect RH data at the 
thermostat
Categorized, average 
IATs and RH data
Use ASRAE Standard 55-2013 to check if 
the indoor environmental conditions are met 
in the winter and summer comfort zones  
Figure 4-25. Flowchart to check thermal comfort using the average IATs and RH during 
the post-retrofit period. 
 94 
 
To collect the IATs, eight portable temperature data loggers were installed to 
cover each zone in the case-study house as well as at the location of the thermostat. 
Figure 4-26 shows the locations of the eight temperature data loggers. Prior to taking the 
measurements, the temperature data loggers were calibrated using a three-point 
calibration process based on the American Society for Testing and Materials (ASTM) 
Standard E77-14 (ASTM, 2014). Appendix D shows the procedure of the three-point 
calibration and the resultant calibration. 
Figure 4-27 provides the locations of the zones and diffusers. Seven zones were 
chosen based on the diffuser locations of the HVAC system. During the measurement 
period, it was observed that the hallway was used as the return air path for the HVAC 
system. In addition, it was observed that there were the clothes washers/dryers and the 
DHW system in the utility room, which warmed up the return air because the door of the 
utility room was normally opened. Therefore, for future studies of similar condition, it is 
recommended that IATs be measured at the utility room to more accurately calculate 























Figure 4-27. Plan view showing the seven zones and the diffuser locations. 
 
 Zone #2 























The IATs measured from the eight data loggers during the nine months (from 
August 1st, 2016 to January 31st, 2017) were analyzed using time series and BWM plots. 
Figure 4-28 shows time series plots of the IATs, and Figures 4-29 and 4-30 show plots 
of the IATs versus the OATs during the same period using the statistical BWM plots. 
The time series plots (Figure 4-28) show that the IATs on September 12th and 13th, 2016, 
were exceptionally high, and the IATs from December 19th to December 21th, 2016, 
were exceptionally low. In addition, the data logger #7 had missing data from August 
26th, 2016 at 7:00 am to September 29th at 5:00 pm. 
After excluding the exceptional data and missing data from the analysis, the final 
BWM plots (Figures 4-29 and 4-30) were created to analyze the trends of the IATs 
versus the OATs. The calculated heating and cooling balance-point temperatures from 
the baseline period were also included in the figures to visually divide heating, non-
heating and cooling, and cooling periods. The heating balance point of 60.2 °F and the 
cooling balance point of 76.6 °F were used for the weekdays. The balance points were 
obtained from the weekday 5P change-point linear model of the baseline period (from 
April 15th, 2015 to April 14th, 2016). In addition, the heating balance point of 63.7 °F 
and the cooling balance point of 74.1 °F were used for the weekends/holidays. These 
balance points were obtained from the weekend/holiday 5P model of the baseline period. 
During the pre-retrofit period, the heating setpoint of 74.0 °F and the cooling setpoint of 
75.0 °F were used. 
During the weekdays (Figure 4-29), Data Logger #1 showed relatively constant 
IATs because the data logger was installed near the location of the existing thermostat. 
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Data Logger #2 showed that the IATs in the dining area of the case-study house were 
significantly affected by the coincident OATs. This was because the dining room has 
large windows facing west. During the weekdays, the maximum (81.7 °F) and the 
minimum (63.9 °F) IATs for all the data loggers were recorded at the data logger #2 in 
the dining room (Zone #2). During the weekends/holidays (Figure 4-30), the maximum 
(82.5 °F) IAT was recorded at Data Logger #3 in the kitchen (Zone #3) when the OAT 
was inside the 70-75 °F bin. The minimum (65.8 °F) was recorded at Data Logger #2 
when the OAT was inside the 20-25 °F bin. 
It should be noted that the trends of the individual IATs from the seven zones 
were different from the trends of the IATs from the thermostat location. In other words, 









Figure 4-28. IATs from the eight data loggers during the pre-retrofit period (August 1st, 














































































































































































































































































































































































































































































































































































































Data logger #7 had missing data from 


































































































































































































































































































































































































































































































































































































































































































Data logger #7 had missing data from 
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Data logger #7 had missing data from 




























































































Figure 4-29. IATs versus OATs from the eight data loggers before the retrofit during 
weekdays (August 1st, 2016 to January 31st, 2017). 
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Figure 4-30. IATs versus OATs from the eight data loggers before the retrofit during 
weekends/holidays (August 1st, 2016 to January 31st, 2017). 
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Figure 4-31 for weekdays and Figure 4-32 for weekends/holidays show the IATs 
from the same eight data loggers after the new wireless, programmable thermostat with 
the motion detection was installed. In these plots, the blue dotted lines show the 50th 
percentile from the data collected from the same data loggers for the period before the 
thermostat retrofit. In the plots, it can be seen that the 50th percentile of the IATs after 
the retrofit was lower than the IATs before the retrofit (i.e., the blue dotted lines) during 
the heating period (when the OATs were lower than the heating balance-point 
temperatures of 60.2 °F for the weekdays and 63.7 °F for the weekends/holidays, 
respectively).  
For the cooling period (when the OATs were higher than the cooling balance-
point temperatures of 76.6 °F for the weekdays and 74.1 °F for the weekends/holidays, 
respectively), the 50th percentile after the retrofit was higher than the 50th percentile 
before the retrofit. Such trends begin to explain the reason for the significant electricity 
reductions to the homeowner for heating and cooling when the new wireless, 
programmable thermostat with the motion sensors was used because the lower effective 
heating setpoints resulted in lower heating electricity use during the heating period, and 









Figure 4-31. IATs versus OATs from the eight data loggers after the retrofit during 
weekdays (February 10th, 2017 to March 31th, 2017). 
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Figure 4-32. IATs versus OATs from the eight data loggers after the retrofit during 
weekends/holidays (February 10th, 2017 to March 31th, 2017). 
 










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In addition, the hourly whole-building electricity use from the case-study house 
was compared between the pre-retrofit and the post-retrofit periods. To begin with, time 
series plot were developed to inspect the data, then the IMT and the BWM plots were 
used to analyze the hourly electricity use data. Figure 4-33 shows the hourly electricity 
use and the average IATs from the eight data loggers as time series plots. In the analysis, 
it was observed that the hourly electricity use was significantly reduced during the post-
retrofit period when compared to the pre-retrofit period. The primary reason for this 
appears to be the lower effective heating setpoint and higher cooling setpoint of the new 
wireless, programmable thermostat with the motion sensors compared to the previous 
thermostat setting. In addition, the occupancy detection function appears to reduce the 
electricity use because the new thermostat resets the heating and cooling setpoints to less 
consumptive mode (i.e., setpoint setback schedule) when the thermostat detects 
unoccupied hours, which indicates an occupant was not in the house. Also shown in 
Figure 4-33, more frequently, the average IATs during the post-retrofit period had larger 
variations compared to the pre-retrofit period because the heating and the cooling 




Figure 4-33. Time series plots for hourly electricity use and average IATs for the pre-retrofit period (January 1st, 2017 to 





































































Using the IMT, 5P change-point linear regression models were developed for the 
post-retrofit period. Figures 4-34 and 4-35 show the hourly electricity use data and the 
whole-building 5P models during the weekdays and the weekends/holidays for the post-
retrofit period, respectively. Each 5P model for the post-retrofit period shows 
significantly lower heating balance-point temperatures2 (see Figure 4-34 and 4-35). The 
BWM plots were also created to compare the trends between the pre-retrofit and the 
post-retrofit periods. The 50th percentile electricity use data for the post-retrofit period 
shows much lower electricity use compared to the pre-retrofit period over the OATs. 
As previously mentioned, to analyze the occupancy patterns in each zone of the 
case-study house, occupancy detection data loggers were installed in each zone as shown 
in Figure 4-36. To accomplish this, the occupancy detection loggers were set to record 1-
minute interval data which was sufficient to detect the occupant’s presence in each zone. 
These 1-minute data were then averaged to hourly data prior to the analysis. Appendix E 
shows the specification of the occupancy data loggers, which were installed. 
 
                                                 
2 It is expected that the 5P models for the post-retrofit period will have higher cooling balance-point 
temperatures if more SM data is collected for the cooling period (e.g., over 80 °F of the OATs) due to 




Figure 4-34. Comparison of the electricity use data for the baseline period and the post-
retrofit during weekdays (upper), the BWM plot for the baseline period (middle), and the 
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Figure 4-35. Comparison of the electricity use data for the baseline period and the post-
retrofit during weekends/holidays (upper), the BWM plot for the baseline period 
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The occupancy data collected for the week from Monday, February 20th, 2017 to 
Sunday, February 26th, 2017 were used to determine the diversity factors of the DOE-
2.1E simulation for the calibration, which was previously mentioned in Section 4.2.3.1. 
In addition, the occupancy data that were collected for the post-retrofit period from 
February 10th, 2017 to March 31st, 2017 were also used for the diversity factors to 
analyze actual electricity savings of the new wireless, programmable thermostat with the 
motion detection.  
Figure 4-37 shows the diversity factors for each zone during one week, which 
shows an example of the occupancy pattern. During this period, the occupant of the 
case-study house stayed mostly in the living room (Zone #6). In addition, the occupant 
stayed primarily the bedroom #1 (Zone #1) on Friday evening and the bedroom #2 (Zone 
#7) for sleeping. The dining room (Zone #2) and the kitchen (Zone #3) were used for 
lunch and dinner times. The bathrooms (Zones #4 and #5) were normally used during 
both before/after work times and morning and evening times. 
It should be noted that the occupancy detection logger in the bedroom #2 showed 
inaccurate detection when the occupant was sleeping (i.e., less than 0.3). Therefore, in 
the future, it is recommended that the occupancy detection logger be tested with a person 
in bed to observe if the logger correctly detects the person. This inaccuracy could affect 
the performance of HADs when occupancy detection is not activated in the nighttime 



















Figure 4-37. Diversity factors for each zone showing occupancy patterns from February 



















































































































































































































Figure 4-38. Average occupancy diversity factors from the seven zones in the time series plot (upper) and the histogram 










































Occupancy pattern ratio from 1 min interval loggers






































In addition, Figure 4-38 shows a time-series plot (upper plot) and a histogram of 
the average diversity factors (lower plot) from the seven zones during the post-retrofit 
period (February 10th, 2017 to March 31st, 2017). In the figure, the histogram shows that 
the most frequent diversity factor was in the range of 0.0 and 0.1, which indicates that 
most of the zones in the house were unoccupied. 
The average diversity factors from each zone were also used to analyze the 
electricity use during occupied and unoccupied hours for the post-retrofit period. When 
the average diversity factors were not zero, the hours were categorized as occupied 
hours. In the same way, when the average diversity factor indicated zero, the hours were 
categorized as unoccupied hours. Using the occupied and unoccupied categorization, the 
hourly electricity data that was collected during the post-retrofit period was analyzed 
using a change-point linear model (i.e., the IMT model) and compared with the IMT 
model of the baseline period. In this analysis, the statistical BWM plots were also 
created to compare the trends between the pre-retrofit and the post-retrofit periods for 
the occupied and the unoccupied hours, respectively. From the BWM analysis, the 50th 
percentile of the electricity use for the post-retrofit period was compared with the 50th 
percentile for the pre-retrofit period. 
Figure 4-39 and Figure 4-40 show the 5P change-point linear models and the 
BWM plots for the occupied hours during weekdays and weekends/holidays, 
respectively. Figure 4-41 and Figure 4-42 show the 5P change-point linear models and 




Figure 4-39. Comparison of 5P models for the baseline period and the post-retrofit 
period during the weekdays for the occupied hours (upper), the BWM plot for the 
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Figure 4-40. Comparison of 5P models for the baseline period and the post-retrofit 
period during the weekends/holidays for the occupied hours (upper), the BWM plot for 
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Figure 4-41. Comparison of 5P models for the baseline period and the post-retrofit 
period during the weekdays for the unoccupied hours (upper), the BWM plot for the 
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Figure 4-42. Comparison of 5P models for the baseline period and the post-retrofit 
period during the weekends/holidays for the unoccupied hours (upper), the BWM plot 





























Outside Air Temperature ( F)
5P Model_pre-retrofit SM data_post-retrofit 5P Model_post-retrofit
54.5 °F 57.0 °F
63.7 °F 74.1 °F


















































































Figure 4-43. Comparison of 5P and corrected 1P model for baseline period and post-
retrofit period during weekends/holidays for unoccupied hours (upper), the BWM plot 
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respectively. Even though the 5P model is generally used for all electric houses, for the 
unoccupied hours of the weekends/holidays during the post-retrofit period, the 5P model did 
not appropriately fit with the hourly electricity use data (i.e., the slopes of the heating and 
cooling periods were negative (physically unreasonable)). Thus, a 1P model was used to 
better fit with the SM data for the unoccupied hours, as shown in Figure 4.43.  
The quartile analysis in the BWM plots showed that the electricity use for the 
unoccupied hours had lower interquartile ranges (IQRs) by 5 ºF bin than the electricity use 
for the occupied hours. It also appears that the electricity use for the unoccupied hours were 
more predictable.  
In addition to the actual electricity saving analysis method using the average 
occupancy diversity factors, the thermal comfort also was examined for the occupied hours 
and the unoccupied hours during the post-retrofit period using the average IATs and the RH 
from the location of the thermostat. In the analysis, the average IATs and the RH were used 
to check the thermal comfort when the programmable thermostat setback (i.e., occupied 
hours) and the occupancy detection setback (i.e., unoccupied hours) achieved the electricity 
savings. In this analysis, it was assumed that indoor air speed was 20 ft/min, that the 
operative temperature was the same with the average IAT3, and that the occupant’s average 
metabolic rate was 1.1 met. The comfort zones for winter (i.e., 1.0 clo) and summer (i.e., 0.5 
clo) from ASHRAE 55-2013 (ASHRAE, 2013b) and the humidity ratio (lb H2O /  lb DRY AIR) 
versus the average IAT plot were used to check thermal comfort during the post-retrofit 
period.  
                                                 
3 For the future study, operative temperatures calculated from mean radiant temperatures and dry-bulb 
temperatures should be considered to examine thermal comfort. 
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4.4. Summary of Methodology  
For this study, three methods were developed to quantify the electricity savings 
of HADs. First, a non-intrusive method (i.e., Level 0 Analysis) was developed to 
quantify the potential electricity savings from the use of HADs using only interval 
electricity use data recorded by a SM and coincident weather data (i.e., no detailed house 
information). Second, a calibrated simulation method (i.e., Level I Analysis) was 
developed to help quantify the detailed-potential savings from the use of HADs using 
simulations with the information from the case-study house as well as the hourly 
electricity use data and the corresponding weather data. Third, an M&V method (i.e., 
Level II Analysis) was developed to quantify the actual electricity savings from the use 
of HADs. The results of the three methods will be presented in the next section. 
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CHAPTER V  
RESULTS 
 
This section presents the results of this study, which are presented in the 
following sections: 1) estimated potential electricity savings from the use of HADs using 
interval electricity use data recorded by a SM (i.e., Level 0 Analysis), 2) detailed, 
potential electricity savings achieved by simulation scenarios (i.e., Level I Analysis), and 
3) actual electricity savings measured from the case-study house (i.e., Level II Analysis). 
 
5.1. Results of the Statistical Method (Level 0 Analysis) 
As previously discussed, a non-intrusive statistical method was developed to 
detect and quantify potential electricity savings from HADs using electricity use data 
and corresponding OATs without physical information about the dwelling (e.g., 
drawings, wall R-values, window U-factors, etc.). 
To test this method, the hourly electricity use data from the case-study house and 
the corresponding OAT data from April 15th, 2015 to April 14th, 2016 were used. For the 
analysis of the detection process (see Figure 4-2), the IMT was used to find an 
appropriate change-point regression model and the balance-point (i.e., change-point) 
temperatures to differentiate between heating, weather-independent, and cooling periods. 
Figure 5-1 shows the IMT’s 5P change-point linear model with the balance-point 
temperatures and uncertainty indicators (i.e., SE) for the case-study house during the 
weekdays and the weekends/holidays, respectively. In the analysis, the heating (60.2 °F) 
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and cooling (76.6 °F) balance-point temperatures from the 5P change-point linear model 
for the weekdays divided the hourly SM data into the three periods of heating, weather-
independent, and cooling periods. In the same way, the heating (63.7 °F) and cooling 
(74.1 °F) balance-point temperatures from the 5P model for the weekends/holidays 
divided the hourly SM data into the three periods. 
In the analysis of the case-study house for the baseline period, it was observed 
that the balance-point temperature range between the heating and cooling points for the 
weekday model was larger than the range for the weekend/holiday model. This 
difference seems to indicate that the occupant of the case-study house appears to have a 
lower observed heating setpoint and a higher cooling setpoint during the weekdays. The 
reason for this would appear to be that the occupant spent more time outside the house 
during the weekdays than the weekends/holidays, which lowered the effective heating 
setpoint or turned off the heating system. In a similar fashion, it appears that the 
observed cooling sepoint was raised or turned off the cooling system during the 







Figure 5-1. 5P model with change points and uncertainty for the weekdays (upper) and 
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For the weekdays, the calculated heating balance-point temperature of 60.2 °F 
and cooling balance-point temperature of 76.6 °F divided the hourly electricity use data 
into the three periods of heating, weather-independent, and cooling periods. For the 
weekends/holidays, the heating balance-point temperature of 63.7 °F and the cooling 
balance-point temperature of 74.1 °F divided the hourly electricity use data into the three 
periods. Table 5-1 summarizes the results of the 5P change-point linear regression 
model. 




(Left change point) 
Cooling balance-point 
temperature (ºF) 







Weekdays 60.15 76.59 -0.109 0.099 0.827 
SE 2.74 2.74 0.002 0.002 0.012 
Weekends/holidays 63.70 74.08 -0.091 0.097 0.711 
SE 2.59 2.59 0.002 0.003 0.024 
 
In addition, a 5 °F temperature bin analysis was performed using a binned, Box, 
Whisker, and Mean (BWM) approach to statistically check the characteristics of the 
electricity use data against the OAT (°F) data. The binned BWM plot shows the 10th, 
25th, 50th (median), 75th, and 90th percentile as well as minimum, mean, and maximum 
values over 5 °F temperature bins. Figure 5-2 shows the temperature bin analysis using 
the binned quartile approach. The results show the weekend/holiday model had lower 
10th percentile values for the 40 °F and 45 °F bins than those of the weekday model. This 
seems to indicate that comparatively lower electricity consumption occurred during the 
times of these bins. The figure also shows that the 5P models were mostly inside the 




Figure 5-2. Temperature bin analysis using binned quartile approach with the 5P model 
superimposed during the weekdays (upper) and the weekends/holidays (lower). 
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After the temperature bin analysis, histogram/frequency plots using 5 °F bins 
were developed to check the outliers in the electricity use data. Figure 5-3 and Figure 5-
4 show the frequency plots using 5 °F bins for the weekdays and the weekends/holidays, 
respectively. Using the 5 °F bin histogram/frequency plots with superimposed normal 
distribution, abnormal energy patterns can be detected. In Figure 5-3, the plots for the 
weekdays showed skewed histogram shapes in the 50 °F and 70 °F bin ranges. In a 
similar fashion, in Figure 5-4, the histogram/frequency plots for the weekends/holidays 
showed skewed shapes in the 40 °F and 70 °F bin ranges. The histogram/frequency plots 
for the weekends/holidays showed that lower energy consumption occurred in the 40 °F 
and 45 °F bin ranges compared to the weekdays. The skewed shapes of 40 °F and 45 °F 
bin ranges were expected from the previous temperature bin analysis plot for the 
weekends/holidays (see Figure 5-2) because the 10th percentile values of the BWM plots 
were close to the minimum values.  
From the analysis, it appears that the normal distribution and 
histogram/frequency plots are useful statistical plots that can be used as an informative 
graphical and comparative analysis tool to compare and calibrate a baseline simulation 




Figure 5-3. Histogram/frequency plots using 5 °F bins for the weekdays. 



































































































































































































































































































































































































































































































Figure 5-4. Histogram/frequency plots using 5 °F bins for the weekends/holidays. 



















































































































































































































































































































































































































































































































In addition to the binned quartile analysis and 5 °F histogram/frequency plots, 
several additional plots were developed to help analyze the SM data above the 90th 
percentile and below the 10th percentile, which were used to further analyze energy and 
occupancy patterns, respectively. These plots were constructed in the following fashion: 
First, using the baseline balance-point temperatures, the binned BWM plots for the 
weekdays and the weekends/holidays categorized the data into six regions, respectively. 
These six regions represent three different heating, weather-independent, cooling periods 
above the 50th percentile, as well as three different periods below the 50th percentile. 
Figure 5-5 shows the resultant 5P change-point linear model and the binned BWM plots 
with the balance-point temperatures for the weekdays and the weekends/holidays 
arranged by the six regions. 
Table 5-2 summarizes the number of hours for each of the six regions. The most 
frequent hours above the 50th percentile for the weekdays occurred in the weather-
independent period (Region II). For the weekends/holidays, the most frequent hours 
occurred in the cooling period (Region III). In the same way, the most frequent hours 
below the 50th percentile for the weekdays occurred in the weather-independent period 
(Region V). For the weekends/holidays, the most frequent hours occurred in the cooling 






Figure 5-5. Binned BWM plots with the baseline balance-point temperatures for the 
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Table 5-2. Number of energy hours above and below the 50th percentile. 
Number of frequency 
hours above 50th  
Region I (for heating 
period) 
Region II (for weather- 
independent period) 
Region III (for cooling 
period) 
Total 
Weekdays 700 1161 1134 2995 
Weekends/holidays 506 360 561 1427 
Total 1206 1521 1695 4422 
Number of frequency 
hours below 50th 
Region IV (for heating 
period) 
Region V (for weather- 
independent period) 
Region VI (for cooling 
period) 
Total 
Weekdays 684 1222 1027 2933 
Weekends/holidays 490 364 551 1405 
Total 1174 1586 1578 4338 
 
Finally, based on the six regions (Figure 5-5), 3D energy use plots were 
developed to help visually inspect the hourly electricity use above the 90th percentile 
(i.e., energy use pattern) and hourly electricity use below the 10th percentile (i.e., 
occupancy patterns) during both hour-of-day and day-of-year periods to better determine 
when the hourly electricity use was occurring and the overall hour-of-day pattern. Figure 
5-6 shows the 3D energy use plot for data points above the 90th percentile during the 
weekdays and the weekends/holidays for the heating period (i.e., Region I), based on the 
heating balance temperature from the 5P model. The figure shows that the hourly 
electricity use above the 90th percentile (i.e., heating related electricity use) occurred 
mostly from the middle of November to the end of February during evening and 
morning hours for weekdays and weekends/holidays, respectively. Figure 5-7 shows the 
3D energy use plot for the weather-independent period (i.e., Region II). The figure 
shows that the hourly electricity use above the 90th percentile (i.e., weather-independent 





Figure 5-6. 3D energy use plot showing electricity use above the 90th percentile during 


































































































































Figure 5-7. 3D energy use plot showing electricity use above the 90th percentile during 

































































































































Figure 5-8. 3D energy use plot showing electricity use above the 90th percentile during 
































































































































from the beginning of October to the middle of November during nighttime hours for 
both the weekdays and weekends/holidays. 
Figure 5-8 shows the 3D energy use plot for the cooling period (i.e., Region III). 
The figure shows that the hourly electricity use above the 90th percentile (i.e., cooling 
related electricity use) occurred mostly from the middle of May through the end of 
September during nighttime hours for both the weekdays and weekends/holidays. 
In the analysis, it was assumed that the electricity use below the 10th percentile 
represented occupancy patterns when the occupant was not in the house or the occupant 
was inactive (e.g., sleeping). Figure 5-9 shows the 3D energy use plot below the 10th 
percentile during weekdays and weekends/holidays for the heating period (i.e., Region 
IV). The figure shows the electricity use below the 10th percentile occurred mainly from 
the middle of November to the end of April during nighttime and morning hours for the 
weekdays and from the beginning of November to the middle of April during nighttime 
and morning hours for weekends/holidays. 
Figure 5-10 shows the 3D energy use plot below 10th percentile during weekdays 
and weekends/holidays for the weather-independent period (i.e., Region V). The figure 
shows the electricity use below the 10th percentile occurred primarily from the middle of 
January to the end of June and from the beginning of September to the end of December 
during working hours for the weekdays. For the weekends/holidays, the electricity use 
below the 10th percentile occurred mainly from the beginning of October to the end of 
December and from the middle of February to the beginning of June. 
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Figure 5-11 shows the 3D energy use plot below the 10th percentile during 
weekdays and weekends/holidays for the cooling period (i.e., Region VI). The electricity 
use below the 10th percentile occurred mainly from the beginning of February to the 
middle of December during working hours for the weekdays. For the weekends/holidays, 
the electricity use below the 10th percentile occurred mainly from the beginning of 
February to the end of December during working hours. 
Table 5-3 summarizes the frequency of the hours above the 90th percentile and 
below the 10th percentile during the weekdays and the weekends/holidays using the six 
different regions. Overall, the most frequent pattern above the 90th percentile occurred 
during the cooling period, which indicates there could be more opportunities for 
electricity savings. The most frequent hours below the 10th percentile also occurred 
during the cooling period. These most likely were the hours when the occupant was 
inactive (e.g., sleeping) or outside the house and represent the hours of lower electricity 
use. 
Table 5-3. Number of energy frequency hours above the 90th and below the 10th percentile. 
Number of frequency 
hours above 90th 
Region I (for heating 
period ) 
Region II (for weather- 
independent period) 
Region III (for cooling 
period) 
Total 
Weekdays 132 236 225 593 
Weekends/holidays 103 70 113 286 
Total 235 306 338 879 
Number of frequency 
hours below 10th 
Region IV (for heating 
period) 
Region V (for weather- 
independent period) 
Region VI (for cooling 
period) 
Total 
Weekdays 124 205 206 535 
Weekends/holidays 85 56 113 254 







Figure 5-9. 3D energy use plot showing electricity use below the 10th percentile during 


































































































































Figure 5-10. 3D energy use plot showing electricity use below the 10th percentile during 


































































































































Figure 5-11. 3D energy use plot showing electricity use below the 10th percentile during 

































































































































Finally, the hour-of-the-day, day-of-the-week, stacked histogram plots were 
developed to help analyze the energy use and occupancy patterns of the hourly electricity 
use. Figure 5-12 shows hourly energy use patterns above the 90th percentile for the heating 
period. During this period, there were ten or more hours above the 90th percentile energy use 
during the weekdays and the weekends/holidays at 9:00 am. It was also observed that the 
large number of hours above the 90th percentile occurred at 9:00 am, which most likely 
represented the Domestic Hot Water (DHW) system use because the electricity used for the 
operation of the DHW system occurred in the morning after the occupant showered before 
leaving for work.  
Figure 5-13 shows the hour-of-the-day, day-of-the-week, stacked histogram plots 
representing energy use patterns for the weather-independent period. During this period, 
there were ten or more hours above the 90th percentile energy use during the weekdays from 
6:00 pm to 1:00 am. It was estimated that lighting and other appliances (e.g., cooking 
devices, televisions, etc.) were mainly operated during these hours, which was the reason for 
the high energy use. During the weekends/holidays, it can be observed that the devices not 
associated with heating or cooling were used starting at around 7:00 pm. 
Figure 5-14 shows the hour-of-the-day, day-of-the-week, stacked histogram plots 
representing energy use patterns for the cooling period. During this period, there were ten or 
more hours above the 90th percentile during the weekdays from 5:00 pm to 10:00 pm. It was 
estimated that the cooling system was most likely operated during these hours. During the 
weekends/holidays, it can be seen that the cooling system was most likely used at 6:00 pm 




Figure 5-12. Hour-of-the-day, day-of-the-week, stacked histogram plots showing hours 
above the 90th percentile representing energy use patterns during weekdays (upper) and 













































Figure 5-13. Hour-of-the-day, day-of-the-week, stacked histogram plots showing hours 
above the 90th percentile representing energy use patterns during weekdays (upper) and 



















































Figure 5-14. Hour-of-the-day, day-of-the-week, stacked histogram plots showing hours 
above the 90th percentile representing energy use patterns during weekdays (upper) and 














































The hourly electricity use below the 10th percentile may represent periods of 
minimum energy use and occupancy patterns during the heating, weather-independent, 
and cooling periods. This was because the patterns of low energy use below the 10th 
percentile of each period tend to indicate minimum energy consumption patterns when 
occupants were inactive (e.g., sleeping) or outside a house. Figure 5-15 shows the hour-
of-the-day, day-of-the-week, stacked histogram plot representing occupancy patterns for 
the heating period. In this period, there were more hours of occurrence below the 10th 
percentile energy use during the weekdays from 1:00 am to 8:00 am, which implies the 
occupant was inactive or requiring less electricity use during these hours. A similar trend 
was also shown during the weekends/holidays.  
Figure 5-16 shows the hour-of-the-day, day-of-the-week, stacked histogram plot 
representing occupancy patterns for the weather-independent period. In this plot, the 
electricity use data below the 10th percentile during the weekdays occurred frequently 
between 8:00 am through 4:00 pm on Monday through Friday, which implies the 
occupant was inactive or outside the house during the hours. The electricity use data 
below the 10th percentile for the weather-independent period during the 





Figure 5-15. Hour-of-the-day, day-of-the-week, stacked histogram plots showing hours 
below the 10th percentile representing occupancy patterns during weekdays (upper) and 













































Figure 5-16. Hour-of-the-day, day-of-the-week, stacked histogram plot showing hours 
below the 10th percentile representing occupancy patterns during weekdays (upper) and 



















































Figure 5-17. Hour-of-the-day, day-of-the-week, stacked histogram plot showing hours 
below the 10th percentile representing occupancy patterns during weekdays (upper) and 












































Figure 5-17 shows the new hour-of-the-day, day-of-the-week, stacked histogram 
plot representing occupancy patterns for the cooling period. In this plot, the hourly 
electricity use data below the 10th percentile for the cooling period occurred during the 
weekdays frequently between 9:00 am through 5:00 pm on Tuesday through Friday, as 
well as 12:00 pm through 5:00 pm on Friday. The low energy use implies inactivity or 
absence of the occupant. The electricity use below the 10th percentile for the cooling 
period during the weekends/holidays occurred many times from 8:00 am through 4:00 
pm on Saturday and Sunday. 
Next, for the quantification process (see Figure 4-2), a method for quantifying 
potential electricity savings was developed. Figure 5-18 shows the new weather day-
typing plot that used an hourly quartile approach analysis during the heating period (i.e., 
lower than 60.2 °F (weekdays) and 63.7 °F (weekends/holidays)), which were 
determined by the 5P change-point linear model. In this analysis, the interquartile range 
(IQR) of the weekend/holiday weather day-typing plot was wider than the weekday plot, 
which indicates that the homeowner’s energy consumption during weekends/holidays 
was more unpredictable. In other words, on average, the homeowner’s electricity use 
during the weekends/holidays varied more than during the weekdays. 
Figure 5-19 shows the new weather day-typing plot, which included the quartile 
approach for the weather-independent period (i.e., between 60.2 °F and 76.6 °F 
(weekdays) and between 63.7 °F and 74.1 °F (weekends/holidays)) with the change 
points determined by the 5P change-point linear model. The IQRs of both the weekends 
and the weekdays/holidays were narrower compared to other heating and cooling 
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periods. However, during the evening hours from 6:00 pm to 10:00 pm on the weekdays 
and 7:00 pm on the weekdays/holidays, the IQRs covered a wider range, which indicates 
the homeowner’s energy consumption during these hours was more unpredictable. 
Figure 5-20 shows the weather day-typing plot that used the quartile analysis for 
the cooling period (i.e., higher than 76.6 °F (weekdays) and 74.1 °F 
(weekends/holidays)) with the change points determined by the IMT’s 5P model. In the 
figure, the IQRs of both the weekends and the weekdays/holidays were also wider from 
10:00 am to 8:00 pm, which indicates the homeowner’s energy consumption during 




Figure 5-18. New weather day-typing plot using the quartile approach during weekdays 






























50th percentile line from weekdays




































50th percentile line from weekdays










Figure 5-19. New weather day-typing plot using the quartile approach during weekdays 
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Figure 5-20. New weather day-typing plot using the quartile approach during weekdays 
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Finally, in the next step of the Level 0 Analysis, the 50th percentile of the hourly 
electricity use data for the weekdays and the weekends/holidays were compared to 
determine the potential energy savings of HADs for a representative hour-of-the-day 
energy pattern for heating, weather-independent, and cooling periods. In the analysis, it 
was assumed that the 50th percentile of the hourly electricity use was representative of 
the average hour-of-day electricity use pattern. 
Figure 5-21 shows both the 50th percentiles for the weekdays and the 
weekends/holidays for the heating period in the upper plot and the differences between 
the medians in the lower plot. The results showed that during most of time for the 
heating period, the homeowner can realize energy saving opportunities with the heating 
related-systems from 4:00 am through 10:00 am and from 2:00 pm through 3:00 pm if 
the occupant’s energy use pattern during the weekdays followed the energy use pattern 
during the weekends/holidays (i.e., the blue-filled area). In a similar fashion, the 
homeowner can have energy saving opportunities at 1:00 am through 4:00 am, 10:00 am 
through 2:00 pm, and 4:00 pm through 12:00 am if the occupant’s energy use pattern 
during the weekends/holidays followed the energy use pattern during the weekdays (i.e., 
the orange-filled area). This energy savings calculation method used the homeowner’s 
previously-recorded, hour-of-day energy use patterns, so this method could be applied 
non-intrusively to hourly electricity use data based on an occupant’s energy behavior 
patterns. 
Figure 5-22 shows the results of the 50th percentile differences between the 
weekdays and the weekends/holidays for the weather-independent period. In this 
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analysis, it was assumed that the homeowner could save energy if the energy use pattern 
during the weekdays (i.e., 50th percentile) followed the energy use pattern during the 
weekends/holidays (i.e., the blue-filled area). 
Figure 5-23 shows the 50th percentile differences between the weekdays and the 
weekends/holidays for the cooling period. This analysis assumed the homeowner could 
save energy from 1:00 am through 8:00 am and from 5:00 pm trough 9:00 pm if the 
energy use pattern during the weekdays followed the energy use pattern during the 
weekends/holidays (i.e., the blue-filled area). In the same way, the homeowner could 
save energy from 9:00 am through 4:00 pm if the energy use pattern during the 
weekends/holidays followed the energy use pattern during the weekdays (i.e., the 
orange-filled area). 
The differences (blue or orange-filled areas) of the plots represented potential 
energy savings of a typical day based on the hour-of-day energy pattern differences 
between weekdays and weekends/holidays. In other words, there is a possibility that a 
homeowner can save energy based on the previous hour-of-day energy patterns between 





Figure 5-21. Potential electricity savings for the heating period calculated by comparing 
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Figure 5-22. Potential electricity savings for the weather-independent period calculated 
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Figure 5-23. Potential electricity savings for the cooling period calculated by comparing 
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In Figure 5-21, the potential energy savings of the representative day for the 
heating period is 6.9 kWh, based on this method. The potential energy savings of 2.4 
kWh is from weekdays (i.e., the blue-filled area), and the potential energy savings of 4.5 
kWh is from weekends (i.e., the orange-filled area). The daily total potential savings of 
6.9 kWh may be from heating related systems or appliances. 
These daily savings can also be quantified annually based on the days during the 
heating period when the outside air temperatures (OAT) were below the heating balance-
point temperature (i.e., Regions I and IV). In this example, the heating balance-point 
temperatures are 60.2 °F and 63.7 °F for the weekdays and the weekends/holidays, 
respectively. Thus, the days during the heating period below these balance-point 
temperatures would be 58 days and 42 days, respectively. Therefore, to quantify the 
annual energy savings, the weekday’s potential daily energy savings of 2.4 kWh is 
multiplied by 58 days, and the weekend/holiday’s savings of 4.5 kWh is multiplied by 
42 days. This results in 328.4 kWh saved with an expected cost savings of $38.0. In this 
study, the rate of electricity was assumed to be $0.1156/kWh, which is based on the US 
EIA’s data for 2015 Texas (US EIA, 2016). Table 5-4 summarizes the results of the 
potential energy savings during the heating period, the weather-independent period, and 
the cooling period. 
The potential energy savings from this method would be increased if two 
different types of days (one type when occupant(s) stayed at home with normal activities 
(e.g., weekdays) and the other type when occupant(s) did not stay at home or did not   
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Table 5-4. Potential electricity savings from Level 0 Analysis. 
Balance-point temperature (°F)    
from Weekdays from Weekends/holidays   
60.2 63.7   
Number of heating days  
(Region I+IV) 
   
from Weekdays from Weekends/holidays Total days  
58 42 100  
Number of weather-independent days  
(Region II+V) 
   
from Weekdays from Weekends/holidays Total days  
99 30 129  
Number of cooling days  
(Region III+V) 
   
from Weekdays from Weekends/holidays Total days  
90 46 136  
Daily potential electricity savings  
(kWh) for heating period 
   
from Weekdays from Weekends/holidays Total savings (kWh)  
2.4 4.5 6.9  
Daily potential electricity savings  
(kWh) for weather-independent period 
   
from Weekdays from Weekends/holidays Total savings (kWh)  
3.8 0.003 3.8  
Daily potential electricity savings  
(kWh) for cooling period 
   
from Weekdays from Weekends/holidays Total savings (kWh)  
2.5 1.2 3.7  
Annual potential electricity savings 
(kWh) for heating period 
   
from Weekdays from Weekends/holidays Total savings (kWh) Total cost savings ($) 
140.6 187.8 328.4 38.0 
Annual potential electricity savings 
(kWh) for weather-independent period 
   
from Weekdays from Weekends/holidays Total savings (kWh) Total cost savings ($) 
379.9 0.1 380.0 43.9 
Annual potential electricity savings 
(kWh) for cooling period 
   
from Weekdays from Weekends/holidays Total savings (kWh) Total cost savings ($) 
225.0 54.4 279.4 32.3 
Grand total Annual potential electricity 
savings (kWh) 
   
from Weekdays from Weekends/holidays 
Grand total savings 
(kWh) 
Grand total cost savings 
($) 
745.5 242.3 987.8 114.2 
Grand total Annual potential electricity 
savings (%) 
   
from Weekdays from Weekends/holidays 
Grand total savings 
(%) 
Grand total cost savings 
(%) 




have normal activities (e.g., weekends/holidays)) were decided, rather than using the 
different energy patterns between typical weekdays and weekends/holidays. 
In summary, in this section, a non-intrusive statistical method (i.e., Level 0 
Analysis) was presented that automatically detects and quantifies potential electricity 
energy savings from HADs using SM electricity use data from a residence. To detect 
electricity energy use and occupancy patterns, the IMT was used to analyze the hourly 
electricity use data along with coincident hourly weather data to find an appropriate 
regression model and the balance-point temperatures to differentiate between the 
heating, weather-independent, and cooling periods. For the case-study house, as shown 
in Figure 4-17, using this method, the hourly SM electricity use data was categorized 
into the three periods for the weekdays and the weekends/holidays. In addition, the 
hourly electricity use data was categorized into the six regions using the previously-
described quartile approach. Finally, using the six regions, the 3D energy use plots and 
the hour-of-the-day, day-of-the-week, stacked histogram plots were then used to further 
identify the energy use patterns and the occupancy patterns to better analyze the 
estimated potential energy savings. 
To help quantify potential energy savings, an improved weather day-typing 
method, which includes a quartile analysis, was used to find the hour-of-day energy use 
patterns between the weekdays and the weekends/holidays for each period. Using the 
method, potential energy savings was quantified using differences in the 50th percentiles 




5.2. Results of the Calibrated Simulation Method (Level I Analysis) 
This sections summarizes the results of Level I Analysis using the calibrated 
simulation model. In this part of the analysis, an hourly DOE-2.1E simulation model of 
the case-study house was created and calibrated using the hourly electricity use, Indoor 
Air Temperature (IAT), and thermostat data from the case-study house along with the 
coincident weather data for the one week. The calibrated model was then used to 
quantify the detailed, annual and monthly average daily electricity savings of the HADs.  
Figure 5-24 shows a rendering of the hourly simulation model of the case-study 
house using a visualization tool (i.e., DrawBDL (Huang, 2002)) for the input file of the 
DOE-2.1E program. In this figure, the yellow surfaces are roofs, red surfaces are walls, 
brown surfaces are doors, blue surfaces are windows, and gray surfaces are the interior 
walls that separate the residence from the adjacent residences. The hourly simulation 
model was developed using information from drawings of the case-study residence, the 
2000 or 2009 IECC performance path (ICC, 2000, 2009), and the DOE-2.1E libraries 
(i.e., nominal values) (Winkelmann et al., 1993). Then, after an initial simulation model 
was created with the nominal values, the hourly simulation model was calibrated using 
the hourly electricity use, IATs, thermostat settings, coincident weather, and occupancy 
data from one week of the post-retrofit period (February 20th, 2017 to February 26th, 
2017). 
Next, the hourly simulation model was calibrated by changing the parameters 
during the seven days of the post-retrofit period shown in Table 5-5. Each run shows the 
parameter changes and the resultant changes to the calibration using an average of 
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NMBE % and an average of CV-RMSE % from the seven days for both IATs and 
electricity use (i.e., a two-way calibration). 
 
Figure 5-24. The 3D view of the hourly building simulation model for the case-study 
house. 
 
Run #1 shows the nominal, base-case model results (see Figure 5-25). It should 
be noted that the measured, average IATs from the seven zones were used for the 
thermostat schedules of the simulation model to better match the simulated IATs with 
the measured IATs, which resulted in a high goodness-of-fit for the IATs. However, for 
example, on Feb 20th, 2017, the simulation did not exactly match the measured 
electricity use because the simulated HVAC system was running more often than the 
measured HVAC electricity use. As a result, in Run #1, the base-case model showed an 
NMBE of 0.1% and a CV-RMSE of 0.2% for the IATs and an NMBE of -92.1% and a 
CV-RMSE of 135.4% for the electricity use. 
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Table 5-5. Parameter changes for the hourly calibration for the period from February 20th, 2017 to February 26th, 2017. 













1 Base-case model (nominal) 0.08 0.11 0.17 -0.56 -92.07 135.44 5-25 
2 (1+2) 
Changed heating and cooling 
setpoints based on the 
measured data 
1.22 1.65 2.48 -0.42 -69.81 123.88 5-26 
3 (1+2+3) 
Changed heating and cooling 
system schedules based on the 
measured data 
5.59 7.58 8.78 0.00 -1.79 95.11 5-27 
4 (1+2+3+4) 
Adjusted the U-effectiveness 
of a floor from 0.078 to 0.001 
3.15 4.27 6.15 0.02 1.30 83.85 5-28 
5 (1+2+3+4+5) 
Adjusted Window Frame 
Conductance from 3.04 to 
1.00 
3.15 4.27 5.97 0.03 2.27 83.64 5-29 
6 (1+2+3+4+5+6) 
Modified Weighting Factor 
from 0 to 130 
1.56 2.11 2.62 0.06 6.31 84.07 5-30 
7 (1+2+3+4+5+6+7) 
Changed the infiltration rate 
from 3.0 ACH50 to 0.03 
ACH50 when HVAC system 
is on 
1.48 2.01 2.56 0.14 18.28 69.76 5-31 
8 (1+2+3+4+5+6+7+8) 
Modified lighting, equipment, 
and DHW system schedules 
based on the Level 0 analysis 
and trends of the whole-
building electricity 




For Run #2, the heating and cooling setpoints were changed based on the 
measured setpoint data. Figure 5-26 shows the results from the heating and cooling 
setpoint changes for Run #2. The results show the setpoint changes made a larger 
difference between the measured IATs and the simulated IATs because the base-case 
simulation model’s characteristics did not exactly match the measured indoor conditions. 
However, the setpoint change improved the goodness-of-fit of the simulated electricity 
use because it helped to correct the runtime of the heating and cooling system when 
IATs were below the heating setpoint or above the cooling setpoint. As a result, Run #2 
showed an NMBE of 1.7% and a CV-RMSE of 2.5% for the IATs and an NMBE of -
69.8% and a CV-RMSE of 123.9% for the electricity use. 
For Run #3, the heating and cooling system schedules were modified further 
based on the measured system runtime data. Figure 5-27 shows the results of the heating 
and cooling system schedule change for Run #3. Unfortunately, the system schedule 
change worsened the difference in the measured IATs and the simulated IATs because 
the base-case simulation model did not have accurate characteristics for the indoor 
environment. However, the system schedule change significantly improved the 
goodness-of-fit of the electricity use because the schedule corrected the runtime of the 
heating and cooling system according to the actual system schedule. As a result, Run #3 
showed an NMBE of 7.6% and a CV-RMSE of 8.8% for the IATs and an NMBE of -
1.8% and a CV-RMSE of 95.1% for the electricity use. 
Run #4 shows the results of the adjusted U-effectiveness used for the case-study 
house’s slab-on-grade floor (see Figure 5-28). In this run, the U-effectiveness was 
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adjusted from 0.078, which was calculated from the underground surface heat transfer 
calculation method (Winkelmann, 2002), to 0.001. The adjustment improved the 
goodness-of-fit of both the IATs and the electricity use. Run #4 showed an NMBE of 
4.3% and a CV-RMSE of 6.2% for the IATs and an NMBE of 1.3% and a CV-RMSE of 
83.8% for the electricity use. 
Run #5 shows the results of the adjusted effective window frame conductance 
from 3.04 Btu/hr-ft2-°F to 1.00 Btu/hr-ft2-°F (see Figure 5-29). In this run, the 
adjustment slightly improved the goodness-of-fit of the IATs, but it did not improve the 
goodness-of-fit of the simulated versus measured electricity use. This trend was also 
found when the effective wall R-value was adjusted. Run #5 showed an NMBE of 4.3% 
and a CV-RMSE of 6.0% for the IATs and an NMBE of 2.3% and a CV-RMSE of 
83.6% for the electricity use. 
Run #6 shows improved results by modifying DOE-2.1E’s weighting factors 
from 0 to 130 lb/ft2 (see Figure 5-30), where the weighting factors of “0” mean custom 
weighting factors and the weighting factors of 130 lb/ft2 are normally used for pre-
calculated weighting factors for heavy construction. Since the material properties of the 
actual floor, walls, and ceiling were not specifically known for the simulation model, the 
pre-calculated weighting factors gave a more reasonable fit for simulated the IATs. 
However, it worsened the goodness-of-fit of the simulated electricity use versus 
measured electricity use. Run #6 showed an NMBE of 2.1% and a CV-RMSE of 2.6% 
for the IATs and an NMBE of 6.3% and a CV-RMSE of 84.1% for the electricity use. 
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Run #7 shows improved results by changing the infiltration rate from 3 ACH50 
to 0.03 ACH50 when the heating or the cooling system was on (see Figure 5-31). This 
adjustment assumed the infiltration rate was normally reduced when the system was 
turned on because the supply fan of the system pressurizes the house. The change 
slightly improved the goodness-of-fit of the IATs. In addition, the change improved the 
CV-RMSE of the electricity use. However, the change worsened the NMBE of the 
electricity use. Run #7 showed an NMBE of 2.0% and a CV-RMSE of 2.6% for the 
IATs and an NMBE of 18.3% and a CV-RMSE of 69.8% for the electricity use. 
Run #8 was the final calibration obtained by modifying lighting, equipment, and 
DHW system schedules based on the information from the Level 0 Analysis and the 
trends of the hourly electricity use data (see Figure 5-32). The modification significantly 
increased the goodness-of-fit of both the IATs and the electricity use. Run #8 showed an 
NMBE of 1.4% and a CV-RMSE of 2.2% for the IATs and an NMBE of -2.7% and a 






Figure 5-25. Run #1 base-case simulation model results showing IATs, coincident weather data, and electricity use from 
Monday to Sunday (from February 20th, 2017 to February 26th, 2017). 
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Figure 5-25. Continued. 
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Figure 5-25. Continued. 
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Figure 5-26. Run #2 simulation model results showing IATs, coincident weather data, and electricity use from Monday to 
Sunday (from February 20th, 2017 to February 26th, 2017). 
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Figure 5-26. Continued. 
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Figure 5-26. Continued. 
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Figure 5-27. Run #3 simulation model results showing IATs, coincident weather data, and electricity use from Monday to 
Sunday (from February 20th, 2017 to February 26th, 2017). 
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Figure 5-27. Continued. 
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Figure 5-27. Continued. 
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Figure 5-28. Run #4 simulation model results showing IATs, coincident weather data, and electricity use from Monday to 
Sunday (from February 20th, 2017 to February 26th, 2017). 
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Figure 5-28. Continued. 
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Figure 5-28. Continued. 
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Figure 5-29. Run #5 simulation model results showing IATs, coincident weather data, and electricity use from Monday to 
Sunday (from February 20th, 2017 to February 26th, 2017). 
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Figure 5-29. Continued. 
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Figure 5-29. Continued. 
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Figure 5-30. Run #6 simulation model results showing IATs, coincident weather data, and electricity use from Monday to 
Sunday (from February 20th, 2017 to February 26th, 2017). 
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Figure 5-30. Continued. 
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Figure 5-30. Continued. 
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Figure 5-31. Run #7 simulation model results showing IATs, coincident weather data, and electricity use from Monday to 
Sunday (from February 20th, 2017 to February 26th, 2017). 
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Figure 5-31. Continued. 
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Figure 5-31. Continued. 
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Figure 5-32. Run #8, final simulation model results showing IATs, coincident weather data, and electricity use from Monday 
to Sunday (from February 20th, 2017 to February 26th, 2017). 
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Figure 5-32. Continued. 
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Figure 5-32. Continued. 
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In order to check the accuracy of the calibrated hourly model for one year from 
the previous calibration step, monthly average daily electricity use was compared 
between the measured, baseline hourly electricity use and the simulated hourly 
electricity use. For the annual simulation, the weather data (i.e., TRY format) of the 
baseline period from April 15th, 2015 to April 14th, 2016 was used with the case-study 
house information from Table 4-5. The initial comparison shows an NMBE of -3.0% and 
a CV-RMSE of 14.3% (see Figure 5-33). Using the sensitivity analysis method with the 
5P model coefficients (Kim, 2014), the inputs to the hourly calibrated model were 
modified by lowering the heating system efficiency from HSPF 6.8 to HSPF 6.0 and 
changing the lighting and equipment schedules to have less electricity use from March to 
May and from October to November. The lower heating system efficiency gave the 
simulated heating electricity use a higher heating slope, and the lower lighting and 
equipment electricity use lowered the simulated weather-independent electricity use. The 





Figure 5-33. Comparison between the baseline electricity use data and the hourly, 
calibrated simulation model results using the monthly average daily electricity use. 
 
 
Figure 5-34. Comparison between the baseline electricity use data and the hourly, 
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Finally, the calibrated simulation model was used to quantify the detailed-
potential electricity savings from the use of HADs using the scenarios mentioned in 
Section 4.2.3.2. The heating balance-point temperature of 63.1 °F and the cooling 
balance-point temperature of 74.5 °F were used to represent the heating period, the 
weather-independent period, and the cooling period, respectively. The balance points 
were obtained from the monthly average daily 5P model of the baseline period (from 
April 15th, 2015 to April 14th, 2016). 
The first scenario investigated a thermostat setback schedule for a whole day. In 
the analysis, the baseline thermostat setpoints of 74 °F for heating and 75 °F for cooling 
were used. Next, new setback schedules were simulated by decreasing the heating 
setpoint from 1 °F to 5 °F and increasing the cooling setpoint from 1 °F to 5 °F. The 1 °F 
setback schedule shows electricity savings of 7.4%, and the 5 °F setback shows 
electricity savings of 25.2%. The highest savings of 10.2 kWh/day occurred in May 
when the 5 °F setback was used. The lowest savings of 1.3 kWh/day occurred in August 
when the 1 °F setback was used. The monthly average daily outside temperatures for 
May and August were 74.8 °F and 84.7 °F, respectively. In the cooling period, the 
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The second scenario used the thermostat nighttime setback schedules from 11:00 
pm to 6:00 am. The new nighttime setback schedules were simulated by changing the 
heating setpoint from 1 °F to 5 °F and changing the cooling setpoint from 1 °F to 5 °F 
during the same time period. The results showed the 1 °F nighttime setback schedule had 
electricity savings of 2.5%, and the 5 °F nighttime setback had electricity savings of 
7.7%. The highest savings of 3.6 kWh/day occurred in July when the 5 °F setback was 
used. The lowest savings of 0.5 kWh/day occurred in January when the 1 °F setback was 
used. The monthly average daily outside temperatures of July and January were 84.4 °F 
and 50.4 °F, respectively (see Figure 5-36). 
The third scenario used the thermostat setback schedules that utilized occupancy 
detection. This scenario used typical occupancy schedules when the occupant was not in 
the case-study house. In this analysis, it was assumed that setback schedules using 
occupancy detection (i.e., when nobody is inside the house) were operated from 10:00 
am to 12:00 pm and from 3:00 pm to 5:00 pm. In this analysis, setback schedules using 
occupancy detection were simulated by decreasing the heating setpoint from 1 °F to 5 °F 
and increasing the cooling setpoint from 1 °F to 5 °F during the same time period. The   
1 °F setback schedule using occupancy detection showed electricity savings of 1.3%, 
and the 5 °F nighttime setback showed electricity savings of 4.6%. The highest savings 
of 2.2 kWh/day occurred in June when 5 °F setback was used. The lowest savings of 
0.02 kWh/day occurred in July when 1 °F setback was used. The monthly average daily 





Figure 5-36. Scenario #2: Simulated savings from nighttime thermostat setback 
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Figure 5-37. Scenario #3: Simulated savings from setback schedules using occupancy 
detection (i.e., when nobody is inside the house) from 10:00 am to 12:00 pm and from 
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The fourth scenario used individual thermostatic multi-zone control for each 
room in the case-study house using occupancy detection. This scenario used the setback 
schedules with occupancy detection data (i.e., hourly diversity factors) from one week of 
measurements (February 20th, 2017 to February 26th, 2017). When the occupant was not 
in some of the zones, individual thermostat setback schedules were applied for each 
zone. In order to simulate multi-zone controls, a seven zone, Package Terminal Air 
Conditioner (PTAC) system was chosen for the DOE-2.1E model instead of the existing 
single zone Residential System (RESYS), which was used for the single zone model for 
calibration. The monthly average daily electricity use between the models with the seven 
zones (PTAC) and the single zone (RESYS) showed an NMBE of -0.1% and a CV-
RMSE of 5.6%, which showed good agreement. New setback schedules for each zone 
control that used the occupancy detection were then simulated by decreasing the heating 
setpoint from 1 °F to 5 °F and increasing the cooling setpoint from 1 °F to 5 °F when the 
occupant was not in some of the zones, based on the occupancy detection data. The 1 °F 
setback schedule showed electricity savings of 7.3%, and the 5 °F setback showed 
electricity savings of 14.4%. The highest savings of 7.9 kWh/day occurred in July when 
the 5 °F setback was used. The lowest savings of 0.8 kWh/day occurred in January when 
the 1 °F setback was used. The monthly average daily outside temperatures of July and 
January were 84.4 °F and 50.4 °F, respectively (see Figure 5-38). 
The fifth scenario modified the lighting schedules to use occupancy detection. 
This scenario used the one week occupancy detection data (i.e., hourly diversity factors) 




Figure 5-38. Scenario #4: Simulated savings from individual thermostatic multi-zone 
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schedules using occupancy detection were simulated for the baseline year. The lighting 
schedules using occupancy detection showed an annual electricity savings of 4.7%. 
The highest savings of 2.1 kWh/day occurred in September, and the lowest savings of  
0.9 kWh/day occurred in January. The monthly average daily outside temperatures of 
September and January were 80.2 °F and 50.4 °F, respectively (see Figure 5-39). The 
higher electricity savings was achieved when the OAT was warmer. Table 5-6 
summarizes the detailed-potential annual savings from the final, hourly calibrated 
simulation model using the scenarios. The highest electricity savings was achieved when 
the 5 °F setback was used for a whole day (i.e., Scenario #1). The lowest electricity 
savings was achieved when the 1 °F setback was used for the time periods when the 
occupant was not at home (Scenario #3). 
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Table 5-6. Summary of detailed, potential annual savings from Level I Analysis. 
Component Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 
 
Savings (kWh/%) from 
thermostat setback 
schedule 
Savings (kWh/%) from 
thermostat nighttime 
setback schedule 




Savings (kWh/%) from 
HVAC system multi-
zone control using 
occupancy detection 
Savings (kWh/%) from 
lighting schedule using 
occupancy detection 
Figure # 5-35 5-36 5-37 5-38 5-39 
1 °F setback 



























































5.3. Results of the Application of the M&V Method (Level II Analysis) 
This section summarizes the results of the application of Level II Analysis. In 
this analysis, the IATs during the pre-retrofit and post-retrofit periods were analyzed to 
check the indoor environment of the case-study house. After that, weather-normalized 
savings for 50 days from February 10th to March 31st (i.e., the post-retrofit period) were 
calculated by comparing the hourly electricity use data during the post-retrofit period 
with the electricity use predicted by the 5P models from the baseline period (i.e., the pre-
retrofit period from April 15th, 2015 to April 14th, 2016). In addition, extended savings 
for one year were calculated by comparing the electricity use predicted by the 5P models 
for the baseline period with the electricity use predicted by the models for the post-
retrofit period. In the analysis, the OATs of the baseline period were used to calculate 
the extended, annual savings. In addition, average, hourly occupancy diversity factors 
from all zones (i.e., seven zones) in the case-study house were used to categorize the 
occupied hours and unoccupied hours. These diversity factors were calculated from the 
1-minute interval data collected from the seven occupancy data loggers at the case-study 
house. 
 
5.3.1. Observations from the IATs during the Pre-Retrofit and Post-Retrofit Periods 
The IATs of the case-study house were measured during a nine month period 
(from August 1st, 2016 to January 31st, 2017) to check the indoor environment in each 
zone of the case-study house for the pre-retrofit period. Figure 5-40 and Figure 5-41 
show the IATs using a 5 °F binned, quartile analysis. In these figures, one plot from the 
 205 
 
temperature data logger is shown for each of the seven zones (see Figures 4-26 and 4-27) 
as well as the location of the thermostat (i.e., return air path). In each plot, the 
statistically determined, balance-point (change-point) temperatures are shown from the 
5P change-point linear regression models of the baseline period (i.e., pre-retrofit period). 
In addition, the heating and cooling setpoints during the baseline period are shown in the 
plots. 
Figure 5-40 shows the IATs of each zone during the weekdays. The heating 
balance-point temperature of 60.2 °F and the cooling balance-point temperature of 76.6 
°F were used to represent the heating period, the weather-independent period, and the 
cooling period, respectively. The balance points were obtained from the weekday 5P 
model of the baseline period (from April 15th, 2015 to April 14th, 2016). During the 
period, the heating setpoint of 74.0 °F and the cooling setpoint of 75.0 °F were used. It 
was observed that Data Logger #2 located in Zone #2 (dining room) had large variations 
over the OATs, especially during the heating period. This was because the dining room 
had large windows facing west. It was also observed that Data Loggers #4 (bathroom), 
#5 (1/2 bathroom), #7 (bedroom #2), and #8 (living room) had higher IATs than the 
heating setpoint during the heating period and the weather-independent period. This was 
most likely caused by the internal heat gains from the nearby hot water use and the 
occupant’s equipment use. During the weekdays, both the maximum (81.7 °F) and the 
minimum (63.9 °F) IATs out of all the data loggers were recorded at Data Logger #2 
(dining room), which was due to the large, west-facing windows. 
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Figure 5-41 shows the IATs of each zone during weekends/holidays. In a similar 
fashion as the weekdays, the heating balance-point temperature of 63.7 °F and the 
cooling balance-point temperature of 74.1 °F were used to represent the heating period, 
the weather-independent period, and the cooling period. The balance-point temperatures 
were obtained from the weekend/holiday 5P model of the baseline period (from April 
15th, 2015 to April 14th, 2016). During the weekends/holidays, the maximum (82.5 °F) 
IAT was recorded at Data Logger #3 (kitchen) when the OAT was inside the 70-75 °F 
bin. The minimum (65.8 °F) was recorded at Data Logger #2 (dining room) when the 
OAT was inside the 20-25 °F bin. 
In addition, using the 5 °F binned quartile analysis, the BWM plots of the 
weekends/holidays (see Figure 5-41) shows wider IQRs compare to the BWM plots of 
the weekdays (see Figure 5-40). Thus, it was expected that the thermostat setpoints 
during the weekends/holidays was more unpredictable. In other words, more frequently, 
the thermostat setpoints were changed, or the heating or cooling system was turned off 
during the weekends/holidays than similar periods during the weekdays. 
It was also observed that the IATs from the seven zones (i.e., Data Loggers #2 
through #8) were significantly different from the heating and cooling setpoints, except 
the IATs from Data Logger #1 installed near the HVAC thermostat (i.e., return air path). 
It should be noted that the building energy simulation programs such as DOE-2.1E, 
eQEUST, and EnergyPlus should consider average IATs (i.e., well mixed, average zone 








Figure 5-40. IATs versus OATs from the eight data loggers installed in the case-study 
residence during the pre-retrofit period for weekdays (August 1st, 2016 to January 31st, 
2017). 
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Figure 5-41. IATs versus OATs from the eight data loggers installed in the case-study 
residence during the pre-retrofit period for weekends/holidays (August 1st, 2016 to 
January 31st, 2017). 
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Figure 5-42 and Figure 5-43 show the measured IATs during the post-retrofit 
period (from February 10th, 2017 to March 31th, 2017) for weekdays and 
weekends/holidays, respectively. The two figures show the superimposed 50th percentile 
from the pre-retrofit period. The difference in the 50th percentiles between the pre-
retrofit and the post-retrofit periods show that the IATs of the post-retrofit period were 
lower during the heating period and higher during the cooling period compared to the 
IATs of the pre- retrofit period. The trend implies the new thermostat schedule had lower 
heating setpoints and higher cooling setpoints compared to the previous thermostat 









Figure 5-42. IATs against OATs from the eight data loggers during the post-retrofit 
period for weekdays (February 10th, 2017 to March 31th, 2017). 
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Figure 5-43. IATs against OATs from the eight data loggers during the post-retrofit 
period for weekends/holidays (February 10th, 2017 to March 31th, 2017). 
  










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5-44 and Figure 5-45 show the comparisons of the superimposed 50th 
percentiles from each data logger during the pre-retrofit4 and the post-retrofit periods, 
respectively. In these plots, several observations can be made. In Figure 5-44, during the 
weekdays (upper plot), there was more variation compared to the heating setpoint when 
the OATs were lower than the 50-55 °F bin. The IATs from Data Logger #5 located at 
the 1/2 bathroom showed higher values compared the heating setpoint, and the IATs 
from Data Logger #2 located at the dining room showed lower values. During the 
weekends/holidays (lower plot), the IATs from the eight data loggers generally showed 
higher temperatures compared to the IATs during the weekdays. Furthermore, during the 
weekends/holidays, the IAT from Data Logger #8 located at the living room showed 
higher temperatures compared to the IATs during the weekdays, which implies higher 
internal heat gains from the occupant or equipment. It was also found that the IATs from 
the eight data loggers showed similar values when the OATs were ranged between the 
65-70 °F bin and the 90-95 °F bin for both the weekdays and the weekends/holidays 
periods. 
Compared to the IATs during the pre-retrofit period, the IATs during the post-
retrofit period appeared to have less variations, which may be due to the improved IAT 
measurement of the new thermostat using the average IATs from the seven different 
zones (see Figures 4-26 and 4-27), rather than the IAT measurement from only the 
location of the thermostat. 
                                                 





Figure 5-44. IATs versus OATs from the eight data loggers using 50th percentiles for the 
weekdays (upper) and the weekends/holidays (lower) during the pre-retrofit period 
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Figure 5-45. IATs versus OATs from the eight data loggers using 50th percentiles for 
the weekdays (upper) and the weekends/holidays (lower) during the post-retrofit period 
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5.3.2. Results from Weather-Normalized Electricity Savings of Level II Analysis 
The 5P models and the binned quartile analysis were used to quantify and 
compare the electricity use between the baseline period and the post-retrofit period under 
weather-normalized conditions using the OATs of the post-retrofit period. Figure 5-46 
and Figure 5-47 show the 5P models and the binned quartile analysis during weekdays 
and weekends/holidays, respectively. The analysis showed the range between the heating 
balance point and the cooling balance point of the post-retrofit period was larger than the 
range of the baseline period. A review of the data also showed the weather-independent 
range of data collected from the new thermostat was larger than weather-independent 
range collected from the previous thermostat. In addition, the binned quartile analysis 
(i.e., the lower plots of Figures 5-46 and 5-47) of the post-retrofit period showed that the 
50th percentile electricity use of the post-retrofit was lower than the superimposed 50th 
percentile of the baseline period. This trend clearly shows the new thermostat achieved 
electricity savings by using the thermostat setback schedules. Furthermore, in Figures 5-
46 and 5-47, it was observed that larger electricity savings occurred during the heating 
period and the cooling period, rather than the weather-independent period. 
The actual electricity savings for 50 days from February 10th to March 31st (i.e., 
the post-retrofit period) was calculated by comparing the hourly electricity use during 
the post-retrofit period with electricity use predicted by the model for the baseline 
period. The calculated savings were 354.3 kWh (39.5%) for the weekdays and 142.1 
kWh (34.5%) for the weekends/holidays. The total electricity savings was 496.4 kWh 




Figure 5-46. Comparison of 5P models of the SM data (upper) between baseline period 
and post-retrofit period for weekdays, quartile analysis for baseline period (middle) and 
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Figure 5-47. Comparison of 5P models of the SM data (upper) between baseline period 
and post-retrofit period for weekends/holidays, quartile analysis for baseline period 


































Outside Air Temperature ( F)
5P Model_pre-retrofit SM data_post-retrofit 5P Model_post-retrofit
51.8 °F 65.8 °F
63.7 °F 74.1 °F























































































In addition, the quartile analysis of the post-retrofit period showed that the 
maximum electricity use of the post-retrofit period was lower than the maximum 
electricity use of the baseline period. Most likely, this could be from the lowered 
electricity use of the heating and cooling system by the thermostat setback schedules of 
the new thermostat with occupancy sensors. 
Using the average, hourly occupancy diversity factors from all the zones, the 
hourly electricity use data of the post-retrofit data was categorized into occupied hours 
and unoccupied hours. Figure 5-48 and Figure 5-49 show the 5P models and the binned 
quartile analysis for occupied hours during weekdays and weekends/holidays, 
respectively. As previously mentioned, the separation of the heating balance point and 
the cooling balance point of the post-retrofit period was larger than the range of the 
baseline period, which is an indicator of reduced heating and cooling electricity use. In 
addition, the binned quartile analysis of the post-retrofit period shows that the median 
electricity use of the post-retrofit was lower than the superimposed median electricity 
use of the baseline period. This trend indicates the new thermostat achieved electricity 
savings for the occupied hours. It was also observed that larger electricity savings 
occurred during the heating period and the cooling period, when they were compared to 




Figure 5-48. Comparison of 5P models (upper) between baseline period and post-retrofit 
period for occupied hours during weekdays, quartile analysis for baseline period 
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Figure 5-49. Comparison of 5P models (upper) between baseline period and post-retrofit 
period for occupied hours during weekends, quartile analysis for baseline period 





























Outside Air Temperature ( F)
5P Model_pre-retrofit SM data_post-retrofit 5P Model_post-retrofit
51.6 °F 69.8 °F
63.7 °F 74.1 °F

















































































The calculated savings of the post-retrofit period (50 days) for the occupied 
hours was 250.2 kWh (27.9%) for the weekdays and 121.5 kWh (29.5%) for the 
weekends/holidays. The total electricity savings was 371.7 kWh (28.4 %) and the total 
cost savings was $43.0 (see Table 5-7). The binned quartile analysis of the post-retrofit 
period also shows that the maximum electricity use of the post-retrofit period was lower 
than the maximum electricity use of the baseline period. 
Figure 5-50 and Figure 5-51 show the 5P models and the binned quartile analysis 
for unoccupied hours during weekdays and weekends/holidays, respectively. Using the 
5P models, the calculated savings of the post-retrofit period (50 days) for the unoccupied 
hours was 104.0 kWh (11.6 %) for the weekdays and 20.6 kWh (5.0 %) for the 
weekends/holidays. The total electricity savings was 124.7 kWh (9.5 %) and the total 
cost savings was $14.4 (see Table 5-7). The binned quartile analysis of the post-retrofit 
period also shows that the maximum electricity use of the post-retrofit period was much 
lower than the maximum electricity use of the baseline period. Finally, it was observed 
that large electricity savings occurred during all the heating period, the weather-
independent period, and the cooling period, especially during the weekdays (see upper 




Figure 5-50. Comparison of 5P models (upper) between baseline period and post-retrofit 
period for unoccupied hours during weekdays, quartile analysis for baseline period 
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Figure 5-51. Comparison of IMT models (upper) between baseline period and post-
retrofit period for unoccupied hours during weekends, quartile analysis for baseline 
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The annual electricity savings was then calculated by comparing the 5P model 
for the post-retrofit period with the 5P model for the baseline period using the weather 
normalization method. In this analysis, the 1P model was used for the unoccupied hours 
of the post-retrofit period because the 5P model was no longer appropriate (i.e., 
application of the 5P model to the dataset yielded invalid results). The OATs of the 
baseline period were used to calculate the extended annual actual savings. The annual 
savings was also categorized into the occupied hours and the unoccupied hours. The 
annual savings was 3,610.0 kWh (45.9%) for the weekdays and 1,598.4 kWh (39.3%) 
for the weekends/holidays. The total electricity savings was 5,208.4 kWh (43.6 %) and 
the total cost savings was $620.1. The electricity savings of 4,456.3 kWh (37.3 %) and 
the cost savings $515.2 were achieved from the occupied hours, whereas the electricity 
savings of 1,007.9 kWh (8.4 %) and the cost savings $116.5 were achieved from the 
unoccupied hours. When the cost of the new thermostat ($249) with the seven motion 
sensors ($237), including the installation fee ($100), was considered, the simple payback 




Table 5-7. Actual electricity savings (50 days) summary from the programmable thermostat with occupancy detection (Level 
II Analysis). 
 
 Actual savings (50 days) 
Actual savings (50 days) from occupied 
hours 
Actual savings (50 days) from unoccupied 
hours 
 weekdays weekends/holidays weekdays weekends/holidays weekdays weekends/holidays 
Electricity use 
(kWh) savings  
354.3 142.1 250.2 121.5 104.0 20.6 
Electricity % 
savings 
39.5 34.5 27.9 29.5 11.6 5.0 
Cost ($) savings 41.0 16.4 28.9 14.0 12.0 2.4 
Total electricity 
use (kWh) savings 
496.4  371.7  124.7  
Total electricity % 
savings 
37.9  28.4  9.5  
Total cost ($) 
savings 





Table 5-8. Annual electricity savings summary from the programmable thermostat with occupancy detection (Level II 
Analysis). 
 
 Annual statistical savings 
Annual statistical weighted savings from 
occupied hours 
Annual statistical weighted savings from 
unoccupied hours 
 weekdays weekends/holidays weekdays weekdays weekends/holidays weekdays 
Electricity use 
(kWh) savings  
3610.0 1598.4 2941.1 1515.2 854.1 153.8 
Electricity % 
savings 
45.9 39.3 37.4 37.3 10.9 3.8 








43.6  37.3  8.4  
Total cost ($) 
savings 
602.1  515.2  116.5  
Simple payback 
(year) 





In addition, the Level II Analysis results were partially verified with actual utility 
billing data. Table 5-9 shows an available utility period and the coincident electricity 
consumption and savings from the utility data by comparing to the estimated electricity 
consumption and savings from the 5P change-point linear regression models. The 
comparison shows the measured savings and the estimated savings have a small 
difference of only 24.3 kWh (1.0%).  




























 25.2   0.9  24.3/1.0 
 
5.3.3. Thermal Comfort Check for Electricity Savings from Level II Analysis 
The thermal comfort was examined using the average IATs from the seven zones 
during the occupied and the unoccupied hours of the post-retrofit period, as well as the 
Relative Humidity (RH) from the location of the wireless, programmable thermostat 
during the same period. Figure 5-52 shows the trend of the average IATs between the 
occupied (upper) and the unoccupied hours (lower) using a 5 °F binned quartile analysis. 
During the weekdays of the post-retrofit period, the average IATs from the unoccupied 
hours were mostly lower than the occupied hours for the heating and the weather-
independent periods based on the balance-point temperatures of the baseline period. This 
showed the thermostat setback schedule for the heating setpoint was mostly used for the 
 228 
 
unoccupied hours during the weekdays. During the weekends/holidays, the average IATs 
from the unoccupied hours were mostly higher than the occupied hours. This showed the 
thermostat setback schedule for the cooling setpoint was mostly used for the unoccupied 
hours during the weekends/holidays. 
Figure 5-53 shows the indoor environmental conditions in the case-study house 
during the post-retrofit period superimposed on the psychrometric chart (i.e., the 
humidity ratio versus the average IAT graph). Based on ASHRAE Standard 55-2013 
(ASHRAE, 2013b), it was found that the occupant’s thermal comfort was mostly met for 
both the occupied and the unoccupied hours because the indoor environmental 
conditions were inside the middle range of the winter and summer comfort zones. It was 
also found that it normally took from 5 minutes to 15 minutes to reach desired heating or 




(a) Occupied hours (weekdays)         (b) Occupied hours (weekends/holidays) 
 
(c) Unoccupied hours (weekdays)         (d) Unoccupied hours (weekends/holidays) 
 
Figure 5-52. Average IATs from occupied hours (upper) and average IATs from unoccupied hours (lower) with superimposed, 
average IATs of the 50th percentile from occupied hours for weekdays (left) and weekends/holidays (right) during the post-
retrofit period.
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Figure 5-53. Average IAT/humidity ratio in the winter and summer comfort zones 
during weekdays (upper) and weekends/holidays (lower). 
























































































However, the results suggest that it is important to determine if detailed thermal 
comfort is maintained with the new occupancy-based thermostat in the acceptable ranges 
when the programmable thermostat setback (i.e., occupied hours) and the occupancy 
detection setback (i.e., unoccupied hours) are used to achieve electricity savings. 
 
5.3.4. Findings from Level I Analysis and Level II Analysis 
Possible reasons for the differences between the results from the calibrated 
simulation method (Level I Analysis) and the M&V method (Level II Analysis) were 
reviewed. Figure 5-54 shows the hourly electricity use data recorded by the SM and the 
5-minute interval thermostat data (i.e., heating and cooling setpoint and system run time) 
recorded by the wireless programmable thermostat (i.e., HAD), as well as the simulated 
and measured, average IATs and the measured OATs during the time from 4:05 pm to 
12:00 am on Wednesday, February 22nd, 2017 of the post-retrofit period. The figure 
shows that the cooling system was turned on at 5:55 pm and 6:45 pm during the 5 
minutes and at 8:25 pm during the 10 minutes, respectively, because the IATs were 
higher than the cooling setpoints. In addition, the heating or cooling system was not 
turned on from 4:05 pm to 5:00 pm, 7:05 pm to 8:00 pm, and 9:05 pm to 12:00 am 
because the IATs were within the heating and cooling setpoints, including the throttling 
ranges. The heating and cooling setpoints started to change at 4:55 pm because the 
occupant was detected at the time. 
It should be noted that the simulated IATs were the hourly interval and the 
measured IATs were the 5-minute interval. In addition, there were differences the 
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simulated IATs and the measured IATs. These differences could cause the different 
results between Level I Analysis and Level II Analysis because hourly building energy 
simulation program (e.g., DOE-2.1E) cannot accurately calculate the 5-minunte interval 
IATs by considering actual indoor conditions of the case-study house. In addition, the 
actual heating or cooling system was turned on during the sub-hourly time as shown in 
the figure, whereas the simulation was only on or off for the whole hour. Clearly, from 
the appearance of the data, if sub-hourly electricity use data is available, a more accurate 
analysis can be conducted to find the uncertainty between Level I Analysis and Level II 




Figure 5-54. Hourly SM electricity use, hourly simulated IATs, sub-hourly heating and cooling setpoints, IATs, OATs, system 

















































































Time (Wednesday, February 22nd, 2017)
Electricity Use (kWh/h) recorded by SM Heating Setpoint Cooling Setpoint
Measured IATs Simulated IATs OATs
System On_Actual System On_Simulation Occupancy Diversity Factor
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5.4. Summary of Results 
The results of the analysis from the three methods are summarized in this 
chapter. The three methods include: Level 0 Analysis of estimated, potential electricity 
savings from HADs using SM data only; Level I Analysis of detailed, potential 
electricity savings achieved by simulation scenarios using a two-way calibrated 
simulation model; and Level II Analysis of actual electricity savings measured from the 
case-study house. 
Level 0 Analysis showed an event detection process and an energy quantification 
process. In this analysis, the balance-point temperatures from the IMT, quartile analysis 
by temperature bin, 3D energy use plots, and the hour-of-the-day, the day-of-the-week, 
stacked histogram plots were provided for a detection process that showed the frequency 
of events above the 90th and below the 10th percentile during the weekdays and the 
weekends/holidays in the six different regions. They were used to identify the energy use 
patterns and the occupancy patterns that could be used for estimated potential energy 
savings. Overall, the most frequent occurrence above the 90th percentile took place 
during the cooling period. Therefore, there could be opportunities for reducing energy 
savings by reducing high energy use during these periods. Similarly, the most frequent 
occurrence of events below the 10th percentile also occurred during the cooling period, 
which may be hours when the occupant was inactive (e.g., in sleep) or outside the house.  
Next, using the balance-point temperatures from the IMT and a weather day-
typing method, an energy quantification process was presented that calculated the annual 
estimated, potential electricity savings of 987.8 kWh (8.3 %) by analyzing the hourly 
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electricity use data (i.e., whole-building energy use) patterns between weekdays and 
weekends/holidays for one year (i.e., the baseline period). Using this method, the 
estimated savings from the heating period, the weather-independent period, and cooling 
period was 328.4 kWh (2.8 %), 380.0 kWh (3.2 %), and 279.4 kWh (2.3 %), 
respectively. 
Level I Analysis showed detailed, potential electricity savings using a two-way 
calibrated simulation model (i.e., the model was calibrated to the IATs and the SM 
electricity use data) of the case-study residence with five scenarios: 1) a whole-day 
thermostat setback schedule, 2) a nighttime thermostat setback schedule, 3) a thermostat 
setback schedule using occupancy detection, 4) thermostat zone control using occupancy 
detection, and 5) a lighting schedule using occupancy detection. The thermostatically 
controlled HAD (i.e., wireless programmable thermostat) and the non-thermostatically 
controlled HAD (i.e., lighting equipment using occupancy detection) were analyzed 
using a two-way calibrated simulation model. The results showed the detailed, potential 
electricity savings from the HADs in specific usage scenarios. The largest annual 
electricity savings of 2,961.7 kWh (25.2 %) was achieved from the 5 °F setback 
schedule for a whole day. 
Level II Analysis calculated the annual electricity savings measured from the 
HAD installed in the case-study house using the weather normalization method. The 
measured electricity savings for 50 days from February 10th to March 31st (i.e., the post-
retrofit period) was calculated by comparing the hourly electricity use data during the 
post-retrofit period with the electricity use predicted by the models for the baseline 
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period. The total electricity savings for the 50 days was 496.4 kWh (37.9 %) and the 
total cost savings was $57.4. Using the average, hourly occupancy diversity factors from 
all the zones, the hourly electricity use of the post-retrofit data was categorized into the 
occupied hours and the unoccupied hours. The total electricity savings from the occupied 
hours was 371.7 kWh and the total cost savings was $43.0. The total electricity savings 
from the unoccupied hours was 124.7 kWh and the total cost savings was $14.4.  
Weather-normalized, annual electricity savings were calculated using the change-
point linear models for the post-retrofit period and 5P models for the baseline period. 
The OATs of the baseline period were used to calculate the annual savings. The annual 
electricity savings was 5,208.4 kWh (43.6 %) with the total cost savings of $620.1. 
When the cost of the new thermostat ($249) with the seven motion sensors ($237), 
including the installation fee ($100), was considered, the simple payback was 1.0 year. 
Thermal comfort during the post-retrofit period was also examined, and the analysis showed 




CHAPTER VI  
CONCLUSIONS AND FUTURE WORK 
 
This section provides the conclusions of this study, which include: 1) a non-
intrusive estimation method of the potential electricity savings from HADs using hourly 
electricity use recorded by a SM, 2) an analysis of the detailed, potential electricity 
savings of the case-study residence achieved by five simulation scenarios, and 3) actual 
electricity savings from the use of the HAD measured from the case-study house. This 
section also provides recommendations to help quantify and better predict electricity 
savings using interval electricity use data recorded by SMs from residences equipped 
with HADs. Finally, this section describes future work relevant to this study. 
 
6.1. Conclusions 
Three new methods have been developed to help quantify the electricity savings 
from the use of HADs, including an energy event detection process and a potential 
energy saving quantification process (i.e., Level 0 Analysis), a detailed-potential 
electricity saving method from simulations using a two-way calibrated simulation model 
(i.e., Level I Analysis), and a method to calculate measured electricity savings (i.e., 
Level II Analysis) from the use of HADs in a case-study residence. In this study, the 
methods focus on electricity savings in residences, but these can be extended to analyze 




When hourly electricity use data recorded by SMs are available only, Level 0 
Analysis can be useful to estimate the energy savings from the use of HADs at a large 
group of buildings before HADs are installed. First, homeowners and utilities can use 
Level 0 Analysis to detect the signature and patterns of energy consumption using its 
historical data, which can help them better understand their energy use patterns and 
enhance their energy saving opportunities. Second, Level 0 Analysis can also provide an 
approach to quantify the potential energy savings. If homeowners know their energy 
usage patterns well (i.e., different behavior patterns) between two different types of days 
(e.g., weekdays and weekends/holidays), Level 0 Analysis can calculate potential energy 
savings from the use of HADs before HADs are installed. The assumption is that the 
energy use of HADs normally depends on two different energy behavior patterns. 
Utilities can also use Level 0 Analysis to find potential candidates that can benefit from 
the installation of HADs using the two different behavior patterns. 
If the detailed information of a building is available, Level I Analysis can be 
useful to quantify detailed-potential energy savings from the use of HADs. Level I 
Analysis uses a two-way calibration method for a whole-building energy simulation 
program that includes specific equations to calculate building energy loads and energy 
use. The two-way calibration provides an approach to match both simulated energy use 
and IATs with measured data, so the reliability of the calibration method can be 
enhanced by reflecting the inside performance of buildings. After the calibration process, 
a whole-building simulation program can simulate several scenarios for the multitude 
and specific use of HADs. 
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If HADs are installed in buildings, Level II Analysis will be useful to quantify 
actual energy savings from the use of HADs. Level II Analysis uses a weather 
normalization method for occupied and unoccupied hours to accurately quantify the 
actual energy savings using before and after HAD retrofit energy use and OAT data. To 
create a reliable baseline energy use before HAD retrofit, one year’s energy use is 
recommended. The longer the energy use data after HAD retrofit, the more accurate the 
results can be. If one year’s before and after HAD retrofit energy use data are available, 
Level 0 Analysis can also be used to analyze the signature and patterns from the use of 
HADs. 
However, the different results from the three analysis methods should be further 
analyzed. The results showed that the maximum annual electricity savings calculated 
from Level 0 Analysis, Level I Analysis, and Level II Analysis were 987.8 kWh (8.3%), 
2,961.7 kWh (25.2%), and 5,208.4 kWh (43.6%), respectively. The reason for the 
reduced savings from Level 0 Analysis versus Level I Analysis and Level II Analysis 
appears to be due to the difference in electricity patterns before the retrofit (i.e., Level 0 
Analysis) between two different day types (e.g., weekdays and weekends/holidays), 
which does not account for all potential savings from the use of HADs (e.g., all devices’ 
post-retrofit efficiency and operation). Another observation that may explain the 
differences of savings from Level I Analysis versus Level II Analysis was that the 
runtime of the simulated HVAC system was controlled by the hourly system schedule in 
the DOE-2.1E simulation program (i.e., Level I Analysis). However, the actual runtime 
of the HVAC system was controlled by the sub-hourly schedule (e.g., 10 minutes per 
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hour) in the new thermostat operation (i.e., Level II Analysis). Therefore, the runtime 
differences between the simulated system and the actual system can cause a significant 
uncertainty when quantifying electricity savings from the use of HADs with a calibrated 
simulation model. Finally, to better quantify and predict electricity savings for 
residences equipped with HADs using electricity consumption recorded by SMs, the 
following recommendations are provided: 
 The difference in the electricity usage patterns (i.e., different behavior patterns) 
between two different types of days (e.g., weekdays and weekends/holidays) is 
important when calculating potential electricity savings from the use of HADs 
using electricity use data only (SM data) (i.e., Level 0 Analysis). Level 0 
Analysis will be useful to find potential candidates that can benefit from the 
installation of HADs using two different electricity behavior patterns. However, 
in Level 0 Analysis, the potential electricity savings do not accurately account for 
the savings from efficient system operation (e.g., a thermostat setback schedule). 
Therefore, more detailed methods (e.g., Level I Analysis and Level II Analysis) 
are needed to better quantify electricity savings from HADs. 
 A programmable thermostat setback schedule or an automatic thermostat setback 
schedule with occupancy detection is recommended to achieve significant 
electricity savings. Level I Analysis and Level II Analysis showed the electricity 





 Lighting equipment controlled by occupancy detection is recommended to achieve 
lighting electricity savings, although these savings could be smaller than the savings 
from the improved HVAC system operation. Level I Analysis showed the electricity 
savings of 4.7 % were possible from HAD-controlled lighting. 
 Sub-hourly electricity use data (SM data) (e.g., 1-minute or 5-minute interval data) 
would be very useful to help identify additional electricity saving opportunities 
because the improved thermostat information from the HADs would include sub-
hourly data (see Level II Analysis). 
 Occupancy detection data for each room is very important to non-intrusively 
categorize the potential electricity savings from occupied hours and unoccupied 
hours. Level II Analysis showed the electricity savings of 37.3 % and 8.4 % from the 
occupied hours and the unoccupied hours, respectively. To enhance accuracy, the 1-
minute interval occupancy data should be used because the 5-minute interval loggers 
could not accurately detect the occupant when one moved to different rooms in the 
5-minute interval. 
 IAT and thermostat data are important factors to help disaggregate heating, cooling, 
and appliance electricity consumption and to improve detailed electricity saving 
opportunities (see Level II Analysis). 
 A thermostat setback schedule or an automatic thermostat setback schedule with 
occupancy detection for the HVAC system can reduce electrical demand as well as 
electricity consumption (see Level II Analysis). However, electric demand savings 
may not be guaranteed because homeowner(s) can inadvertently use large amounts 
of electricity during peak demand times for other appliances. 
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6.2. Future Work 
During this study, the following future work is highly recommended: 
 Expand Level 0 Analysis using a longer period from post-retrofit data. By 
comparing the before/after retrofit electricity consumption, electricity savings 
will be quantified, and electricity use patterns (i.e., signature analysis) will be 
analyzed for the before/after retrofit periods. 
 Verify the occupancy pattern detection method of Level 0 Analysis using the 
measured occupancy detection data after the post-retrofit. 
 Further study of Level II Analysis using a longer post-retrofit data period. It is 
expected that the 5P models for the post-retrofit period will have higher cooling 
balance-point temperatures if more SM data is collected for the cooling period 
(e.g., over 80 °F of the OATs) due to higher cooling setpoints. 
 Further study of the thermal comfort in each zone from the smart thermostat by 
measuring RH in each zone. Operative temperatures calculated from mean 
radiant temperatures and dry-bulb temperatures should also be considered to 








 Further study the reasons for the different results between Level I Analysis and 
Level II analysis. Level I Analysis using sub-hourly electricity use and OAT data 
will be useful to more accurately calibrate simulation models. Normally, OAT 
data from the national institute is hourly, so sub-hourly data loggers for OAT will 
be needed to measure it outside a building. Sub-hourly OAT data will help better 
analyze the whole-building electricity consumption for Level I Analysis (i.e., 
simulation) as well as Level 0 Analysis and Level II Analysis (i.e., statistical 
methods) because sub-hourly OAT data can be used to observe the signatures of 
the electricity use patterns from occupancy and building systems. 
 Further analyze the electricity savings from the new thermostat during 
unoccupied hours because it was found that two-hour time shift occurred for 
setback schedules during unoccupied hours. 
 Further analyze IAT impact and the relationship with occupancy detection data 
for electricity saving opportunities using electricity consumption and OAT 
interval data. This study showed that IAT data could improve electricity saving 








 Further analyze thermostat control with occupancy sensors to improve occupancy 
comfort as well as electricity savings by better controlling zone temperatures. 
This study showed the simulated annual electricity savings using individual zone 
control, but did not show measured annual electricity savings and occupancy 
comfort for individual zones. 
 Further develop new calibration methods for the two-way calibrations using IATs 
and electricity use data (SM data). Sensitivity analysis will be useful to better 
calibrate simulation models using the two-way method. 
 Expand the new Level 0, I, and II Analysis using sub-hourly SM data. This study 
showed that more saving opportunities and more accurate savings could be found 
if sub-hourly electricity use data (e.g., 1-minute, 5-minute, or 15-minute interval 
data) is provided. 
 Develop a method to better calibrate occupancy detection data loggers because 
this study showed inaccurate occupancy detection when the occupant of the case-
study residence was sleeping. Even though the occupant was in bed, the 
occupancy logger did not fully detect the occupant at all times. Additional 
sensors, such as a CO2 sensor, would be needed. 
 Develop a method to better identify detailed, electric demand saving 
opportunities using electricity use data recorded by a SM. This study did not 
focus on electric demand savings because the electricity use and capacity of each 
appliance were not measured. 
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 Expand this study to other case-study residences. Especially, Level 0 Analysis 
would be very useful to analyze potential electricity savings from hundreds of 
houses (i.e., data mining) when only electricity use (SM data) and coincident 
weather data are available. 
 Expand this study to other climate zones. Different weather conditions will affect 
the amount of electricity savings during heating, weather-independent, and 
cooling periods due to different heat loss and heat gain through floors, walls, 
windows, and ceilings as well as different electricity use patterns. 
 Expand this study to commercial buildings. It is expected that the new methods 
developed in this study are not limited to residential buildings. Different 
occupancy schedules of residential and commercial buildings will make different 
electricity savings for the time-of-use patterns of Level 0 Analysis and the actual 
electricity use and savings of Level II Analysis. In addition, the IAT observations 
of Level I Analysis before/after retrofit in the zones of residences would show 
different patterns from the IAT in commercial buildings. As 15-min whole-
building electricity use data becomes more available for commercial buildings 
rather than residences, new analysis methods for M&V, FDD, and 
commissioning will be needed to better analyze the signatures of sub-hourly 




 Further analyze how the statistical plots for individual zones developed in this 
study can be used to better evaluate how well an HVAC system is providing 
comfort levels (or not) for each zone in a residence. 
 Integrate the newly developed methods with the energy and demand saving 
opportunities of Distributed Generation (DG) (e.g., renewable energy), Electric 
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COMPARISON BETWEEN SMART METER AND MONTHLY UTILITY BILLING 
DATA 
 
Table B-1 and Figure B-1 show the differences between hourly, summed 
monthly electricity use data from the SM and monthly billing data. It was observed that 
the data from the monthly utility bill was slightly different from the SM data. One of the 
possible reasons could be the different times when the electricity use data are recorded. 
Table B-1. Comparison between SM and actual monthly utility billing data. 















  Start date End date     
April 4/15/2015 5/13/2015 29 620.37 653.00 32.63 
May 5/14/2015 6/15/2015 33 898.06 774.00 -124.06 
June 6/16/2015 7/15/2015 30 1015.19 950.00 -65.19 
July 7/16/2015 8/13/2015 29 1315.00 1460.00 145.00 
August 8/14/2015 9/14/2015 32 1277.68 1241.00 -36.68 
September 9/15/2015 10/14/2015 30 841.49 892.00 50.51 
October 10/15/2015 11/12/2015 29 595.76 621.00 25.24 
November 11/13/2015 12/16/2015 34 1014.06 896.00 -118.06 
December 12/17/2015 1/13/2016 28 1269.18 1255.00 -14.18 
January 1/14/2016 2/11/2016 29 1530.87 1589.00 58.13 
February 2/12/2016 3/15/2016 33 880.37 878.00 -2.37 
March 3/16/2016 4/13/2016 29 670.07 731.00 60.93 
Total or 
Average 




Figure B-1. Comparison between electricity use data (SM data) and actual monthly 
























































































































































TPE AND INP FORMATS USED FOR THE DOE-2.1E MODEL 
 
Figure C-1 shows an example of the TPE format. This format includes the hourly 
information of one year’s dry-bulb temperature (°F), wet-bulb temperature (°F), dew-
point temperature (°F), wind speed (knot), wind direction (degree), global solar radiation 
(Btu/hr-ft2), direct normal solar radiation (Btu/hr-ft2), and station pressure (inHg). 
 
Figure C-1. Example of the .TPE format. 
 
Figure C-2 shows an example of the INP format. This format includes the 
general weather information of a selected location. 
 





CALIBRATION METHOD FOR TEMPERATURE DATA LOGGERS 
 
This Appendix D shows the method to calibrate the eight temperature data 
loggers. This appendix also describes the results of the calibration for the eight 
temperature data loggers. After the calibration, the eight temperature data loggers were 
installed in the case-study house to measure Indoor Air Temperatures (IATs) in each 
zone, which was described in Section 4.3. 
The ASTM Standard E77-14 was used to calibrate the temperature data loggers 
(ASTM, 2014). In this study, Fluke 52 II Thermometer (with Type-K thermocouple bead 
probe) and Vaisala HMI41 Meter (with HMP42 probe) were used instead of ASTM 
certified liquid-in-glass thermometers. Figure D-1 shows the procedure of the 
calibration. To begin with, Fluke 52 II Thermometer and Vaisala HMI41 Meter were 
calibrated using the ice point temperature environment with distilled water as shown in 
Figure D-2. 1.1 °F offset was used for the thermometer. Then, the eight temperature data 
loggers were calibrated using three different environments in a temperature chamber, as 
shown in Figure D-3. Using the average temperatures from the Fluke 52 II Thermometer 
and the Vaisala HMI41 Meter, the temperature of the three different environments were 
measured (see Figure D-4). Finally, the measured temperatures were compared with the 
temperatures of the eight temperature data loggers, respectively. Table D-1 shows the 
scales and the offsets from the comparisons. Figures D-5 and D-6 show the residual plots 
of pre-calibration and post-calibration using the scales and the offsets. 
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Figure D-4. Temperatures of three different environments. 
 
Table D-1. Scales and offsets. 
Data logger # Scale Offset 
1 0.0004 0.3279 
2 0.0048 -0.1888 
3 0.0063 0.1597 
4 0.0108 -0.3198 
5 0.0068 -0.2495 
6 0.0100 -0.0413 
7 0.0122 -0.4007 
























Data Logger #1 Data Logger #2 Data logger #3 Data Logger #4
Data Logger #5 Data Logger #6 Data Logger #7 Data Logger #8
Low temperatures used for calibtration
Normal temperatures used for calibtration
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DATA LOGGERS USED FOR THE CASE-STUDY HOUSE 
 
Table E-1 shows the specifications of the data loggers installed in the case-study 
house. 
Table E-1. Specifications of the sensors installed in the case-study house. 












Temp: ± 0.63°F from 
32° to 122°F 
RH: ±2.5% from 10% 
to 90% RH (typical), to 
a maximum of ±3.5% 
Temp: -4° to 158°F 











5 m (15.4 ft); 
UX90-006x: maximum 
12 m (39.4 ft) 
 
Detection Performance 
UX90-006: 102° (±51°) 
Horizontal; 92° (±46°) 
Vertical 
Occupancy sensor 
range: 20° to 60°C 
(-4° to 140°F); 15 








HADS INSTALLED FOR THE CASE-STUDY HOUSE 
 
Table F-1 shows the specifications of the HADs installed in the case-study house. 























It controls home's 
heating and 
cooling operation. 
It can be 
connected (range: 
45 ft) with several 
motion/ 
temperature 










movement in a 
certain area of 
home (up to 15 ft; 
120° horizontal; 
30° vertical) and 
measures indoor 
temperature  






THERMOSTAT INSTALLED FOR THE CASE-STUDY HOUSE 
 
Figure G-1 shows the previous thermostat and wiring (upper figure) and the new 




Figure G-1. Previous thermostat and wiring (upper) and new thermostat and wiring 
(lower) installed in the case-study house. 
 
