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This thesis proposes and investigates a protocol for real-time multicast applica-
tions called MSR (Multicast with Scalable Reliability). Two essential features 
in MSR are its traffic shaping and scalable retransmission schemes. To minimize 
packet loss and delay in the network, MSR spaces out the transmission of bursty 
data at the source. Reliability is enhanced with receivers using NACK messages 
to request for retransmission of lost packets. Many multimedia streaming proto-
cols currently used on the Web either uses a 100 % reliable protocol like TCP or 
an unreliable protocol like UDP. The former sacrifices the "real-timeness" and 
the latter sacrifices the quality of the presentation. A key feature of MSR is that 
the level of reliability can be scaled in accordance with the maximum tolerable 
end-to-end delay. Built within the standard RTP and RTCP，MSR makes opti-
mal use of measured parameters such as delay, round-trip delay, loss rate, etc. 
to scale the retransmission process. Unlike many previously proposed multicast 
protocols, NACKs in MSR are not triggered by out-of-sequence packets; rather, 
the source is assumed to stream out real-time packets in a periodic manner, 
and a NACK will be sent if the receiver does not receive an expected packet by 
certain time. Although it may appear at first glance that the sender's and re-
ceivers' clocks must therefore be synchronized, we prove that our MSR time-out 
viii 
mechanism would work even if the clocks were not synchronized, a situation not 
uncommon in the Internet. The use of MSR gateways, a kind of proxy servers, 
to partition a general tree network topology into many star topologies is inves-
tigated in detail in this thesis. With the introduction of an elastic delay at the 
secondary gateway, we find that the performance of MSR can be improved quite 
significantly, making it possible to build a large scalable multicast network. 
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IP multicast is a scheme for a sender to transmit information to a group of 
receivers in the Internet. A multicast group ID is encoded into the packet header 
for addressing purposes. A sender only sends out one copy of a multicast packet. 
Multicast routers in the network replicate the packet and route the packets to 
other participants of the multicast group. The distribution of data to individual 
receivers is transparent to the sender. 
IP multicast is based on UDP (User Datagram Protocol) [11] and is inher-
ently unreliable because there is no attempt to retransmit lost packets. One 
could use a TCP-like (Transmission Control Protocol) [13] protocol which aims 
for 100% reliability by retransmitting the data until a correct copy is received. 
However, this poses a problem for real-time applications — the majority of multi-
cast applications are expected to be of real-time nature - because reliable data, 
if arriving late at the receiver, are not useful either. This is the case, for in-
stance, for teleconferencing: late arriving data are not be presented and they 
may as well be not retransmitted. The bandwidth used to retransmitted these 
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Chapter 1 Introduction 
packets could have been better to speed up the transmission of the subsequent 
packets. An interesting issue is how to design a protocol on top of the original IP 
multicast to achieve scalable reliability for real-time applications. In particular, 
we propose a new retransmission scheme using timeout estimation for streaming 
data transmission. 
1.1 Research Objectives 
The research objectives of this investigation are: 
1. Design a real-time multicast protocol with scalable reliability 
2. Implement the design of the protocol and attempt to make optimal use of 
measured parameters to scale the retransmission process. 
3. Attempt to provide reliability without the sacrifice of "real-timeness". 
1.2 Organization of the Thesis 
This report proposes and investigates one such multicast protocol, called the 
MSR (Multicast with Scalable Reliability). Chapter 2 goes over the background 
on previous work and gives an overview of MSR. Chapter 3 describes how MSR 
shapes the traffic at the source before it is injected into the network. Chapter 4 
discusses how scalable reliability can be achieved with a NACK scheme. Also 
proved in this chapter is an important result that the MSR time-out mechanism 
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would work even ifthe clocks ofthe sender and receivers were not synchronized, a 
major design considerations in MSR. Chapter 5 describes the mechanism used for 
prevention ofNACK implosion. Chapter 6 concerns performance study of several 
architectural alternatives for MSR. Chapter 7 summarizes the main results and 




2.1 Reliable Multicasting 
Unlike reliable unicast, where TCP is used to support reliable delivery needs 
of a wide range of applications, different multicast applications have widely 
different requirements for reliability. Some applications require totally ordered 
delivery while some applications have stringent delay requirements. In addition, 
reliable multicast applications also have to handle the control traffic (e.g., ACKs, 
NACKs) induced by the retransmission mechanisms. 
There are four major approaches to providing reliable multicast communi-
cation. They are called sender-initiated, receiver-initiated, tree-based and ring-
based. In the sender-initiated approach, when a receiver receives a multicast 
packet, it sends a unicast positive acknowledgments (ACKs) to the sender. In 
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contrast, in the receiver-initiated approach, a receiver sends a negative acknowl-
edgment (NACK) only if it detects a packet loss. 
Tree-based protocol divides the whole multicast tree into groups. The respon-
sibility of retransmission responsibility and traffic control is distributed over a 
acknowledgment tree structure. Ring-based protocol is a protocol for an atomic 
and totally ordered transmissions. In this protocol, there is one token site re-
sponsible for packet acknowledgements. If the sender does not receive an ACK 
from the token site within a timeout period, it will retransmit the packet which 
is not acknowledged. 
2.2 Related Work 
To date, several reliable multicast protocols have been proposed. We would 
like to focus on the different goals of reliability in the various architectures. 
We will briefly describe three schemes: 1) Reliable Multicast Transport Proto-
col (RMTP), 2) Reliable Multicast Protocol (RMP), and 3) Reliable Adaptive 
Multicast Protocol (RAMP). 
2.2.1 RMTP 
Reliable Multicast Transport Protocol (RMTP), which is a tree-based protocol, 
proposed by J. C. Lin and S. Paul [1] guarantees 100% reliability in multicast 
transmission. The receivers transmit their status periodically and a selective 
repeat retransmission mechanism is used. A missing packet will be retransmitted 
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until all receivers receive a correct copy and there is no bound of end-to-end . 
delay. 
RMTP achieves reliability via an n-level hierarchy of regions. Each region 
elects a designated receiver (DR), which is also a member of the next higher 
region in the hierarchy. The DR receives incoming acknowledgements and per-
forms retransmissions as needed. 
If the DR has a copy of a missing packet, it sends repairs to the local region. 
Repair messages are either unicast or multicast depending on a threshold. If 
more than a certain number of receivers in a local region needs the same repair, 
it makes more sense to multicast the repair than to send a number of unicast 
repairs. 
As the repairs are completed at each level of the hierarchy, it is always possi-
ble that a given region's DR will not have a local copy of a packet, and thus will 
not be able to complete a repair locally. In such a case, the DR summarizes this 
window's received and missing packets for its region into the next higher layer of 
the hierarchy. However, the election of DRs under heterogeneous environment 
does not adapt well to membership changes. Furthermore, it is not suitable for 
real-time applications. 
2.2.2 RMP 
Reliable Multicast Protocol (RMP), a ring-based protocol, proposed by T. Mont-
gomery [2] provides totally ordered, reliable multicast services on top of unre-
liable multicast services. It is based on a set of Reliable Broadcast Protocols 
proposed by J. M. Chang and N. F. Maxemchuk [3], referred as Token Ring 
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Protocol (TRP). 
RMP senders can provide different delivery modes: 1) unreliable, 2) reliable, 
3) reliable and ordered and 4) reliable and totally ordered. For the reliable 
modes, a TCP-like flow control mechanisms is used. 
The design of RMP is based on negative acknowledgments (NACKs). Re-
ceivers send NACKs to the token site for lost packets. The token site sent 
ACKs back to the source for positive acknowledgment as token passing mecha-
nism. Therefore, It uses a rotating token scheme to ensure reliability, ordering, 
and stability. In this scheme, a token is passed between groups of receivers. 
Furthermore, it uses the repair/request policies of the scalable reliable multicast 
(SRM) framework. 
RMP provides either unreliable or 100% reliable services. Reliability, in this 
case, is not adjustable. In addition, the protocol does not allow receivers to 
transmit packets when the token site has not multicast its ACK. It becomes the 
bottleneck when losses occur. 
2.2.3 RAMP 
RAMP has been developed by TASC, a division of Primark. Unlike most other 
reliable multicast protocols, RAMP is fully reliable and RAMP is unique in that 
it is both sender and receiver reliable. This capability should be well suited to 
applications involving collaboration. 
RAMP guarantees reliable and orderly delivery using immediate, receiver-
initiated, NACK-based scheme. Unicast or multicast for NACKs and retrans-
mission depends on receiver losses in order to reduce overhead associated with 
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reading and discarding redundant packets. In terms of the IP protocol stack, 
RAMP is just another transport protocol over IP, alongside TCP and UDP. 
In RAMP, sender must know the unicast addresses of all the receivers. Fur-
thermore, RAMP has to maintains receiver state, that amount of state would 
overload the sender and would become a bottleneck over large groups. 
2.3 Multicast with Scalable Reliability (MSR) 
Most of the previously proposed protocols aim at providing complete reliability 
at the expense of delay. They are not suitable for real-time applications. For 
real-time applications, such as video multicasting, one could employ an elastic 
buffer at the receiver and buffer a certain amount of data before starting to 
render them. So long as lost data is not needed for presentation yet, the receiver 
can request its retransmission. There is a delay between the instant at which 
the data is generated at the sender and the instant at which the data is used. 
In general, one would impose a maximum tolerable delay. Data arriving after 
this delay threshold will simply be treated as being lost and will not be used at 
the receiver. The goal of our investigation is to devise a retransmission scheme 
that allows us to strike the right balance between reliability and delay. 
MSR is built within the framework of the real-time transport protocol (RTP) 
5] and RTP control protocol (RTCP). RTP provides a framework for the ma-
nipulation of data with real-time characteristics and it adopts the principle of 
application level framing (ALF) proposed by Clark and Tennenhouse. RTCP 
provides information on the quality of data distribution such as the data loss 
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rate, delay jitter, etc. MSR employs traffic shaping at the sender to reduce 
the burstiness of traffic to minimize the loss probability of a packet during any 
single transmission. In addition, in case the packet is still lost, a retransmis-
sion scheme is effected so that real-time multicast applications can run reliably. 
Traffic shaping also allows a smaller variance of delay to be achieved, and this in 
turn allows more precise estimation of the delay between the sender and receiver 
which will be used to time the retransmission process, as shall be seen later. 
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Traffic Shaping in MSR 
Data chunks  ^^^^ Data chunks are ^^ ^ ^ ^ ^ 
^MUMi ——• fragmentedinto ——• _ _ _ ^ 
packet units | 1 
II 置 _ J _ L 謹_一_ R^ , 
average arrival 4— T^ ~^ < T^ ~=~• 
rate = p 
Figure 3.1: A simple single queue system with fragmentation 
In multicast transmission, if a sender pumps out packets at an excessive rate, 
there is a high probability that the routers or receivers will not be able to handle 
all the packets and some of them will be dropped. The situation will be much 
worse in the WAN environment. A way to reduce the packet-loss probability is 
to shape the traffic at the source before it is injected into the network. MSR uses 
a simple traffic-shaping policy which spaces out the transmission of successive 
data fragments. 
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3.1 Single Queue System 
Conceptually, MSR makes use of a single queue system as shown in figure 3.1. 
The source generates data in large chunks. These data chunks are first frag-
mented into smaller packet units suitable for transmission before being put into 
the queue. The packet units in the queue are removed and transmitted (more 
precisely, the packet units are forwarded to the lower-layer protocol stack) ac-
cording to a predetermined rate. 
Each data chunk contains T^ seconds worth of multimedia data. A data 
chunk can be rather large and if it is sent into the network immediately, there 
will be a sudden burst of data in the network. This may result in data loss 
within the network or at the receiver (if the network is fast but the receiver 
cannot handle the burst of data). Within the network, when a data chunk 
(more precisely IP packets corresponding to the data chunk) needs to cross a 
slow-speed WAN, congestion will occur in a gateway if the data arrives faster 
than that can be processed by the gateway. If Resource ReSerVation Protocol 
(RSVP) [19] is used in routers, data in excess of a certain limit within a time 
window will cause some form of back pressure which might take the form of real 
or virtual billing that may eventually cause packet loss. If this time window 
is much smaller than Td (which could very well be the case), there would be 
insufficient time to average out the data in the computation of the allowed rate. 
11 
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3.2 Scaling factor a 
In our scheme, to smooth out the traffic at the source, the packet units are 
transmitted with time intervals between them. Scaling factor a is a variable to 
adjust such interval. There is a tradeoff to be considered when setting this time 
interval, as explained below. 
<——T——• 
" ^ r ^ ‘ • • \jr\ ^ 
X _ ^ ^ ^ ^ " " ^ ^ x 
I 1 I I 2 I • • • I N I ^ 
F E • _ • E 
^1 ^2 ^N 
E,_. the expected arrival time of / th packet unit 
Figure 3.2: Packet is regarded as lost for late arrival 
Suppose that a data chunk is fragmented into N packet units. The time 
interval between sending two consecutive packets can be set to R = Td/N. This 
is the largest possible R if the average data departure rate of the queue is to keep 
up with the average data arrival rate. At the receiver, the data chunk cannot be 
re-constructed until all the corresponding packet units have arrived. The larger 
the value of R, the longer it will take before the last packet unit in the data 
chunk is received at the receiver. This leaves less time for retransmission in case 
the data suffers a long delay or is dropped in the network. 
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where 0 < a < i and a is a scaling factor which will be adjust according to 
the receivers' QoS. For example, a will be increased when receivers observes a 
significant loss rate. Note that when a is equal to zero, the situation is the same 
as a data chunk entering the network within a short period. 
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Figure 3.3: Comparison of network traffic 
Figure 3.3 shows the traffic generated using a simple queue system with a 
二 0 and a — 0.6. Although both have the same average data rate, the one 
using a 二 0 has a larger burst with the instantaneous data rate of about 3000 
packets/sec during the burst. The one using a 二 0.6 has an instantaneous data 
rate of 500 packets/sec. 
In real situation, problem arises when the packet rate is too high. Consider 
figure 3.4，if the average rate is about 100 packets/sec, then the "period" of 
sending packet, Tp, will be 10 ms. Some operating systems, such as Windows 
NT, can only support time resolution up to 20 ms. In this case, our protocol 
could not send packets spaced apart by exactly 10 ms; what is achieved is an 
13 
Chapter 3 Traffic Shaping in MSR 
average rate of one packet per 10 ms. Instead of sending 100 packets within 1 
sec. and 100 packets within another 1 sec. (All packets may be sent within 100 
ms. Similar to the case of a 二 0), we sends 2 packets within 20 ms and two 
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Retransmission Scheme in MSR 
This chapter presents the algorithms used in MSR for packet loss detection and 
retransmission. With reference to figure 4.1, a simple multicast network consists 
of the sender, the receivers and the routers. Let us first briefly describe the role 
of each component. 
Sender 
The sending of data at the sender is done in a periodic manner according to the 
traffic-shaping method as described in the preceding chapter. The sender stores 
data created by the source application in a send window and then sends them 
to a group of receivers. The sender also collects the receiver reports through the 
RTCP mechanism and re-calculates the transmission parameters (e.g., trans-
mission rate, scaling factor a) accordingly. For instance, the scaling factor is 
increased when the loss rate is high. 
Multicast Router 
The multicast router operates at the IP layer. It processes the IGMP (Internet 
15 
t 
Chapter 4 Retransmission Scheme in MSR 
Group Management Protocol) request and manages the multicast group mem-
bers. In particular, it replicates and directs packets to the participating members 
in a multicast group. 
Receiver 
The receiver feedbacks reception-quality information (in the form of recovery 
latency and data loss) to the sender using RTCP receiver reports. When packet 
loss is detected, a NACK control packet will be sent to the server to request 
for retransmission. We use NACK rather than ACK because NACK costs much 
less than ACK does in multicast communication [4 . 
Unlike TCP and other application-layer multicast protocol [2], MSR will 
not provide 100% reliability. For real-time multicast, a data unit created at the 
source, say Q , is stored in a send window for a period, Ts. After Ts, the unit Ci 
will be removed from the send window. Receivers sending NACKs for Ci after 
Ts will not get data. This, however, should not occur if T^  is set to be larger 
than the maximum tolerable delay among all receivers plus some safety margin. 
MSR requires statistical information such as round trip time (RTT) and loss 
rate for parameter adjustment. We assume that there is a separate mechanism 
that provides this information. In our work, we implement MSR within the 
framework of RTP and RTCP which provides end-to-end network transport 
functions and feedback on the quality of data distribution required for the control 
of transmission rate. Each receiver or sender has a globally unique identifier, 
SSRC as defined in RTCP. 
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4.1 Packet Loss Detection and Requests for Re-
transmission at the Receivers 
2 ' i_fe ./:z^^^..,,_ 
© Sender t _ > ^ , ^ � � � : �. 、 [ 
^ ^ ^ ” • - \ ‘ . 
™ (^) (R) M 
Mult icast Router ^ V _ y ^ ^ ^ ^ ^ j ^ M ^ ^ ^ 
C ^ Rece iver i J C ^ ( R ) 
V>__•y 乂 丽 ― 、 V___y V____乂 .,..|Z' \ � i � i 
——• Data - • • • > 
^ ^ ; . ^ loss detected, 
• N A C K 丨 二 二 ’ ( ^ ) ( R ) noNACKsent 
NACKsert V _ y W asNACKreceived 
Figure 4.1: NACK flow in system without MSR gateway 
In MSR, a receiver detects a loss when a timer expires or the sequence numbers 
of two successive received packets are not continuous. The calculation of the 
time-out value will be described later. In the simplest scheme, all receivers 
operate alike in sending NACKs. All receivers send out a NACK immediately 
after they have detected a loss, resulting in a flood of duplicated NACKs. 
Representative Receiver 
To tackle the NACK implosion problem, a representative receiver can be elected 
to take responsibility for sending the first NACK. Each multicast group has a 
representative receiver, which multicasts a NACK to the multicast group (in-
cluding the sender) immediately after it detects a loss. Other receivers wait for 
an additional amount of time after packet-loss detection before sending out a 
NACK. Meanwhile, if these receivers "hear" the NACK from the representative 
receiver, they will refrain from sending out their own NACKs. Not hearing the 
representative NACK implies that most likely the representative has received 
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the packet and only the associated receiver has lost the packet. 
MSR Gateway 
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Figure 4.2: NACK flow in system with MSR gateway 
Yet another scheme to tackle the NACK implosion problem in a large tree topol-
ogy is to make use of the so-called MSR gateways. With reference to figure 4.1， 
An MSR gateway is a computer operating outside the IP layer. It can be re-
garded as both a sender and a receiver. It receives multicast packets from one 
multicast group and then forwards them to another group one more hop away 
from original sender. To the former group, it is just one of the many receivers 
and to the latter group, it is the sender. In its capacity as the sender, it handles 
retransmission requests within the latter multicast group. In its capacity as the 
receiver, it can act as the representative. The performance all the above three 
schemes will be studied in Chapter 6. 
In MSR, the NACKs to a packet are organized into cycles or rounds. NACKs 
of round one are requests for retransmission in response to the missing of the first 
transmission of a packet; NACKs of round two are in response to the missing of 
the second transmission of a packet, and so one. After a receiver issues a NACK 
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,the next time-out value for the replacement packet is set to RTT + [3DEV + r 
where RTT is the estimated average round trip time, DEV is the measured 
deviation of RTT and [3 is a constant factor. If the replacement packet is 
received before the timer expires, the retransmission process terminates. If not, 
we go to the next round of retransmission requests, assuming that either the 
first-round NACK or the retransmitted packet of the first round has been lost. 
In our scheme, all NACKs are labeled with a "round" number. Again, there 
are two possible situations. Before a second-round NACK is initiated by a 
receiver, either it has already heard a second-round NACK from another receiver 
(e.g., the representative) or it has not. If it has, as before, it does not send its 
own NACK, assuming a retransmission will be triggered by the NACK it has 
received; it resets the timer and the time-out value at the moment it receives 
the NACK. If it has not, the receiver will send its own second-round NACK 
and reset the time-out value. The request process repeats itself, going through 
multiple rounds, until either the packet has been received or the presentation 
time of the packet has been reached (i.e., the packet is no more useful). 
4.2 Retransmission at the Sender 
When there is a packet loss at a receiver, it is likely that other receivers expe-
rience the same loss. This is the case, for example, when a packet is lost at a 
multicast router. Therefore, the sender may receive duplicated NACKs. 
In MSR, a sender multicasts the replacement packet immediately when it 
receives the first NACK. This reduces the retransmission delay and increases the 
possible number of retransmissions to a receiver before presentation time. We 
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introduce two mechanisms to reduce the likelihood of duplicated retransmission 
to the receivers. The first mechanism is related to the organization of NACKs 
into different rounds, as described earlier. If the sender receives a NACK with 
a round number equal to or smaller than the round number of the NACK to 
which it has last responded by the retransmission of the packet, it will ignore 
the NACK. This is to take into consideration the possibility of more than one 
receivers sending NACKs in the same round. If the NACK has a round number 
larger than the round number of the previous NACK to which the sender has 
responded, then the second mechanism kicks in, as described below. 
There are two possibilities. We need to define the notation before describing 
the two cases: 
Ti: Time at which the sender last sent a copy of the packet. 
T: Time at which the sender receives the current NACK. 
RTTj: Expected round trip time between the sender and the receiver j. 
TIMER: Difference between T and J\ {T - Ti) 
Case 1: NACK received when TIMER < RTTj 
Consider figure 4.3. The sender sent a copy of the packet to the network at time 
Ti and a NACK is received from jth receiver at time T. If TIMER is smaller 
than RTTj, most likely the receiver when issueing the NACK has not taken into 
account the replacement packet sent at time Ti. That is, the receiver is likely 
to have sent out the NACK without the knowledge of the transmission of the 
last packet copy. Therefore, the NACK should be ignored to avoid duplicating 
packets. 
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Figure 4.3: NACK received when TIMER < RTTj 
Case 2: NACK received when TIMER > RTT) 
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Figure 4.4: NACK received when TIMER > RTTj 
Consider figure 4.4. TIMER is larger than RTTj. This implies that the 
replacement packet is likely to be lost. If the replacement packet had arrived at 
the receiver, the receiver would not have sent a NACK and there would be no 
NACK at T. Therefore, the replacement packet sent at time T\ was most likely 
lost. The sender should send another replacement packet and reset the timer. 
To provide for retransmission, the sender stores a copy of the packet until it 
is not needed for retransmission anymore. The sender therefore needs to have 
some idea of the presentation time of the data to determine how long the data 
copy should be kept. Since the cost of memory is not an issue with the present 
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technology, the sender should keep the copy for a long time (e.g., 30 seconds) for 
safety sake to take into considerations the presentation delays at all receivers. 
The transmit-display window size refers to the difference between the in-
stant at which a data is presented at the receiver and the instant at which it 
is transmitted at the sender. This window size affects the possible number of 
retransmissions. 
4.3 Dynamic Adjustment of Retransmission Time-
out Value 
In TCP, the sender sends out a packet and if an ACK is not received within a 
certain time-out period, the packet will be retransmitted. The time-out period 
is computed dynamically based on the sum of an estimate of the RTT plus a 
safety margin, which is a constant times an estimate of the deviation of the 
RTT. 
In MSR, the sender counts on the NACK from the receiver to effect the 
retransmission of a packet. Therefore, the time-out mechanism is implemented 
at the receiver and it is the responsibility of the receiver to adjust the time-out 
period according to the network traffic condition. As far as the first transmission 
of a packet is concerned, the receiver can set the time-out instant to be the time 
at which the sender sends out the packet plus an estimate of the single-trip 
delay from the sender to the receiver plus a safety margin. Asynchronism of the 
clocks at the sender and the receiver may potentially be problematic. That is, 
the clocks at the sender and receivers may be running at slightly different rates 
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and there may be an offset between them. The receiver using its own clock as a 
reference may expect the sender to send out packet i at time T^  where in fact the 
actual transmission time is J]. The difference between f i and T] may become 
larger and larger as time goes on. We shall show in this chapter that as far as 
setting the time-out instant is concerned, our proposed approach would not give 
rise to any problem even if the two clocks were not synchronized. 
Suppose that the server sends out packets in a continuous fashion at the 
rate of one packet every R seconds. With reference to the discussion on traffic 
shaping in Chapter 3，the traffic-shaping parameter a is set to one. Let us say 
the receiver initially sets its clock to 0 to correspond to the instant at which it 
thinks the server sends out packet 0, the very first packet. With respect to the 
receiver's clock, the receiver therefore thinks the server sends out packet i at 
time 
T, - iR; i>0 (4.1) 
Because of clock asynchronism, the actual transmission time of packet i with 
respect to the receiver's clock is 
Ti 二 i{R - 5) + c; i > 0 (4.2) 
where c is the initial offset between the two clocks and 5 is the receiver's clock 
rate minus the sender's clock rate. There is no known method to synchronize 
the two clocks (i.e., derive 6 and c) between the sender and receiver if the delay 
between the sender and the receiver is random and time varying [14]. Such is 
the case for the Internet. 
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Let Ai be the arrival time of packet i to the receiver. Then, 
A^ = Ti + d^ = i{R-6)^c^di] i > 0 (4.3) 
where di is the delay from the sender to the receiver. 
In order to compute the time-out instant for packet (z + l), the receiver needs 
to estimate its arrival time. Let i^+i be the estimate. To compute A^+i, we 
first need to estimate the single-trip delay time from the sender to the receiver. 
A smoothing equation similar to that used in the estimation of the round-trip 
delay time in TCP can be used. Let Si be the smoothed single-trip delay time 
based on the perceived delay of packet i, d^. It is given by 
Si = AsS—i + (1 一 A,)Ji; for i > 1 
^0 二 d, (4.4) 
where 
J, 二 Az — f^ = Ai — iR 二 c + d^ — i6; i > 0 (4.5) 
and As is a constant value between 0 and 1. Solving the linear difference equation 
governing Si, we have 
5, = c - U — j^ X：) S + X:do + (1 — Xs) E Ar"‘； ^ > 1 (4-6) 
\ n=l ) n = l 
The receiver can estimate the arrival time of packet (i + 1) by adding S{ to 
the instant at which the receiver thinks the sender sends out packet {i + 1): 
i ^ i 二 f,+i + Si = {i + l)R + 5, (4.7) 
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The error of the estimation is given by 
6i+i = Ai^i — Ai^i 
=Si + {i + l)S - c - di+i 
i i 
= E A?5 + Kdo + (1 — K) E K1n 一 di+i 
n=0 n=l 
(4.8) 
The first term of (4.8) is due to clock asynchronism, and the other terms are 
due to delay and are presented regardless of whether there is clock asynchronism 
or not. If the delay di is constant for all i, then these other terms sum to zero. 
The absolute value of the first term is smaller than but approaches 5/(1 - A )^ 
as i ~> oo. Note that the clock offset c does not come into play at all, and in 
particular the term does not diverge to infinity even though the clock difference 
between the sender and the receiver grows indefinitely for nonzero 6. Recall 
that 6 is the clock drift during the time interval between the sending of two 
successive packets and should therefore be very small. For instance, if the time 
that elapses between the sending of two successive packets is in the millisecond 
regime, and the clock frequency is accurate up to 1 part in 10^  (a very modest 
assumption given the present technology), 5 is in the microsecond range. As 
for Xs, it is typically set to be in the regime of about 0.1 in practice. We can 
therefore conclude that clock asynchronism will not be a significant factor in our 
estimation of the arrival time of a packet. 
A 
In MSR, the time-out instant for packet {i + 1) is set to be Ai^i plus a 
safety margin. The safety margin should be related to e“e“i,ei_2，... since 
they indicate the likely deviation of the actual arrival time of packet {i + 1) 
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from its estimate. We can use a smoothed value of |ei|, 1¾, to set the time-out 
instant. Specifically, 
A = AeA-i + (l-Ae)|e,| (4.9) 
for some constant Ag value between 0 and 1. The time out instant for packet 
{i + 1) is 
TO,+i = i i+i + /3D, + r (4.10) 
for some constant j3 > 1. 
In the above derivation, we have assumed that all packets are received. In 
reality, packets can be dropped. As in TCP [13], only the statistics of the 
received packets should be taken into account when updating the values of Si 
and Di. Specifically, the following set of equations are used to set the various 
parameters: 
Sfiew = XgSoi(ji + (1 一 Xs)dnew 
DfiQyj = X^Dold + (1 — ^e) ^new — ^new 
A 
^i — iR + ^new 
TCU = Ai 4- pDnen^ + r (4.11) 
where the index new refers to parameters based on the last received packet and 
the index old refers to parameters based on the second last received packet. 
In the above, we have assumed that packets are evenly spaced out and sent 
out regularly by the sender. With respect to the traffic shaping in Chapter 3, 
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Figure 4.5: Transmission and arrival curves 
OL = 1. For a < 1, the qualitative result that the error in the estimation of the 
arrival time will not diverge is still valid, even if the receiver assumes that sender 
is sending out packets regularly. At most, there is an additional but bounded 
error introduced in the estimation. Alternatively, for more accurate estimation, 
the sender can inform the receivers of the chosen a so that the receivers can 
adjust their estimation accordingly. 
The above discussion concerns the time-out mechanism for the first trans-
mission of a packet. If the packet is lost in the network and time-out occurs, 
a NACK will be issued and there will be a retransmission. The retransmitted 
packets themselves may get lost again. For retransmissions, the time-out instant 
should be based on the round-trip delay (RTT) rather than the single-trip delay 
because it is initiated by the receiver. That is, when the receiver sends a NACK, 
it should set a time-out period equals to the estimate of the RTT plus a safety 
margin. Specifically, 
27 
Chapter 4 Retransmission Scheme in MSR 
TO = time at which NACK is issued + RTT + pDEV + r (4.12) 
RTT is the smoothed round-trip-time estimate, DEV is the smoothed devi-
ation estimate of RTT, and r is a safety margin. In MSR, the round-trip-time 
is obtained from the RTCP mechanism which uses a separate channel to mea-
sure its value using probe packets. MSR periodically checks the round-trip-time 
value and obtained a smoothed average using the equation: 
RTTi = XRTTRTT,_i + (1 — XRTr)rtU (4.13) 
where rtU is the latest round-trip-time value obtained from the RTCP. The 
RTT deviation, DEV, is obtained by the equation 
DEVi = XoEvDEVi-i + (1 - XDEv)\rtU - i^TT^-i| (4.14) 
Clock asynchronism between the sender and receiver is not an issued be-
cause, unlike the single-trip delay time, RTT is an entity that can be measured 
quite precisely using only the receiver's clock. It should also be noted that the 
statistics of retransmitted packets should not be used in the update equations 
(4.9) for the first transmissions of packets [15 . 
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4.4 Scaling Reliability using Transmit-Display 
Window 
In this section, we present a rough performance analysis as to how to scale the 
reliability of packet transmission. Recall that the transmit-display window is the 
time difference between the instant a packet is first transmitted at the source and 
the time at which the packet must be displayed at the receiver. At issue is the 
tradeoff between the transmit-display window and the reliability desired, and 
how these two parameters are related to the single-trip delay and the round-trip 
delay. 
In general, the larger the transmit-display window, the more reliable is the 
system because more retransmissions are possible. However, we should not set 
too large a value for the transmit-display window because there will then be a 
large delay experienced by the user who is viewing the information, reducing 
the "real-timeness" of the presentation. 
Consider a particular receiver. Let us assume the loss probability for any 
single transmission of a packet is p. For simplicity, further assume that NACK 
messages are never lost. The number of transmissions i needed before a packet 
is received at the receiver has a distribution given by 
P,=p'-\l-p) (4.15) 
We can look at Pioss{k), the loss probability given that a maximum of k 
transmission attempts are allowed: 
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k 
Pioss(k) = l _ ^ (4.16) 
i=i 
The value of Pioss{k) as a function of k is plotted in figure 4.6, in which the 
loss probability of a single transmission of a packet has been set to 0.05, 0.2, and 
0.5. We see that its value drops sharply as k increases from 1 to 6 and beyond 
that it does not decrease very fast. This means that we should configure the 
system to allow at least four to six retransmissions. 
Given a desired k, we can then approximate the desired T. Specifically, ifthe 
expected first-transmission delay is FT and the expected retransmission delay 
is RT, then 
T ^ FT + {k - l)RT + some safety margin (4.17) 
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Figure 4.6: Loss probability vs. number of retransmission allowed 
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Figure 5.1: Single NACK representative 
In this chapter, we discuss how to elect a representative receiver and determine 
the value of r that will be added to the previously calculated time-out value 
discussed in Section 4.3 to avoid NACK implosion. Figure 5.1 shows how the 
NACK retransmission scheme works. If receivers R1 and R2 both lose a packet, 
each of them may send a NACK. However, duplicate NACK can be avoided if 
R2 receives (detects) the NACK from R1 before it has sent a NACK of its, or 
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vice versa. 
5.1 Electing a Representative Receiver 
In MSR, receivers do not know the existing network topology. Before a receiver 
receives a NACK from other receivers, it elects itself as the representative. If 
there is a packet loss in a subtree, receivers under the subtree will send NACKs 
immediately after timeout. However, after the first NACK implosion, a new 
representative will be elected according to the information of the RTT field in 
the NACKs. The receiver that has the smallest RTT, RTTr, will be elected 
as the representative receiver. If there is another packet loss in future, the 
representative receiver will send NACK immediately after timeout while the 
other receivers will wait for extra RTTr time before sending a NACK. This extra 
time-out value will be explained in the next section. If two or more receivers have 
the smallest RTT, the receiver that has the 'smaller’ source identifier (SSRC) 
will be chosen as the representative. 
The representative may be changed dynamically. When a receiver leaves the 
multicast group, it will send a RTCP BYE packet. Ifthe receiver is the represen-
tative, a new representative is needed to be elected. Furthermore, if successive 
NACKs are not sent by the representative receiver, a new representative receiver 
will be elected. 
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5.2 Determining r 
Consider two receivers R1 and R2, as shown in figure 5.1, with round trip delays 
RTTi and RTT2 and timeouts TOi and TO2 respectively. Assuming a packet 
is sent at time T, the single trip delays from the sender to R1 and R2 are b and 
d respectively. We have 
TOi = T + |3Di + b + Ti 
TO2 二 T + PD2 + d + T2 
where Di and D2 are the smoothed estimation error of R1 and R2 respectively. 
We assume that the expected arrival times are equal to T + b and T + d exactly. 
Assuming R1 is the representative, when R1 detects a loss at time TOi, it 
sends a NACK for retransmission request and the NACK will be received by R2 
at time T^ACK 
TNACK < TOi + a + d 
where a is the single trip delay from R1 to the sender, have assumed that the 
time for the NACK to reach R2 from R1 is smaller than the delay from R1 to 
the sender plus the delay from the sender to R2. 
In order to avoid duplicated NACK, we must have 
TO2 > T^ACK 
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which is guaranteed by having 
TO2 > TOi + a + d 
which reduces to 
r2-r1 > RTTi - p{D2 - Di) 
As R1 is the representative, we assume r^ 二 0, and it is most likely that 
D2 > Di as RTT2 is larger than RTT\. With this assumption, it is sufficient to 
have 
T2 > RTTi 
In summary, our goal is to set the value of r for receivers such that any single 
loss on a link only results in a single NACK. Furthermore, we could set r 二 0 
for the representative receiver to reduce delays in the case of loss. In addition, 
the r value of other receiver will be set to RTTr where RTTr is the round trip 
delay of the representative receiver. 
5.3 Determining /3 
Consider equation 4.10，f3 plays the role of a safety margin in the timeout esti-
mation. Choosing a value for [3 can be difficult. On one hand, for fast response 
to packet loss, the timeout value should be close to the current round trip time. 
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Therefore, a small value of P improves recovery latency. On the other hand, if 
j3 is small, MSR can be overly eager, any delay jitter may cause an unnecessary 
retransmission, which wastes network bandwidth. A large value of P adapts to 
a wide range of variation in delay; but at the expense of slow detection of packet 
loss. 
Let us consider a simple analysis, suppose the single trip time is gaussian 
distributed with mean /x and variance a .^ If x is the current single trip time 
suffered by the ith packet. Pr{x > fJ^ +PcTabs} is the probability of packet arriving 
after timeout has occurred. We would like to make it a small value. 
Pr{x > fjL + f^aabs} 二 Pr{ith. Packet arrives after timeout} 
= ^ 厂 e - ( H ) " 2 d ^ 
V27T Jn+p(Tabs 
= 1 - H ^ P ) (5.1) 
where 
a - = 4 ^ f | : r - / ^ | e - ( " ) 2 / - 2 ^ 
V ^7T J-oo 
= 务 
$(x) = ^�e-y，dy 
v27T J 00 
From equation 5.1, it is recommended setting f3 = 2. Although the analysis is 
much simplified, as the variance varies with the network traffic [20], it shows that 
setting f3 二 4 does not provide better performance and it wait an unnecessarily 
long time when aabs is large. 
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Now, let us consider figure 5.1, which shows that we need to find another 
value of p for non-representative. From Section 5.2, a condition for single NACK 
mechanism is 
|5{D2 - Di) > 0 (5.2) 
However, if both R1 and R2 have same RTT, by symmetry, there is proba-
bility 0.5 such that R2 will timeout before it have received the NACK from R1, 
given that the packet is lost. Now, suppose we use /¾ for representative and /¾ 
for non-representative. If there is a packet loss, single NACK mechanism occurs 
only when f^ D^^  > PiD” assuming the round trip time is gaussian distributed 
with mean /i and variance a^; therefore, the suggested minimum timeout value 
at R1 is |JL + PiCTabs and at R2 fi + /3^ aabs- And we denote the current timeout 
value at R1 by x and at R2 by y. single NACK mechanism holds when x is 
smaller than y. Let us consider the following equation. 
P = Pr{R2 will not send NACK} 
= fGfiia- FMfy{y)dy 
—Pr{x > fj. + PiCTabs)Pr{y > fi + A2C^a6s} 
where F^ and f^ is the distribution function and densities function of x respec-
tively. From equation 5.1, we have 
c = Pr{x > /i + Piaabs)Pr{y > M + P2crabs} 
= ( l - ^ l ) ) ( l - ^ 2 ) ) 
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F,{y) = r _ ^ ^ 已 如 爹 、 工 
J"+^ 0"abs y27Taabs 
=Hy) - ^ (y^ A) 
Given x < y, x > |^ + fhcr- and y > M + ftcr^fes, F^^iv) 二 0 when y < x, we have 
1 roo l~2 
P 二 - My)-Hx -P2)]fy{y)dy c Jfi+P2aabs V 7T 
1 roo / 2 厂 ⑷ 
=—{/ Hy)fy{y)dy-Hx -f^2) / ^ fy{y)dy} 
C JfM+p2aabs V 7T J^j^+fh<Jabs 
= - { ^ 1 — ^ \ \ F - h ) ) — � i ^ f m — ¢ ( ^ ¾ ) ) } 
C 1 V 7T V 7T V 7T 
= l - ^ ( ^ f 2 ) 融 (5.3) 
2(1 - $(y|A)) 
When |3i 二 �2，Pr{x < y} = 0.5 as described before. In order to provide sin-
gle NACK mechanism, we have to reduce the value of Pr{x < y}, the equation 




Performance Study of MSR 
We are interested in the performance of MSR in different topologies. We use 
simulations to examine the NACK traffic and the recovery latency for systems 
with different levels of reliability. We assume that packets can be lost only at 
the routers with a fixed probability, p. For simplicity, we assume that NACKs 
cannot be lost. 
The link delays between any two components (e.g., between the sender and 
the router; between the router and the receiver, etc.) are independently identi-
cally distributed with mean 10 ms and variance 4 ms .^ The delay distribution 
is truncated-Gaussian distributed so that the delay can adopt only non-negative 
values. Given the narrow spread of the curve, the truncated-Gaussian distri-
bution can be treated as an ordinary Gaussian distribution for approximation 
purposes. For instance, the round-trip-time RTT between a receiver and the 
server in a star topology is made up of delays in four links which are approx-
imately Gaussian-distributed and is, therefore, approximately Gaussian with 
mean 40 ms and variance 16 ms .^ 
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6.1 Performance Study of MSR in Simple Net-
work Topologies 
The performance of retransmission algorithm depends on the network topology. 
The recovery latency is the time needed to obtain a replacement packet for a lost 
packet. Specifically, let us define recovery latency as the difference between the 
/v 
actual arrival instant of a packet and its expected arrival time Ai given that it 
did not arrive. A number of NACK cycles may be needed to recover the packet. 
Also, in our framework of scalable reliability, a lost packet has a chance of not 
being recovered at all. The recovery latency statistics obtained here only apply 
to those packets that can be recovered. 
This chapter focuses on two simple basic topologies: star and tree topologies. 
For star topologies, as shall be seen, a representative receiver that initiates the 
NACK well before the others in the retransmission algorithm can be used to 
avoid the NACK implosion problem. 
For tree topologies, MSR gateways acting as proxy servers can reduce the 
recover latency. Furthermore, the gateways divide the multicast tree into many 
star topologies (subgroups) making the whole system scalable. NACKs can only 
flow within its subgroup and the recovery of local loss is isolated from the whole 
multicast tree. With MSR gateways, the performance at each level is similar to 
a star topology. 
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Figure 6.1: A Star Topology 
6.2 Star Topology 
Consider the star topology shown in figure 6.1. In the star topology, all receivers 
will detect a packet loss at almost the same time. The presence of a represen-
tative receiver that is responsible for issueing the first NACK will avoid NACK 
implosion. Specifically, the representative will send out a NACK well before 
the other receivers and this NACK should normally be received by the other re-
ceivers before they can send out their own NACKs. Ideally, a non-representative 
receiver would send out its own NACK only when it is the only receiver among 
the group that experience the loss; the representative is responsible for sending 
NACK for the loss experience by the whole group. 
An MSR gateway is not needed in the star topology because its presence 
cannot further divide the star topology into smaller groups. 
To investigate the possibility of NACK implosion, Figure 6.2 shows the num-
ber of NACKs generated by the multicast router versus loss probability p at the 
router. Note that NACKs shown in the figure does not include the NACKs sent 
out by the receivers. For example, when a particular receiver sends a NACK, 
the router will multicast this NACK to the other four receivers and the number 
of NACKs will contribute four counts as far as Figure 6.2 is concerned. 
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Figure 6.2: Number of NACKs Generated by Multicast Router in Star Topology 
As indicated in the figure, in the system without a representative receiver, 
the router multicasts a significant higher number of NACKs. Also, as the loss 
probability increases, the system with the representative is much more effective 
in preventing NACK implosion compared with the system without the represen-
tative. 
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Figure 6.3: Recovery Latency in Star Topology 
Let us now consider the recovery latency. As indicated in Fig. 6.3, the 
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performance of the system without the representative receiver is slightly better. 
This is quite easily understandable. There are many more receivers responding 
to a lost packet in the system without the representative, and the server will 
respond to the earliest arriving NACK among all NACKs sent by the receivers. 
fail and fail and failand success 牟 
^ ‘ timeout ^ ‘ timeout ‘ ‘ timeout ‘ ‘ ‘ 
5 V, l i a 
1 ~J — > • Time 
• NACK NACK NACK Packet 
‘ issued issued issued Received 
1^  Recovery Latency *\ 
Figure 6.4: Events in packet transmission 
The approximate-analysis curve in Fig. 6.3 is obtained with the following 
analysis, which can be used to obtain a quick estimate and to investigate how 
different parameters may affect the recovery latency. We assume that only a 
receiver is responding to lost packets — in the representative system, this is the 
representative receiver. Consider figure 6.4. The expected arrival time of a 
packet is Ai. When a packet, say packet i，is lost, the first NACK will be sent. 
We denote the time between Ai and the time the first NACK issued at by 6. If 
a replacement packet is lost, another timeout will occurs and a new NACK will 
be issued. The time between two successive NACK is denoted by 7. Once the 
receiver successfully receives a replacement packet, the retransmission process 
stops and the time between the arrival time of the replacement packet and the 
time the corresponding NACK issued be a. 
Let us now consider Fig. 6.4 and denote the recovery latency by E[X]. Also, 
let E[Y] be the average value of the random time Y taken to receive a replace-
ment packet from the time a NACK is issued. Using the regenerative method, 
we have 
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E[Y] = (1 - p)E[a] + p{E[j] + E[Y]) 
Rearranging, 
二 {l-p)E[a]+pEYi] 
— 1 - P 
As described in Section 4.3, for a representative receiver, £ [^7] is equal to 
RTT + j(^(FlDEV]) where DEV is the deviation estimate of the RTT, and E[a 
is equal to RTT. We have 
—RTT + p[3E[DEV 
E Y = -
1-p 
From equation 4.10, E[S] is equal to PE[Di], where A is the single-trip delay. 
We have 
E[X] 二 丑间 + E[Y' 
= 剛 + 丑 订 ； ^ 藉 (6.1) 
1-p 
Recall that in our experiment, the delays on all links are independent and 
approximately normally distributed with mean 10 ms and variance 4 ms .^ In 
a start topology, the single-trip delay (which consists of two independent link 
delays) and round-trip delay (which consists of four independent link delays) are 
therefore approximately normally distributed with mean 20 ms and variance 8 
ms2, and mean 40 ms and variance 16 ms^  respectively. The expected deviation 
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of a normal distribution with variance a^ is ^ 2 o ^ (note: this is the standard 
deviation; rather it is the expected value of the absolute deviation). So, the 
expected deviations of the single-trip delay and round-trip delay are therefore 
2.26 and 3.19, respectively. 
Now, both Di and DEV in equation(6.1) are "measured" estimations of the 
deviations based on the smoothing algorithm described previously. Additional 
randomness is introduced in the estimation process, and both E[Di] and DEV 
are generally larger than 2.26 and 3.19, respectively. But as an approximation, 
we will assume they are perfect estimations. In the simulation, P is set to 2. 
Putting all the above values into equation(6.1) gives us the approximation curve 
shows in figure 6.3. 
In our simulation, the recovery latency in both systems deviates from the 
approximation. For the system with representative, the deviation is largely due 
to inaccurate estimation of A - For the system without representative, receivers 
will send NACKs when they detect a loss and therefore, the smallest Di among 
receivers will be selected. The latency will therefore in general be smaller than 
the approximation here where we assume only one receiver is responding to lost 
packets. As a rough approximation, however, the analytical result can give us a 
ballpark figure that is useful for quick estimation of the recovery latency. 
6.3 Tree Topology 
For the study of the tree topology, we focus on two comparisons: 1) the com-
parison between the system with a representative and the system without a 
representative, and 2) the comparison between the system with MSR gateways 
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Figure 6.5: A Tree Topology 
and the system without gateways. The latter comparison will be discussed in 
next section. 
Consider the tree topology shown in figure 6.5, as before, we assume that 
the link delays are statistically identical with distribution as assumed in the 
experiments of the star topology. In addition, we assume that all multicast 
routers have the same loss probability. According to the assumption, when a 
NACK is sent from any receiver, the NACK will be multicasted to the whole 
tree topology without loss. 
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Figure 6.6: Recovery Latency in Tree Topology 
Let us first compare the system with the representative with the system 
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without the representative. From figure 6.6, we see that the system without 
representatives has better recovery-latency performance: there is a cost associ-
ated with preventing NACK implosion using representative receivers. Compared 
with the star topology, we see that in the tree topology, latency tends to grow 
as the topology becomes large, especially for receivers further away from the 
sender. This is because in the experiment, we locate our representative receiver 
at the top level ofthe tree and very often the fact that the representative receiver 
receives the packet does not mean that the lower level receivers also receive the 
packet (loss can occur in routers down in the tree). When that happens, these 
receivers take some time before they issue their NACKs. If, however, we chose a 
lower-level receiver as the representative, it would take longer before it detects 
a loss packet since the delay from the sender to it is longer. This leads us to 
exploring the use of secondary servers (or MSR gateway) to scale the network. 
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6.4 Exploring the use of M S R Gateway 
We now show that the presence of MSR gateways provides better performance 
in terms of both the recovery latency and NACK avoidance. 
As shown in figure 6.7, the presence of MSR gateways divides the whole tree 
into three similar star topologies. For example, the subgroup A (consists of S1, 
R1 and G1) and subgroup C (consists of G2, R3 and R4). MSR gateways G1 
and G2 act as both senders and receivers. To subgroup A, G1 is a receiver. To 
subgroup B, G1 is a sender. 
An MSR gateway isolates the subgroup traffic. The sender S1, for instance, 
will only respond to packet loss within subgroup A because G1 filters out all 
NACK traffic outside subgroup A. On the other hand, G1 will respond to the 
retransmission requests for packet loss within the subgroup B. Each subgroup 
therefore has similar behavior to a simple star topology (NACK implosion avoid-
ance, better recovery latency, etc.). A representative receiver is elected in each 
subgroup is chosen to prevent NACK implosion within the group. 
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47 
Chapter 6 Performance Study of MSR 
Figure 6.8 shows the recovery latency results for the tree topology with gate-
way. For side-by-side comparison, we have also included the recovery latency 
results ofthe star topology. We find that the recovery latency at the highest level 
(degree) is approximately equal to that in star topology with representative. 
Recovery latency increases somewhat as level increases. For higher levels, 
when a receiver sends a NACK, there is a chance that its MSR gateway does 
not have a copy of the packet either because the packet is lost at the previous 
level. When that happens, additional latency is incurred. 
To have better recovery-latency performance, we can reduce the likelihood 
of not having a packet copy at the MSR gateway by introducing a delay at 
the gateway before it starts to transmit packets. In other words, instead of 
sending out a packet immediately to the next level upon its reception from the 
previous level, it buffers the packet and waits for a certain amount of time. In 
case a packet is lost at the previous level, the MSR gateway then has more time 
to receive a replacement copy. Meanwhile, the expected arrival times and the 
presentation times of packets at a receiver at the lower level is shifted by an 
amount corresponding to the delay introduced at the MSR gateway. 
In figure 6.9, the loss probability of transmission between router Ml and 
gateway G1 is set to 0.4. The loss probability of transmission at router M2 is 
set to 0.01 in first simulation and 0.05 in second one. The recovery latency and 
NACK are plotted against the MSR-gateway delay. Although the performance 
gets better when the delay increases, the rate of decrease in latency quickly goes 
to zero as the delay is larger than 8 ms. Overall, the delay mechanism is very 
effective in reducing both the number NACKs as well as the recovery latency. 
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Conclusion and Future Work 
7.1 Future Work 
Section 5.1 has shown that the election of representative and a brief dis-
cussion of dynamically choosing representative for a given subgroup. However, 
the problem of dynamically choosing representative and flow control in a het-
erogeneous environment with receivers of varying speeds are left for continued 
research. 
MSR, proposed in thesis, adopts the framework of the standard RTP that 
is an Application Level Framing (ALF) architecture and tailors it for real-time 
application. Furthermore, reliability is achieve through retransmission. Another 
possibility is to use forward error correction (FEC) to reduce the packet loss 
probability whether this scheme would perform better or worse than the current 
scheme in the real-time setting as studied here remains to be explored. 
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7.2 Conclusions 
In this report, we have described the design, implementation and analysis of 
a real-time multicast protocol called MSR. Two essential elements in MSR are 
its traffic shaping and scalable retransmission schemes. MSR employs traffic 
shaping at the source to reduce the traffic burstiness in order to minimize packet 
loss and delay jitter in the network. For retransmission of lost packets, the 
mechanism of NACK generation in MSR avoids NACK implosion and simplifies 
the retransmission scheme at the sender. In particular, we have also shown 
that the retransmission scheme we proposed works even if the sender and the 
receivers' clocks are not synchronized. 
We have used a simple but rough analysis to study the relationship between 
the delay as perceived by the user and the degree of reliability. The result 
indicates that the reliability can increase sharply if only a few retransmissions are 
allowed, say using a transport protocol such as MSR. For video transmission, for 
example, this means that the quality of the image can be improved substantially 
without sacrificing the "real-timeness" of the presentation. Furthermore, the 
use of MSR gateway divide a tree topology into star topologies and isolates the 
subgroup traffic from other subgroups. Therefore, each subgroup has similar 
performance to a simple star topology. This significantly improvement make 
MSR possible to build a large real-time multicast network. 
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MSR Packet Formats 
This appendix contains the packet formats for the MSR packet. Each field ofthe 
packet is shown and briefly discussed. All integer fields are carried in network 
byte order and all header data are aligned to its natural length, i.e., 16-bit fields 
are aligned on even offsets, 32-bit fields are aligned at offsets divisible by four, 
etc. 
A.1 MSR Fixed Header 
0 2 3 16 31 
V p F total length 
sequence number fragment offset 
data 
Figure A.1: MSR Fixed Header 
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Each data packet is preceded by a MSR fixed header. As MSR protocol does not 
limit data chunks to a small size. Fragmentation occurs when the data chunks 
are larger than the maximum transfer units (MTUs) and the flag, F is set to 
one. The fields, flag, sequence number and fragment offset control fragmentation 
and reassembly of data chunks. The mechanism is similar to that in UDP. 
version (V): 2 bits. This field identifies the version of MSR. It is set to one 
for this version. 
padding (P): 1 bit. It is set to zero. 
fragmentation (F): 1 bit. If the fragmentation bit is set. The data chunk is 
fragmented to one or more data packets. 
total length: 28 bits. This field gives the length of the data chunk measured 
in octets, excluding the octets in the MSR fixed header (therefore zero is 
a valid length). 
sequence number: 16 bits. The sequence number field, along with the SSRC 
of source, is used to identify the data chunk. 
fragment offset: 16 bits. If data chunk is fragmented, fragment offset specifies 
the offset in the original data chunk of the data being carried in the packet, 
measured in units of 32-bit words. 
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0 2 3 4 8 12 16 ^ 
V p F cc M PT sequence number 
synchronization source (SSRC) identifier 
contributing source (SSRC) identifiers 
reserved for profile length = 1 
format C BA SS sampling rate 
audio data 
Figure A.2: MSR Audio Data Header 
A.2 MSR Audio Data Header 
Each data chunk is preceded by a MSR data header. A MSR audio data header 
is shown in figure A.2 is actually a RTP header^ with header extension. The 
header extension indicates what type of audio encoding is contained in each data 
chunk. 
version (V): 2 bits. This field identifies the version of RTP. It is set to two for 
this version. 
padding (P): 1 bit. It is set to zero. 
extension (X): 1 bit. The extension bit is set to one, indicates the RTP fixed 
header is followed by exactly one header extension. 
payload type (PT): 7 bits. It is set to XXX for PCM Wave format. 
sequence number: 16 bits. The sequence number increments by one for each 
data chunk sent, and to restore chunk sequence, 
ipiease refer to RTP [5] for more information 
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length: 16 bits. It is set to 1, indicates that there are 32-bit words in the header 
extension, excluding the four-octet extension header. 
format: 8 bits. This field indicates the WAVE format. 
number of channels (C): 8 bits. The number of audio channels. 
number of block align (BA): 8 bits. The block alignment of the audio data. 
sample size (SS): 8 bits. The number of bits of each sample. 
sampling rate: 16 bits. The sampling rate at which each channel should be 
played back. 
A.3 MSR NACK Packets 
0 2 3 8 16 31 
V p sc PT=NACK length 
sequence number fragment offset 
NACK number packet length 
SSRC/CSRC of sender 
SSRC of source 
round trip time (RTT) 
Figure A.3: MSR NACK Packet 
MSR NACK packets, which are RTCP packets, are used to request retransmis-
sion when receivers or MSR gateways detect packet loss. 
source count (SC): 5 bits. It is set to one. 
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Appendix A MSR Packet Formats 
Payload type (PT): 8 bits. This field contains the constant 255 to identify 
this as an NACK packet. 
length: 16 bits. The length of this NACK packet in 32-bit words, excluding 
the 32-bit words fixed header. 
sequence number: 16 bits. The sequence number field, along with fragment 
offset and SSRC of source, is used to identify the lost packet. 
fragment offset: 16 bits. This field specifies the offset in the original data 
chunk of the data being carried in the packet, measured in units of 32-bit 
words. 
NACK number: 16 bits. The field is used to prevent duplicated or old NACK 
packets as described in Chapter 5. 
packet length: 16 bits. The length of lost packet. 
SSRC/CSRC of sender: 32 bits. The identifier for the sender (receiver or 
MSR gateway). 
SSRC of source: 32 bits. The identifier for the source. This field is useful 
only when there are multiple sources. 
round trip-time (RTT): 16 bits. This field provides information for election 
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