Abstract Photoluminescence measurements on solar cells are usually carried out under open-circuit conditions. We report here on an innovative approach, in which the samples are simultaneously illuminated and DC-biased, so that the luminescence can be monitored under several operating points, that is to say several injection levels, ranging from short-circuit conditions to the light-emitting regime of the device. The experiments were performed on in-house made c-Si/a-Si:H heterojunction solar cells illuminated by a continuous green laser diode and positively biased. The luminescence spectra obtained this way were compared to those obtained with no light excitation source, which corresponds to usual electroluminescence mode and dark J(V ). Firstly, the obtained luminescence spectra have shown the expected exponential dependence on the applied voltage. Furthermore, given that the amplitude of the emitted luminescence is proportional to the radiative recombination rate, this approach enables to indirectly characterise the nonradiative recombination phenomena. In the case of HJ solar cells with intrinsic thin layers processed on high quality FZ-wafers, non-radiative recombination is dominated by the defects at the c-Si/a-Si:H interface. The luminescence measurements presented here therefore give information on the quality of the surface passivation. An estimation of the interface defect density was achieved by comparing our experimental results with modelling.
Introduction
Among the different types of solar cells, crystalline silicon (c-Si)/hydrogenated amorphous silicon (a-Si:H) heterojunction (HJ) with intrinsic thin layer solar cells combine the advantages of crystalline cells, for instance high photocurrent, with those of thin film silicon solar cells: strong open-circuit voltage and low temperature coefficient. Moreover, given that the a-Si:H thin layers are deposited at low temperature, namely 200
• C, by plasma processes, the thermal budget of this technology is low. Although HJ solar cells have been commercialised for fifteen years and a record cell efficiency of 24.7% has been reported 1 , there is still an issue regarding the properties of the c-Si/a-Si:H interfaces, which condition the solar cell performances [1] . More precisely, since the cells are processed on high quality monocrystalline silicon wafers, the a e-mail: guillaume.courtois@polytechnique.edu 1 Panasonic, Press release, Feb. 12th, 2013 efficiency of the interface defect passivation is of crucial importance. As a matter of fact, the higher the interface defect density, the higher the surface recombination rate, and thus the poorer collection of photogenerated carriers. Surface recombination has been investigated through several techniques, such as photoconductance [2] or surface photovoltage [3] . In this paper, spectral luminescence will be emphasised.
In recent years, luminescence techniques have become more and more popular for the monitoring of defects in semi-conductor materials and solar cells. Since luminescence provides a fast and non-destructive assessment of radiative recombination, it turns out to be an indirect means for characterising non-radiative phenomena, which are for the cells in question, dominated by interface recombinations. Depending on whether the samples are optically or electrically biased, luminescence is referred to as either photoluminescence (PL) or electroluminescence (EL). Whereas PL constitutes a versatile technique, implementable from wafer to finalised devices, EL requires a finalised cell. Spatially resolved luminescence has been used to get mappings of various characteristics, from carrier lifetime to series resistance inhomogeneities [4] . PL measurements are generally carried out with the illuminated sample in open-circuit conditions, whereas EL is extracted from the light-emitting regime of a diode in the dark. When the optical power (respectively the electrical one) is increased, the amount of photogenerated (injected) carriers increases, hence an enhanced recombination -including radiative recombination -rate, which eventually enhances the luminescence signal.
In the case of a completed device, combination of both excitations is of course possible. This PL under DC-bias allows monitoring several operating modes of the device into question.
We report here on spectrally resolved EL and PL under DC-bias from HJ solar cells. The spectra obtained with and without light excitation have been compared; the experimental results have then been compared to modelgenerated ones. An estimation of the actual interface defect density (N id ) of our samples could be extracted by modelling the experimental light J(V ) characteristics.
Experimental procedure
The experiments were carried out on 2 × 2 cm 2 inhouse made heterojunction solar cells processed on doubleside polished, float zone, n-type, 280 μm-thick monocrystalline silicon wafers whose resistivity was of 3 Ohm cm. Once the wafers had undergone a hydrofluoric acid dip, thin (5 nm) intrinsic layers ensuring the interface passivation as well as 15 nm-thick doped a-Si:H layers constituting the front emitter and the back surface field were deposited by radio-frequency plasma enhanced chemical vapour deposition (RF-PECVD) at 200
• C [5] . Indium tin oxide (ITO) layers were then deposited by magnetron sputtering on both front and rear sides as anti-reflective coating and electrodes. Finally, the front contact grid and the full sheet back reflector were both made of evaporated silver (Fig. 1) . In order to check the general behaviour of the cells, J(V ) characteristics were measured under 1 sun on a AAA class solar simulator. Efficiencies of more than 15% were assessed, associated with V oc , J sc and fill factor of 690 mV, 31 mA/cm 2 and 73%, respectively. Coming to the luminescence investigations, the photoexcitation was performed using a continuous laser diode delivering an optical power of 15 mW at 532 nm, wavelength at which the reflectivity of the sample displayed a minimum. The spotlight section was around 5 mm 2 , which corresponds to an impinging flux on the sample of around 10 18 photons cm −2 s −1 . A SourceMeter by Keithley was used simultaneously as DC-supply and ammeter, in order to DC-bias the samples and at the same time acquire J(V ) curves. All measurements were carried out at room temperature. As for the detection part of the setup, the collected luminescence signal transited via an optical fibre to a grating spectrometer by Horiba and finally reached a mono-crystal InGaAs detector cooled down by liquid nitrogen. Over a set of measurements, the sample and the optical fibre remained fixed, so that all luminescence spectra were acquired from the same area on the device, coinciding with the illuminated area when the laser diode was turned on (Fig. 1 ).
Simulation model
The one-dimensional electrical-optical model ASDMP (Amorphous Semiconductor Device Modelling Program) [6, 7] , that has recently been extended to equally model HJ solar cells [8] , solves the Poisson's equation and the two carrier continuity equations under steady state conditions for the given device structure. The complex refractive indices for each layer of the structure are required as input and have been measured in-house by spectroscopic ellipsometry.
The emitted photon flux density from n-type c-Si wafers can be described by the generalized Planck's/ Kirchoff's law, which takes into account non-homogeneous carrier distribution and hence a non-constant quasi-Fermi level splitting, as well as a non-homogeneous generation profile and reabsorption of luminescence photons, and reads as follows [9] :
where t is the thickness of the wafer. A(ω, x), the absorptivity of light of a particular energy ( ω) at a given position inside the wafer, and the quasi-Fermi level splitting E F n (x) − E F p (x) inside it can be calculated by model AS-DMP. Details of the procedure are given in reference [9] , where ASDMP has been implemented to the simulation of luminescence in heterostructures. For a good luminescent diode (i.e., in which the amorphous/crystalline interface defect density (N id ) is less than Fig. 3 . Model-generated EL and PL under DC-bias spectra.
where V is the applied voltage. Alternatively it is equal to qV oc , when, as is generally the case, the PL is measured under open-circuit conditions. Model-generated EL and PL under DC-bias results are presented in Figures 3 and 4b and will be discussed in Section 5.
Experimental results
EL spectra were obtained under applied voltages up to 1 V, at the same time as dark J(V ) curves. By turning the laser on, everything else kept constant, both light and DC-bias excitations were combined, hence a luminescence mode referred to as PL under DC-bias.
Experimental luminescence spectra are displayed on Figure 2 . On all spectra, the maximal luminescence intensity occurs at 1130 nm, which corresponds to band-toband radiative recombination in c-Si. If the amorphous silicon were to contribute to the luminescence, it would emit below 950 nm, where no luminescence is detected. As a matter of fact, the a-Si:H layers are too thin to contribute to the luminescence signal. As to the shoulder appearing on the high wavelength side, it has been accounted for by recombination bringing into play the creation of two phonons [10] .
Obviously, both EL and PL under DC-bias intensities increase with the applied voltage (see Eq. (1)). For a given applied voltage, PL under DC-bias turns out to be more intense than pure EL, which originates in the superposition of photogenerated carriers to the injected ones. Moreover, when moving from EL to PL under DC-bias, the shape of the spectra remains unaltered; the total integrated flux, corresponding to the luminescence yield, is therefore proportional to the peak intensity. That being stated, we will henceforth go on dealing with the values of the peak intensity when comparing the measurements one to another.
The variation of the peak intensity with the applied voltage is presented on Figure 4a for both EL and PL under DC-bias modes. Two regimes are underlined: at low applied voltages, that is to say below 0.7 V, both curves exhibit a diode behaviour, the luminescence intensity increasing exponentially with the applied voltage, whereas for higher voltages a kind of saturation occurs, associated with a slower increase in the luminescence intensities. A surprising feature is the discrepancy between the ideality factors extracted from the 0.5−0.7 V range of applied voltage, which turn out to be of 1.3 and 2.2 for EL and DC-PL, respectively, whilst a similar dependence upon the applied voltage was expected. The mismatch observed experimentally probably stems from lateral effects due to the competition between the illuminated and the shaded areas. Even more surprising from our point of view is the third value of the ideality factor obtained from J dark , which turned out to be of 1.7, so between the previous ones. Note that, for applied voltages around 0.6 V, a single-diode model suffices to render the dominating current transport [11] .
Discussion and comparison with modelling
In order to be sure that our experimental results were not affected by a possible change in temperature induced by either the DC-bias up to 1 V -which corresponds to an electrical power of 350 mW -or the impinging optical power, we had a closer look at the high energy region, namely above 1.2 eV (i.e. below 1000 nm). The expression for absorptance A is given in equation (2) [12] . In equation (1) used in ASDMP, multiple reflections are considered until all the long wavelength luminescent photons are either reabsorbed in the c-Si wafer, or lost by absorption in the rear contact or in the non-luminescent front layers, or by reflection at the front. Equation (2) involves frontside and back-side reflectivities (R f and R b , respectively), as well as the absorption coefficient in crystalline silicon (α). All these quantities are spectrally dependent. t still stands for the thickness of the wafers, namely 280 μm.
The more energetic the radiation, the higher the value of α. Namely, for photons, α is higher than 10 cm −1 [13] , therefore 2αt is greater than 5 and the expression of A simplifies to (
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. Now, R b has been evaluated to 93% over the 900−1000 nm range, thus A reasonably reduces to 1 − R f , which varies very little from 80% for the considered a-Si:H/ITO stack deposited on polished c-Si. Subsequently, above 1.2 eV, the spectral dependence of dΦ lum becomes restrained in the product ( ω) 2 exp( − ω kT ). Consequently, it reads (Eq. (6)):
where C accounts for the spectrally independent quantities. Considering energies and temperatures of the order of 1 eV and 300 K, respectively, the term log( ω) in the above expression becomes negligible, and thus the slope of the high-energy tail of the luminescence peak, when plotted in logarithmic scale, is simply −1/kT . It is clear from Figure 2 that the experimental luminescence spectra all show the same slope below 1000 nm, which attests to the absence of significant temperature change over the experiments.
Modelling of the illuminated J(V ) characteristics under AM 1.5 light of the structure shown in Figure 1 was carried out in order to get an idea of the defect density at the a-Si:H/c-Si interfaces. It has been previously found [9] that when N id exceeds 10 12 cm −2 at the emitter/c-Si interface, the PL intensity is too weak for accurate measurement. Regarding the material properties, a doping density of 2 × 10 15 cm −3 was assumed in the n-doped wafer, corresponding to a resistivity of 3 Ohm cm. The other input parameters are also similar to those given in reference [9] . A comparison to the experimental measurements is shown in Table 1 . Luminescence features were also modelled under voltage bias, while for PL excitation, additional generation by a 530 nm light was considered in parallel to the voltage excitation.
The HJ cell V oc is known to be strongly sensitive to the defect density at the emitter/c-Si interface [8, 9] and this fact has been used to estimate N id at this junction from modelling and turns out to be 4.5 × 10 11 cm −2 . Photovoltaic performance is almost insensitive to the c-Si/BSF N id below 5× 10 11 cm −2 [8, 9, 14] and a value of 10 11 cm −2 has been assumed here in the modelling calculations. However, the calculated FF does not agree with the measured value, because of the high series resistance of the contacts, estimated to be ∼ 3 Ohm. The calculated value of the FF would correspond to the measured value corrected for the series resistance of the contacts. Also compared in the same table are the diode ideality factors for the dark J(V ) characteristics, and the PL under DC-bias and EL peak intensities (at λ = 1130 nm). The calculated PL and EL curves under applied voltages are plotted in Figure 3 . The first satisfactory feature is that they are of the same shape as the experimental ones (see Fig. 2 ). In addition, the variations of EL and PL under DC-bias peak intensities with respect to the applied voltage, as well as J dark (Fig. 4) , show, like in the experimental curves, a break of slope at 0.7 V. Indeed, above this value, the electrical properties of the device are dominated by the resistive effects. Nevertheless, the ideality factors extracted from the 0.5−0.7 V region of these curves proved to be of 1.06, 1.04 and 1.14 for PL under DC-bias, EL and J dark , respectively, so very close to each other, which was expected. Indeed, EL yield and J dark are supposed to display the same dependence upon the applied voltage. Moreover, assuming the EL yield is proportional to exp( qV nkT ), one would expect for the PL yield under DC-bias:
where ΔV accounts for the extra junction voltage conveying the enhanced splitting of the quasi-Fermi levels induced by the laser excitation. As a result, when plotted in logarithmic scale, a simple shift is expected between the EL(V ) and DC-PL(V ) curves, as displayed in Figure 3 .
The ideality factors obtained from modelling turn out to differ significantly from the experimental ones. As a matter of fact, a homogeneous illumination on the entire device is taken into account in the one-dimensional model, whereas strong lateral effects occur in our experimental configuration.
Conclusion and perspectives
By combining optical and electrical excitations, luminescence spectra from in-house elaborated heterojunction with intrinsic thin layer solar cells were obtained at many operating points. As expected on this kind of devices processed on high quality monocrystalline wafers, whose properties are limited by the interface features, EL and PL under DC-bias spectra proved to be similar in shape, conveying regular carrier distributions within the wafer. In both cases, the luminescence yields exhibited an exponential dependence with the applied voltage. However, the ideality factors calculated from EL, PL under DC-bias and dark J(V ) curve significantly differed from each other and were far from unity. This feature may be due to lateral resistive losses which would alter the local diode voltage in some fashion, all the more so as only the investigated fraction of the cell was illuminated. Next set of experiments will be performed on fully illuminated cells. Our experimental results were compared to 1D ASDMP modelling, allowing an estimation of the front interface defect density, which proved to be of ∼4.5 × 10 11 cm −2 . Experiments and modelling agreed on the detrimental effect of series resistance at voltages higher than 0.7 V.
