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Abstract—In this paper we consider the uplink transmission
in MC-CDMA (MultiCarrier - Coded Division Multiple Access)
systems. As other multicarrier signals, MC-CDMA signals have
high envelope fluctuations and a high PMEPR (Peak-to-Mean
Envelope Power Ratio) which leads to amplification difficulties.
This is particularly important for the uplink transmission, since
an efficient, low-cost power amplification is desirable at the
MTs (Mobile Terminals). Moreover, the transmission over time-
dispersive channels destroys the orthogonality between spreading
codes, which might lead to significant MAI (Multiple Access
Interference) levels.
To reduce the envelope fluctuations of the transmitted signals,
while maintaining the spectral efficiency, the MC-CDMA signal
associated to each MT (Mobile Terminal) is submitted to a
clipping device, followed by a frequency-domain filtering opera-
tion. However, the nonlinear distortion effects can be high when
an MC-CDMA transmitter with reduced envelope fluctuations
is intended (e.g., a small clipping level and/or when successive
clipping and filtering operations are employed).
In this paper, we define an iterative receiver that jointly
performs a turbo-MUD (MultiUser Detection) and the estimation
and cancelation of the nonlinear distortion effects.
Our performance results show that the proposed receiver
structure allows good performances, very close to the linear
receiver ones, even for high system load and/or when a PMEPR
as low as 1.7 dB is intended for each MT.
Index Terms—Multicarrier-Coded Division Multiple Access
(MC-CDMA), turbo equalization, multiuser detection, nonlinear
distortion.
I. INTRODUCTION
MC-CDMA schemes (MultiCarrier - Coded Division Mul-
tiple Access) combine an OFDM modulation (Orthogonal
Frequency Division Multiplexing) [1] with a CDMA scheme
[2]. Spreading is performed in the frequency-domain and
MC-CDMA schemes are promising candidates for future
broadband wireless systems. Since the transmission over time-
dispersive channels destroys the orthogonality between spread-
ing codes, an FDE (Frequency-Domain Equalizer) optimized
under an MMSE criterion (Minimum Mean-Squared Error) is
usually employed at the receiver [3], [4]. Since an MMSE FDE
Copyright (c) 2008 IEEE. Personal use of this material is permitted.
However, permission to use this material for any other purposes must be
obtained from the IEEE by sending a request to pubs-permissions@ieee.org.
Paulo Silva is with the Escola Superior de Tecnologia, Univ. of Algarve,
Portugal (e-mail: psilva@ualg.pt).
Rui Dinis is with the ISR-IST, Tech. Univ. of Lisbon, Portugal (e-mail:
rdinis@ist.utl.pt).
This work was supported in part by Fundac¸a˜o para a Cieˆncia e Tecnologia
(pluriannual funding, U-BOAT project PTDC/EEA-TEL/67066/2006 and the
FCT/POCI 2010 research grant SFRH/BD/24520/2005).
does not perform an ideal channel inversion, we are not able
to fully orthogonalize the different spreading codes, which can
lead to severe interference levels, especially for fully loaded
systems and/or when different powers are assigned to different
spreading codes. To improve the performance several turbo-
MUD receivers (Multiuser Detection) were proposed [5]-[7].
In [5], the use of soft information for interference cancelation
is exploited in MC-CDMA systems. An iterative semiblind
receiver for coded MC-CDMA systems, able to deal with intra-
cell and intercell interference, is proposed in [6]. A novel low-
complexity PIC (Parallel Interference Cancelation) receiver for
turbo coded MC-CDMA systems is also investigated in [7]. A
promising iterative receiver for multicode MC-CDMA signals
was proposed in [8], based on the IB-DFE (Iterative block
Decision Feedback Equalizer) concept [9]-[11], allowing sig-
nificant performance improvements especially for fully loaded
systems and high spreading factors.
As with other multicarrier schemes, MC-CDMA signals
have strong envelope fluctuations and high PMEPR values
(Peak-to-Mean Envelope Power Ratio), which lead to amplifi-
cation difficulties. For this reason, it is desirable to reduce the
envelope fluctuations of the transmitted signals. This is partic-
ularly important for the uplink transmission, since an efficient,
low-cost power amplification is desirable at the MT (Mobile
Terminal). Several techniques have been recommended for
reducing the envelope fluctuations of multicarrier signals [12]-
[15]. A promising approach is to employ clipping techniques,
combined with a frequency-domain filtering so as to reduce
the envelope fluctuations of the transmitted signals while
maintaining the spectral occupation of conventional schemes
[15]. By repeating the clipping and filtering procedure we can
further reduce the PMEPR of the transmitted signals. However,
the nonlinear distortion effects can be severe when a trans-
mission with very low PMEPR values is intended [15], [16].
By using iterative receivers with estimation and cancelation
of nonlinear distortion effects we can improve significantly
the performance in the presence of strong nonlinear distortion
effects [17]-[19]. However, for low SNR (Signal-to-Noise
Ratio) the error decisions might lead to error propagation
effects, since errors in the estimation of nonlinear distortion
effects can preclude its cancelation. This is particularly serious
for high system load and/or when we decrease the clipping
level to reduce further the PMEPR of the transmitted signals
[19]. In [16], an enhanced receiver structure for the downlink
transmission of MC-CDMA has considered, where an iterative
estimation and cancelation of nonlinear distortion effects is
2carried out.
In this paper we consider the uplink transmission in MC-
CDMA systems. We modify the approach of [19] so as to
cope with it’s major limitations, namely the poor performance
in the presence of severely nonlinear distortion effects and/or
at low SNR, the envelope fluctuations regrowth after the
filtering operation and the limitations of using the soft de-
cisions values to obtain an estimate of the nonlinear distortion
effects. To allow an efficient power amplification, the PMEPR-
reducing techniques of [15] are adopted by each MT, which
can be repeated several times. The BS (Base Station) has
several receive antennas, so as to reduce the transmit power
requirements of each MT. To avoid error propagation effects
in the typical region of operation we use channel decoder
outputs in the feedback loop, in a turbo-like fashion (a similar
approach was proposed for OFDM schemes [20]). We define
an iterative receiver that jointly performs a turbo-MUD and the
estimation and cancelation of nonlinear distortion effects, for
each iteration, that are inherent to the transmitted signals. To
improve the performance at low SNR we consider a threshold-
based cancelation.
This paper is organized as follows: the linear transmitter
and receiver structures are described in Sec. II. In Sec. III
we describe the nonlinear transmitter and receiver structures
proposed in this paper. Implementation complexity issues are
discussed in Sec. IV. Sec. V presents a set of performance
results and Sec. VI is concerned with the conclusions of the
paper.
Throughout this paper we will employ the following no-
tation: bold letters A denote matrixes or vectors; IN denote
the N -by-N identity matrix; 0N×M denote the N -by-M zero
matrix; (·)T , (·)∗, (·)H and diag(·) denote the transpose,
conjugate, hermitian and diagonal matrix, respectively; [A]n,m
denote the element of line n and column m of matrix A.
x mod y is the reminder of division of x by y and δk,k′ = 1
if k = k′ and 0 otherwise.
II. LINEAR TRANSMITTER AND RECEIVER STRUCTURES
In this paper we consider the uplink transmission in MC-
CDMA systems employing frequency-domain spreading. The
frequency-domain block to be transmitted by the pth MT is
{Sk,p; k = 0, 1, . . . , N − 1}, where N = KM , with K
denoting the spreading factor and M the number of data
symbols for that MT. The frequency-domain symbols are
given by Sk,p = ξpCk,pAkmodM,p, where ξp is an appro-
priate weighting coefficient that accounts for the propagation
losses and {Ak,p; k = 0, 1, . . . ,M − 1} is the block of data
symbols associated to the pth MT, assumed to be selected
from a given constellation (in fact, different constellations
could be selected for different data symbols, as when loading
techniques are employed; in that case, the power associated to
different data symbols is not necessarily the same). {Ck,p; k =
0, 1, . . . , N − 1} is the corresponding spreading sequence1 (a
pseudo-random spreading is assumed, with Ck,p belonging to
1This corresponds to uniformly spread the chips associated to a given
symbol within the transmission band, i.e., to employ a rectangular interleaver
with dimensions K ×M .
a QPSK constellation; without loss of generality, it is assumed
that |Ck,p| = 1).
As usual, it is assumed that the length of the CP (Cyclic
Prefix) is higher than the length of the overall channel impulse
response. We will assume that the BS has L receive antennas
and the received time-domain block associated to the lth
diversity branch, after discarding the samples associated to
the CP, is {y(l)n ;n = 0, 1, . . . , N − 1}. The corresponding
frequency-domain block {Y (l)k ; k = 0, 1, . . . , N − 1} (i.e.,
the length-N DFT (Discrete Fourier Transform) of the block
{y(l)n ;n = 0, 1, . . . , N − 1}) is
Y
(l)
k =
P∑
p=1
Sk,p H
Ch(l)
k,p +N
(l)
k
=
P∑
p=1
AkmodM,p Ck,p ξp H
Ch(l)
k,p +N
(l)
k
=
P∑
p=1
AkmodM,p H
(l)
k,p +N
(l)
k (1)
with HCh(l)k,p denoting the channel frequency response be-
tween the pth MT and the lth diversity branch, at the kth
subcarrier, N (l)k the corresponding channel noise and H
(l)
k,p =
ξpH
Ch(l)
k,p Ck,p. To detect the kth symbol of the pth MT we will
use the set of subcarriers Ψk = {k, k+M, . . . , k+(K−1)M}.
By defining Y(k) = [Y(1)(k) · · ·Y(L)(k)]T , with Y(l)(k) =
[Y (l)k · · · Y (l)k+(K−1)M ] denoting the line vector with the
received samples associated to the set of frequencies Ψk, for
the lth antenna, and A(k) = [AkmodM,1 . . . AkmodM,P ]T , we
have
Y(k) = HT (k)A(k) + N(k) (2)
where N(k) = [N(1)(k) · · ·N(L)(k)]T , with N(l)(k) =
[N (l)k · · · N (l)k+(K−1)M ] denoting the line vector with the noise
samples associated to the set of frequencies Ψk, for the lth
antenna. In (2), H(k) is the size-P × KL overall channel
frequency response matrix associated to A(k), i.e.,
H(k) =
[
H(1)(k) · · · H(L)(k)
]
= [H1(k) · · · HP (k)]T (3)
where
H(l)(k) =

H
(l)
k,1 · · · H(l)k+(K−1)M,1
...
...
H
(l)
k,P · · · H(l)k+(K−1)M,P
 (4)
is a size-P ×K matrix with lines associated to the different
MTs and columns associated to the set of frequencies Ψk, for
the lth antenna, and
Hp(k) =
[
H
(1)
k,p · · · H(1)k+(K−1)M,p
· · · H(L)k,p · · · H(L)k+(K−1)M,p
]T
(5)
is a column vector associated to the pth MT.
This receiver can be regarded as an iterative multiuser
receiver (IMUD) with PIC, as depicted in Fig. 1a). The
receiver can be described as follows. For a given iteration,
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Fig. 1. Iterative receiver for a linear transmitter (a) and detail of the detection
of the pth MT (b).
the detection of A(k) employs the structure depicted in Fig.
1b), where we have L feedforward filters (one for each receive
antennas) and P feedback loops. The feedforward filters are
designed to minimize the MAI (Multiple Access Interference)
that cannot be canceled by the feedback loops. For the first
iteration we do not have any information about the MT’s
symbols and the receiver reduces to a linear multiuser receiver.
For each iteration, the samples vector A˜(k) associated to
A(k), is given by
A˜(k) = FT (k)Y(k)− BT (k)A(k) (6)
where A˜(k) is defined as A(k), F(k) is a size-KL×P matrix
with the feedforward coefficients given by
F(k) =
[
F(1)(k) · · · F(L)(k)
]T
= [F1(k) · · · FP (k)] (7)
where
F(l)(k) =

F
(l)
k,1 · · · F (l)k,P
...
...
F
(l)
k+(K−1)M,1 · · · F (l)k+(K−1)M,P
 (8)
and
Fp(k) =
[
F
(1)
k,p · · · F (1)k+(K−1)M,p
· · · F (L)k,p · · · F (L)k+(K−1)M,p
]T
, (9)
and B(k) is a size-P×P matrix with the feedback coefficients
given by
B(k) = [B1(k) · · · BP (k)] =
[
B(1)(k) · · · B(P )(k)
]T
(10)
with Bp(k) = [ B(1)k,p · · · B(P )k,p ]T and B(p)(k) =
[ B(p)k,1 · · · B(p)k,P ]. A(k) is the vector with the “soft de-
cisions” of A(k) from the multiuser detector, obtained at the
previous iteration, i.e., their components Ak,p are the expected
value of Ak,p conditioned to the multiuser detector output, at
each iteration.
In [19] it is shown that, for a QPSK constellation under a
Gray mapping rule, Ak,p is given by
Ak,p = tanh
(
LIk,p
2
)
+ j tanh
(
LQk,p
2
)
, (11)
where
LIk,p =
2
σ2p
A˜Ik,p (12)
and
LQk,p =
2
σ2p
A˜Qk,p (13)
are the LLRs of the ”in-phase bit” and the ”quadrature bit”,
associated to AIk,p = Re{Ak,p} and AQk,p = Im{Ak,p},
respectively, with
σ2p =
1
2
E
[
|Ak,p − A˜k,p|2
]
≈ 1
2M
M−1∑
k=0
E
[
|Aˆk,p − A˜k,p|2
]
,
(14)
and Aˆk,p denoting the ”hard decisions” associated to A˜k,p. It
should be pointed out that larger PAM and QAM constellations
can be expressed as a combination of the corresponding bits
[21]. Therefore, if the different bits are uncorrelated (the usual
case for uncoded scenarios, as well as for coded scenarios with
appropriate interleavers), the average symbol values for PAM
or QAM constellations can be easily obtained from the average
values associated to the corresponding bits [22].
The hard decisions AˆIk,p = ±1 and AˆQk,p = ±1 are defined
according to the signs of LIk,p and L
Q
k,p, respectively;
ρIk,p = tanh
(
|LIk,p|
2
)
(15)
and
ρQk,p = tanh
(
|LQk,p|
2
)
(16)
can be regarded as the reliabilities associated to the ”in-
phase” and ”quadrature” bits of the kth symbol of the pth
MT (naturally, 0 ≤ ρIk,p ≤ 1 and 0 ≤ ρQk,p ≤ 1). For the
first iteration, ρIk,p = ρ
Q
k,p = 0 and Ak,p = 0; after some
iterations and/or when the SNR is high, typically ρIk,p ≈ 1
and ρQk,p ≈ 1, leading to Ak,p ≈ Aˆk,p. We can also define the
blockwise reliability
ρp =
1
M
M−1∑
k=0
E[A∗k,pAˆk,p]
E[|Ak,p|2] =
1
2M
M−1∑
k=0
(
ρIk,p + ρ
Q
k,p
)
. (17)
4To avoid error propagation effects, we can also define a
receiver (Turbo-MUD) that, as turbo equalizers, employs the
“soft decisions” from the SISO channel decoder outputs (Soft-
In, Soft-Out) instead of the “soft decisions” from the multiuser
detector. The SISO block, that can be implemented as defined
in [23], provides the LLRs (LogLikelihood Ratios) of both the
”information bits” and the ”coded bits”. The input of the SISO
block are LLRs of the ”coded bits” at the multiuser detector.
Derivation of the Receiver Coefficients
To simplify the computation of F(k) and B(k) it is assumed
that [9], [10]
Aˆk,p ≈ ρpAk,p +∆k,p (18)
where ∆k,p denotes the error associated to the kth symbol of
the pth MT, with E[∆k,p] ≈ 0, E[∆k,pAk′,p] ≈ 0, regardless
of k and k′, and E[|∆k,p|2] = (1 − ρ2p)E[|Ak,p|2]. We will
also assume [24] that
Ak,p ≈ ρpAˆk,p ≈ ρ2pAk,p + ρp∆k,p. (19)
Although (18) and (19) may be considered rude approxi-
mations, they allow simple computation of Aˆk,p and Ak,p
(naturally, for ρp = 1 and ρp = 0 (18) and (19) are exact). In
matrix notation, (19) takes the form2
A(k) = P2A(k) + P∆(k), (20)
with ∆(k) = [∆k,1 · · ·∆k,P ]T and P = diag(ρ1, · · · , ρp).
By combining (2), (6) and (20), we obtain, after some
straightforward manipulation,
A˜(k) = Γ(k)A(k)︸ ︷︷ ︸
Useful signal
+
(
FT (k) HT (k)− BT (k) P2 − Γ(k))A(k)︸ ︷︷ ︸
Residual Interference
− BT (k)P∆(k)︸ ︷︷ ︸
”Noise” due to
feedback errors
+FT (k) N(k)︸ ︷︷ ︸
Channel noise
, (21)
where Γ(k) = [Γ1(k) · · ·ΓP (k)] = diag(γ1, · · · , γP ) with
γp =
1
M
FTp (k)Hp(k). (22)
γp can be regarded as the average overall channel frequency
response, for the pth MT, after the feedforward filter Fp(k).
If we have reliable estimates of the transmitted block, the
feedback filter can then be used to remove this residual
interference.
The feedforward and feedback matrixes, F(k) and B(k),
respectively, are chosen so as to maximize the SINR (Signal-
to-Interference plus Noise Ratio) for all MTs, at a particular
iteration. For the pth MT the SINR is defined as
SINRp =
E[|γpAk,p|2]
E[|Θk,p|2] , (23)
where Θk,p = A˜k,p−Ak,p denotes the overall error for the kth
symbol of the pth MT, that includes both the channel noise
2 P (capital ρ) should not be confused with P (number of users).
and the residual interference. By defining the overall error
column vector associated to the symbols of all MTs, Θ(k) =
A˜(k)− A(k), the maximization of {SINRp, p = 1, ..., P} is
equivalent to the minimization of
E
[
|Θ(k)|2
]
=E
[∣∣(FT (k)HT (k)− BT (k)P2 − IP )A(k)∣∣2]
+E
[∣∣BT (k)P∆(k)∣∣2]+ E [∣∣FT (k)N(k)∣∣2]
(24)
conditioned to γp = 1.
This minimization can be performed by employing the
Lagrangian’s multipliers method. For this purpose, we can
define the matrix of Lagrangian functions
J = E
[|Θ(k)|2]+ (Γ(k)− IP )Λ, (25)
where Λ = [Λ1 · · ·ΛP ] = diag(λ1, λ2, ..., λP ) is the La-
grange’s multipliers matrix, and assume that the optimization
is carried out under Γ(k) = IP . It can be shown that the
optimum feedback and feedforward matrices are given by
B(k) = H(k)F(k)− IP (26)
and
F(k) =
[
HH(k)
(
IP − P2
)
H(k) +
σ2N
σ2A
IKL
]−1
HH(k)Q,
(27)
respectively, where σ2N denotes the variance of the noise terms,
σ2A the variance of the data symbols and the normalization
matrix
Q = diag(Q1, ..., QP ) = IP − P2 − 12Mσ2A
Λ (28)
ensures that Γ(k) = IP .
For the first iteration, we do not have data estimates for the
different users, so P = 0 and the feedback coefficients are
zero. In this case, (27) reduces to a linear MUD receiver.
In the Appendix, it is shown that the optimum feedforward
matrix can also be written as
F(k) = HH(k)V(k)Q, (29)
with V(k) given by
V(k) =
[
(IP − P2)H(k)HH(k) + σ
2
N
σ2A
IN (k)
]−1
. (30)
The computation of the feedforward coefficients from (29)-
(30) is simpler than the direct computation from (27), espe-
cially when P < KL.
III. NONLINEAR TRANSMITTER AND RECEIVER
STRUCTURES
To reduce the envelope fluctuations of the transmitted sig-
nals, we employ the transmitter structure depicted in Fig. 2a),
which is based on the nonlinear signal processing schemes
proposed in [15] for reducing the PMEPR of OFDM sig-
nals while maintaining the spectral efficiency of conventional
OFDM schemes. Each time-domain sample is submitted to
a nonlinear device so as to reduce the envelope fluctuations
on the transmitted signal (see Fig. 2b)). We assume that the
5HCh(k) =


HCh(1)k 01×P · · · 01×P
01×P H
Ch(1)
k+M · · · 01×P
...
...
. . .
...
01×P 01×P · · · HCh(1)k+(K−1)M
 . . . 0K×KP
...
. . .
...
0K×KP . . .

HCh(L)k 01×P · · · 01×P
01×P H
Ch(L)
k+M · · · 01×P
...
...
. . .
...
01×P 01×P · · · HCh(L)k+(K−1)M


T
(31)
nonlinear device is an ideal envelope clipping with clipping
level sM . After a DFT operation the clipped signal is then
submitted to a frequency-domain filtering procedure, through
the set of multiplying coefficients {Gk, k = 0, 1, . . . , N ′−1},
in order to reduce the out-of-band radiation levels inherent to
the nonlinear operation. Since the frequency-domain filtering
procedure produces some envelope fluctuations regrowth, lim-
iting the achievable PMEPR, clipping and filtering operations
can be repeated iteratively so as to reduce further the PMEPR
of the transmitted signals.
It is shown in [16] that the frequency-domain block to
be transmitted by the pth MT {STxk,p = SCk,pGk; k =
0, 1, . . . , N ′ − 1} can be decomposed into the sum of two
uncorrelated components, i.e., STxk,p = αk,pSk,pGk +Dk,pGk,
where αk,p is a scalar factor, as defined in [15], and {Dk,p; k =
0, 1, . . . , N − 1} is the frequency-domain block of nonlin-
ear self-interference components associated to the pth MT.
Throughout this paper we assume that Gk = 1 for the N in-
band subcarriers and 0 for the N ′−N out-of-band subcarriers.
In this case, STxk,p = αk,pSk,p+Dk,p for the in-band subcarriers
and 0 for the out-of-band subcarriers. It can also be shown that
Dk,p is approximately Gaussian-distributed, with zero mean;
moreover, E[Dk,pD∗k′,p] = 2σ
2
D,p(k)δk,k′ . For a transmitter
with a single clipping operation σ2D,p(k) can be computed
analytically as defined in [15]; if successive clipping and
filtering operations are employed then σ2D,p(k) has to be
obtained by simulation.
The performance of OFDM schemes submitted to nonlinear
devices can be significantly improved by employing a receiver
with iterative cancelation of nonlinear distortion effects [17],
[18]. This concept can be extended to MC-CDMA, leading
to the receiver structure of Fig. 3a). The basic idea behind
this receiver is to use the estimates of the nonlinear distortion
Dk,p, Dˆk,p, provided by the preceding iteration to remove the
nonlinear distortion effects in the received samples.
We will define the size-KLP vector D(k) as the con-
catenation of [Dk Dk+M . . . Dk+(K−1)M ]T L times, where
Dk = [Dk,1 . . . Dk,P ], and Dˆ(k) its estimate (obtained
from the previous iteration). We also define the size-KLP ×
KL channel matrix HCh(k) given by (31), with HCh(l)k =
[HCh(l)k,1 H
Ch(l)
k,2 . . . H
Ch(l)
k,P ].
Therefore, the received frequency-domain block vector,
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Fig. 2. Transmitter model considered in this paper (a) and detail of C&F
block (b).
Y(k), which for nonlinear transmitters is
Y(k) = HUse
T
(k)A(k) + HCh
T
(k)D(k) + N(k), (32)
is replaced by the corrected block vector YCorr(k), given by
YCorr(k) = Y(k)−HChT (k)Dˆ(k)
= HUse
T
(k)A(k) + HCh
T
(k)DRes(k) + N(k),
(33)
with
HUse(k) =
[
HUse(1)(k) · · · HUse(L)(k) ] , (34)
where the size-P ×K matrix HUse(l)(k), l = 1, ..., L, is given
by
HUse(l)(k) =
αk,1H
(l)
k,1
· · · αk+(K−1)M,1H(l)k+(K−1)M,1
...
...
αk,PH
(l)
k,P
· · · αk+(K−1)M,PH(l)k+(K−1)M,P

(35)
and DRes(k) = D(k) − Dˆ(k) is the residual nonlinear self-
distortion vector.
For the derivation of the optimum feedforward and feedback
matrixes, F(k) and B(k), respectively, we can use the same
approach as we did for linear transmitters by employing the
Lagrangian multipliers method. Thus, it follows that
B(k) = HUse(k)F(k)− IP (36)
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Fig. 3. Iterative receiver with cancelation of nonlinear distortion effects (a)
and detail of the nonlinear distortion estimation (b).
and
F(k) =
[
HUse
H
(k)
(
IP − P2
)
HUse(k)
+
1
2σ2A
HCh
H
(k)RD(k)HCh(k)
+
σ2N
σ2A
IKL
]−1
HUse
H
(k)Q, (37)
where
RD(k) = E
[
DRes
∗
(k)DRes
T
(k)
]
. (38)
For the first iteration the non-zero elements of RD(k) are of
the type E[|Dk,p|2] = 2σ2D,p(k). For the remaining iterations
they have to be obtained by simulation. We assumed that
E[|DResk,p |2] ≈ 2(1− ρxp)E[|Dk,p|2] (39)
where x is an exponent that depends on the adopted nor-
malized clipping level sM/σ, where σ = E[|s′n,p|2]/2, with
{s′n,p;n = 0, 1, ..., N ′ − 1} denoting the input samples.
For a given iteration, {Dˆk,p; k = 0, 1, . . . , N − 1} can
be estimated from {Aˆk,p; k = 0, 1, . . . ,M − 1} as follows
(see Fig. 3b)): {Aˆk,p; k = 0, 1, . . . ,M − 1} is re-spread
to generate an estimate of the “block to be transmitted”
{Sˆk,p; k = 0, 1, . . . , N − 1}; {Sˆk,p; k = 0, 1, . . . , N − 1}
is submitted to a replica of the nonlinear signal processing
scheme employed in the pth transmitter so as to form the
“transmitted block estimate” {SˆTxk,p; k = 0, 1, . . . , N−1}; Dˆk,p
is given by
Dˆk,p = SˆTxk,p − αk,pSˆk,p. (40)
For small values of ρp the estimates are not reliable enough
to allow accurate estimation of nonlinear distortion effects (in
fact, E[|DResk,p |2] can be larger than E[|Dk,p|2] for small values
of ρp). For this reason, we only perform the estimation and
cancelation of nonlinear distortion effects when 2(1−ρxp) ≤ 1.
Naturally, for the first iteration, Dˆ(k) = 0 and DRes(k) =
D(k). For the remaining iterations, DRes(k) = D(k) − Dˆ(k),
where Dˆ(k) is obtained from the previous iteration.
IV. IMPLEMENTATION COMPLEXITY ISSUES
The implementation complexity of our receivers can be
measured in terms of number and size of DFT/IDFT oper-
ations, number of despreading/spreading operations, as well
as the computation charge required for the calculation of the
feedforward coefficients. In the case of the IMUD receiver we
need L size-N DFT operations, one for each antenna, and a
pair of despreading/spreading operations for the detection of
each MT, at each iteration (except for the first iteration where
only one despreading operation for each MT is required). If we
have estimation and compensation of nonlinear effects, XP
pairs of size-N DFT/IDFT operations (X is the number of
C&F operations) for the detection of each MT, at each iteration
are also needed. As for the computation of the feedforward
coefficients, we need to invert the size-P × P matrix of (37)
for each MT, at each iteration. Naturally, for slow-varying
channels, this operations is not required for all blocks. In
the case of Turbo-MUD receiver the SISO channel decoding
needs to be implemented in the detection process of each
MT, with the SOVA (Soft Output Viterbi Algorithm) instead
of a conventional Viterbi algorithm. This can be the most
complex part of Turbo-MUD receiver. Nevertheless, it should
be pointed out that the implementation charge is concentrated
in the BS, where increased power consumption and cost are
not so critical.
It should also be pointed out that our receivers can be
simplified with only negligible performance degradation by
noting that whenever ρp ≈ 1 for the pth MT at a given
iteration, we already have reliable decisions for that MT and
we can exclude it from the detection process in the next
iteration.
When compared with a conventional MRC-PIC (Maximum
Ratio Combining) receiver [25], our receivers are more com-
plex, with an additional implementation complexity coming
essentially from the computation of the feedforward coeffi-
cients and from the extra size-N DFT/IDFT operations re-
quired when estimation and compensation of nonlinear effects
are employed. However, the main computational effort can
be the one inherent to SISO channel decoding, something
also required in MRC-PIC receivers with turbo decoding
(moreover, MRC-PIC receivers have poor performance for
high system load, while the Turbo-MUD receiver proposed
in this paper have good performance even for fully loaded
systems, as we will see in the next section).
V. PERFORMANCE RESULTS
In this section we present a set of performance results
concerning the iterative receiver structures proposed in this
paper for the uplink of MC-CDMA systems with frequency-
domain spreading. We consider M = 32 data symbols for each
user, corresponding to blocks with length N = KM = 256,
plus an appropriate CP. QPSK constellations, with Gray map-
ping, are employed. To reduce the envelope fluctuations of
7the transmitted signals (and the PMEPR) while maintaining
the spectral occupation of conventional MC-CDMA schemes,
each MT employs the clipping techniques combined with
a frequency-domain filtering proposed in [15] (the power
amplifiers are assumed to be linear for the (reduced) dynamic
range of the envelope fluctuations of the transmitted signals).
The PMEPR of the transmitted signals (defined as in [15])
are shown in Table I, together with the corresponding average
SIR values (Signal to nonlinear self-Interference Ratio). The
receiver (i.e., the BS) knows the characteristics of the PMEPR-
reducing signal processing technique employed by each MT.
We consider the power delay profile type C for the HIPER-
LAN/2 (HIgh PERformance Local Area Network) [26], with
uncorrelated Rayleigh fading for the different MTs and for
the different paths (similar results were obtained for other
severely time-dispersive channels). The duration of the useful
part of the block is 4µs and the CP has duration 1.25µs. We
consider uncoded and coded BER performances under perfect
synchronization and channel estimation conditions3. We con-
sider the well-known rate-1/2, 64-state convolutional code with
generators 1+D2+D3+D5+D6 and 1+D+D2+D3+D6.
The coded bits are interleaved before being mapped into QPSK
symbols. The SISO decoder is implemented using the Max-
Log-MAP approach. Unless otherwise stated, we consider
P = K = 8 MTs, corresponding to a fully loaded scenario
and ξp = 1 for all MTs, i.e., we have perfect ”average power
control” (in practice, there are some power fluctuations due
to the fading). At the BS we have L uncorrelated receive
antennas, for diversity purposes.
We will denote the receiver with soft decisions from the
multiuser detector employed in the feedback loop as IMUD
(Iterative MUD) and the receiver with soft decisions from the
channel decoder outputs employed in the feedback loop as
Turbo-MUD.
Let us first consider an uncoded case where we have nonlin-
ear transmitters at each MT with a normalized clipping level,
identical for all MTs, of sM/σ = 1.0 and sM/σ = 0.5. Figs.
4 and 5 show the average uncoded BER performance (i.e., the
average over all MTs) for iterations 1 and 4 when L = 1 or
2, respectively (naturally, the first iteration corresponds to a
linear receiver). For the sake of comparisons, we also include
the performance for a linear transmitter and the SU (Single-
User) performance, which, for the kth data symbol could be
defined as
Pb,SU,k = E
Q
√√√√2Eb
N0
1
K
∑
k′∈Ψk
L∑
l=1
|H(l)k′ |2
 , (41)
where the expectation is over the set of channel realizations
(it is assumed that E[|H(l)k |2] = 1 for any l). From Figs. 4
and 5 it is clear that the iterative receiver allows significant
performance improvements relatively to the linear receiver,
although, for L = 1, the performance is far from the SU
performance, even after four iterations. Moreover, our simula-
3It should be noted that perfect time synchronization between the blocks
associated to different MTs is not required since some time mismatches can
be absorbed by the CP.
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Fig. 4. Average uncoded BER performance for iterations 1 and 4 with L = 1
(better performances as we increase the number of iterations), as well as the
corresponding SU performance, when linear and nonlinear transmitters with
normalized clipping level of sM/σ = 1.0 and 0.5 are considered.
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Fig. 5. As in Fig. 4 but with L = 2.
tion results showed that we can approach the SU performance,
when we have diversity.
Lets consider now the impact of channel coding by as-
suming again that we have nonlinear transmitters at each
MT with normalized clipping levels of sM/σ = 1.0 and
sM/σ = 0.5. Figs. 6 and 7 show the average coded BER
performance for iterations 1 and 4, again for L = 1 or 2,
respectively, for either IMUD and Turbo-MUD receivers. As
expected, the channel coding leads to significant performance
improvements. Moreover, it is clear that the performance of
the linear receiver is very poor, with high irreducible error
floors due to the nonlinear distortion effects. This is especially
serious for the case where L = 1. As we increase the number
of iterations and/or we increase L improve significantly the
performance, that can be close to the one obtained with linear
transmitters if L > 1. We can also observe that the Turbo-
MUD outperform the IMUD, especially when L = 1.
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Fig. 6. Average coded BER performance for iterations 1 and 4 for either
IMUD and Turbo-MUD receivers with L = 1, when linear and nonlinear
transmitters with normalized clipping level of sM/σ = 1.0 and 0.5 are
considered.
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Lets consider a case where we want a transmission with
a very low-PMEPR of the MC-CDMA signals, not only by
assuming a very low clipping level at each MT, but also by
repeating several times the clipping and filtering operations at
each MT to further reduce the PMEPR of the transmitted sig-
nals while maintaining the spectral occupation of conventional
MC-CDMA schemes (see Table I). Fig. 8 shows the average
coded BER performance for iterations 1, 2 and 4 for Turbo-
MUD receiver with L = 1, with 1, 2, 4 or 8 clipping and
filtering iterations at the transmitter and a normalized clipping
level of sM/σ = 0.5. From this figure it is clear that the
performance degradation associated to several clipping and
filtering operations is very small when Turbo-MUD receivers
with estimation and cancelation of nonlinear distortion effects
are employed.
Finally, let us consider now a fully loaded scenario with
K = P = 4, L = 1 and a normalized clipping level of
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Fig. 8. Average coded BER performance for iterations 1, 2 and 4 for Turbo-
MUD receiver with L = 1, with 1, 2, 4 or 8 clipping and filtering iterations
at the transmitter and a normalized clipping level of sM/σ = 0.5.
TABLE I
PMEPR AND SIR OF THE TRANSMITTED SIGNALS.
PMEPR (dB) SIR (dB)
Iterations IterationssM/σ
1 2 4 8 1 2 4 8
0.5 4.1 3.0 2.0 1.7 8.8 7.9 7.5 7.3
1.0 4.4 3.4 2.4 2.1 11.1 10.0 9.3 9.1
1.5 5.0 4.0 3.2 2.9 14.6 13.0 12.2 12.0
2.0 5.7 4.9 4.2 4.0 19.4 17.4 16.3 15.9
sM/σ = 1.0 where the signals associated to different users
have different average power at the receiver. We will consider
two classes of users, denoted by CL and CH , with two users in
each class, where the average power of CH users is 6dB above
the average power of CL users. Clearly, the CL users face
strong interference conditions. The coded BER performance
for each CL and CH user as a function of Eb/N0 of CH
users is shown in Figs. 9 and 10, respectively, for either IMUD
and Turbo-MUD receivers. Once again, the iterative receiver
allows significant performance gains, with the Turbo-MUD
receiver outperforming the IMUD, especially for CL users.
VI. CONCLUSIONS
In this paper we considered the uplink transmission in
MC-CDMA systems employing clipping techniques so as to
reduce the envelope fluctuations of the transmitted signals.
We proposed an iterative receiver structure that combine
turbo-MUD and estimation and cancelation of the nonlinear
distortion effects that are inherent to the transmitted signals.
Our performance results showed that the use of the channel
decoder outputs instead of the coded MUD outputs, in the
feedback loop, allow a significant performance improve at low
and moderate SNR, even for severely time-dispersive channels
and/or when a very low-PMEPR MC-CDMA transmission is
intended.
Although our receivers require additional implementation
complexity, especially for the Turbo-MUD receiver, it should
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Fig. 9. Coded BER performance for each CL user as a function of the
Eb/N0 of CH users, when P = K = 4, L = 1 and sM/σ = 1.0,
for either IMUD or Turbo-MUD receivers (average power of CL users 6dB
below the average power of CH users).
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Fig. 10. As in Fig. 9 but for CH users.
be pointed out that the implementation charge is concentrated
in the BS, where increased power consumption and cost are not
so critical. Having in mind the benefits of using efficient, low-
cost power amplification at the MTs, the proposed techniques
could mean an important implementation advantage for the
MTs.
APPENDIX
In the following we will show that the optimum feedforward
matrix F(k) given by (27) can be written as (29).
Lets rewrite (27) and (29) using non matricial notation:
P∑
p′=1
(1− ρ2p′)H(l)
∗
k,p′
L∑
l′=1
H
(l′)
k,p′F
(l′)
k,p +
σ2N
σ2A
F
(l)
k,p = QpH
(l)∗
k,p , (42)
l = 1, 2, ..., L, where Qp = γp(1− ρ2p)− λp/(2σ2AM), and
F
(l)
k,p =
P∑
p′=1
H
(l)∗
k,p′ [V(k)]p,p′ [Q]p,p′ , (43)
respectively ([A]n,m denote the element of line n and column
m of matrix A). Substituting (43) in (42) follows that
P∑
p′=1
(1− ρ2p′)H(l)
∗
k,p′
L∑
l′=1
P∑
p′′=1
H
(l′)∗
k,p′′ [V(k)]p,p′′ [Q]p,p′′H
(l′)
k,p′
+
σ2N
σ2A
P∑
p′′=1
H
(l)∗
k,p′′ [V(k)]p,p′′ [Q]p,p′′ = QpH
(l)∗
k,p
⇔
P∑
p′=1
(1− ρ2p′)H(l)
∗
k,p′
L∑
l′=1
P∑
p′′=1
H
(l′)∗
k,p′′ [V(k)]p,p′′ [Q]p,p′′H
(l′)
k,p′
+
σ2N
σ2A
P∑
p′=1
P∑
p′′=1
H
(l)∗
k,p′′ [V(k)]p,p′′ [Q]p,p′′δp′,p′′ = QpH
(l)∗
k,p
⇔
P∑
p′=1
H
(l)∗
k,p′
 P∑
p′′=1
[V(k)]p,p′′ [Q]p,p′′
·
(
(1− ρ2p′)
L∑
l′=1
H
(l′)∗
k,p′′H
(l′)
k,p′ +
σ2N
σ2A
δp′,p′′
)]
= QpH
(l)∗
k,p ,
(44)
l = 1, 2, ..., L. From (30), which in non matricial notation is
given by
P∑
p′′=1
[V(k)]p,p′′
(
(1− ρ2p′)
L∑
l′=1
H
(l′)∗
k,p′′H
(l′)
k,p′
+
σ2N
σ2A
δp′,p′′
)
= δp,p′ , (45)
we can easily see that the factor between brackets in (44)
reduces to
P∑
p′′=1
[V(k)]p,p′′ [Q]p,p′′
(
(1− ρ2p′)
L∑
l′=1
H
(l′)∗
k,p′′H
(l′)
k,p′
+
σ2N
σ2A
δp′,p′′
)
= [Q]p,p′δp,p′ . (46)
Substituting the result above in (44) leads to
P∑
p′=1
H
(l)∗
k,p′ [Q]p,p′δp,p′ = QpH
(l)∗
k,p , (47)
l = 1, ..., L, which completes the demonstration.
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