The problem of scheduling in the parallel and distributed environment is proven to be NP-complete and has been addressed by various heuristics. It is always desired from a scheduling scheme to distribute the load evenly on the available resources so as to have maximum resource utilisation while meeting the scheduling objective(s). Bio-inspired metaheuristics for job scheduling have gained immense popularity due to their effectiveness in providing near optimal solution in a reasonable time and computational complexity. This work proposes an evolutionary static scheduling technique based on bacterial foraging for a batch of independent jobs. This model generates the schedule minimising the node idle time and the makespan while exhibiting a balanced load distribution with minimum run time overhead. Simulation study proves the effectiveness of the proposed model in comparison with its peers.
Introduction
Parallel and distributed computing can be realised both at the hardware and the software level resulting in a performance gain over the jobs that are scheduled on a single processor system (Alam and Raza, 2016; Braun et al., 2001) . Task scheduling is the assignment of the jobs to the nodes and is proven to be NP-complete. Scheduling algorithms can be either immediate or batch mode depending on the requirements. In the immediate mode, a task is allotted to the resource as soon as the resource is available, while in the batch mode the tasks are grouped together as a set and are further examined for mapping at a prescheduled time (Braun et al., 2001) . The jobs demanding execution can be viewed as the dependent job model and the independent job model. In the former case, the jobs or sub jobs are inter-related to one another and in the latter case; the jobs are independent and can be scheduled on any processor without waiting for other jobs to complete their execution (Braun et al., 2001) . Scheduling algorithms can be broadly classified as static and dynamic. Static algorithms make use of prior information and pre-configured fixed set of rules for scheduling while the dynamic algorithms use the runtime system-state information to make scheduling decisions. Static algorithms serves well when the managed system is small and some predicted and expected behaviour is exhibited by the system (Alam and Raza, 2016; Braun et al., 2001) . It is always desired from the scheduler that it schedules the tasks such that the resources are fully utilised while minimising the job turnaround time with reduced run time overhead and effective balanced load on each processor (Alam and Raza, 2016; Shivaratri et al., 1992) . Nature has always been an inspiration for researchers in designing various optimisation techniques. Such biologically inspired approaches have been studied over the past and have proven quiet beneficial for solving problems which are NP in nature. Some of the popular metaheuristics approaches reported in the domain are genetic algorithm (GA), ant colony optimisation (ACO), particle swarm optimisation (PSO), bacterial foraging optimisation (BFO) and their hybrid versions. These metaheuristics are useful due to their evolutionary nature coupled with the explorative and exploitative properties along with the acceptability of the near optimal solutions. Further, the parameters used in the strategies are capable of handling modifications as per the scheduling requirements. Inspired by these algorithms in the optimising scheduling problem, this work explores a practical solution to the real world challenges of scheduling the batch of jobs in a distributed environment. The overall performance can be viewed in many aspects depending on the application domain. The proposed work focuses on the optimisation of the following quality of service (QoS) parameters:
1 makespan -the algorithm must strive to decrease the makespan of the batch submitted for execution 2 average system utilisation -the algorithm generates such schedules with balance load resulting in higher system utilisation 3 low run time overhead of the algorithms in meeting the QoS requirements.
To achieve the above mentioned goals, we propose a biologically inspired bacterial foraging-based batch scheduling model (BFBSM) for mapping a batch of independent tasks on a distributed system. The intelligent group foraging capability of E. coli bacteria is exploited here for generation of a schedule resulting in a lower makespan of the jobs while ensuring efficient system utilisation with reduced run time overhead. The performance of the proposed model is compared with other metaheuristic scheduling approaches viz. GA, and GABFO to evaluate its effectiveness. The remainder of the paper is organised as follows. Next section presents some bio-inspired metaheuristic approaches reported in the literature for job scheduling in the distributed systems. The description of BFO algorithm has been presented in Section 3. Section 4 discusses the proposed model BFBSM followed by the complexity analysis in Section 5. Simulation study of the model with a comparative analysis with its peers has been presented in Section 6. Finally, the paper ends in Section 7 with the concluding remarks.
Related work
Many biologically inspired metaheuristic scheduling algorithms have been reported in the literature for mapping tasks to resources, e.g., GA, PSO, ACO, BFO and their hybrid versions optimising the desired QoS parameters. The performance of these metaheuristic in terms of the proximity with the optimal solutions and the convergence time varies with the problem domain and the number and complexity in handling the tuning parameters. GA is a bio-inspired evolutionary algorithm which uses natural selection with individuals of better sustainability for reproduction (Braun et al., 2001; Kim et al., 2007; Lee, 1993; Prakash and Vidyarthi, 2012) . These individuals are responsible for propagating the genetic material to offsprings through crossover and mutation. In Prakash and Vidyarthi (2012) , a new population is produced by applying the genetic operators as modified crossover based on permutation and modified mutation based on task reallocation. The procedure is then iterated till the stopping criterion is met. Finally, the result is decoded to get the individual with best optimum value. PSO which simulates the social behaviour of the movement of organisms like bird flock or fish school has been used extensively for various optimising problems (Kennedy and Eberhart, 1995; Jain et al., 2010; Miao et al., 2009; Das et al., 2008) . Various approaches based on PSO in scheduling can be seen in (Rodriguez and Buyya, 2014; Pandey et al., 2010; Wu et al., 2010) . ACO is another swarm intelligence method which finds usage in addressing NP class of problems based on the ant's behaviour of seeking an optimum path between their colony and a source of food (Dorigo, 1992) . ACO-based scheduling algorithm can be seen in Chen and Zhang (2009) , Laalaoui and Drias (2010) and Chiang et al. (2006) . BFO is also a bio-inspired evolutionary technique using bacteria foraging strategy in reaching the best possible solution (Passino, 2002) . BFO has been used extensively for distributed optimisation and control problems concerning various fields of computation. BFO coupled with other approaches has proven to be effective over single variants of GA, PSO, ACO and other peers (Prakash and Vidyarthi, 2014; Kim et al., 2007; Vivekanandan and Ramyachitra, 2012; Jain et al., 2010) . GABFO is the combination approach using GA and BFO approach for obtaining an optimal solution for the schedule for distributed systems by mapping the task on the nodes (Prakash and Vidyarthi, 2014) . After the application of GA, the resultant solution is populated by the bacterial population. The tasks are moved from heavily loaded node to the lightly loaded node in individual chromosomes via tumble. If the population of bacteria is less than or equal to the number of nodes in the grid, the bacteria can move inside the grid otherwise it sits idle. The best of the chromosomes are passed onto next generation without alternation while the rest are produced via crossover and mutation. The process is iterated till the stopping criterion is met. The best solution is then selected from the population.
Bacterial foraging optimisation
To address the distributed optimisation and control, Passino (2002) presented biologically inspired evolutionary BFO strategy via imitating the foraging process of E. coli bacteria. The bacterium under the guidance of control system decides the favourable change in its state. The state of the bacteria comprises of direction and step length of the movement towards the food source. The control system is fully responsible for evaluating the change in the state which acts as the reference for the next state change. The bacterium continuously approaches towards the source of energy with the aim of maximising the energy intake per unit time. BFO primarily consist of three basic events as chemotaxis, duplicate and elimination-dispersal described as follows (Passino, 2002; Wu et al., 2007 ):
• Chemotaxis event: E. coli bacteria either move followed by move or move followed by tumble in alternation through swinging of its flagella. In BFO, the swinging is handled by adjusting the bacterial parameters, e.g., advancing direction and the step length by evaluating the individual's current environment. The change in direction is expressed as:
where θ i (j, k, l) depicts the existing position of the individual i, at j th number of chemotaxis events, k th number of duplicate iterations and l th number of elimination-dispersal events. The φ(j) symbolises the new direction and C(i) the step length for bacterial movement.
• Duplicate event: After the process of chemotaxis, some bacteria have less energy than their counterparts and hence evidently appear inferior. Such bacteria are removed and the same number of bacteria with superior foraging strategies is replicated to take their place, thus keeping the population size constant. If S is the population size and Sr be the number of bacteria that are eliminated then Sr can be represented as
• Elimination-dispersal event: The elimination-dispersal event is an evolution procedure that may place bacteria near better food source. The bacteria is eliminated and dispersed with the probability Ped. The bacteria satisfying the condition are removed and new individual is generated with new position in the search space.
Proposed algorithm (BFBSM)
This work proposes a BFBSM for distributed system for mapping the batch of independent jobs on the heterogeneous system with an intention of minimising the makespan and maximising the average utilisation while ensuring load balancing. The scheduling model is explained as under with notations defined in Table 1 . The mapping of the tasks on the nodes is done using the expected time to compute (ETC) matrix of size N × M, where N is the number of tasks and M is the number of nodes. The value of ETC [i] [j] represents the expected time that i th task takes to complete on the j th node (Braun et al., 2001) . The size of the tasks is considered in million instructions (MI) and accordingly the node processing power in million instructions per second (MIPS). The initial set of possible solutions, i.e., a population of the bacteria is generated by random allotment of the tasks to the nodes. Each solution is considered as a bacterium whose cost defines the position in the solution space. The number of bacteria in population is equal to the size of the solution set, i.e., equal to S. θ i represents the position of the i th bacteria, where the population is the solution set corresponding to all bacteria. Health (i, j, k, l) represents the health or the fitness of i th bacteria in terms of makespan at j th chemotaxis step, k th reproduction step and l th elimination dispersal step. The chemotaxis is done using two basic steps, move and tumble. The bacteria during the foraging process follow these two basic steps in alternation, tumble followed by tumble or tumble followed by move. Move and tumble are formulated here according to the tasks mapping scenario so as to maximise the overall system utilisation.
• Tumble: Tumble is the change in direction of the bacterial movement during the foraging process. In this work, it represents the relocating the smallest task from the most highly loaded node to the most lightly loaded node. The tasks in solution represented by individual bacteria are mapped accordingly on individual nodes. Then, the smallest task is reallocated from heavily loaded node to the least loaded node. The step helps in balancing the load and minimising the overall execution time while improving the average utilisation of the system. The various parameters considered in fitness function during tumbling process are expressed as follows
Average system utilisation
• Move: Move is accomplished here through reallocation of the smallest task chosen by the above procedure, i.e., tumble, to other nodes which can finish the above task in a less time than the current node without increasing the makespan. The task is moved from current i th node to next (i + 1) th node and so on for rest of the nodes to check if the task can be completed in less time with a decrease in makespan value. This procedure of reassignment of the task results in an allotment of tasks to the faster node than the previously selected node during the tumble.
After the chemotaxis steps, half of the least healthy bacteria in the Population are removed and the other half of the healthy bacteria are replicated to take their place. This step is called the duplication step. Duplication is further followed by elimination and dispersal. The bacteria are eliminated with probability 'Ped' and new bacteria are generated through random allotment to take their place in the solution space. This step not only disperses the bacteria in larger solution space but also prohibits the solution getting trapped in local minima. 
Complexity analysis
This section presents a comparison of the time complexity of the proposed algorithm BFBSM with other heuristics considered for comparison viz. GA (Prakash and Vidyarthi, 2012) and GABFO (Prakash and Vidyarthi, 2014) . GA is a stochastic optimisation method and its complexity depends on the genetic operators, their implementation, representation of the individuals, population size and on the fitness function. Thus, complexity of GA in terms of the operators can be expressed as ( The BFO algorithm computation complexity is dependent on variety of parameters viz. S, Nc, Ns, Nre, Ned and Ped (Passino, 2002) . With the increase in value of S the computational complexity of the algorithm increases. However, for large values of S, and with random distribution of the initial population, there will be at least some bacteria with near optimal solution, and over time, due to either chemotaxis or reproduction, it is more likely that many bacteria will be close to that optimum solution. The large values of Nc results in many chemotactic steps, and hence more optimisation progress resulting in a higher computational complexity. If the size of Nc is chosen to be to be small, the algorithm can easily be trapped in a local minimum. The Ns value should be selected such as to create a variation in random walk of all bacteria. If Nc is large, then the value of Nre will affects the least healthy bacteria in getting eliminated and thus will be duplicated by healthy ones. If Nre is small in value then the algorithm might congregate prematurely. But larger value of Nre clearly increases the computational complexity. The same could be said about Ned, if its value is small, then it can result in getting trapped in the local minima whereas if value is high this will certainly increase the computational complexity. However, large values allow the bacteria to explore more possible solutions. The same confrontation goes for Ped, if larger the value, the algorithm can degrade to random exhaustive search with further increase in complexity. Depending upon the values taken in the algorithm, the complexity of BFO can be stated as 
Simulation study
This section presents the extensive simulation study to evaluate the performance of the proposed model with its peers with ten runs for each approach. The testbed used for the simulation is MATLAB (Ver. R2008a) using Intel Core i7-3770 CPU at 3.40 GHz with 2 GB RAM over 64 bit version Windows 7 operating system. The simulation covers the various possible scenarios of variable task size and processing capacity. The result observed during the execution of the proposed model is shown from Tables 3 to 8 and Figures 1 to 12. BFBSM has been compared with other approaches viz. GA (Prakash and Vidyarthi, 2012) and GABFO (Prakash and Vidyarthi, 2014) under various test conditions as discussed later. The processing speed of the nodes and the task sizes in the simulation environment are generated using random generator within specified ranges as given in Table 2 . The population is initially generated randomly. Fitness of each bacterium is then calculated by using the bacteria fitness function given by equation (3). Health of the bacteria refers to the makespan value calculated for each bacterium. The parameters used in the experiments are listed in Table 2 . The study is divided into four sections to observe the effect on makespan and has been explained as under.
Case 1: varying the number of fixed size tasks to be executed on a fixed number of nodes with fixed processing speed
In this case, the number of nodes considered in the system is fixed to 32 and the numbers of tasks are varied from 50 to 500 with step increase of 50 on count of the makespan, utilisation and running time. Other input parameters remain same as shown in Table 2 . The performance of the proposed model is compared with GA and GABFO and the results are presented in Table 3 . From Figure 1 , it can be seen that keeping the number of nodes fixed to 32, an increase in the number of jobs results in an increase in the makespan value for GA, GABFO and BFBSM. It has been observed that the makespan value reported by BFBSM is always better than its peers for all task sizes. However, the overhead incurred in running the algorithm or the run time of BFBSM is reported to be lesser than GABFO but more than GA owing to the smaller problem size as shown in Figure 3 . BFBSM balances the load through transfer of task from heavily loaded nodes to lightly loaded nodes, resulting in better system utilisation with an even distribution of load. Moreover, the move step results in faster nodes getting access to smaller jobs that have been deported from higher loaded nodes during tumble step. This results in exploring better solution with a much reduced makespan value.
Table 2
Input simulation parameters
Number of nodes 16-1,000
Number of tasks 50-14,000
Range The study under this case is further extended to scale the number of nodes to 200 and the task size to a higher range varying from 1,000 to 10,000. Other input parameters are same as shown in Table 2 . Table 4 summarises the results in this case and graphically the results are presented in Figure 2 and Figure 4 . It can be seen that for a larger system BFBSM continues to offer the minimum makespan and utilisation as seen previously. However, in this case, the performance of BFBSM improves even for the runtime. The results are better than its peers on all counts, be it makespan, utilisation or the runtime. This is due to the fact that as problem size increases, GA and GABFO consumes more time in reaching the optimum value with quadratic increase in the running time. On the other hand, BFBSM running time is always linear thereby not getting affected with the problem size. Therefore, for the bigger problems corresponding to the real case scenarios, BFBSM offers to be a suitable candidate with the advantage of offering better makespan and utilisation with the least run time. 
Case 2: varying the number of fixed processing speed nodes for a fixed number of fixed size tasks
In this case, the fixed and variable parameters of the previous case are reversed. The numbers of tasks are now fixed to a smaller size of 100 and the numbers of nodes are varied increasing from 8 to 80 with a step size of 8. Other input parameters are same as mentioned in Table 2 . The results of this study are summarised in Table 5 . Figure 5 presents the variation in the makespan with increase in number of nodes. It is observed that when the number of nodes increases, makespan decreases for the same number of tasks in all the approaches with BFBSM reporting the best results. The exploitive nature of BFBSM is again responsible for a better mapped solution resulting in the jobs getting allocated to all the nodes, with faster nodes getting access to more small jobs than others. The average utilisation is better for BFBSM as compared to its peers. However, the running time of BFBSM is more than GA as shown in Figure 7 for similar case of smaller problem size. The reason is same as above. GA converges to optimum value faster or in fewer generations for smaller set of problem. To study the behaviour of the model for bigger sized problem, the number of tasks is then scaled up to 5,000. The number of computing nodes is then varied from 100 to 1,000 with a step size of 100. Other input parameters are kept same as given in Table 2 . The results for this case are presented in Table 6 . From Figure 6 and Figure 8 , it can be observed that for fixed number of tasks, when the number of nodes increases, makespan decreases. BFBSM continues to maintain its superior performance coupled with a substantially less run time overhead in comparison to GA and GABFO. Thus, it can be established that as the problem size increases, GA and GABFO consumes more time in reaching the near optimum value. On the other hand BFBSM running time varies only linearly for achieving the same performance. 2000-5000 2200-5200 2400-5400 2600-5400 2800-5800 3000-6000 3200-6200 3400-6400 3600-6600 3800-6800 
Case 3: varying the task size for a fixed number of fixed speed nodes
In this case, the number of nodes in the system is kept 32 with the number of tasks being 100. This part of the simulation studies the performance of BFBSM and its peers by observing the effect of the variation in the task size from 2,000 to 6,800 while keeping other input parameters same as shown in Table 2 . The results corresponding to makespan, utilisation and running time by varying the task size for a fixed set of tasks and nodes are presented in Table 7 . From Figure 9 , it can be observed that when the task size increases, the makespan increases in all the approaches with BFBSM again proving to be better than others. The main factor in BFBSM performing better than others is reallocation of smaller jobs to faster nodes during the move step. There may be a case that on increase in the task size the move step is restricted in reallocating the task of higher size. It should be noted here that the move step is only executed when there is benefit in reallocating the task chosen during tumble. The results reported by BFBSM are still better than its counterparts because tumble results in a balancing of the load from highly loaded nodes to lightly loaded nodes. As a small number of tasks are considered in this case, the overhead incurred in running the algorithm is more than GA as shown in Figure 11 . However, it is no more a problem as the number of tasks becomes more as proven for larger set for the same in cases 1 and 2. Tasks Sizes Running Time( in seconds) GA GABFO BFBSM 2000-5000 2200-5200 2400-5400 2600-5400 2800-5800 3000-6000 3200-6200 3400-6400 3600-6600 3800-6800
Case 4: varying the processing speed of nodes for a fixed number of fixed size tasks
This case studies the role of variation in the processing speeds of the nodes on the parameters for BFBSM. Now, the number of nodes are kept 32 with the number of tasks as 100 along with other input parameters same as Table 2 . The results are shown in Table 8 , Figure 10 and Figure 12 for the variation in the processing speed from 100 to 290. It can be observed that when the processing speed of the node increases, makespan decreases with BFBSM still outperforming its peers in terms of makespan. The increase in processing speed results in faster nodes than the previous run. Therefore, reallocation of tasks to faster nodes during the move step results in a better makespan. As the processing capacity is further increased, the system will perform much better under the influence of BFBSM. The tumble and move step work in complement with each other resulting in better mapped solution. The tumble results in an even distribution of load and move with the allocation of smaller jobs chosen during tumble to the faster nodes. The overhead incurred in running the algorithm again will become least with a larger problem size as shown in previous cases. Using GA (Prakash and Vidyarthi, 2012) , the crossover and mutation operators result in better solution based on recombination and transfer of tasks respectively. The approach works well only for a small set of problems. However, as size increases, the running time also increases. BFBSM, on the other hand, refines the solution at each level of chemotaxis by reshuffling of jobs to better resources via tumble and move. The solutions generated are populated with bacteria. Thus each solution is a bacterium with health value being refined at each step. In case of GABFO (Prakash and Vidyarthi, 2014) , the solutions generated by GA are mapped on nodes and then bacteria are mapped on each node. The bacteria identify the highly loaded node and the lightly loaded node. The transfer of task is made in tumble step. These results in balancing the load in a solution given by GA but further refinement in terms of makespan cannot be handled. In BFBSM, tumble and move steps not only balance the load but also results in solutions where jobs are moved to faster nodes rather than getting trapped to slower nodes.
Conclusions
The work presents a BFBSM which is an evolutionary static scheduling technique based on bacterial foraging algorithm for a batch of independent jobs on heterogeneous distributed system. The performance has been analysed in terms of the QoS parameters makespan offered to the batch, resource utilisation attained along with the running time of the algorithm. The algorithm is compared with other similar biologically inspired evolutionary approaches viz. GA and GABFO. Simulation study confirms that BFBSM generates an optimal schedule by minimising the node idle time and the makespan with a balanced load. Further, the running time complexity is linear as compared to GA and GABFO.
