Abstract-We propose a novel method for adjusting luminance for multi-exposure image fusion. For the adjustment, two novel scene segmentation approaches based on luminance distribution are also proposed. Multi-exposure image fusion is a method for producing images that are expected to be more informative and perceptually appealing than any of the input ones, by directly fusing photos taken with different exposures. However, existing fusion methods often produce unclear fused images when input images do not have a sufficient number of different exposure levels. In this paper, we point out that adjusting the luminance of input images makes it possible to improve the quality of the final fused images. This insight is the basis of the proposed method. The proposed method enables us to produce high-quality images, even when undesirable inputs are given. Visual comparison results show that the proposed method can produce images that clearly represent a whole scene. In addition, multi-exposure image fusion with the proposed method outperforms state-of-theart fusion methods in terms of MEF-SSIM, discrete entropy, tone mapped image quality index, and statistical naturalness.
I. INTRODUCTION
The low dynamic range (LDR) of the imaging sensors used in modern digital cameras is a major factor preventing cameras from capturing images as good as human vision. This is due to the limited dynamic range that imaging sensors have, and a single shutter speed that is utilized when we take photos. The limitations result in low-contrast images taken by digital cameras. To obtain images with better quality, numerous imaging and enhancement techniques based on a single image have been proposed [1] - [6] . However, these techniques cannot restore saturated pixel values in LDR images.
Because of this situation, interest in multi-image-based imaging techniques [7] - [17] has been increasing to overcome this constraint that single-image-based techniques have. Multiexposure image fusion is a solution to the LDR problem of digital cameras. Fusion methods utilize a set of differently exposed images, called "multi-exposure images," and fuse them to produce an image with high quality. Their development was inspired by high dynamic range (HDR) imaging techniques [18] - [27] . The advantage of these methods, compared with HDR imaging techniques, is that they can eliminate three operations: generating HDR images, calibrating the camera response function (CRF), and preserving the exposure value of each photograph. In this paper, we focus on multi-exposure image fusion.
Y. Kinoshita However, to work well, existing fusion methods require two conditions [28] , [29] : input multi-exposure images include no moving artifacts such as blurring or misalignment among images, and input multi-exposure images clearly cover the dynamic range of a scene. Moreover, the conditions have a close relation each other. To capture multi-exposure images covering a high dynamic range, it is generally needed to shoot multiple times while changing the shutter speed. In this case, moving artifacts generally occur due to time lags of each shooting and long-shutter speeds to capture bright images. Therefore, the two conditions are not always satisfied at the same time in various practical situations.
For eliminating moving artifacts among images, specialized camera systems [30] , [31] and a number of robust fusion methods [32] have been studied. For specialized camera systems, spatially varying pixel exposure methods [30] , [31] using a single sensor and new optical systems [33] , [34] having a number of sensors have been proposed. These systems enable us to capture scenes at the same time by changing the amount of light absorbed at each pixel in the imaging sensor, or by varying the exposure for each sensor. However, these camera systems do not always capture images having a sufficient number of different exposure levels, due to the hardware limitation of camera systems.
In contrast, for robust fusion methods against moving artifacts, input multi-exposure images taken with conventional cameras are first aligned, and then aligned images are fused. These methods effectively produce high-quality images even when scenes include moving objects, if well-exposed multiexposure images are prepared. However, the quality of input multi-exposure images affects both the accuracy of image alignment and the performance of fusion. Hence, insufficient multi-exposure images, such as ones taken with fast-shutterspeed due to limitations of camera capability, make it difficult to produce high-quality results. Because of these situations, we aim to propose a scene segmentation-based luminance adjustment method, for improving the quality of insufficient multi-exposure images.
In this paper, we first point out that it is possible to improve the quality of multi-exposure images by adjusting the luminance of images after photographing. Moreover, a scene segmentation-based luminance adjustment method is proposed on the basis of this insight. The proposed method enables us to produce high-quality images even when unclear input images are given. For the adjustment, two scene segmentation approaches are also proposed in order to automatically adjust input multi-exposure images so that they become suitable for multi-exposure image fusion. The former separates a scene
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in multi-exposure images, according to the luminance values of an input image having middle brightness. This approach has a closed-form, so it has a lower computational cost than typical segmentation methods. In the latter, which provides high-quality results, a scene is separated by considering the luminance distribution of all input images. The quality of fused images generally increases by using a large number of multi-exposure images, but the use of these images requires a large computational cost for fusion. In addition, the suitable number depends on a scene. For these reasons, the latter segmentation method automatically determines the suitable number of adjusted multi-exposure images, although most segmentation ones including k-means cannot.
In simulations, we evaluate the effectiveness of the proposed method with various fusion methods in terms of visual and quantitative comparison. Visual comparison results show that the proposed method can produce images that clearly represent a whole scene. In addition, multi-exposure image fusion with the proposed method outperforms state-of-the-art fusion methods in terms of MEF-SSIM, discrete entropy, tone mapped image quality index, and statistical naturalness.
II. PREVIOUS WORK
As mentioned, existing multi-exposure image fusion methods use differently exposed images, referred to as "multiexposure images." Here, we summarize typical fusion methods and problems with them.
Various research works on multi-exposure image fusion have so far been reported for capturing images of real scenes having a wide dynamic range without clipped blacks or whites [8] - [10] , [12] - [15] . Many of the fusion methods provide the final fused image as a weighted average of input multiexposure images. Mertens et al. [9] proposed a multi-scale fusion scheme in which contrast, color saturation, and wellexposedness measures are used for computing fusion weights. In the work by Nejati et al. [15] , base-detail decomposition is applied to each input image, and base and detail layers are then combined individually. An exposure fusion method based on sparse representation, which combines sparse coefficients with fused images, was also proposed in [12] . Furthermore, a method that combines weighted average and sparse representation is presented in [14] and is used to enhance image details. The existing methods work very well when the following two conditions are satisfied.
• The scene is static, and the camera is tripod-mounted.
• Input multi-exposure images clearly cover the dynamic range of the scene. Especially, photographing moving objects with an unstable camera is the most common scenario in imaging. Hence, moving artifacts such as motion blur and misalignment generally occur when the long exposure time is used to capture sufficient multi-exposure images. These moving artifacts result in ghostlike artifacts in the final fused images.
Because of this, specialized camera systems and a lot of fusion methods have been proposed to eliminate ghost-like artifacts. Spatially varying pixel exposure methods [30] , [31] and new optical systems [33] , [34] have been studied to implement specialized camera systems. The former methods enable us to use conventional cameras for obtaining singleshot multi-exposure images by changing the amount of light absorbed at each pixel in the imaging sensor. The latter systems capture multi-exposure images with multiple sensors by splitting the light onto the sensors with different absorptive filters. However, the camera systems can capture a limited number of multi-exposure images due to the hardware limitation of the systems. For robust fusion methods against moving artifacts, Ma et al. [32] proposed a structural patch decomposition method for multi-exposure image fusion as one fusion method. By these research works, problems of the ghost-like artifacts are being solved, if well-exposed multiexposure images are prepared. However, the quality of input multi-exposure images affects both the accuracy of image alignment and the performance of fusion.
Here, we demonstrate that adjusting the luminance of unclear multi-exposure images affects the quality of the final fused images. Figures 1 and 2 show examples of adjusted multi-exposure images and fused images from these multiexposure ones, respectively. These results indicate that adjusting the luminance makes it possible to improve the quality of fused images. In other words, even when appropriate exposure values are unknown at the time of photographing, the multiexposure images can be improved by adjusting unclear input images. The quality of multi-exposure images depends on the degree of adjustment.
Thus, we propose a novel luminance adjustment method, referred to as "scene segmentation-based luminance adjustment" (SSLA), for multi-exposure image fusion.
III. PROPOSED SCENE-SEGMENTATION-BASED LUMINANCE ADJUSTMENT
The proposed luminance adjustment method consists of three operations: local contrast enhancement, scene segmentation-based luminance scaling (SSLS), and tone mapping (see Fig. 3 ). An overview of the proposed method is first described, and SSLS is then explained. Fig. 1(a) , (b) fused image from adjusted multi-exposure images in Fig. 1(b) , and (c) fused image from adjusted multi-exposure images in Fig.  1(c) . Quality of fused images is affected by degree of adjustment.
A. Notation
The following notations are used throughout this paper.
• Lower case bold italic letters, e.g., x, denote vectors or vector-valued functions and are assumed to be column vectors.
• A superscript denotes the transpose of a matrix or vector.
• The notation (x 1 , x 2 , · · · , x N ) denotes a N -dimensional row vector.
• The notation {x 1 , x 2 , · · · , x N } denotes a set with N elements. In situations where there is no ambiguity as to their elements, the simplified notation {x n } is used to denote the same set.
• The notation p(x) denotes a probability density function of x.
• U and V are used to denote the width and height of input images, respectively.
• P denotes a set of all pixels, namely,
• The number of input images is denoted by N .
• An input image is denoted by a vector-valued function x : P → R 3 , where its output means linear-RGB pixel values, namely, the RGB color space has a linear relationship with the CIE XYZ color space. Similarly, a fused image is denoted by y : P → R 3 . For example, linear-RGB pixel values are obtained by applying the inverse gamma correction to sRGB pixel values [35] • The luminance of an image is denoted by the function l : P → R, where its output corresponds to Y components of the CIE XYZ color space.
B. Overview
The use of the proposed method in multi-exposure image fusion is illustrated in Fig. 3 , where the main contributions of this paper are SSLS and the way of producing adjusted images {x m }. To enhance the quality of multi-exposure images, local contrast enhancement is applied to luminance l n calculated from the n-th input image x n . Next, SSLS separates pixel set P into M -areas P 1 , P 2 , · · · , P M according to luminance values, and luminance l m for each area P m is then obtained by scaling a set, {l n }, of the enhanced luminance. Here, the number M of the scaled luminance, which equals the number of adjusted multi-exposure images, is generally different from the number N of input images. In addition, tone mapping is applied to each scaled luminance l m in order to avoid the truncation of pixel values. The adjusted images {x m } are generated by combining the mapped luminance {l m } and the input images {x n }, and the resulting image y is then fused from these adjusted ones {x m }, by using a multi-exposure image fusion method F such as weighted average.
In Fig. 3 , the proposed luminance adjustment should be applied before fusion. If the luminance adjustment is applied after fusion, an additional fusion process is needed because the luminance adjustment generates multi-exposure images even when a single image is given as an input.
1) Local contrast enhancement: If the input images do not represent a scene clearly, their contrast is lower than that of ideally exposed images. Therefore, the dodging and burning algorithm is used to enhance the local contrast [36] . The luminance l n enhanced by the algorithm is given by
wherel n (p) is the local average of luminance l n (p) around pixel p = (u, v) . It is obtained by applying a low-pass filter to l n (p). Here, a bilateral filter is used for this purpose. l n (p) is calculated by using the bilateral filter:
where g σ (t) is a Gaussian function given by
Parameters σ 1 = 16 and σ 2 = 3/255 are set in accordance with [36] , and a real-time implementation of the bilateral filter [37] is utilized.
2) Tone mapping: Because the scaled luminance value l m (p) often exceeds the maximum value of the common image formats, pixel values might be lost due to truncation of the values. This problem is overcome by using a tone mapping operation to fit the adjusted luminance value into the interval
The luminancel m (p) of an adjusted multi-exposure image is obtained by applying a tone mapping operator f m to l m (p):
Reinhard's global operator is used here as the tone mapping operator f m [19] . Reinhard's global operator is given by
where parameter L m > 0 determines value t to be f m (t) = 1. Note that Reinhard's global operator f m is a monotonically increasing function. Here, setting L m as L m = max l m (p) for each m, we obtainl m (p) ≤ 1 for all p. Therefore, truncation of the luminance values can be prevented. In contrast, if it is preferable not to change luminance by tone mapping, setting L m as L m = 1 is chosen. As described above, each of these two parameter settings has advantages and disadvantages. In this paper, parameter L m = max l m (p) is utilized. 3) Fusion of enhanced multi-exposure images: Adjusted multi-exposure imagesx m can be used as input for any existing multi-exposure image fusion methods [9] , [15] . A final image y is produced as
where
C. Scene segmentation-based luminance scaling
The proposed SSLS is applied to the set {l n } after local contrast enhancement as shown in Fig. 3 . The purpose of SSLS is to produce luminance l m , which clearly represents area P m ⊂ P having a specific brightness range in a scene. For this purpose, we introduce two processes: scene segmentation and luminance scaling (see Fig. 4 ). In the former, the set P of all pixels is divided into M subsets {P 1 , P 2 , · · · , P M }. A set {l m } of luminance is produced in the latter process, so that luminance l m clearly represents area P m . In the latter process, luminance scaling is applied to all luminance values l n (p) on P, not on P m . This enables us to have the same image structure as before the scaling.
1) Scene segmentation: Here, we discuss how to separate a scene in multi-exposure images into areas P 1 , · · · , P M , where each has a specific brightness and P 1 ∪ P 2 ∪ · · · ∪ P M = P. This operation is regarded as image segmentation based on luminance values. This segmentation for multi-exposure image fusion differs from typical segmentation problems such as semantic segmentation [38] , [39] in two ways.
• Multiple input images are given.
• Attention to the structure of images, e.g., edges, is not needed. We propose two approaches to segmentation. The first approach (Approach 1), which has low computational cost, separates a scene in multi-exposure images, according to the luminance values of an input image having middle brightness. In the second approach (Approach 2), which provides highquality results, the scene is separated by considering the luminance distribution of all input images.
Approach 1: Let l med be the luminance having the middle brightness in the set {l n }. The overexposed (or underexposed) areas in l med are smaller than those in the other luminance images in {l n }. Namely, l med has the best quality in {l n }. We thus utilize l med to separate a scene.
In Approach 1, P 1 , · · · , P M are given by dividing the luminance range of l med into M equal parts: where θ m is calculated as
Approach 1 is very simple but is effective for most of the images shown later.
Approach 2: Approach 2 takes into account the luminance distribution of all input images, while Approach 1 only uses one of the input images for segmentation. This enables us to produce a high-quality fused image, y, even when Approach 1 does not work well. A Gaussian mixture distribution is utilized to model the luminance distribution of the input images. After that, pixels are classified by using a clustering algorithm based on a Gaussian mixture model (GMM) [40] .
To obtain a model considering the luminance values of all input images, we regard luminance values at a pixel p as an
where K is the number of mixture components, π k is a mixing coefficient, and
is an N -dimensional Gaussian distribution with mean µ k and variance-covariance matrix Σ k .
To fit the GMM into a given l (p), variational Bayesian inference [40] is utilized. Compared with the traditional maximum likelihood estimation, one of the advantages is that variational Bayesian inference can avoid overfitting even when we choose a large K. For this reason, unnecessary mixture components are automatically removed by using the inference together with a large K. K = 10 is used in this paper as the maximum of the partition number M .
Let us introduce a K-dimensional binary random variable, z, having a 1-of-K representation in which a particular element z k is equal to 1 and all other elements are equal to 0. The values of z k therefore satisfy z k ∈ {0, 1} and k z k = 1. The marginal distribution over z is specified in terms of a mixing coefficient, π k , such that
In order for p(z k = 1) to be a valid probability, {π k } must satisfy
together with
An area P m containing a pixel p is determined by the responsibility γ(z k |l (p)), which is given as the conditional probability:
When a pixel p ∈ P is given and m satisfies
the pixel p is assigned to a subset P m of P.
2) Luminance scaling: The scaled luminance l m is simply obtained by
where parameter α m > 0 indicates the degree of adjustment (see Appendix A).
Given P m as a subset of P, the approximate brightness of P m is calculated as the geometric mean of luminance values on P m . We thus estimate an adjusted multi-exposure image l m (p) so that the geometric mean of its luminance equals the middle-gray of the displayed image, or 0.18 on a scale from zero to one, as in [19] .
The geometric mean G(l|P m ) of luminance l on pixel set P m is calculated by using
where is set to a small value to avoid singularities at l(p) = 0. By using eq. (16), parameter α m is calculated as
Since a smaller value for parameter α m is better, n is chosen as n = ψ(m) = arg min
The scaled luminance l m , calculated by using eq. (15) with parameters α m and n, is used as input of the tone mapping operation described in III-B2.
D. Combining adjusted luminance and input images
Adjusted images {x m } are obtained by combining a set {l m } of luminance adjusted by the SSLA and input multiexposure images {x n }. To associate eachl m with an input image x n , eq. (18) is utilized. As a result, combiningl m , the ψ(m)-th input image x ψ(m) , and its luminance l ψ(m) , we obtain adjusted multi-exposure imagesx m :
This transformation can preserve original colors since the RGB color space has a linear relationship with the XYZ color space (see Appendix B).
E. Proposed procedure
The procedure for generating an image y from N input images {x n } with the proposed method is summarized as follows (see Fig. 3 ). i
Calculate the luminance l n from each input image x n . ii Enhance the local contrast of l n by using eq. (1) to eq.
(3) and then obtain the enhanced luminance {l n }. iii Separate P into M areas {P m } Approach 1: use eqs. vi Generate {x m } according to eq. (19) . vii Obtain an image y with a multi-exposure image fusion method F as in eq. (6) . Note that the difference between Approach 1 and Approach 2 is only in step iii, and the number M of P m satisfies 1 ≤ M ≤ K. Tunable parameters in the proposed method are shown in Table I . Determine the number of adjusted multi-exposure images. Larger M improves the quality of fused images, but increases computational cost. In Approach 2, M is automatically set such that 1 ≤ M ≤ K.
IV. SIMULATION We evaluated the effectiveness of the proposed SSLA in terms of the quality of fused images y.
A. Simulation conditions
In the simulation, 20 sets of photographs and 550 sets of tone-mapped images were used as input images {x n }. Among the sets of photographs, four were taken with a Canon EOS 5D Mark II camera, and eight were selected from an available online database [41] , where each set contained three multiexposure images that were exposed with negative, zero, and positive exposure values. (see Figs. 5 and 6 ). The other sets were collected from database [42] , where each set included moving objects. The sets of tone-mapped images were generated by tone-mapping 50 HDR images selected from online databases [43] , [44] . From each HDR image, 11 sets of images were generated by linear response functions, where the number of images in ten sets was randomly decided in the range of [2, 5] and their exposure values were also randomly determined in the range of [−7, 0], to produce unclear multi-exposure images. The other set contained 15 multi-exposure images whose exposure values were −7, −6, · · · , 6, and 7.
The following procedure was carried out to evaluate the effectiveness of the proposed method. i
Produce {x m } from {x n } by using the proposed method. ii Obtain y fused from {x m } with F . iii Compute scores of three objective quality metrics: MEF-SSIM, discrete entropy and TMQI, for y, as described later. Here, we used five fusion methods for F : Mertens's method [9] , Sakai's method [14] , Nejati's method [15] , Li's method [17] , and Ma's method [32] . In Approach 1, M was set so as to be the same as the number N of input images. In Approach 2, M was a number that satisfies 1 ≤ M ≤ K = 10, and the number M was determined by the resulting GMM for each scene. The fitting of a GMM was cut off when the number of iterations reached 100, regardless of parameter convergence. In addition, Approach 2 was applied to downsized versions of {l n } for fast calculation. In particular, the resized width and height (U and V , respectively) of l n were determined so that max(U , V ) = 256.
B. Visual evaluation
Figures 7 and 8 show images fused with/without the proposed SSLA from the input multi-exposure ones {x n } illustrated in Fig. 5. Figures. 7(a) to (c), Fig. 8(a) , and Fig. 8(b) show that the effects of all of the fusion methods without luminance adjustment were not sufficient enough to visualize shadow areas when unclear input images were used as inputs. In contrast, images fused by using the proposed SSLA clearly represent the shadow areas while maintaining the quality of bright areas [see Figs. 7(d) to (i) and Figs. 8(c) to (f)]. However, combining the proposed SSLA with Li's method caused luminance inversion between bright and dark areas. Note that the inversion did not occur when Nejati's and Ma's methods, which are state-of-the-arts, were combined. The results for another image set in Fig. 6 are also displayed in Fig. 9 . Figure 9 shows a similar trend as in Fig. 7 . Therefore, the proposed SSLA makes it possible to improve the quality of fused images even when input multi-exposure images are unclear.
By comparing Approach 1 with Approach 2, Approach 2 generated images representing dark areas more distinctly, as shown in Figs. 7 and 9. The difference between the two approaches originates in segmented areas {P m }. Figures 10  and 11 show areas {P m } separated by Approaches 1 and 2 and adjusted multi-exposure images based on each {P m }. From Fig. 10(a) , it is shown that Approach 1 was not able to separate the dark areas on the right, e.g., the door, and the areas on the left with middle-brightness, e.g., the floor, while it does low computational cost. For this reason, the brightest image in Fig.  10(c) does not have sufficient brightness to clearly represent the darkest areas in the scene. In comparison, Approach 2 was able to separate scenes into appropriate areas, each having a specific luminance range, even though a large K was given. Figure 11 shows almost the same result as Fig. 10 . Hence, it is verified that Approach 2 can separate scenes with higher accuracy than Approach 1, while Approach 1 can be performed with closed-form calculation.
Figures 10 and 11 also illustrate that both Approach 1 and 2 maintained the structure of images even though the two approaches did not pay attention to the structure. This result represents that the segmentation method in the proposed SSLA does not require the information of image structure such as edges. Figure 12 shows the effect of local contrast enhancement in the proposed method. This enhancement can reduce blurring and make the structure in images clear, but it often causes noise and ringing to be boosted. In this case, the proposed method without local contrast enhancement is effective to suppress such noise boosting.
Fused images from input multi-exposure ones containing moving objects are shown in Fig. 13 . Even when moving objects are included in input images, the proposed method can still provide high-quality fused images without ghost-like artifacts by using a robust method to deal with dynamic scenes as fusion method F . In contrast, the image generated without the proposed method contained a few ghost-like artifacts. This result indicates that the proposed method is able not only to clarify fused images, but also to remove ghost-like artifacts.
C. Quantitative evaluation
To quantitatively evaluate the quality of fused images, objective quality metrics are needed. Typical quality metrics such as the peak signal to noise ratio (PSNR) and structural similarity index (SSIM) are not suitable for this purpose because they use a target image with the highest quality as a reference. Recently, some full-reference metrics for multi-exposure image fusion have been proposed [45] , [46] . However, because high-quality multi-exposure images are needed for these metrics, they are also not suitable for evaluating the proposed method when the multi-exposure ones are unavailable. We therefore used the metric [45] , referred to as MEF-SSIM, only when highquality multi-exposure ones are available. In other cases, the discrete entropy of luminance values and tone mapped image quality index (TMQI) [47] were used as quality metrics. MEF-SSIM is based on a multi-scale SSIM framework and a patch consistency measure. It keeps a good balance between local structure preservation and global luminance consistency. Discrete entropy represents the amount of information in an image, where the entropy is calculated by using the luminance values of a fused image y. Discrete entropy of luminance also shows the global contrast of an image. TMQI represents the quality of an image tone-mapped from an HDR image; the metric incorporates structural fidelity and statistical naturalness. Statistical naturalness [47] is defined as
where K is a normalization factor, B(·|α, β) is a beta probability density function with parameters α and β, l is the average luminance of an image on a scale [0, 255], and σ l is the average of local standard deviation of luminance on the scale. The Gaussian and beta distributions reflect naturalness of the global brightness and local contrast, respectively. Statistical naturalness is calculated without any reference images, although structural fidelity needs an HDR image as a reference. Since the processes of tone mapping and photographing are similar, TMQI is also useful for evaluating photographs. In this simulation, MEF-SSIM and TMQI were used only for evaluation with the sets of tone-mapped images, while discrete entropy and statistical naturalness were used for evaluation with all of the 570 sets of images. Tables II and III Table II shows that the proposed SSLA provided high entropy scores for all 12 image sets, although the typical fusion methods provided low entropy scores for "Corridor 1" and "Lobby." In addition, the proposed SSLA provided higher average scores than the typical fusion methods. Table  III denotes that the proposed SSLA enables us to produce highquality images in terms of statistical naturalness in almost all cases, compared with the typical methods.
Tables IV and V denote scores for the eight sets of photographs of dynamic scenes in terms of discrete entropy and statistical naturalness. Here, Ma's method was used as fusion method F . Since the sets contained enough number of multiexposure images, the scores did not have a large difference between with/without the proposed method. Figure 14 summarizes quantitative evaluation results for the 500 sets of unclear tone-mapped images in terms of discrete entropy, TMQI, statistical naturalness, and MEF-SSIM as box plots. The boxes span from the first to the third quartile, referred to as Q 1 and Q 3 , and the whiskers show the maximum and minimum values in the range of
The band inside the boxes indicates the median, i.e., the second quartile Q 2 , and the crosses denote the average value. Similarly to statistical naturalness, larger TMQI and MEF-SSIM scores ∈ [0, 1] indicate higher quality. From this figure, it is shown that both of the approaches with the proposed method enable us to obtain images with higher-quality than images without any adjustment with any fusion method. In particular, Approach 2 provided the highest score under the use of the same fusion (a) Mertens [9] . Entropy: 5.047
and Naturalness: 0.0569.
(b) Sakai [14] . Entropy: 5.052 and Naturalness: 0.0615.
(c) Nejati [15] . Entropy: 5.407 and Naturalness: 0.1617. method in terms of all metrics. Therefore, the proposed SSLA is effective for multi-exposure image fusion when input multiexposure images do not have a sufficient number of different exposure levels. Figure 15 shows the performance of the proposed method when a sufficient number of multi-exposure images were given as inputs. Scores provided by the proposed method were almost the same as those of Ma's method, but the scores slightly less than those of Ma's method, Hence, it is confirmed that the proposed method does not generate a harmful effect even when well-exposed multi-exposure images are given.
For these reasons, it was confirmed that the proposed SSLA is effective for multi-exposure image fusion. It is also useful for producing high quality images that clearly represent an entire scene. Comparing Approaches 1 and 2, Approach 2 generated clear images, while Approach 1 can be performed (a) Mertens [9] . Entropy: 5.861 and Naturalness: 0.1445.
(b) Sakai [14] . Entropy: 5.874 and Naturalness: 0.1580.
(c) Nejati [15] . Entropy: 6.812 and Naturalness: 0.5090. Fig. 6 The proposed SSLA enables us to produce clear images.
by using a closed-form.
D. Computational complexity
To evaluate the computational complexity of the proposed method, we measured the executing time of the proposed one. Eight image sets selected from an available online database [41] were utilized for the evaluation. Here, the minimum and maximum number of pixels in the image sets were 425, 430 and 918, 400, where their average was 533, 606.3.
The simulation was run on a PC, with a 4.2 GHz processor and a main memory of 64 Gbytes (see Table VI ). In the simulation, timeit() function in MATLAB was used for measuring the executing time, and every method was carried out on a single thread of execution. Fig. 10 . Adjusted images produced by proposed SSLA ("Window"). Approach 1 was not able to separate dark areas on right, e.g., the door, and areas on left of middle-brightness, e.g., floor. In comparison, Approach 2 was able to separate scene into appropriate areas, each having specific luminance range, even though large K was given. the computational cost for fusion also increased because the number of adjusted multi-exposure images is generally larger than that of input multi-exposure images. Therefore, Approach 1 has a lower computational cost than Approach 2, while Approach 2 can generate better images than Approach 1.
V. CONCLUSION
In this paper, we proposed a novel luminance adjustment method based on scene segmentation for multi-exposure image fusion. We first pointed out that adjusting the luminance of input images makes it possible to improve the quality of final fused images, although existing fusion methods directly fuse input multi-exposure images without any adjustment. The (c) Images {xm} adjusted by using {Pm} in Fig. 11 (a) (Approach 1) (d) Images {xm} adjusted by using {Pm} in Fig. 11 (b) (Approach 2) Fig. 11 . Adjusted images produced by proposed SSLA ("Ostrow Tumski"). Approach 1 was not able to separate sky and waterfront. Approach 2 was able to separate scene into appropriate areas each having specific luminance range, even though large K was given. proposed method enables us to produce high-quality images even when undesirable inputs are given. In the method, we utilize scene segmentation in order to automatically adjust input multi-exposure images so that they become suitable for multi-exposure image fusion. For the scene segmentation, two approaches, 1 and 2, were proposed. Approach 1 separates a scene in multi-exposure images into a number of areas with closed-form calculation. In Approach 2, a scene is separated by a GMM of luminance distribution. In simulations, the proposed SSLA was applied to five fusion methods, Mertens's one, Sakai's one, Nejati's one, Li's one, and Ma's one. The results showed that the proposed SSLA is effective with any of the fusion methods in terms of entropy and TMQI. Moreover, visual comparison results showed that the proposed SSLA makes it possible to clearly represent shadow areas in images while maintaining the quality of bright areas. In particular, Approach 2 can generate clearer images than Approach 1.
The proposed SSLA was also shown to be still effective for scenes including moving objects, and ghost-like artifacts were eliminated by using the proposed SSLA with Ma's fusion method. This indicates that the proposed SSLA is expected to improve the performance of image alignment in various image fusion problems, such as multi-exposure image fusion, HDR imaging, and panoramic image stitching. Furthermore, combining the proposed SSLA with the burst photography would enable us to improve the noise robustness. Figure 17 shows a typical imaging pipeline for a digital camera [48] . Here, we focus on grayscale images for simplicity. The radiant power density at a sensor, i.e., irradiance E, is integrated over the time ∆t ∈ [0, ∞) that the shutter is open, producing an energy density, commonly referred to as "exposure X." If the scene is static during this integration, exposure X can be written simply as the product of irradiance E and integration time ∆t (referred to as "shutter speed"):
APPENDIX A RELATIONSHIP BETWEEN EXPOSURE VALUES AND PIXEL

VALUES
The photographed image x is given by
where f is a function combining sensor saturation and a camera response function (CRF). The CRF represents the processing in each camera that makes the final image x look better. Camera parameters, such as shutter speed and lens aperture, are usually calibrated in terms of exposure value (EV) units, and the proper exposure for a scene is automatically decided by the camera. The exposure value is commonly controlled by changing the shutter speed although it can also be controlled by adjusting various camera parameters. Here we assume that the camera parameters except for the shutter speed are fixed. Let v 0 = 0[EV] and ∆t 0 be the proper exposure value and shutter speed under the given conditions, respectively. The exposure value v i [EV] of an image taken at shutter speed ∆t i is given by
From (21) to (23) , images x 0 and x i exposed at 0[EV] and v i [EV], respectively, are written as
Assuming function f is linear, we obtain a relationship between x 0 and x i :
Therefore, the exposure can be varied artificially by multiplying x 0 by a constant. that scaling RGB pixel values does not change colors of objects. Let spectral distribution of illumination light striking an object, spectral reflectance of the object, and spectral response 
From eqs. (21) and (22), RGB pixel value x c is written as
= f ∆t
If the radiance power of P (λ) is scaled with α, RGB pixel value x c is calculated by
Assuming function f is linear, namely, x c is a linear-RGB pixel value, we obtain a relationship between x c and x c :
Therefore, scaling RGB pixel value x c with α corresponds to scaling the power of illumination light with α. For this reason, scaling RGB pixel values does not change colors of objects.
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