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ÚVOD
Cílem diplomové práce je získat ucelenou metodiku pro nástroj PerfSONAR a také
zejména pro měření vykonaná tímto nástrojem se speciálním zaměřením na nestan-
dardní stavy a jejich dopad na měřené výsledky.
Diplomová práce pojednává o problematice monitorování a diagnostice trans-
portních sítí. Je zaměřena na monitorovací nástroj PerfSONAR.
Pomocí tohoto nástroje byla realizována měření a to jak za klidového provozu,
tak při nasimulování nestandartních stavů, aby bylo možné stanovit pravidla pro
rozeznání výskytu různých negativních vlivů na měřené trase.
První část je věnována úvodu do monitorování sítí, kde je popsán rozdíl mezi
aktivním a pasivním monitorováním. Dále je věnována základním diagnostickým
nástrojům, které jsou implementovány v operačních systémech Microsoft Windows
a Linux. Dále teoreticky popisuje monitorování pomocí SNMP, WMI a NetFlow. Pro
zajímavost jsou uvedeny i nejpoužívanější monitorovací nástroje pro monitorování
firemních sítí, jako je např. Nagios a Zabbix a pro monitorování páteřních sítí, jako
je např. Ripe Atlas, SamKnows a NLNOG RING.
Druhá část je věnována páteřním sítím CESNET, GÉANT a projektu Internet2.
Také je věnována detailnímu popisu nástroje PerfSONAR, jež byl vytvořen v rámci
projektu Internet2.
Třetí část je věnována experimentálnímu ověření možností nástrojů PerfSONAR
a to od základní instalace a nakonfigurování serverů jak ve virtuálním prostředí,
tak na fyzickém hardwaru až po následné reálné měření v LAN síti. Při reálném
testování PerfSONARu nainstalovaném na fyzickém hardwaru byly nasimulovány
externí vlivy na měření a to tak, že byla zatížena síť přenosem souboru přes FTP.
Dále byl zaplaven druhý host pakety a posledním testem bylo zatížení směrovacího
zařízení. V této části jsou uvedeny a okomentovány zjištěné výsledky měření.
Poslední část je věnována experimentálnímu měření na hosty nacházející se v za-
hraničí a to konkrétně v Polsku, Německu a USA. V této části jsou taktéž uvedeny
a okomentovány zjištěné výsledky měření.
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1 ÚVOD DO MONITOROVÁNÍ SÍTÍ, PROTO-
KOLŮ A NÁSTROJŮ
Při testování sítí je možno využívat dva druhy monitorování a to aktivní a pasivní
(např. známý Wireshark). Aktivní monitorování (např. iperf), jak již název sám
napovídá, využívá zasílání testovacích paketů do sítě, což může částečně ovlivnit její
provoz - síť je více zatížena. V jedné části se testovací pakety odešlou a na druhém
konci jsou přijaty. Tento způsob měření se využívá pro měření zpoždění, ztrátovosti
či propustnosti.
Někdy je ale potřeba sledovat charakteristiky, které nejsou možné zjistit aktivním
monitorováním. Proto se využívá pasivní monitorování, které naopak od aktivního
neovlivňuje provoz v síti. Pasivním monitorováním je možné zjistit, zda nedochází
k bezpečnostním útokům a také lze zjistit, jaká kapacita sítě je využitá, jaká je volná
a které aplikace nejvíce zatěžují síť. Bohužel nevýhodou tohoto typu monitorování je
potřeba zpracování velkého množství dat a to v reálném čase a proto lze také využít
hardwarové akcelerace - nejprve zpracuje HW adaptér část dat a poté je předává
vyšším vrstvám. Adaptér lze připojit pomocí portu na přepínač anebo směrovač,
který je nastaven na „port mirrorinng“. Dále je možné připojení pomocí optického
rozbočovače, ten je sice levnější, ale vkládá do monitorované linky útlum.[1]
1.1 Diagnostické nástroje protokolu TCP/IP
Některé nástroje pro diagnostiku sítě a připojení jsou integrované v operačních sys-
témech. Slouží k diagnostice problémů se sítí a pomohou administrátorovi k jejich
odstranění.
Tyto nástroje jsou využívány na různých operačních systémech. Kapitola bude
zaměřena na nástroje pro operační systém Windows a Linux. Uvedeny budou pouze
nejpoužívanější a nejběžnější nástroje, přičemž ne všechny jsou integrované do obou
systémů, i když po instalaci balíčků (pokud jsou podporovány) je lze využít na
různých OS. Taktéž ve výpisu nástrojů nejsou uvedeny parametry použití z důvodu
rozsáhlosti.
1.1.1 ARP
Protokol spojové vrstvy, který se využívá pro hardwarové adresování. Umožňuje
zobrazení a upravení mezipaměti údajů o mapování IP adres na adresy fyzické.
Na operačních systémech Windows a Linux se tento nástroj volá příkazem arp.
V systému Linux ještě existuje alternativa volána příkazem ip neigh show (ip n).
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1.1.2 Arping
Podobný nástroji ping, ale nevyužívá ICMP nýbrž ARP. Využívá se v systému Linux
příkazem arping.
1.1.3 Ping
Slouží pro odeslání testovacích paketů cílové stanici a vyčkává na odpověď - tím
ověřuje dostupnost stanice. V operačních systémech Windows a Linux se spouští
příkazem ping.
1.1.4 Pathping
Kombinace nástrojů ping a tracert s informacemi o ztrátách paketů pro jednotlivé
směrovače na trase a lze jej také využít k řešení potíží s QoS. V operačních systémech
Linux a Windows je volán příkazem pathping.
1.1.5 Hping2
Podobný nástroji ping, ale jsou zde rozdíly: např. je vidět, ze kterého rozhraní je
odeslán paket. Využívá se v systému Linux a je volán příkazem hping2.
1.1.6 Ipconfig
Nástroj vhodný pro přehled nakonfigurovaných hodnot protokolu TCP/IP, možnost
obnovení konfigurace TCP/IP přiřazené serverem DHCP a vynulování registrací
DNS. Nástroj je volán příkazem ipconfig v systému Windows a v systému Linux je
volán příkazem ifconfig, popř. alternativním příkazem ip addr (ip a).
1.1.7 Nbtstat
Nástroj pro kontrolu aktuálního připojení NetBIOS přes TCP/IP, aktualizace mezi-
paměti Lmhosts a zjišťování údajů o registrovaných názvech a identifikátoru rozsahu.
V systému Linux (Samba) se používá ekvivalent nmblookup.
1.1.8 Netsh
Nástoj pro správu nastavení protokolu TCP/IP v místním anebo vzdáleném počí-
tači. V systému Windows se nástroj volá příkazem Netsh.
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1.1.9 Netstat
Informace o aktuálních připojeních a zobrazuje statické údaje protokolů. V systému
Windows a Linux se tento nástroj volá příkazem netstat, popř. alternativním příka-
zem ss -a.
1.1.10 Nslookup
Nástroj slouží pro dotazování na doménové jméno či IP adresu mapování. Příkaz
pro zavolání nástroje je nslookup a to jak v operačním systému Windows, tak v ope-
račním systému Linux.
1.1.11 Route
Slouží pro úpravy a zobrazení směrovací tabulky. V operačních systémech Windows
a Linux se tento nástroj spouští příkazem route.
1.1.12 Tracert
Při vyslání testovacího paketu k cíli zobrazí cestu (uzly), kterou paket prochází. Pří-
kaz pro operační systém Windows je tracert a pro operační systém systém Linux je
použitý ekvivalent traceroute, popř. Xtraceroute, což je grafická podoba trasovacího
nástroje. Pokud by nastal kvůli firewallu problém u nástroje Traceroute, lze spustit
program Tcptraceroute. Firewall pravděpodobně propustí pakety TCP s příznaky
SYN.
1.1.13 Tcpdump
Nástroj jenž je využívám k zachytávání síťového provozu v operačním systému Linux.
Je vyvolán příkazem tcpdump.
1.1.14 Nmap
Nástroj určený ke skenování portů. Tento nástroj je velmi užitečný a populární. Lze
pomocí něho ověřit firewall, jestli pracuje tak, jak byl nastaven. Nástroj se využívá
v operačním systému Linux a je volán příkazem nmap.
1.1.15 Iperf
Nástroj určený pro měření propustnosti v IP sítích. Lze jej doinstalovat do ope-
račního systému Windows i Linux. Pracuje na principu klient/server. Příkaz pro
spuštění serveru je iperf -s.[2] [3] [4] [5] [6] [7]
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1.2 Monitorování pomocí SNMP, WMI a Net-
Flow
Výše uvedené nástroje zjišťují základní informace o síti. Pro pokročilejší monitoro-
vání lze využít protokolů, které slouží pro sbírání datových toků a následnou analýzu
těchto nasbíraných dat.
1.2.1 SNMP
SNMP je aplikačním protokolem založeným na modelu klient/server, který pracuje
na portu 161 na straně agenta. Pro dotazy klient využívá dynamického portu. Na
straně serveru komunikuje na portu 162 (SNMPTRAP) a umožňuje správu sítě.
Průběžně sbírá data a poté je vyhodnocuje a lze pomocí něho nastavit hodnoty na
určitém zařízení.
Tento protokol je základním stavebním kamenem pro většinu nástrojů pro správu
sítě. Využívá UDP protokolu a proto je rychlý, ale nevýhodou je, že může dojít ke
ztrátě zasílané informace anebo se informace mohou promíchat.
Skládá se ze síťového manažera (správce) a agenta (je jednoduchý a neovlivňuje
funkci monitorovaného zařízení), který běží na sledovaném síťovém zařízení (rou-
ter, switch, VOIP telefon, tiskárna atd.) a monitoruje jeho stav. Správce posílá do-
tazy agentovi a agent odpovídá správci. Další možností je, že agent zasílá oznámení
(trapy) správci. Na obr.1.1 je znázorněn SNMP paket a na obr. 1.2 je znázorněna
SNMP komunikace.
Obr. 1.1: SNMP paket
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Existují tři verze protokolu
• SNMPv1
– vznik v roce 1991 (RFC 1157, RFC 1155, RFC 1212, RFC 1213)
– nemůže získat větší množství dat jediným dotazem
– špatné zabezpečení
• SNMPv2
– vznik v roce 1993 (RFC 1441, RFC 1452)
– autentizace textovým heslem
– kontrola doručení
– požadavek většího množství dat
– možnost komunikace manager-manager
– složitý na implementaci - proto vznikl SNMPv2u - vyšší bezpečnost, ale
jednodušší
• SNMPv3
– vznik v roce 2004 (RFC 3411-3418)
– autentizace pomocí jména a hesla přenášející v hash formě
– šifrování a řízení přístupu (lze omezit přístup správce k agentovi)
SNMP protokol má 5 funkcí
• GetRequest
– Žádost o informaci, kterou posílá manager agentovi o stavu nebo hodnotě
jistého objektu.
• GetNextRequest
– Žádost o další informaci v hierarchicky organizované nižší vrstvě MIB
struktury.
• GetResponse
– Tento příkaz je vyslán agentem jako odpověď na příkaz GetRequest (ná-
vrat vyžádané informace).
• SetRequest
– Příkaz nastavuje hodnotu proměnné v MIB agenta. Ne všichni výrobci
SNMP zařízení jej umožňují.
• Trap
– Příkaz je vyslán agentem managerovi jako oznámení o nějaké významné
události a na rozdíl od předchozích příkazů není očekávána odpověď. Vý-
robci definují vlastní trapy, specifické pro jejich zařízení.[8]
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Obr. 1.2: SNMP komunikace
MIB - Management information base (RFC 1155, RFC 1212, RFC 1215)
Slouží k nadefinování informací, které by měl systém používat. Každá hodnota
v SNMP je identifikována číselným identifikátorem OID (definovaný pomocí hierar-
chické stromové struktury) a MIB databáze obsahuje i jejich jména a popisy.[9][10]
1.2.2 WMI
Windows Management Instrumentation je služba, která je vyvinutá firmou Micro-
soft a je implementací správy WBEM (Web-Based Enterprise Management). Službu
WMI nalezneme pouze na operačních systémech Microsoft Windows.[11]
Architektura
• Služba CIM Object Manager
– zajíšťující aplikacím jednotný přístup k datům správy a centrální oblasti
pro ukládání dat správy - úložiště služby CIM Object Manager
• Zprostředkovatelé rozhraní WMI
– prostředníci mezi službou CIM object Manager a spravovanými objekty
pomocí rozhraní API technologie
• Součásti sítě
– mezi spravované objekty patří fyzické anebo logické součásti sítě (kabel
(HW), aplikace (SW)), jež jsou modelovány pomocí CIM
• Aplikace pro správu
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– aplikace či služby systému Windows jež používají anebo zpracovávají in-
formace od spravovaných objektů a k těmto informacím se dostávají ode-
sláním požadavku na CIM Object Manager v rozhraní API
• Zprostředkovatelé rozhraní WMI
– servery modelu COM a DCOM (Distributed Component Object Model)
fungující jako prostředníci mezi službou CIM Object Manager a spravo-
vanými objekty, lze také použít zprostředkovatele jiných výrobců[12]
1.2.3 NetFlow
Protokol od firmy Cisco (využívaný u směrovačů a přepínačů) je určen k moni-
torování síťového provozu v reálném čase na základě IP toků. Je využíván např.
internetovými providery.
Tok je sekvence paketů s pěticí údajů: cílová/zdrojová IP adresa, cílový/zdrojový
port a číslo protokolu. Ve statistice lze zjistit: kdo, kdy a s kým komunikoval, jak
dlouho komunikace trvala, kolik bylo přeneseno dat a spoustu dalších informací.
Architektura
Skládá se z NetFlow kolektoru a NetFlow exportéru. Exportér analyzuje procházející
pakety na monitorované lince a po vyhodnocení výsledků je zašle na kolektor pomocí
UDP nebo SCTP a dlouhodobě je ukládá do své velkokapacitní paměti. S pomocí
těchto statistik lze analyzovat stav celé sítě.
Moderní architektura využívá pasivních sond, které jsou připojeny do libovol-
ného bodu v síti a monitorují procházející data. Data jsou poté odesílána na kolektor
dedikovanou linkou - jsou na lince naprosto neviditelné. Což je výhodné kvůli úto-
kům na síť. NetFlow lze použít pro analýzu bezpečnostních hrozeb např. DoS útoky.
• Verze č. 1
– obsahuje pouze pár „flow“ informací
• Verze č. 5
– je stále nejrozšířenější
• Verze č. 6
– byla vyvinuta s podporou tunelového provozu
• Verze č. 7
– podpora informací z přepínačů
• Verze č. 8
– snížení využití zdrojů a přidání různých agregačních schémat
• Verze č. 9
– Flexible NetFlow: podpora IPv6, možno doplňovat další sledovaná pole
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Volně dostupné nástroje pro NetFlow
• Nfdump
• Grafická nádstavba NfSen




IETF standard Internet Protocol Flow Information eXport - rozšíření verze č. 9. Je
využívaný v nejrychlejších a nejmodernějších směrovačích a přepínačích.[13] [14] [15]
1.3 Monitorovací nástroje
Pro komplexní řešení monitorování je již potřeba zvolit některý z monitorovacích
nástrojů. Výhodou těchto monitorovacích nástrojů je to, že kromě monitorování celé
sítě a sbírání dat mohou kontaktovat administrátora při zjištěném problému v síti.
Dohlíží také nad síťovými prostředky (servery, sondy, přepínače apod.). Některé
z nástrojů existují i v rozšířené verzi a ta je již zpoplatněna.
1.3.1 Nagios
Tento nejrozšířenější a velmi silný monitorovací nástroj vyvíjený primárně pro ope-
rační systém Linux (lze ho použít i na jiných UNIXových OS) je určen k monitorování
síťových služeb (SMTP, POP3, SNMP, ICMP, NNTP, HTTP, MySQL atd.), ale také
dokáže monitorovat vytížitelnost CPU, využitou kapacitu HDD a systémové logy.
Při výskytu nějakého výpadku systém neprodleně kontaktuje administrátora pomocí
SMS, emailu apod. anebo se pokusí problémovou službu restartovat. Doinstalováním
zásuvného modulu dokáže taktéž monitorovat OS Windows.
Existuje velké množství zásuvných modulů, se kterými lze přizpůsobit Nagios
přesně „na míru“ požadovaným potřebám. Je možné vzdálené monitorování pomocí
SSH anebo SSL. Sledování je možné přes webové rozhraní anebo také pomocí mobilní
aplikace. Užitečnou funkcí je definování hierarchie jednotlivých zařízení a služeb -
testování probíhá postupně. Dokáže také vytvořit souhrnné statistiky. Nevýhodou
může být složitější instalace a následné nastavení. V základní verzi je zdarma, verze
Nagios XI je již zpoplatněna.
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1.3.2 Zabbix
Další silný monitorovací nástroj, který dohlíží nad síťovými prostředky jako jsou
servery, osobní počítače, sondy, přepínače (vytížení procesoru, využití disků apod.)
a službami jako je SMTP, POP3, HTTP, SSH apod. s podporou autodiscovery.
Monitorování probíhá pomocí agentů nebo SNMP.
Při výpadku služby ji dokáže restartovat anebo upozorní administrátora (email,
SMS). Konfigurace a vizualizace je přístupná pomocí webového rozhraní (lze též
sledovat stav monitorovaných prvků). Taktéž dokáže vytvářet statistiky. Systém je
podporován na systémech GNU/Linux, IBM AIX, FreeBSD, OpenBSD, NetBSD,
MacOS, HP-UX a SOLARIS.
Architektura
• Server
– řídí logiku celého systému - může taktéž zadávat pokyny agentovi pro
provedení testů a akcí
• Agent
– běží na hostech - sbírá informace a předává je serveru
• Proxy
– plní částečnou funkci serveru - sbírá a předává informace centrálnímu
serveru
Lze také vzdáleně pomocí IPMI (Intelligent Platform Management Interface) popř.
SSH sledovat a spravovat stav zařízení (pokud jej podporují). Dále umí vytvářet
statistiky, grafy a screeny.[16]
1.3.3 OpenNMS
Nástroj vyvinutý v roce 1999 pro sledování a správu sítě. Umí taktéž zjistit, která
zařízení jsou připojená k síti anebo je načte z databáze. Dokáže sledovat výkonnost
síťových služeb a umí upozornit administrátora při nalezeném problému. Má běžné
webové rozhraní, ale také nabízí aplikaci pro zařízení rodiny APPLE. Funguje na
různých platformách a je napsaný v jazyce JAVA.
1.3.4 NetDisco
Vyvinut byl v roce 2003. Tento systém sbírá data ze sítě pomocí SNMP a výsledky
jsou prezentovány pomocí webového rozhraní. Systém by měl fungovat pod různými
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OS. Dokáže zjistit informace o zařízeních v síti a také je dokáže lokalizovat. Umož-




Nástroj loguje v čase průběhy (OID, SNMP, MIB) v síti a tato data jsou ukládána
do grafů ve formátu gif a do textových souborů (log). Tyto grafy jsou reprezentovány
pomocí webového rozhraní.[19]
RRDTOOL
Nástroj určený k monitorování síťového provozu, teploty, vytížení procesoru apod.
a k ukládání získaných dat do databáze. RRDTOOL je nová generace nástroje
MRTG, ale oproti MRTG nemá SNMP modul na sběr dat ze sítě.
Cacti
Cacti je nadstavba RRDTOOL. S tímto mocným nástrojem lze monitorovat a zpra-
covávat data opravdu odkudkoliv. Lze do něj doinstalovat spoustu zásuvných mo-
dulů a šablon, má přehledné webové rozhraní a lze vytvářet vlastní grafy a přehledy.
Podpora je pro většinu OS a je možné monitorovat CPU, HDD, RAM, síťové karty
a CISCO switche (odhalení chyb na jednotlivých portech, vytížení portů). Dále také
umí monitorovat provoz na zařízeních od společnosti MikroTik, tiskárnách a dalších.
Pro svůj běh potřebuje PHP, MySQL, RRD tool, Net-SNMP, webový server





– vyhledání zařízení v síti používající SNMP
• Feedback
– umožňuje kontaktovat emailem administrátora při chybě[20]
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1.3.6 Placené nástroje
Placených nástrojů existuje velké množství. Není možné se všemi v této práci dlou-
hosáhle zabývat. Mezi placené nástroje patří např. MoNet od firmy Novicom anebo
řešení Sonicwall.
MoNet
MoNet zajišťuje monitorování na všech vrstvách a dokáže monitorovat i rozsáhlé
sítě. V pobočkách (jednotlivých sítích) jsou nezávislé sledovací sondy, které umož-
ňují dohled i za předpokladu, že je centrála mimo provoz. Všechna data je možné
zpracovávat do grafů. Také je samozřejmostí zasílání SMS či emailu o zvláštním
stavu sítě administrátorovi. Je možné také získat různé pokročilé pluginy anebo vy-
tvořit plugin pro nestandardní technologie. Velkou výhodou je, že systém MoNet je
kompatibilní s bází pluginů systému Nagios.[21]
Sonicwall
Sonicwall (SonicWALL Scrutinizer) analyzuje datové toky. Data jsou načítána po-
mocí protokolů NetFlow a IPFIX. Dokáže zjistit, jaký uživatel inicioval daný tok.
Také sleduje VPN, VoIP, porty a je možné nastavení IPS limitů.[22]
1.4 Monitorovací nástroje pro monitorování roz-
lehlých sítí
Výše uvedené nástroje jsou spíše vhodné pro monitorování (školních, firemních apod.)
lokálních sítí. Pro monitorování páteřních vysokorychlostních sítí se používají kromě
PerfSONARu např. Ripe Atlas, SamKnows a NLNOG RING. Každý se může stát
měřícím bodem (hostem), čímž napomáhá sbírat data, která jsou poté sbírána cen-
trálně. Takové monitorování Internetu a páteřních tras je velmi důležité a to hlavně
z hlediska zlepšování a zkvalitňování služeb. Všechna data, která jsou centrálně po-
sbírána jsou následně zkoumána a vyhodnocována.
1.4.1 Ripe Atlas
Ripe Atlas je řešení, obsahující velký počet miniaturních jednoduchých aktivních
sond rozmístěných po celém světě, které měří konektivitu po celém Internetu a díky
těmto datům lze zjistit stav Internetu v reálném čase. RIPE NCC sbírá tato data
a poskytuje internetové mapy, datové nástroje a vizualizace z těchto dat. Lidé, kteří
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využívají sondu a jsou měřicím hostem, tak mohou poskytovat cenná data z těchto
měření.
Sondy jsou malé, jednoduché, napojené na UTP kabelu a jsou napájené z USB.
Data jsou centrálně sbírána do RIPE NCC databáze a jsou sloučena s ostatními daty
sítě Atlas. Sondy využívají velmi malé šířky pásma a není možné zjistit informace
o obsahu procházejícího toku dat skrz sondu anebo od jejich hostitelských počítačů.
Sondy podporují tyto testy: ping, traceroute, SSL, DNS, NTP a HTTP. Počet mě-
řicích hostů se stále rozšiřuje. Pro centrální sběr dat slouží výkonné sondy, kterých
je 76 po celém světě a 3 jsou v ČR. První česká sonda byla uvedena do provozu
22. 11. 2010 v libereckém uzlu CESNET2. V ČR je cca 200 malých sond a 6500 na
celém světě (počet se vztahuje k roku 2014).[23] [24] [25]
1.4.2 SamKnows
Jedná se o sondy pro měření koncových stanic širokopásmového připojení pevné
a mobilní linky. Je vyvinuto tak, aby bylo možné měřit parametry poskytovatele
internetového připojení. Všechny výsledky jsou bezpečně doručeny. Ke sběru dat
slouží dodávaný SW, HW a monitorovací nástroje (SamKnows Whitebox). Po re-
gistraci je automaticky zpřístupněn přístup do databáze, kde si lze prohlédnout
data, která byla posbírána. Sondy podporují tyto testy: HTTP, rychlost stahování,
rychlost uploadu, dostupnost připojení, jitter, latence, ztrátovost paketů, dotazy na
DNS, rychlost načítání stránek a výkon streamingu.[26]
1.4.3 NLNOG RING
RING je tzv. „síť důvěry“ mezi síťovými operátory. Výhodou je jednotné prostředí,
centrální správa a reciproční sdílení SSH účtů na linuxových serverech. Servery, které
jsou součástí projektu mají vzájemný přístup a lze využívat vlastní sktripty a to na
všechny anebo jistou podmnožinu serverů. Nepoužívají se žádná hesla, ale využívá
se SSH klíče. Dále existuje RING SQA, což je dohledový systém, který je postavený
na jádře RINGu. Podpora testů: RTT, traceroute, SSH a nástoje z předem určeného
místa na jiné místo.[27] [28]
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2 PROJEKT INTERNET2 A TEORETICKÝ ROZ-
BOR VYTVOŘENÝCHNÁSTROJŮ V RÁMCI
TOHOTO PROJEKTU
2.1 Internet2
V roce 1996 vzniká nový projekt s názvem Internet2. Internet2 má podobnou myš-
lenku jako kdysi vznik Internetu. Internet byl ze začátku využíván rozlehlými insti-
tucemi, jako byla armáda, vysoké školy apod. a ač by mohl název napovědět, že by
chtěl Internet2 nahradit dnešní Internet, tak to ale není. Internet2 se pouze snaží
vyvinout nové služby pro stávající Internet a posunout ho na vyšší úroveň a rozšířit
jeho možnosti a to nejen v USA, ale také v mezinárodním měřítku.
Internet2 se zabývá rozvojem síťových technologií a je vyvíjen americkou akade-
mickou půdou. Hlavní myšlenkou bylo vytvořit moderní vysokorychlostní (10 Gbit/s,
100 Gbit/s) síť a umožnit tak vysokým školám využívat nejmodernější technologie
- tato myšlenka byla zrealizována a infrastruktura pokrývá celé Spojené státy. Nej-
prve měl Internet2 desítky členů, ale dnes jsou jich stovky a členem se může stát
prakticky jakákoliv organizace (CISCO Systems, Nortel Networks apod.). Podobnou
funkci plní v ČR sdružení CESNET a v Evropě GÉANT. Sítě GÉANT a Internet2
jsou navzájem propojeny a jejich uživatelné mohou spolu bez problému komuniko-
vat.
2.1.1 Iniciativy
Iniciativy Internetu2 se zaměřují hlavně na výzkum a praktické nasazení nově vy-
tvořených služeb. Infrastruktura sítě je znázorněna na obr. 2.1.
DSI – Distributed Storage Infrastructure
„Zabývá se replikovaným umisťováním internetového obsahu a aplikací. V jejím
rámci je provozován distribuovaný systém serverů se shodným obsahem. Uživatel-
ské požadavky jsou automaticky směrovány na nejbližší z nich.“
DVN – Digital Video Network
„Předmětem zájmu této iniciativy jsou přenosy videosignálu všeho druhu – živé či ar-
chivní, proudové či interaktivní. Do její kompetence patří největší datové toky např.
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přenos HDTV signálu ve studiové kvalitě napříč USA běžnou sítí bez rezervace kapa-
cit. Kromě vlastního přenosu se zabývá také budováním videoknihoven a získáváním
videomateriálů pro členy Internetu2.“
QBone
„Služby se zaručenou kvalitou jsou jedním z často citovaných témat. Iniciativa QBone
zajišťuje testovací platformu pro jejich vývoj a nasazení.“[29]
2.1.2 Infrastruktura
Páteřní síť se jmenuje Abilene a přístupové body jsou nazvané gigaPoPs, které slouží
pro připojení členů.
Obr. 2.1: Aktuální infrastruktura Internet2 [30]
2.2 GÉANT
Síť byla uvedena do provozu v roce 2001 jako nástupce sítě TEN-155 a jedná se o ev-
ropskou akademickou páteřní a vysokorychlostní (10 Gbit/s a nově 40 Gbit/s) síť,
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která spojuje sítě pro výzkum, vědu a vzdělávání v Evropě a také je propojena se sí-
těmi stejného charakteru v dalších zemích světa a to např. v Asii či Americe viz obr.
2.2. Dalšími verzemi byl GÉANT, GÉANT3 a GÉANT2+, což je současná generace
sítě.
Tato síť současné generace je hybridní, čili je stavěna na technologii DWDM,
což znamená, že umožňuje nejen komunikaci klasickými IP službami, ale lze také
využít optické trasy pro služby end-to-end, které mají vysoké požadavky na objem
datového přenosu.
Síť dokáže poskytovat prioritní služby a také služby s rozdělitelnou kvalitou vy-
žadované některými aplikacemi, které jsou různě (i vysoce) náročné. Klade se také
velký důraz na mobilitu uživatelů. Cílem je, aby se bylo možné připojit k síti odkud-
koliv. V tomto případě již existují infrastruktury - Eduroam, eduID.cz, eduGAIN.[31]
2.2.1 Infrastruktura
Obr. 2.2: Aktuální infrastruktura GÉANT [32]
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2.3 CESNET
Páteřní a vysokorychlostní síť České republiky sdružující vysoké školy a Akademie
věd. Provozuje a také rozvíjí národní e-infrastrukturu pro vědu, výzkum a vzdělávání
viz obr. 2.3. Nabízí také využití celé řady služeb (lambda služby, přidělování adre-
sových zdrojů, připojení protokolem IP atd.) a také např. datová úložiště, náročné
výpočty, podporu a spolupráci uživatelů, videokonference, IP telefonie, videoarchiv,
řešení bezpečnostních incidentů, antispamovou kontrolu, monitoring a měření síťové
infrastruktury a parametrů sítě, synchronizaci času a mnoho dalšího. V CESNETu
probíhají různé projekty na rozvoj celé infrastruktury.[33]
2.3.1 Infrastruktura
Obr. 2.3: Aktuální infrastruktura CESNET [34]
2.4 PerfSONAR
PerfSONAR je sada nástrojů pro monitorování a řešení problémů end-to-end a multi-
domain sítí. Byl vyvinut prostředictvím mezinárodní spolupráce Internet2, RNP,
ESnet a GÉANT. Sdružuje tedy všechny nástroje vyvinuté v rámci projektu Inter-
net2.
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PerfSONAR je „nasazený“ na více než tisících místech (což představuje více,
než 300 domén) po celém světě a mnohé z nich jsou otevřené pro testování - lze
z PerfSONARu na PerfSONAR naplánovat test a později si zobrazit výsledky ve
formě grafu. Tato globální infrastruktura napomáhá identifikovat problémy a také
zjistit jejich příčinu a tyto chyby eliminovat, aby se neopakovaly. Je také vhodný
pro zvýšení produktivity při využívání síťových zdrojů. Vnáší do vědy, výzkumu
a vzdělávání nové poznatky. Tímto je možné celou infrastrukturu lépe doladit.
PerfSONAR je napsaný v jazyce PERL a instalační balíčky jsou k dispozici pro
operační systém LINUX. Pro testování je potřeba místní server s PerfSONARem,
nad kterým má administrátor plnou kontrolu a poté jsou ještě potřeba testovací
koncové body, které již existují a administrátor na ně může provést test.
PerfSONAR je open source projekt a je navržen tak, aby pracoval v reálném
provozu s tím cílem, aby pomohl výzkumu, vědě a novým technologiím. Licenční
podmínky softwaru jsou speciálně určeny k tomu být tzv. „neomezující“. S tím úzce
souvisí celková filozofie PerfSONARu - má být otevřený, transparetní a komunitně
řízený projekt, který bude shromažďovat požadavky od uživatelů a bude reagovat
na potřeby uživatelů a bude zahrnovat přímé zapojení těchto uživatelů přičemž se
i napřímo zapojuje vedení organizace, které přispívá tím, že neustále vyvíjí PerfSO-
NAR.
BWCTL, OWAMP a komponenty PerfSONARu jsou pod licencí Apache 2.0.
NTD nástroj má poněkud rozdílnou licenci. Další produkty PerfSONAR Toolkit
(NPAD, Web100 apod.) mohou mít jistá omezení. Přehled licencí lze najít zde [35].
PerfSONAR by měl podporovat zavádění a provozování sítí, které podporují
vědecké domény v datových vědních oborech, (jako je např. klimatologuie, gene-
tika apod.) síťové výzkumníky a vzdělávání. Také by měl PerfSONAR reagovat na
potřeby jeho zůčastněných stran (univerzity, národní výzkumná centra, vzdělávací
sítě).
Pokud má administrátor jakýkoliv dotaz, je možné se na oficiálních stránkách
zeptat vývojáře a ten se bude snažit problém vyřešit. Zpětná vazba je pro vývoj
softwaru velmi důležitá.[36] [37]
2.4.1 Architektura PerfSONAR
• Measurement Point (MP) Service
– určen k zahájení výkonnostních testů (nejnižší vrstva monitorovací in-
frastruktury)
– příklad - OWAMP, BWCTL a PING testy, příkazový řádek MP
• Measurement Archive (MA) Service
– určen pro ukládání a publikování výsledků testů, které provedl MP
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– příklad - OWAMP, BWCTL a PING data, SNMP MA a Status MA
• Transformation Service
– určen k transformaci dat
– příklad - nástroje pro diagnostiku trasy (latence, šířka pásma, využití
apod.) a prezentace dat
• Resource protector
– určen k rozhodování o spotřebě limitovaných zdrojů
– příklad - omezení přístupu ke službě, omezuje velikost, trvání anebo frek-
vence dotazu
• Lookup Service
– umožňuje klientovi objevit stávající služby, další Lookup Service služby
a registrační služby. Rozděluje se na Home Lookup Services a Global
Lookup Services
• Home Lookup Services
– lokální vyrovnávací paměť dat několika služeb
• Global Lookup Services
– Funguje na principu DNS - vyhledávání informací pomocí dotazů a exis-
tuje také Lookup Service Client napsaný v Pythonu a obsahuje dvě funkce.
První z nich je find_ps_ma, což je skript v příkazovém řádku, který na-
vrátí seznam metropolitních oblastí, které mají výsledky testů pro hosta
a druhá z nich je sls_dig, což je skript, který načte informace o registro-
vaném hostu v Lookup Service.
• Topology Service
– informace o síťové topologii a nalezení nejbližšího MP, poskytuje infor-
mace o topologii
• Vizualizační nástroje
– rozhraní s externími síťovými nástroji (NOC databases, Dynamic Circu-
its)
• Authentication Service
– ověřuje identitu uživatelů
Tyto jednotlivé služby si zasílají zprávy ve formátu XML.[38]
2.4.2 BWCTL
Nástroj Bandwidth Test Controller ve formě příkazového řádku, který umožňuje
vyvolat řadu dalších nástrojů jako jsou iperf, iperf3, nuttcp, ping, owamp, traceroute
a tracepath prostřednictvím příkazů. Tyto testy mohou změřit např. maximální šířku
pásma TCP, zpoždění, jitter a ztrátovost.
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Dokáže naplánovat testování tak, aby se testy nespustily ve stejnou dobu. Klient-
ská aplikace funguje tak, že kontaktuje proces BWCTL serveru na dvou testových
koncových stanicích. BWCTL bude poté fungovat jako 3 členná aplikace a klient si
může sjednat test mezi dvěma servery na dvou různých systémech. Jestliže je lokální
systém jako jeden z koncových bodů testu, tak BWCTL klient zjistí, jestli je lokální
server spuštěn a bude zpracovávat příkazy v případě potřeby. BWCTL server plá-
nuje a vyřizuje požadavky na hostovi, na kterém je spuštěn. Klient je využíván pro
žádosti o typ meření a také o žádost, kdy má být měření provedeno. Server buďto
odpoví a vytvoří nezávaznou rezervaci anebo na danou žádost neodpoví.
Jakmile je BWCTL klient schopen získat rezervaci z obou BWCTL serverů (jeden
pro každého hostitele zapojeného do testu), tak je rezervace definitivně potvrzena.
Poté již bude spuštěn test a BWCTL servery zašlou výsledky klientovi. Navíc servery
sdílí výsledky se všemi stranami, které se zůčastnily testu.
Často je vhodné otestovat i více míst podél cesty k cíli, ale v tomto případě bude
nutné se obrátit na správce sítě, kteří mají daná místa na starosti. V tomto případě
buď administrátor spustí část testu anebo zpřístupní uživatelský účet na hostovi.
Je možné, že je bude vlastnit více administrátorů - poté je celé testování složitější.
Tento problém se snaží BWCTL vyřešit a to tím, že umožňuje administrátorovi
nakonfigurovat hosta jako měřící koncový bod, který může být sdílen více uživateli,
kteří se nemusejí obávat, že by se vzájemně ovlivňovali, jelikož jednotlivé testy jsou
naplánovány tak, aby se vzájemně nerušily.
Funkce
Jak je výše uvedeno, BWTCL podporuje iperf, iperf3, nuttcp, ping, owamp, trace-
route a tracepath. Dokáže třídit příchozí spojení např. dle IP adresy/síťové masky
nebo uživatelského jména, AES klíče či jejich kombinací. Jakmile je navázáno spo-
jení, může server určit přesný typ a intenzitu testů a také zvolit, které testy budou
povoleny. Plně podporuje IPv6 a pokud je v testu nakonfigurováno, že lze použít
IPv4 a IPv6, tak je upřednostňováno IPv6. Také jsou podporovány komunikace tře-
tích stran, přičemž klient nemusí být na jednom ze zkušebních koncových hostů. Lo-
kální server není požadovaný. Pokud BWCTL klient zjistí, že je lokální BWCTL ser-
ver k dispozici, tak ho použije. Pokud bude potřeba, tak klient dokáže „napodobit“
chybějící funkce.
Požadavky
BWCTL server vyžaduje přesnou synchronizaci systémových hodin, která se řeší
pomocí NTP serverů. Tím nastává jistota, že koncové body budou synchronizovány
tak, aby se test spustil ve správný čas.
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Podporované systémy
BWCTL bylo testováno na Red Hat Linux 5 a 6, ale na nejnovějších verzích UNIX
anebo OS X by měl BWCTL fungovat.
Konfigurace
Je nutné nastavit firewall tak, aby neblokoval testy. BWCTL používá 3 sady portů.
Hlavní démon naslouchá na portu TCP/4823 (řídící spojení). Porty lze nastavit
v souboru bwctl.conf. Výchozí rozsah portů je 5000-5900. BWCTL software používá
GNU autoconf nástroje pro automatické nakonfigurování pomocí skriptu.
Základní postup pro nakonfigurování BWCTL je vytvoření souborů bwctld.conf,
bwctld.limits a bwctld.keys do jednoho adresáře - běžně v install/root/etc. Soubor
bwctld.conf se používá pro základní stavení démona (autentizace, autorizace). V sou-
boru bwctl.limits lze nastavit limity pro měření a soubor bwctl.keys je používán pro
identity s AES klíči.
Základní příkazy pro použití klienta
• bwctl [options] [-c catchhost] [-s sendhost] - test propustnosti
• wping [options] [-c catchhost] [-s sendhost] - test zpoždění
• bwtraceroute [options] [-c catchhost] [-s sendhost] - test trasování
Existuje spousta parametrů, které se dají použít při volání tohoto nástroje.
Některé běžně používané jsou zde:
• -f m - příznak nastaví výstup do Mbps
• -T - příznak nastaví nástroj (iperf, iperf3, nuttcp)
• -t - příznak určuje délku testu
• -i - příznak nastaví vykazovací interval výsledků
• -c - příznak určuje hostitele, který bude přijímat data
• -s - příznak určuje hostitele, který bude posílat data
• -w - nastavení velikost okna
• -P - příznak může být použit ke spuštění paralelních proudů
Základní příkazy pro použití serveru
• bwctld [-c] /install/root/etc - spuštění serveru
• bwctld [-h] - spuštění serveru s více detaily[39] [43]
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2.4.3 OWAMP
One-Way Active Measurement Protocol je klientská aplikace (s implementovaným
OWAMP protokolem) ve formě příkazového řádku, kterou lze zjistit jednosměrnou
latenci mezi hosty. S aktivním One-Way Active Measurement Protokolem mohou
poskytovatelé připojení lépe poznat přesné chování svých sítí. Uživatelé by mohli
být více informováni o výkonu sítě a tím by bylo možné alokovat zdroje přetížení
a poskytovatelé by oblasti, kde dochází k přetížení, mohli eliminovat. Velkou výho-
dou je, že je OWAMP open source, takže se může využívat stejně běžně, jako např.
nástroj ping. Protokol OWAMP také zjednodušuje analýzu výsledků měření tím, že
při každém měření explicitně odesílá a přijímá časová razítka, jelikož pakety mohou
změnit své pořadí anebo se ztratit. Změna pořadí paketů (může mít vliv na výkon
TCP) může být měřena na základě celé řady vstupních scénářů.
OWAMP používá komunikaci založenou na principu klient/server a využívá
OWAMP-Control Protokol. Owampd server je implementován pomocí „accept/fork“
modelu. Obě strany vyjednávají jednocestné zkušební parametry pomocí prokolu
OWAMP-Control. Díky OWAMP lze pomocí nashromážděných dat určit např. prav-
děpodobnost ztráty paketu, průměrné zpoždění a jitter. Owping klient žádá o měření
a owping parametry umožňují uživateli vybrat např. směr testu a velikost odesíla-
ného paketu. Owampd umožňuje správci systému nakonfigurovat hosta jako testovací
OWAMP koncový bod. Konkrétní zásady a pravidla nástroje lze aplikovat na kon-
krétní uživatele. Testy se opět mezi sebou neruší, stejně jako v případě BWCTL.
Funkce
OWAMP umožňuje třídit příchozí spojení např. dle IP adresy/síťové masky nebo
uživatelského jména, AES klíče či jejich kombinací. Jakmile je navázáno spojení,
může server určit přesný typ a intenzitu testů a také zvolit, které testy budou po-
voleny. Plně podporuje IPv6 a pokud je v testu nakonfigurováno, že lze použít IPv4
a IPv6, tak je upřednostňováno IPv6. Umožňuje nastavit odesílací plán a velikost
paketů dle požadavků klienta. Zásady a nastavená pravidla jsou implementována
v owampd.
Požadavky
OWAMP vyžaduje přesnou synchronizaci systémových hodin, která se řeší pomocí
NTP serverů. Tím nastává jistota, že koncové body budou synchronizovány tak, aby
se test spustil ve správný čas.
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Podporované systémy
OWAMP byl testován na RedHat Linux 5 a 6, ale měl by fungovat i na nejnověší
verzi UNIX či OS X Running.
Konfigurace OWAMP serveru
Základní konfigurace owampd je taková, že je nutné vytvořit soubory (jsou při in-
stalaci automaticky vytvořené) owampd.conf, owampd.limits a owampd.pfs. Tyto
soubory musí být umístěné ve stejném adresáři, který je specifikován volbou -c
v owampd. Doporučený adresář je /inst/root/etc. Owampd.conf slouží ke konfiguraci
základních funkcí démona, jako je např. nastavení portů pro naslouchání a logy chyb.
Owampd.limits slouží ke konfiguraci určitých zásad a pravidel démona - autentizace
a autorizace. Owampd.pfs slouží k přidružení identit.[40] [41]
Základní příkazy pro použití klienta
• owping [options] targethost
Výše uvedeným základním příkazem bude spuštěna relace trvající 10 sekund
v každém směru o velikosti 10 paketů za sekundu. Dále jsou uvedeny tři příznaky
pro detailnější nastavení testu.
• -c - příznak nastaví větší počet odesílaných paketů
• -i - příznak zvětší anebo změnší čas mezi příchody jednotlivých paketů
• -s - příznak nastaví velikost paketu
Základní příkazy pro použití serveru
• owampd [-c] /install/root/etc - spuštění serveru
• owampd [-h] - spuštění serveru s více detaily[43]
2.4.4 NTD
Network Diagnostic Tool (NTD) je program založený na principu klient/server, který
poskytuje konfiguraci sítě a testování výkonu na stolním počítači anebo notebooku.
Program se skládá z klientského programu (příkazový řádek anebo java applet)
a dvojicí serverových programů (web server a nástroj pro testování a analýzu). Kli-
ent i server mezi sebou komunikují pomocíWeb100 - rozšíření serveru o diagnostické
funkce. NTD také podává jednoduché zprávy, které jsou vhodné pro začínající uživa-
tele a podrobné výsledky testů pro síťové odborníky. Tyto výsledky si může správce
nechat zaslat na email, což může pomoci při řešení problému.
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Serverové procesy zahrnují základní webový prohlížeč pro zpracování příchozích
žádostí od web klienta. Dále server spustí druhý proces web100srv který vykonává
konkrétní testy pro zjištění problémů, pokud nějaké jsou. Proces web100srv analy-
zuje výsledky testů a vrací výsledky klientovi.
Klient v podobě příkazového řádku (web100ctl) a webové rozhraní (java applet
pro automatizaci testování) jsou zahrnuty v NDT balíčku. Klient (web100ctl) může
být stažen do spousty klientských počítačů.[42]
2.4.5 Traceroute, Tracepath
Nástroje síťové vrstvy slouží k tzv. trasování - vypisují uzly na cestě od zdroje k cíli
a využívají ICMP paketů. Uživatelé ale mohou použít jiné pakety (TCP, UDP),
což je vhodné za předpokladu, že je v nějakém uzlu blokovaná odezva na ICMP.
Tracepath dokáže také nahrávat statistiky o MTU.
2.4.6 Ping
Nástroj využívající ICMP pakety (nebo TCP, UDP) pro zjištění doby odeslání dat
mezi zdrojem a cílem (zpoždění) a také dokáže zaznamenat ztrátu a zdvojení paketů.
2.4.7 SNMP
Slouží pro příjem pasivních hodnot čítačů ze síťových zařízení.
2.4.8 TCPDump
Je konzolový packet sniffer, který zachycuje veškerý provoz podle specifických filtrů
(odposlech na určitém zařízení př. eth0) Př. sudo tcpdump -n –i eth0 -s 100 host
192.168.0.1.
TCPTrace
Využívá se k analýze dat, které zachytil TCPDump.
XPlot
Vizualizační nástroj pro vykreslení složitých datových souborů.[43]
2.4.9 PerfSONAR Directory
Na webové stránce http://stats.es.net/ServicesDirectory/ se nachází databáze regis-
trovaných uzlů, na kterých je nasazen PerfSONAR. Vše je graficky zpracováno a lze
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si vybrat daný uzel na mapě - tím lze zjistit, kde přesně se nachází. Uzel lze také
najít dle názvu či podle testu, který chce administrátor zahájit. Po vybrání uzlu jsou
zde vypsané podrobnosti o výkonu použité sestavy. Lze zde také zjistit to, jaké testy
uzel umožňuje a příklady testů pro příkazový řádek. Takto je možné vybrat jednot-
livý uzel a spustit test z vlastního PerfSONARu. Pro zajímavost: V ČR existují dva
tyto testovací uzly, které jsou umístěny v Praze. Bohužel ne vždy jsou dostupné.
2.4.10 Měření na TCP, UDP
Protokol TCP (Transmission Control Protocol) je protokol transportní vrstvy sady
protokolů TCP/IP sloužící ke komunikaci mezi aplikacemi. Předností protokolu je,
že garantuje spolehlivé doručení segmetů viz obr. 2.4 a jejich správné pořadí. Po-
kud se nějaký segment při cestě ztratí, je odeslán znovu. Protokol TCP rozděluje
TCP segmenty tak, aby měly přiměřenou velikost dle MTU (maximum transmission
unit). Na straně příjemce je odesláno potvrzení úspěšného přijetí segmetů. Pokud
by segment nebyl do jisté doby RTT (round-trip time) přijat, je odeslán znovu. Je
také počítán kontrolní součet, aby bylo zajištěno, že data nebyla poškozena. Výpo-
čet probíhá jak na straně odesílatele (uloží jej do odesílaného paketu), tak na straně
příjemce. Kontrolní součet musí být shodný. Protokol TCP se využívá tam, kde je
potřeba spolehlivé doručení paketu např. u HTTP, HTTPS, SMTP, POP3, IMAP,
FTP a další.
Obr. 2.4: TCP segment
Při navazování a ukončování spojení probíhá tzv. trojcestný handshaking (three-
way handshake) viz obr. 2.5 a 2.6. Obě strany se domluví na sekvenčním čísle a po-
tvrzovacím čísle.
Protokol UDP (User Datagram Protocol) je protokol transportní vrstvy sady
protokolů TCP/IP a slouží ke komunikaci mezi aplikacemi a identifikuje aplikaci
pomocí portů, aby jim bylo možné správě doručit data. Oproti TCP je rychlý, ne-
náročný a nespojovaný. Bohužel je nevýhodou, že nezaručuje doručení datagramů
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Obr. 2.5: Navázání spojení
Obr. 2.6: Ukončení spojení
viz obr. 2.7 a ani nezaručuje, že datagramy přijdou ve stejném pořadí, v jakém byly
odeslány.
Obr. 2.7: UDP datagram
Přednosti UDP se využívají např. u VoIP, online her apod., jelikož v těchto
případech je počítáno se ztrátami datagramů a nebylo by vhodné, aby se ztracené
datagramy znovu odesílaly. Lze jej také využít u DNS, jelikož jde o systém dotaz -
odpověď.
Nástroj BWCTL má implemetované nástroje, jako je iperf a nuttcp, které po-
užívají jak TCP, tak UDP. Při defaultním nastavení je UDP zakázáno a to hlavně
z důvodu různých DoS útoků. Pokud to bude nezbytné, je možné tuto službu povolit
v konfiguračním souboru a je nutné jej měnit s oprávněním root.
37
Povolení UDP měření
Existují dva způsoby. První z nich je, že lze přiřadit externí adresu hosta ke třídě
root v konfiguračním souboru bwctld.limits umístěném v etc/bwctl-server.







assign net MY_ADDRESS/32 root
assign net MY_FRIENDS_ADDRESS/MASK root
Druhou možností je vytvoření nové třídy (klasifikace) a přiřazení externí adresy
stejným způsobem, jako v předchozím případě.
Př. udptest
limit udptest with parent=root, ∖
bandwidth=100m
assign net MY_ADDRESS/32 udptest
assign net MY_FRIENDS_ADDRESS/MASK udptest
Po uložení změn je nutné restartovat démona pomocí sudo etc/init.d/bwctld
restart.[44] [45] [46]
2.4.11 Veřejná IP adresa
Hlavní myšlenkou PerfSONARu a jeho nástrojů je taková, aby bylo možné monito-
rovat rozhlehlé transportní sítě. Nástroje, které má PerfSONAR pod svou střechou,
napomáhají monitorovat spojení typu end-to-end. Myšlenkou tohoto typu spojení
je, že každá koncová stanice současně implementuje na každém konci a všech mezi-
lehlých zařízeních danou službu či technologii.
Pokud se server s PerfSONARem nachází ve vnitřní síti za NATem, tak nastává
problém, jelikož některé nástroje (bwctl, owamp) implementované v PerfSONARu
tento princip v současné době nepodporují. V tom případě, pokud by se chtěl admi-
nistrátor vyhnout problémům, je dobré nasadit PerfSONAR na veřejnou IP adresu,
aby měření probíhalo korektně. Pravdou je, že by bylo možné nějaké testy spustit
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např. ping, ale hlavní nástroje (owamp, bwctl) by se nespustily a v logovacích zázna-
mech by se obejvily chyby. Dalším problémem je, že PerfSONAR využívá pro měření
poměrně vysoký počet portů a proto není jednoduché tyto porty jednotlivě povo-
lit, pokud by se PerfSONAR nalézal uvnitř sítě, kde by byl zapnutý (dodatečný)
firewall, u kterého není možné vše povolit v zájmu bezpečnosti celé sítě. Dále je
třeba si uvědomit, že BWCTL a OWAMP poskytují své vlastní mechanismy, které
omezují to, co se může připojit. Proto je vhodné mít PerfSONAR na samostatné
adrese a nechat nastavený firewall pomocí automatického skriptu v OS CentOS (vý-
chozí iptables sada pravidel), který povolí všechny požadovené porty pro dané hosty
a poté může administrátor, pokud bude potřeba, dodatečně přidat další pravidla.
Nevýhodou při použití nastavení iptables je ta, že může být nepatrně ovlivněný vý-
kon, ale měl by být zvolen určitý kompromis a to hlavně z bezpečnostních důvodů
a proto je vhodné, aby byl firewall nakonfigurován.
Bohužel neexistuje žádná záruka, že i s tímto seznamem dostupných portů uspěje
měření (BWCTL, OWAMP) 100 % času. Rozsah portů je zde určen proto, protože
nástroje chtěly poskytnout jistou flexibilitu. Nicméně administrátor bude mít vždy
kontrolu nad výběrem místního portu. Příchozí provoz může být omezen na základě
cílového portu a odchozí provoz na základě zdrojového portu.
Pokud síť blokuje odchozí provoz na cílovém portu, mohou nastat problémy s ná-
stroji BWCTL a OWAMP, jelikož neexistuje žádný způsob, jak omezit výběr portu
ze vzdálených míst. Podobná situace nastane, pokud nastane blokování provozu
v obou směrech na základě zdrojového portu.
Ochozí filtrování se tedy nedoporučuje a nejlepší možností pro měření je, aby byl
povolen veškerý odchozí provoz. Pokud jde o příchozí filtrování, tak lze otevřít dané
cílové porty, které jsou skutečně využívány jako porty služeb. Ale musí být povoleny
všechny zdrojové porty služeb, protože je tomu tak i na druhé straně měření.
Měření je také možné v lokální síti, kde na koncových stanicích bude nasazen
PerfSONAR. Tímto způsobem se dají nastavit všechny testy z jednoho koncového
bodu na druhý, ale vzhledem k tomu, že jsou tyto koncové stanice velmi blízko u sebe,
tak mohou být výsledky měření zkreslené. Toto měření bylo také v rámci diplomové
práce provedeno a to z důvodu otestování dané situace a aby bylo zjištěno, jak se
PerfSONAR chová v lokální síti, jelikož jeho smysl a využití je hlavně, jak již bylo
uvedeno, u rozlehlých transporních sítí.[47] [48]
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3 EXPERIMENTÁLNÍ OVĚŘENÍ MOŽNOSTÍ
NÁSTROJŮ RODINY PERFSONAR
3.1 Instalace a nastavení
Způsobů instalací existuje spousta. Je možné doinstalovat balíček anebo libovolnou
část balíčku do distribucí CentOS anebo Debianu. Dále je možné stáhnout Live
CD a vyzkoušet PerfSONAR bez instalace na přenosném médiu. V rámci diplomové
práce byl PerfSONAR otestován jak virtuálně ve VirtualBoxu, tak na fyzickém HW,
aby byla otestována náročnost instalace a následné konfigurace.
3.1.1 Virtuální instalace
PerfSONAR byl virtuálně nainstalován na dvou laboratorních PC (Intel Core i5,
3,60 GHz, 8,00 GB RAM) pomocí VirtualBoxu. Testy probíhaly mezi těmito hosty.
Instalace proběhla v grafickém režimu, ale systém je pouze v režimu textovém.
Po instalaci je administrátor vyzván pro nastavení hesla do webového rozhraní a ná-
sledně je potřeba nastavit parametry síťového rozhraní – IP adresa, adresa výchozí
brány, maska, DNS server. Toto je možné nastavit pomocí skriptu:
/usr/lib/perfsonar/scripts/nptoolkit-configure.py
zde je ještě možné donastavit pásmo, kde se nachází server. Po veškerém nasta-
vení je nutné vše uložit a systém restartovat. Po spuštění se lze již pomocí nastavené
IP adresy, kterou je možné otevřít v prohlížeči, přihlásit do webového rozhraní po-
mocí hesla, které bylo vytvořeno při prvním spuštění systému.
3.1.2 Instalace na fyzický HW
Instalace na fyzický HW byla dvojí. První z nich byla pomocí PerfSONARu na DVD
a nijak zásadně se nelišila od instalace pomocí VirtualBoxu. Tento PC (Intel Core
i3, 3,60 GHz, 4,00 GB RAM) byl využíván pro měření na hosty do zahraničí.
Druhá instalace byla složitější, jelikož byla nejprve na dvou PC (Intel Celeron
3,06 GHz, 4 GB RAM) nainstalována distribuce CentOS a poté pomocí balíčků
doinstalován PerfSONAR. Její výhodou je, že si může administrátor zvolit k instalaci
pouze ty balíčky, které bude potřebovat pro své experimentální měření. Tyto PC se











• yum clean all
Instalace RPM
Instalace PerfSONAR Test Point
• yum install perfsonar-testpoint
Instalace dalších balíčků
• yum install perfsonar-toolkit-servicewatcher
• yum install perfsonar-toolkit-ntp
• yum install perfsonar-toolkit-security
• yum install perfsonar-toolkit-sysctl
Instalace jádra PerfSONARu
• yum install perfsonar-core
Instalace PerfSONAR Central Management
• yum install perfsonar-centralmanagement
Instalace PerfSONAR Toolkit










Zakázání přístupu SELinuxu k webovému rozhraní
• echo 0 >/selinux/enforce
• sed -i ’s/ˆSELINUX=enforcing/SELINUX=permissive/’ /etc/selinux/config
Tím byla instalace dokončena. Poté již bylo potřeba jen nastavit statické adresy
zařízení eth0.[49]
3.2 Webové rozhraní
Webové rozhraní PerfSONARu viz obr. 3.1 je poměrně přívětivé, přehledné a jedno-
duše použitelné. Servisní menu je rozdělené do čtyř záložek: Administrative Infor-
mation, Host, Services a Tests.
Obr. 3.1: Webové rozhraní PerfSONARu
Na hlavní stránce v hlavičce lze najít informace o hostovi – IP adresu, organi-
zaci, adresu, jméno administrátora a kontakt. Pod hlavičkou lze dále najít záložku
42
Services, kde administrátor vidí, jaké jsou aktivní nástoje a také si může prohléd-
nout servisní logy. V pravé části je situováno menu viz obr. 3.2, ve kterém je možné
nalézt informace o HW vybavení serveru (CPU, RAM, HDD) a také různé infor-
mace o rozhraní, NTP synchronizaci, aktualizacích, verzi PerfSONARu, verzi kernelu
a také online testovací nástroje.
Ve spodní části webového rozhraní jsou zobrazeny všechny výsledky testů, při-
čemž se lze podívat na detaily. Všechny výsledky jsou přehledně zpracovány do grafu.
V grafu je možné si vybrat libovolný časový úsek, který je potřeba zobrazit, anebo
je možné si nechat zobrazit pouze jednotlivé testy např. ping. V grafu se lze pohybo-
vat kurzorem a v každém bodu grafu je možné zobrazení detailu po najetí kurzoru.
Toto je velmi vhodné pro sledování chyb. Pokud je zjištěno, že nastala v nějaké době
chyba (červeně označená v grafu), lze na ní kurzorem najet a podívat se, kdy přesně
chyba nastala a při jakém testu.
Obr. 3.2: Pravé menu
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3.2.1 Záložka Administrative Information
V této záložce je možné vyplnit různé informace o PerfSONARu - v jaké organizaci se
používá, adresu, jméno administrátora a jeho email. Je také možné uvést geografické
souřadnice (zeměpisná šířka/zeměpisná délka). Tyto informace jsou poté viditelné
v hlavičce - jak již bylo uvedeno výše. Dále lze uvést MetaData - jaká je úloha uzlu
např. Default Path, Backup Path, Test Host, Site Internal apod. a dále lze nastavit,
jestli bude uzel veřejný, privátní anebo s jistým omezením. Pokud bude uzel privátní,
nebude možné nastavit měření na tento uzel z jiného uzlu.
Hosta lze přiřadit do komunity anebo je možné vytvořit novou komunitu. Pokud
bude uzel veřejný, je důležité uvést co nejvíce informací a to z toho důvodu, že
budou uvedeny po registraci v Lookup Service Directory. Registraci má za úkol Ls
registration daemon. Globální registrace laboratorního serveru proběhla v pořádku
a uzel byl zobrazen na mapě v Lookup Service Directory viz obr. 3.3.
Obr. 3.3: Globální registrace hosta
3.2.2 Záložka Host
V záložce Host je možné zapnout automatické aktualizace či je zakázat. V této
záložce je ale ještě jedna velmi důležitá část nastavení, a to jsou NTP servery.
Lze vybrat NTP servery z databáze, která obsahuje několik serverů z celého světa.
V hostech, které byly použity pro měření v rámci diplomové práce byly použity NTP





Dále bylo nutné službu restartovat: service ntpd restart a stav synchronizace lze
zjistit příkazem ntpq –p. Toto nastavení je propojené se souborem /etc/ntp.conf.
Je vhodné vyčkat, než se systém plně synchronizuje, což může trvat desítky mi-
nut. Vzhledem k virtualizaci bylo ještě nutné vypnout používání HW hodin. Poté
bude čas nastavován pouze NTP serverem. Jak je již uvedeno v teoretickém úvodu,
synchronizace je velmi důležitá pro běh většiny nástrojů PerfSONARu.
3.2.3 Záložka Services
Záložka obsahuje testy (BWCTL, OWAMP, NTD, NPAD), které mohou být spuš-
těny ostatními hosty. Pokud nějaký test administrátor zakáže, nebudou moci ostatní
hosté použít daný test.
3.2.4 Záložka Tests
Záložka Tests slouží k nakonfigurování jednotlivých testů s různými parametry. Po
nakonfigurování testů je ještě nutné přidat hosty, na které budou tyto testy apli-
kovány. Je také možné testy mazat, zakazovat či povolovat. Při konfiguraci testu
OWAMP lze narazit na upozornění: „Negative latency values found in the forward
direction. Typically, this occurs when one or both hosts’ clocks are out of sync, or
the hosts are very close together.“, což administrátora varuje, že jsou hosté blízko
u sebe anebo není zajištěna synchronizace a výsledky mohou být nepřesné. Při na-
konfigurovaném testu OWAMP a BWCTL zárověň, je administrátorovi zobrazeno
upozornění: „This host is configured with both bandwidth and one-way latency tests.
Bandwidth tests can interfere with one-way latency tests.“, což znamená, že by ne-
měly být tyto testy spuštěny současně, jelikož by se mohly vzájemně ovlivňovat.
3.3 Měření - fyzický hardware
Měření probíhalo na fyzickém hardwaru. Použity byly dvě totožné PC sestavy (Intel
Celeron, 3,06 GHz, 4 GB RAM), které byly dostatečně výkonné pro toto experi-
mentální měření (sledováno využití CPU i RAM v průběhu měření). Jak již bylo
zmíněno, je výhodné, že se ve webovém rozhraní dá zobrazit pouze určitý časový
interval, na který se chce administrátor zaměřit. Graf obsahuje průběh propustnosti,
reverzní propustnosti, latence, reverzní latence, ztrát, reverzních ztrát, pingu, chyb
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a reverzních chyb. Testy BWCTL a OWAMP byly spuštěny zvlášť, aby se vzájemně
neovlivňovaly.
Měření proběhlo nejprve za rychlosti síťové karty 100 Mbit/s a poté byla rych-
lost snížena na 10 Mbit/s. U routeru byla rychlost snížena na jednotlivých portech
pomocí administrace ve Winboxu. V ostatních případech byla rychlost snížena na
síťové kartě pomocí příkazu ethtool -s eth0 speed 10 duplex full/half. Parametr half
duplex byl použit u zařízení typu HUB.
V průběhu měření byla vnesena zátěž do cesty mezi hosty pomocí FTP serveru
a to tak, že byl přenášen po určitou dobu soubor o velikosti 927 MB a bylo sle-
dováno, jestli se tento vnější vliv projeví ve výsledku měření. Při použití routeru
byla otestována i jednoduchá záplava druhého hosta pakety pomocí příkazu hping3
-i u1000 -X (S, R) -p XX.XX.XX.XX (IP adresa). Nejprve byl proveden test s pa-
rametrem S (SYN) a poté s parametrem R (RST). Také byl testován vliv vytížení
zařízení na výsledky testu a to pomocí příkazu ping 127.0.0.1 interval=00:00:00.01
ze třech terminálů MikroTiku, přičemž vytížení zařízení bylo v rozsahu 50 - 90 %.
3.3.1 Nastavení testů
Pro všechna zařízení byly nastaveny následující testy BWCTL, OWAMP a PING.
Obr. 3.4: Nastavení testu BWCTL
Obr. 3.5: Nastavení testu OWAMP
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Obr. 3.6: Nastavení testu PING
3.3.2 Měření - HUB
Měření probíhalo při zapojeném zařízení typu hub (HUB 3 Com, sériové číslo:
0200/YB5W7S0149308) a při nastavených testech viz obr. 3.4, obr. 3.5 a obr. 3.6.
Zařízení pracuje na fyzické vrstvě referenčního modelu ISO/OSI a pracuje pouze
v módu half duplex.
Obr. 3.7: HUB BWCTL - 100 Mbit/s (HW)
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Obr. 3.8: HUB BWCTL - 10 Mbit/s (HW)
Obr. 3.9: HUB OWAMP (HW)
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3.3.3 Měření - SWITCH
Měření probíhalo při zapojeném zařízení typu switch (ASUS GX100S V2, sériové
číslo: 90-Q652GN1NNAM31-A3QSA1018951 - nejedná se o pokročilý L3 switch)
a při nastavených testech viz obr. 3.4, obr. 3.5 a obr. 3.6. Zařízení pracuje na linkové
vrstvě referenčního modelu ISO/OSI.
Obr. 3.10: SWITCH BWCTL - 100 Mbit/s (HW)
Obr. 3.11: SWITCH BWCTL - 10 Mbit/s (HW)
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Obr. 3.12: SWITCH OWAMP (HW)
3.3.4 Měření - ROUTER
Měření probíhalo při zapojeném zařízení typu router (MikroTik RouterBOARD
hAP lite 941-2nD, sériové číslo: 5B3205E777CE/511) a při nastavených testech
viz obr. 3.4, obr. 3.5 a obr. 3.6. Zařízení pracuje na síťové vrstvě referenčního modelu
ISO/OSI.
Obr. 3.13: ROUTER BWCTL - 100 Mbit/s (HW)
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Obr. 3.14: ROUTER BWCTL - 10 Mbit/s (HW)
Obr. 3.15: ROUTER OWAMP (HW)
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Obr. 3.16: Zaplavení druhého hosta SYN pakety
Obr. 3.17: Zaplavení druhého hosta RST pakety
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Obr. 3.18: Zatížení routeru
3.3.5 Výsledky měření
Jak je již uvedeno výše, při testování bylo provedeno zatížení přenosové cesty pře-
nosem souboru pomocí FTP. Při rychlosti síťové karty 100 Mbit/s byla přenosová
rychlost FTP nejprve omezena na 10 Mbit/s a poté byla nastavena na neomezenou
viz obr. 3.7, 3.10, 3.13. Při snížení přenosové rychlosti síťové karty na 10 Mbit/s
byla nastavena rychlost FTP na 2 Mbit/s a poté opět na neomezenou viz obr. 3.8,
3.11, 3.14.
Z grafů je patrné, že se u všech zařízení toto zatížení projevilo a došlo k poklesu
propustnosti. Při neomezené rychlosti FTP vzrostla odezva na ping a vyskytly se
chyby Error from bwctl/iperf3, jelikož došlo k zahlcení sítě.
Testování měřicím nástrojem OWAMP je na krátkou vzdálenost dosti nepřesné,
proto je potřeba brát výsledky pouze jako informativní - nelze brát v potaz přesně
naměřené hodnoty. Lze z nich usoudit pouze reakci nástroje na vnější vlivy. Při
zatížení sítě přenosem souboru došlo ke zvýšení latence a jistým ztrátám viz. obr.
3.9, 3.12, 3.15.
Také byl uskutečněn jednoduchý útok z jednoho hosta na druhého hosta. Při
vysokém počtu dotazů SYN došlo k zahlcení serveru a velkému poklesu propust-
nosti viz 3.16. Při nastaveném parametu RST došlo pouze ke kolísání propustnosti
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a odezvy viz obr. 3.17, ale při nastavení vysokého počtu RST paketů došlo také
k dočasnému výpadku (vynechání měření).
Při měření se zapojeným routerem bylo provedeno testovací měření při zatížení
zařízení (50 - 90 %). Při tomto testu došlo k výkyvům v propustnosti a odezvy na
ping viz obr. 3.18.
3.4 Měření - virtualizace
Všechny dosavadní výsledky (uvedené výše) měření byly získané z PerfSONARu
nasazeném v lokální síti a to na fyzickém HW. Dále bylo potřeba zjistit, jaký vliv
na měření bude mít virtualizace. Bohužel tento způsob s sebou přinásí jistá úskalí.
Virtuální stroje jsou v dnešní době poměrně oblíbené, ale virtualizace může vnést do
měření jisté nepřesnosti a může ovlivnit stabilitu měření. PerfSONAR nebyl navržen
tak, aby byl používán na virtuálním stroji, jelikož při měření musí jakýkoliv nástroj
projít dalšími dvěma vrstvami kontroly, než se dostane na fyzickou vrstvu. Tyto
vrstvy mohou způsobit několik problémů. Jedním z problemů je čas, jelikož virtuální
stroj využívá jiný zdroj synchronizace, než je např. NTP server a to může způsobit
nepřesnosti v čase. Synchronizace se může rozcházet, což je pro měření naprosto
fatální.
Dalším problémem je cesta paketů. Síťové pakety jsou měřeny od okamžiku, kdy
opouštějí aplikaci na jednom konci do doby, než přijdou do aplikace na druhém konci.
Dodatečné vrstvy přidávají další latenci do měření a mohou se objevit i chyby, což
ovlivní celkový výsledek měření. Virtuální stroje sdílí fyzický hardware s ostatními
zdroji a mohou jím být změněny parametry pro výkon, aby bylo možné spustit jiné
virtuální stroje podle potřeby. Tato možnost „jisté úpravy“ virtuálních strojů by
mohla přidat další chyby do měření (náhlý pokles výkonu apod.).
Vývojový tým PerfSONARu analyzoval několik virtuálních architektur (VMWare,
KVM, QEMU) a bylo zjištěno, že všechny výše uvedené problémy se vyskytují
v různé míře ve všech architekturách. Postupem času dochází k jistému zlepšení,
jelikož jsou systémy dolaďovány, ale stále tento způsob nasazení PerfSONARu není
ideální.
Nástroje jako je BWCTL a OWAMP jsou problematické při použití ve virtuálním
stroji a to hlavně z hlediska časové synchronizace, která již byla výše uvedena. Testy
je možné ve virtuálním stroji spustit, ale není to doporučeno. Test, který by měl
bez problémů fungovat je např. SNMP (pasivní sběr dat), který je využíván např.
v Nagiosu (NetFlow). Dalším nástrojem je ztrátovost paketů či jitter (OWAMP).
I když je využíváno aktivní monitorování, tak za jistých okolností je možné jej ve
virtuálním stroji použít, ale nesmí být oba hosté blízko sebe. Využití testu pro
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měření vysokorychlostní propustnosti je je možné využít ve virtuálním prostředí do
rychlosti 1 Gbit/s. Při vyšších rychlostech se mohou vyskytnout problémy.[50]
Měření probíhalo mezi hosty, které měly Pefsonar instalován virtuálně. Použity
byly dvě totožné PC sestavy (Intel Core i5, 2,50 GHz, 8,00 GB RAM), které byly
dostatečně výkonné pro toto experimentální měření (sledováno využití CPU i RAM
v průběhu měření). Testy BWCTL a OWAMP byly spuštěny zvlášť, aby se vzájemně
neovlivňovaly. Měření proběhlo na rozdíl od předchozího pouze za rychlosti síťové
karty 100 Mbit/s a to z toho důvodu, že by snížení rychlosti na 10 Mbit/s nepřineslo
žádné nové poznatky. V průběhu měření nebyla vnesena žádná přídavná zátěž do
cesty mezi hosty, jelikož bylo měření realizováno pouze z důvodu zjištění míry vlivu
virtualizace na měření.
3.4.1 Nastavení testů
Pro všechna zařízení byly nastaveny testy BWCTL, OWAMP a PING jako při před-
chozím měření viz obr. 3.4, obr. 3.5 a obr. 3.6.
3.4.2 Měření - HUB
Měření probíhalo při zapojeném stejném typu zařízení jako v předchozím měření.
Obr. 3.19: HUB BWCTL - 100 Mbit/s (VIRTUAL)
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Obr. 3.20: HUB OWAMP (VIRTUAL)
3.4.3 Měření - SWITCH
Měření probíhalo při zapojeném stejném typu zařízení jako v předchozím měření.
Obr. 3.21: SWITCH BWCTL - 100 Mbit/s (VIRTUAL)
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Obr. 3.22: SWITCH OWAMP (VIRTUAL)
3.4.4 Měření - ROUTER
Měření probíhalo při zapojeném stejném typu zařízení jako v předchozím měření.
Obr. 3.23: ROUTER BWCTL - 100 Mbit/s (VIRTUAL)
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Obr. 3.24: ROUTER OWAMP (VIRTUAL)
3.4.5 Výsledky měření
Na první pohled je z grafů propustnosti patrné, že narozdíl od výsledků z PerfSO-
NARu, který byl na fyzickém HW, se vyskytuje při měření více chyb a to Error from
bwctl/iperf3. Tato chyba je důsledkem např. špatné synchronizace, což je při měření
ve virtuálním prostředí velmi pravděpodobné. Při této chybě dochází k tomu, že
se dané měření neprovede a z toho následně plyne to, že administrátor nedostane
výsledek.
Dále měření ověřilo pokles hodnoty propustnosti u všech zařízení, oproti před-
chozím měření a to hlavně při zapojeném zařízení typu hub a switch viz obr. 3.19
a 3.21. Pokles propustnosti byl blízký hodnotě 60 Mbit/s (reverzní propustnost byla
vyšší cca 80 Mbit/s), přičemž v předchozím měření byly hodnoty propustnosti 80
Mbit/s (hub) a 94 Mbit/s (switch) bez zatížení. Odezva na ping byla výrazně po-
malejší u zapojeného zařízení typu hub. U zapojeného zařízení typu switch a router
nebyla odezva razantně ovlivněna. Propustnost při zapojeném routeru dosahovala
hodnot (průměrně) okolo 85 Mbit/s viz obr. 3.23 přičemž v předchozím měření byla
hodnota cca 95 Mbit/s. Z toho lze usoudit, že virtualizace má negativní vliv na
měření.
Testování měřicím nástrojem OWAMP je na krátkou vzdálenost dosti nepřesné,
proto je potřeba brát výsledky pouze jako informativní - nelze brát v potaz přesně
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naměřené hodnoty, ale lze z nich usoudit pouze reakci nástroje na vnější vlivy. Z grafů
lze pouze konstatovat, že při zapojených zařízení hub a switch byly výsledky a prů-
běhy velmi podobné viz obr. 3.20 a 3.22. Pouze u zapojeného routeru byla latence
vyšší viz obr. 3.24.
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4 EXPERIMENTÁLNÍ MĚŘENÍ Z VEŘEJNÉ
IP ADRESY
Výše uvedená měření byla pouze v rámci LAN sítě. Jak již bylo uvedeno, tak jistým
problémem PerfSONARu je, že jeho nástroje nedokáží správně pracovat za NATem.
Pro odstranění problémů je nutné přiřadit serveru veřejnou IP adresu. Po přidělení
veřejné IP adresy již pracují všechny nástroje korektně a je možné bez větších obtíží
spustit testy na vzdálené hosty do zahraničí.
I v tomto případě lze narazit na chyby v měření pomocí nástroje BWCTL a to
z důvodu nepřesné synchronizace anebo z důvodu výpadku či zahlcení vzdáleného
hosta. Vzhledem k tomu, že již není možné ověřit, jestli je vzdálený host nakonfigu-
rován správně a jestli má stabilní HW či není zahlcen, má administrátor možnost
kontaktovat administrátora vzdáleného hosta. Je vhodné administrátora kontakto-
vat za předpokladu, že dochází k velkým výkyvům měřených hodnot anebo různým
chybám a je ověřené, že host, ze kterého jsou testy nakonfigurované, je v pořádku
a ani blízká zařízení nevykazují chyby.
Při konfiguraci testů je opět nutné, aby nebyly testy BWCTL a OWAMP spuš-
těny zároveň, jelikož by se mohly vzájemně ovlivňovat. Je možné se také setkat
u nástroje OWAMP s tím, že budou hosté stále blízko sebe anebo nastane nepřesná
synchornizace - v tom případě je nutné brát naměřené hodnoty pouze jako orien-
tační. Při této situaci je administrátor upozorněn v grafu větou: „Negative latency
values found in the forward direction. Typically, this occurs when one or both hosts’
clocks are out of sync, or the hosts are very close together.“ a měl by vzít tuto
skutečnost na vědomí.
Webová databáze (Lookup Service Directory) sdružuje velké množství hostů, na
které lze provést testy. Každým dnem může být situace jiná, jelikož mohou být
servery vypnuty anebo naopak se registrují nové. Pro měření na vzdálené hosty byl
vybrán host z Polska, Německa a vzdáleného USA (Havaj).
Polský server byl vybrán z toho důvodu, že se při měření vyskytl problém s hod-
notami latence, čímž je demonstrováno, že se tento případ může vyskytnout. Ně-
mecký server byl vybrán z toho důvodu, že je relativně blízký České republice a má
velmi dobré HW vybavení. Server z USA byl vybrán z toho důvodu, že se nachází
velmi daleko a trasa vede přes oceán. Tento server má oproti serveru z Německa
relativně nízké HW vybavení.
Pro všechny země byly nastaveny testy BWCTL, OWAMP a PING jako při
předchozích měření viz obr. 3.4, obr. 3.5 a obr. 3.6.
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4.1 Měření - Polsko
Host: 150.254.212.17
Obr. 4.1: Polsko - mapa
Obr. 4.2: Polsko - traceroute
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Obr. 4.3: Polsko BWCTL
Obr. 4.4: Polsko OWAMP
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4.2 Měření - Německo
Host: 178.162.220.28
Obr. 4.5: Německo - mapa
Obr. 4.6: Německo - traceroute
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Obr. 4.7: Německo BWCTL
Obr. 4.8: Německo OWAMP
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4.3 Měření - USA
Host: 128.171.213.142
Obr. 4.9: USA - mapa
Obr. 4.10: USA - traceroute
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Obr. 4.11: USA BWCTL




Na obr. 4.1 jsou zobrazeny detailní informace o hostovi a také je zobrazena jeho
poloha. Na obr. 4.2 je znázorněn traceroute z adresy 147.229.147.64 (laboratorní
host) na vzdáleného hosta 150.254.212.17. Cesta do cílové stanice trvala 22,104 ms.
Kapacita linky byla na obou stranách 1 Gbit/s. Z grafu propustnosti viz obr. 4.3
je patrné, že se po většinu doby propustnost stabilně pohybovala okolo 750 Mbit/s.
Pouze v jednom měření došlo k výkyvu na hodnotu 189,6 Mbit/s. Reverzní propust-
nost nebyla stabilní a docházelo k výkyvům. Při testování se vyskytly chyby Error
from bwctl/:Unable to initiate peer handshake with [150.254.212.17]:6XXX (port) -
canceling. Chyba znamená, že připojení na 150.254.212.17 (port 6XXX) nefunguje.
Je možné, že na vzdáleném hostu je pro toto měření nevhodně nastavený firewall,
jelikož se chyby objevovaly po většinu času. Porty, na které je spojení navazováno
se mění při každém testu např. 6054, 6063, 6081, 6114 apod. a proto mohl test
projít při náhodném portu, který firewall propustil, ale při ostatních nebylo spojení
navázáno.
Bohužel hodnoty OWAMP testu mohou být zkreslené viz obr. 4.4, jelikož je
v grafu administrátor upozorněn, že se v průběhu měření vyskytly negativní hodnoty
latence. Z grafu je patrné, že se latence po většinu doby stabilně pohybovala okolo
9 ms. Reverzní latence byla na hodnotě 14 ms. Docházelo i ke ztrátám.
Německo
Na obr. 4.5 jsou zobrazeny detailní informace o hostovi a také je zobrazena jeho
poloha. Na obr. 4.6 je znázorněn traceroute z adresy 147.229.147.64 (laboratorní
host) na vzdáleného hosta 178.162.220.28. Cesta do cílové stanice trvala 18,330 ms.
Kapacita linky byla na straně laboratorního hosta 1 Gbit/s a na straně vzdále-
ného hosta 2 Gbit/s. Z grafu propustnosti viz obr. 4.7 je patrné, že se propustnost
průměrně pohybovala kolem hodnoty 580 Mbit/s. Docházelo k velkým výkyvům jak
propustnosti, tak reverzní propustnosti. Příčinou mohlo být zatížení linky anebo
vzdáleného hosta. K žádným chybám nedošlo. Hodnoty OWAMP testu byly po ce-
lou dobu stabilní viz obr. 4.8. Latence byla průměrně 12 ms a reverzní latence 7 ms.
K záporným hodnotám a ztrátám nedošlo.
USA
Na obr. 4.9 jsou zobrazeny detailní informace o hostovi a také je zobrazena jeho
poloha. Na obr. 4.10 je znázorněn traceroute z adresy 147.229.147.64 (laboratorní
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host) na vzdáleného hosta 128.171.213.142. Cesta do cílové stanice trvala 227,032
ms. Jedná se o nejvzdálenějšího hosta, na kterého bylo prováděno měření.
Kapacita linky byla na straně laboratorního hosta 1 Gbit/s. Kapacita vzdáleného
hosta nebyla uvedena, ale dle grafu propustnosti viz obr. 4.12 lze usoudit, že byla
kapacita 100 Mbit/s (anebo některého prvku po cestě). Hodnoty OWAMP testu
byly po celou dobu stabilní viz obr. 4.12. Latence byla průměrně 112 ms a reverzní
latence taktéž 112 ms. Při průběhu testu došlo ke ztrátám.
68
5 ZÁVĚR
Cílem diplomové práce bylo vypracovat ucelenou metodiku pro nástroj PerfSONAR
a také zejména pro měření vykonaná tímto nástrojem se speciálním zaměřením na
nestandardní stavy a jejich dopad na měřené výsledky.
Pro vypracování detailní metodiky bylo potřeba teoreticky nahlédnout do proble-
matiky monitorování sítí, protokolů a nástrojů. Diplomová práce teoreticky popisuje
běžné diagnostické nástroje, které jsou obsaženy v operačních systémech a popisuje
také monitorování pomocí SNMP, WMI a NetFlow. Nechybí ani popis pokročilých
monitorovacích nástrojů, které se používají jak v lokálních sítích tak v sítích rozleh-
lých.
Věnuje se také páteřním sítím CESNET, GÉANT a Internet2. Velmi důležitá část
diplomové práce je teoretický rozbor monitorovacího nástroje PerfSONAR, který
vznikl v rámci projektu Internet2. V rámci teoretického rozboru monitorovacího
nástroje PerfSONAR je popsána jeho architektura a také nástroje, které sdružuje.
Mezi tyto nástroje patří: BWCTL, OWAMP, NTD, Traceroute, Tracepath, PING,
SNMP a TCPDump, přičemž detailní popis byl věnován nejdůležitějším nástrojům
a to BWCTL a OWAMP.
V rámci ověření teoretických poznatků byla zvolena instalace PerfSONARu jak
virtuálně, tak na fyzický hardware a to z toho důvodu, aby bylo ověřeno, zda má
virtualizace vliv na výsledky měření. V diplomové práci je také detailně popsáno
webové rozhraní PerfSONARu, které je důležité pro nastavení testů, sledování vy-
tížení hardwaru, interpretaci výsledků a globální registraci. Testování bylo uskuteč-
něno mezi dvěma hosty v síti LAN a to při zapojených zařízení - hub, switch a router
a to z toho důvodu, aby bylo ověřeno, jaké má jednotlivé zařízení vliv na měření.
Při testování PerfSONARu na fyzickém hardwaru byla mezi hosty zanesena zátěž
pomocí FTP serveru, záplavy paketů a vytížení routeru, aby bylo možné ve výsled-
cích detekovat tyto vnější vlivy. Také bylo ověřeno testování na vzdálené hosty do
zahraničí. Toto měření bylo uskutečněno z hosta, který měl přidělenou veřejnou IP
adresu.
Z výsledků uvedených v praktické části lze konstatovat, že jednotlivá zařízení
odpovídají jejich vlastnostem a to tak, že u zařízení typu hub mohou nastat kolize,
jelikož pracuje pouze v módu half duplex a také přijímaná data rozesílá na všechny
porty. Oproti ostatním zařízením měl i nižší propustnost a při měření v rámci vir-
tualizace se objevila vysoká odezva při použití nástroje ping. Switch a router měly
podobné hodnoty propustnosti a při testování měly podobné vlastnosti. Je to také
z důvodu toho, že nebyl na routeru nakonfigurován firewall a ani NAT, což by mělo
na rychlost směrování vliv. Taktéž lze konstatovat, že při zatížení přenosové cesty
lze v grafu pozorovat výkyvy jak v propustnosti, tak v latenci a při zahlcení sítě
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může docházet k chybám. Zajisté by byl z grafu patrný i pokus o útok na server,
jelikož silně klesne propustnost a zvýší se latence. Tento stav se může objevit i při
nedostatečných HW prostředcích, kdy server nemá dostatek prostředků pro odpo-
věď. Jistý vliv na měření má i zatížení zařízení, proto je vhodné, aby si stav zatížení
zařízení administrátor monitoroval.
Dále lze usoudit, že není vhodné používat PerfSONAR ve virtuálním prostředí,
jelikož pakety prochází přes další vrstvy a tím je měření ovlivněno, což je patrné
i z výsledků a to hlavně propustnosti, která výrazně klesla oproti měření z Perf-
SONARu, který byl nainstalován na fyzickém hardwaru. Také může docházet ke
špatné synchronizaci a mohou se vyskytnout chyby. Výsledky měření pomocí ná-
stroje OWAMP v LAN síti je nutné brát jako informativní. Lze z nich usoudit pouze
reakci nástroje na vnější vlivy. Z tohoto důvodu není vhodné používat PerfSONAR
v LAN sítích.
Po získání poznatků z výsledků testování v LAN síti je bylo možné aplikovat do
reálného měření na vzdálené hosty do zahraničí. Při testování je vhodné prověřit
přenosovou rychlost a HW vybavení vzdáleného hosta. Pokud dochází k velkým
výkyvům hodnot na měřené trase, tak je vhodné zkontrolovat nejdříve blízkého
hosta a zařízení, která jsou v dosahu a poté (pokud se jedná o důležité měření)
kontaktovat administrátora vzdáleného hosta, aby zkontroloval jeho stav či stav
blízkých zařízení. Pokud se nevyskytuje žádný problém ani na jednom z hostů,
může být vytížená trasa anebo některý z prvků na trase. Grafy jsou vhodné také
pro dlouhodobé monitorování, jestli je trasa vytížena pouze v některé hodiny/dny.
I v případě měření do zahraničí se může vyskytnout problém s nástrojem OWAMP
(špatná synchronizace, hosté blízko u sebe), ale vždy je administrátor upozorněn.
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PING Packet InterNet Groper
PING Simple Network Management Protocol
UDP User Datagram Protocol
TCP Transmission Control Protocol
VOIP Voice over Internet Protocol
QoS Quality of Service
IP Internetový Protokol
MIB Management information base
OID Object Identifier
WMI Windows Management Instrumentation
WBEM Web-Based Enterprise Management
DCOM Distributed Component Object Model
COM Component Object Model
SCTP Stream Control Transmission Protocol
DoS Denial of Service
IETF Internet Protocol Flow Information eXport
SMTP Simple Mail Transfer Protocol
POP3 Post Office Protocol ver. 3
NNTP Network News Transfer Protocol
HTTP Hypertext Transfer Protocol
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MySQL Structured Query Language
CPU Central Processing Unit
SSH Secure Shell
HDD Hard Disk
SMS Short Message Service
MRTG Intelligent Platform Management Interface
MRTG Multi Router Traffic Grapher
PHP Hypertext Preprocessor
VPN Virtual Private Network
DSI Distributed Storage Infrastructure
DVN Digital Video Network
HDTV High-Definition Television
DWDM Dense Wavelength Division Multiplexing
MP Measurement Point
MA Measurement archive
BWCTL Bandwidth Test Controller
OWAMP One-Way Active Measurement Protocol
NTD Network Diagnostic Tool
MTU Maximum Transmission Unit
DNS Domain Name System
NTP Network Time Protocol
RAM Random Access Memory
UTKO Ústav telekomunikací
GB Gigabyte
Mbps Megabit za sekundu
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ms Milisekunda
GHz Gigahertz
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