The inversion problem for square matrices having the structure of a block 
an,-n,+ 1, k ano-na+2,k all~ll-n~-1, k al\nll-nk,k e-e with llnll = n, + ..a + nk. The entries a,, j in (1.1) are assumed to be p X p matrices over a field F, with ai,j = 0 for i < 0. If we let m = lln\l -n,, then (1.1) represents an mp X mp square matrix.
In the special case when k = 1, ( (1.3)
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In this paper we obtain fast methods for the inversion problem for arbitrary k and p. There is no restriction on the input matrix. Our work depends on some fundamental results of Lerer and Tismenetsky [27] . They show that the nonsingularity of H, can be determined from the solution of a specific set of 2(k + 1) block equations having either H, or its transpose as their matrix of coefficients. In addition, when such solutions exist, Lerer and Tismenetsky provide a formula to compute the inverse in terms of these solutions. We show that these solutions ("inverse components of the first kind") can be described in terms of matrix Pad&Hermite and matrix simultaneous Pad6 approximants of a related matrix of power series. These are generalizations of scalar concepts originally introduced by Mahler [29] . The inversion criterion for H, is shown to be equivalent to certain normalizations of these associated approximants. When k = 1 these components of the first kind represent right and left matrix Pad6 forms, as defined in Labahn and Cabay [24] . When p = 1 they can be computed in O(m log' m) operations using the algorithm of Brent, Gustavson, and Yun [7] . The work of Lerer and Tismenetsky also results in an alternative set of inverse components for H, ("inverse components of the second kind"). As before, these components are solutions of a (different) set of 2(k + 1) block equations having either H, or its transpose as their matrix of coefficients. We show that these alternative inverse components can be described in terms of matrix Pad&Hermite and matrix Simultaneous Pad& systems. These are generalizations of scalar concepts introduced by Cabay, Labahn, and Beckermann [ll] .
When k = 1 and p = 1, these Pad& systems, and hence the inverse components, can be computed in O(m log' m> operations using the algorithm of Cabay and Choi [lo] . When k = 1 and p > 1, both sets of inverse components are represented by right and left matrix Pad& forms which can be computed via the algorithm of Labahn and Cabay [24] . This method computes the inverse components with a complexity of O( p3m2) operations, although there are pathological cases where the complexity becomes 0(p3m3). The method of Labahn [23] computes the inverse components in O( p3m log' m) operations. However, the block Hankel matrix must satisfy additional properties (such as positive-definiteness for example) for this method to be applicable.
For arbitrary k and p a generalization of the recurrence relation of [ll] gives a fast algorithm to compute the matrix Pad&Hermite and matrix simultaneous Pad6 systems. This in turn gives a fast algorithm for computing inverse components. This recurrence relation is shown to be a special case of the recurrence relation of Antoulas [3] used for the computation of minimal realizations of matrix power series. (1.
where M = ml + *** +mk + k. A matrix of the form (1.4) is called a block Toeplitz striped matrix, while its (block) transpose is called a block Toeplitz layered matrix. If for each i we set n, = mi + 1 and u,,~,,_~ pi j = bi, j, then T,, =_lH,, where J is an Mp X Mp matrix with Ip on the block antidiagonal. Therefore any algorithm that computes the inverse of a nonsingular block Hankel-like matrix can also be used to compute the inverse of a nonsingular block Toeplitz-like matrix.
CHARACTERIZATION OF NONSINGULARITY
In this section we give necessary and sufficient conditions for a block Hankel-like matrix to be nonsingular, along with a formula to compute the inverse. Let where xg' = lp ai, k.
Proof.
Theorem 2.3 is simply another form of Lerer and Tismenetsky's formula. However, for our purposes it is useful to show exactly how (2.17) can be derived from (2.6).
Let
Fyevery i,j set a^i,j = allnl,+n,-n~_,+,_i,~_j+l and i? = (no, nk,.. ., . , Pk(z)) a vector of k + 1 matrix polynomials, each of size p X p. 
When, in addition, we have R(O) = I,, then P is said to be a normed MPHFo (of type n).
DEFINITION 3.2. The k + l-vector of matrix polynomials P* = (P,*, . . . , PC) [with each P,*(z) a p X p matrix polynomial] is defined to be a matrix simultaneous Pa& form (MSPFO) of type n for the k + l-vector of power series A = (A,, . . . , Ak) if (I) the rows of P* are linearly independent over F,
where
A MSPFo is called a matrix simultaneous Pa& fraction ( For historical reasons, one can also refer to Definition 3.1 as defining the (matrix) Latin polynomial approximation problem and Definition 3.2 as the (matrix) German polynomial approximation problem. This naming convention comes from the notation used in their original definitions.
Note that when A,(O) is nonsingular, then one can define MPHFo's and MSPFo's even in the case n, = 0. In this case we set P,(z) = 0 and P,*(z) = P,*( z)A,( z)A,( z>-' mod ~ll~'l+'. If, for each i, we write Pj( z> = CJKdl ~~,~.zj, then Equation (3.2) is equivalent to solving a system of IIn\] -1 block liner equations having 11n11 block unknowns {pi j}. Therefore one can always find p linearly independent solutions. When these are arranged into columns of a matrix, we obtain at least one block solution of the linear system. Similarly, if for each i we write 
For a given vector of integers n and vector of power series A, there always exists at least one
MPHFo and one MPHFo of type n for A.
Since Definition 3.1 depends on the integer vector n, we follow Mahler [29] in using the notation P,(z) = PJz In> and P,*(z) = P,*( z In) when we wish to emphasize the type n. For a given integer vector n define the p(k + 1) x p(k + 1) matrix polynomials R ( Similarly, for each 1 < j < k we can write
With Pj, n I = I, and define Pi(z) as Proof. Let P,*(z) = Ilo* + *** +u,;_lz'TL-l + u,;z"I Then, for such a j, the matrix polynomials P,*(z), . . . , P,*(z) defined by 
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Then ff(,, 2.1) is nonsingular. Solving Equations (2.1) and (2.10) and partitioning the solutions as in (3.7) and (3.11) gives
Similarly, solving (2.4)-(2.5) and using (3.16)-(3.19) gives 1.
MATRIX PAD&-HERMITE AND SIMULTANEOUS PAD6 SYSTEMS
In the previous section we used Theorems 2.1 and Corollary 2.2 along with some generalizations of the work of Mahler to provide a matrix polynomial characterization of the invertibility of block Hankel-like matrices. However this formulation does not lead to a simple mechanism to compute our inverse components.
In the case of scalar Pad&Hermite forms, Cabay, Labahn, and Beckermann [ll] introduce a matrix polynomial that is similar to the matrix polynomial A used by Mahler. This matrix polynomial, called a Pad&Hermite system, is a combination of a Pad&Hermite form and a weak Pad&Hermite form. The latter is similar to a Pad&Hermite form except for a weakening of the order condition allowing for "larger" solutions. Cabay, Labahn, and Beckermann then give an efficient algorithm to compute these Pad&Hermite systems. A similar approach is found in [I21 in the case of scalar simultaneous Pad& systems.
In this section we extend the results of [ll] and [12] to the case of matrix systems. Using Theorems 2.3 and Corollary 2.4 we show that the inversion characterization can be given in terms of certain normalizations of these systems. The strength of these results comes from the next sections where it is shown how to efficiently compute these normalized systems. Thus the inversion characterization of this section along with the computational method of later sections provides a fast method to compute the inversion components of the second kind, and hence also the inverse.
We begin by introducing the notion of weak matrix Pad&Hermite and weak matrix simultaneous Pad& approximants. where R:(z) is a pk X p matrix power series.
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The matrix polynomials V*(z) = P,*(z), U*(z) = (P: This accounts for the naming convention used for U*(Z), V *(z>, and W*(Z).
If, for each i, we write P,(z) = C& ~~,~zj, then Equation (4.1) is equivalent to a system of llnll + 1 block 1 inear equations having llnll + k + 1 block unknowns {pi, j). Therefore one can always find pk linearly independent solutions. When these are arranged into columns of a matrix, we obtain at least one block solution of the linear system. Similarly, if for each i we write P.*(z) = Cl!~~n~-l p,? , jzj, then Equation (4.2) is equivalent to a system Af k * (Ilnl/ -1) block 1' mear equations having k (JnlJ block unknowns { p,!, j}. Therefore one can always find pk linearly independent solutions. When these are arranged into rows of a matrix, we get at least one block solution of the linear system. For a given A and n we also define a p(k + 1) X p(k + 1) matrix polynomial r*( d as follows:
(I) block row 0 of T*(z) is a MPHFo for A of type n;
(II) block rows 1, . . . , k of T*(z) form a WMSPFo for A of type n.
The matrix F*(z) will be referred to as a matrix simultaneous Pad6 system (MSPS) of type n for A. When both the MSPFo and the WSPFo are normed, then the MSPS is a normed MSPS.
We will also use the notation F(z In) and I'*( z In) when we wish to emphasize the type of the systems.
In the p = 1 scalar case, PHSs are introduced in Cabay, Labahn, and Beckermann [ll] . By Theorem 4.3 there exists a MPHS and a MSPS for every integer vector n. Of course, for an arbitrary integer vector n it could happen that there are many choices for these matrix polynomials. However, when H, is nonsingular we have: shows that Equation (2.12) is equivalent to the existence of a normed MPHFo of type n. Similarly, for each 1 < i < k we can write 
where D is a diagonal matrix. In this section we generalize this result to obtain a similar relationship between matrix Pad&Hermite and matrix simultaneous Pad& approximants. While the generalization from the scalar to the matrix case is straightforward, our use of and derivation of this result differs substantially from that of Mahler. In our case we work with the matrix polynomials I and I* of the previous section, rather than the matrices A and A* of Section 3. Our primary observation is that an identity similar to (5.1) provides a relation between the matrix polynomials of the previous section and the main tools used by Antoulas [3] 
Proof.
Multiplying Equation (5.8) on the left by Q*(z) and Equation (5.9) on the right by V(z) and subtracting the first from the second gives .29) give (5.14). Equation (5.15) follows directly from (5.14). n REMARK 1. When k = 1, Theorem 5.1 is found in Labahn, Choi, and Cabay [25] . It is used there as a type of commutativity relationships between left and right matrix Pad6 approximants as defined in [24] . The method of proof and the partitioning of the matrices F and F* as in (5.2) come from this paper.
Set where the h denotes reversing the orde_r of the coefficients of the matrix polynomials (on a per row basis) and the denotes reversing the order of the coefficients of the matrix polynomials (on a per-column basis).
If H, is nonsingular, then V,, and W,, are inverses of each other.
Corollary 5.2 is simply a restatement of Equations (5.13) and (5.14) in Theorem 5.1. n REMARK 2. Corollary 5.2 implies that the matrices V,L and W, are unimodular polynomial matrices. From Equations (5.8) and (5.10) we also have Let P,, j(s>, . . , P,,j(s> be the jth block column of h(zln). 
. . . , -A,(z)).
Since H, is nonsingular, these are unique by Theorem 4.6. This gives the first part of (5.34). The second part of (5.34) follows from a similar argument using the MSPS and Theorem 4.7. n Theorem 5.3 provides a simple mechanism for computing the inverse components of one kind given that the components of the other kind are known.
As 
A RECURRENCE RELATION FOR INVERSION COMPONENTS
The previous section showed a strong relationship between normed MPHS and normed MSPS introduced in Section 4 and the main tools used by Antoulas. In this section we give a recurrence relation to construct these Pad& systems that is a special case of the recurrence relation given by Antoulas. This will show how one can construct the inverse components of a nonsingular block Hankel-like matrix by finding the inverse components of two smaller block Hankel-like matrices.
By renumbering the a,, j if necessary we can assume n, > n, > 1'. > nk > 0. 
., 0). (6.3)
Consider the problem of efficiently deciding when H, is nonsingular given that H, is known to be nonsingular. If this is the case, then is it possible to use the inverse components from the smaller matrix to build the inverse components of H,.
From Section 4, the nonsingularity of H, is equivalent to the existence of a matrix polynomial F satisfying conditions of Theorem 4.6. When we decompose the matrix I according to (5.21, we obtain pairs of matrix polynomials (P(z), Q(z)> and (U(z), V(z)> along with residual matrix power series R(z) and W(z).
These matrix polynomials satisfy the degree constraints (5.2) and (5.3). In addition, by Equation (5.111, R(0) = I,; hence the matrix power series R(z) has an inverse. Set 
(6.14)
Since H, is nonsingular, Theorem 4.6 implies that I?( z I m> can be chosen so that V(O) = I,, and R(0) = Zp. By (6.13) and (6.14) it is clear that I' is a normalized MPHS of type n for A if and only if I'#(zln -m) is a normalized MPHS of type n -m for A#. This proves Theorem 6.1. n REMARK 1. Theorem 6.1 is a special case of the recurrence relation of Antoulas [3] . Indeed, by reversing the order of the polynomial coefficients, Equations (6.5) and (6.6) are the same as (where the matrices V and W are defined in the previous section). These equations are used by Antoulas to obtain a minimal partial realization by interconnecting minimal partial realizations of two subsystems. Computing the matrices H(y, 1, I) and H$ 2, 2) shows that the first is singular, while the second is nonsingnlar with inverse components of the second kind given by and Therefore Hc3, 3, 2j is a singular matrix, while Hc4,4,3j is nonsingular. Using Equations (6.5) and (6.6) gi ves the inverse components of the second kind for 
Note that the second term in the cost complexity expression (8.3) accounts for the costs arising from all invocations of First-Components, whereas the first term accounts for all the other costs. Generally speaking, if a large step si is required by Inverse-Components, then s is large and the second term in (8.3) dominates; whereas if all step sizes si are small, then the first term dominates. and (IC-5) is reduced to 277: and 2$, respectively. The corresponding total cost of determining the inverse components of H, is then bounded by 0(llnl12). This is the case regardless of any assumptions on the size of the steps from one nonsingular node to the next. 
FURTHER RESEARCH DIRECTIONS
There are still a number of directions for research in this area. Our formulae are subsequent algorithm are based on the use of exact arithmetic. However, no consideration is given to any coefficient growth in the numerical domain, such as would occur if the block matrices had their coefficients from the field of rational numbers. There needs to be a study of fraction-free methods such as that of Bareiss [4] that prevents inefficiency due to unnecessary coefficient growth. In addition, our work also does not consider the case of floating-point arithmetic. In this case a major problem of any algorithm is to be efficient while at the same time returning numerically stable results. As suggested by Antoulas, a possible direction could be to avoid those subproblems that are based on unstable subsystems. In our case this would involve not necessarily taking the first nonsingular submatrix I!&,, ,, s, ",+ ,, , nkj, but rather the first nonsingular submatrix that is also well conditioned.
Note that by Theorem 6.1, such an approach will still lead to a recurrence relation. We refer the reader to the work of Meleshko [32] for details of the case when k = p = 1.
The complexity of the inverse-components algorithm given in Section 7 is O( p3km2), with the possibility that it could reach as high as O( p3km3) in pathological cases. However, in the case when k = p = 1, the algorithm requires at most O( m2) operations regardless of the singularities encountered in intermediate steps. The scalar algorithm of Heinig [19] has the added advantage in the p = 1 case that it is always O(km2), even for k > 1. It would be of interest to alter our algorithm so that this can also be true in the block case.
In the k = p = 1 case there are a number of algorithms (cf. Brent, Gustavson, and Yun [7] or Cabay and Choi [lo] ) which compute the inverse components in O(m log2 m> steps, at least in those cases where fast polynomial arithmetic is possible. We conjecture that it is possible to convert the inverse component algorithm to one having complexity O( p3k2m log2 m) operations.
We conjecture that such an algorithm is possible, based on computing the components using quadratic steps as done in [lo] . 
