In this paper the error of polynomial interpolation of degree 1 on triangles is considered. The circumradius condition, which is more general than the maximum angle condition, is explained and proved by the technique given by Babuška-Aziz.
-The minimum angle condition, Zlámal [9] (1968) .
Let θ 0 , 0 < θ 0 < π/3 be a constant. If any angle θ of K satisfies θ ≥ θ 0 and h K ≤ 1, then there exists a constant C = C(θ 0 ) independent of h K such that v − I h v 1,2,K ≤ Ch K |v| 2,2,K , ∀v ∈ H 2 (K).
-The regularity condition, see, for example, Ciarlet [2] . Let σ > 0 be a constant. If h K /ρ K ≤ σ and h K ≤ 1, then there exists a constant C = C(σ ) independent of h K such that v − I h v 1,2,K ≤ Ch K |v| 2,2,K , ∀v ∈ H 2 (K).
-The maximum angle condition, Babuška-Aziz [1] , Jamet [4] (1976) . Let θ 1 , 2π/3 ≤ θ 1 < π be a constant. If any angle θ of K satisfies θ ≤ θ 1 and h K ≤ 1, then there exists a constant C = C(θ 1 ) independent of h K such that
It is easy to show that the minimum angle condition is equivalent to the regularity condition [2, Exercise 3.1.3, p130]. Liu and Kikuchi presented an explicit form of the constant C in [8] .
Inspired by Liu-Kikuchi's result, Kobayashi obtained the following epoch-making result [5] , [6] . Let A, B and C be the lengths of the three edges of K and S be the area of K.
-Kobayashi's formula, Kobayashi [5] , [6] Define the constant C(K) by |v − I h v| 1,2,K ≤ C(K)|v| 2,2,K , ∀v ∈ H 2 (K).
C(K)
Let R K be the radius of the circumcircle of K. Using the formula R K = ABC/4S, we can show that C(K) < R K and obtain a corollary of Kobayashi's formula.
-A corollary of Kobayashi's formula For any triangle K ⊂ R 2 , the following estimate holds:
This corollary demonstrates that even if the minimum angle is very small or the maximum angle is very close to π, the error |v − I h v| 1,K converges to 0 if R K converges to 0. For example, consider the isosceles triangle K depicted in Figure 1 . If 0 < h < 1 and α > 1, then h α < h and the circumradius of K is h α /2 + h 2−α /8. Hence, if 1 < α < 2 and |v| 2,2,K is bounded, the error |v − I h v| 1,2,K converges to 0 even though the maximum angle is tending to π as h → 0, although the convergence rate becomes inferior. Suppose that {τ h } h>0 is a series of triangulations of a convex polygonal domain
Let S τ h be the set of all piecewise linear functions on τ h , defined by
Let u h be the piecewise linear finite element solution on the triangulation τ h of the Poisson problem 
where C P is the Poincaré constant for Ω . 2 Thus, the discretization error u − u h 1,2,Ω is bounded by the interpolation error u − I h u 1,2,Ω , and the finite element solutions {u h } converge to u even if the maximum angle condition is violated (see the example of triangulation in Fig. 2 ). Therefore, to obtain the error estimate of I h v or to ensure that the finite element solutions converge to the exact solution, max K∈τ h R k is more important than the minimum or maximum angles. A drawback of Kobayashi's formula is that its proof is very long and needs the assistance of validated numerical computations. However, in many cases the following estimation is good enough for the error analysis of finite element methods:
-The circumradius condition
For an arbitrary triangle K with R K ≤ 1, there exists a constant C p independent of K such that the following estimate holds: This estimation and/or the condition (1) are called the circumradius condition. The purpose of this paper is to prove the circumradius condition without using validated numerical computations. The main tool of our proof is the orthogonal expansion-contraction transformation
Applying the orthogonal expansion-contraction transformations twice, any triangle K with circumradius R becomes similar to the reference triangle K whose apexes are (0, 0), (1, 0) and (0, 1). Then, we estimate the ratio of |v| 2,p,K and |v| 1,p,K for v ∈ W 2,p (K) using a technique given by Babuška-Aziz. See the proof of Lemma 3. In this sense, this paper is an extension of [1] .
Preliminary and basic lemmas
Let K ⊂ R 2 be any triangle. Partial derivatives of a function u with respect to x, y are denoted by
The usual Lebesgue and Sobolev spaces on K are denoted by
We denote their norms and semi-norms by |u|
Throughout this paper and [1] , the most important tool is the orthogonal expansioncontraction (OEC) transformation F α,β : K → R 2 defined, for α, β > 0, as
and
Let K be the reference triangle whose apexes are (0, 0), (1, 0), (0, 1). Take α, β so that
and define K α,β := F α,β ( K). Note that K = K 1,1 and the circumradii of K and
The following lemma is an extension of [1, Lemma 2.1] to any p ∈ [1, ∞]. Although the proof is very similar, we include it here for the readers' convenience.
Lemma 1 For p ∈ [1, ∞], define the constants A p1 , A p2 by
Then, we have A p := A p1 = A p2 > 0.
Proof The equality A p1 = A p2 is clear from the symmetry of K. The proof of A p1 > 0 is by contradiction. Suppose that A p1 = 0. Then, there exists
Let P 0 = R be the set of polynomials of degree 0. By [2, Theorem 3.
Therefore, there exists {q k } ⊂ P 0 such that
Since the sequence
Thus, there exists a subsequence {q k i } such that q k i converges toq ∈ P 0 . In particular, we have 
Lemma 2 Define the constants
Proof Suppose that p ∈ [1, ∞). Then, (2) yields, for any v
Taking the infimum of the left-hand side with respect to v ∈ Ξ i p (K α,β ), we obtain
The proof of the following lemma is very similar to that of Babuška-Aziz's [1, Lemma 2.2]. We present it here for the readers' convenience.
Lemma 3 Define the constant B p (K
It follows from (4) and α/β ≥ 1 that
Setting w := u x , we notice w ∈ Ξ 1 p ( K), and
by Lemma 3. Similarly, setting z := u y , we have z ∈ Ξ 2 p ( K) and hence
Taking the infimum with respect to v, we conclude
The proof of the case p = ∞ is similar.
⊓ ⊔
The following lemma is an extension of [1, Lemma 2.3] to any p ∈ [1, ∞]. As the proof is relatively simple, we omit the details.
Lemma 4 Define the constant D p by
Then D p > 0.
Lemma 5 Define the constant
Taking the infimum of the left-hand side with respect to v ∈ T p (K α,β ), we obtain
The case p = ∞ can be proved in the same manner.
⊓ ⊔
Remark 2 According to [8, pp40-41] , the approximated value of D 2 is 1/0.167.
The circumradius condition for right triangular elements
Take R > 0 and let the linear map G R be defined by
Two bounded domains Ω 1 , Ω 2 ⊂ R 2 are called similar if there exists a map ϕ which consists of a rotation and a parallel translation, such that
. Hence, we may ignore ϕ in the following discussion without loss of generality.
For the domain K R α,β , we define T p (K R α,β ) as before and find that
Combining these estimates we obtain the following lemma. 
As is stated in the introduction, the linear interpolation operator
, where x i , i = 1, 2, 3 are apexes of K R .
Theorem 1 Let K ⊂ R 2 be a right triangle whose circumradius is R. Suppose that the two edges that contain the right angle are parallel to the x-and y-axes. Then, the error of I h on K is estimated as
we may apply Lemma 6 and obtain
⊓ ⊔
The circumradius condition for general triangular elements
In this section, we prove the circumradius condition for general triangular elements. Let K s,t be the right triangle with apexes
using the OEC transformation F 1,η . Note that any triangle K is similar to K η s,t with appropriate (s,t) and η > 0 (see Fig. 3 ). We then try to write a lower bound of 
Preliminary
Define the constants a, b, X, Y by
Note that a 2 + b 2 = 1, 2ab = t and the vector (a, b) is parallel to the edge N 1 N 3 . We also have
Note that the circumradius
We also observe that the inequality
We notice that the following inequalities hold for any positive numbers U, V and p ≥ 1: In their examples, the circumradii of triangles are very close to constants while h → 0. Thus, the circumradius condition cannot explain the convergence of the finite element solutions in [3] . Therefore, the question remains "what is the essential triangulation condition for the convergence of finite element solutions?". This is a very important question, which we wish to answer.
