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Abstract
A new numerical scheme for conservation equations based on evolution
by asynchronous discrete events is presented. During each event of the
scheme only two cells of the underlying Cartesian grid are active, and an
event is processed as the exact evolution of this subsystem. This naturally
leads to and adaptive scheme in space and time. Numerical results are
presented which show that the error of the asynchronous scheme decreases
to zero as a control parameter is reduced. The construction of the scheme
allows it to be expressed as repeated multiplications of matrix exponentials
on an initial state vector; thus techniques such as the Goldberg series and
the Baker–Campbell–Hausdorff (BCH) formula can be used to explore
the theoretical properties of the scheme. We present the framework of a
convergence proof in this manner.
1 Introduction
We develop and present analysis of new schemes for the simulation of porous
media flow based on an asynchronous simulation methodology; that is, one in
which different parts of the spatial domain ar allowed to exist at different times
simultaneously during the course of the simulation. Specifically the schemes
are example of the Discrete Event Simulation (DES) methodology, in which the
system is evolved forward in time by discrete events, local in space, with each
event having its own timestep determined by the local physical activity in the
region [1, 2, 3]. In our case we take this to be the magnitude of the local flux.
The schemes we develop are intended to be applied to advection-diffusion type
conservation law systems,
dc(x, t)
dt
= ∇f(c(x, t)), t ∈ R, x ∈ Ω ⊂ Rd, (1)
d = 1, 2, 3, where c(x, t) is a concentration and f is a given flux function. An
initial condition c(x, 0) = c0(x) is provided. We consider ‘no flow’ boundary
conditions, that is, Neumann type boundary conditions with zero flux on exter-
nal faces, however other types of boundary conditions can easily be added in
this framework without much difficulty.
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The idea behind these schemes is essentially simple, but unusual. Consider
the spatial domain Ω discretised in a way standard in the finite volume method-
ology, with approximate fluxes defined on every face. The evolution of the
system forward in time proceeds by means of discrete local events: the transfer
of mass across a single face, between the two adjacent cells. Which faces are
given priority for events, and the timescales of the events, are to be functions of
the flux across the face - in general, a flux of greater magnitude has the effect
of sooner and shorter events.
Although initially developed for discrete systems, DES has been applied
in [1, 2, 3] for plasma simulation, one-dimensional conservation laws and gas
discharge with high levels of accuracy and efficiency. The methods in these
papers are cell based. [4, 5] introduced the Basic Asynchronous Scheme (BAS),
a face based method that we use to compare to an improved method - the Exact
Asynchronous Scheme (EAS) that we consider here. EAS is improved in that
it is automatically positivity preserving and more accurate, as will be seen, for
example in §4 and §5.1.
The faced based DES approaches BAS and EAS have some similarities with
the approximate Riemann solvers of Roe, see [6] and, for example, [7]. In a Roe-
type solver, the spatial discretisation is viewed as producing a series of Riemann
problems (i.e., a conservation equation with discontinuous initial data), one at
each face in the grid. Each Riemann problem can be approximately solved by
introducing a matrix approximation at the face with certain properties.
The paper is arranged as follows. In §2 we describe the general form of the
schemes and give an overview of the finite volume discretisation upon which
they are based. We also introduce a way of expressing the full finite volume sys-
tem as an accumulation of simpler subsystems; that is, of expressing the finite
volume discretisation matrix L in as an accumulation of ‘connection matrices’
which represent the discretisation of two-cell artificial subsystems. These are
the subsystems on which discrete events take place, and the corresponding con-
nection matrices will be crucial in the analysis in §5.
In §2 we present the new schemes in detail. In §4 we present numerical re-
sults. Discussion of the observed properties and some steps towards analysis
are presented in §5.
2 The General Form of the Schemes
Consider a spatial domain Ω discretised into a cartesian grid of cells, each with
a unique index j ∈ {1, 2, . . . , J} = C. Similarly let every face also have a unique
index k ∈ {1, 2, . . .K} = F . For a cell with index j ∈ C, define the set Fj of
faces belonging to the cell, where Fj ⊂ F . Also, define the set of associated
faces F˜k of a face k as follows. If face k is adjacent to cells j1, j2 ∈ C, then
F˜k = Fj1 ∪ Fj2 ,
i.e., the associated faces is the set of all the faces of the two cells which face k
is adjacent to.
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The algorithms work on the principle that each face k in the grid has an
independent time and update time value. The update time is connected to the
current time, the flux across the face, and a global control parameter which we
call the mass unit ∆M .
The evolution of the system proceeds by a sequence of discrete events in
which an amount of mass δM < ∆M is transferred across a single face k.
Which face is chosen for an event is described in §3. We will refer to the face
currently undergoing an event as the active face.
Let fk be the approximation of the flux on a face k ∈ F , which depends upon
the concentration values cj1 , cj2 in the two cells with indexes j1, j2 ∈ C adjacent
to face k. The concentration cj of a cell j is assumed constant throughout the
cell, and is derived from the mass in the cell mj and its volume Vj as cj =
mj
Vj
.
The flux fk on a face is assumed constant and defines the flow of mass across
the face between its two adjacent cells, i.e., the flow of mass from cell j1 due to
face k will be −fkAk; and into cell j2 will be be fkAk, where Ak is area of the
face k. The direction of mass flow depends on the sign on fk. To be explicit,
the equations for mass flow across a single face k, are
dmj1
dt
= fkAk,
dmj2
dt
= −fkAk. (2)
Let D¯k be an approximation of the diffusivity at the face based on the diffusivity
in the two cells (typically the harmonic mean of Dj1 and Dj2) and let ∆xk be
the distance between the two cell centroids. For the advection-diffusion system
(1), one of the two cells will be the upwind cell; without loss of generality let
this be cell j1. Then the flux may be approximated by finite differences
fk =
D¯k
(
mj2
Vj2
− mj1Vj1
)
∆xk
− mj1
Vj1
v, (3)
where v is the scalar product of the velocity at the centre of face k with the unit
vector in the direction of the line from the centre of cell j1 to cell j2.
The total rate of change of mass, and thus concentration in a cell j is the
sum of (2) for each k ∈ Fj . This can be expressed as a matrix, L which gives
the finite volume semidiscretisation of (1) as a system of ODEs,
dc
dt
= Lc, L ∈ RJ×J (4)
where c = (c1, c2, . . . , cJ)
T is the vector of concentrations in cells. In a standard
finite volume based implementation (4) is then discretised in time, resulting in
the fully discrete approximation. In contrast, face based asynchronous schemes
do not form the global system (4) but are based on events involving the transfer
of mass across a single face.
Consider a single face k in the finite volume grid. Let the two cells that this
face neighbours be referred to as j1 and j2. Now, consider a sparse matrix Lk
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with nonzero elements at (j1, j1), (j1, j2), (j2, j1) and (j2, j2);
Lk ≡

−ak bk
ak −bk
 ∈ RJ×J . (5)
Let m be the vector of all mass values in the system and c the vector of all
concentration values in the system, related by c = mV, where V is the diag-
onal matrix with entries 1Vj , i.e., the inverse of the volume in each cell. The
connection matrix Lk for the face k is such that the finite volume discretisation
matrix L in (4) can be accumulated from the connection matrices on each face,
that is,
L =
∑
k∈F
Lk. (6)
This is achieved if the scalars ak, bk are defined as functions of the diffusivity
Dj and velocity vj of the two cells, the distance between their centres, and the
area of the face k, as follows. Recalling equations (2) and (3), we see that, if j1
is the upwind cell, we should set a and b to,
ak = D¯k
1
Vj1∆xk
+ v, bk = D¯k
1
Vj2∆xk
,
or, if j2 is the upwind cell,
ak = D¯k
1
Vj1∆xk
, bk = D¯k
1
Vj2∆xk
+ v,
where v is the scalar product of the velocity at the centre of the face, with the
unit vector in the direction of the line connecting the centres of the two cells,
pointing from the upwind into the downwind cell. Note that this ensures that
ak and bk are both non-negative, since D¯k and v are both non-negative.
The structure of the connection matrix reflects the conservation of mass
between the two adjacent cells (since the column sum is zero). The connection
matrix Lk associated with face k describes the relationship between the two
cells j1 and j2 adjacent to face k in the discretisation (4), and thus has nonzero
entries only in columns and rows j1 and j2. Since our asynchronous schemes
operate on a single face (and thus pair of cells) at a time, connection matrices
will prove to be valuable for re-expressing and analysing our schemes.
It can be shown that for each Lk there exists a zˆk ∈ RJ such that, for any
x ∈ RJ ,
Lkx = (bkxj2 − akxj1)zˆk,
where zˆk has nonzero entries only at its j1 and j2 positions, and one of these
entries is 1 and the other −1. This will be useful later.
Following from the outline at the start of this section, during a single event
only the two cells adjacent to the active face k is updated. We temporarialy
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consider the entire system as only having activity across the face k. That is,
instead of the system
dm(t)
dt
= Lm(t),
we consider the much simpler system
dm(t)
dt
= Lkm(t). (7)
It is the reduction of the whole system to the artificially isolated subsystem (7)
for discrete events that characterises the new schemes; and it is the method of
solving or approximating (7) which distinguishes them.
2.1 BAS - Basic Asynchronous Scheme
The simplest face based asynchronous scheme we call BAS, or the Basic Asyn-
chronous scheme, introduced in [4]. As stated above, in each event an amount
of mass δM ≤ ∆M is passed across the active face k. In this scheme, we simply
ensure that δM = ∆M . We will now describe the relations between the time,
update time, flux and ∆M . Let the current individual time of the face k be tk,
and its current calculated update time be tˆk. Let ∆t = tˆk − tk be the timestep
associated with face k’s next event.
A standard Euler type, approximate solution to (7) is,
m(t+ ∆t) ≈m(t) + ∆tLkm(t), (8)
for the time interval ∆t. In equation (8) only two cells, the ones adjacent to k,
are updated, due to the sparsity of Lk. Without loss of generality, let the mass
in the first cell be mj1(t) and the second be mj2(t), and let the first nonzero
entry in zˆk be +1 and the second be −1. The evolution of specific cells from
the approximation (8) is
mj1(t+ ∆t) = mj1(t) + ∆t|fk(t)|Ak
mj2(t+ ∆t) = mj2(t)−∆t|fk(t)|Ak.
(9)
This is equivalent to transferring a mass δM = ∆t|fk(t)|Ak between the two
cells. We ensure that δM = ∆M by controling ∆t. We calculate this as
∆t =
{
∆M
|fk|Ak if tk +
∆M
|fk|Ak ≤ T
T − tk otherwise,
(10)
where the second case is to ensure that the faces synchronise to the desired final
time T at the end of the simulation. The first case in (10) is from an Euler-type
approximation of (2);
δM
∆t
≈ |dm
dt
| = |fk|Ak; ∆t ≈ δM|fk|Ak , (11)
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which provides an approximation of the timescale ∆t in which δM of mass would
pass through the face, assuming δM small and fk constant. To obtain (10) we
simply set δM = ∆M in (11).
Combining (10) with (9) we see that the first case in (10) indeed gives δM =
∆t|fk(t)|Ak = ∆M . When the second case in (10) is used, an appropriate value
δM < ∆M is used instead, again making use of the approximation (11): since
∆t is fixed in this case, we simply approximate δm = ∆t|fk|Ak. The general
rule for BAS is,
δm =
{
∆M if tk + ∆M|fk|Ak ≤ T
|fk|(T − tk)Ak otherwise.
(12)
Numerical solutions and preliminary analysis of BAS may be found in [4].
2.2 EAS
The improved sheme presented here is the the exact-mass asynchronous scheme,
or EAS. It differs from BAS in that for the mass transfered is based on an exact
solution to the artificially isolated subsystem (7). The timestep update rules
are the same as for BAS - that is, (10) is used in EAS. We now show the form
of the exact solution to (7).
2.2.1 Exact Solution of the Artificially Isolated Subsystem
A connection matrix acting on any vector produces a vector pointing in only one
direction in the solution space. That is, the action of a connection matrix Lk
on any vector x is a scalar multiple of a vector zˆk, determined by Lk. Consider
a connection matrix Lk with non-empty columns and rows j1, j2, then
Lkx = (bkxj2 − akxj1)zˆk, (13)
where zˆk = (0, . . . , 0, 1, 0, . . . , 0,−1, 0, . . . , 0)T , where the non-zero entries are
at j1 and j2. It follows that zˆk is an eigenvector of Lk and the corresponding
eigenvalue can be found,
Lkzˆk = λkzˆk λk = −(ak + bk), (14)
thus the eigenvalue λk is negative. From this we can prove the following Lemma.
Lemma 2.1. Let Lk be a connection matrix corresponding to face k, which has
adjacent cells j1, j2. Let zˆk be the eigenvector of Lk be with eigenvalue λk,
according to (14). Then, for any scalar s and vector x,
(esLk − I)x = s(bkxj2 − akxj1)ϕ1(−s(ak + bk))zˆk, (15)
where the ϕ−function ϕ1(·) is defined (see for example [8]) as
ϕ1(z) = z
−1 (ez − I) =
∞∑
i=0
zi
(i+ 1)!
. (16)
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Proof. We have that
(esLk − I)x =
∞∑
i=1
(sLk)
i
i!
x = s(bkxj2 − akxj1)
∞∑
i=1
(sLk)
i−1
i!
zˆk.
Since zˆk is an eigenvalue of Lk, the sum becomes a scalar sum of powers of the
eigenvalue λk, and we can shift the index to get
(esLk − I)x = s(bkxj2 − akxj1)
∞∑
i=0
(sλk)
i
(i+ 1)!
zˆk.
The series is ϕ1(sλk), by (16), and using (14) we have (15).
Define the parameter ∆Mˆk,j1,j2(s) to be,
∆Mˆk,j1,j2 = s(bkxj2 − akxj1)ϕ1(−s(ak + bk)), (17)
As a consequence of Lemma 2.1 we can write
esLkx = x + ∆Mˆk,j1,j2 zˆk(s), (18)
The exact solution to (7) can be re-expressed using (18);
m(t+ ∆t) = etLkm(t) = m(t) + ∆Mˆk,j1,j2(∆t)zˆk. (19)
Since the only entries in the matrix zˆk are −1 and 1, the exact solution to the
matrix equation (7) can be attained by the scalar computation of ∆Mˆk,j1,j2(∆t)
.
2.2.2 Presentation of EAS
In equations (19) and (8) only two cells, the ones adjacent to k, are updated,
due to the sparsity of Lk. Without loss of generality, let the mass in the first
cell be mj1(t) and the second be mj2(t), and let the first nonzero entry in zˆk be
+1 and the second be −1. Then the evolution in (19) is,
mj1(t+ ∆t) = mj1(t) + ∆Mˆk,j1,j2(∆t)
mj2(t+ ∆t) = mj2(t)−∆Mˆk,j1,j2(∆t).
(20)
Analagously to (12), the rule for δm for EAS is,
δm = Mˆk,j1,j2(∆t), (21)
note that we do not have a second case for when ∆t = T − tk, since the function
∆Mˆk,j1,j2(∆t) calculates an appropriate value for δm in this case.
It can be shown that ∆Mˆk,j1,j2(∆t) ≤ ∆M , satisfying a stipulation of the
schemes stated at the start of §2.1. Note that from the construction of Lk, we
have that |fk(t)|Ak = |(bkxj2 − akxj1)| (as the action of Lk on m is to calculate
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the contribution from face k to the total rate of change of m, which is the the
flux times the area). Comparing this with (17), we have that
∆Mˆk,j1,j2(∆t) = ∆Mϕ1(−∆t(ak + bk)). (22)
Note that the argument of ϕ1 in (22) is that it is negative; it can be shown that
for x < 0 then ϕ1(x) positive and less than one, so that ∆Mˆk,j1,j2(∆t) ≤ ∆M
as desired when ∆t is chosen as described.
3 Event Ordering and Full Algorithm For BAS
and EAS
Each face k in the discretisation of Ω possesses an individual time. Using (10),
a timestep ∆t can be calculated for each face. We define the update time of a
face k as the sum of tk and its current calculated timestep,
tˆk =
{
tk +
∆M
|fk|Ak if this ≤ T
T otherwise.
(23)
In implementation we we keep track of tˆk for every face. The face for the next
event is simply chosen as the one with the smallest tk. There are two reasons
why a face may have a respectively smaller update time - its actual time tk may
be smaller, indicating it has had on average less opportunity to update - and it
may have a small calculated timestep, indicating a greater rate of activity (flux)
on that face. Heuristically, both reasons would suggest that a face with smaller
update time should be given greater priority for events.
The faces all need to be synchronised to a final time T at the end of the solve,
so the calculated timestep is not used when it would prevent this. Simply, if
the update time of a face is greater than T , then T is used instead. This is the
second case in equations (10) and (23). For the scheme EAS, the modified ∆t
automatically results in an appropriate value of δM via (22).
After a face is selected for an event, the amount of mass to transfer δM is
calculated by (12) or (21), and the correct direction of transfer is calculated
from the sign of the flux. After the transfer, the time tk of the face k is updated
to tˆk. Since the calculated flux of all the faces of the two cells adjacent to face k,
including k itself, are then changed, so are the calculated timesteps for each of
these faces, and so are the update times. Thus, after an event, these values are
re-calculated for the set of associated faces of k, and the cycle then repeats. To
make the process of finding the face with lowest tˆk efficient, an editable priority
queue is used; see the appendix of [5].
Algorithm 1 describes the general asynchronous method. After initialising
the required values on all faces, the update loop is run until every face is syn-
chronised to the desired final time of T . Each iteration of the loop is a single
event and proceeds as follows. First the face with the lowest projected update
time tˆ is found (line 3) Then the two cells adjacent to this face are located from
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Algorithm 1 Pseudo code for the asynchronous scheme BAS/EAS
1: Data: Grid structure, Initial concentration values, ∆M , T
2: Initialise: t = 0 ; Calculate fl from (3) and tˆl from (23) ∀ faces k
3: while t ≤ T do
4: Find face k s.t. tˆk = minl∈F tˆl
5: Get cells j1 and j2 adjacent to k
6: ∆m = |fk|(tˆk − tk)Ak
7: Calculate δm using (12) or (21)
8: mj1 ← mj1 − sign(fk)δm
9: mj2 ← mj2 + sign(fk)δm
10: t = tk ← tˆk
11: for l ∈ F˜k do
12: Recalculate fl from (3)
13: Recalculate tˆl from (23)
14: end for
15: Choose k s.t. tˆk = minfaces l tˆl
16: end while
17: return T
the grid structure (line 4). The amount of mass to transfer between these cells
is calculated (line 5). This equation simply returns the global mass unit ∆M
in most cases, except when the face is being forced to use an update time T ;
see equation (23). Mass is transferred between the cells in the correct direction
(lines 6-7). A loop (lines 8-12) updates the faces of cells j1 and j2; recalculating
their fluxes and update times based on the new mass values. The loop continues
by finding the next face with the lowest uptime (back to line 3).
4 Numerical Results
For the first two experiments we solve the advection-diffusion equation,
dc(x, t)
dt
= ∇2D(x)(c(x, t)) +∇v(x)c(x, t). (24)
For the third experiment the we add a reaction term to (24). Our new schemes
were implemented in C++ and used in Matlab through the Mex interface.
The Matlab Reservoir Simulation Toolkit (MRST [9]) was used to generate
the grids for the experiments but the discretisation and solver routines were im-
plemented by us. For the comparison solves exponential integrators were used
[10, 11, 12, 13, 14, 8], which for linear systems like the advection-diffusion equa-
tion are known to be effectively exact. Error was measured using the discrete
approximation of the L2 norm. Timings were performed using Matlab’s tic and
toc commands and thus the units of cputime below are all in seconds.
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4.1 High Peclet number fracture
In this example a single layer of cells is used, making the problem effectively
two dimensional. The domain is Ω = 10×10×10 metres, divided into 100×100
cells of equal size. Thus each cell has volume 0.1m3 and each internal face has
area 1m2. The PDE to be solved is (24), and the diffusivity and velocity fields
were prepared as follows.
A fracture in the domain is represented by having a line of cells which we
give certain properties. These cells were chosen by a weighted random walk
through the grid (weighted to favour moving in the positive y-direction so that
the fracture would bisect the domain). This process started on an initial cell
which was marked as being in the fracture, then randomly chose a neighbour of
the cell and repeated the process. In this example, the fracture cells differs from
the rest of the domain in that they have different permeability values. This has
an effect on the pressure and thus velocity fields in the domain, as given by the
standard Darcy’s Law relations. We use a permeability matrix of the form
K =
(
kx 0
0 ky
)
.
We set kx = 1 in all cells except on the x = 10 boundary where it was set to zero,
and ky = 2000 on the fracture cells and ky = 1 in all other cells, except on the
y = 10 boundary where it was set to zero. See Figure 1 a). This is intended to
cause a large velocity in the y-direction inside the fracture, and a small velocity
elsewhere. The steady-state Darcy equation is used to find the pressure field.
Dirchlet boundary conditions were imposed; with p(x, 0) = 1, p(x, 10) = 0, and
no-flow conditions on the other edges. That is, high pressure along the y = 0
edge of the domain and low pressure at the y = 10 edge of the domain, creating a
gradient. We then approximate the solution to the steady state Darcy equation
(a finite volume discretisation was used to produce a linear system which was
then solved). The resulting pressure field can be seen in Figure 1 b). We used a
finite difference approximation of the Darcy equation. (with φ, µ set to one and
g set to zero) to find the resulting velocity field. The x- and y- velocities can
be seen in Figure 1 c) and d), on a logarithmic scale. The resulting y-velocity
is extremely high in the fracture compared to elsewhere in the domain; this is
expected to produce highly localised activity. Some streamlines are shown in
Figure 1 e); here the flow is in the y-direction, i.e. bottom to top in the plot.
In every cell we set the diffusivity D = 0.01. A measure of the relative impor-
tance of advection compared to diffusion in a cell k is the Pe´clet number, Pek.
We show the logarithm of the Pe´clet number in Figure 1 f). It varies by five
orders of magnitude in the domain.
With the velocity and diffusivity fields thus prepared, we approximate the
advection-diffusion equation (24) on this domain. Zero Neumann boundary
conditions (‘no flow’) were applied on every boundary, and the initial condition
was c(x) = 0 everywhere except for x = (5.95, 0.05)T , where c(x) = 1. That is,
there is a single cell with concentration 1 on the bottom edge of the domain,
close to the fracture. The final time was T = 17. The final solution approxi-
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mated with EAS using ∆M = 10−8 is shown in Figure 2 a). In Figure 2 b)we
show heat maps of the logarithm of the number of events experienced by a cell
during the solve. We consider a cell to have had an event if one of its faces
has an event. These plots shows how the activity is localised, as the number of
events varies in seven orders of magnitude between a large part of the domain
and the fracture. In Figure 3 we show convergence and parameter relations.
Plot a) shows the estimated error against ∆M ; we observe a roughly first order
convergence of the error, as well as the more advanced EAS being generally more
accurate than BAS. In plot b) we plot the (average over the whole run) timestep
∆t against the estimated error, again an approximately first order convergence
is observed. Plot c) shows the total number of events over the solve N against
the mass unit ∆M , here we observe not only a strong N = O(∆M−1) relation,
but also that the number of events N for the two different schemes converges
towards each other as ∆M → 0. This may indicate the existence of some sort
of preferred path or ordering of events to which both schemes converge, how-
ever this conjecture is left until further work for exploration. Plot d) shows the
average timestep ∆t against N and strongly indicates that ∆t = O(N−1).
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a) b)
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Figure 1: Permeability, pressure and velocity fields for the fracture example
with varying velocity, §4.1. a) ky, the permeability in the y-direction. b) The
calculated pressure field. c) The calculated velocity field in the x-direction,
logarithmic scale. d) The calculated velocity field in the y-direction, logarithmic
scale. e) Some streamlines of the calculated velocity field; flow is from bottom
to top. f) Pe´clet number, logarithmic scale.
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a) b)
Figure 2: Final state of the fracture example, approximated with each of the
new schemes, with ∆M = 10−8. a) Error compared to comparison solve (loga-
rithmic). b)Events per cell, logarithmic scale.
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Figure 3: Results for the experiment described in §4.1.
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4.2 Random diffusivity field
This test is in two dimensions, with a random diffusivity field. The PDE is
again (24). The domain is again Ω = 10 × 10 × 10 metres and discretised into
100 × 100 × 1 cells. The diffusivity field is as follows. We prepared a Normal,
mean-zero, random field ψ(x) over the cells with correlation function
C(X,Y ) = e
||X−Y ||
l ,
with the correlation length between the x and y directions being l = 9. The
diffusivity field used was then D(x) = 10.0ψ(x). The field was generated using
the standard Cholesky technique (see for example [15]); there was no need for
approximation due to the relatively small number of cells. The velocity field
was uniformly zero.
For this test the concentration was c(x) = 0 for all x except at x = (4.95, 5.05)T
where c(x) = 0. The boundary conditions were no-flow on all boundaries.
In Figure 4.2 is displayed the comparison solve (produced by the exponential
integrator), and solves with EAS with different values of ∆M , showing how de-
creasing ∆M increases the agreement of the solve with EAS to the comparison
solve. Also in Figure 4.2 d) is a plot showing the number of events across the
system, showing where activity was concentrated.
In Figure 5 we show convergence results and parameter relations for this system.
Broadly, most of the conclusions are the same as from the previous experiment;
see the discussion in §4.3.
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a) b)
c) d)
Figure 4: For the system described in §4.2. a) The comparison solve produced
with an exponential integrator. b) Solution produced by EAS with ∆M =
10−6; here ∆M is too great to allow sufficient accuracy (although positivity is
preserved). c) Solution produced by EAS with ∆M = 10−9; this solution is in
strong agreement with the comparison solve. d) Shows logarithm of number of
events experienced by each cell for the run with EAS and ∆M = 10−9.
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Figure 5: Results for the experiment described in §4.2.
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4.3 Fracture System with Langmuir-type Reaction Term
The grid is the same as in §4.1, and the fracture is defined by the same line
of cells. We set the diffusivity to be D = 100 on the fracture and D = 0.1
elsewhere. We specify a simple velocity field. The velocity field was set to be
uniformly one in the x-direction and zero in the other directions in the domain,
i.e., v(x) = (1, 0, 0)T , to the right in Figure 4.3. The initial condition was
c(x) = 0 everywhere except at x = (4.95, 9.95)T where c(x) = 1.
We add a spatially dependent Langmuir type reaction term,
r(c,x) = − 0.02
D(x)2
c
1 + c
,
In this way the reaction occurs much slower in the fracture than the rest of the
domain. Physically this represents the solute species being much less likely to
adsorb to the walls of the porous medium, and be lost, within the fracture. The
final time is T = 2.4.
In Figures 4.3, and 7 we show the final state of the system, the convergence
results, and the parameter relations for the schemes. The layout is the same as
in §4.1 and §4.2. The conclusions are largely the same, even though the system
differers from the previous ones due to the addition of a reaction term.
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a) b)
c) d)
Figure 6: For the system described in §4.3. a) The comparison solve produced
with an exponential integrator. b) Solution produced by EAS with ∆M =
10−7; here ∆M is too great to allow sufficient accuracy (although positivity is
preserved). c) Solution produced by EAS with ∆M = 10−9; this solution is in
strong agreement with the comparison solve. d) Shows logarithm of number of
events experienced by each cell for the run with EAS and ∆M = 10−9.
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Figure 7: Results for the experiment described in §4.3.
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5 Analysis of EAS
Here we perform analysis of the new schemes. First we show theoretically that
EAS will never overdraw cells as a result of the scheme’s construction, then we
present a framework for a convergence analysis of EAS.
It will be seen that a useful property of connection matrices is to re-express
the timestep defined by (10) ( i.e., ∆tk =
∆M
|fk|Ak ). We use the properties of the
connection matrix Lk to express the flux across a face k as follows,
|fk|Ak = ||Lkm||√
2
,
where ||Lkm|| is the Euclidean norm of Lkm. The result follows from the fact
that the only two nonzero entries of ||Lkm|| are +fkAk and −fkAk, from (13).
Then,
∆tk =
√
2∆M
||Lkm|| . (25)
We make use of (25) in the rest of this section.
5.1 EAS preserves positivity
A crucial property of EAS is that it will preserve the positivity of the concen-
tration in cells. BAS by contrast can allow an amount of mass to be transferred
between cells such that the concentration in one cell becomes negative - we re-
fer to this phenomenon as overdrawing a cell. See Figure 8 and Figure 9 for
observations of this phenomenon in the experiments above.
A theoretical proof that EAS will not overdraw cells is as follows. We can
show that if the j1, j2 entries in x (i.e. xj1 and xj2) are both non-negative, then
the j1, j2 entries in e
sLkx are also non-negative. This is a corollary to Lemma
2.1.
Corollary 5.1. With the same assumptions as in Lemma 2.1, the j1, j2 entries
in esLkx are given by xj1 + ∆Mˆk,j1,j2(s) and xj2 −∆Me(s) respectively. Both
of these are non-negative if xj1 and xj2 are non-negative.
Proof. The first claim follows simply from (18) and the form of zˆk. For the
second claim, consider ∆Me(s) re-written as
∆Me(s) = (1− e−s(ak+bk)) (bkxj2 − akxj1)
ak + bk
.
The (1 − e−s(ak+bk)) part is a monotonically increasing function, from 0 when
s = 0 to 1 as s→∞, so it is in [0, 1). The other part of ∆Me(s) is (bkxj2−akxj1 )ak+bk
and can be either positive or negative. We can consider each case separately.
If
(bkxj2−akxj1 )
a+b ≥ 0, then
0 ≤ ∆Me(s) < (bkxj2 − akxj1)
ak + bk
,
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Figure 8: How EAS preserves positivity and BAS does not. Plot a) corresponds
to the experiment in §4.1, b) to the experiment in §4.2, and c) to the experiment
in §4.3. Note that in a) min(c) = 0 for all values for EAS so it cannot be shown
on the log-scale plot. a) and b) show that for the first two experiments EAS
never reduces c below zero but BAS does. Plot c) shows that EAS does reduce
c below zero, due to modifications to allow the reaction term.
and so,
xj1 ≤ xj1 + ∆Me(s) < xj1 +
(bkxj2 − akxj1)
ak + bk
,
and
xj2 ≥ xj2 −∆Me(s) > xj2 −
(bkxj2 − akxj1)
ak + bk
=
ak(xj1 + xj2)
ak + bk
,
so that both xj1 + ∆Me(s) and xj2 −∆Me(s) are non-negative.
If
(bkxj2−akxj1 )
ak+bk
≤ 0 then,
0 ≥ ∆Me(s) > (bkxj2 − akxj1)
ak + bk
,
leading to
xj1 ≥ xj1 + ∆Me(s) > xj1 +
(bkxj2 − akxj1)
ak + bk
=
bk(xj1 + xj2)
ak + bk
,
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a) b)
c) d)
Figure 9: Demonstrating the positivity-preserving property of of EAS compared
to BAS. a) is produced by EAS for the experiment in §4.1. b) is produced by
BAS, also for the experiment in §4.1. c) shows the sign of the solution in a), and
d) shows the sign of the solution in d). While a) and b) show two similar-looking
solves; in plots c) and d) we observed that BAS allows the solution to become
negative while EAS does not.
and
xj2 ≤ xj2 −∆Me(s) < xj2 −
(bkxj2 − akxj1)
ak + bk
.
Thus we have that xj1 + ∆Me(s) and xj2 −∆Me(s) are non-negative in either
case.
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5.2 Assumptions of Parameter Relations
Identifying relationships between the parameters such as ∆M , N , and individual
event timesteps δti would be essential for a full analysis of the schemes presented
here. Some relationships are heavily implied by our numerical results in §4;
others suggest themselves from the form of the scheme, but there are subtleties
to consider. We first state three assumptions that we base on the form of the
schemes, which we use in the §5.3 in a sketch proof of convergence for EAS, and
then discuss these assumptions.
Assumption 1. There exists a d1 > 0 such that δtn = O
(
∆Md1
)
, n =
1, . . . , N.
That is, for an event number n, if ∆M is small enough that event n occurs
(i.e., that n < N , see Assumption 2), the event timestep decreases as ∆M
decreases. This is the observed in the numerical results (plot d) in all of Figures
3, 5 and 7), and (25), which implies a proportionality between the timestep ∆t
and ∆M . However, we observe that the denominator on the right hand side
of (25) may have some dependence on ∆M since the ordering of events may
depend on ∆M . This means that ||Lkm|| is different for different ∆M values
for given n. Ideally we would like to identify a C such that
||Lkm|| ≥ 1/C,
which is the same as claiming that, for any event n and ∆M value, the flux
across the face k chosen for an event is bounded below by some constant 1/C.
A face k is chosen for an event due to a combination of low tk and high flux;
this might make the existence of such a bound seem reasonable, but this is
not conclusive for all cases. Our numerical results that support the assumption
indicate that the exponent has a value around d1 = 1.
Assumption 2. The number of events N increases as ∆M decreases, and there
exists a d2 > 0 such that N = O
(
∆M−d2
)
.
As well as being implied strongly by our numerical results (plot c) in all of
Figures 3, 5 and 7, this assumption should follow from the construction of the
algorithms as long as the initial data is such that there is some activity in the
domain (i.e., a nonzero flux).
Bringing together Assumptions 1 and 2 gives a third parameter relation.
Remark 1. Given Assumptions 1 and 2, as N increases, the event timestep
decreases; there exists d3 > 0 such that δtn = O
(
N−d3
)
, n = 1, . . . , N.
This is supported by combining our numerical results (plot c and d) in all
of Figures 3, 5 and 7, for the average ∆t, with d3 = 1.
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5.3 Discusion and Steps Towards Convergence
We consider the linear ODE system (4), after dividing each row by Vk to produce
an equation for the mass values, i.e., dmdt = Lm. The exact solution is,
m(T ) = exp
(
T
K∑
k=1
Lk
)
m(0), (26)
where we have expressed TL = T
∑K
k=1 Lk, as a sum of the connection matrices.
The approximation produced by EAS after n events is
mn =
n∏
i=1
exp(δtiLki)m(0) = exp (Zn)m(0), (27)
where Lki ∈ L is the connection matrix chosen for the ith event, and Zn is to
be determined. The iterative formula for mn is
mn+1 = exp (δtn+1Lkn+1)mn = exp (δtn+1Lkn+1) exp (Zn)m(0). (28)
We can make use of the Baker-Campell-Hausdorff (BCH) formula (see for ex-
ample, [16]), which states that, for operators A, B,
exp (A) exp (B) = exp (C), (29)
with
C = A+B +
1
2
[A,B] +
1
12
[A, [A,B]]− 1
12
[B, [B,A]] + . . . , (30)
where the Lie bracket [·] is defined as [A,B] = AB − BA, for A,B ∈ RJ×J .
We have an iterative formula for Zn from (28), by taking A = δtn+1Lkn+1 and
B = Zn in (30),
Zn+1 = δtn+1Lkn+1 + Zn +
1
2
[δtn+1Lkn+1 , Zn]
+
1
12
[δtn+1Lkn+1 , [δtn+1Lkn+1 , Zn]]−
1
12
[Zn, [Zn, δtn+1Lkn+1 ]] + . . . .
(31)
An alternative expression of (30) is the Goldberg series [17], see also for example
[18]. The Goldberg series is a double sum of words made of the operators A and
B; a word here means a simple multiplicative term, for example A, B, ABA,
AABB are all examples of words made from A and B. A word of length i is
made of i instances of the operators, for example A and B are length one, ABA
of length three and AABB length four. There are 2i words of length i that can
be made from operators A and B (3i if there were three operators, and so on).
For the purposes of writing a sum over the words, let W (j, i, A,B) be the jth
word of length i (j = 1, . . . , 2i) made from A and B. For example, W (j, 1, A,B)
could be A or B; ABA would be one of the W (j, 3, A,B); AABB would be one
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of the W (j, 4, A,B), and so on. Then, Goldberg’s exponential series for C in
(29) is
C = A+B +
∞∑
i=2
2i∑
j=1
g(j, i,X, Y )W (j, iX, Y ). (32)
The Goldberg coefficients g(j, i,X, Y ) corresponding to each word are rational
numbers, and listings and discussions of the calculations of these can be found
in [19].
An advantage of EAS is that it the scheme can be written in exponential form
(27), which lends itself to analysis using the BCH. In the spirit of analysis of
symplectic operator splitting schemes [20], we can attempt to prove convergence
of mN to m(T ), by proving convergence of ZN to TL = T
∑K
k=1 Lk, where N is
the number of events in the EAS solve (i.e., the number of events after which the
scheme has brought the individual time on every face to T ). We demonstrate
here how such an argument may proceed.
It is useful to express Zn from (27) in a modified form of (32). We use words
made from the event timesteps instead of operators. Let wˆ(j, i, n) be the jth
word of length i, made from elements of the set {δt1, . . . , δtn}. Because the
timesteps are scalars they commute, unlike the operator words that make up
the Goldburg series. For example, ABA 6= BAA, but δt1δt2δt1 and δt2δt1δt1
are both equal to δt21δt2. Because of this the number of possible words wˆ(j, i, n)
is given by the multiset coefficient
(
n+i−1
i
)
. We write
Zn =
∞∑
i=1
(n+i−1i )∑
j=1
gˆ(j, i, n)wˆ(j, i, n), (33)
where the modified coefficients gˆ(j, i, n) are not rational numbers but linear
combinations of operator words made from elements of the set {Lk1 , . . . , Lkn}.
An example is helpful. Consider advancing from n = 1 to n = 2. Clearly
Z1 = δt1Lk1 , and expanding (31) gives us
Z2 = δt1Lk1 + δt2Lk2
+
1
2
δt1δt2Lk1Lk2 −
1
2
δt1δt2Lk2Lk1
+
1
12
δt21δt2Lk1Lk1Lk2 −
1
6
δt21δt2Lk1Lk2Lk1 +
1
12
δt21δt2Lk2Lk1Lk1
− 1
12
δt1δt
2
2Lk2Lk2Lk1 +
1
6
δt1δt
2
2Lk2Lk1Lk2 −
1
12
δt1δt
2
2Lk1Lk2Lk2
+ . . .
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Collecting the timestep words this is
Z2 = δt1Lk1 + δt2Lk2
+ δt1δt2
(
1
2
Lk1Lk2 −
1
2
Lk2Lk1
)
+ δt21δt2
(
1
12
Lk1Lk1Lk2 −
1
6
Lk1Lk2Lk1 +
1
12
Lk2Lk1Lk1
)
+ δt1δt
2
2
(
− 1
12
Lk2Lk2Lk1 +
1
6
Lk2Lk1Lk2 −
1
12
Lk1Lk2Lk2
)
+ . . .
In the form of (33) this is,
Z2 =
∞∑
i=1
(2−i−1i )∑
j
wˆ(j, i, 2)gˆ(j, i, 2).
Of the three possible length two words, only δt1δt2 has a nonzero gˆ coefficient,
which is
(
1
2Lk1Lk2 − 12Lk2Lk1
)
. Of the four possible length three words, only
δt21δt2 and δt1δt
2
2 have nonzero gˆ; the gˆ for δt
2
1δt2 is
(
1
12Lk1Lk1Lk2 − 16Lk1Lk2Lk1 + 112Lk2Lk1Lk1
)
,
and so on.
We consider the length one words in (33). Let the sum of all the length one
words in Zn be Sn. From (31) it is clear that Sn+1 = Sn + δtn+1Lkn+1 ,
and since S1 = Z1 = δt1Lk1 , each timestep word in Sn has a coefficient
Lk ∈ {L1, L2, . . . , LK}, i.e. from the set of all connection matrices. Thus
we can write
Sn =
K∑
k=1
tkLk, (34)
where tk is the sum of the δt for every event which has used Lk as the event
operator, i.e., every event on face k. Then, tk is nothing but the face k’s
individual time. The algorithm guarantees that at event N , tk = T for every
face. This leads to
ZN = T
K∑
k=1
Lk +
∞∑
i=2
(N+i−1i )∑
j=1
gˆ(j, i,N)wˆ(j, i,N). (35)
We can write
Zn = Sn +Rn.
Comparing (35) to (26) leads to
Conjecture 1.
RN =
∞∑
i=2
(N+i−1i )∑
j=1
gˆ(j, i,N)wˆ(j, i,N)→ 0 as N →∞
as N →∞.
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To prove Conjecture 1 we might invoke Remark 1 and assume that a length
i timestep word is O(N−d3i). Then as N →∞,
RN →
∞∑
i=2
(N+i−1i )∑
j=1
gˆ(j, i,N)O(N−d3i) =
∞∑
i=2
C(i,N)O(N−d3i),
where C(i,N) is some bound on the sum of the gˆ(j, i,N) for a given i. Proving a
desirable bound C(i,N) would require two results. First, we must ensure that no
gˆ(j, i,N) becomes unboundedly large (in some norm). Second, we must ensure
that the number of nonzero gˆ(j, i,N) for a given i is sufficiently bounded.
Concerning the first required result, the gˆ(j, i,N) are linear combinations of
operator words and these words have the potential to become arbitrarily long as
N →∞. This may not be pathological if we consider the actions of connection
matrices on each other. Consider the product LkLk′ . Unless Lk and Lk are
associated faces, the product is an empty matrix. Typically the size of a set
of associated faces is much smaller than the size of the set L of all connection
matrices. Thus as the length of an operator word becomes arbitrarily large, the
chance of it including a null pairing of connection matrices like this may become
extremely high or certain.
For the second result, we can immediately place an upper bound on the number
of gˆ(j, i,N) as
(
N+i−1
i
)
, which is O(N i) as N →∞. Assuming we have the first
required result, we would then have
RN =
∞∑
i=2
O(N (1−d3)i), (36)
which proves Conjecture 1 if d3 > 1. With Assumption 2, this becomesO(∆M
−2d2(1−d3))
and we have a very rough convergence result that does not consider the ordering
of events, or the initial condition. This outlines how a convergence result for
EAS may be formulated by taking advantage of the ability to write that scheme
as a product of exponentials. A complete result will have to take into account
the initial condition and how this affects event ordering, how the scheme han-
dles event ordering in general, and unique properties of the connection matrices.
For further discussion see [5]; also note that some additional analysis of BAS is
available in [4, 5].
6 Conclusions
A new type of face-based, positivity preserving asynchronous numerical method
EAS has been presented, which through numerical experiment is observed to
converge to a reference solution as a control parameter ∆M is decreased. We
have introduced a way of expressing the new scheme as the repeated action of
the matrix exponentials on an initial state vector, and used the formulation
to prove the positivity preserving property of the scheme and to outline the
framework for a convergence analysis.
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