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Abstract
Statistical modeling is an important area of biomarker research of important genes for new drug targets,
drug candidate validation, disease diagnoses, personalized treatment, and prediction of clinical outcome
of a treatment. A widely adopted technology is the use of microarray data that are typically very high
dimensional. After screening chromosomes for relative genes using methods such as quantitative trait locus
mapping, there may still be a few thousands of genes related to the clinical outcome of interest. On the
other hand, the sample size (the number of subjects) in a clinical study is typically much smaller. Under
the assumption that only a few important genes are actually related to the clinical outcome, we propose a
variable screening procedure to eliminate genes having negligible effects on the clinical outcome. Once the
dimension of microarray data is reduced to a manageable number relative to the sample size, one can select
a ﬁnal set of genes via a well-known variable selection method such as the cross-validation. We establish
the asymptotic consistency of the proposed variable screening procedure. Some simulation results are also
presented.
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1. Introduction
Most human diseases have a genetic component, whether inherited or resulting from the body’s
response to environmental stresses like viruses or toxins. There are many single-gene diseases
(e.g., Huntington disease) caused by a change of one gene. Polygenic diseases result from the
combined action of alleles of more than one gene (e.g., heart disease and diabetes). A great deal
of attention has been to identify the disease genes and establish statistical models so that the
disease genes can be used for new drug targets, drug candidate validation, disease diagnoses,
personalized treatment, and prediction of treatment outcomes. There are approximately 30,000
genes in human DNA. The successes of the Human Genome Project (http://www.nhgri.nih.gov/)
have enabled researchers to pinpoint errors in genes that cause or contribute to disease.
A gene is a short segment of human DNA that codes for a particular protein. Each gene
occurs at a speciﬁc site on human genome. Methods for ﬁnding disease genes essentially test the
whole genome, either one gene at a time or multiple genes at a time, to look for the most likely
genes underlying the disease. Two most popular such methods are the linkage analysis [1] and
microarray analysis [2], although they are fundamentally different. Some researches combine the
two methods to study complex (polygenic) diseases [4].
DNAmicroarrays have been used extensively inmedicine practice.Microarrays identify a set of
candidate genes that are possibly related to a clinical outcome of a disease (in disease diagnoses) or
a medical treatment. However, there are much more candidate genes than the number of available
samples (the sample size) in almost all studies, which leads to an irregular statistical problem in
disease diagnoses or treatment outcome prediction. Some available statistical methods deal with
a single gene at a time [2], which clearly do not provide the best solution for polygenic diseases.
Meta analysis or combing several similar studies is away to increase sample size, but the combined
dataset may still be much too small, especially one has to address the heteroscedasticity (different
variations) among the data from different studies.
In medicine practice, it is often true that a given clinical outcome of interest is affected sig-
niﬁcantly by only a few genes among the large number of candidate genes. Due to the use of
multiplex tests in microarray analyses [3], there are false positives resulting in some irrelevant
candidate genes. Under a statistical model framework, this means that there is a statistical model
relating the clinical outcome with a few disease genes, and the rest of genes are approximately
unrelated to the clinical outcome. Under such a model, our task is to identify these important
genes based on the sampled data. Although this is a variable selection problem, in the current
statistical literature there is no established variable selection procedure that can deal with a vari-
able selection problem in which the number of variables (genes) is much larger than the sample
size. For example, Zheng and Loh [9] considered linear model selection with high-dimensional
covariates, but they assumed that the dimension of the covariates over the sample size tends to 0
as the sample size increases to inﬁnity.
In this paper we propose a variable screening method to screen out unimportant candidate
genes. The key to this variable screening method is the use of ridge regression [5] or penalized
likelihood by suitably choosing a penalizing parameter. After screening, the number of candidate
genes for a disease is reduced to a manageable number relative to the sample size. We can then
apply an established variable selection method (such as the AIC, BIC, or cross-validation) to
select a ﬁnal set of genes and establish the model between them and the outcome of a disease or
a medical treatment.
The variable screening method is described in Section 2. Consistency of this method (as the
sample size increases to inﬁnity) is established under some regularity conditions. A simulation
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study is presented inSection 3 to investigate theﬁnite sample performanceof the variable screening
method. Some discussions are given in the last section.
2. Variable screening and its consistency
Let y be a clinical outcome of interest and x be a vector of p candidate genes that are possibly
related to y. In this paper, we consider inference on the population of y conditional on x, although
most of our results also apply to the unconditional analysis (i.e., both y and x are random). The
following model assumption is considered.
Assumption A. There is a p-dimensional vector  such that y = ′x + , where the distribution
of  is independent of x, E() = 0, and E(2) = 2.
Suppose that a random sample of n subjects results in independent observations (y1, x1),
. . . , (yn, xn). Since microarrays are high-dimensional, p is typically much large than n. Thus, to
consider asymptotics we assume that p = pn increases to ∞ as n increases to ∞. A very minor
condition on the rate of pn diverging to ∞ is given in assumption C.
The following assumption mathematically characterizes the fact that the clinical outcome y is
affected by only a few genes among pn candidate genes.
Assumption B. There is a positive integer p0 (that does not depend on n) such that only p0
components of  are nonzero. Furthermore,  is in the linear space generated by the rows of X′X
for sufﬁciently large n, where X is the n × pn matrix whose ith row is x′i .
Note that the rank of X′X is at most n when n < pn. Since we mainly consider the case of
n < pn, X
′X is singular and has a maximum of n positive eigenvalues. Let in be the ith nonzero
eigenvalue of X′X, i = 1, . . . , n. Without loss of generality, we assume that in > 0.
Assumption C. There is a sequence {n} of positive numbers such that n → ∞ and in = bin,
where {bi} is a sequence of bounded positive numbers. (In many problems, n = n.) Furthermore,
there exists a constant c > 0 such that pn/cn → 0.
For the estimation of  we consider the following ridge regression estimator [5]
ˆ = (X′X + hnIpn)−1X′Y, (1)
where Y = (y1, . . . , yn)′, Ipn is the identity matrix of order pn, and hn > 0 is the ridge parameter.
Note that the estimator in (1) can also be derived by using penalized likelihood [7] with penalizing
parameter hn.
The bias and variance of ˆ as an estimator of  are given by
bias(ˆ) = Eˆ −  = −(h−1n X′X + Ipn)−1 (2)
and
var(ˆ) = 2(X′X + hnIpn)−1X′X(X′X + hnIpn)−1. (3)
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Let i and ˆi be the ith component of  and ˆ, respectively. Under assumptions B and C,
E(ˆi − i )2 → 0 (i.e., ˆi is consistent for i in mean squared error) if hn is suitably chosen.
From (3),
var(ˆ) = 
2
hn
(
X′X
hn
+ Ipn
)−1
X′X
hn
(
X′X
hn
+ Ipn
)−1
.
Hence, var(ˆi ) → 0 for all i as long ashn → ∞. The analysis of the bias of ˆi ismore complicated.
Let  be an orthogonal matrix such that
′X′X =
(
n 0n×(pn−n)
0(n−pn)×n 0(pn−n)×(pn−n)
)
,
where n is a diagonal matrix whose ith diagonal element is in and 0l×k is the l × k matrix of
0’s. Then, it follows from (2) that
bias(ˆ) = −
[

(
′X′X
hn
+ Ipn
)
′
]−1
 = −A′,
where A is a pn × pn diagonal matrix whose ﬁrst n diagonal elements are hn/(hn + in), i =
1, . . . , n, and the last pn − n diagonal elements are all equal to 1. Under assumption B, for
sufﬁciently largen, the only possible nonzero components of′ are someof its ﬁrstn components.
Hence, the bias of ˆi is bounded in absolute value by O(hn/n) (under assumption C), and a
sufﬁcient condition for bias(ˆi ) → 0 for all i is hn/n → 0. Combining the results for variance
and bias of ˆi , we conclude that E(ˆi −i )2 = var(ˆi )+[bias(ˆi )]2 → 0 for all i if hn is chosen
so that hn → ∞ at a rate slower than n. For example, hn = 2/3n .
To construct an asymptotically valid screening procedure to screen out genes that are unrelated
to y, it is essential to choose hn such that E(ˆi − i )2 converges to 0 at certain rate. We propose
the following procedure.
Variable screening procedure: Let {an} be a sequence of positive numbers satisfying an → 0.
For each ﬁxed n, we screen out the ith gene if and only if |ˆi |an.
Thus, after screening, only genes associated with |ˆi | > an are remained in the model as
predictors. The idea behind this variable screening procedure is similar to that in the Lasso
method [6]. The following result shows that this procedure is asymptotically consistent under
assumptions A–C and the normality assumption on .
Theorem 1. Suppose that assumptions A–C hold with a normally distributed  and that an and
hn are chosen so that hn → ∞, hn/n → 0, hn/(nan) → 0, and hna2n/ log n → ∞. Then, the
variable screening method is consistent in the sense that
lim
n→∞P
(
all genes unrelated to y are screened out
and all genes related to y are retained
)
= 1. (4)
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Proof. Note that (4) is equivalent to
lim
n→∞P
(
|ˆi | > an for all ipn with i = 0
)
= 1 (5)
and
lim
n→∞P
(
|ˆi |an for all ipn with i = 0
)
= 1. (6)
If i = 0, assumptions B–C and the assumed conditions hn → ∞ and hn/n → 0 imply that ˆi
is consistent for i and, consequently,
lim
n→∞P
(
|ˆi | > an
)
= 1
(an → 0 and |i | > 0). Since there are only p0 i’s that are nonzero, this result implies (5). If
i = 0, under assumption A,
P
(
|ˆi | > an
)
= 
(
−bias(ˆi ) − an
st(ˆi )
)
+ 
(
bias(ˆi ) − an
st(ˆi )
)
,
where st(ˆi ) =
√
var(ˆi ) and  is the standard normal distribution function. Assumptions B–C
and the condition that hn/(nan) → 0 imply that
−an ± bias(ˆi )
st(ˆi )
= −√hnan[1 + o(1)]
and, consequently,
P
(
|ˆi | > an
)
2
(
−√hnan) ,
where  > 0 is a constant. From the condition that hna2n/ log n → ∞, 
√
hnan√
2c log n for sufﬁciently large n, where c is the constant in assumption C. These results and the
inequality 2(−x)√2/x−1e−x2/2e−x2/2 for x1 imply that
P
(
|ˆi | > an
)
e−c log n = −cn
when i = 0. Then, result (6) follows from
P
(
|ˆi | > an for at least one ipn with i = 0
)

∑
i:i=0
P
(
|ˆi | > an
)
pn/cn → 0
under assumption C. This completes the proof. 
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An example of a choice of hn and an satisfying the conditions in Theorem 1 is hn = c12/3n
and an = c2(hn/n)	, where ci’s are positive constants and 0 < 	 < 1.
The next result establishes the consistency of the variable screening method with the normality
assumption on  replaced by a moment condition.
Theorem 2. Suppose that assumptions A–C hold with E||2k < ∞ for an integer k3c, where
c is given in assumption C, and that an and hn are chosen so that hn = c12/3n and an = c2−1/6n ,
where ci’s are positive constants. Then, result (4) holds.
Proof. Again, (4) is equivalent to (5) and (6). The proof of (5) is the same as that in the proof
of Theorem 1, since hn → ∞, hn/n → 0, and an → 0 under the given choice of hn and an.
It remains to show (6). Let 
i be the ith component of the vector (X′X + hnIpn)−1
∑n
j=1 xj j .
When i = 0, ˆi = bias(ˆi ) + 
i and
P(|ˆi | > an) 
E|ˆi |2k
a2kn
= E|bias(i ) + 
i |
2k
a2kn
 22k−1 |bias(i )|
2k + E|
i |2k
a2kn
.
From the discussion in the previous section,
bias(ˆi ) = O
(
hn
n
)
.
From Theorem 2 of Whittle [8],
E|
i |2k = O
(
1
hkn
)
.
Consequently,
P
(
|ˆi | > an for at least one ipn with i = 0
)

∑
i:i=0
P
(
|ˆi | > an
)
= O
(
pnh
2k
n
2kn a
2k
n
)
+ O
(
pn
hkna
2k
n
)
.
For the given choice of hn = c12/3n and an = c2−1/6n , bothO(·) terms in the previous expression
is equal toO(pn/k/3n ). Since k > 3c, where c is given in assumptionC, it follows fromassumption
C that pn/k/3n → 0, which establishes result (6) and completes the proof. 
It can be seen that when the normality assumption on  is replaced by the moment condition
E||2k < ∞, the choice of hn and an (under which the variable screening procedure is consistent
in the sense of (4)) is more limited. However, since
E(ˆi − i )2 = O(1/hn) + O(h2n/2n),
if we choose hn = c1tn for some c1 > 0 and 0 < t < 1, then the choice that results in the best
convergence rate of E(ˆi − i )2 is t = 2/3, which is the choice of hn = c12/3n in Theorem 2.
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3. Simulation results
A simulation study was carried out to investigate the performance of the proposed variable
screening method with some ﬁxed n and pn. To study the asymptotic effect, we considered two
sets of n and pn : (n, pn) = (50, 200) and (100, 400). Since the asymptotic effect can also be
evaluated by decreasing the variability in the distribution of the  in assumption A, we considered
two values of the error standard deviation:  = 1.0 and  = 0.1. We assume that only the ﬁrst 5
of the genes are related to y (p0 = 5) and  = (3,−3.5, 4,−2.8, 3.2, 0, 0, . . . , 0)′.
The simulation data were generated as follows. A set of x1, . . . , xn were independently gener-
ated from the multivariate normal distribution with mean vector 1pn (the pn-dimensional vector
of ones) and covariance matrix Ipn (the identity matrix of order pn). These xi-values were ﬁxed
throughout the simulation since we consider inference conditional on x. For each of 1000 sim-
ulation runs, yi was generated according to yi = ′xi + i , i = 1, . . . , n, where i’s were
independently generated from N(0, 2).
For each simulation run, the variable screening method proposed in the previous section was
applied with hn = n2/3 and an = n−1/6.
Table 1
Simulation results based on 1000 runs (ﬁxed x) p0 = 5,  = (3,−3.5, 4,−2.8, 3.2, 0, . . . , 0)′
 n pn Number of remaining variables
4 5 6 7 8 9 10 11 12
1.0 50 200 f1 0 0 0 37 232 411 267 48 5
f2 0 0 0 34 230 409 267 48 5
g1 0 0 13 273 630 71 13 0 0
g2 0 0 12 273 630 71 13 0 0
h1 0 0 13 274 630 70 13 0 0
h2 0 0 12 274 630 70 13 0 0
100 400 f1 0 742 234 22 2 0 0 0 0
f2 0 742 234 22 2 0 0 0 0
g1 0 842 138 18 2 0 0 0 0
g2 0 842 138 18 2 0 0 0 0
h1 0 892 93 13 2 0 0 0 0
h2 0 892 93 13 2 0 0 0 0
0.1 50 200 f1 0 0 0 0 526 411 63 0 0
f2 0 0 0 0 526 411 63 0 0
g1 0 0 0 535 403 62 0 0 0
g2 0 0 0 535 403 62 0 0 0
h1 0 0 0 536 402 62 0 0 0
h2 0 0 0 536 402 62 0 0 0
100 400 f1 0 1000 0 0 0 0 0 0 0
f2 0 1000 0 0 0 0 0 0 0
g1 0 1000 0 0 0 0 0 0 0
g2 0 1000 0 0 0 0 0 0 0
h1 0 1000 0 0 0 0 0 0 0
h2 0 1000 0 0 0 0 0 0 0
f1 = frequency of the number of remaining variables after screening, f2 = frequency of including all 5 variables
that are related to y after screening, g1 = frequency of the number of remaining variables after screening and AIC,
g2 = frequency of including all 5 variables that are related to y after screening and BIC, h1 = frequency of the number
of remaining variables after screening and BIC, h2 = frequency of including all 5 variables that are related to y after
screening and AIC.
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Table 2
Simulation results based on 1000 runs (random x) p0 = 5,  = (3,−3.5, 4,−2.8, 3.2, 0, . . . , 0)′
 n pn Number of remaining variables
2 3 4 5 6 7 8 9 10 11 12
1.0 50 200 f1 17 40 73 161 181 169 140 95 70 36 15
f2 11 27 27 6 45 66 85 72 57 33 14
g1 47 69 157 173 170 171 90 67 34 18 4
g2 41 53 89 39 70 97 69 53 30 18 3
h1 51 81 158 173 155 170 89 67 34 18 4
h2 47 63 102 40 70 96 69 53 30 18 3
100 400 f1 2 17 100 324 319 173 50 13 2 0 0
f2 2 17 94 267 298 170 50 13 2 0 0
g1 3 23 155 554 194 55 12 4 0 0 0
g2 3 23 153 511 190 54 12 4 0 0 0
h1 5 22 165 558 180 54 12 4 0 0 0
h2 5 22 164 525 176 54 12 4 0 0 0
0.1 50 200 f1 30 51 121 155 197 160 127 88 36 27 7
f2 28 35 42 10 42 69 93 74 29 26 7
g1 38 82 142 216 189 154 98 52 19 6 4
g2 36 63 81 49 79 100 71 48 16 6 4
h1 42 97 152 200 179 152 97 52 19 6 4
h2 40 73 102 51 78 99 71 48 16 6 4
100 400 f1 3 16 118 383 300 130 35 14 1 0 0
f2 3 16 114 328 283 126 35 14 1 0 0
g1 5 21 162 614 156 34 6 2 0 0 0
g2 5 20 159 568 149 34 6 2 0 0 0
h1 5 23 177 616 137 34 6 2 0 0 0
h2 5 22 176 582 135 34 6 2 0 0 0
f1, g1, and h1 are the same as those in Table 1, f2, g2, and h2 are the same as those in Table 1 (or frequencies of
including only variables related to y when the remaining number of variables is less than 5).
Table 1 reports the performance of the variable screening method in this simulation in terms
of two measures. The ﬁrst one (denoted by f1 in Table 1) is the frequency (in 1000 simulation
runs) of the number of remaining variables after screening. The second one (denoted by f2 in
Table 1) is the frequency (in 1000 simulation runs) of including all 5 variables that are related to
y. Note that it is possible that after screening, some of the 5 variables related to y are not selected,
although the number of remaining variables is 5 or larger.
The results in Table 1 indicate that the proposed variable screening method performs well in
the simulation study, although it is conservative when n = 50 or  = 1. The results certainly
support our asymptotic theory, since the tendency of convergence is clear.
Note that the proposed variable screening method can also be applied to the case of random x
(unconditional analysis) and its consistency can be established using arguments similar to those
in Theorems 1 and 2. Hence, we also carried out a simulation study with random x, which is the
same as the previous simulation study except that x1, . . . , xn were not ﬁxed but independently
generated across 1000 simulation runs. The results are given in Table 2, where f1 and f2 are
deﬁned the same as those in Table 1 but when the number of remaining variables after screening
is less than 5, f2 is the frequency that all remaining variables are related to y. Compared with the
case of ﬁxed x (with the same n, pn, and ), the data set for random x is much more variable and,
consequently, the performance of the variable screening method is much worse. First, there is a
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non-negligible chance of screening out too many variables. Second, f2 may be much smaller than
f1 even if the number of remaining variables is 5 or more. However, the tendency of convergence
is still clear and the performance of the variable screening method is reasonable when n = 100.
With a larger n or a smaller , the performance of the variable screening method is expected to
be better.
Our results indicate that the remaining number of variables after screening may still be too
large. Hence, it is suggested that a well-established variable selection method (such as the AIC
or BIC) be used after screening to further reduce the number of variables in the model. We added
this component to our simulation study, i.e., after applying the proposed screening, we applied
the AIC or BIC to the variables retained after screening. The results are also given in Tables 1
and 2, where (g1, g2) is the same as (f1, f2) but is the result after applying the AIC and (h1, h2)
is the same as (f1, f2) but is the result after applying the BIC. The result shows that adding AIC
or BIC after screening is clearly better except for the case of n = 50 and x is random. When too
many variables are screened out, adding AIC or BIC obviously does not help.
4. Discussions
The established asymptotic result shows that the proposed variable screening method has some
good properties when the sample size is sufﬁciently large. However, the asymptotic result does not
provide sufﬁcient guidance for the ﬁnite sample performance. In applications, we need to carry
out empirical studies and sensitivity analysis to determine an and hn in the variable screening
procedure. More research in this direction is needed.
The use of ridge regression is a crucial part of the proposed variable screening method. Since
ridge regression is a type of shrinkage estimation, the use of another shrinkage estimator of may
also produce a variable screening method; for example, the Lasso method [6]. Ridge regression,
however, is computationally much simpler than Lasso.
Linear models are considered for y and x in this paper. In general, the relationship between y
and x may be nonlinear. Furthermore, for a discrete y-variable, y and x may follow a generalized
linear model. Since ridge regression is the same as penalized likelihood, our results can be
extended to nonlinear and generalized linear models. Theoretical and numerical investigation
is called for.
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