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$0. INTRODUCTION 
AN IMPORTANT invariant of a germ of a holomorphic functionf: C”, 0 + @ with an isolated 
critical point is its Milnor number p(f), which we can define to be dime C,,,,/J(f) where CC”,0 
is the ring of germs of holomorphic functions at 0 and J(f) is the Jacobian ideal off, generated 
by the germs of the partial derivatives aJ/ax,, i = 1, . . . , n, offat 0. This number describes a 
number of different aspects of the geometry off (see eg [28,29]), including the following. 
(i) The group of germs of diffeomorphisms of C”, 0 acts on 8,,,. A germfin Cp,, D is finitely 
determined with respect to this action iff it has an isolated critical point. If f is finitely 
determined the codimension of the orbit of this action through fis equal to p(f). 
(ii) Iffhas an isolated critical point andf; is a family offunctions such thatf, =fand all the 
critical points off, for t #O are non-degenerate, or Morse, then the number of critical points of 
fr which converge to 0 as t+O is equal to p(f). 
(iii) If F is the Milnor fibre ofj; that is F is the intersection of a non-singular fibre offwith 
a small ball round 0, then the rank of the integral homology group H,_ 1(F) is equal to p(f). 
Now suppose X, 0 is the germ of an analytic subvariety of C”, 0. Iffis again a function 
germ on @” at 0 we can generalize the definition of p(f) as follows. Let O,,, denote the C,,, 
module of germs of vector fields on @” at 0 which are tangent to X, or equivalently, of 
derivations of C “.c which preserve the ideal defining X. For&O,. 0 define J,(f) to be the ideal 
in CC n,O given by the image of the homomorphism. 
@X,cl-+~n.O 
and define the Milnor number offon X, pcx(f), to be dime 0,, o/J,(f). In this paper we discuss 
the properties of px(S) which generalize (i) and (ii) above. For results relating to the 
generalization of (iii) see [23]. 
(i) The vector fields m Ox,0 can be integrated to yield a group, a(X), of analytic 
automorphisms of C”, 0 which preserve X. This acts on O,, 0. In $2 we shall see that a germfin 
c”,,, is finitely determined with respect o this action iff px(f)< co and if this condition is 
satisfied then px(f) is equal to the codimension of the a(X) orbit through $ This is 
completely analogous to the situation when X=@. However a major difference appears 
when we consider the question of “how many” germs in O,,, are finitely B?(X)-determined, 
which we do in 93. It turns out that for a given variety X the answer depends on the properties 
of the “logarithmic stratification” of X (defined in $1). In general this is not (locally) finite; if it 
is we say that X is “holonomic”. Finite determinacy with respect o a(X) holds in general in 
0 “, 0 (in other words the set of germs which are not finitely determined has infinite 
codimension) iff X is holonomic. 
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(ii) In the discussion of deformations of germs we assume that X is holonomic. A function 
fon @” has a (stratified) critical point at XEX if the Milnor number on X of the germ offat x is 
strictly positive. This is equivalent o the restriction offto the logarithmic stratum containing 
x having an ordinary critical point at x. A critical point is said to be a (stratified) Morse 
critical point if it is an ordinary Morse critical point when restricted to the stratum and, in 
addition, df(x) is not zero on any limit of tangent spaces to adjacent strata. In $5 we prove that 
Morse critical points at any point are characterized by the fact that they minimize the Milnor 
number on X over all germs of critical points at that point (Proposition 5.12). This “minimal 
multiplicity” is an invariant of the logarithmic stratum. In $4 we prove that iffis a germ in 
C Il.0 with an isolated critical point there exists a perturbationf, offsuch that, for f #O,f; has 
only Morse critical points. In $5 we prove that the number of such critical points which 
converge to 0 as t-+0, counted with their multiplicities, is less than or equal to px(f), with 
equality iff a variety associated to X, its “logarithmic characteristic subvariety” LC(X), is 
Cohen-Macaulay at an appropriate point (Corollary 5.8). A simple example shows that if the 
codimension of X in C” is greater than 1 then LC(X) will always contain a component along 
which it is not Cohen-Macaulay (Proposition 5.10). However this problem is easily corrected 
by simply defining UZ(X)- to be U(X) with this component deleted. 
In the final three sections we consider some general classes of examples that were the main 
motivation for this work. They arise in the study of wavefront evolution [ 11, one parameter 
families of caustics [42], map germs of codimension one, functions invariant under group 
actions [32,40] and from other situations. In $6 we look at a class of hypersurfaces 
introduced and named “free divisors” by K. Saito [33]. It turns out that the holonomic free 
divisors are precisely the holonomic varieties whose logarithmic characteristic varieties are 
complete intersections. Isolated complete intersection singularities are the subject of $7. For 
these U(X)- is Cohen-Macaulay if in addition we suppose that X is weighted homogen- 
eous. We do not know whether this is true in general, but for arbitrary isolated complete 
intersection singularities there is another modification of E(X), denoted LC(X)T, which can 
be used and which is Cohen-Macaulay. In $8 we turn to quotients of finite group actions. 
These do not fall strictly into the framework of the preceding sections, but similar ideas can be 
applied and the analogue of the logarithmic characteristic variety is again Cohen-Macaulay. 
51. VECTOR FIELDS ON VARIETIES 
Let X, 0 c @“, 0 be the germ of a reduced analytic subvariety of @” at 0. We shall say that 
two germs of holomorphic functions on C” at 0 are equivalent if one can be obtained from the 
other by a change of coordinates on @” at 0 which preserves X. This idea has been pursued 
elsewhere ([I, 2, 6, 8, 12, 20, 251 for example). 
Dejinition 1.1. (i) Let 9, denote the ideal in O,,, consisting of germs of functions 
vanishing on X. Adiffeomorphism germ 4: @“, O-C”, 0 is said to preserve X if the induced 
isomorphism 4: c’,,, O+On. o preserves .Yo, that is $*90 = Yo. The group of such germs is 
denoted by .9(X). 
(ii) Two function germsf, g: @“, O-+@, 0are W(X)-equivalent if there is a diffeomorphism 4
in 9(X) with gob=f: 
Note that any diffeomorphism germ which preserves X does have the property that 
4(X), 0 =X, 0, and conversely. 
As usual in differential topology the basic technique for constructing germs of 
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diffeomorphisms in 9(X) is by integrating vector fields. Intuitively we need these vector fields 
to be “tangent to X”, so that integration will yield diffeomorphisms which preserve X, 0 as a 
germ. 
Definition 1.2. Let DerO@” denote the Crn,0 -module of germs of holomorphic vector fields 
on C” at 0. Such a vector field 6 is said to be logarithmicfor X, 0 if, when considered as a 
derivation 6: CTn.O+cn,O, we have 6. hEYa, for all hE9,. The Lr,+,-module of such vector fields 
is denoted by Ox,,. 
PROPOSITION 1.3. (i) The germ at 0 of a vectorfield 6 lies in 0 iflat each smooth point x 
(sujiciently close to 0) of each irreducible component Xi of X the vectorfield 6 is tangent to Xi 
at x. 
(ii) ZfX= cj Xi IS the irreducible decomposition of X then Ox,,= 
i=l 
i~Io,,.o. 
(iii) Let LEO,,, and vanish at 0. Then thejow 4, generated by 6 preserves X.0. Thus 
f$,E.B(X) for all t. 
(iv) There exists a finite subset of Ox,o consisting of germs of vector fields with 
representatives which vanish on X but which together span the tangent space to 62” at all points 
in @“\X sujiciently near 0. 
(v) If X is equidimensional there is afinite subset of Ox,, consisting of germs of vector$elds 
with representatives which vanish on the singular set of X and together span the tangent space to 
X at all smooth points of X suficiently near 0. 
Proof (i) Let 6 represent a germ in 0 x,-, and let XEX be a smooth point of the irreducible 
component X, of X which is sufficiently close to the origin. We can choose functions 
h,, , h, so that the germ X, x is the inverse image of the regular value OE@” by 
h=(h,, . . . , h,J. Since 6h,, . . . , Sh, all vanish at x the vector field 6 is tangent to X at x as 
required. Conversely, let 6 be a vector field tangent to the smooth parts Xi of the irreducible 
components Xi, 1 <i I s, of X. If h represents a germ in 9, and xeXi for some i, then since h 
vanishes on Xi at x we have 6h vanishing at x. Thus 6h vanishes on each Xi and hence on X, 
and so 6~0,.,. 
(ii) This follows immediately from (i) or from an algebraic argument using the fact that 
the 4 x,.0 are prime. 
(iii) Let $(t,x) be the flow generated by the vector field 
Let h E Y(X); then 
4Ch”~(t,X)l=i~~~(9(t,X))~(t,x)= i r,(g(t,x))~(~(L.X))=S(~(t,x))h 
I i=l I 
which we can write in the form 2 aj(t, x)hj(~(t,x)) for some h,, . . . , h, in Y(X). So if x E X 
j=l 
we have d/dt(h 0 &t, x))l, = 0 =O. One now proves by induction that a’/&‘(h 0 &t, x))lt = ,, =0 
for all XE X and t-2 1, so h 0 4(t,x) is identically zero for small t and all XE X. 
(iv) If X is defined near 0 by the functions h,, . . . , h, then the set of vector fields hi(a/axj) 
1 I i I k, 1 <j I n, has the required property. 
(v) Let h,, . . . , h, be as in (iv) and suppose X has dimension 1. Then at points on X near 0 
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there exists at least one (n--I) x (n-1) minor of the matrix 
A= 
with determinant not identically zero, while the determinants of all larger minors are 
identically zero. 
Notice that a point XEX is singular iff the determinants of all the (n-1) x (n-I) minors 
are zero at x. Let B be the matrix obtained from A by adding the vector (a/ax,, . . . , 8/2x,) as 
a (k + l)-straight row. Then the set of vector fields obtained by taking (n - I + 1) x (n - I+ 1) 
minors of B the required properties. 0 
As an example of the construction in (V) we note that if X is a hypersurface defined by h: 
C”+@, then the vector fields obtained are 
ah a ah a ----- 
aXi axj axj axi 
1 <i<j<n. 
When dealing with unfoldings in $2 we shall need to consider diffeomorphisms preserving X, 
but not necessarily preserving the base point. 
Definition 1.1. (continued). (iii) Consider those germs 4: C”, 0-C” with analytic rep- 
resentatives 4: U-, V with U, V open in @“,OE U, &, biholomorphic and 4*%Yx,r =.a,,,, 
where 4,. L: (resp. 9x.,) is the sheaf of germs of functions on U (resp. V) vanishing on X. 
These germs form a pseudo-group, denoted by W,(X), the extended pseudo-group of 
difSeomorphisms preserving X. 
Note that by integrating eneral vector fields 6 as in Proposition 1.3 (iii), but dropping the 
condition that S(O)=O, we obtain elements of a,(X). 
In what follows U will denote a sufficiently small neighbourhood of 0 in C”. The sheaf of 
holomorphic functions on U is denoted by 0, and the sheaf of holomorphic vector fields on 
U by Der,.. If we set Ox equal to u Ox,x, where Ox,x is defined in the same way as O,,0, 
X6X 
then clearly 0, is a subsheaf of Der,. 
PROPOSITION 1.4. (i) 0, is a coherent 0, submodule of Der,. 
(ii) 0, is closed under the Lie bracket operation. 
(iii) !fb, = f ti, ja/(axj), 1 I i 5 I+ 1, are elements of@,,, and X has dimension I at x, then 
j= 1 
the determinants of the (I+ 1) x (I+ 1) minors Of(ri,j) lie in Sx,,. 
Proof (i) Follows from standard coherence theorems. 
(ii) Follows from the characterization of Proposition 1.3 (i). 
(iii) At any smooth pointy of X in a neighbourhood ofp the vectorfields Si, being tangent to 
X, are linearly dependent. 0 
Following Saito ([33] 93) we now introduce the logarithmic stratification of I/ 
determined by 0,. Given any point x E U denote by O,(x) the linear subspace of TX U 
spanned by the vectors 6(x) for all GEO~,~. 
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LEMMA 1.5. Let U and X be as above. There is a unique stratification (X,: a E I) of U with 
the following properties. 
(i) Each stratum X, is a smooth connected immersed submaniJold of U and U is the disjoint 
union u X,. 
.EI 
(ii) If x E U lies in a stratum X, then the tangent space T, X, to X, at x coincides with O,(x). 
(iii) Zf X, and X, are two distinct strata with X, meeting the closure, X, of X,, then X, is 
contained in the frontier, ax,, of X,. 
Proof: The proof is essentially given by Saito in [33] p. 281. The basic idea is to choose a 
neighbourhood U of 0 and vector fields 6,, . . . , 6, which generate 0, as an Cru-module. 
Since 0, is closed under the Lie bracket the 6, yield an involutive system of vector fields and 
so by the Frobenius theorem U’ can be decomposed into maximal integral submanifolds 
which provide the strata X,. 0 
. DeJinition 1.6. The stratification {X,. aEZ} of Lemma 1.5 is called the logarithmic 
stratijication of X and a stratum X, a logarithmic stratum. 
PROPOSITION 1.7. (i) Connected components of U\X and, if X is equidimensional, of 
U/sing X are logarithmic strata. 
(ii) If x and y are two points in the same logarithmic stratum of X then they have 
neighbourhoods, V and W, respectively, for which there exists a biholomorphic map 4: 
V, x+ W, y which preserves X. 
(iii) Let X, be a logarithmic stratum of X of dimension m. At each point x E X, there exists a 
neighbourhood V of x, a local coordinate system zl, . . . , z, and a mapping h: V-62’ such that 
and 
h(z,, . . . , zJ=h(zl, . . . , z,_,, 0 . . . 0), 
X n V= {z: h(z)=O} 
x,n V={zr= . . . =z”-m=o}. 
Proof: Statements (i) and (ii) are essentially Saito’s [33](3.4) (iii) and (ii); (i) also follows 
directly from Proposition 1.3 (iv) and (v). Statement (iii) is essentially Saito’s 3.6. 0 
The second statement of the proposition says that the germs of X at two points in the 
same logarithmic stratum are isomorphic, while the third statement says that in a 
neighbourhood of a point XEC” the variety X (and hence its logarithmic stratification) is 
analytically a product over the logarithmic stratum containing x. 
Examples 1.8. (a) One easily checks that, for the germ of the four planes 
{(x,y,z)E@3:Xy(X~-y2)=0} 
at 0, the logarithmic stratification is given by the z-axis, components of its complement in the 
union of the four planes and the complement of this union. 
(b) Consider the germ of 
{(x,y,z)E@3:xy(x-y)(x+(z+ l)y)=O} 
at 0. Here the logarithmic stratification is given by the points of the z-axis, components of the 
complement of this axis in the subvariety and the complement of the subvariety. If any open 
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subset of the z-axis was part of a logarithmic stratum then by Proposition 1.7 (iii) the germ X 
would be a smooth product along this part of the z-axis. But since the cross ratio of the four 
lines xy(x - y)(x + (z + 1)~) = 0 in the (x, y) plane is a smooth invariant this cannot be the case. 
Of course this is equivalent o the fact that any 6~0, must vanish along the z-axis. 
The key difference between these two examples is that for (a) the logarithmic stratification 
is finite whereas for (b) it is tlot. 
Definition 1.9. The germ X, 0 c @“, 0 is said to be holonomic if for some neighbourhood U 
of 0 in @” the logarithmic stratification of U has only finitely many strata. 
The reader can easily check the following result. 
PROPOSITION 1.10. Let X,0 c @“,O be the germ of a holonomic subvariety. Then, the 
logarithmic stratijications of st@ciently small neighbourhoods of 0 are Whitney regular. 0 
We now describe a criterion for a germ X,0 to be holonomic. 
NOTATION 1.11. For any integer r we denote the germ {x E U: dime O,(x)< r}, 0 by A,. 
A, is a closed analytic germ and is the union of all germs of logarithmic strata of 
dimension I r. It is not dificult to see that for x E A,\A,_ 1 sujiciently near the origin 
dim,(A,\A,_,)zr. 
PROPOSITION 1.12. The germ X, 0 is holonomic iff dim, A, I r for all r with m I r I n, where 
m is the dimension of the stratum X, containing 0. 
ProoJ As in [33] p. 287, 288. 
Finally, and again following Saito, we make the following definiiion. 
0 
Definition 1.13. The logarithmic characteristic subvariety, LC(X), of X is defined as 
follows. Suppose the vector fields 6,, . . . , 6, generate 0, for some neighbourhood U of 
0 E @“. Then if TZC” is the restriction of the cotangent bundle of c” to U we define LC,(X) to 
be 
{(x,~)E Tc@“:1;(6i(X))=O, i= 1, . . , m}. 
LC(X) is the germ of LC,,(X) at Tz@“, the cotangent space to @“at 0. It is independent of the 
choice of vector fields hi. 
Given a logarithmic stratum X,, let N*X, denote the germ of the conormal bundle of X, 
in @” at To*@“. Clearly N*X, is an n-dimensional submanifold germ and, as sets, 
LC(X)= u N*X,. 
OlCI 
PROPOSITION 1.14. (i) If B,= A,\A,_, and C, is the germ of 
((X,t)E TEC”: xEB, and r(Si(x))=O,i= 1, . . , mj 
then C, is either empty or constructible of dimension 2 n. Moreover LC(X) = fi C,. The germ 
r=O 
X, 0 c V, 0 is holonomic iff C, = 4 or dim C, = n for each r, and hence ifs dim LC(X) = n. 
(ii) 11 X,0 is holonomic, with logarithmic strata X,, . . . , X,, then the closures of the 
conormal bundles, N*Xi, are the irreducible components of LC(X). 
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Pro@ (i) Clearly C, is a constructible set and, if Ic: C, +X is the obvious projection, then 
its fibres all have dimension n-r and its image B, has dimension 2 r. The second statement 
follows from Proposition 1.12. 
(ii) Let U be a sufficiently small neighbourhood of 0 in C”. Then, as sets, K(X) 
= @or N*(X,). S’ mce N*(X,) is smooth its closure is irreducible. Now suppose that two of 
these closures coincide, say N*(X,,) = N*(X,,). Then, since N*(X,,) is open and dense in its 
closure we have N*(X,,)nN*(X,,)#0 and thus a1 =a*. 0 
Note that the point (X, <) E LC,(X) iff (x, At) E K,(X) for any A #O. Thus we can consider 
the projectivized version of the logarithmic characteristic subvariety, PLC,(X), as a subset of 
the projectivized cotangent bundle PTt@“. The subset of PT$C” corresponding to C, is 
denoted by PC,. 
Example 1.15. Let X, 0 be the germ of the variety defined in Examples 1.8(a). We will see 
in $6 that Ox,0 is generated by the vector fields: 
@lax) + Y(VaY), 
(x2 -Y2bww-(X2 -Y2)Y(WY), 
and ala2. 
Letting x, y, z, 1, m, n be coordinates for T*C3, we see that LC(X) is the subvariety defined by 
xl+ym=O 
(x2-y2)(xI-ym)=O 
and n=O. 
It is a routine calculation to check that this variety has six irreducible components, all 3- 
planes, corresponding to the six logarithmic strata of X. Each irreducible component occurs 
with multiplicity one in LC(X), except for the closure of the conormal bundle of the 
logarithmic stratum x =0= y, which occurs with multiplicity three. 
52. DETERMINACY AND UNFOLDINGS 
The basic tools for classifying analytic function germs h: @“, 0-C up to W(X)-equivalence 
are generalizations of the standard results concerning determinacy and unfoldings of 
functions under 9 equivalence, for which X=0. The usual proofs are not difficult to modify, 
but the group 9(X) is one of Damon’s “geometric subgroups” of & in [I 11, so his version of 
the unfolding and determinacy theorems apply. 
Dejinition 2.1. (i) A function h:C”, O+@, 0 is k&(X)-determined iff for all h, :@“, O+@,O 
with the same k-jet as h the germs h and h, are @X)-equivalent. 
(ii) Given a germ h,:@“,O+cC,O a germ H:C”x@‘,O+@ xc’,0 of the form H(x,u) 
= (h(x, u), u) is an unfolding of h, if h(x, 0) = h,(x). The unfolding is denoted by (H, r), to keep 
track of the parameter space @‘. 
(iii) Given two unfoldings (H, I), (G, q) of h,, an .%(X)-mapping of unfoldings (@,A): 
(If, r)+(G, q) consists of: 
(a) a germ @:C”x@‘,O+@“x@‘,O of the form @(x,u)=(&(x,u),u) with &-,O): 
C”,O*@“, 0 the identity map and 4( -, u):@“, O+@” in 9,(X) for u near OE C’, and 
(b) a germ l:@‘,O+Cq,O. 
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These germs should satisfy G(&x, u), i.(u))= H(x, u). 
(iv) An unfolding (G, q) of h, is W(X)-versa1 if for any unfolding (H, r) of h, there is an 
%(X)-mapping of unfoldings (0, R):(H, r)-+(G, q). 
(v) Two unfoldings (H, r), (G, r) of h, are 9(X)-equivalent if there exist @X)-mappings 
(0, i.):(H, r)+(G,r), (Y,u):(G,r)+f,r) with cD(x,u)=(~(x,u),u), ‘P(~,v)=($(Y, u), L;) as above 
and (@(II/o?, 4  ,414, 4~ (4)) = (Y, 4 while (‘f’(+(x, 4, G)), G(u))) = (x, 4. 
We can now state Damon’s result. 
THEOREM 2.2. ([I 11) (i) A germ h:@“,O+@,O is finitely 9(X) determined (i.e.k-9(X)- 
determined for some k) if the ideal 
J,(h)={6h:6&,,,} 
in c?“,. 0 contains some power of the maximal ideal m,. Zf J,(h) 1 rni then h is (k+ l)-&‘(X) 
determined. 
(ii) An unfolding (H, r) of h is 9(X)-uersal iff 
-g(x,O), . . ,glx,o) span a,lJAh). 
1 I 
(iii) Any two 9(X)-versa1 unfoldings of the same dimension are isomorphic. 0 
COROLLARY 2.3. A germ h:@“,O+@,O has an 93(X)-versa1 unfolding ifs the germ of 
{x: 6h(x) = 0 for all 6 E 0,. 0} at 0 is (0) or empty. If this latter condition holds then h isfinitely 
S?(X)-determined. 
Proof This follows from Theorem 2.2 and the Nullstellensatz. 0 
(Note that it is not clear that h finitely B?(X)-determined implies that J,(h) contains some 
power of the maximal ideal.) 
More geometrically this is equivalent to the condition that sufficiently near 0 the 
restriction of h to logarithmic strata is a submersion except possibly at 0. We shall say that 
such an h has an isolated singularity on X at 0. It will follow from results in $5 that this 
definition of isolated singularities is equivalent o that of [23]. 
Definition 2.4. If h: C”, O-+43,0 has an isolated singularity on X at 0 then dim, C,/J,(h) is 
called the multiplicity of h on X at 0 and is denoted by ux(h). 
We now wish to discuss stable germs. The basic idea is that a germ will be stable if it is its 
own versa1 unfolding. However this initial idea is not quite right. For example, taking X = 0 
and h(x)= t ? x, we clearly want h to be considered stable, but H(x, t) = h(x) + t is a non- 
i=l 
trivial versa1 unfolding. This leads to the following. 
Definition 2.5. A germ h:@“,O+@,O is 9?(X)-stable if H(x, t)= h(x)+ t is an 9(X)-versa1 
unfolding of h. 
Equivalently [by Theorem 2.2 (ii)] h is W(X)-stable iff 1 spans 0,.,/J,(h) or, again, 
J,(h) = cm. o or m, and so uux(h)< 1. Moreover ux(h)=O and J,(h)=@,, 0 iff h is its own 
versa1 unfolding. Clearly this happens iff h is a submersion on the logarithmic stratum 
containing 0. 
PROPOSITION 2.6. (i) Let h: @“,O-&,O be an 9(X)-stable germ and let H(x, u) be any r- 
parameter unfolding of h. Then for all u su$iciently small there is a point x(u) of X, depending 
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smoothly on u, and a difleomorphism 4.: C”, O+@“, x(u), also depending smoothly on u, taking 
X, 0 to X, x(u), so that h(dr,(x)) = H(x, u) + constant. 
(ii) Every %(X)-stable germ is 2-determined. If all the vectorfields 6 E 8,. 0 vanish at 0 then a 
germ h:@“,O-rC,O is @X)-stable if m, c J,(h)+m ,‘. Moreover, in this case, W(X)-stable 
germs are l-determined and any two 9(X)-stable germs are @X)-equivalent. 
Proof: (i) Since G(x, t) = h(x)+ t is %(X)-versa1 we have H(x, u)= G(&x, u), i.(u))= 
h($)(x,u))l(u) with r$ and 1. as in 2.1. The result follows. 
(ii) The general estimate of determinacy follows from Theorem 2.2 (i). If all the 6’s vanish 
at 0 we find that m, c J,(h) and by Nakayama’s lemma this is equivalent o m, c J,(h) + rni. 
One can proceed by imitating the proof of the result “mz c rn.’ J(h) + rni+ ’ implies h is k-W- 
determined”, given for example in [31]. The generalization we require is 
“mk, c m,J,(h) + rni” implies that h is k - B(X)-determined” (when all 6’s vanish at 0), the 
key point being that in both cases one is working with vector fields (in rn,Z {a/(ax,)} and 
m,%,, respectively) which vanish to first order at 0. Alternatively one can note that m,J,(h) 
is the tangent space to the orbit through h of a group of equivalences which at the jet level is 
unipotent, simply because the associated Lie algebra of vector fields vanishes to first order. 
One can then apply the results of [9]. 
For the last part note that in the projective space of non-zero l-jets the stable jets form an 
open connected set, being the complement of a variety (which may be empty). Clearly we need 
only show that the @X)-type of these stable jets is constant. But one can consider the family 
of l-jets H(x, u) as an unfolding of any of its members h. We now apply (i) noting that since the 
6 all vanish at 0 the diffeomorphisms, which are obtained by integrating the 6’s, must preserve 
Wi the origin. Alternatively one easily checks that =(O, u) is identically zero for 1 pi sn, so that 
I 
+(O, u) = 0 for each u, since &O, 0) = 0. 0 
Remark 2.7. (i) In the general case when the stratum X, containing 0 has positive 
dimension then a germ h is stable if either its restriction to X, is a submersion at 0 or its 
restriction has a Morse singularity at 0 and h is stable “in a direction transverse to X,“. The 
meaning of this assertion and its proof will be clear to the reader after the proofs of 4.4 and 4.5 
below. Again stable germs are essentially unique. 
(ii) It seems rather difficult to characterize those X, 0 which support a stable function. We 
shall see that there are examples of holonomic X which do not, and non-holonomic X which 
do, support stable germs. 
53. FUNCTIONS WITH ISOLATED CRITICAL POINTS 
In this section we seek conditions on the analytic subvariety germ X, 0 which ensure that 
there are germsf: C”, 0-C 0 with isolated critical points on X at 0. It follows from Remark 
2.7 that it is enough to consider the case when (0) is a logarithmic stratum of X, 0. We need 
some preliminary results. 
PROPOSITION 3.1. (i) Let f :@“,O+C,O be a function with an isolated critical point on X 
at 0 and suppose 1; is an analytic deformation of J Then for t suficiently small all critical 
points off, on X are isolated. 
(ii) Let f be as in (i) and suppose that ker df (0) contains lim @,(x(t)) for some analytic path 
t-0 
x: (0, E)-+ C”, 0 with x(0) = 0. Then there is an analytic deformationf,, t E [0, E), off such thatf; has 
an isolated critical point at x(t) on X. 
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Proof: (i) Let I= {(x,t)~@” x C:x is a critical point of f, ) and let n:x+C be the 
projection onto the second factor. Then c is an analytic variety and the fact that 0 is an 
isolated critical point of& =fimplies that 7c is a finite mapping in a neighbourhood of 0 (see 
[15] pp. 62-63). The result follows. 
(ii) Let I, be a family of linear forms with &=df(O) and ker I, 3 @,(x(t)), and set 
f,(x) =f(x) + (I, - df(x(t))x. Clearly f,(x) =f(x) and df,(x(t)) = I,. Then f, has a critical point 
at x(t) and by (i) this must be isolated. 5 
To obtain a useful criterion for the existence of a function with isolated critical point we 
recall some definitions from $1. We set 
A,=(xEU:dimc@,(X)(x)<r}, B,=A,-A,_,, and 
PC,=((X,~)EP(T~C”); XEB, and t(S(x))=O for all 6~0,(X)}. 
The germ of the union fi PC, at (0) x P( T,* C”) is the projective logarithmic characteristic 
r=O 
variety PLC(X). The set PC, is a constructible set which for r < n is empty if B, is empty and 
otherwise has dimension dim B, + n - r - 1. (Note that PC, is empty while B, = U - X.) 
There is a natural projection zPLC(X)+X inducing projections z,:PC,+X. Given 
p E B, - B, the fibre x; ‘(p) consists of all hyperplanes containing some limit of tangent spaces 
to r-dimensional ogarithmic strata; let D, = 7~; ’ (0). 
We start with a preliminary lemma. 
LEMMA 3.2. Suppose x is a smooth point of B, and f: C”, x+C has an isolated singularity 
at x. Then the dimension of B, at x is less than or equal to r. 
Proof. Suppose to the contrary that dim B,2 r + 1 at x. If 6,, . . . , 6, E O,(X) are linearly 
independent at x then for yc B, near x, S,(y), . . . , 6,(y) are linearly independent and 
span {h(y), . . . , 6,(y)) is contained in O,(X)(y). Since dim O”(X)(y)=r it follows that 
S,(y), . . . , 6,(y) span O,(X)(y). The germ at x of the variety of critical points off in B, is 
thereforeequalto {p~B,;a~f(p)= . . . = 6, f(p) = 0}, x and has dimension 2 1, so f does not 
have an isolated singularity at x. 0 
THEOREM 3.3. (i) There is a germ f: @“,O+@, 0 with an isolated critical point for X, 0 ifs 
dim D, < n - 1 for 0 I r < n - 1. If these conditions hold we shall say that X, 0 supports a germ 
with an isolated critical point. 
(ii) Let U be a suficiently small neighbourhood of 0 E ~2”. Then X, x supports a germ with an 
isolated critical point for each x E X n U iff X,0 is holonomic. 
(iii) The set of germs offunctionsf : d=“, O+Q=, 0 with non-isolated critical points for X, 0 has 
inJinite codimension in the space of all germs i# X, 0 is holonomic. 
n-1 
Proof: (i) If for each r we have dim D, < n - 1 then any linear form 1 in P( T,*@“) - u D, 
r=O 
yields a function with an isolated critical point on X at 0. 
Conversely suppose that dim D,, = n - 1 for some r,; PC,, is an analytic set and hence SO is 
71,; ‘(0) = D,, (indeed being an analytic subset of P( TX @“) it is in fact algebraic by Chow’s 
theorem). Since dim D,, = n - 1 clearly D,, = P( TE@“) and the fibre of C,, over 0 is equal to 
CRITICAL 
T,*@“. Iff:C”,O+@,O 
lim @,(x(t)) for every 
1+0 
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has an isolated critical point on X at 0 then ker df0) contains 
path x(t) in B,,. So Proposition 3.l((ii) implies that there is a 
deformationf, offsuch thatf, has an isolated critical point on B,, . By Lemma 3.2 this implies 
that dim B,, =rl and so PC,, has dimension n- 1, as does PC,, . As D,, cannot be an 
irreducible component of PC,, we find that dimD,, <n-- 1, a contradiction. 
(ii) If X, 0 is holonomic then so is X,x for x near 0, so we first need to show that if X, 0 is 
holonomic then X, 0 supports a function with an isolated singularity. However we know, in 
the holonomic case that for each r we have dim B, = r, so dim PC, = n - 1, dim D, < n - 1 and 
by (i) X,0 has the required property as does X,x for x near 0. 
Conversely suppose that X,0 is not holonomic. Then for some 0~ r < n - 1 we have 
dim B,>r+ 1. Let x be a smooth point of B, near 0; by Lemma 3.2 the germ X,x does not 
support a function with an isolated singularity. 
(iii) The set of germs yielding non-isolated critical points will have infinite codimension if 
for every polynomial germf: C”, O-C, 0 of degree d we can find a germf, : @“, O+C, 0 with 
Jdfi =fandf, yielding a function having 0 E X as an isolated critical point. 
If X is holonomic let (O}, X,, . . . , X, be the logarithmic strata for X. For each positive 
integer d let {4j: 1 <j<N) denote the set of monomials in x1, . . . , x, of degree d and define 
4”: @” x CN, O+@, 0 by 
4d(x9s)=jZ, sjbj(x). 
If g: @“, O+@, 0 is a polynomial function of degree d define G: C” x C”, O-K, 0 by G(x, s) = 
g(x)+ 4d+‘(x, s). One easily checks that the restriction of G to Xi x CN, for 1 <i IS, is a 
submersion. So for some sufficiently small neighbourhood U of 0 in C” and almost all s E CN 
the germ G( -, s): Xi n U +@ has 0 as a regular value by the Thorn transversality lemma. We 
claim that any such germ h has an isolated critical point at 0. Otherwise we can find a real 
analytic cu’rve x: [0, E)+ @” with x(0) = 0, x(t) # 0 for t > 0, and with h having a singular point at 
x(r). We shall show that h(x(t)) = 0. Clearly x(t) eventually lies in some stratum, say X 1. Now 
a 
d/dt(h(x(t)))= i (dh/8x,).(dx,/dt) and since x(t) lies in X,, d(t)= $, !$(t).z IS m T,(,,Xl. 
i=l 
As h has a singular point at x(t) this means that d/dt (h(x(t))) = 0 for t > 0, and s;nce h(x(0)) = 0 
we deduce that h(x(t)) = 0 for t > 0. This now contradicts the assertion that h: Xi n U-+Q) has 0 
as a regular value. 
For the converse suppose that X,0 is not holonomic, so that for some Osrsn- 1 we 
have dim B,>r. Let I be a linear form determining a hyperplane which contains a limit of 
the spaces @,(x(t)) for some analytic path x(t), with x(0) = 0 and x(t) E B, for t > 0. We claim 
that no germf: C”, O-r@, 0 with df(0) = I has an isolated critical point at 0. For if any such 
germ did have an isolated critical point then by Proposition 3.1 there would be a defor- 
mationf, offsuch thatf, has an isolated critical point at x(t) E B,, and we have seen in the proof 
of (ii) that this is not possible. Thus the germs with non-isolated singularities are of 
codimension < n - 1. 
Remark 3.4. It is not true that X, 0 supports a function with an isolated critical point iff 
X,0 is holonomic. For example in $6 we shall see that the discriminant of the exceptional 
unimodular singularities support functions with isolated critical points but are not 
holonomic. If X is a union of surfaces in C3 however this is true, as one can easily check using 
3.3. For most of the rest of this paper we restrict attention to subvariety germs which are 
holonomic. 
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$4. MORSE FUNCTIONS 
Let X, 0 c C”, 0 be the germ of a complex analytic variety with a locally finite Whitney 
stratification 5? with strata X,, LYE I, which are constructible sets. It is well known that every 
germ X,0 has such a Whitney stratification (see [16,41]). 
Definition 4.1. [22] A holomorphic germ h: @“,0-C, 0 is said to be Morse for .Y if the 
following hold. 
(i) If X, is the stratum containing0 and X, # (0) then h restricted to X, must have a non- 
degenerate critical point at 0. 
(ii) Suppose T is a limit of tangent planes lim Tx”X, for some sequence x,EX, 
n-30 
converging to 0. Then if 0 4 X, the derivative dh(0) must have maximal rank (one) on T. 
The first result we prove is the following. 
PROPOSITION 4.2. Let X,0 c @“,O be as above, with a Whitney stratification Y, and let 
h: C”, O+@, 0 be a holomorphicfinction with the property that inside some ball containing 0, say 
B, the restriction of h to strata is only singular at 0. Then there is a real analytic family of 
holomorphicfunctions h,: C”, O+@, 0, with t lying in some interval [0, E), such that h, = h andfor 
t # 0 the function h, has only Morse singularities on X inside B. 
Proof: This is very like the proof of a global result due to Benedetti in [3], or Pignoni in 
[31], so we shall be fairly brief. We first embed C”, and hence X, in C”’ ’ by the map 
x-+(x, h(x)), and consider the functions 
h,(x)= h(x)+ i aixi 
i=l 
obtained from linear projections on @“+ ‘. For each stratum X, of X the set of points a E @” 
for which the restriction h,: X,+@ is not a complex Morse function is a proper constructible 
set B. This follows by [26,27] and deals with condition(i) of Definition 4.1 as we shall see. For -- 
the second condition let X,, X, be a pair of strata with X, 1 X,, the varieties X,, X, 
irreducible and X, of dimension m. We set 
I+‘, = {(x, T,X,) E X, x Gr(m, n)) 
where Gr(m, n) is the Grassmannian of m planes in C”. W, is an irreducible constructible set of 
dimension m, as is mz. Let R,,, denote the set 
- - 
RavB={(X,H)E Wa:x’EXB}. 
Since R,., is a proper subvariety of W, it has dimension <m - 1. Now consider 
fi,,,={(x,H,a)~%,~ x @“:(df(x)+Zaidxi)(H)=O}. 
Clearly fi,.,-&,,, is also constructible. If rc:fi,.,-+Q,,, is the natural projection the fibre over 
each point of R,,, is an affine plane of dimension n -m. Consequently dim fi,,, I (m - 1) + 
(n -m) = n - 1 and projecting a,,, to C” gives a constructible set B of dimension <n - 1 in C”. 
If A is the union of the bad sets Ba, B&as a,/I range over I then A is a proper constructible 
subset of C”, and if aeC” - A is sufficiently near the origin then h,:@“+C is a Morse function 
for X near 0. The result now follows by applying the curve selection lemma. 0 
We also have the following stability result, which will not be used in the sequel, but should 
be borne in mind. 
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THEOREM 4.3. Let h:C”,O+@,O be a Morse function for X,Oc@“. Then h is topologically 
stable; that isfor h, sujiciently close to h and h, having a Morse singularity at OEX there are 
germs of homeomorphisms @:@“,O+@“,O and ~:@,O-+C,h,(O) with @ preserving the stratij- 
cation of X and $ohG=h,. 0 
The real case is dealt with in [8]. The complex case is similar, see also [14] and [31]. 
One of the main purposes of this paper is to relate the analytic ideas of 41 and $2 to the 
topological notion of a Morse function. In what follows we shall assume that X,0 is the germ 
of an analytic variety with a logarithmic stratification {Xajasl. 
PROPOSITION 4.4. (i) Let X, denote the logarithmic stratum through 0 and Y the 
intersection of X with a linear space, V, through 0 complementary to the tangent space T,X,. 
Then the logarithmic stratification of V is {X,n V} and X is holonomic if Y is. 
(ii) Let X,0 be holonomic, so that the logarithmic stratification of X,0 is locallyfinite and 
Whitney regular, and let V, Y be as in (i). Then f :@“,O+@,O is Morse for X at 0 iflf IX, has an 
ordinary Morse critical point at 0 and f I V is a Morse function on Y at 0. 
Proof: Since X is locally trivial along X, we may suppose that, in a neighbourhood of 0, 
@” = C=’ x C”, X, = C’, V= C” and X=X, x Y. Let xi, . . . , x, be coordinates for @’ and 
Y,? . . . 9 y, for C”. Then, , if 6,(y) . . . 6,(y) are vector fields on @” generating Or, the module 
0, is generated by 6,, . . . , 6, together with d/ax,, . . . , a/ax,. The proposition now follows 
easily. 0 
PROPOSITION 4.5. Let X,0 c C”, 0 be as above and suppose X,0 is holonomic. If h:@“,O+@, 0 
is a Morse function for X,0, then h is 9(X)-equivalent to a germ of the form xf + . . . +xf + 
h,(y) wherex,, . . . , x, are local coordinates on the stratum X,, y,, . . . , y, are coordinates on 
a transversal space Y and h,: Y,O+@, 0 is Morse for YnX,O. 
Proof One first straightens the logarithmic stratification into a local product and 
then applies Arnol’d’s Morse lemma with parameters [l], p. 561 to obtain the 
result. 17 
The import of the two previous results is that one can essentially reduce the study of 
Morse functions on holonomic varieties to the special case when (0) is a stratum (i.e. every 
~EX,O vanishes at 0). 
Two final observations; 
PROPOSITION 4.6. Let X,Oc C”,O be holonomic. Then the germ of any Morse function on 
X,0 is finitely determined. 
Proof If X0 is the stratum containing 0 and h:@“,O+@, 0 is the germ of a Morse function 
then hlX, has an isolated singularity at 0, and if X, is any other stratum then hlX, has no 
singularities inside some neighbourhood U of 0. Thus if a,, . . . , 6, generate O,(X) the 
equations 6,h= . . . =&,h =0 have an isolated singularity at OEU and the result follows 
from ‘2.3. 0 
PROPOSITION 4.7. Let X,0 c @“,O be holonomic. If h:@“,O+@, 0 is a stable germ on X then h 
has a Morse critical point on X,0. 
Proof Since h is stable it restricts to X,, the stratum containing 0, is Morse. Using 
Arnold’s Morse lemma with parameters one now easily reduces to proving the result when 
70 J. W. Bruce and R. M. Roberts 
X, = (0). In this case we recall that h is 1 -W(X)-determined and in the projective space of 
non-zero linear forms the W(X)-stable germs are open and dense (indeed the complement of a 
proper algebraic subvariety). Since the Morse forms are also open and dense, and any two 
@X)-stable germs are W(X)-equivalent he result follows. 0 
$5. MULTIPLICITY AND DEFORMATIONS 
In this section we suppose that X, 0 c @“, 0 is the germ of a holonomic subvariety, with 
logarithmic stratification {X,}. Let (Y,} d enote the set of irreducible components of the 
logarithmic characteristic subvariety K(X) c T*@“, the underlying set of Y, being N*X,. 
Let Z, = Y,\ u Y,. Clearly Y, is smooth at every point z E Z,. Note that there is a natural 
fibration of i,‘ker X,. We denote the multiplicity of Y, in K(X) by m,. The derivative of a 
functionf: V-4 defines a section of T*@“, 
Df: @“+ T*@” 
~4x3 df(x)), 
which is clearly an embedding of @” into T*C”. The functionfhas a critical point on X at 
x E X, iff Df(x) E Y, and clearly isolated critical points give isolated points of intersection of 
Of(V) with K(X). 
NOTATION 5.1. Zf x is an isolated critical point (on X) of the function f: @“+@, we let 
i( f, a, x) denote the intersection multiplicity of Of(F) and Y, at (x, df(x)). The intersection 
multiplicity of Of(V) and K(X) at (x, df(x)) is denoted by i(f; x). Intersection multiplicities are 
additive and so 
i(f,x)=Ci(f,a,x).m,. 
a 
For an appropriate definition and the facts we will use about intersection multiplicities we 
refer to Fulton [ 131, particularly Chapter 7. The following two results indicate why we are 
interested in these intersection multiplicities. 
PROPOSITION 5.2. For a holonomic subvariety (X,0) c (@“,O) and function f: C”+@ the 
following are equivalent: 
(i) f has a stratified Morse critical point at XEX,; 
(ii) (x, df(x)) E Z, and Of(P) intersects Z, transversally at (x, df(x)); 
(iii) i(J /I, x) = 
1 if /?=a 
0 if fi#a. 
Proof (i)-=#). The function f has a critical point at x E X, iff Df(Q=“) intersects Y, at 
(x, df(x)). The derivative df(x) is non-zero on all limits of tangent spaces coming from strata 
X,, with R, 1 X, and X, #X,, iff (x,df(x)) lies in Z,. Finally f IX, has an ordinary Morse 
critical point at x iff Df is transverse to N*X, at x. This completes the proof of (i)o(ii). 
(ii)o(iii). The condition that i(Aa,x)>O and i(J 8, x)=0 for all /?#a is equivalent o 
requiring that (x, df(x)) E Z,. The image Of(F) intersects Z, transversally inthe ideal defining 
Df(@“) in a neighbourhood of (x, df(x)) generates the maximal ideal in the local ring of Y. at 
(x,df(x)). Since Z, is smooth this is equivalent to i(x a, x)= 1 by Proposition 7.2 
of [13]. Cl 
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COROLLARY 5.3. A critical point of the function f at x E X, is Morse ifs i(f, x) = m,. C 
Suppose now thatf: @ “+@ has an isolated critical point at 0 and letf, be a Morsification 
off: For t#O and sufficiently small let n, denote the number of critical points off, on X,. 
PROPOSITION 5.4. With the notation above, i(f a, 0) = n, and i(f 0) = 1 n,m,. Itfollows that 
a 
n, > 0 ifs Of(O) E Y,. 
Proof: If f, is a Morsification off then, by Proposition 5.2, in a sufficiently small 
neighbourhood of 0 Of,(V) intersects Y, transversally and all points of intersection lie in Z,. 
Moreover, since the intersection multiplicity at each Morse critical point on X, is equal to 1, 
the total intersection multiplicity must be n,. By the invariance of intersection multiplicities 
under deformation the intersection multiplicity of Df(Q=“) with Y, at 0 must also be nrr. The rest 
of the proposition follows easily. 0 
COROLLARY 5.5. The numbers n, are independent of the choice of Morsification. 0 
We now turn to the task of relating the intersection multiplicity i(f x) to the dimension of 
the algebras C”,,,/O,,.fand so to the a(X) codimension offat 0 when x = 0. 
Let 9’ denote the structure sheaf of LC(X), 9’” that of Y, and let 9 denote the ideal sheaf 
in 9’ defining Df(@“) A K(X) and 9” the analogous ideal sheaf in Y”. The following results 
are proved in [ 131, Proposition 7.1 and Example 7.1.3. 
PROPOSITION 5.6. Suppose (x, df(x)) is an isolated point ofintersection ofDf(@“) and LC(X). 
Then; 
(9 i(f, a, x) I dime yk/ (xj /6/(x, and equality holds ifl Y, is Cohen-Macaulay at Df(x). 
(ii) i(f, x) I dime ~PDf(xj/4~r(xj with equality if and only if LC(X) is Cohen-Macaulay 
at Df(x). cl 
Note that a variety is said to be Cohen-Macaulay at a point if its local ring at that point is 
Cohen-Macaulay. 
We also have the following lemma. 
LEMMA 5.7. For any function f the sheaf homomorphism Df *: 9+o, induces an 
isomorphism, 
Y Df(X) ‘; an.x 
.f D/(x) @x,,f 
for all x in @“. 
Proof Let 9 denote the structure sheaf of T*@“, 2 the ideal sheaf of Of(P) and 2 the 
ideal sheaf of LC(X). Then Df induces an isomorphism Df *: p)/2+on which takes 2 to O,f: 
It follows that 9’1.9 r 913 +I z 0,/0x$ q 
COROLLARY 5.8. Iff has an isolated critical point dt 0 and n, is the number of critical points 
of a Morsifcation off on X,, then c mani, <dime: Uo,,O/J,( f) with equality iff LC(X) is 
O1 Cohen-Macaulay at (0, df(0)). 
Proof: From Proposition 5.4, Proposition 5.6 (ii) and Lemma 5.7. 0 
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Example 5.9. (compare [173, p. 428). Let X be a non-singular subvariety of @” containing 
0. We can assume X is defined by x1 =x2 = . . . = x1 = 0 for some 1 with 0 < 1 I n. The module 
of vector fields tangent to X is generated by 
xialaxj i= 1, . . . , 1 and j=l, . . . , 1 
and a/ax, i=l+l, . . . , n 
and the logarithmic stratification is clearly 
x, = @“\X; x,=x. 
If(x,, . . . ) x,,pl . . . pn} are coordinates for T*@“, the logarithmic subvariety is defined by 
X,pj=O i=l,..., 1, j=l,..., 1 
pi=0 i=l+l,...,n 
and so consists of two n-planes intersecting along (n-l) dimensional subspaces. This is 
Cohen-Macaulay iff I= 1, that is X is a hypersurface. Let f(xl, . . . , xn)= i xf. Then 
i=l 
dime G,,-,/Jx(f) = I+ 1, but it is easily seen t’hat a Morsification off yields only 2 critical 
points, one on each stratum. This example leads immediately to the following result. 
PROPOSITION 5.10. Let X,0 be a subvariety of@“, 0 of codimension > 1. Then LC(X) is not 
Cohen-Macaulay at any point in X x (0) c LC(X). 
Proof: The example shows that LC(X) is not Cohen-Macaulay at points in (X\Sing 
(X)) x (0). Since Cohen-Macaulay is an open property this implies the result. 0 
Examples of hypersurfaces for which LC(X) is Cohen-Macaulay at all its points are given 
in $6 and $7. Even for subvarieties of higher codimension all is not lost. Let LC(X)- denote 
the closure of the subset of LC(X) obtained by deleting the component Y, coming from the 
logarithmic stratum X,, =@n\X. In local coordinates {x1, . . . , x,, pl, . . . , p”} for T*@“, Y, 
is given by p1 = . . . = p” = 0. We shall see in $7 that LC(X)- may be Cohen-Macaulay even 
when LC(X) is not. Moreover, we have the following adaptation of Corollary 5.9. 
PROPOSITION 5.11. Let {X,},,, denote the logarithmic strata of X excluding X, = @“\X. 
Iff has an isolated critical point at 0 and n, is the number of critical points of a Morsijcation of 
f on X,, then 
(identifying O,,,.f with its image in 0,,o) with equality ifs LC(X)- is Cohen- 
Macaulay at (0, df(0)). 
Prooj: The proof is essentially the same as that of Corollary 5.9 except hat Lemma 5.7 is 
replaced by 
-4p&,q 2: 0 x,x 
f&,,, @X,,.f 
where Y- is the structure sheaf of LC(X)- and 9- is the ideal sheaf defining 
LC(X)- nDf(@“). To see this let %- denote the ideal sheafdefining LC(X)- and note that the 
isomorphism Of *: g/.? z 0, takes y- = f, + f to yx + O,,;f: 0 
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Remark. The action of 9(X) on On,0 induces an action on 6x,0 and it seems likely that 
dime C’,,,/O,,,.f can be interpreted as the codimension of the orbit of a(X) through the 
image offin 0x,0. This will be finite if the restriction off to each logarithmic stratum, 
excluding @“\X, is non-singular at 0. Note that if the singular locus off has dimension 
higher than 0, but lies in C”\(X\{O}) then dime C”,,,/O,,,.f will be finite even though 
dime fi,,, /O,.,.j’will not be. 
As a second application of Proposition 5.6 and Lemma 5.7 we can show that, for 
holonomic varieties, Morse singularities are characterized by the fact that they have 
“minimal multiplicity”. 
PROPOSWON 5.12. Let X be a holonomic subvariety of 02” with logarithmic stratification 
{X,} and letfbeafunctionon @“. Thenfhasa Morsecriticalpoint at x EX, iffdimc OO.,x/O,~x~f 
=m,, the multiplicity of the component Y, in LC(X). 
ProoJ: By Corollary 5.3, Proposition 5.6 (ii) and Lemma 5.7 it is sufficient o prove that 
LC(X) is Cohen-Macaulay at points in Z,, for each c(. Let 
i 
i U,(X)a/aXj 
j= 1 I 
I 
generate Ox 
i=l 
in a neighbourhood of 0 and denote the matrix (aij(x)) by C. Recall that in $1 we defined A, to 
be the union of logarithmic strata of dimension < r; this is given a natural analytic structure 
by regarding it as the variety defined by the determinants of the (r + 1) x (r + 1) minors of C. If 
X, is a logarithmic stratum of dimension r we denote by R, the component of A, with 
underlying space R,. 
LEMMA 5.13. gal is Cohen-Macaulay at points in X,. 
Proof. Let x E X, and d = dim X,. The local triviality of X along X, implies that, in a 
neighbourhood of x, X, is a product of a d-dimensional smooth variety and a O-dimensional 
variety. Since any O-dimensional variety is Cohen-Macaulay its product with a smooth 
variety will also be Cohen-Macaulay. 0 
Returning to the proof of 5.12, let x1, . . . , x,, pl, . . . , pn be coordinates for T*@“; then 
LC(X), with structure sheaf 9, is defined by 
c.p=(::2::::~~~~~) (::)=4. 
If XE X, with dim X,=r then in a neighbourhood of x we can assume C has the form 
where I, is the r x r identity matrix. Thus. in a neighbourhood of x, LC(X) is given by 
(;;)+R(‘b:‘)=O (1) 
and 
S(pp:)+T(‘;‘)=O. (2) 
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By multiplying (1) on the left by S and subtracting from (2), we can replace (2) by 
P r+1 
(T-SR) ; ( J =o. (3) P. 
Note that the matrix C has rank equal to I iff 
(T-SR)=O. (4) 
Moreover, if (x, p) E Z, then LC(X) is equal to Y, in a neighbourhood of (x, p) and, since at all 
points in Y, (4) is satisfied, it follows that (4) can replace (3) in the set of defining equations for 
LC(X) near (x,p). 
Let Vdenote the fibre of T*@” at 0 and identify T*@” with @” x V. Then(4) defines x, as a 
subvariety of C” and also x, x Vas a subvariety of C” x V. Since x, is Cohen-Macaulay at x 
it follows that the same istrue for R, x Vat (x, p). Let L denote the local ring of 8, x V at 
(x, p) E Z,. Then 
where 
Y (X,P) rLl((gl? ’ * . 2 91)) 
gS=pS+ i rSjpj for s= 1,. . . , r 
j=r+l 
[since LC(X) is defined by equations (1) and (4)]. Since dim (8, x V)=r+ n and 
dim LC(X)=n it follows that gl, . . . , gr is a regular sequence in L ([ 171 Theorem 8.21A(c)) 
and so y(,,p, is also Cohen-Macaulay ([17], Theorem 8.21A(d)) as required. q 
Finally we give two results, calculating n, in the cases X, = @“\X and OE X,. If X, is the 
logarithmic stratum @“\X and Y0 is the corresponding irreducible component of LC(X) then 
clearly Y, = {(x, p) E T*@” : p = 0} which is Cohen-Macaulay at all its points. It is also clear 
that y&i=%,,, E uo..,i(af/ax,, . . . , ww, and so Proposition 5.6 (i) and Proposition 
5.4 give the following 
PROPOSITION 5.14, Iff is a function with an isolated critical poinr at 0 and f; is a 
MorsiJcarion off then, for t #O sufficiently small, the number of critical points ofJ on Y. is 
no=dimc~,.ol(aflaxI, . . . , af/w, 
i.e. the usual Milnor number off at 0. 0 
A similar result is true if X, is the stratum containing 0. Without loss of generality we cn 
assume this is defined by x,+ 1 = . . . =x,=0 and so the corresponding Y, is 
Y~={(x,p)~T*@“:x,+~=. . ..=x,,=O=p,= :. . =p,}. 
This is Cohen-Macauiay. Moreover 
G/(x,lGjtx) 2 ~0~. o /(@ax,, . . . , @ax,), 
where f=f 1 X, and so we have 
PROPOSITION 5.15. Iff is a function wih an isolated critical point at O,f; is a Morsijcation 
off and 0 E X, then, for t #O sufficiently small, 
n, = dime US,, /(aflax,, . . . , dj/ax,),. q 
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$6. FREE DIVISORS 
Free divisors were first introduced by Saito in [33]. They are particularly interesting in 
the present context because, as we show in Proposition 6.3, for a holonomic free divisor 
X, LC(X) is a complete intersection and therefore Cohen-Macaulay. 
Dejnition 6.1. A reduced hypersurface X, 0 c C”, 0 is said to be a free divisor if O,., is a 
free L-“,, -module. 
If X is a free divisor then Ox,0 is necessarily generated by n elements. 
PROPOSITION 6.2. [33, 353 (i) Let X,Oc @“,O be a reduced analytic hypersurface and let 
Si= i &,8/8x,, for i= 1, . . , n be elements of O,,, with the property that det (cij) is a 
j=l 
defining equation for X. Then X, 0 is a free divisor and Ox,0 is freely generated by 6,, . . . , 6,. 
(ii) A reduced weighted homogeneous analytic hypersurface X,Oc @“, 0 is free tff its 
singular locus is a Cohen-Macaulay subvariety of dimension n-2. 0 
PROPOSITION 6.3. Zf X, 0 c C”, 0 is a reduced analytic subvariety any two of the following 
properties implies the third. 
(i) The logarithmic stratification of @“,X is holonomic. 
(ii) LC(X) is a complete intersection. 
(iii) X,0 is a free dioisor. 
Proof: Suppose the logarithmic stratification of @“,X is holonomic. Then LC(X) has 
dimension n and so is a complete intersection iff Ox,e is generated by n elements. Since any n 
generators must span the tangent space to @” at every point in C”\X it follows that they must 
freely generate 0,. 0. Hence (i) + (ii)*(iii) and (i) + (iii)+(ii). 
If X,0 is a free divisor then LC(X) is defined by.n equations and so is a complete 
intersection iff it is n dimensional and hence iff the logarithmic stratification of @“,X is 
holonomic. This completes the proof. 0 
Examples. (a) Let X, 0 be the discriminant of a versa1 unfolding of a holomorphic germ 
f: Cm, O+@, 0 with an isolated singularity. Then X, 0 is a free divisor and is holonomic ifff is a 
simple singularity (see [ 1,6,33,42]). 
(b) Let X,0 be the full bifurcation set of a versa1 unfolding of a holomorphic germ 
f: Cm, O+@, 0 with an isolated singularity. Then X, 0 is a free divisor and is holonomic ifff is a 
simple singularity (see [7, 373). 
(c) If X, 0 is the germ of a reduced plane curve then X, 0 is a free divisor (see [33], p. 269) 
which is clearly always holonomic. In the special case when the defining equation 
f(x,,x,)=O is weighted homogeneous, so that assigning weight wi to xi leads to f being 
homogeneous of degree N (see Definition 7.1), we have 
af af 
wzxlax+w’xzx=Nf 
1 2 
and we can take 
~,=wzx~$-+w,x,& and 6,=2&-g& 
1 2 1 2 
in Proposition 6.2(i). See Proposition 7.2 for a generalization. 
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(d) Let E be a complex vector space on which a finite group generated by unitary 
reflections is acting [S], and let X be the union of the complexified reflecting hyperplanes. 
Then X, 0 is a free divisor and is holonomic ([33]). Many interesting properties of these free 
divisors extend to more general “free arrangements of hyperplanes”, i.e. unions, X, of 
hyperplanes in @” for which the hypersurface germ X,Oc @“,O is a free divisor ([36]). 
(e) Let E and W be as above and let n be the quotient variety E/W. Then R may be 
regarded as a complex vector space and it contains a divisor rf corresponding to IV orbits 
with non-trivial isotropy subgroups (i.e. r? is the ramification locus of the projection 
rr : E-Q). Then 8,O c R, 0 is a free divisor and is holonomic. In the case when I&is one of the 
Coxeter groups Ak, D,, Eg, E,, E, then 8,O c R, 0 is isomorphic to the discriminant of the 
corresponding simple singularity. Quotient spaces of finite group actions will be considered‘ 
in full generality in @. 
Let X,0 be a holonomic free divisor with logarithmic strata X,, Xi, . . . , X, (where 
X,=@“\X)andletm,fora=O,. . . , k denote the multiplicity of X, in E(X). As LC(X) is a 
complete intersection we obtain the following from Corollary 5.8 and Proposition 5.12. 
PROPOSITION 6.4. (i) A function f: @” +@ has a Morse critical point at XEX, ifs 
dime: O,,,Px,:f=m,. 
(ii) Let f: C", O-r@ be a function germ with an isolated critical point and let f; be a 
Morsification off: If n, is the number of critical points ofJ on X, then 
1 m,n, = dim 0,. o IO,, o .1: 0 
We shall see that the minimal multiplicities m, can frequently be calculated. The following 
observation is useful. In many cases the coordinates xi, . . . , x, of C” have natural weights 
w1,. . ., w, with W,SW,I.. . I wn, so that the defining function f(x,, . . . , x,) of X,0 is 
weighted homogeneous of degree N. Moreover, the vector fields a,, . . . , 6, often have a 
natural weighting, where weight 6i = di means that if g is homogeneous of degree d then 6ig is 
homogeneous of degree di+d. We shall suppose that d, _<d, I . . . . Id,; note that we can 
take 6, to be the Euler derivation l/N i wixid/axi, SO that d, =O. Writing 6i= t tijd/axj 
j=l j=l 
we note that since det (tij) is a unit multiple of the defining function we have N = 2 di + wi. If 
i=l 
m(X, 0) denotes m, for that a with 0 E X, then, by Proposition 6.4(i), m(X, 0) is the minimum 
value ofdimc cO,.,/(S,. 1, . . . , 5,. 1) as 1 varies over all linear forms. Let 1’ be a general inear 
form of lowest weight (i.e. I’= 2 aiwi where w, =w2 = . . . =w,, w,+ 1 > w,). If 
i=l 
6,1’=. . . = d,l’ = 0 has an isolated solution x = 0 for some such 1’ then, using a weighted 
version of Bezout’s theorem, it is easy to see that 
0 Il.0 
m(X,O)=dimc(sl,*I,, . . . ) a,./,> = 
ifil(di+Wi) 
. n 
g1 Wi 
Examples (continued). (a) Let f: @“,O+@,O be a weighted homogeneous germ, 
f=f(z1, . . . , z,), with weight Zi=ai and degree f=a. We choose a basis gi, . . . , gn for 
G,,,, o/J( f) and consider the mini-versa1 unfolding F =f + f xigi. We may suppose that gi is 
i=l 
homogeneous of degree /Ii with /I1 I& I . . . <Pn. Assigning xi weight a-pi (possibly 
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negative) F is weighted homogeneous of degree a. We write 
F.gj= ~ Ui(Z,X)aF/aZi+ ~ (ij(X)gi 
i=l i=l 
and set 
these vector fields are weighted homogeneous of degree Bj and form a free basis for the vector 
fields tangent o the discriminant off; whose defining equation is homogeneous of degree nr. 
If pi < c( for each i, so each xi has positive weight, thenfis a simple singularity. In the case of an 
A, singularity we have a = n + 1, fli = i- 1 and so with the notation of previous paragraph, 
ifi (di + WJ pi+ 1) 
= 1. 
iQ wi =i@n+2-iJ 
Consequently it appears that these discriminants can support a stable germ (i.e. one whose 
multiplicity equals l), given by projection to the coefficient of z”-l, with the usual choice of 
basis gi, . . . , gn. This is indeed the case [l, 6,421. Similar results hold for D,(n24), E,, E, 
and E, singularities. 
As mentioned above, if the discriminant is not that of a simple singularity we no longer 
have a holonomic germ. Nevertheless, in many cases these discriminants do support stable 
functions; in particular if f is weighted homogeneous as above and none of the gi are 
homogeneous of degree c1 (see [6,42]). These therefore are the examples promised in Remark 
3.4. On the other hand the discriminants of the simple elliptic singularities &, E, and I?, 
cannot support functions with isolated critical points since all vector fields tangent to it 
vanish along a l-dimensional subvariety containing 0 [6]. In this last case it is also difficult to 
* consider Morse functions since there are no known Whitney stratifications of the 
discriminants. 
(b) Let f be as above and suppose that g1 = 1 and gi E A, for i 2 2. Write 
F’= 2 a,(z, x) dF/dzi + t Sij(X)Si + <j(X) 
i=l i=Z 
and set 
sj= t rij(x)a/axi llj<n-1. 
i=Z 
These vector fields are homogeneous of degree (j- I)a, and form a free basis for the vector 
fields tangent o the full bifurcation set X, 0 c @“- ‘, 0. In particular the defining equation of 
X,0 is homogeneous of degree 
n-l n-l 
N=j~l((j-l)a+a-aj)=(IR)n(n-I)a-j~lBj; 
it is not difficult to see that, with the exception offof type A,, the minimum multiplicity is 
always strictly greater than 1 and so there is never a stable function on such a bifurcation set. 
(c) Let X,0 be the germ of a weighted homogeneous plane curve given byf(x,,x,)=O 
with Xi having weight wi, wi I w2 andf having degree N. The vector fields a,, b, given above 
are a free basis for O,(X) and the minimum multiplicity m(X,O) is given by the remark above 
to be 
wl(N-w,)/w,w,=(N-w,)/w,. 
In the case ~‘i = w2 (= 1, say) this value is clearly attained by any linear form which does not 
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determine a singular tangent. If wr < w2 we need to check that x1 =O, df/Zx, = 0 has 0 as an 
isolated solution. So ifx, is not a factor of afldx,, that is xi is not a factor off, again this value 
is attained. It is clearly, in both cases, 1 less than the multiplicity of X, 0. In fact this is always 
true; for, if 1 =alxl +a,~, is not a singular tangent, the multiplicity of 0 as a solution of 
6,./=0=6,.1, that is 
(w,/N)u,x, +(w,/N)a,x,=O=a,af/ax, -aldf/dx,, 
is clearly 1 less than the multiplicity of X. A generalization of this to higher dimensions is 
given in Proposition 7.7. 
Plane curves are sufficiently simple fc- it to be possible to calculate the number of critical 
points of a Morsification of a germ on each stratum. For simplicity let X, Oc C2, 0 be the 
germ of an irreducible plane curve and let cp: @, O-+c2, 0 be a parametrization of X, 0. If X, 0 is 
singular the logarithmic strata of X,0 are c2\X, X\O and (0). 
Let g: c2,0+@,0 be a holomorphic function, gl: c2, O+@,O be a holomorphic family 
with g,, = g and g1 Morse for 1# 0, 1, near 0. Then, at 0, ker dg,(O) and the singular tangent line 
to X meet transversally, and at any point x E X\O with g ) X singular this restriction has an A, 
singularity and dg(x)#O. We now consider the composite glo(p: C-+@. For small E. the 
singular points of glo(p near 0 are 0 and those points t (say m in number) with q(t) a singular 
point ofg, IX\{O}. M oreover these latter are all Morse singularities. Now the Milnor number 
of gocp at 0, p(gocp), isone less than the intersection multiplicity, I(cp, g), of X, 0 and {g = 0}, 0, 
while the Milnor number of glo(p at 0, ;L#O, is one less than the multiplicity of X,0. Thus 
Z(cp,g) =multiplicity (X,O)+m, and any Morsification of g has 1 critical point at 0, 
l(go, g) - mult (X, 0) critical points on X\(Of and p(g) critical points on C2\X. 
Let us consider a concrete example. Let X, 0 c UZ2, 0 be an A, _ 1 singularity defined by 
h(x, y)=x: -x: =O, where k is odd. This is weighted homogeneous with weights 
wi = 2,w, = k and degree N = 2k. The minimum multiplicity m(X, 0) = 1. There are three 
logarithmic strata: 
X,=@2\X, X,=X\(O), X,=(0]. 
The corresponding components of K(X) are given by: 
Y0={p1=p2=O}, Y,={ xi-x:, 2x,p,+kx,p,=O}, Y,=(x,=x,=O}, k- 
each Yi being a complete intersection. 
Let g(x,, x2) = x;’ +x3; from the above we find that the intersection multiplicities, rri, of 
Dg with Y are 
no =dimc o,,,i(agiax,, ag/ax2)o =(Q - l)(r2 - 1) 
I 
2r,-2 
nl= kr,-2 
if 2r,<kr,,, 
if 2r,>kr,, 
n,=l. 
Note that dime 0,. ,,/O,. g = no + n, + 1. n2, as it should, since 
00.g=fi2,0.(2xlag~axl+kx2ag~x2, 2x,aglax, +kx-:-lag/ax,) 
=Co2qo.(2r,x;+kr2x;, 2r,x~-‘x2+kr2x~-‘x~-‘), 
which, as the reader may care to check, has dimension equal to: 
r,r2+rI-r2 if 2r, 5 kr,, and 
r,r,-rr,+(k-l)r2 if 2r,>kr,. 
CRITICAL POINTS OF FUNCTIONS ON ANALYTIC VARIETIES 79 
(d) Let X, Oc C”, 0 be a collection of hyperplanes through 0 and assume Ox is freely 
generated by 6,, . . . , h,,, and that all the di vanish at 0 (equivalently, the intersection of the 
hyperplanes consists only of (0)). Since X, 0 is homogeneous we may suppose that the vector 
fields 2ii are homogeneous of degree di. Writing Jj= 2 5ijd/dxi and recalling that (det (5ij) = 0 
i=l 
is an equation for X, we see that the number of planes in X is n + f di. Moreover m(X, 0) is 
i=l 
fi (di + l), since if 1 is linear, 6jl is homogeneous of degree dj + 1. In particular we note that 
i=, . . 
X, 0 supports a stable function iff each di = 0. This is equivalent o there existing a change of 
coordinates so that X is the union of the coordinate hyperplanes of @” and 6i=xid/zxi. 
SupposeHi,. . . , H, are hyperplanes uch that X = fi Hj and let Y(X) denote the set of 
j= 1 
subspaces of @” of the form n Hj for some subset J c { 1, . . . , a}. The set P’(X) is partially 
joJ 
ordered by inclusion and there is a bijection between Y(X) and the logarithmic strata of 
(Q?‘, X) given by 
(note that C”E Y(X) corresponds to @“\X). The logarithmic stratification in a neighbour- 
hood of x E X(S) is given by the arrangements ofhyperplanes {Hj : Hj I S} which is again free. 
If the degrees of the vector fields tangent o this arrangement are d,(S), . . . , d,,(S) then the 
argument above shows that the minimum multiplicity at x, denoted m(X,S), is equal to 
ifl1 (d,(S) + 1). Te rao [36] has found an interesting relationship between these numbers and 
the Mobius function of the lattice Y(X). 
The component N*S of LC(X) corresponding to SE 2’(X) is the co-normal bundle to S in 
@“, which is simply an n-plane. Iffis a function on @” with an isolated critical point at 0 then 
the intersection multiplicity of Of with N*S is 
n(S)=dimc o,.,i(af kiay, . . . afuw,, 
where y,, . . . , yk is a coordinate system for S. So in this case it is particularly easy to calculate 
the number of critical points of a Morsification on each stratum. For example, if f is 
homogeneous of degree r then any Morsification offhas (r- l)d(S) critical points on S, where 
d(S) is the dimension of S. Our original motivation for this paper was the problem of 
obtaining similar formulae for arbitrary free divisors. This remains unsolved. 
(e) A general discussion of functions on quotient spaces of group actions is given in $8. 
$7. COMPLETE INTERSECTIONS WITH ISOLATED SINGULARITIES 
We begin by considering a special class of isolated complete intersection singularities for 
which 0, is particularly nice, namely those which are weighted homogeneous. 
Definition 7.1. A germ of a subvariety X, 0 c Q=, 0 is said to be weighted homogeneous if it is 
defined by a map germ h : C”, O-&,0 with the property that there exist integers w,, . . . , w, 
and d,, . . . , dl such that for every t E C, 
jJPxl, . . . , Px,)= td$(x,, . . . , x,) j= 1, . . . ,I. 
PROPOSITION 7.2. [39]. Let X, OC C”,O be a complete intersection germ with an 
isolated singularity, defined by a weighted homogeneous map germ h : @“, O+@‘, 0. Then 0, is 
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generated by the vector fields hi8/6xj, where i = 1, . . . , 1 and j= 1, . . . , n, the Euler vector 
jield icI wjxi a/ax, and the “trivial vector Jields”: 
a a 
axil . . . axi, + I 
ah, ah, -- 
axi, . . axi,+, 
ah, ai, -- 
axil .. . axi, + 1 
for all (I+ I)-tuples i,, . . . , i,, 1 satisfying 1 li, <i, . . . <i,+ 1 In. 
Proof: The submodule of 0, consisting of vector fields which vanish on X is generated by 
{hia/axj j. To obtain a complete set of generators we need to add to these a set of vector fields 
which induces a generating set for the module of derivations of &‘“,,,/(h,, . . . , h,). Kersken 
has proved that the trivial vector fields together with the Euler vector field form such a set (see 
[39] p. 617). 0 
Thus if X is a weighted homogeneous i olated complete intersection singularity, LC(X) is 
the subvariety of T*C” defined by 
and 
i=l,..., 1 j=l,..., n (7.1) 
=o l<i,<i,< . . . <il+lIn (7.2) 
(7.3) 
hipj=O 
Pi, . . . Pit.1 
ah ah, 
-... - 
axi, axi,;, 
Let the irreducible components of X be C,, . . . , C,. Then the logarithmic strata are 
X,=@“\X, X, = Ci\{O} for i= 1, . . . , k and Xk+r = (0) and LC(X) has irreducible 
components yi= N*Xi, those with 01 is k occurring with multiplicity mi= 1. By 
Proposition 5.10 LC(X) can only be Cohen-Macaulay at points in X x (0) c LC(X) if X is a 
hypersurface. 
However, as suggested in $5, we can overcome this problem by deleting the component 
Yo=(p*=. . . -p,=O} and d e fi ning LC(X)- to be the subvariety of T*@” obtained by 
replacing equations (7.1) above by 
h,=O, i= 1,. . . , 1. (7.1) 
Clearly the irreducible components of LC(X)- are Y,, . . . , Y,, I and these occur with the 
same multiplicity, m,, as in LC(X). 
PROPOSITION 7.3. 11X, 0 c C”, 0 is a weighted homogeneous isolated complete intersection 
singularity then; (i) LC(X)- is Cohen-Macaulay, (ii) LC(X) is Cohen-Macaulay at all points 
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not in X x (01, but; (iii) if X is not a hypersurface then LC(X) is not Cohen-Macaulay at points 
in X x (0). 
We saw in the previous section that if X is a plane curve singularity then LC(X) is 
Cohen-Macaulay (in fact it is a complete intersection); we do not know whether this extends 
to hypersurfaces in higher dimensions. 
Proof: (i) Being Cohen-Macaulay is an open property, so it is sufficient to show that 
LC(X)- is Cohen-Macaulay at (0,O) in T*C”. If R denotes the local ring of T*C” at (O,O), that 
of LC(X)- is R/Z where I is the ideal generated by the elements in (7.1)‘, (7.2) and (7.3). Let A 
denote the matrix 
and u the n vector (w,x,, . . . w,x,). Then A .u is the vector t w,xipi,d, h, . . . , 4h by 
i=l > 
the weighted homogeneity of h. Thus I is generated by the components of A.u and the 
(I+ 1) x (I+ 1) minors of A. A theorem of Buchsbaum and Eisenbud ([lo] Theorem 5.1) 
states that R/Z is Cohen-Macaulay if grade (I; R) = n. This is equivalent o requiring that the 
codimension of the support of R/Z is equal to n and hence that LC(X) hascodimension n, 
which it does, since X is holonomic. 
(ii) This follows from (i) and the fact that, at points in LC(X)-\{X x {0}), LC(X) has the 
same structure as LC(X)-, while in Y,\(X\{O}) it is a complete intersection. 
(iii) This is a restatement of Proposition 5.10. 0 
Iff: @“-*C is a function and x E C” we define @,,,.Sto be the ideal in U,,, generated by 
the germs at x of the functions obtained by substituting 8f18xi for pi in (7.1)‘, (7.2) and (7.3). 
PROPOSITION 7.4. Let f have an isolated critical point at x. Then dimcO,,./O,,,.f 
>dimc S,,,/O~,,-f +dim,0,,./(~f/ax,, . . . aflax.>, with equality if either x E@“\X or 
df(x)#O. Moreover, if XE@“\X then dimeOO,,,/O,,,.f=O while if df(x)#O 
dime: O,,,l(af ax,, . . . , afllax”)“=O. 
Zf X is not a hypersurface then the above sujicient condition for equality is also necessary. 
Proof: Since LC(X) is the union of the Cohen-Macaulay subvarieties LC(X)- and 
{PI = . * . =p.=O} we ha ve, with the notation of Definition 5.1. 
i(f,x)=dimc O,,./O,,.f+dimc o,,,lGflax,, . . . , aflax.>,. 
Also from $5 we have dime O,,X/O,,,.f~ i(f, x) with equality iff LC(X) is Cohen-Macaulay at 
Df(x). The rest follows easily from Proposition 7.3. 0 
From Propositions 7.3 and 7.4 we obtain the following corollaries. 
COROLLARY 7.5. A function f has a Morse critical point at x E Xi, i = 1, . . . , k + 1, ifeither 
dime Lo,,,/Ox,, .f= m, or, equivalently, dime O,,,/O,. .f = mi (where, for i # k + 1, mi = 1). Zf 
x E X, then f has a Morse critical point at x ijfdimc On.x/OX,x.f= 1. 0 
TOP 27:1-p 
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COROLLARY 7.6. Let f: @“, O-+@, 0 be a function germ with an isolated critical point and let 
ni be the number of critical points of a Morsijication off on Xi. Then 
i$,ni+m k+l=dimcG,,O/@,,O.fl 
no = dim 0,. ,lGflax,, . . . , aflax,),, 
with equality if df(0) #O. 0 
We can also give another characterization of the minimal multiplicity mk + , , generalizing 
that given for plane curves in $6. In fact this is a special case of an alternative geometric 
interpretation of dim G,, o/O,, of: 
PROPOSITION 7.7. Let X, 0 c C”, 0 be a weighted homogeneous isolated complete intersec- 
tion singularity and let f: C”, O-C, 0 be a function germ with an isolated critical point. Then 
Y,O=f -‘(O)nX,O is an isolated complete intersection singularity with Milnor number 
p( Y, 0) equal to dim, Co,,,/@, o’f: In particular the minimal multiplicity, mk + 1, at 0 is equal to 
the Milnor number of a generic hyperplane section of X,0. 
Our proof of this uses the following results, shown to us by Ruud Pellikaan (for other 
applications of related ideas to singularity theory, see [30]). 
PROPOSITION 7.8. Let R be a local ring, A a q x p matrix, with p 2 q and v a sequence of p 
elements in R. Let A^ denote the (q- 1) x p matrix obtained by deleting the last row of A and put 
u=(ul,. . . , uJT=A.vT 
fl=(ul,. . . , uq_JT=A.vT. 
Denote the ideal in R generated by the q x q minors of A by I,(A) and define I,_ ,(A) similarly. 
Finally let 
I,=I,_,(~)+(u,, . . . , u~_~).R 
12=Zp(A)+(u,, . . . , u,).R 
I=I,(A)+(u,, . . . , ic,_,).R 
Then, if grade (I,; R)=p there is an exact sequence 
where a is induced by multiplication by uq. 
Proof: We use some homological algebra due to Buchsbaum and Eisenbud [lo]. In their 
notation I, = J(A, v) and they construct a complex K,(A, v) which gives a resolution of R/l, 
when grade (I, ; R) = p. This complex is the total complex of a double complex, part of which 
is given by 4 
i i 
___+__+ A 4-2RP + 1\4-2R4 
1 1 
-+___, Aq- ‘RP + Aq-‘Rq 
1 1 1 
+M + A"RP -+ AqRq 
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where M is defined in [lo], the homomorphism AiRp +AjR4 is AjA and the vertical maps are 
given by exterior multiplication by either u or IL 
Suppose rq is an element of R whose class mod I, lies in the kernel of a, that is rquq E I,(A) 
+(u,,..., u,,_ 1 )R. This means that there exist r E Aq-‘Rq and SE AqRP such that AqA(s) 
--I A u =O, that is (r, s) is a cycle in K ,(A, u)= Aq- ’ Rq 0 AqRp. If grade (I,; R)=p then 
K,(A,u) is exact and so there exists (u,~,c)EK,(A,u)=A~-~R~ @Aq-iRp@M such that 
ar\u-Aq-lA(b)=r.Thisimpliesthatrq~Iq--l(A^)+(ul,. . . , u,_,).Randsokera=O.The 
exactness of the rest of the sequence is easy to see. a 
COROLLARY 7.9. With the notation of Proposition 7.8, if R is a Cohen-Macaulay ring of 
dimension p and l(R/I)< 00 then 
I(R/I)=I(R/I,)+I(R/I,). 
Proof If I(R/I,)< 00 then /(R/Z,)< 00 and so dim (R/I,) =O. Since R is Cohen- 
Macaulay, grade (I,, R) is equal to dim R -dim R/Z, = p and so we can apply Proposition 7.8 
to obtain an exact sequence which yields the corollary. 0 
ProofofProposition 7.7. Using the notation of 7.1, we apply Corollary 7.9 with R = Oln,O, 
p=n, q=1+ 1, o=(wixi, . . . , w,x,) and A equal to the matrix 
ah, ah, 
F/ax, 
(I I) 
ait, ah, 
ax,‘.‘ax, 
af af - - 
dx, . . . dx, 
we have 
dim, R/I z = dime Cn_ JO,, x. f 
while dime R/Z, is equal to the Milnor number of X at 0 (see [24] Proposition 9.10) and 
dime R/I is equal to the sum of the Milnor numbers of X and Y ([24] (Lila)). 0 
For a general isolated complete intersection singularity the structure of 0; is more 
complicated. However we can proceed by restricting attention to a simpler subsheaf, that 
generated by the trivial vector fields, which will be denoted by 0;. If X, 0 is defined by the map 
germ h: @“,O+@‘,O and xi, . . . , x,, pl, . . . , p. are coordinates for T*@” then we define 
LC(X)T to be the subvariety of T*@” given by 
d”; . . . 6, 
- - 
axi, .* . axi,+ 
ah, . *. ah, - - 
axi, axit + 
=o i=l,...,I 
=o lli,<i,< . . . <i,+,<n. 
All the discussion given in $1 and $5 is easily modified to treat this situation. Note in 
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particular that the logarithmic stratification (of X) given by 0% is still holonomic, in fact it is 
the same as that given by Ox, and so LC(X)T is n-dimensional. Clearly INCA has the same 
irreducible components (Yi):z,’ as LC(X)-, corresponding to the logarithmic strata 
Xi=Ci\{O} for i= 1, . . . , k and X,, 1 = (0). The first k components till have multiplicity 1, 
but &+, will appear with a multiplicity m(X,O)T in general greater than that with which it 
appears in K(X)-. The advantage of LC(X)T is that we have the following result. 
PROPOSITION 7.10. Zf(X, 0) is an isolated complete intersection singularity then LC(X)T is 
Cohen-Macaulay. 
ProoJ: Let R denote the local ring of T*@” at (0,O) and let S=R/(h,, . . . , h,)o,,,. Let A 
denote the matrix 
and let B denote the matrix with entries in S induced by A. The local ring of LC(X)’ at (0,O) is 
equal to S/Z where I is the ideal generated by (I+ 1) x (I + 1) minors of B. Since S is a complete 
intersection, and hence Cohen-Macaulay, a theorem of Hochster and Eagon (Cl93 
Corollary 4) states that S/I is Cohen-Macaulay if grade (I; S)= n- 1, that is if the 
codimension of the support of S/I in the support of S is equal to n - 1. This is indeed the case 
as dim supp. S = 2n - 1, while dim. supp. S/I = n. 0 
COROLLARY 7.11. (i) Afunctionf: @” -r@ has a Morse critical point at XEX~, i= 1, . . . , k 
(resp. X,, 1) iff dim0,,./0%,,.f= 1 (resp. m(X,O)T). 
(ii) lff: @“, O-rC is a function germ with isolated critical point at 0 and, for i = 1, . . . , k, 
ni is the number of critical points of a Morsification off on Xi, then 
m(X,O)T+ i ni=dim~6,+,/0~.,.f: 
i=l 
0 
We can also give a geometric interpretation of m(X, 0)r similar to that in Proposition 7.7. 
PROPOSITION 7.12. Zf X,Oc @“,O is an isolated complete intersection singularity and 
f : C”, O-r@, 0 is a function germ with isolated critical point, then Y, 0 = i- ‘(0) n X, 0 is also an 
isolated complete intersection singularity and p(X, 0) + ,u( Y, 0) = dime Ln,, 0/OT.0 .f: In parti- 
cular m(X, O)T is equal to the sum of the Milnor number of X and that of a generic hyperplane 
section of X. 
Proof This follows easily from (5.1 la) of [24]. q 
$8. QUOTIENT SPACES 
Let V be an n-dimensional unitary representation of a finite group G and let X = V/G 
denote its quotient space and rc: V-+X the quotient mapping. If {rci}i= 1 is a minimal set of 
homogeneous generators for the ring of invariant polynomials on V the map z can be 
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identified with the map 
V --t @’ 
z H (rri(Z), . . 3 n,(z)) 
and the variety X with the image of this map. It is therefore defined, as a subvariety of @‘, by 
the ideal of relations between the rri. Any holomorphic function on X pulls back, via rr, to an 
invariant holomorphic function on V. In fact 7c* gives an isomorphism between the structure 
sheaf of X, denoted G,, and the sheaf of germs of invariant functions, 0: on I’. In particular 
the local ring of X at 0 is isomorphic to the ring of germs of invariant functions on V at 0. 
There is a natural stratification { X,}f= 1 of X given by the orbit type stratification of V. We 
wish to study stratified critical points of functions on X, given this stratification. In general 
this is not the natural logarithmic stratification of X; if G acts by reflections on V then X = @’ 
and so the logarithmic stratification is trivial, though the orbit type stratification is not. 
Nevertheless many of the ideas of the preceding sections can be adapted to this case. We 
define 0 to be the ox module of vector fields on X which are tangent o the orbit type strata 
or, equivalently, the module of derivations of (Jo which preserve the ideals defining the 
closures of these strata. 
Bierstone [4] (see also Schwarz [34]) proved that this module is isomorphic to that of 
equivariant vector fields on V, denoted O$, the isomorphism being 
7c*: o$-+o 
where (n*5.f)on=<.(forr) 
for all 5 E 0: and f~ 0,. 
PROPOSITION 8.1. The strata of the logarithmic stratijication of X determined by 0 are 
precisely the orbit type strata. Since the orbit type stratijkation is locallyfinite we interpret this 
as saying that the logarithmic stratijication determined by 0 is holonomic. 
Proof Let G, denote the isotropy group of the action of G on Vat z. By the coherence of 
O$, thegermsofrr, . . . 71, at z generate the ring of germs of Gz-invariant functions at z and so 
it must be possible to find a coordinate system zi, . : . , z, round z and order then,, . . . , xl so 
thatni=zifori=l,..., d where d =dim Fix G,. Then clearly {grad xi}!= 1 spans T,Fix G,. 
In a neighbourhood ofz the quotient map rr is isomorphic to the quotient map given by the G, 
action (by the Slice Theorem). This maps the vector fields {grad xi}!= 1 to a set of vector fields 
in 0, the germs of which at n(z) span the tangent space to the stratum containing n(z). 0 
Let K(X) denote the logarithmic characteristic subvariety of T*@’ given by this 
stratification. This is defined in essentially the same way as in $1. 
PROPOSITION 8.2. LC(X) is Cohen-Macaulay. 
Proof Let Z be the subvariety germ of Vx @’ defined by 
j= 1, . . . , n, 
wherez,, . . . , z, are coordinates for Vand pl, . . . , p[ coordinates for Q=‘. The action of G on 
V x @‘, given by the product of the given action on V with the trivial action on @‘, restricts to 
give an action on Z. Let 5: Z-Z/G denote the quotient map. We claim that E(X) g Z/G. To 
prove this we let R denote the local ring of Z at (0,O). Let J denote the ideal in 0, x Ct. (e,ei 
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generatedby{ajar,(r~lpini)j:=l,sothatR=C; y x cl, co,o,/J. The local ring of Z/G at r(O,O) 
is equal to the ring of invariants R G. Straightforward averaging arguments show that 
RG=O y x c,, cO,O,)G/J G and that JG is the ideal in (6;” x cl, (0, O))G obtained by applying 
n 
the equivariant vector fields in O$ to iZ, pi~i. Using the isomorphisms 
(0 v x C’, (0, o,)G g 0, x Cl. (0.0) andO~zOweconcludethatRG~Ox.cl,~O,O~/OO. 
( > 
i pixi and 
i=l 
so LC(X) E Z/G. 
Now we note that since 0 gives a holonomic stratification of X, dim LC(X) = I and so 
dim Z= I. Thus Z is a complete intersection and the Proposition follows from the fact 
that the quotient of a Cohen-Macaulay variety by a finite group action is Cohen- 
Macaulay [ 193. 0 
From the analogues of Corollary 5.8 and Proposition 5.12 we deduce that a critical point 
of a functionfon X is Morse iff it has minimal multiplicity and that the total number of 
critical points of a Morsification of J counted according to multiplicity, is equal to 
dime Ox, o /O, .J 
Notice that, because of the isomorphisms between L”, and ol$ and between 0; and 0 we 
have 
and, at the level of stalks, 
o,,./O,.,.f~((0,,,/0~,,. (fi 7~))~ for ~~71~l(x). 
This leads easily to the following result. 
PROPOSITION 8.3. (i) A function f has a (resp. on isolated) stratified critical point at x E X tJr 
p rt has a (resp. an isolated) critical point at each point y E x- ‘(x). 
(ii) A function f has a Morse critical point at x ifSat each YE n[- l(x) the functionfo IL has a 
critical point giving a minimum valuefor dime (Cov,y/Ov,y(g~~))G over all invariant germs, g, at y, 
with critical points. 0 
There is an important class of unitary representations for which the minimum 
multiplicity of any point x E X is equal to 1. 
Definition 8.4. The representation of G on Vis said to be real if it is the complexification of 
a representation defined over Iw. 
PROPOSITION 8.5. Suppose the representation of G on V is real. Then (i) for all XEX, a 
function f on X has a Morse critical point at x iff f II has a Morse critical point at each 
YE n-‘(x), and (ii) the minimum multiplicity of X at each point x is 1. 
Proof: In [34] Schwarz proves that the representation of G on V is real iff there exists an 
invariant non-degenerate quadratic form on V and hence a quadratic invariant, 7~~ say. He 
also shows that if V is real then all the slice representations of the action of G are real. It 
follows that at any point y of Van invariant function germ may have an ordinary Morse 
critical point and so the minimum value for dimc(O1v,,/Ov,,~g)G, over critical points, is 1. 
Moreover results in [l] show that this minimum is only achieved by Morse critical points. 
The proposition therefore follows from Proposition 8.3. 0 
If V is not real then the minimum multiplicity may or may not be equal to 1, as the 
examples below show. For other examples ee [40]. 
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Examples 8.6. (1) Let G = Z,, identified with the group of rth roots of unity. act on V= @ 
by multiplication. The invariant polynomials on @ are generated by z’ and so the quotient 
space is isomorphic to @ with orbit type strata C\(O) and (0). Clearly 0 is generated by 2 2/Z: 
and the minimum multiplicity at 0 is equal to 1. 
(2) If m, p are integers>0 with pJm, the unitary reflection group G = G(m,p, z) is the 
subgroup of G&(C) generated by A(m,p) and the involution 
0 1 
( 1 10’ 
where A(m,p) is the 
group of matrices (aij) with aij = Bidij with 197 = 1 for i = 1,2 and (B,B,)m’P = 1 (see e.g. [ 181). 
Then JGI = 2m2/p and the invariants for the natural action on C2 are generated by 
Xl =z;t+zT and x2 =(~iz~)““~. 
This is a real representation iff p=m (by the result of Schwarz quoted in the proof of 
Proposition 8.5)--we exclude this case from consideration. 
The orbit type strata in Y=C2 are 
vo = (0) Isotropy subgroup = G 
vi = {Zi =O}u{z, =O}\{O> Z m/P 
v2=wtJ1~z1=w\Pl z2 
“I 
v,= v\(vouT/,uT/,) 1 
Mapping down by 7c, 
n(VJ= {7c2 =0)\(O) 
n(v2)={47r~=7c:}\{o}. 
The discriminant, D, of n is {n,(4n$-rr:)=O} and so the orbit type stratification of the 
quotient C2 is the “natural” stratification of (C’, D). D is, of course, a weighted homogeneous 
plane curve and the multiplicity at 0 is given in $6 as 1 less than the multiplicity of D at 0, 
considered as a curve. This is clearly 1 if p= 1, but 2 otherwise. 
Finally we describe how, by pulling a functionfon X back to an invariant functionfo 71 on 
V, we can use the ideas developed in [32] to count the number of critical points of a 
Morsification offon each stratum of X. We restrict o real representations and so all minimal 
multiplicities are equal to 1. Note that ifS, is a Morsification offthen1; 0 n is an invariant 
Morsification of fo 7~. Each stratum of X corresponds to a conjugacy class of isotropy 
subgroups of the action of G on V and the number of critical points off, on a stratum is equal 
to the number of G-orbits of critical points offt 0 71 with corresponding conjugacy class of 
isotropy subgroups. In [32] we show that the number of orbits of critical points off, 0 A with 
isotropy subgroup conjugate to a subgroup H is equal to IH(/IN(H)I multiplied by the 
number of critical points of 1; 0 II with isotropy subgroup equal to H (where N(H) is the 
normalizer of H in G) and that the number of critical points off, 0 z fixed by H is equal to the 
Milnor number p(forrlFixH). If {H,}f,, is a set of subgroups of G, one taken from each 
conjugacy class of isotropy subgroups of the action on V, then it is a matter of simple 
arithmetic to cover the required numbers of critical points on each stratum of X from the set 
of numbers {~(fo n(Fix Hi)}:= 1. We illustrate this with an example. 
Let G = S(4) act on C4 by permutation of coordinates y,, . . . , y, and let V be the three 
dimensional invariant subspace given by cyi = 0. The invariants x,, I = 1,2,3, for this action 
are the restrictions to V of c yiyj, c yiyjyI, and y,y,y,y, respectively. The discriminant 
i<j i<jck 
of rr is the swallowtail surface in C3, a free divisor. 
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In the following table we list the isomorphism classes of isotropy subgroup of the action, 
together with the fixed point set of a representative group in the corresponding conjugacy 
class and the number of elements in (N(H)/H( (Table 1). 
Table 1. 
H Fix(H) IN(H)IHl 
S(4) Fcl={Y,=Yz=Y, =Y,hV 1 
S(3) F,={Y*=Y,=Y,JnV 1 
S(2) x S(2) Fz={~,=Yz,Y~=Y,JnV 2 
S(2) F,={Y,=Y,JnV 2 
1 F,=V 24 
The corresponding strata in the quotient space are denoted X0, . . . , X4 respectively. 
A real section of the swallowtail surface is shown in Fig. 1. 
Fig. 1. A real section of the discriminant of the quotient of V by S(4), showing the strata associated to non-trivial 
isotropy subgroups. 
Arnol’d [l] has given a classification of low codimension germs at the swallowtail point, 
up to diffeomorphisms which preserve the swallowtail. His list is seen in Table 2. 
Table 2. 
Type Normal form (Extended) codimension 
I Xl 
II,n22 x,+ax;a#O 
III x:+ax, 
1 
n+l 
4 
We treat each in turn. 
(I) This is easily seen to give a Morse critical point and so any Morsification is trivial. 
(II) On C3 we have f=xz +ax; and so on C4 we get 
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p(fIV=6n- 1, p(_lvJ = h + 1, 
p(flFJ = 2n - 1 (since the cubic terms vanish), 
~(fF,)=2, and p(fIF,)= 1 
and there are 
1 critical point on X,, 1 critical point on X,, 
n- 1 critical points on X,, 0 critical points on X, and X,. 
(III) We have f= x: + ax3 
Then P(f Fo) = 1 a-lF3)=7 
/4fl~1)= 3 PUv4)= 15 
~L(fF2)=3 
and so there are: 
1 critical point on X,, 2 critical points on X,, 
1 critical point on X2, 0 critical points on X3 and X4’ 
Remark. The framework of this section can be extended to (categorical) quotients of 
representations of reductive complex Lie groups. Simple examples show that in general 
K(X) need not be Cohen-Macaulay, but we believe that it may be whenever the 
representation is real, in the sense of Definition 8.4. 
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