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“In communist society, where nobody has one exclusive sphere of activity
but each can become accomplished in any branch he wishes, society
regulates the general production and thus makes it possible for me to do
one thing today and another tomorrow, to hunt in the morning, fish in the
afternoon, rear cattle in the evening, criticise after dinner, just as I have
a mind, without ever becoming hunter, fisherman, herdsman or critic.”
Karl Marx, German Ideology (1845)

ABSTRACT
In this Master thesis we investigate the influence of pressure anisotropy and incom-
pressible flow of arbitrary direction on the equilibrium properties of magnetically confined,
axisymmetric toroidal plasmas. The main novel contribution is the derivation of a pertinent
generalised Grad-Shafranov equation. This equation includes six free surface functions and
recovers known Grad-Shafranov-like equations in the literature as well as the usual static,
isotropic one. The form of the generalised equation indicates that pressure anisotropy and
flow act additively on equilibrium.
In addition, two sets of analytical solutions, an extended Solovev one with a plasma
reaching the separatrix and an extended Hernegger-Maschke one for a plasma surrounded
by a fixed boundary possessing an X-point, are constructed, particularly in relevance to the
ITER and NSTX tokamaks. Furthermore, the impacts both of pressure anisotropy, through
an anisotropy function σd assumed to be uniform on the magnetic surfaces, and plasma flow,
via the variation of an Alfve´nic Mach function, on these equilibria are examined.
It turns out that depending on the maximum value and the shape of an anisotropy
function, the anisotropy can act either paramagnetically or diamagnetically. Also, in most
of the cases considered both the anisotropy and the flow have stronger effects on NSTX
equilibria than on ITER ones. We conjecture that these effects may have an influence on
plasma stability and transport, and play a role in the transitions to the improved confinement
regimes in tokamaks.
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Chapter 1
Brief Introduction to Plasma Physics
and Controlled Fusion
1.1 What is plasma?
A plasma is quasi-neutral gas of charged and neutral particles which exhibits collective
behaviour and constitutes the fourth fundamental state of matter. When a gas is heated
enough that the atoms collide with each other and knock their electrons off in the process,
a plasma is formed. In a plasma, charge separation between ions and electrons gives rise
to electric fields and charged particle flows give rise to currents and magnetic fields. These
fields result in ‘action at a distance’ and a range of different phenomena. Plasma is the most
abundant form of ordinary matter in the visible Universe, as it makes up nearly 100% of
the Sun and all stars and of the interplanetary, interstellar and intergalactic medium. Also,
the Earth’s ionosphere is plasma. On Earth, bolt lightning, electric sparks and the aurora
borealis are everyday examples of phenomena associated with plasmas. Also, neon lights
could more accurately be called “plasma lights”, because the light comes from the plasma
inside of them.
Quasineutrality - Debye Shielding
A fundamental characteristic of the behaviour of a plasma is its ability to shield out
electric potentials that are applied to it. Suppose we put a charged particle with q > 0 inside
a plasma in thermal equilibrium. This would create an electric field so would attract the
negative charged particles and repel the positive ones. As a result there would exist a charge
density around q
ρ = (ni − ne)e
where ni and ne are the ions and electrons densities. Due to Boltzmann’s Law the number
density n of a species of particle in thermal equilibrium subject to a potential φ , can be
expressed as
nα(r) = n0e
− qαφ(r)
kTα
where α = i, e. In the quasi-neutral situation, the number of ions ni and electrons ne are
approximately equal, ni ≈ ne ≈ n0. However, the distribution of these different kinds of
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particles are not necessarily uniform in space in the quasineutral situation, and so charge
density gradients and fields can still exist within the plasma. As soon as the distribution
starts to evolve, the change in the density n changes the potential φ. To find the potential,
we need Poisson’s equation,
∇2φ(r) = −ρ(r)
0
In the one-dimensional plane geometry, Poisson’s equation with the inclusion of the test
charge, is
−∂
2φ(x)
∂x2
=
n0e
0
[
e
− eφ(x)
kTi − e eφ(x)kTe
]
+ q
Finding an analytic solution to this equation is non trivial. The physical solution is to make
an approximation and solve the equation in the resulting limit. In the region where eφ
kTα
 1,
the exponents can be Taylor expanded
e
− eφ(x)
kTi ≈ 1− eφ(x)
kTi
e
eφ(x)
kTe ≈ 1 + eφ(x)
kTe
This approximation corresponds to kTα  eφ, meaning that most particles in the plasma
are “free-streaming”, unaffected by the potential φ. No simplification is possible for small x,
where eφ
kTα
may be large. Fortunately, this region does not contribute much to the thickness
of the sheath, because the potential falls very rapidly there. The linearised form of Poisson’s
equation then is
−∂
2φ(x)
∂x2
=
n0e
2
0
(
1
kTi
+
1
kTe
)
φ+ q
The coefficient of the φ term is a constant quantity. By comparing with the left side, it must
have units of inverse length squared. The Debye length is defined as the inverse square root
of this constant. We can simplify the expression further by defining an effective temperature,
1
Teff
=
1
Te
+
1
Ti
The Debye length can then be defined as
λD =
√
0kTeff
n0e2
(1.1)
and so the solution for the potential can be written in the form
φ = φ0e
− x
λD
In position space, φ(x) decays exponentially away from the sheet of charge. The scale length
of the exponential decay is λD. Hence the Debye length is the scale length to which a charge in
the plasma is shielded. Debye length is inversely proportional to n0, and hence the shielding
length decreases as the density increases. This results because there are more electrons to
cancel an existing charge distribution, and hence a shorter length scale to reach neutrality in
the plasma, as the density of the plasma increases. Furthermore, λD increases with increasing
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kTeff and one observes that it is determined by the temperature of the colder species. A
criterion for an ionized gas to be a plasma is that it be dense enough or/and cold enough
that λD is much smaller than the dimensions L of the system
λD  L (1.2)
This is related crucially to the quasineutrality, because whenever local concentrations of
charge arise or external potentials are introduced into the system, they are shielded out in a
distance short compared with L, leaving the bulk of the plasma free of large electric potentials
or fields, and so, outside of the sheath ni is equal to ne. That is, the plasma is neutral enough
so that one can take ni ≈ ne ≈ n0, where n0 is a common density called the plasma density,
but not so neutral that all the interesting electromagnetic forces vanish. The Debye length
is the smallest macroscopic natural scale in the plasma. This is because every particle in the
plasma is effectively shielding every other particle on the Debye scale.
Collective Behaviour
Shielding is the first example we have seen of collective behaviour in a plasma. If an
electric field is introduced in the plasma, the particles of the plasma respond and rearrange
themselves to maintain charge neutrality. Recall that exhibiting collective behaviour was one
of the characteristics listed in the definition of a plasma. All of the previous work was based
on the assumption that the Boltzmann distribution is applicable. The system cannot exhibit
collective behaviour if the number of particles in the system is too small and the Boltzmann
statistics break down. Clearly, if there are one or two particles in the sheath region, Debye
shielding would not be a statistically valid concept. If ND represents the number of particles
in a sphere with radius equal to the Debye length, then
ND = n0
(
4
3
piλ3D
)
Thus, in addition to λD  L, collective behaviour requires
ND  1 (1.3)
We have given two conditions that an ionized gas must satisfy to be called a plasma. A third
condition has to do with collisions. We introduce a frequency involving the electron charge
as
ω2p =
n0e
2
0m
called the plasma frequency, which sets the most fundamental time-scale of plasma physics.
There is evidently a plasma frequency for each species, but the relatively fast electron plasma
frequency is more important, and thus, it references to ‘the plasma frequency’ refer implicitly
to the electron version. It can be seen that ωp corresponds to the electrostatic oscillation in
response to small charge separations, but of course plasma oscillation will be observed only if
the plasma system is studied over time periods τ longer than 1/ωp. The period τ represents
the mean time between collisions with neutral atoms, so we require
ωpτ > 1 (1.4)
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for a gas to behave like a plasma rather than a neutral gas.
In conclusion, the three conditions that a plasma must satisfy in order to be a plasma
are:
1. λD   L
2. ND  1
3. ωpτ > 1
1.2 The Ideal Magnetohydrodynamics (MHD) model
It has been established in a number of fusion devices that sheared flow both zonal
and mean (equilibrium) play a role in the transitions to improved confinement regimes as
the L-H transition and the Internal Transport Barriers [1], [2]. These flows can be driven
externally in connection with electromagnetic power and neutral beam injection for plasma
heating and current drive or can be created spontaneously (zonal flow). The MHD model is a
single-fluid model which is concerned with the mutual interaction of fluid flow and magnetic
fields. The fluids in question must be electrically conducting and that is why this model
is used to describe the effects of magnetic geometry on the macroscopic equilibrium and
stability properties of fusion plasmas. Since the MHD equations describe the motion of a
conducting fluid interacting with a magnetic field, we need to combine Maxwell’s equations
with the equations of gas dynamics and provide equations describing the interaction. A brief
presentation of the ideal MHD model equations is given below.
Maxwell’s equations describe the evolution of electric field ~E(~r, t) and magnetic field
~B(~r, t) in response to current density ~J(~r, t) and space charge s(~r, t):
~∇× ~E = −∂
~B
∂t
(1.5)
~∇× ~B = µ0 ~J + 1
c2
∂ ~E
∂t
(1.6)
~∇ · ~E = s
0
(1.7)
~∇ · ~B = 0 (1.8)
Gas dynamics equations describe evolution of density ρ(~r, t) and pressure p(~r, t):
Dρ
Dt
+ ρ~∇ · ~v = 0 (1.9)
Dp
Dt
+ γp~∇ · ~v = 0 (1.10)
where D
Dt
≡ ∂
∂t
+ ~v · ~∇ is the Lagrangian time derivative (moving with the fluid element).
Eq. (1.9) expresses mass conservation and (1.10) relates to adiabatic energy conservation.
Coupling between the system described by [ ~E, ~B] and the system described by [ρ, p] comes
about through two equations involving the velocity ~v(~r, t) of the fluid. The first one is the
equation that describes the acceleration of a fluid element by pressure gradient, gravity, and
electromagnetic contributions
ρ
D~v
Dt
= −~∇p+ ρ~g + ~J × ~B + s ~E (1.11)
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indicating the momentum conservation (here ~g is the gravitational acceleration which has
been included for completeness, but though important for certain astrophysical plasmas is
negligible for laboratory ones). The second is the Ohm’s law (for a perfectly conducting
moving fluid) which expresses the fact that the electric field ~E ′ in the frame of reference
co-moving with the fluid element, vanishes
~E ′ ≡ ~E + ~v × ~B = 0 (1.12)
In fact the more general form of the Ohm’s law, ~E + ~v × ~B = η ~J , involves the electric
resistivity of the fluid. In the Ideal MHD model η is considered to be zero, an approximation
which is good for fusion plasmas. This is because according to the Spitzer’s law the electrical
resistivity depends on the temperature as η ∼ T−3/2, and in fusion experiments the prevailing
temperatures are of the order of T ∼ 108K.
Equations (1.5) - (1.12) are complete, and, on the side, become simpler in the non
relativistic regime, v  c. Considering the pre-Maxwell equations we see that Maxwell’s
displacement current is negligible (∼ v2
c2
)
1
c2
|∂
~E
∂t
| ∼ v
2
c2
B
l0
 µ0| ~J | ∼ |~∇× ~B| ∼ B
l0
indicating length scales by l0 and time scales by t0, so that v ∼ l0t0 . Electrostatic force is also
negligible (∼ v2
c2
)
s| ~E| ∼ v
2
c2
B2
µ0l0
 | ~J × ~B| ∼ B
2
µ0l0
so that space charge effects may be ignored and Poisson’s law is not employed. Actually in
MHD the Poisson’s law is replaced by the quasineutrality condition.
Employing these approximations the basic equations of Ideal MHD are recovered in their
usual form. In the present study we are going to construct and investigate the properties of
fusion plasmas in equilibrium state, so we are interested in the time-independent form of the
Ideal MHD equations with convective plasma flow, which are:
~∇ · (ρ~v) = 0 (1.13)
ρ(~v · ~∇)~v = ~J × ~B − ~∇p (1.14)
~∇× ~B = µ0 ~J (1.15)
~∇× ~E = 0 (1.16)
~∇ · ~B = 0 (1.17)
~E + ~v × ~B = 0 (1.18)
In order for ideal MHD to be valid, three conditions must be satisfied: (1) there must happen
frequent collisions, (2) the ion gyro-radius has to be small, and (3) the plasma resistivity must
be small. Conditions (2) and (3) are well satisfied for fusion plasmas since MHD frequencies
are much smaller than the ion gyro frequency, and since plasma temperature is so, the
resistivity is too small because of the Spitzer law. On the other hand, condition (1) is never
satisfied for plasmas of fusion interest, since the the ion-electron Coulomb collision frequency
is dependent on the plasma resistivity as
νei =
ne2
me
η
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and therefore it is also small. However, in a magnetized plasma the magnetic field plays the
role of collisions for the motion perpendicular to ~B because of the particle gyro motion, and
so the Larmor radius plays the role of effective mean free path. Thus, the ideal MHD model
can be applied in fusion plasmas.
1.3 Pressure Anisotropy
An additional effect of external heating, depending on the direction of the injected
momentum, is pressure anisotropy. For tokamaks and stellarators the MHD pressure is
usually considered isotropic. However, plasma heating by the neutral beam injection, ion
resonance waves and electron cyclotron waves can produce strong plasma anisotropy. Thus,
pressure anisotropy is present in strongly magnetized plasmas and may play a role in several
magnetic fusion as well as in some astrophysical related problems. When collision time is
considered to be the shortest time in the problem, with the possible exception of the gyration
period, a small element of mass of a plasma will relax quickly to a Maxwellian distribution
function before it can change its properties, and a local description in terms of the parameters
characterizing this Maxwellian is appropriate. But in many important plasmas as the high
temperature ones the collision time is so long that collisions can be ignored. It would appear
that for such collisionless plasmas a fluid theory is not appropriate. However as already
mentioned, for perpendicular motions the magnetic field plays the role of the collisions, thus
making a fluid description appropriate.
Macroscopic equations for a collisionless plasma with pressure anisotropy have been
derived by Chew, Goldberger, and Low [3]. A brief discussion on this derivation is made
below. Vlasov equation for the ions is
∂f
∂t
+ (~v · ~∇~r)f + e
mi
( ~E + ~v × ~B) · ~∇~vf = 0 (1.19)
where f is the distribution function, depending on position ~r, velocity ~v and time t. The ion
charge is e and the mass mi. Expanding the distribution function in powers of mi/e (which
in appropriate units is equivalent to an expansion in powers of the Larmor radius)
f = f0 + f1 + ... (1.20)
we find that the equations satisfied by the sequence of functions are
( ~E + ~v × ~B) · ~∇~vf0 = 0 (1.21)
∂f0
∂t
+ (~v · ~∇~r)f0 + e
mi
( ~E + ~v × ~B) · ~∇~vf1 = 0 (1.22)
.....
We observe that (1.21) cannot be fulfilled unless the electric field is perpendicular to the
magnetic field, a condition which is satisfied to a very good approximation because of the
presence of the electrons. Indeed, owing to their small mass the electrons are highly mobile,
so any electric field which develops parallel to the magnetic field will cause violent electron
motion and cannot long persist. If we set ~uE = ~E × ~B/B2 and assume that the electric field
and the magnetic field are perpendicular to each other, it follows that
~E = −~uE × ~B (1.23)
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and Eq. (1.21) becomes ((~v − ~uE)× ~B) · ~∇~vf0, so that ~∇~vf0, (~v − ~uE), and ~B are seen to be
coplanar. Therefore the general form of f0 is
f0((~v − ~uE)2, (~v · ~B), ~r, t) (1.24)
The equation of continuity is
∂n0
∂t
+ ~∇ · (n0~V ) = 0 (1.25)
where n0 =
∫
f0d
3~r and ~V is the average velocity of the ions
n0~V =
∫
~V f0d
3~r (1.26)
Next, by multiplying Eq. (1.22) by ~v and integrate, we find
ρ0
(
∂
∂t
+ ~V · ~∇
)
V = −~∇· ↔P +
(
e
∫
(~v − ~V )f1d~v
)
× ~B (1.27)
where ρ0 = min0 and the pressure tensor is defined by
↔
P= mi
∫
(~v − ~V )(~v − ~V )f0d~v (1.28)
The restriction (1.24) on the functional form of f0 implies that pressure tensor must be of
the form
↔
P= p‖~b~b+ p⊥(
↔
I −~b~b) (1.29)
where ~b is a unit vector pointing along the magnetic field and
↔
I signifies the unit dyadic. In
other words, the pressure tensor is diagonal in a local rectangular coordinate system one of
whose axes (i.e x3) points along ~B
Pij =
 p⊥ 0 00 p⊥ 0
0 0 p‖
 (1.30)
In the plane perpendicular to ~B, associated with two degrees of freedom, the pressure is a
scalar of magnitude p⊥. The pressure along ~B is p‖, which in general need not equal p⊥. It
is clear that p⊥ represents the thermal energy associated with gyration, while p‖ measures
the thermal motion along the magnetic field. When the distribution function is isotropic, the
pressure tensor is
Pij = pδij (1.31)
and p(= p⊥ = p‖) = nT for a Maxwellian distribution function.
In this work, we generalise the ideal MHD model to include equilibrium pressure anisotropy
in the fluid part of the theory. Thus, the basic equations (1.13)-(1.18) take the form
~∇ · (ρ~v) = 0 (1.32)
ρ(~v · ~∇)~v = ~J × ~B − ~∇· ↔P (1.33)
~∇× ~B = µ0 ~J (1.34)
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~∇× ~E = 0 (1.35)
~∇ · ~B = 0 (1.36)
~E + ~v × ~B = 0 (1.37)
Eq. (1.35) implies that ~E = −~∇Φ, where Φ is the electrostatic potential.
Pressure Anisotropy Function and the Momentum Equation
A more convenient form for Eq. (1.29) is
↔
P= p⊥
↔
I +
p‖ − p⊥
| ~B|2
~B ~B (1.38)
At this point we introduce the function
σ =
p‖ − p⊥
| ~B|2 (1.39)
so that the pressure tensor can be written in the form
↔
P= p⊥
↔
I +σ ~B ~B (1.40)
One can see that σ is a measurement of the pressure anisotropy and has dimensions of 1
µ0
.
It is clear that particle collisions, in equilibrating parallel and perpendicular energies, will
reduce σ, and therefore that a collision-dominated plasma is described accurately by a scalar
pressure. However, because of the low collision frequency a high-temperature confined plasma
remains for long anisotropic, once anisotropy is induced by external heating sources. Using
the identity ~∇ · (σ ~B ~B) = [~∇ · (σ ~B)] ~B + [(σ ~B) · ~∇] ~B and Eq. (1.36), then the divergence of
the pressure tensor is put in the form
~∇· ↔P= ~∇p⊥ + ( ~B · ~∇σ) ~B + σ( ~B · ~∇) ~B (1.41)
To make the analysis tractable, following [4, 5, 6], we assume that σ is a function only of
ψ, where ψ is the usual poloidal magnetic flux function (cf. section 2.1 of chapter 2). This
implies that σ is uniform on magnetic surfaces. A similar assumption was adopted recently
in [7] to study static mirror structures. Because of the large parallel thermal conductivity
a good assumption is that p‖ = p‖(ψ), but this is not sufficient to explain that σ = σ(ψ).
However, the hypothesis σ = σ(ψ), according to Mercier and Cotsaftis [4], may be the only
suitable for satisfying the boundary conditions on a rigid, perfectly conducting wall. Taking
into account σ = σ(ψ), the momentum equation (1.33) with the use of (1.41) can be written
ρ(~v · ~∇)~v + ~∇p⊥ + σ( ~B · ~∇) ~B = ~J × ~B (1.42)
From now on we are going to use the dimensionless σ function, which is defined as
σd(ψ) = µ0σ(ψ) (1.43)
Thus, with the use of the identity
~∇(~F · ~G) = (~G · ~∇)~F + (~F · ~∇)~G+ ~F × (~∇× ~G) + ~G× (~∇× ~F ),
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the momentum equation takes the useful form
ρ~∇
(
v2
2
)
− ρ~v × (~∇× ~v) + ~∇p⊥ + σd
(
B2
2µ0
)
+ (σd − 1) ~J × ~B = 0 (1.44)
At last, we define the quantity
p =
p‖ + p⊥
2
(1.45)
which may interpreted as an effective isotropic pressure, and which should not be confused
with the average plasma pressure
< p >=
p‖ + 2p⊥
3
= p− σd B
2
6µ0
(1.46)
On the basis of Eqs. (1.39), (1.43), and (1.45), the following instructive relations arise for
the two scalar pressures:
p⊥ = p− σd B
2
2µ0
(1.47)
and
p‖ = p+ σd
B2
2µ0
(1.48)
The above analysis was based on the CGL model [3], which is a collisionless one. It is recalled
that this is a good approximation for fusion plasmas since due to Spitzer’s law, the frequency
of collisions at a plasma is proportional to T−3/2, where T is the temperature, and fusion
temperatures are of the order of 15 million degrees of Celsius.
1.4 Controlled Nuclear Fusion
Fusion is the process that heats the sun and other stars, which can be viewed as ‘natural
fusion reactors’. In the sun 600 million tons of hydrogen is fused into helium each second,
and it is the energy from this process that sustains life on our planet. In stars, the fusion
process involves other elements too, but, in fact, all matter present in the universe was at
one time formed by fusion of the lightest element, hydrogen.
The process
The nucleus of the atoms is held together by very strong nuclear forces, while the elec-
trons are attracted to the protons by electrical forces which are much weaker than the nuclear
forces. In the fusion process, two light atoms fuse together to make a heavier one. The pro-
tons in a nucleus have a positive charge, so when two nuclei come close together, the electrical
forces try to push them away from each other. To make the nuclei coming close enough each
other so that the nuclear forces prevail over the electrical repulsive forces they need to collide
at a very high speed. This means that the plasma need have a very high temperature. Once
the nuclei fuse, the process releases a large amount of energy.
18
1.4.1 Controlled Thermonuclear Fusion
As a consequence of the development of civilization, the worldwide demand for energy
has been increasing rapidly. The estimated world reserves of fossil fuels-petroleum, coal and
gas- probably will be depleted within a century. Thus nuclear energy, is recognized as the
most important near-term replacement of fossil fuels. Fission reactors are already being
exploited and have an important contribution to the energy reserves. Even so, if a time
span of several hundred years or more is considered, this will still not be a sufficient reserve.
Furthermore-and this is perhaps the most important constraint-there seems to be no safe
way, at present or in the foreseeable future, to dispose of the vast quantities of radioactive
waste associated with a fission program. A possible alternative and successor to the fast
breeder fission reactor is a fusion reactor.
On earth, the hydrogen-hydrogen reaction would be impractical because it would require
too much energy, or too high temperatures, to start. Instead, light nuclides such as deuterium,
tritium, helium-3, and lithium are used. Deuterium exists abundantly in nature; for example,
it comprises 0.015 atom percent of the hydrogen sea water, while tritium will be made from
lithium, which is contained in the earth’s crust and the world seas in huge amounts. Nuclear
reactions of interest for fusion reactors are as follows:
D +D → T (1.01MeV ) + p(3.03MeV ) (1.49)
D +D → He3(0.82MeV ) + n(2.45MeV ) (1.50)
D + T → He4(3.52MeV ) + n(14.06MeV ) (1.51)
D +He3 → He4(3.67MeV ) + p(14.67MeV ) (1.52)
Li6 + n→ T +He4 + 4.8MeV (1.53)
The D-T reaction has the largest cross section of those shown. Taking into account the
difficulties of plasma confinement, the D-T reaction should be the one undertaken in the first
stages of development because of its higher cross-section at practically feasible temperatures.
This reaction needs a temperature of 100 to 150 million degrees Centigrade, while all other
reactions need higher temperatures.
Lawson’s Condition
As already mentioned, a plasma for a fusion reactor should have very high temperature
so that the ions have velocities large enough to overcome their mutual Coulomb repulsion in
order that they collide and fusion takes place. The energy released must be larger than that
necessary to maintain the hot plasma. The thermal energy per unit volume is 3nT - where n
is the plasma density and T the plasma temperature - and decreases by heat conduction and
also by particle losses. If PL is the power loss per unit volume, the loss time τE is defined by
the equation,
PL ≡ 3nT
τE
(1.54)
We may also call this time τE the energy confinement time, as we can consider that the
plasma is confined during the period τE. The largest τE is the lower is the power loss PL.
Lawson derived his condition for the energy balance in a fusion reactor taking the effi-
ciency of the thermal-to-electric energy conversion and heating efficiency into consideration.
To be energetically favourable the fusion reaction rate has to be higher than the energy losses
from plasma. The fusion energy is three orders of magnitude higher than the mean thermal
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Figure 1.1: The cross section of an axisymmetrical torus indicating the toroidal and poloidal direc-
tions. Its basic geometrical characteristics are set by the major radius R0 and the minor radius α
.
energy. Thus, the characteristic confinement time of plasma energy τE has to be not less
than 10−3 of complete burn time. So for the D − T self-sustained fusion reaction for which
the optimal temperature is T ≈ 10keV we have the necessary condition
nτE ≥ 1020m−3s (1.55)
In order to satisfy Lawson’s condition, many problems remain to be solved concerning plasma
confinement and heating.
1.4.2 Magnetic Confinement - Tokamak Devices
At present the major research effort in the area of controlled nuclear fusion is focused
on the confinement of hot plasmas by means of strong magnetic fields. The magnetic devices
most actively studied are the toroidal configurations not having an open end (see Fig. 1.1).
In the simple toroidal field, ions and electrons drift in opposite directions due to the gradient
of the magnetic field. This gradient- ~B drift causes charge separation that induces the electric
field ~E directed parallel to the major axis of the torus. The subsequent ~E × ~B drift tends to
carry the plasma ring outward. In order to reduce the ~E× ~B drift, it is necessary to connect
the upper and lower parts of the plasma by lines of magnetic force thus leading to a short
circuit of the separated charges along these field lines. Consequently, a poloidal component of
the magnetic field is essential to the equilibrium of toroidal plasmas, and toroidal devices may
be classified according to the methods used to generate the poloidal field. In the tokamak
devices an inductively driven current in the toroidal direction creates the poloidal magnetic
field.
Tokamaks
Tokamak is the best investigated device of magnetic confinement. Plasma is produced
in the form of an axisymmetrical torus, of circular cross section in the simplest case. In
connection with the tokamak geometry we employ the usual right-handed cylindrical coordi-
nate system (R, z, φ). Axisymmetry means that ∂W
∂φ
= 0 for every physical quantity W . The
geometry of a tokamak is shown in Fig. 1.1.
The principal magnetic field in a tokamak is the toroidal field. This field alone does not
allow confinement of the plasma. In order to have an equilibrium in which plasma pressure
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Figure 1.2: Toroidal magnetic field ~Bt and poloidal magnetic field ~Bp due to toroidal current Ip.
is balanced by magnetic forces it is necessary also to have a poloidal magnetic field. In a
tokamak this field is produced mainly by currents in the plasma itself. The pressure gradient
force which can be balanced by the magnetic force increases with the strength of the magnetic
field. The toroidal magnetic field is limited by technological factors and is on the order of
magnitude of 1 Tesla. The resulting magnetic field configuration is illustrated in Fig. 1.2.
The plasma current is produced by transformer action. A current is passed through
primary coils around the torus. This gives a flux change through the torus and produces a
toroidal electric field which drives the plasma current. The plasma shape and position are
controlled by additional toroidal currents in suitably placed coils. Tokamak plasmas have
particle densities of around 1020m−3, which is 4-5 orders of magnitude lower than that in
the atmosphere. The plasma is therefore enclosed in a vacuum vessel in which very low
background pressures must be maintained. Because impurities in the plasma give rise to
radiation losses, the restriction of their entry into the plasma plays a fundamental role in the
successful operation of tokamaks. This requires a separation of the plasma from the vacuum
vessel. Two techniques are currently used. The first is to define an outer boundary of the
plasma with a material limiter and the second is to keep the particles away from the region
of the vacuum vessel by means of a magnetic divertor. An overall schematic representation
of a tokamak device is shown in Fig. 1.3.
ITER
ITER, which means ‘the way’ in Latin, is an international project involving the Eu-
ropean Union (with Switzerland), Japan, the Russian Federation, China, India, the USA,
and South Korea, the construction of which has began in Cadarache, southern France. The
main goal of ITER is to demonstrate the feasibility of fusion as an energy source. Com-
pared to the largest existing device, JET, the plasma volume of ITER is almost ten times
larger, which makes it easier to keep the plasma confined for a longer time. ITER is planned
to produce ten times more output power than the power needed to heat the plasma. An
important scientific objective of ITER is to study plasmas which are heated by the fusion
reactions themselves, instead of by external heating (ignition condition). ITER will incorpo-
rate technology to potentially be used in future power stations: superconducting magnets,
high heat-flux components, remote maintenance systems and tritium handling equipment.
Some of the most important geometrical characteristics and physical parameters of the
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Figure 1.3: Schematic representation of a tokamak device.
ITER tokamak are the following:
Major Radius : R0 = 6.2 m
Minor Radius : α = 2.0 m
Elongation : κ = 1.7
Triangularity : t = 0.33
Vacuum magnetic field on the geometrical center R0: B0 = 5.3 T
Maximum Pressure (on magnetic axis) : ∼ 106 Pa
The above parameters and other confinement figures of merit such as the plasma beta and the
safety factor, will be explained in Chapter 2. A provisional illustration of ITER is illustrated
in Fig. (1.4).
Spherical Tokamaks - NSTX and NSTX-Upgrade
A spherical tokamak is a type of fusion power device based on the tokamak principle. It
is notable for its very narrow profile, or“aspect ratio”. A traditional tokamak has a toroidal
confinement area that gives it an overall shape similar to a donut, having a large hole in the
middle. In the spherical tokamak the size of the hole is almost reduced to zero, resulting in
a plasma shape that is almost spherical, often compared with a cored apple. The spherical
tokamak is sometimes referred to as a spherical torus (ST). A schematic representation of
the ST compared to the conventional tokamak is given in Fig. (1.5). The spherical tokamak
is an offshoot of the conventional tokamak design. Proponents claim that it has a number of
substantial practical advantages over these devices.
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Figure 1.4: ITER configuration in comparison with human dimensions.
Figure 1.5: Shape comparison between spherical and conventional tokamaks.
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The first is practical. Using the ST layout places the toroidal magnets much closer to
the plasma, on average. This greatly reduces the amount of energy needed to power the
magnets in order to reach any particular level of magnetic field within the plasma. Smaller
magnets cost less, reducing the cost of the reactor. The other advantages have to do with
the stability of the plasma.
On the other hand, the ST also have some distinct disadvantages compared to “con-
ventional” advanced tokamaks with higher aspect ratios. The first issue is that the overall
pressure of the plasma in an ST is lower than in conventional designs, in spite of higher beta.
This is due to the limits of the magnetic field on the inside of the plasma, Bmax. This limit
is theoretically the same in the ST and conventional designs, but as the ST has a much lower
aspect ratio, the effective field changes more drastically over the plasma volume.
In addition, the ST is so small, at least in the center, that there is little or no room
for superconducting magnets. This is not a deal-breaker for the design, as the fields from
conventional copper wound magnets is enough for the ST design. However, this means that
power dissipation in the central column will be considerable.
Finally, the highly asymmetrical plasma cross sections and tightly wound magnetic fields
require very high toroidal currents to maintain. Normally this would require large amounts
of secondary heating systems, like neutral beam injection. These are energetically expensive,
so the ST design relies on high bootstrap currents for economical operation. Luckily, high
elongation and triangularity are the features that give rise to these currents, so it is possible
that the ST will actually be more economical in this regard. This is an area of active research.
A recent review on spherical tokamaks is provided in [8].
In the present work we were interested in the National Spherical Torus Experiment
(NSTX) and it’s upgrade (NSTX-U) designed by the Princeton Plasma Physics Laboratory
(PPPL) in collaboration with the Oak Ridge National Laboratory, Columbia University, and
the University of Washington at Seattle [9].
Some of the most important geometrical characteristics and physical parameters of these
configurations are presented in Table (1.1): It is found [10] that for a sufficiently isolated
NSTX NSTX-U
R0 0.85m 0.93m
α 0.67m 0.57m
B0 0.43T 1.0T
κ 2.2 2.5
t 0.5 0.3
Pmax ∼ 104Pa ∼ 104Pa
Table 1.1: Geometrical characteristics and physical parameter values for spherical tokamaks
NSTX and NSTX-U
plasma, the anisotropy function σd, which is related with the collisions in the plasma, is
proportional to the parameter
δ ∼ (ion gyroradius)/(plasma scale-size)
so it is clear that anisotropy becomes larger in higher δ-values. Consequently, we expect
the anisotropy in pressure to be larger on spherical tokamaks than on the conventional ones,
since their size is smaller.
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1.5 Objectives and Outline of the Thesis
The MHD equilibria of axisymmetric plasmas, which can be starting points of stability
and transport studies, is governed by the well known Grad-Shafranov (GS) equation. The
most widely employed analytic solutions of this equation is the Solovev solution [11] and
the Hernegger-Maschke solution [12], the former corresponding to toroidal current density
non vanishing on the plasma boundary and the latter to toroidal current density vanish-
ing thereon. In the presence of flow the equilibrium satisfies a generalised Grad-Shafranov
(GGS) equation together with a Bernoulli equation involving the pressure (see for example
[13, 14, 15]). For compressible flow the GGS equation can be either elliptic or hyperbolic
depending on the value of a Mach function associated with the poloidal velocity. Note that
the toroidal velocity is inherently incompressible because of axisymmetry. In the presence of
compressibility the GGS equation is coupled with the Bernoulli equation through the density
which is not uniform on magnetic surfaces. For incompressible flow the density becomes a
surface quantity and the GGS equation becomes elliptic and decouples from the Bernoulli
equation (see section 2.1). Consequently one has to solve an easier and well posed elliptic
boundary value problem. In particular for fixed boundaries, convergence to the solution is
guaranteed under mild requirements of monotonicity for the free functions involved in the
GGS equation [16]. For plasmas with anisotropic pressure the equilibrium equations involve
a function associated with this anisotropy [Eq. (1.39)]. To get a closed set of reduced equi-
librium equations an assumption on the functional dependence of this function is required
(cf. [4, 5, 7] and [17]-[20] for static equilibria and [6], [21]-[26] for stationary ones).
The main motivation of the present work was the perspective of the generalisation of the
Grad-Shafranov equation for an equilibrium with pressure anisotropy as well as mass flow,
because in most situations the plasma pressure is thought to be isotropic. Since in nowadays
and future tokamak experiments the external momentum sources employed for heating and
current drive usually induce both plasma flow and pressure anisotropy, understanding their
combined effects is of practical importance. Another motive is that once such an equilibrium is
constructed, then one can examine the impact of anisotropy on the equilibrium characteristics
and compare with that of the flow. Also this work may be seen as a future incentive for the
generalisation of the sufficient stability condition [27] in order for an equilibrium with pressure
anisotropy to be linearly stable.
In the present chapter we made an introduction to plasma physics and controlled ther-
monuclear fusion. The main work of the thesis has been organized into two basic parts; the
first one includes chapter 2, and the second chapters 3 and 4. The main conclusions are
reported in chapter 5 together with a brief proposal for potential extensions of the study.
In the second chapter we derive a new GGS equation by including both anisotropic pres-
sure and incompressible flow of arbitrary direction. This equation consists of six arbitrary
surface quantities and recovers known equations as particular cases, as well as the usual GS
equation for a static isotropic plasma. Together we obtain a Bernoulli equation for the quan-
tity p [Eq. (1.45)]. Recall that this may be interpreted as an effective isotropic pressure. For
the derivation we assume that the function of pressure anisotropy is uniform on magnetic
surfaces. In fact, as it will be shown, for static equilibria as well as for stationary equilibria
either with toroidal flow or incompressible flow parallel to the magnetic field, this property
of the anisotropy function follows if the current density shares the same surfaces with the
magnetic field. In addition, with a generalised transformation this equation will be trans-
formed in u-space, where u is the flux function that does not affect but relabels the magnetic
surfaces in place of ψ. For convenience the generalised GS equation will be put in completely
dimensionless form. At last, a brief presentation of basic equilibrium parameters and figures
25
of merit such as the plasma beta and the safety factor, to be calculated at the second part of
the thesis, is made. Then for appropriate choices of the free functions involved we obtain an
extended Solovev solution describing configurations with a non-predefined boundary, and an
extended Hernegger-Maschke solution with a fixed boundary possessing an X-point imposed
by Dirichlet type boundary conditions. On the basis of these solutions we construct ITER-
like, as well as NSTX and NSTX-Upgrade-like equilibria for arbitrary flow, both diamagnetic
and paramagnetic.
In chapter 3 we construct Solovev-like equilibria, in which the free functions are chosen
to be linear with respect to u, considering the free-boundary problem (without boundary
conditions) and solving the normalized -with respect to the magnetic axis- Grad-Shafranov
equation, both for diamagnetic and paramagnetic plasmas, for parallel and non-parallel flows,
and for ITER and NSTX configurations.
Thereafter, in chapter 4 we solve the normalized -with respect to the geometric cen-
ter of the configurations- GGS equation for quadratic choice of the free functions involved,
to construct Hernegger-Maschke-like equilibria for flow parallel to the magnetic field and
diamagnetic plasmas, both for ITER and NSTX-U configurations. Pertinent up-down asym-
metric configurations having a lower X-point will be derived by imposing an appropriate set
of boundary conditions on the general solution. Because of the fixed boundary the geometric
center remains fixed too, thus justifying the normalization adopted.
In both of the above mentioned chapters on the basis of the equilibrium solutions con-
structed we will examine the impact of both pressure anisotropy and plasma flow on the basic
equilibrium quantities and confinement figures of merit, such as the pressure, the magnetic
field, the current density, the parameter beta and the safety factor. The main conclusions
are that the pressure anisotropy and the flow act on equilibrium in an additive way, with
the anisotropy having a stronger impact than that of the flow. Also the effects of flow and
anisotropy are in general more noticeable in spherical tokamaks than in conventional ones.
Finally, in chapter 5 we will present the overall conclusions of the current work, and will
briefly outline potential projects for future work.
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Chapter 2
Equilibrium - Generalised
Grad-Shafranov Equation
2.1 Derivation of Grad-Shafranov Equation in the Pre-
cence of Pressure Anisotropy and Plasma Flow
The ideal MHD equilibrium states of plasma flows and anisotropic pressure are governed
by the set of equations (1.32), (1.34)-(1.37), and (1.44), presented in section 1.3. The Grad-
Shafranov equation is a two-dimensional, quasilinear, elliptic partial differential equation
obtained from the reduction of these equations for the case of axisymmetry. The geometry
of interest is illustrated in Fig. (2.1). Here, R, φ, z denote the usual right-handed cylindrical
coordinate system and the assumption of toroidal axisymmetry implies that ∂W/∂φ = 0, for
every quantity W .
The derivation of the generalised Grad-Shafranov equation has been organized as follows:
1) we express the divergence-free fields, the magnetic field, the current density and the
momentum density field in terms of scalar functions, 2) we identify some integrals of the
system in the form of surface quantities, and 3) by using these integrals we derive a generalised
Grad-Shafranov equation together with a Bernoulli equation for the effective pressure. The
derivation is presented below.
The axisymmetric assumption implies that Eq. (1.36) can be written as
1
R
∂(RBR)
∂R
+
∂Bz
∂z
= 0 (2.1)
It is useful to introduce a stream function ψ for the poloidal magnetic field
BR =
1
R
∂ψ
∂z
,Bz = − 1
R
∂ψ
∂R
(2.2)
where ψ = −RAφ and Aφ is the toroidal component of vector potential.
Owing to axisymmetry, the divergence-free fields, i.e., the magnetic field, the current
density ~J and the momentum density ρ~v can be expressed in terms of the stream functions
ψ(R, z), I(R, z), F (R, z) and Θ(R, z) as
~B = I ~∇φ+ ~∇φ× ~∇ψ (2.3)
~J =
1
µ0
(∆∗ψ~∇φ− ~∇φ× ~∇I) (2.4)
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Figure 2.1: Geometry for axisymmetric toroidal equilibrium.
Figure 2.2: Magnetic Surfaces.
and
ρ~v = Θ~∇φ+ ~∇φ× ~∇F (2.5)
Here constant ψ surfaces are the magnetic surfaces; F is related to the poloidal flux of the
momentum density field, ρ~v; the quantity I = RBφ is related to the net poloidal current
flowing in the plasma and the toroidal field coils; Θ = ρRvφ; ∆
∗ is the elliptic operator
defined by ∆∗ ≡ R2~∇· (~∇/R2); and ~∇φ ≡ eˆφ/R. The resulting forms of ~J , Eq. (2.4), and ρ~v,
Eq. (2.5), are due to the Ampere’s law, ~J = 1
µ0
~∇× ~B, and the mass conservation equation,
~∇ · (ρ~v) = 0.
The meaning of ψ
For a magnetically confined plasma the contours ψ(R, z) =const. are closed and nested
as shown in Fig. (2.2). Therefore in space the magnetic field lies on nested toroidal surfaces
called magnetic surfaces. These surfaces are well defined because of axisymmetry. We can
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Figure 2.3: Washer-shaped surface through which the poloidal flux ψpol passes.
calculate the magnetic flux through a disk lying in the z = 0 plane, as shown in Fig. (2.3).
By direct computation using the form of ~B Eq. (2.3) and d ~A = RdRdφeˆz, the poloidal flux
is the integral over the disk shown
ψpol =
∫
~Bpol · d ~A = −2pi
∫
∂ψ
∂R
dR = −2pi ∫ dψ
=⇒ ψpol = −2piψ
Thus, ψ is the negative of the poloidal magnetic flux per radian. The magnetic field lie inside
this ψ =constant surfaces, since it follows form Eq. (2.3) that
~B · ~∇ψ = 0 (2.6)
and therefore these surfaces are called magnetic surfaces.
In addition, the current lies inside well defined closed nested surfaces I =constant, called
current surfaces, since it follows from Eq. (2.4) that
~J · ~∇I = 0 (2.7)
From Eq. (2.5) in a similar way it turns out that the function F is related to the poloidal flux
of the momentum density field ρ~v, while the quantity I is related to the net poloidal current
flowing in the plasma and the toroidal field coils. Specifically, the current flows through a
disk-shaped surface lying in the z = 0 plane extending out to an arbitrary I contour defined
by I = I(Rb, 0), see Fig. (2.4). One finds
Ipol =
∫
~Jpol · d ~A = 2piµ0
∫
∂I
∂R
dR⇒ Ipol = 2piµ0 I
We have to note that there exist three sets of surfaces in the plasma, namely, the isobaric
surfaces (surfaces of constant pressure), the magnetic surfaces and the current surfaces, which
in general do not coincide.
The next step of the derivation consists in projecting the Ohm’s law, Eq. (1.37), and the
momentum equation (1.44), into three directions: ~∇φ, ~B, and ~∇ψ; that is along the toroidal
direction, parallel to the magnetic field and perpendicular to a magnetic surface respectively.
The projection of Ohm’s law to ~∇φ and ~B, with the use of Eq. (1.35) yields
~∇φ · (~∇F × ~∇ψ) = 0 (2.8)
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Figure 2.4: Disk-shaped surface through which the total poloidal current Ipol flows.
and
~B · ~∇Φ = 0 (2.9)
From the above equations we identify two integrals of the system, which are surface quantities,
and these are:
Φ = Φ(ψ) (2.10)
and
F = F (ψ) (2.11)
It is recalled that surface quantities are quantities remaining uniform on magnetic surfaces.
An additional surface quantity is found from the component of Eq. (1.37) perpendicular
to a magnetic surface:
Φ
′
=
1
ρR2
(IF
′ −Θ) (2.12)
where the prime denotes differentiation with respect to ψ. Using equations (2.5) and (2.12),
one obtains a more useful relation for the velocity field:
~v =
F
′
ρ
~B −R2Φ′ ~∇ψ (2.13)
which decomposes ~v into a component parallel to ~B and a non parallel one associated with
the electric field in consistence with the Ohm’s law (1.37).
Next, by projecting the momentum conservation equation (1.44) along ~∇φ we get
~∇ ·
{[
(1− σd −M2p )I + µ0R2F
′
Φ
′
]
~Bpol
}
= 0 (2.14)
Here we have introduced the poloidal Mach function as:
M2p ≡
v2pol
v2Apol
=
v2pol
B2pol/µ0ρ
= µ0
(F
′
)2
ρ
(2.15)
where vApol =
Bpol√
µ0ρ
is the Alfve´n velocity associated with the poloidal magnetic field.
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With the use of the identity ~∇· (f ~G) = f(~∇· ~G) + ~G · ~∇f and of ~∇· ~Bpol = 0, we obtain
from Eq. (2.14)
~Bpol · ~∇
[
(1− σd −M2p )I + µ0R2F
′
Φ
′
]
= 0 (2.16)
and so we have found a fourth surface quantity of the system, which is:
X(ψ) ≡ (1− σd −M2p )I + µ0R2F
′
Φ
′
(2.17)
From Eq. (2.17) it follows that, unlike the case in static equilibria, I is not a surface quantity,
and neither is Θ, since on the basis of (2.17) they take the following forms
I(ψ,R) =
X − µ0R2F ′Φ′
1− σd −M2p
(2.18)
and
Θ(ψ,R) =
XF
′ − (1− σd)ρR2Φ′
1− σd −M2p
(2.19)
Subsequently, by projecting the momentum conservation equation (1.44) along ~B, we obtain
the following relation
~B ·
{
~∇
[
v2
2
+
ΘΦ
′
ρ
]
+
1
ρ
~∇p
}
= 0 (2.20)
where the effective pressure is defined as p =
p‖+p⊥
2
.
The last step is to project the momentum equation (1.44) perpendicular to a magnetic
surface, but first we put (1.44) in a slightly different form. From Eq. (2.5) we get
−ρ~v×(~∇×~v) = −1
2
ρ
R2
~∇
(
Θ
ρ
)2
+
[
~Bpol · ~∇
(
ΘF
′
ρ
)]
~∇φ−
{
~∇ ·
[
(F
′
)2
ρ
~∇ψ
R2
]
− F
′
F
′′
ρ
|~∇ψ|2
R2
}
~∇ψ
(2.21)
From Eqs. (2.3) and (2.4) it follows
−(1−σd) ~J× ~B = 1
µ0
~∇·
[
(1− σd)
~∇ψ
R2
]
~∇ψ−(1− σd)
′
µ0
|~∇ψ|2
R2
~∇ψ+(1− σd)
2µ0R2
~∇I2−(1− σd)
µ0
[
~Bpol · ~∇I
]
~∇φ
(2.22)
Also, by the use of the identity ~∇(fg) = f ~∇g + g~∇f we obtain
σd~∇
(
B2
2µ0
)
= ~∇
[
σd
B2
2µ0
]
− σ′d
B2
2µ0
~∇ψ (2.23)
With equations (2.21)-(2.23), the momentum equation (1.44) can be written in a convenient
for the next step form:
ρ~∇
(
v2
2
)
− ρ
2R2
~∇
(
Θ
ρ
)2
+
(1− σd)
2µ0R2
~∇I2 +
{
~Bpol ·
[
~∇
(
ΘF
′
ρ
)
− (1− σd)
µ0
~∇I
]}
~∇φ
+ ~∇p+ ~∇ ·
[(
1− σd
µ0
− (F
′
)2
ρ
) ~∇ψ
R2
]
~∇ψ −
(
(1− σd)′
µ0
− F
′
F
′′
ρ
) |~∇ψ|2
R2
~∇ψ
− σ′d
B2
2µ0
~∇ψ = 0 (2.24)
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Thus, by projecting the momentum conservation equation (2.24) normal to a magnetic sur-
face, one obtains the following equation:
{
~∇ ·
[
(1− σd −M2p )
~∇ψ
R2
]
+
[
µ0
F
′
F
′′
ρ
− (1− σd)′
] |~∇ψ|2
R2
− µ0σ′d
B2
2µ0
}
|~∇ψ|2
+
{
µ0ρ~∇
(
v2
2
)
− µ0ρ
2R2
~∇
(
Θ
ρ
)2
+
(1− σd)
2R2
~∇I2 + µ0~∇p
}
· ~∇ψ = 0 (2.25)
Therefore, irrespective of compressibility the equilibrium is governed by the equations (2.20)
and (2.25) coupled through the density, ρ, and the pressure anisotropy function, σd. Equation
(2.25) has a singularity when σd +M
2
p = 1, and so we must assume that σd +M
2
p 6= 1.
Incompressible Flows
In order to reduce the equilibrium equations further, we employ the incompressibility
condition
~∇ · ~v = 0 (2.26)
Then Eq. (1.32) implies that the density is a surface quantity,
ρ = ρ(ψ) (2.27)
and so is the Mach function
M2p = M
2
p (ψ) (2.28)
Recall that in order to obtain a closed set of equations we also assume that σd is uniform
on magnetic surfaces. For static equilibria this follows from Eq. (2.17), which becomes
X(ψ) = −Iσd, if in the presence of anisotropy the current density remains on the magnetic
surfaces (I = I(ψ)). Since Mp = Mp(ψ), the same implication for σd holds for parallel
incompressible flow as well as for purely toroidal flow.
In addition, from Eqs. (2.12) and (2.17) it follows that axisymmetric equilibria with
purely poloidal flow (Θ = 0) cannot exist because of the following contradiction: from Eq.
(2.17) it follows that I = X(ψ)
1−σd(ψ) is a surface function, but also, I =
ρ(ψ)Φ
′
(ψ)
F ′ (ψ) R
2 from Eq.
(2.12), implying that I has an explicit dependence on R; so it cannot be a surface function. On
the other hand, there can exist an equilibrium with purely toroidal flow, either “compressible”
with uniform temperature T (ψ), but density that varies on the magnetic surfaces, or an
incompressible one with uniform density ρ(ψ), but varying temperature. “Compressible”
here means that the density varies on magnetic surfaces; otherwise for purely toroidal flow
the incompressibility condition ~∇ · ~v = 0 is identically satisfied. For isotropic plasmas both
kinds of these equilibria were examined in [28]. In a future project we may extent these
studies for plasmas with anisotropic pressure.
We also note that when the electric field term associated with non parallel flows vanishes,
Eq. (2.18) implies that I is a surface function, I = I(ψ). Then it follows from (2.7) that
~J · ~∇ψ = 0. Thus, for static or field-aligned incompressible flows the current surfaces coincide
with the magnetic surfaces.
On the basis of Eq. (2.27), Eq. (2.20) can be put in the form:
~B · ~∇
[
ρ
v2
2
+
XF
′
Φ
′
1− σd −M2p
− (1− σd)ρR
2(Φ
′
)2
1− σd −M2p
+ p
]
= 0 (2.29)
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which implies that the scalar, which its gradient appears in (2.29), is a surface quantity to
be called f(ψ). So the effective pressure is written in the following form:
p = f(ψ)− X(ψ)F
′
(ψ)Φ
′
(ψ)
1− σd(ψ)−M2p (ψ)︸ ︷︷ ︸
function of ψ ≡ ps(ψ)
− ρ
[
v2
2
− (1− σd)R
2(Φ
′
)2
1− σd −M2p
]
︸ ︷︷ ︸
flow term
(2.30)
Thus, we obtain a Bernoulli equation for p which is:
p = ps(ψ)− ρ
[
v2
2
− (1− σd)R
2(Φ
′
)2
1− σd −M2p
]
(2.31)
Therefore, in the presence of flow the magnetic surfaces in general do not coincide with the
surfaces on which p is uniform. In this respect, the term containing ps(ψ) is the static part
of the effective pressure which does not vanish when ~v = 0.
Finally, by inserting Eq. (2.31) into Eq. (2.25) after some algebraic manipulations, the
latter reduces to the following elliptic differential equation,
(1− σd −M2p )∆∗ψ +
1
2
(1− σd −M2p )
′|~∇ψ|2 + 1
2
(
X2
1− σd −M2p
)′
+ µ0R
2p
′
s + µ0
R4
2
[
(1− σd)ρ(Φ′)2
1− σd −M2p
]′
= 0 (2.32)
This is the GGS equation that governs the equilibrium for an axisymmetric plasma with
pressure anisotropy and incompressible flow. For flow parallel to the magnetic field the R4-
term vanishes. For vanishing flow Eq. (2.32) reduces to the one derived in [5], when the
pressure is isotropic it reduces to the one obtained in [15], and when both anisotropy and
flow are absent it reduces to the well known GS equation. Equation (2.32) contains six
arbitrary surface quantities, namely: X(ψ), Φ(ψ), ps(ψ), ρ(ψ), M
2
p (ψ) and σd(ψ), which can
be assigned as functions of ψ to obtain analytically solvable linear forms of the equation or
from other physical considerations.
Isodynamicity
There is a special class of static equilibria called isodynamic for which the magnetic
field magnitude is a surface quantity (| ~B| = | ~B(ψ)|) [29]. This feature can have beneficial
effects on confinement because the grad-B drift vanishes and consequently plasma transport
perpendicular to the magnetic surfaces is reduced. Also, it was proved that the only possible
isodynamic equilibrium is axisymmetric [30]. In the presence of flow, assuming that the
plasma obeys to the ideal gas law, P = RˆρT , and isothermal magnetic surfaces T = T (ψ),
then it follows that the scalar pressure becomes also a surface function, P = P (ψ). Thus,
from Bernoulli equation it follows that the magnitude of the magnetic field can be written
in the form
| ~B|2 = Ξ(ψ) +R2
(
ρ(ψ)Φ
′
(ψ)
F ′(ψ)
)2
(2.33)
implying that in the case of field-aligned flows, Φ
′
= 0, the equilibrium becomes isodynamic.
Isodynamic -like equilibria with a variety of side-conditions including P = P (ψ) were studied
in [31].
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Here we are interested in what happens in the anisotropic pressure case. For fusion
plasmas the thermal conduction along ~B is fast compared to the heat transport perpendicular
to a magnetic surface, so a good assumption is that the parallel temperature is a surface
function, T‖ = T‖(ψ). Then, it follows that the parallel pressure becomes also a surface
function, p‖ = p‖(ψ). We are going to examine the properties of B and p⊥.
On the basis of Eq. (2.20), and due to the assumptions T‖ = T‖(ψ), p‖ = p‖(ψ), we get
~B · ~∇
[
ρ
v2
2
+ ρ
ΘΦ
′
ρ
+
p⊥
2
]
= 0⇒ ρ
[
v2
2
+
ΘΦ
′
ρ
]
+
p⊥
2
≡ G(ψ) (2.34)
Then, it follows form equations (2.13) and (2.34) that the magnitude of the magnetic field is
related with the perpendicular pressure as
| ~B|2 = 2G(ψ)
M2p (ψ)
−
(
p⊥ − ρR2(Φ′)2
) 1
M2p (ψ)
(2.35)
A first observation that can be made, is that | ~B|2 becomes a surface function when the
perpendicular pressure satisfies the relation p⊥ = ρR2(Φ
′
)2. This implies that
σd = σd(ψ,R) = µ0
p‖(ψ)
| ~B|2(ψ) −R
2µ0
ρ(ψ)(Φ
′
)2(ψ)
| ~B|2(ψ) (2.36)
which is in contradiction with the hypothesis that function σd is a surface quantity. Conse-
quently, the only possibility for isodynamic magnetic surfaces to exist is that for field aligned
flows, Φ
′
= 0, because then Eq. (2.35) reduces to
| ~B|2 = 2G(ψ)
M2p (ψ)
− p⊥
M2p (ψ)
(2.37)
Eqs. (1.39) and (2.37) imply that both | ~B|2 = | ~B|2(ψ) and p⊥ = p⊥(ψ).
Thus, the conclusions for the isotropic case [31] are generalised for anisotropic pressure,
i.e. all three B, p‖ and p⊥ become surface quantities. We note here that the more physically
pertinent case that B and p⊥ remain arbitrary functions would require either compressibility
or eliminating the assumption σd = σd(ψ). However, in this case tractability is lost and the
problem requires numerical treatment.
2.2 Generalised Transformation
Using the transformation
u(ψ) =
∫ ψ
0
√
1− σd(g)−M2p (g)dg, σd +M2p < 1 (2.38)
Eq. (2.32) reduces to
∆∗u+
1
2
d
du
(
X2
1− σd −M2p
)
+ µ0R
2dps
du
+ µ0
R4
2
d
du
[
(1− σd)ρ
(
dΦ
du
)2]
= 0 (2.39)
Also, Eq. (2.31) is put in the form
p = ps(u)− ρ
[
v2
2
− (1− σd)R2
(
dΦ
du
)2]
(2.40)
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Transformation (2.38) does not affect the magnetic surfaces, it just relabels them by the
flux function u, and is a generalisation of that introduced in [32] for isotropic equilibria
with incompressible flow (σd = 0) and that introduced in [5] for static anisotropic equilibria
(M2p = 0). Note that no quadratic term as |~∇u|2 appears anymore in (2.39).
Once a solution of this equation is found, the equilibrium can be completely constructed
with calculations in the u-space by using (2.38) and the inverse transformation ψ(u) =∫ u
0
(1 − σd(g) −M2p (g))−1/2dg. Thus, the equilibrium quantities presented on section (2.1)
take the following form:
~B = I ~∇φ+ (1− σd −M2p )−1/2~∇φ× ~∇u (2.41)
X = (1− σd −M2p )
[
I + µ0R
2
(
dF
du
)(
dΦ
du
)]
(2.42)
I =
X
1− σd −M2p
− µ0R2
(
dF
du
)(
dΦ
du
)
(2.43)
dF
du
= (1− σd −M2p )−1/2
√
ρ
µ0
Mp (2.44)
~v =
Mp√
ρµ0
~B −R2(1− σd −M2p )1/2
(
dΦ
du
)
~∇φ (2.45)
~E = −dΦ
du
~∇u (2.46)
~J =
1
µ0
[
(1− σd −M2p )−1/2∆∗u−
1
2
(1− σd −M2p )−3/2
d
du
(1− σd −M2p )|~∇u|2
]
~∇φ− 1
µ0
~∇φ×~∇I
(2.47)
2.3 Normalized Equations
Before continuing to the presentation of the analytical solutions, we find it convenient to
make a normalization to all equilibrium quantities. To this end we introduce dimensionless
quantities with the use of constant reference ones to be defined later. We adopt the following
normalization:
ξ =
R
Ri
, ζ =
z
Ri
(2.48)
p˜ =
p
B2i /µ0
, ρ˜ =
ρ
ρi
(2.49)
u˜ =
u
BiR2i
, I˜ =
I
BiRi
(2.50)
~˜E =
~E
vAiBi
, ~˜B =
~B
Bi
(2.51)
~˜J =
~J
Bi/µ0Ri
, ~˜v =
~v
vAi
(2.52)
Φ˜ =
Φ
vAiBiRi
, F˜ =
F
ρivAiR
2
i
(2.53)
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We note that X is normalized in the same way as I. Also, p‖, p⊥, ps, are normalized in the
same way as p, and the functions σd, and M
2
p need not be normalized since they are already
dimensionless. The index i is either i = a, 0, where a denotes the magnetic axis, and 0 the
geometric center of a configuration. This is because in chapter 3 and in Solovev solution
we use a normalization with respect to the magnetic axis, since we solve a free-boundary
problem. Thus, the magnetic axis can be held in a fixed position, ξa = 1. Also, in chapter 4
for the Hernegger-Maschke solution we normalize with respect to the geometric center since
we fix the boundary, and it is inconvenient to predefine the position of the magnetic axis
in this situation. Thus, the normalization constants are defined as follows: Ri is the radial
coordinate of the configuration’s magnetic axis/geometric center, and Bi, ρi, vAi =
Bi√
µ0ρi
are
the magnitude of the magnetic field, the plasma density, and the Afve´n velocity thereon.
On the basis of Eqs. (2.48)-(2.53), equations (2.39)-(2.47) take the following normalized
forms:
∆˜∗u˜+
1
2
d
du˜
(
X˜2
1− σd −M2p
)
+ ξ2
dp˜s
du˜
+
ξ4
2
d
du˜
(1− σd)ρ˜(dΦ˜
du˜
)2 = 0 (2.54)
p˜ = p˜s(u˜)− ρ˜
 v˜2
2
− (1− σd)ξ2
(
dΦ˜
du˜
)2 (2.55)
~˜B = I˜ ~˜∇φ+ (1− σd −M2p )−1/2 ~˜∇φ× ~˜∇u˜ (2.56)
X˜ = (1− σd −M2p )
[
I˜ + ξ2
(
dF˜
du˜
)(
dΦ˜
du˜
)]
(2.57)
dF˜
du˜
= (1− σd −M2p )−1/2
√
ρ˜Mp (2.58)
~˜v =
Mp√
ρ˜
~˜B − ξ2(1− σd −M2p )1/2
(
dΦ˜
du˜
)
~˜∇φ (2.59)
~˜J =
[
(1− σd −M2p )−1/2∆˜∗u˜−
1
2
(1− σd −M2p )−3/2
d
du˜
(1− σd −M2p )| ~˜∇u˜|2
]
~˜∇φ− ~˜∇φ× ~˜∇I˜
(2.60)
~˜E = −dΦ˜
du˜
~˜∇u˜ (2.61)
where ∆˜∗ = ∂
2
∂ξ2
+ ∂
2
∂ζ2
− 1
ξ
∂
∂ξ
.
2.4 Equilibrium Parameters and Figures of Merit
Once given an MHD equilibrium, it is possible to define a number of global quantities
depending only upon the flux surface label. These surface quantities represent important
physical parameters which can be related to experiment and be used as figures of merit for
confinement. Some of the most important are presented as follows:
Plasma Beta
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The quantity β is a global plasma parameter whose value is critical for a fusion reactor.
It measures the efficiency of plasma confinement by the magnetic field. Interestingly, there
is actually no unique definition of plasma β that is agreed upon by the fusion community.
Various definitions are distinguished by different geometric factors whose choice is motivated
by a given configuration’s aspect ratio and cross sectional shape. The plasma beta is defined
as the ratio of plasma pressure to magnetic pressure. In the case of anisotropic pressure
we represent the plasma pressure by the effective pressure, so that the plasma beta can be
defined as
β ≡ p
B2/2µ0
(2.62)
A more accurate definition is the average beta, defined as the ratio of the averaged plasma
energy to the averaged magnetic energy:
βav ≡ 2µ0 < p >
< B2tor +B
2
pol >
(2.63)
where the average pressure is defined as
< p >=
1
3
Tr(
↔
P ) =
p‖ + 2p⊥
3
(2.64)
and Btor, Bpol are averaged over the total plasma volume.
It is often useful to define separate toroidal and poloidal β’s measuring plasma confine-
ment efficiency with respect to each component of the magnetic field. In the present thesis
we are interested only in the calculation of the local toroidal beta, defined as
βt =
p
B20/2µ0
(2.65)
and particularly the value of βt on the magnetic axis of each configuration.
Above, we have made the usual, convenient choice for the toroidal magnetic pressure
for any cross section, B2tor → B20 , where B0 is the vacuum toroidal field at the geometric
center of the chamber confining the plasma. In general, high values of β are desirable for
fusion reactor economics and technology. However, there is a maximum allowable value of
β set by MHD equilibrium requirements and by MHD instabilities driven by the pressure
gradients. Recent experiments on the National Spherical Torus Experiment (NSTX) have
made significant progress in reaching high toroidal beta βt ≤ 35% [33], while on ITER the
beta parameter is expected to take low values, βt ∼ 2% [34].
Safety Factor
For good confinement in a closed system, it is required that the field lines form a set of
nested toroidal surfaces. The rotational-transform angle, ϑ, defines the poloidal angle through
which a field line rotates in the course of one complete transit in the toroidal direction. In
work on tokamaks and toroidal pinches, one encounters the inverse quantity called the safety
factor
q ≡ 2pi
ϑ
(2.66)
The safety factor q plays an important role in determining stability, and also it is involved in
transport theory. It is a topological property of the surface and cannot change in time unless
field lines are cut and reconnected.
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Figure 2.5: Shafranov coordinates (r, θ) related with cylindrical coordinates (R, z) on the poloidal
cross section.
An alternative expression for q can be obtained in terms of the magnetic fluxes. Specif-
ically, consider an infinitesimal annulus between two flux surfaces; the safety factor can be
expressed as the rate of change of toroidal flux with respect to poloidal flux
q ≡ dψtor
dψpol
(2.67)
For an axisymmetric configuration Eq. (2.67) yields
q =
d
∫
~Btor · d~s
dψpol
=
∮ Idldψpol
R|~∇ψpol|
dψpol
=
1
2pi
∮
Idl
R|~∇ψ| (2.68)
since ψpol = −2piψ, and
∮
dl is the line integral along the intersection curve of the toroidal
flux surface with the poloidal plane. The length element dl can be written in Shafranov
coordinates (r, θ) [35], defined in Fig. (2.5), as
(dl)2 = (dr)2 + (rdθ)2 ⇒ dl = dθ
√
r2 +
(
dr
dθ
)2
(2.69)
On a streamline ψ(r, θ) =constant, implying that dψ = ∂ψ
∂r
dr + ∂ψ
∂θ
dθ = 0, so then, Eq.
(2.69) yields
dl = dθ
√
r2 +
(
ψθ
ψr
)2
(2.70)
where, ψθ =
∂ψ
∂θ
, and ψr =
∂ψ
∂r
. Substituting Eq. (2.70) into Eq. (2.68), we get the following
expression for the safety factor
q =
1
2pi
∫ 2pi
0
I
√
r2 +
(
ψθ
ψr
)2
R|~∇ψ| dθ (2.71)
On the basis of the transformation (2.38), the safety factor q is expressed in u-space as:
q =
1
2pi
∫ 2pi
0
I(u,R)
√
r2 +
(
uθ
ur
)2
(1− σd −M2p )−1/2R|~∇u|
dθ (2.72)
39
Hence, with respect to the adopted normalization, Eq. (2.72) takes the following form:
q =
1
2pi
∫ 2pi
0
I˜(u˜, ξ)
√
r˜2 +
(
u˜θ
u˜r
)2
(1− σd −M2p )−1/2ξ| ~˜∇u˜|
dθ (2.73)
In order to calculate numerically the safety factor profile we constructed a simple Do loop
programme in Wolfram Mathematica suite, presented in Appendix A.
There also exists a simpler individual relation for the local value of the safety factor, on
the magnetic axis of a given configuration, which reads
qa =
I
R
{
∂2ψ
∂R2
∂2ψ
∂z2
}−1/2
R=Ra,z=za
(2.74)
which in u-space becomes
qa = (1− σd −M2p )1/2
I
R
{
∂2u
∂R2
∂2u
∂z2
}−1/2
R=Ra,z=za
(2.75)
On the basis of the normalization adopted Eq. (2.75) takes the form
qa = (1− σd −M2p )1/2
I˜
ξ
{
∂2u˜
∂ξ2
∂2u˜
∂ζ2
}−1/2
ξ=ξa,ζ=ζa
(2.76)
The proof of relation (2.74) is presented in Appendix B.
From equations (2.43) and (2.75), one observes that when the flows are parallel to the
magnetic field, dΦ
du
= 0, then the value of qa has no dependence on the anisotropy. Indeed qa
becomes independent on σda , where σda is the local value of the anisotropy function on the
magnetic axis, σda = σd|R=Ra,z=za .
In general, higher values of the safety factor are desirable for an equilibrium to be stable.
In order for a tokamak equilibrium to be stable there exists a necessary condition known as
the Kruskal-Shafranov criterion, which implies that q must be higher that the unit:
q > 1 (2.77)
In conventional tokamaks the profile of the safety factor is usually monotonically increasing
from the magnetic axis to the plasma boundary, so the Kruskal-Shafranov limit is satisfied if
qa > 1 (2.78)
since q takes its lower value on the magnetic axis. In view of (2.78) later, on chapter 4, we
will practically demand qa = 1.1, in order to construct a desirable Hernegger-Maschke -like
equilibrium.
2.5 Conclusions
In the present chapter we derived a new generalised Grad-Shafranov (GGS) equation
that governs plasma equilibrium in the presence of pressure anisotropy and incompressible
mass flow [Eq. (2.32)]. This is an elliptic partial differential equation containing six arbitrary
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surface quantities: X(ψ) ,Φ(ψ) , ps(ψ) , ρ(ψ) ,M
2
p (ψ), together with the anisotropy function
σd(ψ), assumed to be a surface quantity.
The derivation of the GGS equation based on axisymmetric ideal MHD equations with
anisotropic pressure and convective plasma flow, was conducted in the following three steps.
First, express the divergence-free fields in terms of scalar functions, second, project the
Ohm’s law and the momentum equation into three directions -parallel to the magnetic field,
along the toroidal direction and normal to a magnetic surface- to identify four integrals of
the system in form of surface quantities, and third, with the aid of these integrals obtain
the GGS equation together with a generalised Bernoulli equation for the effective pressure
[Eq. (2.31)]. The GGS equation recovers known GS-like ones governing static anisotropic
equilibria [5] and isotropic equilibria with plasma flow [15]. Also for static isotropic equilibria
the equation is reduced to the usual GS equation.
In addition, by employing a generalised transformation [Eq. (2.38)], the GGS equation is
put in a simpler form [Eq. (2.39)]. This transformation does not affect the magnetic surfaces
but relabels them, and consists extension of the transformations introduced in [5] for static
anisotropic equilibria and [32] for isotropic equilibria with incompressible flow. The form of
the equation containing the sum M2p + σd indicates that pressure anisotropy and flow act
additively with the only exception the R4-term associated with non parallel flows.
After assigning the free functions, the GGS equation derived can be solved under ap-
propriate boundary conditions, e.g. Dirichlet ones. Analytic solutions of linearised forms of
this equation will be constructed and studied in the following two chapters.
41
Chapter 3
Solovev-like Solution
The equilibrium of an axisymmetric toroidal plasma with anisotropic pressure and in-
compressible flow of arbitrary direction is governed by the generalised Grad-Shafranov (GGS)
[Eq. (2.54)], which is a non-linear, partial differential equation of second order. In order to
solve analytically such an equation, we first have to linearise it for several reasonable choices
of the surface functions X˜(u˜), p˜s(u˜), ρ˜(u˜), Φ˜(u˜), Mp(u˜), and σd(u˜). In this chapter Solovev-
like equilibria with a free toroidal boundary will be constructed, assigning the free functions
of the GGS equation to be linear in u˜. Since the boundary is not fixed we adopt a normaliza-
tion with respect to the magnetic axis of a given configuration, as presented on section 2.3.
The original Solovev solution was introduced in [11] for the case of static and isotropic equi-
libria, and that solution as well as extensions of it in the presence of plasma flow have been
extensively studied in the literature [36]-[38]. After such an equilibrium is constructed we are
going to examine the impact of pressure anisotropy on its characteristics and compare them
with that of the flow. Both diamagnetic and paramagnetic ITER and NSTX configurations
with field-aligned and/or non-parallel to the magnetic field flows will be examined.
3.1 Construction of the Solution
According to the Solovev ansatz the free functions in the GGS equation are chosen as
p˜s = p˜0 + p˜1
u˜
u˜b
, u˜ ≥ 0 (3.1)
X˜2
1− σd −M2p
=
2p˜sa
(1 + δ2)
u˜
u˜b
+ 1 (3.2)
ρ˜(1− σd)
(
dΦ˜
du˜
)2
= − 2λp˜sa
(1 + δ2)
u˜
u˜b
+ Φ˜0 (3.3)
Here, a denotes the magnetic axis and b the plasma boundary; δ determines the elongation
of the magnetic surfaces near the magnetic axis; for  > 0 (< 0) the plasma is diamagnetic
(paramagnetic); and λ is a parameter related with the non-parallel component of the flow.
In addition, we impose that the solution u˜ vanishes on the magnetic axis, u˜a = 0.
Since the plasma is extended up to the boundary, pressure and density should vanish
there, p˜sb = ρ˜b = 0, so that one finds that p˜1 = −p˜0 = −p˜sa and Φ˜0 =
2λp˜sa
(1+δ2)
. Thus, relations
(3.1)-(3.3) take the form
p˜s = p˜sa
(
1− u˜
u˜b
)
, u˜ ≥ 0 (3.4)
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X˜2
1− σd −M2p
=
2p˜sa
(1 + δ2)
u˜
u˜b
+ 1 (3.5)
ρ˜(1− σd)
(
dΦ˜
du˜
)2
=
2λp˜sa
(1 + δ2)
(
1− u˜
u˜b
)
(3.6)
From Eq.(3.6) it follows that λ is restricted to non-negative values, λ ≥ 0. The unit constant
in Eq. (3.5) results due to the adopted normalization. With this linearising ansatz the GGS
equation (2.54) reduces to
∆˜∗u˜+
p˜sa
u˜b
[

(1 + δ2)
− ξ2 − ξ4 λ
(1 + δ2)
]
= 0 (3.7)
which admits the generalised Solovev solution valid for arbitrary ρ˜, σd and M
2
p :
u˜(ξ, ζ) =
p˜sa
2(1 + δ2)u˜b
[
ζ2(ξ2 − ) + δ
2 + λ
4
(ξ2 − 1)2 + λ
12
(ξ2 − 1)3
]
(3.8)
To completely determine the equilibrium we choose the plasma density, the Mach function
and the anisotropy function profiles to be peaked on the magnetic axis and vanishing on the
plasma boundary as
ρ˜(u˜) = ρ˜a
(
1− u˜
u˜b
)g
(3.9)
M2p (u˜) = M
2
pa
(
1− u˜
u˜b
)µ
(3.10)
σd(u˜) = σda
(
1− u˜
u˜b
)n
(3.11)
with ρ˜a and u˜b constant quantities. It is noted here that the above chosen density function,
peaked on the magnetic axis and vanishing on the boundary is typical for tokamaks. Also,
the Mach function adopted having a similar shape is reasonable at least in connection with
experiments with on axis focused external momentum sources.
The functions ρ˜, M2p and σd chosen depend on two free parameters; their maximum on
axis and an exponent associated with the shape of the profile; the exponent of the function
M2p , connected with flow shear, is held fixed at µ = 2, while we also choose g = 1/2 and
ρ˜a = 1 due to the normalization with respect to the magnetic axis. The value of Mpa depends
on the kind of tokamak (conventional or spherical). On account of experimental evidence
[39]-[43] the toroidal rotation velocity in tokamaks is approximately 104−106ms−1 which for
large conventional ones implies M2pa ∼ 10−4, while the flow is stronger for spherical tokamaks
(M2pa ∼ 10−2) [33]. As we will see in sections (3.2) and (3.3) below, similar to the flow, also
pressure anisotropy takes higher values on spherical tokamaks than on conventional ones. An
argument why the flow and pressure anisotropy are stronger in spherical tokamaks rather
than in the usual ones, is that in the former the magnetic field is strongly inhomogeneous,
as their aspect ratio is too small.
One can also see by inspection of the ansatz (3.6), that the parameter λ is of the order of
λ ∼ (Ra
α
)2 v2φ
B2a/ρ
=
(
Ra
α
)2
M2t , where Mt is the toroidal Mach function the values of which are
on the same order of magnitude as the poloidal one. This is because according to experimental
evidence in tokamaks the poloidal velocity is of one order of magnitude less than the toroidal
one, while the poloidal magnetic field is of one order higher than the toroidal one. Thus,
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since for ITER it is
(
Ra
α
)2 ∼ 10, while for NSTX (Ra
α
)2 ∼ 2.5, λ will be of the order of 10−2,
for both configurations. In order to have a clear estimate of the impact of the electric field
on equilibrium here we will permit λ to be one order of magnitude higher (λ = 0.5). Also,
it may be noted that the electric fields associated with non parallel flow play an important
role in the transitions to the improved confinement regimes of tokamaks.
Geometrical Characteristics
The generalised Solovev solution (3.8) does not include enough free parameters to im-
pose desirable boundary conditions, but has the property that a separatrix is spontaneously
formed. Thus, as already mentioned, we can predefine the position of the magnetic axis,
(ξa = 1, ζa = 0), chosen as normalization point and the plasma extends from the magnetic
axis up to a closed magnetic surface which we will choose to coincide with the separatrix.
In this subsection we discuss the parameters that characterize the shape of the projection
of a magnetic surface on the poloidal plane. Most tokamak configurations today have a D-
shaped poloidal cross section. The “midplane” is defined as the plane that passes through
the geometric center and is perpendicular to the symmetric axis (z axis). For an up-down
symmetric (about the midplane ζ = 0) magnetic surface, its shape can be characterized by
four parameters, namely, the ξ coordinates of the innermost and outermost points on the
midplane, ξin and ξout, and the (ξ, ζ) coordinates of the highest (upper) point of the plasma
boundary, (ξup, ζup) (see Fig. 3.1).
In terms of these four parameters we can define the normalized major radius
ξ0 =
ξin + ξout
2
(3.12)
which is the radial coordinate of the geometric center, the minor radius
α˜ =
ξout − ξin
2
(3.13)
the triangularity of a magnetic surface
t =
ξ0 − ξup
α˜
(3.14)
defined as the horizontal distance between the geometric center and the highest point of the
magnetic surface normalized with respect to minor radius, and the elongation of a magnetic
surface
κ =
ζup
α˜
(3.15)
The poloidal magnetic field coil system may be used to shape the plasma cross section.
A circular one is the simplest but not the optimal one from the plasma equilibrium and
stability point of view. To improve stability with respect to the interchange modes a D-
shape is advantageous because of the smaller curvature on the high field side. The D-shaped
plasma combines elongation along the vertical axis with triangularity. Usually, we specify
the values of R0, α, t, and κ, instead of (ξin, ξout, ξup, ζup) to characterize the shape of
the outermost magnetic surface. On the basis of solution (3.8) the latter quantities can be
expressed in terms of , δ, λ. Subsequently, in order to make an estimate of realistic values
for the free parameters , δ and the radial coordinate of the magnetic axis Ra in connection
with the tokamaks under consideration, we employ the relations (3.12)-(3.15) to find (, δ
and Ra) in terms of the known parameters (R0, α, t and κ), already presented in subsection
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Figure 3.1: Characteristic points of the cross section of a D-shaped magnetic surface with the
poloidal plane, and shaping parameters.
(1.4.2) for the ITER, NSTX and NSTX-U devices. Besides using α˜, and ξ0, we can define
another useful parameter ε ≡ α˜/ξ0, which is called the inverse aspect ratio. Note that the
major radius ξ0 is different from ξa (the radial coordinate of the magnetic axis). Usually
ξa > ξ0, and the so called Shafranov shift is the radial displacement of the magnetic axis
from the geometric center due to the toroidicity
∆ξ = ξa − ξ0 (3.16)
and depends on the plasma pressure. Inside the last closed surface having the X-point, named
the separatrix, the magnetic surfaces represent nested tori and beyond the separatrix they
are open ones and the magnetic lines may continue up to the chamber walls. In the present
work, we assume that the plasma extends up to the separatrix. Thus, the last magnetic
surface, called plasma boundary is assumed to coincide with the separatrix.
Stagnation Points
Depending on the value of λ the equilibrium configurations can have either one or two
stagnation points located:
1) at the fixed position (ξ = 1, ζ = 0), which is the magnetic axis, and
2) the flow-dependent position (ξ =
√
−1− 2δ2
λ
, ζ = 0).
For our ansatz, and because the plasma density is chosen to vanish on the boundary, λ ≥ 0,
it is apparent that the second stagnation point remains always at ∞. For λ < 0 and free
boundary, the equilibrium has an X-point additional to the magnetic axis [32, 44].
Expanding around a given stagnation point one finds that its kind is determined by the
sign of the determinant
D =
(
∂2u˜
∂ξ∂ζ
)2
−
(
∂2u˜
∂ξ2
)(
∂2u˜
∂ζ2
)
(3.17)
If D < 0(> 0) at a point (ξ, ζ), the function u˜ has an X-point or a magnetic axis there.
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One also finds that solution (3.8) present the following stationary points (on ξ ≥ 0 axis),
at which the poloidal magnetic field equals to zero
1) (0, 0) which is the configuration’s center (axis of symmetry),
2) (
√
, 1
2
√
2δ2(1− ) + λ(1− 2)), and
3)(
√
,−1
2
√
2δ2(1− ) + λ(1− 2))
The second and the third stationary points are symmetrical with respect to ξ-axis and depend
on the values of , δ, and λ. All the above are points of the separatrix and as we will see, in a
diamagnetic configuration the separatrix innermost point is at the position (
√
, 0), while in
a paramagnetic one it extends up to the axis of symmetry, (0, 0), presenting a corner there.
Diamagnetic - Paramagnetic Characterization of a Plasma
When the plasma parameter beta in a tokamak is high, for given magnetic field the
kinetic pressure is also high and so usually are the pressure gradients inside the plasma. Thus,
the plasma is diamagnetic due the homonymous current ∼ ~∇p× ~B/| ~B|2. This current flows
in such a way as to reduce the imposed field. On the other hand, at low β the diamagnetic
current is negligible, and the large current in tokamaks is induced by the toroidal loop voltage.
It flows parallel to the magnetic field and the poloidal component of the parallel current causes
the toroidal magnetic field to increase from its vacuum value; thus, the plasma becomes
paramagnetic. Experimental observations of plasma paramagnetism have been reported in
[45].
The average kinetic pressure of the plasma is principally balanced by the magnetic
pressure associated with the poloidal field. The toroidal field contributes to the pressure
balance only to the extent that the toroidal field within the plasma is affected by the poloidal
current, ~Jpol, so that its volume average value differs form the average over the plasma surface.
That is, a plasma is paramagnetic when < B2tor >s − < B2tor >v< 0, and diamagnetic when
< B2tor >s − < B2tor >v> 0, where <>s and <>v represent averages over the plasma surface
and volume, respectively. Since the toroidal field B˜φ equals I˜(u˜)/ξ (i.e. in the static and
isotropic case X˜(u˜) = I˜(u˜)), the above conditions can be rewritten as:
I˜ dI˜
du˜
< 0, paramagnetic
I˜ dI˜
du˜
> 0, diamagnetic
For the Solovev ansantz (3.5) in the static case, it is I˜ dI˜
du˜
∼ . Thus, for  > 0 the plasma is
diamagnetic, and for  < 0 it is paramagnetic.
3.2 Diamagnetic Configurations
When  > 0 the inner point of the separatrix on the midplane is located at ξ =
√
. So,
if u˜s is the flux function on the separatrix, then
u˜s = u˜(
√
, 0)⇒ u˜s = p˜sa(−1 + )
2[3δ2 + (2 + )λ]
24u˜b(1 + δ2)
(3.18)
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We assume that the plasma extends up to the separatrix of a configuration, thus,
u˜b = u˜s ⇒ u˜b =
[
p˜sa(−1 + )2[3δ2 + (2 + )λ]
24(1 + δ2)
]1/2
(3.19)
We recall that in a Solovev-like solution the value of u˜ on the magnetic axis is zero by choice.
On the boundary it is given by (3.19) and is dependent on the values of , δ, and λ.
In order to find the radial coordinates of the innermost and outermost points of the
plasma boundary, which are located on the midplane, we have to solve the equation u˜b =
u˜(ξ, 0), from which we find that
ξin =
√
 (3.20)
and
ξout =
[
− 
2
− 3δ
2
2λ
+
√

√
3δ4 + 8δ2λ− 2δ2λ+ 4λ2 − 2λ2
2λ
]1/2
(3.21)
By using Eqs. (3.12), (3.13) and (3.15) we find analytical relations for the major radius, the
minor radius and the Shafranov shift as functions of , δ, and λ
ξ0 =
1
4
2√+
[
−6δ2 − 2λ+ 2√3√3δ4 − 2δ2(−4 + )λ− (−4 + 2)λ2
λ
]1/2 (3.22)
,
α˜ =
1
2
−√+
[
− 
2
− 3δ
2
2λ
+
√
3
√
3δ4 + 8δ2λ− 2δ2λ+ 4λ2 − 2λ2
2λ
]1/2 (3.23)
and
∆ξ = 1− 1
4
2√+
[
−6δ2 − 2λ+ 2√3√3δ4 − 2δ2(−4 + )λ− (−4 + 2)λ2
λ
]1/2 (3.24)
Until now, we have found two out of the four characteristic parameters of the boundary shap-
ing, ξin and ξout, so the next step is to find respective analytical relations for the coordinates
of the upper point of the boundary (ξup, ζup). At first, by solving u˜ = u˜b for ζ we find the
parametric equation
ζb(ξ) =
[
3δ2 − 3δ2
(1−)2 + 2λ− 2λ(1−)2 + λ+ 6δ
2ξ2
(1−)2 − 3δ
2ξ4
(1−)2 − λξ
6
(1−)2
]1/2
[
− 12
(1−)2 +
12ξ2
(1−)2
]1/2 (3.25)
Thus, in order to find the radial coordinate of the upper point (in which there exists an
extremum) we have to solve the equation dζb(ξ)
dξ
= 0.
To solve this equation is not trivial even by using Mathematica. So we decide to solve it
in the static limit, for λ→ 0, in which equations (3.21)-(3.25) reduce to the following ones:
ξout(s) =
√
2−  (3.26)
ξ0(s) =
1
2
(
√
2− +√) (3.27)
α˜(s) =
1
2
(
√
2− −√) (3.28)
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∆ξ(s) =
1
2
(2−√2− −√) (3.29)
and
ζb(s)(ξ) =
√
3δ2(1− )2 − 3δ2 + 6δ2ξ2 − 3δ2ξ4
12(+ ξ2)
(3.30)
where (s) denotes the static limit. By solving the equation
dζb(s)(ξ)
dξ
= 0 we find the radial
coordinate of the upper point for the case λ = 0 (i.e. for parallel flows); this is
ξup(s) =
√
 (3.31)
Thus, from equation (3.14) it follows that the triangularity of a diamagnetic configuration
is t = 1. Consequently, from Eq. (3.30) we can find the ζ-coordinate of the upper point for
λ = 0, and this is
ζup(s) =
√
−δ2(−1 + )
2
(3.32)
We observe that in the static limit, ξin, ξout, ξ0, ξup, and α˜, do not depend anymore on the
value of δ parameter. In addition, elongation of the magnetic surfaces as a function of  and
δ in the static limit is given by
κ(s) =
√−2δ2(−1 + )√
2− −√ (3.33)
As already mentioned, we usually specify the shape of a configuration using known parameters
such as the elongation, the triangularity, the major and the minor radius. For this reason we
want to find analytical relations for the parameters  and δ as function of κ, t, R0, and α.
Due to the normalization with respect to the magnetic axis adopted we have
α˜(s) =
α(s)
Ra
⇒ α(s) = Ra
2
(
√
2− −√) (3.34)
and
ξ0(s) =
R0(s)
Ra
⇒ R0(s) = Ra
2
(
√
2− +√) (3.35)
Thus, by solving the system of equations [κ = κ(s), α = α(s), R0 = R0(s)], we find the following
relations
 =
(R0 − α)2
R20 + α
2
(3.36)
δ = κ
√
α
R0
(3.37)
and
Ra =
√
R20 + α
2 (3.38)
From these relations we can now determine the values of  and δ parameters for any given
configuration for which its major radius, minor radius, and elongation are prescribed. Af-
terwards, we can also find the values of the four characteristic parameters of the boundary
and of the Shafranov shift by using Eqs. (3.20), (3.26)-(3.29), and (3.31)-(3.32). The above
relations will also be employed to assign values of the free parameters , δ and Ra for non
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parallel flows (λ 6= 0) because in this case the above estimation procedure becomes compli-
cated. Since the magnetic field at the geometric center of each device is known, we can also
estimate its value on the magnetic axis, and then the value of p˜sa from the relations
Ba = B0
R0
Ra
(3.39)
and
p˜sa =
psa
B2a/µ0
(3.40)
The maximum equilibrium pressure, on the magnetic axis, for ITER is about pa ≈ 106 Pa,
while for the NSTX spherical tokamak it is about pa ≈ 104 Pa. Since the flow term in the
Bernoulli equation (2.55) is small, we usually adopt the approximation pa ≈ psa .
On the basis of the above analysis we are ready to calculate the values of all the param-
eters mentioned above for the ITER and NSTX tokamaks for which we are going to examine
the influence of pressure anisotropy. These values are presented on Table (3.1) for the case
λ = 0. Thus, we can fully determine the solution u˜ from Eq. (3.8), as well as the position of
ITER NSTX
 0.415646 0.0276592
δ 0.965535 1.95322
Ra (m) 6.5146 1.08231
Ba (T ) 5.04406 0.337703
p˜sa 0.049353 0.110104
u˜b 0.0318804 0.101537
ξ0 0.951709 0.785356
α˜0 0.307 0.619
ξin 0.644706 0.166311
ξout 1.25871 1.4044
ξup 0.644706 0.166311
ζup 0.521905 1.3619
Table 3.1: Characteristic values of the shaping parameters for ITER and NSTX spherical tokamaks
for λ = 0.
the characteristic points of the boundary and obtain the ITER-like and NSTX-like diamag-
netic configurations, whose poloidal cross-section with a set of magnetic surfaces are shown
in Figs. (3.2)-(3.3). We note that by expansions around the magnetic axis it turns out that
the magnetic surfaces in the vicinity of the magnetic axis have elliptical cross-sections (see
also [46]-[47]).
Also, the separatrix presents two up-down symmetrical corners, with its inner part to be
defined by the vertical line ξ =
√
; for the NSTX spherical tokamak this is located very close
to the axis of symmetry in accordance with the small hole of spherical tokamaks. For  = 0
it will coincide with the axis of symmetry and the configuration will become compact. When
λ > 0 the configurations are similar to the ones presented for parallel flows, since the plasma
is extended always up to the separatrix, but as λ takes higher values the magnetic surfaces are
more elongated parallel to ζ axis as compared with the static-and parallel flow-equilibrium
ones.
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Figure 3.2: Diamagnetic ITER-like equilibrium configuration determined by Eq. (3.8) for the
parameter values of Table (3.1).
Figure 3.3: Diamagnetic NSTX-like equilibrium configuration determined by Eq. (3.8) for the
parameter values presented on Table (3.1).
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Parallel flow (λ = 0) Non-parallel flow (λ = 0.5)
ITER NSTX ITER NSTX
σmaxda 0.08 0.11 0.10 0.13
Table 3.2: Approximate maximum permissible values of the free parameter σda for the extended
Solovev solution in connection with the non negativeness of pressure.
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Figure 3.4: Variation of I˜ with σda in ITER-like diamagnetic configuration, for field aligned flows
(λ = 0), M2pa = 10
−4, n = 2, on the midplane ζ = 0.
3.2.1 Effects of Pressure Anisotropy and Flow
In this subsection we are going to examine the impact of pressure anisotropy on the equi-
librium quantities and confinement figures of merit, via the variation of the free parameters
σda and n, and compare it with that of the flow. From the requirement of positiveness for
all pressures within the whole plasma region, we find that the pressure anisotropy parameter
σda takes higher values on spherical tokamaks than in the conventional ones, as shown on
Table (3.2). Also it must be n ≥ 2, so we will let 2 ≤ n ≤ 10.
Magnetic Field
When the plasma is diamagnetic the toroidal magnetic field inside the plasma decreases
from its vacuum value as
B˜φ =
I˜
ξ
(3.41)
Consequently the profile of the function I˜ is expected to be hollow. As shown in Fig. (3.4),
as σda becomes larger the field increases, and for sufficient high σda it becomes peaked on
the magnetic axis. This means that increasing pressure anisotropy acts paramagnetically
in terms of its maximum value on axis, σda . The same result can also be inferred directly
from B˜φ profile, but not so clearly since it falls like
1
ξ
, see Figure (3.5). Additionally, plasma
flow through M2pa also acts paramagnetically, but its effects are weaker than that of pressure
anisotropy, as shown in Fig. (3.6) for the ITER configuration, since σda is two orders of
magnitude higher than M2pa . This result could be expected, because from Eq. (2.43) function
I˜ is written as
I˜ =
X˜
1− σd −M2p
− ξ2
(
dF˜
du˜
)(
dΦ˜
du˜
)
(3.42)
The non-parallel flow term has a negligible effect. Thus, pressure anisotropy and plasma flow
have a cumulative paramagnetic effect on equilibrium. The comparison between the impacts
of pressure anisotropy and plasma flow on function I˜ is more clear for the NSTX tokamak,
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Figure 3.5: Variation of B˜φ with σda in ITER-like diamagnetic configuration, for field aligned flows
(λ = 0), M2pa = 10
−4, n = 2, on the midplane ζ = 0.
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Figure 3.6: Pressure anisotropy vs flow impact on I˜ function for ITER-like diamagnetic equilibria.
The notations Iso and Aniso refer to whether plasma pressure is isotropic (σda = 0)/anisotropic
(σda 6= 0), while the notations static and flow refer to the absence (M2pa = 0) or presence (M2pa 6= 0)
of the flow.
52
0.4 0.6 0.8 1.0 1.2 1.4
Ξ
1.00
1.01
1.02
1.03
1.04
1.05
1.06
I

Isostatic
Anisostatic
Isoflow
Anisoflow
Figure 3.7: The additive paramagnetic action of anisotropy and flow for NSTX-like diamagnetic
equilibria, on the midplane ζ = 0. Note that anisotropy (red-dashed-dotted curve) has a stronger
impact than the flow (Blue Dotted curve) on equilibrium. The maximum paramagnetic action is
found when both anisotropy and flow are present (green-straight curve).
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Figure 3.8: Raising the free parameter n of the anisotropy function, decreases the toroidal magnetic
field in the off-axis region, leading to a diamagnetic action.
see Fig. (3.7). On the other side, pressure anisotropy may also act diamagnetically through
the shaping parameter n when σda is fixed, see Fig. (3.8). Regarding the poloidal magnetic
field,
B˜ξ =
1
ξ
(1− σd −M2p )−1/2 ∂u˜∂ζ
B˜ζ = −1
ξ
(1− σd −M2p )−1/2
∂u˜
∂ξ
(3.43)
the pressure anisotropy through both parameters σda and n has a noticeable effect neither
on B˜ξ nor on B˜ζ . Also, it may be noted that the ξ-component of ~˜B is zero on the midplane
ζ = 0 (Eq. (3.43)).
Current Density
From Eq. (2.60) we see that the toroidal current density is
J˜φ =
1
ξ
[
(1− σd −M2p )−1/2∆˜∗u˜−
1
2
(1− σd −M2p )−3/2
d
du˜
(1− σd −M2p )| ~˜∇u˜|2
]
(3.44)
and its poloidal components are
J˜ξ = −1ξ ∂I˜∂ζ
53
Σda=0
Σda=0.08
0.7 0.8 0.9 1.0 1.1 1.2
Ξ
0.6
0.8
1.0
1.2
1.4
1.6
J

Φ
Figure 3.9: Variation of J˜φ with σda in ITER-like diamagnetic configuration, for field aligned flows
(λ = 0), M2pa = 10
−4, n = 2, on the midplane ζ = 0.
J˜ζ =
1
ξ
∂I˜
∂ξ
(3.45)
In the static and isotropic case, using the linearised GGS equation (3.7), for the values of ,
δ, u˜b, and p˜sa given in Table (3.1), Eq. (3.44) takes the following form on the midplane
J˜φ = 1.548ξ − 0.333
ξ
(3.46)
so, we expect the toroidal current density to monotonically increase from ξin to ξout. The
flow has no important effect on J˜φ, both on ITER and NSTX configurations. On the other
hand, when anisotropy is present there is noticeable difference from its isotropic profile. More
precisely, there are three regions where it displays different behaviour: for ξin < ξ < ξ1 and
ξ2 < ξ < ξout it decreases, while for ξ1 < ξ < ξ2 it increases, compared with the isotropic case.
The variation of J˜φ is shown in Fig. (3.9). The intersection points for ITER equilibrium with
parallel flow are ξ1 = 0.838 and ξ2 = 1.148, while for non-parallel flows they move closer to
the magnetic axis as ξ1 = 0.850 and ξ2 = 1.133. In contrast to σda , the change of n doesn’t
affect J˜φ. At last, we have to mention that due to the Solovev-like ansatz, the current density
is non zero on the plasma boundary, although plasma density vanishes thereon.
The isotropic J˜ζ changes from negative to positive values, while it is zero on the plane of
the magnetic axis ξ = 1, in consistence with diamagnetism. The anisotropic J˜ζ exhibits two
extrema, both in region ξ < ξa and ξ > ξa, presented in Fig. (3.10), with |J˜ζ | increasing with
σda , so that pressure anisotropy acts paramagnetically. For fixed σda these two extrema get
closer to the magnetic axis as n takes higher values, as shown in Fig. (3.11). The behavior
of J˜ζ through σda and n is the same for the NSTX, with the only difference that the isotropic
J˜ζ is positive in the region ξ < ξa and negative in the region ξ > ξa.
Velocity
Using Eq. (2.59) we see that the toroidal component of the velocity can be written as
v˜φ =
I˜
ξ
Mp√
ρ˜
− ξ(1− σd −M2p )1/2
(
dΦ˜
du˜
)
(3.47)
and the poloidal ones as
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Figure 3.10: Variation of J˜ζ with σda in ITER-like diamagnetic configuration, for field aligned
flows (λ = 0), M2pa = 10
−4, n = 2, on the midplane ζ = 0.
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Figure 3.11: Variation of J˜ζ with n in ITER-like diamagnetic configuration, for field aligned flows
(λ = 0), M2pa = 10
−4, σda = 0.01, on the midplane ζ = 0.
v˜ξ =
1
ξ
Mp√
ρ˜
(1− σd −M2p )−1/2 ∂u˜∂ζ
v˜ζ = −1
ξ
Mp√
ρ˜
(1− σd −M2p )−1/2
∂u˜
∂ξ
(3.48)
As we observe, v˜φ depends on the Mach function, the anisotropy function, the toroidal mag-
netic field, and the electric field through the second term. On the basis of the chosen ansatz
(3.6), Eq. (3.47) is put in the following form
v˜φ =
I˜
ξ
Mp√
ρ˜
− ξ
√
1− M
2
p
1− σd
(
2λp˜sa
ρ˜(1 + δ2)
(
1− u˜
u˜b
))1/2
(3.49)
Thus, for parallel flows the second term in (3.49) vanishes and v˜φ behaves nearly like I˜ as far
as its dependence on M2pa , σda and n is considered. We can see the increase of the maximum
value of the toroidal velocity with σda , displaced on the left side of the magnetic axis, in Fig.
(3.12), for an ITER diamagnetic configuration.
For the NSTX the impact of anisotropy on v˜φ is qualitatively similar but quantitatively
slightly stronger because of the higher values of σda . For flows non-parallel to the magnetic
field v˜φ changes sign because of the negative second term. In this situation, as σda takes
larger values, the second term becomes less negative and the toroidal velocity becomes more
positive. However, quantitatively this increase is negligible.
Similar to the case of B˜p, the impact of anisotropy on v˜p is negligible. As we observe
in Fig. (3.13), the poloidal velocity is one order of magnitude smaller than the toroidal one
in accordance with experimental results for tokamaks [39, 40]. It may be noted here that
poloidal rotation damping times are much shorter than the toroidal damping times.
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Figure 3.12: Variation of v˜φ with σda in ITER-like diamagnetic configuration, for field aligned
flows (λ = 0), M2pa = 10
−4, n = 2, on the midplane ζ = 0.
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Figure 3.13: Variation of v˜ζ with σda in ITER-like diamagnetic configuration, for field aligned flows
(λ = 0), M2pa = 10
−4, n = 2, on the midplane ζ = 0.
Pressures
Considering the Bernoulli equation (2.55), the effective pressure
p˜ = p˜s(u˜)− ρ˜
v˜2
2
+ ρ˜(1− σd)ξ2
(
dΦ˜
du˜
)2
(3.50)
consists of three terms; the static one, and two flow terms, the last of which is associated
with non-parallel flows. For vanishing flow, the overall p˜ is identical to p˜s, which is peaked on
the magnetic axis and does not depend on pressure anisotropy, due to the Solovev ansatz, see
Fig. (3.14). The static effective pressure p˜s depends only on the flow parameter λ through
the function u˜, and thus, for non-parallel flows it is decreased from its static or parallel-flow
value (λ = 0). For field-aligned flows, p˜ is a little lower than its static value because of the
second negative term in Eq. (3.50). Both M2pa and σda have a decreasing influence on p˜, since
they additively raise v˜, though weakly.
For non-parallel flows there is a positive contribution to the overall pressure because of
the third term in (3.50), so that in this situation p˜ becomes higher than in the parallel-flow
case. This term does not depend on pressure anisotropy since it has the following form
ρ˜(1− σd)ξ2
(
dΦ˜
du˜
)2
= ξ2
2λp˜sa
(1 + δ2)
(
1− u˜
u˜b
)
(3.51)
Thus, p˜ depends on pressure anisotropy only through the magnitude of velocity. One can
see that plasma flow has a stronger influence than anisotropy for the NSTX diamagnetic
configuration (Fig. 3.15). Pressure anisotropy has an appreciable impact on the various
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Figure 3.14: The static effective pressure on the midplane ζ = 0 for the ITER-like diamagnetic
configuration.
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Figure 3.15: The impact of pressure anisotropy compared to that of the flow on p˜, on the midplane
ζ = 0, for the NSTX-like diamagnetic equilibria with parallel flows (λ = 0). When the flow is present
the overall effective pressure decreases from its static value, while the presence of pressure anisotropy
does not have an important effect on it. The maximum attainable values for the parameters M2pa
and σda were found by requiring non negative pressure.
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Figure 3.16: p˜‖ dependence on σda, on the mideplane ζ = 0, for parallel flows (λ = 0), M2pa = 10
−4,
n = 2, for ITER-like diamagnetic equilibria. As σda increases it’s maximum value gets closer to the
innermost point.
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Figure 3.17: p˜⊥ dependence on σda anisotropy parameter, on the mideplane ζ = 0, for parallel flows
(λ = 0), M2pa = 10
−4, n = 2, for ITER-like diamagnetic equilibria. As σda increases it’s maximum
value gets closer to the outermost point.
pressures, with p˜‖ increasing, while p˜⊥ and < p˜ > decreasing with σd as expected by Eqs.
(1.46)-(1.48) [see Figs. 3.16 - 3.18]. One observes that as σda enhances, p˜⊥ has a peculiar
behaviour -presenting three extrema- because of the stronger anisotropy. For constant σda =
(i.e. σda = 0.01) the ratio of the scalar pressures parallel and perpendicular to the magnetic
field is approximately equal for the two kinds of tokamak:
(
p˜‖
p˜⊥
)
ITER
≈ 1.227,
(
p˜‖
p˜⊥
)
NSTX
≈ 1.099. In
addition, the ratio of the maximum values of the average pressures for these two tokamaks
is <p˜>NSTX
<p˜>ITER
≈ 2.17.
Furthermore, raising n makes p˜‖ and < p˜ > to decrease, while it makes p˜⊥ to increase,
though the changes are quantitatively small. The pressure profiles for NSTX anisotropic
equilibria with parallel flows are given in Fig. (3.20).
Electric Field
Non parallel flows are associated with an electric field ~E = −~v × ~B, as it follows from
Ohm’s law (1.37). The electric field defined by Eq. (2.61), on the basis of the ansatz (3.6)
can be written in the following form
~˜E = −
√√√√√√ 2λp˜sa
(1 + δ2)
(
1− u˜
u˜b
)1−g
1− σda
(
1− u˜
u˜b
)n ~˜∇u˜ (3.52)
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Figure 3.18: Impact of the anisotropy through σda on < p˜ > for parallel flows (λ = 0), M
2
pa = 10
−4,
n = 2, for ITER-like diamagnetic equilibria.
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Figure 3.19: Impact of the anisotropy through σda on < p˜ > for parallel flows (λ = 0), M
2
pa = 10
−2,
n = 2, for NSTX-like diamagnetic equilibria.
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Figure 3.20: Normalized pressure profiles on the mideplane ζ = 0 for NSTX-like diamagnetic
equilibria with parallel flows (λ = 0), M2pa = 10
−2, σda = 0.02, n = 2.
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Figure 3.21: The E˜ξ profile on the mideplane ζ = 0 for ITER-like diamagnetic equilibria with
non-parallel flows, λ = 0.5, M2pa = 10
−2, n = 2. The increase of the parameter σda does not affect
E˜ξ.
where ~˜∇u˜ = ∂u˜
∂ξ
eˆξ +
∂u˜
∂ζ
eˆζ . Eq. (3.52) implies that ~˜E increases with σda , while decreases
with n. The variation of the component E˜ξ on the midplane ζ = 0 shown in Fig. (3.21) is
nearly insensitive to anisotropy. The ζ-component of the electric field is zero on this plane.
In addition, the electric field gets larger as λ takes higher values.
Toroidal Beta - Safety Factor
The toroidal beta defined by Eq. (2.65) here is written as
βt =
p˜
(B20/B
2
a)/2
(3.53)
Here we are interested in its local value on the magnetic axis
βta =
p˜a
(B20/B
2
a)/2
(3.54)
which for the ITER diamagnetic parameters from Table (3.1), becomes
βta = 0.089
1− 0.55σda
1− σda
(3.55)
for field aligned flows, λ = 0, and
βta = 1.78
0.076 + 0.013
(
0.06 + 0.99
√
1
1−σda (0.01σda − 1)
)2
σda − 0.99
 (3.56)
for non-parallel flows, λ = 0.5. Thus, the pressure anisotropy through σda makes βta slightly
lower for parallel flows and higher for non parallel ones (Fig. 3.22). One finds that βta ≈ 8.9%
for λ = 0, while βta ≈ 11.5% for λ = 0.5, which are on the same order of magnitude though
a bit larger of the expected ITER ones. For the NSTX these values are βta ≈ 13% for λ = 0,
while βta ≈ 16% for λ = 0.5, values that are closer to the actual ones for this tokamak.
It is recalled that the safety factor on the magnetic axis defined by Eq. (2.76) does not
depend on pressure anisotropy for both static equilibria and equilibria with parallel flows due
to the pertinent functional form of I˜ (Eq. (2.57)). For NSTX equilibria with field-aligned
flows it takes the value qa ≈ 2.3, satisfying the Kruskal-Shafranov limit. For non parallel
60
0.02 0.04 0.06 0.08 0.10
Σda
0.11535
0.11540
0.11545
Βa
Figure 3.22: The local toroidal beta increases a bit with the increase of pressure anisotropy for
non-parallel flows, λ = 0.5.
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Figure 3.23: The increase of pressure anisotropy results in a weak decrease on qa for NSTX-like
diamagnetic equilibria with non-parallel flows, λ = 0.5. The Kruskal-Shafranov limit is well satisfied.
flows there exists an extra flow term in I˜, and thus, the safety factor on axis depends on the
anisotropy parameter σda as
qa = 2.24− 0.034
√
1
1− σda
(3.57)
Thus, we observe that qa decreases with σda . However, similar to βta the effect of anisotropy
on qa is very small, as shown in Fig. (3.23). For diamagnetic ITER equilibria we find
qa ≈ 1.69 for field-aligned flows, and qa ≈ 1.61 for non-parallel flows. In general the q-profile
for the Solovev-like equilibrium is monotonically increasing from the magnetic axis to the
plasma boundary. An example for ITER is given in Fig. (3.24).
3.3 Paramagnetic Configurations
When  < 0 the inner point of the separatrix on the midplane ζ = 0 is located on the
axis of symmetry ξ = 0. Thus, the flux function on the separatrix has the form
u˜s = u˜(0, 0)⇒ u˜s = p˜sa(3δ
2 + 2λ)
24u˜b(1 + δ2)
(3.58)
61
Figure 3.24: The safety factor for ITER-like diamagnetic configuration with non-parallel flows,
λ = 0.5, is monotonically increasing from the magnetic axis to the plasma boundary.
and since the plasma is assumed to extend up to the separatrix, it is
u˜b =
[
p˜sa(3δ
2 + 2λ)
24(1 + δ2)
]1/2
(3.59)
One observes that in contrast with a diamagnetic configuration, u˜b does not depend on .
Along the same lines as for the diamagnetic case, we find that the radial coordinates of the
innermost and outermost points of the boundary are
ξin = 0 (3.60)
and
ξout =
[
−3δ2 +√3√3δ4 + 8δ2λ+ 4λ2
2λ
]1/2
(3.61)
In addition, we find analytical relations for the major and minor radius of a paramagnetic
configuration:
ξ0 =
[
−3δ2 +√3√3δ4 + 8δ2λ+ 4λ2
8λ
]1/2
(3.62)
and
α˜ =
1
2
[
−3δ2 +√3√3δ4 + 8δ2λ+ 4λ2
2λ
]1/2
(3.63)
Note that ξout, ξ0 and α˜ do not depend on .
In the static limit, λ→ 0, relations (3.61)-(3.63) reduce to
ξout(s) =
√
2 (3.64)
and
ξ0(s) = α˜(s) =
1√
2
(3.65)
Also, the parametric equation ζb(ξ) which gives the ζ-coordinates of the boundary points is
in the static limit
ζb(s)(ξ) =
√
−δ2ξ2(−2 + ξ2)
4(−+ ξ2) (3.66)
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By solving the equation
∂ζb(s)
∂ξ
= 0 we find that the radial coordinate of the upper point for
λ = 0 is
ξup(s) =
√
+
√
2 − 2 (3.67)
Substituting (3.67) into (3.66) we also find the ζ-coordinate of the upper point as
ζup(s) =
1
2
(+
√
2 − 2)
√
−δ2

(3.68)
From relations (3.14) and (3.15) we find for the triangularity and elongation the expressions
κ(s) = (+
√
2 − 2)
√
−δ2

(3.69)
and
t(s) = 1−
√
2
(
+
√
2 − 2
)1/2
< 1 (3.70)
Thus, by solving the system of equations [κ = κ(s), R0 = R0(s), t = t(s)], we find the relations
 =
(t− 1)4
4(t2 − 2t− 1 (3.71)
,
δ =
κ
√
2√−t2 + 2t+ 1 (3.72)
and
Ra =
√
2R0 (3.73)
from which we can determine the values of the parameters , δ, and Ra in terms of the
elongation, triangularity and major radius. Afterwards, we can also determine the values
of the characteristic parameters of the boundary presented above. All these parameters are
calculated and given in Table (3.3) for the ITER and NSTX paramagnetic configurations.
The poloidal cross section with the magnetic surfaces of ITER paramagnetic configuration
ITER NSTX
 -0.032479 -0.008929
δ 1.93039 2.3519
Ra (m) 8.76812 1.20208
Ba (T ) 3.74767 0.304056
p˜sa 0.089403 0.135821
u˜b 0.0938664 0.119909
ξ0 1/
√
2 1/
√
2
α 6.26= 2 0.85 6= 0.67
ξin 0 0
ξout
√
2
√
2
ξup 0.473762 0.353553
ζup 1.20208 1.55563
Table 3.3: Characteristic values of the shaping parameters for ITER and NSTX spherical tokamaks
for λ = 0 paramagnetic equilibria.
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Figure 3.25: The poloidal cross-section for ITER-like paramagnetic configuration with parallel flows.
for the case of static or parallel flows (λ = 0) is illustrated in Figure (3.25). In contrast
with the diamagnetic case, in a paramagnetic configuration the plasma reaches through a
corner the axis of symmetry implying values for the minor radius different from the actual
ones, and thus, such a configuration is not typical for conventional tokamaks. However, a
configuration with a similar corner was observed recently in the QUEST spherical tokamak
as a self organized state [48] (Fig. 5 therein).
The influence of pressure anisotropy is not different from the diamagnetic case, since
the variation of the anisotropy parameters σda and n, affect the equilibrium quantities in
a similar way (even the maximum permissible values of σda in connection with pressure
positivity in the whole plasma region are almost the same both for ITER- and NSTX-like
configurations), except for the following two differences. First, the toroidal velocity, v˜φ,
unlikely the diamagnetic case, reverses near the axis of symmetry and then behaves as the
diamagnetic one to the right of the reversal point. An example for ITER is given in Fig.
(3.26).
In spherical tokamaks the reversal point is displaced closer to the magnetic axis and v˜φ
remains positive in a larger region than in the conventional ITER-like one [see Fig. (3.27)].
Reversal of v˜φ during the transition to improved confinement regimes have been observed in
ASDEX Upgrade [49] and in LHD [50]. Second, the current density sharply falls off near
the axis of symmetry and then increases from the high field side up to the outermost point of
the boundary (Fig. 3.28). The influence of pressure anisotropy on the confinement figures of
merit for paramagnetic equilibria is similar as in the diamagnetic ones. Specifically, the local
toroidal plasma beta on the magnetic axis is βta ∼ 8.9% for field aligned flows, and βta ∼ 10%
for non-parallel ones for ITER paramagnetic equilibria, while ∼ 13% and ∼ 15, 5% for NSTX
ones. Thus, for field-aligned flows it takes almost the same values as in the diamagnetic case,
while for flows not parallel to the magnetic field, βta is a little lower. In addition, the safety
factor on axis is qa ∼ 2.53 for parallel flows, while qa ∼ 2.45 for non-parallel ones, for ITER
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Figure 3.26: The profile of v˜φ becomes slightly positive near the axis of symmetry on ITER-like
paramagnetic equilibria with non-parallel flows, λ = 0.5. Then it changes sign and behaves like in
the diamagnetic case.
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Figure 3.27: The profile of v˜φ for NSTX-like paramagnetic equilibria with non-parallel flows. It has
two extrema, in contrast with the diamagnetic case in which it was peaked near the magnetic axis.
Its absolute values decreases a bit with the increase of σda in the region near the magnetic axis.
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Figure 3.28: The profile of J˜φ for ITER-like paramagnetic equilibria with non-parallel flows. The
effect of anisotropy parameter σda is similar with that in the diamagnetic case.
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paramagnetic equilibria. For NSTX the respective values are qa ∼ 2.44, and ∼ 2.35, both
higher than in diamagnetic equilibria (and both satisfying the Kruskal-Shafranov limit).
3.4 Conclusions
In the present chapter, we constructed Solovev-like equilibria for linear choices of the free
functions included in the GGS equation derived in chapter 2. Then we examined the influence
of pressure anisotropy and plasma flow on these equilibria for peaked on axis profiles of the
anisotropy and Mach functions containing a couple of free parameters (Eqs. (3.10)-(3.11)).
The study includes diamagnetic and paramagnetic plasmas, flows parallel and not parallel
to the magnetic field as well as ITER-like and NSTX-like tokamak configurations. The main
results are summarized below.
1. The impact of anisotropy on most equilibrium quantities is stronger than that of the
flow, with only exceptions the effective pressure and the average pressure. This is plau-
sible because according to experimental evidence, the parameter σda determining the
maximum of the pressure anisotropy on the magnetic axis is larger than the respec-
tive Mach number M2pa . The non-parallel flow term has a small contribution in most
quantities.
2. Pressure anisotropy as well as plasma flow act paramagnetically as far as the parameters
σda and M
2
pa are concerned, since their increase raises the toroidal magnetic field from
its vacuum value. On the other hand increase of n acts diamagnetically.
3. Anisotropy through σda has a different influence on the toroidal current density in
different regions of the plasma, since near the magnetic axis it makes J˜φ to increase,
while near the boundary it makes it lower than its isotropic value. In addition, raise of
σda makes the isotropic |J˜ζ | take higher values, and to present two extrema on the left
and right side of the magnetic axis. The higher n is the closer to axis are located both
extrema.
4. The absolute values of v˜φ, v˜ζ , and E˜ξ become slightly larger in the presence of anisotropy
mainly through σda . In contrast, the anisotropy has opposite effects on plasma pressure,
i.e. both the overall pressure and the average pressure decrease with σda . At last, the
toroidal beta on axis and the safety factor thereon are rather insensitive to pressure
anisotropy.
5. Comparing the diamagnetic configurations with the paramagnetic ones we found that
both anisotropy and flow act in a similar way in most of the equilibrium quantities.
The only differences are that in paramagnetic equilibria v˜φ reverses, while it is peaked
on axis in diamagnetic ones, and that unlike the diamagnetic case, J˜φ sharply falls
off near the axis of symmetry and then starts to increase from high to low field side.
For field-aligned flows βta is almost the same both for diamagnetic and paramagnetic
equilibria, while for non-parallel flows the paramagnetic beta on axis is ∼ 0.5 − 1.0%
lower than the diamagnetic one, in both ITER and NSTX tokamaks. In contrast, the
paramagnetic qa takes higher values than the diamagnetic one, both for parallel and
not parallel flow as well as for ITER and NSTX tokamaks. This is reasonable since
improving equilibrium usually has a negative impact on stability.
6. At last by comparing the conventional ITER tokamak with the NSTX spherical one,
we found that both pressure anisotropy and plasma flow act in the same way in most of
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their equilibrium quantities. In an NSTX, both σda and M
2
pa take higher values than in
ITER, and since in the NSTX these two parameters are comparable, the effects of the
flow are more evident thereon. The main noticeable differences are that the reversal
point of v˜φ is located closer to the magnetic axis in NSTX-like paramagnetic equilibria,
and that for the same value of σda the ratio p˜‖/p˜⊥ is higher on ITER than on NSTX,
both diamagnetic and paramagnetic.
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Chapter 4
Hernegger-Maschke-like Solution
In this chapter the GGS equation will be solved for an alternative choice of the free
functions. Since the charged particles move parallel to the magnetic field free of magnetic
force, parallel flows is a plausible approximation. In particular for tokamaks this is compatible
with the fact that the toroidal magnetic field is an order of magnitude larger than the poloidal
one and the same scaling is valid for the toroidal and poloidal components of the fluid
velocity. Also, for parallel flows the problem remains analytically tractable and leads to a
generalised Hernegger-Maschke solution to be constructed below. The original Hernegger-
Maschke solution was first introduced in [51] for isotropic equilibria and rectangular boundary,
with choices for the free functions of the GS equation to be quadratic in u˜, and has also been
studied in a number of papers [52],[53]. Here, respective equilibria for plasma surrounded
by a fixed toroidal boundary of ITER-like cross section (presenting an X-point at the lower
part) will be constructed, in relevance to the ITER and NSTX-Upgrade tokamak devices.
Since the boundary is held fixed, the position of the magnetic axis of each configuration will
be left free, and all quantities will be normalized with respect to the geometric center (see
section (2.3)). After the generalised equilibria are constructed, we are going to examine the
influence of pressure anisotropy, as well as plasma flow on their characteristics.
4.1 Construction of the Solution
In the absence of the electric field term (ξ4 -term) the GGS equation (2.54) becomes
∆˜∗u˜+
1
2
d
du˜
(
X˜2
1− σd −M2p
)
+ ξ2
dp˜s
du˜
= 0 (4.1)
where, ∆˜∗u˜ = ∂
2u˜
∂ξ2
+ ∂
2u˜
∂ζ2
− 1
ξ
∂u˜
∂ξ
. We choose the free function terms of Eq. (4.1) to be quadratic
in u˜ as
p˜s(u˜) = p˜1 + p˜2u˜
2 (4.2)
and
X˜2(u˜)
1− σd(u˜)−M2p (u˜)
= X˜20 + X˜1u˜
2 (4.3)
In contrast with Solovev solution and the free boundary problem examined in chapter 3, here
we want the function u˜ to vanish on a fixed plasma boundary, i.e. u˜b = 0. Thus, since plasma
pressure must also vanish on the boundary, from (4.2) it should be p˜1 = 0. In addition, the
parameter X˜20 is related with the vacuum toroidal magnetic field at the geometric center as
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X˜20 = ξ
2
0B˜
2
φ0
, and due to the adopted normalization it is X˜20 = 1. Thus, the ansatz (4.2)-(4.3)
take the form
p˜s(u˜) = p˜2u˜
2 (4.4)
and
X˜2(u˜)
1− σd(u˜)−M2p (u˜)
= 1 + X˜1u˜
2 (4.5)
The values of the parameters p˜2 and X˜1, will be chosen by inspection in connection with
realistic shaping and values of the equilibrium figures of merit, i.e. the local toroidal beta
and the safety factor on the magnetic axis.
Substituting the ansatz (4.4)-(4.5) into the Grad-Shafranov equation (4.1), it reduces to
∂2u˜
∂ξ2
+
∂2u˜
∂ζ2
− 1
ξ
∂u˜
∂ξ
+ X˜1u˜+ 2p˜2ξ
2u˜ = 0 (4.6)
which is a linear partial differential equation. The solution to Eq. (4.6) is found by separation
of variables,
u˜(ξ, ζ) = G(ξ)T (ζ) (4.7)
on the basis of which, it further reduces to the following form
1
T (ζ)
d2T (ζ)
dζ2
= − 1
G(ξ)
d2G(ξ)
dξ2
+
1
ξG(ξ)
dG(ξ)
dξ
− X˜1 − 2p˜2ξ2 = −η2 (4.8)
where η is the separation constant. Therefore, the problem reduces to a couple of ODEs.
The one for the function T is
d2T (ζ)
dζ2
+ η2T (ζ) = 0 (4.9)
having the general solution
T (ζ) = a1cos(ηζ) + a2sin(ηζ) (4.10)
with the coefficients a1 and a2 to be determined later. The second equation satisfied by
function G is
d2G(ξ)
dξ2
− 1
ξ
dG(ξ)
dξ
+ (X˜1 − η2)G(ξ) + 2p˜2ξ2G(ξ) = 0 (4.11)
Introducing the parameters γ = X˜1, δ = 2p˜2, and % = i
√
δξ2, so that ∂
∂ξ
= 2i
√
δξ ∂
∂%
and
∂2
∂ξ2
= 2i
√
δ ∂
∂%
+ 4i
√
δ% ∂
2
∂%2
, (4.11) becomes
d2G(%)
d%2
+
[
i
η2 − γ
4
√
δ
1
%
− 1
4
]
G(%) = 0 (4.12)
Furthermore, if we set
ν ≡ iη
2 − γ
4
√
δ
(4.13)
then (4.12) is put in the form
d2G(%)
d%2
+
[
ν
%
− 1
4
]
G(%) = 0 (4.14)
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which is a special case of the Whittaker’s equation
W
′′
(x) +
[
ν
x
− 1
4
+
1
4
− µ2
x2
]
W (x) = 0 (4.15)
for µ = 1
2
. Thus, Eq. (4.14) admits the general solution
G(%) = b1Mν, 1
2
(%) + b2Wν, 1
2
(%) (4.16)
where Mν,µ and Wν,µ are the Whittaker functions, which are independent solutions of the
Whittaker’s differential equation.
Consequently, a typical solution of the original equation (4.6) is written in the form
u˜(%, ζ) =
[
b1Mν, 1
2
(%) + b2Wν, 1
2
(%)
]
[a1cos(ηζ) + a2sin(ηζ)] (4.17)
For further treatment it is convenient to restrict the separation constant η to positive integer
values j. Therefore, by superposition the solution can be expressed as
u˜(%, ζ) =
∞∑
j=1
[
ajMνj , 12
(%)cos(jζ) + bjMνj , 12
(%)sin(jζ) + cjWνj , 12
(%)cos(jζ) + djWνj , 12
(%)sin(jζ)
]
(4.18)
In order to make the analysis more tractable, we factorize (4.18) with respect to the coefficient
a1 so that
u˜ = a1
{
Mν1, 12
(%)cos(ζ) +
b1
a1
Mν1, 12
(%)sin(ζ) +
c1
a1
Wν1, 12
(%)cos(ζ) +
d1
a1
Wν1, 12
(%)sin(ζ)
+
N∑
j=2
[
aj
a1
Mνj , 12
(%)cos(jζ) +
bj
a1
Mνj , 12
(%)sin(jζ) +
cj
a1
Wνj , 12
(%)cos(jζ) +
dj
a1
Wνj , 12
(%)sin(jζ)
]}
(4.19)
Now, by setting a1 ≡ c, a∗j = ajc , b∗j = bjc , c∗j = cjc , and d∗j = djc , then the solution can be
expressed as
u˜(%, ζ) = cu˜∗(%, ζ) (4.20)
where
u˜∗(%, ζ) =
N∑
j=1
[
a∗jMνj , 12 (%)cos(jζ) + b
∗
jMνj , 12
(%)sin(jζ) + c∗jWνj , 12 (%)cos(jζ) + d
∗
jWνj , 12
(%)sin(jζ)
]
(4.21)
with a∗1 = 1. This ‘trick’ is done because employing the function u˜
∗, the system of algebraic
equations that will arise from the boundary conditions that are going to be imposed in order
to determine the values of the coefficients a∗j , b
∗
j , c
∗
j , and d
∗
j , will be inhomogeneous due to
the coefficient a∗1 = 1 of the first term of the sum in (4.21). So, it will be easier to solve with
Mathematica, because otherwise the system becomes homogeneous and the package gets the
trivial zero solution. Once the values of these coefficients are found, we can then determine
the solution u˜ by multiplying them with the constant c, see Eq. (4.20). The value of c will
be determined on the basis of the Kruskal-Shafranov stability limit, qa > 1.
Before continuing to the presentation of the boundary conditions, we have to assign the
functions σd, M
2
p and ρ˜ with respect to u˜. Thus, we choose the anisotropy function, the
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Mach function, and the mass density profiles to be peaked on the magnetic axis of a given
configuration and vanishing on the boundary:
σd(u˜) = σda
(
u˜
u˜a
)n
(4.22)
M2p (u˜) = M
2
pa
(
u˜
u˜a
)m
(4.23)
and
ρ˜(u˜) = ρ˜a
(
u˜
u˜a
)g
(4.24)
where ρ˜a and u˜a constant quantities.
It is recalled that typical values for the poloidal Mach function is ∼ 10−4 for an ITER
tokamak and ∼ 10−2 for the NSTX-U spherical one. At last, the exponents g and m will be
fixed at the values g = 1/2 and m = 2, while the free parameters σda and n, associated with
the maximum value and the shape of the anisotropy function σd, will be let to vary through
a sufficient range, in order to examine the influence of anisotropy on equilibrium.
4.2 Boundary (Shaping) Conditions
Once all the arbitrary functions are specified, we can construct single-null diverted equi-
libria, e.g. ITER-like ones, by imposing appropriate boundary conditions. For an up-down
asymmetric (about the midplane) magnetic surface, its shape is usually characterized by four
points which have to be fixed, namely the inner, the outer, the upper, and the lower point of
the plasma boundary, which we want to be an X-point. The above characteristic boundary
points are:
Inner point : (ξin = 1− αR0 , ζin = 0)
Outer point : (ξout = 1 +
α
R0
, ζout = 0)
Upper point : (ξup = 1− t αR0 , ζup = κ αR0 )
Lower X-point : (ξx = 1 +
α
R0
cos[pi − tan−1(κ
t
)], ζx = −κ αR0 )
where α is the minor radius of the torus, t is the triangularity, κ the elongation. The inverse
aspect ratio is ε = α
R0
. Values of these parameters for ITER and NSTX-U are given in chapter
1 (see Table 1.1). In this work we assume that the upper and lower part of the separatrix have
the same elongation and triangularity. It is noted however that different parameter values
for these two parts are possible. The above characteristic points of an up-down asymmetric
boundary are illustrated in Fig. (4.1). Such an up-down asymmetric boundary consisting of
a smooth upper part and a lower part that possesses an X-point, is described by the following
parametric equations introduced in [54]: for the smooth upper part, where 0 ≤ θ ≤ pi,
ξu = 1 +
α
R0
cos(θ + w1sin(θ))
ζu = κ
α
R0
sin(θ) (4.25)
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Figure 4.1: Characteristic points determining an up-down asymmetric boundary.
for the left lower part, where pi ≤ θ ≤ 2pi − w2,
ξl = 1 +
α
R0
cos(θ)
ζl = −
[
ζ2x
1 + cos(θ)
1 + cos(w2)
]1/2
(4.26)
and for the right lower part, where 2pi − w2 ≤ θ ≤ 2pi,
ξr = 1 +
α
R0
cos(θ)
ζr = −
[
ζ2x
1− cos(θ)
1− cos(w2)
]1/2
(4.27)
where, w1 = sin
−1(t), and w2 = pi − tan−1(κt ).
Since the value of u˜∗ must equal to zero on the boundary, u˜∗b = 0, then the first four
boundary conditions come from the requirement that it should also be zero at the above
presented characteristic points of the boundary. Function u˜∗ is in general complex, and since
it satisfies the GGS equation, then both its real and imaginary parts are also solutions of this
equation. Here, following Ref. [52] we will work with the imaginary part of the flux function.
So the first four conditions are:
Im[u˜∗(ξin, ζin)] = 0 (4.28)
Im[u˜∗(ξout, ζout)] = 0 (4.29)
Im[u˜∗(ξup, ζup)] = 0 (4.30)
Im[u˜∗(ξx, ζx)] = 0 (4.31)
In addition, boundary conditions related with the first derivative of u˜∗ at these four charac-
teristic points will also be included. These are:
Im[u˜∗ζ(ξin, ζin)] = 0 (4.32)
72
Im[u˜∗ζ(ξout, ζout)] = 0 (4.33)
Im[u˜∗ξ(ξup, ζup)] = 0 (4.34)
Im[u˜∗ζ(ξx, ζx)] = 0 (4.35)
Im[u˜∗ξ(ξx, ζx)] = 0 (4.36)
where, u˜∗ζ =
∂u˜∗
∂ζ
, and u˜∗ξ =
∂u˜∗
∂ξ
. The above conditions guarantee the curve smoothness at
these characteristic points. Specifically, in the vicinity of the innermost and outermost points
the desirable curve should be perpendicular and symmetrical to the midplane.
Furthermore, there exist three other conditions introduced in [55], that involve the second
derivatives of u˜∗ related with the curvature of the boundary curve in these characteristic
points. These are:
Im[u˜∗ξξ(ξup, ζup)] =
κ
εcos2w1
Im[u˜∗ζ(ξup, ζup)] (4.37)
Im[u˜∗ζζ(ξin, ζin)] = −
(1− w1)2
εκ2
Im[u˜∗ξ(ξin, ζin)] (4.38)
Im[u˜∗ζζ(ξout, ζout)] =
(1 + w1)
2
εκ2
Im[u˜∗ξ(ξout, ζout)] (4.39)
where, w1 = sin
−1(t), u˜∗ζζ =
∂2u˜∗
∂ζ2
, and u˜∗ξξ =
∂2u˜∗
∂ξ2
. Derivation of (4.37)-(4.39) is presented in
Appendix C.
The above conditions or part of them will be employed in the next sections to completely
specify the free parameters of solution (4.21) in order to construct ITER and NSTX-U dia-
magnetic configurations.
4.3 ITER Diamagnetic Configuration
In order to determine function u˜∗ we choose jmax = 4 in (4.21), and thus, we need
to solve a system of fifteen algebraic equations with equal number of unknown coefficients.
For this reason we take into account the conditions (4.28)-(4.37), as well as the condition
u˜∗ = 0 for five more boundary points originated by the relations (4.25)-(4.27). Setting by
inspection the values of the free parameters p˜2 = 19.5, X˜1 = −0.3, and solving the system of
the above equations, we find the values for the fifteen coefficients of the solution for an ITER
diamagnetic configuration, given on Table (4.1). Once solution u˜∗(ρ, ζ) is fully determined,
we can find the position of the magnetic axis, by solving the equations Im[u˜∗ξ ] = 0 and
Im[u˜∗ζ ] = 0 to find that the magnetic axis is located outside of the midplane ζ = 0 at
(ξa = 1.05815, ζa = 0.0159088). The value of u˜
∗ on axis is found to be u˜∗a = −0.0386774.
Since u˜∗ has been determined, the next step is to find the value of coefficient c, and
then determine function u˜(ρ, ζ) from Eq. (4.20). On the basis of the ansatz (4.5), and for
field-aligned flows, Eq. (2.43) reduces to
I˜ =
√
1 + X˜1u˜2
1− σd −M2p
(4.40)
Substituting (4.40) into (2.76), the safety factor on the magnetic axis takes the following
form
qa =
1
ξ
√
1 + X˜1u˜2
[
∂2u˜
∂ξ2
∂2u˜
∂ζ2
]−1/2
ξ=ξa,ζ=ζa
(4.41)
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Coefficient Value
a∗2 -0.625449
a∗3 0.13783
a∗4 -0.0166821
b∗1 11.2021
b∗2 -4.93763
b∗3 1.23997
b∗4 -0.117724
c∗1 2.2319
c∗2 -1.82077
c∗3 0.52774
c∗4 -0.0657547
d∗1 29.2229
d∗2 -20.6201
d∗3 10.462
d∗4 -2.64276
Table 4.1: Values of the coefficients of the solution u˜∗ for an ITER diamagnetic configuration.
where u˜ = cu˜∗. Evaluation of (4.41) gives
qa = 1.18557
√
1
c2
− 0.000448783 (4.42)
Imposing the condition qa = 1.1, so as the Kruskal-Shafranov limit is just satisfied, we find
from (4.42) that c = 1.07751. That is, solution u˜ is fully determined from Eq. (4.20), with
its value on axis to be u˜a = cu˜
∗
a = −0.0416752. Closed magnetic surfaces associated with
u˜-contours of the equilibrium configuration are shown in Fig. (4.2).
4.3.1 Effects of Pressure Anisotropy and Flow
In this subsection we are going to examine the influence of pressure anisotropy and
plasma flow on the above constructed equilibria, and then compare their effects on it. The
free parameters related with pressure anisotropy will be let to vary through the intervals
0 ≤ σda ≤ 0.03, and 2 ≤ n ≤ 10, so as all pressures to remain positive throughout the whole
region of the plasma. Note that in this respect the maximum value of σda is much less than
for Solovev diamagnetic equilibria.
As in Solovev-like equilibria both pressure anisotropy and plasma flow act paramagnet-
ically. This is expected from relation (4.40) since as σda and M
2
pa take higher values, I˜ also
enhances, and as a result the magnetic field inside the plasma is increased. The paramagnetic
action of the anisotropy parameter σda is shown in Fig. (4.3). As we see, when the plasma
is isotropic the I˜ profile is hollow as expected, and as anisotropy gets larger, it results to
a peaked I˜ profile. However, both σda and M
2
pa act paramagnetically, and since σda is two
orders of magnitude higher than M2pa in ITER configuration, the increase of σda is apparently
more effective as shown in Fig. (4.4). On the other hand, raising n acts diamagnetically,
since it makes I˜ to decrease off-axis, and be localized in a shorter region as shown in Fig.
(4.5).
Pressure anisotropy has also an important influence on the ξ-component of the current
density. Since for parallel flows the current surfaces coincide with the magnetic surfaces, the
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Figure 4.2: The poloidal cross-section for an ITER-like diamagnetic equilibria with a lower X-point.
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Figure 4.3: As σda increases, pressure anisotropy results to a paramagnetic action.
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Figure 4.4: Pressure anisotropy impact against that of the flow on I˜, on ζ = 0 plane.
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Figure 4.5: As n increases I˜ decreases and pressure anisotropy results to a diamagnetic action.
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Figure 4.6: As σda increases the absolute value of J˜ξ also increases; on the plane ζ = ζa it exhibits
two extrema localized near the magnetic axis.
poloidal current is zero on the magnetic axis, but in the off-axis region J˜ξ exhibits two extema
and its absolute value increases with σda . As σda takes higher values the extrema get closer
to the magneic axis as shown in Fig. (4.6). Pressure anisotropy has also a more important
impact than the flow on J˜ξ as shown in Fig. (4.7), from the view of the plane ζ = 0. When
n gets larger values, J˜ξ is not anymore peaked close to the axis, but its minimum gets closer
to the outer point of the configuration as shown in Fig. (4.8). The component J˜φ is not
monotonically increasing from ξin to ξout as in Solovev equilibria, but in contrast, it is peaked
on the magnetic axis. In addition, J˜φ is not much affected by the change on anisotropy and
flow -its value on axis increases a little with σa and M
2
pa .
The change on anisotropy has also an important influence on the various pressures, with
the only exception of p˜. This is because the main contribution to the effective pressure is
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Figure 4.7: Pressure anisotropy influence against that of the flow on J˜ξ, on the ζ = 0 plane. Its
absolute value is peaked near the magnetic axis and increases with anisotropy.
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Figure 4.8: The impact of the increase of anisotropy parameter n on J˜ξ, for σda = 0.015.
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Figure 4.9: The impact of anisotropy parameter σda on < p˜ > on the midplane ζ = 0, for n = 2.
from the static one, p˜s, which is not explicitly depended on pressure anisotropy or on plasma
flow:
p˜ = p˜s(u˜)− ρ˜
v˜2
2
(4.43)
One can see that the only dependence on these parameters comes from the second (flow)
term of relation (4.43). However, the impact of σda and M
2
pa on v˜
2 is negligible and therefore
the static pressure p˜s remains unaffected. On the other hand, one can expect from relations
(2.64)-(1.48), that p˜⊥ and < p˜ > will decrease, while p˜‖ will increase with pressure anisotropy.
The variation of the average pressure with σda on the midplane is given on Fig. (4.9). In
addition, pressure anisotropy has a stronger effect on < p˜ > than that of the flow, as shown
in Fig. (4.10). Furthermore, the ratio
p˜‖
p˜⊥
≈ 1.5 is higher from that of the Solovev ITER
diamagnetic equilibria. Profiles of the various pressures for the same values of σda and n are
shown in Fig. (4.11). The variation of flow and anisotropy parameters has no important
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Figure 4.10: The impact of pressure anisotropy against that of the flow on < p˜ > on the midplane
ζ = 0.
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Figure 4.11: Profiles of the various normalized pressures for ITER diamagnetic equilibria on the
plane ζ = 0, for σda = 0.015 and n = 2 .
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Figure 4.12: The profile of safety factor both for σda = 0 (dotted curve) and σda = 0.03 (continuous
curve) is monotonically increasing from axis to boundary.
influence on the rest quantities (v˜φ, v˜ξ, v˜ζ , B˜ξ, B˜ζ , J˜ζ). The confinement figures of merit are
also weakly affected by the change on pressure anisotropy; more precisely, the local toroidal
beta on the magnetic axis is
βta = 2p˜a ≈ 0.0677−
0.000089
1− σda
(4.44)
Thus, βta ≈ 6.77%, almost unaffected by σda , while the safety factor is monotonically in-
creasing from the magnetic axis to the plasma boundary and is not affected by the variation
of σda , as shown in Fig. (4.12).
4.4 NSTX-Upgrade Diamagnetic Configuration
In order to assign the free parameters for the function u˜∗, we choose jmax = 6 in the
solution (4.21), and thus, we need to solve a system of twenty-three algebraic equations with
equal number of unknown coefficients. For this reason we take into account the conditions
(4.28)-(4.37), as well as the condition u˜∗ = 0 for ten more boundary points obtained by the
relations (4.25)-(4.27). Setting by inspection the values of the free parameters p˜2 = 4.825,
X˜1 = −0.65, and solving the system of the above equations, we find the values for the twenty-
three coefficients of the solution for an NSTX-U diamagnetic configuration, given on Table
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Coefficient Value
a∗2 0.037643
a∗3 0.014008
a∗4 -0.00116133
a∗5 0.000522584
a∗6 -0.0000338934
b∗1 -0.369022
b∗2 0.125383
b∗3 -0.0193287
b∗4 0.00040103
b∗5 0.000538235
b∗6 -0.0000481594
c∗1 2.24895
c∗2 0.303034
c∗3 -0.482659
c∗4 0.380529
c∗5 0.113029
c∗6 -0.000999854
d∗1 -1.23871
d∗2 0.978195
d∗3 -0.92549
d∗4 0.881581
d∗5 0.355572
d∗6 -0.00912552
Table 4.2: Values of the coefficients of the solution u˜∗ for an NSTX-Upgrade diamagnetic configu-
ration.
(4.2). Then, by solving the equations Im[u˜∗ξ ] = 0 and Im[u˜
∗
ζ ] = 0 we find that the magnetic
axis is located at the position (ξa = 1.19012, ζa = 0.0511745), while the flux function on axis
takes the value u˜∗a = 0.948259. Furthermore, we find the expression of the safety factor on
the magnetic axis as
qa = 0.161002
√
1
c2
− 0.584477 (4.45)
which for qa = 1.1 gives c = 0.145457. The magnetic axis of the configuration is at u˜a =
0.137931. The poloidal cross-section with a set of magnetic surfaces for such an NSTX-U
diamagnetic configuration is illustrated in Fig. (4.13).
4.4.1 Effects of Pressure Anisotropy and Flow
In order for the pressure to remain positive throughout the whole region of the plasma,
we find that the maximum attainable value of the anisotropy parameter on axis is σda = 0.017.
This value is lower than the corresponding one for ITER diamagnetic equilibria in contrast
to the order of the respective maximum permissible Solovev-equilibria values of σda for the
two tokamaks. Thus, the free parameters of pressure anisotropy will be let to vary in the
intervals 0 ≤ σda ≤ 0.017, and 2 ≤ n ≤ 10.
The main observation is that both pressure anisotropy and flow affect the equilibrium
in the same way as on the ITER diamagnetic configuration, but since M2pa is two orders of
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Figure 4.13: The poloidal cross-section with closed magnetic surfaces for an NSTX-U diamagnetic
configuration. The outermost black-colored curve corresponds to the separatrix
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Figure 4.14: The impacts of pressure anisotropy and plasma flow on p˜ on the midplane ζ = 0.
magnitude larger than on ITER, plasma flow has a greater influence on the NSTX-U, and its
effects are more noticeable thereon. This can be seen for example from the effective pressure
profile in Fig. (4.14). As we can see, the plots are separated by the flow/no-flow criterion,
and this is because M2pa has some impact on v˜
2, while the respective impact of σda is rather
negligible.
Additionally, both anisotropy and flow have the same influence on the quantities I˜ and J˜ξ
as on ITER diamagnetic equilibria. When they are both present, they increase the magnetic
field inside the plasma resulting to a paramagnetic action, while they also make |J˜ξ| enhance,
as shown in Figures (4.15) and (4.16). In general, the effects of the variation of σda and
M2pa are similar to the respective ones in the Solovev-like solution. Anisotropy through σda
has some influence on the parallel and perpendicular pressures, as the first increases, while
the second one decreases when σda takes larger values. The ratio of these two pressures for
the same value of σda is
p˜‖
p˜⊥
≈ 1.08, which is lower than on ITER and similar to Solovev
diamagnetic equilibria for the two kinds of tokamaks. In contrast, the variation of anisotropy
parameter n does not have an important influence on these quantities. Furthermore, the
ratio of the maximum average pressure for the two configurations is <p˜>NSTX−U
<p˜>ITER
≈ 2.73, a
value which is near to the respective Solovev one.
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Figure 4.15: The paramagnetic action of pressure anisotropy and plasma flow on I˜ on the midplane
ζ = 0.
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Figure 4.16: The impacts of pressure anisotropy and plasma flow on J˜ξ on the midplane ζ = 0. As
σda and M
2
pa increase, J˜ξ changes sign and its absolute value also increases.
The local toroidal beta on the magnetic axis depends on σda as
βta = 0.1836−
0.00697
1− σda
(4.46)
so that βta ≈ 18.4% for NSTX-U diamagnetic equilibria, in agreement with experimental
results. Also, the safety factor is monotonically increasing from the magnetic axis to the
plasma boundary as shown in Fig. (4.17). Both pressure anisotropy and plasma flow have a
minimal effect on the rest equilibrium quantities examined.
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Figure 4.17: The safety factor profile is monotonically increasing from the magnetic axis to the
plasma boundary and is not affected by the change on pressure anisotropy.
4.5 Conclusions
In the present chapter Hernegger-Maschke-like equilibria were constructed for quadratic
in u˜ choices of the free functions involved in the linearised GGS equation (4.1). Appropriate
boundary conditions were imposed to construct fixed boundary equilibria with a diverted
boundary possessing an X-point. On the basis of the solution obtained we examined the
influence both of pressure anisotropy and plasma flow on equilibrium quantities and figures
of merit, for ITER and NSTX-Upgrade diamagnetic configurations and for field-aligned flow.
The main conclusions are summarized below.
1. In general, pressure anisotropy has a stronger impact on equilibrium than the flow,
mainly because the pertinent maximum permissible parametric values are higher than
the ones for the flow. Specifically for an ITER tokamak the maximum attainable value
for the anisotropy parameter σda is approximately 0.03, which is two orders of magnitude
higher than the Mach number M2pa . For the NSTX-U though the respective values of σda
and M2pa are comparable, the effect of σda on equilibrium remains stronger. However,
the flow effects are more pronounced than on ITER because of the higher NSTX-U
values of M2pa . The only exceptions are the effective pressure and the components
of the velocity field, in which the flow has a stronger influence than anisotropy. A
peculiarity of the Hernegger-Maschke solution is that the maximum attainable value of
parameter σda for the spherical tokamak is lower than that of the conventional one.
2. Similar to the case of Solovev-like equilibria σda and M
2
pa have an additive paramagnetic
action, increasing the magnetic field inside the plasma, while the parameter n associated
with the peakedness of the anisotropy function profile acts diamagnetically.
3. The equilibrium quantities mostly affected by pressure anisotropy are the ξ-component
of current density and the various pressures. Specifically, the isotropic J˜ξ being positive-
with smaller ITER values than NSTX-U ones- in the presence of anisotropy changes
sign. The larger the maximum |J˜ξ| is the higher σda . In addition, increase of σda makes
p˜‖ to take higher values but p˜⊥ and < p˜ > lower ones. At last, as in the diamagnetic
Solovev-like equilibria, the ratio
p˜‖
p˜⊥
is higher for ITER equilibria than that for NSTX-U
ones.
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Chapter 5
General Conclusions and Future
Prospects
5.1 Conclusions
In the present thesis we studied the equilibrium properties of a magnetically confined
axisymmetric toroidal plasma with pressure anisotropy and incompressible flow of arbitrary
direction. Also, we examined the impact of both anisotropy and flow on ITER-like configu-
rations as well as on NSTX and NSTX-Upgrade spherical tokamak ones, both paramagnetic
and diamagnetic.
1. In the first part of the study we derived a generalised Grad-Shafranov equation [Eq.
(2.32)] governing axisymmetric plasma equilibria in the presence of pressure anisotropy
and flow. To this end we adopted a diagonal pressure tensor with one element parallel
to the magnetic field, p‖, and two equal perpendicular ones, p⊥. As a measure of the
pressure anisotropy we introduced the function σd = µ0
p‖−p⊥
B2
, assumed to be uniform
on magnetic surfaces, while the flow is expressed by the poloidal Alfve´nic Mach function
Mp =
vpol
vApol
, where vApol is the Alfve´n velocity. This equation recovers known GS-like
equations governing static anisotropic equilibria and isotropic equilibria with plasma
flow. Also for static isotropic equilibria the equation is reduced to the usual well known
GS equation. The form of the equation containing the sum M2p + σd indicates that
pressure anisotropy and flow act additively with the only exception the electric field
term. In addition we derived a generalised Bernoulli equation [Eq. (2.31)] involving
the function p =
p‖+p⊥
2
which may be interpreted as an effective isotropic pressure.
2. In the second part of the study two parametric linear equilibrium solutions of the
GGS equation were derived for appropriate choices of the free functions appearing in
the equation. They consist extensions of the most important static isotropic solutions
widely employed for tokamak studies. Specifically, we derived an extended Solovev
solution describing configurations with a non-predefined boundary, and an extended
Hernegger-Maschke solution with a fixed boundary possessing an X-point imposed by
appropriate boundary conditions. On the basis of these solutions we examined ITER,
NSTX and NSTX-U equilibria for arbitrary flows, both diamagnetic and paramagnetic.
Furthermore, we examined the impact of anisotropy -through the parameters σda and
n, defining the maximum value and the shape of the function σd- and flow -through
the Alfve´nic Mach number M2pa defining the maximum of the function M
2
p - on their
characteristics and came to the following conclusions.
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(a) Pressure anisotropy has a stronger impact on equilibrium than that of the flow.
This is because the maximum permissible values of σda are in general higher than
the respective M2pa ones. The effects of the flow are more noticeable in the STs
since the values of M2pa are comparable with the σda ones, and larger than the
respective ITER ones. In general, anisotropy in connection with the requirement
of positiveness of the pressure within the plasma region, is higher in spherical
tokamaks than in ITER configurations -both for diamagnetic and paramagnetic
Solovev equilibria-, and vice versa for the Hernegger-Maschke diamagnetic solu-
tion. This may be a peculiarity of the Hernegger-Maschke solution since anisotropy
is believed to play a more important role in spherical tokamaks than in conven-
tional ones.
(b) In addition, we found that anisotropy and flow through the parameters σda and
M2pa have an additive paramagnetic impact on equilibrium, while anisotropy through
n acts diamagnetically. The paramagnetic effects of anisotropy are stronger on the
spherical tokamaks.
(c) Pressure anisotropy has an appreciable impact on equilibrium quantities such as
the current density and the various pressures. Specifically, the toroidal current
density for Solovev equilibria, monotonically increasing from the high to low field
side, presents different behaviour with σda in different regions of the plasma, while
for a Hernegger-Maschke solution Jφ is peaked on the magnetic axis and slightly
increases with anisotropy. Also, the anisotropic poloidal components of the cur-
rent density (Jz in Solovev and JR in Hernegger-Maschke equilibria) present two
extrema with their absolute values increasing with σda . In addition, p⊥ and < p >
decrease, and p‖ increase with σda in comparison with isotropic pressure, while p
is slightly affected by pressure anisotropy and more by plasma flow.
(d) In diamagnetic equilibria the toroidal velocity is peaked on the magnetic axis and
slightly increase with σda , while the paramagnetic vφ reverses near the axis of
symmetry and then behaves as the diamagnetic one to the right of the reversal
point. In spherical tokamaks the reversal point is displaced closer to the magnetic
axis and vφ remains positive in a larger region than in the conventional ITER one.
At last, the rest of the equilibrium quantities and confinement figures of merit as
the local beta on axis and the safety factor are almost insensitive to anisotropy.
Let us finally note that complete understanding of the equilibrium with plasma flow and
pressure anisotropy requires substantial additional work in connection with compressibility,
alternative potentially more pertinent physical assumptions on the functional dependence of
the anisotropy function σd and more realistic numerical solutions. However, in these cases
the reduced equilibrium equations are expected to be much more complicated compared with
the relative simple GGS derived in the present study which contributes to understanding the
underlying physics.
5.2 Future Prospects
It is interesting to extend the present thesis in connection to the following projects:
1. Further generalisation of the Solovev-like solution for diverted boundaries by introduc-
ing additional terms with an arbitrary number of free parameters [36],[55],[56].
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2. Study of “compressible” equilibria with pressure anisotropy, toroidal flow and density
varying on magnetic surfaces.
3. On the basis of the GGS equation obtained, isotropic equilibrium codes as HELENA [57]
can be extended or novel codes can be developed. The analytic solutions constructed
can then be employed for code benchmarking.
4. Possible generalisation of the sufficient condition for linear stability of Ref. [27] in the
presence of pressure anisotropy and plasma flow. Then for parallel flow the extended
condition could be applied to the analytic equilibria constructed here.
5. Generalisation of the GGS equation obtained here to the more generic class of helically
symmetric equilibria.
6. Possible extension of the papers on static equilibria with reversed current density [58]-
[62] in the presence of incompressible flow and pressure anisotropy.
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Appendix A
Safety factor profile
The general expression for the safety factor is
q =
1
2pi
∫ 2pi
0
X˜
√
r˜2 +
(
u˜θ
u˜r
)2
ξ(1− σd −M2p )1/2| ~˜∇u˜|
dθ −
∫ 2pi
0
ξ
(
dF˜
du˜
)(
dΦ˜
du˜
)√
r˜2 +
(
u˜θ
u˜r
)2
(1− σd −M2p )−1/2| ~˜∇u˜|
dθ
 (A.1)
This equation comes from the substitution of (2.57) into (2.73), and will be used in order
to numerically calculate the profile of the safety factor with Wolfram Mathematica suite, by
developing a simple “do loop” programme.
At first, we change variables with respect to the Shafranov coordinates ξ = 1 + r˜cosθ,
ζ = r˜sinθ, and then in connection with (A.1) we introduce the functions
f1 =
√
r˜2 +
(
u˜θ
u˜r
)
ξ| ~˜∇u˜|
f2 =
ξ
√
r˜2 +
(
u˜θ
u˜r
)
| ~˜∇u˜|
(A.2)
Next by using the analytical form of the solution u˜ we find a number of points (ξn, ζn)
corresponding to (r˜n, θn), and then we calculate the functions f1n , f2n for each pair. The
created numbers are put in a list, and after being interpolated we find the corresponding
values of the safety factor qn from Eq. (A.1). Putting the pairs of qn and u˜n in a list, and
plotting them, we finally obtain the profile of the safety factor q(u˜). The above described
procedure is applied in the math programme given below.
The math programme
uξ = ∂u
∂ξ
; uζ = ∂u
∂ζ
; uξξ = ∂
2u
∂ξ∂ξ
; uζζ = ∂
2u
∂ζ∂ζ
;
up =
√
uζ2 + uξ2;
ξ = r cos(θ) + 1; ζ = r sin(θ);
ur = ∂u
∂r
; uθ = ∂u
∂θ
;
f1 =
√
r2+(uθur )
2
ξup
; f2 =
ξ
√
r2+(uθur )
2
up
;
88
Figure A.1: Safety factor profile which is monotonically increasing from axis to boundary.
Do[um = N
[
c(m−1)ub
mmax−1
]
; Do[θn = N
[
2pi(n−1)
nmax−1
]
; uθ = u/. {θ → θn}; a0 = a− a(mmax−m)
mmax
; sol =
FindRoot[uθ = um, {r, a0}];
rn = r/. sol[[1]];
fn1 = f1/. {r → rn, θ → θn}; PutAppend[θn, fn1, fn1.txt]; fn2 = f2/. {r → rn, θ →
θn}; PutAppend[θn, fn2, fn2.txt];
ξn = ξ/. {r → rn, θ → θn}; ζn = ζ/. {r → rn, θ →
θn}; PutAppend[ξn, ζ, dd2.txt], {n, 1, nmax}]; lfn1 = ReadList[fn1.txt, {Number,Number}];
infn1 = Interpolation[lfn1]; intfn1 = NIntegrate[infn1(th), {th, 0, 2pi}]; lfn2 =
ReadList[fn2.txt, {Number,Number}];
infn2 = Interpolation[lfn2]; intfn2 = NIntegrate
[
infn2(th),
{
th, 1
106
, 2pi − 1
106
}]
;
q1 = intfn1(X/. {u1→um,σa→σa1,w→w1})
2pi
√
G/. {u1→um,σa→σa1,w→w1} −
intfn2(W/. {u1→um,σa→σa1,w→w1})
2pi 1√
G/. {u1→um,σa→σa1,w→w1}
;
PutAppend
[
um
ub
, q1, qd3.txt
]
;
DeleteFile[fn1.txt]; DeleteFile[fn2.txt], {m, 1,mmax}]
lq1 = ReadList[qd3.txt, {Number,Number}];
pq1 = ListPlot[lq1, Joined→ True,PlotRange→ All,AxesOrigin→ {0, 0},PlotStyle→
{Blue,Dotted,Thick}];
g1 = Show[pq1,AxesLabel→ { u˜
u˜b
, q}]
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Appendix B
Calculation of the safety factor on the
magnetic axis
Assume a static or stationary equilibrium plasma state described by the poloidal flux
function ψ(R, z), where (R, z, φ) are the cylindrical coordinates. By expanding ψ in the
vicinity of the magnetic axis (R = Rm, z = zm) on which ψ has an extremum, we get
ψ(R, z) = ψm +
1
2
[A(R−Rm)2 +B(z − zm)2] + ... (B.1)
where A = [ ∂
2ψ
∂R2
]R=Rm,z=zm , B = [
∂2ψ
∂z2
]R=Rm,z=zm , and ψm = [ψ(R, z)]R=Rm,z=zm .
For a magnetic surface (ψ =const.) very close to the magnetic axis we take from (B.1)
(R−Rm)2
a2
+
(z − zm)2
b2
= 1 (B.2)
where a2 = 2(ψ−ψm)
A
and b2 = 2(ψ−ψm)
B
. Eq. B.2) implies that the intersection of a magnetic
surface with the poloidal plane is an ellipse. Also, from the definition of a2, and b2 we observe
that
Aa2 = Bb2 (B.3)
In order to calculate qa we will make use of Eq. (2.68) for the safety factor
q =
1
2pi
∮
Idl
R|~∇ψ| (B.4)
where
∮
dl is the line integral along the ellipse, with dl = dR
[
1 +
(
dR
dz
)2]1/2
.
If we define f(R) = 1− (R−Rm)2
a2
, then from Eq. (B.1) we find
b2
a4
(R−Rm)2[f(R)]−1 =
(a
b
)4 1
(dz/dR)2
(B.5)
which on the basis of Eq. (B.3) becomes
b2
a4
(R−Rm)2[f(R)]−1 =
(
A
B
)2
1
(dz/dR)2
(B.6)
From the definitions of A, and B we also have
A
B
=
∂2ψ/∂R2
∂2ψ/∂z2
⇒
(
A
B
)2
=
(
dz
dR
)4
(B.7)
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Substituting (B.7) into (B.6), the former becomes
b2
a4
(R−Rm)2[f(R)]−1 =
(
dz
dR
)2
(B.8)
by means of which dl takes the following form
dl = dR
[
1 +
b2
a4
(R−Rm)2[f(R)]−1
]1/2
(B.9)
Additionally, from Eq. (B.1) one obtains
|~∇ψ| = [A2(R−Rm)2 +B2(z − zm)2]1/2 (B.10)
On the basis of Eqs. (B.9) and (B.10), (B.4) becomes
q =
1
2pi
∮
IdR
R
[
1 + b
2
a4
(R−Rm)2[f(R)]−1
A2(R−Rm)2 +B2(z − zm)2
]1/2
(B.11)
which after some algebraic manipulations reduces to
q =
1
2pi
∫
IdR
RBb[f(R)]1/2
(B.12)
In order to make the analysis tractable, we change the integration variable as R−Rm = asinθ,
so that [f(R)]1/2 = cosθ, and the safety factor takes the following form
q =
1
2pi
∫ 2pi
0
Ia
RBb
dθ (B.13)
In addition, from the definitions of a, b, A, and B, we have
a
Bb
=
(
∂2ψ
∂R2
∂2ψ
∂z2
)−1/2
(B.14)
Thus, Eq. (B.13) becomes
q =
1
2pi
(
∂2ψ
∂R2
∂2ψ
∂z2
)−1/2 ∫ 2pi
0
I
R
dθ (B.15)
The last step is the calculation of the integral of equation (B.15). By the use of Eq. (2.18)
for the functional form of I; this is∫ 2pi
0
I
R
dθ =
X
1− σd −M2p
∫ 2pi
0
1
R
dθ − µ0F
′
Φ
′
1− σd −M2p
∫ 2pi
0
Rdθ
= 2pi
(
X
1− σd −M2p
1√
R2m − a2
− µ0RmF
′
Φ
′
1− σd −M2p
)
(B.16)
Substituting (B.16) into Eq. (B.15) we find that the general expression for the safety factor
is
q =
(
X
1− σd −M2p
1√
R2m − a2
− µ0RmF
′
Φ
′
1− σd −M2p
)(
∂2ψ
∂R2
∂2ψ
∂z2
)−1/2
(B.17)
Especially, on the magnetic axis denoted by m, where a2|m = 0, it reduces into the following
form
qm =
X − µ0R2F ′Φ′
R(1− σd −M2p )
(
∂2ψ
∂R2
∂2ψ
∂z2
)−1/2
|m
=
I
R
(
∂2ψ
∂R2
∂2ψ
∂z2
)−1/2
|m
(B.18)
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Appendix C
Proof of the relations (4.37)-(4.39)
The differential of u˜(ξ, ζ) is
du˜ = ∂u˜
∂ξ
dξ + ∂u˜
∂ζ
dζ
On a given magnetic surface it is du˜ = 0 so that
∂2u˜
∂ζ2
= −∂u˜
∂ξ
d2ξ
dζ2
(C.1)
and
∂2u˜
∂ξ2
= −∂u˜
∂ζ
d2ζ
dξ2
(C.2)
The parametric equations for the smooth upper part of the curve presented in Fig. (4.1) are
ξ(θ) = 1 + cos(θ + w1sinθ) (C.3)
and
ζ(θ) = κsinθ (C.4)
where  = α
R0
, and w1 = sin
−1(t). Taking the θ-derivative of (C.3) and (C.4) we find the
following relations
d2ξ
dζ2
=
d2ξ/dθ2
dζ2/dθ2
=
w1sinθsin(θ + w1sinθ)− (1 + w1cosθ)2cos(θ + w1sinθ)
κ2cos2θ
(C.5)
and
d2ζ
dξ2
=
d2ζ/dθ2
dξ2/dθ2
= − κsinθ
(1 + w1cosθ)2sin2(θ + w1sinθ)
(C.6)
For θ = 0, corresponding to the outermost point, Eq. (C.5) gives[
d2ξ
dζ2
]
(ξout,ζout)
= −(1 + w1)
2
κ2
(C.7)
Thus, by substituting (C.7) into (C.1) we get
u˜ζ,ζ(ξout, ζout) =
(1 + w1)
2
κ2
u˜ξ(ξout, ζout) (C.8)
In addition, for θ = pi, corresponding to the innermost point, Eq. (C.5) gives[
d2ξ
dζ2
]
(ξin,ζin)
=
(1− w1)2
κ2
(C.9)
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and from (C.1) we take the relation
u˜ζ,ζ(ξin, ζin) = −(1− w1)
2
κ2
u˜ξ(ξin, ζin) (C.10)
At last, for θ = pi
2
, corresponding to the upper point, Eq. (C.6) gives[
d2ζ
dξ2
]
(ξup,ζup)
= − κ
cos2w1
(C.11)
which substituted into (C.2) yields
u˜ξ,ξ(ξup, ζup) =
κ
cos2w1
u˜ζ(ξup, ζup) (C.12)
In the above derivation, the imaginary parts of relations (C.8), (C.10) and (C.12) were used.
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