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ABSTRACT
The tip-tilt correction system at the Infrared Optical Telescope Array (IOTA) has been upgraded with a new star
tracker camera. The camera features a backside-illuminated CCD chip offering doubled overall quantum efficiency
and a four times higher system gain compared to the previous system. Tests carried out to characterize the new
system showed a higher system gain with a lower read-out noise electron level. Shorter read-out cycle times
now allow to compensate tip-tilt fluctuations so that their error imposed on visibility measurements becomes
comparable to, and even smaller than, that of higher-order aberrations.
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1. INTRODUCTION
The Infrared Optical Telescope Array (IOTA) is located at the Smithsonian Institution’s Whipple Observatory
on Mount Hopkins, Arizona.1 It operates with three telescopes and offers multiple baselines in the range 5 to
38m. Typical site conditions, observed at the MMT Observatory2 with a central wavelength λc = 0.64µm, show
a median seeing α = 0.77′′ (FWHM) and a median (ground) wind speed vw = 12mph = 5.3m s
−1. Both these
numbers can become at least 2 times larger. They also allow the derivation3, 4 of the Fried parameter r0 and the
coherence time τ0 which can be interpreted as scale length and time over which the phase fluctuations of a light
wavefront coming from a star and entering the telescope aperture may be considered as sufficiently small. In a
crude approximation, r0 = λ/α and τ0 = 0.5 r0/vw (assuming dominance of ground wind speed), which yields
r0 = 17 cm and τ0 = 16ms. In the H band, in which the IONIC fiber beam combiner at IOTA operates,
5, 6
and using the fact that r0 ∝ λ
6/5, λHc = 1.65µm so that r
H
0 = 53 cm and τ
H
0 = 50ms. The telescopes at IOTA
have an entrance pupil D = 45 cm which is of the same order of magnitude as rH0 . Therefore, tip-tilt correction
of the incoming beam compensates for atmospherically induced aberrations already to a high degree7, 8 where
remaining visibility errors are dominated by higher-order aberrations.
The overall procedure for tip-tilt correction that is applied at IOTA for each of the three telescopes is as
follows. The visible parts of the beams are focused onto a CCD, i. e., one CCD frame shows three individual star
images. The positions of the centroids are retrieved and compared to the nominal positions. Then the tertiary
mirrors, which are mounted on 2-axis piezo driven stages, are adjusted accordingly. The whole process aims at
stabilizing the infrared star image on the fiber input of the interferometer. Movements due to residual tip-tilt
errors are reflected in varying flux recorded in the interferometer outputs.
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As the aforementioned and more detailed considerations9, 10 indicate, the goal is therefore to apply tip-tilt
correction with an overall cycle time ttt ≪ τ0 and as short as ttt = 1ms. An important unit in the tip-tilt
correction system is the star tracker CCD camera. Its sensitivity, read-out frame rate, and read-out noise
majorly determine if this goal can be achieved. Previously, the camera in use at IOTA could reach frame rates of
200Hz, which is a factor of 5 slower than the envisaged goal, and it would allow tracking stars with an apparent
magnitude of up to I = 12mag, depending on integration time and seeing conditions. Recently, IOTA acquired
a new CCD camera in order to reach full tip-tilt correction. In the following sections, we present first test results
of this new camera.
2. CAMERA PROPERTIES
The new star tracker camera for IOTA was acquired from MIT Lincoln Laboratory (LL) - hence the acronym
LLiST. Its design is based on an imager already developed for adaptive optics applications.11, 12 Figure 1 shows
the overall setup of LLiST as it is implemented at IOTA. The CCD is kept in a sealed housing, cooled by a
thermo-electric cooler (TEC) and mounted on the so-called sensor board. The timing board, which is mounted
together with the sensor board in one case, controls the clocking of the analog and digital data and provides
synchronization signals for the IOTA control system.13 A programmable logic device (CPLD) controls the
camera,14 receives data from it, and transfers data for further processing.
2.1. Chip characteristics
The central part of LLiST is a 64× 64-pixel backside-illuminated CCD. Figure 2 shows the spectral response of
the chip showing a maximum of 90% near λc = 0.7µm. A pixel is 21µm on a side, with a full well capacity of
about 175,000 electrons. The fill factor of the chip is close to 100%.
At IOTA, the telescope beams are first compressed by a factor of 10 to a diameter d = 4.5 cm and then
focused on the ST camera by means of lenses with focal length fST = 60 cm. This yields a pixel scale on the sky
of ssky = 0.72′′ px−1. The effective full field of view (FOV) on the sky is φskyST ≈ 25
′′ per telescope, constrained
by the optical train of the instrument. Assuming the diffraction limited case (Airy pattern), the central lobe of
the star image on the CCD has a diameter L = 2.44 · fSTλc/d = 23µm, a little over one pixel.
2.2. Read-out process
The area of the CCD exposed to light is sub-divided in four ports. Each port has its own analog and digital
amplifier chain. An exposed frame is first transfered to a storage area protected from light and is then read
out sequentially row by row into serial registers which are transfered to separate amplifier chains. In addition
to receiving and transfering charge from the exposed frame, a serial register contains four physical pixels which
are also shielded from light exposure. For this reason, and because of their short idle time (0.91µs; see clocking
rate below) during read-out, these pixels can be used in principle as reference for the chip bias. When digitizing
data on the analog-to-digital (AD) board, the order of pixels is re-arranged so that the reference pixels of all
four ports come out last in a row.
The camera offers a number of different read-out modes of which to date mainly two have been in use. In Mode
1 (M1) the full frame is read out unbinned, whereas Mode 2 (M2) bins 4× 4 pixels during the read-out process.
Clocking rates of the serial register are 1.1MHz for M1 and 0.25MHz for M2. Maximum possible read-out frame
rates on the camera side are ∼ 800 frames per second (fps) in M1 and ∼ 2200 fps in M2, whereas observed
cycle times of the control software with open star tracker control loop were 4.5ms and 1.0ms, respectively. The
limiting factor here is the data handling in the control software, a matter currently being worked on. Figure 3
shows sample frames of M1 and M2, respectively. Other modes read out only a window of the full binned mode,
i. e., a certain number of rows.
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Figure 1. LLiST at IOTA. Top: Electronics board holding the CCD. The board is roughly 185mm on a side. Bottom:
Overall setup of LLiST in the IOTA system.
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Figure 2. Spectral response of the LLiST CCD15 (circled data points). The curve reaches a maximum of 90% close to
λc = 700 nm.
Figure 3. Sample dark frames of read-out modes M1 (left) and M2 (right). In each row, the four data ports are followed
by their respective reference pixels. The third port from the left shows a bright pixel close to the top edge of the frame.
The bias to the ports was balanced in M2. Using the same settings, the bias is not balanced in M1.
4
2.3. Amplifier chain
On the sensor board, collected charge is converted by some capacitance into a voltage fed to a pre-amplifier.
This step is characterized by the responsivity R of the board electronics ([R]=V/e-). It is not known a priori,
but can be determined (see Sect. 2.4). The signal is pre-amplified with an electronic gain Ge = 6.8, whereby the
dynamic output range of the pre-amplifier in LLiST is 2.5V. A 14-bit AD converter transfers this analog signal
into analog-to-digital units (ADU), having a conversion factor K with K−1 = 2.5V/214ADU = 152.6µV/ADU.
The overall behavior of the entire system is characterized by the system gain gs ([gs] = e-/ADU) with
gs = (RGeK)
−1 . (1)
2.4. Read-out noise and system gain
2.4.1. Mode 1
To determine the read-out noise (RON) standard deviation σron and the system gain gs in Mode 1, we applied a
variant of the photon-transfer technique as outlined in Ref. 16. It uses the relation between the overall standard
deviation σtot of the number of electrons collected in a pixel, the standard deviation σhν due to photo-electron
and dark current noise, and σron in (e- RMS):
σ2tot = σ
2
hν + σ
2
ron . (2)
This relation is converted by the camera system into ADUs through its system gain gs:
(σADUtot )
2 = g−2s σ
2
hν + (g
−1
s σron)
2 (3)
= g−1s · [g
−1
s Shν ] + (g
−1
s σron)
2
= g−1s · S
ADU
hν + (g
−1
s σron)
2 . (4)
In the second to last step we inserted the signal value Shν for its variance σ
2
hν , assuming Poisson statistics for
thermally generated and photo-electrons. Equation 4 describes a linear relation between the measured signal
SADUhν and the total measured variance (σ
ADU
tot )
2, whereby the slope represents the inverse of the system gain
gs and the intercept the squared product of g
−1
s and the read-out noise σron, which can also be interpreted as
remaining noise at zero light level.
Assuming that all pixels on the CCD basically behave the same way (i.e., common system gain gs) and follow
the same statistics, one can expose the CCD to a non-uniform light distribution and take a number (> 100) of
frames sufficiently high to derive statistical values from them. For each pixel, the signal and noise values will
create a data point. The set of data points will scatter around the linear relation (4) so that linear regression
can be applied.
Figure 4 shows some results of this procedure. For the necessary subtraction of the camera bias, the reference
pixels were averaged to one number which was subtracted off its corresponding port. Dark current was not
subtracted, but treated as part of the signal. The linear fit was done at comparatively low signal levels with a
higher data point population and where read-out noise becomes important.
2.4.2. Mode 2
For Mode 2, we had to apply a method slightly extended from the one used for Mode 1. Due to camera-
internal reasons, the reference pixels in Mode 2 are not good indicators of the bias, they carry erroneous signal.
Moreover, due to the 4 × 4 binning, the number of pixels is strongly reduced and therefore application of the
photon-transfer technique would show scarce population along the regression line. Furthermore, it was not clear
from the beginning how low the CCD had to be cooled so that dark current noise would not affect operation
with intended integration times tint up to 100ms.
For these reasons we rather took a series of dark frames with increasing tint and treated the thermally induced
dark current Id as signal. This signal is plotted versus tint and a linear regression is performed. The intercept of
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Figure 4. Application of photon-transfer technique in Mode 1 (see Sect. 2.4.1). Top: A battery-powered LED back-
illuminated the IONIC fibers. The occuring beams were directed towards LLiST and slightly defocused to emphasize
non-uniform light distribution. Bottom: Results for individual ports. See inserts for operational details. For each port,
the subtracted bias (offset) was averaged over the corresponding frame reference pixels. The slope of the line equals the
inverse of the system gain g−1s , whereas the intercept is the squared product of g
−1
s and the read-out noise σron.
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the ordinate yields the bias B (“signal at zero integration time”) whereas the slope in this plot yields the dark
current:
Shν = Id · tint +B . (5)
The bias was subtracted off all frames. These frames were then used to perform a reduction similar to the one
described in the previous section for Mode 1. For Mode 2, pixel values and signal variances were averaged over
a port to create one data point for a given integration time.
This method was first applied to dark frames taken in Mode 1 to verify validity and confirm the results found
by the photon-transfer technique. Some results obtained for Mode 2, at the lowest temperature possible with the
current setup (Top = −19.5
◦C), are shown in Figure 5. They show that the system gain in Mode 2 is the same
as in Mode 1, yet the read-out noise is roughly a factor 2 higher. In both modes the read-out noise corresponds
to more than 2 bits of the AD converter, which is not optimal since this restrains its dynamic range. Also,
the signal increases with integration time stronger than expected from the linear fit performed at lower signal
levels. Non-linearity is roughly 9% at tint = 100ms. The reason for this behavior is not yet clear and under
investigation. In any case, this fact should have an only marginal effect on the operation.
Figure 6 shows a compilation of the dark current obtained at different temperatures for Mode 1 and Mode 2
and an exponential fit to them. The line at the bottom of the plots indicates the level where the photon noise
originating from dark current at an integration time tint = 100ms equals the read-out noise in the respective
mode. It becomes apparent that it is necessary to cool down to Top ≈ −40
◦C. This task will be addressed in the
near future at IOTA by attaching the fluid circuit of a glycol/water chiller to the heat sink of the CCD housing.
The water chiller can reach temperatures of about T ≈ 0◦C. This allows the thermo-electric cooler to pump heat
against a heat sink roughly 20◦C lower than currently room temperature and, therefore, reach the envisaged
temperature.
3. SUMMARY
The new CCD camera for the star tracker system at IOTA was installed earlier this year (2004) and has satis-
factorily performed since. A summary of characteristics is given in Table 1. The overall quantum efficiency of
the CCD doubled, the frame rate of the camera increased by a factor 4 to 5 up to the desired frame rate, the
system gain improved by a factor 4, and read-out noise electrons were reduced by nearly a third operating in
the unbinned Mode 1. Furthermore, first experience on the sky show an increase in sensitivity of roughly 1mag,
depending on spectral type of the star. Remaining issues are to be resolved: reducing high dark current to a
non-disturbing level by additional cooling measures; lowering increased read-out noise in the binned Mode 2;
balancing system gain and read-out noise for optimal use of the dynamic range of the AD converter. These tasks
are expected to be accomplished in the summer down time before the start of the observing season in fall 2004.
Other issues like the optimization of the IOTA system control software for the fast frame rates of LLiST will be
addressed in the near future.
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