Abstract-This paper addresses a problem of finding a controller network to stabilize linear time-invariant plants. Here, the controller network means an architecture that networked controllers cooperatively determine the control input applied to a plant by exchanging the information with their neighbors. As a solution to this problem, we propose a controller network which acts as a state feedback controller by a dynamic consensus algorithm. By combining a coordinate transformation including a parameter and Gershgorin theorem, we derive a condition for the gain to stabilize the resulting feedback system. We also present a relation between the stabilizing gain and the network topology. These results will be useful for designing a controller network that is robust against changes in the network topology. Finally, the validity of these results is demonstrated by numerical simulations.
I. INTRODUCTION
The area of networked control systems has drawn increasing attention in recent years. In the systems, digital communication networks are used to connect sensors, actuators, and controllers, which results in flexible architectures and reduces installation and maintenance costs. Consequently, the control is a key technique for upgrading industrial systems involving numerous components.
A typical problem considered in this area is to design a controller for stabilizing a given plant under limited and unreliable communication channels due to delays, packet dropouts, and so on (see, e.g., [1] , [2] ). It is assumed there that a single controller is located somewhere in the control system, and the controller receives information from all the embedded sensors to stabilize the plant. However, this scenario is not applicable in large-scale systems for several reasons. For example, as easily imagined, it is difficult to process a large amount of information sent from the numerous sensors by only the single controller. It is also impractical to communicate with all the sensors to obtain the information.
We thus consider to stabilize a plant by networked multiple controllers, i.e., the controller network, as shown in Fig. 1 . In the controller network, each controller receives information from at most one sensor and exchanges the information with its neighbors, and one of these controllers sends control signals to actuators. This control scheme does not require that each controller obtains information from all sensors on a plant, and so it will be applicable even in systems involving numerous sensors.
There have been few studies on such networks of controllers, even though networks of sensors and actuators have been active research topics [3] , [4] , [5] , [6] . In fact, to our best knowledge, one result on the architecture has been only obtained by Pajic et al. [7] . They have proposed a design procedure of a controller network to stabilize a given plant. However, since the resulting controllers heavily depend on the network topology, the feedback system may be unstable in the case where the topology changes due to the link failures and so on.
The purpose of this paper is to develop a controller network which stabilizes a given plant and does not strongly depend on changes in the network topology. More precisely, we address the following problem: when a plant and a network among the controllers are given for the feedback system in Fig. 1 , find controllers such that the resulting system is stable. This is similar to the problem addressed in [7] , but it is challenging in the sense that we want to obtain a solution which is robust against changes in the network topology.
For the problem, the main contributions of this paper are summarized as follows. First, we present a solution to the above design problem. The solution is given as controllers performing a dynamic consensus algorithm [8] , and the resulting controller network acts as a state feedback controller. It is then proven that the solution stabilizes the resulting feedback system for all connected undirected networks if the common gain for all the controllers is sufficiently large. The key idea behind this result is to combine a coordinate transformation including a parameter and Gershgorin theorem. Second, we clarify the relation between the stabilizing gain and the network topology. As the result, it is shown that the stabilizing gain can be smaller as the network density increases. This result suggests that the gain designed under a possibly sparsest network will be robust against changes in the network topology.
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Controller node Fig. 2 . Control system to be studied Notation: Let R, R + , and C be the real number field, the set of positive real numbers, and the complex number field, respectively. We denote by |S| the cardinality of the set S. The n dimensional column vector of all ones is represented by 1 n := [1 1 · · · 1] ⊤ , and e i ∈ R 1×n represents the row vector corresponding to the i-th standard basis. The ℓ × m zero matrix and the n × n identity matrix are denoted by 0 ℓ×m and I n . For x = [x 1 x 2 · · · x n ] ⊤ , let diag(x) be the n × n diagonal matrix whose i-th diagonal element is x i . For the matrix A ∈ C n×n λ i (A) ∈ C expresses the eigenvalue with the i-th smallest modulus and v i (A) ∈ C n expresses the eigenvector associated with
be the graph Laplacian of the graph G = (V, E) where V = {1, 2, . . . , n} is the node set and E ⊆ V × V is the edge set. Note that the following properties hold for L(G) [9] .
holds from (L2).
II. PROBLEM FORMULATION
A. System Description
Consider the feedback system in Fig. 2 , composed of a plant and a controller network.
The plant P is a single-input m-output system given by P :
where x(t) ∈ R n is the state u(t) ∈ R is the input y(t) ∈ R m is the output, and A ∈ R n×n , B ∈ R n×1 , C ∈ R m×n are constant matrices. The initial state is given as
The controller network K consists of m controller nodes
. , m). Each K i receives the i-th element of y(t),
denoted by y i (t) ∈ R from a sensor embedded in the plant, and exchanges information with the other nodes over the network. The network is described by the graph G = (V, E) with the node set V := {1, 2, . . . , m} and the edge set E ⊆ V × V. The index set of the neighbors of K i is denoted by
The controller node K i is of the form
where ξ i (t) ∈ R ν is the state, z i (t) ∈ R µ is the output, and
∈ R µ×µ are constant matrices. The initial state is assumed to be
The controller node K i updates the state ξ i (t) according to one sensor measurement y i (t) and the information sent from the neighbors, i.e., z j (t) for j ∈ N i . One of these controller nodes transmits a control signal to the actuator on the plant. We assume that K ℓ (ℓ ∈ V) sends a signal to P, that is,
where E ∈ R 1×ν , F 1 ∈ R 1×1 , and F 2 ∈ R 1×µ are constant matrices.
B. Controller Network Design Problem
Our problem is formulated as follows. Problem 1: For the feedback system in Fig. 2 , suppose that the network G and the index ℓ ∈ V are given. Then find controller nodes
for every initial state x 0 ∈ R n . As a remark on the problem, we note that there is a trivial solution. The solution is given as the combination of the nodes K i (i ̸ = ℓ) for sending y i (t) (i ̸ = ℓ) to K ℓ , and the node K ℓ acting as a controller for P. In this case, since K ℓ can obtain y(t) from the sent information and y ℓ (t), (6) and (7) can be satisfied by letting K ℓ be an observer-based state feedback controller. However, this solution is not desirable in this paper because it forces K ℓ to obtain all the sensor measurements and to process them. In addition, the solution requires complex communication scheduling depending on the network among the nodes to gather the information into K ℓ , and so it is not robust against changes in the network topology. These facts mean that we have to achieve (6) and (7) without gathering all the sensor measurements into a one node, which makes the problem challenging. 
A. Proposed Controller Nodes
The idea of the solution is to let the controller network K act as the state feedback controller
where k ∈ R 1×n is the gain. However, in order to perform (8), the node K ℓ must gather information on the state x(t) from all the other nodes, which is not desirable as described above. So we consider a controller network whose nodes approximately calculate the right-hand side of (8) by exchanging the information with their neighbors. Based on this idea, our solution to Problem 1 is as follows:
where the state ξ i (t) is assumed to be one-dimensional, k ∈ R + is the gain which is the same for all the nodes
. . , K m , and k i ∈ R is the i-th element of k. The gain k is chosen so that all the eigenvalues of A − Bk have negative real parts and they are distinct. The existence of such a gain k is guaranteed by assumption (A1). The proposed controller nodes are explained as follows. The controller node in (9) and (10) can be represented aṡ
where z i j (t) ∈ R is the j-th element of z i (t). From (12) and (13), we see that the proposed controller nodes perform a dynamic consensus algorithm [8] where −k i y i (t) corresponds to the input of each node. By this algorithm, the terms ξ i (t) − k i y i (t) (i ∈ V) track the average of the inputs, i.e., −(1/n) ∑ n i=1 k i y i (t), and thus the term n ξ ℓ (t) − nk ℓ y ℓ (t) tracks −ky(t) = −kx(t). This means that distributed calculation of an approximate value of −kx(t) is completed.
B. Stability Analysis
In the proposed controller nodes, since the tracking performance for −kx(t) depends on the gain k, the resulting feedback system does not always satisfy (6) and (7) for any k. Therefore, we have to find a gain condition such that (6) and (7) hold for the resulting feedback system. 1) Dynamics of the Closed-Loop System: From (9), (10), and (11), the resulting controller network K is represented as {ξ (t) = Aξ (t) + By(t), u(t) = Cξ (t) + Dy(t)
for
So it follows from (2) and (14) that the closed-loop system is obtained asẋ
2) Coordinate Transformation and Eigenvalue Analysis:
Since the closed-loop system in (15) has a complex structure, it is difficult to immediately check the stability. We thus transform the state x(t) by the following matrix with the parameter p ∈ R + :
whereÃ := A − Bk, V (Ã) is the matrix composed of the eigenvectors ofÃ as defined in Section I, and U(G) ∈ R n×n is a orthogonal matrix given by
for a matrixŪ(G) ∈ R n×(n−1) such that
Note that the existence ofŪ(G) is guaranteed by assumption (A3), because (L1) implies that (1/ √ n)1 n is an eigenvector associated with λ 1 (L(G)) = 0, and L(G) is symmetric due to (L2). Note also that T (p) is non-singular from the nonsingularity of U(G) and V (Ã). This is shown by the definition of U(G) and the fact thatÃ has distinct eigenvalues. Now, let us consider the stability of (15). Lettingx(t) := T −1 (p)x(t), we havė
From the fact that the first row ofÂ(k, p) is 0 1×2n , we see that A(k, p) has a zero eigenvalue λ 1 (Â(k, p)) = 0 and the other eigenvalues, i.e., λ 2 (Â(k, p)), λ 3 (Â(k, p) ), . . . , λ 2n (Â(k, p)), are equal to eigenvalues of the matrix 
Moreover, by Gershgorin theorem, those eigenvalues are located in the sets
where
and D 2 (p) are obtained from the first and second rows of (26) respectively. As seen in (27) and (28), D 1 (k, p) depends on both k and p, while D 2 (p) depends on only p. This fact means that by changing p, we can change both D 1 (k, p) and D 2 (p), i.e., a region including the eigenvalues λ 2 (Â(k, p)), λ 3 (Â(k, p) ), . . . , λ 2n (Â(k, p)). By using this fact, we can derive the ranges of k and p for which those eigenvalues are located in the open left-half of the complex plane, which gives a gain condition satisfying (6) and (7).
3) Stability Condition: From the above discussion, the following result is obtained.
Theorem 1: For the feedback system in Fig. 2 , suppose that G and ℓ ∈ V are given and assume (A1)-(A3). Let K 1 , K 2 , . . . , K m be given by (9), (10), and (11). If
then (6) and (7) hold for every x 0 ∈ R n . Theorem 1 presents a solution to Problem 1 under assumptions (A1)-(A3). This theorem also shows that if the gain k is sufficiently large, the resulting feedback system satisfies (6) and (7) for all connected undirected networks. This fact enables us to obtain a controller network which does not strongly depend on the network topology.
As a remark on the Theorem 1, we note that there exists a k ∈ R satisfying (29) because of the following facts: Based on Theorem 1, we clarify the relation between the gain stabilizing the closed-loop system and the network topology.
The idea is outlined as follows. All the terms of the right-hand side of (29) depend on G. In these terms, λ i+1 (L(G)) (i ∈ V \ {n}) closely relates to G, as stated in [9] . Therefore, by estimating the other parts
via functions independent of G, we can show the relation between the stabilizing gain k and G.
Based on this idea, we obtain the following result. Theorem 2: For the feedback system in Fig. 2 , suppose that G and ℓ ∈ V are given and assume (A1)-(A3). Let K 1 , K 2 , . . . , K m be given by (9) , (10), and (11). If
then (6) and (7) hold for every x 0 ∈ R n , wherê
Theorem 2 shows a similar result to the well-known one [10] in consensus problems, that is, the second smallest eigenvalue of the graph Laplacian (i.e., λ 2 (L(G))) characterizes the magnitude of the stabilizing gain k. More precisely, since the right-hand side of (30) goes to zero as λ 2 (L(G)) → ∞, the stabilizing gain k is small as λ 2 (L(G)) increases. In general, the Laplacian of a graph with high density has large eigenvalues. Therefore, this result means that the stabilizing gain k will be smaller as the network density increases. In other words, the large gain is needed for stabilization if the network is sparse, which suggests that the gain designed under a possibly sparsest network will be robust against changes in the network topology.
V. NUMERICAL SIMULATIONS
In this section, we demonstrate the validity of our results by numerical simulations. (9), (10) , and (11). The network is described by the graph G 1 in Fig. 3 (a) . Fig. 4 depicts the time responses of ξ (t) and x(t) for k = 3000. This shows that controller nodes given by Theorem 1 stabilize the closedloop system.
Next, we show a simulation result for Theorem 2. Consider the graph G 2 in Fig. 3 (b) . The parameters P, K i (i = 1, 2, . . . , 6), ℓ, and k are the same as the above ones. Then from Theorem 2, the stabilizing gain k should be smaller than that for G 1 due to λ 2 (L(G 1 )) = 1 and λ 2 (L(G 2 )) = 6. In fact, calculating (29) in Theorem 1, we get k > 538 as a condition for the stability. Moreover, Fig. 5 illustrates the time responses of ξ (t) and x(t) for k = 600. We see that the closed-loop system is stable by a smaller k than that for the first example.
VI. CONCLUSION
This paper has addressed a controller network design problem for stabilizing a given plant. As a solution to the problem, we have proposed a controller network whose nodes approximately compute a state feedback control law by a dynamic consensus algorithm. It has been proven that the proposed controller network stabilizes the closed-loop system. The key idea is to combine a coordinate transformation including a parameter and Gershgorin theorem. Furthermore, we have shown that the gain stabilizing the closed-loop system becomes smaller as the network density increases. With these result, we can obtain a controller network such that the resulting feedback system is stable even if the network topology changes due to the link failures and so on.
