Abstract-This paper presents a modified JPEG coder that is applied to the compression of mixed documents (containing text, natural images, and graphics) for printing purposes. The modified JPEG coder proposed in this paper takes advantage of the distinct perceptually significant regions in these documents to achieve higher perceptual quality than the standard JPEG coder. The region-adaptivity is performed via classified thresholding being totally compliant with the baseline standard. A computationally efficient classification algorithm is presented, and the improved performance of the classified JPEG coder is verified.
I. INTRODUCTION
Digital documents have become commonplace in today's printing systems. Color documents have mixed contents and may contain text, graphics, and pictorial data so that scanned or rendered rasters of those documents are commonly represented as continuous-tone images. The digital representation of those images often require a large amount of data. For example, an 8-bit image for an 8.5 in × 11 in full-color page at a resolution of 600 pixels-per-inch (ppi) would demand around 30 megabytes per color channel. In this example, storage of a large document (e.g., hundreds of pages) or processing at high speed (e.g., 100 pages/min) are prohibitive without some form of data compression. Generally, document compression is advantageous for commercial and domestic printing systems. However, the compression scheme not only has to be fast enough to match the large data amount and processing speed, but it also has to provide visually lossless compressed documents for guaranteed quality.
The most popular compression scheme for printing systems is the JPEG baseline standard, or JPEG for short [1] . JPEG requires little buffering and can be efficiently implemented so that existing implementations of JPEG are able to provide the required processing speed for most cases. However, image quality has to be maintained at the cost of low compression. The main problem with this approach to vary compression ratios lies in the fact that all the regions in the mixed document are treated equally by JPEG. Compression artifacts are more easily perceived around the text regions of the document than in smooth or textured areas, and this has to do with our ability to recognize object shapes [2] .
By using a region-adaptive approach to the compression of mixed documents, the performance of the JPEG coder can be significantly improved. Region-adaptive compression within the JPEG framework can be achieved by means of blockwise adaptive quantization. Within the JPEG baseline system, there is no specification for varying the quantization on a block-by-block basis. Recently, an extension to the JPEG standard (JPEG-3) has been drafted to support variable quantization through the use of multiple scaling factors that are encoded as part of the bit stream [3] . The specification of the scaling factors is not a part of the standard and they are chosen according to each user and Manuscript received May 12, 1998 ; revised October 24, 1999. The associate editor coordinating the review of this paper and approving it for publication was Prof. Rashid Ansari.
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Publisher Item Identifier S 1057-7149(00)02669-5. application. Depending on the number of scaling factors adopted and how often they change from block to block, a considerable number of extra bits may be necessary to code the scaling factor information. A JPEG-3 compliant coder is presented in [4] , wherein the quantization scaling factor is adjusted for the text and image blocks (only two document regions are used). Blockwise distortion adaptivity in JPEG can also be conceived through the use of multiple quantizer tables [5] - [7] , which are switched on a block-by-block basis. Of course, the resulting bit streams resulting from those methods are not compatible with the JPEG baseline standard. Apart from adaptive quantization, thresholding techniques [8] can achieve blockwise adaptation within JPEG. In that, less relevant coefficients in a rate-distortion (RD) sense are simply discarded (thresholded) from a block, and the RD analysis can be made globally [8] or locally [9] . Also, in a non-RD-based framework, perceptual models can be used for discarding DCT coefficients which are visually less important [10] .
Here, the image is segmented into text and nontext regions, and the nontext regions are further classified into edge, smooth, and detailed regions according to recommendations from various psychophysical studies [2] , [11] , [12] . The studies suggest that higher perceptual importance should be given to the text and edge regions, followed by the smooth and detailed regions. The goal is to devise a JPEG baseline compliant coder whose RD characteristics are guided by the psychophysical classification process.
II. CLASSIFIED THRESHOLDING IN JPEG

A. Thresholding
The proposed algorithm is based on the thresholding technique which in this context sets to zero some AC DCT coefficients in JPEG based on RD characteristics [8] . The performance improvement provided by thresholding is illustrated in Fig. 1 . Given a method to select quantizer tables in JPEG, let the coder performance (rate versus distortion or RD curve) be depicted in curve I. Thresholding provides short gains by deleting few coefficients in a manner that is more efficient than increasing the quantizer steps in JPEG. In Fig. 1 , from the starting points in curve I (marked by squares), by selectively setting some AC coefficients we reduce both rate and PSNR. The RD locus follows the dashed curves, where the rate-by-PSNR trade-off is large at first before decaying drastically. For example, starting 1057-7149/00$10.00 © 2000 IEEE from point A one can obtain point A 0 , using thresholding, which has a large PSNR than point A 00 , which is obtained by changing the quantizer table until matching the rate of A 0 (matching points are marked by triangles). Thus, there is a short interval wherein there are gains in thresholding. If one can fine tune thresholding in a way that it would always work near its best performance (points marked by circles), the equivalent RD curve would be curve II, which shows a small but consistent gain in performance. The backdraw of the general thresholding method is that it may require buffering the image and several passes in each block to find the optimal operating point, however it typically increases the PSNR by about 1.0 dB. We employ a simplifying variant [9] in which we analyze each nonzero quantized AC coefficient independently. The method in [9] improves speed and reduces memory buffering compared to [8] . It does not require more memory than regular JPEG and the computational overhead is less than 10%, while providing a typical improvement in PSNR around 0.6-0.7 dB (for a constant MSE distortion measure).
B. Adaptive Distortion
In general, for RD optimized transform coding, the signal is divided into units x i , each contributing to the overall bit-rate R by R i bits, i.e., R = i Ri. Distortion is some function of the quantization error (1) By using a well-behaved distortion function such as MSE, any processing can be accounted in the RD balance by minimizing a cost function J which combines rate and distortion through a Lagrangian multiplier [8] : J = R+D. We do not challenge the optimization principle, rather we aim to improve the subjective coder performance by defining a space varying meaning for distortion as opposed to adapting the algorithm, i.e.
where u i is a distortion weighting factor specific for the ith unit. This algorithm clearly demands a priori classification of the signal in order to identify units and assign proper weights. In JPEG and similar transform coders, the block with pixels x(m; n; i; j), i.e., position (i; j) within block (m; n), is transformed into block y(m; n; i; j) through an orthonormal transformation. Hence, the example above becomes D = i; j; m; n (ŷ(m; n; i; j) 0y(m; n; i; j)) 2 1 u(m; n; i; j):
In conventional human visual system (HVS) weighted error measures, u(m; n; i; j) = w(i; j), i.e., a fixed frequency-based weighting system is used [13] . If w(p; i; j) is a weighting matrix whose entries are function of block (m; n), i.e., p = g(x(m; n)), for some g, then weighting can be made block adaptive. The HVS response is not completely understood and cannot be easily modeled. Thus, we decided to classify the image blocks into a discrete number of representative classes and devise HVS weights w k (i; j) for each of the classes so that x(m; n) 2 class C ! u(m; n; i; j) = w C (i; j) (4) i.e., distortion is measured as block-classified perceptually weighted MSE.
C. Classified Thresholding
In this paper, we incorporate perceptual classification into the thresholding decision. The goal of this perceptual weighting is to guarantee that most of the high frequency coefficients to be thresholded are from smooth and detailed blocks, while preserving the text and edge regions of the image. As in [9] , for each nonzero AC coefficient in a given block, a cost-benefit ratio is computed where the cost is defined as the number of bits required to encode the coefficient and the benefit is defined as the decrease in distortion achieved when the coefficient is kept. The cost/benefit ratio is then compared to a threshold to decide whether or not the coefficient will be discarded.
First, the image pixels in the block undergo a fast block classification algorithm to determine to which of the predetermined classes the input block belongs. Without loss of generality, let us assume it belongs to class K. The block is then transformed using the DCT and quantized. In JPEG, quantized DCT coefficients of a block are mapped into a vector zz(n) by scanning the block in a zigzag path. For a nonzero quantized coefficient zz(n), assume the next nonzero quantized coefficient in the vector order is zz(l) at index l. Without getting into the details of the JPEG variable length coding algorithm [1] , it suffices to say that a nonzero sample zz(i) produces two bit quantities: 1) b bits are used to encode a composite symbol, where this symbol tells the decoder how many zero samples are there before zz(n) (and after the last nonzero coefficient in the path) and also provides information on the magnitude of zz(i) and 2) SSSS bits are used to encode the sign of zz(n) and the remaining information relative to its magnitude. Let b = b1 and SSSS = SSSS 1 for zz(n) and b = b 2 and SSSS = SSSS 2 for zz(l). If zz(n) is discarded, the run of zeroes before zz(l) increases and it then spends b3 + SSSS2 bits to be encoded. The cost R(n) of keeping the coefficient is then the cost of sending zz(n) and zz(l) minus the cost of sending zz(l) if zz(n) = 0, that is R(njzz(n) 6 = 0) =b 1 + b 2 0b 3 + SSSS 1 :
The benefit achieved with keeping the coefficient is then the decrease in distortion given by the information conveyed in zz(n). Let the original nonquantized coefficient be d(n), the quantizer step size be q(n), and the perceptual weight associated with that coefficient be wK(n), where K is the class associated with the block. The distortion resulting from quantizing and keeping the coefficient is then jd(n)0zz(n)q(n)j 2 w K (n), while the distortion resulting from thresholding the coefficient is simply jd(n)j 2 wK(n). The decrease in distortion given by keeping zz(n) is then D(njzz(n) 6 = 0) =wK(n)zz(n)q(n)(2d(n) 0zz(n)q(n)): (6) Finally, the cost-benefit, i.e., RD ratio is given by (n) is compared to a threshold and zz(n) is set to zero whenever (n) > . The threshold can be found experimentally (e.g., trained) or by using bisection. A block diagram of the encoder is shown in Fig. 2 and the technique is referred to here as classified thresholding (CT).
III. PERCEPTUAL CLASSIFICATION
We assume the image blocks are to be classified into edge, smooth, or detailed blocks. Any classification algorithm can be employed, nevertheless we developed our own fast algorithm which was shown to be more efficient than other more sophisticated methods [14] . The algorithm classifies blocks through a simple analysis of the luminance difference values inside a block. Let x(i; j) (0 (i; j) 7) be the pixels in an 8 × 8 block and let x 0 (k; l) (0 (k; l) 3) be the pixels in a 4 × 4 block found by subsampling the 8 × 8 block through averaging of 2 × 2 neighboring pixels. The activity measures computed are the maximum differences among neighboring pixels in a block 1 = maxfjx(i; j) 0x(i 01; j)j; jx(i; j) 0x(i; j 01)jg for 1 (i; j) 7
2 = maxfjx 0 (k; l) 0x 0 (k 01; l)j; jx 0 (k; l) 0x 0 (k; l 01)jg for 1 (k; l) 3:
Two thresholds T lo and T hi (T hi > T lo ) are required for classification so that 1 > T hi !edge block 1 < T lo and 2 < T lo ! smooth block else !detailed block:
Note that computation can be greatly simplified if the algorithm is bypassed when a pixel difference is found larger than T hi while computing 1 . Also, if 1 T lo , it is not necessary to compute x 0 (i; j) or 2. Experimentally, the thresholds T lo = 30 and T hi = 60 achieved good results for a wide range of mixed documents. These thresholds, however, are not absolute and the user may select them as desired according to the image and application. The user may also choose to use a two-way classification into purely text and nontext blocks, in which case strong image edges belonging to nontext regions are given a lower priority than the text regions.
IV. COMPRESSION RESULTS
The weights used to threshold the DCT coefficients were found by calculating DCT-domain energy of a linear HVS transfer function assuming maximum viewing frequency of 56 and 28 cycles/degree for smooth and detailed regions, respectively. The weights used are shown in Table I and can be changed depending on the application. For edges, uniform weighting was used with = 2.
A monochrome test image "wine" of 512 × 512 pixels (8 bits/pel) is shown along with its segmentation map in Fig. 3 . This image was compressed with JPEG at 1.11 bpp using default quantizer tables, with and without CT. The image compressed without CT yielded a PSNR of 35.69 dB, while using CT caused the PSNR to drop by 4 dB. The drop in PSNR is irrelevant since it reflects the distortion measure in (1), while we are interested in the one in (3) and (4). The idea behind CT is to overblur the nonedge areas while saving bits to spend in the edge areas. Starting from a modestly compressed image, CT decreases PSNR for nonedge areas. Compared to not using CT at the same compression ratio, PSNR is slightly superior in text areas and substantially inferior otherwise. Overblurring is not a large problem if one wants to halftone the image, as shown in Fig. 4 since most of the details are lost in the halftoning process. However, ringing on text areas are shown as annoying sparse dots around letters. Enlarged portions of the halftoned reconstructed images are shown in Fig. 5 for = 0:01. 1 Note that by using CT ringing around text is diminished while the details lost in textured areas are not captured by the halftoning process. In other words, after halftoning, the image compressed using CT is superior in all aspects. This is so because the adaptive distortion measure (weights) intentionally took into account masking properties. So, overblurring smooth or detailed regions was not as penalized as blurring text areas. Similar results were obtained for other mixed images as well. Overall, the method's compression improvement depends largely on image contents. The process of matching the visual quality between two images for a compression ratio comparison is imprecise to say the least. Nevertheless, for images with edge-texture mixtures similar to that of the example image, typical rate savings are in the order of 10% to 40%. Furthermore, parameter adjustment needs to be tied to imaging process and viewing conditions. However, the method seems to provide a performance improvement for most cases.
V. CONCLUSIONS This paper presented a new method to incorporate an adaptive distortion measure to a baseline-compliant JPEG coder. The adaptation was possible by adapting HVS weights for an RD-optimized thresholding technique with the guidance of a space-domain block classification technique. The perceptual classification was performed using a pixel-based classification algorithm which was shown to be visually accurate. The goal of our approach is to allow perceptually-adaptive baseline JPEG compression in order to preserve the visual quality of the most significant regions in a mixed document. The concept of thresholding with adaptive distortion measure can also be used in other coders, e.g., JPEG 2000.
