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An analytic approach to Brianc¸on-Skoda type theorems
JACOB SZNAJDMAN
ABSTRACT
The Brianc¸on-Skoda theorem can be seen as an eﬀective version of the
Hilbert Nullstellensatz and gives a connection between size conditions
on holomorphic functions and ideal membership. The size conditions
are captured algebraically by the notion of integral closure of ideals.
Many techniques have been applied to prove the Brianc¸on-Skoda the-
orem and variations of it. The ﬁrst proof by Brianc¸on and Skoda
used L2-theory. Later, Lipman and Tessier observed that residue cal-
culus could be used to obtain an alternative proof, and inspired by
this approach they generalized the theorem to an algebraic setting.
Berenstein-Yger et al. developed further this residue method by intro-
ducing a division formula by Berndtsson into the picture. The theory
of tight closure, introduced by Hochster and Huneke, was motivated by,
and has been used to prove, the Brianc¸on-Skoda theorem. This thesis
explores how one can use analytic methods, including residue theory,
to obtain Brianc¸on-Skoda type theorems on singular varieties.
Keywords: Brianc¸on-Skoda theorem, Artin-Rees lemma, Singular
varieties, Residue calculus, Milnor number
This thesis contains an introduction and the following papers.
Paper 1: An elementary proof of the Brianc¸on-Skoda theorem.
Ann. fac. sci. Toulouse, 19 no. 3-4 (2010), p. 675-685
Paper 2: On the Brianc¸on-Skoda theorem on a singular variety.
Ann. inst. Fourier, 60 no. 2 (2010), p. 417-432, joint work with
Mats Andersson and H˚akan Samuelsson.
Paper 3: A Brianc¸on-Skoda type result for a non-reduced analytic
space.
Paper 4: A residue calculus approach to the uniform Artin-Rees
lemma. To appear in Israel J. Math.
Paper 5: The Briancon-Skoda number of analytic irreducible planar
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INTRODUCTION
1. The ideal membership problem
The problem of deciding whether a polynomial belongs to a given
ideal dates back to days of Dedekind and Kronecker. Their approaches
to this problem were however quite diﬀerent. In fact, the precise deﬁ-
nition of an ideal is due to Dedekind who generalized Kummer’s ideal
numbers in number theory. An ideal I in a ring R is deﬁned as a
subgroup of R which is closed under multiplication by any element
of R. This deﬁnition is rather abstract, and if one is given generators
a1, . . . , am for an ideal I, meaning that I = {u1a1+. . .+umam : ui ∈ R},
it is non-trivial to determine whether an element is a member of the
ideal or not. Kronecker’s view was that such deﬁnitions were not de-
sirable, and he devised another concept which he called ’divisor’.
During the 19th and 20th century, non-constructive mathematics
blossomed from mathematicians such as Cantor, Bolzano, Cauchy, Wei-
erstrass, Hilbert and others, and constructive mathematics, such as for
example elimination theory, was on the downfall. Today however, with
the aid of computers, computational and algorithmic mathematics has
gained ground. One algorithm that stands out as being particularily
useful is Buchberger’s algorithm of ﬁnding Gro¨bner bases. Gro¨bner
bases were in fact invented in order to solve the ideal membership
problem. The original algorithm works for a polynomial ring with co-
eﬃcients in a ﬁeld, but there has been work to generalize the algorithm.
Gro¨bner bases have also numerous other applications such as solving
polynomial equations, elimination of variables, computation of primary
decomposition and computation of b-functions, to name a few.
The central theme in this thesis will be theorems that give suﬃcient
conditions for ideal membership. Throughout the thesis, we consider
ideals in the ring OCn,0 of germs of holomorphic functions at 0 ∈ C
n,
or in a quotient OCn,0/J . The most famous example of such a theorem
is Hilbert’s Nullstellensatz; it states that if a is an ideal in OCn,0, and
V (a) is the corresponding zero locus, and I(V (a)) is the set of functions
vanishing on V (a), then I(V (a)) =
√
a. In other words, if f vanishes on
V (a), then there exists some integer k such that fk ∈ a. Although this
does not strictly speaking give a suﬃcient condition for f ∈ a, one can
easily derive such a condition (although non-constructively): Since the
ring OCn,0 is Noetherian, the ideal
√
a has a ﬁnite set of generators, say
b1, . . . bm. Let ni be integers such that b
ni
i ∈ a. Then f ∈
√
a
Σini−m+1
implies that f ∈ a, because f is a sum of terms like u · bk1
1
· . . . · bkmm
where
∑m
1
ki =
∑m
1
ni −m+ 1, and u ∈ OCn,0, so applying the pigeon
hole principle, we see that any such term contains a factor bnii ∈ a.
The smallest integer k such that
√
a
k
⊂ a is by deﬁnition the degree of
nilpotency of the ring OCn,0/a.
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If one now tries to ﬁnd a set of suﬃcient conditions for ideal mem-
bership in a given ideal a, there are some properties that should be
desirable. First, the condition should be as easy as possible to check,
and second, the set of elements satisfying the condition should be as
close to all of a as possible.
One type of conditions for ideal membership involves a notion called
integral closure of ideals. We consider only its analytic deﬁnition: Pick
a set of generators a1, . . . , am for a and set
|a| = max
1≤j≤m
|aj|.(1)
Strictly speaking this is not well deﬁned due to dependence on the
choice of generators, but making another choice gives a function that
is equivalent to |a| in a sense that we now make precise. We say that
f  g if there is a constant C such that f ≤ Cg, and then f and g are
equivalent if f  g  f . The integral closure a of a is deﬁned as the
ideal
a = {φ ∈ OCn,0 : |φ|  |a|},(2)
which contains a and is contained in
√
a. It is clear that this deﬁnition
only depends on the equivalence class of |a|.
If one considers ideals of one complex variable z, then an arbitrary
ideal has the form a = (zk). Thus a = a for any a. However, in higher
dimensions the inclusion a ⊂ a may be strict, i.e., the size condition
|φ|  |a| does not guarantee that φ ∈ a. For example in dimension
two, φ = z1z2 belongs to a \ a, where a = (z
2
1
, z
2
2
). The same idea can
be extended to higher dimensions.
It follows from the Nullstellensatz that a ⊂
√
a. Thus if k is the
degree of nilpotency of OCn,0/a, then a
k ⊂
√
a
k
⊂ a. The Brianc¸on-
Skoda theorem gives a sharp criterion for ideal membership along these
lines.
Theorem 1.1 (Brianc¸on-Skoda). Let m, r ≥ 1 be integers and
 = min(m,n). Then for any ideal a ⊂ OCn,0 which can be gener-
ated by m functions,
a
+r−1 ⊂ ar.
Note that the ideal a+r−1 consists of all functions φ ∈ OCn,0 such
that |φ|  |a|+r−1. If we increase the exponent +r−1 in Theorem 1.1
to n+ r− 1, it is uniform in a and linear in r. This theorem is optimal
in the sense that one cannot replace  by a smaller value1.
Let now k be the smallest integer such that ak ⊂ a for a ﬁxed ideal
a. By the Brianc¸on-Skoda theorem we know that k ≤ min(m,n). One
1This can be seen for n = 2 by considering again the example φ = z1z2,
a = (z2
1
, z2
2
), and similarily for higher dimensions.
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deﬁnes the Lojasiewicz exponent ν = ν(a) as
ν = inf{θ : ∀φ ∈
√
a |φ|θ  |a|}.(3)
If φ ∈
√
a, it follows that |φ|  |a|1/(ν+) for any small  > 0. A
consequence of this is that
√
a
k(ν+)
⊂ a, where 	·
 denotes rounding
upwards to the nearest integer. In particular,
√
a
ν min(m,n)+1
⊂ a.
In [23] Section 10.5, Lazarsfeld also uses (a slight variation of) the
Brianc¸on-Skoda theorem to obtain an eﬀective Nullstellensatz, which
in particular gives an upper bound for the degree of nilpotency.
A diﬀerent, but related, result is the Artin-Rees lemma, which is an
important result in commutative algebra from the 1950s. It states the
following:
Theorem 1.2 (Artin-Rees). Let A be a Noetherian ring and M a
ﬁnitely generated A-module. Given an ideal I ⊂ A and a submodule
N ⊂M , there exists a number μ such that
I
μ+r
M ∩N = Ir(IμM ∩N),(4)
for all integers r ≥ 0.
This result was used to prove the exactness of the I-adic comple-
tion functor, see [8]. As Atiyah and MacDonald writes, one can use
transcendental methods in algebraic geometry over the complex num-
bers by regarding a rational function as a power series about a point.
In more abstract algebraic geometry, this is not possible, but through
completion some problems can be expressed in formal power series,
which is also very useful.
For most applications, including the exactness of completion, the
slightly weaker statment
I
μ+r
M ∩N ⊂ IrN(5)
suﬃces.
In the uniform Artin-Rees lemma, one imposes the extra requirement
that the number μ should not depend on the ideal I. This variant of
the theorem has its origin in the paper [17] by Eisenbud and Hochster
on a generalization of Zariski’s main lemma on holomorphic functions,
[37]. The uniform Artin-Rees lemma2 was stated as an open question
which was needed for an alternative version of their proof. The uniform
Artin-Rees lemma has been proven in various versions for example in
[30] by O’Carroll, in [11] by Bierstone-Milman and in [21] by Huneke.
2. The history of the Briancon-Skoda theorem
We return now to the Brianc¸on-Skoda theorem. The ﬁrst proof of
the theorem was given in 1974 by Joe¨l Brianc¸on and Henri Skoda, [13].
Their proof was based on an L2-division theorem by Skoda, [35]. After
2In their formulation, it was assumed that I should be a maximal ideal.
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that, Lipman and Sathaye, [26], proved algebraically that the theorem
holds for any regular Noetherian ring. A little earlier, Lipman and
Tessier proved in [27] that
a
n+r−1 ⊂ ar(6)
for a “reasonable” pseudo-rational n-dimensional ring R (reasonable
means that the localization at each prime is also pseudo-rational).
However, the improvement for few generators works only3 for special
ideals a, for example if a has a reduction (i.e., a subideal with the same
integral closure) generated by a regular sequence. They also proved
that the class of pseudo-rational rings includes all regular rings. In
[27], Lipman and Tessier wrote
The proof given by Brianc¸on and Skoda of this com-
pletely algebraic statement is based on a quite trancen-
dental deep result by Skoda in [..]. The absence of an
algebraic proof has been for algebraists something of a
scandal—perhaps even an insult—and certainly a chal-
lenge.
This challenge was actually made explicit by Hochster at a CBMS
conference held at Georege Mason University in 1979, where he was the
principal speaker and concentrated on the Brianc¸on-Skoda theorem.
It is interesting to note that the algebraic approach by Lipman and
Tessier is in fact inspired by an analytic method by which they obtain
the result for the original ring OCn,0. We explain brieﬂy the latter
method which is based on local duality. Let f1, . . . , fn be a regular
sequence of elements in the maximal ideal m ⊂ OCn,0 and set I = (f).
The residue bilinear pairing Resf : OCn,0/I ⊗COCn,0/I → C associated
with f = (f1, . . . , fn) is induced by the pairing OCn,0 ⊗C OCn,0 → C
given by
Resf(φ, h) =
∫
{|fj |=}
φh
dz1 ∧ . . . ∧ dzn
f1 . . . fn
,(7)
which is independent of  if  is suﬃciently small. Local duality states
that this pairing is non-degenerate, which means that if Resf(φ, h) = 0
for all h ∈ OCn,0, then φ ∈ I. If we assume that |φ|  |I|
n, it follows
that φh/(f1 . . . fn) is bounded, so
|Resf (φ, h)| 
∫
{|fj |=}
|dz1 ∧ . . . ∧ dzn|,
which must be zero since the sets {|fj| = } shrink to zero as  ap-
proaches zero. This proves (6) under the assumption that f1, . . . , fn
is a regular sequence of elements in m and that r = 1. It is however
possible to reduce the general case to this situation.
3The generalization was fully proven two decades later in [1], by Aberbach and
Huneke.
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In the late eighties, Craig Huneke and Melvin Hochster introduced
the notion of tight closure, which is a closure operation on ideals, such
that the tight closure is always contained in the integral closure. Tight
closure works naturally in rings of characteristic p, but it can be used
to prove statements in characteristic 0 by reduction to characteristic p.
This method has been quite successful, and proofs of various statements
are often remarkably short in positive characteristic. In Chapter 13 of
[22] by Huneke and Swanson, it says
The Brianc¸on-Skoda theorem has played an important
role in the development of many techniques in commu-
tative algebra. These developments range from the the-
orem of Lipman and Sathaye, Theorem 13.3.3, to con-
tributing to the development of tight closure, as well as
Lipman’s development of adjoint ideals.
The ﬁrst tight closure proof of the Brianc¸on-Skoda theorem for a reg-
ular ring appeared in [18]. Schoutens, [34], gave an elementary proof,
based on the tight closure approach, by using ultraﬁlters to simplify
the reduction to characteristic p.
In [21], Huneke showed in a general setting that the Artin-Rees
lemma holds in a uniform sense, meaning that the constant μ in Theo-
rem 1.2 can be chosen independently of I and r. This is a much more
delicate matter than merely showing the existence of μ for each ﬁxed
I. In the same paper, Huneke showed for a quite general Noetherian
reduced local ring R a uniform version of the Brianc¸on-Skoda theorem.
It states that there exists an integer N such that aN+r−1 ⊂ ar, for all
ideals a ⊂ R and r ≥ 1. In particular this applies to the local ring
OX,0 of a singular variety X. The author is unaware of any proofs
using L2-theory on singular varieties.
It is easy to see that for the cusp z2 = w2k+1, a lower bound for the
number N is k+1. Thus for singular varieties, the dimension does not
give an upper bound for N .
Lazarsfeld, [23], gives a proof of the original Brianc¸on-Skoda the-
orem based on multiplier ideal sheaves, vanishing theorems and log-
resolutions. In Remark 9.6.29, he writes “experience shows that al-
gebraic statements established by L2-methods or multiplier ideals can
also be understood via tight closure.”
Lipman’s notion of adjoint ideals, introduced in [25], is a generaliza-
tion of multiplier ideals. One may therefore speculate that the theorem
of Brianc¸on-Skoda has also contributed to the development of multi-
plier ideals, and their algebraic formulation. An argument that sup-
ports this view is that Skoda’s theorem is actually a statement about
multiplier ideals, although this notion had not yet been introduced at
that time.
A diﬀerent approach to proving the Brianc¸on-Skoda theorem and its
generalizations is to use division formulas and residue calculus. This
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approach was ﬁrst taken by Berenstein, Gay, Vidras, and Yger in [9] to
prove the original version of the theorem. The authors used a division
formula by Berndtsson, [10], which was developed further by Passare in
[32]. The residues used by these authors and the present author diﬀer
from the ones used by Lipman et al.; the latter are viewed as cohomo-
logical objects, whereas the former are currents which are analytical
objects.
In summary, quite many theories, some of them vastly diﬀering from
the others, can be used to prove the Brianc¸on-Skoda theorem. This
thesis explores how the residue method can be used to prove Brianc¸on-
Skoda and Artin-Rees type theorems. We give an elementary proof of
the classical Brianc¸on-Skoda theorem, obtain analytic proofs of both of
Huneke’s theorems mentioned above, and in the case of a plane curve,
we determine the optimal value for the constant N in the Huneke-
Brianc¸on-Skoda theorem.
3. The residue calculus approach to the ideal membership
problem
In this section we explain how one can use residue calculus to solve
the ideal membership problem for an ideal J ∈ OCn,0 which is gener-
ated by functions a1, . . . , am. The question is how we can determine if
φ ∈ J for a function φ ∈ OCn,0. The method which we describe can
be traced back to Ho¨rmander’s solution to various ideal membership
problems, including the corona problem, in [19], where it was assumed
that a1, . . . , am have no common zeros, that is, J = (1).
Later, Passare [32] and Dickenstein and Sessa [15] proved the Duality
theorem for the case when J is a complete intersection; it states that
φ ∈ J if and only if φ annihilates a residue current (the Coleﬀ-Herrera
product) associated to the ideal J . This means that the product of φ
and the residue current is zero (in the sense of currents).
In [2] and [3], Andersson gave a method to show ideal membership
in the non-complete intersection case. In this method, one associates
a residue current to a complex of vector bundles, and annihilating the
residue current, for a suitable choice of complex, is suﬃcient for ideal
membership. We will use the formalism from the paper [3].
We now begin to explain the method. Assume that we want to show
that φ ∈ J . We take a generically exact complex of trivial vector
bundles
· · · → E2
f2
→ E1
f1
→ E0 → 0,(8)
where rankE0 = 1 and rankE1 = m and such that the map f1 is given
by the row matrix [a1, . . . , am]. We then have a corresponding complex
of OCn,0-modules
· · · → O(E2)
f2
→ O(E1)
f1
→ O(E0)→ OCn,0/J → 0.(9)
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Our goal is to ﬁnd a holomorphic section v1 of E1 such that f1v1 = φ.
We begin with the case that J = (1), or equivalently that there is
no point at which a1, . . . , am all vanish. In this case one can make
sure that the complex (8) is point-wise exact; for example the Koszul
complex will do. As an intermediate step towards the solution, we
ﬁnd a not necessarily holomorphic solution v1 to f1v1 = φ. A smooth
choice is v1 = (a1, . . . , am)φ/|a|
2, where a = (a1, . . . , am). If it happens
to be the case that ∂v1 = 0, we are done, but of course in general
this fails. We therefore try to ﬁnd a modiﬁed solution of the form
v˜1 = v1−A, where f1A = 0 and ∂v1 = ∂A. An easy way to satisfy the
ﬁrst condition is to let A = f2g for some section g of E2. Thus we need
to solve the equation f2∂g = ∂v1. That is, we are looking for a ∂-exact
solution v2 to the equation f2v2 = ∂v1. By the Dolbeault lemma it is
suﬃcient to ﬁnd a ∂-closed solution. As before, we begin by ﬁnding
an arbitrary solution v2 which is not necessarily ∂-closed. Note that
∂v1 is in the kernel of f1, since f1∂v1 = ∂f1v1 = ∂1 = 0. Thus the
exactness of the complex implies that a solution v2 exists. Again we
have to modify the solution to obtain a ∂-closed one. This gives a new
equation: f3v3 = ∂v2, for which we need a ∂-exact solution v3, and so
on. We have that fj∂vj = ∂(fjvj) = ∂
2
vj−1 = 0, so since (8) is exact,
∂vj is in the image of fj+1. This means that we can solve each of the
equations
f1v1 = φ(10)
fj+1vj+1 = ∂vj .
Since vj is a (0, j)-form, after at most n steps we will get ∂vj = 0, so
the procedure will terminate.
We will now show how to ﬁnd explicit solutions to the equations
(10) in order to later generalize the procedure when J is arbitrary. We
assume that φ = 1, because if we solve f1u1 = 1, then v1 = φu1 solves
f1v1 = φ. Similarily, let uj be solutions to (10) when φ = 1.
We bestow each of the bundles Ej with a hermitian metric, for ex-
ample the trivial metric with respect to some ﬁxed frame.
Deﬁnition 3.1. Deﬁne σi pointwise as the minimal-norm inverse of fi
on the image of fi and extend σi by zero on the orthogonal complement
of the image.
Example 3.2. For the Koszul complex, each σi will be the mapping
ξ → σ ∧ ξ where σ =
∑
aiei/|a|
2 and {ei} is a frame for E1.
Using that σi is (on the image of fi+1) a section of the map fi+1, we
can take u1 = σ1 and uj+1 = σj∂uj as solutions to (10). This gives
that
uj = σj∂σj−1 ∧ . . . ∧ ∂σ1.(11)
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To simplify notation, we set
u =
∑
uj, f =
∑
fj ,
E =
∑
Ej , σ =
∑
σj .
Consider the operator ∇f = f − ∂. The equations (10) can then be
written more concisely as
∇fu = 1.(12)
Let k be an integer so that ∂uk = 0. This implies that locally
uk = ∂vk for some form vk. It follows by (10) that ∂(uk−1 − fkvk) = 0,
so we can solve uk−1 − fkvk = ∂vk−1. Continuing like this for each
1 ≤ j < k, we get that ∂(uj − fj+1vj+1) = 0. Finally, we obtain the
modiﬁed holomorphic solution at the ﬁrst step: f1(u1 − f2v2) = 1.
We now move on to the case of a general ideal J and mimic the case
J = (1). The construction above is local, so outside of the analytic
set Z on which (8) is not exact, u is deﬁned and satisﬁes (12). Since
the form u could be used to solve the ideal membership problem when
J = (1), we want to give a meaning to u across Z. To do this, one
can regularize u and pass to the limit. One then obtains a current U
that extends u. In fact, the extension is canonical and it is the only
’reasonable’ extension of u. There are however several possible ways to
regularize it, but we will use the approach of smooth cut-oﬀ functions.
This way of regularizing principal value currents, and residue currents,
was introduced by Passare in [33].
Let χ be any smooth function [0,∞) → R such that χ ≡ 0 on a
neighbourhood of 0 and χ ≡ 1 on a neighbourhood of∞. An extension
U is then given as
U = lim
→0
χ(|F |2/2)u,(13)
where F is any non-trivial tuple of analytic functions whose zero locus
contains Z. The fact that this limit converges in the sense of currents,
that U = u outside of Z and that U does not depend on χ and F is
proved by Andersson in [2].
Example 3.3. Consider the complex of line bundles
0→ C
f
→ C → 0,
where f is a single holomorphic function. This gives that u = σ = 1/f .
The current U is then the principal value [1/f ]. Note that outside of
{f = 0}, f is an isomorphism on each ﬁber, so u = 1/f is the only
possible section of the map f : C → C, regardless of which metric we
use for the complex.
Clearly, ∇fU = 1 cannot hold in general as the method above then
would give that any φ belongs to J . However, it is natural to study
the diﬀerence 1−∇fU .
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Deﬁnition 3.4. The diﬀerence R := 1 − ∇fU is called the residue
current associated to the Hermitian complex (8).
Since ∇fU = ∇fu = 1 outside of Z, we see that R has support on
Z. It is readily checked that
R = lim
→0
(1− χ(|F |2/2)) + ∂χ(|F |2/2) ∧ u.
The ﬁrst term has of course limit zero, so it may seem peculiar to
include it, but it will matter later when we deﬁne products of residue
currents.
Remark 3.5. In Example (3.3), R = ∂[1/f ].
Now if φ is a function so that Rφ = 0 as a current, then
∇fUφ = φ− Rφ = φ,(14)
but this means that the equations (10) are solvable. By the argument
that we used for the case J = (1), we know that there is a ∂-closed cur-
rent solution u1 to f1u1 = 0, but by Weyl’s lemma, u1 is holomorphic.
We conclude that φ ∈ J .
Deﬁne the annihilator of R, annR, as the set of all functions φ such
that Rφ = 0. The result above is then that annR ⊂ J .
A main result of [7] is that if the complex (8) is chosen so that (9)
is exact, then annR = J .
4. Membership in product ideals and ideals on singular
varieties
In this thesis we will need to solve membership problems on singular
varieties on one hand, and on the other hand we have membership
problems with respect to products of ideals.
We look ﬁrst at the setting of a singular variety Z whose ring of local
sections is OZ,0 = OCn,0/J . Let a ⊂ OZ,0 be the ideal with respect to
which we consider the membership problem. Let a = (a1, . . . , am) be a
tuple of functions in OCn,0 whose images in OZ,0 generate a. We choose
a suitable complex Ea such that (a) is the image of the ﬁrst map of the
corresponding sheaf complex. If a is an arbitrary ideal, it is natural to
let Ea be the Koszul complex, but if a itself is a product of ideals, we
use a generalization of the Koszul complex which is given in Section 5.
For the associated residue current Ra, we have that annRa ⊂ a. We
also need a residue current which is associated to Z. By choosing a
free resolution of OCn,0/J as our complex, the corresponding current
R
Z satisﬁes annRZ = J according to [7].
If we identify φ with one of its representatives in OCn,0, the member-
ship problem, phrased in the ambient space, is to show that φ ∈ (a)+J ,
given some conditions on φ.
We want to have a residue current whose annihilator is contained in
(a) + J . Once this is achieved, the membership problem is reduced to
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checking that the suﬃcient conditions on φ imply that φ annihilates
this current.
The residue current is obtained as the product of the currents Ra
and RZ , which we will now deﬁne. The associated product complex
(for the sum ideal (a) + J) is deﬁned as
Ek =
⊕
i+j=k
E
a
i ⊗ E
Z
j .(15)
We also deﬁne the total map f = fa + fZ for the complex E, where fa
and fZ are ’extended’ to E in a way compatible with a so called super
structure on E, meaning that
f(ξ ∧ η) = fa(ξ) ∧ η + (−1)deg ξξ ∧ fZ(η),(16)
where ξ and η are diﬀerential forms with values in Ea and EZ respec-
tively.
Let χa = χ(|a|
2
/
2). For any  > 0, the product χau
a ∧RZ is a well-
deﬁned current with values in E since any current can be multiplied
by smooth functions. We deﬁne
U
a ∧ RZ = lim
→0
χ
a
u
a ∧RZ .(17)
Again, resolution of singularities can be used to see that this is well-
deﬁned and independent of χ. Similarily, we deﬁne the desired product
residue as
R
a ∧ RZ = lim
→0
((1− χa ) + ∂χ
a
 ∧ u
a) ∧ RZ .(18)
It remains to see that the annihilator of this current is contained in
(a) + J . Note ﬁrst that by construction, the image of the ﬁrst map
in the sheaf complex O(E) is indeed (a) + J . As described in the
previous section, it suﬃces to see that if φ annihilates Ra ∧ RZ , then
φ is ∇E-exact, where ∇E = f − ∂ = f
a + fZ − ∂. In analogy with the
construction of residue currents from complexes of vector bundles, we
wish to ﬁnd a current U such that
∇EU = 1− R
a ∧RZ .(19)
We verify that U = UZ + Ua ∧ RZ is an admissible choice, where UZ
is ’extended’ to E in the sense of (16). At least formally, we have
∇E(U
Z + Ua ∧RZ) = (1− RZ) +∇E(U
a) ∧ RZ − Ua ∧ (∇ER
Z) =
= (1− RZ) + (1− Ra) ∧RZ = 1− Ra ∧RZ .
This calculation is justiﬁed by replacing Ua by Ua = χ
a
u
a, and using
that ∇EU
a
 = ∇EaU
a
 = 1− R
a
 , where R
a
 = (1− χ
a
 ) + ∂χ
a
 ∧ u
a, and
then letting → 0.
In Paper 4 we shall need a complex associated with the product of
two ideals I and J . The techinque is to construct residues RI and RJ
so that annRI ⊂ I and annRJ ⊂ J . Again, we form a product of the
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two underlying complexes EI and EJ , but in a slightly diﬀerent way.
Namely, let the product complex E = EI♦EJ be deﬁned as
. . .
fI3⊕f
I
2⊕f
J
3 ⊕f
J
2
−→ EI
1
⊗ EJ
2
⊕EI
2
⊗EJ
1
fI2⊕f
J
2
→(20)
→ EI
1
⊗ EJ
1
fI1⊗f
J
1
→ EI
0
⊗EJ
0
→ 0,
that is, at step k we take the direct sum of all EIi ⊗ E
J
j such that
i + j = k + 1, and the map from Ek+1 to Ek is given by
f
I
2
⊕ . . . ⊕ f Ik+1 ⊕ f
J
2
⊕ . . . ⊕ fJk+1, except for the ﬁrst map f
I
1
⊗ fJ
1
.
If one then deﬁnes u = uI ∧uJ and extends u in the usual way to a cur-
rent U , then one can show that the corresponding residue R = 1−∇EU
has the following form
R = RI ∧ UJ − U I ∧RJ ,(21)
where the products are deﬁned in analogy with (18), in particular,
U
I ∧ RJ = lim
→0
χ(|I|2/2)uI ∧RJ .
This formula enables us to prove membership in product ideals by
annihilation of the current in (21). In fact, the same method also
yields membership in tensor products of submodules of EI
0
and EJ
0
,
also when the latter have rank more than one.
5. A generalized Koszul complex
We will now construct a complex Ea
r
associated to the ideal
a
r ⊂ OCn,0, where r ≥ 1 is an integer. This is in fact a special case of
the diamond product of complexes. Let Ei, 1 ≤ i ≤ r, be trivial vector
bundles over an open set X ⊂ Cn with frames {eij}
m
j=1. The Koszul
complex Ei• is then
· · · −→
∧2
E
i δi−→
∧1
E
i δi−→ C×X → 0,(22)
where δi is interior multiplication with the section a1e
i
1
∗
+ . . .+ ame
i
m
∗
of the dual bundle Ei
∗
. We deﬁne δ′i to be equal to δi on E
i
1
and zero
on all other components. We also deﬁne δ′′i so that
δi = δ
′
i + δ
′′
i ,
that is, δ′′i is zero on E
i
1
and equal to δi on E
i
k for k > 1. As in [4], we
get generically deﬁned forms
u
a
i =
min(n+1,m)∑
j=1
σi ∧ (∂σi)
j−1
,(23)
where
σi =
m∑
j=1
aje
i
j
|a|2
,(24)
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and a1, a2, . . . , am is a set of generators for a. Let ∇δ = δ−∂. We have
a current extension Uai of u
a
i given by
U
a
i = lim
→0
χ
a
u
a
i(25)
and the accompanying residue current
R
a
i = [lim
→0
R
a
i,0, + ∂χ
a
 ∧ u
i
a],(26)
where Rai,0, = 1− χ
a
 .
The product complex Ea
r
is
· · · →
⊕
P
ki=k−1
ki≥0
∧r
i=1
∧1+ki
E
i → · · · →
⊕
P
ki=1
ki≥0
∧r
i=1
∧1+ki
E
i →(27)
→ E1 ∧ E2 ∧ · · · ∧ Er → C×X → 0.
Thus for k ≥ 1,
E
ar
k =
⊕
P
ki=k−1
ki≥0
∧r
i=1
∧1+ki
E
i
.
We also have to specify the maps for the complex Ea
r
. The total map
is decomposed as δ = δ′ + δ′′, where δ′ is deﬁned on Ea
r
1
and δ′′ is
deﬁned on Ea
r
k for k ≥ 2. These maps are given by
δ
′ = δ′
1
∧ δ′
2
∧ . . . ∧ δ′r(28)
and
δ
′′ =
r∑
i=1
δ
′′
i .(29)
We deﬁne
u
ar = ua
1
∧ ua
2
∧ · · · ∧ uar .(30)
We then have ∇δu
ar = 1 outside of Z(a), which the following calcula-
tion shows:
∇δu
ar = δ′ua
r
+∇δ′′u
ar
δ
′
u
ar = (δ′
1
u
a
1
) ∧ . . . ∧ (δ′ru
a
r) = 1
∇δ′′u
ar =
r∑
i=1
(−1)iua
1
∧ . . . ∧ uai−1 ∧ ∇δ′′i u
a
i ∧ . . . ∧ u
a
r =
=
r∑
i=1
(−1)iua
1
∧ . . . ∧ uai−1 ∧ (∇δi − δ
′
i)u
a
i ∧ . . . ∧ u
a
r = 0,
because (∇δi − δ
′
i)u
a
i = 1− 1.
As usual, there is a current extension
U
ar = lim
→0
χ
a
u
ar(31)
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and a corresponding residue current
R
ar = lim
→0
R
ar
 = lim
→0
R
ar
0, + R
ar
1, + . . . = lim
→0
(1− χa ) + ∂χ
a
u
ar
.(32)
It follows that
R
ar = lim
→0
R
ar
0, + ∂χ
a
 ∧ u
a
1
∧ ua
2
∧ · · · ∧ uar
= lim
→0
R
ar
0, +
∑
P
ji≤C
∂χ
a
 ∧ σ
1 ∧
(
∂σ
1
)∧j1
∧ · · · ∧ σr ∧
(
∂σ
r
)∧jr
.(33)
The constant is C = min(m,n). Since
Im(δa : E
ar
1
→ Ea
r
0
) = ar,
the residue current Ra
r
has by construction the property that if
φ ∈ OCn,0 annihilates R
ar , then φ ∈ ar. The converse does not hold in
general.
From (33) one can see that the modulus of Ra
r
 is controlled by
|a|−(r+2C+1), which is better than what we would get from the ordinary
Koszul complex for ar. However, our proofs of the Brianc¸on-Skoda and
Artin-Rees theorems rely on using resolution of singularities to show
that the singularity is in fact no worse than
|a|−(r+C+1) = |a|−(r+min(m,n)).
6. Noetherian operators and Coleff-Herrera currents
A germ of a holomorphic diﬀerential operator L is called Noetherian
with respect to in ideal J ⊂ OCn,0 if Lφ ∈
√
J for all φ ∈ J . We
say that L1, . . . , LM is a deﬁning set of Noetherian operators for J , if
φ ∈ J if and only if L1φ, . . . , LMφ ∈
√
J . These notions are needed in
Paper 3 to formulate the main result. The existence of a deﬁning set
for any ideal J is due to Ehrenpreis [16] and Palamodov [31], see also
[12], [20] and [29].
To illustrate how a deﬁning set might look like, we consider the
example J = (wk) where z1, . . . zn−1, w are coordinates for C
n, n ≥ 1.
To determine if φ ∈ J for a function φ ∈ OCn,0, we can write down
the Taylor expansion of φ in the w-direction. Thus φ ∈ J if and only
if ∂jwφ(z, 0) ≡ 0 for 0 ≤ j ≤ k − 1. Note that Z(w
k) = {w = 0}, so
by Hilbert’s Nullstellensatz ∂jwφ(z, 0) ≡ 0 is equivalent to ∂
j
wφ ∈
√
J .
Therefore 1, ∂w, . . . , ∂
k−1
w is a deﬁning set for J = (w
k).
We will now discuss Coleﬀ-Herrera currents and their relation to
Noetherian operators. Assume that X is a germ of an analytic set of
pure codimension p at 0 ∈ Cn. Let μ be a current of bidegree (0, p) with
support on X. We let χ be a smooth function such that χ ≡ 0 on [0, x1]
and χ ≡ 1 on [x2,∞) for some 0 < x1 < x2 < ∞. One says that μ has
the standard extension property (SEP) if μ = limε→0 χ(|h|
2
/ε
2)μ for
any h ∈ OCn,0 that does not vanish identically on any component of
X.
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Deﬁnition 6.1. A current of bidegree (0, p) with support on X is a
Coleﬀ-Herrera current on X if it is ∂-closed, has SEP and is annihilated
by φ if φ ∈ OCn,0 vanishes on X.
The set of all Coleﬀ-Herrera currents on X is an OCn,0-module which
we denote by CHX . One also considers the submodule of all Coleﬀ-
Herrera currents annihilated by a given ideal J such that Z(J) = X.
We will denote this module by CHX(J). The model type for a Coleﬀ-
Herrera current is the Coleﬀ-Herrera product
μ
f =
[
∂
1
f1
∧ . . . ∧ ∂
1
fp
]
,(34)
where f = (f1, f2, . . . , fp) is a complete intersection such that
Z(f) = X. We illustrate by the case fj = w
1+M1
j , where w1, . . . , wp are
the last p coordinates for Cn and Mj are given integers. The action on
a (n, n− p) test form ξ is given by
[
∂
1
w
1+M1
1
∧ · · · ∧ ∂
1
w
1+Mp
p
]
.ξ = M !(2πi)p
∫
w=0
∂
M1
w1
. . . ∂
Mp
wp
(
∂
∂w
 ξ
)
,
(35)
where ∂/∂w = ∂/∂w1 ∧ . . . ∧ ∂/∂wp, the symbol  denotes interior
multiplication, and the derivative symbols refer to Lie derivatives.
The current μf was introduced by Coleﬀ and Herrera in [14]. The
machinery for deﬁning products of residue currents described in Sec-
tion 4, cf. (18), can be applied here to give a deﬁnition of the product
(34). In fact, each ∂[1/fj] is the residue current obtained from the
Koszul complex for the principal ideal (fj), cf. Example 3.3, and the
product of these is equal to μf . A remarkable fact is that μf is a
generator for CHX((f)), see Theorem 4.2 in [5].
If Z is a pure dimensional variety of codimension p, then one can
show that there exists a reduced complete intersection X = Z(f) such
that Z is a union of some of the irreducible components of X. It follows
from basic distribution theory that if μ ∈ CHZ , then μ ∈ CHX((f
N))
for some big integer N , where fN = (fN
1
, . . . , f
N
p ). Thus μ = Aμ
fN ,
so for pure dimensional varieties, all Coleﬀ-Herrera currents are up to
a holomorphic factor Coleﬀ-Herrera products. However, μf
N
has in
general larger support than μ. A result by Bjo¨rk, which is cited as
Theorem 2.2 in Paper 4, gives that μ can be represented as a principal
value integral on Z as
μ.ξ = lim
→0
∫
Z
χ(|h|2/2)
Q(S  ξ)
h
,(36)
where Q is a holomorphic diﬀerential operator, S is a smooth section of∧p
T (Cn), and h is a generically non-vanishing holomorphic function
on Z. Note that (35) is a special case of this formula. Conversely,
if Q is a holomorphic diﬀerential operator and S is a smooth section
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of
∧p
T (Cn), then the current deﬁned by (36) belongs to CHZ if it is
∂-closed.
Noetherian operators and Coleﬀ-Herrera currents have a close con-
nection. If μ ∈ CHZ(J) for some ideal J ⊂ OCn,0 such that Z(J) = Z,
then the operator Q that arises from the proof of Bjo¨rk’s theorem is
Noetherian with respect to J . By [7], given a pure dimensional ideal
J , the construction in Section 3 gives a residue current R such that
annR = J when the complex (9) is a free resolution of OCn,0/J . Let
μ1, . . . , μl be the components of R so that J = ∩
l
1
annμj. Given that
OCn,0/J is Cohen-Macualay, it is shown in [7] that μj ∈ CHZ , so for
each μj we have a representation as in (36). Given φ ∈ OCn,0, the
Leibniz rule yields that
φμj.ξ = lim
→0
∑
k
∫
Z
χ(|h|2/2)
Ljk(φ)Kjk(S  ξ)
h
,
where Ljk and Kjk are holomorphic diﬀerential operators. Bjo¨rk’s the-
orem also states that {Ljk}k is a deﬁning set for annμj, and thus the
union of these sets is a deﬁning set for J .
7. Puiseux’s theorem and the Milnor number of a plane
curve
This section aims to explain some of the theory used in Paper 5. Let
C ∈ C2 be (a germ of) an irreducible analytic curve through the origin.
For curves, the notions of normalization and resolution of singularities
are identical. Puiseux’s theorem states that there is a locally deﬁned
1-1 map π : C → C which parametrizes C. Moreover, one can choose
coordinates (z, w) for C2 and a coordinate t for C such that π(t) =
(tm, g(t)), where m is the multiplicity of C at the origin and g(t) is an
analytic function with a zero at the origin of multiplicity at least m.
The function g can be understood from the geometry of the curve
C. By Weierstrass’ preparation theorem, we can assume that C is the
zero locus of an irreducible polynomial
P (z, w) = wm + a1(z)w
m−1 + . . .+ am(z),
where each aj vanishes at the origin. Using that P is irreducible, one
can show that (unless C is smooth) the discriminant of P has an iso-
lated zero at the origin. Thus the projection from C2 to the z-plane
exhibits C as a branched covering of the z-plane. The covering has m
sheets that intersect at the origin. Locally outside of the origin, each
sheet is the graph of an analytic function fj. By choosing an ordering
of the m sheets near some point z0 = 0, one can deﬁne g(t) = f1(t
m),
where z = tm. We can describe an analytic continuation of g to a
neighbourhood of 0 and the extension is determined uniquely by how
we deﬁned it near z0. When t traverses a circular arc of 2π/m radians
around the origin, g(t) will follow the graph of f1 a whole circle around
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the origin. Of course, f1 may not be deﬁned along the whole circle, so
we may have to stop earlier at a point z1 = 0. Close to z1 we can ﬁnd
new functions f˜j that parametrize the sheets locally. Continuing this
way, and letting t traverse a whole circle, we will go around the z-plane
m times. One can show that we will end up at the point (z0, f1(z0))
that we started at. Thus we have extended g(t) to a punctured disc.
Further analysis shows that g is bounded (in fact it vanishes to order
at least m) on C \ {0}, so by the Riemann extension theorem, g is
analytic across 0.
Once the function g is found, one can deﬁne the Puiseux characteris-
tics. Assume that g(t) =
∑∞
k=m ckt
k. Set e0 = m and deﬁne inductively
βj = min{k ∈ N : ck = 0, ej−1  k}(37)
and
ej = gcd(ej−1, βj) = gcd(m, β1, β2, . . . , βj).
It is not hard to see that β• is strictly increasing and e• is strictly
decreasing. The construction stops when, for some integer M , one has
eM = 1. Note that if we would have lim e• = e∞ > 1, then all of the
exponents of g(t) would be divisible by e∞, so π(t) would be a function
of te∞ , and then it would not be 1-1.
Let us now introduce the Milnor number μP of the polynomial P
deﬁning the curve. There are various interpretations of this number.
The Milnor ﬁbration is given by the map
F : S \ C → S
1
F =
P
|P |
,
where S is some suﬃciently small sphere centered at the origin.
Milnor, [28], has shown that F has no critical points on S \ C, which
implies that each ﬁber Fθ = F
−1(eiθ) is a smooth manifold of real di-
mension 2. Furthermore, each of the ﬁbers has the homotopy type of
a bouquet of 1-spheres, and the number of such spheres is the Milnor
number. We can therefore view this number more or less as the num-
ber of ’handles’ that each ﬁber has. Thus the Milnor number is deﬁned
purely topologically in terms of the Milnor ﬁbration.
There is however an algebraic way to compute μP :
μP = dimCOCn,0/(P
′
z, P
′
w),
which generally leads to an easier calculation than the topological def-
inition does.
In Milnor’s book [28], a formula for μP in terms of the Puiseux
characteristics is given in the case P is irreducible, however without
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proof. It states that
μP =
M∑
j=1
(βj − 1)(ej−1 − ej).(38)
In Paper 5, the right hand side of (38) appeared when analyzing
the optimal bound in the Brianc¸on-Skoda theorem for a planar curve.
Using this formula, it was possible to connect the Milnor number to
the Brianc¸on-Skoda theorem.
8. Overview of Papers
8.1. Paper 1 – An elementary proof of the Brianc¸on-Skoda
theorem. As commented in Section 2, the ﬁrst proof of the Brianc¸on-
Skoda theorem relied on Skoda’s L2-division theorem. Let I ⊂ OCn,0
be an ideal which can be generated by m elements, and let Iˆ(k) be the
ideal of analytic functions which consists of all φ ∈ OCn,0 such that∫
|φ|2
|I|2(k+)
< ∞.
Skoda’s theorem (in fact a special case) says that
Iˆ
(min(m,n+1)+r−1) ⊂ IrIˆ(min(m,n+1)−1).
Using the fact that one can always ﬁnd an ideal J ⊂ I generated by
min(m,n) elements, such that |J | ∼ |I| (one says then that J is a
reduction of I), the Brianc¸on-Skoda theorem follows:
Imin(m,n)+r−1 = Jmin(m,n)+r−1 ⊂ Jˆ (min(m,n)+r−1) ⊂ Jr ⊂ Ir,
since J can be generated by min(m,n) elements.
Residue calculus provides an alternative method for proving the
Brianc¸on-Skoda problem which is in some ways simpler than Skoda’s
method, but one needs to apply Hironaka’s resolution of singularities
to even show the existence of residue currents.
The purpose of this paper is to prove that Iˆ(min(m,n)+r−1) ⊂ Ir with
residue calculus (although the use of residues is only implicit), but
without using resolution of singularities. This claim is slightly stronger
than the Brianc¸on-Skoda theorem, but we do not give L2-estimates
for the coeﬃcient functions in the representation of the membership,
which Skoda’s theorem does.
The key point in the proof is to show, for 1 ≤ r ≤ m, that
|φ| · |∂f1 ∧ · · · ∧ ∂fr|
|f |k+r
is locally integrable if φ ∈ Iˆ(k), where I = (f1, . . . , fm). This can be
shown by using the Chern-Levine-Nirenberg inequalities.
In a way the proof follows the setup discussed in Section 3, but
the residue current appears only implicitly as we consider a sequence
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of forms that converge to Rφ. The reason that it is possible to avoid
Hironaka’s theorem is that we approach Rφ and not R by it self. Given
the hypothesis of the Brianc¸on-Skoda theorem, Rφ is the zero current,
which explains why it is easier to show that its regularization converges.
8.2. Paper 2 – On the Brianc¸on-Skoda theorem on a singu-
lar variety. In this paper, we give an analytic proof of the Brianc¸on-
Skoda-Huneke theorem introduced in Section 2. As explained in Sec-
tion 3, the membership problem on a singular variety is reduced to
showing that φRa
r
∧ RZ = 0, given suitable size conditions on φ. To
state the actual theorem, we need to introduce some notions.
Let Z ∈ Cn be a germ of an analytic space of pure codimension p.
We choose (9) to be a free resolution of OCn,0/I(Z). Let Z
k be the set
where the corresponding mapping fp+k of (8) does not have optimal
rank. One can show that the sets Zk are independent of the embedding
of Z. We also set Z0 = Zsing. These sets form a monotonic sequence
. . . Z
k+1 ⊂ Zk ⊂ · · · ⊂ Z1 ⊂ Z0.
Theorem 8.1 (Theorem 1.1 in Paper 2).
(i) There is a natural number μ, only depending on Z, such that for
any ideal a = (a1, . . . , am) in OZ,0 and φ ∈ OZ,0,
|φ| ≤ C|a|μ+r−1(39)
implies that φ ∈ ar.
(ii) If for a given ideal a = (a1, . . . , am)
codim (Zk ∩ Z(a)) ≥ m+ 1 + k, k ≥ 0,(40)
then for any φ ∈ OZ,0,
|φ| ≤ C|a|m+r−1(41)
implies that φ ∈ ar.
Part (ii) of the theorem means that we have sharper results when
the intersections Zk ∩ Z(a) are small and the number of generators m
is not too big. Assume that k = k0 is the highest integer for which
Z
k ∩ Z(a) = ∅. Note that if Zsing ∩ Z(a) = ∅, we can see immediately
that (41) implies φ ∈ ar, because then the germ of Z is either smooth,
or a = (1). We get from (40) that m ≤ dimZ−k0−1, so part (ii) says
nothing for ideals with more generators than this.
In order to analyze the current φRa
r
∧RZ , we express RZ as a prin-
cipal value integral on the variety Z, cf. Proposition 3.1 in Paper 2.
After a suitable resolution of singularities X → Z, the current RZ is
locally the principal value of a monomial in the coordinates of X. By
integration by parts, the order of the monomial can be reduced to 1 in
each coordinate, at the expense of derivatives falling on
φR
ar
 = φ∂χ
a
 ∧ u
ar
.
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By explicitly calculating the derivatives of φRa
r
 , one can show that the
result is bounded for some suﬃciently large constant μ. Dominated
convergence can then be used to see that φRa
r
∧ RZ = 0.
8.3. Paper 3 – A Brianc¸on-Skoda type result for a non-reduced
analytic space. We consider here an analytic space Z which is em-
bedded into Cn so that OZ,0 = OCn,0/J for some ideal J ⊂ C
n. The
diﬀerence from Paper 2 is that the ring OZ,0 may be non-reduced. That
is, there may exist an element 0 = φ ∈ OZ,0 such that a power of φ van-
ishes.
It is now not possible that an implication like |φ|  |a|N =⇒ φ ∈ a
holds for all ideals a ∈ OZ,0. In fact, if a is an ideal that does not
contain the nilradical
√
0 ⊂ OZ,0 and φ ∈
√
0 \ a, then φ is identically
zero on Z and, a fortiori, |φ|  |a|N . An example of an ideal that does
not contain the nilradical is the ideal (w2) in OCn,0/(w
3), where the
nilradical is (w).
A size condition on an element φ ∈ OZ,0 merely gives information
about φ as a function evaluated on Z. In the reduced setting this says
everything about φ, but to even know if φ is zero or not in OZ,0, we
need to know all of the functions L1(φ), . . . , LM(φ) for some deﬁning
set L1, . . . , LM for J .
The method of this Paper borrows from Paper 2, but the extra ingre-
dient are the Notherian operators and their connections to the residue
currents that we use. For techincal reasons, we need the assumption
that OZ,0 is Cohen-Macaulay. The main result is the following:
Theorem 8.2 (Theorem 1.2 in Paper 3). Let Z be a germ of an analytic
space at 0 ∈ Zsp such that OZ,0 is Cohen-Macaulay. Then there exists
an integer N and Noetherian operators L1, . . . , LM with respect to J
such that for all ideals a ⊂ OZ,0 and all r ≥ 1,
|Ljφ| ≤ C|a|
N+r−1
, 1 ≤ j ≤M,(42)
implies that φ ∈ ar.
It follows from the case a = 0 that L1, . . . , LM is a deﬁning set for J .
In the ﬁnal section of Paper 3, an improvment is given for the case when
the underlying space of Z is smooth. Then the constant N above is the
value needed in the smooth reduced case, that is min(dimZ,m), plus
an extra term which is the maximal distribution order of any Coleﬀ-
Herrera current in CHZ(J). This extra term is thus a measurement of
how much the non-reducedness of Z contributes to the Brianc¸on-Skoda
number.
8.4. Paper 4 – A residue calculus approach to the uniform
Artin-Rees lemma. The main result of the paper is the following:
Theorem 8.3. Assume that X is a germ of an analytic variety at a
point x, that M is a ﬁnitely generated module over the local ring OX,x,
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and that N ⊂ M is a submodule. Then there exists a number μ such
that for any ideal I of OX,x, the inclusion
I
μ+r
M ∩N ⊂ IrN
holds for all integers r ≥ 0.
By a very simple reduction, one can assume that the variety is
smooth and that M is a free module. The main contribution of this
paper is to introduce the diamond product for complexes of vector
bundles. This product can be used to study membership problems in
products of ideals, or more generally, in tensor products of modules.
As we saw in (21), the residue current associated to a diamond prod-
uct E1♦ . . .♦Er can be expressed in terms of residue currents corre-
sponding to the factors Ei. We apply this construction to the product
E
p♦EN , where EN is the complex obtained from a free resolution of
M/N and Ep is the generalized Koszul complex from Section 5. In
fact, Ep is the diamond product of r isomorphic copies of the Koszul
complex with respect to I. The technique of analyzing the residue and
showing that it is annihilated by Iμ+rM ∩N is similar to Paper 3.
8.5. Paper 5 – The Brianc¸on-Skoda number of analytic irre-
ducible planar curves. The main result of Paper 2 gives the exis-
tence of a constant N such that |φ|  |a|N+r−1 implies that φ ∈ ar,
where a is an ideal on a variety Z. The Brianc¸on-Skoda number bs(Z)
of Z is the smallest such integer N . It is an open problem to describe
the Brianc¸on-Skoda number in terms of invariants of Z, or to give an
eﬀective algorithm to compute this number.
In Paper 5, the case when Z = C is an irreducible plane curve is
treated. We obtain the Brianc¸on-Skoda number in this case and show
that bs(C) = 1 + 	μ/m
, where μ is the Milnor number of a function
that deﬁnes C, m is the multiplicity of C and 	·
 denotes the operation
of rounding upwards to the nearest integer.
As an example consider the curve deﬁned by zp = wq, where p > q
are relatively prime. The Milnor number is then μ = (p − 1)(q − 1)
and the multiplicity is q. To see that 1 + 	μ/m
 is a lower bound for
the Brianc¸on-Skoda number, we let a be the ideal (z). Then φ = wq−1
does not belong to the ideal, but |wq−1| = |z|
p(q−1)
q = |z|1+(p−1)(q−1)/q−1/q
holds on the curve, so the Brianc¸on-Skoda number is strictly greater
than 1+(p−1)(q−1)/q−1/q, where · denotes rounding downwards
to the nearest integer. By using that 1 + (p − 1)(q − 1)/q belongs to
the lattice 1
q
Z, it follows that indeed bs(C) ≥ 1 + 	μ/m
.
This paper also relies on residue theory, but the set up of the proof
is slightly diﬀerent than in the previous papers. It is readily seen from
the existence of a normalization of the curve that membership only has
to be shown with respect to a principal ideal, i.e., an ideal generated
by one function, say f . Given the size condition |φ|  |f |N , it follows
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that φ/f is a weakly holomorphic function, that is, holomophic on the
regular part of the curve and bounded near the singular point. Now
φ belongs to (f) if and only if φ/f is strongly holomorphic, that is,
extends to a holomorphic function in a neighbourhood in C2. Hence,
the ideal membership problem is reformulated as a question about de-
ciding when a weakly holomorphic function is strongly holomorphic.
There exists a very useful criterion for strong holomorphicity by Tsikh,
[36]. We reformulate this criterion slightly via Leray’s residue formula
to obtain the criterion below. Let P ∈ OC2,0 be an irreducible function
such that C = Z(P ) and deﬁne ω be the pull-back of dz/P ′w under the
inclusion map Creg ↪→ C
2. We choose coordinates so that P (0, w) is
not identically equal to zero. The form ω is a meromorphic form on C,
but it can also be viewed as a current acting on test forms on C; the
latter are smooth forms on Creg that are pull-backs of test forms in the
ambient space.
Theorem 8.4 (Theorem 2.2 in Paper 5). If ψ is any meromorphic
function on C, then ψ is strongly holomorphic if and only if ψω is
∂-closed.
To use this criterion, we calculate the pull-back of the form ω along
the normalization π. The singularity of this form is computed in terms
of the Puiseux characteristics of the curve. The result is then reinter-
preted using Milnor’s formula relating these numbers and the Milnor
number. It turns out that π∗ω = u(t)t−μdt, where u(t) is a holomorphic
unit.
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