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摘  要 
摘  要 
语义相似度计算，也称语义相关度计算，是自然语言处理中最常见，也是最
重要的工作之一。机器翻译、词义消歧等需要处理语义信息的任务，都与语义相
似度计算有着紧密的联系。 
评价一个语义学习算法是否优秀，往往通过将标准测试集的内容作为语义学
习算法的输入，将算法结果与测试集结果进行一致性检验，一致性越高表示效果
越好。因此，一个客观、公正的语义相关度标准测试集，可以更加全面地评价一
个语义学习算法的优劣。本文的第一部分工作，是借助于传统的统计方法和认知
神经科学实验方法，来构造语义相关度标准测试集。从部分词对的比较，以及与
其他现有的标准测试集比较可以发现，本文构造的语义相关度标准测试集主要包
括语义相似、语义相关、语义不相关三个部分，整个测试集在人为打分结果上一
致性很高，并且事件相关电位（ERPs）实验表明对于语义相似、语义相关、语义
不相关三类词语，人脑在语言认知处理过程中体现了不同的处理过程。最终，所
得的标准测试集分数分布较为均匀，相比于现有的部分测试集，描述词语之间的
相似程度更加准确，同时对现有的词向量训练工作评价效果与现有数据集效果一
致。 
词向量，又称词嵌入，是指借助于分布式表达的概念，将每个词语的语义通
过语义空间内的一个向量进行描述，从而所有与语义有关的计算全部可以转换成
为对应向量的计算。生成一套好的词向量，对于自然语言处理其它任务的效果都
有着很重要的影响。现有流行的词向量训练方法，是通过一个给定的大规模语料，
将窗口同现信息转换为相应参数的误差传播与矫正，最终达到同现程度高的词语
对应词向量余弦值高的目的。本文的第二部分工作，是在传统的词向量训练方法
上，结合进知识库的词语义项信息，通过每个词语对应的义项信息和词语与词语
之间的同现信息，来对词向量进行联合训练，以此来达到提高训练效果的目的。 
 
关键词：语义相关度，词向量，认知神经科学，事件相关电位，神经网络 
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Abstract 
Abstract 
Semantic similarity, also known as semantic relatedness, is one of the most 
common and important task in Natural Language Processing. Machine Translation, 
word sense disambiguation and other tasks that need to deal with semantic information 
are closely related to semantic similarity calculation. 
To evaluate a semantic learning algorithm is excellent or not, it is often to calculate 
the result upon golden-standard dataset. The higher consistency test result shows, the 
better the algorithm handles the semantic information. Therefore, an objective and fair 
semantic correlation criterion dataset can be used to evaluate the advantages and 
disadvantages of a semantic learning algorithm roundly. The first part of this paper is 
to construct a test set of semantic relevance criterion by means of traditional statistical 
methods and cognitive neuroscience experiments. From the comparison of some words, 
and with other existing standard test set can be found, testing the semantic relevance 
criteria set constructed in this paper mainly includes the semantic similarity and 
semantic correlation, not related to the semantics of three parts, the whole test set in 
artificial scoring results consistency is very high, and event-related potential (ERPs) 
experiment show that for semantic similarity and semantic correlation, not related to 
the semantics of three words, the human brain reflects the different processes in 
language cognition process. Finally, the standard test set scores are more evenly 
distributed, compared to some existing test sets, describe the similarity degree between 
words is more accurate and consistent evaluation of the effect of word vectors training 
effect of the existing and existing data. 
Word vector, also called word embedding, refers to the use of the concept of 
distributed learning, the semantic description of each word with a semantic vector space, 
thus all semantic computation can all be converted into corresponding vectors 
calculating. Generating a good word vector, for the effect of other tasks, have a very 
important impact on Natural Language Processing. The existing popular word vector 
training method, through the large-scale corpus, the co-occurrence information based 
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on a word window, conversion error propagation for corresponding parameters and 
correction, and ultimately achieve a high degree of co-occurrence words corresponding 
word vector cosine value. The second part of this paper is to improve the word vector 
traditional training methods combined with the knowledge of word sense information. 
Through each word corresponding to the meanings of the words and the words co-
occurrence information, we train the word vector jointly in order to achieve the purpose 
of improving the training effect. 
 
Key words: semantic relatedness, word vector, cognitive neuroscience, event-
related potentials(ERPs), neural network 
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绪论 
第 1 章 绪论 
1.1 研究背景 
语言是人类进化和发展的产物，是人类进行沟通和交流的主要表达方式。和
其它生物不同，人类发明了语言并使用语言来向彼此之间传播信息，同时又将语
言作为信息载体，将知识、文化记录下来，以便他人和后人进行研究和传承。 
得益于数据的爆炸式增长和电子设备运算能力的大幅提升，人工智能于近几
年在国际学术界上得到了广泛的关注。作为 20世纪新兴学科，人工智能得到了
快速的发展并演化出诸多子科目，包括机器学习、图像处理、音频分析、语言处
理、认知神经科学等等。目前为止，人类通过高性能 GPU和深度学习算法，在
各个学科领域内使用人工神经网络来进行模型训练和知识学习，都取得了异常显
著的成就，而在语言处理方面却难有振奋人心的突破，因为与其他人类信息处理
相比，语言是人类最高级的智能表现，在人工智能领域内研究困难最多。而学术
界对于人工智能和自然语言理解之间存在的关系，普遍的观点是要让机器真正像
人类懂得语义并像人类进行翻译、语音识别等人类才可以进行的语义处理工作，
那么就必须先让机器理解自然语言，让机器理解语言的前提是让计算机拥有类似
人类的智能，即人工智能。 
自然语言处理，是一门研究与自然语言相关的的各种理论和方法的学科。研
究人类语言的产生和发展，以及语言内部的功能、使用规律，将更有利于人类本
身对于语言的理解，同时也有利于在机器上实现人工智能。随着学术的发展，自
然语言处理的方法从基于规则的方法发展到了基于统计的方法，如今使用神经网
络，特别是循环神经网络来处理自然语言处理的相关任务相比于统计方法得到了
非常明显的效果提升。 
1.2 语义相似 
语义，是指语言单位所含有的意义。小到字母，大到篇章，每一个语言单位
都有着自己独特的语义。在自然语言处理的诸多领域中，很多工作都需要区分诸
多候选结果之间的语义差别，如词义消歧、分词、机器翻译、问答系统等，而用
15 
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于区分语义之间的区别，语义相似度计算的概念由此产生。 
语义相似度，也称语义相关度，是度量两个词语、短语、句子、篇章甚至段
落之间语义相似程度高低的概念，贯穿于大多数自然语言处理任务的基础工作中。
语义和语义之间的区别，可以使用语义相似度的相关理论和计算方法来进行衡量。 
最初，衡量语义相似度的方法是通过人为构建的语义知识库来进行计算，例
如英文的WordNet [1]、中文的 HowNet [2]。知识库的存储结构相当于一个图，语义
的计算可以转换成相应的节点之间的关系，整个图可以看做是一个充满语义规则
的集合。通过构建知识库的方法，语义相似度可以使用最短路径等方法进行距离
计算。虽然通过这种方法可以进行一些简单的距离计算，但是随着知识库的日益
壮大，规则与规则之间的排异性工作变得日益艰难，语法规则也难以通过规则库
的形式来一一呈现；而且通过规则进行词语之间语义相似度计算的方法是纯粹考
虑两个词语之间的联系，也就是上下文无关的，利用知识库进行语义相似度计算
的方法不能充分利用语言的复杂上下文有关文法的信息。 
在经历了基于规则的自然语言处理研究之后，基于统计方法的自然语言处理
诞生了。相比于基于规则的方法，统计方法并不需要非常庞大冗杂的知识库作为
语言处理的出发点，只需要通过数学统计方法就可以获取丰富的语义知识，并灵
活运用贝叶斯条件概率公式，将语义信息转换成为条件概率进行计算。除此之外，
通过统计学习方法进行自然语言处理的实验材料（即“语料”）比起知识库来讲更
容易获得，而且在语言建模的效果上也得到了巨大的提升，如限制玻尔兹曼机
（restricted boltzmann machine, RBM）、包含时间序列信息的限制玻尔兹曼机
（time factored RBM）等。 
得益于深度学习的普及和流行，现阶段比较流行的语义处理方法是通过设计
合适的深度学习模型，将语言对象转换为语义空间中的一个向量，因此语义相似
度计算便转换为对应的两个向量的相似度计算。刚开始是将词语转换成为 one-
hot 向量进行表示，语义的关系处理转变为相应的向量处理，在研究过程中发现
one-hot向量浪费存储空间，性能很差，同时又因为维度太大，过于稀疏，对于语
义表征没有集中性。此种方法与基于规则统计的方法不同的地方，是可以将词语
的语义空间表示转变为分布式表达（distributed representation）通过设计神经网络
模型，来使得每一个词语可以通过一个长度比词表小很多的向量进行语义表述，
16 
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