For dimension d ≥ 3, a ≥ 0 and L a positive integer, we prove that the integral kernel of the resolvent G a := (a − ∆) −1 of the finite difference Laplacian ∆ can be decomposed as an infinite sum of positive semi-definite functions V n of finite range,
Introduction
A smooth Gaussian process ζ(x) on R d with the property Eζ(x)ζ(y) = 0 when |x − y| ≥ L will be said to have finite range L. What is the class of Gaussian processes φ that can be expressed as a sum φ = j ζ j of independent finite range processes with ranges ∼ L j for some L? Let us call such processes finite range decomposable.
We can reformulate this in terms of the covariance: a Gaussian process φ is finite range decomposable if the covariance C(x, y) := Eφ(x)φ(y) can be written as a sum C = j V j where each V j (x, y) is positive semi-definite and has finite range ∼ L j . In this form the question has already received a partial answer in the study of ground states for many-body Hamiltonians. In particular, in [HS02] Hainzl and Seiringer discuss this background and consider the decomposition V (x) = ∞ 0 dr g(r)χ r/2 * χ r/2 (x) (1.1) of a radial function V (x) as a weighted integral of tent functions χ r/2 * χ r/2 (x), where χ r/2 is the indicator function of the ball of radius r/2. An explicit formula for g in terms of V is derived. For example, in three dimensions, g(r) = − 2 π (V ′′ (r)/r) ′ so necessary and sufficient conditions for g ≥ 0 in terms of V are readily formulated. In particular Coulomb and Yukawa potentials in three dimensions have decompositions with nonnegative g. This is relevant to our question because the tent function is positive semi-definite and therefore, when g(r) ≥ 0, is also positive semi-definite. By breaking up the range of the r integration into a disjoint union of intervals, I j := [L j , L j+1 ), j ∈ Z, we have V = V I j and there is a corresponding finite range decomposition φ = j ζ j when φ is the Gaussian process with covariance V (x − y) with g(r) ≥ 0 and ζ j has covariance V I j .
These decompositions are not the final answer to our question because not every covariance is radial and tent functions are not the only possible summands. It is also interesting to consider Gaussian processes on lattices such as Z d . For lattices or the continuum we have preliminary results that resolvents of elliptic operators and fractional inverse powers of elliptic operators are candidates for such decompositions.
We became interested in this question because it is easy to study small perturbations of finite range processes. For example, consider a perturbation such as Equivalently we have a sum over X := ∪∆ i which in turn is equivalent to a sum over the connected components X 1 , . . . , X M . Let K(X i ) :=
Z(Λ)
where the sets X j are disjoint. Then, by the finite range property,
The perturbation on a large volume Λ has been reduced to local calculations EK(X i ) and the standard but heavy machinery of cluster expansions is being replaced by independence and geometry.
In some ways finite range covariances are the simplest framework that goes beyond the hierarchical models. It is also close to the technique that was invented by Fröhlich and Spencer in [FS81] to study the Kosterlitz-Thouless transition, but it is more precise because bounds (such as Jensen's inequality) are never applied to global objects like Z(Λ). Bounds on global objects are inherently difficult to refine.
The renormalization group (RG) in these terms amounts to performing the expectation of a functional of φ = j ζ j where ζ j has a finite range covariance V j by repeatedly iterating the idea in the paragraph above for each ζ j . Since the RG is most useful when the iteration has some limiting behaviour we may also want the covariances V j of ζ j to be approximately self-similar. This means that there should exist a dimension [φ] 
defines a scaled covariance Γ j which tends to a limit as j → ∞.
The first use of finite range covariances was in [MS00] . In [BMS] we used finite range covariances to study the renormalization group in the context of a Gaussian process that is an infinite sum of independent self-similar finite range ζ.
Let ∆ be the finite difference Laplacian associated to the lattice Z d . We will consider decompositions for the kernel G a (x − y) of the resolvent (a − ∆) −1 and we will also consider the kernel C(x − y) of (−∆) α/2 where 0 < α ≤ 2. The mass parameter a ∈ [0, ∞). We state our results for dimensions d ≥ 3 because lower dimensions require extra discussions for the case a = 0, but the basic construction is valid in lower dimensions as well. L is a parameter of the form 2 p with p large. The following theorem combines results from the theorems in the rest of the paper. 
Furthermore the L ∞ limit of any multiple lattice derivative of Γ a j also exists and is the corresponding continuum derivative of Γ a c, *
Analogous statements hold for
Let us call the Gaussian fields in the decomposition fluctuation fields. Other (wavelet) decompositions were developed in the context of the Block Spin Renormalization Group of Kadanoff and Wilson by Gawedzki and Kupiainen, [GK80, GK83] as well as, in related work, by Balaban, [Ba l82a, Ba l82b]. Although the Gawedzki-Kupiainen fluctuation fields are not finite range, they have their own advantages: notably they are independent lattice fields, determined by random variables defined on increasingly coarse lattices of spacing L n . Our decomposition achieves this only in the weaker sense that, with high probability, ζ n (x) ≈ ζ n (y) for |x − y| ≪ L n , but ζ n retains low probability variations on all smaller scales. This is a price paid for retaining translation invariance on small scales.
In section 3 the aforementioned finite range decompositions are obtained. The rescaled fluctuation covariances live on finer and finer lattices, but all have the same finite range. In section 4 probabilistic aspects of our construction are discussed and the finite range decomposition of the Lévy Greens function is obtained. We also discuss in this section renormalization group transformations based on the above finite range decompositions. Section 5 is devoted to bounds. Here our main result is Theorem 5.5. This theorem states that every member of the sequence of rescaled fluctuation covariances is uniformly bounded in lattice Sobolev norms of arbitrarily high degree. The bound is independent of the lattice spacing. Finally in Section 6 we prove that the sequence converges in Sobolev norms in a precise sense to its continuum limit which is appropriately identified. The continuum limit is smooth. This is the content of our main Theorem 6.1.
Preliminaries
Throughout we will assume that d ≥ 3. Let L be a large integer power of 2. Define ε n = L −n . We will be working on a sequence of lattices (
with n = 0, 1, 2, ... and eventually passing to R d . (ε n Z) d is equipped with the discrete topology. The measurable sets are subsets of points and the measure dz on (ε n Z) d is defined by
We endow R d with the distance function
be an open cube of edge length R. Define
and its boundary ∂U εn = {y ∈ U εn : |x − y| = ε n , some x ∈ U εn } (2.5)
The distance function |.| is that induced from R d . We denote byŪ εn = U εn ∪ ∂U εn the closure of U εn .The lattice Laplacian ∆ εn is defined by the quadratic form
where the sum runs over the nearest neighbour points in (ε n Z) d . Let e 1 , ..., e d be an orthornormal basis of unit vectors which gives the orientation of the lattice. For any such lattice unit vector e define a forward lattice derivative of a function in the direction e by
Then the definition (2.6) for the lattice Laplacian can be written as
The corresponding resolvent G a εn with a ≥ 0 is
Multiscale Decomposition of the Resolvent
We say that a function f (x, y) has finite range R if
with a ≥ 0. We will first develop a multiscale decomposition for the resolvent G a , a ≥ 0 into smooth finite range positive semi-definite functions. As in (2.3) and (2.4),
with ∂U ε (L) its boundary. Assume that the cube is centered at the origin. We will suppress the argument L when there is no risk of confusion.
On the lattice there is no need to distinguish functions from measures. Nevertheless we use measures in cases where the associated continuum object is a measure. A case in point is the lattice Poisson kernel P a Uε (x, du), which by definition is the measure supported on ∂U ε such that
is the unique solution to the boundary value problem
where f : ∂U ε → R. Existence and uniqueness are easily proved since h solves a finite dimensional set of linear equations. Note that because a ≥ 0 a solution h(x) satisfies the weak maximum principle. In Section 4 we will see an explicit construction of which shows that P a Uε is a defective probability measure. Defective means that the mass is at most one. (For a = 0 and f = 1, h ≡ 1 which implies P a Uε (x, 1) is a probability measure). We will say h is a-harmonic in
with the normalization
We restrict g(x) to the lattice (εZ) d and choose the normalization constant c ε such that
Since g(x) is a continuous function of compact support Riemann sums converge. Hence c ε is a continuous function of ε on the compact set 0 ≤ ε ≤ 1 and thus uniformly bounded. Moreover c ε → 1 as ε → 0. Now comes the main idea. The point of the function g is to avoid needing detailed knowledge of the Poisson kernel for the lattice. We are about to use the Poisson kernel to define an averaging operator that leaves a-harmonic functions unchanged. This property leads to the finite range property in Lemma 3.1. It is relatively easy to prove that our averaging operator is smoothing (uniformly in lattice spacing) because when checking differentiability, derivatives either fall on g which is smooth by choice or on the x argument of P a Uε (x, du) with x forced to be away from the boundary ∂U ε so that the easy part of standard elliptic techniques is sufficient to prove smoothness uniformly in the lattice spacing.
Given a function f : (εZ) d → R we define the averaging map :
Note that this can also be written as
where U ε (L, z) is the translate of the cube U ε (L) so that its center is now z . In summing over the translates we have put in the smooth function g , and not the delta function, because we will need to take derivatives with respect to x and this is hard to do if x is the center of the cube. Now this integration over all translates makes A a ε (L) translation invariant. Translation invariance plays an essential role in the proof of positive semi-definiteness of the fluctuation covariance constructed below, (see Lemma 3.1). Proof:
¿From (3.8) we see that for every fixed x, (A a ε (L)f )(x) defines a bounded, positive linear functional on C 0 ((εZ) d ), the space of functions of compact support on (εZ) d . We have
so that the norm of this linear functional is ≤ 1. This gives a family of defective probability
The Fourier transform of this measurê
Define the fluctuation covariance
where by definition
The latter is the analogue of the block spin covariance in statistical mechanics, [GK86] .
and the Fourier transformΓ a ε (p) is continuous in p including at p = 0, uniformly in ε.
Proof. First we prove the finite range property. By the definition of the Poisson kernel, if f is a-harmonic in x + U ε , then P a Uε (x, f ) = f (x). Since c ε g in the definition of A a ε (L) was chosen to be a probability density with support in
is a-harmonic in each argument in the appropriate region and therefore
which proves (3.15). Now we prove positive definiteness. By translation invariance, we can take the fourier transform of Γ a ε (x − y) to get 
which holds because p derivatives ofÂ a ε (p) are moments for A a ε and this is a probability measure of compact support which therefore has moments of all orders.
Choose ε = ε n−1 for n ≥ 1 and write (3.13) in a rescaled form. It is easy to check that for u, v ∈ (ε n−1 Z) d we have
Define the sequence of functions g n on R d by
where g is the function introduced earlier (see (3.5), (3.6)) and observe that because of the normalization (3.6), the function g n is also normalized :
Moreover, from the support property of g, we have that
as defined earlier. Observe that
from the definition of the constants c εn in (3.7). The definition (3.19) together with (3.23) and (3.18) imply the scaling relation
Applying this to the righthand side of (3.13) we get for n ≥ 1
We can now iterate (3.27) starting with n = 1, n-times using the same principle. Define for n ≥ 1
For n = 0 we set
and G a n = A a n G a εn A a n * (3.30)
Then we have the multiscale decomposition for the resolvent
which is valid for a ≥ 0. The special case a = 0 gives the multiscale decomposition for the massless Green's function
Proof. Γ a n is a multiple convolution, so the range of Γ a n is the sum of the ranges of the convolved functions. ¿From the definition (3.23) of A a εn,m (R), the support property (3.21) of g m and P a Uε n (R)(x, u) vanishes if |u − z| > R, we find that the range of A a εn,m (R) is R + 1 4L m−1 . From the definition (3.28) of A a n the range of A a n is n j=1 L −(n−j) (1 + 1 4L ) which is less than 3 for L large. By construction the range of Γ a εn is less than 3L. The Lemma follows.
4 Probabilistic Aspects ¿From (3.32) we easily derive renormalization group transformations starting from the Gaussian measure with covariance G 0 . We have
where
n , Γ 0 n are positive semi-definite and therefore qualify as covariances of Gaussian measures. We thus get RG transformations
which can be written more simply as
and
with G 0 0 = G 0 . Multiscale decomposition for the Lévy Green's function. Let x (α) t , 0 < α < 2, be the stable Lévy process in Z d , (stable in the sense that its scaling limit is stable). Then E x (|x (α) t |) < ∞, provided α > 1. In the following we will restrict ourselves to the range 1 < α < 2. The Lévy Green's function C is given by
with 1 < α < 2 . C has a finite range multiscale decomposition, which we obtain by inserting the multiscale decomposition (3.31) for G a into the integral representation (4.5) of the Lévy Green's function C to get
After rescaling in a in each term we get
Note that [φ] as defined above is the canonical dimension of the the scalar Gaussian field φ distributed with covariance C. We have [φ] > 0, since d ≥ 3 and 0 < α < 2. Γ j and C n are well defined because of the bounds provided below (see section 5, Corollary 5.6). Moreover by Lemma 3.2 and (4.7) Γ n (x − y) = 0 : |x − y| ≥ 6L ¿From Lemma 3.2 and (4.7), C n and Γ n are positive semi-definite and thus qualify as covariances of Gaussian measures denoted µ Cn , µ Γn . The multiscale decomposition (4.6) now gives rise to renormalization group transformations. From (4.6) we get for x, y ∈ (ε n Z) d
and hence we have a sequence of RG transformations
where and the generator of the Markov process x (n) t is the lattice Laplacian ∆ εn . Note that the semigroup e t∆ε n is a contraction on L ∞ ((ε n Z) d ). In the discrete topology the latter coincides with the space of bounded continuous functions. Hence e t∆ε n is a Feller semigoup so that x (n) t is strong Markov with respect to stopping times τ .
Now let x ε t be the above process in (εZ) d . Let P x the probability measure for the process conditioned to start at x.As in (2.3) and (2.4), U (R) is an open cube of radius R in R d , U ε (R) the induced cube in (εZ) d , and the boundary ∂U ε (R) is defined as in (2.5). Let τ Uε be the first exit time from U ε . Then τ Uε is also the first hitting time of ∂U ε from the interior. E x (τ Uε ) < ∞ because U ε (R) is bounded, and hence τ Uε < ∞, P x a.s..
Let A be a subset of points in ∂U ε . It is a standard result in probability that the measure P a Uε (x, dy) defined on ∂U ε by
is the Poisson kernel we defined in (3.2). Also, since P x (x τ Uε ∈ ∂U ) = 1 the total mass is
The same construction works in R d with x ε t replaced by standard Brownian motion x t , U ε (R) replaced by U (R) and A taken to be any Borel subset of ∂U (R).
Let now R = R m = L −(m−1) , with 0 ≤ m ≤ n. In Section 6 we will need an estimate for 1 − P a Uε n (x, ∂U εn ) where it is understood U εn = U εn (R m ). Observe that 1 − e −aτ ≤ aτ so
We can estimate the mean exit time as follows. Let f be a smooth function in R d bounded in a neighbourhood of U (R). Then by the strong Markov property, for any x ∈ U εn (R m ),
We choose x = 0 and f (x) = |x| 2 in U ( 3 2 R m ). Then by a simple computation in U (R m ) we obtain ∆ εn f (x) = 2d. Moreover as shown in Section 6, (6.14), ∂U εn (R m ) ⊂ ∂U (R). Hence we get the bound
Thus we have proved the following Lemma 4.1. Let R m = L −(m−1) , 0 ≤ m ≤ n Then we have the bound
Now recall the definition of the measure A a εn,m (R m )(0, du) on (ε n Z) d given in (3.23). c ε n−m g m (z) is a probability density in (εZ) d . Hence from (Lemma 4.1) we get Corollary 4.2.
Bounds
We will give uniform bounds on Fourier transforms and Sobolev norms of arbitrary high index. In Section 6 we will prove in the latter norms the convergence of the sequences C n , Γ n . The limiting covariances will thus turn out to be in C p , ∀p ≥ 0.
We recall the definition of the lattice derivative ∇ e in (2.7). Here e is any unit vector from the orthonormal set of unit vectors e 1 , ...e d giving the orientation of the lattice. We define the n th lattice derivative ∇ n e 1 ,...,e n = ∇ e 1 .....∇ e n Let X be a connected open set in R d . We define
We now define the lattice Sobolev norm . H k (Xε) of a function f by 
where C(ε) → 1 as ε → 0.
Proof. This follows from the (εZ) d lattice modification of the Leibniz rule :
and the Cauchy inequality.
In the following we will exploit a lattice version of elliptic regularity. Let f be a bounded function in (εZ) d . Let U (R) ⊂ R d be an open cube centered at the origin and of edge length R.
Recall from Section 2 (see (3.3), (3.4)) et seq.) that h a (x) is the solution of the Dirichlet problem
and that the maximum principle holds, because a ≥ 0. We have
Proposition 5.2 (lattice elliptic regularity).
With Ω ε defined as above, and
Remark : This is well known in the continuum. For completeness we give a proof of the lattice version in Appendix A. We choose ε = ε n and apply the proposition to
which is the j = n term in the product (3.28) defining A a n .
Corollary 5.3. Let Ω εn be as in Proposition 5.2 with R = 1.
Proof. The integral in (5.4) can be restricted to U εn (2) because the range of g 1 is 1/4. Therefore
using Proposition 5.2. To prove (5.5): By the embedding of high degree Sobolev space into L ∞ , (Lemma B.1), reviewed in Appendix B, we pass from (5.4) to
noting that (5.4) applies to any translate x + Ω εn of Ω εn .
Lemma 5.4. For every integer
Proof. This is the essentially the standard proof that the Fourier transform of a smooth function of compact support has rapid decay. Let
where the u subscript on ∆ u,εn indicates the variable it differentiates. Since ∆ u,εn is a linear combination of lattice translations under which the lattice is invariant, the exact analogue of integration by parts is valid and we continue with
By the translation invariance (see (3.10)) of A a εn,m=1 (L 0 )(x, du) we can change the derivatives to x
By (5.5) in Corollary 5.3 with f (u) = exp(ip.u),
Collecting these relations we have
By setting x = 0 we finish the proof.
Fourier transforms are naturally defined on the Brillouin zone
There is a constant c independent of ε such that
Theorem 5.5. ∃ a constant c k,L independent of n such that ∀n ≥ 1 and ∀k ≥ 0
Proof. ¿From (2.10) and (5.9),
Combining this with (3.16) and the continuity assertion of Lemma 3.1 we havê
By Lemma 5.4, and the bound |Â a εn,m (p)| ≤ 1 which we use for m ≥ 2
Using these estimates in (3.29) we obtain (5.10). Proof of (5.11). We have the easily established bound
and hence for any m ≥ 0
for any q ≥ 0 by choosing k in (5.10) sufficiently large. Taking q > d proves the theorem because Γ a n 2
Now turn to the Lévy fluctuation covariance given in (4.7). Using the bounds provided in Theorem 5.5 we get Corollary 5.6. For 0 < α < 2 and all k = 0, 1, . . . ,
where the constant on the right hand side is independent of n.
Convergence
Theorem 5.5 and Corollary 5.6 provide uniform bounds in Sobolev norms for fluctuation and block covariances. In particular they are uniform in the lattice spacing ε n . We will now prove that these sequences converge to their formal continuum limits. Continuum objects have the subscript c in place of ε. Thus, as in (2.9),
Recall from Section 3 that
represents an open cube of edge length R. In analogy to (3.23) with c c := 1 we define the continuum average A a c,m (R m )(x, , du) by
is the solution h a c (x) to the continuum Dirichlet problem
With these notations, the Fourier transform of the continuum analogue of (3.13) iŝ (6.7)
For the Levy finite range decomposition (4.6) we apply the last theorem to (4.7) and obtain.
Corollary 6.2.
We now give some Lemmas which will be employed in the proof of Theorem 6.1. In the following lemmas we consider continuum functions f : R d → R and use the same symbol for the lattice function f : Z d → R defined by restriction. Continuum and lattice integration are to be distinguished by the domain of integration.
where |h| is the norm in
Proof. See Theorem 3.3 on page 42 of [Agm65] .
Then we have for every k ≥ 0,
where the constant c is independent of n.
Proof. ∇ e,ε is the forward lattice derivative in (εZ) d , and ∇ * e,ε , its L 2 ((εZ) d ) adjoint, the backward lattice derivative. Forward and backward derivatives commute. ∇ e,c is the continuum derivative in direction e and the adjoint is ∇ * e,c = −∇ e,c . A calculation shows that
the lemma is proved by taking norms under the integrals and using Lemma 6.3 (which gives the factor ε).
We can now describe the main idea. Let f : ∂U c (R) → R be a continuum function f : R d → R restricted to the continuum boundary of U c (R). We need to estimate the difference between the solution h a c to the continuum Dirichlet problem and the solution h a εn to the lattice Dirichlet problem. This will be done by restricting h a c to the lattice. The restriction also solves a lattice Dirichlet problem, but with a non-zero right hand side involving Qh a c , which by Lemma 6.4 is O(ε n ). Thus we consider h
x ∈ ∂U εn (R) in Sobolev norms. The difference satisfies zero boundary conditions because we will arrange that the lattice boundary points ∂U εn (R) all lie on the continuum boundary ∂U c (R) and both solutions have boundary values f restricted to ∂U εn (R).
The lattice cube
has as its boundary
¿From Section 2 we have ε n = L −n , L = 2 p , p ≥ 1. In addition we now choose , in accord with
Then not only do we have
but also ∂U εn (R) ⊂ ∂U c (R) (6.14)
This last statement follows from the observation that ε n = 2 −np and Rm 2 = 2 −mp+p−1 so that for 0 ≤ m ≤ n we have Rm 2 ∈ ε n Z ⊂ R. This means that for d = 1 the boundary points of U εn (R m ) coincide with the boundary points of U (R m ). For d > 1 we are in cubes and the above reasoning easily generalises to (6.14).
Lemma 6.5. Let
where the constant c L,R,k is independent of n.
Proof. See Appendix A.
To proceed further we need a formula. First define a new finite difference derivative that acts on continuum functions by :∇
Then we have Lemma 6.6.
Proof. We obtain case d = 1 by
and then the general case is obtained by applying this formula iteratively.
The Fourier transform of A a εn,m (R m )(0, du) is given bŷ
Likewise, there is the continuum Fourier transformÂ a c,m (R m )(p) defined by the same formulas with ε n , ε n−m replaced by c and with c c := 1.
We wish to estimate the differenceÂ a c,m+1 (R m+1 )(p) −Â a εn,m+1 (R m+1 )(p). This is provided by the following Lemma :
Proof. It is easy to see using Lemma 6.6 that we can writê
We observe that
as follows from the definition (3.7), Lemma 6.6, and the fact that g is a smooth function in R d of compact support. The integral is bounded by O(1).
For the term involving R 2 we use Lemma 6.5 with f (u) = exp(ip.u) which produces the small factor ε n in the bound.
Finally in R 3 the O(ε n ) factor is already there. In the integrand h a c,m+1 (z, p) and derivatives are L ∞ bounded on the support of g m+1 by (the continuum versions of) Proposition 5.2 and Lemma B.1, with f (u) = exp(ip.u).
Proof. (Theorem 6.1) Let ǫ > 0 and fix any p = 0. Fix any a ≥ 0. We will first prove that ¿From the definition ofΓ a c,n we get
whence, using the continuum analogue of (6.17),
NowΓ a c,n satifies the uniform bound of Theorem 5.5, R n+1 decreases geometrically with increasing n. Therefore we see from the previous inequality thatΓ a c,n form a Cauchy sequence. This proves the existence of the limitΓ a c, * satisfying the bound of Theorem 5.5 and the first part of Theorem 6.1 has been proved.
Choose n sufficiently large so that By the dominated convergence theorem using Theorem 5.5 for domination, we have, for any fixed compact set X ⊂ R d in momentum space and any k X dp |Γ a c,
as n → ∞. This proves the theorem, because we can choose X to be a fixed Brillouin zone in the dual of (ε l Z) d .
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A Lattice Elliptic Regularity
Suppose that h solves (a − ∆ ε )h = g (A.1) on (εZ) d and ϕ has compact support. Then, on (εZ) d ,
Integrate over (εZ) d . By the definition of −∆ ε this can be rewritten as
Surprisingly, calculation shows that this can be rewritten as
In other words the lattice gives the same formula as the continuum without corrections that go to zero with ε. For a ≥ 0 and for ϕ ≥ 0, (A.3) implies
By applying j finite difference derivatives to (A.1) we find that (A.4) is also true for h and g replaced by derivatives of h and g. By the Cauchy-Schwartz inequality on the first term in (A.4),
Simplify the first term using the inequality ab ≤ We obtain,
where ϕ 0 is the final member of a sequence ϕ j of non-negative functions chosen such that
Proof. (Proposition 5.2). We are given that h solves (A.1) in U ε (R) with g = 0. We can estimate the L 2 norm in U ε (R/2) in two different ways. Firstly, For all a ≥ 0 we can use the maximum
Secondly, for a ≥ 1, we can choose ϕ in (A.5) to be one on U (R/2) and zero outside U (R) to obtain 
Remark on Exponential Decay:
The correct a dependence is exp(−O( √ aR)). We outline how to do this using a method suggested by [Agm82] . (A.5), for g = 0, can be rewritten as The same proof adapts to the lattice (εZ) d with integrals and derivatives being replaced by sums and finite differences so that for u :
