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This paper is concerned with the following Hamiltonian elliptic
system
{−u + b(x) · ∇u + V (x)u = Hv(x,u, v),
−v − b(x) · ∇v + V (x)v = Hu(x,u, v)
for x ∈RN . Existence and multiplicity of solutions are obtained for
the systems with periodic or non-periodic potentials V via varia-
tional methods.
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1. Introduction and main results
The goal of this paper is to establish the existence and multiplicity of solutions to the periodic or
non-periodic Hamiltonian elliptic system
{−u + b(x) · ∇u + V (x)u = Hv(x,u, v),
−v − b(x) · ∇v + V (x)v = Hu(x,u, v) (ES)
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F. Zhao, Y. Ding / J. Differential Equations 249 (2010) 2964–2985 2965for x ∈ RN , where z = (u, v) :RN → R1 × R1, b = (b1, . . . ,bN ) ∈ C1(RN ,RN ), V ∈ C(RN ,R) and H ∈
C1(RN × R2,R). Such a system arises when one is looking for stationary solutions to certain systems
of optimal control (cf. J.L. Lions [28]) or systems of diffusion equations (cf. Itô [22] and Nagasawa [30]).
For the case of a bounded domain the systems like or similar to (ES) were studied by a num-
ber of authors. But they all focused on the case b ≡ 0. Assuming V (x) = λ, Brézis and Nirenberg
[9] considered the system with H(x,u, v) = 14u4 − 16 v6 + ξu + ηu, where ξ,η ∈ L∞(Ω). They ob-
tained a solution z with u ∈ L4 and v ∈ L6 by using Schauder’s ﬁxed point theorem. Supposing
V ≡ 0 and H(t, z) is superquadratic in z and has a behavior that includes the form H(u, v) =
|u|α + |v|β with 1 − 2N < 1α + 1β < 1, De Figueiredo and Felmer [17] obtained a positive nontrivial
solution for the system through a version of the generalized Mountain Pass Theorem. Kryszewski
and Szulkin [25] obtained a nontrivial solution for asymptotically quadratic nonlinearity via Morse
theory. De Figueiredo and Ding [16] considered the nonlinearity H ∼ |u|p + |v|q + R(x,u, v) with
lim|z|→∞ R(x,u, v)/(|u|p + |v|q) = 0, where 1 < p < 2∗ and q > 1. Clément, Felmer and Mitidieri [12]
investigated the nonlinearity of the form H(u, v) = 1p |u|p + 1q |v|q with N/(N + 2) < 1/p + 1/q < 1
for the systems with dependence of time-variable t , the existence of periodic solution and homoclinic
solution is obtained by using a mountain pass argument. Recently, De Figueiredo, do Ó and Ruf [18]
treated the system with H(u, v) = F (u)+G(v), V ≡ 0, a nontrivial solution was obtained via an Orlicz
space approach.
There are several authors who considered the case Ω = RN and b ≡ 0. Assuming V ≡ 1, H is
radial in x and is even in z, Bartsch and De Figueiredo [5] proved that the system admits inﬁnitely
many radial, as well as non-radial solutions. For the radial case see also Busca and Sirakov [11] and
Lair and Wood [27]. Bartsch and Ding [7] considered the more general systems with dependence of
time-variable t , under the hypothesis that H is periodic in (t, x) and is even in z and other additional
assumptions, they proved that the system has inﬁnitely many homoclinic orbits. Their results were
later generalized by Schechter and Zou [32].
In this paper, we are concerned with the existence and multiplicity of solution for (ES) with pe-
riodic or non-periodic potential V . The class of problems treated here has several diﬃculties. First,
one should establish a variational framework since a gradient term appears in (ES). Second, there is
the lack of compactness of the Sobolev embedding, since our domain is the whole space. Third, it is
challenging to ﬁnd inﬁnitely many geometrically distinct solutions for the periodic case, since we do
not assume that H(x, ·) is even in z.
Motivated by the researches about Hamiltonian systems (cf. Ding and Jeanjean [20]), we handle
(ES) as a generalized Hamiltonian system. The compactness strongly depends on the interplay of
the nonlinearity H with the spectrum σ(A) of A (A will be deﬁned later). In order to control this
interaction, we assume that |Hz(x, z)|/|z| does not interfere with the essential spectrum of A for
large |x|. We would mention here a similar work for Schrödinger equations in Liu, Su and Weth [29].
For the case H(x, ·) is periodic in x but not even in z, we cannot obtain inﬁnitely many solutions as
in Ding and Lee [19]. Inspired and motivated by Ackermann [2], our strategy is to reduce the strongly
indeﬁnite case to the mountain pass case. This idea can be trace back to [4] and [10].
We rewrite (ES) in order to state our hypotheses. Set
J =
(
0 −1
1 0
)
, J0 =
(
0 1
1 0
)
,
and let S = − + V denote the Schrödinger operator. Denote A0 := SJ0 and
A := A0 + b · ∇J =
(
0 − − b · ∇ + V
− + b · ∇ + V 0
)
.
Then (ES) can be read as
Az = Hz(x, z), z ∈ H1
(
R
N ,R2
)
.
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of the operator A, respectively. First, we consider non-periodic case. Assume
(B0) b ∈ C1(RN ,RN ), and divb = 0;
(B1) for each i = 1, . . . ,N , bi ∈ L∞;
(V0) V ∈ C(RN ,R), V (x) V0 > 0, and there exists some M > 0 such that ΩM := {x ∈ RN | V (x) < M}
is nonempty and has ﬁnite measure.
Remark 1.1. The assumption (V0) implies that the potential V is non-periodic.
We need some assumptions on nonlinearity.
(H0) H ∈ C1(RN × R2, [0,∞));
(H1) Hz(x, z) = o(|z|) as |z| → 0;
(H2) |Hz(x, z) − G(x)z|/|z| → 0 as |z| → ∞, where G ∈ L∞(RN ,R);
(H3) G0 := infx∈RN G(x) > μ := inf[σ(A) ∩ (0,∞)];
(H4) H∗ := limsup|x|→∞ supz 
=0 |Hz(x,z)||z| < M0, where M0 := sup{M | |ΩM | < ∞};
(H5) one of the following holds:
(i) 0 /∈ σ(A − G);
(ii) Hˆ(x, z)  0 and Hˆ(x, z)  δ0 for some δ0 > 0 and all (x, z) with |z| large enough, where
Hˆ(x, z) = 12 Hz(x, z)z − H(x, z).
Let k be the number of eigenvalues of the operator A lying in (0,G0).
Theorem1.1. Let (B0), (B1), (V0), and (H0)–(H5) be satisﬁed. Then (ES) has a least energy solution. Moreover,
(ES) has at least k pairs of solutions provided H(x, z) is even in z.
Next we consider periodic case. Assume
(B2) b is 1-periodic in xi for i = 1, . . . ,N;
(V1) V ∈ C(RN ,R) is 1-periodic in xi for i = 1, . . . ,N and a := minx∈RN V (x) > 0;
(H6) H is 1-periodic in xi for i = 1, . . . ,N .
(H7) G0 >max V (RN);
(H8) H ∈ C2(RN × R2, [0,∞)) and there exists some β < 1 such that
Hzz(x, z)ξ · ξ −β|ξ |2/T2, ∀ζ, ξ ∈ R2
uniformly in x ∈ RN , where T2 > 0 to be given in (2.6).
Remark 1.2. The assumption (H8) is satisﬁed if H ∈ C2(RN × R2, [0,∞)) and
Hzz(x, ζ )ξ · ξ > Hz(x, ζ ) · ξ, for ξ 
= 0.
More general, (H8) holds for smooth and strictly convex functions.
Observe that, due to the periodicity of b, V and H , if z is a solution of (ES), then so is a ∗ z for
each a ∈ ZN , where (a ∗ z)(x) = z(x+ a). Two solutions z1 and z2 are said to be geometrically distinct
if a ∗ z1 
= z2 for all a ∈ ZN .
Theorem 1.2. Let (B0), (B2), (V1), (H1)–(H2) and (H5)–(H8) be satisﬁed. Then (ES) has inﬁnitely many
geometrically distinct solutions.
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tional R in the next section. The linking structure of Φ and the mountain pass geometry of R will be
discussed in Section 3. Some properties of (C)c-sequences of Φ and R will be showed in Section 4.
The proof of main results will be given in the last section.
2. Variational setting
Below by | · |q we denote the usual Lq-norm, (·,·)2 denote the usual L2 inner product.
Lemma 2.1. Suppose (B0) is satisﬁed. Then
(1) the operator A is selfadjoint on L2 := L2(RN ,R2) with domain D(A) ⊂ H2 := H2(RN ,R2) if (V0) holds,
and
(2) the operator A is selfadjoint on L2 with domain D(A) = H2 if (V1) holds.
Proof. (1) First, we show that the operator b ·∇J is symmetric. Indeed, for zi = (ui, vi) ∈ H1(RN ,R2),
i = 1,2 integrating by parts we obtain
(b · ∇J z1, z2)2 =
N∑
i=1
∫
RN
(bi v2∂iu1 − bi v1∂iu2)
=
N∑
i=1
∫
RN
(−u1∂i(bi v2) + v1∂i(biu2))
=
N∑
i=1
∫
RN
(−u1bi∂i v2 + v1bi∂iu2)
= (z1,b · ∇J z2)2.
It is known that, under (V0), A0 is selfadjoint on L2 with domain D(A0) ⊂ H2 and
‖z‖H2  c1|A0z|2, for all z ∈ D(A0). (2.1)
Note that bi∂i is inﬁnitesimally small with respect to − (see Reed and Simon [31] (vol. II)). This,
together with (2.1), implies that for any ﬁxed 0 < ε < 1/(Nc1), there exists cε > 0 such that
|b · ∇J z|2 = |b · ∇z|2 =
∣∣∣∣∣
N∑
i=1
bi∂i z
∣∣∣∣∣
2
 Nε|−z|2 + cε|z|2  Nε‖z‖H2 + cε|z|2
 Nc1ε|A0z|2 + cε|z|2,
and hence b · ∇J is A0 bounded with relative bound less than 1. Thus by the Kato–Rellich theorem,
the desired conclusion holds.
(2) Under (V1), A0 is selfadjoint on L2 := L2(RN ,R2) with domain D(A0) = H2 := H2(RN ,R2) and
c2‖z‖H2  |A0z|2 = |Sz|2  c3‖z‖H2 for all z ∈ H2. (2.2)
Now, one can obtain (2) in a similar way to (1). 
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(1) σess(A) ⊂ R \ (−M0,M0);
(2) σ(A) is symmetric with respect to origin, that is σ(A) ∩ (0,∞) = −σ(A) ∩ (−∞,0);
(3) suppose that 0  λ1  · · ·  λl be all eigenvalues bellow infσess(A2) of A2 . Then {±λ1/2i , i = 1, . . . , l}
are all eigenvalues in (−μe,μe) of A, where μe := inf[σess(A) ∩ (0,∞)].
Proof. (1) Let M > 0 be such that |ΩM | < ∞. Let W (x) = V (x) − M , W+ = max{0,W (x)} and W− =
min{0,W (x)}. Clearly, we have σ(− + W+ + M) ⊂ [M,∞) because W+  0.
We claim σess(A) ∩ (−M,M) = ∅. If not, suppose that μ ∈ σess(A) ∩ (−M,M). Then there exists
{zn} ⊂ D(A) with |zn|2 = 1 such that zn ⇀ 0 and (A − μ)zn → 0 in L2. Denote zn = (un, vn), z¯n =
J0zn = (vn,un). Observe that (b · ∇J zn, z¯n)2 = 0. In fact, for any z ∈ C∞0 (RN ,R2), z = (u, v), z¯ =J0z = (v,u), by (B0), (B1) and integrating by parts, one has
(b · ∇J z, z¯)2 =
N∑
i=1
∫
RN
(bi v∂i v + biu∂iu)
= 1
2
N∑
i=1
∫
RN
[
∂i
(
bi v
2)+ ∂i(biu2)]
= 1
2
N∑
i=1
lim|x|→∞
(
bi(x)v
2(x) + bi(x)u2(x)
)= 0.
By (V0), similar to Bartsch, Pankov and Wang [8], one can check that the multiplication operator
W− : H1(RN ) → L2(RN ), u → W−u is compact, then W− z¯n → 0 in L2(RN ) since z¯n ⇀ 0. We get
o(1) = ((A −μ)zn, z¯n)2
= (b · ∇J zn, z¯n)2 +
((
(− + W+ + M)J0 − μ
)
zn, z¯n
)
2 +
(
W−J0zn, z¯n
)
2
= ((− + W+ + M)z¯n, z¯n)2 − μ(zn, z¯n)2 + o(1)
 M|z¯n|22 − 2μ
∫
RN
unvn + o(1)
 M − μ
∫
RN
(|un|2 + |vn|2)+ o(1)
= M − μ+ o(1),
which is a contradiction. Now, the desired result follows from the arbitrariness of M .
(2) Suppose that μ ∈ σpp(A) ∩ (0,∞). Let z be a corresponding eigenfunction and set zˆ = J1z,
where J1 :=
(−1 0
0 1
)
. We have
Azˆ = −J1Az = −J1μz = −μzˆ
since J0J1 = −J1J0, which implies that −μ ∈ σpp(A).
Suppose that μ ∈ σess(A) ∩ (0,∞). Then there exists {zn} ⊂ D(A) such that |zn|2 = 1 and |(A −
μ)zn|2 → 0. Set zˆn = J1zn . Then |zˆn|2 = 1 and
∣∣(A − (−μ))zˆn∣∣ = ∣∣−J1(A − μ)zn∣∣ = ∣∣(A − μ)zn∣∣ → 0,2 2 2
F. Zhao, Y. Ding / J. Differential Equations 249 (2010) 2964–2985 2969which implies that −μ ∈ σess(A)∩ (−∞,0). Similarly, one can check that μ ∈ σ(A)∩ (−∞,0) implies
−μ ∈ σ(A) ∩ (0,∞). Hence σ(A) is symmetric with respect to origin.
(3) Let {Fλ}λ∈R and {Eλ}λ0 be the spectral families of A and A2, respectively. Recall that
Eλ = Fλ1/2 − F−λ1/2−0 = F [−λ1/2,λ1/2], for all λ 0,
see R. Dautray and J.L. Lions [15]. Note that
dim
(
F [−λ1/2,λ1/2]L2
)= dim(EλL2)< ∞
for 0  λ < λe := infσess(A2). Therefore, every μ ∈ (−λ1/2e , λ1/2e ) is at most an eigenvalue of A with
ﬁnite multiplicity. If λ = λe < ∞, then since λ ∈ σess(A2), for any ε > 0 small,
dim(Eλ+ε − Eλ−ε)L2 = ∞.
Remark that
Eλ+ε − Eλ−ε = F(λ+ε)1/2 − F(λ−ε)1/2 + F−(λ−ε)1/2−0 − F−(λ+ε)1/2−0. (2.3)
By (2), we have
dim
(
(F(λ+ε)1/2 − F(λ−ε)1/2)L2
)= ∞ and dim((F−(λ−ε)1/2−0 − F−(λ+ε)1/2−0)L2)= ∞.
Thus
sup
[
σess(A) ∩ (−∞,0)
]= −λ1/2e , inf[σess(A) ∩ (0,∞)]= λ1/2e .
If λ ∈ [0, λe) \ {λi, i = 1, . . . , l}, then dim(Eλ+ε − Eλ−ε)L2 = 0 and it follows from (2.3) that ±λ1/2 /∈
σ(A). If λ = λi , then
0 
= Eλ − Eλ−0 = Fλ1/2 − Fλ1/2−0 + F−λ1/2 − F−λ1/2−0,
joint with (2), which implies ±λ1/2i ∈ σpp(A) for i = 1, . . . , l. 
Lemma 2.3. Let (B0), (B2), (V1) be satisﬁed. Then
(1) σ(A) = σess(A), i.e., A has only essential spectrum;
(2) σ(A) ⊂ R \ (−a,a) and σ(A) is symmetric with respect to origin;
(3) aμmax V .
Proof. (1) Since, by (B2) and (V1), A commutes with the ZN -action ∗, it follows that σ(A) = σess(A).
(2) The proof is similar to Lemma 2.2.
(3) We claim that λ := infσ(A2) (max V )2. If not, we can choose zn ∈ C∞0 (RN ,R2) with |zn|2 = 1
and |zn|2 → 0 since σ(−) = [0,∞). Then |∇zn|2 → 0 and
(max V )2 < λ = λ|zn|2 
(
A2zn, zn
)
2
= (Azn, Azn)2 = |Azn|22

(|zn|2 + |bi|∞|∇zn|2 +max V )2
→ (max V )2,
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dim
(
F [−(λ+ε)1/2,(λ+ε)1/2]L2
)= dim Eλ+ε > 0,
which implies that at least one of ±λ1/2 is in σ(A). By (2), ∓λ1/2 ∈ σ(A). Thus our conclusion fol-
lows. 
If (V0) holds, 0 may belong to σ(A), the case becomes more complex. Observe that D(A) is a
Hilbert space with the graph inner product
(z,w)A := (Az, Aw)2 + (z,w)2
and the induced norm |z|A := (z, z)1/2A . Let {Fλ}λ∈R be given in the proof of Lemma 2.2 and |A| denote
the absolute value of A. A has the polar decomposition A = U |A| with U = id − F0 − F−0. In virtue
of Lemma 2.2 or 2.3, L2 possesses the orthogonal decomposition
L2 = L− ⊕ L0 ⊕ L+, z = z− + z0 + z+
such that A is negative (resp. positive) deﬁnite on L− (resp. L+) and L0 = ker A. In fact, L± =
{u ∈ L2: Uu = ±u} and L0 = {u ∈ L2: Uu = 0} (see Theorem IV, 3.3 in [23]). Let P0 : L2 → L0 de-
note the associated projector. Then P0 commutes with A and |A|. On D(A) we introduce the inner
product
〈z,w〉A := (Az, Aw)2 + (P0z, P0w)2 =
(|A|z, |A|w)2 + (P0z,w)2
whose induced norm will be denoted by ‖z‖A . Since 0 is at most an isolated eigenvalue of ﬁnite
multiplicity, it is clear that | · |A and ‖ · ‖A are equivalent norms on D(A). Deﬁne
A˜ := |A| + P0.
Then D( A˜) = D(A). Noting that P0|A| = |A|P0 = 0 we have for z,w ∈ D(A),
( A˜z, A˜w)2 =
(|A|z, |A|w)2 + (|A|z, P0w)2 + (P0z, |A|w)2 + (P0z, P0w)2
= (|A|z, |A|w)2 + (P0z, P0w)2
= 〈z,w〉A,
hence,
c4|z|A  ‖A‖A = | A˜z|2  c5|z|A, for all z ∈ D(A). (2.4)
Let E = D(|A|1/2) be the Hilbert space with the inner product
(u, v) = (|A|1/2u, |A|1/2v)2 + (u0, v0)2
and norm ‖u‖ = (u,u)1/2. There is an induced decomposition
E = E− ⊕ E0 ⊕ E+, E± = E ∩ L±, E0 = L0,
which is orthogonal with respect to the inner products (·,·)2 and (·,·). In fact, the (·,·)2 orthogonality
follows the decomposition of L2. Observe that, for z± ∈ L± ∩ D(A),
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z+, z−
)= (|A|1/2z+, |A|1/2z−)2 = (|A|z+, z−)2 = (|A|Uz+, z−)2
= (Az+, z−)2 = (z+, Az−)2 = (z+, |A|Uz−)2 = −(z+, |A|z−)2
= −(|A|1/2z+, |A|1/2z−)2 = −(z+, z−),
hence (z+, z−) = 0. Since D(A) is dense in E , one sees that E+ and E− are orthogonal in (·,·).
Similarly one checks that E± are orthogonal to E0 in (·,·). Clearly, E0 is a ﬁnite-dimensional subspace
if (V0) holds and {0} if (V1) holds. Observe that for all z ∈ D(A) and w ∈ D(|A|1/2)
(
A˜1/2z, A˜1/2w
)
2 = ( A˜z,w)2 =
(|A|z,w)2 + (P0z,w)2
= (|A|1/2z, |A|1/2w)2.
Consequently, since D(A) = D( A˜) is a core of A˜1/2 we have
(z,w) = ( A˜1/2z, A˜1/2w)2 for all z,w ∈ D(|A|1/2),
which implies in particular that
‖z‖ = ∣∣ A˜1/2z∣∣2 for all z ∈ E. (2.5)
Lemma 2.4.
(1) If (V0) holds, then E is embedded continuously into H1(RN ,R2).
(2) If (V1) holds, then E = H1(RN ,R2) with equivalent norms.
Therefore, E embeds continuously into Lp(RN ,R2) for p ∈ [2,2∗] and compactly into Lploc(RN ,R2) for
p ∈ [2,2∗), where 2∗ is the Sobolev critical exponent, and there exist constants T p such that
|u|p  T p‖u‖, for all u ∈ E, p ∈
[
2,2∗
]
. (2.6)
Proof. (1) Clearly, S1 = − + 1 is selfadjoint on L2(RN ,R). Set A1 = S1J0, then A21 = ((−)2 +
(−) + 1)J0, and hence
d1‖z‖H2 
∣∣|A1|z∣∣2  d2‖z‖H2 for all z ∈ H2. (2.7)
Now, we claim that
∣∣|A1|z∣∣2  c6| A˜z|2 for all z ∈ D(A). (2.8)
In fact, let Ar be the restriction of A1 to D(A). Ar is a linear operator from D(A) to L2. Using
the closeness of A1, one can check that Ar is closed. The Closed Graph Theorem implies that Ar
is a bounded linear operator, so |A1z|2 = |Ar z|2  c6|z|A for all z ∈ D(A). This jointly with (2.4)
implies (2.8).
Using the interpolation theory we have H1 = [H2, L2]1/2. By (2.7),
H1 = [D(|A1|), L2]1/2 = [D(|A1|),D(|A1|0)]1/2 = D(|A1|0)1/2
with equivalent norms, hence
d3‖z‖H1 
∣∣|A1|1/2z∣∣  d4‖z‖H1 for all z ∈ H1. (2.9)2
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∣∣|A1|1/2z∣∣22 = (|A1|z, z)2  (c6 A˜z, z)2 = c6
∣∣ A˜1/2z∣∣22 for all z ∈ D(A).
Since D(A) is a core of A˜1/2 we obtain that ||A1|1/2z|22  c6| A˜1/2z|22 for all z ∈ E . This together with
(2.5) implies that
∣∣|A1|1/2z∣∣22  c6‖z‖2 for all z ∈ E.
This jointly with (2.9) shows that
‖z‖H1  c7‖z‖ for all z ∈ E.
The conclusion then follows from the Sobolev embedding theorem.
(2) It follows from Lemma 2.3 that A0 is an isomorphism from W 2,p(RN ,R2) to Lp(RN ,R2) for
all p  2. Note that for all z ∈ D(A),
|∇z|22  |z|2|z|2  c|A0z|2|Az|2,
hence for any ε > 0,
|A0z|22  2|Az|22 + 2|b|2∞|∇z|22
 2|Az|22 + ε|A0z|22 + Cε|Az|22,
and consequently, there is c8 > 0 such that c8|A0z|22  |Az|22. Similarly, there is c9 > 0 such that
|Az|22  c9|A0z|22. This jointly with (2.1), implies that
d5‖z‖H2  |Az|2  d6‖z‖H2 for all z ∈ D(A). (2.10)
In virtue of (2.10), a similar interpolation argument shows that ‖ · ‖ and ‖ · ‖H1 are equivalent norms.
Therefore, the desired statement follows from the Sobolev embedding theorem. 
On E we deﬁne the following functional
Φ(z) = 1
2
(∥∥z+∥∥2 − ∥∥z−∥∥2)− Ψ (z),
where Ψ (z) = ∫
RN
H(x, z)dx. Observe that, given ε > 0, there is Cε > 0 such that
∣∣Hz(x, z)∣∣ ε|z| + Cε|z|p−1 (2.11)
and
∣∣H(x, z)∣∣ ε|z|2 + Cε|z|p (2.12)
for all (x, z), where p > 2. Lemma 2.4 implies that Φ is well deﬁned on E . Lemma 2.2 or 2.3 implies
that Φ is strongly indeﬁnite, such type functional appeared extensively when one considers differen-
tial equations via critical point theory, see for example [26,33,35,36] and the references therein. Our
hypotheses imply that Φ ∈ C1(E,R) (see Lemma 6.12 in Willem [36]) and a standard argument shows
that the critical points of Φ are solutions of (ES). Indeed, if z ∈ E is a critical point of Φ then for all
ϕ ∈ C∞0
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∫
RN
Hz(x, z)ϕ
= (Az,ϕ)2 −
∫
RN
Hz(x, z)ϕ,
hence z is a weak solution of (ES). Recall that Φ is said to be weakly sequentially lower semi-
continuous if for any zn ⇀ z in E one has Φ(z)  lim infn→∞ Φ(zn), and Φ ′ is said to be weakly
sequentially continuous if limn→∞ Φ ′(zn)w = Φ ′(z)w for each w ∈ E .
Lemma 2.5. Under the assumptions of Theorem 1.1 or 1.2, Ψ is weakly sequentially lower semi-continuous
and Ψ ′ is weakly sequentially continuous.
Proof. Suppose zn ⇀ z in E . Going if necessary to a subsequence, we can assume zn → z in Lploc(RN )
for p ∈ [2,2∗) and zn(x) → z(x) a.e. on RN . Hence H(x, zn(x)) → H(x, z(x)) a.e. on RN . Thus
Ψ (z) =
∫
RN
H(x, z) =
∫
RN
lim
n→∞ H(x, zn)
 lim inf
n→∞
∫
RN
H(x, zn) = lim inf
n→∞ Ψ (zn).
Next we show that Ψ ′ is weakly sequentially continuous. It follows from (2.11) that
Ψ ′(zn)ϕ =
∫
RN
Hz(x, zn)ϕ →
∫
RN
Hz(x, z)ϕ = Ψ ′(z)ϕ, ∀ϕ ∈ C∞0
(
R
N)
as n → ∞. Now using the density of C∞0 (RN ) in E and a limit argument we can obtain the desired
conclusion. 
Recall a mapping f from Banach space X to another Banach space Y is BL-splits, if for every
sequence {xn} in X with xn ⇀ x it holds that f (xn) − f (xn − x) → f (x) in Y (see Ackermann [2]).
Lemma 2.6. Suppose that (B0), (B2), (V1) and (H8) are satisﬁed. Then there exist a mapping h : E+ → E−
and a functional R : E+ → R having the form:
R(w) = 1
2
‖w‖2 − Ψr(w)
such that w ∈ E+ is a critical point of R if and only if w+h(w) is a critical point ofΦ . Moreover, the following
conclusions hold:
(1) y 
= h(w) ⇔ Φ(w + y) < Φ(w + h(w)), (2.13)
y = h(w) ⇔ (h(w), z)+ Ψ ′(w + h(w))z = 0 (2.14)
for all w ∈ E+ , y, z ∈ E−;
(2) h ∈ C1(E+, E−) and h(0) = 0;
(3) h is a bounded map;
(4) h, ‖h(w)‖2 , |h(w)|22 are all BL-splits. Moreover, h(wn) ⇀ h(w) in E− if wn ⇀ w in E+;
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(6) h is ZN-invariant provided (H6) is satisﬁed.
Proof. The proof is similar to [2], here we only give the constructing processes for some estimates
which will be used later. First, we construct the reduced map. For ﬁxed w ∈ E+ deﬁned φw : E− → R
by
φw(y) := Φ(w + y) = 1
2
(‖w‖2 − ‖y‖2)− Ψ (w + y).
Hence by (H8) one has
φ′′w(y)[z, z] = −‖z‖2 − Ψ ′′(w + y)[z, z] (β − 1)‖z‖2
for all y, z ∈ E− , this implies that φw(·) is strictly concave. Moreover
φw(y)
1
2
(‖w‖2 − ‖y‖2),
which implies that φw(y) → −∞ as ‖y‖ → ∞.
Now, it follows from the fact that φw is weakly sequentially upper semi-continuous there is a
unique strict maximum point h(w) for φw(·), which is also the only critical point of φw on E− , hence
(1) holds.
For w ∈ E+ we obtain from (2.13) and Ψ  0 that
0Φ
(
w + h(w))− Φ(w)
= −1
2
∥∥h(w)∥∥2 + Ψ (w) − Ψ (w + h(w))
−1
2
∥∥h(w)∥∥2 + Ψ (w),
which implies that
∥∥h(w)∥∥2  2Ψ (w) (2.15)
for all w ∈ E+ . Hence the boundedness of Ψ implies the boundedness of h.
Now we deﬁne the reduced functional R : E+ → R by
R(w) := Φ(w + h(w))= 1
2
‖w‖2 − Ψr(w),
where Ψr(w) = 12‖h(w)‖2 + Ψ (w + h(w)). By (2.14)
R′(w)y = (w, y) −
∫
RN
Hz
(
x,w + h(w))y
= (w, y) − (h(w),h(y))−
∫
RN
Hz
(
x,w + h(w))(y + h(y))
for all w, y ∈ E+ , and critical points of R and Φ are in one-to-one correspondence via the injective
map w → w + h(w) from E+ into E .
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Φ
(−w + h(−w))= Φ(−(w − h(−w)))= Φ(w − h(−w))
Φ
(
w + h(w))= Φ(−w − h(w))
Φ
(−w + h(−w)).
Hence Φ(−w + h(−w)) = Φ(−w − h(w)), together with (2.13) implies that h(−w) = −h(w). In a
similar way one can check (6). We refer the readers to Ackermann [2] for the proof of (2) and (4). 
3. Linking structure
First, we discuss the linking structure of Φ .
Lemma 3.1. Suppose (H0)–(H2) are satisﬁed. Then there is a ρ > 0 such that κ := infΦ(∂Bρ ∩ E+) > 0.
Proof. By (2.12) we have for z+ ∈ E+ with small ‖z+‖
Φ(z) = 1
2
∥∥z+∥∥2 − Ψ (z+)
= 1
2
∥∥z+∥∥2 −
∫
RN
H
(
x, z+
)

(
1
2
− ε
)∥∥z+∥∥2 − o(∥∥z+∥∥2).
Then our conclusion follows. 
Recalling the deﬁnitions of G0, H∗ and M0, it is clear that G0  H∗ < M0. We arrange all the
eigenvalues (counted with multiplicity) of A in (0,G0) by 0 < μ1  μ2  · · ·  μk < G0 and let e j
denote the corresponding eigenfunctions: Ae j = μ je j for j = 1,2, . . . ,k. Set Y0 := span{e1, e2, . . . , ek}.
Note that
μ1|w|22  ‖w‖2 μk|w|22 for all w ∈ Y0. (3.1)
For any subspace W of Y0 set EW = E− ⊕ E0 ⊕ W .
Lemma 3.2. Let (H0) and (H2)–(H3) be satisﬁed and ρ > 0 be given by Lemma 3.1. Then for any subspace
W of Y0 , supΦ(EW ) < ∞, and there is an R(W ) > 0 such that supΦ(EW \ B¯ R(W )) < infΦ(Bρ ∩ E+).
Proof. It is suﬃcient to prove that Φ(u) → −∞ in EW as ‖z‖ → ∞. If not, then there are M > 0
and {z j} ⊂ EW with ‖z j‖ → ∞ such that Φ(z j)  −M for all j. Denote y j := z j/‖z j‖, passing to a
subsequence if necessary, y j ⇀ y, y
−
j ⇀ y
− , y0j → y0 and y+j → y+ . Now we have
1
2
(∥∥y+j ∥∥2 − ∥∥y−j ∥∥2) 12
(∥∥y+j ∥∥2 − ∥∥y−j ∥∥2)−
∫
RN
H(x, z j)
‖z j‖2 =
Φ(z j)
‖z j‖2 
−M
‖z j‖2 , (3.2)
here we use the fact that H(x,u) 0. We claim that y+ 
= 0. Indeed, if not it follows from (3.2) that
‖y−j ‖ → 0, and thus y j → y0,
∫
RN
H(x,z j)
‖z j‖2 → 0. Let R(x, z) := H(x, z)−
1
2G(x)|z|2, then |R(x, z)| c|z|2
for some c > 0 and R(x, z)/|z|2 → 0 as |z| → ∞ uniformly in x. Hence
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∫
RN
H(x, z j)
‖z j‖2
= 1
2
∫
RN
G(x)|y j |2 +
∫
RN
R(x, z j)|y j|2
|z j|2
 1
2
G0|y j|22 −
∫
RN
|R(x, z j)||y j − y|2
|z j|2 −
∫
y(x) 
=0
|R(x, z j)||y|2
|z j|2
= 1
2
G0|y j|22 − o(1), (3.3)
which implies that |y j|22 → 0 and hence ‖y j‖ → 0. This contradicts with ‖y j‖ = 1. By (H3) and (3.1),
∥∥y+∥∥2 − ∥∥y−∥∥2 −
∫
RN
G(x)|y|2  ∥∥y+∥∥2 − ∥∥y−∥∥2 − G0|y|22
−(G0 − μk)
∣∣y+∣∣22 < 0.
Then there exists R > 0 such that
∥∥y+∥∥2 − ∥∥y−∥∥2 −
∫
BR (0)
G(x)|y|2 < 0. (3.4)
Note that
lim
j→∞
∫
BR (0)
R(x, z j)
‖z j‖2 = limj→∞
∫
BR (0)
R(x, z j)
|z j|2 |y j|
2 = 0. (3.5)
Thus (3.2), (3.4) and (3.5) imply that
0 lim
j→∞
(
1
2
(∥∥y+j ∥∥2 − ∥∥y−j ∥∥2)−
∫
BR (0)
H(x, z j)
‖z j‖2
)
 1
2
(∥∥y+∥∥2 − ∥∥y−∥∥2 −
∫
BR (0)
G(x)|y|2
)
< 0.
Now the desired conclusion is obtained from this contradiction. 
As a consequence, we have:
Lemma 3.3. Let (H0) and (H2)–(H3) be satisﬁed and κ > 0 be given by Lemma 3.1. Then letting e ∈ Y0 with
‖e‖ = 1, there is R1 > 0 such that Φ|∂Q  κ , where Q := {z = z− + z0 + se: z− + z0 ∈ E− ⊕ E0 , s  0,
‖z‖ R1}.
Next, we discuss the mountain pass geometry of the reduced functional R.
F. Zhao, Y. Ding / J. Differential Equations 249 (2010) 2964–2985 2977Lemma 3.4. Let (B0), (B2), (V1), (H1)–(H2) and (H8) be satisﬁed. Then there is ρ > 0 such that infR(E+ ∩
∂Bρ) > 0.
Proof. By (2.12) and (2.15) we have
R(w) = 1
2
(‖w‖2 − ∥∥h(w)∥∥2)− Ψ (w + h(w))
 1
2
‖w‖2 − Ψ (w) − Ψ (w + h(w))
 1
2
‖w‖2 − Ψ (w) − ε(|w|22 + ∣∣h(w)∣∣22)− Cε2p(|w|pp +
∣∣h(w)∣∣pp)

(
1
2
− εT2
)
‖w‖2 − (1+ 2εT2)Ψ (w) − Cε2pT p
(‖w‖p + (2Ψ (w)) p2 )

(
1
2
− O (ε)
)
‖w‖2 − o(‖w‖2)
for all w ∈ E+ with small ‖w‖. 
Remark 3.1. Lemma 3.4 implies 0 is an isolated critical point of R. Therefore there is a ν > 0 such
that w ∈ KR implies ‖w‖ ν , where KR := {w ∈ E+ | w 
= 0 and R′(w) = 0}.
Lemma 3.5. Let (B0), (B2), (V1), (H2), (H7) and (H8) be satisﬁed. Then there is some e ∈ E+ \ B¯ρ(0) such
that R(e) 0.
Proof. We choose a number γ such that
max
RN
V (x) < γ < G0. (3.6)
Then one has
Y0 := (Eγ − E0)L2 ⊂ E+ and μ|u|22  ‖u‖2  γ |u|22 (3.7)
for all u ∈ Y0. Let R(x, z) be as in the proof of Lemma 3.2.
For w ∈ Y0 \ {0}, let z = w + h(w), y = z/‖z‖, then 0 
= y+ ∈ E+ . By (3.6), (3.7) there holds
∥∥y+∥∥2 − ∥∥y−∥∥2 − G0|y|22  (γ − G0)∣∣y+∣∣22 < 0.
Hence there is an R > 0 such that
∥∥y+∥∥2 − ∥∥y−∥∥2 − G0
∫
BR (0)
|y|2 < 0. (3.8)
Observe that
R(w) 1
2
(‖w‖2 − ∥∥h(w)∥∥2)−
∫
BR (0)
H
(
x,w + h(w))
= 1
2
‖z‖2
(∥∥y+∥∥2 − ∥∥y−∥∥2 −
∫
B (0)
G(x)|y|2 − 2
∫
B (0)
R(x, z)
‖z‖2
)
. (3.9)R R
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‖z‖ = ∥∥w + h(w)∥∥= (‖w‖2 + ∥∥h(w)∥∥2) 12  ‖w‖,
we have
R(w) → −∞ as ‖w‖ → ∞,
which implies that there is some e ∈ E+ \ B¯ρ(0) such that R(e) 0. 
4. The (C)c-sequence
In this section we discuss the (C)c-sequences of Φ and R.
Lemma 4.1. Suppose that (H0)–(H2) and (H4)–(H5) are satisﬁed. Then any (C)c-sequence of Φ is bounded.
Proof. Let {z j} be such that Φ(z j) → c and (1+ ‖z j‖)Φ ′(z j) → 0. Now, we follow the approach orig-
inally developed in Jeanjean [24]. Suppose to the contrary that {z j} is unbounded. Set y j := z j/‖z j‖,
then ‖y j‖ = 1. Without loss of generality, we can assume that y j ⇀ y in E . There are only two cases
need to be considered: y ≡ 0 or y 
= 0.
If y ≡ 0, then y j ⇀ 0 in E and y j → 0 in Lploc(RN ) for p ∈ [2,2∗). By (H4) and Lemma 2.2, we can
choose some number γ such that H∗ < γ < M0. Let P1 be the projection corresponding to [−γ ,γ ]
and P2 = id − P1. It is obvious that P1 y j → 0 in E since P1 has ﬁnite-dimensional range, hence
‖P2 y j‖ = 1− o(1). Moreover,
γ |z|22  ‖z‖2 for all z ∈ P2E. (4.1)
Note that
o(1) = Φ
′(z j)(P2 y+j − P2 y−j )
‖z j‖
= ‖P2 y j‖ −
∫
RN
Hz(x, z j)(P2 y
+
j − P2 y−j )
|z j| |y j|. (4.2)
By (H4) again, for ﬁxed ε > 0 there exists some Rε > 0 such that |Hz(x, z)| (γ − ε)|z| uniformly in
z and for |x| Rε . Using (4.1) and (4.2) we get
1+ o(1) =
∫
RN
Hz(x, z j)
|z j|
(
P2 y
+
j − P2 y−j
)|y j|
=
∫
BRε (0)
Hz(x, z j)
|z j|
(
P2 y
+
j − P2 y−j
)|y j| +
∫
BcRε (0)
Hz(x, z j)
|z j|
(
P2 y
+
j − P2 y−j
)|y j|
 c
∫
BRε (0)
∣∣P2 y+j − P2 y−j ∣∣|y j| + (γ − ε)
∫
BcRε (0)
∣∣P2 y+j − P2 y−j ∣∣|y j|
 (γ − ε)|P2 y j|22 + o(1)
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γ
‖P2 y j‖2 + o(1)
= γ − ε
γ
+ o(1). (4.3)
This is a contradiction. Therefore, y ≡ 0 cannot occur.
If y 
= 0. For each ϕ ∈ C∞0 (RN ,R2), there holds
Φ ′(z j)ϕ =
(
z+j − z−j ,ϕ
)−
∫
RN
Hz(x, z j)ϕ
= (z+j − z−j ,ϕ)−
∫
RN
Rz(x, z j)ϕ −
∫
RN
G(x)z jϕ
= ‖z j‖
[(
y+j − y−j ,ϕ
)−
∫
RN
Rz(x, z j)ϕ
|z j| |y j| −
∫
RN
G(x)y jϕ
]
,
which yields that
(
y+j − y−j ,ϕ
)−
∫
RN
Rz(x, z j)ϕ
|z j| |y j| −
∫
RN
G(x)y jϕ = o(1).
Letting j → ∞, we have (y+j − y−j ,ϕ) − (G(x)y,ϕ)2 = 0, that is (Ay,ϕ)2 = (G(x)y,ϕ)2. Hence Ay =
G(x)y, this is impossible if (i) of (H5) is satisﬁed. Now we assume (ii) of (H5) holds. We adopt an
argument borrowed from Ding and Szulkin [21]. Then there exists some α > 0 such that Hˆ(x, z) δ0
whenever |z| α. Note that there holds
C Φ(z j) − 12Φ
′(z j)z j =
∫
RN
Hˆ(x, z j)

∫
|z j |α
Hˆ(x, z j)
∫
|z j |α
δ0 = δ0
∣∣{x ∈ RN : ∣∣z j(x)∣∣ α}∣∣,
hence
∣∣{x ∈ RN : ∣∣z j(x)∣∣ α}∣∣ C/δ0.
By the unique continuation property of eigenfunction, we deduce that y(x) 
= 0 a.e. on RN . Hence
there exist β > 0 and Ω ⊂ RN such that |y(x)| 2β for x ∈ Ω and 2C/δ0  |Ω| < ∞. By an Egoroff’s
theorem we can ﬁnd a set Ω ′ ⊂ Ω with |Ω ′| > C/δ0 such that y j → y uniformly on Ω ′ . So for almost
all j, |y j(x)| β and |z j(x)| α in Ω ′ . Then
C
δ0
<
∣∣Ω ′∣∣ ∣∣{x ∈ RN : ∣∣z j(x)∣∣ α}∣∣ C
δ0
.
This is also a contradiction. Therefore {z j} is bounded in E . 
Let {z j} ⊂ E be a (C)c-sequence of Φ , by Lemma 4.1, it is bounded, up to a subsequence, we
may assume z j ⇀ z in E , z j → z in Lploc for p ∈ [2,2∗) and z j(x) → z(x) a.e. on RN . Plainly, z is a
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Jeanjean [20]), we can obtain the following:
Lemma 4.2. Under the assumptions of Theorem 1.1 or Theorem 1.2, Ψ (·) and Ψ ′(·) are both BL-splits.
Lemma 4.3. Under the assumptions of Lemma 4.1, Φ satisﬁes the (C)c-condition.
Proof. Let {z j} be a (C)c-sequence of Φ . Suppose that z j ⇀ z in E . Let γ , P1 and P2 be as in the
proof of Lemma 4.1. Set y j := z j − z˜ j = P1 y j + P2 y j . Then y j = z j − z+ z− z˜ j ⇀ 0, hence P1 y j → 0.
Next we show that P2 y j → 0. By Lemma 4.2, Φ(y j) → c − Φ(z), Φ ′(y j) → 0. Similar to (4.2),
o(1) = Φ ′(y j)
(
P2 y
+
j − P2 y−j
)= ‖P2 y j‖2 −
∫
RN
Hz(x, y j)
(
P2 y
+
j − P2 y−j
)
.
Thus, similar to (4.3), we have
‖P2 y j‖2 
∫
BRε (0)
Hz(x, y j)
|y j|
(
P2 y
+
j − P2 y−j
)|y j| +
∫
BcRε (0)
Hz(x, y j)
|y j|
(
P2 y
+
j − P2 y−j
)|y j|
 c
∫
BRε (0)
∣∣P2 y+j − P2 y−j ∣∣|y j| + (γ − ε)
∫
BcRε (0)
∣∣P2 y+j − P2 y−j ∣∣|y j|
 (γ − ε)|P2 y j|22 + o(1)
 γ − ε
γ
‖P2 y j‖2 + o(1),
which implies that ‖P2 y j‖ → 0, and so y j → 0. Then z j → z since z j − z = y j + z˜ j − z. This ends the
proof. 
Lemma 4.4. Suppose that (B0), (B2), (V1) and (H8) are satisﬁed. Then
(1) {wn} ⊂ E+ is a bounded (PS)c (resp. (C)c) sequence of R if and only {wn + h(wn)} ⊂ E is a bounded
(PS)c (resp. (C)c) sequence of Φ;
(2) Φ satisﬁes the (PS)c (resp. (C)c) condition implies that R satisﬁes the (PS)c (resp. (C)c) condition.
Proof. (1) Let {wn} ⊂ E+ be a (C)c-sequence of R, i.e., R(wn) → c and (1 + ‖wn‖)R′(wn) → 0. By
the deﬁnition of R, R(wn) → c if and only if Φ(wn + h(wn)) → c. Since H  0, we have
∥∥h(wn)∥∥2 = ‖wn‖2 −
∫
RN
H
(
x,wn + h(wn)
)− c + o(1) (‖wn‖ + c1)2,
which implies that
∥∥h(wn)∥∥∥∥Φ ′(wn + h(wn))∥∥ (‖wn‖ + c1)∥∥Φ ′(wn + h(wn))∥∥→ 0.
Hence,
(
1+ ∥∥wn + h(wn)∥∥)∥∥Φ ′(wn + h(wn))∥∥ (1+ ‖wn‖ + ∥∥h(wn)∥∥)∥∥Φ ′(wn + h(wn))∥∥→ 0.
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the equivalence between the boundedness of {wn} and {wn + h(wn)}.
(2) Let {wn} ⊂ E+ be a (PS)c (resp. (C)c ) sequence of R. By (1), {wn +h(wn)} is a (PS)c (resp. (C)c)
sequence of Φ . Set zn := wn + h(wn), up to a subsequence, zn → z in E . Let z = z+ + z− , then
∥∥wn − z+∥∥2 + ∥∥h(wn) − z−∥∥2 = ∥∥wn + h(wn) − z+ − z−∥∥2‖zn − z‖2 → 0,
which implies that wn → z+ . Hence R satisﬁes (PS)c (resp. (C)c) condition. 
Lemma 4.5. Under the assumptions of Theorem 1.2, any (C)c-sequence of R is bounded.
Proof. The proof is similar to Lemma 4.1, we omit it here. 
Let c := inf{R(w) | w ∈ KR} > 0 and [l] denote the integer part of l ∈ R. The following lemma is
almost a standard result. See Coti-Zelati and Rabinowitz [13,14], Séré [34] or Ackermann [2].
Lemma 4.6. Under the assumptions of Theorem 1.2, let {wn} ⊂ E+ be a (C)c-sequence of R. Then either
(i) wn → 0 (and hence c = 0), or
(ii) c  c and there exist a positive integer l  [c/c], y1, . . . , yl ∈ KR and sequences (ain) ⊂ ZN ,
i = 1,2, . . . , l, such that, after extraction of a subsequence of {wn},
∥∥∥∥∥wn −
k∑
i=1
ain ∗ yi
∥∥∥∥∥→ 0,
k∑
i=1
R(yi) = c
and for i 
= j,
∣∣ain − a jn∣∣→ ∞
as n → ∞.
5. Proof of Theorems 1.1 and 1.2
In this section we give the proofs of Theorems 1.1 and 1.2. Let E be a Banach space with direct
sum E = X ⊕ Y and corresponding projections P X , PY onto X, Y . Let S ⊂ X∗ be a dense subset, for
each s ∈ S there is a semi-norm on E deﬁned by
ps : E → R, ps(u) =
∣∣s(x)∣∣+ ‖y‖ for u = x+ y ∈ E.
We denote by TS the topology induced by semi-norm family {ps}, w∗ denote the weak∗-topology
on E∗ . Now, some notations are needed. For a functional Φ ∈ C1(E,R) we write Φa = {u ∈ E |
Φ(u) a}, Φb = {u ∈ E | Φ(u) b} and Φba = Φa ∩ Φb .
Suppose
(Φ0) for any c ∈ R, Φc is TS -closed, and Φ ′ : (Φc,TS ) → (E∗,w∗) is continuous;
(Φ1) for any c > 0, there exists ξ > 0 such that ‖u‖ < ξ‖PY u‖ for all u ∈ Φc ;
(Φ2) there exists ρ > 0 such that κ := infΦ(Sρ ∩ Y ) > 0, where Sρ := {u ∈ E: ‖u‖ = ρ};
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and B0 := {u ∈ E0: ‖u‖ R} that c¯ := supΦ(E0) < ∞ and supΦ(E0 \ B0) < infΦ(Bρ ∩ Y ).
Now we state two critical point theorems which will be used later (see Bartsch and Ding [6]).
Theorem 5.1. Let (Φ0)–(Φ2) be satisﬁed and suppose there are R > ρ > 0 and e ∈ Y with ‖e‖ = 1 such that
supΦ(∂Q )  κ where Q := {u = x + te: x ∈ X, t  0, ‖u‖ < R}. If Φ satisﬁes the (C)c-condition for all
c  c¯ then Φ has a critical point u with κ Φ(u) c¯.
Theorem 5.2. Assume Φ is even and (Φ0), (Φ2)–(Φ3) are satisﬁed. Then Φ has at least m := dim Y0 pairs
of critical points with critical values less than or equal to c¯ provided Φ satisﬁes the (C)c-condition for all
c ∈ [κ, c¯].
Lemma 5.3. Φ satisﬁes (Φ0).
Proof. We ﬁrst show that Φa is TS -closed for every a ∈ R. Consider a sequence {zn} ⊂ Φa which TS -
converges to z ∈ E , and write zn = z−n + z0n + z+n , z = z− + z0 + z+ . Then z+n → z+ in norm topology
and hence {z+n } is bounded in norm topology. Observe that there exists C > 0 such that
∥∥z−n ∥∥2 = ∥∥z+n ∥∥2 − Φ(zn) −
∫
RN
H(x, zn) C
since H(x, z)  0. This implies the boundedness of {z−n } and hence z−n ⇀ z− . Therefore we have
zn ⇀ z. From Ψ is weakly sequentially lower semi-continuous it follows that
a lim
n→∞Φ(zn)Φ(z),
so z ∈ Φa and hence Φa is TS -closed.
By Lemma 2.5, Ψ ′ is weakly sequentially continuous and hence Φ ′ : (Φc,TS ) → (E∗,w∗) is con-
tinuous. 
Lemma 5.4. Φ satisﬁes (Φ1).
Proof. For any c > 0 and u ∈ Φc , using the fact that H  0 one has
0< c  1
2
(∥∥z+∥∥2 − ∥∥z−∥∥2) 1
2
∥∥z+∥∥2.
This yields
∥∥z−∥∥< ∥∥z+∥∥, ∥∥z+∥∥2  2c. (5.1)
It suﬃces to show that there exists C > 0 such that ‖z0‖ C‖z+‖. If not there is a sequence {zn} ⊂ Φc
such that ‖z0n‖2  n‖z+n ‖2 for each n ∈ N. By (5.1), ‖z0n‖ → ∞ and hence ‖zn‖ → ∞. Set yn := zn/‖zn‖,
then ‖yn‖ = 1 and ‖y+n ‖2 → 0. After extracting a subsequence, yn ⇀ y. Using (5.1) again one has‖y−n ‖2 → 0. Hence yn → y = y0 and ‖y0‖ = 1 since E0 is ﬁnite dimensional. Using (H3), by a similar
way to (3.3) one can obtain a contradiction. The proof is completed. 
Proof of Theorem 1.1. Existence. Set K = {z | z 
= 0 and Φ ′(z) = 0} and θ := inf{Φ(z) | z ∈ K}. With
X = E− ⊕ E0 and Y = E+ the condition (Φ0) holds by Lemma 5.3 and (Φ1) holds by Lemma 5.4.
Lemma 3.1 implies (Φ2). Lemma 3.3 shows that Φ possesses the linking structure of Theorem 5.1,
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point z with Φ(z)  κ > 0 by Theorem 5.1, and hence K 
= ∅. Therefore, θ is ﬁnite. Let {z j} ⊂ K
be a minimizing sequence for θ . Clearly, {z j} is a (C)θ -sequence of Φ . By Lemma 4.3 again, going if
necessary to a subsequence, we may assume that {z j} → z. Obviously, θ = Φ(z), i.e. z is a least energy
solution of (ES).
Multiplicity. Φ is even provided H(x, z) is even in z. Lemma 3.2 says that Φ satisﬁes (Φ3) with
dim Y0 = k. Therefore, Φ has at least k pairs of nontrivial critical points by Theorem 5.2. 
Proof of Theorem 1.2. By Lemma 2.6, we only need to show that R has inﬁnitely many geometrically
distinct critical points. Following Coti-Zelati and Rabinowitz [13,14], we introduce a mountain pass
value for R. Set
c = inf
g∈Γ maxθ∈[0,1] R
(
g(θ)
)
,
where Γ = {γ (t) ∈ C([0,1], E+) | γ (0) = 0 and R(γ (1)) < 0}. Now some notations are in order. Set
Ra := {w ∈ E+ | R(w) a}, and (KR)a := KR ∩ Ra . We shall consider the following assumption:
() There is some 0< α <
c
2
such that (KR)c+α/ZN is a ﬁnite set.
Clearly, if () is false, then Theorem 1.2 holds automatically. Hence we always assume () in the
sequel. Let k 2 be a ﬁxed integer. As in Alama and Li [3], choose k sequences of points in ZN , {xn,i}
(i = 1, . . . ,k) and a sequence of positive numbers Rn satisfying:
lim
n→∞|xn,i | = ∞ and limn→∞|xn,i − xn, j| = ∞ (i 
= j),
Rn 
1
2
min
i 
= j
{|xn,i|, |xn,i − xn, j|} (n ∈ N) and lim
n→∞ Rn = ∞.
Let βn,i ∈ C∞0 (RN ), i = 1, . . . ,k, be such that:
0 βn,i  1, βn,i(x) = 1 if x ∈ B(xn,i, Rn),
suppβn,i ⊂ B(xn,i,2Rn), |∇βn,i |∞  C
Rn
,
where C > 0 is a ﬁxed constant, independent of n, i. Deﬁne
βn,k+1(x) =
√√√√1−
k∑
i=1
β2n,i(x).
Now, for w ∈ E+ we set
[w]n,i := βn,i w, i = 1, . . . ,k + 1.
Next we introduce a sequence of auxiliary functionals
R˜n(w) =
k∑
R([w]n,i)+ 12
∥∥[w]n,k+1∥∥2.i=1
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1 j the set of vectors t ∈ [0,1]k with jth component t j = 1. Deﬁne a class which is invariant under
deformation as follows:
Γ˜n :=
{
γ˜ ∈ C([0,1]k, E+) ∣∣ γ (t) satisﬁes (γ1)–(γ4)}
where
(γ1) [γ˜ (0 j)]n, j = 0 ( j = 1, . . . ,k);
(γ2) R([γ˜ (1 j)]n, j) < 0 ( j = 1, . . . ,k);
(γ3) R([γ˜ (0 j)]n,i) (k − 1/2)c (i, j = 1, . . . ,k);
(γ4) R([γ˜ (1 j)]n,i) (k − 1/2)c (i, j = 1, . . . ,k).
Using the annulus lemma due to Séré [34] and Lemma 4.6 and making small modiﬁcation, one
can check that kc = limn→∞ infγ˜∈Γ˜ maxt∈[0,1]k R˜n(γ˜ (t)) step by step under our assumptions. Here we
refer to Alama and Li [3] and Séré [34] for more details. Now, for ε > 0 small, using the deformation
lemma and the gluing technique due to Séré [34], one can construct a special family of pathes γ˜ εn ∈ Γ˜n
such that R˜n(γ˜ εn (t))  kc − ε. This is a contradiction. Hence R has inﬁnitely many geometrically
distinct critical points in E+ . By Lemma 2.6, Φ has inﬁnitely many geometrically distinct critical
points in E . 
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