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Ez a kis könyv azoknak az elo˝adásoknak az anyagát tartalmazza, melyeket a szer-
zo˝ kombinatorikus optimalizálás témakörben a Corvinus Egyetem operációkuta-
tás szakirányos hallgatóinak tartott. Ezzel a címmel az elso˝ összefoglaló mu˝ Law-
ler 1976-ban megjelent könyve [Law76] volt, melyre jelento˝s mértékben támasz-
kodunk. A témakör nagy összefoglaló monográfiája Schrijver 2003-ben publikált
könyve [Sch03], amibo˝l elso˝sorban a poliéder-politópos megközelítést tartjuk kö-
vetendo˝nek. Ugyancsak Schrijverto˝l származik az a kisebb lélegzetu˝ tanfolyami
anyag [Sch09], amelyik sok témában tárgyalásunk vezérfonalát képezi.
Az elso˝ fejezetben gráfelméleti alapfogalmakat ismertetünk. A második feje-
zet a maximális folyam, minimális vágás témakörben alapveto˝ jelento˝ségu˝ Ford–
Fulkerson-algoritmussal foglalkozik. A 3. fejezetben a Ford–Fulkerson-algoritmus
következményeként tárgyaljuk a Menger-tételeket, valamint a páros gráfokra vo-
natkozó Ko˝nig-tételt.
Páros gráfok maximális párosításainak és minimális lefogó rendszereinek ke-
resése a kombinatorika klasszikus feladata. Ezt ismerteti a 4. fejezet. Az 5. fe-
jezetben páros gráfok súlyozott párosításaival foglalkozunk. Nempáros gráfban
a maximális párosítás elo˝állítása Edmonds kontrakciós algoritmusán alapul, ezt
tárgyaljuk a 6. fejezetben. A 7. fejezetben az optimális súlyozott párosításokat
vizsgáljuk ugyancsak nempáros gráfokban. A 8. fejezetben ismerkedhetünk meg
a matroidokkal kapcsolatos alapveto˝ tudnivalókkal. Végül a 9. fejezetben tárgyal-
juk a teljesen unimoduláris mátrixok témakörét, természetesen kombinatorikai
alkalmazásokkal.
Alapveto˝ jelento˝ségu˝ az A. függelék, amelyik a poliéderekkel illetve politó-
pokkal kapcsolatos tudnivalókat foglalja össze. Nevezetes tény, hogy a poliéder
és a politóp ugyanaz a fogalom. Az egyetemen a tárgy oktatását ezzel szoktam
kezdeni, itt csak azért került a függelékbe, mert ez inkább a konvex analízis té-
makörébe tartozik.
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2Köszönetet mondok Szego˝ Lászlónak az elso˝ hét fejezet gondos lektorálásáért
és értékes javaslataiért. Köszönetet mondok Forgó Ferencnek, Solymosi Tamás-
nak és Temesi Józsefnek egy-egy fejezet lektorálásáért. Hálával tartozom Fiala
Péternek, aki a munka során szakmai és didaktikai szempontból egyaránt magas




A gráfok pontokból (vagy csúcsokból) és élekbo˝l állnak. Minden él két pontot köt
össze. Irányított gráf esetén az éleknek iránya van, és minden él a kezdo˝pontjából
a végpontja felé mutat. Ilyenkor az a-ból b-be mutató él nem azonos a b-bo˝l a-ba
mutató éllel. Irányítatlan gráf esetén az élek összekötnek két pontot, de nincs irá-
nyuk. Ha egy él összeköti az a és b pontokat, akkor ugyanez az él összeköti a b és a
pontokat is. A geometriai gráf-fogalom egyszeru˝: a pontokat a háromdimenziós
tér pontjainak tekinthetjük, az élek pedig két pontot összeköto˝ (görbe) vonalak.
Irányított él esetén az irányt nyíllal jelöljük. Algoritmusok ismertetésénél, illetve
számítógépes programok írásakor szükségünk van az absztrakt, halmazelméleti
gráf-fogalomra.
1.1. Definíció (Irányított gráf). Irányított gráfnak nevezzük a G = (P,E) párost, ahol
P egy véges halmaz, E ⊂ P × P , és (a, b) ∈ E esetén a 6= b. P a gráf pontjainak
halmaza, E elemei a gráf élei. Tehát minden e ∈ E él egy rendezett pontpár, e = (a, b),
ahol a ∈ P , b ∈ P és a 6= b.
Az (a, b) élnek a a kezdo˝pontja, b a végpontja, úgy is mondjuk, hogy az (a, b)
él a-ból b-be mutat. Az (a, b) él nem azonos a (b, a) éllel, viszont azzal ellentétes
irányú. Az a 6= b feltétellel az ún. hurokéleket kizártuk. A P × P halmaz rész-
halmazaiban minden elem legfeljebb egyszer szerepel, tehát többszörös vagy ún.
párhuzamos élek nincsenek.
1.2. Definíció (Irányítatlan gráf). Irányítatlan gráfnak nevezzük a G = (P,E) párost,
ahol P egy véges halmaz, E pedig P kételemu˝ részhalmazainak egy halmaza. P a gráf
3
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pontjainak halmaza, E elemei a gráf élei. Tehát minden e ∈ E él egy rendezetlen pontpár,
e = {a, b} = {b, a}, ahol a ∈ P , b ∈ P és a 6= b.
Ezek szerint minden él a P ponthalmaznak valamelyik kételemu˝ részhalmaza.
Az {a, b} élnek (ami azonos a {b, a} éllel) a és b a két végpontja, úgy is mondjuk,
hogy az {a, b} él összeköti az a és b pontokat. Az a 6= b feltétellel az ún. hurokéle-
ket kizártuk. a = i és b = j esetén {a, b} = {i, j}, tehát két pont között legfeljebb
egy él lehet. Ez azt jelenti, hogy a párhuzamos éleket ezúttal is kizártuk. Ké-
nyelmi okokból az {a, b} élt (a, b)-vel, so˝t ab-vel is jelöljük. e = {a, b} esetén azt
mondjuk, hogy az e él illeszkedik az a és b pontokra. Használhatjuk az a ∈ e
jelölést is, mert a a kételemu˝ részhalmaz egyik eleme.
Párhuzamos élekre kizárólag a 7. fejezetben, a kínai postás feladat megoldása-
kor lesz szükségünk. Erre az esetre nem adunk külön absztrakt definíciót, hanem
a geometriai gráf-fogalom használatát javasoljuk.
Gráfokat meg lehet adni grafikusan (a pontok és élek felrajzolásával), valamint a
szomszédsági vagy (és) az illeszkedési mátrix megadásával.
1.3. Definíció (pont-pont mátrix). Egy n pontú gráf pont-pont mátrixának vagy szom-
szédsági mátrixának nevezzük azt az n× n-es A mátrixot, melyre
aij =
1 ha (i, j) a gráf éle0 egyébként
Irányítatlan esetben a pont-pont mátrix szimmetrikus.
1.4. Definíció (pont-él mátrix). Egy n pontból és m élbo˝l álló irányított gráf pont-él
mátrixának vagy illeszkedési mátrixának nevezzük azt az n×m-es B mátrixot, melyre
bij =

1 ha a j él az i pontból indul,
−1 ha a j él az i pontba mutat,
0 egyébként.
Egy n pontból és m élbo˝l álló irányítatlan gráf pont-él mátrixának vagy illeszkedési mát-
rixának nevezzük azt az n×m-es B mátrixot, melyre
bij =









a b c d e
1 0 0 1 0
1 1 0 0 1
0 1 1 0 0
0 0 1 1 1

1.1. ábra. Irányítatlan gráf pont-él mátrixa
Az illeszkedési mátrix minden sora egy pontot, minden oszlopa egy élt képvi-
sel. Irányított esetben minden oszlopban egy darab 1-es és egy darab (−1)-es áll,
a többi elem 0. Irányítatlan esetben a nullákon kívül minden oszlopban 2 db 1-es
áll. Az 1.1. ábrán egy irányítatlan gráfot láthatunk a pont-él mátrixával együtt.
1.1. Feladat. Egy n pontú irányítatlan gráf pont-pont mátrixa legyen A, a pont-él mát-
rix pedig B. Határozzuk meg a C = BBT −A mátrixot!
1.5. Definíció (Pont foka). Irányítatlan gráfban az i pontban végzo˝do˝ élek számát az i
pont fokának nevezzük.
1.1. Állítás. Irányítatlan gráfban a páratlan fokú pontok száma páros. A fokszámok
összege az élek számának kétszerese.
Bizonyítás. Legyenek i = 1, 2, ..., n a gráf pontjai, és di az i pont fokszáma. Ha
minden pontban megszámláljuk az ott végzo˝do˝ éleket, és így összeadjuk a fok-
számokat, akkor minden élt kétszer számoltunk. Tehát m-mel jelölve az élek szá-
mát
d1 + d2 + ...+ dn = 2m (1.1)
A jobboldalon az élek számának a kétszerese áll, ami páros, tehát a baloldalon a
páratlan összeadanadók száma páros kell, hogy legyen.
A következo˝ részgráfokkal kapcsolatos definíciók egyaránt érvényesek irányí-
tott és irányítatlan gráfokra.
1.6. Definíció (Részgráf). A G = (P,E) gráf részgráfja a G ′ = (P ′, E ′) gráf, ha P ′ ⊂ P
és E ′ ⊂ E.
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1.7. Definíció (Feszített részgráf). Legyen G = (P,E) egy gráf, és P ′ ⊂ P a csúcsok-




(x, y) ∈ E ∣∣x ∈ P ′, y ∈ P ′} (1.2)
Tehát P ′ az eredeti gráfból azokat az éleket feszíti ki, melyeknek mindkét vég-
pontja P ′-ben van. Hasonló módon lehet értelmezni egy E ′ élhalmaz által kife-
szített részgráfot.
1.8. Definíció (Feszített részgráf II.). Legyen G = (P,E) egy gráf, és E ′ ⊂ E az




x ∈ P ∣∣∃y ∈ P, (x, y) ∈ E ′} (1.3)
Tehát P ’ az E’ élhalmaz éleinek végpontjaiból áll.
1.9. Definíció (Teljes gráf). Teljes gráfnak nevezünk egy irányítatlan gráfot, ha bármely
két pontja össze van kötve egy éllel.
Egy n pontú teljes gráf éleinek száma n(n− 1)/2.
1.10. Definíció (Élsorozat, út). k hosszúságú élsorozatnak nevezzük a G gráf éleinek
egy e(1), e(2), . . . e(k) sorozatát, ha
e(i) = (pi, pi+1)
∣∣ i = 1, 2, ..., k , ahol
p1, p2, . . . , pk, pk+1 a gráf pontjai. Azt mondjuk, hogy ez az élsorozat a p1 pontból (a
kezdo˝pontból) a pk+1 pontba (a végpontba) vezet, illetve összeköti a p1 pontot a pk+1
ponttal (ezek az út végpontjai).
Az élsorozatot útnak nevezzük, ha a p1, p2, . . . , pk, pk+1 pontok páronként különbözo˝ek.
Gyakran nem pusztán az élsorozatot, hanem az élsorozat élei által kifeszített
részgráfot nevezzük útnak. Tehát az útnak k+1 pontja és k db éle van. Az 1.2. áb-
rán egy 10 pontból és kilenc élbo˝l álló élsorozatot látunk irányítatlan gráfban. A
(2, 3) és (8, 9) élek azonosak.
1.11. Definíció (Zárt élsorozat, kör). k hosszúságú zárt élsorozatnak nevezzük a G gráf
éleinek egy e(1), e(2), . . . e(k) sorozatát, ha
e(i) = (pi, pi+1)










1.2. ábra. Élsorozat, ami nem út
p1, p2, . . . , pk, pk+1 a gráf pontjai, és
pk+1 = p1 .
A zárt élsorozatot körnek nevezzük, ha a
p1, p2, . . . , pk pontok páronként különbözo˝ek, és (1.4)
irányítatlan gráf esetén k >= 3 . (1.5)
Gyakran nem pusztán a zárt élsorozatot, hanem az élsorozat élei által kifeszí-
tett részgráfot nevezzük körnek. Tehát a körnek k pontja és k db éle van. Hang-
súlyozzuk, hogy a p1, p2, . . . , pk pontokról kötöttük ki, hogy páronként különbö-
zo˝ek, hiszen pk+1 = p1. A k >= 3 feltételt irányítatlan gráf esetén azért szükséges,
mert ha p és q szomszédos pontok, akkor a (p, q), (q, p) két azonos élbo˝l álló zárt
élsorozatot nem tartjuk körnek. Irányított gráf esetén a (p, q), (q, p) zárt élsorozat
két különbözo˝ élbo˝l álló 2 hosszúságú kör.
A körön belül bármelyik pi és pj pont (két különbözo˝) úttal van összekötve. Az 1.3. áb-
rán egy 10 pontból és 10 élbo˝l álló zárt élsorozatot látunk irányított gráfban. A
(2, 3) és a (8, 9) élek nem azonosak, az élsorozat mégsem kör, mert például a 3-as
és 8-as pontok azonosak.
1.12. Definíció (Összefüggo˝ gráf). Egy gráf összefüggo˝, ha bármely két pont összeköt-
heto˝ úttal.
Ha egy irányítatlan gráf nem összefüggo˝, akkor összefüggo˝ komponensekre
esik szét, ahol két különbözo˝ komponens nincs éllel összekötve.









1.3. ábra. Zárt élsorozat, ami nem kör
1.2. Fák jellemzése
Ebben az alfejezetben eleve feltesszük, hogy a szóbanforgó gráfok irányítatlanok.
1.13. Definíció (Fa). Egy irányítatlan gráfot fának nevezünk, ha összefüggo˝ és nem
tartalmaz kört.
1.14. Definíció (Feszíto˝ fa). Ha adott egy irányítatlan alapgráf, akkor ennek egy rész-
gráfja feszíto˝ fa, ha fa, és az alapgráf minden pontjába eljut.
Tehát az alapgráf minden pontja a részgráfban is benne van. Gyakran fogunk
hivatkozni a következo˝ egyszeru˝ lemmára.
1.1. Lemma. Ha egy irányítatlan gráfban minden pont foka legalább 2, akkor van a
gráfban kör.
Bizonyítás. Induljunk el egy P1 pontból, és szomszédos éleken keresztül halad-
junk a P2, . . . , Pk, . . . pontokba. Mindaddig, amíg a Pk pont új, tovább lehet men-
ni még nem használt éleken, hiszen Pk fokszáma is legalább 2. A gráf végessége
miatt elo˝bb utóbb olyan Pk pontba érkezünk, amelyik korábban már szerepelt,
Pk = Pi. Ekkor a Pi, Pi+1, . . . ..., Pk = Pi pontok egy kör pontjai.
Az 1.1. lemma felhasználásával kimondhatjuk az alábbi tételt:
1.1. Tétel (Fák jellemzése). Tegyük fel, hogy a G = (P,E) irányítatlan gráfnak n pontja
van. Ekkor a következo˝ állítások ekvivalensek:
a) G egy fa.
b) G bármely két csúcsát pontosan egy út köti össze.
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c) G összefüggo˝, és n− 1 éle van.
d) G-ben nincs kör, és n− 1 éle van.
e) G-ben nincs kör, és ha behúzunk egy új élt, akkor pontosan egy kör lesz.
Bizonyítás. Megmutatjuk, hogy az a) állítás ekvivalens a többivel.
a)⇔ b) Ha két pont között van két út, akkor a két út által meghatározott rész-
gráfban található kör. Ennek részletezését az olvasóra bízzuk. Ha pedig van az
eredeti gráfban kör, akkor a kör két pontja a körön belül kétféleképpen összeköt-
heto˝ úttal.
a)⇒ c) Az összefüggo˝ség adott. Az élszámot n szerinti teljes indukcióval iga-
zoljuk. n = 2-re az állítás nyilvánvaló. Ha egy n pontú gráfban nincs kör, akkor
létezik olyan c csúcs, amibe pontosan egy él fut. Ha ugyanis minden pont foka
legalább 2 lenne, akkor az 1.1. lemma szerint lenne kör. Ha viszont egy pont foka
0, akkor nem összefüggo˝ a gráf. A c csúcsot a belefutó éllel együtt vágjuk le a G
gráfból! A kapott gráf is összefüggo˝ lesz, és körmentes, tehát annak n−2 éle van.
Az eredeti gráf éleinek száma ezért n− 1.
c) ⇒ a) Szintén n szerinti indukcióval igazoljuk. n = 2-re nyilvánvaló. Ha
n− 1 él van, akkor az 1.1. állítás szerint a fokszámok összege 2n− 2, tehát van 2-
nél kisebb fokszám. Az 1 fokú pontot levágva mu˝ködik a teljes indukció, hiszen
a kisebb gráf is összefüggo˝, és n− 2 pontja van.
a) ⇒ d) A körmentesség adott. Az élszámot n szerinti teljes indukcióval iga-
zoljuk. n = 2-re az állítás nyilvánvaló.Ha egy n pontú gráfban nincs kör, akkor
létezik olyan c csúcs, amibe pontosan egy él fut. Ha ugyanis minden pont foka
legalább 2 lenne, akkor az 1.1. lemma szerint lenne kör. Ha viszont egy pont foka
0, akkor nem összefüggo˝ a gráf. A c csúcsot a belefutó éllel együtt vágjuk le a G
gráfból! A kapott gráf is összefüggo˝ lesz, és körmentes, tehát annak n−2 éle van.
Az eredeti gráf éleinek száma ezért n− 1.
d)⇒ a) Ezt is n szerinti indukcióval igazoljuk. n = 2-re nyilvánvaló. Ha n− 1
él van, akkor az 1.1. állítás szerint a fokszámok összege 2n − 2, tehát van 2-nél
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kisebb fokszám. Az 1 fokú pontot levágva mu˝ködik a teljes indukció, hiszen a
kisebb gráfban sincs kör, és n− 2 pontja van.
a) ⇒ e) Ha egy új e él behúzásával két kör keletkezne, e mindketto˝nek éle
lenne. A két kör egyesítése egy nyolcasra hasonlító részgráf; ebbo˝l e-t kivágva
még mindig maradna kör. Ha egy új él behúzásával nem keletkezik kör, akkor G
nem lehetett összefüggo˝.
e)⇒ a) G-ben nincs kör. Ha G nem lenne összefüggo˝, akkor egy új él behúzá-
sakor nem feltétlenül keletkezne kör.
Ennek a tételnek a kövekezményeként megkapjuk két kombinatorikus opti-
malizálási feladat megoldását:
1.2. Feladat. Legyen adott n pont. Minimálisan hány él behúzására van szükség, hogy
az n-pontból összefüggo˝ gráfot kapjunk?
Megoldás: Minimálisan n − 1 él behúzására van szükség. Ennél kevesebb él
esetén a gráf nem lesz összefüggo˝, n− 1 él viszont elgendo˝, ha egy feszíto˝ fa éleit
húzzuk be.
1.3. Feladat. Legyen adott n pont. Maximálisan hány élt lehet behúzni úgy, hogy ne
keletkezzen kör?
Megoldás: Maximálisan n− 1 él behúzása lehetséges. Legalább n él behúzása
esetén feltétlenül keletkezik kör. n − 1 élt viszont be lehet húzni úgy, hogy ne
keletkezzen kör, mégpedig úgy, hogy egy feszíto˝ fa éleit húzzuk be.
1.4. Feladat. Mutassuk meg, hogy egy fában van legalább 2 db 1-fokú pont!
1.15. Definíció (Erdo˝). Egy irányítatlan gráfot erdo˝nek hívunk, ha nem tartalmaz kört.
Egy erdo˝ általában nem összefüggo˝, de az összefüggo˝ komponensei fák.
1.5. Feladat. Mutassuk meg, hogy egy n pontú p összefüggo˝ komponensbo˝l álló erdo˝nek
n− p éle van!
1.16. Definíció (Bináris test, Bn vektortér). Bináris testnek nevezzük azt a B algebrai
sruktúrát, ahol mindössze két szám– a 0 és az 1–létezik, és ezek körében a négy alapmu˝-
velet végezheto˝ el. Az összeadást és a kivonást
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1+1=0, 0-1=1
definiálja, a szorzás és az osztás a valós számok körében megszokott módon mu˝ködik.
Bn-nel jelöljük azt a vektorteret, ahol a vektorok n-dimenziósak, minden koordinátájuk 0
vagy 1, és ezek a vektorok a bináris test felett alkotnak vektorteret.
Ebben a vektortérben mindössze két skalár van –a 0, és az 1–ezért vektorok
nemtriviális lineáris kombinációja valójában vektorok összege. A Bn vektortér
éppúgy n dimenziós, mint az Rn. A bázissal és dimenzióval kapcsolatos alapveto˝
ismereteket a B függelék tartalmazza.
A következo˝ tétel az erdo˝ket jellemzi a Bn vektortérben értelmezett lineáris füg-
getlenség segítségével.
1.2. Tétel (Erdo˝k jellemzése). Legyen G = (P,E) egy irányítatlan gráf, F ⊂ E pedig
éleknek egy halmaza. Az F élhalmaz (által kifeszített részgráf) pontosan akkor nem tar-
talmaz kört, ha a pont-él mátrixban az F éleihez tartozó oszlopvektorok a Bn vektortérben
lineárisan függetlenek.
Bizonyítás. Tegyük fel, hogy az F élhalmaz (által kifeszített részgráf) tartalmaz
egy K = (Q,H) kört. Gyu˝jtsük össze a pont-él mátrixból a H-beli élekhez tartozó
oszlopvektorokat, s az így kapott mátrixot jelöljük C(H)-val. Azt állítjuk, hogy
ekkorC(H) oszlopvektorainak összege a Bn vektortérben a 0-vektor. Ennek az az
oka, hogy ha egy pont nincs a K = (Q,H) körben, akkor a hozzá tartozó sorban
C(H) minden eleme 0, ha viszont egy pont benne van a körben, akkor a hoz-
zá tartozó sorban C(H)-nak páros számú eleme lesz 1-es, mert egy kör bármely
pontjára a körnek páros számú éle illeszkedik. Páros számú 1-es összege viszont
a B bináris testben 0. Tehát C(H) oszlopvektorai lieárisan összefüggo˝ek, így az F
élhalmazhoz tartozó oszlopvektorok is lineárisan összefüggo˝ek.
Fordítva: legyen F ⊂ E egy olyan élhalmaz, hogy a pont-él mátrixban az F éle-
ihez tartozó oszlopvektorok a Bn vektortérben lineárisan összefüggo˝ek. Ekkor
létezik egy H ⊂ F élhalmaz, hogy a hozzá tartozó oszlopvektorok összege–tehát
C(H) oszlopainak összege–a Bn vektortérben a 0-vektor. Ezek szerint C(H)-ban
minden sorösszeg 0, tehát minden sorban páros számú 1-es található. Ha egy
pont benne van a H által kifeszített részgráfban, akkor ebben a foka nem lehet 0,
tehát a foka 2, vagy 4, vagy 6, és így tovább. Tehát aH által kifeszített részgráfban
minden pont foka legalább 2, ezért az 1.1. lemma szerint a H tartalmaz kört.






















1.5. ábra. Az {a, b, c, d} körhöz tartozó oszlopvektorok
Az 1.4. ábrán egy 4 pontból és 5 élbo˝l álló gráfot látunk a pont-él mátrixá-
val együtt. Az {a, d, e} körhöz tartozó oszlopvektorok összege a 0-vektor. Az
{a, b, c, d} körhöz tartozó oszlopvektorokat mutatja az 1.5. ábra. A 4 oszlopvektor
összege ezúttal is a 0-vektor. Megemlítjük még, hogy a körmentes élhalmazok és
a lineáris függetlenség közötti ekvivalencia volt a matroid-elmélet csírája.
1.6. Feladat. Egy n pontú irányítatlan gráf pont-él mátrixa legyen C. Mutassuk meg,
hogy C rangja Bn-ben legfeljebb n− 1.
1.3. Páros gráfok
A gráfelméletben kitüntetett szerepet játszanak az ún. páros gráfok. Arról van
szó, hogy a pontok halmaza két diszjunkt halmaz egyesítése, és minden élnek az
egyik végpontja az egyik halmazban, a másik végpontja pedig a másik ponthal-
mazban található. Például az egyik ponthalmaz a fiúk halmaza, a másik pont-
halmaz a lányoké, és az élek egy fiút egy lánnyal kötnek össze, állítanak párba.
Ilyenkor két fiú nincs éllel összekötve, és két lány sincs. Az egyszeru˝ség kedvéért
ebben az alfejezetben eleve feltételezzük, hogy G = (P,E) egy irányítatlan gráf.
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1.17. Definíció (Páros gráf). A G = (P,E) irányítatlan gráfot párosnak nevezzük, ha
P = A ∪ B, A ∩ B = ∅, és minden e ∈ P élnek az egyik végpontja A-ban, a másik
végpontja pedig B-ben van. A páros gráfot úgy is jelöljük, hogy G = (A,B;E).
Természetesen felveto˝dik a kérdés: hogyan lehet felismerni, hogy egy gráf
páros?
1.3. Tétel. Egy gráf pontosan akkor páros, ha a gráfban nincs páratlan hosszúságú kör.
Bizonyítás. Ha a gráf páros, akkor G = (A,B,E), és minden kör hossza páros
szám lesz, hiszen a kör mentén végighaladva ugyanannyiszor megyünk A-ból
B-be, mint B-bo˝l A-ba.
Másfelo˝l tegyük fel, hogy a G = (P,E) gráfban nincs páratlan hosszúságú kör.
Feltehetjük azt is, hogy G összefüggo˝, ugyanis egy gráf nyilvánvalóan pontosan
akkor páros, ha minden összefüggo˝ komponense páros. Legyen i0 ∈ P egy tet-
szo˝leges pont (a gyökér). Ekkor definiálni fogjuk az A és B ponthalmazokat.
Legyen
A = {i ∈ P ∣∣∃(i0→ i) páros hosszúságú út } , és
B = {j ∈ P ∣∣∃(i0→ j) páratlan hosszúságú út }.
Tehát egy A halmazba összegyu˝jtjük azokat a pontokat, melyek i0-ból páros
hosszúságú úton elérheto˝k, a B halmazba pedig azokat, melyek i0-ból páratlan
hosszúságú úton elérheto˝k. Az i0 pont is az A halmazban van, mert i0-ból nulla
hosszúságú úton elérheto˝, és a 0 páros szám. A gráf összefüggo˝sége miatt A és
B uniója az összes pont. Másfelo˝l azt állítjuk, hogy A és B diszjunktak. Tegyük
fel indirekt módon, hogy egy k pontba páros hosszúságú és páratlan hosszúságú
úton is el lehetne jutni i0-ból. Ha ez a két út él-diszjunkt, akkor a két út együtt
páratlan kört alkot. Ha viszont van közös élük, akkor is a két út együtt páratlan
hosszúságú zárt élsorozatot alkot. Az olvasóra bízzuk annak részletezését, hogy
minden páratlan hosszúságú élsorozat tartalmaz páratlan kört.
Az is igaz, hogy két A-beli pont között nem lehet él. Ha ugyanis éllel lennének
összekötve az A-beli i és j pontok, akkor az i0-ból i-be vezeto˝ páros hosszúságú
út, az i0-ból j-be vezeto˝ páros hosszúságú út, és az (i, j) él együtt egy páratlan
hosszúságú zárt élsorozatot alkotna. Ismét az olvasóra bízzuk annak részletezé-
sét, hogy minden páratlan hosszúságú élsorozat tartalmaz páratlan kört. Ugyan-
így két B-beli pont között sem lehet él. Tehát a gráf valóban páros.
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Megemlítjük még, hogy minden fa páros gráf, hiszen fában nincs kör, így pá-
ratlan hosszúságú kör sincs.
Most ismertetünk egy algoritmust, amelyik egy összefüggo˝ gráfról eldönti,
hogy páros-e. Ez az algoritmus egy tipikus ún. címkézo˝ eljárás. Elo˝ször csak
egy kezdo˝pont kap címkét, utána fokozatosan kapnak címkét a kezdo˝pont szom-
szédai, aztán további már megcímkézett pontok szomszédai, és így tovább. Ha
az algoritmus talál egy páratlan kört, akkor leáll azzal az üzenettel, hogy a gráf
nem páros. Ha az algoritmus nem talál páratlan kört, akkor végül minden pont
címkét kap. Páros címkét kapnak azok a pontok, melyekbe a kezdo˝pontból pá-
ros hosszúságú út vezet, páratlan címkét kap a többi pont. Így ki lesz jelölve a
páros gráf A illetve B ponthalmaza. A c(i) címkén kívül minden megcímkézett
i pontnak lesz egy p(i) értéke is, ez annak a pontnak a neve, ahonnan a címké-
zés során az i pontba érkeztünk (previous). Amikor egy pont összes szomszédját
megcímkéztük, a pont „vizsgált” mino˝sítést kap.
1.1. Algoritmus.
1)Legyen 1 egy tetszo˝leges csúcs, c(1) =páros, p(1) =Gyökér,
i := 1
2)Vizsgáljuk az i csúcsot, tehát i valamennyi j szomszédjára
-ha c(i) ptlan, akkor:
-ha j címkézetlen, legyen c(j) páros, p(j) = i
-ha c(j) páros, akkor nem nyúlunk hozzá
-ha c(j) ptlan, akkor a gráf nem páros,3a) köv.
-ha c(i) páros, akkor:
-ha j címkézetlen, legyen c(j) ptlan, p(j) = i
-ha c(j) ptlan, akkor nem nyúlunk hozzá
-ha c(j) páros, akkor a gráf nem páros, 3a) köv.
Ezután az i csúcsot vizsgáltnak nyilvánítjuk. 3b) köv.
3a)Van páratlan kör:j-bo˝l visszaléphetünk 1-ig kétféleképpen:
j, p(j), p(p(j)), . . . 1, illetve
j, i, p(i), p(p(i)), . . . , 1
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A két út közül az egyik hossza páros, a másiké páratlan,
tehát találtunk páratlan kört. A gráf nem páros. STOP
3b)Keresünk egy címkézett, de vizsgálatlan i csúcsot,
és a 2) pontra térünk vissza.
Ha nincs már címkézett, de vizsgálatlan csúcs, akkor
A legyen a ptlan címkéju˝ pontok halmaza,
B a párosoké, és a gráf páros. STOP
Ha az algoritmus nem talál páratlan kört, akkor nem fut a 3a) pontra, tehát
elo˝bb utóbb minden pont vizsgált lesz, és az algoritmus a 3b) pontban áll le.
1.4. Euler-gráfok
Ebben az alfejezetben eleve feltételezzük, hogy G = (P,E) egy összefüggo˝, irá-
nyítatlan gráf. A Königsbergi hidak tanulmányozása során Leonhard Euler 1736-
ban vetette fel, és oldotta meg a következo˝ problémát. Mikor lehet egy gráf élein
körbehaladni úgy, hogy visszaérjünk a kiindulópontba, és közben minden élen
pontosan egyszer haladjunk végig?
1.18. Definíció (Euler-bejárás). Egy G irányítatlan gráfban Euler-bejárásnak nevezünk
egy zárt élsorozatot, ha az élsorozat a gráf valamennyi élét pontosan egyszer tartalmazza.
Ha létezik Euler-bejárás, akkor a gráfot Euler-gráfnak mondjuk.
Az Euler-bejárás élei különbözo˝ek, hiszen a gráf mindegyik éle egyszer fordul
elo˝, de pontok többször is elo˝fordulhatnak, ezért nem minden Euler-bejárás kör.
1.4. Tétel (Euler-gráf). Egy G irányítatlan gráfban pontosan akkor létezik Euler-bejárás,
ha a gráf összefüggo˝, és minden pont foka páros.
Bizonyítás. Ha a G gráfban van Euler-bejárás, akkor végigjárva a zárt élsoroza-
tot, minden pontba ugyanannyiszor érkezünk be, ahányszor elhagyjuk a pontot,
ezért minden pont foka páros.
Fordítva: tegyük fel, hogy G összefüggo˝, és minden pont foka páros. Az Euler-
bejárás létezését az élek száma szerinti teljes indukcióval igazoljuk. Az össze-
függo˝ség miatt egyik pont foka sem lehet 0, tehát minden fok legalább 2, ezért

























1.6. ábra. A komponensek Euler-bejárásainak felfu˝zése
az 1.1. lemma szerint van a gráfban egyK kör. Hagyjuk el a G gráfból aK kör éle-
it, de a csúcsait nem! A kapott G ′ gráfban is páros lesz minden fokszám, viszont
az is elképzelheto˝, hogy G ′ nem összefüggo˝. Mindenesetre G ′ összefüggo˝ kompo-
nensekbo˝l áll, ahol mindegyik komponensben minden fokszám páros. Az egynél
több pontból álló komponensekben teljes indukció szerint rendre kijelölheto˝ek
a komponensek Euler-bejárásai. A G gráf Euler-bejárását úgy kapjuk, hogy a K
kör bejárásakor a K körre felfu˝zzük a komponensek Euler-bejárásait. A felfu˝zést
az 1.6. ábra mutatja. Tegyük fel, hogy a K kör a baloldali ábrán az {a, b, c} élek
által kifeszített háromszög. Az {a, b, c} élek kivágása után három komponens ke-
letkezik, ezek Euler-bejárásai rendre a {2, 3, 4}, a {6, 7, 8} és a {10, 11, 12} élek által
kifeszített háromszögek. A felfu˝zés utáni teljes Euler-bejárást (ami már nem kör)
a jobboldali ábra mutatja, ahol az élek sorszámai 1-to˝l 12-ig terjednek.
.
1.7. Feladat. Fogalmazzuk meg az Euler-feltételt irányított gráfokra!
2. fejezet
Maximális folyam, minimális vágás
Ebben a fejezetben G = (P,E) egy irányított gráf, melynek n pontja és m éle van.
Feltételezzük, hogy van két kitüntetett pont. F ∈ P a forrás, Ny ∈ P a nyelo˝. A
forrásból csak kifelé mennek élek, a nyelo˝be pedig csak befelé. A többi n−2 pont
közönséges pont. Feltételezzük, hogy minden e = (i, j) élnek van egy pozitív
kapacitása, amit u(e)-vel, vagy uij-vel jelölünk. Tetszo˝leges i ∈ P pontra ki(i) vel
jelöljük az i-bo˝l kifelé mutató élek halmazát, be(i)-vel pedig a befelé mutató élek
halmazát.
2.1. Folyam és vágás
2.1. Definíció (lehetséges folyam). Lehetséges folyamnak vagy egyszeru˝en folyamnak
nevezünk egy x : E → R függvényt (vagy vektort), ha





x(e) = 0 minden közönséges i pontra. (2.2)
Az x(e) értéket az e él terhelésének nevezzük.
Eszerint az élek terhelései nemnegatívak, nem haladhatják meg a kapacitáso-
kat, és minden közönséges pontban teljesül az ún. egyensúlyi egyenlet, tehát a
kimeno˝ összeg azonos a bemeno˝ összeggel.
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értéket, tehát a forrásból kiinduló élek terheléseinek összegét.
A maximális folyam feladatban olyan lehetséges folyamot keresünk, amelyik-
nek az értéke maximális. Mivel a lehetséges folyam feltételrendszere egy korlátos
és zárt halmazt definiál, a folyam értéke ezen egy folytonos (lineáris) függvény,
a feladatnak mindig van megoldása. (Megjegyezzük, hogy a maximális folyam
létezését pusztán kombinatorikai eszközökkel is be lehet bizonyítani.[EK72])
2.3. Definíció (Vágás). Legyen adott pontoknak egy H ⊂ P részhalmaza, amelyik tar-
talmazza a forrást, de nem tartalmazza a nyelo˝t! A H ponthalmaz által meghatározott
vágásnak nevezzük a P = H ∪H partíciót, ahol H a H halmaz komplementere.
P = H ∪H, ahol H a H halmaz komplementere, (2.4)
F ∈ H , és Ny ∈ H (2.5)
Gyakran (kényelmi okokból) magát a H halmazt mondjuk vágásnak.
n pont esetén n− 2 pontról szabadon eldönthetjük, hogy a H halmazba vagy
annak komplementerébe tartozzon, ezért a vágások száma 2n−2.
2.4. Definíció (Vágás élei). Legyen adott a P = H∪H vágás! A vágás éleinek nevezzük
a H-ból H-ba mutató éleket.
H → H = {(i, j) ∈ E ∣∣ i ∈ H , és j ∈ H} (2.6)
Hangsúlyozzuk, hogy a H-ból H-ba mutató élek nem a vágás élei.
2.5. Definíció (Vágás kapacitása). Legyen adott P = H ∪ H vágás! A vágás kapaci-
tását úgy kapjuk, hogy a vágás éleinek kapacitásait összeadjuk.







A minimális vágás feladat úgy szól, hogy olyan vágást keresünk, melynek a
kapacitása minimális. Mivel a vágások száma véges, ennek a feladatnak is min-
dig van megoldása.
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Csoportosítsuk át a jobboldalon álló kifejezést élek szerint! Azoknak az éleknek
a terhelése, melyeknek mindkét végpontja a H − {F} halmazban van, 0 = 1 − 1
együtthatóval fog szerepelni, mert minden ilyen él a kezdo˝pontjából kifelé, és
a végpontjába befelé mutat. Tehát csak azok az élek maradnak meg, melyeknek
egyik végpontja aH−{F} halmazban, a másik pedig azon kívül található. Ezeket
az éleket három csoportra lehet bontani. Vannak az F-bo˝l (H − {F})-be mutató,











Egészítsük ki a jobboldali elso˝ összeget az F-bo˝l H-ba mutató élek terheléseivel,
ekkor az összes F-bo˝l kivezeto˝ él terhelésének összegét, tehát a folyam értékét
kapjuk. Egészítsük ki a jobboldali második összeget az F-bo˝l H-ba mutató élek
terheléseivel, ekkor az összesH-bólH-ba mutató él terhelésének összegét kapjuk.
A két kiegészítés kiejti egymást. A jobboldali harmadik szummában eleve az












Ezzel az állítást igazoltuk.
2.1. Következmény (folyam értéke). Tetszo˝leges x folyam esetén a folyam értéke azo-





Bizonyítás. A (2.8) egyenletben válasszuk a H = P − {Ny} vágást, ekkor H =
{Ny}, és H-ból egyáltalán nem indul ki él.
2.1. Tétel (gyenge dualitás). Tetszo˝leges x folyam értéke legfeljebb akkora, mint bárme-
lyik H vágás kapacitása.
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Ha az x folyam értéke azonos a H vágás kapacitásával, akkor az x folyam maximális, a
H vágás pedig minimális. Ilyenkor a H-ból H-ba mutató élek telítettek (x(e) = u(e)), a
H-ból H-ba mutató élek terhelése pedig 0.
Bizonyítás. A tétel állítása azonnal következik a (2.8) egyenlo˝ségbo˝l, hiszen az
ott szereplo˝ elso˝ szumma nyilvánvalóan nem haladja meg a vágás kapacitását,
ugyanakkor a második összeg, amit kivonunk, nyilvánvalóan nemnegatív. Egyen-
lo˝ség pontosan akkor van, ha az elso˝ szumma minden tagja eléri a felso˝ korlátot,
és a második összeg értéke 0.
2.2. A Ford-Fulkerson-algoritmus
A Ford-Fulkerson-algoritmus (ld. [FF56]) kiindulópontja egy tetszo˝leges x lehet-
séges folyam. Ezt a folyamot egy a forrást és a nyelo˝t összeköto˝ ún. lánc mentén
módosítjuk úgy, hogy a folyam értéke növekedjen, mindaddig, amíg ez lehetsé-
ges. A lánc pontokból és élekbo˝l áll. A pontok egy a forrástól a nyelo˝ig haladó
sorozatot alkotnak. Az élek két szomszédos pontot kötnek össze. Ha az él ala-
csonyabb sorszámú ponttól a magasabb sorszámú felé mutat, elo˝remutató élro˝l
beszélünk, ellenkezo˝ esetben az él hátramutató.
2.6. Definíció (Lánc). A maximális folyam feladat esetén láncnak nevezünk egy k + 1
pontból, és k élbo˝l álló G ′ = (P ′, E ′) részgráfot, ahol
P ′ = {p0, p1, p2, . . . , pk},
p0 = F , és pk = Ny,
E ′ = {e(1), e(2), ..., e(k)}, és minden i = 1, 2, . . . , k esetén
e(i) =
(pi−1, pi) vagy(pi, pi−1).
Elo˝remutatónak nevezzük az e(i) élt, ha pi−1-bo˝l pi-be mutat, hátramutató az e(i) él, ha
pi-bo˝l pi−1-be mutat.
A láncnak speciális esete az irányított út; ekkor mindegyik él elo˝re mutat.
Lánc mentén akkor lehet növelni egy elo˝remutató él terhelését, ha x(e) < u(e),
egy hátramutató él terhelését pedig akkor lehet csökkenteni, ha x(e) > 0. A 2.1. áb-
rán a folyamnak lánc mentén történo˝ javítása látható. Ezen az ábrán F, 1, 2, 3,Ny








2.1. ábra. Folyam javítása lánc mentén
egy lánc pontjai. Az (F, 1) (1, 2) és (3,Ny) élek elo˝remutatóak, ezeken a terhelést
d-vel növeljük. A (3, 2) él hátramutató, ezen d-vel csökkentjük a terhelést. A ka-
pott folyam ismét eleget tesz az egyensúlyi egyenleteknek, mert az 1-es pontban
a bemeno˝ összeg és a kimeno˝ összeg ugyanannyival no˝tt, a 2-es és 3-as pontok-
ban az elo˝jelváltásnak köszönheto˝en sem a bemeno˝ összeg sem pedig a kimeno˝
összeg nem változik. Ezt fogalmazza meg a következo˝ állítás.
2.2. Állítás. Tegyük fel, hogy a maximális folyam feladatban x egy lehetséges folyam, és
találtunk egy láncot, melyre
x(e) < u(e) a lánc elo˝remutató élein, és
x(e) > 0 a lánc hátramutató élein.
Legyen ε kis pozitív szám, és készítsük el az x′ folyamot a következo˝képpen:
x′(e) =

x(e) + ε a lánc elo˝remutató élein
x(e)− ε a lánc hátramutató élein
x(e) a láncon kívül
Ha ε elegendo˝en kicsi, akkor x′ is lehetséges folyam lesz, és v(x′) = v(x) + ε.
Bizonyítás. A láncnak egy éle indul ki a nyelo˝bo˝l, ez elo˝remutató, tehát a folyam
értéke ε-nal no˝. x′ azért marad lehetséges folyam mert elég kis ε esetén 0 ≤
x′(e) ≤ u(e) továbbra is teljesülni fog, másfelo˝l az egyensúlyi egyenletek minden
ε-ra érvényesek maradnak.
Most ismertetjük a maximális folyam és a minimális vágás elo˝állítására szol-
gáló Ford-Fulkerson-algoritmust. Az algoritmus egy tetszo˝leges lehetséges fo-
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lyammal indul, és ezt lánc mentén próbálja javítani. A lánc keresése címkézo˝ el-
járással történik. Elo˝ször csak a forrás kap címkét, utána a forrás bizonyos szom-
szédai, aztán a már megcímkézett pontok bizonyos szomszédai. Ha egy pont
címkét kap, akkor a forrásból addig a pontig lánc (pontosabban lánc-kezdemény)
mentén javítani lehetne a folyamot. Ha a nyelo˝ is címkét kap, akkor a folyamot
javítani tudjuk, és minden kezdo˝dik elölro˝l. Ha nem tudjuk megcímkézni a nye-
lo˝t, akkor - amint látni fogjuk - a folyam maximális, és a megcímkézett pontok
egy minimális vágásnak a H halmazát alkotják. A csúcsokhoz rendelt c(i) címke
azt jelzi, hogy maximálisan mekkora folyamérték-növekedést lehetne a forrás-
tól az i csúcsig tartó lánc-kezdemény mentén végigvezetni. Ezenkívül még egy
mennyiséget tartunk nyilván a csúcsoknál: p(i) azt mutatja, hogy a címkézés so-
rán honnan érkeztünk i-be (previous).
2.1. Algoritmus (Maximális folyam).
Start: x egy tetszo˝leges lehetséges folyam (például xij = 0
a hálózat minden (i, j) élére).
Az aktuális folyamhoz növelo˝ utat vagy láncot keresünk:
1)Egyik csúcs sem vizsgált, legyen F az egyetlen címkézett csúcs,
c(F) =∞ , p(F) =Gyökér , legyen továbbá i = F.
2) vizsgáljuk az i csúcsot, tehát
-minden olyan (i, j) élre, ahol j még címkézetlen és xij < uij ,
címkézzük meg a j csúcsot a következo˝képpen
c(j) := min(c(i), uij − xij), p(j) := i,
és az (i, j) él legyen elo˝remutató.
-minden olyan (j, i) élre, ahol j még címkézetlen és 0 < xji,
címkézzük meg a j csúcsot a következo˝képpen
c(j) := min(c(i), xji), p(j) := i,
és a (j,i) él legyen hátramutató.
Ezután az i csúcsot „vizsgált”nak nyilvánítjuk.
3a) Ha a 2) pontban címkét kapott a nyelo˝, akkor Ny-bo˝l a p(Ny),
p(p(Ny)), p(p(p(Ny))), ...pontokon a forrásig visszafelé haladva
megkapjuk azt az L láncot, melynek minden éle (p(j), j) vagy
(j, p(j)) alakú. Az L láncon az x folyam értékét elo˝remutató él










2.2. ábra. Maximális folyam példa
mentén c(Ny)-nyel növeljük, hátramutató él mentén c(Ny)-nyel
csökkentjük, majd visszatérünk az 1) pontra.
3b) Ha a nyelo˝ még nem kapott címkét, akkor keresünk egy címkézett,
de vizsgálatlan i csúcsot, és a 2) lépésre térünk vissza.
Ha nincs már címkézett, de vizsgálatlan csúcs, akkor
H legyen a megcímkézett csúcsok halmaza. Ezzel
P = H ∪H egy minimális vágás, az aktuális x folyam maximális,
és az algoritmus véget ér.
A 2)-es pontban szereplo˝ minimumokat a következo˝képpen lehet értelmezni.
c(i) az az érték, amekkora folyamérték-növekedést végig lehetne vezetni a for-
rástól az i pontig terjedo˝ lánc-kezdemény mentén az algoritmus eddigi lépései
szerint. Az (i, j) élen történo˝ terhelés-növelés felso˝ korlátja uij − xij . Az (i, j) él
segítségével ennek a két számnak a minimumát lehet a forrástól a j pontig vé-
gigvezetni, így kapjuk c(j)-t. Hasonlóan a (j, i) élen történo˝ terhelés-csökkentés
korlátja xji. A (j, i) él segítségével c(i)-nek és xji-nek a minimumát lehet a forrás-
tól a j pontig végigvezetni, így kapjuk c(j)-t.
2.1. Feladat. Kövessük végig a Ford-Fulkerson-algoritmust a 2.2. ábrán látható példán!
Az élek mellett látható számok az él kapacitását jelölik.
2.2. Tétel. Tegyük fel, hogy a Ford-Fulkerson-algoritmus a 3b) pontban ér véget. Ekkor
az aktuális x folyam maximális. Jelöljük H-val a megcímkézett pontok halmazát! Ezzel
P = H ∪ H egy minimális vágás, és a vágás kapacitása azonos a maximális folyam
értékével.
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Bizonyítás. A 3b) pontban úgy ér véget az algoritmus, hogy nincs megcímkézve
a nyelo˝, de természetesen meg van címkézve a forrás. Tehát F ∈ H , és Ny ∈ H .
Ha e = (i, j) a vágás éle, tehát i ∈ H és j ∈ H , akkor xij = uij , mert különben a
j pont is címkét kapott volna a 2) pontban. Tehát a vágás élei telítettek. Ugyan-
akkor ha az f = (j, i) élre j ∈ H és i ∈ H , akkor xij = 0, mert különben a j
pont is címkét kapott volna a 2) pontban. Tehát a H-ból H-ba mutató élek terhe-
lése 0. A 2.8. egyenlet következményeként az x folyam értéke azonos a H vágás
kapacitásával, tehát a 2.1 tétel miatt mindeketto˝ optimális.
Kombinatorikai szempontból alapveto˝ jelento˝ségu˝ a következo˝ egészértéku˝-
ségi tétel.
2.3. Tétel (Egészértéku˝ség). Tegyük fel, hogy a maximális folyam feladatban minden
él kapacitása pozitív egész szám. Ekkor a Ford-Fulkerson algoritmus véges számú lépés
után a 3b) pontban befejezo˝dik, és a kapott x maximális folyam is egész. (Tehát minden él
terhelése egész szám.)
Bizonyítás. A Ford-Fulkerson-algoritmusban csak összeadást és kivonást végzünk,
ezek pedig nem vezetnek ki az egész számok körébo˝l. A 3a) pontban a folyam
értékének növekedése is egész szám, tehát legalább 1. Ezért az algoritmus során
csak véges számú esetben kerül sor a 3a) lépésre, hiszen bármelyik vágás kapaci-
tása a folyamérték felso˝ korlátja.
Tanulságos dolog, hogy irracionális kapacitások esetén a Ford-Fulkerson-algoritmus
jelenlegi változata nem feltétlenül véges. Többek között Uri Zwick publikált egy
egyszeru˝ példát [Zwi95] arra, hogy az algoritmus során végtelen sokszor futunk
rá a 3a) pontra, so˝t a keletkezo˝ folyamok sorozata nem a maximális folyamhoz
konvergál. Ugyanakkor a Ford-Fulkerson algoritmus segítségével minden esetre
bizonyítható az ero˝s dualitás tétel.
2.4. Tétel (Ero˝s dualitás). A maximális folyam feladatban a maximális folyam értéke
egyenlo˝ a minimális vágás kapacitásával.
Bizonyítás. A Ford-Fulkerson-algoritmusban egy tetszo˝leges lehetséges folyamot
használhatunk induláskor. Legyen most az induló lehetséges folyam egy x ma-
ximális folyam. (Ilyen létezik, mert korlátos zárt halmazon folytonos függvény
felveszi a maximumát.) Ebben az esetben a 3a) pontra egyszer sem futunk rá,

























2.3. ábra. Egy maximális folyam feladat
mert a maximális folyam értéke nem növelheto˝. A 2) pontra legfeljebb annyi-
szor futunk rá, ahány pontja van a gráfnak. Tehát az algoritmus a 3b) pontban ér
véget, és a 2.2. tétel szerint megad egy minimális vágást is.
Megemlítjük, hogy ez az ero˝s dualitás tétel nem következik automatikusan a
klasszikus LP dualitásból, mert itt a maximális folyam probléma folytonos ugyan,
de a minimális vágás feladat diszkrét.
Feladat. Határozzunk meg egy maximális folyamot és egy minimális vágást a 2.3. ábrán
látható feladatban! Az élek mellett látható számok az él kapacitását jelölik.
Megoldás:


















A XX. századi gráfelmélet ünnepelt eredményei voltak Menger tételei, melyek
azért is figyelemreméltóak, mert itt a primál és a duál feladat is diszkrét, még-
is teljesül az ero˝s dualitás tétel, tehát a primál feladat maximuma azonos a du-
ál feladat minimumával. Menger eredeti publikációja 1927-ben jelent meg (ld.
[Men27]). Az eredmények egyaránt vonatkoznak irányított és irányítatlan grá-
fokra, ezért ebben az alfejezetben ezt a két típust felváltva használjuk. Legyen
rögzítve két kitüntetett pont, A és B! A maximumfeladat abból áll, hogy a két
pont között szeretnénk minél több pont-diszjunkt illetve él-diszjunkt utat találni.
Két út, melyek az A és B pontokat kötik össze, akkor él-diszjunkt, ha nincsenek
közös éleik. Hasonlóan azA ésB pontokat összeköto˝ két út akkor pont-diszjunkt,
ha nincsen közös belso˝ pontjuk, tehát nincs más közös pontjuk, mint az A és B
végpontok.
A minimumfeladat úgy szól, hogy minél kevesebb él elvágásával szeretnénk elér-
ni, hogy az A pont ne legyen összekötve a B ponttal. Analóg feladat, hogy minél
kevesebb pont kivágásával érjük el, hogy A ne legyen összekötve B-vel. Pont
kivágása esetén az összes olyan élt is el kell hagyni, melynek egyik végpontja a
kivágott pont. Pontok kivágása esetén csak akkor lehet A-t és B-t szétválasztani,
ha nincs A és B közötti él. Annak megfelelo˝en, hogy a gráf lehet irányított illetve
irányítatlan, valamint számolhatjuk az él-diszjunkt illetve pont-diszjunkt utakat,
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A C B
3.1. ábra. 5-szörösen (A, B) élösszefüggo˝, 1-szeresen (A, B) pontösszefüggo˝ gráf
4 Menger tétel következik, ezeket pedig 4 definíció elo˝zi meg.
3.1. Definíció (Irányítatlan élösszefüggo˝ség). Legyen adott egy G = (P,E) irányí-
tatlan gráf, A ∈ P és B ∈ P két különbözo˝ pont. Azt mondjuk, hogy a gráf k-szorosan
(A,B) élösszefüggo˝, ha bármely k− 1 él elhagyása esetén A és B még összekötheto˝ úttal.
3.2. Definíció (Irányítatlan pontösszefüggo˝ség). Legyen adott egy G = (P,E) irá-
nyítatlan gráf, A ∈ P és B ∈ P két különbözo˝ pont, és tegyük fel, hogy A és B nincs
éllel összekötve. Azt mondjuk, hogy a gráf k-szorosan (A,B) pontösszefüggo˝, ha bármely
k − 1 (A-tól és B-to˝l különbözo˝) pont kivágása esetén A és B még összekötheto˝ úttal.
A 3.1. ábrán látható gráf ötszörösen (A,B) élösszefüggo˝, mert bármelyik 4 él
elhagyása után A és Bmég összekötheto˝ úttal. Ugyanakkor a gráf csak egyszere-
sen (A,B) pontösszefüggo˝ (elegendo˝ a C pontot kivágni). Hasonló példa adható
irányított gráfokra is.
3.3. Definíció (Irányított élösszefüggo˝ség). Legyen adott egy G = (P,E) irányított
gráf, A ∈ P és B ∈ P két különbözo˝ pont. Azt mondjuk, hogy a gráf k-szorosan (A,B)
élösszefüggo˝, ha bármely k − 1 él elhagyása esetén A-ból B-be el lehet jutni irányított
úton.
3.4. Definíció (Irányított pontösszefüggo˝ség). Legyen adott egy G = (P,E) irányí-
tott gráf, A ∈ P és B ∈ P két különbözo˝ pont, és tegyük fel, hogy A-ból B-be nem vezet
él. Azt mondjuk, hogy a gráf k-szorosan (A,B) pontösszefüggo˝, ha bármely k− 1 (A-tól
és B-to˝l különbözo˝) pont kivágása esetén A-ból B-be még el lehet menni irányított úton.
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A k-szoros összefüggo˝ségbo˝l természetesen mind a négy esetben következik
a (k− 1)-szeres összefüggo˝ség. Ezért a gyenge dualitás tételeknek megfelelo˝ állí-
tásokat egyenlo˝tlenség formájában fogalmazzuk meg.
3.1. Állítás (Irányítatlan élösszefüggo˝ség). Legyen adott egy G = (P,E) irányítatlan
gráf, A ∈ P és B ∈ P két különbözo˝ pont. Ha A és B között létezik k darab él-diszjunkt
út, akkor a gráf legalább k-szorosan (A,B) élösszefüggo˝.
Bizonyítás. Egy él elhagyása a k darab él-diszjunkt út közül legfeljebb egyet tud
megszüntetni. (k−1) darab él elhagyása a k darab él-diszjunkt út közül legfeljebb
(k − 1)-et tud tönkretenni, tehát legalább egy út megmarad.
3.2. Állítás (Irányítatlan pontösszefüggo˝ség). Legyen adott egy G = (P,E) irányí-
tatlan gráf, A ∈ P és B ∈ P két különbözo˝ pont, és tegyük fel, hogy A és B nincs éllel
összekötve. Ha A és B között létezik k darab pont-diszjunkt út, akkor a gráf legalább
k-szorosan (A,B) pontösszefüggo˝.
Bizonyítás. Egy pont elhagyása a k darab pont-diszjunkt út közül legfeljebb egyet
tud megszüntetni. (k − 1) darab pont elhagyása a k db pont-diszjunkt út közül
legfeljebb (k − 1)-et tud tönkretenni, tehát legalább egy út megmarad.
Ugyanilyen egyszeru˝en igazolhatók az irányított gráfokra vonatkozó állítá-
sok.
3.3. Állítás (Irányított élösszefüggo˝ség). Legyen adott egy G = (P,E) irányított gráf,
A ∈ P ésB ∈ P két különbözo˝ pont. HaA-bólB-be létezik k darab él-diszjunkt út, akkor
a gráf legalább k-szorosan (A,B) élösszefüggo˝.
Az állítás azért igaz, mert (k − 1) darab él elhagyása a k darab él-diszjunkt út
közül legfeljebb (k − 1)-et tud megszüntetni, tehát legalább egy út megmarad.
3.4. Állítás (Irányított pontösszefüggo˝ség). Legyen adott egy G = (P,E) irányított
gráf, A ∈ P és B ∈ P két különbözo˝ pont, és tegyük fel, hogy A-ból B-be nem vezet él.
Ha A-ból B-be létezik k darab pont-diszjunkt út, akkor a gráf legalább k-szorosan (A,B)
pontösszefüggo˝.
Az állítás azért igaz, mert (k−1) darab pont elhagyása a k darab pont-diszjunkt
út közül legfeljebb (k − 1)-et tud megszüntetni, tehát legalább egy út megmarad.
Most következnek a Menger-tételek. A 4 tétel közül ketto˝t egy megfelelo˝ maxi-
mális folyam feladat konstrukciójával bizonyítunk. Javasoljuk, hogy az olvasó az
ismertetett technikák alkalmazásával bizonyítsa be a másik két tételt.
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3.1. Tétel (Irányítatlan él-Menger). Legyen adott egy G = (P,E) irányítatlan gráf,
A ∈ P és B ∈ P két különbözo˝ pont. Ha a gráf k-szorosan (A,B) élösszefüggo˝, akkor A
és B között létezik k darab él-diszjunkt út.
Bizonyítás. A G gráf A-tól és B-to˝l különbözo˝ pontjait közönséges pontoknak ne-
vezzük. A G gráfból készítünk egy G ′ irányított gráfot a következo˝képpen. G ′-nek
ugyanannyi pontja lesz, mint G-nek. A képe lesz a forrás, az itt végzo˝do˝ éleket a
forrásból kifelé irányítjuk. B képe a nyelo˝, az idefutó éleket a nyelo˝be befelé rá-
nyítjuk. Az eredeti gráf minden (i, j) közönséges pontokat összeköto˝ éle helyett
két irányított élt szerepeltetünk az új gráfban: ezek (i, j) és (j, i). Valamennyi él-
nek a kapacitása legyen 1.
Tekintsük a G ′-re vonatkozó maximális folyam feladatot! Mivel minden kapa-
citás egész szám, a Ford-Fulkerson algoritmussal egészértéku˝ maximális folya-
mot kapunk. Ebben minden él terhelése 0 vagy 1, hiszen az élek kapacitása 1.






tehát az élek terheléseinek összege minimális! Ezt a folyamot jelöljük x′-vel.
Az x′ folyamban nem fordulhat elo˝, hogy az (i, j) élnek és a (j, i) élnek egyaránt
1 a terhelése. Ekkor ugyanis minkét él terhelését levihetnénk 0-ra, továbbra is
egészértéku˝ maximális folyamot kapnánk, de az élek terheléseinek összege csök-
kenne. Az sem fordulhat elo˝, hogy egy K irányított kör valamennyi élén 1 a
terhelés. Ekkor ugyanis a kör valamennyi élének a terhelését levihetnénk 0-ra.
Egy irányított kör elkerüli a forrást és a nyelo˝t, tehát nem változna a folyam ér-
téke. Ugyanakkor a kör pontjain a bemeno˝ összeg és a kimeno˝ összeg egyaránt
1-gyel csökkenne, tehát továbbra is lehetséges folyamot kapnánk. Ez viszont el-
lentmond annak, hogy x′-ben az élek terheléseinek összege minimális volt.
Most belátjuk, hogy az x′ maximális folyam értéke legalább k. Tegyük fel in-
direkt módon, hogy a maximális folyam értéke és a minimális vágás kapacitása
legfeljebb k − 1. A minimális vágás is 1 kapacitású élekbo˝l áll, tehát a minimális
vágás kapacitása a vágás éleinek száma. Ha a minimális vágásnak csak k − 1 éle
volna, akkor ennek a k− 1 élnek k− 1 irányítatlan él felel meg az eredeti gráfban.
A k-szoros összefüggo˝ség miatt a k − 1 él elhagyása után is létezne a G gráfban
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egy S út, amelyik A-t B-vel köti össze. S pontjainak a képe az új gráfban legyen
az S ′ pontsorozat. S ′ a forrással kezdo˝dik, és a nyelo˝vel végzo˝dik, tehát van egy
olyan szakasz, ahol a pontsorozat átlép a vágás H halmazából a H-be. i ∈ H és
i+ 1 ∈ H esetén az (i, i+ 1) él is a vágás éle, ami a vágás k − 1 éléto˝l különbözik,
tehát lenne a vágásnak még egy éle, ami ellentmondás.
Ezek szerint a maximális folyam értéke legalább k. Így a forrásból legalább k
db olyan él indul, amelyiknek 1 a terhelése. Mindegyik ilyen élbo˝l egy i pon-
ton keresztül tovább lehet haladni egy másik 1 terhelésu˝ eredeti élre, mert az i
pontban a bemeno˝ összeg azonos a kimeno˝ összeggel. Az (i, j) 1 terhelésu˝ él-
bo˝l a j ponton keresztül tovább lehet haladni egy egy harmadikra, és így tovább,
mindaddig, amíg meg nem érkezünk a nyelo˝be. Egy ilyen út bejárása során nem
érkezhetünk ugyanennek az útnak korábban már érintett pontjába, mert akkor 1
terhelésu˝ élekbo˝l álló irányított kört kapnánk. Az is biztosítva van, hogy a for-
rásból különbözo˝ 1-terhelésu˝ élekkel indított utak él-diszjunktak lesznek, hiszen
minden él kapacitása 1. Tehát az x′ folyam G-beli vetülete is 0 vagy 1 értéku˝. G-
ben az 1 terhelésu˝ élek által kifeszített részgráf él-diszjunkt A -t és B-t összeköto˝
utakból áll, és ezek száma legalább k.
3.2. Tétel (Irányítatlan pont-Menger). Legyen adott egy G = (P,E) irányítatlan gráf,
A ∈ P és B ∈ P két különbözo˝ pont, és tegyük fel, hogy A és B nincs éllel összekötve.
Ha a gráf k-szorosan (A,B) pontösszefüggo˝, akkor A és B között létezik k darab pont-
diszjunkt út.
3.1. Feladat. Bizonyítsuk be az irányítatlan pont-Menger-tételt!
Most az irányított gráfokra vonatkozó Menger-tételek következnek.
3.3. Tétel (Irányított él-Menger). Legyen adott egy G = (P,E) irányított gráf, A ∈ P
és B ∈ P két különbözo˝ pont. Ha a gráf k-szorosan (A,B) élösszefüggo˝, akkor A-ból
B-be létezik k darab él-diszjunkt irányított út.
3.2. Feladat. Bizonyítsuk be az irányított él-Menger-tételt!
3.4. Tétel (Irányított pont-Menger). Legyen adott egy G = (P,E) irányított gráf,
A ∈ P és B ∈ P két különbözo˝ pont, és tegyük fel, hogy A-ból B-be nem vezet él. Ha a
gráf k-szorosan (A,B) pontösszefüggo˝, akkor A-ból B-be létezik k darab pont-diszjunkt
irányított út.










3.2. ábra. Irányított pont-Menger-konstrukció
Bizonyítás. A G gráfból elhagyhatjuk az A-ba mutató és a B-bo˝l induló éleket,
ezek ugyanis nem befolyásolják A-ból B-be vezeto˝ utak számát. A kapott grá-
fot továbbra is G-vel jelölük, ez is k-szorosan (A,B) pont-összefüggo˝. A G gráf
A-tól és B-to˝l különbözo˝ pontjait közönséges pontoknak nevezzük. Készítünk
egy nagyobb G ′ gráfot a következo˝képpen. Az eredeti gráf minden közönséges i
pontja helyett az új gráfnak két pontja lesz: i1 és i2. A 3.2. ábrán látható módon
i1-bo˝l i2-be egy új él mutat, ennek a kapacitása 1. Az eredetileg i be mutató G-beli
élek képe i1-be mutat, az eredetileg i-bo˝l induló élek képe G ′-ben i2-bo˝l indul ki.
Ezeket régi éleknek nevezzük. A régi élek kapacitása 2. G ′-ben szerepel a két ki-
tüntetett pont képe is, az A pont képe lesz a forrás, és a B pont képe lesz a nyelo˝.
Tekintsük a G ′-re vonatkozó maximális folyam feladatot! Mivel minden kapaci-
tás egész szám, a Ford-Fulkerson algoritmussal egészértéku˝ maximális folyamot
kapunk, ezt jelöljük x-szel. Ebben az új élek terhelése 0 vagy 1, hiszen az új élek
kapacitása 1. Az eredeti gáfban nem voltA-bólB-be mutató él, ezért az új gráfban
minden eredeti él vagy egy i1 pontba mutat, vagy valamelyik i2 pontból indul ki.
A folyamegyensúlyi egyenletek miatt a 3.2. ábrán látható módon i1-ben a kimeno˝
összeg 0 vagy 1, tehát a bemeno˝ összeg is 0 vagy 1. Hasonlóan i2-ben a bemeno˝
összeg 0 vagy 1, tehát a kimeno˝ összeg is 0 vagy 1. Ez azt jelenti, hogy minden
eredeti él terhelése 0 vagy 1, tehát a 2 kapacitás nem érheto˝ el, az eredeti élek nem
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telítettek. Az is látszik,hogy minden i1 pontba legfeljebb egy olyan él fut, aminek
1 a terhelése, és minden i2 pontból legfeljebb egy olyan él megy ki, aminek 1 a
terhelése. Ha az i1 pontba bemegy egy 1 terhelésu˝ él, akkor (i1, i2) terhelése is 1,
tehát i2-bo˝l kimegy egy 1 terhelésu˝ él.
Most belátjuk, hogy a maximális folyam értéke legalább k. Tegyük fel indirekt
módon, hogy a maximális folyam értéke és a minimális vágás kapacitása legfel-
jebb k − 1. A minimális vágás csupa új élbo˝l áll, mert a minimális vágás élei
telítettek, és ez eredeti éllel nem fordulhat elo˝. A minimális vágás kapacitása a
vágás éleinek száma. Ha a vágásnak csak k − 1 éle volna, akkor ennek a k − 1 él-
nek k−1 közönséges pont felel meg az eredeti gráfban. A k-szoros összefüggo˝ség
miatt a k−1 pont kivágása után is létezne a G gráfban egy S irányított út, amelyik
A-ból B-be vezet. S képe az új gráfban legyen S ′. S ′ a forrásból a nyelo˝be vezeto˝
irányított út, ami elkerüli a minimális vágás k − 1 élét. De az S út is áthalad a
vágás H halmazából a H-be, tehát az S úton lenne a vágásnak még egy éle, ami
ellentmondás.
Tehát a maximális folyam értéke legalább k. Ezek szerint a forrásból legalább k
db olyan él indul, amelyiknek 1 a terhelése. Mindegyik ilyen élbo˝l az i1 és i2
pontokon keresztül tovább lehet haladni egy másik 1 terhelésu˝ eredeti élre, abból
egy harmadikra, és így tovább, mindaddig, amíg meg nem érkezünk a nyelo˝be.
Egy ilyen út bejárása során nem érkezhetünk korábban már érintett i1 pontba,
mert (i1, i2) kapacitása 1. Ugyanez biztosítja azt is, hogy a forrásból különbözo˝ 1-
terhelésu˝ élekkel indított utak pont-diszjunktak lesznek. Tehát a maximális egész
folyam G-beli vetülete is 0 vagy 1 értéku˝. G-ben az 1 terhelésu˝ élek által kifeszített
részgráf pont-diszjunkt A-ból B-be vezeto˝ irányított utakból áll, és ezek száma
legalább k.
3.2. A Ko˝nig-tétel
Ebben az alfejezetben G = (A,B;E) egy irányítatlan páros gráf, A és B a két disz-
junkt ponthalmaz, P = A ∪ B a pontok, E az élek halmaza. Például A lehet egy
gimnáziumi osztályból a fiúk halmaza, B ugyanebbo˝l az osztályból a lányoké, és
az élek azt jelzik, hogy méretük és egyéb adottságaik folytán melyik fiú melyik
lánnyal indulhat egy táncversenyen.
3.5. Definíció (független élek). Egy irányítatlan gráfban két él független, ha nincs








3.3. ábra. Független élek és lefogó pontok páros gráfban
közös végpontjuk. Éleknek egy X halmaza akkor független, ha bármely két X-beli él
független. A független élhalmazokat párosításnak nevezzük.
Alapveto˝ feladat, hogy minél több független élt találjunk, tehát maximális pá-
rosítást keressünk. A gimnáziumi példában ez azt jelenti, hogy az osztály minél
több párt akar a táncversenyen indítani.
3.6. Definíció (lefogó pontok). Egy pont lefogja azokat az éleket, melyeknek az egyik
végpontja a szóbanforgó pont. Egy Q ⊂ P pontrendszer azokat az éleket fogja le, melyek-
nek legalább az egyik végpontja Q-ban van.
A P ponthalmaz nyilvánvalóan lefogja az összes élt. Érdekes feladat az, hogy
minél kevesebb ponttal fogjuk le a gráf összes élét. A gimnáziumi osztállyal kap-
csolatos példában ezt úgy lehet elképzelni, hogy egy konkurrens osztály tanulói
meg akarják akadályozni, hogy az osztály akár csak egy párt is el tudjon indí-
tani a táncversenyen. Céljukat bizonyos fiúk és lányok bokánrúgásával akarják
elérni, és humanitárius okokból minél kevesebb bokarúgással akarják a feladatot
megoldani.
A 3.3. ábrán egy páros gráfot látunk. Az (a1, b2) és (a2, b3) élek függetlenek,
de három független élt nem találunk. Ugyanakkor a1 és b3 két pont, és ezek va-
lamennyi élt lefogják.
A független élek számának maximalizálása illetve a lefogó pontok számának mi-
nimalizálása egy tipikus dualitás-szituáció. Most is igaz, hogy a maximumfeladat
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célfüggvénye nem haladhatja meg a minimumfeladat célfüggvényét. Ez az állítás
nem csak páros gráfokra érvényes.
3.5. Állítás. Legyen G = (P,E) egy irányítatlan gráf, F ⊂ E egy független élekbo˝l álló
halmaz, Q ⊂ P pedig egy lefogó pontrendszer. Ekkor
|F | ≤ |Q| (3.1)
Tehát a független élek maximális száma nem haladhatja meg a lefogó pontok minimális
számát.
Bizonyítás. Pusztán az F -beli élek lefogásához szükség van annyi pontra, ahány
él van F -ben, mert egy pont sem tud két független élt lefogni, hiszen két független
élnek nincs közös végpontja. Valamennyi él lefogásához legalább |F | db pontra
van szükség.
A kombinatorika klasszikus eredménye az a Ko˝nig Dénesto˝l származó tétel
([Ko˝n31]), mely szerint páros gráf esetén a független pontok maximális száma
azonos a lefogó pontok minimális számával. Ezt az eredményt a könyv különbö-
zo˝ fejezeteiben különbözo˝ módszerekkel fogjuk bizonyítani. Itt természetesen a
Ford-Fulkerson-algoritmust használjuk.
3.5. Tétel (Ko˝nig Dénes). Legyen G = (A,B;E) egy irányítatlan páros gráf. Ekkor a
független élek maximális száma azonos a lefogó pontok minimális számával.
Bizonyítás. Jelöljük a független élek maximális számát fmax-szal, a lefogó pontok
minimális számát lmin-nel. Készítünk egy G ′ irányított gráfot a következo˝képpen.
G éleit A-ból B-be irányítjuk, ezek lesznek az eredeti élek. A pontok halmazát
kiegészítjük egy F forrással és egy Ny nyelo˝vel. F-bo˝l egy-egy irányított élt in-
dítunk A pontjaiba, B pontjaiból pedig egy-egy irányított élt indítunk a nyelo˝be.
Ezeket hívjuk mesterséges éleknek. Minden mesterséges él kapacitása 1 lesz, az
eredeti élek kapacitása pedig 2. A 3.4. ábrán egy páros gráfból származtatott
maximális folyam feladatot látunk. A forrásból az A halmazba mutató illetve a
B halmazból a nyelo˝be mutató ún. mesterséges élek kapacitása 1, ugyanakkor
valamennyi eredeti él kapacitása 2. Ezekután tekintjük a G ′ gráffal kapcsolatos
maximális folyam feladatot.
Az élek kapacitásai egészek, tehát a Ford-Fulkerson-algoritmus egészértéku˝ ma-
ximális folyamot ad eredményül. Ezt jelöljük x-szel. x-ben minden él terhelése 0



















3.4. ábra. Páros gráfhoz rendelt maximális folyam feladat
vagy 1, hiszen mesterséges éleken 1 a felso˝ korlát, eredeti éleken pedig a 2 felso˝
korlát nem érheto˝ el. Ennek az az oka, hogy A-beli pontban a bemeno˝ összeg
legfeljebb 1, ezért a kimeno˝ összeg is legfeljebb 1. Hasonlóan B-beli pontban a
bemeno˝ összeg is legfeljebb 1, tehát az 1 terhelésu˝ eredeti élek függetlenek. Talál-
tunk annyi független eredeti élt, amennyi az x folyam értéke, tehát
v(x) ≤ fmax
Most belátjuk a fordított irányú egyenlo˝tlenséget, tehát azt, hogy fmax ≤ v(x).
Legyen X ⊂ E egy maximális számú független eredeti élbo˝l álló halmaz, és defi-
niáljuk az y folyamot a következo˝képpen:
y(e) =

1 ha e egy X-beli eredeti él,
1 ha e F-bo˝l egy X-beli él A-beli végpontjába mutat,
1 ha e egy X-beli él B-beli végpontjából Ny-be mutat,
0 egyébként.
Ekkor y egy lehetséges folyam, aminek az értéke X éleinek száma. Tehát v(x) ≥
v(y) = fmax. Ezek szerint az x maximális folyam értéke egyenlo˝ a független élek
maximális számával.
v(x) = fmax
Most megmutatjuk, hogy a minimális vágás kapacitása a lefogó pontok minimális
számával azonos. Legyen A∪B = H ∪H a Ford-Fulkerson algoritmus által szol-
gáltatott miniális vágás! A vágás élei telítettek, tehát a vágás élei kivétel nélkül























3.5. ábra. Minimális lefogó pontrendszer és minimális vágás
mesterséges élek, mert az eredeti élek terhelése nem éri el a 2-t. A vágás élei vagy
F-bo˝l A-ba vagy B-bo˝l Ny-be mutatnak. A vágás éleinek A-beli végpontjaiból
álló ponthalmaz legyen V (A), a vágás éleinek B-beli végpontjaiból álló ponthal-
maz peig legyen V (B)! Azt állítjuk, hogy V (A) ∪ V (B) lefogja az eredeti páros
gráf éleit.
Valóban, tegyük fel, hogy a ∈ (A − V (A)), b ∈ (B − V (B)), és (a, b) a G gráf éle!
Ekkor G ′-ben elmehetünk a forrásból a nyelo˝be az {F, a, b,Ny} útvonal mentén.
Eközben a vágás H halmazából átlépünk H-be, tehát az útvonal három éle közül
valamelyik a vágás éle lenne. Ez azonban nem lehetséges, mert a vágás élei telí-
tettek.
Tehát V (A)∪ V (B) egy lefogó pontrendszer, az ebben lévo˝ pontok száma a mini-
mális vágás éleinek a száma, az pedig a minimális vágás kapacitása, mert a vágás
éleinek kapacitása 1. Ezzel beláttuk, hogy
lmin ≤ u(H → H) = v(x) = fmax
Ezt a (3.1) egyenlettel összevetve
lmin = fmax
adódik.
A 3.5. ábrán a minimális vágás H halmazának pontjait aláhúzással jelöltük,
tehát H = {F, a2, a3, b3}. A vágás élei az (F, a1) és (b3, Ny) élek, ezeket vastag
nyilak ábrázolják. A vágás éleihez tartozó eredeti pontok –tehát a1 és b3 – egy
minimális lefogó pontrendszert alkotnak. Az ábrából kiolvasható a minimális
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vágás H halmazára vonatkozó szabály:
H = F ∪ (A− V (A)) ∪ V (B) (3.2)
H = V (A) ∪ (B − V (B)) ∪Ny (3.3)
Megemlítjük még, hogy nempáros gráf esetén a független élek maximális száma
gyakran kisebb a lefogó pontok minimális számánál. Például a 3 pontú teljes gráf
esetén fmax = 1, de lmin = 2.
3.3. Teljes párosítások páros gráfban
A Ko˝nig-tételnek számos híres következménye van, ezeknek egy jelento˝s része
teljes párosításokra vonatkozik.
3.7. Definíció (Teljes párosítás). Legyen adott egy G = (P,E) irányítatlan gráf. Teljes
párosításnak nevezünk egy X ⊂ E élhalmazt, ha a gráf minden pontja pontosan egy
X-beli élnek végpontja. A teljes párosítást 1-faktornak is szokták nevezni.
Két X-beli él ezek szerint nem találkozhat, tehát a teljes párosítás független
élekbo˝l áll. X párokba rendezi a gráf pontjait, tehát ilyenkor a pontok száma
páros. Egy G = (A,B;E) páros gráf esetén a teljes párosítás A-beli pontokat B-
beli pontokkal köt össze, állít párba. Ezért ilyenkor A és B ugyanannyi pontból
áll. |A| = |B| = n esetén (n, n)-pontú páros gráfról beszélünk.
3.8. Definíció (ponthalmaz szomszédai). A G = (P,E) irányítatlan gráfban a Q ⊂
P ponthalmaz szomszédai azokból a Q-n kívüli pontokból állnak, melyek Q valamely
pontjával szomszédosak. A Q halmaz szomszédainak halmazát N(Q)-val jelöljük.
N(Q) =
{
p ∈ (P −Q) ∣∣∃q ∈ Q, (p, q) ∈ E}
A következo˝ eredmény szükséges és elégséges feltételt ad arra nézve, hogy
egy (n, n)-pontú páros gráfban létezzen teljes párosítás.
3.6. Tétel (Hall-tétel). Legyen adott egy G = (A,B;E) irányítatlan (n, n)-pontú páros
gráf. G-ben pontosan akkor létezik teljes párosítás, ha tetszo˝leges C ⊂ A ponthalmaz
esetén
|N(C)| ≥ |C|
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Bizonyítás. Ha létezik teljes párosítás akkor ennek az élei C pontjaihoz ugyan-
annyi szomszédot biztosítanak a másik oldalról, ahány pontja van C-nek. Másfe-
lo˝l tegyük fel, hogy G-ben nincs teljes párosítás. Ekkor a független élek maximális
száma n-nél kevesebb, tehát a Ko˝nig-tétel miatt a lefogó pontok minimális száma
is kisebb, mint n. Legyen C ∪D egy minimális lefogó pontrendszer, ahol
C ⊂ A , D ⊂ B, és |C|+ |D| < n
A−C minden szomszédja D-ben van, hiszen az (A−C)-bo˝l induló éleket C nem
tudja lefogni. De |A−C| = n− |C| > |D|. Ez viszont azt jelentené, hogy az A−C
ponthalmaznak kevesebb szomszédja van, mint ahány pontja, ami ellentmond a
tétel feltevésének.
Teljes párosítás létezésének elégséges feltétele az, hogy a páros gráf k-reguláris.
3.9. Definíció (k-reguláris gráf). Legyen adott egy G = (P,E) irányítatlan gráf, és egy
k pozitív egész szám. G k-reguláris, ha minden pont foka k.
Ha a G = (A,B;E) páros gráf k-reguláris, akkor A ugyanannyi pontból áll,
mint B, hiszen az élek száma egyik oldalról k × |A|, másik oldalról k × |B|.
3.7. Tétel (1-faktorok uniója). Legyen adott egy G = (A,B;E) irányítatlan (n, n)-
pontú páros gráf, és tegyük fel, hogy G k-reguláris. Ekkor létezik X ⊂ E teljes párosítás,
so˝t a gráf éleinek halmaza k darab teljes párosítás uniója.
E = X(1) ∪X(2) ∪ . . . ∪X(k) ,
ahol X(1), X(2), . . . , X(k) k darab teljes párosítás.
Bizonyítás. Legyen C ⊂ A egy ponthalmaz. C-bo˝l k × |C| él indul ki. Ezeket az
éleket a másik oldalon legalább |C| pont fogadja, mert ha ennél kevesebb pont
fogadná, akkor lenne olyan pont, amibe legalább k+1 él fut. Tehát C szomszéda-
inak száma legalább |C|. A Hall-tétel szerint van X ⊂ E teljes párosítás. Hagyjuk
el a gráfból X éleit, ekkor (k − 1)-reguláris gráfot kapunk, amire indukcióval al-
kalmazható a tétel. k = 1 esetén a tétel állítása nyilvánvaló.
3.3. Feladat. k-reguláris páros gráfban bizonyítsuk be a teljes párosítás létezését közvet-
lenül a Ko˝nig-tételbo˝l (a Hall-tétel nélkül)!
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4. fejezet
Párosítások páros gráfban
Ebben a fejezetben G = (A,B;E) egy irányítatlan páros gráf, A és B a két disz-
junkt ponthalmaz, P = A∪B a pontok, E az élek halmaza. A gráf párosításainak
szisztematikus tanulmányozásával foglalkozunk. X-szel jelölve egy párosítást
megállapíthatjuk, hogy X független élekbo˝l áll, és az X-beli élek által kifeszített
részgráfban minden P -beli pont foka 0 vagy 1.
4.1. Optimalitási kritérium
4.1. Definíció (fedetlen pont). Az X párosítás lefedi a p pontot, ha p X valamelyik
élének végpontja. Ellenkezo˝ esetben a p pont (X által) fedetlen.
Általában nem fér kétség ahhoz, hogy X melyik párosítás, ilyenkor egyszeru˝-
en fedetlen pontról beszélünk.
4.2. Definíció (alternáló út). Legyen G = (P,E) egy irányítatlan gráf, X ⊂ E pedig
egy párosítás. Egy útX-alternáló, ha az út élei felváltvaX-hez tartozó illetveX-en kívüli
élek.
Amikor egyértelmu˝, hogy melyik párosításról van szó, egyszeru˝en alternáló
útról beszélünk.
4.3. Definíció (javító út). Legyen G = (P,E) egy irányítatlan gráf, X ⊂ E pedig
egy párosítás. X-javító útnak nevezünk egy olyan alternáló utat, amelyiknek mindkét
végpontja (X által) fedetlen.
Amikor egyértelmu˝, hogy melyik párosításról van szó, egyszeru˝en javító útról
beszélünk. Javító út mentén megtehetjük, hogy X éleit a párosításból kivesszük,
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4.1. ábra. Javítás javító út mentén
az X-en kívüli éleket pedig a párosításba betesszük. Eredményképpen olyan él-
halmazt kapunk, ahol továbbra is minden pont foka legfeljebb 1, tehát egy új
párosítást kapunk, és ennek az eredetinél eggyel több éle lesz. Figyelemreméltó,
hogy az új párosítás élei lefedik mindazokat a pontokat, melyeket a régi párosí-
tás lefedett. A javító útnak fontos tulajdonsága, hogy pontjai az egyik végpontból
páros, a másik végpontból pedig páratlan hosszúságú X-alternáló úttal érheto˝ek
el. A 4.1. ábra a javítás folyamatát ábrázolja. Az ábrán a párosítás éleit vastag
vonallal, a többi élt vékony vonallal jelöljük. Baloldalon az 1-es és a 6-os pont
fedetlen, ezeket egy X-alternáló út köti össze. Az út mentén felcseréljük az X-
beli és az X-en kívüli éleket, így kapjuk a jobboldalon látható új párosítást. Az
új párosításban eggyel több él van, mint a régiben. Az új párosítás élei lefedik
mindazokat a pontokat, melyeket a régi párosítás lefedett.
Most megfogalmazunk egy optimalitási kritériumot, ami nem csak páros gráfban
érvényes, ezért a 6. fejezetben is használni fogjuk.
4.1. Tétel (Optimalitási kritérium). Legyen G = (P,E) egy irányítatlan gráf, X ⊂ E
pedig egy párosítás. X pontosan akkor maximális, ha a G gráfban nem létezik X-javító
út.
Bizonyítás. Ha van X-javító út, akkor ezen az úton az X-beli és az X-en kívüli
éleket felcserélve olyan új párosítást kapunk, aminek 1-gyel több éle van, tehát X
nem volt maximális.
Másfelo˝l tegyük fel, hogy X nem maximális, ezért létezik olyan Y párosítás,
melynek több éle van, tehát
|X| < |Y |
Jelöljük G ′-vel az X ∪ Y élhalmaz által feszített részgráfot! Ez a részgráf biztosan
nem összefüggo˝, ha X-nek és Y -nak van közös éle, mert minden ilyen e él G ′-
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ben egy két pontból és egy élbo˝l álló összefüggo˝ komponens. G ′-ben minden
pont foka legfeljebb 2, hiszen a fokszámhoz X és Y egyaránt legfeljebb 1-gyel
tud hozzájárulni. Ha egy pont foka 2, akkor ebben a pontban 1 db X-beli és
1 db Y -beli él találkozik. Mindezt összevetve a G ′ gráf mindegyik összefüggo˝
komponense az alábbi három típus valamelyikébe tartozik.
1) szeparált e él, ahol e ∈ X ∩ Y
2) páros hosszúságú X − Y − alternáló kör
3) X − Y − alternáló út
A szeparált él X-ben és Y -ban is benne van, ezért egyik végpontjához sem
csatlakozhat sem X-beli, sem Y -beli él. Az X − Y−alternáló kör és út élei felvált-
va vannak X-ben illetve Y -ban. Hangsúlyozzuk, hogy egy X − Y−alternáló kör
az alternálás ténye miatt akkor is páros hosszúságú, ha egyébként a gráf nempá-
ros.
Az elso˝ két típusú részgráfban X-nek és Y -nak ugyanannyi éle van. Ezért |X| <
|Y | csak a harmadik típusban teljesülhet, mégpedig úgy, hogy egyX−Y−alternáló
út összefüggo˝ komponens G ′-ben, és az út mindkét végén Y -beli él található. Ek-
kor ennek az útnak minkét végpontja X által fedetlen, tehát az út X-javító.
Egy fontos következményt említünk, amelyik az optimalitási kritériumhoz
hasonlóan nemcsak páros gráfban érvényes.
4.1. Következmény. Legyen G = (P,E) egy irányítatlan gráf, X ⊂ E pedig egy páro-
sítás. Ekkor létezik G-ben olyan X∗ maximális párosítás, amelyik lefedi az X által fedett
pontokat. Ha i ∈ P nem izolált pont (, tehát létezik belo˝le kiinduló él) , akkor létezik
G-ben olyan X∗ maximális párosítás, amelyik az i pontot lefedi.
Bizonyítás. A javító út mentén történo˝ javítások során az új párosítás lefedi a régi
által fedett pontokat, ugyanakkor több éle van, mint az elo˝zo˝nek. Javító utak
mentén történo˝ javítások során elo˝bb-utóbb maximális X∗ párosításhoz jutunk
(ld. 4.1. tétel). Az állítás második része abból következik, hogy ha i nem izolált,
akkor létezik i-bo˝l induló él. Egy ilyen él lehet az X párosítás.
Tehát eljutottunk odáig, hogy ha valaki (egy pont) bekerült egy párosításba,
akkor maximális párosításba is be tud kerülni. Ehhez hasonló eredmény követ-
kezik, ezúttal kimondottan páros gráfokra.



















4.2. ábra. X-Y alternáló utak
4.2. Tétel (Mendelsohn-Dulmage). Legyen adott egy G = (A,B;E) irányítatlan pá-
ros gráf, valamintX és Y két párosítás. Ekkor létezik olyan Z ⊂ X∪Y párosítás amelyik
lefedi az X által fedett A-beli és az Y által fedett B-beli pontokat.
Bizonyítás. A 4.1. tétel bizonyításához hasonlóan tekintsük az X ∪ Y élhalmaz ál-
tal kifeszített G ′ részgráf összefüggo˝ komponenseit. Mindegyik komponensben
választani fogunk X és Y közül úgy, hogy a kiválasztott párosítás élei az adott
komponensben lefedjék az X által fedett A-beli és az Y által fedett B-beli pon-
tokat. A kiválasztott párosítás komponensbeli élei alkotják az adott komponens-
ben a Z párosítást. Ugyanúgy, mint a 4.1. tétel bizonyításában, megállapíthatjuk,
hogy mindegyik komponens az alábbi három típus valamelyikéhez tartozik.
1) szeparált e él, ahol e ∈ X ∩ Y
2) páros hosszúságú X − Y − alternáló kör
3) X − Y − alternáló út
Az elso˝ két típusnál X élei lefedik valamennyi Y által fedett pontot, és fordítva,
tehát mindegy, hogy X és Y közül melyiket választjuk. Amikor az összefüggo˝
komponens egy X − Y−alternáló út, akkor elo˝fordulhat, hogy az út mindkét
végenX-beli él áll, vagy az út mindkét végén Y éle található. Az elso˝ esetben Z =
X a helyes választás, mert X élei egy ilyen komponensben valamennyi Y által
fedett pontot lefedik. Hasonlóan a második esetben Z = Y a helyes választás.
Már csak az a két eset maradt hátra, amikor az összefüggo˝ komponens egy
X − Y−alternáló út, melynek az egyik végén X-beli, a másik végén Y -beli él





















4.3. ábra. X-alternáló fák
áll. A 4.2. ábra bal oldalán látható esetben Z = X-et kell választani, mert X élei
az adott komponensben lefedik az Y által fedett B-beli pontokat. Az ábra jobb
oldalán látható esetben Y élei fedik le az adott komponensben X által fedett A-
beli pontokat, tehát Z = Y a helyes választás.
Megemlítjük következo˝ alkalmazást: A a munkavállalók, B a feladatok hal-
maza. A szakszervezet sorba rendezi a munkavállalókat, és a sor elejéro˝l akar
foglalkoztatni annyit, amennyi csak lehetséges. A cégvezetés a feladatokat rende-
zi sorba, és ennek a sornak az elejéro˝l akar minél több feladatot kiosztani. Ekkor
van olyan maximális párosítás, amelyik a szakszervezeteknek és a cégvezetésnek
is megfelel.
4.4. Definíció (X-alternáló fa). Legyen G = (P,E) egy irányítatlan gráf, X ⊂ E pedig
egy párosítás. X-elternáló fának nevezünk egy fát, ha
A fában pontosan egy X által fedetlen pont van, ez a gyökér.
A fa bármely másik pontjából a gyökérbe vezeto˝ út X−alternáló.
A 4.3. ábrán 4 db X-alternáló fát (és még 3 X-beli élt) láthatunk. A párosítás
éleit vastag vonallal, a többi élt vékony szaggatott vonallal jelöljük. A négy X-
alternáló fa, 4 db A-beli fedetlen pontban gyökerezik. Balról az elso˝ pusztán a
gyökérbo˝l áll. A második 11 pontból és 10 élbo˝l áll. Ebben a fában a párosításnak
5 éle található, és a B-beli pontok száma is 5.
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4.2. Maximális párosítás páros gráfban algoritmus
Az a cél, hogy találjunk maximális számú független élt és minimális számú lefo-
gó pontot. Az algoritmus egy tetszo˝leges X párosítással indul. Ha A-ban nincs
X által fedetlen csúcs, a párosítás maximális, és az A halmaz egy minimális lefo-
gó pontrendszer. Egyébként mindegyik A-beli fedetlen csúcshoz összegyu˝jtjük,
és megcímkézzük azokat a csúcsokat, ahova X-alternáló úton el lehet jutni. Ha
B-beli fedetlen csúcshoz jutunk, akkor van javító út. A-beli fedetlenhez nem ju-
tunk, mert B-bo˝l A-ba mindig párosítás-éllel jövünk vissza. Ha nem jutunk B-
beli fedetlenhez, és nem lehet már új csúcsot megcímkézni, akkor minden A-beli
fedetlen pontból, mint gyökérbo˝l, felépült egy X-alternáló fa. (A címkézés során
mindig olyan csúcsba megyünk, amelyik még nem volt megcímkézve). Ezeknek
a fáknak a csúcsai vannak megcímkézve, a többi címkézetlen. Ilyenkor már nincs
X-javító út, tehát X egy maximális párosítás. Az A-beli fákon kívüli csúcsok,
valamint a B-beli valamelyik fához tartozó csúcsok minimális lefogó rendszert
alkotnak.
4.1. Algoritmus (Maximális párosítás páros gráfban).
Start: G = (A,B;E) a páros gráf, X egy tetszo˝leges párosítás.
Egyik csúcs sincs megcímkézve. Egyik csúcs sem vizsgált.
1)Valamennyi A-beli (X által) fedetlen csúcs megkapja
a Gy címkét (gyökér). Ha nincs ilyen csúcs, a 3b)
pontra megyünk. Egyébként i legyen egy ilyen csúcs.
2a)Megvizsgáljuk az i csúcsot (i ∈ A)a következo˝képpen:
Valamennyi (i, j) ∈ X élre, ahol j még címkézetlen
-Ha j fedetlen, a j csúcs az i címkét kapja,
és 3a) következik.
-Ha j fedett, a j az i címkét kapja, és a j-t fedo˝
X-beli él másik (A-ban lévo˝) k végpontja a
"j" címkét kapja.
Ezután az i csúcsot „vizsgált”nak nyilvánítjuk.
2b)Keresünk egy i ∈ A címkézett, de még vizsgálatlan csúcsot,
és visszatérünk a 2a) lépésre.
Ha nincs A-beli címkézett, de vizsgálatlan csúcs,
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akkor 3b) következik.
3a)(Javítás) Találtunk egy javító utat, ami B-ben végzo˝dik.
Ezt a j csúcsból a címkék szerint visszalépve kapjuk meg,
az út kezdo˝ csúcsának címkéje Gy. Elvégezzük a javítást.
Minden csúcstól elvesszük a címkét. Egyik csúcs sem vizsgált.
Az 1) lépés következik.
3b)(Optimum) A címkézés befejezo˝dött, nincs javító út,
az aktuális X párosítás maximális.
Legyen C ⊂ A ∪B a címkével ellátott csúcsok halmaza.
Ekkor Q = (A− C) ∪ (B ∩ C) egy minimális lefogó pontrendszer,
STOP
4.3. Tétel. A maximális párosítás algoritmus tetszo˝leges páros gráf és induló párosítás
esetén véges számú lépésben véget ér. Az utolsó X párosítás maximális. C-vel jelölve az
algoritmus végén megcímkézett pontok halmazát, a
Q = (A− C) ∪ (B ∩ C)
ponthalmaz egy minimális lefogó pontrendszer.
Bizonyítás. A 3a) pontban a párosítás éleinek száma eggyel no˝, ezért csak véges
sokszor futunk rá a 3a) pontra. Két javítás között legfeljebb annyiszor futunk a
2a) pontra, ahány pontja van a gráfnak. Tehát az algoritmus véges számú lépés
után a 3b) lépéssel ér véget. Most megmutatjuk, hogy a Q ponthalmaz lefogja
a gráf összes élét. Ha Q nem fog le egy e = (i, j) élt, akkor i A-beli címkézett
pont, és j pedig B-beli címkézetlen. Ez viszont azt jelentené, hogy az i csúcs
vizsgálatakor j nem kapott címkét, ami ellentmondás.
Másfelo˝l megmutatjuk, hogy az utolsó X párosításnak legalább annyi éle van,
mint ahány pontból áll a Q ponthalmaz. A−C minden pontja fedett, mert A-ban
azX által fedetlen pontok megkapják a Gyökér címkét. A−C különbözo˝ pontjait
a párosítás különbözo˝ élei fedik le, tehát (A−C)-bo˝l a párosításnak |A−C| db éle
indul ki. (B ∩ C) pontjai is fedettek, mert az algoritmus végén már nincs javítás,
ezért B-beli fedetlen pont nem kaphatott címkét. (B ∩C)-bo˝l a párosításnak |B ∩
C| db éle indul ki, és ezek egyike sem fut (A − C)-be, mert az algoritmus szerint
az él másik végpontja is címkét kap, vagy már korábban címkét kapott. Ezzel
beláttuk, hogy
|Q| ≤ |X|








4.4. ábra. Példa a maximális párosítás algoritmusra
Ezt összevetve a 3.1 egyenlo˝tlenséggel
|Q| = |X|
adódik, tehát a párosítás maximális, a lefogó pontrendszer pedig minimális.
4.1. Feladat. Kövessük végig a maximális párosítás algoritmust a 4.4. ábrán látható páros
gráf esetén! Induláskor legyen X = {(2, 7), (4, 8)}. Rajzoljuk fel az X−alternáló fákat!
4.3. A párosítás és teljes párosítás politópok
4.5. Definíció (Párosítás politóp). A G = (A,B;E) irányítatlan páros gráf párosítás
politópjának nevezzük a következo˝ egyenlo˝tlenségrendszer megoldáshalmazát
x(e) ≥ 0 ∣∣ e ∈ E (4.1)∑
p∈e
x(e) ≤ 1 ∣∣ p ∈ A ∪B (4.2)
A párosítás politópot K(G)-vel jelöljük.
Tehát minden élhez tartozik egy nemnegatív változó. Minden csúcsra össze-
gezzük a csúcsból kiinduló élekhez tartozó változók értékeit, és az így kapott
csúcsösszeg nem lehet nagyobb 1-nél. n csúcs és m él esetén K(G) n+m db féltér
metszete, tehát egy konvex halmaz Rm-ben. Minden változó 0 és 1 között van,
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hiszen egyik csúcsösszeg sem lehet 1-nél nagyobb, ezért a konvex halmaz korlá-
tos, tehát poliéder. A párosítás politóp feltételrendszere hagyományos alakban a
következo˝:
xij ≥ 0
∣∣ (i, j) ∈ E (4.3)∑
j,(i,j)∈E
xij ≤ 1




∣∣ j ∈ B (4.5)
Nevezetes tény, hogy páros gráf esetén ennek a poliédernek az extremális pontjai
(csúcsai) egészek, tehát m dimenziós 0 − 1 vektorok, ráadásul a G gráf párosítá-
sainak a karakterisztikus vektorai. Ezt a tényt röviden úgy mondjuk, hogy K(G)
csúcsai a párosítások.
4.1. Állítás. Legyen G egy irányítatlan páros gráf. Egy x ∈ K(G) vektor nem extremális
pontja a párosítás politópnak, ha létezik olyan e él, hogy
0 < x(e) < 1 (4.6)





Jelöljük továbbá G ′-vel azt a részgráfot, melyet a (4.6) feltételnek eleget tevo˝ e élek
feszítenek ki! Ezeket az éleket röviden tört-éleknek fogjuk nevezni.
Ha egy e tört-él befut a p pontba, és s(p) = 1, akkor p egy másik tört-élnek is
végpontja, tehát p-bo˝l tovább lehet menni egy másik tört-élen. Legyen ez a másik
tört-él f = (p, q)! Ha s(q) értéke is 1, akkor a q pontból is tovább lehet menni
egy újabb tört-élen, és így tovább. Tehát vagy találunk olyan tört-élekbo˝l álló
kört, melynek minden pontjában s(p) = 1, vagy G ′-nek valamelyik összefüggo˝
komponense tört-élekbo˝l álló élsorozat, melynek a belso˝ pontjaiban s(p) = 1, de
a két végpontjában a csúcsösszeg 1-nél kisebb (a két végpont azonos is lehet). A
kör esetén legyen
y(e) = x(e) + ε , ha e a kör páros sorszámú éle,
y(e) = x(e)− ε , ha e a kör páratlan sorszámú éle,
y(e) = x(e) egyébként
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Legyen továbbá
z(e) = x(e)− ε , ha e a kör páros sorszámú éle,
z(e) = x(e) + ε , ha e a kör páratlan sorszámú éle,
z(e) = x(e) egyébként
Itt felhasználtuk azt, hogy páros gráfban minden kör hossza páros. Elegendo˝en
kicsi pozitív ε esetén y és z egyaránt benne van a párosítás politópban, ugyanak-
kor
x = (y + z)/2
tehát x nem lehet extremális pont.
Ugyanezt a konstrukciót használhatjuk abban az esetben, ha olyan tört-élekbo˝l
álló élsorozatot találtunk, melynek a belso˝ pontjaiban s(p) = 1, de a két végpont-
jában a csúcsösszeg 1-nél kisebb. Legyen tehát
y(e) = x(e) + ε , ha e az élsorozat páros sorszámú éle,
y(e) = x(e)− ε , ha e az élsorozat páratlan sorszámú éle,
y(e) = x(e) egyébként
továbbá
z(e) = x(e)− ε , ha e az élsorozat páros sorszámú éle,
z(e) = x(e) + ε , ha e az élsorozat páratlan sorszámú éle,
z(e) = x(e) egyébként
Elegendo˝en kicsi pozitív ε esetén az élsorozat végpontjaiban az 1-nél kisebb csúcs-
összeg 1-nél kisebb marad, belso˝ pontban pedig nem változik. Tehát kis epszilon-
ra y és z egyaránt benne van a párosítás politópban, ugyanakkor
x = (y + z)/2
ami azt jelenti, hogy x ezúttal sem lehet extremális pont.
4.4. Tétel (A párosítás politóp csúcsai). Legyen G egy irányítatlan páros gráf. AK(G)
párosítás politóp extremális pontjai a gráf párosításainak karakterisztikus vektorai.
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Bizonyítás. Legyen X egy párosítás G-ben, x pedig a párosítás karakterisztikus
vektora, tehát
x(e) =
1 ha e ∈ X0 egyébként
Ekkor x benne van a párosítás politópban, hiszen nemnegatív, és minden csúcs-
összeg legfeljebb 1 (két párosításbeli él nem találkozhat egy pontban). Tegyük fel,
hogy y ∈ K(G), z ∈ K(G), és
x = (y + z)/2
Két különbözo˝ 0 és 1 közötti szám számtani közepe egyfelo˝l pozitív, másfelo˝l 1-
nél kisebb, tehát y és z nem lehetnek különbözo˝ek. Ezért y = z = x, tehát x a
politóp extremális pontja.
Tegyük fel most fordítva, hogy x a párosítás politóp extremális pontja! Az elo˝zo˝
állítás szerint x egész, tehát x(e) = 0 vagy 1 minden e ∈ E esetén. Tekintsük a
X = {e ∈ E ∣∣x(e) = 1}
élhalmazt! Ez egy párosítás, mert ha X két éle egy csúcsban találkozna, akkor ott
a csúcsösszeg értéke legalább 2 volna. Tehát K(G) minden csúcsa egy párosítás
(karakterisztikus vektora).
A most bizonyított tétel azért nagyjelento˝ségu˝, mert lineáris programozásból
közismert, hogy ha egy LP feladat lehetséges halmaza korlátos, akkor amellett,
hogy a feladatnak van optimális megoldása, optimális csúcs is létezik (ld. A füg-
gelék). A K(G) poliéder korlátos, tehát a megfelelo˝ LP feladatnak van olyan op-
timális megoldása is, amelyik extremális pont, ezért egész, so˝t egy párosítás (ka-
rakterisztikus vektora).
4.6. Definíció (Teljes párosítás politóp). A G = (A,B;E) egy (n, n) pontú irányítat-
lan páros gráf. A gráf teljes párosítás politópjának nevezzük a következo˝ egyenlo˝tlenség-
rendszer megoldáshalmazát
x(e) ≥ 0 ∣∣ e ∈ E (4.7)∑
p∈e
x(e) = 1
∣∣ p ∈ A ∪B (4.8)
A teljes párosítás politópot L(G)-vel jelöljük.
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Tehát minden élhez tartozik egy nemnegatív változó. Minden csúcsra össze-
gezzük a csúcsba futó élekhez tartozó változók értékeit, és az így kapott csúcs-
összeg értéke 1. n darab A-beli csúcs, n darabb B-beli csúcs és m él esetén L(G) m
db féltér és 2n db (hiper)sík metszete, tehát egy konvex halmaz Rm-ben. Minden
változó 0 és 1 között van, hiszen mindegyik csúcsösszeg 1, ezért a konvex halmaz
korlátos, tehát poliéder. A teljes párosítás politóp feltételrendszere hagyományos
alakban a következo˝:
xij ≥ 0
∣∣ (i, j) ∈ E (4.9)∑
j , (i,j)∈E
xij = 1




∣∣ j ∈ B (4.11)
Nevezetes tény, hogy páros gráf esetén ennek a poliédernek az extremális pontjai
(csúcsai) is egészek, tehát m dimenziós 0−1 vektorok, ráadásul a G gráf teljes pá-
rosításainak a karakterisztikus vektorai. Ezt a tényt röviden úgy mondjuk, hogy
L(G) csúcsai a teljes párosítások.
4.2. Állítás. Legyen G egy (n, n) pontú irányítatlan páros gráf. Egy x ∈ L(G) vektor
nem extremális pontja a teljes párosítás politópnak, ha létezik olyan e él, hogy
0 < x(e) < 1 (4.12)
Bizonyítás. A bizonyítás ugyanúgy történik, mint a 4.1 állítás bizonyítása, so˝t még
egyszeru˝bb, mert jelenleg minden csúcsösszeg értéke 1, ezért a tört-élek által ki-
feszített gráfban biztosan van tört-élekbo˝l álló kör. A részletek végiggondolását
az olvasóra bízzuk.
4.5. Tétel (A teljes párosítás politóp csúcsai). Legyen G egy (n, n) pontú irányítatlan
páros gráf. Az L(G) teljes párosítás politóp extremális pontjai a gráf teljes párosításainak
karakterisztikus vektorai.
Bizonyítás. Legyen X egy teljes párosítás G-ben, x pedig a párosítás karakterisz-
tikus vektora, tehát
x(e) =
1 ha e ∈ X0 egyébként
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Ekkor x benne van a teljes párosítás politópban, hiszen nemnegatív, és minden
csúcsösszeg 1 (a párosítás minden csúcsot lefed). Tegyük fel, hogy y ∈ L(G),
z ∈ L(G), és
x = (y + z)/2
Két különbözo˝ 0 és 1 közötti szám számtani közepe egyfelo˝l pozitív, másfelo˝l
1-nél kisebb, ugyanakkor x mindegyik koordinátája 0 vagy 1, tehát y és z nem
lehetnek különbözo˝ek. Ezért y = z = x, tehát x a politóp extremális pontja.
Tegyük fel most fordítva, hogy x a párosítás politóp extremális pontja! Az elo˝zo˝
állítás szerint x egész, tehát x(e) = 0 vagy 1 minden e ∈ E esetén. Tekintsük az
X = {e ∈ E ∣∣x(e) = 1}
élhalmazt! Ez egy teljes párosítás, mert minden csúcsösszeg 1. TehátL(G) minden
csúcsa egy teljes párosítás (karakterisztikus vektora).
Megjegyezzük, hogy egy (n, n) pontú páros gráf esetén a teljes párosítás po-
litóp üres is lehet. Amikor a teljes párosítás politóp nemüres, minden lineáris
célfüggvénynek van optimuma az L(G) poliéderen (a poliéder korlátos). A most
bizonyított tételnek az a jelento˝sége, hogy a megfelelo˝ LP feladatnak olyan opti-
mális megoldása is van, amelyik egész, tehát egy teljes párosítás (karakterisztikus
vektora).
4.2. Feladat. Adjunk meg olyan (2, 2) pontú páros gráfot, ahol a teljes párosítás politóp
üres!
4.3. Feladat (Birkhoff, von Neumann-tétel). Mutassuk meg, hogy minden duplán
sztochasztikus mátrix permutáció-mátrixok konvex kombinációja. (Egy n × n-es mátrix
duplán sztochasztikus, ha elemei nemnegatívak, valamint minden sorban és oszlopban az
elemek összege 1. Permutáció-mátrix minden sorában és oszlopában pontosan egy 1-es
áll, a többi elem 0.)
Útmutatás: Azt igazoljuk, hogy a duplán sztochasztikus mátrixokból álló po-
liédernek az extremális pontjai a permutáció-mátrixok!
4.4. Feladat. Írjuk fel azt a poliédert, melynek extremális pontjai a páros gráf éleit lefogó
pontrendszerek (karakterisztikus vektorai)!
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5. fejezet
Súlyozott párosítások páros gráfban
Minden e = (i, j) élnek van egy w(e) = wij ≥ 0 súlya (i ∈ A, j ∈ B). Élhalmaz






Súlyokkal ellátott páros gráfokat egyszeru˝en megadhatunk számtáblázattal. A
táblázat sorai az A ponthalmaz elemeinek, az oszlopok pedig a B ponthalmaz
elemeinek felelnek meg. A cellák az élek, az él súlya a cellában látható szám. A
nemlétezo˝ éleknek megfelelo˝ cellákat üresen hagyjuk. Az 5.1. táblázat egy (4, 4)
pontú teljes páros gráfot mutat az élek súlyaival együtt. A bekeretezett celláknak
megfelelo˝ élek egy teljes párosítást alkotnak.
5.1. Maximális összsúlyú párosítás
Olyan X párosítást keresünk, melynek az összsúlya maximális az összes páro-
sítás között. Ehhez elo˝ször minden k-ra meghatározunk egy k élu˝ maximális
párosítást, majd ezek közül a legnagyobb összsúlyú lesz az X párosítás.
5.1. táblázat. (4, 4) pontú teljes páros gráf súlyokkal
5 4 7 2
5 3 6 4
4 6 7 4
5 3 5 4
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5.1.1. algoritmus
OlyanX(1), X(2), . . . , X(k) párosításokat készítünk, hogy minden k-raX(k) k db
élbo˝l áll, és a k élu˝ párosítások között maximális összsúlyú (azaz extremális).
5.1. Algoritmus (Primál algoritmus).
1) X(1) = egy maximális súlyú él. k = 1
2) Ha X(k) adott, úgy irányítjuk a gráfot, hogy
X(k) élei A-ból B-be mutatnak, a hosszuk w(e),
a többi él B-bo˝l A-ba mutat, ezek hossza −w(e).
3a) Ha van fedetlen B-beli pontból fedetlen A-beli pontba
vezeto˝ irányított út, akkor ezek közül egy minimális
hosszúságút keresünk (ez nyílván X(k)-alternáló és javító),
ennek az élhalmaza legyen F.
X(k + 1) = X(k)⊗ F (tehát X(k) és F szimmetrikus
differenciája irányítatlanul).
k-t eggyel növeljük, a 2) pont következik.
3b) Ha nincs fedetlen B-beli pontból fedetlen A-beli pontba
vezeto˝ irányított út, akkor k + 1 élu˝ párosítás nem létezik.
STOP
Az eredeti feladat létszámkorlát nélkül a legnagyobb összsúlyú párosítás meg-
találása volt. Ezt úgy kapjuk, hogy az X(1), X(2), . . . , X(k) párosítások közül ki-
választjuk a legnagyobb összsúlyút.
Példaként tekintsük az 5.1. ábrán látható (3, 3)-pontú páros gráfot az élek mellé írt
súlyokkal! Az élekre írt számok az él súlyát jelölik. Ezen az ábrán X(1) és X(2)
látható, a párosítások éleit vastag vonalak mutatják. (X(2) X(1)-bo˝l a b2→ a1→
b1 → a2 javító út mentén történo˝ javítással készült.) k = 2 esetén az 5.2. ábra
mutatja az algoritmus szerinti irányított gráfot. Itt b3 az egyetlen B-beli, a3 pedig
az egyetlen A-beli fedetlen pont. Az egyetlen b3 → a2 → b1 → a1 → b2 → a3
szóbajövo˝ javító út a legrövidebb. Ennek a hossza−2+3−4+3−2 = −2. Ezért a
javítás után w(X(3)) = w(X(2))− (−2) = 6 + 2 = 8. A végeredmény az 5.3. ábrán
látható.
5.1. Tétel. Ha az 5.1. algoritmusban X(k) extremális volt, akkor X(k+ 1) is extremális.



































5.2. ábra. Irányított gráf a primál algoritmusban k = 2 esetén












5.3. ábra. Maximális összsúlyú párosítás
Bizonyítás. Az irányított gráfban jelöljük s(e)-vel egy él hosszát!
s(e) =
w(e) ha e ∈ X(k) a párosítás éle−w(e) egyébként.
Egy H élsorozat hosszát az egyes élek elo˝jeles hosszainak összegekét értelmez-





Kezdjük azzal, hogy az irányított gráfban nincs negatív hosszúságú kör, mert
X(k) extremális (Egy körben az X(k)-beli élek összsúlya legalább akkora, mint
az X(k)-n kívüli élek összsúlya). Tehát ha van fedetlen B-beli pontból fedetlen
A-beli pontba vezeto˝ irányított út, akkor az ilyen utak között létezik minimális
hosszúságú.
Legyen Y tetszo˝leges k + 1 elemu˝ párosítás. X(k) ∪ Y -nak van olyan U kom-
ponense, ami X(k)-javító út. Y ⊗ U k élbo˝l áll (amikor Y és U szimmetrikus
differenciáját képezzük, az élszám eggyel csökken), ezért
w(Y ⊗ U) ≤ w(X(k)). (5.1)
U hossza az irányított gráfban legalább akkora, mint F hossza (Emlékezteto˝:
X(k)-ból F -fel javítva készült X(k + 1), és F minimális hosszúságú volt).
s(U) ≥ s(F ) (5.2)
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így
w(Y ) = w(Y ⊗ U)− s(U) ≤ w(X(k))− s(F ) = w(X(k + 1)). (5.3)
Ezzel beláttuk, hogy X(k + 1) is extremális.
5.1.2. A maximumfeladat duálisa
Jelöljük egy tetszo˝leges e él A-beli végpontját a(e)-vel, a B-beli végpontot pedig
b(e)-vel.
5.1. Definíció (duál lehetséges). Az u : A → R és v : B → R vektorokat duál
lehetségesnek nevezzük, ha
u(a) ≥ 0 ∣∣ a ∈ A,
v(b) ≥ 0 ∣∣ b ∈ B,
u(a(e)) + v(b(e)) ≥ w(e) ∣∣ e ∈ E
Az (u,v) duál lehetséges vektorok halmazát D(G,w,max)-vel jelöljük.
Ez azt jelenti, hogy minden csúcshoz tartozik egy duálváltozó. Az A-beli csú-
csokhoz tartozó duálváltozókat u-val, a B-beli csúcsokhoz tartozókat v-vel jelöl-
jük. A duálváltozók nemnegatívak, és bármely él esetén az él két végpontjához
tartozó duálváltozók összege eléri az él súlyát. Klasszikus jelöléssel (n, k) pontú
páros gráfra ez úgy is írható, hogy
ui ≥ 0
∣∣ i = 1, 2, . . . , n
vj ≥ 0
∣∣ j = 1, 2, . . . , k
ui + vj ≥ wij
∣∣ (i, j) ∈ E
Hangsúlyozzuk, hogy ez a duál lehetséges definíció csak ebben az alfejezetben
érvényes, ahol a primál feladat egy párosítás összsúlyának a maximalizálása. A
3. fejezetben szereplo˝ példa esetén wij lehet az (i, j) pár várható nyereménye
a táncversenyen. Képzeljük el, hogy a konkurrencia ui összeget kínál az i-edik
fiúnak, és vj összeget a j-edik lánynak azért, hogy el se induljanak a táncverse-
nyen. A duál-lehetségesség azt jelenti, hogy a felajánlott összegek nemnegatívak,
és minden lehetséges pár vesztegetési pénze eléri a táncversenyen várható nyere-
ményük értékét. A konkurrens cég minimalizálni akarja azt az összeget, amivel
elérhetik, hogy egyetlenegy pár se induljon a táncversenyen.
















Most a maximumfeladat diszkrét, a minimumfeladat folytonos. Ebben a hely-
zetben is érvényes a gyenge dualitás.
5.1. Állítás. LegyenX egy tetszo˝leges párosítás a G páros gráfban, legyen továbbá (u,v) ∈








Egyenlo˝ség pontosan akkor áll fenn, ha
u(a) + v(b) = w(e) a párosítás valamennyi e = (a, b) élére, és (5.4)












Itt akkor áll fenn egyenlo˝ség, ha (5.4) teljesül. A jobboldalon a különbözo˝ e élek-
hez tartozó a(e) pontok különbözo˝ek, mertX egy párosítás. Ugyanígy a különbö-
zo˝ élekhez tartozó b(e) pontok is különbözo˝ek. Valamennyi duálváltozó nemne-
gatív, tehát a jobboldali összeg nem csökken, ha az összegzést valamennyi A-beli












Itt pedig akkor áll fenn egyenlo˝ség, ha (5.5) teljesül, tehát a kiterjesztés során
esetleg megjeleno˝ új tagok értéke 0.
5.1. Példa. Az 5.2. táblázat egy (4, 4) pontú teljes páros gráf maximális összsúlyú páro-
sítását mutatja az optimális duálváltozókkal együtt.
A maximális párosítás összsúlya 12 + 10 + 12 + 9 = 43. A duálváltozók összege
4 + 3 + 0 + 2 + 8 + 10 + 9 + 7 = 43. Javasoljuk, hogy az olvasó elleno˝rizze az (5.4)
egyenlo˝ségeket!
5.1. Maximális összsúlyú párosítás 61
5.2. táblázat. Primál és duál optimális megoldás
u\v 4 3 0 2
8 12 11 5 5
10 7 3 10 11
9 12 12 8 9
7 11 6 7 9
Nevezetes tény, hogy páros gráfban a maximális összsúlyú párosítás feladattal
kapcsolatban az ero˝s dualitás tétel is érvényes.













Bizonyítás. A 4.3. alfejezetben bevezettük a K(G) párosítás politópot. A 4.5. defi-


































Ha viszont egy poliéderen egy folytonos LP feladatnak van optimális megoldása,
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5.3. táblázat. Maximális összsúlyú párosítás
u\v
5 4 3 2
1 3 6 4
4 6 7 3
5 3 5 4
Ez az eredmény azon alapul, hogy a párosítás politóp csúcsai egészek, és ép-
pen a párosítások karakterisztikus vektorai. A bizonyítás jól mutatja a poliéder-
politóp technika erejét.
5.1. Feladat. Az 5.3. táblázat egy (4, 4) pontú teljes páros gráf maximális összsúlyú
párosítását mutatja. Adjuk meg a duál feladat egy optimális megoldását!
5.2. Maximin párosítás
Ismeretes, hogy egy lánc erejét a leggyengébb láncszem ereje határozza meg. Eb-
ben az alfejezetben a k = 1, 2, . . . értékekre olyan k élbo˝l álló párosítást keresünk,
ahol a súlyok minimuma maximális. A szóbanforgó k élbo˝l álló párosítást X(k)-
val jelöljük. Elo˝ször csak a maximális súlyú éleket használjuk. Amikor ezek köré-
ben már elkészült a maximális párosítás, bevonjuk a keresésbe a második legna-
gyobb súlyú éleket, aztán a harmadik legnagyobb súly következik, és így tovább.
Az aktuális szintet a W változó tárolja. Az algoritmus során W a súlyok érté-
kein megy végig a maximális súlytól lefelé haladva egészen a minimális súlyig.
W értékének csökkentését úgy mondjuk, hogy W -t eggyel alacsonyabb szintre
vesszük.
5.2. Algoritmus (Maximin párosítás).
1) X(1) = egy maximális súlyú él. W = max{wij}, k = 1.
2) Javító utat keresünk X(k)-hoz a {wij ≥W} élek
által meghatározott részgráfban.
-Ha van javító út, 3a) következik.
-Ha nincs javító út, 3b) következik.
3a) Elvégezzük a javítást, ezzel X(k + 1) adott,










5.4. ábra. Példa a maximin párosítás algoritmusra
k-t eggyel növeljük, 2) pont.
3b) W-t eggyel alacsonyabb szintre vesszük.
- ha W nem ment le a minimális súly alá,
a 3a) pont következik.
- ha W lement a minimális súly alá,
akkor nincs k + 1 élu˝ párosítás, STOP.
Megjegyezzük, hogy az algoritmust akkor is célszeru˝ leállítani, ha k elérte a
nyílvánvaló felso˝ korlátot, például |A| és |B| közül a kisebbiket.
5.2. Feladat. Kövessük végig a maximin párosítás algoritmust az 5.4. ábrán látható páros
gráf esetén! Az élekre írt számok az él súlyát jelölik.
5.3. Minimális összsúlyú teljes párosítás
Ebben az alfejezetben G = (A,B;E) egy (n, n) pontú irányítatlan páros gráf, és
adottak a w(e) = wij ≥ 0 súlyok. Feltételezzük, hogy a gráfban van teljes pá-
rosítás. Olyan teljes párosítást keresünk, melynek az összsúlya minimális. A
tömörség kedvéért minden duálváltozót y-nal fogunk jelölni.
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5.3.1. A minimumfeladat duálisa
5.3. Definíció (duál lehetséges). Az y : A ∪B → R vektort duál lehetségesnek nevez-
zük, ha
y(a(e)) + y(b(e)) ≤ w(e) ∣∣ e ∈ E (5.7)
A duál lehetséges vektorok halmazát D(G,w,min)-vel jelöljük.
Ez azt jelenti, hogy minden p csúcshoz tartozik egy elo˝jelkötetlen y(p) duál-
változó. Bármely él esetén az él két végpontjához tartozó duálváltozók összege
nem haladhatja meg az él súlyát. Klasszikus jelöléssel ez úgy is írható, hogy
yi + yj ≤ wij
∣∣ (i, j) ∈ E.
Ismét hangsúlyozzuk, hogy ez a duál lehetséges definíció is csak ebben az alfeje-














Most a maximumfeladat folytonos, a minimumfeladat diszkrét. Jelenleg is
érvényes a gyenge dualitás.
5.2. Állítás. Legyen X egy tetszo˝leges teljes párosítás a G páros gráfban, legyen továbbá





Egyenlo˝ség pontosan akkor áll fenn, ha
y(a) + y(b) = w(e) a teljes párosítás valamennyi e = (a, b) élére. (5.8)
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5.4. táblázat. Primál és duál optimális megoldás
u\v 4 1 1 -1
4 8 9 5 3
3 7 8 9 6
1 9 2 2 1









Itt akkor áll fenn egyenlo˝ség, ha (5.8) teljesül. A jobboldalon a különbözo˝ e élek-
hez tartozó a(e) pontok különbözo˝ek, és lefedik a teljes A halmazt, mert X egy
teljes párosítás. Ugyanígy a különbözo˝ élekhez tartozó b(e) pontok is különbözo˝-
ek, és együtt a teljes B halmazt adják.∑
e∈X




5.2. Példa. Az 5.4. táblázat táblázat egy (4, 4) pontú teljes páros gráf minimális összsú-
lyú teljes párosítását mutatja az optimális duálváltozókkal együtt.
A minimális teljes párosítás összsúlya 5 + 7 + 2 + 1 = 15. A duálváltozók összege
4 + 3 + 1 + 2 + 4 + 1 + 1 + (−1) = 15. Javasoljuk, hogy az olvasó elleno˝rizze az 5.8
egyenlo˝ségeket!
Nevezetes tény, hogy páros gráfban a minimális összsúlyú párosítás feladatra
is érvényes az ero˝s dualitás tétel.











Bizonyítás. A 4.3. alfejezetben bevezettük az L(G) párosítás politópot. A 4.6. de-
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5.5. táblázat. Minimális összsúlyú teljes párosítás
u\v
5 4 3 2
1 3 6 4
4 6 7 3
























Ha viszont egy folytonos LP feladatnak egy poliéderen van optimális megoldása,






Ez az eredmény is azon alapul, hogy a teljes párosítás politóp csúcsai egé-
szek, és éppen a teljes párosítások karakterisztikus vektorai. Ez a bizonyítás is a
poliéder-politóp technika hatékonyságát mutatja.
5.3. Feladat. Az 5.5. táblázat egy (4, 4) pontú teljes páros gráf minimális összsúlyú teljes
párosítását mutatja. Adjuk meg a duál feladat egy optimális megoldását!
5.4. Feladat. Az 5.6. táblázat egy (4, 4) pontú teljes páros gráf súlyait mutatja. Adjunk
meg egy maximális összsúlyú teljes párosítást, és a duál feladat egy optimális megoldá-
sát!
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5.6. táblázat. Maximális összsúlyú teljes párosítás
u\v
7 7 5 2
11 9 2 6
6 5 9 2
9 9 2 4
5.3.2. Primál-duál-algoritmus
Feltételezzük, hogy a G = (A,B;E) páros gráfban van teljes párosítás. P = A∪B
a pontok halmaza, |A| = |B| = n. Minden e élhez adott egy w(e) ≥ 0 súly. Olyan
teljes párosítást keresünk, ahol az összsúly minimális. Az algoritmusban hasz-
nálni fogjuk a következo˝ jelöléseket:
• Minden i ∈ P csúcshoz tartozik egy y(i) elo˝jelkötetlen duálváltozó.
• E(y) ⊂ E azon eredeti e = (i, j) élekbo˝l áll, melyekre y(i) + y(j) = w(e).
• G ′ = (P,E(y)) G-nek részgráfja.
• X egy párosítás G ′-ben.
• Q a G ′-beli X által fedetlen pontok halmaza.
5.3. Algoritmus (primál-duál-algoritmus).
Induláskor y = 0, és X = ∅. (Ezzel G′ is adott.)
Iteráció: Q az X által fedetlen P-beli pontok halmaza.
Ha Q üres, STOP. Egyébként az E(y) élhalmazt,
és ezzel a G′ gráfot aktualizáljuk.
1.eset: G′-ben van Q ∩A→ Q ∩B X-alternáló út.
U legyen egy ilyen javító út, X-et
ezzel javítjuk, és iterálunk.
2.eset: G′-ben nincs Q ∩A→ Q ∩B X-alternáló út.
Ekkor
-S legyen azon G′-beli q csúcsok halmaza,
melyekre páros hosszúságú Q ∩A→ q
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-T legyen azon G′-beli q csúcsok halmaza,
melyekre páratlan hosszúságú Q ∩A→ q
X-alternáló út létezik.
-q ∈ S esetén növeljük y(q)-t d-vel,
-q ∈ T esetén csökkentsük y(q)-t d-vel, ahol
d a legnagyobb olyan érték, amire y még
duál lehetséges marad, tehát
y(i) + y(j) ≤ w(e) minden e = (i, j) ∈ E-re.
Iterálunk.
Az algoritmus értelmezéséhez hozzátartozik, hogy az S halmaz készítésekor
a 0 hosszúságú alternáló út is páros hosszúságú, tehát a fedetlen A-beli pontok
eleve az S halmazban vannak. Ezért mindaddig, amíg amíg X nem teljes, |S| >
|T | , tehát d hozzáadásakor illetve kivonásakor a duál célfüggvény növekszik. A
gráf páros, ezért S ⊂ A, és T ⊂ B.Az algoritmus akkor ér véget, ha G ′-ben teljes
párosítást kaptunk.
5.3. Példa. Kövessük végig a primál-duál-algoritmust az 5.4. ábrán megadott (3, 3) pon-
tú páros gráfon! Az élek súlyai az 5.7. táblázatban is láthatóak.
Induláskor minden duálváltozó 0, az X párosítás üres. Az E(y) élhalmaz is
üres, tehát a G ′ gráf 6 db izolált és fedetlen pontból áll. Az 1. iterációban ezek kö-
zül az A halmaz három pontja az S halmazba kerül mert fedetlen A-beli pontból
0 hosszúságú alternáló úton elérheto˝. Az 5.5. ábra az 1. iteráció végén valamint
a 2. iteráció elején és végén érvényes állapotokat ábrázolja. Az 1. iteráció végén
d = 1 választással még duál-lehetséges y vektorhoz jutunk (1 + 0 = 1). Ezért az A
oldalon a három duálváltozó értéke 1 lesz, aB oldalon marad 0, és a duálváltozók
összege 3-ra emelkedett. A 2. iterációban E(y)-ban megjelenik három él (ezeknek
1 a súlya), és mindegyikük két fedetlen pontot köt össze. Az elso˝t beválasztjuk
az X párosításba, ezt az ábrán vastag vonal jelöli. A párosítás elemszáma 1-gyel

















1. iteráció 2. iteráció eleje 2. iteráció vége
















3. iteráció 4. iteráció eleje 4. iteráció vége
2
5.6. ábra. Példa a primál-duál-algoritmusra
no˝tt.
Az 5.6. ábra a 3. iteráció végén valamint a 4. iteráció elején és végén érvényes ál-
lapotokat ábrázolja. Az A ponthalmaz pontjai legyenek a1, a2, a3 (felülro˝l lefelé),
a B ponthalmaz pontjai pedig b1, b2, b3. A 3. iterációban 2 darab A-beli fedetlen
pont van, ezek a2 és a3. Ezeken kívül b1 fedett pontként kerül a T halmazba, a1
pedig fedett pontként az S halmazba. d-t ismét 1-ig emelhetjük, mert az (a1, b2)
él súlya 2. Az új duálváltozók az ábrán láthatóak, összegük 5-re emelkedett. A
4. iteráció elején az (a1, b2) új él bekerül az E(y) élhalmazba. Egy javító utat talá-
lunk, ennek a pontjai b2, a1, b1, a2. Elvégezve a javítást, az X párosítás most már
két élbo˝l áll.
Az 5.7. ábrán az 5. iterációban, a 6. iterációban és a 7. iteráció elején kialakult álla-




























5.8. ábra. A primál-duál-algoritmus vége
potokat láthatjuk. Az 5. iterációban egy A-beli fedetlen pont van, a3. Ezen kívül
b1 fedett pontként kerül a T halmazba, a2 pedig fedett pontként az S halmazba.
d-t ezúttal is 1-ig emelhetjük, mert az (a2, b2) él súlya 3. Az új duálváltozók az
ábrán láthatóak, összegük 6-ra emelkedett. A 6. iterációban az (a2, b2) él bekerült
az E(y) élhalmazba, ugyanakkor (a1, b1) kiesik az E(y) élhalmazból, és újra oszt-
juk az S és T címkéket. Most is egy A-beli fedetlen pont van, a3. Ezen kívül b1
fedett pontként kerül a T halmazba, a2 fedett pontként az S halmazba, b2 fedett
pontként kerül a T halmazba, a1 pedig fedett pontként az S halmazba. d-t ezúttal
is 1-ig emelhetjük, mert az (a1, b3) él súlya 3. Az új duálváltozók az ábrán látha-
tóak, összegük 7-re emelkedett.
A 7. iteráció elején az (a1, b3) él bekerül az E(y) élhalmazba. Egy javító utat
találunk, ennek a pontjai b3, a1, b2, a2, b1, a3. Elvégezve a javítást, az X párosítás
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most már három élbo˝l áll, tehát teljes. A végso˝ állapot az 5.8. ábrán látható. A
párosítás összsúlya 3 + 3 + 1 = 7, és ez természetesen a duálváltozók összegével
azonos.
A most ismertetett primál-duál algoritmus szerint az 1. esetben a párosítás élei-
nek száma 1-gyel no˝. A 2. esetben a duál változók összege, tehát a duál célfügg-
vény növekszik, ezt is tartalmazza a következo˝ tétel.
5.4. Tétel. Tegyük fel, hogy az X párosítás még nem teljes, és az 5.3 algoritmus a 2.
esetre fut rá. Ekkor d > 0. Az X által fedett pontok duálváltozóinak összege d-to˝l nem
függ. A fedetlen A-beli pontok mindegyikének a duálváltozója d-vel no˝. A fedetlen B-beli
pontok duálváltozója nem változik.
Bizonyítás. A fedetlen A-beli pontok az S halmazba kerülnek, mert ezek A-beli
fedetlen pontból 0 hosszúságú alternáló úton érheto˝k el. A fedetlen B-beli pon-
tok nem kerülnek a T halmazba, mert különben lenne javító út. A párosítás
minden éle az E(y) élhalmazban van, mert G ′-ben készül a párosítás. Legyen
e = (a, b) ∈ E(y) a G ′ gráf éle!
Most belátjuk, hogy ha a ∈ S, akkor b ∈ T . Létezik ugyanis egy fedetlen A-beli
pontból a-ba vezeto˝ alternáló út, aminek a hossza páros. Ha az út hossza legalább
2, akkor ez az út egy X-beli éllel érkezik a-ba. (a, b) ∈ X esetén az a-ba érkezo˝ él
csak az (a, b) él lehet, mert a párosítás két éle nem találkozhat. Így b ugyanabból
a fedetlen A-beli pontból 1-gyel rövidebb alternáló úton érheto˝ el, ezért b ∈ T .
(a, b) /∈ X esetén az a-ba érkezo˝ alternáló utat megtoldhatjuk az (a, b) éllel, tehát
b ∈ T . Ha az a pont maga fedetlen, akkor b ebbo˝l 1-hosszúságú alternáló úttal
érheto˝ el, tehát b ∈ T .
Ez azt jelenti, hogy amikor G ′-ben egy él egyik végpontjának a duálváltozója d-vel
no˝, akkor a másik végponté d-vel csökken, tehát az él továbbra is bentmarad az
E(y) halmazban. Ha egyik végpont duálváltozója sem no˝, akkor az él kikerülhet
az E(y) halmazból, de ekkor sem korlátozza d értékét. Tehát d növelését csak a
G ′-n kívüli élek korlátozzák, ezeken viszont az (5.7) feltételben a kisebb reláció
szerepel, ezért lesz d > 0.
Másfelo˝l belátjuk, hogyha e = (a, b) ∈ X , és b ∈ T , akkor a ∈ S. Ez azért igaz,
mert most b egy fedetlen A-beli pontból páratlan hosszúságú alternáló úton érhe-
to˝ el, ez az út X-en kívüli éllel fut be b-ba, így ezt az utat G ′-ben folytathatjuk az
(a, b) éllel. Tehát a párosítás e = (a, b) éleire a következo˝ két leheto˝ség maradt:
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1. Az e ∈ X él a végpontja S-ben, a b végpontja T -ben van, ezért y(a) + y(b)
értéke d− d = 0-val változik, tehát nem függ d-to˝l.
2. Az e ∈ X él egyik végpontja sem tartozik sem S-be illetve T -be, tehát egyik
végpont duálváltozója sem változik.
Ezeket egybevetve az X által fedett pontok duálváltozóinak összege nem válto-
zik. k darab fedetlen A-beli pont esetén az összes duálváltozó összege kd-vel no˝.
Megemlítjük még, hogy d-re van felso˝ korlát, mert a duál célfüggvény felülro˝l
korlátos (ld. 5.2. állítás).
Ha a súlyok egész számok, akkor a duálváltozók is egészek, mert az algo-
ritmus csak az összeadás és kivonás mu˝veleteket alkalmazza. Ilyenkor a most
igazolt tételbo˝l következik az algoritmus végessége, hiszen az 1. esetben a páro-
sítás elemszáma növekszik, a második esetben pedig a duál célfüggvény értéke
no˝ legalább 1-gyel. A primál-duál algoritmus azonban akkor is véges, ha a súlyok
között nem egész –akár irracionális– számok is elo˝fordulnak.
5.5. Tétel. Tegyük fel, hogy az X párosítás még nem teljes, és az 5.3. algoritmus két
szomszédos javító lépés között többször egymásután a 2. esetre fut rá. Ekkor |T | növek-
szik.
Bizonyítás. Ha egy iterációban a 2. eset fordul elo˝, akkor kiosztjuk az S és T cím-
kéket. Ha a rákövetkezo˝ iteráció is a 2. esetre vezet, akkor a címkék újraosztá-
sakor valamennyi elo˝zo˝ címke megmarad változatlanul, hiszen fedetlen pont fe-
detlen pont maradt, az alternáló utak is alternáló utak maradtak. Ugyanakkor a
G ′ gráfba bekerül legalább egy e = (a, b) él, amelyik az elo˝zo˝ iterációban nem volt
E(y)-ban. Ez csak úgy fordulhat elo˝, hogy az elo˝zo˝ iterációban a duálváltozója
no˝tt, b duálváltozója nem csökkent, tehát a ∈ S, és b /∈ T teljesült. e = (a, b) nem
lehetett a párosítás éle, mert a párosítás élei E(y)-ban voltak. A címkék újraosz-
tásakor a ismét S címkét kap, b pedig megkapja a T címkét, mert az a-ba vezeto˝
páros hosszúságú X alternáló út az (a, b) éllel folytatható. Tehát két szomszédos
javítás között vagy egyszer futunk a 2. esetre, vagy pedig T pontjainak száma
növekszik.
Például az 5.7. ábrán látható, hogy az 5. iterációban a T halmaz 1 pontból áll,
a 6. iterációban pedig 2-bo˝l.
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A most bizonyított tétel szerint a 5.3. algoritmus két szomszédos javító lépés kö-
zött legfeljebb n-szer fut rá a 2. esetre, hiszen T legfeljebb n pontból áll. Ebbo˝l kö-
vetkezik, hogy a primál-duál-algoritmus tetszo˝leges w nemnegatív súlyfügvény
esetén véges számú lépésben végetér.




Ebben a fejezetben G = (P,E) egy irányítatlan gráf, X pedig általában egy páro-
sítás, vagyis független élek halmaza. Olyan párosítást keresünk, amelyik maxi-
mális, tehát maximális számú független élbo˝l áll. A negyedik fejezetto˝l eltéro˝en a
G = (P,E) gráf nem (feltétlenül) páros, ezért páratlan hosszúságú körök is elo˝for-
dulhatnak. Néhány eredményt már korábban igazoltunk erre az esetre is. Érvé-
nyes például a (3.1) felso˝ korlát, tehát a független élek száma nem haladhatja meg
egy lefogó pontrendszer pontjainak számát. Emlékeztetünk a 4.1 optimalitási kri-
tériumra, mely szerint egyX párosítás pontosan akkor maximális, ha nem létezik
X-javító út. Ugyanakkor nempáros gráfban sok helyen alapveto˝en bonyolultab-
bá válnak a dolgok. Elo˝fordulhat például, hogy két különbözo˝ fedetlen pontot
összeköto˝ X-alternáló élsorozat nem út, mert bizonyos pontok ismétlo˝dnek. Ezt
mutatja a 6.1. ábra.









6.1. ábra. X-alternáló élsorozat, ami nem út
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ximális száma (erre példa a 3 pontú teljes gráf, vagy bármelyik páratlan hosszúsá-
gú kör). Minimális számú lefogó pont elo˝állítása NP-nehéz feladat [Sch03], ezért
erre nem ismerünk hatékony algoritmust. Ugyanakkor Jack Edmonds munkás-
sága nyomán hatékony algoritmussal tudunk maximális párosítást elo˝állítani.
6.1. Maximális párosítás
A maximális párosítás elo˝állítására szolgáló algoritmusok leglényegesebb része a
kontrakció. Ha adott a gráfban egy C ponthalmaz, akkor megtehetjük azt, hogy
C pontjait egy pontra összehúzzuk. Ilyenkor kontrakciót hajtunk végre. (Ezt úgy
is mondjuk, hogy kontrahálunk.)
6.1. Definíció (kontrakció). Legyen adott a G = (P,E) gráfban egy C ⊂ P ponthal-
maz. C pontjainak egy c pontra történo˝ kontrakciójával keletkezik az a G ′ = (P/C,E/C)
gráf, melyben
P/C = (P − C) ∪ {c},
E/C = {(i, j) ∣∣ (i, j) ∈ E, i /∈ C, j /∈ C} ∪ {(i, c) ∣∣ i /∈ C, j ∈ C, (i, j) ∈ E}.
Az új (i, c) éleket csak egy példányban (tehát multiplicitás nélkül) szerepeltetjük. A
kontrakció után kapott G ′ gráfot G/C−vel is jelöljük. Az új c pontot gyakran pszeudo-
csúcsnak mondjuk. Ha X egy párosítás, akkor X/C-vel jelöljük az
X/C = {(i, j) ∣∣ (i, j) ∈ X, i /∈ C, j /∈ C} ∪ {(i, c) ∣∣ i /∈ C, j ∈ C, (i, j) ∈ X}
élhalmazt.
Tehát kihagyjuk a gráfból aC ponthalmaz pontjait, helyükre egyetlen új c pont
kerül. Megtartjuk azokat az éleket, melyeknek egyik végpontja sem volt C-ben.
Azokat az (i, j) éleket, melyeknek csak a j végpontja volt C-ben, az (i, c) éllel
helyettesítjük, és a kontrahált gráfba minden ilyen új élt csak egy példányban
veszünk be. Ha X egy párosítás, akkor X/C nem feltétlenül lesz párosítás.
A 6.2. ábrán a C = {1, 2, 3, 4, 5} ponthalmazt húztuk össze egy c pontra.



















6.3. ábra. Blossom és virág
6.2. Definíció (blossom). Legyenek v0, v1, v2, . . . , vk a gráf pontjai, ahol
a v0, v1, v2, . . . , vk−1 pontok páronként különbözo˝ek,
v0 = vk fedetlen pont,
(vi, vi+1) ∈ X , ha i páratlan, és
(vi, vi+1) /∈ X , ha i páros.
Ezt a páratlan számú élbo˝l álló kört blossom-nak nevezzük.
Emlékeztetünk arra, hogy a javító út két különbözo˝ fedetlen pontot összeköto˝
X-alternáló út. Némi iróniával azt mondhatjuk, hogy a blossom két „azonos"
fedetlen pontot összeköto˝ X-alternáló „út".
A 6.3. ábra bal oldalán egy öt élbo˝l álló blossom látható. A v0 pont fedetlen.
A (v1, v2) és a (v3, v4) élek a párosítás élei, a másik három él nem tartozik a páro-
sításhoz. A blossom-ok jelento˝ségét fogalmazza meg a következo˝ - Edmondstól


















6.4. ábra. Példa az alaptételre
származó - alaptétel [Edm65].
6.1. Tétel (Alaptétel). Legyen C a G gráfban egy blossom. Ha X egy párosítás, akkor
X/C is párosítás. Az X párosítás pontosan akkor maximális G-ben, ha X/C maximális
G/C-ben.
A 6.4. ábra bal oldalán a C blossom az {1, 4, 7} pontok által kifeszített három-
szög. Kontrakció után a blossom-ból egy c pszeudo-csúcs lesz. A vastagon jelölt
párosítás kontrakció elo˝tt és kontrakció után is maximális.
Bizonyítás. Legyenek (v0, v1, . . . , vk) a C blossom pontjai, legyen továbbá G ′ =
G/C és X ′ = X/C. A kontrakció során C-bo˝l keletkezo˝ pontot c-vel jelöljük.
X ′ nem fedi le c-t, mert v0-t X nem fedte, a többi vi-t viszont olyan X-beli élek
fedték, amik nincsenek X ′-ben (C élei voltak, ezért összehúzás során megszu˝n-
tek). Ezért X ′ is párosítás, és X ′ ⊂ X .
Elo˝ször belátjuk, hogy ha X nem maximális G-ben, akkor X ′ sem maximális G ′-
ben. Legyen U egy X-javító út G-ben. Felteheto˝, hogy U nem v0-ban kezdo˝dik,
különben U-t megfordíthatjuk. Ekkor U a C blossom-on kívül kezdo˝dik, hiszen
a többi vi-t X lefedi. Ha U nem megy át C egyik csúcsán sem, akkor U a G ′ gráf-
ban is X ′-javító lesz. Ha U átmegy egy C-beli csúcson, akkor U felbontható LM
alakban, ahol L utolsó csúcsa C-beli, a többi viszont nem. L utolsó csúcsát c-vel
helyettesítve L egy X ′-javító út lesz G ′-ben, mert L egy X-en kívüli éllel érkezett
C-be.
Most azt igazoljuk, hogy ha X ′ nem maximális G ′-ben, akkor X sem maximális
G-ben. Legyen U ′ egy X ′-javító út G ′-ben. Ha U ′ nem megy át a c csúcson, akkor
U ′ a G gráfban is X-javító. Ha U ′ átmegy c-n, akkor U ′ a c pontban végzo˝dik,


















6.5. ábra. G ′-beli javító út folytatása G-beli javító úttá
hiszen X ′ nem fedi le c-t. Az U ′ élsorozat egy G-beli U élsorozat képe a kontrak-
ció során. U ′ és U egy él kivételével azonosak. Ha U ′ a (p, c) éllel érkezik c-be,
akkor U a (p, vi) éllel érkezik a C blossom-ba. A (p, vi) él X-en kívüli, tehát a foly-
tatáshoz X-beli élt kell választani a blossom élei közül. Ha i páratlan (például
a 6.5. ábrán i = 3), akkor a vi csúcshoz növekvo˝ irányban illeszkedik a blossom
X-beli éle, tehát U-t a vi+1, . . . vk−1, vk útvonallal kiegészítve kapunkG-ben egyX-
javító utat. Ha i > 0 és páros, akkor a vi csúcshoz csökkeno˝ irányban illeszkedik a
bloosomX-beli éle, tehát U-t a vi−1, . . . v1, v0 útvonallal kiegészítve kapunkG-ben
egy X-javító utat. Ha i = 0, akkor U G-ben is javító út. v0 = vk miatt mindhárom
esetben a blossom fedetlen pontja lesz az U javító út másik végpontja.
A 6.5. ábra alján G ′-ben láthatunk egy javító utat. A c pszeudo-csúcsba vezeto˝
(u4, c) él az (u4, v3) élbo˝l keletkezett a kontrakció során. Ezért a G-beli javító út
pontjai
u0, u1, u2, u3, u4, v3, v4, v0
az ábra felso˝ részén. Hangsúlyozzuk, hogy a 6.1 alaptétel bizonyítása kontstruk-
ciót ad arra nézve, hogy hogyan készül a kontrahált gráf U ′ javító útjából, az
eredeti gráf U javító útja.
A 6.6. ábra arra mutat példát, hogy az alaptétel állítása nem marad érvényes ak-
kor, ha C csak egy páratlan hosszúságú X-alternáló kör, de nem blossom, tehát a
v0 pont is fedett. Az ábra bal oldalán a vastagon jelzett párosítás nem maximális
(az öt küllo˝ független). Kontrakció után a párosítás már maximális.






6.6. ábra. Kontrakció után maximális, de elo˝tte nem
Az alaptételnek az a jelento˝sége, hogy amikor egy blossom-ot találunk, akkor a
maximális párosítás feladatot vissza lehet vezetni egy kisebbre. Az is elo˝fordul,
hogy az X párosítást módosítani kell ahhoz, hogy blossom-ot kapjunk. Erre vo-
natkozik a következo˝ állítás.
6.1. Állítás. Legyen Q az X által le nem fedett csúcsok halmaza, v ∈ Q. Legyen továbbá
U = (v0, v1, . . . vk) egy legrövidebb hosszúságú X-alternáló Q → v élsorozat, amelyik
legalább egy élt tartalmaz. Ekkor U vagy javító út, vagy pedig léteznek olyan i < j
sorszámok, hogy
vi = vj, i páros, j páratlan és
a v0, v1, . . . , vj−1 csúcsok páronként különbözo˝ek.
Az utóbbi esetben a v0, v1, . . . , vi−1, vi ún. nyél mentén X éleit és az X-en kívüli éleket
felcserélve olyan új X párosításhoz jutunk, melyre a
vi, vi+1, . . . , vj−1, vj pontok egy blossom pontjai.
Bizonyítás. Tegyük fel, hogy U nem javító út, és keressünk olyan i < j párt, hogy
vi = vj, és j a leheto˝ legkisebb. Ha j−i páros, akkor U-ból törölhetjük a vi+1, . . . , vj
csúcsokat, így viszont rövidebb X-alternáló Q → v élsorozatot kapnánk. Tehát
j − i páratlan. Ha j páros lenne, és i páratlan, akkor vi-ben két X-beli él talál-
kozna. Tehát i páros és j páratlan. A (vi−1, vi) él a párosítás éle, ezenkívül a
páratlan hosszúságú X-alternáló kör két X-en kívüli éle fut még a vi pontba. A
v0, v1, . . . , vi−1, vi ún. nyél menténX éleit és azX-en kívüli éleket felcserélve olyan
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új X párosításhoz jutunk, amelyik ugyanannyi élbo˝l áll, mint az elo˝zo˝. Ugyan-
akkor a vi pont most már X által fedetlen, tehát a vi, vi+1, . . . , vj−1, vj pontok egy
blossom pontjai.
6.3. Definíció (virág). Legyenek v0, v1, v2, . . . , vj a gráf pontjai, ahol
vi = vj, i < j, i páros, j páratlan, a
v0, v1, v2, . . . , vj−1 pontok páronként különbözo˝ek,
v0 fedetlen pont,
(vk, vk+1) ∈ X , ha k páratlan, és
(vk, vk+1) /∈ X , ha k páros.
A {(vk, vk+1)
∣∣ k = 0, 1, . . . j − 1} élsorozatot virágnak nevezzük. A {(vk, vk+1) ∣∣ k =
0, 1, . . . i− 1} élek alkotják a virág nyelét, a {(vk, vk+1)
∣∣ k = i, i+ 1, . . . j− 1} élek pedig
a virág fejét.
A blosssom olyan virág, ahol a nyél hossza 0. A 6.3. ábra jobb oldalán egy
hét élbo˝l álló virág látható (i = 2, j = 7). A v0 pont fedetlen. A nyél két élbo˝l,
a fej pedig öt élbo˝l áll. A nyél kezdo˝pontja fedetlen. Fontos tulajdonság, hogy
a fej pontjai a fedetlen pontból páros és páratlan hosszúságú X-alternáló úttal is
elérheto˝ek, attól függo˝en, hogy a fejet alkotó körben melyik irányba haladunk.
A 6.1 állításban többek között azt igazoltuk, hogy amikor a nyél mentén felcse-
réljük az X-beli és az X-en kívüli éleket, akkor a párosítás éleinek száma nem
változik, a fejbo˝l pedig blossom lesz.
Az alaptétel és a 6.1 Állítás segítségével most egy rekurzív algoritmust adunk a
következo˝ feladat megoldására.
Adott egy X párosítás. Vagy adunk egy U X-javító utat, és egy Y párosítást,
amire |Y | = |X|+ 1, vagy megállapítjuk, hogy X maximális.
6.1. Algoritmus (Edmonds).
Q-val jelöljük az X által fedetlen csúcsok halmazát.
1.eset: Nincs Q→ Q pozitív hosszúságú X−alternáló
élsorozat. Ekkor X maximális. STOP
2.eset: Van Q→ Q pozitív hosszúságú X−alternáló élsorozat.
Legyen U = (v0, v1, . . . , vt) egy legrövidebb ilyen élsorozat.
2a) Ha U X-javító út, akkor Y -t úgy kapjuk, hogy
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X-et U-mentén feljavítjuk. STOP
2b) Ha U nem X-javító út, akkor keressünk olyan
i < j párt, hogy vi = vj, és j a leheto˝ legkisebb. X-et
módosítsuk a (v0, v1, v2, . . . , vi−1, vi) nyél mentén úgy, hogy a
nyél éleit felváltva bevesszük X-be, kivesszük X-bo˝l.
Ekkor C = (vi, vi+1, . . . , vj) egy X-blossom. Alkalmazzuk az
algoritmust rekurzív módon G′ = G/C-re és X ′ = X/C-re.
-Ha G′-ben található X ′-javító U ′ út, akkor
készítsünk ebbo˝l egy U X-javító utat
G-ben (ld. Alaptétel).
-Ha X ′ maximális G′-ben, akkor X is maximális
G-ben (Alaptétel).
Megjegyzés: A 2a) esetben a párosítás elemszáma növekszik, a 2b) esetben
pedig a kontrakció miatt csökken a pontok száma. Ezért az algoritmus véges.
Megmutatható, hogy n csúcs ésm él esetén az algoritmus mu˝veletigényeO(n2m).
Megemlítjük még, hogy a kontrakció akkor is alkalmazható, ha bármilyen módon
(tehát nem a legrövidebb X-alternáló élsorozat részeként) találtunk egy blossom-
ot.
Példaként tekintsük a 6.7. ábrán látható 16 pontból álló gráfot, és a vastag vona-
lakkal jelölt 7 élbo˝l álló párosítást! Két fedetlen pont van, ezeket f -fel megjelöl-
tük. Az alsó fedetlen pontból X-alternáló élsorozatot indítunk, ennek a pontjai
0, 1, 2, 3, 4, . . . , 11, és a 11-es pont azonos lesz a 2-essel. A 6.1 állításnak megfelelo˝-
en 2 páros, 11 páratlan. Egy virágot kaptunk, ahol a virág feje egy 9 élt tartalmazó
kör, a nyele 2 élbo˝l áll.
Az algoritmus 2b) pontja szerint a 6.8. ábra felso˝ részén látható módon a nyél
mentén az X-beli éleket X-bo˝l kivesszük és fordítva. Eredményül X éleinek szá-
ma nem változik, a virág feje viszont blossom lesz. Az alaptétel szerint végre-
hajtjuk a kontrakciót. Eredményül a 6.8. ábra alsó felén látható 8 pontú gráfot
kapjuk, ahol a kontrakció során a virág fejébo˝l a c ún. pszeudo-csúcs keletkezett.
Figyelemreméltó, hogy a c csúcs fedetlen. A kis gráfban találunk egy javító útat,
melynek a pontjai i, ii, iii, iv, v, c. A javító út utolsó (v, c) éle a kontrakció során az
(v, 3) élbo˝l keletkezett. 3 páratlan, tehát az alaptétel bizonyításában leírt módon
a javító utat a blossomon belül növekvo˝ irányban tudjuk folytatni. Eredményül
a nagy gráfban a 6.9. ábra felso˝ részén látható i, ii, iii, iv, v, 3, 4, 5, . . . , 11 javító út














6.7. ábra. Rekurzív algoritmus 1.


















6.8. ábra. Rekurzív algoritmus 2.












6.9. ábra. Rekurzív algoritmus 3.
86 6. fejezet. Maximális párosítások nempáros gráfban
adódik. A 11-es fedetlen pont a virág fejének és nyelének közös pontja. Elvégez-
ve a javítást, a a 6.9. ábra alsó felén látható párosítást kapjuk. Ez egy 8 élbo˝l álló
teljes párosítás, tehát maximális.
6.2. Páratlan ponthalmaz fedés (odd set cover)
Tudjuk, hogy nempáros gráfban a lefogó pontok minimális száma nagyobb le-
het a független élek maximális számánál. Ezért, amikor fmax értékére pontos fel-
so˝ becslést akarunk kapni, nem elegendo˝ pusztán pontokkal lefogni a gráf éle-
it. Pontokon kívül páratlan számú pontból álló ponthalmazokat is használni fo-
gunk, így jutunk el a páratlan ponthalmaz fedés fogalmához.
6.4. Definíció (páratlan fedo˝ ponthalmaz). Legyen Q ⊂ P egy ponthalmaz, ahol a
pontok száma páratlan. Q lefedi azokat az e éleket, melyekre
|Q| = 1 esetén az e él Q− ban végzo˝dik.
|Q| > 1 esetén e mindkét végpontja Q− ban van.
A páratlan ponthalmaz c(Q) kapacitását a következo˝képpen definiáljuk:
c(Q) =
1 ha |Q| = 1k ha |Q| = 2k + 1
Tehát például egy 3 pontból álló ponthalmaz kapacitása 1, az öt pontból álló
ponthalmazok kapacitása 2, és így tovább. Ez megfelel annak a ténynek, hogy
egy 3 pontú részgráfban a független élek száma legfeljebb egy, 5 pontú részgráf-
ban legfeljebb 2, stb.
6.5. Definíció (páratlan ponthalmaz fedés (odd set cover)). Az Ω = {Q1, Q2, . . . Qs}
halmazrendszert páratlan ponthalmaz fedésnek nevezzük, ha
mindegyik Qi a gráf páratlan számú pontjából áll, és
mindegyik e ∈ E élt lefedi valamelyik Qi ponthalmaz.
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6.2. Állítás (gyenge dualitás). Legyen a G = (P,E) gráfban Ω egy tetszo˝leges páratlan
ponthalmaz fedés. Ekkor a független élek száma nem haladhatja meg Ω kapacitását.
fmax ≤ c(Ω)
Bizonyítás. A páratlan ponthalmaz fedés bármelyik egyelemu˝ ponthalmaza leg-
feljebb 1 független élt fedhet le, hiszen két független él nem találkozhat. Ugyan-
akkor egy 2k+ 1 elemu˝ páratlan ponthalmaz legfeljebb k darab független élt fed-
het le, mert k + 1 független élnek már 2k + 2 végpontja van. A lefedheto˝ élek
számának felso˝ korlátja mindkét esetben a páratlan ponthalmaz kapacitása. A
teljes páratlan ponthalmaz fedés halmazai együtt legfeljebb annyi független élt
fedhetnek le, amennyi a kapacitásaik összege, tehát Ω kapacitása.
Minden lefogó pontrendszer páratlan ponthalmaz fedés (1 páratlan szám),
ezért ez az eredmény a (3.1) felso˝ korlát javítása. A jelenlegi felso˝ becslés is egy
tipikus dualitás-szituáció, ami természetesen a megszokott következményekkel
jár.
6.1. Következmény. Legyen a G = (P,E) gráfban X egy párosítás és Ω egy páratlan
ponthalmaz fedés. Ha
|X| = c(Ω),
akkor X maximális párosítás, Ω pedig egy minimális kapacitású páratlan ponthalmaz
fedés.
Ezt a nyilvánvaló következményt gyakran használjuk annak felismerésére,
hogy egy párosítás maximális. Tekintsük például a 6.10. ábrán látható gráfot! A
vastagon jelzett 4 darab független él maximális párosítást alkot. Ezt onnan tud-
juk, hogy találunk olyan páratlan ponthalmaz fedést, aminek 4 a kapacitása. A
négy páratlan ponthalmaz a következo˝: Q1 = {c} a centrum, Q2 = {1, 2, 3}, Q3 =
{4, 5, 6} és Q4 = {7, 8, 9} a háromszögek. c(Q1) = 1, c(Q2) = c(Q3) = c(Q4) = 1,
tehát a kapacitások összege (csak) 4. Az olvasó könnyen elleno˝rizheti, hogy vala-
mennyi él pontokkal történo˝ lefogásához 6 pontra lenne szükség.
Nevezetes tény, hogy a páratlan ponthalmaz fedések kapacitásainak minimuma
éppen a független élek maximális száma. Tehát itt egy tipikus dualitás-szituációval
találkozunk, ezért a minimális kapacitású páratlan ponthalmaz fedés feladatot a
maximális párosítás feladat diszkrét duálisának tekinthetjük.











6.10. ábra. Példa páratlan ponthalmaz fedésre
6.2. Tétel (ero˝s dualitás). Tetszo˝leges G gráfban a független élek maximális száma azo-
nos a páratlan ponthalmaz fedések kapacitásainak minimumával.
fmax = min
Ω páratlan ponthalmaz fedés
c(Ω)
BármelyikX maximális párosítás esetén olyan minimális kapacitású páratlan ponthalmaz
fedés is létezik, ahol a benne szereplo˝ Qi páratlan ponthalmazok diszjunktak, és az egy
pontból álló Qi ponthalmazok X által fedettek.
Például a 6.2. ábra bal oldalán látható 10 pontú gráfban a független élek ma-
ximális száma 5 (például az öt „küllo˝" független). Az olvasó könnyen elleno˝riz-
heti, hogy valamennyi él pontokkal történo˝ lefogásához 6 pontra lenne szükség.
Ugyanakkor megadhatunk két páratlan ponthalmazt a következo˝képpen: Q1 =
egy tetszo˝leges pont, Q2 = a többi 9 pont. c(Q1) = 1, c(Q2) = 4, tehát a kapacitá-
sok összege (csak) 5.
A tétel bizonyítása rekurzív és konstruktív. A rekurziót a kontrakció során kapott
kisebb gráfra alkalmazzuk: feltesszük, hogy erre igaz a tétel, és ebbo˝l bebizonyít-
juk a tételt a kontrakció elo˝tti gráfra.
Bizonyítás. Tegyük fel, hogy a gráfnak n pontja van. n = 1, 2, 3 esetén a tétel
állításai rendkívül egyszeru˝en elleno˝rizheto˝ek. A továbbiakban n ≥ 4, X egy
maximális párosítás. Négy esetet különböztetünk meg.
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1. eset: az X párosítás teljes. Ekkor n = 2k, |X| = k. Legyen Q1 = egy tetszo˝-
leges pont, Q2 = az összes többi pont, ezek ketten lefedik az összes élt. Ekkor
c(Q1) = 1, c(Q2) = k − 1, tehát a páratlan ponthalmaz fedés kapacitása is k. A
két fedo˝ halmaz diszjunkt, minden pont X által fedett, tehát a tétel valamennyi
állítása teljesül.
2. eset: az X párosítás nem teljes, de létezik G-ben egy C blossom. Ekkor
a C blossom pontjait összehúzzuk (kontrakció) egy c pszeudo-csúcsra. Ha C-
nek 2m + 1 éle van, akkor a kontrahált G ′ gráfnak n − 2m pontja van, X/C-t
X ′-vel jelöljve a párosítás éleinek száma a kontrakció során m-mel csökkent. Az
alaptétel szerint X ′ maximális párosítás G ′-ben. Teljes indukcióval feltehetjük,
hogy G ′-ben létezik olyan Ω′ = {Q′1, Q′2, . . . Q′s} páratlan ponthalmaz fedés, amire
|X ′| = c(Ω′), és a tétel többi állítása is teljesül (a fedo˝ halmazok diszjunktak, az
egypontú fedo˝ halmazok X ′ által fedettek). Az alaptétel bizonyításában láttuk,
hogy a c pszeudo-csúcs fedetlen. Ezért {c} nem lehet egypontú fedo˝ halmaz. Ha
c ∈ Q′i valamelyik i-re, akkor a de-kontrakció után Qi = Q′i ∪ C továbbra is pá-
ratlan fedo˝ halmaz lesz (a pontok száma 2m-mel no˝), a többi fedo˝ halmaz nem
változik. Ha c egyik Q′i-nek sem eleme, akkor C lesz a de-kontrakció során egy új
páratlan fedo˝ halmaz. Megmutatjuk, hogy mindkét esetben az új (vagy megújult)
páratlan halmazrendszer lefedi G valamennyi élét. Ha egy él mindkét végpontja
C-ben van, akkorC vagyQi = Q′i∪C lefedi az élt. Ha egy (i, j) élre i /∈ C és j ∈ C,
akkor G ′-ben az (i, c) élt lefedte valamelyik Q′i. Ha egypontú volt a fedo˝ halmaz,
akkor ez csak {i} lehetett, mert a c fedetlen pont nem lehetett egypontú fedo˝hal-
maz. Ekkor {i} lefedi az (i, j) élt. Ha az (i, c) élt többpontú fedo˝halmaz fedte le,
akkor ez a fedo˝halmaz C pontjaival bo˝vítve lefedi az (i, j) élt. A de-kontrakció
során a párosítás elemszáma és a páratlan ponthalmaz fedés kapacitása is m-mel
no˝, tehát továbbra is azonosak lesznek. Könnyen látható, hogy a tétel többi állí-
tása (a fedo˝ halmazok diszjunktak, az egypontú fedo˝ halmazok X által fedettek)
is teljesül.
3. eset: az X párosítás nem teljes, és G-ben nem létezik blossom, de létezik vi-
rág. A virág nyelén felcseréljük az X-en kívüli és az X-beli éleket. A nyél hossza
páros, tehát X elemszáma nem változik, az új X párosítás is maximális. A 6.1
állítás szerint ekkor a virág feje blossom lesz. Ezzel a 3. esetet visszavezettük a 2.
esetre.














6.11. ábra. Páros és páratlan hosszú X-alternáló utak találkozása
4. eset: az X párosítás nem teljes, és G-ben nem létezik sem blossom sem
virág. Ebben az esetben megadunk egy minimális páratlan ponthalmaz fedést,
amelyben legfeljebb egy többpontú (|Qi| ≥ 3) fedo˝ halmaz található. Az X által
fedetlen pontok halmazát jelöljük Q-val. Ezeket a pontokat gyökereknek nevez-
zük. Definiálunk egy S és egy T ponthalmazt a következo˝képpen.
S = {i ∈ P ∣∣∃(Q→ i) páros hosszúságú X-alternáló út } , és
T = {j ∈ P ∣∣ ∃(Q→ j) páratlan hosszúságú X-alternáló út }.
A 0 hosszúságú utak hossza páros, tehát minden fedetlen pont az S halmazban
van (Q ⊂ S).
-Megmutatjuk, hogy az S és T ponthalmazok diszjunktak. Valóban, legyen U
egy páros hosszúságú X-alternáló út, amelyik a Gy1 gyökérbo˝l az i pontba ve-
zet, V pedig egy páratlan hosszúságú X-alternáló út, amelyik a Gy2 gyökérbo˝l
az i pontba vezet. (A 6.11. ábrán U hossza 6, V hossza 9.) Ha a két út egyetlen
közös pontja az i pont, akkor a két út együtt a Gy1 = Gy2 esetben blossom-ot,
a Gy1 6= Gy2 esetben pedig javító utat alkotna, ami ellentmondás. Ha viszont
a két útnak korábban is voltak közös pontjai, akkor a két út egyesítése virá-
got tartalmaz, ami szintén nem felel meg a 4. eset feltételeinek. (A 6.11. ábrán
{u0, u1, u2, u3, u4} a virág nyelének pontjai, {u4, u5, u6, v8, v7, v6} a virág feje.) A
virág feje az utolsó elo˝tti közös pont és az i pont közötti részekbo˝l áll, ennek rész-
letezését az olvasóra bízzuk (ld. még 6.1., 6.2. feladatok).
-Megmutatjuk, hogy ha egy X-beli él egyik végpontja S-ben van, akkor a másik
végpont T -ben van. Valóban, legyen e az X párosítás éle, az i pont pedig ennek
egy S-hez tartozó végpontja. Hogyan került i az S halmazba? Valamelyik gyö-
kérbo˝l páros hosszúságú X-alternáló út X-beli éllel érkezik i-be. Ezen az úton
az i-t megelo˝zo˝ j pont T -ben volt, a (j, i) él az X párosítás éle. Az i pontban a
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párosításnak csak egy éle végzo˝dhet, tehát e = (i, j).
-Megmutatjuk, hogy ha egy X-beli él egyik végpontja T -ben van, akkor a másik
végpont S-ben van. Valóban, legyen e az X párosítás éle, a j pont pedig ennek
egy T -hez tartozó végpontja. Hogyan került j a T halmazba? Valamelyik gyö-
kérbo˝l páratlan hosszúságú X-alternáló út X-en kívüli éllel érkezik j-be. Ezt az
utat az e éllel folytathatjuk, és akkor e másik végpontja ugyanabból a gyökérbo˝l
páros hosszúságú X-alternáló úton érheto˝ el, tehát az S halmazhoz tartozik.
Mindezt összevetve az X párosítás éleit két csoportba lehet osztani. Az elso˝ cso-
portba azok az élek tartoznak, melyeknek az egyik vége S-ben, a másik vége
T -ben van. Ezeknek az éleknek a száma a T -beli pontok számával azonos, és eze-
ket az éleket a T -beli pontok lefogják. A másik csoportba az a p darab él tartozik,
melyeknek egyik végpontja sem érheto˝ el fedetlen pontból X-alternáló úttal. A
második csoportba tartozó éleknek összesen 2p pontja van, mindegyik S ∪ T -n
kívül. p > 0 esetén legyen Q1 ezen pontok közül egy pont, és p > 1 esetén legyen
Q2 a többi 2p−1 darab pont. A Q1 pont valamint p > 1 esetén a Q2 páratlan pont-
halmaz kapacitásainak összege 1 + p − 1 = p, és ez a két páratlan halmaz lefedi
a párosítás második csoportba tartozó éleit. Tehát a T -beli pontok, a Q1 pont és
p > 1 esetén a Q2 páratlan ponthalmaz olyan Ω páratlan ponthalmaz-rendszert
alkotnak, melynek a kacitása az X párosítás éleinek száma. Ezek a páratlan fe-
do˝halmazok diszjunktak, és az egypontú halmazok X által fedett pontból állnak.
Tehát a keresett Ω páratlan ponthalmaz fedés a következo˝:
Ω = {a T -beli pontok, Q1 és p > 1 esetén Q2}.
Hátra van még annak igazolása, hogy Ω lefedi a gráf valamennyi élét. Két S-
beli pont között nem lehet él, mert akkor S és T nem lennének diszjunktak (S-
beli pont szomszédja T -beli). Nem létezhet él egy S-beli pont és a Q1 illetve Q2
ponthalmaz valamelyik j pontja között sem, mert akkor a j pont a T halmazba
került volna volna. Tehát 3-féle él maradt:
1. Az e él egyik végpontja T -ben van
2. Az e él egyik végpontja Q1-ben van
3. Az e él mindkét végpontja Q2-ben van
Ω mindhárom esetben lefedi az e élt, tehát a tétel valamennyi állítása teljesül.
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6.1. Feladat. Legyen U egy páros hosszúságú X-alternáló út, amelyik a Gy1 fedetlen
pontból az i pontba vezet, V pedig egy páratlan hosszúságú X-alternáló út, amelyik a
Gy2 fedetlen pontból az i pontba vezet. Igazoljuk, hogy Gy1 6= Gy2 esetén U ∪ V vagy
javító út, vagy pedig tartalmaz virágot.
6.2. Feladat. Legyen U egy páros hosszúságú X-alternáló út, amelyik a Gy fedetlen
pontból az i pontba vezet, V pedig egy páratlan hosszúságú X-alternáló út, amelyik a
Gy fedetlen pontból az i pontba vezet. Igazoljuk, hogy U ∪ V vagy blossom, vagy pedig
tartalmaz virágot.
6.6. Definíció. Tetszo˝leges G = (P,E) gráf és Q ⊂ P ponthalmaz esetén o(G − Q)-val
jelöljük a Q pontjainak elhagyásakor keletkezo˝ páratlan (pontot tartalmazó) komponensek
számát.
6.3. Feladat (Tutte-tétel). A 6.2. tételbo˝l bizonyítsuk be, hogy egy irányítatlan gráfban
pontosan akkor létezik teljes párosítás, ha tetszo˝leges Q ⊂ P ponthalmazra o(G − Q) ≤
|Q|.
A független élek maximális száma pontosan megadható a ponthalmazok elha-
gyásakor keletkezo˝ páratlan komponensek számának segítségével is. Ezt mondja
ki a követketkezo˝ tétel:
6.3. Tétel (Tutte-Berge formula). Tetszo˝leges G = (P,E) irányítatlan gráf esetén
fmax = min
U⊂P
(|P |+ |U | − o(G − U))/2. (6.1)
Ezt a tételt nem bizonyítjuk, a bizonyítás megtalálható Schrijver [Sch03] mo-
nográfiájában (ld. 24.1. Tétel). Szintén bizonyítás nélkül idézzük azt a struktúra-
tételt, amelyik megad egy olyan U ponthalmazt, melyre a 6.1. képletben szereplo˝
minimum felvétetik.
6.4. Tétel (Gallai-Edmonds dekompozíció). A G = (P,E) gráfban legyen
D(G) = {p ∈ P ∣∣ van olyan maximális párosítás, melynél p fedetlen},
A(G) = D(G) szomszédjainak halmaza, és
C(G) = P −A(G)−D(G).
Ekkor az U := A(G) ponthalmaz minimumot ad a 6.1. képletben. Ezenkívül G − U
páratlan komponenseinek uniója D(G), a páros komponensek uniója pedig C(G).
A bizonyítás megtalálható többek között Schrijver [Sch03] sokat idézett köny-
vében (ld. 24.7. Tétel).
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6.3. Pontok fedése élekkel
Ebben az alfejezetben azzal a kérdéssel foglalkozunk, hogy hogyan lehet a gráf
valamennyi pontját minél kevesebb él felhasználásával lefedni. Képzeljük el,
hogy egy konferencia résztvevo˝it kétágyas szobákban lehet elhelyezni. Ismert,
hogy ki kivel hajlandó egy szobában lakni. (A hajlandóság kölcsönös: az (i, j) él
azt jelenti, hogy i és j elhelyezheto˝ egy szobában.) Mindenkit el kell helyezni,
és minimalizálni akarjuk a szobák számát. Bármelyik résztvevo˝vel elo˝fordulhat,
hogy egyedül kerül egy kétágyas szobába. Ezt úgy oldjuk meg, hogy felveszünk
egy fiktív pontot (senki), és ebbo˝l élt húzunk mindegyik valódi pontba.
Tehát az a kérdés, hogy minimálisan hány élre van szükség valamennyi pont lefe-
déséhez? Egy pontot csak akkor lehet lefedni, ha a pont nem izolált, tehát létezik
belo˝le kiinduló él. Mindegyik él két pontot (a saját végpontjait) fed le, ezért n
pontú gráfban biztosan szükség van legalább n/2 élre. Ha n páros, és n/2 él elég
valamennyi pont lefedéséhez, akkor az n/2 darab lefedo˝ él egy teljes párosítás.
Ha viszont fmax-tehát a független élek maximális száma - nem éri el n/2-t, akkor
a lefedo˝ élek nem lehetnek valamennyien függetlenek.
6.5. Tétel. Legyen G = (P,E) egy n-pontú gráf, és tegyük fel, hogy mindegyik pont va-
lamelyik él végpontja. A valamennyi pontot lefedo˝ élek minimális számát jelöljük fedmin-
nel. Ekkor
fmax + fedmin = n. (6.2)
Bizonyítás. HaX egy maximális párosítás G-ben, akkor azX által fedetlen n−2×
fmax darab pontot tetszo˝legesen választott egy-egy éllel lefedve fedo˝ élrendszert
kapunk, ahol az élek száma fmax + n− 2× fmax ≥ fedmin. Ezért
fmax + fedmin ≤ n. (6.3)
Ha viszont M egy minimális számú élbo˝l álló minden pontot lefedo˝ élhalmaz,
akkor ezen belül legyen a független élek maximális száma k, a k darab független
élbo˝l álló halmaz pedig Y . Két Y által fedetlen pontot M -beli él nem köt össze (k
maximális), tehát k+ n− 2× k = |M | = fedmin, azaz k+ fedmin = n. Ugyanakkor
k ≤ fmax, ezért
fmax + fedmin ≥ n. (6.4)
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Ez azt jelenti, hogy a valamennyi pontot lefedo˝ minimális számú él megadása
ugyanolyan nehéz, mint maximális számú független él keresése. A maximális
párosítás által fedetlen pontokat tetszés szerint lefedhetjük egy-egy éllel, és így




Ebben a fejezetben G = (P,E) egy irányítatlan gráf, amelyik nem (feltétlenül)
páros, tehát páratlan hosszúságú körök is elo˝fordulhatnak. Az 5. fejezethez ha-
sonlóan feltételezzük, hogy minden e = (i, j) élnek van egy w(e) = wij ≥ 0 súlya.
Élhalmaz súlyát (vagy összsúlyát) a benne szereplo˝ élek súlyainak összegeként






Alapveto˝en háromféle optimális párosítás elo˝állításával foglalkozunk.
1. Maximális összsúlyú párosítás
2. Maximális összsúlyú teljes párosítás
3. Minimális összsúlyú teljes párosítás
Elo˝ször megmutatjuk, hogyan lehet az 1. problémát visszevezetni a 2.-ra. A
G = (P,E) gráfból készítünk egy G ′ = (P ′, E ′) másodpéldányt. Tehát P ′ ugyan-
annyi pontból áll, mint P , és e′ = (i′, j′) pontosan akkor él a másodpéldányban,
ha e = (i, j) az eredeti G gráf éle. (Ezt úgy mondjuk, hogy G és G ′ izomorfak.) Ké-
szítünk egy G = (P ,E) gráfot a következo˝képpen. A G és G ′ gráfokat képzeljük
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7.1. ábra. Visszavezetés teljes párosításra
el vízszintesen, egyiket a másik felett, és az eredeti éleken kívül húzzuk még be
az összes függo˝leges élt. Tehát
P = P ∪ P ′, és
E = E ∪ E ′ ∪ {(i, i′) ∣∣ i ∈ P}.
G-ben és G ′-ben megtartjuk az eredeti súlyokat, a függo˝leges élek súlya 0 lesz.
Egy példa látható a 7.1. ábrán. Ha a G gráfnak n pontja és m éle, van, akkor
G ′-nek ugyanennyi, a G gráfnak 2n pontja és 2m+n éle van. G-ben mindenképpen
van teljes párosítás, például az összes „függo˝leges" él teljes párosítást alkot.
7.1. Állítás. Az alábbi két feladat ekvivalens:
1. Maximális összsúlyú párosítás keresése G-ben
2. Maximális összsúlyú teljes párosítás keresése G-ben
Bizonyítás. Legyen X egy maximális összsúlyú párosítás G-ben, és s = w(X) a
maximális összsúly. Ekkor X képe - X ′ - nyilvánvalóan maximális összsúlyú
párosítás G ′-ben ugyancsak s összsúllyal. Ha i X által fedetlen G-ben, akkor ter-
mészetesen i′ X ′ által fedetlen G ′-ben. G-ben maximális összsúlyú teljes párosítást
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kapunk, ha X és X ′ éleit kiegészítjük a fedetlen i pontokhoz tartozó (i, i′) élek-
kel, hiszen a függo˝leges élek súlya 0, és G-ben természetesen nem lehet 2s-nél
nagyobb összsúlyt elérni. Másfelo˝l, ha adott G-ben egy maximális összsúlyú X
teljes párosítás, akkor ennek az élei G-ben és G ′-ben is el kell, hogy érjék az s össz-
súlyt, mert a függo˝leges élek súlya 0. Tehát X egy G-beli és egy G ′-beli maximális
összsúlyú párosítást tartalmaz (a ketto˝ nem feltétlenül egymás tükörképe).
A 7.1. ábrán G-nek és G ′-nek is 5 pontja van, tehát egyikben sincs teljes páro-
sítás. G-nak 10 pontja van, ebben egy 5 élbo˝l álló teljes párosítást látunk vastag
vonallal. Az öt élbo˝l egy függo˝leges az eredetileg fedetlen 1-es és 1′ pontokat köti
össze.
Most megmutatjuk, hogyan lehet a 2. problémát visszevezetni a 3.-ra. A G =
(P,E) gráfból most is készítünk egy G ′ = (P ′, E ′) tükörképet (másodpéldányt).
Legyen M a {w(e) ∣∣ e ∈ E} súlyok maximuma, és definiáljuk G ′-ben a w′(e′) sú-
lyokat a következo˝képpen.
w′(e′) = M − w(e) ∣∣ e ∈ E
Feltételezzük, hogy G-ben van teljes párosítás, tehát a pontok száma n = 2k, és
minden teljes párosítás k darab élbo˝l áll. Ha X teljes párosítás G-ben, akkor X ′ is
teljes párosítás G ′-ben, és
w′(X ′) = kM − w(X)
Ez pedig azt jelenti, hogy X összsúlyának maximalizálása X ′ összsúlyának mini-
malizálásával ekvivalens.
A 3. probléma megoldásával foglalkozik a következo˝ alfejezet.
7.2. Minimális súlyú teljes párosítás primál-duál algo-
ritmussal
Feltételezzük, hogy a G = (P,E) gráfban van teljes párosítás. Minden e élhez
adott egy w(e) ≥ 0 súly. Olyan teljes párosítást keresünk, ahol az összsúly mi-
nimális. Az alább ismertetésre kerülo˝ algoritmusban fontos szerepet játszanak
a P ponthalmaz páratlan részhalmazai, valamint a hozzájuk tartozó ún. duál-
változók. A gráf páratlan számú pontból álló ponthalmazainak halmazát PN-nel
jelöljük, tehát
Q ∈ PN def←→ Q ⊂ P , és |Q| páratlan szám.
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7.1. Definíció (duál lehetséges). Az y : PN→ R vektort duál lehetségesnek nevezzük,
ha
|Q| ≥ 3 esetén y(Q) ≥ 0 , és (7.1)∑
Q∈PN , e∈ki(Q)
y(Q) ≤ w(e) ∣∣ e ∈ E. (7.2)
A lehetséges duál vektorok halmazát D(G, w)-vel jelöljük.
Ez azt jelenti, hogy minden legalább 3 pontból álló páratlanQ ponthalmazhoz
nemnegatív y(Q) duálváltozó tartozik, a p csúcsokhoz tartozó y(p) duálváltozók
viszont elo˝jelkötetlenek. Bármely e él esetén az él két végpontjához tartozó du-
álváltozók összegéhez hozzáadjuk azoknak a legalább 3 pontú páratlan halma-
zoknak a duálváltozóit, melyekbo˝l az e él kimutat, és az így kapott összeg nem
haladhatja meg az él súlyát. Másik jelöléssel ez úgy is írható, hogy
yi + yj +
∑
|Q|≥3 , |Q| páratlan, e∈ki(Q)
y(Q) ≤ wij
∣∣ (i, j) ∈ E
Ismét hangsúlyozzuk, hogy ez a duál lehetséges definíció csak ebben az alfejezet-
ben érvényes, ahol a primál feladat egy teljes párosítás összsúlyának a minimali-
zálása. Duál célfüggvénynek a duál lehetséges vektor valamennyi koordinátájá-






A következo˝ állítás a gyenge dualitás tétel diszkrét változata.
7.2. Állítás. Legyen X egy tetszo˝leges teljes párosítás a G gráfban, legyen továbbá y ∈
D(G, w) egy tetszo˝leges duál lehetséges vektor. Ekkor
1y ≤ w(X)
Egyenlo˝ség pontosan akkor áll fenn, ha∑
Q∈PN , e∈ki(Q)
y(Q) = w(e)
∣∣ e ∈ X , és (7.4)
y(Q) > 0 esetén |X ∩ ki(Q)| = 1 ∣∣Q ∈ PN. (7.5)
Ez azt jelenti, hogy a duál-lehetségesség definíciójában szereplo˝ (7.2) egyen-
lo˝tlenségnek a párosítás élein egyenlo˝ségként kell teljesülnie, és a lényeges pá-
ratlan ponthalmazokból (amiknek a duálváltozója nem 0) a párosításnak egy éle
mutat ki.


























Itt akkor áll fenn egyenlo˝ség, ha (7.4) teljesül. A jobboldali összegben egy y(Q)
annyiszor szerepel, ahány olyan e éle van az X párosításnak, amelyik a Q pont-









X teljes párosítás, tehát minden páratlan ponthalmazból van kifelé mutató éle,
egyelemu˝ ponthalmazból pontosan egy él mutat ki, ezért |X ∩ ki(Q)| ≥ 1, ha Q
páratlan, és |X ∩ ki(Q)| = 1, ha Q egy pontból áll. y(Q) csak egyelemu˝ ponthal-
maznál lehet negatív, ezért∑
Q∈PN




Itt pedig pontosan akkor áll fenn egyenlo˝ség, ha (7.5) teljesül.
A most bizonyított állításból természetesen következik, hogy ha talál valaki
egy y duál lehetséges vektort és egy X teljes párosítást, és a duál változók össze-
ge azonos a párosítás összsúlyával, akkor a párosítás minimális összsúlyú, a duál
vektor pedig szintén optimális. Tekintsük például a 7.2. ábrán látható gráfot,
ahol az élek mellé írt számok az élek súlyait mutatják. (A példa Csató László
gazdaság-matematikai elemzo˝ szakos hallgatótól származik (2010).) A pontok
duálváltozóit beleírtuk a csúcsokba. Az ábrán egy lényeges páratlan ponthalmaz
van, aminek a duálváltozója pozitív: ez a bal oldalon lévo˝ háromszög, amit C-vel
jelöltünk. A vastagon húzott élek minimális összsúlyú párosítást jelölnek. Ezt
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onnan tudjuk, hogy a duálváltozók duál lehetséges vektort alkotnak, és teljesül-
nek a (7.4) és (7.5) feltételek. Például a párosítás bal alsó élén a két végpont duál
változóinak összege 1 + 2, és ehhez még hozzáadódik a C blossom duálváltozója
(ami 1), hiszen ez az él C-bo˝l kifelé mutat. Az is látható, hogy C-bo˝l a párosítás-
nak pontosan egy éle mutat ki. A párosítás összsúlya és a duálváltozók összege
egyaránt 19.
Most ismertetünk egy ún. primál-duál algoritmust, amelyik olyan X teljes pá-
rosítást és duál lehetséges y vektort készít, melyekre telesülnek a (7.4) és (7.5)
feltételek, tehát mindketto˝ optimális. Az algoritmusban használni fogjuk a kö-
vetkezo˝ jelöléseket:
-Minden i ∈ P csúcshoz tartozik egy y(i) elo˝jelkötetlen duálváltozó.
-A legalább három pontból álló Q páratlan ponthalmazokhoz y(Q) ≥ 0 nemnega-
tív duálváltozó tartozik. Az y vektor duál lehetséges, tehát minden e = (i, j) ∈ E
esetén
y(i) + y(j) +
∑
|Q|≥3 , |Q| páratlan, e∈ki(Q)
y(Q) ≤ w(e) (7.6)
-E(y) ⊂ E azon eredeti e = (i, j) élekbo˝l áll, melyekre
y(i) + y(j) +
∑
|Q|≥3 , |Q| páratlan, e∈ki(Q)
y(Q) = w(e)
-G(y) = (P,E(y)) G-nek részgráfja.
-Ω ⊂ PN bizonyos páratlan számú pontból álló ponthalmazok családja.
-Ωmax az Ω-beli tartalmazásra nézve maximális halmazok családja.
-G ′ = G(y)/Ωmax, tehát ez G(y)-ból kontrakcióval készül.
-X egy párosítás G ′-ben.
-F a G ′-beli X által fedetlen pontok halmaza.
7.1. Algoritmus (primál-duál-algoritmus).
Induláskor y = 0, X = ∅, Ω = {{x} ∣∣x ∈ P}.
Iteráció: F a G′-beli X által fedetlen pontok halmaza.
Ha F üres, a G′-beli teljes párosítást de-kontrakciókkal
G(y)-beli teljes párosítássá egészítjük ki. STOP.
Egyébként az E(y) élhalmazt, és ezzel a G(y) és G′ gráfokat
aktualizáljuk.
1.eset: G′-ben van F → F X-alternáló élsorozat, amelyik
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legalább egy élt tartalmaz. Ezek közül U legyen
az egyik legrövidebb.
-Ha U egy javító út, X-et ezzel javítjuk, és iterálunk.
-Ha U nem javító út, akkor (esetleg a virágnyélen cserével)
található egy C blossom. Ennek a ponthalmazát Ω-ba
betesszük (kontrakció), az élhalmazt X-bo˝l elvesszük,
y(C) = 0, és iterálunk.
2.eset: G′-ben nincs F → F X-alternáló élsorozat,
amelyik legalább egy élt tartalmaz. Ekkor
-S legyen azon G′-beli q csúcsok halmaza,
melyekre páros hosszúságú F → q
X-alternáló út létezik.
-T legyen azon G′-beli q csúcsok halmaza,
melyekre páratlan hosszúságú F → q
X-alternáló út létezik.
-q ∈ S esetén növeljük y(q)-t d-vel,
-q ∈ T esetén csökkentsük y(q)-t d-vel,
ahol d a legnagyobb olyan érték, amire y még duál
lehetséges marad.
Ha ütközéskor y(Q) = 0 lesz valamilyen Q ∈ Ω, |Q| ≥ 3 pontra,
akkor Q-t Ω-ból kivesszük (de-kontrakció), és X-et
a nagyobb gráf teljes párosításává egészítjük ki.
Iterálunk.
Fontos megjegyzés, hogy mindaddig, amíg a párosítás nem teljes, |S| > |T |,
ezért a duál célfüggvény d-nek egész számú többszörösével növekszik (ld. Sch-
rijver [Sch03], 26.2 alfejezet). Feltételeztük, hogy létezik teljes párosítás, ezért a
duál-célfüggvény felülro˝l korlátos (7.2. Állítás), tehát d értéke véges.
Példaként kövessük végig az algoritmust a 7.3. ábra bal oldalán látható gráf
esetén. Az élek mellé írt számok az él súlyát jelzik.
1. iteráció: E(y) egy élt sem tartalmaz, minden pont X által fedetlen, tehát min-
den pont S-beli. A felso˝ háromszög élein d+d ≤ 1 miatt d = 0.5 lesz mindegyik
duálváltozó értéke. A csúcsok mellé írt számok mutatják a duálváltozókat.
2. iteráció: A felso˝ háromszög három éle bekerül E(y)-ba. A 7.4. ábra bal oldalán
látható, hogy javítás után a három él közül az egyik az X párosítás éle lesz.
















1. iteráció 2. iteráció eleje
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7.5. ábra. A primál-duál algoritmus lépései
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3. iteráció: A felso˝ háromszögbo˝l létrejött C blossom-ot összehúzzuk (kontrak-
ció) egy c pszeudo-csúcsra. A kontrahált gráfban X üres, y(C) = 0.
4. iteráció: A kontrahált G ′ gráf 4 pontból áll, egy éle sincs, tehát mind a 4 pont
S-beli. A d változóra vonatkozó korlátokat az eredeti gráf élein kell meghatá-
rozni. A felso˝ háromszögbo˝l kimutató jobb oldalon lévo˝ függo˝leges él súlya 2,
ez az él jelenti a legszigorúbb 0.5 + (0 + d) + (0.5 + d) ≤ 2 felso˝ korlátot. Itt
a zárójelen kívüli 0.5 a háromszög jobb-szélso˝ pontjának duálváltozója. Ez a
pont nincs a G ′ gráfban, ezért nem került az S halmazba. (0 + d) a c pszeudo-
csúcs (tehát a háromszög) duálváltozója, (0.5 + d) pedig a függo˝leges él alsó
pontjához tartozik. Az eredmény d = 0.5, az új duálváltozók a 7.4. ábra jobb
oldalán láthatóak. A felso˝ háromszög (blossom) duálváltozója 0.5 lett.
5. iteráció: A 7.5. ábra bal oldalán látható, hogy a 2 súlyú él képe a G ′ gráfban
bekerült az élek közé, majd javítás során az X párosításba.
6. iteráció: A G ′ gráf két fedetlen pontja az S halmazba kerül, ezeknek a duálvál-
tozója d-vel növekszik. d felso˝ korlátját ismét az eredeti gráf élein határozzuk
meg. A 3 súlyú függo˝leges él adja a legszigorúbb 0.5+0.5+(1+d) ≤ 3 korlátot.
Itt az egyik 0.5 ennek az élnek a felso˝ végpontjához tartozik, a másik 0.5 pedig
a háromszöghöz (blossom). (1 + d) lesz a 3 súlyú függo˝leges él alsó végpontjá-
nak duálváltozója. Az eredmény d = 1. Az ábra jobb oldalán látható, hogy két
csúcsnak no˝tt 1-gyel a duálváltozója.
7. iteráció: A 7.6. ábra bal oldalán látható, hogy 3 súlyú függo˝leges él bekerült
a a G ′ gráfba. Továbbra is két X által fedetlen pont van, viszont a c pszeudo-
csúcs a T halmazba került, mert fedetlen csúcsból 1 hosszúságú X-alternáló
úttal érheto˝ el. A d = 0.5 értékkel új duálváltozókat kapunk, ugyanakkor a C
blossom duálváltozója lemegy 0-ra, következik a de-kontrakció. A párosítás
G ′-beli élének a képe a de-kontrakció után az eredeti gráf 2 súlyú függo˝leges
éle. Ezt egészítjük ki a felso˝ háromszög élei közül párosítássá.
8. iteráció: A 7.6. ábra jobb oldalán látható az új S illetve T halmaz. S-beli pont
duálváltozója d-vel no˝, T -beli ponté d-vel csökken. A legszigorúbb felso˝ korlá-
tot a 4 súlyú függo˝leges él adja: (0.5 + d) + (2.5 + d) ≤ 4. Ebbo˝l d = 0.5 adódik,
és a a 7.7. ábra bal oldalán látjuk az új duálváltozókat.





























9. iteráció eleje 9. iteráció vége8. it. duálváltozói
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9. iteráció: A 4 súlyú él mellett az 5 súlyú él is bekerült az E(y) halmazba. 3-
hosszúságú javító útat találunk, amelyik két függo˝leges X-en kívüli, és egy
X-beli élt tartalmazt. Elvégezve a javítást teljes párosításhoz jutunk, ami opti-
mális. A párosítás összsúlya 4+3+2 = 9. Ugyanennyi a duálváltozók összege
is (1 + 0 + 0 + 3 + 3 + 2). Említésre méltó, hogy természetesen teljesül a (7.4)
feltétel.
Alapveto˝ jelento˝ségu˝ a következo˝ eredmény:
7.1. Tétel. Ha a G = (P,E) gráfban van teljes párosítás, akkor a primál-duál-algoritmus
tetszo˝leges nemnegatív w súlyfüggvény esetén véges számú lépésben befejezo˝dik. Az
eredmény egy minimális összsúlyú teljes párosítás a hozzátartozó duál optimális válto-
zókkal együtt.
Ez a tétel a páros gráfokra vonatkozó primál-duál-algoritmusnál alkalmazott
módszerhez hasonló gondolatmenettel (ld. 5.5. Tétel) igazolható, erre azonban
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most nem térünk ki. A bizonyítás megtalálható Schrijver [Sch03] monográfiájá-
ban (26.1. Tétel).
7.3. Az Edmonds-féle párosítás politópok
Mindenekelo˝tt emlékeztetünk arra, hogy egy Q ponthalmaz esetén ki(Q)-val je-
löltük azon élek halmazát, melyeknek egyik végpontja Q-ban, a másik pedig Q-n
kívül van. Azoknak az éleknek a halmazát, melyeknek mindkét végpontja Q-ban
van, belül(Q)-val fogjuk jelölni.
e = (i, j) ∈ belül(Q) def←→ i ∈ Q , és j ∈ Q
A 4. fejezetben úgy írtuk fel egy páros gráf párosítás politópját, hogy minden
élhez nemnegatív változót rendeltünk, és minden csúcsra felírtuk, hogy a csúcs-
összeg értéke legfeljebb 1. Ezt nempáros gráfra is megtehetjük, és a kapott konvex
halmaz természetesen tartalmazni fogja a párosítások karakterisztikus vektorait.
Nem lesz igaz viszont az a 4.1. állításnak megfelelo˝ kijelentés, hogy az így kapott
poliéder csúcsai egészek. Tekintsük példaként a három pontú teljes gráfot. Ennek
bármely két éle szomszédos, tehát a következo˝ konvex halmazról van szó.
x, y, z ≥ 0
x+ y ≤ 1
y + z ≤ 1
z + x ≤ 1
Megmutatjuk, hogy ennek a poliédernek nem csak a párosítások (karakteriszti-






) vektor is. Valóban,













− c). Ha v1 és v2 is a poliéderhez tartozik, akkor
felhasználva, hogy mindegyik csúcsösszeg legfeljebb 1
a+ b ≤ 0 és
−a− b ≤ 0
adódik. Ebbo˝l a + b = 0, tehát a = −b következik. Ez az érvelés bármelyik két
szomszédos élre megismételheto˝, tehát b = −c és c = −a is igaz. Ezekbo˝l a = −a
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következik, tehát a = b = c = 0, vagyis v = v1 = v2.
Hasonló a helyzet a teljes párosítások konvex burkát kijelölni „hivatott"
x, y, z ≥ 0
x+ y = 1
y + z = 1
z + x = 1
feltételrendszerrel. A három pontú teljes gráfban nincs teljes párosítás, a most







ami nyilvánvalóan extremális pont is. Mindkét esetben az okozza a problémát,
hogy a feltételrendszer nempáros gráfok esetén olyan extremális pontokat is meg-
enged, melyeknek nem minden koordinátája egész. A tört koordinátákkal is ren-
delkezo˝ extremális pontok kiszu˝réséhez további feltételekre van szükség.
7.2. Definíció (Edmonds-féle teljes párosítás politóp I.). Legyen G = (P,E) egy
2n pontú irányítatlan gráf. A gráf teljes párosítás politópjának nevezzük a következo˝
feltételrendszer megoldáshalmazát:
x(e) ≥ 0 ∣∣ e ∈ E, (7.7)∑
e∈ki(p)
x(e) = 1
∣∣ p ∈ P, (7.8)
∑
e∈ki(Q)
x(e) ≥ 1 ∣∣Q ∈ PN , |Q| ≥ 3. (7.9)
A teljes párosítás politóp itteni alakját L(G, 1)-gyel jelöljük.
Tehát minden élhez tartozik egy nemnegatív változó. Minden csúcsra össze-
gezzük a csúcsba futó élekhez tartozó változók értékeit, és az így kapott csúcs-
összeg értéke 1. Ha Q egy páratlan ponthalmaz, akkor a Q-ból kifelé mutató
élekre összegzett változók értéke legalább 1. A feltételek száma véges, és L(G, 1)
félterek és (hiper)síkok metszete, tehát egy konvex halmaz. Minden változó 0 és
1 között van, hiszen mindegyik csúcsösszeg 1, ezért a konvex halmaz korlátos,
tehát poliéder. A teljes párosítás politóp feltételrendszere hagyományos alakban
a következo˝:
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xij ≥ 0
∣∣ (i, j) ∈ E, (7.10)∑
j , (i,j)∈E
xij = 1
∣∣ i ∈ P, (7.11)
∑
(i,j)∈E , i∈Q , j /∈Q
xij ≥ 1
∣∣Q ∈ PN , |Q| ≥ 3. (7.12)
A teljes párosítás politóp tulajdonságainak ismertetése elo˝tt megadjuk ennek
egy másik alakját.
7.3. Definíció (Edmonds-féle teljes párosítás politóp II.). Legyen G = (P,E) egy
2n pontú irányítatlan gráf. A gráf teljes párosítás politópjának nevezzük a következo˝
feltételrendszer megoldáshalmazát:
x(e) ≥ 0 ∣∣ e ∈ E, (7.13)∑
e∈ki(p)
x(e) = 1
∣∣ p ∈ P, (7.14)
∑
e∈belül(Q)
x(e) ≤ k ∣∣Q ∈ PN , |Q| = 2k + 1 , k ≥ 1. (7.15)
A teljes párosítás politóp itteni alakját L(G, 2)-vel jelöljük.
Tehát minden élhez tartozik egy nemnegatív változó. Minden csúcsra össze-
gezzük a csúcsba futó élekhez tartozó változók értékeit, és az így kapott csúcs-
összeg értéke 1. Ha Q egy 2k + 1 pontból álló ponthalmaz, k ≥ 1, akkor össze-
gezzük a Q-n belüli élekre a változók értékét, és az így kapott összeg legfeljebb k.
A feltételek száma ezúttal is véges, és L(G, 2) is félterek és (hiper)síkok metszete,
tehát konvex halmaz. Minden változó 0 és 1 között van, ezért ez a konvex hal-
maz is korlátos, tehát poliéder. A teljes párosítás politóp itteni feltételrendszere
hagyományos alakban a következo˝:
xij ≥ 0
∣∣ (i, j) ∈ E, (7.16)∑
j , (i,j)∈E
xij = 1
∣∣ i ∈ P, (7.17)
∑
(i,j)∈E , i∈Q , j∈Q
xij ≤ k
∣∣Q ∈ PN , |Q| = 2k + 1 , k ≥ 1. (7.18)
Mindenekelo˝tt igazoljuk, hogy a kétféle felírással ugyanazt a politópot definiál-
tuk.
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7.3. Állítás. A teljes párosítás politóp két feltételrendszere ekvivalens, tehát
L(G, 1) = L(G, 2).
Bizonyítás. (7.9) és (7.15) ekvivalenciáját kell igazolni. Legyen x : E → R egy




















Ez azért igaz, mert amikor az e él mindkét végpontja Q-ban van, x(e) mindkét
végpont csúcsösszegében szerepel, a többi él Q-ból kifelé mutat, és ezekre x(e)
csak egyszer szerepel. Ha a Q ponthalmaz 2k + 1 pontból áll, és minden csúcs-







x(e) = 2k + 1 (7.20)
(7.9) esetén a második szumma legalább 1, tehát az elso˝ szumma értéke legfeljebb
k. (7.15) viszont azt jelenti, hogy az elso˝ szumma értéke legfeljebb k, ekkor pedig
a második szumma értéke legalább 1.
Most rátérünk a teljes párosítás politóp és a teljes párosítások közötti kapcso-
lat ismertetésére. Már tudjuk, hogy a kétféle alak ekvivalens, ezért bármelyiket
használhatjuk.
7.2. Tétel. Legyen X egy teljes párosítás a G gráfban. Ekkor X karakterisztikus vektora
benne van a teljes párosítás politópban, és annak extremális pontja.
Bizonyítás. Legyen x a X teljes párosítás karakterisztikus vektora, tehát
x(e) =
1 ha e ∈ X0 egyébként.
Elo˝ször belátjuk, hogy x benne van a teljes párosítás politópban. Valóban, x nem-
negatív, és minden csúcsösszeg 1 (a párosítás minden csúcsot lefed). (7.9) is telje-
sül, hiszen egy 2k+1 elemu˝ páratlan ponthalmazból a teljes párosításnak legalább
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egy éle kimutat (legfeljebb k darab Q-beli pontnak lehet belül a párja, lagalább
egy pontnak a párja kívül van). Természetesen (7.15) is teljesül. Most belátjuk,
hogy x extremális pont. Tegyük fel, hogy y ∈ L(G, 1), z ∈ L(G, 1), és
x = (y + z)/2
Két különbözo˝ 0 és 1 közötti szám számtani közepe egyfelo˝l pozitív, másfelo˝l
1-nél kisebb, ugyanakkor x mindegyik koordinátája 0 vagy 1, tehát y és z nem
lehetnek különbözo˝ek. Ezért y = z = x, és x a poliéder extremális pontja.
A következo˝ tétel azt állítja, hogy a teljes párosítás politóp nem más, mint a
teljes párosítások (karakterisztikus vektorainak) konvex burka, tehát a megfordí-
tás is igaz.
7.3. Tétel. Az Edmonds-féle teljes párosítás politóp nem más, mint a teljes párosítások
karakterisztikus vektorainak konvex burka.
Bizonyítás. Legyen w egy tetszo˝leges nemnegatív súlyfüggvény, és a teljes páro-




minimumfeladatot. A folytonos LP dualitás szabályainak megfelelo˝en ennek a







maximumfeladat (ld. 7.2. Definíció). A duál célfüggvényben az egypontú és a
legalább 3 pontú Q halmazok duál változóinak egyaránt 1 az együtthatója. Az
egypontú duálváltozók elo˝jelkötetlenek, mert ezekhez egyenlo˝ség alakú primál
feltétel tartozik (csúcsösszeg=1). A legalább 3 pontú duálváltozók nemnegatí-
vak, mert ezek ≥ típusú primál feltételhez tartoznak (kimeno˝ összeg legalább 1).









A 7.1. tétel szerint a 7.1. primál-duál algoritmus tetszo˝leges nemnegatív súly-
függvény esetén véges számú lépésben végetér, és olyan optimális teljes párosí-
















Jelöljük a teljes párosítások karakterisztikus vektorainak konvex burkát M(G)-
vel. Ezen minden lineáris célfüggvénynek létezik minimuma, és van optimális













tehát az L(G, 1) illetve azM(G) poliédereken a súlyfüggvény minimuma azonos.
Megmutatjuk, hogy mindkét poliéder benne van az
1x = n
síkban, és akkor alkalmazhatjuk az A függelék A.4. tételét. Ha x azM(G) poli-
éder egyik csúcsa, akkor x egy teljes párosítás karakterisztikus vektora. A teljes
párosításnak n darab éle van, tehát 1x = n. M(G) pontjai a teljes párosítások
(karakterisztikus vektorainak) konvex kombinációi, tehát a teljesM(G) poliéde-
ren 1x = n. Másfelo˝l L(G, 1) minden pontjában mindegyik csúcsösszeg értéke 1.
Ha ezeket összeadjuk, a csúcsok száma, tehát 2n lesz az eredmény. Másfelo˝l a
csúcsösszegek összege 2×∑e∈E x(e), tehát 1x kétszerese.
Most rátérünk az Edmonds-féle párosítás politóp ismertetésére.
7.4. Definíció (Edmonds-féle párosítás politóp). Legyen G = (P,E) egy n pontú
irányítatlan gráf. A gráf párosítás politópjának nevezzük a következo˝ feltételrendszer
megoldáshalmazát
x(e) ≥ 0 ∣∣ e ∈ E, (7.21)∑
e∈ki(p)
x(e) ≤ 1 ∣∣ p ∈ P, (7.22)
∑
e∈belül(Q)
x(e) ≤ k ∣∣Q ∈ PN , |Q| = 2k + 1 , k ≥ 1. (7.23)
A párosítás politópot K(G)-vel jelöljük.
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Tehát minden élhez tartozik egy nemnegatív változó. Minden csúcsra össze-
gezzük a csúcsba futó élekhez tartozó változók értékeit, és az így kapott csúcs-
összeg értéke legfeljebb 1. Ha Q egy 2k+ 1 pontból álló ponthalmaz, k ≥ 1, akkor
összegezzük a Q-n belüli élekre a változók értékét, és az így kapott összeg leg-
feljebb k. A feltételek száma ezúttal is véges, és K(G) is félterek és (hiper)síkok
metszete, tehát konvex halmaz. Minden változó 0 és 1 között van, ezért ez a
konvex halmaz is korlátos, tehát poliéder. A teljes párosítás politóp itteni feltétel-
rendszere hagyományos alakban a következo˝:
xij ≥ 0
∣∣ (i, j) ∈ E, (7.24)∑
j , (i,j)∈E
xij ≤ 1
∣∣ i ∈ P, (7.25)
∑
(i,j)∈E , i∈Q , j∈Q
xij ≤ k
∣∣Q ∈ PN , |Q| = 2k + 1 , k ≥ 1. (7.26)
A teljes párosítás esetéto˝l eltéro˝en itt csak egyféle alakkal dolgozunk. Most ráté-
rünk a párosítás politóp és a párosítások közötti kapcsolat ismertetésére.
7.4. Tétel. Legyen X egy párosítás a G gráfban. Ekkor X karakterisztikus vektora benne
van a párosítás politópban, és annak extremális pontja.
Bizonyítás. Legyen x az X párosítás karakterisztikus vektora, tehát
x(e) =
1 , ha e ∈ X,0 egyébként.
Elo˝ször belátjuk, hogy x benne van a párosítás politópban. Valóban, x nemnega-
tív, és minden csúcsösszeg legfeljebb 1 (a párosítás élei nem találkoznak). (7.23)
is teljesül, hiszen egy 2k + 1 elemu˝ páratlan ponthalmaz esetén legfeljebb k da-
rab Q-beli pontnak lehet a párja is Q-ban. Most belátjuk, hogy x extremális pont.
Tegyük fel, hogy y ∈ K(G), z ∈ K(G), és
x = (y + z)/2.
Két különbözo˝ 0 és 1 közötti szám számtani közepe egyfelo˝l pozitív, másfelo˝l
1-nél kisebb, ugyanakkor x mindegyik koordinátája 0 vagy 1, tehát y és z nem
lehetnek különbözo˝ek. Ezért y = z = x, és x a poliéder extremális pontja.
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Megemlítjük, hogy például az üres párosításnak az origó felel meg, ami szin-
tén csúcsa a K(G) poliédernek. A következo˝ tétel azt állítja, hogy a párosítás po-
litóp nem más, mint a párosítások (karakterisztikus vektorainak) konvex burka.
7.5. Tétel. Az Edmonds-féle párosítás politóp nem más, mint a párosítások karakterisz-
tikus vektorainak konvex burka.
Bizonyítás. A bizonyítás úgy történik, hogy a 7.1. alfejezetben ismertetett konst-
rukcióval a G gráf párosításait egy nagyobb G gráf teljes párosításainak részeként
kezeljük, és G-re alkalmazzuk a 7.3. tételt. Ennek ismertetéséto˝l eltekintünk. A
részletek megtalálhatóak Schrijver [Sch03] monográfiájában.
7.4. A kínai postás feladat
Mei-Ko Kwan 1960-ban vetette fel és oldotta meg a következo˝ problémát. (Kínai
nyelven írt cikkének angol fordítása 1962-ben jelent meg [Gua65].)
Feladat. Adott egy összefüggo˝ irányítatlan G gráf, ahol minden él hossza pozitív (d(e) >
0). Olyan zárt élsorozatot kell keresni, amelyik mindegyik élt tartalmazza legalább egy-
szer, és a hossza minimális.
Az elso˝ fejezetben láttuk, hogy egy zárt élsorozatban pontosan akkor szere-
pelhet a gráf valamennyi éle pontosan egyszer (Euler-bejárás), ha minden pont
foka páros. Ellenkezo˝ esetben egy minimális hosszúságú minden élt tartalmazó
zárt élsorozatban vannak olyan élek, melyeknek többször is elo˝fordulnak. Elo˝-
ször megmutatjuk, hogy egyik élnek sem kell háromszor elo˝fordulnia.
7.4. Állítás. Egy minimális hosszúságú valamennyi élt tartalmazó zárt élsorozatban
egyik él sem szerepel 3-szor.
Bizonyítás. Tegyük fel, hogy egy (i, j) él egy minimális élsorozatban háromszor
szerepelne, kétszer egymásután i → j irányban, egyszer pedig j → i irányban
(ld. a 7.8. ábra bal oldalán). Az élsorozat köztes szakaszait C-vel illetve D-vel
jelölve megállapíthatjuk, hogy az i → jCi → jDj → i élsorozatnál iC−1jDj → i
rövidebb, miközben ugyanazokon az éleken megy át, és szintén i-bo˝l i-be érkezik.
(C−1-zel aC élsorozat fordított irányú bejárását jelöljük.) Hasonló konstrukciókat
lehet adni a többi estre is. Például, ha egy (i, j) él háromszor szerepelne váltakozó







7.8. ábra. Él nem szerepelhet háromszor
irányban, akkor i → jCj → iDi → j helyett iDi → jC lenne rövidebb úgy,
hogy i-bo˝l j-be érkezik, és ugyanazokon az éleken megy át (ld. a 7.8. ábra jobb
oldalán). Javasoljuk, hogy az olvasó készítse el a hasonló konstrukciót a hiányzó
esetre.
Ha egy minimális élsorozat esetén megduplázzuk azokat az éleket, melyek
kétszer szerepelnek, akkor olyan - párhuzamos éleket is tartalmazó - gráfot ka-
punk, amelyben van Euler-bejárás, ezért minden pont foka páros. Az új gráf
éleinek összhossza a megduplázott élek hosszainak összegével haladja meg az
eredeti gráf éleinek összhosszát. Tehát úgy kell bizonyos éleket megduplázni,
hogy minden pont foka páros legyen , és a megduplázott élek összhossza mini-
mális legyen. Ezt a feladatot visszavezetjük minimális összsúlyú teljes párosítás
keresésére teljes gráfban. Legyen Q a páratlan fokú pontok halmaza. Az elso˝
fejezetben láttuk, hogy Q-ban páros számú pont van. Q pontjain készítünk egy
G ′ = (Q,F ) teljes gráfot úgy, hogy minden f = (q, r) ∈ F élre
w(f) = d(q, r),
ahol d(q, r) a két végpont távolsága G-ben, G ′-ben pedig az f él súlya. Ezekután
G ′-ben készítünk egy minimális összsúlyú teljes párosítást (például a 7.1.Algoritmussal).
A G ′-beli teljes párosítás éleinek G-ben páratlan fokú pontpárokat összeköto˝ leg-
rövidebb utak felelnek meg. Ezek a legrövidebb utak él-diszjunktak. Ha ugyanis
a 7.9. ábrán látható módon az i ↔ i′ és j ↔ j′ legrövidebb utaknak lenne egy
közös (q, q′) éle, akkor az i ↔ q ↔ j és i′ ↔ q′ ↔ j′ utak együttes hossza kisebb
lenne, mint i↔ i′ és j ↔ j′ hosszának összege.
A G gráfban a G ′-beli minimális összsúlyú teljes párosítás éleinek megfelelo˝


























7.10. ábra. A kínai postás probléma megoldása
legrövidebb utak éleit kell kétszer bejárni. Ezeknek a legrövidebb utaknak az éle-
it megketto˝zve olyan – párhuzamos éleket is tartalmazó – gráfot kapunk, ahol
minden pont foka páros lesz. Példaként tekintsük a 7.10. ábrán látható G grá-
fot! Négy olyan csúcs van, melynek páratlan a foka, tehát G ′ egy 4 pontból álló
teljes gráf. G ′-ben az (1, 4) él súlya G-ben az 1-es és 4-es pont távolsága, tehát
11 = 5 + 6. G ′-ben a (4, 5) él súlya G-ben a 4-es és 5-ös pont távolsága, tehát
15 = 6 + 9, és így tovább. Két vastag él jelzi G ′-ben a minimális összsúlyú tel-
jes párosítást (ennek a meghatározásához most nem volt szükség a 7.1. Algorit-
musra, hiszen mindössze három teljes párosítás közül kellett választanunk). Ez
a két él G-ben az 1-es és 4-es pontokat összeköto˝ 1, 3, 4 legrövidebb útnak, vala-
mint a 2-es és 5-ös pontokat összeköto˝ 2, 5 legrövidebb útnak felel meg. A két
legrövidebb út él-diszjunkt, ahogyan azt elo˝re vártuk. Ezek megvastagítása azt
jelzi, hogya ezeknek az éleit megduplázzuk. Eredményül minden pont foka pá-
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ros lesz. A kapott –ketto˝zött éleket is tartalmazó –gráf élei bejárhatóak úgy, hogy
minden élen pontosan egyszer megyünk végig. Egy ilyen lehetséges bejárást ad
meg a következo˝ pontsorozat: 1, 3, 1, 4, 3, 4, 5, 2, 5, 3, 2, 1. A teljes élsorozat hossza
5 + 5 + 12 + 6 + 6 + 16 + 5 + 5 + 9 + 5 + 4 = 78. Ezt úgy is megkaphatjuk, hogy
az élek hosszait összeadjuk, és ehhez hozzáadjuk a megduplázott élek hosszait:
62 + 5 + 6 + 5 = 78.
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8. fejezet
Matroidok
A matroid egy olyan struktúra, ami elso˝ megközelítésben a lineáris algebrából
ismert függetlenség absztrakciója. Közismert, hogy lineárisan független vektorok
bármely részhalmaza is lineárisan független. Ezenkívül, ha adott 4 lineárisan
független vektor, és egy másik csomagban 5 darab lineárisan független vektor,
akkor az 5 között kell lennie egynek, amelyik független az elso˝ csomagban lévo˝ 4
vektortól.
8.1. Alapfogalmak
8.1. Definíció (Matroid). Matroidnak nevezünk egy M = (H,P) struktúrát, ahol H
egy véges halmaz, P pedig H bizonyos részhalmazaiból áll, és eleget tesz a következo˝
axiómáknak:
1. ∅ ∈ P, továbbá X ∈ P és Y ⊂ X esetén Y ∈ P
2. Ha Y ∈ P k elembo˝l áll, X ∈ P k + 1 elembo˝l áll, akkor létezik x ∈ X − Y , amire
Y + x ∈ P.
A P halmazrendszerhez tartozó halmazokat független halmazoknak nevezzük. Össze-
függo˝nek (nem függetlennek) mondjuk H-nak azon részhalmazait, melyek P-ben nem
szerepelnek.
Az elso˝ axióma azt mondja, hogy a független halmazok családja leszálló, tehát
független halmaznak a részhalmaza is független. A második axióma szerint egy
független halmaz (Y ) egy nagyobb méretu˝ független halmazból (X-bo˝l) bo˝víthe-
to˝.
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8.1. Példa. H elemei egy mátrix oszlopvektorai, P elemei pedig azok a részhalmazok,
amelyek lineárisan független oszlopvektorokból állnak.
Mindkét axióma közismert a lineáris algebrából. Ez a példa azt mutatja, hogy
a matroid fogalom a lineáris függetlenség fogalmának (is) absztrakciója.
8.2. Példa (él-matroid). A H halmaz egy irányítatlan gráf éleibo˝l áll, P elemei pedig
azok az élhalmazok, melyek nem tartalmaznak kört.
Az elso˝ fejezetben láttuk, hogy a pont-él mátrixban egy F élhalmazhoz tartozó
oszlopvektorok pontosan akkor lineárisan függetlenek a Bn vektortérben, ha az F
élhalmaz nem tartalmaz kört (1.2. tétel). Ezért a második példa az elso˝ példának
speciális esete. Etto˝l függetlenül most tisztán gráfelméleti eszközökkel belátjuk,
hogy egy irányítatlan gráf körmentes élhalmazainak családja eleget tesz a két
matroid-axiómának. Az elso˝ axióma nyilvánvaló: egy körmentes élhalmaznak a
részhalmazai sem tartalmaznak kört. A második axiómával kapcsolatban legyen
Y egy körmentes élhalmaz, és tekintsük az Y által kifeszített gráf Y1, Y2, . . . , Yk
összefüggo˝ komponenseit (ezek fák). Legyen X egy körmentes élhalmaz, melyre
|X| = |Y | + 1. Ha X-nek van olyan éle, melynek legfeljebb az egyik végpontja
van valamelyik Yi komponensben, akkor ez az él lehet x, mert ekkor Y + x sem
tartalmaz kört. Ha X-nek van két különbözo˝ Yi komponenst összeköto˝ éle, akkor
ez lehet x. EgyébkéntX mindegyik élére igaz, hogy a két végpont ugyanabban az
Yi komponensben van. Ekkor viszont X-nek egyik komponensben sem lehetne
több éle, mint Y -nak. Ez azért igaz, mert Yi az adott komponensben feszíto˝ fa,
tehát semelyik körmentes részgráfnak nem lehet több éle, mint Yi-nek. Mivel
X-ben sincs kör, így X-nek nem lehetne több éle, mint Y -nak, ami ellentmondás.
8.3. Példa (Partíció-matroid). Adott egy H = B1 ∪ B2 ∪ . . . ∪ Bm partíció, és adottak
a di ≥ 0 egész számok (i = 1, 2, . . . ,m). X ⊂ H pontosan akkor van P-ben, ha
|X ∩Bi| ≤ di
∣∣ i = 1, 2, . . . ,m
Az elso˝ axióma most is nyilvánvaló. A második axiómát illeto˝en legyen X és
Y két független halmaz, és tegyük fel, hogy |X| = |Y |+1. Ekkor legalább egy i-re
|X ∩Bi| > |Y ∩Bi|, és így Y Bi-ben bo˝vítheto˝.
8.4. Példa (Párosítás matroid). G = (P,E) egy irányítatlan gráf. H ⊂ P tetszo˝leges
ponthalmaz. Egy A ⊂ H ponthalmaz pontosan akkor van P-ben (tehát pontosan akkor




























8.1. ábra. B-A elemeit X nem fedi
Itt fontos látni a különbséget P és P között. P a gráf pontjainak halmaza, P pe-
dig a matroid független halmazainak családja. Hangsúlyozzuk, hogy a független
halmazok ponthalmazok, tehát nem a párosítás éleibo˝l, hanem a párosítás által
lefedett pontokból állnak. Most bebizonyítjuk, hogy ez a példa valóban matroid.
8.1. Tétel (Párosítás matroid). Legyen G = (P,E) egy irányítatlan gráf, H ⊂ P pedig
egy tetszo˝leges ponthalmaz. A 8.4. példában definiált P halmazrendszer eleget tesz a két
matroid-axiómának.
Bizonyítás. Az elso˝ matroid axióma nyílvánvaló (ha egy párosítás lefed egy pont-
halmazt, akkor annak részhalmazait is lefedi).
A második axiómára térve legyen A,B ⊂ H , |A| = k és |B| = k + 1. Feltesszük,
hogy A-t lefedi az X párosítás, B-t lefedi az Y párosítás. Ha van (B − A)-ban
olyan elem, amit X lefed, akkor A ezzel bo˝vítheto˝. Tegyük fel tehát, hogy (B−A)
elemeit X nem fedi, és tekintsük X ∩ Y , valamint X ∪ Y −X ∩ Y komponenseit.
X ∩ Y komponensei szeparált élek. Ha egy végpont B-ben van, akkor A-ban is,
hiszen X lefedi mindkét végpontot.
X ∪ Y − X ∩ Y komponense lehet egy páros kör (azért páros, mert X és Y élei
váltják egymást). Ezen a körön minden B-beli pont A-ban is benne van, mert X a
kör összes pontját fedi. Tehát idáig A-nak legalább annyi pontja van, mint B-nek.
Tehát X ∪Y −X ∩Y -nak van olyan út-komponense, ahol B-nek több pontja van,
mint A-nak. (ld. 8.1. ábra.) Ha az út belso˝ pontja B-ben van, akkor A-ban is, mert
X lefedi a belso˝ pontokat. r ∈ B, és r /∈ A esetén r egy ilyen út egyik végpontja, és
r-bo˝l Y -beli él indul mondjuk s-be. Az út másik végpontja legyen t. Ha t A-ban
van, akkor B-ben is, mert különben B-nek nem lenne több pontja, mint A-nak.
Ekkor viszont az út folytatódna t-bo˝l. Tehát t nincs A-ban. Felcserélve X és Y
éleit, az új X eggyel több pontot (r-et is) fed le, tehát az A halmaz az r ponttal
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8.1. táblázat. Semi-matching feladat
4 6 4 5
3 8 1 6
2 9 2 10
1 2 3 18
8.2. táblázat. Semi-matching feladat megoldása
4 6 4 5
3 8 1 6
2 9 2 10
1 2 3 18
bo˝vítheto˝.












∣∣ i = 1, 2, . . . , n , és
xij = 0 vagy 1
∣∣ ∀i, j.
Megoldás: Ez egy partíció-matroid feladat. Minden sorból legfeljebb egy ele-
met választhatunk ki úgy, hogy az összeg maximális legyen. A megoldást a
8.2. táblázat mutatja. A lineáris algebrai terminológiát viszi tovább a követke-
zo˝ két definíció.
8.2. Definíció (bázis). Bázisnak nevezünk egy maximális – tehát nem bo˝vítheto˝– füg-
getlen halmazt.
A következo˝ nyilvánvaló állítás azt mondja, hogy két bázis ugyanannyi elem-
bo˝l áll.
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8.1. Állítás. Ha azM = (H,P) matroidban A ⊂ H és B ⊂ H két maximális független
részhalmaz, akkor elemszámuk azonos.
|A| = |B|
Bizonyítás. Az 1. matroid axióma szerint |A| > |B| esetén lenne olyan A′ ⊂ A
független halmaz, melyre |A′| = |B| + 1. Ekkor a 2. matroid axióma szerint a B
független halmaz bo˝vítheto˝ volna.
8.3. Definíció (rang). LegyenM = (H,P) egy matroid, és A ⊂ H . Az A-ban lévo˝ leg-
nagyobb elemszámú független részhalmaz elemszámát az A halmaz rangjának nevezzük.




Emlékeztetünk arra, hogy a nem független halmazokat összefüggo˝nek nevez-
tük.
8.4. Definíció (kör). AzM = (H,P) matroidban körnek nevezünk minden minimális –
tehát nem szu˝kítheto˝– összefüggo˝ halmazt.
8.2. Tétel (Axióma-tétel). LegyenM = (H,P) egy matroid, és A ⊂ H . Ekkor
a) Tetszo˝leges A ⊂ H esetén, ha X és Y az A-nak két maximális (A-n belül nem bo˝vít-
heto˝) P-beli részhalmaza, akkor |X| = |Y |.
b) Fordíva: Ha P a H halmaz részhalmazaiból álló halmazrendszer, amelyik eleget tesz
az 1. matroid-axiómának, valamint az itteni a) tulajdonságnak, akkor M = (H,P)
egy matroid.
Bizonyítás. Az a) állítás bizonyításához tegyük fel, hogyMmatroid, A ⊂ H , X és
Y A-nak két maximális P-beli részhalmaza, melyekre |X| > |Y | . Legyen X ′ ⊂ X
olyan, hogy |X ′| = |Y | + 1. Az 1. axióma szerint X ′ is független. A 2. matroid
axióma miatt létezik olyan x ∈ (X ′ − Y ), hogy Y + x ∈ P. Ez viszont ellentmond
annak, hogy Y A-ban maximális.
A b) állítás igazolásához tegyük fel, hogy tetszo˝leges A ⊂ H esetén, ha X és Y
A-nak két maximális P-beli részhalmaza, akkor |X| = |Y |. Legyen X és Y két
P-beli halmaz, |X| = k + 1, |Y | = k, továbbá A = X ∪ Y . Az a) feltétel miatt
Y nem lehet A-ban maximális (van olyan maximális, amelyik X-et tartalmazza).
Ezért létezik olyan x ∈ (X − Y ), hogy Y + x ∈ P. Ez pedig éppen a 2. matroid
axióma.
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8.1. Feladat. Igazoljuk, hogy ha egy matroidban B és C két bázis, továbbá e ∈ B, akkor
van olyan f ∈ C, hogy B − e+ f is bázis.
A következo˝ tételnek fontos szerepe van például a szállítási feladat hurok-
transzformációkkal való megoldásakor.
8.3. Tétel. EgyM = (H,P) matroidban legyenA ⊂ H független. Ha az e ∈ H elemmel
történo˝ bo˝vítés után A+ e nem független, akkor A+ e pontosan egy kört tartalmaz.
Bizonyítás. Legyen
C(1) = {e, a1, a2, . . . , as, x1, x2, . . . , xk} , és
C(2) = {e, a1, a2, . . . , as, y1, y2, . . . , ym}
két különbözo˝ kör, ahol semelyik xi nem azonos semelyik yj-vel. Természetesen
(C(1) ∪ C(2) − e) ⊂ A. E = {e, a1, a2, . . . , as, x1, x2, . . . , xk−1} független, mert
C(1) kör, és F = {a1, a2, . . . , as, x1, x2, . . . , xk, y1, y2, . . . , ym} is független, tehát E
bo˝vítheto˝ F elemeivel addig, míg a kapott E ′ független halmaz elemszáma el
nem éri F = (C(1)∪C(2)− e) elemszámát. A bo˝vítések után is E ′ ⊂ C(1)∪C(2),
tehát C(1) ∪ C(2)-ben egyetlen f elem van, ami nincs E ′-ben. Ha f = xi, akkor
C(2) független lett volna (hiszen E ′ része). Ha viszont f = yj , akkor C(1) lett
volna független.
8.2. A mohó algoritmus
Ebben az alfejezetben feltételezzük, hogy azM = (H,P) matroid alaphalmazán
értelmezve van egy w nemnegatív súlyfüggvény, tehát e ∈ H esetén w(e) ≥ 0.





összeget. Olyan független halmazt keresünk, amelyiknek az összsúlya maximális
a független halmazok között.
A w súlyfüggvényt használva sorbarendezhetjük H elemeit úgy, hogy a súlyok
monoton csökkeno˝ sorozatot alkossanak. Legyen
H = {e1, e2, . . . , ek}, ahol
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w(e1) ≥ w(e2) ≥ . . . ≥ w(ek).
Ezzel a rendezéssel H bármelyik részhalmaza is rendezve van, ezért H részhal-
mazait sorozatnak tekinthetjük.
8.5. Definíció (lexikografikus rendezés). AH elemeibo˝l állóm hosszúságú {b1, b2, . . . , bm}
sorozat lexikografikusan nagyobb az n hosszúságú {a1, a2, . . . , an} sorozatnál, ha
w(b1) = w(a1), w(b2) = w(a2), . . . , w(bi) = w(ai), valamilyen i-re, de w(bi+1) > w(ai+1),
vagy pedig
w(b1) = w(a1), w(b2) = w(a2), . . . , w(bn) = w(an), de m > n.
Ez azt jelenti, hogy az elso˝ olyan indexnél, ahol eltérés van, bi+1 nagyobb, mint
ai+1 (i értéke 0 is lehet), vagy pedig az elso˝ n pozícióban a két sorozat azonos, de
a b sorozat az a sorozatnál hosszabb.
8.6. Definíció (lexikogafikusan maximális független). Adott w nemnegatív súly-
függvény esetén az A ⊂ H , A ∈ P független halmaz lexikogafikusan maximális, ha nincs
olyan B ⊂ H , B ∈ P független halmaz, amelyik A-nál lexikografikusan nagyobb.
Ebben a definícióban H elemeinek azt a rendezését használjuk, melynél a sú-
lyok monoton csökkeno˝ sorozatot képeznek.
Lexikografikusan maximális független halmaz elo˝állítására alkalmazható az ún.
mohó algoritmus. A mohóság abban áll, hogy elo˝ször maximális súlyú egyele-
mu˝ független halmazt keresünk, majd ezt úgy toldjuk meg egy új elemmel, hogy
a kapott kételemu˝ halmaz független legyen, és ekkor is a lehetséges új elemek
közül a legnagyobb súlyút választjuk, és így tovább.
8.1. Algoritmus (Mohó algoritmus).
1) Legyen e1 egy maximális súlyú elem, ami egyelemu˝ halmazként
független.
w(e1) = max{w(e)
∣∣ e ∈ H, {e} ∈ P}
Legyen k = 1.
2) Ha e1, e2, . . . , ek adottak, olyan (k + 1)-edik elemet keresünk,
amivel az elso˝ k-t kibo˝vítve független halmazhoz jutunk,
és ek+1 az ilyen elemek közül maximális súlyú.
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w(ek+1) = max{w(e)
∣∣ e ∈ H, {e1, e2, . . . , ek, e} ∈ P}
-Ha nem találunk ilyen elemet, akkor {e1, e2, . . . , ek} egy
maximális összsúlyú független halmaz. STOP
-Ha találunk egy ilyen ek+1 elemet, k := k + 1, és visszatérünk a 2)
pontra.
Megjegyezzük, hogy e1-et mindenképpen megkapjuk, mert ha egyáltalán lé-
tezik nem üres független halmaz, akkor annak minden egyelemu˝ részhalmaza
független. Az algoritmus végén kapott {e1, e2, . . . , ek} független halmaznak a mé-
rete is maximális (mert tovább nem bo˝vítheto˝), tehát ez egy bázis.
Példaként tekintsük azt az esetet, amikor adott egy n pontú irányítatlan gráf, és
a matroid ennek az él-matroidja. Pozitív súlyok esetén minden maximális súlyú
független halmaz egy feszíto˝ fa éleibo˝l áll. A feszíto˝ fa éleinek száma n − 1 (ld.
1.2. alfejezet), tehát konstans. Ezért a maximális feszíto˝ fa feladat ekvivalens a
minimális feszíto˝ fa feladattal, amit hagyományosan a mohó algoritmussal (pél-
dául Prim [Pri57] algoritmusával) oldunk meg ([sTS05]).
Az algoritmus lépéseit végigkövetve nyilvánvalóan megállapítható, hogy az al-
goritmus lexikografikusan maximális független halmazt állít elo˝. Most bebizo-
nyítjuk, hogy az eredmény egy maximális összsúlyú független halmaz, tehát az
ebben az alfejezetben megfogalmazott optimumfeladat megoldása.
8.4. Tétel (Mohó algoritmus tétel). LegyenM = (H,P) egy matroid, ahol a H halmaz
e elemei súlyozva vannak, és w(e) ≥ 0. Ekkor tetszo˝leges lexikografikusan maximális
független halmaz maximális összsúllyal rendelkezik a független halmazok körében.
Bizonyítás. LegyenB = {b1, b2, . . . , bm} egy lexikografikusan maximális független
halmaz, továbbá
Y = {y1, y2, . . . , yn}
egy független halmaz, ahol az elemek a súlyok csökkeno˝ sorrendjében vannak
felsorolva, tehát
w(bi) ≥ w(bi+1) , és
w(yi) ≥ w(yi+1)
minden szóbanforgó i-re. Ekkor semelyik k-ra nem fordulhat elo˝, hogy w(bk) <
w(yk). Tegyük fel, hogy mégis. Tekintsük ekkor a
Bk−1 = {b1, b2, . . . , bk−1} , és
Yk = {y1, y2, . . . , yk}
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halmazokat. A 2. matroid-axióma szerint lenne olyan 1 ≤ i ≤ k index, hogy
{b1, b2, . . . , bk−1, yi}
független halmaz, ez viszont lexikografikusan nagyobb lenneB-nél (mertw(yi) ≥
w(yk) > w(bk)). Tehát minden k-ra
w(bk) >= w(yk).
Ugyanakkor B elemszáma is maximális a független halmazok között (lexikogra-
fikusan maximális sorozat nem folytatható), tehát m ≥ n, ezért w(B) ≥ w(Y ),
vagyis B összsúlya maximális.
Nevezetes tény, hogy a mohó-algoritmus optimalitása éppen a matroidokra
jellemzo˝. Olyan esetben, amikor a 2. axióma nem teljesül, a mohó algoritmussal
nem feltétlenül kapunk optimális eredményt.
8.5. Tétel (Edmonds, Rado [Rad42]). LegyenM = (H,P) egy halmazrendszer, ame-
lyik eleget tesz az 1. matroid-axiómának, tehát
∅ ∈ P, továbbá ha X ∈ P, és Y ⊂ X , akkor Y ∈ P is teljesül.
Ha tetszo˝leges nemnegatív súlyozás esetén egy lexikografikusan maximális P-beli halmaz
maximális összsúlyú, akkorM egy matroid.
Bizonyítás. Ha M nem matroid, akkor a 8.2. tétel szerint létezik olyan A ⊂ H ,
X ⊂ A és Y ⊂ A úgy, hogy X és Y P-beli, A-n belül mindketto˝ maximális, de
|X| = k < |Y | . Rendeljük X valamennyi eleméhez az 1+ε súlyt, ahol ε kicsi, Y −
X elemeihez rendeljük az 1 súlyt, a H halmaz további elemeinek súlya legyen 0.
Ekkor a mohó algoritmus az elso˝ k lépésben X elemeit választja ki, mert ezeknek
van a legnagyobb súlya. A k-adik lépés után Y -beli elem nem jöhet szóba, mertX
az A halmazon belül nem bo˝vítheto˝. Az A halmazon kívül minden elem súlya 0,
tehát a mohó algoritmus által készített halmaz összsúlya k× (1 + ε). Ez a halmaz
lexikografikusan maximális, és P-beli. Az Y P-beli halmaz összsúlya legalább
k + 1. Elég kis ε esetén k × (1 + ε) < k + 1, ami ellentmondás.
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A mohó algoritmussal adjunk meg maximális összsúlyú lineárisan független oszlopvek-
torokat! (A w vektor elemei az A mátrix oszlopvektorainak súlyai.)
8.3. Feladat. Angliába, Németországba, Franciaországba és Olaszországba kell nagykö-
veteket küldeni. A 8.2. ábra jobb oldalán kezdo˝betu˝k jelölik a négy országot. Hat személy
közül kell választanunk, a jelöltek IQ értékei az ábra bal oldalán láthatóak. Az élek azt
mutatják, hogy nyelvtudás és egyéb képességek miatt, melyik személy melyik országban
jöhet szóba. Válasszunk ki jelölteket úgy, hogy az IQ-k összege maximális legyen!







8.3. ábra. Példa a matroid-politóp felírására
8.3. A matroid politóp





Tetszo˝leges A halmaz rangját r(A)-val jelöljük.
8.7. Definíció (Matroid politóp). Matroid-politópnak nevezzük a következo˝ feltétel-
rendszer megoldáshalmazát
x(h) ≥ 0 ∣∣h ∈ H (8.1)
x(A) ≤ r(A) ∣∣A ⊂ H (8.2)
A matroid politópot K(M)-mel jelöljük.
Tehát aH halmaz minden eleméhez nemnegatív változó tartozik. Az x vektor
értékeinek összege egyik részhalmazon sem haladhatja meg a részhalmaz rang-
ját.
Feladat. Tekintsük a 8.3. ábrán látható 4 pontú teljes gráfot! Írjuk fel a gráf él-matroidjára
vonatkozó matroid-politóp feltételrendszerét!
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Megoldás:
0 ≤ x(a), x(b), x(c), x(d), x(e), x(f) ≤1
x(a) + x(b) + x(c) ≤2
x(a) + x(e) + x(d) ≤2
x(b) + x(f) + x(e) ≤2
x(c) + x(f) + x(d) ≤2
x(a) + x(b) + x(d) + x(f) ≤3
x(b) + x(c) + x(d) + x(e) ≤3
x(c) + x(a) + x(e) + x(f) ≤3
x(a) + x(b) + x(c) + x(d) + x(e) ≤3
x(a) + x(b) + x(c) + x(d) + x(f) ≤3
x(a) + x(b) + x(c) + x(e) + x(f) ≤3
x(a) + x(b) + x(d) + x(e) + x(f) ≤3
x(a) + x(c) + x(d) + x(e) + x(f) ≤3
x(b) + x(c) + x(d) + x(e) + x(f) ≤3
A matroid alaphalmaza a gráf 6 élébo˝l áll. Ennek az üreshalmazon kívül 63 rész-
halmaza van, tehát a matroid-politópot 63 egyenlo˝tlenség definiálja. Ezek közül
azonban sokat elhagyhatunk, mert számos egyenlo˝tlenség a többinek következ-
ménye. Miután felírtuk, hogy az egy élbo˝l álló halmazokon x értéke legfeljebb
1, felesleges felírni, hogy a két élbo˝l álló halmazokon x értéke legfeljebb 2, ezzel
15 feltételt elhagyhatunk. A 20 darab három élbo˝l álló részhalmaz közül 16-nak
három a rangja, ezt a 16 feltételt is elhagyhatjuk. Marad 4 darab háromelemu˝
részhalmaz –a négy háromszög –melyeknek 2 a rangja. A teljes alaphalmaz rang-
ja 3, mert van 3 független él (például a, b és d), de több független él nincs. A 15
darab négyelemu˝ élhalmazból három olyan van, amelyik egy 4-hosszúságú kör,
ezekre felírtuk, hogy x összértéke legfeljebb 3. A maradék 12 négyelemu˝ élhal-
maz úgy néz, ki, hogy egy háromszögbo˝l kimutat egy él. Erre nem írjuk fel, hogy
x értéke legfeljebb 3, mert a háromszögön legfeljebb 2, a kimutató élen legfeljebb
1. Itt megtakarítottunk 12 feltételt. Mindegyik ötelemu˝ élhalmazra felírjuk, hogy
x értéke legfeljebb 3. Ha az így kapott 6 db feltételt összeadjuk, és elosztjuk 5-tel,
akkor megkapjuk azt, hogy x összértéke a teljes élhalmazon is legfeljebb 3. Ezért
a nemnegativitáson kívül összesen 6 + 4 + 3 + 6 = 19 feltételt írtunk fel.
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8.2. Állítás. Ha egy M = (H,P) matroidban B független, akkor B karakterisztikus
függvénye
x(h) =
1 , ha h ∈ B0 egyébként
eleget tesz a matroid-politóp definíciójában szereplo˝ feltételeknek, és a K(M) politóp egy
extremális pontja.
Bizonyítás. Legyen A ⊂ H . Ha A = B, akkor B függetlensége miatt A rangja
azonos az elemszámmal, tehát (8.2)-ben egyenlo˝ség áll fenn. Egyébként x(A) =
|A ∩ B| ≤ r(A), mert A ∩ B (B részeként) független. Az 1. matroid-axióma miatt
B egyelemu˝ részhalmazai is függetlenek, tehát h ∈ B esetén x(h) ≤ 1 is szerepel
K(M) definíciójában. Ezért B karakterisztikus függvénye a poliéder egyik ext-
remális pontja. (Sem a 0 sem pedig az 1 nem lehet két különbözo˝ 0 és 1 közötti
szám számtani közepe.)
8.3. Állítás. Legyen adott egy M matroid. Ha x egy egészértéku˝ vektor a K(M) poli-
éderben, akkor x egy független halmaz karakterisztikus függvénye.
Bizonyítás. Egyelemu˝ halmaz rangja 0 vagy 1, tehát x(h) ≤ 1 minden h ∈ H
esetén (a matroid politóp korlátos). Legyen B azon elemek halmaza, melyekre
x(h) = 1. Ekkor x(B) = |B|. Ha B nem lenne független, akkor B rangja kisebb
lenne, mint |B|.
A következo˝ tételben a súlyfüggvénynek negatív értékei is lehetnek.





LP feladatnak van egészértéku˝ optimális z megoldása.
Bizonyítás. H elemeit rendezzük úgy, hogy w(h1) ≥ w(h2) ≥ . . . ≥ w(hm) tel-
jesüljön, és legyen n az utolsó olyan index, amire w(hn) ≥ 0. Használni fogjuk
az
X0 = ∅
Xi = {h1, h2, . . . , hi}
∣∣ i = 1, 2, . . . , n
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jelöléseket. Legyen
B = {hi
∣∣ i ≤ n , és r(Xi−1) < r(Xi)}. (8.3)
Tehát B azokból az elemekbo˝l áll, melyeknek a megjelenésekor az Xi halmaz
rangja emelkedik. B egy független halmaz, mert indukcióval könnyen látható,
hogy B elemszáma B rangjával azonos. Legyen z a B halmaz karakterisztikus
függvénye. Ekkor z nyilvánvalóan lehetséges megoldása a fenti LP-nek (8.2. ál-
lítás). Azt állítjuk, hogy ez a z vektor az LP feladat egyik optimális megoldása.
Az optimalitást úgy igazoljuk, hogy felírjuk az LP feladat duálisát, és adunk egy





yAr(A) , feltéve hogy (8.4)
yA ≥ 0
∣∣A ⊂ H , és (8.5)∑
A⊂H , h∈A
yA ≥ w(h)
∣∣h ∈ H (8.6)
Tehát a matroid politóp definíciójának megfelelo˝en minden A ⊂ H halmazhoz
tartozik egy nemnegatív yA duálváltozó. Az yA együtthatója a duál-célfüggvényben
az A halmaz rangja. Tetszo˝leges h elemre összegezzük azon A halmazok duál-
változóit, melyekben h benne van, és az így kapott összeg értéke legalább w(h).
Tekintsük a következo˝ duál-lehetséges vektort:
yA =

w(hi)− w(hi+1) ha A = Xi valamilyen i = 1, 2, . . . , n értékre,
w(hn) ha A = Xn ,
0 a többi A ⊂ H esetén.
Ez valóban duál-lehetséges, mert nemnegatív, és w(hi) ≥ 0 esetén hi benne van
az Xi, Xi+1, . . . , Xn halmazokban, és ezeken a halmazokon az y vektor koordi-
nátáinak összege w(hi). (A w(h) < 0 eset nyilvánvaló.) Most megmutatjuk,
hogy a primál- és a duál célfüggvényérték azonos. Valóban, felhasználva, hogy
r(Xi)−r(Xi−1) értéke 1 vagy 0 attól függo˝en, hogy hi benne van-e aB halmazban
vagy sem












8.4. ábra. Adjunk maximális összsúlyú élhalmazt, és duál optimális megoldást!
adódik. A jobboldali szummát átrendezve















Most már megfogalmazható ennek az alfejezetnek a fo˝ eredménye.
8.7. Tétel (A matroid politóp jellemzése). LegyenM = (H,P) egy matroid. Ekkor a
K(M) matroid-politóp a független halmazok karakterisztikus vektorainak konvex burka.
A tételbo˝l az is következik, hogy a matroid-politóp minden csúcsa 0-1-vektor,
és valamely független halmaz karakterisztikus vektora.
Bizonyítás. Jelöljük a K(M) matroid-politópon belül az egész vektorok konvex
burkát L-lel. A 8.6. tétel szerint tetszo˝leges w súlyfüggvény esetén a wx cél-
függvénynek a maximuma L-en ugyanannyi, mint K(M)-en. Az A függelék A.2.
tétele szerint L = K(M).
8.4. Feladat. A 8.4. ábrán látható gráfon az élek mellé írt betu˝k az él nevét, a számok az
él súlyát jelzik. Adjunk meg egy maximális összsúlyú független élhalmazt! Oldjuk meg
a duál feladatot is!
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9. fejezet
Teljesen unimoduláris mátrixok
Ebben a fejezetben egy fontos mátrixosztályt tárgyalunk, amelynek nagy jelento˝-
sége van számos kombinatorikai eredmény bizonyításában. A tárgyaláshoz szük-
séges determinánsokkal kapcsolatos és egyéb lineáris algebrai ismeretek megta-
lálhatóan például Dancs István és Puskás Csaba [sCP01] könyvében.
9.1. Alapveto˝ tulajdonságok
9.1. Definíció. Egy mátrix teljesen unimoduláris, ha bárhogyan kiválasztva k darab sort
és k darab oszlopot, a kapott részmátrix determinánsa vagy 1, vagy −1 vagy 0.
k = 1 esetén (1 × 1)-es részmátrixszal van dolgunk, tehát egy teljesen uni-
moduláris mátrix minden eleme 1, vagy −1 vagy 0. A definícióból az is követ-
kezik, hogy egy teljesen unimoduláris mátrixnak bármelyik sorát vagy oszlopát
megszorozhatjuk (−1)-gyel vagy 0-val, eredményül ismét teljesen unimoduláris
mátrixot kapunk. Mindenekelo˝tt bebizonyítunk egy Hoffmantól és Kruskaltól
származó tételt, amelyik a teljesen unimoduláris mátrixok jelento˝ségét mutató
tételt készíti elo˝.
9.1. Tétel (Hoffman-Kruskal). Legyen A egy egész mátrix lineárisan független sorok-
kal, b egész vektor, és tekintsük az
L = {x ∣∣Ax = b , és x ≥ 0}
poliedrikus halmazt. Ekkor a következo˝ állítások ekvivalensek:
a) az A mátrix oszlopaiból kiválasztott bármelyik B bázis determinánsa +1 vagy −1.
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b) az L poliedrikus halmaz extremális pontjai bármely egész b esetén egészek.
c) az A mátrix oszlopaiból kiválasztott tetszo˝leges B bázis inverze, B−1 is egész.
Bizonyítás. Megmutatjuk, hogy a)-ból következik b), b)-bo˝l következik c), és c)-
bo˝l következik a).
• a) → b) Lineáris programozásból ismert, hogy az extremális pontok éppen
a bázismegoldások. Ha viszont a B bázis determinánsa +1 vagy −1, akkor
B−1 egész, tehát B−1b is egész.
• b)→ c) Legyen e(i) az i-edik alap-egységvektor (az i-edik koordinátája 1, a
többi 0). B−1e(i) a B−1 mátrix i-edik oszlopa. Legyen d olyan egész vektor,
hogy d + B−1e(i) > 0, legyen továbbá b′ = B(d + B−1e(i)) = Bd + e(i).
Ekkor d + B−1e(i) bázismegoldása az Ax = b′, x ≥ 0 feltételrendszernek,
tehát extremális pontja azL poliedrikus halmaznak. A b′ vektor egész, ezért
b)-bo˝l következik, hogy d+B−1e(i) is egész. A d vektor is egész, ezért B−1
i-edik oszlopa egész. Ezt minden i-re állíthatjuk, tehát B−1 is egész.
• c) → a) B−1B = I, tehát det(B−1)det(B) = 1. Eszerint det(B) 1 osztója az
egész számok körében, tehát +1 vagy −1.
Következményként bebizonyítjuk azt a tételt, amelyik a teljesen unimoduláris
mátrixok jelento˝ségét mutatja.
9.2. Tétel. [HK56] Legyen A′ egy egész mátrix, b egész vektor, és tekintsük a
K = {x ∣∣A′x ≤ b , és x ≥ 0}
poliedrikus halmazt. Ekkor az alábbi állítások ekvivalensek:
i) A′ teljesen unimoduláris.
ii) a K poliedrikus halmaz extremális pontjai bármely egész b esetén egészek.
iii) A′ bármelyik nemszinguláris M almátrixának az inverze, M−1 is egész.
Bizonyítás. Legyen A = (A′, I). Megmutatjuk, hogy az elo˝zo˝ tétel a), b) és c)
állításai rendre ekvivalensek az itteni i), ii) és iii) állításokkal.
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• a) ↔ i) A oszlopaiból úgy áll össze egy bázis, hogy k darab oszlopot ve-





adódik, tehát det(B) = det(M). B pontosan akkor bázis, ha M invertálható.
Ha M nem invertálható, akkor a determinánsa 0.
• b)↔ ii) y ∈ K esetén A′y ≤ b, y >= 0 azzal ekvivalens, hogy A′y + Is = b




L. y pontosan akkor nem extremális pontja K-nak, ha y = (y1 + y2)/2,
ahol y1,y2 ∈ K, és y1 6= y2. Ez viszont azzal ekvivalens, hogy x1 = y1
b−A′y1
 és x2 =
 y2
b−A′y2
 jelöléssel x1,x2 ∈ L, x1 6= x2, és x =
(x1+ x2)/2, tehát x nem extremális pontja L-nek.









Tehát, haB−1 egész, akkorM−1 is egész, ha viszontM−1 egész, akkorDM−1
is egész, tehát B−1 is.
Tehát teljesen unimoduláris mátrix esetén aK poliedrikus halmaz csúcsai egé-
szek, és az invertálható almátrixok inverze is egész. Ezt az eredményt sokszor
nem az eredeti A′ mátrix által definiált poliedrikus halmazra alkalmazzuk, ha-
nem egy abból származtatott szintén teljesen unimoduláris mátrixra. Ezért fon-
tos a következo˝ állítás, amelyik azt mutatja, hogy egy adott teljesen unimoduláris
mátrixból hogyan tudunk további teljesen unimoduláris mátrixokat konstruálni.
9.1. Állítás. A következo˝ állítások ekvivalensek:
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a) A teljesen unimoduláris.
b) AT teljesen unimoduláris.
c) −A teljesen unimoduláris.
d) (A,A) teljesen unimoduláris.
e) (A, I) teljesen unimoduláris.
Bizonyítás. Azt fogjuk belátni, hogy az a) állítás ekvivalens a másik néggyel.
• a)↔ b). A és AT esetén ugyanazok az aldeterminánsok fordulnak elo˝.
• a) ↔ c). −A aldeterminánsa vagy azonos A megfelelo˝ aldeterminánsával,
vagy annak (−1)-szerese.
• a) ↔ d). Ha M az (A,A) mátrixnak egy k × k-as almátrixa, akkor vagy
van A-nek két azonos oszlopa (egy a baloldali A-ból, egy a jobboldaliból),
és ezért M determinánsa 0, vagy pedig MA-nak is almátrixa.
• a)↔ e). LegyenM az (A, I) mátrixnak egy k×k-as almátrixa, amelyiknek s






adódik, aholC azAmátrixnak almátrixa, Ik−s pedig egy kisebb egységmát-
rix. Ekkor det(M′) = det(C), és az átrendezés miatt det(M) = ±det(M′).
9.2. Teljesen unimoduláris pont-él mátrixok
Viszonylag nehéz jól használható szükséges és elégséges feltételt találni annak el-
döntésére, hogy egy mátrix teljesen unimoduláris-e. Ugyanakkor gyakran ered-
ményesen alkalmazható a következo˝ elégséges feltétel.
9.3. Tétel. Legyen A egy (0, 1,−1) mátrix. Ha teljesül az alábbi két feltétel, akkor A
teljesen unimoduláris.
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1. Minden oszlopban legfeljebb két 0-tól különbözo˝ elem van.
2. A mátrix sorait particionálhatjuk egy S és egy T halmazra úgy, hogy bármelyik
oszlopban 2 nemnulla elem ugyanabban a halmazban van, ha különbözo˝ elo˝jelu˝ek,
és különbözo˝ halmazokban van, ha azonos elo˝jelu˝ek.
Bizonyítás. Tekintsünk egy k×k-asA(k) almátrixot. Az 1. és 2. tulajdonságok erre
is érvényesek. k-szerinti indukcióval bizonyítjuk, hogy a k × k-as aldetermináns
+1, −1 vagy 0. k = 1 esetén ez triviális.
Ha van a k × k-as almátrixban csupa 0 oszlop, akkor a determináns 0.
Ha van olyan oszlop, amiben csak 1 nemnulla elem van, kifejtjük a determinánst
eszerint az oszlop szerint. Det(A(k)) = (±1)× det(A(k − 1)) adódik.
Ha minden oszlopban 2 db nemnulla elem van, akkor az S-beli sorok összege
azonos a T -beli sorok összegével, tehát a sorok lineárisan összefüggo˝ek, ezért a
determináns 0.
9.1. Következmény. Ha egy (0, 1,−1) mátrix mindegyik oszlopban legfeljebb egy +1
és legfeljebb egy −1 található, akkor a mátrix teljesen unimoduláris.
Bizonyítás. Az S halmaz tartalmazza az összes sort, a T halmaz legyen üres.
Irányított gráf pont-él mátrixa esetén minden oszlopban egy +1 és egy −1
található, tehát bebizonyítottuk a következo˝ tételt.
9.4. Tétel. Minden irányított gráf pont-él mátrixa teljesen unimoduláris.
Irányítatlan gráfok pont-él mátrixai nem mind teljesen unimodulárisak. Pél-







mátrix, és ennek a determinánsa 2. Ugyanakkor könnyen igazolható a következo˝
eredmény:
9.5. Tétel. Egy irányítatlan gráf pont-él mátrixa pontosan akkor teljesen unimoduláris,
ha a gráf páros.
138 9. fejezet. Teljesen unimoduláris mátrixok
Bizonyítás. Elo˝ször azt látjuk be, hogy ha a gráf nem páros, akkor van a pont-
él mátrixában olyan almátrix, amelynek a determinánsa 2. Valóban, nempáros
gráfban létezik páratlan hosszúságú kör, amelyik k darab élbo˝l és k darab pontból
áll. Válasszuk ki a pont-él mátrixból a kör k darab pontjához tartozó sorokat, és
a kör k darab éléhez tartozó oszlopokat. A kapott k × k-as almátrix egy páratlan
hosszúságú kör pont-él mátrixa, például (k = 5 esetén)
A(k) =

1 1 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 1 1
1 0 0 0 1

Fejtsük ki ezt a determinánst az elso˝ oszlop szerint! Az eredmény
det

1 1 0 0
0 1 1 0
0 0 1 1
0 0 0 1
+ det

1 0 0 0
1 1 0 0
0 1 1 0
0 0 1 1
 = 1 + 1 = 2
Ha k 5-nél nagyobb páratlan szám, akkor ugyanígy 2 lesz a determináns értéke.
Ezután belátjuk, hogy ha a gráf páros, akkor a pont-él mátrix teljesen unimodu-
láris. Ez az állítás a 9.3. tételbo˝l következik, ha az S halmaz a páros gráf egyik
ponthalmazához (férfiak) tartozó sorokból áll, a T halmaz pedig a páros gráf má-
sik ponthalmazához (no˝k) tartozó sorokat tartalmazza.
9.3. Alkalmazások
Ebben az alfejezetben olyan eredményekkel foglalkozunk, melyeket korábban
már (többféleképpen is) igazoltunk.
Feladat (Ko˝nig-tétel). Igazoljuk a páros gráfokra vonatkozó Ko˝nig-tételt abból kiindul-
va, hogy irányítatlan páros gráf pont-él mátrixa teljesen unimoduláris!
Megoldás: Tegyük fel, hogy a páros gráfnak m éle és n pontja van, és legyen A
egy páros gráf pont-él mátrixa. Tekintsük a






LP feladatot! Itt 1(m) illetve 1(n) azt azm-dimenziós sorvektort illetve n-dimenziós
oszlopvrektort jelöli, melynek minden koordinátája 1. A lehetséges pontok hal-
maza korlátos, tehát van optimális megoldás. Az LP feladat normál-feladat, tehát
van optimális bázismegoldás is (ld. [sJT07]). A 9.5. tétel szerint az A mátrix telje-
sen unimoduláris, tehát az optimális bázismegoldás egész. Ekkor az optimális x
vektor egy párosítás karakterisztikus vektora, az optimum értéke pedig a függet-
len élek maximális száma. Az LP feladat duálisa
min w = y1(n) feltéve, hogy
yA ≥ 1(m) , és
y ≥ 0.
Az yA ≥ 1(m) feltétel−ATyT ≤ −1(m)T alakba írható, tehát a Hoffman-Kruskal-
tétel szerint a duál feladat bázismegoldásai is egészek. Egy y duál-optimális
megoldásnak egyik koordinátája sem lehet 1-nél nagyobb, mert egy esetleg 1-nél
nagyobb koordinátát 1-re csökkentve a w = y1(n) célfüggvény értéke csökken-
ne, és továbbra is teljesülne az yA ≥ 1(m) egyenlo˝tlenség. Így a duál-optimális
megoldásokat elegendo˝ egy korlátos poliéderben keresni. Ezért létezik olyan y
duál-optimális bázismegoldás, melynek minden koordinátája 0 vagy 1. Ez az y
egy lefogó pontrendszer karakterisztikus vektora, és a dualitás tétel miatt a lefogó
pontok minimális száma a független élek maximális számával egyenlo˝.
9.1. Feladat. Bizonyítsuk be a páros gráf maximális összsúlyú teljes párosításával kap-
csolatos dualitás tételt (5.2. tétel) az A pont-él mátrix teljesen unimoduláris voltát ki-
használva!
Útmutatás: Legyen A a páros gráf pont-él mátrixa. Tekintsük az





LP feladatot, valamint ennek a duálisát!
9.2. Feladat. Tegyük fel, hogy egy maximális folyam feladatban minden él kapacitása
pozitív egész szám! A 9.4. tétel segítségével bizonyítsuk be, hogy létezik egészértéku˝
maximális folyam!
140 9. fejezet. Teljesen unimoduláris mátrixok
Útmutatás: Egészítsük ki a hálózatot egy f éllel, amelyik a nyelo˝bo˝l a forrásba
mutat, és legyen A a kapott irányított gráf pont-él mátrixa! Jelöljük a kapacitáso-
kat u -val, és tekintsük az







A kombinatorika erdejében található néhány jól kitaposott ösvény, melyek egye-
bek mellett azzal örvendeztetik meg a bakancsos turistát, hogy arra járva diszkrét
eredményeket folytonos módszerrel bizonyítunk. A diszkrét és folytonos feladat
kapcsolata számos esetben abban áll, hogy olyan konvex testet vizsgálunk, mely-
nek a csúcsai egészek. Erre példa a(z Edmonds féle) párosítás- és teljes párosítás
politópok alkalmazása, a matroid politóp jellemzése valamint a teljesen unimo-
duláris mátrixok által meghatározott poliedrikus halmazok esete.
Már a Teremtés Könyvében olvasható, hogy "Nem jó az embernek egyedül" (Préd.
4, 9.). Ez az o˝si tanítás optimumfeladatokra is érvényes. Szinte minden maxi-
mumfeladathoz elválaszthatatlanul hozzátartozik egy minimumfeladat, melyet
általában az eredeti feladat duálisának nevezünk. A kapcsolat hagyománytisz-
telo˝ módon szimmetrikus: minimumfeladatok duálisa mindig maximumfeladat.
Ugyanakkor nagy változatosság lelheto˝ fel abban a tekintetben, hogy a primál-
és duál feladatok közül melyik diszkrét, és melyik folytonos.
A maximális folyam probléma folytonos, de a vágások száma véges, tehát itt foly-
tonos feladat duálisa diszkrét. Fordított a helyzet például a maximális összsúlyú
párosítások keresésekor; ebben az esetben a primál feladat diszkrét, és a duáli-
sa folytonos. Két diszkrét feladat alkotja a primál-duál párt a Menger-tételek, a
Ko˝nig-tétel és a minimális összsúlyú páratlan ponthalmaz-fedés esetén.
Amikor mindkét feladat diszkrét, kivételesnek számít az az eset, hogy az ero˝s






Használni fogjuk a konvex halmazok elméletében alapveto˝ jelento˝ségu˝ ún. sze-
parációs tételt:
A.1. Tétel (Szeparációs tétel). Legyen H ⊂ Rn egy nemüres, zárt konvex halmaz, és
y /∈ H azon kívül egy pont. Ekkor található olyan a ∈ Rn vektor, és olyan b konstans,
melyre az ax = b hipersík szigorúan elválasztja az y pontot és aH halmazt, tehát
ay > b, és
ax < b minden x ∈ H esetén.
A bizonyítás megtalálható például Komáromi Éva [Kom02] könyvében (7. Ál-
lítás).
A.1. Definíció (Poliedrikus halmaz, poliéder). A H ⊂ Rn halmazt poliedrikus hal-
maznak nevezzük, ha található olyan A mátrix és b vektor, hogy
H = {x ∈ Rn ∣∣Ax ≤ b} (A.1)
A korlátos poliedrikus halmazokat poliédernek nevezzük.
Ha a(i)-vel jelöljük az A mátrix i-edik sorát, akkor
H = {x ∈ Rn ∣∣ a(i)x ≤ bi , i = 1, 2, . . . ,m},
tehát minden poliedrikus halmaz véges sok féltér metszete.
A.2. Definíció (Politóp). Politópnak nevezzük véges sok pont konvex burkát.
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Tehát, ha x(1),x(2), . . . ,x(k) ∈ Rn, akkor
K = {λ1x(1) + λ2x(2)+, . . . , λkx(k)
∣∣λi ≥ 0 , és k∑
i=1
λi = 1} (A.2)
egy politóp. Valós számok konvex kombinációja (súlyozott számtani közepe) a
valós számok maximuma és minimuma közé esik, érvényes tehát a következo˝
állítás:
A.1. Állítás. Ha K az x(1),x(2), . . . ,x(k) ∈ Rn pontok által kifeszített politóp, akkor






Ez azt jelenti, hogy amikor egy lineáris célfüggvényt egy politópon maximali-
zálunk, akkor a célfüggvény maximuma az x(i) pontokban felvett célfüggvényér-
tékek maximuma. Nevezetes tény, hogy a poliéder és a politóp azonos fogalmak.
Ennek a függeléknek ez a fo˝ eredménye, amit több lépésben fogunk igazolni.
A.3. Definíció (extremális pont). EgyK konvex halmaz extremális pontjának nevezzük
a p ∈ K pontot, ha p nem állítható elo˝ pozitív hosszúságú K-beli szakasz felezo˝pontja-
ként. Az extremális pontokat K csúcsainak is mondjuk.
Könnyen igazolható az alábbi állítás:
A.2. Állítás. Legyen a K politóp az x(1),x(2), . . . ,x(k) pontok konvex burka. Ekkor K
minden extremális pontja az x(i) pontok valamelyike.
A következo˝ állítás lineáris algebrai szempontból jellemzi az extremális pon-
tokat.
A.3. Állítás. Legyen H = {x ∈ Rn ∣∣Ax ≤ b} egy poliedrikus halmaz, és z ∈ H.
Jelöljük Az-vel azt a mátrixot, amelyik az A mátrix azon a(i) soraiból áll, melyekre a
≤ korlát egyenlo˝ségként teljesül, tehát a(i)z = bi. A z pont pontosan akkor extremális
pontjaH-nak, ha Az rangja n.
Bizonyítás. Ha Az rangja kisebb n-nél, akkor van olyan u 6= 0 vektor, hogy Azu =
0. Elég kis pozitív t-re A(z+ tu) ≤ b, és A(z− tu) ≤ b is teljesül, tehát z+ tu ∈ H
, és z− tu ∈ H. z = (z+ tu+ z− tu)/2, tehát z nem extremális pont.
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Másfelo˝l tegyük fel, hogy z ∈ H nem extremális pont, tehát z = (x+ y)/2, x ∈ H,
y ∈ H, és x 6= y. Ha a(i) az Az mátrix tetszo˝leges sora, akkor
a(i)x ≤ bi = a(i)z , és
a(i)y ≤ bi = a(i)z,
ezért a(i)(x − z) ≤ 0, és a(i)(y − z) ≤ 0. De a(i)(x − z) = −a(i)(y − z), tehát
a(i)(x− z) = 0. Ekkor viszont Az rangja kisebb, mint n.
A.4. Állítás. Minden poliedrikus halmaznak véges sok extremális pontja van.
Bizonyítás. Az elo˝zo˝ állítás jelöléseit használva, ha z ∈ H egy extremális pont,
akkor z megoldása az
Azz = bz
egyenletrendszernek, ahol bz a b vektor azon koordinátáiból áll, melyekre a(i)z =
bi. AzAz együtthatómátrix rangja n, tehát a megoldás egyértelmu˝. AzAmátrix n
rangú almátrixainak száma véges, tehát az extremális pontok száma is véges.
A.2. Tétel. Minden poliéder az extremális pontjainak a konvex burka.
Bizonyítás. LegyenM a poliéder, x(1),x(2), . . . ,x(t) legyenekM extremális pont-
jai, K pedig az extremális pontok konvex burka. K ⊂ M nyilvánvaló. Most be-
látjuk, hogy z ∈ M esetén z ∈ K. Legyen s = n− rang(Az). Az állítást s szerinti
teljes indukcióval bizonyítjuk.
s = 0 esetén z az egyik csúcs (A.3. állítás). Ha s > 0, akkor létezik olyan u 6= 0
vektor, hogy Azu = 0. Legyen
λ0 = max{λ
∣∣ z+ λu ∈M} , és x = z+ λ0u
µ0 = max{µ
∣∣ z− µu ∈M} , és y = z− µ0u
λ0 és µ0 véges, mert a poliéder korlátos. Ekkor Azx = Azz + Az(λ0u) = Azz. Ha
i egy olyan index, ahol λ maximuma felvétetik, akkor ütközés miatt
a(i)x = bi
Ez azt jelenti, hogy Ax tartalmazza Az összes sorát, és még az i-edik sort. a(i)u 6=
0 (mert a(i)z < bi), ezért az i-edik sor nem lineáris kombinációja Az sorainak
(Azu = 0), tehát Ax rangja Az rangjánál nagyobb.
Az indukciós feltevés miatt x ∈ K. Ugyanígy y ∈ K is megállapítható, z pedig x
és y konvex kombinációja.
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Ezzel azt is igazoltuk, hogy ha a poliéder nem üres, akkor van extremális pont-
ja. Ennek a nagy jelento˝ségu˝ tételnek számos fontos következménye van.
A.1. Következmény. Minden poliéder politóp.
Ez azért igaz, mert az extremális pontok száma véges (ld. A.4. állítás). Az
A.1. állítás felhasználásával adódik az
A.2. Következmény. Ha poliéderen maximalizálunk egy lineáris célfüggvényt, akkor a
célfüggvény extremális pontban is felveszi a maximumát.
Ezt a következményt használtuk például az 5.2. tétel és az 5.3. tétel bizonyítá-
sában.
A.4. Definíció (origó körüli politóp). Origó körüli politópnak nevezünk egyM poli-
tópot, ha tartalmazza az origónak egy környezetét, tehát van olyan r > 0, hogy
B(0, r) ⊂M (A.4)
A.5. Definíció (halmaz konjugáltja). Egy H ⊂ Rn halmaz konjugáltjának nevezzük
azon vektorok halmazát, melyeknek H bármely elemével vett skaláris szorzata legfeljebb
1.
H∗ = {y ∈ Rn ∣∣xy ≤ 1 minden x ∈ H esetén.} (A.5)
AH halmaz konjugáltjátH∗-gal jelöljük.
A.5. Állítás. Politóp konjugáltja poliedrikus halmaz. Origó körüli politóp konjugáltja
poliéder.
Bizonyítás. Legyen a K politóp az x(1),x(2), . . . ,x(k) pontok konvex burka. Ek-
kor
K∗ = {y ∈ Rn ∣∣yx(i) ≤ 1 ( i = 1, 2, . . . , k)} (A.6)
Ha ugyanis λi-vel megszorozzuk az yx(i) ≤ 1 relációt, és a kapott egyenlo˝tlen-
ségeket i-re összegezzük, akkor azt kapjuk, hogy yx ≤ 1 a politóp tetszo˝leges
x pontjára. Az (A.6) képletben szereplo˝ k darab egyenlo˝tlenség egy poliedrikus





vektort. Ez y-nal azonos irányú, a hossza r-nél kisebb, tehát benne van az origó
r sugarú környezetében, így K-ban is. yx ≤ 1 miatt ‖y‖ (r − ε) ≤ 1, tehát
‖y‖ ≤ 1
r − ε.
Ez pedig azt jelenti, hogy K∗ korlátos poliedrikus halmaz, vagyis poliéder.
A.6. Állítás. Ha K egy origó körüli politóp, akkor K∗ is origó körüli politóp.
Bizonyítás. Az A.5. állítás miatt K∗ egy poliéder, tehát az A.2. tétel szerint po-
litóp. K nyilvánvalóan korlátos. Ha K-ben nincs d-nél hosszabb vektor (d egy
pozitív szám), akkor az origó 1/d sugarú környezete benne van K∗-ban.
A.7. Állítás. Ha K egy origó körüli politóp, akkor K∗∗ = K.
Bizonyítás. Az A.6. állítás szerint K∗ is politóp, vagyis véges sok pont konvex
burka, tehát
K∗ = konv{y(1),y(2), . . . ,y(s)}.
Természetesen
K∗∗ = {x ∣∣xy(i) ≤ 1 minden i = 1, 2, . . . , s esetén.}
Azt állítjuk, hogy
K = {x ∣∣xy(i) ≤ 1 minden i = 1, 2, . . . , s esetén.}
K ⊂ K∗∗ nyilvánvaló. Ezért azt fogjuk igazolni, hogy
K ⊃ {x ∣∣xy(i) ≤ 1 minden i = 1, 2, . . . , s esetén.}
Tegyük fel indirekt módon, hogy x∗y(i) ≤ 1 minden i-re, de x∗ /∈ K. Az A.1. sze-
parációs tétel szerint létezik olyan a vektor, és olyan b konstans, hogy
ax∗ > b, és
ax < b minden x ∈ K esetén.
Az origó K-nek belso˝ pontja, ezért b > 0. Felteheto˝, hogy b = 1 (különben a-t és
b-t 1/b-vel szorozzuk). Eszerint a ∈ K∗, tehát
a = λ1y(1) + λ2y(2)+, . . . , λsy(s) , aholλi ≥ 0 , és
s∑
i=1
λi = 1. (A.7)
De ekkor
1 < ax∗ = λ1y(1)x∗ + λ2y(2)x∗+, . . . , λsy(s)x∗ ≤ λ1 + λ2+, . . . , λs = 1,
ami ellentmondás.
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A.3. Tétel. Ha K ⊂ Rn egy politóp, akkor K poliéder.
Bizonyítás. A tételt n-szerinti teljes indukcióval bizonyítjuk. n = 1 esetén minden
politóp egy zárt intervallum, ami nyilvánvalóan két félegyenes metszete.
Legyen K az x(1),x(2), . . . ,x(k) pontok konvex burka. Ha K benne van egy
(n − 1)-dimenziós síkban, akkor indukcióval igazolható az állítás. Ha nincs, ak-
kor az x(2) − x(1), x(3) − x(1), x(4) − x(1), . . . , x(k) − x(1) vektorok kifeszítik
az n-dimenziós teret. Ezért K-ben van olyan x(0) pont, hogy ennek r-sugarú kör-
neyezete is K-ban van, B(x(0), r) ⊂ K. Eltolással elérheto˝, hogy x(0) legyen az
origó. (Egy politóp eltoltja is politóp, poliéder eltoltja is poliéder.) Tehát K origó
körüli politóp. Tekintsük K konjugáltját. Az A.6. állítás szerint K∗ is origó körüli
politóp. Az A.5. állítás szerint K∗∗ poliéder, az A.7. állítás miatt K = K∗∗, tehát K
is poliéder.






akkor a két poliéder azonos.
Bizonyítás. Ha L 6= M, akkor felteheto˝, hogy létezik olyan y ∈ L, amelyik nincs
M-ben. M korlátos, zárt konvex halmaz, tehát az A.1. szeparációs tétel szerint
létezik olyan a ∈ Rn vektor, és olyan b konstans, hogy
ay > b, és








A.5. Tétel. Legyen L ⊂ Rn ésM ⊂ Rn két poliéder, és tegyük fel, hogy valamilyen c
valós számra mindketto˝ része a
1x = c (A.8)
(hiper)síknak. (1 azt a vektort jelöli, amelynek minden koordinátája 1.) Ha minden nem-






akkor a két poliéder azonos.
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és tekintsük azt a w = (w1, w2, . . . , wn) vektort, melyre
wi = ai −m
∣∣ i = 1, 2, . . . , n.























és ezzel a tétel állítását visszavezettük az A.4. tételre.
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B. függelék
A Bn vektortér
Az 1. fejezetben bevezettük a B bináris testet és a Bn vektorteret. A bináris testben
mindössze két skalár van, a 0 és az 1, és 1+1 = 0. Ebben a függelékben igazoljuk,
hogy Rn-hez hasonlóan n darab lineárisan független vektor a Bn vektortérben is
bázist alkot, és a Bn vektortér n-dimenziós.
B.1. Definíció. i-edik alap-egységvektornak nevezzük azt az e(i) ∈ Bn vektort, melynek











ahol az 1-es az i-edik helyen áll.
B.1. Tétel. Legyen k ≤ n. Ha az u(1),u(2), . . . ,u(k) ∈ Bn vektorok lineárisan függet-
lenek, akkor megadható olyan A invertálható mátrix, hogy
Au(i) = e(i)
∣∣ i = 1, 2, . . . , k.
Bizonyítás. A tételt konstruktív módon bizonyítjuk. Az állításban szereplo˝Amát-
rix konstrukciója nem más, mint a numerikus matematikában alapveto˝ jelento˝sé-
gu˝ Gauss-elimináció bináris változata. Jelöljük U-val azt a mátrixot, amelynek az
oszlopai az u(1),u(2), . . . ,u(k) ∈ Bn vektorok. Tehát
U =
(
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az U mátrixnak n sora és k oszlopa van. Ezt a mátrixot áttranszformáljuk az
E =
(
e(1) e(2) e(3) ... e(k)
)
mátrixba az alábbi két lépés szisztematikus alkalmazásával:
1. a mátrix két sorát felcseréljük.
2. a mátrix i-edik sorát hozzáadjuk a j-edik sorához.
Mindkét lépés realizálható úgy, hogy az aktuális mátrixot balról megszorozzuk
egy invertálható mátrixszal. A sorcsere esetén jelöljük C(i, j)-vel azt az n × n-es
mátrixot, melyet az egységmátrixból az i-edik és j-edik sor felcserélésével ka-
punk. Például i = 2 és j = 4 esetén
C(i, j) =

1 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
0 0 0 0 1

.
Amikor ezzel balról szorzunk egy B mátrixot, eredményül felcseréljük B i-edik
és j-edik sorát. Ha a sorcserét mégegyszer elvégezzük, akkor visszakapjuk az
eredeti B mátrixot, tehát C(i, j)−1 = C(i, j).
A 2. lépéssel kapcsolatban jelöljük L(i, j)-vel azt az n × n-es mátrixot, melyet
úgy kapunk, hogy az egységmátrix j-edik sorának i-edik elemét 1-re módosítjuk.
Például i = 2 és j = 4 esetén
L(i, j) =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 1 0 1 0
0 0 0 0 1

.
Amikor ezzel balról szorzunk egy L mátrixot, eredményül B j-edik sorához hoz-
záadjuk B i-edik sorát. Ha ezt mégegyszer elvégezzük, akkor 1 + 1 = 0 miatt
visszakapjuk az eredeti B mátrixot, tehát L(i, j)−1 = L(i, j).
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Tehát a sorcsere, és egy sornak a másikhoz történo˝ hozzáadása egyaránt inver-
tálható mátrixszal balról történo˝ szorzást jelent. Most rátérünk az eliminációs
lépések ismertetésére.
Az elso˝ lépéssorozattal az U mátrix elso˝ oszlopát elimináljuk, tehát a mátrixot
U(1) =

1 x x x x
0 x x x x
0 x x x x
0 x x x x
0 x x x x

alakra hozzuk, a következo˝képpen: Szükség esetén sorcserével elérjük, hogy a
mátrix elso˝ sorának elso˝ eleme 1 legyen. (Ha az elso˝ oszlopban nem lenne 1-
es, akkor u(1) a 0-vektor lenne, tehát nem lenne független.) Ezután az elso˝ sort
rendre hozzáadjuk azokhoz a (to˝le különbözo˝) sorokhoz, melyeknek az elso˝ ele-
me 1-es volt. 1 + 1 = 0 miatt elérjük, hogy az elso˝ oszlopban e(1) álljon.




1 0 x x x
0 1 x x x
0 0 x x x
0 0 x x x
0 0 x x x

alakra hozzuk, a következo˝képpen: Szükség esetén a második és k-adik (k > 2)
sor cseréjével elérjük, hogy a mátrix második sorának második eleme 1 legyen.
(Ha a második oszlopban a második illetve az azalatti elemek között nem lenne
1-es, akkor u(1) és u(2) nem lenne független.) Ezután a második sort rendre hoz-
záadjuk azokhoz a (to˝le különbözo˝) sorokhoz, melyeknek a második eleme 1-es
volt. 1 + 1 = 0 miatt elérjük, hogy a második oszlopban e(2) álljon, és eközben az
elso˝ oszlop nem változik.
A harmadik lépéssorozattal az U(2) mátrix harmadik oszlopát elimináljuk, tehát




1 0 0 x x
0 1 0 x x
0 0 1 x x
0 0 0 x x
0 0 0 x x

alakra hozzuk, a következo˝képpen: Szükség esetén a harmadik és k-adik (k > 3)
sor cseréjével elérjük, hogy a mátrix harmadik sorának harmadik eleme 1 legyen.
(Ha a harmadik oszlopban a harmadik illetve az azalatti elemek között nem len-
ne 1-es, akkor u(3) az u(1) és u(2) vektorok lineáris kombinációja lenne.) Ezután
a harmadik sort rendre hozzáadjuk azokhoz a (to˝le különbözo˝) sorokhoz, me-
lyeknek a harmadik eleme 1-es volt. 1 + 1 = 0 miatt elérjük, hogy a harmadik
oszlopban e(3) álljon, és mindeközben az elso˝ két oszlop nem változik.
Így tovább haladva a k-adik oszlopot is elimináljuk, és az
U(k) =
(
e(1) e(2) e(3) ... e(k)
)
alakhoz jutunk. Az U(k) mátrix az U mátrixból készült úgy, hogy véges sok
invertálható mátrixszal szoroztunk balról, s ezzel a tétel állítását beláttuk.
Legfontosabb következményként kapjuk a lineáris algebra alaptételét a Bn
vektortérben.
B.2. Tétel. Ha az u(1),u(2), . . . ,u(n) ∈ Bn vektorok lineárisan fügetlenek, akkor tet-
szo˝leges v ∈ Bn vektor ezek lineáris kombinációja, tehát felírható
v = v1u(1) + v2u(2) + . . .+ vnu(n)
alakban, ahol mindegyik vi skalár 0 vagy 1.
Bizonyítás. Az elo˝zo˝ tételt a k = n esetre alkalmazzuk. Nyilvánvalóan minden
vektor az e(1), e(2), . . . , e(n) alap-egységvektorok lineáris kombinációja. Az Av
vektor is lineáris kombinációja az alap-egységvektoroknak.
Av = v1e(1) + v2e(2) + . . .+ vne(n)
esetén
v = v1A
−1e(1) + v2A−1e(2) + . . .+ vnA−1e(n),
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tehát
v = v1u(1) + v2u(2) + . . .+ vnu(n).
Ezzel beláttuk, hogy n darab lineárisan független vektor bázist alkot a Bn vek-
tortérben. k < n esetén k darab lineárisan független vektor nem alkot bázist, mert
például
Au(i) = e(i)
∣∣ i = 1, 2, . . . , k
esetén az A−1e(k+ 1) vektor nem állítható elo˝ a k darab u(i) vektor lineáris kom-
binációjaként. Tehát a Bn vektortér valóban n-dimenziós.
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