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Forthcoming Papers
R.B. Scherl and H.J. Levesque, Knowledge, action, and the frame problem
This paper proposes a method for handling the frame problem for knowledge-producing actions. An
example of a knowledge-producing action is a sensing operation performed by a robot to determine
whether or not there is an object of a particular shape within its grasp. The work is an extension
of Reiter’s approach to the frame problem for ordinary actions and Moore’s work on knowledge
and action. The properties of our specification are that knowledge-producing actions do not affect
fluents other than the knowledge fluent, and actions that are not knowledge-producing only affect
the knowledge fluent as appropriate. In addition, memory emerges as a side-effect: if something is
known in a certain situation, it remains known at successor situations, unless something relevant has
changed. Also, it will be shown that a form of regression examined by Reiter for reducing reasoning
about future situations to reasoning about the initial situation now also applies to knowledge-
producing actions.  2003 Published by Elsevier Science B.V.
L. Chen and N. Tokuda, Robustness of regional matching scheme over global
matching scheme
Analyzing the effect of concentrated noise on a typical decision-making process of a simplified
two-candidate voting model, we have demonstrated that a local approach using a regional matching
process is more robust and stable than a direct approach using a global matching process, by
establishing that the former is capable of accommodating a higher level of noise than the latter
before the result of the decision overturns. To extend the theory to imagery analysis, we pose a
conjecture that our conclusion on the robustness of the regional matching processes remains valid not
only for the simpler vote counting schemes but also for practically more important decision-making
schemes in image analysis which involve dimension-reducing transforms or other features extraction
processes such as principal component analysis or Gablor transforms. Two convincing experimental
verifications are provided, supporting not only the theory by a white-black flag recognition problem
on a pixel-by-pixel basis, but also the validity of the conjecture by a facial recognition problem
in the presence of localized noise typically represented by clutter or occlusion in imagery.  2003
Published by Elsevier Science B.V.
T. Eiter, W. Faber, N. Leone, G. Pfeifer and A. Polleres, A logic programming
approach to knowledge-state planning, II: DLVK system
In Part I of this series of papers, we have proposed a new logic-based planning language, called K.
This language facilitates the description of transitions between states of knowledge and it is well
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suited for planning under incomplete knowledge. Nonetheless, K also supports the representation of
transitions between states of the world (i.e., states of complete knowledge) as a special case, proving
to be very flexible. In the present Part II, we describe the DLVK planning system, which implements
K on top of the disjunctive logic programming system DLV. This novel planning system allows for
solving hard planning problems, including secure planning under incomplete initial states (often
called conformant planning in the literature), which cannot be solved at all by other logic-based
planning systems such as traditional satisfiability planners. We present a detailed comparison of the
DLVK system to several state-of-the-art conformant planning systems, both at the level of system
features and on benchmark problems. Our results indicate that, thanks to the power of knowledge-
state problem encoding, the DLVK system is competitive even with special purpose conformant
planning systems, and it often supplies a more natural and simple representation of the planning
problems.  2003 Published by Elsevier Science B.V.
D.A. Plaisted and A. Yahya, A relevance restriction strategy for automated deduction
Identifying relevant clauses before attempting a proof may lead to more efficient automated theorem
proving. Relevance is here defined relative to a given set of clauses S and one or more distinguished
sets of support T . The role of a set of support T can be played by the negation of the theorem to
be proved or the query to be answered in S which gives the refutation search goal orientation. The
concept of relevance distance between two clauses C and D of S is defined using various metrics
based on the properties of paths connecting C to D. This concept is extended to define relevance
distance between a clause and a set (or multiple sets) of support. Informally, the relevance distance
reflects how closely two clauses are related. The relevance distance to one or more support sets is
used to compute a relevance set R, a subset of S that is unsatisfiable if and only if S is unsatisfiable.
R is computed as the set of clauses of S at distance less than n from one or more support sets; if n is
sufficiently large then R is unsatisfiable if S is. If R is much smaller than S, a refutation from R may
be obtainable in much less time than a refutation from S. R must be efficiently computable to achieve
an overall efficiency improvement. Different relevance metrics are defined, characterized and related.
The tradeoffs between the amount of effort invested in computing a relevance set and the resulting
gains in finding a refutation are addressed. Relevance sets may be utilized with arbitrary complete
theorem proving strategies in a completeness-preserving manner. The potential of the advanced
relevance techniques for various applications of theorem proving is discussed.  2003 Published
by Elsevier Science B.V.
V. Bulitko and D.C. Wilkins, Qualitative simulation of temporal concurrent processes
using Time Interval Petri Nets
This paper presents a formalism called Time Interval Petri Nets (TIPNs), which are designed
to support a qualitative simulation of temporal concurrent processes. One of the key features of
TIPNs is a uniform use of time intervals throughout the model. This enables a natural and efficient
representation of temporal uncertainty in inputs, outputs, and intermediate states of the qualitative
simulation. This is required because the exact time of key events, such as the start time of a fire crisis,
is typically not known with certainty. Likewise, output conclusions of the qualitative simulation
include earliest time and guaranteed time of key events that can be used by a decision maker to select
the most appropriate action.
Results are described of a TIPN-based qualitative simulator constructed in the domain of ship
damage control. The simulator was created to replace an existing quantitative simulator which was
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too slow to support envisionment-based real-time decision making in this domain. The experimental
results showed a speedup of four to five orders of magnitude which enables hyper-real time
qualitative prediction of consequences of multiple competing actions. An automated shipboard
damage control decision-making system incorporating a TIPN-based qualitative simulator achieved
a 318% improvement over human subject matter experts in a large-scale simulated exercise of over
500 scenarios.  2003 Published by Elsevier Science B.V.
E. Reiter, R. Robertson and L. Osman, Lessons from a failure: Generating tailored
smoking cessation letters
STOP is a Natural Language Generation (NLG) system that generates short tailored smoking-cessation
letters, based on responses to a four-page smoking questionnaire. A clinical trial with 2553 smokers
showed that STOP was not effective; that is, recipients of a non-tailored letter were as likely to stop
smoking as recipients of a tailored letter. In this paper we describe the STOP system and clinical
trial. Although it is rare for AI papers to present negative results, we believe that useful lessons
can be learned from STOP. We also believe that the AI community as a whole could benefit from
considering the issue of how, when, and why negative results should be reported; certainly a major
difference between AI and more established fields such as medicine is that very few AI papers report
negative results.  2003 Published by Elsevier Science B.V.
P.C.R. Lane and F. Gobet, Developing reproducible and comprehensible computa-
tional models (Research Note)
Quantitative predictions for complex scientific theories are often obtained by running simulations on
computational models. In order for a theory to meet with wide-spread acceptance, it is important that
the model be reproducible and comprehensible by independent researchers. However, the complexity
of computational models can make the task of replication all but impossible. Previous authors have
suggested that computer models should be developed using high-level specification languages or
large amounts of documentation. We argue that neither suggestion is sufficient, as each deals with
the prescriptive definition of the model, and does not aid in generalising the use of the model to
new contexts. Instead, we argue that a computational model should be released as three components:
(a) a well-documented implementation; (b) a set of tests illustrating each of the key processes within
the model; and (c) a set of canonical results, for reproducing the model’s predictions in important
experiments. The included tests and experiments would provide the concrete exemplars required for
easier comprehension of the model, as well as a confirmation that independent implementations and
later versions reproduce the theory’s canonical results.  2003 Published by Elsevier Science B.V.
T. Janhunen, Evaluating the effect of semi-normality on the expressiveness of defaults
(Research Note)
Normal default logic (NDL) and semi-normal default logic (SNDL) are syntactically restricted
variants of Reiter’s default logic (DL). Although semi-normal defaults have only a slightly more
general form than normal defaults, SNDL does not share the nice properties of NDL (e.g., semi-
monotonicity). In this note, we address the effect of semi-normality on the expressive power of
defaults, using a classification method based on polynomial, faithful, and modular (PFM) translation
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functions. The resulting classification indicates that SNDL and DL are of equal expressive power,
which strictly exceeds that of NDL. This strengthens an earlier result achieved by Marek and
Truszczyn´ski, who establish the equivalence of weak semi-normal defaults with general defaults.
Furthermore, it is established that prerequisite-free fragments of DL and SNDL (PDL and PSNDL)
are of equal expressive power. Consequently, PSNDL is less expressive than DL and SNDL,
incomparable with NDL, and more expressive than preferential entailment (a generalized form of
circumscription). The latter result is in sharp contrast with Imielinski’s result, which states that
prerequisite-free and semi-normal default theories can be modularly translated into preferential
entailment.  2003 Published by Elsevier Science B.V.
W.E. Walsh, M. Yokoo, K. Hirayama and M.P. Wellman, On market-inspired
approaches to propositional satisfiability
We describe three market-inspired approaches to propositional satisfiability. The first is based on
a formulation of satisfiability as production on a supply chain, where producers of particular
variable assignments must acquire licenses to fail to satisfy particular clauses. Experiments show
that although this general supply-chain protocol can converge to market allocations corresponding to
satisfiable truth assignments, it is impractically slow. We find that a simplified market structure and a
variation on the pricing method can improve performance significantly. We compare the performance
of the three market-based protocols with distributed breakout algorithm and GSAT on benchmark
3-SAT problems. We identify a tradeoff between performance and economic realism in the market
protocols, and a tradeoff between performance and the degree of decentralization between the market
protocols and distributed breakout. We also conduct informal and experimental analyses to gain
insight into the operation of price-guided search.  2003 Published by Elsevier Science B.V.
I. Refanidis and I. Vlahavas, Multiobjective heuristic state-space planning
S. Li and M. Ying, Region Connection Calculus: Its models and composition tables
E. Giunchiglia, M. Narizzano and A. Tacchella, Backjumping for Quantified Boolean
Logic satisfiability
C.J. Veenman, M.J.T. Reinders and E. Backer, Establishing motion correspondence
using extended temporal scope (Research Note)
J. He and X. Yao, Towards an analytic framework for analysing the computation time
of evolutionary algorithms
T. Schetter, M. Campbell and D. Surka, Multiple agent-based autonomy for satellite
constellations
M. Anderson and R. McCartney, Diagram processing: Computing with diagrams
Y. Sun and R. Fisher, Object-based visual attention for computer vision
Ph. Jégou and C. Terrioux, Hybrid backtracking bounded by tree-decomposition of
constraint networks
U. Furbach, AI—A multiple book review
