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Abstract 
Fast and accurate object tracking is very important for real time applications like video surveillance, traffic monitoring etc. In 
most of the conventional object tracking methods environmental changes, memory requirement and computation speed are the 
major constraints. This paper proposes an efficient object tracking method to compensate for all these challenges. Here a 
Symmetric Mask based on Discrete Wavelet Transform (SMDWT) has been used in order to compensate for illumination changes 
and low memory requirement. Symmetric Mask Discrete Wavelet Transform is a low complexity DWT where each filter is 
derived from the 2- D DWT of 5/3 integer lifting-based coefficients. For fast object tracking variance method is adopted where 
maximum nonzero pixel value is considered. The experimental results show that the proposed method yields better result on the 
basis of computational time, memory requirement, speed of operation and environmental changes thanthe conventional DWT 
based approach. 
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1. Introduction 
  
The intelligent video surveillance system has become an essential area of research topic in computer vision that  
tries to detect, recognize and track object from input video sequences. Successful motion detection in real time 
applications is a difficult task because of so many challenges which include illumination changes, fake motion, 
Gaussian noise in the background etc. that may lead to incorrect motion detection. The conventional approaches for 
motion detection include background detection1, temporal differencing2 and optical flow method3.In background 
subtraction approach the moving regions are detected by subtracting the current frame from background frame. It 
gives satisfactory motion mask data, but the problem with this approach is the dynamic scene changes due to 
lightening and other radiometric variations; therefore we need to frequently update the background frame. In 
temporal differencing approach the moving regions are extracted from consecutive frames of the video sequence. 
Even though it is suitable for dynamic environment, the problem with this approach is the incomplete motion 
extraction. In optical flow method, flow vector characteristics of the moving object over a time is used to detect the 
moving region. This method also gives satisfactory result but the computational complexity is very high. The most 
common problems with all of the above mentioned approaches are the sensitivity to illumination changes, noises, 
fake motion such as motion of tree leaves and memory requirement for the storage purpose and the speed. 
DWT and Low resolution techniques like average filtering are used to reduce fake motions and computing cost. 
But the conventional DWT scheme has the disadvantages of complicated calculations. Moreover, if it uses LL3-band 
image, it may cause incomplete detection. To overcome this problem Symmetric Mask Based Discrete Wavelet 
Transform (SMDWT) is used. It preserves the quality of low resolution images better than that of the other low 
resolution methods4. Here spatial filtering is done using four different masks and masking is performed in two levels. 
Then the variance method is used for fast object detection and tracking. 
The rest of the paper is arranged as follows: the proposed algorithm is described in section 2.In section 3 
experimental result of the proposed algorithm is compared with conventional DWT based variance method. Section 
4 provides the conclusion. 
  
2. Proposed Method 
 
For video compression and edge detection discrete wavelet transform is used. For extracting moving regions 
between the consecutive frames, frame differencing method is adopted. Finally for fast object detection and tracking 
variance method is used. 
 
2.1. Discrete wavelet transform 
 
Discrete wavelet transform is used in various fields such as signal processing, image processing, computer vision, 
video compression, biochemistry medicine etc. It gives a flexible multi-resolution image and decomposes the image 
into various sub-band images including low and high band frequencies. 
DWT can be given by: 
 
Hi=          (1) 
 
Li=          (2) 
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where  and are called wavelets filters, k is length of the filter, and i = 0…, [n/2]-1.It gives the discrete 
wavelet representation of the discrete time signal. Here the input video sequence is decomposed into four 
components LL, LH, HL, and HH as shown in the Fig 1.The noise is suppressed in high frequency components. So 
the further processing is done on low frequency (LL) band. 
 
 
 
Fig 1. Discrete wavelet transform 
 
 
2.2 Symmetric mask based discrete wavelet transform 
 
For accurately tracking the moving object, time and memory are the two constraints. Features such as short 
critical path, high speed operation, regular signal coding, and independent sub-band processing make SMDWT more 
efficient than the 2D-DWT. 2-D 5/3 integer LDWT5 is used in SMDWT.For increasing the computation speed, and 
reducing the complexity, spatial filtering is performed. In spatial filtering four masks, 3×3, 5×3, 3×5, and 5×5, are 
used where 3x3 is used for HH band, 5x3 for HL, 3x5 for LH and 5X5 for LL. Further processing is done on LL2 
band. The coefficients of each sub-band mask are shown in Fig. 2. 
 
2.3 Background subtraction and frame differencing.  
 
For steady state condition, background subtraction method   is adopted. Here moving regions in the frames are not 
considered for reference or background frame6 .The reference frame is subtracted from the current frame to get the 
targeting object in the frame. In frame differencing method, the moving regions are extracted from successive frames 
of the video sequence. Moving regions are detected from this method. Background subtraction1 and frame 
differencing2 approaches can be represented as in equation 3 and 4 
 
=         (3) 
 
=         (4) 
 
where i =1,…….,m and j=1,……,n k =1,2,3……….,q; q is the number of frames in the video. BS is the 
background frame and FD is the frame difference. 
 
        a                                                                          b 
 
 
 
 
 
 
 
c                                                                         d                                                                                                 
 
 
 
 
 
Fig2. (a) LL Mask Coefficient (b) HL  Mask Coefficient (c) HH Mask Coefficient(d) LH Mask Coefficient 
 
L1 
H1 
LL2 LH2 LH1 HL2 HH2 
HL1 HH1 
ORIGINAL IMAGE 
1/64 -1/32 -3/32 -1/32 1/64 
 -1/32 1/16 3/16 1/16 -1/32 
 -3/32 3/16 9/16 3/16 -3/32 
 -1/32 1/16 3/16 1/16 -1/32 
  1/64 -1/32 -3/32 -1/32 1/64 
  1/16 -1/8 1/16 
-1/8 1/4 -1/8 
-3/8 3/4 -3/8 
-1/8 1/4 -1/8 
1/16 -1/8 1/16 
       1/4 -1/2 ¼ 
-1/2 1 -1/2 
1/4 -1/2 ¼ 
1/16 -1/8 -3/8 -1/8 1/16 
-1/8 1/4 ¾ 1/4 -1/8 
1/16 -1/8 -3/4 -1/8 1/16 
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2.3. Binarization and OR operation 
 
The process of conversion of gray image into black and white image is called binarization. The gray scale image 
consists of 256 intensity levels which are converted into two equal levels of  either 0’s( dark) or 1’s (white).This can 
be done by taking  the threshold value. For binarization, selection of threshold value is very important. From frame 
to frame the threshold value may change due to changes in the average frame intensity from one frame to another. 
Some parameters like mean U and standard deviation1   is used to calculate the global threshold value7 for a 
particular frame.  
 
U=           (5) 
=          (6) 
T=0.06*            (7) 
Here FD (i,j) is the frame difference of successive frames, and [r, c] is the size of the input image. The threshold 
value is then obtained as shown in equation (7) and the constant value 0.06 is obtained through trial and error 
method. After binarization.7 OR operation is carried out in order to detect the object while moving, and when object 
stops suddenly. OR operation can be given by: 
 
=         (8) 
 
RV is the resultant frame of OR operation. Since exact thresholding is not possible due to the presence of noise, 
some morphological operations8 are also done on the binarized frame. To remove the noise, pixel opening operation 
is done first, since object pixels also get eliminated during this process. Closing operation is done after this to 
retrieve the lost pixel. The result is shown in Fig 3. 
 
 
 
Fig.3.Binarized frame 
 
2.4. Variance method 
 
It is used to detect  and track the moving region.In this step the variance values of the entire row and column9 of 
the frame is calculated .It gives image intensity variations corresponding to each row and column. Variance is 
given10 as: 
 
=           (9) 
Where, RV is the sub image and n is the number of pixels in the sub image. First, the intersection point of row 
and column where the value of variance is maximum is considered. Then a window is formed around it and the same 
process is carried out in the window resulting in a new intersection point. The window is shifted around the new 
intersection point until same point is obtained as intersection in successive iteration .Here the process converges to a 
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point. Finally, for showing the location of the object in the input frame, a bounding box is placed around the object. 
This will help in tracking the object in the video. The above steps are summarized in a flow chart, as shown in Fig.4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4.Flowchart of proposed method 
START 
VIDEO ACQUISITION 
SMDWT 
BACKGROUND SUBTRACTION FRAME DIFFERENCE 
BINARIZATION & OR OPERATION 
MORPHOLOGICAL OPERATION 
VARIANCE CALCULATION & 
ITERATION 
Is object detected? 
BOUNDING BOX AROUND 
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3. Experimental Result 
 
This section gives the comparative result of the various methods done. The tests were carried out on an Intel(R) 
Core(TM) i3 processor with 2.10GHz clock frequency and 4GB of RAM.  CAVIAR11 project at INRIA labs 
database12are used. The details about the videos are given in Table1.Comparing the result of SMDWT and DWT 
from the Fig (7) and Fig (8), we can see that the objects are accurately detected using SMDWT method where three 
objects are detected from the input frame; but in the case of DWT method only partial results are obtained, leaving 
all other objects eliminated from the frame. So DWT may cause incomplete detection. For tracking, we calculate the 
variance of the image where the pixel with maximum nonzero value is considered. The computational time of 
SMDWT is also lesser compared to DWT as shown in Table 2. 
a                                                                                        b 
                   
 
Fig.5(a) Input Frame (Original Frame); (b) Background Frame. 
 
a                                                                                                b 
                  
 
Fig.6.(a) Result of frame differencing using SMDWT; (b) Result of frame differencing using DWT. 
 
a                                                                                                b 
                 
 
Fig.7. (a) Resultant frame after morphological operation using SMDWT (b) Resultant frame after morphological operation using         
  DWT 
a                                                                                                 b 
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Fig .8. (a) Captured moving objects at 124th Frame using SMDWT (b) Captured moving objects at 124th Frame using DWT. 
 
 
Table 1. Video Details                                                                                           Table 2.Comparison on the basis of computation time. 
 
 
 
 
 
 
 
 
 
 
4. Conclusion 
 
A combined SMDWT and variance method has been used for object tracking. Since SMDWT is insensitive to 
illumination changes, an accurate detection can be achieved; here the memory requirement is also less. The use of 
variance method for tracking increases the computational speed to a great extent. The comparative results show that 
proposed method is much better than the conventional approach in detection and tracking time. On account of these 
advantages, the proposed method is very suitable for real time applications such as video surveillance, traffic 
monitoring system etc. 
 
References 
 
1. Ya Liu, Haizhou Ai, and Guang-you Xu. Moving object detection and tracking based on background subtraction. In Multispectral Image  
    Processing and Pattern Recognition, pages62–66. International Society for Optics and Photonics, 2001. 
2. Muyun Weng, Guoce Huang, and Xinyu Da, “A New Interframe Difference Algorithm for Moving Target Detection,” 3rd   International 
    Congress on Image And Signal Processing (CISP2010), 2010. 
3. Sepehr Aslani, Homayoun Mahdavi-Nasab World Academy of Science, Engineering and Technology International Journal of Electrical,  
    Computer,  Electronics and Communication Engineering Vol:7, No:9, 2013 
4. Sugandi, B.; Kim, H.; Tan, J. K. & Ishikawa, S. (2007). Tracking of moving objects by using a low resolution image, International Conference  
    on Innovative Computing, Informationand Control, (September 2007) pp. 408-408. 
5. Hsia, C.-H.; Guo, J.-M. & Chiang, J.-S. (2009). An improved low complexity algorithm for 2- D integer lifting-based discrete Wavelet      
    transform using symmetric mask-based scheme, IEEE Transactions on Circuits and Systems for Video Technology,  Vol. 19, No 8 (August    
    2009) pp. 1201-1208. 
6. Cl´audio Rosito Jung. Efficient background subtraction and shadow removal for monochromatic video sequences. Multimedia,IEEE   
    Transactions on, 11(3):571–577, 2009. 
7. Xiaoshi Zheng, Yanling Zhao, Na li, and Huimin Wu, “An Automatic Moving Object Detection Algorithm for Video Surveillance Applic   
    ations,”International Conference on Embedded Software and Systems, 2009 
8.Arnab Roy, Sanket Shinde, and Kyoung-Don Kang, An Approach for Efficient Real Time Moving Object Detection. 
9. Vishal R. Satpute, Kishor D. Kulat, and Avinash G. Keskar, “A novel approach based on variance for local feature analysis of Facial images,”  
    IEEE-RAICS International Conference on Recent Advances inIntelligent Computational Systems (RAICS), 2011, pp – 210-215. 
10. Vishal R. Satpute, Kishor D. Kulat, and Avinash G. Keskar, “Variance Method for Finding Local Feature Points on Facial    
Videos 
Video Details 
Size of 
Frame 
 
Number 
of 
Frames 
 
Duration of 
Video 
 (in seconds) 
Browse1.mpg 384X288 1040 41 
Walk1.mpg 384X288 610 24 
Rest_InChair.mpg 384X288 1007 42 
LeftBag.mpg 384X288 1439 56 
Women.mp4 480X640 201 9 
Videos 
 
Computation Time(in seconds 
 
SMDWT-
Variance Method 
 
DWT-Variance 
Method 
Browse1.mpg 2.17 4.49 
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