Estimation of the Axial and Lateral Capacity of Driven Piles from the Results of Cone Penetration Test and Finite Element Analysis by Amirmojahedi, Mohsen
Louisiana State University 
LSU Digital Commons 
LSU Doctoral Dissertations Graduate School 
April 2020 
Estimation of the Axial and Lateral Capacity of Driven Piles from 
the Results of Cone Penetration Test and Finite Element Analysis 
Mohsen Amirmojahedi 
Louisiana State University and Agricultural and Mechanical College 
Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_dissertations 
 Part of the Geotechnical Engineering Commons 
Recommended Citation 
Amirmojahedi, Mohsen, "Estimation of the Axial and Lateral Capacity of Driven Piles from the Results of 
Cone Penetration Test and Finite Element Analysis" (2020). LSU Doctoral Dissertations. 5201. 
https://digitalcommons.lsu.edu/gradschool_dissertations/5201 
This Dissertation is brought to you for free and open access by the Graduate School at LSU Digital Commons. It 
has been accepted for inclusion in LSU Doctoral Dissertations by an authorized graduate school editor of LSU 
Digital Commons. For more information, please contactgradetd@lsu.edu. 
ESTIMATION OF THE AXIAL AND LATERAL CAPACITY OF 
DRIVEN PILES FROM THE RESULTS OF CONE 
















Submitted to the Graduate Faculty of the 
Louisiana State University and 
Agricultural and Mechanical College 
in partial fulfillment of the 
requirements for the degree of 

















B.S., Sharif University of Technology, 2008 






Looking back at my life, I feel so blessed to have the opportunities to advance my education. I 
cannot say that I have written this dissertation by myself; as without help, guidance, and support 
of my family, friends, teachers, co-workers, and many other people I would not be able to be in 
the place that I am right now. 
My deepest appreciation goes to my advisor, Dr. Murad Abu-Farsakh for his invaluable 
guidance, inspiration and suggestions from the beginning to the end of my studies. His rigorous 
attitude towards academics was inspirational and his profound insight on the subject of soil and 
foundation mechanics was a great help for me to complete my research work.  
I would like to express my sincere gratitude to my co-advisor, Dr. George Voyiadjis for 
his guidance throughout my studies, and sharing his invaluable knowledge in the area of 
mechanics of materials and numerical modeling. I appreciate Dr. Shengli Chen, Dr. Mostafa 
Elseifi, and Dr. Carol Friedland for agreeing to serve on my dissertation committee and for their 
advices.  
I would like to extend my appreciation to all staff of Louisiana State University (LSU) 
and Louisiana Transportation Research Center (LTRC). I would like to specially thank Dr. 
Zhongjie Zhang, Gavin Gautreau, and Dr. Ahmad Souri for their help and support. I would like 
to express my greatest appreciation to my friends in LTRC, Dr. Milad Saghebfar, Dr. Allam 
Ardah, Dr. Firouz Rosti, and Dr. Md Nafiul Haque for their help on my study. I would like to 
thank Hasan Faisal, Md Imran Hossain, Md Habibur Rahman Ratul, Ariful Hassan Mojumder, 
Abedalqader Idries, Hossein Alimohammadi, Peyman Barghabany, Abdallah Ikbarieh, and Dr. 
Ismaail Ghaaowd for sharing the office/lab/thoughts in the past four years and helping me with 
my dissertation. I would like to thank the student workers at LTRC, specially, Peeraporn 
Boodgumarn for her help implementing methods into codes. I appreciate all the help and support 
I received from my friends: Ramin Riahi Pour, Fahimeh Ebrahimi, Hossein Basser, Sareh Naji, 
Ghasem Ghadyani, Leila Soufeiani, Mahdi Mehrtash, Hamid Esmaeili, Saeed Foshat, Navid 
Roohani, Farnaz Safdarian, Ali Mohammadi, Samira Soleimani, Farah Zare Motekhases, and 
Ahmad Mehrabi. 
Last but not least, I would like to express my greatest appreciation to my parents, and 







Table of Contents 
 
Acknowledgements ......................................................................................................................... ii  
 
Abstract ........................................................................................................................................... v 
 
Chapter 1. Introduction ............................................................................................................... 1 
1.1. Problem Statement ........................................................................................................... 2 
1.2. Objectives ......................................................................................................................... 2 
1.3. Research Scope ................................................................................................................ 2 
1.4. Outline .............................................................................................................................. 2 
 
Chapter 2. Literature Review: Axial Capacity of Piles .............................................................. 3 
2.1. Introduction ...................................................................................................................... 3 
2.2. Cone Penetration Test ...................................................................................................... 3 
2.3. Determining Soil Properties ............................................................................................. 4 
2.4. Determining Soil Type Using CPT .................................................................................. 4 
2.5. Pile-CPT Methods ............................................................................................................ 7 
2.6. Evaluation of Pile-CPT Methods: Literature Review ...................................................... 7 
 
Chapter 3. Literature Review: Lateral Capacity of Piles .......................................................... 10 
3.1. Winkler’s Model ............................................................................................................ 10 
3.2. Modulus of Subgrade Reaction, 𝐸𝑝𝑦 vs. Coefficient of Subgrade Modulus, 𝑘𝑠 ........... 10 
3.3. Elastic Analysis Based on Simple Winkler’s Model ..................................................... 13 
3.4. Ultimate Load Analysis: Broms’s Method..................................................................... 14 
3.5. Numerical Approach: p-y Curves .................................................................................. 16 
3.6. Approaches for Obtaining p-y Curves ........................................................................... 19 
3.7. Elements of p-y Curves .................................................................................................. 21 
 
Chapter 4. Estimation of Axial Capacity of Piles Using Pile-CPT Methods ........................... 38 
4.1. Collection and Evaluation of Pile Reports ..................................................................... 38 
4.2. Compilation and Analysis of Geotechnical Data ........................................................... 39 
4.3. Analysis of ultimate Axial Capacity of Piles from Load Test ....................................... 40 
4.4. Correcting the CPT Data ................................................................................................ 41 
4.5. Implementing the Soil Type ........................................................................................... 41 
4.6. Sensitivity of Pile-CPT Methods to the Soil Classification Method .............................. 42 
4.7. Evaluation of Pile-CPT Methods Using Multiple Criteria ............................................. 45 
4.8. Evaluation of Pile-CPT Methods Using MultiDimensional Unfolding ......................... 48 
4.9. Evaluation of Pile-CPT Methods Using Reliability Analysis ........................................ 61 
4.10. Clustering Pile-CPT Methods ..................................................................................... 66 
4.11. Combined Pile-CPT Methods ..................................................................................... 71 
4.12. Analyzing and Evaluating Pile-CPT Methods for Instrumented Piles ....................... 85 




Chapter 5. Finite Element Analysis of Laterally Loaded Piles in Clays ................................ 103 
5.1. Introduction .................................................................................................................. 103 
5.2. Ultimate Soil Resistance 𝑝𝑢 ......................................................................................... 103 
5.3. Model Development for 𝑁𝑝 Variation With Depth ..................................................... 109 
5.4. Comparing the Developed Model for 𝑁𝑝 to Other Models ......................................... 112 
5.5. Initial Slope and 𝑦50 .................................................................................................... 117 
5.6. Model Development for 𝑦50........................................................................................ 122 
5.7. Characteristic Shape of p-y Curve ............................................................................... 123 
5.8. Model for predicting p-y Curves in Overconsolidated Clay ........................................ 124 
5.9. Considering Damage in Piles for Evaluating the Effects on p-y Curve Models .......... 125 
 
Chapter 6. Finite Element Analysis of Laterally Loaded Piles in Sands ................................ 132 
6.1. Introduction .................................................................................................................. 132 
6.2. Methodology: Finite Element Model for Studying p-y Curves in Sands ..................... 132 
6.3. Parametric Study for p-y Curves in Sands ................................................................... 135 
6.4. Developing a Model for p-y Curves in Sands .............................................................. 151 
6.5. Application of the Developed Model for p-y Curves in Layered Sands ...................... 152 
6.6. Model for predicting p-y Curves in Dense Sands ........................................................ 156 
6.7. Assessment of the Developed Model for predicting p-y Curves in Sands ................... 157 
 
Chapter 7. Summary, Conclusions, and Future Work ............................................................ 160 
7.1. Summary and Conclusions ........................................................................................... 160 
7.2. Recommendations for Future Work ............................................................................. 162 
 
References ................................................................................................................................... 164 
 
Appendix A. Pile-CPT Methods ................................................................................................. 160 
 
Appendix B. Summary of Pile Database ....................................................................................... 202 
 
Appendix C. Pile Database ......................................................................................................... 208 
 
Appendix D. Load-Settlement Curves ........................................................................................ 249 
 
Appendix E. Comparison of Pile-CPT Methods ............................................................................ 270 
 
References ................................................................................................................................... 164 
 
Appendix F. Evaluation of Pile-CPT Methods ........................................................................... 313 
 








Piles play an important role in transportation and bridges. They are used to resist axial and lateral 
loads transferred to them from structures, earth pressures, incline loads, vehicles, etc. In this 
study, the capacity of piles for axial and lateral loads is investigated.    
The ultimate axial capacity of piles can be estimated using different approaches including 
static pile load tests, dynamic load tests, statnamic load tests, and static analysis based on 
laboratory tests (effective and total stress approaches) or in-situ tests (SPT, CPT, etc.). For each 
approach, different researchers have proposed different solutions for different soils and different 
piles. Mostly, engineers use their engineering judgement based on the available information to 
estimate the pile’s length and diameter (or width). In this study, different pile-CPT methods were 
evaluated to estimate the accuracy and precision of them for estimating the axial capacity of the 
piles. Based on the obtained results, the log-normal distribution of the estimated to measured pile 
capacity for top-ranked pile-CPT methods was adopted to develop combined pile-CPT methods 
that optimize the estimation accuracy of axial pile capacity in different soil categories. Also, a 
model for estimating axial pile capacity was developed based on the results of 10 instrumented 
piles and 80 piles driven in Louisiana. 
For analyzing the lateral capacity of the piles, finite element method was used to obtain 
p-y curves. p-y curves is a simple and accurate approach that considers a nonlinear function for 
soil reaction with pile displacement. Different parameters for sands and clays were studied to 
find the effects of each parameter on the p-y curve characteristics. Models were developed for 
clays and sands that consider these parameters. Using the results from the parametric study, 
numerical models for the ultimate resistance, initial slope, and characteristic shape function are 




Chapter 1.  Introduction  
 
Engineers consider using deep foundations as the economic and applicable solutions for the 
cases of dealing with structures built on weak soils that are unable to withstand and support the 
applied loads. Piles transfer the loads into the deeper depth of the ground through their 
interactions with the surrounding soil. Knowing the behavior of the piles helps us to predict the 
safety and stability of the overall structure. 
Southern Louisiana is known to have swamps, bayous, lakes, and rivers, and its geo-
structure is mainly formed of soft soils. Deep foundation is the main solution for supporting 
transportation infrastructure in Louisiana. Louisiana Department of Transportation and 
Development (DOTD) mostly uses square precast prestressed concrete piles (PPC) as deep 
foundations for highway bridges and other transportation structures. 
This study consists of two parts. The first part presents the methods using Cone 
Penetration Test (CPT) data for estimating the ultimate axial capacity of the piles. The CPT is a 
very common test for this purpose, due to similarity between the cone and the pile. In our study, 
we collected a database of Louisiana state projects which involve both static load test and CPT 
soundings near to the pile location. Twenty-one pile-CPT methods (described in Appendix A) 
were studied and implemented into the codes. Using these pile-CPT methods, axial capacity of 
the piles were estimated and compared with the capacities obtained from static load tests using 
Davisson criterion. Statistical analysis, MultiDimensional Unfolding (MDU), and Reliability 
analysis were used to investigate the performance of these 21 pile-CPT methods. In our study, it 
was shown that the estimation of top-ranked pile-CPT methods can be used in a combined 
method to yield an optimized method for predicting axial capacity of driven piles. The 
performance of top ranked pile-CPT methods was investigated in details by using the results of 
10 instrumented piles driven in Louisiana. Those results led to develop a method for predicting 
axial capacity of piles using data from CPT and probabilistic soil classification. 
The second part of this research describes the concept of beams on non-linear Winkler 
springs model known as p-y curves that are used for analyzing laterally loaded piles. This 
approach is common in practice because of its simplicity, low computational cost, and ability of 
the model to model layered soils. The p-y curves were introduced as an improvement to the 
Winkler method, in which the spring stiffness is assumed constant. In the laterally loaded pile 
problem, the pile is idealized as a beam supported by a series of springs over its length. The 
reaction from each soil spring represents the net soil resistance developed around the pile 
working against the movement direction. This is because, initially, the soil surrounding the pile 
exerts a self-equilibrating stress field on the pile surface. When the lateral load is applied, the 
stress field changes so that the net action generates a force resisting the lateral movement. In this 
study, parametric study in Abaqus was used to study laterally loaded piles. The pile was modeled 
as linear elastic and the soil as elastoplastic using Mohr Coulomb criteria. Then, experimental p-
y curves were compared with back-calculated ones from finite element (FE) analysis. In this 
study the influence of major parameters such as modulus of elasticity, Poisson’s ratio, friction 







1.1.  Problem Statement 
 
There are different methods for estimating the axial and lateral capacity of the piles. Axial 
capacity of the piles can be estimated by different pile-CPT methods. However, these methods 
should be evaluated to determine which of them has better prediction than the others. Also, 
different analytical and experimental methods were developed to predict the lateral capacity of 
the piles. These methods have to be verified or modified. The finite element (FE) method 
provides a feasible alternative to field experiments to study the aspects of the problem. The 
method allows modeling 3-D problems, studying different cases, and evaluating different 
conditions. Moreover, the output from FE analysis can be used for developing a new model to 
predict the lateral behavior of the piles. 
 
1.2.  Objectives 
 
The objectives of the study are:  
1. Studying different methods and approaches used for estimating the axial and lateral 
capacity of piles to prepare the literature review 
2. Investigating the performance of different pile-CPT methods for predicting the axial 
capacity of square PPC piles driven into Louisiana soils. 
3. Develop a pile-CPT method for estimating axial capacity of driven PPC piles  
4. Develop and verify the 3D finite element (FE) model for estimating lateral capacity of 
piles for sand and clay 
5. Study the effects of soil properties on p-y curves and develop a model for predicting p-y 
curves and compare the results to other researchers.  
 
1.3.  Research Scope 
 
For studying the axial capacity of piles, this study was focused on finding the top-ranked pile-
CPT methods from twenty-one (21) different ones. The collected database of piles were 
compromised of square precast prestressed concrete (PPC) piles of different sizes driven into 
Louisiana soils and were loaded to failure during the load test. Other types of piles such as piles 
built from different materials such as timber and steel were not considered in this study.  
For studying lateral capacity of piles, this study is focused on using 3-D finite element analysis. 
This study investigates lateral behavior of piles in cohesionless (sands) and cohesive (clays) 
soils.  
 
1.4.  Outline 
 
The outline for this dissertation is the following; Chapter 2 presents literature review for the 
previous work on axial capacity of piles using CPT data. Chapter 3 presents the literature review 
for the previous work on lateral capacity of piles. Chapter 4 presents the methodology for 
evaluating pile-CPT methods and presents the results of evaluating pile-CPT methods. Chapter 5 
presents FE simulation for developing a model for p-y curves in clays. Chapter 6 presents FE 
simulation for developing a model for p-y curves in sands. Conclusions are described in chapter 
7.   
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Chapter 2.  Literature Review: Axial Capacity of Piles 
 
2.1.  Introduction 
 
Piles are long and usually slender foundation elements, used as a substitute of shallow 
foundations for transmitting loads from superstructures to the ground that mostly consists of soft 
soil layers. 
Based on some factors including the mechanism of load transfer (friction and end-bearing 
piles), volume of soil displacement, and pile’s material (concrete, steel, timber, etc.), different 
pile classification systems have been introduced in literature. These factors determine the pile’s 
behavior which affect the serviceability of the supported structure. For example, the behavior of 
friction piles is mostly dependent on the pile-soil interface friction; while for end-bearing piles 
most of the pile capacity comes from interaction between the pile’s tip and the soil located in the 
tip area known as influence zone. 
The combination of side resistance (Qs) and the end-bearing capacity (Qb) of the pile 
together, produces the ultimate axial capacity (Qu); described below: 




where 𝑞𝑏 is the unit tip resistance, 𝐴𝑏 is the tip area of the pile, 𝑓𝑖 is the unit side resistance of 
layer i, and 𝐴𝑠𝑖 is the area of the pile’s shaft in layer i. 
The ultimate axial capacity of the piles can be estimated by different approaches 
including static, dynamic, or statnamic load tests; however, for the purpose of primitive design 
phase, static analysis using the soil properties (undrained shear strength of clays and internal 
friction angle of sands) obtained from laboratory tests on soil samples, and in situ tests such as 
standard penetration test (SPT) and cone penetration test (CPT) are needed. These methods use 
different equations to find the values of 𝑞𝑏 and 𝑓𝑖 in equation (‎2.1). 
After estimating the value of 𝑄𝑢, the design pile capacity (Qd) can be obtained using 
working Stress Design (WSD) method described by equation (‎2.2) or Load and Resistance factor 





where F.S. is the factor of safety. 
 
2.2.  Cone Penetration Test  
 
The Cone penetration test (CPT) was introduced by Swedish Railways in 1917. Dutch Mantle 
cone with 10 𝑐𝑚2 area and 60°apex angle was introduced in 1936. The first electronic 
penetrometer was introduced in 1948. In 1953 a separated sleeve for measuring the sleeve 
friction resistance introduced by Begemann (friction cone penetrometer). 
During the test, a cylindrical rod with a conical tip is pushed into the ground and with the 
penetration rate of 2 cm/s. Both tip resistance (qc) and sleeve friction (fs) are measured 
continuously with depth. The ratio of sleeve friction to the tip resistance is known as the friction 
ratio (Rf) which is expressed in percentage. In 1981, the first piezocone penetrometer that 
measured qc, fs, u1, and u3 (simultaneously on one unit) was developed at Louisiana state 
University (LSU) in collaboration with FUGRO (M. Y. Tumay, Boggess, & Acar, 1981). 
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Different types of cone penetrometers used in Louisiana transportation research Center (LTRC) 
are shown in Figure ‎2.1. 
 
 
Figure ‎2.1. The 1.27, 2, 10, and 15 cm
2
 electric cone penetrometer used at LTRC 
 
CPT is used for different geotechnical applications including soil properties analysis, soil 
classification, and pile design. 
 
2.3.  Determining Soil Properties  
 
CPT data (qc and fs) are correlated to different soil properties. One of the most common 
correlations are for undrained shear strength, which has been discussed extensively by different 
researchers (M. I. Hossain, 2018). For determining hydraulic conductivity, interested readers are 
referred to (G. Z. Voyiadjis & Song, 2003). Other soil properties such as coefficient of lateral 
earth pressure, overconsolidation ratio, internal angle of friction, etc. are correlated to CPT data, 
too (Lunne, Powell, & Robertson, 2002; Mayne, 2007; Mayne & Kemper, 1988). 
   
2.4.  Determining Soil Type Using CPT  
 
Most of pile-CPT methods represent different equations for pile capacity in different soils. 
Therefore, it is essential to determine the soil type for pile capacity calculations. 
There are different soil classification methods proposed by different researchers such as 
Schmertmann (Schmertmann, 1978b), Douglas and Olsen (Douglas, 1981), Robertson et al. (P. 
K. Robertson, Campanella, Gillespie, & Greig, 1986), and Campanella (R. Campanella, 
Robertson, Davies, & Sy, 1989). In this study, two soil classification methods used for all pile-
CPT methods: probabilistic region estimation method for soil classification by Zhang and Tumay 
(Z. Zhang & Tumay, 1999) and Robertson-2010 by Robertson (P. Robertson, 2010). A 
description of these soil classification methods are presented. 
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It should be noticed that the detailed implementation of each soil classification method 
for each pile-CPT method has been explained at each pile-CPT description section. 
 
2.4.1.  Probabilistic soil classification: 
 
In this method, soil is classified to three basic classic behavior types: sand, silt, and clay. At each 
depth, the soil behavior is determined by a probability of behaving as each of these three soil 
types.  
For this purpose, CPT data is mapped into an index (U), which provides probability of 
soil behavior by graphs shown in Figure ‎2.2. 
 x = 0.1539 Rf + 0.8870 log qc − 3.35  (‎2.3) 
 y = −0.2957 Rf + 0.4617 log qc − 0.37  (‎2.4) 
 
U =
(a1x + a2y + b1)(c1x − c2y + d1)
(c1x − c2y + d1)2 + (c2x + c1y + d2)2
−
(a2x + a1y + b2)(c2x − c1y + d2)
(c1x − c2y + d1)2 + (c2x + c1y + d2)2
  
(‎2.5) 
where a1, a2, b1, b2, c1, c2, d1,and d2 are -11.345, -3.795, 15.202, 5.085, -0.296, -0.759, 2.960, 
and 2.477, respectively. 
 
 
Figure ‎2.2. Probability of soil behavior based on index U (Abu-Farsakh, Zhang, Tumay, 
& Morvant, 2008) 
 
The equations for the different soil curves are as follows: 
For U value<-0.14: sand = 0.0035, silt = 0.0184, clay = 0.9781 
For U value2.91: sand = 0.9771, silt = 0.0229, clay = 0.000 
For -0.14<U value<2.91:  
 sand = 0.00132408 + 0.074195U + 0.0900763U2  (‎2.6) 
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 silt = 0.147853 + 0.896769U − 0.499014U2  (‎2.7) 
 clay = 0.848617 − 0.841851U + 0.275413U2  (‎2.8) 
 
2.4.2.  Robertson-2010 soil classification: 
 
Robertson proposed this method which presents a chart dividing the soil behavior into nine 
different Soil Behavior Types (SBT). The Soil Behavior Type Index, Ic proposed by Jefferies 
and Davies (Jefferies & Davies, 1993) modified by Robertson and Wride to SBT index, ISBT , as: 
  ISBT = √(3.47 − log(qc Patm⁄ ))2 + (1.22 + logRf)2  (‎2.9) 
1. The value of ISBT is used to find boundaries for different soil types as shown in 
Figure ‎2.3; whereas regions 1 to 9 are referring to soil types: Sensitive fine-grained, clay-
organic soil, clay to silty clay, clayey silt & silty clay, silty sand to sandy silt, clean sands 
to silty sands, dense sand to gravelly sand, stiff sand to clayey sand (overconsolidated or 
cemented), and stiff fine-grained (overconsolidated or cemented), respectively. 
 
 
Figure ‎2.3. Robertson-2010: contours of ISBT in SBT chart based on qc Patm⁄  and Rf (P. 
Robertson, 2010) 
 
Zones 1, 8, and 9 are defined as follows: 
 Zone 1: Iz1 = qc Patm⁄ − 12 exp(−1.4Rf) < 0  (‎2.10) 
 Zone 8: qc Patm⁄ − 5809.1 exp(−1.4Rf) > 56.86 &  Rf < 4.7 (‎2.11) 
 Zone 9: qc Patm⁄ − 5809.1 exp(−1.4Rf) > 56.86 &  Rf > 4.7 (‎2.12) 






2.5.  Pile-CPT Methods 
 
In this study, 21 direct pile-CPT methods are studied in detail. These methods are Schmertmann 
(Schmertmann, 1978a), De Ruiter and Beringen (De Kuiter & Beringen, 1979), Bustamante and 
Gianeselli (LCPC/LPC) (Bustamante & Gianeselli, 1982), Tumay and Fakhroo (cone-m) (M. 
Tumay & Fakhroo, 1982), Aoki and De Alencar (Aoki & Velloso, 1975), Price and Wardle 
(Price & Wardle, 1982), Philipponnat (Philipponnat, 1980), Penpile (Clisby et al., 1978), NGI 
(Karlsrud, Clausen, & Aas, 2005), ICP (Jardine, Chow, Overy, & Standing, 2005), UWA (B. 
Lehane, Schneider, & Xu, 2005; B. M. Lehane, Li, & Williams, 2012), CPT2000 (B. Lehane, 
Chow, McCabe, & Jardine, 2000), Fugro (Kolk & der Velde, 1996; Van Dijk & Kolk, 2011), 
Purdue (M. Randolph, 2003; Salgado, Woo, & Kim, 2011), Probabilistic (Abu-Farsakh & Titi, 
2007), UF (Bloomquist, McVay, & Hu, 2007; Hu, McVay, Bloomquist, Horhota, & Lai, 2012), 
Togliani (Togliani, 2008), and Zhou (Zhou, Xie, Zuo, Luo, & Tang, 1982). 
There are other pile-CPT methods available in literature that were not used for evaluation, 
including: 
1. methods using CPTu data: NGI-BRE (Almeida (Almeida, Danziger, & Lunne, 1996) and 
Powel (Powell, Lunne, & Frank, 2001)), Unicone (Abolfazl Eslami & Fellenius, 1997), 
and Enhanced Unicone (Niazi & Mayne, 2016) 
2. methods limited to side resistance: KTRI (Takesue, Sasao, & Matsumoto, 1998) 
3. methods limited to clays: V-K (Van Dijk & Kolk, 2011) 
4. methods for open-ended piles in sandy soils: UCD-05 (Gavin & Lehane, 2003), UCD-11 
(D. Igoe, Gavin, & O’Kelly, 2010; D. J. P. Igoe, Gavin, & O’Kelly, 2011), and HKU (F. 
Yu & Yang, 2011)  
It should be noticed that the cone tip resistance (qc) is corrected for the pore water pressure 
and the probabilistic and Robertson-2010 soil classifications were used to choose the relevant 
equations for each soil type. 
In Appendix A, a literature review of pile-CPT methods is presented. 
 
2.6.  Evaluation of Pile-CPT Methods: Literature Review 
 
Many studies in literature have evaluated direct pile-CPT methods. In this sections, some of 
these evaluations have been summarized. 
Briaud and Tucker (Briaud & Tucker, 1988) studied six pile-CPT methods using 98 pile 
load database obtained from Mississippi State Highway Department (MSHD). For statistical 
analyzing, the ratio of estimated to measured pile capacity, (Qp Qm⁄ ) was investigated for 
different CPT methods. The accuracy criteria of the method was determined by means of Qp Qm⁄  
close to 1. The precision criterion of the method was dependent on the standard deviation of 
Qp Qm⁄ . For ranking the methods, they introduced a ranking index, RI, according to the 
following equation: 
 RI = |μ(a)| + σ(a)  (‎2.13) 
where μ and σ are the mean and standard deviation of  ln(Qp Qm⁄ ), respectively. They 
recommended using the log normal distribution. The method that overpredicts the pile capacity 
leads into lower values of RI, and therefore ranks better than the method that underpredics the 
pile capacity. Based on their results, LCPC, De Ruiter and Beringen, Penpile, Schmertmann, and 
Tumay and Fakhroo were set in order from the best to worst performance. 
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In 1999 a research conducted in Louisiana Transportation Research Center (LTRC) by Abu-
Farsakh and Titi (Abu-Farsakh & Titi, 2004) evaluated eight direct pile-CPT methods for 
estimating the ultimate pile capacity of 35 square precast prestressed concrete (PPC) driven 
friction piles by using the following four criteria: 
1. The best fit line of estimated, Qp versus measured pile capacity, Qm with the 
corresponding coefficient of determination, R2:  
The equation of best-fit line of estimated versus measured pile capacity with the 
corresponding coefficient of determination: Linear regression is used to find a straight 
line between Qm as the x values and Qp as the y values. Forcing the regression line to 
pass through the origin, leads to linear regression without the intercept term, y = βx, 















Coefficient of determination, R2 is the proportion of the variance in the dependent 
variable, y from the independent variable, x. Equation (‎2.15) shows the most general 
definition of R2.  




  (‎2.15) 
where ŷ is the predicted values by the regression model and y̅ is the mean of observed 
data (Qp). R
2 ranges from 0 to 1 and shows how well Qp values are replicated by the 
model. Accuracy and precision of a method can be estimated by having β and R2 values 
close to 1, respectively. 
2. The arithmetic mean and standard deviation of Qp Qm⁄ :  
Mean and standard deviation are basic measures for accuracy and precision of CPT 
methods for predicting the pile capacity. Standard deviation should be understood in the 
context of the mean of data. Coefficient of variation, CV is defined as the ratio of the 
standard deviation to mean and shows the extent of variation in relation to mean. 
3. The 50% and 90% cumulative probability of Qp Qm⁄ : 
The concept is to arrange Qp Qm⁄  values for each method in an ascending order and 




  (‎2.16) 
The 50 and 90% cumulative probabilities are calculated as P50 and P90, which provide an 
additional evaluation criteria to estimate the ability of CPT methods for predicting the 
axial capacity of piles. It should be noticed that P50 and P90 are representatives of median 
and 90 percentile of values of Qp Qm⁄ , respectively. P50 values closer to 1 with a lower 
range of P90 − P50 represent the best method. 
4. The 20% accuracy level obtained from histogram and log normal distribution of Qp Qm⁄ : 
The value of Qp Qm⁄  theoretically ranges between zero to infinity, with an ultimate value 
of 1. Therefore, log-normal distribution is better to catch the properties of Qp Qm⁄  than 












)2]  (‎2.17) 
where x = Qp Qm⁄ , μln and  σln are mean and standard deviation of ln(Qp Qm⁄ ), 
respectively. The histogram and log-normal distributions are used to calculate the ability 
of CPT methods to predict the pile capacity within a specified accuracy level. In their 
research 20% accuracy has been chosen, which is the likelihood for Qp values within 0.8 
to 1.2Qm. 
 
The ranking of each Direct pile-CPT method was calculated in each criterion and 
summed up to determine the overall ranking index (RI = R1 + R2 + R3) of each method. Based 
on this ranking analysis, De Ruiter and Beringen, LCPC, Philipponnat, Schmertmann, Aoki and 
De Alencar, Price and Wardle, Tumay and Fakhroo, and Penpile methods showed the order of 
performance, respectively. Due to its rationality and simplicity, this evaluation approach has 
been adopted by other researchers to evaluate different Direct pile-CPT method using different 
pile load test databases; e.g. (Aflaki Eslami, Aflaki, & Hosseini, 2011; Abolfazl Eslami, Tajvidi, 
& Karimpour-Fard, 2014; Moshfeghi & Eslami, 2018). 
Load and Resistance factor Design (LRFD) is another approach used for evaluating 
different Direct pile-CPT method. McVay et al. (Bloomquist et al., 2007) evaluated 14 Direct 
pile-CPT method using first-order second-moment (FOSM) resistance factor equation by 
Paikowsky (Paikowsky, 2002) with correction for coefficient of variation of load by Styler 
(Styler, 2006) in LRFD equations. The values of bias parameter, λR = Rm Rn⁄  and resistance 




⁄ )Rm (‎2.18) 
where λR = Rm Rn⁄  is the bias parameter, Rm is the measured resistance referred to failure load 
defined by Davisson method from pile load test, Rn is the nominal resistance which equals to 
side resistance plus 1/3 of the tip resistance, and Rdesign is the predicted design capacity be the 
method. The higher the value of efficiency,(φ λR⁄ ), the better the performance of the method is. 
Based on the analysis of 21 piles in Florida and 28 from Louisiana, LCPC and Philipponnat 
methods showed the best performance. 
Another approach for evaluating different pile-CPT methods is using fully-instrumented 
piles. Niazi and Mayne (Niazi & Mayne, 2010) used the 760 mm pipe pile driven in EURIPIDES 
project, instrumented by strain gauges, pore pressure cells, and toe load cells and found out that 
LCPC method underestimates the side resistance, while overestimates the tip resistance. Han et 
al. (Han, Prezzi, Salgado, & Zaheer, 2016) studied the results of an instrumented closed-ended 
steel pipe pile driven in a multilayered soil and showed that the predictions by Purdue, ICP, 
UWA, NGI, and Fugro methods produce satisfactory estimates of the pile capacity, however 
more field test data is needed for validation. 
In this study, different evaluation approaches have been used for evaluating the ability of 




Chapter 3.  Literature Review: Lateral Capacity of Piles  
 
3.1.  Winkler’s Model 
 
The problem of a pile behavior under lateral forces has been investigated by different 
researchers. Winkler’s model (1867) is a simple method based on replacing the elastic soil 
medium by a series of infinitely close independent springs, where the modulus of subgrade 






where 𝑝′ is the soil resistance (force per unit length of the pile, kN/m) and y is deflection (m). 
This simple model has been widely used for solving the problem of pile deflection under lateral 





= −𝑝′  
 (‎3.2) 





+ 𝐸𝑝𝑦𝑦 = 0  
 (‎3.3) 
Having the value of 𝐸𝑝𝑦, differential equation (‎3.3) can be solved with applying boundary 
conditions. In the next sections, it is shown how modulus of subgrade reaction can be obtained as 
constant or linear. Then the solution of equation (‎3.3) obtained for these cases is shown. Then the 
concept of p-y curves is introduced, where k is changing with displacement and equation (‎3.3) 
can be solved using Finite Difference Method. 
 
3.2.  Modulus of Subgrade Reaction, 𝑬𝒑𝒚 vs. Coefficient of Subgrade Modulus, 𝒌𝒔 
 
(Terzaghi, 1955) defined the coefficient of subgrade reaction, 𝑘𝑠 which is proportion of  force 




   (‎3.4) 
where 𝑝 is force per unit area of the pile, kN/m2. It should be noticed that the units of the soil 
resistance 𝑝′ in equation (‎3.1) is force per unit length (F/L), which makes the units of the 
modulus of subgrade reaction, 𝐸𝑝𝑦 force per unit area (F/L
2
). Note that the coefficient of 
subgrade reaction 𝑘𝑠 (F/L
3
) as defined by Terzaghi is related to the modulus of subgrade reaction 
through the pile width 𝐵, as 𝐸𝑝𝑦 = 𝑘𝑠𝐵. 
𝑘𝑠 can be understood in the terms of stress. Terzaghi used the concept of bulb of pressure 
which is arbitrary defined as the space where the stress is greater than ¼ of the pressure on the 
surface of load application. As an example, a beam with width B1 is under forces Q1 to Qn in 
Figure ‎3.1(a). 
It can assumed that most of the settlement is due to compression in the soil in the 
pressure bulb. If we replace the beam with another one with width nB1 and increase forces to nQ1 
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to nQn, we expect to see increase in pressure bulb depth from D to nD despite constant contact 





Figure ‎3.1. (a) Flexible beam acted upon by loads Q1 to Qn 
 
For the cases where deformation characteristics are constant with depth, Terzaghi assumed that 













Substituting 𝐵1 = 1 𝑓𝑡, 𝑛𝐵1 = 𝐵, 
𝑝
𝑦1







Equation (‎3.6) shows a very important aspect of 𝑘𝑠. The coefficient of subgrade reaction, 𝑘𝑠 is 
also dependent on the pile’s width. 
𝑘𝑠1̅̅ ̅̅  was estimated for different soils, using a 1 × 1 ft plate, as shown in below table: 
 
Table ‎3.1. Values of 𝒌𝒔𝟏̅̅ ̅̅̅ kN/m
3
 (tcf) for square 𝟏 × 𝟏 ft plate (Terzaghi, 1955) 
Sand Loose Medium Dense 







Dry or moist sand, proposed values 12,500 (40) 40,000 (130) 150,000 (500) 
Submerged sand, proposed values 7,900 (25) 25,000 (80) 95,000 (300) 
Clay Stiff Very stiff Hard 

















proposed values 24,000 (75) 47,000 (150) 95,000 (300) 
 









Terzaghi used this concept for piles, assuming that 𝑘𝑠1 in horizontal direction is roughly identical 
to the beams resting on the horizontal surface of the same soil. Assuming “L” in equation (‎3.7) is 














Using Table ‎3.1 and equation (‎3.8) for obtaining coefficient of subgrade reaction, 𝑘𝑠 is based on 
the following assumptions and limitations: 
1- 𝑘𝑠 defined in equation (‎3.4) is independent of the pressure p. 
2- 𝑘𝑠 is the same value for every point of the surface acted upon by contact pressure. 
3- Equation (‎3.7) is based on the assumptions that the deformation of the loaded subgrade 
below a depth of 3B has no significant influence on the local bending moments. 
4- horizontal displacement of a pile with width 1ft is assumed to be the same as the vertical 
displacement of the same surface resting on the same soil. 
5- The effects of circular surface of the pile is neglected. 
6- The values of 𝑘𝑠1̅̅ ̅̅  in Table ‎3.1 is based on some experiments on 1 × 1 ft square plate. 
The results of such tests can be misleading, because the time performing these tests is 
usually not enough to permit complete consolidation occurs. Also, the results cannot be 
relied, unless the block of soil is rigid.  
7- It was assumed that active pressure behind the pile is zero and passive pressure induced 
by lateral movement of the pile is dominant compared to initial at rest pressure. 
Terzaghi discussed that in sands, the modulus of elasticity increases linearly with depth. In 
that case: 
 
𝐸𝑠 = A 𝜎𝑣0
′   
 (‎3.10) 
 













) is the constant of horizontal subgrade reaction of piles embedded in sand. 
Terzaghi used deformation due to contact pressure, 𝑝′ of a medium with modulus of 

































Terzaghi used the unit weight of dry sand equal to 0.05 tcf and effective unit weight of 
submerged sand equal to 0.03 tcf; for obtaining the below table: 
 




Sand Loose Medium Dense 
Range values of A 100-300 300-1,000 1,000-3,000 
Adopted value of A 200 600 1500 
Dry or moist sand, values of 𝑛ℎ 2200 (7) 6600 (21) 17600 (56) 
Submerged sand, values of 𝑛ℎ 1250 (4) 4400 (14) 10700 (34) 
 
3.3.  Elastic Analysis Based on Simple Winkler’s Model 
 









Therefore equation (‎3.3) changes to: 
 𝑑4𝑦
𝑑𝑥4
+ 4𝛽4𝑦 = 0  
 (‎3.18) 
Which has the following solution: 
 
𝑦(𝑥) = 𝑒𝛽𝑥(𝜆1 cos 𝛽𝑥 + 𝜆2 sin 𝛽𝑥) + 𝑒
−𝛽𝑥(𝜆3 cos 𝛽𝑥 + 𝜆4 sin 𝛽𝑥)  
 (‎3.19) 
where 𝜆1, 𝜆2, 𝜆3, and 𝜆4 can be determined using boundary conditions. Davisson and Gill (1963) 
(Davisson & Gill, 1963) presented the following equations for this case: 










Pile moment at any depth: 
 
𝑀(𝑥) = 𝐴′𝑚𝑄𝑔/𝛽 + 𝐵′𝑚𝑀𝑔  
 (‎3.21) 
where 𝐴′𝑦, 𝐵′𝑦, 𝐴′𝑚, and 𝐵′𝑚 are coefficient dependent on depth (x). 
For linearly changed 𝐸𝑝𝑦 with depth, Matlock and Reese (1960) (Matlock & Reese, 
1960) solved equation (‎3.3) for a pile with length L, lateral force 𝑄𝑔 , and moment 𝑀𝑔 at ground 

































Pile moment at any depth: 
 
𝑀(𝑥) = 𝐴𝑚𝑄𝑔𝑇 + 𝐵𝑚𝑀𝑔  
 (‎3.25) 
Pile shear force at any depth: 
 















where 𝐴𝑦, 𝐵𝑦, 𝐴𝜃, 𝐵𝜃, 𝐴𝑚, 𝐵𝑚, 𝐴𝑉, 𝐵𝑉, 𝐴𝑝′, and 𝐵𝑝′ are coefficient depend on depth (x), and can 
be found on charts (Woodward, Gardner, & Greer, 1972).  
As shown in this sections, elastic solutions are available for cases of constant 𝐸𝑝𝑦 and 
𝐸𝑝𝑦 = 𝑛ℎ𝑥, where these values can be found based on Table ‎3.1 and Table ‎3.2. Also, Vesic 
(Vesic, 1961) suggested the following equation for estimating 𝐸𝑝𝑦: 
 















3.4.  Ultimate Load Analysis: Broms’s Method 
 
The elastic approach described in previous section can be used for estimating the response of the 
pile subjected to working loads, assuming that the soil and pile behave as elastic materials. This 
approach is unable to predict ultimate loads. Ultimate load approach has been used by many 
different researchers such as Broms (Broms, 1966) and Meyerhof (Meyerhof, 1995) to obtain the 
ultimate load for piles subjected to lateral loads.  
Broms developed a simple solution by assuming shear failure for short piles and bending 
of the long piles and obtained the ultimate load resistance, 𝑄𝑢(𝑔). As shown in Figure ‎3.2 (a), for 
short piles reaching to the ultimate lateral load causes the soil beside the pile to fail. For long 
piles, a plastic hinge is formed at the maximum bending moment and causes the pile to fail due 





(a) short piles (b) long piles 
Figure ‎3.2. Broms’s method definitions for piles  
 
Broms’s method present solutions for different cases of restricted and Free-headed piles: 
 
  
Figure ‎3.3. Different cases of restricted and free-headed piles 
 





(a) short piles (b) long piles 
Figure ‎3.4. Broms’s method for piles in cohesive soils (Broms, 1966) 
 
  
(a) short piles (b) long piles 
Figure ‎3.5. Broms’s method for piles in cohesionless soils (Broms, 1966) 
 
Other analytical methods have been proposed by different researchers. These methods are 
discussed more in the next sections. 
 
3.5.  Numerical Approach: p-y Curves 
 
As shown in previous sections, elastic approach is unable to predict the ultimate load, while the 
ultimate approach is unable to predict the pile response.  
On the other hand, it was shown that 𝐸𝑝𝑦 defined in equation (‎3.1) should not be regarded 
as a constant value. In fact, different kinds of soil-pile interaction models: linear elastic model, 
linear elastoplastic model, nonlinear elastic model, and nonlinear elastoplastic models have been 





(a) Linear elastic (b) Linear elastoplastic 
  
(c) Nonlinear elastic (d) Nonlinear elastoplastic 
Figure ‎3.6. Soil-pile interaction models 
 
The p-y curves concept, first introduced by (McClelland & Focht, 1958), addressed the 
nonlinearity of the soil behavior. In the p-y curves, the modulus of subgrade reaction 𝐸𝑝𝑦 varies 
as the pile deflection progresses; it starts with the highest value and gradually approaches to zero 
value at the ultimate soil resistance value. Reese (1974) pointed that although 𝐸𝑝𝑦 is related to 






Figure ‎3.7. The nonlinear soil behavior in the p-y curve is captured by the changing soil 
modulus 𝐸𝑝𝑦 
 
Finite difference method can be used for solving equation (‎3.30), which is the general 








+ 𝐸𝑝𝑦𝑦 = 0  
 (‎3.30) 
The benefit of using finite difference method is that it can find the pile response, when 𝐸𝑝𝑦 
changes with depth and deflection. For node ‘m’ on the pile, equation (‎3.30) becomes: 
 
(𝑅𝑚−1)𝑦𝑚−2 + (−2𝑅𝑚−1 − 2𝑅𝑚 + 𝑃𝑥ℎ
2)𝑦𝑚−1
+ (𝑅𝑚−1 + 4𝑅𝑚 + 𝑅𝑚+1 − 2𝑃𝑥ℎ
2 + 𝐸𝑝𝑦,𝑚ℎ
4)𝑦𝑚
+ (−2𝑅𝑚 − 2𝑅𝑚+1 + 𝑃𝑥ℎ
2 +)𝑦𝑚+1 + (𝑅𝑚+1)𝑦𝑚+2 = 0  
 (‎3.31) 
where 𝑅 = 𝐸𝑃𝐼𝑃 and h is the increment length. Also two imaginary points at each side of the pile 
should be added. For boundary conditions, shear and moment at the pile’s tip are zero and for the 
pile’s head different forms of boundary condition should be applied: a) Lateral load and Moment 
b) lateral load and slope b) lateral load and rotational restraint constant. Dividing the pile into n 
segments, n+1 equations in the form of equation (‎3.31) will be obtained that can be used by 4 
boundary conditions for obtaining n+5 unknown values. 
Different approaches for simultaneous solving the system of n+1 equations of finite 
difference approach has been suggested by different researchers, such as (Gleser, 1953), (L. C. 
Reese, 1977), (William Randall Sullivan, 1977), etc. 
The value of 𝐸𝑝𝑦 in equation (‎3.31) has been obtained by p-y curves implemented in many of 
these finite different codes. For example in the software “COM624” the following methods are 
used for different soil conditions (L. C. Reese & Sullivan, 1980): 
1) Soft clay below water table (Matlock, 1970) 
2) Stiff clay below the water table (Reece, Cox, & Koop, 1975) 
3) Stiff clay above the water table (L. C. Reese & Welch, 1975) 
4) Unified clay criteria developed for combined soft and stiff clays below the water table (W 
Randall Sullivan, Reese, & Fenske, 1980) 
5) Sands (L. C. Reese, Cox, & Koop, 1974) 
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It should be noticed that these methods are developed based on limited tests in field on 
specific piles. In the next section, the approach of testing piles in the field and obtaining p-y 
curves have been discussed. 
 
3.6.  Approaches for Obtaining p-y Curves 
 
Experimental investigations allowed developing the p-y curves for cohesive soils (e.g. (Gill & 
Demars, 1970), (Matlock, 1970), (L. C. Reese & Welch, 1975), (Reece et al., 1975), (William 
Randall Sullivan, 1977), (Dunnavant & O'Neill, 1989), (Wu, Broms, & Choa, 1998)) and for 
cohesionless soils (e.g. (Kubo, 1967), (Gill & Demars, 1970), (L. C. Reese et al., 1974), (Tak 
Kim, Kim, Jin Lee, & Su Kim, 2004)). To establish the p-y curve, the net soil resistance ‘p’ over 
length of the pile and the deflection ‘y’ is required. The soil resistance p cannot be directly 
measured since the soil reaction acts on the pile surface in three-dimensions, and the ‘p’ 
component in the p-y curve represents the net soil resistance. Therefore, the net soil resistance is 
indirectly obtained using the double differentiating of the bending moment curve as defined in 






where 𝑀(𝑥) is the bending moment and 𝑝′(𝑥) is the soil resistance at depth 𝑥. 
 
 
Figure ‎3.8. Construction of bending moment curve from strain gage measurements 
 
In the field, piles are instrumented with strain gauges at several depths, with one pair at 
each depth. Then, the strain measurements are obtained and used to calculate the bending 
moment using the following formula, which utilizes the elastic pile stiffness 𝐸𝑝 and the sections’ 
second moment of area 𝐼𝑝: 
 
𝑀(𝑥) =




where 𝑡, 𝑐 are the strains at the tension side and compression side, respectively. ℎ is the 
horizontal distance between the strain gage pair in the pile’s section. 
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Using a suitable curve fit technique, the bending moment profile function is obtained and 
differentiated twice to obtain the corresponding soil resistance profile. 
For pile’s deflection, the profile can be constructed using strain gauges or inclinometers 
measurements. When strain gauges are used, the bending moment profile first is obtained as 







In this formula, the integrand represents the pile’s curvature so that it yields the pile’s slope 𝜃(𝑥) 
when integrated once, and the pile’s deflection 𝑦(𝑥) when integrated twice. 
Similarly, when inclinometers are used, the pile’s slope measurements are directly obtained. 
Then, using curve fitting, the slope function 𝜃(𝑥) is integrated once to obtain the pile’s 
deflection with depth. 
To construct the p-y curves, the soil resistance 𝑝′(𝑥) and pile deflection 𝑦(𝑥) profiles 
corresponding to different lateral load levels is needed. Then, the p-y curves at any depth (𝑥) can 
be obtained by combining the 𝑝′ and the corresponding 𝑦 value at different loads as shown in 
Figure ‎3.9.   
 
 
Figure ‎3.9. Construction of p-y curves from soil resistance and deflection profiles 
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Field tests have been used as a basis for developing different p-y curves for different soils 
in different conditions. 
 
3.7.  Elements of p-y Curves 
 
The p-y curve’s shape as shown in Figure ‎3.7 is controlled by three main elements: initial slope 
(𝐸𝑝𝑦), ultimate soil resistance (𝑝𝑢), and the characteristic curve shape. The initial slope is related 
to the subgrade modulus as discussed earlier, and has different definitions for cohesive and 
cohesionless soils. The ultimate soil resistance represents the maximum resistance that can be 
mobilized in the p-y curve, which is controlled by two failure modes as will be discussed later. 
For the curve shape, various shapes were used in the literature such the hyperbolic and power 
functions. Each feature is discussed in detail the following sections.  
 
3.7.1.  Initial slope 
 
The initial slope of the p-y curve can be related to the subgrade reaction modulus as presented by 
(Terzaghi, 1955). He suggested that for small lateral displacements, the relation between the soil 
resistance and lateral deflection is linear up to one half of the ultimate bearing capacity of the 
clay. This assumption was adopted for p-y curve models in cohesive soils, in which the initial 
slope was related to the strain at 50% of the undrained shear strength (e.g. (Matlock, 1970), 
(Reece et al., 1975), (William Randall Sullivan, 1977), (Dunnavant & O'Neill, 1989), (Wu et al., 
1998)) 
 
𝑦50 = 𝐴 50𝐷  
 (‎3.35) 
where 𝑦50 is the lateral deflection in the p-y curve at 50% of ultimate soil resistance, A is a 
constant (1.0-2.5), 50 is the strain at 50% of the undrained shear strength 𝑆𝑢 in UU test, D is the 
pile width. 
 (Van Impe & Reese, 2010) discussed the rationale behind equation (‎3.35) and justified 
the assumption using the basic concepts from elasticity theory ((Skempton, 1951)). They drew an 
analogy between the settlement of a rigid circular foundation and the stress-strain relation in 
undrained compression test. The settlement of a circular rigid foundation on undrained clay soil 










   (‎3.36) 
where Δ𝑠 is the mean settlement of the foundation with width 𝐵, 𝑞 is the foundation pressure, 𝑞𝑓 
is the failure pressure, 𝐸𝑠 is the elastic stiffness, 𝑆𝑢 is the undrained shear strength of the clay 
soil. 








   (‎3.37) 
where  is the strain, 𝜎1 is the major principal stress, 𝜎3 is the minor principal stress, the 
subscript 𝑓 indicates the at failure state. 
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By analogy and comparing equation (‎3.36) to equation (‎3.37), the relation between the 
settlement and the strain can be represented as: 
 
Δ𝑠 = 2 𝐵  
 (‎3.38) 
This relation is similar to the initial slope for the p-y curve in equation (‎3.35), in which the 
settlement Δ𝑠 is analogous to the pile deflection y in the p-y curve. 
Another estimation for the initial slope of the p-y curve can be obtained using the 
modulus of subgrade reaction as defined by (Vesic, 1961). He derived a relationship between the 
modulus of subgrade reaction 𝐾 for the beam resting on elastic foundation (Winkler) and the pile 













where 𝐸𝑖 is initial soil modulus of elasticity, 𝜈𝑠 is Poisson’s ratio of the soil, 𝐷 is the pile width, 
and 𝐸𝑝𝐼𝑝 is the flexural rigidity of the pile. 
For undrained clays, equation (‎3.39) is modified to utilize the soil modulus at 50% of the 
undrained shear strength 𝐸50. This is because estimating the initial soil modulus 𝐸𝑖 in practice is 
very difficult and sensitive to the strain level in soil tests ((Hardin & Drnevich, 1972)). 𝐸50 can 
be related to 𝐸𝑖 using the expression for the soil modulus in triaxial compression test ((Kondner, 
1963); (P. K. Robertson, Davies, & Campanella, 1989)). 
 





where 𝜎 is the deviatoric stress, 𝐸𝑠 is the soil modulus corresponding to the deviatoric stress,  𝜎𝑓 
is the deviatoric stress at failure, 𝑅𝑓 is the stress ratio. For 𝐸50, 𝑅𝑓 is taken as 0.8 and 𝜎/ 𝜎𝑓 as 
0.5.  
The modulus of subgrade reaction for undrained clays (𝜈 = 0.5) using 𝐸50 in equation 
(‎3.39) is given as: 
 








(Rajashree & Sitharam, 2001) used double the value of 𝐾 from equation (‎3.41) for the initial 
slope in their p-y curve model, and later (K. Georgiadis & Georgiadis, 2010) used this 
adjustment in their p-y curve model for piles in sloped ground. 
In sands, the initial slope is estimated following (Terzaghi, 1955) proposition for the 
modulus of subgrade reaction in cohesionless soils. He indicated that the stiffness of 
cohesionless soils approximately increases linearly with depth, which also applies to the 
horizontal modulus of subgrade reaction. He suggested to estimate the horizontal modulus of 
subgrade at certain depth using the coefficient of horizontal subgrade reaction (𝑛ℎ) as in equation 
(‎3.42). Terzaghi proposed a range of values for the coefficient of horizontal subgrade reaction 
(𝑛ℎ) based on the relative density of sand. Later, (L. C. Reese et al., 1974) adopted Terzaghi’s 
approach in their p-y curve model for sands to estimate the initial slope. 
 
𝐸𝑝𝑦 = 𝑛ℎ𝑥  
 (‎3.42) 
where 𝑛ℎ is the coefficient of horizontal subgrade reaction (F/L
3
 units), 𝑥 is the depth. 
Table ‎3.3 lists suggested values for the coefficient of horizontal subgrade reaction 
reported in the literature. (Terzaghi, 1955) proposed empirical values for 𝑛ℎ for 1ft x 1ft plate on 
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sands. (L. C. Reese et al., 1974) recommended 𝑛ℎ based on the experimental study on open-
ended piles driven in Mustang Island. (Tak Kim et al., 2004) back-calculated 𝑛ℎ values for 
drilled and driven model piles in Nak-Dong River sand and concluded that 𝑛ℎ is 1.5-2.5 higher 
for driven piles.  
 





Loose Medium Dense 
(Terzaghi, 1955) * 2.6-7.7 7.7-26 26-51 
(L. C. Reese et al., 1974) * 20 60 125 





*Values for submerged sands 
 
 (API, 2014) procedure for p-y curves suggests estimating 𝑛ℎ from the internal friction 
angle (𝜙) rather than relative density, as shown in Table ‎3.4. 
 
Table ‎3.4. (API, 2014) values for coefficient of horizontal subgrade reaction (𝑛ℎ) 








Finally, the initial slope of the p-y curve is dependent on the choice of the characteristic 
shape function and soil type, which determines the compatible parameter for the slope 
(𝑦50 or 𝐾).  
 
3.7.2.  Ultimate soil resistance 
 
The second p-y curve element is the ultimate lateral soil resistance which limits the soil 
resistance (p) values at large lateral deflections (y). There are two failure mechanisms controlling 
the ultimate soil resistance: wedge failure, and flow around failure (Figure ‎3.10). The wedge 
failure mechanism is limited within a certain depth from the ground surface. It has a 
hypothesized shape of a deforming conical wedge that is pushed up by the lateral pile movement 
as a rigid entity. The failure mode switches to the flow around failure at greater depths, where 
the soil movement in constrained within the plane due to the heavy weight of upper soil. The soil 
fails plastically and flows from the front to the back of the pile along parallel streamlines 
(Figure ‎3.10). The ultimate soil resistance is weaker in the wedge compared to the flow around 
failure. It should be noted that the wedge mechanism exists in short and long piles, while the full 




Figure ‎3.10. Illustration for the wedge and flow around failure mechanisms in laterally 
loaded piles 
 
The ultimate soil resistance differs between cohesive and cohesionless soils. In cohesive 
soils (or clays), the undrained shear strength 𝑆𝑢 is the main variable controlling the ultimate 
resistance, while in cohesionless soils (or sands) it is the internal friction angle (𝜙). For cohesive 
soils, the ultimate soil resistance in the p-y curve is estimated using the undrained shear strength 
𝑆𝑢 and the bearing capacity factor 𝑁𝑝: 
 
𝑝𝑢 = 𝑁𝑝𝑆𝑢𝐷  
 (‎3.43) 
where 𝐷 is the pile width. 
The lateral bearing capacity factor 𝑁𝑝 has been studied extensively in the literature using 
upper- and lower-bound limit solutions and finite element analyses (e.g. (Matlock, 1970), (Reece 
et al., 1975), (William Randall Sullivan, 1977), (M. F. Randolph & Houlsby, 1984), (Murff & 
Hamilton, 1993), (Martin & Randolph, 2006b), (K. Georgiadis & Georgiadis, 2010), (J. Yu, 
Huang, & Zhang, 2015)). Studies showed that 𝑁𝑝 is smallest near the ground surface and 
increases with depth up to an upper limit ((Matlock, 1970), (Reece et al., 1975), (K. Georgiadis 
& Georgiadis, 2010), (J. Yu et al., 2015)). The upper and lower bound solutions suggest that the 
upper limit for 𝑁𝑝 is within 9.14-11.94 depending on the pile-soil adhesion (0 < 𝛼 <  1) ((M. F. 
Randolph & Houlsby, 1984)). (Martin & Randolph, 2006b) revised the lower bound solution by 
(M. F. Randolph & Houlsby, 1984) and obtained an 𝑁𝑝 = 9.2 for smooth piles (𝛼 = 0). 
(Matlock, 1970) suggested 𝑁𝑝 = 9.0 as upper limit in his p-y curve model for soft clays, (Reece 
et al., 1975) suggested 𝑁𝑝 = 11.0 for stiff clays, and (Dunnavant & O'Neill, 1989) used 𝑁𝑝 =
9.0. 𝑁𝑝 values near the ground surface were much less and were within 2.0-3.0 depending on the 
pile-soil adhesion factor (𝛼) ((Matlock, 1970), (Reece et al., 1975), (Dunnavant & O'Neill, 
1989), (Murff & Hamilton, 1993), (K. Georgiadis & Georgiadis, 2010), (J. Yu et al., 2015)). 
Linear and nonlinear models for 𝑁𝑝 versus depth were proposed. Matlock (1970), Reese et al. 
(1975), and Dunnavant and O’Neill (1989) suggested 𝑁𝑝 increasing linearly with depth as 
follows: 
     
    
     
     
       
        
            
        
     
        
      
    
    
    










 ≤ 9.0    (Matlock 1970) 
 






 ≤ 11.0    (Reese et al. 1975) 






 ≤  9.0    (Dunnavant and O’Neill 1989) 
 (‎3.44) 
where 𝛾′ is the effective unit weight, 𝐽 is empirical constant (0.25-0.5), and 𝐷 is the pile width. 
It should be noted here that the definition of 𝑆𝑢 in equation (‎3.44) is different between 
Matlock (1970) and Reese et al. (1975); Matlock used the value of 𝑆𝑢 corresponding to depth (𝑥) 
while Reese et al. used the average 𝑆𝑢 above depth (x). 
 (William Randall Sullivan, 1977) defined 𝑁𝑝 using multiple equations. The model is 
essentially similar to Matlock (1970) model except for the depth range: 3𝐷 < 𝑥 < 12𝐷, which 













  ,   0 < 𝑥 < 3𝐷




 ,   3𝐷 < 𝑥 < 12𝐷
9.0  ,   𝑥 > 12𝐷 
  
 (‎3.45) 
(Murff & Hamilton, 1993) proposed a nonlinear model for 𝑁𝑝 variation with depth from the 
results of upper-bound solutions and using curve fitting technique. Their model included the 
effect of the rate of soil strength increase with depth as in the following: 





0.25 + 0.05𝜆  , 𝜆 < 6
0.55  ,                         𝜆 ≥ 6
 
 (‎3.46) 




 in which 𝑆𝑢𝑜 is the soil strength at the ground surface and 𝑆𝑢1 is the soil strength at 
depth. 
 (K. Georgiadis & Georgiadis, 2010) proposed a nonlinear model for 𝑁𝑝 that accounts for 
the ground slope in front of the pile and incorporated the influence of pile-soil adhesion in the 
model. It is noticed, however, that their model doesn’t incorporate the influence of soil strength 
and unit weight on 𝑁𝑝 variation, unlike in other models. 
 




𝑁𝑝𝑜 = 2 + 1.5𝛼 
𝜆 = 0.55 − 0.15𝛼  
 (‎3.47) 
where 𝑁𝑝𝑢 is the upper limit for 𝑁𝑝 (9.14-11.94), 𝜃 is the angle of ground slope, α is the pile-soil 
adhesion factor.  
 (J. Yu et al., 2015) used an optimized upper-bound algorithm and conducted multiple 
simulations to obtain 𝑁𝑝 values at different depths. They proposed a nonlinear model for 𝑁𝑝 with 
depth, which was based on a curve fit of 𝑁𝑝 results.  
 















𝑍𝑐 = (8.5 + 6𝛼) 
where 𝑁1 = 11.94, 𝑁2 = 3.22, 𝑁𝑓𝑙𝑜𝑤 is the limit for 𝑁𝑝, 𝑍𝑐 is the critical depth. 
Yu et al. model provides 𝑁𝑝 values up to a critical depth 𝑍𝑐, after which 𝑁𝑓𝑙𝑜𝑤 limit is 
applied. They observed that the critical depth for 𝑁𝑓𝑙𝑜𝑤 limit increases linearly with the adhesion 
factor (𝛼) as shown in equation (‎3.48).  
A comparison between the presented 𝑁𝑝 models is shown in Figure ‎3.11 for smooth and 
rough piles.  
 
 
Figure ‎3.11. Lateral bearing capacity factor Np with depth models according to the 
literature 
 
For cohesionless soils, the ultimate soil resistance is mainly a function of the internal 
friction angle (𝜙). (L. C. Reese et al., 1974) proposed two formulas for the ultimate resistance in 
cohesionless soils for the wedge and flow around failure modes (Figure ‎3.12). For the wedge 
failure, they performed static equilibrium analysis for the pile, as shown in Figure ‎3.12, 
considering the passive and active lateral forces on the front and back of the pile, respectively, 
and assumed Mohr-Coulomb failure criteria for the soil material. The ultimate soil resistance per 
unit length of the pile was obtained by differentiating the equation for the net force on the pile as 
given in equation (‎3.49). For the flow around failure, the solution assumed that the soil moves 
only within the horizontal plane. The pile was assumed as rigid disc and the analysis was 
simplified using the soil “blocks” analogy, in which the soil is failing along the dashed lines 
shown in Figure ‎3.12. It was assumed that the stress on the back of the pile (𝜎1) cannot be less 





Figure ‎3.12. Analysis for wedge and flow around failure modes in cohesionless soils 
(After Reese et al. 1974)  
 
 
𝑝𝑢1(wedge) = 𝛾′𝑥 [
𝐾𝑜 𝑥 tan𝜙 sin 𝛽
tan(𝛽 − 𝜙) cos 𝛼
+
tan𝛽
tan (𝛽 − 𝜙)
 (𝐷 + 𝑥 tan β tan𝛼)
+ 𝐾𝑜 𝑥 tan𝛽 (tan𝜙 sin 𝛽 − tan𝛼) − 𝐾𝑎 𝐷] 
𝑝𝑢2(flow around) = 𝐾𝑎 𝐷 𝛾
′𝑥(tan8 𝛽 − 1) + 𝐾𝑜 𝐷 𝛾
′𝑥 tan𝜙 tan4 𝛽 
𝑝𝑢 = min (𝑝𝑢1, 𝑝𝑢2)  
 (‎3.49) 
where 𝑝𝑢1 is the ultimate soil resistance from analysis, 𝑝𝑢 is the adjusted ultimate resistance for 
use in the p-y curve, 𝛾′ is the effective unit weight of soil, 𝐾𝑜 is the coefficient of lateral earth 
pressure at rest (0.4 for loose sand, 0.5 for dense sand), 𝜙 is the friction angle, 𝛽 = 45 +
𝜙
2
, 𝛼 is 
an angle varies from 
𝜙
3
 for loose sand to 𝜙 for dense sand. 
In equation (‎3.49), the ultimate resistance for the p-y curve is taken as the lesser value of 
𝑝𝑢 from the wedge and flow around failure equations. Reese et al. (1974) observed a poor 
agreement between the experimental results from Mustang Island tests and the analysis in 
equation (‎3.49), and proposed an adjustment factor (𝐴) for the ultimate resistance, which is 
obtained from a chart of 𝐴 values with depth.  
 (Murchison & O'Neill, 1984) reported a simplified version for the ultimate soil resistance 
by Reese et al. (1974), in which the terms with the angle (𝛼) were removed. The lesser of 𝑝𝑢 
from the two equations is taken as the ultimate resistance in the p-y curve.  
 
𝑝𝑢1 = 𝛾′𝑥[𝐷(𝐾𝑝 − 𝐾𝑎) + 𝑥𝐾𝑝 tan𝜙 tan𝛽] 
𝑝𝑢2 = 𝛾′𝑥𝐷[𝐾𝑝
3 + 2𝐾𝑜𝐾𝑝
2 tan𝜙 + tan𝜙 − 𝐾𝑎] 
 (‎3.50) 
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𝑝𝑢 = min (𝑝𝑢1, 𝑝𝑢2) 
where all symbols are the same as defined in equation (‎3.49). 
Furthermore, the ultimate resistance formulas (equation (‎3.49)) were simplified in the p-y 
curves procedure for sands in the American Petroleum Institute manual ((API, 2014)), in which 
the terms containing the friction angle were lumped into three constants (𝐶1, 𝐶2, 𝐶3). The 
constants are given as function of the friction angle (𝜙) and can be simply obtained from the 
chart shown in Figure ‎3.13. 
 




𝑝𝑢 = min (𝑝𝑢1, 𝑝𝑢2) 
 (‎3.51) 
where 𝐶1, 𝐶2, 𝐶3 are constants obtained from charts. 
 
 
Figure ‎3.13. Coefficients 𝐶1, 𝐶2, 𝐶3 chart as function of friction angle (𝜙) (API 2014) 
 
In a simpler approach, the ultimate lateral resistance in cohesionless soils was estimated 
using the earth pressure coefficient as proposed by (Brinch-Hansen, 1961) and (Broms, 1964) 
 
𝑝𝑢 = 𝐾𝑞𝛾′𝑥𝐷    (Hansen 1961) 
 
𝑝𝑢 = 3𝐾𝑝𝛾′𝑥𝐷   (Broms 1964) 
 (‎3.52) 






 (Fleming, Weltman, Randolph, & Elson, 1992) suggested that 𝑝𝑢 is proportional to the 





(Tak Kim et al., 2004) used curve fitting of the experimental results from tests on model steel 







where 𝐾𝑝 is the coefficient of passive earth pressure, 𝛾′ is the effective unit weight, 𝑛 is a 
constant that depends on the pile installation method and pile head condition (for free-head 
𝑛 = 0.4, for fixed-head 𝑛 = 0.7). 
 (Lianyang Zhang, Silva, & Grismala, 2005) used the mechanism proposed by (Smith, 
1987) to estimate the ultimate resistance in cohesionless. In this approach, the soil resistance is 
separated into normal net frontal normal resistance (𝑄) and lateral shear drag (𝐹). The normal 
resistance (𝑄) is related to the maximum normal pressure in front of the pile using a shape factor 
to account for the nonuniform distribution. Similarly, the lateral shear drag is related to the 
maximum side shear using another shape factor for the side shear distribution. 
 
 
Figure ‎3.14. Soil resistance mechanism to lateral pile movement as proposed by Smith 
(1987) (Smith, 1987)  
 
 
𝑝𝑢 = 𝑄 + 𝐹 
 
𝑄 = 𝜂𝑝𝑚𝑎𝑥𝐷   ,   𝐹 = 𝜉𝜏𝑚𝑎𝑥𝐷 
 (‎3.55) 
where 𝜂 is shape factor to account for the non-uniform distribution of earth pressure in front of 
the pile, 𝑝𝑚𝑎𝑥 is the maximum earth pressure in front of the piles, 𝜉 is shape factor to account for 
the non-uniform distribution of lateral shear drag, 𝜏𝑚𝑎𝑥 is maximum side shear resistance. 
For 𝑝𝑚𝑎𝑥, Zhang et al. tested three correlations for best fit against experimental results, 





For 𝜏𝑚𝑎𝑥, due to lack of data, they adopted the formula used in API manual for the ultimate 
vertical shear resistance. 
 
𝜏𝑚𝑎𝑥 = 𝐾𝛾




where 𝐾 is the coefficient of lateral earth pressure (𝜎ℎ/𝜎𝑣), 𝛿 is the pile-soil interface friction 
angle.  
 
3.7.3.  Characteristic shape function 
 
Several functions or combinations of functions was used in the past to characterize the nonlinear 
shape for the p-y curve. In the literature, some p-y curve functions were constructed from multi-
piece functions to better capture the nonlinear behavior of different soil types (e.g. (Matlock, 
1970), (L. C. Reese et al., 1974), (Reece et al., 1975), (William Randall Sullivan, 1977), 
(Murchison & O'Neill, 1984), (Dunnavant & O'Neill, 1989), (M Georgiadis, Anagnostopoulos, 
& Saflekou, 1992), (Wu et al., 1998)). For example, the p-y curve model for stiff clays by Reese 
et al. (1975) was composed of multi-piece functions to introduce the softening in soil resistance 
at large deflections; it had two parabolic portions and two straight line portions. On the other 
hand, some p-y curve models utilized a single function to construct the p-y curve such as the 
hyperbolic function (Georgiadis et al. 1992) and the hyperbolic tangent function (Murchison and 
O’Neill 1984).  
In cohesive soils, the power function was used in several p-y curve models. For example, 
Matlock (1970) used it in his p-y curve model for soft clays, Reese et al. (1975) and Reese and 
Welch (1975) used it for stiff clays, and Sullivan (1977) used it in his unified p-y curve criteria 
for clays. For this function, the soil resistance 𝑝 is normalized by the ultimate resistance 𝑝𝑢, 
while the pile deflection 𝑦 is normalized using 𝑦50 (equation (‎3.58)). For large deflections, a 










where 𝑦50 is the pile deflection at half the ultimate soil resistance and  is an 
empirical coefficient that ranges from 0.25 to 0.5.  
 
 
Figure ‎3.15. The p-y curve model using the power function 
There is an issue, however, is that the power function produces an infinite initial slope at 
very small deflections (Figure ‎3.15), which results in underestimation of the pile deflection (i.e. 
pile is too stiff at small deflections).  
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Sullivan (1977) suggested to use a linear function (𝑝 = 𝐸𝑠𝑚𝑎𝑥𝑦) to define the initial slope 
in his unified p-y curve criteria for clays, which alleviate the issue of infinite slope at very small 
deflections. The power function was used for the subsequent portion of the p-y curve up to a 
deflection of 𝑦/𝑦50=8. Then, the softening in the resistance was introduced using a linear 
function down to the residual resistance limit (𝑝𝑅), as shown in Figure ‎3.16. 
 
 
Figure ‎3.16. p-y curve shape function for unified clay criteria by Sullivan (1977) 
 
The hyperbolic tangent function was used by Dunnavant and O’Neill (1989) in the p-y 
curve model for stiff clay (Figure ‎3.17). The hyperbolic tangent function is used to define the soil 














Figure ‎3.17. p-y curve model using the hyperbolic tangent function by Dunnavant and 
O’Neill (1989) 
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The hyperbolic function was used by Wu et al. (1998) to fully construct the p-y curve in 
normal and overconsolidated clays. Their model is normalized using 𝑦50 for deflections and 𝑝𝑢 
for soil resistance (equation (‎3.60)). The hyperbolic function is advantageous in its simplicity 
since it requires only two parameters and don’t need to cap the ultimate resistance values for 












   (‎3.60) 
where 𝛽′ is a coefficient that depends on clay stiffness (= 8 for soft clay, = 9 for medium stiff 
clay, =11-12 for stiff clay). 
 
 
Figure ‎3.18. The p-y curve shape function using the hyperbolic function used by Wu et 
al. (1998) 
 
For cohesionless soils, there are several shape functions for p-y curve models in the 
literature; Reese et al. (1974) model, the hyperbolic tangent function (Murchison and O’Neill 
1984), the hyperbolic function (Georgiadis et al. 1992, Rajashree and Sitharam 2001, Kim et al. 
2004), and the power function ((Wesselink, Murff, Randolph, Nunez, & Hyden, 1988), (Dyson 
& Randolph, 2001)). The first one proposed by Reese et al. (1974) is based on the experimental 
study on test piles in Mustang Island. In this model, the p-y curve is constructed from multipiece 
functions; two hyperbolic and one linear. The initial slope of the p-y curve is defined following 
Terzaghi’s (1955) definition for the horizontal subgrade modulus in sands (𝐸𝑝𝑦 = 𝑛𝑥) up to 
deflection point (𝑦𝑘). Then, the p-y curve is defined using a parabolic function (𝑝 = 𝐶𝑦
1/𝑛) up to 
deflection point 𝑦𝑚. The third portion is defined using a linear function up to the point of 
ultimate soil resistance (𝑝𝑢@𝑦𝑢). 
 
    
    




Figure ‎3.19. The p-y curve shape using for sand by Reese et al. (1974) 
 
In the p-y curve model by Murchison and O’Neill (1984), the hyperbolic tangent function 
was used to fully construct the p-y curve (equation (‎3.61)). In this function, the curvature of the 
p-y curve is controlled by the term inside the hyperbolic tangent function (
𝐸𝑝𝑦
𝜂𝐴𝑝𝑢
), as shown in 
Figure ‎3.20. In a similar way to Reese et al. (1974), the initial slope of the curve is defined using 








where 𝜂 is pile shape factor, 𝐴 is an empirical adjustment factor. 
 
Figure ‎3.20. The p-y curve shape using the hyperbolic tangent function by Murchison and 
O’Neill (1984) 
 
Georgiadis et al. (1992), Rajashree and Sitharam (2001), Kim et al. (2004) used a simpler 
form for the hyperbolic function in their p-y curve model for sands (Figure ‎3.21). In this 
function, the initial slope of the p-y curve is controlled by the parameter (𝑘) and the ultimate 
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resistance is defined by 𝑝𝑢  (equation (‎3.62)). 𝑘 is estimated following Vesic’s (1961) horizontal 












Figure ‎3.21. The p-y curve shape using the hyperbolic function used by Georgiadis et al. 
(1992) and others 
 
The power function was used for the p-y curve model in sands by Wesselink et al. (1988) 
and Dyson and Randolph (2001). Wesselink et al. developed his model from the results of full 
scale tests on piles in Calcareous sand. In the model, they used the power function to account for 
the soil stiffness increase with depth and for the nonlinear p-y curve shape (equation (‎3.63)). 
Dyson and Randolph later modified Wesselink et al. model to construct the p-y curve using the 
cone tip resistance (𝑞𝑐) from CPT sounding, in which calibrated the model by curve fitting of 
centrifuge test results on model piles in Calcareous sand. They modified the term controlling the 











. Also, they normalized the soil resistance using the soil unit weight (𝛾′) and pile width 
(𝑑), which resulted in a non-dimensional parameter R, unlike in Wesselink et al. model. 























    (Dyson and Randolph 2001)  
 (‎3.63) 
where R, n, m are model parameters, 𝑧𝑜 is reference depth, d is pile width, 𝑞𝑐 is cone tip 




Table ‎3.5. Summary of p-y curve models in literature 
Reference Soil type Ultimate soil resistance (𝒑𝒖) 
Initial 
slope 




𝑝𝑢 = 𝑁𝑝𝑆𝑢𝐷 
 
















𝑦50 = 2.5 50𝐷 
 
(L. C. Reese & Welch, 
1975) 
Stiff clay above 
water 
𝑝𝑢 = 𝑁𝑝𝑆𝑢𝐷 
 
















𝑦50 = 2.5 50𝐷 
 
(Reece et al., 1975) 
Stiff clay below 
water 
𝑝𝑢 = 𝑁𝑝𝑆𝑢𝐷 
 


















𝑦50 = 50𝐷 
 


















  ,   0 < 𝑥 < 3𝐷




 ,   3𝐷 < 𝑥 < 12𝐷











, 0 < 𝑦 < 8𝑦50 
𝑝𝑅
𝑝𝑢
= 1 , 𝑓𝑜𝑟 𝑥 > 12𝐷 , 𝑦 > 8𝑦50
𝑝𝑅
𝑝𝑢
= 𝐹 + (1 − 𝐹)
𝑥
12𝐷
 , 𝑓𝑜𝑟 𝑥 ≤ 12𝐷, 𝑦 > 8𝑦50
 
 
𝑦50 = 𝐴 50𝐷 
 
(Dunnavant & O'Neill, 
1989) 
Stiff clay below 
water 
𝑝𝑢 = 𝑁𝑝𝑆𝑢𝐷 
 






 ≤  9.0 
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Reference Soil type Ultimate soil resistance (𝒑𝒖) Initial slope Characteristic shape function 
(Wu et al., 1998) Unified clay 
𝑝𝑢 = 𝑁𝑝𝑆𝑢𝐷 
 
𝑁𝑝(𝑁𝐶) = 2.5 + 1.5
𝑥
𝐷















𝑦50 = 𝑁𝑝 50𝐷 ,  𝛽
′ = 8 − 12 
 




𝑝𝑢 = 𝑁𝑝𝑆𝑢𝐷 
𝑁𝑝
= 𝑁𝑝𝑢
− (𝑁𝑝𝑢 − 𝑁𝑝𝑜 cos 𝜃)exp [
−𝜆(𝑥/𝐷)
1 + tan 𝜃
] 
 



















(L. C. Reese et al., 1974) Sand 
𝑝𝑢1
= 𝛾′𝑥 [
𝐾𝑜 𝑥 tan𝜙 sin 𝛽
tan(𝛽 − 𝜙) cos 𝛼
+
tan𝛽
tan (𝛽 − 𝜙)
 (𝐷 + 𝑥 tan β tan 𝛼)
+ 𝐾𝑜  𝑥 tan 𝛽 (tan𝜙 sin 𝛽 − tan𝛼)
− 𝐾𝑎  𝐷] 
 
𝑝𝑢2 = 𝐾𝑎  𝐷 𝛾
′𝑥(tan8 𝛽 − 1)
+ 𝐾𝑜  𝐷 𝛾
′𝑥 tan𝜙 tan4 𝛽 
 
𝑝𝑢 = min (𝑝𝑢1, 𝑝𝑢2) 
 
𝐸𝑖 = 𝑘𝑥 
 
𝑝 = 𝐸𝑖𝑦 ,   0 < 𝑦 < 𝑦𝑘 
 
𝑝 = 𝐶𝑦1/𝑛,   𝑦𝑘 < 𝑦 <  𝑦𝑚 
 
𝑝 = 𝑝𝑚 + (
𝑝𝑢 − 𝑝𝑚
𝑦𝑢 − 𝑦𝑚
) (𝑦 − 𝑦𝑚),   𝑦𝑚 < 𝑦
















𝑝 = 𝑝𝑢 ,   𝑦 > 𝑦𝑢 
 
Murchison and O’Neill 
(1984) 
Sand 𝑝𝑢 = 𝑝𝑢(Reese et al. 1974) 𝐸𝑝𝑦 = 𝑘𝑥 








𝑝𝑢 = 𝐶𝑝𝜎𝑝𝐷 
𝜎𝑝 = 2𝑆𝑢 tan([45 + 𝜙]/2)
+ 𝛾′𝑥 tan2([45 + 𝜙]/2) 











Reference Soil type Ultimate soil resistance (𝒑𝒖) Initial slope Characteristic shape function 
(M Georgiadis et al., 
1992) 









(Tak Kim et al., 2004) Sand 𝑝𝑢 = 𝐾𝑝𝐷𝛾





















Chapter 4.  Estimation of Axial Capacity of Piles Using Pile-CPT Methods 
 
One of the objectives of this study is to evaluate the ability of different pile-CPT methods for 
estimating the axial capacity of square PPC piles driven into Louisiana soils. For this reason, a 
database of eighty (80) piles with pile load tests and CPT tests conducted close to them were 
collected. These piles are located in 34 sites in Louisiana as shown in Figure ‎4.1. 
 
 
Figure ‎4.1. Louisiana state map with location of analyzed piles 
 
The collected pile load tests, soil properties and CPT data were analyzed. This section 
described the methodology of collecting, compiling, and analyzing the data. 
 
4.1.  Collection and Evaluation of Pile Reports 
 
The information about the projects, soil stratifications, pile characteristics, load test data, CPT 
profiles, etc. were collected, processed, and transferred to different tables and graphs. All these 
data plus some available data about pile driving and dynamic test results were stored in digital 
format, so different analysis would be possible in future, regarding analyzing the reliability of 
different Pile driving methods (e.g. EN, modified EN (Michigan), Gates, modified Gates 
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(Olson), modified Gates (FHWA), modified Gates (Long), and modified Gates (WSDOT)) and 
Dynamic methods (WEAP and CAPWAP). 
Pile load test reports were collected from available files at DOTD headquarter in Baton 
Rouge. These reports were studied carefully to examine their suitability to be included in this 
study. The main criteria for suitability of a project were availability of CPT soundings, site 
locations, and subsurface explorations. The characteristics of the square precast prestressed 
concrete piles obtained from DOTD are presented in Appendix B. 
 
4.2.  Compilation and Analysis of Geotechnical Data 
 
The information about the projects, soil stratifications, pile characteristics, load test data, and 
CPT profiles were compiled. The graphs representing the summary of geotechnical data, 
including the soil stratigraphy, laboratory tests, and in-situ tests for the state projects are shown 
in Appendix C. 
The following data and information were collected, compiled, and analyzed for each pile 
load test report. 
 
4.2.1.  Site data 
 
The site data provides the necessary information to identify the location of the project. The site 
identification used herein is the Louisiana state project number. For example the site ID 260-05-
0020 is the state project number 260-05-0020 (Tickfaw River Bridge and approaches on State 
Route LA-22). The project ID, location, and parish are available in Appendix B. 
 
4.2.2.  Soil data 
 
The soil data consist of information on the soil boring location, soil stratigraphy, and laboratory 
testing (shear strength, physical properties, etc.) for each soil layer. From soil stratification, the 
predominant soil type was identified. Appendix C shows the boring data for each pile studied in 
this project. Boring data near to the pile locations have been used in DRIVEN software (using α 
and Nordlund methods for clayey and sandy soils, respectively) which shows that most of the 
pile capacity driven in Louisiana soil is due to side resistance. It can be seen in Figure ‎4.2(a) that 
more than 70% of the pile capacity for 69 piles from these 80 piles comes from the side 
resistance. Only 4 piles have a tip resistance more than 50% of the total pile capacity. This 
means that most of the piles in this study can be regarded as friction piles. The proportion of pile 
capacity in clay layers to the total pile capacity (defined as clay contribution) has been used to 
characterize the dominant soil for the pile database. As shown in Figure ‎4.2(b), piles were driven 





Figure ‎4.2. Pile properties based on the soil type 
 
4.2.3.  Foundation data 
 
Foundation data consist of pile characteristics (pile ID, diameter, total length, embedded length), 
installation data (location of the pile, date of driving, driving record, hammer type, etc.) and pile 
load test (date of loading, applied load with time, pile head movement, pile failure under testing, 
etc.). All the piles studied in this research are driven square precast prestressed concrete piles. 
Appendix B represents information about the diameter, length, and embedment length of the 
piles, hammer type, and dates of driving and testing. 
 
4.2.4.  CPT data 
 
The cone penetration soundings information includes test location (station number), date, cone 
tip resistance and sleeve friction profiles with depth. In most of the cases, the collected CPT 
soundings were not available as a digital data, therefore the CPT soundings were scanned and 
digitized using the WebPlotDigitizer program. CPT graphs for each pile is shown in Appendix C. 
 
4.3.  Analysis of ultimate Axial Capacity of Piles from Load Test 
 
Quick Load Test procedure as described in ASTM D1143 (International, 2013) were performed 
on different piles after 14 days of driving to obtain the load-settlement curve. Based on this 
procedure, the load was applied on the pile head in increments ranging from 10 to 15 percent of 
the design load and maintained for five minutes. The load was increased up to two to three times 




The ultimate load capacity of the piles was determined based on the Davisson method 
(1972). Davisson failure criterion defines pile capacity as the load causes the pile top defection 
equal to the calculated elastic compression plus 0.15 inch plus 1/120 of the pile’s width/diameter. 
For piles with diameters more than 24 inch, based on FDOT specification 2010, section 455 the 
criterion is modified to calculated elastic compression plus 1/30 of the pile’s width/diameter 
(Florida, 2010). 
 
4.4.  Correcting the CPT Data 
 
For improving the quality of CPT results, the cone resistance (qc) should be corrected due to the 
pore pressure acting behind the cone shoulder (R. G. Campanella, Gillespie, & Robertson, 1981; 
Lunne, Eidsmoen, Gillespie, & Howland, 1986): 
 qt = qc + (1 − a)u2  (‎4.1) 
where a is the net area ratio for the cone (0.59 for CPT used in this research). For most of the 
cases (68 piles), no measured pore pressure, u2 were available. A comparison between CPT and 
CPTu results conducted in different locations in Louisiana, led to obtain a corrected factor 
dependent on the measured cone resistance and its depth, as shown in Figure ‎4.3 (M. Hossain & 
Abu-Farsakh, 2019).  
 
 
Figure ‎4.3. Correction of tip resistance 
 
4.5.  Implementing the Soil Type 
 
Most of the pile-CPT methods are dependent on the soil type. It means that in order to use CPT 
for calculating the pile capacity, it is necessary to classify the soil. Figure ‎4.4 shows a schematic 




Figure ‎4.4. Soil type effect on estimating pile capacity from CPT data 
Probabilistic region estimation method (Z. Zhang & Tumay, 1999) and Robertson-2010 
(P. Robertson, 2010) are two popular methods for determining the soil type. Based on the CPT 
data, probabilistic method determines the probability of soil behavior (clay, sand, and silt), while 
Robertson-2010 presents a chart dividing the soil behavior into 9 different soil types. The details 
of each soil classification method were explained previously. The details of implementing each 
soil classification method were discussed for each direct pile-CPT method, separately.  
One of the main objectives of this study is to evaluate the ability of pile-CPT methods for 
predicting the ultimate load carrying capacity of square PPC piles driven in Louisiana. For this 
purpose, for each pile, the measured and predicted pile capacities were calculated. The results for 
each pile-CPT method are available in Appendix E. 
In our analysis, these steps have been executed and will be dissuaded in this section: 
 Sensitivity of pile-CPT methods to the soil classification method 
 Evaluation of pile-CPT methods using multiple criteria 
 Evaluation of pile-CPT methods using MultiDimensional Unfolding 
 Evaluation of pile-CPT methods using reliability analysis 
 Evaluation of pile-CPT methods using instrumented piles 
 
4.6.  Sensitivity of Pile-CPT Methods to the Soil Classification Method 
 
17 CPT methods including: LCPC, Schmertmann, De Ruiter, Philipponnat, UF, probabilistic, 
Aoki, Penpile, NGI, ICP, UWA, CPT2000, Fugro, Purdue, German, Eurocode7, and ERTC3 are 
dependent on the soil type. It means that in order to use CPT for calculating the pile capacity, it 
is necessary to classify the soil. 
As an example, Figure ‎4.5 shows a comparison of soil classification methods for a pile in 
Gibson-Raceland highway site. The estimated pile capacity, Qu obtained from UWA pile-CPT 
method is evaluated by using probabilistic and Robertson-2010 soil classifications. It can be seen 
that the values of Qp Qm⁄  for UWA pile-CPT method are not much different for probabilistic and 




(a)            (b)              (c)       (d)           (e) 
Figure ‎4.5. CPT data and boring log for TP4 at Gibson-Raceland highway project in 
Terrebonne Parish (Pile 42) (a) Profile of cone tip resistance & friction ratio (b) Soil 
classification from boring (c) CPT soil classification using Zhang and Tumay (1999) (d) Soil 
classification using Robertson (2010) (e) Estimated pile capacity from UWA direct pile-CPT 
method using different soil classifications 
 
As a part of our research, sensitivity of the pile-CPT methods to the soil classification methods 
were analyzed. For this purpose, as shown in Appendix E, for each pile-CPT method the value of 
predicted pile capacity, Qp has been obtained using Robertson (2010) and probabilistic soil 
classifications, separately.  
For quantifying this difference between pile capacity predictions using either soil 
classification, the value of diff (%) is defined in equation (‎4.2), which represents the percentage 
of increase in Qp Qm⁄  in case of using probabilistic soil classification compared to Robertson-
2010 soil classification. 
 diff (%) = [(Qp Qm⁄ )probabilistic
− (Qp Qm⁄ )Robertson
] × 100 (‎4.2) 
Statistical analysis (using SAS/STATTM software) have been used to test the null hypothesis of 
diff (%) equal to zero for different methods. The null hypothesis is rejected in all the methods 
(other than LCPC, Schmertmann, and Aoki) which means that the soil classification has a 
significant result on the ability of the methods for estimating the pile capacity. The statistical 




Figure ‎4.6.  Box plots of diff (%) for different pile-CPT methods 
 




The lowest mean values of diff (%) are for Schmertmann and Penpile methods, which 
shows that on average these methods are less dependent on the soil classification method. On the 
other hand, UWA, Eurocode7, ERTC3, CPT2000, ICP, NGI and Purdue methods show the 
highest mean value for diff (%), which implies that these methods show more significant 
difference for pile capacity dependent on the kind of soil classification used for them. Analysis 
of standard deviations for the above methods shows that Penpile, Schmertmann, and probabilistic 
methods have the lowest values which implies that these methods sensitivity to the soil 
classification method is low. On the other hand, UWA, ERTcC3, Eurocode7, Purdue, Fugro, 
NGI and CPT2000 methods have higher values for standard deviation and therefore their 
sensitivity to the soil classification method is higher. The max and min values of diff (%) in 
LCPC Schmertmann De Ruiter Philipponnat UF Probabilistic Aoki Penpile NGI
mean -1.24 -0.18 -4.63 -2.97 -3.02 1.38 -1.69 -0.82 -8.73
SD 9.03 1.91 7.68 6.21 10.00 3.52 9.31 1.74 10.09
max 27.54 3.12 14.01 11.57 24.72 13.65 21.81 3.33 11.83
min -24.50 -8.78 -33.17 -24.49 -31.68 -13.27 -27.35 -8.32 -47.88
ICP UWA CPT2000 Fugro Purdue Eurocode7 ERTC3 German
mean -9.03 -15.85 -10.47 -6.44 -8.43 -9.44 -9.32 -3.16
SD 9.04 15.44 10.57 11.31 11.59 13.58 14.15 6.65
max 5.12 10.97 6.03 40.57 33.41 16.29 19.65 14.75







Table ‎4.1 represent the range of diff (%). The lowest range is for Penpile, probabilistic, and 
Schmertmann methods which is about ±10%. UWA, ERTC3, and Eurocode7 methods have the 
highest range of -70% to +20%, which means that using probabilistic soil classification might 
estimate percentage of pile capacities 70% less or 20% more than using Robertson soil 
classification. The range of diff (%) for other methods are about -40% to +30%. 
It should be noticed that for the evaluation of the pile-CPT methods, the average values 
of  Qp from probabilistic and Robertson-2010 soil classifications has been used. 
 
4.7.  Evaluation of Pile-CPT Methods Using Multiple Criteria 
 
In this study, an evaluation scheme using three different criteria was considered in order to rank 
the performance of different CPT methods for predicting the ultimate axial capacity of piles. 
These criteria are: (1) the equation of the best fit line of predicted versus measured capacity 
Qp Qm⁄  with the corresponding coefficient of determinations, R
2; (2) the arithmetic mean and 
standard deviation for Qp Qm⁄ ; and (3) Qp Qm⁄  at 50 and 90 percent cumulative probability (P50 
and P90). The fourth criterion reported by (Titi & Abu-Farsakh, 1999) is based on the 20% 
accuracy level for Qp Qm⁄  obtained from histogram and log-normal distribution. This criterion 
seems to represent information about the accuracy and precision of the methods as the others. 
For this reason, it was decided to neglect this criterion in our evaluation analysis. It should be 
noticed that the log normal distribution of Qp Qm⁄  can be addressed by LRFD evaluation of 
resistance factor, φ. 
A rank index (RI) was used in this study to quantify the overall performance of all 
methods. The rank index is the sum of the ranks from the different criteria, RI= R1+R2+R3. The 
lower the rank index RI, the better the performance of the method. The performance of the 
prediction methods based on the four different criteria is discussed below. 
Inspection Appendix F (Qp Qm⁄  plots) shows that LCPC, ERTC3, UF, and Philipponnat 
methods have best fit equation Qfit = 1.03Qm with R
2
=0.73~0.82. These methods tend to 
overpredict the measured pile capacity by an average of 3 percent. Therefore, these methods rank 
number one according to this criterion and is given R1=1 (R1 is the rank based on this criterion).  
The Probabilistic and De Ruiter and Beringen methods with Qfit = 0.97Qm (R
2
=0.77~0.78) tend 
to underpredict the measured capacity by 3 percent and therefore rank next (R1=4). Also, 
German method has Qfit = 1.03Qm, but R
2
=0.67; which is low and therefore rank as R1=4. 
According to this criterion, Aoki and De Alencar, Price and Wardle, and Penpile methods tend to 
underpredict the measured ultimate pile capacity, while the other methods tend to overpredict the 
measured ultimate pile capacity. The Togliani method showed the worse performance with 
Qfit = 1.70Qm (R
2
=0.81) and therefore was given R1=9. 
In the second criterion, the arithmetic mean (μ) and standard deviation (σ) of the ratio 
Qp Qm⁄  values for each method were calculated. The best method is the one that gives a mean 
value closer to one with a lower coefficient of variation (COV), which is the measure of scatter 
in the data around the mean. According to this criterion, Probabilistic and UF methods rank 
number one (R2=1) with μ(Qp Qm⁄ ) = 1.03 and 1.04 and COV=0.33 and 0.35, respectively. 
They are followed by the LCPC, ERTC3, Philipponnat, and De Ruiter and Beringen methods 
(R2=3). De Ruiter and Beringen, Aoki and De Alencar, Price and Wardle, and Penpile have  
μ(Qp/Qm)<1, which means that these methods on average are underpredicting the measured pile 
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capacity. On the other hand, other methods have μ(Qp/Qm)<1, which means that these methods 
on average are overpredicting the measured pile capacity.  
The cumulative probability curves (Appendix F) were used to determine the 50 percent 
and 90 percent cumulative probability values (P50 and P90). The pile capacity prediction method 
with P50 value closer to one and with lower P50 - P90 range is considered the best. Based on this 
criterion, the ERTC3, LCPC and Probabilistic methods with P50 ≈ 1.0 and P90=1.41~1.45 rank 
number one (R3=1) followed by UF, Philipponnat, CPT2000, and De Ruiter and Beringen with 
R3=4. The Togliani method has worst P50 and P90 values and therefore ranks as the worst 
method. 
In order to evaluate the overall performance of the different prediction methods, all 
criteria were considered in a form of an index. The Rank Index (RI) is the algebraic sum of the 
ranks obtained using the four criteria. Considering LCPC method, the RI equals to five as 
evaluated from RI=R1+R2+R3. The Rank Index values for all other methods are presented in 
Table ‎4.2. Inspection of Table ‎4.2 demonstrates that Bustamante and Gianeselli (LCPC/LCP) 
method ranks number one along with ERTC3 method. These two methods showed the best 
performance according to the evaluation criteria and therefore considered the best methods. The 
Probabilistic and UF methods rank number three, followed by Philipponnat, De Ruiter and 
Beringen, CPT2000, UWA, and Schmertmann methods. The Zhou and Togliani methods showed 
the worst performance among all methods. 
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Table ‎4.2. Ranking of pile-CPT methods based on multiple criteria 
  
Best fit calculation 




Cumulative probability  
    
Overall rank 
  






 R1  Mean COV R2  Qp/Qm at P50 Qp/Qm at P90 R3   RI Final rank         
LCPC 1.03 0.74 1 
 
1.07 0.39 3 
 
0.99 1.45 1 
  
5 1 
ERTC3 1.04 0.73 1 
 
1.08 0.35 3 
 
1.01 1.41 1 
  
5 1 
Probabilistic 0.97 0.78 4 
 
1.03 0.33 1 
 
0.99 1.42 1 
  
6 3 
UF 1.03 0.82 1 
 
1.04 0.35 1 
 
0.95 1.45 4 
  
6 3 
Philipponnat 1.03 0.79 1 
 
1.02 0.37 3 
 
0.93 1.42 4 
  
8 5 
De Ruiter 0.98 0.77 4 
 
0.95 0.36 3 
 
0.87 1.24 4 
  
11 6 
CPT2000 1.17 0.79 6 
 
1.11 0.34 6 
 
1.08 1.56 4 
  
16 7 
UWA 1.19 0.82 6 
 
1.17 0.31 6 
 
1.09 1.60 4 
  
16 7 
Schmertmann 1.20 0.77 6 
 
1.21 0.35 6 
 
1.18 1.58 9 
  
21 9 
German 1.03 0.67 4 
 
1.02 0.44 9 
 
0.88 1.52 9 
  
22 10 
Eurocode7 1.22 0.74 6 
 
1.17 0.48 10 
 
1.02 1.87 9 
  
25 11 
Price and Wardle 0.84 0.79 9 
 
0.83 0.34 9 
 
0.78 1.21 9 
  
27 12 
Static 1.16 0.60 9 
 
1.26 0.40 10 
 
1.17 1.71 9 
  
28 13 
NGI05 1.28 0.72 11 
 
1.24 0.45 10 
 
1.10 1.96 14 
  
35 14 
Tumay Fakhroo 1.29 0.69 11 
 
1.36 0.35 10 
 
1.26 2.02 15 
  
36 15 
Fugro 1.44 0.75 13 
 
1.34 0.45 10 
 
1.15 2.14 15 
  
38 16 
Purdue 1.45 0.60 13 
 
1.29 0.56 14 
 
1.02 2.36 19 
  
38 18 
Aoki 0.83 0.64 9 
 
0.77 0.51 16 
 
0.65 1.27 15 
  
40 18 
ICP 1.49 0.74 13 
 
1.33 0.45 10 
 
1.22 2.12 19 
  
42 19 
Penpile 0.54 0.85 13 
 
0.59 0.28 15 
 
0.57 0.77 15 
  
43 20 
Zhou 1.49 0.85 13 
 
1.68 0.28 17 
 
1.60 2.20 21 
  
51 21 
Togliani 1.70 0.81 18   1.83 0.30 18 
 






4.8.  Evaluation of Pile-CPT Methods Using MultiDimensional Unfolding  
 
MultiDimensional Unfolding (MDU) is an approach used in this study, which displays the 
ranking data in a 2-dimensional space. This approach helps us to find out the typical ranking of 
the pile-CPT methods, the extent of agreement between the piles, existence of outliers among the 
piles and pile-CPT methods, and the similarity between the pile-CPT methods. 
In this section, MultiDimensional Scaling (MDS) is described. Then, some examples is 
explained to be solved using MDS. Then, MultiDimensional Unfolding (MDU), as an MDS 
technique is described. Finally, MDU is been used for ranking pile-CPT methods. 
 
4.8.1.  MultiDimensional scaling (MDS): basics 
 
Multidimensional scaling (MDS) is a technique for showing similarity between the objects in a 
low-dimensional space. A symmetric n × n matrix, ∆ known as dissimilarity matrix with 
elements δij is the input matrix for MDS. A very simple example for application of MDS is that 
distances between some cities in the US is given as the input matrix and the result is a two-
dimensional locations of these points reflecting the US map (J. Kruskal & M. Wish, 1978). 
Finding the location of the points in an Euclidean space of dimension p, without any additional 
transformation is the traditional way of performing MDS, referred as classical scaling 
(Torgerson, 1958). 
The objective of performing MDS is finding the configuration matrix, X somehow that 
distances between points, dij be as close as possible to values of δij. The values of dij is defined 
in a p-dimensional space as equation (‎4.3). 
 






Instead of classical scaling, SMACOF approach (Stress Majorization of a COmplicated 
Function) can be used for solving the MDS problem which offers more flexibility (De Leeuw, 
1977; De Leeuw & Heiser, 1980). SMACOF uses Kruskal’s stress, σ(X) (J. B. Kruskal & M. 
Wish, 1978) as the target criterion which is defined in equation (‎4.4). 
 
















= n(n − 1)/2 
(‎4.5) 
Values of ωij consist the matrix of weights, W, which is a symmetric, non-negative, and hollow 
matrix. W matrix can be used for imposing missing values, as ωij = 1 if δij is known and 
ωij = 0 if δij is missing. Other kinds of weighting structures are also available. 
Details of SMACOF solution is available for MDS problems by De Leeuw and Mair, and 
Borg and Groenen (Borg & Groenen, 2005; De Leeuw & Mair, 2011).  
As an example for MDS, below matrix, ∆ (an n × n matrix) shows distances (in miles) 




Solving the MDS to produce two-dimensional X, is as follows: 
1- Torgerson’s transformation: Create a double-center version of ∆, designated to ∆∗, where 
the row sums, the column sums, and overall sum of the cell entries in the matrix are zero. 
For dissimilarity δij in matrix ∆, the corresponding δij










∆∗ should be factorized to obtain the matrix of point coordinated, X (an n × p matrix, 








where V is the n × q matrix of eigenvectors, Λ2 is the q × q diagonal matrix of eigenvalues, 
and q is the rank of ∆∗ (usually equal to n). 
3- Create X from the first p eigenvectors (Vm) and the first p eigenvalues (Vm
2 ): 
 
X = VmΛm 
(‎4.9) 
X, contains point coordinates such that the interpoint distances have a least-squares fit to the 
entries in ∆. 




Delta0 <- read.csv(file= "dist.csv") 
#View(Delta0) 
Delta1 <- Delta0[1:10,2:11] 
rownames(Delta1) <- Delta0[,"City"] 
#View(Delta1) 
fit.LA <- mds(Delta1) 
fit.LA$conf 
op <- par(mfrow = c(1,2)) 
plot(fit.LA) 
theta <- 315*pi/180 ## degrees to radians 
City New Orleans Baton Rouge Shreveport Lafayette Lake Charles monroe Alexandria Slidell Arcadia Houma
New Orleans 0 75.14 281.1 118.13 189.23 214.42 169.73 28.36 246.29 46.02
Baton Rouge 75.14 0 208.38 52.14 122.19 152.59 95.47 84.79 177.47 65.48
Shreveport 281.1 208.38 0 189.14 162.08 95.13 113.67 281.27 48.43  270.72
Lafayette 118.13 52.14 189.14 0 71.57 158.18 79.34 133.81 169.38 89.26
Lake Charles 189.23 122.19 162.08 71.57 0 170.69 87.95 205.34 161.6 155.99
Monroe 214.42 152.59 95.13 158.18 170.69 0 85.05 207.21 46.79 217.93
Alexandria 169.73 95.47 113.67 79.34 87.95 85.05 0 173.75 90.04 157.06
Slidell 28.36 84.79 281.27 133.81 205.34 207.21 173.75 0 243.03 73.3
Arcadia 246.29 177.47 48.43 169.38 161.6 46.79 90.04 243.03 0 242.32 
Houma 46.02 65.48  270.72 89.26 155.99 217.93 157.06 73.3 242.32 0
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rot <- matrix(c(cos(theta), sin(theta), -sin(theta), cos(theta)), ncol = 2) 
fit.LA2 <- fit.LA$conf %*% rot ## rotated configurations 
xmirror <- matrix(c(-1, 0, 0, 1), ncol = 2) 
fit.LA2 <- fit.LA2 %*% xmirror ## mirror configurations 
fit.LA2 
plot(fit.LA2 , xlim = c(-1.0, 1.0), ylim = c(-1.0, 1.0), 
     main = "LA CITIES", xlab="First rotated and reflected eigenvector", ylab
="Second rotated eignvector") 
text(fit.LA2, row.names(fit.LA2), cex=0.8, pos=3, col="black") 
 
The two-dimensional configuration, X for dissimilarity matrix, ∆ is obtained in 
Figure ‎4.7. Figure ‎4.7 (a) represents the original solution of MDS, which by appropriate rotating 
and reflecting, as shown in Figure ‎4.7 (b), Location of the cities in Louisiana can be obtained.  
It should be noticed that in this metric MDS solution, the relative distance between cities is 




Figure ‎4.7. Graph of eigenvectors (a) MDS solution (b) Rotated and first eigenvector 
reflected 
 
If we use the matrix of rank-ordered distances between the cities (ordinal data): 
 
City New Orleans Baton Rouge Shreveport Lafayette Lake Charles monroe Alexandria Slidell Arcadia Houma
New Orleans 0 9 44 19 34 38 29 1 42 2
Baton Rouge 9 0 37 5 20 22 17 11 32 6
Shreveport 44 37 0 33 27 16 18 45 4 43
Lafayette 19 5 33 0 7 25 10 21 28 14
Lake Charles 34 20 27 7 0 30 13 35 26 23
Monroe 38 22 16 25 30 0 12 36 3 39
Alexandria 29 17 18 10 13 12 0 31 15 24
Slidell 1 11 45 21 35 36 31 0 41 8
Arcadia 42 32 4 28 26 3 15 41 0 40
Houma 2 6 43 14 23 39 24 8 40 0
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However it seems to be less information in ∆ matrix, the two-dimensional configuration 




Figure ‎4.8. Graph of eigenvectors (a) MDS solution (b) rotated eigenvectors for ordinal 
data 
 
As shown in Figure ‎4.9, metric MDS seems to work for ordinal data, too. However, it 
imposes an implicit assumption about the relative sizes of differences between dissimilarities and 
using the concept of eigendecomposition is not appropriate. Therefore, a different strategy 
should be used for ordinal dissimilarities, which was described as SMACOF approach: 
1- Initial configuration is created, randomly. 
2- Distance between points is calculated, as d. 
3-  Optimal monotonic transformation of proximities is found, Based on this, optimal scaled 
data f(x) can be obtained. 
4- Kruskal’s stress, σ(X) as shown in equation (‎4.4) is determined. 
5- By minimizing stress, new configuration of data points can be found. 
6- If stress is small enough, terminate the loop, otherwise go to 2. 
This approach is very useful to find the best configuration for rank-ordered dissimilarities 
among different objects. 
 
4.8.2.  Multidimensional unfolding (MDU) 
 
Different MDS techniques have been developed over the years (Cox & Cox, 2000). MDS 
can be divided into one-way and multi-way MDS. In multi-way MDS, different individuals 
(multiple judges and raters, repeated measurements) present dissimilarity for each pair of objects. 
Multi-mode MDS is the case when dissimilarities are qualitatively different, for example objects 
are rated based on different subjects. Each kind of MDS can be provided in metric and non-
metric variants. If dissimilarities, δij are on ordinal scale, transformations of the dissimilarities, 
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d̂ij = f(δij) (commonly known as disparities) can be defined to preserve the order as δIJ < δij  =
> d̂IJ < d̂ij, which is referred to nonmetric. Also, restrictions on configuration matrix, X can be 
applied as shown by (De Leeuw & Heiser, 1980). 
As discussed in previous section, SAMCOF is an MDS solving strategy which uses 
majorization to minimize stress. For the above extensions of classical MDS, some changes for 
SMACOF solution is needed. For example in the cases when K judges present dissimilarity 
matrices, additional algorithms like SMACOF routines for individual differences (also known as 
three-way SMACOF) such as INDSCAL (Individual Differences Scaling), IDIOSCAL, etc. can 
be used. 
The case that we are going to use in this study, is when we have n1 judges rate n2 
objects. Hence, the dissimilarity matrix, is not square. The basic idea is that objects and judges 
are going to be represented on the same scale.  
A simple unidimensional example presented by Alvo and Philip (Alvo & Philip, 2014) is 
shown in Figure ‎4.9, where judges and objects are shown on a line. For this example the rankings 
given to 4 objects by 2 judges are as follows: 
 First Second Third Fourth 
Judge J1 A B C D 
Judge J2 C D B A 
  As seen in Figure ‎4.9, the objects and judges are placed on the line based on the rankings 
given to the objects. By folding the line at each judge point, the original ranking of the objects 
can be observed. For example, as shown in Figure ‎4.9, folding the line at point J1 reveals that 
judge J1 prefers objects A, B, C, and D, respectively. 
 
 
Figure ‎4.9. Uni-dimensional unfolding 
 
It can be seen that it is impossible to place judge 3 giving rankings as DABC for the 
previous example. Multidimensional unfolding (MDU) is the MDS technique used for ranking 
data. SMACOF approach was extended by De Leeuw and Mair (De Leeuw & Mair, 2011) and 
smacof package in R (TeamR, 2017) can be used for solving different MDU problems.  
MDS goodness of fit can be estimated using the standardized version of raw stress, called 
Kruskal’s stress-1, which is somehow not dependent on the absolute values of dissimilarities.  
 
σ1(X) = √












For ordinal MDS, different stress-1 values of 0.2, 0.1, 0.05, 0.025, and 0 represent poor, fair, 
good, excellent, and perfect fit (Kruskal, 1964). The goodness-of-fit of the results also can be 
estimated using the Shepard diagrams separately for the row and column dissimilarities. 
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Displaying the ranking data (preferably in 2-dimensional space) help us to find the typical 
ranking of the objects, the extent of agreement between the judges, existence of outliers among 
the judges and objects, and the similarity between the objects. 
 
4.8.3.  MDU results: 80 Piles  
 
Each pile has been regarded as an individual (judge) which rates the methods based on the values 
of Qp Qm⁄ . If the value of (Qp Qm⁄ ) is one, the method’s rank becomes one. So the ranking is 
based on the value of [abs (Qp Qm⁄ − 1)]. The ranking of the pile-CPT methods have been 
obtained, which is shown in Table ‎4.3. 
 
Table ‎4.3. Ranking of pile-CPT methods for each pile from 1 to 22 
 
 




CPTmethods <- read.csv(file= "methods.csv") 
#View(CPTmethods) 
CPTranking <- CPTmethods[,2:81] 
#View(CPTranking) 
rownames(CPTranking) <- CPTmethods[,"method"] 
#View(CPTranking) 




plot(fit.CPT, label.conf.rows = list(label = TRUE, col=1), label.conf.columns 
= list(label = FALSE),col.rows = hcl(0), col.columns = hcl(240), pch = 10) 
best <- sort(rowMeans(CPTranking, na.rm = TRUE))[1:12] 
worst <- sort(rowMeans(CPTranking, na.rm = TRUE), decreasing = TRUE)[1:12] 
bestworst <- names(c(best, worst)) 
                      Pile
method
1 2 3 4 5 ……… 80
1- Philipponnat 8 7 6 5 13 8
2- UF 6 13 4 2 14 6
3- Aoki 21 17 19 18 20 20
4- Price and Wardle 7 9 7 11 19 18
5- Penpile 22 19 20 17 21 22
6- Tumay Fakhroo 5 1 3 13 2 7
7- NGI05 12 6 5 9 7 10

















































text(fit.CPT$conf.row[bestworst,], labels = bestworst, cex = 0.8, pos = 3, 
     col = hcl(0, l = 50)) 




Figure ‎4.10. MDU results for 22 pile-CPT methods (metric MDS) 
 
It should be noticed that the results shown in Figure ‎4.10 were obtained by Metric MDS, 
which means that dissimilarities and distances are linearly related. The Shepard diagram for this 
metric MDS analysis is shown in Figure ‎4.11. X-axis in Figure ‎4.11 represents dissimilarities, 
which refers to ranking of the methods and changes from 1 to 22. Y-axis represents the distances 
between points shown in Figure ‎4.10.  For each ranking (dissimilarity), 80 points are shown in 
Shepard diagram, that represent distances of 80 piles from the pile-CPT methods. For metric 
MDS, a linear relationship between these dissimilarities and distances exist, which is shown in 
Shepard diagram. The value of σ1 for this MDU analysis was obtained as 0.349. Shepard 
diagram and σ1 value suggest that metric MDU is poor and is not the best fit for the results, 
however 2-dimensional configuration of points, as shown in Figure ‎4.10 is a useful tool for 




Figure ‎4.11. Shepard diagram (metric MDS) 
 
For the second MDU analysis, ordinal MDS was used. The results are shown in 
Figure ‎4.12. The value of σ1 for this MDU analysis was obtained as 0.103, which is much lower 
than metric analysis. However, as shown in Figure ‎4.12, most of the pile-CPT methods are 
located close to each other and the results are not useful for ranking pile-CPT methods. Shepard 
diagram for this analysis is shown in Figure ‎4.13, which shows that this analysis does not 
differentiate much between pile-CPT methods with rankings from 1 to 19. Therefore, the results 








Figure ‎4.13. Shepard Diagram (ordinal MDS, primary) 
For the next MDU analysis, ordinal secondary MDS was used; which is shown in Figure ‎4.14 




Figure ‎4.14. MDU Results for 22 pile-CPT methods (ordinal MDS, secondary) 
 
 
Figure ‎4.15. Shepard diagram (ordinal MDS, secondary) 
 
The other MDU analysis is monotone spline transform in MDU, which is shown in 




Figure ‎4.16. MDU results for 22 pile-CPT methods (monotonic spline MDS) 
 
 
Figure ‎4.17. Shepard diagram (monotonic spline MDS) 
 
It can be seen that monotonic-spline and ordinal secondary MDU results are similar. 




Imposing circle restrictions on the MDU solution for values of [abs (Qp Qm⁄ − 1)] lead 
into the results shown in Figure ‎4.18, with σ1 value equal to 0.579. 
 
 
Figure ‎4.18. MDU results for 22 pile-CPT methods (circular restricted MDS) 
 
Based on the ranking of the pile-CPT methods given by each pile, all piles and pile-CPT 
methods were located in a 2-dimensional space. The average of coordinates of the piles is (0, 0), 
therefore the distance of each pile-CPT method to the center represents how accurate that pile-
CPT method predicts, overall. For metric, ordinal secondary, and circular restricted MDU 
results, the distance of each pile-CPT method to the center was calculated and presented in 
Table ‎4.4. Based on the distance from the center, the rank of each pile-CPT was calculated. The 
final ranking of the methods was obtained based on the summation of rankings for each MDU 
analysis type, known as RI2. Based on the MDU analysis, Probabilistic, UF, Philipponnat, 
German, LCPC, De Ruiter and Beringen, ERTC3, CPT2000, and UWA methods show the 
lowest distance from the center of the piles and therefore rank the best. As shown in Table ‎4.4, 
the results of MDU analysis is not much different from multiple criteria described in previous 
section (Amirmojahedi & Abu-Farsakh, 2019a, 2019b). 
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Table ‎4.4. Ranking of pile-CPT methods based on MDU analysis 
      
Metric MDU 
  Ordinal Secondary 
MDU 





   

















































































































































































































































  Togliani   1.40 22   1.60 22   0.96 21   65 22   
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4.9.  Evaluation of Pile-CPT Methods Using Reliability Analysis 
 
Reliability-based calibration obtained from LRFD principles can be used for evaluating the 
efficiency of pile-CPT methods. In this section, the application of this analysis for evaluating 
pile-CPT methods are described. 
 
4.9.1.  LRFD: background 
 
The conventional method for designing structures is Working Stress Design (WSD), also known 
as Allowable Stress Design (ASD). Under WSD, a factor of safety (F.S.) is used for decreasing 
the ultimate capacity as was shown in equation (‎2.2). The reason for using this factor is the need 
for considering uncertainties in the applied loads and material strength parameters. 
In 1994, American Association of Highway and Transportation Officials (AASHTO) 
introduced LRFD as Load and Resistance Factor Design method for designing structures 
(AASHTO & Design, 1998; Officials, 1994). In LRFD, separate considerations for uncertainties 
of loads and strength are applied. AASHTO mandated that from 2007, all bridge structures and 
foundations that are built with federal budget should be designed using LRFD. 
 
4.9.2.  LRFD: concept 
 
The basic idea behind LRFD is that loads (Q) and resistance (R) should not be considered as 
constant values, but they have to be regarded as distributions (normal or log-normal). Then, the 
limit state function (defined in below equation) is also a distribution with specific characteristics.  
 
g(R, Q) = R − Q 
(‎4.11) 
The purpose of LRFD design is to calculate the probability of failure, which is defined by 
equation (‎4.12): 
 
Pf = p[g(R, Q) < 0] = p[R < Q] 
(‎4.12) 
As an example, if limit state function (g(R, Q)) is normally distributed, the value of β = μg/σg, 








On the other hand, researchers proposed the following equation for correlating the value of β to 
distribution characteristics of R and Q, in case of having log-normal distributions (Nowak, 1999; 

















Researchers have proposed different tables and equations for correlating the values of reliability 
index, β and probability of failure, Pf, considering different normal and log-normal distributions 
for Q and R (Rosenblueth & Esteva, 1972). 
 
4.9.3.  LRFD: calibration 
 
The basic equation of LRFD is shown in equation (‎4.15). The idea is that the design resistance 
(which is the measured resistance decreased by the factor φ, known as resistance factor) should 
be more than the summation of the design loads (which are measured loads Qi, increased by load 
factors γi). 
 φRn ≥∑ηγiQi (‎4.15) 
 
where Rn is the measured resistance (nominal resistance), φ is the resistance factor, Qi are 
different loads such as dead load, live load, etc., η is the load modifier for considering 
redundancy, importance of structures, etc. (η is usually 1.0), and γi are the load factors applied to 
each load type. 
The load parameters in LRFD were studied extensively by different researchers, and the 
following LRFD parameters have been suggested, and specified by AASHTO ((Nowak, 1999), 
(Limin Zhang, Tang, & Ng, 2001), and (McVay et al., 2003)): 
 
γL = 1.75             γQL = 1.15             COVQL = 0.18 
γD = 1.25            γQD = 1.08             COVQD = 0.128 
(‎4.16) 
For obtaining the value of resistance factor φ, different calibration methods have been used 
based on different pile databases available (DiMaggio et al., 1998; Paikowsky, Regan, & 
McDonnell, 1994). Based on these studies, different values of φ from 0.1 to 0.6 were suggested 
based on different methods used for obtaining the axial capacity of the piles (AASHTO, 2007). 
In this study, different approaches of LRFD calibration for finding the value of φ were used: 














+ λQL) exp(βT√ln(1 + COVR




2) FOSM modified 














+ λQL) exp(βT√ln(1 + COVR

























3) First Order Reliability Moment (FORM) method 
It is based on using reliability method for solving the following performance function: 
 g(R, Q) = (
γD + γLκ
φ





4) Monte Carlo (MC) simulation method 
Random variables for Q and R was used in performance function g(R, Q), then the obtained 
reliability index from probability of failure (Pf) was compared to target reliability (βT). This 
process was repeated again and again, until the value of | β - βT | becomes less than a tolerance 
value. 
In this study the value of QD/QL of 3 and target reliability of 2.3 was used. More details 
of the abovementioned approaches are available in literature. 
 
4.9.4.  LRFD results: efficiency of pile-CPT methods using 80 piles  
 
Ranking of different pile-CPT methods can be determined from determining the efficiency of 
them. The predicted capacity from an individual pile-CPT method, Rn is used to find the design 
capacity of the pile, as: 
 Rdesign = φRn (‎4.21) 





where, Rm is the measured capacity (using a criteria such as Davisson). Combining the 
equations: 
  Rdesign = (
φ
λR
⁄ )Rm (‎4.23) 
The term (φ λR⁄ ) identifies the percentage of the measured Davisson capacity that is available 
for design. Therefore, this term represents the efficiency of the pile-CPT method. The higher the 
value of (φ λR⁄ ), the better the method. 
It should be noticed that for calculating λR, for each pile the proportion of measured to 
predicted resistance, λRi should be calculated and the average of these values should be 
considered as the resistance bias factor, λR. 
The target reliability, βT of 2.33 was selected for driven piles, similar to previous studies 
(Abu-Farsakh, Yoon, & Tsai, 2009). 





    
(a) (b) (c) (d) 
    
(e) (f) (g) (h) 




















φ /λR Final rank  
    
 
LCPC 1.04 0.31 0.32 0.54 0.59 0.60 0.60 0.57 9 
 
 
ERTC3 1.02 0.31 0.32 0.53 0.58 0.59 0.59 0.57 8 
 
 
Probabilistic 1.08 0.34 0.37 0.52 0.57 0.58 0.57 0.53 11 
 
 
UF 1.05 0.27 0.29 0.58 0.65 0.65 0.65 0.62 1 
 
 
Philipponnat 1.09 0.30 0.33 0.57 0.64 0.64 0.64 0.59 5 
 
 
De Ruiter 1.16 0.29 0.34 0.62 0.69 0.69 0.69 0.59 3 
 
 
CPT2000 1.00 0.34 0.34 0.48 0.53 0.53 0.53 0.53 13 
 
 
UWA 0.93 0.30 0.28 0.49 0.54 0.54 0.54 0.58 6 
 
 
Schmertmann 0.92 0.34 0.31 0.44 0.48 0.49 0.48 0.53 12 
 
 
German 1.14 0.37 0.43 0.51 0.56 0.56 0.56 0.49 15 
 
 
Eurocode7 0.99 0.35 0.35 0.47 0.51 0.52 0.51 0.52 14 
 
 
Price and Wardle 1.37 0.43 0.59 0.55 0.59 0.59 0.59 0.43 22 
 
 
Static 0.91 0.42 0.38 0.38 0.41 0.41 0.41 0.45 20 
 
 
NGI05 0.94 0.38 0.36 0.42 0.45 0.45 0.45 0.48 19 
 
 
Tumay Fakhroo 0.81 0.30 0.25 0.42 0.47 0.47 0.47 0.58 7 
 
 
Fugro 0.87 0.38 0.33 0.39 0.42 0.43 0.42 0.49 18 
 
 
Purdue 0.94 0.38 0.35 0.42 0.46 0.46 0.46 0.49 17 
 
 
Aoki 1.56 0.37 0.58 0.70 0.76 0.77 0.76 0.49 16 
 
 
ICP 0.89 0.42 0.38 0.36 0.39 0.39 0.39 0.44 21 
 
 
Penpile 1.86 0.33 0.62 0.91 1.00 1.00 1.00 0.54 10 
 
 
Zhou 0.64 0.29 0.19 0.34 0.38 0.38 0.38 0.60 2 
 





Comparing Table ‎4.5 with previous criteria (Table ‎4.2 for multiple criteria and Table ‎4.4 
for MDU analysis) , it is clear that the efficiency criteria based on LRFD is almost consistent 
with the previous criteria and LCPC, ERTC3, Probabilistic, UF, Philipponnat, De Ruiter, 
CPT2000, UWA, Schmertmann, German, and Eurocode7 are among the methods with highest 
rankings. The main difference between these rankings is seen for Zhou, Togliani, and Penpile 
methods. Based on the previous criteria, these methods were considered as the lowest pile-CPT 
methods. Zhou and Togliani methods overpredict the pile capacity with mean values for Qp Qm⁄  
as 1.68 and 1.83, respectively. This overprediction caused that the ability of these methods for 
estimating the pile capacity was considered weak. However, the standard deviations of these 
methods are low which compensate the weakness of these methods in overprediction aspect. In 
fact, LRFD criteria shows that Zhou and Togliani methods have low values of resistance factor 
of 0.38 and 0.35, and the efficiency values, φ λR⁄  of 0.60 and 0.59, respectively. The high values 
of efficiency for these methods suggest that they have to be modified to be considered for 
predicting the pile capacity. On the other hand, Penpile method is a method that underpredicts 
the pile capacity with mean value of 0.59 and therefore, in previous criteria was considered as 
method with low ranking. Using LRFD criterion, the resistance factor, φ for this method 
obtained 1.00 and therefore a high value of efficiency values, φ λR⁄  as 0.54.  
LRFD analysis suggest that using Zhou and Togliani methods with low resistance factor 
of 0.35 and Penpile method with high resistance factor of 1.0 lead into acceptable predictions for 
the resistance of the pile for the design. However, as seen for the other methods, the usual value 
for resistance factor, φ is in the range of 0.5-0.6. A very simple solution for making these 
methods consistent with the others is to modify them by multiplying a coefficient (equal to 
1 λR⁄ ) to their equations. 
 
4.10.  Clustering Pile-CPT Methods  
 
Based on multiple criteria, MDU analysis, and efficiency based on LRFD these methods showed 
acceptable performance in evaluating the ultimate capacity of driven piles in Louisiana: LCPC, 
ERTC3, Probabilistic, UF, Philipponnat, De Ruiter, CPT2000, UWA, and Schmertmann. 
Table ‎4.6 shows the ranking of these methods based on each evaluation criterion: 
 









LCPC 1 5 9 
ERTC3 1 7 8 
Probabilistic 3 1 11 
UF 3 2 1 
Philipponnat 5 2 5 
De Ruiter 6 5 3 
CPT2000 7 8 13 
UWA 7 10 6 
Schmertmann 9 12 12 
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These methods can be shown in a 2-dimensional configuration in Figure ‎4.20 (using 
MDU analysis as described in previous sections):  
 
 
Figure ‎4.20. MDU results for 9 pile-CPT methods (metric MDS) 
 
Displaying the ranking data in two-dimensional configuration enables us to find the 
similarity between the pile-CPT methods. In other words, if a pile-CPT method is close to a 
particular pile in Figure ‎4.20, it means that the prediction of that pile-CPT method is close to the 
measured capacity of that particular pile. When two or three pile-CPT methods are close to each 
other, it means that those pile-CPT methods have similar predictions for the piles. For piles that 
are close to those pile-CPT methods, the predictions were accurate and for piles far from them, 
the predictions were different from measured capacities. 
This concept shows us that we can use Figure ‎4.20 for dividing pile-CPT methods into 
different groups. For this purpose, K-means algorithm used in unsupervised machine learning 
was used. 
 
4.10.1.  K-means clustering: concept 
 
K-means algorithm is a method for automatically cluster similar data to each other. The idea is to 
start by guessing the initial centroids for each cluster, assigning data points to the closest 
centroids, re-computing the centroids based on these assignments, reassigning data points, and 
doing iterations to get the final groups.  
K-means algorithm can be explained through an example: If we want to cluster 80 piles 
shown in Figure ‎4.20 into three groups (K=3). The following algorithm is used: 
1- Initially, three centroids as (-0.5, -0.5), (0, 0), and (0.5, 0.5) was chosen. 




Figure ‎4.21. First iteration of K-means algorithm 
 




Figure ‎4.22. Second iteration of K-means algorithm 
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4- A loop from 2 to 4, until reaching to the minimum for the cost function. 








where m is the number of data points (X), K is number of clusters, c(i) is the index of cluster 
(1,…,K) to which x(i) is assigned, and μc(i) is the coordinate of the centroid which example x
(i) 
is assigned to it. 
The purpose of K-means algorithm is to find the optimization of cost function (also 
known as distortion): 
    J(c
(1), … , c(m), μ1, … , μK)c(1),…,c(m)
μ1,…,μK
min  (‎4.25) 
   
 
 
Figure ‎4.23. Clustering piles into 3 groups after 10 iteration of K-means algorithm  
 
5- It should be noticed that the minimum cost is dependent on initial configuration of 
centroids. For different initial coordinates of centroids, the cost function was calculated 
and the minimum value of all different cost functions was chosen as the finial clustering 






(a) case1: initial  (b) case1: final clustering 
  
(c) case2: initial (d) case2: final clustering 
Figure ‎4.24. The effect of initial configuration on the final clustering 
 
4.10.2.  Clustering pile-CPT methods 
 
K-means clustering was used for clustering LCPC, ERTC3, Probabilistic, UF, Philipponnat, De 
Ruiter, CPT2000, UWA, and Schmertmann methods, as shown in Figure ‎4.20. Number of 
clusters (K) was chosen to be 3. 
The optimization objective was set to be: 



























Figure ‎4.25. Clustering pile-CPT methods into three groups (J=0.36963) 
 
Based on K-means analysis as shown in Figure ‎4.25, the following clustering for pile-
CPT methods were obtained: 
Cluster 1: Philipponnat, UF, Probabilistic, LCPC, and De Ruiter 
Cluster 2: Schmertmann and ERTC3 
Cluster 3: CPT2000 and UWA 
 
4.11.  Combined Pile-CPT Methods 
 
The evaluation of performance of pile-CPT methods showed that nine (9) methods have the most 
performance in predictions the ultimate axial capacity of the piles. However, due to similarity 
between Philipponnat and UF, and between CPT2000 and UWA, only UF and CPT2000 will be 
considered in developing combined pile-CPT methods. Accordingly, the following seven (7) 
pile-CPT methods will be considered here: Schmertmann, De Ruiter and Beringen, Bustamante 
and Gianeselli (LCPC), ERTC3 (European Regional Technical Committee 3), CPT2000, 
probabilistic, and UF methods. In this section, the piles are categorized based on the percentage 
of pile capacity obtained in sand layers and the log-normal distribution nature of the ratio of 
𝑄𝑝 𝑄𝑚⁄  is used to find a relationship for pile capacity based on the values of pile capacity 
obtained by different methods in different categories. This new method uses the combination of 
pile-CPT methods to overcome the problem of overprediction and high variability in sandy 
layers and helps engineers to have a tool for estimating the pile capacity in a more acceptable 
range. 
 
4.11.1.  Log-normal distribution of pile-CPT methods 
 
The ratio of 𝑄𝑝 𝑄𝑚⁄  for the investigated piles has a non-symmetrical distribution around the 
mean value. The log-normal distribution of the 𝑄𝑝 𝑄𝑚⁄  ratio can be used for measuring the range 
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distribution of pile capacity for different pile design methods [4]. The following density function 













where. 𝑥 = 𝑄𝑝 𝑄𝑚⁄  ; and 𝜇𝑙𝑛 and 𝜎𝑙𝑛 are the mean and standard deviation of ln(𝑄𝑝 𝑄𝑚⁄ ), 
respectively. Figure ‎4.26 shows the histogram and log-normal probability distribution of the 7 




    
(a) (b) (c) (d) 
    
(e) (f) (g) (h) 
Figure ‎4.26. Histogram and log-normal distribution of 𝑄𝑝 𝑄𝑚⁄  for different pile-CPT methods
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4.11.2.  Evaluation of pile-CPT methods based on pile category 
In previous sections, it was shown that the pile-CPT methods are able to estimate the capacity of 
the piles in a reasonable range. Comparing the pile-CPT methods to static method showed that 
using CPT data for estimating the pile capacity is an efficient solution and more accurate 
predictions that enable engineers to have a better estimation for choosing the pile length and 
width. It was shown by researchers that ability of static analysis method for predicting the pile 
capacity for piles driven in sandy soils decreases considerably. Most of the time, static analysis 
method overpredicts the pile capacity of such piles. Based on the soil borings, the static analysis 
method uses the Nordlund method for estimating the tip and side capacity for sandy soil layers 
and α-methohd for clayey soil layers. In this study, the authors attempt to evaluate the 
performance of pile-CPT methods based on contributions of sand and clay layers to the ultimate 
pile capacity. The percentage contribution of pile capacity in sandy layers to the total ultimate 
capacity of the entire piles was calculated and categorized into 4 groups. Table ‎4.7 summarizes 
the sand contribution for the pile load tests collected in our database. 
 
Table ‎4.7. Categories of the piles based on the percentage of contribution of sand layers 
to total ultimate capacity 
Category 




1 0-25 43 
2 25-50 9 
3 50-75 17 
4 75-100 11 
All 0-100 80 
 
The performance on each pile-CPT method is studied separately in each of five categories of 
piles based on sand contribution shown in Table ‎4.7. The first category included piles that had 
less than 25 percent of their capacity from the sand layers, while sand layers in the fifth category 
of piles contribute to more than 75 percent of the pile capacity. For static and pile-CPT methods 
arithmetic mean, μ and standard deviation, σ for each category were calculated separately. Also, 
the values of mean and standard deviation of ln(𝑄𝑝 𝑄𝑚⁄ ) were calculated, which were used to 
identify the log-normal distribution of the density function in equation (‎4.28). Based on this 
distribution, 20% accuracy level was calculated that represents the probability of estimating pile 
capacity in the range of 0.8𝑄𝑚 to 1.2𝑄𝑚. Moreover, the values of (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑖𝑛 and 
(𝑄𝑝 𝑄𝑚⁄ )𝑚𝑎𝑥 based on 95% confidential interval were determined. Assuming a normal 
distribution for ln(𝑄𝑝 𝑄𝑚⁄ ), it can be discussed that with 95% confidence the values of 





 (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑖𝑛 = exp
[𝜇𝑙𝑛 − 1.96𝜎𝑙𝑛] (‎4.29) 
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 (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑎𝑥 = exp
[𝜇𝑙𝑛 + 1.96𝜎𝑙𝑛] (‎4.30) 
 
Figure ‎4.27 shows the obtained values for our database categorized based on the contribution of 
sand layer to total pile capacity. 
 
 




Figure ‎4.27 was obtained by calculating arithmetic mean, μ and standard deviation, 𝜎 for 
each category, separately. For category 1, which is related to piles in soils where the contribution 
of sand layer to the total pile capacity was less than 25% (piles in clayey soils), De Ruiter, 
LCPC, probabilistic, and UF methods underpredicted, while Schmertmann, ERTC3, UWA, and 
static methods overpredicted the pile capacity. Schmertmann method with 𝜇 = 1.15 and 
𝜎 = 0.34 and UWA method with 𝜇 = 1.16 and 𝜎 = 0.30 resulted in less accurate estimations 
for the measured pile capacity than other methods for this category. For category 4, where 
contribution of sand layers to the total pile capacity was more than 75%, all methods 
overpredicted the measured pile capacity and standard deviation, 𝜎 was considerably higher than 
other categories. In this category, the arithmetic mean for De Ruiter method was the closest to 
one, which indicates more accuracy for this method for piles in category 4 than the other 
methods. The standard deviation for probabilistic method was less than the others in this 
category, indicating more precision for probabilistic method than the others. 
The values of mean and standard deviation of ln(𝑄𝑝 𝑄𝑚⁄ ) categorized based on the 
contribution of sand layer to total pile capacity (as defined in Table ‎4.7) were calculated to 
obtain log-normal distribution, which was used to calculate the 20% accuracy level as shown in 
Figure ‎4.27. For category 1, which was related to piles in soils where the contribution of sand 
layer to the total pile capacity was less than 25%, the probability of estimating the pile capacity 
using UF method within 0.8𝑄𝑚 to 1.2𝑄𝑚 was 62.48%, showing that UF method is the best 
method for piles in category 1. On the other hand, as shown in Figure ‎4.27, for piles in category 
4, the accuracy level decreased considerably and the highest probability for estimating the pile 
capacity within 0.8𝑄𝑚 to 1.2𝑄𝑚 in category 4 was 40.21% obtained by De Ruiter method. 
Figure ‎4.27 shows the values of (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑖𝑛 and (𝑄𝑝 𝑄𝑚
⁄ )
𝑚𝑎𝑥
. Value for (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑖𝑛 
more than 0.5 and values for (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑎𝑥 less than 2 show that within 95% accuracy, the 
estimated pile capacity is more than half and lower than twice the measured pile capacity. For 
piles in category 1, UWA, Schmertmann, static, UF, and ERTC3 methods had the closest values 
of (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑖𝑛 to 1, in order. On the other hand, the order of methods that had the closest 
values of (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑎𝑥 to 1 was UF, De Ruiter, LCPC, and probabilistic. For piles in category 5 
the order of the methods based on (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑖𝑛 was LCPC, UF, Schmertmann, static, and 
UWA; while based on (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑎𝑥 De Ruiter, probabilistic, UF, and ERTC3 methods showed 
the best performance in sequence.  
Figure ‎4.28 presents the log-normal distributions of the 7 pile-CPT methods based on 
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As shown in Figure ‎4.28, the log-normal distribution for each method is different in each 
category. It can be observed that static and pile-CPT methods overpredict the pile capacity in 
cases where the sand soil contribution in pile capacity is high. Also, increasing the sand 
contribution to the pile capacity causes more variability in the estimations of static and pile-CPT 
methods. In the next section, the properties of log-normal distribution will be discussed. Those 
properties will be used to combine pile-CPT methods and get a better estimation for the pile 
capacity based on the pile categories shown in Table ‎4.7. 
 
4.11.3.  Analytical calculations for log-normal distribution 
 
It was shown that the value of (𝑄𝑝 𝑄𝑚⁄ ) can be regarded as a log-normal distribution. Therefore, 
the value of ln(𝑄𝑝 𝑄𝑚⁄ ) is a normal distribution of (𝜇𝑙𝑛, 𝜎𝑙𝑛
2 ) , where 𝜇𝑙𝑛 and 𝜎𝑙𝑛 are mean and 
standard deviation of the variable’s natural logarithm, respectively. For a normal distributed 
variable, with 95% certainty, the values are located in 𝜇𝑙𝑛 ± 1.96𝜎𝑙𝑛, which gives us the values 
of (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑎𝑥,𝑚𝑖𝑛 = 𝑒
𝜇𝑙𝑛±1.96𝜎𝑙𝑛 . Also, it was shown that log-normal distribution of each 
method is different for each pile category. As shown in Figure ‎4.27 and Figure ‎4.28, by 
increasing the sand contribution, the accuracy of the methods decreases considerably. 
Characteristics of log-normal distributions can be used for shifting the mean value to 
zero, decreasing the standard deviation, and combining the log-normal distributions.  
For a normal distribution of ln(𝑄𝑝 𝑄𝑚⁄ ), 𝜇𝑙𝑛 can be shifted to zero by adding ∆= −𝜇𝑙𝑛 to 
it, which causes the value of 𝑄𝑝 𝑄𝑚⁄  to be changed to 𝑒
∆(𝑄𝑝 𝑄𝑚⁄ ). This change has shown in 
Figure ‎4.29 (a) and (b) where the mean of probability function number 1 has changed to zero in 
probability function number 2. In other words, if 𝑄𝑝 𝑄𝑚⁄  is a log-normal distribution with 𝜇𝑙𝑛 
and 𝜎𝑙𝑛 as its mean and standard deviation, 𝑒
−𝜇𝑙𝑛(𝑄𝑝 𝑄𝑚⁄ ) will be a log-normal distribution with 
0 as its mean and no change in standard deviation. 
Multiplying a normal distribution by λ causes the mean value to change from 𝜇 to λ𝜇 and 
the standard deviation from 𝜎 to λ𝜎. For normal distribution of ln(𝑄𝑝 𝑄𝑚⁄ ) + ∆, where the mean 
value is zero, multiplying by λ changes the standard deviation 𝜎𝑙𝑛 to λ𝜎𝑙𝑛, while the mean value 
remains zero. In other words, as shown in Figure ‎4.29 (c) and (d), λ[ln(𝑄𝑝 𝑄𝑚⁄ ) + ∆] =
ln([𝑒∆(𝑄𝑝 𝑄𝑚⁄ )]
λ
) is a normal distribution with mean and standard deviation equal to zero and 
λ𝜎𝑙𝑛, respectively. Values of λ less than 1 cause the resultant normal distribution to have lower 
standard deviation. Figure ‎4.29 (c) shows that probability function number 3 which is  
[𝑒∆(𝑄𝑝 𝑄𝑚⁄ )]
λ
 is a log-normal distribution with 𝜇 = 0 and standard deviation decreased to λ𝜎𝑙𝑛. 
Linear combination of normal distributions, 𝑋𝑖 with means and standard deviations equal to 𝜇𝑖 
and 𝜎𝑖 is a normal distribution, L, which has the following characteristics: 
 𝐿 =∑𝑐𝑖𝑋𝑖 (‎4.31) 




As shown in Figure ‎4.29 (f) combining two normal distributions of ln(𝑋1) and ln(𝑋2) with mean 
values equal to zero and standard deviations of 𝜎1 and 𝜎2, results in a normal distribution with 
𝜇 = 0 and 𝜎 = (𝜎1
2 + 𝜎2
2)0.5. Therefore, ln(𝑋1) + ln(𝑋2) = ln(𝑋1𝑋2) is a normal distribution 
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with mean and standard deviation equal to zero and (𝜎1
2 + 𝜎2
2)0.5, respectively. In other words, 
𝑋1𝑋2 is a log-normal distribution as shown by probability function number 3 in Figure ‎4.29 (e). 
The summary of resultant changes in log-normal and normal distribution, due to adding ∆=













Figure ‎4.29. Changes in log-normal and normal distribution by shifting the mean value to zero, 





These properties will be used to shift the log-normal distributions to 𝜇 = 0, decrease their 
standard deviations by multiplying by λ < 1, and finally adding them together somehow that the 
resultant standard deviation will be obtained. 
 
4.11.4.  Combined Pile-CPT methods 
 
Generally, by increasing the sand contribution in pile capacity the pile-CPT methods tend to 
overpredict the pile capacity. Also the standard deviation of 𝑄𝑝 𝑄𝑚⁄  for each method for piles in 
sandy soils is more than the other piles. It was shown in Figure ‎4.28 that for each category of 
piles presented in Table ‎4.7, log-normal distribution of (𝑄𝑝 𝑄𝑚⁄ ) for each pile-CPT method is 
different. 
In previous section, it was shown that properties of log-normal distribution can be used to 
produce a log-normal distribution with desired properties. In this section, log-normal properties 
are used for combining predictions of pile-CPT methods of ultimate capacity of piles in each 
category of Table ‎4.7. In this section, combining predictions of pile-CPT methods for a pile in 
category 4 of Table ‎4.7 is explained. The same procedure can be done for piles in other 
categories. 
As shown in Figure ‎4.27, the proportion of pile capacity predicted by Schmertmann 𝑄1, 
De Ruiter 𝑄2, LCPC 𝑄3, ERTC3 𝑄4, UWA 𝑄5, probabilistic 𝑄6, and UF 𝑄7 methods to the 
measured capacity 𝑄𝑚 in category 4 (piles with 75% to 100% capacity due to sand layers) yields 
normal distributions for ln(𝑄1 𝑄𝑚⁄ ), ln(𝑄2 𝑄𝑚⁄ ),…, and ln(𝑄7 𝑄𝑚⁄ ) with means, 𝜇𝑖 equal to 
0.37, 0.17, 0.41, 0.21, 0.34, 0.25, and 0.34 , respectively; and standard deviations, 𝜎𝑖 equal to 
0.36, 0.34, 0.34, 0.37, 0.34, 0.31, and 0.31, respectively. As shown in Figure ‎4.29, adding 𝑒−𝜇𝑖 




λ2),…, and ln([𝑒−0.34(𝑄3 𝑄𝑚⁄ )]
λ7) normal distributions with means equal 
to zero and standard deviations equal to 0.36λ1, 0.34λ2,…, and 0.31λ7, respectively. 
The linear combination of these normal distributions is: 
 
ln([𝑒−0.37(𝑄1 𝑄𝑚⁄ )]
λ1) + ln([𝑒−0.17(𝑄2 𝑄𝑚⁄ )]
λ2) + ⋯+ ln([𝑒−0.34(𝑄3 𝑄𝑚⁄ )]
λ7)
= ln([𝑒−0.40(𝑄1 𝑄𝑚⁄ )]
λ1 × [𝑒−0.21(𝑄2 𝑄𝑚⁄ )]
λ2 ×…
× [𝑒−0.36(𝑄3 𝑄𝑚⁄ )]
λ7) 
(‎4.33) 
Standard deviation for the above normal distribution is: 




Having the value of (𝑄𝑝 𝑄𝑚⁄ )𝑚𝑎𝑥,𝑚𝑖𝑛 = 𝑒
𝜇𝑙𝑛±1.96𝜎𝑙𝑛  equal to 0.5 and 2, respectively, means that 
𝑄𝑝 is in the range of [0.5𝑄𝑚, 2𝑄𝑚] with 95% confidence. This means that the value of 𝜎𝐿 should 
be equal to 
(ln 2)
1.96⁄ = 0.354.  
Equation (‎4.34) has 7 unknown variables λ1 to λ7. For obtaining these values additional 
conditions have to be considered. For increasing the effect of normal distributions with less 
variance, the values of λ𝑖 have been regarded as: 






which results in λ1 =
𝑘
0.362⁄  , λ2 =
𝑘





Solving equation (‎4.34) for these values led to finding the values of λ1 to λ7 equal to 
0.350, 0.389, 0.391, 0.329, 0.379, 0.476, and 0.474, respectively. 
Substituting the values of λ𝑖 in equation (‎4.33) can be used for obtaining the value of pile 
capacity, 𝑄𝑢: 
 
 [𝑒−𝜇1(𝑄1 𝑄𝑢⁄ )]
λ1 × [𝑒−𝜇2(𝑄2 𝑄𝑢⁄ )]
λ2 × …× [𝑒−𝜇7(𝑄7 𝑄𝑢⁄ )]
λ7 = 1 (‎4.36) 
Finally, the general equation for obtaining the value of pile capacity, 𝑄𝑢 was obtained: 
 𝑄𝑢 = 𝐵[𝑄1
𝐴1 × 𝑄2
𝐴2 × …× 𝑄7
𝐴7] (‎4.37) 




The values of B and 𝐴𝑖 for piles in category 4 were obtained as 0.741, 0.126, 0.140, 
0.140, 0.118, 0.136, 0.171, and 0.170. 
Knowing the value of ∑𝐴𝑖 = 1 made it possible to normalize the equation (‎4.37) as 




















where, 𝑄𝑎𝑣𝑔 is the average value of pile capacity from different methods. 
Using the mentioned procedure, the values for B and 𝐴𝑖 were obtained for all the 
categories in Table ‎4.7. Categories of the piles based on the percentage of contribution of sand 
layers to total ultimate capacity, where i=1 to 7 is related to Schmertmann, De Ruiter, LCPC, 
ERTC3, UWA, probabilistic, and UF methods, respectively. These values are shown in 
Table ‎4.8. 
 
Table ‎4.8. Combined pile-CPT method parameters 
Category B A1 A2 A3 A4 A5 A6 A7 
1 1.019 0.122 0.134 0.152 0.118 0.163 0.121 0.190 
2 1.042 0.134 0.124 0.106 0.117 0.165 0.072 0.282 
3 1.033 0.119 0.155 0.128 0.173 0.141 0.152 0.131 
4 0.741 0.126 0.140 0.140 0.118 0.136 0.171 0.170 
All 0.978 0.135 0.146 0.124 0.143 0.159 0.136 0.158 
 
 
The proposed combined pile-CPT methods can be illustrated as follows: 
 Use the pile-CPT methods: Schmertmann, De Ruiter, LCPC, ERTC3, UWA, 
probabilistic, and UF to obtain pile capacities as 𝑄1, 𝑄2,…, and 𝑄7, respectively. 
 Determine the percentage of pile capacity in sand layers and categorize the pile based on 
this value in Table ‎4.7. 
 Find the values of B, A1, A2,…, and A7 constants in Table ‎4.8 based on the pile category. 
The category of “All” is used, in case of unknown category for the pile.  
 Use equation (‎4.37) to evaluate the ultimate pile capacity, 𝑄𝑢 
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4.11.5.  Application of combined pile-CPT method for Louisiana pile database 
 
The procedure mentioned in previous section was used to obtain the results of pile capacity for 
the piles in Louisiana database using combined pile-CPT method. Figure ‎4.30 shows the results 




Figure ‎4.30. (a) Estimated versus. Measured pile capacity (b) Histogram and log-normal 
distribution of (𝑄𝑝 𝑄𝑚⁄ ) for combined pile-CPT method after categorizing piles based on sand 
contribution 
 
As shown in Figure ‎4.30 (a), the slope of the best-fit line for the combined method is 
1.01. Moreover, the coefficient of determination, R
2
 for combined method is 0.86, which is 
higher than static and pile-CPT methods. The values of μln and σln are -0.01 and 0.27, which are 
used to obtain the log-normal distribution for the combined method as shown in Figure ‎4.30 (b). 
20% accuracy level obtained from log-normal distribution is 55.98%, which shows significant 
increase compared to accuracy levels of other methods. The above results indicate the accuracy 
and precision of the obtained pile capacities increases by combining pile-CPT methods. 
For the case of using combined method without categorizing the piles, the obtained results are as 






Figure ‎4.31. (a) Estimated vs. measured pile capacity (b) Histogram and log-normal distribution 
of (𝑄𝑝 𝑄𝑚⁄ ) for combined pile-CPT method without categorizing piles 
 
Based on the results shown in Figure ‎4.31, similar increase in accuracy and precision of 
predictions by combining pile-CPT methods is obtained. However, the results show that 
categorizing piles before combining them leads into more accuracy for pile prediction. The slope 
of the best-fit line in Figure ‎4.31 (a) is 1.03 with coefficient of determination equal to 0.8. . The 
values of μln and σln equal to 0.0 and 0.29 was obtained, which are used for showing the log-
normal distribution in Figure ‎4.31 (b), where has the 20% accuracy level of 51.94%. 
Ranking of different pile-CPT methods can be determined from determining the 
efficiency of them based on reliability analysis from LRFD.  
 
Table ‎4.9. Evaluating the performance of different pile-CPT methods based on LRFD 
reliability analysis 
Pile capacity method bias, λR σ COV ϕ  ϕ /λR 
Schmertmann 0.92 0.31 0.34 0.48 0.53 
De Ruiter 1.16 0.34 0.29 0.69 0.59 
LCPC 1.04 0.32 0.31 0.60 0.57 
ERTC3 1.02 0.32 0.31 0.59 0.57 
UWA 0.93 0.28 0.30 0.54 0.58 
Probabilistic 1.08 0.37 0.34 0.57 0.53 
UF 1.05 0.29 0.27 0.65 0.62 
Combined method 
(with categorizing piles) 
1.05 0.28 0.27 0.65 0.62 
Combined method 
(without categorizing piles) 
1.05 0.31 0.29 0.62 0.60 
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Based on the results of efficiency of the methods in, combining pile-CPT methods with 
or without categorizing piles based on sand contribution shows improvement in predictions for 
pile capacity. The main advantage of categorizing piles and then combining them based on the 
factors in Table ‎4.8, can be seen in Figure ‎4.32, where log-normal distributions for piles in 




Figure ‎4.32. Log-normal distribution of 𝑄𝑝 𝑄𝑚⁄  for the combined pile-CPT method (a) With 
categorizing piles (b) Without categorizing piles based on sand contribution to the pile capacity 
Figure ‎4.32 shows that combined pile-CPT method is a useful technique for increasing 
the accuracy of estimations for ultimate axial capacity of the piles. Using the combined pile-CPT 
method with categorizing piles shows significant improvement, especially in estimation for piles 
in sandy soils. Comparing Figure ‎4.32 (a) and (b) shows that for piles that have less than 75% of 
their capacity from sand layers, no need for categorizing piles is needed.  
Studying the combined pile-CPT method for different pile databases is recommended for 
evaluating its performance in an unbiased manner. The same procedure described in this paper 
can be used for combining different pile-CPT methods. Therefore, interested researchers can add 
more pile-CPT methods to the methods used in this study and obtain reliable values for ultimate 
axial capacity of piles (M. Abu-Farsakh, M. Amirmojahedi, & G. Voyiadjis, 2020; M. Y. Abu-
Farsakh, M. Amirmojahedi, & G. Z. Voyiadjis, 2020).  
 
4.12.  Analyzing and Evaluating Pile-CPT Methods for Instrumented Piles 
 
In this study, the performance of different pile-CPT methods were analyzed and evaluated using 
different instrumented test piles driven in Louisiana for better calculating, separately, the pile 
end bearing capacity and side friction capacity. For piles driven in Louisiana, most of the 
capacity comes from the side resistance. For this matter, the attention of this study is to 
investigate the ability of pile-CPT methods for estimating the side resistance of the piles.  
The results of each pile-CPT method were compared with field experiment and the difference 
were explained. The instrumented piles studied in this research are as shown in below table: 
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Table ‎4.10. Test pile information 
Project Name Pile ID Width, mm (in) Length, m (ft) Hammer Type 
LA-1 TP2 406 (16) 39.6 (130) Vulcan 010 
 
TP3 762 (30) 57.9 (190) Vulcan 010 
 
TP4a 610 (24) 48.8 (160) Vulcan 020 
 
TP4b 610 (24) 64.0 (210) Vulcan 020 
 
TP5a 610 (24) 44.2 (145) Vulcan 020 
 
TP5b 610 (24) 51.8 (170) Vulcan 020 
Bayou Lacassine TP1 762 (30) 22.9 (75) ICE I-46 
 
TP3 762 (30) 22.9 (75) ICE I-46 
Bayou Boeuf TP1 762 (30) 42.2 (142) HPSI 2005 
Bayou Zourie TP1 610 (24) 16.8 (55) ICE I-62 V-2 
 
The results of obtained side resistance obtained from different pile-CPT methods have 
been compared with the results obtained from strain gauge measurements. Below figures shows 
the comparison of the results of total side resistance and unit side resistance for the case of 





Figure ‎4.33. Comparison of pile-CPT results vs strain gauge measurements for pile side 















Figure ‎4.34. Comparison of pile-CPT results vs strain gauge measurements for pile unit side 









The obtained results were used to evaluate these top pile-CPT methods. The comparison 





Table ‎4.11. Tip resistance measured vs. predicted for instrumented piles 
 
Project / TP# BL / 1 BL / 3 BB / 3 BZ LA1 / 2 LA1 / 3 LA1 /4a LA1 / 4b LA1 / 5a LA1 /5b 
Qtip 
(tons) 
Measured/ 14 days 35.52 76.55 203.50 110.00 13.50 260.50 44.50 173.00 21.50 42.00 
Schmertmann 123.43 110.73 189.06 166.45 26.43 122.84 59.58 112.32 69.09 421.81 
De Ruiter 55.54 49.83 161.86 74.90 11.89 66.57 26.81 50.54 31.09 409.37 
LCPC 87.84 83.64 181.71 132.45 16.21 74.40 40.05 67.36 42.37 110.02 
ERTC3 123.43 110.73 189.06 166.45 26.43 122.84 59.58 112.32 69.09 421.81 
UWA 98.74 88.59 119.74 133.16 20.65 94.17 47.41 89.85 54.41 253.09 
probabilistic 77.22 75.19 180.56 103.64 11.80 89.28 29.15 53.22 71.91 175.72 
UF 122.43 104.65 208.55 182.21 17.54 98.00 47.63 96.87 48.53 227.41 
Philipponnat 76.60 71.63 211.46 98.70 12.98 67.22 31.09 54.77 33.73 227.41 
 
Table ‎4.12. Side resistance measured vs. predicted for instrumented piles 
 
Project / TP# BL / 1 BL / 3 BB / 3 BZ LA1 / 2 LA1 / 3 LA1 /4a LA1 / 4b LA1 / 5a LA1 /5b 
Qside 
(tons) 
Measured/ 13 days 190.53 348.45 416.50 420.00 200.00 569.50 407.10 655.00 357.80 344.50 
Schmertmann 212.94 260.54 428.80 252.60 159.86 469.39 478.02 662.19 350.93 495.96 
De Ruiter 209.02 254.73 341.69 183.52 145.35 468.61 351.12 567.32 316.16 438.29 
LCPC 178.13 219.64 358.96 185.59 148.21 399.74 409.86 580.74 303.46 432.94 
ERTC3 175.05 203.79 421.62 150.29 146.41 352.28 410.94 539.80 297.35 425.46 
UWA 294.96 354.44 465.87 315.64 180.92 646.63 476.75 740.59 419.14 684.34 
probabilistic 181.62 201.62 381.46 162.84 150.74 414.11 410.01 564.88 315.81 446.27 
UF 197.01 244.10 341.65 199.59 150.29 467.57 408.30 608.83 323.16 467.19 






Table ‎4.13. Total resistance measured vs. predicted for instrumented piles 
 
Project / TP# BL / 1 BL / 3 BB / 3 BZ LA1 / 2 LA1 / 3 LA1 /4a LA1 / 4b LA1 / 5a LA1 /5b 
Qtotal 
(tons) 
Measured/ 13 days 226.05 425.00 620.00 530.00 213.50 830.00 451.60 828.00 379.30 386.50 
Schmertmann 336.37 371.27 617.86 419.05 186.29 592.23 537.60 774.51 420.02 917.77 
De Ruiter 264.57 304.56 503.55 258.43 157.25 535.18 377.93 617.86 347.25 847.65 
LCPC 265.97 303.28 540.67 318.04 164.41 474.14 449.92 648.10 345.83 542.96 
ERTC3 298.48 314.52 610.68 316.74 172.84 475.12 470.52 652.11 366.43 847.27 
UWA 393.70 443.02 585.61 448.80 201.58 740.80 524.16 830.44 473.55 937.43 
probabilistic 258.83 276.81 562.02 266.48 162.54 503.39 439.16 618.10 387.71 621.99 
UF 319.44 348.74 550.20 381.80 167.82 565.57 455.93 705.70 371.69 694.59 





 The ratio of predicted/measured for tip, side, and total resistance capacity of 
these instrumented piles are also been calculated. These results are shown in below tables. As 
can be seen from Table ‎4.14, all pile-CPT methods (other than De Ruiter) overpredict the tip 
resistance. Also as shown in Table ‎4.15, all pile-CPT methods (other than UWA) underpredict 
the side resistance. Comparing standard deviations of pile-CPT methods for tip resistance and 
side resistance (illustrated in Table ‎4.14 and Table ‎4.15) shows that pile-CPT methods for tip 
resistance has less accuracy and precision than side resistance predictions. 
 The results of total pile capacity estimated from different pile-CPT methods for 
10 instrumented piles are shown in Table ‎4.16. As shown in Table ‎4.17, pile-CPT methods 
showed similar performance in total resistance to the analysis of 80 piles. This shows that the 
sample of selected 10 instrumented piles is accurately represent our database of driven piles in 





Table ‎4.14. Predicted/Measured tip resistance for instrumented piles 
Project / TP# BL / 1 BL / 3 BB / 3 BZ LA1 / 2 LA1 / 3 LA1/4a LA1/5a 
mean  COV 
Pile-CPT methods Qp/Qm for tip resistance 
Schmertmann 3.47 1.45 0.93 1.51 1.96 0.47 1.34 3.21 1.79 1.05 0.59 
De Ruiter 1.56 0.65 0.80 0.68 0.88 0.26 0.60 1.45 0.86 0.44 0.51 
LCPC 2.47 1.09 0.89 1.20 1.20 0.29 0.90 1.97 1.25 0.68 0.54 
ERTC3 3.47 1.45 0.93 1.51 1.96 0.47 1.34 3.21 1.79 1.05 0.59 
UWA 2.78 1.16 0.59 1.21 1.53 0.36 1.07 2.53 1.40 0.86 0.61 
probabilistic 2.17 0.98 0.89 0.94 0.87 0.34 0.65 3.34 1.28 0.99 0.78 
UF 3.45 1.37 1.02 1.66 1.30 0.38 1.07 2.26 1.56 0.93 0.60 
Philipponnat 2.16 0.94 1.04 0.90 0.96 0.26 0.70 1.57 1.06 0.57 0.54 
 
Table ‎4.15. Predicted/Measured side resistance for instrumented piles 
Project / TP# BL / 1 BL / 3 BB / 3 BZ LA1/2 LA1/3 LA1/4a LA1/4b LA1/5a LA1/5b 
mean  COV 
Pile-CPT methods Qp/Qm for side resistance 
Schmertmann 1.12 0.75 1.03 0.60 0.80 0.82 1.17 1.01 0.98 1.44 0.97 0.24 0.25 
De Ruiter 1.10 0.73 0.82 0.44 0.73 0.82 0.86 0.87 0.88 1.27 0.85 0.22 0.26 
LCPC 0.93 0.63 0.86 0.44 0.74 0.70 1.01 0.89 0.85 1.26 0.83 0.22 0.27 
ERTC3 0.92 0.58 1.01 0.36 0.73 0.62 1.01 0.82 0.83 1.23 0.81 0.25 0.31 
UWA 1.55 1.02 1.12 0.75 0.90 1.14 1.17 1.13 1.17 1.99 1.19 0.35 0.29 
probabilistic 0.95 0.58 0.92 0.39 0.75 0.73 1.01 0.86 0.88 1.30 0.84 0.25 0.30 
UF 1.03 0.70 0.82 0.48 0.75 0.82 1.00 0.93 0.90 1.36 0.88 0.23 0.26 







Table ‎4.16. Predicted/Measured side resistance for instrumented piles 
Project / TP# BL / 1 BL / 3 BB / 3 BZ LA1/2 LA1/3 LA1/4a LA1/4b LA1/5a LA1/5b 
mean  COV 
Pile-CPT methods Qp/Qm for total resistance 
Schmertmann 1.49 0.87 1.00 0.79 0.87 0.71 1.19 0.94 1.11 2.37 1.13 0.49 0.43 
De Ruiter 1.17 0.72 0.81 0.49 0.74 0.64 0.84 0.75 0.92 2.19 0.93 0.48 0.52 
LCPC 1.18 0.71 0.87 0.60 0.77 0.57 1.00 0.78 0.91 1.40 0.88 0.26 0.29 
ERTC3 1.32 0.74 0.98 0.60 0.81 0.57 1.04 0.79 0.97 2.19 1.00 0.47 0.47 
UWA 1.74 1.04 0.94 0.85 0.94 0.89 1.16 1.00 1.25 2.43 1.22 0.50 0.40 
probabilistic 1.15 0.65 0.91 0.50 0.76 0.61 0.97 0.75 1.02 1.61 0.89 0.32 0.36 
UF 1.41 0.82 0.89 0.72 0.79 0.68 1.01 0.85 0.98 1.80 0.99 0.35 0.35 
Philipponnat 1.21 0.75 0.89 0.57 0.75 0.65 0.98 0.81 0.95 1.81 0.94 0.36 0.38 
 
 
Table ‎4.17. Comparison of predicted/measured total pile capacity of 10 instrumented piles and total 80 piles in database 
Pile-CPT methods 
10 instrumented piles 80 piles 
mean  mean  
Schmertmann 1.13 0.49 1.21 0.43 
De Ruiter 0.93 0.48 0.95 0.34 
LCPC 0.88 0.26 1.07 0.42 
ERTC3 1.00 0.47 1.08 0.38 
UWA 1.22 0.50 1.17 0.36 
probabilistic 0.89 0.32 1.03 0.33 
UF 0.99 0.35 1.04 0.36 





 Also, the average unit side resistance obtained from strain gauges at the top and 
bottom of each layer was used to evaluate the performance of pile-CPT methods. Totally, from 
10 instrumented piles investigated in our study, unit side resistance of 61 layers were obtained. 
The values of predicted/measured unit side resistance for all these layers are presented in below 
table. Also, these 61 layers were divided into two categories: 
Category 1: layers with average clay percentage more than %50 
Category 2: layers with average clay percentage less than %50 
 Overall, 31 layers belong to category 1 and 30 layers belong to category 2. The 
results of predicted/measured unit side resistance for all the layers in these categories are 
presented in below tables, separately. 
 
Table ‎4.18. Predicted/Measured unit side resistance for 61 layers 
fp/fm Schmertmann De Ruiter LCPC ERTC3 UWA Probabilistic UF 
mean 1.11 0.94 0.95 0.96 1.21 0.95 0.97 
 0.70 0.50 0.61 0.59 0.75 0.61 0.62 
COV 0.63 0.53 0.65 0.61 0.62 0.64 0.64 
 
Table ‎4.19. Predicted/Measured unit side resistance for 31 layers with clay>50% 
fp/fm Schmertmann De Ruiter LCPC ERTC3 UWA Probabilistic UF 
mean 0.96 0.84 0.81 0.88 1.18 0.80 0.82 
 0.44 0.41 0.39 0.43 0.79 0.40 0.41 
COV 0.46 0.49 0.48 0.48 0.67 0.49 0.50 
 
Table ‎4.20. Predicted/Measured unit side resistance for 30 layers with clay<50% 
fp/fm Schmertmann De Ruiter LCPC ERTC3 UWA Probabilistic UF 
mean 1.26 1.05 1.09 1.04 1.25 1.10 1.13 
 0.88 0.57 0.76 0.71 0.71 0.74 0.76 
COV 0.69 0.54 0.70 0.69 0.57 0.67 0.68 
 
 Comparing the results of predicted/measured unit side resistance of Table ‎4.19 
and Table ‎4.20 shows that pile-CPT methods for side resistance in sand have less accuracy and 
precision than side resistance predictions in clays. 
 
4.13.  Developing a Pile-CPT Method for Estimating Axial Capacity  
 
In this study, a model for predicting axial capacity of piles using CPT data was developed. For 
this purpose, strain gauge measurements for 10 instrumented piles, comprised of side resistance 
results for 61 different soil layers were used for developing a model for predicting unit side 
resistance. Then, the results of the developed model were used for all 80 piles in Louisiana 
database, resulting the total side resistance. Having total capacity of these 80 piles from static 
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load tests, the values of tip resistance were obtained. Then, a model for estimating unit tip 
resistance was developed. 
 
4.13.1.  Statistical analysis for unit side resistance 
 
Based on different models proposed by different researchers, the following parameters might be 




′ , L/D, and h/D. For indirect 
pile-CPT methods, we use CPT data to estimate the values of 𝑆𝑢 and 𝜙, and then we use those 
parameters for estimating the side resistance of the pile. Some errors exist in estimating 𝑆𝑢 and 𝜙  
values from CPT data and then more errors will be added when dealing with equations for 
estimating side resistance from 𝑆𝑢 and 𝜙. On the other hand, direct approaches use directly CPT 
data for estimating the unit side of the pile; therefore we are dealing with less errors. 
Cone information (𝑞𝑐 and 𝑓𝑠) are basic data collected in our database. So, for developing a direct 
model, we need to use cone data instead of parameters such as 𝑆𝑢 and 𝜙. Basically, some 
theoretical approaches for estimating the value of 𝑆𝑢, suggest that for cohesive soils: 𝑆𝑢 =
(𝑞𝑐 − 𝜎𝑣0) 𝑁𝑘⁄ . In case of correcting tip resistance, the equation has been modified to: 𝑆𝑢 =
(𝑞𝑇 − 𝜎𝑣0) 𝑁𝑘𝑡⁄ . Also, another parameter is 
𝑆𝑢
𝜎𝑣0
′⁄ , which is representing OCR. Therefore 
another parameter, (𝑞𝑇 − 𝜎𝑣0) 𝜎𝑣0
′⁄  is also added to the parameters. 
So in our model, following parameters were considered: qT, fs, σv0
′ , (qT − σv0), 
(qT − σv0) σv0
′⁄ , L/D, and h/D. To assess the significance of these variables on the predictions of 
the unit side resistance, 𝑓 linear and non-linear regression analysis were conducted. At first, the 
analysis of variance (ANOVA) between the dependent variables (𝑓), and the independent 
variables (qT, fs, σv0
′ , (qT − σv0), (qT − σv0) σv0
′⁄ , L/D, and h/D) were conducted. This way, 
insignificant independent variables in the model were removed and the procedure was repeated 
until only the significant variables were present in the model. 
 
summary(sideresistance.aov) 
              Df Sum Sq Mean Sq F value   Pr(>F)     
qt             1  5.353   5.353  48.967 4.55e-09 *** 
fs             1  4.550   4.550  41.622 3.44e-08 *** 
σv0
′                1  0.000   0.000   0.002 0.965257     
(qT − σv0)      1  0.042   0.042   0.382 0.539400     
(qT − σv0) σv0
′⁄   1  1.424   1.424  13.024 0.000682 *** 
L/D              1  0.003   0.003   0.029 0.865193     
h/D               1  0.291   0.291   2.663 0.108649     
Residuals      53  5.794   0.109                      
 
> summary(sideresistance.aov) 
              Df Sum Sq Mean Sq F value   Pr(>F)     
qt             1  5.353   5.353  45.047 9.60e-09 *** 
fs             1  4.550   4.550  38.290 7.07e-08 *** 
(qT − σv0) σv0
′⁄   1  0.780   0.780   6.567   0.0131 *   




Based on the results of ANOVA analysis, σv0
′ , (qT − σv0), L/D, and h/D were not 
statistically significant at a 5% significance level, and therefore they were removed from 
consideration in developing unit side resistance, 𝑓 models. Output of ANOVA analysis showed 
significant parameters for unit side resistance, 𝑓 were: qT, fs, and (qT − σv0) σv0
′⁄ . 
Multi-collinearity tests were conducted between variables using Pearson correlation coefficients 
and VIF factor. Pearson values show that qT, fs, and (qT − σv0) σv0
′⁄  do not have multi-
collinearity with each other. The acceptable range for VIF values are below 10, which indicates 
that no multi-collinear independent variables were included in 𝑓 models. 
              fsidemeasured   qt   fs  OCR 
fsidemeasured          1.00 0.55 0.75 0.51 
qt                     0.55 1.00 0.77 0.77 
fs                     0.75 0.77 1.00 0.52 
OCR                    0.51 0.77 0.52 1.00 
 
vif(model) 
      qt       fs      OCR  
4.465362 2.508041 2.523997  
 At the end, based on side resistance results from 61 layers obtained from 
instrumented piles, the following models were obtained as shown in Table ‎4.21. Among the 
suggested models, the following model was selected to be used for getting the value of unit side 
resistance: 
 𝑓 = (1.32𝑠𝑎𝑛𝑑)(𝑞𝑇 100⁄ ) + 0.66(𝑠𝑖𝑙𝑡 + 𝑐𝑙𝑎𝑦)𝑓𝑠 (‎4.39) 
The above model is simple (no need for calculating stresses) and the obtained errors for this 









R2 Adj R2 
qT f=1.8*(qT/100) 13.57 0.628 0.6218 
  f=1.4*(qT/100)
0.63 11.95 0.6723 0.6669 
fs f=0.65*fs 7.859 0.7845 0.7809 
  f=0.68*fs
0.93 7.813 0.7857 0.7822 
(qT - v0) f=1.9*((qT - v0)/100) 14.46 0.6034 0.5968 
  f=1.5*(qT - v0)/100)
0.56 11.88 0.6742 0.6688 
qT, fs f=-0.02*(qT/100)+0.66*fs 7.858 0.785 0.777 
 f=0.33*(qT/100)
0.1+0.31*fs
1.5 7.202 0.802 0.796 
  f=-0.14*((qT - v0)/100)
0.95+0.72*fs
0.93 7.79 0.786 0.779 
qT, % f=(1.1 sand +0.8 silt+ 3.0 clay)*(qT/100) 10.33 0.717 0.702 
  f=(1.2 sand +0.4 silt+ 2.5 clay)*(qT/100)
0.77 9.843 0.73 0.716 
fs, % f=(0.59 sand +0.99 silt+ 0.61 clay)*fs 7.714 0.788 0.778 
  f=(0.57 sand +1.01 silt+ 0.60 clay)*fs
1.02 7.712 0.789 0.778 
(qT - v0), % f=(1.1 sand +0.9 silt+ 3.3 clay)*((qT - v0)/100) 10.9 0.701 0.686 
  f=(1.2 sand +0.5 silt+ 2.5 clay)*((qT - v0)/100)
0.68 9.885 0.729 0.715 
qT ,fs, % 
f=(13.1 sand -7.9 silt -0.6 clay)*(qT/100)+(-6.49 sand +5.15 silt+ 0.63 
clay)*fs  
4.885 0.866 0.851 
 f=(-1.2 sand +0.2 silt -4.4 clay)*(qT/100)+1.46*fs 6.533 0.821 0.808 
 f=(0.2 sand)*(qT/100)+0.64*fs 7.822 0.786 0.778 
100 
 
 f=(1.32 sand)*(qT/100)+0.66*(silt+clay)*fs 7.545 0.793 0.786 
 f=(1.25 sand)*(qT/100)
0.62+0.66*(silt+clay)*fs
0.98 7.505 0.794 0.787 
 f=(1.23 sand)*(qT/100)
0.55+0.64*(silt+clay)*fs 7.507 0.794 0.787 
 f=(1.30 sand)*(qT/100)+0.68*(silt+clay)*fs
0.93 7.508 0.794 0.787 
  f=2.6*(silt+clay)*(qT/100)+(0.29 sand)*fs 11.25 0.691 0.681 
(qT - v0), fs, 
% 
f=(12.3 sand -6.6 silt  +0.8 clay)*((qT - v0)/100)+(-5.92 sand +4.18 silt +0.40 
clay)*fs  
5.11 0.86 0.845 
 f=(-0.8 sand -0.75 silt -4.1 clay)*((qT - v0)/100)+1.34*fs  6.586 0.819 0.807 
 f=(0.2 sand )*((qT - v0)/100)+0.64*fs  7.822 0.786 0.778 
 f=(1.36 sand )*((qT - v0)/100)+0.66*(silt+clay)*fs  7.562 0.793 0.786 
 f=(1.28 sand )*((qT - v0)/100)
0.66+0.67*(silt+clay)*fs
0.96 7.534 0.793 0.786 
 f=(1.25 sand )*((qT - v0)/100)
0.51+0.65*(silt+clay)*fs  7.543 0.793 0.786 
 f=(1.34 sand )*((qT - v0)/100)+0.69*(silt+clay)*fs 
0.92 7.51 0.794 0.787 
  f=2.9*(silt+clay)*((qT - v0)/100)+(0.28 sand)*fs  11.69 0.679 0.669 
qT, fs, %, 'v0 
f=(2.0 sand)*(qT/100)+0.73*(silt+clay)*fs+(-0.706 sand +0.456 silt -0.147 
clay)*'v0 
6.065 0.834 0.819 
 f=(1.2 sand)*(qT/100)+0.61*(silt+clay)*fs+0.038*'v0 7.371 0.798 0.787 
 f=(1.2 sand)*(qT/100)+0.65*(silt+clay)*fs+(0.066 sand )*'v0 7.522 0.794 0.783 
 f=(1.3 sand)*(qT/100)
0.43+0.66*(silt+clay)*fs
0.98+(-0.090 sand )*'v0 7.49 0.795 0.784 
 f=(1.3 sand)*(qT/100)
0.40+0.65*(silt+clay)*fs+(-0.086 sand )*'v0 7.491 0.795 0.784 
 f=(1.3 sand)*(qT/100)+0.68*(silt+clay)*fs
0.95+(0.030 sand )*'v0 7.504 0.794 0.784 
 f=(1.2 sand)*(qT/100)+0.63*(silt+clay)*fs+0.078*(sand+silt)*'v0 7.214 0.802 0.792 
 
f=(1.1 sand)*(qT/100)+0.58*(silt+clay)*fs
1.10+0.100*(sand+silt)*'v0 7.168 0.803 0.793 
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4.13.2.  Statistical analysis for unit tip resistance 
 
The developed model for side resistance, shown in equation (‎4.39), was used for obtaining side 
resistance for all 80 piles in Louisiana pile database. Subtracting the obtained side resistance 
values from total resistance results in tip resistance values. It should be noticed that for 31 of 80 
piles the obtained tip resistance values were negative, which is due to overprediction of side 
resistance for these cases. The developed models for tip resistance were based on 49 piles, as 
shown in Table ‎4.22. The obtained regression models were obtained using different influence 
zone distances, however, the results does not show much difference between the obtained model 
parameters. At the end, the influence zone of 3D (D is the pile’s width) above and below the tip 
was chosen with a condition of having the average tip resistance value, 𝑞𝑇−𝑎𝑣𝑔 less than the 
average of tip resistance for the layer below the tip to 3D. Based on the regression models shown 
in Table ‎4.22, below equation is suggested for obtaining tip resistance: 







Table ‎4.22. Regression models for unit tip resistance 




R2 Adj R2 
qT-avg 
qp=(0.15*sand+0.84silt+0.84clay)*qT-avg 20647 0.442 0.405 
1Da-1Db 
qT-avg 
qp=(0.15*sand+0.84silt+0.84clay)*qT-avg 20647 0.442 0.405 
min(1Da-1Db, 1Db) 
qT-avg 
qp=(0.14*sand+0.68silt+0.77clay)*qT-avg 21131 0.429 0.391 
2Da-2Db 
qT-avg 
qp=(0.14*sand+0.67silt+0.80clay)*qT-avg 21384 0.422 0.384 
min(2Da-2Db, 2Db) 
qT-avg 
qp=(0.12*sand+0.78silt+0.71clay)*qT-avg 21088 0.43 0.393 
3Da-3Db 
qT-avg 
qp=(0.12*sand+0.77silt+0.74clay)*qT-avg 21401 0.421 0.384 
min(3Da-3Db, 3Db) 
qT-avg 
qp=(0.09*sand+0.69silt+0.69clay)*qT-avg 21393 0.422 0.384 
4Da-4Db 
qT-avg 






Chapter 5.  Finite Element Analysis of Laterally Loaded Piles in Clays 
 
5.1.  Introduction 
 
In this chapter, a p-y curve model for laterally loaded piles in clays under undrained conditions is 
developed using the results of finite element modeling. Each element of the p-y curve (ultimate 
lateral soil resistance, initial slope, characteristic shape function) is studied thru parametric 
investigations in which the effect of pile and soil parameters are evaluated. Using the results 
from the parametric study, numerical models for the ultimate resistance, initial slope, and 
characteristic shape function are verified and compared to existing models. . In clays, the 
ultimate lateral soil resistance is a function of the undrained shear strength (𝑆𝑢), pile width (D), 
and the lateral bearing capacity factor (𝑁𝑝). The initial slope in the p-y curve is controlled by the 
parameter 𝑦50 which is a function of the soil strain level at 0.5𝑆𝑢 in the triaxial test ( 50), pile 
width (D), and 𝑁𝑝 as will be shown later. A hyperbolic function is used to describe the 
characteristic shape of p-y curve following the existing models in the literature. For each element 
of the p-y curve, parametric studies using FE are presented and discussed. The FE results are 
then used to develop and verify the models for the p-y curve elements. 
 
5.2.  Ultimate Soil Resistance 𝒑𝒖 
 
The ultimate lateral soil resistance (𝑝𝑢) is related to the soil strength and pile width as: 
 
𝑝𝑢 = 𝑁𝑝𝑆𝑢𝐷  
 (‎5.1) 
where 𝑁𝑝 is the bearing capacity factor, 𝑆𝑢 is the undrained shear strength, 𝐷 is the pile width. 
The bearing capacity factor varies with depth due to the two failure mechanisms in the soil 
(wedge failure and flow around failure), as discussed in the literature review chapter (chapter 3). 
The upper-bound values for 𝑁𝑝 (or 𝑁𝑝𝑢) for the flow around failure mechanism was estimated in 
the analytical solution by  (M. F. Randolph & Houlsby, 1984) and later revised by (Martin & 
Randolph, 2006b). 𝑁𝑝𝑢 values falls in the range (9.2-11.94) and are dependent on the pile 
adhesion factor (𝛼), which ranges between 0 and 1.0. 𝑁𝑝 varies with depth such that it increases 
from the ground surface to the critical depth after which it reaches the upper bound limit 𝑁𝑝𝑢. 
The actual variation of 𝑁𝑝 is debatable as different models in the literature exist for clays (soft or 
stiff) and above or below water. In the following section, the finite element modeling was used to 
study the factors affecting 𝑁𝑝 variation and then develop a generalized model for 𝑁𝑝 in clays in 
undrained conditions. 
To estimate the bearing capacity factor Np, the results of the ultimate soil resistance (𝑝𝑢) 
is needed first, which is then normalized to obtain Np using the undrained shear strength (Su) 
and pile diameter (D). Figure ‎5.1 shows the finite element model used for studying Np. The 3-D 
FE model comprised of cylindrical pile surrounded by semi-infinite soil domain. Only half of the 
pile and soil was modeled due to symmetry which significantly reduces the solution time. The 
pile and the soil were modeled using solid continuum elements (C3D8R) and the FE mesh 
density was varied so that it is denser near the pile. The undrained clay constitutive behavior was 
modeled as linear elastoplastic material with Mohr-Coulomb yield criteria (𝑐 = 𝑆𝑢, 𝜙 = 0) and 
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Poisson’s ratio 𝜈 = 0.49. The total depth of the soil domain was taken as 15 times the pile width 
(D), which was found sufficient for studying Np variation. The soil side boundary was placed far 
from the pile (at 40D) to eliminate the effect from boundary conditions. The soil’s side boundary 
was constrained in the x and y directions only, while the bottom boundary was constrained in the 
z direction only. For the symmetry plane, only the y direction was constrained. 
The pile width (D) was varied in the study and its length was chosen to extend above and 
below the soil boundaries by 1D (Figure ‎5.1). This is because the loading scheme was to push 
the whole pile laterally so that the ultimate soil resistance is mobilized simultaneously over the 
whole depth. This approach is more efficient compared to loading the pile at the top only and 
allows estimating the ultimate soil resistance within the whole depth in a single run. The pile 
constitutive behavior was modeled as linear elastic and the properties of concrete was selected 
(𝑓𝑐
′ = 5500 psi) with Young’s modulus (𝐸𝑝 = 57000√𝑓𝑐′) and Poisson’s ratio (𝜈 = 0.2). 
 
 
Figure ‎5.1. Geometry and mesh of the FE model used to study the bearing capacity factor (𝑁𝑝) 
 
The effect of pile adhesion is accounted for by using an interface model, which was 
incorporated using the contact modelling approach in Abaqus. The interface has zero-thickness 
and transfers normal and tangential stresses (with respect to the interface) between the pile and 
the soil and allows controlling the pile adhesion factor (𝛼). The interface normal stress is 
governed by the “Hard contact” rule which (1) transfers the normal stress (in bearing mode) only 
when the surfaces are in contact and with no maximum limit, (2) doesn’t transfer tensile normal 
stress, and (3) allows pile-soil separation (i.e. gap formation). The tangential stress is transferred 
when the surfaces are in contact and is limited by the maximum value which is controlled by the 
adhesion factor (𝛼) and the soil’s undrained shear strength 𝑆𝑢 (𝜏𝑖_𝑚𝑎𝑥 = 𝛼𝑆𝑢). For example, for 
smooth piles (𝛼 = 0) the tangential stress limit is 𝜏𝑖_𝑚𝑎𝑥 = 0, while for rough piles (𝛼 = 1) the 
tangential stress limit is 𝜏𝑖_𝑚𝑎𝑥 = 𝑆𝑢. 
The simulation was performed in two steps. In the first step, the geostatic stress in the soil 
was established by applying gravity load (g=32.2 ft/s2) in the global z-direction and the global 
stress equilibrium is achieved. In the second step, the pile was pushed laterally a distance of 
0.15D, which was found sufficient to mobilize the ultimate soil resistance. 
    
    




To estimate the bearing capacity factor (𝑁𝑝) with depth, the soil resistance profile is 
needed. The soil resistance (p) represents the net soil resistance (i.e. the net normal stress and 
pile surface friction) acting against the lateral pile movement at certain depth. The common 
approach to obtained the soil resistance profile is by differentiation of the bending moment or 











where 𝑀(𝑧) is the bending moment function, 𝑉(𝑧) is the shear force function, z is the depth. 
The bending moment or shear force measurements are obtained at several points over the pile 
length, and then a high order polynomial or cubic spline fit is used to obtain a differentiable 
function (e.g., (K. Georgiadis & Georgiadis, 2010), (Nip & Ng, 2005), (Haiderali & Madabhushi, 
2016)). Georgiadis obtained the soil resistance profile by differentiation of the shear force 
profile, while np and ng obtained the soil resistance by double differentiation of bending moment 
profile. (Haiderali & Madabhushi, 2016) studied and compared the accuracy of high order 
polynomials and cubic splines for constructing the bending moment profile from instrumented 
piles and then obtaining the soil resistance profiles by differentiation. They concluded that cubic 
splines are generally more accurate than polynomial fits. Cubic splines doesn’t produce severe 





 derivatives. Therefore, in this study cubic spline fits were used to create 
the shear force profile and then perform differentiation to obtain the soil resistance profile.  
In the FE model, the shear force was obtained at equidistant points (1D spacing) for a total of 15 
points starting from the ground surface. Then the shear force profile was obtained using a cubic 
spline fit, as shown in the example in Figure ‎5.2. 
 
 
Figure ‎5.2. Example for FE results for pile shear and the profile using cubic spline fit 
 
The soil resistance profile (𝑝) was obtained from the slope (first derivative) of the cubic 
spline function. Finally, the bearing capacity factor (𝑁𝑝) was estimated by normalizing the soil 
resistance profile using the undrained shear strength and pile width (𝑁𝑝 =
𝑝
𝑆𝑢𝐷
), see Figure ‎5.3. 
The soil resistance profile in the figure shows that Np is nonlinearly increasing till the depth at 
which the flow around failure mechanism limits the value of Np.  
 amplin  poin s 





Figure ‎5.3. Example showing the steps to obtain the soil resistance profile and the bearing 
capacity factor 𝑁𝑝 
 
The influence of several factors on the ultimate soil resistance and variation of 𝑁𝑝 with 
depth was investigated in the form of parametric study. For undrained clay conditions, the factors 
known to influence 𝑁𝑝 are the undrained shear strength (𝑆𝑢), effective unit weight of soil (𝛾′), 
pile width (𝐷), and pile adhesion (𝛼) (Matlock (Matlock, 1970), Reese et al. (L. C. Reese, Cox, 
& Koop, 1975), Sullivan (William Randall Sullivan, 1977)). Table ‎5.1 summarize the variables 
and the cases analyzed in FE. It should be mentioned that the soil elastic modulus has no 
influence of the ultimate soil resistance but affects the initial slope as shown in later section. In 
all cases, the soil properties were constant with depth and the undrained behavior is enforced by 
using Poisson’s ratio of 𝜈 = 0.49. 
 
Table ‎5.1. Factorial for 𝑁𝑝 parametric study cases 
Studied variable 
Undrained shear 





unit weight (𝛾′) – 
(pcf) 
Pile width (𝐷) – 
(ft) 
Pile adhesion (𝛼) 
Undrained shear 
strength (𝑆𝑢) 
0.17, 0.25, 0.5, 
0.7, 1.0, 2.0, 4.0 
120 3 0 
Soil effective 
unit weight (𝛾′) 
0.25 50, 70, 90, 120 3 0 
Pile width (𝐷) 0.25, 0.5 120 2, 3, 4 0 
Pile adhesion (𝛼) 0.25 50, 70, 90, 120 3 0, 0.5, 1 
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5.2.1.  Effect of undrained shear strength (𝑺𝒖)  
 
The results for 𝑁𝑝 variation at different undrained shear strength are shown in Figure ‎5.4. The 
selected values for the undrained shear strength 𝑆𝑢 cover the range from soft (< 250 psf) to very 
stiff (> 2000 psf) clays. It can be noticed that 𝑆𝑢 has strong influence on 𝑁𝑝. The results show 
that the rate of Np increase with depth decreased when 𝑆𝑢 increased, and consequently the depth 
at which the upper-bound limit for 𝑁𝑝 (𝑁𝑝𝑢) is reached became deeper. This indicates that the 
conditions for the flow around failure requires greater confinement (or overburden stress) in 
stiffer clays. The observation is also in agreement with prediction models for 𝑁𝑝 by (Matlock, 
1970), (L. C. Reese et al., 1975), (William Randall Sullivan, 1977). Near the ground surface, the 
results show that 𝑁𝑝 values were approximately equal to 2.0, which is similar to what Reese et 
al. proposed but lower than Matlcok’s value of 3.0. Assessing the value of 𝑁𝑝 near the ground 
surface is difficult in experiments due to the singularity at this location and the unknown 
influence from pile adhesion. In the current FE model, pile adhesion is controlled as an input and 
the effect of singularity is minimized by adding artificial points above the ground surface with 
constant shear force magnitude. The artificial points restrain the cubic spline fit for the shear 
force curve so that the derivative doesn’t vary widely with the studied variable. The range of 𝑁𝑝 
at the ground surface in the parametric study was 1.8-2.2. 
 
 
Figure ‎5.4. Effect of undrained shear strength on 𝑁𝑝 variation 
 
5.2.2.  Effect of soil e  ec ive  ni   ei    (γ') 
 
The results for the effect of soil effective unit weight 𝛾′ on 𝑁𝑝 variation is shown in Figure ‎5.5. 
The results show that the rate of Np increase with depth decreases when 𝛾′ decreases. This is 
because 𝛾′ directly affects the rate of increase in overburden stress. Also, similar to the influence 
of Su, the depth at which the upper-bound value for 𝑁𝑝 is reached becomes deeper with smaller 
𝛾′. The impact of 𝛾′ however is milder than 𝑆𝑢, which is due to the fact that 𝛾′ values are 
bounded in nature (70-130 pcf) and it is linearly related to Np as will be shown later.  
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Figure ‎5.5. Effect of soil effective unit weight on 𝑁𝑝 variation 
 
5.2.3.  Effect of pile a  esion (α) 
 
The influence of pile adhesion factor (α) on 𝑁𝑝 variation is depicted in Figure ‎5.6. The results 
are shown for three pile cases with α = 0.0 (smooth), 0.5 (intermediate), 1.0 (rough) at different 
𝛾′ (120, 90, 50 pcf). The effect of pile adhesion is known to increase Np, which is due to the 
additional resistance from the surface friction. Following the analytical solution by (M. F. 
Randolph & Houlsby, 1984) and (Martin & Randolph, 2006a), the upper-bound limits for 𝑁𝑝 
(𝑁𝑝𝑢) in the flow around failure mechanism at α = 0.0, 0.5, 1.0 are 9.2, 10.8, 11.94, respectively, 
as indicated by the dashed lines in Figure ‎5.6. It can be noticed that Np increases at slightly 
higher rate initially (up to z/D = 2) when α is increased and then the rate reaches a constant value 
until the depth of 𝑁𝑝𝑢 is reached. Also, 𝑁𝑝 value at the ground surface increased slightly when α 
increased (on average, +0.3 at α = 0.5, +0.55 at α = 1.0 relative to cases with α = 0.0).   
 
 
Figure ‎5.6. Effect of pile adhesion (α) on 𝑁𝑝 variation 
  ‎ ecrease 
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5.2.4.  Effect of pile width (D) 
 
The results for the effect of pile width (D) is shown in Figure ‎5.7, in which three pile widths 2, 3, 
and 4 ft were studied. The results show that larger pile width increased the rate of 𝑁𝑝 increase 
with depth, which is due to the fact that larger pile width mobilizes greater soil resistance at the 
same relative depth (z/D). At the ground surface, 𝑁𝑝 values were not affected by the change in 
the pile width. 
 
 
Figure ‎5.7. Effect of pile width (D) on 𝑁𝑝 variation 
  
 
5.3.  Model Development for 𝑵𝒑 Variation With Depth 
 
Using the parametric study results, a unified model for 𝑁𝑝 variation with depth is developed. 
There are several models in the literature for predicting 𝑁𝑝 variation but each model is given for 
specific clay type (soft or stiff clay) and others for cases with soil above water table or below 
water table ((Matlock, 1970), (L. C. Reese et al., 1975), (William Randall Sullivan, 1977), 
(Dunnavant & O'Neill, 1989)). Other prediction models  ((Murff & Hamilton, 1993), (K. 
Georgiadis & Georgiadis, 2010), (J. Yu et al., 2015))  for 𝑁𝑝 in clays that don’t incorporate the 
effects of undrained shear strength, effective unit weight, and pile width are considered 
inadequate and are not used in the later discussion. The developed model is applicable for all 
clay types (soft or stiff), soil conditions (above or below water), and pile sizes. 
The Np model characteristics was chosen following the observations from the parametric 
study results. The characteristics of the model are summarized as follows: 
1. Within the depth range (0 < z < 2D), 𝑁𝑝 increased nonlinearly with depth starting at a 
value of 2.0 approximately for smooth piles (α = 0.0). The rate of increase is a function 
of 𝑆𝑢, 𝛾′, and D. 
 p   .   
   ecrease 
110 
 
2. Within the depth range (2D < z < Zc), 𝑁𝑝 increased linearly with depth until it reaches 
the upper-bound limit 𝑁𝑝𝑢. The rate of increase is a function of 𝑆𝑢, 𝛾′, and D. 
3. For non-smooth piles (α > 0.0), 𝑁𝑝 increased at higher rate within the shallow depth (0 < 
z < 2D). For depths z > 2D, 𝑁𝑝 increased at the same rate regardless of α value. The 
depth at which 𝑁𝑝𝑢  is reached increased slightly at higher α due to the higher 𝑁𝑝𝑢 value 
corresponding to the value of α  




Figure ‎5.8. General characteristics of 𝑁𝑝 variation used for model development 
 
In nonlinear zone (0 < z < 2D), it is assumed that 𝑁𝑝 variation follows a power function 












where 𝑘 and 𝑛 are model parameters, z is the depth from the ground surface, D is pile width. 
The model function is initially developed using the results for smooth piles (α = 0.0) and then 
adjusted for non-smooth piles (α > 0.0). 𝑁𝑝 results for smooth piles from the parametric study 
was used to evaluate the parameters 𝑘 and 𝑛 in equation (‎5.3). The function was fitted to Np 
results using an iterative scheme, and 𝑘 and 𝑛 were found to correlate with the ratio 
𝛾′𝐷
𝑆𝑢
. A linear 
















where 𝛾′̅and 𝑆𝑢̅̅ ̅ are the average values within the depth 0 < z < 2D. 
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which is consistent with the previous observations from FE results and the subsequent part in the 
linear zone. It was found that 
𝛾′𝐷
𝑆𝑢
 defines a unique 𝑁𝑝 variation for all cases with different values 
of D, 𝑆𝑢, 𝛾
′ but similar 
𝛾′𝐷
𝑆𝑢
. For instance, a pile with D =3 ft, 𝑆𝑢=500 psf, 𝛾
′=120 pcf would have 
the same Np variation with normalized depth as in another pile with D =2 ft, 𝑆𝑢=250 psf, 𝛾
′=90 
pcf, because both have the same 
𝛾′𝐷
𝑆𝑢
= 0.72. This however doesn’t mean the two cases would 
have similar ultimate lateral capacity; one should recall that the 𝑁𝑝 variation obtained from the 
developed model is nondimensional and will be unique to the problem after it is converted to the 
actual problem dimensions.  
For non-smooth piles (α > 0.0), the values of 𝑁𝑝𝑜 and parameter k increased when α 
increased, while parameter n remain fairly unchanged. The adjustment for 𝑁𝑝𝑜 as function of 𝛼 
was obtained using linear regression. 
 
𝑁𝑝𝑜 = 2.0 + 0.6𝛼 
 (‎5.6) 
Similarly, the adjustment for parameter k as function of α was obtained using an exponential 
function: 
 
𝑘(𝛼) = 𝑘(0) + (1− exp[−0.71𝛼]) 
 (‎5.7) 
where 𝑘(0) is the value of parameter k at α = 0.0 using equation (‎5.4). 
In linear zone (2D < z < Zc), the parametric study results showed that 𝑁𝑝  increased linearly with 




. The results were found to closely align along the 1:1 line leading to the 
conclusion that the slope is 
𝛾′𝐷
𝑆𝑢
 (Figure ‎5.9).  
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Following to the observation in Figure ‎5.9, the 𝑁𝑝 model proposed for the linear zone 











− 2)  ≤ 𝑁𝑝𝑢 
 (‎5.8) 
where 𝑁𝑝@𝑧/𝐷=2 is the 𝑁𝑝 value depth z/D = 2 obtained from equation (‎5.3), 𝑁𝑝𝑢 is the upper-
bound limit for 𝑁𝑝 depending on the pile adhesion (α), and 𝛾
′, 𝑆𝑢 values correspond to the depth 
z. 
The 𝑁𝑝 value continue to increase with depth until it reaches the upper bound limit 𝑁𝑝𝑢 at 












  (‎5.9) 
It is not necessary to estimate the critical depth (Zc) to establish the 𝑁𝑝 variation with depth. This 
is because the critical depth is indirectly determined by enforcing the upper bound limit 𝑁𝑝𝑢. It 
should be noted here that the best fit relation for Zc is based on 𝑁𝑝 results for homogenous soil 
properties and therefore would be inaccurate for non-homogenous soils. Furthermore, equation 






), in which the differences were in the constant (6.0 vs 5.36) and the existence of the 
empirical factor J. 
 
5.4.  Comparing the Developed Model for 𝑵𝒑 to Other Models 
 
First, the models are compared for a pile with D = 3 ft and soil properties 𝛾′= 120 pcf and Su = 
250 (soft clay), 500 (medium stiff clay), and 1000 psf (stiff clay) (Figure ‎5.10). The comparison 
is focused on the rate of Np increase with depth (or “Np slope”) and the critical depth (Zc/D). 
Matlock and Sullivan models produced a fairly similar Np variations while Dunnavant and 
O’Neill model had greater Zc/D due to the smaller constant in the third term (0.4
𝑧
𝐷
). The critical 
depth results (Zc/D) for the models are compared in Figure ‎5.11. The results for Reese’s model 
shows slight change in Np variation with different Su, which indicates that the model is lightly 
sensitive to Su. For instance, the results show that the critical depth was Zc/D= 2.2, 2.6, 3 for Su 
= 250, 500, and 1000 psf, respectively. The problem in Reese et al. model is in the relatively 
large constant in the third term (2.83
𝑧
𝐷
), which dominates the Np slope compared to the 




For the proposed model, Np results were higher in the shallow zone (0 < z/D < 2) when 
compared to Matlock and Sullivan models (+1 at z/D=2), and notably higher than Dunnavant and 
O’Neill model (+1.8 at z/D=2). The critical depth in the soft clay (250 psf) for the proposed 
model was similar to Matlock and Sullivan models (z/D=3.3). For medium stiff clay (500 psf), 
Zc/D for the proposed model was at z/D=6.3, which was similar to Dunnavant and O’Neill 
model. For stiff clay (1000 psf), Zc was notably greater in the proposed model (z/D=12) 
compared to Dunnavant and O’Neill model (z/D= 9). One should recall that Matlock and 
Sullivan models were developed for soft clays while Dunnavant’s model for stiff clays. The 
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difference between the proposed model and the other models is that the Np slope is controlled by 
a single term in the proposed model (
𝛾′𝐷
𝑆𝑢







), where R is the constant. The constant R in the third term can significantly increase 
Np rate for cases where the term 
𝛾′𝐷
𝑆𝑢
 is relatively small. Notice that 
𝛾′𝐷
𝑆𝑢




 for adequate comparison with R, which is multiplied by 
𝑧
𝐷
. For example, in the stiff 
clay case (1000 psf), the term 
𝛾′𝐷
𝑆𝑢
 was 0.36 compared to 0.4 for R in Dunnavant and O’Neill 




was 1.44 compared to 0.5 for R in Matlock and Sullivan models, which increases the rate by 
35%. The proposed model eliminates this semi-empirical nature in the previous models by being 
solely dependent on the term 
𝛾′𝐷
𝑆𝑢
. Matlock (1970) indicated that the third term is added to 
account for the “geometrically related restraint against the upward flow of soil in weightless 
soil”, which is not possible to measure in experiments. 
 
 
Figure ‎5.10. Np variation results for the proposed and literature models at different 




Figure ‎5.11. Summary of critical depth (Zc/D) results for different undrained shear 
strength 
The models are compared next for different pile widths (D = 1, 2, 3 ft) and the results are 
shown in Figure ‎5.12. Np variations from the proposed model were slightly higher in the shallow 
zone (0 < z/D < 2) compared to Matlock, Sullivan, and Dunnavant and O’Neill models. All 
models predicted greater Zc/D when the pile width was decreased. Zc/D results are summarized 
and compared in Figure ‎5.13.The results from the proposed model were closely similar to 
Matlock and Sullivan models at D = 3 ft only, while it was closer to the result of Dunnavant and 
O’Neill model at D = 2 ft. For D = 1 ft, the proposed model had the largest Zc/D at 9.3, which 
was +2 than Matlock and Sullivan models and +1.3 than Dunnavant and O’Neill model. Reese et 
al. model predictions shows that the model is not sensitive to the change in pile width, which is 
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The models are compared next for different effective soil unit weight (γ′) and the results 
are shown in Figure ‎5.14. Np results for all models shows a decrease in Np values with lower γ′. 
Zc/D results from the proposed model was similar to Matlock and Sullivan models at γ′ = 120 
pcf, while it was closer to the result of Dunnavant and O’Neill model at γ′ = 90 and 60 pcf 
(Figure ‎5.15). Reese et al. model results were insensitive to γ′ similar to the observed for the 
cases of different Su and D. 
In summary, the response of the proposed model was closely similar to the literature 
models except Reese et al. model. The minor differences come from the difference in 
formulation (i.e. one vs two zones) and the semi-empirical nature induced by the constant in 
third term. Also, the literature models were developed based on small number of experimental 
studies, which are limited compared to numerical modeling. 
 
 
Figure ‎5.14. Np variation results for the proposed and literature models at different 




Figure ‎5.15. Summary of critical depth (Zc/D) results at different effective unit weights 
(γ′) 
 
5.5.  Initial Slope and 𝒚𝟓𝟎 
 
The second element needed toward the development of the p-y curve is the initial slope, which 
can be defined using either the coefficient of horizontal subgrade reaction (k) or the reference 
deflection 𝑦50 in the p-y curve, as discussed in Chapter 3.  y50 refers to the pile deflection at 50% 
of the ultimate soil resistance (𝑝𝑢) in the p-y curve. It is commonly used in the p-y curve models 
for clays (e.g. (Matlock, 1970), (L. C. Reese et al., 1975), (William Randall Sullivan, 1977), 
(Dunnavant & O'Neill, 1989), (Wu et al., 1998)). It can be estimated using the soil property ( 50) 
and the pile width (D) as: 
 𝑦50 = 𝐴 50𝐷 
 (‎5.10) 
where 𝐴 is a constant, 50 is the axial strain at 50% of undrained shear strength in the UU test. 
Different values for 𝐴 were used in the literature; (Matlock, 1970) assumed 𝐴 = 2.5, (L. C. Reese 
et al., 1975) used 𝐴 = 1.0, (Stevens & Audibert, 1979) suggested 𝐴 = 8.9 D-0.5, (Dunnavant & 






, where 𝐸𝑝𝐼𝑝 is pile rigidity, 𝐸𝑠 is soil modulus, and L is pile length. (Wu et 
al., 1998) argued that 𝐴 is approximately equal to the bearing capacity factor (Np) for normally 
consolidated clays.  
In the following, the reference deflection 𝑦50 is studied in a parametric study using FE 
analysis. The p-y curves were first obtained from the FE simulations for laterally loaded single 
pile, and then 𝑦50 was determined from the curves. Potential factors affecting 𝑦50 investigated 
were 50 , 𝐸𝑝, 𝑆𝑢, and pile width (D). 
The FE model used for studying y50 was for a flexible pile with circular cross section 
(Figure ‎5.16). The pile width (D) was varied in the analysis and the length was chosen as 30D to 
ensure flexible pile behavior. Similar to the study for Np, only half of the pile and soil domain 
was modeled to reduce the solution time. The pile and the soil were modeled using solid 
continuum elements (C3D8R) and the FE mesh density was varied so that its denser near the 
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was estimated for compressive strength 𝑓𝑐
′ = 5500 psi with Young’s modulus (𝐸𝑝 = 57000√𝑓𝑐
′
) 
and Poisson’s ratio (𝜈 = 0.2). 
The soil domain was modeled as cylindrical semi-infinite space with the side boundary 
located at 40D from the pile’s face to eliminate the effect of boundary conditions (Figure ‎5.16). 
The displacement on the side boundary was constrained in the x and y directions only (i.e. 
roller). The bottom boundary was located at 15D from the pile tip and the displacement at the 
boundary was constrained in the z direction only. For the symmetry plane, the displacement was 
constrained in the y direction only. The clay constitutive behavior was modeled as linear 
elastoplastic material with Mohr-Coulomb yield criteria (𝑐 = 𝑆𝑢, 𝜙 = 0) and Poisson’s ratio 
𝜈 = 0.49 to enforce the undrained behavior. 
 
 
Figure ‎5.16. Geometry and mesh of the FE model used to study y50 
 
The effect of pile adhesion is accounted for by using an interface model in a similar way 
to the study of Np. The interface has zero-thickness and transfers normal and tangential stresses 
between the pile and the soil and allows controlling the pile adhesion factor (𝛼). The interface 
normal stress is governed by the “Hard contact” rule and allows pile-soil separation (i.e. gap 
formation). The tangential stress is transferred when the surfaces are in contact and is limited by 
the maximum value (𝜏𝑖_𝑚𝑎𝑥) which is controlled by the adhesion factor (𝛼) and 𝑆𝑢 (𝜏𝑖_𝑚𝑎𝑥 =
𝛼𝑆𝑢).  
The simulation was performed in two steps. In the first step, the geostatic stress in the soil 
was established by applying gravity load (g=32.2 ft/s2) in the global z-direction. In the second 
step, the pile top was pushed laterally a distance of 0.3D, which was chosen this large to fully 
develop the p-y curves within a 15D depth. 
Constructing the p-y curve requires obtaining the soil resistance and pile displacement at 
several points during pile loading. In the FE model, the soil resistance was obtained first by 
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obtaining the shear profile and then the slope of the shear profile, as presented previously. The 
soil resistance and pile deflection at certain depth are combined to form the p-y curve. For y50, 
the deflection corresponding to half of the ultimate soil resistance (0.5𝑝𝑢) is found from the 
constructed p-y curve. It should be noted that 𝑝𝑢 was not estimated directly from the p-y curve 
due to the artificial increase in the soil resistance beyond the ultimate value. The artificial 
increase is a by-product of the unrealistic elastic-perfectly plastic soil behavior, which allows the 
soil plastic zone to expand indefinitely and hence increase the soil resistance. Instead, 𝑝𝑢(=
𝑁𝑝𝑆𝑢𝐷) was estimated using the proposed Np model, the soil undrained shear strength and the 
pile width. 
The factors affecting y50 in the p-y curve investigated in the parametric study were (1) 
pile’s material stiffness (𝐸𝑝), (2) pile width (D), (3) undrained shear strength (𝑆𝑢), and (4) the 
reference strain ( 50). 50 is controlled in the FE model thru Young’s modulus (𝐸𝑠), which is 
related to as 50 = 0.5𝑆𝑢/𝐸𝑠. Table ‎5.2 summarize the cases analyzed in FE to study y50. In all 
cases, the soil properties (Su, γ′) were constant with depth and the unit weight used in all 
simulations was γ′ = 120 pcf. A smooth pile condition (α = 0) was assumed for the interface. 
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5.5.1.  Effect of soil stiffness (Es) 
 
The soil stiffness was varied in respect to the undrained shear strength Su. The base value for 
undrained shear strength was 250 psf. For each case, y50 was obtained from the p-y curves at 
several depths (z/D = 1, 2, 3, 4, 5, 6), which was limited at 6D due to the p-y curves not being 
fully developed beyond this depth. Figure ‎5.17 shows the results of y50 with depth for case and 
normalized by the pile width (D). In general, y50 decreased when the soil stiffness Es increased, 
and the rate at which y50 decreased was nonlinear. Another observation is that y50 varied with 
depth although Es was constant for the whole soil profile. The latter indicates that y50 is 





Figure ‎5.17. FE results for the effect of soil stiffness on y50 
 
5.5.2.  Effect of pile material stiffness (𝐄𝐩) 
 
The effect of pile material stiffness Ep was investigated by varying the reference value (Ep-ref = 
6.08 x10
8
 psf) by ±25% and ±50% as shown in Table ‎5.2. The reference Ep value was estimated 
for a concrete pile with 𝑓𝑐
′ = 5500 psi and 𝐸𝑝 = 57000√𝑓𝑐
′
 (ACI 2008). The results show that 
higher y50 values when Ep is increased. However, the effect is negligible as noticed in the percent 
change in y50, which was within ±3%. Therefore, y50 can be considered independent of Ep 
without introducing significant error. 
 
 
Figure ‎5.18. FE results for the effect of pile material stiffness (Ep) on y50 
 
 
5.5.3.  Effect of undrained shear strength (𝑺𝒖) 
 
The effect of Su on y50 was investigated. Su values were chosen for soft (250 psf), medium stiff 
(500, 750 psf), and stiff clay (1000 psf). Figure ‎5.19 shows that Su has notable effect on y50, in 
which y50 values decreased in general with higher Su. Also, increasing Su resulted in a different 
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variation for y50 with depth. For example, for Su = 250 psf, y50 increased up to depth z/D = 4 and 
then remained fairly constant. On the other hand, for Su = 500, 750, and 1000 psf, y50 values kept 
increasing with depth at different rates. When closely examined, the variation in y50 looks closely 
similar to the corresponding Np variation for each case. Recall that the ultimate soil resistance 
(pu) reaches its limit value at the critical depth (Zc), and for the presented cases Zc (γ′ = 120 pcf, 
D = 3 ft) was 4D for Su = 250 psf, 7.4D for 500 psf, 11D for 700 psf, and 14.7D for 1000 psf. 
For Su = 250 psf, Zc= 4D is the depth after which y50 remained constant, which indicates that 
y50 is possibly dependent on Np. 
 
 
Figure ‎5.19. FE results for the effect of undrained shear strength (Su) on y50 
 
5.5.4.  Effect of pile width (D) 
 
The effect of pile width (D) on y50 was studied for three sizes; 2, 3, and 4 ft. The results in 
Figure ‎5.20 show that y50 values increased with larger pile width. However, the variation of y50 
with depth was not identical in each case and have similarities with Np variation, which is 
dependent on D. It is noticed that y50 values stopped increasing at certain depth in each case; at 
z/D = 3, 4, 6 for D = 4, 3, 2 ft, respectively. These depth values are closely similar to Zc for Np in 
each case (Zc/D = 2.8, 3.7, 5.5 for D = 4, 3, 2 ft, respectively). This is another indication that y50 
is related to Np.  
 




Figure ‎5.20. FE results for the effect of pile width (D) on y50 
 
5.6.  Model Development for 𝒚𝟓𝟎 
 





⁄   (‎5.11) 
Using the linear regression analysis, the value for parameter A was obtained as 0.5. The 
comparison of obtained model for 𝑦50 and FEM results is shown in Figure ‎5.21, which shows the 
proposed model is able to predict accurate and precise values for 𝑦50. 
 
 
Figure ‎5.21. Schematic example of undrained stiffness to undrained shear strength for 
clays 
 
As shown in Figure ‎5.22, the value of 
𝑆𝑢
𝐸𝑠
⁄  can be replaced by 50, leading to: 








Figure ‎5.22. Schematic example of undrained stiffness to undrained shear strength for 
clays 
 
5.7.  Characteristic Shape of p-y Curve 
 
In this study, nonlinear regression was used for obtaining the constants of A, B, and n in equation 
(‎5.13). By minimizing the Mean Squared Error in the results of conducted parametric studies, the 
values of A, B, and n were obtained as 1.11, 0.49, and 0.89. Therefore, the characteristic shape of 
p-y curves is as follows: 
 







Figure ‎5.23 shows the comparison of p-y curves obtained from FEM results and the proposed 
model for a case of pile in clay. The obtained results suggest that the proposed model is able to 




Figure ‎5.23. p-y curves obtained from FEM and proposed model for piles in clays with Su 
= 14.36 kPa, 𝛾 = 18.85 kN/m
3
, D=0.91 m, Es=200Su, and 𝛼=0 
 
5.8.  Model for predicting p-y Curves in Overconsolidated Clay  
 
The model developed in this study, can be used for predicting p-y curves in overconsolidated 
clay. For this purpose, the equation (‎5.13) should be used for two different values of friction 
angle: peak and critical state. Using the values of 𝑆𝑢−𝑝𝑒𝑎𝑘 and 𝑆𝑢−𝑐𝑠, two different curves are 
obtained. Then a linear decrease from the upper curve (related to 𝑆𝑢−𝑝𝑒𝑎𝑘 ) to lower one (related 
to 𝑆𝑢−𝑐𝑠) is added as shown in Figure ‎5.24. The values of 8y50 and 30y50 in Figure ‎5.24 are 
suggested by some researchers, while some others suggest 3y50 and 15y50 for these values. 
 
 
Figure ‎5.24. Schematic p-y curve for overconsolidated clays 
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5.9.  Considering Damage in Piles for Evaluating the Effects on p-y Curve Models 
 
The results of obtained p-y curves in sand and clay showed that the obtained curves are not 
dependent on the pile stiffness. This can be attributed to the fact that modulus of elasticity of 
piles are much higher than the soil elastic modulus, so it does not matter what kind of pile 
properties we use for simulation, the same response will obtained from the FE analysis. This 
results showed us that instead of considering a pile and pushing it at the top in FE, we can 
simulate pile as a rigid substance (or similarly an elastic material with a very high value for 
modulus of elasticity), and push top and bottom of it to get the complete p-y curves. 
However, it should be noticed that two basic assumptions in above simulation might have 
caused unrealistic results. First of all, concrete shows much lower resistance in tension rather 
than compression. Also, during pile deflection, cracks will be appeared on the pile surface, which 
causes reduction in pile stiffness. For these reasons, a more accurate simulation for concrete piles 
is considering damage in our FE analysis. Applying Concrete Damage Plasticity (CDP) to the 
concrete material is investigated in this study. 
 
5.9.1.  Concrete damage plasticity model 
 
Damage mechanics is the study of discontinuities such as micro-cracks and macro-voids and 
their effects on the mechanical behavior of different materials. Damage variables such as 
reduction in cross-section area and reduction in modulus of elasticity are used to demonstrate the 
phenomena of damage in the material, which has been discussed by different researchers in 
literature (G. Voyiadjis, 2012; G. Z. Voyiadjis, 2015; G. Z. Voyiadjis & Kattan, 2005). 
The concrete nonlinear behavior is modeled using the concrete damaged plasticity model 
(CDP). It should be noticed that more advanced plastic-damage constitutive models are also 
available (such as the one considering anisotropic damage evolution (Cicekli, Voyiadjis, & Al-
Rub, 2007; G. Z. Voyiadjis & Kattan, 1992)); however, the simple CDP model seems 
appropriate for the purpose of this study. CDP model is plasticity based and features distinct 
material behavior in tension and compression. The distinction in the concrete’s tensile and 
compressive behavior is necessary due to the large contrast in the tensile and compressive 
concrete strength (typically 𝑓𝑐
′ 𝑓𝑡
′⁄ ≈ 10 ). Also, CDP model applies damage to the concrete 
material (i.e. reduction in the concrete elastic modulus) once failure (in tension) or yielding (in 
compression) is exceeded. 
In damage mechanics, the effective stress (𝜎) is obtained from Cauchy stress (𝜎) using 
the scalar damage variable 𝑑 as: 
 
𝜎 = (1 − 𝑑)𝜎 
 (‎5.14) 
The effective stress is essentially used in the yield and the plastic potential functions for 
plasticity calculations. Numerically, the damage effect is applied to the elastic stiffness: 
 
𝐷𝑒𝑙 = (1 − 𝑑)𝐷0
𝑒𝑙 
 (‎5.15) 
where 𝐷𝑒𝑙 and 𝐷0
𝑒𝑙 are damaged and undamaged elastic stiffness, respectively. 
The elastoplastic stress-strain relation with damage is given by: 
 
𝜎 = 𝐷𝑒𝑙( − 𝑝𝑙) 
 (‎5.16) 
where  and 𝑝𝑙 are total and plastic strains, respectively. 
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The damage variable d is a function of two distinct damage variables for tension 𝑑𝑡 and 
compression 𝑑𝑐. For multiaxial conditions, it is estimated from the damage variables 𝑑𝑡 and 
𝑑𝑐 using the multiaxial stress factor 𝑟 from below equation: 
 
(1 − 𝑑) = (1 − 𝑑𝑡. (1 − 𝑤𝑡. 𝑟)). (1 − 𝑑𝑐. (1 − 𝑤𝑐. 𝑟)) 
 (‎5.17) 
where 𝑤𝑡 and 𝑤𝑐 are weight factors (𝑤𝑡=0 and 𝑤𝑐=1 are assumed) and multiaxial stress factor, 𝑟 











where 〈 〉 are the Macauley brackets. 





), and assume values in the range (0 ≤ 𝑑 ≤ 1). These variables are usually determined from 
extensive experimental tests on concrete. In this study, concrete models in literature are used to 
obtain the damage variables versus strain, see Figure ‎5.8 ((Mander, Priestley, & Park, 1988); 
(Jankowiak & Lodygowski, 2005); (Cicekli et al., 2007)). 
 
 
Figure ‎5.25. Compression and tension damage variables versus strain 
 
In the tension zone, the model assumes linear elastic behavior up to the failure stress 𝜎𝑡𝑜 
(i.e. onset of cracking in concrete), and then followed by gradual softening in the plastic zone; 
this softening behavior is called tension stiffening. Tension stiffening refers to the region of 
interaction between the concrete and steel reinforcement during crack progression in tension (e.g. 
(Gupta & Maestrini, 1990)). For the CDP model, tension stiffening is defined by providing 
values of the post failure stress (i.e. 𝜎 > 𝜎𝑡0) as a function of the cracking strain ( 𝑡
𝑐𝑘). The 
cracking strain is estimated from the total strain ( 𝑡) and the elastic strain as in: 
 
𝑡




𝑒𝑙 is the the elastic strain for the undamaged concrete material. 
The tensile plastic strain 𝑡
𝑝𝑙













The cracking strain 𝑡0
𝑐𝑘 at the failure tensile stress 𝜎𝑡0 is estimated from the tensile concrete 










′ is the concrete tensile strength (𝑓𝑡
′ = 7.5√𝑓𝑐′), 𝐸0 is the undamaged elastic concrete 
stiffness (𝐸0 = 5700√𝑓𝑐′), and 𝑓𝑐
′ is the concrete compressive strength which was 8000 psi. 
The stress-strain curve for the tension stiffening region was obtained following (Gupta & 
Maestrini, 1990). In their work, they proposed a model for the tensile stress-strain curve in 
concrete. The model defines a dimensionless stress-strain curve which is converted to a true 
stress-strain curve using the reinforced concrete section properties such as the tensile strength of 
concrete, the yield stress of steel, the yield strain of steel, and the reinforcement ratio. The 
resulted curve used in the current is shown in Figure ‎5.27 (b). 
 
 
Figure ‎5.26. Illustration of concrete stress strain curve in tension region, and definition of 
tensile strains (Abaqus 2011) 
In compression, the model assumes linear elastic behavior up to the initial yield stress 
𝜎𝑐0. In the plastic region, the response exhibits some hardening up to the ultimate compressive 
strength 𝜎𝑐𝑢 followed by softening. The stress-strain curve in for the compression region is 
obtained using the analytical model by (Mander et al., 1988), and following the work of (Joen & 
Park, 1990) for prestressed concrete piles. Complete details regarding the concrete model in 
compression can be found in the aforementioned references. The resulted stress-strain curve for 





Figure ‎5.27. Stress-strain curves in (a) compression, and (b) tension 
 
In a similar way to the tension region, the compressive stress values are provided as 
function of inelastic strain ( 𝑐
𝑖𝑛), where the inelastic strain is obtained from the total ( 𝑐) and 
elastic strains as: 
 
𝑐




𝑒𝑙  is the elastic strain for the undamaged concrete material.  















Figure ‎5.28. Illustration of concrete stress strain curve in compression region, and definition of 
compressive strains (Abaqus, 2011) 
The yield function for the CDP model is the one proposed by (Oliver, Oller, & Oñate, 
1989) with some modifications by (Lee & Fenves, 1998) for the evolution of strength in tension 





[?̅? − 3𝛼?̅? + 𝛽〈?̂?𝑚𝑎𝑥〉 − 𝛾〈−?̂?𝑚𝑎𝑥〉] − 𝜎𝑐 
 (‎5.24) 
where ?̅? is the deviatoric component of the effective stress, ?̅? is the hydrostatic component of 






(1 − 𝛼) − (1 + 𝛼) 
 (‎5.25) 
where 𝜎𝑡 and 𝜎𝑐 are the effective tensile and compressive cohesion stress, respectively. 








The plastic potential G is the Drucker-Prager hyperbolic function: 
 
𝐺 = √(𝜖𝜎𝑡0 tan)2 + ?̅?2 − ?̅? tan 
 (‎5.27) 
where  is the dilation angle, 𝜎𝑡0 is the uniaxial tensile stress at failure, and 𝜖 is the 
eccentricity. 
In summary, the use CDP model is advantageous in the 3-D FE since it allows modeling 
of nonlinear concrete behavior. This is achieved through the distinct treatment of the tension and 
compression stress-strain behavior and reduction of material stiffness through damage. The input 
parameters for the model are the stress-strain curves (tension, compression), the damage 
variables as a function of cracking/inelastic strains, the elastic modulus, and Poisson’s ratio. 
 




For this study, four different cases are investigated to obtain p-y curves: 
Case 1: rigid pile (very high elastic modulus for pile, 𝐸𝑝=7e10 psf) model as Figure ‎5.1 
Case 2: low elastic pile (𝐸𝑝=3e8 psf) model as Figure ‎5.16 
Case 3: low elastic pile (𝐸𝑝=9e8 psf) model as Figure ‎5.16 
Case 4: CDP model for pile (compressive and tensile behavior in Figure ‎5.27, and compression 
and tension behavior in Figure ‎5.25) model as Figure ‎5.16 
Pile material is modelled by Poisson’s ration of 0.2 and unit weight of 144 pcf. Soil material was 
chosen as sand with properties as shown in below table: 
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Figure ‎5.29. The p-y curves for piles in (a) Case 1, (b) Case 2, (c) Case 3, and (d) Case 4 
 
As can be seen from Figure ‎5.29, the obtained p-y curves for all these four cases are fitted 
together. In other words, pile material does not affect the soil response corresponding to the pile 
deflection. On the other hand, as we see by decreasing the pile elastic modulus less of p-y curve 
is activated in deep depth. For pile with CDP model, the activation of p-y curves in deep depth is 
less than all the other cases. These results show us that the approach chosen in Figure ‎5.1 for 





Chapter 6.  Finite Element Analysis of Laterally Loaded Piles in Sands 
 
6.1.  Introduction 
 
In this chapter, a p-y curve model for laterally loaded piles in sands is developed using the results 
of finite element modeling. Each element of the p-y curve (ultimate lateral soil resistance, initial 
slope, characteristic shape function) is studied through parametric investigations in which the 
effect of pile and soil parameters are evaluated. Using the results from the parametric study, 
numerical models for the ultimate resistance, initial slope, and characteristic shape function are 
verified and compared to existing models. 
 
6.2.  Methodology: Finite Element Model for Studying p-y Curves in Sands 
 
Finite Element Method (FEM) can be used for estimating the elements of p-y curves in sands. 
Figure ‎6.1 shows the finite element model used in this study. The 3-D FE model comprised of 
cylindrical pile surrounded by semi-infinite soil domain. Only half of the pile and soil was 
modeled due to symmetry which significantly reduces the solution time. The pile and the soil 
were modeled using solid continuum elements (C3D8R) and the FE mesh density was varied so 
that it is denser near the pile. 
The sand constitutive behavior was modeled as linear elastoplastic material with Mohr-
Coulomb yield criteria ( 𝜙, 𝑐 = 0). The total depth of the soil domain was taken as 15 times the 
pile width (D), which was found sufficient for studying Pu variation with depth. The soil side 
boundary was placed far from the pile (at 40D) to eliminate the effect from boundary conditions. 
The soil’s side boundary was constrained in the x and y directions only, while the bottom 
boundary was constrained in the z direction only. For the symmetry plane, only the y direction 
was constrained. 
The pile width (D) was varied in the study and its length was chosen to extend above and 
below the soil boundaries by 1D (Figure ‎6.1). This is because the loading scheme was to push 
the whole pile laterally so that the ultimate soil resistance is mobilized simultaneously over the 
whole depth. This approach is more efficient compared to loading the pile at the top only and 
allows estimating the ultimate soil resistance within the whole depth in a single run. The pile 
constitutive behavior was modeled as linear elastic and the properties of concrete was selected 
(𝑓𝑐





Figure ‎6.1. Geometry and mesh of the FE model used to study p-y curves 
 
Figure ‎6.2 shows an illustration for the pile loading scheme as well as the development of 
the two failure mechanisms (wedge and flow around) within the soil. The wedge failure 
mechanism is characterized by soil yielding only in front of pile and formation of a gap on the 
back side, whereas the flow around failure is characterized by soil yielding around the pile. The 
load magnitude was controlled by specifying equal displacement to the pile ends. The pile 




Figure ‎6.2. Illustration of the loading scheme used in the FE model and soil plastic zones 
around the pile 
 
The effect of pile adhesion is accounted for by using an interface model, which was 
incorporated using the contact modelling approach in Abaqus. The interface has zero-thickness 
and transfers normal and tangential stresses (with respect to the interface) between the pile. The 
interface normal stress is governed by the “Hard contact” rule which (1) transfers the normal 
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stress (in bearing mode) only when the surfaces are in contact and with no maximum limit, (2) 
doesn’t transfer tensile normal stress, and (3) allows pile-soil separation (i.e. gap formation). The 
tangential stress is transferred when the surfaces are in contact and is limited by an upper limit. 
The simulation was performed in two steps. In the first step, the geostatic stress in the soil 
was established by applying gravity load (g=32.2 ft/s2) in the global z-direction and the global 
stress equilibrium is achieved. In the second step, the pile was pushed laterally to a distance until 
failure occurs.  
To estimate the p-y curves with depth, the soil resistance profile is needed. The soil 
resistance (p) represents the net soil resistance (i.e. the net normal stress and pile surface friction) 
acting against the lateral pile movement at certain depth. The common approach to obtain the 
soil resistance profile is by differentiation of the bending moment or shear force functions. The 










where 𝑀(𝑧) is the bending moment function, 𝑉(𝑧) is the shear force function, z is the depth. 
The bending moment or shear force measurements are obtained at several points over the pile 
length, and then a high order polynomial or cubic spline fit is used to obtain a differentiable 
function (e.g., (M Georgiadis et al., 1992), (Haiderali & Madabhushi, 2016)). Georgiadis 
obtained the soil resistance profile by differentiation of the shear force profile, while np and ng 
obtained the soil resistance by double differentiation of bending moment profile. Haiderali and 
Madabhushi studied and compared the accuracy of high order polynomials and cubic splines for 
constructing the bending moment profile from instrumented piles and then obtaining the soil 
resistance profiles by differentiation. They concluded that cubic splines are generally more 
accurate than polynomial fits. Cubic splines does not produce severe oscillations between data 





Therefore, in this study cubic spline fits were used to create the shear force profile and then 
perform differentiation to obtain the soil resistance profile.  
In the FE model, the shear force was obtained at equidistant points (1D spacing) for a 
total of 15 points starting from the ground surface. Then the shear force profile was obtained 
using a cubic spline fit, as shown in the example in Figure ‎6.3.  
 
 
Figure ‎6.3. Example for FE results for pile shear and the profile using cubic spline fit 
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The soil resistance profile (𝑝) was obtained from the slope (first derivative) of the cubic 
spline function. For each depth, the soil resistance profile (𝑝) was estimated for each 
displacement, which is known as p-y curve as shown in Figure ‎6.4.  
 
 
Figure ‎6.4. Example showing the step to obtain the soil resistance profile  
 
6.3.  Parametric Study for p-y Curves in Sands 
 
For studying the influence of different factors on p-y curves, the following equation for p-y 
curves was assumed: 
 





For the above equation, when 𝑦 = 𝑦𝑢, the value of 𝑝 becomes equal to 𝑝𝑢 tanh(𝛼). For the value 
of 𝛼 = 2, we find that the soil resistance reach to about 0.96𝑝𝑢 at 𝑦 = 𝑦𝑢. 
The benefit of using equation (‎6.2) is that for parametric study, for each p-y curve, the 
estimations for 𝑝𝑢 and 𝑦𝑢 is easy to be found. The initial slope of p-y curves can be obtained by 










The influence of several factors on the ultimate soil resistance and ultimate displacement was 
investigated in depth in the form of parametric study. For sand conditions, the influencing factors 
are the elastic modulus (𝐸), Poisson’s ratio (𝜈), angle of friction (𝜑), effective unit weight of the 
soil (𝛾′), soil-pile friction coefficient (μ), coefficient of lateral earth pressure (𝐾), and pile width 
























































60 0.3 1 3 
effective 
unit weight 
of the soil 
(𝛾′) (pcf) 









































6.3.1.  Effect of modulus of elasticity (𝑬𝒔) and depth 
 
Typical values for modulus of elasticity for different types of soils are as follows: 
 
Table ‎6.2. Typical values of modulus of elasticity (𝐸𝑠) 
Type of soil 𝐸𝑠 (N/mm
2
 (psf)) 
Clay- Very soft 2-15 (40,000-300,000) 
Clay- Soft 5-25 (100,000-500,000) 
Clay- Medium 15-50 (300,000-1,000,000) 
Clay- Hard 50-100 (1,000,000-2,000,000) 
Clay- Sandy 25-250 (500,000-5,000,000) 
Silt 2-20 (40,000-400,000) 
Sand- Silty 7-21 (150,000-450,000) 
Sand- Loose 10-24 (200,000,500,000) 
Sand- Dense 48-81 (1,000,000-1,700,000) 
 
In this study, parametric study for the values of 𝐸𝑠 equal to 200,000, 500,000, 1,000,000, 
and 2,000,000 (psf) was conducted, which represents silty, loose, medium, and dense sands; 
respectively.  
The model developed based on constant values of 𝐸𝑠 with depth will be shown to be able 
to predict p-y curves for soils with increasing 𝐸𝑠 with depth (which mostly occurs in top layer). 
Also, it will be shown that the model is able to predict layered soils with different 𝐸𝑠 values in 










Figure ‎6.5. The p-y curves for piles in sands with modulus of elasticity (𝐸𝑠) (a) 200,000 
(b) 500,000 (c) 1,000,000 (d) 2,000,000 (psf) 
 
It can be noticed that the value of 𝑝𝑢 does not change with 𝐸𝑠, however the value of 𝑦𝑢 
decreases with increasing 𝐸𝑠. The change of 𝑦𝑢 in depth x=12 ft for different values of modulus 





Figure ‎6.6. The change in the value of ultimate displacement, yu with modulus of 
elasticity (𝐸𝑠) 
 
As seen from Figure ‎6.6, the value of 𝑦𝑢 changes inversely with the value of 𝐸𝑠. The 
change of 𝑝𝑢 with depth is shown in below figure: 
 
 
Figure ‎6.7. The value of ultimate soil reaction, 𝑝𝑢 for piles in sands with different 
modulus of elasticity (𝐸𝑠) 
 
It can be seen from Figure ‎6.7 that the value of 𝑝𝑢 increases in quadratic form to a 
specific depth and then increases linearly; which is the same form of analytical solutions 
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proposed by Reese (1974). It should be noticed that considering a linear relationship between 𝑝𝑢 
and depth, similar to Broms (1964), Hansen (1961), and Fleming (1992) is not a very wrong 
assumption. 
As seen from Figure ‎6.5, the value of 𝑦𝑢 increases with depth. Finding the values of 𝑦𝑢 
from different curves is not an easy and accurate task. For developing a model, we assume that 
𝑦𝑢 increases with 𝑥
𝑛1 and we find the value of 𝑛1 which gives us the best regression. 
 
6.3.2.     ec  o   oisson’s ratio (𝝂)  
 
Typical values of Poisson’s ratio for different soils are as follows: 
 
Table ‎6.3. Typical values of Poisson’s ratio (𝜈) 
Type of soil 𝜈 
Clay- Saturated 0.4-0.5 
Clay- Unsaturated 0.1-0.3 
Clay- Sandy 0.2-0.3 
Silt 0.3-0.35 








The p-y curves for different Poisson’s ratios of 0.2, 0.3, and 0.4 were developed. The p-y 




Figure ‎6.8. The p-y curves for piles in sands with Poisson’s ratio (𝜈) (a) 0.2 (b) 0.4 
 
Comparison of p-y curves for different Poisson’s ratios are shown in below figure for different 






Figure ‎6.9. The p-y curves for piles in sands with different Poisson’s ratios (𝜈) at depth 
(a) x=12 ft (b) x=30 ft 
 
It can be noticed from Figure ‎6.9 that Poisson’s ratio effect on the values of 𝑝𝑢 and 𝑦𝑢 is 
negligible, especially for lower depths. Therefore, p-y curves obtained for 𝜈 = 0.3 can be 
assumed to work for all sands. 
 
6.3.3.  Effect of soil friction angle (𝝋′)  
 
The range of values for angle of friction for different sands are as follows: 
 
Table ‎6.4. Typical values of angle of friction (𝜑′) (Peck, Hanson, & Thornburn, 1974) 






Very Loose <4 <29 
Loose 4-10 29-30 
Medium 10-30 30-36 
Dense 30-50 36-41 
Very Dense >50 >41 
 











Figure ‎6.10. The p-y curves for piles in sands with angle of friction (𝜑′) (a) 25 (b) 30 (c) 
35 (d) 40 (degrees) 
 
It is interesting to noticed that with increasing 𝜑′, the value of 𝑝𝑢 will be increased. Also, 
at higher values of 𝜑′, the whole p-y curve is not become activated, which implies that 𝑦𝑢 has 
increased. 






Figure ‎6.11. The p-y curves for piles in sands with different angle of frictions (𝜑′) at 
depth (a) x=12 ft (b) x=30 ft 
 
In our model, the best regression for p-y curves for 𝑝𝑢 and  𝑦𝑢 values with (tan𝜑′)
𝑛 can 
be found. 
The increase in the value of ultimate soil reaction, 𝑝𝑢 with depth for different values of 
angle of friction is shown in below figure: 
 
 
Figure ‎6.12. The value of ultimate soil reaction, 𝑝𝑢 for piles in sands with different angle 
of frictions (𝜑′) 
 
6.3.4.  Effect of effective unit weight (𝜸′) 
 




Table ‎6.5. Typical values of unit weight (𝛾) 
Type of soil 𝛾 (kg/m3 (pcf)) 
Clay - Soft 1750 (110) 
Clay - Stiff 2000 (125) 
Silty soils 1750 (110) 
Sand - Loose 1750 (110) 
Sand- Dense 2100 (130) 
 
Having the value of unit weight of water as 62.43 (pcf), the p-y curves for different 






Figure ‎6.13. The p-y curves for piles in sands with effective unit weight (𝛾′) (a) 60 (b) 80 




The comparison between p-y curves in different depths for different values of effective 




Figure ‎6.14. The p-y curves for piles in sands with different effective unit weight (𝛾′) at 
depth (a) x=12 ft (b) x=30 ft 
 
As can be seen from Figure ‎6.14, the value of ultimate soil reaction, 𝑝𝑢 and ultimate 
deflection, 𝑦𝑢 increases with increasing the effective unit weight. However, it should be noticed 
that the case of soils with different unit weights, a simple approach like Georgiadis method 
(Michael Georgiadis, 1983) should be used which will be discussed later and the results obtained 
from the model will be modified by the Georgiadis method and be compared with finite element 
results. 
 
6.3.5.  Effect of interface friction coefficient (𝝁) 
 
In this study, the surface to surface master-slave contact model was used to simulate the pile-soil 
interface. The classical isotropic Coulomb frictional contact law was used to model sliding at the 
pile-soil interface. 
Typical values of interface friction angles are as follows: 
 
Table ‎6.6 Typical values of interface friction angle (𝜹) (NAVFAC, 1982) 
Pile Material Interface Material 𝛿 
Mass concrete 
Coarse sand 29-31 
Medium sand 24-29 
Fine sand 19-24 
Clay, Silt 17-19 
Formed concrete 
Silty and clayey sand  17 
Fine sandy silt, Silt 14 
Steel piles 
sand 17 
Silty sand 14 
Sandy silt, Silt 11 
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In this study, interface friction angles of 17, 22, and 27 were chosen. Defining the 
interface friction coefficient, 𝜇 as: 𝜇 = tan 𝛿 lead to interface friction coefficient values of 0.3, 





Figure ‎6.15. The p-y curves for piles in sands with interface friction coefficient (𝜇) (a) 
0.4 (b) 0.5 
 





Figure ‎6.16. The p-y curves for piles in sands with different interface friction coefficient 
(𝜇) at depth (a) x=12 ft (b) x=30 ft 
 
It can be seen from Figure ‎6.16 that the interface friction angle does not have significant 




6.3.6.  Effect of coefficient of lateral earth pressure (𝑲) 
 
In this study, different values of 0.5, 0.75, 1, and 2 for coefficient of lateral earth pressure were 






Figure ‎6.17. The p-y curves for piles in sands with coefficient of lateral earth pressure 
(𝐾) (a) 0.5 (b) 0.75 (c) 1.0 (d) 2.0 
 










Figure ‎6.18. The p-y curves for piles in sands with different lateral earth pressure (𝐾) at 
depth (a) x=12 ft (b) x=30 ft 
 
It can be seen from Figure ‎6.18 that increasing K, will lead into higher values for 𝑝𝑢 and 
𝑦𝑢. 
 
6.3.7.  Effect of pile diameter (𝑫) 
 
In this study, different pile diameters of 2, 3, and 4 ft were studied. The p-y curve for 𝐷 = 3 ft is 




Figure ‎6.19. The p-y curves for piles in sands with pile diameter (𝐷) (a) 2 (b) 4 (ft) 
 







Figure ‎6.20. The p-y curves for piles in sands with different pile diameter (𝐷) at depth (a) 
x=12 ft (b) x=30 ft 
 
It can be seen that increasing the pile diameter lead into increase in the value of 𝑝𝑢, while 
the effect of diameter on the value of 𝑦𝑢 is not obvious. 
 
6.3.8.  Effect of pile shape 
 
The effect of pile shape on p-y curves was investigated using three different shapes, i.e. circular, 
square, and rhombus. 3-D FE numerical analysis was performed to determine the p-y curves for 
these pile shapes at different depths. Figure ‎6.21 presents the results of p-y curves for different 
shapes at different depths of 0.91, 1.83, 3.66, and 9.14 m. The results show that generally at low 
lateral displacements, the lateral soil resistance activated for the circular piles are higher than 
rhombus and square piles. However, continuing moving the pile laterally, for some depths (i.e. 
0.91 and 1.83 m), the mobilized lateral soil resistance of the square pile becomes higher than the 
rhombus and circular piles. This results demonstrate that the shape of p-y curves is highly 
dependent on the pile shape. Therefore, different p-y curve models are needed to be developed 








Figure ‎6.21. The p-y curves for circular, square, and rhombus pile at depth (a) 0.91 (b) 1.83 (c) 






6.4.  Developing a Model for p-y Curves in Sands 
 
For developing a nonlinear regression model for p-y curves in sands, the results of parametric 
study were used for estimating a relationship as: 
 









𝑝𝑢 = 𝛼 × 𝑥
𝑛1 × tan𝑛2𝜑′ × 𝛾′𝑛3 × 𝐾𝑛4 × 𝐷𝑛5 
 (‎6.5) 
 
𝑦𝑢 = 𝛽 × 𝑥
𝑛6 × 𝐸𝑛7 × tan𝑛8 𝜑′ × 𝛾′𝑛9 × 𝐾𝑛10 × 𝐷𝑛11 
 (‎6.6) 
which lead into the following values for unknowns: 
𝑛0 = 0.8 
𝑛1 = 0.9 
𝑛2 = 1.2 
𝑛3 = 0.5 
𝑛4 = 0.8 
𝑛5 = 1.0 
𝑛6 = 0.8 
𝑛7 = −1.0 
𝑛8 = 1.4 
𝑛9 = 0.6 
𝑛10 = 0.9 
𝑛11 = 0.9 
The terms 𝛾𝑤 = 62.43 (𝑝𝑐𝑓) and 𝜎𝑎𝑡𝑚 = 2116 (𝑝𝑠𝑓) is added to equations (‎6.5) and (‎6.6) in 
attempt to make the units of both sides of the equation consistent: 
 
𝑝𝑢 = 𝐴1 × 𝑥





𝑦𝑢 = 𝐴2 × 𝑥
0.8/𝐸 × tan1.4𝜑′ × 𝛾′0.6 × 𝐾0.9 × 𝐷0.9 × 𝛾𝑤
0.1 × 𝜎𝑎𝑡𝑚
0.3   
 (‎6.8) 
where the values of 𝐴1 and 𝐴2 are 25.1 and 70.2, respectively. Putting equations (‎6.7) and (‎6.8) 
into the below equation create the p-y curves: 
 







For the case of square piles: 
 
𝑝𝑢 = 22.4 × 𝑥
0.8 × tan1.2𝜑′ × 𝛾′0.5 × 𝐾0.8 × 𝐷 × 𝛾𝑤
0.3 × 𝜎𝑎𝑡𝑚
0.2   
 (‎6.10) 
 
𝑦𝑢 = 91.3 × 𝑥












And for the case of rhombus piles: 
 
𝑝𝑢 = 19.4 × 𝑥







𝑦𝑢 = 𝐴2 × 𝑥












It should be noted here that the rhombus piles can be thought of as square piles when the applied 
displacements in two lateral directions are equal to each other (i.e. diagonal resultant direction), 
as shown in Figure ‎6.22; while the p-y curves for square piles are for the case when lateral 
displacement is applied in only one direction. In case of unequal multidirectional lateral loading 
on square piles, appropriate interpolation between p-y curves obtained from square and rhombus 
piles can be used. 
 
 
Figure ‎6.22. Square piles under multidirectional lateral loading 
 
6.5.  Application of the Developed Model for p-y Curves in Layered Sands  
 
The model developed in previous section can be used for different conditions. As we know, it is 
very common to consider the increase in 𝐸𝑠 with depth in sands, especially in top layer. Also, a 
layer of sands with different 𝐸𝑠 values from the top and bottom layers occur in the field. Other 
than changes in 𝐸𝑠, another common irregularity in the field is change in the value of 𝛾′. 
Depending on the depth of groundwater level, 𝛾′ above and below the groundwater surface will 
be different. The other change kind of change that can change the p-y curves is applying 
overburden on the ground surface. These conditions are discussed in this section to show how the 
developed model in previous section is able to predict the results. 
 
 
6.5.1.  Increasing modulus of elasticity (𝑬𝒔) with depth 
 
In this study, the value of 𝐸𝑠 increased from zero at the ground surface to different values 
(200,000, 500,000, 1,000,000, and 2,000,000 (psf)) at depth x=54 (ft). As can be seen from 
equation (‎6.7), the value of 𝑝𝑢 does not change with 𝐸𝑠, and according to equation (‎6.8) the value 
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of 𝑦𝑢 decreases with increase in the value of 𝐸𝑠. The below figure, shows the results of finite 
element and model for this case: 
 
 
Figure ‎6.23. Comparison between p-y curves of finite element and model for the case of 
𝐸𝑠 increases to 1,000,000 psf at depth 54 ft 
 
As can be seen from Figure ‎6.23, the model is able to capture the results of finite element, 
accurately. 
 
6.5.2.  Middle layer with different value for modulus of elasticity (𝑬𝒔)  
 
For studying the effect of a soil layer with different modulus of elasticity, the soil model was 
divided into three parts from depth 0 to 18, 18 to 33, and 33 to 54 ft. 
Two cases were studied. The first one consists of top and bottom layers with 
𝐸𝑠=1,000,000 psf and middle layer with 𝐸𝑠=200,000 psf. The second case consists of top and 
bottom layers with 𝐸𝑠=200,000 psf and middle layer with 𝐸𝑠=500,000 psf. The results of p-y 
curves obtained from finite element and the model are used to show the increase in 𝑝𝑢 with depth 







(a)  (b) 
Figure ‎6.24. The value of ultimate soil reaction, 𝑝𝑢 for piles in layered sands  
 
The results shown in Figure ‎6.24 show that the model is able to predict the lateral behavior of the 
piles in layered sands accurately. 
 
6.5.3.  Middle layer with different effective unit weight (𝜸′) 
 
The model was developed for homogenous soils. For layered soil profile the equivalent depth 
method proposed by Georgiadis (1991) can be used to establish the variation in the values of 𝑝𝑢 
and 𝑦𝑢. In this method, 𝑝𝑢 and 𝑦𝑢 variation in the first layer were established using the same 
procedure in homogenous soils. Then, variation in the second layer is determined after 
estimating the equivalent depth at the top of this layer. The equivalent depth (ℎ𝑒𝑞) is determined 
by first estimating the force (𝐹1) needed to induce failure at the bottom of the first layer using the 
first layer properties: 
 





where 𝑝𝑢1(𝑥) is the ultimate soil resistance at depth 𝑥 and 𝐻1 is the thickness of layer 1. 
Then, 𝐹1 is used to back-calculate the equivalent depth (ℎ𝑒𝑞) at the top of the second layer using 
the its properties 
 





where 𝑝𝑢2(𝑥) is the ultimate soil resistance at depth 𝑥 obtained by properties of the second layer. 
With ℎ𝑒𝑞 determined, the 𝑝𝑢 variation in the second layer is obtained by locating ℎ𝑒𝑞 in the 𝑝𝑢 
variation for a homogenous soil established using layer 2 properties. The same value of ℎ𝑒𝑞 can 
be used for 𝑦𝑢, which leads to the modified p-y curves in the second layer.  
Based on Georgiadis method, depending on the overlying soil properties, equivalent 
depth can be higher or less than the actual depth. In this study, application of this method for two 
different cases has been investigated: The first case consists of top and bottom layers with 
𝛾′=120 pcf and middle layer with 𝛾′=60 pcf . The second case consists of top and bottom layers 
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with 𝛾′=60 pcf and middle layer with 𝛾′=120 pcf. The results for ultimate soil resistance for these 





(a)  (b) 
Figure ‎6.25. The value of ultimate soil reaction, 𝑝𝑢 for piles in layered sands  
 
It can be seen that applying Georgiadis method to our model is an acceptable way for 
reproducing finite element results. 
 
6.5.4.  The effect of overburden pressure (𝝈′𝟎) 
 
The model was tested to see if it is able to reproduce the same results for the case of overburden 
pressure. For this purpose, a modified Georgiadis method was used to estimate the equivalent 
depth. At each depth, the value of effective unit weight, 𝛾′ was changed, so the same vertical 








Then, the procedure of Georgiadis method described in previous section is used to obtain the 







(a)  (b) 
Figure ‎6.26. The Value of ultimate soil reaction, 𝑝𝑢 for piles in in sands with overburden 
pressure, 𝜎′0 equal to (a) 1000 (b) 2000 psf 
 
Figure ‎6.26 suggests that our model is able to capture p-y curves for the case of 
overburden. However, it seems that another model with ultimate soil reaction assumption based 
on quadratic equation to a depth and linear afterward might work better. 
 
6.6.  Model for predicting p-y Curves in Dense Sands  
 
The model developed in this study, can be used for predicting dense sands. For this purpose, the 
equations (‎6.5) and (‎6.6) should be used for two different values of friction angle: peak and 
critical state. Using the values of 𝜑𝑝𝑒𝑎𝑘 and 𝜑𝑐𝑠, two different curves are obtained. Then a linear 
decrease from the upper curve (related to 𝜑𝑝𝑒𝑎𝑘) to lower one (related to 𝜑𝑐𝑠) is added as shown 
in Figure ‎6.27. The values of y1 and y2 in Figure ‎6.27 are suggested to be 0yu and 2yu. 
 
 
Figure ‎6.27. Schematic p-y curve for dense sands 
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6.7.  Assessment of the Developed Model for predicting p-y Curves in Sands  
 
The model developed in previous section can be used for different conditions. Two important 
components in the model are angle of friction (𝜑′) and coefficient of lateral earth pressure (𝐾). It 
should be noticed that choosing the appropriate values for these quantities is not an easy task. In 
fact, the installation method of the pile has a significant effect on these quantities. For example 
driven piles in loose sand densify the soil and increase the lateral effective stresses whereas 
bored piles might reduce these values (Mayerhof, 1976). In this study, the following empirical 
equation adapted from (Budhu & Davies, 1987) has been used to estimate 𝜑′: 
 





where 𝜑′0 is the original in situ value of the angle of friction. 
The coefficient of lateral earth pressure (𝐾) is assumed to be equal to 0.4 by Reese et al. 
(L. C. Reese et al., 1974) and 1 − sin𝜑′ by (Brinch-Hansen, 1961) ; however, as shown by (Fan 
& Long, 2005) and (Brødbæk, Møller, Sørensen, & Augustesen, 2009) the value of K is 
dependent on the relative density, internal friction, and the pile driving. In this study, different 
values of 0.5, 1.0, and 1.5 has been chosen for K to be used in the model. 
For verification of the model, a full scale pile at the Mustang Island in Texas tested by (L. 




Figure ‎6.28. Soil profile and pile load test at Mustang island test site (L. Reese et al., 
1967) 
 
The steel pile has an embedment length of 20.7 m and was placed open-ended, that helps to 
reduce the changes in soil properties. The soil was uniformly graded fine sand with a friction 
angle of 39 degrees. The submerged unit weight was 10.4 kN/m
3
 and the water surface was kept 
150 mm above the ground surface during entire test. The elastic properties of the medium dense 
sand based on (Janbu, 1963) equation is 𝐸𝑠 = ?̅?𝜎𝑎𝑡𝑚(𝜎′𝑚 𝜎𝑎𝑡𝑚⁄ )
𝑛 with ?̅? = 1200, 𝑛=0.7, 
𝜎′𝑚 = ((𝜎′1 + 𝜎′2 + 𝜎′3) 3⁄ ) and 𝜈 = 0.3 were chosen for the soil. In this study, due to using 
open-ended pile, the value of K was assumed to be 1.0. 
The comparison between measured and computed p-y curves are shown in Figure ‎6.29 
for different depths. For quantifying the error between model predictions and observed results, 
the Mean Absolute Percent Error (MAPE) was calculated. The results show the value of MAPE 
for the suggested model is 24.2%, which is acceptable, however, the results show that more work 







(a)  (b) 
Figure ‎6.29. Comparison between p-y curves of field test at Mustang Island and the 





Chapter 7.  Summary, Conclusions, and Future Work  
 
7.1.  Summary and Conclusions  
 
This studying the ability of using CPT data for estimating the ultimate axial capacity of square 
PPC piles driven into Louisiana 21 direct CPT methods were studied. A database including 
eighty (80) friction piles loaded to failure were used in this evaluation analysis. The measured 
ultimate load capacity (𝑄𝑚) for each pile was determined from the load-settlement curve using 
Davisson and modified Davisson interpretation methods. The ultimate load capacity of each pile 
(𝑄𝑝) was also determined using the 21 CPT methods, and estimated values were compared with 
the measured pile capacities from static load tests. 
Three approaches were used in this study to evaluate the different pile-CPT methods. In 
the first approach, three statistical criteria (best fit line for 𝑄𝑝 versus𝑄𝑚, arithmetic mean and 
standard deviation of 𝑄𝑝 𝑄𝑚⁄ , and cumulative probability of 𝑄𝑝 𝑄𝑚⁄ ) were adopted to evaluate 
the performance of the direct pile-CPT methods. These criteria were used to rank the CPT 
methods based on their performance. The final rank of each method was then determined from 
the Rank Index (RI). The results of this evaluation showed the following order of the best 
performance pile-CPT methods: LCPC, ERTC3, Probabilistic, UF, Philipponnat, De Ruiter and 
Beringen, CPT2000, UWA, and Schmertmann methods.  
Another approach for evaluating the pile-CPT methods is the MultiDimensional 
Unfolding (MDU), which is a technique for representing different objects and judges in a 2-
dimensional space. In this approach, the result of each pile load test was regarded as a judge that 
ranks the objects, which are the 21 pile-CPT methods, based on the value of 𝑄𝑝 𝑄𝑚⁄ . The 
abilities of MDU analysis for showing the extent of agreement between the measured pile 
capacities and results of pile-CPT methods, the existence of outliers, and the similarity between 
the pile-CPT methods were described. The MDU analysis helps to find the typical ranking of the 
pile-CPT methods. Based on MDU analysis, the pile-CPT methods that were located far from the 
center of the measured pile capacities were considered as low performance methods. The pile-
CPT methods that showed the best performance according to MDU approach are the same 
methods with the highest rankings based on statistical analysis using three criteria. 
Another approach for evaluating pile-CPT methods is using LRFD for reliability analysis. LRFD 
results are consistent with the previous criteria and LCPC, ERTC3, Probabilistic, UF, 
Philipponnat, De Ruiter, CPT2000, UWA, Schmertmann, German, and Eurocode7 are among the 
methods with highest rankings.   
For choosing the best pile-CPT methods, top methods were chosen to be used in MDU 
analysis. The pile-CPT methods close to each other in 2-dimensional space can be considered 
similar to each other. Accordingly, the 9 pile-CPT methods can be divided into three groups. 
Philipponnat, UF, Probabilistic, LCPC, and De Ruiter methods were located in the first group. 
Group 2 consisted of Schmertmann and ERTC3 methods, and UWA and CPT2000 methods were 
in group 3. If one needs to get a better range of estimating the ultimate pile capacity by choosing 
three pile-CPT methods, it might be better to select one method from each group. 
In the next step, the pile database was divided into 4 different categories based on the soil type. 
For piles in category 1, less than 25% of the pile capacity is due to the sand layers; while for 
piles in category 4, sand layers contribute to more than 75% of the pile capacity. Evaluation of 
pile-CPT methods for each category of piles separately, showed that the performance of pile-
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CPT methods is different at each category of piles. The reason is that each pile-CPT method 
represents different equations for tip and side resistance of the piles in different soil types, so it is 
possible that a pile-CPT method has an accurate equation for pile side resistance in a soil type 
but overpredicts the pile capacity with less accuracy in other soil layers. The performance of 
each pile-CPT method in each category was studied in detail in this study. The general trend 
observed for pile-CPT methods is that increasing the sand contribution to the pile capacity causes 
overprediction in pile capacity and an increase in the standard deviation of 𝑄𝑝 𝑄𝑚⁄ , which means 
less reliability in estimations of pile-CPT methods in sandy soils.  
The assumption that the proportion of measured to estimated pile capacity, 𝑄𝑝 𝑄𝑚⁄  has a 
log-normal distribution was used in this study for adding, multiplying, and linear combination 
for normal distribution of ln(𝑄𝑝 𝑄𝑚⁄ ) and finding a relationship for estimating the pile capacity. 
Eighty (80) piles in Louisiana were used to obtain the combined method that calculates the pile 
capacity of the pile based on the amount of sand contribution in the pile capacity. Also the 
combined method was developed for the general case when the category of pile is not 
determined. However, evaluating the developed method showed that especially for the piles with 
more than 75% sand contribution to the pile capacity, more accurate estimations can be obtained 
by using the specific coefficients of category 4 of the piles.  
In the next step of this study, the performance of top ranked pile-CPT methods were 
evaluated using 10 instrumented piles driven in Louisiana. The results showed that all pile-CPT 
methods (other than De Ruiter) overpredict the tip resistance and (other than UWA) underpredict 
the side resistance. Also, it was shown that pile-CPT methods for tip resistance has less accuracy 
and precision than side resistance predictions. By separate analysis in sandy and clayey layers, it 
was shown that pile-CPT methods for side resistance in sand has less accuracy and precision 
than side resistance predictions in clays. At the end, a pile-CPT model was developed based on 
instrumented piles and total 80 piles in Louisiana pile database. Based on the developed model, 
unit side resistance and tip resistance can be obtained using probabilistic soil classification data 
(equations (‎4.39) and (‎4.40)): 
𝑓 = (1.32𝑠𝑎𝑛𝑑)(𝑞𝑇 100⁄ ) + 0.66(𝑠𝑖𝑙𝑡 + 𝑐𝑙𝑎𝑦)𝑓𝑠 
𝑞𝑝 = (0.12𝑠𝑎𝑛𝑑 + 0.75𝑠𝑖𝑙𝑡 + 0.75𝑐𝑙𝑎𝑦)𝑞𝑇−𝑎𝑣𝑔 
The other part of this study is investigating the lateral behavior of the piles. There are different p-
y curve methods used for predicting the lateral behavior of piles. These methods determine the 
curve of soil resistance versus displacement; therefore soil material can be replaced by springs 
with stiffness values equal to the slope of the curve at each point of displacement. In this study, 
the results of finite element analysis were used for obtaining three basic elements of a p-y curve 
for clays and sands: ultimate soil resistance, initial slope, and characteristic shape function. 
Parametric study of finite element results for piles in clays were used for developing a model that 
present the p-y curves. The ultimate soil resistance, 𝑝𝑢 is obtained from bearing capacity factor, 
Np as: 𝑝𝑢 = 𝑁𝑝𝑆𝑢𝐷 
A summary of proposed model for Np is as follows: 
 

































− 2)  ≤ 𝑁𝑝𝑢(𝛼) 




) =  𝑁𝑝𝑢(𝛼) 
𝑁𝑝𝑢(0) = 9.2, 𝑁𝑝𝑢(0.5) = 10.8, 𝑁𝑝𝑢(1.0) = 11.94  
Also, it was shown that reference deflection, y50 is a parameter dependent on the value of Np, as 
shown by the equation, 𝑦50 = 0.5𝐷𝑁𝑝 50. 
Having the values of 𝑝𝑢 and 𝑦50, the following combined power and hyperbolic tangent 
function can be used for obtaining the p-y curve relationship: 






Also, parametric study of finite element results for piles in sands were used for developing a 
model that present the p-y curves. The obtained p-y curves in different depths were used in 
nonlinear regression analysis and a model composed of 𝑝𝑢 and 𝑦𝑢 terms inside a composition of 
power and hyperbolic tangent functions was developed. 






𝑝𝑢 = 𝐴1 × 𝑥
0.9 × tan1.2𝜑′ × 𝛾′0.5 × 𝐾0.8 × 𝐷 × 𝛾𝑤
0.4 × 𝜎𝑎𝑡𝑚
0.1  
𝑦𝑢 = 𝐴2 × 𝑥
0.8/𝐸 × tan1.4𝜑′ × 𝛾′0.6 × 𝐾0.9 × 𝐷0.9 × 𝛾𝑤
0.1 × 𝜎𝑎𝑡𝑚
0.3  
It was shown that the developed model is able to predict p-y curves for the cases of 
multidirectional lateral loading on square piles, soils with increasing modulus of elasticity with 
depth, soil layers with different modulus of elasticity and unit weight, and overburden pressure. 
The developed model was evaluated using a full-scale pile test at Mustang Island. It was found 
that the measured data for 𝑝𝑢 and initial slope for different depths is between model predictions 
using coefficient of lateral earth pressure, K of 0.4 and 1.0. 
 
7.2.  Recommendations for Future Work 
 
Some parts of this study is need of more development. These areas are: 
- Most of the current soil classification methods using CPT data, to estimate an index (such 
as U index in probabilistic and IC or ISBT in Robertson. It seems that developing a soil 
classification method that categorize soil into cohesive (with providing a value indicating 
undrained shear strength of soil in that layer) and cohesionless (with providing a value 
indicating friction angle or SPT number) will improve our understanding of the soil 
layers. In this case, we easily see the clay and sand layers, separately. Also, the additional 
value shows if the clay layer is soft, medium, or hard; or the sand layer is loose, medium, 
or dense. 
- Using the obtained results, probabilistic equations for a pile-CPT method can be 
suggested. For example, for the unit site resistance equation in the form of: 𝑓 =
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(𝐴1𝑠𝑎𝑛𝑑 + 𝐴2𝑠𝑖𝑙𝑡 + 𝐴3𝑐𝑙𝑎𝑦)𝑞𝑇; the values of 𝐴1, 𝐴2, and 𝐴3 can be distributions 
(normal, or log-normal), instead of being constant values. 
- The model developed for p-y curve was shown have predictions a little bit different from 
finite element results for the case of overburden pressure. For improving the accuracy of 
models for p-y curves, the term of effective stress also should be added to the models. 
- The p-y curve models in this study was developed for sand and clays. These models 
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A. Appendix A. Pile-CPT Methods 
 
The first 8 pile-CPT methods are discussed in more details in literature, and only basic equations 
are presented in the section for them. 
Pile-CPT 
method 
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qc1: minimum of the averages of qc values of zones ranging from 0.7D to 4D below tip; D: 
pile diameter; qc2: average of minimum qc values 8D above the cone tip; kc= 0.2 – 1.25 for 
clay; K value depends on d/D ratio 
De Ruiter and 
Beringen (1979) 
In clay:  15b c uq N S MPa  , In sand: bq similar to Schmertmann (1978), In clay: 
 120uf S kPa  , In sand:  min , 300,120s caf f q kPa  
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1 ( )b b eqq k q tip  , max( )  eq SIf q side k f   
kb1 = 0.15-0.60 depending on soil type and installation procedure; qeq: equivalent average 
of qc values of zone ranging from 1.5D below pile tip to 1.5D above pile tip; kS1 = 30-150 
depends on soil type, pile type and installation procedure 
Tumay and 
Fakhroo (1982) 






  ; fca : average friction in kPa 
Aoki and De 
Alencar (1975) 
( ) 15b ca bq q tip F MPa  ,   1 2 120sc sidef q F kPa   
Fb : depends on pile type = 1.75 for PPC driven piles; 1 = 1.4%-6% depends on soil type; 
FS2: depends on pile type = 3.5 for PPC driven piles  
Prince and Wardle 
(1982) 
2  b b eqq k q , 2 sf f  
kb2 : depends on pile type = 0.35 for driven piles; 2 : depends on pile type = 0.53 for 
driven piles  
Philipponnat (1980) 
3  b b eqq k q ,   3 2sc sideqf F  
kb3 : depends on soil type = 0.4 for sand, 0.45 for silt and 0.5 for clay; 3 = 1.25 for PPC 
driven piles; FS2 = 50-200 depending on soil type  
Penpile (Clisby et 
al. 1978) 
In clay: 0.2  5b eqq q , In sand: 0.12  5b eqq q ,  1 5 14.47s sf f . f   (units in MPa) 
 
A detailed description of the other pile-CPT methods evaluated in this study is presented 
in this section. 
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A.1. NGI Method 
 
NGI method is for Norwegian Geotechnical Institute established by Clausen et al. which is based 




⁄  values from 0.2 to 10 and 85 individual piles from 30 different sites with sandy 
soil with depths from 5 to 40 meters and Dr from 30% to 90% by (C. Clausen, Aas, & Karlsrud, 
2005; C. J. Clausen & Aas, 2001).  




2   (‎A.1) 
where: 
 Dr = 0.4 ln
qc
22√σ′vo σatm
   (‎A.2) 
For OE piles qp is determined by the minimum of the plugged and unplugged values: 
 qPlugged =
0.7 qc
1 + 3 Dr
2   (‎A.3) 
 
qUnplugged = qcAr +
12
d











   (‎A.5) 









 FDr = 2.1 (Dr − 0.1)
1.7 ≥ 0   (‎A.7) 
 Fsig = (σ′vo/σatm)
0.25   (‎A.8) 
 Ftip = 1.0   For OE & 1.6 For CE   (‎A.9) 
 




Fmat = 1.0 For steel & 1.2 For concrete 
 
 (‎A.11) 
A process for statistical treatment of CPTu data in dense sand has been illustrated by Lacasse et 
al. where the soil profile is divided into distinctive layers and the qc-values considered to be 
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constant or increasing with depth in each layer (Lacasse et al., 2013). An example of this 
procedure is shown in Figure ‎A.1. 
 
Figure ‎A.1. The Mean of qc-values with one standard deviation after filtering, re-sampling and 
mrging (After Lacasse et al. (Lacasse et al., 2013)) 
 
The NGI method recommends the use of α method in API (American Petroleum 
Institute) with some corrections for estimating the unit side friction in clayey soils which is 
basically counted as an indirect method. In NGI method, the unit tip resistance in clays is the 
same as α method. No specific recommendation about the influence zone and averaging the 
value of qt has described in the method. 
Karlsrud et al. has described the NGI approach for pile capacity in clays based on an 
indirect method (Karlsrud, Clausen, & Aas, 2005). Su is determined from UU triaxial tests and 
shaft resistance measured 100 days after driving. 
 qp−clay = 9Su   (‎A.12) 
The procedure presented in UWA method is suggested if the results of CPTu tests are not 
available to calculate qt, which is the corrected cone resistance.  
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The unit shaft resistance for NC clays with (
Su
σ′v0







 αNC = 0.32(PI − 10)0.3   (‎A.14) 
 
The upper and lower limits for αNC are: 
 
0.20 < αNC < 1.0 
 
 (‎A.15) 
For OC clays with (
Su
σ′v0
⁄ ) > 1.0 , we have: 
 













And for CE piles: 
 








The upper and lower limits for Ftip are: 
 1.0 < Ftip < 1.25  (‎A.19) 
For clays with 0.25 < (
Su
σ′v0
⁄ ) < 1.0, an interpolation between the above values should be 
done.  
In this study, for calculating αNC, the value of PI was estimated by: 
PI = max (
NkT−7.636
0.285










A.2. ICP Method (MTD Method) 
 
This method has developed at Imperial College London by works of Jardine (1985), Bond 
(1989), Lehane (1992), and Chow (1997) (Bond, 1989; Chow, 1997; Richard Jardine, 1985; 
Barry Lehane, 1992). Jardine (1996) published the results as a booklet for the UK Marine 
Technology Directorate as the MTD method (RJ Jardine & Chow, 1996). Jardine et al.  offered 
ICP method to be the name of the method as abbreviation of Imperial College Pile (Richard 
Jardine, Chow, Overy, & Standing, 2005). 
The tests have been done in different sites as shown in the Table ‎A.1 and later on, data 
from other locations like Belfast and Mexico City has been added to the database. 
 
Table ‎A.1. ICP sites 
 
 
The method presents the following procedures for calculating the bearing capacity of 
piles in sand which is defined as the load for d/10 settlement. For the close ended piles with 
circular sections: 
 qp−sand =  qc,avg (1 − 0.5 log
d
dCPT
) > (0.3qc,avg for piles with d > 0.90m)   (‎A.20) 
It should be noted that ICP method is originally is for tubular piles. (Cowley, 1998) tested 16 
square-piles and 16 H-piles and showed that for non-circular piles the tip resistance is: 
 qp−sand =  0.7 qc,avg  (‎A.21) 
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For H-piles the tip resistance is: 
 qp−sand =  qc,avg  (‎A.22) 
 
And the area for the H-piles (Ab) have been calculated as the procedure shown in the Figure ‎A.2. 
 
 
Figure ‎A.2. Perimeter and area for calculating tip and shaft resistance of H-piles 
 
The procedure for calculating qc,avg for ICP method is the same as LCPC method which 
takes the average of qc for 1.5D below and above the tip. For cases that the variation in qc is 
extreme and the depth intervals between peak and toughs is greater than d/2, a qc,avg less than 
the average should be chosen because the base resistance will be dependent on localized failure 
within the weak layers. Also if weak layers exist 8d below the pile’s tip, the reduction in tip 
resistance should be considered. However ICP method has not showed how these reductions 
should be taken into account.  
For open-ended piles if the below criteria is satisfied, it can be assumed that pile is 
plugged: 







  (‎A.24) 
The procedure for calculating the tip resistance for open-ended piles starts with categorizing the 
piles into the plugged and unplugged piles. For unplugged piles: 






   (‎A.25) 
For unplugged piles: 
 Qt = qc,avgAr   (‎A.26) 
For plugged piles: 
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 Qt = qc,avg .  max (0.5 − 0.25log
d
dCPT
 ,  0.15) . πR2outer > qc,avgAr   (‎A.27) 
where  




inner)  (‎A.28) 
The unit skin friction (fsand) for close-ended circular piles is obtained by the following 
procedure: 
For compression: 
 fsand = (σ′rc + ∆σ′rd)tanδ′f  (‎A.29) 
For tension:  
 fsand = (0.8 σ′rc + ∆σ′rd)tanδ′f  (‎A.30) 
where σ′rc is the radial effective stress acting on the shaft a few days after installation. ∆σ′rd is 
the changes in radial effective stress developed during pile loading. In fact, based on ICP 
method, the radial effective stress acting on the shaft at failure is composed of σ′rc and ∆σ′rd. δ′f 
is the operational interface angle of friction. 








) ,  8])
−0.38
  (‎A.31) 
 ∆σ′rd = 2G
∆r
R
  (‎A.32) 
 G = qc(0.0203 + 0.00125η − 1.216e
−6η2)−1   (‎A.33) 









−0.5  (‎A.34) 
 Pa = 100 kPa  (‎A.35) 
For lightly rusted steel pile: 
 ∆r = 2Rcla ≈ 0.02mm    (‎A.36) 





Figure ‎A.3. Interface friction angle, δ′f 
 
For non-circular piles (square, rectangular, and H-shaped piles) the R is modified as: 





  (‎A.37) 
which Ab is the section area of the square and rectangular piles, and for H-piles is defined in 
Figure ‎A.2. 
For open-ended tubular piles these equations should be modified by defining the value of 
R is as: 
 R = (R2outer − R
2
inner)
0.5   (‎A.38) 
And for tension: 
 fsand = 0.9(0.8 σ′rc + ∆σ′rd)tanδ′f  (‎A.39) 
The unit tip resistance of tubular piles in clays is: 
For undrained loading: 
 qp−clay = 0.8qc,avg   (‎A.40) 
For drained loading: 
 qp−clay = 1.3qc,avg  (‎A.41) 
While for the non-circular piles the same rules in sands are applicable which means: 
 For CE square and rectangular piles: 
 qp−clay =  0.7 qc,avg  (‎A.42) 
For H-pile: 
 qp−clay =  qc,avg  (‎A.43) 
While the calculation of Ab for H-piles are shown in Figure ‎A.2. 









< 36  (‎A.44) 
which gives: 
 qp−clay = 0.4 qc,avg for undrained loading  (‎A.45) 
 qp−clay = 0.65 qc,avg for drained loading  (‎A.46) 
For unplugged piles: 
 qp−clay = qc,avg for undrained loading  (‎A.47) 
 qp−clay = 1.60 qc,avg for drained loading  (‎A.48) 
The unit skin friction for the CE piles in clay is determined by the following procedure: 
 fclay = (
Kf
Kc




⁄  is the loading factor which is constant and is equal to 0.8 regardless of the loading 
direction and drainage condition. Kc is the radial to vertical effective stress ration. 
 σ′rc = Kcσ′v0   (‎A.50) 
 Kc = [2.2 + 0.016 YSR − 0.870 ∆Ivy]YSR
0.42(max[h R⁄ ,  8])
−0.20
  (‎A.51) 
 ∆Ivy = log10 St  (‎A.52) 
which the clay sensitivity St should be estimated based on the type of the clay. Or: 
 Kc = [2 − 0.625 ∆Ivy]YSR
0.42(max[h R⁄ ,  8])
−0.20
  (‎A.53) 
Using the second one typically leads to lower values for Kc (around 4% less). YSR (also known 
as apparent OCR) is the clay’s local yield stress ratio. 
δ′f is a value between the peak δpeak and ultimate δultimate interface angles of friction which can 
be measured in interface ring shear tests.  
  
(a) δpeak (b) δultimate 





(a) δpeak (b) δultimate 
Figure ‎A.4. Ring shear interface results for (a) δpeak and (b) δultimate in clays 
 
The unit skin friction for OE piles in clay is calculated with the same modified R value as 
shown for the sands. 




The above charts show that the value of δ′f can be estimated based on the Dr<0.2 (very 
loose), 0.2<Dr<0.4 (loose), 0.4<Dr<0.6 (medium), 0.6<Dr<0.8 (dense), and 0.8<Dr (very dense) 
and the sand% and silt%.  










where qc and σvo
′  units are TSF. qc−avg has been calculated for 1D above and below the location 
and σvo
′  has been calculated based on γw =
62.43
2000





















For calculating fclay, St and YSR (OCR) can be estimated from: 
Based on Lehane et. al. (2000): 
















Value of PI can be estimated similar to NGI: 






So for clay soils, we estimate PI, and take the average of the below values for calculating δ′f: 
δpeak = 28.4 − 0.177 × PI 
δultimate = 29.49 − 0.306 × PI 






A.3. UWA and CPT-2000 Methods 
 
Lehane et al. (2005) at University of Western Australia (UWA) developed a new method after 
investigating ICP, NGI, and Fugro methods for CE and OE piles in siliceous sand (BM Lehane, 
Schneider, & Xu, 2005). Later on, this method developed in clays by Lehane et al. (2012) (B. M. 
Lehane, Li, & Williams, 2012).  
Different factors which influence the pile capacity are considered in this method 
including: loading direction, soil dilation, soil displacement, friction fatigue, etc. 
The unit tip resistance for CE piles in sands is: 
 qp−sand = 0.6qc,avg  (‎A.54) 
It should be noted that qt is referred to the ultimate load for 0.1d settlement in the pile. The value 
of qc,avg is determined by Schmertmann method. 
The unit tip resistance for OE piles in sands is: 
 qp−sand = qc,avg (0.15 + 0.45Arb,eff)  (‎A.55) 
where: 





  (‎A.56) 
FFR (final filling ratio) is the averaged IFR (incremental filling ratio) for the last 3d of the pile 
penetration. When FFR approaches to zero, the pile’s behavior will be similar to CE pile and 
when it goes to 1, the pile is equivalent to a fully coring pile. FFR can be estimates as: 





, 1]  (‎A.57) 




(σ′rc + ∆σ′rd)tanδ′f  (‎A.58) 
where: 










= 1 For compression & 
ft
fc
= 0.75 For tension  (‎A.60) 





  (‎A.61) 





, 1]  (‎A.62) 
∆σ′rd and δ′f are calculated as the same as ICP method with: 
 G = 185 qc1N


















δ′f is calculated as the modified ICP method. 
 
 
Figure ‎A.5. δ′f variation with D50 –modified from ICP-05 
 
The unit shaft resistance in clays can be determined from (BM Lehane, Chow, McCabe, 
& Jardine, 2000) which is known as CPT-2000 method: 
 fclay = σ′rf tanδ′f  (‎A.65) 











 For Ip ≥ 35%   (‎A.66) 











 For Ip < 35%   (‎A.67) 
Lehane et al. examined 75 pile load tests (B. M. Lehane et al., 2012). For the cases that the 
corrected end resistance qt was not available the following procedure was used: 
For soft and firm clays (qc <1 MPa): 
 qp−clay = 1.14 qc  (‎A.68) 
This value is estimated from the corrected cone resistance equation, assuming a pore-pressure 
ratio (Bq) of 0.60 (lightly consolidated clays) with cone end ratio (a) of 0.80. 
For stiff clays (qc >1 MPa): 
 qp−clay = qc  (‎A.69) 
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Based on recommendations of (Richard Jardine et al., 2005) the unit tip resistance for CE Piles 
was assumed to be: 
 qp−clay = 0.8qt,avg  (‎A.70) 
And for OE Piles: 
 qp−clay = 0.4qt,avg  (‎A.71) 
And the shaft capacity in tension and compression was assumed to be equal. The equivalent pile 
radius for square piles is: 
 R = B π0.5⁄    (‎A.72) 
Based on these assumptions, the following equations are suggested for calculating the unit shaft 
resistance (the average of these two equations is used for fclay) 















0.15 tanδ′f  (‎A.74) 
where δ′f is estimated based on ICP method. It should be noticed that CPT-2000 methods is not 
different from UWA method, only the equations for fclay of CPT-2000 are simpler. 
Implementing Probabilistic and Robertson-2010 soil classifications into these methods are the 
same as described for NGI method. 
The only difference between UWA and CPT-2000 method is the equation for shaft 
resistance in clay. No upper limits was proposed by these methods. 
 
A.4. Fugro Method 
 
This method is based on studies of Kolk der Velde (1996) and Kolk et al. (2005) on 45 sites (24 
OE and 21 CE piles) consisting sandy soil and 26 pile load tests in clayey soil (Kolk, Baaijens, & 
Senders, 2005; Kolk & der Velde, 1996).  
The unit tip resistance for sands is: 






  (‎A.75) 
where: 





  (‎A.76) 
The arithmetic average of CPT qc is taken over the influence zone defined as 1.5d above and 
below the pile’s tip. 
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The unit friction resistance is estimated by considering a reduction near to the tip: 
Compression loading, and h R∗⁄ ≥ 4: 










  (‎A.77) 
Compression loading, and h R∗⁄ < 4: 








)  (‎A.78) 
Tension loading: 










  (‎A.79) 
where: 
 R∗ = (R2 − Ri
2)
0.5
  (‎A.80) 
And for non-circular piles, the equivalent circular area is used to estimate R∗. 
The procedure of Fugro method for the clay soils is as follows: 
 qp−clay = 0.7(qc − σv0)  (‎A.81) 
 
 
fclay = αSu  (‎A.82) 










≤ 1  (‎A.83) 
where L is the pile’s length and z is the depth. 
 
A.5. Purdue-CPT Method 
 
The method is developed by Salgado et al. (2011) (Salgado, Woo, & Kim, 2011) based on the 
following procedure described in (Han, Prezzi, Salgado, & Zaheer, 2016): 
The unit base resistance for sands: 
 qp−sand = (1 − 0.0058Dr)qc,avg  (‎A.84) 
The unit skin resistance for sands: 
 fsand = Kσ′v0 tanδ′f  (‎A.85) 
where: 
 K = Kmin + (Kmax − Kmin) exp (−β
h
B
)  (‎A.86) 
 Kmin = 0.2  (‎A.87) 
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 Kmax = 0.02
qc
σ′v0
⁄   (‎A.88) 
where h is the distance from the depth being considered to the pile base 
 β = 0.05  (‎A.89) 
The unit base resistance for clays: 
 qp−clay = 10Su  (‎A.90) 
The unit skin resistance for clays: 
 fclay = αSu  (‎A.91) 





[A1 + (1 − A1)e
γ]  (‎A.92) 
 γ = − (
σ′v0
PA
) (φc − φr,min)
A2
  (‎A.93) 
 For (φc − φr,min) ≤ 5°: A1 = 0.75  (‎A.94) 
 For (φc − φr,min) ≥ 12°: A1 = 0.43  (‎A.95) 
For 5 < (φc − φr,min) < 12, A1 is obtained by interpolation. 
 A2 = 0.64 + 0.4 ln (
Su
σ′v0
)   (‎A.96) 
The following assumptions have been used for implementing this method: 
The value of Dr is between 0 and 1 and average of two methods for determining it, has 
been used: 











where qc and σvo
′  units are TSF. qc has been calculated for 1D above and below the location and 





Where Nk=20 has been used, similar to De Ruiter. 
φc and φr,min are assumed to be equal to 1.25δpeak and 1.25δultimate calculated in ICP 
method. 
Also another method for calculating α is used and the average of these two alpha values 
is used in calculating fclay. 
 α = 0.4 [1 − 0.12 ln (
Su
Patm




A.6. Probabilistic Method 
 
Abu-Farsakh and Titi (2007) used the data from 35 square PPC piles (26 driven in clay, 9 driven 
in layered soil) for estimating the ultimate load obtained by the Butler-Hoy method (Abu-
Farsakh & Titi, 2007). It has been shown that using the Davisson method (Davisson, 1972) for 
estimating the bearing capacity of piles from pile-load test will give very close results (Titi, Abu-
Farsakh, & Tumay, 1999). 
 Qu(Davisson) = 1.02 × Qu(Butler−Hoy)  (‎A.98) 
They used the  Zhang method (Zhang & Tumay, 1999) for soil classification, which will be 
illustrated later in section:  
The unit end bearing capacity is: 
 qp =  Kb qca < 15 MPa   (‎A.99) 
where qca is determined similar to Schmertmann method for the influence zone of 4D below and 
8D above the pile’s tip. Also a weight function has been introduced to give more weight to 
readings near to the tip as shown in Figure ‎A.6. 
 
 
Figure ‎A.6. Calculation of qca using the weight function 
 




 qc = 0.95 qt  (‎A.100) 
We have: 
 Kb = 0.3 Pr(sand) + 0.4 Pr(silt) + 0.5 Pr(clay)  (‎A.101) 
 
where the values of Pr(sand), Pr(silt), and Pr(clay) within the influence zone is determined by 
(Zhang & Tumay, 1999) method. 
For the unit skin friction: 
 f = Ks fs  (‎A.102) 
where: 
 Ks = Ks(silt−clay) Pr(silt − clay) + Ks(sand) Pr(sand)   (‎A.103) 
 Ks(silt−clay) =
1
(0.74 + 1.62 fs)
  (‎A.104) 
 Ks(sand) =
1
(0.61 + 0.7 fs)
  (‎A.105) 
 
A.7. UF Method 
 
Bloomquist et al. (2007) and Hu et al. (2012) used 21 cases of pile load test in Florida with sandy 
soil and 28 from Louisiana with clayey soil and developed a new method which is a modification 
of the Philipponnat method (Bloomquist, McVay, & Hu, 2007; Hu, McVay, Bloomquist, 
Horhota, & Lai, 2012). 
 qp = kbqca ≤ 150 TSF  (‎A.106) 
where kb is a factor that depends on the soil type as shown in Table ‎A.2.  
 
Table ‎A.2. Bearing capacity factor 
Soil Type kb  
Well-cemented sand 0.1 






The soil classification chart for electronic friction cone from (P. K. Robertson, 




Figure ‎A.7. Soil classification method used for the UF method 
 
The soil cementation is determined based on SPT numbers where 
qc
N⁄ > 10. 




  (‎A.107) 
where qc1 is average of qc measure from pile’s tip to the depth of 3D for sand and 1D for clay. 
qc2 is average of qc measure from pile’s tip to 8D above it. In cases that qc2 > qc1, then: 
 qca = qc1  (‎A.108) 




qcs ≤ 1.2 TSF  (‎A.109) 
where αs is the same as the Philipponnat method and the values of Fs are shown in Table ‎A.3. 
 
Table ‎A.3. Empirical factor Fs 
Soil Type Fs  
Clay and calcareous clay 50 
silt, sandy clay, and clayey sand 60 
Loose sand 100 
Medium dense sand 150 
Dense sand and gravel 200 
Lightly cemented sand 250 
Well-cemented sand 300 
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Figure ‎A.8 from (Baldi, Bellotti, Ghionna, Jamiolkowski, & Lo Presti, 1989) has been 
used for determining the density of sands for determining the sand state. 
 
 
Figure ‎A.8. Chart for determining the sand state: loose (Dr < 40%), medium (40% < Dr <
70%), and dense (70% < Dr) 
 
A.8. Togliani Method 
 
This method is developed by Togliani (2008) for cylindrical piles driven and bored in different 
soils (Togliani, 2008). The tests has been done 30 days after the initial pile driving.  
 qb = k3qc  (‎A.110) 
where qc is the average 8D/4D above/below the pile’s tip. 
 k3 = λ + [0.01 (
L
d
)]  (‎A.111) 
L is length and d is diameter of the pile. 
where λ is 0.1 and 0.2 for bored and driven piles, respectively. 
For pile unit side resistance: 
 f = k1qc
0.5  (‎A.112) 
Where units are assumed to be in kPa. 
 k1 = 1.2 (0.8 +
Rf
8⁄ )  for Rf < 1   (‎A.113) 




 Rf = (
fs
qc⁄ ) 100  (‎A.115) 
 
A.9. Zhou et al. Method  
 
This method which is developed by Zhou (1982) predicts the limit load capacity instead of 
ultimate load capacity (Zhou, Xie, Zuo, Luo, & Tang, 1982). Using the Schmertmann 
relationship we have: 
 (Qt)limit = 0.73 (Qt)ultimate   (‎A.116) 
Limit load is the point where the shaft resistance of the pile is fully mobilized, while the end 
resistance is only partially mobilized. If the point is not obvious using the data, they recommend 
using the load at a relative settlement of 0.4-0.5 which is the ratio of settlement to ultimate 
settlement (punching failure). They argued that many authors take failure load of the testing pile 
as criterion for compression and when failure load could not be reached, Van der veen method is 
used. They mentioned that based on their experience, Van der veen method involves unavoidable 
artificial error. 
The unit end bearing capacity qp of the pile 
 qp = α qca   (‎A.117) 
where, 
qca : The average CPT tip resistance 4D above and 4D below the pile’s tip with condition of 
qca(A)  qcb(B). 
α: A function of soil type and qca 
Soil type I: qca > 2 Mpa and fsa/qca < 0.014 
Soil type II: Other soils other than soil type I 
Soil type I: 
 α = 0.71 qca
−0.25  (‎A.118) 
Soil type II: 
 α = 1.07 qca
−0.35  (‎A.119) 
The unit skin friction f′ of the pile is: 
 f′ = β fsa  (‎A.120) 
fsa: The average of fs along the soil layer 
β: The function of soil type and fsa 
Soil type I: 
 β = 0.23 fsa
−0.45  (‎A.121) 
Soil type II: 
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 β = 0.22 fsa
−0.55  (‎A.122) 
where units are in MPa. No upper limits was proposed by this method. 
 
A.10. German Method 
 
Kempfert and Becker (Kempfert & Becker, 2007) obtained empirical clause for tip and side 
resistance of the piles based on the CPT data, which are integrated into national German 
recommendations for piles “EA‐Pfähle” (DIN 4014). Their results are based on about 1000 pile-
load tests on different piles (121 driven PPC piles, 98 driven steel piles, 70 driven cast-in-place 
Simplex piles, 300 driven cast-in-place Franki piles, 124 screwed Atlas piles, 52 screwed Fundex 
piles, and 38 micro-piles). Based on their analysis, lower and upper bounds for tip and side 




Figure ‎A.9. Upper and lower empirical values for (a) Base Resistance (b) Side Resistance in 







Figure ‎A.10. Upper and lower empirical values for (a) Base resistance (b) Side resistance in 
cohesive soils (Kempfert & Becker, 2007) 
 
German method charts is converted to below equations: 
In Sands: 
 qp−sand = min(0.56qc + 5.4, 0.1qc + 79, 105) (TSF) 
fsand = min(0.007qc, 0.004qc + 0.48, 1.52) (TSF) 
 (‎A.123) 
In clays: (qp−clay was obtained from the chart available in Eurocode 7 method for DIN4014) 
 qp−clay = 7Su + 1 (TSF) 
fclay = min(0.15Su + 0.15, 0.5) (TSF) 
 (‎A.124) 
 
A.11. Eurocode 7 Method 
 
Eurocode 7 standard (EN, 1997) presents different possible design approaches for pile design: 
1) Static load tests on similar piles 
2) Dynamic load tests verified by static load results 
3) Empirical or analytical calculation methods validated by static load tests 
No specific procedure for pile design using CPT data is determined by Eurocode 7, however in 
the annex of the Eurocode 7-2 (BSI, 2007) two examples of methods based on the direct 
implementation of the results of CPT are presented, which are based on methods of German and 
Dutch codes, respectively. The first example, based on the German Standard (DIN 4014) 
presents Tables D.3 and D.4 in Annex D.6 of EC7-2 is restricted to coarse-grained soils. The 
second example described in Annex D.7 is more complex and takes into consideration a number 
of different factors. This example was presented in Annex B.4 of Eurocode 7-3, however some 
changes in the values of αs have been added as shown in tables. 
198 
 
The unit tip bearing capacity of the pile (qp) is obtained from: 
 qp = αpβs(qc,avg) ≤ 15MPa  (‎A.125) 
where qc,avg is the determined by Schmertmann (Dutch) method, αp is the pile class factor in 
Table ‎A.4, β is the factor taking the shape of the pile point as shown in  Figure ‎A.11, and s is the 
factor account for the shape of the pile base shown in Figure ‎A.12. 
 










Figure ‎A.11. Pile point shape, β (P. Robertson, 2010) 
 
 




For the square piles in this study, the values of αp, β, and s are equal to 1.0, which makes 
the unit tip resistance equal to the Schmertmann method. 
The unit skin friction of the pile (f) is given by: 
 f = αsqc  (‎A.126) 
where αs is a reduction factor based on Table ‎A.4 and Table ‎A.5. 
 
Table ‎A.5. Maximum αs for clays, silt, and peat (Mahler, 2003) 
 
 
Values of αs for clays and silts are updated in Eurocode 7-2 as: 
 
Table ‎A.6. Maximum αs for clays, silt, and peat (BSI, 2007) 
  
 
A.12. ERTC3 Method 
 
European Regional Technical Committee 3 “ERTC3” (De Cock, 1997) has the same process for 
calculation of unit base resistance as the Eurocode 7 method, but the determination of the shaft 
resistance is modified. It can be calculated with the same process, but αs values are different, as 
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1 24 -33.9 20.3 30 63.9 54.2 15.4














St. Mary Parish 1 24 -79.5 5.5 10.5 90 85 21.7
Delmag 46-02






St. Mary Parish 2 14 -64 -0.3 10 74 63.7 7.6
ICE 42S






St. Mary Parish 3 24 -80 7 12 92 87 22.2
Delmag 30-32
Single Acting Diesel - 
OED
4/18/1995 5/15/1995





8 061-05-0044 Route LA 10
East Feliciana 
Parish
2 24 117.31 177.31 182.09 64.78 60 16.5






































































































St. Mary Parish 4 30 -83.5 1.325 8.36 91.86 84.825 43.1 Vulcan 025 (Air) 6/15/2001 7/2/2001
18 260-05-0020
Tichfaw River Bridge 
and Approaches
Livingston Parish 1 30 -60 6.3 13 73 66.3 23.8
Delmag 46-32
Single Acting Diesel - 
OED
2/25/1998 3/23/1998
19 260-05-0020 Tickfaw River Bridge Livingston Parish 3 30 -70 2 11 81 72 26.4
Delmag 46-32






Bridge #1 Tickfaw 
River
St. Helena and 
Tangipahoa 
1 24 8.8 93.7 99.8 91 84.9 21.9
Delmag 46-13






Bridge #1 Tickfaw 
River
St. Helena and 
Tangipahoa 
2 24 -8.2 96.8 96.8 105 105 25.3
Delmag 46-13












US 90 - Lewis Street 
Interchange 
(Overpass)
New Iberia 2 14 -49.5 5.5 10.5 60 55 6.1 Vulcan 010 (Air) 10/16/1997 11/14/1997
24 424-04-0027
US 90 Interchange
 at John Darnell Road
Iberia Parish 1 14 -30 10.4 22 52 40.4 5.3





 at John Darnell Road
Iberia Parish 2 14 -30.2 7.3 20.63 50.83 37.5 5.2




Bayou Boeuf Bridge 
Main Span





Bayou Boeuf Bridge 
Main Span





Bayou Boeuf Bridge 
Main Span





Bayou Boeuf Bridge ( 
West Approch)





Bayou Boeuf Bridge ( 
West Approch)
St. Mary Parish 2 30 -112.5 0 3 115.5 112.5 37.6
Delmag 46-32




Bayou Boeuf Bridge ( 
West Approch)





Bayou Boeuf Bridge ( 
West Approch)





Morgan City - Gibson 
Highway





Morgan City - Gibson 
Highway
St. Mary Parish 2 30 -88.5 1.2 3 91.5 89.7 42.9
Delmag 46-23


































Morgan City - Gibson 
Highway
St. Mary Parish 3 30 -100 4.05 7 107 104.05 50.2
Delmag 46-23




Morgan City - Gibson 
Highway
St. Mary Parish 4 30 -100 -0.7 6.38 106.38 99.3 49.9
Delmag 46-23




Morgan City - Gibson 
Highway
St. Mary Parish 5 30 -107 6 7 114 113 53.4
Delmag 46-23




Morgan City - Gibson 
Highway









TERREBONNE 1 30 -130 2.7 7 137 132.7 44.6
Delmag 46-23








TERREBONNE 3 30 -125 2.4 12 137 127.4 44.6
Delmag 46-23






TERREBONNE 3 30 -116.7 5 26.3 143 121.7 46.5
Delmag 46-23






TERREBONNE 4 30 -115 5 10 125 120 40.7
Delmag 46-23






TERREBONNE 4A 30 -119 5 6 125 124 40.7
Delmag 46-23
Single Acting Diesel - 
OED
1/23/1991 2/7/1991
44 424-06-0005 Bayou Boeuf Bridge Assumption Parish 1 14 -70 -2 5 75 68 7.7
ICE 640 Double 
Acting Diesel
5/18/19936/2/1993 6/16/1993
45 424-06-0005 Bayou Boeuf Bridge Assumption Parish 2 14 -76 -4 4 80 72 8.2
ICE 640 Double 
Acting Diesel
5/18/1993 6/1/1993
46 424-06-0005 Bayou Boeuf Bridge Assumption Parish 3 14 -84.5 -7 0.5 85 77.5 8.7
ICE 640 Double 
Acting Diesel
10/1/1993 10/19/1993
47 424-06-0005 Bayou Boeuf Bridge Assumption Parish 4 14 -85 -6 0 85 79 8.7
ICE 640 Double 
Acting Diesel
9/30/1993 10/26/1993
48 424-06-0005 Bayou Boeuf Bridge Assumption Parish 5 14 -85 -6 0 85 79 8.7
ICE 640 Double 
Acting Diesel
9/30/1993 10/28/1993





- 3 14 -46.45 17.55 40.55 87 64 28.3
ICE 42S























































































Luling Bridge (North 
Approach)-US61
St. Charles 8 30 -110 2 10 120 112 39.1 Vulcan 010 (MOD) 2/4/1991 3/21/1991































































































Bayou Lacassine Jefferson Davis 3 30 -65 0 10 75 65 24.4 ICE I-62v2 - -
71 SETUP Bayou Zourrie Vernon - 24 146.59 196.59 201.59 55 50 13.3 - - -
72 SETUP LA-01 TP2 16 -120 0 10 130 120 17.3 Vulcan 010 - -




74 SETUP LA-01 TP4a 24 -150 0 10 160 150 38.6 Vulcan 020 - -
75 SETUP LA-01 TP4b 24 -200 0 10 210 200 50.6 Vulcan 020 - -
76 SETUP LA-01 TP5a 24 -139 0 6 145 139 35.0 Vulcan 020 - -
77 SETUP LA-01 TP5b 24 -163 0 7 170 163 41.0 Vulcan 020 - -
78 008-01-0042 La 415 - La 983 West Baton Rouge 1 16 -52.66 -2 28.59 81.25 50.66 10.8




Interstate Twin Spans 
Over Lake 
Pontchartrain
Orleans and St. 
Tammany






Interstate Twin Spans 
Over Lake 
Pontchartrain
Orleans and St. 
Tammany
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Figure ‎C.1. 003-07-0019 TP#1 
 




Figure ‎C.3. 003-10-0011 TP#3 
 




Figure ‎C.5. 005-01-0056 TP#2 
 




Figure ‎C.7. 047-02-0022 TP#2 
 




Figure ‎C.9. 064-06-0036 TP#1 
 




Figure ‎C.11. 065-90-0024 TP#2 
 




Figure ‎C.13. 065-90-0024 TP#4 
 




Figure ‎C.15. 065-90-0024 TP#6 
 




Figure ‎C.17. 239-01-0080 TP#4 
 




Figure ‎C.19. 260-05-0020 TP#3 
 




Figure ‎C.21. 262-06-0009 TP#2 
 




Figure ‎C.23. 424-04-0026 TP#2 
 




Figure ‎C.25. 424-04-0027 TP#2 
 




Figure ‎C.27. 424-05-0078 TP#2 
 




Figure ‎C.29. 424-05-0081 TP#1 
 




Figure ‎C.31. 424-05-0081 TP#3 
 




Figure ‎C.33. 424-05-0087 TP#1 
 




Figure ‎C.35. 424-05-0087 TP#3 
 




Figure ‎C.37. 424-05-0087 TP#5 
 




Figure ‎C.39. 424-07-0008 TP#1 
 




Figure ‎C.41. 424-07-0009 TP#3 
 




Figure ‎C.43. 424-07-0009 TP#4A 
 




Figure ‎C.45. 424-06-0005 TP#2 
 




Figure ‎C.47. 424-06-0005 TP#4 
 




Figure ‎C.49. 424-07-0021 TP#1 
 




Figure ‎C.51. 450-15-0085 TP#3A 
 




Figure ‎C.53. 450-15-0100 TP#2 
 




Figure ‎C.55. 450-15-0103 TP#1 
 




Figure ‎C.57. 450-15-0103 TP#5 
 




Figure ‎C.59. 450-36-0002 TP#8 
 




Figure ‎C.61. 455-05-0036 TP#2 
 




Figure ‎C.63. 713-48-0083 TP#1 
 




Figure ‎C.65. 742-06-0073 TP#2 
 




Figure ‎C.67. 855-14-0013 TP#1 
 




Figure ‎C.69. BAYOU LACASSINE TP#1 
 




Figure ‎C.71. BAYOU ZOURRIE TP#1 
 




Figure ‎C.73. LA-01 TP#3 
 




Figure ‎C.75. LA-01 TP#4B 
 




Figure ‎C.77. LA-01 TP#5B 
 




Figure ‎C.79. 450-17-0025 TP#1 
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Figure ‎D.1.  003-07-0019 TP#1 
  
Figure ‎D.2.  003-10-0011 TP#1
 
Figure ‎D.3.  003-10-0011 TP#3 
 
 





Figure ‎D.5.  005-01-0056 TP#2 
 
  
Figure ‎D.6.  005-01-0056 TP#3
  
Figure ‎D.7.  047-02-0022 TP#2 
 





Figure ‎D.9.  064-06-0036 TP#1 
 
Figure ‎D.10.  065-90-0024 TP#1
 
Figure ‎D.11.  065-90-0024 TP#2 
 








Figure ‎D.13.  065-90-0024 TP#4 
 
 
Figure ‎D.14.  065-90-0024 TP#5
 
Figure ‎D.15.  065-90-0024 TP#6 
 





Figure ‎D.17.  239-01-0080 TP#4 
 
 
Figure ‎D.18.  260-05-0020 TP#1
 
Figure ‎D.19.  260-05-0020 TP#3 
 





Figure ‎D.21.  262-06-0009 TP#2 
 
 
Figure ‎D.22.  283-03-0052 TP#1
 
Figure ‎D.23.  424-04-0026 TP#2 
 





Figure ‎D.25.  424-04-0027 TP#2 
 
 
Figure ‎D.26.  424-05-0078 TP#1
 
Figure ‎D.27.  424-05-0078 TP#2 
 





Figure ‎D.29.  424-05-0081 TP#1 
 
 
Figure ‎D.30.  424-05-0081 TP#2
 
Figure ‎D.31.  424-05-0081 TP#3 
 





Figure ‎D.33.  424-05-0087 TP#1 
 
 
Figure ‎D.34.  424-05-0087 TP#2
 
Figure ‎D.35.  424-05-0087 TP#3 
 





Figure ‎D.37.  424-05-0087 TP#5 
 
 
Figure ‎D.38.  424-05-0087 TP#7
 
Figure ‎D.39.  424-07-0008 TP#1 
 





Figure ‎D.41.  424-07-0009 TP#3 
 
 
Figure ‎D.42.  424-07-0009 TP#4
 
Figure ‎D.43.  424-07-0009 TP#4A 
 





Figure ‎D.45.  424-06-0005 TP#2 
 
 
Figure ‎D.46.  424-06-0005 TP#3
 
Figure ‎D.47.  424-06-0005 TP#4 
 





Figure ‎D.49.  424-07-0021 TP#1 
 
 
Figure ‎D.50.  434-01-0002 TP#3
 
Figure ‎D.51.  450-15-0085 TP#3A 
 





Figure ‎D.53.  450-15-0100 TP#2 
 
 
Figure ‎D.54.  450-15-0100 TP#3
 
Figure ‎D.55.  450-15-0103 TP#1 
 





Figure ‎D.57.  450-15-0103 TP#5 
 
 
Figure ‎D.58.  450-15-0103 TP#7
 
Figure ‎D.59.  450-36-0002 TP#8 
 





Figure ‎D.61.  455-05-0036 TP#2 
 
 
Figure ‎D.62.  455-05-0036 TP#3
 
Figure ‎D.63.  713-48-0083 TP#1 
 





Figure ‎D.65.  742-06-0073 TP#2 
 
 
Figure ‎D.66.  829-10-0013 TP#1
 
Figure ‎D.67.  855-14-0013 TP#1 
 





Figure ‎D.69.  BAYOU LACASSINE TP#1 
 
 
Figure ‎D.70.  BAYOU LACASSINE TP#3
 
Figure ‎D.71.  BAYOU ZOURRIE TP#1 
 





Figure ‎D.73.  LA-01 TP#3 
 
 
Figure ‎D.74.  LA-01 TP#4A
 
Figure ‎D.75.  LA-01 TP#4B 
 










Figure ‎D.78.  450-17-0025 TP#1 
 








E. Appendix E. Comparison of Pile-CPT Methods 
 




























































































































































































Figure ‎E.42. Comparison of measured and ultimate pile capacity predicted by ERTC3 method (piles 41-80) 
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F. Appendix F. Evaluation of Pile-CPT Methods 
 






Figure ‎F.1. Bustamante and Gianeselli (LCPC) 
 




Figure ‎F.3. De Ruiter and Beringen 
 




Figure ‎F.5. Price and Wardle 
 




Figure ‎F.7. Tumay and Fakhroo 
 




Figure ‎F.9. Probabilistic 
 




Figure ‎F.11. Penpile 
Figure ‎F.1
 




Figure ‎F.13. ICP 
 




Figure ‎F.15. CPT2000 
 




Figure ‎F.17. Purdue 
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