We consider the problem of placing n points in the unit square in such a way as to maximize their minimum pairwise distance m. Starting from two properties of the optimal solution presented by Locatelli and Raber in [Discrete Applied Mathematics 122(1-3): 2002], and using the known theoretical lower and upper bounds, we derive some constraints for tightening the original formulation of the problem.
Introduction
Circle packing in a square is a classical problem in mathematics, with several applications, for example cutting problems [1, 2, 3] and container loading [4, 5] . Other examples can be found in [6] .
This problem can be stated in different but equivalent ways, e.g., place nonoverlapping circles in a square maximizing their common radius, or place points in a square maximizing their minimum pairwise distance. We consider the latter, which can be defined more formally as follows:
Point Packing in a Square (PPS). Given an integer n > 0, place n points in the unit square U = [0, 1] 2 such that their minimum pairwise distance m is maximal.
Let N = {i ∈ N : 1 ≤ i ≤ n}. A mathematical programming formulation for the PPS problem is the following:
s.t. ∀i ∈ N, ∀j ∈ N : i < j x 
where α = m 2 ; this variable should be defined as nonnegative, but we are maximizing it so we can let it be free. Note that this problem is difficult to solve because it is nonconvex and nonlinear due to the distance constraints (2) . Actually, these constraints could alternatively be written in this way: ∀i ∈ N, ∀j ∈ N : i < j (x j − x i ) 2 + (y j − y i ) 2 ≥ α.
However, some experiments performed using the solver Couenne [7] showed that for large instances it is better to employ (2) . In [8] some bounds for the optimal distance m * are introduced (in order to have a uniform notation, we employ m * to refer to the optimal distance for the PPS problem with n points, without reporting the index n):
where
Using these bounds and some properties of the optimal solution presented in the next section, we introduce further constraints to tighten the formulation (1)-(5).
Improved formulation for the PPS problem
In this section we first report some properties of the optimal solution of PPS, whose proofs are provided in [9] . Starting from these properties, we prove a theorem which allows us to fix some points of the optimal solution along the left and right sides of the square. Then three corollaries of this theorem are presented, as well as additional constraints which are helpful to tighten the formulation. The improved PPS formulation is reported at the end of the section.
Fixing points along sides of the square
In [10] the authors present two properties for the PPS problem (in their paper the name of the problem is PSP), which are proved in [9] : Property 1 (Locatelli and Raber [10] Using the Property 1 we can prove the following lemma (the proof can also be found in [11] , and a short version is presented in [12] In all these cases, that are presented in Figure 1 , we have at least two points on the left side of the square. All that remains to be shown is that in cases 1(b), 1(c), and 1(d) the points p 1 and p 2 cannot coincide. For cases (b) and (c) if p 1 = p 2 then m * > 1. This is not possible since the optimal distance when n = 4 is equal to 1, and for larger instances the distance decreases. Consider now the case (d). Suppose that p 1 = p 2 , that v 1 has coordinates (0,0), and call y a the distance between v 1 and p 1 (hence the distance between p 1 and v 2 is equal to 1 − y a ). The distance between p 1 and p 4 is equal to m * , and the coordinate x of p 4 is in (0, 1). Similarly, m * is equal to the distance between p 1 and p 3 , and the coordinate x of p 3 is in (0, 1). Hence the following inequalities hold:
where y a ∈ (0, 1). Comparing these inequalities, it turns out that in order to have a valid value of m * the intervals 1 − y a , 1 + (1 − y a ) 2 and y a , y a 2 + 1 must have a nonempty intersection. To ease the following steps we can apply the square operator to the previous inequalities (since all the terms are positive), thus obtaining:
In order to check whether the intersection is nonempty, one should derive an order relationship between the left and right-hand sides of these inequalities. Since y a ∈ (0, 1), we have actually 3 cases to consider:
• y a ∈ 0, 1 2 . In this case the order relationship is the following:
and y a 2 + 1. In other words, we have that 1 − y a < m * < y a 2 + 1, y a ∈ 0, 1 2 ;
• y a ∈ 1 2 , 1 . In this case the order relationship is the following: (1−y a ) 2 < y a 2 < 1 + (1 − y a ) 2 < y a 2 + 1. Thus, m * 2 must be between y a 2 and 1 + (1 − y a ) 2 . In other words, we have that y a < m
In the three cases presented above, it is easy to check that m * must always respect the following constraint:
This means that we can have p 1 = p 2 only if the optimal distance satisfies the inequality (10) . We are considering the instances having n ≥ 4. When n = 4, the optimal distance is 1, that is less than
2 . The optimal distance when n = 9 is equal to 1 2 , and for larger instances the optimal distance decreases. This means that the only instances where p 1 can be equal to p 2 are those where 4 ≤ n ≤ 8. However, in these cases the optimal solutions are known, and there are always at least 2 points on a side of the square, as can be checked in [8] or in http://www.packomania.com. Hence, it is not possible that p 1 and p 2 coincide.
A similar idea can be used to prove the same for the right side of the square. Moreover, it is true even if we consider the other pair of opposite sides (that is top/bottom) in place of the left/right ones.
It is actually possible to say more. Using Property 2 and Lemma 1 we can fix k(n) ≥ 2 points along the left and right sides of the square, where k(n) is monotonically nondecreasing with respect to n. The following theorem formalizes this fact:
Consider the PPS problem with n ≥ 4. There is always an optimal solution where at least k(n) = 2 + max 0, Proof. The result of Lemma 1 is that there are at least two points of the optimal solution on the left and right sides of the square. Consider now the left side of the square, and the distance between the points p 1 and p 2 in the four cases depicted in Figure 1 ; as notation, this distance will be indicated with d(p 1 , p 2 ).
To decide if we can put further points on the left side of the square, we need a lower bound on d(p 1 , p 2 ). In the case of Figure 1 
* . However, in this case (i.e., p 3 and p 4 close respectively to v 2 and v 1 ) one can take the top and bottom sides of the square to obtain a greater distance between the points playing the role of p 2 and p 1 . The worst case is when
, leading to
In these four cases, the lowest value of the lower bound (i.e., the one valid in general) is the last one, that is d(p 1 , p 2 ) ≥ 1− √ 2m * . Since we do not known m * (except for n <= 30 and n = 36), we should use the upper bound to obtain
n there must be another point between p 1 and p 2 . And if 1 − √ 2U n ≥ 4U n there are at least other 2 points between p 1 and p 2 . In general, if 1 − √ 2U n ≥ 2t(n)U n we have at least t(n) points between p 1 and p 2 , with t(n) : N\{0, 1, 2, 3} → Z defined as follows:
Actually, for small instances t(n) could be negative. More precisely, it is the case when U n > √ 2 2 . In order to avoid this issue, we can take the maximum between 0 and t(n). Consequently, the number of points on the left side of the square is at least:
For the right side, the proof is similar.
Using the result of Theorem 1 we can introduce three corollaries. Before doing that, as the need arises, we should define two sets, representing respectively the indices of the points which are fixed on the left (SL n ) and on the right (SR n ) sides of the square by Theorem 1:
In other words, Theorem 1 states that :
Note that the choice of the points to put in SL n and SR n is taken in order to be consistent with the order constraints (26) presented later.
To avoid some symmetries (which can impair performances of Branch-andBound based algorithms [11, 12, 13, 14, 15, 16] like Couenne [7] , the solver we use for our tests), we can impose without loss of generality the following conditions:
Corollary 1. Consider the PPS problem with n ≥ 4. From Theorem 1 we can fix k(n) on the left side of the unit square (i.e., those having indices i ∈ SL n ) and other k(n) points on the right side of the unit square (i.e., those having indices j ∈ SR n ). Then, ∀i ∈ SL n \{1} y i − y i−1 < min{1, 2U n } and ∀j ∈ SR n \{n} y j+1 − y j < min{2U n , 1}.
Proof. We provide a proof for the left side of the unit square. The proof for the right side is almost the same. From Theorem 1 we have k(n) points on the left side of the square (those having indices i ∈ SL n ). Let m * be the optimal solution of the PPS instance considered. From Property 2 and condition (16) we have ∀i ∈ SL n \{1} y i − y i−1 < 2m * . Then, using the upper bound (9), and recalling that the maximum distance between two points along a side of the square is 1, we can write:
From Property 2 and condition (17) we obtain a similar result for the right side of the square:
It is possible to derive another set of inequalities to tighten the PPS formulation, as proved by the next corollary of Theorem 1. 
Proof. Consider the distance constraint (6) involving the points having indices i ∈ SL n and i − 1 ∈ SL n : i > 1 (the same holds for the pairs of points having indices j ∈ SR n and j + 1 ∈ SR n : j < n). At the optimum this constraint can be rewritten as:
From Theorem 1 it holds that x i = x i−1 . Thus, using condition (16) we obtain the following inequalities:
Similarly, for the right side of the square we have:
Last corollary is helpful to tighten the range, on the y coordinate, for some of the points which are fixed on the left and right sides of the square.
Corollary 3. In the optimal solution of PPS, where the points having indices in SL n are fixed on the left side of the square and the points having indices in
SR n are fixed on the right side of the square, the following conditions hold:
Proof. Consider the cases depicted in Figure 1 . Intuitively, the corollary states that among the k(n) points fixed on the left (right) side of the square, one is on the bottom-half, and one in on the top-half. According to Theorem 1, and to (16)- (17), these points are respectively those having indices 1 and k(n) (n − k(n) + 1 and n for the right side of the square).
Consider the left side of the square. In the worst case (in terms of distance of a point from the closest vertex) the distance between the bottom-left vertex and the point with index 1 is smaller than m * , that is smaller than or equal to U n , and the same happens for the distance between the point with index k(n) and the top-left vertex. Moreover, we can write without loss of generality that y 1 ≤ Using Theorem 1 and Corollaries 1, 2, and 3 we can improve the PPS formulation (1)-(5), by adjoining constraints (14) , (15) , (18) , (19) , (20) , (21), (22), (23), (24), and (25). However, some considerations lead to further constraints which can be used to tighten the formulation. They are presented in the next section.
Other constraints
A first set of inequalities which can be adjoined to the PPS formulation are the order symmetry-breaking constraints on the x variables [11, 12, 16] :
However, using (14)- (15) we can reduce the number of such constraints:
Another set of symmetry-breaking constraints can be derived from the following facts [17] :
• at least n x = ⌈ n 2 ⌉ points are on the left-half of the square (we call it x bounds constraints);
• among the previous n x points, at least n y = ⌈ nx 2 ⌉ are on the bottom-half (y bounds constraints).
Note that these constraints also hold if n x points are placed on the righthalf of the square, and among them n y are placed on the top-half of the square (this is actually how they are presented in [17] ). Unfortunately, in general we cannot have the x bounds constraints, the y bounds constraints and the order constraints (27) together. It is possible to do it by removing from (27) the inequality x ny ≤ x ny+1 . However, we need to preserve the order constraints to derive the triangular inequality constraints (31) presented later. Moreover, due to constraints (16)-(17), the y bounds constraints are difficult to express. Hence, we only consider the x bounds constraints to improve the PPS formulation. Using (27), these constraints can be expressed by means of a single inequality:
In the general case, another constraint which can be adjoined is the following:
However, due to constraints (27) and (28), the constraint (29) could not hold. As a matter of fact, if n is an odd number we are imposing that more than half on the points are on the left side of the square, thus we cannot a priori say if (29) is valid or not. Hence, we adjoin (29) to our model only if n is an even number. Moreover, in case that k(n) = 2 and n is an even number, we can combine (29) with (18), (19), (20), and (21) to obtain a stronger condition:
To resume, in our improved model we have the constraints (18) , (19) , (20) , and (21). If n is an even number and k(n) = 2, the constraints (18)-(21) are replaced by (30). If n is an even number but k(n) > 2, then (29) is adjoined to the PPS formulation. Otherwise the model is not changed. A final set of inequalities can be derived from the triangular inequality between pairs points. The triangular inequalities can be written as:
where d(i, j) represents the distance between the points having indices i and j. First, we can remove the absolute value from the x variable, since the order constraints (27) hold. Moreover, we can avoid to define these constraints for the pairs of indices (i, j) belonging to SL n or SR n , because in this case x j − x i = 0 and the resulting constraint is implied by (6) . Hence, the triangular inequalities are defined for pairs of indices belonging to
}. Now we can write:
We are interested in finding linear inequalities, because we do not want to worsen the formulation with additional nonlinear constraints. To do this, we should remove the absolute value and the square root. The former can be done by relaxing the constraint by means of the following inequality: y j + y i ≥ |y j − y i |. The latter can be done by noticing that the optimal distance for the instances where n ≥ 4 is in (0, 1] . This means that √ α ≥ α. Actually we can obtain a tighter bound, i.e., we want to find the maximum value for a parameter p ∈ R : p ≥ 1 such that √ α ≥ pα. Hence, we have:
Since we are interested in the maximum value of p, we can write:
Since p must be greater than or equal to 1, it can be determined as:
Finally, we have:
leading to the final form of the triangular inequality constraints which will be adjoined to our PPS model:
Note that the only case, among those considered, for which 1 Un < 1 (using the upper bound definition in (9) ) is when n = 4. However, for the sake of completeness we provide a constraint that is valid for the general case.
Improved mathematical programming formulation
Using the results of Theorem 1, Corollary 1, Corollary 2, Corollary 3 and the inequalities presented in the previous section, we can modify the PPS formulation (1)- (5) . As notation, mod (n, 2) represents the modulo operation, and it is equal to 0 if n is an even number, 1 otherwise. Moreover, let τ n be equal to min{1, 2U n }. The improved PPS formulation can be defined as:
Note that we replaced the strict inequality of (18), (19) , and (30) with nonstrict ones in (42), (43), and (40), because it is much easier to deal with nonstrict inequalities (otherwise the feasible region could be an open set). However, this does not change the global optimum: a solution which makes the left-hand side of one of those inequalities equal to its right-hand side would not be the optimal according to Property 2, unless in the optimal solution there is another point between those involved in this inequality.
Computational results
In order to show the effect of these constraints, we now compare the results obtained by solving some PPS instances, using the original formulation (1)- (5) and the improved formulation (32)-(53). The results have been obtained on a 2.4 GHz Intel Xeon CPU computer with 24 GB RAM running Linux and the solver Couenne 0.4, which implements a spatial Branch-and-Bound (sBB) algorithm (the sBB algorithm is an ǫ-approximation algorithm for solving nonconvex Nonlinear Programming (NLPs) problems and Mixed Integer Nonlinear Programming (MINLPs) problems [18] ). We report the value of the best known distance m * , found on www.packomania.com (if in bold, this means that it has been proved to be the optimal distance). Then, for each formulation, we report the best value of distance ( √ LB), the best value of α (LB) and the upper bound on α (U B) found by Couenne within 2 hours, the gap still open (we use the CPLEX definition [19] :
%), the number of sBB nodes explored, and the CPU time in seconds, with a time limit of 2 hours (the symbol * indicates that the time limit is reached). Note that a gap of 0% means that the optimal solution has been found. Values in bold are the best among the two formulations; all the values related to the distance (i.e., m * , √ LB, LB and U B) are rounded to 4 decimal places.
Conclusion
In this paper we study the PPS problem from both the theoretical and computational points of view. Starting from some properties presented in [9, 10] , we derive a theorem and some corollaries. Using these results, together with some other properties presented in the second part of the Section 2.2 and some symmetry breaking constraints proposed in [11, 16] , we derive an improved formulation for the PPS problem.
The computational experiments performed on some instances of PPS show that the improved formulation is more efficient for small instances (solved within the time limit), as the optimal solution is found in less time. For larger instances, the improved formulation gives better values of the upper bound; one of the reason for this behavior is that the improved formulation changes the bounds for some of the variables, and this has been shown to have a high impact on the solution process of the PPS problem in [11, 15] . This difference in the upper bound value is also underlined by the gap, which is much lower for the improved formulation, and also seems to increase more slowly with respect to the original formulation.
Moreover, by comparing the number of sBB nodes, it appears that when it is possible to solve the problem within the time limit, the sBB tree is smaller for the improved formulation. If the time limit is reached, the number of sBB nodes explored is lower for the original formulation, meaning that each subproblem is more difficult to solve.
A very interesting fact that can be noted is that the original formulation provides very good values of the lower bound. In other words, using the original formulation it is possible to find solutions which are the same, or very close, to the best known solutions so far. As future work, this idea could be used to devise a Branch-and-Bound based algorithm to solve the PPS problem based on the 
