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a b s t r a c t
We consider the multi-class classification problem in learning
theory. A learning algorithm by means of Parzen windows is
introduced. Under some regularity conditions on the conditional
probability for each class and some decay condition of themarginal
distribution near the boundary of the input space, we derive
learning rates in terms of the sample size, window width and the
decay of the basicwindow. The choice of thewindowwidth follows
from bounds for the sample error and approximation error. A
novelly defined splitting function for the multi-class classification
and a comparison theorem, bounding the excess misclassification
error by the norm of the difference of function vectors, play an
important role.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Classification is a classical problem in many fields of science and engineering, and an important
question for classification is learning prediction from examples. For binary classification involving
only two classes there have been numerous efficient learning algorithms such as support vector
machines [22] and k-nearest neighborhood algorithms [14,6]. In practical applications, it is common
that the number of classes for classification is greater than two (evenmuch greater, of hundreds). This
leads to the multi-class classification problem. There is an increasing literature of designing multi-
class classifiers by combining binary classifiers in various ways, which is often complex.
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In this paper we study the multi-class classification problem involving k classes (k ≥ 2) by means
of Parzen windows. The set of k classes can be represented by a set of k vectors consisting of the
canonical basis Y := {e1, e2, . . . , ek} of Rk, that is, ej is the jth column of the k× k identity matrix.
Let X be a subset ofRn which forms ametric space itself called the input space for the classification
problem. Amulti-class classifier is a functionC : X → Y which divides the input space X into k classes.
For each point x = (x1, x2, . . . , xn)T ∈ X the classifier C makes a prediction y = C(x) based on the
values of the n components (corresponding to nmeasurements).
The model we take throughout the paper for measuring errors and sampling is based on a
probability measure ρ on Z := X × Y .
Themisclassification error is used to measure the prediction power of a classifier C:
R(C) = Prob(x,y)∈Z {C(x) 6= y} =
∫
X
P(y 6= C(x)|x) dρX .
Here ρX is themarginal distribution of ρ on the input space X , and P(·|x) is the conditional probability
measure at x ∈ X . The set Y consists of k elements {e1, e2, . . . , ek}, so we denote
pj(x) = P(y = ej|x), j = 1, . . . , k, x ∈ X .
We see that 0 ≤ pj(x) ≤ 1 and∑kj=1 pj(x) ≡ 1.
Similarly to the sign function for the binary classification, we need for themulti-class classification
a function on Rk which gives the maximum component of a vector.
Definition 1. The splitting function S : Rk → Y is defined as
S(v) = ejv where jv = arg max1≤j≤k v
j for v = (v1, . . . , vk)T ∈ Rk. (1.1)
The splitting function S has a natural geometric meaning: for each v ∈ Rk, S(v) is the closest
element from Y to the vector v. In fact, we have
|v − ej|2 =
∑
i6=j
(vi)2 + (vj − 1)2 = |v|2 − 2vj + 1 j = 1, . . . , k.
So maximizing the components {vj} is the same as minimizing the distances {|v − ej|}.
If we denote the vector of functions p : X → Rk as
p(x) = (p1(x), . . . , pk(x))T , x ∈ X,
we can see that the best classifier minimizing the misclassification error called the Bayes rule fc can
be taken as
fc(x) = S(p(x)), x ∈ X . (1.2)
Moreover, (1.1) implies that
P(y = S(v)|x) = pjv (x) for v = (v1, . . . , vk)T ∈ Rk. (1.3)
Nowwe turn to the definition of the learning algorithm by means of Parzen windows. To this end,
we need a basic window function.
Definition 2. Wesay thatΦ : Rn×Rn → R is a basicwindow (function) if it is continuous, symmetric
and:
(i) the matrix (Φ(xi, xj))li,j=1 is positive semidefinite for any {x1, . . . , xl} ⊂ Rn,
(ii)
∫
Rn Φ(x, y) dy = 1 for each x ∈ Rn,
(iii) there exist some q > n+ 1 and cq > 0 such that
|Φ(x, y)| ≤ cq
(1+ |x− y|)q ∀x, y ∈ R
n. (1.4)
The decay condition (1.4) is mild and is satisfied by almost all kernel functions in learning theory.
Two special cases for our setting are of great interest for some applications.
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Example 1. If ϕ : Rn → R satisfies∫
Rn
ϕ(x) dx = 1, |ϕ(x)| ≤ cq
(1+ |x|)q , (1.5)
and {ϕ(xi−xj)}li,j=1 is positive semidefinite for any {xi}li=1 ⊂ Rn (this is the case if the Fourier transform
ϕˆ ofϕ exists and is nonnegative). LetΦ(x, y) = ϕ(x−y). ThenΦ is a basicwindow. This is the classical
Parzen window classifier except that the decay condition (1.5) is replaced by the integrability of ϕ on
Rn. One particular example is the basic windows induced by a Gaussian ϕ(x) = ( 1√
2piα
)n exp{− |x|2
2α2
}
with a parameter α > 0, for which (1.4) holds for an arbitrarily large q.
Example 2. If ϕ : Rn → R satisfies∫
Rn
ϕ(x) dx = 1, |ϕ(x)| ≤ cq
(1+ |x|)q ,
∑
α∈Zn
ϕ(x+ α) ≡ 1.
Let Φ(x, y) = ∑α∈Zn ϕ(x − α)ϕ(y − α). Then Φ is a basic window. This can be used for learning
with wavelets. One particular example is the basic windows induced by a refinable function ϕ
associatedwith amulti-resolution analysis of L2(Rn). If moreover, ϕ is compactly supported or decays
exponentially fast, then (1.4) holds for an arbitrarily large q.
Assume that z = {(xi, yi)}mi=1 ∈ Zn is a sample drawn independently and identically according to
the measure ρ on Z . Note that each sample value yi is a k-vector in Y .
Definition 3. The multi-class Parzen window classifier S(fz, σ ) is induced by the function fz, σ : X →
Rk defined by
fz,σ (x) = 1mσ n
m∑
i=1
yiΦ
( x
σ
,
xi
σ
)
, x ∈ X (1.6)
whereΦ is a basic window function and σ = σ(m) > 0 is a parameter called the window width.
The algorithm introduced above has two special features. One is its efficiency in computation
(without optimization procedures). The other specialty is the appearance of the scaling operator
f (x) → f (x/σ) which requires the input space X to be a subset of Rn having the Euclidean space
structure.
Parzen windows were introduced by Parzen [17] and are widely used for the purpose of density
estimation. Parzen’s original form is
pm(x) = 1mσ n
m∑
i=1
ϕ
(
x− xi
σ
)
, (1.7)
where ϕ is a density function on Rn (such as a Gaussian density). Parzen [17] showed for n = 1 that
pm(x) converges to
dρX
dx (x) if the density
dρX
dx (x) of ρX exists at x, and σ = σ(m) satisfies
lim
m→∞ σ(m) = 0, limm→∞m[σ(m)]
n = +∞.
In [10], it has been showed that the integral mean-square error
∫
X E[pm(x)− dρXdx (x)]2dx has the order
O(m−4/(n+4)) for a class of density functions and a proper selection for σ(m). Analysis for Parzen
windows is well understood for density estimation and regression in the case of X = Rn (without
boundary) [21] or on the interior of X away from the boundary by σ [23].
In [26], the relationship between regularized least-squares method and the binary (k = 2) Parzen
window classifier has been revealed.
The main goal of this paper is to show that the multi-class Parzen window classifier is powerful
in prediction for suitable basic window functions Φ . Since the Bayes Rule fc is the best classifier
with respect to the misclassification error, to see the prediction power for the classifier S(fz, σ ), we
can compare its misclassification error R(S(fz, σ )) to R(fc), which leads to the concept of excess
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misclassification errorR(S(fz, σ ))−R(fc). Our key analysis is to showhow the behavior of themarginal
distribution near the boundary affects convergence rates of the excess misclassification error.
2. Main results
Our first main result is to estimate the excess misclassification errorR(S(fz, σ )) − R(fc) under a
Lipschitz regularity condition for p and the density function dρXdx of ρX and a decay condition of ρX near
the boundary of X .
Assume that ρX has density function
dρX
dx . We say that the function vector p
dρX
dx is Lipschitz s for
some 0 < s ≤ 1 if for some constant cρ,s > 0 we have
k∑
j=1
∣∣∣∣pj(x)dρXdx (x)− pj(y)dρXdx (y)
∣∣∣∣ ≤ cρ,s|x− y|s ∀x, y ∈ X . (2.1)
This is true when each pj and dρXdx is Lipschitz s on X .
The decay of the marginal distribution ρX near the boundary is described here, following some
ideas from [15]. The distance of a point x ∈ X to the complement set of X can be measured by
infy∈Rn\X |x − y|. The points in X near the boundary within a distance t > 0 form a set {x ∈ X :
infy∈Rn\X |x− y| ≤ t}.
Definition 4. We say that the marginal distribution ρX satisfies the decay conditionwith an exponent
θ ∈ [0,∞] if there exists a constant Cθ > 0 such that
ρX
(
{x ∈ X : inf
y∈Rn\X
|x− y| ≤ Cθ t}
)
≤ tθ ∀t > 0. (2.2)
The case θ = ∞means ρX vanishes near the boundary within a distance C∞. When 0 < θ < ∞,
(2.2) can be expressed as
ρX
(
{x ∈ X : inf
y∈Rn\X
|x− y| ≤ t}
)
≤ C ′θ tθ ∀t > 0
with C ′θ = C−θθ . But the form (2.2) also covers the case θ = ∞.
Every marginal distribution ρX has a decay exponent θ = 0 with an arbitrary Cθ > 0. In the
following analysis we require θ > 0.
We demonstrate the form of our first main result by learning rates for the example of Gaussian
kernels.
Example 3. Let α > 0 and Φ(x, y) = ( 1√
2piα
)n exp{− |x−y|2
2α2
}. Assume that the density function dρXdx of
ρX is supported on a bounded set and together with p satisfies (2.1) with some 0 < s ≤ 1. If (2.2)
holds for some θ > s and σ = m− 12n+2s , then for any 0 < δ < 1, with confidence 1− δ,
R(S(fz,σ ))−R(fc) ≤ Cρ,s,k log(2/δ)m− s2n+2s ,
where Cρ,s,k is a constant independent ofm.
Now we can state our first main result which follows from Theorem 2 below and Theorem 4 in
Section 4. Recall the Gamma function defined for α > 0 as 0(α) = ∫∞0 rα−1e−rdr .
Denote κ := supx∈Rn
√
Φ(x, x) and by |Xρ | the Lebesgue measure of the set
Xρ = {x ∈ X : pX (x) > 0}. (2.3)
Theorem 1. Let Φ be a basicwindow. Assume that ρX satisfies (2.2) for some θ > 0. If the density function
dρX
dx of ρX and p satisfy (2.1) for some 0 < s ≤ 1, then for any 0 < δ < 1, with confidence 1− δ, we have
R(S(fz,σ ))−R(fc) ≤
(
4κ2 log(2/δ)k+ c˜s,q
) ( 1
m
) β
2n+2β
by taking σ =
(
1
m
) 1
2n+2β
, (2.4)
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where
β := min
{
s,
θ(q− n)
θ + q− n
}
and
c˜s,q := 2pi
n/2cq
0(n/2)
{
|Xρ |cρ,s
q− n− s +
1
q− n +
Cn−qθ
q− n
}
.
If q can be arbitrarily large and θ > s, then β = s. Therefore, the learning rate for the example of
Gaussian kernels stated in Example 3 follows from Theorem 1.
Theorem 1 will be derived from our second main result, bounding the excess misclassification
errorR(S(f ))−R(fc) by the L1 or L∞(X) norm of the difference between f and p dρXdx . For the binary
classification setting, such comparison results can be found in [27,2,4].
Theorem 2. If ρX has a density function dρXdx , then for every measurable f : X → Rk we have
R(S(f ))−R(fc) ≤
k∑
j=1
∥∥∥∥f j − pj dρXdx
∥∥∥∥
L1(Xρ )
(2.5)
and
R(S(f ))−R(fc) ≤ 2|Xρ | max
j=1,...,k
∥∥∥∥f j − pj dρXdx
∥∥∥∥
L∞(X)
. (2.6)
Proof. By the definition of the misclassification error, we write
R(S(f ))−R(fc) =
∫
X
P(y = fc(x)|x)− P(y = S(f (x))|x)dρX .
Let x ∈ Xρ . Then dρXdx (x) > 0 tells us that the vector vx := ( dρXdx (x))−1f (x) satisfies S(f (x)) = S(vx).
Recall the definition of the index jv for v ∈ Rk. If we denote jc := jp(x) and jf := jvx , we see from
relation (1.3) that
P(y = fc(x)|x)− P(y = S(f (x))|x) = pjc (x)− pjf (x).
Hence
R(S(f ))−R(fc) =
∫
Xρ
[
pjc (x)− pjf (x)] dρX
dx
(x)dx. (2.7)
For x ∈ Xρ , we write
pjc (x)− pjf (x) = pjc (x)− vjcx + vjcx − vjfx + vjfx − pjf (x).
But v
jf
x = max1≤j≤k vjx implies vjcx − vjfx ≤ 0. Hence[
pjc (x)− pjf (x)] dρX
dx
(x) ≤ pjc (x)dρX
dx
(x)− f jc (x)+ f jf (x)− pjf (x)dρX
dx
(x). (2.8)
If we bound the right-hand side of (2.8) by
∑k
j=1 |f j(x)−pj(x) dρXdx (x)|, we obtain the desired bound
(2.5) from (2.7).
We can also bound the right-hand side of (2.8) by 2maxj=1,...,k ‖f j − pj dρXdx ‖L∞(X), which is true for
every x ∈ Xρ . Then (2.6) follows from (2.7). This completes the proof of Theorem 2. 
Our third main result is an estimate for the strong approximation of function vector p dρXdx by the
scheme fz, σ in the space (C(X))k with norm ‖f ‖(C(X))k = max1≤j≤k ‖f j‖C(X) for f = (f 1, . . . , f k)T ∈
(C(X))k. It will yield a learning rate estimate which is independent of the class number k, better
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than (2.4). But the assumption is stronger since the density dρXdx needs to vanish at the boundary of
X . To state the stronger assumption, we define an extension gρ = (g1ρ , . . . , gkρ)T : Rn → Rk of the
function vector p dρXdx from X to R
n as
gρ(x) =
{
p(x)
dρX
dx
(x), if x ∈ X,
0, if x ∈ Rn \ X .
(2.9)
Theorem 3. Let Φ be a basic window. Assume that ρX has density function dρXdx and the function vector
gρ defined by (2.9) is Lipschitz s for some 0 < s ≤ 1 in the sense that for some constant cρ,s > 0 there
holds
k∑
j=1
|g jρ(x)− g jρ(y)| ≤ cρ,s|x− y|s ∀x, y ∈ Rn. (2.10)
Then for any 0 < δ < 1, with confidence 1− δ, we have∥∥∥∥fz,σ − pdρXdx
∥∥∥∥
(C(X))k
≤ 4κ
2 log(2/δ)√
mσ n
+ 2pi
n/2qcqcρ,s
(q− n− s)0(n/2)σ
s. (2.11)
The proof of Theorem 3 follows from Lemma 2 provided in Section 3 and Lemma 3 in Section 4.
Notice that in Theorem 1 we assume the Lipschitz continuity of p dρXdx only on the input space X , not
on the whole space for gρ . So the assumption of Lipschitz continuity in Theorem 1 is weaker than that
in Theorem 3.
We can get learning rates fromwhichwe can understand the effect of thewindowwidth σ (it plays
the role of regularization parameters in regularized learning algorithms). By taking balance between
the two terms 1√mσ n and σ
s in the estimate (2.11), we choose σ = m− 12n+2s and derive the following
learning rates from Theorem 2.
Corollary 1. Under the assumption of Theorem 3, if σ = m− 12n+2s , then for any 0 < δ < 1, with
confidence 1− δ, we have∥∥∥∥fz,σ − pdρXdx
∥∥∥∥
(C(X))k
≤
(
4κ2 log
2
δ
+ 2pi
n/2qcqcρ,s
(q− n− s)0(n/2)
)
m−
s
2n+2s (2.12)
and
R(S(fz,σ ))−R(fc) ≤
(
8κ2|Xρ | log 2
δ
+ 4pi
n/2qcqcρ,s|Xρ |
(q− n− s)0(n/2)
)
m−
s
2n+2s . (2.13)
The rate in (2.12) is worse than the standard rate O(m−
2
n+4 ) in the L2-metric given in the
literature [7,10,23]. But the error in (2.12) is for strong approximation, stated in the C(X)-metric.
Moreover, the error bound is independent of the number k of learning classes.
Our last main result is on density estimation which will be given in Section 3.
3. Sample error estimate
Our analysis for the sample error will be done in reproducing kernel Hilbert spaces associatedwith
Mercer kernels.
Definition 5. We say that K : X × X → R is a Mercer kernel if it is continuous, symmetric and
positive semidefinite in the sense that the matrix (K(xi, xj))li,j=1 is positive semidefinite for any{x1, . . . , xl} ⊂ X . The reproducing kernel Hilbert space (RKHS) HK associated with the kernel K is
defined to be the completion of the linear span of the set of functions {Kx := K(x, ·) : x ∈ X}with the
inner product 〈·, ·〉K given by 〈Kx, Ky〉K = K(x, y).
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The reproducing property means that
〈Kx, f 〉K = f (x), ∀x ∈ X, f ∈ HK . (3.1)
Denote κK = supx∈X
√
K(x, x). From (3.1) we know that
‖f ‖C(X) ≤ κK‖f ‖K , ∀f ∈ HK . (3.2)
The Mercel kernel for our analysis is now given by
K(x, u) = Kσ (x, u) = Φ
( x
σ
,
u
σ
)
, x, u ∈ X . (3.3)
It is a Mercel kernel as a restriction of a Mercer kernel on Rn onto X . Recall κ = supx∈Rn
√
Φ(x, x).
Then
κK ≤ κ. (3.4)
To estimate the sample error, we use the following probability inequality concerning random
variables with values in a Hilbert space which can be found in [18,19].
Lemma 1. Let H be a Hilbert space and ξ be a random variable on (Z, ρ) with values in H. Assume that
‖ξ‖ ≤ M < ∞ almost surely. Denote σ 2(ξ) = E(‖ξ‖2). Let {zi}mi=1 be independent random drawers of
ρ . For any 0 < δ < 1, with confidence 1− δ,∥∥∥∥∥ 1m
m∑
i=1
ξ(zi)− E(ξ)
∥∥∥∥∥ ≤ 2M log(2/δ)m +
√
2σ 2(ξ) log(2/δ)
m
. (3.5)
The Hilbert space involved here is HkK with inner product 〈f , g〉 =
∑k
j=1〈f j, g j〉 for f =
(f 1, . . . , f k)T , g = (g1, . . . , gk)T ∈ HkK . It is included in (C(X))k since (3.2) implies ‖f ‖(C(X))k ≤
κK‖f ‖HkK . Lemma 1 will be used to show that fz, σ is a good approximation of the following function
vector inHkK
LΦ,σ (p) := 1
σ n
∫
X
Φ
( ·
σ
,
x
σ
)
p(x) dρX . (3.6)
Lemma 2. Let z be randomly drawn according to ρ , and Φ be a basic window. For any 0 < δ < 1, with
confidence 1− δ we have
‖fz,σ − LΦ,σ (p)‖(C(X))k ≤
4κ2 log(2/δ)
σ n
√
m
. (3.7)
Proof. We apply Lemma 1 to the random variable ξ = yKx on (Z, ρ) with values inHkK . The random
variable satisfies
1
m
m∑
i=1
ξ(zi) = 1m
m∑
i=1
yiKxi =
1
m
m∑
i=1
yiΦ
( ·
σ
,
xi
σ
)
= σ nfz,σ
and
E(ξ) =
∫
X
Kx
k∑
j=1
ejP(y = ej|x)dρX =
∫
X
Φ
( ·
σ
,
x
σ
)
p(x)dρX = σ nLΦ,σ (p).
Since y ∈ Y takes the form y = (y1, . . . , yk)T = e` ∈ Rk for some `, it satisfies yj = δj,` and then
‖ξ(z)‖2 =
k∑
j=1
‖yjKx‖2K = K(x, x) ≤ κ2K ≤ κ2.
Hence σ 2(ξ) ≤ κ2.
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By (3.5), with confidence 1− δ we have∥∥∥∥∥ 1m
m∑
i=1
ξ(zi)− E(ξ)
∥∥∥∥∥ ≤ 2κ log(2/δ)m +
√
2κ2 log(2/δ)
m
≤ 4κ log(2/δ)√
m
.
But
∥∥ 1
m
∑m
i=1 ξ(zi)− E(ξ)
∥∥ = ‖σ nfz,σ − σ nLΦ,σ (p)‖HkK . So from (3.2) and (3.4), we have with
confidence 1− δ,∥∥σ nfz,σ − σ nLΦ,σ (p)∥∥(C(X))k ≤ 4κ2 log(2/δ)√m . (3.8)
Then the desired inequality follows. 
4. Approximation error estimate
Now we consider the convergence of LΦ,σ (p). When X = Rn, this is a standard question in
multivariate approximation [16] where the scaling operator is involved, especially for the basic
windows given in Examples 1 and 2. The behavior of the marginal distribution ρX near the boundary
of X gives the difficulty of the analysis here.
Let us first consider the uniform convergence.
Lemma 3. Under the assumption of Theorem 3 we have∥∥∥∥LΦ,σ (p)− pdρXdx
∥∥∥∥
(C(X))k
≤ 2pi
n/2cqcρ,s
(q− n− s)0(n/2)σ
s ∀σ > 0. (4.1)
Proof. Since gρ |Rn\X = 0, for each x ∈ X we have
LΦ,σ (p)(x) = 1
σ n
∫
Rn
Φ
( x
σ
,
u
σ
)
gρ(u)du.
By property (ii) forΦ , we have
1
σ n
∫
Rn
Φ
( x
σ
,
u
σ
)
du =
∫
Rn
Φ
( x
σ
, u
)
du = 1. (4.2)
It follows that pj(x) dρXdx (x) = gρ(x) = 1σ n
∫
Rn Φ(
x
σ
, u
σ
)gρ(x)du for each j ∈ {1, . . . , k}. Hence the jth
component (LΦ,σ (p))j of LΦ,σ (p) satisfies
(LΦ,σ (p))j(x)− pj(x)dρXdx (x) =
1
σ n
∫
Rn
Φ
( x
σ
,
u
σ
) [
gρ(u)− gρ(x)
]
du.
By the Lipschitz condition (2.10) for gρ and property (iii) forΦ , we have∣∣∣∣(LΦ,σ (p))j(x)− pj(x)dρXdx (x)
∣∣∣∣ ≤ 1σ n
∫
Rn
∣∣∣Φ ( x
σ
,
u
σ
)∣∣∣ cρ,s|x− u|s du
≤ 1
σ n
∫
Rn
cq(
1+ |x−u|
σ
)q cρ,s|x− u|sdu.
Taking the variable change v = x−u
σ
, we have∣∣∣∣(LΦ,σ (p))j(x)− pj(x)dρXdx (x)
∣∣∣∣ ≤ cqcρ,sσ s ∫
Rn
|v|s
(1+ |v|)q dv.
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Recall that by spherical coordinates forRn, for a radial function h(|y|) onRn with a univariate function
h : R→ R, there holds∫
Rn
h(|v|)dv = 2pi
n/2
0(n/2)
∫ ∞
0
h(r)rn−1dr. (4.3)
Applying (4.3) to the function h(r) = rs
(1+r)q , we have∫
Rn
|v|s
(1+ |v|)q dv =
2pin/2
0(n/2)
∫ ∞
0
r s+n−1
(1+ r)q dr ≤
2pin/2
(q− n− s)0(n/2) .
Hence ∫
Rn
|v|s
(1+ |v|)q dv ≤
2pin/2
(q− n− s)0(n/2) . (4.4)
It follows that∣∣∣∣(LΦ,σ (p))j(x)− pj(x)dρXdx (x)
∣∣∣∣ ≤ 2pin/2cqcρ,s(q− n− s)0(n/2)σ s.
This is true for every x ∈ X , which verifies our conclusion. 
Lemmas 2 and 3 provide a bound for ‖fz,σ − p dρXdx ‖(C(X))k . This bound proves the error estimate
(2.11) which verifies Theorem 3. It also yields some analysis for density estimation. In fact, the case
k = 1 means Y = {1} and p ≡ 1. So the following holds true.
Corollary 2. Let Φ be a basic window. If ρX has a density function dρXdx and the function gρ : Rn → R
given by gρ(x) = dρXdx (x) for x ∈ X and gρ(x) = 0 for x ∈ Rn \ X is Lipschitz s, then for any 0 < δ < 1,
with confidence 1− δ, by taking σ = m− 12n+2s we have∥∥∥∥∥ 1mσ n
m∑
i=1
Φ
( ·
σ
,
xi
σ
)
− dρX
dx
∥∥∥∥∥
C(X)
≤
(
4κ2 log
2
δ
+ 2pi
n/2cqcρ,s
(q− n− s)0(n/2)
)
m−
s
2n+2s .
Remark 1. The order of the error bound for the stronger norm ‖ · ‖C(X) in Corollary 2 is worse than
the order 2n+4 of the mean-square error derived in [10]. If we use higher order Parzen windows, the
above order can be improved. See [29] for details.
Next we study the convergence in the space L1 under a weaker assumption of the Lipschitz
continuity on X only and (2.2) on the decay of the marginal distribution ρX near the boundary.
The space (L1(Xρ))k consists of function vectors f = (f 1, . . . , f k)T with norm ‖f ‖(L1(Xρ ))k =∑k
j=1 ‖f j‖L1(Xρ ).
Lemma 4. Under the assumption of Theorem 1 for every 0 < σ < 1 we have∥∥∥∥LΦ,σ (p)− pdρXdx
∥∥∥∥
(L1(Xρ ))k
≤ 2pi
n/2cq
0(n/2)
{
|Xρ |cρ,s
q− n− s +
1
q− n +
Cn−qθ
q− n
}
σ
min{s, θ(q−n)
θ+q−n }. (4.5)
Proof. Observe that∥∥∥∥LΦ,σ (p)− pdρXdx
∥∥∥∥
(L1(Xρ ))k
=
k∑
j=1
∫
Xρ
∣∣∣∣ 1σ n
∫
X
Φ
( x
σ
,
u
σ
) dρX
dx
(u)pj(u)du− pj(x)dρX
dx
(x)
∣∣∣∣ dx.
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Applying (4.2) to separate pj(x) dρXdx (x) into two parts
pj(x)
dρX
dx
(x) = 1
σ n
∫
X
Φ
( x
σ
,
u
σ
)
pj(x)
dρX
dx
(x)du+ 1
σ n
∫
Rn\X
Φ
( x
σ
,
u
σ
)
dupj(x)
dρX
dx
(x)
we see that∥∥∥∥LΦ,σ (p)− pdρXdx
∥∥∥∥
(L1(Xρ ))k
≤ J1 + J2, (4.6)
where
J1 =
∫
Xρ
1
σ n
∫
X
∣∣∣Φ ( x
σ
,
u
σ
)∣∣∣ k∑
j=1
∣∣∣∣pj(u)dρXdx (u)− pj(x)dρXdx (x)
∣∣∣∣ dudx,
J2 =
∫
Xρ
∣∣∣∣ 1σ n
∫
Rn\X
Φ
( x
σ
,
u
σ
)
du
∣∣∣∣ k∑
j=1
pj(x)
dρX
dx
(x)dx.
For the first term J1 of (4.6) we use (2.1) and (1.4) and find that
J1 ≤
∫
Xρ
1
σ n
∫
X
cq(
1+ |x−u|
σ
)q cρ,s|x− u|sdudx ≤ ∫
Xρ
∫
Rn
cqcρ,s|v|sσ s
(1+ |v|)q dvdx.
It follows from (4.4) that
J1 ≤ 2pi
n/2|Xρ |cqcρ,s
(q− n− s)0(n/2)σ
s. (4.7)
For the second term J2 of (4.6) we notice that
∑k
j=1 pj(x)
dρX
dx (x) = dρXdx (x). So by (1.4) again, we
have
J2 ≤
∫
Xρ
1
σ n
∫
Rn\X
cq(
1+ |x−u|
σ
)q dudρXdx (x)dx.
To continue the analysis further, we set
t = σ q−nθ+q−n
and separate the set Xρ into two parts Xρ,t and Xρ \ Xρ,t where
Xρ,t :=
{
x ∈ Xρ : inf
y∈Rn\X
|x− y| ≤ Cθ t
}
.
The part of the bound for J2 on the domain Xρ,t is∫
Xρ,t
1
σ n
∫
Rn\X
cq(
1+ |x−u|
σ
)q dudρXdx (x)dx ≤
∫
Xρ,t
dρX
dx
(x)dx
∫
Rn
cq
(1+ |v|)q dv.
According to assumption (2.2) and formula (4.3) with the function h(r) = (1+ r)−q, we have∫
Xρ,t
1
σ n
∫
Rn\X
cq(
1+ |x−u|
σ
)q dudρXdx (x)dx ≤ tθ 2pin/2cq0(n/2)
∫ ∞
0
rn−1
(1+ r)q dr ≤
2pin/2cq
(q− n)0(n/2) t
θ .
On the other domain Xρ \ Xρ,t , we have |x− u| ≥ Cθ t for any u ∈ Rn \ X . Hence
1
σ n
∫
Rn\X
cq(
1+ |x−u|
σ
)q du ≤ ∫
|v|≥ Cθ tσ
cq
(1+ |v|)q dv ∀x ∈ Xρ \ Xρ,t .
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Using formula (4.3) with the function h(r) = (1+ r)−q on [ Cθ t
σ
,∞) and 0 elsewhere, we see that for
any x ∈ Xρ \ Xρ,t ,∫
|v|≥ Cθ tσ
cq
(1+ |v|)q dv =
2pin/2cq
0(n/2)
∫ ∞
Cθ t
σ
rn−1
(1+ r)q dr ≤
2pin/2cq
0(n/2)
(Cθ t/σ)n−q
q− n .
Since t/σ = σ− θθ+q−n , it follows that the part of the bound for J2 on the domain Xρ \ Xρ,t can be
estimated as∫
Xρ\Xρ,t
1
σ n
∫
Rn\X
cq(
1+ |x−u|
σ
)q dudρXdx (x)dx ≤ 2pin/2cqC
n−q
θ
(q− n)0(n/2)σ
θ(q−n)
θ+q−n .
Therefore,
J2 ≤ 2pi
n/2cq
(q− n)0(n/2)
(
1+ Cn−qθ
)
σ
θ(q−n)
θ+q−n .
Combining this with the bound (4.7), we obtain from (4.6) that∥∥∥∥LΦ,σ (p)− pdρXdx
∥∥∥∥
(L1(Xρ ))k
≤ 2pi
n/2cq
0(n/2)
{
|Xρ |cρ,s
q− n− sσ
s +
(
1
q− n +
Cn−qθ
q− n
)
σ
θ(q−n)
θ+q−n
}
.
This verifies our conclusion. 
Now the following rate for the approximation of p dρXdx by the scheme fz, σ in the space (L
1(Xρ))k
follows from Lemma 2 in Section 3 and Lemma 4.
Theorem 4. Under the assumption of Theorem 1, with confidence 1− δ, we have∥∥∥∥fz,σ − pdρXdx
∥∥∥∥
(L1(Xρ ))k
≤ 4κ
2 log(2/δ)k√
mσ n
+ c˜s,qσmin{s,
θ(q−n)
θ+q−n } ∀0 < σ ≤ 1. (4.8)
5. Extensions and further discussion
We introduce a learning algorithm for the multi-class classification problem by means of Parzen
windows. A comparison theorem is provided for bounding the excess misclassification error in terms
of function approximation in the space L1 or C(X). Then an error analysis is done by estimating the
sampling error and approximation error.
In the literature of Parzenwindows for density estimation and regression, the approximation error
is estimated locally at points which are in the interior of X away from the boundary [21,23]. Our key
contribution for the mathematical analysis is to show how the decay of marginal distributions near
the boundary yields satisfactory bounds for errors in terms of L1 or C(X) norms taken globally on the
whole input space X .
We end our discussion by some extensions and questions for further research.
5.1. Manifold learning
The learning scheme (1.6) and its noise-free limit (3.6) involve the weight 1
σ n which is based on
the expectation that X is a subset of Rn with nonempty interior, that is, the maximum local manifold
dimension of X is n. In many applications, the data or marginal distributions lie on or near a low-
dimensional manifold X embedded in a Euclidean space Rn of huge dimension. In such a situation we
should modify the weight in the scheme (1.6) according to the manifold dimension of X .
Assume that X is a d-dimensional connected compact C∞ Riemannian submanifold of Rn without
boundary, see [8]. Then X is a metric space with the metric dX and the inclusion map J : (X, dX ) ↪→
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(Rn, | · |) is well defined and continuous. Due to the manifold structure, wemodify the weight in (1.6)
and define the Parzen window function f˜z,σ : X → Rk as
f˜z,σ (x) = 1mσ d
m∑
i=1
yiΦ
( x
σ
,
xi
σ
)
, x ∈ X . (5.1)
This scheme should have the same approximation power as that in Theorem 3, at least for radial
basis convolution type kernels. Here we present an example and leave the general study for further
research. We assume that ρX has density
dρX
dV with respect to the Riemannian volume measure V of
the Riemannian manifold X which is a generalization of the Lebesgue measure in a Euclidean space
(see [8]).
Example 4. Let X be a d-dimensional connected compact C∞ Riemannian submanifold ofRn without
boundary with metric dX . Let Φ(x, y) = 1(2pi)d/2 exp{− |x−y|
2
2 }. If p dρXdV is Lipschitz s on X in the sense
that for some Cρ,s > 0,
k∑
j=1
|pj(x)dρX
dV
(x)− pj(y)dρX
dV
(y)| ≤ Cρ,s(dX (x, y))s ∀x, y ∈ X,
and σ = ( 1m ) 12d+2s , then for any 0 < δ < 1, with confidence 1− δ, we have∥∥∥∥˜fz,σ − pdρXdV
∥∥∥∥
(C(X))k
≤ CXCρ,s log(2/δ)
(
1
m
) s
2d+2s
, (5.2)
where CX is a constant depending only on X .
The proof of the above error bound follows from (3.8) and the approximation error estimate in [24].
Though we do not need to consider the effect of the marginal distribution near the boundary and
decay of the basic window function in our setting of manifold without boundary, estimating the
approximation error for proving (5.2) requires the fine structure of themanifold in terms of uniformly
normal neighborhoods. It would be challenging to consider the learning and approximation by Parzen
windows on manifolds with boundary.
In the case k = 1 the error bound (5.2) tells us that 1
m(
√
2piσ)d
∑m
i=1 exp
{
− |x−xi|2
2σ 2
}
approximates
the density dρXdV well. This leads to the question of how efficient the following method of estimating
the manifold dimension is (for sufficiently small σ ):
dz,σ =
log
{
1
m2
m∑
i,j=1
exp
{
− |xi−xj|2
2σ 2
}}
log(
√
2piσ)
. (5.3)
5.2. Window width
Thewindowwidthσ in (1.6) plays a role as the regularizationparameter in Tikhonov regularization
schemes for learning [9,5,3,11,20,28]. This can be seen from the error bounds (2.11) in Theorem 3
and (4.8) in Theorem 4. Thus the choice of the window width in an adaptive way [23] becomes an
important question. A similar problem concerningmulti-kernel regularization schemeswithGaussian
kernels with flexible variances is discussed in [25].
5.3. Normalized Parzen windows
Since fz,σ is a good approximation of p
dρX
dx , comparing the values of its components may be not so
stable in domains where the density is small. A normalized version of Parzen windows [6,10,1,12] can
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help. It takes the following form which has been used for regression
f ∗z,σ (x) =
m∑
i=1
yiΦ
( x
σ
,
xi
σ
)
m∑
i=1
Φ
( x
σ
,
xi
σ
) , x ∈ X . (5.4)
The denominator helps cancelling the density dρXdx (x). It is positive for most points where the same
prediction is made: S(f ∗z,σ ) = S(fz,σ ).
5.4. General output space and splitting functions
In this paper we use the canonical unit vectors in Y ⊂ Rn to represent the k classes. Other
representations of the k classes have been used in the literature. For example, in [13] the vectors are
{vj = ej −∑i6=j 1k−1 ei : j = 1, . . . , k} with the summation of components being zero. An interesting
problem about a general representation of the k classes is to find a suitable splitting function such that
a comparison theorem like Theorem 2 can be applied for the error analysis.
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