Abstract. We study in this paper the periodic homogenization problem related to a strongly nonlinear reaction-diffusion equation. Owing to the large reaction term, the homogenized equation has a rather quite different form which puts together both the reaction and convection effects. We show in a special case that, the homogenized equation is exactly of a convection-diffusion type. The study relies on a suitable version of the well-known two-scale convergence method.
Introduction
The aim of this work is the study of the asymptotic behavior of the solutions of an initial boundary value problem for a strongly nonlinear reaction-diffusion equation with a large reaction term, in a cylinder. The equation reads as: ρ x ε ∂u ε ∂t = div a x, t, x ε , t ε k , Du ε + 1 ε g x ε , t ε k , u ε in Q T (1.1)
where Q T = Q × (0, T ) is our cylinder and k is a given positive parameter. The motivation of this study comes essentially from the applicability of the preceding model. In fact, when the function a(x, t, y, τ , λ) is linear with respect to λ, that is, a(x, t, y, τ , λ) = b(x, t, y, τ ) · λ, the unknown u ε may be viewed as the concentration of some chemical products diffusing in a porous medium of porosity ρ(y), with varying diffusivity b(x, t, y, τ ) and reacting with the background medium by absorption/desorption through the term g(y, τ , r) [2] . The fact that the diffusivity depends on the macroscopic variables (x, t) means that the concentration varies locally (and not uniformly) in the medium. When the diffusivity is nonlinear as it is the case in (1.1) and has the specific form a(x, t, y, τ , λ) = b(x, t, y, τ ) |λ| p−2 λ, we obtain some model equations of porous media [5] (see also [6] ); here u ε is the density of the fluid, ρ(y) and b(x, t, y, τ ) are respectively the porosity and the permeability of the medium.
To proceed with the study of our model, we apply general ideas of homogenization [7, 9] and specifically the framework of two-scale convergence introduced in [11] and developed in [1] . Although the homogenization process is standard, it has still some difficulties in our situation. In fact, the diffusion term is nonlinear, and the lower order term 1 ε g(x/ε, t/ε k , u ε ) is large because of the presence of the factor 1/ε. To avoid obtaining a resulting homogenized equation of stochastic's type, we assume a centering type condition on the function g, that is the periodic function (y, τ ) → g(y, τ , r) has zero mean value with respect to the variable y, which then allows us to express g as the gradient of a regular function. We also use this condition in both the a priori estimates and the passage to the limit. This produces a limit problem of a completely different type, which puts together both the reaction and convection effects; see Proposition 4. To be more precise, here is the main result of the paper (the assumptions are to be specified later). ( 1.2)
The main issue in getting (1.2) lies at the level that the derivative with respect to time ∂u ε /∂t involves a weight function represented by ρ(x/ε). Indeed, with the presence of ρ(x/ε) the usual Aubin-Lions compactness result [10, Chap. 1, p. 58] does not apply to our situation, and we use an appropriate one due to Amar et al. [4, Theorem 2.3] and generalizing the former. Also, because of ρ(x/ε), the space of test functions in the homogenization process is strongly modified. In the framework of the usual two-scale convergence, the test functions are usually taken in a space of the type C ∞ per (Y ). Here, because of the function ρ, this space is reduced to those functions u in C ∞ per (Y ) satisfying the additional normalized condition Y ρ(y)u(y)dy = 0. This condition plays a crucial role in the choice of the correction term u 1 , which must then satisfy the same assumption itself. Another consequence of this choice is that one must prove the density of the space
Also, due to the form of the homogenized problem (which might be degenerate) there is no general uniqueness result for the homogenized equation (1.2) . However, we show that in some cases, there is uniqueness of the solution to the said problem.
There is a variety of papers dealing with homogenization of operators of the same type as (1.1) but with a linear diffusion term which is not depending on the macroscopic variables (x, t). Without any pretension of exhaustiveness we refer to [2] (for the case when k = 2), to [15] (in which ρ ≡ 1 and k = 2, but the behavior in the microscopic time variable being with respect to some ergodic diffusion process ξ t/ε 2 ) and to [8] in which the following operator is considered:
with the same assumptions as in [15] .
The paper is organized as follows. In Section 2, we recall the concept of twoscale convergence. We adapt it to the situation of the problem (1.1). Section 3 deals with a priori estimates of the solution of the problem (1.1). In Section 4, we give some preliminary results that will be used in the next section. Finally, Section 5 deals with the homogenization results for (1.1). We also study there a particular case when the homogenized problem possesses a unique solution, and show that the whole sequence converges in that case to the solution of a problem of convection-diffusion type.
We end this section with some notations. All functions are assumed real valued and all function spaces are considered over R. Let Y = (0, 1) N and let F (R N ) be a given function space. We denote by F per (Y ) the space of functions in F loc (R N ) (when it makes sense) that are Y -periodic. Given a Y -periodic function ρ, we denote by 
Two-scale convergence
We recall the notion of two-scale convergence [1, 11] . We adapt it to our framework and get the following
The following two compactness results are well-known in the literature; see e.g. [13] for the exact situation considered here. 
In Theorem 3 the function u 1 is unique up to an additive function of variables x, t, τ . We need to fix its choice in accordance with the needs in the sequel. For that, let us recall the definition of the space W 
per (Y )) be such that Theorem 3 holds with u # 1 in place of u 1 in that theorem. Set
Remark 1. In case ρ ≡ 1, we retrieve the result of [13] since in that case W 3. Statement of the problem: A priori estimates and compactness result for the solution 3.1. Problem setting. Let Q be a bounded Lipschitz domain of R N and T a positive real number. By Q T we denote the cylinder Q × (0, T ). Our aim is to study the asymptotic behavior of the sequence of solutions to (1.1). We begin this section by setting the necessary conditions under which such a study can be made possible. For instance, we assume that the coefficients of (1.1) are constrained as follows:
For each fixed (x, t) ∈ Q T and λ ∈ R N , a(x, t, ·, ·, λ) is measurable (3.1)
a(x, t, y, τ , 0) = 0 almost everywhere (a.e.) in (y, τ ) ∈ R N × R and for all (x, t) ∈ Q T . A2 Lipschitz continuity. The function g is continuous on R N × R × R and there is C > 0 such that for any (y, τ ) ∈ R N +1 and r, r 1 ,
A3 Equilibrium condition. We assume that 0 is a possible equilibrium solution of (1.1), that is, g(y, τ , 0) = 0 for any (y,
We also assume without loss of generality that
A5 Periodicity hypothesis. The density function ρ is Y -periodic, the function (y, τ ) → a(x, t, y, τ , λ) is Y ×Z-periodic for any fixed x, t, λ. We assume also that g(·, ·, r) ∈ C per (Y × Z) for any r ∈ R with Y g(y, τ , r)dy = 0 for all (τ , r) ∈ R 2 . We easily infer from the Fredholm alternative the existence of a unique R(·, ·, r) ∈ C per (Y × Z) such that ∆ y R(·, ·, r) = g(·, ·, r) and Y R(·, τ , r)dy = 0 for all τ , r ∈ R, where ∆ y stands for the Laplacian with respect to the variable y. Moreover R(·, ·, r) is at least twice differentiable with respect to y. Let G(y, τ , r) = D y R(y, τ , r). Thanks to A2 and A3 we see that
where ∂ r G denotes the partial derivative of G with respect to r. As regards the definition of the trace functions (x, t) → a(x, t, x/ε, t/ε k , Du ε (x, t)), (x, t) → g(x/ε, t/ε k , u ε (x, t)) and x → ρ(x/ε) here denoted respectively by a ε (·, Du ε ), g ε (u ε ) and ρ ε , this has been extensively discussed in many papers (see e.g. [12, 20] ). These functions are well-defined and satisfy properties of the same type as in A1-A4. Due to both the positivity assumption on the density function ρ and the Lipschitzity of the function g(y, τ , ·), one can show in a standard fashion that the problem (1.1) admits a unique solution u ε , which moreover belongs to the space
; see e.g., [3, 16] .
3.2.
A priori estimates and compactness. We will denote by (·, ·) the duality pairing between W . Throughout C will denote a generic constant independent of ε. The following uniform a priori estimates hold.
Lemma 1. Under assumptions A1-A5 the following estimates hold true for
where C is a positive constant which does not depend on ε.
) and the following energy equation holds:
But using the representation G(y, τ , r) = D y R(y, τ , r) obtained above, we get
Putting the above expression in (3.8) we obtain
where G ε (u ε ) and ∂ r G ε (u ε ) are defined exactly as g ε (u ε ). Thanks to Assumptions A1-A5 one can easily see that
But by Young's inequality, we have, for any positive δ,
Choosing δ in such a way that
there is a positive constant k 1 independent of ε such that
where here, C = C(T ) > 0. By the application of Gronwall inequality we get at once (3.6). We then deduce (3.7) from (3.9).
The next result should be of capital interest for the sequel.
Proof. It follows from Eq. (1.1) that
and, thanks to (3.7) we easily get
By using condition A5 (see especially (3.4)) associated to the Poincaré's inequality we get that
It therefore follows from the estimates (3.6)-(3.7) and the Hölder's inequality that
Thus we infer from (3.10)-(3.11) that
Hence, setting
which is a Banach space under the norm
we have that
where C is independent of ε. Since Y ρdy = 0, we therefore deduce from [4,
Preliminary results
Let 2 ≤ p < ∞. The following Gelfand triplet 
For the above reasons we have,
, and
The following important density result will be used throughout the paper.
Lemma 2. The space
Proof. Let L be a continuous linear functional on W The following obvious result will be used in the sequel.
′ ) and further The next result will prove very efficient in the homogenization process in the case when k = 2.
where
Proof. We recall that the space 
per (Y )) we define Ru as follows: Ru(τ ) = R(u(τ )) for a.e. τ ∈ Z = (0, 1), and we get an operator R :
′ ≡ ρ∂/∂τ as an unbounded operator defined from V into V ′ , its domain is
With the norm 
for all u, v ∈ W. and by the Z-periodicity of u and v, it follows that the right-hand side of the above equality is zero, hence (4.2).
By repeating the proof of Lemma 2 one can show that the space
The operator ρ∂/∂τ will be useful in the homogenization process for the case k = 2. This being so, the Lemma 4 has a crucial corollary.
Corollary 1. Let the hypotheses be those of Lemma 4. Assume moreover that
Proof. We have
we infer from Lemma 4 that, as
where in the last equality, we have used (4.2) (see Proposition 2).
We will also need the following
be a function verifying the following conditions:
(i) |∂ r g(y, τ , u)| ≤ C (ii) g(·, ·, r) ∈ C per (Y × Z). Let (u ε ) ε be a sequence in L 2 (Q T ) such that u ε → u 0 in L 2 (Q T ) as ε → 0, where u 0 ∈ L 2 (Q T ). Then, setting g ε (u ε )(x, t) = g(x/ε, t/ε k , u ε (x, t)) we have, as ε → 0, g ε (u ε ) → g(·, ·, u 0 ) in L 2 (Q T )-2s.
Proof. Assumption (i) implies the Lipschitz condition
|g(y, τ , r 1 ) − g(y, τ , r 2 )| ≤ C |r 1 − r 2 | for all y, τ , r 1 , r 2 .
Next, observe that from (ii) and (4.3), the function (x, t, y, τ
Using the inequality
in conjunction with the above convergence results we get readily the result.
Remark 2.
From the Lipschitz property of the function g above we may get more information on the limit of the sequence g ε (u ε ). Indeed, since |g ε (u ε ) − g ε (u 0 )| ≤ C |u ε − u 0 |, we deduce the following convergence result:
We will need the following spaces:
(where X is either V or W) and
with the further property that F ∞ 0 is dense in F 1,p 0 ; this obviously follows from Lemma 2.
Homogenization results

Global homogenized problem. For a function
. Let E be an ordinary sequence of positive real numbers ε converging to 0 with ε. We assume throughout this section that p ≥ 2. By the strong relative compactness of the family (u ε ) ε>0 (see Proposition 1), there exist a subsequence
#ρ (Y )) be the function determined by the Theorem 4 such that, as E ′ ∋ ε → 0,
The first important result of this section is the following Proof. The proof will be done in three steps, according to the values of the parameter k.
Step 1: Case where 0 < k < 2. Let Φ = (ψ 0 , ψ 1 ) ∈ F ∞ 0 , and define
We recall that ψ 0 ∈ C ∞ 0 (Q T ) and
and, using it as a test function in the variational formulation of (1.1), we get
We consider the terms in (5.6) respectively. As regards the first term on the left-hand side of (5.6), we have
In view of Lemma 4, the integral QT
We are led to
As far as the second term on the left-hand side of (5.6) is concerned, due to the monotonicity of the function a(x, t, y, τ , ·) we can argue as in [21] (see also [20] ) to get
Finally, for the last term, we have 1
It is immediate that
We infer from Lemma 5 that
Since the function ∂ r G is Lipschitz continuous with respect to r and periodic with respect to y, τ , the use of Remark 2 yields
indeed, this can be verified by using the definition of the strong two-scale convergence [1, 23] , noting that in our case, the sequence ∂ r G ε (u ε ) strongly two-scale converges towards ∂ r G(u 0 ).
Putting together all the above facts we are led to (5.3).
Step 2: Case where k = 2. In this case the procedure is the same as in the previous one. Thus, as it can be seen from the proof of the case 0 < k < 2, we will only deal with the term QT ρ ε u ε ∂Φε ∂t dxdt. However, another important fact is to check that u 1 belongs to L p (Q T ; W). This last part will be accomplished in the next subsection. Returning to (5.6) and considering the first term there, we pass to the limit in the equality
using Corollary 1 and we get lim
and we hence derive (5.4).
Step 3: Case where k > 2. As in the preceding step, we only need to compute the limit (as E ′ ∋ ε → 0) of the term QT ρ ε u ε ∂Φε ∂t dxdt. Before we can do this, we must first show that the corrector term u 1 does not depend on τ . This will allow us to take the test functions independent of τ , that is,
i.e., Φ ε (x, t) = ψ 0 (x, t) + εψ 1 (x, t, x/ε). This will therefore lead at once to
So, let
where ψ(x, t, y, τ ) = ϕ(x, t)θ(y)χ(τ ) with ϕ ∈ C ∞ 0 (Q T ), θ ∈ D #ρ (Y ) and χ ∈ D per (Z). Then ψ ε ∈ C ∞ 0 (Q T ) and as in (5.6) we have
Because k > 2, the last two terms in the left-hand side of (5.7) go to zero as E ′ ∋ ε → 0. For the first one we have
Passing to the limit in the above equation using Lemma 4 gives in (5.7)
QT ×Y ×Z ρu 1 ∂ψ ∂τ dxdtdydτ = 0, and using the arbitrariness of ϕ and θ, we get
which is equivalent to u 1 is independent of τ . This ends the proof of Step 3. We are partially done (since we need to check that u 1 , in the case k = 2, lies in L p (Q T ; W)). 
As far as (5.8) is concerned, let (x, t) ∈ Q T and let (r, ξ) ∈ R × R N be freely fixed. Let π(x, t, r, ξ) be defined by the so-called cell problem #ρ (Y ))) we deduce that π 1 = π 2 . Next, taking in particular r = u 0 (x, t) and ξ = Du 0 (x, t) with (x, t) arbitrarily chosen in Q T , and then choosing in (5.8) the particular test functions v 1 (x, t) = ϕ(x, t)w ((x, t) ∈ Q T ) with ϕ ∈ C ∞ 0 (Q T ) and w ∈ E, and finally comparing the resulting equation with (5.10) (note that E is dense in V), the uniqueness of the solution to (5.10) tells us that u 1 = π(·, u 0 , Du 0 ), where the right-hand side of the preceding equality stands for the function (x, t) → π(x, t, u 0 (x, t), Du 0 (x, t)) from Q T into V.
We have just proved the 
(5.11)
Moreover any subsequential limit in L 2 (Q T ) of the sequence (u ε ) ε>0 is solution to (5.11).
Proof. Substituting u 1 = π(·, u 0 , Du 0 ) in (5.9) and using the obvious equalities
, which is nothing else, but the variational formulation of (5.11).
To conclude the study in the case when 0 < k < 2, we have the following 
) is solution to (5.11). The case when k > 2 is quite similar to that when 0 < k < 2. Now, let us consider the case where k = 2. In that case, all we need to check is that the solution u 1 of the microscopic problem is unique and belongs to L p (Q T ; W) as announced in Theorem 5. For that purpose, we begin by checking that u 1 is the solution to the following variational problem:
Fix (r, ξ) ∈ R × R N and (x, t) ∈ Q T , and consider the cell problem
Assume for a while that the solution of (5.13) exists. Then, for the same reasons as in the case where 0 < k < 2, the linear functional L : w → Y ×Z g(y, τ , r)wdydτ defined on V verifies the property: there is a positive constant c independent of w such that |L(w)| ≤ c w V for all w ∈ V. Likewise there exists another constant k > 0 such that
We deduce from the above facts that the linear functional w → ρ ∂π ∂τ , w , defined on E, is continuous when endowing E with the V-norm. From the density of E in V we get readily ρ ∂π ∂τ ∈ V ′ , so that π lies in W. Since E in W, Eq. (5.13) still holds for w ∈ W. Therefore by equality (4.2) (in Proposition 2) we deduce that ρ ∂π ∂τ , π = 0. The uniqueness of the solution of (5.13) follows from that. So it remains to show that Eq. (5.13) possesses at least a solution. But this equation is the variational formulation of the following equation:
(5.14)
In view of the properties of the operator R defined in Section 4, we see immediately by [16] (see also [3] ) that the above equation admits at least a solution. Now, taking r = u 0 (x, t) and ξ = Du 0 (x, t) and arguing as in the case where 0 < k < 2, we obtain u 1 = π(·, ·, u 0 , Du 0 ). By the preceding equality, we have shown, as claimed, that u 1 lies in L p (Q T ; W), thereby concluding the proof of Theorem 5. This also shows that even in this case, the homogenized equation still has the form (5.11).
5.3.
Some uniqueness results and convergence of the sequence (u ε ) ε>0 . In order to find a uniqueness result for the solution of the problem (5.11), we need to know the properties of the homogenized coefficients. The properties of the function q are classically known. However it is difficult to have the general properties of the function q 0 . But we will nevertheless show that in some cases, there is uniqueness. For this, we will restrict the study to a special case: we assume that the function λ → a(x, t, y, τ , λ), from R N into itself is linear, that is, there exists a family
y,τ )) (thanks to (3.1) and parts (ii) and (iii) of (3.3)), such that
In the sequel, we assume p = 2. It is clear that the results obtained in the preceding sections are still valid in this case. From the periodicity assumption on a(x, t, ·, ·, λ), it is clear that the functions a ij (x, t, ·, ·) are Y × Z-periodic. Set b = (a ij ) 1≤i,j≤N (the matrix derived from the coefficients a ij ) and let us focused our attention on the special case where k = 2, which seems to be the more involved. The cell problem (5.14) takes the form π ≡ π(x, t, r, ξ) ∈ W : ρ ∂π ∂τ = div y (b(x, t, ·, ·)(ξ + D y π)) + g(·, ·, r). where b(x, t) stands for the matrix (a ij (x, t, ·, ·)) 1≤i,j≤N . The existence and uniqueness of χ and w 1 is ensured by a classical result [16] . Now, taking r = u 0 (x, t) and ξ = Du 0 (x, t) in (5.15), it follows from (5.16) that u 1 (x, t, y, τ ) = χ(x, t, y, τ ) · Du 0 (x, t) + w 1 (x, t, y, τ , u 0 (x, t)). As in [2] , it can be checked straightforwardly that the functions F i (x, t, ·) (1 ≤ i ≤ 3) are Lipschitz continuous functions. This therefore ensures the uniqueness of the solution to (5.17) , and the following result holds true. The same remark as above holds in all the other cases (as far as the parameter k is concerned), so that we are justified in saying that Theorem 7 holds for any positive value of the parameter k. This shows the convergence of the sequence (u ε ) ε>0 when the function a(x, t, y, τ , λ) is linear with respect to λ. Also we recover the results by Allaire and Piatnitski [2] (when setting in our situation k = 2) when the function a(x, t, y, τ , λ) is linear and does not depend on the variable x, t. We can therefore argue that our work generalize the one of the previous authors. Acknowledgement 1. The research of the second author was partially supported by the University of Pretoria and the National Research Foundation of South Africa.
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