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ABSTRACT 
Two efficient third-and fourth-order processes for solving the initial value problem for ordinary 
differential equations are studied. Both are A-stable and so recommended for stiff systems. An 
economic and efficient way of step-size control is given for each of them. Numerical examples 
are considered. 
1. INTRODUCTION 
We shall study the numerical stability of some 
methods for solving systems of ordinary differential 
equations. In the case of stiff systems, it is very use- 
ful for the method to be A-stable so that the step 
size is limited only by the desired accuracy. 
Dahlquist [7] has proved that there is no explicit 
A-stable method and that the order of a linear 
A-stable multistep method cannot exceed p = 2. 
Thus to find A-stable processes of higher orders we 
shall deal with implicit Runge-Kutta type methods. 
A number of authors have written about them, e.g. 
Ceschino and Kuntzmann [5], Butcher [4], Gear 
[11], Ehle [8], Hames [13], Axelsson [2], Lemar~- 
chal [16], Hemon et Vignes [14], Norsett [19], 
Watts [21] but few were interested in the useful 
particular case in which the coefficient matrix is a 
triangular one. In what follows, such methods are 
called semi-implicit methods. 
In this paper, necessary and sufficient conditions for 
the semi-implicit Runge-Kutta third-and fourth-order 
processes to be A-stable are proved. The best coeffi- 
cients, giving the smallest discretization error, are 
given for each of them as well as an efficient step- 
size control. 
The whole process, i.e. the use of an A-stable 
formula and the step-size control, needs no function 
evaluations other than the explicit Runge-Kutta 
formula for the immediate superior order. 
2. SEMI-IMPLICIT METHODS 
2.1. Definitions 
Let us consider the initial value problem 
Y'= f(x, Y) 
Y(X0) = Y0 a•  x•  b 
y~RP 
in which f is supposed to satisfy the usual conditions 
of existence and uniqueness of the solution in the 
interval [a, b]. That is 
(ct) (x, y) -~ f (x, y) is continuous over the region 
[a, b] x D 
(/3) for all couples (x, y) and (x, y*) : 
tlf(x,y) - f(x,y*)lt • K ely - y*t] 
K being independent of x (uniform Lipschitz condition), 
and a numerical solution given by the one-step 
formula 
Yn+l = q~ (Xn' Yn' h). 
Definition 2. I. 1 [ 1] 
A semi-implicit r-stage Runge-Kutta scheme is defined 
by 
1 f 'xl Ynl)] 1 Yn = Yn + h[al0 f(Xn' Yn) + al l  k n' 
l 2 r, xl 1, + f,x 2 2,1 Yn=Yn+h[a20f(xn'Yn)+a21r~ n, Yn) a22 ~ n'Yn)/ (2.1.1) 
yr= Yn + h[ar0 f(Xn' Yn) + ""+ art f(xr' yr)] 
with Yn+l = yr 
x i n = Xn + 0i h 0 i ~ R i = 1, 2...r. 
Such a formula can be written :
Yr= YnE + h fnD + hAF  (Yr) 
with fn = f(Xn, yn), E = (1,1,--, 1) T, Yr = (yln, y2,---, yr)T 
D = (al0, a20 .... ar0 )T A = (aij) i. =. 1,..r 
j=  1,..i 
and with matrix A being triangular. 
N.B. In the case of an implicit process, e.g. if A is a 
full square matrix, the computation ofYn+l requires 
r2p 2 evaluations of f (x,y) and ~tbout r 3 p3/3 arithmetic- 
al operations ( olution of a linear system of size rp). 
For a semi-implicit process these numbers are r p2 and 
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r p3/3 (r resolutions of linear systems of dimension 
p). This is the reason why it seems interesting. 
Definition 2.1.2. 
A numerical method [Yn+l = ~ (Xn' Yn' h)] 
is said to be A-stable, Dahlquist [7], if for any 
complex X with Re (X) > 0 and for all arbitrary 
h > 0, the approximate solution Yk of equation 
y" = -Xy y ~ R 
y(0) = Yo 
tends to0ask~ + 
It is well known [5] that semi-implicit and implicit 
Runge-Kuta methods are convergent. We shall now 
study the A-stability of semi-implicit schemes. 
2.2. A-stability of an r-stage method. 
Formula (1) applied to equation (2) leads to 
(I + h)~A)Y r = Yn (E : hXD) 
where 
hi 1 hl 0 
A = a21 a22 D = a20 
arl ar2. • . arr ar0 
Define z = hk P(z) = det (I + zA) 
and 
Pr(z) = det (C), with C being the square matrix 
obtained by substitution of the last column in 
I + z A by E - zD. Assuming that I + zA is regular 
we can compute the last component of Y 
r 
r Pr(z) 
Yn+l= Yn= P(z) "Yn 
Therefore a necessary and sufficient condition for 
the method to be A-stable is 
(z)~0 
The maximum principle makes this assertion equi- 
valent to 
P(z)] < 1 for Re (z) = 0 (a) 
Pr(z) analytic for Re (z) > 0 (fl) 
P(z) 
It is easy to see that, A being triangular, we have 
i=r L~ 
V(z) = irl=l ( l+z a~) 
and since the aii are real numbers, condition (/~) is 
a l i~0  i=1,2  .... r 
Condition (a) is much more difficult to deal with 
but we have obtained interesting results in the case 
wherer  = 2andr= 3. 
2.3. A-stability of the 2-stage method (r = 2) 
According to Ceschino and Kuntzmann [5], it is 
possible to choose coefficients ai] in (1) so that the 
method is of the third order. In this case, they 
must satisfy a certain number of equations, and it 
is possible to express them with respect o 0 : 
Thus we have 
0 
a lO= a11= ~- 
60 2 -30  = 1 
a21 = 1--O' a22 - 6 (1-0) ' a20 - a21- a22 
Then we take z = ix, x e R* and calculate 
I P (ix)[ 1 + (a 2 -23 , )x  2 + 72x  4 
with a = a l l  + a22 
13 = a21 al0 - a20 a l l  
? = a l l  a22 
It is easy to see that (a -  1) 2 - 2 13 = a 2 - 27, and 
so the condition (a) is now l~ 2 < 72 and leads to 
0>1.  
In this case, (~) is automatically satisfied. 
We can now write : 
Theorem 2.3.1. 
A necessary and sufficient condition for the third- 
order 2-stage method (2.1.1.) to be A-stable is : 
0>1 
2.4. A-stability of the 3-stage method. 
If coefficients aij are solution to a certain number 
of equations given in [5] or [10], the method is of 
the fourth order. Solving these equations we obtain 
60102 - 401 - 402+3 
a33 = 12(1-01)  (1-02)  
202 - 1 
a31 = 1201 (1-0 1) (02-01) 
-60 2 02+60102 +01 - 20 2 
a22 = 6 (1- 01) (2 01 - 1) 
a20 = 02-a21-a22  
201 - 1 
a32 = 1202 (1-02) (01"O2) 
a30 = 1-a31-a32-a33 
02 (30102-01~ 
a21 = 601 (1-01) (201-1) 
01 
a l l=  a l0= ~- 
In this case the computation of p3(z) leads to a 
somewhat symmetric result if we set 
a11+ a22 + a33= B 1 
al I a22 + a22 a33 + a33 a l l  = B 2 
a l l  a22 a33 = B 3 
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Hence we obtain 
p3(z )_  1 + A 1 z+ A 2z  2 + A 3z  3 
P(z---~- 1 + B l z  + B 2z  2 + B 3z  3 
1 
w i thA 1 = B 1 -  1, A2 = B2-B1  + 2 '  
1 1 
A 3 --- B 3 -B  2 + -~ B 1 - -~-  
And if z is on the imaginary axis (z = i x) 
P3(ix) 2= 1 +(A 2-2A2) x 2 +(A 2-2A 1A3) x 4+A 2x 6 
e(hc) 1 +iB2- 2B2) x 2 +(B2-2B1B3)x4 +B2x 6 
Now we can see, by a mere identification of P3(z) p-~ to 
the fourth order with the developement of e "z, that 
the coefficient factors ofx 2 and x 4 are respectively 
the same in the numerator and denominator. That 
is to say 
A2-2A2 = B2-2B2 andA2-2A1A 3 = B2-2B IB  3 
(A similar relation was obtained in the case r = 2), 
Hence the A-stability conditions are now 
aii ;, 0 i=  1,2,3 (fl') 
A 2 ¢ B~ (a') 
and (a') can be written 
1. 1 1 1 
(2 B 3 -  B 2 + ~ B 1 -~)  (B 2 -~ B 1 + ~) ;* 0 
The aii can now be expressed with respect o the 
0j (i = 1, 2), as seen earlier, and we obtain a poly- 
nomial equation of the sixth degree in 01 and 0 2. 
A study of the sign of this polynomial, together 
with aii ;~ 0 leads to 
01 > 1 and 0 2 > 1 
Therefore 
Theorem 2.4.1. 
A necessary and sufficient condition for the fourth- 
order 3-stage method to be A-stable is : 
01 > 1 and 0 2 > 1 
2.5. Remarks 
2.5.1. In both cases, i.e. 2-stage method, and 3-stage 
method, A-stability depends olely on the diagonal 
coefficients of  matrix A if this one is chosen, so 
that the method is of  maximum order. This property 
seems to be general but has not been proved. 
2.5.2. A little computation shows that, under the 
above condition, our two methods are even strongly 
A-stable, e.g. 
P3 (z) P2 (z) 
lira ~ < land l im I I < 1 
Izl 4**  Izl--*** 
2.5.3. A list of semi-implicit hird-and fourth-order 
Runge-Kutta formulas, but with more intermediate 
points, can be found in [6]. 
3. ERROR ESTIMATION AND STEP-SIZE CONTROL 
3.1. We shall see how to estimate the local trunc- 
ation error in the semi-implicit hird-order scheme. 
It can be extended to the fourth order without any 
difficulty. 
The third-order method is written 
1 +h[alO +all f,x I I,, Yn = Yn f(Xn' Yn) ~ n' YaH 
1 1 Yn+l = Yn + h[a20 f(Xn' Yn) + a21 f(Xn' Yn) + a22 f(Xn+l' Yn+l)] 
(3.1.1) 
i = Xn + Oh with x n 
We shall estimate the local error at each step with 
the use of an auxiliary explicit Runge-Kutta fourth- 
order scheme which is : 
1 z n = z n + h[bl0f(Xn , Zn)] 
z 2 = z n + h [b20f(x n, Zn) + b21f(xnl, zl)] 
z 3 = z n + h[b30f(x.., z )  . . . . .  + ha, f(x.~ 1,z 1)., + b32f(Xn2 , z2)] 
,I 2 ,2 2 • 3 Zn+ 1= Zn.+h[b40f(Xn,Zn) + b41f(Xn , Zn)+b42f(x n ,Zn)+b43f(xn,Zn)] 
(3.1.2) 
with xnl = x n + a I h 
Xn 2 = x n + a 2 h 
Xn3 = x n + h 
The local error in formula (3.1.1) is 0(h4), while in 
formula (3.2) it is 0(h5.), hence we can say with 
Masatsugu Tanaka [20] that the difference Yn - Zn 
is a good estimation of  the true local error. This is 
allowed because the instability of (3.1.2) is not 
noticeable in a single step. 
3.2. In (3.1.2) the two parameters a 1 and a 2 are 
free, and various choices for them are possible 
(conventional method, Gill's method, optimal 
method). Here we shall choose them so that 
(i) The number of evaluations of f in (3.1.1) and 
(3.1.2) is minimum 
(ii) The discretization errors of (3.1.1) and (3.1.2) 
are as small as possible. Condition (i) can be satis- 
= = 1 The same fled by taking a 2 0, i.e. Xn2 x n. 
calculation of f(x 1, y l )  is also used in (3.1.1) and 
in (3.1.2). To answer conditions (ii) we need one 
more definition. 
Let y(x) be the exact solution of y" = f(x,y), Y(X0) 
= Y0 and Yn the approximate solution at point x n 
calculated with a one-step formula 
Yk+l= Yk + h~(x  k ,yk ,h )  
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and let us consider the first step. If  the numerical 
method has order q we have 
Y(Xl) - Yl = hq+l ¢ (h) + 0(hq +2) 
1 ~q~b O) - 1 with ~ (h) - q! (Xl' Yl '  f{q)(xl'Yl) 
a hq (q+l)! 
is the principal error function of the method and 
can be expressed with the partial derivatives of 
function f(x,y). (Henrici [15]). 
Definition 3.2.1 
We call the error coefficients of a numerical method 
the absolute value of the coefficients which multiply 
the partial derivatives of f(x,y) in the above expres- 
sion. They will be noted as eqi for a q-order method. 
In the Runge-Kutta method, the error coefficients 
depend on parameters a i. 
After some calculation it can be easily found that 
the error coefficients in formula (3.1) are 
1 - 20 1 302 - 30+1 
e31= ~[ ,e32=~,e33=e34= ~ 1  
Assuming that there is no reason why one partial 
derivative should be more important han another 
in the local truncation error, we find that 
s 1= e31 + e32 + e33 + e34 
is minimum if 0 = 3 .  (Remember that 19 must be 
greater than one). 
A little more calculation, using the fact that we now 
have a 2 = /9 = 3,  leads to the error coefficients for 
formula (3.2) 
1 4a l  + 3 37 
e41= ['120 - 576 1' e42-  320 
1 14a12 - 15a I + 3 al-2 
e43 = I~- 6 - 64(-~1 -~) ~1 _~1, e44 = I~0 +--~ff-t 
3 1 1 4a I - 3 
e45 = 8-0' e46 = 1--2-0-' e47 = I1-'~ + ~ I 
1 1 a l  
e48 = ~-6 '  e49 = I1--~ - ~-~t 
9 
ands 2= ~ e4j is minimum for a 1=0.2  
j 1 
(exactly 0.19480397) 
3.3. In the case of a semiqmplicit Runge-Kutta fourth- 
order method an estimation of the local truncation 
error requires an explicit fifrh-order method that is 
a six-stage formula. 
A calculation similar to the preceding case but some- 
what longer leads to the fact that the best values of 
0j and a i are 
1_~ 18 = 41 
a l  = ' a2 = 3-5' a3 100 ' 
3 a5 02_  13 a4 = 01 = 2 '  = 10 
N.B. : a i are the parameters of the explicit scheme and 
0j those of the semi-implicit scheme. For more ex; 
planations ee [1]. 
3.4. Step-size control 
Let Yn be the value of  the solution calculated with the 
semi-implicit third-order method and step hn, z n the 
value given by the explicit fourth-order method and 
Y(Xn) the exact solution at point x n. 
Assuming that z n = Yn = Y(Xn)' we have 
Yn+l - Y(Xn+l) = h4~n(hn) 
Zn+l" Y(Xn+l)= h5n ~kn(hn) 
so that 
4 
Zn+l " Yn+l = hn ~a ~kn(hn) - Cn(hn)] 
The computed error for a single step will be a good 
approximation of the true error if hn~kn(hn) is small 
in front of ¢n(hn). In this case, if e is the maximum 
relative error tolerated in one step, we shall calculate 
the value of hn+ 1 by the formula 
,e'llYnll )1/4 
hn+ 1 = h n 
In the case of the semi-implicit fourth-order method, 
the step at point Xn+ 1 is calculated in the same 
manner. 
4. NON-LINEAR SYSTEMS 
We applied our methods with succes to non-linear 
systems with a Jacobian matrix which does not vary 
"too much" in one step. The difficulty was to solve 
the non-linear equations which appear in our schemes. 
For that we employed a method taken from C. 
Brezinski [3] using the e-Algorithm of P. Wynn [22]. 
It proved to be the most effective provided the size 
of the system is not too large (e.g. p < 50). 
The starting points for this iterative method were 
very easily given by the explicit formulas associated 
with the semi-implicit ones. For example in the case 
of the third-order method, the fact that we chose 
/9 = a2, i.e. the same intermediate value of x in the 
explicit and semi-implicit schemes, makes the value 
of z 3 in (3.1.2) a very good approximation for the 
calculation of y l  n in (3.1.1) and that of Zn+ 1 for Yn+l" 
The same thing happens for the fourth order. Brezinki's 
method using the e-Algorithm for solving systems of 
non-linear equations appeared to be very useful in 
our problem because it is a second-order and very 
fast process which does not need any computation 
of derivatives. 
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5. NUMERICAL RESULTS 
Our formulas are : 
5.1. First algorithm 
Semi- implicit third-order method 
1 h [3fn + 3fnll Yn = Yn + 
h [7fn - 4fn 1 + 15fn+1 ] Yn+l = Yn + 1-8 
with fn 1 = f(Xn+ 3h ,  Yn 1) (0=3)  
fn+l = f(Xn+l' Yn+l) 
Explicit fourth-order method 
1 Zn + h fn  Z n = 
Z2n = Zn + h [_ 53fn + 65~]  
Z3=n Zn+ h [. 104fn+ 165~+ 4~]  
Zn+l = Zn+ 1-~[ -26f  n + 125g~-8~ + 65gn+l] 
1 h, Zn l)with g~= f(x n+ 
2 z 2 ) gn= f(Xn + 3b ,  
gn+l = f(Xn+l' Zn+l) 
5;2. Second algorithm 
Semi-implicit fourth-order method 
Referring to definition 2.1. we have 
3 
alO = a l l  = ~- 
131 793 139 
a20-  225 a21 =-1800 a22-  120 
71 8 _ 250 
a30 - 234 a31 - 9 a32 - -117 
01 _ 3 02  _ 13 
2 10 
35 
a33 = i-8 
Explicit fifth-order method 
If we write the formula 
zi i-1 i = z n + h Y- f(x n+ 0 jh ,  z~a ) , i=  1, 6 j=0 bij .... n 
= z 6 Zn+l n 
we have 
01 3 02 13 03 7 04 18 05_  41 
= ' =T6-' =T6' =3 '  1-6-0 
and 
bl0 = 0.7 
b20 = 0.325 364 431 486 880 470 
b21 = 0.188 921 282 798 833 814 
b30 = 0.283 342 267 117 154 063 
b31 = 0.101 832 432 016 734 329 
b32 = 0.248 253 008 661 116 083.10 -1 
b40 = - 0.539 715 683 494 044 236.10 +1 
b41 = - 0.784 883 720 930 232 535.10 +1 
b42 = 0.549 767 043 644 472 813.10 +1 
b43 = 0.924 832 360 779 803 958.10 +1 
b50 = - 0.270 558 340 861 186 385.10 +1 
b51 = _ 0.390.10 +1 
b52 = 0.289 878 114 912 609 673.10 +1 
b53 = 0.497 798 635 143 571 452.10 +1 
b54 = 0.288 159 080 500 524 438.10 -1 
b60 = 0.162 155 745 489 078 821 
b61 = b63 = 0 
b62 = 0.732 262 235 885 424 291 
b64 = - 0.692 431 561 996 779 393.10 -1 
b65 = 0.174 825 825 174 825 
5.3. The first algorithm can be described as follows 
(a) - Read the starting values of x, y, h, e, e being 
the maximum relative error for one step the user 
tolerates on a component of y. 
(b) - Compute z I z 2 z 3 
n '  n ~ n" 
1 (c) - Compute Yn" In the linear case, solve a linear 
system; in the non-linear case use Brezinski's iterative 
method with Zn3 as the starting point. 
(d) - Compute Zn+ 1. 
(e) - Compute Yn+l (as in (c) but with Zn+ 1 as the 
starting point). 
(f) - Let us call EPS the maximum component of  
lyn+ 1 - Zn+ll. 
If EPS is greater than e keep x,y and compute a new 
value for h as in 3.4 and go to (b). 
I f  EPS is not greater than e then put x : = x + h, 
Y : = Yn+l compute a new value for h and go to (b). 
The second algorithm can be described in just the 
same way but is a little longer. 
5.4. Test problems used 
1. y '=-y  + 95z  y (0)= 1 
z '=-y -97z  z (0 )= 1 
1 [95 exp (-2x) - 48 exp (-96x)] exact solution y = ~-~ 
1 [48 exp (-96x) - exp (-2x)] z=~-~ 
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2. y" = - 100 y + 9.901 z y(0) = 1 
z '=  0.1 y - z z(0) = 10 
exact solution y = exp (-0.99 x) 
z = 10 exp (-0.99 x) 
The eigenvalues of the Jacobian matrix are -100.01 
and -0.99 
3. y '=  -100(y -x  3) + 3x  2 withy(0) = 0 
solution y(x) = x 3 
4. y '=  z -y2 - (1  + x) y(0) = 1 
z '=  1 -20  [z 2 -  (l+x) 2] z(0) = 1 
1 , exact solution y = ~ z = 1 + x 
The eigenvalues of the Jacobian matrix are ~2 and 
1+ X 
-40(l+x) 
Problem 1 is due to Ehle [9], problem 2 to Makel~ 
et al. [17], problem 3 to Gear [12] and problem 4 
to the author. All of  them are stiff. Maximum re- 
lative errors at x obtained with step size h are given 
for each problem, in table 1 for the third-order 
method and in table 2 for the fourth order. 
Tables 3 and 4 show the effect of stability and step- 
size control of  the algorithms. 
Problem 2 has been solved with our fourth-order 
algorithm and a standard fourth-order Kunge-Kutta 
formula. (This last formula is unstable if the step 
size is greater than 0.028). 
Table 1 
h x Pb l  Pb2  Pb3  Pb4  
0.1 1. 0.24 0.7.10-4 3.1.10-5 2.1.10 -4 
0.01 1. 0.61.10 -5 0.2.10 -5 1.2.10 -7 2.6.10 -7 
0.001 1. 0.46.10 -4 0.2.10 -4 1.10 -7 1.7.10 -8 
Tab le  2 
h 
0.1 
0.01 
0.001 
Pb l  Pb2  Pb3  
1. 0.95.10 -1 
1. 0.59.10 -7 
1. - .11.10 -7 
0.16.10 -4 
-0.63.10 -7 
-0.65.10 -7 
Pb 4 
3.0.10 -5 
1.3.10 -7 3.2.10 -7 
7.1.10 -10 1.3.10 .9 
Table 4 
Problem 4 has been solved with our third-order method. 
The step size was controlled by the maximum relative 
error in one step which had to be not greater than 10 -7" 
The initial step was 0.01. 
0.1887.10 -1 
0.2221.10 -1 
0.2614.10 -1
0.3076.10 -1 
0.3619.10 -1 
0.4259.10 -1 
0.4337.10 -1 
X y z 
0.16929 0.85521755 
0.37595 0.72676958 
0.61912 0.61761365 
0.9052910.52485221 
1.2420 10.44602292 
1.6383 !0.37903326 
2.0000 0.33333205 
1.1692922 
1.3759497 
1.6191316 
.9052930 
2.2420300 
2.6382813 
3:0000000 
The computed solution is very close to the true solu- 
tion and the step size increases regularly. 
6. CONCLUSION 
Table 3 
Maximum relative error at x = 1 for the solution to 
problem 2 computed with a standard fourth-order 
Runge-Kutta formula with step size h. 
The theory of A-stable methods has been introduced 
for solving stiff linear systems of ordinary differential 
equations and our two schemes have proved to be 
most satisfactory for such systems. Moreover, it has 
to be pointed out that our process for controlling the 
step-size of  the A-stable method with an explicit 
method of  superior order using the same intermediate 
points makes our schemes very suitable for non-linear 
differential systems. This is due to the fact that we 
have thus very good initializations for the resolution 
of the non-linear systems by iterative methods. This 
added to the fact that Brezinski's algorithm [3] for 
such resolutions, using the vector e-Algorithm of P. 
Wynn [22], is a very fast and efficient one, makes 
that the time of computation for the integration of 
a non-linear differential system is not longer that for 
a linear system of the same size and with similar stiff- 
ness. Hence, it is possible to use the same code with 
equal success for linear or non-linear differential sys- 
tems. 
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