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Abstract: We develop a degree theory for compact immersed hypersurfaces of prescribed
K-curvature immersed in a compact, orientable Riemannian manifold, where K is any
elliptic curvature function. We apply this theory to count the (algebraic) number of im-
mersed hyperspheres in various cases: where K is mean curvature, extrinsic curvature and
special Lagrangian curvature, and we show that in all these cases, this number is equal to
−χ(M), where χ(M) is the Euler characteristic of the ambient manifold M .
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Degree theory of immersed hypersurfaces.
1 - Introdution.
1.1 - General. Let M :=Md+1 be a closed, orientable, (d+ 1) dimensional riemannian
manifold. Our aim is to establish the existence of closed, orientable, immersed hypersur-
faces in M of prescribed K-curvature, where K is an elliptic curvature function, such as
mean curvature, extrinsic curvature, and so on. We achieve this by constructing a degree
theory for the space of unparametrised immersions and by then relating this degree to the
topology of M . Our work is inspired by the beautiful degree theory developed by Brian
White for the study of hypersurfaces of prescribed mean curvature and solutions of other
parametric elliptic functionals (c.f [30], [31], [32] and [33]).
The theory that will be developed in the sequel may be summarised as follows. Let
Σ := Σd be a d dimensional manifold, let I be an open set of unparametrised immersions
of Σ into M , let O be an open set of smooth functions defined over M , and let K be an
elliptic curvature function. We will be interested in those immersions, e : Σ → M , whose
K-curvature is prescribed by some function, f ∈ O, that is, such that Ke = f ◦ e, where
Ke here denotes the K-curvature of the immersion, e. We thus define the solution space,
Z := {([e], f) ∈ I × O | Ke = f ◦ e} ,
and we define Π : Z → O to be the projection onto the second factor. A fundamental
hypothesis will be that the projection, Π, is a proper map. Under these conditions, that
is, when K is elliptic and when Π is proper, we will show that Π has a well defined, integer
valued mapping degree. More precisely, we will show that O has a dense subset, O′, such
that for all f ∈ O′, the preimage, Π−1({f}), is finite, and each element, ([e], f), of this set
has a well defined signature, equal to plus or minus one. For all such f we then define
Deg(Π; f) :=
∑
([e],f)∈Π−1({f})
sig([e], f).
By proving that Deg(Π; f) is independent of f , we obtain a mapping degree for Π, and by
calculating this degree in certain special cases, we obtain existence results for hypersurfaces
of prescribed K-curvature in various settings.
1.2 - Background. In order to gain a clear intuition for our construction, it is worth
reviewing the analogous finite dimensional theory. Thus, let X be an open subset of Rd,
let Y be a finite dimensional manifold, and let f : X × Y → Rd be a smooth map, which
we think of as a family of vector fields over X parametrised by Y . Let Z := f−1({0}) be
the zero set of f , and let Π : Z → Y be the projection onto the second factor. When f is
a submersion and when Π is proper, classical differential topology (c.f. [16] and [9]) shows
that, for generic y, the preimage, Π−1({y}) is finite. Furthermore, each element, (x, y),
of this set has a well defined signature, equal to plus of minus one, and the sum of these
signatures is equal to the mapping degree of Π. However, for any fixed y, the set Π−1({y})
is also the zero set of the vector field, fy := f(·, y). In particular, for generic y, this vector
field has finitely many zeroes, the number of which, when counted with appropriate sign,
is equal to the mapping degree of Π.
There are therefore two alternative approaches to studying the degree. The first in-
volves determining the topological mapping degree of Π, and the second involves counting
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the zeroes of the vector field, fy, for generic data, y. Although these two approaches are
equivalent, yielding exactly the same values, they lead to complementary formal develop-
ments, especially in the infinite dimensional setting.
White’s degree theory mirrors the first approach. Here, the space, I, of unpara-
metrised immersions plays the role of X , an open subset of the space of riemannian met-
rics of the underlying manifold plays the role of Y , and the mean curvature functional
plays the role of f . The objects of interest are minimal surfaces, which are zeroes of the
mean curvature functional. In fact, White views minimal surfaces as critical points of the
area functional, but since the mean curvature functional is the L2-gradient of the area
functional, this really comes down to the same thing. White then proves that the solution
space, Z, has the structure of a Banach manifold and that the projection, Π, is a smooth
Fredholm map of Fredholm index 0. Having established this framework, White then ap-
plies the Sard-Smale theorem together with spectral properties of the Jacobi operator to
construct a Z-valued degree theory, which yields existence results for minimal surfaces in
various settings.
The theory that we will present here is similar to that of White, but mirrors the
second approach. Here, the space, I, of unparametrised immersions continues to play
the role of X , but - for the most part - the space, O, of functions plays the role of Y ,
and more general curvature functionals play the role of f . A notable technical difficulty
of this theory, which tends to generate unpleasant notational complexity, is that I does
not actually carry the structure of a Banach manifold. In White’s work, this difficulty
is circumvented by restricting attention to the solution space, Z, which, on the contrary,
does possess such a structure. In the current paper we propose an alternative resolution
of this problem by introducing the elementary concept of “weakly smooth” manifolds (c.f.
Appendix A). It is straightforward to show that I belongs to this class (c.f. Section 2.1),
and we may therefore use the familiar terminology of manifold theory without problems.
A more fundamental difficulty of the present case is, however, that the vector fields of
interest to us are no longer necessarily L2-gradients of real valued functionals. This makes
the definition of the signature more involved than in White’s case. Its construction, which
will be carried out in Sections 2.7 and 2.8, is one of the main contributions of the current
paper: using the spectral theory of non-self adjoint operators (c.f. [12]), we extend the
concept of the sign of the determinant to operators acting on infinite dimensional spaces.
This yields a well defined signature for zeroes of certain types of vector fields over I. Upon
summing these signatures, we obtain the desired Z-valued degree, and this in turn yields
existence results in various settings.
Section 2 of this paper will be devoted to constructing this degree. We first introduce
the manifold structure of the space of (prime) unparametrised immersions of Σ into M ,
showing, in particular, how curvature functionals define vector fields over this manifold.
Next, using the spectral properties of the linearised curvature operators, we show how the
zeroes of these vector fields have well defined signatures, and, by counting these signatures,
we obtain the mapping degree for Π.
This paper was initially motivated by the question of the existence of embeddings
of constant mean curvature of Σ = Sn into (Sn+1, g). Indeed, we conjecture that for
any c > 0 and any metric g on S3 of positive sectional curvature, there is an embedding
2
Degree theory of immersed hypersurfaces.
of S2 into S3 of constant mean curvature c. This result is known for c = 0 (c.f. [22]
and [4]) and also for large values of c (c.f. [34]). However, even when n = 1 and g is a
positive curvature metric on S2, we do not know if there exist embeddings of S1 having
any prescribed, positive geodesic curvature. Nonetheless, Anne Robeday (c.f. [18]) and,
independently, Matthias Schneider (c.f. [20]) have proven that, under these conditions on
the metric there does exist an Alexandrov embedding (i.e. a not necessarily embedded
immersion that nonetheless extends to an immersion of the disk) of S1 into (S2, g) of any
given constant geodesic curvature. Anne Robeday’s approach used the degree theory of
Brian White to prove this result whilst Schneider developed a different degree theory for
his proof. Schneider’s theory, which applies to immersions of the circle into any riemannian
surface, has yielded many other interesting results (c.f. [21]). Additionally, in [19], the
first author and M. Schneider have also proven that given a metric of positive curvature
on S2, there is an ǫ > 0, such that for any c ∈]0, ǫ[, there are at least two embeddings of
S1 into (S2, g) of geodesic curvature equal to c.
1.3 - Applications. In Section 3 we give applications of our degree theory. First, given
a family G of riemannian metrics over M , we say that a property holds for generic g ∈ G
whenever it holds over a subset G0 of G which itself contains a countable union of dense
open sets. We recall that such a subset is said to be of the second category in the sense
of Baire and that, by the Baire Category Theorem, it is dense in G. We now prove four
theorems which count for generic metrics, and under appropriate hypotheses, the algebraic
number of immersions of constant curvature of Sd into (M, g). In each case, we will see
that this algebraic number (which is the degree of Π) is equal to −χ(M), where χ(M) is
the Euler characteristic of M . That this should be the case can be readily explained as
follows. In the case where the scalar curvature function R of M is a Morse function, Ye
proved in [34] that a punctured neighbourhood of each critical point of R is foliated by a
family of constant mean curvature spheres Σ(h) where h varies over an interval ]h0,∞[,
where h0 is large and depends on (M, g). Ye’s result readily extends to general notions of
curvature and it can be shown that the signature of a sphere constructed in this manner
is equal to (−1)d times the signature of the corresponding critical point of R. Thus, if
h ≥ h0 is a regular value of Π, and if Ye’s spheres account for every element of Π−1(h),
then Deg(Π;H) = (−1)dχ(M) = −χ(M). This argument will be made precise in Section
3.3, and as one may expect, the main difficulty then lies in showing that Π is a proper
map.
Our first result concerns the case where K = H is mean curvature. Consider first the
polynomial
p(t) :=
t(t− 1)(t− d)
(d− 1) .
Denote
Γ := Sup
t∈[0,1]
p(t), and
c0 := ArgSupt∈[0,1]p(t),
and let φ :]0,Γ[→]0, c0[ be the inverse of φ over the interval ]0, c0[. For a given metric g
3
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over M denote
h0 := h0(g) := Inf
{
h
∣∣∣∣∣ 2‖∇R‖h3 + 4‖R
0‖
h2
+
‖R‖
h2
< Γ
}
,
where R is the Riemann curvature tensor of (M, g), ∇R is its covariant derivative and R0
is its trace free component. Define c :]h0,∞[→]0, c0[ by
c(h) := c(h, g) := φ
(
2‖∇R‖
h3
+
4‖R0‖
h2
+
‖R‖
h2
)
.
Now, an immersion e : Sd →Md+1 is said to be pointwise c(h)-pinched whenever, for each
p ∈ Sd,
λ1(p) >
c(h)
d
(λ1 + ...+ λd)(p) = c(h)H(p),
where λ1 ≤ ... ≤ λd are its principal curvatures. In particular any such immersion is always
locally convex in the sense that its shape operator is non-negative definite. We now show
(c.f. Theorem 3.3.2)
Theorem 1.3.1
For a generic riemannian metric g over M , and for all h > h0(M), the algebraic number of
c(h)-pinched embedded hyperspheres in M of constant mean curvature equal to h is itself
equal to −χ(M).
Remark: To see that Theorem 1.3.1 constitutes an improvement over Ye’s result, observe
that in the case of [34], the number h0 will depend on the second derivative of the Riemann
curvature function, wheras in our case it only depends on the first.
Our next theorem concerns the case whereK := Ke is extrinsic curvature (also referred
to as Gauss-Kro¨necker curvature). We say that (M, g) is pointwise 1/2-pinched whenever
σMax(p) < 2σMin(p)
for every point p ∈M , where here σMax(p) and σMin(p) denote respectively the maximum
and minimum sectional curvatures of M at p. Recall also that (M, g) is said to be 1/4-
pinched whenever
Sup
p∈M
σMax(p) < 4 Inf
p∈M
σMin(p).
We prove (c.f. Theorem 3.4.7)
Theorem 1.3.2
For generic g such that (M, g) is 1/4-pinched and pointwise 1/2-pinched, and for all k > 0,
the algebraic number of locally strictly convex embedded hypersurfaces in M of constant
extrinsic curvature equal to k is itself equal to −χ(M).
Our third application concerns the case where K = Rθ is special lagrangian curvature
(c.f. [26] for a detailled definition). We prove (c.f. Theorem 3.5.4)
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Theorem 1.3.3
If θ ∈ [(d − 1)π/2, dπ/2[, then, for generic g such that (M, g) is 1/4-pinched, and for all
r > 0, the algebraic number of locally strictly convex embedded hyperspheres in M of
constant special lagrangian curvature equal to r is itself equal to −χ(M).
In the special case where d = 3, Theorem 1.3.3 becomes
Corollary 1.3.4
If M is 4-dimensional, then for generic g such that (M, g) is 1/4-pinched, and for all r > 0,
the algebraic number of locally strictly convex embedded hyperspheres in M such that
Ke = rH is itself equal to −2, where here Ke and H denote respectively the extrinsic
curvature and the mean curvature functions of the hypersphere.
Our final theorem (and which, for us, is the deepest result) concerns the case where
K = Ke is the extrinsic curvature of a surface in a 3-dimensional manifold. Let M be a
3-dimensional manifold, and for a given metric g over M , denote
k20 =
1
2
(∣∣σ−Min∣∣+
√∣∣σ−Min∣∣+ ‖T‖2O
)
,
where T is the trace free Ricci curvature of M , ‖T‖O is its operator norm, viewed as
an endomorphism of TM , and σ−Min is defined to be 0, or the infimum of the sectional
curvatures of M , whichever is lower. We now obtain (c.f. Theorem 3.6.7)
Theorem 1.3.5
IfM is 3-dimensional, then for generic g and for all k > k0, the algebraic number of locally
strictly convex immersed spheres in (M, g) of constant extrinsic curvature equal to k is
itself equal to 0.
1.4 - Acknowledgements. We would like to thank Bernard Helffer for detailled cor-
respondence concerning spectral theory. The second author would like to thank IMPA,
Rio de Janeiro, and CRM, Barcelona, Spain for providing the conditions required to pre-
pare this work. An earlier draft of this paper was prepared whilst the second author was
benefitting from a Marie Curie postdoctoral fellowship.
2 - Degree theory.
2.1 - The manifold of immersions and its tangent bundle. Let M := Md+1 be a
compact, oriented, (d+1) dimensional, riemannnian manifold. Let Σ := Σd be a compact,
oriented, d dimensional manifold without boundary. Consider a smooth immersion, i :
Σ → M . When Σ is simply connected, we say that i is prime whenever there exists no
non-trivial diffeomorphism, α : Σ→ Σ, such that i ◦ α = i, that is, i is prime whenever it
is not a multiple cover. More generally, let Σ˜ be the universal cover of Σ and let p : Σ˜→ Σ
be the canonical projection. We say that i is prime whenever the composition, ı˜ := i ◦ p,
is invariant only under the action of deck transformations of Σ˜, that is, if α : Σ˜ → Σ˜ is a
diffeomorphism such that ı˜ ◦ α = ı˜, then α ∈ π1(Σ). We introduce prime immersions in
5
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order to ensure smoothness of the manifold of immersions. We refer the reader to Appendix
B for a brief discussion of some of their properties.
Let C∞prime(Σ,M) denote the space of smooth, prime immersions from Σ into M .
Let Diff+(Σ) denote the group of smooth, orientation preserving diffeomorphisms of Σ.
This group acts on C∞prime(Σ,M) by composition, and we denote the quotient space by
I := I(Σ,M), that is,
I := C∞prime(Σ,M)/Diff∞(Σ). (2.1)
We furnish this space with the quotient topology, and we call it the space of unparametrised
(prime) immersions. Given an element i ∈ C∞prime(Σ,M), we denote by [i] its equivalence
class in I. Throughout the sequel, we will often identify the equivalence class, [i], with its
representative element, i.
For [i] ∈ I, let Ni : Σ→ TM be the unit, normal vector field over i which is compatible
with the orientation, and define Ei : Σ× R→M by
Ei(x, t) := Expi(x)(tNi(x)),
where Exp is the exponential map of M . Let ǫi > 0 be such that the restriction of Ei to
Σ×]− ǫi, ǫi[ is an immersion (c.f. Proposition 3.2 of [15]), and define the open subset, Ui,
of C∞(Σ) and the map, Φˆi : Ui → C∞imm(Σ,M), by
Ui := {φ ∈ C∞(Σ) | ‖φ‖C0 < ǫi} , and
Φˆi(φ)(x) := Ei(x, φ(x)).
By Appendix B, upon reducing ǫi if necessary, we may suppose that Φˆi(φ) is prime for
all φ ∈ Ui, so that Φˆi projects down to a map, Φi, from Ui into I. By Propositions 3.3
and 3.4 of [15], this map is a homeomorphism onto an open subset, Vi, of I. We call the
triplet, (Φi,Ui,Vi), the graph chart of I about i. The set of all graph charts constitutes
an atlas of I, all of whose transition maps are homeomorphisms, thus furnishing I with
the structure of a topological manifold modelled on C∞(Σ).
Furnishing I with a smooth manifold structure is a non-trivial matter, as the usual
approaches each present their own difficulties. Indeed, on the one hand, I has no Banach
manifold structure since its transition maps are differentiable neither with respect to any
Ho¨lder norm nor with respect to any Sobolev norm. On the other hand, although I does
carry the structure of a smooth, tame Frechet manifold (c.f. [10]), we find this formalism
inelegant in terms of its high technical cost in relation to the problem at hand. For these
reasons, we introduce the following terminology which, though elementary, possesses all
the structure required for the development of our theory (c.f. Appendix A for a formal
treatment).
Consider first a smooth, compact, finite dimensional manifold, X . Given another
smooth, finite dimensional manifold, N , and a map, f : N → C∞(X), we define f˜ :
N × X → R by f˜(p, x) := f(p)(x). We say that f is strongly smooth whenever f˜ is
smooth. Now consider another smooth, compact, finite dimensional manifold, X ′. Given
an open subset, U , of C∞(X), we say that a map, Φ : U → C∞(X ′), is weakly smooth
whenever the action of composition, f 7→ Φ ◦ f , sends strongly smooth maps into strongly
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smooth maps, and is continuous with respect to the C∞loc topology. A weakly smooth
manifold, M, modelled on C∞(X), is now defined to be a Hausdorff topological space
furnished with an atlas, all of whose charts are open subsets of C∞(X), and all of whose
transition maps are weakly smooth. It is straightforward to verify that the above defined
atlas furnishes I with the structure of a weakly smooth manifold modelled on C∞(Σ).
Weakly smooth manifolds have well defined tangent bundles. Indeed, consider again
a compact, finite dimensional manifold, X . We say that two strongly smooth curves,
c, c′ :]− ǫ, ǫ[→ C∞(X), such that c(0) = c′(0) =: φ are equivalent at φ whenever ∂tc˜|t=0 =
∂tc˜
′|t=0. Now consider a weakly smooth manifold, M. Since equivalence of strongly
smooth curves is preserved by weakly smooth maps, we say that two strongly smooth
curves, c, c′ :] − ǫ, ǫ[→ M, such that c(0) = c′(0) =: x are equivalent at x whenever
they are equivalent in every graph chart. Tangent vectors over M are now defined to be
equivalence classes of strongly smooth curves, and the tangent bundle of M, denoted by
TM, is defined to be the set of all tangent vectors. TM carries the structure of a vector
bundle over M with typical fibre C∞(X) whose total space is a weakly smooth manifold
modelled on C∞(X)× C∞(X) = C∞(X ⊔X).
Weakly smooth maps between weakly smooth manifolds also have well defined deriva-
tives. Indeed, consider two weakly smooth manifolds, M and N , and a weakly smooth
map, Φ :M→N . Given x ∈M, the derivative of Φ at x is given by
DΦ(x) · [c] := [Φ ◦ c],
where c :] − ǫ, ǫ[→ M is a strongly smooth curve with c(0) = x, [c] is the vector defined
by its equivalence class at x, and [Φ ◦ c] is the vector defined by the equivalence class of
Φ ◦ c at Φ(x). DΦ defines a weakly smooth map from TM into T N which is linear over
each fibre.
In order to define sections of the tangent bundle, T I, it is useful to see how this bundle
also arises as an associated bundle. Indeed, using the action of Diff+(Σ) by composition
on C∞(Σ), we define the associated bundle,
T˜ I := C∞prime(Σ,M)× C∞(Σ)/Diff+(Σ).
This is a topological vector bundle over I with typical fibre C∞(Σ). Given an element,
(i, f), of C∞prime(Σ,M) × C∞(Σ), we denote its equivalence class in T I by [i, f ]. Given
a graph chart, (Φi,Ui,Vi), of I, for any φ ∈ Ui and for any f ∈ C∞(Σ), we define the
push-forward of (φ, f) through Φi by
Φi,∗(φ, f) = [Φˆi(φ), f ].
This yields a homeomorphism from Ui×C∞(Σ) into T˜ I|Vi which is linear over each fibre,
that is, a trivialisation of T˜ I. In particular, the collections of all such trivialisations
furnishes the total space of T˜ I with the structure of a weakly smooth manifold.
Now choose [i] ∈ I and let (Φi,Ui,Vi) be the graph chart of I about i. For f ∈ C∞(Σ),
define the strongly smooth curve, cf :]− ǫ, ǫ[→ I, by
cf (t) := Φi(tf).
7
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By identifying the element [i, f ] of T˜ I with the tangent vector, [cf ], we obtain a weakly
smooth bundle isomorphism from T˜ I into T I, and we henceforth identify these two spaces.
In geometric terms, the element, [i, f ], of T˜ I thus identifies with the perturbation of i along
the normal direction, fNi, where Ni is the unit, normal vector field over i compatible with
the orientation, which is the usual way in which functions over Σ are identified with tangent
vectors of I.
Finally, there is a natural covariant derivative for weakly smooth sections of T I.
Indeed, let σ be a weakly smooth section of T I over I and let [i, f ] be a tangent vector
to I at the point [i]. Let (Φi,Ui,Vi) be the graph chart of I about i, let σi : Ui → C∞(Σ)
be the pull-back of σ through Φi, and let c :]− ǫ, ǫ[→ Ui be a strongly smooth curve such
that ∂tc|t=0 = f . The derivative of σ in the direction of [i, f ] is now defined by
Dσ([i]) · [i, f ] := [i, ∂t(σi ◦ ct)|t=0],
and this is well defined, independently of the strongly smooth curve, c, chosen.
2.2 - Curvature as a vector field. We recall the definition of a curvature function (c.f.
[3] and [25]). Let the symmetric group, Sd, act on vectors in R
d by permutations of their
components. Let Λ ⊆ Rd be an open, convex cone based on the origin which is invariant
under this action. A smooth function, K : Λ →]0,∞[, is said to be a curvature function
whenever it is also invariant under this action, is homogeneous of order 1, and is elliptic in
the sense that its gradient at any point of Λ is given by a vector all of whose components
are positive. Observe, in particular, that a curvature function is always defined along with
its cone of definition.
When performing computations, it is easier to consider curvature functions as func-
tions defined over subsets of the space, Symm(Rd), of d-dimensional symmetric matrices.
Thus, let Λ also denote the open, convex cone in Symm(Rd) consisting of those matrices
whose vectors of eigenvalues are elements of Λ, and for any such matrix, A, with eigenval-
ues, λ1, ..., λd, define
K(A) := K(λ1, ..., λd).
By Sd-invariance, both Λ and K are well-defined.
Given a curvature function, K, with cone of definition Λ, an immersion, i, is said
to be K-convex whenever its shape operator, Ai, is at every point an element of Λ. We
henceforth suppose that I consists only of K-convex immersions. The K-curvature of any
element, i, of I is then defined by
Ki(p) := K(Ai(p)). (2.2)
The K-curvature defines a weakly smooth section of T I over I which we also denote by
K, that is, for all [i] ∈ I,
K([i]) := [i, Ki]. (2.3)
The covariant derivative of this section is given by
DK([i]) · [i, f ] = [i, Jif ], (2.4)
8
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where [i, f ] is a tangent vector to I at [i], and Ji is the Jacobi operator of the K-curvature
at i. Recall that Ji is a linear, second-order partial differential operator with smooth
coefficients. The ellipticity of K now implies the following key property.
Ellipticity: For every [i] ∈ I, the Jacobi operator of K at i is elliptic.
The zeroes of K are precisely those immersions of constant K-curvature equal to 0.
More generally, let O ⊆ C∞(M) be an open subset of smooth functions, and define the
evaluation functional, E : I × O → C∞(Σ), by
E(i, f) := f ◦ i. (2.5)
E defines a weakly smooth family of weakly smooth sections of T I over I parametrised
by O, which we also denote by E, that is, for all ([i], f) ∈ I × O,
E([i], f) = [i, f ◦ i]. (2.6)
The partial derivatives of E are given by
D1E([i], f) · [i, g] := [i, 〈∇f,Ni〉g], and
D2E([i], f) · h := [i, h ◦ i],
(2.7)
where D1 and D2 denote the partial derivatives along I and O respectively, and Ni denotes
the unit, normal vector field over i which is compatible with the orientation.
We now define Kˆ : I ×O → T I by
Kˆ([i], f) := K([i])− E([i], f). (2.8)
Its partial derivatives are given by
D1Kˆ([i], f) · [i, g] = [i, Jˆi,fg],
D2Kˆ([i], f) · h = [i,−h ◦ i],
(2.9)
where the operator
Jˆi,fg := Jig − 〈∇f,Ni〉g, (2.10)
will be called the Jacobi operator of Kˆ at (i, f). As before, Jˆi,f is a second-order, partial
differential operator with smooth coefficients, and since Jˆi is elliptic, so too is Jˆi,f .
The solution space: The solution space, Z ⊆ I ×O, is now defined to be the zero set of
Kˆ, that is,
Z := Kˆ−1({0}). (2.11)
In other words, Z is the set of all pairs, ([i], f), such that the K-curvature of i is prescribed
by f , that is, such that
Ki = f ◦ i.
Let Π : Z → O be the projection onto the second factor. We henceforth suppose
9
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Properness: Π defines a proper map from Z into O.
For all f ∈ O, denote
Zf := Π−1({f}) = {[i] | Ki = f ◦ i} . (2.12)
We say that f is a regular value of Π whenever the Jacobi operator, Jˆi,f , is invertible at
every point [i] of Zf . In this case, Zf is discrete and, by compactness, it is therefore finite.
We will show presently that almost every f is a regular value of Π, and the degree
will then be defined to be the sum of the parities of the critical points of Zf . Considering
this as the number of zeroes counted with parity of the vector field, Kf := K(·, f), we
obtain a theory of degrees for vector fields compatible with that developed by Schneider in
[20] and [21], which itself builds on the earlier work, [6] and [29], of Elworthy and Tromba.
Interestingly, this perspective also yields the formal intepretation of the degree as the Euler
characteristic of the manifold I, even though the latter does not - strictly speaking - have
a clear mathematical definition.
2.3 - Simplicity. Recall that an immersion, i : Σ → M , is said to be simple whenever
it has the property that, for any two distinct points, p and q, of Σ, and for all sufficiently
small neighbourhoods, Up and Vq, of p and q respectively, we have i(Up) 6= i(Vq). Every
simple immersion is trivially prime, but the converse does not, in general, hold. However,
in the case at hand, the two are indeed equivalent for immersions that lie in the solution
space. To see this, first, for i ∈ C∞prime(Σ,M), let J∞(i) be its C∞-jet.
Lemma 2.3.1
For all ([i], f) ∈ Z, J∞(i) is injective.
Proof: Suppose the contrary. Choose p 6= q ∈ Σ such that J∞(i)(p) = J∞(i)(q). Since
K is a second order, non-linear elliptic operator, and since i satisfies Ki = f ◦ i, by Aron-
szajn’s unique continuation theorem (c.f. [1]), there exists a diffeomorphism, α, sending
a neighbourhood of p to a neighbourhood of q such that α(p) = q and i ◦ α = i. Let
Σ˜ be the universal cover of Σ and let ı˜ : Σ˜ → M be the lift of i. Applying Aronszajn’s
unique continuation theorem again, we extend α to a diffeomorphism α˜ of Σ˜ such that
ı˜ ◦ α˜ = ı˜ over the whole of Σ˜. However, since i is prime, α ∈ π1(Σ), so that, returning to
the quotient, we have q = α(p) = p. This is absurd, and the result follows. 
A point p ∈ Σ is said to be an injective point of i if and only if i(q) 6= i(p) for all
q 6= p.
Lemma 2.3.2
For all ([i], f) ∈ Z, the set injective points of i is open and dense.
Proof: Denote the set of injective points of i by Ω. For all p ∈ Σ and for all r > 0, let
Br(p) be the intrinsic ball of radius r about p in Σ. By compactness, there exists ǫ > 0
such that, for all p ∈ Σ, the restriction of i to B2ǫ(p) is injective. Choose p ∈ Ω and denote
B := Bǫ(p). By definition,
i(p) /∈ i(Bc).
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Since Bc is compact, there exists a neighbourhood U of p in B such that
i(U)∩ i(Bc) = ∅.
Since the restriction of i to B is injective, U ⊆ Ω, and this proves that Ω is open.
Suppose that Ω is not dense. Let U be an open subset of Ωc. Choose p ∈ U and
denote B := Bǫ(p). Since i is everywhere locally injective, the set of points distinct from
p but having the same image as p is discrete and therefore finite. Let q1, ..., qn ∈ Bc be
these points and define V ⊆ Σ by
V := ∪
16k6n
Bǫ(qk).
In particular,
i(p) /∈ i((B ∪V )c).
Since (B ∪V )c is compact, there exists a neighbourhood, W of p in U such that
i(W )∩ i((B ∪V )c) = ∅.
For each k, i(B)∩ i(B2ǫ(qk)) does not contain any open subset of i(B). Indeed, otherwise,
i would have the same C∞-jet at two distinct points, which is absurd by Lemma 2.3.1.
Thus, for each k, there exists a dense subset B˜k ⊆ B such that
i(B˜k)∩ i(B2ǫ(qk)) = ∅,
and there therefore exists an open dense subset Bk ⊆ B such that
i(Bk)∩ i(Bǫ(qk)) = ∅.
Define B0 ⊆ B by
B0 := ∩
16k6n
Bk.
B0 ∩W is a non-trivial subset of U consisting of injective points of i. This is absurd, and
the result follows. 
In particular, prime immersions in the solution space are simple.
Corollary 2.3.3
For all ([i], f) ∈ Z, for all p 6= q ∈ Σ, and for all sufficiently small neighbourhoods, Up and
Vq, of p and q respectively
i(Up) 6= i(Vq).
In particular, the immersion, i, is simple.
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2.4 - Surjectivity. We now show that the derivative, DKˆ, is surjective at every point
of Z. This, together with properness, is fundamental to the development of a working
topological degree theory. First, for [i] ∈ I, define the pairing 〈·, ·〉i : C∞(Σ)×C∞(M)→ R
by
〈g, h〉i :=
∫
Σ
g(x)h(i(x))dVol,
where dVol is the volume form of the metric induced over Σ by the immersion i.
Lemma 2.4.1
For ([i], f) ∈ Z, and for any finite-dimensional subspace, E, of C∞(Σ), there exists a
finite-dimensional subspace, F , of C∞(M) such that the restriction of 〈·, ·〉i to E × F is
non-degenerate. Furthermore, we may suppose that every element, h, of F satisfies
〈∇h,Ni〉 = 0,
where Ni is the unit normal vector field over i compatible with the orientation.
Proof: Denote m := Dim(E). Let Ω ⊆ Σ be the set of injective points of i. By Lemma
2.3.2, Ω is open and dense, and so there exists a finite family, (pk)1≤k≤m, of points in Ω
such that the map, A : E → Rm, given by
A(g)k := g(pk),
is a linear isomorphism. For each k, choose φk ∈ C∞0 (Ω) and define the map Aφ : E → Rm
by
Aφ(g)k :=
∫
g(x)φk(x)dVol.
For each k, let δk be the Dirac delta function supported on pk. As (φ1, ..., φm) converges
to (δ1, ..., δm) in the distributional sense, Aφ converges to A, and there therefore exists
(φ1, ..., φm) such that Aφ is also a linear isomorphism.
Let π :M → i(Σ) be the nearest point projection. Since the restriction of i to Ω is an
embedding, π is smooth near i(Ω), and so, for all 1 ≤ k ≤ m, there exists hk ∈ C∞(M)
such that, for all x near i(Σ),
hk(x) = φk ◦ π(x).
In particular,
hk ◦ i = φk, and
〈∇hk, Ni〉 = 0.
Now let F be the linear span of h1, ..., hm. If 〈g, h〉i = 0 for all h ∈ F , then Aφ(g) = 0,
and so g = 0. On the other hand, if h =
∑m
i=1 a
ihi is such that 〈g, h〉 = 0 for all g, then∑m
i=1 a
iAφ(g)i = 0 for all g, and since Aφ is a linear isomorphism, it follows that a
i = 0 for
all i, so that h = 0. We conclude that the restriction of 〈·, ·〉i to E × F is non-degenerate,
and this completes the proof. 
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Lemma 2.4.2
DKˆ is surjective at every point of Z.
Proof: Choose ([i], f) ∈ Z, and observe that
DKˆ([i], f) · ([i, φ], ψ) = [i, L(φ, ψ)],
where
L(φ, ψ) := Jˆi,fφ− ψ ◦ i.
It thus suffices to show that L is surjective. Let Jˆ∗i,f be the L
2-dual of Jˆi,f . By elliptic
regularity, Ker(Jˆ∗i,f ) is finite-dimensional and only consists of smooth functions. It follows
by Lemma 2.4.1 that there exists a finite-dimensional subspace, E, of C∞(M) such that
the restriction of the pairing 〈·, ·〉i to Ker(Jˆ∗i,f ) × E is non-degenerate. Denote F :=
{ψ ◦ i | ψ ∈ E}, and let π : F → Ker(Jˆ∗i,f ) be the orthogonal projection with respect to
the L2 inner-product of Σ. Since 〈·, ·〉i is non-degenerate, π is a linear isomorphism, so
that
Ker(Jˆ∗i,f )
⊥ ∩F = {0} .
Thus,
C∞(Σ) = Ker(Jˆ∗i,f )
⊥ ⊕Ker(Jˆ∗i,f ) = Ker(Jˆ∗i,f )⊥ ⊕ F = Im(Jˆi,f )⊕ F,
and surjectivity follows. 
2.5 - Finite dimensional sections. Let X be a finite dimensional manifold, let f :
X → O be a strongly smooth map, and define Kˆf : I ×X → T I by
Kˆf ([i], x) := Kˆ([i], fx), (2.13)
define Zf ⊆ I ×X by
Zf := Kˆ−1f ({0}), (2.14)
and let Πf : Zf → X be the projection onto the second factor.
Observe that Kˆf is weakly smooth over I ×X . We say that the pair (X, f) is non-
degenerate whenever DKˆf is surjective at every point of Zf . In this section we show that
for all such pairs, Zf carries the structure of a smooth, finite dimensional manifold. We
first verify a technical property required of finite dimensional manifolds.
Lemma 2.5.1
Zf is separable.
Proof: Since X is a finite dimensional manifold, it is separable and locally compact, and
the result now follows by the properness of Πf . 
The manifold structure of Zf is obtained by applying Ho¨lder space theory within each
graph chart. First, let (Φi,Ui,Vi) be a graph chart of I and let Kˆi be the pull-back of Kˆ
through Φi. Define Kˆi,f : Ui ×X → C∞(Σ) by
Kˆi,f (φ, x) := Kˆi(φ, fx), (2.15)
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and define
Zi,f := (Kˆi,f)−1({0}). (2.16)
Observe that Kˆi,f is weakly smooth over Ui ×X and that Zi,f is simply the pre-image of
Zf under Φi.
Lemma 2.5.2
If (X, f) is non-degenerate, then DKˆi,f is surjective at every point of Zi,f .
Proof: Choose (φ, x) ∈ Zi,f . Denote j := Φˆi(φ). Let D1Kˆi,f (φ, x) and D2Kˆi,f (φ, x)
denote respectively the partial derivatives of Kˆi,f at the point (φ, x) with respect to the first
and second components. Likewise, let D1Kˆf ([j], x) and D2Kˆf ([j], x) denote respectively
the partial derivatives of Kˆf at the point ([j], x) with respect to the first and second
components. Finally, let Jˆj,fx be the Jacobi operator of Kˆ at the point (j, fx). On the
one hand (c.f. Proposition 3.8 of [15]), there exists a smooth, positive function g ∈ C∞(Σ)
such that for all ψ ∈ C∞(Σ),
[j,D1Kˆi,f (φ, x) · ψ] = [j, Jˆj,fx(gψ)] = D1Kˆf ([j], x) · [j, gψ].
On the other hand, for all ξx ∈ TxX ,
[j,D2Kˆi,f (φ, x) · ξx] = D2Kˆf ([j], x) · ξx.
It follows that DKˆi,f (φ, x) is surjective whenever DKˆf ([j], x) is, as desired. 
For all (k, α), let Ck,α(Σ) be the space of (k+α)-times Ho¨lder differentiable functions
over Σ and define
Uk,αi :=
{
φ ∈ Ck,α(Σ) | ‖φ‖0 < ǫi
}
.
Since Kˆi,f is constructed by a finite combination of multiplication, addition, differentiation,
and composition by smooth functions, it extends to a map, Kˆ2,αi,f : U2,α ×X → C0,α(Σ),
which is smooth in the sense of maps between open subsets of Banach spaces. Furthermore,
by elliptic regularity, every element of (Kˆ2,αi,f )
−1({0}) is smooth, so that
Zi,f = (Kˆ2,αi,f )−1({0}).
Lemma 2.5.3
If (X, f) is non-degenerate, then Zi,f is a smooth, embedded, Dim(X)-dimensional sub-
manifold of U2,α×X . Furthermore, the canonical embedding, e : Zi,f → U×X , is strongly
smooth, and at every point (φ, x) of Zi,f , its tangent space is given by
T(φ,x)Zi,f = Ker(DKˆi,f ).
Proof: By Lemma 2.5.2, DKˆi,f is surjective at every point of Zi,f . Now let DKˆ2,αi,f be
the derivative of Kˆ2,αi,f with respect to the Ho¨lder norm. By elliptic regularity, DKˆ
2,α
i,f
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is also surjective at every point of Zi,f . However, DKˆ2,αi,f is at every point a Fredholm
map of Fredholm index Dim(X). It follows by the implicit function theorem for smooth
maps between Banach manifolds that Zi,f is a smooth, embedded, Dim(X)-dimensional
submanifold of U2,α×X . By elliptic regularity again, the canonical embedding, e : Zi,f →
U ×X , is strongly smooth, and, furthermore, for all (φ, x) ∈ Zi,f ,
T(φ,x)Zi,f = Ker(DKˆ2,αi,f ) = Ker(DKˆi,f ),
as desired. 
Lemma 2.5.4
If (X, f) is non-degenerate, and if (Φi,Ui,Vi) and (Φj,Uj ,Vj) are graph charts of I, then
the transition map Tji := Φ
−1
j ◦ Φi defines a smooth diffeomorphism from an open subset
of Zi,f into an open subset of Zj,f .
Proof: Indeed, let Y be a smooth, finite dimensional manifold and let α : Y → Zi,f be a
smooth map. In particular, α is a strongly smooth map from Y into Ui ×X . Since strong
smoothness is preserved by transition maps between graph charts, the composition Tji ◦α
is also a strongly smooth map from Y into Uj ×X . In particular, it is smooth as a map
from Y into U2,αj ×X . Letting α be the canonical embedding, we deduce that Tji defines
a smooth map from an open subset of Zi,f into Zj,f , and since its inverse is also smooth,
the result follows. 
Combining these results yields
Theorem 2.5.5
If (X, f) is non-degenerate, then Zf has the structure of a smooth, Dim(X)-dimensional
manifold. Furthermore, the canonical embedding e : Zf → I ×X is strongly smooth, and,
for all ([i], x) ∈ Zf , the tangent space to Zf at this point is given by
T([i],x)Zf = Ker(DKˆf ). (2.17)
Proof: It only remains to determine the tangent space of Zf . However, let ([i], x) be a
point of Zf . Let (Φi,Ui,Vi) be the graph chart of I about i. Then,
T([i],x)Zf = (Φi)∗T(0,x)Zi,f = (Φi)∗Ker(Kˆi,f (0, x)) = Ker(Kˆf ([i], x)),
as desired. 
2.6 - Extensions. Let Y be a finite dimensional subspace of C∞(M) and for all δ > 0,
let Yδ be the closed ball of radius δ about 0 in Y with respect to the C
0-norm. For δ
sufficiently small, define the strongly smooth map, f˜ : X × Yδ → O, by
f˜x,y = fx + y.
We call (X × Yδ, f˜x,y) the extension of (X, f) along Yδ.
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Lemma 2.6.1
If X is compact, then there exists a finite-dimensional subspace Y ⊆ C∞(M) such that
for all sufficiently small δ, the extension of (X, f) along Yδ is non-degenerate.
Proof: Choose p := ([i], x) ∈ Zf . By ellipticity, the image of DKˆf ([i], x) has finite
codimension in T[i]J . By Lemma 2.4.2, there exists a finite dimensional subspace, Yp ⊆
C∞(M), such that if Y contains Yp, then the derivative, DKˆf˜ ([i], x, 0), of the extension
is surjective. Since surjectivity of elliptic operators is an open property, and since, by
properness, Zf is compact, there exist p1, ..., pm ∈ Zf such that if Y := Yp1 + ... + Ypm ,
then DKˆf˜ ([i], x, 0) is surjective for all ([i], x) ∈ Zf . Finally, by properness, Zf˜ converges
to Zf in the Hausdorff sense in I ×X ×Y as δ tends to 0. Thus, using again the fact that
surjectivity of elliptic operators is an open property, we find that, for all sufficiently small
δ, DKˆf˜ is surjective at every point of Zf˜ , as desired. 
We now modify (X, f) in such a manner as to make it non-degenerate. To this end, if
(X × Yδ, f˜) is an extension of (X, f), then, for a smooth function, g : X → Yδ, we denote
by Xg its graph in X × Yδ, and by fg the restriction of f˜ to this graph. We recall that
a subset of any complete metric space is said to be in the second category in the sense of
Baire whenever it is the intersection of a countable family of dense, open sets. A given
property is then said to hold generically whenever it holds for all elements of some such
subset.
Theorem 2.6.2
Let (X×Yδ, f˜) be a non-degenerate extension of (X, f). Let X0 ⊆ X be the set of all points
x such that fx is a regular value of Π. Let G0 be the set of all smooth functions g : X → Yδ
which vanish over X0. Then, for generic g ∈ G0, (Xg, fg) is also non-degenerate.
Proof: Let Πf˜ : Zf˜ → X × Yδ be the canonical projection. By classical transversality
theory (c.f. [9]), it suffices to show that Xg has the desired properties whenever it is
transverse to Πf˜ . Suppose therefore that Xg is transverse to Πf˜ . Let ([i], x, y) be a point
of Zf˜ above some point, (x, y), ofXg. We need to show that the restriction ofDKˆf˜ ([i], x, y)
maps T[i]J × T(x,y)Xg surjectively onto T[i]J . Thus, let ν be an element of T[i]J . Since
(X × Yδ, f˜) is non-degenerate, there exists (ψ1, ξ1, η1) ∈ T[i]J × TxX × TyY such that
DKˆf˜ ([i], x, y) · (ψ1, ξ1, η1) = ν.
However, since Xg is transverse to Πf˜ at (x, y), there exists (ψ2, ξ2, η2) ∈ T[i],x,yZf˜ and
(ξ3, η3) ∈ T(x,y)Xg such that
(ξ1, η1) = (ξ2, η2) + (ξ3, η3).
Thus, since T[i],x,yZf˜ = Ker(DKˆf˜ ([i], x, y)), setting ψ3 := ψ1 − ψ2, yields
DKˆf˜ ([i], x, y)(ψ3, ξ3, η3) = DKˆf˜ ([i], x, y)(ψ1, ξ1, η1)−DKˆf˜ ([i], x, y)(ψ2, ξ2, η2),
= DKˆf˜ ([i], x, y)(ψ1, ξ1, η1),
= ν,
and the result follows. 
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2.7 - Orientation - the finite-dimensional case. Let E and F be oriented vector
spaces of finite dimensions equal to (m + n) and n respectively. Let Grm(E) be the
grassmannian of m-dimensional linear subspaces of E, let Gr+m(E) be the grasssmannian
of oriented, m-dimensional linear subspaces of E, and let π : Gr+m(E) → Grm(E) be the
canonical projection. Elements of Gr+m(E) are given by pairs of the form (K, [µ]), where
K is an m-dimensional linear subspace of E and [µ] is an R+-equivalence class of volume
forms over K. In what follows, we shall make no distinction between a volume form, µ,
and its equivalence class, [µ].
Let M :=M(E, F ) be the space of all surjective linear maps from E into F , and let
K :M→ Grm(E) be the function which sends a linear map to its kernel.
Lemma 2.7.1
There exists a canonical continuous map, K+ :M→ Gr+m(E), such that π ◦K+ = K.
Remark: We refer to K+ as the canonical lifting of K. Observe that, via reversal of
orientation, the existence of one lifting implies the existence of exactly one other. However,
K+ is uniquely defined by the orientations of E and F . Furthermore, in the case that will
be of interest to us, where E = X ⊕ F , since F is also a summand of the domain, it is
sufficient to prescribe an orientation only on X for K+ to be uniquely defined.
Proof: Choose A ∈ M. Let L be any complementary subspace of K := K(A) in E. Let
µE and µF be the orientation forms of E and F . There exists a unique orientation form
µK over K such that
µE = p
∗µK ∧ q∗(A|L)∗µF , (2.18)
where p : E → K and q : E → L are the projections along L and K respectively.
Furthermore, up to a positive scalar factor, µK is well-defined independent of L. The
result follows. 
Now let K0 and L0 be preferred complementary subspaces of E of dimension m and n
respectively, furnished with the respective orientation forms µK0 and µL0 . Let p0 : E → K0
and q0 : E → L0 be the projections along L0 and K0 respectively.
Lemma 2.7.2
For all A ∈M, the restriction of p0 to K(A) is a linear isomorphism if and only if A|L0 is
a linear isomorphism.
Proof: Indeed,
Ker(p0|K(A)) = Ker(p0)∩Ker(A) = Ker(A|L0),
and the result follows. 
Suppose now that the orientation form, µE , of E satisfies
µE = p
∗
0µK0 ∧ q∗0µL0 .
We then obtain the following explicit formula for K+.
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Lemma 2.7.3
For all A such that A|L0 is invertible,
K+(A) = (K(A),Det(A|L0)−1p∗0[µK0 ]). (2.19)
Proof: Indeed, when A|L0 is invertible, L0 is complementary to K(A) and µL0 is equal
to Det(A|L0)−1(A|L0)∗µF . Furthermore, if p : E → K(A) is the projection along L0, then
p0p = p0, so that p
∗p∗0µK0 = p
∗
0µK0 . Combining these results yields
µE = p
∗
0µK0 ∧ q∗0µL0 = p∗(Det(A|L0)−1p∗0µK0) ∧ (A|L0)∗µF ,
and the result follows by (2.18). 
It is important to know how extensions affect K+(A). Thus, let V be a finite-
dimensional vector space. Denote E˜ := E ⊕ V , F˜ := F ⊕ V and define M˜ := M(E˜, F˜ ),
K˜ and K˜+ as before. Let π1 : E˜ → E, π2 : E˜ → V , τ1 : F˜ → F and τ2 : F˜ → V be the
canonical projections.
Lemma 2.7.4
For A˜ ∈ M˜, if τ1 ◦ A˜|V = 0 and if τ2 ◦ A˜|V is a linear isomorphism, then A := τ1 ◦ A˜|E is
surjective and π1 restricts to a linear isomorphism from K˜(A˜) into K(A).
Proof: First observe that
Ker(π1|K˜(A˜)) = Ker(π1)∩Ker(A˜) = Ker(A˜|V ),
so that the restriction of π1 to K˜(A˜) is injective. Now choose ξ˜ ∈ K˜(A˜) and write ξ˜ =: (ξ, η)
where ξ ∈ E and η ∈ V . Then
Aξ = (τ1 ◦ A˜)(ξ, 0) = (τ1 ◦ A˜)(ξ, η) = 0,
so that ξ ∈ K(A), and the result follows since K˜(A˜) and K(A) both have the same
dimension. 
In particular, thinking ofK+ as a section of Gr+m(E) overK, near any A˜ ∈ M˜ satisfying the
hypotheses of Lemma 2.7.4, the pull-back, π∗K+, of this section through π is well-defined,
and applying (2.19) immediately yields
Corollary 2.7.5
For A˜ ∈ M˜, if τ1 ◦ A˜|V = 0 and if τ2 ◦ A˜|V is a linear isomorphism, then, denoting
A := τ1 ◦ A˜|E ,
K˜+(A˜) = Sig(τ2 ◦ A˜|V )π∗1K+(A),
where, for any matrix, M , Sig(M) is the sign of its determinant.
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2.8 - Orientation - the infinite-dimensional case. Let E and F be Hilbert spaces,
and let i : E → F be a compact injection with dense image. Via this injection, any
Fredholm map, B : E → F , can be understood as a closed map from F to itself with
compact resolvent (c.f. [12]). Now let A be the space of all Fredholm maps, B : E → F ,
such that
Inf
v 6=0
〈B(v), i(v)〉
〈i(v), i(v)〉 > −∞. (2.20)
Since this is a convex condition, A is an open subset of Lin(E, F ). Let A be an element
of A. Given an eigenvalue, λ, of A, we denote by Eλ its null-space in E, that is, the
union of the kernels of (A − λ)k as k varies over all non-negative integers, and we define
its multiplicity to be the dimension of this space. Since A has compact resolvent, its
spectrum is discrete and consists only of eigenvalues all of which have finite multiplicity
(c.f. [12]). Furthermore, it follows from (2.20) that A has only finitely many strictly
negative real eigenvalues. The index of A, which we denote by Ind(A), is then defined
to be the sum of their multiplicities, and its signature, which we denote by Sig(A), is
defined by
Sig(A) := (−1)Ind(A). (2.21)
Observe that, although the index is not stable under small perturbations away from a given
invertible map, A, the signature is. Indeed, although strictly negative real eigenvalues may
perturb to complex eigenvalues, they only do so in conjugate pairs.
Now let X be an oriented, finite-dimensional vector space and let p : X ⊕ E → X be
the canonical projection. Let M be the space of all pairs, (M,A), such that
(1) M : X → F is linear;
(2) A : E → F is an element of A; and
(3) M +A is surjective.
Let Gr(X,E) be the grassmannian of Dim(X)-dimensional linear subspaces of X ⊕E, let
Gr+(X,E) be the grassmannian of oriented Dim(X)-dimensional linear subspaces ofX⊕E,
and let π : Gr+(X,E) → Gr(X,E) be the canonical projection. Let K : M → Gr(X,E)
be the map which sends the pair (M,A) to the kernel of M +A.
Theorem 2.8.1
There exists a canonical continuous map K+ : M → Gr+(X,E) such that π ◦K+ = K.
Furthermore, if A is invertible, then p restricts to a linear isomorphism from K(M,A) onto
X , and
K+(M,A) = (K(M,A), Sig(A)p∗[µX ]), (2.22)
where [µX ] is the orientation form of X .
Proof: Let Λ be a finite subset of Spec(A) which contains all non-positive real eigenvalues
and which is symmetric under complex conjugation. Denote
EΛ := ⊕λ∈ΛEλ.
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Observe that A preserves EΛ. Furthermore, by classical spectral theory (c.f. [12]), there
exists a closed subspace R ⊆ F such that E = EΛ ⊕ (R∩E), F = EΛ ⊕ R and A maps
R∩E into R.
Consider first N : X → EΛ and B : EΛ → EΛ such that N + B is surjective and
denote by K(N,B) the kernel of N +B in X ⊕EΛ. Importantly, since the codomain, EΛ,
is also a summand of the domain, it is not necessary to prescribe an orientation over this
space in order to uniquely define the canonical lifting constructed in Lemma 2.7.1 (c.f. the
remark following that result), and we denote this lifting by K+(N,B).
Now let P : X × E → X × EΛ and Q : F → EΛ be the projections along R∩E and
R respectively. Since EΛ contains the kernel of A, it follows as in Lemma 2.7.4 that P
restricts to a linear isomorphism from K(M,A) into K(Q◦M,Q◦A|EΛ), and we therefore
define
K+Λ (M,A) := P
∗K+(Q ◦M,Q ◦A|EΛ).
We claim that K+Λ (M,A) is independent of the choice of Λ. To show this, observe first
that if Λ′ is another finite subset of Spec(A) which contains all non-positive real eigenvalues
and which is symmetric under complex conjugation, then so too is Λ∩Λ′, so that it suffices
to consider the case where Λ ⊆ Λ′. Now define P ′ : X × E → X × EΛ′ and Q′ : F → EΛ′
as before. Denote Λ′′ := Λ′ \ Λ and let π1 : X × EΛ′ → X × EΛ, π2 : X × EΛ′ → EΛ′′ ,
τ1 : EΛ′ → EΛ and τ2 : EΛ′ → EΛ′′ be the canonical projections. Since τ1 ◦A|EΛ′′ = 0, and
since τ2 ◦A|EΛ′′ is an orientation-preserving linear isomorphism, it follows by Lemma 2.7.4
and Corollary 2.7.5 that π1 restricts to a linear isomorphism from K(Q
′ ◦M,Q′ ◦ A|EΛ′ )
into K(Q ◦M,Q ◦A|EΛ) and
K+(Q′ ◦M,Q′ ◦A|EΛ′ ) = π∗1K+(Q ◦M,Q ◦A|EΛ).
Thus, since P = π1 ◦ P ′,
K+Λ′(M,A) = (P
′)∗K+(Q′ ◦M,Q′ ◦A|E
Λ′
)
= (P ′)∗π∗1K
+(Q ◦M,Q ◦A|EΛ)
= P ∗K+(Q ◦M,Q ◦A|EΛ)
= K+Λ (M,A),
so that K+Λ (M,A) is indeed independent of Λ. We now define K
+(M,A) := K+Λ (M,A),
for any suitable Λ. It follows from the continuous dependence on A of its eigenspace
decomposition (c.f. [12]) that K+(M,A) is continuous. Finally, when A is invertible, so
too is Q ◦A|EΛ , and so, by (2.19),
K+(M,A) = P ∗K+(Q ◦M,Q ◦A|EΛ),
= P ∗(K(Q ◦M,Q ◦A|EΛ),Det(Q ◦A|EΛ)−1p∗[µX ]),
= (K(Q,A), Sig(A)P ∗p∗[µX ]),
= (K(Q,A), Sig(A)p∗[µX ]),
as desired. 
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2.9 - Constructing the degree. We first control the spectrum of Jˆi,f in order to ensure
that the orientation is well-defined.
Lemma 2.9.1
If L : f 7→ −aijf;ij + bif;i + cf is a generalised Laplacian over Σ, then there exists B > 0,
which only depends on the metric on Σ as well as
(1) the C1 norm of a; and
(2) the C0 norms of a−1, b and c;
such that the real eigenvalues of L lie in ]−B,+∞[.
Proof: At each point p ∈ Σ, consider aij as a scalar product over T ∗pΣ. Since L is elliptic,
this yields a metric, aij , over Σ. Let Γ
k
ij be the relative Christophel symbol of the Levi-
Civita covariant derivative of this metric with respect to that of the standard metric. Thus,
if “,” denotes covariant differentiation with respect to the Levi-Civita covariant derivative
of aij , then, for all f
f,ij = f;ij − Γkijf;k.
Observe that Γ depends on the first derivative of a. Denote
b˜i = bi − Γipqapq,
so that, for all f
Lf = −aijf,ij + b˜if,i + cf
= −∆af + b˜if,i + cf,
where ∆a is the Laplacian of the metric aij .
Now let λ be a real eigenvalue of L and let f ∈ C∞(Σ,R) be a corresponding real
eigenvector, chosen such that
‖f‖2L2 =
∫
Σ
f2dVola = 1,
where dVola here denotes the volume form of the metric a. Bearing in mind Stokes’
Theorem and the Cauchy-Schwarz Inequality, we obtain
λ =
∫
Σ
fLfdVola
=
∫
Σ
−f∆af + f b˜if,i + cf2dVola
=
∫
Σ
‖∇f‖2a + f b˜if,i + cf2dVola
> ‖∇f‖2L2 − ‖b˜‖L∞‖∇f‖L2 − ‖c‖L∞
= (‖∇f‖L2 − (1/2)‖b˜‖L∞)2 − ‖c‖L∞ − 14‖b˜‖2L∞
> −‖c‖L∞ − 14‖b˜‖2L∞ ,
as desired. 
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Theorem 2.9.2
If (X, f) is non-degenerate, then Zf carries a canonical orientation, [µZ ], such that, for
([i], x) ∈ Zf , if Ji,x is non-degenerate, then
[µZ ] = Sig(Ji,x)Π
∗
f [µX ], (2.23)
where [µX ] here denotes the orientation form of X .
Proof: Choose p := ([i], x) ∈ Zf . Since (X, f) is non-degenerate, DKˆf ([i], x) is surjective.
However, let D1Kˆf denote the partial derivative of Kˆf with respect to the first component.
By (2.9), for all g,
D1Kˆf ([i], x)[i, g] = [i, Jˆi,fxg],
where Jˆi,fx is the Jacobi operator of Kˆ at the point (i, fx). However, by ellipticity, Jˆi,fx
defines a Fredholm map of index 0 from the Sobolev space H2(Σ) into the Hilbert space
L2(Σ). Furthermore, by Lemma 2.9.1, the real part of its spectrum is bounded below. It
thus follows by Theorem 2.8.1 that there exists a canonical orientation [µZ ] over T([i],x)Zf =
Ker(DKˆf ([i], x)) which satisfies (2.23) whenever Jˆi,fx is non-degenerate. Finally, since the
canonical embedding, e : Zf → I ×X , is strongly smooth, [µZ ] varies continuously with
p ∈ Zf , and this completes the proof. 
Theorem 2.9.3, Existence of a degree
The set, O′, of regular values of Π is open and dense in O. Furthermore, if for all f ∈ O′,
we define
Deg(Π; f) :=
∑
([i],f)∈Π−1({f})
Sig(Jˆi,f ),
then Deg(Π; f) is independent of the point f ∈ O′ chosen.
Proof: The openness of O′ follows since Π is proper and since surjectivity of elliptic maps
is an open property. To see that it is dense, consider a function, f , in O. Let X := {x} be
the manifold consisting of a single point and think of f as a strongly smooth map from X
into O. By Lemma 2.6.1, there exists an extension, (X × Yδ, f˜), which is non-degenerate
and by Theorem 2.6.2, for generic y ∈ Yδ, f˜(y) is a regular value of Π. Since f ∈ O is
arbitrary, it follows that O′ is dense, as desired.
Now consider two functions, f0 and f1, in O′. Let f : [0, 1] → O be a strongly
smooth curve such that f(0) = f0 and f(1) = f1. By Lemma 2.6.1, again, there exists an
extension, ([0, 1]× Yδ, f˜), which is non-degenerate. Denote X˜ := [0, 1]× Yδ and choose an
orientation over this space. By Theorem 2.9.2, Zf˜ also carries a canonical orientation, so
that Πf˜ : Zf˜ → X has a well defined Z-valued mapping degree. However, it follows from
the definition that this mapping degree is equal to Deg(Π; f0) and Deg(Π; f1), so that the
two are equal, as desired. 
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2.10 - Varying the metric. We conclude this section by outlining how to adapt the
results of the preceding sections to allow for variations of the metric. Let G be an open
subset of the space of Riemannian metrics over M , let Iˆ be an open subset of I × G, and
for all g ∈ G, let Ig be the fibre of Iˆ over g, that is
Ig =
{
[i] ∈ I | ([i], g) ∈ Iˆ
}
.
Let K be an elliptic curvature function, and suppose that for all ([i], g) ∈ Iˆ, the immersion,
i, is K-convex with respect to the metric g. Observe, in particular, that, in this case, the
fibre will vary with g. For all ([i], g) ∈ Iˆ, the K-curvature of i with respect to g is then
defined by
Ki,g(p) := K(Ai,g(p)), (2.24)
where Ai,g is the shape operator of i with respect to g. This defines a weakly smooth
section of T Iˆ over Iˆ which we also denote by K, that is, for all ([i], g) ∈ Iˆ,
K([i], g) = [i, Ki,g]. (2.25)
Let Oˆ be an open subset of C∞(M)×G and for all g ∈ G, let Og be its fibre over g. Since
the conditions required on Og in order to prove properness often depend on g, this fibre
will also often vary with g.
Define
Uˆ :=
{
([i], f, g) | ([i], g) ∈ Iˆ & (f, g) ∈ Oˆ
}
,
and for all g ∈ G, let Ug be the fibre of U over g, that is
Ug = Ig ×Og.
Define the evaluation functional, E : Uˆ → T Iˆ, by
E([i], f, g) = [i, f ◦ i], (2.26)
and define the weakly smooth section, Kˆ : Uˆ → T Jˆ , by
Kˆ([i], f, g) = K([i], g)− E([i], f).
The solution space Zˆ ⊆ Uˆ is now defined by
Z = Kˆ−1({0}),
and Π : Zˆ → Oˆ is defined to be the projection onto the second and third factors. As
before, we will suppose
Properness: Π defines a proper map from Zˆ into Oˆ.
We leave the reader to verify that the results developed in this paper readily extend to
this framework. In particular, it is worth noting how the genericity in our results depends
on the surjectivity properties of DKˆ. Indeed, Theorem 2.9.3 is valid for generic prescribing
functions given a fixed metric. This follows from the fact, proven in Lemma 2.4.2, that
D1Kˆ⊕D2Kˆ is surjective at every point of Z. In particular, by showing that D1Kˆ⊕D3Kˆ is
surjective at every point of Z, we show that Theorem 2.9.3 is also valid for generic metrics
given a fixed prescribing function. We proceed as follows.
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Lemma 2.10.1
Let ([i], f, g) be a point of U . If φ ∈ C∞(M) is such that 〈∇φ,Ni〉 = 0 over i, where Ni is
the unit normal vector field over i that is compatible with the orientation. Then,
D3Kˆ([i], f, g) · (φg) = [i,−φKi/2].
Proof: Indeed, consider the family, gt, of metrics given by gt := e2tφg. Let ∇ be the
Levi-Civita covariant derivative of g, and for all t, let ∇t be the Levi-Civita covariant
derivative of gt. For all t, let Ωt := ∇t −∇ be the relative Christoffel symbol of ∇t with
respect to ∇. Using the subscript “:” to denote covariant differentiation of ∇ and raising
and lowering indices with respect to g, by the Koszul formula, we have
(Ωt)kij = δ
k
i φ:j + δ
k
j φ:i − gijφ:k.
Let Ni be the unit normal vector field of i with respect to g, which is compatible with the
orientation, and observe that, for all t, N ti := e
−tφNi is its unit normal vector field with
respect to the metric gt. Let Ai be the shape operator of i with respect to g, and for all
t let Ati be its shape operator with respect to g
t. For all X tangent to i, bearing in mind
the hypotheses on φ,
Ati ·X = ∇tXN ti
= ∇Xe−tφNi + e−tφΩt(X,Ni)
= e−tφ∇XNi + te−tφ〈∇φ,Ni〉X
= e−tφAi ·X.
Consequently
∂tA
t
i|t=0 = −φAi,
so that
∂tK(A
t
i)|t=0 = DK(Ai) · ∂tAti|t=0 = −φDK(Ai) ·Ai.
The result now follows, since K is homogeneous of order 1. 
Lemma 2.10.2
D1Kˆ ⊕D3Kˆ is surjective at every point of Z.
Proof: Choose ([i], f, g) ∈ Z and let Ni be the unit normal vector field over i with respect
to g which is compatible with the orientation. If φ ∈ C∞(M), and if ψ ∈ C∞(M) satisfies
〈∇φ,Ni〉 = 0, then, by Lemma 2.10.1,
D1Kˆ([i], f, g) · [i, φ] +D3Kˆ([i], f, g) · (ψg) = [i, L(φ, ψ)],
where
L(φ, ψ) = Jˆi,f,gφ− 1
2
ψKi,g,
and the result now follows as in Lemma 2.4.2. 
It thus follows that Theorem 2.9.3 is valid for generic metrics given any fixed prescribing
function, as asserted. In particular, Theorem 2.9.3 holds for generic metrics for any fixed,
constant prescribing function.
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3 - Appliations.
3.1 - The generalised Simons’ formula. We now apply the degree theory developed in
Section 2 to the study of hypersurfaces of prescribed curvature in various settings. Each of
our applications will depend on a corresponding compactness theorem. To begin with, we
introduce some relatively straightforward results which follow directly from a generalised
Simons’ type formula. In order to understand the concepts involved, we find it informative
to first review how the generalised Simons’ formula serves to prove elementary Hopf type
theorems for constant curvature immersions inside ambient spaces of constant curvature.
Indeed, the compactness results that will interest us in Sections 3.2 to 3.4, below, follow
essentially by perturbations of the arguments underlying these results.
Let Σ := Sd be the standard d-dimensional sphere. Let M := Md+1 be a smooth,
riemannian manifold of dimension (d + 1). Let e : Σ → M be an immersion, and let A
be its shape operator. We denote by g, ∇ and R respectively the metric, the Levi-Civita
covariant derivative and the Riemann curvature tensor of the ambient space. We denote
by g, ∇ and R respectively the metric induced over Σ by the immersion e, its Levi-Civita
covariant derivative, and its Riemann curvature tensor. Throughout the sequel, we adopt
the convention that orders the indices of the Riemann curvature tensor so that
Rijk
l∂l = R(∂i, ∂j)∂k = ∇∂i∇∂j∂k −∇∂j∇∂i∂k −∇[∂i,∂j ]∂k.
We have
Lemma 3.1.1, Generalised Simons’ formula.
If M has constant sectional curvature, then, for all p and for all q,
App;qq = Aqq;pp + (App − Aqq)(AppAqq +Rqppq),
where “;” here denotes Levi-Civita covariant differentiation over Σ.*
Proof: Indeed, by the Codazzi-Mainardi equation, Aij;k is symmetric under all permuta-
tions of the indices. Thus, recalling the definition of curvature,
Aij;kl = Akj;il
= Ajk;li +Rilk
pApj +Rilj
pAkp
= Alk;ji +Rilk
pApj +Rilj
pAkp.
However, by Gauss’ equation,
Rijkl = Rijkl +AilAjk −AikAjl.
so that
Aij;kl = Alk;ji
+ A2ijAlk − AikA2lj + A2ikAlj − AijA2lk
+Rilk
pApj +Rilj
pAkp,
* Here, and in all that follows, we adopt the convention that orders indices so that, for
any tensor α, αp1...pm;ij = (∇∂j∇∂iα)(∂p1 , ..., ∂pm).
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and the result now follows upon substituting i = j = p and k = l = q. 
We will apply this formula to the principal curvatures of e. However, some care is
required as these functions are rarely everywhere twice differentiable. We address this by
introducing the formalism of viscosity solutions (c.f. [5]). Consider a domain, U ⊆ Rd,
and a lower semi-continuous† function, f : U → R. The subdifferential of f at any point,
x, of U is given by
J2f(x) :=
{
(φ(x), Dφ(x), D2φ(x))
∣∣∣∣ φ ∈ C2(U) and(f − φ) attains a local minimum value of 0 at x
}
.
In particular, this set may be empty. Consider now a second-order, linear, partial differ-
ential operator,
L := aij(x)∂i∂j + b
i(x)∂i + c(x),
defined over U , and a real number, d. We say that Lf(x) ≤ d in the viscosity sense
whenever
aij(x)(∂i∂jφ)(x) + b
i(x)(∂iφ)(x) + c(x)φ(x) ≤ d,
for all (φ(x), Dφ(x), D2φ(x)) ∈ J2f(x). The superdifferential of f and the meaning of
the inequality Lf(x) ≥ d in the viscosity sense are defined in an analogous manner. The
interest of this formalism lies in the fact that it provides a general framework within which
the maximum principle still applies. Indeed, Hopf’s maximum principle still holds with
only minor modifications to the proof (c.f. Lemma 3.4 of [8]), yielding
Lemma 3.1.2, Strong maximum principle.
Suppose that U is connected, that L is elliptic with continuous coefficients and that c = 0.
Let f : U → R be a lower semi-continuous function. If f solves
Lf ≤ 0,
in the viscosity sense, then
Inf
x∈U
f(x) = Inf
x∈∂U
f(x).
Furthermore, if f attains its minimum at any interior point of U , and if f is differentiable
at this point, then it is constant over the whole of U .
In order to use this formalism in the current setting, we introduce the following con-
struction. Consider a point x ∈ Σ. Let ∂1, ..., ∂d be the standard coordinate vectors of
an exponential chart about x. In particular, for all i, ∇∂i(x) = 0. Let λ1 ≤ ... ≤ λd be
† Recall that f : X → R is lower semi-continuous whenever f(x) ≤ LimInfy→x f(y) for
all x ∈ X . It is a straightforward exercise of point-set topology to show that a function,
f , is lower semi-continuous if and only if, for every compact subset K of X , and for every
continuous function g, the restriction of (f − g) to K attains its minimum value at some
point. In this way, lower semicontinuity shows itself to be well adapted to the theory of
viscosity solutions.
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the principal curvatures of e at x, and let v1, ..., vd be the corresponding principal direc-
tions. We extend v1, ..., vd to a frame in a neighbourhood of x by parallel transport along
geodesics leaving x. In particular, for all i, and for all j,
∇∂ivj = ∇∂i∇∂ivj = 0. (3.1)
For each i, we define the function ai in a neighbourhood of x by
ai(y) := 〈A(y)vi(y), vi(y)〉. (3.2)
In particular, if we now consider λ1 and λd as functions defined in a neighbourhood of
x, then a1 ≥ λ1, and (a1 − λ1) attains a minimum value of 0 at x, whilst ad ≤ λd, and
(ad − λd) attains a maximum value of 0 at x.
Lemma 3.1.3
Let f : Σ →]0,∞[ be a smooth, positive function. If λ1/f attains a local minimum at x,
then λ1 is differentiable at this point. Likewise, if λd/f attains a local maximum at x,
then λd is differentiable at this point.
Proof: We only prove the first assertion, since the proof of the second is identical. If λ1/f
attains a local minimum at x, then, for all y near x,
λ1(x)/f(x) ≤ λ(y)/f(y) ≤ a1(y)/f(y),
and differentiability follows. 
Lemma 3.1.4
For all i, and for all j, at x
ai;jj(x) = Aii;jj(x).
Proof: Indeed, using (3.1), we obtain
Aii;jj = 〈∇2A(vi; ∂j, ∂j), vi〉
= 〈∇∂j (∇A)(vi; ∂j), vi〉
= 〈∇∂j∇∂jA(vi)−∇∂jA(∇∂jvi), vi〉
= 〈∇∂j∇∂jA(vi)− A(∇∂j∇∂jvi), vi〉
= 〈∇∂j∇∂jA(vi), vi〉
= ∂j〈∇∂jA(vi), vi〉
= ∂j∂j〈A(vi), vi〉 − ∂j〈A(vi),∇∂jvi〉
= ∂j∂j〈A(vi), vi〉 − 〈A(vi),∇∂j∇∂jvi〉
= ai;jj ,
as desired. 
We now obtain the desired Hopf type theorem. Here the case of non-negative curva-
ture reveals the overall simplicity of our arguments, whilst the case of negative curvature
provides an indication of how we will proceed in more general settings. Before stating the
results, we recall that an immersion e is said to be locally strictly convex (LSC) whenever
λ1 > 0 at every point, and, given c ∈]0, 1], it is then said to be pointwise c-pinched when-
ever λ1 ≥ cH at every point, and pointwise strictly c-pinched whenever λ1 > cH at every
point.
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Theorem 3.1.5
Suppose thatM has constant sectional curvature equal to κ ∈ {−1, 0, 1}, and suppose that
e is LSC and of constant mean curvature equal to H > 0.
(1) If κ ∈ {0, 1}, then e is a geodesic sphere.
(2) If κ = −1, and if H > 1, then e is a geodesic sphere provided that it is pointwise
c0-pinched, where c0 is the unique root in ]0, 1[ of the quadratic polynomial,
x(d− x)
(d− 1) =
1
H2
.
Remark: The interest of this theorem lies not so much in the the statement as in the
proof, which serves to illustrate the ideas developed in Sections 3.2 and 3.4 below. Indeed,
for κ ∈ {−1, 0}, a well known argument using the Alexandrov reflection principle yields a
stronger result. However, we are not aware of a pre-existing proof in the κ = 1 case.
Remark: The same technique applies to a large class of curvature functions. However,
we do not propose to study this further in the current paper.
Proof: We will show that e is totally umbilic, from which the result follows by the funda-
mental theorem of hypersurface theory (c.f. [28]). To this end, we will show that, under
the above hypotheses, ∆λ1 ≤ 0 in the viscosity sense, and that this inequality is strict
unless λ1 = H. Thus, let a1 be defined as in (3.2), above. By Lemma 3.1.4, at the point,
x,
∆a1 =
d∑
i=1
a1;ii =
d∑
i=1
A11;ii.
Thus, by the generalised Simons’ formula,
∆a1 =
d∑
i=1
Aii;11 +
d∑
i=1
(λ1 − λi)(λ1λi +Ri11i)
= dH;11 +
d∑
i=1
(λ1 − λi)(λ1λi + κ),
and the result now follows for the non-negative curvature case, since H is constant and
(λ1 − λi) is non-positive for all i.
For the negative curvature case, more refined estimates are required. First, we have
∆a1 = dH;11 + dλ
2
1H − λ1
d∑
i=1
λ2i − dλ1 + dH.
Letting c := λ1/H be the pinching factor, the above relation is rewritten as
∆a1 = dH;11 + dc
2H3 − cH
d∑
i=1
λ2i + d(1− c)H.
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However, applying the Cauchy-Schwarz inequality yields
d∑
i=1
λ2i = λ
2
1 +
d∑
i=2
λ2i ≥ λ21 +
1
(d− 1)
(
d∑
i=2
λi
)2
= c2H2 +
(d− c)2
(d− 1) H
2,
and substituting this into the above relation yields
∆a1 ≤ dH;11 + d(1− c)H3
(
1
H2
− c(d− c)
(d− 1)
)
. (3.3)
The result now follows, since H is constant, and the properties imposed on H and c ensure
that the remaining term on the right hand side is non-positive. 
The above proof works by showing that
∆λ1 ≤ F [H](c), (3.4)
in the viscosity sense, where c := λ1/H is the pinching factor, and F [H](c) is a cubic
polynomial in c which is determined by the parameter H. Qualitatively, F [H] behaves as
shown in Figure 3.1.1. In particular, since F [H] is negative over the interval ]c0, 1[, λ1
cannot have a local minimum at any point where the pinching factor c lies in this interval.
It follows that, if Σ is already known to be c0-pinched, then the pinching factor must be
constant and equal to 1, and our Hopf-type theorem follows.
c0 1 c− c+ 1
Figure 3.1.1 - The qualitative behaviours of F [H] and F [f,M ].
In the more general settings studied in Sections 3.2 to 3.4, below, we will be interested
in hypersurfaces whose curvature is prescribed by some smooth function f inside a general
riemannian manifold M . Under suitable hypotheses on f and M , the relation, (3.4),
perturbs to
∆λ1 ≤ F [f,M ](c),
where F [f,M ](c) is still a cubic polynomial in c, but which now depends on f and M ,
and whose qualitative behaviour is shown in Figure 3.1.1. In particular, since the graph
of F [f,M ] still dips below 0 over the subinterval ]c−, c+[ of ]0, 1[, any hypersurface Σ of
curvature prescribed by f which is c−-pinched, must also be c+-pinched. It is this that
will form the basis of the compactness results that allow us to apply the degree theory of
Section 2.
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3.2 - Prescribed mean curvature. We now study the counting theorems that may
be derived from the generalised Simons’ formula. We recall the framework of Section 2.
First, let K be mean curvature, that is
K(λ1, ..., λd) :=
1
d
(λ1 + ...+ λd). (3.5)
Let I be the space of LSC unparametrised immersions, where we recall that an immersion
is said to be locally strictly convex (LSC) whenever its shape operator is at every point
positive definite. Let O be the space of smooth, positive functions f : M →]0,∞[ such
that, for all x ∈M ,
2‖∇2f(x)‖
f(x)3
+
2‖∇R(x)‖
f(x)3
+
4‖Ro(x)‖
f(x)2
+
‖R(x)‖
f(x)2
< Γ, (3.6)
where
Γ := Sup
t∈[0,1]
t(t− 1)(t− d)
(d− 1) , (3.7)
R
o
denotes the trace free component of R, that is
R
o
ijkl := Rijkl − S(gilgjk − gikgjl), (3.8)
and the norm ‖ · ‖ of any tensor α is given by
‖α‖ = Sup
‖ei‖=1 ∀i
α(e1, ..., ed), (3.9)
For f ∈ O, define c−(f ;M) < c+(f ;M) to be the two roots in [0, 1] of the cubic equation
c(c− 1)(c− d)
(d− 1) = Supx∈M
2‖∇2f(x)‖
f(x)3
+
2‖∇R(x)‖
f(x)3
+
4‖Ro(x)‖
f(x)2
+
‖R(x)‖
f(x)2
, (3.10)
define the solution space, Z ⊆ I × O, by
Z :=
{
([e], f)
∣∣∣∣∣ He = f ◦ e; ande is strictly c−(f ;M)-pinched
}
, (3.11)
and let Π : Z → O be the projection onto the second factor.
Observe that the definition of the solution space used here is subtly different to that
given in Section 2. We therefore define
Zˆ := {([e], f) | He = f ◦ e} ,
and in order to apply our degree theory, we first show that Z is a union of connected
components of Zˆ . We achieve this via a modification of the arguments developed in the
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preceding section. We first require more general versions of some well known formulae.
First, we have the Codazzi-Mainardi equations,
Aij;k = Akj;i +Rkiνk, (3.12)
where here “;” denotes covariant differentiation over Σ, and ν denotes the unit normal di-
rection over e that is compatible with the orientation. Next, by definition of the curvature,
for any 1-form ξ,
ξk;ij = ξk;ji +Rijk
lξl. (3.13)
Finally, if f :M → R is a twice differentiable function, then
f;ij = f:ij − fνAij , (3.14)
where here “:” denotes covariant differentiation over M .
Lemma 3.2.1, Generalised Simons’ formula.
Let e : Σ → M be an immersion, and let A be its shape operator. If A is diagonal at x,
then, at this point, for all p and for all q,
App;qq = Aqq;pp + (App −Aqq)(AppAqq +Rqppq)
+ App(Rpqqp −Rqννq)
− Aqq(Rpqqp −Rpννp)
+Rqpνq:p +Rqpνp:q.
Proof: Indeed, for all i, j, k and l,
Aij;kl = Akj;il + (Rkiνj);l
= Ajk;li +Rilk
rArj +Rilj
rAkr + (Rkiνj);l
= Alk;ji +Rilk
rArj +Rilj
rAkr + (Rljνk);i + (Rkiνj);l.
However, for all p, q, r and s,
(Rpqνr);s = Rpqνr:s −ApsRνqνr −AqsRpννr + Ams Rpqmr.
Substituting this into the above relation yields,
Aij;kl = Alk;ji +Rilk
rArj +Rilj
rAkr
+Rljνk:i − AilRνjνk − AijRlννk + Ami Rljmk
+Rkiνj;l − AlkRνiνj − AliRkννj + Aml Rkimj,
and the result follows upon substituting i = j = p and k = l = q. 
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Lemma 3.2.2
Let e : Σ→M be an LSC immersion of mean curvature prescribed by f > 0. At any local
minimum of λ1/f ,
∆
(
λ1
f
)
≤ f2d
(
(1 + c)‖∇2f‖
f3
+
2‖∇R‖
f3
+
2(1 + c)‖Ro‖
f2
+
(1− c)‖R‖
f2
− c(c− 1)(c− d)
(d− 1)
) (3.15)
in the viscosity sense, where c := λ1/f is the pinching factor.
Remark: Each of the terms in the parenthesis above is scale invariant in the sense that
it is unchanged when the metric is multiplied by a constant factor.
Proof: Let a1 be defined as in (3.2), above. In particular, a local minimum of λ1/f is also
a local minimum of a1/f . Now, at any such point,
∇
(
a1
f
)
=
1
f
∇a1 − a1
f2
∇f = 0,
so that
∆
(
a1
f
)
=
1
f
∆a1 − a1
f2
∆f − 2
f
〈
1
f
∇a1 − a1
f2
∇f,∇f
〉
=
1
f
∆a1 − a1
f2
∆f.
Repeating the calculation used to obtain (3.3) now yields
∆a1 ≤ f3d
(
f;11
f3
+
2‖∇R‖
f3
+
2(1 + c)‖Ro‖
f2
+
(1− c)‖R‖
f2
− c(c− 1)(c− d)
(d− 1)
)
.
Furthermore, by (3.14),
f;11 = f:11 − fνλ1,
and
∆f =
d∑
i=1
f;ii
=
d∑
i=1
(f:ii − fνAii)
=
(
d∑
i=1
f:ii
)
− dfνλ1,
and the result now follows upon combining these relations. 
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Corollary 3.2.3
If ([e], f) ∈ Z, then e is c+(f ;M)-pinched.
Proof: Indeed, otherwise the pinching factor, c = λ1/f , of [e] would attain its minimum
value at some point in the interval ]c−(f ;M), c+(f ;M)[. However, by definition of c− and
c+, the right hand side of (3.15) is negative over this interval, and we have a contradiction
by the maximum principle. 
Lemma 3.2.4
Z is a union of connected components of Zˆ.
Proof: By definition, Z is an open subset of Zˆ. Consider now a sequence ([em], fm) of
elements of Z converging towards the element ([e∞], f∞) of Zˆ. By Corollary 3.2.3, for all
m, [em] is c+(fm,M)-pinched. Taking limits, it follows that [e∞] is c+(f∞,M)-pinched,
so that ([e∞], f∞) is also an element of Z. This set is therefore both open and closed as a
subset of Zˆ, and the result follows. 
Lemma 3.2.5
If ([e], f) ∈ Z, then [e] is prime.
Remark:We prove this result using the mean curvature flow developed by Huisken in [11].
The alert reader will notice that although the hypotheses of Huisken’s result are stated in
terms of the norms of R and ∇R, he is not explicit about which norms are being used.
Closer examination of the text, and, in particular, lines 11 to 14 on p472 in the proof of
Theorem 4.2 of that paper, shows, however, that the operator norm introduced above is
indeed the correct one.
Proof: Let A be the shape operator of e. Choose a point x ∈ Σ and let c := λ1/f be the
pinching factor of e at this point. Observe that t ≥ t(t− 1)(t− d)/(d− 1) over the interval
[0, 1]. In particular, if we denote by c0 ∈ [0, 1] the unique point of this interval maximising
t(t− 1)(t− d), then, bearing in mind Corollary 3.2.3,
c ≥ c+(f,M) > c0 ≥ c0(1− c0)(d− c0)
(d− 1) =M.
Thus, since f satisfies (3.6),
c >
(‖R‖
f2
+
‖∇R‖
f3
)
.
Denoting K := ‖R‖, L := ‖∇R‖ and Hˆ := dH, we thus have
HˆAij ≥ dλ1fgij
≥ dcf2gij
≥
(
dK +
d2
Hˆ
L
)
gij ,
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which is exactly the condition given by Huisken in [11] for the existence of a unique, smooth
mean curvature flow eˆ : Σ× [0, T [→M such that eˆ0 = e, and (eˆt)t∈[0,T [ is asymptotic to a
family of round spheres about a point in M as t→ T .
Suppose now that e = eˆ0 is not prime. Then there exists a non-trivial diffeomorphism
α : Σ→ Σ such that e ◦ α = e. By uniqueness, for all t ∈ [0, T [, eˆt ◦ α = eˆt. However, for
t sufficiently close to T , eˆt is embedded. This is absurd, and the result follows. 
Lemma 3.2.6
For all f ∈ O, there exists D > 0 such that if ([e], f) ∈ Z, then
Diam([e]) ≤ D.
Furthermore, D can be chosen to vary continuously with f .
Proof: Consider a point x ∈ Σ and let c = λ1/f be the pinching factor of e at x. The
Ricci curvature of Σ at this point satisfies
Ricik ≥
(
1
(d− 1)λ1(λ2 + ...+ λd)− ‖R‖
)
gik
=
(
c(d− c)
(d− 1) f
2 − ‖R‖
)
gik.
Observe that the function t(d− t) is increasing over the interval [0, 1], and is not less than
t(t− 1)(t− d) at every point of this interval. In particular, if we denote by c0 ∈ [0, 1] the
unique point of this interval maximising t(t− 1)(t− d), then, by Corollary 3.2.3,
c ≥ c+(f ;M) > c0,
so that
c(d− c)
(d− 1) >
c0(d− c0)
(d− 1) >
c0(c0 − 1)(c0 − d)
(d− 1) = Γ.
However, since f satisfies (3.6),
‖R‖ < Γf2 + ǫ,
for some ǫ > 0, so that
Ricik ≥ (Γf2 − ‖R‖)gik ≥ ǫgik,
and the result now follows by the Bonnet-Myers theorem. 
Lemma 3.2.7
The projection Π : Z → O is a proper map.
Proof: Let (fm) ∈ O be a sequence converging towards f∞ ∈ O, and for all m, let [em]
be an immersion such that ([em], fm) ∈ Z. By Lemma 3.2.6, there exists D > 0 such that,
for all m,
Diam([em]) ≤ D.
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By strict convexity, for all m,
‖Am‖ ≤ ‖fm‖,
where Am here denotes the shape operator of em. It follows by the Arzela-Ascoli the-
orem for immersed hypersurfaces (c.f. [23]) and elliptic regularity, that there exists an
unparametrised immersion [e∞] towards which ([em]) subconverges. By Corollary 3.2.3,
for all m, [em] is c+(f,M)-pinched. Taking limits, it follows that [e∞] is also c+(f∞,M)-
pinched, so that ([e∞], f∞) is also an element of Z. It follows that Π is a proper map, as
desired. 
3.3 - Calculating the Degree. Lemmas 3.2.4, 3.2.5 and 3.2.7 allows us to apply the
degree theory developed in Section 2. It thus remains only to calculate the degree. This
is achieved by considering a special case where hypersurfaces of prescribed curvature can
be explicitly counted. To this end, we study the case where the curvature is prescribed
by the function ft := (1 + t
2f)/t, where 0 < t ≪ 1, and f : M → R is a smooth function
whose properties we will describe presently.
The hypersurfaces of curvature prescribed by the function ft are analysed via a mod-
ification of the asymptotic construction developed by Ye in [34] which we now describe.
The details are presented in full in [24]. It is first necessary to review Ye’s construction
in some detail. For simplicity, we first suppose that the function f vanishes and that the
scalar curvature function R of the ambient manifold M is of Morse type. The general case
will be addressed towards the end of this section. Let p be a point ofM , let Ω be a convex,
normal neighbourhood of p, identify TpM with R
d+1 furnished with the euclidean metric,
and let Sd be the unit sphere in this space. Consider the function
E :]0,∞[×Ck+2,α(Sd)× Ω→ Ck+2,α(Sd,M)
defined such that for all x ∈ Sd,
E(t, φ, q)(x) = Expq(t(1 + t
2φ(x))Tq,px),
where Expq is the exponential map of M about q, and Tq,p is the parallel transport along
the unique geodesic in Ω from p to q. This is a smooth map between Banach manifolds.
Furthermore, for any given (φ, q), E(t, φ, q) defines a Ck+2,α embedding of Sd into M
provided that t is sufficiently small. Throughout the rest of this section, we will suppose
that this is the case. For notational convenience, we will denote
eµ := E(t, φ, q),
where µ := (t, φ, q).
Consider now the function
H :]0,∞[×Ck+2,α(Sd)× Ω→ Ck,α(Sd)
defined such that for all µ := (t, φ, q), and for all x, H(t, φ, q)(x) is the mean curvature of
the embedding eµ at the point eµ(x). As before, this is a smooth map between Banach
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manifolds. In [34], Ye shows that
H(t, φ, q)(x) =
1
t
− t
d
(d+∆)φ(x)
− t
3
Ric(q) (Tq,px, Tq,px)
−
[
t2
4
∇Ric(q) (Tq,px, Tq,px, Tq,px)− (d+ 1)
2(d+ 3)
∇R(q) (Tq,px)
]
− t
2(d+ 1)
2(d+ 3)
∇R(q) (Tq,px)
+O(t3) ,
(3.16)
where ∆ is the Laplace-Beltrami operator of Sd. Here we use the convention that a function
F of t and some other variable ν, say, is O(tm) whenever there exists a smooth function
G := G(t, ν) defined in a neighbourhood of {t = 0} such that F (t, ν) = tmG(t, ν).
The subtleties of Ye’s construction can now be understood in terms of the spectrum of
∆. Indeed, (−d) is an eigenvalue of ∆ whose eigenspace Λ is the space of all restrictions to
Sd of linear functions over Rd+1. In particular, Λ is the kernel of (d+∆), and it follows by
self-adjointness and standard elliptic theory (c.f. [8]) that its L2 orthogonal complement
Λ⊥ is the image of this operator. Thus, since the functions in the second and third lines of
(3.16) are elements of Λ⊥ for all q, there exist unique smooth functions φ0, φ1 : S
d×Ω→ R
such that, for all q, φ0,q := φ0(·, q) and φ1,q := φ1(·, q) are both elements of Λ⊥, and
1
d
(d+∆)φ0,q(x) = − t
3
Ric(q) (Tq,px, Tq,px) ,
1
d
(d+∆)φ1,q(x) = −
[
t2
4
∇Ric(q) (Tq,px, Tq,px, Tq,px)− (d+ 1)
2(d+ 3)
∇R(q) (Tq,px)
]
.
Substituting this into (3.16) yields
1
t2
[
H (t, φ0,q + tφ1,q + tφ, q)− 1
t
]
= −1
d
(d+∆)φ(x)
− (d+ 1)
2(d+ 3)
∇R(q) (Tq,px)
+O(t).
(3.17)
Since the term in the second line of (3.17) is an element of Λ, it cannot be removed in
the same way. Thus, in order for this expression to vanish at {t = 0}, it is necessary that
p be a critical point of the scalar curvature function R. In this case, since R is of Morse
type, Hess(R)(p) is non-degenerate, and it follows that the partial derivative of (3.17) with
respect to the second and third components (φ, q) is surjective at the point (0, 0, p). By
the implicit function theorem for smooth functions defined over Banach manifolds, there
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therefore exist C, t0 > 0 with the property that, for all t ∈]0, t0[, there exists a unique
function φt ∈ Λ⊥ and a unique point qt ∈ Ω such that
‖φt‖k+2,α < Ct,
d(p, qt) < Ct,
and
H (t, φ0,qt + tφ1,qt + tφt, qt) =
1
t
.
In other words, the embedded sphere eµ(t)(S
d) has constant mean curvature equal to 1/t,
where
µ(t) := (t, φ0,qt + tφ1,qt + tφt, qt).
In particular, by elliptic regularity, eµ(t) is smooth for all t. This completes the part of Ye’s
construction that is of relevance to us. In [34], Ye also shows that the family (eµ(t))t∈]0,t0[
foliates a neighbourhood of p (minus the point, p, itself, of course). There is also an elegant
variant of Ye’s argument, developed by Pacard & Xu in [17] which constructs embedded
spheres of large constant mean curvature even when p is a degenerate critical point of R.
However, we will make no use of that result here.
Let Crit(R) now denote the set of critical points of R. In the present context, Ye’s
construction defines, for all sufficiently small t, a canonical injection Yt from Crit(R) into
Π−1({1/t}). The next step consists of showing that, for sufficiently small t, Yt is also
surjective. To this end, consider a sequence (tm) of positive real numbers, a sequence (em)
of smooth embeddings of Sd into M , and a sequence (pm) of points inM such that, for all
m, [em] is an element of Π
−1({1/tm}) and pm lies at a distance of less than Diam([em])
from [em].
Lemma 3.3.1
For sufficiently large m,
Diam([em]) ≤
√
2π
tm
.
Proof: Indeed, observe that c+(t,M) tends to 1 as t tends to infinity. Thus, for sufficiently
large m, tthe Ricci curvature of e∗mg satisfies
Ricik ≥ t
2
2
gik
at every point of Sd. Thus, by the Bonnet-Myers Theorem,
Diam([e]) ≤
√
2π
t
,
as desired. 
Denote now the metric of M by g, and, for all m, denote gm := g/tm. Observe that
the sequence (M, gm, pm) of complete, pointed riemannian manifolds converges in the C
∞
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Cheeger-Gromov sense to the complete, pointed riemannian manifold (Rd+1, g0, 0) where
g0 here denotes the standard euclidean metric over R
d+1. Furthermore, for all sufficiently
large m, the diameter of [em] with respect to the rescaled metric gm is bounded above
by
√
2π. Thus, as in the proof of Lemma 3.2.7, we may suppose that there exists an
umparametrised immersion [e∞] in R
d+1 towards which ([em]) converges in the C
∞ sense.
Furthermore, by Hopf’s Theorem (or by a suitable adaptation of Corollary 3.2.3, though
c.f. also Theorem 3.1.5), [e∞] is a unit sphere. Upon modifying the sequence, (pm), we may
suppose that this sphere is centred on the origin, and that, for all sufficiently large m, [em]
is a graph over this sphere of some function in Λ⊥. That is, there exists a sequence (φm)
of smooth functions in Λ⊥, and a sequence (qm) of points in Ω such that (qm) converges to
some point p of M , (φm) converges to 0, and, after reparametrisation, for all sufficiently
large m, and for all x,
em(x) = Expqm (tm(1 + φm(x))Tqm,px) .
It remains to show that p is a critical point of R and that, for all sufficiently large m,
φm and qm are of the form given above. However, consider the function
E˜ :]0,∞[×Ck+2,α(Sd)× Ω→ Ck+2,α(Sd,M)
given by
E˜(t, φ, q)(x) := Expp(t(1 + φ(x))Tq,px),
and define the function
H˜ :]0,∞[×Ck+2,α(Sd)× Ω→ Ck,α(Sd)
such that, for all suitable (t, φ, q), H˜(t, φ, q)(x) is the mean curvature function of the
embedding E˜(t, φ, q). Calculating as before the asymptotic expansion of H˜ about {t = 0},
we now obtain
H˜(t, φ, q)(x)− 1
t
= − 1
td
(d+∆)φ(x) + ǫ(t, φ, q)(x),
where the error term ǫ satisfies
‖ǫ(t, φ, q)‖k,α ≤ B1
(
1 + ‖φ‖2k+2,α
)
,
for some suitable constant B1 > 0, and for all sufficiently small (t, φ). Thus, since em has
constant mean curvature equal to 1/tm for all m, since φm ∈ Λ⊥ for all m, and since (φm)
converges to 0, it now follows by standard elliptic theory (c.f. [8]) that, for all m,
‖φm‖k+2,α ≤ B2tm,
for some suitable constant B2 > 0.
In other words, elliptic theory provides an improved estimate of the rate at which the
sequence (φm) converges to 0. This constitutes the first stage of an elliptic bootstrapping
argument which determines both the sequences (φm) and (qm) up to arbitrarily high order
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in tm as m tends to infinity. The remaining stages of this argument are similar, and
are presented in full detail in [24] (though c.f. also [27] for a similar argument in a more
straightforward context). They show that p is a critical point of R and that, for sufficiently
large m, both φm and qm are of the desired form, so that, for sufficiently small t, Yt does
indeed define a surjective map from Crit(R) onto Π−1({1/t}), as desired.
The final step of calculating the degree consists of calculating the Morse indices of the
embedded hyperspheres constructed above. To this end, for all µ := (t, φ, q), let Jµ be the
Jacobi operator of the embedding eµ. The same asymptotic analysis as before now yields
Jµψ = − 1
dt2
(d+∆)ψ +O
(
1
t
)
.
This formula already allows us to determine most of the spectrum of Jµ. Indeed, the only
negative eigenvalue of the operator − 1d (d+∆) is (−1), which has unit multiplicity, since
its eigenspace consists of all constant functions over Sd. Next, as shown above, its kernel is
Λ, which is (d+1)-dimensional. Finally, all the rest of its eigenvalues are strictly positive.
It thus follows by standard perturbation theory (c.f. [12]) that the negative eigenvalues of
the operator Jµ are determined by studying how the degenerate eigenvalue 0 perturbs.
For all t, with φt, qt and µ(t) as before, consider now Jµ(t), the Jacobi operator of the
embedding eµ(t). By [12], there exists a smooth family Λt of (d+1)-dimensional subspaces
of L2(Sd) such that Λ0 = Λ, and, for all sufficiently small t,
Jµ(t)Λt ⊆ Λt.
In fact, it follows from elliptic regularity that Λt actually consists of smooth functions.
Consider now a tangent vector X ∈ TpM and observe that the function 〈X, ·〉 is an element
of Λ. For all sufficiently small t, Λt is a graph over Λ, and we therefore define ψt,X ∈ L2(Sd)
such that, ψt,X ∈ Λt and, for all x,
Π1 (ψt,X) (x) = 〈X, x〉,
where Π1 : L
2(Sd)→ Λ is the orthogonal projection. We now define the function
a :]0, t0[×Λ× Λ→ R
by
at(X, Y ) := a(t, X, Y ) := 〈Jµ(t)ψt,X , ψt,Y 〉.
It follows by standard perturbation theory (c.f. [12]) that those eigenvalues of Jµ(t) which
arise through perturbations of the degenerate eigenvalue 0 of −(d+∆)/dt2 coincide with
the eigenvalues of at.
It turns out to be necessary to determine at up to and including order 2 in t. A direct
calculation of this would require knowledge of eµ(t) up to and including order 4. However,
this is rather difficult, especially when more general curvature functions are considered
later on. In order to bypass this, we therefore consider the following modification of Ye’s
construction. Observe that, when p is not a critical point of R, but when Hess(R)(p) is
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nonetheless non-degenerate, Ye’s construction still applies to some extent. In this manner,
we extend µ(t) to a smooth function µ :]0, t0[×Ω →]0, t0[×Ck+2,α(Sd) × Ω such that, for
all (t, q), the function eµ(t,q) is a smooth embedding whose mean curvature at the point
eµ(t,q)(x) is equal to
1
t
− t
2(d+ 1)
2(d+ 3)
∇R(q) (Tq,px) . (3.18)
For all t, we now define ψt,X ∈ C∞(Sd) by
ψt,X(X) :=
〈
∂
∂s
eµ(t,Expp(sX))|s=0, Nt(x)
〉
.
where Expp is the exponential map of M at p, and Nt is the outward pointing unit normal
vector field of the embedding eµ(t) = eµ(t,p) at the point eµ(t)(x). By definition of the
Jacobi operator, Jµ(t)ψt,X is now determined by differentiating (3.18) with respect to q at
p, and we thus obtain, for all t,
Jµ(t)ψt,X(x) = −
t2(d+ 1)
2(d+ 3)
Hess(R)(X, x).
However, by explicit calculation of the lower order terms of ψt,X and ψt,X (c.f. Section 4
of [24]),
ψt,X(x)− ψt,X(x) = t2〈Vt, x〉+O(t3),
for some tangent vector Vt ∈ TpM .
We are now able to determine the first non-trivial term in the asymptotic expansion
of at. Indeed, by explicit calculation,
Jµ(t) = − 1
dt2
(d+∆) +M0 +O(t),
where M0 maps Λ into Λ
⊥. From this and the above relations, it readily follows that, for
all vectors X and Y ,
at(X, Y ) = − t
2(d+ 1)
2(d+ 3)
Hess(R)(p)(X, Y ) +O(t3).
We conclude that for every critical point p of R, and for all sufficiently small t, the Morse
index of Yt(p) is related to the Morse index of p by
Ind(Yt(p)) = 1 + ((d+ 1)− Ind(p)) ,
and the signatures are thus related by
Sig(Yt(p)) = (−1)dSig(p).
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Summing over the whole of Crit(R) therefore yields
Deg(Π) = (−1)dχ(M),
where χ(M) is the Euler characteristic of M , and since this vanishes when the ambient
space is odd-dimensional, that is, when d is even, this simplifies to
Deg(Π) = −χ(M).
We now sketch two straightforward modifications to Ye’s construction which allow
us to treat more general cases. First, since any curvature function, K, coincides with H
up to and including order 1 at the point (1, ..., 1) most of the preceding analysis applies
without modification with H replaced by K. Care, however, should be taken in proving
the surjectivity of Yt to ensure that the asymptotic limits exist and that they are indeed
round spheres. This will be the case for all the examples studied in this paper, and in
this manner, we obtain the degree for all the curvature functions considered in the sequel.
Next, when the scalar curvature function R is not of Morse type, we can proceed in one of
two ways. Either we can choose to take an arbitrarily small conformal perturbation of g
whose scalar curvature function is of Morse type, or we can choose to proceed as follows.
Let f :M → R be a smooth function chosen such that
Rf := R+
2(d+ 3)
(d+ 1)
f
is of Morse type, and for all large t, consider the function
ft :=
1
t
(1 + t2f).
Ye’s construction readily modifies again to show that if p is a critical point of Rf - which
is non-degenerate by the Morse property - then there exists C, t0 > 0 such that for all
t ∈]0, t0[, there exists a unique function φ ∈ Λ⊥ and a unique point qt ∈ Ω such that
‖φ‖k+2,α < Ct, d(p, qt) < Ct, and such that the smooth embedding
et := E(t, φ˜0,f + tφ˜1,f + tφ, qt)
has K-curvature prescribed by ft, where the smooth functions φ˜0,f and φ˜1,f are defined in
a similar manner as before. The remainder of the analysis continues unchangeed so that,
by taking the sum of the signatures of the elements of Π−1({ft}) for sufficiently small t,
we recover Deg(Π) = −χ(M), as desired.
To summarise, we ave now constructed the degree for the case of embedded hypersur-
faces of prescribed mean curvature.
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Theorem 3.3.2
For generic f ∈ O, the algebraic number of strictly c−(f,M)-pinched, immersed hyper-
spheres of mean curvature prescribed by f is equal to −χ(M).
Remark: Theorem 1.3.1 now follows via the discussion of Section 2.10.
Proof: By Lemmas 3.2.4, 3.2.5 and 3.2.7, the degree theory developed in Section 2 applies,
and by the preceding discussion,
Deg(Π) = −χ(M),
as desired. 
Finally, by comparing the definitions (3.10) and (3.11) with (3.15), we see that the
definitions of O and Z are not quite optimal. For this reason, different approaches will
yield complementary results that are not entirely contained in Theorem 3.3.2. For example,
fixing the pinching factor c to be equal to 1/2, we define
H0 := 4Max
(
‖R‖ 12 , ‖∇R‖ 13
)
,
and we leave the reader to verify that the same reasoning now yields
Theorem 3.3.3
For generic f such that
f > H0, and
‖∇2f‖ < 3d
(3d− 2)H
2
0 ,
the algebraic number of strictly (1/2)-pinched, immersed hyperspheres of prescribed mean
curvature equal to f is equal to −χ(M).
3.4 - Extrinsic Curvature. Now let K be extrinsic curvature, that is
K(λ1, ..., λd) := (λ1 · ... · λd) 1d .
For the rest of this section, we will suppose that M is (1/4)-pinched in the sense that
σMax < 4σMin, (3.19)
where σMax and σMin are respectively the maximum and minimum values of the sectional
curvatures of planes tangent to M . We suppose, furthermore, that M is pointwise (1/2)-
pinched in the sense that, for all p ∈M ,
σMax(p) < 2σMin(p), (3.20)
where σMax(p) and σMin(p) are respectively the maximum and minimum values of the
sectional curvatures of planes tangent to M at p.
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Each of (3.19) and (3.20) implies independently that M is diffeomorphic to the stan-
dard sphere (c.f. [2]). Furthermore, the condition of (1/4)-pinching is not actually neces-
sary. Indeed, it is only imposed here in order to ensure embeddedness, which, in particular,
implies that all immersions considered are prime. However, in forthcoming work, we will
show how to handle the case of non-prime immersions, which will allow this condition to
be discarded.
Let I be the space of unparametrised embeddings of Σ into M which bound some
convex set. Let O be the space of smooth, positive functions f :M →]0,∞[ such that, at
every point p of M ,
‖∇2f(p)‖
f(p)
< 2σMin(p)− σMax(p). (3.21)
Let Z ⊆ I × O be the solution space, that is
Z := {([e], f) | Ke = f ◦ e} , (3.22)
and let Π : Z → O be the projection onto the second factor.
Consider an LSC immersion, e : Σ→M . In what follows, we will use theK-Laplacian,
which is defined over Σ as follows. For any twice differentiable function φ : Σ→ R and for
any point p we have
(∆Kφ)(p) :=
d∑
i=1
1
λi
f;ii(p), (3.23)
where λ1, ..., λd are the principal curvatures of e at this point.
Lemma 3.4.1
d∑
i=1
1
λi
≥ d
f
.
Proof: By concavity, for all 0 < λ1 < ... < λd,
K(1, ..., 1) ≤ K(λ1, ..., λd) +DK(λ1, ..., λd) · (1− λ1, ..., 1− λd),
= f +
f
d
d∑
i=1
1
λi
(1− λi),
=
f
d
d∑
i=1
1
λi
.
The result follows. 
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Lemma 3.4.2
If e has extrinsic curvature prescribed by f , then, at every point of Σ,
d∑
i=1
1
λi
Aii;pp ≥ df:pp
f
− df:νλp
f
,
where here “:” denotes covariant differentiation over M .
Proof: Indeed, let A be the shape operator of e. Differentiating the relation f = Det(A)
1
d
yields
f;p =
f
d
Tr(A−1A;p),
and differentiating a second time yields
f;pp =
f
d
(
1
d
Tr(A−1A;p)
2 − Tr(A−1A;pA−1A;p) + Tr(A−1A;pp)
)
.
However, by the Cauchy-Schwarz inequality, for any symmetric matrix M ,
Tr(M2) ≥ 1
d
Tr(M)2.
More generally, for any symmetric matrix M , and any symmetric positive definite matrix
N ,
Tr(MNMN) = Tr
((
N
1
2MN
1
2
)2)
≥ 1
d
Tr
(
N
1
2MN
1
2
)
=
1
d
Tr(NM)2.
Thus, bearing in mind (3.14),
d∑
i=1
1
λi
Aii;pp = Tr(A
−1A;pp) ≥ df;pp
f
=
df:pp
f
− df:νλp
f
,
as desired. 
Lemma 3.4.3
If the extrinsic curvature of e is prescribed by f , then at any local maximum of λd/f ,
∆K
(
λd
f
)
≥ f2
(
d∑
i=1
1
λi
)(
c (2σMin − σMax)
f2
− c‖∇
2
f‖
f3
− 2‖∇R‖
f3
)
+ fd
(
2σMax − σMin
f2
+
‖∇2f‖
f3
)
,
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in the viscosity sense, where c := λd/f is the pinching factor.
Proof: Let ad be defined as in Section 3.1. In particular, a local maximum of λd/f is also
a local maximum of ad/f . As in the proof of Lemma 3.2.2, at any such point,
∆K
(
ad
f
)
=
1
f
∆Kad − ad
f2
∆Kf.
Now, by Lemma 3.1.4,
∆Kad =
d∑
i=1
1
λi
ad;ii =
d∑
i=1
1
λi
Add;ii.
Thus, by the generalised Simons’ formula,
∆Kad =
d∑
i=1
1
λi
Aii;dd +
d∑
i=1
1
λi
(λd − λi)(λdλi +Riddi)
+
d∑
i=1
1
λi
λd(Riddi −Riννi)
−
d∑
i=1
1
λi
λi(Riddi −Rdννd)
+
d∑
i=1
1
λi
(Ridνi:d +Ridνd:i).
Bearing in mind (3.14) and Lemma 3.4.2, this yields
1
f
∆Kad ≥ −fνdλd
f2
+
1
f
d∑
i=1
λd(λd − λi)
+ f2
(
d∑
i=1
1
λi
)(
(2σMin − σMax)λd
f3
− 2‖∇R‖
f3
)
+ fd
(
σMin − 2σMax
f2
− ‖∇
2
f‖
f3
)
.
Using (3.14) again, we have
ad
f2
∆Kf =
λd
f2
d∑
i=1
1
λi
f;ii
=
λd
f2
d∑
i=1
1
λi
(f:ii − f:νλi)
≤ −df:νλd
f2
+ f2
(
d∑
i=1
1
λi
)
‖∇2f‖λd
f4
,
and the result follows upon combining these relations and substituting c = λd/f . 
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Lemma 3.4.4
For all f ∈ O, there exists B > 0 such that if ([e], f) ∈ Z, then
‖A‖ ≤ B,
where A is the shape operator of e. Furthermore, B can be chosen to vary continuously
with f .
Proof: Let x ∈ Σ maximise the pinching factor c = λd/f . By Lemmas 3.4.1 and 3.4.3,
there exist a, b > 0, which only depend on f and M such that, at this point
∆K
(
λd
f
)
≥ ac− b
in the viscosity sense. It follows by the maximum principle that c < b/a, so that
‖A‖ ≤ B := b‖f‖
a
,
as desired. 
Lemma 3.4.5
The projection Π : Z → O is a proper map.
Proof: Let (fm) ∈ O be a sequence converging towards f∞ ∈ O, and, for all m, let [em]
be an embedding such that ([em], fm) ∈ Z. By compactness, M has sectional curvature
bounded below by ǫ2 > 0. For all m, since em is convex, the sectional curvature of e
∗
mg is
also bounded below by ǫ2, and so, by the Bonnet-Myers theorem,
Diam([em]) ≤ π
ǫ
.
By Lemma 3.4.4, there exists B > 0 such that, for all m,
‖Am‖ ≤ B,
where Am here denotes the shape operator of em. It follows by the Arzela-Ascoli Theorem
for immersed surfaces (c.f. [23]) and elliptic regularity that there exists an unparametrised
immersion [e∞] towards which ([em]) subconverges. Taking limits, [e∞] has extrinsic cur-
vature prescribed by f∞. In particular, since f∞ > 0, [e∞] is LSC. Finally, since M is
(1/4)-pinched, by [7], [e∞] is embedded and bounds a convex set. It follows that ([e∞], f∞)
is also an element of Z, and this completes the proof. 
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Lemma 3.4.6
For all f ∈ C∞(M), there exists B, T > 0 such that if t ≥ T and if ([e], t(1 + t−2f)) ∈ Z,
then
λ1(x) ≥ Bf(x),
at every point x of Σ, where λ1 here denotes the least principal curvature of e.
Proof: For all t, denote ft := t(1 + t
−2f), and suppose that ([e], ft) is an element of Z.
Fix ǫ > 0, and let x ∈ Σ maximise the pinching factor c = λd/f of [e]. By Lemmas 3.4.1
and 3.4.3, if t is sufficiently large, then at this point,
∆K
(
λd
ft
)
≥ cftd
(
2σMin − σMax − ǫ
f2t
)
− ftd
(
2σMax − σMin + ǫ
f2t
)
in the viscosity sense, so that, by the maximum principle,
c ≤ B1 := 2σMax − σMin + ǫ
2σMin − σMax − ǫ .
Since [e] has extrinsic curvature prescribed by f , its least principal curvature therefore
satisfies at every point
λ1(x) ≥ B1−d1 f(x),
as desired. 
Theorem 3.4.7
For generic f ∈ O, the algebraic number of convex embedded hyperspheres in M of
extrinsic curvature prescribed by f is equal to −χ(M).
Remark: Theorem 1.3.2 now follows via the discussion of Section 2.10.
Proof: Indeed, by Lemma 3.4.5, the degree theory developed in Section 2 applies. It thus
remains to calculate this degree. To this end, let f ∈ C∞(M) be a function of Morse type,
and for t > 0, denote ft := t(1 + t
−2f). For sufficiently large t, ft ∈ O. By Lemma 3.4.6,
there exists B, T > 0 such that if t ≥ T , and if ([e], ft) is an element of Z, then the Ricci
curvature of e∗g satisfies
Ricik ≥ Bt2gik
so that, by the Bonnet-Myers Theorem,
Diam([e]) ≤ π√
Bt
.
It follows as in Section 3.3 that for sufficiently large t, ft is a regular value of Π, and the
only elements of Π−1({ft}) are those in the image of the canonical map, Yt, constructed
by Ye. In particular,
Deg(Π) = −χ(M),
as desired. 
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3.5 - Special lagrangian curvature. We now turn our attention to more sophisticated
compactness results. In this section, K will be special Lagrangian curvature, that is,
Kθ(λ1, ..., λd) := Rθ(λ1, ..., λd),
where Rθ is defined as in [26], and θ is a real parameter taking values in the interval
[(d− 1)π/2, dπ/2[. As in the preceding section, we will suppose that M is (1/4)-pinched.
We reiterate that this condition is only imposed in order to ensure embeddedness, and that
in forthcoming work, by extending our degree theory to the case of non-prime immersions,
we will show that it is not actually necessary.
Let I be the space of unparametrised immersions of Σ into M which bound some
convex set. Let O be the space of all smooth, positive functions f : M →]0,∞[. Let
Z ⊆ I × [(d− 1)π/2, dπ/2[×O be the solution space, that is,
Zθ := {([e], θ, f) | Kθ,e = f ◦ e} ,
and let Π : Z → [(d−1)π/2, dπ/2[×O be the projection onto the second and third factors.
Lemma 3.5.1
There exists D > 0, which only depends on M , such that for all ([e], θ, f) ∈ Zθ,
Diam([e]) ≤ D.
Proof: Indeed, by compactness, M has sectional curvature bounded below by ǫ2 > 0.
Thus, since e is convex, its sectional curvature is also bounded below by ǫ2, and the result
now follows by the Bonnet-Myers theorem. 
Lemma 3.5.2
For all (θ, f) ∈ [(d− 1)π/2, dπ/2[×O, there exists B > 0 such that if ([e], θ, f) ∈ Zθ, then
‖A‖ ≤ B,
where A is the shape operator of e. Furthermore, B can be chosen to vary continuously
with f .
Proof: Suppose the contrary. There exists a sequence (θm, fm) ∈ [(d − 1)π/2, dπ/2[×O
converging to (θ∞, f∞) ∈ [(d − 1)π/2, dπ/2[×O such that, for all m, there is an element
([em], θm, fm) of Z with
‖Am‖ ≥ m,
where Am is the shape operator of em. Let UM ⊆ TM be the bundle of unit tangent
vectors over M . For all m, Let xm be the point of Σm maximising the norm of Am,
let Nm : Σ → UM be the unit normal vector field over em that is compatible with the
orientation, and think of Nm as an embedding of Σ into UM in its own right. By Theorem
1.4 of [26], there exists a complete, pointed, immersed submanifold (Σ∞, N∞, x∞) of UM
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towards which the sequence, (Σ, Nm, xm), of complete, pointed, immersed submanifolds
subconverges in the C∞-Cheeger-Gromov sense.
Denote e∞ := π ◦N∞, where π : UM →M is the canonical projection. By Theorem
1.3 of [26], either e∞ is an immersion at every point, or N∞ is a covering of the unit,
normal sphere bundle, NΓ, of some complete geodesic Γ ⊆ M . Furthermore, the second
case cannot occur unless θ∞ = (d− 1)π/2. However, if e∞ were an immersion at x∞, then
the sequence (Am(xm)) would converge towards the shape operator of e∞ at this point,
and since we have assumed that this sequence is unbounded, we conclude that the second
case holds.
By Lemma 3.5.1, there exists D such that Diam([em]) ≤ D for all M . It follows
that Length([Γ]) ≤ D, and, in particular, Γ is closed. Since [em] is embedded for all m,
the covering order of N∞ over NΓ is equal to 1. That is, N∞ is a diffeomorphism, so
that, in particular, Σ∞ is compact. Thus, by definition of pointed C
∞-Cheeger-Gromov
convergence, Σ∞ is diffeomorphic to Σ, which is absurd, and the result follows. 
Lemma 3.5.3
The projection Π : Z → O is a proper map.
Proof: Let (θm, fm) ∈ [(d− 1)π/2, dπ/2[×O be a sequence converging towards f∞ ∈ O,
and, for all m, let [em] be an immersion such that ([em], θm, fm) ∈ Z. By Lemma 3.5.1,
there exists D > 0 such that, for all m,
Diam([em]) ≤ D.
By Lemma 3.5.2, there exists B > 0 such that, for all m,
‖Am‖ ≤ B,
where Am here denotes the shape operator of em. It follows by the Arzela-Ascoli theorem
for immersed surfaces (c.f. [23]) and elliptic regularity that there exists an unparametrised
immersion [e∞] towards which ([em]) subconverges. Taking limits, [e∞] has Kθ∞-curvature
prescribed by f∞. In particular, since f∞ > 0, [e∞] is LSC. Finally, since M is (1/4)-
pinched, by [7], [e∞] is embedded and bounds a convex set. It follows that ([e∞], θ∞, f∞)
is an element of Z, and this completes the proof. 
Theorem 3.5.4
For all θ ∈ [(d − 1)π/2, dπ/2[, and for generic f ∈ O, the algebraic number of convex,
embedded hyperspheres in M of θ-special lagrangian prescribed by f is equal to −χ(M).
Remark: Theorem 1.3.3 now follows via the discussion of Section 2.10.
Proof: Indeed, by Lemma 3.5.3, the degree theory developed in Section 2 applies. It thus
remains to calculate the degree. To this end, fix θ ∈](d−1)π/2, dπ/2[. Since θ > (d−1)π/2,
by Lemma 2.2 of [7], there exists B > 0 such that if ([e], θ, f) ∈ Z, then
λ1(x) ≥ (f ◦ e)(x)/B,
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at every point of Σ. In particular, the Ricci curvature of e∗g satisfies
Ricik ≥
(
Inf
x∈M
f(x)
)
/B2,
so that, by the Bonnet-Myers theorem,
Diam([e]) ≤ Bπ/
(
Inf
x∈M
f(x)
)
.
Now let f ∈ C∞(M) be a function of Morse type, and for t > 0, denote ft := t(1 + t2f).
For sufficiently large t, ft ∈ O, and if ([e], θ, ft) ∈ Z, then Diam([e]) ≤ Bπ/2t. It now
follows as in Section 3.3 that for sufficiently large t, ft is a regular value of Π, and the only
elements of Π−1({ft}) are those in the image of the canonical map, Yt, constructed by Ye.
In particular,
Deg(Π) = −χ(M),
as desired. 
Since the special lagrangian curvature is not a widely known object of study, it is
worth considering two special cases in order to correctly understand the significance of
Theorem 3.5.4. First, when d = 2, and θ = π/2, the special lagrangian curvature, Kπ/2, is
none other than the extrinsic curvature, that is
Kπ/2(λ1, λ2) = (λ1λ2)
1/2,
and we therefore obtain the following refinement of Theorem 3.4.7 in the 2-dimensional
case.
Theorem 3.5.5
Suppose that g is a (1/4)-pinched metric over the sphere S3. Then, for generic f : M →
]0,∞[, the algebraic number of convex embedded spheres in (S3, g) of extrinsic curvature
prescribed by f is equal to 0.
When d = 3, and θ = π, the special lagrangian curvature Kπ is the curvature quotient,
Kπ(λ1, λ2, λ3) =
(
3(λ1λ2λ3)
(λ1 + λ2 + λ3)
) 1
2
,
so that, denoting by K := λ1λ2λ3 the extrinsic curvature, and by H := λ1 + λ2 + λ3 the
mean curvature, we obtain,
Theorem 3.5.6
Suppose that g is a (1/4)-pinched metric over the sphere S4. Then, for generic f : M →
]0,∞[, the algebraic number of convex embedded spheres [e] in (S4, g) such that
Ke = (f ◦ e)He,
is equal to 2. In particular, there exist at least 2 distinct, convex embedded spheres with
this property.
Finally, we recall that in each of Theorems 3.5.5 and 3.5.6, the (1/4)-pinching condition
is only necessary to ensure embeddedness, and in later work we aim to show how it may
be discarded.
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3.6 - Extrinsic curvature in two dimensions. We conclude by improving Theorems
3.4.7 and 3.5.4 for the case of surfaces inside 3-dimensional manifolds. In what follows, we
adopt the convention whereby the Ricci and scalar curvatures of an n-dimensional manifold
are given by
Ricik = − 1
n − 1Rijk
j , and
Scal =
1
n
Ricii.
With these conventions, the Ricci and scalar curvatures of the standard n-dimensional
sphere are equal to δik and 1 respectively.
Let K denote (the square root of) the extrinsic curvature. That is
K(λ1, λ2) := (λ1λ2)
1
2 .
Let I be the space of LSC unparametrised immersions. Let O be the space of smooth,
positive functions f :M →]0,∞[ such that, for all x ∈M ,
‖Df(x)‖2
f(x)4
+
‖Ric0(x)‖2o
2f(x)4
+
4‖Df(x)‖‖Ric0‖o
f(x)4
< 1 +
σMin(x)
f(x)2
,
where σMin is defined as in Section 3.4, Ric0 is the trace-free Ricci curvature, and ‖Ric0‖o
is its operator norm when considered as an endomorphism of TM . Observe again that
each of the summands above is scale invariant in the sense that it is unchanged when the
metric is multiplied by a constant factor. Let Z ⊆ I × O be the solution space, that is,
Z := {([e], f) | Ke = f ◦ e} ,
and let Π : Z → O be the projection onto the second factor.
As usual, the degree is constructed by first proving that Π is proper. In the present
case, this result will be based on an estimate, valid in all dimensions, for the scalar curvature
of the second fundamental form of the immersion, which, by local strict convexity, also
defines a riemannian metric over Σ. Let e : Σ→M be an LSC immersion and let A be its
shape operator. Since A is positive definite, in particular, it is invertible, and we denote
its inverse by B, that is
BikAkj = δ
i
j .
Define the metric gA over Σ by
gA(X, Y ) := 〈AX, Y 〉.
Let ∇A be its Levi-Civita covariant derivative. Let Ω be the relative Christoffel tensor of
∇ with respect to ∇A, that is, for all i, j, and k,
Ωkij∂k := ∇∂i∂j −∇A∂i∂j .
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Lemma 3.6.1
For all i, j and k
Ωkij =
1
2
BkpRpiνj − 1
2
BkpApi;j, (3.24)
where ν here denotes the outward pointing normal direction over e, and the subscript “;”
here denotes covariant differentiation with respect to the intrinsic metric of Σ.
Proof: Observe that if Ωˆ denotes the relative Christoffel symbol of ∇A with respect to ∇,
then Ωˆ = −Ω. Thus, by the Koszul formula,
Ωkij = −Ωˆkij = −
1
2
Bkp(Api;j + Apj;i − Aij;p),
so that, by (3.12),
Ωˆkij = −
1
2
Bkp(Api;j +Rijνp −Rpjνi)
= −1
2
Bkp(Api;j +Rijνp +Rjpνi).
The result now follows by the first Bianchi identity. 
Let RA, RicA and ScalA denote respectively the Riemann curvature tensor, the Ricci
curvature tensor and the scalar curvature of the metric gA, using the convention indicated
at the beginning of this section.
Lemma 3.6.2
Suppose that Det(A) = f2, where f : M →]0,∞[ is a smooth, positive function. There
exists a 1-form, α, over Σ such that, for all λ > 0,
ScalA ≥ 1
d
BikRicik +∇A · α− (1 + λ)
f2d(d− 1)‖Df‖
2
A −
(1 + dλ−1)
4d(d− 1) ‖R··ν·‖
2
A, (3.25)
where ∇A· here denotes the divergence operator of ∇A, and
‖Df‖2A := Bijf;if;j, and
‖R··ν·‖2A := BipBjqBkrRijνkRpqνr.
Proof: Recall that we use the subscript “;” to denote covariant differentiation with respect
to ∇. In what follows, we will use the subscript “,” to denote covariant differentiation with
respect to ∇A. The Riemann curvature tensors of g and gA are related by
Rijk
l = RAijk
l +Ωljk,i − Ωlik,j + ΩlimΩmjk − ΩljmΩmik.
Contracting this relation yields
BikRicik = Scal
A +
1
d(d− 1)B
ik
(
Ωppk,i − Ωpik,p +ΩpiqΩqpk − ΩppqΩqik
)
.
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We now show that the first and second terms in parentheses on the right hand side combine
to yield an exact form. First, differentiating the relation Det(A) = f2 yields
BijAij;k =
2
f
f;k, (3.26)
so that, by (3.24),
Ωppk =
1
2
Bpq(Rqpνk −Aqp;k) = − 1
f
f;k = − 1
f
f,k. (3.27)
Likewise, bearing in mind (3.12),
BikΩpik =
1
2
BikBpq(Rqiνk − Aqi;k)
= −1
2
BikBpq(Aki;q +Rkqνi +Riqνk)
= − 1
f
Bpqf;q −BikBpqRiqνk. (3.28)
Thus, denoting
αm :=
1
d(d− 1)B
ikBmnRinνk.
We have,
BmkΩppk −BikΩmik = d(d− 1)αm,
and taking the divergence yields,
BikΩppk,i −BikΩpik,p = d(d− 1)∇A · α,
as asserted.
We now consider the last two terms in parentheses on the right hand side. First,
(3.27) and (3.28) together yield
BikΩppqΩ
q
ik =
1
f2
Bqrf,q(f,r + fd(d− 1)Arsαs),
=
1
f
‖Df‖2A +
d(d− 1)
f
f,pα
p.
Likewise, using (3.12) again,
BikΩpiqΩ
q
pk = B
ikΩpprΩ
q
pk
=
1
4
BikBprBqs(Arq;i −Rrqνi)(Asp;k −Rspνk)
=
1
4
BipBjqBkr(Aij;k −Rijνk)(Apq;r +Rpqνr)
=
1
4
‖∇A‖2A −
1
4
‖R··ν·‖2A.
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Combining these terms yields
ScalA =
1
d
BikRicik +∇A · α + 1
4d(d− 1)‖∇A‖
2
A
− 1
4d(d− 1)‖R··ν·‖
2
A −
1
f
f,pα
p − 1
f2d(d− 1)‖Df‖
2
A.
However, using the Cauchy-Schwarz inequality, we obtain
‖α‖2A = Aijαiαj
=
1
d2(d− 1)2B
ijBmnBpqRmiνnRpjνq
≤ 1
d(d− 1)2B
ijBmnBpqRmiνpRnjνq
=
1
d(d− 1)2 ‖R··ν·‖
2
A,
and applying the Cauchy-Schwarz inequality a second time, we obtain
‖f,pαp‖ ≤ d(d− 1)λ
−1
4λ
‖α‖2A +
λ
f2d(d− 1)‖Df‖
2
A
=
dλ−1
4d(d− 1)‖R··ν·‖
2
A +
λ
f2d(d− 1)‖Df‖
2
A,
and the result follows. 
We now restrict attention to the 2 dimensional case.
Lemma 3.6.3
Suppose that d = 2 and that Det(A) = f2, where f : M →]0,∞[ is a smooth, positive
function. Then, for all λ :M →]0,∞[,
∫
Σ
(
1 +
σMin
f2
− (1 + λ)‖Df‖
2
f4
− (1 + 2λ
−1)‖Ric0‖2o
2f4
)
fHdVol ≤ 4π. (3.29)
Proof: When d = 2, (3.25) yields, for all λ > 0,
1
2
BikRicik − (1 + λ)
2f2
‖Df‖2A −
(1 + 2λ−1)
8
‖R··ν·‖2A ≤ ScalA −∇A · α.
However, since Σ is 2-dimensional,
Ricik = Scalδik,
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so that
BikRicik =
(
1
λ1
+
1
λ2
)
Scal
=
2H
f2
Scal
≥ 2H + 2HσMin
f2
.
Next,
‖Df‖2A =
1
λ1
f21 +
1
λ2
f22 ,
≤ 2H
f2
‖Df‖2.
Likewise,
‖R··ν·‖2A =
2
λ1λ2
(
1
λ1
R
2
12ν1 +
1
λ2
R
2
21ν2
)
=
2
f2
(
1
λ1
Ric
2
2ν +
1
λ2
Ric
2
1ν
)
≤ 4H
f4
‖Ric0‖2o.
Thus, (
1 +
σMin
f2
− (1 + λ)‖Df‖
2
f4
− (1 + 2λ
−1)‖Ric0‖2o
2f4
)
H ≤ ScalA −∇A · α.
The result now follows by multiplying by dVolA = fdVol and applying both the Gauss-
Bonnet theorem and the divergence theorem. 
Lemma 3.6.4
For all f ∈ O, there exists B > 0 such that if ([e], f) ∈ Z, then∫
Σ
HdVol ≤ B.
Furthermore, B can be chosen to vary continuously with f .
Proof: It suffices to show that for all such f , there exists a positive function λ :M →]0,∞[
such that the coefficient of fH in the integral on the left-hand side of (3.29) is strictly
positive at every point. However, consider the function,
P (λ, x) := λ2‖Df(x)‖2 + ‖Ric0(x)‖2o
−
(
f(x)4 + f(x)2σMin(x)− ‖Df(x)‖2 − 1
2
‖Ric0(x)‖2o
)
λ.
The condition on f ensures that this polynomial in λ has two positive roots at every point,
x, of M , and the result follows. 
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Lemma 3.6.5
For all f ∈ O, there exists D > 0 such that if ([e], f) ∈ Z, then
Diam([e]) ≤ D.
Furthermore, B can be chosen to vary continuously with f .
Proof: Indeed, since f ∈ O, there exists ǫ > 0 such that
Scal ≥ σMin + f2 > ǫ,
and the result follows by the Bonnet-Myers theorem. 
Lemma 3.6.6
When d = 2, the projection Π : Z → O is a proper map.
Proof: Indeed, this follows immediately from Lemmas 3.6.4 and 3.6.5 and Theorem 2.7 of
[13]. 
Theorem 3.6.7
Let M be a compact, oriented 3-dimensional manifold. Then, for generic f ∈ O, the
algebraic number of LSC immersed spheres in M of extrinsic curvature prescribed by f is
equal to 0.
Remark: Theorem 1.3.5 now follows via the discussion of Section 2.10.
Proof: Indeed, by Lemma 3.6.6, the degree theory of Section 2 applies. It thus remains
to calculate the degree. To this end, let f ∈ C∞(M) be a function of Morse type, and
for t > 0, denote ft := t(1 + t
−2f). For sufficiently large t, ft ∈ O. Furthermore, for
sufficiently large t, if ([e], ft) is an element of Z, then the scalar curvature of e∗g satisfies
Scal ≥ t
2
2
at every point of Σ, so that, by the Bonnet-Myers theorem,
Diam([e]) ≤
√
2π
t
.
It follows as in Section 3.3 that for sufficiently large t, ft is a regular value of Π, and the
only elements of Π−1({ft}) are those in the image of the canonical map, Yt, constructed
by Ye. In particular,
Deg(Π) = −χ(M),
as desired. 
Finally, as outlined in Section 2.10, Theorem 2.9.3 is also valid for generic metrics, given
a fixed prescribing function. In particular, we obtain the following alternative version of
Theorem 3.6.7.
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Theorem 3.6.8
Let M be a compact, oriented, 3-dimensional manifold. For a generic riemannian metric
g over M , and for all k such that
k >
1
2
(√
σ2Min + ‖Ric0‖2o − σMin
)
,
the algebraic number of LSC immersed spheres in M of constant extrinsic curvature equal
to k is itself equal to 0.
A - Weakly smooth maps.
Different types of manifolds are determined using categories. Indeed, consider a cat-
egory whose objects are open subsets of some vector space and whose morphisms are
continuous maps. For example, the objects could be open subsets of Rd, for some fixed
d, and the morphisms could be smooth maps. Alternatively, the objects could be open
subsets of C, and the morphisms could be holomorphic maps. A manifold in this category
is defined to be a Hausdorff topological space, X , furnished with an atlas whose charts
are objects of this category and whose transition maps are morphisms. For example, the
first category described above defines smooth, d-dimensional manifolds, whilst the second
defines Riemann surfaces. In finite dimensions, it is usual to assume in addition that X
is second countable. However, this is not always necessary, as in the case of Riemann
surfaces, for example, and in infinite dimensions, it is not always viable.
Consider a compact, finite dimensional manifold, X . Let WS(X) denote the category
whose objects are open subsets of C∞(X) and whose morphisms are weakly smooth maps
(c.f. Section 2.1). A weakly smooth manifold modelled on C∞(X) is then defined to
be a manifold in WS(X). In particular, by taking X to be a zero dimensional manifold
consisting of a finite number of points, we see that all finite dimensional, smooth manifolds
belong to this class.
The remainder of this appendix is devoted to reviewing the basic properties of weakly
smooth manifolds. Broadly speaking, the differential geometry of manifolds rests on two
principles. The first is the possibility of constructing tangent bundles and of differentiating
smooth maps, and the second is the inverse function theorem. We will show that although
the weakly smooth category does not have an inverse function theorem, it nonetheless
possesses all the requisite properties for the construction of tangent bundles and the dif-
ferentiation of smooth maps.
We first review how derivatives are defined in WS(X). First, consider a compact,
finite dimensional manifold, M , and a strongly smooth map, α : M → C∞(X). Recall
that the smooth map, α˜ :M ×X → R, is given by
α˜(p, x) := α(p)(x).
For any p ∈M , the derivative of α at p is given by
Dα(p) · ξx := ∂rα˜(c(r), ·)|r=0,
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where ξx is a tangent vector to M at x and c :] − ǫ, ǫ[→ M is a smooth curve such
that ∂rc(0) = ξx. Consider next an open subset, U , of C∞(X), another compact, finite
dimensional manifold, X ′, and a weakly smooth map, Φ : U → C∞(X ′). Given f ∈ U , and
g ∈ C∞(X), which we consider as a tangent vector to U at f , define the strongly smooth
map, α :]− ǫ, ǫ[→ U , by α(r) := f + rg. Since Φ is weakly smooth, the map β := Φ ◦ α is
also strongly smooth, and the derivative of Φ at f in the direction of g is defined by
DΦ(f) · g := Dβ(0) · ∂r.
It follows in the usual manner from the definition that DΦ(f) maps C∞(X) linearly
into C∞(X ′). The chain rule, however, is more subtle. There are two cases to be consid-
ered.
Lemma A.0.1, Chain rule I
Given a compact, finite dimensional manifold,M , and a strongly smooth map F :M → U ,
the derivative of Φ ◦ F at any point, p ∈M , satisfies
D(Φ ◦ F )(p) = DΦ(f) ◦DF (p),
where f := F (p).
Proof: Let ξp be a tangent vector to M at p. Let c :]− ǫ, ǫ[→M be a smooth curve such
that ∂rc(0) = ξp. Define the strongly smooth map, α1 :]− ǫ, ǫ[→ C∞(X), by α1 := F ◦ c.
Let g := Dα1(0) · ∂r and define the strongly smooth map, α2 :] − ǫ, ǫ[→ C∞(X), by
α2(r) := f + rg. There exists a smooth function, h˜ :]− ǫ, ǫ[×X → R, such that
α˜2(r, x) = α˜1(r, x) + r
2h˜(r, x).
Define the strongly smooth map, α :]− ǫ, ǫ[×]− ǫ2, ǫ2[→ C∞(X), by
α(s, t) := α1(s) + th(s),
where h :] − ǫ, ǫ[→ C∞(X) is the strongly smooth map given by h(r) := h˜(r, ·). In
particular, α1(r) = α(r, 0) and α2(r) = α(r, r
2). Since Φ is weakly smooth, the maps
β := Φ ◦ α, β1 := Φ ◦ α1 and β2 := Φ ◦ α2 are all also strongly smooth. Furthermore,
β1(r) = β(r, 0) and β2(r) = β(r, r
2). However, by definition, DΦ(f) · g = Dβ2(0) · ∂r, and
so
DΦ(f) · g = Dβ(0) · ∂s
= Dβ1(0) · ∂r
= D(Φ ◦ F )(p) · ξp,
and since g = DF (p) · ξp, the result follows. 
Consider now an open subset, V, of C∞(X ′), another compact, finite dimensional manifold,
X ′′, and a weakly smooth map, Ψ : V → C∞(X ′′).
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Lemma A.0.2, Chain rule II
If Φ(U) ⊆ V, then the derivative of Ψ ◦ Φ at any point, f ∈ U , satisfies,
D(Ψ ◦ Φ)(f) = DΨ(f ′) ◦DΦ(f),
where f ′ := Φ(f).
Proof: Let g be an element of C∞(X), which we consider as a tangent vector to U at f .
Denote h := DΦ(f) ·g. Define the strongly smooth map, α :]− ǫ, ǫ[→ U , by α(r) := f +rg.
Since Φ is weakly smooth, the map, β := Φ◦α, is also strongly smooth. Now by definition,
D(Ψ ◦ Φ)(f) · g = D(Ψ ◦ Φ ◦ α)(0) · ∂r = D(Ψ ◦ β)(0) · ∂r,
and
h = DΦ(f) · g = Dβ(0) · ∂r.
However, by Lemma A.0.1,
D(Ψ ◦ β)(0) · ∂r = (DΨ(f ′) ◦Dβ(0)) · ∂r = DΨ(f ′) · h,
and the result follows upon combining these relations. 
These results allow us to construct the tangent bundle of any weakly smooth manifold
modelled on C∞(X). Indeed, given an open subset, U , of C∞(X), define T U := U ×
C∞(X), and given another open subset, V, of C∞(X) and a weakly smooth map, Φ : U →
V, define T Φ : T U → T V by
T Φ(f, g) := (Φ(f), DΦ(f) · g).
Trivially, T Id = Id. Furthermore,
Lemma A.0.3
For all weakly smooth maps, Φ : U → V and Ψ : V → W, we have
T (Ψ ◦ Φ) = T Ψ ◦ T Φ.
Proof: Indeed, using Lemma A.0.2, for all (f, g) ∈ T U ,
T (Ψ ◦ Φ)(f, g) = ((Ψ ◦ Φ)(f), D(Ψ ◦ Φ)(f) · g)
= (Ψ(Φ(f)), DΨ(Φ(f)) ·DΦ(f) · g)
= T Ψ(Φ(f), DΦ(f) · g)
= (T Ψ ◦ T Φ)(f, g),
as desired. 
Finally, observing that C∞(X)× C∞(X) = C∞(X ⊔X), we have
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Lemma A.0.4
For any weakly smooth map, Φ : U → V, T Φ defines a weakly smooth map from T U into
T V.
Proof: Let M be a compact, finite dimensional manifold and let α := (α1, α2) :M → T U
be a strongly smooth map. Define the strongly smooth map, β :] − ǫ, ǫ[×M → U by
β(t, p) := α1(p) + tα2(p). Since Φ is weakly smooth, γ := Φ ◦ β is also strongly smooth.
Now define the strongly smooth maps, δ1, δ2 :M → C∞(X), such that
δ˜1(p, x) = γ˜(0, p, x), and
δ˜2(p, x) = ∂tγ˜(0, p, x).
In particular, δ := (δ1, δ2) is also strongly smooth. However, by definition, δ = T Φ ◦ α.
Since α is arbitrary, and since, in addition, δ varies continuously with α, it now follows
that T Φ is weakly smooth, as desired. 
Given another compact, finite dimensional manifold, Y , we now introduce the category
BWS(X, Y ) as follows. Its objects are triplets of the form (U ,U × C∞(Y ),Π), where U
is an open subset of C∞(X), and Π : U × C∞(Y ) → U is the canonical projection. Its
morphisms are pairs of the form (Φ,Ψ), where Φ : U → V and Ψ : U×C∞(Y )→ V×C∞(Y )
are weakly smooth maps such that Φ ◦ Π = Π ◦ Ψ and Ψ is linear over each fibre. We
leave the reader to review how this category serves to define weakly smooth vector bundles
over weakly smooth manifolds in the same way that the category WS(X) serves to define
weakly smooth manifolds.
The above lemmas show that the operator, T , defines a functor from WS(X) into
BWS(X,X). From this, it immediately follows that every weakly smooth manifold, M,
modelled on C∞(X) has a well defined tangent bundle, whose typical fibre is C∞(X),
and whose total space is a weakly smooth manifold modelled on C∞(X) × C∞(X) =
C∞(X⊔X). Furthermore, every weakly smooth map, Φ :M→N , between weakly smooth
manifolds, has a well defined derivative, T Φ : TM→ T N , which defines a weakly smooth
map from the total space of TM into the total space of T N whose restriction to every
fibre is linear. In summary, weakly smooth manifolds possess all the requisite properties
for weakly smooth maps between them to be studied in terms of their derivatives.
B - Prime immersions.
Consider a smooth, simply connected, d-dimensional manifold, Σ˜. Let Γ by a group
of diffeomorphisms acting on Σ˜ properly discontinuously and cocompactly. Let i : Σ˜→M
be a Γ-invariant immersion, and suppose that i is prime in the sense that if α : Σ˜ → Σ˜ is
a smooth diffeomorphism such that i = i ◦ α, then α ∈ Γ.
Lemma B.0.1
If α : Σ˜→ Σ˜ is a continuous map such that i = i ◦ α, then α is a smooth diffeomorphism.
Proof: Furnish Σ˜ with the metric induced by i. In particular, this makes α into a local
isometry. Furthermore, since Γ is cocompact, Σ˜ is complete, and so α is a covering map.
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Finally, since Σ˜ is simply connected, it follows that α is a smooth diffeomorphism, and this
completes the proof. 
Consider the Cartesian product, Σ˜×]−ǫ, ǫ[ and let π : Σ˜×]−ǫ, ǫ[→ Σ˜ be the projection
onto the first factor. As in Section 2.1, define E : Σ˜×]− ǫ, ǫ[→M by
E(x, t) := Expi(x)(tNi(x)),
where Exp is the exponential map of M and Ni : Σ˜→ TM is the unit, normal vector field
over i which is compatible with the orientation. By compactness, we may choose ǫ such
that E is an immersion. Let C∞Γ (Σ˜) denote the space of smooth, Γ-invariant functions over
Σ, and for f ∈ C∞Γ (Σ˜), define fˆ(x) := E(x, f(x)). Observe that for ‖f‖L∞ < ǫ, fˆ is also
an immersion. We now prove that prime immersions are C0-stable in the following sense.
Theorem B.0.2
There exists 0 < ǫ′ < ǫ such that if ‖f‖L∞ < ǫ′, then fˆ is a prime immersion.
Upon reducing ǫ further if necessary, we may suppose that for all p ∈ Σ˜, the restriction
of E to Bǫ(p)×]− ǫ, ǫ[ is a diffeomorphism onto its image, and we denote the inverse of this
restriction by E−1p .
Lemma B.0.3
If f ∈ C∞Γ (Σ˜) and α : Σ˜→ Σ˜ are such that ‖f‖L∞ < ǫ and fˆ = fˆ ◦α, and if d(α(p), p) < ǫ
for some point, p ∈ Σ˜, then α = Id.
Proof: If α(p) ∈ Bǫ(p), then
α(p) = (π ◦ E−1p ◦ E)(α(p), f(α(p)))
= (π ◦ E−1p ◦ fˆ ◦ α)(p)
= (π ◦ E−1p ◦ fˆ)(p)
= (π ◦ E−1p )(p, f(p))
= p.
That is, if d(α(p), p) < ǫ, then d(α(p), p) = 0. In particular, if U ⊆ Σ˜ is the set of all
points, p, of Σ such that d(α(p), p) < ǫ, then U is both open and closed, and the result
now follows by connectedness. 
By compactness, there exists 0 < δ < ǫ such that for all p ∈ Σ˜,
Bδ(i(p)) ⊆ E(Bǫ(p)×]− ǫ, ǫ[).
In particular, E−1p is well defined over Bδ(i(p)).
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Lemma B.0.4
If f ∈ C∞Γ (Σ˜) and α : Σ˜ → Σ˜ are such that fˆ = fˆ ◦ α and if ‖f‖L∞ < δ/4, then, for all
p ∈ Σ˜ and for all q ∈ Bδ/4(p),
α(q) = (π ◦ E−1α(p) ◦ fˆ)(q).
Proof: For all q ∈ Bδ/4(p),
d(fˆ(q), i(α(p)) ≤ d(fˆ(q), i(q)) + d(i(q), i(p)) + d(i(p), fˆ(p)) + d(fˆ(p), i(α(p))) < δ,
so that E−1α(p) is well defined over fˆ(Bδ/4(p)). Now let U ⊆ Bδ/4(p) be the set of all
points such that α(q) = (π ◦ E−1α(p) ◦ fˆ)(q). Since this set contains p, it is non-empty. By
continuity, it is relatively closed. To see that it is open, fix q ∈ U . For sufficiently small
η > 0, α(Bη(q)) ⊆ Bǫ(α(p)), and so, for r ∈ Bη(q)),
α(r) = (π ◦ E−1α(p) ◦ E)(α(r), f(α(r))
= (π ◦ E−1α(p) ◦ fˆ ◦ α)(r)
= (π ◦ E−1α(p) ◦ fˆ)(r),
as desired. We conclude that U = Bδ/4(p), and this completes the proof. 
Lemma B.0.5
Let (fm) ∈ C∞Γ (Σ˜) be a sequence converging to 0 in the C0 sense, and let (αm) : Σ˜ → Σ˜
be a sequence of continuous maps. If αm : Σ˜→ Σ˜ such that fˆm = fˆm ◦ αm for all m, then
the sequence (αm) is equicontinuous.
Proof: Indeed, we may suppose that ‖fm‖L∞ < δ/4 for all m. By Lemma B.0.4, for all
p ∈ Σ˜ and for all q ∈ Bδ/4(p),
αm(q) = (π ◦ E−1αm(p) ◦ fˆm)(q).
However, by cocompactness, the family (π ◦ E−1r )r∈Σ˜ is equicontinuous. Furthermore,
since (fm) converges to 0 in the C
0 sense, the family (fˆm) is also equicontinous. Since
composition preserves equicontinuity, the result follows. 
Proof of Theorem B.0.2: Suppose the contrary. There exists a sequence (fm) ∈ C∞Γ (Σ˜)
converging to 0 in the C0 sense, and a sequence (αm) ∈ Diff(Σ˜)\Γ such that fˆm = fˆm ◦αm
for all m. Fix an element, p, of Σ˜. By cocompactness, there exists a sequence, (γm) ∈ Γ,
such that the sequence of points, (γm ◦ αm(p)), is contained in some compact subset of
Σ˜. It follows by Lemma B.0.5 and the Arzela-Ascoli Theorem, that, upon extracting
the subsequence if necessary, (γm ◦ αm) converges to some continuous function, α∞, say.
However, taking limits yields i ◦ α∞ = i, so that, by Lemma B.0.1, α∞ is a smooth
diffeomorphism. Thus, since i is prime, α∞ ∈ Γ, and we may suppose that α∞ = Id. In
particular, for sufficiently large m, d(γm ◦ αm(p), p) < ǫ for all p ∈ Σ˜, so that, by Lemma
B.0.3, γm ◦ αm = Id. It follows that αm ∈ Γ for all sufficiently large m, which is absurd.
This completes the proof. 
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