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Abstract
In this paper, we study the scattering theory of a class of continuum Schro¨dinger
operators with random sparse potentials. The existence and completeness of wave op-
erators are proven by establishing the uniform boundedness of modified free resolvents
and modified perturbed resolvents, and by invoking a previous result on the absence
of absolutely continuous spectrum below zero.
Keywords. Schro¨dinger operator, random sparse potential, wave operator, complete-
ness.
2010 Mathematics Subject Classification. Primary 47A40; Secondary 47A10,
81Q10.
1 Introduction
Absolutely continuous (a.c.) spectrum is one of the main topics of the theory of Schro¨dinger
operators with random potentials. While it is very hard to prove the existence of a.c.
spectrum for Schro¨dinger operators on L2(Rd) or ℓ2(Zd) with stationary random potentials
(see e.g. [25]), many Schro¨dinger operators with non-stationary random potentials have
been proven to exhibit a.c. spectrum (see e.g. [4, 5, 14, 17]). Moreover, since the work of
Krishna [15], wave operators have been established for decaying random potentials (see e.g.
[1, 2, 15, 16, 23]) and random sparse potentials (see e.g. [6, 8, 11, 13, 18, 21]).
In the present paper, we study the existence and completeness of wave operators of a
class of continuum Schro¨dinger operators with random sparse potentials, that is,
Hω = H0 + Vω on L
2(Rd), (1.1)
where H0 = −∆ is the negative Laplacian and Vω is the random sparse potential of the
form
∑
i∈Zd qi(ω)ξi(ω)u(· − i) satisfying the following assumptions
(H1) {ξi}i∈Zd are independent {0, 1}Bernoulli variables on some probability space (Ω,B,P,E).
Let pi = P{ω ∈ Ω|ξi(ω) = 1} = E{ξi} and suppose that
pi ∼ (1 + |i|)−α, d+ 1
2
< α ≤ d.
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Here and in the sequel, pi ∼ (1 + |i|)−α means there are universal constants c, C > 0
such that c(1+|i|)α ≤ pi ≤ C(1+|i|)α for all i ∈ Zd.
(H2) {qi}i∈Zd are i.i.d nonnegative random variables on (Ω,B,P,E) with finite mean, i.e.,
E{qi} <∞, and are independent from {ξi}i∈Zd . Also, we assume that for a.e. ω ∈ Ω,
supi∈Zd qi(ω) <∞.
(H3) u : Rd → R is a non-trivial, bounded and nonpositive function with support contained
in C0 := (− 12 , 12 )d.
Spectral and dynamical aspects of the model (1.1) have been studied. In [8], Hundert-
mark and Kirsch proved the coexistence of wave operators and essential spectrum below zero
if pi ∼ (1 + |i|)−α with 2 < α ≤ d (while α > 2 ensures the existence of wave operator via
Cook’s method, α ≤ d guarantees the existence of essential spectrum below zero). Clearly,
this can be arranged for any dimension d ≥ 3 but not for d = 1 or d = 2. Under additional
assumptions, say pi ∼ (1 + |i|)−α with α > d2 , a Klaus-type theorem for the essential spec-
trum was also established. Later, Boutet de Monvel, Stollmann and Stolz proved in [3] the
absence of a.c. spectrum below zero if pi ∼ (1 + |i|)−α with α > d− 1. This result, recalled
in Proposition A.1, will enable us to prove the completeness of wave operators.
We point out that for Schro¨dinger operators with random sparse potentials, completeness
of wave operators are only known in the discrete case so far (see [11, 21]). Their proofs are
based on the Jaksˇic´-Last criterion of completeness (see [10]), which is true only for discrete
models.
Consider the Schro¨dinger operator Hω in (1.1) with assumptions (H1), (H2) and (H3).
To apply the smooth method of Kato (see e.g. [12, 22, 26]), by writing Hω − H0 =
−√−Vω
√−Vω, we need to show the localH0-smoothness and localHω-smoothness of
√−Vω.
To do so, we define for λ > 0 and ǫ > 0 the modified free resolvent
Fω(λ+ iǫ) = −
√
−Vω(H0 − λ− iǫ)−1
√
−Vω
and the modified perturbed resolvent
Pω(λ+ iǫ) = −
√
−Vω(Hω − λ− iǫ)−1
√
−Vω.
According to [22, Theorem XIII.30], the uniform boundedness of Fω and Pω lead to the
local smoothness. Considering this, we now state the first main result of the paper.
Theorem 1.1. Let d ≥ 2. Suppose (H1), (H2) and (H3). Then, for a.e. ω ∈ Ω, the
following statements hold:
(i) for any 0 < a < b <∞, we have
sup
λ∈[a,b],ǫ∈(0,1]
‖Fω(λ+ iǫ)‖L (L2(Rd)) <∞ and
sup
λ∈[a,b],ǫ∈(0,1]
‖Pω(λ+ iǫ)‖L (L2(Rd)) <∞,
where L (L2(Rd)) is the space of bounded linear operators on L2(Rd);
(ii) the wave operators Ω±(Hω , H0) = s- limt→±∞ eiHωte−iH0t exist and are complete. In
particular, σac(Hω) = [0,∞).
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As opposed to the results obtained by Hundertmark and Kirsch in [8], completeness of
wave operators is established here at a price of making the decay rate α larger (with the
same value in dimension d = 3). But, in the present of essential spectrum below zero (i.e.,
α ≤ d), our results also hold in dimension d = 2, which are previously unknown even for
the existence of wave operators.
With the decay rate α satisfying d+12 < α ≤ d, the Klaus-type theorem established
in [8] is as follows: for a.e. ω ∈ Ω, the essential spectrum below zero of Hω is given by
∪λ∈supp(P0)E(λ), where P0 is the common distribution of {qi}i∈Zd and E(λ) is the set of all
eigenvalues of H0 + λu. Obviously, the set ∪λ∈supp(P0)E(λ) could be very complicated, but
this does not prevent us from proving the completeness of wave operators due to the result
of Boutet de Monvel, Stollmann and Stolz (see [3]) as mentioned before. This situation is
quite different from that of deterministic sparse potentials of the form
∑∞
i=1 un(· − xn) as
studied in [24]. For deterministic sparse potentials, except for the Klaus-type theorem, no
more precise description of the essential spectrum below zero is available so far in general,
and hence, a.c. spectrum below zero can not be excluded, which disables the proof of
completeness of wave operators.
Finally, we genrealize Theorem 1.1. Consider the model
H˜ω = H0 + V˜ω = H0 +
∑
i∈Zd
ωiui
under the assumptions
(H4) {ωi}i∈Zd are independent random variables on some probability space (Ω,B,P,E).
Suppose for a.e. ω ∈ Ω, supi∈Zd |ωi| <∞ and
pi = E{|ωi|} ∼ (1 + |i|)−α, α > d+ 1
2
.
(H5) {ui}i∈Rd are real-valued functions satisfying supi∈Zd ‖ui‖∞ <∞ and supp(ui) ⊂ i+B
for all i ∈ Zd, where B ⊂ Rd is an open ball containing 0.
(H6) There are m < 0 < M such that P{ω ∈ Ω|ωi ∈ [m,M ]} = 1 for all i ∈ Zd and for all
ǫ > 0,
P{ω ∈ Ω||ωi| ≥ ǫ} ∼ (1 + |i|)−α, α > d− 1.
Then,
Theorem 1.2. Let d ≥ 2. Suppose (H4) and (H5). Then,
(i) for a.e. ω ∈ Ω, there exist the strong limits
Ω±(H˜ω , H0; I) = s- lim
t→±∞
eiH˜ωte−iH0tχI(H0),
Ω±(H0, H˜ω; I) = s- lim
t→±∞
eiH0te−iH˜ωtχI(H˜0)
for any interval I ⊂ (0,∞). In particular, for a.e. ω ∈ Ω, there exist the wave
operators Ω±(H˜ω , H0) and the strong limits
s- lim
t→±∞
eiH0te−iH˜ωtPac(H˜ω)χ[0,∞)(H˜ω),
where Pac(H˜ω) is the projection onto the a.c. subspace of H˜ω.
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(ii) assume, in addition, (H6), then the wave operators Ω±(H˜ω, H0) exist and are complete.
The rest of the paper is organized as follows. Section 2 is the main part of the paper. In
Subsection 2.1, we prove the uniform boundedness of modified free resolvents. In Subsection
2.2, we show the the uniform boundedness of modified perturbed resolvents. In Subsection
3.1, we prove Theorem 1.1. In Subsection 3.2, we prove Theorem 1.2.
Throughout the paper, we use the following notations: for two nonnegative numbers a
and b, by writing a . b we mean there’s some C > 0 such that a ≤ Cb; .c1,c2,... is used to
show the dependence on c1, c2, . . . ; a ∼ b means a . b and b . a; ∼c1,c2,... is used to show
the dependence on c1, c2, . . . ; χB is the characteristic function of B ⊂ Rd; the norm and the
inner product on L2 = L2(Rd) are denoted by ‖ · ‖ and 〈·, ·〉; for two Banach spaces X and
Y , we denote by L (X,Y ) the space of all bounded linear operators from X to Y and the
norm on L (X,Y ) is denoted by ‖ · ‖ = ‖ · ‖L (X,Y ); if X = Y , we write L (X) = L (X,Y ).
2 Uniform boundedness of modified resolvents
For z ∈ C\R, we set R0(z) = (H0 − z)−1 and Rω (z) = (Hω − z)−1, the free resolvent and
the perturbed resolvent. It is well-known (see e.g. [7, page 288]) that R0(z) is an integral
operator with an explicit integral kernel
kz(x, y) = kz(|x− y|) = cd
( √
z
|x− y|
)(d−2)/2
K(d−2)/2(−i
√
z|x− y|), (2.1)
where cd is a constant depends only on d,
√
z satisfies ℑ√z > 0 and K• is the Bessel
potential.
We modify both the free resolvent R0(z) and the perturbed resolvent Rω(z) by defining
the following operators: for z ∈ C\R,
Fω(z) = −
√
−VωR0(z)
√
−Vω,
Pω(z) = −
√
−VωRω(z)
√
−Vω.
By the resolvent identity Rω(z)−R0(z) = −Rω(z)VωR0(z), we check
Pω(z)(1 + Fω(z)) = Fω(z).
Therefore, Theorem 1.1(i) may be established if enough information about Fω(z) can be
acquired.
In the sequel, we fix 0 < a < b <∞ and set
S =
{
z = λ+ iǫ ∈ C+
∣∣∣λ ∈ [a, b] and ǫ ∈ (0, 1]},
S =
{
z = λ+ iǫ ∈ C+
∣∣∣λ ∈ [a, b] and ǫ ∈ [0, 1]}.
In the following two subsections, we prove for z ∈ S the uniform boundedness of Fω(z) and
of (1 + Fω(z))
−1, which then allows us to establish the uniform boundedness of Pω(z).
In the rest of this section, (H1), (H2) and (H3) are assumed.
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2.1 Uniform boundedness of Fω(z)
Note Fω(z) is an integral operator with integral kernel
kFω(z)(x, y) = −
√
−Vω(x)kz(x, y)
√
−Vω(y), (2.2)
where kz(x, y) is the integral kernel of R0(z) given in (2.1). For λ ∈ [a, b] we set
kλ+i0(x, y) = lim
z∈S,z→λ
kz(x, y).
Then, we define Fω(λ + i0) to be the integral operator with integral kernel
kFω(λ+i0)(x, y) = −
√
−Vω(x)kλ+i0(x, y)
√
−Vω(y). (2.3)
We recall the following property of kz(x, y) (see e.g. [9, page 418]), which comes from
the standard estimates of Bessel potentials.
Lemma 2.1. There’s a constant C = C(a, b, δ) such that for any z ∈ S
|kz(x, y)| = |kz(|x− y|)| ≤


C ln
(
2|x− y|−1), if |x− y| ≤ δ and d = 2,
C|x− y|−(d−2), if |x− y| ≤ δ and d ≥ 3,
C|x− y|−(d−1)/2, if |x− y| > δ and d ≥ 2.
We now prove the uniform boundedness of Fω(z) for z ∈ S.
Theorem 2.2. For a.e. ω ∈ Ω, Fω(z) is uniformly bounded on S, that is,
sup
z∈S
‖Fω(z)‖ <∞.
Proof. Since supp(u) ⊂ C0, for ω ∈ Ω, we have the diagonal and off-diagonal decomposition
Fω(z) = Iω,z + IIω,z , (2.4)
where Iω,z and IIω,z are integral operators with integral kernels
Iω,z(x, y) = −
∑
i∈Zd
qi(ω)ξi(ω)
√
−u(x− i)kz(x, y)
√
−u(y − i) and
IIω,z(x, y) = −
∑
i6=j
√
qi(ω)
√
qj(ω)
√
ξi(ω)
√
ξj(ω)
√
−u(x− i)kz(x, y)
√
−u(y − j),
(2.5)
respectively.
For Iω,z, we claim that
sup
z∈S
‖Iω,z‖ <∞ for a.e. ω ∈ Ω. (2.6)
By (H2), there is a measurable set Ω1 of full probability such that
sup
i∈Zd
qi(ω) <∞ for all ω ∈ Ω1. (2.7)
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Since for i ∈ Zd, ξi is 0-1 Bernoulli distributed, there is a measurable set Ωi of full probability
such that ξi(ω) = 0 or 1 for all ω ∈ Ωi. Setting Ω2 = ∩i∈ZdΩi, we have P{Ω2} = 1 and
sup
i∈Zd
ξi(ω) ≤ 1 for all ω ∈ Ω2. (2.8)
The claim (2.6) then follows if we show that
sup
z∈S
‖Iω,z‖ <∞ for all ω ∈ Ω1 ∩ Ω2. (2.9)
To show (2.9), we fix any ω ∈ Ω1 ∩ Ω2. Considering Lemma 2.1, we distinguish between
d = 2 and d ≥ 3. If d ≥ 3, we obtain from Lemma 2.1, the boundedness of u, (2.7) and
(2.8) that for any φ, ψ ∈ L2
|〈φ, Iω,zψ〉| .
∑
i∈Zd
∫∫
Ci×Ci
|φ(x)||ψ(y)|
|x− y|d−2 dxdy
≤
∑
i∈Zd
(∫∫
Ci×Ci
|φ(x)|2
|x− y|d−2 dxdy
)1/2(∫∫
Ci×Ci
|ψ(x)|2
|x− y|d−2dxdy
)1/2
,
where Ci = i+ C0 for i ∈ Zd. Using the inequality χCi(x)χCi(y) ≤ χCi−Ci(x− y), we find∫∫
Ci×Ci
|φ(x)|2
|x− y|d−2dxdy =
∫∫
Rd×Rd
|χCi(x)φ(x)|2
χCi(x)χCi(y)
|x− y|d−2 dxdy
≤
∫∫
Rd×Rd
|χCi(x)φ(x)|2
χCi−Ci(x− y)
|x− y|d−2 dxdy
=
∫
Rd
|χCi(x)φ(x)|2
(∫
Rd
χCi−Ci(x− y)
|x− y|d−2 dy
)
dx
= ‖χCiφ‖2
∫
Ci−Ci
1
|x|d−2 dx
. ‖χCiφ‖2,
where we used the fact that the integrals
∫
Ci−Ci
1
|x|d−2 dx, i ∈ Zd converge and are indepen-
dent of i in the last step. Similarly,
∫∫
Ci×Ci
|ψ(x)|2
|x− y|d−2dxdy . ‖χCiψ‖
2.
It then follows that
|〈φ, Iω,zψ〉| .
∑
i∈Zd
‖χCiφ‖‖χCiψ‖ ≤ ‖φ‖‖ψ‖.
This yields supz∈S ‖Iω,z‖ <∞. Therefore, (2.9) in the case d ≥ 3 holds. So does (2.6).
The estimate (2.6) in the case d = 2 can be treated similarly. The only difference is that
we use the fact that the integrals
∫
Ci−Ci
∣∣ ln 2|x| ∣∣dx, i ∈ Zd converge and are independent of
i. Thus, (2.6) also holds in the case d = 2.
For IIω,z, we claim that
E
{
sup
z∈S
‖IIω,z‖
}
<∞. (2.10)
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To show (2.10), we control the operator-norm of IIω,z by the Hilbert-Schmidt norm of IIω,z,
that is, the L2(Rd×Rd)-norm of the the integral kernel IIω,z(·, ·). Moreover, using Jensen’s
inequality, we have
E
{
sup
z∈S
‖IIω,z‖
}
≤ E
{
sup
z∈S
‖IIω,z(·, ·)‖L2(Rd×Rd)
}
≤
(
E
{
sup
z∈S
‖IIω,z(·, ·)‖2L2(Rd×Rd)
})1/2
.
Thus, it suffices to show
E
{
sup
z∈S
‖IIω,z(·, ·)‖2L2(Rd×Rd)
}
<∞. (2.11)
We now show (2.11). Clearly, (H3) implies
|IIω,z(x, y)| .
∑
i6=j
√
qi(ω)
√
qj(ω)
√
ξi(ω)
√
ξj(ω)
χCi(x)χCj (y)
|x− y|(d−1)/2 . (2.12)
Then, Fubini’s theorem and assumptions (H1), (H2) ensure
E
{
sup
z∈S
∫∫
Rd×Rd
|IIω,z(x, y)|2dxdy
}
. E
{∫∫
Rd×Rd
(∑
i6=j
qi(ω)qj(ω)ξi(ω)ξj(ω)
χCi(x)χCj (y)
|x− y|d−1
)
dxdy
}
.
∫∫
Rd×Rd
(∑
i6=j
pipj
χCi(x)χCj (y)
|x− y|d−1
)
dxdy
≤
∫∫
Rd×Rd
f(x)f(y)
|x− y|d−1 dxdy,
where f(x) =
∑
i∈Zd piχCi(x). By means of the Hardy-Littlewood-Sobolev inequality, re-
called in Proposition 2.3 below, with d+12d +
d−1
d +
d+1
2d = 2 (this requires d ≥ 2), we find∫∫
Rd×Rd
f(x)f(y)
|x− y|d−1dxdy ≤ Cd‖f‖
2
2d
d+1
for some Cd > 0 depending only on d. It then follows that
E
{
sup
z∈S
∫∫
Rd×Rd
|IIω,z(x, y)|2dxdy
}
. ‖f‖22d
d+1
=
(∑
i∈Zd
p
2d
d+1
i
) d+1
d
<∞, (2.13)
since pi ∼ 1(1+|i|)α with α > d+12 by (H1). This establishes (2.11), and hence, (2.10) follows.
Combining (2.4), (2.6) and (2.10), we finish the proof of the theorem.
In the proof of Theorem 2.2, we used the following Hardy-Littlewood-Sobolev inequality
(see e.g. [20]).
Proposition 2.3. Let p, r > 1 and 0 < λ < d with 1p +
λ
d +
1
r = 2. Let f ∈ Lp(Rd) and
g ∈ Lr(Rd). Then there exists C = C(d, λ, p) > 0 such that∣∣∣∣
∫∫
Rd×Rd
f(x)g(x)
|x− y|λ dxdy
∣∣∣∣ ≤ C‖f‖p‖h‖r.
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The proof of (2.13) ensures the following:
E
{∫∫
Rd×Rd
(∑
i6=j
qi(ω)qj(ω)ξi(ω)ξj(ω)
χCi(x)χCj (y)
|x− y|d−1
)
dxdy
}
<∞,
which implies that there’s some Ω3 ⊂ Ω of full probability such that if ω ∈ Ω3 then∫∫
Rd×Rd
(∑
i6=j
qi(ω)qj(ω)ξi(ω)ξj(ω)
χCi(x)χCj (y)
|x− y|d−1
)
dxdy <∞. (2.14)
We will need the following
Corollary 2.4. For any ω ∈ Ω3, Fω(z) is continuous on S.
Proof. Fix any ω ∈ Ω3 and z0 ∈ S. For z ∈ S, we write
Fω(z)− Fω(z0) = Iω,z − Iω,z0 + IIω,z − IIω,z0 .
Then, Iω,z − Iω,z0 and IIω,z − IIω,z0 are integral operators with integral kernels Iω,z(x, y)−
Iω,z0(x, y) and IIω,z(x, y) − IIω,z0(x, y), respectively.
As in the proof of Theorem 2.2, we have
‖Iω,z − Iω,z0‖ .
∫
C0−C0
|kz(|x|) − kz0(|x|)|dx.
Dominated convergence theorem then implies that limz→z0 Iω,z = Iω,z0 in L (L
2). For
IIω,z − IIω,z0 , we have
‖IIω,z − IIω,z0‖2 ≤
∫∫
Rd×Rd
|IIω,z(x, y)− IIω,z0(x, y)|2dxdy.
It then follows from (2.12), (2.14) and dominated convergence theorem that limz→z0 IIω,z =
IIω,z0 in L (L
2). This completes the proof.
We end this section with the following remark.
Remark 2.5. A sufficient condition for the integrability and the almost sure uniform bound-
edness of {qi}i∈Zd in (H2) is that {qi}i∈Zd are bounded, that is, there’s c > 0 such that
P{ω ∈ Ω|qi(ω) ≤ c} = 1. Moreover, if {qi}i∈Zd are bounded, then following the proof of
(2.6), we easily check E
{
supz∈S ‖Iω,z‖
}
<∞, hence,
E
{
sup
z∈S
‖Fω(z)‖
}
<∞.
This is stronger than the result in Theorem 2.2.
2.2 Uniform boundedness of Pω(z)
Recall that for ω ∈ Ω and z ∈ S,
Pω(z) = −
√
−VωRω(z)
√
−Vω
and it satisfies
Pω(z)(1 + Fω(z)) = Fω(z), (2.15)
where Fω(z) = −
√−VωR0(z)
√−Vω. We prove
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Theorem 2.6. For a.e. ω ∈ Ω, Pω(z) is uniformly bounded on S, that is,
sup
z∈S
‖Pω(z)‖ <∞.
Considering Theorem 2.2, Corollary 2.4 and the operator equation (2.15), to prove The-
orem 2.6, it suffices to prove for a.e. ω ∈ Ω, the invertibility of 1 + Fω(z) for each z ∈ S
and the uniform boundedness of their inverses on S. As in [24], this can be done through
the following three steps:
(i) for a.e. ω ∈ Ω, (1 + Fω(z))−1 exists for z ∈ S;
(ii) for a.e. ω ∈ Ω, (1 + Fω(λ+ i0))−1 exists for λ ∈ [a, b];
(iii) for a.e. ω ∈ Ω, (1+Fω(z))−1 is continuous on the compact set S = S∪{λ+i0|λ ∈ [a, b]}.
We first establish the invertibility of 1 + Fω(z) for z ∈ S.
Lemma 2.7. Let ω ∈ Ω3. For each z ∈ S, the operator 1 + Fω(z) is boundedly invertible.
Proof. Fix any z ∈ S. We first show that −1 is neither an eigenvalue nor in the residue
spectrum of Fω(z). Clearly, it suffices to show that 1 + Fω(z) is one-to-one and has dense
range. To do so, let φ ∈ L2 be such that (1 + Fω(z))φ = 0, that is,
φ =
√
−VωR0(z)
√
−Vωφ. (2.16)
Writing √
−VωR0(z)
√
−Vω = ℜ(
√
−VωR0(z)
√
−Vω) + iℑ(
√
−VωR0(z)
√
−Vω),
we conclude from
‖φ‖2 = 〈φ,ℜ(
√
−VωR0(z)
√
−Vω)φ〉 + i〈φ,ℑ(
√
−VωR0(z)
√
−Vω)φ〉
that 〈φ,ℑ(√−VωR0(z)
√−Vω)φ〉 = 0. Since
ℑ(
√
−VωR0(z)
√
−Vω) =
√
−VωℑR0(z)
√
−Vω = ℑz
√
−VωR0(z)R0(z)
√
−Vω,
we obtain ℑz‖R0(z)
√−Vωφ‖2 = 0, yielding R0(z)
√−Vωφ = 0, and so, φ = 0 by (2.16).
This shows that 1+Fω(z) is one-to-one. A similar argument shows that (1 +Fω(z))
∗ =
1 + Fω(z)
∗ is also one-to-one. From the fact that ran(1 + Fω(z)) ⊕ ker(1 + Fω(z)∗) = L2,
we conclude that 1 + Fω(z) has dense range. Hence, 1 + Fω(z) is one-to-one and has dense
range. Hence, if 1+Fω(z) is not boundedly invertible, then (1+Fω(z))
−1 is densely defined
and unbounded.
Now, we show that 1+Fω(z) is boundedly invertible. For contradiction, we assume that
1 + Fω(z) is not boundedly invertible, that is, −1 ∈ σ(Fω(z)). Then, the above analysis
says that there exists {φn}n∈N ⊂ L2 such that ‖φn‖ = 1 for all n and ‖(1 + Fω(z))φn‖ →
0 as n → ∞. Define ψn = R0(z)
√−Vωφn. We claim that there’s some C > 0 such
that infn∈N ‖ψn‖ ≥ C. In fact, if this is not true, then we can find some subsequence
{φnk}k∈N such that ‖ψnk‖ = ‖R0(z)
√−Vωφnk‖ → 0 as k →∞, which leads to the following
contradiction:
1 = ‖φnk‖ ≤ ‖(1 + Fω(z))φnk‖+ ‖Fω(z)φnk‖
≤ ‖(1 + Fω(z))φnk‖+ ‖
√
−Vω‖∞‖R0(z)
√
−Vωφnk‖
→ 0 as k →∞.
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Also, setting ϕn = (1 + Fω(z))φn, i.e., φn = ϕn − Fω(z)φn, we have
(H0 − z)ψn =
√
−Vωφn =
√
−Vωϕn −
√
−VωFω(z)φn =
√
−Vωϕn − Vωψn,
that is, (H0+Vω−z)ψn =
√−Vωϕn, or (H0+Vω−z) ψn‖ψn‖ =
√−Vωϕn
‖ψn‖ . Since infn∈N ‖ψn‖ ≥ C,
we have ‖
√−Vωϕn
‖ψn‖ ‖ ≤
‖√−Vω‖∞‖ϕn‖
C → 0 as n→∞. The bounded invertibility of H0+V −z
then ensures that
ψn
‖ψn‖ = (H0 + Vω − z)
−1
√−Vωϕn
‖ψn‖ → 0 as n→∞,
which leads to a contradiction. Consequently, −1 ∈ ρ(Fω(z)), that is, 1+Fω(z) is boundedly
invertible.
Next, we prove the invertibility of 1 + Fω(λ+ i0) for λ ∈ [a, b].
Lemma 2.8. Let ω ∈ Ω3. For each λ ∈ [a, b], the operator 1 + Fω(λ + i0) is boundedly
invertible.
Proof. Fix any λ ∈ [a, b]. We first claim that there exists C > 0 such that
inf
ǫ∈(0,1]
‖1 + Fω(λ+ iǫ)‖ ≥ C. (2.17)
In fact, if this is not the case, Corollary 2.4 and Lemma 2.7 then imply that there exists
{ǫn}n∈N such that ǫn → 0 as n→∞ and
‖1 + Fω(λ+ iǫn)‖ → 0 as n→∞.
This means that {Fω(λ + iǫn)}n∈N converges in norm to the operator −I, where I is the
identity on L2. Since {Fω(λ+ iǫn)}n∈N also converges in norm to the operator Fω(λ+ i0) by
Corollary 2.4, we have Fω(λ+ i0) = −I. But, clearly, this is not the case since Fω(λ+ i0) is
the integral operator with the integral kernel −√−Vω(x)k0,λ(x, y)√−Vω(y). Hence, (2.17)
is true. By (2.17) and Lemma 2.7, we find
sup
ǫ∈(0,1]
‖(1 + Fω(λ+ iǫ))−1‖ ≤ 1
C
. (2.18)
Next, we prove the bounded invertibility of 1 + Fω(λ + i0). By Corollary 2.4, we can
find some ǫ0 ∈ (0, 1] such that ‖Fω(λ+ i0)−Fω(λ+ iǫ0)‖ < C, where C is the same as that
in (2.18). It then follows from (2.18) that
‖Fω(λ+ i0)−Fω(λ+ iǫ0)‖ < C ≤ 1
supǫ∈(0,1] ‖(1 + Fω(λ + iǫ))−1‖
≤ 1‖(1 + Fω(λ+ iǫ0))−1‖ .
Stability of bounded invertibility (see e.g. [19]) then implies the bounded invertibility of
1 + Fω(λ+ i0) = 1 + Fω(λ+ iǫ0) + [Fω(λ+ i0)− Fω(λ+ iǫ0)].
Lemma 2.7 and Lemma 2.8 together say that for ω ∈ Ω3, 1+Fω(z) is boundedly invertible
for each z ∈ S. In the next result, we prove the uniform boundedness of their inverses.
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Lemma 2.9. Let ω ∈ Ω3. Then, (1 + Fω(z))−1 is continuous on S. In particular, there
holds
sup
z∈S
‖(1 + Fω(z))−1‖ <∞.
Proof. Due to the compactness of S, it suffices to show the continuity of (1 + Fω(z))−1 on
S. For this purpose, we fix any z0 ∈ S. Then, for any z ∈ S, we have the formal expansion
(1 + Fω(z))
−1 =
(
1 +
∞∑
n=1
[(1 + Fω(z0))
−1(Fω(z0)− Fω(z))]n
)
(1 + Fω(z0))
−1.
The above series converges if ‖(1 + Fω(z0))−1(Fω(z0) − Fω(z))‖ < 1, which, by Corollary
2.4, is true for all z close to z0. Thus, for any z ∈ S close to z0, we deduce
‖(1+Fω(z))−1−(1+Fω(z0))−1‖ ≤ ‖(1 + Fω(z0))
−1(Fω(z0)− Fω(z))‖
1− ‖(1 + Fω(z0))−1(Fω(z0)− Fω(z))‖‖(1+Fω(z0))
−1‖ → 0
as z → z0. This establishes the continuity of (1 + Fω(z))−1 at z0, and thus, (1 + Fω(z))−1
is continuous on S.
Finally, we prove Theorem 2.6.
Proof of Theorem 2.6. The result follows from (2.15), Theorem 2.2, Lemma 2.7, Lemma 2.8
and Lemma 2.9. In fact, for a.e. ω ∈ Ω, Pω(z) can be continuously extended to S. In
particular, for a.e. ω ∈ Ω, there holds supz∈S ‖Pω(z)‖ <∞.
3 Proof of Main Results
In this section, we proof Theorem 1.1 and Theorem 1.2.
3.1 Proof of Theorem 1.1
To apply Kato’s smooth method, besides Theorem 2.2 and Theorem 2.6, we also need the
following result due to Boutet de Monvel, Stollmann and Stolz (see [3, Theorem 3.1]).
Proposition 3.1. Suppose (H1), (H2) and (H3). Then, σac(Hω) ∩ (−∞, 0) = ∅ for a.e.
ω ∈ Ω.
A more general version of Proposition 3.1 is stated in Proposition A.1.
We now prove Theorem 1.1.
Proof of Theorem 1.1. By Theorem 2.2 and Theorem 2.6, for any compact interval I ⊂
(0,∞) there exists a set ΩI ⊂ Ω of full probability such that for any ω ∈ ΩI , there hold
sup
λ∈I,ǫ∈(0,1]
‖Fω(λ+ iǫ)‖ <∞ and sup
λ∈I,ǫ∈(0,1]
‖Pω(λ+ iǫ)‖ <∞. (3.1)
Now, let {In}n∈N be a sequence of compact intervals such that I1 ⊂ I2 ⊂ · · · ⊂ In ⊂ · · · and
(0,∞) = ∪n∈NIn. Denote by {ΩIn}n∈N the corresponding sequence of sets of full probability.
Set
Ω∗ =
⋂
n∈N
ΩIn .
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Then, P{Ω∗} = 1 and for any ω ∈ Ω∗, (3.1) with I replaced by any In is true. This clearly
implies Theorem 1.1(i).
We now fix any ω ∈ Ω∗. For the existence and completeness of local wave operators
s- limt→±∞ eiHωte−iH0tχI(H0) for some compact interval I ⊂ (0,∞), we invoke [22, The-
orem XIII.31]. To do so, writing Hω − H0 = −
√−Vω
√−Vω , since clearly
√−Vω is both
H0-bounded and Hω-bounded, we only need to show that
√−Vω is both H0-smooth and
Hω-smooth on I.
For the H0-smoothness and H-smoothness of
√−Vω on I, [22, Theorem XIII.30] says
that it suffices to show that
sup
λ∈I,ǫ∈(0,1]
‖
√
−VωR0(λ+ iǫ)
√
−Vω‖ <∞,
sup
λ∈I,ǫ∈(0,1]
‖
√
−VωRω(λ+ iǫ)
√
−Vω‖ <∞,
which are the statement of the first part of the theorem. Thus, we have shown the existence
and completeness of local wave operators, that is, for any ω ∈ Ω∗, the strong limits
s- lim
t→±∞
eiHωte−iH0tχI(H0) (3.2)
s- lim
t→±∞
eiH0te−iHωtχI(Hω) (3.3)
exist for any compact interval I ⊂ (0,∞).
For the existence and completeness of wave operators, we first note that (3.2) implies
the existence of wave operators, i.e.,
s- lim
t→±∞
eiHωte−iH0t exist for all ω ∈ Ω∗
and (3.3) implies
s- lim
t→±∞ e
iH0te−iHωtPac(Hω)χ[0,∞)(Hω) exist for all ω ∈ Ω∗, (3.4)
where Pac(Hω) is the projection onto the a.c. subspace of Hω. To prove the existence of
inverse wave operators, by Proposition 3.1, we let Ω∗∗ be the set of full probability such
that σac(Hω) ∩ (−∞, 0) = ∅ for all ω ∈ Ω∗∗. In particular,
Pac(Hω)χ(−∞,0)(Hω) = 0 for all ω ∈ Ω∗∗. (3.5)
We then conclude from (3.4) and (3.5) that the inverse wave operators
s- lim
t→±∞ e
iH0te−iHωtPac(Hω) exist for all ω ∈ Ω∗ ∩ Ω∗∗.
Consequently, for any ω ∈ Ω∗ ∩ Ω∗∗, the wave operators s- limt→±∞ eiHωte−iH0t exist and
are complete.
3.2 Proof of Theorem 1.2
Theorem 1.2 follows from the arguments as in the proof of Theorem 1.1. We sketch the proof
by pointing out the differences, which are mainly caused by the fact that supp(ui), i ∈ Zd
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are no longer pairwise disjoint. For notational simplicity, we will omit “for a.e. ω ∈ Ω” and
focus on certain H˜ω.
For λ > 0 and ǫ > 0, define
F˜ω(λ+ iǫ) = |V˜ω|1/2(H0 − λ− iǫ)−1V˜ 1/2ω ,
P˜ω(λ+ iǫ) = |V˜ω|1/2(H˜ω − λ− iǫ)−1V˜ 1/2ω ,
where V˜
1/2
ω = sgn(V˜ω)|V˜ω |1/2.
We first prove Theorem 1.2(i). We claim that
sup
z∈S
‖F˜ω(z)‖ <∞, (3.6)
F˜ω(z) is continuous on S. (3.7)
Note that (3.7) is a simple consequence of the Lebesgue dominated convergence as in the
proof of Corollary 2.4. Moreover, once (3.6) and (3.7) are established, we can readily check
supz∈S ‖P˜ω(z)‖ <∞ as in the proof of Theorem 2.6, which then leads to the results. Thus,
it suffices to show (3.6).
We only prove (3.6) in the case d ≥ 3; the d = 2 case is similar. By (H5), we may assume
w.l.o.g that for ui ⊂ CR(i) for some odd R ≥ 3, where Cr(i) ⊂ Rd is the open cube centered
at i with side length r > 0. Thus,
dist(supp(ui), supp(uj)) > 0 if |i− j|∞ ≥ R, (3.8)
where |i− j|∞ = maxk=1,...,d |ik − jk|. Then, for φ, ψ ∈ L2
|〈φ, F˜ω(z)ψ〉| .
∑
|i−j|∞≤R−1
√
|ωi|
√
|ωj |
∫∫
Rd×Rd
|φ(x)|√|ui(x)||√|uj(y)||ψ(y)|
|x− y|d−2 dxdy
+
∑
|i−j|∞≥R
√
|ωi|
√
|ωj |
∫∫
Rd×Rd
|φ(x)|√|ui(x)||√|uj(y)||ψ(y)|
|x− y|(d−2)/2 dxdy
= I˜ω + I˜Iω,
where we used the fact |V˜ω|1/2 ≤
∑
i∈Zd
√|ωi|√|ui| and Lemma 2.1 together with (3.8).
Using (H4) and (H5), as in the proof of (2.6), we deduce from Ho¨lder’s inequality that
I˜ω .
∑
|i−j|∞≤R−1
‖χCR(i)φ‖‖χCR(j)ψ‖
≤
∑
i∈Zd
(
‖χCR(i)φ‖
∑
j:|i−j|∞≤R−1
‖χCR(j)ψ‖
)
≤
(∑
i∈Zd
‖χCR(i)φ‖2
)1/2(∑
i∈Zd
( ∑
j:|i−j|∞≤R−1
‖χCR(j)ψ‖
)2)1/2
(3.9)
Lemma 3.2. (i) For any r > 0,
∑
i∈Zd ‖χCr(i)φ‖2 .r ‖φ‖2.
(ii) For odd r ≥ 3, ∑j:|i−j|∞≤r−1 ‖χCr(j)ψ‖2 .r ‖χC3r−2(i)ψ‖2
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Proof. (i) follows from the fact that the function
∑
i∈Zd χCr(i) is bounded with the bound
depending on r. Similarly, (ii) follows from
∑
j:|i−j|∞≤r−1 χCr(j) .r χC3r−2(i).
Lemma 3.3. (
∑N
n=1 an)
2 ≤ N∑Nn=1 a2n.
Applying Lemma 3.2 and Lemma 3.3 to (3.9) gives
I˜ω . ‖φ‖
(∑
i∈Zd
∑
j:|i−j|∞≤R−1
‖χCR(j)ψ‖2
)1/2
. ‖φ‖
(∑
i∈Zd
‖χC3R−2(i)ψ‖2
)1/2
. ‖φ‖‖ψ‖.
Using (H4), (H5) and (3.8) and estimating the expectation of the L2(Rd × Rd)-norm of
the integral kernel as in the proof of (2.10), we deduce
E
{
sup
z∈S
‖IIω,z‖
}
. ‖f‖ 2d
d+1
,
where f =
∑
i∈Zd piχCR(i). To compute the norm, we note
∑
i∈Zd
piχCR(i) =
∑
i∈Zd
( ∑
j∈CR(i)
pj
)
χCi on R
d\Zd. (3.10)
and
Lemma 3.4. Let α > 0. Then, pj ∼R,α (1 + |i|)−α for all j ∈ CR(i).
Proof. Note
pj ∼ 1
(1 + |j|)α =
1
(1 + |i|)α
(
1 + |i|
1 + |j|
)α
.
The lemma then follows since for j ∈ CR(i)
1 + |i|
1 + |j| ≤
1 + |j|+ |i− j|
1 + |j| . 1 +R and
1 + |j|
1 + |i| . 1 +R.
By (3.10) and Lemma 3.4, α > d+12 ensures
‖f‖ 2d
d+1
.
∥∥∥∥
∑
i∈Zd
χCi
(1 + |i|)α
∥∥∥∥
2d
d+1
=
(∑
i∈Zd
1
(1 + |i|) 2dαd+1
) d+1
2d
<∞.
This proves (3.6) and finishes the proof of Theorem 1.2(i).
The second statement in Theorem 1.2 is a simple consequence of the first statement and
Proposition A.1.
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A Absence of a.c. spectrum below zero
We recall a result of Boutet de Monvel, Stollmann and Stolz (see [3, Theorem 3.1]).
Proposition A.1. Consider the Schro¨dinger operator with random potentials
Hω = H0 +
∑
i∈Zd
ωiui
satisfying the following conditions:
(i) {ui}i∈Zd are real-valued functions and there’s an open set B containing 0 such that
supp(ui) ⊂ i+B for all i ∈ Zd;
(ii) supi∈Zd ‖ui‖p <∞ for p ≥ 2 if d ≤ 3 and p > d2 if d > 3;
(iii) {ωi}i∈Zd are independent random variables on some probability space (Ω,B,P) such
that there are m < 0 < M such that P{ω ∈ Ω|ωi ∈ [m,M ]} = 1 for all i ∈ Zd and for
all ǫ > 0,
P{ω ∈ Ω||ωi| ≥ ǫ} ∼ (1 + |i|)−α, α > d− 1.
Then, for a.e. ω ∈ Ω, σac(Hω) ∩ (−∞, 0) = ∅.
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