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Нерекурсивные фильтры или фильтры с конечной импульсной характе-
ристикой (КИХ) требует значительных ресурсов на реализацию, так как имеют, 
как правило, высокий порядок. Характерной особенностью такого фильтра яв-
ляется ограниченность по времени его импульсной характеристики. КИХ-
фильтр называется нерекурсивным из-за отсутствия обратной связи [1]: 
       ∑           
  
    , (1) 
где    - порядок фильтра,    - коэффициенты фильтра,      и     - входной и 
выходной сигналы, соответственно. 
Импульсная переходная характеристика КИХ-фильтра, заданного раз-
ностным уравнением (1), имеет вид: 
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  
    , 
откуда передаточная функция, заданная   - преобразованием: 
       ∑         
  
    .  
В свою очередь, БИХ-фильтр с порядком обратной связи    задается 
уравнением [1]: 
       ∑           
  
      ∑           
  
    , 
которое сводится к следующим импульсной и переходной характеристикам: 
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Основным свойством таких фильтров является то, что их импульсная пе-
реходная характеристика имеет бесконечную длину во временной области, а 
передаточная функция имеет дробно-рациональный вид.  
Широкое применение при решении задач идентификации, фильтрации и 
анализе динамических систем нашли непрерывные и дискретные БИХ-фильтры 
Лагерра [2-4], позволяющие представить длинные временные последовательно-
сти в виде более короткого спектра разложения. Достоинствами данных филь-
тров по сравнению с другими являются: 1) эффективная аппаратная реализация 
в виде последовательности ячеек бесконечной полосы [3,5]; 2) понижение по-
рядка фильтра через сведение коэффициентов фильтра к нулю с помощью оп-










где          - s-преобразование импульсной переходной характеристики, задан-







При описании нестационарных систем и систем с запаздыванием данные 
достоинства могут быть усилены за счет обобщения фильтров Лагерра и вклю-
чения дополнительного параметра   [8-10], характеризующего “забывание” 
информации, поступающей на вход фильтра: 











Наличие бесконечной памяти у фильтра позволяет значительно снизить 
погрешность фильтрации, что при этом требует дополнительной регулировки 
скорости сходимости процедуры поиска коэффициентов фильтра. Цель данной 
работы заключается в формировании адаптивной памяти обобщенного фильтра 
Лагерра с помощью сложного  полюса фильтра       , заданного непосред-
ственно полюсом γ и параметром забывания  . 
Эффективность сформированной адаптивной модели будет анализиро-
ваться на основе анализа скорости сходимости процедуры поиска параметров 
фильтра и величины погрешности фильтрации при прогнозировании следую-
щего значения.  
 
Результаты исследования 
Рассмотрим задачу прогнозирования функции                      
 
 
        , где                                        , к значениям которой был 
добавлен гауссовский шум       . В качестве метрики для построения оценок 
и прогноза использовалась взвешенная квадратичная функция потерь. В каче-
стве ортогональной функции для синтеза фильтра со сложным полюсом        
выбрана:  
            
 
  
              .  
 
На рисунке 1 представлены кривые для модели фильтра без адаптивной 
памяти (стандартный алгоритм, синий график) и с адаптивной памятью (моди-
фицированный алгоритм, оранжевый график). Данные кривые, полученные в 
ходе исследования зависимости усредненных значений функции потерь, ошиб-
ки прогноза и скорости сходимости (числа итераций) от объема выборки, изме-
няющемся в интервале от 50 до 450 при фиксированном числе проводимых 
экспериментов равным 10 и скользящем окне равным 5. В таблице 1 представ-
лены полученные значения функции потерь на разных объемах выборки, а так-
же оптимальные значения дополнительных параметров γ и  . 
Как видно, предложенная модель адаптивной памяти с учетом сложного 
полюса, позволяет повысить скорость сходимости процедуры поиска коэффи-
циентов фильтра, обеспечивая минимум погрешности и более низкую ошибку 
прогноза. Предложенный подход к формированию адаптивной памяти на осно-
ве оптимального сложного полюса позволяет рассматривать обобщенный БИХ-
фильтр Лагерра в контексте задачи обучения машин и робототехнических ком-
плексов. 
 







Рисунок 1 – Кривые усредненных значений функции потерь, ошибки прогноза 
и скорости сходимости 
 










Значение функции потерь 
50 (0.0, -0.81661) 0.03266 0.00514 
100 (0.0, -0.87831) 0.02095 0.00448 
150 (0.00265, -0,91142) 0.02427 0.00958 
200 (0.00035, -0.91334) 0.03427 0.02418 
250 (0.00022, -0.90281) 0.05362 0.01635 
300 (0.00148, -0.87307) 0.03151 0.01187 
350 (0.00003, -0.84782) 0.03116 0.01117 
400 (0.0, -0.84651) 0.02441 0.01332 
450 (0.00166, -0.85532) 0.02729 0.01211 
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Пусть имеется выборка наблюдений            
  , где       
  и           . 
Поставим задачу бинарной классификации 
    
 
→    , (1) 
где функция потерь с вектором весов        задана в виде 
       ∑      
    
 
    . (2) 
Примем             ‖  ‖          
Задача (1) может быть решена аналитически в виде нормального уравне-
ния, однако наиболее часто на практике прибегают к градиентным методам. 
Метод градиентного спуска или метод первого порядка предполагает 
