We study the approximation and stability properties of a recently popularized discretization strategy for the speed variable in kinetic equations, based on pseudospectral collocation on a grid defined by the zeros of a non-standard family of orthogonal polynomials called Maxwell polynomials. Taking a one-dimensional equation describing energy diffusion due to Fokker-Planck collisions with a MaxwellBoltzmann background distribution as the test bench for the performance of the scheme, we find that Maxwell based discretizations outperform other commonly used schemes in most situations, often by orders of magnitude. This provides a strong motivation for their use in high-dimensional gyrokinetic simulations. However, we also show that Maxwell based schemes are subject to a non-modal time stepping instability in their most straightforward implementation, so that special care must be given to the discrete representation of the linear operators in order to benefit from the advantages provided by Maxwell polynomials.
Introduction
The high dimensionality of kinetic equations in plasma physics imposes strong constraints on continuum numerical solvers. For computationally tractable simulations, the number of grid points for each dimension is often limited to a very small number. In this context, high order discretization schemes are appealing, as they can lead to accurate representations even for small grid sizes. This aspect has long been recognized regarding the discretization of the spatial variables, for which Fourier based representations are commonly used. However, the plasma physics community has only started exploring the potential of high order schemes for the velocity variables recently. Specifically, Bratanov et al. [1] demonstrated that a truncated Hermite representation was superior to the more common finite difference schemes for the discretization of the parallel velocity. For the perpendicular velocity -or the speed variable depending on the choice of the coordinate system for velocity space -Landreman and Ernst [2] rediscovered a family of non-classical polynomials often referred to as Maxwell polynomials, velocity polynomials, or speed polynomials [3, 4, 5] , which are known to be particularly well suited for the accurate computation of the moments of distribution functions that are close to Maxwellian distributions [6] . They demonstrated that Maxwell polynomials are not only the method of choice for the accurate evaluation of integrals of the distribution function, but are also superior to the other discretization schemes for the calculation of derivatives of the distribution function, as long as the distribution function is well approximated by a function with a Maxwellian envelope. This is critical for simulations involving Fokker-Planck collisions, since the collision operator often has second order derivatives with respect to the speed variable [7] .
Landreman and Ernst limited their applications to time-independent drift kinetic equations, for neoclassical calculations of the bootstrap current and plasma flows in magnetic confinement devices [2] . However, Maxwell polynomials were long known to also have favorable features for time-dependent kinetic simulations with collisions [8, 9] . In the context of kinetic simulations for plasma physics, this was confirmed by a numerical study of the performance of Maxwell polynomials for a simple one-dimensional partial differential equation describing energy diffusion in velocity space due to Fokker-Planck collisions with a Maxwellian distribution [10] , and Maxwell polynomials defined on a truncated domain are used in a pseudospectral collocation scheme in the five-dimensional collisional gyrokinetic code CGYRO [11] .
In [10] , the authors focused on a model one-dimensional diffusion equation because of its relevance to kinetic computations for plasma physics, and because they were able to construct a semi-analytic solution to the equation which can be evaluated at arbitrary points to arbitrary precision [12] . This solution method thus served as benchmark for in depth accuracy studies, and highlighted unique features of these non classsical polynomials. However, the authors only analyzed the performance of Maxwell polynomials in a spectral scheme of the Galerkin type, which is traditionally challenging to implement in high dimensional kinetic simulations. Furthermore, the authors were able to integrate the equation exactly in time, and therefore put aside any issue associated with numerical time stepping. The purpose of the present work is to close this gap and characterize the strengths and limitations of Maxwell polynomials in a context that is directly relevant to kinetic simulations in plasma physics, namely a velocity discretization scheme based on a collocation framework, and advancing the solution in time with standard time stepping schemes.
The relative simplicity of the energy diffusion equation we focus on in this work allows us to investigate the key properties of discretization schemes based on Maxwell polynomials in more detail than is possible in multi-dimensional implementations of these schemes [11, 13] . In particular, we are able to consider grid sizes that are much larger than is currently feasible in five-dimensional simulations, to study various time-stepping schemes, and to analyze the spectral properties of the discretized operators. Our main findings are as follows: 1) the most straightforward pseudo-spectral collocation implementation of the energy diffusion operator with Maxwell polynomials can be subject to a non-modal instability which leads to bounded but significant numerical errors; 2) the schemes based on Maxwell polynomials we designed to avoid this non-modal instability outperform the more standard, non-Maxwell schemes in almost all cases, often by orders of magnitude; 3) the situation for which Maxwell based discretizations are not optimal corresponds to an initial condition with a singularity at the origin, for which we find a Chebyshev based scheme to be superior.
The structure of the article is as follows. In Section 2 we give a brief presentation of Maxwell polynomials, of the general concept of pseudo-spectral collocation and of other implementation-related considerations. Section 3 introduces the model equation we will solve with our collocation schemes, and presents the results of the numerical experiments for the methods considered (Maxwell, Chebyshev, modified GS2 and a pseudo-spectral method based on the modified GS2 grid). In Section 4 we discuss the stability properties of the time discretization of the discrete diffusion operator collocated on Maxwell nodes and the role played by the epsilon-pseudo spectra of the resulting matrix. We highlight a non-modal instability observed for the most direct discrete representation of the diffusion operator, and present a discrete operator which is not subject to the instability. We summarize our findings in Section 5 and suggest directions for future work.
2 Pseudo-spectral collocation schemes with Maxwell polynomials
Maxwell Polynomials.
We will use the term "Maxwell polynomials" to denote the non-classical family of realvalued polynomials p n (x) over the positive real line defined to be orthogonal with respect to the inner product
which induces the natural norm
The weight w for the inner product defining this family of polynomials was originally introduced as a natural choice for Gaussian quadrature rules tailored for the computation of moments of Maxwellian-like distribution functions [3, 4, 6] . Later work has demonstrated the desirable properties of these polynomials in much more general settings, involving differentiation and time evolution [2, 8, 9, 10] . Among the many features that make these polynomials desirable for pseudo-spectral discretization schemes for the speed variable, one may emphasize their ability to handle semi-infinite intervals, the convenient distribution of their roots that balances the clustering around zero, where increased resolution is often needed [2] , with the sampling at increasingly larger distances from the origin, and their optimal location for the computation of integrals involving a Maxwell-Boltzmann distribution. Figure 1 shows the grids obtained from the roots of Maxwell polynomials for 8, 16 and 32 nodes, and compares them with three grids which may also be considered for the discretization of the semi-infinite interval [0, ∞): the grid used in the gyrokinetic code GS2 [14] and AstroGK [15] , which combines the zeros of Legendre polynomials on the interval [0, 2.5] and the zeros of Laguerre polynomials mapped to the interval [2.5, ∞) through the mapping
, a grid based on the zeros of the Chebyshev polynomials of the first kind, mapped from the interval [0, 1] to [0, ∞) by the mapping x = − log(1 − s), and a grid based on the square roots of the zeros of Laguerre polynomials. The grid sizes chosen for Figure 1 correspond to standard grid sizes for the speed variable in kinetic simulations in plasma physics.
As with any family of orthogonal polynomials, the entire monic sequence can be generated from the three-term recurrence relation
where the coefficients of the relation for n = 1, 2, 3 . . . are given by
The direct implementation of this recursion, known as the Stieltjes method, is prone to underflow/overflow issues when the values of p n 2 w underflow/overflow the weights of the quadrature rule used to approximate the norms [16] . This difficulty can be mitigated by working with a normalized sequence of polynomials instead, as was done in [10] , or by computing in extended precision arithmetic, as in [11] . Other alternatives are algorithms like Lanczos and Stieltjes-Gautschi that avoid a direct implementation of the recurrence and address the problem of finding the coefficients indirectly by recasting it as a matrix factorization or an eigenvalue problem [16, 17] . We empirically observe that these difficulties occur for polynomials of degree 80 or higher. As we will show in this article, the particular appeal of Maxwell polynomials is that high accuracy is reached with polynomials with significantly lower degree (n ≤ 30). That means that a simple implementation of (2) in double precision arithmetic is expected to be sufficient for a wide class of kinetic simulations. For simulations requiring higher resolution in the speed variable to resolve fine structures in velocity space [18, 19] , the method proposed in [10] may be preferred.
Domain truncation.
Given the rapid decay of the weight function in the inner product (1), an alternative approach based on the truncation of the integration domain has been considered [10, 11] . The approximated polynomials are then defined to be orthogonal with respect to the inner product
for an arbitrary value of a that has been chosen to be as small as a = √ 8 in [11] or a = 15 in [10] . The latter reference provides a very detailed comparison of the performance of the two approaches for the case of the diffusion equation (12) , but focuses on a modal implementation which is often impractical for the nonlinear, high dimensional kinetic equations of plasma physics. In contrast, we will highlight in this work the differences between the two approaches for pseudo-spectral discretization schemes with a low number of grid points, which are currently more relevant to kinetic plasma simulations.
Before we compare the performance of the two approaches in sections 3.1 and 4, we can make the following general observations. First, the obvious appeal of domain truncation is that the inner products are defined on a fixed, finite interval. This simplifies the construction of the numerical quadratures, since the last quadrature interval can be treated in the same way as the other intervals, which is not the case for the "true" polynomials defined on the interval [0, ∞).
Second, since the truncated polynomials are restricted to [0, a], the density of grid points on a fixed neighborhood of the origin increases more rapidly than that of the "true" polynomials, whose largest root drifts away from the origin arbitrarily as the polynomial degree tends to infinity. As a consequence, domain truncation yields better results when resolving dynamics concentrated near the origin is critical [10] . However, this advantage needs to be qualified in the context of kinetic simulations in plasma physics. Indeed, as we can see in Figure 2 , which shows the grids for the two approaches, with the truncated domain chosen to be [0, 12] , the locations of the nodes are virtually indistinguishable from one another until the polynomial degree becomes moderately large, n ≈ 60. And we will show in the numerical experiments in this article that grids with such a large number of points may not be needed to achieve satisfactory performance.
In [10] , it was shown that the polynomials on the truncated domain had the additional advantage that the coefficients a n and b n in the recurrence relation grow less rapidly than the coefficients for the true Maxwell polynomials. Specifically, the following asymptotic estimates were given: where c a is a constant that depends only on the value of a specifying the size of the truncated domain. Noting that p n 2 w = n i=0 b n for both the true and the truncated Maxwell polynomials, we have the following estimates for the growth of the L 2 norm of the monic polynomials:
Observe the much faster growth of p n 2 w with n than p n,a 2 w, a . This rapid growth has important consequences in the ability to handle the computations in double precision arithmetic and is a compelling argument in favor of domain truncation if high polynomial degree is required. However, for small to moderately large polynomial degrees, the opposite holds: the norms of the full polynomials are in fact considerably smaller than the norms of the truncated polynomials. This is shown in Figure 2 , which gives a comparison between the norms of the full and truncated polynomals, where the interval for truncation was chosen to be [0, 12] . In that case, the norms of the full polynomial remain smaller until the degree has reached n = 52.
The clear drawback of Maxwell polynomials defined on a truncated domain is that they are by definition unable to capture dynamical evolution beyond the end point a. That means that a has to be chosen with a good a priori understanding of the dynamics of the equation under consideration. In the light of this, and the fact that the advantages of the truncated polynomials only become compelling for grid sizes well beyond the sizes that are currently realistic in kinetic solvers, we see Maxwell polynomials defined on the full open interval [0, ∞) as more desirable for kinetic computations in the near future.
2.3 Pseudo-spectral collocation.
Quasi-polynomial interpolant
Given a function f and an appropriately chosen set of points {x i } i=1...n+1 , the idea behind pseudo-spectral methods is to approximate f by a function π that interpolates f on the set of points, and use π as a representation for f over the entire domain of definition. Once the interpolant π has been chosen, all the operations involving f are performed on its interpolant and the result is used as an approximation to the exact computation. Depending on the choice of interpolation nodes and the smoothness of the function f , pseudo-spectral approximations tend to converge at faster rates than finite difference counterparts and provide a high order approximation over the entire interval on interest [20] .
The interpolant is often taken to be a polynomial of degree at most n and the interpolation nodes are chosen to be the roots of another polynomial of degree m > n. However, for many plasma physics applications the function f one solves for has a Maxwellian envelope: f (x) ∝ e −x 2 as x → ∞. In this context, it is preferable to consider a slightly more general approach based on the quasi-polynomial interpolant [21, 22] given by
where the envelope α is a smooth positive function, and L j is the usual Lagrange interpolating polynomial
The use of an envelope different from the standard α(x) = 1 provides a way of including additional information for the global behavior of the function into the interpolant, if such information is available a priori. This results in a more efficient interpolant and greatly improves the approximation and convergence properties of the resulting scheme.
If the solution f of the equation is known to be well approximated by a function with a Maxwellian envelope, it is natural to take α(x) = e −x 2 . This is precisely what we do to solve the model diffusion equation we present in Section 3.
As it has been pointed out [23] , numerical interpolation can be stabilized and accelerated if the expression for π is rearranged into what is known as the barycentric formula
The coefficients {λ i } n+1 i=1 are referred to as the barycentric weights and depend only on the choice of interpolation nodes, hence can be precomputed once and reused as needed. We will show later that the process of calculating the barycentric weights λ i associated with the interpolation nodes for a Gaussian quadrature rule is closely related to that of finding the corresponding quadrature weights w i .
Once the barycentric interpolant has been determined, approximate differentiation of f can be carried out by differentiating the interpolant, and evaluating its derivative at the interpolation nodes. This process can be written as a matrix-vector product
where the matrix D ( ) is the -th order spectral differentiation matrix, whose ij-th entry consists of the -th derivative of the j-th term in the sum (4) evaluated at the i-th interpolation node. Once the barycentric weights {λ i } n+1 i=1 have been determined, the entries of D ( ) can be computed from them through the following recursive procedure proposed by Welfert [24] . The off-diagonal entries are given by
while the diagonal entries are generated by
This recursion is the procedure implemented by Weideman and Reddy in the package poldif.m which we used to generate the differentiation matrices for our numerical experiments [22] . It is interesting to note that the more straightforward recursion for the diagonal terms given by
leads to identical results for small values of n, but is strongly unstable as n increases.
Computing the Gaussian nodes and weights
In order to be able to interpolate, differentiate and integrate using the pseudo-spectral methods described above, we must be able to determine the Gaussian nodes and weights associated with the Maxwell polynomials. As it was shown by Golub and Welsch [25] , given the coefficients (a j , b j ) of the recurrence relation (2c), it is possible to transform the problem of finding the Gaussian quadrature rule into an eigenvalue problem. If we denote the normalized polynomials by
then the system of equations described by (2c) can be recast in the matrix-vector form
where
. . .
Since the Gaussian nodes of order n are the values x i for which p n+1 (x i ) = 0 we can substitute into (7) to get
Now, q(x i ) = 0, since at least q 0 (x) is a non-zero constant, so we see that the Gaussian nodes are indeed eigenvalues of the so-called Jacobi matrix J n . In fact, the solution of this eigenvalue problem yields the Gaussian and barycentric weights as well. Making use of the Christoffel-Darboux identity, it can be shown [26, Sec. 2] that the quadrature weights can be determined from the knowledge of the eigenvectors q(x i ) by the relation
Moreover, if we denote by Q the matrix whose i-th column is q(x i ), then the quadrature weights are given by
The Golub-Welsch algorithm exploits this facts in order to find both nodes and weights simultaneously through QR factorization of J n . Additionally, the Gaussian weights are connected to the barycentric weights through the relation
where k n is the leading coefficient of p n [27, Eq. 2.10]. Note that this formula requires the evaluation of p n (x) at the quadrature nodes and therefore requires O(n) operations for every λ i , yielding an overall cost of O(n 2 ). Since the Golub-Welsch algorithm provides the means of finding the interpolation nodes and the quadrature weights simultaneously, equations (9), (10), and (11) along with (6) readily yield all the ingredients required for a pseudo-spectral implementation.
Remarks on computational complexity
In closing, we mention that all the methods described in this section are applicable for general families of orthogonal polynomials but require O(n 2 ) floating point operations. This is not a problem if the target number of grid points is small, as is currently the case for plasma physics applications. Nevertheless, the availability of fast and stable algorithms requiring O(n) operations is desirable as the possibility of handling grids with an increasingly larger number of points becomes available. Regarding the computation of the Gaussian nodes and weights, several efficient algorithms are available for classical orthogonal polynomials [28, 29, 30] but there are very few methods available for nonstandard nodes [31] , and none specific to Maxwell nodes. As for the computation of the barycentric weights from their Gaussian counterparts, recent work by Wang, Huybrechs and Wandewalle [27] provides simple explicit formulas for the barycentric weights for classical polynomials which, as opposed to a direct application of equation (11) Turning to the application of this family of methods for the solution of kinetic equations, we observe that the matrices of discretized linear operators resulting from pseudospectral collocation are dense. Since numerical differentiation is performed as a matrixvector product involving a dense matrix, it scales as O(n 2 ). The solution of the linear system corresponding to the discretized kinetic equation has computational complexity scaling like O(n 3 ). Finally, numerical integration is done by taking the dot product between the vector of function values at the grid points and the vector of Gaussian weights, which is an O(n) operation. These apparently unfavorable scalings for the computational complexity are compensated in practice by the fact that high accuracy is achieved with few grid points, as we will show in this article. For small n, the complexity estimates are irrelevant, and dense linear algebra does not present a challenge. Moreover, even if the possibility of parallelization of parts of the computation exists, the computational overhead associated with parallelization is not justified for such small systems.
Accuracy of Maxwell collocation schemes for energy diffusion equations
In this section, we present a detailed study of the accuracy and convergence properties of pseudo-spectral collocation schemes based on Maxwell polynomials for a onedimensional energy diffusion equation relevant to kinetic computations in plasma physics. We first introduce this equation in Section 3.1, discuss its connection to the standard highdimensional kinetic equations solved for plasma physics applications, and highlight the mathematical properties of this equation which are relevant to the numerical computation of its solution. In section 3.2 we present the two initial conditions we will consider for our benchmarking studies, namely a singular initial condition we will refer to as Example 1 for the remainder of this article, and a smooth initial condition we will call Example 2. In section 3.3 we give a description of discretization schemes which are commonly used for the speed variable in plasma physics, and which we include in our benchmarking studies to show the performance of the Maxwell based collocation schemes relative to these schemes. In Section 3.4 we briefly describe the implicit and explicit time-stepping schemes we implemented to solve the model diffusion equation, and we present the results of our accuracy and performance studies in Section 3.5.
Model Equation

Energy diffusion due to Fokker-Planck collisions in one dimension
In order to test the effectiveness of pseudo-spectral implementations based on Maxwell nodes for the solution of time-dependent problems in the context of kinetic calculations, we will consider the following equation, describing velocity space diffusion in one dimension [10, 12] :
where ∂ t and ∂ x are the partial derivatives with respect to t and x, respectively, and
Although Equation (12) is one-dimensional, and only describes a diffusion process whose dynamics are far less rich than the dynamics described by the full multidimensional Fokker-Planck equation, this equation has many desirable properties for the benchmarking studies we present in this article. Its first appeal is its relevance to kinetic equations with Fokker-Planck collisions. When pitch angle and speed are used as the velocity coordinates in kinetic solvers, the right-hand side of Equation (12) corresponds to the only term which involves derivatives with respect to the speed variable in the linearized Fokker-Planck collision operator or in the model operators by Abel et al. [32] and by Sugama et al. [33] . In that sense, the right-hand side of Equation (12) corresponds to the term that is the most numerically challenging as far as the speed variable is concerned, and determines accuracy with respect to this variable.
The second desirable feature of Equation (12) is that its solution has known physical properties which provide simple yet insightful tests for any numerical solver. Specifically, it is easy to prove analytically that Equation (12) conserves mass, i.e. the value of ∞ 0 f x 2 dx is independent of time, and that according to Equation (12) , f relaxes to a Maxwellian of the form f (x) = Ae −x 2 as t → ∞. The third point which makes Eq. (12) particularly attractive is the fact that Wilkening and Cerfon were able to construct a semi-analytic formula for its solution [12] subject to the appropriate boundary conditions, which are discussed in Section 3.1.2 below. This formula was obtained with a spectral transform method, and can be evaluated with arbitrary accuracy, for any initial condition. It thus serves as the reference solution against which the accuracy of all numerical schemes for Eq. (12) can be tested.
Finally, since the equation is one-dimensional, it is inexpensive to solve numerically, which allows us to characterize in detail the overall performance of the pseudo-spectral schemes based on Maxwell polynomials over a wide range of grid sizes, for several choices of initial conditions and time stepping schemes, as we describe below.
Boundary conditions
Equation (12) needs to be supplemented with boundary conditions and initial conditions on the distribution function f in order to be solved. We focus on boundary conditions in this section, and initial conditions in Section 3.2.
In order to understand how to specify boundary conditions for Equation (12) , it is most convenient to define the change of variable u := e x 2 f . Under this transformation, Equation (12) takes the form
The linear operator B is well defined over the Hilbert space
where the norm · w is the one induced by the inner product (1) . In this space, the operator is self-adjoint, has λ = 0 as its only eigenvalue and a continuous spectrum consisting of the half line (0, ∞). Furthermore, B is singular at both endpoints, since w vanishes at the origin and the domain extends to infinity to the right. The singularities at the endpoints can be shown to be of the limit-point type at infinity, and of limit-circle type at the origin [12] . Limit-point type singularities do not require the prescription of a boundary condition in order to ensure uniqueness of the solution in the functional space where B is well defined [34] . In this article, we focus on distribution functions with a Maxwellian envelope, i.e. of the form f (x) = g(x)e −x 2 /2 . That means that the condition (14) should be understood as a condition on g, the non-Maxwellian factor of the distribution function:
This restriction allows for polynomial and even exponential growth of the non-Maxellian part of the distribution function, both of which are consistent with the global behavior f → 0 as x → ∞. In the context of pseudo-spectral collocation, this implies that, as long as the interpolants used belong to the weighted Hilbert space defined in (14) , no special care has to be taken at the final grid point.
On the other hand, for singularities of limit-circle type, like the one presented by B at the origin, boundary conditions are required. To guarantee uniqueness of the solution to (12), a condition must be prescribed at the origin. However, since the operator is not defined there, standard boundary conditions (Dirichlet, Neumann, Robin, etc.) cannot be imposed. In such situations, it has been proven [35] that requiring boundedness of the solution at the origin is enough to ensure the well-posedness of the problem. Since our quasi-polynomial interpolant is bounded at the origin, the boundary condition is automatically satisfied in our pseudo-spectral schemes. Moreover, by choosing grid points associated with the interpolant that do not include the origin, we avoid difficulties associated with the singularity at the origin, and have a scheme which is remarkably simple to implement. This contrasts with a standard finite difference approach where further assumptions need to be made in order to deal simultaneously with the singularity at the origin and the need for a boundary condition.
Initial conditions
For our tests of the performance of the pseudo-spectral discretizations based on full Maxwell polynomials and on Maxwell polynomials defined by truncating the semi-infinite interval to [0, 12], we consider two different initial conditions for equation (12) ,
Example 1 represents a singular initial state, since the action of the operator on xe −x 2 yields a 1/x behavior at the origin. We chose this singular state intentionally, because it leads to specific challenges for discretization schemes based on Maxwell polynomials, as we will show. Situations with singularities of this type may occur in plasma physics. For example, it does occur when one calculates the resistivity of a plasma [2] by solving the time-dependent kinetic equation and letting the distribution function relax to a steadystate. In contrast, Example 2 corresponds to a smooth initial condition. (12) for the two benchmark initial conditions (15) . The reference solutions were obtained using the spectral transform for times t = 0.0001, 0.001, 0.01, 0.5, 0.7, 6. For the sake of clarity, the graph depicts the rescaled solutions e and 2 were also the initial conditions studied in [10] , and their evolution was evaluated using the semi-analytic spectral transform method to be used as a reference solution. For both examples, the initial distribution function undergoes a rapid transient period before relaxing into a steady state Maxwellian distribution, as can be seen in Figure 3 .
Comparison with other discretization schemes
In this study, we do not only compare the accuracy of the discretization scheme based on Maxwell polynomials with the semi-analytic spectral transform solution, but also with other standard schemes that are used in existing solvers or have been considered in the literature. The comparison of the performance of the schemes with respect to one another can guide the choice of discretization for the speed variable in new versions of existing codes or in new solvers.
The zeros of first or second kind Chebyshev polynomials have been the preferred choices of collocation nodes for general purpose pseudo-spectral codes. This is not surprising, given their outstanding interpolation properties together with the availability of fast and stable algorithms for the generation of the collocation nodes and barycentric weights, and for sampling of the interpolant [36] . It is therefore natural to include in our study a comparison with a Chebyshev-based grid. There are several ways of mapping the Chebyshev nodes from the interval [0, 1] into a semi-infinite interval. We opt here for the mapping x = − log(1 − s) which was also considered by Landreman and Ernst [2] , and use first kind Chebyshev nodes to avoid the singularity at the origin.
A second natural grid to include in our comparisons is the scheme implemented in the gyrokinetic code GS2 which relies on a conservative finite difference approach on staggered grids, very much in the style of cell-centered finite volume methods. The grid in GS2 combines the zeros of Legendre polynomials mapped to the interval [0, 2.5] with a fixed number of Laguerre points mapped by the transformation x = √ s + 2.5 2 into the interval [2.5, ∞) . If the number of total grid points exceeds n = 12, GS2 uses two grid points on the unbounded part of the interval; otherwise it only uses one grid point [14] . Given that the mapped Laguerre nodes on the right endpoint are few and spaced out, we enhanced the differentiation by adding one additional point and by considering third order stencils on the Laguerre nodes.
Finally, we also consider a scheme based on the GS2 grid, but relying on a pseudospectral method instead of the low order finite-difference stencils used in GS2. We expect the global differential operators to provide improved accuracy. Nevertheless, the fact that the GS2 grid is composite leads to block diagonal differentiation matrices that act on each of the grid components independently. Given the low number of Laguerre-based nodes in the GS2 grid and the block-diagonal nature of the pseudo-spectral differentiation matrices, the pseudo-spectral version of the GS2 discretization can have at most a second order accurate differentiation operator in that part of the grid. This implies that the enhanced GS2 implementation, with a third order accurate differentiation operator on the Laguerre grid, may outperform its pseudo-spectral counterpart on occassion.
Time stepping
If we define the numerical discretizations f (t) and L of the solution f and the operator L in Eq. (12) , then this equation takes the simple form
which can be readily integrated in time to yield the general solution
In other words, the solution to our model problem can be advanced in time exactly. The advantage in doing so in benchmarking studies is that one avoids numerical errors associated with numerical time stepping, and can focus on the error due to the space discretization scheme. This is the reason why this method was chosen in [10] . However, time integration as given in Eq. (16) is not very relevant to the usually nonlinear, multidimensional kinetic simulations in plasma physics, where such a simple solution is not available. Since one of the central goals of this article is to provide observations and guidelines that are directly applicable to kinetic solvers, we choose instead to solve Eq. (16) with time-stepping schemes which are used in current solvers. Specifically, we consider two second order time stepping algorithms: the implicit two-step backward differentiation algorithm known as BDF2, and the explicit second order predictor-corrector algorithm. The time step size used was ∆t = 5 × 10 −5
(Implicit), ∆t = min{5 × 10 −5 , 0.8/|λ max |} (Explicit), (17) where λ max is the eigenvalue of the discretization of L with the largest magnitude. This choice was made in order to enforce stability conditions by forcing the eigenvalues of the discretized operator into the stability region of the time-stepping method. It sometimes resulted in an extremely small time step, leading to time consuming simulations. In such cases, we accelerated the computation with a Runge-Kutta-Chebyshev procedure [37, 38] . Note that we have found that |λ max | is slightly larger for Maxwell polynomials defined on the truncated interval than it is for Maxwell polynomials defined on the full interval. The ability to use slightly larger time steps with the latter can be seen as another small advantage in their favor.
It is important to stress that the performance of our numerical solver depends sensitively on the way the discretization of the operator L is constructed, as we will show in detail in Section 4. For all the figures discussed in the present section, we used the discrete operator L b , defined in Eq. (23), as the discrete representation of L.
Error comparison results
For our comparisons between the different discretization schemes, we consider the error measured with the following two norms
where the set I consists of 120 equispaced points in the interval [0, 12] at which the semianalytic spectral transform solution f ST was computed, and f h denotes the approximate solution. We measured the errors for six different times: t = 0.0001, 0.001, 0.01, 0.05, 0.7, 6. The L ∞ norm is a natural norm to consider from a numerical point of view, as it measures the error in the computed solution f directly. Furthermore, it serves as a diagnosis of the accuracy of differentiation for all the discretization schemes considered here. The L 1 ρ norm is more physically motivated, as it measures the error in the zeroth order moment of the distribution function, i.e. the physical density. Since it involves integration, the error in the L 1 norm tests the performance of the schemes for both differentiation and integration. Errors in the L 1 norm are consistently smaller than errors in the L ∞ norm because integration is a smoothing operation.
The results of our numerical experiments are shown in the convergence plots below. Figures 8 and 9 (resp. 10 and 11) give the behavior of the approximation error for Example 1 (resp. Example 2) when second order predictor-corrector time stepping is used, while Figures 12 and 13 (resp. 14 and 15) show the results for implicit second order backwards differentiation (BDF2). We chose to put all the figures at the end of the manuscript to facilitate comparisons between figures, and to avoid interrupting the flow of the article.
We highlight a few points. First, we observe that Example 1, with its singularity at the origin, is the most challenging problem for all discretization schemes and for both implicit and explicit time stepping, as expected. As the initial singularity at the origin is smoothed out by the diffusive operator, the approximate solution trails behind the exact curve and converges towards the exact value as the distribution relaxes into a Maxwellian. The error, however, is highly localized and the solution is well approximated away from the origin, as can be seen in the snapshots presented in Figure 4 , obtained with Maxwell ∞ norm for small t, and much better performance in the L 1 norm, which is much less sensitive to the behavior at the origin. In fact, as we will soon see in a slightly different context, for intermediate times the error in the L 1 norm for Example 1 can be smaller than the same error for Example 2. The second point to note is that for smooth situations, such as Example 1 for large times and Example 2 for all times, and/or in the smoothing L 1 norm, both Maxwell approaches outperform the other methods, often by several orders of magnitude, and lead to high accuracy for a small number of grids points. While for conciseness we do not provide figures with these results in the article, we have verified that this is also true for smooth initial conditions which are more oscillatory, or which have a bump on the tail of the distribution, as long as these initial conditions have a Maxwellian envelope. These results confirm the desirability of discretization schemes based on Maxwell polynomials for kinetic calculations in plasma physics. It is however important to stress that for the singular initial condition corresponding to example 1, the experiments indicate that the scheme based on a Chebyshev grid is more robust if one is interested in L ∞ performance. This can be explained by the high density of Chebyshev nodes around the origin.
The last point to highlight is the fact that the performances of the schemes based on Maxwell polynomials on the full interval and Maxwell polynomials on the truncated domain [0, 12] are comparable. Maxwell polynomials on the full interval sometimes outperform the polynomials on the truncated domain by a slight margin, which adds to the list of small advantages we gave previously in favor of using the full interval [0, ∞).
As a physical measure of the good performance of the scheme based on Maxwell polynomials on the full interval, we demonstrate in Figure 5 that with this scheme one conserves mass with high accuracy for a small number of grid points. Specifically, this figure shows the value of the integral ∞ 0 f x 2 dx as a function of time for t ∈ [0, 25] for both implicit and explicit time stepping, and for both Example 1 and Example 2. As we already mentioned, one key reason why the pseudo-spectral approach with Maxwell polynomials works so well for mass conservation is that the location of the grid points is optimized for high order Gaussian quadrature of integrands with a Maxwellian behavior. One can observe that mass conservation is satisfied with a slightly lower accuracy for On the topic of mass conservation, we note that Wilkening [39] has recently proposed a symmetrized representation of the pseudo-spectral discrete operators based on Maxwell polynomials for Eq. (13) which leads to exact mass conservation (to machine precision). Although promising, this representation was not considered in the present work because it remains to determine whether it is applicable in its present form to the full fivedimensional gyrokinetic codes, which are the motivation for our work.
Finally, another relevant measure of the performance of our scheme is given by a comparison between the number of grid points needed to achieve a certain level of accuracy with our Maxwell based scheme and with the more standard GS2 scheme (in our improved version of it). The results are given in Table 1 . The target accuracy we chose for all the tests is given by the minimum error our improved GS2 scheme can achieve in time with a number of grid points smaller than or equal to 32. For the size of time steps prescribed by (17) , the smallest GS2 error was equal for both implicit and explicit time stepping. We can see that Maxwell polynomials consistently lead to smaller grid sizes for a given level of accuracy, and the number of grid points is smaller by a factor larger than 2 for the L ∞ error and the smooth situation provided by Example 2.
Stability and discrete time evolution
After studying the performance of Maxwell polynomials with a focus on spatial discretization in Section 3, we now turn to the question of time stepping and stability. For this part of the study, we consider two pseudo-spectral discretizations of the operator L based on Maxwell polynomials. The first one is a direct discretization of Eq. (12), which we call L a , and which we will show to be subject to numerical instabilities. The second Table 1 : Minimum number of Maxwell grid points needed to reach errors with a magnitude below the smallest error obtained with our modified GS2 scheme uniformly in time. The number of modified GS2 points used is shown in the first column. For the time step used, given by (17) , the reference minimum error attained by our modified GS2 scheme was the same for implicit and explicit time stepping.
discretization, constructed to address the limitations of L a , is obtained by rewriting Eq. (12) as an equation for the quantity x 2 f (x) instead of the distribution function f (x) alone. We call the resulting discrete differential operator L b . We remind the reader that all the results discussed in Section 3 were obtained using L b .
We present L a and L b in detail in Section 4.1, and explain why a naive implementation of L a is subject to an exponential instability which can be easily avoided with a better representation of the operator. Even if so, we demonstrate in Section 4.2 that the improved discretization of L a is subject to a non-modal instability, leading to non-physical transient behavior that produces significant error near the origin. The explanation for the unexpected behavior is found in the pseudo-spectrum of the discretization and its relation with the stability region of the time stepping procedure.
Discrete representations for L
To ensure the stability of the time discretization of a system of the form
where M is an N × N normal matrix, (i.e., MM * = M * M) it is enough to analyze the spectrum of M in relation to the stability region of the desired time-stepping scheme. If the spectrum of M is completely contained in the stability region of the method, the full space-time discretization will be stable. This requirement imposes restrictions on the size of the time step ∆t for both implicit and explicit time-stepping. It is common knowledge that implicit methods have wider stability regions which allow larger values of ∆t, but come at the expense of solving a linear system per time step. Conversely, explicit methods often require much smaller time steps but provide a simple updating strategy which is often more accurate and requires less computations per time step.
For our present purposes, there are two elements which complicate this simple approach to stability analysis. First, the spectrum of L depends on the specific form of the pseudo-spectral discrete representation. Second, with the most straightforward pseudospectral collocation implementations, L is not a normal matrix. This means that the criterion on the spectrum given above for normal matrices is a necessary condition for stability, but no longer a sufficient condition [40, Sec. 4.6-4.8]. This fact is often overlooked in practical implementations, perhaps due to the prevalence of symmetric matrices stemming from finite difference and finite element discretizations in combination with the practical simplicity of the eigenvalue test for stability. These subtleties however lead us to consider the following two natural yet different pseudo-spectral discretizations of L in this article, which will be used to discuss the aforementioned complications in detail in section 4.2.
The first discrete representation follows directly from Eq.(12), repeated below for convenience:
The second representation follows from the idea that one can expand the innermost derivative in the right-hand side of this expression to get rid of the exponential factors, and multiply through by x 2 to try to avoid -at least formally -the 1/x 2 singularity, solving for x 2 f instead. Writing f = (x 2 f )/x 2 , one obtains
The right-hand sides of the above expressions lead to different discrete operators. We make use of the following notation to denote the associated matrices. Given
collocation nodes we let diag(g) be a diagonal matrix with entries
As in Section 2.3, D ( ) is the N × N spectral approximation to the differential operator
. The discrete counterparts of the operators in the right-hand side of (20) and (21) thus yield the following matrices:
The reader may have noticed that in equation (22) we have distinguished between the two differentiation matrices involved by the introduction of the notation D (1) at the right end of the expression. We explain the reason for this distinction in what follows. As was mentioned in Section 2.3, in order to exploit the additional knowledge that the solution of (12) has a Maxwellian envelope, the envelope of the interpolant π(x) in equation (4) has been chosen to be precisely α(x) = e −x 2 . This choice for the envelope carries over to the definition of the entries of the differentiation matrices D ( ) through the four equations in (6) . This means that the differentiation matrix D
(1) is expecting to act on vectors of the form (e −x 2 1 h(x 1 ), . . . , e −x 2 N h(x N )) , and will not produce a correct approximation to the desired derivative otherwise. However, since the unknown f in the right-hand side of the continuous formulation (20) giving rise to the operator L a is multiplied by e x 2 , the Maxwellian envelope assumed to be included in f is canceled out by the exponential factor, and the matrix D
(1) built with the envelope α(x) = e −x 2 would yield an erroneous approximation. We must therefore replace the rightmost differentiation matrix of (22) by the one obtained by using the envelope α(x) = 1 in (6), which is denoted D (1) . The last row in Figure 6 provides a graphical explanation for the need to introduce D (1) in place of D (1) in (22): if D (1) is used twice, as we did to create the figures for that last row, the eigenvalues of the discrete operator lie on both sides of the imaginary axis and the discretization is unconditionally unstable. In contrast, due to the presence of the intermediate factor w(x) = x 2 e −x 2 , the second instance of the differentiation matrix on the left of (22) will indeed be acting upon a function with a Maxwellian envelope and thus α(x) = e −x 2 must be used in the definition of the second differentiation matrix. Now, as we stated above, for the non-normal matrices L a and L b , exponential stability is not sufficient to guarantee stability. To investigate the question of the stability of the discrete representations with L a and L b , we turn to the question of the pseudo-spectra of these operators (and thus the remaining plots in Figure 6 ) in the next section.
Pseudo-spectra and non-modal instability
The farther from normality a matrix is -i.e. the farther its eigenvectors depart from orthogonality -the less likely it is that the information provided by a simple eigenvalue analysis is sufficient, and additional information is needed to verify the stability of the method [41] . This is in particular the case for our matrices L a and L b . An improved, yet still not entirely robust, stability criterion [42] for a non-normal matrix M extends the analysis to the -pseudo spectrum of the matrix, Λ (M), defined as
The distribution of Λ (M) with respect to the stability regions of the chosen timediscretization provides a better estimate of the dynamics of the discrete system. It is well-known that Λ (M) is highly sensitive to the particular form of the continuous equation that is discretized and the way in which the discrete differential operator is built. This is precisely the case for our operators L a and L b .
The last two columns in Figure 6 show the pseudo-spectra of −∆tL a , in the middle row, and −∆tL b , in the top row, for a series of values of . Note that the middle column corresponds to much finer scales than the right column. We observe that the pseudo spectrum of −∆tL b is well localized, and overlaps fairly well with the stability region of the predictor-corrector scheme. In contrast, the pseudo spectra of −∆tL a extends considerably beyond the stability region. As a result, the dynamics of the discrete system obtained with L a presents a non-modal instability at the origin, as shown in Figure 7 , where the time evolution of the solutions of the discretizations associated with (22) and (23) are plotted for the initial conditions corresponding to Example 2. The same behavior is observed for Example 1. We carried out the same analysis for Maxwell polynomials on a truncated interval, and obtained figures which were nearly identical to Figure 6 and Figure 7 These results demonstrate the superiority of using L b for the solution of (12), and all the convergence studies presented in Section 3 have consequenly been carried out with L b as defined in (23) . The key role played by the pseudo-spectra of the operators is yet another argument -aside from exact mass conservation -for the development of symmetrized Maxwell based pseudo-spectral operators [39, 43] , whose stability properties would be more predictable and easier to understand.
Conclusions
We used the semi-analytic solution to the energy diffusion equation (12) constructed by Wilkening and Cerfon to test the performance of pseudo-spectral schemes based on Maxwell polynomials for the discretization of the speed variable in time-dependent problems with Fokker-Planck collisions. Our numerical experiments confirm that these schemes provide a very competitive alternative for problems with non-singular initial conditions, often being orders of magnitude superior to other methods. Chebyshev nodes seem to be more robust for situations with singular initial conditions, but have moderate performance otherwise. Full and truncated Maxwell polynomials are equally satisfactory in terms of accuracy, but the polynomials defined on the full interval may be preferred for their flexibility, in the sense that no prior knowledge of an upper bound on the speed is required.
We discovered that the most straightforward pseudospectral discretization of the diffusion operator is subject to a non-modal instability not predicted by eigenvalue analysis, leading to significant numerical error in the vicinity of the origin. We proposed a simple discrete operator which is not subject to this instability, and which is the one we have relied upon for all the convergence studies in this article.
With the goal of running kinetic simulations with large grid sizes on future computer architectures in mind, we see two key directions for improvement. First, symmetrization of the pseudo-spectral discrete operators [43] is likely to be a more robust answer to the non-modal instability we observed, to improve the overall stability properties of the operators, and to guarantee exact mass conservation. This is the subject of ongoing work by Wilkening [39] . Second, the development of stable and fast algorithms for the generation of the Maxwellian nodes as well as the associated Gaussian quadrature rules and barycentric weights, similar to those available for classical orthogonal polynomials, would be highly desirable for high performance solvers, but remains an open challenge. of −∆t La obtained using D (1) in both instances of (22) . The eigenvalues of the matrix lie on both positive and negative complex half planes. 
