ABSTRACT
INTRODUCTION
Currently, one of the most essential economic sectors in every country is the insurance industry that fulfills vital duties and functions. The growth of insurance industry in every country is an indicator of the development and the rise of financial savings. This crucial industry, which offers appropriate services, promotes people's welfare in a community (Jaafary, Samimi, & Morady, 2008) . Since the customer is considered as the fundamental factor in producing income in businesses and raising profitability, how to interact with the customer determines the amount of profit. In addition, segmentation has been identified as one of the most significant concepts in marketing. Skillful segmentation helps firms to pick out profitable customers, un-derstand customers' desires, allocate resources, and support them against competitors (Dickson, 1982) . Customers vary in many essential ways. Generally, customers can be distinguished from each other from two different views, that is, from their value for the organization, and the difference in their needs (Hosseinzadeh, 2008) . Cycle of a customer relationship management (CRM) consists of four dimensions. CRM begins with customer identification. This phase involves targeting the population that is most likely to become customers or most profitable to the company. Elements for customer identification include target customer analysis and customer segmentation. Target customer analysis involves seeking the profitable segments of customers through analysis of customers' underlying characteristics, whereas customer segmentation involves the subdivision of an entire customer base into smaller customer groups or segments, consisting of customers who are relatively similar within each specific segment (Ngai et al., 2009 ). Risk segmentation is, in fact, the segmentation of customers with similar risk characteristics, probably causing similar damage. Risk segmentation of policyholders on the basis of observable features can help insurance companies to reduce loss, raise the rate of insurance coverage, and prevent them from making an inappropriate choice in the insurance market. The majority of developed and developing countries take advantage of the risk segmentation in determining the insurance premium in their insurance industry (Majed, 2008) . The rate of the insurance premium in many insurance companies is computed with regard to different demographic variables, car specifications, and the record of damage caused by the car owner. Mike Kreidler, a member of the board of directors of one of the insurance companies in Washington State, pointed out that the rate of insurance premium relies on factors such as the policyholder's age, gender, and marital status, vehicle type, the location of the car owner's residence, the claim history, and the driving pattern (Kreidler, 2008) . While in Iran the rate of comprehensive auto insurance premium is set by Central Insurance of Iran. In practice, low-risk customers pay for the damage and loss caused by high-risk customers, so there is no difference between these two groups of customers. In addition to the inefficiency of the contracts of insurance or policies, lack of such measures in determining the risk in automobile insurance leads to computing unfair rates because in these cases instead of the person, the car is insured. That's why most insurance companies experience great loss as far as automobile insurance is concerned while most developed countries have attempted to increase the productivity and profitability of their insurance industry using the risk segmentation system (Hosseinzadeh, 2008) .
Self-organizing map (SOM) is a type of artificial neural network that is trained using unsupervised learning to produce a representation of the output in the form of visual graphical maps which are comprehensible to managers of organizations. The insensitivity of the selforganizing map to the learning input, and its slight sensitivity to the noise in the learning input, its capability to display linear and nonlinear relationships among variables, and its great power to segment data are among the advantages of these maps. In this research, this map in data mining is used to segment customers of automobile comprehensive insurance using the recognized factors in risk. Since this map is able to illustrate the output in the form of graphical maps, it is easier for managers and experts to understand and interpret the results.
In the present study, the important and effective factors in the risk of policyholders will be identified and picked out in two separate phases. In the first phase, the study and review of the articles published in the prestigious journals including 'Science direct', 'IEEE', 'Emerald', 'ProQuest' and scientific reports within a span of 9 years from 2000-2009 was carried out to select risk factors. The extracted factors were generally grouped into four main categories, that is, demographic specifications, automobile specifications, insurance policy terms, and the driver's record. In the second phase, a questionnaire concerning the identified factors was designed and filled out by experts from among those working in financial compensation department and automobile comprehensive insurance administrators in ten insurance companies. Finally, after analyzing the responses to questionnaires, using Scree test, the final risk factors were chosen.
To obtain the required data, the database of automobile comprehensive insurance in Mellat Insurance Company (MIC), as the biggest and the first electronic insurance company in Iran, was utilized. MIC is one of the active and successful private insurance companies which began working in 2003 in Iran. It comprises around 400 agencies countrywide and enjoys the highest information technology. After segmenting the insurance policyholders using the proposed SOM, as a rival method, K-means, a segmentation technique, was employed to assess the reliability of the proposed method.
This research consists of five sections. The introduction is followed by Section two, the review of literature, which in itself comprises three sub-sections presenting customer segmentation, SOM and K-means algorithm concepts. Methodology is discussed in Section three that separately describes the phases of the proposed model. Conclusion is discussed in Section four and finally suggestions for further research are offered.
REVIEW OF LITERATURE
In the CRM cycle, the first and foremost step is to recognize customers. Since the customer is viewed as the major factor in businesses' income and profitability, how to interact with them has a deep impact on the amount of profit a business can make (Choobdar, 2008) . At the same time, customers differ in many fundamental ways. Generally speaking, customers can be distinguished from two different views, that is, from their value for the organization, and the difference in their needs. Such distinctions make it possible for organizations to improve their interactions with customers through segmentation and exploit their energy and resources in an appropriate and wise way (Hosseinzadeh, 2008) . Segmentation has been identified as one of the most significant concepts in marketing. Skillful segmentation helps firms to pick out profitable customers, understand customers' desires, allocate resources, and support them against competitors (Dickson, 1982) . If an organization is not able to obtain and understand the minimum characteristics of its customers, it will miss out the opportunity to implement its strategic plans (Beane & Ennis, 1987) .
Data Mining and Customer Segmentation
Due to the sharp rise of the information technology (IT), the amount of data stored in databases is dramatically on the rise. Analyzing the stored data and converting it to information and knowledge which is applicable in organizations requires powerful instruments. Data analysis is an influential tool that has been widely employed to extract information and search for relationships and patterns in the huge amount of data. According to the studies done so far, various data mining techniques have been used to segment customers, such as decision tree technique (Kim et al., 2006) , K-means algorithm (Dennis et al., 2001) , pattern-based clustering (Yang & Padmanabhan, 2005) and self-organizing maps (Kim et al., 2006) . In the CRM cycle, segmenting and analyzing customers is the essential step in recognizing customers. Data mining techniques employed so far in customer segmentation can be divided into two main categories which include customer classification and clustering (Ngai et al., 2009) . According the study done by Ngai et al. in 2009 , it was found out that from among the 34 techniques utilized to mine data, neural networks are the most commonly used. This article states that from among 87 articles published on customer management in 24 prestigious journals during 2000-2006, in 30 articles, that is, 34 .5% of all articles on customer management, neural networks technique has been employed. Of the 30 articles which deployed neural network techniques, 16 (53.3%) adopt SOM subtypes, which entail mapping structured, high-dimensional data onto a much lower-dimensional array of neurons in an orderly fashion through the training process (Ngai et al., 2009 
Techniques Adopted in This Research

Review of the SOM
SOMs are subtypes of neural networks, which are trained using unsupervised learning, and are able to analyze complex spaces. SOM algorithm was first introduced by Kohonen in 1981 . These maps simulate the human beings' retina nerves and were first practically used in 1984 for voice recognition (Kohonen, 1984) . Although SOM is frequently used in data mining, complex spaces display (Vesanto, 1997) , clustering the spaces with high dimensions and particularly in image processing, project management, financial analysis and industrial detections and medical diagnoses, comparatively it is less used in managerial and business administration related fields (Oja et al., 2002 ). An extensive list of engineering usages of SOM is presented by Kohonen et al (Kohonen, Oja, Simula, Visa & Kangas, 1996) .
The basis of SOM is to map spaces with high dimensions into two-or three-dimension space in a way that minimum information is lost and the hidden information in relations among the data can be discovered and showed. This method shows the correlation between data, information and their mutual effects on each other (Hanafizadeh & Mirzazadeh, 2010) .
The SOM network typically has two layers of nodes, the input layer and the map layer. Each map includes a set of neurons that are put together in a two-dimensional grid which is fully connected to the input layer. Each neuron of the map layer is corresponding to an information vector with the dimension numbers equal to the dimension number of the information space under analysis. In other words, each neuron is the representative of one part of the information space. Figure 1 presents topology of SOM.
Training SOM
The SOM basic algorithm relies on a competitive unsupervised learning algorithm known as "winning takes all". The network undergoes a self-organization process through a number of training cycles, starting with randomly chosen weights for the neurons in the map layer. During each training cycle, every input vector is considered in turn and the winning neuron is determined. SOM training algorithm involves the four following steps) Kohonen, 2001 (: Table 1 . Different techniques of data mining employed in identifying customers (Ngai et al., 2009) 
If the neuron weight vector i th is described as below:
Then the matching unit with any input record, the best matching unit or the so-called winning neuron is determined with regard to Equation (3):
In Equation (3), function argmin is similar to function min, but they also differ in that in Function min, the minimum value of all phrases is computed with respect to all indices but in Function arg min the minimum value is computed with respect to each index and the result is inverted. In this relationship, C indicates the winning neuron and d X m i , ( ) is the Euclidian distance between the record and the neuron weight vector i th that is calculated by means of Equation (4).
3. Updating the weight vector corresponding to each neuron using Equation (5) m t
m t t h t X t m t
In which 0 1 < < α is the rate of learning and h t ci ( ) is the indicator of neighborhood size of neuron i th and c th (winning neuron). The neighborhood size of winning neuron and neuron i th computed using the Equation (6). (Kohonen, 2001) process. Similarly, r i and r c are the positions of neurons i th and c th (the winning neuron) on the SOM grid) Kohonen, T., 2001 ).
4. Examining the completion condition of algorithm: If the completion conditions are not fulfilled, go to step 2. There are various perceptions for the completion condition of the algorithm. One of them is to terminate the data under analysis into the map in the event that records are fed respectively. In another case, with respect to the minimum or maximum distance between the neighborhood neuron i th and the winning neuron, the completion condition is decided. Another procedure is to use Ã or the controller of function domain until a specific value is set in the learning process.
Since the learning algorithm of SOM draws upon the Euclidian distance, the data in each dimension of the pertinent space should be independently normalized and standardized. After the learning process of SOM is being completed, a map of neuron is yielded. This map is in fact an abstract of the space under analysis of the map. When the new vector of the space under analysis of the map is presented, the Euclidean distance of the weight vector corresponding to each of the neurons to input vector is computed. Therefore, the magnitude of activation of every neuron is calculated and the neuron that has the highest level of activation is selected as the winning neuron.
Displaying the Space Under Analysis Using SOM
After the training SOMs, as many weight vectors n dimensional as the elected neurons come up. These neurons each indicate section of the space under analysis. If an appropriate number of neurons are selected, the dimensions of the map and ultimately the appropriate learning of the map, the display of the weight vectors corresponding to neurons of each map can represent the space under analysis.
In this method relating to each attribute's value in the weight vector, a RGB (Red-GreenBlue) vector and consequently a color is viewed in a way that all values can be displayed in a colored spectrum from dark blue (for lowest values) to dark red (for highest values). In this way, for each attribute, it is attempted to identify the color of each neuron and then to gain the map related to that attribute. With the attribute's maps, it is then possible to measure the mutual relation between them (correlation test). The same color of the corresponding parts of two maps illustrates the correlation of the corresponding attributes in those maps. The intensity of color's difference or similarity between maps can indicate the correlation rate between two variables in different parts of the space. Moreover, quantitative criteria can be calculated for that. It is possible that the intensity and even the kind of correlation between two attributes in various parts of the space are different and affected by the values of other attributes that all can be truly shown using SOM) Kohonen, 2001 (. Figure 2 indicates a sample of SOM usage in analyzing complex models and exhibiting the simultaneous effects of different variables on each other. As it is clear from Figure 2 , the space under analysis has five dimensions. Comparing maps with each other, the following results can be inferred:
1. Variables V2 and V5 and also V1 and V4 have inverse correlation in their entire change domain. (When V2 is red (takes high values), V5 is blue (takes low values) and vice versa.) Although the correlation rate of V2 and V5 is fixed almost in all parts of the space, the same is not applicable to variables V1 and V4. 2. Variables V3 and V5 are inversely correlated but the correlation rate in different parts of the space are diverse and less than the correlation rate of V2 and V5. 3. Variables V2 and V3 are directly correlated but their correlation rate is dependent to the values of other variables.
The correlation of variables V1 and V4
with V5 is completely non-linear and its rate in various parts of the space is different. The important issue is that maximum and minimum values of V5 are probably occurred in medium values of V1 and V4
• U-Matrix: A popular way to visualize clustering is to compute the distance between adjacent map units and present the result as a U-matrix (Ultsch & Siemon, 1990) . Clustering matrix and corresponding to that, the clustering map or U-matrix are the major outputs of SOM. The elements of U-matrix show the distance of weight vector of adjacent neurons. If the attributes of two parts of the space under analysis are similar, then the distance between the weight vectors of the neurons related to them is not too long; in other words, both neurons are in the same cluster of the space under analysis. On the other hand, the more the algebraic distance between the neighbor neurons, the more different their corresponding spaces will be. Thus, they can be categorized into two separate clusters (Kohonen, 2001) . Figure 3 indicates a U-matrix with clusters and sub-clusters from a 62-dimension space.
K-Means Algorithm
Clustering is commonly used for customer segmentation (Hung & Tsai, 2008) . Conceptually, clustering means grouping a series of entities into various groups, so that there is similarity among the input in one cluster and the input in one cluster is different from that in other clusters. To segment input, there are two main approaches: hierarchical and partitive (Witten & Frank, 2000) . K-means algorithm is one of the most widely used in partitive approach. Partitive methods are better than hierarchical ones in the sense that they do not depend on previously found clusters. On the other hand, partitive methods make implicit assumptions on the form of clusters. For example, K-means tries to find spherical clusters (Vesanto & Alhoniemi, 2000) . K-means is one of the simplest unsupervised learning algorithms that solve the wellknown clustering problem. The procedure follows a simple and easy way to classify a given dataset through a certain number of clusters (assume k clusters fixed a priori. The main idea is to define k centroids, one for each cluster. These centroids should be placed in a cunning way because of different location causes different result. So, the better choice is to place them as much as possible far away from each other. The next step is to take each point belonging to a given data set and associate it to the nearest centroid. When no point is pending, the first step is completed and an early group age is done. At this point we need to re-calculate k new centroids as barycenters of the clusters (Vesanto, 1997) resulting from the previous step. After we have these k new centroids, a new binding has to be done between the same data set points and the nearest new centroid. A loop has been generated. As a result of this loop we may notice that the k centroids change their location step by step until no more changes are done. In other words centroids do not move any more.
Figure 2. SOM usage in simultaneous analysis of non-linear relationships among variables
Among the present clustering methods, a number of inefficiencies and deficiencies have been identified. In recent years, numerous researches has been done to measure goodness of a clustering relative to others created by other clustering algorithms, or by the same algorithms using different parameter values. Cluster validation is a very important issue in clustering analysis because the result of clustering needs to be validated in most applications. In most clustering algorithms, the number of clusters is set as user parameter. Miligan et al., (1983) and Biswas (1997) have offered a lot of approaches to find the best number of clusters such as Dunn's Index and Davies-Bouldin index (Leung, Zhang, & Xu, 2000) . The average square error criterion as it is indicated in Equation 7, is the most commonly used ( m i is the mean of cluster , c i n is the number of objects in the dataset). 
The average square-error (E) is a good measure of the within cluster variation across all the partitions. To employ this method, Kmeans algorithm of the fewest number of clusters (the number of clusters: two) up to the number of clusters n ( n equals the number of observations) is reiterated and the average square root is computed in each step. The lower the average square root, the more appropriate the number of considered clusters is (Fahim et al., 2008) . In this research, to determine the optimum number of clusters and evaluate the goodness of clustering, the average square root was utilized.
THE PROPOSED MODEL
In this study, the automobile comprehensive insurance customers of Mellat Insurance Company were segmented according to their level of risk. MIC is one of the active and successful private insurance companies which began working in 2003 in Iran. It comprises around 400 agencies countrywide and enjoys the highest information technology. (Vesanto, 1997) Figure 4 shows the steps of the proposed model: the definition of variables, data collection, data preprocessing, designing the model and analyzing the data.
Defining Variables
One of the crucial factors in designing an accurate model is to properly select the characteristics. By the same token, to segment customers on the basis of risk, the first and foremost step is identifying the risk factors. It is noteworthy that selecting characteristics, in this research, was made in two phases.
The First Phase: Review and Examination of the Research Done so Far
In the first phase, a study and review of the articles published in the prestigious journals including 'Science direct', 'IEEE', 'Emerald', 'ProQuest' and scientific reports within a span of 9 years from 2000-2009 was carried out to select risk factors. This phase is one of the critical steps in this research. The 18 extracted factors were generally grouped into four main categories, that is, demographic specifications, automobile specifications, insurance policy terms, and the driver's record-as illustrated in Table 2 . After extracting factors from articles and reports, a questionnaire was developed and filled out by experts-see the Appendix . Experts were chosen from among those who had sufficient experience in and knowledge of damage done to automobile. Therefore, the financial compensation experts in car comprehensive insurance in insurance companies were requested to fill out the questionnaire. In fact, these experts examine the compensation files and measure the extent or severity of the damage. Due to their professional sensitivity in assessing the compensation files, the experts must have a lot of experience, so they were considered as pundits in this research. Similarly, at higher levels, the chief of financial compensation department, in addition to the duties mentioned above, monitors the entire process of measuring the damage caused to cars. Consequently, the experts in financial compensation, chiefs and mangers of financial compensation departments were chosen to fill in the questionnaire.
In Iran, now there are 18 insurance companies that are actively involved in automobile comprehensive insurance. Their share of the market in 2009 is in Table 3 . Given the fact that it is difficult and time-consuming to obtain an accurate population, all experts in financial compensation, chiefs and managers of financial compensation departments in ten insurance companies in Tehran whose percentage of the market share exceeds 1% were selected. The number of all experts in financial compensation, chiefs and managers of financial compensation departments were 485 in total only in Tehran.
In view of the fact that the population is definite but large, Cochran's Sample size formula, a random sampling technique, was employed to determine the sample size. Using this technique, the sample size came up with 114. With respect to their market share, the question- Dionne (2001); B, Horswill et al. (2003) ; C, Lee (2007) ; D, Valent et al. (2002) ; E, Kweon et al. (2002); F, Langland-Orban (2005) ; G, Bayam et al. (2005) ; H, Darby et al. (2009); I, Tesema et al. (2008) ; J, Palamara (2005) ; K, Litman (2009); L, Blows(2005) ;M, Shinar et al. (2001) ;N, Oxley (2005) ; O, Litman (2005) ; P, Bener et al. (2006); Q, Fergusson (2008) ; R, Wen (2005) ; S, Li (2008) ; T, Litman (2008) ; U, Wundersitz (2008) ; V, Moreno-Abril (2002); W, Frees(2008); X, De Craen(2007); Y, García-Espa˜na (2008); Z, Huang (2007)) naires were distributed among the 10 elected insurance companies. Of 114 distributed questionnaires, 85 were responded.
The scree test was used to pick out the finalized factors and analyze the expert opinions. This method was first introduced by Cattell in 1966 in order to graphically estimate the crucial factors (Cattell, 1996) . It is one of the most commonly used methods which are incorporated in most statistics softwares such as SPSS and Minitab. The scree test displays, in fact, the specific eigenvalues of each and every of the factors in a line plot in a descending order. The idea in the scree test is that if a factor is important, it will have a large variance. What should be done is order the factors by variance, and plot the variance against the factor number. Then you keep the number of factors above the "elbow" in the plot. These are the important factors which account for the bulk of the correlations in the matrix. We look for the "elbow" and keep the number of factors above the elbow (Chou & Hilty, 2003) . Figure 5 illustrates the sree test graph obtained by analyzing the results of the questionnaire in this research. The vertical axis shows the sum of points given to each factor and the horizontal axis indicates factors.
As it can be seen from the scree test graph, in addition to 18 factors previously elected Figure 5 , the finalized factors in this research were classified as follows below in Table 4. • Validation of the Questionnaire: Validity has no single agreed definition but generally refers to the extent to which a concept, conclusion or measurement is well-founded and corresponds accurately to the real world. Validity of a measurement tool (i.e. a questionnaire) is considered to be the degree to which the tool measures what it claims to measure (Sarmad et al., 2004) . So in this research, two types of validity, that is, content validity and face validity were computed. In terms of content validity, the key variables of the questionnaire were extracted from the review of literature and articles form highly prestigious journals. Given the face validity, the questionnaire in this research was modified by the judgment made by pundits at high levels of management in automobile comprehensive insurance.
• Reliability of the Questionnaire: To measure the reliability of the results, Cronbach's α was used. Table 5 illustrates the coefficient of reliability of the questionnaire developed for this research. Since the correlation coefficient is higher than 0.7, the questionnaire enjoys an acceptable reliability (Alvani et al., 2005) .
Data Collection
In the present study, the data available in the database of automobile comprehensive insurance in MIC was utilized. As it was already mentioned, this company is the biggest and the first electronic insurance company in Iran. Further, MIC is one of the active and success- five factors of the finalized factors, age, driving license class, and the year the driver got his or her license, the engine capacity, the driving speed were right off dropped out because there were no records available matching these factors. Since there are dramatically an abundance of three makes of cars, Pride, Xantia, and Mazda Pick-up, compared with other makes of cars, only these three were analyzed in this research. Besides, the data pertaining to some factors, such as mileage, was only available for the year 2009; therefore, the database concerning the car comprehensive insurance in the year 2009 was taken into account. Moreover, as one of the selected factors has to do with damage record, only policyholders whose damage record was available in the database for the year 2009 were taken into consideration. The comprehensive insurance comprises two separate categories: collision and theft. Owing to the fact that these two are quite different from each other and the statistics concerning the year 2009 indicate a few reported thefts, statistics regarding theft were excluded. Furthermore, there were only cases of Pride which were made before the year 2001 and the number was so low; as a result, cars which were made in the years [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] were examined. After all these alterations, the number of remaining records amounts to 34726.
Pre-Processing of the Data
Pre-processing of the data is one of the important steps in data mining. The precision of the obtained results is strongly correlated with how it is done. To pre-process the data of the training map, the following activities were done:
• Missing out the extraneous data • Converting all values to numerical values • Normalizing all values
Given that the Euclidean distance underlies training SOMs, if the input data of training the map is not normalized and the existence of values extraneous to the pattern strongly impact upon the generated maps, normalizing the input data is considered as an important step in training SOMs.
In this study, tools used for normalizing training data belong to the SOM tool box of Helsinki University available in Matlab. In this tool box, to normalize training data, Z-standard that is commonly used in statistics was employed. The Equation 8 indicates normalizing through Z-standard.
where x is the input variable, Mean X ( ) is the average of input variables, σ x is the standard deviation of the populatin.
Developing the Model
As it was already stated, in the present study two techniques which are the most commonly used in clustering of data mining were employed. At first, the observations were trained by means of SOM techniques and the output results in the form of graphical maps were analyzed. K-means algorithm was also used to compare 
SOM
As it was already mentioned, SOMs intend to visualize views of a low-dimensional (typically two-dimensional or three-dimensional), discretized representation of the input space, so that the least information is lost and the hidden knowledge of the relationships training observations is demonstrated. In other words, the SOM describes a mapping from a higher dimensional input space to a lower dimensional map space. 
Lots of research has been carried out on the number of neurons of the grid layer. Kohonen recommends the formula 5 n for determinoing the number of neurons, where n is the number of training data (Kohonen, 2001) . Here, this formula has been used. Since the number of training data comprises 34726 records, 932 neurons of the grid layer were selected.
To visualize the output of these maps, various techniques and tools have been utilized. In the present study, U-matrix of observations grid offered by Ultsch and Simon in 1990 is used. Figure 6 illustrates the U-matrix of SOMs trained by the automobile comprehensive insurance data.
As it was shown the obtained U-matrix comprises six segment or six clusters of information and each customer of the automobile insurance is grouped into one of these clusters. Customers in each of these segments are very similar in terms of the mentioned characteristics To determine the label and name for each of these clusters, some random samples from every segment were picked out and the average of the damage coefficient of selected samples were computed. The ratio of the damage caused to the insurance company to the amount of insurance premium is called the compensation coefficient. In fact, the customer transfers the risk to somebody else, here, the insurance company by insuring his or her car. Indeed, this risk is the damage caused to the insurance company. The compensation coefficient represents the percentage of the insurance premium which bounces back to policyholders as benefits. If the compensation demanded form the insurance company by the customer exceeds the received insurance premium, this coefficient will be over 1. In other words, the insurance company is running at a loss. Therefore, the customers whose insurance compensation coefficients are low bring more benefits to the insurance company because most of their premium bounces to the insurance company. It is to the benefit of the insurance companies to recruit and maintain these customers in all areas of insurance. Table  6 displays how the labels were attached to the segments of SOMs.
As it can be seen form Table 6 , the average of compensation coefficient of cluster one is close to that of cluster three, so these two clusters were grouped into the category of customers with low risk. Similarly, the averages of compensation coefficients of clusters four and five are close to each other. Since the averages of compensation coefficients of these two clusters exceed one, they are categorized as high-risk customers. To put it differently, the damage caused to the insurance company by these customers costs more than the insurance premium they pay.
Therefore, generally the U-matrix can be divided into four clusters as it can be seen in Figure 7 . Cluster A customers are recognized as low-risk, Cluster B as fairly low-risk, Cluster C as high-risk, and Cluster D as fairly high-risk.
Generally speaking, the maps provide us with three types of various analyses. First, using the designed map, it is possible to extract information on each and every one of variables. For example, in the map of policyholder's gender variable as it can be seen in Figure 8 , the dark blue and red colors represent male and female, respectively. As it is clear from the map, the frequency of male policyholders is higher than that of female ones.
Comparing the U-matrix with each and every one of the variable maps enables us to analyze the characteristics of each cluster. In the following, the high-risk cluster and fairly low-risk cluster are being analyzed as examples.
• Analyzing the High-Risk Cluster:
• Auto system: With respect to the color spectrum in this area, it can be noted that there are more pick-ups than Xantia and Pride makes. Besides, there are also more Pride cars than Xantia cars.
• Safety Equipment (ABS): The majority of cars in this area lack ABS. Some Pride and Xantia cars in this area are equipped with ABS.
• Color of the Car: All color spectra are seen in this area. Cars with dark colors, bright or strong colors (such as orange, yellow, cherry red,…) and blue color schemes can be observed in this area. Such bright colors as white and beige are less than dark and other colors in this area. • Auto Model: These cars are mostly old.
• Mileage: Pretty high-mileage cars are associated with dark red and highmileage cars with bright red. Most cars in this area are high-mileage ones. In some areas of the map, there are low-mileage and even in some areas brand new cars. • Auto Type: As it is clear from the map, there are fewer sedans than pick-ups.
• Auto Usage Type: Regarding the fact that most cars in this area are pick-ups. They are mainly used to carry and pull loads. It is noteworthy that most Pride cars in this area are used as taxis and telephone taxis.
• Gender of the Policyholders: The majority of policyholders in this area are men.
• Location: In the map of this variable, the deep blue, pale blue and yellow spectra which represent mega- Similarly, another analysis which can be done using the variable maps is to find out meaningful and meaningless relationships between variables through comparing maps of variables two by two. Figure 9 illustrates the simultaneous maps of all variables and U-matrix.
As an example, with overlapping maps of gender and place of residence variables, it can be concluded that the frequency of the female policyholders is higher in megacities and large and fairly large cities than small towns. With regard to maps of gender variable and the extra insurance coverage purchased variable, no meaningful relationship between the extent of the extra insurance coverage purchased and gender variables can be identified. In case of the number of accidents in the previous year, it should be pointed out that there are more accidents caused by men than women.
Figure 9. The simultaneous maps of all variables and U-matrix
Comparing two variables of car make and color helps us understand that there is a meaningful relationship between these two variables. Most pick-ups are of white, blue and green colors. Bright colors such as white and dark colors such as black and gray can be seen more frequently in Xantia than other colors. Pride cars are more of strong color and green and blue colors than Xantia.
K-Means
In this section, using K-means algorithm as one of the most commonly employed algorithms for partitive segmenting, the data was trained to compare with SOM and modeled. One of the main differences between this technique and SOM technique is the fact that the number of clusters can be determined before using this technique. Determining the number of clusters is one of the critical steps in using this model, which impacts upon the obtained results. In this research, as it was done in 2.2.2 the average square error criterion was utilized. In this step, the model on the number of clusters was iterated from 2 to12 clusters. It should be noted here that since the number of clusters in the SOM was decided as six, in this section, clusters was maximally considered 12 and there was no need to iterate the model on more clusters. Figure 10 displays the average of squareerrors for the number of clusters from 2 to 12. As it can be seen, the minimum error is related to cluster eight. Therefore, the optimal number of clusters amounts to eight, which the model converged at 16 iterations with this number of clusters.
To implement this model, Clementine 11.1 which is a highly specialized data mining workbench was deployed. The first step in using this software is to retrieve data from the database. The extracted data from the database of Mellat Insurance Company was prepared and retrieved in Excel environment. In the next step, the type of each variable was determined. For instance, the gender is a flag variable which has only two values of 0 and 1. After deciding the type of each variable, the optimum number of clusters and other parameters of the model such as the number of times the solution was repeated were identified. As shown in Table 7 , the following results were revealed after implementing the model. For those range variables, the mean of that variable in that cluster and for the rest of variables, the percentage of frequency was computed. In Table 7 , the highest frequency in each cluster was calculated.
Given the output results of the model, as it was shown in Table 7 , the features of each cluster were identified. As an example, Cluster-1 includes all female policyholders who have two makes of car, that is, Pride and Xantia, which are equipped with ABS. Most cars in this area are of bright colors. The place of residence of policyholders in Cluster-1 with the frequency of 29% is mostly in fairly large cities. In addition, the average of damage record in Cluster-1 is 0.28. Cluster-7 is identified with pick-ups that have high mileage. The average of damage record 0.73 and 97% of policyholders are male. Most cars in Cluster-7 with the frequency of 87% are of blue colors.
To label each cluster, as with the model developed in SOM, a number of random samples from each cluster were selected and with respect to the average of damage coefficients of selected samples, clusters were named. The average of damage coefficients of the data in each cluster and their labels are illustrated in Table 8 .
Discussion
In SOM technique, with regard to the fact that the output results of the SOM are illustrated in graphical form, so it empowers us to compare clusters by comparing the various values of each variable. U-matrix maps and the maps of all variables help to analyze the results from three dimensions.
The map of each variable by itself makes it possible for us to observe the frequency of the different values of that variable by noticing the color spectrum. Further, comparing the variables two by two leads to finding out meaningful relationships among variables. In k-means, the number of clusters has to be determined right at the beginning of the model application and the wrong selection of this parameter has a profound effect on the output results. Therefore, one of the advantages of SOM technique over k-means is that as one input parameter there is no need to decide the number of clusters.
Both these techniques are similar in that they are applicable to a huge amount of data and a great deal of variables.
In this research, it seems as if K-means technique focuses on some variables more than the others and distinguishes data from each other on the basis of some variables. For example, the cluster in which cars were of Pride make and there were the policyholders with 100% frequency are men. While in SOM technique, all variables are equally important. Therefore, such a technique does not make a clear distinction between data in the case of one or two specific variables. In implementing the SOM within Matlab environment, data clustering is done through color spectra formed in U-matrix. Since there is no clear boundary between clusters, small areas among other clusters can be attributed to adjacent clusters with regard to the map of other variables. In K-means clustering, a clear boundary is drawn between clusters; as a result, there are more clusters detected in this technique than in SOM. But since in SOM technique an individual risk level is decided by all risk factors, it seems more appropriate to cluster by SOM.
CONCLUSION
It has been several years since the majority of developed and developing countries in their insurance industry deploy the segmented insurance premium system. The insurance premium in many insurance companies is calculated by considering the various variables of demographic specifications, car specifications, and the policyholder's damage record. While in Iran the rate of automobile comprehensive insurance premium is set by Central Insurance of Iran. In practice, low-risk customers pay for the damage and loss caused by high-risk customers, so there is no difference between these two groups of customers. In addition to the inefficiency of the contracts of insurance or policies, lack of measures of determining the risk in automobile insurance leads to computing unfair rates because in this case instead of the person, the car is insured. That's why most insurance companies experience great loss as far as automobile insurance is concerned while most developed countries have attempted to increase the productivity and profitability of their insurance industry using the risk segmentation system. Here it was attempted to cluster customers of automobile comprehensive insurance in one of private insurance companies on the basis of their risk level by means of SOM and K-means techniques. Further, the strengths and weaknesses of these techniques were demonstrated. The results revealed that customers vary for the insurance company in many ways. For example, the car type, car color, policyholder's gender, and many other factors help us distinguish customers from each other. Data analysis demonstrated the importance of the finalized selected factors. It is noteworthy that all risk factors selected by the review of previous studies and expert opinion poll are of high significance. For instance, since this research focused only on three makes of cars, it was revealed that pick-ups have higher risk than the other two makes and Pride cars have higher risk than Xantia cars. Data analysis indicated that of Pride and Xantia cars, those equipped with ABS carry lower risk compared with other cars. The results also showed that male policyholders have higher risk than female ones.
LIMITATIONS AND SUGGESTIONS FOR FURTHER RESEARCH
• This research focused only three auto system that is Pride, Xantia and Pick-up because there are more of these cars insured in this company. Therefore, other research can be carried out to take into account other auto systems with similar frequency.
• Analyzing a specific make of car leads to more precise and better results, so it will be much easier to examine the impact of other variables on that specific auto system. • Some significant and influential factors such as the policyholder's age, the year he or she got the driver's license and driving license class were missed out because there was no information on these factors available in the dataset of the insurance company. But research shows the importance and effectiveness of these factors, so it is recommended that such information should be obtained when an insurance policy is issued, so that analyzing it leads to critical results which impact upon the company's profitability. 
