Wilson-Cowan model is employed in studies concerning neuronal networks. This model consists of two nonlinear differential equations that represent the interaction between excitatory and inhibitory populations of neurons. The mutual influence of these populations is described through a sigmoidal function, which is usually chosen as the hyperbolic tangent or the logistic curve. Both choices make difficult theoretical analyses. Here we choose another sigmoidal function and analytically obtain the set of parameter values for which an asymptotically stable limit cycle exists. This result is potentially useful to analytical and numerical works on the binding problem, which is the problem of creating a coherent representation of objects from the oscillatory activity of spatially separated cortical columns. r
Introduction
It is known that different features of an object appearing in a visual scene, as its color, shape, velocity and the direction of its motion, are processed in different cortical areas (e.g. Zeki, 1992) . However, it remains an open question how distributed features are bound together to represent a particular object. In other words, how the constituent features are correctly integrated into the perception of a coherent object.
Von der Malsburg and other authors (e.g. Bertrand & Tallon-Baudry, 2000; Dan et al., 1998; Schillen & Ko¨nig, 1994; Shimizu & Yamaguchi, 1989; Singer & Gray, 1995; Sporns et al., 1989; von der Malsburg & Buhmann, 1992) have proposed that these features are linked through temporal correlations of neuronal activities. Thus, each feature is represented by a neuronal group oscillating in a synchronized way, and distinct features of the same object are simultaneously represented by distinct synchronous groups. Neuronal groups corresponding to different objects must be desynchronized from each other, in order to avoid ambiguous conjunctions. Experimental observations of the visual cortex of animals seem to support this theory (e.g. Engel et al., 1992a; Castelo-Branco et al., 2000) . Sensory segmentation of auditory (e.g. Joliot et al., 1994) and olfactory (e.g. Baird, 1986) stimuli seem also to be based on temporal labels of cortical activities. The role of the oscillatory activity of the cortex was a ''great enigma'' (Dewan, 1964) . These theories and observations have suggested that such an activity may be related to the processing of sensations and cognitive functions (e.g. Engel et al., 1992b; Basar et al., 1999) .
In mathematical models concerning neurophysiological aspects of this binding problem, one assumes that the basic functional unit is a cortical column instead of a single neuron. This assumption simplifies analytical works and numerical simulations. Based on the hypothesis that oscillatory behavior is required for solving the binding problem, it becomes important to determine the conditions under which a cortical column would exhibit periodic behavior.
The activity of a cortical column may be mathematically described through the model developed by Wilson & Cowan (1972 
The variables xðtÞ and yðtÞ represent, respectively, the proportion of excitatory and inhibitory neurons firing per unit time at the instant t: Both xðtÞ and yðtÞ are supposed to be continuous variables and their values may code the information processed by these populations. The state xðtÞ ¼ 0; yðtÞ ¼ 0 represents a background activity. Negative values of these variables correspond to a depression from this resting activity.
The parameters a and d represent a natural (exponential) decay. The parameters r x and r y are related to the duration of the refractory period. In terms of a single neuron, a; d; r x ; and r y would represent cell membrane and synaptic properties. However, when dealing with neuronal sets, these constants cannot be ascribed straightway to the single cell properties. In this sense, caution must be taken in the transit between hierarchical levels. For example, the natural decay of a post-synaptic potential may last from milliseconds to seconds (or even minutes) depending on the cellular type and the neurotransmitters involved (e.g. Kandel et al., 2000) . For a population of neurons, the natural decay would be given as a combination of the natural decays of its elements. The parameters b; c; e; w are the strengths of the connections between the populations as shown in Fig. 1: where b is the strength of the coupling from y to x; c is the strength from x to y; w is the strength of the self-excitatory connection; e is the strength of the self-inhibitory connection. All these parameters have positive values. The functions IðtÞ and JðtÞ are the inputs to the excitatory and inhibitory populations, respectively. These inputs can be external stimuli or stimuli coming from neighbor populations. On a primary basis, an input can be considered as part of a sensory stimulus directed to the cortical column. Alternatively, these functions can represent intercolumn interactions and, therefore, can assume either positive or negative values, depending on the type of interaction. Schuster & Wagner (1990) considered r x ¼ 0; r y ¼ 0: We performed simulations by taking r x Cr y Ca=10Cd=10 and compared with the case r x ¼ 0; r y ¼ 0: In general, the temporal evolution of the system was quite similar in either case. Therefore, due to analytical convenience, we assume the simplifications proposed by Schuster and Wagner.
A last word of caution with respect to the results here reported and their empirical counterparts. The oscillations found in EEG records are related to electrical events at the cortex. However, the EEG waves represent, mainly, the synaptic activity of pyramidal cells at their dendritic terminations, and not the actionpotential at their axons (e.g. Kandel et al., 2000) . Therefore, the results in this manuscript should not be quantitatively related, in a direct manner, to the frequencies of the EEG waves, since xðtÞ and yðtÞ are variables related to the output of neuronal populations, i.e. their actionpotentials. On the other hand, the qualitative profile is valid. Wang (1995) argued that the inhibitory feedback to the inhibitory population does not alter the qualitative behavior of the model. Numerical simulations support this hypothesis. Hence, we take e ¼ 0:
SðzÞ is a sigmoidal function, which is a function with the following properties: SðzÞ has one and only one inflection point, SðzÞ-k 1 when z-þ N; and SðzÞ-k 2 when z-À N; where k 1 and k 2 are constants. Usually, SðzÞ is taken as tanhðzÞ (e.g. Ermentrout & Kopell, 1990; Shimizu & Yamaguchi, 1989) or 1=ð1 þ e Àz Þ (e.g. Borisyuk & Kirillov, 1992; Schillen & Ko¨nig, 1994; Wang, 1995; Wilson & Cowan, 1972; Zhao et al., 2000) or arctanðzÞ (e.g. Hayashi, 1994) . It is very difficult to perform a theoretical analysis about the dynamics of the model with these choices of SðzÞ: However, as Wilson & Cowan (1972) state: ''No particular significance is to be attached to the choice of '' SðzÞ: Thus, in order to analytically study the equations of the model, we choose the following sigmoidal function:
With this choice, eqns (1) become
By using Dynamical System Theory (e.g. Guckenheimer & Holmes, 1983; Strogatz, 1994) , we analyse the asymptotic behavior of these differential equations.
Analysis
The dynamical system described by eqns (3) can present three kinds of attractors: fixed point, limit cycle and strange attractor. Here we take the inputs as IðtÞ ¼ I and JðtÞ ¼ J; where I and J are constants. Constant values of inputs may represent average intensities of stimuli coming to the cortical column. In this case, no chaotic behavior (and, consequently, no strange attractor) can arise, because the equations represent an autonomous two-dimensional flow.
The x-nullcline (i.e. f ðx; yÞ ¼ 0Þ and the y-nullcline (i.e. gðx; yÞ ¼ 0) split the phase plane into several regions, as shown in Fig. 2 . Each region is characterized by the signs of dx=dt and dy=dt: These nullclines are 
The curve f ðx; yÞ ¼ 0 presents a local maximum at x 1 ; where
and a local minimum at x 2 ¼ Àx 1 : This curve tends to þN when x-À 1=a and tends to ÀN when x-þ 1=a: It crosses the y-axis at y f ð0Þ ¼ I=b:
The curve gðx; yÞ ¼ 0 tends to þ1=d when x-þ N and tends to À1=d when x-À N: It crosses the y-axis at y g ð0Þ ¼ J=ðd
The qualitative difference between the curves f ðx; yÞ ¼ 0 and gðx; yÞ ¼ 0 reflects the difference between excitation and inhibition.
An intersection point of these curves is an equilibrium point ðx n ; y n Þ; because the functions f and g are simultaneously null at this point. The stability of ðx n ; y n Þ can be determined by calculating the eigenvalues l 1;2 of the Jacobian matrix corresponding to the system linearized around this point. Hartman-Grobman theorem states that a fixed point is asymptotically stable when all eigenvalues have negative real parts. For a two-dimensional system:
where T and D are the trace and the determinant of the Jacobian matrix, respectively. For eqns (3), an equilibrium point is asymptotically stable when
Observe that the stability of the point ðx n ; y n Þ is expressed only in terms of x n : As the values of the parameters change, the attractor can be topologically altered. A necessary condition for the occurrence of Hopf bifurcation is T ¼ 0 and D40: For T40 and D40; an asymptotically stable limit cycle appears and xðtÞ and yðtÞ present oscillatory behaviors. A limit cycle is a closed and isolated orbit in the phase plane, which corresponds to a periodically changing neuronal activity. For a closed orbit, asymptotic stability means a mode of oscillation that returns to the original trajectory after being perturbed. A perturbation can be considered as a new initial condition.
A PARTICULAR CASE
The behavior of an unstimulated cortical column can be studied by assuming that such a column does not receive any input; that is, I ¼ 0 and J ¼ 0:
For analytical convenience in this particular case, the decay parameter of the excitatory population is taken as null; that is, a ¼ 0: In this case, the equilibrium points are:
where g bc=ðdwÞ: Stability analysis reveals that:
K the point ð0; 0Þ is asymptotically stable for wod and g41: In this situation, the other fixed points exist and are saddle points (a saddle point presents l 1 40 and l 2 o0; thus, in the phase plane, all trajectories tend to infinity except those along the direction given by the eigenvector corresponding to the negative eigenvalue); K the point ð0; 0Þ is unstable for w4d: If go1; ð0; 0Þ is a saddle point, and the other fixed points do not exist. If g41; ð0; 0Þ is an unstable node when T 2 XD (because l 1;2 40) or is an unstable focus when T 2 oD (because l 1;2 are complex numbers, with Reðl 1;2 Þ40), and the other points exist and are saddle points.
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The origin is the unique steady solution that can be reached, because the saturation points ðx Other asymptotically stable solution that can exist is a limit cycle. Poincare´'s Index Theory states that any closed orbit in the phase plane must enclose fixed points whose indices sum to þ1: A saddle point has index À1: Either a node or a focus have index þ1; regardless their stability. Therefore, stable limit cycle can only exist around the origin, which can be either an unstable node or an unstable focus when w4d and g41:
Bendixson's Theorem shows that a necessary (but not sufficient) condition for the existence of a limit cycle is that the line @f =@x þ @g=@y ¼ 0 exists and the limit cycle crosses it. In this particular case, there are two lines given by
Combining these results, we can analytically determine the minimum and the maximum radii of a ring-shaped region containing the limit cycle. The minimum radius r min is the minimum distance between the origin and a line where @f =@x þ @g=@y ¼ 0: We obtain
The maximum radius r max is the distance between the origin and the closest fixed point. We obtain
If there is an asymptotically stable periodic solution, then the parameter values must give real values for r min and r max : This occurs for ðw=dÞ 2=3 41 and g 2 41: These conditions can be rewritten as w4d and g41; and this is in accordance with the result obtained by the Poincare´Index Theory. Thus, if an unstimulated column oscillates, the asymptotic values of xðtÞ and yðtÞ pertain to the interval r min oxðtÞ; Notice that the oscillation period t increases with the value of w: For this choice of parameter values, the birth of the limit cycle occurs for w critical ¼ 0:5 and it disappears at wC0:684: According to the Hopf Theorem, the period t for wCw critical is given approximately by t ¼ 2p=ImðlÞ evaluated at w ¼ w critical : In this case, t ¼ 2p= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi bc À dw p C7:3: For an autonomous two-dimensional system, the Poincare´-Bendixson Theorem ensures that there is an asymptotically stable periodic solution in a region of the phase plane if all trajectories point inward everywhere on the boundary of this region, which must not contain any fixed points. For system (3), an asymptotically stable limit cycle exists when there is only one fixed point and this point is unstable; however, it cannot be a saddle point. When the fixed point is an unstable node or an unstable focus, all trajectories go away from the fixed point and the existence of the asymptotically stable limit cycle can be proved by applying the Poincare´-Bendixson Theorem in a ring-shaped region around the fixed point. If w ¼ 0; then To0: Therefore, without a selfexcitatory positive connection, any fixed point ðx n ; y n Þ is always asymptotically stable and there is no limit cycle for any value of the other parameters. Hence, a self-excitatory connection is crucial for the emergence of an oscillatory behavior.
Equations (3) exhibit just one fixed point when the nullclines f ðx; yÞ ¼ 0 and gðx; yÞ ¼ 0 intersect each other just once. This can be approximately expressed as y f ðx 1 Þoy g ðx 1 Þ and y f ðx 2 Þ4y g ðx 2 Þ: Such conditions are written as
There is an asymptotically stable limit cycle when conditions (12) are satisfied, and T40 and D40 hold for the unique unstable fixed point.
Hopf bifurcation requires T ¼ 0: For T ¼ 0; the x-coordinate of the equilibrium point is 
The arising of the limit cycle can be brought about by changing the decay parameters a; d; the synaptic strengths b; c; w; and/or the inputs I; J: Suppose that the parameter values of a cortical column remain constant during some sensory information processing. Then, just altering the inputs can cause the transition between a steady activity to an oscillating one. For some values of I and J; there would be an oscillating behavior; for others, there would not.
Changes in the value of I displace the curve y f (ð f ðx; yÞ ¼ 0) upwardly or downwardly, as shown in Fig. 5 . Hence, conditions (12) are specially useful when I is taken as the control parameter. For example, for a ¼ 0:1; b ¼ 1; c ¼ 1; d ¼ 0:1; w ¼ 1; and J ¼ 2; there is limit cycle for À2:95oIo3:01 according to expressions (12). Numerically, we found the existence of a limit cycle for À2:95oIo3:01: The curve t Â I is U-shaped. Figure 6 illustrates the case J ¼ 0:
Variations in the value of J displace the curve y g (ðgðx; yÞ ¼ 0) to the left or to the right, as shown in Fig. 7 . When J is taken as the control parameter, conditions (14) are specially useful. For example, for a ¼ 0:
w ¼ 1; and I ¼ 2; there is limit cycle for À6:33oJo7:58 according to expressions (14). Numerically, we found a limit cycle for À6:33oJo7:62: t as a function of J exhibits an inverted U-shaped. Figure 8 illustrates the case I ¼ 0:
Discussion
Oscillation is a feature commonly observed in the electrical activity of many nervous systems. For example, oscillatory patterns are detected in terrestrial mollusks (e.g. Nikitin & Balaban, 2001) , locusts (e.g. Wehr & Laurent, 1999) , lobsters (e.g. Cardi & Nagy, 1994) , cats (e.g. Pinto et al., 1996) , monkeys (e.g. Baker et al., 1999) , humans (e.g. Bertrand & Tallon-Baudry, 2000) . Interestingly, oscillations are related to pathways of both afferent sensory and efferent motor control systems (e.g. Baker et al., 1999; Cardi & Nagy, 1994; Hashimoto, 2000; Nikitin & Balaban, 2001) . It has been hypothesized that this oscillatory behavior would entrain information (e.g. Bertrand & Tallon-Baudry, 2000; Dan et al., 1998; Schillen & Ko¨nig, 1994; Shimizu & Yamaguchi, 1989; Sporns et al., 1989; von der Malsburg & Buhmann, 1992) or would participate in the establishment of a certain communication channel (e.g. Hoppensteadt & Izhikevich, 1998) . According to the theory of brain function based on the coherency of neuronal firing, oscillatory activity is crucial for sensory information processing. Thus, oscillations are presently considered as an essential characteristic of neuronal processing. Within such a framework, models presenting intrinsic oscillatory properties are currently under study. One important branch of these models is the Wilson-Cowan model (Wilson & Cowan, 1972) , since this model summarizes many important features of cortical columns (e.g. Frank et al., 2000; Hoppensteadt & Izhikevich, 1998; Jirsa & Haken, 1997) .
A main problem concerning analytical approaches to Wilson-Cowan model rests on the difficulty in finding the conditions for the existence of limit cycle. We by-passed this difficulty by choosing a more convenient sigmoidal function. The conditions for the existence of an asymptotically stable limit cycle are expressed in terms of the constant inputs I and J; which may represent average intensities of stimuli coming to a cortical column. 
WILSON-COWAN MODIFIED MODEL
Analytical and numerical studies using Wilson-Cowan model have pointed that oscillatory behavior can be produced in response to an aperiodic input. Here we showed that even an unstimulated cortical column can oscillate. Thus, the oscillations observed in the electrical activity of the cortex may be the consequence of a dynamical competition between excitatory and inhibitory populations of neurons. Hoppensteadt & Izhikevich (1998) have suggested that cortical communication is not guaranteed simply by synaptic interactions; there must be a resonance frequency. If an unstimulated column can oscillate, then the basis for communication may be established before a stimulus onset.
If the processing of sensation and cognitive functions are related to oscillatory behavior and such a behavior only occur when w40 (i.e. the presence of functioning self-excitatory connections within a column), then the presence of selfexcitatory connection may be important for the accomplishment of these functions.
The case co0 represents the situation in which the neurons inhibit the activity of each other. For a ¼ 0 and co0; the unstable fixed points are always saddle points for an unstimulated column. Since a limit cycle cannot exist around a saddle point, then there is not oscillation for co0; I ¼ 0; J ¼ 0: In this case, the existence of a limit cycle requires that I and/or J are not null. In fact, mutual inhibitor networks, which have been used as models for neural rhythm generators (Matsuoka, 1987) , always receive inputs. This prediction may be tested experimentally.
The activity of cortical columns can oscillate in different natural frequencies. This seems to be true for many other parts of our nervous system as well as for nervous systems of other vertebrates and non-vertebrates. The model studied here shows that the period of a column (or other communicating neuron populations) could be changed by varying the intensity of the inputs to it, suggesting thus a partial solution to the binding problem. 
