We apply second order finite difference to calculate the lowest eigenvalues of the Helmholtz equation, for complicated non-tensor domains in the plane, using different grids which sample exactly the border of the domain. We show that the results obtained applying Richardson and Padé-Richardson extrapolation to a set of finite difference eigenvalues corresponding to different grids allows to obtain extremely precise values. When possible we have assessed the precision of our extrapolations comparing them with the highly precise results obtained using the method of particular solutions. Our empirical findings suggest an asymptotic nature of the FD series. In all the cases studied, we are able to report numerical results which are more precise than those available in the literature.
Introduction
Among the different methods for estimating the eigenvalues and eigenfunctions of the Laplacian on a finite region of the plane, finite differences (FD) is the simplest, although the ac-curacy of the results obtained with this method is limited. In particular, for domains with reentrant corners with an angle of π/α, it is well known that the error of the FD eigenvalues is dominated by a behavior h 2α for h → 0 (h is the grid spacing). The so-called L-shaped membrane [α = 4/3] is a famous example which was studied long time ago by Fox, Henrici and Moler [14] . Because of the quite slow convergence of FD in this case (∆E ≈ h 4/3 ), those authors applied an alternative method, the method of particular solutions (MPS), and, exploiting all the symmetries of the problem, they were able to obtain the first 8 digits of the lowest eigenvalue of the L-shape correctly, E 1 ≈ 9.6397238. Interestingly, the paper also mentions a precise (unpublished) value obtained by Moler and Forsythe, E 1 ≈ 9.639724, extrapolating the FD values obtained with very fine grids. Unfortunately, the extrapolation is neither named nor explained.
A valuable discussion of the Richardson extrapolation of FD results for the eigenvalues of the Laplacian on two dimensional regions of the plane is contained in [21] , where it is pointed out that the correct exponents of the asymptotic behavior of E 1 for h → 0 must be used in the extrapolation.
The purpose of the present paper is to show that is it possible to obtain quite precise approximations to the eigenvalues of the Laplacian on a certain class of two dimensional domains (specifically domains whose borders are sampled by the grid) by Richardson extrapolation of the FD results, provided that the asymptotic behavior of the FD eigenvalues for h → 0 is taken into account correctly.
The paper is organized as follows: in section 2 we provide a general discussion of Richardson extrapolation, and its relation to the "method of deferred corrections"; in section 3, we describe the practical implementation of the Richardson extrapolation used in this paper; in section 4 we present the numerical results obtained for different domains, comparing them with the best results available in the literature; finally, in section 5 we summarize our findings and discuss possible directions of future work.
Richardson Extrapolation
Richardson Extrapolation is interpolation of samples of a sequence S n by a continuous function of a continuous variable z followed by extrapolation to z = 0 to approximate the limit of the sequence. The slowly convergent series ∞ n=1 n −2 , for example, can be summed by taking the sequence of partial sums, S ν = ν n=1 n −2 , to be samples of a function in z ≡ 1/ν. In our application, the sequence is that of approximations to an eigenvalue by finite difference calculations whose asymptotic error is a series in some power of the grid spacing h; here z = h 2 [usually] or z = h 4/3 [for one singular application.] The history including many independent discoveries is reviewed by Brezinski [7] , Marchuk and Shaidurov [24] , Sidi [33] , Walz [37] and Joyce [20] . Christian Huyghens applied Richardson Extrapolation to estimate π to 35 decimals from the perimeters of a sequence of polygons with more and more sides inscribed in the unit circle. Richardson's (1927) paper [29] contained a plethora of examples that was the first comprehensive display of the power of extrapolation; he claimed no novelty but credited others including an obscure Russian language paper by Bogolouboff and N. Krylov 1 Richardson Extrapolation of eigenvalues is discussed in Pryce's book on numerical solution of Sturm-Liouville problems [27] .
Richardson Extrapolation has four steps. First, compute samples {f (h n )} of the function being extrapolated. Second, choose a set of basis functions {φ j (x)} -usually polynomials -for an approximation
The coefficients a j can always be computed by solving a matrix problem at a cost of O(N 3 ) operations, and this is necessary when the φ j are a mixture of polynomials and polynomials multiplied by powers of log(x), for example. However, it is faster to use Neville-Aitken interpolation to compute a two-dimensional array (" Richardson Table" ) of approximations of different N formed from different subsets of the full sample set {f (h n )}. This is cheaper than matrix-solving [O(N 2 ) floating point operations] though this is only a small virtue because of the speed of modern laptops. More important, extrapolation is credible only if its answers are independent of numerical choices such as N and subsets of the full set of samples. More precisely, a numerical answer is believable if and only if several different values of the numerical parameters yield the same answer to within the user chosen tolerance. The Richardson Table allows a quick search for such stable approximations. We shall return to this in analyzing each numerical example.
Various conventions are employed. A popular one is to arrange the table as a lower triangular matrix with N samples of f (z), the function being approximated, as the first column:
The simple recursion is
Each entry in column k is a polynomial of degree (k − 1) which interpolates a subset of k samples. The basic step combines two polynomials that interpolate (k − 1) points each to generate a polynomial that interpolates at the k points {z j−k+1 , . . . z j }. Both generators interpolate at the (k − 2) points {z j−k+1 , . . . z j }, but only R j,k−1 interpolates at z j while R j−1,k−1 does not, but interpolates at z j−k+1 . It is easy to verify that
where we used
For Richardson Extrapolation, we set z = 0 and the table of polynomials becomes a lower triangular matrix of numbers.
When z = 1/n, a reciprocal integer, Salzer gave a nice closed-form extrapolation formula in 1954 [30] as well as tables of the weights assigned to each sample in the final answer.
Sidi gives some convergence proofs in Chapter 3 of his book [33] . It is known that Richardson Extrapolation is often exponentially (geometrically) convergent with the error of the diagonals and bottom rows of the table falling as exp(−qn) for some positive constant q even when the power series being extrapolated is factorially divergent, as usually true when the samples are of the trapezoidal rule for different grid spacings h and the associated series in powers of z = h 2 is the Euler-Maclaurin formula. A comprehensive theory is still lacking, however.
Richardson Extrapolation is closely related to the "method of deferred corrections", alternatively labelled "correction by higher order differences" in the (1983) book by Marchuk and Shaidurov [24] . "Deferred corrections" also solves matrix problems that are the low order, usually second-order, discretization of the problem. Deferred corrections also promotes this low order approximation into a very high order approximation. In contrast to Richardson Extrapolation, which solves the low order problem repeatedly on a variety of different grids, deferred corrections uses only a single grid, and applies an iteration preconditioned by the low order discretization [13, 5] . The residual is evaluated by a high order method; the accuracy of the converged iterative solution is equally high. One grid, instead of many, is obviously a significant advantage for deferred correction. The method can be applied to eigenvalue problems [36, 9] .This approach has become the standard way of generating very high order time marching schemes to pair with spectral spatial discretizations. Dutt, Greengard and Rokhlin write, "We begin by converting the original ODE into the corresponding Picard equation and apply a deferred correction procedure in the integral formulation, driven by either the explicit or the implicit Euler marching scheme. The approach results in algorithms of essentially arbitrary order accuracy for both non-stiff and stiff problems" [12] . Further developments of Picard integral/deferred correction time-marching can be found in [18, 22, 19] .
High order evaluation on a line in one dimension (time) is easy, but evaluating the residual of a partial differential equation by, say, twelfth order finite differences, is a bookkeeping nightmare. The programming and debugging escalate rapidly when the domain is geometrically complicated. Furthermore, corner singularities may make higher order evaluation of the residual impossible without heroic measures [6] . For all the success of deferred correction in other applications, for eigenproblems in domains with corners Richardson Extrapolation is clearly the better way.
Implementation of Richardson extrapolation
Suppose that we have calculated a given eigenvalue of the Laplacian on a certain domain using finite differences for a number of grids, which all sample the border, and with decreasing grid spacings, h 1 > h 2 > · · · > h N . Only when h → 0 is the exact eigenvalue of the associated problem in the continuum obtained, although the eigenvalues obtained for different (finite) grid spacing an asymptotic behavior, which depends on h; for the k th grid we may typically expect
where α 1 < α 2 < · · · < α N . However, logarithms and more exotic functions have arisen in other problems. The exact values of these coefficients will depend on the particular properties of the domain studied: in fact, while integer values of α are associated with the discretization of the problem (α = 2, 4, . . . ), rational values of α may also appear when reentrant corners are present (as for the case of the L-shape where α 1 = 4/3).
Using eq. (16) for all grids, and with basis functions φ j , one obtains a system of linear equations
where the unknowns are the coefficients c j (j = 0, 1, . . . , N − 1).
In matrix form these equations take the form
The solution to Eqs. (18) is obtained as
where the extrapolated value of c 0 will provide an estimate of the exact eigenvalue.
Cramer's rule can be used to obtain the coefficients c j without inverting the matrix R;
in particular
In our numerical examples φ j (z) = z αj (22) where α 0 = 1 and the α j are a monotonically increasing sequence of positive constants.
When we apply eq. (16) to the different grids, we are implicitly assuming thath > h 1 > · · · > h N , whereh is the radius of convergence of the series. However, in general h is unknown and it will only be estimated once the first few coefficients c j have been approximated. For this reason inaccurate results could be obtained if the spacing of one of the grids falls outside the radius of convergence of the asymptotic series. This is a common problem also of perturbative series, which are known to be divergent in many cases.
To avoid this problem, we can extrapolate by Padé rational approximation
For integer exponents, α j and β j , and N = M , the choice α N = β N , would correspond to a diagonal Padé. In a general case, with N = M and rational exponents, we assume
Using the different grids (in this case we use N + M + 1 grids) we obtain the system of linear equations
. . . = . . .
which can be cast in matrix form as
. .
The solutions to these equations are found invertingR
or using Cramer's rule once again.
Numerical results
To apply the extrapolation schemes described in the previous section we need to calculate accurately the FD eigenvalues for a series of grids. We consider different domains, with borders which can be sampled by a square grid and with different reentrant angles.
L-shaped domain
We consider the L-shaped region Ω ≡ {|x| < 1, |y| < 1}−{0 ≤ x < 1, 0 ≤ y < 1}, represented in Fig. 1 . Using finite differences and a five-points approximation to the Laplacian, the Helmholtz equation on Ω is solved with Dirichlet boundary conditions on ∂Ω for a series of grids with an increasing number of points. We have exploited the symmetry of the domain, to obtain separately the even and odd modes of the L-shape.
Our numerical calculations consist of two sets:
• A calculation of the lowest eigenvalue of the L, using 124 grids with spacing h = 1/N 0 and N 0 = 10, . . . , 133. The finite difference results of this set are obtained using the "Conjugate Gradient Method" (CGM), as described in Ref. [26] , and they are accurate to 220 digits;
• A calculation of the lowest 100 eigenvalues of the L, using 100 grids with spacing h = 1/N 0 and N 0 = 10, . . . , 109. The finite difference results of this set are obtained using the internal Mathematica command Eigenvalues and they are accurate to 60 digits.
In Table 1 we report the available estimates of the lowest eigenvalue of the L-shape in the literature, including the results of the present work.
As we have mentioned before, the convergence of the numerical results is affected by the presence of a reentrant corner and the finite-difference eigenvalue E(h) behaves for h → 0 as [10, 21] 
where E(0) is the eigenvalue of the Laplacian in the continuum. For the related problem of a H-shaped membrane, Donnelly [10] conjectured the asymptotic behavior
for the fundamental eigenvalue 2 . This behavior was also used by Christiansen and Petersen [8] to perform a Richardson extrapolation of the finite difference results for the L-shape (see Table 1 ). [28] 9.63972 Fox, Henrici and Moler [14] 9.6397238 Mason [25] 9.6397 Sideridis [32] 9.6395 Schiff [31] 9.659 Christiansen and Petersen [8] 9.63972383991 Still [35] 9639723
Betcke and Trefethen [3] 9.6397238440219 Amore [1] 9.6397238440 Yuan and He [40] 9.63972384
this work (Richardson) 9.63972384402194105271145926236482315626728952582190645
this work (Padé-Richardson)
9.6397238440219410527114592623648231562672895258219064561095797005640
this work (MPS)
Figure 1: L-shaped region
The results obtained extrapolating the FD sequences can be compared with the precise results obtained with the "method of multiple solutions" (MPS) [14] . Table 2 reports the first 25 eigenvalues of the L-shape obtained with the MPS (for the case of the first eigenvalue we have used 545 points evenly spaced, which allow one to obtain 70 digits of precision, for the remaining cases we have used 425 points, which allows an accuracy of about 50 digits). The eigenvalues marked with † are known exactly and correspond to modes of a square. The MPS has been implemented in Mathematica 10 [38] , taking advantage of Mathematica's ability to work with arbitrary precision numbers or with a large number of digits (in our case typically numbers are specified to 100 digits).
We will use these values to establish the accuracy of the approximate values of E n obtained by applying four different extrapolation schemes, differing in the choice of the exponents:
• Extrapolation ii
• Extrapolation iii (Donnelly, Ref. [10] )
• Extrapolation iv
The first two schemes only use integer exponents and are expected to be accurate only for the modes of the L-shape which are also modes of the square. Figure 2 displays the error |E
| for the lowest eigenvalue of the L-shaped region, using the third and fourth extrapolation schemes. Here
where the superscripts (iii) and (iv) refer to the series used and the FD eigenvalues are accurate to 220 digits. The values ∆ a , but using FD eigenvalues are accurate to 60 digits.
The approximations obtained with the first two schemes, which do not use rational exponents, are very poor for this mode.
In particular, the extrapolated values in the four cases are
• Extrapolation ii E 1 ≈ 9.6397327 (36)
• Extrapolation iv (corresponding to the minimum in Fig. 2 )
Remarkably, the fourth scheme provides the first 55 digits of E 1 for the L-shape correctly, suggesting that the the exact asymptotic behavior of the finite difference eigenvalues, for
. In correspondence to the minimum of Fig. 2 we have calculated the first few coefficients of the asymptotic series for the eigenvalue of the fundamental mode; the expansion reads (underlined digits are expected to have converged) − 0.07305232821275730682390886
The behavior of the error in Fig. 2 suggests that the FD series is asymptotic. Therefore, if one picks a set of grids with spacings h 1 > h 2 > . . . , it is convenient to perform an extrapolation using the grids up to a given spacing h N where the error reaches a minimum.
This behavior, however, does not limit the number of accurate digits of the eigenvalue that one can obtain using the Richardson extrapolation. This is illustrated in Figs. 3 and 4: the first figure is obtained extrapolating the FD results of a set with smallest spacing h min and determining the minimum error over the extrapolated eigenvalue (which will correspond to the minimum observed in Fig. 2 ). In this case we observe that the number of accurate digits of the extrapolated eigenvalue grows linearly for N 0 ≫ 1. Of course this behavior will be lost when the number of digits of the FD eigenvalue is not sufficient (see for example, the last curve of Fig. 2 , where the FD eigenvalue are only accurate to 60 digits). Fig. 4 illustrates the fact that, as h min gets smaller and smaller, the number of grids used in the optimal extrapolation also grows linearly.
In Fig. 5 we have applied the Padé-Richardson extrapolation to calculate the error over the fundamental eigenvalue of the L. Here P (k,124) indicates the diagonal Padé with 2k + 1 coefficients, which uses the grids going from 124−2k to 124. The horizontal line corresponds to the lowest error obtained with the Richardson extrapolation, i.e. to the minimum of Fig. 2 . The errors are obtained using as a reference the precise estimate obtained using the MPS with 545 points distributed on the border, which is expected to have at least 70 correct digits (see Table 1 ).
The result obtained with the Padé-Richardson extrapolation contains 13 extra digits of accuracy with respect to the result obtained with the Richardson extrapolation alone!! The same analysis can be carried out for the eigenvalue of the first excited mode of the L-shaped membrane, which is odd with respect to reflection about the line y = x; also in Notice that the number of grids used for a given h min depends on h min itself (see Fig. 4 ). The dashed curve is the fit f (n) = 7.23166 + 0.383229n − 20.9176 n . The FD eigenvalues used in the extrapolation were computing using 220 decimal digit floating point arithmetic. this case, the fourth scheme is the appropriate one and the asymptotic expansion is obtained 
Notice that in this case we have used the less precise set of FD values, which were computed only in 60 digit floating point arithmetic: the eigenvalue of the first excited state is now reproduced with "just" 37 correct digits.
This result clearly shows that the coefficients of the terms h 4/3 and h 10/3 must vanish: in particular it is easy to understand the absence of h 4/3 since the mode that we are calculating is the fundamental eigenmode of the desymmetrized region obeying Dirichlet boundary conditions on y = x. In this case the reentrant corner is π/α = 3π/4 and therefore 2α = 8/3.
With this simple observation, eliminating 4/3 and 10/3 from the exponents used in the extrapolation scheme, we are able to obtain 3 more digits of E 2 log 10 1
Even more digits can be obtained using the Padé-Richardson scheme, without the exponents 4/3 and 10/3: in this case log 10 1
H-shaped domain
We now consider a domain with the shape of H, displayed in Fig. 3 , originally studied by Donnelly [10] using the method of particular solutions (MPS) and finite differences (FD).
As we have already mentioned in the previous section, the author conjectured that the FD eigenvalues, corresponding to a given grid spacing h, behave as
where E(0) is the corresponding eigenvalue of the Laplacian in the continuum and the exponent 4/3 is determined by the presence of a reentrant corner 3π/2 [10, 21] . As for the L-shape, we want to obtain a precise estimate of the lowest eigenvalues for this problem, using a sequence of FD eigenvalues, obtained for different grids. Notice that the eigenfunctions of the Laplacian on this domain can be classified according to four different symmetry classes, even-even, even-odd, odd-even and odd-odd with respect to reflection about the x and y axes. By working separately on the modes belonging to each class, the computational complexity of the problem can be reduced and finer grids can be studied. Our present analysis, in particular, is limited to the even-even modes. The spacing of the grid is chosen so that the border of the H-shaped is sampled exactly and it corresponds to h k = 3/2/(9 + 3(k − 1)), with k = 1, 2, . . . . We have calculated the first 25 eigenvalues of the even-even modes of the H-shape with a floating point precision of 60 digits, for the grids corresponding to k = 1, 2, . . . , 40. 
In Fig. 7 we report the error over the first eigenvalue of the H-shape. The first two curves report the difference between the values obtained with Richardson extrapolation of 40 − k grids, respectively using scheme iii and iv, and the precise value of Betcke and Trefethen [3] . However, since the results of Ref. [3] are not sufficiently precise, it is convenient to estimate the error using the difference between the values obtained with Richardson extrapolation of 40 − k grids and the values obtained with Richardson extrapolation of 40 − k − 1 grids, respectively using scheme iii and iv. This difference essentially provides the number of stable digits achieved. Notice that the second curve rapidly reaches a plateau, for k ≤ 34, signaling that in this range the extrapolated results are more precise than those of Ref. [3] .
The figure clearly shows that the asymptotic behavior conjectured by Donnelly in Ref. [10] is not correct; our best estimate of the fundamental eigenvalue corresponds to the last curve in Fig. 7 (i.e. scheme iv) for k = 18:
where all the digits are believed to be correct. In table 4 we report the approximate values of the first 24 eigenvalues of the even-even modes of the H-shape obtained using Richardson extrapolation. It is particularly interesting to consider the value for the mode 24, which has the lowest precision. 
The coefficients of this series, although determined with less precision than in the cases discussed earlier for the L-shape, clearly suggest the presence of a smaller radius of convergence, which drastically affects the accuracy of the calculation. 
Isospectral domains
Consider the domains of Fig. 8 . It is known that these domains are isospectral, i.e. that the eigenvalues of the laplacian on one domain coincide with those on the second domain, as proved by Gordon, Webb and Wolpert [17, 16] . The numerical calculation of the eigenvalues of these regions has attracted large interest, using different techniques; for example, Wu, Sprung and Martorell [39] have used finite difference and mode matching to estimate the first 25 eigenvalues of these domains; the most precise results have been obtained by Driscoll in Ref. [11] and by Betcke and Trefethen [3] . The result that Betcke and Trefethen report for the eigenvalue of the fundamental mode
is slightly more precise than the value reported by Driscoll. Moreover, Sridhar and Kudrolli [34] have performed an experiment with microwave cavities of the form of the domains of Fig. 8 , verifying their isospectrality 3 . In this case, we have applied finite differences calculating the lowest eigenvalues of both domains for 30 grids; the grid spacing is chosen appropriately so that the border is sampled exactly 4 . Remarkably, the matrices obtained with finite difference for the two domains are also isospectral.
In Fig. 9 we report the error over the first eigenvalue of the isospectral domains, while in Table 5 we report our best estimates for the lowest 25 eigenvalues, obtained using Richardson 3 Readers interested in the topic of isospectrality should refer to the recent review paper of Giraud and Thas [15] . 4 With respect to the case of the L-shape, here the domains do not have any symmetry and only specific grids sample the border; this explains the smaller number of grids which could be used. 
Moreover, even our poorest result, for the 25th mode, has two extra digits with respect to the result of Driscoll.
In light of these results, we stress that the finite difference method can provide very accurate results, despite the common prejudices. In the abstract of the paper of Driscoll, for example, we read: "Furthermore, standard numerical methods for computing the eigenvalues, such as adaptive finite elements, are highly inefficient".
A second comment regards the work of Wu, Sprung and Martorell, who calculated the FD eigenvalues for these domains for 3 grids and then used Richardson extrapolation to obtain better estimates. Incorrectly, they assumed that the FD results vary quadratically with the grid spacing, a behavior which is appropriate only for the modes of the square (modes 9 and 21).
Square domain with a 45
0 -crack
The domain represented in Fig. 10 is particularly interesting, since it contains a reentrant angle θ = 7π/4, which is larger than the angle of the L-shaped domain. Additionally, the domain has no symmetry and therefore the numerical calculation is more demanding than for the case of the L and H shapes. This problem has been originally studied by Blum and Rannacher [4] and more recently by Yuan and He [40] , where the bounds
have been obtained. The result E 1 ≈ 35.617 was obtained in Ref. [4] applying Richardson extrapolation to finite elements. In Table 6 we report the numerical approximations to the lowest 5 eigenvalues of this domain, obtained using the MPS with 356 points. The digits reported in the table are expected to be correct; in particular for the lowest eigenvalue we have
In Fig. 11 we show a contour plot of the first four modes of this domain, obtained using finite differences with a grid with spacing h = 1/120, corresponding to a total of 12331 grid points. The solid blue lines are the nodal lines, while the dashed green lines are level curves. As a result of this observation, we speculate that the asymptotic behavior of the finite difference eigenvalue may contain the exponents 8/7, 16/7 and 24/7 5 . We have calculated the lowest eigenvalues for this domain using finite difference with 60 grids; the Richardson and Richardson-Padé extrapolations of these results, with the appropriate exponents in the asymptotic series, should allow one to obtain precise approximations to the eigenvalues of this domain, as for the case of the L.
In this case we have extrapolated the finite difference results using a series of the form 
where the coefficients are chosen empirically and include the ones mentioned earlier.
It is interesting to check the numerical values obtained for the coefficients of the series (48), using the Richardson extrapolation of the FD results corresponding to the last 30 Figure 12 : Error over the first eigenvalue of the unit square with a 45 0 -crack. The asymptotic series of Eq. (48) has been used. 
Clearly one observes that depending on the mode chosen, some of the coefficients are consistent with a vanishing value: these observations are summarized in Table 8 , where the leading rational coefficients and the corresponding reentrant angle are reported for each of the first 5 modes. 
Square domain with two slits
Consider the unit square with two 1/4 slits, represented in Fig. 13 . This example has been studied in Refs. [4, 23] . In this case the re-entrant corner is 2π, thus the leading exponent in the FD series is α 1 = 1. Eliminating the pollution of this contribution, Blum and Rannacher were able to obtain E 1 = 35.728 for their finest grid. Consistently with our previous assumptions, we conjecture that the FD series has the form
which is the typical form used in Richardson extrapolation. In this case, Bender and Orszag provide in [2] a nice explicit formula for the coefficient c 0 (Eq.(8.1.16) of pag. 375 of their book), which in our notation reads: Our numerical experiments with this domain consist of two sets:
• a set which contains the numerical approximation to the lowest eigenvalue of the domain calculated to 220 digits of accuracy using the CGM, for 36 grids with h = 1/2n and n = 8, 10, . . . , 80;
• a set which contains the numerical approximation to the lowest 50 eigenvalues of the domain calculated to 60 digits arithmetic using the internal Mathematica command Eigenvalue for 20 grids with h = 1/2n and n = 8, 10, . . . , 46;
In table 9 we report the approximate values of selected eigenvalues of this domain, obtained using Richardson and Padé-Richardson extrapolation. The eigenvalue of the fundamental mode is obtained using the first set of FD results, whereas the remaining eigenvalues are obtained using the second set. The digits reported in the table are believed to be correct. The table omits the eigenmodes of the square, for which the convergence is much faster. Of particular interest is the fiftieth mode, whose nodal lines are the solid lines displayed in Figs. 14. Looking at the left plot, we are tempted to assume that a nodal line partitions each of the 2π reentrant angles into three angles of 2π/3, which would imply that the corresponding FD series would now have rational exponents. A simple analysis of the FD results however shows that this mode is also described by the series in eq. (54). This behavior is consistent with the information delivered by the right plot in Figs. 14, that reveals that in fact the nodal line do not end in the reentrant corner. In other words, the study of the FD series for a given domain, can also provide information on the behavior of the nodal lines of the corresponding eigenmodes.
Conclusions
In this paper we have showed that it is possible to obtain precise estimates for the eigenvalues of the negative Laplacian over particular domains in the plane by performing a Richardson extrapolation or a rational (Padé)-Richardson extrapolation of the results obtained with finite differences, where the exponents of the series are related to the reentrant angles in the domain. The problem of determining the series describing the behavior of the finite difference results from first principles is difficult and it seems that a theoretical study is still lacking. The problem is both challenging and interesting for the applications of finite differences in Physics, Applied Mathematics and Engineering are as numerous as the stars in the Milky Way. Quoting Kuttler and Sigillito, pag. 178 of [21] , "the exact form of the first several terms in the asymptotic formula for specific regions where no boundary interpolation is required is a nice problem at about the level of a doctoral thesis." The fact that, since 1984 this problem has not been yet solved suggests an even higher level of difficulty.
In this paper we have pursued the less ambitious goal of identifying the series (i.e. the exponents) empirically and we have obtained particularly encouraging results. In the case of the L-shaped domain, for instance, the extrapolation of the results obtained with finite differences leads to a determination of the first 68 digits of the lowest eigenvalue.
The knowledge of the finite difference series for a given domain allows a precise determination of the numerical values of the eigenvalues of that domain, making the finite difference method a powerful computational tool 6 . Here we stress the most relevant observations obtained from a careful analysis of the numerical results for the examples considered in this paper:
• The FD series appears to be an asymptotic series, as suggested by the particular behavior of the error; this does not limit the accuracy of the extrapolated results, if the largest spacing of the set is appropriately decreased, as more and more terms are added;
• The example of the square with a 45 0 crack tells us that when a nodal line terminates in a reentrant corner, the corresponding FD series have exponents corresponding to the fractions of reentrant angles, even if the nodal line is not completely sampled by the grid (it is the behavior infinitesimally close to the corner that matters);
• It is reasonable to assume that, for a given domain, the FD series corresponding to the different modes all are described by the same series (although for some modes some exponents could be missing for symmetry reasons -this is the case of the modes of the L which are also eigenmodes of the square, for which all the coefficients of all rational exponents vanish );
• If the observation above is correct, this means that one cannot have nodal lines partitioning the reentrant corner if the new exponent generated is not of the type already contained in the series! The case of the fiftieth mode of the square with two slits illustrates this behavior: the nodal lines stretch almost completely to the reentrant corner, although they do not join it!
• We conjecture that the nature of the reentrant corners fully determines the exponents of the FD series and therefore different domains, containing the same reentrant angles should all have the same exponents (see for example the case of the L, of the H and of the isospectral domains considered in this paper); this makes Richardson (and Richardson-Padé) extrapolation practical even for complicated domains where the use of MPS can be problematic;
• For the case of the L-shape and of the square with a 45 0 crack, our results also provide an independent check/validation of the corresponding results obtained using MPS;
