On the average Hamming distance for binary codes  by Shutao, Xia & Fu, Fangwei





On the average Hamming distance for binary codes 
Shutao Xia*, Fangwei Fu 
Department of Mathematics, Nankai University, Tianjin. 300071, China 
Recewed 20 September 1996; revised 29 December 1997; accepted 20 April 1998 
Abstract 
By using the dual distance distribution and its properties for binary code C with length n and 
size M, the Althiifer-Sillke inequality is improved for odd M. Let /?(n,M) denote the minimum 
value of average Hamming distance (AHD) of binary (n,M) codes. In this paper, j?(n,2” - I), 
P(n, 2”-’ - 1) and fi(n,2”-’ + 1) are determined. Two recursive inequalities for P(n,M) are 
derived. Furthermore, the variance of AHD of code C is studied, and lower and upper bounds 
are presented. 0 1998 Elsevier Science B.V. All rights reserved. 
Keywords: Average Hamming distance; Variance of AHD; Althiifcr-Sillke inequality; Distance 
enumerator; MacWilliams-Delsarte identity 
1. Introduction 
Let V, = (0, 1 }‘* be the n-dimensional vector space over the binary field (0, I}. The 
Hamming distance between two vectors a, b is denoted by dH(a, b). We call C a binary 
(n,M) code, if C is a subset of V, with cardinality M. The average Hamming distance 
(AHD) of C is defined by 
The variance of d(C) is defined by 
var(C)= &c x[d~(a,b)-d(C)]*. 
nEC hEC 
In the efforts to solve an open problem posed by Ahlswede and Katona (see [2, 
pp. lO( l)]), Althafer and Sillke proved that: 
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Theorem 1 (Althofer and Sillke [l]). 
d(C)g+J - $, (3) 
where equality is possible only for A4 =2” and for M=2”-’ with C being a sub- 
cube. 
This inequality yields only negative values as lower bounds for M <2”/(n + l), 
therefore it is only meaningful for large subsets. Moreover, Althofer and Sillke showed 
that d(C)<n/2. 
For fixed positive integers n,M, where M < 2”, let 
b(n,M)=min{d(C) / C is a binary (n,M) code}. 
Ahlswede and Katona [2] posed the following open problem: for every 1 GM <2”, 
determining the exact value of &n,M). Theorem 1 shows that 
P(n,2”)= i, P(n,2”-‘)= !!I&!. 
Therefore, Althofer and Sillke gave an answer for M = 2” or M = 2”-‘ . Ahlswede and 
Althiifer [3] studied the asymptotic behaviour of P(n,M). For the cases of M # 2” and 
2”-‘, how to find th e exact value or a good lower bound of fl(n,M) is still an open 
problem. In this paper, we improve Theorem 1 for odd M and give the exact values 
of /?(n,2” - l), fl(n,2”-’ - 1) and P(n,2”-’ + 1). 
For the variance of d(C), Fu and Shen [5] presented the following lower and upper 
bounds. 
Theorem 2 (Fu and Shen [5]). 
n-l + 2”-’ 22n-2 n-2 2”-’ - -_ - bvar(C)< __ 
4 M M2 
4 f-9 
M 
and the lower bound of var(C) is achieved for M = 2” and M = 2”-’ with C being a 
subcube. 
For fixed positive integers n,M, where M <2”, let 
a(n,M)=min{var(C) 1 C is a binary (n,M) code}. 
Theorem 2 implies that 
n-l 
b(n,2”)= %, a(n,2”-‘)= -. 
4 
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2. Preliminary 
The Hamming weight of x E V, is the number of non-zero coordinates, and is denoted 
by wH(x). Let (. , .) be the scalar product of two vectors. The distance distribution of 
code C is defined by 
D;=j$l(a.b)Ia,bEc, dH(a,b)=i}I, i = 0, 1, . . . , n. 
The dual distance distribution of code C is defined by 
i=O,l,..., 12. 
w(u)=i 
Lemma 1 (MacWilliam and Sloane 141). & 30, do = 1, Cyzo bj = Y/M. 
(5) 
The distance enumerator of code C is defined as f(s) = Cy=, Disi. The dual dis- 
tance enumerator of code C is defined as g(s) = CF=, blsi. The MacWilliams-Delsarte 
identity gives the relationship between f(s) and g(s). 
Lemma 2 (MacWilliam and Sloane [4]) (Mac Williums-Delsarte identity). 
1 --s 
&)=(I +s>“f Iss 9 ( > 




It is easy to see from the MacWilliams-Delsarte identity or the Pless identity for 












0 M2 i 
The equality holds jbr u fixed 1 <i <n if and only if for every u E V,, with wH(u) = i, 
C(-l)(“.“) = 1 or - 1. 
UEC 
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3. Improvements of Theorems 1 and 2 
By Lemmas 1 and 3, we have 





Hence, Lemma 1 implies the inequality (3) in Theorem 1, and the equality holds if 
and only if&=&= ... =k,=O, i.e. 
c (- 1 )(‘,U) = 0 for every u E I’, with WH(U) 2 2. (10) 
aEC 
Comparing with Theorem 1, we know that (10) holds if and only if C is V, or its 
subcube with cardinality 2”-‘. By Lemma 4, we know that for odd M, 
b*+...+fin > & [(;) +...+ (I)] 
2”-n-l 
M2 . 
Therefore, we have the following result which improves Theorem 1. 
Theorem 3. If A4 is odd, then 
2”-n-l 
d(C)>+%+ 2M2 , (11) 
where the equality holds if and only if di = (I/IV*)(~), i = 2,3,. . . , n, i.e. for every 
UE V, with w~(u)>2, CaEc(-l)@,‘) = 1 or -1. 
Remark. The inequality is meaningful only for M 3 2”/(n + 1) - 1. 
Next, we will determine several exact values of B(n,M) by Theorem 3. 
l Let C be V,, fix a0 E C, remove a0 from C, we get a binary code CO with size 
2”- 1. 
l Let C be a subcube of V, with size 2*-l, fix a0 E C, remove a0 from C, we get a 
binary code Ci with size 2”-i - 1. 
l Let C be a subcube of V, with size 2”-i, fix a0 $! C, add a0 to C, we get a binary 
code C2 with size 2”-’ + 1. 
It is easy to see from (10) that for every u E V, with w~(u)>2, 
c(-I)(“,“) = 1 or - 1, i= 1,2,3. 
UEC, 
Therefore, the lower bound in Theorem 3 is achieved for CO, Ci and C2. By substituting 
A4 with 2” - 1, 2”-’ - 1 and 2”-’ + 1 into the right-hand side of (11) separately, we 
obtain the following results. 
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Corollary 1. 
By Lemmas 3 and 4, we know that for odd M, 
This fact was first observed by Ahlswede and Katona (see [2, pp. lo]). 
Below we improve Theorem 2 for odd A4 by using the same argument. From 
Lemma 3 and Lemma 4, we know that for odd M, 
LY 




= 4 + M - AI, 
A, = 
2n+l -n(n- l)-2 n2 
4W + 4M4’ 
On the other hand, 
b, = ; ~ 1 - & - . . . - en 
<;-I-&[(;)+(;)+...+(;)] 
2” 
- - 1 - & (2” - 1 - n). 
M 
Therefore, 
n-l 2”-’ 22n-2 
‘4-t - - M2 + AZ, 
M 
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where 
d =n(n-1) 
2 ~ + &(2” - n - 1) [; - 1 - &(Y - 1 - n]] . 
4w 
The lower bound is achieved only when 6, = (l/M”)(~), i = 2,3,. . . , n. Hence, Theo- 
rem 2 can be improved as follows. 
Theorem 4. If h4 is odd, then 
n- 1 2-l 22n-2 n-2 
4+z- 
+ 2”-’ 
yjj- +d2<var(C)<- ~ _ 4 M 
At. 
The lower bound is uchieved only when 6; = (l/M’)(~), i = 2,3,. . . ,n. 
Similar to Corollary 1, we can obtain the following results by using the lower bound 
of Theorem 4. 
Corollary 2. 
a(n,2”-1) = !+ 
n(n - 1) n2 
- 4 4(2”- 1)2 4(2”- 1)4’ 
c((n,2”-’ - 1) = ~ 
n- 1 + (n- l)(n-2) (n - 1)2 
- 4 4(2+l _ 112 4(2”-1 _ 1)4’ 
x(n,2’- + 1) = 
n-l n2+n+2 22” + 2n + n + 1 
4+ 4(2”-’ + 1)2 + 4(2”-’ + 1)4 ’ 
Remark. (1) The values of j?(n,2n - 1) and a(n, 2” - 1) can also 
from the properties of Hamming distance. 
be obtained directly 
(2) We can also improve Theorems 1 and 2 for M E 2 (mod 4) by using Theorems 7 
and 8 in [6]. 
4. Recursive inequalities of /?(n,M) 
Let C be a binary code with length n and size M. Let A be the binary A4 x n matrix, 
where the row vectors consist of all of the codewords of code C. Let hi, h2, , h, be 
the column vectors of A. It is not hard to see from (5) that 
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be the average Hamming weight of code C. By Lemma 3, (12) and the Cauchy 
inequality, 
= 2W(C) - f W’(C). 
From the above quadratic inequality, it is easy to obtain that 
(14) 
(15) 
For a fixed codeword cg E C, let C = {CO} U C” and co + C” = {co + a 1 a E C”}, we 
have 
d(C) = $ 
= & 
[ 
(M - 1 )Zd( c* 1 
t 2 c ddco,a) 
afEc* 1 
+2): %f (co + 0) 
aFC* 
= &,(A4 - 1)QC”) + 2(M - l)W(Q + C”‘)l, 
Note that d(C*)=d(co + C*). It follows from (15) and (16) that 
d(C) > w - II2 
M2 d(C*) + (M;21 In [I-Jqiq, 
d(C) ( w- v 




Let C be the binary (n,M) code such that d(C)=P(n,M)_ Since d(C*))~fi(n,M - l), 
it is easy to see from (17) that 
fl(n M>> (M - ‘)* 
7 Y M2 p(n,M - 1)+ (“;2’)n [l-&&E)]. (19) 
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Let C* be the binary (n,M - 1) code such that d(C*)=fl(n,M - 1). Since d(C)3 
P(n,M), it is easy to see from (18) that 
p(n,M)p - lj2 M2 p(n,M - 1) + (“;zl)n [l+/qGq. (20) 
Theorem 5. /?(n,M) sutisjes the recursive inequalities (19) and (20). 
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