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ABSTRACT
Cosmic ray (CR) protons are an important component in many astrophysical sys-
tems. Processes like CR injection, cooling, adiabatic changes as well as active CR
transport through the medium strongly modify the CR momentum distribution and
have to be taken into account in hydrodynamical simulations. We present an efficient
novel numerical scheme to accurately compute the evolution of the particle distribu-
tion function by solving the Fokker-Planck equation with a low number of spectral
bins (10 − 20), which is required to include a full spectrum for every computational
fluid element. The distribution function is represented by piecewise power laws and
is not forced to be continuous, which enables an optimal representation of the spec-
trum. The Fokker-Planck equation is solved with a two-moment approach evolving
the CR number and energy density. The low numerical diffusion of the scheme reduces
the numerical errors by orders of magnitude in comparison to classical schemes with
piecewise constant spectral representations. With this method not only the spectral
evolution of CRs can be computed accurately in magnetohydrodynamic simulations
but also their dynamical impact as well as CR ionisation. This allows for more accurate
models for astrophysical plasmas, like the interstellar medium, and direct comparisons
with observations.
Key words: cosmic rays – methods: numerical – MHD – plasmas – astroparticle
physics
1 INTRODUCTION
CRs are an important energy component in many astrophys-
ical systems from proto-planetary discs, to the interstellar
medium in galaxies, and to galaxy clusters (Strong et al.
2007; Grenier et al. 2015). Of particular importance are CR
protons in galaxies because their energy densities are com-
parable to magnetic, thermal and kinetic energy densities
and because of their resulting dynamical and chemical im-
pact on the gas. Early theoretical models (Krymskii 1977;
Axford et al. 1977; Bell 1978; Blandford & Ostriker 1978)
highlight the acceleration of CRs at strong shocks via dif-
fusive shock acceleration, which has been successfully mod-
elled numerically (Caprioli & Spitkovsky 2014). For Galac-
tic CRs the most abundant shocks are supernova remnants
with evidence of hadronic particle acceleration (Zirakashvili
& Aharonian 2010; Morlino & Caprioli 2012; Ackermann
et al. 2013), see also Blasi (2013) and Amato (2014).
The coupling of CRs to the gas is mediated via the gen-
? E-mail: philipp@girichidis.com
eration of Alfve´n waves and the resulting scattering. The
simplest way to describe CRs as a fluid is the one-moment
approach in the scattering angle µ under the assumption
that the particle distribution function is isotropic (see, e.g.
Zweibel 2013). A further simplification for numerical models
is a grey approach, in which the distribution function times
the kinetic energy per particle is integrated over momen-
tum space and the resulting CR energy density is evolved in
time and space. Recently, Jiang & Oh (2018) and Thomas
& Pfrommer (2019) extended the traditional one-moment
schemes in the scattering angle to two-moment descriptions
that include a more self-consistent coupling of CRs to the
plasma and captures streaming and diffusion relative to the
gas rest frame.
Previous studies have modelled the dynamical impact
of CR protons in the galactic ISM by including them as a
relativistic fluid with an effective adiabatic index, see e.g.
Naab & Ostriker (2017). The first dynamical coupling was
performed by Hanasz & Lesch (2003) studying the Parker
instability. A prominent application of CR hydrodynamics
is their role in driving galactic outflows (Ipavich 1975; Bre-
c© 2018 The Authors
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itschwerdt et al. 1991, 1993; Ptuskin et al. 1997; Everett
et al. 2008; Socrates et al. 2008; Samui et al. 2010; Dorfi &
Breitschwerdt 2012; Recchia et al. 2016), but see also ap-
plications in galaxy clusters (Blasi & Colafrancesco 1999;
Ruszkowski et al. 2017; Ehlert et al. 2018). Previous hy-
drodynamical simulations used global disc setups (Jubelgas
et al. 2008; Uhlig et al. 2012; Hanasz et al. 2013; Booth et al.
2013; Salem & Bryan 2014; Pakmor et al. 2016; Pfrommer
et al. 2017; Jacob et al. 2018) with a focus on the large-
scale dynamics as well as stratified boxes of a representative
fractions of the ISM (Girichidis et al. 2016; Simpson et al.
2016; Farber et al. 2018; Girichidis et al. 2018) with a focus
on the chemical evolution, the detailed CR coupling and the
relative importance between CRs and SNe as a driver.
All of the previous studies reveal that CRs can provide
relevant pressures and accelerations of the gas. However, to
what extent they provide a main contribution to the dy-
namical evolution depends on the system under considera-
tion and the details of the CR parameters. In particular the
combination of CR losses and their spatial transport might
be important in determining the global impact. Both pro-
cesses are strong functions of the spectral energy distribution
of CRs, which is not resolved in current CR-MHD simula-
tions but only integrated to yield a total CR energy (with
the notable exception of the simplified spectral treatment
of Pfrommer et al. 2006; Enßlin et al. 2007; Jubelgas et al.
2008).
The dynamical work of CRs on the gas – and vice versa
– results in adiabatic changes that are connected with com-
pression and expansion of the gas. In addition low-energy
CRs lose energy via Coulomb collisions with the thermal
particles of the gas. Collisions of high-energy CRs at ener-
gies above GeV with the gas result in catastrophic hadronic
losses via the production of neutral pions and their decay
into γ-ray photons. Strong shocks further accelerate CRs.
All together the CR energy and the spectral distribution is
constantly changing.
In the interstellar medium the efficient coupling of CRs
with the gas via magnetic fields results in a non-negligible
effective CR pressure that thickens the galactic disc and
launches outflows from the galaxies (e.g. Girichidis et al.
2016; Simpson et al. 2016; Farber et al. 2018). This direct
dynamical impact is mainly due to CRs with momenta of
a few GeV/c. Low-energy CRs suffer from strong Coulomb
losses, which reduces their energy density and results in a
negligible impact via their pressure. However, a perceptible
increase of the cross section of MeV-to-GeV CRs with the
thermal gas causes efficient ionisation of the gas (Dalgarno
2006; Padovani et al. 2009; Ivlev et al. 2018; Phan et al.
2018). As CRs can penetrate deeply into dense molecular
clouds, they influence the formation of stars and the obser-
vational signatures.
Above a total energy of Ethr = 1.22 GeV CRs are en-
ergetic enough to produce pions, which in turn decay into
γ-ray photons, secondary electrons and neutrinos. The sec-
ondary electrons can emit radio synchrotron emission in
ubiquitous magnetic fields and Compton upscatter ambient
radiation fields into the X-ray to gamma-ray regime. A pre-
dictive modelling of the resulting non-thermal emission pro-
cesses calls for self-consistent spectral modelling of the CR
spectrum in time and space. While the CR spectrum, its
composition, and the non-thermal radiative signatures are
modelled in CR propagation codes (Strong & Moskalenko
1998; Kissmann 2014; Evoli et al. 2017), such approaches
assume the Galaxy to be static and adopt observationally in-
ferred distributions of the gas density, magnetic fields, and
CR sources that are not necessarily emerging from a self-
consistent simulation of a dynamically evolving galaxy.
As CRs have a dynamical impact it is thus favourable
to follow the spectrum together with the hydrodynamical
evolution, i.e. to compute a full spectrum for every compu-
tational cell. This poses strong constraints on the numerical
scheme. We would like to follow a large dynamical range in
CR energy from below MeV to above TeV. The CR spec-
trum itself is very steep, i.e. covers a large dynamical range
in amplitude. Nonetheless we can only represent the spec-
trum with a low number of spectral bins (∼ 10− 30), which
requires a relatively complex numerical scheme compared to
standard methods with orders of magnitude larger spectral
resolution.
In a series of papers we introduce a novel implementa-
tion of the spectral CR energy distribution, which allows a
dynamical coupling of CRs with the gas as well as an accu-
rate evolution of the CR spectrum for the relevant mecha-
nism by only using a low number of spectral bins compared
to classical spectral approaches. In Section 2 we present the
theoretical background and present analytical solution to
idealised cases. In Section 3 we outline the spectral discreti-
sation of the particle distribution function. In Section 4 we
derive a numerical scheme for the time evolution of the CR
spectrum and show one-zone tests of it in Section 5. We
present a one-dimensional test of energy dependent spatial
diffusion in Section 6 and conclude in Section 7.
2 EVOLUTION OF CRS
Before presenting the discretisation scheme and the numeri-
cal algorithms, we review the time evolution of CRs includ-
ing the individual loss processes as well as the combined
solutions of freely cooling and the steady state spectrum
for continuous injection, which we will use to compare and
scrutinise our numerical simulations.
2.1 Theoretical background
Cosmic rays are charged particles and therefore interact
with the magnetic field. Quasi-linear theory in the frequent
scattering limit leads to the Fokker-Planck equation for the
phase space particle distribution function (Schlickeiser 1989;
Miniati 2001). Throughout the paper we use the three-
dimensional form of the distribution function, f = f (3).
Other studies (Enßlin et al. 2007; Winner et al. 2019) use the
equivalent one-dimensional form f (1), where f (1) = 4pip2f .
The Fokker-Planck equation then reads
∂f
∂t
=−u · ∇f︸ ︷︷ ︸
advection
+∇ · (Dxx · ∇f)︸ ︷︷ ︸
diffusion
+
1
3
(∇ · u) p∂f
∂p︸ ︷︷ ︸
adiabatic process
+
1
p2
∂
∂p
[
p2
(
blf +Dpp
∂f
∂p
)]
︸ ︷︷ ︸
other losses and Fermi II acceleration
+ j︸︷︷︸
sources
, (1)
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where f = f(x ,p, t) is the isotropic part of the distribution
function and Dxx and Dpp are the spatial diffusion tensor
and the momentum space diffusion coefficient, respectively.
The losses are described as bl(x ,p, t) = dp/dt. We note that
formally only continuous losses can be cast into this form
but not impulsive losses like, e.g. hadronic losses because
they do not conserve the number of particles (Schlickeiser
2002). However, we will be taking moments of equation (1),
which implies integrating over the distribution function that
consists of a large population of individual particles. It is
therefore justified to take the continuous limit of the collec-
tion of these interactions. The term j(x ,p, t) describes CR
sources. Here, we neglect CR streaming for simplicity (see
Jiang & Oh 2018; Thomas & Pfrommer 2019, for includ-
ing this process in a grey approach). Because second-order
Fermi acceleration is a slow process that only mildly shifts
the CR spectrum toward larger momenta, we postpone a
treatment of turbulent reacceleration to future work and set
Dpp = 0. For the remainder of the paper we therefore only
discuss spatial diffusion (Dxx) and omit the subscript xx.
Generally, the distribution function and all its components
depend on the position in space, x and time, t. In order to
simplify the equations, we omit these dependencies unless
explicitly needed.
The number density n and energy density e are then
given by the appropriate moments of f ,
nCR =
∫ ∞
0
4pip2f(p) dp (2)
eCR =
∫ ∞
0
4pip2f(p)T (p) dp. (3)
Here, T (p) is the kinetic energy of the CRs,
T (p) =
√
p2c2 +m2pc4 −mpc2, (4)
where mp is the proton mass and c is the speed of light. The
CR pressure is given by
PCR =
∫ ∞
0
4pi
3
c p3β(p)f(p)dp
=
∫ ∞
0
4pi
3
f(p) p4c2√
m2c4 + p2c2
dp (5)
where β(p) = p/
√
p2 + (mpc)2.
2.2 Adiabatic changes
We start with the simplest process, which is the adiabatic
one,(
∂f
∂t
)
ad
= −
(
1
3
∇ · u
)
∂f
∂ ln p
. (6)
The divergence of the velocity field ∇ · u is constant over
a spectral time integration because we apply operator split-
ting for the hydrodynamics and the spectral evolution. We
note that the adiabatic process is simply equivalent to an
advection in logarithmic space with the advection speed
−1/3∇ · u . This means that the local slope in a comov-
ing frame ∇ · u does not change. Using
∂f
∂t
=
∂f
∂p
dp
dt
(7)
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Figure 1. Coulomb and hadronic losses as a function of momen-
tum for different target densities, where ne and nN are the elec-
tron and nucleon densities. Coulomb losses dominate at low CR
momenta with a scaling close to p−1.9. Hadronic losses start at
the threshold momentum or pion production of pthr ≈ 0.78 GeV/c
and scale linearly with p.
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Figure 2. Cooling time as a function of the initial momentum
for different electron densities. For low CR momenta the Coulomb
cooling times are significantly shorter than typical hydrodynami-
cal times. At momenta above ∼ 1 GeV/c the hadronic time-scales
are shorter than the Coulomb cooling times but larger than typ-
ical hydrodynamical time steps.
in equation (6) we find
dp
dt
= −
(
1
3
∇ · u
)
p. (8)
Separation of variables and integrating from p(t0) to p(t),
which corresponds to the temporal evolution from t0 to t =
t0 + ∆t, yields
p(t) = p(t0) exp
[
−
∫ t0+∆t
t0
(
1
3
∇ · u
)
dt
]
. (9)
2.3 Coulomb losses
The total energy loss per proton is (Gould 1972)
−
[
dT (p)
dt
]
C
=
ω2ple
2
βc
[
ln
(
2mec
2βp
~ωplmpc
)
− β
2
2
]
, (10)
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where ωpl =
√
4pie2ne/me is the plasma frequency and ne
is the electron number density. Coulomb and hadronic losses
are shown as a function of momentum for different electron
densities in Fig. 1. We note that the weak scaling with ne
in the logarithmic term can be neglected in comparison to
the linear scaling of the Coulomb loss term (∝ ωpl). To il-
lustrate the scaling we can express the losses as a function
of p instead of T and can use the simplified approximation
bC ≡
[
dp
dt
]
C
(11)
≈ −10−18 erg cm3 s−1 ne
c
[
1 +
(
p
GeV/c
)−1.9]
, (12)
which is accurate to 17% over the range shown. The scaling
with p−1.9 for low momenta leads to a finite cooling time,
at which the momentum reaches zero. The cooling times to
p = 0 are plotted as a function of initial momentum in Fig. 2
for different electron densities. Typical hydrodynamical time
steps (∆thydro) are indicated by the grey area, which illus-
trates that for momenta below 1 GeV/c the hydrodynam-
ical time step might be larger than the cooling time. For
tcool . ∆thydro we can use the numerical cooling scheme.
If cooling occurs on much shorter time-scales compared to
the simulation time step we can directly evaluate the steady
state solution without intensive numerical integration. For
the tests in this paper we can set the time steps indepen-
dently of any hydrodynamical simulation and therefore use
the fully numerical solution.
2.4 Hadronic losses
Hadronic losses occur as a result of inelastic reactions of CRs
with the gas. The interactions mainly result in the produc-
tion of pions if the CR energy exceeds the threshold momen-
tum, pthr ≈ 0.78 GeV/c. The loss rate of kinetic energy is
given by
−
(
dT
dt
)
= c nNσppKpT (p)θ(p− pthr). (13)
Here, nN is the target nucleon density of the ISM, σpp is the
total pion cross section and Kp ≈ 1/2 is the inelasticity of
the reaction (Mannheim & Schlickeiser 1994). The CR mo-
mentum losses are shown in Fig. 1. The cooling times for
hadronic losses are shown in Fig. 2. We note that the typ-
ical cooling times for hadronic losses are long compared to
typical hydrodynamical time steps. We note that the losses
scale with the kinetic energy, T (p), which asymptotes to a
linear scaling in momentum, p, for relativistic CRs. As a
consequence, the spectral changes due to hadronic losses in
the relativistic case are(
∂f
∂t
)
hadr
∝ 1
p2
∂
∂p
(
p2bhadrf
)
, (14)
where
bhadr =
dp
dT
(
dT
dt
)
hadr
. (15)
If f is a power-law in p, we note that the hadronic losses
have the same scaling with momentum as f ,(
∂f
∂t
)
hadr
∝ f, (16)
which leaves the slope of the particle distribution function
unchanged.
2.5 Fermi-I acceleration
Fermi-I or diffusive shock acceleration is an important gain
process of energy, in which thermal particles can be acceler-
ated to super-thermal energies by means of adiabatic com-
pression and expansion together with spatial diffusion at
shocks (Bell 1978; Drury 1983; Blandford & Eichler 1987). In
principle both processes are included in the Fokker-Planck
equation, so that Fermi-I acceleration can be accounted for
analytically. However, a numerical solution requires resolu-
tions of the kinetic physics, in particular the scattering of
particles due to the non-resonant hybrid instability on small
spatial scales around the shock front (Bell 2004), which is im-
possible to resolve in our applications of astrophysical fluid
dynamics. We therefore need to treat the acceleration of CRs
as a subgrid model and effectively describe it as an injection
of CR energy in regions of strong shocks. Given the shock
compression ratio r = ρpost/ρpre, with the pre and post-
shock densities ρpre and ρpost, we expect injection with a
spectral index
qacc =
3r
r − 1 . (17)
The effective Fermi-I acceleration is thus encoded in the
sources j with
jacc = Aaccp
−qacc exp(−p/pacc), (18)
where the acceleration efficiency and thus Aacc and the max-
imum momentum pacc depends on the local shock conditions
(Bell et al. 2013), see also Marcowith et al. (2016).
2.6 Free cooling
2.6.1 General theoretical considerations for the spectral
behaviour
We can investigate the expected spectral changes by assum-
ing conservation of the total CR number density in the same
volume,
n(t1) = n(t0), (19)
4pi
∫ ∞
p1
p2 f(p, t1)dp = 4pi
∫ ∞
p0
p′2 f(p′, t0)dp
′. (20)
Here, p0 and p1 are related via the change in momentum
over time, which we address below. Assuming that f(∞)
vanishes, i.e. the number density of CRs is finite, we can as-
sume conservation of the number density in an infinitesimal
momentum interval to find
f(p1, t1) = f(p0, t0)
p20
p21
dp0
dp1
, (21)
where the differential changes in p, dp, depend on the mo-
mentum and thus on the time, such that we can write
dp0
dp1
=
dp
dt
(p0)
[
dp
dt
(p1)
]−1
. (22)
The changes in momentum are described by the generalised
loss term[
dp
dt
]
X
= bX. (23)
MNRAS 000, 1–16 (2018)
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where we assume a simple power-law scaling with momen-
tum p[
dp
dt
]
X
= bX,0p
h, h 6= −1 for simplicity. (24)
We solve the differential equation by separation of variables
and integration∫ p1
p0
dp′
bX(p)
= (t1 − t0) (25)
and we can solve for the momentum p1
p1 =
[
p1−h0 + (1− h)bX,0(t1 − t0)
]1/(1−h)
. (26)
For losses bX,0 < 0, p1 < p0 and depending on h the mo-
mentum will cool to p1 = 0 within a finite time. Inserting
the momentum as well as the loss rates into equation (21)
yields
f(p1, t1) = f(p0, t0)
p20
p21
ph0
ph1
. (27)
2.6.2 Application to approximate Coulomb cooling
Coulomb cooling for low momenta scales as p−1.9, i.e. h =
−1.9. Hence, we find
f(p1, t1) = f(p0, t0) p
0.1
0 p
−0.1
1
= f(p0, t0) p
0.1
0
[
p2.90 + 2.9 bC,0(t1 − t0)
]−0.1/2.9
.
(28)
As long as we do not cool the momentum to zero we can
assume that p2.90 > 2.9 bC,0(t1− t0). For p2.90  2.9 bC,0(t1−
t0) we can neglect the second term in the sum and find again
f(p1, t1) = f(p0, t0), (29)
a vanishing scaling with p, i.e. a flat slope.
2.7 Steady state spectrum
Here we focus on the steady state solution resulting from
cooling and continuous CR injection. The left-hand side of
Equation (1) thus vanishes and the resulting equation reads
∂f
∂t
= 0 =
1
p2
∂
∂p
[
p2bl(p)f(p)
]
+ j(p), (30)
which can be rewritten to yield
f(p) = − 1
p2bl(p)
∫ ∞
p
p2j(p)dp. (31)
The losses include hadronic and Coulomb interactions
bl(p) =
(
dp
dt
)
tot
=
[(
dp
dt
)
hadr
+
(
dp
dt
)
Coul
]
. (32)
The injection j(p) is modelled as a power-law spectrum with
j(p) = Ap−q. (33)
The steady state solution converges for q > 3 and the steady
state solution reads
f(p) =
Ap−q+1
(q − 3) bl(p) (34)
f(pmax)
f(p+)
fi+ 3
2
fi+ 1
2
fi− 1
2
f(p−)
f(pmin)
pmin p− pi− 1
2
pi+ 1
2
pi+ 3
2
p+ pmax
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qi−1
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qi+1
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qN
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al
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Figure 3. Illustration of the spectral discretisation. We use a
piecewise power-law representation of the CR spectrum with local
amplitudes fi−1/2 and slopes qi (blue lines), which is more accu-
rate than a piecewise constant representation, in particular for a
low number of momentum bins and steep spectra. The spectrum
is not forced to be continuous. At the low and high momentum
end of the spectrum we use a larger buffer bin.
3 SPECTRAL DISCRETISATION OF THE
PARTICLE DISTRIBUTION FUNCTION
3.1 Discretization in momentum
In principle we can evolve the Fokker-Planck equation us-
ing f directly, similar to previous approaches as in GAL-
PROP (Strong & Moskalenko 1998), PICARD (Kissmann
2014), DRAGON2 (Evoli et al. 2017) or CREST (Winner
et al. 2019). However, a standard discretisation with piece-
wise constant values for f requires relatively high spectral
resolution in order to obtain accurate results (see discussion
in Winner et al. 2019). Reasonably low errors are achieved
with approximately 50-100 bins per momentum decade, i.e.
much more than a few hundred bins for a full spectrum rang-
ing from p ∼ 10−1 to 100 GeV/c. This high number stems
from the fact that we need to cover a large range in momen-
tum and – due to the steep CR spectra – a large dynamical
range of f .
For our CR module we focus on CR protons and their
dynamical impact on the hydrodynamical evolution. This
requires to solve the spectrum in every hydrodynamical cell
and evolving hundreds of momentum bins is not feasible.
Instead we aim for a relatively low number of spectral bins of
order 10−20. As a consequence, we need a numerical scheme,
which can accurately treat the large dynamic range with
only several cells and does not suffer from strong numerical
diffusion. We therefore chose a logarithmic spacing for the
spectral discretisation and describe the particle distribution
function as piecewise power laws.
The spectral distribution in principle covers the entire
momentum space. We restrict our computation to a finite
range pmin < p < pmax. We discretise the spectral distribu-
tion with Nbins bins between pmin and pmax as illustrated in
Fig. 3. The logarithmically spaced bins include two buffer or
boundary bins at the lower and the upper end of the spec-
trum, where the lower buffer bin ranges from pmin to p− and
the upper one from p+ to pmax. The bins between p− and p+
are equally spaced in log p. We define cell centred quantities
MNRAS 000, 1–16 (2018)
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Figure 4. Illustration of the problematic treatment of a continu-
ous distribution function. The coloured lines show the evolution of
a continuous spectrum during the injection of energy at low mo-
menta. The continuous representation results in local changes in
the slope across the entire spectrum. At the high-momentum part,
which should effectively be unchanged, the spectrum alternates
between a positive and negative curvature spectrum. Avoiding
this alternating change in slope in a continuous spectrum after
injection would require reshaping the entire spectrum. A discon-
tinuous spectrum can cope with local spectral changes much bet-
ter (black lines).
with index i and corresponding left-hand cell-faced quanti-
ties with index i− 1/2. We adopt a distribution function f
as a piecewise power-law
f(p) = fi−1/2
(
p
pi−1/2
)−qi
, (35)
with the slopes qi (blue lines in Fig. 3). We note that this
functional approximation of f has two degrees of freedom
per bin, namely the amplitude fi−1/2 and the slope qi. We
therefore also investigate two moments of f per bin, i.e. num-
ber and energy density, which are given by
ni =
∫ pi+1/2
pi−1/2
4pip2f(p) dp (36)
ei =
∫ pi+1/2
pi−1/2
4pip2f(p)T (p) dp. (37)
3.2 Motivation for a two-moment approach
Several methods have been proposed to solve the Fokker-
Planck equation using a piecewise power law representation
(Jun & Jones 1999; Miniati 2001; Jones & Kang 2005; Yang
& Ruszkowski 2017). If the numerical scheme is only based
on one moment the two degrees of freedom per bin need a
closure relation. A simple and intuitive assumption is to re-
quire a continuous function for f . This reduces the degrees of
freedom for N bins to N+1, i.e. there is only one additional
condition that needs to be set. Jun & Jones (1999) force
the slopes in the first two bins to be equal. Miniati (2001)
assumes the proton spectrum to be of constant curvature,
i.e. qi+1 − qi = qi − qi−1. However, there is a fundamental
problem with a continuous description of f in particular for
a locally varying spectrum. Let us assume a steady state
spectrum as shown in the blue curve in Fig 4. This spec-
trum can nicely be represented by a continuous function of
piecewise powerlaws. If we now inject energy at the three
lowest bins and force the spectrum to be continuous after
the injection (dark red curve), we force changes of the local
slope across the entire spectrum. The final continuous rep-
resentation then alternates between a concave and a convex
spectrum. Avoiding this alternating behaviour would require
to reshape also the high-energy part of the spectrum, which
should effectively be unchanged if only low-energy CRs are
injected. Without the restriction of a continuous distribution
function we can still model the spectrum with a physically
useful description (black lines). Even if for most physical ap-
plications (injection, cooling, diffusion) there are possibilities
to keep a continuous spectrum, the discontinuous represen-
tation allows for more freedom and a more stable numerical
treatment. The discontinuous modelling, however, requires
to constrain two degrees of freedom, which we simply chose
to be the two moments of the particle distribution function.
3.3 Moments of the distribution and their time
evolution
Instead of evolving the momentum-integrated systems in
time we need to solve for changes in each momentum bin
separately. One special case is advection with the gas, which
does not involve spectral changes, but simply advects the
spectrum across all bins. We translate the time evolution
of the Fokker-Planck equation to the evolution equation for
the CR number and energy density in bin i. For clarity, we
omit the subscript CR in the following two equations. The
time evolution of ni reads
∂ni
∂t
=
∂nadv,i
∂t
+
∂ndiff,i
∂t
+
∂nad,i
∂t
+
∂nl,i
∂t
+ jn,i (38)
= −∇ · (uni) +∇ · (〈Dn〉 · ∇ni)
+
[(
1
3
(∇ · u) p+ bl(p)
)
4pi p2 f
]pi+1/2
pi−1/2
+ jn,i, (39)
where the individual terms describe advection (subscript
adv), diffusion (diff), adiabatic changes (ad), and losses (l).
Sources are indicated by j. The energy evolution is given by
∂ei
∂t
=
∂eadv,i
∂t
+
∂ediff,i
∂t
+
∂ead,i
∂t
+
∂el,i
∂t
+ je,i (40)
= −∇ · (uecr,i) +∇ · (〈De〉 · ∇ecr,i) (41)
+
4pi
3
(∇ · u)
([
T (p)p3f
]pi+1/2
pi−1/2
(42)
−
∫ pi+1/2
pi−1/2
f
p4c2√
m2c4 + p2c2
dp
)
+ 4pi
[
Tp2bl(p)f
]pi+1/2
pi−1/2
(43)
− 4pi
∫ pi+1/2
pi−1/2
p3c2bl(p)f√
m2c4 + p2c2
dp+ je,i
In both equations (for ni and ei) we rewrote the diffusion
term, such that it formally takes the form of a simple diffu-
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pi−1/2 pgain pi+1/2 ploss pi+3/2
bin i bin i+ 1
f
p
Figure 5. Illustration of the spectral shift. A gain in momentum
corresponds to a shift of the blue integral across the boundary at
pi+1/2 while cooling corresponds to shifting the red area to the
left.
sion equation with modified diffusion tensors 〈Dn〉 and 〈De〉,
∂ndiff,i
∂t
=
∫ pi+1/2
pi−1/2
4pi∇ · (D · ∇f)p2 dp
=∇ · (〈Dn〉 · ∇ni) (44)
with
〈Dn〉 = (∇ni)−1
∫ pi+1/2
pi−1/2
4piD · ∇f p2dp (45)
and analogously for the energy equation,
〈De〉 = (∇ei)−1
∫ pi+1/2
pi−1/2
4piD · ∇f p2T (p)dp. (46)
We note that the the inverse of the gradient needs to be
computed for every individual component. We discuss the
effective diffusion coefficient in more detail in Section 6.
4 DERIVATION OF A NUMERICAL SCHEME
FOR THE TIME EVOLUTION
4.1 Computing changes in number and energy
density
We use operator splitting for the individual parts of the
time evolution of the Fokker-Planck equation, in particu-
lar the evolution in space and the spectral evolution. In this
paper we focus on the spectral evolution and discuss the
integration of the method into hydrodynamics in a subse-
quent paper. We describe the individual parts for the phys-
ical processes in terms of the discretised momentum bins
with piecewise power laws following Miniati (2001). In gen-
eral we convert the evolution in time into an evolution in
momentum,
dp
dt
= F (p, t, T (p),u), (47)
where F is a function that depends on the individual phys-
ical processes. In particular we cover:
• adiabatic gains and losses,
• injection via diffusive shock acceleration,
• hadronic losses and Coulomb losses, and
pi+1/2 pi+3/2
bin i bin i+ 1 bin i+ 2
t = t0 +∆t
pi+1/2 ploss,1 pi+3/2 ploss,2
bin i bin i+ 1 bin i+ 2
t = t0
f
p
f
p
Figure 6. Illustration of the time evolution for a loss process
before (top) and after the transport step (bottom). The number
and energy density corresponding to the red and yellow area are
shifted to the lower bins.
• momentum-dependent diffusion.
For any given physical process and a given integration
time step ∆t we can compute the change in momentum.
Without loss of generality, we would like to illustrate this
for a loss term, bl,
dp
dt
= bl < 0, (48)
which we can rewrite as∫ px
ploss
dp
bl
=
∫ t0+∆t
t0
dt = ∆t (49)
if the loss process does not explicitly depend on time. The
initial momentum ploss cools during ∆t to px. For the adi-
abatic process Eqs. (6) and (9) explicitly show the closed
formulation. We chose px to be the momentum at the bin
boundary, px = pi+1/2, and compute the corresponding mo-
mentum ploss, which is illustrated in Fig. 5.
At this point we would like to discuss the constraints on
the maximum integration time step. As in other explicit nu-
merical methods that account for only the immediate neigh-
bour cells, the flux of number and energy density can ex-
tend to at most one bin. For the gain and loss momentum
in our setup this means that pi+1/2 ≤ ploss < pi+3/2 and
pi−1/2 < pgain ≤ pi+1/2. Depending on the loss and gain
process, the maximum time step is implicitly given via equa-
tion (49) by limiting the maximum fraction of the bin that
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pgain or ploss should occupy. We find satisfactory results for
ploss
pi+1/2
≤ 0.4
(
pi+3/2
pi+1/2
)
and (50)
pi+1/2
pgain
≤ 0.4
(
pi+1/2
pi−1/2
)
. (51)
The shift of momentum from ploss to pi+1/2 corresponds
to a transport of particle and energy density across the spec-
tral bin boundary i+ 1/2,
∆ni+1/2 = 4pi
∫ pi+1/2
ps,gain
p2f(p)dp, (52)
∆e′i+1/2 = 4pi
∫ pi+1/2
ps,gain
p2f(p)T (p)dp, (53)
illustrated by the red area in Fig. 5. This is the essential
part of the time evolution of the new method. We evolve the
number and energy density in bin i+ 1 as
n(t+ ∆t) = n(t)−∆ni+1/2 + ∆ni+3/2, (54)
e′(t+ ∆t) = e(t)−∆e′i+1/2 + ∆e′i+3/2. (55)
The transport of ∆n from bin i + 1 to bin i does not re-
quire any further correction. Contrary, for the energy term
we need to take into account that the loss in momentum
connects to a loss in energy, i.e. shifting the spectrum to-
wards lower momenta, we need to additionally correct for
that shift,
∆ei+1/2 = ∆e
′
i+1/2
T (pi+1/2)
T (ploss,1)
. (56)
The transfer into and out of cell i+ 1 is illustrated in Fig. 6.
We can compute the energy correction factors independently
for ∆e at interface pi+1/2 and pi−1/2. In case of identical
ratios of ploss,1/pi+1/2 and ploss,2/p1+3/2 the energy correc-
tion factors for ∆e′i+1/2 and ∆e
′
i+3/2 are similar. In the non-
relativistic limit as well as in the relativistic limit, in which
the particle energy has a simple scaling with the momentum
(∝ p2 and ∝ p, respectively), the same ratio for ploss,1/pi+1/2
and ploss,2/p1+3/2 results in the same correction factor for
the transfer into and out of cell i+ 1, i.e.
e(t+ ∆t) = e′(t+ ∆t)
T (pi+1/2)
T (ploss,1)
. (57)
In the transition region between the classical and the rela-
tivistic energy, the factors differ. If the correction factors at
the left and right boundary of the bin are not largely dif-
ferent, we can simply apply ∆e′i+1/2 and ∆e
′
i+3/2 and then
correct the entire modified bin i+1 by an arithmetic average
of the correction factors,
e(t+ ∆t) = e′(t+ ∆t)
1
2
(
T (pi+1/2)
T (ploss,1)
+
T (pi+3/2)
T (ploss,2)
)
. (58)
Depending on the process the ratios ploss,1/pi+1/2 and
ploss,2/pi+3/2 behave differently. For adiabatic expansion
(and compression) both ratios are the same as well as for
the hadronic losses as long as all momenta are above the
threshold momentum for hadronic losses. In these cases, the
energy correction factor for the bin is trivial. The case of
Coulomb losses at sub-relativistic energies is more difficult
to compute. As the loss rate scales with approximately p−1.9,
the loss rate at the lower momentum boundary can be sig-
nificantly larger than at the high momentum boundary, in
10−2
10−1
100
101
0 1 2 3 4 5 6 7
p/(GeV/c)
e/
n
×
( p GeV
/
c
) 2
q
0.01
0.1
1
10
100
Figure 7. Scaling of e/n as a function of spectral slope q. We
multiply the curves by p2 for better illustration. For all relevant
slopes there is a one-to-one mapping between e/n and q. This
allows for an exact reconstruction of fi−1/2 and qi after a change
of n and e.
particular, if the bins span half an order of magnitude. In
this regime we therefore compute the correction term nu-
merically using a subgrid interpolation. We subdivide the
bin in 10 logarithmically spaced sub-bins with momenta
pj(t0) and compute the momenta after ∆t, p
′
j(t0 = ∆t), us-
ing Eqs. (47) and (12). We then average over the individual
values 〈p′j(t0 + ∆t)〉j .
In principle, we can compute a total shift for each bin
for all terms in the Fokker-Planck equation. However, it is
simpler to compute a separate shift momentum for the in-
dividual processes. The adiabatic process can also be used
to analytically show that the method of discretisation yields
correct results, which we demonstrate in appendix A.
4.2 Reconstruction of the particle distribution
function
After computing the temporal changes we end up with a
modified number and energy density in each bin. We now
need to reconstruct the new amplitude and slope of the par-
ticle distribution function in every bin. We first compute the
new slope by solving the ratio
ei
ni
=
∫ pi+1/2
pi−1/2
4pip2f(p)T (p) dp∫ pi+1/2
pi−1/2
4pip2f(p)dp
=
∫ pi+1/2
pi−1/2
4pip2fi−1/2 (p/pi−1/2)
−qi T (p) dp∫ pi+1/2
pi−1/2
4pip2fi−1/2 (p/pi−1/2)−qi dp
(59)
for the slope qi numerically using the Newton-Raphson
method. The solution of qi is unique as long as number den-
sity and energy density scale differently as a function of the
slope. In Fig. 7 we plot the ratio e/n as a function of q for
different energies. For a physically relevant range of slopes
there is a one-to-one mapping allowing a unique reconstruc-
tion. We tabulate values at the beginning of the simulation
to speed up the computation. As the integral for the number
density has a simple closed form, we can trivially solve for
the amplitude fi−1/2 analytically and compute it using the
new slope qi. We could also use the integral for the energy to
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find fi−1/2, however, the integral in general cannot simply
be solved for fi−1/2 analytically.
4.3 Spectral boundary conditions
In order to conserve CR energy, one would need to apply
closed boundaries. In case of losses the energy would ac-
cumulate in the lower buffer bin. Adiabatic gains due to
strong compression would be stored in the upper buffer bin.
Although this seems like a reasonable process for one step
it bears difficulties over a longer simulation time. Let us as-
sume a long-term cooling period followed by a strong com-
pression as a simple gedanken experiment. The cooling pe-
riod will result in an accumulation of significant CR energy
in the lowest bin with a large amplitude f0. Even if the CRs
cooled entirely to p = 0 (see Fig. 2) over that period, they
would still be buffered in the lower buffer bin with effectively
non-negligible momentum. The strong compression will then
push this high-amplitude bin to larger momentum bins re-
sulting in an artificially large population of CRs in bins i
that are affected by the compression, cf. equation (9).
We therefore effectively use different boundary condi-
tions for the individual processes. We note that hadronic
losses only occur for CR momenta above pthr, so for spec-
tral configurations with pmin < pthr the hadronic losses do
not interfere with the lower boundary. At the high-p bound-
ary we acknowledge that our numerical spectrum is only a
small cut-out of the total CR spectrum, which extends as
a power-law tail up to CR momenta of p ∼ 1020 eV/c. We
therefore use inflow boundary conditions, which reflect the
continued spectrum towards higher momenta. In practice
we simply keep the slope at the highest bin constant during
the hadronic cooling step, i.e. it is determined by a com-
bination of the injection spectrum from the previous time
step and by the slope from the next lower momentum bin
in case of adiabatic compression. We note that energy de-
pendent spatial diffusion would also change the slope inside
every bin. However, we currently only account for energy de-
pendent diffusion of each independently, see Section 6. For
Coulomb losses, we apply outflow boundary conditions at
small momenta, resulting in a loss of energy for CRs that
cool below pmin, which mimics the thermalisation process of
these CRs. At the high-momentum boundary we follow the
same reasoning as for the hadronic losses and compute an
inflow of energy based on the continued spectrum outside
of our spectral range. For the adiabatic process we assume
that the slope in the inflowing buffer bin (lower buffer bin
for compression and vice versa) does not change and we al-
low CRs to enter and leave the spectrum during compression
and expansion.
5 ONE-ZONE TESTS
5.1 Test of the adiabatic process
We would like to stress the importance of an accurate com-
putation of the adiabatic process in hydrodynamical simu-
lations. In compressive turbulent environments the gas cells
frequently experience changes of short compression and ex-
pansion periods. Even without fully developed turbulence,
pressure waves travelling through the simulation domain re-
sult in numerous small oscillations.
For this test we only consider adiabatic compression and
expansion. Injection of CRs as well as other loss processes
are switched off. We compare our new method with a stan-
dard finite volume method (e.g. Toro 2009) for the piecewise
constant representation of the particle distribution function.
As initial condition we use a simple analytic function
that mimics a steady state spectrum, i.e. a flat slope at low
momenta and a scaling of f ∝ p−4.5 at high momenta,
f(t = 0) = A0
[(
p
1GeV/c
)−a/c
+
(
p
1GeV/c
)−b/c]−c
.
(60)
The parameter a is the approximate slope for low momenta
(p → 0), which we set to a = 0. Parameter b is the high-
momentum counterpart with a value of −4.5 and c ≡ 2 de-
termines the width of the transition region between the two
powerlaw regimes. The overall amplitude of the spectrum,
A0, is set to unity.
Motivated by the strong dynamics in many astrophysi-
cal systems, we do not test the methods only for one com-
pression or expansion step but rather for hundreds of pe-
riodic oscillations. The divergence of the velocity ∇ · u is
modelled as
(∇ · u)(t) = Aper cos
(
2pit
T
)
. (61)
We set Aper = 7.35 and T = 1.0. Following equation (8) we
find
dp
p
= −Aper
3
cos
(
2pit
T
)
dt, (62)
which yields
p(t) = p(t0) exp
[
−AperT
6pi
{
sin
(
2pit
T
)
− sin
(
2pit0
T
)}]
,
(63)
where we set t0 = 0. After the first quarter of the period,
t = 0.25, the momentum reduces to 68% of the initial value.
After three quarters of the period the maximum momentum
is reached with an increase to 148% with respect to the initial
value. Over one period the ratio of maximum to minimum
momentum pmax/pmin ≈ 2.2, which corresponds to a density
compression factor of (pmax/pmin)
3 ≈ 10. We note that after
a full compression and expansion cycle the spectrum needs
to take again the initial shape.
Figure 8 shows the spectral evolution over 100 periodic
cycles for the new method (left-hand panel) and a classi-
cal finite-volume method (right-hand panel) using a min-
mod limiter. The top panel shows the spectrum, the lower
one indicates the slope. Colour-coded is the time in units
of full cycles. For the classical method we plot every 10th
cycle. In the case of the new method the deviations are so
small that we only plot the initial function with a thicker
black line and the spectrum after 100 cycles. For the new
method we use 12 spectral bins, for the conventional finite
volume method we show an example with 500 bins. The
flat part of the spectrum is accurately solved with the con-
ventional finite volume method. However, at the transition
to the high-momentum powerlaw numerical diffusion causes
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Figure 8. Numerical solution of the spectrum for periodic adiabatic compression and expansion cycles with a momentum compression
ratio of ≈ 2.2 (density compression ratio of 10) using the initial spectrum described in equation (60). Shown are the spectra after
every 10th full cycle with the time colour coded. The left-hand panel shows the new method with piecewise powerlaws for the particle
distribution function using 12 spectral bins for 5 orders of magnitude in momentum. The right-hand panel shows the piecewise constant
counterpart with a finite volume method and piecewise constant representation of f using 500 bins. The new method accurately restores
the initial spectrum after every cycle. Numerical diffusion results in a broadened spectrum over time using the conventional method.
the spectrum to broaden towards higher momentum with an
inaccurate representation of the slope.
In a more quantitative way, we investigate the relative
error of the number and energy density as a function of
periodic cycles, Ncyc, with respect to the initial value,
δe =
∣∣∣∣eCR(Ncyc)− eCR(0)eCR(0)
∣∣∣∣ , (64)
which is plotted in Fig. 9. We vary the number of bins from
300 to 1000 for the piecewise constant representation of f .
In order to reach a relative error of order unity the conven-
tional method needs more than 1000 bins for a momentum
ranging over 5 orders of magnitude. The relative error in
energy for the new method is of order 10−3 for only 12 bins,
which demonstrates the superior performance of the new
scheme. The error in number density is again several orders
of magnitude lower than the energy error and is not shown.
Hadronic and Coulomb losses are best tested in a
freely cooling test and a steady state solution. In the case
of free cooling we start the simulation with a powerlaw
f(p) = 103(p/(mpc))
−4.5 and let the spectrum cool includ-
ing hadronic and Coulomb losses. We compute the spec-
trum using sub-cycling. Figure 10 shows the freely cooling
spectrum for different times using 12 spectral bins includ-
ing buffer bins. Also shown are the approximate slopes at
large cooling times indicating the accuracy of the method.
As expected (Section 2.6) in the case of hadronic cooling
the cooled spectrum scales as the original spectrum. The
Coulomb losses approach a flat spectrum for f , i.e. a spec-
tral scaling with p1.9 using the scaling in the plot. There is
no analytic solution for the amplitude of the spectrum, so
we need to focus on the accuracy of the slopes.
For the steady state spectrum we use again the same
initial spectrum as in the case for free cooling, f(p) =
103(p/(mpc))
−4.5. We then apply a constant injection j(p) =
2.58/Myr(p/(mpc))
−4.5, i.e. a fraction of 2.58 × 10−3 of
the energy of the initial spectrum. We use time steps of
∆t = 2 Myr and in each time step we apply injection,
Coulomb and hadronic losses using 12 bins including buffer
bins. The spectrum is shown in the top panel of Fig. 11
for different times. We overplot the numerical solution at
10 Gyr with the analytical steady state spectrum as in equa-
tion (34). The converged spectrum agrees well with the ana-
lytic solution. More quantitatively, the bottom panel shows
the error of the numerical solution in comparison to the an-
alytic result using the L1 norm. We adopt a linear measure,
L1lin = N
−1∑
i
|fi,num(pi)− fi,ana(pi)| (65)
as well as its logarithmic counterpart,
L1log = N
−1∑
i
| log(fi,num(pi)/fi,ana(pi))|, (66)
where in both cases we sample the spectrum with 250 data
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Figure 9. Relative error of the number and energy density for
a piecewise constant representation of f (dashed lines) and our
new scheme (solid lines) for the spectral setups shown in Figs. 8.
The error is shown as a function of time in units of periodic cy-
cles with a momentum compression factor of ≈ 2.2. For the new
method the error in the number density is again several orders of
magnitude smaller (not shown). The conventional method using
1000 spectral bins still shows an error which is 3 orders of magni-
tude larger than the computation with the new method and only
12 bins.
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Figure 10. Time evolution of the freely cooling spectrum per-
formed with 10 spectral bins. The two dotted lines represent the
asymptotic limits of the freely cooling CR distribution, which de-
cays in amplitude over time. We adopt ne = nN = 10
−2 cm−3.
points per momentum decade, giving rise to N = 624 sam-
pling points. The error reduces with a scaling of approxi-
mately L1 ∝ N−1.3bin .
6 SPATIAL DIFFUSION
So far we have discussed the spectral evolution without in-
vestigating the connection to the spatial time evolution. For
advection, this is only a problem of the hydrodynamical
code, which is beyond the scope of this paper. Spatial diffu-
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Figure 11. Top: Time evolution of the spectrum following con-
tinuous injection and cooling. The initial spectrum increases at
high energies and cools at low energies to reach the steady state
after 10 Gyr. The computation is performed with 10 spectral
bins. The theoretical curve derives from equation (34). We adopt
ne = nN = 10
−2 cm−3. Bottom: Error of the numerical method
compared to the analytic spectrum encoded in the L1 norm as
a function the number of spectral bins, Nbin. The error scales
approximately as N−1.3bin .
sion in contrast reveals an interaction of spatial and spectral
changes. As spatial diffusion is energy conserving, the diffu-
sion step itself does not transfer CRs in momentum space,
i.e., ∂f/∂p = 0. However, the amount of diffused number
and energy density to neighbouring hydrodynamical cells
will depend on the spatial derivatives of f and the possible
different diffusion speeds for n and e will result in changes
of fi−1/2 and qi within one bin. This in turn will affect the
other processes in the following time step. We have to look at
diffusion separately for number density and energy density.
6.1 Diffusion of number density
The spatial diffusion term of CRs in the momentum range
[p1, p2] is
∂tndiff =
∫ p2
p1
4pi∇ · (D · ∇f)p2 dp
= 4pi∇ ·
[∫ p2
p1
p2D · ∇f dp
]
, (67)
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where D is the spatial CR diffusion tensor,
D =
 D11 D12 D13D21 D22 D23
D31 D32 D33
 (68)
whose components reflect the orientation of the magnetic
fields. Following Ryu et al. (2003), we set the components
Dij = D⊥δij + (D‖ −D⊥)bibj (69)
with the normalised magnetic field components bi = Bi/|B |.
The diffusion parameters depend on momentum, so
D‖(p) = D‖,10
(
p
p10
)α
(70)
D⊥(p) = D⊥,10
(
p
p10
)α
, (71)
where p10 = 10 GeV/c and D‖,10 and D⊥,10 are diffusion
coefficients parallel and perpendicular to the magnetic field
line for momentum p10. We can solve equation (67) directly
by replacing the individual components, which results in
∂tndiff =
4pi∇ ·
∫ p2
p1
p2
 D11∂xf +D12∂yf +D13∂zfD21∂xf +D22∂yf +D23∂zf
D31∂xf +D32∂yf +D33∂zf
 dp, (72)
where ∂k = ∂/∂k is a shorthand notation for the partial
derivative with k ∈ {x, y, z}. In order to solve this equation
we need to compute the spatial derivatives of f . Alterna-
tively, we can write the diffusion equation as
∂ndiff
∂t
=
∫ p2
p1
4pi∇ · (Dn · ∇f)p2 dp
=∇ · (〈Dn〉 · ∇ncr) , (73)
such that it formally takes the form of a simple diffusion
equation with modified diffusion tensor 〈Dn〉, see equa-
tions (45). We arrive at that equation in a simple intuitive
way formally by multiplying with unity. The individual ten-
sor components take the form
〈Dn,ij〉 =
∫ p2
p1
p2 Dij ∂jf dp∫ p2
p1
p2∂jf dp
(74)
Using Dij = D
′
ij(p/p10)
α we get
〈Dn,ij〉 = D
′
ij
pα10
∫ p2
p1
p2+α∂jf dp∫ p2
p1
p2∂jf dp
(75)
6.2 Diffusion of energy density
In a similar way the diffusion of CR energy density obeys
∂tediff =
∫ p2
p1
4pi∇ · (D · ∇f)p2T (p) dp
= 4pi∇ ·
[∫ p2
p1
p2T (p)D · ∇f dp
]
, (76)
Using equation (46) we obtain modified diffusion coefficients
for the energy
〈De,ij〉 =
∫ p2
p1
p2T (p)Dij ∂jf dp∫ p2
p1
p2T (p)∂jf dp
, (77)
which can be connected to the scaling of the diffusion coef-
ficients with the momentum to yield
〈De,ij〉 = D
′
ij
pα10
∫ p2
p1
p2+αT (p)∂jf dp∫ p2
p1
p2T (p)∂jf dp
. (78)
6.3 Simplified bin-centred diffusion
In principle, the correct diffusion can be computed using the
previously derived coefficients. However, there are two disad-
vantages of the computations. One is the computational cost
of the spatial derivative because it includes both the spatial
derivative of the amplitude fi−1/2 as well as the slope qi.
This expensive derivative has to be done for every cell and
every momentum bin separately, which means that no part
of the diffusion tensor can be reused for several spectral bins.
A second complication is that the full spatial derivative of
f has a large dynamic range, in particular near CR sources
where the spectrum can differ by orders of magnitude. The
strong anisotropy with approximately two orders of mag-
nitude larger parallel than perpendicular diffusion further
increases the numerical demands. The derivatives and a sta-
ble numerical diffusion are therefore difficult to control in
this case. For conserved quantities, slope limiters could be
used for the fluxes.
Instead of computing the spatial derivatives of f we can
use a simplified approximation and consider the diffusion
of number and energy density with the same momentum-
dependent diffusion coefficients evaluated with diffusion co-
efficients for the bin centres of the momenta pi. This equal
treatment of n and e will result in a non-varying slope qi for
the diffusion step. This is an approximation that is reason-
ably stable even in the case of strong shocks and strong CR
injection combined with highly anisotropic diffusion.
A few conceptual properties of spatial momentum de-
pendent diffusion can be illustrated in a one-dimensional toy
model. We set up an initial Dirac δ distribution in CR num-
ber and energy density. We rescale the amplitude in every
momentum bin to give a spectral power-law with index −4.5
corresponding to injection of shock-accelerated CRs with a
shock of moderate strength. The CR are allowed to diffuse
spatially as indicated in the left-hand panel of Fig. 12 for
the spectral bin at p = 1 GeV/c, where we applied an ar-
bitrary renormalisation for better readability and use a dif-
fusion coefficient of D‖,10 = 10
28 cm2 s−1 and a scaling of
α = 0.5, cf equation (70). With this approximation all mo-
mentum bins follow the same spatial functional evolution
over time, which is a Gaussian function. However, the dif-
ferent diffusion speeds result in faster diffusion for higher CR
momenta. The initial power-law spectrum therefore changes
its shape over time, which is shown in the right-hand panel
of Fig. 12 for the position at x = 150 pc. The spectrum is
scaled with p4.5, i.e. the initial power-law would be a hor-
izontal line. At early times high-energy CRs can reach the
position at x = 150 pc much faster, which results in larger
amplitudes at high p. Over time, the amplitude of the low-
energy CRs increases gradually, which reflects their longer
diffusion times to the measurement position. At the same
time the amplitude of the high-energy CRs starts to rapidly
decrease because the high-energy component diffuses out of
the domain and the total remaining high-energy component
drops. Those two effects result in a temporal evolution of the
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Figure 12. Spatial diffusion in one dimension. On the left-hand side we show the diffusion of n of the 1 GeV/c bin over time including
the analytical solution of the last time step. The right-hand side illustrates the spectrum at 150 pc over time. The initial spectrum is a
power-law, f ∝ p−4.5. At early times the spectrum is dominated by high-energy CRs because they diffuse faster and reach this point
first. At later times the low-energy CRs catch up. At this time the amplitude of the highest energy CRs has already decreased due to
further diffusion. Locally, the initial slope is conserved in our simplified approximation.
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Figure 13. Three-dimensional view of the amplitude of the spectrum as a function of momentum and spatial distribution. Shown is
only half of the distribution (x > 0) after 10 (left) and 100 kyr (right). The red (blue) line indicates the spectrum at x = 0 (x = 200 pc).
At early times the low-energy CRs did not have enough time to diffuse to large spatial distances resulting in a steep decline of the blue
curve at low p. After 100 kyr low-energy CRs diffused to x = 200 pc (we note the much smaller dynamical range in z). A non-negligible
fraction of high-energy CRs started to diffuse out of the box, which leads to a drop both at x = 0 and x = 200 pc.
spectrum that appears in a curved form with a maximum
that shifts towards lower momenta. We note that locally
in each bin the spectral slope remains the same as in the
initial spectrum, q = 4.5, because the diffusion coefficient
scales with the momentum of the bin centre and we use
the same diffusion coefficient for the number and the energy
density. We would like to emphasise that the changes in the
amplitudes of individual bins are solely due to the spatial
diffusion. There is no transfer of number and energy density
in momentum space, i.e. the spatial integral over each mo-
mentum bin is conserved separately. This also means that
the diffusion of each momentum bin can be computed inde-
pendently.
We additionally illustrate this effect in Fig. 13 for two
different times in a three-dimensional representation. The
left-hand spectrum is measured after 10 kyr, the right-hand
counterpart after 100 kyr. The red lines indicate the spec-
trum at x = 0, the blue lines at 150 pc. After 10 kyr the
blue line clearly indicates that the spectrum is dominated
by high-energy CRs – we note the large dynamic range in
z. At the origin the spectrum still appears to be flat. The
decrease of the amplitude at p & 1000 GeV/c is not visible
(cf. black line in right-hand panel of Fig 12). After 10 kyr the
significantly faster diffusion for high p is visible in the spec-
trum. By that time the diffusion of low-energy CRs results
in a shallower distribution along x, which in turn yields a
spectrum that develops a stronger curvature at higher mo-
menta.
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7 CONCLUSIONS
The spectral shape of CR protons is important to properly
account for energy dependent losses, injection, spatial dif-
fusion and CR ionisation and as a result an accurate mod-
elling of the energetic impact of CR protons. Predictive com-
parisons to observations furthermore requires to follow the
spectral shape of a CR population. As CR protons are dy-
namically relevant, we would like to model them with a full
spectrum in every computational cell of a hydrodynamical
simulation. This requires an efficient algorithm that ade-
quately represents the CR proton spectrum spanning the
relevant energy regime from low-energy CRs that cool via
Coulomb losses up to high-energy CR that suffer hadronic
losses with a minimum of spectral bins.
Here, we present a new method that solves the Fokker-
Planck equation using a piecewise power-law representation
of the particle distribution function. The implemented two-
moment approach uses the number and energy density to
compute the time evolution of the spectrum and does not
rely on a continuous particle distribution function, which
makes the code more versatile and stable. Because of the
low number of spectral bins both the memory requirements
and the computational cost are low in comparison to clas-
sical methods which require orders of magnitude more bins
and adopt piecewise constant values. The method is there-
fore well suited to be coupled to hydrodynamics and solved
together with the gas fluid dynamics in every cell of a three-
dimensional hydrodynamical simulation.
For the adiabatic process the new scheme reveals orders
of magnitude lower errors for the number and energy density
and a very stable and accurate computation of the spectral
slope. The combination of injection and cooling including
Coulomb and hadronic losses shows very good agreement
with theoretical steady state spectra. This method is also
able to capture momentum-dependent CR diffusion, which
causes a region outside the source to first see the highest-
energy CRs before the low-energy CRs catch up.
Besides the dynamics a full spectral representation of
CRs allows us to connect the CRs to observables like the
chemical changes caused by low-energy CRs or the emis-
sion of γ-rays caused by hadronic interactions of high-energy
CRs. In our follow-up paper, we explore the coupling of this
new method to MHD to study the hydrodynamical impact
of evolving the CR spectrum.
ACKNOWLEDGEMENTS
The authors thank Andy Strong and Stefanie Walch for
fruitful discussions. We also thank the anonymous referee
for very constructive comments that helped to improve the
manuscript. PG and TN acknowledge support from the DFG
Priority Program 1573 Physics of the Interstellar Medium.
PG and CP acknowledge funding from the European Re-
search Council under ERC-CoG grant CRAGSMAN-646955.
MH acknowledges support of the (Polish) National Science
Centre through the grant No. 2015/19/ST9/02959. TN ac-
knowledges support from the DFG cluster of excellence ORI-
GINS.
REFERENCES
Ackermann M., et al., 2013, Science, 339, 807
Amato E., 2014, International Journal of Modern Physics D, 23,
1430013
Axford W. I., Leer E., Skadron G., 1977, International Cosmic
Ray Conference, 11, 132
Bell A. R., 1978, MNRAS, 182, 147
Bell A. R., 2004, MNRAS, 353, 550
Bell A. R., Schure K. M., Reville B., Giacinti G., 2013, MNRAS,
431, 415
Blandford R., Eichler D., 1987, Phys. Rep., 154, 1
Blandford R. D., Ostriker J. P., 1978, ApJ, 221, L29
Blasi P., 2013, A&ARv, 21, 70
Blasi P., Colafrancesco S., 1999, Astroparticle Physics, 12, 169
Booth C. M., Agertz O., Kravtsov A. V., Gnedin N. Y., 2013,
ApJ, 777, L16
Breitschwerdt D., McKenzie J. F., Voelk H. J., 1991, A&A, 245,
79
Breitschwerdt D., McKenzie J. F., Voelk H. J., 1993, A&A, 269,
54
Caprioli D., Spitkovsky A., 2014, ApJ, 783, 91
Dalgarno A., 2006, Proceedings of the National Academy of Sci-
ence, 103, 12269
Dorfi E. A., Breitschwerdt D., 2012, A&A, 540, A77
Drury L. O., 1983, Reports on Progress in Physics, 46, 973
Ehlert K., Weinberger R., Pfrommer C., Pakmor R., Springel V.,
2018, MNRAS, 481, 2878
Enßlin T. A., Pfrommer C., Springel V., Jubelgas M., 2007, A&A,
473, 41
Everett J. E., Zweibel E. G., Benjamin R. A., McCammon D.,
Rocks L., Gallagher III J. S., 2008, ApJ, 674, 258
Evoli C., Gaggero D., Vittino A., Di Bernardo G., Di Mauro M.,
Ligorini A., Ullio P., Grasso D., 2017, J. Cosmology Astropart.
Phys., 2, 015
Farber R., Ruszkowski M., Yang H.-Y. K., Zweibel E. G., 2018,
ApJ, 856, 112
Girichidis P., et al., 2016, ApJ, 816, L19
Girichidis P., Naab T., Hanasz M., Walch S., 2018, MNRAS, 479,
3042
Gould R. J., 1972, Physica, 58, 379
Grenier I. A., Black J. H., Strong A. W., 2015, ARA&A, 53, 199
Hanasz M., Lesch H., 2003, A&A, 412, 331
Hanasz M., Lesch H., Naab T., Gawryszczak A., Kowalik K.,
Wo´ltan´ski D., 2013, ApJ, 777, L38
Ipavich F. M., 1975, ApJ, 196, 107
Ivlev A. V., Dogiel V. A., Chernyshov D. O., Caselli P., Ko C.-M.,
Cheng K. S., 2018, ApJ, 855, 23
Jacob S., Pakmor R., Simpson C. M., Springel V., Pfrommer C.,
2018, MNRAS, 475, 570
Jiang Y.-F., Oh S. P., 2018, ApJ, 854, 5
Jones T. W., Kang H., 2005, Astroparticle Physics, 24, 75
Jubelgas M., Springel V., Enßlin T., Pfrommer C., 2008, A&A,
481, 33
Jun B.-I., Jones T. W., 1999, ApJ, 511, 774
Kissmann R., 2014, Astroparticle Physics, 55, 37
Krymskii G. F., 1977, Akademiia Nauk SSSR Doklady, 234, 1306
Mannheim K., Schlickeiser R., 1994, A&A, 286, 983
Marcowith A., et al., 2016, Reports on Progress in Physics, 79,
046901
Miniati F., 2001, Computer Physics Communications, 141, 17
Morlino G., Caprioli D., 2012, A&A, 538, A81
Naab T., Ostriker J. P., 2017, ARA&A, 55, 59
Padovani M., Galli D., Glassgold A. E., 2009, A&A, 501, 619
Pakmor R., Pfrommer C., Simpson C. M., Springel V., 2016, ApJ,
824, L30
Pfrommer C., Springel V., Enßlin T. A., Jubelgas M., 2006, MN-
RAS, 367, 113
MNRAS 000, 1–16 (2018)
Spectral CR-MHD 15
ps−1/2 pi−1/2 ps+1/2 pi+1/2
bin i− 1 bin i
f
p
∆ni−1/2
∆ei−1/2
∆ni+1/2
∆ei+1/2
Figure A1. Illustration of the momenta and transferred number
and energy density for the analytic proof.
Pfrommer C., Pakmor R., Schaal K., Simpson C. M., Springel V.,
2017, MNRAS, 465, 4500
Phan V. H. M., Morlino G., Gabici S., 2018, MNRAS, 480, 5167
Ptuskin V. S., Voelk H. J., Zirakashvili V. N., Breitschwerdt D.,
1997, A&A, 321, 434
Recchia S., Blasi P., Morlino G., 2016, MNRAS, 462, 4227
Ruszkowski M., Yang H.-Y. K., Reynolds C. S., 2017, ApJ, 844,
13
Ryu D., Kim J., Hong S. S., Jones T. W., 2003, ApJ, 589, 338
Salem M., Bryan G. L., 2014, MNRAS, 437, 3312
Samui S., Subramanian K., Srianand R., 2010, MNRAS, 402,
2778
Schlickeiser R., 1989, ApJ, 336, 243
Schlickeiser R., 2002, Cosmic Ray Astrophysics
Simpson C. M., Pakmor R., Marinacci F., Pfrommer C., Springel
V., Glover S. C. O., Clark P. C., Smith R. J., 2016, ApJ, 827,
L29
Socrates A., Davis S. W., Ramirez-Ruiz E., 2008, ApJ, 687, 202
Strong A. W., Moskalenko I. V., 1998, ApJ, 509, 212
Strong A. W., Moskalenko I. V., Ptuskin V. S., 2007, Annual
Review of Nuclear and Particle Science, 57, 285
Thomas T., Pfrommer C., 2019, MNRAS, 485, 2977
Toro E. F., 2009, Riemann Solvers and Numerical Methods for
Fluid Dynamics: A Practical Introduction, 3rd edn. Springer
Uhlig M., Pfrommer C., Sharma M., Nath B. B., Enßlin T. A.,
Springel V., 2012, MNRAS, 423, 2374
Winner G., Pfrommer C., Girichidis P., Pakmor R., 2019, MN-
RAS, 488, 2235
Yang H. Y. K., Ruszkowski M., 2017, ApJ, 850, 2
Zirakashvili V. N., Aharonian F. A., 2010, ApJ, 708, 965
Zweibel E. G., 2013, Physics of Plasmas, 20, 055501
APPENDIX A: PROOF FOR THE ADIABATIC
PROCESS
The adiabatic process is simply an advection in (logarith-
mic) momentum space plus a change in normalisation. The
slope of a power-law distribution, q, does not change un-
der the impact of an adiabatic process. For our numerical
scheme this means that the ratio ei/ni does not change dur-
ing compression or expansion. We thus take f to be con-
tinuous with local slopes q ≡ qi−1 = qi = qi+1 as illus-
trated in Fig. A1. We note that this simple mathematical
proof does not work for discontinuous f . This implies that
fi+1/2 = fi−1/2(pi+1/2/pi−1/2)
−q. We make a few assump-
tions without loss of generality:
• We use the relativistic regime, so T (p) = pc, but the
results are similarly true for all other power laws.
• qi 6= 4 and q 6= 3, so that we do not have to treat
integrands scaling with 1/p separately.
• We look at a compression (ps−1/2 < pi−1/2) with ps−1/2
and ps+1/2 for the left and right edge of bin i and note that
the ratios of the shift momenta at both boundaries of the
bin i are equal,
ps−1/2
pi−1/2
=
ps+1/2
pi+1/2
. (A1)
• By construction of a piecewise power-law distribution
function and a continuous function we can write
fi+1/2 = fi−1/2
(
pi+1/2
pi−1/2
)−q
. (A2)
We then need to show that
ei(t+ ∆t)
ni(t+ ∆t)
=
ei(t)
ni(t)
. (A3)
The above simplifications give for the total number density
in bin i
ni = 4pifi−1/2
p3i−1/2
−q + 3
[(
pi+1/2
pi−1/2
)−q+3
− 1
]
. (A4)
The integrated fluxes at pi−1/2, Φn(pi−1/2), and at pi+1/2,
Φn(pi+1/2) lead to ∆ni−1/2 and ∆ni+1/2, which are given
by
∆ni−1/2 = 4pifi−1/2
p3i−1/2
−q + 3
[
1−
(
ps−1/2
pi−1/2
)−q+3]
(A5)
∆ni+1/2 = 4pifi+1/2
p3i+1/2
−q + 3
[
1−
(
ps+1/2
pi+1/2
)−q+3]
(A6)
= 4pi fi−1/2
(
pi+1/2
pi−1/2
)−q p3i+1/2
−q + 3×[
1−
(
ps−1/2
pi−1/2
)−q+3]
= 4pi fi−1/2
p3i−1/2
−q + 3
(
pi+1/2
pi−1/2
)−q+3
×[
1−
(
ps−1/2
pi−1/2
)−q+3]
and finally the new number density after compression can
be reduced to
ni(t+ ∆t) = ni + ∆ni−1/2 −∆ni+1/2 (A7)
= ni
(
ps−1/2
pi−1/2
)−q+3
(A8)
For the energy density we have the total energy in bin i
ei = 4picfi−1/2
p4i−1/2
−q + 4
[(
pi+1/2
pi−1/2
)−q+4
− 1
]
, (A9)
The total changes in the energy can be computed in two
steps. The first is to compute the integrals over the distri-
bution function from the shift momenta to the cell bound-
aries in the same way as for the number density. This is the
MNRAS 000, 1–16 (2018)
16 Philipp Girichidis et al.
part of the energy that is transferred between the bins. In
a second step we need to consider that the total energy is
shifted along the momentum axis and each particle with an
energy density e gains energy as
T → T pi−1/2
ps−1/2
, (A10)
where we used the assumption that the particle has relativis-
tic energies, i.e. T = pc. This applies to the entire energy
bin. We therefore find the energy in bin i as
ei(t+ ∆t) =
pi−1/2
ps−1/2
(
ei + ∆ei−1/2 −∆ei+1/2
)
(A11)
For the first step we compute the integrals as
∆ei−1/2 =
∫ pi−1/2
ps−1/2
4pip3cfi−1/2
(
p
pi−1/2
)−q
dp (A12)
= 4picfi−1/2
p4i−1/2
−q + 4
[(
p
pi−1/2
)−q+4]pi−1/2
ps−1/2
= 4picfi−1/2
p4i−1/2
−q + 4
[
1−
(
ps−1/2
pi−1/2
)−q+4]
and for the integral at the upper bin boundary
∆ei+1/2 = 4picfi+1/2
p4i+1/2
−q + 4
[
1−
(
ps+1/2
pi+1/2
)−q+4]
(A13)
= 4picfi−1/2
(
pi+1/2
pi−1/2
)−q p4i+1/2
−q + 4×[
1−
(
ps−1/2
pi−1/2
)−q+4]
= 4picfi−1/2
(
pi+1/2
pi−1/2
)−q+4 p4i−1/2
−q + 4×[
1−
(
ps−1/2
pi−1/2
)−q+4]
= 4picfi−1/2
p4i−1/2
−q + 4
(
pi+1/2
pi−1/2
)−q+4
×[
1−
(
ps−1/2
pi−1/2
)−q+4]
where in the last equation we have used that f2 =
f1(p2/p1)
−q and ps+1/2/pi+1/2 = ps−1/2/pi−1/2. The dif-
ference of those two terms gives
∆ei−1/2 −∆ei+1/2 = ei
[(
ps−1/2
pi−1/2
)−q+4
− 1
]
(A14)
Taken together, we find
ei + ∆ei−1/2 −∆ei+1/2 = ei
(
ps−1/2
pi−1/2
)−q+4
. (A15)
and finally
ei(t+ ∆t) = ei(t)
(
ps−1/2
pi−1/2
)−q+3
(A16)
with the same scaling as the number density compared to
initial value e(t). The ratio after an adiabatic compression
thus remains the same as well as the slope, q,
ei(t+ ∆t)
ni(t+ ∆t)
=
ei(t)
ni(t)
, (A17)
which is required for an adiabatic change.
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