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Abstract. Any quadratic inequality in the $n$-dimensional Euclidean space can be
relaxed into a linear matrix inequality in $(1+n)\cross(1+n)$ symmetric $1\mathrm{n}\mathrm{a}\mathrm{t}\mathrm{r}\mathrm{i}_{\mathrm{C}}\mathrm{e}\mathrm{S}$ . Based
on this principle, we extend the Lov\’asz-Schrijver SDP (semidefinite programnling) re-
laxation developed for a 0-1 integer program to a general nonconvex QP (quadratic
program), and present some fundamental characterization of the SDP relaxation in-
cluding its equivalence to a relaxation using convex-quadratic valid inequalities for the
feasible region of the $\mathrm{Q}\mathrm{P}$ .
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1 Introduction.
We use the symbols $S(m)$ for the set of $m\cross m$ symmetric matrices, and $S(m)_{+}$ (or
$S(m)_{+}+)$ for the cone consisting of $m\cross m$ symmetric positive semidefinite (or positive
definite, respectively) matrices. We are concerned with a canonical form $\mathrm{Q}\mathrm{P}$ :
Minimize $c^{T}y$ subject to $y\in \mathcal{F}$ . (1)
Here
$c$ $\equiv$ $\in R^{1+n},$ $y\equiv\in R^{1+n}$ ,
$\mathcal{F}$ $\equiv$ $\{y\in R^{1+n}$ : $y_{0}=1,$
$y^{T}P_{ky\leq}0(k=1,2, \ldots, \eta)\},$ $\}$ (2)
$P_{k}$ $\overline{=}$ $\in S(1+n)(k=1,2, \ldots, m)$ ,
$\pi_{k}$ $\in$ $R,$ $q_{k}\in R^{n},$ $Q_{k}\in S(n)(k=1,2, \ldots, m)$ .
Note that the feasible region $\mathcal{F}$ is contained in the $n$-dimensional hyperplane $H\equiv$
$\{y\in R^{1+n} : y0=1\}$ , and that the function $H\ni y$ $arrow$ $y^{T}P_{k}y\in R$ involved in
the inequality constraint is convex (or linear) if and only if $Q_{k}\in S(n)_{+}$ (or $Q_{k}=O$ ,
respectively). $Q_{k}$ can be indefinite, so that the feasible region $\mathcal{F}$ of the QP (1) is a
nonconvex subset of the hyperplane $H$ in general. The canonical form QP (1) covers
various mathematical programs such as 0-1 $\mathrm{I}\mathrm{P}\mathrm{s}$ , general nonconvex QPs and linear
complementarity problems.
945 1996 57-67 57
$\mathrm{S}\mathrm{D}\mathrm{p}(\mathrm{S}\mathrm{e}\mathrm{m}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{t}\mathrm{e}\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{g}\mathrm{r}\mathrm{a}\ln)$ has been considered as a powerful tool for relaxation
of many combinatorial optimization problems, since it yields a tight bound [1, 2, 5, 6,
8, 13, 17] and it is efficiently solvable by interior methods [1, 2, 3, 4, 7, 9, 12, 16]. SDP
relaxation is originally proposed by $\mathrm{L}_{\mathrm{o}\mathrm{V}}\text{\’{a}}_{\mathrm{S}\mathrm{Z}}[10]$ for stable set problems.
Among many literatures related on SDP relaxation, this paper was motivated by
Alizadeh [1] where an elementary outline of the SDP relaxation method $1$) $\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{o}\mathrm{S}\mathrm{e}\mathrm{d}$
by Lov\’asz-Schrijver [11] for 0-1 IPs (integer $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{l}\mathrm{S}$) was presented. The $\mathrm{a}\mathrm{i}_{\mathrm{l}}\mathrm{n}$ of
this paper is to present a general method for constructing an SDP which serves as a
relaxation of the QP (1) and some fundamental properties on the SDP relaxation. Our
SDP relaxation lnethod may be regarded as a straightforward extension of the Lov\’asz-
Schrijver SDP relaxation method [11] for 0-1 IPs to the QP (1). It is also characterized
in terms of
$\bullet$ a dual of Shor’s relaxation method [14] (see also [15]) for general nonconvex QPs
(this will be discussed in Section 5), and
$\bullet$ a relaxation using convex-quadratic valid inequalities for the feasible region $\mathcal{F}$ .
Let
$P\equiv\in S(1+n),$ $\pi\in R,$ $q\in R^{n},$ $Q\in S(n)$ .
We say that an inequality $y^{T}Py\leq 0$ is a convex-quadratic (or linear) valid inequality
for $\mathcal{F}$ if
$Q\in S(n)_{+}$ (or $Q=O$ , respectively) and $y^{T}Py\leq 0$ for every $y\in \mathcal{F}$ .
Then co $\mathcal{F}$ , the convex hull of $\mathcal{F}$ is completely determined by all the convex-quadratic
valid inequalities for $\mathcal{F}$ ;
co
$\mathcal{F}=\bigcap_{P\in v}\{y\in R^{1n}+ : y_{0}=1, y^{T}Py\leq 0\}$
,
where $\mathcal{V}$ denotes the set of all matrices $P\in S(1+n)$ that induce convex-quadratic valid
inequalities for $\mathcal{F}$ . (The identity above is well-known when $\mathcal{V}$ is the set of all matrices
$P\in S(1+n)$ that induce linear valid inequalities for $\mathcal{F}$). The discussion above leads
us to a relaxation of the QP (1) using all convex-quadratic valid inequalities for $\mathcal{F}$ that
we can generate as a nonnegative combination of the quadratic inequalities of the QP
(1):




$\equiv$ $\{t\in R^{m} : t\geq 0,\sum_{k=1}^{m}tkQk\in S(n)_{+}\}$ ,
$f_{t}(y)$ $\equiv$ $y^{T}(_{k=} \sum_{1}^{m}tkP_{k})y$ for every $y\in R^{1+n}(t\in\overline{T})$ ,
: $y_{0}=1$ and $f_{t}(y)\leq 0(t\in\overline{T})\}$ ,$\tilde{\mathcal{F}}$ $\equiv$ $\{y\in R^{1+n}$
for every $t\geq 0$ such that
$\sum_{k=1}^{m}tkQk\in S(n)_{+}\}\cdot\}$ (4)
$=$ $1^{y\in R^{1+n}}$ :
$y0=1$ and $y^{T}( \sum_{k=1}^{m}\dagger_{k}Pk\mathrm{I}^{y}\leq 0$
Although the derivation of the relaxation (3) of the QP (1) is simple and straightfor-
ward, it seems difficult to implement the relaxation (3) on computer because the set $\overline{T}$
over which the index vector $t$ of the convex-quadratic inequality $f_{t}(y)\leq 0$ changes is
a continuum, non-polyhedral and convex subset of $R^{m}$ in general. Under a $\mathrm{n}\mathrm{l}\mathrm{o}\mathrm{d}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{e}$
assumption (Condition 2.2), the main theorem (Theorem 2.3) establishes the equiva-
lence between the SDP relaxation and the relaxation (3) using convex-quadratic valid
inequalities. Thus the SDP relaxation may be regarded as an ilnplelnentable version
of the relaxation (3).
We give the main theorem without proof in Section 2. $\mathrm{S}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}}3$ states a basic
principle which makes it possible for us to extend the Lov\’asz-Schrijver SDP relax-
ation method for IPs to nonconvex $\mathrm{Q}\mathrm{P}\mathrm{s}$ . In Section 4, we present Shor’s relaxation
method [14], and show some duality relation among the SDP relaxation, Shor’s relax-
ation and the relaxation (3) using convex-quadratic valid inequalities. The $\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{C}\mathrm{u}\mathrm{S}\mathrm{S}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{S}$
in Sections 3 and 4 are not only necessary to prove the main theorem, but also helpful
to the readers’ deep understanding of the SDP relaxation. Section 5 is devoted to a
proof of the main theoren).
2 Main Theorem.
For every $A\in S(m)$ and $B\in S(m),$ $A$ $\bullet$ $B$ denotes their inner $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{d}\mathrm{u}\mathrm{C}\mathrm{t},$ $i.e.,$ $A$ $\bullet$ $B\equiv$
Tr $A^{T}B$ (the trace of $A^{T}B$ ). It should be noted that any linear function $g:S(m)arrow R$
can be written as $g(\mathrm{Y})=A$ $\bullet$ $\mathrm{Y}$ for some $A\in S(m)$ . Define
$C$ $\equiv$ $\in S(1+n)$ ,
$-$
$\hat{\mathcal{G}}$
$\equiv$ $\{\mathrm{Y}\in S(1+n)_{+} : Y_{00}=1, P_{k} \bullet \mathrm{Y}\leq 0(k=1,2, \ldots, m)\}$ ,
$\hat{\mathcal{F}}$
$\equiv$ $\{\mathrm{Y}e_{0} : \mathrm{Y}\in\hat{\mathcal{G}}\},$ $e_{0}\equiv\in R^{1+\eta}$ .
(5)
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Obviously, $\hat{\mathcal{G}}$ and $\hat{\mathcal{F}}$ are convex subsets of $S(1+n)$ and $R^{1+\prime 1}$ , respectively. We now
introduce the SDP which will serve as a relaxation of the QP (1):
Mininuize $C$ $\bullet$ $\mathrm{Y}$ subject to $\mathrm{Y}\in\hat{\mathcal{G}}$ ; (6)
We can rewrite the SDP as a convex $1\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{l}\mathrm{i}\mathrm{Z}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}$ problem in tlle $\mathrm{E}n\mathrm{c}\cdot \mathrm{l}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{a}\mathrm{n}$ space:
$\mathrm{M}\mathrm{i}\mathrm{n}\mathrm{i}111\mathrm{i}_{\mathrm{Z}}\mathrm{e}c^{T}y$ subject to $y\in\hat{\mathcal{F}}$ . $(\overline{l})$
The two problems (6) and (7) above are equivalent in the sense that:
Lemma 2.1
1. $y$ is a feasible solution of the problem (7) if and only if $y=\mathrm{Y}e_{0}$ for some feasible
solution $\mathrm{Y}$ of the problem (6).
2. $y$ is a minimum solution of the problem (7) if and only if $y=\mathrm{Y}e_{0}$ for some
minimum solution $\mathrm{Y}$ of the problem (6).
3. $\inf\{C \bullet \mathrm{Y} : \mathrm{Y}\in\hat{\mathcal{G}}\}=\inf\{C^{\tau_{y}} : y\in\hat{\mathcal{F}}\}$ . 1
We will be mainly concerned with the convex minimization problem (7) instead of the
SDP (6). If we restrict ourselves to QPs derived from 0-1 $\mathrm{I}\mathrm{P}\mathrm{s}$ , our construction of the
problem (7) is a special case of the $\mathrm{L}_{\mathrm{o}\mathrm{V}\acute{\mathrm{a}}\mathrm{S}}\mathrm{Z}- \mathrm{S}\mathrm{C}\mathrm{h}\mathrm{r}\mathrm{i}\mathrm{j}\mathrm{V}\mathrm{e}\mathrm{r}[11]$ relaxation method. We ilnpose
the following condition on the feasible region $\hat{\mathcal{G}}$ of the SDP (6) in the main $\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\ln$
below.
Condition 2.2 There is an interior point $\mathrm{Y}$ of the feasible region $\hat{\mathcal{G}}$ of the SDP (6),
a $\mathrm{Y}\in S(1+n)_{++}$ satisfying $Y00=1$ and $P_{k}$ $\bullet$ $\mathrm{Y}<0(k=1,2, \ldots , \uparrow n)$ . 1
Now we consider the convex minimization problem (3) introduced in the Introduc-
tion as a relaxation of the QP (1) using convex-quadratic valid inequalities for $\mathcal{F}$ . If
all the extreme points and all the extreme rays of $\overline{\mathcal{F}}$ are contained in $\mathcal{F}$ then $\overline{\mathcal{F}}$ co-
inc.ides with co $\mathcal{F}$ , the convex hull of $\mathcal{F}$ and the problem (3) gives the best convex
relaxation of the QP (1). But $\tilde{\mathcal{F}}\neq \mathrm{c}\mathrm{o}\mathcal{F}$ in general. We focus our attention to a subset
of extreme points of $\tilde{\mathcal{F}}$ which are shown to be contained in $\mathcal{F}$ ((iii) of Theorem 2.3).
We say that a point $y\in\tilde{\mathcal{F}}$ is a strictly convex boundary point of $\overline{\mathcal{F}}$ if there exists a
$t=(t_{1}, t_{2,\ldots,m}t)T\geq 0$ such that
$y^{T}(_{k=} \sum_{1}^{m}tkP_{k})y=0$ and $\sum_{k=1}^{m}t_{k}Qk\in S(n)_{++}$ . (8)
It should be noted that the definition of a strictly convex boundary point depends on
the algebraic representation of $\mathcal{F}$ . That is, a strictly convex boundary point $y$ of $\overline{\mathcal{F}}$
of the representation (4) is not necessarily a strictly convex boundary point of $\tilde{\mathcal{F}}$ of a
distinct representation. See section 6.
Now we are ready to state:
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Theorem 2.3 (main theorem)
1. $\mathcal{F}\subseteq\hat{\mathcal{F}}\subseteq\tilde{\mathcal{F}}$ .
2. Suppose that the feasible region $\hat{\mathcal{G}}satisfie\mathit{8}$ Condition 2.2. Then
$\inf\{c^{T}y : y\in\hat{\mathcal{F}}\}=\inf\{c^{T}y : y\in\overline{\mathcal{F}}\}$ (9)
for every $c\in R^{1+n}$ , and $\tilde{\mathcal{F}}=cl\hat{\mathcal{F}}$ , the closure of $\hat{\mathcal{F}}$ .
3. Every strictly convex boundary point $y$ of $\overline{\mathcal{F}}bel_{\mathit{0}n}gs$ to $\mathcal{F}$ . 1
Proof of the theorem is given in Section 5.
3 A Single Quadratic Inequality.
The most important principle behind the SDP relaxation is: Any quadratic inequal-
ity in the $n$-dimensional Euclidean space can be relaxed into a linear matrix in-
equality in $(1 +n)\cross(1+n)$ symmetric matrices. We will associate each vector
$y=(1, y_{1}, y_{2}, \ldots, y_{n})^{\tau}$ in $R^{1+n}$ with a $(1+n)\cross(1+n)$ sylnmetric matrix
$\mathrm{Y}=yy^{T}=$ $\in S(1+n)$ . (10)
The nlatrix $\mathrm{Y}\in S(1+n)$ contains all the constant, linear and quadratic “atomic”
terms, $i.e.$ , the nonzero constant term 1, the $n$ linear terms $y_{1},$ $y2,$ $\ldots,$ $yn$ and the
$n^{2}$ quadratic terms $y_{1}y_{1},$ $y1y_{2},$ $\ldots,$ $y_{n}y_{n}$ in its elements, so that we can represent any
function consisting of linear and quadratic forms of $y_{1},$ $y2,$ $\ldots,$ $yn$ in terms of a linear
combination of those terms, $i.e.$ , a linear function $P$ $\bullet$ $\mathrm{Y}$ of $\mathrm{Y}$ for some $P\in S(1+n)$ .
By the construction, for




$y=\mathrm{Y}e_{0},$ $y0=1$ and $\mathrm{Y}=yy^{T}$ . (13)
On the other hand, we know that an $(1+n)\cross(1+n)$ matrix $\mathrm{Y}$ satisfies (13) for some
$y=(y_{0}, y_{1}, \ldots, yn)^{T}\in R^{1+n}$ if and only if
$y=\mathrm{Y}e_{0},$ $Y_{00}=1,$ $\mathrm{Y}\in S(1+n)_{+}$ and rank $\mathrm{Y}=1$ .
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Hence
$y\in R^{1+n},$ $y^{T}Py\leq 0\mathrm{a}\mathrm{n}\mathrm{d}/\mathrm{t}0=1$
if and only if
$y=\mathrm{Y}e_{0}\in R^{1+n},$ $P$ $\bullet$ $\mathrm{Y}\leq 0,$ $Y_{00}=1,$ $\mathrm{Y}\in S(1+n)_{+}$ and rank $\mathrm{Y}=1$ .
Dropping the last rank condition rank $\mathrm{Y}=1$ , we obtain:
Lemma 3.1 Let $P\in S(1+n)$ . If
$y^{T}Py\leq 0$ and $y_{0}=1$ (14)
then
$y=\mathrm{Y}e_{0}\in R^{1+n},$ $P$ $\bullet$ $\mathrm{Y}\leq 0,$ $l_{00}^{\nearrow}=1$ and $\mathrm{Y}\in S(1+n)_{+}$ (15)
for some $\mathrm{Y}\in S(1+n)$ . 1
(Relaxation by dropping the rank condition as mentioned above has been utilized in
many papers [1, 2, 5, 7, 8, 10, 13, 17], etc.).
Lemma 3.2 Let $P$ be a $(1+n)\cross(1+n)$ symmetric matrix of the form (11). Suppose
that a $(1+n)\cross(1+n)$ matrix $\mathrm{Y}$ and $y\in R^{1+n}$ satisfy the relation (15). Let
$y=$ and $\mathrm{Y}=$ .
Then
$y^{T}Py=P$ $\bullet$ $\mathrm{Y}-Q$ $\bullet$ $(X-xx^{\tau})\leq-Q$ $\bullet$ $(X-xx^{\tau_{)}}$ .
If in addition the $n\cross n$ matrix $Q$ is positive semi-definite then $y$ satisfies the relation
(14).





Thus we have shown the first assertion. It follows from $\mathrm{Y}\in S(1+n)_{+}$ and $Y_{00}=1$
that $X-xx^{T}\in S(n)_{+}$ . Hence if $Q\in S(n)_{+}$ then $Q$ $\bullet$ (X $-xx^{\tau}$ ) $\geq 0$ ; hence
$y^{T}Py\leq 0$ . 1
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4 Duality.
Applying Shor’s relaxation method [14] to the QP (1), we obtain an SDP
Maximize $t_{0}$ subject to $t\in T^{d}$ , (16)
where
$T^{d}\equiv\{t=(t0, t1, \ldots, tm)^{\tau}$ : $t_{i} \geq \mathrm{o}c-t0^{e_{i=}}0e_{0}+\sum_{2(,..,)}^{m}T1n$
)
$1,i=1.t_{i}P_{i}\in s(+m+,$ $\}$ .
Between the two problems (16) and (1), the following relation holds.
Lemma 4.1 ([14], see also [17]) If $t=(t_{0}, t_{1}, \ldots, tm)^{\tau}\in R^{1+n}\mathit{1}$ is a feasible solution
of the $SDP(\mathit{1}\mathit{6})$ and $y\in R^{1+n}$ a feasible solution of the $QP(\mathit{1})$ , then their objective
values $t_{0}$ and $c^{T}y$ satisfies the inequality $t_{0}\leq c^{T}y$ ) $\sup\{t_{0} : t\in T^{d}\}\leq\inf\{C^{\tau_{y}}$ :
$y\in \mathcal{F}\}$ .
Proof.$\cdot$ Assume that $t=(t_{0}, t_{1}, \ldots, tm)^{\tau}\in T^{d}$ and $y\in \mathcal{F}$ . Then
$0 \leq y^{T}(C-t_{0}e_{0}e_{0}^{\tau}+\sum_{i=1}^{m}t_{i}P_{i)y}--cy-Tt_{0}+\sum_{i=1}^{m}t_{i}y^{\tau_{P_{iy}}}\leq c^{T}y-t_{0}$.
(This proof is essentially due to [17]). 1
The SDP (16) is corresponding to the Lagrangian dual of the QP (1). See the
papers [13, 14, 15] for details.
It is easily verified that the SDPs (6) and (16) are dual to each other. Hence,
from the duality theorem (see, for example, Theorem 4.2.1 of [12]) and Lemma 2.1, we
obtain:
Lemma 4.2 (Duality between (3) and (16))
1. If $t=$ $(t_{0}, t_{1}, \ldots , t_{m})^{T}\in R^{1+m}$ is a feasible solution of the $SDP(\mathit{1}\mathit{6})$ and $y\in R^{1+n}$
a feasible solution of the problem (3), their objective values $t_{0}$ and $c^{T}y\mathit{8}ati\mathit{8}fy$
$t_{0} \leq c^{T}y_{f}\cdot\sup\{t_{0} : t\in T^{d}\}\leq\inf\{c^{T}y : y\in\hat{\mathcal{F}}\}$ .
2. Suppose that Condition 2.2 holds and $that- \infty<\hat{g}\equiv\inf\{C^{\tau_{y}} : y\in\hat{\mathcal{F}}\}$ . Then
the $SDP(\mathit{1}\mathit{6})$ has a maximum solution $t^{*}\in R^{1+m}$ with the maximum objective
value $t_{0}^{*}=\hat{g}$ . $\iota$
The lemma below establishes a weak duality relation between the convex minimiza-
tion problem (3) and the SDP (16).
Lemma 4.3 If $t=(t_{0}, t_{1,\ldots,m}t)\in R^{1+m}$ is a feasible solution of the $SDP(\mathit{1}\mathit{6})$ and
$y\in R^{1+n}$ a feasible solution of the problem (3), their objective values $t_{0}$ and $c^{T}y\mathit{8}atiSfy$
$t_{0}\leq c^{\tau}yj$
$\sup\{t_{0} : t\in T^{d}\}\leq\inf\{c^{T}y : y\in\tilde{\mathcal{F}}\}$ .
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Proof: Suppose that $t\in T^{d}$ and $y\in R^{1+n}\in\tilde{\mathcal{F}}$ . Let
$Z \equiv=C-t_{0}e0e_{0}^{\tau}+\sum_{k\cdot=1}^{m}\dagger_{k}P_{k}.$ ,
where $\zeta\in R,$ $w\in R^{n}$ and $Q\in S(\uparrow?)$ . We see by the definitions of the $11\mathrm{l}\mathrm{a}\uparrow_{1\mathrm{i}\mathrm{c}}\mathrm{e}\mathrm{S}C$ ,
$e_{0}e^{T}0$ , $P_{k}\in S(1+??)$ ( $k=1,2,$ $\ldots$ , m) that $Q=\Sigma_{k=1}^{m}\dagger_{k}Qk$ . On the other hand, it
follows from $Z\in S(1+\uparrow\iota)_{+}$ that $Q= \sum^{\prime?\mathit{1}}k=1tkQk\in S(n)_{+}$ . Hence we obtain $\mathrm{f}\mathrm{r}\mathrm{o}\ln$
$y\in\tilde{\mathcal{F}}$ that $y^{T}(. \sum_{k=1}^{1??}?k\cdot P_{\kappa}.)y\leq 0$ . Consequently,
$0 \leq y^{T}Zy=y^{T\tau_{e_{0}}\tau}c_{y-}t0ye_{0}y+y^{T}(_{k=}\sum_{1}^{m}tkP_{k})y\leq c^{T}y-\dagger 0$.
5 Proof of the Main Theorem.
(i) The first inclusion relation $\mathcal{F}\subseteq\hat{\mathcal{F}}$ follows from Lenllna 3.1. To prove the second
inclusion relation $\hat{\mathcal{F}}\subseteq\tilde{\mathcal{F}}$, assume that $y\in\hat{\mathcal{F}}$ . Then there exists a $\mathrm{Y}\in\hat{\mathcal{G}}$ such that
$y=\mathrm{Y}e_{0\mathrm{t}}\mathrm{s}\mathrm{p}\mathrm{e}\mathrm{C}\mathrm{i}\mathrm{f}\mathrm{i}_{\mathrm{C}\mathrm{a}1}1\mathrm{y}\mathrm{Y}$ satisfies $0\geq P_{k}$ $\bullet$ $\mathrm{Y}$ $(k=1,2, \ldots , m)$ . Hence
$( \sum_{k=1}^{m}tkP_{k})$ $\bullet$ $\mathrm{Y}\leq 0$ for every $t=(t_{1}, t_{2}, \ldots , t_{n\mathrm{z}})^{T}\geq 0$ .
By Lemnla 3.2, we see that
$y^{T}(_{k=1} \sum^{m}tkPk)y\leq 0$ whenever $\sum_{k=1}^{m}t_{k}.Qk\in S(n)_{+}$ .
This implies $y\in\tilde{\mathcal{F}}$. Thus we have shown that $\hat{\mathcal{F}}\subseteq\overline{\mathcal{F}}$ .
(ii) Since $\hat{\mathcal{F}}\subseteq\tilde{\mathcal{F}}$ , we know that
$\inf\{C^{T}y:y\in\overline{\mathcal{F}}\}\leq\inf\{c^{\tau_{y:}}y\in\hat{\mathcal{F}}\}$ (17)
for every $c\in R^{1+n}$ . Let $c\in R^{1+n}$ be fixed arbitrarily. If $\inf\{c^{T}y : y\in\hat{\mathcal{F}}\}=-\infty$
then $\inf\{c^{T}y : y\in\tilde{\mathcal{F}}\}=-\infty$ by (17). Hence we obtain the equality (9). So assume
that $\hat{g}\equiv\inf\{c^{T}y : y\in\hat{\mathcal{F}}\}>-\infty$ . By Lemlna 4.2, there exists a maximum solution
$t^{*}=(t_{0}^{*}, t_{1}^{*}, \ldots, t*)^{T}m\in R^{1+m}$ of the SDP (16) with the objective value $t_{0}^{*}=\hat{g}$ . We also
see by Lemma 4.3 that $t_{0}^{*} \leq\inf\{c^{\tau_{y:y}}\in\overline{\mathcal{F}}\}$ . Therefore
$\inf\{c^{\tau_{y:}}y\in\tilde{\mathcal{F}}\}$ $\leq$ $\inf\{c^{T}y:y\in\hat{\mathcal{F}}\}=\hat{g}=t_{0}^{*}\leq\inf\{c^{T}y:y\in\tilde{\mathcal{F}}\}$ .
Thus we have shown the equality (9). By the construction, $\tilde{\mathcal{F}}$ is a closed convex subset
of $R^{1+n}$ and $\hat{\mathcal{F}}$ is a convex subset of $R^{1+n}$ . Hence the identity (9) for every $c\in R^{1+n}$
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inuplies that $\tilde{\mathcal{F}}=\mathrm{c}1\hat{\mathcal{F}}$ .
(iii) Assume on the contrary that $y\not\in \mathcal{F}$ for some strictly c.onvex boundary point $y$
of $\tilde{\mathcal{F}}$. It follows from $y\not\in \mathcal{F}$ that $y^{T}P_{jy}>0$ for sonle $j\in\{1,2, \ldots, nl\}.$ Sinc.e $y$ is
a strictly convex boundary point of $\tilde{\mathcal{F}}$ , there exists solne $t–(t_{1}, t_{2}, \ldots, t_{m})^{T}\geq 0$ for
which
$y_{0}=1,$ $y^{T}(_{k=} \sum_{1}^{m}tkP_{k})y=0$ and $\sum_{k=1}^{m}t_{k}Qk\in S(n)++$
holds. Hence if $\epsilon>0$ is sufficiently small, we obtain
$y_{0}=1,$ $y^{T}( \sum_{k=1}^{m}tkPk+\epsilon P_{j})y>0$ and $\sum_{k=1}^{m}t_{k}Qk+\epsilon Q_{j}\in S(n)_{++}$ ,
which is a contradiction to the assulnption that $y\in\tilde{\mathcal{F}}$ . This c.olnpletes the proof of
the main theorem.
6 Concluding Discussion.
The effectiveness of the SDP relaxation for a nonconvex QP (or a 0-1 $\mathrm{I}\mathrm{P}$ ) depends
on the representation of its feasible region using linear $\mathrm{a}\mathrm{n}\mathrm{d}/\mathrm{o}\mathrm{r}$ quadratic inequalities.
Suppose that the feasible region $\mathcal{F}$ of the $\mathrm{c}\mathrm{a}\mathrm{n}\mathrm{o}\mathrm{n}\mathrm{i}_{\mathrm{C}\mathrm{a}}1$ form QP (1) is bounded and involves
some linear inequality constraints
$y^{\tau_{P_{k}}T_{X}}y\equiv\pi_{k}+q_{k}\leq 0(k\in K)$ ,
where $y=$ , and $K\subseteq\{1,2, \ldots, m\}$ . Let $S$ denote the polyhedral region deter-
lnined by these linear inequalities;
$S=\{y=$ : $\pi_{k}+q_{k}^{T}x\leq 0(k\in K)\}$ .
We want to cut off all the vertices of $S$ that do not lie in $\mathcal{F}$ when we apply the SDP
relaxation. As we will see below, this is always possible if we replace those linear
inequality constraints by convex-quadratic inequality constraints
$y^{\tau_{P_{ky\equiv(}’}.T}\pi_{k}+q_{k}\tau)(\pi_{k^{+q_{k}}}\prime xx)\leq 0(k\in K)$,
where
$P_{k}’\equiv\in S(1+n),$ $Q_{k}’\equiv q_{k}q_{k}\tau\in S(l?)_{+}(k\in K)$ ,
and $\pi_{k}’$. $(k\in K)$ are sufficiently large numbers such that
$\pi_{k}+q_{k}^{T}x\leq 0\leq\pi_{k}’+q_{k}^{T}x(k\in K)$ for every $y=\in \mathcal{F}$ . (18)
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Let
$\mathcal{F}’=\{y\in R^{1+n}$ : $/l_{0}=1y^{T}P_{iy}y^{\tau/}P_{k}y’\leq 0\leq 0(i\in\{1.’ 2, \ldots, m(k\in I\mathrm{i}\mathrm{I}\}\backslash I\mathrm{i}^{r}),$ $\}$
The condition (18) above on $\pi_{k}’(k\in K)$ ensures that $\mathcal{F}’=\mathcal{F}$. $\mathrm{S}\mathrm{u}\mathrm{I}$) $\mathrm{p}\mathrm{o}\mathrm{S}\mathrm{e}$ that $y=$
is a vertex of $S$ . Then there exists a subset $I\mathrm{i}^{\prime/}$ of $K$ such that






If in addition $y\in\overline{\mathcal{F}}’$ then $y$ is a strictly convex boundary point of $\overline{\mathcal{F}}’$ ; hence $y\in \mathcal{F}’$
by (iii) of $\mathrm{T}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\ln 2.3$. Therefore we can conclude that every vertex $y$ of $S$ belongs
to $\tilde{\mathcal{F}}’$ if and only if $y\in \mathcal{F}’$ .
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