A characterization of finitely distributed additive functions  by Ryavec, C
JOURNAL OF NUMBER THEORY 2, 393-403 (1970) 
A Characterization of Finitely Distributed Additive Functions 
C. RYAVEC 
Department of Mathematics, University of Colorado, Boulder, Colorado 80302 
Communicated by W. Schmidt 
Received December 5, 1969 
A complete characterization of finitely distributed additive functions was 
made by Erdos in 1946. His method was elementary, although quite intricate. 
In the present paper, the author employs a new method, based on measure- 
theoretic considerations, which not only establishes Erdos’ result but also can be 
employed to deal with other problems concerning additive functions. 
A real-valued, number theoretic function f is said to be additive if 
f(mn) := f(m) + f(n) whenever (m, n) = 1. We denote the collection of 
such functions by ~2. Following ErdGs we say that a function f which 
belongs to Oe isfinitely distributed if there exist positive constants c, and c2 
and infinitely many real numbers xk -+ cc so that for each xk there are at 
least n > clxk integers ai which satisfy 
and 
1 <a,<a,<.--<a,<~,, 
I f(4) - fh)l < c2 , 1 <i,j<n. 
(1) 
(2) 
Let S denote the subclass of functions of & which are finitely distributed. 
In his very extensive paper [2] on additive functions, ErdSs proved the 
following result: 
THEOREM (Erdbs). A necessary and suficient condition that f E 9 is 
that there exist a constant c and an additive function g so that 
and 
f(n) = c log n + g(n) (3) 
c W(P))” < +m, 
B P 
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where the sum in (4) is taken over all primes p, and where g’(p) = g(p) if 
1 go ::I 1 and g’(p) = 1 otherwise. 
The theorem asserts that if sufficiently many values of an additive 
function are close together, then the function approximates to a constant 
multiple of the logarithm. Erdiis’ proof is long and complicated. In the 
present paper we adopt a point of view different from his, and we show 
that the study of finitely distributed additive functions can be reduced to 
the consideration of certain results in measure theory. In this we shall 
make essential use of a recent result of Hal&z for multiplicative functions 
(Lemma 2). We also employ a classical result (Lemma 3) first proved by 
H. Steinhaus. In a future paper we plan to discuss applications of the 
method given here to other questions concerning additive functions. 
That the conditions (3) and (4) guarantee ,f~ .F is not altogether easy 
to prove, but the calculations are straightforward and short. We therefore 
refer the reader to the original proof of Erdijs on page 9 of [2]. To prove 
that the conditions (3) and (4) are sufficient will be more difficult. We 
require three lemmas. 
LEMMA 1. For any real number y, 
where e(dy) = e2niey. 
Proof. A proof of this result can be found in [l], page 158. 
LEMMA 2 (Halasz) Ler w(n) be a multiplicatiue function such that 
I w(n)1 < 1. For the limit 
to exist and equal zero, it is necessary and su$icient that either 
; p 
1 - We P-T = +co 
(6) 
for all real t, or, ifit fails for some t (in which case it fails for exactly one t), 
then 
for this t. 
h=O 2k(l+i = O f w(2k) 
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Proof. The proof of Lemma 2, as well as the proofs of other results 
concerning multiplicative functions, is given in [3]. The first important 
results on the zero mean value of multiplicative functions were given by 
Wirsing in [.5]. 
We mention that although a necessary and sufficient condition that the 
limit in (5) exist and equal zero is given in Lemma 2, we shall only make 
use of the sufficiency condition; that is, if the limit is not equal to zero, 
then there is preciseZy one real value of t for which the series in (6) con- 
verges. 
LEMMA 3. Let G be an additive group of real numbers (which is mea- 
surable). Then either G has Lebesgue measure zero or G consists of all real 
numbers. 
Proof. The result is essentially due to Steinhaus (See Theorem VIII in 
[4]), who proved that the set of differences realized in a set of positive 
Lebesgue measure contains an open interval about the origin. The exten- 
sion of this result to Lemma 3 is obvious. 
Proof of Theorem. Let f be finitely distributed. Thus, for every real 
number CX, af is finitely distributed; so we can assume without loss of 
generality that there exists a sequence xK -P co and a positive constant c1 
so that for each xK there are at least n > crxk integers ai satisfying (1) and 
(2) with c2 = l/2. 
For any real number 0 and x > 1, set 
T(x, 0) = x-l 1 e(tif(n)). (7) 
From the hypothesis that f is in s and from Lemma I we immediately 
deduce that 
s m / T(xk , e)l” D(0) d9 = xi2 c [1 - If(%) - f@z)ll --co n,.n,<x, 
If(nl)-ftnz)l<l 
D(e) = (Jy,,. 
Let N denote a positive integer, and define the sets G, by 
GN = (0 : 19 E [-N, N]; ,Ji+z T(xk , 0) f O}. K 
64x/2/4-2 
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That the sets G, are measureable is obvious; and we claim that for all 
sufficiently large N, the sets G, have positive Lebesgue measure. For 
otherwise, since / T(xL , e)i < 1 for all real 8, we see that for any N > 0, 
(9) 
by Lebesgue’s Theorem on Dominated Convergence. Moreover, 
i I T(x,c 9 lOl>N 
e)12 D(e) de < 2 1” e-2 de = 2/N. (10) 
N 
Taking xk and N sufficiently large, it follows from (9) and (10) that 
s xI I ~~~~ , e)l2 o(e) de < c,2/2, --x: 
which contradicts (8). 
We now show that the set G = uz==, G, is an additive group. For 
every real number 0, e(ef( IZ )) is a multiplicative function of absolute value 
one. So for each 0 in G, we know by Lemma 2 that there exists a unique 
real number t = t(e) such that the series 
c 1 - W+?fWPl 
P P 
converges. Let 11 x I/ denote the distance of x to the nearest integer, and 
letfI(0) v--f2(0) signify1 that there exist positive constants 01~ and 01~ so that 
cy1 G ~f,w..m G a2 . (12) 
We then have the relations 
c 1 - WWW) PI = c 2 sin214W(p) - WW log p)] 
Y P 9 P 
and it follows from the convergence of the series in (11) and from the 
relation (13) that the set G consists precisely of those real numbers 0 for 
which there exists a unique t = t(e) such that the series in (13) converges. 
1 For the two functions fi = sin2 a0 and fa = /I tJ I/ey the inequalities in (12) hold 
with al = 8 and 0~~ = 279. 
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For each (3 in G let m(f?, p) denote the nearest integer to 
f?!(P) - MWW lO!zP, 
and let h(0, p) be defined by 
v(p) - m/w logp = wt PI + w, PI, (14) 
so that 1 h(B, p)I < l/2. From the convergence of the series in (13) we see 
that 
Let fll and 0, be two numbers in G. Set 
we see that 
+a. (15) 
t(e, + e,) 2 t(e,) + t(e,). Then 
c lu4 + e,m) - wl + 8,)/a 10gP 112 
P 
l 
P 
G  2 c II w(d - www log P 112 
P 
+ 1 c II e,.fm - w,vw 10gP 112 
P 
9 
D 
because II x + y II2 < 2(/1x II2 + 11 y 112), and so e1 + e2 is in G. By the 
uniqueness of t(0) it follows that t(0, + t9,) = t(0,) + t(0,). A similar 
argument shows that 8, - e2 is in G and that t(e, - 0,) = t(0,) - t(0,). 
Therefore, G is an additive group of real numbers. Moreover, since G 
contains a set of positive measure, G = I$ by Lemma 3. 
The additive property of t(e), coupled with the fact that t(e) is defined 
on El , immediately yields the relation 
+-e) = rt(e) (16) 
for all rational numbers r and all real numbers 0. (The relation (16) will 
be used to show that (30) cannot be true.) 
For the remainder of the proof we shall call a set of primes “thin” if 
the sum of their reciprocals converges. 
Suppose for some nonzero 0 in G that m(O,p) = 0 for all but a thin set 
of primes. For such a 8, set g(p) = e-l[m(e,p) + h(B,p)] and set 
c = t(e)/2ne. From (14) and (15) we would then have 
f(P) = c log P + g(P) 
398 
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in which case (3) and (4) hold, proving the theorem. The remainder of the 
proof is devoted to showing that for 0 = 1, m(1, p) = 0 for all but a thin 
set of primes. (In the course of the proof it will emerge that for any 
8, ~$8, p) = 0 for all but a thin set of primes. Moreover, it will be seen 
that t(s) = et(l).) This will be accomplished in two steps: 
We will first deduce from (14) and (15) that for every real 8, there exists 
a unique u(0) such that the series 
(17) 
converges. The next step will be to deduce from the convergence of the 
series in (17) for ail tI in the unit interval that 
(18) 
which will prove the theorem. 
To prove (17) we rewrite Eq. (14) with 6 = 1, obtaining 
f(P) - WY24 hp = m(l, P) + 41, PI. (19) 
Multiplying Eq. (19) by 6’ and subtracting the result from Eq. (14) yields 
-44 log P = m(e, PI - ~41, P) + w, P) - w , PI, (20) 
where 
t(e) - et(l) 
40) = 2n . 
Since 
2 I w, P> - ~WYPV- < 2 c me P> + 8”h2(1,P) 
v P P 1 P P I 
< +co, 
then from Eq. (20) it follows that the series in (17) converges for all 0. 
We will now derive (18) from the convergence of the series in (17) for 
all 0 in the unit interval, in the special case when u(B) = 0. The proof of 
the general case will fohow from the special case (Lemma 4). 
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LEMMA 4 (W. Schmidt). Suppose that m(p) is 
such that for every 0 in the unit interval the series 
c II WpW 
P P 
converges. Then (18) hoids with m(1, p) = m(p). 
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a sequence of integers 
Proof. Let Z = [0, l] and define Y(0) and Y,(0) by 
and 
Also, for every positive number K, let 
S(K) = {e : e E 10, 11; r(e) G Kj-. 
Clearly S(K) is measurable, and we denote the measure of S(K) by 
p(K) == p(S(K)). Since lim k+, p(K) = 1, we can choose K so large that 
t-W ==- 3/4, or, what is the same thing, ,u(Z - S(K)) < l/4. Then, on the 
one hand, we have the equation 
j’ ue) de = & j: $ II em(p)112 de 
0 
And, on the other hand, we have the estimate 
j: y,(e) de = jso yn(e) de + j,-,,,, me) de 
(21) 
where the upper estimate, 3K/4, for the first integral comes from the fact 
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that Y(B) < K for all 6’ in S(K) and p(K) & 3/4; and the upper estimate 
for the second integral comes from the fact that 
for all 13 in Z and p(Z - S(K)) < l/4. 
Combining (21) and (22) we obtain 
and if (18) does not hold, the last equation is false for all sufficiently large 
IZ. This proves Lemma 4. 
To prove that equation (18) is true in the general case, we choose an 
arbitrary constant k > 1 and a sequence of primes q = q(p) > p satis- 
fying the three conditions 
q(pJ = q(p.,J if and only if p1 = pz . (23) 
c II lo&/p) - 1s k II2 < +a. 
Y P 
(25) 
That the inequality in (25) can be satisfied by a sequence of primes satis- 
fying (23) and (24) follows from the fact that there is a prime between x 
and x + x/log2 x for all sufficiently large x. 
In (17) put m(p) = m(1, p). Then we have the inequalities 
c /I fwp) - 40) logp /I2 
P P 
xq 
II flf4~) - 44 bp 112 + II 4e log 9 - eear 
(26) 
P P 4 I 
B c II e(a4 - m(q)) - 44 hw.w 
P 
9 (27) 
P 
where (27) comes from the RHS of (26) by adding the p-th term of the 
first sum and the q-th term of the second sum according to the inequality 
1) x + y II2 < 2(11x /I2 + /I y lj2), and by noting that l/q > lj2pk for all 
ADDITIVE FUNCTIONS 401 
sufficiently large p. Similarly, by adding the expressions in (25) and (27), 
and letting v(0) = u(0) log k, we obtain 
c II O(m(p) - m(q)) - 4Qll” = c II em’(p) - @9112 
P P 
< +m, (28) 
P P 
for all real 8, where m’(p) = m(p) - m(q). 
From the convergence of the series in (28) for all 8 in the unit interval, 
we shall deduce that u(0) = 0; and this will prove the theorem, since this 
case has already been dealt with in Lemma 4. Henceforth, we assume that 
u(0) + 0, and we shall obtain a contradiction. 
We first show that for every integer j the expression 
is finite. For if not, there exists an integer j, so that the sum defining 
c(j,) in (29) diverges. But we see from (28) that the sum 
ct.0 = C $- (29) 
P ?n’(p)=i 
for all 8 in I. Therefore, 
ej, - u(e) = t2, (30) 
where n = n(e, k) is an integer. If j, = j,(k) = 0, choose 8 in Z so that 
u(0) Z 0 and choose k so that v(e) = u(0) log k is not an integer. Then 
Eq. (30) cannot hold, so we have a contradiction. (Note that jr may depend 
on k, but that it does not depend on 0.) Ifj, # 0, choose 0 = l/N, where 
N is an integer which does not divide j, . Then from (16) it follows that 
u(e) = u(e) log k = rtce) - et(i)l log k 2 
satisfies u(r) = 0 for all rational numbers r. Consequently, u(l/N) = 0, 
and we see from (30) that j,/N = n, and again we have a contradiction. 
Therefore, the numbers c(j) defined in (29) are finite. 
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Now suppose that c(j) > 1 for infinitely many distinct integers ,j, say 
forj, ,j, ,.... Then we would have 
3 f II dji - u(@lI" 
i=l 
which cannot converge for all 6 in Z by an argument very similar to that 
given in the proof of Lemma 4. Therefore, c(j) < 1 for all but finitely many 
integersji ; and a similar argument shows that c(j) < y for all but a finite 
number of integers j for every y > 0. Therefore, we can arrange the num- 
bers c(j) in a nonincreasing sequence: c(j,) 3 c(j,) >, ... . Hence 
and so 
c(2) + c(4) + ~(6) + ... < +a (31) 
by an argument similar to that used in proving Lemma 4; and since c(J) 
(i = 1, 2,...) is a nonincreasing sequence, it follows that 
c(3) + c(5) + c(7) + '.. < +a. (32) 
Since c(1) is finite, we see from (31) and (32) that 
which is a contradiction. Therefore, u(e) = 0 for 0 in Z, and the theorem 
is proved. Q.E.D. 
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