













A  yield  curve  is  a  continuous  estimation  of  the  relationship  between  the  nominal  interest rates of default‐free  zero‐coupon bonds and  time  to maturity, based on a  finite number of data.    For  this  aim we need  to  establish  an hypothesis  about  the  functional  form between interest rates and time to maturity. Most  central  banks  use  the  Nelson  and  Siegel  model  (1987)  or  the  extended  version  of Svensson  (1995).  These  functions  have  some  parameters  that  need  to  be  determined  in order to adjust the curve to real data. The  extended  version  of  Svensson  has  six  parameters  to  determine,  and  the  objective function to minimize could be the error between real prices and adjusted prices. In order to estimate these parameters, an optimization algorithm is needed to explore the domain of the variables. One of the most important technical questions when it comes to estimating the parameters of  the  NSS  function,  is  the  possibility  of  obtaining  a  local  optimum,  i.e.  the  risk  of  false convergence.  This  problem  is  due  to  the  high  non‐linearity  of  the  function,  and  the  great variability of the estimation with the traditional algorithms based on derivatives.  Most of the traditional optimization methods move from one point of the domain to another using deterministic rules. One of the consequences of this method is the possibility of getting stuck in a local optimum. On  the  other  hand,  evolutionary  computation  paradigms  use  a  population  of  points  to explore  the  domain,  generally  producing  a  new  population  with  the  same  number  of individuals  in  every  generation.  Consequently,  many  possible  optimums  are  explored simultaneously, reducing the risk of false convergence. The  objective  of  this  project  is  to  analyze  the  behavior  of  some  evolutionary  computation paradigms  in  the domain of  the problem, and compare  it  to  the behavior of  the  traditional methods.  For  this  aim we  used  genetic  algorithms  and  evolution  strategies,  and  different constrained non‐linear optimization methods.      




































































Dada una cantidad de dinero y un plazo o  término para su devolución o su uso, el  tipo de interés indica qué porcentaje de ese dinero se obtendría como beneficio, o en el caso de un crédito, qué porcentaje de ese dinero habría que pagar. Se trata de un índice para medir la rentabilidad del dinero, generalmente expresado como porcentaje. La función que desempeñan los tipos de interés en la asignación de fondos en los mercados financieros  es  análoga  al  papel  que  juegan  los  precios  en  la  asignación de  recursos  en  los mercados de bienes y servicios, es decir, son señales que sirven a los agentes económicos en la toma de decisiones sobre consumo, inversión y financiación.  La  teoría  económica  sugiere  que  un  importante  factor  que  explica  la  discrepancia  en  los tipos de interés entre dos instrumentos financieros con características similares tales como riesgo, régimen fiscal, emisor y mercado, es la diferencia entre las fechas de vencimiento de cada uno de éstos. Esta relación entre la madurez de los instrumentos y sus tipos de interés de mercado es conocida como estructura temporal de los tipos de interés (ETTI). La ETTI,  para un punto  en  el  tiempo,  puede  ser  representada utilizando un diagrama que relaciona el rendimiento de estos instrumentos con su fecha de vencimiento conocido como curva  de  tipos  de  interés.  Las  curvas  de  tipos  de  interés  pueden  presentar  una  amplia variedad de formas y movimientos, cada una de los cuales aporta una explicación en sentido 
Capítulo 1: Introducción   
10 


















• Experimentación. 4. Análisis  de  los  resultados  y  documentación:  redacción  de  la  memoria paralelamente al análisis de los resultados . 
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A  continuación  describimos  algunas  partes  relevantes  para  comprender  la  estructura  del proyecto. 
Búsqueda  y  selección  de  librerías  de  computación  evolutiva  y 
software de programación no lineal En  esta  fase  realizamos  un  estudio  previo  a  la  selección  del  entorno  de  trabajo  para  la implementación de las técnicas y el trabajo experimental.  Las  herramientas  estudiadas  y  criterios  de  selección  están  descritos  en  el  apartado  3.3 
Medios Empleados. 
Configuración de los parámetros de los algoritmos En esta fase previa a la experimentación, realizamos pruebas exploratorias para seleccionar los operadores y parámetros que configuran cada técnica. El procedimiento experimental ha variado en función de la técnica y parámetros utilizados en la experimentación. Con los algoritmos tradicionales, al no tratarse de métodos estocásticos, sólo hizo falta una ejecución para estimar  la mejor opción, mientras que en  las técnicas evolutivas realizamos varias  ejecuciones  para  utilizar  la  media  y  desviación  típica  del  error  cuadrático  como criterios de selección. Realizamos  una  serie  de  pruebas  preliminares  de  tipo  exploratorio  para  determinar  los parámetros de los algoritmos. Una  vez  fijados  determinados  parámetros  del  algoritmo,  realizamos  las  pruebas  más relevantes con mayores tamaños de población para que se asemejara más a la configuración final,  lo  que  aumenta  mucho  el  gasto  computacional.  Con  el  fin  de  acotar  el  tiempo  de ejecución, realizamos menor número de ejecuciones en estos casos. Los  diferentes  procedimientos  están  explicados  con  mayor  detalle  en  los  apartados correspondientes a la experimentación de cada algoritmo. 













































posible  recesión  económica  futura  o  por  el  contrario,  implica  que  el mercado  cree  que  la inflación permanecerá baja.  Se  puede  pensar  pues,  que  la  ETTI  muestra  un  menú  de  precios  de  consumo  futuro  e inversión  a  distintos  plazos.  Es  evidente,  que  los  agentes  económicos  que  ofertan  en  los mercados financieros tienen el propósito de posponer sus decisiones de consumo presente por consumo  futuro,  recibiendo a cambio, un  tipo de  interés que compense su espera. Por otra  parte,  algunos  agentes  pueden  demandar  esos  fondos  con  el  fin  de  utilizarlos  en  el desarrollo  de  proyectos  de  inversión  que  les  permitan  pagar  el  tipo  de  interés  que  los ahorradores  demandan,  de  tal  manera  que  diferentes  percepciones  acerca  de  los rendimientos  de  los  proyectos  en  el  futuro  deberán  verse  reflejados  en  distintos  tipos  de interés según los plazos de cada uno de éstos.   
Aplicaciones de la ETTI La ETTI es una importante herramienta en materia económica y financiera, ya que es capaz de  proporcionar  información  de  las  condiciones  macroeconómicas  futuras  de  un  país. Dentro  de  la  información  que  transmite  la  ETTI  encontramos  expectativas  sobre  tipos  de interés futuros, actividad económica, inflación y efectividad de la política monetaria.  Asimismo, el conocimiento de la ETTI contribuye en la evaluación de proyectos de inversión, valuación de activos e instrumentos financieros como productos derivados que impliquen la utilización de tipos de interés tales como contratos forwards, futuros o swaps. 
Construcción de la curva de tipos de interés Se  podría  observar  directamente  del  mercado  de  deuda  pública  una  estructura  temporal continua dada, en el caso que hubiese para cada plazo un título de cupón cero sin riesgo de crédito. No obstante, solo se dispone de un número finito de títulos y sus precios definen un número  limitado  de  puntos;  con  estos  datos  se  podría  construir  una  curva  de  tipos  de interés. Sin embargo, el primer problema es que no se observan tipos spot2 directamente, es decir,  no  se  dispone  de  precios  obtenidos  de  operaciones  simples,  de modo  que  hay  que estimarlos.  La  mayoría  de  los  títulos  que  cotizan  en  el  mercado  pagan  cupones periódicamente.  Además,  los  tipos  observados  incluyen  efectos  como  riesgo  de  crédito, fiscalidad, riesgo de liquidez, entre otros. Tanto  en  el  ámbito  académico  como  profesional,  se  realizan  estimaciones  a  partir  de  los precios de  títulos de deuda pública u otros con características similares. Se asume que  los títulos  de  deuda  pública  de  los  países  desarrollados  no  presentan  riesgo  de  crédito  y,  el conjunto  de  plazos  negociados  es  bastante  amplio;  aunque,  en  determinados  países  no existen suficientes datos para cubrir todos los plazos.   Para  estimar  una  estructura  temporal  continua  con  el  número  limitado  de  datos  con  que contamos  hay  que  establecer  una  hipótesis  sobre  la  relación  funcional  entre  el  tipo  de interés y el plazo.                                                          2 Los tipos spot o al contado son los tipos vigentes en el mercado en un momento dado para un plazo determinado. 
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Existen diversos modelos para estimar la curva de tipos de interés. La mayor parte de ellos se pueden dividir en dos grupos: Los que buscan caracterizar la curva de tipos de interés con un  conjunto  de  parámetros  reducido  generando  curvas  parsimoniosas,  llamados métodos paramétricos;  y  los  métodos  que  buscan  un  mayor  ajuste  utilizando  polinomios  por intervalos, llamados métodos no paramétricos o de splines. Los modelos paramétricos permiten replicar la forma funcional de la curva a partir de una muestra de datos, ajustando para ello una serie de parámetros que minimicen el error entre los datos ajustados y los reales.  Los  más  utilizados  son  los  propuestos  por  Nelson  y  Siegel  (1987)  y  la  ampliación  de 
Svensson (1994), aplicada en este proyecto. Los  modelos  no  paramétricos  o  de  splines  dividen  los  datos  observados  de  los rendimientos o precios en segmentos, y se ajusta un polinomio a cada uno uniéndose entre sí de manera suavizada igualando las derivadas en cada nodo. El  trabajo  pionero  de  este  enfoque  es  el  de  McCulloch  (1971),  quien  primero  utilizó polinomios cuadráticos para la estimación de curvas de tipos de interés, aplicando en 1975 funciones cúbicas para mejorar tanto la flexibilidad de la curva como la forma de las curvas a plazo. Los splines cúbicos sirven como base para todos los métodos de splines encontrados en la literatura para la estimación de la estructura de tipos de interés. Shea (1984) y Steeley (1991) recomiendan el uso de b‐splines. Se trata de funciones a partir de las cuales se genera una base del espacio de splines, con lo que cualquier curva cúbica a trozos puede ser representada como combinación lineal de ellas. Los  smoothing  splines  son  splines  cúbicos  que  incorporan  además  una  función  de penalización  por  variabilidad  de  la  curva.  Estos  nacieron  ante  la  necesidad  de  algunos bancos centrales de contar con métodos que se ajustaran mejor a los datos que los métodos parsimoniosos,  pero  que  a  su  vez mantuvieran  estabilidad  en  el  largo  plazo.  Los  estudios realizados con este método se atribuyen a bancos centrales en EEUU e Inglaterra como se ve en  los  trabajos de Fisher, Nychka  y  Zervos  (1995), Waggoner  (1997)  y Anderson  y  Sleath (2001). Los splines exponenciales son una variante de los splines introducida por Vasicek y Fong (1982), que aplicaron un spline a una trasformación exponencial del vencimiento.  Los modelos dinámicos, a diferencia de los modelos descritos, que son métodos de ajuste a los  datos  observados,  estiman  la  estructura  de  tipos  spot  asumiendo  una  relación  teórica entre los tipos a corto plazo y el resto de tipos mediante una función diferencial estocástica. A partir del tipo a corto plazo se puede inferir toda la curva de tipos de interés. Los modelos de este tipo más representativos son el de Vasicek (1977), el de Cox, Ingersoll y Ross (1985), y el de Duffie y Kan (1996). Los modelos de splines y paramétricos son los más empleados en el mercado debido a que han  demostrado  un mejor  desempeño.  En  el  caso  de  los  modelos  de  splines  su  principal desventaja  es  que  no  tienen  una  forma  de  curva  predeterminada  por  lo  que  son  muy sensibles  a  la muestra  de  datos  disponible  y  al  número  de  segmentos  en  que  se  divide  la curva. Estos modelos son utilizados con mayor éxito en países que cuentan con un número de bonos  suficientes para  cada  intervalo de  la  curva,  lo que generalmente no ocurre en  la 
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mayoría  de  países.  A  cambio  de  esta  debilidad,  los modelos  de  splines  permiten  un mejor ajuste de la curva cuando se dispone de datos suficientes, sobre todo del tramo largo de la curva, en comparación a los modelos paramétricos. En  el  siguiente  cuadro mostramos  los métodos  utilizados  por  diferentes  bancos  centrales para la estimación de la curva de tipos de interés3. 





Función de Nelson y Siegel Nelson  y  Siegel  (1987)  fueron  los  primeros  en  proponer  un  modelo  basado  en  una propiedad  financiera.  Estos  autores  destacan  que  la  curva  de  tipos  forward  debe  ser asintótica para plazos muy largos. Cuando el plazo es suficientemente grande, los inversores no diferencian el tipo de interés forward de un año para otro, por lo que la función de ajuste debe incorporar esta propiedad. Este  modelo  paramétrico,  los  tipos  forward6  instantáneos  en  un  momento  t,  para  una inversión iniciada m periodos en el futuro y que vence un número dado de periodos más allá de la fecha de inicio del contrato, siguen la siguiente forma funcional: 















































































































































































































































































































































































A  la  hora  de  estimar  los  parámetros  del  modelo  de  Nelson  y  Siegel  o  la  ampliación  de Svensson  existen  dos  cuestiones  fundamentales:  La  elección  de  la  función  objetivo  y  la elección del algoritmo de optimización. Otras cuestiones que han mostrado importancia en diferentes estudios son la elección de las restricciones de los parámetros y la estimación del valor inicial para determinados algoritmos de optimización.  Nelson y Siegel  (1987) ajustaban el modelo prefijando el parámetro  ! ,  causante de  la no‐linealidad,  y  estimando  el  resto  mediante  mínimos  cuadrados  ordinarios.  El  proceso  era repetido  para  un  rango  de  !   desde  0,027  hasta  1.  Esta  estimación  ha  sido  tachada  de inestable por muchos investigadores como Barret et al. (1995), Cairns et al. (2001), Fabozzi et al. (2005), Diebold et al. (2006 y 2008), o de Pooter (2007). En el  artículo Estimating  the Yield Curve Using  the Nelson‐Siegel Model: A Ridge Regression 
Approach,  J. Annaert et al. propone un método iterativo, que denominan ridge regression, con el fin de solucionar los problemas de inestabilidad achacados a la multicolinearidad de los parámetros. En él estiman el parámetro !  según el proceso utilizado por Nelson y Siegel, realizando  iteraciones hasta que un  indicador que mide  la  colinearidad de  los parámetros está por debajo de un umbral. Pero  en  la  mayoría  de  los  casos  se  estiman  todos  los  parámetros  utilizando  técnicas  de optimización no‐lineal. En el artículo Estimating the Term Structure of Interest Rates: The Swiss Case, I. Meier (1999) analiza la robustez (estudiando la variabilidad de los parámetros obtenidos y su significado económico) de la función de Nelson y Siegel para el ajuste de la curva de tipos de interés en el caso Suizo, utilizando el error cuadrático como función de objetivo. Para el ajuste de  los parámetros  utiliza  un  algoritmo  de  programación  cuadrática  secuencial7(SQP), añadiendo a las variables ciertas restricciones para afianzar la coherencia económica:  !
0
 no puede  superar  en  más  de  tres  puntos  porcentuales  al  bono  con  mayor  tiempo  hasta  el vencimiento;  !
1





Svensson  Model,  D.  Prastyo  et  al.  (2010)  comparan  el  uso  de  los  algoritmos  Levenberg‐
Marquardt (LM) y SQP utilizado el error cuadrático como función de fitness para calcular la curva de tipos de interés de Indonesia.  En el  artículo Estimación de  la Curva de Rendimiento para  el  Perú  y  su uso para  el Análisis 












































,!Inf ,!Inf , 0, 0)  
LímiteSuperior = (Inf , Inf , Inf , Inf , Inf , Inf )  Sin  embargo,  teniendo  en  cuenta  la  experiencia  y  las  limitaciones  de  computación, establecemos los siguientes límites: 
LímiteInferior = (0,!x1,!150,!150,0, 0)  
LímiteSuperior = (50, 50,150,150,300,300)  
3.1.2 Función Objetivo 




Dado el conjunto de datos con los precios, duración, fecha de inicio y vencimiento del cupón y  una  posible  solución  x = (x1, x2, x3, x4, x5, x6 )   del  modelo  de  NSS,  esta  función  realiza  el siguiente proceso: 1. Cálculo  de  los  precios  teóricos10  de  los  bonos  utilizando  el modelo  de NSS  con  los parámetros  x = (x1, x2, x3, x4, x5, x6 ) . 
precio_ teórico = (pt1, pt2,..., ptn )  Donde n es el número de bonos para el día evaluado. 2. Cálculo de la diferencia entre los precios reales y los precios teóricos de los bonos. 































,...,enwn( ) = ep1,ep2,...,epn( )  5. Cálculo del error cuadrático 














La función del algoritmo de búsqueda es explorar el dominio de los parámetros del modelo de NSS, alcanzando un valor próximo al óptimo con un gasto computacional razonable. Para  ello  utilizamos  varias  técnicas  heurísticas,  propias  de  la  computación  evolutiva,  así como algunos métodos clásicos de optimización no‐lineal. 
3.2.1 Métodos Tradicionales 
Estudiamos  el  comportamiento de  algoritmos  tradicionales de búsqueda de mínimos para funciones  multivariable  con  restricciones.  Esto  es  lo  que  comúnmente  se  denomina programación no‐lineal. Utilizamos dos métodos de programación no‐lineal diferentes: 
• Algoritmos de punto interior 
• Programación secuencial cuadrática Estos métodos se centran en la resolución de las ecuaciones de Karush‐Kuhn‐Tucker (KKT). Las ecuaciones de KKT son condiciones necesarias para la optimalidad en un problemas de optimización  con  restricciones,  y  suponen  la base de muchos  algoritmos de programación no‐lineal.  
3.2.2 Técnicas Evolutivas 
La computación evolutiva (CE) es una rama de la inteligencia artificial que se inspira en los mecanismos de la evolución biológica para resolver problemas de optimización. La mayor parte de paradigmas tradicionales de optimización se mueven de un punto a otro del dominio de posibles soluciones utilizando reglas determinísticas. Uno de los problemas de estos métodos es la posibilidad de quedar estancado en un óptimo local. Por otro lado, los paradigmas de la CE utilizan una población de soluciones. Habitualmente producen una nueva población con el mismo número de miembros en cada generación. De esta manera se exploran simultáneamente muchas soluciones alternativas, disminuyendo la probabilidad de falsa convergencia. Operadores como mutación o recombinación habilitan la capacidad de búsqueda paralela a través de diferentes zonas del dominio de búsqueda. Los  paradigmas  de  la  CE  no  requieren  información  auxiliar  al  problema,  como  cálculo  de derivadas.  Utilizan  una  función  que  mide  la  calidad  de  la  solución,  cuyo  valor  se  desea optimizar. 
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El  hecho  de  que  los  paradigmas  de  la  CE  utilicen  métodos  estocásticos  no  significa  que realicen  una  búsqueda  aleatoria.  Por  el  contrario,  los  operadores  estocásticos  dirigen  la búsqueda hacia zonas del dominio con alta probabilidad de alcanzar buenos resultados. Por ejemplo,  los  operadores  de  selección  asignan  mayor  probabilidad  de  reproducirse  a  los individuos con mejor fitness.  Los paradigmas de la CE generalmente difieren de los métodos de búsqueda y optimización tradicionales de tres maneras: 
• Utilizan una población de posibles soluciones en su búsqueda. 
• Utilizan funciones de fitness en lugar de técnicas derivativas o similares. 
• Utilizan procesos estocásticos en lugar de reglas determinísticas. La población es un conjunto de individuos (posibles soluciones), que en cada iteración son evaluados  mediante  la  función  de  fitness,  y  sometidos  a  una  serie  de  operaciones  para formar la siguiente generación.  La función de fitness se utiliza para evaluar la idoneidad de cada individuo, siendo el valor que devuelve el objetivo a optimizar. Generalmente  para  implementar  una  técnica  evolutiva  se  utiliza  una  combinación  de  las siguientes operaciones:  
• Selección: es la operación mediante la cual se seleccionan los padres de la siguiente generación a partir de la población actual. 
• Recombinación: esta operación combina  los valores de  las variables de  los padres para formar los descendientes. 
• Mutación: la operación de mutación tiene lugar asignando cambios aleatorios sobre los descendientes para formar la siguiente generación. A continuación mostramos el esquema de un paradigma genérico de CE: 1. Inicialización de la población. 2. Evaluación de la idoneidad de cada individuo mediante la función de fitness. 3. Selección de los individuos con mejor salud siguiendo algún criterio. 4. Recombinación de los padres seleccionados para crear los descendientes. 5. Mutación de cada descendiente. 6. Reinserción de los nuevos individuos para formar la nueva generación. 7. Volver al paso 2 hasta que se alcanza un criterio de finalización.  
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• Entorno de trabajo. La selección del entorno de trabajo fue muy ligada a la búsqueda de librerías de CE con las que implementar los algoritmos de búsqueda.  También  barajamos  la  posibilidad  de  la  implementación  propia  de  algunas  técnicas,  pero tras encontrar numerosas herramientas que permiten configurar cualquier paradigma con multitud de opciones, descartamos esta opción. 
3.3.1 Muestra de datos 
Para realizar el ajuste de la curva y posterior análisis, hemos utilizado una muestra de datos de 30 días entre el 31 de mayo de 2000 y el 26 de julio de 2000, que contiene información de valores  en  circulación  y  operaciones  de  compra  venta  de  deuda  pública  del  Banco  de España11. 
3.3.2 Librerías de computación evolutiva 









• Diferentes  implementaciones  de  CMA‐ES  obtenidas  de  la  página  web  de  los diseñadores (ANSI C, C++, Java, Matlab y Octave, Python, R…) 
Genetic Algorithm Toolbox Genetic Algorithm Toolbox (Department of Automatic Control and Systems Engineering of The 








































• CMA‐ES (Implementación de los autores del algoritmo para Matlab) Escogimos GEATbx porque a pesar del coste de la licencia y de que requiera la utilización del entorno  Matlab,  cuenta  con  numerosas  posibilidades  de  configuración  para  implementar tanto algoritmos genéticos como estrategias evolutivas, además de amplia documentación y soporte.  GEATbx ha sido desarrollado por H, Pohlheim, y es un paquete muy completo con múltiples funciones para realizar cada una de las operaciones que componen una técnica evolutiva. 
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El  motivo  de  escoger  la  implementación  de  CMA‐ES  facilitada  por  los  autores,  fue  su flexibilidad  y  facilidad  de  uso,  así  como  la  disponibilidad  en  Matlab,  que  encaja  con  la elección de GEATbx para implementar el resto de paradigmas. CMA‐ES  ha  sido  desarrollado  por  N.  Hansen,  uno  de  los  referentes  en  el  campo  de  la computación evolutiva. Utilizamos la implementación CMA‐ES que se puede descargar en su página web, donde también se pueden encontrar amplia documentación y referencias. 
3.3.3 Software de programación no‐lineal 























MATLAB El  nombre  Matlab  es  una  abreviatura  de  las  palabras  Matrix  Laboratory.  Matlab  es  un sistema interactivo para cálculos científicos y de ingeniería basado en las matrices. Con él se pueden  resolver  complejos  problemas  numéricos  sin  necesidad  de  escribir  un  programa específico  para  ello,  aunque  también  es  posible  programar.  Además,  el  programa  Matlab dispone,  dependiendo  de  la  versión,  de  diferentes  módulos  que  permiten  resolver problemas específicos. Como  ya  explicamos  en  el  apartado  anterior,  la  selección  del  entorno  fue muy  ligada  a  la búsqueda de herramientas para implementar las técnicas. A pesar del coste de la licencia (66 euros la versión para estudiantes), escogimos Matlab por la mayor variedad y calidad de las herramientas encontradas, así como por varias ventajas con  las que contaba frente a otros entornos: 
• El ahorro de tiempo y esfuerzo en implementar la función de fitness y dar formato a los datos utilizados, con los que contábamos preparados para el entorno de Matlab. 
• La familiaridad con el leguaje de Matlab. 
• Facilidad  de  integración  del  código  ajeno  con  la  parte  propia  que  se  encarga  de programar la configuración del algoritmo y gestionar los resultados. 















Los métodos de punto interior están inspirados por el algoritmo de Karmakar, desarrollado por N. Karmakar (1984) para la programación lineal.  Éstos  basan  su  estrategia  en  la  búsqueda  del  óptimo  a  través  de  caminos  que  recorren  la zona interior de una región factible. Para ello transforman el problema de optimización con restricciones en otro sin ellas, y fijan una función barrera que evita que se salga de la región factible. A continuación se muestra el desarrollo del método de punto interior utilizado, el algoritmo Interior‐Point de Matlab. El  enfoque para  la minimización  con  restricciones del  algoritmo  Interior‐Point,  se  basa  en resolver una secuencia de problemas de minimización aproximados. Siendo el problema original: 
min
x
f x( ) , sujeto a  h x( ) = 0  y  g x( ) ! 0           (1) 
Para cada µ > 0 , el problema aproximado es: 
min
x,s
f x, s( ) =min
x,s
f x( )! Ln(si )
i
" , sujeto a  h x( ) = 0  y  g x( )+ s = 0     (2) 
Hay  tantos  s
i





fµ x, s( )+ v h(x),g(s)+ s( )  El  parámetro v  puede  incrementarse  con  el  número de  iteraciones  para  forzar  la  solución hacia la factibilidad. Si el intento de paso no disminuye la función de mérito, el algoritmo lo descarta  y realiza uno nuevo. 
Paso directo Las siguientes variables son utilizadas para definir el paso directo: 
• H denota el Hessiano del Lagraniano de  fµ : 
H =!2 f x( )+ ! j
i














0 S! 0 "S
Jh 0 I 0






















































Esta  ecuación  proviene  del  intento  de  solucionar  las  ecuaciones  de  KKT  (Karush‐Kuhn‐
Tucker) utilizando un Lagraniano linealizado. Para resolver esta ecuación para  !x,!s( ) , el algoritmos realiza una factorización LDL de la matriz.  Un  resultado  de  esta  factorización  es  determinar  si  el  Hessiano  proyectado  es definido positivo o no; si no, el algoritmo utiliza el paso de gradiente conjugado.   
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Paso de gradiente conjugado Con  el  enfoque  del  gradiente  conjugado  para  resolver  el  problema  aproximado  (2),  el algoritmo  ajusta  x  y  s  manteniendo  s  positivo.  Minimiza  una  aproximación  cuadrática  al problema aproximado en una región factible sujeta a restricciones lineales. Siendo R el radio de la región factible, y las otras variables iguales a las definidas en el paso directo, el algoritmo obtiene los multiplicadores de Lagrange resolviendo aproximadamente las ecuaciones de KKT 
!xL =!x f x( )+ !i!gi x( )+
i
" yj!hj x( ) = 0
j
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$!s        (3) 
sujeto a las restricciones linealizadas 




Al  no  tratarse  de  un  método  estocástico,  realizamos  pruebas  de  una  ejecución  sobre  el primer día del rango total utilizado para ajustar algunos parámetros del algoritmo. Preparamos pruebas para las siguientes opciones: 1. Método de cálculo del Hessiano 2. Método estimación de gradientes 3. Método de cálculo del subproblema Asimismo  estudiamos  los  criterios  de  finalización  para  realizar  pruebas  con  aquellos  que sean relevantes. 
4.1.2.1 Método de Cálculo del Hessiano El  algoritmo  Interior‐Point  contiene  varias  opciones  para  el  cálculo  del  Hessiano,  de  las cuales probamos las que no requieren de la estimación de un gradiente: 1. Cálculo del Hessiano mediante una aproximación quasi‐Newton densa (bfgs). 2. Cálculo Hessiano mediante una aproximación quasi‐Newton de gran‐escala (lbfgs).  Realizamos pruebas con cada una de las opciones obteniendo los siguientes resultados: 





Estimación Gradientes  Fmin forward  0,00194 centrada  0,00287  Escogemos la opción forward. 
4.1.2.3 Número Máximo de Evaluaciones Este parámetro define el máximo número de evaluaciones de la función objetivo.  En las anteriores pruebas éste fue el criterio de finalización. Realizamos pruebas con 3000, 5000, 7000 y 10000 evaluaciones, obteniendo los siguientes resultados: 
MaxFunEvals  Fmin 3000  0,00194 5000  0,00192 7000  0,001901 10000  0,001900  A  partir  de  10000  el  criterio  de  finalización  pasa  a  ser  el  número máximo  de  iteraciones.  Fijamos el número máximo de evaluaciones en 10000.    
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4.1.2.4 Número Máximo de Iteraciones Realizamos  pruebas  con  número  máximo  de  iteraciones  1000  y  2000  obteniendo  los siguientes resultados: 
Número Máximo de Iteraciones  Fmin 1000  0,00190 2000  0,00188  Con  2000  iteraciones  el  criterio  de  finalización  pasa  a  ser  otra  vez  el  número máximo  de iteraciones. El  resto  de  criterios  de  finalización  no  ha  mostrado  ninguna  relevancia,  y  las  mejoras obtenidas ampliando el número máximo de iteraciones y el número máximo de evaluaciones han sido mínimas. 
4.1.2.5 Método de Cálculo del Subproblema Determina  cómo  es  calculado  el  paso  de  la  iteración.  Por  defecto  utiliza  factorización‐ldl, normalmente  más  rápida  que  el  método  del  gradiente  conjugado  (cg),  aunque  cg  puede resultar más rápida para problemas grandes con Hessianos densos. Realizamos pruebas con gradiente conjugado, obteniendo los siguientes resultados. 









































El algoritmo Active Set de la Optimization Toolbox de Matlab, es en realidad un método de programación  cuadrática  secuencial  (SQP),  que  utiliza  un método  de  conjunto  activo  para solucionar los subproblemas QP aproximados. El primer método SQP fue propuesto en su tesis doctoral por Wilson (1963). A partir de este momento,  los  métodos  SQP  han  evolucionado  hasta  convertirse  en  herramientas  muy efectivas para un amplio rango de problemas de optimización.  El  algoritmo  Active‐Set  de  Matlab  es  un  método  iterativo  para  optimización  no‐lineal. Basándose en  los  trabajos de Biggs (1975), Han (1977) y Powell  (1978) permite emular el método de Newton para la optimización con restricciones como si se tratara de un problema sin restricciones. En cada iteración, se realiza una aproximación del Hessiano del Lagraniano utilizando  un  método  quasi‐Newton.  Ésta  aproximación  se  utiliza  para  generar  un subproblema QP, cuya solución es utilizada para determinar la dirección de búsqueda para el procedimiento lineal.  Matemáticamente podemos expresar el problema de la siguiente forma: 
Minimizar f(x) Donde  f(x)  es  una  función  no  lineal  del  tipo  !n"! ,  y  x = [x1, x2,..., xn ]   sujeta  a  m restricciones no lineales, de las que me son de igualdad y el resto de desigualdad: 
c
i
(x) = 0 , i=1, 2, …, me 
c
i




Al  igual  que  en  el  resto  de métodos  no  estocásticos,  realizamos  pruebas  de  una  ejecución sobre  el  primer  día  del  rango,  atendiendo  al  criterio  de  finalización  para  completar  las pruebas. 
4.3.2.1 Método de Estimación de los Gradientes Seleccionamos  entre  los  métodos  de  estimación  de  gradientes  explicados  en  el  apartado 4.1.2.2. Realizamos pruebas obteniendo los siguientes resultados: 
Estimación Gradientes  Fmin forward  0,00445 center  0,00445  El resultado no cambia, por lo que seleccionamos la opción forward, al igual que en el resto de métodos tradicionales.  
4.3.2.2 TolX Este parámetro define  la  tolerancia en el valor de x,  criterio mediante el que se  termina  la ejecución si  las diferencias entre los valores de x de iteraciones sucesivas son menores a la tolerancia. Ha sido el criterio de finalización en  las anteriores pruebas, por  lo que realizamos pruebas disminuyendo este valor, obteniendo los siguientes resultados: 
TolX  Fmin 1,00E‐06  0,00445 1,00E‐07  0,00445 1,00E‐08  0,00338 1,00E‐09  0,00131  A partir de  tolerancia 1,00E‐09 el  criterio de  finalización pasa a  ser el número máximo de evaluaciones.    
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4.3.2.3 Número Máximo de Evaluaciones Realizamos  pruebas  aumentando  el  número  hasta  que  cambia  el  criterio  de  finalización, obteniendo los siguientes resultados: 
MaxFunEvals  Fmin 600  0,00131 1000  0,00125  Con  número máximo de  evaluaciones  igual  a  1000  el  criterio  de  finalización  pasa  a  ser  la tolerancia  en  el  valor  de  x,  por  lo  que  volvemos  a  este  criterio  obteniendo  los  siguientes resultados: 





















Al no tratarse de un método estocástico, comenzamos realizamos pruebas de una ejecución sobre el primer día del rango de datos.  Preparamos pruebas para seleccionar el método de estimación de los gradientes. Asimismo estudiamos  los  criterios  de  finalización  para  decidir  posteriormente  cuales  son  relevantes para continuar con los ajustes de las opciones. 
4.4.2.1 Método de Estimación de los Gradientes Las diferencias finitas utilizadas para estimar los gradientes pueden ser forward o centradas, cuya diferencia ya explicamos en el apartado 4.1.2.2.  Realizamos pruebas obteniendo los siguientes resultados: 
Estimación Gradientes  Fmin forward  0,00125 center  0,00173  Seleccionamos la opción forward.  
4.4.2.2 Número Máximo de Evaluaciones En  las  anteriores  pruebas  este  ha  sido  el  criterio  de  finalización,  por  lo  que  realizamos pruebas  aumentando  el  número máximo  de  evaluaciones  hasta  que  cambie  el  criterio  de finalización, obteniendo los siguientes resultados: 





























• Selección:  escoge  siguiendo  algún  criterio  los  individuos  de  la  población  para  la reproducción. 
• Recombinación: combina dos padres para formar un descendiente. 




Para  la  selección  de  los  diferentes  parámetros  y  funciones  que  configuran  el  AG  hemos realizado pruebas siguiendo diferentes procedimientos según la configuración utilizada y la desviación del error cuadrático. Partimos  de  una  población  de  100  individuos,  creando  100  descendientes  en  cada generación  y  con  un  número  máximo  de  100  generaciones.  Modificamos  los  parámetros correspondientes a medida que avanza la experimentación. Para  las  primeras  pruebas  realizamos  10  ejecuciones  para  cada  opción,  ya  que  con  100 generaciones  el  tiempo  de  ejecución  es  bajo.  Una  vez  fijados  algunos  parámetros modificamos este procedimiento a medida que aumenta el tiempo de ejecución y disminuye la desviación del valor de fitness. El criterio de selección ha sido la media del valor de fitness. 
5.2.1 Inicialización de la Población 





Ruleta (selrws) Se  ubican  los  individuos  en  una  línea  de  rango  [0;1],  ocupando  cada  uno  un  segmento proporcional a su valor de fitness. A continuación se genera un número aleatorio entre 0 y 1, y  el  individuo  en  cuyo  segmento  se  encuentra  el  número  es  seleccionado.  Se  repite  este proceso hasta que la población intermedia está completa.  
Figura 4: Método de la ruleta 
 La figura 4 muestra la selección de seis individuos sobre diez mediante la generación de números aleatorios (n). 





Torneo (seltour)  Este  método  escoge  aleatoriamente  un  número  de  individuos  (en  nuestro  caso  3)  de  la población  para  llevar  a  cabo  el  torneo,  seleccionando  como  padre  el  individuo  con mejor fitness. Este proceso se repite hasta formar una población intermedia de padres. 
Truncamiento (seltrunc) Se  forma  la  población  intermedia  con  los  mejores  T  individuos,  siendo  T  el  umbral  de truncamiento (en nuestro caso 59%).  Todas estas  funciones crean una población  intermedia, para a continuación seleccionar  los individuos para la recombinación de manera aleatoria uniforme con reemplazo. Realizamos  pruebas  de  10  ejecuciones  sobre  un  solo  día,  obteniendo  los  siguientes resultados: 





















)  donde  i ! (1, 2,...,nvar)  
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Recombinación lineal (reclin) La  recombinación  lineal  es  sólo  una  variante  de  la  recombinación  intermedia  en  la  que  el parámetro a es igual para todas las variables. 
Figura 7: Recombinación lineal 
 La figura 7 muestra el área de posibles valores del descendiente comparada con los padres en la recombinación lineal. 









































 La figura 8 muestra el área de posibles valores del descendiente comparada con los padres en la recombinación lineal extendida. En  primer  lugar  realizamos  una  batería  de  10  ejecuciones  sobre  un  día  con  cada  función, obteniendo los siguientes resultados: 
Función de Recombinación  FMEDIA  FDESV recint  0,25566  0,17538 reclin  1,14406  1,08054 reclinex  0,25032  0,08770  
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Posteriormente  (una  vez  fijado  el  elitismo),  realizamos  pruebas  para  seleccionar conjuntamente  tamaño  de  población,  número  máximo  de  generaciones  y  función  de recombinación.  Basándonos  en  los  resultados  de  las  anteriores  pruebas  descartamos  la 









  0,00498  0,01055  0,01142  0,02136  0,00821  0,01512 
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Utilizamos  mutación  para  valores  reales,  de  modo  que  valores  aleatorios  son  añadidos  a cada variable con baja probabilidad. Existen dos parámetros que definen la mutación: 
• Tasa de mutación: probabilidad de mutación de cada variable. 















!u*k  donde  i ! (1, 2,...,nvar)  
s
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Mediante las operaciones de recombinación y mutación creamos tantos descendientes como individuos hay en la población.  La reinserción se lleva a cabo sustituyendo todos los padres o un porcentaje de ellos por los mejores descendientes.  Así  que  llevamos  a  cabo  pruebas  con  elitismo  del  20%,  10%  y  0%.  De  modo  que  se conservaría  el  mejor  20%,  10%  ó  0%  de  los  padres  respectivamente  para  la  siguiente generación, ocupando porcentaje restante los mejores descendientes. Realizamos pruebas de 10 ejecuciones  sobre un  solo día para  cada opción,  obteniendo  los siguientes resultados:  
Elitismo  FMEDIA  FDESV 1  0,15525  0,08158 0,9  0,03545  0,04518 0,8  0,07799  0,06939  Basándonos en estos resultados escogimos un 10% de elitismo. 
5.2.6 Criterios de Finalización 






Tras ajustar los parámetros del algoritmo, preparamos pruebas de diez ejecuciones sobre un rango de treinta días . Realizamos la experimentación utilizando tres métodos diferentes: 1. Aportando el mismo valor inicial  en cada ejecución para cada día. 2. Aportando la mejor solución del día anterior como valor inicial para el siguiente día. 3. Realizando  cuatro  rearranques  aportando  la mejor  solución  del  día  anterior  como valor inicial para el siguiente día. A  continuación  se  describen  los  tres métodos  utilizados  y  se  presenta  un  resumen  de  los resultados. 
Aportando el mismo valor inicial en cada ejecución para cada día Realizamos una ejecución para el  rango completo de días en orden ascendente,  repitiendo este proceso hasta alcanzar treinta ejecuciones para cada día. En este método introducimos el valor inicial descrito en el apartado 4.1.3. Es decir, cada día tiene un valor  inicial diferente basado en  los datos de  los bonos, pero  igual al del  resto de ejecuciones del mismo día.    MEDIA  DESVIACIÓN 
Fmin  0,00114  0,00086 
T. Ejecución (seg)  590,43432  130,75279  






Realizando  cuatro  rearranques  aportando  la  mejor  solución  del  día 
anterior como valor inicial para el siguiente día. En  esta  variación  seguimos  el  mismo  procedimiento  que  en  el  anterior  método,  pero realizando  cuatro  rearranques  para  cada  ejecución.  Es  decir,  para  cada  día  se  realiza  la ejecución  introduciendo  el  valor  inicial  correspondiente,  se  utiliza  la  solución  como  valor inicial  para  realizar otra  ejecución  sobre  el mismo día,  y  así  sucesivamente hasta  alcanzar cuatro rearranques. El  objetivo  de  este  método  es  evitar  que  la  población  se  estanque  en  un  óptimo  local, reiniciando  la  exploración  del  dominio  en  cada  rearranque  con  un  20%  distribuido normalmente  en  torno  a  la  solución  de  la  ejecución  anterior  y  un  80%  distribuido uniformemente en el dominio.    MEDIA  DESVIACIÓN 
Fmin  0,00076  0,00064 







Las  estrategias  evolutivas  (EE)  fueron desarrolladas  en 1964 por un grupo de  estudiantes alemanes de ingeniería encabezado por Ingo Rechenberg y Hans‐Paul Schwefel. Su objetivo era resolver problemas hidrodinámicos de alto grado de complejidad. En 1973 I. Rechenberg publicó un libro considerado la fundación de este paradigma. Las EE se centran en la operación de mutación como motor fundamental para la búsqueda, aunque también pueden utilizar recombinación. La representación de los individuos consta de variables objeto y componentes adaptativas o parámetros de estrategia, que almacenan información sobre la cercanía al óptimo.  La  operación  de  mutación  se  lleva  a  cabo  sobre  variables  reales  continuas,  realizando perturbaciones mediante  una  distribución  normal  de media  cero  y  cuya  desviación  define tamaño de paso, parámetro que determina la magnitud de la siguiente mutación en función de la cercanía al óptimo.  
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Una EE genérica sigue el siguiente proceso: 1. Inicialización de la población. 2. Evaluación de cada individuo utilizando la función de fitness. 3. Selección de los individuos para formar la población intermedia de padres. 4. Mutación de los descendientes. 5. Reinserción de los descendientes para formar la siguiente generación. 6. Vuelta al paso 2 hasta alcanzar algún criterio de finalización. Dependiendo  de  la  EE  implementada,  se  pueden  utilizar  diferentes  tipos  de  mutación.  El punto  común de  este  paradigma  es  la  inclusión  de  cierta  información  sobre  la  cercanía  al óptimo  en  la  representación  de  las  variables  para  determinar  la magnitud  de  la mutación para formar la siguiente generación. 




La  herramienta  seleccionada  para  llevar  a  cabo  esta  parte  de  la  experimentación  es  la Genetic and Evolutionary Algorithm Toolbox, descrita en el apartado 3.3.2. En una (μ,λ)‐EE, la población consta de μ individuos, y se crean λ descendientes. La siguiente generación se forma escogiendo a los mejores μ descendientes (si λ>μ) o sustituyendo a los peores λ padres por los descendientes (si λ<μ). A continuación describimos  los parámetros que definen el algoritmo, así como  las pruebas de selección realizadas. 
6.2.1 Configuración de los Parámetros del Algoritmo. 
Para  la  selección  de  los  diferentes  parámetros  y  funciones  que  configuran  la  EE  hemos realizado pruebas de 5 ejecuciones sobre un rango de 8 días utilizando el mejor  individuo del  día  anterior  como  valor  inicial  para  el  siguiente,  y  con  un  número  máximo  de  500 generaciones.  El objetivo de esta metodología es eliminar resultados negativos que obtuvimos en pruebas preliminares utilizando este método en el rango completo de treinta días tras configurar los parámetros siguiendo un procedimiento similar al del AG. Observamos resultados fuera del orden normal (fitness de orden 102 frente a los resultados normales de 10‐3), especialmente en los primeros 8 días del rango total de 30 que abarcamos en la experimentación. Por lo que repetimos  la  configuración  de  los  parámetros  realizando  pruebas  sobre  los  días  más problemáticos,  escogiendo 500 como número máximo de generaciones,  ya que  la EE  suele alcanzar en 500 generaciones en torno al 90% del valor que alcanzaría con 10000 y supone un coste computacional mucho menor. El criterio de selección ha sido la media del valor de fitness. 





























































n( )  donde  zi  sigue una distribución normal (0,1). 
sel: individuos seleccionados.  
n: número de variables. 




ES‐algorithm  with  derandomized  mutative  step‐size  control  using 












































































































n( )  donde  zi  sigue una distribución normal (0,1). 
sel: individuos seleccionados.  
n: número de variables. 
c = 1/ n :  constante  que  establece  el  peso  de  las  mutaciones  de  generaciones anteriores, siendo   c ! (0,1] . El factor  c
2! c
 normaliza las variaciones medias. 




:  la  precisión  y  velocidad  de  la  adaptación  dependen  de  estos  dos exponentes.  
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(5,60)  0,04957  20,62427  Los resultados con μ =5 son muy inferiores al resto.  Las elevadas medias de (5,30)‐EE con mutes1 y (5,60)‐EE con mutes2 se deben a unos pocos resultados de rango muy superior al resto (103), pero muy recurrentes en diferentes pruebas realizadas con estas técnicas. Aun eliminando estos resultados las medias de ambas técnicas siguen  siendo  de  orden  inferior  a  las  obtenidas  con  μ  =3,  por  lo  que  no  barajamos  otras opciones de experimentación para tratar de solventar este problema. Seleccionamos la función mutes1 y la (3,60)‐EE. El tamaño de paso inicial lo fijamos en un 0,01% del dominio de cada variable. 
6.2.1.3 Selección Para escoger  la  función de selección realizamos pruebas conjuntas con  la presión selectiva (SP),  parámetro  con  diferente  significado  según  la  función  de  selección.  Las  funciones  de selección están definidas en el apartado 5.2.2. A continuación explicamos el significado de la presión selectiva en cada una: 
• Ruleta (selrws)/ Selección Estocástica Universal (selsus): en ambos métodos  la presión selectiva define la pendiente de la curva de escalado de fitness. A mayor SP, más probabilidad de ser elegidos tienen los mejores individuos. 
• Torneo (seltour): la presión selectiva define el tamaño del torneo. 
• Truncamiento  (seltrunc):  la  presión  selectiva  define  el  umbral  de  truncamiento, siendo este T=1/SP.  A  continuación  se  muestran  las  medias  del  valor  de  fitness  obtenidas  para  cada configuración: 
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      Función Selección       Seltrunc  Seltour  Selrws  Selsus 
SP 
1  0,00091  0,00131  0,00102  0,00092 
2  0,00103  0,00098  0,00101  0,00097 
3  0,00096  0,00093  0,00104  0,00094 
4  0,00094  0,00103  0,00092  0,00111   Basándonos en estos resultados escogemos la selección por truncamiento, y realizamos otra nueva batería de pruebas con 5000 generaciones para escoger la presión selectiva: 
SP  FMEDIA  FDESV 1  0,00088  0,00040 2  0,00087  0,00041 3  0,00088  0,00041 4  0,00088  0,00041 5  0,00094  0,00054  Escogemos presión selectiva 2, lo que implica un umbral de truncamiento del 50%, es decir, el mejor 50% de los individuos son seleccionados para formar la población intermedia. 
6.2.1.4 Método de Reinserción Este parámetro define el tipo de EE, en este caso (μ,λ). Los mejores descendientes sustituyen a los padres para formar la siguiente generación. 


























































nxn : matriz  de  covarianzas  de  la  generación g,  que determina  la  forma del elipsoide de la distribución normal multivariante. 
! ! 2 : número de descendientes. La siguiente cuestión es cómo calcular m, C y σ para la siguiente generación. 
















! =1 ,  w1 ! w2 ! ... ! wµ > 0  
La  selección de  los µ mejores  individuos  ( x
i:!























































































Actualización Rank‐μ Rank‐μ  extiende  la  regla  de  adaptación  a  poblaciones  grandes,  utilizando μ  vectores  para actualizar C en cada generación. Incrementa  la  tasa  de  aprendizaje  en  poblaciones  grandes,  reduciendo  el  número  de generaciones necesarias. 











































! 2 / n
2
:  tasa de aprendizaje de Rank‐one. 





















6.3.1.4 Tamaño del paso La matriz de covarianzas no controla explícitamente el  tamaño del paso global. Controla  la importancia  relativa que  tendrán  la  información nueva y  la antigua, atenuando   el peso de esta  última  con  el  factor  1! c
1





= (1! c! )p!
(g)
















c! (2! c! )µw : constante de normalización. Entonces,  para  actualizar  ! (g)   comparamos  p!(g+1)   con  su  valor  esperado  bajo  selección aleatoria y nos queda la siguiente expresión: 






E N(0, I )
!1))  
Donde: 




CMA‐ES  no  requiere  una  configuración  de  parámetros  demasiado  exhaustiva.  Los  autores consideran parte del diseño del algoritmo la configuración de los parámetros de estrategia, por lo que recomiendan la implementación por defecto en la mayor parte de éstos. Siguiendo  las  recomendaciones  de  los  diseñadores,  realizamos  pruebas  exploratorias  para fijar  tamaño  de  población,  sigma  inicial  y  algunos  criterios  de  finalización.  Para  ello, utilizamos  una  población  de  14  individuos  y  28  descendientes  (configuración  de  los diseñadores).  Con CMA‐ES,  el  tiempo de ejecución  supuso una  limitación grande,  al  ser de orden mucho mayor que con el resto de algoritmos, por lo que el procedimiento experimental para fijar los parámetros  consistió  en  pruebas  de  10  ejecuciones  para  cada  opción,  analizando posteriormente la media y desviación típica del valor de fitness. 
6.3.2.1 Sigma: Desviación Típica Inicial CMA‐ES recomienda una sigma inicial de valor 1/3 del dominio de cada variable. Dado que el dominio  de  nuestro  problema  es  en  algunas  variables  muy  superior  a  los  resultados habituales,  hemos  probado  varias  fórmulas  para  comprobar  cual  arrojaba  los  mejores resultados empíricos. A continuación se muestran los principales resultados: 
SIGMA  FMEDIA  FDESV []  0,00263  1,71669E‐10 [16; 16; 100; 100; 100; 100]  0,00263  1,6014E‐10 [16; 16; 20; 20; 20; 20]  0,01699  0,02591 10  0,00235  0,00079 15  0,02086  0,03033 20  0,00856  0,01341  Donde 
• Sigma = [ ] corresponde  a  la  configuración  de  los  diseñadores,  y  devuelve  la  raíz cuadrada de la varianza de las componentes del valor inicial de x. 











6[ ]   corresponde a una sigma  inicial diferente para cada variable. 
• Sigma = ![ ] corresponde a la misma sigma inicial para todas las variables. Escogimos sigma=10, por obtener los mejores resultados empíricos. 
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6.3.2.2 Tamaño de la Población En CMA‐ES el tamaño de población indica el número de descendientes, es decir, la población intermedia sobre la cual se escogerán los padres de la siguiente generación. En la configuración aconsejada por los diseñadores, el tamaño de la población es una función dependiente  del  número  de  variables,  que  en  nuestro  caso  devuelve  un  valor  de  28 individuos: 
4* 4+ floor 3* log(N )( )!" #$  Donde N  es  el  número  de  variables  (en  nuestro  caso  6)  y  floor  indica  la  parte  entera  del resultado del interior del paréntesis. Realizamos pruebas diferentes tamaños de población, obteniendo los siguientes resultados: 
Tamaño de Población  FMEDIA  FDESV 4*(4 + floor(3*log(N)))  0,00235  0,00079 50  0,00264  0,000282 100  0,00254  0,000475  En los resultados empíricos no se observa una relación clara con el tamaño de población con los parámetros fijados hasta el momento. Fijamos el tamaño de la población en 50 individuos. 
6.3.2.3 Número de Padres Para este parámetro utilizamos el valor aconsejado por  los diseñadores del algoritmo, una función del número de descendientes (PopSize): 
Padres =min(PopSize / 2)     
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6.3.2.4 Criterios de Finalización Durante  el  resto  de  la  experimentación,  hubo  dos  criterios  de  finalización  que mostraron importancia  en  determinadas  ejecuciones  que  devolvieron  resultados  peores  a  los habituales: 
• TolHistFun: detiene  la ejecución si el  rango de cambios en el valor de  fitness de  los mejores individuos de anteriores iteraciones es menor que este parámetro. 





























  La  figura  10  muestra  la  media  de  los  resultados  diarios  de  la  experimentación  con  los métodos SQP II y EE III, donde 
•  EE III: estrategia evolutiva con cuatro rearranques aportando la mejor solución del día anterior como valor inicial para el siguiente día. 

































































Las configuraciones de parámetros de la (3,60)‐EE y el algoritmo SQP son las mismas que en los apartados 6.2.2 y 4.4.3  respectivamente,  exceptuando el número de generaciones de  la EE que fijamos en 500. 
7.3 Experimentación 











Recordamos que la experimentación consistió en 10 ejecuciones sobre un rango de 30 días para  los  métodos  estocásticos,  y  en  una  ejecución  sobre  un  rango  de  30  días  para  los métodos tradicionales.  Asimismo utilizamos varios métodos  con  cada algoritmo para analizar  la  sensibilidad ante las condiciones iniciales14.  A continuación se muestran los resultados globales obtenidos en la parte experimental para cada algoritmo:    FMEDIA  FDESV  TMEDIO  TDESV 
AG I  0,00114  0,00086  590,43432  130,75279 
AG II  0,00090  0,00079  715,17674  100,41044 
AG III  0,00076  0,00064  2748,22772  1047,17682 
(3,60)‐EE I  0,00053  0,00063  101,70155  6,86698 
(3,60)‐EE II  0,00041  0,00045  99,07406  6,33476 
(3,60)‐EE III  0,00039  0,00041  497,48327  32,86654 
CMA‐ES I  0,00226  0,00642  1117,19191  823,67268 
CMA‐ES II  0,00107  0,00079  618,80774  435,66437 
CMA‐ES III  0,00097  0,00069  1649,12767  1029,96163 
IP I  0,00165  0,00123  0,00165  29,18308 
IP II  0,00111  0,00080  0,00111  19,60015 
AS I  0,00210  0,00134  0,00210  0,44627 
AS II  0,00209  0,00134  0,00209  0,47014 
SQP I  0,00052  0,00043  0,00052  2,73291 
SQP II  0,00038  0,00041  0,00038  2,98301 









• Método  III:  realizando  rearranques  utilizando  la  solución  del  día  anterior  como valor inicial para el siguiente. Atendiendo a  la media global,  tanto  los métodos  tradicionales como  las  técnicas evolutivas han  mostrado  cierta  sensibilidad  ante  las  condiciones  iniciales,  obteniendo  mejores resultados utilizando la mejor solución del día anterior como valor  inicial para el siguiente día15. En la siguiente tabla se muestran los resultados obtenidos con cada algoritmo y método, así como el porcentaje de mejora de los métodos II y III respecto al primero: 
   MÉTODO I  MÉTODO II  MÉTODO III MEDIA  MEDIA  MEJORA (%)  MEDIA   MEJORA (%) 
Interior Point  0,00165  0,00111  32,4  NA  NA 
Active Set  0,00210  0,00209  0,4  NA  NA 
SQP  0,00052  0,00038  26,6  NA  NA 
AG  0,00114  0,00090  21,0  0,00076  33,4 
(3,60)‐EE  0,00053  0,00041  22,8  0,00039  26,1 
CMA‐ES  0,00226  0,00107  52,5  0,00097  57,1 
Combinación  NA  0,00039  NA  NA  NA  Donde: 
• Técnicas evolutivas: AG, (3,60)‐EE, CMA‐ES. 
• Métodos tradicionales: Interior Point, Active Set y SQP. Como  podemos  observar,  las  mayores  diferencias  al  variar  las  condiciones  iniciales corresponden a CMA‐ES, siendo muy  inferiores y similares entre sí con  la (3,60)‐EE, el AG, SQP  e  Interior‐Point,  mientras  que  en  Active  Set  son  mínimas.  Estos  resultados 
contradicen  la  tesis  de  mayor  sensibilidad  ante  las  condiciones  iniciales  de  los 






























de  Lilliefors,  un  contraste  no  paramétrico  que  se  utiliza  para  determinar  la  bondad  de ajuste con una distribución normal.  Para  contrastar  las  dos muestras  cuando  la  prueba  de  normalidad  es  negativa,  utilizamos la prueba  de  los  signos  de  Wilcoxon,  un  contraste  no  paramétrico para  comparar la mediana de dos muestras relacionadas y determinar si existen diferencias entre ellas. Se utiliza como alternativa a la prueba t de Student cuando no se puede suponer la normalidad de dichas muestras.  Cuando la prueba de normalidad es positiva,  determinamos si las varianzas de las muestras se pueden considerar iguales mediante el test de Levene de homogeneidad de varianzas. Cuando la prueba de normalidad es positiva y las varianzas son iguales, utilizamos test‐T o 
















Si la prueba de normalidad es positiva pero las varianzas de las dos muestras son diferentes, realizamos  la prueba t de Welch, que se utiliza para contrastar hipótesis en  función de  la media aritmética cuando dada  la diferencia de  las varianzas, no es aplicable  la prueba t de Student. 
  




III  IP I  IP II  SQP I  SQP II  AS I  AS II 
AG II  ‐‐                                           
AG III  ‐‐  =                                        
EE I  ‐‐  ‐‐  =                                     
EE II  ‐‐  ‐‐  ‐  ‐‐                                  
EE III  ‐‐  ‐‐  ‐‐  ‐‐  ‐‐                               
CMAES 
I  ++  ++  ++  ++  ++  ++                            
CMAES 
II  ‐‐  =  =  ++  ++  ++  ‐‐                         
CMAES 
III  ‐‐  =  =  ++  ++  ++  ‐‐  ‐‐                      
IP I  ++  ++  ++  ++  ++  ++  ‐  ++  ++                   
IP II  ‐‐  +  =  ++  ++  ++  ‐‐  =  ++  ‐‐                
SQP I  ‐‐  ‐‐  =  =  ++  ++  ‐‐  ‐‐  ‐‐  ‐‐  ‐‐             
SQP II  ‐‐  ‐‐  ‐  ‐‐  ‐‐  ‐  ‐‐  ‐‐  ‐‐  ‐‐  ‐‐  ‐‐          
AS I  ++  ++  ++  ++  ++  ++  =  ++  ++  ++  ++  ++  ++       
AS II  ++  ++  ++  ++  ++  ++  =  ++  ++  ++  ++  ++  ++  ‐‐    
C  ‐‐  ‐‐  =  =  =  =  ‐‐  ‐‐  ‐‐  ‐‐  ‐‐  =  =  ‐‐  ‐‐  Donde  ++: El estadístico de  la muestra del método de  la  fila es mayor que el del método de  la columna con un nivel de significación del 1%. +:  El  estadístico de  la muestra del método de  la  fila  es mayor que  el  del método de  la columna con un nivel de significación del 5%. ‐‐: El estadístico de la distribución del método de la fila es menor que el del método de la columna con un nivel de significación del 1%. ‐:  El  estadístico  de  la muestra  del método  de  la  fila  es mayor  que  el  del método  de  la columna con un nivel de significación del 5%.  =: No podemos descartar que los errores de predicción medios sean iguales. Si  comparamos  el  comportamiento  de  cada  algoritmo  con  los  diferentes  métodos comprobamos que en todos los resultados son mejores con el método II que con el I con un 
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nivel  de  significación  del  1%.  Según  este  contraste,  todos  los  algoritmos  muestran sensibilidad ante las condiciones iniciales.  Asimismo  se  puede  considerar  que  las  estrategias  evolutivas  mejoran  con  el  método  III respecto  al  II  con  un  nivel  de  significación  del  1%,  mientras  que  con  el  AG  no  podemos considerar significativa la diferencia. Por último, si comparamos los resultados de los diferentes algoritmos, podemos concluir que el  método  SQP  II  se  puede  considerar  mejor  que  el  resto  de  algoritmos  con  un  nivel  de significación  del  1%,  a  excepción  de  (3,60)‐EE  III  y  la  combinación  de  ambos.  Respecto  al método  (3,60)‐EE  III  se  puede  considerar  mejor  con  un  nivel  de  significación  del  5%, mientras que respecto a la combinación no muestra diferencia significativa.  
8.2 Comparación de los Resultados Diarios 





























































































































































Recordamos  que  el  objetivo  de  este  proyecto  es  analizar  el  comportamiento  de  técnicas evolutivas para la estimación de curvas de tipo de interés mediante el modelo de Svensson, y compararlo con el de algunos métodos tradicionales. Para ello ajustamos los parámetros del modelo  en  treinta  días  diferentes,  utilizando  un  algoritmo  genético,  dos  estrategias evolutivas, un método de punto interior y dos de programación secuencial cuadrática. Tras llevar a cabo el trabajo experimental y análisis de los resultados, sacamos las siguientes conclusiones: 
• Atendiendo  a  la  media  global  del  error  cuadrático  ponderado  de  las  ejecuciones realizadas,  tanto  los  métodos  tradicionales  como  las  técnicas  evolutivas  han mostrado  cierta  sensibilidad  ante  las  condiciones  iniciales,  obteniendo  mejores resultados  utilizando  la  mejor  solución  del  día  anterior  como  valor  inicial  para  el 
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siguiente16  frente  al método  de  utilizar  una  estimación  basada  en  los  datos  de  los bonos de cada día17. 
• Las  mayores  diferencias  porcentuales  al  variar  las  condiciones  iniciales corresponden a CMA‐ES, siendo muy inferiores y similares entre sí con la (3,60)‐EE, el  AG,  SQP  e  Interior‐Point,  mientras  que  con  Active‐Set  son  mínimas.  Estos resultados  contradicen  la  tesis de mayor  sensibilidad ante  las  condiciones  iniciales de los métodos tradicionales. 
• Las tres técnicas evolutivas han mejorado los resultados notablemente con el método de  realizar  rearranques,  siendo  el  AG  el más  afectado  atendiendo  al  porcentaje  de mejora, mientras que según los contrastes estadísticos no podemos considerar esta diferencia significativa para el AG pero sí para las estrategias evolutivas con un nivel de significación del 1%. 





En  el  desarrollo  del  proyecto  hemos  analizado  el  comportamiento  de  diferentes  técnicas evolutivas  para  estimar  la  curva  de  tipos  de  interés  mediante  el  modelo  de  Svensson, utilizando como función de fitness la WSSE18. Hemos utilizado el valor del fitness y su desviación como únicos elementos de análisis. Una posible línea de continuación podría ser una ampliación comparando las estimaciones de los parámetros  con  su  significado  económico,  así  como  estudiando  su  variabilidad  en estimaciones de un mismo día. Como  ampliación  también  se  podría  intentar  mejorar  el  análisis  de  técnicas  evolutivas incluyendo  subpoblaciones  a  los métodos  implementados,  para  reducir  así  la  sensibilidad                                                         16 Recordamos que la mejor solución del día anterior supone un buen valor inicial para el siguiente día, ya que la estructura temporal de los tipos de interés no suelen variar bruscamente entre días cercanos. 17 Explicada en el apartado 4.1.3. 18 Descrita en el apartado  3.1.2 Función Objetivo. 
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Coste materiales A  continuación  enumeramos  el  instrumental  utilizado  en  la  ejecución  del  proyecto  y  su coste: 
• Licencia Matlab para estudiantes: 66 € 
• Licencia GEATbx para uso universitario: 297,5 € 
• Microsoft Office para Mac Home y Student 2011: 110 € 
• MacBook Pro (13 pulgadas; 2,3 GHz): 1.149 € 
• Material oficina: 30 € El coste total del lo materiales asciende a: 1.652,5 €  
Coste personal Hemos estimado el coste de horas de ingeniero industrial superior en 32 €19. El coste total de personal asciende a: 960 horas de ingeniero industrial x 32 €/hora=30.720  €. 
Coste total  El presupuesto total de este proyecto asciende a la cantidad de 32.372,5 euros. 
                                                        19 El precio medio/hora de ingenieros a partir de una muestra de 11 profesionales y empresas en toda España es de 31,78 € según el directorio de empresas de la página web (habitissimo). 
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