Here we describe how we have implemented DOSA on a 25-node multihop WSN using cross-layer information We report our experiences with implementing a disfrom the underlying Lightweight Medium Access Control tributed and self-organizing scheduling algorithm designed (LMAC) [5] protocol. We highlight some of the steps we for energy-efficient data gathering on a 25-node multihop have taken to ensure that the assumptions made in theory wireless sensor network (WSN). The algorithm takes advancan also be made in real-life. We also describe the similaritage of spatial correlations that exist in readings of adjaties and differences between the simulation and implemencent sensor nodes and utilizes cross-layer information from tation. Through the implementation of DOSA, we achieve the underlying MAC layer to minimize message transmisvirtually identical results to the simulation results. sions. We describe how we modify our experiments in orThe rest of this paper is organized as follows. The details der to meet the assumptions made in the earlier theoretical of DOSA and the simulation framework are introduced in analysis ofthe algorithm. The implementation results which Section 2. The implementation framework, hardware and are virtually identical to the preliminary simulation results, software used in the implementation are described in Secshow that the algorithm achieves up to 80% energy savings tion 3. The specific difficulties faced and lessons learned in when compared to conventional raw data collection.
that will be deployed on the GBR allows certain nodes in the Conventional raw data collection in WSNs results in a network to aggregate raw data in an energy-efficient manner very large number of data transmissions within the network, by taking advantage of spatial correlations that exist in sen- which results in rapid depletion of the batteries. Moreover, sor readings of adjacent nodes. Moreover, the scheduling the limited bandwidth of nodes leads to dropped packets algorithm enables nodes to autonomously reassign schedand thus decreases the quality of data. Additionally, netules when the network topology changes due to failing or work topology may change as sensor nodes are prone to newly added nodes detected by cross-layer information profailure or new nodes may be added to the network. Curvided by the underlying MAC layer.
rently, although a variety of energy-efficient data acquisi-
The preliminary simulation framework [6] built in Mattion techniques have been proposed for WSNs, they have a lab [2] simulates a large-scale sensor network and shows few drawbacks, e.g., Direct Diffusion [8] and TinyDB [9] that DOSA results in an 80% reduction in message transare unable to collect raw data efficiently; BBQ [10] is unmissions compared to conventional raw data collection.
able to deal with the network topology changes; PAQ [11] does not utilize any cross-layer information to improve efficiency.
DOSA uses a distributed graph coloring technique [3] to assign colors or schedules in order to decide when a particular node needs to act as a correlating node. The correlatpNode X ing node delivers correlation information representing the d) sensor readings of its adjacent neighbors to the sink. Thus Server correlating and non-correlating nodes are represented at the sink through real and estimated readings respectively. The sink then estimates the readings of the adjacent neighbors of the correlating node, by combining the current readings (a) of the correlating node with the previously received correlation information. The simulation in [6] was implemented in Matlab and 3.2. Hardware and Software was based on 100 randomly placed nodes, each with a static topology. The simulation results investigated the following: (i) the number of nodes that actually transmit data (i.e., 1. Ambient hNodes: Figure 2 shows one of the 25 nodes act as correlating nodes) as opposed to raw data collection used in the implementation framework. The Am-(when all nodes transmit data) when the average node debient 2.0 ,uNode contains an ultra low-power radio gree is varied from 5 to 11 by changing different transmistransceiver, a 4. realized that the quality of radio communication is a very based on the received connectivity information, by ignoring dynamic attribute. Figure 4 shows the link quality between the CM and DM transmitted from "nonneighbors". This retwo neighboring nodes. The link deteriorated around the sults in a stable multihop network that is suitable for testing 100-minute mark for around 1.5 hours due to heavy rainfall. DOSA.
Managing the Removal and Addition
the time. However, in a real deployment, when they are iniof Nodes tially powered on, it is possible that not all of nodes could successfully synchronize their clocks with the sink due to In a simulation environment, it is very simple to add or hardware limitations of the nodes. This prevents the unsynremove nodes. A real deployment however, results in addichronized nodes from receiving correct topology informational complexities especially because we cannot manually tion. However, using existing algorithms that solve time add or remove nodes. The process needs to be automated. synchronization in WSNs would increase the complexity However, a "removed node" cannot be completely deactiof implementation. Thus we simply ensure that the sink vated as it should be able to receive a message from the maintains LMAC neighbor information of all other nodes sink requesting it to "add" itself back to the network. Thus, in the network. The sink sends the topology information in order to remove a node, the sink sends a message to the to the entire network individually, and then waits for an acchosen node. The node then causes its adjacent neighbors to knowledgement message generated by every node. If the execute DOSA on coping with a dead node (i.e., the node itsink does not receive the acknowledgement message from a self) but continues to execute LMAC. Once the neighbors of node, we know that the node is not yet synchronized. Then the "removed" nodes have reorganized their schedules and the node will be powered on again, and the process is reall the required data has been collected, the sink informs the peated until the node is synchronized. chosen node to choose a new non-colliding LMAC slot, "rejoin" the network and choose a new DOSA schedule. Also, 5. Experimental Results once the operation of DOSA about coping with a new node (i.e., the "rejoin" node) is finished and all the required data has been collected, the sink informs another chosen node
The implementation results are collected from the en- Figure 5 . Percentage of energy saving corngenerated from other nodes and itself, so that some results pared to raw data collection in different avermay be lost before arrive at the sink. This will influence the age connectivity effect of evaluating DOSA. Thus we allow that the implementation results generated by nodes are delivered directly to the sink instead of using the multihop network.
The simulation results in Figure 5 show the energysavings obtained when using DOSA as opposed to collect-4.4. Solving Time Synchronization ing raw data. The implementation results and simulation results are virtually identical. The in-depth analysis of the We assume that each node in the network synchronizes performance of a real-life implementation of DOSA can be its own clock with the sink in a simulation environment all found in [7] .
