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doubly stochastic matrix. The original result characterizes the equality case for two 
special zero patterns of the doubly stochastic matrix. Here we characterize the 
equality cases for doubly stochastic matrices of general zero pattern. We further 
generalize the results to sums of matrices that are diagonally equivalent to doubly 
stochastic matrices. Our claims follow from inequalities we prove on norms of 
matrices. Finally, we prove the corresponding inequalities (and equalities) for nonneg- 
ative matrices that are not sums of matrices diagonally equivalent to doubly stochastic 
matrices. 
1. INTRODUCTION 
As a special case of a theorem on the scaling of irreducible nonnegative 
matrices, Friedland and Karlin prove the following result [6, Theorem 2.1]: 
Let M be an n ×n doubly stochastic matrix, and let D be an n ×n 
diagonal matrix with positive diagonal elements and determinant equal to 1. 
Then 
p( DM) = p( MD) >1 l, (1.1) 
where p(A)  denotes the spectral radius of a square matrix A. Furthermore, 
the equality case is proven in [6] for two specific zero patterns of M. That is, 
it is proven that if M has no zero entries, then p(DM) = 1 if and only if D 
is equal to the identity matrix I, and if M is the matrix representing the 
simple cycle on n vertices, that is, the matrix given by 
1, i f j  = i  + 1, o r i f i  =nand j  = 1 1 ( 
m~j = O, otherwise 
then p(DM) = 1 for every diagonal matrix D with positive diagonal ele- 
ments and determinant equal to 1. 
Let Y and X be positive diagonal matrices such that det(YX) = 1. Since 
p(YMX) + p(X(YMX) X -1) = p(XYM), 
(1.1) generalizes to 
p(YMX) >~ 1, (1.3) 
[1, Theorem 4]. The conditions for equality in [6, Theorem 2.1] imply that for 
positive matrix M we have p(YMX) = 1 if and only if Y = X -1, and for the 
matrix M defined by (1.2) we have p(YMX) = 1 for all positive diagonal 
matrices Y and X such that det(YX) = 1. 
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In this paper we complete the result of [6] by characterizing the equality 
cases for doubly stochastic matrices of general zero pattern. We further 
generalize the result of [6] to sums of matrices that are diagonally equivalent 
to doubly stochastic matrices. Our results follow from inequalities we prove 
on norms of matrices. Finally, we prove the corresponding inequalities (and 
equalities) for nonnegative matrices that are not sums of matrices diagonally 
equivalent o doubly stochastic matrices. 
We now describe the paper in some more detail. Section 2 contains 
notation and preliminaries. We rex4ew relations between the algebraic and 
the geometric means of sequences of positive numbers. Also, we review some 
definitions and properties of certain norms of matrices. 
In Section 3 we discuss sums of matrices that are positively diagonally 
equivalent o doubly stochastic matrices. We introduce a lower bound for 
submultiplicative norms of such matrices, and we characterize those cases in 
which the lower bound is attained. Our results are used to obtain a lower 
bound for the spectral radius of such sums and to characterize the equali b' 
case for the spectral radius. 
In Section 4 we introduce a lower bound for submultiplicative norms of 
sums of nonnegative matrices in terms of norms of certain generalized oubly 
stochastic matrices. Here too we characterize those cases in which the lower 
bound is attained. We also obtain a lower bound for the spectral radius of 
such sums and characterize the corresponding equalit 5, case. 
2. NOTAT ION AND PREL IMINARIES  
2.1. NOTATION. Let v be a vector. We denote by G(v) the geometric 
mean of the elements of v. 
Let v I , . . . ,  v'" be n-vectors with nonnegative lements. We have 
C(v  ~ + ... +v ' " )  >/c ( ,  1) + ... +c(~' " ) ,  (2 .2)  
where 
C(v  1 + .-. +v" )  = c (v  ~) + ... +C(v ' " )  
{ v ~ + "-" +v"  has a zero component e=~ or  
• . .  V 171 v 1 , , are proportional; 
(2.3) 
see (2.7.1) in [8, p. 21]. 
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2.4. NOTATION. Let v be a vector  ('/) i)n=l , and let r be a positive 
integer. We let Mr(v) = ((1/n)~]n=l Vr) 1/r. Also, we let M~(v) = 
max ie {1 . . . . . .  }(Vi). 
Let v be a vector with nonnegative lements. Recall that v satisfies the 
algebraic-geometric mean inequality, that is, 
M,(v) t> C(v), (2.5) 
where 
Ml(V ) = G(v)  ¢=~ all the elements o fv  are the same. (2.6) 
Also, for positive integers r and s (including s = ~) we have 
s > r ~ Ms(v ) 7> M, (v ) ;  (2.7) 
see (2.9.1) in [8, p. 26]. 
2.8. DEFINITION. (i) A norm II • II on C"" is called an operator norm if 
there exists a norm [[" II on C" such for every matrix A in C n" we have 
II All = max~ ~ c",~ ~ 0(11Axll/ll xlD. The matrix norm is the norm induced by 
the corresponding norm on C". 
(ii) The operator Iv noon II • [[p on C "* is the operator norm induced by 
the lp norm on C n. 
(iii) A norm on C "n is called submultiplicative if IIABll < IIAI[" IIBII for 
every pair A, B of matrices in C"". 
The following lemma consists of well-known statements. 
2.9. LEMMA. ( i)  Every operator norm on C "~ is submultiplicative. 
(ii) For every submultiplicative norm ]1" I[ on C n" there exists an opera- 
tor norm [1" II ° on C"" such that for  every matrix C in C n" we have 
IIcII > IIcII °. 
(iii) For every submultiplicative norm II" II on C n" and every matrix C in 
C"" we have IlcII > /p(C) .  
Proof. (i) See, e.g., Theorem 5.6.2 in [9, p. 293]. 
(ii) See, e.g., Theorem 5.6.26 in [9, p. 305]. 
(iii) Since for every operator norm I1" II ° on C"" and every matrix C in 
C nn we have IICl[ ° >/p(C) ,  the claim now follows from (ii). • 
MINIMIZATION OF NORMS 435 
2.10. DEFINITION. (i) A norm I[" II on C"  is said to be  permutation 
invariant i f  for every vector  x in C"  and every permutat ion  matrix P in C n" 
we have I lex l l  = Ikll. 
(ii) A norm [1" [I on C""  is said to be  permutation i variant i f  for every 
matrix B in C ~n and every permutat ion  matrix P in C""  we have IIBPII = 
IIPBII = IIBII. 
Note that every operator  norm II" II on C""  that is induced by a permuta-  
t ion invariant norm II" II on C n is permutat ion  invariant, since 
II APxll II APxll 
II API I  = max max II All 
~Cn,  x*0  IIxll ~c" .~.o  I l rx l l  
and 
liRA_vii I I~ l l  
II PAIl = max - -  - max = II Al l .  
x~Cn.x¢0  Ilxll x~¢"~.0  Ilxll 
2.11. DEFINITION. A norm I1" II on (2 "~ is said to be unital if I[111 = 1. 
2.12. OBSERVATION. (i) It follows from Def in i t ion 2.8 that operator  
norms are unital. 
(ii) Sinee I = 1 "2, it follows from Def in i t ion 2.8 that for a submult ip l ica-  
t ive  norm II" II we  a lways  have  I I I I I /> t. 
(iii) For  a permutat ion  invariant norm []" I] on C .... and a doubly stochas- 
tic matrix A we have IIAI] < IIII1. To see this observe that by BirkhofFs 
theorem [2; 10; 11, Theorem 1.7], the matrix A can be writ ten as A = 
~"~k= l ~k Pk, where  a l ,  . .  ., a m are posit ive numbers  satisfying ~"'1,~ ~k = l 
and where PI . . . . .  Pm are permutat ion  matrices. Since 
and since for a permutat ion  invariant norm we have IIPkll = IIIII, the claim 
follows. 
(iv) Sinee 1 is an eigenvalue of  every, doubly  stochastic matrix, it follows 
by Lemma 2.9.ii that for a submult ip l icat ive norm II " 11 and a doubly stochastic 
matrix A we have ]] All > 1. 
(v) For  a permutat ion  invariant submult ip l icat ive unital norm I1" II and a 
doubly  stochastic matrix A we have II All = 1. In part icular,  this claim applies 
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to permutation invariant operator norms. This assertion follows since by 
statement (iii) above we have I1 All ~< 1 while by statement (iv) we have 
IIAFI >~ 1. 
3. D IAGONAL EQUIVALENCE OF DOUBLY STOCHASTIC 
MATRICES 
3.1. DEFINITION. A nonnegative matrix is said to be generalized 
doubly stochastic if it is a scalar multiple of a doubly stochastic matrix. Note 
that a square zero matrix is generalized oubly stochastic. 
The following theorem is a basic result from which we derive the 
principal inequalities of this section, viz. Theorems 3.11, 3.13, and 3.15. 
3.2. THEOREM. Let I1" II be any operator lp norm on C nn. Let t be a 
positive integer, let M~ . . . . .  M t be doubly stochastic n × n matrices, and let 
Y~ and X~ be positive diagonal matrices, where /3~ = n~/det(Y,X,), i = 
1 . . . . .  t. Then 
I ~ Xi t L M  ` E (3.3) 
i=1  i=1 
Furthermore, the following are equivalent: 
(i) We have IIEI_I Y,M, Xill = E~=I 13,. 
(ii) For every i, i ~ {1 . . . . .  t}, we have Yi M~ X~ =/3~ M v 
(iii) We have El= 1 Yi Mi  Xi  = ~'~ = 1 /3i Mi" 
Proof. Let e be the column n-vector all of whose entries are equal to 1. 
In view of (2.7), (2.5), and (2.2), we have 
Y~MiXie = nl/PMp YiMiX~e >1 nl/pM1 YiMiXi e
i=1  i i 
>~ nl/PG Y~M,X,e >~ n 1/p E G(Y~M,X~e). (3.4) 
i=1  i=1 
Let i ~ {1 . . . . .  t}. By BirkhofFs theorem, the doubly stochastic matrix M i 
can be written as Mi ___ ~]mk=l ak Pk, where al ,  .. . , a m are positive numbers 
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satisfying E~'= 1% = 1, and 
Observe that for every 
((Xi)a(j)rr(j)(Yi)jj);'= 1, where 
Therefore, since /3 i = ~det (  
where Pl  . . . . .  Pm are permutation matrices. 
k, 1 ~< k ~< m, we have YiPk Xie  = 
or is the permutation corresponding to Pk. 
Y, X~), it follows that 
G( ~k)'iP~ x ,e )  = ~k/3~. (3.5) 
By, (2.2) it now follows from (3.5) that 
G(YiMiXie ) = G YiakPkXie 
1 
>~ ~ G(Yi%PkXie) >~ ~-, %f l i  = [3i 
k=l  k=l  
(3.6) 
and hence it follows from (3.4) that 
YiMiXi e >/ nl/P E ~i" 
i= l  
We now have 
~t t II ,= x Y, M, X~ell n 1/~' E' i= 1 [3i 
Y~MiX, >~ > ~ fl~, (3.7) 
i = l ]lel] I11 / t )  i = 1 
proving our inequality claim. 
We now prove the equality case. 
(i) ~ (ii). If (i) holds then, in view of (3.7),  we have ][Y7 i 1YIMiX~ eli = 
nl/'Y-,'~= l 13i, and by (3.4) and (3.6) we must have that 
( ) M, ~ YiMiXie = G ,~=1 ¥iMiXie ' (3.8) 
i=1  
G yiMiX, e = Y' G(Y~MiX~e), (3.9) 
i=1  i=1 
and for every i ~ { 1 . . . . .  t} 
G(k=l ~ ak¥iPkXie) = k=l £ G( °lkY~PkX~e)' (3.1o) 
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where M i = E m k= l°~k Pk as above. By (2.6), it follows from (3.8) that all 
elements of ~=1 YiM~Xe e are the same. By (2.3), it follows from (3.9) that 
YeMiXie i = 1 . . . . .  t, are proportional. It also follows by (2.3) from (3.10) 
that YiPkXe, k = 1 . . . . .  m, are proportional. Thus, for every k, all the 
elements of YiPkXee = ((Xi)cr(j)a(j)(Ye)jj);=l are the same. Since /3e = 
~/det(Y~X,),  it now follows that (X i )c r ( j )~r ( j ) (Y i ) j j  = /3e, j = 1 . . . . .  n, imply- 
ing that Ye Pk Xe = /3e Pk, and hence Y~ M e X~ = /3~ M e. 
(ii) ~ (iii) is trivial. 
(iii) ~ (i). The matrix E~_ 1 /3~Mi is a generalized doubly stochastic 
matrix, with row sums and column sums all equal to F.~= 1 13i. Therefore, it is 
equal to the scalar El 1/3~ times a doubly stochastic matrix. It now follows 
from (i i i)that IIEl=l Y,M~X~[[ = IIEI=~ /3,M~II = E~=I /3~. • 
Let A be an n x n matrix. As is well known, A can be brought, using an 
identical permutation on its rows and on its columns, into an upper (or lower) 
block triangular form, with irreducible square diagonal blocks. Such form is 
said to be the Frobenius normal fo rm of A. A diagonal block in the 
Frobenius normal form of A is said to be a component of A. The matrix A 
is said to be completely reducible if its Frobenius normal form is block 
diagonal. Using Theorem 3.2 we can now prove 
3.11. THEOREM. Let M 1 . . . . .  M t be doubly stochastic n × n matrices, 
and let Y~ and X~ be positive diagonal matrices, where /3e = '~/det(Y~Xe), 
i = 1 . . . .  , t. Then 
v LMeX, >/ E /3,. (3.12) 
i i=1 
Furthermore, the following are equivalent: 
(i) We have p(E{_ 1 Y~M~X~)= F,I=I /3~. 
(ii) There exists a positive diagonal matrix D such that for  every 
i, i ~ {1 . . . . .  t}, we have YiMeX~ = /3~DMi D-1.  
(iii) There exists a positive diagonal matrix D such that F/e= 1 Ye M~ X e = 
D(Et~=I /3eM~)D -1. 
Proof. Note that doubly stochastic matrices are completely reducible 
and that a sum of nonnegative completely reducible matrices is a completely 
reducible matrix. Therefore, the matrix /3 = EI=~ YiM~X~ is completely 
reducible. Let D be a direct sum of positive diagonal matrices D 1 . . . . .  Dq, 
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whose main diagonals are the Perron vectors corresponding to the compo- 
nents B 1 . . . . .  Bq of B. Without loss of generality we may assume that 
B = diag(B 1 . . . . .  Bq). Then [ID-~BDII~ = maxl<i< q [I(D')-IB'DiI]~. Let 
j , 1 ~<j ~< q, be such that liD ~BDII~ = [I(DJ)-~BJDJlI~. As in [131, we have 
II(DJ)-IBJDJ[[~ = p(BJ), and since p(BJ)  <~ p(B)  <<, [ID-JBDII~, it now fol- 
lows that p(B)= I[D-1BD]I~. By Theorem 3.2 we now obtain p(B)>~ 
We next prove the equality case. 
(i) ~ (ii). Let D be the matrix defined above. Since liD a BDI[~ = 
p(B)  = ~I 1 13~, then, by Theorem 3.2, we have that D 1YiMiX, D = fl~Mi. 
(ii) ¢* (iii) by the corresponding equivalence in Theorem 3.2. 
(iii) ~ (i). If (iii) holds, then clearly p(Y'.t i 1 Y iM iX i  ) ~- P(Y"ti= 1 f l iM i  ). 
Since El i /3i M~ is a generalized oubly stochastic matrix with row sums 
E'~_~ fi~,we have that p(E~_~ fl~M,) = Et~_~ fi~, provingour claim, m 
Theorem 3.11 generalizes [6, Theorem 2.1] by discussing sums of matri- 
ces diagonally equivalent to doubly stochastic matrices rather than a single 
such matrix. Also, the equality cases are characterized for general zero 
patterns rather than the two specific types mentioned in [6]. We further 
comment that (3.12) generalizes the result in (7) of Theorem 4 of [1] in the 
case that the matrix A in Theorem 4 of [1] is assumed to be doubly 
stochastic. Note that (3.12) applies to the sum of diagonal equivalencies of
several doubly stochastic matrices, while the result in [1] permits only the 
sum of diagonal equivalences of a single doubly stochastic matrix. 
The following result is related to Theorem 3.11 and follows from it. 
3.13. THEOREM. Let M l . . . . .  M t be doubly stoch(Lstic n × n matrices, 
and let Yi and X~ be positive diagonal matrices, where /3~ = ~/det(Y~Xi), 
i = 1 . . . . .  t. Then 
t t 
E p(~U~X~)  > E 13i. (3.14) 
i=1  i - I  
Furthermore, the following are equivalent: 
(i) We have ~,t~= 1 p(YiMiXi)  = E'i=l fl~. 
(ii) For every i, i ~ {1 . . . . .  t}, we have p(Y,M,X, )  = ~i- 
(iii) For every i, i ~ {1 . . . . .  t}, there exists a positive diagonal matrix D~ 
such that we have Yi Mi Xi = ~8i Di Mi D71 
Proof. In view of (1.3) we have P( Yi Mi Xi) >~ ~i, i = 1 . . . . .  t, implying 
(3.14). Also, the equivalence of (i) and (ii) follows. The equivalence of (ii) and 
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(rio follows from the equivalence of (i) and (ii) in Theorem 3.11, when 
applied to a single matrix. [] 
It should be mentioned that the inequalities (3.12) and (3.14) are inde- 
pendent; that is, there is no simple inequality relating p(Eti= 1YiMiX i) to 
S'ti= 1 P(Yi Mi X~). For example, let 
M1 = 0 1 and M 2 = 
1 o 1/2 1/2 " 
Note that 
p( M, + Mz) = 2 = p( M,)  + p( M~) 
is the minimum of p(}'~2=l YiMiXi) and of E~=I P(YIMiXi), where 
det(Y1X ~) --- det(Y z X z) = 1, as is asserted by Theorems 3.11 and 3.13. Now, 
for the matrices 
0 0 1 0 )_ (1~ 2 ~) B1- - (~ 1 /2) (1  ~) (0  1 
and 
0 2 1/2 1/2 0 1/2 2 ' 
we have 
p(B,  + B~) -~ 2.9006 < 3.125 ~ p(B1) + p(B2) , 
while if we replace B e by 
tl 0) (0 lj ) 
B3 = 0 1 1 0 0 1/2 = 2 0 ' 
we obtain 
p( B 1 + Ba) = 2.5 > 2 = p( B1) + p( B3). 
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This example also demonstrates that, in general, equality in (3.14) does not 
imply equality in (3.12). Note that in the converse direction it follows by 
Theorems 3.11 and 3.13 that equality in (3.12) does imply equality in (3.14). 
Using Theorem 3.11, we can now prove Theorem 3.2 for a wider class of 
norms.  
3.15. THEOREM. Let 11" [I be a submultiplicative norm on C"". Let 
M 1 . . . . .  M t be doubly stochastic n × n matrices, and let Yi and X~ be 
positive diagonal matrices, where /3~ = "v/det( Y~ X~) , i = 1 . . . . .  t. Then 
i =~ Xi t Y,M~ >~ E /3,. (3.16) 
i=1  
Proof. By Lemma 2.9.iii we have that liE',_, Y, M~ X i[I ~ P(~-,t i  = I Yi M, X~). 
By Theorem .3.11 we have that P(EI 1 YiM~X~) >~ Et= l /3~, and our assertion 
follows. • 
To consider the equality case in Theorem 3.15 we need in addition 
permutation i varianee and unitality requirement on the norm. 
3.17. NOTATION. Let B be an n × n matrix and let a and /3 be 
nonempty subsets of {1 . . . . .  n}. We denote by B[a I /3] the submatrLx of A 
whose rows are indexed by a and whose columns are indexed by 13 in their 
natural order. We denote by /3[a ]  the principal submatrix B[a [ or]. 
The following is an immediate consequence of Perron-Frobenius. 
3.18. LEMMA. Let A be a doubly stochastic rruztrix and let D be a 
positive diagonal matrix. Then D lAD is row stochastic or column stochastic 
if and only if  D lAD = A. 
Proof. The "iF' direction is trivial. Conversely, without loss of generali W 
we can assume that D- lAD is row stochastic (otherwise consider its trans- 
pose DATD-1).  Then D- lADe = e and hence ADe = De. As doubly 
stochastic matrices are completely reducible, let at , . . . ,  a k be the subsets of 
{1 . . . . .  n} that index the components of the completely reducible matrix A. 
Then 
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A[ oli]D[ ol,]e[ o~i] = D[ o~,]e[ ai]. (3.19) 
Observe that e[ ai ] is a positive eigenvector, corresponding to the Perron root 
1 of the row stochastic matrix A[a~]. By the Perron-Frobenius theory, the 
irreducible matrix A[a i] has a unique (up to scalar multiple) positive 
eigenvector, and so it follows from (3.19) that the submatrix D[ai] is a scalar 
matrix, i=  1 . . . . .  k. Since D-lAD = ~{a ..... k} D[a~]-lA[a~]D[ai], we 
have that D- lAD = A. • 
3.20. THEOREM. Let II • II be a submultiplicative p rmutation i variant 
unital norm on C n". Let M 1 . . . . .  M t be doubly stochastic n × n matrices, 
and let Y~ and X~ be positive diagonal matrices with /3i = ?det(YiX~), 
i = 1 . . . . .  t. The following are equivalent: 
(i) We have IIE~=I YiM~X,I[ = EI=I /3/. 
(ii) For every i, i ~ {1,. . . ,  t}, we have that Yi Mi Xt = ~i Mi. 
(iii) We have E~= 1 L M~ X~ = E~= 1 ~i Mi" 
Proof. (i) ~ (iii). By Lemma 2.9.iii and Theorem 3.11 we have that 
[]Eti=l YiM, X,]] >~ p(E~=~ Y~M,X,) >i Eti=~ ~. In view of (i) we now have 
p(E~=I YiMiXi) = E~=l /3i and it follows from Theorem 3.11 that there 
exists a positive diagonal matrix D such that E~= 1 YiMiXi = 
D(E~=I fliMi)D -t. Denote by B the matrix Eti=l ~iMi, and assume that 
DBD -1 -~ B. Since B is a generalized oubly stochastic matrix, by Lemma 
3.18, the matrix DBD -1 is neither ow stochastic nor column stochastic. By 
Theorem 1 in [5], there exists a permutation matrix P such that E~= 1 /3i is 
not an eigenvalue of PDBD -1. We have PDBD -1 = pDpTpBD -~, and so 
since PDP T is a diagonal matrix and since det(PDpTD-1), it follows from 
Theorem 3,11 that 
t 
p(PDBD ' )  >/ ~ J3 i. (3.21) 
i= l  
Therefore, as p(PDBD -1) is an eigenvalue of the nonnegative matrix 
PDBD -1, it follows from (3.21) that p(PDBD -1) > ~= 1 ~i" AS our norln is 
permutation i variant, we now have that 
t 
= p(PDBD -1) > ~ J3,, 
i=1  
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in contradiction to (i). Therefore, our assumption that DBD 1 _~: B is false 
and our claim follows. 
(ii) ,=~ (iii) by Theorem 3.2. 
(iii) ~ (i). Since Y'/i = 1 ,8i Mi is a generalized oubly stoehastie matrix with 
row sums El 1 /3i, the implication follows by Observation 2.12.v. • 
4. D IAGONAL EQUIVALENCE OF NONNEGATIVE  MATRICES 
While in the previous section we discussed lower bounds for norms and 
spectral radius of matrices that are sums of matrices diagonally equivalent to 
doubly stochastic matrices, in this section we discuss those bounds for 
matrices that lie in certain classes of sums of diagonal equivalence of 
nonnegative matrices. 
4.1. DEFINITION. Let A~ . . . .  , A t be n × n matrices. We define the 
restricted diagonal equivalence class R( A l . . . . .  A t ) by 
l t 
~-, Yi Ai X~ : Y~, X~ are positive diagonal matrices 
i=1 
satisfying det(Y, X,) = 1, i ~ { 1 . . . . .  t} }. 
4.2. DEFINITION. Let A be an n x n matrix. 
(i) A (generalized) diagonal in A is a set of n positions in A, such that 
every two positions are neither in the same row nor in the same column. A 
diagonal in A is said to be strictly nonzero if all elements of A that lie on 
that diagonal are nonzero. 
(ii) A cycle in A is a set of n positions (i l ,  i2),(i~2, i 3) . . . . .  ( i t , i t+ l ) ,  
where i t . . . . .  i t are distinct and i~+ 1 = i 1. A cycle in A is said to be strictly 
nonzero if all elements of A that lie on that cycle are nonzero. 
4.3. NOTATION. Let A be an n × n matrix. We denote by A # the 
matrix obtained from A by setting equal to 0 all elements that do not lie on a 
strictly nonzero diagonal. 
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4.4. EXAMPLE. Let 
( 11) A= 0 1 • 
0 1 
A has two nonzero diagonals; one consists of the elements in the positions 
(1, 2), (2, 1), and (3, 3) and another one consists of the elements in the 
positions (1, 2), (2, 3), and (3, 1). Hence 
0 1 0)  
A #= 1 0 1 • 
1 0 1 
4.5. REMARK. Let A be a nonnegative n × n matrix. It is an immedi- 
ate consequence of well-known results that R(A #) contains a unique general- 
ized doubly stochastic matrix, e.g., [12]. 
4.6. THEOREM. Let I1" II be a submultiplicative p rmutation invariant 
unital norm on C nn, and let A 1 . . . . .  A t be nonnegative n × n matrices. Then 
t 
inf{]]C][: C ~ R( A 1 . . . . .  At)} = E [3i, 
i=1  
where fli is the row (and column) sum of the (unique) generalized oubly 
stochastic matrix M i in R( A~i ), i ~ {1 . . . . .  t}. 
Proof. Let Yi and X i be positive diagonal matrices satisfying 
det(Y~ X i) = 1, i ~ {1 . . . . .  t}. By Lemma 2.9.iii we have that 
~t 1 ~t  II 5= Y,a, Xil] >1 p( i= l  Y iA iX i )  • 
By the Perron-Frobenius spectral theory for nonnegative matrices we have 
that p(Eti= 1 YiAiX~) >1 P(Et~=I Y~A~Xi) and, since R(A~) contains the gen- 
eralized doubly stochastic matrix Mi, it follows from Theorem 3.11 that 
P( i=1 >/ i=1 /3i" Hence, 
YiAiXi >~ P YiAiXi >1 P YiA~X~ >1 Y'. ~i, 
i=1  i=1 i=1 i=1 
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proving that 
t 
inf{[ICIl: C ~ R( A 1 . . . . .  At)} >t E ~" (4.7) 
i=1  
We now consider the case of equality in (4.7). Let i~  {1 . . . . .  t}. We 
distinguish between two cases: 
(i) A~ # = 0: In this ease A i has no strictly nonzero diagonal. By the 
Frobenius-K6nig theorem [7; 11, Theorem 1.7.1, p. 97], there exist subsets 
and 3' of{1 . . . . .  n} satisfying [a] + 13'1 = m >~ n + 1, such that Ai[a I 3'] = 
0. Obviously, we have m ~< 2n. I f  m = 2n then A~ = 0 and there is nothing 
to prove. So, we may assume that m < 2n. Let e he a positive number, and 
let Y,~ and Xi ~ be the positive diagonal matrices with diagonal elements 
{1_ {! 
( yi~)tj = e '  j U:: Ot , (X i  '~)j) = 6_' J ~:- 3" 
e ''/~2"-''), j ~ti a ,,/C2 ..... ) j ~ 3' 
Observe that det(Yi*Xi ~) = 1. Also, for the matrix C = Y~Ai Xi e \ ve  have that 
C[a  I Y] = 0, C [a  I yc]  = e~z,,,-2,)/(z,,-,,~)A~[~ i yc],  c [aC  I y] = 
e(2,,, 2,,)/c) ..... )A i [oeC ly ] ,  and c [aC  i yc ]  = (~2,,/(2 . . . . . .  )Ai[o~c I Te l .  
Therefore, we have lim~+0(Y~AiX~ ~)= 0. Since in this case M~ = 0, we 
have 
lira ( Y,% x, = (4 ,s )  
E--+O 
(ii) A # 4: 0: In this case A i has a strictly nonzero diagonal. Let P be the 
permutation matrix such that PA~ has a positive main diagonal, and let Q be 
the permutation matrix such that E = QPAiQ r is in Frobenius normal forin. 
Since every strictly nonzero diagonal of A i permutes to a strictly nonzero 
diagonal of E, it follows that E #= QPA#~Q r. Since E is a completely 
reducible matrix with positive diagonal elements, it follows that every nonzero 
element in a component Ejj of E lies on a strictly nonzero diagonal in E. 
Also, obviously every nonzero element in an off-diagonal block of E does not 
lie on a strictly nonzero diagonal in E. Therefore, we have that E # = (gj EiJ" 
Let Y/ and X i be positive diagonal matrices with diagonal blocks (Y)jj and 
(Xi)  #, respectively, such that det(Y iX i) = 1 and )]E#Xi is the (ui~ique) 
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generalized oubly stochastic matrix in R(E#). Let ~ be a positive number, 
and let Yi" and Xi ~ be the positive diagonal matrices defined by 
1 
Y,'= (9 --(Y,)jj, x,'= (9 bj. 
J E j -  1 J 
Then det(Yi'Xi') = 1. Also, observe that while the diagonal blocks of Y~'EX i" 
are (Yi)jjEjj(Xi)jj, the off-diagonal blocks approach 0 as , ~ 0. Therefore, 
Yi'EXi ~ approaches the generalized doubly stochastic matrix Yi E#Xi as e ~ 0. 
Note that 
YiE#Xi = YiQPA~QTXi = QP(pTQTyiQP)A~i (QrXiQ)Qr. (4.9) 
Let 17 and ,~ be the diagonal matrices prQry~Qp and QrX~Q respectively. 
Since YiE#Xi is generalized oubly stochastic, it follows from (4.9) that 
17 i A~.~i is generalized oubly stochastic and, as det(l~_~,) = det(Y~ X~) = 1, 
the product ~ A/*)(i is equal to the unique generalized oubly stochastic 
matrix M~ in R(A~). Therefore, it follows from (4.9) that 
lim (Y~'EX~') = QPM~. (4.10) 
~i--+ O 
Note that 
Y~'EX~" = Yi'QPA, QrX~ " = QP( pTQr y~'QP) A~( QTX,'Q)QT. (4.11) 
Let 1~" and X~" be the diagonal matrices prQry ,Qp and QTX~'Q respec- 
tively. Observe that det(Y~*X~ ~)= 1. By (4.10) and (4.11) we have 
w E ~ 
lira (Y~AiX , ) : M i. 
~--+ 0 
(4.12) 
It follows from (4,8) and (4.12) that the generalized oubly stochastic matrix 
M = •ti= 1M i is on the boundary of R(A 1 . . . . .  A t ) .  Since the row (and 
column) sums of M are all equal to El= 1 fli, if follows by Observation 2.12.v 
that II M II = E~= t /3~. In view of (4.7), our claim follows. • 
4.13. THEOREM. Let A~,..., A t be nonnegative n × n matrices. Then 
t 
i n f{p(C) :C  E R(A ,  . . . . .  At)} = E ~i, 
i=1  
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where ~i is the row (and column) sum of the (unique) generalized oubly 
stochastic matrix M i in R( At#), i ~ {1 . . . . .  t}. 
Proof. By the Perron-Frobenius theorem we have that 
inf{ p (C) :  C ~ R(A  1 . . . . .  At) } >1 inf{ p (C) :  C ~ R(AI # . . . . .  At#)}, 
and, by Theorem 3.11, we have that inf{p(C):C ~R(A~ . . . . .  At#)} >~ 
Eta= 1 /3i. Since the generalized oubly stochastic matrix El I Mi belongs to 
R(A~ . . . . .  A~t) and, as is proven in the proof of Theorem 4.6, is on the 
boundary of R( A 1 . . . . .  A t )  , the proof is now done. • 
As a corollary of Theorem 4.13 we obtain 
4.14. COROLLARY. Let A1, . . . ,  A t be nonnegative n × n nuztrices and 
let P1 . . . . .  Pt and Q1 . . . . .  Qt  be n X n permutation matrices. Then 
inf{ p (C) :  C.'.R( A 1 . . . . .  At)} 
= inf{p(C):  C ~ R(P1AIQ 1 . . . . .  P tAtQt )} .  
Proof. Let i ~ {1 . . . . .  t} and let M i and H i be the (unique) general- 
ized doubly stochastic matrices in R(At#) and R((PiAiQi) #) respectively. 
Since for all diagonal matrices Y and X we have that P(YAiX) Q = 
Y(PiA~Q~)X, where Y and .~ are the diagonal matrices p~ypT and QTXQ~, 
respectively, it follows that /~ is equal to the generalized oubly stochastic 
matrix PM~ Q. Our claim now follows by Theorem 4.13. • 
4.15. REMARK. Note that since the spectral radius is invariant under 
diagonal similarity, where the spectral radius is concerned not much is gained 
by considering a diagonal equivalence YAX rather than a diagonal scaling 
AX. However, the diagonal equivalence approach is essential for the norm 
results. We demonstrate his observation by the matrices 
0 1 O) 
A = 1 0 1 and X = 
0 1 0 
1/E 0 0 / 
0 E 2 0 J • 
0 0 1/~ 
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We have that p(AX) = 2v~, and so we can make p(AX) as small as we 
wish. However, we cannot make I] AX [I small, since some element of AX is 
greater than or equal to 1. One does need a diagonal equivalence to reduce 
the norm of A, as is done in the proof of Theorem 4.6. 
We now characterize the case in which the infimum in Theorem 4.6 is 
attained. We begin by stating the following lemma, which constitutes a
theorem of Brualdi [3] (cf. also Theorem 3.2.5 in [4, p. 56]), and for which we 
provide here a simple different proof for the sake of completeness. 
4.16. LEMMA. Let A be an n × n matrix. There exist permutation 
matrices P and Q such that PAQ is irreducible i f  and only if  A has at least one 
nonzero element in each row and in each column. 
Proof. The "only it ~' is immediate. Conversely, let t be the maximal 
number of nonzero elements of A, such that no two positions belong to the 
same row or same column. There exist permutation matrices P and Q such 
that PAQ has nonzero elements in positions (1, 2), (2, 3) . . . . .  (t - 1, t), (t, 1). 
Let a = {1,. . . ,  t}. Because of the maximality of t it follows that A[a c] = 0 
and hence every column of A[t~l oz c] and every row of A[a  c I a] has a 
nonzero element. It follows that for every k, t < k <~ n, there exist i, j 
{1 . . . . .  n} such that (i, k) and (k , j )  are arcs in the digraph of PAQ. Since the 
digraph of PAQ[ a] contains a full cycle, it follows that the digraph of PAQ is 
strongly connected and hence PAQ is irreducible. • 
4.17. REMARK. In the statement of Lemma 4.16 we asserted the 
existence of permutation matrices P and Q such that PAQ is irreducible, 
while in [3] it is stated that there exists a permutation matrix such that AQ is 
irreducible. These statements are equivalent as PAQ is irreducible if and only 
if PT(PAQ)P  = AQP is irreducible. 
4.18. THEOREM. Let II" II be a submultiplicative permutation invariant 
unital norm on C "n, let A1, . . . ,  A t be nonnegative n x n matrices, and let fli 
be the row (and column) sum of  the (unique) generalized oubly stochastic 
nuztrix M i in R(A#i), i ~ {1 . . . . .  t}. Then the following are equivalent. 
(i) There exists a matrix C in R( A1, . . . , At)} fo r  which IIC[I = E l=x/3~.  
(ii) We have A i = Aai for  all i ~ {1 . . . . .  t}. 
Proof. (i) ~ (ii). Let C = Y:[=, YiA, X, be a matrix satisfying ]]C]] = 
Y'-t~=l fli, where Yi and X i are positive diagonal matrices such that 
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det(Y~ X~) = 1, i = 1 . . . .  , t. Assume that for some j ~ {1 . . . . .  t} we have that 
Aj 4= A~. We distinguish between two eases: 
(i) A~ = 0 for all i ~ {1 . . . . .  t}: Since A 2 v~ 0, we choose P and p to 
be permutation matrices such that PAjQ has a positive diagonal element. It 
follows that 
t 
p(PCQ) > 0 = ~., /3~. (4.19) 
i= l  
(ii) A/# ~ 0 for some i ~ {1 . . . . .  t}: Here, the matrix A i has a strictly 
nonzero diagonal and so, by Lemma 4.16, there exist permutation matrices P 
and Q such that PAi Q is irreducible. It follows that PCQ is an irreducible 
matrix. S ince  Aj :# A~. it follows from the Perron-Frobenius theorem that 
P(PCQ) > P( ~ PYiA#iXiQ) (4.'20) 
Note that Af = YiMiXi for some positive diagonal matrices ~ and X, 
satisfying that det(¥~ X,) = 1. Thus we have PY, AfX~ Q = ~(  PM~ Q)X~, where 
f~ and .~ are the positive diagonal matrices PY~Y~ P~" and QL~ X~Q, respec- 
tively, satisfying that det (~Xi )= 1. Since PM~Q is a generalized oubly 
stochastic matrix that has the same line sums as  Mi, it now follows by 
Theorem 3.11 that 
P PYiA#iXiQ = P Yi(PMiQ)Xi >~ E ~i, 
i i=1  i=1 
and so, by (4.20), we obtain that 
l 
p(VCp) > E 
i= l  
Since II • II is a permutationally invariant norm, it now follows by Lemma 2.9.iii 
that 
I Ic I I  = I IPcQI I  >1 p(Pep), 
and so, in view of(4.19) and (4.21), we have a contradiction to ]]C ]l = y,t= i /3i. 
(ii) ~ (i). For every i ~ {1 . . . . .  t}, let Y, and X~ be positive diagonal 
matrices such that det(Y~Xi)= 1 and YiAiXi = M i. By Theorem 3.2, the 
matrix C = E~ , Y~A~X~ = E'~=l M~ satisfies I Icl l  = E', ~ 13,. ,, 
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In order to characterize the case in which the infimum in Theorem 4.13 is 
attained, we introduce some further notation. 
4.22. NOTATION. Let A be an n x n matrix. We denote by A S the 
matrix obtained from A by setting equal to 0 all elements that do not lie on a 
strictly nonzero cycle. 
4.23. EXAMPLE. Let A be the matrix of Example 4.4. The strictly 
nonzero cycles in A are (1, 2), (1, 3), (1, 2, 3), and (3). Since ever~ nonzero 
element of A lies on at least one of these cycles, it follows that A * = A. 
4.24. COMMENT. (i) Let A be an n × n matrix and let P be a 
permutation matrix such that C = PAP r is in Forbenius normal form. It is 
easy to verify that C $ = pASp T is the matrix obtained from C by setting 
equal to 0 all the off-diagonal blocks. It thus follows that for all diagonal 
matrices Y and X, the matrices YAX and yAsX share the same spectrum. 
(ii) Let A be an n x n matrix. It follows from Notation 4.3 and 4.22 that 
A s >/A #. 
(iii) It is easy to verify that the matrices A S and A # are completely 
reducible. 
4.25. PROPOSITION. Let A and B be completely reducible nonnegative 
n × n matrices atisfying B > A, and assume that all components of A share 
the same spectral radius. Then p( B ) = p( A ) if and only if B = A. 
Proof. Obviously, all we have to prove is that if all components of A 
share the same spectral radius and if p(B) = p(A), then B = A. Partition A 
conformably with the Frobenius normal form of B. Observe that every 
component (B)ii of B corresponds to a direct sum (A)ii of components of 
A. Since all components of A share the same spectral radius and since 
p( B ) -= p( A ), it follows that 
p(( B)ii) <_ p( B) = p( a) = p(( A)i,). (4.26) 
Since (B),i >1 (A)ii and since (B)ii is irreducible, we deduce from the 
Perron-Frobenius spectral theory for nonnegative matrices that 
p((B) i i )  >i p ( (A) , ) ,  where equality holds if and onlyif(B)~i = ( A ) , .  
(4.2r) 
It now follows from (4.26) and (4.27) that (B)ii = (A)ii, and hence B = A. 
MINIMIZATION OF NORMS 451 
4.28. THEOREM. Let Ai, . . . ,  A t be nonnegative n x n matrices and let 
~i be the row (and column) sum of the (unique) generalized doubly 
stochastic matrix M i in R(A#i), i •  {1 . . . . .  t}. Then the following are 
equivalent. 
(i) There exists a matrix C in R(A~ . . . . .  At)} forwhich p(C) = ~t fl~. 
(ii) We have (E t, ~ A,) $ = Et,=t A~ and A~ = A#~ for all i • {1 . . . . .  t}. 
Proof. (i) ~ (ii). Let C = E t = i=1 Y/AiXi be a matrix satisfying p(C) 
Eti=l /3 i, where Yi and X i are positive diagonal matrices such that 
det(YiX~) = 1, i = 1 . . . . .  t. Since 
t t 
C >C $ >7 E YiA~Xi >~ E YiA#iX,, (4.29) 
i=1  i=1 
it follows by the Perron-Frobenius theorem that 
Note that A~ = ~Mi ,~ , for some positive diagonal matrices ~ and X', 
satisfying det(Yi Xi) = 1. Thus, we have that Y~ A~X~ = 17~ M, X~, where 17 and 
J(i are the positive diagonal matrices Yi~ and Xi X, respectively, satisfying 
det(YiX i) = 1. It now follows by Theorem 3.11 that 
) p Y~A~#X~ >t • ]3~. (4.31) 
i=1  i=1 
Since p(C) = ]~t i= ~ /3i, it now implies by (4.30) and (4.31) that 
P(C$) = P ~liAiXi P Yi 
\ i=1  i 
(4.3s) 
and 
(' ) ' o E Y,A X, = E /S,. (4.33) 
i=1  i=1 
By Theorem 3.11, the equality (4.33) yields that for every i • {1 . . . . .  t}, 
Y~ A/#X, is diagonally similar to the generalized oubly stochastic matrix M~. 
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Hence all components of  Yi A~Xi share the same spectral radius /3 i. In view 
$ t ¥ $ St A~Xi of (4.29) and since the matrices C , E~= 1 i Ai Xi, and ~= 1 Yi are 
completely reducible, it follows from (4.32) by Proposition 4.25 that C $ = 
St $ t ,= 1 Y~ A, X, = ~= ~ Y~ A~X,, which clearly implies (ii). 
(ii) ~ (i). For every i ~ {1 . . . . .  t} let Yi and X i be positive diagonal 
matrices uch that det(Yi X i) = 1 and Yi A~iX~ = My We now see that 
S t S t By Theorem (3.11), it now follows that p( i:1 YiAiXi) = i=1 ~i" • 
In view of Theorems 4.18 and 4.28 it would be interesting to check the 
relations between the equality cases A s = A # and A # = A. By Comment 
4.24.ii, the equality A # = A implies that A s = A #. However, the converse is, 
in general, false, as is demonstrated by the following example. 
4.34. EXAMPLE. Let 
A=(0 01) 
 io eA asoo  n    ooo e oc doi  oHow t a A*=A'=(O0 O) 
and so, while A s = A #, we have that A # :~ A. 
The authors are grateful to Professor Hans Weinberger for his comments, 
which have helped to improve the paper. 
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