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a b s t r a c t
A new kind of trigonometrically fitted embedded pair of explicit ARKN methods for the
numerical integration of perturbed oscillators is presented in this paper. This new pair
is based on the trigonometrically fitted ARKN method of order five derived by Yang
and Wu in [H.L. Yang, X.Y. Wu, Trigonometrically-fitted ARKN methods for perturbed
oscillators, Appl. Numer. Math. 9 (2008) 1375–1395]. We analyze the stability properties,
phase-lag (dispersion) and dissipation of the higher-order method of the new pair.
Numerical experiments carried out show that our new embedded pair is very competitive
in comparison with the embedded pairs proposed in the scientific literature.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
We consider the numerical integrations of second-order equations modeled by initial value problems of the form
y′′ + ω2y = f (x, y), y(x0) = y0, y′(x0) = y′0, (1)
where the perturbing force satisfies ‖f (x, y)‖  ω2‖y‖. These kinds of problems often arise inmany fields of applied science
such as mechanics, astrophysics, quantum chemistry, electronics and so forth. They can be integrated with general purpose
methods or using other codes adapted to the special structure of the problem (see Refs. [4,5,2,3,9]). The first good theoretical
foundation of this technique was given by Gautschi (see Ref. [8]) and by Lyche (see Ref. [11]). Recently, a new family of
Runge–Kutta–Nyström methods for the numerical integration of perturbed oscillators (1) was proposed by González et al.
(see Ref. [9]). Using the B-series theory and rooted trees Franco derived the necessary and sufficient order conditions for this
class of methods up to order 5 (see Ref. [5]). Following this way, Franco constructed a 5(3) pair of explicit ARKNmethods for
the particular problems in which the perturbed functions are independent of y′ (see Ref. [4]); next, Fang and Wu derived a
4(3) pair of explicit ARKNmethods for the numerical integration of general perturbed oscillators (see Ref. [2]).More recently,
using the trigonometrical fitting technique, Yang andWu studied a class of trigonometrically fitted (for the internal stages)
adapted RKN methods (TFARKN) up to order 5 for the numerical integration of (1) (see Ref. [15]).
In this paper, following the line of trigonometrically fitted ARKN methods proposed in Ref. [15], we investigate the
construction of a trigonometrically fitted (for the internal stages) embedded pair of explicit ARKNmethods for the numerical
integration of perturbed oscillators. We show that this embedded pair derived in this paper is of algebraic orders 5 and 3.
Also, the stability properties, dissipation and dispersion of the fifth-order method of the pair are analyzed. The numerical
experiments performed show that the new pair is more competitive over the existing embedded pairs.
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2. Construction of the TFARKN5(3) pair
2.1. The ARKN methods
Now we are concerned with the construction of the trigonometrically fitted embedded pair of ARKN methods for the
numerical integration of perturbed oscillatorsmodeled by initial value problems of the form (1). An s-stage trigonometrically
fitted ARKN method (we denote it as TFARKN) is given by the following scheme (see Ref. [15])
Yi = r¯iyn + hci rˆiy′n + h2
s∑
j=1
a¯ij
(
f (Yj)− w2Yj
)
,
yn+1 = ynφ0 + hy′nφ1 + h2
s∑
i=1
b¯if (Yi),
y′n+1 = y′nφ0 − ynwvφ1 + h
s∑
i=1
bif (Yi),
(2)
where φ0 := φ0(v) = cos v, φ1 := φ1(v) = sin vv , a¯ij := a¯ij(v), v = ωh. It also can be expressed by the Butcher-type table
of the form
c1 r¯1 rˆ1 a¯11 . . . a¯1s
c r¯ rˆ A¯
...
...
...
...
. . .
...
b¯T
= cs r¯s rˆs a¯s1 · · · a¯ss
bT b¯1
· · ·
b¯s
b1 · · · bs
It should be noted that the order conditions up to order 5 for TFARKNmethods have been obtained in [15]. Thus, a TFARKN
method is of order 5 if and only if the following order conditions (see Ref. [15])
(i) bT Φ˙3(sτ , 1) = 1− v23! + v
4
5! + O(h5),
(ii) b¯T Φ˙2(sτ , 1) = bT Φ˙2(sτ , 2)+ O(h4) = 12! − v
2
4! + O(h4),
(iii) b¯T Φ˙2(sτ , 2) = bT Φ˙2(sτ , 3)+ O(h3) = 13! − v
2
5! + O(h3),
(iv) b¯T Φ˙1(sτ , 3) = bT Φ˙1(sτ , 4)+ O(h2) = 14! + O(h2),
(v) b¯T Φ˙1(sτ , 4) = bT Φ˙1(sτ , 5)+ O(h) = 15! + O(h)
are satisfied, where the subsets (in short notation sτ ) are defined by (see Ref. [15])
Φ˙2(sτ , 1) = {e, r¯ } , Φ˙2(sτ , 2) =
{
c, (c · r¯), (c · rˆ) } , Φ˙1(sτ , 2) = {c } ,
Φ˙1(sτ , 3) =
{
1
2
c2, A¯e
}
, Φ˙1(sτ , 4) =
{
1
6
c3,
1
3
(c · A¯e), A¯c
}
.
Φ˙3(sτ , 1) =
{
e, r¯, r¯2
}
, Φ˙2(sτ , 3) =
{
1
2
c2,
1
2
(c2 · r¯), 1
2
(c2 · rˆ), A¯e, A¯r¯, (r¯ · A¯e)
}
,
Φ˙1(sτ , 5) =
{
1
24
c4,
1
12
(c2 · A¯e), 1
6
(A¯e · A¯e), 1
4
(c · A¯c), 1
2
A¯c2, A¯A¯e
}
.
Remark. A TFARKN method is of order 3 if and only if the coefficients of the method satisfy the conditions (i)–(iii) stated
above.
An embedded q(p) pair of TFARKN methods means that two TFARKN methods are considered simultaneously (one for
yn+1 with y′n+1 and one for y
∗
n+1 with y
′∗
n+1), namely, a TFARKNmethod (2) of order q and another TFARKNmethod of order p
(p < q) sharing the same internal stages. Embedded pair of TFARKNmethods is a kind of favorable algorithm about variable
step-size for its cheap error estimation [1,10]. Hence, we give the lower method in the following subsection.
2.2. The TFARKN5(3) pair
In this section, we will focus on the construction of an embedded pair 5(3) of explicit TFARKN methods with four
stages
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0 1 1
c2 1 rˆ2 a¯21
c3 1 rˆ3 a¯31 a¯32
c4 1 rˆ4 a¯41 a¯42 a¯43
b¯1 b¯2 b¯3 b¯4
b1 b2 b3 b4
b¯∗1 b¯
∗
2 b¯
∗
3 b¯
∗
4
b∗1 b
∗
2 b
∗
3 b
∗
4
From trigonometrical fitting for internal stages, the entries of rˆ and A¯ satisfy the following equations
cos(civ) = 1− v2
i−1∑
j=1
a¯ij cos(cjv),
sin(civ) = ci rˆiv − v2
i−1∑
j=1
a¯ij sin(cjv), i = 2, . . . , 4.
(3)
Owing to the free parameters, we may choose some values of the entries in advance.
In order to obtain the fifth-order TFARKN method, we set
b¯T e = φ2, b¯T c = φ3, b¯T c2 = 2φ4, b¯T c3 = 6φ5,
bT e = φ1, bT c = φ2, bT c2 = 2φ3, bT c3 = 6φ4,
(4)
where φi := φi(v), which can be determined by the recurrence relation
φj+2(v) =
(
1
j! − φj(v)
)/
v2, j ≥ 0.
Solving Eqs. (3) and (4) with the choice of c2 = 1/5, c3 = 2/3, c4 = 1, a¯32 = 7/27, a¯42 = −2/35 and a¯43 = 9/35
(see [4,15]) yields
b¯ =
(
φ2 − 152 φ3 + 28φ4 − 45φ5,
125
14
(φ3 − 5φ4 + 9φ5),−2714 (φ3 − 12φ4 + 30φ5),
1
2
(φ3 − 13φ4 + 45φ5)
)T
,
b =
(
φ1 − 152 φ2 + 28φ3 − 45φ4,
125
14
(φ2 − 5φ3 + 9φ4),−2714 (φ2 − 12φ3 + 30φ4),
1
2
(φ2 − 13φ3 + 45φ4)
)T
,
rˆ =
(
1, k12, k13 + 790k12, k14 +
2v2
175
(−k12 + 15k13)
)T
,
A¯[:, 1] =
(
0,
1
25
k22,
1
27
(12k23 − 7k02), k24 + 135 (2k02 − 9k03)
)T
,
where kij = φi(cjv), i = 0, 1, 2, j = 2, . . . , 4. Consequently, the coefficients of the fifth-order TFARKN method under
consideration are obtained. We denote the corresponding method as TFARKNS5.
It is interesting to check the algebraic fifth-order conditions for the TFARKN methods (see Ref. [15]):
bT e = 1− v
2
6
+ · · · , bT rˆ = 1− 121v
2
720
+ · · · , bT rˆ2 = 1− 61v
2
360
+ · · · ,
b¯T e = 1
2
− v
2
24
+ · · · , b¯T rˆ = 1
2
− 31v
2
720
+ · · · , bT c = 1
2
− v
2
24
+ · · · ,
bT (c · rˆ) = 1
2
− v
2
24
+ · · · , b¯T c = 1
6
− v
2
120
+ · · · , b¯T (c · rˆ) = 1
6
− v
2
120
+ · · · ,
1
2
bT c2 = 1
6
− v
2
120
+ · · · , 1
2
bT (c2 · rˆ) = 1
6
− v
2
120
+ · · · , bTAe = 1
6
− v
2
120
+ · · · ,
1
2
b¯T c2 = 1
24
− v
2
720
+ · · · , b¯TAe = 1
24
− 42v
2
2160
+ · · · , 1
6
bT c3 = 1
24
− v
2
720
+ · · · ,
1
3
bT (c · Ae) = 1
24
− 79v
2
64800
+ · · · , bTAc = 1
24
− v
2
750
+ · · · , 1
6
b¯T c3 = 1
120
− v
2
5040
+ · · · ,
1
3
b¯T (c · Ae) = 1
120
− 2099v
2
6804000
+ · · · , b¯TAc = 1
120
− 11v
2
63000
+ · · · ,
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1
24
bT c4 = 1
120
− v
2
5400
+ · · · , 1
12
bT (c2 · Ae) = 1
120
− 7v
2
60750
+ · · · ,
1
6
bT (Ae · Ae) = 1
120
− 11v
2
243000
+ · · · , 1
4
bT (c · Ac) = 1
120
− 7v
2
36000
+ · · · ,
1
2
bT (Ac2) = 1
120
− 7v
2
36000
+ · · · , bTA(Ae) = 1
120
− 113v
2
810000
+ · · · .
Now let b¯∗ and b∗ satisfy
b¯∗T e = φ2, b¯∗T c = φ3, b¯∗T c2 = 2φ4,
b∗T e = φ1, b∗T c = φ2, b∗T c2 = 2φ3.
(5)
Solving Eqs. (5) with the same choice as that in Ref. [1] (b∗4 = 1/6 and b¯∗4 = 1/8) gives
b¯∗ =
(
−1
4
+ φ2 − 132 φ3 + 15φ4,
25
36
(1+ 16φ3 − 48φ4),− 928 (1+ 2φ3 − 20φ4),
1
8
)T
,
b∗ =
(
−1
3
+ φ1 − 132 φ2 + 15φ3,
25
42
(1+ 12φ2 − 36φ3),− 314 (1+ 2φ2 − 30φ3),
1
6
)T
.
Hence, the corresponding third-order method is obtained. It is also interesting to check the algebraic third-order conditions
for the TFARKN methods (see Ref. [15]):
b∗T e = 1− v
2
6
+ · · · , b∗T rˆ = 1− 307v
2
1800
+ · · · , b∗T rˆ2 = 1− 157v
2
900
+ · · · ,
b¯∗T e = 1
2
− v
2
24
+ · · · , b¯∗T rˆ = 1
2
− 173v
2
3600
+ · · · , b∗T c = 1
2
− v
2
24
+ · · · ,
b∗T (c · rˆ) = 1
2
− 77v
2
1800
+ · · · , b¯∗T c = 1
6
− v
2
120
+ · · · , b¯∗T (c · rˆ) = 1
6
− 19v
2
1800
+ · · · ,
1
2
b∗T c2 = 1
6
− v
2
120
+ · · · , 1
2
b∗T (c2 · rˆ) = 1
6
− 47v
2
5400
+ · · · , b∗TAe = 1
6
− v
2
67500
+ · · · .
3. Stability analysis
In this section, we will analyze the stability of the method derived in the previous section. We consider the test equation
of the form (see Ref. [6])
y′′(t)+ ω2y(t) = −y(t), (6)
with ω > 0. Applying the TFARKN methods to the test problem (6) yields
Y = r¯eyn + rˆchy′n − (v2 + z)A¯(v)Y , v = ωh, z = h2,
yn+1 = φ0(v)yn + φ1(v)hy′n − zb¯T (v)Y ,
hy′n+1 = −v2φ1(v)yn + φ0(v)hy′n − zbT (v)Y .
Then, the numerical solution satisfies the recursion relations(
yn+1
hy′n+1
)
= M(v2, z)
(
yn
hy′n
)
,
where
M(v2, z) =
(
φ0(v)− zb¯T (v)N−1 r¯ φ1(v)− zb¯T (v)N−1(c · rˆ)
−v2φ1(v)− zbT (v)N−1 r¯ φ0(v)− zbT (v)N−1(c · rˆ)
)
,
with
N = I + H2A(v), H2 = v2 + z.
The spectral radius ρ(M) can be determined by the characteristic equation
ξ 2 − tr(M)ξ + det(M) = 0.
The definitions of the dispersion and the dissipation error are given by (see Ref. [12]):
Definition 3.1. The quantities
ϕ(H) = H − arccos
(
tr(M)
2
√
det(M)
)
, d(H) = 1−√det(M),
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Fig. 1. Stability regions of TFARKN5S (left) and ARKN5S (right).
are called the dispersion error and the dissipation error, respectively. Therefore, a TFARKN method is said to be dispersive
of order q and dissipative of order p if
ϕ(H) = O(Hq+1), d(H) = O(Hp+1).
Since the dispersion and dissipation errors of the trigonometrically fitted ARKN fifth-order method TFARKNS5 are given by
ϕ(H) = (20ω
4 + 741ω2 + 101252)H7
68040000( + ω2)3 + O(H
9),
d(H) = (4ω
4 + 61ω2 + 602)H6
216000( + ω2)3 + O(H
8),
the method TFARKNS5 is of dispersion order 6 and dissipation order 5.
The stability regions of TFARKN methods can be analyzed in the (v, z)-plane. We have the following definition (refer to
Ref. [6]).
Definition 3.2. A region Rs in the v–z plane (v > 0) is said to be the stability region of the TFARKN methods, if for all
(v, z) ∈ Rs, ρ(M) < 1 holds and, any closed curve defined by ρ(M) = 1 is a stability boundary of the method. The method
is called A-stable if Rs = (0,+∞) × (−∞,+∞). We plot the stability region of TFARKNS5, the trigonometrically fitted
ARKNmethod of order five, on the left of Fig. 1. For comparison, we also give the corresponding stability region of the ARKN
method ARKNS5 of order five derived by Franco (see Refs. [4–6]) on the right of Fig. 1. In view of Fig. 1, we can observe that
method TFARKNS5 owns more larger stability region than that of method ARKNS5.
4. Numerical experiments
In this section we will compare the numerical performance of the new trigonometrically fitted ARKN5(3) pair with the
ARKN5(3) pair proposed in Ref. [4] and somewell knownhigh quality codes proposed in the scientific literature. The criterion
used in the numerical comparisons is the decimal logarithm of the maximum global error (LOG10(ERROR)) versus the
computational effort measured by the number of function evaluations required by each method and the CPU time required
by each method. The methods used in the comparison are denoted by:
• ARKN5(3)S: The ARKN5(3) pair derived by sufficient conditions given in Ref. [5].
• EFRKN4(3)F: The trigonometric version of embedded pair FSAL code given in Ref. [7].
• FRKN4(3): The trigonometric version of embedded pair FSAL code derived in Ref. [13].
• TFARKNS5(3): The trigonometrically fitted ARKN5(3) pair derived in this paper.
For variable step-size algorithms, the step-size is neither allowed to increase too fast nor to decrease too fast (see
Ref. [14]). We may set
hnew = holdmin
{
2,max
{
0.5, 0.9
(
Tol
EST(hold)
)1/(p+1)}}
as the new choice (see Ref. [10]).
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Fig. 2. Efficiency curves in Problem 1.
Fig. 3. Efficiency curves in Problem 2.
Problem 1. We consider the Bessel equation
y′′ +
(
100+ 1
4x2
)
y = 0.
The equation has been solved in the interval [1,100] with ω = 10. The analytic solution of this equation is given by
y(x) = √xJ0(10x), where J0 is the Bessel function of the first kind of order zero. The initial values are y(1) = J0(10x)
and y′(1) = 12 J0(10)− J1(10), where J1 is the Bessel function with order 1. In our test, we chooseω = 10, and the numerical
results are stated in Fig. 2.
Problem 2. We consider the periodically forced nonlinear problem (undamped Duffing’s equation){
y′′ + y = −y3 + (cos(t)+  sin(10t))3 − 99 sin(10t), t ∈ [0, 1000],
y(0) = 1, y′(0) = 10,
with  = 10−10. The exact solution is y(t) = cos(t) +  sin(10t), and it describes a periodic motion of low frequency with
a small perturbation of high frequency. In our test we choosew = 1, the numerical results are shown in Fig. 3.
Problem 3. We consider the perturbed system
y′′1 + 25y1 + (y21 + y22) = f1(t), y1(0) = 1, y′1(0) = 0,
y′′2 + 25y2 + (y21 + y22) = f2(t), y1(0) = , y′2(0) = 5,
with  = 10−3 and
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Table 1
The number of rejected steps (Rej), accepted steps (Acc) and the maximum global error (−log 10(error)) for each method when solving Problem 1
Tol 10−4 10−6 10−8 10−10
ARKNS5(3)
Rej 20 38 56 72
Acc 35 96 263 779
−log 10(Error) 4.18 6.16 8.23 10.42
EFRKN4(3)F
Rej 13 42 50 23
Acc 50 139 397 1213
−log 10(Error) 4.08 6.24 7.12 9.45
FRKN4(3)
Rej 17 38 53 17
Acc 50 139 400 1217
−log 10(Error) 4.46 6.23 8.02 9.92
TFARKNS5(3)
Rej 13 35 53 57
Acc 28 93 282 862
−log 10(Error) 4.63 7.30 9.48 11.69
Table 2
The number of rejected steps (Rej), accepted steps (Acc) and the maximum global error (−log10(error)) for each method when solving Problem 2
Tol 10−4 10−6 10−8 10−10
ARKNS5(3)
Rej 63 133 153 178
Acc 107 223 572 1724
−log10(Error) 1.91 4.17 5.95 7.82
FRKN4(3)
Rej 54 123 151 170
Acc 115 287 829 2531
−log10(Error) 2.67 4.25 6.16 8.00
Tol 10−2 10−5 10−8 10−11
EFRKN4(3)F
Rej 25 29 135 330
Acc 47 58 165 1278
−log10(Error) 2.54 5.42 6.10 10.07
TFARKNS5(3)
Rej 28 41 36 268
Acc 52 56 99 767
−log10(Error) 1.85 5.35 7.43 12.93
f1(t) = 1+ 2 + 2 sin(5t + t2)+ 2 cos(t2)+ (25− 4t2) sin(t2),
f2(t) = 1+ 2 + 2 sin(5t + t2)− 2 sin(t2)+ (25− 4t2) cos(t2).
The exact solution of this problem is given by
y1(t) = cos(5t)+  sin(t2), y2(t) = sin(5t)+  cos(t2),
and represents a periodic motion of constant frequency with a small perturbation of variable frequency. In our test we
choose ω = 5, tend = 10, and the numerical results are shown in Fig. 4.
In Tables 1–3, we list the range of the error tolerance, the number of rejected steps (Rej), accepted steps (Acc) and the
decimal logarithm of the maximum global error (−log10(Error)) for each method when solving Problems 1–3.
5. Conclusions
Following the line of trigonometrically fitted ARKNmethod proposed in Ref. [15], we present a robust embedded pair of
explicit trigonometrically fitted ARKN methods in this paper. This new pair is shown to be of algebraic orders 5 and 3. The
stability properties, dispersion and dissipation of the fifth-order TFARKN method of the new pair are discussed. Numerical
experiments are carried out to show a significant feasibility and efficiency of our new pair. From Figs. 2–4, we can observe
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Table 3
The number of rejected steps (Rej), accepted steps (Acc) and the maximum global error (−log10(error)) for each method when solving Problem 3
Tol 10−4 10−6 10−8 10−10
ARKNS5(3)
Rej 15 7 5 3
Acc 27 79 255 809
−log10(Error) 2.82 4.96 7.16 9.37
EFRKN4(3)F
Rej 7 5 3 0
Acc 44 127 393 1236
−log10(Error) 2.98 4.93 6.74 8.83
FRKN4(3)
Rej 6 5 1 0
Acc 43 130 401 1259
−log10(Error) 2.94 5.58 7.26 9.07
TFARKNS5(3)
Rej 6 9 8 4
Acc 23 79 254 807
−log10(Error) 2.78 5.33 7.85 10.38
Fig. 4. Efficiency curves in Problem 3.
that this kind of new pair shows more advantage over the ARKN5(3) pair proposed in Ref. [4]. It can be explained that the
TFARKNmethod of order five ownsmore larger stability region than the corresponding ARKNmethod of order five proposed
in Refs. [4,5].
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