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ABSTRACT
Alsaati, Albraa A. MSME, Purdue University, May 2018. Heat and Mass Transfer
Analysis for Membrane Distillation. Major Professor: Amy Marconnet, School of
Mechanical Engineering.
Membrane Distillation (MD) has recently emerged as promising technology for
desalination as it is less sensitive to feed concentration which increase distilled water yield of desalination process. However, one major drawback of MD is the high
energy consumption despite the continuous e↵ort to optimize the processes through
various conﬁgurations. In this thesis, we evaluate a conﬁguration to reduce energy
consumption of membrane distillation while maintaining state-of-the-art mass ﬂux
rate through membranes. Localizing heat generation at the liquid-membrane interface reduces ambient exposure of heated mass resulting in reduction of ambient
thermal losses. Additionally, operating on stagnant feed eliminates energy required
for circulating ﬂuid. Furthermore, we took advantage of the stagnation to accurately measure instantaneous mass ﬂux rate through membrane. Experimental mass
ﬂux rate matched analytical predictions developed by imposing porous medium effects on natural evaporation of free surface. Our locally heated membrane distillation
(LHMD) demonstrates a good efficiency with up to 75% reduction of energy compared
to direct contact membrane distillation. In addition, we explored the performance
of silver based membranes. Compared to conventional polymer based membranes,
silver membranes have higher thermal stability. Also, pore sizes can be controlled
more precisely for silver membranes. Our results indicate that silver membranes have
similar performances to polymer based membranes. Combining LHMD along with
thermally stable membranes has a potential beyond desalination. Controlling constant interface temperature is easier in similar conﬁguration, which opens avenues for
high temperature ﬂuid mixture separation.
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1. INTRODUCTION
The demand for clean water has been increasing tremendously in the last few decades.
However, clean water is difficult to generate. Hence, water is recycled through its three
states (liquid, solid, and vapor). Exponential growth of the population increases the
demand while the natural water supply is constant at best. Consequently, 1.8 billion
people are expected to face water scarcity by 2025 where water demands are not met
by regional water supplies. As a result, a↵ected regions could have a decline as much
as 6% of GDP by 2050 [1]. In fact, many countries are entering a phase of severe
water shortage already as shown in Figure 1.1 [2].
Further, water shortage has cascaded negative impacts on food security, energy
supply, and geopolitical stability. The “water nexus” keeps expanding as the world
bank [1] acknowledged the interlinking of water with factors beyond the water-energyfood nexus to include city urbanization and environment. Those added dimensions
increase the complexity of water management for policy makers.
Desalination is one way to meet these growing demands. More than 97% of global
water resources in oceans and seas are not usable due to high salinity. Yet, high energy
consumption is a major drawback for desalination [3]. More than 200 million kWh’s
are consumed each day in desalination plants across the world [4]. Energy demand
for water and waste water treatment in United States is around 100 billion kWh per
year, costing $7.5 billion annually [5]. Despite the high energy demand, there are
around 17,000 desalination plants globally and their capacity is growing at 8% rate
annually [6]. Traditionally, desalination plants use thermal energy in boilers to distill
water. To reduce energy consumption, newer desalination plants are switching to
membrane based technologies.
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Figure 1.1.
Baseline water stress map measuring the ratio of annual withdrawals to total renewable water supply.
Reprinted with permission from the World Resources Institute
(http://www.wri.org/applications/maps/aqueduct-atlas/, Retrieved MAR 19, 2018).
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1.1

Membrane Based Desalination Background
Currently, membrane based water puriﬁcation accounts for more than 50% of in-

stalled water plant due to its simplicity and relatively low energy cost [6]. Among
membrane technologies, Reverse Osmosis (RO) is the most mature technology. Nearly,
19.8 million gallons of fresh water are produced daily using RO [6]. The energy required for RO is as low as 16.49 kJ/kg at a ﬂux rate of 10.2 L/(m2 h) [7]. Despite
those high-performance metrics, RO has its own challenges. Separation efficiency is
a↵ected by concentration polarization resulted from selective species transfer across
membrane. This yields a maximum of 42% feed recovery rate having a water quality of 200-500 ppm [7]. Also, membrane fouling is a major challenge for production
and reliability. Thus, researchers are striving to tackle those challenges. Among
the promising alternative technologies is Membrane Distillation (MD), which uses
a non-isothermal membrane for separation [8]. The temperature gradient provides
a driving mechanism for ﬂuid transport due to di↵erent vapor pressures at di↵erent
temperatures. MD membranes only allow volatile vapor molecules to pass through hydrophobic pores while preventing feed ﬂuid from penetrating through membrane [9].
As a result of the absence of liquid entrainment in the MD method, species such as
ions, colloids, and macromolecules, which are unable to evaporate and di↵use across
the membrane, are completely rejected. In contrast to conventional distillation that
relies on high velocity vapor to provide ultimate vapor liquid contact, MD utilizes
hydrophobic microporous media to maintain vapor-liquid contact. This allows MD
to operate at low temperature without compromising the vapor-liquid contact, which
permits the use of low grade waste heat such as solar heat. Additionally, membranes
in MD play a relatively small role in separation: they maintain the vapor-liquid interface, but do not ﬁlter contaminations from feed. This contrasts with ﬁltration
processes where the pores are sized smaller than contaminants. Over time, for pressure driven ﬁltration processes, the pores get clogged. On the other hand, membranes
for MD operate with larger pores sizes compared to RO, which makes the membranes
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Figure 1.2. Qualitative comparison between main desalination techniques. Membrane distillation produces high purity permeate at cost
lower than alternative thermal technologies. Yet, ﬁltration technologies produce acceptable purity at the lowest cost.

less prone to fouling and clogging [10, 11]. Figure 1.2 shows a qualitative comparison
of membrane distillation to common desalination techniques.
Despite the beneﬁts, commercialization of MD technology is constrained by high
energy consumption. Energy consumption for MD is a↵ected by the membrane material and design conﬁguration. Many conﬁgurations have been designed to optimize
performance by varying the downstream phase or pressure conditions. For example,
permeating the vapor into air, similar to the air gap MD conﬁguration, improves thermal efficiency since thermal resistance to the air side of the membrane is higher [12].
Yet, the required energy consumption per permeate ﬂux is still high at 57,600-122,400
kJ/kg [13], measured by the electrical power consumed in heating and recirculating
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feed. Cascade conﬁgurations have been also attempted to recover energy on the permeate side [14]. Nonetheless, one of the major factors for energy consumption is
heating the entire circulating feed ﬂow.
This thesis evaluates a new MD conﬁguration, locally heated membrane distillation (LHMD, see Figure 1.3), that reduces energy requirement per unit mass of
distilled ﬂuid. Speciﬁcally, ﬂuid heating is localized to the region of the ﬂuid in close
contact with the membrane. Compared to heating the bulk feed water, localized heating can reduce energy consumption to reach same temperature near the membrane
due to the reduced e↵ective thermal mass and elimination of the feed re-circulation
power consumption. Additionally, membrane structural reliability increases due to
reduction of feed circulation erosion and hydrodynamic pressure. Localized heating
at the membrane interface allows this membrane distillation method to be used in
miniature and modular designs to ﬁt wide range of evaporation application beyond
desalination alone.
This Thesis is organized as following:
• Chapter 2 reviews analytical techniques to model heat and mass transfer through
membranes and serves as a foundation for the models developed for the LHMD
method.
• Theoretical limits for membrane distillation mass ﬂux are derived in Chapter 3.
• The experimental evaluation of the LHMD performance is documented in Chapter 4.
• Chapter 5 summarizes key ﬁndings of this work and proposes future directions.
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Figure 1.3. Schematic of the locally heated membrane distillation
conﬁguration. The membrane is heated from the edges with an electrical heater (not shown), rather than heating the feed ﬂuid as with
conventional membrane distillation approaches. The relatively stagnant feed ﬂow reduces the energy required for maintain the liquidvapor surface at the desired temperature. A hydrophobic, microporous membrane helps to ensure that the liquid-vapor interface remains at membrane surface where heat is supplied. Only vapor passes
through the membrane to a lower vapor pressure zone away from
heated region and can be collected with a condenser.
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2. FUNDAMENTALS OF HEAT AND MASS TRANSPORT IN POROUS MEDIA
Porous media consist of solid matrix network of interconnecting voids (pores). Understanding the fundamentals of heat and mass transport in porous media has a profound
impact in many natural and industrial processes. Flow of oil, gas, and water through
soil and rocks are examples of ﬂow through natural porous media [15] . Beyond this,
storage of CO2 and nuclear waste in subsurface layers [16], geothermal heat transport [17], and melting and metamorphism of snow all involve transport in porous
media [18]. Natural porous media also occur at smaller scales within our bodies, including interstitial ﬂuid ﬂow and drug transport within biological tissues [19]. On the
other hand, porous media are also manufactured and used industrial processes. The
principles of ﬂow through porous media are used in catalytic and inter packing bed
reactor, ﬁltering, drying, adsorption, and transpiration cooling [20,21]. Porous media
transport is a complex phenomenon a↵ected by many variables such as the movement of ﬂuid, particles, heat, and solute within porous media. Other physical e↵ects
also need to be considered such as capillary pressure, ﬂuid viscoelasticity, dynamic
ﬂexibility of solid matrix, and thermodi↵usion [22]. Leveraging microfabrication and
accounting for the impact of all those parameters can potential improve performance
in many applications. For example, moisture content in concrete can be better controlled [23], gas water management in fuel cell separator layer can be enhanced [24],
and thermal management of electrolyte in batteries can be improved [25]. Historically,
transport in porous media has been modeled empirically. By nature, porous media
are heterogeneous materials consisting solid matrix and voids. However, Darcy [26]
in 1856 published his book outlining a model for water ﬁltration through sand using a continuum approached for pressure driven ﬂow developed by Hagen [27] and
Poiseuille [28]. Darcy accounted for heterogeneous system by averaging properties
over the whole analyzed domain. Later in the early 20th century, pore level analy-

8
sis led to a better understanding of porous media heat and mass transport [29, 30].
Then, two-phase ﬂow and heat transfer at pore level began incorporating surface
forces and dynamic wetting [31]. Currently, e↵orts are still ongoing to study the
e↵ect of non-uniformity within the solid matrix and the analysis of the thermal and
chemical non-equilibrium at the interface between phases using a more rigorous ﬁrst
principles approach [22, 32, 33].

2.1

Porous Media Characterization
Porous media are characterized by the morphology of the porous network includ-

ing porosity, pore size, and tortuosity. Porosity, ✏, is deﬁned as the ratio of volume
occupied by voids to total material volume. Hence, the complement fraction (1

✏)

is the solid volume fraction. For isotropic materials, porosity can be estimated by the
ratio of void area to total area of any cross section. This porosity deﬁnition includes
all pores including the interconnected pores that are useful for ﬂuid transport and isolated (dead end) pores. Although this porosity estimate is suitable for modeling static
conduction analyses, e↵ective porosity need to be be considered for modeling dynamic
ﬂuid transport where only the volume ratio of interconnected voids are accounted.
Loosely packed particles have e↵ective porosity equal to void ratio, while consolidated
media’s e↵ective porosity is typically lower than void ratio [34]. Natural materials like
leather have a porosity of 0.6 yet higher porosity is achievable in synthetic materials
approaching a porosity of 1 [35]. However, for a synthetic material made of uniform
rigid spheres, porosity has a lower limit of 0.2595 (rhomobohedral packing) and an
upper limit of 0.4764 (cubic packing). Media consisting of non-uniform spheres tends
to have lower porosity. Further, interaction of ﬂuid with deformable porous media can
change the porosity. The rate of porosity change depends on the elastic and plastic
deformation of the matrix material in response to hydrodynamic pressure within the
pores [36] . Generally, the size of a pore is represented by its diameter. However, this
is an idealized case, since pore shapes are not regular nor uniform. Figure 2.1 shows
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a few types of irregular pore structures. The tortuosity factor, ⌧ =

L
,
L0

is introduced

to include pore irregularity. Tortuosity is deﬁned as the ratio of the average actual
length of ﬂuid path, L, to straight displacement of average bulk ﬂuid, L0 [37].
As shown in Figure 2.1, solid matrices have wide variations in structure and simpliﬁcations are typically required for analyzing ﬂow. Early pore level analyses were done
on long cylindrical tubes. Two-dimensional analyses are done by varying tube size,
density, directionality, and periodicity [35, 38]. Another common simpliﬁed structure used in analyses is a pack of spheres. Complexity can be added by modeling
consolidated packing of polydispersed particles [39] .
In constructing a continuum model for porous media, a clear distinction has be to
be made between medium volume averaged velocity, Um which includes solid and ﬂuid
cross sectional area, and ﬂuid volume averaged velocity, u. The literature also refer
to um as the seepage velocity, ﬁltration velocity, or Darcy velocity. Seepage velocity
is related to ﬂuid velocity, u, by the Dupuit-Forchheimer relationship (um = ✏u) [40].
Seepage velocity is used to deﬁne the permeability, K, of porous media. Darcy’s law
deﬁnes permeability as the ﬂow conductance of the matrix (um =
dynamic viscosity,

@p
@x

K @p
µ @x

, where µ is

is the pressure gradient). Fluid intrinsic velocity, u, is used in

conservation equation. For example, the continuity equation is expressed as
✏

@⇢f
+ r.(⇢f U ) = 0,
@t

(2.1)

where ⇢ is the ﬂuid density.
The distinction between seepage velocity and intrinsic velocity reveals two different strategies to investigate porous media transport phenomena. Analyses can be
done on microscopic scale where individual pore size, shape, and location are speciﬁed.
Analyses can also be done on macroscopic scale where a volume averaged substitute
of the heterogeneous thermodynamic properties are used in continuum models. In
principle, the microscopic approach yields solutions with higher resolution, however
obtaining exact description of void material is not always feasible in real applications. Hence, this work focuses on capturing microscopic e↵ects through modifying
macroscopic quantities.
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Figure 2.1. Electron microscope images of various types of porous
structures. Reprinted with permission from [34]. Copyright 1995 by
Springer-Verlag New York, Inc.
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2.2

Momentum Transfer

2.2.1

Darcy’s Law

Henry Darcy [26] was a pioneer in studying ﬂow within porous media. His experiment characterized unidirectional steady state ﬂows of water through a uniform
porous media. He concluded that there is a linear relationship between applied pressure gradient and ﬂow rate. This discovery allowed Darcy to form an empirical
relation as [26]
K @p
.
(2.2)
µ @x
The proportionality constant in Darcy’s law, permeability, is independent of ﬂuid
uD =

properties. Permeability, K, depends on spatial geometry of porous media and has
a unit of (length)2 . In other words, permeability lumps all hydrodynamic properties
of the matrix into one single parameter. This makes permeability a unique property
that cannot be easily generalized for any type of material. Moreover, Darcy’s law fails
to model experimental results for ﬂow at high Reynolds number and low pressure
incompressible ﬂow due to Knudsen e↵ect. Even though Darcy’s law initially was
developed for isotropic materials, a generalization to include anisotropic materials is
done by using a permeability tensor [41]
uD,i =

Kij @p
µ @xj

- - - -,

(2.3)

where a permeability tensor for three-dimensional space is
2

K11 K12 K13

3

7
6
7
6
K = 6K21 K22 K23 7 .
5
4
K31 K32 K33

The linear proportionality to velocity resembles Stokes ﬂow where viscous forces
dominate over inertial forces. This explains why Darcy’s law fails at higher velocity.
Nonetheless, Stokes ﬂow model enables researches to estimate permeability analytically. For complex structures, analyses are done on complex network of channels
(capillary model) of ﬂow over objects (drag model).
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Capillary Model: The capillary model simpliﬁes porous media geometry into a
network of small diameter conduits and applies the Navier-Stokes equations assuming
fully developed steady ﬂow. In this analysis, intrinsic velocity is used as opposed
to Darcy’s velocity. Based on this approach, Dullien [38] developed a model for
permeability in a three-dimensional domain containing groups of various sized tubes:
PV
Si ( dij2 )2
j
✏ X
j
K=
(2.4)
P
P Vij ,
96 i
Vij ( d6 )
j

j

j

where i is space index, j is capillary group index, S is the area of void fraction
perpendicular to each spatial axes, Vij = ( ⇡4 )d2j lij , where d is the pore diameter, and l
is the tube length. Alternatively, a single hydraulic diameter is used to represent the

e↵ect of deviation in pore sizes utilizing Carman-Kozeny theory [38]. The hydraulic
diameter is four times the ratio of void volume to surface area [30],
dh =

4✏
,
A0 (1 ✏)

(2.5)

where A0 is the normalized interfacial surface area per volume. Substituting the
hydraulic diameter into the Hagen-Poiseuille equation yields
K=

✏3
kK (1

✏)2 A20

,

(2.6)

where (Kk = k0 ⌧ 2 ) is Kozeny constant and, K0 is a shape factor (2 for circular
tube) [39]. For a packed bed of spheres, the permeability in terms of diameter of the
sphere becomes [39]:
K=

✏3
d2 .
180(1 ✏)2

(2.7)

Drag Model: This model is developed by calculating drag forces for Stokes
ﬂow around object. Then relate drag force to Darcy’s permeability coefficient. For
a simple creep ﬂow over perpendicular periodic cylindrical structure, Kaviany [34]
derived a permeability expression to be

(d + )2
d+
K=
ln
16
d

1 (d + )4 d4
,
2 (d + )4 + d4

(2.8)
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where

is the shear free boundary layer thickness. Similarly, Larson and Hidgon [42]

developed an analytical/numerical expression for permeability for creeping ﬂow over
consolidated and non-consolidated spherical bed
K
= 2 ⇥ 10
l2
2.2.2

✏3

6

(1

✏)2

.

(2.9)

Improving Darcy’s Law

Adding more complexities to Darcy’s law improves agreement with experimental
values. Brinkman [43, 44] added an extra term to include the e↵ect boundary shear
close to walls
rp =

µ
u + µ̃r2 u,
K

(2.10)

where µ̃ is the e↵ective viscosity at the wall which is calculated using Einstein formula
to be
µ̃ = µ[1 + 2.5(1

✏)].

(2.11)

Additionally, in trying to include the inertial e↵ect at high velocity ﬂow through
porous media, Forchheimer [45] extended Darcy’s law to be
@P
µ
CE
= uD,i + p ⇢|uD,i |uD,i ,
@xi
K
K

(2.12)

where CE is the Ergun coefficient representing a deviation factor from Stokes ﬂow.
Through experimental work, Beavers [46] shows that CE correlates very well with
✓
◆
d
CE = 0.55 1 5.5
,
(2.13)
De
where d is the sphere diameter and De is the e↵ective bed diameter De = 2wh/(w+h).
Consequently, a semiheuristic version of Darcy’s is introduced by combining Brinkman
and Forchheimer extensions along with body force, F , [47]
⇢ @uD
(
+ uD .ruD ) =
✏ @t

rhP if + ⇢F +

µ 2
r uD
✏

µ
uD
K

C
p E ⇢|uD |uD .
K

(2.14)
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2.2.3

Local Volume Average Method

In contrast to previously stated methods, local volume average method is based
on conservation laws. The goal of this method is to solve Navier-Stokes equation on
a macroscopic level for a heterogeneous porous media. In order to do so, microscopic
properties are averaged over the smallest representative volume element. Averaged
properties are represented as [48]
1
h i=
V

Z

Vf

1
dV = ✏
Vf

Z

dV,

(2.15)

Vf

where actual values ﬂuctuate around mean value ( = h i +

0

). Applying Equation

(2.15) to conservation of momentum equation yields [48]

@hui
⇢
+ hu · rui = rhp p0 i + ⇢g + µr2 hui
@t

hdisf ,

(2.16)

where < d >sf is the velocity dispersion tensor which can be related to average
velocity and porous structure by [49]:
hdisf =
Using the permeability tensor inverse,K

✏µ
+ hui.
d 2 ks
1

(2.17)

,Whitaker further simpliﬁed pressure gra-

dient and body force terms to [50]
rhp

2.3

p0 if + ⇢g =

µ
hui.
✏K 1

(2.18)

Mass Transfer
Mass in general is transported by advection and di↵usion. The contribution of

advection to mass transfer depends on the velocity proﬁle as predicted by momentum
transfer analysis. On the other hand, mass di↵usion is often modeled empirically
by determining a di↵usion transfer coefficient. Two types of di↵usion contribute to
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transport in porous media: continuum di↵usion and Knudsen di↵usion. Continuum
di↵usion accounts for molecule-molecule interaction in unconstrained spatial domain,
whereas Knudsen di↵usion accounts for molecule-wall interaction which is particularly
important when the pore sizes are on the same order as the mean free path of the
molecules within the ﬂuid [51].

2.3.1

Stokes-Einstein Law

Molecule-molecule interaction ﬁrst analyzed by Fick [52] who developed an empirical formula relating di↵usive mass ﬂux to concentration gradient. Fick’s law initially
was developed for a molar ﬂux in binary systems , JAM , to be
JAM =

cDAB rxA ,

(2.19)

where c is the ﬂuid concentration, xA is the molar fraction, and DAB is the di↵usion
coefficient. When the di↵user particles are assumed to be relatively small immersed
into dense ﬂuid, di↵usion can be estimated stochastically through Langevin equation
as [53]
@u
@t

⌅u = f (t).

(2.20)

The Langevin equation considers mechanical equilibrium of particle’s inertia,

@u
,
@t

subjected to frictional forces, ⌅u, and collision forces, f (t). the equation models
collisions stochastically as brief and uncorrelated events. Langevin equation can be
integrated to obtain particle velocity [54]:
u(t) = u0 e

⌅t

+e

⌅t

Z

t

u(t)u(t0 )dt0 .

(2.21)

0

For small objects, frictional forces are estimated by stokes drag over a sphere: [55]
⌅ = 6⇡Rµ/m,

(2.22)

where R and m are the sphere radius and mass, respectively. Then, assuming that
ﬂuid particles behave as Brownian walkers, di↵usion coefficient is
D=

hu2 i
,
⌅

(2.23)

16
where hu2 i is the variance of particle velocity. Substituting Equations (2.21),(2.22)
into Equation (2.23) along with energy equipartition theorem, we obtain StokesEinstein formula for the di↵usion coefficient [54]
D=

kb T
.
6⇡rµ

(2.24)

This estimation is typically within 30% of measured values and developed for free bulk
ﬂuids not constrained in porous media [54]. Further, it can be modiﬁed to include
porosity e↵ect by introducing porous media factor, , as [51]
⇤
DAB
= DAB ,

where

(2.25)

= ✏Sg ⌧ and Sg is the ﬂuid saturation. Fick’s law was developed for binary

ﬂuids where the concentration gradient for the two ﬂuids are complimentary to each
other. Stefan-Maxwell equations take this formula a step further to include multicomponent ﬂuid di↵usion. For an ideal mixture, the molar ﬂux is [56, 57]
rxi =
2.3.2

X 1
(xi Nj
cD
ij
j

xj Ni ).

(2.26)

Kinetic Theory

As the pore size approaches the mean free path of particle, Knudsen e↵ect becomes
important. In this regime, molecular ﬂux of gas i is [58]
Jik =

Dik rni ,

(2.27)

where ni is the molecular density and Dik is the Knudsen di↵usion coefficient. Two
main physical phenomena become important in this regime, capillary pressure and
slip boundary conditions. In Kinetic Theory, the mean free path of ﬂuid particle, ,
is [51]
=

kb T
5
2

2 p
2 ⇡Rm

,

(2.28)
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where kb is Boltzmann constant (1.381 ⇥ 10
is the molecular radius.
mean f ree path
.
average pore diameter

23

J/K), T is temperature, and Rm

Accordingly, the Knudsen number is deﬁned as kn =

Therefore, the capillary contribution is [59]
Dki,Capillary

2 d
=
3 2⌧

r

8Rg T
,
⇡M

(2.29)

where Rg is the universal gas constant (8.3144 kJ/kmol-K), M is the average molecular
weight, and d is pore diameter. Similarly, the slip contribution is [34]
Dik,Slip =

⇡0.5dhui i
.
8

(2.30)

These e↵ects can be combined into a semiempirical relation for mass ﬂux [59]:
✓
◆
K pM @p 4
kn
M @p
kn
M @p
ṁ =
1
Dslip
Dk,capillary
. (2.31)
µ Rg T @x 3
1 + kn
Rg T @x 1 + kn
Rg T @x
2.3.3

Dusty Gas Model (DGM)

The pure di↵usion analysis is valid when the pressure gradient is relatively small
and Equation (2.26) can be used to estimate mass ﬂux. However, as the pressure
gradient increases, the advective contribution to mass ﬂux becomes signiﬁcant and
must be included in analysis. Evans and Manson [58, 60] developed the Dusty Gas
Model coupling both di↵usion and advection for mass transfer through porous media.
The model includes porous media e↵ect as dusty particles in the ﬂuid mixture. Those
particles are relatively large and ﬁxed in space. By assuming thermal and electrical
di↵usion to be negligible, the total molar ﬂux, N , is given by: [60]
◆
✓
X x i Nj x j Ni
Ni
prxi
B 0 p xi rp
=
+ 1+
,
Dij⇤
Dik
RT
Dik µ RT
j
where B 0 =

✏d2
.
32⌧

(2.32)

The ﬁrst term of the left-hand side is the molecule-molecule inter-

action based on the Stefan-Maxwell equation while the second term is accounts for
Knudsen molecule-particle interaction. On the right-hand side, the pressure and concentration gradients are considered as the driving forces for di↵usion and advection.
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2.3.4

Crossed Di↵usion

The Dusty Gas Model captures mass transfer caused by pressure and concentration
gradients. In most cases, those two e↵ects are the dominating driving forces. However,
gradients in other thermodynamic properties can contribute to mass ﬂux as well.
For example, temperature gradients in certain ﬂuid conditions can cause signiﬁcant
density gradient leading to buoyancy driving forces. This phenomenon is known as
double-di↵usion (a.k.a. the Soret e↵ect) where density of the ﬂuid mixture depends
on both temperature and concentration. For a small deviation in temperature and
concentration in isobaric conditions, the density is calculated from reference density,
⇢0 , by [61]
⇢ = ⇢0 [1

#(T

T0 )

#C (C

C0 )],

(2.33)

where # is the volumetric thermal expansion coefficient and #C is the volumetric concentration expansion coefficient. When the temperature and concentration gradients
have opposite e↵ect on buoyancy, interesting time oscillation e↵ects occur in the ﬂuid
ﬂow. The Soret e↵ect has been experimental studied by Platten and Costeseque [62]
for free ﬂuid and ﬂuid in porous media. Their results indicate that introducing porous
media does not a↵ect the thermodi↵usion coefficient within experimental error.
Further, electrical manipulation of the domain a↵ects mass di↵usion of ionic
species forming electrodi↵usion e↵ects, which requires modiﬁcation of Fick’s law.
Lorente and Ollivier [63] included electrical forces as
✓
◆
F
@⇣
@
@Ci
ji = D i
+ zi
Ci
,
@xi @x
RT @x

(2.34)

whereji is mass ﬂux, zi is the charge number, F is Faraday constant, and ⇣ is the
electric potential caused by ionic species. Electrodi↵usion can be used to accelerate
slow di↵usion if desired. For example, electric ﬁelds can create a preferential direction
for drug delivery in human tissues. Electrodi↵usion is also used in dechlorination of
concrete structures.
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2.3.5

Local Volume Average Method

Similar to momentum transfer, the local volume method for mass transfer is based
on continuity equations with macroscopic equivalent properties. Using this method,
we can include chemical reactions on the pore surfaces and couple reactions with
heat and mass transfer. For example, exothermic chemical reactions in porous media requires a simultaneous volume average approach for mass generation and heat
generation. The overall continuity equation can be written as [34]
@h⇢i if
h⇢i if
+ r · huif h⇢i if = r · Dmi h⇢if · r
+ hṅi if s + hṅi if ,
@t
h⇢if

(2.35)

d
where the total e↵ective mass di↵usivity tensor is Dmi = Dmie + Dmi
, Dmie is the efd
fective mass di↵usivity, Dmi
is the mass dispersion tensor, < ṅi >f s is the volumetric-

averaged heterogeneous production rate, and < ṅi >f is the volumetric-averaged
homogeneous production rate.

2.4

Deformable Porous Matrix
In some cases, it is valid to assume ﬂow through rigid porous media to simplify

the analysis. However, this assumption excludes a wide range of uses for porous
media. for example, understanding the interaction between solid mechanics of soft
material and ﬂuid dynamics in drying processes will have signiﬁcant impact on the
3D printing industry. Also, understanding the e↵ect of swelling forces in human tissues on interstitial ﬂuid ﬂow could improve targeted drug delivery. Solid mechanics
of porous media also plays a crucial role in acoustic waves suppression by sound insulating materials. In general, there are two approaches to incorporate solid mechanics
interaction in porous media ﬂow: porelastic theory and mixture theory.

2.4.1

Porelastic Theory

Nunziato and Cowin [36] developed a theory to include elasticity of porous media
into heat and mass transfer analysis. The key idea in their developed theory is
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to model elastic body with distributed pores. Then, equate hydrodynamic inertial
forces to elastic forces of the solid material using stress-strain relationship of linear
elasticity theory. In particular, porelastic theory deviate from classical linear theory
by accounting for volumetric expansion which a↵ects porosity values reducing ﬂuid
inertial forces. Volumetric expansion is expressed as the dilation rate, e = r · u.
@x
,
@t

Using porous media local deformation,

and boundary forces, f , the governing

model becomes [64]
@
@t

✓

@xi (x, t)
⇢s
+ ⇢f ui (x, t)
@t

◆

@i

ij (x, t)

= f (x, t).

(2.36)

Assuming slow deformation rate (quasi-equilibrium), internal matrix forces are equal
to hydrostatic force (

matrix

= 2µG E + µ eI + pI). For dynamically deforming matrix,

internal stresses is related to strain tensor, E, and dilation rate, e, where µG and µ
are elastic moduli deﬁned as
µG =

E
,
1(1+⌫)

µ =

E⌫
.
(1+⌫)(1 2⌫)

(2.37)

E is Young’s modulus and ⌫ is Possion ratio. As result, governing equation becomes
[64]
@
@t

✓

@u
⇢f
@t

◆

(µ

µG r(r · u)

µG ru + r2 p = f (x, t).

(2.38)

Additional stress terms can be included to add complexity to solid mechanics coupling.
Green and Naghdi added thermal stresses for thermally noneqiulibrium domain [65].
Also, Eringen included microrotation of solid matrix to stress analysis [66, 67]. As a
result, porelastic theory modiﬁes Darcy’s law to
✓
◆
@
✏ r·u
(r · u) =
@t

Kr2 p.

(2.39)

based on this modiﬁed Darcy’s equation, consolidation equation is [68]
@e
= K(2µG + µ )r2 e + hsource
@t

hsink .

(2.40)

Dilation can also relate initial porosity, ✏0 , to deformed porosity, ✏,
e=

✏ ✏0
.
1 ✏

(2.41)
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2.4.2

Mixture Theory

Porelastic theory for coupling solid mechanics to ﬂuid dynamics conforms solid
structure deformation to the dynamics of the ﬂuid (pressure and velocity). However,
it doesn’t incorporate constitutive properties of the ﬂuid within the pores. Mixture
theory ﬁlls this gap in the analysis. Mixture Theory utilizes continuum approach
assuming that the mixture is continuous throughout the domain. At all time, every
point is simultaneously occupied by ﬂuid and solid using internal variable theory.
based on this theory apparent density of each component in the mixture is the of the
mass of each phase within represented volume [69, 70]
dm⌘
,
dV !0 dV

⇢⌘ = lim

(2.42)

where ⌘ is phase index (s,f ). Apparent properties are derived from true properties
based on the volume fraction concept assuming the solid occupies a controlled system
and ﬂuid within pores is modeled as controlled volume. At every time instant, the
volume fraction of ﬂuid complements the solid volume fraction. Still, Mixture theory
is a macroscopic analysis where the geometric shape of pores and their exact locations
are not considered. As a result true density, ⇢⌘T , and porosity are [70]
⇢⌘T = limdV !0
✏⌘ = limdV !0

dm⌘
;
dV ⌘
dv ⌘
.
dV

(2.43)

Using Equations (2.42)-(2.43) the apparent densities are
⇢⌘ = ✏⌘ ⇢⌘T ,

(2.44)

⇢s + ⇢f = ⇢.

(2.45)

Applying these deﬁnitions to conservation of mass results in
@⇢⌘
+ r · (⇢⌘ u⌘ ) = 0,
@t
where the marcoscopic medium velocity, u = us ✏ + uf (1
r · u = 0. Similarly, conservation of momentum becomes [70]
✓ ⌘
◆
@u
⌘
⌘
⌘
⇢
+ (u · r)u = r · T⌘ + ⌘ .
@t

(2.46)
✏) , is divergence free

(2.47)
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Neglecting inertial terms and body force, total stress tensor, T⌘ =

✏⌘ pI +

⌘

, is bal-

anced by internal frictional forces, . Then, using Darcy’s deﬁnition of permeability,
frictional forces are [70]
s

f

=

= K(us

uf )

pr✏s .

(2.48)

Substituting Equation (2.48) into momentum equations, the shear stresses are deﬁned
as
r·
2.5

K
= 2
⇢f

✓

@x
@t

◆

u .

(2.49)

Heat Transfer
Understanding heat transfer through porous media is crucial for various industries.

In many industries porous media is used as an insulation to hinder heat transfer. In
other cases, the e↵ect of lowering the heat transfer coefficient through porous/granular
media could be detrimental such as during battery thermal runaway. Consequently,
understating the e↵ect of various parameters in porous media on heat transfer is
crucial for optimum design. Analyzing heat transfer through heterogeneous media
requires a rigorous analysis combining matrix structure and thermodynamic properties of intrinsic ﬂuid.

2.5.1

Local Volume Average Method

Due to the complexity of heat transfer through heterogeneous media, macroscopic
approach analysis is used which is sufficient for a wide range of applications. In many
applications optimizing e↵ective thermodynamic properties is the design objective (as
opposed to local properties). For example, e↵ective heat capacity, < ⇢cp >, is used
instead of a heterogeneous heat capacity in applying ﬁrst principle energy conservation
over a volume element. For some properties, heat capacity for example, the e↵ective
value is obtained by simple volume averaging. Yet, similar averaging is not valid for
other properties. Thermal conductivity for example depends of properties including
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the structure alignment of each phase in the composite, contact resistance, and the
Knusden number. Despite the complexity of estimating thermal conductivity, upper
and lower bounds are developed based on a composite resistance model. An upper
limit is estimated by combining microscopic volumes for each phase within the porous
media into one homogeneous volume aligned parallel to the heat ﬂow. Likewise, a
lower limit is estimated by combining microscopic volumes of each phase into one
equivalent volume perpendicular to heat ﬂow such as [71]
kef f,min =

(1

1
,
✏)/ks + ✏/kf

(2.50)

✏)ks + ✏kf .

(2.51)

and
kef f,max = (1

For further analysis of thermal conductivity, local temperature di↵erences at pore
level between solid and ﬂuid, $Td , and temperature di↵erence across elementary
volume, $Tl , factor in calculating e↵ective thermal conductivity. However, we assume that temperature di↵erence across system dimension, $TL , is much greater
that Td and Tl . Thus, we assume a local thermal equilibrium in the system, < Ts >=
< Tf >=< T >. Carbonell and Whitaker [50] developed a validity range of this
approximation by time scale
✏(⇢C)f l2 1
1
( + ) ⌧ 1,
kf
ks
t
(1

(2.52)

✏)(⇢C)s l2 1
1
( + ) ⌧ 1,
t
kf
ks

(2.53)

1
✏kf l 1
( + ) ⌧ 1,
2
A0 L kf
ks

(2.54)

✏)ks l 1
1
(
+
) ⌧ 1,
kf
ks
A0 L2

(2.55)

and length scale

(1

where l is the elementary volume dimension, L is system dimension, and A0 is the
speciﬁc surface area. Assuming the system is in thermal equilibrium, the energy
equation for pure conduction is [34]
(⇢Cp )⌘

@T⌘
= r · (h⌘ rT⌘ ).
@t

(2.56)
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The boundary conditions on interfacial area, Asf , are
Tf = T s ;

(2.57)

nsf · kf rTf = nsf · ks rTs .
The local average expression of transient term is [34]
Z
1
@Ts
@hT is
(⇢Cp )s
dV = (1 ✏)(⇢Cp )S
.
V Vs
@t
@t

(2.58)

Now, using theorem for the volume average of a divergence for total energy balance
[72]:
[✏(⇢Cp )f + (1

✏)(⇢CP )s ]

@hT i
= r · (ke · rhT i),
@t

(2.59)

where e↵ective thermal conductivity is
ke = [✏kf + (1

✏(kf ks )
✏)ks ]I +
Vf

Z

nsf bf dA,

(2.60)

As f

bf is a spatial transformation vector deﬁned such Tf0 = bf · rhT i, and the vector
product nsf bf is a dyad product. Sahraoui and Kaviany [73] elaborated further in
methods to determine nsf bf . To include convective term, Dispersion tensor, Dd , is
R
introduced and deﬁned as Dd = V1f Vf u0 bdV . Now, total energy balance equation
becomes

[✏(⇢Cp )f + (1

i
✏)(⇢CP )s ] @hT
+ (⇢Cp )f uD · rhT i
@t

= (⇢Cp )f r · (( (⇢Ckep )f + ✏Dd ) · rhT i).
2.5.2

(2.61)

Dispersion Tensor

Dispersion term in the energy balance equation accounts for velocity deviation
away from averaged Darcy velocity, uD , causing a non-uniformity in temperature at
pore level. Intuitively, dispersion tensor would depend on the hydrodynamics of ﬂuid
at pore level. Many factors would a↵ect the hydrodynamics such as pore structure
shape, pore velocity, upstream conditions, dead pores, and ﬂow reversal. Dispersion
tensor also depends on the thermodynamic properties of solid and ﬂuid phases such as
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the ratio of thermal conductivities and heat capacities. For realistic disorder structure,
it’s nearly impossible to derive analytical model capturing all a↵ecting factors. As
result, stochastic methods are used to estimate dispersion e↵ect.
One of the ﬁrst attempts to obtain dispersion tensor is done by Scheidegger [74].
He developed a stochastic model assuming that ﬂuid particles undergo random scattering events at channel wall, yet ensemble average velocity is equal to Darcy’s velocity. Scheidegger concluded that
Dd
= aP e2 .
↵f

(2.62)

In Equation (2.62), the constant a depends of both the porous medium and the
ﬂuid and Peclet number, P e = uD K 1/2 /(✏↵f ). Similar to Scheidegger’s analysis,
De josselin De Jong [75] developed stochastic model where the medium consists of
uniform spheres forming tetrahedral channels. In his model, he distinguished between
dispersion e↵ect parallel to average ﬂow and perpendicular as

Dkd

1
=
↵f
6

where

d
D?
3
= P e,
↵f
16

(2.63)

✓

(2.64)

3
+
4

◆
0.557 P e,

= 0.5 ln(3L/l). Subsequently, Sa↵man [76–78] built up on previously de-

veloped stochastic models to include molecular di↵usion and assuming the brownian
motion of ﬂuid particles has net motion in the pressure gradient direction leading to
d
D?
3
1
= Pe +
P e2 .
↵f
16
1000

2.6

(2.65)

Applicability to Membrane Distillation
This chapter focused on analytical techniques for modeling transport through

membrane. In principle, the local volume average modeling method is more complex
than other empirical models since it stems from conservation laws where multi-phase
ﬂuid and interfacial related phenomena can be incorporated. However, deriving the
dispersion tensor accurately from controlled parameters such as pore size and porosity
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is challenging. Additionally, the dispersion tensor is difficult to quantify which increases uncertainties in experimental validation. In contrast, models based on kinetic
gas theorem, such as the dusty gas model (DGM), are derived from more controllable
factors. While the DGM has limitations in modeling transient transfer behavior, it
has proven to be more accurate in predicting steady state di↵usion-dominant transport behavior compared to alternative methods [79, 80]. Based on the review of the
modeling techniques, this thesis incorporates Kinetic Gas theorem to account for
water vapor di↵usion and advection within membrane pores. Speciﬁcally, DGM is
used in an e↵ort to model natural evaporation rate through LHMD in the following
chapter.
This chapter also reviewed two methods for incorporating the e↵ect of deformation
into transport behavior. Porelastic theory is suitable for estimating solid deformation
due to steady ﬂuid ﬂow conditions. However, to model the e↵ect of deformation on
ﬂuid transport behavior, mixture theory is more suitable since it incorporates ﬂuid
constitutive properties within pores. These e↵ects are not included in the models
developed in the following chapter, but could provide directions to improve the model
ﬁdelity in the future.
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3. MEMBRANE DISTILLATION THEORETICAL MASS FLUX LIMITS

This chapter develops an analytical model to predict ﬂuid transport in the LHMD
system. In particular, the mass ﬂux limits for free surface natural convection are
estimated and then the mass ﬂow resistance of membrane, analogous to thermal ﬂow
resistance, is introduced to account for ﬂow through the membrane. These models
provide bounds for predicting the performance of locally heated membrane distillation
systems.
In the LHMD process, the transfer of water vapor through the member involves
several thermoﬂuid phenomena. Liquid is in contact with the bottom surface of the
heated membrane. Evaporation occurs at the liquid-vapor interface at the bottom of
the porous membrane. Water vapor transports through the membrane and into the
air above the membrane.
To predict the mass ﬂux, we ﬁrst consider the top surface of the heated membrane.
At this surface, the temperature dependent evaporative mass ﬂux is analytically calculated by analogy to natural convection above circular disk. Then, we superimpose
the porous media mass resistance e↵ect on free surface natural evaporation. Analogous to a thermal ﬂux being proportional to a temperature gradient, the mass ﬂux
is proportional to water vapor pressure gradient. In this analytical model, we use
the Boussinesq approximation: variable air density is only considered in the buoyancy terms. The ﬂow is also assumed to be axisymmetric. Thus, the velocities in
vapor phase region depend on the cylindrical coordinates (r and z): u = u r !
+ w z!
.
Using these assumptions and noting that gage pressure is deﬁned as $ = P
where Pstat is the hydrostatic pressure such that ( ⇢1 g

@Pstat
@z

Pstat

= 0), the steady

non-dimensional Navier-Stokes and mass transport equations become
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Where Gr = | ⇢s⇢1⇢1 | gR
is the Grashof number, ⇢ is vapor density, ⌫ is the kinematic
⌫2
viscosity, g is acceleration due to gravity, R is the radius of the membrane, Sc = ⌫/D
is the Schmidt number, D is mass di↵usivity, r̃ = r/R, ũ = Ru/v , w̃ = R w/v ,
$̃ = (R2 $)/(⇢1 v 2 ), and nondimensionalized vapor concentration is c̃ = (c c1 )/(cs
c1 ). Subscripts s and 1 correspond to saturation conditions and ambient conditions
respectively. Here, the saturated vapor concentration at liquid vapor interface, cs ,
and the ambient air vapor concentration, c1 , are used as boundary conditions. Using
those governing equations and Fick’s law, the total mass ﬂux is calculated from an
integral over the surface of the membrane:

Q=

Z

D

@c(r, z)
@z

dS,

(3.5)

z=0

where D is the di↵usivity of the vapor phase into air.

3.1

Di↵usion Limits
To estimate the lower limit of the evaporated mass ﬂux, we consider the case of

the Grashof number to be much smaller than 1. This condition means that the mass
ﬂux is purely from di↵usion, with no driving buoyancy force of the vapor. Hence,
Equations (3.1) through (3.4) reduce to
1 @
r̃ @r̃

✓

@c̃
r̃
@r̃

◆

+

@ 2 c̃
= 0.
@z̃ 2

(3.6)
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Figure 3.1. Dimensionless vapor concentration above the heated
membrane considering only the di↵usive component.

Equation (3.6) can be solved by separation of variables in oblate spheroidal coordinates (k, ) as in Ref. [81], such that the non-dimensional concentration, c̃, the
local di↵usive mass ﬂux, jdif f , and the total di↵usive mass ﬂux, Qdif f , are
2
arctan( ),
⇡
2 D(cs c1 )
p
jdif f (r) =
,
⇡ R2 r 2

c̃(k, ) = 1

Qdif f = 4D(cs

c1 )R.

(3.7)
(3.8)
(3.9)

Figure 3.1 illustrates the local vapor concentration in this conﬁguration. Note
that concentration decays rapidly away from membrane surface, which inﬂuences the
di↵usive mass ﬂux. High concentration gradient near membrane boundary is desirable
to enhance the di↵usive ﬂux.
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3.2

Convection Limits
For high Grashof numbers, buoyancy leads to additional vapor ﬂow. The velocity

ﬁeld above a circular liquid free surface can be divided into three regions: the center,
intermediate, and edge regions as illustrated in Figure 1.3. Near the liquid vapor
surface, the ﬂow in intermediate zone is assumed to be mostly horizontal toward
center zone where the evaporate forms an upward plume. Since we assume that most
of the ﬂow is horizontal in this region, the following rescaling should be introduced
to retain inertial viscous and pressure terms: ẑ = Gr0.2 z̃, û = Gr
and $̂ = Gr

0.8

0.4

u,
˜ ŵ = Gr

0.2

w,
˜

$
˜ . Using this scaling, the local mass ﬂux, jint , and the total mass

ﬂow, Qint , for the intermediate region are estimated by Dollet [82] to be

jint (r) ' D
Qint ' 2⇡RD(cs

cs

D(cs C1 )Gr0.2
C1
=
,
(r)
R0.6 (R r)0.4
c1 )Gr0.2 = 2⇡

D(cs c1 )1.2 1.6
R .
0.2 ⌫ 0.4
C1

(3.10)
(3.11)

Near the edge, the edge mass ﬂux, jedge , and mass ﬂow rate, Qedge , is calculated
with respect to characteristic scale length R⇤ of the vapor concentration gradient [82]:
◆1/3
c1 ⌫ 2
,
R = -----c1 g
cs c 1
,
Jedge ' D
R⇤
cs c1
' 2⇡RR⇤ D
= 2⇡RD(cs
R⇤
⇤

Qedge

✓

cs

(3.12)
(3.13)
c1 ).

(3.14)

For large Grashof number, the contribution of the center zone to the mass ﬂux
is negligible. Most ﬂux from the intermediate and edge zones ﬂow toward the center
building up a static pressure at center. Hence, pressure gradient at liquid vapor
interface in the center zone is much smaller than other zones.
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3.3

Porous Media Mass Flux
The above models consider mass ﬂux from a free liquid surface. In LHMD, a

porous membrane introduces more mass transfer resistance that must be included in
models of natural convection, thereby reducing the upper limit to the mass transfer
estimated in Equations (3.6)-(3.14). The e↵ect of porous medium can be incorporated
by two methods: a modiﬁed binary di↵usion coefficient or through an additional
pressure drop analogous to thermal contact resistance in heat transfer.
When considering the natural convection limit, we use the approach of modifying
the binary di↵usion coefficient D in Fick’s law. This is more appropriate than the
pressure drop approach because assuming mass transfer is purely di↵usive eliminates
the pressure drop across membrane due to vapor velocity. Thus, for the lower limit in
natural convection, Fick’s ﬁrst law is modiﬁed by introduction a porous media factor
[83]
⇤
DAB
= DAB ,

(3.15)

= ✏Sg ⌧,
where ⌧ is tortuosity, ✏ is the porosity, and Sg is the gas saturation (equal to 1 for all
gas condition). We estimate tortuosity from porosity based on a numerical analysis
in literature [84] that calculates the tortuosity of a membrane fabricated from solid
spheres of the same radius to the porosity:

⌧ =1

0.5 ln ✏.

(3.16)

For the upper limit with buoyancy-driven convection, the impact of the porous
media is accounted for in mass transfer predictions as a pressure drop. The Dusty
Gas Model (DGM) predicts the pressure drop across membrane. Then, pressure drop
is iteratively incorporated at boundary conditions of Equations (3.10-3.14) till mass
ﬂux is balanced between porous media and natural convection above membrane. One
key feature of the DGM is that it includes both di↵usion (ordinary and Knudsen) and
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advection. The DGM can be written in terms of total molar ﬂux NT which include
di↵usive and advective ﬂux [83]
X c i Nj
j

c j Ni

Dij⇤

✓
◆
NiD
prci
B 0 p ci rp
=
+ 1+
,
Dik
Rg T
Dik µ Rg T

(3.17)

The ﬁrst term of the left-hand side is the molecule-molecule interaction based on the
Stefan-Maxwell equation while the second term is accounts for Knudsen moleculeparticle interaction. On the right-hand side, the pressure and concentration gradients
are considered as the driving forces for di↵usion and advection. E↵ective di↵usion
coefficients are calculated based on porous media properties and mean free path of
2
)/8⌧ ,
the ﬂuid [7]: Dij0 = Kl P Dij , DiK = K0 ((8Rg T )/(⇡Mi ))(1/2) , B 0 = (✏rpore

K0 = 2✏r/(3⌧ ) , and Kl = ✏/⌧ , where Rg is the gas constant, T is the temperature, µ
is the dynamic viscosity, and rpore is the membrane pore radius. The DGM accounts
for both continuum region and Knudsen region where pore size is smaller than mean
free path of vapor. For a binary mixture of water vapor (w) in air (a) the mean free
path evaluated average membrane temperature T is [85]:
1
p
,
(3.18)
⇡( 2
1 + (Mw + Ma )
and a are the collision diameter of water vapor and air, respectively, and M
la/w =

where

w

KB T
w+ a

)2 p

is the molecular weight. For an average temperature of 60 C, a mean free path of 0.11
µm is typical [86]. Similar to approximations used for airgap membrane distillation
mass transfer [7], Equation (3.17) can be simpliﬁed if air is considered as stagnant
ﬁlm:
rpi
.
(3.19)
RT |pair |ln
Accounting for Knudsen e↵ect in small pore sizes, Equation (3.19) becomes [7]

1
1
1
pair
J=
+ ⇤
rpi .
(3.20)
RT Dik DAB
⇤
J = DAB

Lastly, the water vapor pressure is estimated from the temperature by the Antonie
Equation excluding the liquid surface curvature e↵ect [7]:
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Figure 3.2. Analytical predictions of mass ﬂux as a function of surface
temperature for membranes of di↵erent porosities ( =0.1, 0.4, and
0.7) using the modiﬁed di↵usion coefficient (D⇤ , dashed lines) and the
pressure drop (dP, dotted lines) methods. The di↵usive (solid blue
line) and convection (solid brown line) limits represent the maximum
ﬂuxes for free surfaces.

p0i



= exp A

B
,
C +T

for water vapor, A = 23.1964, B = 3816.44, and C =

(3.21)
46.13. Additionally, the vapor

density and di↵usion coefficient for water are [68, 87]:

⇢=

pv
,
1.61p 0.6pv

DH2O,Air = 1.87e

10 T 2.072
.
p

(3.22)
(3.23)

Figure 3.2 shows the predicted mass ﬂux as a function of temperature (below the
atmospheric boiling temperature) for evaporation through membranes and from free
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surfaces. The surface mass ﬂux rate increases exponentially as the temperature approaches the boiling temperature. Furthermore, both methods of incorporating mass
ﬂux through porous media yield similar results. As membrane porosity decreases,
the mass ﬂux rate approaches the di↵usive limit for a free surface. In contrast, mass
ﬂux across highly porous media closely resembles the convective limit for a free surface. Therefore, accounting for the pressure drop across membrane may be more
appropriate to model the dynamic nature of vapor ﬂow through these highly porous
membranes. This chapter predicted high performance for LHMD. The following chapter experimentally validates predicted mass ﬂux rate and quantify energy required to
maintain constant surface temperature.
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4. EXPERIMENTAL VALIDATIONS
This chapter demonstrates a lab-scale version of LHMD conﬁguration. The predicted
mass ﬂux from previous chapter is experimentally validated including measurements
of energy consumption. Ultimately, this work demonstrates a signiﬁcant energy consumption reduction of MD processes. Lab scale experimental validation demonstrates
that in this ﬁrst prototype design 25% of the input electrical power is used for evaporating the ﬂuid at 80 C, and this efficiency can be signiﬁcantly improved through
better insulating the ﬁxture.

4.1

Experimental Design Considerations
Alternative MD conﬁgurations produce evaporated mass ﬂux in the range to 5-12

kg/m2 h at 80 C [10–12]. This range is within the analytical limits shown in Figure
3.2 for the locally heated membrane conﬁguration. The relatively low mass ﬂux rates
need to be measured with high precision. Conventionally, for air gap membrane distillation, the distillation ﬂux is measured by collecting condensate formed on a cold
plate over speciﬁc period of time then dividing this by the measured membrane area
to estimate ﬂux per unit area for a given upstream temperature of the recirculating
feed [12, 13, 88, 89]. To utilize this method, large membrane areas and long times
are required to reduce uncertainties due to leakage within feed circulating loop and
re-evaporation of condensation collected or condensation of water vapor in air. Additionally, mass ﬂux is correlated to feed temperature, which is not the temperature
of water contacting the membrane. In this chapter, the instantaneous mass loss is
measured by sensitive digital balance for a pressure driven feed as shown in Figure
4.1. Our design inherently eliminates the vibrations due to feed circulation allowing
for sensitive ﬂux measurements by analytical balance. However, the analytical bal-
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Thermally Insulated,
Heated Membrane Cell

•

Digital Balance

Figure 4.1. Schematic of the Locally Heated Membrane Distillation
(LHMD) conﬁguration used in this work. A U-shape manometer is
used to supply ﬂuid to the membrane and replenish the mass lost
by evaporation across membrane. The entire assembly is placed on
digital balance to monitor mass loss. Additionally, thermocouples are
implemented at various location to measure the temperature distribution (red dots).

ance can be a↵ected by electromagnetic interference from the heater and, thus, the
mass loss is also veriﬁed by observing the monometer on feed reservoir throughout
the process. These accurate measurements enable the use of small membrane areas to
ensure homogenous membrane properties and instantaneous measurements of mass
ﬂux.
Further, as high temperature operation is desirable to enhance the mass ﬂux, in
addition to conventional hydrophobic polymeric membranes, silver membranes with
controllable pore sizes and higher temperature stability are used here and treated with
self-assembled monolayers (SAMs) to enhance their hydrophobicity. This new MD
conﬁguration opens the possibility of measuring high temperature membranes per-
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formance simply by varying electrical power input. Operating at higher temperature
improve mass ﬂux and thermal efficiency [90].

4.2

Experimental Analysis
Four membrane materials are tested in this experiment: (a) GORE-TEX (supplied

from Outdoor Wilderness Fabric), (b) ePTFE with 0.45 µm pores (Sterlitech), (c)
hydrophobic PVDF with 0.1 µm pores (Sterlitech), and (d) silver membranes with 0.2,
0.45, 0.8, and 1.2 µm pores (Sterlitech). Self-assembled monolayer (SAM) coatings
(1-Dodecanethiol (Sigma-Aldrich)) are applied to the silver membranes to improve
the surface hydrophobicity preventing liquid penetration through membrane. Contact
angle tests (following ASTM D5946-09) indicated that the hydrophobicity of the silver
membranes after SAM coating exceeds the conventional MD membrane materials.
Table 4.1. Measured contact angle of convectional membrane materials.
Material

Contact Angle [ ]

ePTFE

123± 1.2

PVDF

111 ± 1.8

GORE-TEX

111± 0.9

Table 4.2. Measured contact angle of silver membrane of di↵erent
pore sizes before and after treatment with SAM.
Ag Pore Size [µm]

Pre-SAM [ ]

Post-SAM [ ]

0.2

74 ± 1.6

115 ± 0.8

0.45

82 ± 0.5

118 ± 1.2

0.8

97 ± 1.2

118 ± 1.0

1.2

92 ± 1.1

121 ± 0.7
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(1)

(b)

Figure 4.2. Measurement of contact angle for a silver membrane (a)
before and (b) after coating with SAM. Note that the membrane is
hydrophilic before coating and becomes hydrophobic with the coating.
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To test the e↵ectiveness of the LHMD system, the mass ﬂux and energy consumption are measured as shown schematically in Figure 4.1. A circular ring shaped
ﬂexible silicon heater heats the membrane. The heater has an outer diameter of 50
mm OD and inner diameter of 15 mm with an embedded type K thermocouple to
measure the heater temperature. To improve the temperature uniformity, the heater
is attached to a 3 mm aluminum heat spreader using arctic silver thermal compound
that minimizes the thermal contact resistance between heater and aluminum heat
spreader. All membrane samples are circular with 25.4 mm diameter and are placed
on top of the heat spreader. The heater and membrane assembly is enclosed in an
acrylic casing ﬁlled with Permatex high temperature red RTV silicone that acts as
a sealant and thermal insulation. Temperatures are measured at various locations
in the feed ﬂuid and on the membrane using type K thermocouples. A NI USB
9162/9211 DAQ system is used to record the temperature measurements. The entire
assembly is placed on a scale (Sartorius-ENTRIS 420) with a precision of 0.1 mg, data
is recorded at 2.3 Hz. The exposed membrane area for evaporation is measured from
optical images using ImageJ software. The mass ﬂux is measured for approximately
an hour, and the rate of mass change in the steady state portion of the experiment
is used as a metric of performance. Steady state is reached around 0.8 hour for our
set up as shown in the example data in Figure 4.3. We deﬁne steady sate as the
region where the mass evaporation is linear with time, so from approximately 0.8 hr
to 1.0 hr in this example. In this region, the temperatures are increasing at less than
0.01 C/min.
To quantify the baseline evaporation rate for our system, the evaporation rate
is measured for a case where the heater is turned o↵ for the same duration it takes
to reach steady state condition. Figure 4.4 shows the mass ﬂux rates for various
membrane materials across a range of membrane temperatures in comparison to the
analytical limits calculated including the e↵ect of the porous medium on the mass
ﬂux resistances.
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Experimentally, all measurements fall within the analytical predictions with no
signiﬁcant performance di↵erences across membrane material and pore size. We hypothesize that because the mass transport across thin membrane is relatively slow,
di↵usion is the dominant transport mechanism across the membrane. The mass ﬂux
across membranes is less sensitive to pore size factor since the maximum pressure drop
across membrane (see Equation (3.19)) is less than 5% of the vapor pressure. Hence,
saturated vapor pressure is mostly maintained throughout the membrane regardless
of the pore size.
To evaluate the energy efficiency of this process, the speciﬁc energy consumption, deﬁned as the ratio total input energy required per unit mass of permeate, is
computed and shown in Figure 4.5. The input energy consists only of the supplied
electrical power and ranges from 10,000-30,000 kJ per kg of evaporate. Speciﬁc energy
consumption across all the samples are up to 75% lower than other conventional MD
conﬁguration. Direct contact MD has been reported to have a consumption range of
60,000-120,000 kJ/kg [90]. On the other hand, air gap MD has energy consumption
range of 57,600-122,400 kJ/kg accounting for electrical power for heating and cooling
in addition to ﬂuid circulation consumption [13]. Alternative conﬁgurations required
excess energy to heat entire circulating feed with relatively larger thermal mass while
proposed conﬁguration heat is localized in smaller thermal mass. Additionally, localizing heat at the membrane interface minimizes heat losses to ambient because
e↵ective surface area that is elevated above ambient is signiﬁcantly reduced.
In addition to evaporating liquid, the heat generated by the heater dissipates by
convection and conduction pathways, which can be minimized in a well-insulated
membrane cell. The convection losses can be estimated by ﬁtting a lumped capacitance model to the heater temperature data taken after turning heater o↵ during the
cooling process. Neglecting radiation, assuming further evaporation is insigniﬁcant,
and that the convection heat transfer coefficient is of the form hconv = C(T

T 1 )n ,

where C and n are constants to be determined, the energy conservation equation
during cooling of the membrane cell is
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Figure 4.6. Example cooling curve for the heater thermocouple after
turning o↵ the power in comparison to the ﬁtted temperature decay
via Equation (4.2).

C(T

T1 )n A(T

T1 ) = ⇢CcP

which yields the temperature response:
✓
◆
ncA(T T1 )n
T T1
=
t+1
T0 T1
⇢V cp

@T
,
@t

(4.1)

1/n

,

(4.2)

where the unknown coefficient C, the e↵ective system density ⇢, volume V , surface
area A, and heat capacity cp can be lumped into one unknown constant

⇢V cp
.
CA

Then,

a two variable least-squares ﬁtting approach is utilized to estimate this unknown
lumped coefficient and unknown power dependence n. Figure 4.6 shows an example
cooling curve, and the results of the two-parameter parameter for several samples
cp
= 1.5 ⇥ 106 [sK 2 ] and the power n =
enable extraction of the lumped coefficient ⇢V
CA

2.0 with a standard deviation of less than 5% for each parameter.
Moreover, conductive heat losses are proportional to temperature gradient along
feed connection (qcond = kAcond @@Tt ). For losses estimation, the e↵ective thermal conductivity of membrane cell feed connection kAcond (including both the glass and the
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Figure 4.7. (a) Measured and (b) optimum efficiency, ⌘max , of the
LHMD system as a function of temperature for all membranes. Note
that here to estimate the optimal efficiency, we subtract the thermal
losses and available exergy of the distillated from electrical power
supply. At high temperature (below the boiling point), the net input
energy is nearly all used to evaporate the ﬂuid (⌘max ! 1).

water) is numerically estimated using COMSOL. This enables us to estimate potential
performance improved with improved ﬁxture design.
In addition to conductive and convective heat losses, some of the energy could
hypothetically be recovered from the evaporative ﬂux after condensation. Exergy is
the maximum energy obtainable from the distilled ﬂuid while bringing ﬂuid into the
environmental state. In a control volume analysis, physical exergy, e, is calculated by
adding ﬂow work to internal exergy where the chemical exergy depends on chemical
potential,

, [91, 92]

e = (h

h⇤ )

T0 (s

s⇤ ) +

X

(

⇤

0

),

(4.3)

i

where, h and s are enthalpy and entropy respectively. Properties with asterisk ⇤
referring to the dead state properties. In this work, the dead state is deﬁned as atmospheric pressure at a room temperature of 21 C. For pure substances, the chemical
exergy term (last term in Equation (4.3)) disappears.
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Thus, we subtract potentially mitigatable thermal energy losses (conduction through
the supports, convection to surroundings, and recoverable exergy from the distilled
ﬂuid) from the input electrical energy to estimate the best possible efficiency of such
a LHMD system:

⌘max =

2

V
R

mh
˙ fg
CAconv (T

kAcond @T
@t

T1 )n+1

me
˙

.

(4.4)

This efficiency, shown in Figure 4.7, increases as the temperature increases with
2

nearly all the net input energy ( VR

kAcond @T
@t

T1 )n+1

CAconv (T

me)
˙ at ele-

vated temperatures is going to evaporating the liquid. The optimal efficiency trend
approaches unity below atmospheric boiling temperature. This observation is likely
due to reduction of local boiling temperature caused by surface curvature. Surface
tension is decreased at elevated temperature increasing curvature at liquid interface [93]. Those changes a↵ect local vapor pressure. At equilibrium, a force balance
yields

dP

00

0

dP = d

00

0

✓

2
rcrv

◆

,

where dP is the liquid pressure, dP is the vapor pressure,

(4.5)
is the surface tension,

and rcrv is the curvature radius. Since each phase is in thermal equilibrium, the
Gibbs-Duhem equation can be used:
0

0

s dT

00

0

v dP + d

s dT

00

00

0

= 0 , and

v dP + d

00

(4.6)

= 0,

(4.7)

where s and v are the entropy and volume per mole respectively,

is the chemical

0

potential. We can assume that external pressure is constant dP = 0. Then Equations
(4.6) and (4.7) can be written as
$h
dT + vdP = 0,
T

(4.8)
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where $h = T (s

0

00

s ) is the latent heat. Substituting Equation (4.5) into (4.8) and

integrate to obtain

ln

Tcrv
=
T0

00

2 v
rcrv $h

- - - -,

(4.9)

where T0 is atmospheric boiling temperature of a ﬂat plate and Tcrv is boiling temperature adjusted for surface curvature [94]. Hence, the porous heated membrane
reduces the equilibrium boiling temperature due to induced curvature. As a result,
optimum efficiency approaches unity at temperatures just lower than atmospheric
boiling temperature.
To summarize, predictive mass ﬂux model developed in chapter 3 showed good
agreement with measured values. No signiﬁcant di↵erence in mass ﬂux was observed
across various materials. Moreover, substantial energy efficiency improvement was
observed for the initial LHMD prototype compared to direct contact MD and air gap
MD. Further efficiency improvements were estimated if ambient thermal loses were
eliminated.
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5. SUMMARY
This thesis evaluates the local heated membrane distillation (LHMD) process through
a combined analytical and experimental analysis, including deriving limits for mass
ﬂux across the heated porous membrane and experimentally demonstrating efficient
evaporation of water. The analytical models incorporating di↵usive and advective
mass transfer across a porous medium into stagnant air agree with the experimental
measurements. In addition to conventional polymer membranes, metal-based membranes are evaluated, exhibiting similar performance to the polymer based membrane.
However, metal membranes are superior in thermal stability and mechanical stability.
This new membrane distillation conﬁguration reduces energy consumption of the
distillation process by conﬁning thermally a↵ected region of the liquid to the membrane interface where evaporation occurs reducing the mass required to be heated and
also thermal losses to ambient. In addition, the proposed conﬁguration operates with
a pressure-driven stagnant ﬂuid eliminating liquid circulation energy consumption.
The lack of unsteady e↵ect due to ﬂuid circulation also allows for a more instantaneous mass ﬂux measurements improving the accuracy of experimental performance
validation.
The proposed locally heated membrane distillation conﬁguration, integration of
new membrane materials, and analytical models open the possibility of utilizing this
membrane distillation method to wider applications beyond desalination. Accurate
temperature control and thermal stability makes membrane distillation applicable for
organic mixture separation replacing capitally intensive distillation columns. This
LHMD also can be miniaturized and decentralized ,as opposed to conventional distillation, and can integrate alternate heat sources such as solar irradiation.
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Figure 5.1. Simulation of salt concentration pattern for (a) forces
convection ﬂow where the bottom edge has a horizontal velocity component to the right (feed ﬂow) (b) natural convection due high temperature at top edge (heated membrane).

5.1

Recommendations
Further analysis for optimizing operating pressure di↵erence across membrane

can add additional improvement. Large pressure gradient promotes driving forces
for mass transport but eventually deforms membrane structure. Deformation can
possibly reduce e↵ective pore diameter or enlarge pore diameter allowing liquid to
penetrate. Hence, thorough analysis is needed to identify ideal operating pressure.
Fouling is another major concern that was not addressed in this thesis. Molecular dynamics simulations could show the e↵ect of high local surface temperature
on liquid-solid interfacial gap and local slip length which both could a↵ect salt deposit formation. Similarly, salt concentration patterns could form uneven salt scaling.
Figure 5.1 shows a preliminary simulation results for salt concentration pattern in a
membrane cell for stagnant feed.
Finally, similar working principles to membrane distillation can be applied to transpiration cooling and to develop a passive temperature control mechanism for surfaces
with unpredicted hot spots locations. Figure 5.2 shows an illustrative example for this
cooling concept. A macro-porous layer saturated with ﬂuid covers the hot surface.
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Figure 5.2. Schematic of transpiration cooling for passive temperature control.

Then, a second porous layer with smaller pores prevents liquid penetration yet allow
vapor transport, similar to the membrane in MD. When the local surface temperature
approaches the ﬂuid boiling temperature, ﬂuid evaporate dissipating excess heat.
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