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The incidence of melanoma, the most aggressive form of skin cancer, has increased more than
many other cancers in recent years. The aim of this thesis is to develop objective measures and
automated methods to evaluate the ABCD (Asymmetry, Border irregularity, Color variegation,
and Diameter) rule features in dermoscopy images, a popular method that provides a simple
means for appraisal of pigmented lesions that might require further investigation by a specialist.
However, research gaps in evaluating those features have been encountered in literature. To
extract skin lesions, two segmentation approaches that are robust to inherent dermoscopic
image problems have been proposed, and showed to outperform other approaches used in
literature. Measures for finding asymmetry and border irregularity have been developed. The
asymmetry measure describes invariant features, provides a compactness representation of the
image, and captures discriminative properties of skin lesions. The border irregularity measure,
which is preceded by a border detection step carried out by a novel edge detection algorithm
that represents the image in terms of fuzzy concepts, is rotation invariant, characterizes the
complexity of the shape associated with the border, and robust to noise. To automate the
measures, classification methods that are based on ensemble learning and which take the
ambiguity of data into consideration have been proposed. Color variegation was evaluated
by determining the suspicious colors of melanoma from a generated color palette for the
image, and the diameter of the skin lesion was measured using a shape descriptor that was
eventually represented in millimeters. The work developed in the thesis reflects the automatic
dermoscopic image analysis standard pipeline, and a computer-aided diagnosis system (CAD)
for the automatic detection and objective evaluation of the ABCD rule features. It can be used
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Skin cancer is a disease where cancerous cells form in the tissues of the skin, the body’s largest
organ. The skin is composed of several layers, but the two main layers are the epidermis
(upper/outer layer) and the dermis (lower/inner layer); it is in the epidermis where skin cancer
starts [1]. The incidence of skin cancer is rapidly increasing throughout the world and is
becoming one of the deadliest forms of cancers, especially in countries with a large Caucasian
population [2, 3]. Skin cancer is one of the most common forms of cancer in the UK, with recent
figures suggesting an annual incidence of at least 70,000 cases, accounting for over 20% of all
cancer cases. This is however considered an underestimate as registration of non-melanoma
skin cancer is incomplete; the actual number of skin cancer cases in the UK each year is
estimated at 100,000 cases. More than 2,500 deaths occur each year from skin cancer in the
UK, of which around three-quarters are attributed to malignant melanoma [223].
Malignant melanoma is the third most frequent type of skin cancer [9]. The vast majority of
melanomas are caused by the sun (one UK study demonstrated that about 86% of melanomas
can be attributed to the exposure to ultraviolet (UV) radiation from the sun (Fig.1.1) [4]), and
its incidence has increased more than many other cancers in recent years. In 1935 in the U.S.,
melanoma incidence was 1 in 1500. It is projected to be 1 in 90 for those born in 1990 and
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as high as 1 in 75 for those born in the year 2000 - an increase of 4-6% each year since 1973
[224]. According to Cancer Research UK, 15,419 new cases of melanoma were reported in
2014 in the UK, with a +119% change in melanoma incidence rates since the early 1990s [225].
In Scotland, the incidence of malignant melanoma is projected to change by 64% between
the periods 2003-2007 (4,634 cases) to 2018-2022 (7,617) [226]. According to World Cancer
Research Fund International, Australia had the highest rate of melanoma in 2018 accounting for
33.6 cases per 100,000 subjects followed by New Zealand with 33.3 cases per 100,000 subjects.
UK and U.S. cases were 15 and 12.7 per 100,000 subjects, respectively [227].
Figure 1.1: The effect of the sun on the skin [229]
The total cost of skin cancer in England in 2002 was estimated to be around £240 million
[223]. This is expected to double in 2020, with projected total costs of £455.1 million [228].
In the U.S., the annual cost of treating skin cancer is $8.1 billion (non-melanoma: $4.8 billion,
melanoma: $3.3. billion) [230].
A massive increase in demand is being faced by dermatologists in the UK [5]. 54% of the
population are affected by skin disease each year, with 23-33% of the population having a skin
disease that could benefit from dermatology care [6]. The increasing incidence of skin cancer
(up 400% over the past 36 years) on the other hand has changed the practice of dermatology
completely. It transformed the workload of dermatology departments, accounting for approx-
imately 50% of their workload [7]. The RCP recommends 989 FTE (full-time equivalent)
consultant dermatologists for a population of 61.8 million [5]. In 2012, the British Associa-
tion of Dermatologists found there were 813 dermatology specialists in the UK (consultants,
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trainees, associates and associate trainees, not all full time) and a total of 729 consultant posts,
75 of which were vacant and 98 were occupied by locums [8]. It has been noted that in some
parts of the UK it is almost impossible to see a dermatologist in the NHS. The North East
and South East cost have only 0.69 and 0.64 full-time consultants per 100,000 population,
respectively [231]. In England a patient would wait four or five months to see a dermatologist,
and in Wales waiting for two years is not uncommon [232]. The U.S. also suffers from shortage
in dermatologists. There are currently only 10,845 in the country, at the time that the American
Academy of Dermatology (AAD) states that the U.S. needs at least 22,000 dermatologists in
order to provide necessary healthcare treatments in an appropriate amount of time to those
having skin issues, as Americans have to wait months for their scheduled appointments with a
dermatologist [233].
1.1.1 Medical diagnosis
Although melanoma constitutes only 1% of the diagnosed skin cancer cases, 75% of deaths
are caused by melanoma [10]. The increasing incidence of melanoma renders the attempts
of the early detection of melanoma a continuing public health priority. Despite its aggressive
infiltration of other body parts, melanoma is highly curable if diagnosed early and treated timely
[11, 12]. Early detection is crucial since it contributes to a better survival; the 5-year survival
rate for early stage melanoma is 94%, compared to a 5-year survival rate of only 17% for
melanomas that have spread to other parts of the body [234].
There is an opportunity to increase the predictive value of melanoma diagnosis made by
visual examination during pigmented lesion screening. This could help reduce the number
of false-positives, the associated procedures, and corresponding scarring. Dermoscopy, or its
synonyms dermatoscopy and epiluminescence light microscopy (ELM), is an in-vivo, non-
invasive technique that has opened a new dimension of the clinical morphological features of
pigmented skin legions (PSL) using different incident light magnification systems with an oil
immersion technique [13, 14]. It provides higher accuracy in detecting suspicious cases that
would not be possible via inspecting with the naked eye. Fig.1.2 shows a dermatoscope from
different angles of view.
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Figure 1.2: Dermatoscope [235]
Depending on the observer’s experience, dermoscopy improves the diagnostic accuracy for
melanoma up to 50% as compared to purely visual inspection. However, dermascopic diagnosis
is subjective especially for inexperienced dermatologists. The accuracy of experts is in the range
of 75% - 84% [15, 16]. Diagnostic accuracy can also be affected due to fatigue, especially with
the large number of images the dermatologist has to interpret in a limited amount of time. A
report from the National Cancer Intelligence Network in 2016 found that GPs failed to refer
almost one in three patients with malignant melanoma for urgent tests [236].
Pattern Analysis set forth by Pehamberger et al. [17] in 1987, and updated by the Consensus
Net Meeting of 2000 [18], is a method that defines the significant dermatoscopic patterns of
pigmented skin lesions, allowing the distinction between malignant and benign growth features
[19]. Revised Pattern Analysis distinguishes between local features consisting of individual
or grouped characteristics that appear in the lesion, and global features that provide a quick
preliminary categorization of a given pigmented skin lesion prior to more detailed assessment
[16, 19]. In the Menzies method [20] developed in 1996, the authors identified 11 important
criteria for diagnosingmelanoma, such that for a lesion to be considered amelanoma it shouldn’t
have the two negative features, and have one ormore of the nine positive features [21]. Stolz et al.
developed a diagnostic scheme for dermoscopic image analysis by assessing the asymmetry (A),
border (B), color (C), and diameter (D) of different structures [15]. The ABCD rule became the
standard in dermoscopy for staging the PSL into benign, suspicious, ormalignantmoles [15, 16].
To handle the diagnostic accuracy of non-expert dermatologists, the 7-point checklist has been
proposed as a diagnostic method that requires the identification of 7 dermoscopic criteria in
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order to aid clinicians in their use of dermoscopy, and has been shown to be reproducible with
non-expert dermatologists who showed the ability to classify a high percentage of melanomas
[22]. The CASH (color, architecture, symmetry, homogeneity) algorithm [23] is a simplified
form of Pattern Analysis that even a novice dermatoscopist can use. Many of the features used
in the ABCD rule are assessed by this algorithm, and it adds an element not found in any other
algorithm, namely the architecture [24].
1.1.2 Computer-aided diagnosis
There is a niche to develop an objective, bedside tool that could be used as an adjunct in
the clinical assessment of skin lesions. Tracking tumor changes manually is also labour-
intensive, especially for patients with multiple moles on their skin. Computer-aided diagnosis
(CAD) methods can assist dermatologists in different steps of analysis, such as detection of the
lesion boundary, quantification of diagnostic features, classification into different lesion types,
and visualization [25]. In fact, CAD systems are able to obtain a higher level of sensitivity for
melanomadetection comparedwith inexperienced dermatologists [26]. Essentially, the standard
pipeline in automatic dermoscopic image analysis consists of three main stages (Fig.1.3): (i)
image segmentation (ii) feature extraction (iii) lesion classification.
Figure 1.3: Automatic dermoscopic image analysis standard pipeline
1.2 Problem statement
The ABCD (Asymmetry, Border irregularity, Color variegation, and Diameter) rule is a popular
method that provides a simple means for appraisal of pigmented skin lesions that might need
further investigation by a specialist, and is commonly used by physicians, novice dermatologists,
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and non-physicians as a way to learn about the features of melanoma in its early curable stage,
eventually leading to the early detection of melanoma. However, research gaps in evaluating
the ABCD rule features have been encountered in literature.
Computerized methods proposed for measuring asymmetry demonstrated a dependency
on the segmentation performance and how the axes locations are determined, asymmetry
thresholds were heuristic and non-generalizable to other test images, and the extrinsic shape
was mainly evaluated ignoring the asymmetry of the inhomogeneous pigmentation inside the
lesion. Euclidean based measures, which don’t characterize the complexity of the skin lesion
shape, were the main measures used in characterizing border irregularity, with other measures
in literature being empirical and prone to error, rely on the correlation of image pixels - which
can be distorted when carrying out augmentation operations -, and sensitive to noise, rotation,
and scale. No proper learning algorithms have been proposed to automate the aforementioned
measures nor there were relevant datasets available to aid in building such algorithms. Although
different approaches have been proposed to detect color variegation in skin lesions, they however
don’t accurately characterize the suspicious colors of melanoma and rather follow a trial-and-
error approach in determining such colors. The use of an inappropriate color space which is not
representative of the human perceptionwas common amongst those approaches. Approximative
measures that don’t reflect the actual diameter have also been used in literature.
Due to its importance in determining the accuracy of subsequent stages, the first step in
skin lesion analysis is usually image segmentation. However, classical image segmentation
techniques can easily fail in skin lesion segmentation due to inherent dermoscopic image
problems, such as weak edges and the presence of artifacts like light reflectance, apart from the
great variety of lesion shapes, sizes, textures, and colors.
1.3 Research objectives
The aim of this thesis is to develop objective measures and automated methods for evaluating
the ABCD rule features in dermoscopy images. To accomplish this objective, my PhD work
was oriented into the following main directions:
• To develop image segmentation approaches that are robust to inherent dermoscopic image
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problems, and to investigate the efficacy of deep learning based segmentation methods
in skin lesion segmentation in dermoscopic images.
• To develop objective measures that fill-in the research gaps encountered in literature for
evaluating asymmetry, border irregularity, color variegation, and diameter.
• To build classification networks for automating feature detection.
• To build a database pertaining the asymmetry and border irregularity features and to raise
the awareness of the scarcity and the need of such datasets.
1.4 Research contributions
In light of the above objectives, different contributions resulted from my PhD work. Two
segmentation approaches have been proposed, namely gradual focusing and Otsu-II. The first
approach was inspired by the human visual perception in that images are processed on a global
scale to locate the main regions (coarse information) of the image and on a local scale to
explicit the boundaries of the detected regions. In the second approach, an improvement of the
traditional Otsu method has been proposed, coupled with pre-processing and post-processing
stages to constitute a comprehensive robust image segmentation approach. The two approaches
showed to outperform U-Net, a commonly used supervised deep learning based method for
medical image segmentation.
Objective measures have been developed for the ABCD rules features. The asymmetry
measure describes invariant features, provides a compactness representation of the image,
and captures discriminative properties of skin lesions. A decision tree was used to learn the
asymmetry measure to detect the asymmetry of new skin lesions, and has led to high accuracy.
As a prerequisite to measuring border irregularity, the skin lesion border has to be extracted. A
novel edge detection algorithm, FuzzEdge, which represents the image in terms of fuzzy sets
was developed, depicting high similarity to the borders annotated by the dermatologist. The
proposed border irregularity measure is rotation invariant, characterizes the complexity of the
shape associated with the border, and robust to noise. To automate border irregularity detection,
two classification approaches have been proposed. The fuzzy multilayer perceptron (F-MLP)
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which is a neural network that takes the ambiguity of data into account, and a CNN-Gaussian
Naive Bayes ensemble which outperforms using the two classifiers individually. The proposed
classification approaches demonstrated outstanding performance. A color palette composed
of the image’s dominant colors has been created from which the melanoma suspicious colors
can be identified, eventually determining the presence of color variegation in the skin lesion.
Finally, Feret’s diameter was used as a shape descriptor for measuring the lesion’s diameter,
and spatial calibration was used to represent the diameter in millimeters.
Combining the contributed work could produce a CAD system that is able to automatically
and objectively evaluate the ABCD rule, and which could also serve as an objective second
opinion to the ABCD rule in general and its individual features in particular.
1.5 Thesis structure
The remainder of this thesis is structured as follows:
Chapter 2 presents a literature review of the different computerized methods developed
for finding asymmetry, border irregularity, color variegation, and diameter in skin lesions, in
addition to providing a critical analysis on the reviewed studies.
Chapter 3 introduces the background required to understanding the remainder of the thesis.
Chapter 4 explains the image segmentation approaches proposed in the thesis, in addition
to providing a comparative analysis between supervised and unsupervised deep learning based
methods for skin lesion segmentation in dermoscopy images.
Chapter 5 describes the proposed approaches for determining asymmetry, color variegation,
and diameter in skin lesions.
Chapter 6 highlights the proposed approaches involved in determining skin lesion border
irregularity in skin lesions.






Numerous efforts have beenmade to automate theABCD rule by proposing objective approaches
to finding the different features of the rule. This chapter starts by introducing the ABCD rule,
followed by sections 2.3, 2.4, 2.5, and 2.6 that highlight the attempts geared towards finding
the asymmetry, border irregularity, color variegation, and diameter of skin lesions in literature,
respectively. Section 2.7 reviews the studieswhere a combination of the aforementioned features
has been used as opposed to analyzing only an individual feature. A critical analysis is provided
in section 2.8, and the chapter is summarized in section 2.9.
2.2 ABCD rule
The ABCD acronym refers to four parameters: (i) Asymmetry (ii) Border irregularity (iii)
Color variegation (iv) Diameter greater than 6mm. The ABCD rule [27] emerged in 1985 by a
group of researchers at the New York University as a simple framework that physicians, novice
dermatologists, and non-physicians can use to learn about the features of melanoma in its early
curable stage, enhancing the early detection of melanoma. It is more geared towards the public
than the 7-point checklist which was designed for non-dermatological medical personnel. The
approach has then been verified by the 1992 National Institutes of Health Consensus Conference
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Report on the detection and treatment of melanoma in addition to other studies published at the
time [28],[29],[30],[31], and is being promoted by the American Cancer Society as a method
to help in seeking early medical evaluation of any suspicious pigmented lesions.
The ABCD rule provides a simple means for appraisal of pigmented cutaneous lesions
that may need to be further examined by a specialist, which might result in further work of
dermoscopy or biopsy, or both. The rule is not designed to provide a comprehensive list of all
melanoma characteristics. It should be noted that the combination of the ABCD features (i.e.,
AB, AC, ABC) is what determines the suspicious lesions and has the greatest accuracy when
used in combination, especially that it is not necessary for all melanomas to acquire all the four
features. Combining the reliable sensitivity and specificity in the application of the ABCD rule
in clinical practice supports the ongoing usage of the rule [32]; the ABCD rule is used in public
education on a wide basis and is easy to memorize.
Asymmetry refers to the fact that when drawing a line across the middle of the mole, the
two halves will not match, that is, the shape of one half doesn’t match the other half, providing
a warning sign of melanoma. Asymmetry evaluation is carried out by separating the lesion
into four sectors using orthogonal axes that pass through the lesion centroid and are aligned
so that minimum asymmetry (maximum symmetry) is obtained [33]. Fig.2.1 shows samples
of symmetric and asymmetric skin lesions (skin lesion images shown in Fig.2.1-Fig.2.3 were
obtained from the ISIC 2018: Skin Lesion Analysis Towards Melanoma Detection grand
challenge datasets [81, 82]). Unlike benign mole borders that tend to be smooth and even, early
melanoma borders possess uneven (irregular) borders. Fig.2.2 shows samples of skin lesions
with regular and irregular borders. Color variegation refers to the presence of two or more
shades of pigment (two or more colors) within the skin lesion border. Melanoma lesions often
contain more than two colors as opposed to benign lesions which tend to be generally uniform
in color. In particular, melanoma contains one or more of these six suspicious shades of color:
white, red, light brown, dark brown, blue-gray, and black. Fig.2.3 depicts a skin lesion and
its dominant colors. Melanomas usually have a larger diameter than benign moles, which is
around 6mm (i.e. the size of a pencil eraser), although they might be smaller when detected
earlier.
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Figure 2.1: Samples of symmetric and asymmetric skin lesions
Figure 2.2: Skin lesions with (a) regular borders (b) irregular borders
Figure 2.3: A skin lesion image and its corresponding color palette showing the 7 dominant
colors in the image (the first color is pure black and represents the background)
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Since the interpretation of the ABCD rule features is considered subjective, different solu-
tions have been proposed in literature to tackle such subjectivity and provide objective evalu-
ations to the features. As explained in Chapter 1 (Fig.1.3), the standard pipeline of automatic
dermoscopic image analysis consists of three main stages: image segmentation, feature extrac-
tion, and lesion classification. Fig.2.4 depicts the ABCD features and the stages involved in
each feature based on the reviewed papers highlighted in the coming sections.
Figure 2.4: Dermoscopic image analysis stages involved in the ABCD rule features
2.3 Asymmetry
Different attempts have been made to automatically determine the asymmetry of skin lesions
in literature. Circularity (4c
%2
; A: area, P: perimeter) has been the main feature used in
determining asymmetry, but the major drawback of this measure is that it relies mainly on the
segmentation performance, especially that when skin lesion borders are highly irregular this
will cause the segmented lesion to appear with a thick border and a small internal area, thus
causing the circularity value to be small and misrepresenting the correct measurement [34]. To
overcome such drawback, Ng and Cheung [34] used Symmetry Distance (SD). However, this
approach becomes computationally expensive when there are many points on the skin lesion
border. Even if selecting fewer points, this selection will impact the SD value and is dependent
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on the real shape of the lesion to be measured. The authors propose an algorithm for combating
the issue. To take the irregular borders into account and how they might affect the segmentation
output, a Fuzzy Symmetric Dstance (FSD) is proposed. Vincent et. al. also used SD in their
work [35].
Stoecker et. al. [36] proposed a method where the G and H coordinates of the image were
made to coincide with the centroid of the image through shifting and translating the shape; the
G and H coordinates are then aligned with the centroidal principle axes by rotating the image.
The image is eventually reflected across the principal axis and its orthogonal counterpart. Two
area differences are produced by subtracting the image on one side of the axis from the reflected
image, where the least of the absolute values of the area differences is divided by the skin lesion
area, resulting in the asymmetry index. A classification step is then carried out by finding the
best asymmetry index threshold, such that skin lesions having an index value greater than the
threshold are classified as asymmetric.
Seidenari et. al. [37] measured symmetry by dividing the skin lesion into 256 sectors using
axes that were passed through the baricentre of the lesion. The difference in symmetric areas
with respect to the centre was then found, evaluating to symmetry values that ranged from 0
(symmetric) to 10 (asymmetric). Andreassi et. al. [38] employed a similar approach were the
area differences were taken between 360 lesion segments.
d′Amico et. al. [39] found asymmetry by splitting the skin lesion into two halves via a
straight line that passes through the center of mass. Comparison of the two halves was then
made by computing the distance between their size functions [? ]. The splitting was repeated
for 45 equally spaced radial lines, resulting in the distance as a function of angle. A set of
characteristic numbers are extracted from the generated curve which are eventually fed to a
Support Vector Machine (SVM) for classification. The advantage of this approach lies in
detecting qualitative asymmetry as opposed to the traditional methods proposed which focus
on geometrical asymmetry.
Ma et. al. [41] firstly define the major and minor axes that partition the skin lesion into four
parts; the asymmetry measure of the contour is found by calculating the normalized asymmetry
degreesΔ: of a pair of contour segments with respect to the central, major, andminor symmetry.
Features for each contour segment that would determine the degrees of asymmetry are then
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extracted, namely the area, averaged distance of local fractals, relative radial distance, and
normalized zero-cross rate.
The integration of Fourier descriptors into a shape asymmetry quantifier was made in [42],
where it has been shown that such descriptors could aid in identifying the skin lesion’s principal
axes of symmetry accurately, as when using the top two unique axes determined by the proposed
approach a 92% match with the dermatologist has been achieved.
After segmenting the skin lesion, Tenenhaus et al. [43] considered both shape and texture
asymmetry. In shape asymmetry, two symmetry axes calculated with the Hough transform
algorithm are formed and asymmetry is estimated for each axis from the percentage of overlap-
ping pixels after rotating the tumor surface around the axis. Texture asymmetry is estimated by
finding the quadratic error averages between the intensity of overlapping pixels after rotating
the tumor around the symmetry axes. Asymmetry is eventually described by a 4-dimensional
vector, and this feature vector is fed to a KL-PLS (Kernel Logistic Partial Least Square regres-
sion) based classifier [44] as input which is then used to detect asymmetry. The approach is
tested on 227 tumor images resulting in 73% accuracy.
She et al. [45] measured asymmetry by folding the lesion outline (i.e. segmented image)
about themajor axis of the best-fit ellipse, finding the non-overlapping region, and calculating the
percentage of the non-overlapping region over the lesion area using the equation  = Δ)
)
×100%,
where Δ) is the number of pixels in the non-overlapping region, and ) is the lesion area;  is
called bi-fold method [46].
After the skin image is converted to grayscale and segmented, Zaqout [46] partitions the skin
lesion (foreground of segmented image) across its centroid into two equal halves both vertically
(left vs. right) and horizontally (top vs. bottom). To measure asymmetry, the entropy between
each corresponding half is found and the entropy asymmetry is calculated based on a specified
entropy threshold value. The bi-fold method is also applied and the overlapping asymmetry is
calculated based on an overlapping threshold. The average value of those asymmetry results
represent the overall asymmetry score of the segmented lesion.
Kasmi and Mokrani [47] first determine the axes of symmetry (horizontal and vertical) then
measure color asymmetry, brightness asymmetry, and shape asymmetry. In color asymmetry,
the image is divided into blocks of 20× 20 pixels, such that blocks with at least 75% of their
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area inside the lesion are selected. The image is converted to the !∗0∗1∗ color space, the color
average of each selected block is computed, and the color distance (i.e. Euclidean distance)
between two symmetrical blocks along the principal axis is measured. The authors set a JND
(just noticeable difference) as a threshold for differentiating between colors, such that along
any axis for any pair of blocks if JND is smaller than the specified threshold the block pair is
said to be color symmetric. If along any axis the number of blocks that are color symmetric
is greater than the number of blocks that are color asymmetric, the image is considered to be
color symmetric along that axis. Brightness asymmetry is measured by finding the difference
between the average luminance of the two opposite halves of the skin lesion along a symmetry
axis. If the difference is less than a specified threshold (3% of the total average luminance), the
lesion is considered to be brightness symmetric along that axis. Shape asymmetry is measured
by finding the difference between the lesion areas of the two opposite halves and comparing
it with a specified threshold (2% of the lesion area). A lesion which is simultaneously color,
brightness, and shape symmetric along an axis is considered symmetric along that axis. If the
lesion is symmetric along both axes, along only one axis, not symmetric along any axis, the
asymmetry score is set to 0, 1, or 2, respectively.
2.4 Border irregularity
Various studies attempting to detect the irregularity of borders in skin lesions and melanoma
have been proposed in literature. In [48], a dermatologist was asked to score 60 skin tumor
images as being regular or irregular (regular: 14, irregular: 46). A border was then found using
a radial search algorithm [49], where different windows (i.e. sliding window) are automatically
detected in the skin lesion, each of which represents the origin of a radii. Radii are searched for
sufficiently high jumps in luminance that also possess sufficiently sustained luminance as those






where P and A denote the perimeter and area of the closed boundary, respectively. The
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perimeter is measured by counting the points on the detected border, and the area is measured
by counting the points on and within the border. The authors reached a conclusion that
borders with an irregularity index greater than 1.8 were classified as being irregular. Using the
proposed algorithm, 42 of the 46 irregular tumors were classified correctly. Of the 14 regular
tumors, 8 were classified correctly. Thus, 83.3% of the tumors were classified the same as the
dermatologist. This irregularity formula (i.e. I) has also been used by She et al. [45] and
Messadi et al. [51] (combined it with compactness, fractal dimension, and radial variance).
Ng and Lee [52] used fractal dimensions (FDs) in measuring the irregularity of skin lesion
borders. For each color image, four fractal dimension measures are found: direct FD, vertical
smoothing FD, horizontal smoothing FD, and multi-fractal dimension of order two. Those FDs
are also calculated on the blue band of the images. After being segmented by a multi-stage
method [53], 468melanocytic lesions (not hairy) are used to test the proposed approach. Results
show that the multi-fractal method performs the best. FDs were also used in [54].
An automatic approach for analyzing the structural irregularity of cutaneous melanocytic
lesion borders was proposed in [55]. The algorithm consists of two stages. In the first pre-
processing stage, the lesion border was extracted from the skin images after removing the
dark thick hair by DullRazor [56]. In the second stage, the structural shape of the lesion
border was analyzed using a proposed measure, namely sigma-ratio, which is derived from the
scale-space filtering technique with an extended scale-space image. Results showed that unlike
shape descriptors such as compactness index and fractal dimension that are more sensitive to
texture irregularities than structure irregularities (i.e. don’t provide accurate estimation for the
structure irregularity) [57], sigma-ratio is considered sensitive to the structural indentations and
protrusions. The authors further improved their past work to propose a new border irregularity
measure in [57, 60, 204]. The newmethodworks first by locating all indentations and protrusions
along the lesion border, and a new irregularity index is measured for each indentation and
protrusion. Summing up all the individual indices provides an estimation on the overall border
irregularity. A new feature was also introduced in the proposed method in that it is able to
localize the significant indentations and protrusions.
Arbisala and Claridge [61] proposed a new measure of border irregularity based on condi-
tional entropy, where it was observed that the entropy increases with the degree of irregularity.
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98 skin lesions were used in the experiments, of which 16 were melanoma. The results of the
proposed measure were compared with the Indentation Irregularity Index [60] and showed to
have a better discriminatory power such that the area under the ROC curve was 0.76 compared
to 0.73 for the Indentation Irregularity Index. In particular, the proposed measure gave 70%
sensitivity and 84% specificity.
Ma et al. [62] used wavelet decomposition to extract the skin lesion border structure, based
on which they would determine whether the lesion is a naevus or melanoma. Using the discrete
wavelet transform (DWT), the 1D border is filtered into sub-bands down to level 9 where levels
6 to 9 (significant levels) have shown to contain information considered best for classifying
between melanoma and benign samples. Some statistical and geometrical feature descriptors of
border irregularity are extracted at each individual sub-band. A back-projection neural network
is used as a classifier which receives a combination of features as input. 25 measurements
are formed by applying 6 features in four significant sub-bands, and one feature in a single
sub-band. Using a small training set of 9 melanomas and 9 naevi, the best classifier is obtained
when the best 13 features are used.
A system was proposed by Jaworek-Korjakowska and Tadeusiewicz [63], which consists
of the following steps: image enhancement, lesion segmentation, border irregularity detection,
and classification. To find the border irregularity, the authors translated the border into a
function with peaks that indicate the border irregularity. This is achieved by implementing a
four step algorithm: (i) computing the bounding box of the segmented skin lesion; (ii) finding
the boundary pixels lying on the lines that connect the center of the mass with the vertices;
(iii) calculating the distance between the border and the edge of the image, which results in
a function with an exact reflection of border irregularities. The signal is smoothed using a
Gaussian filter in order to determine the ragged edges; (iv) finally calculating the derivative to
find the local maximum points of the function, such that the local maximum is detected when
the function crosses the zero point and the slope changes from + to -. The authors used a simple
method to measure border irregularity, in which a simple semi-quantitative evaluation method
is used to divide the lesion into eight similar parts such that the sharp abrupt cut-off in each
part has a score of 1. Thus, a maximum score of 8 is obtained if the whole border is irregular,
and a score 0 is obtained if the naevus is round with no ragged borders (authors in [64] divided
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the skin lesion into 8 segments and determined the pigment change in each segment for the
measurement of border irregularity, with score ranging from 0-8. Zaqout [46] on the other hand
found the compactness index:  = %22c for each segment and the border irregularity index was
calculated as the sum of those indices). As a rule of thumb, melanomas tend to have scores 4-8
[65]. This was tested on 120 skin lesion cases with border irregularity less than 3 and 180 skin
lesion cases with border irregularity greater than 4, and the proposed approach achieved a 79%
accuracy.
To determine border irregularity, Kasmi and Mokrani [47] divided the skin lesion into eight
equal slices and approximated the sub-contour of each slice using a third-order spline function.
A fitting error was then computed such that if the error is larger than (0.05× sub-contour length),
the sub-contour is considered irregular. Each irregular sub-contour will be given a score of one,
with the maximum score a lesion can have is eight.
2.5 Color variegation
In [66], Umbaugh et. al. proposed a color segmentation algorithm for the identification of
color variegation in skin tumors. The algorithm is composed of six steps: (i) color averaging
(ii) feature masking (iii) color space segmentation (iv) object filtering (v) object labeling, and
(vi) high level processing, which is used to define color variegation based on two rules: (1)
if the ratio of the tumor area while excluding ulcer, crust, and shiny areas (defined in step ii
of the algorithm) to the entire tumor area is leas than 0.5, no color variegation is present (2)
for any object of size greater than 2<<2, if it was composed of two or more colors then color
variegation is present. The approach was tested on 160 images and achieved a 73% accuracy in
determining the presence/absence of color variegation.
Mimicking how dermatologists determine color variegation, where they locate the areas
with homogeneous color and decide the number of colors based on the number and size of those
zones, Tenenhaus et. al. [43] propose two unsupervised classification methods for describing
color homogeneity, namely Kohonen map and K-means clustering. In Kohonen map, a random
selection of 5 pixels from each tumor in the database is obtained to form a 5×5 Kohonen map
in the RGB color space (25 neurons in the map), which in turn represents the variegation of
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colors in the lesion. In a single color lesion most of the pixels will be projected in the same
region, while pixels of a multiple color skin lesion will be projected across different regions of
the map. Color variegation is determined based on a 25-dimensional vector which is obtained
by finding the proportion of pixels projected onto each of the 25 neurons of the map. The
authors also use K-means to classify the pixels of the skin lesion where the number of clusters
are set to the number of colors detected by the dermatologists, which was set to : = 4 as the
authors found that the dermatologists didn’t spot more than 4 colors in the lesion in most cases.
A 16-dimensional feature vector is formed in this step (4 clusters × RGB color of each cluster
centroid). The detection of the blue coloration is finally made using the Hue component in the
HSV (Hue, Saturation, Value/brightness) color space. The Hue values fall in the [0,360] range,
and the blue color is coded by the proportion of pixels in the blue interval [200,250]. Color
features are eventually represented by a 42-dimensional vector, which is fed to a KL-PLS based
classifier as input for the detection of color variegation. The approach is tested on 227 tumor
images resulting in 66% accuracy.
To find color variegation, Kalwa et. al. [67] iterate through each pixel in the skin lesion
HSV (Hue, Saturation, Value) image and extract the hue value of each pixel, eventually grouping
pixels that have a hue value within a specified range together. However, a drawback of this
approach is that the authors use trial and error to represent the HSV value equivalents of the
melanoma suspicious colors.
She et al. [45] quantify color variegation using the normalized standard deviation of the







, respectively. fA , f6, and f1 are the standard deviations of the red, green, and blue
components of the skin lesion area, respectively, and "A , "6, and "1 represent the maximum
values of the red, green, and blue components of the lesion area, respectively.
Kasmi and Mokrani [47] measure the Euclidean distance between each pixel of the skin
lesion and the six suspicious colors of melanoma (white, black, light brown, dark brown, red,
and blue gray). A pixel is said to belong to some color if the distance is less than a threshold
) which is calculated as the half of the distance between the two extreme colors (white and
black). A lesion is considered to contain a suspicious color if the pixels that belong to this
color represent more than 5% of the skin lesion pixels. This approach has been previously used
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in [68]. The same rationale as in [47], [68] is used in my work to determine the suspicious
colors present in each skin lesion. However, the CIELab color space has been used in my work
which is more representable of the human perception than the RGB color space. Moreover,
the suspicious colors CIELab values are derived based on the color distribution of the used
dataset, making it more accurate in determining the suspicious colors. It was not clear how the
colors in [47],[68] have been derived (apart from the white, black, and red colors in [68] where
the standard RGB values have been used); the RGB value for the white color in [47] did not
represent the actual color (another color is produced rather then the color of correspondence).
Authors of those two studies have used only one representative value for each suspicious color
which might not be representative enough especially that we can have different levels (shades)
of the same color (i.e. light brown). As opposed to those two studies, Minkowski distance is
used instead of Euclidean distance.
2.6 Diameter
To find the diameter, authors in [68] measure the horizontal and vertical dimensions of the
lesion as ℎ = <0G(8) −<8=(8) and E = <0G( 9) −<8=( 9), respectively, and then calculate the
diameter as  = <0G(ℎ, E) in pixels and eventually convert the value to millimeters based on
the true size of the image. Kalwa et. al. [67] measured the diameter using the equation
 = 2UW, where U represents the skin lesion’s minimum enclosing rectangle in pixels and W
is the conversion factor from pixels to millimeters, which is found using the imaging system
parameters (i.e. focal length, distance from the object to the lens). Garnavi et. al. [69] propose
greatest diameter and shortest diameter. The greatest diameter is defined as the length of the
line that connects the two farthest boundary points while passing across the lesion centroid.
The shortest diameter on the other hand is the length of the line that connects the two nearest
boundary points and passes across the skin lesion centroid. In [46], Zaqout used the major axis
length of the segmented lesion as a measure for diameter in pixels and then converted the result
to millimeters.
To find the diameter, Messadi et al. [51] first determined the coordinates (G, H) of each
pixel in the skin lesion, and then calculated the distance between each pixel pair. The maximum
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of those distances is considered the lesion diameter. However, the authors did not mention
the conversion to millimeters which made their measure lack the representation of the actual
diameter in the real world.
Diameter in [45] was calculated using the formula  = 20, where 0 is the semi-major axis
of the best-fit ellipse. The result (in pixels) is eventually converted to millimeters using the prior
knowledge of image pixel parameters and the spatial relationship at a particular magnification.
It should be emphasized that segmentation is a crucial step before diameter measurement
can take place. Moreover, a major limitation in the methods attempting to measure the diameter
is finding the correct conversion factor to millimeters, which mainly depends on the original
image size taken in the real world, a feature which is not always available especially when
working with online image datasets that lack such information.
2.7 Feature combination
Combining the ABCD features (e.g., AB, AC, ABC) has greater accuracy in determining
suspicious lesions. Thomas et al. [70] showed the sensitivity and specificity of each individual
criterion in the diagnosis of melanoma (Table.2.1), in addition to the sensitivity and specificity
of the combination of these criteria in the diagnosis of melanoma (Table.2.2).
Table 2.1: Sensitivity and specificity of each ABCD criterion in diagnosing melanoma
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Table 2.2: Sensitivity and specificity of the combination of ABCD criteria in diagnosing
melanoma
No. of Lesions No. of melanomas Criterion Sensitivity Specificity
1140 460
at least 1 97.30% 36%
at least 2 89.30% 65.30%
at least 3 65.50% 80%
at least 4 54% 93.50%
She et al. [45] combined skin pattern features (skin line direction and intensity) with
ABCD features to enhance classification performance. Before extracting the ABCD features,
the authors used a snake-based algorithm [71] to detect the lesion area and form a binary image
(i.e. segmentation); the lesion centre, orientation, and best-fit ellipse were determined from the
binary image. The dataset used in the experiments was composed of 36 colored 24-bit images
of size 230×350 (melanoma: 16, naevi: 20) which were converted to grayscale for skin pattern
analysis. Classification was eventually carried out using individual features and a combination
of features. In particular, the means of the skin line direction for the skin and lesion areas
and their differences were calculated and a scatter plot of the line direction difference has been
formed; the scatter plot would represent the separability used for classification. The area under
the ROC curve evaluated to 0.84. Using the same approach but with the skin line intensity as the
feature evaluated to 0.80. Using asymmetry, border irregularity, color variegation (red, green
and blue components), and diameter as individual features evaluated to 0.66, 0.62, 0.54 (red),
0.76 (green), 0.78 (blue), and 0.62, respectively. The authors then combined the 8 features
(skin pattern features and ABCD features) and used Principal Component Analysis (PCA) [72]
to reduce the features used in classification to 2 features, resulting in an area under the ROC
curve of 0.94.
Jaworek-Korjakowska et al. [73] proposed a software system for the detection of melanoma
based on the ABCD rule. The system starts by converting the input colored image to a
monochrome image using Otsu’s method [74] and then utilizing DullRazor for hair removal.
Image enhancement proceeds by blurring the edges and removing salt and pepper noise using the
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median filter, and tackling holes resulting from Otsu’s method using different morphological
operations (i.e. erosion, dilation); skin lesion borders are eventually found which represent
the region of interest (i.e. lesion). The author then extracts the ABCD rule features via
different standard methods. Asymmetry is evaluated using the asymmetry index, irregularity
is determined using the Harris corner detector [75], color variegation is analyzed using color
segmentation based on multidimensional thresholding, and if the diameter is larger than 6mm
the factor = 5. After the ABCD features were extracted, the author used the Total Dermoscopy
Score (TDS) to indicate the malignancy (i.e. melanoma) of the lesion, which is defined as:
)( = (×1.3) (×0.1) ( ×0.5) ( ×0.5) (2.2)
where the score ranges of A, B, C, andD are (0−2), (0−8), (1−6), and (0−5), respectively.
A skin lesion is classified as melanoma if )( > 5.45, a benign lesion if )( < 4.75, and as a
suspicious lesion if the )( lies between 4.75 and 5.45. The system was tested on 50 lesions
(benign: 20, malignant: 30) and achieved 87% sensitivity and 80% specificity. TDS was also
used in [64] and [46], with the latter applied on the %2 dataset1 and resulting in an accuracy,
sensitivity, and specificity of 90%, 85%, and 92.2%, respectively. Kasmi and Mokrani [47]
used TDS, but the D feature referred to (Different Structures) as opposed to Diameter, where
pigment network [76] and geometrical properties of the lesion (fractal dimension, asymmetry
index, circularity, elasticity) were used to evaluate the D feature. The approach was applied
on 200 dermoscopic images (bemign: 120, melanoma: 80) with size 712×454 obtained from
the EDRA Interactive Atlas of Dermoscopy [65], and resulted in an accuracy, sensitivity, and
specificity of 94%, 91.25%, and 95.83%, respectively.
After pre-processing the skin lesion image and determining the lesion area, Ramezani
et al. [77] extracted a group of features that represent the ABCD rule traits. Asymmetry
was represented by a group of 32 features (i.e. orientation angle, asymmetry index), border
irregularity by a group of 34 features (i.e. irregularity index, compactness index), color
variegation by 72 features (i.e. mean, standard deviation), and diameter by 7 features (i.e.
best-fit ellipse diameter, major diameter). The authors further add 42 features of lesion texture
(i.e. contrast, entropy) extracted using Grey Level Co-occurrence Matrices (GLCM) [78].
1https://www.fc.up.pt/addi/ph2%20database.html
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To reduce the number of extracted features, PCA was utilized. This reduced the number of
selected features from 187 to 13. An SVM was eventually used for classifying skin lesions into
malignant or benign. The dataset used was composed of 282 macroscopic images collected
from different online dermatology atlases such as Dermnet, Dermis and Dermquest atlases.
The dataset included RGB images of 149 benign lesions and 133 malignant lesions ranging in
dimension from 259×382 to 1186×1369 pixels. 70% of the data was used for training SVM
and 30% for testing the classifier. That is, 197 and 85 images were used for training and testing
the classifier, respectively. The approach resulted in accuracy, sensitivity, and specificity of
82.2±3.57%, 77.02±5.97%, 86.93±5.46%, respectively.
In [51], Messadi et al. pre-processed the skin lesion by removing the hair using the approach
proposed in [79], then segmented the grayscale image using histogram thresholding and level
sets [80]. The ABCD features were then extracted and fed to a multilayer perceptron (the
approaches authors used to extract the ABD features are discussed in the previous relevant
sections). For analyzing the C feature, four parameters were selected from the 14 proposed by
Haralick et al. [78], namely: correlation, homogeneity, energy, and contrast). 320 color images
containing both benign andmelanoma samples fromDermNetNZwere used in the experiments.
The multilayer perceptron was run for 100 iterations and resulted in accuracy, sensitivity, and
specificity of 87.32%, 90.34%, and 33.29%, respectively.
2.8 Discussion
We can notice from the above that several attempts have been made to automate the ABCD
rule features measurement to come up with more objective evaluations of suspicious lesions
(i.e. melanoma). In measuring the A (Asymmetry) feature, there has been reliance on sta-
tistical measures such as convexity and the symmetry distance, which in turn depend on the
segmentation performance and the real shape of the lesion to be measured, respectively. New
measures for asymmetry evaluation have also been proposed, such as the asymmetry index,
where a threshold is derived using this measure and lesions are subsequently classified based
on the threshold. Some studies evaluate asymmetry geometrically by dividing the images into
sectors and building their assumptions based on those sectors. Others specify two symmetry
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axes around which the tumor would be rotated, and then an estimation of shape and texture
asymmetry is made based on the overlapping pixels. The use of descriptors to evaluate the
shape has been involved, such as Fourier descriptors. Classifying lesions in either symmetric
or asymmetric has been mainly carried out using threshold or machine learning classifiers such
as a support vector machine (SVM) where such classifiers are being trained on the extracted
measures, and the learned model is used to classify new/test skin lesions. As a prerequisite
to extracting asymmetry measures, some studies segment the skin lesion to form a region of
interest (ROI) from which the measures are extracted and asymmetry is evaluated. The choice
of the segmentation approach is thus crucial in determining the accuracy of the asymmetry
evaluation. For instance, the multi-stage segmentation approach proposed in [53] provides poor
results that degrade the performance of the evaluation as hair was present in the segmentation
output.
Different research gaps have been encountered in the methods proposed for measuring
asymmetry. Measuring asymmetry depends on the segmentation performance (where classical
segmentation approaches are not robust to inherent skin lesion image problems such as noise
and the presence of artifacts), and how the axes locations are specified. The asymmetry index
is heuristic, and the obtained threshold is limited to the tested images and cannot be generalized
to other images. The symmetry distance (SD) can be computationally expensive when there are
hundreds of points on the skin lesion border. Evaluation was mainly performed on the extrinsic
shape of the skin lesion, ignoring the asymmetry of the inhomogeneous pigmentation inside
the lesion. Finally, the best-fit ellipse imposes an orthorhombic symmetry that the lesion itself
might not possess.
In determining the B (Border irregularity) feature, border detection is considered a crucial
prerequisite for characterizing this feature; differentmethods have been used for border detection
such as the radial search algorithm [49] and Canny edge detector [83, 84]. Reconstructing the
border using Fourier descriptors captures the general shape of the skin lesion but not the high-
frequency information that delineates the border irregularities. Inmeasuring border irregularity,
most studies rely on statistical (e.g. area, perimeter) and geometrical (e.g. fractal geometry)
features which have been extracted from the detected border. In classifying skin lesions as
possessing irregular borders, some studies used a threshold-like measure (i.e. irregularity index
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[57, 60, 204]), and other studies used a machine learning approach where the model is learned to
predict border irregularity on new skin lesion images (i.e. Ma et al. [62] used a neural network
as a classifier). The drawbacks of the approaches proposed for measuring border irregularity
can be summarized as follows: Lack of robust lesion border detectors which are a required
prerequisite before analyzing border irregularity. Euclidean based measures were mainly used
in measuring border irregularity which don’t characterize the complexity of the skin lesion
shape, with other measures being empirical and prone to error, rely on the correlation of image
pixels - which can be distorted when carrying out augmentation operations - such as in the case
of entropy, and sensitive to noise, rotation, and scale. Small training samples were also used in
classification (i.e. Ma et al. [62] used only 18 training samples for the neural network).
Different approaches have been proposed for determining the C (Color variegation) feature,
such as segmenting the image into color objects and using heuristic rules in deciding the
presence/absence of color variegation. Unsupervised learning algorithms (i.e. Kohonen map,
K-means clustering) were used to form color feature vectors, and a KL-PLS based classifier
was then used to detect color variegation based on those vectors. A trial-and-error approach
was followed to determine color variegation. Other approaches determined the presence of a
melanoma suspicious color by measuring the distance (e.g. Euclidean distance) between the
pixel in the skin lesion and the six suspicious colors, such that the pixel was considered to belong
to the color based on a threshold, and the lesion is said to contain the color if the pixels belonging
to the color form a portion (i.e. more than 5%) of the skin lesion pixels. Segmenting the skin
lesion before analyzing color variegation is beneficial as it narrows the search to a specific ROI,
and eliminates the presence of any color outside the skin lesion that might otherwise be counted
as a melanoma suspicious color. However, the approaches proposed in literature for detecting
color variegation in skin lesions don’t accurately characterize the melanoma suspicious colors,
and a non-representative color space of the human visual system was commonly used when
analyzing colors.
In measuring the D (Diameter) feature, the reviewed studies mainly relied on geometrical
approaches in measuring the diameter in pixels, and eventually converted the result into mil-
limeters based on a conversion factor. Such approaches are approximative measures and don’t
reflect the actual diameter, in addition to suffering from a major limitation when it comes to
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representing the result in a way that would reflect the real world (i.e. in millimeters) especially
when an appropriate spatial calibration method is missing. Segmentation is also considered
a crucial step before measuring diameter. No classifiers (i.e. threshold or machine learning
based) have been used in the reviewed studies.
Combining the ABCD features improves melanoma detection accuracy, sensitivity, and
specificity. This also applies to combining the ABCD features with other features extracted
from the skin lesion.
As opposed to hand-crafted features (i.e. statistical and geometrical features) which are
apparently the type of features utilized while tackling ABCD rule automation, data-driven
features derived fromdeep learningmethods have been recently proposed in literature. However,
the main drawback of using such features is their inability to detect fine structures (i.e. ABCD
rule features) [84]. The earlier attempts (to the best of our knowledge) in applying deep learning
to melanoma detection were proposed in 2015 in [89], [90] (in Japanese) and [91]. The main
papers published in 2016 can be referred to in: [92] - [106], and those published in 2017 in: [107]
- [125]. Since 2018 the number of published papers on the topic has increased dramatically.
Multiple skin lesion datasets have been publicly available that could aid in diagnosing skin
cancer in general and in melanoma detection in particular. Table.2.3 provides a summary of
such datasets along with their size and address. In this thesis, deep learning was particularly
used in skin lesion segmentation (chapter 4), represented by U-Net and an unsupervised deep
learning based approach, and in border irregularity classification (section 6.6).
Themain advantage of extracting theABCD features using the automatedmethods discussed
in this chapter is the ability to provide an objective second opinion to the investigator (i.e.
physician) which would otherwise be prone to subjectivity, especially that the ABCD features
demonstrate fine structures of the skin lesion. The drawback however is that many approaches
rely on the segmentation performance which could be degraded due to the presence of different
artifacts (i.e. hair), affecting thereby the feature extraction process. Moreover, machine learning
based approaches suffer from limitations in data availability especially when dealing with
individual features (i.e. A, B, C, D). The approaches also lack the ability to reflect real-world
measures such as in diameter measurement.
Different challenges need to be addressed when developing melanoma detection approaches
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in general and automating the ABCD rule in particular. Although public datasets are available
(small image datasets have been used in different studies until the emergence of public datasets
such as "ISIC 2018: Skin Lesion Analysis Towards Melanoma Detection grand challenge
datasets" [81, 82] that enable the use of more images when evaluating different approaches
geared towards the early detection of melanoma), there is still shortage in the availability of less
quality skin lesion images that are mainly taken via mobile phone cameras as a result of the
increase in melanoma apps usage; this type of images will introduce a variety of problems image
processing and machine learning researchers need to handle. Datasets pertaining the different
features in the ABCD rule need to be built, taking into consideration the labor intensive work
accompanied with building such datasets (i.e. pre-processing operations, feature annotation).
From a logistical perspective, there need to be more coordination between researchers and
dermatologists (i.e. feedback) and the availability ofmoremachine power (i.e. GPUs) especially
for machine learning based solutions, as this would increase the pace of research outcomes
significantly.
2.9 Summary
This chapter highlighted the different approaches proposed in literature for finding the ABCD
rule features. It has been shown that the ABCD rule is a simple framework that physicians,
novice dermatologists and non-physicians can use to learn about the features of melanoma in its
early curable stage, enhancing thereby the early detection of melanoma. Since the interpretation
of the ABCD rule features is subjective, different solutions have been proposed in literature
to tackle such subjectivity and provide objective evaluations to the different features. The
proposed solutions involved the automatic dermoscopic image analysis standard pipeline main
stages, namely segmentation, feature extraction and classification. Some studies used machine
learning based approaches in the classification stage, and an increase in using such methods
is expected. As opposed to using an individual ABCD rule feature, a combination of features
could lead to better accuracy, sensitivity, and specificity in melanoma detection. However,
research gaps in evaluating the ABCD features have been encountered in literature, and this





This chapter introduces background concepts relevant to understanding the remainder of this
thesis. A brief overview on fuzzy sets is provided in section 3.2, section 3.3 explains the saliency
detection process, and the trimap and KNN matting concepts are discussed in sections 3.4 and
3.5, respectively. This is followed by an explanation of statistical and geometrical measures
(section 3.6), segmentation methods (section 3.7), and classification methods (section 3.8) used
in the thesis. The chapter is finally summarized in section 3.9.
3.2 Fuzzy sets
Let * = {G1, G2, G3, ..., G=} be the universe of discourse, a fuzzy set  ∈ * is defined as the set
of ordered pairs {(G8 , ` (G8))}, where G8 ∈ *, ` :*→ [0,1] is the membership function of
, and ` (G) ∈ [0,1] is the degree of membership of G in . Such fuzzy sets are called type-I
fuzzy sets. However, this kind of fuzzy sets is unable to model different types of uncertainties
since their membership functions are crisp. Membership functions of type-II fuzzy sets are on
the other hand fuzzy and can model different types of uncertainties. A type-II fuzzy set ′ is








(G, `) , `′ (G, `) |ℏG ∈*, ` ∈ [0,1]
}
(3.1)
where 0 ≤ `′ (G, `) ≤ 1.
Type-II fuzzy sets can be simply formed by firstly defining a type-I fuzzy set and assigning
lower and upper membership degrees to each element in order to construct the footprint of
uncertainty (FOU), that is, the interval between the lower and upper membership values (Fig.3.1
depicts the concept). A type-II fuzzy set can be defined as [141]:

′
= {(G, `* (G) , G, `! (G)) |`! (G) ≤ ` (G) ≤ `* (G) , ` ∈ [0,1]} (3.2)
where `! and `* represent the lower and upper membership degrees of the initial mem-
bership function `(G), respectively, defined as follows [141]:
`! (G) = [` (G)]U (3.3)
`* (G) = [` (G)]
1
U (3.4)
where U ∈ (1,∞). The range of values U ∈ (1,2] are recommended to use for image data
since U 2 is usually not meaningful for such data [141].
Figure 3.1: Creating a type-II fuzzy set
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3.2.1 Fuzzy c-means clustering
Let - = {G1, ..., G8 , ..., G=} be the set of = objects (i.e. pixels), 5 (G1, H1), ..., 5 (G8 , H 9) : 8 ∈
[1, ...,<] ; 9 ∈ [1, ..., =], and + = {E1, ..., E8 , ..., E2} be the set of 2 centroids in a ?-dimensional
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where 1 ≤ < ≤ ∞ is the fuzzifier (set to 2 in this paper), E8 is the 8Cℎ centroid corresponding
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2 (3.7)
The process starts by randomly choosing 2 objects that represent the centroids (means) of the
2 clusters. Membership values D8 9 are calculated based on the relative distance (i.e. Euclidean
distance) of the object G 9 to the centroids. The centroids E8 of the clusters are calculated after
the memberships of all objects have been found. If the centroids at the previous iteration are
identical to the centroids generated at the current iteration the process terminates [140].
3.3 Saliency detection
Saliency detection is the process of automatically locating the important parts of an image,
where saliency refers to the unique features (i.e. pixels) of the image. In other words, saliency
is a property of the image that stands from its neighboring pixels to the human eyes. The
goal of saliency is to enable the segmentation approach to focus on a certain subset of visual
information that matters most (i.e. lesion) to our task and omit other irrelevant information
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(i.e. skin). The output of the saliency detection step is a map where the intensity of each
pixel represents the probability of the pixel belonging to the salient object. The Discriminative
Regional Feature Integration approach (DRFI) is used for saliency detection [146],[147] as it
is considered one of the most efficient algorithms for saliency detection [147]. DRFI consists
of three main steps: (i) decomposing the image into multiple segmentations via supervised
multi-level segmentation (a graph-based image partitioning algorithm is used) (ii) learning a
random forest regressor to compute region saliency where the regional features (feature vector
of each region) are mapped to a saliency score (iii) saliency maps across multiple layers of
segmentations are fused together to generate a final saliency map.
In order to compute the contrast descriptor, each region belonging to a particular segmenta-
tion is represented by a feature vector which includes color (i.e. RGB, HSV, L*a*b*) and texture
(i.e. LBP - Local Binary Patterns, LM - LeungMalik Filters) features that measure changes in a
region appearance. A 29-feature vector is formed in this step, such that features extracted from
each region are compared with features extracted from their neighboring regions. To represent
more complicated textures present in the image, Jahanifar et. al. [147] added the response of
Law’s filter bank [148] to DRFI which emphasize more on edge, spot, ripple, and wave struc-
tures in the texture of the image. The regional property descriptor represents generic properties
of the region which include appearance (distribution of colors and features in the region that
characterize the common properties of the salient object and background) and geometric (size,
shape, and position of a region that describe the spatial distribution of the salient object and
background) properties, yielding a 35-feature vector descriptor. Jahanifar et. al. [147] added
5 colors (average of R, G, B, a*, and b* channels), 3 shapes (elongation, extent - dividing
the region area by the area of its minimum area bounding box, and circle probability), and 14
texture-related features (Law’s filter responses), extending the regional property descriptor by
22 features in order to improve skin lesion detection, in addition to applying color constancy to
reduce the color variation in the image dataset using the Shades of Gray algorithm [149]; this
makes the range of colors more consistent with other images in the dataset. Regional property
features come in handy when the contrast features are insufficient such as the presence of a
colored chart that could be misleading when determining the salient object, especially that it
demonstrates a high contrast against the skin but it is not the salient object we are looking to
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specify (i.e. lesion). Since it is not enough to only use the property features to check if the
region belongs to the background, that is identifying the background, a pesudo-background
region is defined as the 15-pixel wide border region of the image from which the background-
ness descriptor is computed for each region. The backgroundness descriptor is composed of
a 29-feature vector. As in the regional contrast descriptor, DRFI finds the difference of each
region’s features from the pseudo-background features to form the regional background de-
scriptors. Jahanifar et. al. [147] introduced a new pseudo-background region in order to better
distinguish between the skin lesion and background. A 93-dimensional vector is thus used to
represent each region in total; the feature vector is illustrated in Fig.3.2.
Figure 3.2: Regional saliency features ('=: region number)
Labels of each region are determined by the groundtruth segmentation mask (0: region
does not belong to the salient object, 1: region belongs to the salient object). Label vectors
and regional features are then used to train a random forest regressor which is used to predict a
saliency score (values between 0 and 1) for the saliency feature vector of a region. Predicting the
saliency scores for all image regions at a specific level, a saliency map is created. The saliency
score of each region is assigned to its contained pixels at each segmentation level, generating
" saliency maps which are eventually fused together to get the final saliency map. A region
is considered confident if more than 80% of its pixels belong to either the salient object or
background. Training samples are created through supervised multi-level segmentation and the
similarity score of each adjacent region is learned to determine the probability that the adjacent
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region belongs to the salient object (lesion) or background (skin), such that similar regions
will be grouped together in a hierarchical way. Those similar regions will be used to train
the saliency regressor (estimator). Multi-level segmentation is generated based on the learned
similarity of two adjacent regions to gather a large amount of training samples. The learning
process is depicted in Fig.3.3. As a final step, Jahanifar et. al. [147] threshold the saliency
map of an image to create an initial mask which is then refined through level set evolution
to represent the borders more properly. It should be emphasized that as opposed to salient
object detection that attempts to extract the salient foreground object from the background,
segmentation attempts to partition an image into regions that express homogeneous properties.
Figure 3.3: Learning the regional saliency regressor and combining the saliency maps - fusor -
('=: region number, P+: positive part, P-: negative part, 0=: saliency label of '=, s: saliency




A trimapmeans that each pixel in the image is assigned three possible values: definite foreground
(lesion), definite background (skin), and uncertain (a mixture of foreground and background
pixels). To create the trimap, erosion and dilation morphological operations are applied on the
binary image mask of the skin lesions (i.e. salient objects). The trimap can be generated using
the following formula:





where " (.) refers to a set of pixels in the image, and  (.) and (.) are the functions
that extract the foreground and background pixels, respectively.  , , , and ' denote the
eroded image, dilated image, the gap between the foreground and background resulting from the
morphological operations, and the trimap, respectively.  () represents the foreground pixels
(white), () represents the background pixels (black), and " () represents the uncertain
pixels (gray). Thus, the foreground in the eroded image is more likely to be the definitive fore-
ground, and the background in the dilated image is more likely to be the definitive background.
Moreover, labeling the  pixels as uncertain pixels can reduce the number of wrong labels
in the trimap, and carrying out erosion and dilation operations allow us to remove holes and
reduce noise in the binary image (i.e. image mask). As can be noticed, we can construct the
trimap automatically by foreground/background segmentation and boundary dilation/erosion,
where the trimap is represented as the union (combination) of the morphological operation
results and the uncertain pixels. Such trimap will contain both a definitive foreground and a
definitive background that will provide clues on the final segmentation result.
3.5 KNN matting
Matting is the process of finding (creating) the alpha matte/channel U= which is used to accu-
rately distinguish between the foreground and background, rendering the final segmentation.
KNN (K-nearest Neighbors) matting [150] is represented as follows:
U =  ## {,)} (3.9)
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where the inputs  and ) are the original input image and the corresponding trimap image,
respectively. KNN matting basically specifies several neighbors for each uncertain pixel and
forces them to have similar alpha values according to their distance in the feature space, as it
assumes that pixels with the same appearance should be expected to have a similar alpha value.
KNN finds the K nearest neighbors in a non-local neighborhood from the feature space and
creates a matting from which the image foreground and background can be separated, provided
that the alpha matte value is found for each pixel in the image. The main purpose of the matting
process is to estimate the alpha values for the uncertain pixels under the constraints of the
definitive foreground and background pixels. A more detailed description of KNN matting can
be found in [150]. The trimap and matting processes are depicted in Fig.3.4.
Figure 3.4: Trimap and matting processes (%: pixel color, : unknown foreground layer,
: unknown background layer, - (8): feature vector at pixel 8, : least upper bound of
‖- (8) − - ( 9)‖)
3.6 Statistical and geometrical measures
3.6.1 SIFT based similarity
SIFT [166] is used as a sparse local descriptor where interest keypoints are detected in an image
to describe invariant features (invariant to image scaling, rotation, and translation) in a local
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patch, such that an image will be represented as a collection of local feature vectors (shape
descriptors) provided that a feature is a 128-dimensional vector representing a local region in
the image. The goal of shape descriptors is to uniquely characterize the shape of the object
and can be used to compare 2D object silhouettes. The group of feature vectors created by
SIFT would thus represent the shape of the image. Using SIFT, we are detecting stable feature
points in an image and then for each point a set of features that describe a small region around
the point are provided, meaning that we are eventually extracting local information from digital
images. Those extracted features are then used to match objects between different scenes.
Each keypoint in SIFT is a circular image region with an orientation, and described by three
parameters: (i) keypoint center in the Cartesian plane (x,y) (ii) radius of the region (scale) (iii)
angle expressed in radians (radius). SIFT features are computed over multiple scales, meaning
that each pixel in the image will be compared with its 8 neighbors in addition to 9 pixels in both
the previous scale and the next scale. The pixel is considered best represented in some scale if it
was the local extrema amongst the pixels it was compared with (i.e. scale invariance). The SIFT
feature is also expressed relative to its orientation (i.e. rotational invariance). Moreover, SIFT
features possess robustness to some degree of affine transformations, noise, and illumination.
To extract features, SIFT applies a four stage filtering approach that consists of: (i) scale-
space extrema detection (ii) keypoints localization (iii) orientation assignment (iv) building the
descriptor.
In scale-space extrema detection potential locations for finding features are determined,
such that locations and scales that are recognizable from different views of the same object are
identified using a scale space function:
! (G, H,f) =  (G, H,f) ∗  (G, H) (3.10)
where ∗ is the convolution operator, G and H are the pixel location coordinates,  (G, H,f)
is the Gaussian blur operator (Eq.3.11), f is the scale parameter (amount of blur) such that the
greater the value the greater the blur, and  (G, H) represents the input image. The scale-space of
an image is thus produced by convolving the input image with the Gaussian operator at different
scales, producing the blurred image ! (G, H,f).








The blurred images resulting above are used to generate a new set of images, namely the
Difference of Gaussians (DoG) which is used to detect the location of stable keypoints in the
scale-space. The DoG is obtained by finding the difference between two subsequent Gaussian
blurred images at different f in the Gaussian pyramid in each octave. In order to detect the local
maxima and minima of  (G, H,f), each point will be compared with its 8 neighbors on the
same scale, and with its 9 neighbors below and above the current scale. The point is considered
a local extrema if it was the maximum or minimum of all those points. Local extrema points are
potential keypoints that are best represented in that scale. Images above and below the current
scale are called octaves, where each octave is an image with half the size of the image in the
previous scale.
Many keypoints will be generated at this stage. However, some keypoints might lie at
the edges or might have low contrast, rendering them as undesired features. As the keypoints
detected so far are scale invariant since we are aware of the scale at which the keypoint has been
detected (scale of the blurred image), orientation assignment is used to assign an orientation
to each detected keypoint to make it rotation invariant. This is achieved by collecting gradient
directions and magnitudes for all the pixels around each keypoint, then the most prominent
orientation(s) are figured out in that region and assigned to the keypoint. Gradient magnitudes
and orientations are calculated using Eq.3.12 and Eq.3.13, respectively.
< (G, H) =
√
(! (G 1, H) − ! (G−1, H))2 (! (G, H 1) − ! (G, H−1))2 (3.12)
\ (G, H) = tan−1 ( (! (G, H 1) − ! (G, H−1))(! (G 1, H) − ! (G−1, H)) ) (3.13)
A histogram of 36 bins is then created for the 360 degrees of orientation, with each bin
representing 10 degrees. The contribution of each keypoint neighboring pixel is determined
by the gradient magnitude and a Gaussian window with a f that is 1.5 times the scale of the
keypoint of interest. The dominant orientations appear as peaks in the histogram, and a seperate
keypoint is created for the direction that corresponds to the maximum histogram peak and any
other direction within 80% of the maximum value.
As a final step, a descriptor is created for each keypoint by having a 16× 16 (divided
into 4× 4 windows) window around the keypoint. Gradient magnitude and orientations are
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found within each 4×4 window, where the orientations are put into an 8-bin histogram. Each
descriptor contains an array of 4 histograms around the keypoint, leading to a SIFT feature
vector with 128 elements (4×4×8).
3.6.2 Projection profiles
Projection profiles are data structures that are used to store the number of foreground pixels
when the image is projected over the X-Y axes. They are one-dimensional representations of
a two-dimensional image content, and are considered as compact representations of images as
many useful information is retained in projections. In this approach, symmetry is measured
by projecting the segmented skin lesion in the x and y directions and then comparing their
histograms. Assume we have a binary image of size"×# (M: height, N: width), the projection
of the image onto a line can be obtained by partitioning the line into bins and finding the number
of 1 valued pixels that are perpendicular to the bin; horizontal and vertical projections can then
be obtained by counting the number of 1 pixels for each bin in the horizontal and vertical
directions, respectively.





 [8, 9]; 0 < 8 < # (3.14)
where [8, 9] is the pixel value at (8, 9), and  [8] is the number of foreground pixels in the
8Cℎ horizontal row. Thus, for each horizontal line of pixels the number of foreground pixels are
computed.
On the other hand, the vertical projection represents the number of foreground pixels in
each column, and is defined as:
+ [ 9] =
=−1∑
8=0
 [8, 9]; 0 < 9 < " (3.15)
where + [ 9] is the number of foreground pixels in the 9 Cℎ vertical column. The vertical
projection of each column is thus computed.
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The horizontal and vertical projection profiles can be represented as a histogram as depicted
in Fig.3.5. The values of each histogram represent the density distribution of the skin lesion.
Figure 3.5: Horizontal and vertical projections histograms
After finding the two histograms they are compared using a correlation method. Let 
denote the pixel intensity, 1() is the histogram which represents the number of pixels in the
first image having pixel intensity , and 2() is the histogram which represents the number
of pixels in the second image having pixel intensity . Using the correlation method, the two
histograms are compared based on the following equations:
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is the mean value of each pixel in image :; # is the total number of histogram bins.
Symmetrical shapes (i.e. circle) evaluate to a correlation value of 1. Themore asymmetrical




Image moments are useful in describing objects after the segmentation is carried out. They
are scalar quantities that are used to capture the image’s signficant features. A measure of
asymmetry in an image can be given by its skewness, which is a statistical measure of a
distribution’s degree of deviation of the respective projection from symmetry. If the projection
is symmetric with respect to the mean (origin), the corresponding skewness evaluates to zero.
The degree of skewness can be determined using two third order moments: "30 and "03.
To map from the image domain to the momenta domain, the uniqueness theorem of the
momenta [167] can be used which states that the momenta sequence (general moment) "?@ is
determined by the density distribution function (i.e. skin lesion image). A general/standard






G?H@ 5 (G, H) (3.18)
where 5 (G, H) are the graylevels of individual pixels, ? and @ are positive integers, and
A = ? @ is the order of the moment.
The third order moment is the skewness of distances between the pixels in the image and
its geometrical centre, measuring the bias of the distribution of pixels. The direction of the
skewness can be obtained from the sign of the result of the moment, such that when the moment
is negative the distribution will bias towards the left of the centre, and when positive will bias
towards the right of the centre [168].













Fractal dimension has been used in characterizing skin lesion border irregularity as in [195],
[52], and [196]. Fractal geometry [197] describes the space-filling capacity of irregular borders
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which is considered size independent and does not require any smoothing operations of irregular
borders for measurement to be possible [198], meaning that structures don’t need to possess a
perfect geometric shape. The fractal dimension is a mathematical parameter that can quantify
the irregularity (roughness or smoothness) of a skin lesion border via an objective observer-
independent value. It is related to the complexity of the shape associated with the border such
that a higher fractal dimension would stand for a higher degree of complexity of the analyzed
pattern. In a 2-dimensional system a straight line will have a fractal dimension of one, and more
complicated lines (having fractal properties) will have larger dimensions [199]. In general,
fractal objects are those whose ratios are not whole numbers but fractions. This leads us to
conclude that if the irregular borders of melanoma have fractal properties then they would be
described more accurately by fractal dimension than Euclidean measures (i.e. perimeter) [200].
The box-counting method [201] is used for estimating the fractal dimension of the skin lesion









where  = [1,2] is the box-counting fractal dimension of the skin lesion border, Y > 0 is
the side (edge) length of the box, and N is the smallest number of boxes of side length Y needed









Figure 3.6: The box-counting method where 22 boxes are required to cover the skin lesion
border
The lower the value  the straighter and smoother the skin lesion border, and vice versa.
Melanoma borders, due to their irregularity, are more similar to fractals and are expected to
have a higher fractal dimension than regular-boundary naevi. For instance, it was found in [198]
that the fractal dimension of all lesions are greater than the topological dimension (i.e. one),
which indicates that there exists a fractal element in their structure.
3.6.5 Zernike moments
Zernike moments are orthogonal moments, which means that no redundant or overlapping
information exist between the moments, and are based on Zernike polynomials. They are
invariant to rotation and are thus ideal for describing the shape characteristics of objects (i.e.
skin lesions) [202][203]. Let (<,=) be a pair representing the Zernike polynomial order and
the multiplicity (repetition) of its phase angle, respectively. The Zernike moment can then be
defined as [202]:





























d is the image pixel radial vector, \ is the angle between that vector and x-axis, and
'=< is the Zernike polynomial, which is an orthogonal polynomial equation over a circular
space; polynomials are a function of the Cartesian coordinates (G, H) on the unit disc that are
commonly expressed in terms of polar coordinates. In other words, the Zernike polynomial is
defined in polar coordinates (d, \) on a circle of unit radius A < 1. Zernike moment features
describe the similarity of an input image to a set of Zernike polynomials. For an image
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(3.26)
where < = 0,1,2,3, ...,∞ is the order of the Zernike polynomial, and = is the multiplicity
of the phase angles in the Zernike moment, G2 H2 ≤ 1. Zernike moments produce a 25-value
vector (order n=8) as a description of the skin lesion contour.
3.6.6 Convexity
Convexity can be used to characterize the skin lesion border shape and irregularity [40], [204],
[205]. It is the ratio between the perimeter (number of pixels divided by the length of the
boundary) of the convex hull of the skin lesion (the smallest convex polygon that surrounds all
of the skin lesion pixels) and the skin lesion perimeter. It shows the amount by which the object
differs from the convex object. The convexity for the convex object evaluates to 1, and is less
than 1 for non-convex objects (i.e. irregular skin lesion borders).
3.7 Segmentation
3.7.1 Otsu’s method
The main goal of Otsu’s method is to automatically, in an unsupervised manner, find an optimal
global threshold (specific graylevel value) that would maximize the between-class variance or
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equivalently minimize the within-class variance, where variance can be perceived as a measure
of homogeneity such that regions with high homogeneity will demonstrate a low variance. The
threshold also transforms a grayscale image into a binary image; the image using this threshold
is eventually divided into foreground (lesion) and background (skin).
Say we have two classes: skin (S) and lesion (M), the variance of the pixels in those two















where : is the graylevel value, [0, ! − 1] is the range of graylevel (intensity) levels, ?8 is
the number of times pixel (graylevel) 8 occurred in the image which can be obtained from the
image histogram, `( and `" represent the skin class mean and lesion class mean, respectively,























The within class variance which Otsu’s method attempts to minimize by finding an optimal
threshold is defined as:





The between class variance on the other hand, which Otsu’s method attempts to maximize,
is defined as:
f2 (:) = %( (:) × (`( (:) − `) (:))
2 %" (:) × (`" (:) − `) (:))2 (3.34)
where `) (:) is the total mean, defined as:
`) (:) = %( (:) × `( (:) %" (:) × `" (:) (3.35)
This is equivalent to Eq.3.36, that is subtracting the within-class variance from the total
variance (f2) of the combined distribution.
f2 (:) = f2−f2, (:) (3.36)
The threshold : with the maximum between-class variance has also the minimum within-
class variance.









In Otsu’s paper [74] f2

(:) was measured for each graylevel value : (potential threshold)
such that the optimal threshold : ′ is the one which maximizes f2







is the maximum. So, in Otsu’s method we basically iterate through all the graylevel values such
that at each graylevel value we separate the pixels into two clusters according to the graylevel
(threshold). The variance is then measured for the pixels at each side of the threshold where
pixel values less than the threshold belong to the skin (background) and those greater than





U-Net [136] is an end-to-end encoder-decoder network for semantic segmentation which was
firstly used for medical image segmentation and has also been utilized in skin lesion segmenta-
tion in dermoscopic images [86, 151]. The architecture is composed of left (down) and right
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(up) sides. The down part, which follows the typical convolutional network architecture, is the
encoder part where convolution blocks are applied followed by maxpooling in order to encode
the input image into feature representations at multiple levels. The number of feature channels
are doubled at each downsampling step. The up part consists of upsampling the feature map
followed by a convolution operation that brings the number of feature channels to half; a con-
catenation with the corresponding cropped feature map from the down part occurs, followed
by two 3× 3 convolutions which are also followed by two ReLU operations and one 2× 2
max-pooling operation with stride 2 used for downsampling. The cropping process is essential
as border pixels are lost at each convolution. While upsampling, the higher resolution features
from the down part are thus concatenated with the upsampled features in order to localize and
learn representations better. The resulting architecture is an expansive path which is symmetric
to the concatenating path, yielding a u-shaped architecture. The final layer of U-Net uses a 1×1
convolution to map each 64 feature vector to the desired number of classes. The network is
composed of 23 convolutional layers in total, provided that it does not have any fully connected
layers and uses only the valid part of each convolution. For the border region of the image
the pixels are predicted by an overlap-tile strategy such that the missing context is extrapolated
by mirroring the input image, allowing the U-Net network to be applied on large images. The
outcome of U-Net is a segmented image where the foreground (in white) represents the skin
lesion and the background (in black) represents the skin.
3.7.3 Unsupervised segmentation
Unsupervised segmentation methods come in handy when labeled data is scarce (i.e. shortage
of groundtruth). Since pixel-level annotations are considered difficult to get for image segmen-
tation, weakly supervised learning approaches that utilize object bounding boxes [152, 153] or
image-level class labels [154, 155] are widely used in the training process [156]. A CNN for
image segmentation in a fully unsupervised manner (as proposed by Kanezaki [156]) has been
used in segmenting skin lesion images. No training data and labels thus need to be available.
This unsupervised setting could be crucial when it comes to skin lesion images (especially those
taken using a mobile phone camera) that suffer from shortage in sufficient amount of data with
defined ground truth that can be used for training a CNN.
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Let {8= ∈ R?}#==1 be a set of p-dimensional feature vectors of image pixels, where N refers
to the number of pixels in the input image. Cluster labels {2= ∈ Z}#==1 are assigned to all pixels
by 2= = 5 (8=), where 5 : R?→ Z is a mapping function. The parameters 5 and {8=} are trained
in a fully unsupervised manner, predicting an unknown {2=}.
Three constraints need to be met for the prediction of {2=}: (i) feature similarity, (ii) spatial
continuity, and (iii) number of unique cluster labels. In the feature similarity constraint, pixels
with similar features are assigned the same label. A p-dimensional feature map {8=} (feature
extraction) is computed from the input image through M convolutional components that are
composed of a 2D convolution, p filters of size 3×3, ReLU activation function, and a batch
normalization function (the batch is the N pixels in the input image). A linear classifier is







==1 with zero mean and unit variance. The cluster label 2= for







classification). Thus, the process clusters the feature vectors into q clusters and each pixel is
assigned to the closest point amongst the q representative points, grouping similar pixels into
clusters.
Based on the second constraint, the clusters of image pixels need1 to be spatially continuous
(cluster labels of neighboring pixels are identical). Here, K superpixels (a group of connected
pixels with similar colors) {(: ∈ R=} :=1 are extracted from the input image using Simple Linear
Iterative Clustering (SLIC) [157], where (: refers to the set of pixel indices that belong to the
: Cℎ superpixel, and each pixel belonging to some superpixel will have the same cluster label.
The most frequent cluster label 2<0G for all 2= ∈ {1, ..., @} is then selected. While the first two
criteria aid in the grouping of pixels, the third criterion poses a constraint on the number of
unique cluster labels, avoiding by that any undersegmentation (i.e. only one cluster) as this
criterion gives preference to a large number of clusters.
The network starts by predicting the cluster labels with fixed network parameters (forward
process of a network followed by superpixel refinement), and then training the network param-
eters with the fixed predicted cluster labels (backward process of a network based on gradient











, and error signals are backpropagated in order to update
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the parameters of both the classifiers and convolutional filters. This forward-backward process
is iterated T times to obtain the final prediction of cluster labels {2=}.
3.8 Classification
3.8.1 Decision trees
Decision trees offer a structured way of decision making in pattern recognition and are char-
acterized by an order of set nodes, such that each of the internal nodes is associated with a
decision variable of one or more features [169]. Decision trees are predictive models that work
by finding the most informative covariate, partitioning the data based on the covariate, and then
processing each partition recursively. The covariates selected after the training process to split
the data can be represented as a tree-structure model. The wide usage of decision trees is due
to their ease of implementation and interpretation and their good predictive performance. They
can be used in regression analysis where the predicted result is most likely a real value number,
and classification analysis where the predictive outcome is the class the data belongs to [170].
Taking classification decision trees as an example, such model consists of a group of
< 2>E0A80C4, ?0AC8C8>=B > pairs that are structured in the form of a tree, such that in each
< 2>E0A80C4, ?0AC8C8>=B > pair the covariate is represented as a tree node and each partition
from partitions is represented as a branch from the covariate to the child node. The branch
is a constraint of the node covariate such that the instances satisfying this branch’s constraint
are sent to the child node the branch links to. If a tree node has more than one branch, data
instances are said to split on this tree node. If the tree node doesn’t have branches, it is called a
leaf node; the leaf node returns the final prediction. The root node of the tree has no incoming
edges or branches [170].
Having a learned decision tree model, an instance is classified by starting at the root node
of the tree, testing the covariate specified by this node, and eventually moving down the tree
branch for which the constraint is satisfied by the value of the covariate. The process is repeated
for the sub-tree rooted at the new node until it reaches a leaf node. A decision tree learning
algorithm (i.e. ID3 [171], CART [172]), which is considered a searching algorithm in the space
of all possible decision trees that can be built from data [170], is required in order to generate
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tree nodes and tree branches. Classification And Regression Tree (CART) has been used in the
thesis.
3.8.2 Perceptrons
The perceptron is normally used in supervised linear classification tasks in which a hyperplane
would be tuned to fit a training dataset. This tuned hyperplane can then be used to classify new
unknown samples. This is achieved by minimizing the hyperplane’s error as it is applied on the
training dataset through minimizing the error function: n (F) = −∑8∈" C8w) x8 , where " is the
set of misclassified samples, and C8 ∈ {−1,1} is the class of sample x8 . If n (w) = 0, this means
that the hyperplane completely separates the classes. This minimization process is usually
carried out in iterations such that after each iteration we move towards the minimum of n (w).
The w vector of iteration : 1 is obtained as the following weight updating step: w:1 = w: Δw
(weight update). Eq.3.38 shows the learning rule used in calculating the value for updating the
weights at each increment:
Δw8 = [
(






where [ is the learning rate, CAD4 9 is the true class label and ?A43 9 is the predicted class
label.
The perceptron’s learning process starts by initializing the weights to small random numbers
(or 0). For each training input sample the output value is calculated and the weights are updated
until a minimum error is reached (i.e. backpropagation). The main drawback of perceptrons is
that they are only able to converge when the two classes can be separated by a linear hyperplane.
A multilayer perceptron (also called Artificial Neural Network – ANN) is composed of
neurons from the input layer, one or more hidden layers of neurons, and the output layer of
neurons, where the input propagates through the network layer-by-layer in the forward direction
where each layer of the network contains connections to the next layer. Such network is called
a feedforward neural network and is typically used in supervised learning. The structure of the
multilayer perceptron enables it to learn complex tasks by extracting more meaningful features
from the input patterns. Gradient descent can be used to optimize model prediction by finding
the local minimum of a function (i.e. minimize the network error), and is defined as follows:
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w = w−[× 3
3w
 (w) (3.39)
where w are the weight values, [ is the learning rate, and 3
3F
 (w) is the derivative of the
objective function  (w) representing the slope (gradient).
3.8.3 Convolututional neural networks
Convolutional Neural Networks (CNNs) are analogous to Artificial Neural Networks (ANNs)
in that they consist of neurons that self optimize through learning, such that each neuron would
receive an input and perform an operation (i.e. scalar product) followed by a non-linear function.
The neurons in the CNN are organized into height, width, and depth. Unlike ANNs, neurons
within any given layer will connect to a small region of the preceding layer [207]. CNNs
are thus considered a specialized type of neural networks that process data having a grid-like
topology (i.e. images can be thought of as a 2D grid of pixels) [208]. CNNs are emerged
from the study of the brain’s visual cortex and have been used in image recognition since the
1980s. With the increase in computational power and amount of training data, CNNs are able
to achieve superhuman performance on some complex visual tasks. The convolutional layer is
considered the most important building block of the CNN. Neurons in the first convolutional
layer are connected to pixels in their receptive fields as opposed to each pixel in the input image.
Neurons in the second layer are thus connected to neurons that are located within a small
rectangle in the first layer. Such architecture allows the network to focus on low-level features
in the first hidden layer and then assemble them into higher level features in the next hidden
layer, and so on, rendering CNNs to work well in image recognition tasks [209]. A neuron
located in row i and column j of the feature map k in a given convolutional layer l is connected
to the outputs of the neurons in the previous layer l-1 located in rows 8 to 8 5ℎ −1 and columns
j to 9 5F −1, where 5ℎ and 5F are the height and width of the receptive field, respectively. The
neuron’s weights (filters or convolutional kernels) can be represented as a small image of the
size of a receptive field. A layer full of neurons using the same filter will give a feature map that
highlights the areas in an image that are most similar to the filter. During the training process,
a CNN attempts to find the most useful filters for the task and learns to combine them into
more complex patterns. All the neurons share the same parameters (weights and bias) within
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one feature map. CNNs are composed of three types of layers: convolutional layers, pooling
layers, and fully-connected layers. Stacking these layers together forms the CNN architecture
as depicted in Fig.3.7.
Figure 3.7: A CNN architecture composed of five layers
3.8.4 Gaussian Naive Bayes
The Naive Bayes classifier is a probabilistic classifier that applies Bayes’ theory with strong
(naive) independent assumption (i.e. independent feature model). The presence/absence of a
particular feature of a class is not related to the presence/absence of any other feature. For
instance, a skin lesion might be considered a melanoma if it has a larger fractal dimension and a
smaller convexity. If those features depend on each other or upon the existence of other features
(i.e. Zernike moments), the naive bayes classifier considers all those features to independently
contribute to the probability that a skin lesion is considered a melanoma. An advantage of the
naive bayes classifier is that it only requires a small amount of training data to estimate the
means and variances required for classification. The probability model of the classifier can be
represented (using Bayes’ theorem) as:
? ( |1, ..., =) =
? () ? (1, ..., = |)
? (1, ..., =)
(3.40)
The probability model is a conditional model over a dependent class variable C with a small
number of classes conditional on feature variables 1 to =. The numerator is equivalent to the
joint probability model: ?(,1, ..., =). Since the denominator does not depend on C and the
values of the features 8 are known, the denominator is considered constant. As each feature 8
is conditionally independent of every other feature 9 where 8 ≠ 9 , the joint probability model
can be written as:
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? (,1, ..., =) = ? () ? (1 |) ? (2 |) ? (3 |) ... = ? ()
=∏
8=1
? (8 |) (3.41)
In Gaussian naive bayes, Gaussian distributions are used to represent the likelihoods of
the features conditioned on the classes. Each feature can be defined by a Gaussian probability


















This chapter presented the theoretical background of the different concepts and methods used
in the remainder of this thesis. The terms fuzzy sets, type-II fuzzy sets, and fuzzy c-means
clustering were discussed. Saliency detection, as a method for locating the important parts of
an image, was thoroughly explained. The method of finding the alpha channel, which is the
result of the trimap and KNN matting processes, has been analyzed. Different statistical and
geometrical measures were illustrated; those measures were used to form the asymmetry and
border irregularity measures proposed in the thesis. An overview of Otsu’s method, U-Net, and
an unsupervised deep learning based approach have been introduced as segmentation methods.






The first stage in skin lesion detection CAD systems is usually image segmentation (Fig.1.3)
due to its importance in determining the accuracy of subsequent stages in the detection pipeline.
However, segmentation is considered a difficult task due to the great variety in lesion shapes,
sizes, textures, and colors among different PSLs. Other difficulties are related to the presence
of dark hair covering the lesions and the existence of specular reflections [127]. This chapter
describes the image segmentation approaches proposed in my work. Section 4.2 provides
a general overview of the different segmentation methods used in literature. The proposed
gradual focusing and Otsu-II approaches are explained in sections 4.3 and 4.4, respectively, and
compared with U-Net in sections 4.5 and 4.6, respectively. This is followed by a comparative
analysis between an unsupervised deep learning based segmentation approach and U-Net in
section 4.7, and the chapter is concluded by a summary in section 4.8.
4.2 Segmentation methods
In the last decades, hundreds of segmentation algorithms have been proposed in an effort to
solve the segmentation problem through adopting different approaches. Elemental segmentation
techniques use either boundary or region information. Boundary-based methods are often
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used to look for explicit or implicit boundaries between regions. This task can be driven
from both following the image peaks or from a gradient plane. Elaborated techniques such
as snakes proposed by Kass et al. [128] use the gradient information to deform a shape
model initialized close to the object boundary in order to cope with edge discontinuities.
Region-based methods are usually the first option in order to segment an image. The idea
of most region-based approaches is to connect adjacent pixels with similar characteristics
according to some user-specified criteria. Region growing, split-and-merge, morphological
watershed transformation, fuzzy connectedness, or some active contour techniques (i.e. level
set methodologies) come under region-based segmentation. In a poor image quality scenario
however, the aforementioned classical segmentation techniques can easily fail due to inherent
dermoscopic image problems, such as weak edges and the presence of artifacts like hair and
light reflectance. Image segmentationmethods can be categorized into: histogram thresholding,
region growing, model-based (active contour, level set, Markov model), machine learning, and
watershed methods [129].
The huge progress in machine learning, specifically in the area of deep learning, has recently
revolutionized the image recognition and computer vision domains. Numerous studies have
subsequently emerged employing machine learning in skin cancer and melanoma detection.
The ultimate goal of applying machine learning to medical images is to recognize patterns in a
better and quicker way than humans can, eventually increasing the productivity of doctors and
patient healthcare outcomes. One such application is skin lesion segmentation. Jafari et al.
[130] used a Convolutional Neural Network (CNN) that accepts input images (pre-processed for
reducing the artefacts) and combines both local and global contextual information, eventually
producing a label for each pixel which results in a segmentation mask that represents the skin
lesion. The results have been further refined by some post-processing operations; comparisons
to state-of-the-art algorithms have shown to outperform such methods in terms of segmentation
accuracy and sensitivity, which were 98.5% and 95%, respectively.
A hybrid approach that uses convolutional and recurrent neural networks was proposed by
Attia et al. [91]. The approachwas tested on the ISIC (International Skin ImagingCollaboration)
2016 challenge [131] including 900 training images and 375 test images (no pre-processing has
been made). The method achieved a segmentation average accuracy of 98% and Jaccard index
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of 93%, and demonstrated to be robust against different artificats with high sensitivity. The
approach outperformed other state-of-the-art methods, including those using CNNs only.
Yuan et al. [132] proposed a fully automatic method that uses a 19-layer convolutional
neural network for skin lesion segmentation. Moreover, the authors used a novel loss-function
based on Jaccard distance which eliminates the need for sample re-weighting that is utilized
when cross entropy is used as the loss-function. The approach was tested on the ISIC 2016
[131] challenge and the %2 [133] database, and showed to outperform other state-of-the-art
methods.
Al-Masni et al. [134] proposed a segmentation method that uses Full resolution Convo-
lutional Networks (FrCN) that learn the full resolution features of each individual pixel of
the input image to achieve better pixel-wise segmentation of the skin lesions. The task was
performed by eliminating the subsampling layers in the networks and enabling the convolu-
tional layers in order to extract and learn full spatial features of the skin lesions, resulting in
finely segmented contours of the lesions. No pre-processing or post-processing operations were
used. The approach was tested on the ISIC 2017 challenge [81] and on the %2 database.
The proposed method achieved an average Jaccard index and overall segmentation accuracy of
77.11% and 94.03% on the ISIC 2017 dataset, respectively. On the %2 datbase, the results
were 84.79% and 95.08%, respectively. Compared with FCN [135], U-Net [136] and SegNet
[137], the proposed method outperformed those networks by 4.94%, 15.47% and 7.48% for
Jaccard index and 1.31%, 3.89% and 2.27% for the segmentation accuracy, respectively.
A deep learning architecture based on U-Net that uses multi-scale residual connections
(MultiscaleResidualU-Net) tomaximize the learning capability and performance of the network
was proposed in [138]. The residual connections preserve the information lost in the encoder
stages due to max-pooling. A layer with binary cross-entropy loss function based on Jaccard
index was included for the purpose of pixel classification. The method was applied on the
ISIC 2017 challenge dataset and showed to have better performance compared to other methods
in literature. The boundaries of lesion regions and background were well separated. Many
other deep learning based skin lesion segmentation methods have been proposed; some of those
methods can be referred to in [135]-[139].
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4.3 Gradual focusing
This segmentation approach consists of the followingmain components [84]: (1) fuzzy c-means
clustering (2) measuring the ambiguity threshold (inter-cluster threshold) that distinguishes
between ambiguous and non-ambiguous pixels (3) revealing the ambiguous pixels (4) local
treatment of the ambiguous pixels, and (5) final segmentation.
Figure 4.1: Defuzzification by gradual focusing
The measure of ultrafuzziness (linear index of fuzziness) W˜ for an " × # image subset
˜ ⊆ - with ! gray levels 6 ∈ [0, !−1], histogram ℎ(6), and the membership function `˜ (6),






ℎ(6) × [`* (6) − `! (6)] (4.1)
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The ambiguity global estimation is provided by the ambiguity threshold (g). Algorithm.1
depicts the algorithmused for calculating the ambiguity threshold based on type-II fuzzy sets and
the measure of ultrafuzziness [141]. The membership function used is the S-function (Eq.4.2)
since it enhances the contrast of the fuzzy image (represented in terms of its membership values)
and reduces the amount of ultrafuzziness [142].
1 Initialize the value U and determine the shape of the membership function
2 Find the image histogram
3 Initialize the position of the membership function, and shift it along the range of the
gray-level values
4 At each position (gray-level value g), find the upper and lower membership values
`* (6) and `! (6), respectively
5 Using Eq.4.1, find the amount of ultrafuzziness at each position
6 Find the maximum ultrafuzziness and use this value as the ambiguity threshold g
Algorithm 1: Measuring the ambiguity threshold
((`;0, 1, 2) =










)2, 1 < ` ≤ 2
1, ` > 2
(4.2)
where 0 = 0, 2 = 1, 1 = 022 = 0.5 (crossover point).
Different attempts have been made to measure the ambiguity threshold. However, such
attempts suffer from limitations the proposed approach tries to overcome. In [143] to find the
threshold a model of the membership function is found and the threshold is calculated with
an U− 2DC, such that the U− 2DC value is manually and heuristically chosen rather than in a
systematic way as in the proposed approach. The choice of the most appropriate threshold using
this method is thus very difficult. In Otsu’s method [74] on the other hand, when calculating the
threshold the histogram must be unimodal and does not take into account the level of fuzziness.
By following the image thresholding algorithm proposed in Algorithm.1, the aforementioned
limitations in calculating the ambiguity threshold are overcome.
In fuzzy clustering, the minimization of the function  (Eq.3.5) leads to partitions char-
acterized by the membership degree matrix. A defuzzification step is required to obtain the
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final segmentation. While usually the data (pixels) get affected to the class with the highest
membership degree, in skin lesion images such approach might not give appropriate results as
lesion borders are sometimes not clearly defined (i.e. ambiguous).
The concept of gradual focusing (Fig.4.1), inspired by the human visual perception and
introduced by Boujemaa et al. [144] proceeds in two steps: (i) membership values are compared
with the ambiguity threshold g to reveal the most ambiguous pixels (have a weak membership
degree) from those that possess a high membership degree, in order to represent the coarse
image information and locate the inner parts of the regions; ambiguous pixels are those that have
a membership value smaller than g (ii) weak pixels are affected to the appropriate cluster with
regards to their spatial context. The notion of local ambiguity for a given pixel is introduced
by considering a spatial criterion describing the neighborhood. The whole image has to be
explored to deal with all the ambiguous pixels; linear sweeping is a method that can be used
in such situation where the image pixel is affected to the major cluster of its neighbors. For
instance, the weak pixel ?5 in Fig.4.2 evaluated against its neighbors in a 3× 3 window will
be affected to cluster . If the cluster frequency is equal for each cluster (class) around the
weak pixel, the pixel will be assigned to the original cluster it was classified to belong to. In
other words, if we have more than one major cluster around the weak pixel, the assigned cluster
to the pixel will be the one to which the pixel has the highest membership degree (i.e. the
defuzzification step carried out by FCM). This process continues until all the weak pixels are
treated.
Figure 4.2: Weak pixel ?5 will be assigned to cluster B
The use of fuzzy logic in gradual focusing stems from different motivations. Since fuzzy
logic offers a suitable framework for modeling uncertainty, and dermoscopic images suffer from
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inherent ambiguity (i.e. how to accurately assign pixels to their relevant class), considering
image features as fuzzy comes in naturally. Boundaries of skin lesions and the homogeneity
of segments in dermoscopic images are usually vague and require fuzzy notions for their
characterization. The contrast between the skin lesion (foreground) and the skin (background)
can also be viewed as fuzzy in nature, since regions and edges in dermoscopic images are
not always properly defined (i.e. no crisp boundaries exist between objects in the image).
Classifying pixels into regions is thus considered a difficult task and is the rationale behind
employing FCM in my work, which assigns each pixel to each cluster with some degree of
membership reflecting thereby inherent issues in dermoscopic images where overlaps between
clusters usually exist; this makes outlier cluster members more recognizable than by using hard
(crisp) clustering since the degree of membership is continuous rather than binary, meaning
that the fuzzy nature of FCM enables it to retain more original information than hard clustering.
4.4 Otsu-II
An improved version of Otionstsu’s method [74] for skin lesion segmentation coupled with
pre-processing and post-processing stages is proposed in [88]. In the proposed improvement
which is referred to here asOtsu-II, the new measures ( (:) and " (:) defined in Eq.4.4 and
Eq.4.6, respectively are used instead of %( (:) and %" (:) (Eq.3.31 and Eq.3.32):
5( (:) = 8?8; {8 ∈ Z : 0 < 8 < : −1} (4.3)
( (:) = f ( 5( (:)) (4.4)
5" (:) = 8?8; {8 ∈ Z : : < 8 < !−1} (4.5)
" (:) = f ( 5" (:)) (4.6)




can be rewritten as:
f2, (:) = ( (:) ×f2( (:) " (:) ×f
2
" (:) (4.7)
f2 (:) = ( (:) × (`( (:) − `) (:))
2 " (:) × (`" (:) − `) (:))2 (4.8)
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Thus, how spread out the pixel intensities are in each class is taken into account, such that
when the pixel intensities are spread apart  will be large, and when they are tightly bunched
together  will be small. Standard deviation is used since it expresses the statistical distribution
of each class more accurately than variance, especially that dispersion of classes is measured as
the distance between the mean of a class and any intensity value, which is proportional to the
standard deviation rather than variance. This makes the optimal threshold less biased towards
the larger variance among two class variances (i.e. larger dispersion of two classes) [145].
To improve the segmentation process, pre-processing and post-processing operations are
proposed as depicted in Fig.4.3.
Figure 4.3: Otsu-II based segmentation
After detecting the salient objects, the improved Otsu method (i.e. Otsu-II) is applied on
the salient objects to create binary images that will serve as image masks (i.e. groundtruth).
The final step in the proposed approach is matting,
As we are going to measure asymmetry (and color variegation), especially when using
SIFT, using the original color image we would like to focus only on the extracted skin lesion
rather than the background and any accompanying artefacts for more accurate comparison of
both halves. This can be achieved by merging the original image (i.e. color image) and its
corresponding alpha matte described above. Fig.4.4 shows some examples on original images
88
Chapter 4. Skin Lesion Segmentation
and their extracted lesions using this process.
Figure 4.4: Original RGB image and the extracted lesion obtained by merging the original
image and its corresponding alpha matte
4.5 Gradual focusing vs. U-Net
To compare gradual focusing with U-Net the two approaches were applied on 307 images
from the "ISIC 2018: Skin Lesion Analysis Towards Melanoma Detection" grand challenge
datasets [82, 158]. The U-Net architecture was trained on 2037 dermoscopy images along with
their corresponding ground truth response masks (Fig.4.5 shows some samples of the training
images). Images used to train U-Net were resized to 512×512 pixels, and the model was trained
for 20 epochs on a Tesla P100 GPU. Training the model took 115.3 minutes and testing it on the
307 images took 46 seconds. Examples of test images along with their corresponding ground
truth and segmentation results using the two approaches are depicted in Fig.4.6.
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Figure 4.5: Samples of dermoscopy images (along with their corresponding ground truth) used
to train U-Net
Figure 4.6: Segmentation results of gradual focusing and U-Net
The gradual focusing approach was able to detect the fine structures of the skin lesion
borders as opposed to U-Net which lacks this ability. Detecting the fine structures is a crucial
factor in determining the skin lesion border irregularity. Moreover, when the intensity between
the background (skin) and skin lesion becomes closer (as in the last three images), U-Net
produces noise in the segmentation results. The average Jaccard Index value of all the samples
evaluated to 90.64% using the gradual focusing approach, while using U-Net evaluated to
58.31%. Jaccard index [159] is popular and frequently used as a similarity index. The area of
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overlap J is calculated between the segmented binary image A and its ground truth G as shown
in the following equation [160]:
 =
|∩ |
|∪ | ×100% (4.9)
The value 100% means that the two values agree perfectly, while 0% means that there is no
overlap.
4.6 Otsu-II vs. U-Net
The segmentation approach proposed in [88] was applied on 204 skin lesion images extracted
from the "ISIC 2018: Skin Lesion Analysis Towards Melanoma Detection" grand challenge
datasets" [82, 158]. Applying Otsu-II (the proposed Otsu thresholding improvement) and the
original Otsu approach on the 204 images lead to a Dice similarity coefficient value of 87.7%
and 82.5%, respectively. The Dice coefficient [161] is a measure that finds the spatial overlap
between two binary images, resulting in a value that lies between 0% (no overlap) and 100%
(agree perfectly). The Dice coefficient can be defined as:
 =
2 |∩ |
|  | ×100% (4.10)
where A is the algorithm output and G is the ground truth.
Fig.4.7 shows some examples on segmentation results obtained byOtsu andOtsu-IImethods,
along with the ground truth of each corresponding image. As can be noticed, Otsu-II is able to
improve the area coverage of the skin lesion.
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Figure 4.7: Skin lesion images segmented using Otsu and Otsu-II methods, along with their
corresponding ground truth
Another adaptation to Otsu’s method has been tested where %( (:) and %" (:) from Eq.3.31
and 3.32 were kept in Eq.3.33 and 3.34 (i.e. Otsu-II), resulting in the new within and between
class variances shown in Eq.4.11 and Eq.4.12, respectively, which is referred to here as Otsu-II′:
f2, (:) = ( (:) ×%( (:) ×f2( (:) " (:) ×%" (:) ×f
2
" (:) (4.11)
f2 (:) = ( (:) ×%( (:) × (`( (:) − `) (:))
2 " (:) ×%" (:) × (`" (:) − `) (:))2 (4.12)
Having three Otsu based methods, evaluation has been expanded to two more types of
datasets. One dataset contained skin lesions that cover most of the image (i.e. large lesions)
and another set was composed of skin lesions that comprise a small region of the image. The
dataset used with Otsu and Otsu-II methods above contained a mix of such lesions (i.e. mixed).
Fig.4.8 shows samples of large and small skin lesions. The datasets that contained images with
large and small skin lesions were composed of 129 and 162 images, respectively.
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Figure 4.8: Samples of large and small skin lesions used to form two additional datasets, large
and small, respectively
The Dice similarity of the three Otsu based methods on the different datasets is summarized
in Table.4.1. The poor performance of Otsu-II′ on small images was due to the fact that it
was not robust to artifacts (i.e. hair, ruler) that were more apparent in images with small skin
lesions.
Table 4.1: Dice similarity of Otsu based methods on three datasets
Dataset Otsu Otsu-II Otsu-II′
Small 71.2% 74% 49.6%
Large 84.6% 88.7% 88.5%
Mixed 82.5% 87.7% 85.6%
To evaluate the performance of the segmentation approach shown in Fig.4.3 against state-
of-the-art methods, it has been compared with U-Net which was trained on 1935 dermoscopy
images along with their corresponding ground truth response masks (Fig.4.9 shows some
samples on the training images and their corresponding ground truth). Images used to train
U-Net were resized to 256× 256 pixels and the model was trained for 20 epochs on a Tesla
P100 GPU. Training the model took 27.1 minutes and testing it on the 204 images took 18.1
seconds. Fig.4.10 shows some samples of test images, their corresponding ground truth, and the
results using the proposed segmentation approach and U-Net. The Dice similarity on the 204
test images evaluated to 88% and 76.2% for the proposed segmentation approach and U-Net,
respectively. Visual results (Fig.4.10) show that the proposed approach is able to detect the fine
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structures of skin lesion borders - a crucial factor when detecting skin lesion border irregularity
(i.e. B feature in the ABCD rule) - better than U-Net. The results of U-Net on the other hand
are blurry.
Figure 4.9: Samples of dermoscopy images along with their corresponding ground truth used
in training U-Net
Figure 4.10: Skin lesion images segmented using the proposed segmentation approach and
U-Net, along with their corresponding ground truth
4.7 Unsupervised segmentation vs. U-Net
In [151], the relative performance between U-Net (as a supervised deep learning based method)
and an unsupervised deep learning based method [156] in segmenting skin lesions was eval-
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uated. The U-Net architecture was trained on 2344 dermoscopy images along with their
corresponding ground truth response masks from the "ISIC 2018: Skin Lesion Analysis To-
wards Melanoma Detection" grand challenge datasets [82, 158]. To make the most out of the
training data, augmentation using some transformations has been applied (such as rotation,
shifting horizontally and vertically, zooming, ...etc). This avoids the model from overfitting and
leads to better generalization. Images used have been resized to 512×512. The U-Net model
was trained for 20 epochs on a Tesla P100 GPU. Fig.4.11 shows how accuracy improved across
the different epochs.
Figure 4.11: Accuracy improvement across different epochs
Different parameters have been set to the unsupervised deep learning approach (number
of channels: 100, iterations: 1000, clusters: 2, learning rate: 0.1, convolutional layers: 2,
super-pixels: 10000, and compactness of superpixels: 100); the approach has been run on a
Tesla P100 GPU.
The approaches were tested on 250 images for segmentation. Fig.4.12 shows some examples
on the tested images, corresponding ground truth, and the results of both approaches; the
unsupervised approach shows less quality results than those of U-Net. This might be due to the
close intensity values between the lesion and background which is apparent in the second image
(counting from the left). This applies to the other images with different degrees of closeness.
The presence of artifacts (hair) as shown in the fourth image could also be another reason of
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such poor performance. However, this is not the case with some other test images where the
unsupervised approach could be better than U-Net in detecting the fine structures of the skin
lesion. Fig.4.13 highlights some examples on such cases.
Figure 4.12: The unsupervised deep learning based approach shows less quality results than
U-Net
Figure 4.13: The unsupervised deep learning based approach can be better in detecting fine
structures than U-Net in some cases
Table 4.2 shows the Dice coefficient values for U-Net and unsupervised based segmentation
results shown in Fig.4.12, where image numbers reflect the order of the images from left to right.
This applies to Table 4.3 that depicts the Jaccard index values of Fig.4.12. Dice coefficient and
Jaccard index values of Fig.4.13 are shown in Table 4.4 and Table 4.5, respectively.
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Table 4.2: Dice coefficient values for U-Net and the unsupervised based segmentation results
shown in Fig.4.12. The image numbers represent the ordering of the images as read from left
to right
Method Image-1 Image-2 Image-3 Image-4 Image-5 Image-6 Image-7
U-Net 83.2% 86.2% 86.7% 77.5% 90.7% 78.5% 88.4%
Unsupervised 7.3% 13.1% 19.6% 33% 0% 18.3% 0.3%
Table 4.3: Jaccard index values for U-Net and the unsupervised based segmentation results
shown in Fig.4.12
Method Image-1 Image-2 Image-3 Image-4 Image-5 Image-6 Image-7
U-Net 71.2% 75.7% 76.5% 63.3% 83% 64.6% 79.2%
Unsupervised 3.8% 7% 10.8% 19.7% 0% 10% 0.2%
Table 4.4: Dice coefficient values for U-Net and the unsupervised based segmentation results
shown in Fig.4.13
Method Image-1 Image-2 Image-3 Image-4 Image-5 Image-6 Image-7
U-Net 94.7% 68.6% 89.8% 96.9% 91.4% 92.4% 85%
Unsupervised 75.5% 85.4% 94.4% 97% 89.8% 37.4% 52.4%
Table 4.5: Jaccard index values for U-Net and the unsupervised based segmentation results
shown in Fig.4.13
Method Image-1 Image-2 Image-3 Image-4 Image-5 Image-6 Image-7
U-Net 89.9% 52.2% 81.4% 94% 84.2% 85.8% 74%
Unsupervised 60.6% 74.5% 89.4% 94.3% 81.5% 23% 35.5%
The average Dice coefficient and Jaccard index values for the two approaches when applied
on 250 test images are summarized in Table 4.6, which shows that U-Net performs better than
the unsupervised approach in skin lesion segmentation.
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Different variations of the two approaches have been used and tested on the 250 test images;
evaluations are depicted in Table 4.7. For the unsupervised based approach, two variations have
been made. The first variation consists of: (i) sigmoid is used instead of ReLU as an activation
function in the convolutional components (ii) quick shift clustering [162] has been used instead
of SLIC (iii) adam has been used as an optimization function instead of the stochastic gradient
descent. The second variation consists of: (i) SELU (Scaled Exponential Linear Unit) [163]
is used instead of ReLU (ii) using Felzenszwalb’s efficient graph based image segmentation
method [164] instead of SLIC.
For U-Net, two variations have been made. The first variation used tanh instead of ReLU as
the activation function in the convolutional layers on both sides of the architecture (i.e. down
and up). The second variation used SELU as an activation functions instead of ReLU on both
sides of the architecture. Results show that the default setting of U-Net performs better on the
test images (Tables 4.2-4.5), and that the unsupervised approach could be improved using some
variations.
Table 4.7: Average Dice and Jaccard values for different variations of U-Net and the unsuper-
vised deep learning based approach
Method Dice Jaccard
Unsupervised (sigmoid-quickshift-adam) 52.3% 41.8%
Unsupervised (selu-felzenszwalb-sgd) 54.3% 44%
U-Net(tanh) 68% 57.4%
U-Net(selu) 67.2% 55%
The unsupervised based approach is thus able to detect fine structures in skin lesions better
than U-Net in some test samples. However, U-Net shows to provide better accuracy in terms
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of Dice coefficient and Jaccard index (77.7% vs. 40% and 67.2% vs. 30.4%, respectively). A
proposed modification to the unsupervised approach can cause the Dice and Jaccard values to
improve to 54.3% and 44%, respectively.
4.8 Summary
Classical image segmentationmethods can easily fail in skin lesion segmentation due to inherent
dermoscopic image problems, such as weak edges and the presence of artifacts like light
reflectance, apart from the great variety of lesion shapes, sizes, textures, and colors. This
chapter provided an explanation of the two proposed image segmentation approaches, namely
gradual focusing and Otsu-II. Gradual focusing is inspired from the way the human visual
perception works in that processing operates on two stages: global (locates the main regions of
the skin lesion) and local (explicitizes region boundaries). Fuzzy c-means clustering was used
in the global processing stage, and in the local processing stage a threshold was formed by which
ambiguous pixels were revealed and eventually assigned to their appropriate clusters. Otsu-II
is a proposed improvement on the traditional Otsu thresholding method, where the mean was
replaced with standard deviation especially that the latter shows the spread of pixel intensities
around the mean and is thus able to express the statistical distribution of skin lesion pixels.
Otsu-II was coupled with preprocessing (salient object detection) and postprocessing (trimap
and KNN matting) stages to form a robust image segmentation approach. Gradual focusing
and Otsu-II outperformed U-Net, and were able to reveal the fine structures of the skin lesion
borders in the segmentation results, which is a crucial factor in determining the skin lesion
border irregularity. A comparative analysis was provided between U-Net as a supervised deep
learning based approach and an unsupervised deep learning based approach, in which it was
shown that U-Net provided better accuracy than the unsupervised approach.
99
Chapter 5
Asymmetry, Color Variegation, and
Diameter
5.1 Overview
Skin lesion asymmetry is a strong indicator of malignant melanoma [165] such that the degree
of asymmetry displayed by a skin lesion is indicative of its malignant potential. As opposed
to benign pigmented skin lesions that are usually circular and symmetric, melanomas tend to
develop in an anarchic fashion and grow at an irregular rate, rendering them to be asymmetric.
In layman terms, asymmetry refers to the fact that when drawing a line through the middle of the
mole the two halves will not match, meaning that the shape of one half doesn’t resemble the other
half (lopsided in shape), providing a warning sign to melanoma. There is no consensus on what
asymmetry extent is required before one can tell that the skin lesion is considered asymmetric.
This especially arises in moderately asymmetric lesions in contrast to the nearly symmetric
lesions which dermatologists consider symmetric. It has been shown that the percentage of
disagreement between dermatologists on the presence of asymmetry is around 5-10% [36]. A
more objective measurement of asymmetry is thus deemed necessary.
Color variegation is considered the earliest sign of melanoma, and has a high predictability
for the diagnosis of the disease. In fact, studies have demonstrated that color variegation might
be the most important singular discriminator of melanoma [210]. It refers to the presence of
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two or more shades of pigment (two or more colors) within the skin lesion border. As opposed
to benign lesions which tend to be generally uniform in color, melanoma lesions tend to often
contain more than two colors, meaning that the color composition within the skin lesion is
inhomogeneous. Melanoma in particular contains one or more of these six suspicious shades of
color: white, red, light brown, dark brown, blue-gray, and black. The identification of colors in
skin lesions is considered a subjective task even for experienced dermatologists, which deems
it necessary to develop an automatic objective approach to identifying colors in skin lesions.
Most early melanomas tend to be larger than 6mm in diameter (i.e. size of a pencil eraser).
Some studies argue that smaller diameters can exist in melanoma, which makes this criterion
not absolute especially that 10% of melanomas tend to be missed in the early diagnosis (i.e.
diameter <6mm) if the diagnosis was based only on diameter, making it necessary to use a
computer vision system when evaluating diameter [217].
This chapter highlights the proposed approaches for determining asymmetry, color variega-
tion, and diameter, which are explained in sections 5.2, 5.3, and 5.4, respectively. The chapter
is summarized in section 5.5.
5.2 Asymmetry
A vector of three measurements has been built for measuring asymmetry. The vector will be
used to train and test a decision tree which will eventually be used to predict the asymmetry of
new skin lesion images. The extracted lesions (Fig.4.4) are then split vertically and horizontally
across the centre into four equal halves, and SIFT is used to measure the image similarity
(showing correspondences) between each opposite half (top vs. bottom and right vs. left) using
the 128-dimensional local feature vectors. The total similarity score is the sum of the vertical
(EB) and horizontal (ℎB) similarity, such that the similarity in each direction (i.e. vertical and
horizontal) is normalized by dividing it by the number of keypoints in the other half (i.e. left vs.
right, top vs. bottom). The greater the value the more similar the two halves of the skin lesion,
and vice versa. Asymmetry means that the two halves are not similar. In measuring EB and
ℎB, the best two matches for each keypoint are identified using OpenCV’s brute-force matcher,
where a feature descriptor on one image half will be matched with all feature descriptors on the
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other half and the best (closest) two matches will be returned based on the Euclidean distance.
This is followed by the ratio test technique to remove any outliers (false positives) resulting
from the brute-force matching step. Since the best two matches for each keypoint descriptor
were selected, ratio test considers the match to be a good match if the distance ratio between
the first and second match is smaller than a specific empirical value (chosen in this work to
be 0.7 which is a typical value for Lowe’s ratio). It should be emphasized that the asymmetry
of shape is being investigated and not color, especially that dermatologists in general consider
asymmetry in shape, color, and structural (border) distribution.
Fig.5.1 shows an example of an extracted skin lesion and its four halves (vertical and
horizontal halves). The keypoints of each half (in red) are shown in Fig.5.2, and Fig.5.3 shows
the lines between the matching keypoints between each half. The similarity between the left
and right halves evaluates to 0.125 and between the top and bottom halves evaluates to 0.194.
The total similarity in this skin lesion is: (0.125 0.194) ×100 = 31.9, making it tend to be more
asymmetric and the likelihood to be a melanoma lesion.
Figure 5.1: Extracted skin lesion and its four halves along the vertical and horizontal axes
102
Chapter 5. Asymmetry, Color Variegation, and Diameter
Figure 5.2: Keypoints (in red) of each half
Figure 5.3: Matching keypoints between each half
204 skin lesion images were sent to a dermatologist to label as symmetric or asymmetric
based on shape. Fig.5.4, Fig.5.5, and Fig.5.6 depict values of SIFT similarity, projection profiles,
and skewness (horizontal and vertical projections) of the skin lesion images, respectively. The
fluctuating values make it hard to come up with an accurate threshold that would aid in
distinguishing between symmetric and asymmetric skin lesions, which is the reason a decision
tree has been utilized to learn those asymmetric measures combined (i.e. vector).
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Figure 5.4: SIFT similarity values for the 204 images labeled by the dermatologist
Figure 5.5: Projection profiles values for the 204 images labeled by the dermatologist
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Figure 5.6: Skewsness of horizontal and vertical projections for the 204 images labeled by the
dermatologist
Of the 204 images labeled by the dermatologist, 35 images were labeled as being symmetric
and 169 images as asymmetric. Fig.2.1 shows some samples of symmetric and asymmetric
images. The extracted asymmetry features/measurements (SIFT based similarity, projection
profiles, and skewness) have been used to train and test a decision tree on an 80:20 ratio.
That is, 80% of the data was used for training the decision tree and 20% of the data was
used for testing the decision tree. 136 and 28 asymmetric and symmetric images were used
for training the decision tree, respectively; 33 and 7 asymmetric and symmetric images were
used for testing the decision tree, respectively. After training the decision tree, 30 and 2
asymmetric and symmetric images were predicted correctly, respectively, meaning that an 80%
accuracy has been obtained. The decision tree performed better on asymmetric images; this
can be due to having more asymmetric images in the training data. However, more balanced
data samples (number of asymmetric and symmetric samples are the same) could improve the
results significantly. This requires much labor work and is a topic of interest that could be
investigated in a future work.
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Figure 5.7: Samples of symmetric and asymmetric images labeled by the dermatologist
5.3 Color variegation
Before attempting to find color variegation (The  feature in the ABCD rule) in the skin lesion,
the RGB image is converted to the CIELab (or CIEL*a*b*) color space [211] since the RGB
color space does not closely match the human visual perception, whereas the CIELab color
space is designed to approximate/model the human vision (i.e. the ! component closelymatches
the human perception of lightness) and contains in theory every single color the human eye
can perceive, allowing it to exploit the characteristics of the human visual pereception better.
CIELab is device independent, meaning that the color model is based on the perception of the
human eye and is designed to describe what colors look like regardless of what device they are
displayed on. Colors in CIELab are described in three dimensions: !∗ for lightness from black
(0) to white (100), 0∗ from green to red, and 1∗ from blue to yellow. To thus be communicative
with human perception, images used to find color variegation will be displayed in the CIELab
color space.
To convert an image from RGB to CIELab, it has to firstly be converted to XYZ using
Eq.5.1-Eq.5.3.
- = '×0.4124  ×0.3576 ×0.1805 (5.1)
. = '×0.2126  ×0.7152 ×0.0722 (5.2)
/ = '×0.0193  ×0.1192 ×0.9505 (5.3)
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where ',,  represent the colors of the red, green and blue channels, respectively. The
(!∗, 0∗, 1∗) components are then computed using Eq.5.4-Eq.5.6.
































where -,., / are the tristimulus values of the color stimulus; -=,.=, /= are the correspond-
ing tristimulus values of the nominal white stimulus (those are constant values that can be found
in tabulations of the illuminant spectra in texts such as [212]), and function 5 is defined as:






















Fig.5.8 shows a skin lesion image and its 3D scatter plot representing the different pixel
colors in CIELab color space.
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Figure 5.8: 3D scatter plot of skin lesion image pixels in CIELab color space
To determine the range of color shades that represent the six suspicious colors of melanoma
based on the used image dataset, the color palettes of all images are extracted and analyzed
based on which we are able to determine the range of shades that specify the suspicious colors
(i.e. dark brown, light brown). In particular, each image in the dataset is represented in terms of
its dominant colors which constitute the image’s palette, such that those dominant colors would
be the best possible colors by which we can display the image with the least amount of error.
Clusters of dominant colors (group of pixels) are formed using k-means clustering [213, 214],
where each pixel in the image has a CIELab value associated with it. The number of clusters is
set to 7 (6 suspicious colors + pure black) since the pure black color (i.e. CIELab = [0,0,0]) is
omitted in the measurement of the number of suspicious colors as it most likely belongs to the
background (skin).
The process consists of applying k-means with a specific number of clusters (i.e. number
of dominant colors) which is equal to the number of colors the color palette will be composed
of. Each pixel color is then affected to the nearest cluster centroid according to the Euclidean
distance. K-means minimizes the within-cluster sum of squared distances (i.e. Euclidean
distance) between the centroid and the other pixels in the cluster. Using Euclidean distance in
the CIELab space is uniform with difference perceived by the eye.
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K-means finds the dominant colors in an image through an iterative corrective process,
where colors can be thought of as points in the color space cloud that we aim to cluster around
some mean (dominant color). K-means starts with a random palette of seven dominant colors
{1,2, ..., :} as the starting point, where : is the number of clusters representing the dominant
colors. Each pixel is then assigned a color label of the nearest dominant color. Image pixels
are thus grouped by their dominant color value. New averages are then computed to update
the cluster centers. If image pixels belong to the same clusters for two successive iterations,
the process is considered complete and the final color palette is formed. Fig.5.9 depicts a
skin lesion image and its corresponding color palette resulting from k-means clustering with
: = 7. The CIELab values of the color palette from left to right are: [0,0,0],[59.263,6.519,-
1.826],[47.051,9.465,2.307],[67.222,3.355,-4.661],[22.237,0.779,-3.284],[40.018,10.696,4.107],
[53.075,8.206,-0.027]. Fig.5.10 shows the dominant colors (based on 7 clusters) for the dataset
used in the experiments, which is composed of 204 images; the process evaluated to 1221
unique colors (pure black color excluded).
Figure 5.9: A skin lesion image and its corresponding color palette showing the 7 dominant
colors in the image (the first color which represents the pure black color will be omitted from
the color variegation measurement)
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Figure 5.10: Unique dominant colors (1221 colors) of the 204 skin lesion image dataset
Representing the image in terms of its dominant colors is a more realistic approach when
working on color variegation; for instance the image shown in Fig.5.9 is composed of 1480
unique colors, which makes it very difficult to determine the range of color shades that would
represent the 6 suspicious colors of melanoma.
Analyzing the images used in the experiments, the suspicious CIELab color ranges (i.e.
[<8=] − [<0G]) are determined as shown in Table.5.1. For the suspicious colors white, red and
blue-gray, since they were not expressed in the utilized dataset, their standard CIELab color
values are used. Skin lesions which have any of their pixel CIELab color value belonging to
the range of black, dark brown, or light brown color values are considered to possess those
colors. For the colors white, red and blue-gray, a skin lesion is considered to possess one of
those colors if the (i) Minkowski distance between the pixel color and any of the aforementioned
colors is less than a threshold ) , measured as being the half of the Minkowski distance between
the two extremes of colors (white and black), which evaluates to 50 (ii) pixels that belong to
the suspicious color represent more than 5% of the skin lesion pixels.
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Table 5.1: CIELab melanoma suspicious color values
Color CIELab
Black [0.06,0.27,0.10] − [39.91,30.23,22.10]
Dark brown [14.32,6.85,6.96] − [47.57,27.14,46.81]




Minkowski distance is considered a generalization of the Euclidean andManhattan distances
[215] and is defined as [216]:
3<
(






G8: − G 9: ? (5.9)
where ? ≥ 1 is a real number. The distance represents the Manhattan distance and the
Euclidean distance when ? = 1 and ? = 2, respectively.
The advantage of using Minkowski distance is that users can adapt the distance function to
suit the needs of the application by modifying the Minkowski parameter p, which is set to ? = 3
in this work. Based on the above, the image in Fig.5.9 is composed of 3 suspicious colors.
The distribution of the number of suspicious colors for the 204 images used in the exper-
iments is depicted in Fig.5.11. It can be noticed that most of the skin lesions contained one
suspicious color.
111
Chapter 5. Asymmetry, Color Variegation, and Diameter
Figure 5.11: Number of suspicious colors of the 204 images labeled by the dermatologist
5.4 Diameter
In this work, Feret’s diameter [218, 219] is used to measure the diameter of the skin lesion,
which is the distance between two parallel tangents at the contour of the object (i.e. skin lesion)
that are located on opposite sides of the object at an arbitrary selected angle. The maximum
Feret diameter of an object is the distance between its two furthest points measured in a given
direction. The average value over many orientations can also be used, meaning that Feret’s
diameter can be referred to as the average distance between two tangents in the opposite sides of
the object parallel to some fixed direction; the maximum Feret diameter is used as the diameter
measure.
Finding the Feret’s diameter of some object shape is a commonly used measure in shape
analysis. Feret’s diameter is also called caliper diameter since the measurement involves placing
the object for which we want to find the diameter inside the jaws of a caliper, with the caliper
oriented at some specified angle (i.e. 0◦, 45◦, 90◦, 135◦). The jaws are then closed on the
object tightly while maintaining the angle. The distance between the jaws is the Feret diameter
at angle (direction) \. In terms of digital images, this is made by isolating the corner pixels
of the object’s perimeter and taking the maximum distance between each corner pixel to all
other corner pixels. It should be emphasized that Feret’s diameter is based on the binary 2D
image of the object. The main advantage of using Feret’s diameter over other measures is its
correspondence with the real physical diameter of the object. In other words, it corresponds to
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the length that would be measured if we handle the object between the teeth of a caliper.
As the skin lesion diameter in the real world is measured in millimeters (mm), and the
diameter results using Feret’s diameter are returned in pixels, representing diameter results
in terms of the standard unit (mm) is required; this can be made using spatial calibration
(geometric correction) which involves calibrating the image against a known value (i.e. mm)
and then applying such calibration to the uncalibrated image (i.e. in pixels). The idea is to
represent the diameter in units rather than pixels. An image produced in units is called a
spatially calibrated image. However, to conduct such calibration one needs to know the original
measure in real world and then map that to pixels. Since the original real world measures were
not available, an image from the dataset (i.e. ISIC dataset) that had a ruler displayed (Fig.5.12)
was used to get an estimate on the skin lesion measure in millimeters and deduce from that how
many pixels would be in 1 mm. The image was also zoomed in to better reflect the sizes of the
skin lesions used in the test dataset. Performing such calibration, it was found that 1 mm = 29.7
pixels for the 256×256 images used in the test dataset. Fig.5.13 shows samples of skin lesion
images, their segmentations, and corresponding Feret’s diameter values. Fig.5.14 shows a plot
of the first image in Fig.5.13 that demonstrates the Feret’s diameter values at different angles.
Figure 5.12: Skin lesion image with a ruler used to spatially calibrate the test images and deduce
the pixels/mm value
113
Chapter 5. Asymmetry, Color Variegation, and Diameter
Figure 5.13: Skin lesions’ Feret’s diameter (in pixels and millimeters)
Figure 5.14: Feret’s diameter values at different angles \ = [0◦, 180◦] for the first image in
Fig.5.13
The distribution of Feret’s diameter for the 204 images used in the experiments is depicted
in Fig.5.15, where it can be noticed that most of the skin lesions had a diameter larger than 150
pixels (5.1 mm).
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Figure 5.15: Feret’s diameter values of the 204 images labeled by the dermatologist
Fig.5.16 shows a skin lesion and its extracted ACD features.
Figure 5.16: Skin lesion asymmetry, color variegation, and diameter features extracted using
the work proposed in the thesis
5.5 Summary
Asymmetry, color variegation, and diameter are considered strong indicators of malignant
melanoma. The subjectivity inherent in the first two features and the fact that 10% ofmelanomas
tend to be missed in the early diagnosis due to having a diameter less than 6mm, deem it neces-
sary to develop an objective computer vision system to evaluate these criteria. An asymmetry
measure composed of a vector of SIFT based similarity, projection profiles, and skewness was
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proposed; a decision tree was used to learn this measure to automatically determine the presence
of asymmetry in skin lesions. In finding color variegation, the skin lesion was represented in
terms of its dominant colors using k-means clustering, from which the melanoma suspicious
color value range that better reflect the utilized dataset was identified. Pixel colors that belong
to that range are considered possessing the suspicious color. The Minkowski distance between
the standard suspicious color value and pixel color value was used to determine the presence
of suspicious colors that were not present in the dataset. Finally, Feret’s diameter was used
as a shape descriptor for measuring the lesion’s diameter, and spatial calibration was used to





Border irregularity has been reported to be the most significant factor in melanoma diagno-
sis [173]. Unlike benign pigmented lesions which tend to be present with regular borders,
melanomas possess irregular borders due to the uneven growth rate [174], the spread of
melanocytes in various directions, and the regression of invasion and/or genetic instability
of the lesion [60]. The computerized analysis of skin cancer images normally starts by lesion
border detection, which is considered a crucial step for subsequent diagnostic steps, given
that clinical features such as border irregularity are measured from the border, an important
feature (i.e. B feature) in the ABCD rule that physicians, dermatologists and non-physicians
use to detect features of melanoma in its curable stage [27, 175]. Detecting skin lesion borders
is however challenging due to the low contrast between the surrounding skin and the lesion,
ambiguous lesion borders, artifacts such as light reflectance, and the variation of colors inside
the lesion [176].
This chapter describes the proposed approaches involved in determining skin lesion border
irregularity. Section 6.2 provides an overview of lesion border detection approaches used in
literature. FuzzEdge, a proposed edge detection method, is explained in section 6.3. Section 6.4
highlights the proposed skin lesion border irregularity measure. Border irregularity detection
using a proposed fuzzy multilayer perceptron (F-MLP) and a CNN-Gaussian Naive Bayes
ensemble are depicted in sections 6.5 and 6.6, respectively. The chapter is concluded with a
summary in section 6.7.
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6.2 Skin lesion border detection
Different methods have been proposed in literature for lesion border detection. Erkol et.
al. [177] used Gradient Vector Flow (GVF) snakes to obtain the border of skin lesions in
dermoscopy images, where a luminance image blurring approach was presented for automatic
snake initialization. The approach was tested on 100 images (30 melanoma and 70 benign).
The results showed that 76 out of the 100 images had percentage border errors less than 20%,
and 96 out of the 100 images had percentage border errors less than 30%. In [178] Celebi
et. al. proposed a fast unsupervised approach to border detection of pigmented skin lesions
based on the Statistical Region Merging (SRM) algorithm [179]. The authors attempted to
facilitate the border detection process by the pre-processing operations of black frame removal
and image smoothing. The process was also followed by a post-processing step, namely
morphological dilation. The approach was tested on 90 dermoscopy images and did not perform
well on images with significant amount of hair. Celebi et.al. [180] proposed an unsupervised
approach to border detection in dermoscopy skin lesion images based on a modified version
of the JSEG algorithm [181] for segmentation, preceding that with pre-processing steps that
aim at facilitating the border detection procedure (image smoothing, color quantization and
approximate border localization), and carrying out a post-processing step as the final stage of
the proposed approach. The approach was tested on 100 dermoscopy images (30 melanoma and
70 benign) and showed to suffer from several limitations in that the bounding box determined
by the approximate lesion localization method did not contain the whole lesion, and the method
might not perform well on images with a significant amount of hair. An automatic approach
for skin lesion border detection was proposed by Tzekis et. al. [182] where the process was
carried out through a combination of different phases. The first phase attempts to determine
if some points belong to melanoma or not, which is carried out by calculating the base color
between the skin color and the melanoma color. The second phase of the approach locates a
random point in the mole either from the entire area of the image or from random points around
the center of the image. A point on the border of the mole is then found in the third phase,
which adds more border points and terminates when a point is very close to where the first one
is located, eventually drawing the actual boundaries of the lesion. The results of the approach
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were fast, simple and accurate. The authors also utilized an algorithm for hair removal. An
Artifact Removal and Border Detection (ARBD) approach was proposed by Abbas [183]. The
approach is composed of multiple steps: pre-processing to enhance the contrast of lesions,
artifact removal to reduce the effects of specular reflection, dermoscopic-gel, and lines (e.g.
hair, blood vessels, skin lines, ruler markings and camera flash), plane-fitting to reduce the effect
of texture patterns from tumor regions, detecting candidate regions, and segmenting the tumor
region and detecting the border using Adaptive Dynamic Programming (ADP). The approach
was applied on 250 dermoscopic images (30 benign melanocytic, 60 Malignant Melanomas
(MM), 45 Basal Cell Carcinoma (BCC), 25 Merkel Cell Carcinoma (MCC), 70 Seborrhoeic
Keratosis (SK), and 20 Acral volar Melanocytic (AM)), and has shown to be robust to boundary
detection of the tumor in cases of fuzzy or smooth lesion types (BCC, MCC and AM). Other
studies attempting to detect skin lesion borders can be found in [184, 185, 186, 187], and a
comprehensive survey on lesion border detection in dermoscopy images can be found in [188].
With the great advances in deep learning along with the outstanding results it provided on
different computer vision tasks, some attempts have been made in utilizing this technology in
skin lesion border detection. Sabouri and GholamHosseini [189] used a CNN to detect lesion
borders. The CNN was trained on two classes: the lesion class (containing 480 lesion images)
and the background class (containing 1200 images of the normal skin with artifacts such as hair
and ruler marker). The output is a binary mask which is resized and multiplied with the original
image to obtain the segmented lesion. Lesion borders using this approach were not accurately
detected. The authors utilized morphological closing as a post-processing step to determine the
border more accurately. The advantage of this approach is that no pre-processing operations
are carried out for hair removal and illumination correction. In [190] the authors employed a
CNN as a feature extractor avoiding any pre-processing operations for the input images, and a
Support Vector Machine (SVM) as a skin lesion classifier. The CNN was trained on 23,000
patches of normal and skin lesions divided in such a way that each class contains the same
number of images. The border of the lesion was obtained by multiplying the generated binary
mask (resulting from the previous steps) with the original image. Results showed that some
lesion borders were not detected perfectly, and thus a post-processing approach for smoothing
the images was applied. Ali et al. [86] proposed a skin lesion border detection approach
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composed of two stages: (i) segmenting the skin lesion dermoscopy image using U-Net (ii)
detecting the edge (border) using a novel method called FuzzEdge. The approach requires
neither pre-processing nor post-processing operations.
6.3 FuzzEdge
A novel fuzzy filter for skin lesion border detection, namely FuzzEdge, was proposed in [86].
The method is based on [191]. However, in FuzzEdge the filter calculates the standard deviation
for the purpose of edge detection, while in [191] it calculates the weighted fuzzy mean for the
purpose of noise removal. The algorithm code has been open sourced and can be accessed at:
https://github.com/abderhasan/fuzzedge.
Assume we have an image  of size " ×# pixels, and has ! gray levels. Such image can
be denoted as  = [6(8, 9)]"×# , where 6 (8, 9) ∈ {0,1, ..., !−1} refers to a pixel in the image.
Fuzzy sets that represent a particular concept for the gray level (i.e. intensity feature) of the
image pixels can be constructed. Examples of such fuzzy sets are dark pixels and bright pixels.
The membership function of each fuzzy set determines the membership grade in the range [0,1]
(1: full membership, 0: no membership) by which a pixel with a certain gray level belongs to
a fuzzy set (concept). Those fuzzy sets can be eventually used to describe image pixels.





where 6: denotes the : Cℎ gray level of image , =: is the number of pixels with the : Cℎ
gray level in , = is the total number of pixels in , and : = 0,1,2, ..., !−1.
In order to generate the fuzzy sets (concepts), the membership functions for those fuzzy
concepts have to first be defined. A heuristic algorithm is utilized to define the membership
functions of the different fuzzy concepts from the histogram of the image. Three fuzzy concepts
that represent an image have been created: Bright, Dark, and Median.
The fuzzy concepts used in this work are of the ! − ' type fuzzy number [192] defined as
follows:
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, G ≥ <
(6.2)
where ! (H) = '(H) =<0G(0,1− H), and 5 (G) can be represented as a triplet [<,U, V], such
that < corresponds to the modal value of the membership function, and U and V are the spreads
that correspond to the left-hand and right-hand curves of the membership function, respectively.
Algorithm 2 highlights the steps required to create fuzzy concepts.
121
Chapter 6. Border Irregularity




1 For the fuzzy concepts A86ℎC, 0A: , and "4380=, specify the intervals of
[A86ℎC1468=, A86ℎC4=3], [0A:1468=, 0A:4=3], and ["4380=1468=, "4380=4=3],
respectively.













"4380=1468= = 0A:4=3 − ;4 5 C_>E4A;0?, and
"4380=4=3 = A86ℎC1468= A86ℎC_>E4A;0? /* # 5 is the number of fuzzy concepts, and
;4 5 C_>E4A;0? and A86ℎC_>E4A;0? determine the overlapping range of the fuzzy
concepts (the overlap range was set to 0) */.
3 Set 0A:1468= to be the first 6: from 0 to 0A:4=3 with =: ≠ 0 /* : = 0,1,2, ..., !−1) */.
4 Set A86ℎC4=3 to be the last 6: from A86ℎC1468= to !−1.
5 In the interval [0A:1468=, 0A:4=3], find 6: with the maximum value of ?(6:) in the
image /* the most frequent 6: is selected */.
6 For the fuzzy concept 0A: , create its membership function 50A: as follows:
<0A: ← 6: , U0A: ← <0A: −0A:1468=, V0A: ← 0A:4=3 −<0A: .
7 In the interval ["4380=1468=, "4380=4=3], find 6: with the maximum value of ?(6:).
8 For the fuzzy concept "4380=, create its membership function 5"4380= as follows:
<"4380=← 6: , U"4380=← <"4380= −"4380=1468=,
V"4380=← "4380=4=3 −<"4380=.
9 In the interval [A86ℎC1468=, A86ℎC4=3], find 6: with the maximum value of ?(6:).
10 For the fuzzy concept A86ℎC, create its membership function 5A86ℎC as follows:
<A86ℎC ← 6: , UA86ℎC ← <A86ℎC −A86ℎC1468=, VA86ℎC ← A86ℎC4=3 −<A86ℎC .
Algorithm 2: Fuzzy set (concept) creation process
For initiating the filtering process, a 3×3 window (kernel) is affected on the input image,
where the window determines the gray level values (intensities) of the filtered area, and the
pixel to be filtered would stand in the central cell of the 3×3 kernel. Let - = [G (8, 9)]"×# be
the original input image, and . = [H (8, 9)]"×# be the filtered output image. The (8, 9)Cℎ pixel
of the filtered image . is represented as: H̄(8, 9) = DII364(- (8, 9)), where - (8, 9) is a 3×3
kernel centered at the input pixel G(8, 9) that will be affected by the filter, and DII364(.)
denotes the function of the DII364 (fuzzy filter). The kernel can be represented as follows:
- (8, 9) =

G(8−1, 9 −1) G(8−1, 9) G(8−1, 9 1)
G(8, 9 −1) G(8. 9) G(8, 9 1)
G(8 1, 9 −1) G(8 1, 9) G(8 1, 9 1)

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(6.3)
The DII364 operation is composed of three standard deviation processes, one for each
fuzzy concept (Bright,Dark, orMedian). Each standard deviation process determines the value
of the filtered pixel on one of the three fuzzy concepts. The weight associated with each pixel
is determined by referring to the membership function (i.e. 5A86ℎC ) of the associated fuzzy
concept. The standard deviation is then found for the pixels located in the kernel, eventually
affecting the result to the pixel located at the center of the kernel (i.e. H̄ (8, 9)). This process
allows us to find ¯HA86ℎC (8, 9), ¯H0A: (8, 9), and ¯H"4380= (8, 9).
After ¯HA86ℎC (8, 9), ¯H0A: (8, 9) and ¯H"4380= (8, 9) are produced, the decision process of
DII364 is utilized in order to determine the final filtered output of each pixel in the input
image by referring to a fuzzy estimator derived from a fuzzy interval. A fuzzy interval is of
!'− CH?4 if two shape functions ! and ' exist, in addition to the parameters (i.e. (<;,<') ∈ '2,
U and V) that are used to form the membership function of the fuzzy interval. The fuzzy interval
can be denoted as  = [<;,<A , U, V]!', and the membership function of  can be defined
as shown in Equation 5.4. A standard deviation process similar to the one described above is
applied on a sliding kernel (window) centered at the input pixel G(8, 9). In the fuzzy estimator
step, the parameters are assigned the following values: <A = A86ℎC4=3 , <; = 0A:1468=,







, G ≤ <;





, G ≥ <A
(6.4)
The final output of each filtered pixel is determined by selecting the pixel that is nearest to
the fuzzy estimator from ¯HA86ℎC (8, 9), ¯H0A: (8, 9) and ¯H"4380= (8, 9) (Algorithm 3).
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1 if
H̄0A: (8, 9) − 5!'− (- (8, 9))  < H̄"4380= (8, 9) − 5!'− (- (8, 9)) 
2 H (8, 9) ← H̄0A: (8, 9)
3 else
4 H (8, 9) ← H̄"4380= (8, 9)
5 if
H̄A86ℎC (8, 9) − 5!'− (- (8, 9))  < H (8, 9) − 5!'− (- (8, 9)) 
6 H (8, 9) ← H̄A86ℎC (8, 9)
Algorithm 3: Decision process of DII364
The general framework of the proposed approach is depicted in Fig.6.1.
Figure 6.1: Framework of the approach proposed in [86]
The U-Net architecture was trained on 2594 dermoscopy images along with their corre-
sponding ground truth response masks from the "ISIC 2018: Skin Lesion Analysis Towards
Melanoma Detection" grand challenge datasets [18-19] (the ISIC archive contains more than
23,000 dermoscopic images). Fig.6.2 shows some examples on the training dataset and the
corresponding ground truth.
Figure 6.2: Samples of images and their corresponding ground truth used to train U-Net
To make the most of the training data, augmentation using some transformations has been
applied (rotation, shifting horizontally and vertically, shearing, zooming, horizontal flip, and
filling in newly created pixels which can appear after a rotation or a horizontal/vertical shift).
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This prevents over-fitting and leads to better generalization. Images used have been resized to
512× 512 pixels. The U-Net model was trained for 20 epochs on a Tesla P100 GPU. Fig.6.3
shows how accuracy has improved across the different epochs.
Figure 6.3: Accuracy improvement across different epochs
6.3.1 Ground truth
A ground truth is required to evaluate the automatically detected borders; the manual borders
which represent the ground truth were created by a dermatologist. Fig.6.4 shows an example
on such annotated images which represent a sample of skin lesion dermoscopy test images that
the model was not trained on before (i.e. did not see).
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Figure 6.4: Borders (in blue) manually drawn by the dermatologist
6.3.2 Comparison with another automated method
Fig.6.5 shows the test images, segmentation results (i.e. U-Net), and detected borders (i.e.
FuzzEdge).
126
Chapter 6. Border Irregularity
Figure 6.5: Results of the proposed approach. The first row in the two sets of images represents
the original dermoscopy images, the second row shows the segmentation results of U-Net, and
the third row displays the detected borders after applying FuzzEdge
The proposed approach was compared with another automatic border detection approach
developed by Hua [193]. Fig.6.6 illustrates Hua’s two stage results: (i) pre-processing and (ii)
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edge detection using the Sobel edge detector [194] (the author used different edge detectors,
but one edge detector was chosen for brevity, namely the Sobel edge detector). Results of the
pre-processing stage had to be binarized for better edge detection results.
Figure 6.6: Results of the approach proposed by Hua [193]. The first row in the two sets of
images represents the original dermoscopy images, the second row shows the pre-processing
results, and the third row displays the detected borders after applying the Sobel edge detector
on the binarized results
From Fig.6.5 and Fig.6.6 we can notice that the proposed approach is able to detect the main
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border around the skin lesion, and is robust to artifacts presented in the images as opposed to the
approach proposed by Hua [193]. Moreover, the approach by Hua is heuristic and based on trial
and error as different threshold and sigma values need to be experimented with. However, the
proposed approach lacks the ability to detect the exact fine structure of the skin lesion border.
This might be due to the many structures skin lesions possess, unlike other medical imaging
shapes (i.e. colon) that tend to be very similar,
6.3.3 Comparison with the ground truth
Fig.6.7 shows a sample of the proposed approach results (white border) overlaid against the
dermatologist’s annotations (blue border). A visual comparison between the borders drawn
by the dermatologist and the borders of the proposed approach shows that the automatically
extracted borders are very close to those manually outlined by the dermatologist.
Figure 6.7: Borders of the proposed approach (in white) overlaid on the borders annotated by
the dermatologist (in blue)
To quantitatively evaluate the proposed method against the ground truth, the areas sur-
rounded by the dermatologist’s border and the proposed method’s border are filled for each
image. The Dice coefficient [161] is used to measure the similarity between the two images.
The Dice coefficient is a measure that finds the spatial overlap between two binary images, re-
sulting in a value that lies between 0 (no overlap) and 1 (agrees perfectly). The Dice coefficient
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where A is the algorithm output and G is the ground truth.
Table.6.1 lists the Dice coefficient results of 10 test images (the names reflect the original
names as used in the dataset). The average Dice similarity achieved by the proposed approach
is 87.7%. The reason the Dice coefficient results of Hua’s approach are not included is since
it was hard to determine the region to fill out for ground truth comparison purposes due to the
existence of much noise as depicted in Fig.6.6, as opposed to the proposed approach which
shows only one region of interest (border).












6.4 Skin lesion border irregularity
After detecting the skin lesion border we need to measure the border’s irregularity which
represents the B feature of the ABCD rule. For this task, fractal dimension is combined with
both Zernike moments and convexity that would together serve as an objective quantitative
measure of border irregularity, especially when many of the signs that the clinician relies on in
diagnosis involve subjective judgment. This applies to visual signs such as border irregularity
[195]. It has been shown that both clinicians and patients find it hard in agreeing upon whether
a naevus border is considered irregular or not [195]. Such measure could thus aid in improving
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the diagnostic accuracy.
Although the fractal dimension  provides values consistent with the rules normally used
in clinical practice in the aspect that  values significantly increase in melanoma lesions
as compared to benign lesions, using  as a single parameter in distinguishing skin lesion
border irregularity could be limited, especially that it relies on the quality of the edge detection
algorithm used. Thus, combining it with other parameters should be considered [196].
Each skin lesion is now represented by a 27-value vector as depicted in Fig.6.8, reflecting
the proposed lesion border irregularity measure.
Figure 6.8: Skin lesion border irregularity measure
The feature vector combination shown in the figure produces a robust border irregularity
measure. Since convexity is an Euclidean based measure that characterizes circle and sphere-
like shapes, it is more suitable for benign skin lesions that tend to have regular borders and
possess Euclidean geometrical shapes. However, melanomas have irregular borders, and this
thus required the introduction of fractal dimension in the feature vector since it gives an
indication on the complexity of the shape associated with the border, in addition to being
better at describing irregularly shaped objects that have fractal properties. Zernike moments
have been used due to the fact that the accuracy of fractal dimension relies on the quality
of the edge detection algorithm and the edge thickness [237], while Zernike moments do not
require knowledge of the precise boundary of the skin lesion as they are not sensitive to image
segmentation results, making them suitable for representing complex objects with obscure
boundaries [238]. Moreover, Zernike moments are able the characterize the global shape of
the object, robust to noise, and rotation invariant (an important feature when augmenting skin
lesion images) [239].
131
Chapter 6. Border Irregularity
6.5 Border irregularity detection using F-MLP
A fuzzy multilayer perceptron was proposed in [87], which incorporates the membership degree
of each neuron in the classes of interest (e.g. regular vs. irregular) in the learning process.
Moreover, the gradient descent benefits from the membership values by reducing the effects of
ambiguous features/neurons (i.e. features that have a membership degree of 0.5) when updating
the weights (learning). Membership degrees are obtained by clustering each layer in the neural
network (except the output layer) using fuzzy c-means. The proposed architecture is depicted
in Fig.6.9.
Figure 6.9: Fuzzy multilayer perceptron (F-MLP) architecture
A commonly used activation function in multilayer perceptrons is the sigmoid activation
function (Eq.6.6). The sigmoid function is suitable for binary classification and provides
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continuous values in the range [0,1] that represent the probability of a class in the binary
classification problem. As the sigmoid function introduces non-linearity in the hidden layers,
it allows the neural network to learn more complex features [206].
B86 (G) = 1
1 4−G
(6.6)
Assuming that i is the fuzzy sigmoid activation function, the type-II fuzzy sigmoid activation














where i! and i* are the lower and upper sigmoid activation functions, respectively, and
U = 2 since U >> 2 is not meaningful for image data [141].








where w are the weight values, u1 and u2 are the degrees of membership of each neuron
to class1 and class2, respectively; i is the type-II fuzzy sigmoid function, and mean is used to
represent the square differences between the degrees of membership for a particular layer with
a single value, which can be perceived as an ambiguity parameter. Notice that for ambiguous
nodes (i.e. D1 = D2 = 0.5) |D1−D2 |2 will evaluate to 0, thus having no effect on how weights
are being updated. Incorporating degrees of membership in optimization will determine how
features/neurons contribute to the learning process based on their ambiguity, such that more
ambiguous features/neurons will have less effect on learning, and will rather be based on more
non-ambiguous features/neurons. The cost function used in this work is simply represented as
the difference between the actual values and the predicted values. The F-MLP algorithm code
has been open sourced and can be accessed via https://github.com/abderhasan/F-MLP.
The skin lesion images were first segmented using U-Net, which was trained for 20 epochs
on a Tesla P100 GPU on 1777 dermoscopy images - resized to 256× 256 pixels - along with
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their corresponding ground truth response masks from the “ISIC 2018: Skin Lesion Analysis
Towards Melanoma Detection" grand challenge datasets [82, 158], and tested on 158 images
from the same dataset. Training U-Net and testing it took 27.6 minutes and 25.9 seconds,
respectively. Fig.6.10 shows samples of the training dataset along with their ground truth, and
Fig.6.11 shows samples of the segmentation results using U-Net (i.e. test dataset). The average
Dice similarity achieved on the 158 images was 83.8%.
Figure 6.10: Samples of images used to train U-Net along with their ground truth
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Figure 6.11: Samples of images used to test U-Net, their ground truth, and segmentation results
To detect the skin lesion border, FuzzEdge (section 6.3) was used. Fig.6.12 shows some
samples of borders detected using FuzzEdge. Skin lesion border irregularity was measured
based on the method proposed in section 6.4, excluding Zernike moments.
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Figure 6.12: Samples of test images, their segmentation using U-Net, and borders detected
using FuzzEdge
Figure 6.13: Skin lesion border irregularity measures extraction
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To prepare the training and testing data for F-MLP, 158 images were segmented using
U-Net, their skin lesion borders extracted using FuzzEdge, and the extracted borders sent to a
dermatologist to label as regular or irregular borders (regular: 5, irregular: 153), which will
eventually serve as the ground truth (labels) for the training data. Fig.6.14 shows some samples
of regular and irregular borders along with their original and segmented images. However,
due to the imbalance in data, an augmentation step (rotating, and flipping horizontally and
vertically) has been carried out to increase the regular samples. Augmentation was carried on
the 5 regular bordered images, producing multiple versions of those imgaes. The total number
of images after augmentation was 310 images (regular: 157, irregular: 153).
Figure 6.14: Samples of regular and irregular borders labeled by the dermatoloigist
Table.6.2 shows the fractal dimension and convexity values for the images in Fig.6.14. It
should be emphasized that fractal dimension is found for the edge images (i.e. FuzzEdge) and
convexity is found for the segmentation (i.e. U-Net) results of the image, as demonstrated in
Fig.6.13. Fig.6.15 shows box-and-whisker plots depicting the distribution of fractal dimension
and convexity values for the regular and irregular skin lesions used in training and testing the
neural networks.
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Table 6.2: Border irregularity measures for the images presented in Fig.6.14. Images 1.r, 2.r,
and 3.r from left to right refer to the first three images (regular), and images 1.i, 2.i, and 3.i refer
to the last three images (irregular)
Image Fractal Dimension Convexity Label
1.r 1.2527 0.9898 1
2.r 1.2599 0.9890 1
3.r 1.2875 0.9893 1
1.i 1.4499 0.9031 0
2.i 1.3056 0.9531 0
3.i 1.3125 0.9586 0
Figure 6.15: Box-and-whisker plots representing the fractal dimension and convexity distribu-
tions of the skin lesions (regular and irregular) used in training and testing the neural networks
The extracted skin lesion border irregularity measures were used to train and test a standard
neural network and a type-II F-MLP. For both networks the number of neurons in the input
layer is equal to the number of input features (2 features), the first hidden layer is composed
of 4 neurons, the second hidden layer is composed of 2 neurons, the output layer is composed
of 1 neuron which represents the final classification result, and the learning rate is 0.001.
Experiments were run on a machine with an Intel Core i7 processor of speed 2.2 GHz and 16
GB memory.
After obtaining the prediction probability ∈ [0,1] of each test sample, a threshold is gen-
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where = is the number of test samples, and ?8 is the prediction probability of test sample 8.
The final decision is obtained using Eq.6.11.
428B8>= =

A46D;0A, %8 > CℎA4Bℎ>;3)
8AA46D;0A, %8 ≤ CℎA4Bℎ>;3)
(6.11)
Table.6.3 and Table.6.4 show the different training and testing split ratios used to evaluate
the networks, number of iterations used in each network, time consumed (in seconds), and
accuracy for both the standard neural network and F-MLP, respectively. The networks were run
for only 1 iteration since more iterations didn’t improve the accuracy.
Table 6.3: Standard neural network evaluation on classifying regular and irregular borders
using different training and testing split ratios
Ratio Training Testing Training time Testing time Accuracy
80:20 248 62 0.02 0.007 91.9%
70:30 217 93 0.02 0.008 91.4%
60:40 186 124 0.01 0.007 87.9%
50:50 155 155 0.02 0.009 79.4%
Table 6.4: F-MLP evaluation on classifying regular and irregular borders using different training
and testing split ratios
Ratio Training Testing Training time Testing time Lower sigmoid acc. Upper sigmoid acc.
80:20 248 62 0.58 0.01 95.2% 90.3%
70:30 217 93 0.8 0.07 91.4% 89.2%
60:40 186 124 0.6 0.08 90.3% 87.9%
50:50 155 155 0.7 0.08 83.9% 75.5%
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Using two sigmoid activation functions reflects the type-II fuzzy set in that the error rates
represent the range of performance that could be achieved using the fuzzy neural network (F-
MLP), modeling thereby the potential uncertainty occurring within the input data. Two versions
(lower and upper sigmoid) of F-MLP can be obtained, and the one with the best performance






where _"!% is the accuracy of the fuzzy multilayer perceptron, _"!%;>F4A is the
accuracy of the fuzzy multilayer perceptron utilizing the lower sigmoid activation function, and
_"!%D??4A is the accuracy of the fuzzy multilayer perceptron utilizing the upper sigmoid
activation function.
In comparing the standard neural network and F-MLP, the 80:20 ratio is considered as
it results in better accuracy amongst the other ratios, evaluating to 91.9% and 95.2% for
the standard neural network and F-MLP, respectively. Table.6.5 and Table.6.6 depict the
confusion matrices of the classification results of both networks, from which we derive the
sensitivity and specificity values that evaluate to 100% and 82.8% for the standard neural
network, respectively, and 100% and 89.7% for the F-MLP, respectively. Fig.6.16 depicts the
receiver operating characteristic (ROC) curves of the standard neural network and F-MLP. To
evaluate the proposed approach further, it is compared with other state-of-the-art classification
methods as shown in Table.6.7 which shows that F-MLP outperforms most of those methods.
Table 6.5: Standard neural network confusion matrix
Predicted
Regular Irregular Total
Regular 33 0 33
Irregular 5 24 29
Total 38 24 62
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Table 6.6: F-MLP (lower sigmoid) confusion matrix
Predicted
Regular Irregular Total
Regular 33 0 33
Irregular 3 26 29
Total 36 26 62
Figure 6.16: ROC curve (a) standard neural network (b) F-MLP (lower sigmoid)
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Table 6.7: Comparing F-MLP (lower sigmoid) with other state-of-the-art classificationmethods
Method TP TN FP FN Accuracy
F-MLP (lower sigmoid) 33 26 3 0 95.2%
Random forests 32 28 1 1 96.8%
Stochastic gradient descent 33 26 3 0 95.2%
Random forests 32 28 1 1 96.8%
Logistic regression 32 22 7 1 87.1%
K-nearest neighbors 32 26 3 1 93.5%
Gaussian naive bayes 32 22 7 1 87.1%
Support vector machine 28 23 11 0 87.1%
Decision tree 32 26 3 1 93.5%
Incorporating the membership degree in the gradient descent (Eq.6.9) helps in reducing
the effects of ambiguous features/neurons when updating the weights, and thus increases the
performance of learning (i.e. higher accuracy predictions). The proposed type-II F-MLP is able
to perform better than its traditional neural network counterpart with fewer iterations. However,
training F-MLP is more time-consuming than its traditional neural network counterpart.
To test the generalizability of F-MLP, it was compared with the standard neural network
on some standard datasets, namely, the Titanic dataset (from the Department of Biostatistics at
the Vanderbilt University School of Medicine 1) and the Pima Indians diabetes dataset (from
the National Institute of Diabetes and Digestive and Kidney Diseases 2). Training and testing
data was split on an 80:20 ratio basis. The classification problem in the Titanic dataset involved
predicting whether a person survived the tragedy or not. The dataset contained the information
of 1309 passengers; the following features of each passenger were used: survival (whether the
passenger survived or not) which acts as the label of the input, gender, age, number of siblings
and spouses aboard, number of parents and children aboard, class (passenger class: first, second,
or third), the port of embarkation (C = Cherbourg; Q = Queenstown; S = Southampton), and
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networks). The input layerwas composed of 7 neurons (i.e., the number of input features) and the
hidden layer was composed of 1 neuron. The learning rate was 0.1 and the networks were run for
10 iterations on a machine with an Intel Core i7 processor of speed 2.2 GHz and 16 GBmemory.
The accuracy obtained using the traditional neural network was 39.3%, while the type-II fuzzy
neural network evaluated to 79% and 29% for the lower and upper sigmoid activation functions,
respectively. The time elapsed for training and testing the traditional neural network was 0.07
seconds and 0.08 seconds, respectively; and took 58.5 seconds and 0.19 seconds to train and test
the type-II fuzzy neural network, respectively. Increasing the number of neurons in the hidden
layer of the traditional neural network to 6 improved its accuracy to 63.7%. However, it is not
necessary that increasing the number of neurons in the hidden layer will always lead to better
accuracy. For instance, increasing the number of neurons to 10 lead to a 59.5% accuracy. The
Pima Indians diabetes dataset is composed of predictor variables for diabetes, namely: number
of pregnancies the patient had before, plasma glucose concentration, diastolic blood pressure
(mm Hg), triceps skin fold thickness (mm), 2-hour serum insulin (mu U/ml), body mass index
(BMI), diabetes pedigree function, and age. The outcome variable refers to the diagnosis of
the patient and takes the values 0 or 1. The classification problem stems around the prediction
of the onset of diabetes based on the diagnostic measures provided (i.e. predictor variables);
768 samples were present in the dataset. The structure, hyperparameters (i.e. learning rate and
number of iterations) of the neural network, and the machine settings resemble those used with
the Titanic dataset, but the number of input neurons is 8 which reflects the number of features
used in the Pima Indians diabetes dataset. The accuracy obtained using the traditional neural
network was 36.1%, while for the type-II fuzzy neural network was 64.5% and 35.5% for the
lower and upper sigmoid activation functions, respectively. The time elapsed for training and
testing the traditional neural network was 0.03 seconds and 0.02 seconds, respectively; and took
7.3 seconds and 0.96 seconds to train and test the type-II fuzzy neural network, respectively.
Increasing the number of neurons in the hidden layer of the traditional neural network to 2
improved its accuracy to 63.9%.
The process of annotating regular and irregular skin lesion borders used in training the
classifiers is considered laborious and would involve a larger team to be able to label thousands
of lesion borders, a task that could eventually improve the prediction accuracy.
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6.6 Border irregularity detection using a CNN-Gaussian Naive
Bayes ensemble
An ensemble based approach for detecting skin lesion border irregularity was proposed in [84].
The approach is depicted in Fig.6.17. After segmenting skin lesions using gradual focusing
(Section 4.3) from the "ISIC 2018: Skin Lesion Analysis Towards Melanoma Detection" grand
challenge datasets, the edges of the segmentation results are made sharper for better edge
detection. This is carried out using the approach proposed in [85] which basically removes
texture at any level without distorting edges through the use of a local regularization named
Relativity-of-Gaussian (RoG) on which a global optimization is applied to identify potential
edges at different scales. In other words, different scale edges are defined using different
Gaussian kernels to preserve important structures with high resolution; edges that possess
similar patterns in their neighbors would show more similar direction gradients. A global
optimization function is subsequently defined to smooth the edges at different scales. 250 skin
lesion borders extracted from those segmented images using the Canny edge detector were sent
to a dermatologist to label as regular or irregular. Most of the images had an irregular border,
summing up to 244 versus 6 regular bordered images; images were resized to 512×512 pixels.
To make the most of the training data and to deal with the data imbalance, augmentation using
some transformations has been applied (i.e. rotating, and flipping horizontally and vertically).
2000 imageswere generated after the augmentation process, with each class (regular or irregular)
having 1000 images. This step was required for the training phase of the proposed approach.
Fig.6.18 shows some samples of the skin lesion border images used in the training phase.
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Figure 6.17: Border irregularity detection using a CNN-Gaussian Naive Bayes ensemble: The
skin lesion image is firstly converted into grayscale, after which the skin lesion is segmented and
smoothed, lesion border (edge) detected, and the lesion irregularity features extracted. A CNN
is trained on the smoothed segmented image, skin lesion border, and the skin lesion irregularity
features; while a Gaussian naive Bayes is trained on the irregularity features. The generated
models are used to predict class probabilities, and a threshold is eventually used to determine
the final decision (regular or irregular skin lesion border)
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Figure 6.18: Samples of skin lesion border images used in the training phase and labeled by the
dermatologist: (a) regular borders (b) represents irregular borders
The skin lesion border irregularitymeasurement step is then applied to the extracted borders,
producing a 27-value feature vector (Fig.6.8) that describes the irregularity inherent in each
extracted border. Table.6.8 shows the extracted border irregularity measures for the images
shown in Fig.6.18, and the log-log graphs of the corresponding images are depicted in Fig.6.19
where the fractal dimension values are determined from the slope (the amount of change along
the y-axis divided by the amount of change along the x-axis) of each plot. Convexity and
Zernike moment values are extracted from the smoothed segmented images (the first 10 values
of the 25-value Zernike moment vector are shown in the table). Fig.6.20 and Fig.6.21 show
the original and smoothed segmented results corresponding to the skin lesion borders shown
in Fig.6.18, respectively. The label column L in Table.6.8 is manually added and reflects
the labeling made by the dermatologist. Fig.6.22 shows a box-and-whisker plot depicting the
distribution of fractal dimension values for the regular and irregular skin lesion borders used
in training the machine learning algorithms (classifiers). As can be noticed, the irregular skin
lesion borders tend to move towards higher fractal dimension values (i.e. the more irregular
the skin lesion border the higher the fractal dimension). Another plot is drawn in Fig.6.23
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that depicts the distribution of convexity values, where irregular skin lesion borders tend to
move away from the value 1 (less convex). Fig.6.24 depicts the relationship between the fractal
dimension and convexity which shows that irregular borders (label:0) tend to have larger fractal
dimension values and smaller convexity values, whilst regular borders (label:1) tend to have
smaller fractal dimension values and larger convexity values.
Table 6.8: Border irregularity measures for the images presented in Fig.6.18. FD: Fractal
Dimension, C: Convexity, ZM: Zernike Moment, L: Label (regular: 1; irregular: 0). Images
1.a, 2.a, and 3.a refer to the first image in row 0 from the left, middle image, and last image,
respectively. This order applies to images in row 1
Image FD C ZM 1 ZM 2 ZM 3 ZM 4 ZM 5 ZM 6 ZM 7 L
1.a 1.0394 0.9573 0.3183 0.0004 0.0017 0.0027 0.0007 0.0051 0.0028 1
2.a 1.1486 0.9354 0.3183 0.0001 0.0010 0.0028 0.0004 0.0047 0.0015 1
3.a 1.0679 0.9482 0.3183 0.0003 0.0003 0.0028 0.0006 0.0039 0.0003 1
1.b 1.2348 0.9208 0.3183 0.0006 0.0031 0.0017 0.0013 0.0048 0.0051 0
2.b 1.1481 0.9006 0.3183 0.0010 0.0004 0.0014 0.0021 0.0013 0.0005 0
3.b 1.2510 0.7747 0.3183 0.0001 0.0024 0.0023 0.0001 0.0057 0.0040 0
Figure 6.19: The log-log plots corresponding to the skin lesion borders shown in Fig.6.18 where
the fractal dimension values are determined from the slope of the plot
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Figure 6.20: The original images corresponding to the skin lesion borders shown in Fig.6.18
Figure 6.21: The smoothed segmented images corresponding to the skin lesion borders shown
in Fig.6.18
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Figure 6.22: Box-and-whisker plot representing the fractal dimension distribution of the skin
lesion borders (regular and irregular) in the training data
Figure 6.23: Box-and-whisker plot representing the convexity distribution of the skin lesion
borders (regular and irregular) in the training data
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Figure 6.24: Relationship between fractal dimension and convexity values for regular (label:1)
and irregular (label:0) skin lesion borders in the training dataset
The smoothed segmented images, skin lesion border images, and irregularity measures
of the training data are used to train the CNN, which is composed of 5 convolutional layers,
5 max-pooling layers, and 2 dense layers. The convolutional layers use the ReLU activation
function, the first dense layer uses the ReLU activation function, and the last dense layer uses
the Sigmoid activation function. Adam is used as an optimization algorithm where the learning
rate is set to 0.001. The CNN model was trained for 1 epoch on a Tesla P100 GPU; training
for more epochs didn’t improve the training accuracy. Gaussian naive Bayes is trained on the
irregularity measures on an Intel(R) Core(TM) i7-4770HQ CPU @ 2.20GHz.
The proposed approach (Fig.6.17)was applied on 47 randomly selected test images extracted
from the "ISIC 2018: Skin Lesion Analysis Towards Melanoma Detection" datasets, provided
that those images were not used in the training phase of the approach. For evaluation purposes
to compare the results with a groundt ruth, a dermatologist was asked to label the test images
(the algorithms did not see before), resulting in 40 images being labeled as irregular and 7
images as regular. Fig.6.25 shows some samples of test images, smoothed segmented results
and their extracted skin lesion borders.
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Figure 6.25: Samples of test images, smoothed segmented output, and their extracted skin
lesion borders
The test samples prediction probabilities of the two classes (irregular and regular) obtained
using the training model of both the CNN and Gaussian naive Bayes are combined together
(i.e. ensemble), resulting in a total prediction probability % calculated based on the following
equation:
% =
## ?1 ×=?1 ## ?2 ×=?2
2
(6.13)
where ##?1 and =?1 are the prediction probabilities of the first class (i.e. irregular)
resulting from the CNN and Gaussian naive Bayes, respectively. ##?2 and =?2 are the
prediction probabilities of the second class (i.e. regular) resulting from the CNN and Gaussian
naive Bayes, respectively. After obtaining the prediction probability of each test sample using
Eq.6.13, a threshold is generated on those prediction probabilities to decide the final prediction
(irregular or regular) according to Eq.6.14 that takes into account all the prediction probabilities
including the peak (maximum) probability.
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CℎA4Bℎ>;3 =
<0G (%) <40= (%)
2
(6.14)
where <0G (%) is the maximum prediction probability value amongst all test prediction
probabilities, and <40= (%) is the mean (average) value of all test prediction probabilities. The
final decision is eventually obtained using Eq.6.15.
428B8>= =

A46D;0A, %8 < CℎA4Bℎ>;3)
8AA46D;0A, %8 > CℎA4Bℎ>;3)
(6.15)
where %8 is the prediction probability of test sample 8.
The proposed approach resulted in 93.6% accuracy, where all the regular borders were
predicted correctly, and 3 irregular borders were misclassified as regular. The elapsed time
for training the CNN for 1 epoch and testing it on a Tesla P100 GPU evaluated to 7.1 minutes
and 9.48 seconds, respectively. Training and testing the Gaussian naive Bayes on an Intel(R)
Core(TM) i7-4770HQ CPU @ 2.20GHz together took 0.042 seconds. To understand the
approach performance further (from different angles other than only accuracy), a confusion
matrix has been generated as shown in Fig.6.26, in addition to finding the sensitivity, specificity,
and F-score values, which resulted in 100%, 92.5%, and 96.1%, respectively.
Figure 6.26: The confusion matrix of the test results obtained by the CNN - Gaussian naive
Bayes ensemble
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False Positive (FP) in this work is considered more important than False Negative (FN). In
other words, if a patient had an irregular skin lesion border but was told (diagnosed) to have a
regular border (FP), this might be life-threatening as opposed to classifying the patient to have
an irregular skin lesion border while having a regular border (FN), which simply would send
the patient for further investigation (i.e. biopsy). The approach works well in reducing FP and
FN, with 3 misclassifications and 0 misclassifications, respectively. It should be emphasized
that when evaluated separately, Gaussian naive Bayes and CNN result in 87.2% and 85.1%
accuracy, respectively.
6.7 Summary
As border detection is considered an apparent prerequisite to determining skin lesion border
irregularity, the chapter started by explaining FuzzEdge, a proposed edge detection approach
that uses fuzzy concepts to represent an image; after defining the concepts, a filtering process
was carried out to determine the final concept of each filtered pixel. A robust irregularity
measure was also proposedwhich combines fractal dimension, convexity, and zernikemoments.
To automate the process of determining skin lesion border irregularity, skin lesions were first
segmented (gradual focusing, U-Net), borders detected (FuzzEdge, Canny edge detector), border
irregularity measures extracted, and classifiers used (F-MLP and CNN-Gaussian Naive Bayes
ensemble) to learn the measures to objectively determine the presence of border irregularity
in the skin lesion. In F-MLP, a fuzzy gradient descent was developed which considers the
membership degrees of neurons, minimizing thereby the effects of ambiguous neurons on
the neural network learning process; a type-II fuzzy sigmoid activation function was also
proposed which allows the representation of the range (lowest and highest) of performance
the fuzzy neural network is able to attain, where the fuzzy neural network with the highest
performance (highest accuracy) could be utilized in the prediction process. F-MLP was trained
on the irregularity measures and showed to provide better prediction accuracy than most of the
state-of-the-art classification methods in general and its standard neural network counterpart in
particular. As for the CNN-Gaussian Naive Bayes ensemble, the irregularity measures along
with the segmented image and border image were used to train the CNN, while the measures
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alone were used to train a Gaussian naive Bayes. The models generated from both networks




Conclusions and Future Work
In this chapter, a summary of the overall work presented in the thesis is provided in section 7.1,
and recommendations of future work are given in section 7.2.
7.1 Summary
Due to the rapid increase in melanoma incidence and to the fact that the 5-year survival rate
for early stage melanoma is significantly higher than melanomas that have spread to other parts
of the body (94% vs. 17%), the early detection of melanoma has become a continuing public
health priority. The subjectivity inherent in dermoscopic diagnosis in general and in melanoma
indicators (i.e. ABCD features) in particular deem it necessary to develop an objective tool that
could serve as an adjunct in the clinical assessment of skin lesions. The aim of this thesis is
to develop objective measures and automated methods to evaluate the ABCD rule features in
dermoscopy images.
To tackle the challenges associated with skin lesion segmentation, such as weak edges and
the presence of artifacts, two segmentation approaches were proposed: gradual focusing, which
takes the ambiguous pixels into consideration by revealing and affecting them to the appropriate
clusters in a fuzzy clustering setting, and Otsu-II (an improvement of Otsu’s method) coupled
with pre-processing and post-processing stages; the two approaches outperformed U-Net. A
comparative analysis was made between U-Net as a supervised deep learning based approach
and an unsupervised deep learning based approach for skin lesion segmentation in dermoscopy
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images. The unsupervised approach was able to detect fine structures in skin lesions better
than U-Net. However, U-Net showed to provide better accuracy in terms of Dice coefficient
and Jaccard index (77.7% vs. 40% and 67.2% vs. 30.4%, respectively). An adaptation to the
unsupervised approach caused the Dice and Jaccard index values to improve to 54.3% and 44%,
respectively.
Objective measures involving statistical and geometrical measures have been proposed
to extract asymmetry, border irregularity, color variegation, and diameter from skin lesions.
The extracted asymmetry measures were used to train a decision tree which was then utilized
for predicting the asymmetry of new skin lesion images; the approach was able to predict
asymmetry with 80% accuracy. The border irregularity measure along with the segmented
image and border image (two edge detectors have been used to detect lesion borders: FuzzEdge,
a proposed approach that uses the fuzzy representation of image pixels, and the traditional Canny
edge detector) were used to train a CNN, while the measure alone was used to train a Gaussian
naive Bayes. The models generated from both networks were combined (ensemble) to test
new images, and a threshold was created to determine the final classification decision from the
test predictions. Results showed that the approach achieves outstanding accuracy, sensitivity,
specificity, and F-score results, reducing concurrently false positives (FPs) and false negatives
(FNs). The irregularity measure was also used to train a proposed F-MLP which contained a
fuzzy gradient descent that considers the membership degrees of features/neurons, minimizing
thereby the effects of ambiguous features/neurons on the neural network learning process. A
type-II fuzzy sigmoid activation function was also used which allows to represent the range
(lowest and highest) of performance the fuzzy neural network is able to attain, where the
fuzzy neural network with the highest performance (highest accuracy) could be utilized in the
prediction process. F-MLP showed to provide better prediction accuracy than most of the
state-of-the-art classification methods in general and its standard neural network counterpart in
particular. To determine color variegation, RGB images were converted to the CIELab color
space, and a color palette which represents the image dominant colors was formed. If the pixel
color belonged to the range of color shades of some suspicious color, or if more than 5% of
the skin lesion pixels had their Minkowski distance to any of the suspicious colors less than
a specified threshold, such pixels were considered to belong to that suspicious color. Feret’s
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diameter was finally used to measure the diameter of the skin lesion, and spatial calibration was
used to convert the diameter from pixels into millimeters.
Combining the work contributed throughout my PhD would produce a computer-aided
diagnosis (CAD) system that is able to automatically and objectively evaluate the ABCD rule,
and which could serve as an objective second opinion to the ABCD rule in general and its
individual features in particular.
7.2 Future work
Envisioning the work proposed in this thesis as a core system to a larger CAD system, several
items of future research can be identified. Sections 7.2.1 and 7.2.2 reflect my posters published
in [220] and [221], respectively, and sections 7.2.3 - 7.2.5 emerge from some challenges
encountered throughout my work.
7.2.1 Using deep learning to deblur skin lesion images
With the advent of teledermatology, it is crucial that clinical and dermoscopic images received
remotely are of sufficiently high quality in order to correctly triage and manage referrals. Some
of these images may be captured using a smartphone camera, or equivalent, and are prone
to blurriness due to various artifacts (e.g. object motion, camera shake). Image deblurring
techniques can be utilised to recover a latent image with more clarity. A variety of image
deblurring algorithms have been proposed in literature, however such methods require intensive
(sometimes heuristic) parameter tuning and expensive computation. A conditional Generative
Adversarial Network (cGAN) [222] was used in [220] to create crisper photographs of blurry
skin cancer dermoscopic images; preliminary results showed that cGAN was effective in de-
blurring images. As future work, cGAN can be trained using skin cancer images (as opposed to
the cGAN model pre-trained on the GOPRO dataset used in the poster), and different low-pass
filters can be applied to generate artificially blurred images; a Gaussian filter was used in the
poster.
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7.2.2 Neural networks and genomic data for melanoma detection
Melanoma is a heterogeneous disease. Its progression is driven by different patterns of onco-
genic mutations. Driver genes, such as BRAF and NRAS can affect melanoma behaviour and
their identification can have an impact on clinical management decisions. Using genomic data
as the training input, the accuracy of a neural network in predicting whether the tissue source is
melanoma or non-melanoma skin cancer has been assessed in [221], where it has been shown
that the neural network was able to distinguish between melanoma and carcinoma. To build
on top of this work, larger datasets can be used to help validate the performance of neural
networks further, in addition to combining genomic data with other data sources such as skin
lesion images and patient history.
7.2.3 Skin lesion features
The same rationale used in detecting the ABCD features in the thesis can be extended to tackle
new features such as change (evolution) of the skin lesion, and attempt to automate other
rules that aid in the early detection of melanoma such as the 7-point checklist for instance. In
particular, as depicted in Fig.2.4, it has been shown that when tackling the ABCD features the
proposed solutions were always based on some stage of the dermoscopic image analysis standard
pipeline stages (segmentation, feature extraction, classification). It is thus hypothesized that
working on solutions pertaining new skin lesion features would be based on one or more of
those stages.
7.2.4 Low quality images
Due to the availability of public dermoscopic image datasets in general and the scarcity of skin
lesion digital image datasets (i.e. taken using a mobile phone camera) in particular, the work
in this thesis was mainly carried on dermoscopic images. With the emergence of many apps
that help in organizing and archiving skin lesion images, large datasets of skin lesion images
taken under lower quality settings, as opposed to those taken using a dermoscope, are now
available. However, accessing such images is very complex due to privacy and regulations
surrounding such images. It would be a big service to the research community if there would be
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some sort of collaboration between academia, startups, and regulatory bodies in making such
datasets available for research purposes, especially with the challenges they bring up and the
novel solutions they motivate.
7.2.5 Skin lesion features datasets
One of the challenges faced in my work was the unavailability of datasets pertaining skin lesion
features like asymmetry and border irregularity. Although building such datasets is labour
intensive as they require pre-processing and annotation by specialists, they however serve very
well the research community especially with the rise in building machine learning and deep
learning based approaches, which require the availability of sufficiently sized datasets relevant
to the problem domain.
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