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Abstract—This paper investigates an uplink non-orthogonal
multiple access (NOMA)-based mobile-edge computing (MEC)
network. Our objective is to minimize the total energy con-
sumption of all users including transmission energy and local
computation energy subject to computation latency and cloud
computation capacity constraints. We first prove that the total en-
ergy minimization problem is a convex problem, and it is optimal
to transmit with maximal time. Then, we accordingly proposed
an iterative algorithm with low complexity, where closed-form
solutions are obtained in each step. The proposed algorithm is
successfully shown to be globally optimal. Numerical results show
that the proposed algorithm achieves better performance than the
conventional methods.
Index Terms—Non-orthogonal multiple access, mobile-edge
computing, resource allocation.
I. INTRODUCTION
With the rapid development of intelligent communications
[1]–[6], mobile-edge computing (MEC) has been deemed as a
promising technology for future communications due to that it
can improve the computation capacity of users in applications,
such as, augmented reality (AR) [7]. With MEC, users can
offload the tasks to the MEC servers that are located at the
edge of the network. Since the MEC servers can be deployed
near to the users, network with MEC can provide users with
low latency and low energy consumption [8]–[11].
The basic idea of MEC is to utilize the powerful computing
facilities within the radio access network, such as the MEC
server integrated into the base station (BS). Users can benefit
from offloading the computationally intensive tasks to the
MEC server. There are two operation modes for MEC, i.e.,
partial and binary computation offloading. In partial computa-
tion offloading, the computation tasks can be divided into two
parts, where one part is locally executed and the other part is
offloaded to the MEC server [12]–[18]. In binary computation
offloading, the computation tasks are either locally executed
or offloaded to the MEC server [19].
Recently, non-orthogonal multiple access (NOMA) has been
recognized as a potentional technology for the next genera-
tion mobile communication networks to tackle the explosive
growth of data traffic [20]–[24]. Due to superposition coding
at the transmitter and successive interference cancelation (SIC)
at the receiver, NOMA can achieve higher spectral efficiency
than conventional orthogonal multiple access (OMA), such
as time division multiple access (TDMA) and orthogonal
frequency division multiple access (OFDMA). Many previous
contributions [8], [12]–[18], [25], [26] only considered OMA.
Motivated by the benefits of NOMA over OMA, a NOMA-
based MEC network was investigated in [27], where users
simultaneously offload their computation tasks to the BS and
the BS uses SIC for information decoding. Besides, both
NOMA uplink and downlink transmissions were applied to
MEC [28], where analytical results were developed to show
that the latency and energy consumption can be reduced by
applying NOMA-based MEC offloading. Time and energy
minimization were respectively optimized in [29] and [30]
for NOMA-based MEC networks with different computation
deadline requirements for different users. However, [27]–[30]
only considered one group of users forming NOMA and
ignored the time allocation among different groups of users
forming NOMA. Since each resource is recommended to be
multiplexed by small number of users (for example, two users)
due to decoding complexity and error propagation [31], it is
of importance to investigate the resource allocation among
different groups of users forming NOMA.
In this paper, we investigate the resource allocation for an
uplink NOMA-based MEC network. The main contributions
of this paper are summarized as follows:
1) The total energy consumption of all users is formu-
lated for an uplink NOMA-based MEC network via
optimizing transmission power, offloading data and time
allocation. Different from [27] and [28], time allocation
for different groups is investigated in this paper, where
two users are paired in each group to perform NOMA.
2) The total energy minimization problem is proved to be
a convex one. Besides, it is also shown that transmitting
with maximal time is optimal in energy saving.
3) Based on the optimal conditions, an iterative algorithm
is accordingly proposed, where closed-form expressions
are obtained in each step for optimizing time allocation
or offloading data. The proposed iterative algorithm with
low complexity is successfully proved to be globally
optimal.
The rest of the paper is organized as follows. In Section
II, we introduce the system model and formulate the total
energy minimization problem. Section III provides the optimal
conditions and an iterative algorithm. Some numerical results
are shown in Section IV and conclusions are finally drawn in
Section V.
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Fig. 1. Multi-user MEC network.
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Fig. 2. Transmission period.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a NOMA-enabled MEC network with 2N users
and one BS that is the gateway of an edge cloud, as shown
in Fig. 1. All 2N users are classified into N groups with two
users in each group. Let N = {1, 2, · · · , N} denote the set
of all groups. In each group, these two users simultaneously
transmit data to the BS at the same frequency by using NOMA.
We consider TDMA scheme for users in different group, as
shown in Fig. 2.
The BS schedules the users to completely or partially
offload tasks. The users with complete or partial offloading
respectively offload a fraction of or all input data to the
BS, while the users with partial or no offloading respectively
compute a fraction of or all input data using local central pro-
cessing unit (CPU). The channel is assumed to be frequently
flat. Due to the small latency of cloud computing and small
sizes of computation results, the time of cloud computing and
downloading from the BS is negligible compared to the time
of mobile offloading and local computing [18].
The BS is assumed to have the perfect information of the
channels, local computation capabilities and input data sizes
of all users. Using this information, the BS determines the
transmission power, the offloaded data, and the fraction of
offloading time.
A. Task Computing Model
The local computing model is described as follows. Since
only dij bits are offloaded to the BS, the remaining Rij − dij
bits are needed to be computed locally at user j in group i.
Based on the local computing model in [18], the total energy
consumption for local computation at user j in group i is given
by
ELocij = (Rij − dij)CijPij , ∀i ∈ N , j = 1, 2, (1)
where Cij is the number of CPU cycles required for computing
1-bit input data at user j in group i, and Pij stands for the
energy consumption per cycle for local computing at this user.
Let Fij denote the computation capacity of user j in group
i, which is measured by the number of CPU cycles per second.
Denoting T as the maximal latency of all users, we can obtain
the following local computation latency constraints
(Rij − dij)Cij ≤ FijT, ∀i ∈ N , j = 1, 2, (2)
which can be equivalent to
dij ≥
RijCij − FijT
Cij
, ∀i ∈ N , j = 1, 2. (3)
It is also assumed that the edge cloud has finite computation
capacity F . As a result, the offloading data of all users should
satisfy the following computation constraint:
N∑
i=1
2∑
j=1
dijCij ≤ F. (4)
B. Offloading Model
Denotes the bandwidth of the network by B, and the power
spectral density of the additive white Gaussian noise by σ2.
Let hij denote the channel gain between user j in group i
and the BS. Without loss of generality, the uplink channels
between users in group i and the BS are sorted as hi1 ≥ hi2,
∀i ∈ N .
Users in each group will be assigned with a fraction of time
to use the whole bandwidth. The time allocated with users in
group i is denoted by ti. To meet the uploaded data demand,
we have
di1 = ri1ti, di2 = ri2ti, ∀i ∈ N , (5)
where
ri1 = B log2
(
1 +
pi1hi1
σ2B + pi2hi2
)
, (6)
and
ri2 = B log2
(
1 +
pi2hi2
σ2B
)
. (7)
Note that the BS detects the messages of two users via NOMA
technique, i.e., the BS first detects the message of strong user
1 and then detects the message of weak user 2 with SIC [32]–
[34]. As a result, the achievable rates of user 1 and 2 in group
i can be given by (6) and (7), respectively. Substituting ri1 =
di1/ti and ri2 = di2/ti obtained from (5) into (6) and (7)
yields
pi1 = ai1B
(
2
di1+di2
Bti − 2
di2
Bti
)
, pi2 = ai2B
(
2
di2
Bti − 1
)
, (8)
where
ai1 =
σ2
hi1
, ai2 =
σ2
hi2
. (9)
Based on (8), the energy consumption for offloading at users
in group i is given by
EOffi =
2∑
j=1
pijti
= Bti
(
ai12
di1+di2
Bti + (ai2 − ai1)2
di2
Bti − ai2
)
. (10)
C. Problem Formulation
Now, it is ready to formulate the sum user energy mini-
mization problem as:
min
d,t
N∑
i=1
Bti
(
ai12
di1+di2
Bti + (ai2 − ai1)2
di2
Bti − ai2
)
+
N∑
i=1
2∑
j=1
(Rij − dij)CijPij (11a)
s.t.
N∑
i=1
ti ≤ T (11b)
N∑
i=1
2∑
j=1
dijCij ≤ F (11c)
Dij ≤ dij ≤ Rij , ti ≥ 0, ∀i ∈ N , j = 1, 2, (11d)
where d = [d11, d12, · · · , dN1, dN2], t = [t1, · · · , tN ] and
Dij = max{
RijCij−FijT
Cij
, 0}. The objective function (11a)
represents the total energy consumption of all users including
both offloading energy and computing energy. The time divi-
sion constraint is shown in (11b). Constraint (11c) shows the
maximal computation capacity limit. Constraints (11d) ensure
that the local computation can be finished in time constraint
T for all users.
III. OPTIMAL SOLUTION
In this section, we first provide the optimal conditions of
sum energy minimization problem (11), and then accordingly
propose an iterative algorithm to obtain the optimal solution
of problem (11).
A. Optimal Conditions
Before solving problem (11), several characteristics are
provided as follows.
Lemma 1: Problem (11) is a convex problem.
Proof: Please refer to Appendix A. 
Lemma 2: It is optimal to transmit with the maximal time,
i.e.,
∑N
i=1 t
∗
i = T for problem (11).
Proof: Please refer to Appendix B. 
Lemma 1 shows that problem (11) is a convex problem,
which can be effectively solved to its optimality. According
to Lemma 2, transmitting with maximal time is always energy
efficient. The reason is that, as the transmission time increases,
the required power decreases and then the product of time and
power, which can be viewed as the consumed energy, also
decreases.
B. Iterative Algorithm
Even problem (11) is convex, it is difficult to obtain the
optimal solution of problem (11) in closed form due to the
fact that the objective function (11a) couples both offloading
data d and time allocation t. In the following, we propose an
iterative algorithm via optimizing time allocation t with fixed
offloading data d and solving offloading data d with fixed time
allocation t, where the closed-form solution can be fortunately
obtained in each step.
Theorem 1: With fixed offloading data d, the optimal time
allocation of problem (11) is
t∗i = [g
′−1
i (−α)]
+, ∀i ∈ N , (12)
where g′−1i (x) is the inverse function of g
′
i(x) defined in (B.2),
[x]+ = max{x, 0}, and α satisfies
N∑
i=1
[g′−1i (−α)]
+ = T. (13)
Proof: Please refer to Appendix C. 
Before presenting Theorem 2 about the optimal offloading
data, we define
di1(β)= Bti log2
(
(ai2−ai1)(Pi1Ci1−βCi1)
ai1(β(Ci1−Ci2)−Pi1Ci1+Pi2Ci2)
)∣∣∣∣
Ri1
Di1
,
(14)
and
di2(β) = Bti log2
(
β(Ci1−Ci2)−Pi1Ci1+Pi2Ci2
(ln 2)(ai2−ai1)
)∣∣∣∣
Ri2
Di2
.
(15)
where a|cb = min{max{a, b}, c}.
Theorem 2: 1) If
∑N
i=1
∑2
j=1 dij(0)Cij ≤ F , the optimal
offloading data of problem (11) with fixed time allocation t,
is given by
d∗i1 = di1(0), d
∗
i2 = di2(0), ∀i ∈ N . (16)
2) If
∑N
i=1
∑2
j=1 dij(0)Cij > F , the optimal offloading data
of problem (11) with fixed time allocation t, is
d∗i1 = di1(β), d
∗
i2 = di2(β), ∀i ∈ N , (17)
where β satisfies
N∑
i=1
2∑
j=1
dij(β)Cij = F. (18)
Proof: Please refer to Appendix D. 
By iteratively solving time allocation problem and offload-
ing data problem, the algorithm that solves problem (11) is
given in Algorithm 1.
C. Optimality and Complexity Analysis
Theorem 3: The proposed Algorithm 1 always converges to
the global optimum of problem (11).
Proof: Please refer to Appendix E. 
Note that the proposed iterative Algorithm 1 yields the
globally optimal solution to convex problem (11) thanks to
Algorithm 1 : Iterative Time and Offloading Data Allocation
1: Initialize d(0) = [D11, D12 · · · , DN1, DN2], t
(0) =
[T/N, · · · , T/N ], the tolerance ξ, the iteration number
l = 0 and the maximal iteration number Lmax.
2: Compute the objective value V
(0)
obj = V¯ (d
(0), t(0)), where
V¯ (d, t) equals to the objective function (11a).
3: With given offloading data d(l), obtain the optimal time
allocation t(l+1) according to Theorem 1.
4: With given time allocation t(l+1), obtain the optimal
offloading data d(l+1) according to Theorem 2.
5: Compute the objective value V
(l+1)
obj = V¯ (d
(l+1), t(l+1)).
If |V
(t+1)
obj − V
(t)
obj |/V
(t)
obj < ξ or l > Lmax, terminate.
Otherwise, set l = l+ 1 and go to step 3.
the fact that constraints (11b)-(11d) are not coupled with
offloading data d and time t, i.e., constraint (11b) only involves
time t, while only offloading data d appears in constraint (11c)
and constraints (11d) are box constraints. As a result, the
proposed iterative Algorithm 1 always converges to a local
optimal solution, i.e., the globally optimal solution to the
original convex problem (11).
According to Algorithm 1, the major complexity lies in
solving the offloading data allocation of problem (11) with
fixed time allocation. From Theorem 2, the main complexity of
obtaining the optimal offloading data lies in solving equation
(18) by using the one-dimension search method with complex-
ity O(NK), where K denotes the number of iterations for the
one-dimension search method. As a result, the total complexity
of the proposed Algorithm 1 is O(LitNK), where Lit is the
number of iterations for iteratively optimizing time allocation
and offloading data. Due to the fact that the dimension of the
variables in problem (11) is 3N , the complexity of solving
problem (11) by using the standard interior point method is
O(LipN3) [35, Pages 487, 569], where Lip denotes the number
of iterations for the interior point method.
IV. NUMERICAL RESULTS
In this section, numerical results are presented to evaluate
the performance of the proposed algorithm. The NOMA-
enabled MEC network consists of 2N = 30 users. The path
loss model is 128.1+37.6 log10 d (d is in km) and the standard
deviation of shadow fading is 4 dB [36]. In addition, the
bandwidth of the network is B = 10 MHz, and the noise
power density is σ2 = −169 dBm/Hz. For MEC parameters,
the data size and the required number of CPU cycles per bit
are set to follow equal distributions with Rij ∈ [100, 500]
Kbits and Cij ∈ [500, 1500] cycles/bit. The CPU computation
of each user is set as the same Fij = 1 GHz and the local
computation energy per cycle for each user is also set as equal
Pij = 10
−10 J/cycle for all i ∈ N and j = 1, 2. Unless
specified otherwise, the system parameters are set as time
solt duration T = 0.1 s, and the edge computation capacity
F = 6× 109 cycles per slot.
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Fig. 3. Convergence behaviour of the proposed algorithm under different
cloud computation capacities.
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Fig. 4. Total energy consumption versus time slot duration.
Fig. 3 illustrates the convergence behaviours for the pro-
posed algorithm under different cloud computation capacities.
It can be seen that the proposed algorithm converges rapidly,
and only three times are sufficient to converge, which shows
the effectiveness of the proposed algorithm.
We compare the total energy consumption performance of
the proposed algorithm (labelled as ‘Proposed NOMA’) with
the interior point method to solve convex problem (11) by
using matlab toolbox, the conventional optimal algorithm for
OMA-based MEC networks [18] (labelled as ‘OMA’), and the
equal resource allocation algorithm where equal time duration
is allocated for different groups and the offloading data is
optimally allocated (labelled as ‘Equal resource’).
The total energy consumption versus time slot duration is
depicted in Fig. 4. From this figure, we find that the total
energy consumption decreases with time slot duration. This
is due to the fact that transmitting with long time is energy
efficient according to Lemma 2. It can be shown that the
proposed algorithm yields almost the same performance as
the interior point method. This is because the proposed total
energy minimization problem (11) is a convex problem, both
the proposed algorithm and the interior point method can
obtain the same globally optimal solution, which verifies the
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Fig. 5. Total energy consumption versus cloud computation capacity.
theoretical analysis in Theorem 3. It is also found the proposed
algorithm yields better performance than the OMA and equal
resource schemes. Compared with OMA, NOMA reduces the
total energy consumption of all users at the cost of adding
computing complexity at the BS due to SIC. Since only simple
equal time allocation is assumed in equal resource scheme, the
proposed algorithm jointly optimizes both time allocation and
offloading data, which results in lower energy consumption in
the proposed algorithm.
In Fig. 5, we show the total energy consumption versus
cloud computation capacity. It is observed that the total energy
consumption decreases with cloud computation capacity since
higher cloud computation capacity allows users to offload
more data to the BS, resulting lower energy consumption at
users. The proposed algorithm achieves the best performance
according to this figure, which shows the effectiveness of the
proposed algorithm. Besides, the total energy consumption of
the proposed NOMA scheme outperforms the conventional
OMA scheme, especially when the cloud computation capacity
is high.
V. CONCLUSION
In this paper, we have investigated the total energy mini-
mization problem for an uplink NOMA-based MEC network.
The energy minimization problem is shown to be convex. By
analyzing the total energy consumption of all users, we prove
that it is optimal to occupy the maximal transmission time.
Besides, we propose an iterative algorithm via solving two
subproblems: the time allocation problem and the offloading
data allocation problem. The proposed algorithm is shown to
be globally optimal since the time vector and offloading data
vector are not coupled in the constraints. Numerical results
show that the proposed algorithm achieves better performance
than conventional schemes in terms of energy consumption.
APPENDIX A
PROOF OF LEMMA 1
Since the constraints of problem (11) are all linear, we only
need to prove that the objective function (11a) is a convex
function.
To show this, we define a function
fi(di1, di2)=B
(
ai12
di1+di2
B + (ai2 − ai1)2
di2
B − ai2
)
, (A.1)
which is a convex function with respect to (w.r.t.) (di1, di2)
since exponential function is convex, ai1 ≥ 0 and ai2 ≥ ai1
according to (9) and hi1 ≥ hi2. Based on [35, Page 89], the
perspective of u(x) is the function v(x, y) defined by
v(x, y) = tu(x/y), dom v = {(x, y)|x/y ∈ dom u, y > 0}.
(A.2)
If u(x) is a convex function, then so is its perspective function
v(x, y) [35, Page 89]. As a result,
tifi
(
di1
ti
,
di2
ti
)
=Bti
(
ai12
di1+di2
Bti + (ai2 − ai1)2
di2
Bti − ai2
)
(A.3)
is convex w.r.t. (di1, di2, ti). Due to the fact that (11a) is a
nonnegative weighted sum of convex functions, the objective
function of problem (11) is convex w.r.t. (d, t) [35, Page 89].
APPENDIX B
PROOF OF LEMMA 2
We first define function
gi(ti) = Bti
(
ai12
di1+di2
Bti + (ai2 − ai1)2
di2
Bti − ai2
)
. (B.1)
Then, we have
g′i(ti) = ai1
(
B −
(ln 2)(di1 + di2)
ti
)
2
di1+di2
Bti
+(ai2 − ai1)
(
B −
(ln 2)di2
ti
)
2
di2
Bti − ai2B. (B.2)
From (B.2), we can obtain that
lim
ti→+∞
g′i(ti) = 0. (B.3)
According to the proof of Lemma 1, gi(ti) is a convex
function w.r.t. ti, which shows that g
′′
i (ti) > 0 and g
′
i(ti)
is an increasing function. Combining (B.3) and g′i(ti) is an
increasing function, we can obtain that g′i(ti) < 0 for all
0 < ti < +∞. As a result, gi(ti) is a decreasing function.
We then prove that
∑N
i=1 t
∗
i = T for the optimal solution
to problem (11) by using the contradiction method. Suppose
that the optimal solution (d∗, t∗) to problem (11) satisfies∑N
i=1 t
∗
i < T . We can increase t
∗
1 to t¯1 = T −
∑N
i=2 t
∗
i .
With new solution (d∗, t¯ = [t¯1, t
∗
2, · · · , t
∗
N ]), we can claim that
the new solution is feasible with lower objective value, which
contradicts that (d∗, t∗) is the optimal solution to problem (11).
As a result, Lemma 2 is proved.
APPENDIX C
PROOF OF THEOREM 1
The Lagrangian function of problem (11) with fixed d can
be written by
L1 =
N∑
i=1
Bti
(
ai12
di1+di2
Bti + (ai2 − ai1)2
di2
Bti − ai2
)
+
N∑
i=1
2∑
j=1
(Rij − dij)CijPij + α
(
N∑
i=1
ti − T
)
, (C.1)
where α is a non-negative Lagrangian multiplier associated
with constraint (11b). The first-order derivative of problem
(11) with fixed d can be given by
∂L1
∂ti
= g′i(ti) + α, (C.2)
where g′i(ti) is defined in (B.2). Setting
∂L1
∂ti
= 0, we have
ti = g
′−1
i (−α), (C.3)
g′−1i (x) is the inverse function of the monotonically increasing
function g′i(x). Considering constraints (11d), the optimal
value of ti is given by (12).
According to Lemma 2, constraint (11b) holds with equality
for the optimal solution. Substituting (12) into constraint (11b)
with equality yields (13). Since g′i(x) is a monotonically
increasing function according to the convexity of objective
function (11a), the inverse function g′−1i (x) is also a mono-
tonically increasing function. As a result, the unique value
of α satisfying (13) can be obtained via useing the bisection
method.
APPENDIX D
PROOF OF THEOREM 2
The Lagrangian function of problem (11) with fixed t can
be written by
L2 =
N∑
i=1
Bti
(
ai12
di1+di2
Bti + (ai2 − ai1)2
di2
Bti − ai2
)
+
N∑
i=1
2∑
j=1
(Rij−dij)CijPij+β

 N∑
i=1
2∑
j=1
dijCij−F

, (D.1)
where β is a non-negative Lagrangian multiplier associated
with constraint (11c). The first-order derivatives of problem
(11) can be given by
∂L2
∂di1
= (ln 2)ai12
di1+di2
Bti + (β − Pi1)Ci1 (D.2a)
∂L2
∂di2
= (ln 2)ai12
di1+di2
Bti + (ln 2)(ai2 − ai1)2
di2
Bti
+ (β − Pi2)Ci2. (D.2b)
Setting ∂L2
∂di1
= 0 into (D.2a) and ∂L2
∂di2
= 0 into (D.2b), we
can obtain
di1 = Bti log2
(
(ai2 − ai1)(Pi1Ci1 − βCi1)
ai1(β(Ci1 − Ci2)− Pi1Ci1 + Pi2Ci2)
)
,
(D.3)
and
di2 = Bti log2
(
β(Ci1 − Ci2)− Pi1Ci1 + Pi2Ci2
(ln 2)(ai2 − ai1)
)
. (D.4)
Considering constraints (11d), the value of di1 and di2 are
respectively given by (14) and (15).
To calculate the value of Lagrange multiplier β, we consider
the following two cases.
1) If β = 0, we can obtain the values of di1 and di2 as in
(16). In this case, constraint (11c)
∑N
i=1
∑2
j=1 dij(0)Cij ≤ F
should be satisfied to guarantee the feasibility.
2) If β > 0, constraint (11c) holds with equality according
to the complementary slackness condition. As a result, β
should satisfy (18), which can be solved via the one-dimension
search method. For the special case Ci1 = Ci2, i.e., the number
of CPU cycles required for computing 1-bit input data at
users in each group are the same, di1(β) is a monotonically
decreasing function w.r.t. β and di2(β) is a constant w.r.t. β.
Thus, the right hand side of equation (18) is monotonically
decreasing, which indicates that (18) can be effectively solved
via the bisection method.
APPENDIX E
PROOF OF THEOREM 3
We first show that Algorithm 1 converges. The proof is
established by showing that the sum energy value (11a) is non-
increasing when the sequence (d, t) is updated. According to
the Algorithm 1, we have
V
(l)
obj = V¯ (d
(l), t(l))
(a)
≥ V¯ (d(l), t(l+1))
(b)
≥ V¯ (d(l+1), t(l+1)) = V
(l+1)
obj , (E.1)
where inequality (a) follows from that t(l+1) is the optimal
time allocation of problem (11) with fixed offloading data
d(t), and inequality (b) follows from that d(l+1) is the optimal
offloading data of problem (11) with fixed time allocation
t(l+1). Thus, the total energy is non-increasing after the
updating of time allocation and offloading data. Due to that
the total energy value (11a) is nondecreasing in each step from
(E.1) and the total energy value (11a) is finitely lower-bounded
(positive), Algorithm 1 must converge.
We then show that the convergent solution of Algorithm 1 is
the globally optimal solution to problem (11). The Lagrangian
function of problem (11) can be written by
L =
N∑
i=1
Bti
(
ai12
di1+di2
Bti + (ai2 − ai1)2
di2
Bti − ai2
)
+
N∑
i=1
2∑
j=1
(Rij − dij)CijPij + α
(
N∑
i=1
ti − T
)
+β

 N∑
i=1
2∑
j=1
dijCij − F

 , (E.2)
where α and β are non-negative Lagrangian multipliers asso-
ciated with constraints (11b) and (11c), respectively.
Denote (d∗, t∗) as the solution obtained by Algorithm 1.
There exist α and β such that
∂L
∂dij
∣∣∣∣
dij=d∗ij


= 0 if d∗ij ∈ (Dij , Rij)
≥ 0 if d∗ij = Dij
≤ 0 if d∗ij = Rij
(E.3)
for all i ∈ N , j = 1, 2, and
L
∂ti
∣∣∣∣
ti=t∗i
{
= 0 if t∗i > 0
≥ 0 if t∗i = 0
, ∀i ∈ N , (E.4)
since d∗ is the optimal solution of problem (11) with fixed
t∗ and t∗ is the optimal solution of problem (11) with given
d∗. According to (E.3) and (E.4), solution (d∗, t∗) satisfies
the KKT conditions of problem (11), i.e., the locally optimal
solution (d∗, t∗) is the globally optimal solution to convex
problem (11).
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