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HIGHER DIRAC COHOMOLOGY OF MODULES WITH
GENERALIZED INFINITESIMAL CHARACTER
PAVLE PANDZˇIC´ AND PETR SOMBERG
Abstract. We modify the definition of Dirac cohomology in such a way that
the standard properties of the usual Dirac cohomology, valid for modules with
infinitesimal character, become valid also for modules with only generalized
infinitesimal character.
1. Introduction
Dirac operators were introduced into representation theory of real reductive Lie
groups by Parthasarathy [P1] with the aim to construct discrete series representa-
tions. The definition goes as follows: let G be a connected real reductive Lie group
with maximal compact subgroup K and let g0 = k0 ⊕ p0 be the corresponding
Cartan decomposition of the Lie algebra of G. Write g = k⊕p for the complexifica-
tions. Let B be a nondegenerate invariant symmetric bilinear form on g such that
B is negative definite on k0 and positive definite on p0, and such that k and p are
orthogonal to each other with respect to B. If bi is any basis of p, and if di is the
dual basis with respect to B, then the Dirac operator associated to the pair (g, k)
is
(1) D =
∑
i
bi ⊗ di ∈ U(g)⊗ C(p),
where U(g) denotes the universal enveloping algebra of g and C(p) denotes the
Clifford algebra of p with respect to B. It is easy to see that D is independent
of the choice of bi, and K-invariant for the adjoint action of K on U(g) ⊗ C(p).
Moreover, Parthasarathy proved in [P1] that
(2) D2 = (Cask∆ +‖ρk‖
2)− (Casg⊗1 + ‖ρg‖
2).
Here Casg is the Casimir element of U(g), Cask∆ is the Casimir element of a diagonal
copy of U(k) in U(g)⊗C(p) obtained by combining the embedding k →֒ g with the
map k→ so(p) ∼=
∧2
(p) →֒ C(p), and ρg respectively ρk are the half sums of positive
roots for g respectively k.
Besides the construction of the discrete series representations, this Dirac oper-
ator was also useful in several classification schemes for certain classes of unitary
representations. Namely, in [P2] Parthasarathy proved a necessary criterion for
unitarity, the so called Dirac inequality. In short, if V is a unitary (g,K)-module,
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then there is a natural inner product on the U(g)⊗C(p)-module V ⊗S, where S is
a spin module for C(p). D is self-adjoint with respect to this inner product, hence
D2 ≥ 0. Writing this inequality explicitly on the K˜-types of V ⊗ S using (2) leads
to the Dirac inequality. (Here K˜ is the spin double cover of K, i.e., the pullback of
the cover Spin(p0)→ SO(p0) by the action map K → SO(p0).)
In the 1990s, Vogan revisited Parthasarathy’s theory with the aim of sharpening
the Dirac inequality [V]. He introduced the notion of Dirac cohomology: for a
(g,K)-module V , consider the action of D on V ⊗ S. The Dirac cohomology of V
is the K˜-module
(3) HD(V ) = KerD/(KerD ∩ ImD).
For admissible V , HD(V ) is finite-dimensional, as follows readily from (2). It turns
out that for most V the Dirac cohomology is zero, but when it is not zero then it
contains interesting information about V . In particular, the following result was
conjectured by Vogan and proved by Huang and Pandzˇic´ in [HP1]. Let h = t ⊕ a
be a fundamental Cartan subalgebra of g (so that t is a Cartan subalgebra of k
and a is the centralizer of t in p). We view t∗ ⊂ h∗, by extending functionals on
t by zero over a. We consider infinitesimal characters as elements of h∗ via the
Harish-Chandra isomorphism. We fix a choice of positive roots for (k, t).
Theorem 1.1. With the above notation, let V be a (g,K)-module with infinitesimal
character Λ ∈ h∗. Assume that HD(V ) contains a K˜-type Eµ of highest weight
µ ∈ t∗ ⊂ h∗. Then Λ is conjugate to µ+ ρk under the Weyl group W (g, h).
It is an interesting problem to classify all irreducible unitary modules with non-
vanishing Dirac cohomology, and to calculate the Dirac cohomology for each such
module. Some results towards the solution of this problem can be found for example
in [BP1], [BP2], [HKP] and [HPP].
The above setting was generalized by Kostant to the situation where k is replaced
by a reductive quadratic subalgebra of g, i.e., a reductive subalgebra r such that
B
∣∣
r×r
is nondegenerate. The appropriate replacement for the above D is then
Kostant’s cubic Dirac operator [K1], which we again denote by D. If the orthogonal
of r in g is denoted by s, so that g = r⊕ s, then D ∈ U(g)⊗ C(s) is defined as
(4) D =
∑
i
bi ⊗ di +
1
2
∑
i<j<k
B([bi, bj], bk)di ∧ dj ∧ dk,
where, as before, bi and di are dual bases of s with respect to B, and the wedge
product is defined using Chevalley’s identification of C(s) and
∧
(s) as vector spaces.
Kostant proved that (2) and Theorem 1.1 still hold in this setting. (Dirac co-
homology in this more general setting is still defined by (3).) Moreover, in [K2]
he obtained some results about Dirac cohomology of highest weight modules with
respect to a parabolic subalgebra p = l⊕ n of g. (In this case, the above r is equal
to l.) In particular, in the equal-rank case he obtained the result on non-triviality
of Dirac cohomology for all highest weight modules and also determined the Dirac
cohomology of finite-dimensional modules. These investigations were continued by
Huang and Xiao in [HX], where it is proved that Dirac cohomology of simple highest
weight modules is up to a twist equal to n-cohomology. Special cases of this were
also obtained in [HPR]. Another place where Dirac cohomology of highest weight
modules is studied is [DH].
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We are interested in applying Dirac cohomology techniques to the study of re-
strictions of highest weight modules, as for example the restrictions described in
[KOSS1] and [KOSS2]. In the course of our investigations, we noticed that while the
above described notion of Dirac cohomology works fine for modules with infinitesi-
mal character, it does not have so good properties for modules with only generalized
infinitesimal character. Typical representative examples of this situation are given
in Section 2.
The aim of this paper is to overcome such difficulties by introducing new kinds
of Dirac cohomology functors, which we call higher Dirac cohomology. As we shall
see, the higher Dirac cohomology is the same as the usual Dirac cohomology for
modules with infinitesimal character, and it is typically bigger for modules with
only generalized infinitesimal character.
Before describing the kind of properties we want our Dirac cohomology to have,
let us describe our setting more precisely. We will work with a reductive Lie algebra
g over C, with a nondegenerate invariant symmetric bilinear form B, and a qua-
dratic reductive subalgebra r. We will consider g-modules V of finite length, such
that the restriction of V to r equals a direct sum of finite-dimensional irreducible
r-modules with finite multiplicities. Moreover, we assume that V is a direct sum
of submodules with generalized infinitesimal character. (Recall that a g-module W
has generalized infinitesimal character χ if there is N ∈ N such that (z−χ(z))N = 0
on W for each z in the center Z(g) of U(g).)
Note that any V as above is finitely generated over U(g), and also Z(g)-finite. In
case when the pair (g, r) comes from a real reductive Lie group G and its maximal
compact subgroup K, then some of the above assumptions are redundant, i.e.,
follow from the other assumptions.
In the rest of the article all (g, r)-modules we consider will satisfy these assump-
tions, and we will call such modules simply (g, r)-modules.
Let us now assume that g and r have equal rank. Let h be a common Cartan
subalgebra of g and r, and fix compatible choices of positive roots ∆+(g, h) ⊃
∆+(r, h). The spin module S can be constructed as
∧
(s+), where s+ is spanned by
the positive root spaces in g which are not in r. We now set S+ =
∧even
(s+) and
S− =
∧odd
(s+). It follows that the spin module splits as
(5) S = S+ ⊕ S−,
and S± are non-isomorphic r-modules. Since D has odd C(s)-part, it interchanges
V ⊗ S+ and V ⊗ S− for any (g, r)-module V . This implies that HD(V ) splits
accordingly into
HD(V ) = HD(V )
+ ⊕HD(V )
−.
Then we have the following result ([HP2], 9.6.2):
Proposition 1.2. Assume that g and r have equal rank. Let S± and H±D be defined
as above. Let
0→ U → V →W → 0
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be a short exact sequence of (g, r)-modules, each having an infinitesimal character.
Then there is a six-term exact sequence of the form
HD(U)
+ −−−−→ HD(V )
+ −−−−→ HD(W )
+
x
y
HD(W )
− ←−−−− HD(V )
− ←−−−− HD(U)
−
Moreover, the construction of this six-term sequence is natural, in the sense that
the horizontal arrows are induced by the given maps U → V →W , and the vertical
arrows, or connecting homomorphisms, are defined in a functorial way.
The above six-term sequence can be rewritten starting from the lower right
corner, and then added to the above one. The result is the six-term exact sequence
(6)
HD(U) −−−−→ HD(V ) −−−−→ HD(W )x
y
HD(W ) ←−−−− HD(V ) ←−−−− HD(U)
which can in fact be collapsed onto an exact triangle
HD(U) // HD(V )
yyss
ss
ss
ss
s
HD(W )
ee❑❑❑❑❑❑❑❑❑
This exact sequence can be obtained without the equal rank assumption.
Moreover, we can define Dirac index of a (g, r)-module V to be the virtual r-
module
(7) ID(V ) = HD(V )
+ −HD(V )
−.
Here and in the following, by a virtual r-module we mean an element of the
Grothendieck group of the (semisimple) category of semisimple admissible r-modules.
Then we have the following result, see [MPV]:
Proposition 1.3. Assume g and r have equal rank. Let S±, H±D and ID be defined
as above. Let V be a (g, r)-module with infinitesimal character. Then
ID(V ) = V ⊗ S
+ − V ⊗ S−
as virtual r-modules.
In the case when a module V does not have an infinitesimal character but only
a generalized infinitesimal character, Proposition 1.2 and Proposition 1.3 can fail.
We show this by exhibiting an explicit example in Section 2.1. Then we define the
notion of higher Dirac cohomology in Section 3 (Definition 3.1). We show that with
this notion, an analogue of Proposition 1.3 always holds (Theorem 3.5). We also
show that an analogue of Theorem 1.1 holds for higher Dirac cohomology (Theorem
3.4). In Section 4 we show that to any short exact sequence of (g, r)-modules we
can attach an exact triangle as in (6); the construction is however not natural.
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Finally, in Section 5 we mention some other constructions of “higher Dirac coho-
mology” (and homology) functors. Some of them give the same notion as the one
defined in Section 3, and some of them give different notions which might prove
useful in other contexts.
2. Motivating Examples
2.1. An sl(2) example. Let g = sl(2,C), with standard basis e, f, h satisfying the
commutation relations
[e, f ] = h, [h, e] = 2e, [h, f ] = −2f.(8)
For the subalgebra r we take the one-dimensional subalgebra spanned by h. Then
(g, r)-modules are Harish-Chandra modules for the group SU(1, 1) ∼= SL(2,R),
and they include the integral highest weight modules with respect to the Borel
subalgebra b of g spanned by h and e.
We are going to construct a module P , which is a nontrivial extension of the two
Verma modules with trivial infinitesimal character, V0 with highest r-weight 0, and
V−2 with highest r-weight −2:
0→ V0 → P → V−2 → 0.(9)
Recall that V−2 is irreducible, while V0 has a submodule isomorphic to V−2, with
quotient equal to the trivial module C0.
(The module we consider is denoted by P because it is a projective object in
the Bernstein-Gelfand-Gelfand category O of sl(2,C) with respect to the Borel
subalgebra b. This fact is however not important for our considerations.)
Let us denote an r-module basis of V0, resp. V−2 by {v−2i}i∈Z+ , resp. {w−2i−2}i∈Z+ .
In each case, the subscript denotes the h-eigenvalue of the corresponding vector.
Since P = V0 ⊕ V−2 as a vector space, vi and wj form a basis of P . We define the
action of e and f on these basis elements by
ev−2k = (−k + 1)v−2k+2,
fv−2k = (k + 1)v−2k−2,
ew−2k = (−k + 1)w−2k+2 +
1
k
v−2k+2,
fw−2k = (k + 1)w−2k−2,(10)
where w0 is defined to be 0. We can describe this action by the following picture:
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P : v0
1

v−2
2

0
UU
w−2
2

1
kk
v−4
3

−1
UU
w−4
3

−1
UU12
kk
v−6
−2
UU
w−6
−2
UU13
kk
. . . . . .
Here the action of e is represented by upward arrows, the action of f by downward
arrows, and the numbers by the arrows represent the coefficients in the action
computed in the basis.
It is easy to check that we have indeed defined an sl(2,C)-module. (The only
thing that needs to be checked is ef − fe = h on each basis vector, and that is
seen by a straightforward computation using the above formulas for the action.)
It is moreover clear that the vk span a submodule isomorphic to V0, and that the
quotient is isomorphic to V−2, spanned by the classes of the wks. In other words,
P indeed fits into the short exact sequence (9).
We now want to describe the action of the Dirac operator
D = e ⊗ f + f ⊗ e
on P⊗S. Here S = C1⊕Ce is the spin module for the complexified Clifford algebra
C(Ce⊕ Cf), with action given by
e · 1 = e, e · e = 0;
f · 1 = 0, f · e = −2.(11)
Furthermore, the r-weight of 1 is −1, while the r-weight of e is 1 (because the spin
action of r on S is equal to the adjoint action shifted by −ρ.)
Using this and the formulas (10) for the action of g on P , one gets
D(v−2k ⊗ 1) = (k + 1)v−2k−2 ⊗ e,
D(v−2k ⊗ e) = 2(k − 1)v−2k+2 ⊗ 1,
D(w−2k ⊗ 1) = (k + 1)w−2k−2 ⊗ e,
D(w−2k ⊗ e) = 2(k − 1)w−2k+2 ⊗ 1 +
1
k
v−2k+2 ⊗ 1,(12)
where for the last formula, w0 should be replaced by 0.
One can iterate these formulas and get similar formulas for the higher powers of
D. It follows from (12) that the generalized 0-eigenspace of D is spanned by
v0 ⊗ 1, v0 ⊗ e, v−2 ⊗ e, w−2 ⊗ e,(13)
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and that the action of D on these vectors is given as
w−2 ⊗ e 7→ v0 ⊗ 1 7→ v−2 ⊗ e 7→ 0;
v0 ⊗ e 7→ 0.(14)
This implies that the Dirac cohomology of P , Ker(D)/ Im(D)∩Ker(D), is spanned
by (the class of) v0 ⊗ e. Namely, the other vector in Ker(D), v−2 ⊗ e, is also in
Im(D).
Doing similar (but easier) explicit computations, or recalling the general result
from [HX], Proposition 4.11, one checks that the Dirac cohomology of V0 is spanned
by (the class of) v0⊗ e, while the Dirac cohomology of V−2 is spanned by (the class
of) w−2 ⊗ e. We see that
H+D(V0) = H
+
D(P ) = H
+
D(V−2) = 0,
while H−D(V0), H
−
D(P ) and H
−
D(V−2) are all one-dimensional. It follows that there
can be no six-term exact sequence of the form
H+D(V0)
// H+D(P )
// H+D(V−2)

H−D(V−2)
OO
H−D(P )
oo H−D(V0)
oo
We now want to show that the basic property of index, Proposition 1.3, does not
hold for P , i.e., that
(15) H+D(P )−H
−
D(P ) 6= P ⊗ S
+ − P ⊗ S−
as virtual r-modules. To see this, we first note that the generalized eigenspaces
for D for nonzero eigenvalues can not contribute to either side of (15); see the
proof of Theorem 3.5. On the other hand, the contribution of the vectors (13) to
P ⊗ S+ − P ⊗ S− is
C−1 − C1 − C−1 − C−1 = −C1 − C−1,
while
H+D(P )−H
−
D(P ) = −C1.
(Here Cλ denotes the one-dimensional r-module of weight λ.)
So we conclude that (15) holds, i.e., that Proposition 1.3 fails for P . The reason
is the fact that the Jordan cell of length 3 present in the generalized 0-eigenspace
for D contributes to P ⊗ S+ − P ⊗ S−, but does not contribute to HD(P ). We
will resolve this problem by modifying the definition of Dirac cohomology to what
we call higher Dirac cohomology. As we will see, the Jordan cell of length 3 will
contribute to the higher Dirac cohomology, and an analogue of Proposition 1.3 will
hold for P (and in general) when HD is replaced with the higher Dirac cohomology.
Note that in the above example the index is not additive with respect to short
exact sequences, i.e., ID(P ) 6= ID(V0)+ID(V−2). This means ID is not well defined
on the Grothendieck group of a category of (g, r)-modules which contains modules
like P .
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2.2. Relative Dirac cohomology and branching problems for generalized
Verma modules. In fact, there is a natural reservoir of potential applications
of higher Dirac cohomology in practice. Let us first recall some facts from [HP2],
Section 9. Let g = r⊕s be as before, and let r1 ⊂ r be another quadratic subalgebra
with orthogonal complement in g equal to s1. Then g = r1 ⊕ s1 and s ⊂ s1,
so we can consider C(s) as a subalgebra of C(s1). The (relative) cubic Dirac
operator D△(r, r1) can be defined as the image of a certain diagonal embedding of
U(r)⊗ C(r ∩ s1) into U(g)⊗ C(s1), so that
D(g, r1) = D(g, r) +D△(r, r1).
and the summands D△(r, r1) and D△(r, r1) anticommute. Under appropriate as-
sumptions, some elementary linear algebra arguments imply that for a (g, r)-module
V , HD(V ) can be calculated in stages:
HD(g,r1)(V ) = HD△(r,r1)(HD(g,r)(V ))
where HD(g,r)(V ) is understood as an r-module.
We would like to generalize the above considerations to the situation of an em-
bedding of pairs of Lie algebras:
(g′, r′) →֒ (g, r)
and a (g, r)-module V . We are especially interested in the case when g and g′ ⊂ g
are simple Lie algebras, r = l resp. r′ = l′ ⊂ l are Levi subalgebras of compatible
parabolic subalgebras p resp. p′ ⊂ p, and V is a highest weight module for the pair
(g, p). Recall that p, p′ are called compatible parabolic subalgebras provided there
is a hyperbolic element in p′ responsible for the grading structure on the nilradical
n ⊂ p.
Question 2.1. Give the proper definition of the relative Dirac operator for compat-
ible pairs (g′, l′) →֒ (g, l) as above, i.e., with l′ ⊂ l the Levi subalgebras of compatible
parabolic subalgebras p′ ⊂ p, and examine its role in understanding the branching
problem for (g, g′) applied to Bernstein-Gelfand-Gelfand parabolic category Op (and
specifically, to generalized Verma modules in Op).
To be more specific, let us consider the couple of compatible orthogonal Lie
algebras and their conformal parabolic subalgebras:
g = so(n+ 1, 1,R)⊗ C, p = ((so(n,R)× R⋆)⋉Rn)⊗ C,
g′ = so(n, 1,R)⊗ C, p′ = ((so(n− 1,R)× R⋆)⋉Rn−1)⊗ C.(16)
We denote by n resp. n′ the nilradicals of p resp. p′, and by n− resp. n
′
− the
opposite nilradicals. Then n−, n
′
− are commutative, n
′
− is of codimension 1 in n−
and its one-dimensional complement is spanned by the lowest root space of n− (i.e.,
the lowest root space of g.)
Let us consider the scalar generalized Verma-module Mgp (Cλ) for (g, p), induced
from a character ξλ : p → C, λ ∈ C. The branching problem for the couple
(g, p), (g′, p′) and this class of modules was recently studied by Kobayashi, Ørsted,
Somberg and Soucˇek [KOSS1], [KOSS2]. The approach in this work was analytic,
using a suitable Fourier transform to turn the combinatoral problem for finding the
singular vectors into the question about solutions of the system of partial differential
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equations of hypergeometric type (the “F-method”). For generic values of λ ∈ C,
there is a g′-module isomorphism
Mgp (λ)|(g′,p′)
∼= ⊕∞j=0M
g′
p′ (λ− j),(17)
where the g′-modules on the right hand side are induced from the 1-dimensional
p′-modules Cλ−j , and their singular vectors are given by Gegenbauer polynomials.
It follows from [HX] that the (g, l)-Dirac cohomology of the left hand side is
HD(g,l)(M
g
p (λ)) = Cλ ⊗ Cρ(n−),
while the (g′, l′)-Dirac cohomology of the right hand side is
HD(g′,l′)(⊕
∞
j=0M
g′
p′ (λ− j)) = ⊕
∞
j=0Cλ−j ⊗ Cρ(n′−).
Here ρ(n−) resp. ρ(n
′
−) denote the half sums of roots in n− resp. n
′
−.
We can define a copy of the Lie algebra sl(2,C) corresponding to the one-
dimensional complement of n′− in n−, which acts on the singular vectors of the
modules Mg
′
p′ (λ− j) in the above decomposition. Denoting by D∆ the correspond-
ing Dirac operator, we see that
HD(g,l)(M
g
p (λ)) = HD△(HD(g′,l′)(M
g
p (λ)|g′ )).(18)
However, for the non-generic values of inducing parameter λ ∈ C, on the right
hand side of (17) there appear non-trivial extensions in Op
′
of generalized Verma
modules. In these cases, (18) is no longer true, and to obtain an analogous statement
one has to replace the ordinary Dirac cohomology by the higher Dirac cohomology
which we define in this article.
These questions together with many other examples will be discussed in [PS].
3. Higher Dirac cohomology
As we have seen in the previous section, the usual Dirac cohomology functor
V 7→ HD(V ) does not behave well on finite length modules V which do not have
infinitesimal character. Our goal in this section is to define a new version of Dirac
cohomology, V 7→ H(V ), with better behavior. In case V has infinitesimal charac-
ter, we want H(V ) to be the same as HD(V ). Moreover, in the equal rank case,
S = S+ ⊕ S− should induce H(V ) = H(V )+ ⊕ H(V )− for any V , in such a way
that for any V of finite length, V ⊗ S+ − V ⊗ S− = H(V )+ −H(V )−.
We would also like to have an analogue of Vogan’s conjecture (Theorem 1.1) for
H(V ), where V is a module with generalized infinitesimal character.
Finally, if 0 → U → V → W → 0 is a short exact sequence of (g, r)-modules,
there should be an exact triangle
H(U) // H(V )
zz✈✈✈
✈✈
✈✈
✈✈
H(W )
dd❍❍❍❍❍❍❍❍❍
There are quite a few possible constructions that satisfy many of the above
properties; we list some of them in Section 5. A definition that comes close to
satisfying all of the above properties is as follows.
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Definition 3.1. For any integer k ≥ 0, define
(19) Hk(V ) = ImD2k ∩KerD
/
ImD2k+1 ∩KerD.
We further define
(20) H(V ) =
⊕
k∈Z+
Hk(V ).
We call Hk(V ) and H(V ) the higher Dirac cohomology of V .
Note that H0(V ) = KerD
/
ImD ∩KerD is the old notion HD(V ).
Let V be a (g, r)-module and let (V ⊗ S)[0] denote the generalized 0-eigenspace
for D acting on V ⊗S. Then (V ⊗S)[0] is a finite-dimensional space, and it can be
decomposed into a direct sum of Jordan blocks for D of various sizes. By a Jordan
block of size k we mean a space
(21) V1 ⊕ V2 ⊕ · · · ⊕ Vk,
where the Vi are copies of a single r-type, and
(22) D(V1) = 0; D : Vi
∼=
−−−−→ Vi−1, i = 2, . . . , k,
while Vk is not in the image of D. Note that since D is r-invariant, it can only map
an r-module onto an isomorphic r-module, so we can have a block as above only
with copies of the same r-type.
Theorem 3.2. Let V be a (g, r)-module, and let k ≥ 0 be an integer. Choose any
decomposition of (V ⊗ S)[0] into Jordan blocks, and let E1, . . . , Er be the bottom
K˜-types of all blocks of size 2k + 1. Then
Hk(V ) ∼= E1 ⊕ · · · ⊕ Er.
In particular, H(V ) is isomorphic to the direct sum of all bottom K˜-types of odd
size Jordan blocks.
Proof. Note that KerD is exactly the sum of the bottom K˜-types in all blocks in
the decomposition of (V ⊗ S)[0]. Let E be one such bottom K˜-type, in a Jordan
block of length m.
Ifm < 2k+1, then E is not contained in ImD2k and hence E does not contribute
to Hk(V ). If m > 2k + 1, then E is contained in ImD2k+1 and hence E does not
contribute to Hk(V ). Finally, if m = 2k + 1, then E is contained in ImD2k and
not contained in ImD2k+1, so E contributes to Hk(V ). 
Corollary 3.3. If V is a (g, r)-module with infinitesimal character, then H(V ) =
H0(V ) = HD(V ).
Proof. Since V has infinitesimal character,D2 is a semisimple operator on V ⊗S, so
Jordan blocks in (V ⊗ S)[0] can only have sizes 1 and 2. It follows that H
k(V ) = 0
for k > 0, and this implies the claim. 
We are now going to prove a generalization of Vogan’s conjecture, Theorem 1.1.
As there, we take a Cartan subalgebra h of g containing a Cartan subalgebra t of
r, and we view t∗ as a subspace of h∗.
Theorem 3.4. Let V be a (g, r)-module with generalized infinitesimal character
corresponding to Λ ∈ h∗. Let Eγ be a K˜-type in H(V ). Then Λ is Wg-conjugate to
γ + ρk.
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Proof. Recall from [HP1] or [HP2] that the proof for HD(V ), in case when V has
infinitesimal character, is based on writing z ∈ Z(g) as
z ⊗ 1 = ζ(z) +Da+ aD,
with ζ(z) ∈ Z(k∆) and a ∈ (U(g) ⊗ C(p))
K . Since Da+ aD acts as 0 on HD(V ),
z ⊗ 1 acts in the same way as ζ(z) and the claim follows, since ζ : Z(g) → Z(k∆)
can be written explicitly in terms of Harish-Chandra isomorphisms.
In the present situation, we only need to show that Da+aD acts as 0 on Hk(V )
for each k. It is clear that aD acts as 0, so it remains to show that Da acts as 0.
Let x ∈ ImD2k ∩ KerD, so x = D2ky and Dx = 0. Since D2 is central in
(U(g)⊗ C(p))K ,
Dax = DaD2ky = D2k+1ay ∈ ImD2k+1.
Moreover, D(Dax) = aD2x = 0, so Dax ∈ ImD2k+1 ∩ KerD. So Da sends the
class of x to 0. 
For the rest of this section we assume that g and r have equal rank, and fix a
(g, r)-module V . We decompose the spin module S as in (5): S = S+ ⊕ S−. Since
D has odd C(s)-part, it interchanges V ⊗ S+ and V ⊗ S− for any (g, r)-module V .
Thus all odd powers of D interchange V ⊗ S+ and V ⊗ S−, while the even powers
preserve them. This implies that each Hk(V ) splits into even and odd parts, and
consequently so does H(V ):
H(V ) = H(V )+ ⊕H(V )−.
We define the higher Dirac index of V to be the virtual r-module
(23) I(V ) = H(V )+ −H(V )−.
Then we have the following result:
Theorem 3.5. Assume g and r have equal rank. Let V be a (g, r)-module. Then
I(V ) = V ⊗ S+ − V ⊗ S−
as virtual r-modules.
Proof. By our assumptions on V , V splits into a direct sum of components with
generalized infinitesimal characters. It then follows from (2) that V ⊗ S splits into
a direct sum of generalized eigenspaces (V ⊗ S)λ for D
2. This decomposition is
compatible with the decomposition V ⊗ S = V ⊗ S+ ⊕ V ⊗ S−.
It is clear that D preserves each (V ⊗S)λ. Moreover, D is invertible on (V ⊗S)λ
if λ 6= 0. Indeed, D is injective on (V ⊗ S)λ since Dv = 0 implies D
2v = 0 and for
v ∈ (V ⊗ S)λ this is impossible unless v = 0. Since (V ⊗ S)λ is finite-dimensional,
D must also be surjective on it.
Now since
D : (V ⊗ S)+λ
∼=
−−−−→ (V ⊗ S)−λ , λ 6= 0,
we see that in V ⊗ S+ − V ⊗ S− all (V ⊗ S)λ for λ 6= 0 cancel out. Since H(V ) is
constructed only from (V ⊗ S)0, we see that it is enough to prove
I(V ) = (V ⊗ S)+0 − (V ⊗ S)
−
0 .
We now decompose (V ⊗ S)0 into Jordan blocks. Each such block is of the form
V1 ⊕ · · · ⊕ Vk as in (21) and (22), and we can moreover assume that V1 is either
in (V ⊗ S)+0 (even) or in (V ⊗ S)
−
0 (odd). Since D interchanges (V ⊗ S)
+
0 and
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(V ⊗ S)−0 , it follows that V1, V2, V3, . . . are of alternating parity. We now conclude
that the total contribution of this Jordan block to V ⊗ S+ − V ⊗ S− is zero if k is
even, and ±V1 if k is odd. (The sign ± depends on the parity of V1.) By Theorem
3.2, the contribution to I(V ) is exactly the same, and the result follows. 
Corollary 3.6. The higher Dirac index is additive with respect to short exact
sequences of (g, r)-modules, and hence makes sense on the level of virtual (g, r)-
modules.
Proof. This follows from Theorem 3.5 and its proof. Namely, the statement of the
corollary is clear for the functor V 7→ V ⊗S+−V ⊗S−, since a short exact sequence
of (g, r)-modules splits in the category of r-modules, and since we have seen that in
V 7→ V ⊗ S+ − V ⊗ S− all terms but finitely many of them cancel out. 
4. Exact triangles
Theorem 4.1. Let 0 → U → V → W → 0 be a short exact sequence of (g, r)-
modules. Then there is an exact triangle
H(U) // H(V )
zz✈✈✈
✈✈
✈✈
✈✈
H(W )
dd❍❍❍❍❍❍❍❍❍
One would like the maps H(U) → H(V ) → H(W ) to be induced by the maps
U → V → W , and to have a naturally defined connecting homomorphism H(W )→
H(U). We were however unable to obtain such a natural construction (indeed, we
believe that it is not possible). We instead use the Jordan block decomposition to
obtain the above exact triangle in a noncanonical fashion.
Proof. We first make compatible Jordan block decompositions of (U ⊗ S)[0], (V ⊗
S)[0] and (W⊗S)[0]. We start by picking a decomposition for (W⊗S)[0] into Jordan
blocks W1, . . . ,Wn. Let W¯1, . . . , W¯n be the top K˜-types of the blocks W1, . . . ,Wn.
We choose preimages V¯1, . . . , V¯n of W¯1, . . . , W¯n in (V ⊗S)[0]. These are necessarily
also top K˜-types of some blocks V1, . . . , Vn. Clearly, for each i, the kernel of Vi →Wi
is etiher zero, or defines a Jordan block Ui in (U ⊗ S)[0].
Now we choose a direct complement of the sum of the blocks V1, . . . , Vn, which
is contained in the kernel of V → W , and choose any Jordan block decomposition
for this complement. We have now obtained a decomposition for (V ⊗ S)[0] and
also for (U ⊗ S)[0].
Our short exact sequence (tensored with S) now breaks up into a direct sum of
short exact sequences
0→ Uj → Vj →Wj → 0,
where each of Uj , Vj and Wj is either a single Jordan block or zero. It is therefore
enough to obtain an exact triangle for each j.
Since the lengths of Uj and Wj add up to the length of Vj , there are two possi-
bilities:
(1) Uj , Vj and Wj are all even. In that case H(Uj) = H(Vj) = H(Wj) = 0,
and hence the exact triangle trivially exists.
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(2) One of Uj, Vj andWj is even, while the other two are odd. The cohomology
of the two odd blocks is the same single K˜-type, while the cohomology of
the even block is 0. The exact triangle is one of the following.
H(Uj)
1 // H(Vj)
0zz✉✉✉
✉✉
✉✉
✉✉
H(Wj)
0
dd■■■■■■■■■
H(Uj)
0 // H(Vj)
1zz✉✉✉
✉✉
✉✉
✉✉
H(Wj)
0
dd■■■■■■■■■
H(Uj)
0 // H(Vj)
0zz✉✉✉
✉✉
✉✉
✉✉
H(Wj)
1
dd■■■■■■■■■

Since U , V and W are all of finite length, the spaces H(U), H(V ) and H(W )
are finite-dimensional. Thus we have:
Corollary 4.2. The existence of the above exact triangle is equivalent to the fol-
lowing two conditions:
(1) dimH(U) + dimH(V ) + dimH(W ) is even;
(2) dimH(U), dimH(V ) and dimH(W ) are sides of a (possibly degenerate)
triangle, i.e., the sum of any two of them is greater than or equal to the
third.
Proof. This follows from the fact that existence of an exact triangle with vertices
H1, H2 andH3 is equivalent to the condition thatHi can be written asHi = Ai⊕Bi,
so that there are isomorphisms B1 → A2, B2 → A3 and B3 → A1.
Writing the dimensions using lower case letters, it follows that b1 = a2, b2 = a3
and b3 = a1. So the above condition is equivalent to
h1 = a1 + a2, h2 = a2 + a3, h3 = a3 + a1.
The solution to this system of equations is
a1 =
h1 − h2 + h3
2
, a2 =
h1 + h2 − h3
2
, a3 =
−h1 + h2 + h3
2
.
Since the ai have to be nonnegative integers, we are led to the above conditions
on hi. 
5. Other related constructions
Definition 3.1 of Hk(V ) can be thought of as extracting the bottom K˜-type from
each Jordan block of size 2k+ 1. One can similarly extract the top K˜-type: define
(24) Hktop(V ) = KerD
2k+1
/
(ImD ∩KerD2k+1 +KerD2k).
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Proposition 5.1. Hktop(V ) (defined by (24)) is naturally isomorphic to H
k(V )
(defined by (19)).
Proof. The isomorphism from Hktop(V ) to H
k(V ) is induced by D2k.
Indeed, it is clear that D2k maps KerD2k+1 onto ImD2k ∩ KerD. Denote by
ϕ the composition of this map with the projection ImD2k ∩ KerD → Hk(V ). It
suffices to show that Kerϕ = ImD ∩KerD2k+1 +KerD2k. It is clear that ImD ∩
KerD2k+1 and KerD2k are contained in Kerϕ, hence so is their sum. Conversely,
assume x ∈ KerD2k+1 is such that ϕ(x) = 0. Then D2kx ∈ ImD2k+1 ∩KerD. So
there is y such that D2kx = D2k+1y, i.e., D2k(x −Dy) = 0. Denoting x −Dy by
z, we see that x = Dy + z, with Dy ∈ ImD ∩ KerD2k+1 and z ∈ KerD2k. This
finishes the proof. 
It is also possible to apply lower powers of D to Hktop, to extract other K˜-types
from the Jordan blocks of size 2k+1. However, in order to keep Theorem 3.5 valid,
one should only extract cells of correct parity, i.e., apply only even powers of D.
Explicitly, the formula for extracting the (2k + 1− 2i)-th K˜-type is
Hki (V ) = ImD
2i∩KerD2k+1−2i
/
(ImD2i+1∩KerD2k+1−2i+ImD2i∩KerD2k−2i).
We leave it to the reader to prove an analogue of Proposition 5.1 for Hki .
There are other kinds of “higher cohomology” one can attach to D, discussed in
[DV]. In the following we briefly describe them and show how they are related to
our definition.
Let V be a (g, r)-module. Let us fix a number N ∈ N such that DN = 0 on the
generalized 0-eigenspace (V ⊗ S)[0] for D acting on V ⊗ S. The number N can be
chosen as the size of the largest Jordan block for D on (V ⊗ S)[0], or N can be any
larger number.
Now D is an N -differential on (V ⊗S)[0] in the sense of [DV], and we can consider
the following cohomology spaces:
(25) HiD(V ) = H
i
D((V ⊗ S)[0]) = Ker(D
i)/ Im(DN−i), i = 1, . . . , N − 1.
The definition depends on the choice of N , and in general it is quite different
from our Hk(V ). We will see below that there is a relationship between the two
notions in general; for now, we just remark that if V has infinitesimal character,
then N can be taken to be 2, and then
H1D(V ) = HD(V ) = H(V ).
The main advantage of the functors (25) is the existence of certain naturally defined
six-term exact sequences attached to a short exact sequence
0 // U
i // V
p // W // 0
of (g, r)-modules as in [DV], Lemma 2; see also [KW].
Namely, choosing N as above, one gets that for any i between 1 and N − 1 there
is a six term exact sequence
HiD(U)
i⋆ // HiD(V )
p⋆ // HiD(W )
∂

HN−iD (W )
∂
OO
HN−iD (V )
p⋆oo HN−iD (U)
i⋆oo
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Here i∗ and p∗ are induced by i and p in the obvious way, while the connecting
homomorphism
∂ : HiD(W )→ H
N−i
D (U)(26)
is defined in the following way. Let w ∈ W be a representative of an element of
HiD(W ), i.e. D
iw = 0. By surjectivity of p there is v ∈ V such that p(v) = w.
Define z = Div, then DN−iz = 0. We have p(z) = p(Div) = Dip(v) = Diw = 0,
hence there is u such that z = i(u). Because DN−iu = 0, we set ∂(w) = [u] ∈
Ker(DN−i)/ Im(Di).
It is now easy to check that the class [u] is independent of the choice of v, that
the map ∂ is well defined on classes, and that the above six-term sequence is exact.
To describe the relationship of the functors (25) to our H(V ), we first consider
the case when (V ⊗ S)[0] is a single Jordan block of length k, as in (21) and (22).
It is clear that DN = 0 on (V ⊗ S)[0] if and only if N ≥ k; we fix such an N .
Since there is a compact Lie group with complexified Lie algebra r, we can
construct an r-invariant inner product on V , and we can moreover assume that all
the Vi contained in the block (V ⊗ S)[0] are orthogonal to each other with respect
to this inner product. Using this inner product, we identify a quotient of the form
KerDi/ ImDN−i with the orthogonal complement of ImDN−i in KerDi.
Proposition 5.2. With the above notation, Vj contributes to H
i
D(V ) if and only
if
j ≤ i < j +N − k.
Proof. Vj will contribute to H
i
D(V ) precisely when D
i(Vj) = 0 and Vj is not con-
tained in ImDN−i. Clearly, Di(Vj) = 0 if and only if j ≤ i. On the other hand,
Vj is contained in ImD
N−i if and only if j +N − i ≤ k. Namely, if this inequality
holds, then
Vj = D
N−i(Vj+N−i),
and that is the only possibility to obtain Vj in ImD
N−i. So Vj is not contained in
ImDN−i if and only if j +N − i > k and the statement follows. 
Example 5.3. Still with the same notation as above, assume that N = k. Then by
Proposition 5.2, HiD(V ) = 0 for all i. Namely, the inequality j ≤ i < j+N − k = j
is impossible.
Assume now that N = k+1. Then j ≤ i < j+N−k = j+1 is satisfied precisely
for i = j. So it follows that in this case
HiD(V ) = Vi, 1 ≤ i ≤ N − 1 = k.
For N = k+2, we see that each Vj contributes to H
j
D(V ) and H
j+1
D (V ). It follows
that H1D(V ) = V1, H
N−1
D (V ) = Vk, and H
i
D(V ) = Vi ⊕ Vi−1 for 2 ≤ i ≤ k = N − 2.
One can similarly write down what HiD(V ) is in general.
Proposition 5.4. Let V be a (g, r)-module, and let 2N be a positive even integer
such that D2N = 0 on (V ⊗ S)[0]. Then there is an equality of virtual r-modules
H(V ) =
2N−1∑
i=1
(−1)i−1HiD(V ).
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Proof. We can decompose (V ⊗ S)[0] into Jordan blocks, and prove the required
equality for each block separately. So let us assume that (V ⊗S)[0] is a single block,
of size k.
By Proposition 5.2, each Vj contributes to H
i
D(V ) precisely for
i = j, j + 1, . . . , j + 2N − k − 1.
Since these are neighbouring degrees, the consecutive contributions cancel in the
alternating sum.
If k is even, then 2N − k − 1 is odd. So Vj appears an even number of times,
and it cancels completely in the alternating sum. This is true for every j, so∑2N−1
i=1 (−1)
i−1HiD(V ) = 0.
If k is odd, then Vj appears an odd number of times, so it contributes to the
alternating sum once, with the coefficient (−1)j−1. This implies that
2N−1∑
i=1
(−1)i−1HiD(V ) =
k∑
j=1
(−1)j−1Vj ,
and this is equal to V1 since k is odd, and all Vj are isomorphic to V1. Thus we see
that
∑2N−1
i=1 (−1)
i−1HiD(V ) is the same as H(V ) as described by Theorem 3.2. 
Remark 5.5. Note that in the statement of Proposition 5.4, the individual sum-
mands HiD(V ) depend on the choice of N . Their alternating sum is however equal
to H(V ), so it is independent of the choice of N , as long as N is sufficiently large,
i.e., D2N = 0 on (V ⊗ S)[0]. This fact can be considered as a stability property of
the HiD(V ).
Remark 5.6. Using the fact that in the Grothendieck group quotients can be
written as differences, one can rewrite the alternating sum of Proposition 5.4 as
∑
i≥0
(KerD2i+1/KerD2i)
/
D(KerD2i+2/ ImD2i+1),
where D : KerD2i+2/ ImD2i+1 → KerD2i+1/KerD2i is an embedding induced by
D. Another similar expression giving the same result is
∑
i≥0
Ker(D : ImD2i/ ImD2i+1 −→ ImD2i+1/ ImD2i+2).
Remark 5.7. There are still more candidates for higher Dirac cohomology or
homology functors. They do not have the properties we wanted in this paper, but
they might show to be useful for some other purposes.
Let V be a (g, r)-module as before. Let N be sufficiently large so that DN = 0
on (V ⊗ S)[0]. Consider the following filtration of (V ⊗ S)[0]:
0 ⊂ Ker(D) ⊂ Ker(D2) ⊂ · · · ⊂ Ker(DN ) = (V ⊗ S)[0].
Notice that for any i between 0 and N −1, D(Ker(Di+1)) ⊂ Ker(Di). Thus we can
define cohomology of D as
H˜i(V ) = Coker(D : Ker(Di+1)→ Ker(Di)).
Analogously, we can define homology of D as
H˜i(V ) = Ker(D : Coker(D
i) −→ Coker(Di+1)).
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For example, one can easily check that
H˜1(V ) = H˜1(V ) = Ker(D)/(Ker(D) ∩ Im(D)),
and that for any k ≤ N such that Dk = 0 on (V ⊗ S)[0],
H˜k(V ) = Coker(D), H˜k(V ) = Ker(D).
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