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Abstract
Let G be the conformal group of a non-Euclidean Jordan algebra and let P be the
maximal parabolic subgroup canonically associated to G: Standard intertwining operators
between spherical degenerate principal series induced from P determine Zeta distributions.
In this article, we obtain a functional equations for Zeta distributions by considering
boundary values of Poisson transforms. We relate the constant occurring in the Zeta
functional equation to that occurring in the functional equation of Wallach’s Generalized
Jacquet functionals.
r 2004 Elsevier Inc. All rights reserved.
1. Introduction
When s is a complex number with ReðsÞ4 1; then the formula
Zðf ; sÞ ¼
Z
R
f ðxÞjxjs dx ð1:1Þ
deﬁnes a tempered distribution. We call this distribution Tate’s Zeta distribution.
This Zeta distribution can be regularized so that if G denotes the gamma function on
C; then jxj
s
G sþ1
2
  is a well-deﬁned distribution holomorphic on s (see [9]). The Fourier
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transform of Tate’s distribution is given by the following formula:
Zðf ; s  1Þ ¼ p
sþ1
2G s
2
 
G 1s
2
  Zðfˆ;sÞ; ð1:2Þ
where f is an arbitrary Schwartz function and fˆ is the Fourier transform of the
function f :
This family of distributions is intimately related to intertwining operators, A˜ðsÞ;
between spherical principal series of SLð2;RÞ: Thus, it is not surprising that Eq. (1.2)
encodes representation theoretical information. For example, when s is a real
number the image of A˜ðsÞ admits a G-invariant hermitian form /;Ss: If the image of
A˜ðsÞ is unitary, i.e if /;Ss is positive deﬁnite, then jxj
s1
G s
2ð Þ is a distribution of positive
type. By Bochner–Schwartz theorem jxj
s1
G s
2ð Þ is of positive type if and only if
jxjs
G sþ1
2
  is a
positive measure, [9, Vol. 4, p. 157]. Thus, by identity (1.2) and Bochner’s theorem,
unitarity can only occur when jxj
s
G sþ1
2
  is a positive measure. The constant psþ12G s2ð Þ
G 1s
2
  in
Eq. (1.2) also has representation theoretical meaning. It coincides with the constant
in the functional equation satisﬁed by Jacquet integrals, see [22, p. 428] and Section 2
of this paper.
In 1972, Godement and Jacquet [10] generalized Tate’s results obtaining
functional equations for Zeta distributions on matrices MnnðFÞ; where F is either
the real ﬁeld R; the complex ﬁeld C or the division algebra of quaternionic numbers
H: The study of Zeta distributions and their functional equations in the setting of
prehomogeneous vector spaces has a long history. See for example [3,4,15,16,18].
Faraut and Kora´nyi in [8] and Clerc in [6] obtained functional equations for Zeta
distributions associated to representations of a Jordan algebra by computing
boundary values of Poisson transforms.
Motivated by the applications to representation theory, in this paper we adapt the
beautiful ideas in [8, Chapter XVI, Section 4] to give functional equations for Zeta
distributions associated to ‘‘conformal groups’’ of non-Euclidean Jordan algebras.
For this class of groups, Generalized Jacquet integrals, see [21], satisfy a functional
equation. As in the SLð2;RÞ example, we show that the constant occurring in both
functional equations, the one for the Zeta distributions and that for the Jacquet
Integrals, are the same.
I give an outline of the paper. Section 2 reviews Faraut–Kora´nyi’s techniques, to
derive the functional equation for Zeta distributions on MnnðRÞ: This is our
motivating example. The results of this section are not new and they are included
here for expository purposes. Section 3 reviews notation and particular character-
istics of conformal groups of non-Euclidean Jordan algebras. In Section 4 the Zeta
distributions to be studied in this paper are introduced. Section 5 concerns Jacquet
integrals. Section 6 contains results on Poisson transforms and their boundary
values. In Section 7, I prove the main theorem of the paper.
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The author would like to thank the referee for several suggestions that corrected a
gap in the ﬁrst version of this paper.
2. The GLð2n;RÞ case
In this section, we derive a functional equation for a Zeta distribution associated
to GLð2n;RÞ: The arguments in this section extend readily to the case G ¼ GLð2n; FÞ
with F ¼ C or H: The techniques and results of this section are essentially contained
in [8, pp. 356–362] and they constitute our motivating example.
Let G ¼ GLð2n;RÞ and let P ¼ LN the maximal middle parabolic subgroup with
L  GLðn;RÞ  GLðn;RÞ and n ¼ LieðNÞ  MnnðRÞ the set of n  n matrices over
R: Denote by %P ¼ L %N the opposite parabolic subgroup. There is a family of
degenerate principal series of interest to us. This family consists of normalized
induced representations from one dimensional characters of P and left GLð2n;RÞ
action. More precisely, for s a complex number, we denote by ws the character
ws
a b
0 c
  
¼ jdetðaÞjs:
The induced representations in question are
IndGP ðsÞ ¼ fj: G-C j j is smooth and jðgpÞ ¼ wsþnðp1ÞjðgÞ; pAPg:
By the Gelfand–Naimark decomposition, functions in IndGP ðsÞ are determined by
their restriction to %N  MnnðRÞ: Thus, IndGP ðsÞ can be identiﬁed with
IðsÞ ¼ ffACNðnÞ: f ðY Þ ¼ jð %nY Þ; for some jA IndGP ðsÞg:
Here %nY ¼ expðYÞ: The group action can be explicitly described in this picture. In
particular, for cAL and %nYA %N
ðc  f ÞðY1Þ ¼ wsþnðcÞf ðAdðc1Þ  Y1Þ;
ð %nY  f ÞðY1Þ ¼ f ðY1  Y Þ:
Let w0 be an element in SOð2nÞ for which Adðw0Þn ¼ n: We deﬁne functions on
dense open subsets of n and n by
rðYÞ  w1ðcðw0 %nY ÞÞ; YAn
and
rðXÞ  rðyðX ÞÞ; XAn;
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where ðcðw0 %nY ÞÞ is the L-component in the Gelfand–Naimark decomposition of
w0 %nY and y is the Cartan involution. If we identify YAn with a matrix yAMnnðRÞ;
then rðY Þ ¼ jdetðyÞj:
For each s with ReðsÞ4ðn  1Þ there is a G-intertwining operator
A˜s : IðsÞ-IðsÞ;
which is given by a convergent integral. The form of the operator that we will use,
and that can be easily derived from ([11, pp. 183, 200]), is
ðA˜sf ÞðY Þ ¼
Z
n
rðY1Þsnf ðY þ Y1Þ dY1: ð2:1Þ
The integral converges for ReðsÞ4ðn  1Þ:
Lemma 2.2. For sAC with ReðsÞ4 1 the function rðXÞs (resp. rðYÞs) is a locally
L1 function on n (resp. n) and defines a tempered distribution.
Proof. See for example [1, Lemma 3.14]. &
By Lemma 2.2, there are tempered distributions deﬁned by the integrals
Zðh; sÞ ¼
Z
n
hðXÞrðXÞs dX for hASðnÞ ð2:3Þ
and
Zðf ; sÞ ¼
Z
n
f ðYÞrðYÞs dY for fASðnÞ:
HereSðnÞ (resp.SðnÞ) denotes the space of Schwartz functions on n (resp. n). These
are our Zeta distributions. If fASðnÞ and ReðsÞ4n  1 we have
ðA˜sf ÞðYÞ ¼ Zð %nY f ; s  nÞ: ð2:4Þ
Since intertwining operators admit meromorphic continuations to all of C; so do
the Zeta distributions.
Now, we consider the Fourier transform of the Zeta distributions. Before deﬁning
the Fourier transform, we need to specify the pairing between n and n: Let B denote
the Killing form on g ¼ glð2n;RÞ: Set
/;S  1
4n
B;
giving a non-degenerate pairing between n and n: Deﬁne the Fourier transform of a
function by
hˆðYÞ ¼
Z
hðXÞe2pi/Y ;XS dX for hASðnÞ
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and
fˆðXÞ ¼
Z
f ðY Þe2pi/Y ;XS dY for fASðnÞ:
The functional equation of the Zeta distribution is given in the following theorem.
Theorem 2.5. Let sAC and fASðnÞ: As meromorphic functions
p
ns
2
GnðsÞZðfˆ; s  nÞ ¼
p
n
2
ðsþnÞ
Gnðs þ nÞZðf ;sÞ; ð2:6Þ
where
GnðsÞ 
Yn1
j¼0
G
s  j
2
 
:
This theorem is known, [10]. Also, compare (2.5) with the equation in [8, p. 359].
As mentioned before, we are interested in the techniques used in [8] to derive similar
formulas. The rest of this section sketches the arguments in [8] that will be
generalized later in the paper.
Step 1: We start by expressing the intertwining operators A˜ðsÞ as boundary values
of Poisson transforms. If jAIndGP ðsÞ and gAGLð2n;RÞ; then the Poisson transform is
given by
PsðjÞðgÞ ¼
Z
K
jðgkÞ dk:
We convert the integral over K into an integral over n using [11, Eq. (5.25)]. Thus, we
have
PsðjÞðxÞ ¼
Z
n
wsn
2
ðcð %ntY ðx1Þtx1 %nY ÞÞjð %nY Þ dY ;
where ðx1Þt is the transpose of the matrix x1:
Let at be the block diagonal matrix with diagonal blocks e
tInn and etInn Set
x ¼ %nY0at: Following for example [11, p. 199], we have the following known result.
Lemma 2.7. If jAIðsÞ and ReðsÞ4ðn  1Þ; then
lim
t-þN e
ðnsþn2ÞtPsðjÞð %nY0atÞ ¼ A˜sðjÞðY0Þ:
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In particular, if jð %nY Þ ¼ fˆðY Þ with fˆASðnÞ and if ReðsÞ4ðn  1Þ; then
Zðfˆ; s  nÞ ¼ lim
t-þN e
ðnsþn2Þt
Z
n
wsn
2
ðcð %ntY a2t %nY ÞÞfˆðYÞ dY :
Remark 2.8. If we identify YAn with a matrix yAMnnðRÞ; then the Poisson Kernel
in matrix notation is given by
wsn
2
ðcð %ntY a2t %nY ÞÞ ¼ etðsnn
2Þjdet½e4tInn þ yytj
sn
2 :
Step 2. Next, we compute the Fourier transform of the Poisson Kernel in the sense
of distribution. See [8, Proposition XVI.3.2] and the ﬁrst part of the proof of
Theorem XVI.4.3 in [8]. Such Fourier transform is given in terms of Generalized
Bessel functions Ksð; Þ deﬁned in [8, p. 355].
For XAn; deﬁne for ReðsÞo ðn  1Þ
Js;X ðtat1Þ ¼
etðsnn
2Þp
n2
2
Gnðn  sÞ K
s
2
ðe4tInn; p2xxtÞ;
where xAMnnðRÞ corresponds to X via the identiﬁcation n  MnnðRÞ: The
function Js;X ðtat1Þ extends to an entire function on s: It is useful to note that for s
real, Ksð; Þ is convex.
Proposition 2.9 (Faraut and Koranyi [8, p. 356]). If fASðnÞ and ReðsÞo ðn  1Þ;
then
eðnsþn
2ÞtPsðfˆ ÞðatÞ ¼ etðsnþn2Þ
Z
n
Js;X ðtat1Þf ðXÞ dX :
Theorem 2.10. Let a be a real number so that a4ðn  1Þ; and let fASðnÞ: Then, there
exists k40 so that on fsAC : ReðsÞoag
eðnsþn
2ÞtPsð dr2kðÞf ÞðatÞ ¼ etðsnþn2Þ Z
n
Js;X ðtat1ÞrðXÞ2kf ðXÞ dX :
Proof. Using estimates for the generalized Bessel function in [8, p. 355], we can
verify that Js;X ðtat1Þf ðXÞ is integrable when fASðnÞ and ReðsÞo ðn  1Þ:
Moreover, the results in [8, p. 355] also lead to the estimate (uniform on t)
etðsnþn
2ÞjJs;X ðtat1Þjp
GnðReðsÞÞ
Gnðn  ReðsÞÞ rðXÞ
ReðsÞpnReðsÞþ
n2
2
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valid when ReðsÞ4n  1: We choose k40 big enough so thatZ
n
rðXÞReðsÞþ2kðXÞf ðXÞ dX
converges for all s on the strip ðn  1ÞoReðsÞoa: For such a k and for
fASðnÞ; the function Js;X ðtat1ÞrðXÞ2kf ðXÞ is integrable when s is in
fsAC : ðn  1ÞoReðsÞoag,fsAC : ReðsÞo ðn  1Þg: Next, we use convexity of
the Bessel function to conclude integrability on the entire region ReðsÞoa: On the
other hand, an easy application of Morera’s theorem shows thatZ
n
Js;X ðtat1ÞrðX Þ2kf ðX Þ dX
is holomorphic on the region ReðsÞoa: Now the theorem follows from
Proposition 2.9. &
A combination of the result in Step 1 and Theorem 2.10 yield
Zð dr2kðÞf ; s  nÞ ¼ lim
t-þN e
tðsnþn2Þ
Z
n
Js;X ðtat1ÞrðXÞ2kf ðXÞ dX : ð2:11Þ
Step 3. For sAC with ReðsÞ4n  1 and away from the poles of Gnðn  sÞ; the
explicit formula for the Bessel function Ks
2
ð; Þ in [8, p. 355] yield
lim
t-þN e
tðsnþn2ÞJs;X ðtat1Þ ¼
GnðsÞ
Gnðn  sÞ rðX Þ
spnsþ
n2
2 :
Using dominated convergence theorem, we compute the limit in (2.11) to obtain
Zð dr2kðÞf ; s  nÞ ¼ GnðsÞ
Gnðn  sÞ p
nsþn
2
2 Zðf ;s þ 2kÞ:
Step 4. The fourth step consists on studying the effect of the change f-rðXÞ2kf
on the left-hand side of (2.11).
If PðXÞ  rðXÞ2; then let Pð@X Þ be the constant coefﬁcient differential operator
characterized by Pð@X Þe/X ;YS ¼ rðYÞ2e/X ;YS: Then, compare with [8, Proposition
XVI.4.1], we have
%Pð@X ÞkrðX Þt ¼ ð1Þnk22nk Gnðt þ 2kÞGnðt þ nÞGnðtÞGnðt þ n  2kÞ rðX Þ
t2k: ð2:12Þ
On the other hand,
drðÞ2kf ðX Þ ¼ ð1Þknð2pÞ2kn %Pð@X ÞkfˆðX Þ: ð2:13Þ
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From (2.12) and (2.13), it follows that
Zð drðÞ2kf ; s  nÞ ¼ p2kn Gnðs þ 2k þ nÞGnðsÞ
Gnðs þ nÞGnðs  2kÞZðfˆ; s  2k  nÞ:
Step 5. Combining steps 1–4, at least on some open set, we have
Zðfˆ; ðs  2kÞ  nÞ ¼ pn
2
2
nðs2kÞ Gnðs  2kÞ
Gnðs þ 2k þ nÞ Zðf ;s þ 2kÞ:
Now the change of variables s ¼ s  2k followed by analytic continuation gives the
result in Theorem 2.5.
3. Structure
Let G be a real reductive Lie group with Cartan involution y and maximal compact
subgroup K ¼ Gy: As is customary we write the Lie algebra of G (resp. K) as g (resp.
k). The Cartan involution determines a Cartan decomposition g ¼ k þ s: As
mentioned in the introduction we will only be considering a class of groups associated
to non-Euclidean Jordan algebras. Each simple non-Euclidean Jordan algebra occurs
as the abelian nilradical of a maximal parabolic subalgebra of a reductive Lie algebra
g: There is a reductive group G; with Lie algebra g; satisfying the following conditions.
Assumption 3.1. G contains a parabolic subgroup P ¼ LN (a Levi decomposition)
such that
(1) P and its opposite parabolic %P ¼ L %N are G-conjugate,
(2) N is abelian, and
(3) L has only one open orbit in n:
For a given simple non-Euclidean Jordan algebra the choice of G as above is not
unique. The list of groups we work with is given in [7] and in Table 1 in Section 8 of
this paper. Note that our tables associate GLð2n;RÞ to the Jordan algebra MnnðRÞ
and Oð2n; 2nÞ to Skew2n2nðRÞ: The groups SLð2n;RÞ and SOð2n; 2nÞ0 do not satisfy
assumption (3).
Following [13] there is an abelian subalgebra b of l-s with the following
properties:
(1) There are commuting copies of slð2;RÞ in g spanned by fFj; Hj; Ejg; a standard
basis in the sense that
yðEjÞ ¼ Fj and yðHjÞ ¼ Hj;
½Ej; Fj ¼ Hj; ½Hj; Ej ¼ 2Ej and ½Hj; Fj ¼ 2Fj
with EjAn; FjAn and b ¼
Pn
j¼1 RHj:
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(2) For ek
Pn
j¼1 ajHj
	 

 ak; the b-roots in g; l and n are
Sðg; bÞ ¼ f7ðej  ekÞ: 1pjokpng,f7ðej þ ekÞ: 1pj; kpng;
Sðl; bÞ ¼ f7ðej  ekÞ: 1pjokpng and
Sðn; bÞ ¼ fej þ ek: 1pj; kpng:
For each G the roots in n have just two multiplicities. We denote the multiplicity
of the short roots by 2d and that of the long roots by e þ 1: We choose our positive
root system to be Sþðg; bÞ ¼ fej  ek: 1pjokpng,Sðn; bÞ:
Deﬁnition 3.2. Taking n ¼ dimðbÞ as above, we make the following deﬁnitions:
(1) The rank of n is n:
(2) L0 
Pn
j¼1 ej :
(3) w is the positive character of L with differential 2dL0:
(4) m  dimðnÞ:
Lemma 3.3. Set rðnÞ  1
2
P
aASðn;bÞ a: Then
(1) m ¼ nðdðn  1Þ þ ðe þ 1ÞÞ;
(2) rðnÞ ¼ m
n
L0;
(3) jdetðAdðcÞjnÞj ¼ wðcÞ
m
dn:
Let B denote the killing form of g: Set
/;S  n
4m
B;
giving a non-degenerate pairing between n and n:
Our assumption that L acts on n with only one open orbit plays an important role
in the paper. If we set
Xn  E1 þ?þ En;
then adðXnÞ : l-n is onto and the L-orbit On ¼ LðXnÞ is open in n: We write On ¼
L=Sn; where Sn is the stabilizer of Xn: The orbit On is a semisimple symmetric space,
see for example [1]. Similarly, L acts on n with only one open orbit. A base point for
such orbit is Yn ¼ F1 þ?þ Fn:
Example. If G ¼ Oð2n; 2nÞ; then L  GLð2n;RÞ and n  Skew2n2nðRÞ: The open
orbit On consists of skew symmetric matrices of maximal rank and Sn ¼ SpnðRÞ:
Let P0 ¼ M0A0N0 be a minimal parabolic subgroup of G contained in P: Let
SðP0; A0Þ be the set of positive restricted roots of A0: Denote by WGðA0Þ the Weyl
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group of G with respect to A0: For each wAWGðA0Þ; write w its representative in K :
Also, let wM be the element in WLðA0Þ such that wMSðP0-L; A0Þ ¼ SðP0-L; A0Þ
and choose wM in L-K :
Proposition 3.4. Take G satisfying the hypotheses of Assumption (3.1).
(1) If XAOn; then adðX Þ: n-gC is injective.
(2) If XAOn; then the character ZX ðYÞ ¼ e2pi/X ;YS is non-degenerate in the sense of
[21, p. 127].
(3) If XAOn and oAdðw1ÞAdðwMÞn0-n; X4 ¼ 0; then w ¼ 1:
Proof. See [21, p. 137, 19, p. 26]. Parts (1) and (2) are easy to prove. Assume that
YAn is so that If adðXnÞY ¼ 0: Then, 0 ¼ ½Yn; ½Xn; Y  ¼ ½SHi; Y  ¼ 2Y : Part (3)
is [23, Lemma 8]. &
4. Zeta distributions
There is a diffeomorphism of n  L  n onto a dense open set in G given by
ðY ; c; X Þ- %nYcnX ; where %nY ¼ expðY Þ and nX ¼ expðX Þ: Therefore, on a dense
open subset of G; there is a decomposition g ¼ %nYcnX : Furthermore, L ¼ MA where
A ¼ expðaÞ; a  Tjok kerðej  ekÞ: In particular, the L part of the decomposition has
a component in A: We deﬁne aðgÞAA by
gA %NMaðgÞN: ð4:1Þ
We may deﬁne functions on dense open subsets of n and n by
rðYÞ  eL0ðlogðaðw0 %nY ÞÞÞ; YAn
and
rðX Þ  rðyðXÞÞ; XAn: ð4:2Þ
With our choice of Xn; we have rðXnÞ ¼ 1; see [1, Lemma 3.12].
Lemma 4.3 ([1, Lemma 2.10]). rðY Þ (respectively rðX Þ) extends to a well-defined
function on n (respectively, n) and the following hold:
(1) rðY Þ2 (respectively, rðXÞ2) is a homogeneous polynomial on n (respectively n) of
degree 2n:
(2) rðc  YÞ ¼ jdetðAdðcÞjnÞj
n
mrðYÞ ¼ wðcÞ1drðYÞ for cAL and YAn; and
rðc  XÞ ¼ jdetðAdðcÞjnÞj
n
mrðXÞ ¼ wðcÞ1drðXÞ for cAL and XAn:
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Examples. The functions r are closely related to the Jordan algebra determinant
functions, see Table 2 in Section 8. I should also mention that if Q is the basic
relative invariant of the prehomogeneous vector space ðL; nÞ; then r ¼ jQj when
e ¼ 0 and r2 is a multiple of Q in other cases.
The functions rðX Þs and rðY Þs are locally L1 functions provided ReðsÞ
4 ðe þ 1Þ; [1, Lemma 3.14]. Therefore, tempered distributions are deﬁned by
the integrals
Zðh; sÞ ¼
Z
n
hðXÞrðXÞs dX for hASðnÞ
and
Zðf ; sÞ ¼
Z
n
f ðXÞrðXÞs dX for fASðnÞ:
Note that in the range ReðsÞ4 ðe þ 1Þ both expressions are complex analytic
functions of s: We will see that there is a meromorphic continuation to all of C and a
functional equation relating the two distributions via the Fourier transform. The fact
that there is a meromorphic continuation is well known [18]. We include some details
of the proof since we will need several formulas that arise.
By Lemma 4.3, PðXÞ  rðXÞ2 and %PðY Þ  rðYÞ2 are polynomials. They deﬁne
constant coefﬁcient differential operators characterized by
Pð@X Þe/X ;YS ¼ %PðY Þe/X ;YS and %Pð@Y Þe/X ;YS ¼ PðXÞe/X ;YS:
There is a polynomial bðsÞ [2] so that
Pð@X ÞrðXÞs ¼ bðsÞrðX Þs2 and %Pð@Y ÞrðYÞs ¼ bðsÞrðY Þs2:
In particular, for bkðsÞ  bðsÞbðs  2Þbðs  4Þ?bðs  2ðk  1ÞÞ;
Pð@X ÞkrðX Þs ¼ bkðsÞrðX Þs2k and %Pð@Y ÞkrðYÞs ¼ bkðsÞrðyÞs2k:
It follows that,
ZðPð@Y Þkh; sÞ ¼ bkðsÞZðh; s  2kÞ ð4:4Þ
and
Zð %Pð@Y Þkf ; sÞ ¼ bkðsÞZðf ; s  2kÞ
for Resc0: Since the left hand side is analytic for ReðsÞ4 ðe þ 1Þ; Zðh; sÞ and
Zðf ; sÞ continue to meromorphic functions on ReðsÞ4 ðe þ 1Þ  2k for any k:
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5. Jacquet integrals
For each sAC consider the normalized principal series representation
IndGP ðsÞ ¼ fj: G-C j j is smooth and
jðgmanÞ ¼ eðsþmn ÞL0ðlogðaÞÞjðgÞ; manAP ¼ MANg;
where G acts by left translation. We endow the space IndGP ðsÞ with the CN topology.
We note that the restriction f-f jK deﬁnes an isomorphism of topological vector
spaces between IndGP ðsÞ and the space IndKK-Lð1Þ consisting on smooth functions
from K-C so that f ðkmÞ ¼ f ðkÞ for mAM-K with the smooth topology. The
inverse map associates to fAIndKK-Lð1Þ the function fP;sðkmanÞ ¼ eðsþ
m
n
ÞL0ðlogðaÞÞf ðkÞ
where kAK ; maAL and nAN: Under the identiﬁcation IndGP ðsÞ  IndKK-Lð1Þ the
action of G is given by ðgf ÞðkÞ ¼ fP;sðg1kÞ:
This principal series representation may be realized in the non-compact picture as
smooth functions on n as follows. Write %nY  expðY Þ for YAn: For jAIndGP ðsÞ set
f ðY Þ ¼ jð %nY Þ; YAn: Then IndGP ðsÞ may be identiﬁed with
IðsÞ ¼ ffACNðnÞ: f ðYÞ ¼ jð %nY Þ for some jAIndGP ðsÞg:
Since %NP is dense in G and any gA %NP has a unique decomposition as
g ¼ %nðgÞmðgÞaðgÞnðgÞA %NMAN;
the G-action is given by
ðg  f ÞðYÞ ¼ eðsþmn ÞL0ðlog aðg1 %nY ÞÞf ðlogð %nðg1 %nY ÞÞÞ:
Proposition 5.1. Let ZX be a non-degenerate character in the sense of [21, p. 127].
Then, the integral
JX ;sðf Þ ¼
Z
n
ZX ð %nY ÞfP;sð %nY Þ dY ð5:2Þ
converges absolutely and uniformly in compacta of fsAC : Res4dðn  1Þg for all
fAIndKK-Lð1Þ:
Proof. It is enough to note that if fP;sAIndGP ðsÞ and YAn; then
jfP;sð %nY ÞjpCeðReðsÞþ
m
n
ÞL0ðHð %nY ÞÞ;
where %nY ¼ kð %nY ÞeHð %nY Þmð %nY Þnð %nY ÞAKMAN: Thus, smooth functions in IndGP ðsÞ are
integrable if the function eðReðsÞþ
m
n
ÞL0ðHð %nY ÞÞ is integrable. By [1, Lemma 3.15] this is
the case when ReðsÞ4dðn  1Þ: &
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If follows from Proposition 5.1 thatJX ;s deﬁnes a continuous linear functional on
IndKK-Lð1Þ: Denote by ðIndGP ðsÞÞ0 the continuous dual of IndGP ðsÞ: Let the space of
Whittaker vectors be
WX ðIndGP ðsÞÞ
¼ fTAðIndGP ðsÞÞ0: Tð %nf Þ ¼ ZX ð %nÞTðf Þ for %nA %N and fAIndGP ðsÞg: ð5:3Þ
Under the identiﬁcation IndGP ðsÞ  IndKK-Lð1Þ; for ReðsÞ4dðn  1Þ; the generalized
Jacquet functional JX ;s belongs to WX ðIndGP ðsÞÞ:
The space WX ðIndGP ðsÞÞ has been studied, in more generality, by Wallach in
[21,23]. In particular, we have
Lemma 5.4 (Wallach [23, Lemma 10]). For sAC; dim½WX ðIndGP ðsÞÞ ¼ 1:
Moreover, Wallach proved that s-JX ;s has a weakly holomorphic extension to
aC and that WX ðIndGP ðsÞÞ ¼ CJX ;s: Wallach result is
Theorem 5.5 (Wallach [21, Theorem 7.2]). Assume that G is a Lie group satisfying
the conditions listed in Assumptions (3.1). Assume that XAOn: The Jacquet functional
initially defined for ReðsÞ4dðn  1Þ extends to a weakly holomorphic map from aC
into ðIndGP ðsÞÞ0: Moreover, WX ðIndGP ðsÞÞ ¼ CJX ;s:
The proof of Theorem 5.5 uses an explicit method of construction of Whittaker
vectors in tensor products with ﬁnite-dimensional representations. Some aspects of
this construction will be needed later in this paper. We summarize some of these
results.
Let fZ1;y; Zmg be a basis of n such that ðZi; ZkÞ ¼ di;k and let Wk ¼ ½yX ; yZk:
Deﬁne Q ¼ SiWiðZi  dZX ðZiÞÞ and Tj ¼ Q þ jI : Let F be a ﬁnite-dimensional
representation of G so that the space
Fn ¼ fvAF : yv ¼ 0 for yAng
is one dimensional. The Lie algebra a acts on Fn by a linear functional kL0 where
k40: Denote by F the contragredient representation and let
F
j ¼ fvAF: av ¼ ðk þ jÞL0ðlogðaÞÞv for aAAg:
Set for gAWX ðIndGP ðsÞÞ and fAF 
j
Gjðg#f Þ ¼ g#f when j ¼ 0 or j ¼ 1;
Gjðg#f Þ ¼ T13?3Trðg#f Þ when j ¼ 2r or j ¼ 2r þ 1:
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Deﬁne G: WX ðIndGP ðsÞÞ#F -ðIndGP ðsÞÞ0#F; by means of Gðg#Sj f jÞ¼ SjGjðg#f jÞ
where f jAF
j
:
The linear map G is deﬁned in [21, p. 132] in more generality. We note that in this
paper the roles of n and n have been reversed. We also remark that the operator G
only depends on X and F but not on s:
Theorem 5.6. Let fx1;y; xrg be a basis of F : For sAC there exists an open
neighborhood U of s and functions ajðsÞ; holomorphic on U so that on U
JX ;sk ¼ SjajðsÞGðJX ;s#xjÞ:
Proof. This is an immediate consequence of Wallach’s proof of [23, Theorem 2, part
III]. This result is also contained in the Wallach’s argument in [21, pp. 143–144].
For W an n-module, set Wn ¼ fwAW : nw ¼ 0g: The operator G induces an
isomorphism between WX ðIndGP ðsÞÞ#F and ½ðIndGP ðsÞÞ0#F #CZX n: See [21,
Theorem 3.4] and [23, p. 12]. Thus, fGðJX ;s#xjÞg form a basis of
½ðIndGP ðsÞÞ0#F #CZX n: Denote by Zs the kernel of the natural map
Ts: Ind
G
P ðsÞ#F -IndGP ðs  kÞ: Wallach veriﬁes that dimðSjC  GðJX ;s#xjÞjZsÞ ¼
r  1: Hence, after relabeling, one can assume that
GðJX ;s#x1ÞjZs ¼ Sja1bjðsÞGðJX ;s#xjÞjZs ;
where bjðsÞ are function holomorphic on a neighborhood of s: The function
fðsÞ ¼ GðJX ;s#x1Þ  Sja1bjðsÞGðJX ;s#xjÞ
vanishes on Zs: Now, ½IndKP-Kð1Þ#F =Zs  IndKP-Kð1Þ is an isomorphism of
topological spaces. Hence, f is an holomorphic function on a neighborhood of s
with values in ðIndKP-Kð1ÞÞ0: Then, Wallach shows that
(1) fðsÞð %nf Þ ¼ ZX ð %nÞfðsÞðf Þ when fAIndKP-Kð1Þ;
(2) for fACNc ð %NÞ and fP;skð %nmanÞ ¼ eðskþ
m
n
ÞL0ðlogðaÞÞf ð %nÞ; there is a function aðsÞ
holomorphic on s so that aðsÞfðsÞðf Þ ¼ R %N ZX ð %nÞf ð %nÞ d %n:
The proof is completed by applying Theorem 3.15 in [12]. &
Let A˜s denote the standard G-intertwining operator
A˜s: Ind
G
P ðsÞ-IndGP ðsÞ:
When ReðsÞ4dðn  1Þ; the operator is given by the following convergent integral
ðA˜sjÞðgÞ ¼
Z
n
jðgw0 %nY1Þ dY1: ð5:7Þ
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In the non-compact picture, if we identify f ðY Þ ¼ jð %nY Þ; A˜s can be written as
ðA˜sf ÞðYÞ ¼
Z
n
rðY1Þs
m
n f ðY þ Y1Þ dY1: ð5:8Þ
This formula can be derived by copying the argument in [11, p. 183 and 200].
Proposition 5.9. There exists a meromorphic function MX ðsÞ such that
JX ;s3A˜s ¼ MX ðsÞJX ;s:
Proof. It follows from Theorem 5.5. &
If XAn has rðXÞa0; then XAOn and we can write X ¼ c  Xn for some cAL: Set
ZX as in Proposition 3.4. By using the integral formula (5.2) and a change of variable
it is possible to relate JX ;sðf Þ to JXn;sðf Þ: We state the result in the following
Lemma.
Lemma 5.10. If X ¼ c  Xn and sAC with ReðsÞ4dðn  1Þ; then
JcXn;sðf Þ ¼ eðs
m
n
ÞL0ðHðcÞÞJXn;sðc1  f Þ:
Proposition 5.11. Let bkðsÞ be the Bernstein polynomial introduced in Section 4.
Then,
MXnðsÞ ¼ ð1Þknð2pÞ2knbk s 
m
n
	 

MXnðs  2kÞ:
Proof. Let fASðnÞ and assume that Reðs  2kÞ4dðn  1Þ: Since the Schwartz space
SðnÞ is contained in IðsÞ for all s; we can assume that %Pð@Y ÞkfAIðsÞ: By (5.8) and
(4.4), we have
bk s  m
n
	 

A˜s2kðf ÞðYÞ ¼ bk s  m
n
	 

Z %nY f ; s  2k  m
n
	 

¼Z %nY %Pð@Y Þkf ; s  m
n
	 

¼ A˜sð %Pð@Y Þkf ÞðYÞ: ð5:12Þ
Hence, A˜sð %Pð@Y Þkf ÞðYÞ ¼ bk s  mn
 
A˜s2kðf ÞðYÞ as meromorphic functions.
Assume now that ReðsÞo dðn  1Þ so that A˜sð %Pð@Y Þkf ÞAL1ðn; dYÞ; then by
(5.12) we haveZ
n
ZXnðYÞA˜sð %Pð@Y Þkf ÞðYÞ dY ¼ bk s 
m
n
	 
Z
n
ZXnðYÞA˜s2kðf ÞðY Þ dY :
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Since, both sides of the previous identity admit meromorphic continuations, as
meromorphic functions
JXn;sðA˜sð %Pð@Y Þkf ÞÞ ¼ bk s 
m
n
	 

JXn;sþ2kðA˜s2kðf ÞÞ: ð5:13Þ
We complete the proof of the proposition by using the functional equation in
Theorem 5.9 in both sides of (5.13). &
Examples. In Section 2, we computed JX ;s in terms of generalized Bessel functions
when G ¼ GLð2n;RÞ: Shimura has also studied these functions in the setting of
classical groups associated to non-Euclidean Jordan algebras. See [19].
Some boundary behavior of JXn;sðf Þ will be needed. Write L ¼ AM with A ¼
expðaÞ: Observe that a is one-dimensional, choose H ¼ Sn1Hj and set at ¼ expðtHÞ
with tAR: Denote by 1P;s ¼ eðsþ
m
n
ÞL0HðxÞ; the function in the induced representation
IðsÞ that corresponds to the trivial K-type. We compute the limit as t tends to inﬁnity
of a
ðsþm
n
ÞL0
t JXn;sðatc1  1Þ: Before stating the result we introduce one more
deﬁnition.
Deﬁnition 5.14. Assume that sAC has ReðsÞ4dðn  1Þ: Deﬁne,
cPðsÞ ¼
Z
n
eðsþ
m
n
ÞL0ðHðexpðYÞÞÞ dY :
It is known that cPðsÞ admits a meromorphic continuation to C:
Proposition 5.15. Assume that sAC has ReðsÞ4dðn  1Þ and that cAL: Then, with the
notation just introduced, we have
lim
t-þN a
ðsþm
n
ÞL0
t JXn;sðatc1  1Þ ¼ cPðsÞ eðsþ
m
n
ÞL0ðHðcÞÞ:
Proof. If ReðsÞ4dðn  1Þ; then
lim
t-þN a
ðsþm
n
ÞL0
t JXn;sðatc1  1Þ
¼ lim
t-þN a
ðsþm
n
ÞL0
t
Z
YAn
e2pi/Xn;YSeðsþ
m
n
ÞL0ðHðca1t expðY ÞÞÞ dY
¼ lim
t-þN a
2
m
n
L0
t
Z
YAn
e2pi/Xn;YSeðsþ
m
n
ÞL0ðHðca1t expðYÞatÞÞ dY
¼ lim
t-þN
Z
YAn
e2pi/Xn;AdðatÞYSeðsþ
m
n
ÞL0ðHðc expðY ÞÞÞ dY
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¼
Z
n
eðsþ
m
n
ÞL0ðHðc expðYÞÞÞ dY
¼ eðsþmn ÞL0ðHðcÞÞ
Z
n
eðsþ
m
n
ÞL0ðHðc expðY Þc1ÞÞ dY
¼ cPðsÞeðsþ
m
n
ÞL0ðHðcÞÞ: &
Lemma 5.16. Assume that X ¼ c  Xn for some cAL: If ReðsÞ4dðn  1Þ and fAIðsÞ;
then a
ðsþm
n
ÞL0
t JX ;sðatf Þ is uniformly bounded on t: Moreover, there is a constant C
independent of s so that
jeðsþmn ÞL0HðcÞaðsþ
m
n
ÞL0
t JXn;sðatc1  f ÞjoC cPðReðsÞÞrðc  XnÞReðsÞ
uniformly on t:
Proof. The ﬁrst assertion follows easily from the computations in the proof of
Lemma 5.15. The estimate is obtained from the uniform boundedness statement
and Lemma 5.1. &
Proposition 5.17. Let a be a real number so that a4dðn  1Þ and let fASðnÞ: Let
On ¼ L=Sn be the open L-orbit in n: Then, there exists k40 such that, for
sAfsAC : ReðsÞoag;
eðsþ
m
n
ÞL0HðcÞJXn;sðatc1  1Þf ðc  XnÞr2kðc  XnÞ
belongs to L1ðL=Sn;r
m
n ðc  XnÞ dcÞ:
Proof. First, observe that for ReðsÞo dðn  1Þ; because of the functional equation
in Proposition 5.9
eðsþ
m
n
ÞL0HðcÞJXn;sðc1  1Þf ðc  XnÞ
¼ cPðsÞ
MXnðsÞ
eðsþ
m
n
ÞL0HðcÞJXn;sðc1  1Þf ðc  XnÞ: ð5:18Þ
Lemma 5.16 guarantees integrability of the right-hand side of Eq. (5.18). Second,
choose k ¼ m
n
þ Z with Z big enough so that for s on the strip dðn  1ÞoReðsÞoaZ
n
jf ðXÞjrðX ÞReðsÞþ2k dXoN:
The estimate in Lemma 5.16 and the choice of k makes the function
eðsþ
m
n
ÞL0HðcÞJXn;sðc1  1Þf ðc  XnÞr2kðc  XnÞ
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integrable on fsAC : dðn  1ÞoReðsÞoag,fsAC :  dðn  1Þ4ReðsÞg: If s is
on the strip dðn  1ÞpReðsÞpdðn  1Þ , we take l ¼ 2 m
n
; and F the ﬁnite
dimensional G span of
Vm n inside Vm g: Then, ReðsÞ þ l4dðn  1Þ and on a
neighborhood U of s
JX ;s ¼ SjajðsÞGðJX ;sþl#xjÞ
with G; ajðsÞ as in Theorem 5.6 and xj a basis of F: The functions ajðsÞ are
holomorphic on U : The operator G is independent of s and it is given explicitly in
terms of differential operators of the form Si;jðX ; X 0i Þ½yX 0i ; yZjZj  dZX ðZjÞ
withfZjg a basis of n and fX 0i g a basis of n: Thus,
eðsþ
m
n
ÞL0HðcÞf ðc  XnÞJXn;sðc1  1Þr2kðc  XnÞ
¼ rReðsÞþ2kðX Þf ðX ÞJX ;sð1Þ ¼ rReðsÞþ2kðXÞf ðX ÞSjajðsÞGðJX ;sþlð1Þ#xjÞ:
ð5:19Þ
Now integrability of the right-hand side of equality (5.19) follows from the explicit
formula for G and the boundedness result in Lemma 5.16. &
Proposition 5.20. Let a be a real number so that a4dðn  1Þ and let fASðnÞ: Let
On ¼ L=Sn be the open L-orbit in n: If k is as in Proposition 5.17, then
Z
L=Sn
JXn;sðatc1  1Þeðsþ
m
n
ÞL0ðHðcÞÞf ðc  XnÞrðc  XnÞ2kþ
m
n dc
is holomorphic on the region fsAC : ReðsÞoag:
Proof. By Theorem 5.6 it is enough to show, for fP;sAIndGP ðsÞ; that
Z
L=Sn
JXn;sðatc1  fP;sÞeðsþ
m
n
ÞL0ðHðcÞÞf ðc  XnÞrðc  XnÞ2kþ
m
n dc
is holomorphic on the region fsAC : jReðsÞj4dðn  1Þg: We prove that this is the
case by using the estimate in Lemma 5.16. Indeed, it follows from the estimate in
Lemma 5.16 that the family of functions depending on s that we are integrating is
dominated by a L1 function when s is in compact sets lying on ReðsÞ4dðn  1Þ: On
the other hand, Eq. (5.18) and Lemma 5.16 yield the same conclusion for s in
compact sets lying in the region ReðsÞo dðn  1Þ without the poles of cPðsÞ
MXn ðsÞ: &
ARTICLE IN PRESS
L. Barchini / Journal of Functional Analysis 216 (2004) 47–7064
6. The Poisson transform
The Poisson transform Ps: Ind
G
P ðsÞ-CNðG=KÞ is given by the following formula
PsðjÞðgÞ ¼
Z
K
jðgkÞ dk ¼
Z
%N
eðs
m
n
ÞL0ðHðg1 %nÞÞjð %nÞ d %n:
Lemma 6.1. If ReðsÞ4dðn  1Þ; then
lim
t-þN a
ðsþm
n
ÞL0
t PsðjÞð %n0atÞ ¼ A˜sðjÞð %n0Þ:
Proof.
PsðjÞð %n0atÞ ¼PsðjÞð %n0w0a1t Þ
¼
Z
K
jð %n0w0a1t kÞ dk
¼
Z
%N
eðs
m
n
ÞL0ðHð %nÞÞjð %n0w0a1t %nÞ d %n
¼ aðsþ
m
n
ÞL0
t
Z
%N
eðs
m
n
ÞL0ðHð %nÞÞjð %n0w0a1t %natÞ d %n
by change of variables a1t %nat- %n
¼ aðs
m
n
ÞL0
t
Z
%N
eðs
m
n
ÞL0ðHðat %na1t ÞÞjð %n0w0 %nÞ d %n:
Thus, we have
lim
t-þN a
ðsþm
n
ÞL0
t PsðjÞð %n0atÞ ¼ lim
t-þN
Z
%N
eðs
m
n
ÞL0ðHðat %na1t ÞÞjð %n0w0 %nÞ d %n:
As t tends to inﬁnity, at %na
1
t tends to 1: We use dominated convergence to
exchange limit and integration and obtain the required result. We verify that
eðReðsÞ
m
n
ÞL0ðHðat %na1t ÞÞeðReðsÞ
m
n
ÞL0ðHð %nÞÞ is dominated by an integrable function as at
tends to inﬁnity. To do so we can, for example, imitate the argument in [11, p. 199].
We write ReðsÞ ¼ dðn  1Þ þ e m
n
þ l with l positive and 0oep1: Then, our
function is
eð
m
n
þdðn1Þþeð1þeÞÞL0ðHð %nÞÞfeð1þeÞð1þeÞL0ðHðat %na1t ÞÞg
feðlþedðn1ÞÞL0ðHðat %na1t ÞÞeðlþedðn1ÞÞL0ðHð %nÞÞg:
The expressions in braces are each bounded above by 1 and the ﬁrst factor is
integrable by [1, Lemma 3.15]. &
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Proposition 6.2. We keep the notation just introduced. Let s be a complex number with
ReðsÞo dðn  1Þ: Let jð %nY ÞAIðsÞ be of the form jð %nY Þ ¼ fˆðYÞ; with fASðnÞ: Then,
PsðjÞð %nY0atÞ ¼
Z
n
f ðXÞe2pi/Y0;XSJX ;sðat  1Þ dX :
Proof.
PsðjÞð %nY0atÞ ¼
Z
%N
eðs
m
n
ÞL0ðHða1t %nÞÞjð %nY0 %nÞ d %n
¼
Z
n
eðs
m
n
ÞL0ðHða1t expðY ÞÞÞ fˆðY0 þ Y Þ dY : ð6:3Þ
The function 1P;sðxÞ ¼ eðs
m
n
ÞL0HðxÞ is in the induced space IndGP ðsÞ: Since we are
assuming that ReðsÞo dðn  1Þ; it follows that 1P;sðexpðY ÞÞAL1ðnÞ-L2ðnÞ: We
apply Plancherel theorem in the right-hand side of Eq. (6.3) to obtain
PsðjÞð %nY0atÞ ¼
Z
n
JX ;sðat  1Þf ðX Þe2pi/Y0;XS dX : &
Remark 6.4. Compare with Proposition 2.9. When G ¼ GLð2n;RÞ; Faraut and
Kora´nyi found an explicit integral formula for JX ;sðat  1Þ valid for every sAC: We
used that explicit expression in order to ﬁnd estimates for JX ;sðat  1Þ in the region
fsAC :ReðsÞ4ðn  1Þg: For a more general group G; a formula for JX ;sðat  1Þ is
only available in the region fsAC; ReðsÞ4dðn  1Þg: Thus, in the next proposition
we express PsðjÞ in terms of JX ;sðat  1Þ:
Recall that the open L-orbit in n; On ¼ L=Sn; is dense in n and write XAOn as
X ¼ c  Xn:
Proposition 6.5. With the notation just introduced and for sAC with ReðsÞo dðn 
1Þ; we have
PsðjÞð %nY0atÞ ¼
MXnðsÞ
cPðsÞ
Z
L=Sn
JXn;sðatc1  1Þeðsþ
m
n
ÞL0ðHðcÞÞ
f ðc  XnÞe2pi/Y0;cXnSrðc  XnÞ
m
n dc:
Proof. By the previous proposition, for sAC with ReðsÞo dðn  1Þ we have
PsðjÞð %nY0atÞ ¼
Z
n
f ðXÞe2pi/Y0;XSJX ;sðat  1Þ dX
¼
Z
L=Sn
f ðc  XnÞe2pi/Y0;cXnSJcXn;sðat  1Þrðc  XnÞ
m
n dc; ð6:6Þ
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where rðc  XnÞ
m
n ¼ jdetðAdðcÞjnÞj ¼ e2
m
n
L0ðHðcÞÞ: Relating JcXn;s to JXn;s as in
Lemma 5.10, we have
PsðjÞð %nY0atÞ ¼
Z
L=Sn
JXn;sðatc1  1Þeðsþ
m
n
ÞL0ðHðcÞÞ
f ðc  XnÞe2pi/Y0;cXnSrðc  XnÞ
m
n dc; ð6:7Þ
where JXn;sðatc1  1Þ ¼ cPðsÞ1JXn;sðatc1  A˜sð1ÞÞ:
On the other hand, by Theorem 5.9
cPðsÞ1JXn;sðatc1  A˜sð1P;sÞÞ ¼
MXnðsÞ
cPðsÞ JXn;sðatc
1  1P;sÞ: ð6:8Þ
We complete the proof of the proposition by substituting (6.8) into (6.7). &
Remark 6.9. The identity in Proposition 6.5 shows that the integral on the right-
hand side has a meromorphic continuation as a function of s with singularities
possibly at the poles of
cPðsÞ
MXn ðsÞ:
7. The functional equation
The main result of this section is the following theorem. We let MXnðsÞ be the
constant occurring in the functional equation in Theorem 5.9.
Theorem 7.1. Let sAC and let fASðnÞ: As meromorphic functions
Z fˆ; s  m
n
	 

¼ MXnðsÞZðf ;sÞ:
Proof. If a4dðn  1Þ; on the region fsAC : ReðsÞoag we have proved in Proposition
5.17 that there exists k40 so that eðsþ
m
n
ÞL0HðcÞJXn;sðatc1  1Þrðc  XnÞ2k belongs
to L1ðL=Sn;rðc  XnÞ
m
n dcÞ: Moreover, by Proposition 5.20Z
L=Sn
JXn;sðatc1  1Þeðsþ
m
n
ÞL0ðHðcÞÞf ðc  XnÞrðc  XnÞ2kþ
m
n dc
is holomorphic on the region ReðsÞoa:
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Set jð %nY Þ ¼ drðÞ2kf ðYÞ: Since PsðjÞ is entire on s; by Propositions 6.2 and 6.5 on
an open neighborhood of s we have
a
ðsþm
n
ÞL0
t
cPðsÞ
MXnðsÞ
PsðjÞðatÞ
¼ aðsþ
m
n
ÞL0
t
Z
L=Sn
JXn;sðatc1  1Þ eðsþ
m
n
ÞL0ðHðcÞÞf ðc  XnÞrðc  XnÞ2kþ
m
n dc: ð7:2Þ
By Lemma 6.1 the limit as t tends to inﬁnity of the left-hand side of 7.2 is
cPðsÞ
MXn ðsÞ A˜sðjÞð1Þ: To compute the limit as t tends to inﬁnity of the right-hand side of
7.2, we use Proposition 5.15 and Lebesgue Dominated Convergence theorem. We
obtain
A˜sðjÞð1Þ ¼ lim
t-þN a
ðsþm
n
ÞL0
t PsðjÞðatÞ
¼MXnðsÞ
Z
L=Sn
f ðc  XnÞrsðc  XnÞrðc  XnÞ2kþ
m
n dc
¼MXnðsÞ
Z
n
f ðXÞr2ksðXÞ dX : ð7:3Þ
As dr2kf ¼ ð1Þknð2pÞ2kn %Pkð@X Þfˆ; the left-hand side of (7.3) is equal to
ð1Þknð2pÞ2knA˜sð %Pkð@X Þfˆ Þ: Using Eqs. (5.8) and (4.4) we can conclude
A˜sð dr2kðÞf Þð1Þ ¼ ð1Þknð2pÞ2knA˜sð %Pkð@X Þfˆ Þð1Þ
¼ ð1Þknð2pÞ2knbk s  m
n
	 

Z fˆ; s  m
n
 2k
	 

: ð7:4Þ
Combining Eqs. (7.3) and (7.4), we obtain
ð1Þknð2pÞ2knbk s  m
n
	 

Z fˆ; s  m
n
 2k
	 

¼ MXnðsÞZðf ;s þ 2kÞ: ð7:5Þ
Next, we express the Bernstein polynomial bkðsÞ in terms of MXnðsÞ as in
Proposition 5.11 to obtain
Z fˆ; s  m
n
 2k
	 

¼ MXnðs  2kÞZðf ;s þ 2kÞ: ð7:6Þ
The change of variables s ¼ s  2k gives the result, at least on some open set on C:
The full result is obtained by analytic continuation. &
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8. Tables
Table 1 gives information on the groups satisfying Assumptions 3.1. The Jordian
algebras for the groups are shown in Table 2.
Remark 8.1. For Cases 10 and 11 we view the quaternionic matrices as complex
matrices of the form Z ¼ A %B B%A
 
: Then detC refers to the determinant of the complex
matrix.
ARTICLE IN PRESS
Table 1
Groups satisfying Assumptions 3.1
G rankðnÞ m ¼ dimðnÞ d e
1. GLð2n;RÞ; nX2 n n2 1 0
2. Oð2n; 2nÞ; nX2 n nð2n  1Þ 2 0
3. E7ð7Þ 3 27 4 0
4. Oðp; qÞ; p; qX3 2 p þ q  2 pþq4
2
0
5. Spðn;CÞ n nðn þ 1Þ 1 1
6. GLð2n;CÞ n 2n2 2 1
7. SOð4n;CÞ n 2nð2n  1Þ 4 1
8. E7;C 3 54 8 1
9. SOðp;CÞ 2 2ðp  2Þ p  4 1
10. Spðn; nÞ n nð2n þ 1Þ 2 2
11. SLð2n;HÞ n 4n2 4 3
12. SOðp; 1Þ 1 p 0 p  1
Table 2
Jordan algebras for the groups in Table 1
VCn L r
1. Mðn  n;RÞ ðGLðn;RÞ  GLðn;RÞÞ jdetj
2. Skewð2n: RÞ GLð2n;RÞ Pfafﬁan
3. Hermð3;OsplitÞ E6ð6Þ  R degree 3 R-poly
4. Rp1;q1 RSOðp  1; q  1Þ ðX ; XÞ
5. Symðn;CÞ GLðn: CÞ jdetj
6. Mðn  n;CÞ SðGLðn;CÞ  GLðn;CÞÞ jdetj
7. Skewð2n;CÞ GLð2n;CÞ jPfaffianj
8. Hermð3;OÞC E6;CC jdegree 3 C-polyj
9. Cp1 Oðp  2: CÞ  C jðZ; ZÞj
10. Symð2n;CÞ-MnnðHÞ GLðn;HÞ jdetCðZÞj
1
2
11. Mðn  n;HÞ GLðn;HÞ  GLðn;HÞ jdetCðZÞj
1
2
12. Rp;1 Oðp  1Þ  R jj  jj
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