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ISOMORPHISM, NONISOMORPHISM, AND AMENABILITY OF
Lp UHF ALGEBRAS
N. CHRISTOPHER PHILLIPS
Abstract. In a previous paper, we introduced Lp UHF algebras for p ∈
[1,∞). We concentrated on the spatial Lp UHF algebras, which are classified
up to isometric isomorphism by p and the scaled ordered K0-group. In this
paper, we concentrate on a larger class, the Lp UHF algebras of tensor product
type constructed using diagonal similarities. Such an algebra is still simple and
has the same K-theory as the corresponding spatial Lp UHF algebra. For each
choice of p and the K-theory, we provide uncountably many nonisomorphic
such algebras. We further characterize the spatial algebras among them. In
particular, if A is one of these algebras, the following are equivalent:
• A is isomorphic (not necessarily isometrically) to a spatial Lp UHF al-
gebra.
• A is amenable as a Banach algebra.
• A has approximately inner tensor flip.
These conditions are also equivalent to a natural numerical condition defined
in terms of the ingredients used to construct the algebra.
In [14], we introduced analogs of UHF C*-algebras which act on Lp spaces instead
of on Hilbert space. The purpose of this paper is to prove further results about
such algebras. For each p ∈ [1,∞) and choice of K-theory, we prove the existence
of uncountably many such algebras with the given K-theory and which are not
isomorphic, even when the isomorphisms are not required to be isometric. We
give several conditions which characterize the “standard” examples of [14] within
a larger class, including amenability and approximate innerness of the tensor flip.
In [14], we were primarily interested in a particular family of examples, the spatial
Lp UHF algebras, which were needed for the proof of simplicity of the analogs of
Cuntz algebras acting on Lp spaces. For p = 2, a spatial Lp UHF algebra is a UHF
C*-algebra. For general p ∈ [1,∞), we showed that p, together with the scaled
ordered K0-group (equivalently, the supernatural number), is a complete invariant
for both isomorphism and isometric isomorphism of spatial Lp UHF algebras. We
also proved that spatial Lp UHF algebras are amenable Banach algebras. For a
larger class of Lp UHF algebras, we proved simplicity and existence of a unique
normalized trace.
Here, we consider Lp UHF algebras A of tensor product type, a subclass of the
class for which we proved simplicity in [14]. Tensor product type means that there
are a sequence d = (d(1), d(2), . . .) in {2, 3, 4, . . .}, probability spaces (Xn,Bn, µn),
and unital representations ρn : Md(n) → L(L
p(Xn, µn)) such that, with (X,B, µ)
being the product measure space, A is the closed subalgebra of the bounded oper-
ators on Lp(X,µ) =
⊗∞
n=1 L
p(Xn, µn) generated by all operators of the form
ρ1(a1)⊗ ρ2(a2)⊗ · · · ⊗ ρm(am)⊗ 1⊗ 1⊗ · · ·
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with
m ∈ Z≥0, a1 ∈Md(1), a2 ∈Md(2), · · · , am ∈Md(m).
For our strongest results, we further require that the representations ρn be direct
sums of finitely or countably many representations similar to the identity repre-
sentation. That is, identifying Md(m) with the algebra of bounded operators on a
probability space with d(m) points, they are direct sums of maps a 7→ sas−1 for
invertible elements s ∈Md(m). We mostly further require that the matrices s all be
diagonal.
The K-theory of A is determined by the formal product of the numbers d(n),
more precisely, by the formal prime factorization in which the exponent of a prime p
is the sum of its exponents in the prime factorizations of the numbers d(n). To avoid
the intricacies of K-theory, we work in terms of this invariant, called a “supernatural
number” (Definition 1.1 below), instead.
Our convention is that isomorphisms of Banach algebras are required to be con-
tinuous and have continuous inverses, but they are not required to be isometric. To
specify the more restrictive version, we refer to an isometric isomorphism, or say
that two Banach algebras are isometrically isomorphic.
For the rest of the introduction, fix p ∈ [1,∞) and a supernatural number N. For
an Lp UHF algebra A ⊂ L(Lp(X,µ)) of tensor product type constructed using diag-
onal similarities and with the given supernatural number N, we give (Theorem 4.10)
a number of equivalent conditions for isomorphism with the spatial Lp UHF algebra
with supernatural number N. One of these is approximate innerness of the tensor
flip on the Lp operator tensor product: there is a bounded net (vλ)λ∈Λ in the
Lp operator tensor product A ⊗p A such that (v
−1
λ )λ∈Λ is also bounded and such
that limλ∈Λ vλ(a ⊗ b)v
−1
λ = b ⊗ a for all a, b ∈ A. (The C*-algebra version of this
condition has been studied in [5]. It is rare.)
Another condition is numerical: with ρn as in the description above, it is that∑∞
n=1(‖ρn‖−1) <∞.Moreover, ‖ρn‖ is easily computed in terms of the similarities
used in the construction of A.
Two further equivalent conditions are amenability and symmetric amenability
as a Banach algebra. See Proposition 2.4 and the preceding discussion for more on
these conditions. Recall that a C*-algebra is amenable if and only if it is nuclear.
(See Corollary 2 of [3] and Theorem 3.1 of [10].) In Theorem 2 of [12], it is shown
that a unital nuclear C*-algebra is symmetrically amenable if and only if every
nonzero quotient of A has a tracial state.
A fifth condition is that A be similar to a spatial Lp UHF algebra, that is, that
there be an invertible element v ∈ L(Lp(X,µ)) such that vAv−1 is a spatial Lp UHF
subalgebra of L(Lp(X,µ)). When p = 2, our results imply that if A is amenable
then it is in fact similar to a C*-algebra. In this case, we can omit the requirement
that the similarities in the construction of our algebra be diagonal. A question
open for some time (see Problem 30 in the “Open Problems” chapter of [16]) asks
whether an amenable closed subalgebra of the bounded operators on a Hilbert space
is similar to a C*-algebra. Little seems to be known. Two main positive results
are for subalgebras of K(H) (see the last paragraph of [9]) and for commutative
subalgebras of finite factors (see [2]). A claimed result for singly generated operator
algebras [7] has been retracted [8]. If A ⊂ L(H) is a closed amenable subalgebra,
then A is already a C*-algebra if A is generated by elements which are normal in
L(H) ([4]) or if A is unital and 1-amenable (Theorem 7.4.18(2) of [1]). The answer
is negative in the inseparable case [6]. The class of examples for which we give
a positive answer, the L2 UHF algebras of tensor product type constructed using
similarities, is small (although it includes uncountably many isomorphism types
for every supernatural number N), but is quite different from any other classes of
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examples for which the question was previously known to have a positive answer.
The fact that the theorem holds for any p ∈ [1,∞) when the similarities are diagonal
suggests that there might be an interesting Lp analog of this question.
We have partial results in the same direction for general Lp UHF algebras of
tensor product type. We have no counterexamples to show that the results de-
scribed above fail in this broader class. However, we also do not know how to
deduce anything from amenability of a general Lp UHF algebras of tensor product
type, or even from the stronger condition of symmetric amenability. We do have
a condition related to approximate innerness of the tensor flip, and a numerical
condition involving norms of representations, which for algebras in this class imply
isomorphism to the corresponding spatial algebra.
We further prove (Theorem 5.14) that for every p ∈ [1,∞) and supernatural
number N, there are uncountably many pairwise nonisomorphic Lp UHF algebras
of tensor product type constructed using diagonal similarities. In particular, there
are uncountably many nonisomorphic such algebras which are not amenable.
This paper is organized as follows. In Section 1, we recall some material from [14],
in particular, the construction of Lp UHF algebras of tensor product type. In
Section 2, we discuss amenability, symmetric amenability, approximate innerness
of the tensor flip, and approximate innerness of the related tensor half flip. For
Lp UHF algebras of tensor product type, we prove the implications we can between
these conditions, several related conditions, and isomorphism to the spatial Lp UHF
algebra.
In Section 3, we specialize to Lp UHF algebras of tensor product type constructed
using systems of similarities. The new feature is that the norms of the representa-
tions involved are more computable. We prove a number of lemmas which will be
used in the remaining two sections. Although we do not formally state it, at the
end we discuss a strengthening of the main result of Section 2.
In Section 4 we further specialize to diagonal similarities. One can then get good
information on the norms of matrix units. We prove the equivalence of a number of
conditions (some of them described above) to isomorphism with the corresponding
spatial Lp UHF algebra. Section 5 gives the construction of uncountably many
nonisomorphic algebras in this class.
We are grateful to Volker Runde for useful email discussions and for providing
references, and to Narutaka Ozawa for suggesting that we consider amenability of
our algebras. Some of this work was done during a visit to Tokyo University during
December 2012. We are grateful to that institution for its hospitality.
1. Lp UHF algebras of tensor product type
In this section, we recall the construction of Lp UHF algebras of (infinite) tensor
product type (Example 3.8 of [14]), and several other results and definitions of [14].
We start by recalling supernatural numbers, which are the elementary form of the
isomorphism invariant for spatial Lp UHF algebras.
Definition 1.1 (Definition 3.3 of [14]). Let P be the set of prime numbers. A
supernatural number is a function N : P → Z>0 ∪ {∞} such that
∑
t∈P N(t) =∞.
Let d = (d(1), d(2), . . .) be a sequence in {2, 3, 4, . . .}. We define
rd(n) = d(1)d(2) · · · d(n)
for n ∈ Z≥0. (Thus, rd(0) = 1.) We then define the supernatural number associated
with d to be the function Nd : P → Z≥0 ∪ {∞} given by
Nd(t) = sup
({
k ∈ Z≥0 : there is n ∈ Z≥0 such that t
k divides rd(n)
})
.
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Definition 1.2 (Definition 3.4 of [14]). Let (X,B, µ) be a σ-finite measure space,
let p ∈ [1,∞), and let A ⊂ L(Lp(X,µ)) be a unital subalgebra. Let N be a
supernatural number. We say that A is an Lp UHF algebra of type N if there exist a
sequence d as in Definition 1.1 withNd = N, unital subalgebrasD0 ⊂ D1 ⊂ · · · ⊂ A,
and algebraic isomorphisms σn : Mrd(n) → Dn, such that A =
⋃∞
n=0Dn.
Notation 1.3. For d ∈ Z>0 and p ∈ [1,∞], we let l
p
d = l
p
(
{1, 2, . . . , d}
)
, using
normalized counting measure on {1, 2, . . . , d}, that is, the total mass is 1.We further
let Mpd = L
(
lpd
)
with the usual operator norm, and we algebraically identify Mpd
with the algebra Md of d× d complex matrices in the standard way.
One gets the same normed algebra Mpd if one uses the usual counting measure.
(We make a generalization explicit in Lemma 2.11 below.)
Many articles on Banach spaces use Lp(X,µ) rather than L
p(X,µ), and use ldp
for what we call lpd. Our convention is chosen to avoid conflict with the standard
notation for Leavitt algebras, which appear briefly here and play a major role in
the related papers [13], [14], and [15].
We now recall the construction of Lp UHF algebras of tensor product type (Ex-
ample 3.8 of [14]). See [14] for further details and for justification of the statements
made here, in particular, for the tensor product decomposition of Lp of a product
of measure spaces.
Example 1.4 (Example 3.8 of [14]). Let p ∈ [1,∞). We take N = Z>0. For
each n ∈ N, let (Xn,Bn, µn) be a probability space, let d(n) ∈ {2, 3, . . .}, and let
ρn : Md(n) → L(L
p(Xn, µn)) be a representation (unital, by our conventions).
For every subset S ⊂ N, let (XS ,BS, µS) be the product measure space of the
spaces (Xn,Bn, µn) for n ∈ S.We let 1S denote the identity operator on L
p(XS , µS).
For S ⊂ N and n ∈ Z≥0 we take
S≤n = S ∩ {1, 2, . . . , n} and S>n = S ∩ {n+ 1, n+ 2, . . .}.
We make the identification
(1.1) Lp(XS , µS) = L
p(XS≤n , µS≤n)⊗p L
p(XS>n , µS>n).
Suppose now that S is finite. Set l(S) = card(S), and write
S = {mS,1, mS,2, . . . ,mS,l(S)}
with mS,1 < mS,2 < · · · < mS,l(S). We make the identification
Lp(XS , µS) = L
p(XmS,1 , µmS,1)⊗pL
p(XmS,2 , µmS,2)⊗p · · ·⊗pL
p(XmS,l(S) , µmS,l(S)).
Set
d(S) =
l(S)∏
j=1
d(mS,j) and MS =
l(S)⊗
j=1
Md(mS,j) ⊂ L
p(XS , µS).
We take d(∅) = 1 and M∅ = C. Then MS ∼= Md(S). Further let ρS : MS →
L(Lp(XS , µS)) be the unique representation such that for
a1 ∈Md(mS,1), a2 ∈Md(mS,2), · · · , al(S) ∈Md(mS,l(S)),
we have
ρS(a1 ⊗ a2 ⊗ · · · ⊗ al(S)) = ρd(mS,1)(a1)⊗ ρd(mS,2)(a2)⊗ · · · ⊗ ρd(mS,l(S))(al(S)).
For finite sets S ⊂ T ⊂ N, there is an obvious homomorphism ϕT,S : MS →MT ,
obtained by filling in a tensor factor of 1 for every element of T \S.We then define
ρT,S = ρT ◦ ϕT,S : MS → L(L
p(XT , µT )). When S is finite but T is not, we define
a representation of MS on L
p(XT , µT ) as follows. Choose some n ≥ sup(S), and,
following (1.1) and Theorem 2.16(3) of [13], for a ∈MS set
ρT,S(a) = ρT≤n,S(a)⊗ 1T>n ∈ L(L
p(XT , µT )).
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We equipMS with the norm ‖a‖ = ‖ρS(a)‖ for all a ∈MS . Then the maps ϕT,S ,
for S ⊂ T ⊂ N finite, and ρT,S , for S ⊂ T ⊂ N with S finite, are all isometric. For
S ⊂ N finite, we now define AS ⊂ L(L
p(X,µ)) by AS = ρN,S(MS), and for S ⊂ N
infinite, we set AS =
⋃∞
n=0AS≤n . In a similar way, we defineAT,S ⊂ L(L
p(XT , µT )),
for arbitrary S, T with S ⊂ T ⊂ N.
The algebra A = AN is an L
p UHF algebra of type Nd in the sense of Def-
inition 1.2. When the ingredients used in its construction need to be specified,
we set d = (d(1), d(2), . . .) and ρ = (ρ1, ρ2, . . .), and write A(d, ρ). We also take
σn : Mrd(n) → A to be σn = ρN,N≤n .
The basic representations ofMpd are the spatial representations. For the purposes
of this paper, we use the following condition for a representation to be spatial.
Proposition 1.5. Let p ∈ [1,∞), let d ∈ Z>0, let (X,B, µ) be a σ-finite measure
space, and let ρ : Mpd → L(L
p(X,µ)) be a unital homomorphism. Let (ej,k)j,k=1,2,...,d
be the standard system of matrix units for Mpd . Then ρ is a spatial representa-
tion if and only if there is a measurable partition X =
∐d
j=1Xj such that for
j, k = 1, 2, . . . , d the operator ρ(ej,k) is a spatial partial isometry, in the sense of
Definition 6.4 of [13], with domain support Xk and range support Xj .
Proof. For p 6= 2, this statement easily follows by combining several parts of The-
orem 7.2 of [13]. For p = 2 (and in fact for any p ∈ [1,∞)), it is also easily proved
directly. 
Corollary 1.6. Let p ∈ [1,∞), let k, l ∈ Z>0, let (X,B, µ) and (Y, C, ν) be σ-
finite measure spaces, and let ρ : Mpk → L(L
p(X,µ)) and σ : Mpl → L(L
p(Y, ν)) be
spatial representations. Identify Lp(X,µ)⊗p L
p(Y, ν) with Lp(X × Y, µ× ν) as in
Theorem 2.16 of [13] and Mpk ⊗p M
p
l with M
p
kl as in Corollary 1.13 of [14]. Then
ρ⊗ σ : Mpkl → L
(
Lp(X × Y, µ× ν)
)
is a spatial representation.
Proof. By Lemma 6.20 of [13], the tensor product of spatial partial isometries is
again a spatial partial isometry, with domain and range supports given as the
products of the domain and range supports of the tensor factors. The result is then
immediate from Proposition 1.5. 
For p ∈ [1,∞) \ {2}, a representation of Md on an L
p space is spatial if and only
if it is isometric (see Theorem 7.2(3) of [13]), but this is not true for p = 2.
We briefly recall that a representation of Md has enough isometries (Definition
2.7(1) of [14]) if there is an irreducibly acting subgroup of its invertible group
inv(Md) whose images are isometries, that it locally has enough isometries (Defi-
nition 2.7(2) of [14]) if it is a direct sum (in the sense of Definition 3.6 below) of
representations with enough isometries (presumably using different subgroups for
the different summands), and that it dominates the spatial representation (Defini-
tion 2.7(3) of [14]) if in addition one of the summands is spatial.
Definition 1.7 (Definition 3.9 of [14]). Let (X,B, µ) be a σ-finite measure space,
let p ∈ [1,∞), and let A ⊂ L(Lp(X,µ)) be a unital subalgebra.
(1) We say that A is an Lp UHF algebra of tensor product type if there ex-
ist d and ρ = (ρ1, ρ2, . . .) as in Example 1.4 such that A is isometrically
isomorphic to A(d, ρ).
(2) We say that A is a spatial Lp UHF algebra if in addition it is possible to
choose each representation ρn to be spatial in the sense of Definition 7.1
of [13].
(3) We say that A locally has enough isometries if it is possible to choose d and
ρ as in (1) such that, in addition, ρn locally has enough isometries, in the
sense of Definition 2.7(2) of [14], for all n ∈ Z>0.
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(4) If A locally has enough isometries, we further say that A dominates the
spatial representation if it is possible to choose d and ρ as in (3) such that,
in addition, for all n ∈ Z>0 the representation ρn dominates the spatial
representation in the sense of Definition 2.7(3) of [14].
In particular, if we take the infinite tensor product of the algebras Mpd(n), repre-
sented as in Notation 1.3, the resulting Lp UHF algebra of tensor product type is
spatial.
Theorem 1.8. Let p ∈ [1,∞) and let N be a supernatural number. Then there
exists a spatial Lp UHF algebra A of type N. It is unique up to isometric isomor-
phism. It is of tensor product type, in fact isometrically isomorphic to A(d, ρ) as
in Example 1.4 for any sequence d with Nd = N and any sequence ρ consisting of
spatial representations. Moreover, for any σ-finite measure space (Z,D, λ) and any
closed unital subalgebra D ⊂ L(Lp(Z, λ)), any two choices of spatial direct system
of type N (as in Definition 3.5 of [14]), with any unital isometric representations
of the direct limits on Lp spaces, give isometrically isomorphic Lp tensor products
A⊗p D.
Proof. For all but the last two sentences, see Theorem 3.10 of [14]. For the second
last sentence, the only additional fact needed is that A(d, ρ) is a spatial Lp UHF
algebra. This follows from Definition 3.5 of [14] and Corollary 1.6.
We prove the last statement. Let (X,B, µ) and (Y, C, ν) be σ-finite measure
spaces. Let A ⊂ L(Lp(X,µ)) and B ⊂ L(Lp(Y, ν)) be spatial Lp UHF algebras
of type N. Let A0 ⊂ A1 ⊂ · · · ⊂ A and B0 ⊂ B1 ⊂ · · · ⊂ B be subalgebras
such that, with ϕn,m : Am → An and ψn,m : Bm → Bn being the inclusion maps
for m ≤ n, the systems
(
(An)n∈Z≥0 , (ϕn,m)m≤n
)
and
(
(Bn)n∈Z≥0 , (ψn,m)m≤n
)
are
spatial direct systems of type N, and such that A =
⋃∞
n=0An and B =
⋃∞
n=0Bn.
Then
A⊗pD =
∞⋃
n=0
An ⊗p D ∼= lim−→
An⊗pD and B⊗pD =
∞⋃
n=0
Bn ⊗p D ∼= lim−→
Bn⊗pD,
with the isomorphisms being isometric. Theorem 3.7 of [14] shows that the direct
limits are isometrically isomorphic. 
2. Spatial Lp UHF algebras
In this section, we consider Lp UHF algebras of tensor product type for a fixed
value of p and a fixed supernatural number. We give some conditions which im-
ply that such an algebra is isomorphic to the corresponding spatial algebra. We
also prove that the spatial Lp UHF algebras are symmetrically amenable, hence
amenable in the sense of Banach algebras, and that they have approximately inner
tensor flip. The machinery we develop will be used for the more special classes
considered in later sections.
We will need the projective tensor product of Banach spaces. Many of its prop-
erties are given in Section B.2.2 of Appendix B in [16]. There are few proofs, but
the omitted proofs are easy.
Notation 2.1. Let E and F be Banach spaces. We denote by E⊗̂F the projective
tensor product of Definition B.2.10 of [16], and similarly for more than two factors.
When the norm on this space must be made explicit to avoid confusion, we denote
it by ‖ · ‖pi. (It is given on an element µ in the algebraic tensor product E ⊗alg
F by the infimum of all sums
∑n
k=1 ‖ξk‖ · ‖ηk‖ for which ξ1, ξ2, . . . , ξn ∈ E and
η1, η2, . . . , ηn ∈ F satisfy
∑n
k=1 ξk ⊗ ηk = µ.) If E1, E2, F1, and F2 are Banach
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spaces, a1 ∈ L
(
E1, F1), and a2 ∈ L(E2, F2
)
, we write a⊗̂b for the tensor product
map in L
(
E1⊗̂E2, F1⊗̂F2
)
.
The projective tensor product is the maximal tensor product, in the sense that
there is a contractive linear map from E⊗̂F to the completion of E ⊗alg F in any
other cross norm. (See Exercise B.2.9 of [16].) The projective tensor product of
Banach algebras A and B is a Banach algebra (Exercise B.2.14 of [16]), in which,
by the definition of a cross norm,
∥∥a⊗̂b∥∥ = ‖a‖ · ‖b‖ for a ∈ A and b ∈ B.
The main purpose of the following lemma is to establish notation for the maps
in the statement.
Lemma 2.2. Let A be a Banach algebra. Then there are unique contractive
linear maps ∆A : A⊗̂A → A and ∆
op
A : A⊗̂A → A such that ∆A(a ⊗ b) = ab and
∆opA (a⊗ b) = ba for all a, b ∈ A.
Proof. This is immediate from the standard properties of the projective tensor
product. 
Lemma 2.3. Let A and B be Banach algebras, and let ϕ : A→ B be a continuous
homomorphism. Then
∆B ◦
(
ϕ⊗̂ϕ
)
= ϕ ◦∆A and ∆
op
B ◦
(
ϕ⊗̂ϕ
)
= ϕ ◦∆opA .
Proof. Use the relation ϕ(xy) = ϕ(x)ϕ(y) for x, y ∈ A. 
The definition of an amenable Banach algebra is given in Definition 2.1.9 of [16];
see Theorem 2.2.4 of [16] for two standard equivalent conditions. We will also use
symmetric amenability (introduced in [11]). The following characterizations for
unital Banach algebras are convenient here.
Proposition 2.4. Let A be a unital Banach algebra. Then:
(1) A is amenable if and only if there is a bounded net (mλ)λ∈Λ in A⊗̂A such
that
lim
λ∈Λ
(
(a⊗ 1)mλ −mλ(1⊗ a)
)
= 0
for all a ∈ A and such that limλ∈Λ∆A(mλ) = 1.
(2) A is symmetrically amenable if and only if there is a bounded net (mλ)λ∈Λ
in A⊗̂A such that
lim
λ∈Λ
(
(a⊗ b)mλ −mλ(b⊗ a)
)
= 0
for all a, b ∈ A and such that limλ∈Λ∆A(mλ) = limλ∈Λ∆
op
A (mλ) = 1.
Proof. Part (1) is Theorem 2.2.4 of [16]. We have taken advantage of the fact that
A is unital to rewrite the definition of the module structures on A⊗̂A used there
in terms of the multiplication in A⊗̂A and to simplify the condition involving ∆A.
With the same modifications, Part (2) follows from Proposition 2.2 of [11].
(In [11], the commutation relation in (2) is stated separately for a ⊗ 1 and 1 ⊗ b,
but the combination of those is clearly equivalent to our condition.) 
We will need the diagonal in Md from Example 2.2.3 of [16] (used in Example
2.3.16 of [16]), and called m there.
Lemma 2.5. Let d ∈ Z>0, let (ej,k)j,k=1,2,...,d be the standard system of matrix
units for Md, and let yd ∈Md ⊗Md be given by yd =
1
d
∑d
r,s=1 er,s ⊗ es,r. Then:
(1) y2d = d
−2 · 1.
(2) yd(a⊗ b)y
−1
d = b⊗ a for all a, b ∈Md.
(3) ∆Md(yd) = ∆
op
Md
(yd) = 1.
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(4) For any finite subgroup G ⊂ inv(Md) whose natural action on C
d is irre-
ducible, we have
yd =
1
card(G)
∑
g∈G
g ⊗ g−1.
(5) If x ∈ Md satisfies x(a ⊗ b) = (b ⊗ a)x for all a, b ∈ Md and ∆Md(x) = 1,
then x = yd.
(6) Let ϕ : Md →Md be an automorphism. Then (ϕ⊗ ϕ)(yd) = yd.
(7) For every p ∈ [1,∞), we have ‖yd‖pi = 1 in M
p
d ⊗̂M
p
d .
(8) For every p ∈ [1,∞), we have ‖yd‖p = d
−1 in Mpd ⊗pM
p
d .
(9) Let d1, d2 ∈ Z>0. Let
ϕ : (Md1 ⊗Md2)⊗ (Md1 ⊗Md2)→ (Md1 ⊗Md1)⊗ (Md2 ⊗Md2)
be the homomorphism determined by
ϕ(a1 ⊗ a2 ⊗ b1 ⊗ b2) = a1 ⊗ b1 ⊗ a2 ⊗ b2
for a1, b1 ∈Md1 and a2, b2 ∈Md2 . Then ϕ(yd1d2) = yd1 ⊗ yd2 .
Proof. Parts (1) and (3) are computations. Part (1) shows that yd is invertible.
Part (2) is then also a computation, best done by taking both a and b to be standard
matrix units. For (5), let x be as there. Then y−1d x commutes with every element
of Md ⊗Md by (2). Since this algebra has trivial center, it follows that there is
λ ∈ C such that x = λyd. Then λ = λ∆Md(yd) = ∆Md(x) = 1. To prove (6), check
that (ϕ⊗ϕ)(yd) satisfies the conditions on x in (5). (For the second condition, one
will need Lemma 2.3.)
Now let G be as in part (4). Set x =
∑
g∈G g ⊗ g
−1. Then, using (2) at the
second step and the fact that G is a group at the third step, we have
(2.1) ydx =
∑
g∈G
yd(g ⊗ g
−1) =
∑
g∈G
(g−1 ⊗ g)yd = xyd.
We regard G ×G as a subgroup of inv(Md ⊗Md) via (h, k) 7→ h⊗ k for h, k ∈ G.
Let h, k ∈ G. Then, using the change of variables g 7→ kg−1h−1 at the third step
and (2.1) at the last step, we have
ydx(h⊗ k) =
∑
g∈G
yd(gh⊗ g
−1k)
=
∑
g∈G
(g−1k ⊗ gh)yd =
∑
g∈G
(hg ⊗ kg−1)yd = (h⊗ k)xyd = (h⊗ k)ydx.
The natural action of G × G on Cd ⊗ Cd is irreducible by Corollary 2.9 of [14].
Therefore ydx is a scalar. So x = yd(ydx) is a scalar multiple of yd. Computing
∆(x) = card(G) · 1, we get x = card(G)yd.
We now prove part (7). Since ∆Md(yd) = 1 and ‖∆Md‖ ≤ 1, it is clear that
‖yd‖pi ≥ 1. For the reverse inequality, let G ⊂ inv(Md) be the group of signed
permutation matrices. Using Lemma 2.11 of [14] and part (4), we get
‖yd‖pi =
∥∥∥∥∥ 1card(G) ∑
g∈G
g ⊗ g−1
∥∥∥∥∥
pi
≤
1
card(G)
∑
g∈G
‖g‖ · ‖g−1‖ = 1.
This proves (7). For (8), we identify Mpd ⊗p M
p
d = M
p
d2 following Corollary 1.13
of [14]. Then d · yd becomes a permutation matrix, so that ‖d · yd‖ = 1.
Part (9) follows easily by verifying the conditions in part (5). 
Definition 2.6. Let (X,B, µ) be a σ-finite measure space, let p ∈ [1,∞), and let
A ⊂ L(Lp(X,µ)) be a unital subalgebra.
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(1) We say that A has approximately inner Lp-tensor half flip (with con-
stant M) if there exists a net (vλ)λ∈Λ in inv(A⊗p A) such that ‖vλ‖ ≤M
and
∥∥v−1λ ∥∥ ≤ M for all λ ∈ Λ, and such that limλ∈Λ vλ(a ⊗ 1)v−1λ = 1 ⊗ a
for all a ∈ A.
(2) We say that A has approximately inner Lp-tensor flip (with constant M)
if there exists a net (vλ)λ∈Λ in inv(A ⊗p A) such that ‖vλ‖ ≤ M and∥∥v−1λ ∥∥ ≤M for all λ ∈ Λ, and such that limλ∈Λ vλ(a⊗ b)v−1λ = b⊗ a for all
a, b ∈ A.
We caution that, except for C*-algebras in the case p = 2, the conditions in Def-
inition 2.6 presumably depend on how the algebra A is represented on an Lp-space,
and are not intrinsic to A. It may well turn out that if they hold for some algebra A,
and if ϕ : A→ B is an isomorphism such that ϕ and ϕ−1 are completely bounded
in a suitable Lp operator sense, then they hold for B. (Also see Proposition 2.9 be-
low.) Pursuing this idea is beyond the scope of this paper. As an easily accessible
substitute for completely bounded isomorphism, we use the condition that there be
an isomorphism ψ : A ⊗p A → B ⊗p A such that ψ(a1 ⊗ a2) = ϕ(a1) ⊗ a2 for all
a1, a2 ∈ A.
The conditions in Definition 2.6 are very strong. See [5] for the severe restrictions
that having an approximately inner C* tensor flip places on a C*-algebra; the
machinery used there has been greatly extended since.
We are interested these conditions because of the following consequence. The
hypotheses are strong because we do not yet have a proper general theory of tensor
products of algebras on Lp spaces.
Theorem 2.7. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, let p ∈ [1,∞),
and let A ⊂ L(Lp(X,µ)) and B ⊂ L(Lp(Y, ν)) be closed unital subalgebras such
that A has approximately inner Lp-tensor half flip. Let ϕ : A → B be a unital
homomorphism, and suppose that there is a continuous homomorphism ψ : A ⊗p
A → B ⊗p A such that ψ(a1 ⊗ a2) = ϕ(a1) ⊗ a2 for all a1, a2 ∈ A. Then ϕ is
injective and bounded below, the range of ϕ is closed, and ϕ is a Banach algebra
isomorphism from A to its range.
Proof. It suffices to find C > 0 such that ‖ϕ(a)‖ ≥ C‖a‖ for all a ∈ A. By hypothe-
sis, there areM ∈ [1,∞) and a net (vλ)λ∈Λ in inv(A⊗pA) satisfying the conditions
in Definition 2.6(1). Set C =M−2‖ψ‖−2. For all a ∈ A, we have
lim
λ∈Λ
ψ(vλ)(ϕ(a)⊗ 1A)ψ
(
v−1λ
)
= ψ
(
lim
λ∈Λ
vλ(a⊗ 1A)v
−1
λ
)
= ψ(1A ⊗ a) = 1B ⊗ a.
Therefore
‖a‖ = ‖1B ⊗ a‖ ≤ (‖ψ‖M) · ‖ϕ(a)⊗ 1‖ · (‖ψ‖M) =M
2‖ψ‖2‖ϕ(a)‖.
That is, ‖ϕ(a)‖ ≥ C‖a‖. 
We give two permanence properties for approximately inner Lp-tensor (half) flip.
Proposition 2.8. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, let p ∈
[1,∞), and let A ⊂ L(Lp(X,µ)) and B ⊂ L(Lp(Y, ν)) be closed unital subalgebras.
Suppose that A and B have approximately inner Lp-tensor (half) flip. Then the
same is true of A⊗p B.
Proof. Let (vλ)λ∈Λ1 and (wλ)λ∈Λ2 be nets as in the appropriate part of Defini-
tion 2.6 for A and B. Using Theorem 2.6(5) of [13], one checks that the net
(vλ1 ⊗ wλ2)(λ1,λ2)∈Λ1×Λ2 satisfies the condition in the appropriate part of Defi-
nition 2.6 for A⊗B. 
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Proposition 2.9. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, let p ∈
[1,∞), and let A ⊂ L(Lp(X,µ)) and B ⊂ L(Lp(Y, ν)) be closed unital subalgebras.
Suppose that there is a continuous homomorphism ϕ : A → B with dense range
such that the algebraic tensor product of two copies of ϕ extends to a continuous
homomorphism ϕ⊗p ϕ : A⊗pA→ B⊗pB. If A has approximately inner L
p-tensor
(half) flip, then so does B.
Proof. We give the proof for the tensor flip; the proof for the tensor half flip is the
same. Let (vλ)λ∈Λ be a net as in Definition 2.6(2). For λ ∈ Λ, set wλ = (ϕ⊗pϕ)(vλ).
Then (wλ)λ∈Λ and (w
−1
λ )λ∈Λ are bounded nets in B⊗pB.We have wλ(a⊗b)w
−1
λ →
b⊗a for all a, b ∈ ϕ(A). Density of ϕ(A) and boundedness of (wλ)λ∈Λ and (w
−1
λ )λ∈Λ
allows us to use an ε3 argument to conclude that wλ(a ⊗ b)w
−1
λ → b ⊗ a for all
a, b ∈ B. 
Proposition 2.10. Let d be a sequence in {2, 3, 4, . . .}. Let rd be as in Defini-
tion 1.1. Let A be a unital Banach algebra, let D0 ⊂ D1 ⊂ · · · ⊂ A be an
increasing sequence of unital subalgebras such that A =
⋃∞
n=0Dn, and for n ∈ Z>0
let σn : Mrd(n) → A be a unital homomorphism whose range is Dn.
(1) Suppose that, in A⊗̂A, we have supn∈Z>0
∥∥(σn⊗̂σn)(yrd(n))∥∥pi < ∞. Then
A is symmetrically amenable.
(2) Let p ∈ [1,∞), let (X,B, µ) be a σ-finite measure space, and suppose that
A ⊂ L(Lp(X,µ)) and that, in A ⊗p A, we have supn∈Z>0 rd(n)
∥∥(σn ⊗p
σn)(yrd(n))
∥∥ <∞. Then A has approximately inner Lp-tensor flip.
Proof. We prove (1), by verifying the conditions in Proposition 2.4(2). Set zn =(
σn⊗̂σn
)
(yrd(n)) for n ∈ Z>0. The hypotheses imply that (zn)n∈Z>0 is bounded in
A⊗̂A. Lemma 2.5(3) and Lemma 2.3 imply that ∆A(zn) = ∆
op
A (zn) = 1.
It follows from Lemma 2.5(2) that zn(a ⊗ b) = (b ⊗ a)zn for all a, b ∈ Dn.
Therefore
(2.2) lim
n→∞
[
zn(a⊗ b)− (b ⊗ a)zn
]
= 0
for all a, b ∈
⋃∞
n=0Dn. Since (zn)n∈Z>0 is bounded and
⋃∞
n=0Dn is dense in A, it
follows that (2.2) holds for all a, b ∈ A. This completes the proof.
For (2), we verify the condition in Definition 2.6(2). Set
vn = rd(n)(σn ⊗p σn)(yrd(n))
for n ∈ Z>0. By hypothesis, (vn)n∈Z>0 is bounded in A⊗pA. Lemma 2.5(1) implies
that v−1n = vn for all n ∈ Z>0, so (v
−1
n )n∈Z>0 is also bounded. It follows from
Lemma 2.5(2) that vn(a⊗ b)v
−1
n = b⊗ a for all a, b ∈ Dn. Arguing as at the end of
the proof of (1), we get limn→∞ vn(a⊗ b)v
−1
n = b⊗ a for all a, b ∈ A. 
The construction in Example 1.4 requires probability measures, so that infinite
products make sense. This causes problem when passing to subspaces. We state
for reference the solution we usually use.
Lemma 2.11. Let (X,B, µ) be a measure space, let p ∈ [1,∞), and let α ∈ (0,∞).
Then Lp(X,µ) and Lp(X,αµ) are equal as vector spaces, but with ‖ξ‖Lp(X,αµ) =
α1/p‖ξ‖Lp(X,µ) for ξ ∈ L
p(X,µ). Moreover, the identity map from L(Lp(X,µ)) to
L(Lp(X,αµ)) is an isometric isomorphism.
Proof. All statements in the lemma are immediate. 
Definition 2.12. Let the notation be as in Example 1.4. A subsystem of (d, ρ)
consists of subspaces Zn ⊂ Xn such that µn(Zn) > 0 and L
p(Zn, µn) is an invariant
subspace for ρn for all n ∈ Z>0.
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For n ∈ Z>0, set λn = µn(Zn)
−1µn|Zn and let ιn : L(L
p(Zn, µn))→ L(L
p(Zn, λn))
be the isometric isomorphism of Lemma 2.11. The Lp UHF algebra of the subsystem
(Zn)n∈Z>0 is the one constructed as in Example 1.4 using the same sequence d and
the sequence γ of representations given by γn(x) = ιn
(
ρn(x)|Lp(Zn,µn)
)
for n ∈ Z>0
and x ∈Md(n).
Lemma 2.13. Let the notation be as in Definition 2.12 and Example 1.4. Set
A = A(d, ρ) and B = A(d, γ). Let σn : Mrd(n) → A be as at the end of Example 1.4,
and let τn : Mrd(n) → B be the analogous map for (d, γ). Then there is a unique
contractive unital homomorphism κ : A→ B such that κ ◦ σn = τn for all n ∈ Z>0.
Moreover, κ has the following properties:
(1) κ has dense range.
(2) Whenever (Y, C, ν) is a σ-finite measure space and D ⊂ L(Lp(Y, C, ν)) is a
closed unital subalgebra, there is a contractive homomorphism κD : A ⊗p
D → B ⊗p D such that κD(a⊗ x) = κ(a)⊗ x for all a ∈ A and x ∈ D.
To get the map κ, we really only need ‖τn(x)‖ ≤ ‖σn(x)‖ for all n ∈ Z≥0 and
all x ∈Mrd(n). We need the subsystem condition to get (2).
Proof of Lemma 2.13. We construct the homomorphism κD in (2) for arbitrary D.
We then get κ by taking D = C.
We continue to follow the notation of Definition 2.12 and Example 1.4. In
particular, for S ⊂ N finite, we let XS and its measure µS be as in Example 1.4.
We abbreviate AN≤n to An, and set αn = ρN≤n,N≤n+1 : An → An+1, so that αn is
isometric and A is isometrically isomorphic to lim
−→n
An. Analogously, define ZS =∏
k∈S Zk, let λS be the corresponding product measure, set Bn = BN≤n , and set
βn = γN≤n,N≤n+1 , giving B = lim−→n
Bn. Set cS =
∏
k∈S µk(Zk)
−1, so that λS × ν =
cSµS × ν. Let
ιS : L(L
p(ZS × Y, µS × ν))→ L(L
p(ZS × Y, λS × ν))
be the identification of Lemma 2.11, and define κD,n : An ⊗p D → Bn ⊗p D by
κD,n(a) = ιN≤n
(
a|Lp(ZN≤n×Y,µN≤n×ν)
)
for a ∈ An ⊗p D.
One checks immediately that κD,n is contractive for all n ∈ Z≥0. Since An is
finite dimensional, κD,n is also bijective. Moreover, the following diagram (not
including the dotted arrow) now clearly commutes:
A0 ⊗p D
α0⊗pidD
//
κD,0

A1 ⊗p D
α1⊗pidD
//
κD,1

A2 ⊗p D //
κD,2

· · · // A⊗p D
κD

✤
✤
✤
B0 ⊗p D
β0⊗pidD
// B1 ⊗p D
β1⊗pidD
// B2 ⊗p D // · · · // B ⊗p D.
For n ∈ Z>0, there is a homomorphism An ⊗p D → A ⊗p D given by a ⊗ x 7→
a ⊗ 1N≤n ⊗ x for a ∈ An and x ∈ D. Except for the fact that the domain is
now taken to be normed, this homomorphism is just σn ⊗ idD. It is isometric by
Theorem 2.16(5) of [13]. Thus we can identify A⊗pD with lim−→n
An⊗pD. Similarly
we can identify B ⊗p D with lim−→n
Bn ⊗p D, using the maps which become, after
forgetting the norms, τn ⊗ idD. Commutativity of the part of diagram with solid
arrows, contractivity of κD,n, and the fact that κD,n becomes the identity when the
norms are forgotten, therefore imply the existence of a contractive homomorphism
κD : A ⊗p D → B ⊗p D such that κD ◦ (σn ⊗ idD) = τn ⊗ idD for all n ∈ Z>0. Its
range is dense because it contains
⋃∞
n=0Bn ⊗D. 
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Corollary 2.14. Let p ∈ [1,∞), and let A be an Lp UHF algebra of tensor product
type which dominates the spatial representation in the sense of Definition 1.7(4).
Let B be the spatial Lp UHF algebra whose supernatural number N is the same as
that of A, as in Theorem 1.8. Then there exists a contractive unital homomorphism
κ : A→ B with the following properties:
(1) κ has dense range.
(2) Let σn : Mrd(n) → A be as at the end of Example 1.4, and identify Mrd(n)
with Mprd(n). Then κ ◦ σn is isometric for all n ∈ Z≥0.
(3) Whenever (Y, C, ν) is a σ-finite measure space and D ⊂ L(Lp(Y, C, ν)) is a
closed unital subalgebra, there is a continuous homomorphism κD : A ⊗p
D → B ⊗p D such that κD(a⊗ x) = κ(a)⊗ x for all a ∈ A and x ∈ D.
Proof. Adopt the notation of Example 1.4. We apply Lemma 2.13, for n ∈ Z>0 tak-
ing Zn ⊂ Xn to be a subspace, whose existence is guaranteed by Definition 1.7(4),
such that Lp(Zn, µn) is invariant under ρn and a 7→ ρn(a)|Lp(Zn,µn) is spatial. Ev-
erything except (2) is immediate. In part (2), we have to identify the algebraB⊗pD
which appears here with the algebra B⊗pD in Lemma 2.13. We first observe that
κ ◦ σn is spatial for all n ∈ Z≥0. Thus, the conclusion is correct for some unital
isometric representation of B on an Lp space. By the last part of Theorem 1.8, the
tensor product B ⊗p D is the same for any unital isometric representation of B on
an Lp space. 
Lemma 2.15. Let (αn)n∈Z>0 be a sequence in [1,∞). Then
∑∞
n=1(αn− 1) <∞ if
and only if
∏∞
n=1 αn <∞.
Proof. If supn∈Z>0 αn =∞, then both statements fail. Otherwise, set βn = αn − 1
for n ∈ Z>0, and set M = supn∈Z>0 βn. Then for all n ∈ Z>0 we have 0 ≤ βn ≤M.
Using concavity of β 7→ log(1 + β) on the interval [0,M ] for the first inequality, we
get
M−1 log(M + 1)βn ≤ log(1 + βn) ≤ βn.
Therefore
∑∞
n=1 βn <∞ if and only if
∑∞
n=1 log(1+βn) <∞, which clearly happens
if and only if
∏∞
n=1(1 + βn) <∞. 
Theorem 2.16. Let p ∈ [1,∞). Let A be an Lp UHF algebra of tensor product
type (Definition 1.7(1)), and let d, ρ = (ρ1, ρ2, . . .), and σn : Mrd(n) → A be as
there. Assume that A dominates the spatial representation (Definition 1.7(4)); in
particular, that A locally has enough isometries (Definition 1.7(3)). Let B be the
spatial Lp UHF algebra whose supernatural number is the same as that of A, as in
Theorem 1.8. Then the following are equivalent:
(1) There exists an isomorphism ϕ : A → B such that the algebraic tensor
product of two copies of ϕ extends to an isomorphism ϕ ⊗p ϕ : A ⊗p A →
B ⊗p B.
(2) A⊗p A has approximately inner tensor half flip.
(3) A has approximately inner Lp-tensor flip.
(4) A has approximately inner Lp-tensor half flip.
(5) There is a uniform bound on the norms of the homomorphisms
σn ⊗p σn : M
p
rd(n)2
→ A⊗p A.
(6) The homomorphisms ρn ⊗p ρn : M
p
d(n)2 → A⊗p A satisfy
∞∑
n=1
(‖ρn ⊗p ρn‖ − 1) <∞.
Moreover, these conditions imply the following:
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(7) A is simple.
(8)
∑∞
n=1(‖ρn‖ − 1) <∞.
(9) A is symmetrically amenable.
(10) A is amenable.
Proof. It is clear that (3) implies (4). That (4) implies (2) is Proposition 2.8.
We show that (2) implies both (1) and (5).
Let κ : A → B be as in Corollary 2.14. Corollary 2.14(3) provides continuous
homomorphisms
γ1 : A⊗p A→ B ⊗p A and γ2 : B ⊗p A→ B ⊗p B
such that γ1(a⊗ b) = κ(a)⊗ b for all a, b ∈ A and γ2(b⊗ a) = b⊗ κ(a) for all a ∈ A
and b ∈ B. Then κ = γ2 ◦ γ1 : A ⊗p A → B ⊗p B is a continuous homomorphism
such that κ(a⊗ b) = κ(a)⊗ κ(b) for all a, b ∈ A.
We next claim that whenever (Y, C, ν) is a σ-finite measure space and D ⊂
L(Lp(Y, C, ν)) is a closed unital subalgebra, there is a continuous homomorphism
β : A ⊗p A ⊗p D → B ⊗p B ⊗p D such that β(a ⊗ b ⊗ x) = κ(a) ⊗ κ(b)⊗ x for all
a, b ∈ A and x ∈ D. To prove this, apply Corollary 2.14(3) with A ⊗p D in place
of D, and apply Corollary 2.14(3), after changing the order of the tensor factors,
with B ⊗p D in place of D, to get continuous homomorphisms
β1 : A⊗p A⊗p D → B ⊗p A⊗p D and β2 : B ⊗p A⊗p D → B ⊗p B ⊗p D,
such that β1(a ⊗ b ⊗ x) = κ(a) ⊗ b ⊗ x for all a, b ∈ A and x ∈ D, and such that
β2(b ⊗ a ⊗ x) = b ⊗ κ(a) ⊗ x for all a ∈ A, and b ∈ B, and x ∈ D. Then set
β = β2 ◦ β1. This proves the claim.
Apply the claim with D = A⊗p A, obtaining
β : A⊗p A⊗p A⊗p A→ B ⊗p B ⊗p A⊗p A
such that β(a ⊗ x) = κ(a) ⊗ x for all a, x ∈ A ⊗p A. Theorem 2.7 provides C > 0
such that ‖κ(a)‖ ≥ C‖a‖ for all a ∈ A ⊗p A. The map κ clearly has dense range.
Therefore κ is an isomorphism. Moreover, for a ∈ A we have
‖κ(a)‖ = ‖κ(a)⊗ 1B‖ = ‖κ(a⊗ 1A)‖ ≥ C‖a⊗ 1A‖ = C‖a‖.
Since κ has dense range, it follows that κ is also an isomorphism. Part (1) is proved.
To get (5), observe that the choice of κ and Corollary 2.14(2) imply that κ ◦ σn
is isometric for all n ∈ Z≥0. Corollary 1.13 of [14] now implies that
κ ◦ (σn ⊗ σn) = (κ ◦ σn)⊗ (κ ◦ σn)
is isometric for all n ∈ Z≥0. Therefore supn∈Z≥0 ‖σn ⊗p σn‖ ≤ C
−1, which is (5).
Using Corollary 1.13 of [14] to see that the maps Mprd(n) ⊗p M
p
rd(n)
→ B ⊗p B
are isometric, it follows from Proposition 2.10(2) and Lemma 2.5(8) that B has
approximately inner tensor flip. The implication from (1) to (3) is then Proposi-
tion 2.9.
Next assume (5); we prove (6). For n ∈ Z>0, by suitably permuting tensor
factors and using Lemma 1.11 of [14] and Corollary 1.13 of [14], we can make the
identification
Mprd(n)2 =M
p
d(1)2 ⊗pM
p
d(2)2 ⊗p · · · ⊗pM
p
d(n)2.
Then
n∏
k=1
‖ρk ⊗p ρk‖ ≤ ‖σn ⊗p σn‖
by Lemma 1.14 of [14]. Thus
∏∞
k=1 ‖ρk⊗pρk‖ <∞. So
∑∞
n=1
(
‖ρn⊗pρn‖−1
)
<∞
by Lemma 2.15.
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Next, we show that (6) implies (3). First,
∏∞
k=1 ‖ρk⊗pρk‖ <∞ by Lemma 2.15.
By Lemma 2.5(9), up to a permutation of tensor factors (which is isometric by
Lemma 1.11 of [14]), for d1, d2 ∈ Z>0 we have yd1 ⊗ yd2 = yd1d2 . Therefore, using
the tensor product decompositions in Example 1.4 on L2(X ×X, µ× µ), we get
rd(n)(σn ⊗p σn)(yrd(n)) = d(1)(ρ1 ⊗p ρ1)(yd(1))⊗ d(2)(ρ2 ⊗p ρ2)(yd(2))
⊗ · · · ⊗ d(n)(ρn ⊗p ρn)(yd(n))⊗ (1N≤n ⊗ 1N≤n).
So Theorem 2.16(5) of [13] and Lemma 2.5(8) imply that
sup
n∈Z≥0
rd(n)‖(σn ⊗p σn)(yrd(n))‖ ≤
∞∏
k=1
‖ρk ⊗p ρk‖ <∞.
Thus A has approximately inner Lp-tensor flip by Proposition 2.10(2).
We have now completed the proof of the equivalence of conditions (1), (2), (3),
(4), (5), and (6). It remains to show that these conditions imply (7), (8), (9),
and (10).
That (1) implies (7) is Theorem 3.13 of [14].
Assume (6); we prove (8). We have ‖ρn ⊗p ρn‖ ≥ ‖ρn‖
2 by Lemma 1.13 of [14].
Lemma 2.15 implies that
∏∞
n=1 ‖ρn ⊗p ρn‖ < ∞, so
∏∞
n=1 ‖ρn‖
2 < ∞, whence∏∞
n=1 ‖ρn‖ <∞. So
∑∞
n=1(‖ρn‖ − 1) <∞ by Lemma 2.15.
Assume (1); we prove (9). Since symmetric amenability only depends on the
isomorphism class of a Banach algebra, it is enough to prove symmetric amenability
when A = B. The maps σn : M
p
rd(n)
→ B are then isometric, so that the maps
σn⊗̂σn : M
p
rd(n)
⊗̂Mprd(n) → A⊗̂A are contractive. Now apply Proposition 2.10(1)
and Lemma 2.5(7).
Condition (10) follows from (9). 
3. Lp UHF algebras constructed from similarities
In this section, we describe and derive the properties of a special class of Lp UHF
algebras of tensor product type. In Example 1.4, for n ∈ Z>0 we will require that
the representation ρn : Md(n) → L(L
p(Xn, µn)) be a finite or countable direct sum
of representations of the form x 7→ sxs−1 for invertible elements s ∈ Mpd(n). The
results of Section 4 and Section 5 are for algebras in this class.
One of the main purposes of this section is to set up notation. The definition of
a system of d-similarities is intended only for local use, to simplify the description
of our construction.
Notation 3.1. For d ∈ Z>0, we let (ej,k)j,k=1,2,...,d be the standard system of
matrix units for Md.
Definition 3.2. Let d ∈ Z>0. A system of d-similarities is a triple S = (I, s, f)
consisting of a countable (possibly finite) index set I, a function s : I → inv(Md),
and a function f : I → [0, 1] such that:
(1) 1 ∈ ran(s).
(2) ran(s) ⊂ inv(Md).
(3) ran(s) is compact.
(4) f(i) > 0 for all i ∈ I.
(5)
∑
i∈I f(i) = 1.
We say that s is diagonal if, in addition:
(6) s(i) is a diagonal matrix for all i ∈ I.
The basic system of d-similarities is the system S0 = (I0, s0, f0) given by I0 = {0},
s0(0) = 1, and f0(0) = 1.
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We will associate representations to systems of d-similarities, but we first need
some lemmas.
Lemma 3.3. Let E be a Banach space, and let s ∈ L(E) be invertible. Define
α : L(E)→ L(E) by α(a) = sas−1 for all a ∈ L(E). Then ‖α‖ = ‖s‖ · ‖s−1‖.
Proof. It is clear that ‖α‖ ≤ ‖s‖·‖s−1‖.We prove the reverse inequality. Let ε > 0.
Choose δ > 0 such that
(‖s‖ − δ)(‖s−1‖ − δ) > ‖s‖ · ‖s−1‖ − ε.
Choose η ∈ E such that ‖η‖ = 1 and ‖sη‖ > ‖s‖−δ. Choose µ ∈ E such that ‖µ‖ =
1 and ‖s−1µ‖ > ‖s−1‖ − δ. Use the Hahn-Banach Theorem to find a continuous
linear functional ω on E such that ‖ω‖ = 1 and ω(s−1µ) = ‖s−1µ‖. Define a ∈ L(E)
by aξ = ω(ξ)η for all ξ ∈ E. Then ‖a‖ = 1. Also,
sas−1µ = s(ω(s−1µ))η = ‖s−1µ‖ · sη.
Therefore
‖sas−1µ‖ = ‖s−1µ‖ · ‖sη‖ > (‖s‖ − δ)(‖s−1‖ − δ) > ‖s‖ · ‖s−1‖ − ε.
So ‖α(a)‖ ≥ ‖sas−1‖ > ‖s‖ · ‖s−1‖ − ε, whence ‖α‖ > ‖s‖ · ‖s−1‖ − ε. Since ε > 0
is arbitrary, it follows that ‖α‖ ≥ ‖s‖ · ‖s−1‖. 
Corollary 3.4. Let d ∈ Z>0, let (I, s, f) be a system of d-similarities, and let
p ∈ [1,∞). For i ∈ I, let ψi : Md → M
p
d be the representation ψi(a) = s(i)as(i)
−1
for a ∈Md. Then supi∈I ‖ψi(a)‖p is finite for all a ∈Md.
Proof. Set
M = sup
({
‖v‖p‖v
−1‖p : v ∈ ran(s)
})
.
Then M < ∞ because ran(s) is a compact subset of inv(Md). Identify Md with
Mpd . Then Lemma 3.3 implies supi∈I ‖ψi‖ ≤M. 
We need infinite direct sums of representations of algebras on Lp spaces. (The
finite case is given in Lemma 2.14 of [13], and the infinite case is discussed in
Remark 2.15 of [13] and implicitly used in Example 2.14 of [14].) Since we work
with σ-finite measure spaces, we must restrict to countable direct sums. We must
require p 6= ∞ since the infinite direct sum of L∞ spaces is usually not L∞ of the
disjoint union.
Lemma 3.5. Let A be a unital complex algebra, and let p ∈ [1,∞). Let I be a
countable index set, and for i ∈ I let (Xi,Bi, µi) be a σ-finite measure space and
let pii : A→ L(L
p(Xi, µi)) be a unital homomorphism. Assume that supi∈I ‖pii(a)‖
is finite for every a ∈ A. Let E0 be the algebraic direct sum over i ∈ I of the spaces
Lp(Xi, µi). Equip E0 with the norm
‖(ξi)i∈I‖ =
(∑
i∈I
‖ξi‖
p
p
)1/p
,
and let E be the completion of E0 in this norm. Then E ∼= L
p
(∐
i∈I Xi
)
, using the
obvious disjoint union measure, and there is a unique representation pi : A→ L(E)
such that
pi(a)
(
(ξi)i∈I
)
=
(
pii(a)ξi
)
i∈I
for a ∈ A and (ξi)i∈I ∈ E0. Moreover, ‖pi(a)‖ = supi∈I ‖pii(a)‖ for all a ∈ A.
Proof. This is immediate. 
Definition 3.6. Let the notation and hypotheses be as in Lemma 3.5. We call
E the Lp direct sum of the spaces Lp(Xi, µi), and we call pi the L
p direct sum of
the representations pii for i ∈ I. We write E =
⊕
i∈I L
p(Xi, µi) and pi =
⊕
i∈I pii,
letting p be understood.
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Remark 3.7. We can form direct sums of bounded families of elements as well as of
representations. (Just take A to be the polynomial rang C[x].) Then, for example,
if ai ∈ L(L
p(Xi, µi)) is invertible for all i ∈ I, and supi∈I ‖ai‖ and supi∈I ‖a
−1
i ‖ are
both finite, then a =
⊕
i∈I ai is invertible with inverse a
−1 =
⊕
i∈I a
−1
i . Moreover,
‖a‖ = supi∈I ‖ai‖ and ‖a
−1‖ = supi∈I ‖a
−1
i ‖. (Take A = C[x, x
−1].)
We need to know that the sum of orthogonal spatial partial isometries is again a
spatial partial isometry. This result is related to those of Section 6 of [13], but does
not appear there. We refer to Section 6 of [13] for the terminology. Here we only
need the application to direct sums (Corollary 3.9), but the more general statement
will be needed elsewhere.
Lemma 3.8. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, let p ∈ [1,∞],
and for j ∈ Z>0 let sj ∈ L
(
Lp(X,µ), Lp(Y, ν)
)
be a spatial partial isometry with
domain support Ej ⊂ X, with range support Fj ⊂ Y, with spatial realization Sj ,
with phase factor gj , and with reverse tj . Suppose that the sets Ej are disjoint up
to sets of measure zero, and that the sets Fj are disjoint up to sets of measure zero.
Then there exists a unique spatial partial isometry s ∈ L
(
Lp(X,µ), Lp(Y, ν)
)
with
domain support E =
⋃∞
j=1 Ej and with range support F =
⋃∞
j=1 Fj , and such that
s|Lp(Ej ,µ) = sj |Lp(Ej ,µ) for all j ∈ Z>0. Its spatial realization S is given by
S(B) =
∞⋃
j=1
Sj(B ∩ Ej)
for B ∈ B with B ⊂ E. Its phase factor g is given almost everywhere by g(y) = gj(y)
for y ∈ Fj . Its reverse t is obtained in the same manner as s using the tj in place
of the sj . Moreover, for all ξ ∈ L
p(X,µ), we have sξ =
∑∞
j=1 sjξ, with weak*
convergence for p =∞ and norm convergence for p ∈ [1,∞).
Proof. Everything is easy to check directly. 
Corollary 3.9. Let p ∈ [1,∞], and let I be a countable set. For i ∈ I let (Xi,Bi, µi)
and (Yi, Ci, νi) be σ-finite measure spaces, and let si ∈ L
(
Lp(Xi, µi), L
p(Yi, νi)
)
be a spatial partial isometry with domain support Ei ⊂ Xi, with range support
Fi ⊂ Yi, with spatial realization Si, with phase factor gi, and with reverse ti. Then
s =
⊕
i∈I si (as in Remark 3.7) is a spatial partial isometry with domain support∐
i∈I Ei, with range support
∐
i∈I Fi, and with reverse
⊕
i∈I ti. The phase factor
g is determined by g|Ei = gi for i ∈ I, and the spatial realization S is determined
by S(B) = Si(B) for B ∈ Bi with B ⊂ Ei.
Proof. Apply Lemma 3.8. The disjointness condition is trivial. 
Lemma 3.10. Let the notation and hypotheses be as in Lemma 3.5. If pii is spatial
for every i ∈ I, then
⊕
i∈I pii is spatial.
Proof. Use Corollary 3.9 to verify the criterion in Proposition 1.5. 
The following definition is Example 2.15 of [14].
Definition 3.11. Let d ∈ Z>0, let S = (I, s, f) be a system of d-similarities, and
let p ∈ [1,∞). We define XS = XI,s,f = {1, 2, . . . , d} × I, with the σ-algebra BS
consisting of all subsets of XS and the atomic measure µS = µI,s,f determined by
µI,s,f ({(j, i)}) = d
−1f(i) for j = 1, 2, . . . , d and i ∈ I. For i ∈ I, we make the
obvious identification (Lemma 2.11)
(3.1) L
(
Lp({1, 2, . . . , d} × {i}, µS)
)
=Mpd .
We then define
ψi : Md → L
(
Lp({1, 2, . . . , d} × {i}, µS)
)
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by ψi(a) = s(i)as(i)
−1 for a ∈Md. The representation associated with (p, S) is then
the unital homomorphism ψp,S = ψp,I,s,f : Md → L
(
Lp(XS , µS)
)
obtained as the
Lp direct sum over i ∈ I, as in Definition 3.6, of the representations ψi, and whose
existence is ensured by Corollary 3.4 and Lemma 3.5. Define
Mp,Sd =M
p,I,s,f
d = ψ
p,S(Md) ⊂ L
(
Lp(XS , µS)
)
.
We further define the p-bound of S to be
Rp,S = Rp,I,s,f = sup
i∈I
‖s(i)‖p‖s(i)
−1‖p.
Lemma 3.12. Let d ∈ Z>0, let S be a system of d-similarities, and let p ∈ [1,∞).
Further let (Y, C, ν) be a σ-finite measure space, and let B ⊂ L(Lp(Y, ν)) be a
unital closed subalgebra. Then the assignment x ⊗ b 7→ ψp,S(x) ⊗ b defines a
bijective homomorphism ψp,SB from the algebraic tensor product Md ⊗alg B to
Mp,Sd ⊗p B ⊂ L
(
Lp(XS × Y, µI,s,f × ν)
)
.
Proof. The statement is immediate from the fact thatMd is finite dimensional. 
Notation 3.13. Let the notation be as in Lemma 3.12. For x ∈ Md ⊗alg B, we
define ‖x‖p,S = ‖x‖p,I,s,f =
∥∥ψp,I,s,fB (x)∥∥. Taking B = C, we have in particular
defined ‖x‖p,S for x ∈Md.
Notation 3.14. Let d ∈ Z>0, let S1 and S2 be systems of d-similarities, and let
p ∈ [1,∞). Further let (Y, C, ν) be a σ-finite measure space, and let B ⊂ L(Lp(Y, ν))
be a unital closed subalgebra. Using the notation of Lemma 3.12, we define
κp,S2,S1B : M
p,S1
d ⊗p B →M
p,S2
d ⊗p B
by
κp,S2,S1B = ψ
p,S2
B ◦
(
ψp,S1B
)−1
.
Lemma 3.15. Let d ∈ Z>0, and let p ∈ [1,∞). Let S = (I, s, f), S1 = (I1, s1, f1),
S2 = (I2, s2, f2), and S3 = (I3, s3, f3) be systems of d-similarities, and let S0 =
(I0, s0, f0) be the basic system of d-similarities (with s(0) = 1). Further let (Y, C, ν)
be a σ-finite measure space, and let B ⊂ L(Lp(Y, ν)) be a unital closed subalgebra.
Then:
(1)
∥∥ψp,SB (x)∥∥ = supi∈I ∥∥(s(i)⊗ 1)ψp,S0B (x)(s(i)−1 ⊗ 1)∥∥ for all x ∈Md ⊗alg B.
(2)
∥∥κp,S,S0B ∥∥ = Rp,S .
(3)
∥∥κp,S0,SB ∥∥ = 1.
(4) κp,S3,S2B ◦ κ
p,S2,S1
B = κ
p,S3,S1
B .
(5) If ran(s2) ⊂ ran(s1) then
∥∥κp,S2,S1B ∥∥ = 1.
(6) If ran(s1) = ran(s2) then κ
p,S2,S1
B is an isometric bijection.
Proof. Part (4) is immediate.
Identify Md ⊗alg B with M
p
d ⊗p B, and write ‖ · ‖p for the corresponding norm.
(The identification map is just ψp,S0B . Thus, in the following, we are taking ψ
p,S0
B to
be the identity.)
For i ∈ I, define a unital homomorphism
ψi,B : M
p
d ⊗p B → L
(
Lp
(
{1, 2, . . . , d} × {i} × Y, µS × ν
))
by making the identification (3.1) and setting ψi,B(x) = (s(i) ⊗ 1)x(s(i)
−1 ⊗ 1)
for x ∈ Mpd ⊗p B. Using Lemma 3.3 and ‖y ⊗ 1‖p = ‖y‖p for all y ∈ M
p
d , we get
‖ψi,B‖ = ‖s(i)‖p‖s(i)
−1‖p.
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Parts (1) and (2) now both follow from the fact that ψp,SB (x) is the operator on
Lp
(∐
i∈I
{1, 2, . . . , d} × {i} × Y, µS × ν
)
which acts on Lp
(
{1, 2, . . . , d} × {i} × Y, µS × ν
)
as ψi,B(x), and whose norm is
therefore supi∈I ‖ψi,B(x)‖p. Moreover, we also have∥∥ψp,SB (x)∥∥p,S = sup ({‖(v ⊗ 1)x(v−1 ⊗ 1)‖p : v ∈ ran(s)})
for all x ∈Md⊗algB. The inequality
∥∥κp,S2,S1B ∥∥ ≤ 1 in part (5) is now immediate, as
is part (6). The inequality
∥∥κp,S2,S1B ∥∥ ≥ 1 in part (5) follows from κp,S2,S1B (1) = 1.
By Definition 3.2(1), part (3) is a special case of part (5). 
We get some additional properties for diagonal systems of similarities.
Lemma 3.16. Let d ∈ Z>0, let S = (I, s, f) be a diagonal system of d-similarities,
let S0 be the basic system of d-similarities (Definition 3.2), and let p ∈ [1,∞).
For i ∈ I, define αi,1, αi,2, . . . , αi,d ∈ C \ {0} by s(i) = diag(αi,1, αi,2, . . . , αi,d).
For j, k = 1, 2, . . . , d, define rj,k = supi∈I |αi,j | · |αi,k|
−1. Let (Y, C, ν) be a σ-finite
measure space, and let B ⊂ L(Lp(Y, ν)) be a unital closed subalgebra. Then:
(1) (s(i) ⊗ 1)(ej,k ⊗ b)(s(i)
−1 ⊗ 1) = αi,jα
−1
i,kej,k ⊗ b for i ∈ I, b ∈ B, and
j, k = 1, 2, . . . , d.
(2) 1 ≤ rj,k <∞ for j, k = 1, 2, . . . , d.
(3) rj,j = 1 for j = 1, 2, . . . , d.
(4) ‖ej,k ⊗ b‖p,S = rj,k‖b‖ for j, k = 1, 2, . . . , d and b ∈ B.
(5) ‖ej,j ⊗ b‖p,S = ‖b‖ for j = 1, 2, . . . , d and b ∈ B.
(6)
∥∥κp,S,S0B ∥∥ = Rp,S = sup ({rj,k : j, k ∈ {1, 2, . . . , d}).
(7) Let b1, b2, . . . , bd ∈ B. Then∥∥e1,1 ⊗ b1 + e2,2 ⊗ b2 + · · ·+ ed,d ⊗ ad∥∥p,S = max (‖b1‖, ‖b2‖, . . . , ‖bd‖).
Proof. Part (1) is a calculation. In part (2), finiteness of rj,k follows from compact-
ness of ran(s). The inequality rj,k ≥ 1 follows from
max
(
|αi,j | · |αi,k|
−1, |αi,j |
−1 · |αi,k|
)
≥ 1.
Part (3) is clear. Part (4) follows from part (1), Lemma 3.15(1), and the fact that
‖ej,k‖p = 1 in M
p
d . Part (5) follows from part (4) and part (3).
For part (6), by Lemma 3.15(2) it suffices to prove that
Rp,S = sup
({
rj,k : j, k ∈ {1, 2, . . . , d}
)
.
This statement follows from the computation
‖s(i)‖p‖s(i)
−1‖p =
(
sup
1≤j≤d
|αi,j |
)(
sup
1≤k≤d
|αi,k|
−1
)
= sup
1≤j,k≤d
|αi,j | · |αi,k|
−1
by taking the supremum over i ∈ I.
We prove part (7). Set
b = e1,1 ⊗ b1 + e2,2 ⊗ b2 + · · ·+ ed,d ⊗ bd.
Regarded as an element of Mpd ⊗p B, the element b is the L
p direct sum, over k ∈
{1, 2, . . . , d}, of the operators bk acting on L
p({k}×Y ), so ‖b‖p = supk=1,2,...,d ‖bk‖.
Since S is diagonal, s(i)⊗ 1 commutes with b for all i ∈ I. The result now follows
from Lemma 3.15(1). 
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Lemma 3.17. Let d1, d2 ∈ Z>0, let S1 = (I1, s1, f1) be a system of d1-similarities,
let S2 = (I2, s2, f2) be a system of d2-similarities, and let p ∈ [1,∞). Identify C
d1 ⊗
Cd2 with Cd1d2 via an isomorphism which sends tensor products of standard basis
vectors to standard basis vectors, and use this isomorphism to identifyMd1⊗Md2 =
L(Cd1 ⊗ Cd2) with Md1d2 = L(C
d1d2). Set I = I1 × I2, and define s : I → Md1d2
and f : I → (0, 1] by
s(i1, i2) = s1(i1)⊗ s2(i2) and f(i1, i2) = f1(i1)f2(i2)
for i1 ∈ I2 and i2 ∈ I2. Then S = (I, s, f) is a system of d1d2-similarities and the
same identification as already used becomes an isometric isomorphism Mp,S1d1 ⊗p
Mp,S2d2 →M
p,S
d1d2
. We have Rp,S = Rp,S1Rp,S2 . Moreover, if S1 and S2 are diagonal,
then so is S.
Proof. The proof is straightforward, and is omitted, except that to prove that
Rp,S = Rp,S1Rp,S2 , we need to know that ‖v1 ⊗ v2‖ = ‖v1‖ · ‖v2‖ for v1 ∈
L(Lp(XS1 , µS1)) and v2 ∈ L(L
p(XS2 , µS2)). For this, we use Theorem 2.16(5)
of [13]. 
Definition 3.18. Let p ∈ [1,∞), let d = (d(1), d(2), . . .) be a sequence of integers
such that d(n) ≥ 2 for all n ∈ Z>0, and let
I = (I1, I2, . . .), s = (s1, s2, . . .), and f = (f1, f2, . . .)
be sequences such that Sn = (In, sn, fn) is a system of d(n)-similarities for all
n ∈ Z>0. We define the (p, d, I, s, f)-UHF algebra Dp,d,I,s,f and associated sub-
algebras by applying the construction of Example 1.4 using the representations
ρn = ψ
p,Sn : Md(n) → L(L
p(XSn , µSn)). We let (XI,s,f ,BI,s,f , µI,s,f) be the prod-
uct measure space (X,B, µ) from Example 1.4, that is,
(XI,s,f ,BI,s,f , µI,s,f ) =
∞∏
n=1
(XSn ,BSn , µSn).
For m,n ∈ Z≥0 with m ≤ n, we define
D
(m,n)
p,d,I,s,f =M
p,Sm+1
d(m+1) ⊗pM
p,Sm+2
d(m+2) ⊗p · · · ⊗pM
p,Sn
d(n) .
(This algebra is called AN≤n,N>m in Example 1.4.) We then define D
(m,∞)
p,d,I,s,f to be
the direct limit
D
(m,∞)
p,d,I,s,f = lim−→
n
D
(m,n)
p,d,I,s,f
using, for n1, n2 ∈ Z≥0 with n2 ≥ n1 ≥ m, the maps ψ
(m)
n2,n1 : D
(m,n1)
p,d,I,s,f → D
(m,n2)
p,d,I,s,f
given by ψ
(m)
n2,n1(x) = x ⊗ 1 for x ∈ D
(m,n1)
p,d,I,s,f . (This algebra is called AN,N>m in
Example 1.4.) We regard it as a subalgebra of L
(
Lp(XI,s,f , µI,s,f )
)
. For n ≥ m
we let ψ
(m)
∞,n : D
(m,n)
p,d,I,s,f → D
(m,∞)
p,d,I,s,f be the map associated with the direct limit.
Finally, we setDp,d,I,s,f = D
(0,∞)
p,d,I,s,f . (This algebra is called A(d, ρ) in Example 1.4.)
The algebra D
(n,n)
p,d,I,s,f is the empty tensor product, which we take to be C.
Theorem 3.19. Let the hypotheses and notation be as in Definition 3.18. Then:
(1) Form,n ∈ Z≥0 withm ≤ n, there is a system T of d(m+1)d(m+2) · · · d(n)-
similarities such that there is an isometric isomorphism
D
(m,n)
p,d,I,s,f
∼=M
p,T
d(m+1)d(m+2)···d(n)
which sends tensor products of standard matrix units to standard matrix
units. Moreover, Rp,T =
∏n
l=m+1Rp,Sl and, if Sl is diagonal for l = m +
1, m+ 2, . . . , n, then T is diagonal.
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(2) For every m ∈ Z≥0, the algebra D
(m,∞)
p,d,I,s,f is an L
p UHF algebra of infinite
tensor product type which locally has enough isometries in the sense of
Definition 2.7(2) of [14].
(3) For every m ∈ Z≥0, the algebra D
(m,∞)
p,d,I,s,f is simple and has a unique con-
tinuous normalized trace.
(4) For every m ∈ Z≥0, using part (1) and Definition 3.21 for the definition of
the domain, there is a unique isometric isomorphism
ϕ : D
(m,n)
p,d,I,s,f ⊗p D
(n,∞)
p,d,I,s,f → D
(m,∞)
p,d,I,s,f
such that ϕ(x⊗ y) = ψ
(m)
∞,n(x)(1 ⊗ y) for x ∈ D
(m,n)
p,d,I,s,f and y ∈ D
(n,∞)
p,d,I,s,f .
Proof. Part (1) follows from Lemma 3.17 by induction.
We prove parts (2) and (4). By renumbering, without loss of generality m = 0.
In Example 1.4, for n ∈ Z>0 we set Xn = XSn , µn = µSn , and ρn = ψ
p,Sn . It is
easy to see that the algebra constructed there (and represented on Lp (
∏∞
n=1Xn)
is isometrically isomorphic to D
(0,∞)
p,d,I,s,f .
For part (2), it remains to check that this algebra locally has enough isome-
tries. We verify Definition 2.7(2) of [14] by using the partition Xn =
∐
i∈In
Yi
with Yi = {1, 2, . . . , d(n)} × {i} for i ∈ In. Take G0 to be the group of signed
permutation matrices (Definition 2.9 of [14]), and, for i ∈ In, in the application
of Definition 2.7(1) of [14] to ρn(·)|Lp(Yv,µn) we take the finite subgroup G to be
G = sn(i)
−1G0sn(i). Using Lemma 2.10 of [14], we easily see that G acts irreducibly
and we easily get ‖ρn(g)|Lp(Yi,µSn )‖ = 1 for all g ∈ G.
For part (4), setX =
∏n
m=1XSn , with product measure µ, and Y =
∏∞
m=n+1XSn ,
with product measure ν. Applying part (2) with n in place ofm, we obtain D
(n,∞)
p,d,I,s,f
as a closed unital subalgebra of L(Lp(Y, ν)). Set J =
∏n
m=1 Im, and define g : J →
(0, 1] and t : J →Md(1)d(2)···d(n) by
g(i1, i2, . . .⊗ in) = f1(i1)f2(i2) · · · fn(in)
and
t(i1, i2, . . .⊗ in) = s1(i1)⊗ s2(i2)⊗ · · · ⊗ sn(in)
for ik ∈ Ik for k = 1, 2, . . . , n. Then it is easy to see (compare with part (1))
that we we can identify D
(m,n)
p,d,I,s,f with M
p,J,t,g
d(m+1)d(m+2)···d(n), and that D
(0,∞)
p,d,I,s,f ⊂
L (Lp (
∏∞
n=1Xn)) is the closed linear span of all x⊗ y with
x ∈ D
(0,n)
p,d,I,s,f ⊂ L(L
p(X,µ)) and y ∈ D
(n,∞)
p,d,I,s,f ⊂ L(L
p(Y, ν)).
Part (4) is now immediate.
Part (3) follows from part (2) and from Corollary 3.12 and Theorem 3.13 of [14].

Proposition 3.20. Let p ∈ [1,∞), let d = (d(1), d(2), . . .) be a sequence of integers
such that d(n) ≥ 2 for all n ∈ Z>0, and let
I = (I1, I2, . . .), s = (s1, s2, . . .), t = (t1, t2, . . .), and f = (f1, f2, . . .)
be sequences such that Sn = (In, sn, fn) and Tn = (In, tn, fn) are systems of d(n)-
similarities for all n ∈ Z>0. Assume one of the following:
(1) For every n ∈ Z>0 and every i ∈ In, there is γn(i) ∈ C \ {0} such that
tn(i) = γn(i)sn(i).
(2) For every n ∈ Z>0 and every i ∈ In, there is vn(i) ∈ inv(Md(n)) such that
‖vn(i)‖p = ‖vn(i)
−1‖p = 1 and tn(i) = vn(i)sn(i).
(3) For every n ∈ Z>0 there is wn ∈ inv(Md(n)) such that ‖wn‖p = ‖w
−1
n ‖p = 1
and for all i ∈ In we have tn(i) = wnsn(i)w
−1
n .
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Then Rp,Tn = Rp,Sn for all n ∈ Z>0, and there is an isometric isomorphism
Dp,d,I,t,f ∼= Dp,d,I,s,f .
In part (3), we could take tn(i) = sn(i)w
−1
n . We would then no longer need wn
to be isometric, merely invertible, and the proof would be a bit simpler. But this
operation rarely gives 1 ∈ ran(tn).
Proof of Proposition 3.20. We use the notation of Definition 3.18 and Example 1.4,
with the following modifications. For n ∈ Z≥0, set Xn = XIn,sn,fn , which is the
same space as XIn,tn,fn , and set µn = µIn,sn,fn , which is equal to µIn,tn,fn . Set
Yn =
∏n
k=1Xn, and call the product measure νn. Set Zn =
∏∞
k=n+1Xn, and call
the product measure λn. Thus Z0 = XI,s,f , and we abbreviate this space to X and
call the measure on it µ. We set
An,s = D
(0,n)
p,d,I,s,f ⊗ 1Lp(Zn,λn) and An,t = D
(0,n)
p,d,I,t,f ⊗ 1Lp(Zn,λn),
both of which are subsets of L(Lp(X,µ)).We set As = Dp,d,I,s,f and At = Dp,d,I,t,f .
Thus
As =
∞⋃
n=0
An,s and At =
∞⋃
n=0
An,t.
We prove the case (1). For d ∈ Z>0, s ∈ inv(Md), and γ ∈ C \ {0}, we have
(γs)a(γs)−1 = sas−1 for all a ∈Md, and also ‖γs‖p · ‖(γs)
−1‖p = ‖s‖p · ‖s
−1‖p. It
follows that ψp,Tn = ψp,Sn for all n ∈ Z>0. Therefore As and At are actually equal
as subsets of L(Lp(X,µ)). It is also immediate that Rp,Tn = Rp,Sn for all n ∈ Z>0.
We next prove the case (2). (We will refer to this argument in the proof of the
case (3) as well.)
Let n ∈ Z>0. For all i ∈ In, we clearly have ‖vn(i)sn(i)‖p = ‖sn(i)‖p and
‖(vn(i)sn(i))
−1‖p = ‖sn(i)
−1‖p. So Rp,Tn = Rp,Sn . For i ∈ In, we interpret vn(i)
as an element of L
(
Lp({1, 2, . . . , d(n)} × {i}, µn)
)
. By Lemma 2.11, we still have
‖vn(i)‖p = ‖vn(i)
−1‖p = 1. Following Remark 3.7, set vn =
⊕
i∈I vn(i), so ‖vn‖ =
‖v−1n ‖ = 1.
For n ∈ Z≥0, define zn ∈ L(L
p(X,µ)) with respect to the decomposition
Lp(X,µ) = Lp(X1, µ1)⊗ L
p(X2, µ2)⊗ · · · ⊗ L
p(Xn, µn)⊗ L
p(Zn, λn)
by
zn = v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ 1Lp(Zn,λn).
Using Theorem 2.16(5) of [13], we get ‖zn‖ = 1. An analogous tensor prod-
uct decomposition gives ‖z−1n ‖ = 1. The formula a 7→ znaz
−1
n defines a bijec-
tion ϕn : An,s → An,t, which is isometric because ‖zn‖ = ‖z
−1
n ‖ = 1. Clearly
ϕn+1|An,s = ϕn. Therefore there exists an isometric homomorphism ϕ : As → At
such that ϕ|An,s = ϕn for all n ∈ Z≥0. Clearly ϕ has dense range. Therefore ϕ is
surjective. This completes the proof of the case (2).
We now prove the case (3). Let n ∈ Z>0. We clearly have
‖wnsn(i)w
−1
n ‖p = ‖sn(i)‖p and ‖(wnsn(i)w
−1
n )
−1‖p = ‖sn(i)
−1‖p.
So Rp,Tn = Rp,Sn . Let σn,s : Mrd(n) → An,s and σn,t : Mrd(n) → An,t be the maps
analogous to σn in Example 1.4, except that the codomains are taken to be An,s
instead of As and An,t instead of At. In the proof of the case (2), take vn(i) = wn
for n ∈ Z>0 and i ∈ In, and then for n ∈ Z>0 let vn be as there and for n ∈ Z≥0
let zn be as there. Thus zn is a bijective isometry. Further set yn = w1 ⊗ w2 ⊗
· · · ⊗ wn ∈ Mrd(n). Since σn,s and σn,t are bijections, there is a unique bijection
βn : An,s → An,t such that βn(σn,s(x)) = σn,t(ynxy
−1
n ) for all x ∈ Mrd(n). Since
σn+1, s(x ⊗ 1) = σn,s(x) and σn+1, t(x ⊗ 1) = σn,t(x) for all x ∈ Mrd(n), we get
βn+1|An,s = βn for all n ∈ Z≥0.
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We now show that βn is isometric for all n ∈ Z≥0. Doing so finishes the proof,
in the same way as at the end of the proof of the case (2). Fix n ∈ Z≥0. Let
x ∈Mprd(n), and interpret yn as an element of M
p
rd(n)
. For
i = (i1, i2, . . . , in) ∈ I1 × I2 × · · · × In,
make the abbreviations
s(i) = s1(i1)⊗ s2(i2)⊗ · · · ⊗ sn(in) and t(i) = t1(i1)⊗ t2(i2)⊗ · · · ⊗ tn(in).
Then t(i) = yns(i)y
−1
n . By Lemma 3.17 and Lemma 3.15(1),
‖σn,s(x)‖ = sup
({
‖s(i)xs(i)−1‖p : i ∈ I1 × I2 × · · · × In
})
,
and similarly with t in place of s. Theorem 2.16(5) of [13], applied to both yn and
y−1n , shows that yn is isometric. For i ∈ I1 × I2 × · · · × In, we use this fact at the
second step and t(i) = yns(i)y
−1
n at the first step to get∥∥t(i)ynxy−1n t(i)−1∥∥p = ∥∥yns(i)xs(i)−1y−1n ∥∥p = ‖s(i)xs(i)−1‖p.
Taking the supremum over i ∈ I1×I2×· · ·×In, we get ‖σn,t(ynxy
−1
n )‖ = ‖σn,s(x)‖,
as desired. 
Since the Banach algebrasMp,I,s,fd andM
p,I,s,f
d ⊗pB and only depend on ran(s),
we can make the following definition, based on Example 2.15 of [14].
Definition 3.21. Let d ∈ Z>0, let K ⊂ inv(Md) be a compact set with 1 ∈ K, and
let p ∈ [1,∞). Choose any system S = (I, s, f) of d-similarities such that ran(s) =
K. (It is obvious that there is such a system of d-similarities.) We then define
Mp,Kd = M
p,S
d as a Banach algebra. For any σ-finite measure space (Y, C, ν) and
any unital closed subalgebra B ⊂ L(Lp(Y, ν)), we define Mp,Kd ⊗p B =M
p,S
d ⊗p B
as a Banach algebra. We define
‖ · ‖p,K = ‖ · ‖p,S , ψ
p,K
B = ψ
p,S
B , and Rp,K = Rp,S .
If K = {1}, taking S to be the basic system S0 of d-similarities (Definition 3.2),
we get M
p,{1}
d = M
p
d and ψ
p,{1}
B = ψ
p,S0
B . If K1,K2 ⊂ inv(Md) are compact sets
which contain 1, then we choose systems S1 = (I1, s1, f1) and S2 = (I2, s2, f2) of
d-similarities such that ran(s1) = K1 and ran(s2) = K2, and define
κp,K2,K1B = κ
p,S2,S1
B : M
p,K1
d ⊗p B →M
p,K2
d ⊗p B.
We say that K is diagonal if K is contained in the diagonal matrices in Md.
Definition 3.22. Let p ∈ [1,∞), let d = (d(1), d(2), . . .) be a sequence of integers
such that d(n) ≥ 2 for all n ∈ Z>0, and let K = (K1, K2, . . .) be a sequence of
compact subsetsKn ⊂ inv(Md(n)) with 1 ∈ Kn for n ∈ Z>0.We define the (p, d,K)-
UHF algebra Dp,d,K and associated subalgebras as follows. Choose any sequences
I = (I1, I2, . . .), s = (s1, s2, . . .), and f = (f1, f2, . . .) such that for all n ∈ Z>0, the
triple Sn = (In, sn, fn) is a system of d(n)-similarities with ran(sn) = Kn. Then,
following Definition 3.18, define D
(m,n)
p,d,K = D
(m,n)
p,d,I,s,f for m,n ∈ Z≥0 ∪ {∞} with
m ≤ n and m 6= ∞, define ψ
(m)
∞,n : D
(m,n)
p,d,K → D
(m,∞)
p,d,K as in Definition 3.18, and
define Dp,d,K = D
(0,∞)
p,d,I,s,f .
One can prove that for algebras of the form Dp,d,K as in Definition 3.22, the
conditions (1), (2), (3), (4), (5), and (6) in Theorem 2.16 are also equivalent to the
following:
(11) There is a uniform bound on the norms of the maps σn : M
p
rd(n)
→ A.
(12)
∑∞
n=1(‖ρn‖ − 1) <∞.
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The new feature (which will be made explicit in a more restrictive context in
Theorem 4.10 below) is that there are a spatial representation ρ
(0)
n of Mdn and an
invertible operator w with ‖w‖ · ‖w−1‖ = ‖ρn‖ such that ρn(x) = wρ
(0)
n (x)w−1 for
all x ∈Md(n). Since ρ
(0)
n ⊗ ρ
(0)
n is again spatial (Lemma 1.12 of [14]) and
(ρn ⊗p ρn)(x) = (w ⊗ w)
(
ρ(0)n ⊗ ρ
(0)
n
)
(x)(w ⊗ w)−1
for x ∈ Md(n) ⊗pMd(n), we can use Lemma 3.3 to get ‖ρn ⊗p ρn‖ = ‖ρn‖
2, rather
than merely ‖ρn ⊗p ρn‖ ≥ ‖ρn‖
2. Similarly, we get ‖σn ⊗p σn‖ = ‖σn‖
2.
4. Amenability of Lp UHF algebras constructed from diagonal
similarities
Let A ⊂ L(Lp(X,µ)) be an Lp UHF algebra of tensor product type constructed
using a system of diagonal similarities. The main result of this section (Theo-
rem 4.10) is that a number of conditions, of which the most interesting is probably
amenability, are equivalent to A being isomorphic to the spatial Lp UHF algebra B
with the same supernatural number. If there is an isomorphism, we can in fact
realize B as a subalgebra of L(Lp(X,µ)), in such a way that the isomorphism can
be taken to be given by conjugation by an invertible element in L(Lp(X,µ)).
When p = 2, the conditions can be relaxed: we do not need to assume that the
similarities are diagonal.
The key technical ideas are information about the form of an approximate di-
agonal, and an estimate on its norm based on information about the norms of off
diagonal matrix units after conjugating by an invertible element. We only know
sufficiently good estimates for conjugation by diagonal matrices, which is why we
restrict to diagonal similarities.
Lemma 4.1. Let M ∈ [1,∞). Let B be a unital Banach algebra which has an
approximate diagonal with norm at most M. Let G ⊂ inv(B) be a finite subgroup.
Then for every ε > 0 there exists z ∈ B⊗̂B such that ‖z‖pi < M + ε, ∆B(z) = 1,
and (g ⊗ 1)z = z(1⊗ g) for all g ∈ G.
The proof is easily modified to show that we can also require that, for all a in
a given finite set F ⊂ A, we have ‖(a ⊗ 1)z − z(1 ⊗ a)‖ < ε. We don’t need this
refinement here.
Proof of Lemma 4.1. Using the definition of ∆B (see Lemma 2.2), for a, b ∈ B and
x ∈ B⊗̂B, we get
(4.1) ∆B
(
(a⊗ 1)x(1 ⊗ b)
)
= a∆B(x)b.
Set r = supg∈G ‖g‖. Set
δ = min
(
1
2
,
ε
4M
,
ε
4r
,
ε
8r2
)
.
By hypothesis, there exists z0 ∈ B⊗̂B such that ‖z0‖pi ≤ M, ‖∆B(z0) − 1‖ < δ,
and
∥∥(g ⊗ 1)z0 − z0(1⊗ g)∥∥pi < δ for all g ∈ G.
Since δ ≤ 12 , the element ∆B(z0) is invertible in B and∥∥∆B(z0)−1 − 1∥∥ < δ
1− δ
≤ 2δ.
Set z1 = (∆B(z0)
−1 ⊗ 1)z0. Then ∆B(z1) = 1 by (4.1). Further,
‖z1 − z0‖ ≤ ‖∆B(z0)
−1 ⊗ 1‖ · ‖z0‖ < 2δM.
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Since 2δM ≤ ε2 , we get ‖z1‖ < M +
ε
2 . Also, for g ∈ G we have∥∥(g ⊗ 1)z1 − z1(1⊗ g)∥∥pi ≤ ∥∥(g ⊗ 1)z0 − z0(1⊗ g)∥∥pi + 2‖g‖ · ‖z1 − z0‖(4.2)
< δ + 2r
( ε
8r2
)
≤
ε
2r
.
Now define
z =
1
card(G)
∑
h∈G
(h⊗ 1)z0(1⊗ h)
−1.
From (4.2), for g ∈ G we get∥∥(g⊗ 1)z1(1⊗ g)−1− z1∥∥pi ≤ ∥∥(g⊗ 1)z1− z1(1⊗ g)∥∥pi · ‖(1⊗ g)−1‖pi < ( ε2r) r ≤ ε2 .
It follows that ‖z − z1‖ <
ε
2 , whence ‖z‖ < M + ε.
For g ∈ G we also get
(g ⊗ 1)z =
1
card(G)
∑
h∈G
(gh⊗ 1)z0(1⊗ h)
−1
=
1
card(G)
∑
h∈G
(h⊗ 1)z0(1 ⊗ g
−1h)−1 = z(1⊗ g).
Finally, using ∆B(z1) = 1 and (4.1), we have
∆B(z) =
1
card(G)
∑
h∈G
h∆B(z1)h
−1 = 1.
This completes the proof. 
Lemma 4.2. Let A1 and A2 be unital Banach algebras, let d1, d2 ∈ Z>0, equipMd1
and Md2 with any algebra norms, and equip B1 = Md1 ⊗ A1 and B2 = Md2 ⊗ A2
with any algebra tensor norm. Then B1 and B2 are complete, and there is a unique
algebra bijection
ϕ : Md1 ⊗alg Md2 ⊗alg
(
A1⊗̂A2
)
→ B1⊗̂B2
such that
ϕ
(
x1 ⊗ x2 ⊗
(
a1⊗̂a2
))
= (x1 ⊗ a1)⊗̂(x2 ⊗ a2)
for all x1 ∈Md1 , x2 ∈Md2 , a1 ∈ A1, and a2 ∈ A2.
Notation 4.3. We will often implicitly use the isomorphism ϕ of Lemma 4.2 to
write particular elements of B1⊗̂B2 as there in the form x1⊗x2⊗a with x1 ∈Md1 ,
x2 ∈Md2 , and a ∈ A⊗̂A, or (using Notation 3.1) a general element of B1⊗̂B2 as
d1∑
j,k=1
d2∑
l,m=1
ej,k ⊗ el,m ⊗ aj,k,l,m
with aj,k,l,m ∈ A1⊗̂A2 for j, k = 1, 2, . . . , d1 and l,m = 1, 2, . . . , d2.
Proof of Lemma 4.2. Completeness of B1 and B2 follows from finite dimensionality
ofMd1 andMd2. Also by finite dimensionality ofMd1 , any two algebra tensor norms
on B1 are equivalent. Thus, we may take B1 = Md1⊗̂A1. Similarly, we may take
B2 =Md2⊗̂A2, and make the identification of algebras
Md1 ⊗algMd2 ⊗alg
(
A1⊗̂A2
)
=Md1⊗̂Md2⊗̂A1⊗̂A2.
Now ϕ is just the permutation of projective tensor factors isomorphism
ϕ : Md1⊗̂Md2⊗̂A1⊗̂A2 →Md1⊗̂A1⊗̂Md2⊗̂A2.
This completes the proof. 
The following lemma was suggested by the last paragraph in Section 7.5 of [1].
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Lemma 4.4. Let A be a unital Banach algebra, let d ∈ Z>0, equip Md with any
algebra norm, and equip B = Md ⊗ A with any algebra tensor norm. Suppose
z ∈ B⊗̂B satisfies ∆B(z) = 1 and
(4.3) (x ⊗ 1A ⊗ 1B)z = z(1B ⊗ x⊗ 1A)
for all x ∈ Md. Then, rearranging tensor factors as in Notation 4.3, there exist
elements zj,k ∈ A⊗̂A for j, k = 1, 2, . . . , d such that
z =
d∑
j,k,l=1
ej,k ⊗ el,j ⊗ zl,k and
d∑
j=1
∆A(zj,j) = 1.
Proof. Use Lemma 4.2 and Notation 4.3 to write
z =
d∑
j,k,l,m=1
ej,k ⊗ el,m ⊗ aj,k,l,m
with aj,k,l,m ∈ A⊗̂A for j, k, l,m = 1, 2, . . . , d. Let r, s ∈ {1, 2, . . . , d}. In (4.3) put
x = es,r, getting
d∑
k,l,m=1
es,k ⊗ el,m ⊗ ar,k,l,m −
d∑
j,k,l=1
ej,k ⊗ el,r ⊗ aj,k,l,s = 0.
Let p ∈ {1, 2, . . . , d} and multiply on the right by ep,p ⊗ er,r ⊗ 1A⊗̂A, getting
(4.4)
d∑
l=1
es,p ⊗ el,r ⊗ ar,p,l,r −
d∑
j,l=1
ej,p ⊗ el,r ⊗ aj,p,l,s = 0.
Let q ∈ {1, 2, . . . , d}. First, assume r 6= s and multiply (4.4) on the left by
er,r ⊗ eq,q ⊗ 1A⊗̂A. The first sum is annihilated, and we get
−er,p ⊗ eq,r ⊗ ar,p,q,s = 0.
Thus (by injectivity in Lemma 4.2), we have ar,p,q,s = 0 whenever p, q, r, s ∈
{1, 2, . . . , d} satisfy r 6= s. For arbitrary r, s ∈ {1, 2, . . . , d}, multiply (4.4) on the
left by es,s ⊗ eq,q ⊗ 1A⊗̂A. This gives
es,p ⊗ eq,r ⊗ ar,p,q,r − es,p ⊗ eq,r ⊗ as,p,q,s = 0.
Therefore ar,p,q,r = as,p,q,s for all p, q, r, s ∈ {1, 2, . . . , d}. With zl,k = a1,k,l,1 for
k, l = 1, 2, . . . , d, we therefore get
z =
d∑
j,k,l=1
ej,k ⊗ el,j ⊗ zl,k.
Apply ∆B to this equation, using ej,kel,j = 0 when k 6= l and ej,kek,j = ej,j , to get
1 = ∆B(z) =
d∑
j,k=1
ej,j ⊗∆A(zk,k).
So
∑d
k=1∆A(zk,k) = 1. 
Lemma 4.5. Let d ∈ Z>0, let α1, α2, . . . , αd ∈ C \ {0}, and set
β = min
(
|α1|, |α2|, . . . , |αd|
)
and γ = max
(
|α1|, |α2|, . . . , |αd|
)
.
Let E be a normed vector space, and let ξ1, ξ2, . . . , ξd ∈ E satisfy
∥∥∥∑dj=1 ξj∥∥∥ = 1.
Then there exist
ζ1, ζ2, . . . , ζd ∈ S
1 = {ζ ∈ C : |ζ| = 1} and j0 ∈ {1, 2, . . . , d}
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such that
(4.5)
∥∥∥∥∥
d∑
k=1
(ζj0αj0)(ζkαk)
−1ξk
∥∥∥∥∥ ≥ β−1/2γ1/2
or
(4.6)
∥∥∥∥∥
d∑
k=1
(ζj0αj0)
−1(ζkαk)ξk
∥∥∥∥∥ ≥ β−1/2γ1/2.
Proof. We claim that it suffices to consider the case αj > 0 for j = 1, 2, . . . , d.
To see this, assume that the result has been proved for |α1|, |α2|, . . . , |αd|, yielding
ζ
(0)
1 , ζ
(0)
2 , . . . , ζ
(0)
d ∈ S
1. Then the result for α1, α2, . . . , αd follows by taking ζj =
sgn(αj)ζ
(0)
j for j = 1, 2, . . . , d. We therefore assume that αj > 0 for j = 1, 2, . . . , d.
Both (4.5) and (4.6) are unchanged if we choose any ρ > 0 and replace αj by
ραj for j = 1, 2, . . . , d. We may therefore assume that β = 1. Reordering the αj
and the ξj , we may assume that 1 = α1 ≤ α2 ≤ · · · ≤ αd = γ.
By the Hahn-Banach Theorem, there is a linear functional ω : E → C such that
‖ω‖ = 1 and
d∑
j=1
ω(ξj) = 1.
Set σj = sgn(ω(ξj)) and λj = |ω(ξj)| for j = 1, 2, . . . , d. Then
∑d
j=1 λj ≥ 1.
Applying ω at the first step in both the following calculations, and using α1 = 1
in the first and αd = γ in the second, we get∥∥∥∥∥
d∑
k=1
(σ1α1)
−1(σkαk)ξk
∥∥∥∥∥ ≥
∣∣∣∣∣
d∑
k=1
(σ1α1)
−1(σkαk)ω(ξk)
∣∣∣∣∣(4.7)
= |σ−11 |
∣∣∣∣∣
d∑
k=1
αkσkω(ξk)
∣∣∣∣∣ =
d∑
k=1
αkλk
and
1
γ
∥∥∥∥∥
d∑
k=1
(
σdαd
)(
σkαk
)−1
ξk
∥∥∥∥∥ ≥ 1γ
∣∣∣∣∣
d∑
k=1
(
σdαd
)(
σkαk
)−1
ω(ξk)
∣∣∣∣∣(4.8)
= γ−1|σd|αd
∣∣∣∣∣
d∑
k=1
α−1k σkω(ξk)
∣∣∣∣∣ =
d∑
k=1
α−1k λk.
Now, using the inequality α+ α−1 ≥ 2 for α > 0 at the third step, we get(
d∑
k=1
αkλk
)(
d∑
k=1
α−1k λk
)
=
d∑
k=1
αkλk · α
−1
k λk +
d∑
k=1
∑
j 6=k
αkλk · α
−1
j λj
=
d∑
k=1
λ2k +
d∑
k=1
k−1∑
j=1
(
αkα
−1
j + α
−1
k αj
)
λjλk
≥
d∑
k=1
λ2k +
d∑
k=1
k−1∑
j=1
2λjλk =
(
d∑
k=1
λk
)2
≥ 1.
Combining this result with (4.7) and (4.8), we get∥∥∥∥∥
d∑
k=1
(σ1α1)
−1(σkαk)ξk
∥∥∥∥∥ ≥ γ1/2 or 1γ
∥∥∥∥∥
d∑
k=1
(
σdαd
)(
σkαk
)−1
ξk
∥∥∥∥∥ ≥ γ−1/2.
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In the first case, we get the conclusion of the lemma by choosing j0 = 1 and ζj = σj
for j = 1, 2, . . . , d. In the second case, we get the conclusion by choosing j0 = d and
ζj = σj for j = 1, 2, . . . , d. 
Lemma 4.6. Let d ∈ Z>0, let S = (I, s, f) be a diagonal system of d-similarities,
and let p ∈ [1,∞). Let (Y, C, ν) be a σ-finite measure space, and let A ⊂ L(Lp(Y, ν))
be a unital closed subalgebra. Set B = Mp,Sd ⊗p A. Suppose z ∈ B⊗̂B satisfies
∆B(z) = 1 and
(x ⊗ 1A ⊗ 1B)z = z(1B ⊗ x⊗ 1A)
for all x ∈Mp,Sd . Then ‖z‖S,pi ≥ R
1/2
p,S .
Proof. Set B0 = M
p
d ⊗p A. Let i ∈ I; we show that ‖z‖S,pi ≥ ‖s(i)‖
1/2
p ‖s(i)−1‖
1/2
p .
Let S0 be the basic system of d-similarities (Definition 3.2).
Adopt Notation 4.3, and use Lemma 4.4 to find zj,k ∈ A⊗̂A for j, k = 1, 2, . . . , d
such that
z =
d∑
j,k,l=1
ej,k ⊗ el,j ⊗ zl,k and
d∑
j=1
∆A(zj,j) = 1.
There are α1, α2, . . . , αd ∈ C \ {0} such that s(i) = diag(α1, α2, . . . , αd). Apply
Lemma 4.5 with E = A, with α1, α2, . . . , αd as above, and with ξj = ∆(zj,j) for
j = 1, 2, . . . , d. Then β = ‖s(i)−1‖−1p and γ = ‖s(i)‖p. We obtain ζ1, ζ2, . . . , ζd ∈ S
1
and j0 ∈ {1, 2, . . . , d} such that
(4.9)
∥∥∥∥∥
d∑
k=1
(ζj0αj0)(ζkαk)
−1∆(zk,k)
∥∥∥∥∥ ≥ ‖s(i)‖1/2p ‖s(i)−1‖1/2p
or
(4.10)
∥∥∥∥∥
d∑
k=1
(ζj0αj0)
−1(ζkαk)∆(zk,k)
∥∥∥∥∥ ≥ ‖s(i)‖1/2p ‖s(i)−1‖1/2p .
Define u = diag(ζ1, ζ2, . . . , ζd) and w = us(i). Then ‖u‖p = ‖u
−1‖p = 1, so ‖u ⊗
1‖p = ‖u
−1 ⊗ 1‖p = 1.
Since B0 = M
p
d ⊗p A and B = M
p,S
d ⊗p A are just Md ⊗alg A as algebras (by
Lemma 3.12), the formula b 7→ (s(i) ⊗ 1)b(s(i)−1 ⊗ 1) defines a homomorphism
ϕ0 : B → B0. It follows from Lemma 3.15(1) that ‖ϕ0(b)‖p,S0 ≤ ‖b‖p,S for all
b ∈ B. Therefore also the formula
ϕ(b) = (w ⊗ 1)b(w−1 ⊗ 1) = (u ⊗ 1)ϕ0(b)(u
−1 ⊗ 1)
defines a contractive homomorphism ϕ : B → B0. Also, b 7→ b defines a contrac-
tive homomorphism from B to B0, namely the map κ
p,S0,S
B of Notation 3.14 and
Lemma 3.15(3). The projective tensor product of contractive linear maps is con-
tractive, and ∆B0 : B0⊗̂B0 → B0 is contractive. So there are contractive linear
maps ∆1,∆2 : B⊗̂B → B0 such that for all b1, b2 ∈ B we have the following formu-
las (in each case, the first one justifies contractivity and the second one is in terms
of what happens in Md ⊗alg B):
∆1(b1 ⊗ b2) = ∆B0
(
ϕ0(b1)⊗ κ
p,S0,S
B (b2)
)
= (w ⊗ 1)b1(w
−1 ⊗ 1)b2
and
∆2(b1 ⊗ b2) = ∆B0
(
κp,S0,SB (b1)⊗ ϕ0(b2)
)
= b1(w ⊗ 1)b2(w
−1 ⊗ 1).
We evaluate ∆1(z) and ∆2(z). For j, k, l = 1, 2, . . . , d, we have
wej,kw
−1el,j =
{
0 l 6= k
(ζjαj)(ζkαk)
−1ej,j l = k.
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Therefore
∆1(z) =
d∑
j,k,l=1
wej,kw
−1el,j ⊗∆A(zl,k) =
d∑
j=1
ej,j ⊗
d∑
k=1
(ζjαj)(ζkαk)
−1∆A(zk,k).
Similarly, one gets
∆2(z) =
d∑
j=1
ej,j ⊗
d∑
k=1
(ζjαj)
−1(ζkαk)∆A(zk,k).
If (4.9) holds, then we use (4.9) and ‖ej0,j0 ⊗ 1‖p = ‖ej0,j0‖p = 1 to get
‖z‖S,pi ≥ ‖∆1(z)‖ ≥
∥∥(ej0,j0 ⊗ 1)∆1(z)(ej0,j0 ⊗ 1)∥∥
=
∥∥∥∥∥
d∑
k=1
(ζj0αj0)(ζkαk)
−1∆(zk,k)
∥∥∥∥∥ ≥ ‖s(i)‖1/2p ‖s(i)−1‖1/2p .
If instead (4.10) holds, we similarly get
‖z‖S,pi ≥ ‖∆2(z)‖ ≥
∥∥(ej0,j0 ⊗ 1)∆1(z)(ej0,j0 ⊗ 1)∥∥ ≥ ‖s(i)‖1/2p ‖s(i)−1‖1/2p .
This completes the proof. 
Theorem 4.7. Let p ∈ [1,∞), let d = (d(1), d(2), . . .) be a sequence of integers
such that d(n) ≥ 2 for all n ∈ Z>0, and let
I = (I1, I2, . . .), s = (s1, s2, . . .), and f = (f1, f2, . . .)
be sequences such that Sn = (In, sn, fn) is a system of d(n)-similarities for all
n ∈ Z>0. Suppose the algebra Dp,d,I,s,f of Definition 3.22 is amenable. Then∏∞
n=1Rp,Sn <∞.
Proof. The hypothesis means that there is M ∈ [1,∞) such that Dp,d,I,s,f has
an approximate diagonal with norm at most M. Let n ∈ Z>0. We show that∏n
l=1 Rp,Sl ≤ (M + 1)
2. This will prove the theorem.
Set r = d(1)d(2) · · · d(n). Parts (1) and (4) of Theorem 3.19 provide a diago-
nal system T = (J, t, g) of r-similarities, a σ-finite measure space (Y, C, ν), and
a unital closed subalgebra A ⊂ L(Lp(Y, ν)) (namely A = Dn,∞p,d,I,s,f), such that
Rp,T =
∏n
l=1 Rp,Sl and Dp,d,I,s,f is isometrically isomorphic to M
p,T
r ⊗p A. Let
G0 ⊂ inv
(
Mp,Lr
)
be the group of signed permutation matrices (Definition 2.9
of [14]), and set
G = {g ⊗ 1A : g ∈ G0} ⊂ inv
(
Mp,Lr ⊗p A
)
.
Apply Lemma 4.1 with B =Mp,Lr ⊗p A, with G as given, and with ε = 1, getting
z ∈
(
Mp,Lr ⊗p A
)
⊗alg
(
Mp,Lr ⊗p A
)
such that ‖z‖pi < M + 1, ∆Mp,Lr ⊗pA(z) = 1, and (g ⊗ 1)z = z(1⊗ g) for all g ∈ G.
The signed permutation matrices span Mp,Lr by Lemma 2.11 of [14], so(
x⊗ 1A ⊗ 1Mp,Lr ⊗pA
)
z = z
(
1Mp,Lr ⊗pA ⊗ x⊗ 1A
)
for all x ∈Mp,Lr . Therefore Lemma 4.6 applies, and we conclude
M + 1 > ‖z‖L,pi ≥ R
1/2
p,L =
n∏
l=1
R
1/2
p,Sl
.
So
∏n
l=1Rp,Sl ≤ (M + 1)
2, as desired. 
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Lemma 4.8. Let d ∈ Z>0, let S = (I, s, f) be a diagonal system of d-similarities,
and let p ∈ [1,∞). Then, following the notation of Definition 3.11, there exist a
spatial representation τ : Md → L
(
Lp(XS , µS)
)
and w ∈ inv
(
L
(
Lp(XS , µS)
))
such
that
(4.11) ‖w‖ = Rp,S , ‖w− 1‖ = Rp,S − 1, ‖w
−1‖ = 1, ‖w−1 − 1‖ = 1−
1
Rp,S
,
and ψp,S(x) = wτ(x)w−1 for all x ∈Md.
Proof. Let i ∈ I. There are α1, α2, . . . , αd ∈ C \ {0} such that
s(i) = diag(α1, α2, . . . , αd) ∈M
p
d .
Set βi = min
(
|α1|, |α2|, . . . , |αd|
)
, and define
ui = diag
(
sgn(α1), sgn(α2), . . . , sgn(αd)
)
and wi = β
−1
i diag
(
|α1|, |α2|, . . . , |αd|
)
.
Then s(i) = βiwiui, ui is isometric,
(4.12) ‖wi‖ = ‖s(i)‖ · ‖s(i)
−1‖, ‖wi − 1‖ = ‖s(i)‖ · ‖s(i)
−1‖ − 1,
(4.13) ‖w−1i ‖ = 1, ‖w
−1
i − 1‖ = 1−
1
‖s(i)‖ · ‖s(i)−1‖
,
s(i)xs(i)−1 = wi(uixu
−1
i )w
−1
i for all x ∈ Md, and x 7→ uixu
−1
i is a spatial repre-
sentation of Mpd .
Define a representation
τi : Md → L
(
Lp({1, 2, . . . , d} × {i}, µS)
)
by using the identification (3.1) in Definition 3.11 on the representation x 7→ uixu
−1
i
for x ∈ Md. In the notation of Definition 3.11, we then have ψi(x) = wiτi(x)w
−1
i
for all x ∈Md.
Let τ : Md → L
(
Lp(XS , µS)
)
be the Lp direct sum, as in Definition 3.6, over i ∈ I
of the representations τi. Then τ is spatial by Lemma 3.10. Further take w to be the
Lp direct sum of the operators wi for i ∈ I. Since Rp,S = supi∈I ‖s(i)‖ · ‖s(i)
−1‖, it
follows from (4.12) and (4.13) that w is in fact in L
(
Lp(XS , µS)
)
and satisfies (4.11).
It is clear that ψp,S(x) = wτ(x)w−1 for all x ∈Md. 
Lemma 4.9. Adopt the notation of Example 1.4, but suppose that, for each n ∈ N,
instead of ρn : Md(n) → L(L
p(Xn, µn)) we have two representations
ρ(1)n , ρ
(2)
n : Md(n) → L(L
p(Xn, µn)).
Let A(1) and A(2) be the corresponding Lp UHF algebras of tensor product type.
Suppose that for every n ∈ Z>0 there is wn ∈ inv
(
L(Lp(Xn, µn))
)
such that
wnρ
(1)
n (x)w−1n = ρ
(2)
n (x) for all x ∈Md(n). Suppose further that
∞∑
n=1
‖wn − 1‖ <∞ and
∞∑
n=1
∥∥w−1n − 1∥∥ <∞.
Then there is y ∈ inv
(
L(Lp(X,µ))
)
such that yA(1)y−1 = A(2).
Proof. For j = 1, 2, we adapt the notation of Example 1.4 by letting σ
(j)
n : Mrd(n) →
A(j) be the analog, derived from the representations ρ
(j)
n , of the map σn : Mrd(n) →
A at the end of Example 1.4. We further set A
(j)
n = σ
(j)
n (Mrd(n)) ⊂ L(L
p(X,µ)),
so that A(j) =
⋃∞
n=0A
(j)
n . It suffices to find y ∈ inv
(
L(Lp(X,µ))
)
such that
yA
(1)
n y−1 = A
(2)
n for all n ∈ Z≥0.
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We claim that
M1 = sup
n∈Z≥0
n∏
k=1
‖wn‖ <∞ and M2 = sup
n∈Z≥0
n∏
k=1
∥∥w−1n ∥∥ <∞.
The proofs are the same for both, so we prove only the first. For n ∈ Z>0, we
observe that ‖wn‖ ≤ 1 + ‖wn − 1‖, so
max(‖wn‖, 1)− 1 ≤ ‖wn − 1‖.
Therefore
∞∑
n=1
[
max(‖wn‖, 1)− 1
]
≤
∞∑
n=1
‖wn − 1‖ <∞.
Using Lemma 2.15 at the second step, we therefore get
sup
n∈Z≥0
n∏
k=1
‖wn‖ ≤
∞∏
n=1
max(‖wn‖, 1) <∞.
The claim is proved.
For n ∈ Z≥0, set
yn = w1 ⊗ w2 ⊗ · · · ⊗ wn ⊗ 1N>n ∈ L(L
p(X,µ)).
Then
‖yn − yn−1‖ =
∥∥w1 ⊗ w2 ⊗ · · · ⊗ wn−1 ⊗ (wn − 1)⊗ 1N>n∥∥
= ‖wn − 1‖
n−1∏
k=1
‖wk‖ ≤M1‖wn − 1‖.
Therefore
∞∑
n=1
‖yn − yn−1‖ ≤M1
∞∑
n=1
‖wn − 1‖ <∞.
It follows that y = limn→∞ yn ∈ L
(
Lp(X,µ)
)
exists. We also get∥∥y−1n − y−1n−1∥∥ = ∥∥w−1n − 1∥∥ n−1∏
k=1
∥∥w−1k ∥∥ ≤M2∥∥w−1n − 1∥∥,
so
∑∞
n=1
∥∥y−1n −y−1n−1∥∥ <∞, whence z = limn→∞ y−1n ∈ L(Lp(XI,s,f , µI,s,f)) exists.
Clearly yz = zy = 1, so y is invertible with inverse z. Since ylA
(1)
n y
−1
l = A
(2)
n for
all l ∈ Z>0 with l ≥ n, it follows that yA
(1)
n y−1 = A
(2)
n . 
Theorem 4.10. Let p ∈ [1,∞), let d = (d(1), d(2), . . .) be a sequence in {2, 3, . . .},
and let
I = (I1, I2, . . .), s = (s1, s2, . . .), and f = (f1, f2, . . .)
be sequences such that Sn = (In, sn, fn) is a diagonal system of d(n)-similarities for
all n ∈ Z>0. Set A = Dp,d,I,s,f ⊂ L
(
Lp(XI,s,f , µI,s,f )
)
as in Definition 3.18 with
the given choices of I, s, and f. For n ∈ Z≥0, following the notation of Example 1.4,
let σn : Mrd(n) → A be σn = ρN,N≤n , and following the notation of Definition 3.18,
set ρn = ψ
p,Sn . (The notation ρn is used in Example 1.4.) Let B be the spatial
Lp UHF algebra whose supernatural number is the same as that of A. Then the
following are equivalent:
(1) A ∼= B.
(2) There exists an isomorphism ϕ : A → B such that the algebraic tensor
product of two copies of ϕ extends to an isomorphism ϕ ⊗p ϕ : A ⊗p A →
B ⊗p B.
(3) A is symmetrically amenable.
(4) A is amenable.
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(5) Whenever (Y, C, ν) is a σ-finite measure space, C ⊂ L(Lp(Y, ν)) is a closed
unital subalgebra, and ϕ : A → C is a unital continuous homomorphism
such that ϕ ⊗p idA : A ⊗p A → C ⊗p A is bounded, then ϕ is bounded
below.
(6) A⊗p A has approximately inner L
p-tensor half flip.
(7) A has approximately inner Lp-tensor flip.
(8) A has approximately inner Lp-tensor half flip.
(9) There is a uniform bound on the norms of the maps σn : M
p
rd(n)
→ A.
(10) There is a uniform bound on the norms of the maps
σn ⊗p σn : M
p
rd(n)2
→ A⊗p A.
(11)
∑∞
n=1(‖ρn‖ − 1) <∞.
(12) With Rp,Sn as in Definition 3.11 for n ∈ Z>0, we have
∑∞
n=1(Rp,Sn − 1) <
∞.
(13) The homomorphisms ρn ⊗p ρn : M
p
d(n)2 → A⊗p A satisfy
∞∑
n=1
(‖ρn ⊗p ρn‖ − 1) <∞.
(14) There exists a spatial Lp UHF algebra C ⊂ L
(
Lp(XI,s,f , µI,s,f )
)
which
is isometrically isomorphic to B, and v ∈ inv
(
L
(
Lp(XI,s,f , µI,s,f )
))
, such
that vAv−1 = C.
Some of the conditions in Theorem 4.10 do not involve the triple (I, s, f). It
follows that these all hold, or all fail to hold, for any choice of (I, s, f) giving an
isomorphic algebra.
The algebra B ⊗p B in (2) is a spatial L
p UHF algebra. In particular, using
Theorem 3.10(5) of [14], one can check that, up to isometric isomorphism, it does
not depend on how B is represented on an Lp space.
Proof of Theorem 4.10. We simplify the notation, following Example 1.4, by setting
Xn = XSn and µn = µSn for all n ∈ Z>0. We freely use other notation from
Example 1.4.
The equivalence of (2), (6), (7), (8), (10), and (13) follows from Theorem 2.16.
That (2) implies (1) is trivial. Assume (1); we prove (3). Since symmetric
amenability only depends on the isomorphism class of a Banach algebra, it is enough
to prove symmetric amenability when A = B. The maps σn : M
p
rd(n)
→ B are then
isometric, so that the maps σn⊗̂σn : M
p
rd(n)
⊗̂Mprd(n) → B⊗̂B are contractive. Now
apply Proposition 2.10(1) and Lemma 2.5(7). The implication from (3) to (4) is
trivial.
The implication from (4) to (12) is immediate from Theorem 4.7 and Lemma 2.15.
Now assume (12); we prove (11). Let Tn be the basic system of d(n)-similarities
(called S0 in Definition 3.2). When one identifies Md(n) with M
p
d(n), the map
ρn = ψ
p,Sn : Md(n) → M
p,Sn
d(n) becomes the map κ
p,Sn,Tn
C
: Mpd(n) → M
p,Sn
d(n) of Nota-
tion 3.14. Then Lemma 3.15(2) implies that ‖ρn‖ = Rp,Sn for n ∈ Z>0. The desired
implication is now clear.
Assume (11); we prove (14). Apply Lemma 4.8 to Sn for all n ∈ Z>0, obtaining
spatial representations τn : Md(n) → L(L
p(Xn, µn)) and invertible elements wn ∈
L(Lp(Xn, µn)), satisfying the estimates given there. We have Rp,Sn = ‖ρn‖ as in
the proof of the implication from (12) to (11). Therefore the estimates become
‖wn‖ = ‖ρn‖, ‖wn− 1‖ = ‖ρn‖− 1, ‖w
−1
n ‖ = 1, and ‖w
−1
n − 1‖ = 1−
1
‖ρn‖
.
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Applying the construction of Example 1.4 to d and (τ1, τ2, . . .), we obtain a spatial
Lp UHF algebra C = A(d, τ) ⊂ L
(
Lp(XI,s,f , µI,s,f)
)
. Obviously its supernatu-
ral number is the same as that of A. Lemma 4.9 provides an invertible element
y ∈ L
(
Lp(XI,s,f , µI,s,f )
)
such that yAy−1 = C. Theorem 1.8 implies that C is
isometrically isomorphic to B.
We now show that (14) implies (2). By hypothesis, the formula ϕ(a) = vav−1
for a ∈ A defines an isomorphism ϕ : A → B. Then a 7→ (v ⊗ v)a(v ⊗ v)−1 is an
isomorphism from A ⊗p A to B ⊗p B which sends a1 ⊗ a2 to ϕ(a1) ⊗ ϕ(a2) for all
a1, a2 ∈ A.
It remains only to prove that (5) and (9) are equivalent to the other conditions.
We prove that (9) is equivalent to (10). It suffices to prove that ‖σn⊗σn‖ = ‖σn‖
2
for all n ∈ Z>0. Repeated application of Lemma 3.17 shows that there is a diagonal
system T0 = (J0, t0, g0) of rd(n)-similarities such that σn = ψ
p,T0
C
. The same lemma
further shows that setting J = J0 × J0 and setting t(j, k) = t0(j) ⊗ t0(k) and
g(j, k) = g0(j)g0(k) gives a diagonal system T = (J, t, g) of rd(n)
2-similarities such
that σn ⊗ σn = ψ
p,T
C
. The relation ‖σn ⊗ σn‖ = ‖σn‖
2 now follows from Lemma
3.15(1), Lemma 3.3, and the relation ‖v ⊗ w‖ = ‖v‖ · ‖w‖ for v, w ∈Mprd(n).
That (8) implies (5) follows from Theorem 2.7.
We show that (5) implies (1). Let κ : A → B be as in Corollary 2.14. By
Corollary 2.14(3), there is a continuous homomorphism γ : A⊗p A→ B ⊗p A such
that γ(a1 ⊗ a2) = κ(a1) ⊗ a2 for all a1, a2 ∈ A. Condition (5) implies that κ has
closed range. Since κ has dense range by Corollary 2.14(1), we conclude that κ is
an isomorphism. 
For p = 2, we can do a little better: we don’t need to require the systems of
similarities to be diagonal.
Theorem 4.11. Let d = (d(1), d(2), . . .) be a sequence in {2, 3, . . .}, and let
I = (I1, I2, . . .), s = (s1, s2, . . .), and f = (f1, f2, . . .)
be sequences such that Sn = (In, sn, fn) is a system of d(n)-similarities for all n ∈
Z>0. Set A = D2,d,I,s,f ⊂ L
(
L2(XI,s,f , µI,s,f)
)
as in Definition 3.22 with the given
choices of I, s, and f. IfA is amenable, then there exists v ∈ inv
(
L
(
L2(XI,s,f , µI,s,f )
))
such that vAv−1 is a C*-algebra.
Problem 30 in the “Open Problems” chapter of [16] asks whether an amenable
closed subalgebra of the bounded operators on a Hilbert space is similar to a C*-
algebra. This problem has been open for some time, and little seems to be known.
(See the discussion in the introduction.) Theorem 4.11 shows that the answer is yes
for a class of algebras which, as far as we know, is quite different from any other
class considered in this context.
Proof of Theorem 4.11. Let Rp,S be as in Definition 3.11. By Proposition 3.20(1),
for all n ∈ Z>0 and i ∈ In, we can replace sn(i) by ‖sn(i)
−1‖sn(i). Therefore we may
assume that ‖sn(i)
−1‖ = 1. (This change preserves the requirement 1 ∈ ran(sn).)
We claim that
∑∞
n=1(R2,Sn − 1) <∞. This is the main part of the proof.
To prove the claim, for all n ∈ Z>0 choose in, jn ∈ In such that sn(in) = 1
and ‖sn(jn)‖ · ‖sn(jn)
−1‖ > R2,Sn − 2
−n. Set Jn = {in, jn}. We define systems
T
(0)
n =
(
Jn, t
(0)
n , gn
)
of d(n)-similarities as follows. If in = jn, so that Jn has only
one element, we set t
(0)
n (in) = 1 and gn(in) = 1. If in 6= jn, we set
t(0)n = sn|Jn , gn(in) =
fn(in)
fn(in) + fn(jn)
, and gn(jn) =
fn(jn)
fn(in) + fn(jn)
.
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By construction, we have R
2,T
(0)
n
> R2,Sn − 2
−n. Set
J = (J1, J2, . . .), t
(0) =
(
t
(0)
1 , t
(0)
2 , . . .
)
, and g = (g1, g2, . . .).
Define a subsystem of (d, ρ) as in Definition 2.12 by taking
Zn = {1, 2, . . . , d(n)} × Jn = Xd(n),T (0)n
for n ∈ Z>0. Let λn and γn be as in Definition 2.12. Then λn = µd(n),T (0)n
. Let B(0)
be the Lp UHF algebra of the subsystem (Zn)n∈Z>0 as in Definition 2.12, which is
equal to D2,d,J,t(0),g. Let κ : A→ B
(0) be the homomorphism of Lemma 2.13. Since
A is amenable and κ has dense range, it follows from Proposition 2.3.1 of [16] that
B(0) is amenable.
For n ∈ Z>0, define a function zn : Jn → Md(n) by zn(in) = 1 and, if jn 6= in,
using polar decomposition to choose a unitary zn(jn) such that
zn(jn)sn(jn) = [sn(jn)
∗sn(jn)]
1/2.
Define t
(1)
n : Jn → inv(Md(n)) by t
(1)
n (i) = zn(i)sn(i) for i ∈ Jn. Then set T
(1)
n =(
Jn, t
(1)
n , gn
)
, which is a system of d(n)-similarities. Define a sequence t(1) by t(1) =(
t
(1)
1 , t
(1)
2 , . . .
)
, and set B(1) = D2,d,J,t(1),g. Proposition 3.20(2) implies that B
(1)
is isometrically isomorphic to B(0), so that B(1) is amenable, and that R
2,T
(1)
n
=
R
2,T
(0)
n
for all n ∈ Z>0.
For n ∈ Z>0, further choose a unitary vn ∈ Md(n) such that vnt
(1)
n (jn)v
∗
n is
diagonal. Define tn : Jn → inv(Md(n)) by tn(i) = vn(i)t
(1)
n (i)vn(i)
∗ for i ∈ In.
Then set Tn =
(
Jn, tn, gn
)
, which is a system of diagonal d(n)-similarities. Define
a sequence t by t =
(
t1, t2, . . .
)
, and set B = D2,d,J,t,g. Proposition 3.20(3) implies
that B is isometrically isomorphic to B(1), so that B is amenable, and that R2,Tn =
R
2,T
(0)
n
for all n ∈ Z>0. From Theorem 4.10 we get
∑∞
n=1(R2,Tn−1) <∞. Therefore
∞∑
n=1
(R2,Sn − 1) <
∞∑
n=1
(
R2,Tn +
1
2n
− 1
)
<∞.
The claim is proved.
For n ∈ Z>0 and i ∈ In, use the polar decomposition of sn(i)
∗ to find a selfadjoint
element cn(i) ∈ Md(n) and a unitary un(i) ∈ Md(n) such that sn(i) = cn(i)un(i).
Then (Sn, un, fn) is a system of d(n)-similarities. We have
‖cn(i)‖ = ‖sn(i)‖ and ‖cn(i)
−1‖ = ‖sn(i)
−1‖ = 1,
so 1 ≤ cn(i) ≤ ‖sn(i)‖ · 1. Therefore ‖cn(i)− 1‖ ≤ ‖sn(i)‖ − 1 ≤ R2,Sn − 1. Also
‖cn(i)
−1 − 1‖ ≤ ‖cn(i)
−1‖ · ‖1− cn(i)‖ = ‖1− cn(i)‖ ≤ R2,Sn − 1.
Recalling that XTn = {1, 2, . . . , d(n)} × In, and applying Lemma 2.11 and Re-
mark 3.7, let cn ∈ inv(L(L
2(XTn , µTn)) be the direct sum over i ∈ In of the
elements cn(i). Thus ‖cn − 1‖ ≤ R2,Sn − 1 and ‖c
−1
n − 1‖ ≤ R2,Sn − 1.
Set u = (u1, u2, . . .). Since
∑∞
n=1(R2,Sn − 1) <∞, we have
∑∞
n=1 ‖cn − 1‖ <∞
and
∑∞
n=1 ‖c
−1
n − 1‖ < ∞. So Lemma 4.9 provides an invertible element v ∈
L(L2(XI,s,f , µI,s,f ) such that vAv
−1 = D2,d,I,u,f . Since un(i) is unitary for all n ∈
Z>0 and i ∈ In, it is immediate thatD2,d,I,u,f is a C*-subalgebra of L(L
2(XI,s,f , µI,s,f ).

Question 4.12. Let p ∈ [1,∞). Let A be an amenable Lp UHF algebra, but not
of the type to which Theorem 4.10 applies. Does it follow that A is isomorphic to
a spatial Lp UHF algebra? Does it follow that A is similar to a spatial Lp UHF
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algebra? What if we assume, say, that A is an Lp UHF algebra of tensor product
type? What if we assume that A is in fact symmetrically amenable?
Amenability of spatial Lp UHF algebras is used in the proof of Corollary 5.18
of [14] to prove that spatial representations of the Leavitt algebra Ld generate
amenable Banach algebras. (That is, Opd is amenable for p ∈ [1,∞) and d ∈
{2, 3, . . .}.) It is clear from Theorem 4.10 (and will be much more obvious from
Theorem 5.14 below) that there are Lp UHF algebras of tensor product type which
are not amenable. However, we do not know how to use known examples to con-
struct nonamenable versions of Opd.
Question 4.13. Let p ∈ [1,∞) and let d ∈ {2, 3, . . .}. Does there exist a σ-finite
measure space (X,B, µ) and a representation ρ of the Leavitt algebra Ld on L
p(X,µ)
such that ‖ρ(sj)‖ = 1 and ‖ρ(tj)‖ = 1 for j = 1, 2, . . . , d, but such that ρ(Ld) is
not amenable?
The situation is a bit different from what we have considered here. If ‖ρ(sj)‖ = 1
and ‖ρ(tj)‖ = 1 for j = 1, 2, . . . , d, then the standard matrix units in the analog for
ρ(Ld) of the UHF core of Od all have norm 1. We do not know whether there are
nonamenable Lp UHF algebras in which all the standard matrix units have norm 1.
5. Many nonisomorphic Lp UHF algebras
In this section, for fixed p ∈ (1,∞) and a fixed supernatural number N, we
prove that there are uncountably many mutually nonisomorphic Lp UHF algebras
of infinite tensor product type with the same supernatural number N. We rule out
not just isometric isomorphism but isomorphisms which convert the norm to an
equivalent norm. Our algebras are all obtained using diagonal similarities, so are
covered by Theorem 4.10. In particular, all except possibly one of them is not
amenable.
We do not use any explicit invariant. Rather, we give lower bounds on the norms
of nonzero homomorphisms from matrix algebras into the algebras we consider,
which increase with the size of the matrix algebra. We use these to prove the
nonexistence of continuous homomorphisms between certain pairs of our algebras.
Our construction uses a class of diagonal similarities which is easy to deal with,
and which we now introduce.
Notation 5.1. Let p ∈ [1,∞), let d ∈ Z>0, and let γ ∈ [1,∞). We define Kd,γ ⊂
inv(Md) to be the compact set consisting of all diagonal matrices in Md whose
diagonal entries are all in [1, γ]. When we need a system Sd,γ = (Id,γ , sd,γ , fd,γ)
of d-similarities such that ran(sd,γ) = Kd,γ, we take Id,γ to consist of all diagonal
matrices in Md whose diagonal entries are all in [1, γ] ∩ Q and sd,γ to be the
identity map. For each d and γ, we choose once and for all an arbitrary function
fd,γ : Id,γ → (0, 1] satisfying
∑
i∈Id,γ
f(i) = 1.
Let (Y, C, ν) be a σ-finite measure space, and let A ⊂ L(Lp(Y, ν)) be a closed
subalgebra. In Definition 3.21, we make the following abbreviations.
(1) Mp,γd =M
p,Kd,γ
d .
(2) ‖ · ‖p,γ = ‖ · ‖p,Kd,γ .
(3) κp,γ2,γ1d = κ
p,Kd,γ2 ,Kd,γ1 and κp,γ2,γ1d,A = κ
p,Kd,γ2 ,Kd,γ1
A for γ1, γ2 ∈ [1,∞).
In particular, Mp,1d =M
p
d .
We adapt Lemma 3.15 and Lemma 3.16 to our current situation.
Lemma 5.2. Adopt Notation 5.1. Also let (Y, C, ν) be a σ-finite measure space,
and let A ⊂ L(Lp(Y, ν)) be a closed unital subalgebra. Then:
AMENABILITY 35
(1) ‖κp,γ,1d,A ‖ = γ.
(2) For γ2 ≥ γ1 ≥ 1, we have
∥∥κp,γ1,γ2d,A ∥∥ = 1.
(3) For j, k = 1, 2, . . . , d and a ∈ A, in Mp,γd ⊗p A we have
‖ej,k ⊗ a‖p,γ =
{
‖a‖ j = k
γ‖a‖ j 6= k.
(4) For any x ∈Md ⊗A, we have
‖x‖p,γ = sup
v∈Kd,γ
‖(v ⊗ 1)x(v−1 ⊗ 1)‖p.
(5) Let a1, a2, . . . , ad ∈ A. Then in M
p,γ
d ⊗p A, we have∥∥e1,1 ⊗ a1 + e2,2 ⊗ a2 + · · ·+ ed,d ⊗ ad∥∥p,γ = max (‖a1‖, ‖a2‖, . . . , ‖ad‖).
The estimates in (1) and (2) mean that ‖x‖ ≤ ‖κp,γ,1d (x)‖ ≤ γ‖x‖ for all x ∈M
p
d .
The reason for our definition ofKd,γ is to ensure that β ≥ γ implies Kd,γ ⊂ Kd,β.
If we used diagonal matrices with diagonal entries in {1, γ}, our (easy) proof that
‖x‖p,β ≥ ‖x‖p,γ would break down, and we do not know whether this inequality
would still be true.
Proof of Lemma 5.2. For j, k ∈ {1, 2, . . . , d}, let rj,k be as in Lemma 3.16 with
K = Kd,γ . Then rj,j = 1 for j = 1, 2, . . . , d by Lemma 3.16(3), and it is easy to
check that rj,k = γ for j, k ∈ {1, 2, . . . , d} with j 6= k.
Part (1) is now immediate from Lemma 3.16(6), and part (2) is immediate
from Lemma 3.15(5). Using the computation of rj,k above, part (3) follows from
Lemma 3.16(4) and (5).
Part (4) is Lemma 3.15(1), and part (5) follows from Lemma 3.16(7). 
Notation 5.3. Let d = (d(1), d(2), . . .) be a sequence in {2, 3, . . .}, and let γ =
(γ(1), γ(2), . . .) be a sequence in [1,∞). Using the choices of Notation 5.1, define
Id,γ = (Id(1),γ(1), Id(2),γ(2), . . .), sd,γ = (sd(1),γ(1), sd(2),γ(2), . . .),
and
fd,γ = (fd(1),γ(1), fd(2),γ(2), . . .).
Following Definition 3.18, we now set Bp,γd = Dp,d,Id,γ ,sd,γ ,fd,γ . When d, p, and
γ are understood, we just call this algebra B. For n ∈ Z≥0, we then further set
Bn = D
(0,n)
p,d,Id,γ ,sd,γ ,fd,γ
. Thus
Bn =M
p,γ(1)
d(1) ⊗pM
p,γ(2)
d(2) ⊗p · · · ⊗pM
p,γ(n)
d(n) .
We can isometrically identify B0, B1, . . . with subalgebras of B in such a way that
B0 ⊂ B1 ⊂ · · · and B =
⋃∞
n=0Bn.
Thus, Bp,γd is the L
p spatial infinite tensor product of the algebras M
p,γ(n)
d(n) .
Lemma 5.4. Let p ∈ [1,∞), let d = (d(1), d(2), . . .) be a sequence in {2, 3, . . .},
and let β = (β(1), β(2), . . .) and γ = (γ(1), γ(2), . . .) be sequences in [1,∞). Let
l ∈ Z>0, and suppose that γ(j) ≥ β(j) for j = l + 1, l + 2, . . . . Then the obvious
map on the algebraic direct limits extends to a continuous unital homomorphism
from Bp,γd to B
p,β
d which has dense range.
Proof. We follow Notation 5.3 and the notation of Definition 3.18. We apply
part (2) of the conclusion of Lemma 2.13, with D = D
(0,l)
p,d,Id,γ ,sd,γ ,fd,γ
, to get a
contractive unital homomorphism
τ : Bp,γd → D
(0,l)
p,d,Id,γ ,sd,γ ,fd,γ
⊗p D
(l,∞)
p,d,Id,β,sd,β ,fd,β
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which has dense range. As algebras, we have
D
(0,l)
p,d,Id,γ ,sd,γ ,fd,γ
= D
(0,l)
p,d,Id,β ,sd,β,fd,β
=Mrd(l).
Since Mrd(l) is finite dimensional, the identity map on Mrd(l) ⊗alg D
(l,∞)
p,d,Id,β,sd,β ,fd,β
extends to a continuous bijection
D
(0,l)
p,d,Id,γ ,sd,γ ,fd,γ
⊗pD
(l,∞)
p,d,Id,β,sd,β ,fd,β
→ D
(0,l)
p,d,Id,β ,sd,β ,fd,β
⊗pD
(l,∞)
p,d,Id,β,sd,β ,fd,β
= Bp,βd .
Compose this map with τ to complete the proof of the lemma. 
We now give some results on perturbations of homomorphisms from direct sums
of matrix algebras. We adopt some notation from the beginning of Section 1 of [11].
Definition 5.5. Let A and D be Banach algebras, and let T : A→ D be a bounded
linear map. We define a bounded bilinear map T∨ : A×A→ D by
T∨(x, y) = T (xy)− T (x)T (y)
for x, y ∈ A.We further define d(T ) to be the distance from T to the set of bounded
homomorphisms from A to D, that is,
d(T ) = inf
({
‖T − ϕ‖ : ϕ : A→ D is a continuous homomorphism
})
.
Following [11], in the notation of Definition 5.5 it is easy to check that d(T ) = 0
if and only if T is a homomorphism.
We recall that if E, F, and G are Banach spaces, and b : E×F → G is a bilinear
map, then ‖b‖ is the least constantM such that ‖b(ξ, η)‖ ≤M‖ξ‖·‖η‖ for all ξ ∈ E
and η ∈ F. We next recall the following estimate.
Lemma 5.6 (Proposition 1.1 of [11]). Adopt the notation of Definition 5.5. Then
‖T∨‖ ≤
(
1 + d(T ) + 2‖T ‖
)
d(T ).
The following result, but with δ depending on D, is Corollary 3.2 of [11].
Lemma 5.7. Let A be a Banach algebra which is isomorphic, as a complex algebra,
to a finite direct sum of full matrix algebras. The for every ε > 0 and M ∈ [0,∞)
there is δ > 0 such that, whenever D is a Banach algebra and T : A→ D is a linear
map with ‖T ‖ ≤M and ‖T∨‖ < δ, then there is a homomorphism ϕ : A→ D such
that ‖ϕ− T ‖ < ε.
Example 1.5 of [11] shows that it is not possible to take δ to be independent
of M, even for A = C (with nonunital homomorphisms).
Proof of Lemma 5.7. Let A be as in the hypotheses, let ε > 0, and let M ∈ [0,∞).
Suppose that the conclusion fails. Then for every n ∈ Z>0 there is a Banach algebra
Dn and a linear map Tn : A → Dn such that ‖Tn‖ ≤ M and ‖T
∨‖ < 1n , but no
homomorphism ϕ : A→ Dn such that ‖ϕ− T ‖ < ε.
LetD be the Banach algebra of all bounded sequences b = (bn)n∈Z>0 ∈
∏∞
n=1Dn,
with the pointwise operations and the norm ‖b‖ = supn∈Z>0 ‖bn‖. For n ∈ Z>0, let
pin : D → Dn be given by pin(b) = bn. Corollary 3.2 of [11] provides δ > 0 such that
whenever T : A → D is a linear map with ‖T ‖ ≤ M and ‖T∨‖ < δ, then there is
a homomorphism ϕ : A → D such that ‖ϕ − T ‖ < ε. Choose n ∈ Z>0 such that
1
n < δ. Define T : A→ D by
T (x) = (0, 0, . . . , 0, Tn(x), Tn+1(x), . . .)
for x ∈ A. Then ‖T ‖ ≤ M and ‖T∨‖ < 1n < δ. So there is a homomorphism
ϕ : A→ D such that ‖ϕ−T ‖ < ε. The map pin◦ϕ : A→ Dn is a homomorphism such
that ‖pin ◦ϕ− Tn‖ < ε, contradicting the assumption that no such homomorphism
exists. 
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The following simple lemma will be used several times.
Lemma 5.8. Let A be a unital Banach algebra, let D be a Banach algebra, and
let ϕ, ψ : A → D be homomorphisms such that ‖ϕ − ψ‖ < 1. If ϕ is nonzero then
so is ψ, and if D and ϕ are unital then so is ψ.
Proof. For the first statement, ϕ(1) is a nonzero idempotent in D, whence ‖ϕ(1)‖ ≥
1. Therefore ψ(1) 6= 0. For the second, ψ(1) is an idempotent in D with ‖ψ(1)−1‖ <
1. Therefore ψ(1) is an invertible idempotent, so ψ(1) = 1. 
Lemma 5.9. Let A be a Banach algebra which is isomorphic, as a complex algebra,
to a finite direct sum of full matrix algebras. Let ε > 0, and let M ∈ [1,∞).
Then there is δA,ε,M > 0 such that whenever D is a Banach algebra, C ⊂ D is a
subalgebra, ϕ : A→ D is a homomorphism such that ‖ϕ‖ ≤M, and S : A→ C is a
linear map such that ‖S‖ ≤M and ‖S−ϕ‖ < δA,ε,M , then there is a homomorphism
ψ : A→ C such that ‖ψ − ϕ‖ < ε. If D, C, and ϕ are unital, then we may require
that ψ be unital.
Proof. Without loss of generality, ε < 1. Apply Lemma 5.7 with ε2 in place of ε and
with A and M as given, obtaining δ0 > 0. Set
δ = min
(
1,
ε
2
,
δ0
2(1 +M)
)
.
Let ϕ and S be as in the hypotheses, with δA,ε,M = δ. Lemma 5.6 implies that
‖S∨‖ < δ(1 + δ + 2M) ≤ δ(2 + 2M) ≤ δ0.
Therefore there exists a homomorphism ψ : A → C such that ‖ψ − S‖ < ε2 . Since
‖S − ϕ‖ < δ ≤ ε2 , it follows that ‖ϕ− ψ‖ < ε.
It remains to prove, under the conditions in the last sentence, that ψ is unital.
Since ε < 1, this follows from Lemma 5.8. 
Lemma 5.10. Let A be a Banach algebra which is isomorphic, as a complex
algebra, to a finite direct sum of full matrix algebras. Let D be a Banach algebra,
and let D0 ⊂ D1 ⊂ · · · ⊂ D be an increasing sequence of subalgebras such that
D =
⋃∞
n=0Dn. Then for every homomorphism ϕ : A→ D and every ε > 0, there is
n ∈ Z≥0 and a homomorphism ψ : A→ D such that ‖ψ − ϕ‖ < ε and ψ(A) ⊂ Dn.
Moreover, if D and ϕ are unital, and Dn is unital for n ∈ Z≥0, then ψ can be
chosen to be unital.
Proof. Apply Lemma 5.9 with A as given, with ‖ϕ‖+1 in place ofM, and with ε as
given, obtaining δ = δA,ε,1+‖ϕ‖ > 0. Set N = dim(A). Choose a basis (xk)k=1,2,...,N
for A consisting of elements xk ∈ A such that ‖xk‖ = 1 for k = 1, 2, . . . , N. Define
a bijection S : l1({1, 2, . . . , N}) → A by identifying l1({1, 2, . . . , N}) with CN and
setting
S(α1, α2, . . . , αN) =
N∑
k=1
αkxk
for α1, α2, . . . , αN ∈ C. Set δ0 =
1
2‖S
−1‖−1min(1, δ).
Choose n ∈ Z≥0 such that there are b1, b2, . . . , bN ∈ Dn with ‖bk−ϕ(xk)‖ < δ0 for
k = 1, 2, . . . , N. Let T : A→ Dn be the unique linear map such that T (xk) = bk for
k = 1, 2, . . . , N. We claim that ‖T −ϕ‖ < 2‖S−1‖δ0. To see this, let x ∈ A. Choose
α1, α2, . . . , αN ∈ C such that x =
∑N
k=1 αkxk. Then S
−1(x) = (α1, α2, . . . , αN ), so
‖(α1, α2, . . . , αN )‖1 ≤ ‖S
−1‖ · ‖x‖. Now
‖T (x)− ϕ(x)‖ ≤
N∑
k=1
|αk| · ‖T (xk)− ϕ(xk)‖ ≤
N∑
k=1
|αk|δ0 ≤ ‖S
−1‖ · δ0 · ‖x‖.
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So ‖T − ϕ‖ ≤ ‖S−1‖δ0 < 2‖S
−1‖δ0.
Since 2‖S−1‖δ0 ≤ 1, the claim implies that ‖T ‖ < ‖ϕ‖+1. Since 2‖S
−1‖δ0 ≤ δ,
we get ‖T−ϕ‖ < δ, so the choice of δ, with Dn in place of C in Lemma 5.9, provides
a homomorphism ψ : A→ D such that ‖ψ−ϕ‖ < ε and ψ(A) ⊂ Dn, which is unital
under the conditions in the last sentence. 
The following lemma is the key step of our argument. For any M, γ0, d0, d,
and p, if γ is sufficiently large and there is a nonzero homomorphism ϕ : Mp,γ0d0 →
Mp,γd ⊗p A, then there is a nonzero homomorphism from M
p,γ0
d0
whose range is in
C · 1⊗p A and whose norm is nearly the same as that of ϕ.
Lemma 5.11. Let p ∈ [1,∞), let d0, d ∈ Z>0, and let γ0 ∈ [1,∞). Let M ∈ [1,∞)
and let ε > 0. Then there is R ∈ [0,∞) such that whenever γ ∈ [R,∞), the
following holds. Let (Y, C, ν) be a σ-finite measure space, and let A ⊂ L(Lp(Y, ν))
be a closed subalgebra. Let ϕ : Mp,γ0d0 → M
p,γ
d ⊗p A be a nonzero homomorphism
such that ‖ϕ‖ ≤ M. Then there is a nonzero homomorphism ψ : Mp,γ0d0 → A such
that ‖ψ‖ ≤M + ε.
Proof. We use Notation 5.1 throughout. Without loss of generality, ε < 1. Let
δ > 0 be the constant of Lemma 5.9 obtained using ε and M as given and with
Mpd0 in place of A. Set R = 2d
2Mγ0/δ. Now let γ, A, and ϕ be as in the statement
of the lemma. Define
C =Mp,γd ⊗p A and C0 =M
p
d ⊗p A =M
p,1
d ⊗p A,
with norms ‖·‖p,γ and ‖·‖p,1.We will also need the maps, defined as in Notation 5.1,
κp,1,γd,A : C → C0, κ
p,1,γ0
d0
: Mp,γ0d0 →M
p
d0
, and κp,γ0,1d0 : M
p
d0
→Mp,γ0d0 .
Define T : Mp,γ0d0 →M
p,γ
d ⊗p A by
T (x) =
d∑
l=1
(el,l ⊗ 1)ϕ(x)(el,l ⊗ 1)
for x ∈Mp,γ0d0 . For l = 1, 2, . . . , d, there is a linear map Tl : M
p,γ0
d0
→ A such that
(el,l ⊗ 1)ϕ(x)(el,l ⊗ 1) = el,l ⊗ Tl(x)
for all x ∈ M .d0 Since ‖el,l‖p,γ = 1, we have ‖Tl‖ ≤ ‖ϕ‖ for l = 1, 2, . . . , d, so
Lemma 5.2(5) implies that ‖T ‖ ≤ ‖ϕ‖.
We now claim that
∥∥κp,1,γd,A ◦T ◦κp,γ0,1d0 −κp,1,γd,A ◦ϕ◦κp,γ0,1d0 ∥∥ < δ. To prove the claim,
let x ∈ Mpd0 satisfy ‖x‖p ≤ 1. There are elements al,m ∈ A for l,m = 1, 2, . . . , d
such that (
ϕ ◦ κp,γ0,1d0
)
(x) =
d∑
l,m=1
el,m ⊗ al,m.
For l 6= m, using Lemma 5.2(3) at the first step, ‖el,l ⊗ 1‖p,γ = ‖em,m ⊗ 1‖p,γ = 1
at the third step, and Lemma 5.2(1) at the fifth step, we get
γ‖al,m‖ = ‖el,m ⊗ al,m‖p,γ = ‖(el,l ⊗ 1)ϕ(x)(em,m ⊗ 1)‖p,γ
≤ ‖ϕ(x)‖p,γ ≤ ‖ϕ‖ · ‖x‖p,γ0 ≤ ‖ϕ‖γ0‖x‖p ≤Mγ0.
So
‖al,m‖ ≤Mγ0γ
−1 and ‖el,m ⊗ al,m‖p,1 = ‖al,m‖ ≤Mγ0γ
−1.
Now∥∥(κp,1,γd,A ◦ T ◦ κp,γ0,1d0 )(x)− (κp,1,γd,A ◦ ϕ ◦ κp,γ0,1d0 )(x)∥∥p,1 ≤ d∑
l=1
∑
m 6=l
‖el,m ⊗ al,m‖p,1
≤ d2Mγ0γ
−1.
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Thus ∥∥κp,1,γd,A ◦ T ◦ κp,γ0,1d0 − κp,1,γd,A ◦ ϕ ◦ κp,γ0,1d0 ∥∥ ≤ d2Mγ0γ ≤ d2Mγ0R = δ2 < δ.
The claim is proved.
Let D ⊂ C0 = M
p
d ⊗p A be the subalgebra consisting of all diagonal matrices
in Md(A). We algebraically identify D with
⊕d
l=1 A via the map (a1, a2, . . . , ad) 7→∑d
l=1 el,l ⊗ al from
⊕d
l=1 A to C0. Equip
⊕d
l=1A with the norm
‖(a1, a2, . . . , ad)‖ = max
(
‖a1‖, ‖a2‖, . . . , ‖ad‖
)
for a1, a2, . . . , ad ∈ A. By Lemma 5.2(5), the identification of
⊕d
l=1 A with D is
then isometric. By construction, the range of κp,1,γd,A ◦ T is contained in D. The
claim above and the choice of δ provide a homomorphism ψ0 : M
p
d0
→ D such that∥∥ψ0 − κp,1,γd,A ◦ ϕ ◦ κp,γ0,1d0 ∥∥ < ε. Since κp,1,γd,A ◦ ϕ ◦ κp,γ0,1d0 is a nonzero homomorphism
and ε < 1, it follows from Lemma 5.8 that ψ0 is nonzero.
Set ψ1 = ψ0 ◦ κ
p,1,γ0
d0
. Using κp,γ0,1d0 ◦ κ
p,1,γ0
d0
= idMp,γ0
d0
at the first step, and∥∥κp,1,γ0d0 ∥∥ = 1 (from Lemma 5.2(2)) at the second step, we get∥∥ψ1 − κp,1,γd,A ◦ ϕ∥∥ ≤ ∥∥ψ0 − κp,1,γd,A ◦ ϕκp,γ0,1d0 ∥∥ · ∥∥κp,1,γ0d0 ∥∥ < ε.
So, using
∥∥κp,1,γd,A ∥∥ = 1 (from Lemma 5.2(2)), we get
‖ψ1‖ <
∥∥κp,1,γd,A ◦ ϕ∥∥+ ε ≤ ‖ϕ‖+ ε.
For l = 1, 2, . . . , d and a =
∑d
k=1 ek,k ⊗ ak ∈ D, define pil(a) = al. The formula
defines a contractive homomorphism pil : D → A. Choose l such that (pil◦ψ1)(1) 6= 0.
Then ψ = pil ◦ψ1 : M
p
d0
→ A is a nonzero homomorphism such that ‖ψ‖ < ‖ϕ‖+ ε.
This completes the proof. 
Recall that for a sequence d = (d(1), d(2), . . .) in {2, 3, . . .} and n ∈ Z≥0, we
defined rd(n) = d(1)d(2) · · · d(n).
Lemma 5.12. Let p ∈ [1,∞), let d = (d(1), d(2), . . .) be a sequence in {2, 3, . . .},
and let α ∈ [1,∞). Then for everyM ∈ [1,∞) and l ∈ Z>0, there is a nondecreasing
sequence β = (β(1), β(2), . . .) in [1,∞) such that, whenever γ = (γ(1), γ(2), . . .)
is a nondecreasing sequence in [1,∞) such that γ(j) ≥ β(j) for j = l, l + 1, . . . ,
whenever Bp,γd is as in Notation 5.3, and whenever ϕ : M
p,α
rd(l)
→ Bp,γd is a nonzero
homomorphism, then ‖ϕ‖ > M.
Proof. For m = l, l + 1, . . . , apply Lemma 5.11 with rd(l) in place of d0, with
d(m) in place of d, with α in place of γ0, with 2
−(m−l+1) in place of ε, and with
M + 1 + 2−(m−l+1) in place of M. Let β0(m) be the resulting value of R. For
m = 1, 2, . . . , l − 1 set β(m) = 1, and for m = l, l + 1, . . . set
β(m) = max
(
β0(l), β0(l + 1), . . . , β0(m)
)
.
Now let γ be a nondecreasing sequence in [1,∞) such that γ(j) ≥ β(j) for
j = l, l+ 1, . . . . Suppose that there is a nonzero homomorphism ϕ : Mp,αrd(l) → B
p,γ
d
such that ‖ϕ‖ ≤ M. Let B = Bp,γd , B0, B1, . . . be as in Notation 5.3. Lemma 5.10
provides n ∈ Z≥0 and a homomorphism ψ : M
p,α
rd(l)
→ Bn such that ‖ψ − ϕ‖ < 1.
Then ψ 6= 0 by Lemma 5.8. Therefore n ≥ l.Also, ‖ψ‖ ≤M+1 ≤M+1+2−(n−l+1).
Set ψn = ψ. Using choice of β0(n), the inequality γ(n) ≥ β(n) ≥ β0(n), and the
tensor product decomposition Bn = Bn−1 ⊗pM
p,γ(n)
d(n) , we get a nonzero homomor-
phism ψn−1 : M
p,α
rd(l)
→ Bn−1 such that
‖ψn−1‖ ≤
(
M + 1 + 2−(n−l+1)
)
+ 2−(n−l+1) =M + 1 + 2−(n−l).
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Similarly, there is now a nonzero homomorphism ψn−2 : M
p,α
rd(l)
→ Bn−2 such that
‖ψn−2‖ ≤M + 1 + 2
−(n−l−1).
Proceed inductively. We eventually find a nonzero homomorphism ψl−1 : M
p,α
rd(l)
→
Bl−1 such that
‖ψl−1‖ ≤M + 1 + 1.
Since Bl−1 ∼=Mrd(l−1) and rd(l − 1) < rd(l), this is a contradiction. 
Lemma 5.13. Let p ∈ [1,∞), let d = (d(1), d(2), . . .) be a sequence in {2, 3, . . .},
and let α = (α(1), α(2), . . .) be a nondecreasing sequence in [1,∞). Then there is a
nondecreasing sequence β = (β(1), β(2), . . .) in [1,∞) such that, whenever l ∈ Z>0
and γ = (γ(1), γ(2), . . .) is a nondecreasing sequence in [1,∞) with γ(j) ≥ β(j) for
j = l, l+1, . . . , and Bp,αd and B
p,γ
d are as in Notation 5.3, then there is no nonzero
continuous homomorphism from Bp,αd to B
p,γ
d .
Proof. For each m ∈ Z>0, apply Lemma 5.12 with d as given, with m in place
of l, with
∏m
k=1 α(k) in place of α, and with M = m. Call the resulting sequence
βm =
(
βm(1), βm(2), . . .
)
. Define
β(m) = max
(
βm(1), βm(2), . . . , βm(m)
)
for m ∈ Z>0. Clearly β = (β(1), β(2), . . .) is a nondecreasing sequence in [1,∞).
Now let l ∈ Z>0 and let γ = (γ(1), γ(2), . . .) be a nondecreasing sequence in
[1,∞) such that γ(j) ≥ β(j) for j = l, l+1, . . . . Suppose that ϕ : Bp,αd → B
p,γ
d is a
nonzero continuous homomorphism. Choose m ∈ Z>0 such that m > max(l, ‖ϕ‖).
Set η =
∏m
k=1 α(k). Let
ψ : Mrd(m) →Md(1) ⊗Md(2) ⊗ · · · ⊗Md(m)
be an isomorphism which sends standard matrix units to tensor products of stan-
dard matrix units. In particular, the image of the diagonal subalgebra of Mrd(m)
is the tensor product of the diagonal subalgebras of the algebras Md(k) for k =
1, 2, . . . ,m.
We claim that ψ is a contractive homomorphism
ψ : Mp,ηrd(m) →M
p,α(1)
d(1) ⊗pM
p,α(2)
d(2) ⊗p · · · ⊗pM
p,α(m)
d(m) .
To see this, apply Lemma 3.17 repeatedly to form the tensor product S = (I, s, f)
of the systems Sd(k),α(k) of Notation 5.1 for k = 1, 2, . . . ,m. Also let Srd(m),η be
as in Notation 5.1. For i ∈ I =
∏m
k=1 Id(k),α(k), the matrix s(i) is diagonal and
satisfies
‖s(i)‖ =
∥∥sd(1),α(1)(i1)⊗ sd(2),α(2)(i2)⊗ · · · ⊗ sd(m),α(m)(im)∥∥
=
m∏
k=1
‖sd(k),α(k)(ik)‖ ≤
m∏
k=1
α(k) = η.
Moreover, all its diagonal entries are real and at least 1. Therefore
ran(s) ⊂ Krd(m),η = ran(srd(m),η),
so ψ is contractive by Lemma 3.15(5).
As in Notation 5.3, we have an isometric inclusion
M
p,α(1)
d(1) ⊗pM
p,α(2)
d(2) ⊗p · · · ⊗pM
p,α(m)
d(m) → B
p,α
d .
Call it ι. Since ‖ψ‖ ≤ 1, the map
σ = ϕ ◦ ι ◦ ψ : Mp,ηrd(m) → B
p,γ
d
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is a nonzero homomorphism such that ‖σ‖ ≤ ‖ϕ‖. Since m ≥ l, for k = m,m+1, . . .
we have γ(k) ≥ β(k) ≥ βm(k). The choice of βm therefore implies that ‖σ‖ ≥ m.
Since m > ‖ϕ‖, this is a contradiction. 
Theorem 5.14. Let p ∈ [1,∞), and let d = (d(1), d(2), . . .) be a sequence in
{2, 3, . . .}. Let Ω be the set of countable ordinals. Then there exists a family (γκ)κ∈Ω
of nondecreasing sequences in [1,∞) such that whenever κ, λ ∈ Ω satisfy κ < λ,
then there is no nonzero continuous homomorphism from Bp,γκd to B
p,γλ
d , but there
is a unital continuous homomorphism from Bp,γλd to B
p,γκ
d with dense range.
Proof. We construct (γκ)κ∈Ω by transfinite induction on κ. We start by taking
γ0 = (1, 1, . . .).
Suppose now κ ∈ Ω and we have the sequences γµ for µ < κ. First suppose that κ
is a successor ordinal, that is, there is λ ∈ Ω such that κ = λ+1. Apply Lemma 5.13
with p and d as given and with γλ in place of α, obtaining a nondecreasing se-
quence β = (β(1), β(2), . . .) in [1,∞). Set γκ(n) = max(β(n), γλ(n)) for n ∈ Z>0.
Then there is no nonzero continuous homomorphism from Bp,γλd to B
p,γκ
d . How-
ever, Lemma 5.4 provides a continuous unital homomorphism ψ : Bp,γκd → B
p,γλ
d
with dense range. For any ordinal µ < λ, the induction hypothesis provides a
continuous unital homomorphism from Bp,γλd to B
p,γµ
d with dense range, giving
a continuous unital homomorphism from Bp,γκd to B
p,γµ
d , again with dense range.
Suppose now µ ∈ Ω satisfies µ < λ and that there is a nonzero continuous homomor-
phism ϕ : B
p,γµ
d → B
p,γκ
d . Then ψ ◦ϕ is a nonzero continuous homomorphism from
B
p,γµ
d to B
p,γλ
d . We have contradicted the induction hypothesis, and the successor
ordinal case of the induction step is complete.
Now suppose that κ is a limit ordinal. Let (λn)n∈Z>0 be an enumeration of
{λ ∈ Ω: λ < κ} (in arbitrary order). For n ∈ Z>0, apply Lemma 5.13 with p and
d as given and with γλn in place of α, obtaining a nondecreasing sequence βn =
(βn(1), βn(2), . . .) in [1,∞). Now recursively define γκ(1) = max(β1(1), γλ1(1))
and
γκ(n) = max
(
γκ(n− 1), βn(1), βn(2), . . . , βn(n), γλ1(n), γλ2(n), . . . , γλn(n)
)
for n ≥ 2. We verify that γκ satisfies the required conditions. So let λ ∈ Ω satisfy
λ < κ. Choose n ∈ Z>0 such that λn = λ. Then γκ(k) ≥ γλ(k) for k = n, n+1, . . . ,
so Lemma 5.4 provides a continuous unital homomorphism Bp,γκd → B
p,γλ
d with
dense range. Also, γκ(k) ≥ βn(k) for k = n, n + 1, . . . , so the choice of βn using
Lemma 5.13 ensures that there is no nonzero continuous homomorphism from Bp,γκd
to Bp,γλd . This completes the proof. 
Problem 5.15. Let p ∈ [1,∞). For a given supernatural number N, give invariants
which classify up to isomorphism some reasonable class of nonspatial Lp UHF alge-
bras of tensor product type, such as those constructed using diagonal similarities.
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