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Abstract 
We prove that any logarithmic binary tree admits a linear-area straight-line strictly-upward 
planar grid drawing (in short, strictly-upward drawing), that is, a drawing in which (a) each edge 
is mapped into a single straight-line segment, (b) each node is placed below its parent, (c) no two 
edges intersect, and (d) each node is mapped into a point with integer coordinates. Informally, a 
logarithmic tree has the property that the height of any (sufficiently high) subtree is logarithmic 
with respect to the number of nodes. As a consequence, we have that k-balanced trees, red- 
black trees, and BB[a]-trees admit linear-area strictly-upward drawings. We then generalize our 
results to logarithmic m-ary trees: as an application, we have that B-trees admit linear-area 
strictly-upward drawings. @ 1998-Elsevier Science B.V. All rights reserved 
Keywords: Graph drawing; Upward drawing; Area requirement 
1. Introduction 
In several applications, information is better displayed by a graphical representation 
emphasizing its structure in a readable way. The automatic design of these graphical 
representations is one of the main motivations for the growing interest in the research 
area of graph drawing whose typical problem is the following: given a graph G, 
produce a geometric representation of G according to some graphic standards and 
optimization criteria. 
Several graphic standards and optimization criteria have been proposed in the lit- 
erature depending on the application at hand. The annotated bibliography maintained 
by Di Battista et al. mentions most of them and refers to more than 300 papers in 
this research area [7]. In this paper, we are interested in straight-line strictly-upward 
planar grid drawings, in short strictly-upward drawings, of rooted trees, that is, draw- 
ings in which each edge is mapped into a single straight-line segment, each node is 
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placed below its parent, no two edges intersect, and each node is mapped into a point 
with integer coordinates. Each of these standards is naturally justified by “readability” 
considerations [7]. 
A natural and important optimization criterion for evaluating these drawings is that 
they take as little area as possible where the area of a drawing equals the area of the 
smallest isothetic rectangle bounding the drawing. This criterion belongs to the family 
of the so-called aesthetic riteria [7] which are based on the fact that some drawings 
are better than others in conveying information regarding the tree. 
I. 1. Previous results 
The first O(n log n)-area algorithm to produce a strictly-upward drawing of a binary 
tree appeared in [12] and recently in [4] it has been proved that this algorithm is 
optimal (it is worth observing that, if we relax the upwardness requirement, then any 
binary tree of y1 nodes admits a linear-area planar grid drawing [ 131). In [4] the authors 
also gave two algorithms producing a linear-area strictly-upward drawing of complete 
and Fibonacci binary trees, respectively. In [9], it has been proved that if we allow an 
edge to be represented by a chain of straight-line segments and a node to be on the 
same horizontal line as its parent, then any binary tree can be drawn in linear area. 
Subsequently, in [6] it has been shown that any AVL tree admits a linear-area strictly- 
upward drawing. In [2] the authors proved, among other things, that bounded-degree 
trees in some classes of balanced trees admit an O(n log logn)-area strictly-upward 
drawings: these classes include k-balanced trees, red-black trees, and BB[a]-trees. 
In [9] it has been proved that binary trees admit an O(n log logn)-area orthogonal 
upward drawings and that such an area is optimal. Finally, in [l] also the aspect ratio 
of orthogonal upward drawings has been considered. 
1.2. Our results 
In Section 2 we show that, for any “logarithmic” binary tree t with n nodes, a 
strictly-upward drawing of t can be produced with area O(n) in time O(n). Informally, 
a logarithmic tree has the property that the height of any (sufficiently high) subtree is 
logarithmic with respect to the number of nodes. For example, several binary search 
trees such as k-balanced trees, red-black trees, and BB[a]-trees are logarithmic trees. 
In particular, we prove that, for any constant a > 1, a constant K exists such that any 
logarithmic binary tree with n nodes can be strictly-upward drawn in any rectangle 
whose shorter side is at least log’n and whose area is equal to ~cn. To this aim, we 
make use of the top-down approach developed in [6] suitably modified in order to deal 
with the case of logarithmic trees. Observe that the bound on the length of the shorter 
side allows a very great flexibility to applications that need to draw a binary tree in 
a prespecified rectangular region: indeed, the only requirement is essentially that the 
length of the shorter side is a little bit greater than the height of the tree. 
In Section 3, we extend the previous result to the case of logarithmic m-ary trees. 
In particular, we prove that, for any constant a > 1, two constants ,? and IC exist such that 
P. Crescenzi, P. Penna I Theoretical Computer Science 203 (1998) 5147 53 
logarithmic binary tree with n nodes can be strictly-upward drawn in any rectangle 
whose shorter side is at least Alog” n and whose area is equal to un and we show 
that, for any m, the class of m-ary B-trees admits linear-area strictly-upward drawings. 
In order to prove this result, we introduce the new notion of h-v-dmP2 drawing which 
is an extension of that of h-v drawing introduced in [4] and which is used as an 
intermediate drawing towards the strictly-upward one. 
All our results apply to the case of ordered trees. 
1.3. Preliminaries 
In this section we give preliminary definitions that will be used throughout the paper. 
We refer to directed rooted ordered trees. We denote by e the empty tree. Given 
m trees tl , . . . , tm, we denote by tl @ . . $ tm the tree whose immediate subtrees are 
tl, . . , t,,, (note that since t is ordered, the @ operator is not necessarily commutative). 
The definition of k-balanced trees, red-black trees, BB[a]-trees and B-trees can be 
found in any of the several textbooks on the design and analysis of algorithms such 
as [3, II]. 
A straight-line strictly-upward ordered planar grid drawing, in short strictly-upward 
drawing, of a tree t is a drawing of t such that: 
(i) Edges are straight-line segments. 
(ii) Each node has an ordinate greater than that of its parent (we are thus assuming 
that the y-axis is downward oriented). 
(iii) Edges do not intersect. 
(iv) Nodes are points with integer coordinates. 
(v) The order of the tree is preserved, that is, for any subtree t’ = ti CB . . . @I tk of t, 
the root of tl has abscissa smaller than that of t/!, for any i, j with i<j. 
The width (respectively, height) of a drawing is the width (respectively, height) of 
the smallest isothetic rectangle bounding the drawing. We adopt the convention that 
both the width and the height are measured by the number of grid points, so that any 
drawing of a nonempty tree has both width and height greater than zero. The area of 
a drawing is then defined as the product of its width and height. 
An h-v drawing of a binary tree is a strictly-upward drawing in which only rightward- 
horizontal and downward-vertical straight-line segments are allowed. More precisely, 
an h-v drawing of a non-empty binary tree t = tl @ t2 is obtained by one of the two 
operations illustrated in Fig. 1 where 61 and ~52 are two h-v drawings of tl and t2, 
respectively. In the first operation, that is, the horizontal operation, 82 is translated to 
the right by as many grid points as the width of 61 and 61 is translated to the bottom 
by one grid point. The semantics of the second operation, that is, the vertical operation, 
is defined similarly. 
In [4] the following lemma has been shown (see also Lemma 10). 
Lemma 1. Any h-v drawing of a binary tree t of area A can be transformed into a 
strictly-upward rawing oft of area at most 2A. 
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Fig. 1. The two operations of an h-v drawing. 
2. Binary search trees 
In this section we give a sufficient condition to apply the techniques of [6] in order to 
obtain a linear-area strictly-upward drawing of a binary tree. This condition will then be 
applied to show that several classes of search trees admit strictly-upward drawings with 
area O(n). These classes include k-balanced trees, red-black trees, and BB[a]-trees. 
Let us first introduce the notion of a class of (ho, j?)-logarithmic trees. 
Definition 2. A tree t is (ho,/?)-logarithmic f, for any subtree t of t whose height is 
greater than ho, 
n’ 2 2ph’, 
where n’ and h’ denote the number of nodes and the height of t’, respectively. A class 
of trees is said to be (ho,/?)-logarithmic f any of its members is an (ho,B)-logarithmic 
tree. 
It is well-known that the class of k-balanced trees is (1, l/k)-logarithmic, that the 
class of red-black trees is (1, i)-logarithmic, and that the class of BB[a]-trees is 
(1, log l/( 1 - a))-logarithmic. 
In order to apply the techniques of [6], we have to define, for each class of (ho,/?)- 
logarithmic trees, two functions which denote a lower bound on the smaller size of 
the rectangle in which the tree has to be drawn and the constant factor in the area 
function, respectively. Indeed, these two functions are similar to those used in [6] and 
are defined as follows: 
l(h) = h”, 
where a > 1 and 
k(h + l)= 
ko if ldh<ho, 
k(h) (1 + $) otherwise, 
where ko is a constant that will be specified later. 
Clearly, for any h, Z(h + 1) > Z(h) + 1. Moreover, the following four lemmas, whose 
proofs are contained in the appendix, hold. 
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Lemma 3. A constant K exists such that 
iirnm k(h)= ic. 
Lemma 4. For any h and for any nl and n2 with nl <n2, 
k(h + l)n>k(h)(nI + n2) + max I k(h + 1)n - k(h)nz Z(h + 1) 
where n=nl + n2 + 1. 
Lemma 5. Let C be an (ho,P)-logarithmic class of binary trees. A constant i > ho 
exists such that, for any t E C of height h + 1 >i + 1 with n nodes, 
where n2 is the number of nodes of the immediate subtree of t with larger number 
of nodes. 
Lemma 6. Let C be an (ho,@-logarithmic class of binary trees. A constant h> ho 
exists such that, for any t E C of height h + 1 >A + 1 with n nodes, 
k(hh 
&G-i& 3 z(h)T 
where n2 is the number of nodes of the immediate subtree of t with larger number 
of nodes. 
We are now ready to prove the main result of this section. As stated before, the 
proof is based on the top-down approach used in [6]. 
Theorem 7. Let C be an (ho,P)-logarithmic class of binary trees. For any t E C of 
height h with n nodes, t can be h-v drawn within any rectangle R whose smaller 
dimension is at least l(h) and whose area is equal to k(h)n. 
Proof. The proof is by induction on h. For h < max{& 6) where i; and h are the values 
specified by Lemmas 5 and 6, respectively, the proof is straightforward: indeed, since 
the number of trees with bounded height is finite, it is sufficient to choose ko big 
enough (that is why we did not specify the constant ko). 
Let h >max{i, A} and let us assume that the theorem is true for any height less 
than h + 1. Moreover, let I and L denote the smaller and the larger dimension of R, 
respectively, and let us assume that the longer side of R is the vertical one. Given 
an (ho, P)-logarithmic tree t of height h + 1 with n nodes we first map the root of t 
into the grid point whose coordinate are (x, y), where x and y denote the coordinates 
of the top leftmost comer of R. We then isolate two rectangles R, and RG within the 
rectangle R as follows (see Fig. 2 reproduced from [5]). 
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C&Y) (z + LY) 
R, (~+~-l,y+L,-l) 
+ LLJ) 
J-4 
(“?YSL--1) + - l,y [LJ + - 1) 
2. The of the R the case 
Definition (of R, and RI). Let us denote the length of the vertical side of R, and RI 
with L, and Lf, respectively. Let also be III and n2 be the number of nodes of the 
smaller and the larger immediate subtree of t, respectively. 
If the larger subtree is the left one, then 
LI=F. 
Otherwise, 
L,=L_%$ 
In both cases, 
L,=L - Lf. 
The top leftmost comers of R, and Rt have coordinates (x + 1, v) and (x, y + [Lrj ), 
respectively. Moreover I - 1 and 1 are their respective horizontal sides. 
Shorter side bound. Let h, and h/ denote the heights of the two subtrees we are 
drawing within R, and Rd, respectively. We now shall prove that the shorter sides 
of R, and Re have length at least I(h,) and Z(he), respectively. To this aim, we will 
repeatedly make use of the fact that I> l(h + 1) and of the fact that, since 1 ,<L and 
ZL=k(h+ l)n, l&/m. 
(i) The larger subtree is within Rc. 
(a) Rectangle R,. If L, 2 1 - 1, then 
E-l>Z(h+l)-l>t(h)al(h,). 
Otherwise, 
k(h)nz 
L,=L-L/=L----= 
k(h + 1)n - k(h)n2 
1 1 
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b k(h + 1)n - k(h)nz 
diipx& 
> Z(h)3 Z(h), 
where the second-last inequality follows from Lemma 5. 
(b) Rectangle RI. If Lf b I, then 
13 Z(h + 1) > Z(h[). 
Otherwise, we have that 
Lt=y% d-!&_pz(h)2z(h,), 
k n 
where the second inequality follows from Lemma 6. 
(ii) The larger subtree is within R,. 
(a) Rectangle R,. If L, 2 1 - 1, then 
z- 1>Z(h+ l)- l>Z(h)bZ(h,). 
Otherwise, 
where the third inequality follows from Lemma 6. 
(b) Rectangle R/. If L/ > I, then 
Z>Z(h + l)>Z(hp). 
Otherwise, we have that 
L = Ltz- I)---k(h)na k(h + 1)n - v - k(h)n2 
I 
Z-l = z-1 
> 
k(h+l)(l-&)n-k(h)nz 
&G-iyi 
2 Z(h) B Z(h), 
where the second-last inequality follows from Lemma 5. 
Area bound. From the definition of L, and Le it follows that the area of the rectangle 
within which we are drawing the larger subtree is equal to k(h)nz. Moreover, from 
Lemma 4, we have that the area of the other rectangle is at least k(h)nl (and thus the 
rectangle contains a subrectangle whose area is equal to k(h)nl). Indeed, if the larger 
subtree is the left one, then the area of R, is equal to L,(Z - 1) and 
L,(Z-1)= (L-F)(Z-l)=LZ-k(h)n2- (L-F) 
= k(h + 1)n - k(h)n2 - 
k(h + 1)n - k(h)nz 
Z 
B k(h + 1)n - k(h)n2 - 
k(h + 1)n - k(h)nz 
Z(h + 1) 
>W)ni, 
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(x+lw>Y) (x+L-LY) 
1 
(x,y+l) :: 
RI 
(ItLI-l,y+I-l) (z t lb] t L, - 1, y t 1 - 1) 
Fig. 3. The splitting of the rectangle R in the horizontal case 
where the second-last inequality follows from the fact that I > Z(h + 1) and the last 
inequality follows from Lemma 4. Otherwise, that is, if the larger subtree is the right 
one, then the area of Rt is equal to L/l and 
Wb2 
= k(h + 1)n - k(h)n2 - - 
Z-l 
2 k(h + l>n - k(h)nz - I(hky;;2_ 1 >k(hh, 
where the second-last inequality follows from the fact that I > Z(h + 1) and the last 
inequality follows from Lemma 4. 
We thus have that the inductive hypothesis is satisfied for both a rectangle contained 
in R, and a rectangle contained in Rt. That is, the right immediate subtree admits an 
h-v drawing within R, and the left one within Re. 
The proof in the case in which the longer side of R is the horizontal one is 
very similar (see Fig. 3). In this case, if the larger subtree is the left one, then 
Le =k(h)~/(Z - 1). Otherwise, Le =L - k(h)n2/2. In both cases, L, =L - Le. The 
top leftmost corners of R, and Rt have coordinates (x + [L(j) y) and (x, y + 1 ), respec- 
tively. Moreover, 1 and Z - 1 are their respective vertical sides. The rest of the proof 
is basically identical to the vertical case and the theorem thus follows. 0 
From the proof of the above theorem we can formally derive the algorithm to h-v 
draw any logarithmic binary tree in linear area. This algorithm is shown in Fig. 4 and 
is a slight modification of the algorithm described in [5]. In the figure, a rectangle is 
specified by the lengths Z and L of its sides, by the coordinates x and y of its top 
leftmost corner which is always assumed to be a point with integer coordinates, and 
by a Boolean flag b which indicates the orientation of the longer side (if b is true then 
the longer side is vertical, otherwise it is horizontal). 
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procedure LT(R = (l,Z, (s,g),b),t); 
{construct h-v drawing of logarithmic binary tree t within rectangle R} 
begin 
map the root of t into (2, y); 
h + height oft; 
tl e immediate subtree oft with the smaller number of nodes; 
tz C- immediate subtree oft with the larger number of nodes; 
n2 t number of nodes of tz; 
if tz is the left immediate subtree oft then 
if b then Ll + 9 else Lr t 9 
else 
ifbthenLI+L-~elseL~tL-~; 
L, t L - z/; 
if b then begin 
(%Yr) + (z+ l,y); 
(Q,Yf) 4- (%Y + LLrll; 
if Z, 2 l- 1 then R, e (l- l,L,,(z,,y,),b) 
else R, t (Z,, I - 1, (c,, y,), not b); 
if LI 1 1 then RI + (1, LI, 6~ YI), b) 
else RI + (LI, I, (21, yi), not b); 
end; 
if not b then begin 
C&Y?) + (z+ lLll,Y); 
(+I,Yr) + (Z,Y t 1); 
if L, 2 l then R, + ([, L,, (G, Y,), b) 
else R + (L,,k (%y,),not b); 
if Li 1 l - 1 then RI t (l, LI, (z,, ye), b) 
else RI + (LI,& ($1, YI), not b); 
end; 
if tl # e then 
if tl is the left immediate subtree oft then 
LWG, tl) 
else 
W&,tl); 
if tz # e then 
if TV is the left immediate subtree oft then 
LWI, tz) 
else 
end. 
Fig. 4. The algorithm to h-v draw a logarithmic binary tree. 
From Theorem 7, from Lemma 1 and from the fact that the class of k-balanced trees, 
the class of red-black trees, and the class of BB[cr]-trees are all (hs,P)-logarithmic for 
some ho and p, we have the following result. 
Corollary 8. Any k-balanced trees, any red-black trees, and any BB[cr]-tree admits 
a strictly-upward drawing with linear area. 
3. Logarithmic m-ary trees 
In this section we will extend the previous results to the case of m-ary trees. For 
the sake of clarity, we will describe our techniques in the case of ternary trees and we 
will only sketch how these techniques can be generalized for m > 3. 
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m dummm 
1 2 
Fig. 5. From ternary to binary trees. 
Basically, the linear-area strictly-upward drawing of a logarithmic ternary tree is 
obtained by the following four steps. 
(i) Transform the ternary tree into a binary tree. 
(ii) h-v draw the binary tree. 
(iii) Transform the h-v drawing of the binary tree into an ‘h-v-d drawing’ of the 
ternary tree. 
(iv) Transform the h-v-d drawing into a strictly-upward drawing. 
3.1. From ternary to binary trees 
The transformation from a ternary tree t to a binary tree t’ is inductively defined as 
follows. 
(i) If the height of t is 1 then t’= t. 
(ii) If t = tl CB e (respectively, t = tl CD tz), then t’ = ti CB e (respectively, t’ = ti ~3 ti). 
(iii) If t = tl $ t2 CB t3, then t’ is obtained from ti, t& and tj by adding a ‘dummy’ node 
as shown in Fig. 5. 
Lemma 9. If t is an (ho,P)-logarithmic ternary tree, then the corresponding binary 
tree t’ is (2ho, p/2)-logarithmic. 
Proof. Let us first observe that any subtree of t of height h is transformed into a 
subtree of height h’, with 
h’<2h - 1. 
Moreover their roots are the same. 
Let tl be any subtree of t’ of height h’ > 2ho with root u. If u is not a ‘dummy’ node, 
then the number of nodes of t: is at least the number of nodes of the corresponding 
tree tu of t. 
Since t is (ho,&-logarithmic and the height h of t, is at least 
then 
h’+1>2ho+1>h 
2 2 
0, 
the number of nodes of t: is at least 
2Sh g$W’+W2 > 2Bh’P. 
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Fig. 6. The rearrangement of tree I’. 
dummy node 
Fig. 7. A ‘bad’ h-v drawing of t’. 
If u is a ‘dummy’ node, then one of its immediate subtrees has height h’ - 1 and 
a ‘non-dummy’ root. By reasoning similarly to the previous case, we have that the 
number of nodes of t: is at least 2flh’12. The lemma thus follows. 0 
3.2. h-v drawing of the binary tree 
Once we have reduced the ternary 
the technique of Section 2 in order to 
tree t into the binary tree t’, we can now apply 
obtain a linear-area h-v drawing of t’. However, 
in order to successively make possible the removal of the dummy nodes of t’ without 
introducing edge-crossings, it may be necessary to perform a rearrangement of the 
children of the root of the tree to be drawn. 
In particular, assume that procedure LT described in Fig. 4 is called with parame- 
ters R and t’. If the orientation of the longer side of R is vertical (that is, b is true) 
and the left child of the root of t’ is a dummy node (see the right part of Fig. 5), 
then t’ has to be modified as shown in Fig. 6. Indeed, if we do not perform this 
rearrangement, the h-v drawing of t’ obtained by the procedure could be as shown in 
Fig. 7. In this case, directly connecting the root of t’ with the root of ti could generate 
an edge crossing. 
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dummy node 
\ 
dummy node 
dummy node 
\ 
Fig. 8. The h-v drawings of t’. 
By implementing this modification of procedure LT, we are then sure that, for any 
node u’ of t’ which has a ‘dummy’ child, the h-v drawing of the subtree th, rooted 
at u’ is obtained in one of the four ways shown in Fig. 8. 
3.3. From h-u drawings to h-v-d drawings 
The h-v-d drawing standard is an extension of the h-v drawing one in the sense 
that we allow a restricted set of ‘diagonal’ rightward-downward segments to be used 
between one node and one of its children. More formally (but still intuitively), if 61, 62, 
and Ss are the h-v-d drawings of three ternary trees tl, t2, and t3, respectively, then 
an h-v-d drawing of t = tl CE tz @ t3 can be obtained in one of the four ways shown 
in Fig. 9. 
Observe that these four operations basically correspond to the four h-v drawings 
shown in Fig. 8. Indeed, it is now easy to transform any of these h-v drawings into an 
h-v-d drawing: to this aim, it suffices (a) to directly connect the root with its middle 
child, (b) to delete the ‘dummy’ node, and (c) to eventually shift the h-v drawing of 
either the leftmost or the rightmost immediate subtree. Clearly, the area of the resulting 
h-v4 drawing is no more than the area of the original h-v drawing. 
3.4. From h-v-d drawings to strictly-upward drawings 
As in the case of h-v drawings, h-v4 drawings turn out to be a useful tool to 
produce intermediate drawings towards the final area-efficient strictly-upward drawings. 
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Indeed, the following fact shows that transforming an h-v-d drawing into a strictly- 
upward drawing increases the area of the drawing by at most a factor of 2. 
Fig. 9. The h-v4 
Lemma 10. Any h-v-d drawing 6 of height h and width w can be transformed in 
linear time into a strictly-upward rawing 6’ of height h + w and width w. 
Proof. Let us assume that the y-axis is downward oriented. We simply substitute each 
point (x, y) of 6 with the point (x,x + y). Clearly, the resulting drawing is strictly- 
upward and its height and width are equal to h + w and w, respectively. It is also easy 
to see that this transformation preserves the planarity of the drawing. 0 
From the above construction and from Theorem 7, we have the following result. 
Theorem Il. Any (ho, fl)-logarithmic ternary tree can be strictIy-upward drawn in 
linear area. 
3.5. Linear-area strictly-upward drawings of logarithmic m-ary trees 
Theorem 11 can be generalized to the case of m-ary trees by slightly modifying 
steps (i) and (iii). More precisely, the transformation of an m-ary tree t into a binary 
tree t’ is similar to that of ternary trees, with the only difference that, for any node 
with k <m children, we add k - 2 ‘dummy’ nodes. 
The following fact can thus be proved similarly to Lemma 9. 
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Lemma 12. If t is an (ho,/+logarithmic m-ary tree, then the corresponding binary 
tree t’ is ((m - 1 )ho, fl/(m - I))-logarithmic. 
The h-v drawing for t’ can be obtained by procedure LT modified according to 
Section 3.2. By removing all the ‘dummy’ nodes, we thus obtain an h-v-d”-* drawing 
of t, where the definition of h-v-dmp2 drawing is the following. 
Definition 13. An h-v-d”-* drawing for an m-at-y tree f is a grid drawing such that 
(i) Edges are mapped into straight-line segment. 
(ii) Edges from any node to its children are represented with one horizontal-rightward, 
one vertical-downward and at most m - 2 ‘diagonal’ rightward-downward seg- 
ments. 
(iii) Enclosing rectangles of drawings for the immediate subtrees of a node are disjoint. 
(iv) Edges do not intersect. 
(v) For any subtree t’ = t{ CB . . . CB tk of t with m b 2, the root of t: has abscissa not 
greater than that of t,!, for any i and j with i<j. Moreover, (a) the abscissa 
(respectively, ordinate) of the root of ti (respectively, tk) is equal to the abscissa 
(respectively, ordinate) of the root of I’, and (b) the abscissa (respectively, or- 
dinate) of the root of 15,. , , t: (respectively, t;, . , tk_, ) is equal to the abscissa 
(respectively, ordinate) of the root of t’ plus one, for some k in (2,. . . , m - 1 }. 
As explained in the case of ternary trees, the transformation of the h-v drawing of t’ 
into the h-v-d”-* drawing of t does not introduce edge-crossings. 
Finally, it is easy to see that Lemma 10 holds aIso for h-~-d”-~ drawings. We thus 
have the following results. 
Theorem 14. Any (ho,b)-logarithmic m-ary tree admits a linear-area strictly-upward 
drawing. 
Corollary 15. For any jxed m, the family of m-ary B-trees admits linear-area strictly- 
upward drawings. 
4. Open questions 
The main problem left open by this paper is that of reducing the value of the constant 
within the area function to draw binary trees. At the moment, this value is in the order 
of thousands which is clearly infeasible. However, both the results contained in [5] 
and experimental results show that this value should drastically decrease even though, 
clearly, it should be bigger as more unbalanced is the tree. 
Another interesting question is to decide whether the minimum-area strictly-upward 
drawing is computable in polynomial time. This problem is NP-complete for general 
graphs [lo] but it might be solvable in polynomial time for special classes of graphs 
such as search trees. Observe that in [S], an algorithm is given yielding a minimum 
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area h-v drawing of a binary tree with n nodes in time O(ndz). Moreover, from 
our results this bound can be improved to 0(n3/*) in the case of logarithmic binary 
trees. 
Appendix 
Proof of Lemma 3. Let us first observe that, for any h > ho, 
Since ln( 1 + x) <x for all x, we have that 
lng (1+ z) =ghr(l + z)‘jjr(z) <2i(cO’ 
where [(.) denotes the Riemann zeta function defined as 
ic+g +. 
Since, for any LX > 1, c(a) <a, the lemma thus follows. 0 
Proof of Lemma 4. Let us first suppose that k(h)nJ(l(h + 1) - 1) >(k(h + 1)n - 
k(h)nz)/Z(h+ 1). Thus, from the definition of k(h) and from the fact that n = nl +nz+ 1, 
it follows that proving Lemma 4 is equivalent to proving that 
k(h>nz 
k(h) f -qjq-’ Z(h+ l)- 1’ 
that is 
-5, n2 
Z(h) ’ I(h + 1) - 1 
-1 
which is clearly true, since Z(h + 1) > Z(h) + 1 and 2n >n2. 
Otherwise, that is, if k(h)nz/(Z(h + 1) - 1) <(k(h + 1)n - k(h)m)/Z(h + l), we have 
to prove that 
2k(h)n 
k(h) + Z(h) I 
Z(h + l)>k(h + 1)n - k(h)nz. 
From the definition of k(h), we have that 
k(h + 1)n - k(h)n2 = k(h)n + 
2k(h)n 
- - k(h)nz 
Z(h) 
2k(h)n 
< k(h)n + Z(h) 
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2k(h)n =- 
Z(h) 
2k(h)n 
-=c -Z(h + 1) 
Z(h) 
where the last inequality is due to the fact that Z(h + 1) 2 Z(h) + 1. The lemma thus 
follows. q 
Proof of Lemma 5. Let us suppose that h 2 4. Then, k(h+ I ) = k(h)( 1+2/Z(h)) d ik(h). 
Since n2 <n <2nz + 1 < 3n2, we have that 
k(h + l)n(l - l/Z(h)) - k(h)n2 = k(h)41 + 2/Z(h))(l - l/Z(h)) - k(h)nz 
Jm vqziq 
k(h) (!$i$) ‘2 = /TZ(h) - 2 
’ J@i$ gk(h) Z2(h) 
where the second-last inequality is due to the fact that, for any h 24, Z(h) - 2 3 Z(h)/2. 
Let h be the minimum integer greater than or equal to max(4, ho) such that 
2Bh+l 
/- 
~ > 2h2”. 
9 
From the definition of an (ho,/?)-logarithmic class of trees and from the fact that h>& 
it follows that n2 > 2@ which implies 
In conclusion, we have that 
k(h + l)n(l - l/Z(h)) - k(h)nz 
gqG-i& 
and the lemma is thus proved. 0 
Proof of Lemma 6. The proof is similar to that of Lemma 5. Indeed, since k(h + 1) 
= k(h)( 1 + 2/Z(h)) d 3k(h), we have that 
where the last inequality is due to the fact that n <2n2+ I <3nz. Let i be the minimum 
integer greater than or equal to ho such that 
~ 
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From the definition of an (ho, B)-logarithmic class of trees and from the fact that h > 4, 
it follows that n2 a2ph which implies 
In conclusion, we have that 
and the lemma is thus proved. 0 
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