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Seiring perkembangan teknologi informasi yang sangat pesat khususnya 
teknologi jaringan komputer, kebutuhan untuk informasi yang akurat sangat 
dibutuhkan. Dalam suatu perusahaan, instansi, lembaga organisasi, sekolahan 
yang menggunakan teknologi informasi dalam jaringan komputer pasti terdapat 
sistem komputer terpusat dan terdapat user. Dimana sistem tersebut bisa 
dinamakan sebagai client-server, server sebagai penyedia layanan dan client 
sebagai pengguna layanan yang telah di sediakan oleh server tersebut. 
Dalam teknologi client-server, server di tuntut harus maksimal dalam 
menyediakan layanan yang di butuhkan oleh client. Sering kali server mengalami 
gangguan dan kerusakan pada saat melakukan pelayanan terhadap client sehingga 
proses pelayanan informasi terganggu. Oleh karena itu diperlukan server backup 
yang fungsinya menggantikan server utama yang sedang dalam gangguan atau 
mengalami kerusakan. 
Dalam hal ini dapat diterapkan teknologi failover clustering  yang 
bertujuan untuk memenuhi kebutuhan akan adanya High Availabilty Server. 
Seperti yang ditulis dalam buku mengenai Failover Clustering (Hirt, 2009) 
bertujuan untuk membantu menjaga akses client ke aplikasi dan resource server 
bahkan jika mengalami semacam outage (bencana alam, kegagalan perangkat 
lunak, kegagalan server, dll). Teknologi failover cluster pada dasarnya adalah 
implementasi virtualisasi pada hardware yang menyatukan dua atau lebih server 
node yang didalamnya terdapat single shared disk array pada masing-masing 
server yang nantinya akan membentuk subsistem disk yang melekat dan dapat 
diakses oleh semua node failover cluster.  
Konsep ini bertujuan untuk menangani suatu masalah pada server utama 
yang mengalami kerusakan pada saat akses client terhadap server berlangsung. 
Failover dimungkinkan untuk melempar kerja dari server utama yang sedang 
mengalami down ke server backup  untuk kelangsungan akses client dengan 
menggunakan software Heartbeat. Heartbeat sendiri merupakan Linux High 
Availabilty yang didalamnya sudah menggunakan teknik cluster dan bisa 
digunakan pada beberapa sistem serta Heartbeat ini mengunggulkan keandalan, 
ketersediaan dan Service Ability. 
Oleh karena itu penelitian ditujukan untuk mengimplementasikan dan 
menganalisis performa terkait dengan High Availability dengan teknik Failover 
Clustering menggunakan Heartbeat di linux Ubuntu untuk mengetahui downtime 
dan response time yang digunakan saat proses terjadinya Failover. 
 
2. Tinjauan Pustaka 
Penelitian oleh Irfani berjudul Implementasi High Availability Server dengan 
Teknik Failover Virtual Computer Cluster membahas tentang merancang sistem 
Failover Virtual Computer sebagai salah satu solusi untuk mengatasi kegagalan 
fungsi server dengan menggunakan Vmware dan menggunakan  dua buah server 
virtual dengan sistem yang sama. Dari hasil penelitian sistem cluster virtual dapat 




High Availability merupakan server berbeda berkerja bersama-sama untuk 
memastikan downtime pada resource dikurangi seminimal mungkin. Tujuan dari 
High Availability Cluster adalah untuk memastikan bahwa sumber daya mencapai 
Availability semaksimal mungkin [3], Jika server down atau jika sumber daya 
yang berhenti, HA cluster akan memonitor dan memastikan resource atau sumber 
daya dihidupkan ulang pada tempat lain dalam sistem cluster, sehingga dapat 
digunakan lagi setelah mengalami gangguan. Konsep tersebut berkaitan dengan 
kemampuan sistem untuk mengatasi terjadinya gangguan, kerusakan hardware, 
crash/down, kesalahan jaringan bahkan kegagalan server yang di sebabkan 
software yang gagal melakukan tugas semestinya. Solusi yang ditawarkan berupa 
backup data atau failover data yang dilakukan secara real time. Saat server utama 
berhenti berjalan, maka server slave akan mengambil alih peran server utama 
dengan kualitas penanganan input dan output yang sama dengan server utama. 
Sistem akan selalu melakukan sinkronisasi data diantara keduanya atau mungkin 
lebih untuk mendapatkan redundancy data [4]. 
Failover merupakan sistem komunikasi dua atau lebih server ditempat 
yang berbeda yang dapat saling backup data dan mampu menggantikan pelayanan 
bila server lain down. Failover bertujuan untuk membantu menjaga akses client 
ke sumber daya di server, ketika server mengalami kegagalan fungsi software, 
atau kegagalan akses server. Failover cluster merupakan sekumpulan server yang 
saling bekerjasama untuk memberikan pelayanan meskipun berada ditempat yang 
berbeda, dan memiliki kualitas data atau sumberdaya yang sama antara server 
yang satu dengan server lainnya. Sistem Failover akan bekerja untuk 
menghubungi server-server yang menjadi anggota cluster-nya untuk mengambil 
alih tugas server utama saat terjadi kegagalan fungsi dalam waktu tertentu [5]. 
Heartbeat merupakan aplikasi dasar untuk Linux-HA (Linux High 
Availibility). Heartbeat akan menjalankan script inisialisasi untuk HA dan saat 
node atau server mati dan hidup. HeCasing minicube heartbeat juga melakukan 
perpindahan IP dari satu node ke node yang lain (IP floating). Komunikasi 
heartbeat bisa dilakukan melalui serial ports, UDP/IP broadcast (ethernet,etc), 
UDP/IP multicast (ethernet). Selain itu Heartbeat juga menangani service-service 
apa saja yang akan dijalankan pada saat node atau server menjadi aktif [6]. 
Heartbeat juga dapat disebut Failover, Heartbeat perlu dikombinasikan dengan 
resource yang diperlukan untuk membangun failover yang memiliki kemampuan 
memulai dan menghentikan service. Heartbeat berfungsi untuk mempromosikan 
server utama / server aktif yang mengalami gangguan saat server utama 
digunakan, server utama saat mengalami gangguan atau mati Heartbeat akan 
mempromosikan ke server kedua untuk mengambil alih pada server utama yang 
mengalami gangguan dengan memindahkan IP Virtual ke server kedua. Berikut 
cara kerja dari heartbeat dapat dilihat pada Gambar 1. Penelitian ini menitik 
beratkan pada failover yang dibentuk oleh Heartbeat yang didalamnya 
menjalankan service apache dan block device yang berisi filesystem yang dibentuk 
oleh DRBD. Heartbeat ini yang nantinya akan mengamati dan melempar kerja 
dari sistem failover clustering saat server utama mengalami down dan atau 





Gambar 1 Gambaran Heartbeat 
Sumber : networksandservers.blogspot.com 
 
DRBD merupakan perangkat lunak yang memberikan solusi replikasi 
storage block device (hardisk, partisi, logical volume, dll) antar dua server yang 
identik pada system operasi Linux. DRBD melakukan replikasi melalui jaringan 
LAN, atau bisa disebut dengan RAID-1 over network [5]. Konsep kerja dari 
DRBD sama persis dengan RAID 1 (Redundant Array of Independent Disks 1) 
yaitu disk Mirroring, dimana harddisk bekerja dengan prinsip cermin, semua data 
yang ada kembar identik satu dan yang lainnya. Perbedaan antara DRBD dan 
RAID 1 hanya terletak pada perangkat saja, jika RAID 1 bekerja pada harddisk, 
maka DRBD bekerja pada server, sistem yang dibuat oleh DRBD adalah dengan 
mengintegrasikan kedua penyimpanan pada masing-masing server sehingga 
kedua server terlihat hanya memiliki satu tempat penyimpanan yang terpusat [2]. 
Sistem yang dibuat oleh DRBD yaitu menggunakan dua server yang masing – 
masing server terdapat block device yang berfungsi untuk menyimpan data secara 
terpusat, jika salah satu server mengalami gangguan maka akan disinkronisasikan 
dengan server kedua untuk mereplikasi data yang terdapat di server pertama, 
sehingga pada sistem DRBD akan terlihat menggunakan penyimpanan terpusat 
pada satu server saja. Arsitektur DRBD dapat dilihat pada Gambar 2. 
 
Gambar 2 Arsitektur DRBD[7] 
 
Konsep kerja dari DRBD adalah primary secondary, primary berjalan 
pada block device / block drive pada server utama yang akan diakses pertama saat 
server aktif. Secondary berjalan pada block device / block drive pada server 
kedua. Aplikasi DRBD akan berjalan pada server utama dan mengakses block 
drive pada server utama. Setiap data yang disimpan pada server utama akan 
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disimpan pada tempat penyimpanan lokal akan disinkronisasikan ke server kedua 
dan bersamaan akan dikirimkan ke server cadangan atau secondary pada bagian 
yang sama. DRBD pada server cadangan akan aktif dan bisa diakses jika server 
utama mati atau mengalami gangguan, jika server utama tidak mati atau tidak 
mengalami gangguan maka data pada server cadangan tidak bisa diakses.  
 
3. Metode Penelitian 
Metode penelitian yang digunakan adalah metode PPDIOO (Prepare, 
Plan, Design, Implement, Operate, Optimize) yang dikembangkan oleh CISCO, 
metode di gunakan untuk merancang suatu jaringan. Tahap-tahap pada metode 
PPDIOO yaitu Prepare, Plan, Design, Implement, Operate, Optimize dan dapat 
dilihat pada Gambar 3 dibawah ini.  




Gambar 3. Metode PPDIOO [8]. 
 
Tahap pertama yaitu persiapan (Prepare), dengan mempersiapkan segala 
sesuatu yang dimulai dari persiapan kebutuhan umum yang diperlukan untuk 
melakukan implementasi High Availability Failover Clustering. Kebutuhan awal 
berupa metode perancangan menggunakan metode PPDIOO dari Cisco yang 
digunakan untuk membangun sistem yang menggunakan jaringan. Tahapan ini 
juga digunakan untuk memperdalam pemahaman terhadap cara kerja dari 
Heartbeat, High Availability Server dan Failover Clustering sehingga pada 
perencanaan terdapat dasar untuk membangun High Availability Server dengan 
teknik Failover Clustering menggunakan Heartbeat. 
Tahap kedua yaitu perencanaan (Plan), dalam tahap ini yaitu perencanaan 
jaringan yang dibuat dan menentukan kebutuhan hardware dan software yang 
digunakan untuk perancangan dan implementasi dalam penelitian dan mendukung 
untuk membuat High Availability Server. Sehingga pada saat melakukan tahapan 
implementasi semua yang dibutuhkan untuk membangun High Availability Server 
dengan teknik Failover Clustering, semua kebutuhan telah siap.  
Kebutuhan hardware untuk membangun sebuah server dibutuhkan 
spesifikasi yang memadai, dari segi processor, memory dan tempat penyimpanan. 
Untuk perancangan Failover menggunakan Heartbeat dan dikombinasikan dengan 
menggunakan DRBD untuk kebutuhan Cluster Web apache2, replikasi dan untuk 
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sinkronisasi data yang terdapat pada dua buah server. Kebutuhan software lain 
menggunakan Virtualbox sebagai implementasi dua buah server yang digunakan 
untuk membangun High Availability Server dengan teknik Failover Clustering. 
Kedua server memiliki spesifikasi yang sama dalam Virtualbox. 
Spesifikasi komputer dan kebutuhan software untuk membangun sistem 
dapat dilihat pada Tabel 1 dan Tabel 2. 
 
Tabel 1. Spesifikasi Komputer 
Hardware Tipe Ukuran 
Motherboard Gigabyte seri Z  
Processor Intel core i3 3210  
Memory DDR3 PC 1333 8 GB 
Hardisk Serial ATA 80 GB 
NIC PCI-e GBE  
Network Adapter Host Only Adapter  
 
Tabel 2. Kebutuhan Software 
Software Spesifikasi 
System Operasi Windows 7 x64, ubuntu 16.04 
Virtualisasi Virtualbox 
Failover Cluster Heartbeat, DRBD 
Service Apache2 
 
Tahap ketiga yaitu Perancangan (Design), dalam tahap ini membuat 
topologi jaringan atau gambaran dari perancangan yang akan digunakan untuk 
penelitian yang akan diimplementasikan pada sistem yang mendukung 
ketersediaan tinggi (High Availability). Topologi jaringan yang akan digunakan 
dapat dilihat pada Gambar 4.  
 
 
Gambar 4 Desain dan Topologi 
Sumber : www.excellent.co.id 
Dapat dilihat pada Gambar 4, Master node dan Slave node merupakan 
server utama dan server cadangan yang masing-masing server terdapat block 
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device / block drive, di masing – masing server terdapat software replikasi yaitu 
DRBD selain itu terdapat software Heartbeat yang paling utama digunakan untuk 
proses Failover, IP alias merupakan IP Virtual yang akan di akses oleh user, user 
akan mengakses server melalui IP Virtual. Pada topologi jaringan dirancang dan 
sudah diberikan rincian, terdapat server utama dan server cadangan dimana server 
utama ini untuk melayani permintaan dari user, sedangkan server cadangan 
berperan sebagai pengganti tugas dari server utama yang mati atau mengalami 
gangguan. IP address dari masing-masing device dapat dilihat pada Tabel 3. 
 
Tabel 3. Rincian IP address 
Device Network 
Server Utama Eth0 : 192.168.1.10/24 
Server Cadangan Eth0 : 192.168.1.11/24 
IP Virtual IP-V : 192.168.1.133 
User Eth0: 192.168.1.200 
 
Tahap design merupakan tahapan dimana sistem high availability dengan 
implementasi failover cluster menggunakan heartbeat di rancang dan 
diimplementasikan menjadi sebuah sistem dengan fungsi sesuai dengan apa yang 
diharapkan. Tahap design sistem high availability server dibangun menggunakan 
heartbeat yang berfungsi untuk sistem failover dan DRBD untuk mendukung 
terbentuknya sistem cluster. Dalam high availability failover cluster, digunakan 
dua buah virtual server yang salah satu dari virtual server bertindak sebagai 
primary server yang didalamnya terdapat web server yang disimpan dalam block 
device dibentuk oleh DRBD. Sedangkan virtual server yang kedua bertindak 
sebagai secondary server yang fungsinya sebagai server backup atau cadangan 
ketika primary server mengalami gangguan dan bertindak sebagai primary server, 
begitu juga dengan sebaliknya. Sehingga dalam system ini akan membentuk high 
availability failover cluster. Design penelitian secara keseluruhan dari sistem high 
availability failover cluster dapat dilihat pada Gambar 5. 
 
Gambar 5 Design Jaringan Utama 
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Server yang digunakan dan dibangun masing-masing memiliki node yang 
saling terhubung didalam sebuah cluster. Node ini dibuat bertujuan untuk 
kelangsungan failover dan memberikan ketersediaan tinggi pada web server 
secara terus menerus. 
 
 
Gambar 6 Design Cluster yang Menyediakan HA 
 
Gambar 6 menunjukkan design yang digunakan untuk implementaasi high 
availability failover cluster pada web server di mana cluster memiliki dua buah 
node, yaitu primary dan secondary seperti yang telah dijelaskan pada Gambar 5. 
IP Virtual digunakan untuk mendaftarkan kedua node kedalam cluster dan juga 
sebagai akses ketika client menggunakan web server tersebut. Tahap design ini 
kemudian diimplementasikan sesuai dengan perancangan yang sudah dilakukan 
dalam tahap pelaksanaan. Tahap ini merupakan tahapan dasar dalam pembentukan 
system high availability failover cluster yang sudah dirancang dan diuraikan 
secara lengkap pada bagian implementasi dan hasil serta untuk mengetahui 
apakah system yang dirancang memiliki tingkat available sesuai apa yang 
diharapkan. Tahap ini juga dilakukan pengujian untuk memastikan implementasi 
dari high availability failover cluster berjalan dengan normal, juga mecapai tujuan 
awal dari peracangan sistem yaitu failover cluster dalam pelayanan web server 
serta menjaga ketersediaan tinggi layanan web server menggunakan heartbeat 
yang akan dibahas lebih lanjut pada Implementasi dan Analisis Hasil. 
Tahap keempat yaitu implementasi (implement), dalam tahap ini 
mengimplementasikan dari hasil design yang telah dibuat dengan menggunakan 
hardware yang telah dipersiapkan.  
Tahap kelima yaitu pengoperasian (Operate), dalam tahap ini dilakukan  
konfigurasi perangkat yang telah diimplementasikan berdasarkan pada design 
yang telah ditetapkan. 
Tahap terakhir yakni keenam yaitu optimisasi (Optimize), pada tahap ini 
dilakukan pengujian dan analisis performa dari apa yang telah dibuat yaitu dengan 
mengetahui downtime dan respond time saat terjadi failover pada server.  
 
4. Imlementasi dan Hasil Pembahasan 
Pada tahap implementasi dan analisis hasil terdapat beberapa tahapan yaitu 
implementasi Hearbeat dan implementasi DRBD, serta analisis dari hasil 
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pengujian yang telah dilakukan. Konfigurasi High Availability Server dengan 
teknik Failover Cluster menggunakan kombinasi dari DRBD dan Heartbeat yang 
berfungsi untuk menggabungkan node Web Server Apache kedalam cluster. 
Heartbeat akan menerapkan High Availability pada cluster sehingga mendukung 
untuk teknologi Failover ketika salah satu node / server mengalami gangguan 
atau mati.  
Implementasi dilakukan pada komputer berbasis sistem operasi linux dan 
platform virtual menggunakan Virtualbox. Kemudian dilakukan pengujian dan 
pengukuran Availability dengan teknik Failover dengan memberikan gangguan 
pada server dan dilakukan secara berulang. Selanjutnya akan di ambil hasil dari 
pengujian yang talah dilakukan. 
Langkah yang dilakukan untuk membangun sebuah High Availability 
Server Failover Clustering adalah memasang software Heartbeat, DRBD paket 
Web server yang berupa service Apache2. Tahap pertama menginstall Heartbeat 
dan mengkonfigurasi Heartbeat agar sistem Failover berjalan. Dalam hal ini, yang 
diperlukan untuk mengkonfigurasi Heartbeat sebagai sistem Failover yaitu 
membuat konfigurasi “authkeys, ha.cf dan haresources” yang terletak pada 
“/etc/heartbeat/”. File authkeys berfungsi untuk autentikasi kedua server untuk 
dapat terhubungkan. File “ha.cf” nantinya akan berfungsi untuk mendaftarkan 
masing – masing node server agar saling terhubung. Kemudian file konfigurasi 
haresources yang berfungsi untuk menetapkan server primary dan peletakkan IP 
floating / Virtual juga untuk menambahkan service, software apa saja yang akan 
dijalankan.  
 









Kode program 1 merupakan konfigurasi ha.cf yang harus di tambahkan 
pada masing-masing server. Konfigurasi pada ha.cf untuk mengatur kinerja dari 
heartbeat agar kedua server saling memonitor dan masing-masing dapat 
terhubung. Yang perlu diperhatikan adalah node, node di yang dituliskan adalah 
nama host pada masing-masing server, jadi pada failover ada dua host yang 
masing-masing harus di tuliskan di konfigurasi agar dapat dikenali, agar dapat 
menentukan server utama dan server cadangan maka penulisan pada host, node 
pertama diisi dengan host pada server utama dan pada node 2 diisi dengan host 
pada server cadangan. Kemudian “bcast eth0” adalah interface yang digunakan 
heartbeat untuk memonitor apakah node lain masih hidup atau tidak. 
 















SeverA Ipaddr::192.168.1.133/24/eth0 apache2 
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Kode program 2 merupakan file yang digunakan untuk menjalankan IP 
Virtual yang nantinya berfungsi untuk mewakili beberapa IP address yang 
dimiliki oleh masing – masing server yang saling terhubung dan berfungsi untuk 
menjalankan service yang akan di promosikan. ServerA menunjukkan node pada 
server utama, IPaddr adalah IP address dari IP Virtual yang akan diaktifkan untuk 
diakses oleh user/client, apache2 merupakan service yang akan dijalankan dan 
ditangani oleh heartbeat. 
 
Kode program 3 Service start 
   
 
Kode program 3 merupakan perintah untuk menjalankan High Availability 
pada masing-masing server. Konfigurasi selanjutnya yang dilakukan adalah 
menambahkan block device pada masing – masing server yang nantinya akan  
digunakan sebagai storage. Untuk menambahkan storage ditambahkan paket 
software DRBD pada cluster agar pada cluster dapat melakukan Mirroring, 
sehingga data dapat tereplikasi. 
 













Kode Program 4 menujukkan bahwa become-primary-on ServerA adalah 
menentukan server primary bearada di ServerA yaitu server utama pada saat 
sistem dinyalakan dan mengalami startup sistem. Lalu “tugasakhir” adalah 
resource yang dibuat untuk menampung kedua Web server apache. Device 
merupakan ruang replikasi yang saling tersinkronisasi dan terdistribusi antar 
kedua Web server apache. Disk merupakan storage pada masing –masing Web 
server apache yang berperan sebagai block device / block drive. Address adalah 
alamat IP pada masing-masing server. Pada kode program diatas menggunakan 
block drive yang sama di kedua server yaitu “/dev/sda8” dan harus mempunyai 
kapasitas yang sama, yang nantinya berfungsi untuk ruang penyimpanan dan 
ruang untuk replikasi data pada saat salah satu node mengalami gangguan. 
Kode program 5 Menentukan Primary 
 
 
Kode Program 5 merupakan perintah yang harus ditulis dan dijalankan 




resource tugasakhir { 
volume 0 { 
 device /dev/drbd0; 
 disk /dev/sda8; 
 meta-disk internal; 
}
on ServerA { 
address 192.168.1.10:7788; 
} 





#drbdadm -- --overwrite-data-of-peer primary tugasakhir 
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Kode program 6 Menjalankan service drbd 
 
 
Kode Program 6 merupakan perintah untuk menjalankan drbd setelah 
semua yang dikonfigurasi selesai. Perintah ini dijalankan dikedua server agar 
dapat saling terhubung. 
 




Kode Program 7 merupakan script tambahan di “haresources” yaitu di 
konfigurasi heartbeat pada kedua server untuk menggabungkan DRBD dengan 
heartbeat agar failover clustering dapat bekerja dan dapat membangun High 
Availability Server yang diinginkan. Perlu ditegaskan pada server cadangan pada 
node harus sesuai dengan host pada server cadangan. Pada kode tersebut 
“drbddisk” merupakan resource yang telah dibuat pada konfigurasi DRBD yang 
membentuk sekumpulan block device, Filesystem merupakan isi yang telah dibuat 
yang terletak pada block device, yaitu pada “/dev/drbd0” yang didalamnya 
terdapat mount folder yang telah dibuat dan berisi data. Setelah itu restart service 
heartbeat agar DRBD dan heartbeat dapat berjalan. 
Selanjutnya yaitu melakukan pengujian dan analisis hasil dari penelitian 
yang telah dilakukan, tahap pengujian yang akan dilakukan adalah pengujian 
availability, downtime dan response time. Tahap pengujian availability dilakukan 
dengan cara menghitung waktu up time (server hidup) Mean Time Between Faults 
(MTBF) dan waktu mengembalikan sebuah layanan Mean Time to Repair 
(MTTR)[10]. Up time adalah waktu yang digunakan dalam keadaan operasional 
yaitu dalam keadaan server melayani request user untuk menggunakan layanan. 
Mengembalikan sebuah layanan adalah waktu yang digunakan saat server 
mengalami down atau gangguan dan tidak mampu memberikan layanan sampai 
mampu memberikan layanan kembali terhadap user yang melakukan request. 
Pengujian server dilakukan dengan memberikan gangguan yang menyebabkan 
server mengalami kegagalan dalam memberikan layanan. Gangguan yang 
diberikan untuk melakukan pengujian diantaranya: Server dimatikan secara 
sengaja sampai server mati, Server down dengan menekan tombol power off, 
Adapter disconnect secara sengaja, menghentikan service heartbeat pada salah 
satu Server. 
Pada tahap ini dilakukan pengujian availability atau ketersediaan tinggi 
terhadap server yang telah dirancang. Pada pengujian ini mengamati apakah 
layanan tetap berjalan dengan baik saat salah satu server mengalami gangguan 
dengan adanya sistem failover clustering menggunakan Heartbeat. Pada pengujian 
ini waktu up time diambil berbeda – beda saat diberikan gangguan terhadap salah 
satu server. Pengujian dilakukan dengan Rumus 1. 
 
   
Rumus 1 Perhitungan Availability 
SeverA Ipaddr::192.168.1.133/24/eth0 drbddisk::tugasakhir 
Filesystem::/dev/drbd0::/media/tugasakhir::ext4 apache2 




a. Mean Time Between Faults (MTBF) merupakan waktu rata-rata uptime. 
b. Mean Time to Repair (MTTR) merupakan rata-rata waktu yang diperlukan 
untuk mengembalikan layanan setelah mengalami server down sampai 
server backup menangani dan memberikan layanan kembali. 
Hasil pengujian availability berdasarkan rumus yang telah di tentukan 
dapat dilihat pada Tabel 4. 
 
Tabel 4 : Pengujian Availability 






1 21 Oktober 2016 Server dimatikan 
sengaja 
397  0.29  99.92%   
2 22 Oktober 2016 Server down 1335  0.31  99.97% 
3 23 Oktober 2016 Adapter disconnect 1654  0.27  99.98% 
4 24 Oktober 2016 Server down 1550 0.22 99.98% 
5  25 Oktober 2016 Server dimatikan 
sengaja 
1380 0.25 99.98% 
6 26 Oktober 2016 Service heartbeat 
dimatikan 
866 0.02 99.99% 
7 27 Oktober 2016 Server down 1833 1.00 99.94% 
8 28 Oktober 2016 Adapter disconnect 700 0.20 99.97% 
9 29 Oktober 2016 Server dimatikan 
sengaja 
1440 0.28 99.98% 
10 30 Oktober 2016 Server down 1764 0.30 99.98% 
 
Pengujian availability pada Tabel 4 rata-rata waktu yang dibutuhkan  
untuk mengembalikan layanan saat salah satu server mengalami gangguan dalam 
waktu ±10 hari sebesar 3.14 menit dengan perolehan persentase tingkat 
availability sebesar 99.97%. Pengambilan persentase berdasarkan lamanya waktu 
saat server beroperasi tanpa adanya kendala saat server bekerja dan waktu yang 
diperlukan untuk mengembalikan layanan saat salah satu server mengalami 
gangguan. Lamanya waktu server beroperasi dan lamanya waktu untuk 
mengembalikan layanan sangat berpengaruh terhadap pengambilan persentase 
dalam tingkat availability. Waktu terlama yang diperlukan untuk mengembalikan 
layanan terjadi saat penyebab kegagalan Server down dimana waktu yang 
dibutuhkan untuk mengembalikan layanan sebesar 1 menit dengan persentase 
tingkat availability sebesar 99.94%. Sedangkan waktu tercepat yang dibutuhkan 
untuk mengembalikan layanan yaitu pada saat server aktif dihentikan service 
heartbeatnya, hanya membutuhkan waktu sebesar 0.02 menit dengan persentase 
tingkat availability sebesar 99.99%. Adapun pengujian yang memiliki tingkat 
availability yang rendah dibandingkan dengan availibility lainnya yaitu dengan 
Total Nilai Availability 12968 3.14 99.97% 
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perolehan persentase availability sebesar 99.92% dengan waktu mengembalikan 
layanan sebesar 0.29 menit dalam waktu UpTime 397 menit. 
Pengujia pada platform berbeda yakni pengujian pada platform windows 
server 2008 R2. Penelitian yang dilakukan oleh Akhyar Muchtar yang membahas 
tentang implementasi failover cluster pada dua platform yang berbeda, bahwa 
tingkat available pada windows server 2008 R2 memenuhi stadar dan memiliki 
tingkat available sebesar 99.998%. Failover cluster pada windows relative stabil 
karena pada windows server 2008 R2, failover cluster merupakan salah satu 
fasilitas dari windows. Dan sudah include dalam fasilitas future add ons. Tapi 
pada windows server 2008 R2, failover cluster hanya mendukung untuk aplikasi 
SQL Server.  
Pada pengujian selanjutnya mengambil downtime dan response time. 
Downtime adalah jeda waktu sementara yang digunakan heartbeat ketika server 
tidak dapat melayani request client. Response time disini adalah waktu yang 
diperlukan sesaat setelah salah satu server mengalami down atau gangguan 
sampai server backup mendapat peringatan dan atau mendapat respon “PingAck 
did not arrive in time” pada waktu yang sangat singkat. Skenario pengujian 
downtime diambil sebelum mengalami failover sampai dengan waktu yang 
dibutuhkan sebelum mengembalikan layanan. Sedangkan response time adalah 
waktu diantara sebelum terjadi proses failover sampai dengan proses failover itu 
terjadi. Skenario pengujian diambil berdasarkan Tabel 4 diatas. Hasil pengujian 
dapat dilihat pada Tabel 5. 
 













1 397 7 29 397.29 Down Up 
2 1335 31 31 1335.31 Up Down 
3 1654 2 27 1654.27 Down Up 
4 1550 1 22 1550.22 Up Down 
5 1380 1 25 1380.25 Down Up 
6 866 2 2 866.02 Up Down 
7 1883 40 60 1884.00 Down Up 
8 700 4 20 700.20 Up Down 
9 1440 1 28 1440.28 Down Up 




Gambar 7 Skenario Downtime & Response Time 
 
Berdasarka hasil pengujian High Availability Server Failover Clustering 
Tabel 5 dan Gambar 7 lamanya waktu yang diperlukan yaitu response time dan 
downtime untuk mengembalikan pelayanan sangat mempengaruhi persentase 
tingkat availability server. Semakin cepat waktu respon dan failover dalam 
mengembalikan layanan maka persentase tingkat availabaility semakin besar, 
begitu juga dengan sebaliknya. Berdasarkan pada Tabel 5 dan Gambar 7 waktu 
tercepat yang dibutuhkan untuk failover yaitu pada saat gangguan Service 
Heartbeat dimatikan dengan waktu failover 866 menit dan waktu untuk 
mengembalikan layanan atau failback adalah 866.02 menit dengan lama downtime 
0.02 menit atau 2 detik. Gambar 7 menunjukkan response time dan failover 
terlama terjadi ketika server mengalami down atau server down yaitu response 
time 40 detik dan failover 60 detik. Artinya waktu terjadi downtime paling lama 
adalah 1 menit atau 60 detik. 









Gambar 9 Testing pada client 2 
 
  Gambar 8 dan 9 merupakan hasil dari testing menggunakan 2 client yang 
masing-masing client mengakses server untuk membuktikan bahwa server 
memiliki available. Pada saat server utama di berikan gangguan, web server tidak 
bisa di akses dalam waktu beberapa detik, karena server cadangan menunggu 
promosi dari server utama yang mengalami gangguan melalui heartbeat. Web 
server bisa di akses setelah data pada server utama di pindahkan ke server 
cadangan dengan memindahkan block device dari server utama ke server 
cadangan karena data web server di simpan pada block device yang di bangun 
oleh DRBD yang fungsinya untuk mereplikasi data. Setelah data web server ter-
replikasi ke server cadangan maka client dapat kembali mengakses web server 
yang sama. Maka dengan testing pada gambar 6 dan 7 membuktikan bahwa server 
memiliki tingkat available. 
 
 
Gambar 10 Status DRBD serverB 
 
  Gambar 10 merupakan status DRBD setelah server utama di replikasikan 
ke server cadangan yaitu serverB. Yang semula berstatus secondary, setelah 
server utama mengalami ganngguan maka server cadangan menggantikan sebagai 
primary dan block device yang berisi data di pindahkan semua ke server 
cadangan. 
Selain pengujian yang telah ditulis dalam Tabel 4 dan Tabel 5 terdapat 
waktu sinkronisasi DRBD kedua server saat server yang mati atau mengalami 
gangguan kembali Up, sinkronisasi terjadi pada saat kedua block device terhubung 
dari status DUnknown ke Consistent lalu ke Inconsistent menjadi UpToDate pada 





Gambar 11 Sinkronisasi block device saat server Up 
 
Waktu yang dibutuhkan DRBD untuk sinkronisasi dapat dilihat pada 
Tabel 6. 
 
Tabel 6. Waktu Sinkronisasi 
No Kondisi Server Waktu Sinkronisasi 
(menit) 
ServerA ServerB  
1 Down  > Up Up 0.55 
2 Up Down > Up 0.26 
3 Down > Up Up 0.29 
4 Up Down > Up 0.23 
5 Down > Up Up 1.09 
6 Up Up 0 
7 Down > Up Up 0.55 
8 Up Down > Up 1.46 
9 Down > Up Up 0.54 
10 Up Down > Up 0.28 
 
Hasil sinkronisasi DRBD saat server memulai Up ditunjukkan pada Tabel 
6 dan Gambar 11. 
 
 
Gambar 12 Sinkronisasi DRBD 
 
Waktu yang dibutuhkan untuk sinkronisasi paling cepat adalah saat status 
serverB memulai Up karena pada analisis serverB statusnya down dan serverA 
status Up. Ketika server diuji dengan gangguan berupa Server down pada ServerB 
yaitu membutuhkan waktu untuk sinkronisasi selama 0.023 menit. Sedangkan 
waktu paling lama dibutuhkan sinkronisasi adalah 1.46 menit yaitu ketika server 
diuji Adapter disconecting pada ServerB dari status Down ke status Up. Pada 
Gambar 12 menunjukkan grafik pada angka 0 karena pada saat pengujian service 
16 
 
Heartbeat dimatikan DRBD tetap tersinkron antara kedua server hanya status 




Berdasarkan penelitian dan pengujian yang telah dilakukan, dapat ditarik 
kesimpulan bahwa perancangan High Availability Server Failover Clustering 
dengan Virtualbox menggunakan Linux Heartbeat sebagai sistem failover dan 
menggunakan software DRBD sebagai replikasi block device dapat bekerja 
dengan baik, sehingga user tetap dapat mengakses layanan yang disediakan oleh 
server ketika salah satu server mengalami gangguan. Aplikasi heartbeat yang 
digunakan untuk system failover cluster berjalan dengan baik saat salah satu 
server mengalami gangguan dan dapat menentukan server utama dan server 
cadangan serta menentukan IP virtual. Proses sinkronisasi antar block device pada 
kedua server menggunakan DRBD bejalan dengan baik, karena pada saat terjadi 
gangguan salah satu dari server proses replikasi block device berjalan dengan 
semestinya dalam membentuk system clustering. Hasil pengujian dari availability 
sangat dipengaruhi oleh Uptime dan Downtime, Rata-rata availability dari semua 
pengujian adalah 99.97%, sehingga perancangan High Availability dapat 
dikatakan memiliki tingkat availability yang tinggi. Persentase availability paling 
besar yaitu 99.99% dengan waktu downtime 2 detik dan response time 2 detik. 
Berdasarkan penelitian yang telah dilakukan pada penelitian selanjutnya dapat 
menggunakan perangkat server sebenarnya dengan hardware yang lebih memadai 
agar menambah kemampuan kerja sistem. 
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