In the classical k-median problem, we are given a metric space and would like to open k centers so as to minimize the sum (over all the vertices) of the distance of each vertex to its nearest open center. In this paper, we consider the following generalization of the problem: instead of opening at most k centers, what if each center belongs to one of T different types, and we are allowed to open at most k i centers of type i (for each i=1, 2, . . . , T ). The case T = 1 is the classical k-median, and the case of T = 2 is the red-blue median problem for which Hajiaghayi et al. [ESA 2010] recently gave a constant-factor approximation algorithm.
Introduction
The k-median problem is an extensively studied location problem. Given an n-vertex metric space (V, d) and a bound k, the goal is to locate/open k centers C ⊆ V so as to minimize the sum of distances of each vertex to its nearest open center. (The distance of a vertex to its closest open center is called its connection cost.) The first constant-factor approximation algorithm for k-median on general metrics was by Charikar et al. [7] . The approximation ratio was later improved in a sequence of papers [16, 15, 6 ] to the currently best-known guarantee of 3 + ǫ (for any constant ǫ > 0) due to Arya et al. [3] . A number of techniques have been successfully applied to this problem, such as LP rounding, primal-dual and local search algorithms.
Motivated by applications in Content Distribution Networks, Hajiaghayi et al. [12] introduced a generalization of k-median where there are two types of vertices (red and blue), and the goal is to locate at most k r red centers and k b blue centers so as to minimize the sum of connection costs. For this red-blue median problem, [12] gave a constant factor approximation algorithm. In this paper, we consider a substantially more general setting where there are an arbitrary number T of vertex-types with bounds {k i } T i=1 , and the goal is to locate at most k i centers of each type-i so as to minimize the sum of connection costs. These vertex-types denote different types of servers in the Content Distribution Networks applications; the result in [12] only holds for T = 2.
In fact, we study an even more general problem where the set of open centers have to form an independent set in a given matroid, with the objective of minimizing sum of connection costs. This formulation captures several intricate constraints on the open centers, and contains as special cases: the classic k-median (uniform matroid of rank k), and the CDN applications above (partition matroid with T parts). Our main result is a constant-factor approximation algorithm for this Matroid Median problem.
For the standard k-median problem (and also red-blue median), it is easy to obtain an O(log n)-approximation algorithm using probabilistic tree-embeddings [9] , and exactly solving the problem on a tree (via a dynamic program). However, even this type of guarantee is not obvious for the Matroid Median problem, since the problem on a tree-metric does not look particularly easier.
Our algorithm is based on the natural LP-relaxation and is surprisingly simple. Essentially, the main insight is in establishing a connection to matroid intersection. The algorithm computes an optimal LP solution and rounds it in two phases, the key points of which are described below:
• The first phase sparsifies the LP solution while increasing the objective value by a constant factor. This is somewhat similar to the LP-rounding algorithm for kmedian in Charikar et al. [7] . However we cannot consolidate fractionally open centers as in [7] ; this is because the open centers must additionally satisfy the matroid rank constraints. In spite of this, we show that the vertices and the centers can be clustered into disjoint 'star-like' structures.
• This structure ensured by the first phase of rounding allows us to write (in the second phase) another linear program for which the sparsified LP solution is feasible, and has objective value at most O(1) times the original LP optimum. Then we show that the second phase LP is in fact integral, via a relation to the matroid-intersection polytope. Finally we re-solve the second phase LP to obtain an extreme point solution, which is guaranteed to be integral. This corresponds to a feasible solution to Matroid Median of objective value O(1) times the LP optimum.
We next consider the Penalty Matroid Median (a.k.a. prize-collecting matroid median problem), where a vertex could either connect to a center incurring the connection cost, or choose to pay a penalty in the objective function. The prize-collecting version of several well-known optimization problems like TSP, Steiner Tree etc., including k-median and red-blue median have been studied in prior work (See [1, 12] and the references therein). Extending the idea of the Matroid Median algorithm, we also obtain an O(1) approximation algorithm for the Penalty version of the problem.
Finally, we look at the Knapsack Median problem (a.k.a. weighted W -median [12] ), where the centers have weights and the open centers must satisfy a knapsack constraint; the objective is, like before, to minimize the total connection cost of all the vertices. For this problem we obtain a 16-approximation algorithm that violates the knapsack constraint by an additive f max term (where f max is the maximum opening cost of any center). This algorithm is again based on the natural LP relaxation, and follows the same approach as for Matroid Median. However, the second phase LP here is not integral (it contains the knapsack problem as a special case). Instead we obtain the claimed bicriteria approximation by using the iterative rounding framework [10, 14, 20, 17] . It is easy to see that our LP-relaxation for the Knapsack Median problem has unbounded integrality gap, if we do not allow any violation in the knapsack constraint (see eg. [6] ). Moreover, we show that the integrality gap remains unbounded even after the addition of knapsackcover inequalities [5] to the basic LP relaxation. We leave open the question of obtaining an O(1)-approximation for Knapsack Median without violating the knapsack constraint.
Related Work
The first approximation algorithm for the metric k-median problem was due to Lin and Vitter [18] who gave an algorithm that for any ǫ > 0, produced a solution of objective at most 2(1 + 1 ǫ ) while opening at most (1 + ǫ)k centers; this was based on the filtering technique for rounding the natural LP relaxation. The first approximation algorithm that opened only k centers was due to Bartal [4] , via randomized tree embedding (mentioned earlier). Charikar et al. [7] obtained the first O(1)-approximation algorithm for k-median, by rounding the LP relaxation; they obtained an approximation ratio of 6 2 3 . The approximation ratio was improved to 6 by Jain and Vazirani [16] , using the primal dual technique. Charikar and Guha [6] further improved the primal-dual approach to obtain a 4-approximation. Later Arya et al. [3] analyzed a natural local search algorithm that exchanges up to p centers in each local move, and proved a 3 + 2 p approximation ratio (for any constant p ≥ 1). Recently, Gupta and Tangwongsan [11] gave a considerably simplified proof of the Arya et al. [3] result. It is known that the k-median problem on general metrics is hard to approximate to a factor better than 1 + 2 e . On Euclidean metrics, the k-median problem has been shown to admit a PTAS by Arora et al. [2] .
Very recently, Hajiaghayi et al. [12] introduced the redblue median problem -where the vertices are divided into two categories and there are different bounds on the number of open centers of each type -and obtained a constant factor approximation algorithm. Their algorithm uses a local search using single-swaps for each vertex type. The motivation in [12] came from locating servers in Content Distribution Networks, where there are T server-types and strict bounds on the number of servers of each type. The redblue median problem captured the case T = 2. It is unclear whether their approach can be extended to multiple server types, since the local search with single swap for each server-type has neighborhood size n Ω(T ) . Furthermore, even a (T − 1)-exchange local search has large locality-gap-see Appendix A. Hence it is not clear how to apply local search to MatroidMedian, even in the case of a partition matroid. [12] also discusses the difficulty in applying the Lagrangian relaxation approach (see [16] ) to the red-blue median problem; this is further compounded in the MatroidMedian prob-lem since there are exponentially many constraints on the centers.
The most relevant paper to ours with regard to the rounding technique is Charikar et al. [7] : our algorithm builds on many ideas used in their work to obtain our approximation algorithm.
For the penalty k-median problem, the best known bound is a 3-approximation due to Hajiaghayi et al. [12] that improves upon a previous 4-approximation due to Charikar and Guha [6] . Hajiaghayi et al. also consider the penalty version of the red-blue median problem and give a constant factor approximation algorithm.
The knapsack median problem admits a bicriteria approximation ratio via the filtering technique [18] . The currently best known tradeoff [6] implies for any ǫ > 0, a 1 + 2 ǫ -approximation in the connection costs while violating the knapsack constraint by a multiplicative (1 + ǫ) factor. Charikar and Guha [6] also shows that for each ǫ > 0, it is not possible to obtain a trade-off better than 1 + 1 ǫ , 1 + ǫ relative to the natural LP. On the other hand, our result implies a (16, 1 + ǫ)-tradeoff in n O(1/ǫ) time for each ǫ > 0; this algorithm uses enumeration combined with the natural LP-relaxation. As mentioned in [12] , an O(log n)-approximation is achievable for knapsack median (without violation of the knapsack constraint) via a reduction to tree-metrics, since the problem on trees admits a PTAS.
Preliminaries
The input to the MatroidMedian problem consists of a finite set of vertices V and a distance function d : V × V → R ≥0 which is symmetric and satisfies the triangle inequality, i.e.
is called a finite metric space. We are also given a matroid M, with ground set V and set of independent sets I(M) ⊆ 2 V . The goal is to open an independent set S ∈ I(M) of centers such that the sum u∈V d(u, S) is minimized; here d(u, S) = min v∈S d(u, v) is the connection cost of vertex u. We assume some familiarity with matroids, for more details see eg. [19] .
In the penalty version, additionally a penalty function p : V → R ≥0 is provided and the objective is now modified to minimize u∈V d(u, S)(1 − h(u)) + p(u)h(u). Here h : V → {0, 1} is an indicator function that is 1 if the corresponding vertex is not assigned to a center and therefore pays a penalty and 0 otherwise.
The KnapsackMedian problem (aka weighted Wmedian [12] ) is similarly defined. We are given a finite metric space (V, d), non-negative weights {f i } i∈V (representing facility costs) and a bound F . The goal is to open centers S ⊆ V such that j∈S f j ≤ F and the objective u∈V d(u, S) is minimized (Section 5).
An LP Relaxation for MatroidMedian
In the following linear program, y v is the indicator variable for whether vertex v ∈ V is opened as a center, and x uv is the indicator variable for whether vertex u is served by center v. Then, the following LP is a valid relaxation for the MatroidMedian problem.
If x uv and y v are restricted to only take values 0 or 1, then this is easily seen to be an exact formulation for MatroidMedian. The first constraint models the requirement that each vertex u must be connected to some center v, and the second one requires that it can do so only if the center v is opened, i.e. x uv = 1 only if y v is also set to V , each vertex u ∈ V sets x uv = 1 for its closest center v with y v = 1.) Let Opt denote an optimal solution of the given MatroidMedian instance, and let LPOpt denote the LP optimum value. From the above discussion, we have that, LEMMA 2.1. The LP cost LPOpt is at most the cost of an optimal solution Opt.
Solving the LP:
The Separation Oracle Even though the LP relaxation has an exponential number of constraints, it can be solved in polynomial time (using the Ellipsoid method) assuming we can, in polynomial time, verify if a candidate solution (x, y) satisfies all the constraints. Indeed, consider any fractional solution (x, y). Constraints (2.1), and (2.2) can easily be verified in O(n 2 ) time, one by one. Constraint (2.3) corresponds to checking if the fractional solution {y v : v ∈ V } lies in the matroid polytope for M. Checking (2.3) is equivalent to seeing whether:
Since the rank-function r M is submodular, so is the function f (S) := r M (S) − v∈S y v . So the above condition (and hence (2.3)) can be checked using submodular function minimization, eg. [19, 13] . There are also more efficient methods for separating over the matroid polytope -refer to [19, 8] for more details on efficiently testing membership in matroid polyhedra. Thus we can obtain an optimal LP solution in polynomial time.
The Rounding Algorithm for MatroidMedian
Let (x * , y * ) denote the optimal LP solution. Our rounding algorithm consists of two stages. In the first stage, we only alter the x * uv variables such that the modified solution, while still being feasible to the LP, is also very sparse in its structure. In the second stage, we write another LP which exploits the sparse structure, for which the modified fractional solution is feasible, and the objective function has not increased by more than a constant factor. We then proceed to show that the new LP in fact corresponds to an integral polytope. Thus we can obtain an integral solution where the open centers form an independent set of M, and the cost is O(1)LPOpt.
Stage I: Sparsifying the LP Solution
In the first stage, we follow the outline of the algorithm of Charikar et al. [7] , but we can not directly employ their procedure because we can't alter/consolidate the y * v variables in an arbitrary fashion (since they need to satisfy the matroid polytope constraints). Specifically, step (i) below is identical to the first step (consolidating locations) in [7] . The subsequent steps in [7] do not apply since they consolidate centers; however using some ideas from [7] and with some additional work, we obtain the desired sparsification in steps (ii)-(iii) without altering the y * -variables.
Step (i): Consolidating Clients. We begin with some notation, which will be useful throughout the paper. For each vertex u, let LP u = v∈V d(u, v)x * uv denote the contribution to the objective function LPOpt of vertex u. Also, let B(u, r) = {v ∈ V | d(u, v) ≤ r} denote the ball of radius r centered at vertex u. For any vertex u, we say that B(u, 2LP u ) is the local ball centered at u.
Initialize w u ← 1 for all vertices. Order the vertices according to non-decreasing LP u values, and let the ordering be u 1 , u 2 , . . . , u n . Now consider the vertices in the order u 1 , u 2 , . . . , u n . For vertex u i , if there exists another vertex u j with j < i such that d(u i , u j ) ≤ 4LP ui , then set w uj ← w uj + 1, and w ui ← 0. Essentially we can think of moving u i to u j for the rest of the algorithm (which is why we are increasing the weight of u j and setting the weight of u i to be zero).
After the above process, let V ′ denote the set of locations with positive weight, i.e. V ′ = {v | w v > 0}. For the rest of the paper, we will refer to vertices in V ′ as clients. By the way we defined this set, it is clear that the following two observations holds.
This is true because, otherwise, if (without loss of generality) LP v ≥ LP u and d(u, v) ≤ 4LP v , then we would have moved v to u when we were considering v.
This is because, when we move vertex u i to u j , we replace the term corresponding to LP ui (in the LHS above) with an additional copy of that corresponding to LP uj , and we know by the vertex ordering that LP ui ≥ LP uj .
Also, the following lemma is a direct consequence of Markov's inequality.
In words, each client is fractionally connected to centers in its local ball to at least an extent of 1/2.
Finally, we observe that if we obtain a solution to the new (weighted) instance and incur a cost of C, the cost of the same set of centers with respect to the original instance is then at most C + 4LPOpt (the additional distance being incurred in moving back each vertex to its original location).
We now assume that we have the weighted instance (with clients V ′ ), and are interested in finding a set S ⊆ V of centers to minimize u∈V ′ w u d(u, S). Note that centers may be chosen from the entire vertex-set V , and are not restricted to V ′ . Consider an LP-solution x 1 , y * to this weighted instance, where
2) with u ranging over V ′ , and also constraint (2.3); so it is indeed a feasible fractional solution to the weighted instance. Also, by Observation 3.2, the objective value of
.e. at most the original LP optimum.
After this step, even though we have made sure that the clients are well-separated, a client u ∈ V ′ may be fractionally dependent on several partially open centers, as governed by the x uv variables. More specifically, it may be served by centers which are contained in the ball B(u, 2LP u ), or by centers which are contained in another ball B(u ′ , 2LP u ′ ), or some centers which do not lie in any of the balls around the clients. The subsequent steps further simplify the structure of these connections.
Remark: To illustrate the high-level intuition behind our algorithm, suppose it is the case that for all u ∈ V ′ , client u is completely served by centers inside B(u, 2LP u ). Then, we can infer that it is sufficient to open a center inside each of these balls, while respecting the matroid polytope constraints. Since we are guaranteed that for u, v ∈ V ′ , B(u, 2LP u ) ∩ B(v, 2LP v ) = ∅ (from Observation 3.1), this problem reduces to that of finding an independent set in the intersection of matroid M and the partition matroid defined by the balls {B(u, 2LP u ) | u ∈ V ′ } ! Furthermore, the fractional solution (x * , y * ) is feasible for the natural LP-relaxation of the matroid intersection problem. Now, because the matroid intersection polytope is integral, we can obtain an integer solution of low cost (relative to LPOpt).
However, the vertices may not in general be fully served by centers inside their corresponding local balls, as mentioned earlier. Nevertheless, we establish some additional structure (in the next three steps) which enables us to reduce to a problem (in Stage II) of intersecting matroid M with some laminar constraints (instead of just partition constraints as in the above example).
Step (ii): Making the objective function uniform & centers private. We now simplify connections that any vertex participates outsides its local ball. We start with the LPsolution x 1 , y * and modify it to another solution x 2 , y * . Initially set x 2 ← x 1 . (A). For any client u that depends on a center v which is contained in another client u ′ 's local ball, we change the coefficient of x uv in the objective function from
Because the clients are well-separated, this changes the total cost only by a small factor. Formally,
Thus we can write:
. We now simplify centers that are not contained in any local ball, and ensure that each such center has only one client dependent on it. Consider any vertex v ∈ V which does not lie in any local ball, and has at least two clients dependent on it. Let these clients be
The following claim will be useful for re-assignment.
Proof. From the way we have ordered the clients, we
, where in the final inequality we have used Observation 3.1. Therefore, we have
, which proves the claim. Now, for each 1 ≤ i ≤ k, we remove the connection (u i , v) (ie. x 2 uiv ← 0) and arbitrarily increase connections (for a total extent
But we are ensured that a feasible re-assignment exists because for every client u i , the extent to which it is connected outside its ball is at most 1/2, and we are guaranteed that the total extent to which centers are opened in B(u 0 , 2LP u0 ) is at least 1/2 (Lemma 3.1). Therefore, we can completely remove any connection u i might have to v and re-assign it to centers in B(u 0 , 2LP u0 ) and for each of these reassignments, we use d(u i , u 0 ) as the distance coefficient. From Claim 3.1 and observing that the approximation on cost is performed on disjoint set of edges in (A) and (B), we obtain that: (3.6)
After this step, we have that for each center v not contained in any ball around the clients, there is only one client, say u, which depends on it. In this case, we say that v is a private center to client u. Let P(u) denote the set of all vertices that are either contained in B(u, 2LP u ), or are private to client u. Notice that P(u) ∩ P(u ′ ) = ∅ for any two clients u, u ′ ∈ V ′ . Also denote P c (u) := V \ P(u) for any u ∈ V ′ . We further change the LP-solution from x 2 , y * to x 3 , y * as follows. In x 3 we ensure that any client which depends on centers in other clients' local balls, will in fact depend only on centers in the local ball of its nearest other client. For any client u, we reassign all connections (in
where u ′ is the closest other client to u. This is possible because the total reassignment for each client is at most half and every localball has at least half unit of centers. Clearly the value of x 3 , y * under the new objective is at most that of x 2 , y * , by the way we have altered the objective function. Now, for each u ∈ V ′ , if we let η(u) ∈ V ′ \ {u} denote the closest other client to u, then u depends only on centers in P(u) and B η(u), 2LP η(u) . Thus, the new objective value of x 3 , y * is exactly:
Observe that we retained for each u ∈ V ′ only the x uvvariables with v ∈ P(u); this suffices because all other x uw -variables (with w ∈ P c (u)) pay the same coefficient d(u, η(u)) in the objective (due to the changes made in (A) and (B)). Since the cost of the altered solution is at most that of x 2 , y * , we get the same bound of 2LPOpt. Furthermore, for any client u which depends on a private center v ∈ P(u) \ B(u, 2LP u ), it must be that d(u, v) ≤ d(u, η(u)); otherwise, we can re-assign this (uv) connection to a center v ′ ∈ B(η(u), 2LP η(u) ) and improve in the (altered) objective function; again we use the fact that u might depend on P(u) \ B(u, 2LP u ) to total extent at most half and B(η(u), 2LP η(u) ) has at least half unit of open centers.
To summarize, the above modifications ensure that fractional solution x 3 , y * satisfies the following:
In words, this means that all clients are well-separated.
(ii) For each center v that does not belong to any ball B(u, 2LP u ), we have only one client that depends on it.
(iii) Each client u depends only on centers in its ball, its private centers, and centers in the ball of its nearest client. The extent to which it depends on centers of the latter two kinds is at most 1/2.
(v) The total cost under the modified objective is at most 2 · LPOpt.
Step (iii): Building Small Stars. Let us modify mapping η slightly: for each u ∈ V ′ , if it only depends (under LP solution x 3 ) on centers in P(u) (ie. centers in its local ball or its private centers) then reset η(u) ← u. Consider a directed dependency graph on just the clients V ′ , having arc-set {(u, η(u))|u ∈ V ′ , η(u) = u}. Each component will almost be a tree, except for the possible existence of one 2-cycle 1 (see Figure 3 .1). We will call such 2-cycles pseudoroots. If there is a vertex with no out-arc, that is also called a pseudo-root. Observe that every pseudo-root contains at least a unit of open centers.
The procedure we describe here is similar to the reduction to "3-level trees" in [7] . We break the trees up into a collection of stars, by traversing the trees in a bottom-up fashion, going from the leaves to the root. For any arc (u, u ′ ), we say that u ′ is the parent of u, and u is a child of u ′ . Any client u ∈ V ′ with no in-arc is called a leaf. Consider any non-leaf vertex u which is not part of a pseudo-root, such that all its children are leaves. Let u out denote the parent of u. Notice that we have maintained the invariant that there are no out-arcs from any pseudo-root, and every node has at most one out-arc. Define mapping σ : V ′ → V ′ as follows: for each u ∈ V ′ , set σ(u) to u's parent in the final dependency graph (if it exists); otherwise (if u is itself a pseudo-root) set σ(u) = u. Note that the final dependency graph is a collection of stars with centers as pseudo-roots.
Suppose there exists a child
Proof. Suppose that when w is considered as vertex u in the above procedure, step 1 applies. Then it follows that the out-arc of w is never changed after this, and by definition of step 1, d(w, σ(w)) ≤ 2 · d(w, η(w)). The remaining case is that when w is considered as vertex u, step 2 applies.
Then from the definition of steps 1 and 2, we obtain that there is a directed path w = w 0 , w 1 , · · · , w t in the initial dependency graph such that η(w) = w 1 and σ(w) = w t . Let d(w, η(w)) = d(w 0 , w 1 ) = a.
We claim by induction on i ∈ {1, · · · , t} that d(w i , w i−1 ) ≤ a/2 i−1 . The base case of i = 1 is obvious. For any i < t, assuming d(w i , w i−1 ) ≤ a/2 i−1 , we will show that d(w i+1 , w i ) ≤ a/2 i . Consider the point when w's out-arc is changed from (w, w i ) to (w, w i+1 ); this must be so, since w's out-arc changes from (w, w 1 ) to (w, w t ) through the procedure. At this point, step 2 must have occurred at node w i , and w i−1 must have been a child of
The inequality follows from (3.7) and Claim 3.2.
Stage II: Reformulating the LP
Crucially, we will show that this new LP is integral. Hence we can obtain an integral solution to it of cost at most 4 · LPOpt. Finally we show that any integral solution to our reformulated LP also corresponds to an integral solution to the original MatroidMedian instance, at the loss of another constant factor.
Consider the LP described in Figure 3 .2. The reason we have added the constraint 3.10 is the following: In the objective function, each client incurs only a cost of d(u, σ(u)) to the extent to which a private facility from P(u) is not assigned to it. This means that in our integral solution, we definitely want a facility to be chosen from the pseudo-root to which u is connected if we do not open a private facility from P(u); this fact becomes clearer later. Also, this constraint does not increase the optimal value of the LP, as shown below. Proof. Consider the solution z defined as:
uv for all v ∈ P(u) and u ∈ V ′ ; all other vertices have z-value zero. It is easy to see that constraints (3.9) and (3.11) are satisfied.
Constraint (3.10) is also trivially true for pseudo-roots consisting of only one client. Else, let {u 1 , u 2 } be any pseudo-root consisting of two clients. Recall that each u ∈ {u 1 , u 2 } is connected to centers in ball B(u, 2LP u ) ⊆ P(u) to extent at least half; hence the total z-value inside P(u 1 ) ∪ P(u 2 ) is at least one. Thus z is feasible for LP 2 , and by (3.8) its objective value is at most 4 · LPOpt.
We show next that LP 2 is in fact, an integral polytope. Proof. Consider any basic feasible solution z. Firstly, notice that the characteristic vectors defined by constraints (3.9) and (3.10) define a laminar family, since all the sets P(u) are disjoint.
Therefore, the subset of these constraints that are tightly satisfied by z define a laminar family (of mostly disjoint sets). Also, by standard uncrossing arguments (see eg. [19] ), we can choose the linearly-independent set of tight rankconstraints (3.11) to form a laminar family (in fact even a chain).
But then the vector z is defined by a constraint matrix which consists of two laminar families on the ground set of vertices. Such matrices are well-known to be totally unimodular [19] , and this fact is used in proving the integrality of the matroid-intersection polytope. For completeness, we outline a proof of this fact in the Appendix B. This finishes the integrality proof.
It is clear that any integral solution feasible for LP 2 is also feasible for MatroidMedian, due to (3.11). We now relate the objective in LP 2 to the original MatroidMedian objective: LEMMA 3.3. For any integral solution C ⊆ V to LP 2 , the MatroidMedian objective value under C is at most 3 times that it was paying in the LP 2 solution.
Proof. We show that each client u ∈ V ′ pays in MatroidMedian at most 3 times that in LP 2 . Suppose that C ∩ P(u) = ∅. Then u's connection cost is identical to its contribution to the LP 2 solution's objective. Therefore, we assume C ∩ P(u) = ∅.
Suppose that u is not part of a pseudo-center; let {u 1 , u 2 } denote the pseudo-center that u is connected to. By constraint (3.10), there is some v ∈ C (P(u 1 ) ∪ P(u 2 )). The contribution of u is d(u, σ(u)) in LP 2 and d(u, v) in the actual objective function for MatroidMedian. We will now show that
Without loss of generality let σ(u) = u 1 and suppose that v ∈ P(u 2 ); the other case of v ∈ P(u 1 ) is easier. From the property of private centers, we know u 2 ) is created as a new pseudo-root in step (iii).1, then we have the property that d(u 1 , u 2 ) ≤ d(u 1 , u), since we choose the closest leaf to pair up with its parent to form a pseudo-root. Else (u 1 , u 2 ) is the original pseudo-root even before the modifications of step (iii). Thus in that case, by definition
If u is itself (a singleton) pseudo-center then it must be that C ∩ P(u) = ∅ by (3.10), contrary to the above assumption. If u is part of a pseudo-center {u, u ′ }. Then it must 
) (the second inequality uses property of private centers).
To make this result algorithmic, we need to obtain in polynomial-time an extreme point solution to LP 2 . Using the Ellipsoid method (as mentioned in Section 2.2) we can indeed obtain some fractional optimal solution to LP 2 , which may not be an extreme point. However, such a solution can be converted to an extreme point of LP 2 , using the method in Jain [14] . (Due to the presence of both "≤" and "≥" type constraints in (3.9)-(3.10) it is not clear whether LP 2 can be cast directly as an instance of matroid intersection.)
Altogether, we obtain an integral solution to the weighted instance from step (i) of cost ≤ 12 · LPOpt. Combined with the property of step (i), we obtain: THEOREM 3.1. There is a 16-approximation algorithm for the MatroidMedian problem.
We have not tried to optimize the constant via this approach. However, getting the approximation ratio to match that for usual k-median would require additional ideas.
MatroidMedian with Penalties
In the MatroidMedian problem with penalties, each client either connects to an open center thereby incurring the connection cost, or pays a penalty. Again, we are given a finite metric space (V, d), a matroid M with ground set V and a set of independent sets I(M) ⊆ 2 V ; in addition we are also given a penalty function p : V → R ≥0 . The goal is to open centers S ∈ I(M) and identify a set of clients C 1 such that u∈C1 d(u, S) + u∈V \C1 p(u) is minimized. Such objectives are also called "prize-collecting" problems. In this section we give a constant factor approximation algorithm for MatroidMedian with penalties, building on the rounding algorithm from the previous section.
Our LP relaxation is an extension of the one (LP 1 ) for MatroidMedian. In addition to the variables {y v ; v ∈ V } and {x uv ; u, v ∈ V }, we define for each client an indicator variable h u whose value equals 1 if client u pays a penalty and is not connected to any open facility. Then, it is straightforward to see that the following LP is indeed a valid relaxation for the problem.
Let Opt denote an optimal solution of the given penalty MatroidMedian instance, and let LPOpt denote the LP 3 optimum value. Since LP 3 is a relaxation of our problem, we have that, LEMMA 4.1. The LP 3 cost LPOpt is at most the cost of an optimal solution Opt.
Let (x * , y * , h * ) denote the optimal LP solution. We round the fractional variables to integers in two stages. In the first stage, only x * , h * variables are altered such that the modified solution is still feasible but sparse and has a cost that is O(1)LPOpt. This stage is similar in nature to the first stage rounding for MatroidMedian but we need to be careful when comparing the x uv 's and the y v 's -the primary difficulty is that for any client u, the sum v x uv is not 1. Typically, this is the case in most LP-based prize-collecting problems, but often, one could argue that if v x uv ≥ 2/3, then by scaling we could ensure that it is at least 1; therefore the (scaled) LP would be feasible to the original problem (without penalties). However, in our case (and also k-median with penalties) since we also have packing constraints (the matroid rank constraints), simply scaling the fractional solution is not a viable route.
Once we handle these issues, we show that a new LP can be written for which the modified fractional solution is feasible. The constraints of this LP are identical to that for MatroidMedian; but the objective function is different. Since that polytope is integral (Lemma 3.2) we infer that the new LP for MatroidMedian with penalties is integral. This immediately gives us the constant factor approximation for MatroidMedian with penalties. We now get into the details.
Stage I: Sparsifying the LP Solution
Like in the matroid median setting, the goal in this stage is to argue that there exists a sparse fractional solution of near optimal cost. This will enable us to write another LP, which will be characterized by an integral polytope.
Step (i): Thresholding Penalties.
Let C denote the set of clients paying a penalty at most to an extent of 1/4 in the fractional solution, i.e, C = {u ∈ V |h * u < 1 4 }. For each client u ∈ V \ C, we round its h * u to one and set x * uv to zero for all v ∈ V . Let (x 1 , h 1 , y * ) denote this modified solution. We make the following observations: OBSERVATION 4.1. After the above thresholding operation, the following inequalities are satisfied.
Here, the second-to-last property is true because of the following: For any client u ∈ V and center v ∈ V , if x order u 1 , u 2 , . . . , u n ′ . For a vertex u i , if there exists a vertex u j with j < i such that d(u i , u j ) ≤ 8D ui , then we denote this event by u i ։ u j and modify the instance by shifting the location of client u i to u j .
For each client u i , define π(u i ) = u j iff u i ։ u j , and π(u i ) = u i if u i was not shifted. Let V ′ = π(C) denote the set of clients that maintain their own local balls (i.e were not shifted in the above process). For each u ∈ V ′ , let
We obtain a feasible solution (x 2 , h 2 , y * ) to this modified instance as follows. For each event u i ։ u j , do: 
Also if a client is not shifted in the above routine, its x 2 , h 2 variables are the same as in x 1 , h 1 . The following lemma certifies that the objective of the modified instance is not much more than the original.
Proof. We prove the inequality term-wise. Any client that is not shifted in the above process maintains its contribution to the objective function. Hence consider a client u i that is shifted to u j (ie.
There are two cases for the connection costs:
In this case we have,
Hence in either case, we can bound the new connection cost by 10 · D ui .
Thus it follows that (x 2 , h 2 , y * ) is a feasible LP solution to the modified instance of objective value at most 10 LPOpt. We additionally ensure (by locally changing x 2 , h 2 ) that condition 4 of Observation 4.1 holds, namely:
Note that any feasible integral solution to the modified instance corresponds to one for the original instance, wherein the objective increases by at most an additive term of 8 · w∈C D w ≤ 8 · LPOpt. Hence in the rest of the algorithm we work with this modified instance.
Next we modify the connection-variables (leaving penalty variables h 2 unchanged) of clients exactly as in step (ii) of the previous section, and also alter the coefficients of some x variables just like in the algorithm for MatroidMedian. This results in a disjoint set of private centers P(u) for each u ∈ V ′ (where P(u) can be thought of as the collection of all private centers for u ′ ∈ C u ; notice that these are disjoint for different vertices in V ′ ), and new connection variablesx 3 such that:
(a) Each client u ′ depends only on centers P(π(u ′ )) and centers in the local ball nearest to π(u ′ ). The connection to the latter type of centers is at most half.
(b) For any client u ∈ V ′ and center v ∈ P(u), we have
(c) The total cost under the modified objective is at most 20 · LPOpt (the factor 2 loss is incurred due to changing the objective coefficients and rearrangements).
The first three properties above are immediate from the corresponding properties after step (ii) of Section 3. The last property uses (4.17) and Claim 3.1. We now modify the penalty variables as follows (starting with h 3 = h 2 and x 3 =x 3 ). For each client u ′ , if it is connected to centers in the local-ball of any w ∈ V ′ \{π(u ′ )} then reset h 3 (u ′ ) = 0; and increase the connection-variables x 3 (u ′ , ·) to centers in the local-ball of w until client u ′ is connected to extent one. (Such a modification is possible since u ′ is already connected to extent at least half in the local ball of π(u ′ ), and there is at least half open centers in any local ball.) Furthermore, using property (d) above, the new objective value of (x 3 , h 3 , y * ) is at most thrice that of (x 3 , h 3 , y * ), ie. at most 60 · LPOpt.
We also apply step (iii) from Section 3 to obtain a mapping σ :
. This increases the objective value by at most factor 2.
Let
) denote the centers that client u ′ is connected to (We may assume that T (u ′ ) consists of centers in P(u) closest to u). The objective of (x 3 , h 3 , y * ) can then be expressed as in the equation in Figure 4 .3. From the arguments above, the cost of this solution is at most 120 · LPOpt.
Stage II: Reformulaing the LP
Reducing center variables y * . For any u ∈ V ′ , if v∈P(u) y * v > 1 then we reduce the y * -values in P(u) one center at a time (starting from the farthest center to u) until y * (P(u)) = 1. Clearly this does not cause the objective to increase. Additionally, y * still satisfies the matroid independence constraints. Thus we can ensure that v∈P(u) y * v ≤ 1 for all u ∈ V ′ . Additionally, the following two modifications do not increase the objective.
Thus we can re-write the objective from (4.18) as shown in Figure 4 .4 (which is just that in Figure 4 .3 with the x variables replaced by the y variables). Notice that there are no x-variables in the above expression. Furthermore, y * satisfies all the constraints (3.9)-(3.12). We now consider linear program LP 4 with the linear objective (4.19) and con- . This can be optimized in polynomial time to obtain an optimal integral solution F (as described in Subsection 3.2). From the reductions in the previous subsection, the objective value of F under (4.19) is at most 120 · LPOpt. Finally, using Lemma 3.3 we obtain that F is a feasible solution to MatroidMedian with penalties, of objective at most 360 · LPOpt. 
The KnapsackMedian Problem
In this section we consider the KnapsackMedian problem. We are given a finite metric space (V, d), non-negative weights {f i } i∈V and a bound F . The goal is to open centers S ⊆ V such that j∈S f j ≤ F and the objective u∈V d(u, S) is minimized. We can write a LP relaxation (LP 5 ) of the above problem similar to (LP) in Section 2.1, where we replace the constraint (2.3) with the knapsack constraint v∈V f v y v ≤ F . In addition, we guess the maximum weight facility f max used in an optimum solution, and if f v > f max we set y v = 0 (and hence x uv = 0 as well). This is clearly possible since there are only n many different choices for f max . Unfortunately LP 5 has an unbounded integrality gap if we do not allow any violation in the knapsack constraint. In Subsection 5.1, we show that a similar integrality gap persists even if we add the knapsackcover (KC) inequalities to strengthen LP 5 , which have often been useful to overcome the gap of the natural LP [5] .
However, in the following section, we show that with an additive slack of f max in the budget, we can get a constant factor approximation for the knapsack median problem.
The Rounding Algorithm for KnapsackMedian. Let (x * , y * ) denote the optimal LP solution of LP 5 . The rounding algorithm follows similar steps as in MatroidMedian problem. The first stage is identical to Stage I of Section 3 modifying x uv variables until we have a collection of disjoint stars with pseudo-roots. The total connection cost of the modified LP solution is at most a constant factor of the optimum LP cost for LP 5 . The sparse instance satisfies the budget constraint since y u variables are never increased. In Stage II, we start with a new LP (LP 6 ) by replacing the constraint 3.11 of LP 2 with the knapsack constraint v∈V f v z v ≤ F . However LP 6 is not integral as opposed to LP 2 : it contains the knapsack problem as a special case. We now give an iterative-relaxation procedure that rounds the above LP 6 into an integral solution by violating the budget by at most an additive f max and maintaining the optimum connection cost. The following algorithm iteratively creates the set of open centers C. 
• If x 1 , x 2 ∈ P(u 1 ) ∪ P(u 2 ) for some pseudoroot {u 1 , u 2 }. Then C ← C ∪ {x 1 , x 2 }, Break.
Return C
The following lemma guarantees that the connection cost is at most the Opt cost of LP 4 and the budget is not exceeded by more than an additive f max .
LEMMA 5.1. The above algorithm finds a solution for knapsack median problem that has cost at most Opt cost of LP 6 and that violates the knapsack budget at most by an additive f max .
Proof. First we show that if the algorithm reaches Step (2), then the solution returned by the algorithm satisfies the guarantee claimed. In Step (c), we always reduce the remaining budget by f v if we include the center in C. Thus the budget constraint can only be violated at Step (d). In Step (d), in case of tight V ′ -constraint, we open only one center among the two remaining centers. Thus the budget constraint can be violated by at most max{f x1 , f x2 } ≤ f max . In case of tight pseudo-root, we have z(x 1 ) + z(x 2 ) = 1 and thus
Hence again the budget constraint can be violated by at most an additive f max term. The total cost of LP 6 never goes up in Step (a)-(c). In Step (d), either the nearer center from {x 1 , x 2 } is chosen (in case of tight V ′ -constraint), or both the centers {x 1 , x 2 } (in case of tight pseudo-root) are opened. Thus the connection cost is always upper bounded by Opt of LP 6 .
To complete the proof we show that the algorithm indeed reaches Step (2). The Steps (1b),(1c) all make progress in the sense that they reduce the number of variables and hence some constraints become vacuous and are removed. Therefore, we want to show whenever we are at an extreme point solution, then either Step (1b),1(c) apply or we have reached (1d) and hence Step (2) . Suppose that neither (1b) nor (1c) apply: then there is no z v ∈ {0, 1}. Let the linearly independent tight constraints defining z be: T ⊆ V ′ from (3.9), and R (pseudo-roots) from (3.10) . From the laminar structure of the constraints and all right-hand-sides being 1, it follows that the sets in T R are all disjoint. Further, each set in T R contains at least two fractional variables. Hence the number of variables is at least 2|T | + 2|R|. Now count the number of tight linearly independent constraints: There are at most |T | + |R| tight constraints from (3.9)-(3.10), and one global knapsack constraint. Since at an extreme point, the number of variables must equal the number of tight linearly independent constraints, we obtain |T | + |R| ≤ 1 and that each set in T ∪ R contains exactly two vertices. This is possible only when V is some {x 1 , x 2 }.
1. |T | = 1. Then there must be some u ∈ V ′ with x 1 , x 2 ∈ P(u).
2. |R| = 1. Then there must be some pseudo-root {u 1 , u 2 } with x 1 , x 2 ∈ P(u 1 ) ∪ P(u 2 ). Using enumeration for centers with cost more than ǫF , we can guarantee that we do not exceed the budget by more than ǫF while maintaining a 16-approximation for the connection cost in n O( The above example can be overcome by adding knapsack covering (KC) inequalities [5] . We now illustrate the use of KC inequalities in the KnapsackMedian problem. KC-inequalities are used for covering knapsack problems. Although KnapsackMedian has a packing constraint (at most F weight of open centers), it can be rephrased as a coveringknapsack by requiring "at least v∈V f v − F weight of closed centers". Viewed this way, we can strengthen the basic LP as follows.
Define for any subset of centers S ⊆ V , f (S) := v∈S f (v). Then to satisfy the knapsack constraint we need to close centers worth of F ′ := f (V ) − F . For any subset S ⊆ V of centers with f (S) < F ′ we can write a KC inequality assuming that all the centers in S are closed. Then, the residual covering requirement is:
There are exponential number of such inequalities; however using methods in [5] an FPTAS for the strengthened LP can be obtained. The addition of KC inequalities avoids examples like 5.1; there F ′ = 1 and setting S = ∅ yields:
min{1, 1} · (1 − y 1 ) + min{1, N } · (1 − y 2 ) ≥ 1, ie. y 1 + y 2 ≤ 1. Thus the LP optimum also has value D.
However the following example shows that the integrality gap remains high even with KC inequalities. Below we show that x is feasible; hence the integrality gap is Ω(R).
x clearly satisfies the constraint w∈V f w · x w ≤ F . We now show that x satisfies all KC-inequalities. Recall that F ′ = f (V ) − F = (R + 1)N + R for this instance. Note that KC-inequalities are written only for subsets S with The equality uses F ′ − f (S) < N and that each facility-cost in H is N , and the last inequality is by w∈H (1 − x w ) ≥ 3 2 which was shown above.
A Bad Example for Local Search with Multiple Swaps
Here we give an example showing that any local search algorithm for the T -server type problem (ie. MatroidMedian under partition matroid of T parts) that uses at most T − 1 swaps cannot give an approximation factor better than Ω( n T ); here n is the number of vertices.
The metric is uniform on T + 1 locations. There are two servers of each type: Each location {2, 3, . . . , T } contains two servers; locations 1 and T + 1 contain a single server each. For each i ∈ [1, T ], the two copies of server i are located at locations i (first copy) and i + 1 (second copy). There are m ≫ 1 clients at each location i ∈ [1, T ] and just one client at location T + 1; hence n = 2T + mT + 1. The bounds on server-types are k i = 1 for all i ∈ [1, T ]. The optimum solution is to pick the first copy of each server type and thus pay a connection cost of 1 (the client at location T + 1). However, it can be seen that the solution consisting of the second copy of each server type is locally optimal, and its connection cost is m (clients at location 1). Thus the locality gap is m = Ω(n/T ).
B Proof of TU-ness of Double Laminar Family
We now show that such a matrix is totally unimodular. For this we use the following classical characterization: A matrix A is totally unimodular if, for each submatrix A ′ , its rows can be labeled +1 or −1 such that every column sum (when restricted to the rows of A ′ is either +1, 0, or −1. Consider such a submatrix A ′ . Clearly, we have chosen some constraints out of two laminar families, so the chosen rows also correspond to some two laminar families.
Consider one of these laminar families L. We can define a forest by the following rules: We have a node for each set/tight-constraint in L. Nodes S and T are connected by a directed edge from S to T , iff T ⊆ S, and there exists no tight constraint T ′ ∈ L \ {S, T } such that T ⊆ T ′ ⊆ S. Then, we can label each set of L in the following manner: each node of an odd level gets a label +1 and labels of an even levels are −1 (say roots has level of 1, and its children have level 2, and so on). By the laminarity, we know that a variable z v appears in all the tight constraints which correspond to nodes on a path from some root to some other node. By the way we have labeled these constraints, we know that any such sum is either +1, or 0 (see Figure B.5) .
Similarly, we can label each set of the second laminar family L ′ in the opposite fashion: each node of an odd level gets label −1 and nodes of even levels get +1. Again, z v appears in all the tight constraints corresponding to nodes on a path from some root to some node, and the sum of these labels is either −1 or 0. Therefore, the total sum corresponding to the column for z v is either +1, 0, or −1, which completes the proof.
