Abstract-We present a graphics processing unit (GPU)-accelerated optical coherence elastography (OCE) system capable of generating strain images (elastograms) of soft tissue at near video-rates. The system implements phase-sensitive compression OCE using a pipeline of GPU kernel functions to enable a highly parallel implementation of OCE processing using the OpenCL framework. Developed on a commercial-grade GPU and desktop computer, the system achieves a processing rate of 21 elastograms per second at an image size of 960 × 400 pixels, enabling highrate visualization during acquisition. The system is demonstrated on both tissue-simulating phantoms and fresh ex vivo mouse muscle. To the best of our knowledge, this is the first implementation of near video-rate OCE and the fastest reported OCE processing rate, enabling, for the first time, a system capable of computing and displaying OCE elastograms interactively during acquisition. This advance provides new opportunities for medical imaging of soft tissue stiffness using optical methods.
I. INTRODUCTION

M
ANY diseases alter the mechanical properties of tissue. Optical coherence elastography (OCE) [1] - [4] is an emerging family of techniques that maps the local mechanical properties of tissue, with the potential to characterize pathological change. Previous work has applied these techniques to a variety of tissues, including cornea [5] , cardiac muscle [6] and breast [7] . A range of OCE techniques have been proposed. Each involves the application of a mechanical load to the tissue, measurement of the corresponding tissue displacement using optical coherence tomography (OCT), and estimation of a mechanical property or parameter. In this paper, we focus on a three-dimensional (3D) OCE technique referred to as optical coherence micro-elastography (OCME), in which a compressive load is imparted to an imaging window using an annular piezoelectric transducer [8] . By calculating the phase difference between complex two-dimensional (2D) OCT cross-sectional scans in depth (B-scans) acquired before and after compression, it is possible to measure nano-to micro-scale displacements in the depth direction at each location in the tissue. Calculating the derivative of displacement with respect to axial depth, we obtain an estimate of the local strain [7] , providing an indication of the mechanical properties of the tissue. This is represented graphically as an elastogram.
However, calculation of strain is computationally demanding and time consuming, particularly when applied across the densely sampled 3D data sets acquired in OCME. Recent work has significantly improved the 3D-OCE acquisition speed [9] , but computations are still commonly performed offline over a period of minutes to hours. The lack of interactive feedback during imaging is a significant issue in OCME, as scans are subject to imaging artifacts from both optical and mechanical boundaries. Optimal positioning of the sample relative to the imaging window is critical to achieve both an even distribution of the compressive load and good optical coupling, so as to minimize such confounding factors. However, this is impractical when there are large delays between image acquisition and OCE computation. In addition, the time delay in completing the processing chain severely limits the future applicability of OCE techniques to clinical scenarios.
Graphics processing units (GPU) are highly parallel processing devices based on multiple stream processors to enable single instruction, multiple data operations. GPUs can process thousands of data elements simultaneously, supporting highly accelerated processing. The parallel nature of OCT data processing lends itself well to GPU implementation, and previous work has shown significant improvements in computation time for the generation of standard OCT data using GPU processors [10] - [14] . More recently, several researchers have extended the use of GPUs to more complex processing of OCT data, such as speckle variance [15] , [16] and Doppler [17] processing for rapid detection and assessment of blood flow, and polarization-sensitive OCT for assessment of birefringence [18] .
In this paper, we address the computational challenges inherent in OCE and present the first GPU-based OCE implementation. Our implementation achieves near video-rate computation and display of elastograms enabling, for the first time, the ability to interactively assess the mechanical properties of tissue with OCE.
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II. EXPERIMENT
Imaging was performed with a spectral-domain OCT system, utilizing a superluminescent diode with central wavelength 835 nm and a bandwidth of 50 nm, and illuminating the sample with an optical power of 10 mW. The spectrometer incorporated a linescan camera (Model spL4096-140k, Basler Sprint, Ahrensburg, Germany) with a line width of 4096 pixels, and scan rate of 140kHz. This was interfaced to a 680MB/s, 12 bit PCI Express framegrabber (Model PCIe-1429, National Instruments, TX, USA) for data capture. For each A-scan, 1792 pixels were acquired, with an exposure time of 2 μs, and padded out to 2048 pixels during processing. The axial and lateral resolutions were measured to be 7.8 μm (in air) and 11 μm, respectively, with a sensitivity of 102 dB for an exposure time of 36 μs. Further details of the system are given in [7] .
Experiments to assess the computational performance of the system were performed on both phantoms and ex vivo mouse muscle tissue. A tissue-simulating phantom [19] was fabricated using room-temperature vulcanizing silicone, and contained multiple stiff inclusions (45 times stiffer than the surrounding matrix). Titanium dioxide (TiO 2 ) scatterers were added to control the optical properties of the phantom. The same scatterer concentration was used in both the bulk material and inclusions, providing similar optical properties so that delineation of the inclusions relied upon differences in the mechanical properties of the two materials.
Animal studies were approved by The University of Western Australia Animal Ethics Committee. Fresh muscle tissue was obtained from two male, twelve-week-old mice: one wild-type C57 (C57BL/10ScSn) mouse and one dystrophic mdx mouse (C57BL/10ScSn mdx/mdx ). Gluteus and quadriceps muscles were dissected and kept hydrated in phosphate-buffered saline until imaging (within 1 hour). Samples were mechanically actuated at a rate of 5 Hz and B-scans were acquired at 10 Hz, one loaded and one unloaded in each cycle of the square wave used to drive the actuator. OCT B-scans and OCME 2D elastograms were computed. The elastograms have dimensions (x × y) of 9 mm × 1.2 mm, corresponding to 960 × 400 pixels. These were spaced at 1 μm intervals and acquired over a 9 mm fieldof-view in the third (y) dimension.
III. GPU SOFTWARE DESIGN OCME processing was implemented in OpenCL 1.1 on an ASUS/Nvidia GeForce GTX 680, (max clock: ∼1GHz, 1536 cores, 2GB DDR5 memory). An overview of the processing chain is illustrated in the Unified Modeling Language activity diagram of Fig. 1 . Each acquired A-scan is buffered in main memory until a full B-scan has been received, passed to the GPU, and then processed as a series of pipelined operations, referred to as kernels. We have utilized a highly reconfigurable architecture comprising simple, single-purpose kernels that are queued, such that the output of one kernel becomes the input to the next. The approach maximizes code re-usability and facilitates unit testing. During execution, thousands of parallel tasks are created, each applying a kernel to a subset of the data. It should be noted that the use of multiple, smaller kernels may have some negative impact on performance. GPUs typically have a variety of memory types available, each with different performance characteristics and access speeds. Thus, some of the flexibility afforded by the architecture adopted here could be traded off for still higher processing speed through the use of larger kernels.
In OCME, a densely sampled sequence of B-scans is acquired across the tissue. In our implementation, we used a spacing of 1 μm to provide phase correlation between consecutive B-scans. Phase correlation ensures that the phase difference between the same pixels in consecutive scans is proportional to the axial displacement [20] . Processing is applied to pairs of B-scans, with one scan acquired before and the other after mechanical loading. As illustrated in Fig. 1 , computation of each B-scan is achieved through kernels performing spectral shaping and background subtraction, followed by zero padding and filtering with a Hann window for noise reduction, prior to computation of an inverse fast Fourier transform. At this stage in the processing, the data was cropped to 400 pixels per A-scans, restricting computations to depths that typically had a higher OCT signal-to-noise ratio.
A phase difference image is calculated using a kernel that subtracts the phase at corresponding locations in the two Bscans [3] . A subsequent kernel applies weighted averaging in the densely sampled y dimension over three pairs of B-scans in order to reduce the phase noise, with each value weighted by the OCT SNR. A 2D implementation of the phase unwrapping algorithm described in [7] is then used to increase the range of measurable displacements. The local strain at each location is calculated as the derivative of tissue displacement with respect to axial depth, computed using the weighted least-squares line of best fit to displacement values within a user-defined axial range around each location (128 μm in the results presented here), where each displacement value is weighted by the SNR of the corresponding OCT signal. Finally, a separate kernel aggregates these estimates of strain into an elastogram, where the intensity of each pixel is linearly related to the local strain. The elastogram is then displayed using OpenGL. Throughout the processing chain, we synchronize data at the output of each kernel, ensuring that all necessary data is available for the next kernel. Fig. 2(a) and (b) show 3D visualizations of the GPUaccelerated 3D-OCT and OCME scans of the tissue-simulating phantom. The visualization data has been cropped so as to display a B-scan intersecting three stiff inclusions. The OCT shows little contrast between the inclusions and bulk materials due to the similarity in their optical properties. In comparison, the OCME shows clear delineation of the stiff inclusions. Animations showing all B-scans from these data sets are given in Media 1, showing OCT (top) and OCME (bottom). The GPU implementation calculated elastograms at a rate of 21 elastograms/s. This is significantly faster than the acquisition rate of 10 pairs of B-scans (loaded and unloaded) per second, which is limited by the rate of mechanical actuation.
IV. RESULTS AND DISCUSSION
A critical parameter in OpenCL GPU-computation optimization is the workgroup size. This is a user-defined, multidimensional parameter that indicates the number of work items (i.e., a kernel instance and associated data) executed on each compute unit (i.e., a logical entity that schedules and processes work items). Use of optimal workgroups allows efficient memory coalescing, where multiple global memory accesses are performed in a single transaction. In our implementation, the workgroup size was defined by two values, indicating the x and y extent of a rectangular region across a B-scan. This parameter is specified whenever a kernel is queued for execution on a compute unit and can be individually optimized for each kernel. To assess the impact of this parameter, we used in-house performance assessment software, which executed the OCME kernel functions with buffered data to avoid the variable latencies associated with data acquisition. The average computation time per elastogram was recorded over a range of workgroup sizes (varying both x and y) and the results are graphed in Fig. 3(a) . Note that each workgroup size may correspond to multiple x,y geometries (i.e., a workgroup of 8 A-scans was parameterized (x × y) by 1 × 8; 2 × 4; 4 × 2; and 8 × 1 A-scans). This gives rise to multiple values being graphed for most workgroup sizes, as workgroup shape will also impact performance. While different kernels may have different optimal workgroup sizes, a single workgroup size was chosen for all kernels within each test run during performance testing. We observed monotonically improving performance with increasing workgroup size, with a workgroup size of (8 × 8 =) 64 giving an average computation time (without data acquisition latencies) of 20.9 ms per elastogram, equivalent to 47 elastograms/s.
Note that the maximum computation rate measured during actual scanning, i.e., 21 elastograms/s, included the latencies associated with data transfer from the framegrabber, task scheduling, and other infrastructure overheads but was not limited by the tissue actuation speed. This is still significantly faster than the image acquisition rate of 10 Hz, which is limited by the mechanism of physical actuation, and thus the GPU implementation lends itself well to processing OCE acquired using faster protocols [9] .
The number of work items in a workgroup is limited by the GPU (in our case, the maximum was 1,024). Also, the size of the workgroup in the x and y dimensions must evenly divide into the maximum x and y extents of the data, respectively. Whilst workgroup sizes larger than 8×8 were evaluated, Fig. 3(a) does not include further sizes as they show relatively little performance improvement.
In addition, the GPU may not be capable of processing all nominated data in parallel, depending on details of the internal architecture and hardware resources. Factors such as the sizes and numbers of internal registers, amount of on-chip memory, capacity of data buses, and number and architecture of internal compute units will dictate the optimal parallel scheduling of simultaneous processes, and the final scheduling of parallel processes is controlled internally by a scheduler on the GPU. Additionally, the optimal block size will vary for different kernels, depending on the specific computations performed. By assigning a kernel-specific optimal block-size for each individual kernel in the computation chain, we were able to achieve an additional 9% improvement in performance to 19.1 ms per elastogram (without data acquisition latencies). Fig. 3(b) shows the relative computation time of each kernel in the processing chain at the workgroup size of (x × y) 8 × 8 = 64. We note that 86.5% of the computation time is spent estimating the strain. This is because of the computationally intense operations required to find a line of best fit for a series of axial displacement measurements, where each measurement is weighted by the corresponding OCT SNR. Although the use of such a weighting increases computational complexity, we have found it to be extremely important to minimize the impact of noise on the measured OCE values. In addition, the large range of data over which the line is fitted reduces the use of memory coalescing. Fig. 4 shows the results of utilizing our GPU-accelerated implementation to generate OCT images and elastograms of tissue, in this case, mouse muscle. Fig. 4(a) and (b) show results from a C57 wild-type mouse. The tissue primarily comprises of muscle fibers, each sheathed by a thin layer of connective tissue. These structures are discernible in the OCT image (Fig. 4(a) ) and clearly delineated as striations in the elastogram (Fig 4b) . The muscle fibers exhibit a different mechanical response to the surrounding connective tissue, providing mechanical contrast in elastograms [21] . Using our GPU implementation, we computed elastograms at a rate of 21 elastograms/s, enabling display of elastograms during acquisition. An animation showing a 3D visualization of the OCME data set is presented in Media 2. Fig. 4(c) and (d) show data acquired from a dystrophic mdx mouse, and demonstrate the ability of GPU-implementation to provide contrast between tissue types. An area of fascia is visible in the center of the bottom half of the images, indicated by the arrow in Fig. 4(d) . In the elastogram, this presents as a more homogeneous region than the heavily striated areas of myofibers. Re-orientation of the muscle fibers is apparent in the top right of the image (indicated by the arrow head), presenting as a mottled appearance in the elastogram as described in [21] . Media 3 shows a visualization of this OCME dataset.
V. CONCLUSION
We have presented a novel processing architecture that has enabled near-video-rate OCE imaging in two dimensions, and supports volume image acquisition. Utilizing GPU-acceleration, we have achieved processing rates of 21 elastograms/s using a commercial-grade GPU and desktop computer. The design utilizes a processing chain of GPU kernels, allowing greater potential for code re-use than is possible with a monolithic design. Results on ex vivo muscle tissue demonstrated the ability of this OCE implementation to provide delineation of structures such as muscle fibers, and differentiation of tissues types such as muscle and fascia. These results demonstrate the system's capability to compute and display elastograms simultaneously with OCE image acquisition, which is a critical step towards the utilization of OCE as a medical imaging modality in in vivo and image-guidance scenarios.
