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Several important engineering problems have been tackled in this dissertation: a.
the spectral characteristics of turbulent wall-pressure fluctuations, b. wave propagation in
sensor ports and c. effect of the airfoil leading edge waviness on flow structure and noise.
Significant contributions have been in all three areas.
a. In the wall-pressure fluctuation study, an in-depth review of the literature is
presented and the most notable existing semi-empirical models are evaluated against
experimental data and observations. Based on this scrutiny of the experimental data and
the different models, a framework is proposed for the development of a new semiempirical model. The proposed model anchored by the wavenumber-frequency spectrum
of the wall-pressure fluctuations satisfies all the framework conditions and gives better
agreement with experimental data compared to all other existing models. In particular,
the model’s coherence contours are elliptic in shape in agreement with theory. The
model captures the convective peak of the wavenumber-frequency spectrum accurately
and the spectrum is wavenumber white for wavenumbers below the convective peak in
agreement with experimental data and numerical results. In addition, the proposed model
is given in both wavenumber-frequency and space-frequency forms which makes it easy
to use in any engineering application. Moreover, all the empirical constants are judicially
selected based on experimental data and observations. This is not the case of other
models in the literature which are often given in one form, wavenumber-frequency or
space-frequency, and lack a clear definition of its empirical constants. Our theoretical
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CHAPTER I

1. INTRODUCTION
INTRODUCTION

In this dissertation the problem of pressure fluctuations of various origins
encountered in various engineering problems is addressed. Pressure fluctuations are not
desirable in many engineering applications as they can lead to potential catastrophic
structural failure. This is particularly the case for external flows over flexible structures
on aircraft and ships, where the wall pressure fluctuations excite structural vibrations.
Depending on the amplitude and frequency content of the fluctuations, a strong coupling
with the structural vibration modes can result in sonic fatigue and failure. In a rocket
engine, the strong coupling between the pressure fluctuations and the heat release rate on
one hand and the combustion chamber acoustic modes on the other hand can result in a
catastrophic engine failure. Therefore monitoring the pressure fluctuations is very
desirable to avoid any failure.
In this dissertation, we address the problem of modeling the wall pressure
fluctuations as well as that of pressure fluctuations in a sensor port. Both of these topics
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are very important to the engineering community and remain open topics of research. In
the wall pressure fluctuation case, accurate computational methods involve direct
numerical simulation or large eddy simulation, which are both expensive especially at
high Reynolds numbers. Experimental measurements are also expensive and
challenging, therefore one route researchers have followed is the semi-empirical
modeling one where a spectral description of the pressure fluctuation is given based on
existing experimental data or accurate numerical results. However, as will be shown in
Chapter 2, most existing semi-empirical wall pressure fluctuation models suffer some
deficiencies. It is the desire to overcome these deficiencies that motivated our work
knowing that a more accurate semi-empirical model will be welcome by the engineering
community especially the fluid-structure interaction side of this community.
Similar to the wall pressure fluctuation problem, pressure fluctuations in
combustion chambers are difficult to predict accurately and experimental measurements
are extremely difficult to do because of the harsh environments that exist in the chamber.
Therefore, in order to protect the sensors from being damaged, sensor ports have been
used. However, the challenge with using sensor ports is trying to understand the
connection between the measured fluctuations and the fluctuations inside the chamber.
In the current study, an analytical model is developed that mimics a parallel experimental
study to understand the relationship between the pressure fluctuation in the sensor port
and that on the surface of a plate. Plane acoustic wave are generated and sent over a flat
plate with three drilled ports; two for surface pressure measurement and one is the sensor
port. Two sensor port geometries are used, a short sensor port and a long sensor port (4
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times as long as the short one). Measurements are made at various frequencies. In the
modeling effort for this experiment, the linear wave equation is solved subject to hard
and soft reflection, respectively, at the back end of the port and at the inlet of port. Using
the principle of superposition, the pressure at a given location in the port was obtained as
the sum of the incident wave and the various reflected waves. The model accounts for
damping of the acoustic wave and the damping coefficient is obtained using the
experimental data. The model is them exercised in the forward and reverse direction
using either the surface measurement, forward direction, or the sensor port measurement,
reverse direction. Another model that accounts for a temperature gradient in the sensor
port is also derived. However, no measurement data is available to exercise this model.
In the final part of the dissertation, the pressure fluctuations in the vicinity of an
airfoil with and without waviness on the leading edge are computed using the hybrid
RANS-LES model. The motivation for this part of the work is to assess the effects of
leading edge waviness on these fluctuations. Leading edge waviness is known to
mitigate lift-loss at high angles of attack, however no computational study has shown the
noise reduction benefit of the waviness and therefore this is the focus of the current study.
The dissertation layout is as follows; the wall pressure fluctuation model is
derived in chapter 2 and compared to all existing models, in chapter 3 the pressure
fluctuation model in a sensor port is obtained and the experimental data is used to test the
model in the forward and reverse direction, finally chapter 4 presents the results from a
hybrid RANS-LES computation of turbulent flow over an airfoil with and without a wavy
leading edge. The pressure fluctuation levels in the nearfield are computed and compared
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to determine the benefit of using leading edge waviness. In all these chapters, an
extensive background literature review is presented and the motivation for the work
clearly stated.

4

CHAPTER II

2. MODEL FOR TURBULENT WALL PRESSURE FLUCTUATIONS
MODEL FOR TURBULENT WALL PRESSURE FLUCTUATIONS

2.1. Background
It is necessary to first define the notation which will be used in this study since
every author in this field uses a slightly different nomenclature, coordinate system and
notation convention. The notation and the coordinate system used in this study is
illustrated in Figure 2.1, e⃗1 denotes the streamwise direction,

x 1, ζ , k 1 represent

the coordinate position, the separation distance and the wavenumber along e⃗1
direction, respectively. Similarly, e⃗2 denotes the spanwise direction,

x 2, η, k 2

represent the coordinate position, the separation distance and the wavenumber along
e⃗2 direction, respectively. And e⃗3 denotes the normal direction to the flat plate,
x 3 represents the coordinate position in this normal direction, and

x 3=0 is the wall

plane of turbulent boundary-layer.
A field quantity can be decomposed into its mean and fluctuation, such that
Φ=< Φ >+ϕ , bracket < > represents the mean quantity, the lower case represents the
fluctuations, for example,

p represents wall-pressure fluctuations. For the brevity,

throughout the study, all the integrals are from −∞ to ∞ unless otherwise stated,
5

and the power spectral density will be simply referred to as spectrum.

Figure 2.1 The coordinate system.

The turbulent boundary layer flow is assumed statistically stationary and
homogeneous in the plane parallel to

x 3=0 . Even though the boundary-layer

thickness grows along the streamwise direction, the fact that the boundary layer growth
occurs over distances that are long relative to typical correlation distance results in
approximately homogeneous.
Estimating the statistical properties of the wall-pressure fluctuations underneath a
turbulent boundary layer is of fundamental importance in many practical engineering
applications. As shown in Figure 2.2, flow-induced wall-pressure fluctuations generate
noise and excite structural vibrations (Wilby and Gloyna 1972, Sevik 1983, Blake 1986
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and Leehey, 1988). The excited vibrations generate interior noise which is extremely
important in high speed aircraft. In underwater vehicle, the vibrations of the sonar dome
result in noise radiation which can obscure the incoming signal (Bhujanga 1995).

Figure 2.2 Illustration of the effect of wall-pressure fluctuations.

All the necessary and sufficient information of turbulent wall-pressure
fluctuations is contained in its two-point moments such as the space-time covariance
function,

R pp (ζ , η, τ)=< p(x 1, x2, t ) p( x 1 +ζ , x 2 +η, t+ τ)> ,

(2.1)

and the related Fourier transforms: the wavenumber-frequency spectrum,
∞
1
̂
R pp (k 1, k 2, ω)=
R (ζ , η, τ)e− j(k
3 ∭ pp
(2 π) −∞

or the space-frequency cross spectrum,
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1

ζ+ k 2 η+ω τ)

d ζ d ηd τ ,

(2.2)

1 ∞
̂
R pp ( ζ , η, ω) =
R pp (ζ , η, τ)e− j ω τ d τ
∫
2 π −∞
,
∞
j(k
ζ
+k
η)
=∬ ̂
R pp (k 1, k 2, ω)e
dk 1 dk 2
1

(2.3)

2

−∞

which is needed as the forcing function for structural vibration modeling. A
comprehensive treatment on this subject can be found in Blake (1986). Thus, a simple
model describing the characteristics of wall-pressure fluctuations is needed to formulate
design criteria.
The importance of the wall-pressure fluctuations is such that it has been a thrust
for many researchers since 1950's. Willmarth (1975) provided a comprehensive review
on the studies before 1975, Eckelmann(1988) and Bull (1996) gave an update on the
efforts in both experimental and theoretical studies. Abraham and Keith (1998)
summarized progress on the direct measurements. The most recent report on CFD and
experimental efforts can be found in Juve (2015).
The efforts on obtaining the characteristics of flow-induced wall pressure
fluctuation can be categorized as theoretical, experimental, numerical and semi-empirical.
Theoretical studies determine the source contribution and their locations. Experimental
and numerical studies offer the supplemental information to compute the characteristics.
Unfortunately, in the computation of the spectrum of wall-pressure fluctuations,
theoretical solutions must rely on experimental or numerical data to make speculative
hypotheses. Thus, semi-empirical models play an important role. A brief background on
the aforementioned aspects of studies are given in the following section.

8

2.1.1. Experimental studies
Even though approaches exist which seek to characterize the signature of wall
pressure from coherent turbulent structures (Wilczynski and Casarella, 1993),
experimental studies generally concern the statistical description of the wall pressure
field.
Although important, the sufficient measurement accuracy needed to provide the
fine details required for analytical models are difficult to obtain and results show
considerable scatter. Figure 2.3 which shows a comparison of different experimental
measurements illustrates this clearly. A reason for the scatter is the existence of wide
range of scales of the wall-pressure fluctuations and measurement sensitivity to the size
of transducer and their flushness in addition to the measurement configuration. Corcos
(1963), Schew (1983) and Farabee and Casarella (1991) have shown that the size of the
pressure transducer limits the spatial resolution of a pressure field resulting in limiting
temporal resolution. Rizzi et al. (2000) showed the impact of the transducer flushness on
the level of spectrum, for example, a deviation of 0.1 mm from flush in the flight test at
Mach number 0.78 and altitude of 4900 m could result in a spectrum level difference of
up to 6 dB. Bull (1996) and Farabee and Casarella (1991) showed that measurement
values from no surface discontinuity, flush mount and pin hole filled with silicone grease
to restore a continuous boundary surface, are different from open pin hole one. Also, the
noise level and frequency range in the experimental facility must be taken into account.
The literature review in Bull (1996) and Ffowcs Williams (1982) showed that the
background facility noise and the lowest frequency cut off could indicate different

9

̂pp(ω)∼O(ω) or
spectral fall-off behavior, that is whether the spectral fall-off in lim R
ω→0

2
2
̂
lim R
ω behavior.
pp (ω)∼O(ω ) . Figure 2.4 shows the low frequency fall-off on
ω→0

A schematic representation of the wavenumber-frequency spectrum at constant frequency
is shown in Figure 2.5. The lack of agreement between measurements also exists in the
wavenumber-frequency spectrum in the low wavenumber region. The debate is whether
there is a secondary local spectral peak in the acoustic region or it is due to contamination
from the background noise. Or as predicted by Kraichan-Philips theorem that there is
~∣k2∣ dependence. Perhaps the most striking feature emerging from the various sets
of experimental data, as observed by Leehey (1988), is that the wavenumber-frequency
spectrum is wavenumber white in the low wavenumber subconvective range.
Early experimental work concentrated mainly on measurements of mean square
pressure, frequency spectra, space-time correlations and cross-spectra, Bull (1996). Even
though Maidaik (1967) first proposed to study the wall-pressure fluctuations in a
turbulent boundary layer by an acoustic array technique to measure the energy of the
wave components in the wave number frequency spectrum. Until recently, the direct
measurement of wavenumber-frequency spectra were not available, because the
measurement requires wave number filtering in addition to the frequency filtering, and it
needs to be performed in a quiet facility or apply noise cancellation techniques, or both.
These techniques and results can be found in Kudashev (2007), Tkachenko et al. (2008),
Golubev (2012) and Arguillat(2010).
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Figure 2.3 Variations in r.m.s. Wall pressure as a function of Reynolds number.
δ+ =δ u τ /ν .:solid-circle: Farabee and Casarella (1991); solid-triangle: Blake
(1970); triangle: McGrath and Simpson; rectangle: Bull and Thomas (1976) ,open
pinhole; solid-rectangle: Bull and Thomas (1976) flush-mounted piezzo-electric
transducer and filled pinhole; half-solid-rectangle: Schewe (1983); circle-cross:
Emmerling et al. (1973); diamond: Lauchle and Daniles; star: Horne; solid-star: Choi
and Moin; circle- cross: Bull and Langeheineken (1981), pipe flow, flush-mounted
microphone and pezo-electric transducer respectively; ____, from Farabee and
Casarella model. (Bull, 1996 and reference herein, reprinted with permission ).
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Figure 2.4 Illustration of low frequency fall off behavior.
(The original figure is from Farabee and Casarella, 1991, reprinted with permission).
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Figure 2.5 Schematic representation of the spectrum at constant frequency.
The dashline extending from the subconvective region represents the wavenumber white,
the solid line shows a local acoustic peak.

2.1.2. Numerical studies
With modern computational power, numerical studies are playing an important
role in understanding the nature and supplying statistical information on the wall-pressure
fluctuations. The challenge on the numerical studies are the requirements for wide range
of length scales and amplitudes to be resolved. The domain length and the simulation
time decide the resolution on the low wavenumber and low frequency. In addition, nonreflecting boundary conditions must be implemented. A polluted solution could indicate
a different spectral character in the acoustics region. Numerical studies are generally
only performed in low Reynolds number range because of the limitation on
13

computational capacity and cost. Using DNS for a turbulent channel flow, Kim (1989)
studied the structure of pressure fluctuations, especially the characteristics associated
with the rapid (linear) and slow (nonlinear) pressure; Choi and Moin (1990) carefully
analyzed various correlations of the wall-pressure fluctuations and were able to evaluate
various methods of computing the convection velocity; Chang et al. (1999) studied the
relationship between wall pressure fluctuations and the velocity field sources, their results
show the source and distribution to the wall-pressure fluctuations; Hu et al. (2006a,b)
studied the relationship between wall pressure and wall shear stress spectra. The study
by Singer (1996) suggested the feasibility of obtaining useful wall pressure fluctuation
results from an LES calculation, his plots of the spectral density and contours of the
frequency-streamwise-wavenumber spectra, ̂
R pp (k 1, 0, ω) , were quiet similar to the
results obtained from DNS, especially at low frequencies. Theoretical studies showed
that the big motions in the outer layer, which LES resolves, are the contributors to the
low frequency wall-pressure fluctuations. In the same spirit, using LES results, Viazzo et
al. (2001) concentrated on the spectral features of the wall-pressure fluctuations in
Channel flow with and without perturbations; Gloerfelt and Berland (2013) studied the
characteristics of the wall-pressure fluctuations of high Mach number (M=0.5) turbulent
boundary layer.

2.1.3. Theoretical studies
Theoretical studies obtain relationship between the turbulent boundary layer
pressure field and the velocity field and analytically determine the sources that contribute
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to wall-pressure fluctuations and their distribution. Chang et al. (1999) studied the source
contributions from the turbulence-mean flow interaction and the turbulence-turbulence
interactions in the buffer layer, the logarithmic region and viscous sublayer. In the
calculation of wall-pressure fluctuation spectra, it is generally assumed that turbulent
boundary layer flow is statistically stationary and homogeneous in planes parallel to the
boundary surface. Historically, approaches such as Krainchnan (1956), Phillips(1956),
Chase (1980, 1987), Panton and Linebarger (1974) and Howe (1992), assumed the flow
in the low Mach number to be incompressible. From Poisson equation, the pressure
fluctuations can be expressed as

[

2

∂ < U i > ∂ u j ∂ (ui u j−<u i u j >)
∂2 p
=−ρ 2
+
∂ x i ∂ xi
∂ x j ∂ xi
∂ xi ∂ x j

]

.

(2.4)

The first term on the RHS represents interaction of turbulence with mean shear, while the
second term is turbulence interacting with itself. The pressure fluctuation can be
obtained through the integral of (2.4). The integrand function, RHS of (2.4), contains
complex and in general, unknown spectral and correlation characteristics of the velocity
field in the turbulent boundary layer. To overcome this difficulty, one has to make
speculative hypotheses based on experimental data.
There exist another approach, such as Ffowcs Williams (1982) and Dowling
(1992) in calculating the wavenumber spectrum in the very low wavenumber range.
They argued that the incompressible assumption is unreasonable in the very low
wavenumber range which is the acoustic region. To build a theoretical basis for an
extension of the Corcos model and make it more applicable to the very-low wavenumber
region of the spectrum, they started from the Lighthill's equation for compressible flow,
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2

∂ T ij
∂2 ρ 2 ∂2 ρ
−c
=
,
2
∂ xi ∂ x i ∂ x i ∂ x j
∂t

(2.5)

with T ij =ρu i u j +( p−c 2 ρ) δij , using Green function, they expressed the wall pressure
fluctuation power spectrum density as
̂
R pp (k , ω)∼F (k , ω) ,

(2.6)

where
∞ ∞

F( k ,ω)=∫ ∫ e− j ϕ( y− y ' ) T ijkl ( y , y ' , k ,ω) dy dy ' ,

(2.7)

0 0

with
T ijkl ( y , y ' , k , ω)=

1 ∞
T ( y , x α , t )T kl ( y ' , x α + λ α ,t +t τ )e− jk
3 ∫ ij
−∞
(2 π)

α

λα − j ω t

e

d 2 λ d τ . (2.8)

F( k ,ω) is a spectrum function representing the integrated influence of the boundary
layer turbulence. Very little is known about the structure of the turbulent source terms
T ij , but the authors claimed it is possible to make some reasonable assumptions about
the behavior of the spectral function T ijkl . For example Dowling (1992) expressed the
integral as

∫ T ijkl ( y , y ' , 0,ω) dy dy ' =

ρ2 u4τ δ *5
ω δ*
Sijkl
U∞
U∞

( )

,

(2.9)

then compared to the expression of Sevik (1986) experimental data curve fitting to get

S 3333 ( ω δ */U ∞ )=5.6 ( ω δ* /U ∞ )−6.5 , which is the approximation of S ijkl ( ω δ */U ∞ )
for spectral elements with highly supersonic surface phase speeds, k ≪∣ω∣/c 0 .
In summary, the experimental results obtained have significantly increased our
general knowledge of the characteristics of the wavenumber-frequency spectrum.
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However, obtaining accurate measurements of the wall-pressure fluctuations is not easy
because of the wide range of scales of the wall-pressure fluctuations and the
measurement sensitivity to the size of the transducer, the mounting flushness and the
measurement configuration. The direct wavenumber-frequency spectrum measurement
requires wave number filtering in addition to the frequency filtering, it needs to be
performed in a quiet facility or apply the noise cancellation technique, or both, and it also
requires a large number of microphones or probes. In general, complete spectral data on
the wall pressure field necessary for the determination of flow induced vibration and
sound are not available from experiments. Numerical studies offer an alternative way to
supplemental statistical information of the wall-pressure fluctuations. The Challenges for
the numerical studies are the requirements for a wide range of length scales and
amplitudes to be solved. Domain length and simulation time decide the resolution on the
low wavenumber and low frequency. Non-reflecting boundary conditions must be
implemented, otherwise the polluted solution could show different spectral character in
the acoustic region. Normally numerical simulations are only performed in low Reynolds
number range because of the limitation on computation capacity and cost. Theoretical
studies obtained the relationship between velocity field and wall pressure field,
determined the contribution of sources and their location. But theoretical studies alone
cannot complete the computation of wall-pressure fluctuations spectra without many
speculative hypotheses, whose validity is not always evident because they rely on the
experimental data or numerical results which are not complete. Therefore the results of
such studies are not sufficiently reliable. As suspected by Soml'yakov (2000) that
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“possibly, this was the reason why Blake (1986), in his fundamental monograph, gave up
a detail description of the integrand and restricted his consideration to the evaluation of
the orders of magnitude of different terms and to only qualitative predictions about the
shape of the spectrum in different frequency ranges”. Thus, semi-empirical models
incorporating theoretical studies and experimental results offer an attractive compromise
to this complex problem. Because of its importance, we will devote next section to
review the various semi-empirical models.

2.1.4. Semi-empirical models
Based on theoretical studies, a semi-empirical model curve fits the experimental
data to calculate the power spectrum in either wavenumber-frequency or in spacefrequency form.

2.1.4.1. One point statistics models
The single point spectrum (auto-spectrum), representing the distribution of the
mean square fluctuating pressure with frequency, is the most thoroughly investigated
characteristic. Traditionally, the frequency spectrum is obtained from empirical curves
plotted according to certain scaling laws which are determined theoretically by the
dominant contribution of sources and their location. The frequency range then is
subdivided into several regions distinguished by different forms of scaling. Figure 2.6
illustrates the frequency range and the dominant source location. Extensive discussions
can be found in the studies of Farabee and Casarella (1991), Keith et al. (1992), Bull
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(1996), and Goody (2004). The scaling and ranges followed by Farabee and Casarella
(1991) are given in Tables 2.1 and 2.2. Figure 2.6 shows that the plots for wall pressure
frequency spectra scaled on mixed scales for various free stream velocity collapse in the
middle range of frequency with a peak value at ω δ/u τ ≃50.0 . Abraham and Keith
(1998) also observed the same peak value from their measurement.

Table 2.1 List of scaling variables.

Scaling Variables
Outer

Spectrum Scaling
̂
R pp (ω)U ∞ /q 2 δ*

Frequency Scaling

Mixed

̂
R pp (ω)u τ / τ 2w δ

ω δ/u τ

Inner

̂
R pp (ω)u 2τ / τ 2w ν

ω ν/ u τ

ω δ/U ∞

Table 2.2 List of spectral ranges from scaling laws.

Frequency Range

Scaling Variable

Low

ω δ/u τ ≤5

Mid (Peak Location)

5<ω δ /u τ ≤100

High (Universal)

100<ω δ /u τ
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Figure 2.6 Illustration of regions of frequency, and the dominant source distributions.
(Spectrum plot is after Farabee and Casarella, 1991, reprinted with permission).
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A comprehensive review and comparison in single point spectra semi-empirical
models can be found in the report of Hwang et al. (2009), for completeness a list of some
notable models are presented below.
1) Sevik frequency spectrum model
Sevik (1986) fits the curve to the experimental data in the frequency range
3<ω δ */U ∞ < 30.
2

4

*3

2

−4.5
ρ uτ δ M
̂
R pp (0, ω)∼5.6
( ω δ* /U ∞ )
.
U∞

(2.10)

2) Chase and Chase-Howe frequency spectrum models
Chase (1987) frequency spectrum is obtained by integrating his wavenumberfrequency spectrum over the wavenumber vector plane.
π C T hρ2 u4τ
̂
R pp (ω)=
ωα
−2 1/ 2

where, α≡[ 1+ ( ω b δ /U c )
CT =4.7x 10−3 ,

b=0.75,

]

(1+ α1 )
2

,

(2.11)

.

h=3.

Chase spectrum varies as ω−1 , the integration of (2.11) over ω from −∞

to

∞ diverges and does not yield the mean square pressure.
A similar version of Chase's model was presented by Howe (1998):
−3 /2
3
ρ2 u4
̂
R pp (ω)= ω τ ( ω δ* /U ∞ ) [ α 2p +(ω δ * /U ∞ )2 ] , α p =0.12 .

3) Tkachenko frequency spectrum model
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(2.12)

Tkachenko et al. (1989) also proposed a auto-spectrum model, this model is used
by Smol'yakov and Tkachenko (1991) in their wavenumber-frequency spectrum
calculation.
̂
R pp=(τ w2 δ */U ∞ )

5.1
.
1+0.44 (ω δ */U ∞ )7/ 3

(2.13)

4) Goody frequency spectrum model
Based on his study on the data from seven research groups and the scales theory,
Goody (2004) modified Chase-Howe model to
̂pp(ω)U c
R
τ2w δ

=

C 2 ( ω δ/U c )2

[ ( ω δ /U )

0.75

c

3.7

+C 1 ] + [ C 3 ( ω δ/U c ) ]

7

.

(2.14)

where, C1 =0.5 , C2 =3.0 , C−3=1.1 R−0.57
,
τ
and

R τ=

δ /U ∞ U 2τ δ
u
uτ δ
=
= τ
2
ν
ν
U
U
ν /u τ
∞
∞

( )(

)

.

In his comparison of models with experimental data, Hwang (2009) concluded that the
most recent model developed by Goody (2004) showed the best agreement with
measurement in all frequency ranges.

5) Farabee and Casarella root mean square (rms) of pressure model
Farabee and Casarella (1991) derived a value for < p 2 >/ τ 2w by integrating their
spectral curve over the low frequency, mid-frequency and universal ranges, and the result
is
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< p,2 >
=6.5 ( R τ ≤333),
τ2w
=6.5+1.86 ln ( R τ /333)

(2.15)
( R τ >333).

2.1.4.2. Two points spectrum models
In solving problems of turbulence excited structural vibrations, it is required to
have information on the wall pressure fluctuation either in the form of cross spectra or in
the form of wavenumber-frequency spectra depending on what approach is used.
Comprehensive review on the spectrum models can be found in Bhujanga (1995),
Graham (1997) and Miller (2011).
1) Corcos model
Based on the measurements of Willmarth and Wooldridge(1962) and hypothesis

̂
R pp (ζ , ω)∼f (ω ζ /U c ) , Corcos (1963) proposed that the

of one-parameter similarity:

space-frequency power spectrum density be expressed as:
j ω ζ /U
̂
,
R pp (ζ , η, ω)= ̂
R pp (ω) A (ω ζ /U c ) B(ω η/U c ) e

(2.16)

j ω ζ /U
̂
̂
,
R pp (ζ , 0,ω)= R
pp (ω) A (ω ζ /U c ) e

(2.17)

̂
R pp (0, η, ω)= ̂
R pp (ω)B (ω η/U c ) ,

(2.18)

c

c

where

̂
R pp (ω) is the auto-spectrum, the coherence can be expressed as
Γ(ζ , η,ω)=

∣R̂pp (ζ , η,ω)∣
̂
R pp(ω)

= A (ω ζ /U c ) B(ω η/U c ) ,

(2.19)

The form of A and B are given as:
−α

A (ω ζ/U c )=e

ω ∣ζ∣
Uc

−β

; B (ω η/U c )=e

α≃0.10 to 0.19 ; β≃0.7 to 1.2 ,
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ω ∣η∣
Uc

.

(2.20)

where ζ =ζ e⃗1 + η e⃗2 is an arbitrarily oriented displacement vector, U c

is the

convection velocity.
The merits of Corcos model are its simplicity. Corcos model is expressed in the
form of cross spectra, the analytical expression in wavenumber-frequency space is easy
to obtain through Fourier transform. Since incorrect expressions of the Corcos model in
wavenumber-frequency space were given in the literature, in this study the
mathematically details behind the derivation of the wavenumber-frequency spectrum are
given in Appendix A.
U 2̂
̂
̂ k 1ωU c −1 B
̂ k 2ωU c
R pp (k 1 , k 2 , ω)= ωc R
pp (ω) A

( )

(

) (

)

,

(2.21)

where
1 ∞
−jθ γ
̂
A (θ)=
A(γ) e
dγ ;
∫
2 π −∞

1 ∞
−jθ γ
̂
B (θ)=
B ( γ)e
dγ ,
∫
2 π −∞

(2.22)

or
2

αβ
1 U
̂
R pp (k 1 , k 2 , ω)= 2 ωc ̂
R pp (ω) 2
.
2
2
2
π
[α +(k 1 U c /ω−1) ][β +( k 2 U c /ω) ]

( )

(2.23)

The simplicity of this model is the main reason for its longevity. However, with
the advancement of experimental measurement especially the direct measurement on
wavenumber-frequency spectrum and the availability of numerical data, the validity of
the Corcos model has been in question at least at low frequency and low wavenumber
range.
It has been shown experimentally that the one parameter similarity hypothesis
does not hold at low frequencies. Figures 2.7 and 2.8, the experimental plot of Abraham
and Keith (1998) on streamwise coherence curves, clearly show that the one parameter
24

similarity hypothesis does not hold especially at low frequencies. Figure 2.7 shows
streamwise coherence with fixed frequency while varying the streamwise sensor spacing
( ζ /δ=0.145 to 5.09 in increments of 0.291). The pink line is
exp(−0.125∣ω ζ /U c∣) , which represents Corcos one parameter similarity plot.

Figure2.8 shows streamwise coherence with fixed streamwise sensor spacing while
varying the frequency ( ω δ/u τ =3.54, 44.3, 66.4, 88.5, 177, 266, 354 and 443). pink
line is exp(−0.125∣ω ζ /U c∣) .

Figure 2.7 Streamwise coherence with fixed frequency.
ζ 0 δ=0.145 to 5.09 in increments of 0.291. Pink line is exp(−0.125∣ω ζ /U c∣) .
(Abraham and Keith, 1998, reprinted with permission).
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Figure 2.8 Streamwise coherence with fixed streamwise sensor spacings.
ω0 δ/ u τ =3.54, 44.3, 66.4, 88.5, 177, 266, 354 and 443. Pink line is
exp(−0.125∣ω ζ /U c∣) . (Abraham and Keith, 1998, reprinted with permission).
Singer (1996a, b) studied wall pressure fluctuation in turbulent boundary layer
using LES. He plotted the coherence contours directly from his LES results, and the
product of

A (ω ζ/U c )B( ω η/U c ) which is the result of Corcos model. As shown in

Figure 2.9, coherence contours with increments of 0.1, the solid curves are from LES and
dashed lines are from Corcos model. The contour curves of the actual coherence are
ellipses while product formulation produces nearly straight contour lines indicating large
errors for off-axis coherence. Smol'yakov and Tkachenko (1991) pointed out that the off
axis spectra should be summed geometrically instead of arithmetically.
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Figure 2.9 Coherence contours with increments of 0.1.
ω δ/u τ =161.48 (ω δ */u τ =20.21) . (Singer, 1996b).

Using flight test data, Efimtsov (1982) pointed out that the boundary layer
thickness plays an important role in determining the wall-pressure fluctuation spectra
especially in very low frequency and wavenumber range where the space-frequency
spectrum is dependent on the boundary-layer thickness and independent of frequency and
wavenumber. Graham (1997) performed a comparative study of the various models and
concluded that, for aircraft interior noise problems, Corcos model is inadequate because
of its inability to account for the dependence of the correlation length on boundary layer
thickness.
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The biggest weakness of Corcos model is that it overpredicts spectrum in the low
wavenumber range. As shown in Figure 2.10, the normalized wavenumber spectra from
several models and the experimental data of Martin and Leehey (1977) and Martini et al.
(1984), showed that Corcos model predicts too far exceed the levels of the wavenumberfrequency spectrum at low wave numbers. Blake (1986) arrived at a similar conclusion
after analyzing several experimental data sets. From their direct wavenumber-frequency
measurement, Abraham and Keith (1998) and Tkachenko et al. (2008) also confirmed
that the Corcos model overpredicts the spectral level in the low wavenumber range.
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Figure 2.10 Normalized wavenumber-frequency spectra.
Calculated for ω δ/u τ =500 ,the symbols represent experimental data for
ω δ/u τ =436.36∼557.58
(ω δ */U ∞ =1.8∼2.3) , red: obtained from Smol'yakov
and Tkachenko (1991), black: Tkachenko et al. (2008), green box: obtained from
Downling (1992) representing the three sets of experiment data of Martini et al. (1984),
Jameson (1975) and Martin (1976).
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Even though the convective region contains the highest power spectrum density,
the spectra in the low wavenumbers are of great importance in relation to sound radiation
and low speed vehicle structural excitation especially for the under water sonar system.
Graham (1997) studied the sound radiation from the turbulent boundary layer flow
induced structural vibration with concentration on three aspects, acoustic efficiency,
resonance and high excitation, and their combinations, he concluded that the convective
peak in the wavenumber-frequency spectrum was significant for high speed subsonic
aircraft (such as 240 m/s in his study), on the other hand the resonant modes were driven
by the low wavenumber region of the wavenumber-frequency spectrum for lower speed
vehicle. Such consideration has increased interest on the components of pressure field
for ω k ≤U c , in other words, the wavenumber-frequency spectrum over the acoustic
region, subconvective region and convection region is important. Corcos model
overpredicts the spectrum density level in the low wavenumber region.
The weakness of the Corcos model stimulated efforts to improve it or replace it.
Altogether some most notable models will be briefly presented in the following.

2) Ffowcs William's extension of the Corcos model
Ffowcs William (1982) and Dowling (1992) tried to extend Corcos model to the
low wave number region. They both started from Lighthill formula, through slightly
different approaches they arrived at similar results. Ffowcs William's expression
contains several unknown constants and functions to be determined experimentally. To
date, these remain unknown, but Hwang and Geib (1984) proposed a simplified version
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expressed as
2
αβ
1 U c ∣k∣ ̂
̂
R pp (k 1, k 2, ω)= 2 ω
R pp (ω) 2
.
π
[α +(1−k 1 U c /ω)2 ][β2+(k 2 U c /ω)2 ]

(

)

(2.24)

Hwang and Geib's interpretation of the Ffowcs Williams model was dismissed by
Graham (1997) in his choice of model to study the noise radiation from a plate under
turbulent boundary layer because the integral diverges
R pp (k 1, k 2, ω)
1 ∞ ̂
dk 1 dk 2∼ diverges .
∬
̂
2 π −∞
R pp (ω)

(2.25)

3) Efimtsov Model
Through the study of flight test data at Mach numbers M=0.41-2.1, Efimtsov
(1982) modified Corcos model by taking into account the dependence of spatial
correlation on boundary layer thickness δ , as well as spatial separation. The Efimtsov
model is expressed as
̂
R pp (ζ , η, ω)= ̂
R pp (ω)e(−∣ζ∣/Λ − η /Λ + j ω ζ /U ) ,
1

∣ ∣

2

c

(2.26)

and the spectrum in wavenumber-frequency space is
Λ Λ
1
1
̂
R pp (k 1, k 2, ω)= 1 2 2 ̂
R pp (ω)
,
2
2
π
1+(k 1 Λ 1−ω Λ1 /U c ) 1+(k 2 Λ 2)

[( )

2

2

Λ1
a 1 sh
a
=
+ 2 2
2
δ
U c /u τ
sh +(a 2 /a3)
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(2.27)

−1/ 2

]

,

(2.28)

Λ2
δ =

with sh=ω δ /u τ

[[

−1 /2

[( ) ]
a 4 sh 2 2
+ a7
U c /u τ

(

2

for
2
5

a 4 sh
a
+ 2
U c /u τ
sh +(a 5 /a6 )2

)

M ≥0.9,
.

−1 /2

]

for

(2.29)

M ≤0.75 .

the average values of the empirical constants a1−a7 are,

respectively, 0.1, 72.8, 1.54, 0.77, 548, 13.5, 5.66. This model represents an
improvement on that of Corcos, but it still suffers from the fact that it overpredicts the
spectrum at low wave numbers.

4) Smol'yakov and Tkachenko model
Singer (1996) and Smol'yakov and Thachenko (1991) modified the Corcos model,
so the coherence contours in the space-frequency space are elliptic curves instead of
straight lines. Smol'yakov and Thachenko also proposed some modifications to include
the low frequency behavior. Smol'yakkov and Tkachenko model for cross spectrum is
written as

√(

2

− A

̂
R pp (ζ , η, ω)= ̂
R pp (ω)e

ωζ
ωζ
+ m0 A
Uc
Uc

)(

2

)

,

(2.30)

2
A=α1 ϕ , ϕ= √1−μ
̄ /ω
̄ +(μ
̄ /ω
̄) ,

μ
̄ =μ 1 Ū c /α1 ,

*

ω=ω
δ /U ∞ ,
̄

Ū c =U c /U ∞ .

the constant values are
α1 =0.124 ,

μ 1=0.031 ,

Ūc =0.8 ,

m0=6.45 .

The wavenumber-frequency spectrum obtained by Fourier transform (2.30) shows
an improvement on the Corcos prediction in the low wavenumber region, but it is still
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higher than experimental values, so a correction was added to the model to bring it into
agreement with experimental measurements without significantly affecting the
convective peak levels. The final expression is
̂ ( ω) U c 2
R
̂
R pp (k 1, k 2, ω)=A pp
h(ω) [ F (k 1, k 2, ω)−Δ F (k 1, k 2, ω) ] ,
2 π m0 ω

( )

(2.31)

where

[

(

)

2 −3/ 2

( )]

k1 U c 2 k2 U c
F( k 1, k 2, ω)= A + 1− ω +
m0 ω
2

,

(2.32)

Δ F is the correction function introduced

[

[(

k1 U c 2 k 2 U c 2
1
n
2
Δ F (k 1, k 2, ω)= 1+ A +
m1− ω + ω −m21
n
m1

) (

)

−3 /2

]]

.

(2.33)

here
(1+ A 2)
m 1=
,
(5n−4 + A2 )

[

h(ω)= 1−

m1 A
m0 n

2

√G

−1

]

,

G=1+ A 2−m1 n , n=1.005 .

After these modifications, the wavenumber-frequency spectrum level is close to
that of the experimental results, but the model has become complicated. In model
validation, section 2.3, it will be shown that the wavenumber-frequency spectrum
contours from Smol'yakov and Tkachenko model display a different shape other than the
correct elliptic shape. Besides, the space-frequency spectrum and wavenumberfrequency spectrum should represent the same second moment statistics of the wallpressure fluctuations but in different forms, this is not true anymore with the spectrum
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correction treatment of Smol'yakov and Tkachenko.

5) Chase model
Chase (1980) made a number of assumptions about the statistics of the velocity
field in a turbulent boundary layer to derive an expression for wall pressure wavenumberfrequency spectrum. Chase (1987) improved his 1980 model, which is written as
̂
R pp (k , ω)=

ρ2 u3τ

(k

2
+

−2 5 / 2

+(b δ)

)

(

CT k

2

2

−2

2

−2

K + +(b δ)
k +(b δ)

+C M k 21

)

,

(2.34)

(ω+ U c k 1)2
k =k +
.
(hu τ )2
2
+

2

The recommended values of the constants are
CT =4.7 x10−3 ,

C M =0.15,

b=0.75,

h=3 .

Chase's first model (1980) was restricted on low Mach number flows. Compared
to the Corcos model, Chase's model is closer to the experimental data. However, it does
not reproduce the approximately 'wavenumber white' characteristics of the experimental
observations in the low wavenumber region. A rigorous expression could no longer be
obtained for the cross spectrum. The auto-spectrum decays as 1/ω at high
frequencies which hinders convergence of the frequency integral of the spectrum for
infinite limits and causes unbounded turbulent fluctuation energy.

6) Witting model
Witting (1986) obtained an equation for the wavenumber-frequency spectrum by
postulating that the sources of pressure fluctuations were hydrodynamic dipoles
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distributed in the wall boundary layer region, along with their mirror images about the
plane of the wall, which establish impenetrable conditions. By varying a constant,
Witting was able to achieve satisfactory agreements with the experimental data.
However, this model cannot be used to obtain an expression for the cross spectrum.
ζ max

̂
R pp (k 1, k 2, ω)= p

2
rms

δ* 3 A ω
̂ 8 x 4 e−2x dx ,
∫
U c ζ5 3 ζ
min

where
ζ=k *+C ∣ω *−k 1 *∣ ,
ζ max =ζ z max /δ* ,
k 1 *=k 1 δ * ,
C
A= π

ζ min =ζ z min /δ* ,

k 2 *=k 2 δ * , k *=√ k 1 *2+ k 2 * 2 , ω *=ω δ */U c ,
1

2
(1+ C 2)ln( z max /z min )
3

.

2.1.5. Objectives
The weaknesses of Corcos model and other most notable models are the
motivation for building a new model. Hence the objectives of this study are:
1) Develop the criteria for an ideal model.
2) Develop a semi-empirical model simple enough like Corcos model.
3) The model should be built in the wavenumber-frequency space.
4) Spectral expressions available in both wavenumber-frequency space and spacefrequency space.
5) The spectral predictions should satisfy the evaluation criteria.
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(2.35)

6) With the emphasis on low to middle frequency range.

2.2. The proposed wall-pressure fluctuation model
In this section, A Corcos like model available in both wavenumber-frequency
spectrum and space-frequency spectrum is proposed. Based on studies of numerical
results, this model retains the most valuable feature of Corcos model: simplicity; The
wavenumber-frequency spectral level predicted by the new model is close to that of the
experimental and numerical data in the low to middle frequency range and has a good
agreement at the convective peak with Efimtsov's model; Furthermore, the coherence
contours are proven to be elliptic in shape.

2.2.1. Shape of coherence contours
2.2.1.1. General
The two-point two-time correlation is expressed as
R pp (ζ , τ)=〈 p(x ,t ) p(x+ ζ , t+ τ)〉 .

(2.36)

The turbulent boundary layer flow is assumed statistically stationary and homogeneous in
the plane parallel to

x 3=0 . Figure 2.11 illustrates the two-point two-time correlation

for fixed spanwise spatial separation η and fixed time delay
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τ . In general,

Figure 2.11 Two-point two-time correlation for fixed spanwise separation and time
delay.

R pp (−ζ , η, τ)=R pp (ζ , η, τ) ,

(2.37)

and
R pp (ζ ,−η, τ )=R pp (ζ , η, τ) .

(2.38)

from (2.37) and (2.38):
∂ R pp (ζ , η, τ)
∂ζ

)

=0

∂ R pp (ζ , η, τ)
∂η

and

ζ=0

)

=0 ,

(2.39)

η=0

The cross-spectrum is written as
1
̂
R pp (ζ , η, ω)= ∫ R pp (ζ , η, τ) e− j ω τ d τ ,
2π

(2.40)

and the coherence is
Γ(ζ , η,ω)=

̂
R pp ( ζ , η, ω)
.
̂
R
pp (ω)

Along coherence contour lines,
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(2.41)

Γ(ζ , η,ω)=const ,

(2.42)

which leads to
∂Γ =0 .
∂ζ

(2.43)

Using (2.40), (2.41) and (2.43), it can be shown that

∫

(∂R

pp

( ζ , η, τ) ∂ R pp( ζ , η, τ) d η −iωτ
+
∙
e dτ =0 .
∂ζ
∂η
dζ

)

(2.44)

for arbitrary ω to satisfy the equation (2.44), the following equation must hold
∂ R pp( ζ , η, τ) ∂ R pp(ζ , η, τ) d η
+
∙
=0 ,
∂ζ
∂η
dζ

(2.45)

That is
∂ R pp ( ζ , η, τ)/∂ ζ
dη
=−
.
dζ
∂ R pp ( ζ , η, τ)/∂ η
substitute (2.39):

∂ R pp (ζ , η, τ)
∂ζ

)

(2.46)

=0 into (2.46) , leads
ζ=0

dη
dζ

)

ζ=0

=−

∂ R pp /∂ ζ
=0 .
∂ R pp /∂ η

(2.47)

Similarly,
dη
dζ

)

=−∞ , in first coordinate quardran

(2.48)

η=0

(2.47) and (2.48) clearly show that the derivatives of the contour curve varies from
0 to −∞ in the first coordinate section. If the variation of d η/d ζ
then the coherence contours of Γ( ξ , η , ω)=const
conditions (2.47) and (2.48)
that is
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is monotonic,

are ellipses in order to satisfy the

d η −1 ζ
=
,
d ζ m2 η

(2.49)

ζ 12+ ( m ζ2 )2=r 2 .

(2.50)

or

Figure 2.12 illustrates a coherence contour shape. Because only homogeneous and
statistically stationary turbulence are assumed, the above discussion applies to all
∇ p=0,

pressure gradient flow, that is

∇ p> 0

and

∇ p< 0 .

2.2.1.2. Corcos model coherence contours
The Corcos model in cross-spectra is written as
̂
R pp (ζ , η, ω)= ̂
R pp (ω) A (ζ , ω) B( η, ω)e j ω ζ /U ,
c

̂
where, ̂
R pp (ω)= R
pp (0, 0,ω)

(2.51)

is the auto-spectrum, and
−α

∣ζ∣ω

Uc

A (ζ , ω)=e

,

(2.52)

.

(2.53)

∣η∣ ω

−β

B (η, ω)=e

Uc

For brevity, we only consider the first section of the coordinate system, thus we could
omit the absolute value sign of (2.52) and (2.53)
The coherence contours are defined by
Γ(ζ , η,ω)=

∣R̂pp (ζ , η, ω)∣
̂
R
pp (ω)

=const.

(2.54)

and using (2.43)
0=

∂̂
R pp ( ζ , η, ω) ∂ A
∂B dη
=
B+ A
∙
,
∂ζ
∂ζ
∂η d ζ

which can further be written as
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(2.55)

d η −∂ A/∂ ζ B
=
∙ =− α
β
d ζ ∂ B /∂ η A

,

(2.56)

which indicates that the coherence contours are parallel straight lines with negative slope.

Figure 2.12 Illustration of coherence contour shape.

2.2.2. The proposed new model spectrum
The objective of this study is to develop a model to predict the power spectrum
density of the wall-pressure fluctuations underneath turbulent boundary layer in both
space-frequency and wavenumber-freqency spaces. The turbulent boundary layer flow is
assumed statistically stationary and homogeneous in the plane parallel to

x 3=0 . Even

though the boundary-layer thickness grows along the streamwise direction, the fact that
the boundary layer growth occurs over distances that are long relative to typical
correlation distance results in approximately homogeneous.
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2.2.2.1. Model in wavenumber-frequency space
Bull (1996) pointed out that even though theoretically the space–time correlation
function and the wavenumber–frequency spectrum represent the same information in
different forms, experience has generally shown that the correlation function cannot be
measured sufficiently accurately to provide the fine details required by an analytical
model. The same conclusion can be drawn from studying the DNS contour plots of the
two-point correlation of wall-pressure fluctuations as a function of streamwise and
spanwise separations. Figure 2.13, from Choi and Moin (1990), shows contours of twopoint correlation of the wall-pressure fluctuations as a function of streamwise and
spanwise separations. Contour levels are from 0.1 to 0.9 with increment of 0.1. Note
that the DNS grids resolution is

+

x 1=17.6

and

+
x 2=5.9 . In the streamwise

direction, the correlation distance is only about 60 wall units, which can be covered by
less than 4 grid points. The conclusion drawn here is that, even with DNS resolution, the
acceptable accuracy of the two-points correlation has to come from the Fourier transform
of wavenumber spectrum.
The wave number-frequency spectrum

̂
R pp (k 1, k 2, ω) of the wall-pressure

fluctuations beneath a turbulent boundary layer characterizes the distribution of the
pressure fluctuation energy in both temporal frequencies and wavenumber vectors. The
main advantage of this characteristic is that it is physically illustrative. The wave
number–frequency spectrum

̂
R pp (k 1, k 2, ω) represents the fluctuation intensity in a

corresponding spectral window dk 1 dk 2 d ω . The clear energy-based interpretation of
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the physical meaning of this parameter determines the fact that a considerable number of
modern models constructed at the second-order moment level are based on the
wavenumber–frequency representation of the wall pressure field structure. Owing to the
aforementioned factors, this study chooses the wavenumber-frequency space to start
building models to obtain the statistical characteristics of the wall pressure fluctuations.

Figure 2.13 Contour of two-point correlation of wall-pressure fluctuations. Contour
levels are from 0.1 to 0.9 with increment of 0.1 (Choi and Moin, 1990).
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Since the convective region contains the highest power spectrum density which is
significant for high speed subsonic aircraft, it is important to catch this peak correctly.
We propose a wavenumber vector expression which set the observation point on the
convective peak, so in the plane parallel to x3 =0 the generalized wave vector can be
expressed as
k= k̃ 1 e⃗1 +k 2 e⃗2 ,

(2.57)

with k̃ 1=k 1−ω /U c which represents the new wavenumber on steamwise direction
with the coordinate origin set on the convective peak.
Choi and Moin (1990) studied the space time characteristics of the wall-pressure
fluctuations using DNS data in a turbulent channel flow. Figure 2.14 shows the contour
plot of the two dimensional wavenumber spectrum

̂
R pp (k 1, k 2) of wall-pressure

fluctuations from their study. The contour levels are logarithmically distributed from 10-5
to 10-1.5 with exponent increment of 0.5. Two important observations are made here: first,
the contour curves are nearly elliptic in shape with a shift of the center in the k 1 δ
direction and the ratios of longitude versus lateral of the elliptic curves are nearly
constant; second, the distances between two closed contour curves are nearly uniform
which suggest that the power spectra are of the exponential form related to the
wavenumber. This is made clear by the nearly straight line of the logarithmic plots of the
power spectrum versus k 1 δ , k 2 δ , respectively, in Figure 2.15, which is the twodimensional wavenumber spectrum versus the dimensionless wavenumber using the data
extracted from Choi and Moin's contour plot. Similar observations can also be made
from the contour plot of the two dimensional wavenumber spectrum
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̂
R pp (k 1, k 2) of

wall-pressure fluctuations of Viazzo (2001) LES study. Figure 2.16 is the two
dimensional spectrum in decibel plots from Gloerfelt and Berland (2013) LES data of
boundary layer turbulent flow with Mach number 0.5 (although the original notation
implies three dimensional spectrum, but the reference of 1Pa2 m Hz-1 for calculating
decibels indicates two dimensional spectrum). Figure 2.17 is the two dimensional
wavenumber-frequency spectra plots using data from Viazzo et al (2001) (the original
plots are in logarithm scale on k 1 δ ). Although slightly asymmetric about the
convective peak, if one neglects the perturbations in the acoustics region in Figure 2.16,
then both Figures 2.16 and 2.17 support the approximation of spectra as exponential
function of wavenumber. According to Panton and Robert (1994), the slight asymmetry
about the convective peak is caused by the nonlinearty of the convection velocity U c
in other words, the convection velocity is approximately the local mean velocity instead
of being a constant fraction of the streamwise velocity.
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,

Figure 2.14 Contour plot of streamwise-spanwise wavenumber power spectrum.
Contour levels are logarithmically distributed from 10-5 to 10-1.5 with exponent
increments of 0.5. (Choi and Moin, 1990, reprinted with permission).

Figure 2.15 Two dimensional wavenumber spectrum versus the wavenumber.
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Figure 2.16 Wavenumber-frequency spectra in decibels.
ω δ/u∞ =0.25, 0.85, 1.69 and 2.54.
(Gloerfelt and Berland, 2013, reprinted with permission).
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Figure 2.17 Wavenumber-frequency spectrum of the wall-pressure fluctuations.
ω δ/u τ =103 to 203 with increment of 20. (Original data from Viazzo et al., 2001).

Based on the aforementioned observations, the form for the power spectrum
density in wavenumber-frequency space proposed is:
−α̃ r
̂
,
R pp (k 1, k 2, ω)=C1 ̂
R pp (ω)e
k

(2.58)

or is written as a function of non-dimensional wavenumber
−α r δ
̂
,
R pp (k 1, k 2, ω)=C1 ̂
R pp (ω)e
k

(2.59)

δ , α is an empirical coefficient representing the spectral decay rate,
where, α=α
̃

̂
R pp (ω) is the auto-spectral density. In the next section, C1 will be shown to be of
the form
C1 =α2 mδ 2

1
,
2π
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(2.60)

leading to the final form of the model
1 ̂
̂
R pp (k 1, k 2, ω)=α2 m δ2
R pp(ω) e−α r δ .
2π
k

(2.61)

where
2

∣r k∣2= k 1− ω

[ ( U ) ] +( mk )
2

2

,

(2.62)

c

θ=arctan

mk 2
k 1− ω
Uc

( )

,

which are displayed in Figure 2.18, the polar coordinate system. With (2.62), the
spectrum contours are elliptic in shape.

Figure 2.18 The polar coordinate system.

The wavenumber-frequency spectrum can be expressed in a non-dimensional
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(2.63)

representation
̂ ( ω)u τ
R
̂
R pp *( ω)= pp 2
,
τw δ

(2.64)

̂
R (k k ω)u τ
̂
R pp *(k 1, k 2, ω)= pp 1,2 2,3
τw δ
,
2 m
−α r δ
̂ *( ω) e
=α
R
2 π pp

(2.65)

k

where * represents the non-dimensional spectrum. And
2
2
2
∣r k δ∣ = k 1 δ− ωUδ + ( m k 2 δ ) ,

[ ( )]

(2.66)

c

θ=arctan

mk 2 δ
k 1 δ− ω δ
Uc

( )

.

(2.67)

m represents a scaling factor. From Figure 2.14 the dependency of m on k is very weak
and can be approximated as a function of frequency only and can be calculated from the
minimum of the error
k 1cutoff

E(m , ω)= ∫
0

[

2

]

̂
̂pp(0, k 1 ,ω) dk 1 .
R pp (k 1, 0, ω)− R
m

(2.68)

2.2.2.2. Model in space-frequency space
The cross-spectrum can be obtained directly using the inverse Fourier transform.
The inverse Fourier transform of (2.58) is
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jk
̂
R pp ( ζ , η, ω)=∫∫ ̂
R pp (k 1, k 2, ω) e (

1

ζ +k 2 η )

dk dk

1
2
j k 1− ω ζ + j k2 η j ω ζ
Uc
Uc

(

)

=C1 ̂
R pp (ω)∫∫ e−α̃ r e
e
dk 1 dk 2
ω ζ
η
j
̃
̃
k ζ+jk
C
m
= 1̂
R pp (ω) e U ∫∫ e−α̃ r e
d k̃1 d k̃2
,
m
η
j ω ζ 2π ∞
j r ζ cos θ+ sin θ
C ̂
(
) r dr d θ
U
−α
̃r
m
= 1R
(ω)
e
e
e
∫∫
k
k
m pp
0 0
⏟
k

c

1

k

c

2

(2.69)

k

k

G

here, we have used k̃1=k 1−ω /U c , k̃2=mk 2 and polar coordinate integral. The
polar coordinate system was defined in (2.62) and (2.63).
Let G represent the integral in (2.69) given by
2π ∞

G=∫ ∫ e

−α̃ r k

e

(

j rk ζ cos θ +

η
sinθ
m

)

r k dr k d θ

0 0

2π

=∫
0

.

dθ
η
α−
̃ j ζ cos θ+ sin θ
m

[ (

)]

(2.70)

2

To solve the above equation, we have to make use of residual integration in complex
analysis,
set

jθ
z=e , then

d θ=

dz
,
jz

1 jθ −jθ 1
1
cos θ= ( e +e ) = ( z + ) ,
2
2
z
sin θ=

1 jθ −jθ 1
( e −e )= (z + 1 ) .
2j
2j
z

with θ ranges from 0 to 2 π , the variable z varies in a counterclockwise once
around the unit circle c: ∣z∣=1 .
Using (2.71), (2.72) and (2.73), (2.70) becomes
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(2.71)
(2.72)
(2.73)

G=∮
c

1

[

α−
̃ j

2

( )]

ζ
1
η
1
z+ −
z−
2
z 2m
z
z dz

( )

=

4
∮
2
j c [ ( B+ jA ) z 2−2 α
̃ z−( B− Aj ) ]

=

4
1
z dz
2∮
+
j ( B+ jA ) c ( z−z )( z−z - ) 2
0
0

dz
jz

,

(2.74)

[
]
⏟
f (z )

where, A=ζ ,

B=

η
m

and
z +0 =
Recognize that

2
2
2
α
̃ ± √ α̃ + B + A .
B+ jA
B+ jA

(2.75)

z 0 is a 2nd order pole inside unit circle c : ∣z∣=1 ,

let f(z) represent the integrand in (2.74), and the residual of f(z) is

[

Res { f(z) }=lim ( z−z
-

z →z0

- 2
0

)

]

'

f ( z) =

[( ) ]
z

z −z+0

2

'

=

−( z + z +0 )
3

( z−z +0 )

α̃ (B+ jA )2

=

2

2

3
2 2

. (2.76)

4 (α
̃ +B +A )

with the (2.76), (2.74) becomes
G=

4
1
2 π j Res {f(z)}=2 π
j ( B+ jA )2

α̃
2

3
2 2

2

,

(2.77)

.

(2.78)

(α
̃ +B + A )

Substitute (2.77) into (2.69)
C ̂
̂
R pp ( ζ , η, ω)=2 π 1 R
(ω)e
m pp

j ω ζ
Uc

α
̃
2

2

3
2 2

( α̃ + B + A )

j ω ζ
C1 ̂
=2 π
R pp (ω) e U
m
c

(

α
̃
η 2 2
2
α
̃ +( ) +ζ
m

)

using α=α⋅δ
, the space-frequency spectrum, (2.78) is written as
̃
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3
2

j ω ζ
C ̂
U
̂
R pp ( ζ , η, ω) =2 π 12 R
(ω)
e
pp
mδ

α

c

(

2

η
ζ 2
α2 +(
) +( )
δ
δm

)

3
2

.

(2.79)

The single point auto-spectrum is
̂
R pp (0, 0, ω)= ̂
R pp (ω)=2 π

C1

1
̂
R pp (ω) 2 ,
mδ
α

(2.80)

2

thus
2π

C1 1
=1 ,
2
2
mδ α

(2.81)

or in another useful forms
2

α =2 π

C1
2

mδ

2
2
or C1 =α mδ

1
.
2π

(2.82)

Substitute (2.82) into (2.79), and the expression of the cross-spectrum is
̂
R pp (ζ , η, ω) =α3 ̂
R pp (ω) e

3̂
̂
R pp ( ζ , 0, ω)=α R
pp (ω)e

j ωζ
Uc

1

(

η 2 ζ 2
α +(
) +( δ )
δm
2

j ω ζ
Uc

1

(

ζ 2
α 2+( δ )

̂
R pp (0, η,ω) =α 3 ̂
R pp (ω)

)

3
2

,

(

η 2
α +(
)
δm

)

.

(2.83)

(2.84)

1
2

)

3
2

3
2

.

(2.85)

Similar to calculating m from minimum of the error in wavenumber-frequency space, m
can also be calculated in space-frequency space
ζcutoff

2
̂
̂
E(m , ω)= ∫ [ R
pp (ζ ,0, ω)− R pp ( 0,m ζ ,ω) ] dk 1 .
0

which is the same expression used by Singer (1996).
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(2.86)

Note that for simplicity, the convection velocity has been taken as constant,
U c (k 1 δ)/ U ∞∼constant . Experimental and numerical studies, such as Choi and Moin
(1990), Viazzo el al. (2001), Efimtsov (1982), Leclercq and Bohineust (2002), Farabee
and Casarella (1991), have obtained plots of convection velocity versus either frequency
ω δ/u τ , or streamwise wave number k 1 δ , or spatial separation

ζ /δ . Figure

2.19 shows the convection velocity as a function of k 1 δ , the scatter in the Figure is
due to the limited statistical sample available for locating the maxima of the spectrum
within a set of discrete frequencies. Figure 2.20 shows the convection velocity versus
ω δ/u τ for a range of spacings. Figure 2.21 shows the convection velocity as a

function of streamwise spatial separation. All the results from different sources show
convection velocity is a weak function of f (k 1 δ ,ω δ /uτ ) or f (ζ /δ , ω δ/u τ ) . A
constant fraction value of streamwise velocity between 0.8−0.6U ∞ is accurate for
engineering applications. For more accurate calculation of spectra, substitute constant
Uc

with U c =f (k 1 δ , ω δ/u τ ) in (2.66) for wavenumber-frequency spectrum

calculation while substitute constant U c

with U c =f (ζ /δ , ω δ/u τ ) in (2.83) for

space-frequency spectrum calculation, in fact the space-frequency spectrum level will not
change, instead, only the phase angle will shift accordingly.
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Figure 2.19 Convection velocity as a function of streamwise wavenumber.
(Choi and Moin, 1990, reprinted with permission).
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Figure 2.20 Convection velocity versus dimensionless frequency for different spacings.
0.21≤ζ /δ≤5.0 , U ∞ =15.5 m/ s . solid-circle: extrapolated values for ζ /δ→0 ,
dashed-line, from Panton and Linebarger (1974) equation.
(Farabee and Casarella, 1991, reprinted with permission).

55

Figure 2.21 Convection velocity as a function of streamwise spatial separation.
Circle, Choi and Moin (1990); diamond, Bull (1967), cross, 0.41<ω<0.95 ; triangle,
4.1<ω <6.8 ; plus, 0.14< ω<13.6 , Willmarth and Woodridge (1962). (Choi and
Moin, 1990 and reference herein, reprinted with permission).

2.2.2.3. Expression for spectrum decay coefficient
Farabee and Casarella (1991) experimental plots, Figure 2.22, show that the autospectra on different free stream speeds collapse the mid-frequency range when
nondimensionalized using mixed variables
̂
R pp (ω)u τ / τ 2w δ

τ w , u τ , and δ

in the form

vs ω δ/u τ . Note that in this form the spectra scale on the wall

shear stress and time scale δ/ u τ . Interestingly, the collapsed spectra attain a
maximum value at a nondimensional frequency of ω δ/u τ ≃50 . The same observation
can be made from the Leclercq and Bohineust (2002) experimental plot, Figure 2.23.
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This peak value has been confirmed by Abraham and Keith (1998) experimental
measurement. It is more interesting that from Figure 2.20 the convection velocity has a
maximum at ω δ/u τ ≃50.0 , as well. Also, the contour plot of streamwise-spanwise
wavenumber spectrum of wall-pressure fluctuations from Choi and Moin (1990), Figure
2.24, shows a center shift of elliptic contour curves in the streamwise direction, which is
the convective direction. The shift is approximately k m δ≃2.5 . The center shift
indicates the shift of the location of maximum contour value in streamwise direction. We
can safely assume the center shift is due to the contribution of convection, applying the
relationship of k =−ω/U c in the convection region we can write
k m δ=

−ωm
δ≃2.5 ,
Uc

(2.87)

which leads to
ωm δ
≃2.5∗20≃50 .
uτ

(2.88)

note U c ≃20 u τ , was assumed in Farabee and Caserella paper, has been used to get
(2.87). The same inference can be applied to the plot, Figure 2.25, of Viazzo et al.
(2001). From the plot, k m δ=−ωm δ/U c ≃4.0 , a relation given in the paper states that
ω δ */U ∞ ≃0.3 is equivalent to ω δ/ u τ ≃50 ; U c /U ∞ =0.65 and assume
δ */δ=1 /8 . Then the ellipses center shift can be calculated to be ωm δ/u τ ≃54 ,
which is close to the maximum peak value of 50 from both experiment of Farabee and
Casarella (1991), Leclercq and Bohineust (2002).
Even though Figure 2.24 and Figure 2.25 display very similar level, but they
should have material difference on the spectrum level they represent: instead of the
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contour level given in a dimensional expression of

̂
R pp (k 1, k 2) as in Figure 2.24, the

contour level in Figure 2.25 is non-dimensionalized as
the correct nondimensionalization should be

2 2
̂
R pp (k 1, k 2) u τ / τ w δ . Note that

̂
R pp (k 1, k 2)/ τ 2w δ 2 . Nevertheless, this does

not affect the discussion about the center shift distance and the discussion in section
2.2.2.1 about the spectrum being of the exponential form with wavenumber vector.

Figure 2.22 Wall pressure frequency spectra scaled on mixed flow variables.
The dashed line indicate the maximum location. (Farabee and Casarella, 1991,reprinted
with permission).
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Figure 2.23 Wall pressure auto-spectrum, measured under a turbulent boundary layer
at three free stream speeds 30, 40 and 50 m/s. For clarity, the spectra measured at 30
and 40 m/s are shifted by -5 and +5 dB respectively.
(Leclercq and Bohineust, 2002,reprinted with permission).
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Figure 2.24 Contour plot of streamwise-spanwise wavenumber power spectrum.
Contour levels are logarithmically distributed from 10-5 to 10-1.5 with exponent
increments of 0.5. (Choi and Moin, 1990, reprinted with permission).

2 2
Figure 2.25 Contour plots of the wavenumber vector spectrum ̂
R p (k 1, k 2)u τ / τ w δ .
12 levels in logarithmic sequency from 10-7 to 10-1.5 increase in the exponents.
(Viazzo, 2001, reprinted with permission).
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Efimtsov (1982) gave a general expression for his decay coefficient of the
modified Corcos model from flight test data. For large sh=ω δ /u τ , the expressions
become:
δ =1 /
Λ1

δ =1 /
Λ2

√(

1 ωδ 2 1
+
a2 u τ
a3

2

√(

1 ωδ 2 1
+
a5 u τ
a6

2

)( )

,

(2.89)

.

(2.90)

and

)( )

The fact that the value given by Efimtsov for a2, a 3, a5 and a6

makes

δ/ Λ2≃mδ /Λ1 , m is equivalent to our scaling factor. (2.89) re-expressed as

√

δ = a / 1.0+ b
̄ ωδ
Λ1 ̄
uτ

(

2

)

.

(2.91)

Through the aforementioned observation and scrutiny of the experimental data, we now
propose an expression for the decay coefficient in the form of
1
α= π

a1

√

ω δ
1.0+a2 ω δ − m
uτ
uτ

(

2

,

(2.92)

)

where ωm δ/u τ ≃50 represents the frequency for the maximum spectral peak value.
Following the discussion by Smol'yakov (2000) on calculation of the spectra of
pseudosound wall-pressure fluctuations in turbulent boundary layers, α represents a
dimensionless coefficient that determines the rate of decrease of spectrum. It would
appear natural to have the maximum energy at the wave number k =π /1 , 1
represents the non-dimensional length scale, thus 1/π
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in (2.92) represents this

consideration. Interestingly, the exponential decay rate from Choi and Moin (1991) plot,
Figure 2.24, the coefficient approximates by 0.318 which is 1/π .
Detailed discussions on obtaining the values for the empirical constants are
presented in section 2.3, here the values are given as
a1=4.7, a2=3.0e-5
The scaling factor for zero pressure gradient flow is
m≃

1
1
∼
7.7 7.8

for turbulent boundary layer flow.

Salze et al. (2014) investigated the wall-pressure fluctuations with pressure gradient
experimentally, Figure 2.26 shows their normalized wavenumber-frequency spectra
̂
R p (k 1, k 2, ω)U ∞ / τ2w δ3 for zero pressure gradient, favorable pressure gradient and
adverse pressure gradient. Based on Figure 2.26 this study proposes, without prove, that
m for flow with pressure gradient is
m>m 0 for favorable pressure gradient.
m<m 0 For adverse pressure gradient.
Where m0 is the m for same flow with zero pressure gradient.

62

2 3
Figure 2.26 Normalized wavevector-frequency spectra ̂
R p (k 1, k 2, ω)U ∞ / τ w δ .
Measured for the same frequency ω δ/U ∞ =0.42 . left: favorable pressure gradient
case; center: zero pressure gradient case; right: adversary pressure gradient case.
(Salze et al., 2014).

In summary, a new model available in both wavenumber-frequency spectrum and
space-frequency spectrum is proposed. Based on the study of numerical results, this
model retains the most valuable features of Corcos: simplicity. The model for
wavenumber-frequency spectrum better represents the numerical results that the spectrum
is exponential in relation to the wavenumber vector, and that the contours are elliptic in
shape. Based on the scrutiny of the experimental data and numerical results, the
empirical expression and constants are also obtained.
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2.3. Model validations
In this section, the results calculated from the proposed wall-pressure fluctuation
model will be compared to other models, namely Corcos (1963), Efimtsov(1982),
Smol'yakov and Tkachenko (1991), Chase (1987) and witting (1986), and to
experimental and numerical results available. The comparison will be performed in both
wavenumber-frequency and space-frequency spaces. Before any comparison can be
made, the spectral decay coefficient α needs to be defined, in other words, the two
values of the constants in the expression of (2.92) have to be found. Also, the autospectrum

̂
R pp (ω) , the common separable factor from either the wavenumber-

frequency spectra or space-frequency spectra in the models proposed in this study or
Smol'yakov and Tkachenko, Corcos, and Efimtsov, has to be known either from the
models available or form the experimental data or numerical results.

2.3.1. The constants in spectrum decay coefficient expression
The dimensionless spectrum decay coefficient, determining the rate of decrease of
spectrum, has been given in (2.92)
1
α= π

a1

√

ω δ
1.0+a2 ω δ − m
uτ
uτ

(

2

,

(2.92)

)

where ωm δ/u τ ≃50 represents the dimensionless frequency for spectrum maximum
peak. The constant a1 determines the plot shape in the low frequency range, on the
other hand the combination with a2 determines the behavior in the high frequency
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range. They are found from experimental data or numerical results. Figure 2.27 shows
the dependency of the decay coefficient on the pair of constants (a1 , a2 ) .

Figure 2.27 The dependency of the decay coefficient value on the pair of constants.

In the determination of the values of these two constants, we found that the data
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available in literature have a significant scatter, as discussed in some details by Martin
and Leehey (1984). The lack of agreement in the data is not only on the spectra level; on
both convective peak and subconvection; but also on the bandwidth of convective peak.
This is clearly shown in Figure 2.28 which is a comparison of the two dimensional
spectra (in dimensionless form

̂
R pp (k 1, ω)u τ / τ 2w δ2 ) and experimental results from

Abraham and Keith (1998), DNS results from Choi and Moin (1990) and LES results
from Viazzo et al. (2001). The data are recaptured using getData graphic digitizer and
plotted against non-dimensional variables.

Figure 2.28 Experimental and numerical results on the two dimensional spectra
Red solid: LES from Viazzo et al. (2001), blue dash: experimental result from Abraham
and Keith (1998), green dash/dot: DNS from Choi and Moin (1990).
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Graham (1997) studied the effect of different choices of wavenumber-frequency
spectrum models on the sound radiated by a flexible plate subject to turbulent boundary
layer wall-pressure fluctuations for two cases; case (a), with parameters appropriate to a
high speed subsonic civil aircraft, case (b), with a slightly stiffer structure and a
significantly lower freestream velocity. He concluded that in case (a), resonant modes
are highly excited (hydrodynamic coincidence), so the convective peak is significant,
while in case (b) they are driven by the low wavenumber region. Since aircraft noise
problems are most important for higher speed aircraft where the hydrodynamic
coincidence may assume occur, hence accurate description of the convective peak is a
key. Efimtsov's model is the only model among those considered here derived from
aircraft rather than laboratory measurements, it has been taken in preference to Blake's
recommendations, therefore will be considered as the most accurate model for high speed
aircraft in prediction on the convective peak level of wavenumber-frequency three
dimensional spectrum in streamwise direction,

̂
R pp (k 1, 0, ω) but not in the low

wavenumber range since Efimtsov's model follows Crocos philosophy, it has inherent
inclination to overpredict the spectra in the low wavenumber range. As shown in an
earlier section (section 2.2.1) in this study and as observed by Singer (1996) and
Smol'yakov (1991), the multiplicative approach to form the overall spatial correlation
function from longitudinal and lateral correlation function is erroneous, Efimtsov's model
will not be used in two dimensional spectrum and spectrum contour.
Thus, based on the aforementioned consideration, the criteria in determining the
decay coefficient for the proposed model are: 1) in wavenumber-frequency space the
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three dimensional spectra,

̂
R pp (k 1, 0, ω) , should match Efimtsov prediction in the

convective peak for all frequency range, 2) the spectra,

̂
R pp (k 1, 0, ω) , agree with

experimental data on the low wavenumber range, 3) the coherence contours,

Γ(k 1, k 2, ω) , are in elliptic shape. Thus the two constant values are given by
a1=4.7, and a 2=3.0e-5 .

2.3.2. Choice of auto-spectrum
Figure 2.29 shows the auto-spectra from the models of Smol'yako and
Tkachenkov (1991), Chase (1987) and Goody (2004) with comparison to the
experimental data of Farabee and Casarella (1991). The Goody model which is
considered the most accurate for all frequencies is about 4 dB off the experimental data in
the most important frequency range of this study ( ω δ/u τ ∈ 10∼500 ). So, for
accuracy, the auto-spectra from the experimental data of Farabee and Casarella will be
used in the proposed model, the Corcos model and Efimtsov model. Smol'yakov and
Tkachenko model has their own Tkachenko model as in the original paper. No separate
consideration is needed for Chase and Witting model since the auto-spectra are integrated
in these models.
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Figure 2.29 Experimental and numerical results on normalized auto-spectra.
Black: Farabee and Casarella (1991) experimental measurement, green dash: Chase
(1987), red solid: Goody (2004), blue dot: smolyakov and Tkachenko (1991).

2.3.3. Comparison on spectra in wavenumber-frequency space
The spectra in wavenumber-frequency space calculated from the proposed model
and from other notable models will be compared in three aspects: a) three dimensional
spectra on streamwise wavenumber with k 2=0 and constant frequency, b) three
dimensional spectra contour on streamwise-spanwise wavnumbers and c) two
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dimensional spectra on streamwise wavenumber with k 2=0 and constant frequency.

2.3.3.1. Three dimensional spectra in streamwise wavenumber
From the discussions in section 2. 3.1, Efimtsov's (1982) model prediction of the
convective peak for the three dimensional wavenumber-frequency spectrum will be used.
For engineering applications, only the peak value and left side lobe of the spectrum are of
concern.
Figure 2.30 shows a comparison on the three dimensional wavenumber-frequency
spectra

̂
R pp (k 1, 0, ω) , calculated using the model proposed in this study to that

obtained from Chase (1987), Corcos (1963), Efimtsov (1982), Smol'yakov and
Tkachenko (1991) and Witting (1986) models. Also included in Figure 2.30 are
experimental data from Smol'yakov and Tkachenko (1991) representing the measurement
of Martin and Leehey's (1977), and Tkachenko et al. (2008), (note that Tkachenko et al.,
2008 also cited the experimental data from Smol'yakov and Tkachenko, 1991, but
compared to the original Smol'yakov and Tkachenko paper, the spectrum scale shifted 10
dB up, so in this study, the experimental data is shifted back according to the original
paper and other data accordingly). The wavenumber-frequecy spectra are normalized by
the grouping

τ 2w δ3 /u τ ; the dimensionless frequency ω δ/u τ =509

(ω δ */U ∞ =2.1) ; the choice of flow quantities follows Smol'yakov and Tkachenko
(1991), the relation δ/ δ *=8 was used, and the dimensionless dynamic velocity was
assumed to be u τ /U ∞ =0.033 ; the convection velocity U c /U ∞ =0.8 ; in Witting's
calculations it was assumed that C=10 , δmin /δ *=0.08 , δmax / δ*=0.6 and
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2
2
< p >/ τ w =8.0 ; α=0.11 , and β=0.77

for Corcos model.

Similar to Figure 2.30, the comparison for dimensionless frequency
ω δ/u τ =727 ( ω δ */U ∞ =3.0 ) is shown in Figure 2.31. The experimental data are
extracted from Dowling (1992) which represent the measurements of Martin and
Leehey's (1977), Jameson (1975) and Martini et al. (1984).
At the frequencies in Figures 2.30 and 2.31, the Corcos and Efimtsov models
coincide, the convective peak spectrum level predicted from all the models considered
here are comparable with each other. The proposed model predicts a slightly higher peak
value than others, but the over all spectrum level for the convection region are more
comparable with the prediction from Corcos and Efimtsov. The peak obtained by the
proposed model could be pictured as extending from Efimtsov prediction to form a sharp
peak instead of round off at the peak like Efimtsov predictions, besides, the shape of the
peak being sharp leverages out the slightly over prediction. Chase, Smol'yakov and
Tkachenko, and Witting models are in the narrower convective peak, Witting model is
the narrowest in convective peak. On the low wavenumber range, the spectrum levels
from Corcos and Efimtsov are 20-30 dB higher than from other models. The prediction
from the proposed model, Chase model and Witting model are in better agreement with
experimental results. The spectrum in the low wavenumber range from Smol'yakov and
Tkachenko model is slightly lower.
Figure 2.32 shows a comparison for ω δ/u τ =142.35 of the three dimensional
wavenumber-frequency spectra calculated from the proposed model to that calculated
according to the models of Corcos, Efimtsov, Smol'yakov and Tkachenko, Chase and
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Witting, and to the LES data plots from Viazzo et al.. The flow quantities are taken from
Viazzo et al.(2001); u τ /U ∞ =0.048 , U c /U ∞ =0.65 . Witting's calculation assumed
C=7 , z min /δ *=0.65 and

z max / δ *=0.65 as in Viazzo et al paper. At this

frequency Corcos and Efimtsov models coincide and predict slightly lower convective
peak spectrum level, and Witting model predicts a higher level. Over all, the convective
peak spectra from all the models considered here are in good agreement with LES results.
On the low wavenumber range, Corcos' and Efimtsov's model overpredict the spectrum
by over 35 dB while that of Witting overpredicts by 20 dB. Smol'yakov and Tkachenko's
model and our proposed model perform better in this range. The proposed model has the
best agreement with LES results from the convective peak through subconvection region,
the whole left side lobe of the spectrum curve, and has the most comparable lobe shape in
the high wavenumber side but with a narrower bandwidth. It is worth mentioning that
Viazzo's study puts emphasis on the low wavenumber side, which is the most important
wavenumber range. Also from the Figure 2.28, the two dimensional wavenumber
spectrum from the LES results of Viazzo et al. (2001) seems to be broader compared to
Abraham and Keith (1998) experimental measurements and to Choi and Moin (1990)
DNS data. Therefore, the three dimensional spectrum of Viazzo et al. should be broader
as well.
Figures 2.33 to 2.35 illustrate the spectra for frequencies ranging from
ω δ/u τ =24.8 to 248 , the flow quantities are taken from Smol'yakov and
Tkachenko's paper and are the same as that in Figures 2.30 and 2.31. So Figures 2.30 to
2.35 all together present the comparison on the models prediction for three dimensional
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wavenumber-frequency spectra spanning frequencies from ω δ/u τ =24.8 to 727 . At
low frequency, shown in Figure 2.33 for ω δ/u τ =24.8 , the influence of the boundary
layer thickness becomes important. Compared to the high frequencies, shown in Figures
2.30 and 2.31, for ω δ/u τ =509 and 727 , respectively, the shape of Corcos spectrum,
which does not takes into account the boundary layer thickness δ , is unchanged, while
the Efimtsov convective peak is significantly broader with a convective peak level much
lower relative to the other models. Efimtsov model reflects the conclusion drawn from
his study of flight test data that at low frequency the wavenumber-frequency spectrum is
independent of wavenumber. The convective peak from Chase, Smol'yakov and
Tkachenko stay at the same level relative to that of Corcos. Witting model is very
different from all other models and is higher than all of them. Since the prediction of the
convective peak in three dimensions from the Efimtsov model was chosen as a
preference, the proposed model gives the best agreement with it. The good agreement of
the proposed model with Efimtsov's model at the convective peak stays the same through
all frequencies compared on Figures 2.30 to 2.35. From these comparisons, the Chase
model departs the most from the wavenumber white observed by Leehey (1984) from
experimental results.
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Figure 2.30 Comparison on normalized wavenumber-frequency spectra.
Calculated for ω δ/u τ =509 . The symbols represent experimental data for
ω δ/u τ =436.36∼557.58 ( ω δ */U ∞ =1.8∼2.3 ), black: Tkachenko et al. (2008);
red: from Smol'yakov (1991) representing the experimental data from Martin and Leehey
(1977) and Martini et al. (1984).
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Figure 2.31 Comparison on normalized wavenumber-frequency spectra.
Calculated for ω δ/u τ =727 ( ω δ */U ∞ =3.0 ), the box represents experimental
data range of Martin and Leehey's (1977) and Martini et al. (1984), and was extracted
from Dowling (1992).
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Figure 2.32 Comparison on normalized wavenumber-frequency spectra.
Calculated for ω δ/u τ =142.35 . The black-symbol line is the LES data plot from
Viazzo et al. (2001).
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Figure 2.33 Comparison on normalized wavenumber-frequency spectra
ω δ/u τ =24.8 .
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Figure 2.34 Comparison on normalized wavenumber-frequency spectra ω δ/u τ =85 .
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Figure 2.35 Comparison on normalized wavenumber-frequency spectra ω δ/u τ =248 .

2.3.3.2. Contour plots of three dimensional spectra
Graham (1996) pointed out the spectral level and detailed shape in convective
peak are most important in the noise radiation for high speed aircraft since they determine
the noise radiation intensities. So, the contours for all the models considered here will be
evaluated in this section. From section 2.2.1 we have shown mathematically that the
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coherence contours of space-frequency spectrum are elliptic in shape, which is a circular
2
2
symmetry when using a scaling factor ( r= √ ζ +(η/m) ). The scaled circular

2
2
symmetry should persist when applying the Fourier transform ( r k = √ k 1+(m k 2) ), thus,

the contours in wavenumber-frequency space should also be curves of elliptic shape.
Figure 2.36, showing the contours of the wavenumber-frequency spectrum
̂
R pp (k 1, k 2, ω) of the wall-pressure fluctuations with a logarithmic color scale from
Gloerfelt and Berland (2013) LES for turbulent boundary layer, clearly affirms the
elliptic shape. Figure 2.37 shows the comparison of contours for three dimensional
spectra

̂
R pp (k 1, k 2, ω) for all the models considered here. From Figure 2.37 the

contours from the Corcos model are diamond in shape with straight lines in each
coordinator section. Being an extension of Corcos' model by including the boundary
layer thickness, the contours from the Efimtsov model are also diamond in shape with
straight lines in each coordinator section. The contours from the Witting model indicate
a narrow band in the convective peak region. Given the fact that it was derived in spacefrequency space then Fourier transform to the wavenumber-frequency space and then
added a correction term to bring the spectrum level close to the experimental one, it is not
a surprise that the contours from Smol'yakov and Tkachenko show a strange pattern. For
all the models considered here, the Chase and proposed models are the only two that
show elliptic contours of the coherence.
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Figure 2.36 Contour plots of the wavenumber-frequency spectrum
(Gloerfelt and Berland, 2013).
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̂
R pp (k 1, k 2, ω) .

Chase

Corcos

Efimtsov

This study

Smol'yakov

Witting

Figure 2.37 Comparison on contour plots of wavenumber-frequency spectra.
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2.3.3.3. Two dimensional spectra
The two dimensional spectrum
three-dimensional spectrum over k 2 ,

̂
R pp (k 1, ω) is obtained from the integral of the
̂
̂
R pp (k 1, ω)=∫ R
pp ( k 1, k 2, ω) dk 2 , this implies

that the detailed contour shape and convection bandwidth will affect the two dimensional
spectrum. Comparisons of two dimensional spectra of the proposed model to the spectra
calculated using Corcos, Efimtsov, Smol'yakov and Tkacheko, Chase and Witting, and to
the LES results of Viazzo et al (2001) are displayed in Figure 2.38 to 2.43. The
dimensionless frequencies are ω δ/u τ =103 to 203 with 20 increment, respectively.
The flow quantities are from Viazzo et al. (2001), u τ /U ∞ =0.048 , U c /U ∞ =0.65 .
From the previous discussion (section 2.3.3.1), it is not a surprise that the two
dimensional spectra obtained from Corcos and Efimtsov are much higher in level in the
low wavenumber range than the LES data. The combination of higher three dimensional
spectrum and narrow bandwidth surprisingly makes the Witting model better than in the
comparison of the three dimensional spectra. Because of the contours on Smol'yakov and
Tkachenko model, their two dimensional spectra will not be considered as accurate
either. Due to the narrower band on the high wavenumber side which is the right lobe of
the convective range in three dimensional spectra, the proposed model inevitably shows
lower spectral level in low wavenumber range. One thing worth mentioning is that as
shown in Figure 2.28 the two dimensional wavenumber spectra from the LES results of
Viazzo et al. (2001) seem to be on the broader side compared to the Abraham and Keith
(1998) experimental data and to Choi and Moin (1990) DNS results. Through all the
frequencies, ω δ/u τ =103 to 203 , the spectrum curves from the proposed model have
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a better agreement with LES results on the left side of the convective peak, and have also
a better agreement on shape of the right side lobe of spectrum curves with narrower band
on the high wavenumber side. Overall, for all the frequencies evaluated here, the
proposed model and Chase model have the best agreement on both spectra level with
LES results on both the convective peak and subconvective region, the proposed model
has the a better agreement in shape on the right side lobe of the convective peak.
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̂pp (k 1, ω) for dimensionless
Figure 2.38 Comparison on two dimensional spectra R
frequencies ω δ/u τ =103 . The black-symbol-line is LES plots from Viazzo et al.
(2001).
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Figure 2.39 Comparison on two dimensional spectra ̂
R pp (k 1, ω) for dimensionless
frequencies ω δ/u τ =123 . The black-symbol-line is LES plots from Viazzo et al.
(2001).
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Figure 2.40 Comparison on two dimensional spectra ̂
R pp (k 1, ω) for dimensionless
frequencies ω δ/u τ =143 . The black-symbol-line is LES plots from Viazzo et al.
(2001).
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Figure 2.41 Comparison on two dimensional spectra ̂
R pp (k 1, ω) for dimensionless
frequencies ω δ/u τ =163 . The black-symbol-line is LES plots from Viazzo et al.
(2001).
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Figure 2.42 Comparison on two dimensional spectra ̂
R pp (k 1, ω) for dimensionless
frequencies ω δ/u τ =183 . The black-symbol-line is LES plots from Viazzo et al.
(2001).
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Figure 2.43 Comparison on two dimensional spectra ̂
R pp (k 1, ω) for dimensionless
frequencies ω δ/u τ =203 . The black-symbol-line is LES plots from Viazzo et al.
(2001).
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2.3.4. Spectra in space-frequency space
Figure 2.44a shows the coherence contours from the LES data of Singer (1996b).
The dimensionless frequency is ω δ/u τ =77.77 ( ω δ */u τ=10.11 ). The solid lines
represent the values of the coherence that are determined directly from the LES; the
dashed lines are the product

A ( ζ , ω) B( η,ω) which represent the calculation from

Corcos model. As shown mathematically in section 2.2.1, the contours of the actual
coherence are ellipses while the product formulation (from Corcos model ) produces
nearly straight lines. The coherence contours from Efimtsov's model are expected to be
the same shape as Corcos' and will not be presented. Chase and Witting models do not
have explicit mathematical expression of space-frequency spectra. Figure 2.44b
illustrates the contours shape from the calculation using the proposed model at the
frequency ω δ/u τ =77.77 , the flow quantities used are following Singer's paper:
U c /u τ=16.5 and δ */δ=0.13 . Compared to the plots from LES results in Figure

2.44 the proposed model is in very good agreement on the contour shape. Figure 2.45
shows a comparison on coherence level versus the spatial separation distance, even
though there is a little disparity from the LES result, given that the separation distance
displayed in Figure 2.45 is in non-dimensional form which is normalized by the
displacement thickness, a very small quantity, the actual discrepancy is considered minor,
so it can be said that the result from the proposed model is in good agreement with LES
results. From the aforementioned discussion, a conclusion can be drawn that the
proposed model is a better model for calculation in the space-frequency spectrum as well.
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a

b

Figure 2.44 Coherence contours with increments of 0.1, a. from LES data, (Singer,
1996); b. This study model. ω δ/u τ =77.77 ( ω δ */u τ=10.11 ).
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Figure 2.45 Comparison of coherence, the dimensionless frequency is 77.77.
ω δ/ u τ =77.77 ( ω δ */u τ=10.11 ).

2.3.5. Summary
Extensive comparisons to experimental data and numerical results as well as to
other notable models have been performed to evaluate the proposed models. The
comparisons covered a frequency range ω δ/u τ =24.8 to 727 and performed in
wavenumber-frequency and space-frequency spaces. In the wavenumber-frequency
space, the comparisons were made on three aspects, namely on three-dimensional
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spectrum curves of

̂
R pp (k 1, 0, ω) versus k 1 δ , three-dimensional spectral

̂
R pp (k 1, k 2, ω) contours and two-dimensional spectral curves

̂
R pp (k 1, ω) versus

k 1 δ . The comparisons of the three dimensional spectral contours show the proposed
model and Chase model have the mathematically correct elliptic shape. The three
dimensional spectrum

̂
R pp (k 1, 0, ω) prediction of the convective peak from Efimtsov

was chosen as the reference since it is based on aircraft flight test data over a Mach
number range of 0.4 to 2.1. The proposed model gives a good agreement with the
spectrum values on both the convective peak and subconvective range for all frequencies
used. Given that the proposed model is built in wavenumber-frequency space and then
Fourier transformed to the space-frequency space, it is not a surprise that the proposed
model has a definite advantage in the better agreement with experimental data and
numerical results in wavenumber-frequency space. On the other hand, models of Corcos,
Efimtsov , and Smol'yakov and Tkachenko were built in the space-frequency space then
Fourier transformed to wavenumber-frequency space. To make their results match the
experimental data, Smol'yakov and Tkachenko added a correction term for their model in
the wavenumber-frequency space, their wavenumber-frequency spectrum contours were
not elliptic in shape. Moreover, the space-frequency spectrum and wavenumberfrequency spectrum should represent the same second moment statistics of the wallpressure fluctuations, this is not true anymore from the treatment of Smol'yakov and
Tkachenko. Chase model is also built in the wavenumber-frequency space, it
outperforms all other models except the proposed model in all the comparisons made.
However, it violates the wavenumber white result observed in the experimental work of
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Leehey (1984), moreover, it does not provide an explicit expression for calculating the
cross-spectrum and the integral of auto-spectrum over frequency diverges. The
comparison in space-frequency space also proves that the proposed model is suitable in
predicting a reliable cross spectra for engineering applications.

2.4. Conclusions
Several studies on wall-pressure fluctuations underneath a turbulent boundary
layer have been reviewed briefly. Because of the complexity of this subject, a complete
set of experimental data and/or numerical results are not available. Also, because of the
unknown spectral and correlation characteristics of the velocity field in the turbulent
boundary layer, theoretical studies alone cannot complete the computation of wallpressure fluctuation spectra without speculative hypotheses. Thus, semi-empirical
models incorporating theoretical studies and experimental results offer solutions to this
complex problem.
The emphasis of the literature review has been given on semi-empirical models.
In this study a mathematical proof was given in support of the facts that the crossspectrum contours are elliptic in shape. Using the same proof, we also showed that
Corcos' cross-spectral contours were diamond shape with straight lines in one coordinate
quadrant. Through scrutiny of experimental data and numerical results, this study
proposed a framework for the development of a new semi-empirical model. The
proposed model anchored by the wavenumber-frequency spectrum of the wall-pressure
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fluctuations satisfies all the framework conditions and gives better agreement with
experimental data compared to all other existing models. In particular, the model’s
coherence contours are elliptic in shape in agreement with theory. The model captures
the convective peak of the wavenumber-frequency spectrum accurately and the spectrum
is wavenumber white for wavenumbers below the convective peak in agreement with
experimental data and numerical results. In addition, the proposed model is given in both
wavenumber-frequency and space-frequency forms which makes it easy to use in any
engineering application. Moreover, all the empirical constants are judicially selected
based on experimental data and observations. This is not the case of other models in the
literature which are often given in one form, wavenumber-frequency or space-frequency,
and lack a clear definition of its empirical constants.
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CHAPTER III

3. MODELS FOR SENSOR PORTS
MODELS FOR SENSOR PORTS

3.1. Background and objectives
Using sensors to monitor various processes both in nature and in different
engineering machinery has become very common in our days. This is driven by the desire
to prevent catastrophic events such as a bridge collapse, a rocket engine explosion or an
airplane engine failure, just to name a few. In all these cases, the challenge is making sure
that the sensors are protected and working properly. In the bridge case, this is not too
difficult to achieve; however in other cases such as the rocket or airplane engines it is a
lot harder to protect the sensors as the desired location is in a very harsh environment
characterized by high temperatures due to combustion. Rocket engine failure has been
investigated extensively in the past (Yang and Anderson, 1995) and the causes of the
failure have been linked to combustion instabilities that result in very high amplitude
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pressure fluctuations. Therefore, having pressure sensors inside the combustion chamber
is desirable; however, and as mentioned above, the harsh environments that exist inside
the chamber prevent us from doing that. Sensors are often mounted in non-ideal
configurations to protect the sensor from cryogenic fluids and hot gasses, or because of
interference/fitting difficulties. These situations necessitate extreme care in interpreting
the dynamic data because the sensor port introduces unwanted dynamics and damping
characteristics. This has led to an extensive research and development effort to overcome
this difficulty. However, due to the applied nature of the problem, the results of the
various research efforts have led to patents (Iasillo et al. 2001, Harrold et al, 2006) rather
than detailed technical papers.
The physics model for the problem addresses the wave traveling in a pipe with a
rigid cape on one end and open-ended at another end, which will be addressed as sensor
port hereafter for the brevity. The pressure on the rigid end is the sensor measurement.
The incident wave pressure, representing the dynamic pressure in the combustion
chamber, is the desired pressure. Figure 3.1 illustrates the geometric setup for this sensor
port acoustic problem.
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Figure 3.1 Illustration of the geometric setup for the sensor port acoustic problem.

Wave traveling in a duct has been studied extensively, Kinsler et al. (1999)
provided fundamental understanding of acoustics. Munjal (1986) studied acoustic wave
propagation in ducts and mufflers with rectangular and cylinder cross-section and with
and without mean flow. His research concentrated on waves propagating in one direction
with a focus on their dissipation. Tijdeman's (1974) also considered the effect of mean
velocity profile on acoustic waves propagating in one direction in a tube. His focus was
on the attenuation of the waves in an infinitely long tube. Karthik et al. (2000), Kumar
and Sujith (1998) studied acoustic standing waves in medium with temperature gradient
and with and without mean flow. Howe (2007) presented one-dimensional wave
propagation through various junctions and used continuity of volume velocity and
pressure at the interfaces to derive various results.
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In summary, this study addresses two key issues which have not been well
resolved in analytical study regarding the wave traveling in pipe with temperature
gradient. First, prior studies dealt only with certain temperature profiles, namely linear,
polynomial and exponential, each solution was tailored to solve a certain predefined
temperature profile and will not valid for another temperature profile, a solution to more
general temperature profile is lacking. Second, prior studies dealt with either one way
propagation waves or standing waves. In the setup illustrated in Figure 3.1, waves travel
in a sensor port with one end rigid capped and the other end connected to the combustion
chamber and subject to high temperatures. This not only makes the medium
inhomogeneous with density and temperature gradient, but also the waves are rigid
reflected from the capped end and pressure release reflected from the other end. The
resulting pressure is the effect of superposition of infinite back forth direction waves.
The object of this study is to address the aforementioned two key issues, that is to
solve the variable density wave equation for a general temperature and density profile
and to develop an analytical model representing the physics of waves traveling inside the
sensor port. Also, this study will analyze experimental data, obtained in the UAH
anechoic chamber, to extract useful information such as transfer functions, power spectra
and sound pressure levels, and the absorption coefficient which is of particular important.
Comparisons of model predictions for constant property medium to measurements will be
used to validate the model.
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3.2. Wave equations
The model representing the actual sensor port with temperature gradient medium
will be developed in this section. For simplicity, the model is first developed for the
constant temperature medium, then extended to temperature gradient medium by analogy
to the solution of constant temperature medium.

3.2.1. Wave propagation in homogeneous medium
The governing equation for a plane acoustic wave propagating in the port in the xdirection is given by

(
here,

∂ 2 − 1 ∂2 p ( x , t )=0 ,
2
2
2
∂ x c ∂t

)

p(x ,t ) represents the acoustic pressure, c

(3.1)

is the sound speed which is a

constant for homogeneous medium, the solution to (3.1) writes as
p( x ,t )=P(x) e

jωt

,

x∈(0, L) ,

(3.2)

P( x) contains information on wave amplitude and phase. (3.1) becomes Helmholtz
equation:

(

d2
+k 2 P( x )=0 .
2
dx

)

(3.3)

The solution can be written as
P( x)=A e

jk (L−x)

− jk (L−x)

+Be
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.

(3.4)

As illustrated in Figure 3.2, the diagram for an incident wave A traveling inside the
sensor port, the boundary at

x=0 represents the open end of the tube which is the

pressure release boundary; the boundary at

x=L represents the capped end which is

the rigid boundary. The back forth waves are considered as the superposition of many
waves with same frequency but different phases and in opposite directions. Wave B is
the rigid reflection of incident wave A, wave C is the pressure release reflection of wave
B and so on.
The mathematical expressions of the waves’ amplitude and phase are given by
wave A:
P

I

P a= Ae jk (L− x) ,

A=P I e− jkL ,

x ∈(0, L) ,

is the incident wave at x=0.

For the open end pipe the effective length Le takes the end correction into account.
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(3.5)

Figure 3.2 Illustration of wave traveling and reflection inside the pipe.

Le=L+ δ L , where δ L=( 8/3 π) a ≈0.85 a for flanged end sensor port of radius
a (Kinsler, 2000, chapter 10, 10.2 and 10.3, p274-275, Munjal, 1986, chapter 2, 2.7,
p52 and Selamet et al. 2001).
The expressions for the other waves are
wave B:

P b=Be− jk (Le−̄x ) ,

(3.6)

wave C:

P c =Ce− j2k Le e jk (Le−̄x) ,

(3.7)

wave D:

P d=De− j2k Le e− jk (Le− ̄x ) ,

(3.8)
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A, B, C, D… are calculated from boundary condition. From the rigid boundary condition
B= A ,

D=C ,

E=F ⋯

(3.9)

From open-ended pipe boundary condition
C
=c 1,
B

E
=c ⋯
D 1,

(3.10)

where
1
[1− (ka)2 ]− j0.85ka
2
.
c 1=−
1
2
[1+ (ka) ]+ j0.85ka
2

(3.11)

The above analysis is carried out without taking into account any losses in the medium.
When losses are included, and with Le−̄x =L−x , the above equation can be rewritten
as follows
wave A:

P a= Ae jk (L− x) e−α x ,

wave B:

P b= Ae

wave C:

P c =c 1 Ae

wave D:

P d=c1 Ae

A=P I e− jkL

− jk (L− x) −α L −α(L−x)

e

− j2k Le

e

(3.13)

e

jk (L−x) −2 αL −α x

e

e

− j2k Le − jk (L−x) −3 α L −α (L−x)

e

e

(3.12)

e

(3.14)
(3.15)

⋯

In the above equations, α is the absorption coefficient and will be defined in section
3.3 below. The total pressure at a location

x in the sensor port results from the

superposition of the different waves as follows
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∞

P(x )=∑ Pi ( x )
i=a

=( P a+ P b)+( Pc + p d )+⋯
= A [( e jk (L−x) e−αx +e− jk (L− x) e−αL e−α(L −x) ) ]
+ A [ c1 (e− j2k Le e jk (L−x ) e−2 αL e−αx +e− j2k Le e− jk (L−x) e 3 α L e−α(L−x) )+⋯]

,

= Ae jk (L− x) e−α x [ 1+ c1 e− j2k Le e−2 α L + c21 ( e− j2k Le e−2 αL)2 +⋯]
+ Ae− jk (L−x) e−α L e−α(L−x) [ 1+c 1 e− j2k Le e−2 α L +c 21 (e− j2k Le e−2 α L)2 +⋯]
=[ 1+c 1 e− j2k Le e−2 αL +c 21 (e− j2k Le e−2 α L)2 +⋯] [ Ae jk(L−x) e−α x + Ae− jk (L−x) e−α L e−α (L−x) ]
(3.16)
Recognizing that the first term is of the form (1+ y + y 2+⋯) with
y=c1 e− j2k Le e−2 α L and sums to 1/(1− y) with ∣y∣< 1 , then (3.16) becomes
P( x)=

Using

I

− jkL

A=P e

1

⋅A [ e

− j2k Le −2 α L

1−c 1 e

e

jk (L− x) −α x

e

− jk (L−x) −α (2 L− x)

+e

e

]

,

(3.17)

,
P( x) [ e− jkx e−α x +e− jk (2L−x) e−α(2 L− x) ]
=
=tf (x ) ,
I
− j2k Le −2 αL
P
1−c1 e
e

here, tf ( x) is the transfer function. At the rigid end

(3.18)

x=L ,

P( L)
2 e− jk L e−αL
=
=tf ( L) .
PI
1−c 1 e− j2k Le e−2 α L

(3.19)

The simplified form for (3.18) is
I
P( x)=p tf (x) ,

105

(3.20)

and reconstruct

p(x ,t) for a harmonic field
p(x ,t )=P( x)e

jωt

I

= p tf (x ) e

j ωt

,

(3.21)

for a multiple frequencies
p (x , t)∣ω =P ( x , ω) e j ωt = p I (ω)tf ( x , ω) e j ω t , with ω∈(−∞ , ∞)
I
where p ( ω)=

1
pI (t)e− j ωt dt
2 π∫

(3.22)
(3.23)

and therefore
p(x ,t )=∫ P( x ,ω) e

jωt

I

d ω=∫ p (ω)tf ( x ,ω) e

(3.24) indicates that in frequency domain the pressure at

jωt

dω .

(3.24)

x is the pressure of incident

wave times a transform function tf ( x) .

3.2.2. Wave propagation in medium with temperature gradient
In this section, the constant temperature assumption made above will be released
and a temperature profile representative of an actual experimental setup will be used.
The experimental setup is that of a combustion chamber at high temperature and
therefore the inlet of the sensor port will be set at a higher temperature followed by a
decaying temperature in the sensor port. Figure 3.3 illustrates the sensor port for a) high
temperature combustion chamber and b) cryogenics dewer, respectively. The pipe length
extends from

x=0 to x=L . The temper profile for the duct is chosen to be of form
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T (x )=b e−gx +T ∞ with

g>0 , T ∞ being ambient temperature, T ( x ) being the

absolute temperature at position x .

a.

b.

Figure 3.3 Assumed temperature profile in a sensor port, a. connected to a combustion
chamber; b. connected to a cryogenic dewer.

The equation for a wave traveling in the medium with both density and
temperature variation writes as (Appendix B)
∇ ρ0
1 ∂2 p
2
∇ p− ρ ∇ p− 2 2 =0 ,
0
c ∂t
for brevity, the simplified notation is used hereafter, such that
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(3.25)
p= p( x , t) is the

acoustic pressure, ρ0=ρ0( x) represents the equilibrium state density at position

x ,

c=c( x ) is the sound speed, and is not a constant anymore for medium with
temperature gradient. The one dimensional form of (3.25) is
∂2 p 1 ∂ρ0 ∂ p 1 ∂2 p
−
−
=0 ,
∂ x 2 ρ0 ∂ x ∂ x c 2 ∂ t 2
Assume a solution in the form of

(3.26)

p(x ,t )=P( x)e− j ω t , then (3.26) becomes

d 2 P 1 d ρ0 d P ̃ 2
−
+ k P=0 ,
d x 2 ρ0 d x d x

(3.27)

here k̃ 2= k̃ ( x)2 =ω2 /c ( x)2 is the wave number. In this study we present two methods
to solve (3.27) for a general temperature profile with and without restriction.
WKB method has been used to solve the variable coefficient Helmholtz equation,
d 2 P /dx 2+ k 2 ( x) P=0 . This method is described and numerically validated in
Appendix C. For (3.27) to be able to be solved by WKB method, it needs to be
transformed to standard form of variable coefficient Helmholtz equation. Thus we refer
this whole procedure of solving (3.27) as modified WKB method and will describe as
following:
Define a new variable

then

P(x )
y (x)= ρ ,
√ 0

(3.28)

d P 1 ρ0 ' y
=
+ √ ρ0 y ' ,
d x 2 √ ρ0

(3.29)

P= y √ ρ0 , and

2
ρ0 '
d 2 P 1 ρ0 ' ' 1 ρ0 '
=
−
√ ρ0 + ρ y '+ √ ρ0 y ' ' ,
2
ρ
ρ
√ 0
dx 2 √ 0 4 0

(

)
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(3.30)

here we use the notation

y'=

dy
,
dx

d2 y
dx2

y' '=

and ρ0 '=

d ρ0
.
dx

Substituting (3.28), (3.29) and (3.30) into (3.27), we have
y ' ' +̄
k 2 y=0 ,
3 ρ0 '
2
2
2 1 ρ0 ' '
with k̄ = ̄k ( x) =k̃ ( x ) + ρ −
2 0 4 ρ0

2

( )

Using the state equation

(3.31)

.

p0 /ρ0 =RT , leads to ρ0 ' /ρ0=−T ' /T , and
2
̄k 2= 1 T ' − 1 T ' ' + k̃ 2 .
4 T
2 T

( )

(3.32)

For simplicity of notation, we redefine
1 T ' 2 1 T ' ' ̃2
k 2=∣̄k 2∣=
−
+k ,
4 T
2 T

∣( )

∣

(3.33)

The wave equations for three possible cases are
case 1:

2
2
y ' ' +k y=0 , k̄ >0 for x ∈(0, L) ,

case 2:

2
2
y ' '−k y =0 , ̄k <0 for x ∈(0, L) ,
2
2
y ' '−k y =0 , k̄ <0 for x ∈(0, x 0) ; and

case 3:

2
y ' ' +k y=0 ,

̄k 2 >0 for x ∈(x 0 , L) with k (x 0 )2=0 .
In the following, we will study each case individually.

A. Case one
2

1 T'
1 T ' ' ̃2
For case one, 0<
−
+ k , the equation
4 T
2 T

( )

y ' ' +k 2 y=0 , is a wave

equation with variable wavenumber as a function of position, k 2=k ( x)2 , and can be
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solved using WKB method. Close exam (3.33), we note that a linear profile of
T ( x)=a+bx , leads to T ' '=0 , will satisfy the case one condition for all frequency
ranges.
From (C.9 ) in Appendix C, the lossless solution can be written as
y (x)=

P(x )
1
=
( Ae− j θ(x) +Be j θ (x) ) ,
√ ρ0( x) √ k (x)

(3.34)

x

with θ(x )=∫ k (β)d β . The first term on RHS,

A e− j θ( x) / √ k ( x) represents the

0

forward wave, and the second term, B e jθ (x) / √ k ( x) , represents the reflected wave.
The incident wave at

x=0 representing the pressure in the combustion chamber is

PI

√

k (0)
=A ,
ρ0 (0)

(3.35)

When losses are included and by analogy to k=k− jα ,
x

θ(x )=∫ ( k (β)− jα (β) ) d β .

(3.36)

0

Following the discussion in Appendix C, and applying the rigid boundary condition at

x=L ,

∂P
∂x

)

=0 , leads to B= A e− j θ (L) /e j θ(L) , leading (3.34) to become
x=L

√

k ̃ j [θ (L)−θ( x)] − j [θ( L)−θ (x)]
P(x ) ρ = A
(e
+e
) ,
0

with

√

̃ A e− jθ (L)=P I ρk e− j θ( L) .
A=
0
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(3.37)

Analogous to section 3.2.1, the solution in a senor port with homogeneous
medium, the total pressure at position x in the sensor port is
P( x) √ k ( x)/ρ0 ( x)
P I √k (0)/ρ0 (0)
x

=

e− j θ( x) e−α x + e− j2θ (L)−θ( x) e−2 α L−α x
=tf (x ) .
1−c 1 e− j2θ (Le) e−2α L

x

(3.38)

L

with α x=∫ α (β) d β , θ( x )=∫ k (β)d β , θ( Le)=k (0)δ L+∫ k (β)d β ,
0

0

0

δ L=0.85 a , and c 1 is the reflection coefficient for the open end. Assuming the
pressure at the rigid end,

x=L , is measured , then the relationship between of the

measured pressure and the incident wave, representing the combustion chamber pressure,
is
P( L) √ k ( L)/ρ0 ( L)

2 e− jθ(L) e−α L
.
=
PI √ k (0)/ρ0 (0)
1−c1 e− j2 θ(Le) e−2 α L

(3.39)

B. Case two
For case two, ̄k 2 <0 for x ∈(0, L) , (3.31) rewrites as
y ' '−k 2 y =0 .

(3.40)

Even though the method presented here is not exact WKB method, it follows the thinking
path of WKB. Similar to WKB method, assume the solution to (3.40) is in the form of
y=e θ (x) , then

y ' =θ ' eθ ,

y ' '=(θ' '+θ ' 2)e θ , substituting back into (3.40) leads

x

to θ ' ' +θ ' −k =0 . letting θ ' '=0 , leads θ=±∫ k (β)d β . Then the solution to
2

2

0

(3.40) for standing wave traveling in tube with rigid end at
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x=L is

y ( x)=P ( x)/ √ ρ0 ( x )= Ae
Applying the rigid boundary condition at
θ ' (L) ( −A e

−θ (L)

+Be

θ( L)

−θ (x)

x=L ,

)+

θ (x)

+B e

,

(3.41)

dP
=0 , leads to
dx

ρ' 0 ( L)
( A e−θ( L) + B e θ(L) ) =0 ,
2ρ0 ( L)

(3.42)

that is
B=m

θ ' (L)−ρ' 0 (L)/2 ρ0 (L)
e−θ (L)
.
A , with m=
θ (L)
θ ' (L)+ρ' 0 (L)/2ρ0 ( L)
e

(3.43)

Therefore (3.41) becomes
P( x)/ √ ρ0 (x)= Ã ( e[θ (L)−θ( x)]+ me−[θ (L)−θ (x)]) .
with

(3.44)

̃ A e−θ (L) . The first term in RHS of (3.44) is the forward propagating wave
A=

while the second term is the backward wave. So, the incident wave is expressed as
̃ e θ( L) .
PI / √ ρ0 (0)= A

(3.45)

Analogous to the solution of the problem with the homogeneous medium, all the
waves for the sensor port now can be expressed as
[θ (L)−θ(x)] −α x

−θ (L) I
̃
, A=e
P / √ρ0 (0) ,

wave A:

Pa (x) / √ρ0 (x)= Ã e

wave B:

̃ e−[ θ(L)−θ (x)] e−αL e−(α L−αx) ,
Pb ( x)/ √ ρ0 ( x)=m A

(3.47)

wave C:

̃ e 2 θ(Le) e [θ (L)−θ(x)] e−2 α L e−α x ,
Pc ( x)/ √ ρ0 (x )=c 1 m A

(3.48)

wave D:

Pd ( x )/ √ ρ0 ( x)=c 1 m2 Ã e2 θ(Le) e−[θ (L)−θ (x)] e−3 α L e−(α L−α x) ,

(3.49)

e

(3.46)

...
The total pressure at position x in the sensor port results from the superposition of the
different waves as follows
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∞

P(x )/ √ ρ0 (x)=∑ Pi (x)/ √ ρ0 (x )
i=a

,

(3.50)

=[( P a+ P b)+(Pc + p d )+⋯] / √ρ0 (x)
P( x)/ √ ρ0 (x)=

Using

1
−2 θ(Le) −2 αL

1−c 1 me

e

̃ [e
⋅A

θ( L− x) −α x

e

−[ 2 θ(L)−θ (x)] −(2α L−α x )

+ me

e

]

. (3.51)

−θ (L) I
̃
A=e
P / √ ρ0 (0) , (3.51) becomes

√

ρ0 ( x) e−θ( x) e−α x + me−[ 2 θ(L)−θ (x)] e−(2α L−αx )
P( x)
.
=
I
−2θ (Le) −2 α L
ρ0 (0)
P
1−c 1 m e
e
x

x

(3.52)

L

with α x=∫ α (β) d β , θ( x )=∫ k (β)d β , θ( Le)=k (0)δ L+∫ k (β)d β ,
0

0

0

δ L=0.85 a , and c 1 is the reflection coefficient for the open end, and

m=

At

θ '(L)−ρ' 0 (L)/2 ρ0 ( L)
.
θ ' (L)+ρ' 0 (L)/2ρ0 ( L)

x=L

√

ρ0 ( L) (1+ m)[e−θ (L) e−α L ]
P( L)
.
=
ρ0 (0) 1−c 1 m e−2 θ (Le) e−2 α L
PI
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(3.53)

3.3. Absorption and attentuation
In the following, assume that the effects of independent source of acoustic losses
can be superposed such that the total absorption coefficient is the sum of absorption
coefficients of individual loss mechanism calculated as if each were operating alone.
Elaborate discussion refer to Kinsler et al. (1999, chapter 8, p210),
3.3.1. Loss to the medium
3.3.1.1. Absorption from viscosity
Starting with the Navier-Stokes equation
ρ

where

[

]

∂ u⃗
4
+(⃗u ∙ ∇) u⃗ =−∇ p+ μ+ μ B ∇ ( ∇ ∙ u⃗ )−μ ∇ × ∇ × u⃗ ,
∂t
3

(

)

μ represents the shear viscosity,

μB

the bulk viscosity,

(3.54)

μB =0 in

monatomic gases.
The continuity equation is given by
∇ ∙ ⃗u=

−∂ s
,
∂t

(3.55)

with s being an acoustic density. For an adiabatic process we have

p=ρ 0 c 2 s .

Here, only the loss to the medium is concerned, the loss to the wall is neglected, so (3.54)
becomes
ρ

[

]

∂ u⃗
4
+(⃗u ∙ ∇) u⃗ =−∇ p+ μ+ μ B ∇ ( ∇ ∙ u⃗ ) ,
∂t
3

(
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)

(3.56)

Combining (3.56) and (3.55) the lossy wave equation can be written as

(
( 43 μ+ μ )/ ρ c

2

with τ s=

Assuming

B

0

1+τ s

∂
1 ∂2 p
∇ 2 p= 2 2 ,
∂t
c ∂t

)

(3.57)

and represents relaxation time associated with viscosity.

p=P e jωt , using it in (3.57) leads to the lossy Helmholtz equation

(

( ωc )/ (1+ jω τ )

1/ 2

with K=k− ja=

s

∂2
+ K 2) P=0 ,
2
∂x

(3.58)

. Solving for spatial absorption coefficient, α s ,

and the phase speed c p , gives
ω 1
α s=
c √2

[

√ 1+( ω τ ) −1
2

s

1+ ( ω τ s )2

1 /2

]

ω
, c p= =c √ 2
k

[√

1+ ( ω τ s )

1/ 2

2

1+ ( ω τ s )2 +1

]

.

(3.59)

Therefore the solution for a plane wave in x direction is
p=P0 e j (ωt −Kx) =P0 e−α x e j(ωt−kx ) .

(3.60)

s

Since (3.59) is appropriate only for ω τ s ≪ 1 , then
αs ≈

1ω
ω2 4
ω τ s=
μ+ μB
2 c
2 ρ0 c 3 3

(

)

[

3
, and c p=c 1+ ( ω τ s ) 2
8

]

.

(3.61)

Table 3.1 shows comparative data of calculated and observed values of the
absorption coefficient for representative gases and liquids (from Kinsler et al. 1999 ,
chapter 8, p218). The last column is the absorption calculated based on frequency 1000
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Hz and a tube length 1 meter. One take away from Table 3.1 is that losses to medium, for
our application, are negligible.
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Table 3.1 Acoustic absorption in fluids (Kinsler, et al. 2000).

α
f2

All data for

1

(Np∙

s
)
m

T=20 c and

Sheer

Thermal

P=1 atm

Viscosity

Conductivity Classical

gases

(x1.0e-11)

Observed

e−al

argon

1.08

0.77

1.85

1.87

0.9999815

helium

0.31

0.22

0.53

0.54

0.9999947

oxygen

1.14

0.47

1.61

1.92

0.9999839

nitrogen

0.96

0.39

1.35

1.64

0.9999865

air(dry)

0.99

0.38

1.37 peak at 40hz

carbon

1.09

0.31

1.4 peak at

doxide

liquids
glycerin

0.999999978
0.987479048

30khz

(x 1.0e-15)
3000

mercury

3000

3000

0.9999997

6

6.1

5

1

0.5

7.1

30 0.999999997

acetone

6.5

water

8.1

8.1

25 0.999999998

seawater

8.1

8.1

*

*: peak at 1.2 kHz &1.3 kHz
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0.999999988

3.3.1.2. Absorption due to thermal conduction
Using the heat diffusion equation that the absorption due to thermal conduction is
given by (Kinsler et al., 1999, p216)
2
ω ( γ −1 ) k
α k=
.
3
cp
2 ρ0 c

(3.62)

where c p is the specify heat capacity at constant pressure and k

the thermal

conductivity. Therefore the combined absorption coefficient due to losses to the medium
and heat conduction is given by

α c =α s +α k =

ω 2 μ 4 (γ −1) ω 2 ν 4 (γ−1)
+
= 3 +
Pr
Pr
2 ρ0 c 3 3
2c 3

(

)

(

).

(3.63)

3.3.2. Loss to the wall
The coordinate system in this section is shown in Figure 3.4. Neglecting

( 43 μ+ μ ) ∇ ( ∇ ∙ u⃗ )
B

, (3.54) becomes

ρ

[

]

∂ u⃗
+(⃗u ∙ ∇) u⃗ =−∇ p−μ ∇ × ∇ × u⃗ .
∂t

(3.64)

Assume a plane wave in the z-direction with a propagation vector ⃗
k parallel to the
x axis, the particle velocity associated with the primary wave is given by
⃗u x =u ( x ) ê x =u 0 e j (ωt−k x) êx ,
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(3.65)

with ⃗k =k ê x

and u0 is the amplitude. Associated with the primary wave is an

acoustic pressure,

p , that is also a function only of (x , t)

and both u x and

p

satisfy Euler's equation ( μ=0 ). The secondary wave due to the presence of the wall
generate a velocity u '

which varies with

x , z and t leading to a total particle

velocity of
u =(u(x)+u ') ê x ,
⃗

(3.66)

Figure 3.4 Coordinate system for calculation the losses to viscous wall.

The boundary conditions are
⃗u )z =0=0−→ u' ) z=0=−ux ,
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(3.67)

⃗u )z =∞=0−→ u' ) z=∞=0 .
Associated with u ' is a pressure

(3.68)

p' and both satisfy

∂ u⃗ ∂ p '
∂2 u '
ρ
+
=μ
;
∂t ∂ x
∂ z2

(3.69)

∂ p'
=0 ;
∂y

(3.70)

∂ p'
∂2 u '
.
=μ
∂z
∂ z∂ x

(3.71)

p’ is the pressure associate with the particle velocity u’ ê x .
As will be shown later

∂ p'
≃0 ,then
∂x
∂ u⃗ μ ∂2 u '
=
.
∂ t ρ ∂ z2

(3.72)

Now let u' = A(z ) e jωt , using (3.72) leads to
μ jωt
jωt
jωA ( z ) e = e A ' ' (z) , and hence
ρ

A ' ' ( z )− j

ω ρ0
A ( z )=0 ,
μ

therefore
2μ
ω ρ0

1/ 2

2ν
ω

1 /2

( ) ( )

A ( z )=c 1 e (1 + j ) z /δ + c2 e−1( + j ) z /δ , with δ =
In the above equation, δ

=

.

(3.73)

represents the acoustic boundary layer thickness or acoustic

depth. The boundary conditions satisfied by A are
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A ( z )z=∞ =finite−→ c1 =0 , therefore

−( 1 + j ) z /δ

A ( z )=c 2 e

,

A (z )z=0 =−u ( x ) , and hence u' =−u( x )e−(1+ j) z/ δ ,

(3.74)

Therefore the total velocity is

u=u (x)(1−e
Proof for

−( 1+ j ) z
δ

) .

(3.75)

∂ p'
≃0
∂x

When kδ ≪ 1, i.e.
∂ p'
∂2 u '
=μ
∂z
∂ z∂ x

δ
≪ 1 one can write
λ
−→ p' =μ

∂u '
, which leads to
∂x

∂ p'
∂2 u '
=μ
=( jk)2 μu ' .
2
∂x
∂x

Comparing the magnitudes of the first two terms on the LHS of (3.69)

∣∂ p ' /∂ x∣

∣ρ0 ∂ u '/∂ t∣

2

=

k μ 1 2μ 2 1 ( )2
=
k = kδ , when
ρ 0 ω 2 ρ0 ω
2

be neglected compared to

kδ ≪ 1, i.e.

δ
≪ 1,
λ

∣ ∣
∂ p'
∂x

can

∣ρ ∂u∂ t' ∣ .
0

3.3.3. Loss in wide pipe
Assume a harmonic plane wave in a pipe of radius a, with the medium being air in
standard state (T=300k, p=1atm) and sound wave frequency range of interest is
f ∈(10Hz ,5000Hz) . If choose the pipe radius a=1/4”, a ≫ δ
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that is the radius of

pipe is much larger than the skin depth, then the results from section 3.3.2 dealing with
losses to viscous wall can be applied (in this case f =10Hz , a/δ≃8.9 ;
f =100Hz , a/δ ≃28 ; f =1000Hz , a/δ ≃89 ).

Figure 3.5 Coordinate system for cylinder tube.

Consider a disk of the fluid with thickness dx as shown in Figure 3.5, the coordinate

2

system for cylinder tube, s=π a , f =m

∂u
, with s being the disk area and f
∂t

the applied force. The mechanical impedance associated wit the disk is
z m=

f
< u >s
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,

(3.76)

Using u=u (x)(1−e

−( 1+ j ) z
δ

)

[

u( x)
<u > s=
( 1−e−(1+ j)z / δ ) ds=u( x ) 1− 2π2 ∫ e
2 ∫
πa s
πa s

[ ( ( ) )]
[ ( ( ) )]
[( ) ] ]
[
2 δ
δ
a−
2
1+ j
a 1+ j

2

2 δ
δ
=u (x) 1− 2
a−
1+ j
a 1+ j

2

< u >s=u (x) 1−

δ
δ
≃u (x) 1−( 1− j ) +0
a
a

−1+ j
(a−r )
δ

rdr

]

.

(3.77)

2

Using:

∫e

− ( 1+ j)
( a −r)
δ

s

{

δ
rdr=
e
1+ j

− ( 1+ j )
( a−r)
δ

δ 2
r−
e
1+ j

( )

a
−( 1 + j )
( a−r )
δ

}

0

=

δ
δ
a−
1+ j
1+ j

2

( )

,

a
≫ 1−→ e−(i + j )a/ δ ≃0 .
δ
Therefore (3.76) becomes:
∂u
m( jω)u (x)
f
∂t
δ
δ
δ
.
z m=
=
=
≃ jωm ( 1− j ) =ωm + jωm
< u >s < u >s u ( x) [ 1−( 1− j ) δ /a ]
a
a
a
m

Leading to a resistance Rm=ωm δ /a

[

]

and a reactance X m =ωm δ /a .

Using 2β=R m /m , and α /k=β /ω
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(3.78)

β 1 δ
1
2ν
ω
Then α wm= = ω =
c 2c a 2ac
ω

1 /2

( )

=

1 νω
ac 2

1/ 2

( )

.

(3.79)

Using the analogy of T and u, the loss through thermal conduction through the wall could
write as
α wk=

1 νω
ac 2

1/ 2

( )

γ −1
,
√ Pr

(3.80)

The leads to a total loss at the wall of Kirchhoff (1868)
α wk=α wm +α wk=

1 νω
ac 2

1
2

( ) ( 1+ γ−1
√ Pr )

.

(3.81)

3.4. Plane assumption and measurement location
3.4.1. Justification for the plane wave assumption
In this section, the justification of one dimensional plane wave assumption is
proved.

Figure 3.6 Cylinder coordinate system.
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In cylinder coordinator, Figure 3.6, the wave equation can be written as

(
with

∇ 2=

2

2

∇ 2−

2

)

1 ∂
p=0 ,
2
2
c ∂t

(3.82)

2

∂ 1 ∂ 1 ∂
∂
+
+ 2
+ 2 . Use separation of variables
2
2
∂r r ∂ r r ∂ ϑ ∂ z
p= p ( r ,θ , z , t )=R ( r ) Θ(θ)Z (z) e jωt ,

(3.83)

Let ψ=RθZ , (3.82) becomes Helmholtz equation:

( ∇ 2+ k 2 ) ψ=0 ,

(3.84)

with the boundary conditions at the rigid walls

( ∂∂ ψx ) =( ∂∂ψr )
z =L

=0 ,

r=a

Separation of variables results in three equations:
1 ∂2 R 1 ∂ R 1 ∂2 Θ 1 ∂2 Z 2
+
+
+
+ k =0 ,
R ∂ r 2 r ∂ r θ ∂θ 2 Z ∂ z 2

(

)

(3.85)

2

∂ Z
=−k 2z Z
2
∂z
∂2 Θ
2
=−m Θ
2
∂θ
r2

,

(3.86)

,

(3.87)

∂2 R ∂ R
+r
+ ( k 2ml r 2−m2 ) R=0 ,
2
∂
r
∂r

(3.88)

with k 2=k 2ml +k 2z .
The solution can be written as
pml= A ml J m ( k ml r ) cosmθ e
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j (ωt−k z z )

,

(3.89)

[

ω 2
with k z= ( ) −k 2ml
c

1 /2

]

.

With J m ( k ml r ) being the mth order Bessel function, and the allowed k ml

are

determined by the boundary condition at the rigid walls,

( ∂∂Rr )

r=a

=0 , J '(k ml a)=0 , k ml = j ' ml /a .

(m ,l) indicates the mode of wave traveling on z-direction, (0, 0) mode is a plane
wave propagating with c p=c for all ω> 0 . For mode (1,1) ,

j ' 11=1.84 , so

the frequency cutoff f 11=1.84c /2πa . For frequency below f 11 , only plane waves
can propagate in a rigid-walled cylinder waveguide. As an example, if we take
a=1/ 4 inch=6.35x 10−3 m , then f 11 =1.84x340 /(2 π a)=1.58 x 10 4 Hz or
λ=2π /k=2πa /1.84=3.4148a . That is if the frequency is lower than 1.58x 10 4 Hz ,
or the wave length

λ>3.4148a , the wave traveling in z direction is plan wave.

Rayleigh (1896, p.161) has shown that a wave must eventually become plane wave if the
frequency is lower than the lowest natural transverse frequency. For a cylinder tube, it is
λ>3.413a . If the highest frequency cut-off is f 1r =1.0 ×10 4 Hz, the plane wave

assumption is valid proven the tube radius a<0.392”.

3.4.2. Dynamic pressure measurement sampling location
It is proposed that the dynamic pressure measurement sampling location should be
on the end cap instead of the side wall. Tijdeman (1974) summarized the prior studies on
the propagation of sound wave in cylinder pipes. He concluded that the shear wave
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number, s= √ 2 a/δ , and reduced frequency, k =ωa /c0 are the two main parameters
governing the propagation of sound wave. His plots of velocity distributions in an
infinitely tube show the approximation of plane wave is justified when s>20. For air at
the standard condition (T=300K, p=1atm) and if the pipe diameter=1/2”,
s≃12.6, when f =10Hz ;
s≃40, when f =100Hz ;
s≃126, when f =1000Hz ;
The definition of the shear wave number, s= √ 2 a/δ , actually indicates
whether a wide pipe approximation is appropriate. From the plots in Figure 3.7, it can
also be shown that on the wall, the velocity (or acoustic pressure) can’t be the best
representative of the cross section average, therefore, the best pressure sampling location
should not choice on the side wall.
Furthermore, plane acoustic waves propagate in rigid end capped tube results in
standing waves, as illustrated in Figure 3.8, velocity distribution in a) axial direction and
b) radial direction, if a microphone is placed on the pressure node position, the output
will be minimized. Unless the measured frequency is known, then the microphone
position can be carefully calculated to avoid pressure node. For broadband sound wave, a
position on the side wall will inescapably fall to the pressure nodes for some frequencies,
therefore the contribution of the acoustic pressure from these frequencies will not be
detected. In our interested application setup ( l=3.5 ), there are inevitably pressure
nodes on the side wall for frequency higher than 2000 Hz.

127

Figure 3.7 Velocity distribution in a: axial direction b: radial direction.
(Tijdeman, 1974).
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Figure 3.8 Display the node and antinode for a standing wave.

3.5. Results
3.5.1. Experimental results
The experiment was carried out in the UAH anechoic chamber. Figure 3.9 shows
pictures of the experimental setup for the plate with sensor port experiment. The plane
wave speaker is placed flat on the chamber floor and the plate is suspended to the ceiling
with bungee cords with its leading edge just above the speaker. A short sensor port is
shown attached to the plate. The figure also shows that these are three 0.5 inch
microphone installed in the various port to measure the acoustic pressure. The sensor
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ports were machined out of a hexagonal shape aluminum bar of 2.991 inch and 13.244
inch long plus sensor install margin respective for short and long ports. The diameter of
the sensor port drilled was 0.5 inch, matching the diameter of the B&K microphone,
which will be used for the experiment. The reference to the microphone locations are
displayed in Figures 3.10 (front-view) and 3.11 (side-view). The experiments conducted
with two sensor port lengths on microphones 1, 2 and 3 occupy the same position for
both experimental setups, while microphones 4 and 5 are located along the length of the
long port. The frequencies used in the experiments are: sweeping from 400 Hz to
2500Hz; random (broadband), and harmonic with 500 to 1500 Hz with 250 Hz
increment.
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Figure 3.9 Experimental setup.
a. real-view of the suspended plate with microphones;
b. front-view of the suspended plate with the plane wave speaker.
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Figure 3.10 Illustration of the experimental set up of front-view.

Figure 3.11 Illustration of the experimental set up of side-view.
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3.5.1.1. Experimental results for short port
The short sensor port was designed to resonate at 1000Hz so the first test was to
send plane acoustics waves with this frequency and to measure the pressure fluctuations
at the various microphone locations, mic1, mic2 and mic3 of Figures 3.10 and 3.11.
Figure 3.12 shows the time history of the pressure at the three microphones. It is clear
from the figure that mic1 pressure exhibits an amplitude nearly 40 times larger than that
of mic2 and mic3. This confirms that the 1000 Hz frequency is indeed a resonance
frequency of the short port. Figure 3.13 shows the sound pressure levels (SPL) at the
three microphone locations with mic1 showing the highest SPL at the 1000 Hz frequency.
There is nearly a 30 dB difference in level between mic1 and mic2 and no significant
difference between mic2 and mic3 as expected. In addition to the 1000 Hz peak in the
SPL plots, much weaker 2000, 3000 and 4000 Hz peaks are also shown. These frequency
peaks are harmonics of the fundamental frequency of 1000 Hz. The decibel scale (dB)
for SPL is given by SPL=20log10 ( Prms /P ref ) with

Pref =20μ Pa . Harmonic plane

waves are used for testing a response to a specific frequency; however, the majority of
engineering applications are dominated by random excitations; a combustion chamber or
turbulent boundary layer is two such examples. Figure 3.14 shows the time histories of
the pressure measured by the three microphones. All three time histories show a random
signal with Mic 1 time history having the highest amplitude, and Mic 2 and Mic 3 having
similar amplitudes. Figure 3.15 shows the SPL of the acoustic pressure at the three
location, mic1, mic2 and mic3. The mic1 SPL shows a strong peak near 1000 Hz and a
weaker one near 3000 representing the resonant frequencies, whereas mic2 and mic3
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show a broadband spectrum as expected. All three SPLs show fall off at 500Hz because
the cut off frequency for the plane wave speaker is 450Hz. Figure 3.16 shows the
transfer function between mic1 and mic3. The transfer function is defined in (3.18) and
can be computed using tf (ω)=P1 (ω)/P 3 (ω) , here the subscripts 1 and 3 represent
mic1 and mic3 locations, respectively. Figure 3.16 shows an amplification factor of
nearly 45 to 1 near the 1000 Hz frequency.
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Figure 3.12 Time history of the acoustic pressure at mic1, mic2 and mic3.
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Figure 3.13 Sound pressure level at the various microphone locations.
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Figure 3.14 Time history of the acoustic pressure at mic1, mic2 and mic3.
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Figure 3.15 Sound pressure level of the acoustic pressure.
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Figure 3.16 Transfer function between mic1 and mic3 for a random plane wave.
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3.5.1.2. Experimental results for long port
In the long sensor port case, two additional microphones are used along the length
of the port as shown on Figure 3.11. The first test for this sensor port is the random
incident plane waves. Figure 3.17 shows the time histories at all microphone locations
with the green and blue colors having the lowest amplitudes and representing Mic 2 and
Mic 3, respectively. All the microphones inside the port exhibit higher amplitude
pressures with Mic 1 at the end of the port having the largest amplitude shown in red.
Comparing Figure 3.17 to 3.14 reveals a lower overall level for all microphones within
the long port.
In order to better show the frequency content at each microphone location, three
SPL plots are shown on Figures 3.18 to 3.20. Figure 3.18 shows the SPLs at
microphones 1, 2 and 3. The SPLs at microphones 2 and 3 are identical to those shown
on Figure 3.15 and show the same difference between the two microphone locations.
Microphone 1 SPL shows the presence of several peaks with a higher dB-level. The
peaks are located at; 245 Hz, 730 Hz, 1234 Hz, 1730Hz, 2195 Hz, 2645 Hz, 3225 Hz and
3730 Hz. Figure 3.19 shows SPL comparisons between Mic 3 and Mic 4. The figure
shows the presence of similar peaks to that of Figure 3.18, however, there are also deep
valleys in the spectrum indicative of the absence of some other frequencies. Similar
observations can be made from Figure 3.20 which shows the SPLs at Mic 5 and Mic3.
The SPLs at Mic 4 and Mic 5 show differences in peaks and valleys, due to the presence
(near an antinode) or absence (near a node) of a given frequency at the particular
microphone location. Figures 3.21 to 3.23 shows the transfer functions between Mic 1,
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Mic 4 and Mic 5 and the reference microphone 3. The transfer function between Mic 1
and Mic 3, Figure 3.21, shows the presence of all the peaks shown in the SPL of Figure
3.18. The amplitude of the peaks is decreasing with increasing frequency. However for
Mic 4, Figure 3.22, the amplitude of the second peak at 730 Hz is the highest and some
peaks are barely observed. The same observation can be made for Mic 5, Figure 3.23,
which shows the first peak to be the strongest, but the third peak is nearly absent. These
transfer function results reinforce the observations from the SPL plots of Figures 3.18 to
3.20 and indicate the presence of pressure nodes and antinodes.
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Figure 3.17 Time history of the acoustic pressure for the long port.
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Figure 3.18 SPL plots for the long port.
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Figure 3.19 SPL plots for the long port.
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Figure 3.20 SPL plots for the long port.
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Figure 3.21 Transfer function plots for long port. (mic 3 is used as the base for
calculations of transfer function).
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Figure 3.22 Transfer function plots for long port. (mic 3 is used as the base for
calculations of transfer function).
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Figure 3.23 Transfer function plots for long port. (mic 3 is used as the base for
calculations of transfer function).
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3.5.2. Comparison of the model prediction to the experimental data
Before embarking on the various comparisons an important quantity remains to be
defined that is the absorption coefficient α . From section 3.3, two main loss
mechanisms are accounted for: the viscous and the thermal conduction losses to the wall
and can be calculated from (3.81) with c=347.2 m/s ,
γ=1.4 and

−6 2
ν=15.2x10 m /s ,

Pr=0.707 , the radius of the port is a=0.635 cm . In addition to

using (3.81), we also derived an experimentally based absorption coefficient using the
half power law and the power spectral density (PSD) corresponding to the random
incident plane wave for the short and long ports. The long port PSD is shown on Figure
3.24. The formula used is α exp=π (f u −f l )/c , f u and f l are the two frequencies,
above and below resonance, respectively, at which the PSD has dropped to one-half its
resonance value. (Kinsler, 1999, Chapter 1, p16).
Figure 3.25 shows α as a function of frequency, the green square symbol is the
experimentally obtained one for the long port data of Figure 3.24, and the green line is
the curve fitting of it, the red line is the analytical value corresponding to (3.81). There is
also an αexp

obtained for the short port shown by the blue square and the curve fit

corresponding to the short port used in our calculations. Figure 3.25 shows that for
frequencies above 1250 Hz, (3.81) under-predicts the absorption coefficient significantly
for the long port and even more for the short port, therefore we use the curve fit values in
our model. In the following model predictions the absorption obtained from
experimental data for the short port will be used on short port only and the same for long
port.
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Figure 3.24 The power spectrum density of mic1 for long port of random wave input.
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Figure 3.25 Variation of the absorption coefficient with frequency.
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Having determined the all-important absorption coefficient, we now proceed to
compare analytical model prediction to the experimental data. Based on the sketches
shown on Figure 3.10 there are two microphones surrounding the sensor port, mic2 and
mic3. Because no measurement is made at the port inlet, mic2 and/or mic3 data will be
used as input to the model. Figures 3.26a and b show comparison of time histories of the
pressure at mic2 and mic3 for a harmonic plane wave input of 1000Hz and 1500Hz,
respectively. The figures show that there are small differences in amplitude caused by
the interaction with the sensor port. The phase differences are due to the distance to the
plane wave source. Figures 3.27a and b show the predictions using our model for the
short sensor port at mic 1 location for plane waves of 1000 Hz and 1500 Hz respectively,
each figure shows three lines, prediction using mic2 input, prediction using mic3 input
and the mic1 measured data. Except for differences due to input data, the model
predictions are in good agreement with the experimental measurements at mic1. Similar
good agreement obtained for the long sensor port at the same frequencies as shown on
Figures 3.28a and b. Figure 3.29a shows the time history of the pressure and Figure
3.29b shows the corresponding SPL at mic2 and mic 3 locations, both plots show a
higher fluctuating pressure level at the mic 3 location and a more broadband spectrum.
Having established the differences between mic 2 and mic3 for random, we now proceed
to the predictions at mic1 location for both short and long ports. Figure 3.30a and b show
the comparison between the predicted and measured SPL at the mic1 location for the
short sensor port (a) and for the long sensor port (b), using inputs from mic2 and mic3.
Good agreement is obtained between the experimentally measured SPL and that
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predicted by our model especially when mic3 data is used as input. The comparisons of
predicted and measured transfer function between mic1 and mic3 have also been
performed for the random input. The results are shown on Figures 3.31a and b for the
short and long sensor ports, respectively, with prediction in red and the measured in
green. Good agreement is obtained for both sensor ports. All the locations of the peaks
are captured accurately with some differences in levels which is expected as mic3 is not
at the inlet of the sensor port.
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a

b

Figure 3.26 Time history of the pressure at mic2 and mic3 for plane wave input, a.
1000Hz and b. 1500Hz.
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a

b

Figure 3.27 Predicted time history of the pressure at mic1 location using mic2 data and
mic3 data and measured mic 1 data for a short sensor port and for a. 1000Hz and b.
1500 Hz.
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a

b

Figure 3.28 Predicted time history of the pressure at mic1 location using mic2 data
and mic3 data and measured mic 1 data for a long sensor port and for a. 1000Hz and b.
1500 Hz.
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a

b

Figure 3.29 a. Time history and b. SPL of the pressure at mic2 and mic3 for a random
plane wave input.
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a

b

Figure 3.30 Comparison of the measured and predicted SPLs using mic2 input and
mic3 input for a. The short sensor port, b. The long sensor port.
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a

b

Figure 3.31 Comparison of the measured and predicted transfer function
a. Short sensor port, b. Long sensor port.
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Having tested the model in the forward direction, we now embark on testing the
model in the reverse direction, which is to predict the sensor port inlet pressure using
measured data at mic1 location, the prediction then is used to compare with the
experimental data of mic3, though this is not at the same location as the inlet. Figures
3.32 and 3.33 show the model predictions at the inlet of the short port using a harmonic
plane wave of 1500Hz and a random plane wave input, respectively. Figure 3.32a shows
the comparison in pressure time history of predicted inlet pressure using mic1
experimental data and measured on mic3 location. The model predictions show slightly
higher amplitude than that measured, this is confirmed by the corresponding SPL in
Figure 3.32b that shows higher peaks at 1500 Hz. For a random input, the time history
Figure 3.33a shows a good agreement between the predicted using mic1 data and the
measured mic 3 data for the short sensor port. Similarly, the predicted SPL on Figure
3.33b is in good agreement with that measured at the mic3 location. A faster decay in
level is shown at higher frequencies.
Figures 3.34a and b show the comparison of our model prediction at the inlet of
the long sensor port using data from mic1 for a harmonic plane wave of 1500Hz. Similar
to the short port, the model predicts slightly higher amplitudes than the measured data at
mic3 location as shown by both the time history, Figure 3.34a, and SPL, Figure 3.34b. A
similar results is obtained for a random plane wave input as shown in Figures 3.35a and
b.
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a

b

Figure 3.32 Comparison of the predicted inlet pressure using mic1 data to mic3 data
for a harmonic plane wave input of 1500 Hz and for a short sensor port, a. time history,
b. SPL.
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a

b

Figure 3.33 Comparison of the predicted inlet pressure using mic1 data to mic3 data
for a random plane wave input and for a short sensor port, a. time history, b. SPL.
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a

b

Figure 3.34 Comparison of the predicted inlet pressure using mic1 data to mic3 data
for a 1500Hz plane wave input and for a long sensor port, a. time history, b. SPL.
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a

b

Figure 3.35 Comparison of the predicted inlet pressure using mic1 data to mic3 data
for a random plane wave input and for a long sensor port, a. time history, b. SPL.
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3.6. Conclusions
An analytical model to determine the dynamic pressure for a sensor port with one
end connected to a combustion chamber, subject to high temperatures, and the other end
connected to the dynamic pressure probe is developed. First the model is developed for a
homogeneous medium sensor port to capture the physics of wave traveling in a sensor
port with rigid reflection at one end and pressure release reflection at another open end,
the total pressure is the effect of superposition of infinity back-forth direction waves.
Then the solution is extended to medium with density and temperature gradient by
analogizing to the model of homogeneous medium. Two novel methods are proposed in
solving the complex wave equation: a modified WKB method and a new method utilizing
complex conformal mapping and WKB methods. The experimental data, obtained in
UAH anechoic chamber, were analyzed in-depth and useful information such as transfer
functions, power spectra and sound pressure levels were extracted. The comparison of
model predictions to experimental measurements are conducted for whole frequency
range with two different sensor port configurations and in both forward and backward
direction. The results, showing good agreements between model predictions and
measurements for constant temperature medium, indicate that the model correctly
captures the physics inside the sensor port.
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CHAPTER IV
4. EFFECT OF AIRFOIL LEADING EDGE WAVINESS ON FLOW STRUCTURES
AND NOISE
EFFECT OF AIRFOIL LEADING EDGE WAVINESS ON FLOW STRUCTURES
AND NOISE

4.1. Background
Noise pollution is one of the biggest challenges facing aerospace engineers in the
21st century. As air traffic increases, communities surrounding airports are getting vocal
in opposing airport expansions leading to stringent local regulations (San Francisco
International Airport Noise Abatement Office webpage). At the national level, the
Federal Aviation Administration (FAA) has set strict guidelines to reduce noise
emissions by as much as 10 dB by 2020. Given that, experimental and computational
research in noise source identification and control has increased dramatically in the last
few years ( Bridges and Hussain, 1987, Saiyed et al., 2003, Freund, 2001, and Khorrami
et al, 2002). Over the years, scientists and engineers have found answers to complex
problems by understanding our natural world. A good example of that is the delay of
laminar-turbulent transition in flows over bluff bodies using compliant surfaces inspired
by the swimming of dolphins (Carpenter and Garrad, 1985, Joslin et al., 1992,
Hamadiche adn Gad-El-Hak, 2002, and Al Mushleh and Frendi, 2011).
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In this study, we focus our attention on the effects of a wavy airfoil leading edge
on flow structures and noise emissions. Hansen et al. (2012) studied experimentally the
effect of adding waviness to the leading edge of a NACA0021. Their parametric study
included the effects of angle of attack and the amplitude and wavelength of the leading
edge waviness. They found that large amplitudes and small wavelengths gave the best
results in terms of noise emissions. On the aerodynamic side, the leading edge waviness
was found to enhance lift and reduce drag, consistent with previous findings (Hansen et
al., 2011, Johari et al., 2007, Weber et al., 2010, and Van Nierop et al., 2008). The large
amplitude and small wavelength waviness was found to mitigate stall better. The
waviness was also found to lead to the formation of streamwise vortices in the region
behind the troughs which they postulated to help the momentum exchange with the
boundary layer and therefore enhance its stability. Recently, Rostamzadeh et al. (2013)
studied both experimentally and numerically the effect of undulating leading-edge
modifications on NACA0012 airfoil characteristics. The wind tunnel tests were
conducted in the transitional flow regime and both force and pressure measurements were
made. Their computations used the unsteady Reynolds Averaged Navier-Stokes with a
shear stress transport model. Reasonable agreement was obtained between the
computational and experimental results. Their computations showed the presence of a
pair of streamwise vortices for each wavelength of the wavy airfoil which agrees with
Hansen et al. (2012) observations.
In the present study, unsteady hybrid Reynolds Averaged Navier-Stokes and
Large Eddy Simulation (RANS-LES) are conducted to assess the effectiveness of the
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wavy leading edge at reducing noise. However, before embarking in this study, we
validate our computational approach using existing experimental results from Jacob et al.
(2005). In their study, a NACA0012 airfoil was placed in the wake of a rod. Both mean
flow and acoustic measurements were made. These results were subsequently used to
validate their various computational noise propagation models. Once our computational
approach is shown to be adequate for these types of problems, we then test the effect of
leading edge waviness on radiated noise. We do this by comparing results from a clean
NACA0012 airfoil with one that has a wavy leading edge. Both airfoils are placed in the
wake of a rod.
The remainder of this chapter is organized as follows: the mathematical model is
presented in the next section followed by the results and discussion section which itself is
divided into two subsections; one dealing with the benchmark problem and the other
dealing with the leading edge waviness effect. Some conclusions are drawn in the end.

4.2. Mathematical model
Given that the problem being addressed deals with unsteady turbulent flows, our
options are limited to either LES or a hybrid RANS-LES (HRLES) turbulence model.
LES requires a high grid resolution all the way to the wall, whereas hybrid RANS-LES
uses the RANS model in the wall region and LES everywhere else. Since the problem
being studied involves the interaction of turbulent structures shed from a rod with the
leading edge of an airfoil located downstream, resolving the wall region of the airfoil is
not as critical. In addition, we have successfully used other hybrid RANS-LES models

168

(Frendi et al., 2006, Hahn and Frendi, 2013, and Peugeot and Frendi, 2013) to solve
problems involving acoustics therefore we feel the HRLES model is suitable for the
current problem.
The LES turbulent kinetic energy equation, , is used to obtain the subgrid scale
quantities (Vatsa and Lockard, 2010, and Lynch and Smith, 2011)
3 /2

sgs
∂ ( ̄ρ k sgs ) + ∂ ( ρ̄ ũ k sgs ) =ρ τ sgs ∂ ũi −C ̄ρ ( k )
ϵ
j
ij
Δ
∂t
∂ xi
∂xj

+ ∂
∂xj

[(

sgs

μ̃ μ ∂ k sgs
+
Pr Pr t ∂ x j

)

]

,

(4.1)

where
μ sgs =C v ̄
ρ Δ √ k sgs ,

(4.2)

is the subgrid eddy viscosity. In the above equation, ̄ρ=time averaged fluid density ,
ũ = mass-averaged fluid velocity , μ=the
mass-averaged viscosity ,
̃
Δ=the subgrid scal filter width

Pr=ν/α

(4.1),

and

and ̄ρ τ sgs −ij=the unresolved stress . In equation.

Pr t=ν t /α are the molecular and turbulent Prandtl numbers,

respectively, with α being the thermal diffusivity,

νt

ν the kinematic viscosity and

the turbulent kinematic viscosity. The coefficients C v and C ϵ are obtained

dynamically as part of the solution. In the above equation, the superscription sgs
refers to a subgrid scale (or sgs) quantity and Einstein’s summation convention is used
wherever necessary.
The following equations describe the Menter (1994) (k −ω) SST turbulence
model
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2 ∂ x j ∂ xi

(
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(4.6)

In the above equations, the superscript ⃗E=ρ̄ k refers to a Reynolds-Averaged quantity,
δij is identity matrix, μ and μ t the molecular and turbulent eddy viscosity,
respectively. In (4.3) and (4.4), β, γ , σ k , σ ω , σ ω2 and F 1 are model constants.
Baurle et al. (2003) showed that RANS and LES methods can be linearly merged
to form a hybrid model. To extend the range of application of the method, the HRLES
governing equations are written in generic form as
∂ ⃗
⃗trans ) + G
⃗ src + ∂ (⃗
⃗hybrid
( E )+ ∂ ( ũ j ⃗E ) = ∂ ( G
Ghybrid
+G
,
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T
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∂x j
trans
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(4.7)

⃗
E={ ρ̄ , ρ̄ ũ j , E , ρ̄ k } and the right hand side of the equation consists of the

original transport

( G⃗trans )

and source

( G⃗ src )

vectors without the fluctuating

turbulence terms. These later terms are written in hybrid vectors as;
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(4.8)

and
brid
⃗
⃗ sgs .
Ghy
=F ⃗
Grans
T
T + ( 1−F ) G T
src

src

(4.9)

src

The blending function is defined as
F=tanh (arg 41 )

(4.10)

with

(

arg 1=max 2

√ k , 500 ́ν
2

0.09ωd d ω

)

.

The HRLES formulation includes the turbulent “k” equation, that is,

(4.11)
⃗
E=ρ̄ k

of (4.7),

in addition to the standard Navier-Stokes equations. In the near wall region, HRLES
becomes a RANS model using (k −ω) equations for closure. Away from the wall,
HRLES becomes an LES model that uses the k-equation to obtain the sub-grid viscosity.
In addition to the HRLES model used throughout our current study, another
hybrid RANS-LES model known as Delayed Detached Eddy Simulation or DDES was
used to solve the benchmark problem. Comparison of the DDES results to experimental
data and to the results obtained by HRLES showed a better performance of the later
model for the same grid and therefore we decided to carry-out all our computations using
the HRLES model. The DDES model used was based on the Spalart-Allmaras (SA) oneequation turbulence model (Vatsa and Lockard, 2010, and Lynch and Smith, 2011)

4.3. Results and discussions
All the computational results presented in this study are obtained using a finite
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volume flow solver developed at NASA Langley and known as FUN3D which stands for
Fully Unstructured Navier-Stokes (fun3d webpage). The code has been used extensively
on a wide range of applications and its user base has grown beyond NASA Langley to
include industry and academic institutions. An unstructured grid generation software
known as VGRID (Vgrid webpage) is used to generate our 3D grids. To generate an
unsteady solution using FUN3D, we first obtain a steady base flow using the RANS
model, then switch to the unsteady model that uses the described hybrid RANS-LES
model of section 4.2. Five sub-iterations per time-step are used, and an optimized
second-order backward differencing scheme is chosen to obtain at least two orders of
magnitude reduction in the residuals of governing equations.

4.3.1. Rod-airfoil interaction
In order to validate our mathematical model and numerical approach we use the
experimental setup given in Jacob et al. (2005). Figure 4.1 shows the geometric
arrangement with all the distances given in mm. There is a 2 mm off-set in the vertical
direction between the cylinder axis and the airfoil leading edge this was balanced by a 2
degree angle of attack. A conventional NACA0012 airfoil with a 100 mm cord and 12
mm thickness was used in the test and hence in our computations. The cylinder diameter
is 10 mm, and the distance between the cylinder and the airfoil leading edge is also one
cord length. The spanwise extent of the cylinder and airfoil is 48 mm. Air at a pressure
of 98.9 kPa and temperature of 293 K is used. The flow conditions used are; mean flow
Mach number

M 0=0.21 , mean flow velocity U 0=72 m/s , Reynolds number
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Red =48,000 , based on cylinder diameter. The computational domain includes all the
geometric features shown on Figure 4.1 and extends (-150, 300), (-100, 100) and (0, 48)
mm in the x, y and z directions, respectively. It is important to note that the leading edge
of the airfoil serves as the origin of our coordinate system and therefore the cylinder
center is at -105 mm in x-direction. Figure 4.2 shows a cross-section of the grid in the
streamwise and vertical directions with Figure 4.2a showing the grid between the
cylinder and the airfoil, Figure 4.2b showing a zoomed-in view of the grid around the
cylinder and Figure 4.2c that around the airfoil leading edge. Our resolution is such that
in the direction normal to solid wall and these numbers are widely used in the literature
and are adequate for a hybrid RANS-LES computation. Given these parameters, our
overall grid was composed of 64 million cells. Grid refinement studies are not possible
when using hybrid RANS-LES modeling as the space filtering operation is grid size
dependent. None the less, it is critical to use a grid that captures the physics of the
problem as accurately as possible. To this end, comparisons to experimental data are
even more critical when using hybrid RANS-LES.
In the discussion that follows, the lengths are scaled by the cord and the velocities
by. In addition to comparing our results to the experimental data of Jacob et al. (2005),
we also compare to the CFD results of Greschner et al. (2008) who used a different
hybrid RANS-LES model in their computations.
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Figure 4.1 Rod-Airfoil geometric configuration.

a

b

c

Figure 4.2 Cross-section of the grid used: a. grid between cylinder and airfoil, b. grid
around cylinder and c. grid around airfoil.
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Figure 4.3 shows the nondimensional mean velocity profile, Figure 4.3a, and the
nondimensional root-mean-square (rms) of the velocity fluctuations, Figure 4.3b at a
nondimensional downstream location of -0.255. Our results compare favorably to the
experimental data and previous CFD results especially those of the “rms” velocity. Our
CFD “rms” velocity profile shows a slight asymmetry when compared to the
experimental data of Jacob et al. (2005) and the previous CFD of Greschner et al. (2008).
This can be attributed to a shorter time history used for obtaining the “rms” velocity
profile. However, this problem is not present in the mean velocity profile. These timedependent computations are very cpu-intensive given the size of the grids used and can
take a long time in order to reach the desired statistically steady state and even then some
quantities may still exhibit some asymmetry. It is also important to point out that in the
CFD solution the inlet mean flow used was uniform whereas in the experiments the mean
flow was emanating from a rectangular jet which decays with downstream distance and
away from the core of the jet.
Figure 4.4 shows a comparison of the computed and experimental velocity
spectrum at a nondimensional downstream distance of 0.25. Reasonable agreement is
obtained between the CFD results from Greschner et al. (2008) and experimental
measurements of Jacob et al. (2005). There is a small shift in the peak Strouhal number
between the CFD and experimental measurement. This shift has been obtained by other
researcher and was attributed to the use of hybrid RANS-LES methods.
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a

b

Figure 4.3 Comparison of the mean velocity profile, a. and rms velocity fluctuation
profile, b. to experimental data of Jacob et al. (2005) and prior CFD results from
Greschner et al. (2008).

Figure 4.4 Velocity spectrum versus Strouhal number at a nondimensional downstream
distance of 0.25.
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4.3.2. Baseline NACA0012 and wavy leading edge NACA0012
Following the successful benchmarking of the mathematical model and numerical
method used, we now embark on comparing the flow and acoustic results obtained for
two different NACA0012 airfoils; one with leading edge waviness and the other without
(referred to as baseline). Figure 4.5 shows the two configurations studied; a rodNACA0012 baseline configuration, Figure 4.5a, and a rod-wavy leading edge
NACA0012 configuration, Figure 4.5, the waviness is sinusoidal with a wavelength of 24
mm and an amplitude of 20 mm. The distance between the rod and the airfoil has been
shortened to

L=40mm based on the findings of Munekata et al. (2005 and 2008) who

reported that the variation in the sound spectrum, the peak frequency and the peak sound
pressure level (SPL) were less than 5% for
between the rod and the airfoil and d
configurations we studied,

L/d=4∼10 , where

L is the distance

the diameter of the rod. For the two

L/ d=4 . In addition, the 2 mm off-set between the rod and

the airfoil in the vertical direction has been removed and both configurations are run at 2
degree angle of attack.
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a

b

Figure 4.5 a. rod-baseline NACA0012 configuration, b. rod- wavy leading edge
NACA0012 configuration.

For both cases, air at standard conditions of 1 atmosphere and 293 K is used with
a free-stream Mach number of 0.21 and U 0=72 m/s . The nondimensional dimensions
of the computational domains used are; streamwise from -0.85 to 3.0, spanwise from 0.0
to 0.48 and vertical from -1.0 to 1.0 with the coordinate system origin set at the leading
edge of the airfoil. The spatial resolution used is such that y+ < 1 in the wall normal
direction and x+ and z+ around kept around 50 in the near wall region. The computational
time step used is 2.6 µs. The total number of grid cells used is approximately 61 million
for both configurations. Figure 4.6 shows the instantaneous Q-criterion iso-surfaces
colored by velocity for the two configurations studied with Q=0.0001. The Q-criterion is
used to enhance the coherent vortical structures and defined as
1
Q= ( ‖ Ω ‖ 2−‖ S ‖2 )
2
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(4.12)

where Ω is the vorticity and S

is the rate of strain. Figure 4.6a shows the iso-

surface obtained for the baseline NACA0012 case. The presence of strong coherent
structures that span the width of the airfoil are clearly shown. These structures are not
present in the wavy leading edge case, Figure 4.6b, indicating that one possible effect of
the leading edge waviness is to break up the large spanwise coherent structures into
smaller ones.

a

b

Figure 4.6 Q-criterion iso-surface colored by velocity for Q=0.0001, a. baseline
NACA0012 airfoil, b. wavy leading edge NACA0012 airfoil.

This last point is indeed confirmed by Figure 4.7, which shows the near-wall
vortical structures for the baseline, Figure 4.7a, and wavy leading edge, Figure 4.7b,
airfoil cases. The figure shows that for the baseline case there is vorticity over most of the
span of the airfoil; whereas for the wavy leading edge case, the vorticity is concentrated
in the trough region of the waviness. The figure shows a vortex broken up and
accelerated down the trough of the waviness. Most of the vorticity is concentrated
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downstream of the trough region for the wavy leading edge airfoil.

a

b

Figure 4.7 Instantaneous vorticity magnitude iso-surface colored by velocity, a.
baseline airfoil, b. wavy leading edge airfoil.

Further evidence of the wavy leading edge changing the flow structures
downstream of the leading is shown on Figure 4.8, where a cut in the spanwise direction
shows the vorticity concentrated in the trough area of the waviness. In addition, a large
vortex is shown on the top surface of the wavy leading airfoil near the trough, Figure 4.8,
this vortex persists downstream as shown on Figure 4.8, indicating the presence of a tubelike structure in the downstream direction.
Unlike the wavy leading edge airfoil, the baseline airfoil shows a vorticity spread
across the spanwise direction and no-evidence of the tube-like structures in the
downstream direction, Figure 4.9.
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a

b

Figure 4.8 Instantaneous spanwise vorticity contours downstream of the trough of the
wavy leading edge, a. x=0.3, b. x=0.4.

a

b

Figure 4.9 Instantaneous spanwise vorticity contours downstream of the trough of the
baseline airfoil at two downstream locations: a. x=0.3, b. x=0.4.

On a qualitative basis, in order to see the impact of the wavy leading edge on the radiated
noise, one can use schlieren type pictures to identify the location of the density gradients.
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Figure 4.10 shows instantaneous CFD schlierens for baseline and wavy leading edge
airfoils. Figure 4.10a shows the instantaneous density gradient contours for the baseline
NACA0012 airfoil. Strong density gradients are obtained at the same location as the
large coherent structures shown on Figure 4.6a. This indicates that these structures are a
source of noise. Figure 4.10b shows the corresponding instantaneous density gradient
contours for the wavy leading edge airfoil. The figure does not show the presence of
strong density gradients, indicating a possible reduction in noise radiation from the wavy
leading edge airfoil.

a

b

Figure 4.10 Instantaneous density gradient contours (CFD schlieren), a. NACA0012
baseline airfoil, b. NACA0012 wavy leading edge airfoil.

In order to quantify the noise radiated away from the airfoils, the time history of
the pressure fluctuation is monitored at several points centered on either the leading edge
or the trailing edge of the airfoils and with a radius of 0.7. Once a large enough data
sample is stored, Fourier transforms and overall sound pressure levels are computed.

182

Figure 4.11a shows the overall sound pressure level (OASPL) around the leading edge
for both the baseline and the wavy leading edge airfoils. It is very clear from the figure
that the noise radiated by the wavy leading edge airfoil is everywhere lower by at least 4
dB compared to that of the baseline airfoil, the exception being the downstream point
near the surface where the levels are comparable. The same is true for the trailing edge,
Figure 4.11b, except for the upstream point located near the airfoil surface and
downstream of the trough which shows a higher level for the wavy airfoil. This last
result confirms the presence of higher vorticity downstream of the trough as already
mentioned above. It is also worth noticing that the noise level directly downstream of the
trailing edge is nearly identical for both airfoils. On both figures, the WLE-NACA0012
in the legend stands for “wavy leading edge-NACA0012”.

a

b

Figure 4.11 Overall sound pressure level, a. around the leading edge, b. around the
trailing edge.
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Figure 4.12 shows a comparison of the power spectral density as a function of
Strouhal number at a nondimensional downstream distance from the airfoil leading of
0.75 and nondimensional vertical distances above the airfoil of 0.1 and 0.7 for Figure
4.12a and b, respectively. Figure 4.12a shows that near the airfoil surface both spectra
are nearly identical with that corresponding to the wavy leading edge having a slightly
lower level at higher Strouhal numbers. However, away from the airfoil surface, Figure
4.12b, the level difference between the two spectra is much larger especially away from
the peak Strouhal number. Both of these results are in agreement with the overall sound
pressure level of Figure 4.11.

a

b

Figure 4.12 Comparison of the sound pressure level for the two airfoils at location
x=0.75 and: a. y=0.1, b. y=0.7.
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Figure 4.13 shows the power spectral density of the pressure fluctuations at
nondimensional vertical distances from the surface of 0.1, 0.4 and 0.7, and at a
nondimensional streamwise distance of 0.75. Figure 4.13a shows the power spectral
densities corresponding to the baseline airfoil and Figure 4.13b those corresponding to
the wavy leading edge airfoil. Though the power spectral density for both airfoils are
nearly identical at a vertical distance of 0.1, as shown on Figure 4.12, the drop off in level
away from the surface for the wavy airfoil is much bigger, Figure 4.13b. For both airfoils,
as the distance from the surface increases, the shedding Strouhal number becomes more
dominant.

a

b

Figure 4.13 Comparison on sound pressure levels at x/c=0.75 and y/c=0.1 0.4, 0.7,
a. baseline airfoil, b. wavy leading edge airfoil.
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In order to understand the turbulent structures near the surface, in the boundary
layer, the two-point and space-time correlations of the surface pressure fluctuations are
computed along the trough-line of the waviness at two nondimensional downstream
distances; 0.33 and 0.56. Figure 4.14 shows the two-point correlation of the surface
pressure fluctuations for the baseline airfoil, Figure 4.14a, and for the wavy leading edge
airfoil, Figure 4.14b, for the downstream location of 0.33. The plot axis are
nondimensionalized as follows, x +=xu τ / ν , and
friction velocity and

z +=zu τ / ν with u τ being the

ν the kinematic viscosity. For the baseline airfoil, the center

two-point correlation contours, corresponding to high correlation, cover a narrow region
in space whereas the outer contours, corresponding to low correlation, are stretched in the
span-wise direction. This is not the case for the wavy leading edge airfoil’s two-point
correlation which shows very concentrated contours and less spreading in the span-wise
direction. Farther downstream at a location of 0.55, the baseline airfoil two-point
correlation contours, Figure 4.15a, show the stretching of all contour lines in the spanwise direction indicating the presence of span-wise coherent structures similar to those
shown on Figure 4.14a. For the wavy leading edge airfoil, the two-point correlation
contours are concentrated in a much narrower region, Figure 4.15b. Therefore, Figures.
4.14b and 4.15b taken together indicate the presence of stream-wise structures, tube-like,
down the trough region of the waviness, whereas Figures 4.14a and 4.15a show the
presence of span-wise structures, roller-like, across the span of the baseline airfoil. These
figures reinforce previous results and the experimental observations of Hansen et. al
(2012).
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a

b

Figure 4.14 Two-point correlation of the surface pressure along the trough-line of the
waviness at x/c=0.33, a. baseline airfoil, b. wavy leading edge airfoil.

a

b

Figure 4.15 Two-point correlation of the surface pressure along the trough-line of the
waviness at x/c=0.56, a. baseline airfoil, b. wavy leading edge airfoil.
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Figure 4.16 shows the space-time correlation of the surface pressure fluctuations
for the baseline airfoil, Figure 4.16a, and for the wavy leading edge airfoil, Figure 4.16b,
for the downstream location of 0.33. The time axis is nondimensionalized as follows,
*
t =tU 0 /c with U 0 being the freestream velocity and the cord length. At this

location, the wavy leading edge airfoil exhibits a very narrow area where there is a nonzero correlation indicating the presence small structures along the surface, Figure 4.16b.
At the same location, the correlated region is slightly larger for the baseline airfoil,
indicating larger structure along the surface, Figure 4.16a. These plots also reveal that
the surface structures are convected much faster for the wavy leading edge airfoil,
0.76U 0 , than those for the baseline airfoil, 0.63U 0 . For the downstream location of

0.56, there is a noticeable broadening of the space-time correlation contours for the
baseline airfoil, Figure 4.17a, indicating the presence of larger structures. However, the
wavy leading edge airfoil still exhibits tight space-time correlation contours, Figure
4.17b, indicative of smaller structures. All these results are in agreement with those
published in the literature of Hansen et al. (2012).
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a

b

Figure 4.16 Space-time correlation of the surface pressure along the trough-line of the
waviness at x/c=0.33, a. baseline airfoil, b. wavy leading edge airfoil.

a

b

Figure 4.17 Space-time correlation of the surface pressure along the trough-line of the
waviness at x/c=0.56, a. baseline airfoil, b. wavy leading edge airfoil.
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4.4. Conclusions
In this study, results from two different computations were presented. The first
computation was used to benchmark our mathematical model and method of solution. To
this end, the same configuration and flow conditions as Jocob’s et al. (2005) were used.
Our computational results were in good agreement with the experimental data of Jacob’s
et al. (2005) and previous numerical results of Greschner et al. (2008). The effect of
leading edge waviness was then studied using two NACA012 airfoils; one with leading
edge waviness and one without. The following conclusions are made based on our
computational results;
a. The leading edge waviness resulted in the breakup of the large spanwise vortical
structures and form streamwise vortical along the trough which mitigate the airfoil
pitching vibrations . This is confirmed by our instantaneous vorticity contour plots as
well as the space-time correlations in the trough region. These results are in
agreement with the experimental observations of Hansen et al. (2012).
b. The nearfield sound pressure level was found to be between 4 and 10 dB lower for the
wavy leading edge airfoil depending on location. This is also in agreement with
Hansen et al.’s results (2012).
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CHAPTER V

5. GENERAL CONCLUSIONS
GENERAL CONCLUSIONS

This study is composed of three independent research works with focuses on three
areas of current importance, a. the spectral characteristics of wall pressure fluctuations
underneath turbulent boundary layer, b. wave propagation in sensor ports and c. effect of
the airfoil leading edge waviness on flow structure and noise.
An in-depth review of the literature is presented on wall-pressure fluctuations
underneath a turbulent boundary layer. The emphasis of the literature review has been
given on semi-empirical models. In this study a mathematical proof was given in support
of the facts that the cross-spectrum contours are elliptic in shape. Using the same proof,
we also showed that Corcos' cross-spectral contours were diamond shape with straight
lines in one coordinate quadrant. Based on this scrutiny of the experimental data and the
different models, a framework is proposed for the development of a new semi-empirical
model. The proposed model anchored by the wavenumber-frequency spectrum of the
wall-pressure fluctuations satisfies all the framework conditions and gives better
agreement with experimental data compared to all other existing models. In particular,
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the model’s coherence contours are elliptic in shape in agreement with theory. The
model captures the convective peak of the wavenumber-frequency spectrum accurately
and the spectrum is wavenumber white for wavenumbers below the convective peak in
agreement with experimental data and numerical results. In addition, the proposed model
is given in both wavenumber-frequency and space-frequency forms which makes it easy
to use in any engineering application. Moreover, all the empirical constants are judicially
selected based on experimental data and observations. This is not the case of other
models in the literature which are often given in one form, wavenumber-frequency or
space-frequency, and lack a clear definition of its empirical constants.
An analytical model to determine the dynamic pressure for a sensor port with one
end connected to a combustion chamber, subject to high temperatures, and the other end
connected to the dynamic pressure probe is developed. First the model is developed for a
homogeneous medium sensor port to capture the physics of wave traveling in a sensor
port with rigid reflection at one end and pressure release reflection at another open end,
the total pressure is the effect of superposition of infinity back-forth direction waves.
Then the solution is extended to medium with density and temperature gradient by
analogizing to the model of homogeneous medium. A novel methods are proposed in
solving the complex wave equation. The comparison of model predictions to
experimental measurements are conducted for whole frequency range with two different
sensor port configurations and in both forward and backward direction. The results,
showing good agreements between model predictions and measurements for constant
temperature medium, indicate that the model correctly captures the physics inside the
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sensor port.
The tubercles at the leading edge of Humpback Whale flippers have been shown
to increase aerodynamic efficiency. In this study, the flow structures and noise signature
of a NACA0012 airfoil with and without leading edge waviness, and located in the wake
of a cylinder, is computed using the hybrid RANS-LES method. The mean flow Mach
number is 0.2 and the angle of attack used is 2 degree. After benchmarking the method
using existing experimental results, unsteady computations were then carried-out on both
airfoil geometries and for a 2 degree angle of attack. Results from these computations
confirmed the aerodynamic benefits of the leading edge waviness. Moreover, the wavy
leading edge airfoil was found to be at least 4 dB quieter than its non-wavy counterpart.
In-depth analysis of the computational results revealed that the wavy leading edge airfoil
breaks up the large spanewise coherent structures and form streamwise vortices along the
trough of the waviness in agreement with previous experimental observations. This
result is supported by both the two-point and space-time correlations of the wall pressure.
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APPENDIX A

APPENDIX A. Corcos model in wavenumber-frequency space
CORCOS MODEL IN WAVENUMBER-FREQUENCY SPACE

Corcos model in cross-spectra form:
j ω ζ /U
̂
R pp (ζ , η, ω)= ̂
R pp (ω) A (ω ζ /U c )B(ω η/U c )e

̂
̂ (ω) A (ω ζ /U ) e j ω ζ /U
R pp (ζ , 0,ω)= R
pp
c

(A.1)

c

(A.2)

c

̂
R pp (0, η, ω)= ̂
R pp (ω) B (ω η/U c )

(A.3)

The form of A and B are given as:
−α

A (ω ζ/U c )=e

ω ∣ζ∣
Uc

−β

; B (ω η/U c )=e

ω ∣η∣
Uc

.

where ζ =ζ ê1 + η ê2 is an arbitrarily oriented displacement vector, U c

(A.4)
is convection

velocity.
The analytical expression in wavenumber-frequency space is obtained through the use of
Fourier transform.
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1 ∞ ∞ ̂
R pp( ω) A(ω ζ /U c )B(ω η/U c ) e j ω ζ/ U e− jk ζ e− jk η d ζ d η
2∫∫
(2 π) −∞ −∞
1 ∞
1 ∞
− jk ζ+ j ω ζ /U
̂
=R
(
ω)
A
(ω
ζ
/
U
)
e
d
ζ
∫
∫ B( ω η/U c )e− jk η d η ,
pp
c
2
π
2
π
−∞
−∞
⏟⏟

̂
R pp ( k 1, k 2, ω) =

c

(

1

c

1

2

)(

2

̂
AA (k 1)

)

̂ (k 2)
BB

(A.5)
where
1 ∞
̂
AA( k 1) =
A (ω ζ /U c )e− jk ζ+ j ω ζ /U d ζ
∫
2 π −∞
kU
Uc 1 ∞
,
=ω
A(θ)e− j ( ω −1)θ d θ
∫
2 π −∞
⏟
1

(

1

̂
A

c

)

c

(A.6)

( k ωU −1)
1

c

and
1 ∞
̂
BB(k 2 )=
B(ω η/U c )e− jk η d η
∫
2 π −∞
k U
Uc 1 ∞
−j ω θ
=ω
B(θ)
e
dθ ,
∫
2
π
−∞
⏟
2

(

2

̂B

c

)

(A.7)

( k ωU )
2

c

Using equation (A.5), (A.6) and (A.7), the wavenumber-frequency spectrum can be
expressed as
U 2̂
̂
̂ k 1 U c −1 B
̂ k2 U c
R pp (k 1, k 2, ω)=( ωc ) R
pp (ω) A
ω
ω

(

where,

1 ∞
̂
A ( γ)=
∫ A(θ)e− j γθ d θ ;
2 π −∞

) (

)

,

(A.8)

∞
̂ ( γ)= 1 ∫ B (θ)e− j γθ d θ .
B
2 π −∞

Using (A.4),
1 ∞
̂
A (γ) =
A (θ) e− j γ θ d θ
∫
2 π −∞
,
1 ∞ −α∣θ∣ − j γ θ
=
∫ e e dθ
2 π −∞
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(A.9)

Since the first term in the integral e−α θ

∣∣

is an even function then

̂
A ( γ) is the real

part of the integral, that is
1 ∞ −α∣θ∣ − j γ θ
̂
A ( γ)=ℜ{
∫ e e dθ} ,
2 π −∞

(A.10)

let
1∞
1 1
1 α− j γ
G(γ)= π ∫ e−α θ e− j γ θ d θ = π
=π 2 2 ,
α+ j γ
α +γ
0

(A.11)

then
1
̂
A (γ)=ℜ {G}= π

α
.
α + γ2
2

(A.12)

Using the same approach we can arrive at
̂ ( γ)= π1
B

β
.
β + γ2
2

(A.13)

The final form for wavenumber-frequency spectrum for the Corcos model is
2

αβ
1 U ̂
̂
R pp (k 1, k 2, ω)= 2 2c R
.
pp (ω)
2
2
2
2
π ω
[α +(1−k 1 U c /ω) ][β +(k 2 U c /ω) ]
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APPENDIX B

APPENDIX B. Wave equation for variable density
WAVE EQUATION FOR VARIABLE DENSITY

Consider a wave traveling in medium without mean velocity, the linear continuity
equation
∂ρ'
+⃗
u '⋅∇ ρ0 +ρ0 ∇⋅⃗
u ' =0 ,
∂t

(B.1)

here the suffix “0” represents the equilibrium quantity and the superscript represents
fluctuation quantity, such that
ρ=ρ0+ρ ' ,

p= p0 + p ' ,
u =⃗
⃗
u' .
linear momentum equation
∂⃗
u' 1
+ ∇ p ' =0 ,
∂ t ρ0

(B.2)

∂ p'
+ γ p 0 ∇⋅⃗
u ' =0 .
∂t

(B.3)

linear energy equation
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Combine (B.1) and (B.3), we get
∂ρ'
1 ∂ p'
+⃗
u '⋅∇ ρ0 = 2
,
∂t
c ∂t

(B.4)

1 ∂ p'
+ρ0 ∇⋅⃗
u '=0 .
c2 ∂ t

(B.5)

p
here c ( x)2=γ RT =γ ρ 0 .
0

(B.4) into (B.1)

Using operator

∂ (B.5)−ρ ∇⋅(B.2) leads to
0
∂t
1 ∂2 p '
1
−ρ0 ∇⋅( ρ ∇ p ')=0 ,
2
2
0
c ∂t

(B.6)

∇ ρ0
1 ∂2 p '
∇ p '− ρ ∇ p '− 2
=0 .
0
c ∂t 2

(B.7)

or in another form
2

Equation (B.7) or (B.6) is the equation for wave traveling in density variable medium.
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APPENDIX C

APPENDIX C. WKB method and its numerical validation
WKB METHOD AND ITS NUMERICAL VALIDATION

WKB method is a key thinking in solving the density variation wave equation.
Following Dowling (1992, chapter 7, p219) the method determining an approximate
solution to non-constant coefficient Helmholtz equation is described as following:
The one-dimensional variable Helmholtz equation writes
d2 P 2
+ k (x) P=0 ,
dx2

(C.1)

P( x)=a(x )e jθ (x) .

(C.2)

assume the solution is of the form

For brevity, we use simplified notation a( x )=a , k ( x)=k , θ (x)=θ , then the first
and second derivatives of

P( x) are
dP
jθ
=(a ' + jaθ ' )e
dx
.
d2 P
= [ (a ' ' + j a' θ '+ ja θ ' ')+ j θ '( a' + ja θ ' )] e j θ
2
dx
=(a ' '+2ja ' θ '+ jaθ ' '−a θ ' 2)e j θ
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(C.3)

Substituting (C.3) into (C.1) leads
a ' '+2j a ' θ '+ ja θ ' ' −a (θ ')2+ k 2 a=0 .
For the lossless wave, a , θ and k̃

(C.4)

are real. Therefore both real and imaginary part

of (C.4) to be 0
a ' '−a θ ' 2 + k 2 a=0 ,

(C.5)

2j a ' θ '+ j a θ ' '=0 .

(C.6)

let a ' ' =0 , therefore (C.5) becomes −a θ ' 2 +k 2 a=0 which leads to
x
2

(θ ' ) =k

2

⇒

θ ' =±k

⇒

θ=±∫ k (β)d β .

(C.7)

0

and (C.6) leads to
a'
θ' '
=−
leads a( x )=(θ ')−1 /2=k−1/ 2
a
2θ'

(C.8)

With (C.7) and (C.8), the lossless solution can be written as
P( x)=

The first term in RHS,

1
(Ae− j θ (x)+ Be j θ (x)) ,
√ k ( x)

(C.9)

A e− j θ( x) / √ k (x) represents forward going wave, and the second

term, B e jθ (x) / √ k ( x) , represents the reflected wave, A and B are determined by the
boundary conditions. Dowling (1992, chapter7) also solved the variable Helmholtz
equation by multiple scales method, he showed that (C.9) is exactly the equation solved
by multiple scales. Note that when losses are included and by analogy to k=k− jα ,
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(C.7) can be rewritten as
x

θ( x )=∫ ( k (β)− jα (β) ) d β .

(C.10)

0

For a standing wave applying the boundary condition at

x=L ,

∂P
∂x

)

=0 on (C.9)
x=L

leads to
k'
[ Ae− j θ (L) + B e j θ (L) ]+ j θ '( L)[− Ae− j θ (L) +B e jθ (L) ]=0 ,
k

(C.11)

both real and imaginary parts of (C.11) have to be 0, therefore

θ ' (− Ae− j θ (L) +B e jθ (L))=0 ,

(C.12)

k'
[ Ae− j θ(L) + B e j θ(L) ]=0 .
k

(C.13)

From (C.7) θ ' =k , we could safely assume k ' ≪k 2 . then (C.13) is considered
satisfied. (C.12) leads B= A e− j θ (L) /e j θ(L) , and (C.9) becomes
̃ ( e j [θ (L)−θ(x)]+ e− j[ θ(L)−θ (x)] ) ,
P(x) √ k ( x )= A
with

̃ A e− jθ (L) . Apply another boundary condition, at
A=
P(0) √ k (0)= Ã ( e j θ (L) +e− j θ (L) ) ,

(C.14)

x=0 ,
(C.15)

combining (C.14) and (C.15) leads

√

P( x ) k ( x) cos [θ ( L)−θ( x )]
=
.
P (0) k (0)
cos[θ( L)]

(C.16)

which is the solution to (C.1) for a standing wave.
We now present the numerical validation for the sample solution using WKB
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method for a standing wave. The standing wave pattern of a given frequency is
established by rigid capped the one end, at
other end, at

x=L , and using an acoustic driver at the

x=0 . The amplitude at the drive is set to 1.0 pa. To check the

validation of the result, the same problem solved numerically by solving the original
variable coefficient Helmholtz equation (C.1) using a fourth order Runge-Kutts scheme.
First, the fourth order Runge-Kutta numerical results for standing wave in
homogeneous medium are validated against the analytical results in several frequencies
and constant medium temperatures. As shown in Figure C.1, the comparison of analytic
(red) and fourth order Runge-Kutta (black) result for homogeneous medium at constant
temperature at a. 2300K and b. 300K, the difference between the results is too small to be
observed on a plot.
The numerical results are then used to validate the temperature gradient model.
The length for comparison is 1.0 meter; the amplitude of standing wave at

x=0 is 1.0;

αt =1.0 in temperature profile for the duct T ( x )=T̄ 0 e− α x +T ∞ . Figure C.2 shows
t

the comparisons between numerical method and WBK method for frequency 2000Hz ,
T̄ 0 =2000k

and T̄ 0=−120k

for temperature gradient respectively. The ambient

temperature is 300k. From Figure C.2, WKB results agree well with numerical results.
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Figure C.1 Comparison of analytic (red) and fourth order Runge-Kutta (black) result
for homogeneous medium for 2000Hz input at constant temperature of
a. 2300K, b. 300K.

a

b

Figure C.2 Numerical result versus WBK result for 2000Hz,
red: Runge-Kutta; blue: WKB.at temperature a. T̄ 0=2000k , b. T̄ 0 =−120k .
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