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Abstract
In this paper, we study the well-posedness of classical solutions to
the nonlinear unsteady Prandtl equations with Robin boundary con-
dition in half space in weighted Sobolev spaces. We firstly investigate
the monotonic shear flow with Robin boundary condition and the
linearized Prandtl-type equations with Robin boundary condition in
weighted Sobolev spaces. Due to the degeneracy of the Prandtl equa-
tions and the loss of regularity, we apply the Nash-Moser-Ho¨rmander
iteration scheme to prove the existence of classical solutions to the
nonlinear Prandtl equations with Robin boundary condition when
the initial data is a small perturbation of a monotonic shear flow
satisfying Robin boundary condition. The uniqueness and stabil-
ity are also proved in the weighted Sobolev spaces. The nonlinear
Prandtl equations with Robin boundary arise in the inviscid limit of
incompressible Navier-Stokes equations with Navier-slip boundary
condition for which the slip length is square root of viscosity. Our
results are also valid for the Dirichlet boundary case.
Keywords: Prandtl equations with Robin boundary condition, well-
posedness in weighted Sobolev space, linearized Prandtl-type equations,
Nash-Moser-Ho¨rmander iteration, monotonic shear flow, loss of regularity
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1 Introduction
In this paper, we establish the well-posedness of classical solutions to the
nonlinear unsteady Prandtl equations with Robin boundary condition in half
space: 

ut + uux + vuy + px = uyy, (x, y) ∈ R2+, t > 0,
ux + vy = 0,
(uy − βu)|y=0 = 0, v|y=0 = 0,
lim
y→+∞u = U(t, x),
u|t=0 = u0(x, y),
(1.1)
where u, v denote the tangential and normal velocities of the boundary layer,
with y being the scaled normal variable to the boundary, the parameter β > 0.
U, p denote the values on the boundary of the tangential velocity and pressure
of the Euler flow which satisfies the Bernoulli’s law:
Ut + UUx + px = 0. (1.2)
The nonlinear Prandtl equations with Robin boundary condition are pro-
posed in [21], which studied the asymptotic behavior of the solutions to incom-
pressible Navier-Stokes equations with Navier-slip boundary condition in which
the slip length depends on the viscosity:

ut + uux + vuy + px = ǫ△u,
vt + uvx + vvy + py = ǫ△v,
ux + vy = 0,
(ǫγuy − βu)|y=0 = 0, v|y=0 = 0,
(u, v)|t=0 = (u0, v0)(x, y).
(1.3)
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When γ > 12 (super-critical), the leading boundary layer profile satisfies the
Prandtl equations with Dirichlet boundary condition. When γ = 12 (critical),
the leading boundary layer profile satisfies the Prandtl equations with Robin
boundary condition (1.1). When γ < 12 (sub-critical), the leading boundary
layer profile appears in the O(ǫ1−2γ) order terms of the solutions and satisfies
the linearized Prandtl equations.
For (uy − βu)|y=0 = 0, 0 < β < +∞ corresponds to Robin bound-
ary condition. β = +∞ corresponds to Dirichlet boundary condition, since
(u − 1
β
uy)|y=0 = 0. While β = 0 corresponds to Neumann boundary condi-
tion. To our best knowledge, the Prandtl equations with Neumann boundary
condition have no physical background, and their well-posedness is unknown in
mathematical viewpoint. In this paper, the parameter β → 0+ is not allowed.
For the nonlinear Prandtl equations, the known results are mainly about
the Dirichlet boundary case, where the solutions vanish on the boundary, namely
u|y=0 = v|y=0 = 0, we survey there some results:
After L. Prandtl (see [18]) proposed the Prandtl equations with Dirich-
let boundary condition, their well-posedness theories attract much attention.
Under Oleinik’s monotonicity assumption uy > 0, the Prandtl equations with
Dirichlet boundary condition can be reduced to a single quasilinear equation
of uy via Crocco transformation, then O. A. Oleinik and V. N. Samokhin (see
[17]) proved the local in time well-posedness. Under Oleinik’s monotonicity
assumption uy > 0 and favorable pressure condition px ≤ 0, Xin and Zhang
(see [23]) proved the global existence of BV weak solutions via splitting vis-
cosity method and Crocco transformation. When the initial data is a small
perturbation of a monotonic shear flow and Oleinik’s monotonicity assumption
is satisfied, by using the energy method and Nash-Moser-Ho¨rmander iteration,
Alexander, Wang, Xu and Yang (see [1]) proved the well-posedness of the 2D
Prandtl equations, Liu, Wang and Yang (see [13]) proved the well-posedness of
the 3D Prandtl equations under constraints on its flow structure. This frame-
work was also used to treat 2D compressible flow, see [22]. Under Oleinik’s
monotonicity assumption, N. Masmoudi and T. K. Wong (see [15]) proved local
existence and uniqueness for 2D Prandtl equations in weighted Sobolev spaces
via uniform regularity approach.
When Oleinik’s monotonicity assumption is violated, E and Engquist (see
[4]) proved the unsteady Prandtl equations do not have global strong solutions,
namely, local solutions either do not exist or blow up; Grenier (see [8]), Hong
and Hunter (see [10]) proved the nonlinear instability of the unsteady Prandtl
equations; [5, 7, 9] proved ill-posedness of Prandtl equations in Sobolev spaces
for some data or in some weak sense.
Additionally, as to the nonlinear steady Prandtl equations with Dirichlet
boundary condition, O. A. Oleinik (see [16]) used von Mise transformation to
prove strong solutions are global in space for favorable pressure px ≤ 0. While
for adverse pressure px > 0, boundary layer separation may happen (see [2]).
Without Oleinik’s monotonicity assumption, the data and solutions are
required to be in the analytic or Gevrey classes. For the data that are analytic
in both x and y variables, the abstract Cauchy-Kowalewski theorem (see [19])
can be applied, then the local existence of analytic solutions is proved in [20, 14]
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for the Dirichlet boundary case. For the data that are analytic in x variable and
have Sobolev regularity in y variable, the existence is proved in [11, 24] by using
the energy method. For the data that belong to the Gevrey class 74 in x variable,
D. Ge´rard-Varet and N. Masmoudi (see [6]) proved local well-posedness. As to
the Gevrey class regularity, see [12].
For the Prandtl equations with Robin boundary condition (1.1), the only
result in the present is in the analytic setting and for the analytic data, the local
existence of analytic solutions is proved in [3] by using the abstract Cauchy-
Kowalewski theorem.
While the well-posedness of the Prandtl equations with Robin boundary
condition (1.1) in Sobolev spaces has been widely open for some years. There
are two main difficulties, one is the degeneracy in x variable of the Prandtl
equations, the other is the estimates of the solutions and their tangential deriva-
tives, normal derivatives on the boundary. In this paper, we establish the
well-posedness of (1.1) in weighted Sobolev spaces, our approach is to apply
the weighted energy estimate method and the Nash-Moser-Ho¨rmander itera-
tion scheme, since Crocco transformation is useless for the Prandtl equations
with Robin boundary condition. Our initial data is required to be a small per-
turbation of the monotonic shear flow (us, 0), where us satisfies the following
monotonic conditions:
us > 0, ∂yu
s > 0, β − ∂yyus
∂yus
≥ δs > 0, ∀y ∈ [0,+∞), ∀t ∈ [0, T ]. (1.4)
Without the smallness of the perturbation around the monotonic shear flow, ux
or v will blow up in the interior of the boundary layer in general.
Letting w = uy − βu, the Prandtl system (1.1) can be transformed into
a new degenerate system of w with Dirichlet boundary condition w|y=0 = 0.
However, the attempt to establish the well-posedness of this new system of w
will fail, because the weighted energy estimates never close. Therefore, we will
study the Prandtl system (1.1) without using this variable w = uy − βu.
In order to prove the existence of classical solutions to the Prandtl system
(1.1) and overcome the two main difficulties mentioned above, we use the Nash-
Moser-Ho¨rmander iteration scheme, while in its iteration process, we need the
weighted a priori estimates and well-posedness of the linearized Prandtl-type
equations with Robin boundary condition, zero data and nonzero force, see the
equations (3.2).
In order to prove the uniqueness and stability of classical solutions to
the Prandtl system (1.1), we need the weighted a priori estimates and well-
posedness of the linearized Prandtl-type equations with Robin boundary condi-
tion, nonzero data and zero force, see the equations (3.61).
Thus, the investigation of the well-posedness of the linearized Prandtl-type
equations with Robin boundary condition is an important part of this paper.
We need to transform the linearized Prandtl-type equations with Robin bound-
ary condition into the appropriate equations with the appropriate boundary
conditions, see the equations (3.6), (3.62) respectively, such that the weighted
energy estimates can proceed. By coupling the estimates in the interior and the
estimates on the boundary, we are able to get the wanted a priori estimates.
Additionally, some mollified variables and mollified quantities arise in the
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Nash-Moser-Ho¨rmander iteration scheme. In order to make some mollified vari-
ables keep some properties, we introduce special extension operators Eu, Ev
and special smoothing operators Suθ , S
v
θ , except for the usual operators E, Sθ.
However, Suθ , S
v
θ do not lose regularity.
In the Nash-Moser-Ho¨rmander iteration process, the variables and mollified
quantities are bounded by the powers of θn. Based on the estimates for these
variables and mollified quantities, we can prove the convergence of the Nash-
Moser-Ho¨rmander iteration, which implies the existence of classical solutions to
the nonlinear Prandtl equations with Robin boundary condition.
To start the Nash-Moser-Ho¨rmander iteration process, it needs the zero-th
order approximate solution which satisfies Robin boundary condition. By using
time derivatives and the induction method, we are able to construct the zero-th
order approximate solution from the initial data which satisfy Robin boundary
condition.
For simplicity, we consider the uniform Euler flow U = 1, which implies p
is a constant, by the Bernoulli’s law. However, the following IBVP keeps the
two main difficulties mentioned above.

ut + uux + vuy = uyy, (x, y) ∈ R2+, t > 0,
ux + vy = 0,
(uy − βu)|y=0 = 0, v|y=0 = 0,
lim
y→+∞
u = 1,
u|t=0 = u0(x, y).
(1.5)
In this paper, the time derivatives of initial data us0 can be expressed in
terms of the space derivatives of us0 by solving the heat equation, the time
derivatives of initial data u0 can be expressed in terms of the space derivatives
of u0, v0 by solving the Prandtl equations, the time derivatives of u˜0 = u0 − us0
can be expressed in terms of the space derivatives of u˜0, u
s
0 (see (4.20)1). Now
we define the following functional spaces:
‖u‖Ak
ℓ
(ΩT ) =
( ∑
0≤k1+[ k2+12 ]≤k
‖ < y >ℓ ∂k1(t,x)∂k2y u‖2L2([0,T ]×R2+)
) 1
2
,
∥∥u|t=t1∥∥Ak
ℓ
(Ω,t=t1)
=
( ∑
0≤k1+[ k2+12 ]≤k
‖ < y >ℓ ∂k1(t,x)∂k2y u|t=t1‖2L2(R2+)
) 1
2
,
∥∥u|y=0∥∥Ak([0,T ]×∂Ω) =
( ∑
0≤m≤k
‖∂m(t,x)u|y=0‖2L2t,x([0,T ]×R)
) 1
2
,
∥∥u|y=0,t=t1∥∥Ak(∂Ω,t=t1) =
( ∑
0≤m≤k
‖∂m(t,x)u|y=0,t=t1‖2L2x(R)
) 1
2
,
‖u‖Bk1,k2
λ,ℓ
(ΩT )
=
( ∑
0≤m≤k1,0≤q≤k2
‖e−λt < y >ℓ ∂m(t,x)∂qyu‖2L2([0,T ]×R2+)
) 1
2
,
(1.6)
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‖u‖B˜k1,k2λ,ℓ (Ω) =
( ∑
0≤m≤k1,0≤q≤k2
‖e−λt < y >ℓ ∂m(t,x)∂qyu‖2L∞t ([0,T ];L2x,y(R2+))
) 1
2
,
‖u‖Ck
ℓ
(ΩT ) =
∑
0≤k1+[ k2+12 ]≤k
‖ < y >ℓ ∂k1(t,x)∂k2y u‖L2y(L∞t,x),
‖v‖Dk
ℓ
(ΩT ) =
∑
0≤k1+[k2+12 ]≤k
‖ < y >ℓ ∂k1(t,x)∂k2y v‖L∞y (L2t,x),
where Ω = R2+,ΩT = [0, T ] × R2+, ∂Ω = {(x, 0)|x ∈ R}, < y >=
√
1 + |y|2,
0 < T < +∞, ℓ > 12 , λ > 0 and k, k1, k2 are non-negative integers. The
homogeneous norms ‖ · ‖A˙k
ℓ
, ‖ · ‖A˙k , ‖ · ‖C˙k
ℓ
, ‖ · ‖D˙k
ℓ
correspond to the summation
1 ≤ k1 + [k2+12 ] ≤ k in the definitions. ‖f‖Lpℓ (R2+) = ‖ < y >ℓ f‖Lp(R2+), where
1 ≤ p ≤ +∞.
Noting the sense of the time derivatives of initial data for the Prandtl
equations and the heat equation, we state the main results of this paper as
follows:
Theorem 1.1. Concerning the nonlinear unsteady Prandtl equations with Robin
boundary condition (1.5), giving any integer k ≥ 5 and real number ℓ > 12 , we
have the following existence, uniqueness and stability results.
(1). For any δβ > 0, δβ ≤ β < +∞, assume the initial data u0(x, y) =
us0(y) + u˜0(x, y) satisfies the following two conditions:
(i) us0 satisfies

us0(y) > 0, ∂yu
s
0(y) > 0, β − ∂yyu
s
0(y)
∂yu
s
0(y)
≥ δs,0 > 0, ∀y ∈ [0,+∞),
∂2jy (∂yu
s
0(y)− βus0(y))|y=0 = 0, ∀0 ≤ j ≤ 2k + 10,
lim
y→+∞
us0(y) = 1,
‖us0 − 1‖L2 + |us0|∞ + ‖us0‖C˙2k+11
ℓ
+ ‖∂yyus0
∂yu
s
0
‖C2k+10
ℓ
≤ C,
(1.7)
for a fixed constant C > 0.
(ii) There exists a small constant ǫ > 0 such that u˜0 = u0 − us0 satisfies

∂2jy (∂yu˜0(x, y)− βu˜0(x, y))|y=0 = 0, ∀0 ≤ j ≤ 2k + 8,
lim
y→+∞
u˜0(x, y) = 0,
‖u˜0‖A2k+9
ℓ
(R2+,t=0)
+ ‖∂yu˜0
∂yu
s
0
‖A2k+9
ℓ
(R2+,t=0)
≤ ǫ.
(1.8)
Then there exists T ∈ (0,+∞), such that the Prandtl system (1.5) admits
a unique classical solution (u, v) satisfying
u > 0, ∂yu > 0, β − ∂yyu∂yu ≥ δ > 0, (1.9)
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and
u− us ∈ Akℓ ([0, T ]× R2+), ∂y(u− us), ∂y(u−u
s)
∂yus
∈ Akℓ ([0, T ]× R2+),
v ∈ Dk−10 ([0, T ]× R2+), ∂yv, ∂yyv ∈ Ak−1ℓ ([0, T ]× R2+),
∂jyu|y=0 − ∂jyus|y=0 ∈ Ak−[
j+1
2 ]([0, T ]× R), 0 ≤ j ≤ 2k,
∂j+1y v|y=0 ∈ Ak−1−[
j+1
2 ]([0, T ]× R), 0 ≤ j ≤ 2k − 2.
(1.10)
(2). For any δβ > 0, δβ ≤ β < +∞, the classical solution to (1.5) is stable
with respect to the initial data in the following sense: for any given two initial
data
u10 = u
s
0 + u˜
1
0, u
2
0 = u
s
0 + u˜
2
0,
if us0 satisfies (1.7) and u˜
1
0, u˜
2
0 satisfy (1.8), then for all p ≤ k − 2, the corre-
sponding solutions (u1, v1) and (u2, v2) of the Prandtl system (1.5) satisfy
‖u1 − u2‖Ap
ℓ
([0,T ]×R2+) + ‖
∂y(u
1−u2)
∂yus
‖Ap
ℓ
([0,T ]×R2+)
+‖v1 − v2‖Dp−10 ([0,T ]×R2+) +
2p∑
j=0
∥∥∂jyu1|y=0 − ∂jyu2|y=0∥∥
A
p−[ j+1
2
]([0,T ]×R)
≤ C(T, ǫ, us0)
∥∥∥∂y( u10−u20∂y(u10+u20) )
∥∥∥
Ap
ℓ
(R2+,t=0)
+
C(T,ǫ,us0)
max{
√
β−Cη,
√
δ}
∥∥∥∂y( u10−u20∂y(u10+u20) )|y=0
∥∥∥
Ap(R,t=0)
.
(1.11)
(3). As β → +∞, ∂jt us|y=0 = O( 1β ), 0 ≤ j ≤ k,
∥∥u|y=0 − us|y=0∥∥Ak =
O( 1√
β
) and (u, v) satisfies (1.10) uniformly. When β = +∞, (u, v) satisfies
(1.10) and for p ≤ k − 2,
‖u1 − u2‖Ap
ℓ
([0,T ]×R2+) + ‖
∂y(u
1−u2)
∂yus
‖Ap
ℓ
([0,T ]×R2+) + ‖v1 − v2‖Dp−10 ([0,T ]×R2+)
+
2p∑
j=0
∥∥∂jyu1|y=0 − ∂jyu2|y=0∥∥
A
p−[ j+1
2
]([0,T ]×R) ≤ C
∥∥∥∂y( u10−u20∂y(u10+u20) )
∥∥∥
Ap
ℓ
(R2+,t=0)
.
(1.12)
Next, we give some remarks on the results in Theorem 1.1:
Remark 1.2. (i). Though the Robin boundary condition is nontrivial, the
Robin boundary case loses the same k + 9 orders of regularity as the Dirichlet
boundary case. T depends on ǫ and whether the monotonicity conditions (1.9)
are violated. If we only consider the Prandtl system (1.5) in a sufficiently short
time interval, β − ∂yyus0
∂yu
s
0
≥ δs,0 in (1.7) can be confined on the boundary, and
then β − ∂yyu
∂yu
≥ δ in (1.9) is satisfied on the boundary.
(ii). In the t,x-directions, the regularities and stability results can not be
improved. In the y-direction, the solutions have lower regularities on the bound-
ary than in the interior. When β < +∞, due to the Robin boundary condition,
∂yu|y=0 − ∂yus|y=0 ∈ Ak([0, T ]× R) and
∥∥∂yu|y=0 − ∂yus|y=0∥∥Ap is stable.
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(iii). When β → +∞, (1.9) implies Oleinik’s monotonicity assumption.
(1.4) and (1.9) do not allow β → 0+, otherwise uy ≤ βu|y=0e(β−δ)y → 0, but
uy > 0. In (1.8), ǫ is small such that β − ∂yyu0∂yu0 |y=0 ≥ δ > 0, no degeneracy
arises on the boundary, which is necessary to get the stability results (1.11).
(iv). If β 6= +∞, (1.12) does not hold. (1.12) implies the uniqueness
and stability of solutions in the Dirichlet boundary case. When β = +∞, the
compatibility conditions for the initial data become ∂2jy u
s
0|y=0 = 0, 0 ≤ j ≤
2k + 10 and ∂2jy u˜0|y=0 = 0, 0 ≤ j ≤ 2k + 8 for the Dirichlet boundary case.
We introduce the generic constants and notations used in this paper:
C: the generic positive constant which may be different line by line.
Cℓ: the positive constant which depends on
∞∫
0
< y >−2ℓ dy, where ℓ > 12 .
C̺: the positive constant which depends on the cut-off function ̺.
Cs: the positive constant relating to the shear flow (u
s, 0).
Cη: the positive constant which bounds |η|∞.
Ck: the generic positive constant which appears in the k-th step of the Nash-
Moser-Ho¨rmander iteration, is independent of the index k and may be
different line by line.
f . g: there exists a constant C > 0 such that f ≤ Cg.
The rest of the paper is organized as follows: In Section 2, we investi-
gate the shear flow with Robin boundary condition. In Section 3, we study
the well-posedness of the linearized Prandtl equations with Robin boundary
condition. In Section 4, we construct the approximate solutions to the non-
linear Prandtl equations with Robin boundary condition via the Nash-Moser-
Ho¨rmander iteration scheme. In Section 5, we prove the convergence of the
Nash-Moser-Ho¨rmander iteration and obtain the existence of classical solutions
to the Prandtl equations with Robin boundary condition. In Section 6, we prove
the uniqueness and stability of classical solutions to the Prandtl equations with
Robin boundary condition.
2 Well-Posedness of Shear Flow with Robin Bound-
ary Condition
In this section, we investigate the shear flow with Robin boundary condi-
tion where the tangential velocity is monotonic in the normal variable. The
tangential velocity of the shear flow satisfies heat equation with Robin bound-
ary condition. Let (us(t, y), 0) be the shear flow of the Prandtl equations with
Robin boundary condition (1.5), then us(t, y) satisfies the following IBVP:

ust = u
s
yy, y > 0, t > 0,
(usy − βus)|y=0 = 0,
lim
y→+∞u
s = 1,
us|t=0 = us0(y).
(2.1)
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Noting the sense of the time derivatives of initial data for the heat equation,
we state the following theorem for (2.1):
Theorem 2.1. Assume for any k ≥ 3, 0 < δβ ≤ β < +∞, ℓ > 12 , the initial
data us0(y) satisfies
(i) the monotonicity conditions:
us0(y) > 0, ∂yu
s
0(y) > 0, β − ∂yyu
s
0(y)
∂yu
s
0(y)
> 0, ∀y ∈ [0,+∞). (2.2)
(ii) the compatibility conditions:
lim
y→+∞u
s
0(y) = 1, ∂
2j
y (∂yu
s
0(y)− βus0(y))|y=0 = 0, ∀ 0 ≤ j ≤ k − 1. (2.3)
(iii) the boundedness condition:
‖us0 − 1‖L2 + ‖us0‖C˙k
ℓ
+ ‖∂yyus0
∂yu
s
0
‖Ck−1
ℓ
≤ C, (2.4)
for some constant C > 0.
Then for any fixed T ∈ (0,+∞), the problem (2.1) admits a unique classical
solution us satisfying the monotonicity:
us > 0, ∂yu
s > 0, β − u
s
yy
usy
> 0, ∀y ∈ [0,+∞), t ∈ [0, T ],
us|y=0 > 0, ∂yus|y=0 > 0, (∂yus − βus)|y=0 = 0, ∀t ∈ [0, T ],
(2.5)
and the estimates:
‖us − 1‖L2 + ‖us‖C˙k0 + β
k−1∑
j=0
∣∣∂jtus|y=0∣∣∞ + k−1∑
j=0
∣∣∂jt ∂yus|y=0∣∣∞
+‖∂yyus
∂yus
‖Ck−10 + ‖
∂ytu
s
∂yus
‖Ck−20 + ‖
∂yytu
s
∂yus
‖Ck−20 +
k−2∑
m=0
∣∣∂mt ∂yyus∂yus |y=0∣∣∞
+
k−2∑
m=0
∣∣∂mt ∂ytus∂yus |y=0∣∣∞ + k−3∑
m=0
∣∣∂mt ∂yytus∂yus |y=0∣∣∞ ≤ C(T ), ∀t ∈ [0, T ],
(2.6)
for some constant C(T ) > 0.
Moreover, if ∂yyu
s
0 ≤ 0, then ∂yyus ≤ 0. If β − ∂yyu
s
0
∂yu
s
0
≥ δs,0 > 0, then
β − ∂yyus
∂yus
≥ δs > 0.
Proof. We prove (2.5) first. Let w1(t, y) = usy(t, y)− βus(t, y), then w1 satisfies
the following equations:

w1t = w
1
yy, t > 0, y > 0,
w1|y=0 = 0, lim
y→+∞w
1 = −β,
w1|t=0 = w10(y) := ∂yus0(y)− βus0(y).
(2.7)
The solution of (2.7) can be written as
w1(t, y) = 1
2
√
πt
+∞∫
0
(
e−
(y−y˜)2
4t − e− (y+y˜)
2
4t
)
w10(y˜) dy˜ < 0, (2.8)
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where w10(y) < 0 comes from w
1
0 |y=0 = 0 and β − ∂yyu
s
0
∂yu
s
0
> 0.
Integrate (ue−βy)y = w1e−βy and note that lim
y→+∞ue
−βy = 0, then the
explicit solution of (2.1) is written as
us(t, y) = eβy
y∫
+∞
e−βyˆw1(t, yˆ) dyˆ
= e
βy
2
√
πt
y∫
+∞
e−βyˆ
+∞∫
0
(
e−
(yˆ−y˜)2
4t − e− (yˆ+y˜)
2
4t
)
w10(y˜) dy˜ dyˆ.
(2.9)
Since −β ≤ w10(y) ≤ 0, it is easy to check that the integral in (2.9) converges
for any t ∈ (0, T ] after replacing y˜±yˆ√
t
into a new variable, lim
t→0
us(t, y) = us0(y)
due to lim
t→0
w1(t, y) = w10(y), then u
s ∈ L∞([0, T ] × R+). Thus, the existence
and uniqueness of the solutions to (2.1) are obtained.
Note that 

e−
(y−y˜)2
4t − e− (y+y˜)
2
4t > 0, ∀y > 0,
e−
(y−y˜)2
4t − e− (y+y˜)
2
4t = 0, y = 0.
(2.10)
Then it follows from (2.8) that{
w1 = ∂yu
s − βus < 0, ∀y > 0,
(∂yu
s − βus)|y=0 = 0.
(2.11)
Note that (2.10) and w0(y) < 0, ∀y > 0, it follows from (2.9) that

us|y=0 = 12√πt
0∫
+∞
e−βyˆ
+∞∫
0
(
e−
(yˆ−y˜)2
4t − e− (yˆ+y˜)
2
4t
)
w10(y˜) dy˜ dyˆ > 0,
us(t, y) = e
βy
2
√
πt
y∫
+∞
e−βyˆ
+∞∫
0
(
e−
(yˆ−y˜)2
4t − e− (yˆ+y˜)
2
4t
)
w10(y˜) dy˜ dyˆ > 0.
then ∂yu
s|y=0 = βus|y=0 > 0, lim
β→+∞
us|y=0 = 0.
In order to obtain the monotonicity of ∂yw
1, we transform (2.8) into
w1 = 1√
π
( +∞∫
− y
2
√
t
e−ξ
2
w10(2
√
tξ + y) dξ −
+∞∫
y
2
√
t
e−ξ
2
w10(2
√
tξ − y) dξ
)
. (2.12)
Apply ∂y to (2.12) and note that ∂yw
1
0 < 0, we get ∂yw
1(t) < 0, ∀y ∈
[0,+∞), due to
∂yw
1 = 1√
π
( +∞∫
− y
2
√
t
e−ξ
2
∂yw
1
0(2
√
tξ + y) dξ +
+∞∫
y
2
√
t
e−ξ
2
∂yw
1
0(2
√
tξ − y) dξ
)
.
(2.13)
Apply ∂y to (2.9), we get
∂yu
s(t, y) = βe
βy
2
√
πt
y∫
+∞
e−βyˆ
+∞∫
0
(
e−
(yˆ−y˜)2
4t − e− (yˆ+y˜)
2
4t
)
w10(y˜) dy˜ dyˆ (2.14)
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+ 1
2
√
πt
+∞∫
0
(
e−
(y−y˜)2
4t − e− (y+y˜)
2
4t
)
w10(y˜) dy˜
= βeβy
y∫
+∞
e−βyˆw1(t, yˆ) dyˆ + w1(t, y).
Denote H(t, y) := e−βy∂yus(t, y) = β
y∫
+∞
e−βyˆw1(t, yˆ) dyˆ + e−βyw1(t, y).
Since H(t,+∞) = 0 and ∂yH(t, y) = e−βy∂yw1 < 0, we get H(t, y) > 0, ∀y ∈
[0,+∞). Thus, ∂yus(t, y) > 0, ∀y ∈ [0,+∞).
Apply ∂y to w
1 = ∂yu
s − βus, we get
∂yyu
s(t, y)− β∂yus(t, y) = ∂yw1(t, y) < 0. (2.15)
Therefore, us > 0, ∂yu
s > 0, β − ∂yyus
∂yus
> 0, ∀y ∈ [0,+∞) is proved.
(∂yu
s − βus)|y=0 = 0 is proved.
Next, we prove the a priori estimates (2.6).
When 1 ≤ j ≤ k, apply ∂jt to (2.1)1, and multiply with e−2λt < y >2ℓ ∂jt u,
then integrate in [0, t]× R+, we get
∞∫
0
|e−λt < y >ℓ ∂jtus|2 dy + 2λ
t∫
0
∞∫
0
|e−λt˜ < y >ℓ ∂jt us|2 dy dt˜
+2
t∫
0
∞∫
0
|e−λt˜ < y >ℓ ∂jt ∂yus|2 dy dt˜
=
∞∫
0
| < y >ℓ ∂jt us0|2 dy − 4ℓ
t∫
0
∞∫
0
e−2λt˜y < y >2ℓ−2 ∂jt u
s∂
j
t ∂yu
s dy dt˜
−2
t∫
0
e−2λt˜∂jt u
s|y=0∂jt ∂yus|y=0 dt˜
=
∞∫
0
| < y >ℓ ∂jt us0|2 dy − 4ℓ
t∫
0
∞∫
0
e−2λt˜y < y >2ℓ−2 ∂jt u
s∂
j
t ∂yu
s dy dt˜
−2β
t∫
0
∣∣e−λt∂jtus|y=0∣∣2 dt˜.
(2.16)
Thus, take λ > 0 to be large enough and note that T < +∞, we have
∞∫
0
| < y >ℓ ∂jt us|2 dy + λ
t∫
0
∞∫
0
| < y >ℓ ∂jtus|2 dy dt˜
+
t∫
0
∞∫
0
| < y >ℓ ∂jt ∂yus|2 dy dt˜+ 2β
t∫
0
∣∣∂jt us|y=0∣∣2 dt˜
≤ C(λT )
∞∫
0
| < y >ℓ ∂jtus0|2 dy ≤ C(λT )‖us0‖C˙j
ℓ
≤ C(T ), 1 ≤ j ≤ k.
(2.17)
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Since ∂jt ∂yu
s|y=0 =
0∫
+∞
∂
j
t ∂yyu
s(t, y˜) dy˜ =
0∫
+∞
∂
j+1
t u
s(t, y˜) dy˜, then
∣∣∂jt ∂yus|y=0∣∣∞ . sup
0≤t≤T
+∞∫
0
|∂j+1t us| dy˜ . Cℓ
(
sup
0≤t≤T
+∞∫
0
< y˜ >2ℓ |∂j+1t us|2 dy˜
) 1
2
.
( ∞∫
0
| < y >ℓ ∂j+1t us0|2 dy
) 1
2 ≤ C(T ), 0 ≤ j ≤ k − 1,
t∫
0
∣∣∂jt ∂yus|y=0∣∣2 dt˜ . t∫
0
∣∣∣ 0∫
+∞
∂
j+1
t u
s dy˜
∣∣∣2dt˜ . Cℓ t∫
0
+∞∫
0
| < y˜ >ℓ ∂j+1t us|2 dy˜ dt˜
. Cℓ
∞∫
0
| < y˜ >ℓ ∂j+1t us0|2 dy ≤ C(T ), 0 ≤ j ≤ k − 1.
(2.18)
For any t ∈ [0, T ], we have the L2 estimate for (1 − us)t = (1− us)yy :
1
2∂t‖1− us‖2L2(R+) =
+∞∫
0
(1− us)yy(1− us) dy
= ∂yu
s|y=0(1− us|y=0)−
+∞∫
0
|usy|2 dy
≤ −β∣∣us|y=0∣∣2 − +∞∫
0
|usy|2 dy + ∂yus|y=0 ,
(2.19)
then by (2.18), we get
‖us − 1‖2
L2(R+)
+ 2
t∫
0
+∞∫
0
|usy|2 dydt+ 2β
t∫
0
∣∣us|y=0∣∣2 dt
≤ ‖us0 − 1‖2L2(R+) + 2
t∫
0
∣∣∂yus|y=0∣∣∞ dt ≤ C(T ).
(2.20)
Denote w2 = ∂yu
s, then w2 satisfies the following equation:

∂tw
2 = ∂yyw
2, y > 0, t > 0,
(∂tw
2 − β∂yw2)|y=0 = 0, lim
y→+∞
w2 = 0,
w2|t=0 = w20(y) := ∂yus0(y).
(2.21)
When 0 ≤ j ≤ k − 1, apply ∂jt to (2.21)1, and multiply with e−2λt < y >2ℓ
∂
j
tw
2, then integrate in [0, t]× R+, we get
∞∫
0
|e−λt < y >ℓ ∂jtw2|2 dy + 2λ
t∫
0
∞∫
0
|e−λt˜ < y >ℓ ∂jtw2|2 dy dt˜
+2
t∫
0
∞∫
0
|e−λt˜ < y >ℓ ∂jt ∂yw2|2 dy dt˜
=
∞∫
0
| < y >ℓ ∂jtw20 |2 dy − 4ℓ
t∫
0
∞∫
0
e−2λt˜y < y >2ℓ−2 ∂jtw
2∂
j
t ∂yw
2 dy dt˜
−2
t∫
0
e−2λt˜∂jtw
2|y=0∂jt ∂yw2|y=0 dt˜
(2.22)
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=
∞∫
0
| < y >ℓ ∂jtw20 |2 dy − 4ℓ
t∫
0
∞∫
0
e−2λt˜y < y >2ℓ−2 ∂jtw
2∂
j
t ∂yw
2 dy dt˜
− 2λ
β
t∫
0
∣∣e−λt∂jtw2|y=0∣∣2 dt˜− 1β e−2λt∣∣∂jtw2|y=0∣∣2 + 1β ∣∣∂jtw20 |y=0∣∣2.
Thus, take λ > 0 to be large enough and note that T < +∞, we have
∞∫
0
| < y >ℓ ∂jtw2|2 dy + 2λβ
t∫
0
∣∣∂jtw2|y=0∣∣2 dt˜+ 1β ∣∣∂jtw2|y=0∣∣2∞
+λ
t∫
0
∞∫
0
| < y >ℓ ∂jtw2|2 dy dt˜+
t∫
0
∞∫
0
| < y >ℓ ∂jt ∂yw2|2 dy dt˜
≤ C(λT )
∞∫
0
| < y >ℓ ∂jtw20 |y=0|2 dy + C(λT ) 1β
∣∣∂jtw20 |y=0∣∣2∞
= C(λT )
∞∫
0
| < y >ℓ ∂jtw20 |2 dy + C(λT )
∣∣∂jtus0|y=0∣∣2∞,
(2.23)
Since ∂jt u
s
0|y=0 =
0∫
+∞
∂
j
t ∂yu
s
0(t, y˜) dy˜, then for 0 ≤ j ≤ k − 1,
∣∣∂jt us0|y=0∣∣∞ . +∞∫
0
|∂jt ∂yus0| dy˜ . Cℓ
( +∞∫
0
< y˜ >2ℓ |∂jt ∂yus0|2 dy˜
) 1
2 . (2.24)
Then for 0 ≤ j ≤ k − 1,
∞∫
0
| < y >ℓ ∂jt ∂yus|2 dy + 2λβ
t∫
0
∣∣∂jt ∂yus|y=0∣∣2 dt˜+ 1β ∣∣∂jt ∂yus|y=0∣∣2∞
≤ C(λT )
∞∫
0
| < y >ℓ ∂jt ∂yus0|2 dy ≤ C(λT )‖us0‖C˙j+1
ℓ
≤ C(T ).
(2.25)
Since ∂jt u
s|y=0 =
0∫
+∞
∂
j
t ∂yu
s(t, y˜) dy˜, then
∣∣∂jtus|y=0∣∣∞ . sup
0≤t≤T
+∞∫
0
|∂jt ∂yus| dy˜ . Cℓ
(
sup
0≤t≤T
+∞∫
0
< y˜ >2ℓ |∂jt ∂yus|2 dy˜
) 1
2
. C(λT )‖us0‖C˙j+1
ℓ
≤ C(T ), 0 ≤ j ≤ k − 1.
(2.26)
Thus, ‖us − 1‖2
L2
+ ‖us‖2C˙k0 + β
k∑
j=0
t∫
0
∣∣∂jt us|y=0∣∣2 dt˜+ k−1∑
j=0
t∫
0
∣∣∂jt ∂yus|y=0∣∣2 dt˜
+
k−1∑
j=0
∣∣∂jt us|y=0∣∣2∞ + k−1∑
j=0
∣∣∂jt ∂yus|y=0∣∣2∞ ≤ ‖us0 − 1‖2L2 + C(T )‖us0‖2C˙k
ℓ
≤ C(T ).
Define the following variables:
α(t, y) :=
usyy(t,y)
usy(t,y)
, α1(t, y) :=
usyt(t,y)
usy(t,y)
, α2(t, y) :=
usyyt(t,y)
usy(t,y)
. (2.27)
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Then α(t, y) satisfies the following semilinear system:

∂tα = ∂yyα+ ∂y(α
2), y > 0, t > 0,
∂yα+ α
2 = βα, y = 0,
α|t=0 = α0(y) := ∂yyu
s
0(y)
∂yu
s
0(y)
.
(2.28)
α1(t, y) satisfies the following linear system:

∂tα1 = ∂yyα1 + 2α∂yα1, y > 0, t > 0,
∂yα1 =
1
β
∂tα1, y = 0,
α1|t=0 = α01(y) := ∂yyyu
s
0(y)
∂yu
s
0(y)
.
(2.29)
For the systems (2.28) and (2.29), it is easy to get the following estimates
when λ > 0 is large enough:
k−1∑
k1=0
∞∫
0
< y >2ℓ |e−λt∂k1t α|2 dy +
k−1∑
k1=0
T∫
0
∞∫
0
< y >2ℓ |e−λt∂k1t ∂yα|2 dy dt
+λ
k−1∑
k1=0
T∫
0
∞∫
0
< y >2ℓ |e−λt∂k1t α|2 dy dt+ 2β
k−1∑
k1=0
T∫
0
∣∣e−λt∂k1t α|y=0∣∣2 dt
.
k−1∑
k1=0
∞∫
0
< y >2ℓ |∂k1t α0|2 dy . ‖α0‖2Ck−1
ℓ
≤ C(T ),
k−2∑
k1=0
∞∫
0
< y >2ℓ |e−λt∂k1t α1|2 dy + 1β
k−2∑
k1=0
∣∣e−λt∂k1t α1|y=0∣∣2
.
k−2∑
k1=0
∞∫
0
< y >2ℓ |∂k1t α01|2 dy + 1β
k−2∑
k1=0
∣∣∂k1t α01|y=0∣∣2
+
k−2∑
k1=0
T∫
0
∞∫
0
< y >2ℓ |e−λt∂k1t α|2 dy dt
. ‖α01‖2Ck−2
ℓ
+
k−2∑
k1=0
∣∣∂k1t α0|y=0∣∣2 + C(T )
. ‖α0‖2Ck−1
ℓ
+ Cℓ
k−2∑
k1=0
∞∫
0
< y >2ℓ |∂k1t ∂yα0|2 dy + C(T ) ≤ C(T ),
(2.30)
where ∂tα
0 = ∂yyα
0 +2α0∂yα
0, ∂tα
0
1 = ∂yyα
0
1+2α
0∂yα
0
1 and ∂
k1
t α
0, ∂k1t α
0
1 are
defined by the induction method. α and α1 have the relationship: ∂
k1
t α1|y=0 =
β∂k1t α|y=0, α1 = ∂yα+ α2, ∂yα1 = ∂yyα+ 2α∂yα.
Fix λ > 0 and note that T < +∞, then we have
k−1∑
k1=0
∞∫
0
< y >2ℓ |∂k1t α|2 dy ≤ C(T ),
k−2∑
k1=0
∞∫
0
< y >2ℓ |∂k1t α1|2 dy ≤ C(T ).
(2.31)
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Based on (2.31) and ∂yα = α1 − α2, we get
k−2∑
k1=0
∞∫
0
< y >2ℓ |∂k1t ∂yα|2 dy ≤ C(T ). (2.32)
By using the induction method and ∂yyα = αt − 2α∂yα, we get
‖α‖Ck−10 = ‖
usyy
usy
‖Ck−10 ≤ Cℓ‖
usyy
usy
‖Ck−1
ℓ
= Cℓ‖α‖Ck−1
ℓ
≤ C(T ). (2.33)
Since α1 = ∂yα+ α
2, it is easy to have
‖α1‖Ck−20 = ‖
usyt
usy
‖Ck−20 ≤ Cℓ‖
usyt
usy
‖Ck−2
ℓ
≤ C‖α‖Ck−1
ℓ
≤ C(T ). (2.34)
Since α2 = ∂yα1 + αα1 = ∂yyα+ 3α∂yα+ α
3, it is easy to have
‖α2‖Ck−20 = ‖
usyyt
usy
‖Ck−20 ≤ Cℓ‖
usyyt
usy
‖Ck−2
ℓ
≤ C‖α‖Ck−1
ℓ
≤ C(T ). (2.35)
On the boundary {y = 0},
k−2∑
m=0
∣∣∂mt α|y=0∣∣∞ . ‖∂yα‖Ck−2ℓ . ‖α‖Ck−1ℓ ≤ C(T ),
k−2∑
m=0
∣∣∂mt α1|y=0∣∣∞ . ‖∂yα1‖Ck−2ℓ . ‖α‖Ck−1ℓ ≤ C(T ),
k−3∑
m=0
∣∣∂mt α2|y=0∣∣∞ . ‖∂yα2‖Ck−3ℓ . ‖α‖Ck−1ℓ ≤ C(T ).
(2.36)
Finally, we prove the last part of Theorem 2.1. If ∂yyu
s
0 ≤ 0, we have
∂yyu
s ≤ 0 because w3 = ∂yyus satisfies the heat equation with Robin boundary
condition: 

∂tw
3 = ∂yyw
3, y > 0, t > 0,
(∂yw
3 − βw3)|y=0 = 0, lim
y→+∞
w3 = 0,
w3|t=0 = ∂yyus0.
The proof of w3 ≤ 0 is similar to the proof of w1 ≤ 0.
If β − ∂yyus0
∂yu
s
0
≥ δs,0 ≥ β, i.e., ∂yyus0 ≤ 0, then ∂yyus ≤ 0, so β − ∂yyu
s
∂yus
≥ β.
Otherwise, 0 < δs,0 < β, α
0 ≤ β − δs,0. Apply the maximum principle to the
equation (2.28), we get max{α} ≤ max{α0, α|y=0}.
We investigate ∂yα|y=0 = α|y=0
(
β − α|y=0
)
where
(
β − α|y=0
)
> 0. If
α|y=0,t=t1 > 0, then α never reach its maximum at (t, y) = (t1, 0). Thus,
α ≤ max{max{α0}, α|{y=0,α(t,0)≤0}} ≤ max{max{α0}, 0}. Equivalently, β −
α ≥ min{β, δs,0} ≥ min{δβ, δs,0} > 0.
Let δs = min{δβ, δs,0}. Thus, the last part of Theorem 2.1 is proved.
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3 Well-posedness of the Linearized Prandtl-type
Equations with Robin Boundary Condition
In this section, we investigate the well-posedness of the linearized Prandtl-
type equations with Robin boundary condition in the weighted Sobolev spaces.
There are two cases: Case I is zero data and nonzero force, Case II is zero force
and nonzero data.
3.1 Case I: Zero Data, Nonzero Force
Let (u˜, v˜) be a smooth background state satisfying

u˜ > 0, u˜y > 0, β − u˜yyu˜y ≥ δ > 0, ∀y ∈ [0,+∞),
u˜x + v˜y = 0,
v˜|y=0 = 0,
lim
y→+∞ u˜(t, x, y) = 1,
(3.1)
where (u˜y−βu˜)|y=0 = 0 is unnecessary to be satisfied and will not be used here.
We consider the following linearized Prandtl-type equations with Robin
boundary condition around the background state (u˜, v˜), with zero data and
nonzero force: 

ut + u˜ux + v˜uy + uu˜x + vu˜y − uyy = f,
ux + vy = 0,
(uy − βu)|y=0 = 0, v|y=0 = 0,
lim
y→+∞
u(t, x, y) = 0,
u|t≤0 = 0.
(3.2)
In order to eliminate v in (3.2)1, we define the following variables:
w = ( u
u˜y
)y, η =
u˜yy
u˜y
, η¯ =
usyy
u˜y
, f˜ = f
u˜y
,
ζ =
(∂t+u˜∂x+v˜∂y−∂yy)u˜y
u˜y
, ζ˜1 =
usyyt
u˜y
− η¯ u
s
yt
u˜y
,
ζ˜2 =
(u˜yyt−usyyt)
u˜y
+
u˜u˜yyx
u˜y
− η u˜yt
u˜y
+ η¯
usyt
u˜y
− η u˜u˜yx
u˜y
,
ζ˜ := ζ˜1 + ζ˜2 =
u˜yyt+u˜u˜yyx−η(u˜yt+u˜u˜yx)
u˜y
.
(3.3)
w = ( u
u˜y
)y and lim
y→+∞
u(t, x, y) = 0 imply that
u = −u˜y
+∞∫
y
w(t, x, y˜) dy˜,
u
u˜y
= −
+∞∫
y
w(t, x, y˜) dy˜.
(3.4)
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On the boundary {y = 0}, w|y=0 and u|y=0 have the relationship:
w|y=0 = ( uu˜y )y|y=0 =
uyu˜y−uu˜yy
(u˜y)2
|y=0 = βuu˜y−uu˜yy(u˜y)2 |y=0 = uu˜y |y=0(β − η|y=0).
Namely,
u|y=0 = u˜yβ−η |y=0 w|y=0,
u
u˜y
|y=0 = wβ−η |y=0.
(3.5)
The following lemma gives the equations and boundary condition that w =
( u
u˜y
)y satisfies:
Lemma 3.1. w satisfies the following IBVP:

wt + (u˜w)x + (v˜w)y − 2(ηw)y −
(
ζ
+∞∫
y
w(t, x, y˜) dy˜
)
y
− wyy = ∂y f˜ ,
wt
β−η|y=0 +
(u˜w)x
β−η|y=0 −
(
wy + 2η|y=0w + f˜ + ζ|y=0
+∞∫
0
w(t, x, y˜) dy˜
)
+
wζ˜|y=0
(β−η|y=0)2 = 0, y = 0,
w|t≤0 = 0.
(3.6)
Proof. Firstly, we determine the equations for w.
We have the following transformations:
ut + u˜ux + v˜uy + uu˜x + vu˜y − uyy = f,
ut
u˜y
+ u˜ux
u˜y
+
v˜uy
u˜y
+ uu˜x
u˜y
+ v − uyy
u˜y
= f˜ ,
( u
u˜y
)t + u˜(
u
u˜y
)x + v˜(
u
u˜y
)y + u
u˜x
u˜y
+ v − uyy
u˜y
= f˜ − uu˜yt(u˜y)2 −
u˜uu˜yx
(u˜y)2
− v˜uu˜yy(u˜y)2 ,
(3.7)
while
uyy
u˜y
= (
uy
u˜y
)y +
uyu˜yy
(u˜y)2
= ( u
u˜y
)yy +
2uy u˜yy
(u˜y)2
+ u
(
u˜yy
(u˜y)2
)
y
, (3.8)
Then we have
( u
u˜y
)t + u˜(
u
u˜y
)x + v˜(
u
u˜y
)y + u
u˜x
u˜y
+ v − ( u
u˜y
)yy
= f˜ − uu˜yt(u˜y)2 −
u˜uu˜yx
(u˜y)2
− v˜uu˜yy(u˜y)2 +
2uyu˜yy
(u˜y)2
+ u
(
u˜yy
(u˜y)2
)
y
= f˜ − u(u˜y)2 (∂t + u˜∂x + v˜∂y − ∂yy)u˜y −
2uu˜2yy
(u˜y)3
+
2uyu˜yy
(u˜y)2
= f˜ − u
u˜y
ζ +
2u˜yy
u˜y
( u
u˜y
)y = f˜ − uu˜y ζ + 2ηw.
(3.9)
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Apply ∂y to (3.9) and note that u˜(
u
u˜y
)x + v˜(
u
u˜y
)y = (u˜
u
u˜y
)x + (v˜
u
u˜y
)y, we
get
( u
u˜y
)yt + (u˜
u
u˜y
)xy + (v˜
u
u˜y
)yy + (u
u˜x
u˜y
)y − ux − ( uu˜y )yyy
= ∂y f˜ − ( uu˜y ζ)y + 2(ηw)y ,
wt + u˜wx + v˜wy + v˜yw + u˜y(
u
u˜y
)x + (
u˜x
u˜y
u)y − ux − wyy
+( u
u˜y
ζ)y − 2(ηw)y = ∂y f˜ ,
wt + (u˜w)x + (v˜w)y − 2(ηw)y + ( uu˜y ζ)y − wyy = ∂y f˜ .
(3.10)
Plug (3.4)2 into (3.10)3, we have proved (3.6)1.
Next, we determine the boundary condition for w, to which we only apply
∂
j
t,x on the boundary.
Since v|y=0 = v˜|y=0 = 0, the following equations hold on the boundary
{y = 0}: {
ut + u˜ux + uu˜x − uyy = f,
uy = βu.
(3.11)
Differentiate (3.11)2 tangentially, then we have
uyt = βut, uyx = βux. (3.12)
We calculate
uyy
u˜y
+ f
u˜y
on the boundary {y = 0}:
uyy
u˜y
+ f
u˜y
=
uyy
u˜y
+ f˜
= wy +
2uy u˜yy
(u˜y)2
+ u
(
u˜yy
(u˜y)2
)
y
+ f˜
= wy +
2u˜yy
u˜y
(
w +
uu˜yy
(u˜y)2
)
+ u
(
u˜yy
(u˜y)2
)
y
+ f˜
= wy + 2ηw + u
[
2u˜2yy
(u˜y)3
+
(
u˜yy
(u˜y)2
)
y
]
+ f˜
= wy + 2ηw + u
u˜yyy
(u˜y)2
+ f˜ .
(3.13)
We calculate ut
u˜y
on the boundary {y = 0}:
ut
u˜y
=
uyt
βu˜y
= 1
β
(
uy
u˜y
)t +
1
β
uy u˜yt
(u˜y)2
= 1
β
[
( u
u˜y
)y +
uu˜yy
(u˜y)2
]
t
+ 1
β
uyu˜yt
(u˜y)2
= 1
β
wt +
1
β
u˜yy
u˜y
ut
u˜y
+ u
β
u˜yyt
(u˜y)2
− u
β
2u˜yy u˜yt
(u˜y)3
+ u
u˜yt
(u˜y)2
,
(3.14)
then
(1− η
β
) ut
u˜y
= 1
β
wt +
u
β
u˜yyt
(u˜y)2
+ (1− 2η
β
)u
u˜yt
(u˜y)2
. (3.15)
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Similarly, we calculate ux
u˜y
on the boundary {y = 0}:
(1− η
β
)ux
u˜y
= 1
β
wx +
u
β
u˜yyx
(u˜y)2
+ (1− 2η
β
)u
u˜yx
(u˜y)2
. (3.16)
We transform (3.11)1 on the boundary {y = 0} and then plug (3.15) and
(3.16) into the new equation, we get
ut
u˜y
+ u˜ux
u˜y
+ uu˜x
u˜y
=
uyy
u˜y
+ f
u˜y
,
(1− η
β
) ut
u˜y
+ u˜(1 − η
β
)ux
u˜y
+ (1− η
β
)uu˜x
u˜y
= (1 − η
β
)(
uyy
u˜y
+ f
u˜y
),
1
β
wt +
u
β
u˜yyt
(u˜y)2
+ (1 − 2η
β
)u
u˜yt
(u˜y)2
+ u˜
β
wx +
uu˜
β
u˜yyx
(u˜y)2
+ (1− 2η
β
)u
u˜u˜yx
(u˜y)2
+(1− η
β
)uu˜x
u˜y
= (1− η
β
)(
uyy
u˜y
+ f
u˜y
).
(3.17)
After plugging (3.13) into (3.17), we get
1
β
(wt + u˜wx) +
u
β
u˜yyt
(u˜y)2
+ (1 − 2η
β
)u
u˜yt
(u˜y)2
+ uu˜
β
u˜yyx
(u˜y)2
+ (1− 2η
β
)u
u˜u˜yx
(u˜y)2
+(1− η
β
)uu˜x
u˜y
= (1− η
β
)(wy + 2ηw + u
u˜yyy
(u˜y)2
+ f˜),
(3.18)
then we immediately obtain (3.6)2:
wt + u˜wx − (β − η)
(
wy + 2ηw + f˜ + ζ|y=0
+∞∫
0
w(t, x, y˜) dy˜
)
= −u u˜yyt(u˜y)2 − (β − 2η)u
u˜yt
(u˜y)2
− uu˜ u˜yyx(u˜y)2 − (β − 2η)u
u˜u˜yx
(u˜y)2
− (β − η)uu˜x
u˜y
+(β − η)u u˜yyy(u˜y)2 + (β − η)ζ|y=0 uu˜y |y=0
= − u
u˜y
[
u˜yyt
u˜y
+ (β − 2η) u˜yt
u˜y
+ u˜
u˜yyx
u˜y
+ (β − 2η) u˜u˜yx
u˜y
+ (β − η)u˜x
−(β − η) u˜yyy
u˜y
− (β − η) u˜yt+u˜u˜yx−u˜yyy
u˜y
]
= − u
u˜y
|y=0
[
u˜yyt
u˜y
− η u˜yt
u˜y
+ u˜
u˜yyx
u˜y
− η u˜u˜yx
u˜y
+ (β − η)u˜x
]∣∣∣
y=0
= − w
β−η |y=0 ζ˜|y=0 − wu˜x|y=0.
(3.19)
Thus, Lemma 3.1 is proved.
Remark 3.2. As β → +∞, u|y=0 → 0,
+∞∫
0
w(t, x, y˜) dy˜ = − u
u˜y
|y=0 → 0
and then
+∞∫
y
w(t, x, y˜) dy˜ = −
y∫
0
w(t, x, y˜) dy˜. Thus, the system (3.6) covers the
Dirichlet boundary case when β = +∞.
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In order to obtain the weighted energy estimates about the system (3.6),
we introduce the useful inequalities (see [1]):
‖u‖Ck
ℓ
≤ Cs‖u‖Ak+2
ℓ
,
‖u‖Dk
ℓ
≤ Cs‖u‖Ak+1
ℓ
,
‖u‖Ak
ℓ
(ΩT ) ≈
∑
0≤k1+[ k2+12 ]≤k
‖u‖Bk1,k20,ℓ (ΩT ).
and the following notations:
λ0,0 = ‖u˜− us‖B0,00,0 + ‖u˜x‖B0,00,0 + ‖v˜‖L∞y (L2t,x) + ‖η¯‖L2y(L∞t,x) + ‖η − η¯‖B0,00,0
+‖ζ‖B0,00,ℓ ,
λk1,k2 = ‖u˜− us‖Bk1,k20,0 + ‖u˜x‖Bk1,k20,0 +
∑
0≤m≤k1,0≤q≤k2
‖∂mt,x∂qyus‖L2y(L∞t )
+
∑
0≤m≤k1,0≤q≤k2
‖∂mt,x∂qy v˜‖L∞y (L2t,x) +
∑
0≤m≤k1,0≤q≤k2
‖∂mt,x∂qy η¯‖L2y(L∞t,x)
+‖η − η¯‖Bk1,k20,0 + ‖ζ‖Bk1,k20,ℓ , k1 + [
k2+1
2 ] > 0,
λk1 |∂Ω =
∥∥u˜|y=0 − us|y=0∥∥Ak1 + ∥∥∂xu˜|y=0∥∥Ak1 + k1∑
m=0
∣∣∂mt us|y=0∣∣∞
+
k1∑
m=0
∥∥∂mt,xζ˜1|y=0∥∥L∞t,x + ∥∥ζ˜2|y=0∥∥Ak1 +
k1∑
m=0
∥∥∂mt,xη¯|y=0∥∥L∞t,x
+
∥∥η|y=0 − η¯|y=0∥∥Ak1 , k1 ≥ 0,
λk =
∑
0≤k1+[ k2+12 ]≤k
λk1,k2 +
∑
0≤k1≤k
λk1 |∂Ω .
(3.20)
Via the weighted energy method, we have the following theorem for the
equations (3.6).
Theorem 3.3. Assume 0 < δβ ≤ β < +∞, ℓ > 12 , β − η|y=0 ≥ δ > 0, |η|∞ ≤
Cη, then we have the following a priori estimate for (3.6):
‖w‖Ak
ℓ
+ 1√
β+Cη
∥∥w|y=0∥∥Ak ≤ C(T )‖f˜‖Akℓ + C(T )λk‖f˜‖A3ℓ , 0 ≤ k ≤ k0.
(3.21)
If λp < +∞ where p ≥ 3, then we have the following a priori estimate for (3.6):
‖w‖Ak
ℓ
+ 1√
β+Cη
∥∥w|y=0∥∥Ak ≤ C(T )‖f˜‖Akℓ , 0 ≤ k ≤ p. (3.22)
Proof. 1. L2-estimate:
Multiple (3.6)1 with e
−2λt < y >2ℓ w, we get
wte
−2λt < y >2ℓ w + (u˜w)xe−2λt < y >2ℓ w + (v˜w)ye−2λt < y >2ℓ w
−2(ηw)ye−2λt < y >2ℓ w −
(
ζ
+∞∫
y
w(t, x, y˜) dy˜
)
y
e−2λt < y >2ℓ w
−wyye−2λt < y >2ℓ w − (∂y f˜)e−2λt < y >2ℓ w = 0.
(3.23)
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Integrate (3.23) in R2+, we get
1
2
d
dt‖e−λtw‖2L2
ℓ
(R2+)
+ λ‖e−λtw‖2
L2
ℓ
(R2+)
+ ‖e−λtwy‖2L2
ℓ
(R2+)
+
∫
R
(
wy + 2ηw + f˜ + ζ
+∞∫
0
w(t, x, y˜) dy˜
)∣∣∣
y=0
e−2λtw|y=0 dx
=
∫∫
R
2
+
e−2λt < y >2ℓ v˜wywdxdy + 2ℓ
∫∫
R
2
+
e−2λty < y >2ℓ−2 v˜w2dxdy
−4ℓ ∫∫
R
2
+
e−2λty < y >2ℓ−2 ηw2 dxdy − 2 ∫∫
R
2
+
e−2λt < y >2ℓ ηwwy dxdy
−2ℓ ∫∫
R
2
+
ζ
+∞∫
y
w(t, x, y˜) dy˜ · e−2λty < y >2ℓ−2 w dxdy
− ∫∫
R
2
+
ζ
+∞∫
y
w(t, x, y˜) dy˜ · e−2λt < y >2ℓ wy dxdy
−2ℓ ∫∫
R
2
+
e−2λty < y >2ℓ−2 wwy dxdy − 12
∫∫
R
2
+
e−2λt < y >2ℓ u˜xw2dxdy
−2ℓ ∫∫
R
2
+
e−2λty < y >2ℓ−2 wf˜ dxdy − ∫∫
R
2
+
e−2λt < y >2ℓ wy f˜ dxdy := I1.
(3.24)
In order to eliminate the integrals on the boundary {y = 0} in (3.24),
we need to estimate the boundary condition (3.6)2. Then multiple (3.6)2 with
e−2λtw, we get
wt
β−η|y=0 e
−2λtw −
(
wy + 2η|y=0w + f˜ + ζ|y=0
+∞∫
0
w(t, x, y˜) dy˜
)
e−2λtw
= − wζ˜|y=0(β−η|y=0)2 e−2λtw −
(u˜w)x
β−η|y=0 e
−2λtw.
(3.25)
Integrate (3.25) in R, we get the estimate on {y = 0},
1
2
d
dt
∫
R
e−2λt
β−η|y=0 (w|y=0)2 dx+ λ
∫
R
e−2λt
β−η|y=0 (w|y=0)2 dx
− ∫
R
(
wy + 2ηw + f˜ + ζ
+∞∫
0
w(t, x, y˜) dy˜
)∣∣∣
y=0
e−2λtw|y=0 dx
= − 12
∫
R
u˜x|y=0 e−2λtβ−η|y=0 (w|y=0)2 dx+ 12
∫
R
ηx|y=0 e−2λt(β−η|y=0)2 u˜(w|y=0)2 dx
+ 12
∫
R
ηt|y=0 e−2λt(β−η|y=0)2 (w|y=0)2 dx−
∫
R
ζ˜|y=0 e−2λt
(β−η|y=0)2 (w|y=0)2 dx := I2.
(3.26)
By (3.24) + (3.26), the integrals on the boundary {y = 0} are eliminated,
then we get
1
2
d
dt‖e−λtw‖2L2
ℓ
(R2+)
+ λ‖e−λtw‖2
L2
ℓ
(R2+)
+ ‖e−λtwy‖2L2
ℓ
(R2+)
+ 12
d
dt
∫
R
e−2λt
β−η|y=0 (w|y=0)2 dx+ λ
∫
R
e−2λt
β−η|y=0 (w|y=0)2 dx = I1 + I2.
(3.27)
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Integrate (3.27), we have
‖e−λtw‖2
L2
ℓ
(R2+)
+ 2λ‖e−λtw‖2
L2
ℓ
([0,t]×R2+) + 2‖e
−λtwy‖2L2
ℓ
([0,t]×R2+)
+
∫
R
e−2λt
β−η|y=0 (w|y=0)2 dx+ 2λ
t∫
0
∫
R
e−2λt
β−η|y=0 (w|y=0)2 dxdt
=
∥∥w|t=0∥∥2L2
ℓ
(R2+)
+
∫
R
1
β−η|y=0 (w|y=0,t=0)2 dx+ 2
t∫
0
I1 + I2 dt.
(3.28)
We need to estimate the following two terms in
t∫
0
I1 + I2 dt:
−2ℓ
t∫
0
∫∫
R
2
+
ζ
+∞∫
y
w(t, x, y˜) dy˜ · e−2λty < y >2ℓ−2 w dxdydt
≤ 2ℓCℓ‖ζ‖L∞t,x(L2ℓ,y)‖e−λtw‖2L2ℓ([0,t]×R2+),
−
t∫
0
∫∫
R
2
+
ζ
+∞∫
y
w(t, x, y˜) dy˜ · e−2λt < y >2ℓ wy dxdydt
≤ q‖ζ‖L∞t,x(L2ℓ,y)‖e−λtwy‖2L2ℓ([0,t]×R2+) +
Cℓ
q
‖ζ‖L∞t,x(L2ℓ,y)‖e−λtw‖2L2ℓ([0,t]×R2+),
where q > 0 is a small constant.
Then it is easy to get the estimate:
t∫
0
I1 + I2 dt
≤ (2ℓ+ 2
q
)‖e−λtf˜‖2
L2
ℓ
([0,t]×R2+) + qc1(λ3)‖e
−λtwy‖2L2
ℓ
([0,t]×R2+)
+c2(λ3, q)‖e−λtw‖2L2
ℓ
([0,t]×R2+) + c3(λ3)
∫
R
e−2λt
β−η|y=0 (w|y=0)2 dx,
(3.29)
Let q to be small enough such that qc1(λ3) ≤ 12 , let λ > 0 to be large
enough such that λ ≥ max{c2(λ3, q), c3(λ3)}, then
‖e−λtw‖2
L2
ℓ
(R2+)
+ λ‖e−λtw‖2
L2
ℓ
([0,t]×R2+) + ‖e
−λtwy‖2L2
ℓ
([0,t]×R2+)
+
∫
R
e−2λt
β−η|y=0 (w|y=0)2 dx+ λ
t∫
0
∫
R
e−2λt
β−η|y=0 (w|y=0)2 dxdt
. ‖e−λtf˜‖2
L2
ℓ
([0,T ]×R2+) +
∥∥w|t=0∥∥2L2
ℓ
(R2+)
+
∫
R
1
β−η|y=0,t=0 (w|y=0,t=0)2 dx.
(3.30)
Fix λ > 0 and note that T < +∞, w|t≤0 = 0, for any t ∈ [0, T ], we have
‖w‖B0,10,ℓ +
1√
β+Cη
∥∥w|y=0∥∥A0 ≤ C(λT )‖f˜‖B0,00,ℓ . (3.31)
2. tangential derivatives estimates:
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Apply ∂kt,x to the linearized system (3.6), where k ≥ 1 we have

(∂kt,xw)t − ∂y
[
∂kt,x
(
wy + 2ηw + f˜ + ζ
+∞∫
y
w(t, x, y˜) dy˜
)]
= −∂kt,x(u˜w)x − ∂kt,x(v˜w)y ,
(∂kt,xw)t
β−η|y=0 − ∂kt,x
(
wy + 2η|y=0w + f˜ + ζ|y=0
+∞∫
0
w(t, x, y˜) dy˜
)
= − ∑
k1<k
∂t(∂
k1
t,xw)∂
k2
t,x(
1
β−η|y=0 )− ∂kt,x[
(u˜w)x
β−η|y=0 ]
− ∑
k1+k2=k
∂k1t,x(
ζ˜
(β−η)2 )|y=0∂k2t,xw, y = 0,
∂kt,xw|t≤0 = 0.
(3.32)
Multiple (3.32)1 with e
−2λt < y >2ℓ ∂kt,xw, we get
(∂kt,xw)te
−2λt < y >2ℓ ∂kt,xw
−∂y
[
∂kt,x
(
wy + 2ηw + f˜ + ζ
+∞∫
y
w(t, x, y˜) dy˜
)]
e−2λt < y >2ℓ ∂kt,xw
= −∂kt,x(u˜w)xe−2λt < y >2ℓ ∂kt,xw − ∂kt,x(v˜w)ye−2λt < y >2ℓ ∂kt,xw.
(3.33)
Integrate (3.33) in R2+, we get
1
2
d
dt‖e−λt∂kt,xw‖2L2
ℓ
(R2+)
+ λ‖e−λt∂kt,xw‖2L2
ℓ
(R2+)
+ ‖e−λt∂kt,xwy‖2L2
ℓ
(R2+)
+
∫
R
∂kt,x
(
wy + 2ηw + f˜ + ζ
+∞∫
y
w(t, x, y˜) dy˜
)∣∣∣
y=0
e−2λt∂kt,xw|y=0 dx
= − ∫∫
R
2
+
∂kt,x
(
2ηw + f˜ + ζ
+∞∫
y
w(t, x, y˜) dy˜
)
e−2λt < y >2ℓ ∂y∂kt,xw dxdy
−2ℓ ∫∫
R
2
+
∂kt,x
(
wy + 2ηw + f˜ + ζ
+∞∫
y
w(t, x, y˜) dy˜
)
e−2λty < y >2ℓ−2 ∂kt,xw dxdy
− ∫∫
R
2
+
∂kt,x(u˜w)xe
−2λt < y >2ℓ ∂kt,xwdxdy
− ∫∫
R
2
+
∂kt,x(v˜w)ye
−2λt < y >2ℓ ∂kt,xw dxdy := I3.
(3.34)
In order to eliminate the integrals on the boundary {y = 0} in (3.34), we
need to estimate the boundary condition (3.32)2. Then multiple (3.32)2 with
e−2λt∂kt,xw, we get
(∂kt,xw)t
β−η|y=0 e
−2λt∂kt,xw
−∂kt,x
(
wy + 2η|y=0w + f˜ + ζ|y=0
+∞∫
0
w(t, x, y˜) dy˜
)
e−2λt∂kt,xw
(3.35)
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= − ∑
k1<k
∂t(∂
k1
t,xw)∂
k2
t,x(
1
β−η|y=0 )e
−2λt∂kt,xw − ∂kt,x[ (u˜w)xβ−η|y=0 ]e−2λt∂kt,xw
− ∑
k1+k2=k
∂k1t,x(
ζ˜
(β−η)2 )|y=0∂k2t,xw e−2λt∂kt,xw.
Integrate (3.35) in R, we get
1
2
d
dt
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dx+ λ
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dx
− ∫
R
∂kt,x
(
wy + 2η|y=0w + f˜ + ζ|y=0
+∞∫
0
w(t, x, y˜) dy˜
)∣∣∣
y=0
· e−2λt∂kt,xw|y=0 dx
= 12
∫
R
ηt|y=0 e−2λt(β−η|y=0)2 (∂kt,xw|y=0)2 dx
− ∑
k1<k
∫
R
∂t(∂
k1
t,xw)∂
k2
t,x(
1
β−η|y=0 )e
−2λt∂kt,xw dx−
∫
R
∂kt,x[
(u˜w)x
β−η|y=0 ]e
−2λt∂kt,xw dx
− ∑
k1+k2=k
∫
R
∂k1t,x(
ζ˜
(β−η)2 )|y=0∂k2t,xw e−2λt∂kt,xw dx := I4.
(3.36)
By (3.34) + (3.36), the integrals on the boundary {y = 0} are eliminated,
then we get
1
2
d
dt‖e−λt∂kt,xw‖2L2
ℓ
(R2+)
+ λ‖e−λt∂kt,xw‖2L2
ℓ
(R2+)
+ ‖e−λt∂kt,xwy‖2L2
ℓ
(R2+)
+ 12
d
dt
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dx+ λ
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dx = I3 + I4.
(3.37)
Integrate (3.37), we have
‖e−λt∂kt,xw‖2L2
ℓ
(R2+)
+ 2λ‖e−λt∂kt,xw‖2L2
ℓ
([0,t]×R2+) + 2‖e
−λt∂kt,xwy‖2L2
ℓ
([0,t]×R2+)
+
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dx+ 2λ
t∫
0
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dxdt
=
∥∥∂kt,xw|t=0∥∥2L2
ℓ
(R2+)
+
∫
R
1
β−η|y=0 (∂
k
t,xw|y=0,t=0)2 dx+ 2
t∫
0
I3 + I4 dt.
(3.38)
We estimate the terms in
t∫
0
I3 dt, note that e
−λt ≤ 1: the first estimate is
−
t∫
0
∫∫
R
2
+
∂kt,x
(
2ηw + f˜ + ζ
+∞∫
y
w(t, x, y˜) dy˜
)
e−2λt < y >2ℓ ∂y∂kt,xw dxdydt
≤ q‖w‖2Bk,1
λ,ℓ
+ C(q)
(
‖f˜‖2Bk,0
λ,ℓ
+ |η|2∞‖w‖2Bk,0
λ,ℓ
+ ‖w‖2L∞
ℓ
‖∂kt,x(η − η¯)‖2L2([0,t]×R2+)
+‖∂kt,xη¯‖2L2y(L∞t,x)‖w‖
2
L2t,x(L
∞
y,ℓ
)
+ ‖ζ‖2
L2
y,ℓ
(L∞t,x)
‖w‖2Bk,0
λ,ℓ
+ ‖ζ‖2Bk,0
0,ℓ
‖w‖2
L2
y,ℓ
(L∞t,x)
)
≤ q‖w‖2Bk,1
λ,ℓ
+ C(q)‖f˜‖2Bk,0
λ,ℓ
+ C(q, (λ2)
2)‖w‖2Bk,0
λ,ℓ
+ C(q) · (λk)2‖w‖2B2,10,ℓ .
(3.39)
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The second estimate is
−2ℓ
t∫
0
∫∫
R
2
+
∂kt,x
(
wy + 2ηw + f˜ + ζ
+∞∫
y
w(t, x, y˜) dy˜
)
· e−2λty < y >2ℓ−2 ∂kt,xw dxdydt
≤ q‖w‖2Bk,1
λ,ℓ
+ C(q)‖w‖2Bk,0
λ,ℓ
+ C(‖f˜‖2Bk,0
λ,ℓ
+ |η|2∞‖w‖2Bk,0
λ,ℓ
+‖w‖2L∞
ℓ
‖∂kt,x(η − η¯)‖2L2([0,t]×R2+) + ‖∂
k
t,xη¯‖2L2y(L∞t,x)‖w‖
2
L2t,x(L
∞
y,ℓ
)
+‖ζ‖2
L2
y,ℓ
(L∞t,x)
‖w‖2Bk,0
λ,ℓ
+ ‖ζ‖2Bk,00,ℓ ‖w‖
2
L2
y,ℓ
(L∞t,x)
)
≤ q‖w‖2Bk,1
λ,ℓ
+ C(q)‖f˜‖2Bk,0
λ,ℓ
+ C(q, (λ2)
2)‖w‖2Bk,0
λ,ℓ
+ C · (λk)2‖w‖2B2,10,ℓ .
(3.40)
The third estimate is
−
t∫
0
∫∫
R
2
+
∂kt,x(u˜w)xe
−2λt < y >2ℓ ∂kt,xwdxdydt
= −
t∫
0
∫∫
R
2
+
∂kt,x(u˜xw)e
−2λt < y >2ℓ ∂kt,xwdxdydt
−
t∫
0
∫∫
R
2
+
(
∑
k2<k
∂k1t,xu˜∂
k2
t,xwx)e
−2λt < y >2ℓ ∂kt,xwdxdydt
+ 12
t∫
0
∫∫
R
2
+
u˜xe
−2λt < y >2ℓ |∂kt,xw|2dxdydt
. (|∂1t,xu˜|∞ + |u˜x|∞ + 1)‖w‖2Bk,0
λ,ℓ
+ ‖∂kt,xu˜x‖2L2([0,t]×R2+)‖w‖
2
L∞
ℓ
+‖∂kt,x(u˜− us)‖2L2([0,t]×R2+)‖wx‖
2
L∞
ℓ
+ ‖∂kt,xus‖2L2y(L∞t,x)‖wx‖
2
L∞
y,ℓ
(L2t,x)
. ((λ3)
2 + 1)‖w‖2Bk,0
λ,ℓ
+ (λk)
2‖w‖2B3,10,ℓ .
(3.41)
Since ∂kt,xv˜|y=0 = 0, k ≥ 0, we have the fourth estimate
−
t∫
0
∫∫
R
2
+
∂kt,x(v˜w)ye
−2λt < y >2ℓ ∂kt,xw dxdydt
=
t∫
0
∫∫
R
2
+
∂kt,x(v˜w)e
−2λt(< y >2ℓ ∂kt,xwy + 2ℓy < y >
2ℓ−2 ∂kt,xw) dxdydt
≤ q‖w‖2Bk,1
λ,ℓ
+ C(q)
(
|v˜|∞‖w‖2Bk,0
λ,ℓ
+ ‖w‖2Bk,0
λ,ℓ
+ ‖∂kt,xv˜‖L∞y (L2t,x)‖w‖2L2y,ℓ(L∞t,x)
)
≤ q‖w‖2Bk,1
λ,ℓ
+ C(q, (λ2)
2)‖w‖2Bk,0
λ,ℓ
+ C(q) · (λk)2‖w‖2B2,10,ℓ .
(3.42)
We estimate the terms in
t∫
0
I4 dt and note that e
−2λt ≤ 1:
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The first estimate on {y = 0} is
1
2
t∫
0
∫
R
ηt|y=0 e−2λt(β−η|y=0)2 (∂kt,xw|y=0)2 dxdt
− ∑
k1<k
t∫
0
∫
R
∂t(∂
k1
t,xw)∂
k2
t,x(
1
β−η|y=0 )e
−2λt∂kt,xw dxdt
.
(
1
δ
∣∣ηt|y=0∣∣L∞t,x + 1 + ∣∣∂1t,xη|y=0∣∣L∞t,x
) t∫
0
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dxdt
+
∥∥(η − η¯)|y=0∥∥2Ak
∣∣∂tw|y=0∣∣2
L∞t,x
C(max{δ, β−Cη}) +
∥∥∂kt,xη¯|y=0∥∥2L∞t,x
∥∥∂tw|y=0∥∥2
A0
C(max{δ, β−Cη})
. (λ3 + 1)
t∫
0
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dxdt+ (λk)
2
C(max{δ, β−Cη})
∥∥w|y=0∥∥2A3 .
(3.43)
The second estimate on {y = 0} is
−
t∫
0
∫
R
∂kt,x[
(u˜w)x
β−η|y=0 ]e
−2λt∂kt,xw dxdt
= −
t∫
0
∫
R
∂kt,x(
u˜x
β−η|y=0w)e
−2λt∂kt,xw dxdt+
1
2
t∫
0
∫
R
∂x(
u˜
β−η|y=0 )e
−2λt|∂kt,xw|2 dxdt
− ∑
k2<k
t∫
0
∫
R
∂k1t,x(
u˜
β−η|y=0 )∂
k2
t,x(wx)e
−2λt∂kt,xw dxdt
. (|u˜x|∞ + |u˜t|∞ + |u˜|∞ + |ηx|∞ + |ηt|∞ + 1)
t∫
0
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dxdt
+(
∣∣∂kt,xη¯|y=0∣∣2L∞t,x + ∣∣∂kt,xus|y=0∣∣2L∞t,x)
∥∥w|y=0∥∥2
A0
+
∥∥wx|y=0∥∥2
A0
C(max{δ, β−Cη})
+
|w|2L∞t,x+|wx|
2
L∞t,x
C(max{δ, β−Cη})
(∥∥u˜x|y=0∥∥2Ak + ∥∥(u˜− us)|y=0∥∥2Ak + ∥∥(η − η¯)|y=0∥∥2Ak
)
. (λ3 + 1)
t∫
0
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dxdt+ (λk)
2
C(max{δ, β−Cη})
∥∥w|y=0∥∥2A3 .
(3.44)
The third estimate on {y = 0} is
− ∑
k1+k2=k
t∫
0
∫
R
∂k1t,x(
ζ˜1+ζ˜2
(β−η)2 )|y=0∂k2t,xw e−2λt∂kt,xw dxdt
. (1
δ
∣∣ζ˜|y=0∣∣∞ + 1) t∫
0
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dxdt
+
∑
0≤k2≤k
(
∥∥∂k2t,xζ¯1|y=0∥∥2L∞t,x + ∥∥∂k2t,xη¯|y=0∥∥2L∞t,x)
∥∥w|y=0∥∥2
A0
C(max{δ, β−Cη})
+(
∥∥ζ¯2|y=0∥∥2Ak + ∥∥(η − η¯)|y=0∥∥2Ak) |w|
2
L∞t,x
C(max{δ, β−Cη})
. (λ2 + 1)
t∫
0
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dxdt+ (λk)
2
C(max{δ, β−Cη})
∥∥w|y=0∥∥2A2 .
(3.45)
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Then
‖e−λt∂kt,xw‖2L2
ℓ
(R2+)
+ 2λ‖e−λt∂kt,xw‖2L2
ℓ
([0,t]×R2+) + 2‖e
−λt∂kt,xwy‖2L2
ℓ
([0,t]×R2+)
+
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dx+ 2λ
t∫
0
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dxdt
≤ 3q‖w‖2Bk,1
λ,ℓ
+ c4(λ3 + 1)
t∫
0
∫
R
e−2λt
β−η|y=0 (∂
k
t,xw|y=0)2 dxdt+ C(q, (λ3)2)‖w‖2Bk,0
λ,ℓ
+C(q)‖f˜‖2Bk,0
λ,ℓ
+ C(q) · (λk)2‖w‖2B3,10,ℓ + C(q) ·
(λk)
2
C(max{δ, β−Cη})
∥∥w|y=0∥∥2A3 .
(3.46)
Sum (3.46) from 0-th order to k-th order, let q to be small enough such
that the coefficient of
∑
0≤m≤k
‖w‖2Bm,1
λ,ℓ
is less than 1, let λ > 0 to be large enough
such that not only the coefficient of
∑
0≤m≤k
‖w‖2Bm,0
λ,ℓ
but also the coefficient of
∑
0≤m≤k
t∫
0
∫
R
e−2λt
β−η|y=0 (∂
m
t,xw|y=0)2 dxdt are less than λ, then we have
‖w‖2B˜k,0
λ,ℓ
+ λ‖w‖2Bk,0
λ,ℓ
+ ‖w‖2Bk,1
λ,ℓ
+
∑
0≤m≤k
∫
R
e−2λt
β−η (∂
m
t,xw|y=0)2 dx
+λ
∑
0≤m≤k
T∫
0
∫
R
e−2λt
β−η (∂
m
t,xw|y=0)2 dxdt
≤ ∑
0≤m≤k
‖∂mt,xw|t=0‖2L2
ℓ
(R2+)
+
∑
0≤m≤k
∫
R
1
β−η|y=0,t=0 (∂
m
t,xw|y=0,t=0)2 dx
+C(q)‖f˜‖2Bk,0
λ,ℓ
+ C(q) · (λk)2‖w‖2B3,10,ℓ + C(q) ·
(λk)
2
C(max{δ, β−Cη})
∥∥w|y=0∥∥2A3 .
(3.47)
Fix λ > 0 and note that T < +∞, w|t≤0 = 0, we have
‖w‖Bk,10,ℓ +
1√
β+Cη
∥∥w|y=0∥∥Ak ≤ C(q, λT )‖f˜‖Bk,00,ℓ
+C(q, λT ) · λk‖w‖B3,10,ℓ + C(q, λT ) ·
λk
C(max{√δ,
√
β−Cη})
∥∥w|y=0∥∥A3 . (3.48)
Similar to L2-estimate,
‖w‖Bk,1
0,ℓ
+ 1√
β+Cη
‖w|y=0‖Ak . ‖f˜‖Bk,0
0,ℓ
, 0 ≤ k ≤ 3. (3.49)
Thus, when λp < +∞ where p ≥ 3, for any 3 ≤ k ≤ p, we have
‖w‖Bk,10,ℓ +
1√
β+Cη
∥∥w|y=0∥∥Ak ≤ C(q, λT )‖f˜‖Bk,00,ℓ
+C(q, λT ) · λk
(
‖w‖B3,10,ℓ +
√
β+Cη
C(max{√δ,
√
β−Cη})
1√
β+Cη
∥∥w|y=0∥∥A3
)
≤ C(q, λT )‖f˜‖Bk,00,ℓ + C(q, λT ) · λk‖f˜‖B3,00,ℓ ≤ C(q, λT )‖f˜‖Bk,00,ℓ ,
(3.50)
where
√
β+Cη
C(max{√δ,
√
β−Cη})
< +∞ for 0 < δβ ≤ β ≤ +∞.
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3. mixed derivatives estimates:
It follows from (3.6) that
wyy = wt + (u˜w)x + (v˜w)y − 2(ηw)y − ∂yζ
+∞∫
y
w(t, x, y˜) dy˜ + ζw − ∂y f˜ .
(3.51)
Applying ∂k1t,x to (3.51), it is easy to get the estimate:
‖w‖Bk1,20,ℓ . ‖f˜‖Bk1,10,ℓ + (λ3 + 1)(‖w‖Bk1+1,00,ℓ + ‖w‖Bk1,10,ℓ ) + λk1+1‖w‖B2,10,ℓ .
(3.52)
While by (3.48), (3.49) and (3.50), we have
‖w‖Bk1+1,00,ℓ ≤ C(q, λT )‖f˜‖Bk1+1,00,ℓ + C(q, λT ) · λk1+1‖f˜‖B3,00,ℓ ,
‖w‖Bk1,10,ℓ ≤ C(q, λT )‖f˜‖Bk1,00,ℓ + C(q, λT ) · λk1‖f˜‖B3,00,ℓ ,
‖w‖B2,10,ℓ ≤ C(q, λT )‖f˜‖B2,00,ℓ .
(3.53)
Plug (3.53) into (3.52), we get
‖w‖Bk1,20,ℓ ≤ ‖f˜‖Bk1,10,ℓ + C(q, λT, λ3)‖f˜‖Bk1+1,00,ℓ + C(q, λT ) · λk1+1‖f˜‖B3,00,ℓ .
(3.54)
When k2 > 2, apply ∂
k1
t,x∂
k2−2
y to (3.51), we get
∂k1t,x∂
k2
y w = ∂t∂
k1
t,x∂
k2−2
y w + ∂x∂
k1
t,x∂
k2−2
y (u˜w) + ∂
k1
t,x∂
k2−1
y (v˜w)− 2∂k1t,x∂k2−1y (ηw)
−∂k1t,x∂k2−1y
(
ζ
+∞∫
y
w(t, x, y˜) dy˜
)
− ∂k1t,x∂k2−1y f˜ ,
(3.55)
then
‖w‖Bk1,k20,ℓ . ‖w‖Bk1+1,k2−20,ℓ + ‖u˜‖L∞‖w‖Bk1+1,k2−20,ℓ + ‖u˜− u
s‖Bk1+1,k2−20,0 ‖w‖L∞ℓ
+‖∂k1+1t,x ∂k2−2y us‖L2y(L∞t )‖w‖L∞y,ℓ(L2t,x) + ‖v˜‖L∞‖w‖Bk1,k2−10,ℓ
+‖∂k1t,x∂k2−1y v˜‖L∞y (L2t,x)‖w‖L2y,ℓ(L∞t,x) + 2‖∂
k1
t,x∂
k2−1
y η¯‖L2y(L∞t,x)‖w‖L∞y,ℓ(L2t,x)
+2‖η − η¯‖Bk1,k2−10,ℓ ‖w‖L∞ + 2‖η‖L∞‖w‖Bk1,k2−10,ℓ + ‖f˜‖Bk1,k2−10,ℓ
+‖ζ‖Bk1,k2−10,ℓ ‖w‖L2y,ℓ(L∞t,x) + ‖ζ‖L∞‖w‖Bk1,k2−20,ℓ
. ‖f˜‖Bk1,k2−10,ℓ + (λ3 + 1)(‖w‖Bk1+1,k2−20,ℓ + ‖w‖Bk1,k2−10,ℓ )
+(λk1+1,k2−2 + λk1,k2−1)‖w‖B2,1
0,ℓ
.
(3.56)
Since λ3 < +∞, (3.56) implies
‖w‖Bk1,k20,ℓ . ‖f˜‖Bk1,k2−10,ℓ + ‖w‖Bk1+1,k2−20,ℓ + ‖w‖Bk1,k2−10,ℓ
+(λk1+1,k2−2 + λk1,k2−1)‖w‖B2,10,ℓ .
(3.57)
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Apply the induction method to (3.57), we get the estimates:
‖w‖Ak
ℓ
. ‖f˜‖Ak
ℓ
+ λk‖f˜‖A3
ℓ
. (3.58)
Since λp < +∞, for any 0 ≤ k ≤ p, we have ‖w‖Ak
ℓ
. ‖f˜‖Ak
ℓ
.
By (3.48), (3.49), (3.50), (3.58), Theorem 3.3 is proved.
Remark 3.4. In [1], the linearized Prandtl-type equations with Dirichlet bound-
ary condition has the following estimate with the different definition of λk:
‖w‖Ak
ℓ
≤ C1(λ3)‖f˜‖Ak
ℓ
+ C2(λ3)λk‖f˜‖A3
ℓ
. (3.59)
While in this paper, the estimate of 1√
β+Cη
∥∥w|y=0∥∥Ak is necessary.
3.2 Case II: Zero Force, Nonzero Data
Let (u˜, v˜) be a smooth background state satisfying

u˜ > 0, u˜y > 0, β − u˜yyu˜y ≥ δ > 0, ∀y ∈ [0,+∞),
u˜x + v˜y = 0,
v˜|y=0 = 0,
lim
y→+∞
u˜(t, x, y) = 1,
(3.60)
where (u˜y−βu˜)|y=0 = 0 is unnecessary to be satisfied and will not be used here.
We consider the following linearized Prandtl-type equations with Robin
boundary condition around the background state (u˜, v˜), with zero force and
nonzero data: 

ut + u˜ux + v˜uy + uu˜x + vu˜y − uyy = 0,
ux + vy = 0,
(∂yu− βu)|y=0 = 0, v|y=0 = 0,
lim
y→+∞
u(t, x, y) = 0,
u|t≤0 = u0.
(3.61)
Then w = ( u
u˜y
)y satisfies the following IBVP:

wt + (u˜w)x + (v˜w)y − 2(ηw)y −
(
ζ
+∞∫
y
w(t, x, y˜) dy˜
)
y
− wyy = 0,
wt
β−η|y=0 +
(u˜w)x
β−η|y=0 −
(
wy + 2η|y=0w + f˜ + ζ|y=0
+∞∫
0
w(t, x, y˜) dy˜
)
+
wζ˜|y=0
(β−η|y=0)2 = 0, y = 0,
w|t≤0 = w0 := ( u0∂y u˜0 )y .
(3.62)
When λp < +∞, we have the following theorem for the equations (3.62):
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Theorem 3.5. Assume 0 < δβ ≤ β < +∞, ℓ > 12 , β − η|y=0 ≥ δ > 0, |η|∞ ≤
Cη, λp < +∞ where p ≥ 3, then we have the following a priori estimate for
(3.62):
‖w‖Ak
ℓ
+ 1√
β+Cη
∥∥w|y=0∥∥Ak
≤ C(T, λp)
(
‖w0‖Ak
ℓ
(R2+,t=0)
+ 1
max{
√
β−Cη,
√
δ}
∥∥w0|y=0∥∥Ak(R,t=0)
)
, k ≤ p,
(3.63)
where the time derivatives of the initial data can be represented by the space
derivatives of the initial data by solving the equations.
Proof. 1. L2-estimate:
Since f˜ ≡ 0, it follows from (3.30) that
‖e−λtw‖2
L2
ℓ
(R2+)
+ λ‖e−λt < y >ℓ w‖2
L2([0,t]×R2+) + ‖e
−λt < y >ℓ wy‖2L2([0,t]×R2+)
+
∫
R
e−2λt
β−η|y=0 (w|y=0)2 dx+ λ
t∫
0
∫
R
e−2λt
β−η|y=0 (w|y=0)2 dxdt
≤ ‖w|t=0‖2A0
ℓ
(R,t=0)
+
∫
R
1
β−η|y=0,t=0 (w|y=0,t=0)2 dx.
(3.64)
Fix λ > 0 and note that T < +∞, w|t≤0 = 0, for any t ∈ [0, T ], we have
‖w‖B0,10,ℓ +
1√
β+Cη
∥∥w|y=0∥∥A0
≤ C(λT )‖w|t=0‖A0
ℓ
(R2+,t=0)
+ C(λT )
max{
√
β−Cη,
√
δ}
∥∥w|y=0,t=0∥∥A0(R,t=0). (3.65)
2. tangential derivatives estimates:
Since f˜ ≡ 0, it follows from (3.47) that
‖w‖2Bk,1
λ,ℓ
+ 1
β+Cη
∥∥e−λtw|y=0∥∥2Ak
≤ ∑
0≤m≤k
‖∂mt,xw|t=0‖2L2
ℓ
(R2+)
+
∑
0≤m≤k
∫
R
1
β−η|y=0,t=0 (∂
m
t,xw|y=0,t=0)2 dx
+C(q) · (λk)2‖w‖2B3,1
λ,ℓ
+ C(q) · (λk)2
C(max{δ,β−Cη})
∥∥w|y=0∥∥2A3 .
(3.66)
Fix λ > 0 and note that T < +∞, we have
‖w‖Bk,10,ℓ +
1√
β+Cη
∥∥w|y=0∥∥Ak ≤ C(λT ) ∑
0≤m≤k
‖∂mt,xw|t=0‖L2ℓ(R2+)
+ C(λT )
max{
√
β−Cη,
√
δ}
∥∥w|y=0,t=0∥∥Ak(R,t=0) + C(q, λT ) · λk‖w‖B3,1λ,ℓ
+C(q, λT )λk ·
√
β+Cη
C(max{√δ,
√
β−Cη})
1√
β+Cη
∥∥w|y=0∥∥A3 ,
(3.67)
where
√
β+Cη
C(max{√δ,
√
β−Cη})
< +∞ for 0 < δβ ≤ β ≤ +∞.
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Similar to L2-estimate, for any 0 ≤ k ≤ 3,
‖w‖Bk,10,ℓ +
1√
β+Cη
∥∥w|y=0∥∥Ak
. ‖w|t=0‖Ak
ℓ
(R2+,t=0)
+ 1
max{
√
β−Cη,
√
δ}
∥∥w|y=0,t=0∥∥Ak(R,t=0). (3.68)
Plug (3.68) into (3.67) and note that λp < +∞ where p ≥ 3, we have
‖w‖Bk,10,ℓ +
1√
β+Cη
∥∥w|y=0∥∥Ak
. ‖w|t=0‖Ak
ℓ
(R2+,t=0)
+ 1
max{
√
β−Cη,
√
δ}
∥∥w|y=0,t=0∥∥Ak(R,t=0) , 3 ≤ k ≤ p.
(3.69)
3. mixed derivatives estimates: When k = 1, we estimate (3.51) directly
and note that ∂y f˜ = 0, we get
‖w‖B0,20,ℓ . ‖w‖B1,00,ℓ + ‖w‖B0,10,ℓ . (3.70)
By (3.69) and (3.70), we have
‖w‖A1
ℓ
+ 1√
β+Cη
∥∥w|y=0∥∥A1
.
∥∥w|t=0∥∥A1
ℓ
(R2+,t=0)
+ 1
max{
√
β−Cη,
√
δ}
∥∥w|y=0,t=0∥∥A1(R,t=0). (3.71)
When 2 ≤ k ≤ p, we need to estimate mixed derivatives.
Since f˜ ≡ 0, it follows from (3.57) that
‖w‖Bk1,k20,ℓ . ‖w‖Bk1+1,k2−20,ℓ + ‖w‖Bk1,k2−10,ℓ + (λk1+1,k2−2 + λk1,k2−1)‖w‖B2,10,ℓ .
(3.72)
Apply the induction method to (3.72), we get the estimates:
‖w‖Bk1,k2
0,ℓ
.
∑
0≤m≤[k22 ]
‖w‖Bk1+m,1
0,ℓ
+ λp‖w‖B2,10,ℓ . (3.73)
By the inequalities (3.73) and (3.68), we get
‖w‖Ak
ℓ
. ‖w‖Bk,1
0,ℓ
+ λp‖w‖B2,10,ℓ
.
∥∥w|t=0∥∥Ak
ℓ
(R2+,t=0)
+ 1
max{
√
β−Cη,
√
δ}
∥∥w|y=0,t=0∥∥Ak(R,t=0), 2 ≤ k ≤ p.
(3.74)
By (3.68), (3.69), (3.71), (3.74), Theorem 3.5 is proved.
4 Iteration Scheme for the Nonlinear Prandtl
Equations with Robin Boundary Condition
In this section, we establish the Nash-Moser-Ho¨rmander iteration scheme
and construct the approximate solutions satisfying Robin boundary condition.
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To start the iteration, we need to construct the zero-th order approximate so-
lution satisfying Robin boundary condition.
4.1 Establishment of the Nash-Moser-Ho¨rmander Itera-
tion Scheme
In order to mollify some variables and quantities in the Nash-Moser-Ho¨rmander
iteration scheme, we need to define three smoothing operators Sθ, S
u
θ , S
v
θ and
extension operators E, Eu, Ev.
Let ̺θ(τ) = θ̺(θτ), ̺ ∈ C∞0 (R), ̺(−τ) = ̺(τ), ̺ ≥ 0, ‖̺‖L1 = 1, Supp̺ ⊂
[−1, 1]. We define the following smoothing operator for which there is no re-
striction near the boundary.
(Sθf)(t, x, y) =
∫∫∫
R3
̺θ(τ)̺θ(ξ)̺θ(η)Ef(t− τ + θ−1, x− ξ, y − η + θ−1) dτdξdη,
where Ef is the extension of f to R3 by zero. Note that (Sθf)(t, x, 0) may not
vanish.
Similar to [1], Sθ has the following properties:
Proposition 4.1. Assume ‖u
s
yy
usy
‖Ck0+20 < +∞, the operator Sθ follows the fol-
lowing rules:
‖Sθf‖As
ℓ
≤ C̺θ(s−α)+‖f‖Aα
ℓ
, ∀s, α ≥ 0,
‖(1− Sθ)f‖As
ℓ
≤ C̺θs−α‖f‖Aα
ℓ
, ∀0 ≤ s ≤ α,
‖(Sθn − Sθn−1)f‖Asℓ ≤ C̺θs−αn △θn‖f‖Aαℓ , ∀s, α ≥ 0,
‖[ 1
∂yus
, Sθ]f‖Ak
ℓ
≤ C̺‖ f∂yus ‖Akℓ , ∀k ≤ k0,
‖∂y[ 1∂yus , Sθ]f‖Akℓ ≤ C̺θ‖
f
∂yus
‖Ak
ℓ
, ∀k ≤ k0,
(4.1)
where θn =
√
θ20 + n, θ0 ≫ 1, △θn = θn+1 − θn.
Remark 4.2. For the Prandtl equations with Dirichlet boundary condition, the
smooth operator Sθ needs to be defined as
(Sθf)(t, x, y) =
∫∫∫
R3
̺θ(τ)̺θ(ξ)̺θ(η)Ef(t− τ + θ−1, x− ξ, y − η − θ−1) dτdξdη,
such that Sθu|y=0 = Sθv|y=0 = 0 when u|y=0 = v|y=0 = 0. See [1], where
Sθu|y=0 = Sθv|y=0 = 0 are used in the derivation of boundary conditions for
the linearized Prandtl-type equations.
In order to introduce the operators Suθ , S
v
θ , E
u, Ev simply, we still use
u(t, x, y), v(t, x, y) here as the abstract functions, where lim
y→+∞
u(t, x, y) = 0,
u ∈ As1ℓ , v ∈ Ds20 for some s1, s2. Actually, the functions that need to be
mollified are u˜0, δuj and v˜0, δvj instead of u, v.
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We define the smoothing operators Suθ , S
v
θ as follows:
(Suθ u)(t, x, y) =
∫∫∫
R3
̺θ(τ)̺θ(ξ)̺θ(η)E
uu(t− τ + θ−1, x− ξ, y − η) dτdξdη,
(Svθ v)(t, x, y) =
∫∫∫
R3
̺θ(τ)̺θ(ξ)̺θ(η)E
vv(t− τ + θ−1, x− ξ, y − η) dτdξdη,
where the extension operators Eu, Ev are defined as follows:
Euu(t, x, y) :=


u(t, x, y), y ≥ 0,
u(t, x,−y), −θ−1 < y < 0,
0, y ≤ −θ−1.
Evv(t, x, y) :=


v(t, x, y), y ≥ 0,
−v(t, x,−y), −θ−1 < y < 0,
0, y ≤ −θ−1.
(4.2)
Remark 4.3. Though (∂yu−βu)|y=0 = 0, it is unnecessary to have [∂y(Suθ u)−
β(Suθ u)]|y=0 = 0, because (3.1), (3.60) do not need the condition (∂yu˜−βu˜)|y=0 =
0. Since u|y=0 may not vanish, (Suθ u)|y=0 does not equal zero in general, due
to the even symmetry of Euu with respect to y.
The operators Eu, Ev, Suθ , S
v
θ have the following basic properties:
Proposition 4.4. If ux + vy = 0, v|y=0 = 0, then
(Svθ v)|y=0 = 0,
(Suθ u)x + (S
v
θ v)y = 0,
‖Euu‖Aα
ℓ
([0,T ]×R2) ≤ 2‖u‖Aα
ℓ
([0,T ]×R2+),
‖Evv‖Dα0 ([0,T ]×R2) ≤ 2‖v‖Dα0 ([0,T ]×R2+).
(4.3)
Proof. Since (Euu)x + (E
vv)y = 0 in [0, T ]×R2, we have (Suθ u)x + (Svθ v)y = 0.
It is obvious that (Svθ v)|y=0 = 0 by the definition of Svθ and the odd symmetry
of Evv with respect to y.
By the definition of (4.2), it is easy to prove (4.3)3 and (4.3)4.
Furthermore, Suθ and S
v
θ have the following properties:
Proposition 4.5. Assume ‖u
s
yy
usy
‖Ck0+20 < +∞, the operators S
u
θ and S
v
θ follow
the following rules:
‖Suθ u‖Asℓ ≤ C̺θ(s−α)+‖u‖Aαℓ , ∀s ≥ 0,
‖(1− Suθ )u‖Asℓ ≤ C̺θs−α‖u‖Aαℓ , ∀0 ≤ s ≤ α,
‖(Suθn − Suθn−1)u‖Asℓ ≤ C̺θs−αn △θn‖u‖Aαℓ , ∀s, α ≥ 0,
(4.4)
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‖[ 1
∂yus
, Suθ ]u‖Akℓ ≤ C̺‖
u
∂yus
‖Ak
ℓ
, ∀k ≤ k0,
‖∂y[ 1∂yus , Suθ ]u‖Akℓ ≤ C̺θ‖
u
∂yus
‖Ak
ℓ
, ∀k ≤ k0,
‖Svθ v‖Ds0 ≤ C̺θ(s−α)+‖v‖Dα0 , ∀s ≥ 0,
‖(1− Svθ )v‖Ds0 ≤ C̺θs−α‖v‖Dα0 , ∀0 ≤ s ≤ α.
Proof. Based on the properties of the convolution, it is easy to prove (4.4). But
note that
[ 1
∂yus
, Suθ ]u(t, x, y) =
∫∫∫
R3
̺θ(τ)̺θ(ξ)̺θ(η)[I5(t− τ + θ−1, x− ξ, y − η)− 1] ·
Eu( u
∂yus
)(t− τ + θ−1, x− ξ, y − η) dτdξdη,
(4.5)
where
I5(t, x, y − η) :=
Euu(t,x,y−η)
∂yus(t,y)
Eu u
∂yus
(t, x, y − η) =


0, η ≥ y + θ−1,
1, η ≤ y,
usy(t,y−η)
usy(t,y)
, y < η < y + θ−1.
(4.6)
Then
∑
k1+[
k2+1
2 ]≤k0
|∂k1t,x∂k2y I5|∞ ≤ max
{
1, C
(‖usyy
usy
‖Ck0+20
)}
< +∞ by using
∂yu
s(t,y2)
∂yus(t,y1)
= exp
{ y2∫
y1
usyy
usy
(t, y˜) dy˜
}
, thus (4.4)4 and (4.4)5 can be proved.
Similar to [1], we introduce the nonlinear operator which corresponds to
the Prandtl system (1.5):
P(u, v) = ut + uux + vuy − uyy, (4.7)
and its linearized operator around the background state (u˜, v˜):
P ′(u˜,v˜)(u, v) = ut + u˜ux + v˜uy + uu˜x + vu˜y − uyy. (4.8)
Assume that for k = 0, . . . , n, we have constructed the approximate solu-
tions (uk, vk) of (1.5), then we need to construct the (n + 1)− th approximate
solution (un+1, vn+1) of (1.5). Set{
un+1 = un + δun = us + u˜n + δun,
vn+1 = vn + δvn,
(4.9)
where (us, 0) is the shear flow, the increments (δun, δvn) are the solutions to
the following IBVP:

P ′(un
θn
,vn
θn
)(δu
n, δvn) = fn,
(δun)x + (δv
n)y = 0,
(∂yδu
n − βδun)|y=0 = 0, δvn|y=0 = 0,
lim
y→+∞
δun = 0,
δun|t≤0 = 0,
(4.10)
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where unθn = u
s + Suθn u˜
n, vnθn = S
v
θn
vn.
Let
P(un+1, vn+1)− P(un, vn) = P ′(un
θn
,vn
θn
)(δu
n, δvn) + en, (4.11)
then the error en can be decomposed:
en = e
(1)
n + e
(2)
n ,
where e
(1)
n is the error comes from the iteration scheme, e
(2)
n is the error comes
from mollifying the coefficients. Thus, e
(1)
n , e
(2)
n are defined as
e
(1)
n = P(un+1, vn+1)− P(un, vn)− P ′(un,vn)(δun, δvn)
= P(un + δun, vn + δvn)− P(un, vn)− P ′(un,vn)(δun, δvn)
= δun(δun)x + δv
n(δun)y ,
(4.12)
and
e
(2)
n = P ′(un,vn)(δun, δvn)− P ′(un
θn
,vn
θn
)(δu
n, δvn)
= [(un − unθn)(δun)]x + (vn − vnθn)(δun)y + δvn(un − unθn)y
= [(1 − Suθn)u˜nδun]x + (1 − Svθn)vn(δun)y + δvn[(1− Suθn)u˜n]y .
(4.13)
Sum (4.11) from 0 to n, we get
P(un+1, vn+1) =
n∑
j=0
[P ′
(uj
θn
,v
j
θn
)
(δuj , δvj) + ej ] + f
a, (4.14)
where
fa := P(u0, v0) = u0t + u0u0x + v0u0y − u0yy , (4.15)
and u0, v0 will be determined in Subsection 4.2.
Note that fa, e
(1)
n , e
(2)
n have no restrictions on the boundary, so we use Sθn
to mollify them. Similar to [1], fn can be defined by induction on n, i.e.,
n∑
j=0
f j = −Sθn(
n−1∑
j=0
ej)− Sθnfa, (4.16)
then we have the formulae as follows:

f0 = −Sθ0fa,
f1 = (Sθ0 − Sθ1)fa − Sθ1e0,
fn = (Sθn−1 − Sθn)(
n−2∑
j=0
ej)− Sθnen−1 + (Sθn−1 − Sθn)fa, ∀n ≥ 2.
(4.17)
Finally, we have
P(un+1, vn+1) =
n∑
j=0
f j +
n∑
j=0
ej + f
a
= en + (1− Sθn)(
n−1∑
j=0
ej) + (1− Sθn)fa.
(4.18)
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In order to prove the convergence of the iteration,
P(un+1, vn+1)→ 0, pointwisely, as n→ +∞,
we need to prove in Section 5 that for some values of k,
+∞∑
j=0
‖ej‖Ak
ℓ
< +∞.
4.2 Construction of the Zero-th Order Approximate So-
lutions Satisfying Robin Boundary Condition
In this subsection, we construct the zero-th order approximate solution by
using the initial data u˜0(x, y) = u0(x, y)− us0(y). Denote

u˜0(t, x, y) :=
k0∑
j=0
tj
j! ∂
j
t u˜0(x, y),
v0(t, x, y) :=
k0∑
j=0
tj
j! ∂
j
t v0(x, y),
u0(t, x, y) = us(t, y) + u˜0(t, x, y).
(4.19)
where ∂jt u˜0(x, y) and ∂
j
t v0(x, y) are defined by induction:

∂
j
t u˜0 = ∂yy(∂
j−1
t u˜0)−
j−1∑
m=0
Cmj−1(∂
m
t u
s
0 + ∂
m
t u˜0)∂x(∂
j−1−m
t u˜0)
−
j−1∑
m=0
Cmj−1(∂
m
t v0)∂y(∂
j−1−m
t u
s
0 + ∂
j−1−m
t u˜0), 1 ≤ j ≤ 2k0 + 1,
∂
j
t v0(x, y) = −
y∫
0
∂x∂
j
t u˜0(x, y˜) dy˜, 0 ≤ j ≤ 2k0.
(4.20)
Then we have the following proposition relating to u˜0, v0:
Proposition 4.6. If u˜0 satisfies ∂
2j
y (∂yu˜0(x, y) − βu˜0(x, y))|y=0 = 0, 0 ≤ j ≤
2k0 and u
s
0 satisfies ∂
2j
y (∂yu
s
0(y)−βus0(y))|y=0 = 0, 0 ≤ j ≤ 2k0, lim
y→+∞
u˜0(x, y) =
0, u˜0 ∈ A2k0+1ℓ (R2+, t = 0), then (u˜0, v0) satisfies

u˜0t + (u
s + u˜0)u˜0x + v
0(us + u˜0)y − u˜0yy = fa, (x, y) ∈ R2+, t > 0,
u˜0x + v
0
y = 0, u
0
x + v
0
y = 0,
∂
j1
t ∂
j2
x v
0|y=0 = 0, 0 ≤ j1 + j2 ≤ k0,
∂
j1
t ∂
j2
x (∂yu˜
0 − βu˜0)|y=0 = 0, 0 ≤ j1 + j2 ≤ k0,
lim
y→+∞
u˜0(t, x, y) = 0,
u˜0|t=0 = u˜0(x, y), v0|t=0 = v0(x, y).
(4.21)
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If us0 satisfies ‖us0 − 1‖L2 + |us0|∞ + ‖us0‖C˙2k0+3ℓ + ‖
∂yyu
s
0
∂yu
s
0
‖C2k0+2
ℓ
≤ C and
u˜0 = u0 − us0 satisfies
‖u˜0‖A2k0+1
ℓ
(R2+,t=0)
+ ‖∂yu˜0
∂yu
s
0
‖A2k0+1
ℓ
(R2+,t=0)
≤ ǫ, (4.22)
for a small constant ǫ > 0, then
‖u˜0‖Ak0+1
ℓ
([0,T ]×R2+)
+ ‖∂yu˜0
∂yus
‖Ak0+1
ℓ
([0,T ]×R2+)
+ ‖v0‖Dk00 ([0,T ]×R2+)
+‖fa‖Ak0
ℓ
([0,T ]×R2+)
+ ‖ fa
∂yus
‖Ak0
ℓ
([0,T ]×R2+)
+
2k0+2∑
m=0
‖∂my u˜0|y=0‖
A
k0+1−[m+12 ]
≤ C(T )ǫ.
(4.23)
Proof. As to (4.21), we only need to prove ∂j1t ∂
j2
x (∂y u˜
0 − βu˜0)|y=0 = 0, 0 ≤
j1 + j2 ≤ k0.
By the definition of ∂tu˜0, namely (4.20)1 with j = 1, it is trivial to verify
that (∂y(∂tu˜0)− β∂tu˜0)|y=0 = ∂yy(∂y u˜0 − βu˜0)|y=0 = 0.
Assume that (∂y(∂
i
tu˜0)−β∂it u˜0)|y=0 = ∂2iy (∂yu˜0−βu˜0)|y=0 = 0 for 0 ≤ i ≤
j − 1, 0 ≤ j ≤ 2k0. Note that ∂itv0|y=0 = 0, ∂x(∂y∂it u˜0 − β∂itu˜0)|y=0 = 0, 0 ≤
i ≤ j − 1, then we have
(∂y(∂
j
t u˜0)− β∂jt u˜0)|y=0 = ∂y∂yy∂j−1t u˜0|y=0 − β∂yy∂j−1t u˜0|y=0
−
j−1∑
m=0
Cmj−1(∂
m
t u
s
0 + ∂
m
t u˜0)
(
(∂j−1−mt u˜0)yx − β(∂j−1−mt u˜0)x
)∣∣∣
y=0
−
j−1∑
m=0
Cmj−1(∂
m
t v0)
(
(∂j−1−mt u
s
0 + ∂
j−1−m
t u˜0)yy
−β(∂j−1−mt us0 + ∂j−1−mt u˜0)y
)∣∣∣
y=0
−
( j−1∑
m=0
Cmj−1(∂
m
t u
s
0 + ∂
m
t u˜0)y(∂
j−1−m
t u˜0)x
+
j−1∑
m=0
Cmj−1(∂
m
t v0)y(∂
j−1−m
t u
s
0 + ∂
j−1−m
t u˜0)y
)∣∣∣
y=0
= ∂2jy (∂yu˜0 − βu˜0)|y=0 = 0,
(4.24)
where Cmj−1 = C
j−1−m
j−1 =
(j−1)!
m!(j−1−m)! .
Thus, (∂yu˜
0 − βu˜0)|y=0 =
k0∑
j=0
tj
j!
(
∂y(∂
j
t u˜0) − β∂jt u˜0
)∣∣∣
y=0
= 0, then for
0 ≤ j1 + j2 ≤ k0,
∂
j1
t ∂
j2
x (∂y u˜
0 − βu˜0)|y=0
=
k0∑
j=0
j1∑
m=0
Cmj1
∂
j1−m
t t
j
j! ∂
j2
x
(
∂y(∂
j+m
t u˜0)− β∂j+mt u˜0
)∣∣∣
y=0
= 0.
(4.25)
Next, we prove the estimate (4.23) under the assumption (4.22).
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Consider the definition (4.20)1, it is easy to prove that
‖∂jt u˜0‖Ak
ℓ
(R2+,t=0)
. ‖us0‖C2k0+20
j−1∑
m=0
‖∂mt u˜0‖Ak+1
ℓ
(R2+,t=0)
. ‖us0‖C2k0+20 ‖u˜0‖Ak+jℓ (R2+,t=0),
(4.26)
where 0 ≤ j ≤ k0, 0 ≤ k ≤ k0 + 1. Then
‖u˜0‖Ak0+1
ℓ
([0,T ]×R2+)
. C(T )
k0∑
m=0
‖∂mt u˜0‖Ak0+1
ℓ
(R2+,t=0)
. C(T )‖us0‖C2k0+20 ‖u˜0‖A2k0+1ℓ (R2+,t=0) ≤ C(T )ǫ,
and ‖v0‖Dk00 + ‖f
a‖Ak0
ℓ
. ‖u˜0‖Ak0+1
ℓ
. C(T )‖u˜0‖A2k0+1
ℓ
(R2+,t=0)
≤ C(T )ǫ.
Similarly, ‖∂yu˜0
∂yus
‖Ak0+1
ℓ
. C(T )‖∂tyus
∂yus
‖C2k0+1‖∂yu˜0∂yus ‖A2k0+1ℓ (R2+,t=0) ≤ C(T )ǫ.∥∥∥ u˜0∂yus
∥∥∥
Ak
ℓ
≤
∥∥∥ 1∂yus y∫∞ ∂yu˜0(y˜) dy˜
∥∥∥
Ak
ℓ
≤
∥∥∥ y∫
∞
∂yu
s(y˜)
∂yus(y)
∂yu˜
0(y˜)
∂yus(y˜)
dy˜
∥∥∥
Ak
ℓ
≤ C
(∥∥∂yyus
∂yus
∥∥
Ck+20
)
Cℓ
∥∥∥∂yu˜0∂yus
∥∥∥
Ak
ℓ
,
then ‖ u˜0
∂yus
‖Ak0+1
ℓ
. ‖∂yu˜0
∂yus
‖Ak0+1
ℓ
and then
∥∥ fa
∂yus
∥∥
Ak0
ℓ
.
(
1 +
∥∥∂tyus
∂yus
∥∥
Ck0+1
)∥∥ u˜0
∂yus
∥∥
Ak0+1
ℓ
+
∥∥∂yyus
∂yus
∥∥
Ck0+10
∥∥∂y u˜0
∂yus
∥∥
Ak0+1
ℓ
.
∥∥∂yu˜0
∂yus
∥∥
A2k0+1
ℓ
(R2+,t=0)
≤ C(T )ǫ.
Especially, we have the estimate on the boundary {y = 0}:
2k0+2∑
m=0
‖∂my u˜0|y=0‖
A
k0+1−[m+12 ]([0,T ]×R)
. ‖∂yu˜0‖Ak0+1
ℓ
. ‖∂yus‖Ck0+20 ‖
∂yu˜
0
∂yus
‖Ak0+1
ℓ
≤ C(T )ǫ.
(4.27)
Remark 4.7. As β → +∞, ∂jt us|y=0 = O( 1β ), 0 ≤ k ≤ k0, ‖u˜0|y=0‖Ak0([0,T ]×R) =
O( 1
β
), since we have the estimates:
‖u˜0|y=0‖Ak0 ([0,T ]×R) ≤ Cβ−1,
‖∂yu˜0|y=0‖Ak0 ([0,T ]×R) ≤ C.
5 Existence of Classical Solutions to the Nonlin-
ear Prandtl Equations with Robin Boundary
Condition
In this section, we prove the estimates for some variables and quantities
arising in the process of the Nash-Moser-Ho¨rmander iteration, based on which
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we prove the convergence of the iteration which implies the existence of classical
solutions to the Prandtl system (1.5).
Define 

unθn = u
s + Suθn(u˜
0 +
∑
0≤j≤n−1
δuj),
vnθn = S
v
θn
(v0 +
∑
0≤j≤n−1
δvj),
(5.1)
then unθn and v
n
θn
satisfy 

∂xu
n
θn
+ ∂yv
n
θn
= 0,
vnθn |y=0 = 0,
lim
y→+∞
unθn(t, x, y) = 1.
(5.2)
and it will be verified in Subsection 5.2 that
unθn > 0, ∂yu
n
θn
> 0, β − ∂yyu
n
θn
∂yu
n
θn
≥ δ > 0, y ≥ 0, t ∈ [0, T ]. (5.3)
Note that the condition (5.2) does not contain (∂yu
n
θn
− βunθn)|y=0 = 0,
which is unnecessary because (3.1) does not need the condition (∂yu˜−βu˜)|y=0 =
0. As pointed out in Remark 4.3, [Suθn(∂y u˜
0 − βu˜0)]|y=0 = 0 and [Suθn(∂yδuj −
βδuj)]|y=0 = 0 are unnecessary to be satisfied, (Suθn u˜0)|y=0 and (Suθnδuj)|y=0 do
not equal zero in general.
Moreover, fn is defined in (4.17), then the problem (4.10) is equivalent to
the following system:

(δun)t + u
n
θn
(δun)x + v
n
θn
(δun)y + δu
n(unθn)x + δv
n(unθn)y − (δun)yy = fn,
(δun)x + (δv
n)y = 0,
(∂yδu
n − βδun)|y=0 = 0, δvn|y=0 = 0,
lim
y→+∞
δun = 0,
δun|t≤0 = 0.
(5.4)
Set
wn = ∂y(
δun
∂yu
n
θn
), ηn =
∂yyu
n
θn
∂yu
n
θn
, η¯n =
usyy
∂yu
n
θn
, f˜n = f
n
∂yu
n
θn
,
ζn =
(∂t+u
n
θn
∂x+v
n
θn
∂y−∂yy)∂yunθn
∂yu
n
θn
, ζ˜n1 =
∂yytu
s
∂yu
n
θn
− η¯n ∂ytus
∂yu
n
θn
,
ζ˜n2 =
∂yyt(u
n
θn
−us)
∂yu
n
θn
+
unθn∂yyxu
n
θn
∂yu
n
θn
− ηn ∂ytu
n
θn
∂yu
n
θn
+ η¯n
∂ytu
s
∂yu
n
θn
− ηn u
n
θn
∂yxu
n
θn
∂yu
n
θn
,
ζ˜n := ζ˜n1 + ζ˜
n
2 =
∂yytu
n
θn
+unθn∂yyxu
n
θn
−ηn(∂ytunθn+unθn∂yxunθn )
∂yu
n
θn
,
(5.5)
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λn0,0 = ‖unθn − us‖B0,00,0 + ‖∂xu
n
θn
‖B0,00,0 + ‖v
n
θn
‖L∞y (L2t,x) + ‖η¯n‖L2y(L∞t,x)
+‖ηn − η¯n‖B0,00,ℓ + ‖ζ
n‖B0,00,ℓ ,
λnk1,k2 = ‖unθn − us‖Bk1,k20,0 + ‖∂xu
n
θn
‖Bk1,k20,0 +
∑
0≤m≤k1,0≤q≤k2
‖∂mt,x∂qyus‖L2y(L∞t )
+
∑
0≤m≤k1,0≤q≤k2
‖∂mt,x∂qyvnθn‖L∞y (L2t,x) + ‖ηn − η¯n‖Bk1,k20,ℓ
+
∑
0≤m≤k1,0≤q≤k2
‖∂mt,x∂qy η¯n‖L2y(L∞t,x) + ‖ζn‖Bk1,k20,ℓ , k1 + [
k2+1
2 ] > 0,
λnk1 |∂Ω =
∥∥unθn |y=0 − us|y=0∥∥Ak1 + ∥∥∂xunθn |y=0∥∥Ak1 + k1∑
m=0
∣∣∂mt us|y=0∣∣∞
+
k1∑
m=0
∥∥∂mt,xζ˜n1 |y=0∥∥L∞t,x + ∥∥ζ˜n2 |y=0∥∥Ak1 +
k1∑
m=0
∥∥∂mt,xη¯n|y=0∥∥L∞t,x
+
∥∥ηn|y=0 − η¯n|y=0∥∥Ak1 , k1 ≥ 0,
λnk =
∑
0≤k1+[k2+12 ]≤k
λnk1,k2 +
∑
0≤k1≤k
λnk1 |∂Ω .
Then wn satisfies the following IBVP:

∂tw
n + (unθnw
n)x + (v
n
θn
wn)y − 2(ηnwn)y −
(
ζn
+∞∫
y
wn(t, x, y˜) dy˜
)
y
−∂yywn = ∂y f˜n,
∂tw
n
β−ηn|y=0 +
∂x(u
n
θn
wn)
β−ηn|y=0 −
(
∂yw
n + 2ηn|y=0wn + f˜n + ζn|y=0
+∞∫
0
wn(t, x, y˜) dy˜
)
+
wnζ˜n|y=0
(β−ηn|y=0)2 = 0, y = 0,
wn|t≤0 = 0.
(5.6)
5.1 Estimates of the Variables and Quantities for the It-
eration
In this subsection, we prove the estimates stated in the following theorem,
Cn(T ) is written as Cn for brevity.
Theorem 5.1. Assume the reference index k˜ ≥ 7, k0 ≥ k˜ + 2, δθ ∈ (0, 1) is
small, if us0 satisfies ‖us0 − 1‖L2 + |us0|∞ + ‖us0‖C˙2k0+3
ℓ
+ ‖∂yyus0
∂yu
s
0
‖C2k0+2
ℓ
≤ C and
u˜0 = u0 − us0 satisfies ‖u˜0‖A2k0+1
ℓ
(R2+,t=0)
+ ‖∂yu˜0
∂yu
s
0
‖A2k0+1
ℓ
(R2+,t=0)
≤ ǫ, then the
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following variables have estimates as follows:
‖fn‖Ak
ℓ
≤ Cnǫθmax{k−k˜,3−k˜}n △θn, 0 ≤ k ≤ k0,
‖wn‖Ak
ℓ
+ 1√
β+Cη
∥∥wn|y=0∥∥Ak ≤ Cnǫθmax{k−k˜,3−k˜}n △θn, 0 ≤ k ≤ k0,
‖δun‖Ak
ℓ
≤ Cnǫθmax{k−k˜,3−k˜}n △θn, 0 ≤ k ≤ k0,∥∥∂yδun∥∥Ak
ℓ
+
∥∥∂yδun
∂yus
∥∥
Ak
ℓ
≤ Cnǫθmax{k−k˜,3−k˜}n △θn, 0 ≤ k ≤ k0,
2k∑
m=0
∥∥∂my δun|y=0∥∥
A
k−[m+1
2
] ≤ Cnǫθmax{k−k˜,3−k˜}n △θn, 0 ≤ k ≤ k0,
‖ δun
∂yus
‖Dk0 ≤ Cnǫθ
max{k−k˜,3−k˜}
n △θn, 0 ≤ k ≤ k0,
‖δvn‖Dk0 ≤ Cnǫθ
max{k+1−k˜,3−k˜}
n △θn, 0 ≤ k ≤ k0 − 1,
‖e(1)n ‖Ak
ℓ
≤ Cnǫ2θmax{k+3−2k˜,5−2k˜}n △θn, 0 ≤ k ≤ k0 − 1,
‖e(2)n ‖Ak
ℓ
≤ Cnǫ2θmax{k+5−2k˜,7−2k˜}n △θn, 0 ≤ k ≤ k0 − 1.
(5.7)
Moreover, the following quantities have estimates as follows:
‖∂yu
n
θn
∂yus
‖L∞ + ‖(∂yu
n
θn
∂yus
)−1‖L∞ ≤ C,
‖unθn − us‖Akℓ ≤ Cnǫθ
max{k+1−k˜+δθ,0}
n , 0 ≤ k ≤ 2k0 + 2,∥∥unθn |y=0 − us|y=0∥∥Ak ≤ Cnǫθmax{k+1−k˜+δθ,0}n , 0 ≤ k ≤ 2k0 + 2,
‖vnθn‖Dk0 ≤ Cnǫθ
max{k+2−k˜+δθ,0}
n , 0 ≤ k ≤ 2k0 + 1,
‖∂y(u
n
θn
−us)
∂yus
‖Ak
ℓ
≤ Cnǫθmax{k+1−k˜+δθ,0}n , 0 ≤ k ≤ 2k0,
‖∂y(unθn − us)‖Akℓ ≤ Cnǫθ
max{k+1−k˜+δθ,0}
n , 0 ≤ k ≤ 2k0,∥∥∂y(unθn−us)
∂yus
|y=0
∥∥
Ak
≤ Cnǫθmax{k+1−k˜+δθ,0}n , 0 ≤ k ≤ 2k0,∥∥∂y(unθn − us)|y=0∥∥Ak ≤ Cnǫθmax{k+1−k˜+δθ,0}n , 0 ≤ k ≤ 2k0,
‖(∂yu
n
θn
∂yus
)−1‖A˙k
ℓ
+
∥∥(∂yunθn
∂yus
)−1|y=0
∥∥
A˙k
≤ Cnǫθmax{k+1−k˜+δθ,0}n , 1 ≤ k ≤ 2k0,
‖ηn − η¯n‖Ak
ℓ
+ ‖(ηn − η¯n)|y=0‖Ak ≤ Cnǫθmax{k+2−k˜+δθ,0}n , 0 ≤ k ≤ 2k0 − 1,
‖η¯n‖Ck
ℓ
≤ Cn + Cnǫθmax{k+3−k˜+δθ,0}n , 0 ≤ k ≤ 2k0 − 2,
‖∂kt,xη¯n|y=0‖L∞t,x ≤ Cn + Cnǫθ
max{k+3−k˜+δθ,0}
n , 0 ≤ k ≤ 2k0 − 2,
‖ζn‖Ak
ℓ
≤ Cnǫθmax{k+3−k˜+δθ,0}n , 0 ≤ k ≤ 2k0 − 2,
(5.8)
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‖∂kt,xζ˜n1 ‖L∞t,x ≤ Cn + Cnǫθ
max{k+3−k˜+δθ,0}
n , 0 ≤ k ≤ 2k0 − 2,
‖ζ˜n2 ‖Ak ≤ Cnǫθmax{k+3−k˜+δθ,0}n , 0 ≤ k ≤ 2k0 − 2,
λnk ≤ Cn + Cnǫθmax{k+3−k˜+δθ,0}n , 0 ≤ k ≤ 2k0 − 2.
The main variables estimated in (5.7) have the relationships indicated by
the following diagram, where A → B means that we can estimate B after we
have estimated A.
fa, f0 → w0, w0|y=0, → δu0, δu0|y=0, δv0 → e(1)0 , e(2)0 →
→ f1 → w1, w1|y=0, → δu1, δu1|y=0, δv1 → e(1)1 , e(2)1 →
→ · · ·
→ fn−1 → wn−1, wn−1|y=0, → δun−1, δun−1|y=0, δvn−1 → e(1)n−1, e(2)n−1 →
→ fn → wn, wn|y=0, → δun, δun|y=0, δvn → e(1)n , e(2)n →
→ · · ·
For the zero-th order variables, it is easy to get the following estimates:
‖u˜0‖Ak
ℓ
+
∥∥∂yu˜0
∂yus
∥∥
Ak
ℓ
≤ C0ǫ, 0 ≤ k ≤ k0 + 1,
2k∑
m=0
∥∥∂my u˜0|y=0∥∥
A
k−[m+1
2
] ≤ C0ǫ, 0 ≤ k ≤ k0 + 1,
‖v0‖Dk0 ≤ C0ǫ, 0 ≤ k ≤ k0,
‖fa‖Ak
ℓ
+ ‖f0‖Ak
ℓ
+ ‖ fa
∂yus
‖Ak
ℓ
+ ‖ f0
∂yus
‖Ak
ℓ
≤ C0ǫ, 0 ≤ k ≤ k0,
‖w0‖Ak
ℓ
+ 1√
β+Cη
∥∥w0|y=0∥∥Ak ≤ C0ǫ, 0 ≤ k ≤ k0,
‖δu0‖Ak
ℓ
+
∥∥∂yδu0
∂yus
∥∥
Ak
ℓ
+ ‖ δu0
∂yus
‖Dk0 ≤ C0ǫ, 0 ≤ k ≤ k0,
2k∑
m=0
∥∥∂my δu0|y=0∥∥
A
k−[m+1
2
] ≤ C0ǫ, 0 ≤ k ≤ k0,
‖δv0‖Dk0 ≤ C0ǫ, 0 ≤ k ≤ k0 − 1,
‖e(1)0 ‖Akℓ + ‖e
(2)
0 ‖Akℓ ≤ C0ǫ2, 0 ≤ k ≤ k0 − 1,
‖ e
(1)
0
∂yus
‖Ak
ℓ
+ ‖ e
(2)
0
∂yus
‖Ak
ℓ
≤ C0ǫ2, 0 ≤ k ≤ k0 − 1.
(5.9)
Then the estimates in (5.7) and (5.8) hold for n = 0 by adjusting the constant
C0, since 1≪ θ0 < +∞, 1≪ θ1 < +∞.
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Remark 5.2. For any small δθ ∈ (0, 1), δ
− 1
δθ
θ ≤ θ0 < +∞ and 0 ≤ k ≤ 2k0+2,
j−1∑
m=0
θk−k˜m △θm .
{
θk+1−k˜j + θ
k+1−k˜
0 , k 6= k˜ − 1,
log θj + log θ0 . θ
δθ
j + θ
δθ
0 , k = k˜ − 1.
Then we have a uniform expression
j−1∑
m=0
θk−k˜m △θm . θmax{k+1−k˜+δθ,0}j , (5.10)
instead of
j−1∑
m=0
θk−k˜m △θm . θmax{k+1−k˜,0}j (see [1]), because when k = k˜ − 1,
j−1∑
m=0
θ−1m △θm ≥ 13
j−1∑
m=0
( 1
θm
)2 = 13
j−1∑
m=0
1
θ20+m
is not uniformly bounded for any j.
Thus, in this paper, we can not use Cjǫθ
max{k+1−k˜,0}
j to bound ‖ujθj−us‖Akℓ
and ‖vjθj‖Dk−10 , etc, when k = k˜−1. Moreover, due to (5.10), the stability results
in Theorem 1.1 hold for p ≤ k − 2 instead of p ≤ k − 1.
Assume the estimates (5.7) and (5.8) hold for n = 1, 2, · · · , j − 1, then we
prove the main estimates for n = j in the following lemmas, the rest are easy.
Lemma 5.3. Assume the conditions are the same with the conditions in The-
orem 5.1 and the estimates (5.8) hold for n = 1, 2, · · · , j − 1, then
‖ujθj − us‖Akℓ ≤ Cjǫθ
max{k+1−k˜+δθ,0}
j , 0 ≤ k ≤ 2k0 + 2,∥∥ujθj |y=0 − us|y=0∥∥Ak ≤ Cjǫθmax{k+1−k˜+δθ,0}j , 0 ≤ k ≤ 2k0 + 2,
‖vjθj‖Dk0 ≤ Cjǫθ
max{k+2−k˜+δθ,0}
j , 0 ≤ k ≤ 2k0 + 1,
‖∂y(u
j
θj
−us)
∂yus
‖Ak
ℓ
≤ Cjǫθmax{k+1−k˜+δθ,0}j , 0 ≤ k ≤ 2k0,
∥∥∂y(ujθj−us)
∂yus
|y=0
∥∥
Ak
≤ Cjǫθmax{k+1−k˜+δθ,0}j , 0 ≤ k ≤ 2k0,
‖(∂yu
j
θj
∂yus
)−1‖A˙k
ℓ
≤ Cjǫθmax{k+1−k˜+δθ,0}j , 0 ≤ k ≤ 2k0,
∥∥(∂yujθj
∂yus
)−1|y=0
∥∥
A˙k
≤ Cjǫθmax{k+1−k˜+δθ,0}j , 0 ≤ k ≤ 2k0.
(5.11)
Proof. Estimate of (5.11)1:
When k ≤ k˜ − 2, ‖ujθj − us‖Akℓ . Cjǫ. When k˜ − 1 ≤ k ≤ 2k0 + 2,
‖ujθj − us‖Akℓ ≤ ‖Suθj(u˜0 +
∑
0≤m≤j−1
δum)‖Ak
ℓ
. θ
(k+1−k˜)+
j ‖u˜0 +
∑
0≤m≤j−1
δum‖Ak˜−1
ℓ
. θk+1−k˜j (C0ǫ+ ǫθ
δθ
j ) . Cjǫθ
k+1−k˜+δθ
j .
(5.12)
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Thus, ‖ujθj − us‖Akℓ . Cjǫθ
max{k+1−k˜+δθ,0}
j .
Estimate of (5.11)2:
When k ≤ k˜ − 2,
∥∥ujθj |y=0 − us|y=0∥∥Ak . Cjǫ. When k˜ − 1 ≤ k ≤ 2k0 + 2,∥∥ujθj |y=0 − us|y=0∥∥Ak = ∥∥Suθj (u˜0 + ∑
0≤m≤j−1
δum)|y=0
∥∥
Ak
. θ(k+1−k˜)+
∥∥u˜0 + ∑
0≤m≤j−1
δum
∥∥
Ak˜−1
ℓ
([0,T ]×R×[0,θ−10 ])
. θk+1−k˜j (C0ǫ+ ǫθ
δθ
j ) . Cjǫθ
k+1−k˜+δθ
j .
(5.13)
Thus,
∥∥ujθj |y=0 − us|y=0∥∥Ak . Cjǫθmax{k+1−k˜+δθ,0}j .
Estimate of (5.11)3:
When k ≤ k˜ − 3, ‖vjθj‖Dk0 . Cjǫ. When k˜ − 2 ≤ k ≤ 2k0 + 1,
‖vjθj‖Dk0 ≤ ‖Svθj(v˜0 +
∑
0≤m≤j−1
δvm)‖Dk0
. θ
(k+2−k˜)+
j ‖v˜0 +
∑
0≤m≤j−1
δvm‖Dk˜−20
. θk+2−k˜j (C0ǫ + ǫθ
δθ
j ) . Cjǫθ
k+2−k˜+δθ
j .
(5.14)
Thus, ‖vjθj‖Dk0 . Cjǫθ
max{k+2−k˜+δθ,0}
j .
Estimate of (5.11)4:
When k ≤ k˜ − 2, ‖∂y(u
j
θj
−us)
∂yus
‖Ak
ℓ
. Cjǫ. When k˜ − 1 ≤ k ≤ 2k0,
‖∂y(u
j
θj
−us)
∂yus
‖Ak
ℓ
.
∥∥∥Suθj
∂y u˜
0+
∑
0≤m≤j−1
∂yδu
m
∂yus
∥∥∥
Ak
ℓ
. θ
(k+1−k˜)+
j
∥∥∥∂y u˜
0+
∑
0≤m≤j−1
∂yδu
m
∂yus
∥∥∥
Ak˜−1
ℓ
. θk+1−k˜j (C0ǫ+ ǫθ
δθ
j ) . Cjǫθ
k+1−k˜+δθ
j .
(5.15)
Thus, ‖∂y(u
j
θj
−us)
∂yus
‖Ak
ℓ
. Cjǫθ
max{k+1−k˜+δθ,0}
j .
Estimate of (5.11)5:
When k ≤ k˜ − 2,
∥∥∂y(ujθj−us)
∂yus
|y=0
∥∥
Ak
. Cjǫ. When k˜ − 1 ≤ k ≤ 2k0,
∥∥∂y(ujθj−us)
∂yus
|y=0
∥∥
Ak
.
∥∥∥Suθj
∂yu˜
0+
∑
0≤m≤j−1
∂yδu
m
∂yus
|y=0
∥∥∥
Ak
. θ
(k+1−k˜)+
j
∥∥∥∂y u˜
0+
∑
0≤m≤j−1
∂yδu
m
∂yus
∥∥∥
Ak˜−1
ℓ
([0,T ]×R×[0,θ−10 ])
. θk+1−k˜j (C0ǫ+ ǫθ
δθ
j ) . Cjǫθ
k+1−k˜+δθ
j .
(5.16)
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Thus,
∥∥∂y(ujθj−us)
∂yus
|y=0
∥∥
Ak
. Cjǫθ
max{k+1−k˜+δθ,0}
j .
Estimate of (5.11)6: by Fa` Di Bruno formula, we get
∥∥(∂yujθj
∂yus
)−1
∥∥
A˙k
ℓ
.
∥∥∂y(ujθj−us)
∂yus
∥∥
A˙k
ℓ
≤ Cjǫθmax{k+1−k˜+δθ,0}j . (5.17)
Estimate of (5.11)7: by Fa` Di Bruno formula, we get
∥∥(∂yujθj
∂yus
)−1|y=0
∥∥
A˙k
.
∥∥∂y(ujθj−us)
∂yus
∥∥
A˙k
≤ Cjǫθmax{k+1−k˜+δθ,0}j . (5.18)
Lemma 5.4. Assume the conditions are the same with the conditions in The-
orem 5.1 and the estimates (5.7) hold for n = 1, 2, · · · , j − 1, then
‖δuj‖Ak
ℓ
≤ Cjǫθmax{k−k˜,3−k˜}j △θj , 0 ≤ k ≤ k0,
‖δvj‖Dk0 ≤ Cjǫθ
max{k+1−k˜,3−k˜}
j △θj , 0 ≤ k ≤ k0 − 1,∥∥∂yδuj
∂yus
∥∥
Ak
ℓ
≤ Cjǫθmax{k−k˜,3−k˜}j △θj , 0 ≤ k ≤ k0,
‖ δuj
∂yus
‖Dk0 ≤ Cjǫθ
max{k−k˜,3−k˜}
j △θj , 0 ≤ k ≤ k0,
2k∑
m=0
∥∥∂my δuj|y=0∥∥
A
k−[m+1
2
] ≤ Cjǫθmax{k−k˜,3−k˜}j △θj, 0 ≤ k ≤ k0.
(5.19)
Proof. Estimate of (5.19)1: since δu
j = −usy
∞∫
y
w dy˜ − ∂y(ujθj − us)
∞∫
y
w dy˜,
‖δuj‖Ak
ℓ
. |∂yus|Ck+10 Cℓ‖w
j‖Ak
ℓ
+ ‖∂y(ujθj − us)‖AkℓCℓ‖w
j‖C0
ℓ
+‖∂y(ujθj − us)‖L2y,ℓ(L∞t,x)Cℓ‖wj‖Akℓ
. Cs‖wj‖Ak
ℓ
+ ‖∂y(ujθj − us)‖Akℓ ‖wj‖A2ℓ + ‖∂y(u
j
θj
− us)‖A2
ℓ
‖wj‖Ak
ℓ
. Cjǫθ
max{k−k˜,3−k˜}
j △θj + Cjǫθmax{k+1−k˜+δθ,0}j Cjǫθ3−k˜j △θj
. ǫθ
max{k−k˜,3−k˜}
j △θj + ǫθmax{k+4−2k˜+δθ,3−k˜}j △θj
. ǫθ
max{k−k˜,3−k˜}
j △θj , 0 ≤ k ≤ k0.
(5.20)
Estimate of (5.19)2:
‖δvj‖Dk0 = ‖ −
y∫
0
∂x(δu
j)(t, x, y˜) dy˜‖Dk0 ≤ Cℓ‖δuj‖Ak+1ℓ , 0 ≤ k ≤ k0 − 1.
Estimate of (5.19)3: since
∂yδu
j
∂yus
= wj
∂y(u
j
θj
−us)
∂yus
+ wj − ∂yy(u
j
θj
−us)
∂yus
∞∫
y
wj dy˜ − ∂yyus
∂yus
∞∫
y
wj dy˜,
45
∥∥∂yδuj
∂yus
∥∥
Ak
ℓ
. (1 + Cℓ‖∂yyu
s
∂yus
‖Ck+10 +
∥∥∂y(ujθj−us)
∂yus
∥∥
∞ +
∥∥∂yy(ujθj−us)
∂yus
∥∥
∞)‖wj‖Akℓ
+‖wj‖L∞0
∥∥∂y(ujθj−us)
∂yus
‖Ak
ℓ
+ Cℓ‖wj‖C0
ℓ
∥∥∂yy(ujθj−us)
∂yus
∥∥
Ak
ℓ
. Cjǫθ
max{k−k˜,3−k˜}
j △θj + Cjǫθ3−k˜j △θjCjǫθmax{k+2−k˜+δθ,0}j
. Cjǫθ
max{k−k˜,3−k˜}
j △θj + Cjǫθmax{k+5−2k˜+δθ,3−k˜}j △θj
. Cjǫθ
max{k−k˜,3−k˜}
j △θj , 0 ≤ k ≤ k0.
(5.21)
Estimate of (5.19)4:
Since δu
j
∂yus
= −
(
1 +
Suθj
(∂y u˜
0+
∑
0≤m≤j−1
∂yδu
m)
∂yus
) ∞∫
y
wj(t, x, y˜) dy˜,
‖ δuj
∂yus
‖Dk0 . Cℓ‖wj‖Akℓ (1 +
∥∥∂y(ujθj−us)
∂yus
∥∥
L∞) + Cℓ‖w‖C0ℓ
∥∥∂y(usθj−us)
∂yus
∥∥
Dk0
. Cℓ‖wj‖Ak
ℓ
+ Cℓ‖w‖C0
ℓ
‖∂y(u
s
θj
−us)
∂yus
‖Ak+1
ℓ
. Cjǫθ
max{k−k˜,3−k˜}
j △θj + Cjǫθ3−k˜j △θjǫθmax{k+2−k˜+δθ,0}j
. Cjǫθ
max{k−k˜,3−k˜}
j △θj, 0 ≤ k ≤ k0.
(5.22)
Estimate of (5.19)5:
Since ∂my
∞∫
y
wj(t, x, y˜) dy˜ = −∂m−1y w =
∞∫
y
∂my w
j(t, x, y˜) dy˜,
∂my δu
j |y=0 = −
∑
m1+m2=m
∂m1+1y u
s|y=0
∞∫
0
∂m2y w
j(t, x, y˜) dy˜
− ∑
m1+m2=m
∂m1+1y (u
j
θj
− us)|y=0
∞∫
0
∂m2y w
j(t, x, y˜) dy˜,
(5.23)
then for 0 ≤ m ≤ 2k,
‖∂my δuj |y=0‖
A
k−[m+1
2
]
. |∂yus|y=0|∞Cℓ‖∂my wj‖Ak−[m+12 ]
ℓ
+ |∂k−[
m+1
2 ]
t,x ∂
m+1
y u
s|y=0|∞‖wj‖A0
ℓ
+Cℓ‖∂y(ujθj − us)|y=0‖L∞t,xCℓ‖∂my wj‖Ak−[m+12 ]
ℓ
+Cℓ‖∂m+1y (ujθj − us)|y=0‖Ak−[m+12 ]Cℓ‖w
j‖C0
ℓ
. ‖us‖Ck+2‖wj‖A0
ℓ
+ ‖∂my wj‖Ak−[m+12 ]
ℓ
+ ‖wj‖A2
ℓ
‖(ujθj − us)|y=0‖Ak+1
. Cjǫθ
max{k−k˜,3−k˜}
j △θj + Cjǫθ3−k˜j △θj
(
Cs + ǫθ
max{k+2−k˜+δθ,0}
j
)
. Cjǫθ
max{k−k˜,3−k˜}
j △θj , 0 ≤ k ≤ k0.
(5.24)
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Lemma 5.5. Assume the conditions are the same with the conditions in The-
orem 5.1 and the estimates (5.7) hold for n = 1, 2, · · · , j − 1, then
‖e(1)j ‖Akℓ ≤ Cjǫ2θ
max{k+3−2k˜,5−2k˜}
j △θj , 0 ≤ k ≤ k0 − 1.
‖ e
(1)
j
∂yus
‖Ak
ℓ
≤ Cjǫ2θmax{k+3−2k˜,5−2k˜}j △θj , 0 ≤ k ≤ k0 − 1.
(5.25)
Proof. Estimate of (5.25)1: by (4.12), e
(1)
j = δu
j(δuj)x + δv
j(δuj)y, we get
‖e(1)j ‖Akℓ . ‖(δu
j)x‖Ak
ℓ
‖δuj‖L∞ + ‖(δuj)x‖L∞‖δuj‖Ak
ℓ
+‖δvj‖D20‖(δuj)y‖Akℓ + ‖δv
j‖Dk0 ‖(δuj)y‖C0ℓ
. Cjǫθ
max{k+1−k˜,3−k˜}
j △θjCjǫθ3−k˜j △θj + Cjǫθ3−k˜j △θjCjǫθmax{k−k˜,3−k˜}j △θj
+Cjǫθ
3−k˜
j △θjCjǫθmax{k−k˜,3−k˜}j △θj + Cjǫθmax{k+1−k˜,3−k˜}j △θjCjǫθ3−k˜j △θj
. ǫ2θ
max{k+3−2k˜,5−2k˜}
j △θj , 0 ≤ k ≤ k0 − 1.
(5.26)
Estimate of (5.25)2: since
e
(1)
j
∂yus
= δu
j
∂yus
(δuj)x + δv
j ∂yδu
j
∂yus
, we get
‖ e
(1)
j
∂yus
‖Ak
ℓ
. ‖ δuj
∂yus
‖D20‖(δuj)x‖Akℓ + ‖
δuj
∂yus
‖Dk0 ‖(δuj)x‖C0ℓ
+‖δvj‖D20‖
∂yδu
j
∂yus
‖Ak
ℓ
+ ‖δvj‖Dk0 ‖
∂yδu
j
∂yus
‖C0
ℓ
. Cjǫθ
3−k˜
j △θjCjǫθmax{k+1−k˜,3−k˜}j △θj + Cjǫθmax{k−k˜,3−k˜}j △θjCjǫθ3−k˜j △θj
+Cjǫθ
3−k˜
j △θjCjǫθmax{k−k˜,3−k˜}j △θj + Cjǫθmax{k+1−k˜,3−k˜}j △θjCjǫθ3−k˜j △θj
. ǫ2θ
max{k+3−2k˜,5−2k˜}
j △θj , 0 ≤ k ≤ k0 − 1.
(5.27)
Lemma 5.6. Assume the conditions are the same with the conditions in The-
orem 5.1 and the estimates (5.7) hold for n = 1, 2, · · · , j − 1, then
‖e(2)j ‖Akℓ ≤ Cjǫ
2θ
max{k+5−2k˜,7−2k˜}
j △θj , 0 ≤ k ≤ k0 − 1,
‖ e
(2)
j
∂yus
‖Ak
ℓ
≤ Cjǫ2θmax{k+5−2k˜,7−2k˜}j △θj , 0 ≤ k ≤ k0 − 1.
(5.28)
Proof. By Remark 5.2, we have the estimates:
‖u˜j‖Ak˜−1
ℓ
. ǫθδθj , ‖∂yu˜
j
∂yus
‖Ak˜−1
ℓ
. ǫθδθj , ‖vj‖Dk˜−20 . ǫθ
δθ
j .
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However, k0 ≥ k˜ + 2 > k˜ − 1, then we still have
‖u˜j‖Ak0
ℓ
. ǫθk0+1−k˜j , ‖∂y u˜
j
∂yus
‖Ak0
ℓ
. ǫθk0+1−k˜j , ‖vj‖Dk0−10 . ǫθ
k0+1−k˜
j .
Estimate of (5.28)1:
Since e
(2)
j = [(1 − Suθj)u˜jδuj ]x + (1− Svθj )vj(δuj)y + δvj [(1 − Suθj)u˜j ]y,
‖e(2)j ‖Akℓ
. ‖(1− Suθj )u˜jδuj‖Ak+1ℓ + ‖δv
j[(1 − Suθj)u˜j ]y‖Akℓ + ‖(1− S
v
θj
)vj(δuj)y‖Ak
ℓ
. ‖(1− Suθj )u˜j‖A2ℓ‖δuj‖Ak+1ℓ + ‖δu
j‖A2
ℓ
‖(1− Suθj)u˜j‖Ak+1ℓ
+‖δvj‖D20‖(1− Suθj )∂yu˜j‖Akℓ + ‖δv
j‖Dk0 ‖(1− Suθj )∂yu˜j‖C0ℓ
+‖(1− Svθj )vj‖D20‖∂yδuj‖Akℓ + ‖(1− Svθj )vj‖Dk0 ‖∂yδuj‖C0ℓ
. θ2−k0j
∥∥u˜j∥∥Ak0
ℓ
‖δuj‖Ak+1
ℓ
+ ‖δuj‖A2
ℓ
θk+1−k0j
∥∥u˜j∥∥Ak0
ℓ
+‖δvj‖D20θ
k−k0
j
∥∥∂yu˜j∥∥Ak0
ℓ
+ ‖δvj‖Dk0 θ
2−k0
j
∥∥∂yu˜j∥∥Ak0
ℓ
+θ3−k0j ‖vj‖Dk0−10 ‖∂yδu
j‖Ak
ℓ
+ θk+1−k0j ‖vj‖Dk0−10 ‖∂yδu
j‖A2
ℓ
. ǫθ3−k˜j ‖δuj‖Ak+1
ℓ
+ ǫθk+2−k˜j ‖δuj‖A2ℓ + ǫθ
k+1−k˜
j ‖δvj‖D20 + ǫθ
3−k˜
j ‖δvj‖Dk0
+ǫθ4−k˜j ‖∂yδuj‖Akℓ + ǫθ
k+2−k˜
j ‖∂yδuj‖A2ℓ
. ǫ2θ3−k˜j Cjθ
max{k+1−k˜,3−k˜}
j △θj + ǫ2θk+2−k˜j Cjθ3−k˜j △θj
+ǫ2θk+1−k˜j Cjθ
3−k˜
j △θj + ǫ2θ3−k˜j Cjθmax{k+1−k˜,3−k˜}j △θj
+ǫ2θ4−k˜j Cjθ
max{k−k˜,3−k˜}
j △θj + ǫ2θk+2−k˜j Cjθ3−k˜j △θj
. ǫ2θ
max{k+5−2k˜,7−2k˜}
j △θj , 0 ≤ k ≤ k0 − 1.
(5.29)
Estimate of (5.28)2:
Since
e
(2)
j
∂yus
= [(1− Suθj )u˜j δu
j
∂yus
]x + (1− Svθj )vj
(δuj)y
∂yus
+ δvj
[(1−Suθj )u˜
j ]y
∂yus
,
‖ e
(2)
j
∂yus
‖Ak
ℓ
. ‖(1− Suθj )u˜j δu
j
∂yus
‖Ak+1
ℓ
+ ‖δvj [(1−S
u
θj
)u˜j ]y
∂yus
‖Ak
ℓ
+ ‖(1− Svθj)vj
(δuj)y
∂yus
‖Ak
ℓ
. ‖(1− Suθj )u˜j‖C0ℓ ‖
δuj
∂yus
‖Dk+10 + ‖(1− S
u
θj
)u˜j‖Ak+1
ℓ
‖ δuj
∂yus
‖D20
+‖δvj‖D20‖
[(1−Suθj )u˜
j ]y
∂yus
‖Ak
ℓ
+ ‖δvj‖Dk0 ‖
[(1−Suθj )u˜
j ]y
∂yus
‖C0
ℓ
(5.30)
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+‖(1− Svθj )vj‖D20‖
(δuj)y
∂yus
‖Ak
ℓ
+ ‖(1− Svθj )vj‖Dk0 ‖
(δuj)y
∂yus
‖C0
ℓ
. θ2−k0j ‖u˜j‖Ak0
ℓ
‖ δuj
∂yus
‖Dk+10 + θ
k+1−k0
j ‖u˜j‖Ak0
ℓ
‖ δuj
∂yus
‖D20
+‖δvj‖D20θ
k−k0
j ‖∂yu˜
j
∂yus
‖Ak0
ℓ
+ ‖δvj‖Dk0 θ
2−k0
j ‖∂yu˜
j
∂yus
‖Ak0
ℓ
+θ3−k0j ‖vj‖Dk0−10 ‖
(δuj)y
∂yus
‖Ak
ℓ
+ θk+1−k0j ‖vj‖Dk0−10 ‖
(δuj)y
∂yus
‖C0
ℓ
. ǫθ3−k˜j ‖ δu
j
∂yus
‖Dk+10 + ǫθ
k+2−k˜
j ‖ δu
j
∂yus
‖D20 + ǫθ
k+1−k˜
j ‖δvj‖D20
+ǫθ3−k˜j ‖δvj‖Dk0 + ǫθ
4−k˜
j ‖ (δu
j)y
∂yus
‖Ak
ℓ
+ ǫθk+2−k˜j ‖ (δu
j)y
∂yus
‖A2
ℓ
. ǫ2θ3−k˜j Cjθ
max{k+1−k˜,3−k˜}
j △θj + ǫ2θk+2−k˜j Cjθ3−k˜j △θj
+ǫ2θk+1−k˜j Cjθ
3−k˜
j △θj + ǫ2θ3−k˜j Cjθmax{k+1−k˜,3−k˜}j △θj
+ǫ2θ4−k˜j Cjθ
max{k−k˜,3−k˜}
j △θj + ǫ2θk+2−k˜j Cjθ3−k˜j △θj
. Cjǫ
2θ
max{k+5−2k˜,7−2k˜}
j △θj , 0 ≤ k ≤ k0 − 1.
Lemma 5.7. Assume the conditions are the same with the conditions in The-
orem 5.1 and the estimates (5.7) hold for n = 1, 2, · · · , j − 1, then
‖ fj
∂yus
‖Ak
ℓ
≤ Cjǫθmax{k−k˜,3−k˜}j △θj , 0 ≤ k ≤ k0,
‖f˜ j‖Ak
ℓ
≤ Cjǫθmax{k−k˜,3−k˜}j △θj , 0 ≤ k ≤ k0.
(5.31)
Proof. Estimate of (5.31)1:
Since f
1
∂yus
= (Sθ0−Sθ1) f
a
∂yus
+[ 1
∂yus
, Sθ0−Sθ1]fa−Sθ1 e0∂yus − [ 1∂yus , Sθ1 ]e0,
we have
‖ f1
∂yus
‖Ak
ℓ
. ‖(Sθ0 − Sθ1) f
a
∂yus
‖Ak
ℓ
+ ‖Sθ1 e0∂yus ‖Akℓ
. θk−k01 △θ1‖ f
a
∂yus
‖Ak0
ℓ
+ θ
(k+1−k0)+
1 ‖ e0∂yus ‖Ak0−1ℓ
. C0ǫθ
k−k˜
1 △θ1 · θk˜−k01 + C0ǫ2(1 + θk−k˜1 △θ1 · θk˜+2−k01 )
. C0ǫθ
max{k−k˜,3−k˜}
1 △θ1.
(5.32)
where ǫ . θ3−k˜1 △θ1 by adjusting the constants, k0 ≥ k˜ + 2.
By Lemma 5.5 and Lemma 5.6, we have
‖ ej
∂yus
‖Ak
ℓ
≤ Cjǫ2θmax{k+5−2k˜,7−2k˜}j △θj, 0 ≤ k ≤ k0 − 1. (5.33)
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For j ≥ 2,
fj
∂yus
=
(Sθj−1−Sθj )(
j−2∑
m=0
em)−Sθj ej−1+(Sθj−1−Sθj )fa
∂yus
=
j−2∑
m=0
(Sθj−1 − Sθj ) em∂yus +
j−2∑
m=0
[ 1
∂yus
, Sθj−1 − Sθj ]em + Sθj ej−1∂yus
+[ 1
∂yus
, Sθj ]ej−1 + (Sθj−1 − Sθj ) f
a
∂yus
+ [ 1
∂yus
, Sθj−1 − Sθj ]fa.
(5.34)
When k˜ + 1 ≤ k ≤ k0,
‖Sθj ej−1∂yus ‖Akℓ . θ
k−k˜−1
j ‖ ej−1∂yus ‖Ak˜+1
ℓ
. θk−k˜j △θj
(
3‖ ej−1
∂yus
‖Ak˜+1
ℓ
)
. ǫ2θk−k˜j △θj .
When 0 ≤ k ≤ k˜, ‖Sθj ej−1∂yus ‖Akℓ ≤ ‖
ej−1
∂yus
‖Ak
ℓ
. ǫ2θ
max{k+5−2k˜,7−2k˜}−1
j−1
. ǫ2(
θj
2 )
max{k+4−2k˜,6−2k˜} . ǫ2θmax{k−k˜,3−k˜}j △θj
[
3θ5−k˜j 2
min{2k˜−k−4,2k˜−6}]
. ǫ2θ
max{k−k˜,3−k˜}
j △θj , where θk˜−5j ≥ 3 · 2min{2k˜−k−4,2k˜−6} when θj ≫ 1.
Then for 0 ≤ k ≤ k0,
‖ fj
∂yus
‖Ak
ℓ
.
j−2∑
m=0
‖(Sθj−1 − Sθj) em∂yus ‖Akℓ + ‖Sθj
ej−1
∂yus
‖Ak
ℓ
+ ‖(Sθj−1 − Sθj) f
a
∂yus
‖Ak
ℓ
. θk−k0+1j △θj
j−2∑
m=0
‖ em
∂yus
‖Ak0−1
ℓ
+ ǫ2θ
max{k−k˜,3−k˜}
j △θj + θk−k0j △θj‖ f
a
∂yus
‖Ak0
ℓ
. θk−k˜j △θj
[
θk˜+1−k0j
j−2∑
m=0
ǫ2θ
max{k0+4−2k˜,7−2k˜}
m △θm
]
+ ǫ2θ
max{k−k˜,3−k˜}
j △θj
+θk−k0j △θjC0ǫ
. ǫ2θk−k˜j △θj
[
θk˜+1−k0j−1 θ
max{k0+5−2k˜+δθ,0}
j−1
]
+ ǫ2θ
max{k−k˜,3−k˜}
j △θj + ǫθk−k0j △θj
. Cjǫθ
max{k−k˜,3−k˜}
j △θj ,
(5.35)
where θk˜+1−k0j ≤ θk˜+1−k0j−1 due to k0 ≥ k˜ + 2.
Estimate of (5.31)2:
‖f˜ j‖Ak
ℓ
= ‖ fj
∂yus
(
∂yu
j
θj
∂yus
)−1‖Ak
ℓ
. ‖(∂yu
j
θj
∂yus
)−1‖L∞‖ f
j
∂yus
‖Ak
ℓ
+ ‖(∂yu
j
θj
∂yus
)−1‖A˙k
ℓ
‖ fj
∂yus
‖L∞
. Cjǫθ
max{k−k˜,3−k˜}
j △θj + Cjǫθmax{k+1−k˜+δθ,0}j Cjǫθ3−k˜j △θj
. Cjǫθ
max{k−k˜,3−k˜}
j △θj.
(5.36)
Lemma 5.8. Assume the conditions are the same with the conditions in The-
orem 5.1 and the estimates (5.8) hold for n = 1, 2, · · · , j − 1, then
‖ηj − η¯j‖Ak
ℓ
≤ Cjǫθmax{k+2−k˜+δθ,0}j , 0 ≤ k ≤ 2k0 − 1,∥∥(ηj − η¯j)|y=0∥∥Ak ≤ Cjǫθmax{k+2−k˜+δθ,0}j , 0 ≤ k ≤ 2k0 − 1,
(5.37)
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‖η¯j‖Ck
ℓ
≤ Cj + Cjǫθmax{k+3−k˜+δθ,0}j , 0 ≤ k ≤ 2k0 − 2,∥∥∂kt,xη¯j |y=0∥∥L∞t,x ≤ Cj + Cjǫθmax{k+3−k˜+δθ,0}j , 0 ≤ k ≤ 2k0 − 2.
Proof. Estimate of (5.37)1: since
∂yy(u
j
θj
−us)
∂yus
= ∂y(
∂y(u
j
θj
−us)
∂yus
)+
∂y(u
j
θj
−us)
∂yus
∂yyu
s
∂yus
,
‖∂yy(u
j
θj
−us)
∂yus
‖Ak
ℓ
. ‖∂y(u
j
θj
−us)
∂yus
‖Ak+1
ℓ
+ ‖∂yyus
∂yus
‖Ck0 ‖
∂y(u
j
θj
−us)
∂yus
‖D0
ℓ
+ ‖∂yyus
∂yus
‖C00‖
∂y(u
j
θj
−us)
∂yus
‖Dk
ℓ
. ‖∂y(u
j
θj
−us)
∂yus
‖Ak+1
ℓ
+ Cs‖
∂y(u
j
θj
−us)
∂yus
‖A1
ℓ
+ Cs‖
∂y(u
j
θj
−us)
∂yus
‖Ak+1
ℓ
. ‖∂y(u
j
θj
−us)
∂yus
‖Ak+1
ℓ
. Cjǫθ
max{k+2−k˜+δθ,0}
j ,
(5.38)
then
‖ηj − η¯j‖Ak
ℓ
= ‖∂yy(u
j
θj
−us)
∂yu
j
θj
‖Ak
ℓ
. ‖∂yy(u
j
θj
−us)
∂yus
‖Ak
ℓ
‖(∂yu
j
θj
∂yus
)−1‖L∞ + ‖
∂yy(u
j
θj
−us)
∂yus
‖L∞
ℓ
‖(∂yu
j
θj
∂yus
)−1‖A˙k
ℓ
. Cjǫθ
max{k+2−k˜+δθ,0}
j + Cjǫθ
max{k+1−k˜+δθ,0}
j
. Cjǫθ
max{k+2−k˜+δθ,0}
j .
(5.39)
Estimate of (5.37)2:
∂yy(u
j
θj
−us)
∂yus
∣∣∣
y=0
=
Suθj
(∂yy u˜
0+
∑
0≤m≤j−1
∂yyδu
m)
∂yus
∣∣∣
y=0
.
When 0 ≤ k ≤ k˜−3, ∥∥∂yy(ujθj−us)
∂yus
|y=0
∥∥
Ak
. Cjǫ. When k˜−2 ≤ k ≤ 2k0−1,
∥∥ ∂yy(ujθj−us)
∂yus
|y=0
∥∥
Ak
. θ
(k+2−k˜)+
j
∥∥∥∂yy u˜
0+
∑
0≤m≤j−1
∂yyδu
m
∂yus
∥∥∥
Ak˜−2
ℓ
([0,T ]×R×[0,θ−10 ])
. θk+2−k˜j
∥∥∥∂y ∂yu˜
0+
∑
0≤m≤j−1
∂yδu
m
∂yus
+
∂yu˜
0+
∑
0≤m≤j−1
∂yδu
m
∂yus
usyy
usy
∥∥∥
Ak˜−2
ℓ
([0,T ]×R2+)
. θk+2−k˜j
∥∥∥∂yu˜
0+
∑
0≤m≤j−1
∂yδu
m
∂yus
∥∥∥
Ak˜−1
ℓ
+ θk+2−k˜j
∥∥∥∂yu˜
0+
∑
0≤m≤j−1
∂yδu
m
∂yus
usyy
usy
∥∥∥
Ak˜−2
ℓ
. θk+2−k˜j
(
1 + ‖∂yyus
∂yus
‖Ck˜−10
)∥∥∥∂yu˜
0+
∑
0≤m≤j−1
∂yδu
m
∂yus
∥∥∥
Ak˜−1
ℓ
([0,T ]×R2+)
. θk+2−k˜j (C0ǫ+ ǫθ
δθ
j ) . Cjǫθ
max{k+2−k˜+δθ,0}
j ,
(5.40)
then
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‖ηj |y=0 − η¯j |y=0‖Ak =
∥∥∂yy(ujθj−us)
∂yu
j
θj
|y=0
∥∥
Ak
.
∥∥∂yy(ujθj−us)
∂yus
|y=0
∥∥
Ak
∥∥(∂yujθj
∂yus
)−1
∥∥
L∞ +
∥∥∂yy(ujθj−us)
∂yus
|y=0
∥∥
L∞
ℓ
∥∥(∂yujθj
∂yus
)−1
∥∥
A˙k
. Cjǫθ
max{k+2−k˜+δθ,0}
j .
(5.41)
Estimate of (5.37)3:
‖η¯j‖Ck
ℓ
. ‖u
s
yy
usy
‖Ck
ℓ
‖(∂yu
j
θj
∂yus
)−1‖∞ + |u
s
yy
usy
|∞‖(
∂yu
j
θj
∂yus
)−1‖C˙k
ℓ
. Cj + ‖(
∂yu
j
θj
∂yus
)−1‖A˙k+2
ℓ
. Cj + Cjǫθ
max{k+3−k˜+δθ,0}
j .
(5.42)
Estimate of (5.37)4:∥∥∂kt,xη¯j |y=0∥∥L∞t,x . ‖∂kt,x u
s
yy
usy
‖L∞‖(
∂yu
j
θj
∂yus
)−1‖∞ + |u
s
yy
usy
|∞‖∂kt,x(
∂yu
j
θj
∂yus
)−1‖L∞t,x
. Cj +
∥∥∂yujθj
∂yus
|y=0
∥∥
A˙k+2
. Cj +
∥∥∂y(ujθj−us)
∂yus
|y=0
∥∥
Ak+2
. Cj + Cjǫθ
max{k+3−k˜+δθ,0}
j .
(5.43)
Lemma 5.9. Assume the conditions are the same with the conditions in The-
orem 5.1 and the estimates (5.8) hold for n = 1, 2, · · · , j − 1, then
‖ζj‖Ak
ℓ
≤ Cjǫθmax{k+3−k˜+δθ,0}j , 0 ≤ k ≤ 2k0 − 2. (5.44)
Proof. In order to prove (5.44), we need to prove the following estimates:∥∥ (∂t−∂yy)∂yujθj
∂yu
j
θj
∥∥
Ak
ℓ
. Cjǫθ
max{k+3−k˜+δθ,0}
j ,
∥∥ujθj∂xyujθj
∂yu
j
θj
∥∥
Ak
ℓ
. Cjǫθ
max{k+2−k˜+δθ,0}
j ,
∥∥vjθj∂yyujθj
∂yu
j
θj
∥∥
Ak
ℓ
. Cjǫθ
max{k+3−k˜+δθ,0}
j .
(5.45)
Estimate of (5.45)1: since (∂t − ∂yy)∂yus = 0, when 0 ≤ k ≤ 2k0 − 2,∥∥ (∂t−∂yy)∂yujθj
∂yus
∥∥
Ak
ℓ
=
∥∥ (∂t−∂yy)(∂yujθj−∂yus)
∂yus
∥∥
Ak
ℓ
.
∥∥∂t ∂yujθj−∂yus∂yus − usytusy ∂yu
j
θj
−∂yus
∂yus
∥∥
Ak
ℓ
+
∥∥∂y ∂yyujθj−∂yyus∂yus − usyyusy ∂yyu
j
θj
−∂yyus
∂yus
∥∥
Ak
ℓ
.
∥∥∂yujθj−∂yus
∂yus
∥∥
Ak+1
ℓ
+
∥∥∂yyujθj−∂yyus
∂yus
∥∥
Ak+1
ℓ
. Cjǫθ
max{k+3−k˜+δθ,0}
j ,
(5.46)
then
‖ (∂t−∂yy)∂yu
j
θj
∂yu
j
θj
‖Ak
ℓ
. ‖ (∂t−∂yy)∂yu
j
θj
∂yus
‖Ak
ℓ
‖(∂yu
j
θj
∂yus
)−1‖L∞ + ‖(
∂yu
j
θj
∂yus
)−1‖A˙k
ℓ
‖ (∂t−∂yy)∂yu
j
θj
∂yus
‖L∞
(5.47)
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. Cjǫθ
max{k+3−k˜+δθ,0}
j + Cjǫθ
max{k+1−k˜+δθ,0}
j . Cjǫθ
max{k+3−k˜+δθ,0}
j .
Estimate of (5.45)2:
∥∥∂xyujθj
∂yus
∥∥
Ak
ℓ
=
∥∥∂xy(ujθj−us)
∂yus
∥∥
Ak
ℓ
=
∥∥∂x ∂y(ujθj−us)∂yus ∥∥Akℓ = ∥∥∂y(u
j
θj
−us)
∂yus
∥∥
Ak+1
ℓ
. Cjǫθ
max{k+2−k˜+δθ,0}
j ,
(5.48)
and
‖u
j
θj
∂xyu
j
θj
∂yus
‖Ak
ℓ
. ‖ujθj‖L∞‖
∂xyu
j
θj
∂yus
‖Ak
ℓ
+ ‖ujθj − us‖Akℓ ‖
∂xyu
j
θj
∂yus
‖L∞ + ‖us‖C˙k
ℓ
‖∂xyu
j
θj
∂yus
‖D00
. ‖ujθj‖L∞Cjǫθ
max{k+2−k˜+δθ,0}
j + ‖
∂xyu
j
θj
∂yus
‖L∞Cjǫθmax{k+1−k˜+δθ,0}j + CsCjǫ.
. Cjǫθ
max{k+2−k˜+δθ,0}
j ,
(5.49)
then
‖u
j
θj
∂xyu
j
θj
∂yu
j
θj
‖Ak
ℓ
. ‖u
j
θj
∂xyu
j
θj
∂yus
‖Ak
ℓ
‖(∂yu
j
θj
∂yus
)−1‖L∞ + ‖
u
j
θj
∂xyu
j
θj
∂yus
‖L∞
ℓ
‖(∂yu
j
θj
∂yus
)−1‖A˙k
ℓ
. Cjǫθ
max{k+2−k˜+δθ,0}
j + Cjǫθ
max{k+1−k˜+δθ,0}
j
. Cjǫθ
max{k+2−k˜+δθ,0}
j .
(5.50)
Estimate of (5.45)3:
‖ v
j
θj
∂yyu
j
θj
∂yu
j
θj
‖Ak
ℓ
. ‖vjθj‖L∞‖η − η¯‖Akℓ + ‖v
j
θj
‖D00‖η¯j‖Ckℓ + ‖v
j
θj
‖Dk0 ‖ηj‖C0ℓ
. ‖vjθj‖L∞Cjǫθ
max{k+2−k˜+δθ,0}
j + Cjǫ(Cj + Cjǫθ
max{k+3−k˜+δθ,0}
j )
+‖ηj‖C0
ℓ
Cjǫθ
max{k+2−k˜+δθ,0}
j
. Cjǫθ
max{k+3−k˜+δθ,0}
j .
(5.51)
Lemma 5.10. Assume the conditions are the same with the conditions in The-
orem 5.1 and the estimates (5.8) hold for n = 1, 2, · · · , j − 1, then
‖∂kt,xζ˜j1‖L∞t,x ≤ Cj + Cjǫθ
max{k+3−k˜+δθ,0}
j , 0 ≤ k ≤ 2k0 − 2,
‖ζ˜j2‖Ak ≤ Cjǫθmax{k+3−k˜+δθ,0}j , 0 ≤ k ≤ 2k0 − 2.
(5.52)
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Proof. Estimate of (5.52)1: since ζ˜
j
1 =
∂yytu
s
∂yyus
η¯j − ∂ytus
∂yyus
(η¯j)2,∥∥∂kt,xζ˜j1 |y=0∥∥L∞t,x
.
∑
0≤k1≤k
∥∥∂k1t,x[usyytusy (usyyusy )−1]|y=0∥∥L∞∥∥∂k2t,xη¯j |y=0∥∥L∞t,x
+
∑
0≤k1≤k
∥∥∂k1t,x[usytusy (usyyusy )−1]|y=0‖L∞∥∥η¯j |y=0∥∥L∞t,x∥∥∂k2t,xη¯j |y=0∥∥L∞t,x
.
∥∥∂kt,xη¯j |y=0∥∥L∞t,x . Cj + Cjǫθmax{k+3−k˜+δθ,0}j .
(5.53)
In order to prove (5.52)2, we need to prove the following estimates:
‖ηj ∂ytu
j
θj
∂yu
j
θj
− η¯j ∂ytus
∂yu
j
θj
‖Ak . Cjǫθmax{k+3−k˜+δθ,0}j ,
‖∂yyt(u
j
θj
−us)
∂yu
j
θj
‖Ak . Cjǫθmax{k+3−k˜+δθ,0}j ,
‖ηj u
j
θj
∂yxu
j
θj
∂yu
j
θj
‖Ak . Cjǫθmax{k+3−k˜+δθ,0}j ,
‖u
j
θj
∂yyxu
j
θj
∂yu
j
θj
‖Ak . Cjǫθmax{k+3−k˜+δθ,0}j .
(5.54)
Estimate of (5.54)1: since
∂yt(u
j
θj
−us)
∂yus
= ∂t(
∂y(u
j
θj
−us)
∂yus
) +
∂y(u
j
θj
−us)
∂yus
∂ytu
s
∂yus
,
‖∂yt(u
j
θj
−us)
∂yus
‖Ak . ‖
∂y(u
j
θj
−us)
∂yus
‖Ak+1 + ‖
∂y(u
j
θj
−us)
∂yus
‖Ak‖∂ytu
s
∂yus
‖Ck+10
. ‖∂y(u
j
θj
−us)
∂yus
‖Ak+1 . Cjǫθmax{k+2−k˜+δθ,0}j ,
‖∂yt(u
j
θj
−us)
∂yu
j
θj
‖Ak . ‖
∂yt(u
j
θj
−us)
∂yus
‖Ak‖(
∂yu
j
θj
∂yus
)−1‖L∞
+‖∂yt(u
j
θj
−us)
∂yus
‖L∞‖(
∂yu
j
θj
∂yus
)−1‖A˙k . Cjǫθmax{k+2−k˜+δθ,0}j ,
(5.55)
then
‖ηj ∂ytu
j
θj
∂yu
j
θj
− η¯j ∂ytus
∂yu
j
θj
‖Ak
. ‖(ηj − η¯j)∂yt(u
j
θj
−us)
∂yu
j
θj
‖Ak + ‖∂ytu
s
∂yus
(ηj − η¯j)(∂yu
j
θj
∂yus
)−1‖Ak + ‖η¯j
∂yt(u
j
θj
−us)
∂yu
j
θj
‖Ak
. ‖ηj − η¯j‖L∞t,x‖
∂yt(u
j
θj
−us)
∂yu
j
θj
‖Ak + ‖ηj − η¯j‖Ak‖
∂yt(u
j
θj
−us)
∂yu
j
θj
‖L∞t,x
+
k∑
k1=0
∣∣∂k1t,x ∂ytus∂yus |y=0∣∣∞(‖ηj − η¯j‖L∞t,x‖(∂yu
j
θj
∂yus
)−1‖Ak
+‖ηj − η¯j‖Ak‖(
∂yu
j
θj
∂yus
)−1‖L∞t,x
)
+ ‖η¯j‖L∞t,x‖
∂yt(u
j
θj
−us)
∂yu
j
θj
‖Ak
+‖∂kt,xη¯j‖L∞t,x‖
∂yt(u
j
θj
−us)
∂yu
j
θj
‖A0 . Cjǫθmax{k+3−k˜+δθ,0}j .
(5.56)
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Estimate of (5.54)2: since
∂yyt(u
j
θj
−us)
∂yus
= ∂t(
∂yy(u
j
θj
−us)
∂yus
) +
∂yy(u
j
θj
−us)
∂yus
∂ytu
s
∂yus
,
‖∂yyt(u
j
θj
−us)
∂yus
‖Ak . ‖
∂yy(u
j
θj
−us)
∂yus
‖Ak+1 + ‖
∂yy(u
j
θj
−us)
∂yus
‖Ak
ℓ
k∑
k1=0
∣∣∂k1t,x ∂ytus∂yus |y=0∣∣∞
. ‖∂yy(u
j
θj
−us)
∂yus
‖Ak+1 . ǫθmax{k+3−k˜+δθ,0}j ,
‖∂yyt(u
j
θj
−us)
∂yu
j
θj
‖Ak . ‖
∂yyt(u
j
θj
−us)
∂yus
‖Ak‖(
∂yu
j
θj
∂yus
)−1‖L∞
+‖∂yyt(u
j
θj
−us)
∂yus
‖L∞‖(
∂yu
j
θj
∂yus
)−1‖A˙k . Cjǫθmax{k+3−k˜+δθ,0}j .
(5.57)
Estimate of (5.54)3: since
∂yxu
j
θj
∂yus
= ∂x(
∂yu
j
θj
∂yus
) = ∂x(
∂y(u
j
θj
−us)
∂yus
),
‖∂yxu
j
θj
∂yus
‖Ak . ‖
∂y(u
j
θj
−us)
∂yus
‖Ak+1 . Cjǫθmax{k+2−k˜+δθ,0}j ,
‖∂yxu
j
θj
∂yu
j
θj
‖Ak . ‖
∂yxu
j
θj
∂yus
‖Ak‖(
∂yu
j
θj
∂yus
)−1‖L∞ + ‖
∂yxu
j
θj
∂yus
‖L∞‖(
∂yu
j
θj
∂yus
)−1‖A˙k
. Cjǫθ
max{k+2−k˜+δθ,0}
j ,
‖ηj u
j
θj
∂yxu
j
θj
∂yu
j
θj
‖Ak . ‖
∂yxu
j
θj
∂yu
j
θj
‖Ak + ‖ujθj − us‖Ak + ‖ηj − η¯j‖Ak
+‖∂yxu
j
θj
∂yu
j
θj
‖A0
(‖∂kt,xη¯j‖L∞‖ujθj‖L∞ + ‖∂kt,xus‖L∞‖ηj‖L∞)
. Cjǫθ
max{k+3−k˜+δθ,0}
j .
(5.58)
Estimate of (5.54)4: since
∂yyxu
j
θj
∂yus
= ∂x(
∂yyu
j
θj
∂yus
) = ∂x(
∂yy(u
j
θj
−us)
∂yus
),
‖∂yyxu
j
θj
∂yus
‖Ak . ‖
∂yy(u
j
θj
−us)
∂yus
‖Ak+1 . Cjǫθmax{k+3−k˜+δθ,0}j ,
‖∂yyxu
j
θj
∂yu
j
θj
‖Ak . ‖
∂yyxu
j
θj
∂yus
‖Ak‖(
∂yu
j
θj
∂yus
)−1‖L∞ + ‖
∂yyxu
j
θj
∂yus
‖L∞‖(
∂yu
j
θj
∂yus
)−1‖A˙k
. Cjǫθ
max{k+3−k˜+δθ,0}
j ,
‖ujθj
∂yyxu
j
θj
∂yu
j
θj
‖Ak . Cjǫθmax{k+3−k˜+δθ,0}j .
(5.59)
Lemma 5.11. Assume the conditions are the same with the conditions in The-
orem 5.1 and the estimates (5.8) hold for n = 1, 2, · · · , j − 1, then
λ
j
k ≤ Cj + Cjǫθmax{k+3−k˜+δθ,0}j , 0 ≤ k ≤ 2k0 − 2. (5.60)
Proof. By the estimates in (5.8), we have
λ
j
k . ‖ujθj − us‖Akℓ + ‖∂xu
j
θj
‖Ak
ℓ
+ ‖us‖C˙k
ℓ
+ ‖vjθj‖Dkℓ + ‖η¯j‖Ckℓ (5.61)
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+‖ηj − η¯j‖Ak
ℓ
+ ‖ζj‖Ak
ℓ
+
∥∥(ujθj − us)|y=0∥∥Ak + ∥∥∂xujθj |y=0∥∥Ak
+
k∑
m=0
|∂mt us|y=0|∞ +
∥∥(ηj − η¯j)|y=0∥∥Ak + k∑
m=0
∥∥∂mt,xη¯j |y=0∥∥L∞t,x
+
k∑
m=0
∥∥∂mt,xζ˜j1 |y=0∥∥L∞t,x + ∥∥ζ˜j2 |y=0∥∥Ak . Cj + Cjǫθmax{k+3−k˜+δθ,0}j .
Thus, when k ≤ k˜ − 4, λjk is bounded. k˜ ≥ 7, then λj3 is bounded.
Since estimate of λk is obtained, we have the following lemma:
Lemma 5.12. Assume the conditions are the same with the conditions in The-
orem 5.1 and the estimates (5.7) hold for n = 1, 2, · · · , j − 1, then
‖wj‖Ak
ℓ
+ 1√
β+Cη
∥∥wj |y=0∥∥Ak ≤ Cjǫθmax{k−k˜,3−k˜}j △θj , 0 ≤ k ≤ k0.
(5.62)
Proof. By Theorem 3.3, we get
‖wj‖Ak
ℓ
+ 1√
β+Cη
∥∥wj |y=0∥∥Ak ≤ C1‖f˜ j‖Akℓ + C2λjk‖f˜ j‖A3ℓ
. Cjǫθ
max{k−k˜,3−k˜}
j △θj + Cjǫθ3−k˜j △θj(Cj + Cjǫθmax{k+3−k˜+δθ,0}j )
. Cjǫθ
max{k−k˜,3−k˜}
j △θj + Cjǫθ3−k˜j △θj + Cjǫθmax{k+6−2k˜+δθ,3−k˜}j △θj
. Cjǫθ
max{k−k˜,3−k˜}
j △θj ,
(5.63)
where k˜ ≥ 7.
5.2 Convergence of the Nash-Moser-Ho¨rmander Iteration
In this subsection, we prove the convergence of the Nash-Moser-Ho¨rmander
Iteration, which implies the existence of classical solutions to the Prandtl system
(1.5). The existence theorem is stated as follows:
Theorem 5.13. Assume for any 0 < δβ ≤ β < +∞, the conditions are the
same with the conditions in Theorem 5.1 and ǫ is suitably small, then there exists
T ∈ (0,+∞) such that the Prandtl system (1.5) admits a classical solution (u, v)
satisfying the monotonicity conditions (1.9) and
u− us ∈ Akℓ ([0, T ]× R2+), ∂y(u−u
s)
∂yus
∈ Akℓ ([0, T ]× R2+),
v ∈ Dk−10 ([0, T ]× R2+), ∂yv, ∂yyv ∈ Ak−1ℓ ([0, T ]× R2+),
∂jyu|y=0 − ∂jyus|y=0 ∈ Ak−[
j+1
2 ]([0, T ]× R), 0 ≤ j ≤ 2k,
∂j+1y v|y=0 ∈ Ak−1−[
j+1
2 ]([0, T ]× R), 0 ≤ j ≤ 2k − 2.
(5.64)
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where k ≤ k˜ − 2.
As β → +∞, (u, v) satisfy (5.64) uniformly. When β = +∞, (5.64) holds.
Proof. By (5.7) and (5.9), there exist two positive constants c5, c6 which depend
on T , such that
∥∥∂y u˜0+ ∞∑m=0 ∂yδum
∂yus
∥∥
L∞ ≤ c5ǫ,
∥∥∂yy u˜0+ ∞∑m=0 ∂yyδum
∂yus
∥∥
L∞ ≤ c6ǫ.
There exist two constant c7, c8, such that c7 > c5, c8 > c6 and∥∥∂y(unθn−us)
∂yus
∥∥
L∞ ≤
(
1 + C(‖u
s
yy
usy
‖C20 )
)‖̺‖L1∥∥∂y(un−us)∂yus ∥∥L∞ ≤ c7ǫ,∥∥∂yy(unθn−us)
∂yus
∥∥
L∞ ≤
(
1 + C(‖u
s
yy
usy
‖C20 )
)‖̺‖L1∥∥∂yy(un−us)∂yus ∥∥L∞ ≤ c8ǫ
For ∀δ ∈ (0, δs), there is T ∈ (0,∞) such that 12c7 ≥ ǫ,
δs−δ
c7(Cη+δ)+c8+c7δ
≥ ǫ.
Then for any y ≥ 0, n ≥ 0, t ∈ [0, T ], ∂yu
n
θn
∂yus
= 1+
∂y(u
n
θn
−us)
∂yus
≥ 1−c7ǫ ≥ 12 > 0.
unθn > 0 is due to u
n
θn
|y=0 = 1β ∂yunθn |y=0 > 0 and ∂yunθn > 0.
Since ηn = (
∂yu
n
θn
∂yus
)−1
[usyy
usy
+
∂yy(u
n
θn
−us)
usy
]
,
|ηn|∞ ≤ (1 − c7ǫ)−1
(usyy
usy
+ c8ǫ
) ≤ 2(usyy
usy
+ c8ǫ
)
< +∞, (5.65)
uniformly for any n ≥ 0, then we let Cη = max
n≥0
{|ηn|∞}.
When β ≥ Cη + δ, β − ηn ≥ δ > 0. When β < Cη + δ,
β − ηn = (∂yu
n
θn
∂yus
)−1
[
(β − u
s
yy
usy
) + β
∂y(u
n
θn
−us)
usy
− ∂yy(u
n
θn
−us)
usy
]
≥ (1 + c7ǫ)−1(δs − (Cη + δ)c7ǫ− c8ǫ) ≥ δ > 0.
(5.66)
Thus, the monotonicity conditions (5.3) for the Nash-Moser-Ho¨rmander itera-
tion are satisfied in the time interval [0, T ].
The approximate solution is constructed as

un+1 = us + u˜0 +
n∑
j=0
δuj,
vn+1 = v0 +
n∑
j=0
δvj ,
(5.67)
then un+1|y=0 = us|y=0 + u˜0|y=0 +
n∑
j=0
δuj |y=0.
When k ≤ k˜ − 2, we have
+∞∑
j=0
Cjǫθ
max{k−k˜,3−k˜}
j △θj ≤ C, then for ∀n ≥ 1,
‖un − us‖Ak
ℓ
≤ ‖u˜0‖Ak
ℓ
+
∞∑
j=0
‖δuj‖Ak
ℓ
≤ C,
‖∂y(un−us)
∂yus
‖Ak
ℓ
≤ ‖∂yu˜0
∂yus
‖Ak
ℓ
+
∞∑
j=0
‖∂yδuj
∂yus
‖Ak
ℓ
≤ C,
∥∥∂my un|y=0 − ∂my us|y=0∥∥
A
k−[m+1
2
]
≤
∥∥∂my u˜0|y=0∥∥
A
k−[m+1
2
] +
∞∑
j=0
∥∥∂my δuj|y=0∥∥
A
k−[m+1
2
] ≤ C.
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When k ≤ k˜ − 3, ‖vn‖Dk0 ≤ ‖v˜0‖Dk0 +
∞∑
j=0
‖δvj‖Dk0 ≤ C.
By estimating the sums of remainder terms, it is easy to check that {un−us}
and {∂y(un−us)
∂yus
} are Cauchy sequences in Ak˜−2ℓ , {vn} is a Cauchy sequence in
Dk˜−30 , {∂my un|y=0 − ∂my us|y=0} is a Cauchy sequence in Ak˜−2−[
m+1
2 ].
Due to the completeness of functional spaces Akℓ , Ak and Dk0 , there exist
u, v such that
lim
n→∞
un = u ∈ us +Ak˜−2ℓ ,
lim
n→∞
∂y(u
n−us)
∂yus
=
∂y(u−us)
∂yus
∈ Ak˜−2ℓ ,
lim
n→∞
vn = v ∈ Dk˜−30 ,
lim
n→∞
∂my u
n|y=0 = ∂my u|y=0 ∈ ∂my us|y=0 +Ak˜−2−[
m+1
2 ].
(5.68)
The approximate solution (un+1, vn+1) satisfies

P(un+1, vn+1) = en + (1 − Sθn)
( n−1∑
j=0
ej + f
a
)
,
∂xu
n+1 + ∂yv
n+1 = 0,
(∂yu
n+1 − βun+1)|y=0 = 0, vn+1|y=0 = 0,
un+1|t=0 = u0(x, y).
(5.69)
When k ≤ k˜ − 1,
+∞∑
j=0
‖ej‖Ak+1
ℓ
≤
+∞∑
j=0
Cjǫ
2θ
max{k+6−2k˜,7−2k˜}
j △θj < +∞,
‖fa‖Ak+1
ℓ
≤ ‖fa‖Ak0
ℓ
≤ C0ǫ, then as n→ +∞,
‖(1− Sθ)
( n−1∑
j=0
ej + f
a
)‖Ak
ℓ
≤ θ−1n (‖fa‖Ak+1
ℓ
+
∞∑
j=0
‖ej‖Ak+1
ℓ
)→ 0.
Thus, lim
n→∞
‖P(un, vn)‖Ak˜−1
ℓ
= ‖P(u, v)‖Ak˜−1
ℓ
= 0, then the limits u, v satisfy
P(u, v) = 0 pointwisely.
Due to the uniform convergence of the variables and their derivatives, the
limits u and v satisfy ux + vy = 0, (∂yu − βu)|y=0 = 0, v|y=0 = 0. For any
n ≥ 0, un|t=0 ≡ us0 + u˜0 = u0, then u|t=0 = us0 + u˜0 = u0. Thus, (u, v) is a
classical solution to the Prandtl system (1.5).
As β → +∞, (5.64) holds uniformly, because the bounds of the estimates
in (5.7), (5.8) and (5.9) are independent of β. Thus, (5.64) holds when β = +∞.
The estimates of vy, vyy, ∂
j+1
y v|y=0, 0 ≤ j ≤ 2k− 2 come from ux + vy = 0.
Finally, we verify that u satisfies the monotonicity conditions (1.9) in [0, T ].
∂yu
∂yus
= 1 +
∂y u˜0+
∞∑
m=0
∂yδu
m
∂yus
≥ 1− c5ǫ > 1− c7ǫ ≥ 12 > 0.
u > 0 is due to u|y=0 = 1β ∂yu|y=0 > 0 and ∂yu > 0.
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When β ≥ Cη + δ, β − ∂yyu∂yu ≥ δ > 0. When β < Cη + δ,
β − ∂yyu
∂yu
= (
∂yu
∂yus
)−1
[
(β − u
s
yy
usy
) + β
∂yu˜0+
∞∑
m=0
∂yδu
m
usy
−
∂yy u˜0+
∞∑
m=0
∂yyδu
m
usy
]
≥ (1 + c5ǫ)−1(δs − ((Cη + δ))c5ǫ− c6ǫ)
≥ (1 + c7ǫ)−1(δs − ((Cη + δ))c7ǫ− c8ǫ) ≥ δ.
Thus, Theorem 5.13 is proved.
Let k0 = k˜+2, the Prandtl system (1.5) loses k+9 orders of regularity. If the
monotonicity conditions (1.9) are violated at t = T , the monotonicity conditions
(5.3) for the Nash-Moser-Ho¨rmander iteration must have been violated at t ≤ T
and for some n, thus classical solutions to (1.5) can not be extended beyond T .
5.3 The Derivatives on the Boundary
In this subsection, we study the behavior of the derivatives on the boundary
as β → +∞, and discuss the regularity of the derivatives on the boundary.
Lemma 5.14. Assume the conditions are the same with the conditions in The-
orem 5.1, then
√
β
∥∥δun|y=0∥∥Ak ≤ Cnǫθmax{k−k˜,3−k˜}n △θn, 0 ≤ k ≤ k0,
1√
β
∥∥∂yδun|y=0∥∥Ak ≤ Cnǫθmax{k−k˜,3−k˜}n △θn, 0 ≤ k ≤ k0.
(5.70)
Proof. Assume the estimates (5.70) hold for n = 0, 2, · · · , j − 1, then we prove
(5.70) hold for n = j.
Estimate of (5.70)1: since δu
j |y=0 =
∂yu
j
θj
β−ηj |y=0wj |y=0,
√
β‖δuj|y=0‖Ak =
√
β
∥∥∂yujθj
β−ηj |y=0wj |y=0
∥∥
Ak
.
β+Cη
max{δ,β−Cη}‖∂yu
j
θj
‖L∞
∥∥wj |y=0∥∥
Ak√
β+Cη
+
β+Cη
max{δ,β−Cη}
∥∥wj|y=0∥∥
L∞t,x√
β+Cη
(
∥∥∂yujθj |y=0 − ∂yus|y=0∥∥Ak + ∥∥∂kt,x∂yus|y=0∥∥L∞t,x)
+
β+Cη
max{δ,β−Cη}
∥∥wj|y=0∥∥
L∞t,x√
β+Cη
(
∥∥ηj |y=0 − η¯j |y=0∥∥Ak + ∥∥∂kt,xη¯j |y=0∥∥L∞t,x)
. Cjǫθ
max{k−k˜,3−k˜}
j △θj + Cjǫθ3−k˜j △θj(Cs + Cjǫθmax{k+1−k˜+δθ,0}j )
+Cjǫθ
3−k˜
j △θj(Cjǫθmax{k+2−k˜+δθ,0}j + Cj + Cjǫθmax{k+3−k˜+δθ,0}j )
. Cjǫθ
max{k−k˜,3−k˜}
j △θj , 0 ≤ k ≤ k0.
(5.71)
Note that
β+Cη
max{δ,β−Cη} < +∞ for 0 < δβ ≤ β ≤ +∞.
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Estimate of (5.70)2: since ∂
k
t,x(∂yδu
j − βδuj)|y=0 = 0,
1√
β
∥∥∂yδuj |y=0∥∥Ak = √β∥∥δuj|y=0∥∥Ak ≤ Cjǫθmax{k−k˜,3−k˜}j △θj , 0 ≤ k ≤ k0.
Based on the estimates (5.70), we have the following results:
Lemma 5.15. For 0 ≤ k ≤ k˜ − 2, as β → +∞,
∂
j
t u
s|y=0 = O( 1β ), ∂jt ∂yus|y=0 = O(1), 0 ≤ j ≤ k,∥∥u|y=0 − us|y=0∥∥Ak = O( 1√β ), ∥∥∂yu|y=0 − ∂yus|y=0∥∥Ak = O(√β), (5.72)
Proof. When 0 ≤ k ≤ k˜ − 2,
√
β
∥∥u|y=0 − us|y=0∥∥Ak ≤ 1√δβ β∥∥u˜0|y=0∥∥Ak +
∞∑
j=0
√
β
∥∥δuj|y=0∥∥Ak
. 1√
δβ
∥∥∂yu˜0|y=0∥∥Ak + ∞∑
j=0
Cjǫθ
max{k−k˜,3−k˜}
j ≤ C(T ),
and
1√
β
∥∥∂yu|y=0 − ∂yus|y=0∥∥Ak ≤ 1√β∥∥∂yu˜0|y=0∥∥Ak + ∞∑
j=0
1√
β
∥∥∂yδuj|y=0∥∥Ak
. 1√
δβ
∥∥∂yu˜0|y=0∥∥Ak + ∞∑
j=0
Cjǫθ
max{k−k˜,3−k˜}
j ≤ C(T ).
Obviously, u|y=0 = O( 1√β )→ 0, pointwisely, as β → +∞.
Remark 5.16. In the y direction, there is a similarity between the Prandtl
system (1.5) and the heat equation (2.1): the solutions have lower regularities
on the boundary than in the interior.
(i) In Theorem 2.1 for the heat equation (2.1), the initial data us0 satisfies
‖us0 − 1‖L2 + ‖us0‖C˙k
ℓ
≤ C, then
‖us − 1‖2L2 +
∑
0≤k1+[k2+12 ]≤k
t∫
0
∞∫
0
< y >2ℓ
∣∣∂k1t ∂k2+1y us|y=0∣∣2 dy dt˜
+
k∑
j=1
t∫
0
∣∣∂jt us|y=0∣∣2 dt˜+ k−1∑
j=0
t∫
0
∣∣∂jt ∂yus|y=0∣∣2 dt˜ ≤ C(T ),
k∑
j=0
t∫
0
∣∣∂jt ∂yus|y=0∣∣2 dt˜ ≤ β ·C(T ) < +∞ is due to the Robin boundary condition,
it is not satisfied when β → +∞.
If the initial data us0 satisfies ‖us0 − 1‖L2 + ‖us0‖C˙k
ℓ
+ ‖∂yus0‖C˙k
ℓ
≤ C, then
‖us − 1‖2
L2
+
∑
1≤k1+[k2+12 ]≤k+1
t∫
0
∞∫
0
< y >2ℓ
∣∣∂k1t ∂k2y us|y=0∣∣2 dy dt˜
+
k∑
j=1
t∫
0
∣∣∂jt us|y=0∣∣2 dt˜+ k∑
j=0
t∫
0
∣∣∂jt ∂yus|y=0∣∣2 dt˜ ≤ C(T ).
(ii) In Theorem 1.1 for the Prandtl system (1.5), the regularities in the y-
direction can be improved very slightly, though it can not in the t,x-directions.
60
The estimate ‖∂ywn‖Ak
ℓ
≤ Cnǫθmax{k−k˜,3−k˜}n △θn is attainable from the refined
estimates of mixed derivatives in Section 3, then we have the extra regularities:
∂yy(u− us) ∈ Akℓ ([0, T ]× R2+), ∂yyyv ∈ Ak−1ℓ ([0, T ]× R2+),
∂j+1y u|y=0 − ∂j+1y us|y=0 ∈ Ak−[
j+1
2 ]([0, T ]× R), 0 ≤ j ≤ 2k,
∂j+2y v|y=0 ∈ Ak−1−[
j+1
2 ]([0, T ]× R), 0 ≤ j ≤ 2k − 2.
However, in the y-direction, the solutions still have lower regularities on the
boundary than in the interior.
6 Uniqueness and Stability of Classical Solutions
to the Nonlinear Prandtl Equations with Robin
Boundary Condition
In this section, we prove the uniqueness and stability of classical solutions
to the Prandtl system (1.5).
Theorem 6.1. The classical solution to (1.5) is unique and stable with respect
to the initial data in the following sense: assume (u1, v1) and (u2, v2) be two
classical solutions to the problem (1.5) with the initial data u10 and u
2
0 respec-
tively, where u10(x, y) and u
2
0(x, y) satisfy the conditions in Theorem 5.1, then
for any 0 ≤ δβ ≤ β < +∞, there is a constant C(T, ǫ, us0) ∈ (0,+∞) such that
‖u1 − u2‖Ap
ℓ
([0,T ]×R2+) + ‖
∂y(u
1−u2)
∂yus
‖Ap
ℓ
([0,T ]×R2+)
+‖v1 − v2‖Dp−10 ([0,T ]×R2+) +
2p∑
j=0
∥∥∂jyu1|y=0 − ∂jyu2|y=0∥∥
A
p−[ j+1
2
]([0,T ]×R)
≤ C(T, ǫ, us0)
∥∥∥∂y( u10−u20∂y(u10+u20) )
∥∥∥
Ap
ℓ
(R2+,t=0)
+
C(T,ǫ,us0)
max{
√
β−Cη,
√
δ}
∥∥∥∂y( u10−u20∂y(u10+u20) )|y=0
∥∥∥
Ap(R,t=0)
,
(6.1)
for all p ≤ k˜ − 4, k˜ ≥ 7.
Proof. Denote 

u = u1 − u2, u˜ = u1+u22 ,
v = v1 − v2, v˜ = v1+v22 ,
(6.2)
Since u1, u2 satisfy the monotonicity conditions (1.9), then u˜ satisfies (1.9).
Thus, (u˜, v˜) satisfies the following conditions:

u˜ > 0, u˜y > 0, β − u˜yyu˜y ≥ δ > 0, ∀y ∈ [0,+∞),
u˜x + v˜y = 0,
(u˜y − βu˜)|y=0 = 0, v˜|y=0 = 0,
lim
y→+∞
u˜(t, x, y) = 1.
(6.3)
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Note that in (6.3), (u˜y − βu˜)|y=0 = 0 will not be used because (3.60) does not
need this condition.
(u, v) satisfies the following IBVP:

ut + u˜ux + v˜uy + uu˜x + vu˜y − uyy = 0,
ux + vy = 0,
(∂yu− βu)|y=0 = 0, v|y=0 = 0,
lim
y→+∞
u(t, x, y) = 0,
u|t≤0 = u10 − u20.
(6.4)
Set w = ( u
u˜y
)y, then w satisfies the following IBVP:

wt + (u˜w)x + (v˜w)y − 2(ηw)y −
(
ζ
+∞∫
y
w(t, x, y˜) dy˜
)
y
− wyy = 0,
wt
β−η|y=0 +
(u˜w)x
β−η|y=0 −
(
wy + 2η|y=0w + f˜ + ζ|y=0
+∞∫
0
w(t, x, y˜) dy˜
)
+
wζ˜|y=0
(β−η|y=0)2 = 0, y = 0,
w|t≤0 = w0 := 2∂y( u
1
0−u20
∂y(u10+u
2
0)
) ,
(6.5)
where η, η¯, ζ, ζ˜ are defined as (3.3).
When p ≤ k˜ − 4, we use λp(u˜) to denote λp defined with respect to
u˜ = u
1+u2
2 , we can calculate directly that λp(u˜) < +∞ by the regularities
of u1, u1|y=0, u2, u2|y=0, v1, v2 and the definition of λp, namely (3.20). Then by
Theorem 3.5, there exists a constant C(T, λp(u˜)) > 0, such that
‖w‖Ap
ℓ
≤ C(T, λp(u˜))
(
‖w|t=0‖Ap
ℓ
(R2+,t=0)
+ 1
max{
√
β−Cη,
√
δ}
∥∥w|y=0,t=0∥∥Ap(R,t=0)
)
.
(6.6)
Similarly, by the estimates for
u1 − u2 = −∂yu˜
∞∫
y
w(t, x, y˜) dy˜,
∂my u
1|y=0 − ∂my u2|y=0 = −
∑
m1+m2=m
∂m1+1y u˜|y=0
∞∫
0
∂m2y w(t, x, y˜) dy˜,
(6.7)
we get
‖u1 − u2‖Ap
ℓ
([0,T ]×R2+) + ‖v1 − v2‖Dp−10 ([0,T ]×R2+) + ‖
∂y(u
1−u2)
∂yus
‖Ap
ℓ
([0,T ]×R2+)
+
2p∑
j=0
∥∥(∂jyu1 − ∂jyu2)|y=0‖
A
p−[ j+1
2
]([0,T ]×R)
. C(T, λp(u˜))‖w‖Ap
ℓ
([0,T ]×R2+),
(6.8)
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Combining (6.6) and (6.8), we get (6.1), which implies the stability of
the nonlinear Prandtl equations with Robin boundary condition. Note that
C(T, λp(u˜)) ≤ C(T, ǫ, us) ≤ C(T, ǫ, us0).
Next, we prove the uniqueness of the nonlinear Prandtl equations with
Robin boundary condition, assume that u10 = u
2
0.
In R2+, u
1
0 − u20 ≡ 0 implies that ∂y(u10 − u20) ≡ 0, then
∂y(
u10−u20
∂y(u10+u
2
0)
) = (u10 − u20)[ 1(u10+u20)y ]y + ∂y(u
1
0 − u20) 1(u10+u20)y ≡ 0. (6.9)
On the boundary {y = 0}, ∂y(u10 − u20) = β(u10 − u20) ≡ 0, then
∂y(
u10−u20
∂y(u10+u
2
0)
)|y=0 = (u10 − u20)|y=0
(
[ 1
(u10+u
2
0)y
]y + β
1
(u10+u
2
0)y
)
= 0. (6.10)
By (6.9) and (6.10), the right hand side of (6.1) equals zero if u10 = u
2
0.
Thus, Theorem 6.1 is proved.
Remark 6.2. Due to the estimate of ‖∂ywn‖Ak
ℓ
, the stability results in the y-
direction can be improved very slightly, though those in the t,x-directions can
not be improved. Namely, we have the stability of ‖∂yy(u−us)‖Ap
ℓ
([0,T ]×R2+) and
2p∑
j=0
‖∂j+1y u|y=0 − ∂j+1y us|y=0‖
A
p−[ j+1
2
]([0,T ]×R).
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