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Résumé
Dans cet article, on démontre que le système de Boussinesq avec diffusion non linéaire en 2D est globalement bien posé dans
certains espaces critiques.
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Abstract
In this article we prove global existence and uniqueness result for the 2D Boussinesq system with non linear thermal diffusion
in some critical spaces.
© 2008 Elsevier Masson SAS. Tous droits réservés.
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1. Introduction
Dans cet article, on s’intéresse au système de Boussinesq 2D avec diffusion non linéaire suivant :⎧⎪⎪⎨⎪⎪⎩
∂tC (θ) + (u · ∇)C (θ)− ϕ(θ) = 0,
∂tu+ (u · ∇)u− div(μ(θ)M) + ∇p = f (θ),
divu = 0,
(θ, u)|t=0 = (θ0, u0),
(B)
avec M = ∇u + t∇u. Le système de Boussinesq (B) résulte d’une approximation à l’ordre zéro de couplage entre
les équations hydrodynamiques et les équations de Navier–Stokes (pour plus de détails voir par exemple [19]).
Ce système est donné par un champ de vecteurs u dépendant du temps qui est supposé décrire la vitesse d’une parti-
cule située au point x ∈ RN à l’instant t ∈ R+. θ = θ(t, x) 0 désigne la température, p(t, x) représente la pression
et f une force extérieure donnée. Notons que la condition de divergence nulle traduit l’incompressibilité du fluide et
que μ est une fonction positive désignant la viscosité du fluide. Les fonctions C et ϕ sont données par les formules
suivantes :
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θ∫
θ0
C(s) ds et ϕ(θ) :=
θ∫
θ0
κ(s) ds,
avec C et κ étant la chaleur spécifique et la conductivité thermique des fluides. Dans la suite on suppose que C > 0,
afin que C soit inversible. Nous effectuons le changement d’inconnue θ := C (θ), on aura :
ϕ(θ) = ϕ ◦C−1(θ) := ϕ(θ), μ(θ) = μ ◦C−1(θ) := μ(θ), et f (θ) = f ◦C−1(θ) := f (θ).
Donc (θ, u) vérifie le système suivant (pour simplifier les notations on note les fonctions avec barre sans barre) :⎧⎪⎪⎨⎪⎪⎩
∂t θ + (u · ∇)θ − ϕ(θ) = 0,
∂tu+ (u · ∇)u− div(μ(θ)M)+ ∇p = f (θ),
divu = 0,
(θ, u)|t=0 = (θ0, u0).
(B˜)
Dans le cas où
C(s) ≈ c1(s − θ0)+ c2(s − θ0)p et ϕ(s) ≈ k1(s − θ0)+ k2(s − θ0)q,
avec p,q > 0, J.I. Diaz et G. Galiano [11] ont montré que le système (B˜) dans le cas d’un domaine borné simplement
connexe Ω ⊂ RN avec N = 2,3 tel que ∂Ω ∈ C1 avec condition de Dirichlet admet au moins une solution globale
pour des données u0 ∈ L2(Ω), θ0 ∈ L∞(Ω) et f ∈ C1(R+) avec ϕ et μ vérifiant :
ϕ ∈ C1(R+), ϕ(0) = 0, ϕ croissante, μ ∈ C1(R+) et 0 < μ0  μ μ1 < ∞.
Lorsqu’on est en dimension deux d’espace, les mêmes auteurs dans [11] démontrent que (B˜) admet au plus une so-
lution (θ, u) si u ∈ L∞loc(R+;W 1,∞(Ω)) et ϕ−1 ∈ C1. L’unicité est obtenue dans [12] pour μ = cte. Lorsque ϕ ≡ 0,
μ = cte et f (θ) = (0, θ) ce système a été déjà étudié par plusieurs auteurs. Par exemple T. Hmidi et S. Keraani ont
montré dans [14] l’existence des solutions faibles globales pour des données initiales θ0 et u0 dans L2. L’unicité
de ces solutions n’est connue que sous d’autres hypothèses, à savoir, θ0, u0 ∈ Hs avec s > 0. Dans un travail com-
mun avec T. Hmidi, nous avons établi dans [2] que le système est globalement bien posé dans B02,1 × L2 ∩ B−1∞,1.
Très récemment, R. Danchin et M. Paicu ont établi dans [10] l’existence et unicité globale pour des données initiales
(θ0, u0) ∈ (L2(R2))3.
Dans cet article, nous nous intéressons à l’étude du système (B˜) dans l’espace R2 tout entier avec ϕ ≡ 0 et f ≡ 0,
c’est-à-dire, le système suivant : ⎧⎪⎪⎨⎪⎪⎩
∂t θ + (u · ∇)θ = 0,
∂tu+ (u · ∇)u− div(μ(θ)M) + ∇p = 0,
divu = 0,
(θ, u)|t=0 = (θ0, u0),
(B)
et on suppose que μ vérifie les conditions suivantes :
0 < μ μ, et μ ∈ C∞. (1.1)
On remarque d’abord que θ et u vérifient les estimations suivantes (valables pour les solutions régulières) :∥∥θ(t)∥∥
Lp
 ‖θ0‖Lp , ∀p ∈ [1,∞],
∥∥u(t)∥∥2
L2 + 2μ
t∫
0
∥∥∇u(τ)∥∥2
L2 dτ  ‖u0‖2L2 . (1.2)
Lorsque μ vérifie l’hypothèse (1.1), P.-L. Lions [17] a démontré que le système de Navier–Stokes inhomogène admet
une solution globale dans l’espace d’énergie. La preuve repose sur des méthodes de compacité et l’inégalité d’énergie
qui ressemble à l’inégalité (1.2). En utilisant les mêmes calculs on déduit que si (θ0, u0) ∈ L∞ ×L2, alors (B) admet
une solution globale, aussi le résultat de B. Desjardins [13] reste valable pour ce système, plus exactement il possède
une solution globale,
θ ∈ L∞(R+;L∞) et u ∈ L∞loc(R+;H 1),
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(θ0, u0) ∈ L∞ ×H 1 telles que
∥∥μ(θ0)− c∥∥L∞  1,
avec c une constante strictement positive.
Toutefois, pour le système de Navier–Stokes homogène (θ = cste) bidimensionnel, on connaît depuis longtemps
l’existence et l’unicité globale pour des données initiales dans l’espace d’énergie L2 (voir [16]). Dans cet article,
on étudie l’unicité des solutions. La difficulté vient du couplage non linéaire entre les inconnues par le terme
div(μ(θ)M). Remarquons que si on suit les mêmes calculs que [1], on démontre que (B) est globalement bien
posé dans certains espaces critiques pour des données petites. Notons que le système est invariant par le changement
d’échelle suivant : si (θ, u) est une solution du système avec donnée initiale (θ0, u0), alors
(θ, u)λ =
(
θ(λ2·, λ·), λu(λ2·, λ·)),
avec λ > 0 est une solution, avec donnée (θ0(λ·), λu0(λ·)). Ainsi l’espace invariant par ce changement d’échelle est
B˙
2/p
p,r × B˙−1+2/pp,r pour (p, r) ∈ [1,∞]2.
La question à laquelle nous allons tenter de répondre dans ce travail est la suivante : peut-on améliorer la condition
d’unicité globale ?
Mais pour cela on besoin de u ∈ L1t (Lip) et cela est fortement utile lorsqu’on étudie l’équation de transport vérifiée
par θ . Mais le couplage non linéaire entre θ et u, nous oblige à contrôler θ dans des espaces d’indice de régularité
positif linéairement par rapport à la norme de u dans L1t (Lip) afin de boucler les estimations. Mais les estimations
connues pour l’équation de transport donnent une croissance exponentielle par rapport à ‖u‖L1t (Lip). D’ailleurs, la
seule estimation qui donne une croissance linéaire est vraie lorsque l’indice de régularité est nul (voir [22]). Donc
le but principal de cet article est de contrôler θ dans des espaces avec indice de régularité qui dépend du temps,
c’est-à-dire, utiliser des normes avec perte de régularité afin d’avoir une meilleure estimation. Pour cela on démontre
en particulier (voir Lemme 3.1) que
‖θ‖
L˜∞t (B˙
s(t)
p,1 )
 C‖θ0‖B˙s(t)p,1
(
1 + ‖∇u‖L1t (L∞)
)
,
avec s(t) = 12(1+‖∇u‖
L1t (L∞)
)
.
Notre résultat fondamenta est le suivant (concernant la définition de l’espace de Besov voir la Section 2.2) :
Théorème 1.1. Soient u0 ∈ L2(R2) ∩ B˙−1∞,1(R2) avec divu0 = 0, μ vérifiant (1.1) et θ0 ∈ B˙12,1. Alors il existe une
constante strictement positive ε dépendant de la fonction μ telle que si∥∥μ(θ0)− 1∥∥L∞  ε et ‖θ0‖B˙12,1  ε,
alors il existe un T (θ0, u0) ∈ (0,+∞] pour que le système (B) admette une unique solution (θ, u) vérifiant :
θ ∈ Cb
([0, T ); B˙12,1), u ∈ Cb([0, T ); B˙−1∞,1)∩ L1T (B˙1∞,1)∩L∞T (L2)∩L2T (H˙ 1).
Si, de plus
‖θ0‖B˙12,1
(‖u0‖B˙−1∞,1 + ‖u0‖2B˙−1∞,1 + ‖u0‖2L2 + ‖u0‖6L2) ε,
alors (B) est globalement bien posé, avec (θ, u) vérifiant les inégalités suivantes :
‖θ‖L˜∞t (B˙12,1)  ‖θ0‖B˙12,1,
‖u‖2
L∞t (L2)
+ 2μ‖∇u‖2
L2t (L
2)
 ‖u0‖2L2,
‖u‖L1t (B˙1∞,1)  ‖u0‖B˙−1∞,1 + ‖u0‖
3
L2
+ ‖u0‖2L2 + ‖θ0‖B˙12,1,
et
‖u‖
L˜∞t (B˙−1∞,1)
+ ‖∇p‖
L1t (B˙
−1
∞,1)
 ‖u0‖B˙−1∞,1 + ‖u0‖
3
L2
+ ‖u0‖2L2 + ‖θ0‖B˙12,1
+ ‖θ0‖B˙12,1‖u‖
2
L1t (B˙
1∞,1)
+ ∥∥μ(θ0)∥∥B˙0∞,1‖u‖3L1t (B˙1∞,1).
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Remarque 1.2. Remarquons aussi que le Théorème 1.1 est proche du résultat [16], car pour u0 ∈ L2 ∩ B˙−1∞,1 donnée,
on a existence et unicité globale sous une condition de petitesse sur θ0.
Cet article se compose de quatre parties. Dans un premier temps, nous rappelons les notions des bases de la théorie
de Littlewood–Paley. Puis, nous donnons une estimation de la solution de l’équation de transport qui est la clé de la
démonstration de notre théorème principal. Enfin, nous établissons les résultats d’unicité ainsi que d’existence.
2. Notations et définitions
2.1. Notations
On dit que A  B s’il existe une contante C strictement positive telle que A  CB . La notation C désigne une
constante générique qui peut changer d’une ligne à une autre. Soient X un espace de Banach et p ∈ [1,∞], on
désigne par Lp(0, T ; X) l’ensemble des fonctions f mesurables sur (0, T ) à valeurs dans X, telles que t → ‖f (t)‖X
appartient à Lp(0, T ). On note C([0, T ); X) l’espace des fonctions continues de [0, T ) à valeurs dans X.
2.2. Théorie de Littlewood–Paley
Dans cette section, nous allons rappeler brièvement la théorie de Littlewood–Paley (voir par exemple [5]) pour
caractériser les espaces fonctionnels dans lesquels nous allons opérer. Pour cela, on fixe deux fonctions positives
radiales φ ∈ D(C(0, 34 , 83 )) et χ ∈ C∞C (B(0, 43 )) telles que,
(i) χ(ξ) +∑q∈Z φ(2−qξ) = 1 ∀ξ ∈ R2.
(ii) ∑q∈Z φ(2−qξ) = 1 si ξ = 0.
(iii) suppφ(2−p·)∩ suppφ(2−q ·) = ∅, si |p − q| 2.
(iv) q  1 ⇒ suppχ ∩ suppφ(2−q) = ∅.
On définit les opérateurs q et Sq de L(S ′;C∞) par :
(i) qu = φ(2−qD)u ∀q ∈ Z.
(ii) Squ =∑jq−1 ju ∀q ∈ Z.
De plus, on a :
u =
∑
q∈Z
qu ∀u ∈ S ′(R2)/P[R2],
où P[R2] est l’ensemble des polynômes (voir par exemple [20]).
D’après la décomposition de J.-M. Bony [4], le produit uv peut être formellement divisé en trois parties
comme suit :
uv = Tuv + Tvu+ R(u, v),
où
Tuv =
∑
q
Sq−1uqv et R(u, v) =
∑
q
qu˜qv, avec ˜q =
1∑
i=−1
q+i .
Définition 2.1. Soient s ∈ R, (p, r) ∈ [1,+∞]2 et u ∈ S ′(RN), on note :
‖u‖B˙sp,r :=
∥∥(2qs‖qu‖Lp)q∥∥r .
Nous définissons alors l’espace de Besov homogène :
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• B˙sp,r = {u ∈ S ′(R2) | ∀|α| = k, ∂αu ∈ B˙s−kp,r }, lorsque 2p + k  s < 2p + k + 1, k ∈ N, ou s = 2p + k + 1 et r = 1.
Pour démontrer notre résultat principal, nous utiliserons l’effet régularisant de l’équation de la chaleur de type Lp .
Pour cela, on introduit les espaces de Chemin–Lerner L˜aT (B˙sp,r ) (voir [7]).
Définition 2.2. Soient s ∈ R, (r, a,p) ∈ [1, +∞]3 et T ∈]0,+∞], on dit que f ∈ L˜aT (B˙sp,r ), si
‖f ‖L˜aT (B˙sp,r ) :=
∥∥(2qs‖qu‖LaT (Lp))q∥∥r < ∞.
Remarquons que l’inégalité de Minkowski implique :
LaT
(
B˙sp,r
)
↪→ L˜aT
(
B˙sp,r
)
, si a  r, (2.1)
L˜aT
(
B˙sp,r
)
↪→ LaT
(
B˙sp,r
)
, si a  r. (2.2)
Comme conséquence de l’inégalité de Bernstein (voir par exemple [5]) et par définition de B˙sp,r , on a la proposition
suivante :
Proposition 2.1.
(i) Il existe une constante C strictement positive telle que
C−1‖u‖B˙sp,r  ‖∇u‖B˙s−1p,r  C‖u‖B˙sp,r .
(ii) Pour p1  p2 et r1  r2, on a B˙sp1,r1 ↪→ B˙s−2(1/p1−1/p2)p2,r2 .
(iii) Si (p, r) ∈ [1,∞]2, alors B˙2/pp,1 ↪→ B˙2/pp,r ∩L∞.
(iv) Interpolation réelle : (B˙s1p,r , B˙s2p,r )θ,r ′ = B˙θs2+(1−θ)s1p,r ′ pour 0 < θ < 1 (voir par exemple [21]).
Dans la suite toutes les conditions sur μ(θ) on peut les transmettre sur θ . Car il est bien connu que l’espace de
Besov inhomogène Bsp,r est stable par composition à gauche dès que s > 0 (voir par exemple [18]). H. Bahouri et
J.-Y. Chemin dans [3] ont montré un résultat analogue à celui de [18] dans l’espace L˜∞T (Bs2,1) utilisant la méthode
dite de la première linéarisation de Y. Meyer. En suivant une démarche strictement analogue et en utilisant le fait que
l’espace de Besov homogène est défini modulo les polynômes, on obtient le lemme suivant :
Lemme 2.1. Soient s un réel strictement positif, (p, r, q) ∈ [1,∞]3, G ∈ W [s]+1,∞loc , T ∈ (0,∞] et
u ∈ L˜qT (B˙sp,r )∩L∞T (L∞), alors∥∥G(u)∥∥
L˜
q
T (B˙
s
p,r )
 C
(
1 + ‖u‖L∞T (L∞)
)[s]+1‖u‖L˜qT (B˙sp,r ),
et ∥∥G(u)∥∥
B˙sp,r
 C
(
1 + ‖u‖L∞
)[s]+1‖u‖B˙sp,r ,
où C est une constante ne dépendant que de G et de s.
Pour démontrer notre théorème principal, on a besoin de quelques inégalités.
Proposition 2.2. Soient r ∈ [1,+∞], p ∈ [1,+∞] et −1 s  1. Soit v un champ de vecteurs à divergence nulle et
on pose :
[v · ∇,q ]f = (v · ∇)qf −q
(
(v · ∇)f ).
Alors, on a les inégalités suivantes :
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sup
q
2−q
∥∥[v · ∇,q ]f ∥∥L1T (Lp) 
T∫
0
‖∇v‖B˙0∞,1‖f ‖B˙−1p,∞ dt ;
(ii) Si −1 < s < 1 (∑
q
2qsr
∥∥[v · ∇,q ]f ∥∥rL1T (Lp)
) 1
r

T∫
0
‖∇v‖L∞‖f ‖B˙sp,r dt ;
(iii) Si s = 1
∑
q
2q
∥∥[v · ∇,q ]f ∥∥L1T (Lp) 
T∫
0
‖∇v‖B˙0∞,1‖f ‖B˙1p,1 dt.
Démonstration. Tout d’abord grâce à la décomposition de Bony, on a :
[v · ∇,q ]f = [Tvj ,q ]∂jf + T∂jqf vj − qT∂j f vj + R
(
vj ,q∂jf
)−qR(vj , ∂jf ).
Pour tout s ∈ R, on a par une inégalité classique sur les commutateurs (voir par exemple [5]) plus l’inégalité de
Minkowski : {∑
q
2qsr
∥∥[Tvj ,q ]∂jf ∥∥rL1T (Lp)
} 1
r

T∫
0
{∑
q
2qsr
∥∥[Tvj ,q ]∂jf ∥∥rLp} 1r dt

T∫
0
‖∇v‖L∞‖f ‖B˙sp,r dt.
Pour le terme de paraproduit, on a :
T∂jqf v
j =
∑
qq ′
Sq ′−1q∂jfq ′vj ,
ainsi les inégalités de Hölder et Bernstein impliquent :∥∥∥∥∑
qq ′
Sq ′−1q∂jfq ′vj
∥∥∥∥
Lp

∑
qq ′
‖q ′vj‖L∞‖q∂jf ‖Lp

∑
qq ′
2q−q ′ ‖q ′∇v‖L∞‖qf ‖Lp .
Il en découle par l’inégalité (2.1) que pour tout s ∈ R,{∑
q
2qsr‖T∂jqf vj‖rL1T (Lp)
} 1
r

T∫
0
‖∇v‖B˙0∞,∞‖f ‖B˙sp,r dt.
Concernant le terme qT∂j f vj , on a :
qT∂j f v
j =
∑
|q−q ′|4
q
(
Sq ′−1∂jfq ′vj
)
.
Par définition de Sq ′−1 et grâce à l’inégalité de Bernstein, on trouve :
2qs
∥∥qT∂j f vj∥∥Lp  ∑
′
‖q ′∇v‖L∞
∑
′
2(k−q ′)(1−s)2ks‖kf ‖Lp .
|q−q |4 kq −2
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q
2qsr‖qT∂jf vj‖rL1T (Lp)
) 1
r

T∫
0
‖∇v‖B˙0∞,∞‖f ‖B˙sp,r dt, ∀s < 1,
et pour s = 1,
∑
q
2q
∥∥qT∂jf vj∥∥L1T (Lp) 
T∫
0
‖∇v‖B˙0∞,1‖f ‖B˙1p,1 dt.
Enfin pour le reste, la condition de divergence nulle de v, implique :
R
(
vj ,q∂jf
)−qR(vj , ∂jf )= ∑
q ′q−3
q ′v
j ˜q ′q∂jf −q∂j
(
q ′v
j ˜q ′f
)
= Iq,
on en déduit par les inégalités de Hölder, Bernstein et (2.1)(∑
q
2qsr‖Iq‖rL1T (Lp)
) 1
r

T∫
0
‖∇v‖B˙0∞,∞‖f ‖B˙sp,r dt si s > −1,
sup
q
2−q‖Iq‖L1T (Lp) 
T∫
0
‖∇v‖B˙0∞,1‖f ‖B˙−1p,∞ dt si s = −1.
D’où la proposition. 
Lemme 2.2. Soient ε > 0, s ∈ R, (p1,p2, r, λ) ∈ [1,∞]4 tels que ε  s + 2p1 − 2p2 , p1  p2 et u une fonction
régulière. Alors il existe une constante C telle que l’inégalité suivante soit vérifiée :
‖u‖L˜λt (B˙sp2,r )  Cε
− 1
r ‖u‖
L˜λt (B˙
s+ 2p1 −
2
p2
p1,∞ )
[
ln
(
e +
‖u‖L˜λt (B˙0p1,∞) + ‖u‖L˜λt (B˙s+εp2,∞)
‖u‖
L˜λt (B˙
s+ 2p1 −
2
p2
p1,∞ )
)] 1
r
. (2.3)
Démonstration. Remarquons tout d’abord que si r = ∞ l’inégalité (2.3) est une conséquence immédiate de
l’inégalité de Bernstein. Pour r ∈ [1,∞[, d’après l’inégalité de Bernstein, on a :
‖qu‖Lλt (Lp2 )  2
2q( 1
p1
− 1
p2
)‖qu‖Lλt (Lp1 ).
Soit N un entier arbitraire qui sera fixé plus tard. Alors
‖u‖L˜λt (B˙sp2,r ) 
( ∑
q−N
2qr(s+
2
p1
− 2
p2
)‖qu‖rLλt (Lp1 )
) 1
r
+
( ∑
−N+1qN
2qr(s+
2
p1
− 2
p2
)‖qu‖rLλt (Lp1 )
) 1
r
+
( ∑
qN+1
2−qrε2qr(s+ε)‖qu‖rLλt (Lp2 )
) 1
r
 2−N(s+
2
p1
− 2
p2
)‖u‖L˜λt (B˙0p1,∞) +N
1
r ‖u‖
L˜λt (B˙
s+ 2p1 −
2
p2
p1,∞ )
+ 2−Nε‖u‖L˜λ(B˙s+ε ).t p2,∞
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N = 1 +
[
1
ε
log2
‖u‖L˜λt (B˙0p1,∞) + ‖u‖L˜λt (B˙s+εp2,∞)
‖u‖
L˜λt (B˙
s+ 2p1 −
2
p2
p1,∞ )
]
. 
3. Estimations a priori
3.1. Équation de transport
Avec les mêmes calculs que [9] et en tenant compte de la Proposition 2.2, on démontre le résultat suivant qui est
utile pour l’unicité et la propagation de la régularité.
Proposition 3.1. Soient r ∈ [1,+∞] (resp. r = +∞ ou 1), p ∈ [1,+∞] et s ∈ R tel que −1 < s < 1 (resp.
s = −1 ou 1). Soit v un champ de vecteurs à divergence nulle tel que ∇v ∈ L1T (L∞) (resp. L1T (B˙0∞,1)) supposons que
f0 ∈ B˙sp,r , F ∈ L1T (B˙sp,r ). Soit f ∈ L∞T (B˙sp,r )∩C([0, T ] ; S ′) une solution du système :{
∂tf + div(vf ) = F,
f |t=0 = f0. (T )
Alors il existe une constante C strictement positive dépendant s telle que
‖f ‖L˜∞T (B˙sp,r )  e
CV (T )
(‖f0‖B˙sp,r + ‖F‖L˜1T (B˙sp,r )), (3.1)
V (T ) :=
{∫ T
0 ‖∇v‖L∞ dτ si −1 < s < 1,∫ t
0 ‖v‖B˙1∞,1 dτ si s = −1 et r = +∞ ou s = 1 et r = 1.
De plus f ∈ C([0, T ]; B˙sp,r ) si r < ∞.
Le terme qui pose des problèmes dans l’étude du système (B) est div(μ(θ)M), qui nécessité le contrôle de θ dans
des espaces d’indice de régularité positif. Or les estimations connues pour l’équation de transport,{
∂t θ + div(θu) = 0,
θ |t=0 = θ0, (T )
donnent une croissance exponentielle (voir Proposition 3.1). Lorsque s = 0, M. Vishik a démontré dans [22] que, pour
tout p ∈ [1,∞] :
∥∥θ(t)∥∥
B˙0p,1
 ‖θ0‖B˙0p,1
(
1 +
t∫
0
∥∥∇u(τ)∥∥
L∞ dτ
)
. (3.2)
Le lemme suivant est un analogue de (3.2) dans le cas où l’indice de régularité n’est pas 0.
Lemme 3.1. Soient p ∈ [1,+∞], η ∈ R+, 0 < ε < 1 et u un champ de vecteurs à divergence nulle tel que ∇u
soit à coefficients dans L1t (L∞), on désigne par U(t) := ‖∇u‖L1t (L∞). Soient θ0 ∈ B˙
s(t)
p,1 avec s(t) = η1+U(t) < ε, et
θ ∈ L˜∞t (B˙s(t)p,1 ) une solution de (T ). Alors il existe une constante C strictement positive telle que
‖θ‖
L˜∞t (B˙
s(t)
p,1 )
 C2
Cη
ε−s(t) 2
η
(ε − s(t))2 ‖θ0‖B˙s(t)p,1
(
1 +U(t)). (3.3)
Remarque 3.1. Remarquons que si on prend η = α ln(1 + U(t)), on obtient une majoration polynomiale de θ en
fonction de U(t).
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blement l’équation de transport en variable de Fourier. Pour cela on localise en fréquences la donnée initiale et on
désigne par θq la solution associée, c’est-à-dire,{
∂t θq + (u · ∇)θq = 0,
θq |t=0 = qθ0. (Tq )
Par linéarité et unicité, on a :
θ =
∑
q∈Z
θq.
Pour tout t ∈ R+, on a :
‖θq‖L∞t (Lp)  ‖qθ0‖Lp , ∀p ∈ [1,∞],
de plus d’après la Proposition 3.1, on a pour tout t ∈ R+, (p, r) ∈ [1,∞]2 et 0 ε < 1
‖θq‖L˜∞t (B˙±εp,r )  ‖qθ0‖B˙±εp,r eCU(t) avec U(t) =
t∫
0
∥∥∇u(τ)∥∥
L∞ dτ.
Ainsi pour r = ∞ et par définition de l’espace de Besov, on trouve :
‖jθq‖L∞t (Lp)  2∓ε(j−q)‖qθ0‖LpeCU(t).
Soit |ε| < 1, d’après l’inégalité précédente, on obtient :
‖θ‖L˜∞t (B˙sp,1) 
∑
j,q
2js‖jθq‖L∞t (Lp)

∑
j−qN
2s(j−q)2−ε(j−q)2qs‖qθ0‖LpeCU(t)
+
∑
j−q−N
2s(j−q)2ε(j−q)2qs‖qθ0‖LpeCU(t)
+
∑
|j−q|N
2js
∥∥jθq(t)∥∥L∞t (Lp)
:= I + II + III.
Ainsi pour −ε < s < ε, on aura
I 2
−N(ε−s)
1 − 2−(ε−s) ‖θ0‖B˙sp,1e
CU(t)  2
−N(ε−s)
ε − s ‖θ0‖B˙sp,1e
CU(t),
et
II 2
−N(s+ε)
1 − 2−(ε+s) ‖θ0‖B˙sp,1e
CU(t)  2
−N(s+ε)
s + ε ‖θ0‖B˙sp,1e
CU(t).
Pour le troisième terme, en utilisant le principe du maximum et le fait que −N + q  j  N + q , on trouve pour
s  0,
IIIN
∑
q
2s(N+q)‖qθ0‖Lp N2sN‖θ0‖B˙sp,1 .
Ainsi
‖θ‖L˜∞t (B˙sp,1) 
(
2−N(ε−s)
ε − s +
2−N(s+ε)
s + ε
)
‖θ0‖B˙sp,1e
CU(t) +N2sN‖θ0‖B˙sp,1
 2
−N(ε−s)
‖θ0‖B˙s eCU(t) +N2sN‖θ0‖B˙s .ε − s p,1 p,1
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N =
[
CU(t)
(ε − s) ln 2
]
+ 1 et s = s(t) = η
1 +U(t) avec 0 η < ε
(
1 +U(t)),
alors on trouve :
‖θ‖
L˜∞t (B˙
s(t)
p,1 )
 1
ε − s(t)‖θ0‖B˙s(t)p,1 +
2η+
Cη
ε−s(t)
(ε − s(t))2 ‖θ0‖B˙s(t)p,1
(
1 +U(t))
 C2
Cη
ε−s(t) 2
η
(ε − s(t))2 ‖θ0‖B˙s(t)p,1
(
1 +U(t)). (3.4)
D’où le lemme. 
3.2. Équation de Navier–Stokes
Pour le système de Navier–Stokes, on démontre tout d’abord les deux propositions suivantes qui sont utiles pour
l’existence locale et globale.
Proposition 3.2. Soient u0 ∈ L2 avec divu0 = 0, μ vérifie (1.1), θ0 ∈ L∞ tel que ‖μ(θ0) − 1‖L∞  1 et (θ, u) une
solution du système (B). Alors il existe T > 0 tel que
‖∇u‖L2T (L2)  C
(∑
q
(
1 − e−C−1T 22q )‖qu0‖2L2)
1
2
.
Démonstration. On localise l’équation que vérifie u, on trouve :
∂tqu+ (u · ∇)qu−qu+ ∇qp = [u · ∇,q ]u+ divq
((
μ(θ)− 1)M),
on prend le produit scalaire de l’équation précédente avec qu dans L2, on trouve après intégration par parties plus
l’inégalité de Bernstein
1
2
d
dt
‖qu‖2L2 +C−122q‖qu‖2L2  ‖qu‖L2
(∥∥[u · ∇,q ]u∥∥L2 +C2q∥∥q(μ(θ)− 1)∇u∥∥L2).
Soit ε > 0, comme
1
2
d
dt
‖qu‖2L2 =
(‖qu‖2L2 + ε) 12 ddt (‖qu‖2L2 + ε) 12 ,
alors
e−C−122q t d
dt
[
eC
−122q t(‖qu‖2L2 + ε) 12 ] ∥∥[u · ∇,q ]u∥∥L2 +C−122qε 12
+C2q∥∥q(μ(θ)− 1)∇u∥∥L2 .
En intégrant l’inégalité précédente par rapport au temps, puis en faisant tendre ε vers 0, on obtient :
∥∥qu(t)∥∥L2  e−C−122q t‖qu0‖L2 +
t∫
0
e−C−122q (t−τ)
∥∥[u · ∇,q ]u∥∥L2 dτ
+
t∫
0
e−C−122q (t−τ)2q
∥∥q(μ(θ)− 1)∇u∥∥L2 dτ.
En multipliant par 2q et en prenant la norme L2 (l2), on trouve :T
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(∑
q
(
1 − e−C−1T 22q )‖qu0‖2L2)
1
2
+
(∑
q
∥∥[u · ∇,q ]u∥∥2L1T (L2)
) 1
2 + ∥∥(μ(θ)− 1)∇u∥∥
L2T (L
2).
Comme μ(θ)− 1 vérifie l’équation de transport, alors∥∥μ(θ)− 1∥∥
L∞ 
∥∥μ(θ0)− 1∥∥L∞  1
et par suite l’inégalité (2.1), implique :
‖∇u‖L2T (L2) 
(∑
q
(
1 − e−C−1T 22q )‖qu0‖2L2)
1
2
+
T∫
0
(∑
q
∥∥[u · ∇,q ]u∥∥2L2) 12 dt.
D’après le Lemme A.1 de [8], on a : (∑
q
∥∥[u · ∇,q ]u∥∥2L2) 12  ‖∇u‖2L2,
d’où
‖∇u‖L2T (L2) 
(∑
q
(
1 − e−C−1T 22q )‖qu0‖2L2)
1
2 + ‖∇u‖2
L2T (L
2)
.
Comme u0 ∈ L2, alors il existe T > 0 tel que
‖∇u‖L2T (L2) 
(∑
q
(
1 − e−C−1T 22q )‖qu0‖2L2)
1
2
.
D’où la proposition. 
Avec les mêmes calculs, on déduit le corollaire suivant.
Corollaire 3.1. Soient u0 ∈ L2 avec divu0 = 0, μ vérifie (1.1), θ0 ∈ L∞ tel que ‖μ(θ0) − 1‖L∞  1 et (θ, u) une
solution du système (B). Alors
‖u‖L˜1t (B˙22,2) 
(∑
q
(
1 − e−C−1t22q )‖qu0‖2L2)
1
2 + ‖∇u‖2
L2t (L
2)
+ ‖∇u‖L1t (L∞)‖θ‖L˜∞t (B˙12,2).
Proposition 3.3. Soient θ comme dans le Lemme 3.1, μ vérifiant la condition (1.1), θ0 ∈ B˙12,1 et u0 ∈ L2 ∩ B˙−1∞,1 un
champ de vecteurs à divergence nulle. Soit u ∈ L˜∞t (B˙−1∞,1)∩L1t (B˙1∞,1) une solution du système (NS) :{
∂tu+ (u · ∇)u− div(μ(θ)M) + ∇p = 0,
divu = 0,
u|t=0 = u0.
(NS)
Alors, si ∥∥μ(θ0)− 1∥∥ ∞  1,L
H. Abidi / J. Math. Pures Appl. 91 (2009) 80–99 91et ∥∥μ(θ0)∥∥B˙12,1β(t)+ ∥∥μ(θ0)∥∥B˙0∞,1β(t)2 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avec
β(t) =
∑
q∈Z
2−q
(
1 − e−C−1t22q )‖qu0‖L∞ + ‖u0‖L2‖∇u‖2L2t (L2) + ‖∇u‖2L2t (L2) + ∥∥μ(θ0)∥∥B˙12,1,
on a les estimations suivantes,
‖u‖L1t (B˙1∞,1)  ‖u0‖B˙−1∞,1 + ‖u0‖
3
L2
+ ‖u0‖2L2 +
∥∥μ(θ0)∥∥B˙12,1
et
‖u‖
L˜∞t (B˙−1∞,1)
+ ‖∇p‖
L1t (B˙
−1
∞,1)
 ‖u0‖B˙−1∞,1 + ‖u0‖
2
L2 + ‖u0‖3L2 +
∥∥μ(θ0)∥∥B˙12,1
+ ∥∥μ(θ0)∥∥B˙12,1‖u‖2L1t (B˙1∞,1) + ∥∥μ(θ0)∥∥B˙0∞,1‖u‖3L1t (B˙1∞,1).
Démonstration. Tout d’abord si F une fonction régulière, alors d’après l’équation vérifiée par θ , on a :
∂tF (θ)+ (u · ∇)F (θ) = 0.
De plus d’après le Lemme 3.1, on a pour tout p ∈ [1,+∞],
‖θ‖
L˜∞t (B˙
s(t)
p,1 )
 ‖θ0‖B˙s(t)p,1
(
1 + U(t)) et ∥∥F (θ(t))∥∥
Lp

∥∥F(θ0)∥∥Lp . (3.5)
L’équation en u, se reécrit
∂tu−u = P div
{(
μ(θ)− 1)M}− P(u · ∇)u, (3.6)
avec P opérateur de Leray (le projecteur orthogonal sur les champs à divergence nulle).
La Proposition 2.1 dans [6] et le fait que pour tout p ∈ [1,∞] et q ∈ Z, on a
‖qPf ‖Lp  ‖qf ‖Lp , ∀f ∈ Lp,
impliquent :
‖u‖L1t (B˙1∞,1) 
∑
q∈Z
2−q
(
1 − e−C−1t22q )‖qu0‖L∞ + ∥∥(u · ∇)u∥∥L1t (B˙−1∞,1) + ∥∥(μ(θ)− 1)M∥∥L1t (B˙0∞,1).
Grâce à la décomposition de Bony et a l’inégalité de Bernstein, on a :∥∥(u · ∇)u∥∥
B˙−1∞,1
 ‖Tuu‖B˙0∞,1 +
∥∥R(u,u)∥∥
B˙0∞,1

∑
q
2−
1
2 q2
1
2 q‖qu‖L∞
∑
kq−2
2k‖ku‖L2 +
∑
q−k3
22q‖ku‖L2‖˜ku‖L2
 ‖u‖
B˙
1
2∞,1
‖u‖
H˙
1
2
+ ‖u‖2
H˙ 1
,
mais par interpolation, on a,
‖u‖
B˙
1
2∞,1
 ‖u‖
1
2
B˙1∞,1
‖∇u‖
1
2
L2
et ‖u‖
H˙
1
2
 ‖∇u‖
1
2
L2
‖u‖
1
2
L2
.
Il en découle des inégalités de Hölder et d’énergie
‖u⊗ u‖L1t (B˙0∞,1)  ‖u‖
1
2
L1t (B˙
1∞,1)
‖u‖
1
2
L∞t (L2)
‖∇u‖L2t (L2) + ‖∇u‖2L2t (L2)
 ‖u‖
1
2
L1t (B˙
1∞,1)
‖u0‖
1
2
L2
‖∇u‖L2t (L2) + ‖∇u‖2L2t (L2). (3.7)
Concernant le terme (μ(θ)− 1)M, on utilise la décomposition de Bony et l’inégalité (3.5),
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∥∥μ(θ)− 1∥∥
L∞t (L∞)
‖u‖L1t (B˙1∞,1)

∥∥μ(θ0)− 1∥∥L∞‖u‖L1t (B˙1∞,1).
Pour le terme du reste, les inégalités de Bernstein et de Hölder, impliquent :∥∥R(M,μ(θ)− 1)(t)∥∥
B˙0∞,1

∥∥R(M,μ(θ)− 1)(t)∥∥
B˙
s(t)
p(t),1
 1
s(t)
∥∥∇u(t)∥∥
L∞
∥∥μ(θ(t))− 1)∥∥
B˙
s(t)
p(t),1
,
avec
s(t) = 1
2(1 +U(t)) , p(t) = 4
(
1 + U(t)) et U(t) = ‖∇u‖L1t (L∞).
Ainsi le Lemme 3.1 (avec η = 12 et ε = 34 ), implique :
∥∥R(M,μ(θ)− 1)∥∥
L1t (B˙
0∞,1)

t∫
0
∥∥R(M,μ(θ)− 1)(τ )∥∥
B˙
s(τ )
p(τ),1
dτ

t∫
0
∥∥∇u(τ)∥∥
L∞
(
1 +U(τ))2∥∥μ(θ0)− 1∥∥B˙s(τ )
p(τ),1
dτ.
Un argument d’interpolation combiné avec l’inégalité de Young, donne∥∥μ(θ0)− 1∥∥B˙s(τ )
p(τ),1

∥∥μ(θ0)− 1∥∥ 12(1+U(τ))
B˙12,1
∥∥μ(θ0)− 1∥∥1− 12(1+U(τ))
B˙0∞,1
 1
2(1 +U(τ))
∥∥μ(θ0)− 1∥∥B˙12,1 + 1 + 2U(τ)2(1 +U(τ))∥∥μ(θ0)− 1)∥∥B˙0∞,1 .
En utilisant cette majoration dans l’inégalité précédente, on trouve grâce à l’inégalité de Bernstein,∥∥R(M,μ(θ)− 1)∥∥
L1t (B˙
0∞,1)

∥∥μ(θ0)− 1∥∥B˙12,1(1 +U(t)2)+ ∥∥μ(θ0)− 1)∥∥B˙0∞,1(1 + U(t)3).
Concernant le terme TM(μ(θ)− 1), on a par l’inégalité (3.2) :
∥∥TMμ(θ)− 1∥∥L1t (B˙0∞,1) 
t∫
0
∥∥∇u(τ)∥∥
L∞
∥∥μ(θ)− 1∥∥
B˙0∞,1
dτ

∥∥μ(θ0)− 1∥∥B˙0∞,1
t∫
0
∥∥∇u(τ)∥∥
L∞
(
1 + ‖∇u‖L1τ (L∞)
)
dτ

∥∥μ(θ0)− 1∥∥B˙12,1U(t)+ ∥∥μ(θ0)− 1∥∥B˙0∞,1U(t)2,
donc ∥∥(μ(θ)− 1)M∥∥
L1t (B˙
0∞,1)

∥∥μ(θ0)− 1∥∥L∞‖u‖L1t (B˙1∞,1)
+ ∥∥μ(θ0)− 1∥∥B˙12,1(1 +U(t)2)+ ∥∥μ(θ0)− 1∥∥B˙0∞,1(1 + U(t)3). (3.8)
Combinant les inégalités précédentes avec les inégalité de Young et de Bernstein, on obtient :
‖u‖L1t (B˙1∞,1) 
∑
q∈Z
2−q
(
1 − e−C−1t22q )‖qu0‖L∞ + ‖u0‖L2‖∇u‖2L2t (L2)
+ ‖∇u‖2
L2t (L
2)
+ ∥∥μ(θ0)∥∥B˙12,1 + ∥∥μ(θ0)− 1∥∥L∞‖u‖L1t (B˙1∞,1)
+ ∥∥μ(θ0)∥∥B˙1 U(t)2 + ∥∥μ(θ0)∥∥B˙0 U(t)3.2,1 ∞,1
H. Abidi / J. Math. Pures Appl. 91 (2009) 80–99 93Ainsi pour avoir u ∈ L1t (B˙1∞,1), il suffit d’imposer les conditions suivantes :∥∥μ(θ0)− 1∥∥L∞  1,
et ∥∥μ(θ0)∥∥B˙12,1β(t)+ ∥∥μ(θ0)∥∥B˙0∞,1β(t)2  1,
avec
β(t) =
∑
q∈Z
2−q
(
1 − e−C−1t22q )‖qu0‖L∞ + ‖u0‖L2‖∇u‖2L2t (L2) + ‖∇u‖2L2t (L2) + ∥∥μ(θ0)∥∥B˙12,1 .
Et par suite grâce à l’inégalité d’énergie, on déduit :
‖u‖L1t (B˙1∞,1)  ‖u0‖B˙−1∞,1 + ‖u0‖
3
L2
+ ‖u0‖2L2 +
∥∥μ(θ0)∥∥B˙12,1 . (3.9)
Pour conclure la démonstration de la proposition, il nous reste à contrôler u (resp. ∇p) dans L˜∞t (B˙−1∞,1) (resp.
L1t (B˙
−1
∞,1)). Pour cela, on reprend les mêmes calculs que ceux effectués pour contrôler ‖u‖L1t (B˙1∞,1), et on utilise :
∂tu = P div
(
μ(θ)M)− P(u · ∇)u et ∇p = Qdiv(μ(θ)M)− Q(u · ∇)u,
avec Q = I − P , c’est-à-dire, le projecteur sur les champs de type gradient. La continuité des opérateurs P et Q
impliquent :
‖u‖
L˜∞t (B˙−1∞,1)
+ ‖∇p‖
L1t (B˙
−1
∞,1)
 ‖u0‖B˙−1∞,1 +
t∫
0
∥∥(μ(θ)∇u)(τ )∥∥
B˙0∞,1
+
t∫
0
∥∥u⊗ u(τ)∥∥
B˙0∞,1
dτ.
D’après les inégalités (3.7) et d’énergie, on a :
‖u⊗ u‖L1t (B˙0∞,1)  ‖u‖
1
2
L1t (B˙
1∞,1)
‖u0‖
3
2
L2
+ ‖u0‖2L2 .
Par ailleurs l’inégalité (3.8), entraîne :∥∥μ(θ)∇u∥∥
L1t (B˙
0∞,1)
 ‖u‖L1t (B˙1∞,1) +
∥∥μ(θ0)∥∥B˙12,1 + ∥∥μ(θ0)∥∥B˙12,1‖u‖2L1t (B˙1∞,1)
+ ∥∥μ(θ0)∥∥B˙0∞,1‖u‖3L1t (B˙1∞,1),
d’où il résulte
‖u‖
L˜∞t (B˙−1∞,1)
+ ‖∇p‖
L1t (B˙
−1
∞,1)
 ‖u0‖B˙−1∞,1 + ‖u0‖
2
L2 + ‖u0‖3L2 +
∥∥μ(θ0)∥∥B˙12,1
+ ‖u‖L1t (B˙1∞,1) +
∥∥μ(θ0)∥∥B˙12,1‖u‖2L1t (B˙1∞,1) + ∥∥μ(θ0)∥∥B˙0∞,1‖u‖3L1t (B˙1∞,1).
D’où la proposition. 
La proposition suivante est une conséquence de la Proposition 2.2 et de calculs similaires à ceux de [8].
Proposition 3.4. Soient u0 un champ de vecteurs à divergence nulle à coefficients dans B˙−12,∞ et g un champ de
vecteurs à coefficients dans L˜1T (B˙−12,∞). Soient u et v deux champs de vecteurs à divergence nulle tels que v soit à
coefficients dans L1T (B˙1∞,1) et u ∈ C([0, T ); B˙−12,∞)∩ L˜1T (B˙−12,∞) une solution du système de Stokes :{
∂tu+ v · ∇u− νu+ ∇p = g,
divu = 0,
u|t=0 = u0.
(S)
Alors il existe C tel que u vérifie l’estimation suivante :
94 H. Abidi / J. Math. Pures Appl. 91 (2009) 80–99‖u‖
L˜∞T (B˙
−1
2,∞)
+ ν‖u‖L˜1T (B˙12,∞) + ‖∇p‖L˜1T (B˙−12,∞)  e
CV (T )
{‖u0‖B˙−12,∞ + ‖g‖L˜1T (B˙−12,∞)}, (3.10)
avec
V (T ) :=
T∫
0
∥∥v(t)∥∥
B˙1∞,1
dt.
4. Démonstration du Théorème 1.1
4.1. Unicité
Dans cette section, nous allons démontrer l’unicité des solutions des équations de Boussinesq dans l’espace
L˜∞t (B˙02,2) × (L∞t (B˙−12,∞) ∩ L˜1t (B˙12,∞)). Soit (θ i, ui,pi) pour 1 i  2 deux solutions. Désignons par (Mi , δM) :=
(∇ui +t ∇ui,M2 −M1) et (δθ, δu, δp) := (θ2 −θ1, u2 −u1,p2 −p1) leur différence, qui vérifie le système suivant :⎧⎪⎨⎪⎩
∂t δθ + (u2 · ∇)δθ = −(δu · ∇)θ1,
∂t δu+ (u2 · ∇)δu− δu+ ∇δp = F(θi, ui),
div δu = 0,
(δθ, δu)t=0 = (0,0),
avec
F(θi, ui) := div{(μ(θ2) −μ(θ1))M1}+ div((μ(θ2)− 1)δM)− (δu · ∇)u1.
Admettons pour le moment le lemme suivant.
Lemme 4.1. Soient (θ i, ui,∇pi) avec 1 i  2 deux solutions de (B) ayant les mêmes données initiales. Supposons
que l’on ait, pour i = 1 ou 2,
θi ∈ L∞t
(
B˙12,1
)
,
ui ∈ L∞t (L2)∩L2t
(
B˙12,2
)∩ L˜∞t (B˙−1∞,1)∩L1t (B˙1∞,1).
Alors
(δθ, δu,∇δp) ∈ L˜∞t
(
B˙02,2
)×L∞t (B˙−12,∞)∩ L˜1t (B˙12,∞)× L˜1t (B˙−12,∞).
D’après la Proposition 3.1, on a pour tout t ∈ R+,
‖δθ‖L˜∞t (B˙02,2)  e
C‖∇u2‖
L1t (L∞)
∥∥(δu · ∇)θ1∥∥
L˜1t (B˙
0
2,2)
.
Grâce à la décomposition de Bony, on a∥∥(δu · ∇)θ1∥∥
L˜1t (B˙
0
2,2)
 ‖T∇θ1δu‖L˜1t (B˙02,2) +
∥∥R(δu, θ1)∥∥
L˜1t (B˙
1
2,2)
+ ‖Tδu∇θ1‖L˜1t (B˙02,2)
 ‖∇θ1‖L∞t (L2)‖δu‖L˜1t (B˙0∞,2) + ‖δu‖L1t (L∞)‖θ
1‖L˜∞t (B˙12,2),
et par suite
‖δθ‖L˜∞t (B02,2)  ‖δu‖L˜1t (B˙0∞,2) + ‖δu‖L1t (L∞).
Or d’après le Lemme 2.2, on a :
‖δu‖L1t (L∞)  ‖δu‖L˜1t (B˙12,∞) ln
(
e +
‖δu‖L1t (L2) + ‖δu‖L˜1t (B˙1∞,∞)
‖δu‖L˜1t (B˙12,∞)
)
,
et
‖δu‖L˜1t (B˙0∞,2)  ‖δu‖L˜1t (B˙12,∞)
√√√√ln(e + ‖δu‖L1t (L2) + ‖δu‖L˜1t (B˙1∞,∞)‖δu‖L˜1t (B˙1 )
)
.2,∞
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‖δθ‖L˜∞t (B˙02,2)  ‖δu‖L˜1t (B˙12,∞) ln
(
e + A(t)‖δu‖L˜1t (B˙12,∞)
)
· (4.1)
Concernant δu, la Proposition 3.4 implique :
‖δu‖
L∞t (B˙−12,∞)
+ ‖δu‖L˜1t (B˙12,∞) + ‖∇δp‖L˜1t (B˙−12,∞)  e
C
∫ t
0 ‖u2(τ )‖B˙1∞,1 dτ∥∥F(θi, ui)∥∥
L˜1t (B˙
−1
2,∞)
.
D’après l’inégalité de Bernstein et la décomposition de Bony, on a :∥∥div{(μ(θ2)− μ(θ1))M1}∥∥
L˜1t (B˙
−1
2,∞)

∥∥(μ(θ2)− μ(θ1))M1∥∥
L˜1t (B˙
0
2,∞)

t∫
0
∥∥μ(θ2)(τ ) −μ(θ1)(τ )∥∥
L2
∥∥u1(τ )∥∥
B˙1∞,1
dτ
et
∥∥(δu · ∇)u1∥∥
L˜1t (B˙
−1
2,∞)

t∫
0
‖u1‖B˙1∞,1‖δu‖B˙−12,∞ .
La formule de Taylor avec reste intégral plus l’inégalité (2.2), impliquent :∥∥μ(θ2)(τ ) − μ(θ1)(τ )∥∥
L2  ‖δθ‖L∞τ (L2)  ‖δθ‖L˜∞τ (B˙02,2),
ainsi
∥∥div{(μ(θ2)−μ(θ1))M1}∥∥
L˜1t (B˙
−1
2,∞)

t∫
0
∥∥u1(τ )∥∥
B˙1∞,1
‖δθ‖L˜∞τ (B˙02,2) dτ.
Pour l’autre partie de F , les inégalités de Bernstein et Hölder donnent :∥∥div(μ(θ2) − 1)δM∥∥
L˜1t (B˙
−1
2,∞)

∥∥(μ(θ2)− 1)δM∥∥
L˜1t (B˙
0
2,∞)

∥∥R(μ(θ2)− 1, δM)∥∥
L˜1t (B˙
1
1,∞)
+ ∥∥Tμ(θ2)−1δM∥∥L˜1t (B˙02,∞)
+ ‖TδMμ(θ2)− 1‖L˜1t (B˙02,∞)

∥∥μ(θ2)− 1∥∥
L˜∞t (B˙12,1)
‖δu‖L˜1t (B˙12,∞),
ainsi la Proposition 3.1, implique que∥∥div(μ(θ2)− 1)δM∥∥
L˜1t (B˙
−1
2,∞)
 C
∥∥μ(θ0)− 1∥∥B˙12,1eC
∫ t
0 ‖u2(τ )‖B˙1∞,1dτ‖δu‖L˜1t (B˙12,∞) ;
d’où
‖δu‖
L∞t (B˙−12,∞)
+ ‖δu‖L˜1t (B˙12,∞) + ‖∇δp‖L˜1t (B˙−12,∞)
 Ce
C
∫ t
0 ‖u2(dτ)‖B˙1∞,1dτ
{ t∫
0
∥∥u1(τ )∥∥
B˙1∞,1
‖δθ‖L˜∞τ (B˙02,2) dτ +
∥∥μ(θ20 )− 1∥∥B˙12,1‖δu‖L˜1t (B˙12,∞)
+ ‖u1‖L1t (B˙1∞,1)‖δu‖L∞t (B˙−12,∞)
}
.
Après, on choisit t1  t tel que
e
C
∫ t1
0 ‖u2(dτ)‖B˙1∞,1 dτ  2 et ‖u1‖L1 (B˙1 )  1t1 ∞,1
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on obtient
‖δu‖
L∞t1 (B˙
−1
2,∞)
+ ‖δu‖L˜1t1 (B˙12,∞) + ‖∇δp‖L˜1t1 (B˙−12,∞) 
t1∫
0
∥∥u1(τ )∥∥
B˙1∞,1
‖δθ‖L˜∞τ (B˙02,2) dτ.
On utilise alors l’inégalité (4.1) dans l’inégalité précédente, on trouve :
‖δu‖
L∞t1 (B˙
−1
2,∞)
+ ‖δu‖L˜1t1 (B˙12,∞) + ‖∇δp‖L˜1t1 (B˙−12,∞) 
t1∫
0
∥∥u1(τ )∥∥
B˙1∞,1
‖δu‖L˜1τ (B˙12,∞) ln
(
e + A(t)‖δu‖L˜1τ (B˙12,∞)
)
dτ.
Comme ln(e + αx−1) (1 − lnx) ln(e + α), ∀α  0 et x ∈ (0,1], alors
‖δu‖
L∞t1 (B˙
−1
2,∞)
+ ‖δu‖L˜1t1 (B˙12,∞) + ‖∇δp‖L˜1t1 (B˙−12,∞)
 ln
(
e + A(t)) t1∫
0
∥∥u1(τ )∥∥
B˙1∞,1
‖δu‖L˜1τ (B˙12,∞)
(
1 − ln‖δu‖L˜1τ (B˙12,∞)
)
dτ
 Ct
t1∫
0
∥∥u1(τ )∥∥
B˙1∞,1
‖δu‖L˜1τ (B˙12,∞)
(
1 − ln‖δu‖L˜1τ (B˙12,∞)
)
dτ, (4.2)
avec Ct := C ln(e +∑2i=1(t‖ui‖L∞t (L2) + ‖ui‖L1t (B˙1∞,1))). Mais comme
1∫
0
dx
x(1 − lnx) = +∞
et τ → ‖u1(τ )‖B˙1∞,1 est localement intégrable, donc le lemme d’Osgood implique que (δu,∇δp) = (0,0) sur [0, t1]
pour t1 petit et par suite δθ = 0, d’après l’inégalité (4.1). Un argument standard de connexité permet d’obtenir
(δθ, δu,∇δp) = 0 sur [0, t].
Démonstration du Lemme 4.1. Pour démontrer que δθ ∈ L˜∞t (B˙02,2) il suffit d’avoir que θi −θ0 dans le même espace.
D’après l’équation que vérifie θ , on a :
θi(t)− θ0 = −
t∫
0
(ui · ∇)θ i(τ ) dτ.
L’inégalité de Hölder, donne
‖θi − θ0‖L˜∞t (B˙02,2) 
√
t
∥∥(ui · ∇)θ i∥∥
L2t (L
2) 
√
t‖ui‖L2t (L∞)‖θi‖L∞t (B˙12,2)

√
t‖θi‖L∞t (B˙12,1)
∥∥‖ui‖ 12
L2
‖∇ui‖
1
2
L∞
∥∥
L2t

√
t‖θi‖L∞t (B˙12,1)‖u
i‖
1
2
L∞t (L2)
‖∇ui‖
1
2
L1t (L
∞).
Concernant δu, comme on a
‖δu‖L˜1t (B˙12,∞)  ‖δu‖L1t (B˙12,∞) 
√
t
2∑
‖∇ui‖L2t (L2)  2
√
t‖u0‖L2,i=1
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u(t)− u0 = −
t∫
0
P(u · ∇)u(τ ) dτ +
t∫
0
P div(μ(θ)M(τ ))dτ.
Ainsi la continuité de l’opérateur P sur les espaces de Besov et le fait que divu = 0 et l’inégalité de Minkowski,
impliquent :
‖u− u0‖L∞t (B˙−12,∞)  ‖u⊗ u‖L1t (B˙02,∞) +
∥∥μ(θ)∇u∥∥
L1t (B˙
0
2,∞)
 ‖u⊗ u‖L1t (L2) +
∥∥μ(θ)∇u∥∥
L1t (L
2)
 ‖u‖L∞t (L2)‖u‖L1t (L∞) +
∥∥μ(θ)∥∥
L∞t (L∞)
‖∇u‖L1t (L2)

√
t
(‖u‖ 32
L∞t (L2)
‖∇u‖
1
2
l1t (L
∞) + ‖∇u‖L2t (L2)
)
.
Pour δp il suffit de démontrer que ∇pi ∈ L˜1t (B˙−12,∞) ; pour cela on utilise l’égalité suivante :
∇pi = −Q(ui · ∇)ui + Qdiv((μ(θi)Mi).
En suivant les mêmes calculs que l’inégalité précédente, on trouve :
‖∇pi‖
L˜1t (B˙
−1
2,∞)
 ‖∇pi‖
L1t (B˙
−1
2,∞)

√
t
(‖u‖ 32
L∞t (L2)
‖∇u‖
1
2
L1t (L
∞) + ‖u‖L2t (B˙12,2)
)
.
D’où le lemme. 
4.2. Existence
La démonstration de l’existence s’effectue de manière standard. On commence par résoudre un problème approché
et on montre que la famille de solutions est uniformément bornée. La dernière étape consiste à étudier la convergence
vers une solution du problème initial. Tout d’abord, on résout un problème approché, où la régularisation porte
seulement sur les données initiales plus exactement u0,
un0 = (Sn − S−n)u0 avec n ∈ N∗,
ainsi on a (θ0, un0) ∈ B˙12,1 × B˙02,1, avec ‖θ0‖B˙12,1  1. Avec les mêmes calculs que [1], on démontre que (B) admet une
unique solution (θn, un,pn) telle que
θn ∈ C([0, T n); B˙12,1), un ∈ C([0, T n); B˙02,1)∩ L1T n(B˙22,1) et ∇pn ∈ L1T n(B˙02,1).
Ensuite la continuité de Sk pour tout k ∈ Z dans les espaces de Lebesgue et la Proposition 3.2 assure l’existence
d’un T > 0 indépendant de n tel que ‖∇un‖L2T (L2) est petite. Ainsi les Propositions 3.1 et 3.3, impliquent l’existence
d’un t > 0 tel que (θn, un,∇pn) est uniformément bornée dans L˜∞t (B˙12,1) × L∞t (L2) ∩ L2t (B˙12,2) ∩ L˜∞t (B˙−1∞,1) ∩
L1t (B˙
1∞,1)× L˜1t (B˙−1∞,1). Et par suite le Corollaire 3.1, implique que un est uniformément bornée dans L˜1t (B˙22,2). Ainsi
par interpolation un est uniformément bornée dans L
2
1−η
t (B˙
1−η
2,2 ) ∩ L˜
2
2−η
t (B˙
2−η
2,2 )∩ L˜
1
η
t (B˙
−1+2η
∞,1 ) pour 0 < η < 1.
Pour montrer que la limite de (θn, un,∇pn) est une solution du système (B), il faut recourir à des arguments
de compacité. Plus exactement au théorème d’Ascoli. Et pour cela on doit estimer la dérivée par rapport au temps
de θn et un.
Lemme 4.2.
(i) La suite (∂t θn)n∈N est uniformément bornée dans L2t (B˙02,1).
(ii) La suite (∂tun)n∈N est uniformément bornée dans L˜
2
2−η
t (B˙
−η
2,2 ) pour 0 < η < 1.
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∂t θ
n = −(un · ∇)θn.
Grâce à la décomposition de Bony et l’inégalité de Bernstein, on trouve :
‖∂t θn‖L2t (B˙02,1)  ‖u
n‖L2t (L∞)‖∇θn‖L∞t (B˙02,1) + ‖u
n‖L2t (B˙12,∞)‖∇θ
n‖
L∞t (B˙−1∞,1)
+ ‖un‖L2t (B˙12,∞)‖∇θ
n‖L∞t (B˙02,1)

(‖un‖L2t (B˙12,2) + ‖un‖L2t (B˙0∞,1))‖θn‖L∞t (B˙12,1).
Pour un, on a :
∂tu
n = −P(un · ∇un)+ P(div{μ(θn)Mn}) avec Mn = ∇un +t ∇un.
La continuité de l’opérateur de Leray sur les espaces de Besov homogènes, plus le fait que divun = 0, la décomposi-
tion de Bony et le Lemme 2.1, impliquent,∥∥P(un · ∇un)∥∥
L˜
2
2−η
t (B˙
−η
2,2 )
 ‖un ⊗ un‖
L˜
2
2−η
t (B˙
1−η
2,2 )
 ‖un‖L2t (B˙12,2)‖u
n‖
L˜
2
1−η
t (B˙
1−η
2,2 )
.
De même, on a : ∥∥P(div{μ(θn)Mn})∥∥
L˜
2
2−η
t (B˙
−η
2,2 )

∥∥μ(θn)Mn∥∥
L˜
2
2−η
t (B˙
1−η
2,2 )

∥∥μ(θn)∥∥
L˜∞t (B˙12,1)
‖un‖
L˜
2
2−η
t (B˙
2−η
2,2 )
 ‖θn‖L˜∞t (B˙12,1)‖u
n‖
L˜
2
2−η
t (B˙
2−η
2,2 )
. 
À partir des inégalités de Cauchy–Schwarz et de Hölder et du lemme précédent, on obtient le corollaire suivant.
Corollaire 4.1.
(i) La suite (θn)n∈N est uniformément bornée dans C 12 ([0, t]; B˙02,1).
(ii) La suite (un)n∈N est uniformément bornée dans C
η
2 ([0, t]; B˙−η2,2 ) pour tout η ∈]0,1[.
Rappelons que
B˙s+εp,q,loc ↪→ Bs+εp,q,loc ↪→ Bsp,q,loc
(où l’on désigne par Bs+εp,q l’espace de Besov inhomogène) avec la deuxième injection est compacte pour tout ε > 0
(voir par exemple [21]). d’où il existe (θ, u,∇p) tel que (θn, un,∇pn) converge vers (θ, u,∇p). Par conséquent,
(θ, u,∇p) est une solution du système (B). D’où le Théorème 1.1. 
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