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From Lung Images to Lung Models: A Review 
S. L. A. Lee, A. Z. Kouzani. and E. 1. Hu 
Abstract-Automated 3D lung modeling involves analyzing 
2D lung images and reconstructing a realistic 3D model of the 
lung. This paper presents a review of the existing works on 
automatic formation of 3D lung models from 2D lung images. A 
common framework for 3D lung modeling is proposed. It 
consists of eight components: image acquisition, image pre-
processing, image segmentation, boundary creation, image 
recognition, image registration, 3D surface reconstruction, and 
3D rendering and visualization. The algorithms used by the 
existing systems to implement these components are also 
reviewed. 
I. INTRODUCTION 
H UMAN lung contains an airway tree that consists of 19 generation of dichotomous branching in the airways 
travelling from the trachea to the alveolar sacs [1]. A 
number of diseases affect the ltmg and impair its fimctions. 
Currently lung diseases are diagnosed in several ways 
including ltmg imaging techniques. 
3D lung modeling refers to the process in which 
automated algorithms process 2D medical lung images of a 
person, and then form a realistic 3D model of the person's 
lung (see Fig. 1). The main application of the 3D ltmg 
modeling is to enhance the accuracy of the hmg disease 
detection practice through lung imaging methods. 
The 3D lung modeling is a challenging task due to the fact 
that the existing lung imaging methods are incapable of 
visualizing the entire 19 generation of the lung airway tree 
[2]. The resolution of each image and the spatial distance 
between two consecutive image frames are vital factors 
dictating the accuracy and reliability of the reconstructed 3D 
lung model. In addition, the computational complexity is also 
an important factor. 
This paper presents a review of the research into 
automatic creation of 3D lung models from 2D lung images. 
It proposes a common framework for the 3D hmg model 
reconstruction, and provides a description of the specific 
algorithms used by each existing system to implement each 
ofthe eight components. 
II. LUNG IMAGING METHODS 
Lung imaging methods are mainly used to visualize and 
detect various lung diseases. There exist two major lung 
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imaging methods [3, 4]: computed tomography (CT) and 
magnetic resonance imaging (MRI). They provide 2D lung 
image datasets for direct inspection. or for reconstruction Of 
3D hmg models. 
The first electro-magnetic-interference CT scanner was 
launched in 1972. Computed axial tomography (CT scan or 
CAT) is a medical imaging technique which is based on X-
ray imaging. The latest model of CT scanners can produce 
up to 3 rotations per second with a resolution of up to 0.33 
mml voxels with the z-axis scan speed of up to 18 cm/s. CT 
images are used to identifY a particular disorder as the scan 
provides 0,33 mm thinness between the two neighboring 
slices. 
The MRI scanners were introduced aromld 1980. MRI is 
based on radio waves hitting the protons in water molecules. 
A magnetic field changes the protons' position, producing 
signals that form 2D images. These images show differences 
in water content between various tissues. 
MRI is not as good as CT in showing lung defects because 
it requires more time to obtain a scan [1]. The images may 
get distorted due to the movement of the heart and lungs 
during the scan. Although MRI provides resolution with 
better contrast compared to CT, it produces less image slices 
than that of CT. Therefore, CT is preferable for radiologist 
and researchers in modeling the 3D lungs, while MRI can be 
more suitable to be used to clarifY findings from those CT 
scans. 
III. EXISTING LUNG MODELING TECHNIQUES 
Considering the existing literature on 3D lung modeling 
from 2D lung images, we have devised a common 
framework to represent the important stages involved in the 
reconstruction of 3D lung models. Fig. 2 illustrates this 
common framework. It consists of eight components: image 
acquisition, image pre-processing, image segmentation, 
boundary creation, image recognition, image registration, 3D 
surface reconstruction, and 3D rendering and visualization. 
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Different existing approaches employ only a different 
subset of these components. For example, Burton et al. [6], 
Betke et al. [7], and Bartz et al. [8] do not use the boundary 
creation and the recognition components. On the other hand, 
Nakada et al.[9], Zhang et al. [10], Antonelli et al. [II] 
employ only one of the boundary creation or the recognition 
components. And Zhou et al.[l2] however utilizes both the 
boundary creation and the recognition components. 
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Fig. 2. Our devised common framework for 3D lung model 
reconstruction. 
A. Image Acqllisition 
Image acquisition is the process of acquiring 20 CT or 
MRI lung image datasets. Most existing works used lung 
datasets from collaborative hospital partners of patients 
whose data was made anonymous. However, Garrity et a!. 
[5] used the visible-human CT image datasets from National 
Library of Medicine [13]. Lung imaging researchers initially 
started with using CT or MRI datasets, and then expanded 
their scopes on CT datasets with virtual bronchoscopy (Bartz 
et a!. [8] and Fetita et a1. [14]), MRI datasets with SPECT 
(Burton et a1. [6]), and SPECT datasets (Martenon et a1. 
[IS]). Virtual bronchoscopy is a computer generated model 
using multi-detector helical CT which is a recent technical 
development that allows visualization of the lumen and wall 
of the trachea and proximal part of the bronchial tree [16]. 
There exist four popular public lung image databases 
namely: (i) Early Lung Cancer Action Program (ELCAP) 
Public Lung Image Database [17] by Cornell University, (ii) 
ELCAP Public Lung Database to Address Drug Response 
[18] by Cornell University, (iii) National Imaging Archive 
[19] by National Cancer Institute, and (iv) Medical Image 
Database [20] by Smirniotopoulos. 
B. Image Pre-processing 
Image pre-processing is the process of improving both the 
accuracy and interpretability of the acquired lung images. 
Based on our review of the existing literature, not all 3D 
ILUlg modeling papers describe the image pre-processing 
component. There are existing works on background 
removal in pre-processing stage which use an image operator 
to move arolUld four direction of the tour corners (Antonelli 
et a!. [11] and Tan et a!. [21]). Zhang et a!. [10] applied 
ridgeness operator to enhance the contrast of the original CT 
image datasets. 
The image pre-processing component can be further 
divided into two groups: 
I) Image Enhancement: Image enhancement is the process 
of improving the detectability of the CT or MRI lung 
image datasets. Band pass filtering method is employed 
by Lo et al. [22] to extract the structure whose size was 
less than 3cm to extract the alveoli. Also, intensitv-
based matched filtering was utilized to identifY tl;e 
vessels, airway, nodules and other circular spots. 
Histogram equalization was used in Tan et a!. [21] to 
enhance the contrast of the lung images. 
2) Image Restoration: Image restoration is the process of 
reducing various degradations oflung images to an ideal 
state. According to Kitasaka et al.[23], Laplacian of 
Gaussian filters act as the sharpening operator to 
enhance the bronchial wall. Some researchers used 
Gaussian filter by means of a sync function (e.g., 
Nakada et a!. [9]), and some used tixed standard 
deviation (e.g., Tozaki et al. [24]) to smooth the images. 
Yim et al. [25] extracted the airway initially by means of 
median filtering to prevent threshold outburst in the lung 
parenchyma. Later, Tan et a!. [21] used a 2x2 and 3x3 
median tilters for mask and base images respectively to 
reduce the presence of speckle noise. Low frequency 
filter was chosen over high frequency filter to avoid 
bronchial wall discontinuity in F etita et a!. [14]. Several 
rounds of majority ftItering were utilized by WalTen et 
a!. [26] to smoothen the hUlg images respectively, and 
eliminate the interior high-density voxels. 
C. Image Segmentation 
Image segmentation is the process of classifYing the 
objects of interest in the lung images into constituent regions. 
The existing work on segmentation can be classified into 
thresholding, watershed transformation, region growing, 
component labeling, anatomical landmark segmentation, and 
so on. 
In Hu et a!. [27], optimal thresholding was used to separate 
the low density lung area from the higher density 
surrolUlding tissue. Topological analysis was used for filling 
expelled lung regions during the thresholding process which 
eradicated the ilmer cavities. Binary morphological erosion 
was applied to recover the WI-joined left and right boundary. 
UkiI and Reinhardt [28] used a fast 3D morphological 
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closing with ellipsoidal kernel which smoothed the lung 
boundary. Thresholding for the first nine generation of the 
airway cast were employed due to the high contrast between 
the plastic and the air by Sauret et al. [29]. They stated that 
thresholding was practical for the trachea, primary and 
secondary airway as the thick airway walls provided high 
contrast with the backgrotmd. On the other hand, the smaller 
airways had thin walls and thus the contrast between the air 
and the tissue were relatively low which made it tmdesirable. 
Schmidt et al. [30] implemented a threshold based algorithm, 
in which initially the seed-point was determined by the user 
to gather the entire high-intensity voxels above the 
predefined threshold. The thinning algorithm was performed 
to derive the skeletonized airway structure followed by 
erosion to ensure the removal of the particular voxels 
maintaining the airway model. Antonelli et al.[ll] applied 
dynanlic threshold and binary morphological operators to 
improve the botmdary and fill up the hole. Areas with high 
contrast were detected by Sobel operator and thinning 
algorithm was utilized to reduce the border to one pixel 
width. Canny edge detector with low and high thresholds was 
used by Tan et al. [21] to extract the edges. Thresholding of 
the CT datasets into binary images were discussed in Warren 
et al. [26] model. 
30 watershed transformation was employed by Kuhnigk et 
al. [31] to detect the lobar fissures with low variability using 
different manual intervention. This method was proven 
sensitive to the vessel tree segmentation. Shojaii et al. [32] 
presented a 20 marker based watershed transiormation 
where the right and left lungs were separated automatically 
by the thin edge technique in the watershed transformation. 
Therefore, watershed transfornl eradicated the optimal 
thresholding task, and then the separation ofthe left and right 
lungs saved the computational tinle (Hu et al. [27], Zhang et 
al. [10], and Antonelli et al. [11 D. Another advantage of 
marker based watershed transform over standard watershed 
transfornl applied to the gradient image was to avoid over-
segmentation where marker based decreased the regional 
minimUll1 and COimect them with the region of interest. 
Fig. 3 shows sample processed 20 ltmg images including a 
segmented 20 lung image. 
A simple region growing followed by morphological 
closing and opening procedure was used to extract the 
bronchus region by Nakada et a\.[9]. An optimal threshold 
for each branch was defined to avoid miss-segmentation of 
branches through region growing process. Zhou et al. [12] 
extracted the airway tree via branch-by-branch basis from the 
air region by a 30 region growing technique to overcome 
discontinued branches in the medical images due to leak 
region. The grey level threshold was determined by 
discriminant analysis in order to choose the grey level value 
of the two density distribution based on the histogram. Later, 
30 connectivity analysis was used to represent the real chest 
region by connecting the 18 nearest elements with the largest 
volume from the tissue region and eliminate the remaining 
regions. In Vim et al. [25], the step to exclude the high 
density vessel and to fill the region and eliminate the interior 
cavities were eradicated by applying an inverse seeded 
region growing for lung extraction algorithm. For airway 
extraction, an automatic seed point was selected, and the 
airway was extracted by applying 30 region growing, 20 
binary closing, and dilation operations to remove unwanted 
cavities. 
Binarization and labeling process was performed by 
Haneishi et al. [33] to extract the right and left IWlg, and 
bronchi of the lung images using connected region. 
Zrimec and Busayarat [34] characterized the lung region 
based on the anatomical landmarks such as sternum, 
vertebrae with the spinal canal, trachea, carina and hilum. 
Trachea, stermun, and vertebrae were segmented using fixed 
threshold morphological operators. This is done to ensure a 
smooth and noise free boundaries, and also a connected 
component labeling based on the knowledge provided in the 
anatomy frame. Carina was distinguished based on the 
information where trachea begins to diverge and hilum 
recognition was based on the curvature analysis. Main 
bronchi were removed beiore segmentation to detect the lung 
parenchyma. The entire lung was segmented using snake 
contour and morphological operators. Misra et al. [35] 
performed the same segmentation technique as Zrimec and 
Busayarat [34] which referred to the anatomical landmarks 
to segment the lung. 
Garrity et al.[5] manually segmented the contour using the 
SURFdriver package. Bartz et al. [8] segmented the blood 
vessel, trachea, and bronchial using SegoMeTex tool. 30 
region growing method was used to extract the airway based 
on the starting seed point at the trachea. Masking technique 
was utilized to eliminate leakages in the smaller airway. 
Later, 20 wave propagation was used to complete the high 
and middle branches followed by 20 template matching to 
segment smalllUll1en which is approximately one voxel size. 
If there were no significant changes in the previous stage, the 
iterative loop ended. 
Mean shift based image segmentation algorithm was 
applied by Okada et al. [36] which integrate spatial 
probabilistic function to segment challenging wall-attached 
nodule in CT IWlg images. It requires some manual 
intervention from human expert. Lately Sun et al. [37] 
performed region-growing and mean shift algorithm to find 
the nodule bOtmdary. As mean shift approach is susceptible 
to the changes in the granularity and color bandwidth 
features, a comprehensive rule to obtain the suitable 
bandwidth is discussed in [37]. 
Xu et. al.[38] proposed a graph cuts based active contours 
algorithm to overcome the conventional graph-based 
favoring short-boundaries cut resulting in small regions. It is 
proven that this segmentation algorithm is able to segment 
small lung nodule as well as edge discontinuities on 
boundary. Normalized cuts segmentation algorithm is 
another method to avoid graph-based biasing by introducing 
a cost ftmction called disassociation. Chen et. al. [39] 
employed normalized cuts to identifY the atypical properties 
of severe acute respiratory syndrome (SARS) in lung scan. 
The normalized cuts algorithm provided an wlsatisfactory 
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result because the lung fields in the SARS images is not 
adequately visible. 
D. Boundaty Creation 
Boundary creation is the process 0 f del ineating the 
boundary and airway of the segmented lung image datasets. 
In the image segmentation. the segmented image contains 
only a set of pixel points belonging to a target region but 
does not provide bOlmdary information especially the 
sequence of the pixel point of the boundary [40-42]. This 
task is carried out by the bOlmdary creation process. 
There are only a few published works that used a bOlmdaIY 
creation component in their system stmctures. For example. 
Antonelli et al. [11] calculated the Euclidean distance 
between the border points and compared it with a predefined 
threshold. Another vital condition before establishing the 
line between two points was validating that the two points 
were not the internal points of the lung. Zhou et al. [12] 
performed a 20 border following procedure to trace the 
outline of the border of the human lung between the air 
region and the tissue region. Warren et al. [26] employed a 
semi-automated border creation method using a shortest path 
technique by the Oijkstra's algorithm. 
E. Image Recognition 
Image recognition refers to the process of analyzing the 
image to determine whether a certain object is present in the 
image or not, and also to identifY the location of the object. 
Recently, some researchers have expanded their focuses into 
image recognition to improve disease detection. In Kubo et 
a1. [43]. Vander Bcrg linear feature detector ,vas llsed to 
extract the fissure of the lobes with morphological operators 
such as directional disc stmcture. Liu et a1. [44] obtained the 
extracted texture using 20 Fast Fourier Transform (FFT) and 
Kohonen self-organizing map (SOM) to classifY the FFT 
extracted features. The advantage of using the FFT over 
concurrence matrix was that computational cost was reduced. 
The disadvantage ofthis system was that maIlUal intervention 
was required to mark the region. Kitasaka et al. [23] 
employed HessiaIl 3 x3 matrix to determine the local shape 
classification and pulmonary pleura. According to Zhou et 
al. [12], Hessian matrix analysis proved beneficial tor vessel 
extraction but the trade-off was that it required more 
computational times. Zhang et al. [10] utilized fuzzy logic 
theory to detect the initial fissure aIld fmal fissure ofthe lung 
lobes. The initial fissures were initialized by the atlas from 
CT training datasets and the intersection between the 
datasets and the atlas were then determined. For final fissure 
detection, intensity aI1d shape information initialized the 20 
fissures from the neighboring point. Zhou et al. [12] 
aIlalyzed the combination of airway tree lobar and vessels 
based on the Voronoi division to identifY the likelihood of 
the lobar fissure situated in the lobe. A multilayer-preceptron 
artificial-neural-network was exploited to indicate five 
different classes of emphysema based on the severity 
condition in Tan et al. [21]. The texture was aI131yzed based 
on the grey level dependence, run length, and histograIll 
method, accordingly. 
F. Image Registration 
Image registration is the process of geometrically 
transforming feature points from two viewpoints representing 
a scene within two 20 images in order to enable the feature 
points achieving the same coordinates after transformation. 
Haneishi et al. [33] performed a rough registration followed 
by a fine registration to match the centered of the images 
respectively. Later, iterative Powel multidirectional 
techniques with Brent 10 match technique were used. Initial 
laI1dmark registration was used by Betke et al. [7]. and it 
increased the speed significantly. Later, a global registration 
metllod was employed to model the region which was 
sensitive to the changes in the transfonnation parameters. 
These changes influenced the corresponding traI1sformation 
in the medical inlage datasets. Li et al. [45] utilized intensity-
based consistent technique to register each of the template 
image voltffile, normalized these transformations, and built a 
deformable atlas with the normalized transtormation. 
Iterative closest point method of the contours with least 
square correlation was applied by Lo et al. [22] to determine 
the global starting point. The ortho-normal transformation 
matrix was tllen applied to re-slice the subsequent CT image 
accordingly to the geometrical position of the fIrst CT image 
in 30 domain. Fixed reference points such as stable 
anatomical marker were used with 30 transformation such as 
scaling, traI1slating aIld rotating as described by Zrimec and 
Busayarat [46]. Ray tracing was introduced to locate 
matching points of two surfaces. The advantage of this 
technique was that all the registered points were located 
inside the model. Zhang et al. [10] performed global 
transformation which scaled the target and source lung to the 
equal dimension. and translated the position accordingly. 
Later, local deformation was employed to calculate the best 
match displacement in order to equate the lung boundary of 
similar process. Zhou et al. [12] used the 30 Euclidean 
transfonnation method by initializing each lobar vessel to the 
associate lobar region aI1d measure the distaIlce between 
them. 
G. 3D Surface Reconstruction 
30 surface reconstruction is the process of establishing a 
three dimensional surface model which precisely describe 
the registered image datasets. Garrity et at. [5] used the 
Rhinoceros non-unifonll rational B-spline approach to 
generate a smooth 30 cubic for each lobe and branch with 
the corresponding airway tree. This model was an integration 
of a realistic bOffildary-airway and an artificial airway. At 
each terminal branches of the segmented airway, cylinder 
caps were placed in order to identify the Iffilg lobe surface 
and store them in a queue. These procedures began from the 
frrst branch at the top queue lUltil the entire lung lobe was 
filled based on the condition of the algorithm to produce the 
entire airway. A controlled expaI1sion based on energy 
minimization derived fi'om Markov Random Field algorithm 
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was used to create the bronchi tree starting trom the lower 
airway generation in Fetita et al. [14), Bartz et al. [8) utilized 
the marching cube algorithm to reconstruct the ltmg surface, 
Zrimec and Busayarat [46) employed triangle strips to 
connect the two consecutive slices where the scan-line 
triangle filling method filled up the strips, Zhang et al. [47) 
represented the 3D boundary using triangle meshes by 
FastRBF package, Nakada et al. [9) employed surface fitting 
algorithm to constmct the 3D bOlmdary and airway model. 
Voronoi diagram and Delaunay tessellation concepts were 
used in Mruionen ct al. [15) bOlmdary model to obtain the 
mathematical mosaic representation allowing integration 
with 3D asymmetrical airway model. 
(a) (b) 
(c) Cd) 
(el 
Fig, 3, Sample processed 2D lung images: (a) original from 
ELCAP [17], (b) enhanced image, (cl restored, (d) threshold, and 
(e) segmented images, 
H 3D Rendering and Visuali=ation 
3D rendering-and-visualization is the process of accurately 
displaying 2D projections of a 3D hybrid boundary and 
airway reconstructed model. Once the 3D lung model is 
created, available computer graphics tools can be employed 
for rendering and visualization, Garrity et al. [5) utilized a 
modeling tool to achieve 3D rendering and visualization of 
the lung surfaces, Zrimec and Busayarat [34) model was 
visualized using Java-OpenGL tools, IBM Visualization 
Data Explorer was used by Burton et al. [6) to visualize and 
render the 3D boundary modeL The program produced 
coarse realistic model due to the fact that no smoothing of 
surface was performed, Schmidt et al. [30) utilized ILAB4 to 
perform visualization oftheir 3D hmg models, 
IV. DISCUSSIONS 
Applications such as lung disease detection inspire 
researchers to tackle realistic 3D lung reconstmction, We 
have fonnulated a common architecture for the 3D lung 
modeling, Each component in this architecture is 
summarized to provide rul insight into the method used in 
each existing work. 
Considering the image acquisition component, most 
researchers employed Itmg datasets from their collaborative 
hospital pruiners, Popular public lung CT image databases 
are available in the public domains such as ELCAP, National 
Imaging Archive, and Medical Image Database, Looking at 
the image pre-processing component, it is divided into two 
sub-categories nrunely image restoration and image 
enhancement. Ridgeness operator, majority filter, Laplacian 
of Gaussian, low frequency filter, backgrolmd removal, 
Median filter, Gaussirul filter, band-pass filter, and histogrrun 
equalization are amongst the techniques utilized in the 
existing works, Considering the image segmentation 
component, it is the area on which most researchers have 
focused, In optimal thresholding, the lung boundary still 
remains unsmooth, As a remedy, the 3D morphological 
closing with ellipsoidal kernel is used to overcome the issue, 
Watershed transfonllation with a 2D marker segments the 
right and the left ltmgs automatically, and saves some 
computational times, Also over-segmentation issue is dealt 
with due to the use of marker that decreases the regional 
minimlIDl, and connects them with the region of interest. 
Other techniques such as rulatomicallandmark segmentation, 
active snake contour, and wave propagation appear not 
performing satisfactorily, Lately more robust teclUliques such 
as mean shift, combination of mean shift and region growing, 
graph cuts, and normalized cuts are used, Concerning the 
bOlmdary creation component, not all existing works 
describe its utilization thoroughly, Only three published 
papers describe the technique employed for bOlmdary 
creation namely 2D border following, Euclidean distance-
based, and Diijkstra method to find the shortest path, With 
regard to the image recognition component, it has been 
recently used to detect lobar fissures using fuzzy logic, 
Voronoi division, Hessian matrix, FFT/Kohonen SOM, and 
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neural networks. Hessian matrix is proven to be beneficial 
for vessel extraction but is computationally expensive. FFT 
decreases the computational cost significantly. 
Considering the image registration component, some 
works did not develop dedicated algoritlnns and only used 
available software tools. Considering the image registration 
component, ray tracing, global registration, and ortho-normal 
transfonnation matrix algorithms were used. An initial 
landmark registration followed by a global registration has 
proven to increase registration speed significantly. With 
regard to the surface reconstruction component, the 
algorithms used include surface fitting algorithm, mesh, 
triangle filling, marching cube algorithm, Voronoi diagram 
and Oelaunay tessellation. With regard to the final stage, 3D 
rendering and visualization component, most existing works 
rely on the existing 3D rendering and visualization tools 
usually available in computer graphics. 
Most existing works used CT rather than MRI datasets 
because CT provides more image slices per lnng. Majority of 
the early works focused on the creation of 3D artificialll\llg 
airway only. Most reported works dealt with the 3D 
bOlUldary reconstruction. However, some recent attempts 
tend to tackle the 3D airway reconstruction as well as the 3D 
hybrid boundary-airway reconstruction. About the 
computational complexity, the 3D bOl\lldary reconstruction 
methods tend to be simpler. The 3 D airway reconstruction 
methods are more computationally expensive. However, the 
3D hybrid boundary-airway reconstruction approaches 
possess the highest computational complexity. 
This paper has fonnulated a common framework for 3D 
lung modeling including eight components. While a 
comparison of the existing algorithms tor each of the 
components has been described, it was impractical to give a 
more detailed insight into these areas. Each area is 
considered a major research field by itself consisting of 
many research publications. Presentation of a comprehensive 
study of these publications was not feasible within the 
limited space of this paper. 
The 3D lung modeling research is still concerned with the 
reconstruction of hybrid artificial-realistic 3D bOl\lldary-
airway models because the resolution of the 2D ll\llg images 
is still unsatisfactory. But due to the advancements in the 
lung imaging technology, we are not far from having access 
to equipment that would make available higher quality lung 
images. This will facilitate the development of fully realistic 
3D lung bOl\lldary-airway models for medical applications. 
V. CONCLUSION 
This paper gives a study on automatic reconstruction of 
3D lung models from 20 lung medical images. A common 
architecture for the 3D lung modeling is proposed which 
consists of 8 components. For each reviewed system, the 
components that were employed are stated. A description of 
the specific algorithms implementing each component in the 
reviewed works is also given. While the 3D lung modeling 
research is still concerned with tile reconstruction of hybrid 
artificial-realistic 3D models, the rapid advancements in the 
lWlg imaging technology are expected to result in the 
development of fully realistic complete 3D lung models. 
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