Abstract. Under certain well-defined conditions, determining the correctness of a system under test (SUT) is based on a checking sequence generated from a finite state machine (FSM) specification of the SUT. When there is a distinguishing sequence for the FSM, an efficient checking sequence may be produced from the elements of a set E α of α -sequences that verify subsets of states and the elements of a set EC of subsequences that test the individual transitions. An optimization algorithm may be used in order to produce a shortest checking sequence by connecting the elements of E α and EC using transitions drawn from an acyclic set. Previous work did not consider whether some transition tests may be omitted from EC . This paper investigates the problem of eliminating subsequences from EC for those transitions that correspond to the last transitions traversed when a distinguishing sequence is applied in an α -sequence to obtain a further reduction in the length of a checking sequence.
Introduction
Finite state machines (FSMs) can be used to model many types of systems including communication protocols [1] and control circuits [2] . A number of specification languages such as SDL, Estelle, X-machines and Statecharts are based on extensions of FSMs. FSM based test techniques can often be applied to systems specified using such languages [3, 4, 5, 6, 7, 8] .
Given a formal model or specification of the required behaviour of the system under test (SUT) I it is normal to assume that I behaves like some unknown model that can be described using some particular formalism [9] . Given an FSM M , that models the required behaviour of SUT I, it is normal to assume that I behaves like some (unknown) FSM M I with the same input and output alphabets as M . A common further assumption is that M I has no more states than M .
Suppose M has n states. Let the set of deterministic FSMs with the same input and output alphabets as M and no more than n states be denoted Φ(M ). A finite set of input sequences is a checking experiment for M if, between them, they distinguish M from every element of Φ(M ) which is not equivalent to M . Given FSM M , there is some checking experiment [10] . A checking sequence is an input sequence that forms a checking experiment.
The problem of generating a checking sequence for an FSM M is simplified if M has a distinguishing sequence: an input sequenceD with the property that the output sequence produced by M in response toD is different for the different states of M . There has been much interest in the generation of short checking sequences from an FSM M when a distinguishing sequence is known [11, 12, 13, 14] . Hierons and Ural [13] showed that an efficient checking sequence may be produced by combining the elements in some predefined set E α of α -sequences that verify subsets of states and the elements of a set E C of subsequences that test individual transitions using an acyclic set E of transitions from M . An optimization algorithm is then used in order to produce a shortest checking sequence by connecting the elements of E α and E C using transitions drawn from E . Their work did not consider whether some transition tests may be omitted from E C .
In this paper, we show that the length of the checking sequences can be reduced even further, since not every element in E C needs to be included in a checking sequence. Specifically, we eliminate subsequences from E C for each transition that corresponds to the last transition traversed when a distinguishing sequence is applied in an α -sequence to obtain further reductions in the length of a checking sequence. The reason we can eliminate the tests for such transitions is that, the existence of α -sequences and the existence of the other transition tests in the checking sequence, already guarantee the correctness of the transitions for which the test segments are eliminated.
The shortest prefix of a distinguishing sequenceD that distinguishes a state in M can actually be used as a special distinguishing sequence for that state [15] . Based on this observation, we use prefixes of distinguishing sequences as well, in order to further reduce the length of checking sequences.
The remaining of this paper is structured as follows. Section 2 introduces the basic concepts and notations used in this paper. Elements of an existing checking sequence construction method [13] which will be utilized in the proposed approach are also summarized here for completeness. Section 3 gives the details of the proposed approach to elimination of redundant transition tests in a checking sequence. A running example is used to illustrate the proposed approach and to compare the length of the resulting checking sequence to the one constructed by [13] . Conclusions are drawn in Section 4. 
Preliminaries

Finite State Machines
An FSM M is minimal if no FSM with fewer states than M is equivalent to M . A sufficient condition for M to be minimal is that every state can be reached from the initial state of M and no two states of M are equivalent. Throughout this paper M = (S, s 1 , X, Y, δ, λ) will denote a deterministic, minimal, and completely specified FSM that describes the required behaviour of the SUT I.
An FSM, that will be denoted M 0 throughout this paper, is described in Figure 1 . Here, S = {s 1 D) . Thus, for example, M 0 has distinguishing sequence aba. We will use the notationD i to denote the prefixes of distinguishing sequences that is sufficient to distinguish the states. Formally, given a distinguishing sequenceD and a state s i ,D i is the shortest prefix ofD such that for any state
While not every minimal FSM has a distinguishing sequence and determining whether a minimal FSM has a distinguishing sequence is PSPACE-Complete [16] , there has been interest in the problem of generating a checking sequence in the presence of a distinguishing sequence [12, 13, 17, 14] . This paper considers the problem of generating an efficient checking sequence from a deterministic, minimal, and completely specified FSM M with a known distinguishing sequenceD. 
Directed Graphs
A sequenceP = (n 1 , n 2 , x 1 /y 1 ), . . . , (n r−1 , n r , x r−1 /y r−1 ) of pairwise adjacent edges from G forms a walk in which each node n i represents a vertex from V and thus, ultimately, a state from S. Here initial(P ) denotes n 1 , which is the initial node ofP , and final(P ) denotes n r , which is the final node ofP . The sequenceT = (x 1 /y 1 ), . . . , (x r−1 /y r−1 ) is the label ofP and is denoted label(P ). In this case,T is said to label the walkP .T is said to be a transfer sequence from n 1 to n r . The walkP can be represented by the tuple (n 1 , n r ,T ) or by the tuple (n 1 , n r ,x/ȳ) in whichx = x 1 , . . . , x r−1 is the input portion ofT and y = y 1 , . . . , y r−1 is the output portion ofT .
A tour is a walk whose initial and final nodes are the same. Given a tour
. . , e k , e 1 , . . . , e j−1 is a walk formed by startingΓ with edge e j , and hence by endingΓ with edge e j−1 . An Euler Tour is a tour that contains each edge exactly once. If the set of vertices represented by the nodes of walkP are distinct,P is said to be a path.
. . , e k−1 is a path and n 1 and n k+1 represent the same vertex. A set E of edges from G is acyclic if no subset of E forms a cycle.
A digraph is strongly connected if for any ordered pair of vertices (v i , v j ) there is a walk from v i to v j . An FSM is strongly connected if the digraph that represents it is strongly connected. It will be assumed that any FSM considered in this paper is strongly connected.
Recognizing States and Verifying Edges
The algorithms of Ural et al. [14] and Hierons and Ural [13] use the notion of recognizing a node, corresponding to the state reached by a given input/output sequence, and verifying an edge of E. These notions, which are defined in terms of a given distinguishing sequenceD, are defined below. The key point is that, since the SUT I has no more states than M , if we observe the n possible responses of M toD when applied to I, thenD must also be a distinguishing sequence for I. Once this has been demonstrated, we can useD to investigate the structure of I and thus to determine whether it is equivalent to M . Consider a walkP and the nodes within it. LetQ = label(P ). 
If node n i ofP is either d-recognized or t-recognized inQ as state s then n i
is recognized inQ as state s.
The first rule says that a node is d-recognized as a state s if it is followed by the input/output sequenceD/λ(s,D). This is essentially saying thatD defines a one-to-one correspondence between the states of the SUT and the states of M : this must be the case if the n different responses toD are observed in the SUT. The second and third rules say that if an input/output sequence is observed from two different nodes n and n that are both recognized (d-recognized or t-recognized) as the same state then their final nodes should correspond to the same state of M .
The fifth rule is related to a transition test that is defined as follows: The transition test for a transition τ = (s i , s j , x/y) is x/yD/λ(s j ,D)T j for some transfer sequenceT j . The following result, that provides a sufficient condition for an input sequence to be a checking sequence, may now be stated.
Theorem 1. (Theorem 1, [14]) LetP be a walk from G representing M that starts at v 1 andQ = label(P ). If every edge (v i , v j , x/y) of G is verified inQ, then the input portion ofQ is a checking sequence of M .
In this paper checking sequence generation is based on this result.
Defining α -Sequences
Suppose that an input/output sequencex/ȳ, that labels a walk from the initial state of M , contains the n subsequences of the
Ifx/ȳ labels a walk from the initial state of the SUT then, since the SUT has at most n states,D must be a distinguishing sequence for the SUT. Further, the response toD defines a bijection between the states of M and the states of the SUT. This observation lies at the heart of algorithms for generating a checking sequence on the basis of a distinguishing sequence and motivates the use of α -sequences. We now adapt α -sequences [13] , so that they use prefixes ofD, and then explain their role in the construction of a checking sequence. The first step is to choose a set V 1 , . . . , V q , q ≥ 1, of non-empty subsets of V whose union is V . We then order the elements of each
that is the result of applyingD f (i,k) in state s f (i,k) followed by a (possibly empty) transfer sequenceT
Where A is clear, its members are simply called α -sequences.
The α -sequences play the following roles in checking sequence generation. 
Checking Sequence Construction: An Existing Approach
The proposed reduction of the length of a checking sequence is an enhancement of the checking sequence generation approach given in [13] where first a digraph G = (V , E ) is obtained by augmenting the given digraph G = (V, E), representing an FSM as follows: Let the labelsᾱ 1 , . . . ,ᾱ q of walksP 1 , . . . ,P q form an α -set A. Then, from the elements of A, a set of transfer sequences, called T -set, is formed as a set of labels of subpathsR 1 , . . . ,R p of walksP 1 , . . . ,P q , such that each element whichD f (j+1,k) is applied. The set of walks P 1 , . . . ,P q and the set of subpathsR 1 , . . . ,R p are included in G as edges in E α ⊂ E and in E T ⊂ E , respectively, in order to facilitate the recognition of vertices in the labelQ of the solutionP . Moreover, a transition test for each edge of G is induced in G as edges in E C ⊂ E in order to verify every transition of M in label(P ) =Q. Furthermore, a set of edges from E are included in G as edges in E ⊂ E to increase the connectivity of the vertices in G .
Formally, G = (V , E ) is obtained from G = (V, E) as follows: E ) has no tour and G is strongly connected.
Once G is formed, a minimal symmetric augmentation G * of the graph induced by the edges in E α ∪ E C , that may be produced by adding edges from E , is found. If G * , with its isolated vertices removed, is connected, G * has an Euler tour. Otherwise, a heuristic is applied to make G * connected and an Euler tour is formed. This Euler tourΓ of G * contains all edges in E α ∪E C . Let τ be a transition with ending state s 1 which is represented by an edge e = (v i , v 1 , x/y) ∈ E C inΓ . LetP be a walk of G that is formed by endingΓ with edge e. Then, the input portion ofQ = label(P )D 1 /λ(s 1 ,D 1 ) is a checking sequence of M that starts at v 1 , in accordance with Theorem 1.
Producing Checking Sequences
This section explains how, given an α -set A, we can produce a checking sequence without considering some of the edges in E C which represent test segments for a subset L of E. Thus, L is a set of edges which stand for transitions whose transition tests are redundant and can be eliminated. In this paper, we use prefixes of distinguishing sequences wherever it applies, and we use empty transfer sequences in the formation of α -sequences. In the following, we first define L, and then explain the algorithm to generate the checking sequence.
Transition Test Exemption
Similar to showing an edge being verified as given in Definition 1, in order to show a sequence of edges being verified we first introduce the notion of a sequence of edges being traced. Lemma 1 suggests that if there is a sequence of edges which is traced in the labelQ of a path, thenQ already includes what it takes to verify the last edge in the sequence, provided that all the other edges in the sequence are verified in Q. In fact, inclusion of α -sequences in the checking sequences guarantee that there are some sequences of edges which are traced.
For each s i ∈ S, there exists an α -sequence in the α -set that can d-recognize the final state of the walk from s i with labelD i /λ(s i ,D i ), as the subsequencē D i /λ(s i ,D i ) is followed byD j for some 1 ≤ j ≤ n. This is due to the fact that we use empty transfer sequences between the applications ofD i andD j in α -sequences. Formally, we have the following result.
Lemma 2. Let A be an α -set, andQ = label(P ) be the label of a walkP in G.
IfQ includes all the α -sequences in A, then for all
Proof. Note thatρ i corresponds to the application ofD i at state s i . Consider the occurrence ofD i /λ(s i ,D i ) inQ which is immediately followed by an occurrence ofD j /λ(s j ,D j ), for some 1 ≤ j ≤ n, which is guaranteed since all α -sequences are included inQ. initial(ρ i ) will be recognized as state s i . Since there exists an application of someD j afterD i , final(ρ i ) will be recognized as state Proof. The result follows from Lemma 1 and Lemma 2.
Suppose Figure 2 shows a subgraph of G whereD 1 =D 2 = x 1 x 2 x 2 . Suppose also thatQ contains α -sequences with
as subsequences. Then using the above lemma, we know that
is verified inQ.
Of course, we cannot draw conclusion in this case that if edges (n 1 , n 3 , x 1 /y 1 ) and (n 2 , n 4 , x 1 /y 4 ) are verified inQ, then (n 3 , n 4 , x 2 /y 2 ) and (n 4 , n 3 , x 2 /y 3 ) are verified inQ.
The following procedure shows a possible way to calculate a set of edges that can be excluded from the transition tests.
For anyρ ∈ P S , the last edge ofρ, denoted as last(ρ), is verified inQ provided that all other edges inρ are verified inQ as proposed by Lemma 3.
Let L 0 = {e | e = last(ρ),ρ ∈ P S }. Obviously, we want to have as many edges in L 0 as possible to be excluded from being considered for transition test.
First note that, for an α -sequenceᾱ k with starting state s i , if we do not test any of the incoming transitions of s i , thenᾱ k will not be included in the 2 . An example to illustrate the edges that can be excluded from the transition tests generated checking sequence, since each α -sequence is used to test the end state of a transition. Similarly, since we want to generate a checking sequence that starts from s 1 , the initial state of M , at least one incoming transition of s 1 must be tested, so that the tour generated passes over v 1 . Therefore let L 1 be a maximal subset of L 0 such that, indegree L1 (v i ) < indegree E (v i ) for each v i corresponding to a state s i which is s 1 or a starting state of an α -sequence.
Further note that according to Lemma 1, the test for a transition can be exempted only if some other transitions are tested. Therefore, we need to make sure that there is no cyclic dependency between the transitions that are exempted from transition tests. The following algorithm can be used for this purpose:
Construct a digraph G S = (V S , E S ) where V S contains one node for each e ∈ L 1 . (v 1 , v 2 ) ∈ E S if and only if v 1 = v 2 , and for someρ ∈ P S , v 2 corresponds to e 2 = last(ρ), and v 1 corresponds to some e which appears inρ. Now, if G S is cyclic, remove the minimal number of nodes from G S so that it becomes acyclic. For each removed node, also remove its corresponding edge in L 1 . This is an instance of Feedback Vertex Set problem [18] , which is NP-complete. However certain heuristic approaches exist for this problem [19, 20] .
The remaining edges in L 1 then represent transitions for which we do not need a transition test. We use L below to denote this set of edges. Since there can be at most n edges in L 0 , there can be at most n transition tests that can be removed from the checking sequence.
Checking Sequence Construction
Now using L, we can improve on the algorithm in [13] for the checking sequence generation, by reducing the set of edges that must be included in the checking sequence. This is summarized below. Recall that we use prefixes of a distinguishing sequence and empty transfer sequences. The digraph G = (V , E ) is obtained from G = (V, E) as follows
has no tour and, excluding isolated nodes in G , G is strongly connected.
E can be constructed similarly as discussed in [14] . However, we obtain an additional issue in the proposed algorithm; since we are using empty transfer sequences in the α -sequences, such a set E might not exist. Where this is the case it is necessary to use non-empty transfer sequences, along the lines of [14, 13] . It is straightforward both to extend the approach given in this paper to the case where non-empty transfer sequences are used and to show how a set of transfer sequences can be chosen in order to ensure the existence of E .
Theorem 2. Let
LetΓ be a tour of G that contains all edges in E α ∪ E C which is found in the same manner as in [13] . Let 1 /λ(s 1 ,D 1 ). According to Lemma 3 and the way L is constructed, if all edges in E − L are verified in Q, then all edges in L are verified inQ. Thus, all edges of G are verified inQ, and by Theorem 1, the input portion ofQ is a checking sequence of M .
Application
Let us consider FSM M 0 given in Figure 1 . A distinguishing sequence for M 0 is D = aba. The shortest prefixes ofD that are sufficient to distinguish each state are:
The set L 0 consists of the edges corresponding to the last transition ofD i when applied at Note thatΓ already starts at v 1 . Hence when we consider the the walkP corresponding toΓ given above, the input portion ofQ = label(P ) D 1 /λ(s 1 ,D 1 ) forms a checking sequence of length 44, which is a shorter checking sequence than the one given in [13] , which was reported as 64.
Conclusion
We have shown that, when α -sequences are used in constructing a checking sequence, some transitions tests can be identified as redundant. Such tests are then eliminated by the optimization algorithm used to construct a shorter checking sequence, and hence a further reduction is obtained in the length of a resulting checking sequence.
The approach proposed in this paper starts with a given set of α -sequences where empty transfer sequences are used after the application of each distinguishing sequence or its prefix at a state. We believe that selecting α -sequences judiciously will result in further reductions in the length of a checking sequence. A recent study by Hierons and Ural [21] show how α -sequences can be chosen so that their use minimizes the sum of the lengths of the subsequences to be combined in checking sequence generation. The related checking sequence generation algorithm then produces the set of connecting transitions during the optimization phase. Our proposed approach can also be incorporated to the method given in [21] .
