We study conditional volatility and correlation dynamics for returns to commodity fu- 
Introduction
Over the past decade, commodity prices have undergone a dramatic boom and bust, propelled by demand from industrializing economies and …nancial investor interest. Two investor groups have increased their activity in commodities markets: 'buy and hold'investors such as pension funds, endowments and mutual funds, who have accrued collateralized long positions in futures, and hedge funds, who have actively traded derivatives. After the stock market crash in 2001, institutional investors began viewing commodities as prime sources of portfolio diversi…cation rather than as assets that were imprudent and di¢ cult to hedge (Tang and Xiong, 2009) . Jack Meyer, CEO of Harvard Management Company, stated that 'commodities are a diversifying asset class with no correlation -and in some cases negative correlation -with other asset classes ' (quoted in Sesit, 2004) . His opinion was representative of many institutional managers who embraced commodities as a pro…table alternative asset, relying on low correlations with conventional assets, positive co-movement of commodity prices with in ‡ation and a tendency to backwardation in the futures curve. (Gorton and Rouwenhorst, 2006 , Kat and Oomen, 2007 , Chong and Mi¤re, 2010 , Büyükşahin et al., 2010 .
As …nancial investor interest in commodities has escalated, it is natural to ask whether shocks from …nancial markets have begun to overshadow commodity fundamentals, weakening the diversi…cation value of commodities and changing price dynamics. If commodity securities and conventional …nancial assets are both held by more investors, the set of common state variables driving stochastic discount factors grows, so that bad news in one market can cause liquidation across several markets (Kyle and Xiong, 2001) . And if heterogenous commodity futures are treated as a single asset class by index investors, relatively unrelated commodities may move in synch (Pindyck and Rotemberg, 1990, Tang and Xiong, 2009) . If commodity and conventional asset markets have become more integrated, systematic shocks may increasingly dominate commodity returns, raising correlation with other asset classes and generating more time-variation in correlation and volatility.
Here we use recent improvements in conditional correlation modelling to test stock, bond and commodity futures returns correlations for evidence of increased integration. We model bi-variate conditional volatility and correlation for 24 individual commodity futures returns with benchmark equity indices for the US, UK, Germany, and France, and with US …xed interest, using weekly data from May 1990 to July 2009. Because our sample includes the global …nancial crisis we can test investor beliefs about the diversi…cation value of commodities during a widespread and deep downturn.
Long run trends such as industrialization and …nancialization are likely to move correlation gradually, so we use Double Smooth Transition Conditional Correlation models (DSTCC-GARCH) (Silvennoinen and Teräsvirta, 2005, 2009) in contrast to earlier studies which have relied on rolling correlation estimation and/or Dynamic Conditional Correlation (DCC) models. DSTCC models allow conditional correlations to change smoothly between (up to) four extreme states, in a convex combination which depends on two logistic transition functions.
These transition functions can be governed by observable economic variables, giving an interpretation to correlation dynamics. Thus one advantage of our chosen modelling framework is that it allows us to test the presence of links between time-varying correlations and indicators of …nancial market conditions, and to identify their sign and strength. We test the expected stock market volatility index, VIX, as a gauge to investor sentiment, and the percentage of non-commercial traders'open interest in futures markets from the Commodity Futures Trading Commission (CFTC) reports, which is a measure of the intensity of interest of money managers or hedge funds. We examine commodities individually in order to pick up heterogeneous features and we include common and idiosyncratic factors in the conditional mean and variance of each commodity to reduce biases in correlation dynamics.
Conditional variance estimation con…rms signi…cant spillovers from …nancial factors into commodity futures volatility. This e¤ect is marked for commodities that are components of the investable Goldman Sachs Commodities Index (GSCI). 1 Signi…cant factors include expected stock market volatility (VIX), the US dollar exchange rate, short interest rates and corporate bond spreads. Financial traders'positions also in ‡uence commodity volatility. An increase in the percentage of open interest held short by money managers increases futures returns volatility, but the impact of increasing long interest varies between markets, sometimes raising and sometimes lowering volatility. Variation in commodity futures returns volatility is therefore likely to have been ampli…ed by the intensi…cation of hedge fund trading activity over the past decade.
Dynamic correlation patterns show that the diversi…cation bene…ts of commodities to equity market investors have weakened, contrary to …ndings of earlier studies (Chong and Mi¤re, 2010, Büyükşahin, et al., 2010) . Correlations between S&P500 returns and returns to the majority of commodity futures have increased, sometimes sharply and only during the recent crisis, but in many cases, gradually, and from a much earlier date. For 12 of the 24 commodities we study, correlations with S&P500 returns rise in high VIX states, implying that both stock and commodities returns are falling as VIX increases. We …nd this e¤ect is concentrated later in the sample (from around 2000 onwards) consistent with increased commodity and stock market integration over recent years. We also identify time breaks in the correlation structure around the beginning of the past decade, between stocks and most metals, some grains and some foods. This break occurs during a period when both underlying demand and …nancial investor interest were intensifying, but the relevance of VIX points to strong …nancial in ‡uences. Further evidence for …nancialization is that futures market positions of non-commercial traders drive some correlation transition functions. In these cases, correlation dynamics indicate that money managers can time their commodity futures positions to o¤set stock market losses.
Correlation between commodities and European stock market returns show similar patterns, whereas …xed interest correlations have shown less variation, if anything tending more negative. Expected stock market volatility and …nancial trading intensity measures are again relevant to correlation dynamics in many instances.
Section 2 gives background on commodity futures price trends, …nancialization and current empirical studies. Section 3 outlines the sources and construction of the series used here and Section 4 describes the model and estimation process. Results and conclusions follow.
Background
Following on more than four decades of real average declines, rises in commodity prices over the past decade are historically unprecedented in scope and strength (Helbling et al., 2008 , Vansteenkiste, 2009 , IMF, 2006 . boom and bust. Energy prices peaked at around eight times 1990 levels, metals were two to three times higher, and crop prices almost doubled.
Demand and supply conditions have contributed to this cycle. A sustained depreciation in the US dollar and low interest rates created a stimulatory environment, while industrialization in China, India and emerging Asia accelerated consumption of fuels, metals and food (Helbling et al., 2008) . Further, changes to biofuel policies in developed countries placed pressure on food prices and production, as feedstocks were diverted to biofuel, and energy prices pressured food prices. General demand pressure was aggravated by a slow supply response in many markets. The supply lag was partly caused by low inventories and production capacity after several decades of weak prices but also by structural and technological constraints on production, crucially for oil, a key input to the production of other commodities. Macroeconomic fundamentals such as these may increase commodity futures correlations with other assets via common drivers such as interest rates and spreads, and via expectations of economic growth. Hedge funds and exchange traded commodity funds have been active in commodities derivatives markets. 2 The Commodity Futures Exchange Commission (CFTC) reported that as early as 2003, the majority of the largest US hedge funds were operating as Commodity Pool Operators (CPOs), which invest pooled funds into futures or options on behalf of customers, or Commodity Trading Advisors (CTAs), which provide advice or analysis on commodity securities value (Brown-Hruska, 2004) . Indeed, hedge fund activity in commodity futures markets tripled between 2004 (Domanski and Heath, 2007 .
Financialization
The Commodity Futures Modernization Act of 2000 may have made commodity investments more attractive to some groups. The Act aimed to 'rationalize regulation for sophisticated or otherwise regulated entities' by exempting certain groups of investors from registration with the National Futures Association and consequently freeing then from some aspects of compliance. These exempt groups included 'funds engaging in de minimus futures investments...; otherwise regulated entities such as mutual funds, insurance companies, and banks; and funds that cater to highly sophisticated investors...'(quoting from Brown-Hruska, 2004) . CFTC policy also aimed to protect hedge funds from extensive disclosure of their holdings and asset selection strategies. 3 Financialization could a¤ect commodity price volatility and correlation with conventional assets in several ways. First, if commodity securities, stocks and bonds are all held by a growing number of investors with similar portfolios, the set of common state variables driving stochastic discount factors, and therefore securities prices in each market, increases. A larger set of common shocks raises correlation between asset classes since bad news becomes more likely to force liquidation of asset holdings in several markets at the same time, as the marginal investor adjusts his or her portfolio (Kyle and Xiong, 2001) . Second, if commodity futures tend to be viewed more as a uni…ed group than as individual securities by index investors, we could also see increasing co-movement between relatively unrelated commodities (Pindyck and Rotemberg, 1990, Tang and Xiong, 2009 ). Third, theoretical models of …nancial markets (Pavlova and Rigobon, 2008, Schornick, 2009) show that if traders such as CPOs and CTAs hold di¤use beliefs, changes to regulation like the Modernization Act may raise time-variation in capital ‡ows to commodities derivatives markets, creating swings in correlation. Fourth, we could see post-liberalization volatility rise if greater capital ‡ow volatility raises risk premia (Schornick 2009). On the other hand, if easier access to futures markets increases liquidity available to hedgers of non-marketable risk, such as commodity producers, then the premium paid for bearing non-marketable risk will decline and futures price volatility may fall. 3 In her Keynote Address to the Securities Industry Association Hedge Funds Conference in 2004, Acting Chairman of the CFTC Sharon Brown-Hruska argued that the SEC and CFTC 'must not sti ‡e the innovative and entrepreneurial spirit that has characterized the hedge fund industry. And ... must also strive not to burden funds with duplicative requirement and regulations. ... An even greater risk to enacting a prescriptive regulatory program that includes a securities style disclosure regime is that it will chill innovation by forcing fund managers to reveal too much information about their holdings and their asset selection. ' Other things being equal, the systematic component of commodity prices may increasingly dominate returns, raising correlation with other asset classes, creating more time-variation in correlation and causing volatility to track systematic shocks more closely.
Correlation and integration
Empirical studies of the period leading up to the 2008 crash conclude that conditional correlations between stock returns and commodities are insigni…cantly di¤erent from zero in the majority of cases, have tended to decline over time, and are noticeably lower during periods of high stock market risk (Chong and Mi¤re, 2010, Büyükşahin et al., 2010) . These authors encourage investors to choose commodities as a refuge during periods of stress in traditional asset markets, arguing that macroeconomic shocks tend to work on commodity and stock prices in opposite directions. They …nd no evidence that the increased …nancialization of commodity futures markets has changed co-movement patterns with traditional asset classes, con…rming the diversi…cation bene…ts of commodity exposures.
The coincidence of an increase in derivatives trading with strongly increasing commodity prices has prompted several other investigations of whether price e¤ects have been ampli…ed by …nancial trading. Most have concluded that higher prices may be driving speculation rather than the reverse, though a direction for causality is di¢ cult to establish (IMF, 2006 , Redrado, et al. 2008 , Frankel and Rose, 2009 . Price movements may be su¢ ciently well explained by macroeconomic fundamentals and idiosyncratic commodity shocks (Vansteenkiste, 2009 ).
Hedge funds appear to provide liquidity to futures market rather than destabilizing them (Haigh et al., 2005) .
Tang and Xiong (2009) reach di¤erent conclusions. They …nd an increase in the impact of world equity shocks and US dollar exchange rates shocks on the GSCI investable commodities index in the past few years, coinciding with increased …nancialization. Further evidence that this higher exposure to common shocks is driven by …nancialization rather than macroeconomic fundamentals is that individual commodities in the investable indices (GSCI and DJ-AIG) exhibit stronger responses than similar commodities that are not in the indices.
They identify volatility spillovers from the …nancial crisis as a key driver of recent commodity price volatility. 4 In what follows, we focus on time-varying volatility and conditional correlation, reviewing the hypothesis that the connection between commodity futures and other assets is una¤ected by …nancialization, and that the attractive features of commodities as an alternative asset class have been robust to the crisis. Our contribution is to estimate models that allow for possibly slow-moving trends in correlation dynamics and that can identify both the timing of changes in correlation regimes and relevant drivers. We include data from the GFC, capturing correlation dynamics during a severe downturn in major markets. Further, for the …rst time we control for an array of common factors in conditional mean and variance equations and better isolate the dynamic correlation process. In the next section we describe the commodity futures pricing model and data.
Futures pricing model and data
Heterogeneity is a key feature of commodity markets so we take a disaggregated approach, collecting daily spot and futures prices on 24 commodities from May 1990 to July 2009. (The Appendix lists all series and sources.) We include grains and oilseeds, meat and livestock, food and …bre and metals and petroleum. Where no spot price series is reported, we treat the nearest futures contract as spot, and use all (complete) actively-traded futures contracts prices to compute average futures returns. We extract weekly from daily series using Wednesday closing prices or the preceding Tuesday where Wednesdays are missing. The return at time t; to commodity future contract i; with maturity date ; is r i;t; = 100 ln(
where F i;t; is the time t price of the futures contract. For all commodities except base metals, the daily futures price data are continuous series that track a particular contract until its last trading day, whereupon the series switches into the next nearby contract. Consequently, we use the continuous series to compute the return to an investor who closes out their position on the last Wednesday prior to the contract's …nal trading day and then immediately purchases the next nearest futures contract. For London Metal Exchange (LME) base metals, however, daily settlement prices are quoted for spot and for the futures contracts closest to a …xed maturity period (3-months and 15-months) rather than continuous futures, and weekly returns do not need to account for the contract switch.
To capture as full a measure of the futures curve as possible, we collect prices on all actively traded contracts with maturity dates up to one year ahead. We then average across all returns in each period and collateralize by adding the 3-month US Treasury Bill rate (adjusted to weekly). The averaged weekly futures return is
where y it;F is the average of the K collateralized futures returns and r f;t is the weekly short rate. By collateralizing, we treat the investor as holding a risk-free investment equivalent to a long position in the commodity futures contract.
Pricing Factors
The conventional cost of carry relationship for commodity i that links the forward price at time t for delivery at time , f i;t; ; and the current spot price S i;t ; depends on interest rates, storage costs and the 'convenience yield', that is, the bene…t to inventory holders of supplying the market at some future time if spot prices are unexpectedly high. 5 The convenience yield is stochastic, positively correlated with the spot price, and will be high when the basis (the di¤erence between the forward price and current spot) is strongly negative. The forward pricing condition is f i;t; = S i;t (1 + r f;t ) + w i;t; ' i;t; ;
where r f;t is the relevant risk free interest rate, w i;t; is the cost of storing commodity i until period , and ' i;t; is the convenience yield for the period between t and : Hence inventory conditions are one idiosyncratic factor for commodity futures returns, and interest rates and the term structure are systematic factors. Equation (3) is not a perfect arbitrage condition because of the likelihood of stockouts, limitations on shorting the spot commodity and the fact that not all commodities can be stored inde…nitely. 6
5 The theory of storage predicts that convenience yields are non-linearly declining in inventories (Pindyck, 1993 , Routlege et al., 2000 , whereas the theory of stockouts suggests that commodity prices will exhibit regimes of sharp spikes followed by long periods of doldrums (Deaton and Laroque, 1992 , Routlege et al., 2000 , Carlson et al., 2007 . For empirical analysis of storage and stockouts see Deaton and Laroque (1996) , Heaney (2005) and Gorton, Hayashi and Rouwenhorst (2007) . 6 While stores of the physical commodity are part of the market portfolio, futures contracts are in zero net supply and are not necessarily of any in ‡uence on spot markets, so any risk premium to holders of futures 
where S i;t is the spot price at time t. 7
We also collect data on the investable continuous commodities index the GSCI, and CRB commodity price index (Reuters-Commodity Research Bureau spot and futures indexes), the DXY US dollar futures index (measuring the value of the USD against six major world currencies) and an array of USD exchange rates for commodity-producing countries.
To compute correlations with equity and bond returns we use total returns stock price indices for the US (S&P500), UK (FTSE100), Germany (DAX) and France (CAC) in local currencies, a total returns …xed interest index for US Treasuries (JP Morgan US Government Bonds). Returns to stock, bond and commodity indices, and exchange rates, are the logarithm of Wednesday on Wednesday prices scaled by 100. All data sources and samples are listed in the Appendix.
Transition variables
DSTCC-GARCH models use observed transition variables to move correlation between extreme states, and we look at four indicators: time, scaled as t=T where t is the current observation number and T is the sample size; the weekly lagged level of the CBOE volatility contracts accrues only when futures positions carry non-diversi…able market risk (Black, 1975) . Under some pricing kernels, however, the systematic risk premium could be zero. On the other hand, commodity futures may receive a residual risk premium when underlying claims (such as shares in the commodity production process) are not traded, and/or where transactions costs or capital constraints apply (Stoll, 1979 , Hirshleifer, 1988a , Hirshleifer,1988b , de Roon et al., 2000 , Acharya et al., 2009 . Hedgers, such as producers who stock the physical commodity, will pay a premium to insure the non-marketable component of their exposure to spot price variability, creating a positive return to (long) futures. Such 'hedging pressure' can be positive or negative, producing either backwardation which pays positive returns to buyers of futures (where the future price is lower than expected future spot) or contango, which pro…ts sellers (where the future price is higher). Harmonizing the open interest series with other components of our weekly data requires managing gaps and breaks. First, we can match up the OI and Bloomberg futures for 15 of the 24 commodities but in some cases the contracts underlying Bloomberg price data and the CFTC commodity codes underlying the OI data are not the same; in those cases we match by generic commodity name. Second, prior to October 1992, the open interest is reported mid-month and end-month, rather than weekly, so to enlarge our sample, albeit with limited information, we …ll in the missing weeks by repeating the prior observation for the weeks of 2
May 1990 to 7 October 1992. Third, the speci…c CFTC commodity codes sometimes switch within sample, creating structural breaks. We model the breaks by regressing each long open interest series on a constant and as many indicator variables as needed to control for the switches. Each OI series thus enters the GARCH and transition equations as deviations from the mean. The DOI series is a proportion so we do not need to adjust it for structural breaks.
Summary statistics
Empirical distributions of individual commodity futures returns vary substantially, though the majority show lower return/risk ratios than stocks. Table 1 
Modelling Strategy
Following Silvennoinen and Teräsvirta (2009), we de…ne the vector of fully collateralized commodity futures, …xed interest and equity returns as a stochastic N -dimensional vector process y t = E [y t jF t 1 ] + " t ; t = 1; :::; T
where F t 1 is the sigma-…eld generated by information up until time t 1, and the conditional mean is a function of common and idiosyncratic factors and ARMA terms, so that
The vector x i includes common factors and commodity-speci…c factors, and the remaining terms capture seasonality and time dependence via autoregressive and/or moving average structure. In estimating conditional means, we aim to generate uncorrelated residuals and avoid biases in the estimation of DSTCC-GARCH. Following Hong and Yogo (2009), in every conditional mean equation we include known predictors of stock market and bond returns:
the T-bill rate and the corporate bond spread. Commodity-speci…c factors in x i are the interest-adjusted commodity basis (a proxy for the in ‡uences of inventories and convenience yield), and log changes in the DXY and/or exchange rates of major producers of commodity i; where statistically signi…cant. Clement and Fry (2008) and Chen, Rogo¤ and Rossi (2008) draw attention to the potential predictive power of the exchange rates of major producers for some commodity prices, possibly due to market power or because of stronger forwardlooking elements in exchange rate determination, while Tang and Xiong (2009) attribute it to integration with world …nancial markets. All elements of x i are lagged one period.
Common, idiosyncratic and transition factors may also in ‡uence the conditional volatility process so excluding them can bias conditional correlation estimation. For GARCH estimation, we add the transition variables VIX, OI and DOI to the x i vector and augment the conditional variance process by any elements of the x i that are relevant. We write the univariate error processes as
where h it is a GJR-GARCH process expanded by lags of x i ,
I t 1 is the indicator function equal to one when " it 1 < 0 and zero otherwise (Glosten et al., 1993) and z it are i:i:d: random variables with mean zero and unit variance.
The conditional covariance matrix of the vector z t is
which by virtue of the unit variance of z it for all i, is also the correlation matrix for " t and has elements ij;t which are time-varying for i 6 = j: The conditional covariance matrix The DSTCC-GARCH model proposes that correlation varies between four extreme correlation states where the paths between the states is smoothly governed by logistic functions of transition variables (here indexed as i = 1; 2). The conditional covariance matrix P t is a convex combination of four positive de…nite matrices P (11) ; P (12) ; P (21) and P (22) each corresponding to an extreme state of constant correlation. The model is
with a logistic function for each transition variable,
where s it is the value of transition variable i at time t, i de…nes the speed of transition, c i is the location of the transition, and i is the standard deviation of the transition variable i.
By substitution, equation (10) can be rewritten as
If the second transition variable is time (s 2t = t=T ), early in the sample when t=T < c 2 and G 2t is close to zero, more weight goes to the …rst term in equation (12) and P t moves between the two correlation matrices P (11) and P (21) : Later in time the matrices in the second term dominate. This formulation can match an array of conditional correlation paths. If using only one transition is su¢ cient, an STCC-GARCH model is employed instead. In this case, the model is simply
where G t is the logistic function de…ned above.
We assume joint conditional normality of the errors:
For inference, the asymptotic distribution of the ML-estimator of the DSTCC parameter vector denoted is assumed to be normal
where 0 is the true parameter and J 1 ( 0 ) is the population information matrix evaluated at = 0 : For estimation, we divide the parameter vector into two sets: parameters for the correlations and for the transition functions. The log-likelihood is iteratively maximized and concentrated over each of the parameter subsets until convergence. We bound the speed of transition parameters i between 0 < i < 500 to prevent them asymptoting towards in…nity in series where switches between correlation states are especially rapid. In several cases the best estimated models use the upper bound on i ; consequently other estimated parameters in those models are conditioned on i = 500. That is, these models follow a regime switching structure with respect to the transition variable i.
For model selection, we follows the steps outlined in Silvennoinen and Teräsvirta (2005, 2009 
Estimation results and discussion
We estimate univariate mean and variance equations separately, and use conditionally demeaned and standardized residuals in 2-step maximum likelihood estimation of the parameters of the conditional correlation model. We then select conditional correlation models by indicators of …t and diagnostics.
Conditional means
Common and idiosyncratic factors are relevant for conditional means and variances of most commodities. For mean estimation, we include the T-bill rate, corporate bond spread and the commodity-speci…c interest-adjusted basis in each model even when estimated coe¢ cients are not signi…cant, and we retain any signi…cant ARMA terms and exchange rate if the p-value of the estimated coe¢ cient is less than 0.2. Commodity futures, stocks and bond index returns almost all show some signi…cant serial correlation, and many commodity series have seasonal patterns. Table 2 reports estimation results for equation (6).
Interest rates a¤ect futures returns directly via collateralization and the cost of carry relationship, since falling interest rates reduce current futures prices. Further, commodity price momentum (and potentially increased speculation) can be driven by accommodating macroeconomic policy, especially low short rates, creating both higher demand and stronger incentives for producers to restrict supply. 8 that a positive spread will forecast higher equity returns, and that the negative relationship between the corporate bond spread and commodities makes commodities a hedge for longhorizon equity investors (Hong and Yogo, 2009 ), but in our sample the coe¢ cient on the lagged spread is signi…cantly negative for the S&P500 and the CAC returns.
As for idiosyncratic factors, the interest-adjusted basis is signi…cant for seven commodities, although the sign varies. Studies of longer runs of aggregated monthly data generally …nd a negative relationship between basis and futures returns (e.g., Hong and Yogo, 2009, Gorton et al., 2007) . We estimate a positive relationship between lagged basis and futures returns for live cattle, heating oil and natural gas, which suggests that the prevailing e¤ect is mean reversion in spot prices: a high basis here implies that current futures exceed current spot and that the spot price must rise to create a positive return to the (long) futures investor.
On the other hand, for wheat, co¤ee, platinum and Brent oil, the negative link between basis and futures may imply high future spot price volatility during periods of low inventory (low basis), and therefore higher returns to futures via a risk premium.
All of the signi…cant exchange rate e¤ects (excepting three base metals) apply to commodities included in the GSCI index, possibly showing their higher susceptibility to …nancial shocks. A USD depreciation makes futures contracts cheaper to foreign buyers, and we …nd that a fall in the USD predicts higher futures returns in 12 of 24 commodities. Signi…cant e¤ects in the reverse directions apply in a few cases.
Conditional variances
Omitting exogenous factors and nonlinearities can bias estimated GARCH coe¢ cients, causing an overestimation of persistence in conditional volatility and making …tted conditional variance too high. It follows that estimated conditional correlations will be too low. We include these common factors and transition variables in estimation and show that they are predictors of conditional volatility of futures returns (Table 3) .
Volatility rises as the T-bill rate falls for 10 of the 24 commodities and the link is especially strong for metals. A decline in the corporate bond spread also predicts higher volatility in wheat, hogs, gold, copper, nickel, tin, crude oil and natural gas, but lower volatility for pork bellies, co¤ee and platinum. Commodity returns volatility also tends to rise on a depreciation in the USD as measured by the lagged change in the DXY index (wheat, hogs, orange juice, gold, and platinum). Higher expected US stock volatility (VIX) predicts higher volatility in gold, nickel, all energy futures, the GSCI, and all stock indexes, but has the reverse sign for co¤ee and orange juice.
Our results have a similar ‡avour to Tang and Xiong (2009) who also noted the importance of spillovers from stock markets and the US exchange rate into commodity volatility. Like them we …nd signi…cant positive spillovers from stock market volatility and the DXY for many commodities that are key components of the investable GSCI, such as energy commodities, and we …nd reverse signs on some spillover coe¢ cients for orange juice, pork bellies and platinum, commodities that are not included in the GSCI index. These results also re ‡ect the close connection between the energy-producing sector and general macroeconomic conditions and long non-commercial positions in some markets may re ‡ect the calming role of money managers who provide liquidity to the market when acting as the long counterparty to (net short) commodity producers. In other markets, a higher proportion of non-commercial trade, both long and short, unambiguously raises expected volatility.
Nonlinearities (leverage e¤ects) in stock index volatility are well-known, and although less well documented, non-linear volatility regimes in commodity returns are also supported theoretically and empirically (Deaton and Laroque, 1992 , Carlson, Khoker and Titman, 2007 , Fong and See, 2001 . While higher volatility is linked to bear markets in stocks, commodities price volatility may increase when prices are abnormally high because of stresses on inventories.
Consequently we expect the GJR parameter, which adjusts predicted variance for negative returns shocks, to lower commodity returns volatility. Here we …nd signi…cant negative GJR parameters for most metals, GSCI, and bonds, and signi…cant positive GJR parameters for all stock indices, three agricultural series and the CRB spot index.
In addition, mean …tted conditional volatility was considerably higher for most commodity futures returns from 2001 onwards, the period of greater investor interest in commodities. The last rows of Table 3 show that predicted volatility rose for all but three commodities. We can get an idea of how commodity volatility increases post-2000 by comparing with stocks: the S&P500 volatility was around 17% higher from 2001 whereas commodities experienced a rise of around 30% on average (across those series showing volatility increases).
Conditional correlation
We estimate conditional correlation usingẑ t , the standardized residuals. Table 4 reports sample unconditional correlation coe¢ cients between commodities and stock and bond indices.
For stocks, correlations with agricultural commodities and metals are low and signi…cant but insigni…cant for gold and energy commodities. Bond correlations tend to be low and negative, and the sample correlations for GSCI and CRB indices are all low and signi…cant, negative for bonds and positive for equities. Conditional correlations give us more insight into the dynamics of stock, bond and commodity markets linkages. We begin by reviewing results for US and European stocks and then US bonds.
US Stocks
Figure 3 graphs estimated conditional correlations between individual commodity futures and GSCI returns, and returns to the S&P500. Table 5a Europe than for the US, and transition e¤ects vary considerably.
US bonds
Conditional correlations between bond and commodity futures returns are generally low and negative ( Figure 4 and Table 5f ), and crisis e¤ects are less marked than for stocks. Meat and livestock, food and …bre and precious metals correlation regimes are close to zero. However, all base metals, energy and GSCI correlations transition on VIX, indicating integration with wider …nancial market conditions. With a couple of exceptions, high VIX levels generally switch bond and commodity correlations to signi…cantly stronger negative correlation rather reports summary statistics for weekly collateralized commodity futures returns, interest rates, spreads, stock and bond returns, VIX, commodity index returns and percentage of open interest in commodity futures contracts held long or short by non-commercial traders. Appendix lists all data sources and complete samples. Weekly returns are the log difference of Wednesday closing prices (or preceding Tuesday where Wednesday is missing) scaled by 100. Commodity futures returns are the average of weekly returns on a range of contracts from nearest to expiry to one year to maturity where complete data are available, collateralized by adding the 3-month Treasury Bill rate (adjusted to a weekly equivalent from annualized). For LME metals futures, we average returns to the 3 and 15 months to maturity contracts and collateralize. For open interest of non-commercial traders we repeat mid-month and end-month values to proxy for weekly observations from 2 May 1990 to 7 October 1992. After that date the CFTC reports every week on Tuesday positions. Table 1 . Returns are regressed on a constant, and the lagged interest-adjusted basis (the log difference between the average futures prices and current spot (or nearest futures) multiplied by 100, less the weekly T-bill rate), the lagged 3-month Treasury Bill secondary market rate, the lagged corporate bond spread (difference between Moodys AAA Corporate bond yield and the T-bill rate), the lagged log change (x100) in the DXY US dollar future contract price and lagged log changes (x100) of currencies of major trading countries of the commodity, as listed in Appendix. Seasonality and serial correlation are modelled by AR and MA terms selected using Ljung-Box Q statistics to 100 lags. All significant coefficients with p-values at 20% or less are marked in boldface. Table reports estimated coefficients of preferred conditional variance equations estimated using residuals from mean equations described in Table 2 . GARCH models include a constant, ARCH, GARCH and GJR terms, and where relevant, lagged interest-adjusted commodity basis, the lagged yield spread, the lagged 3-month Treasury Bill secondary market rate, the lagged log change (x100) in the DXY US dollar future contract price, lagged levels of the VIX volatility index, lagged OI (% of long open interest in the futures contract held by non-commercial traders) and DOI (proportional difference between net long and net short open interest held by non-commercial futures traders). All fitted values of the conditional variance are strictly positive. All coefficients except those marked with an asterisk are significant at 10%. Table 5 : Preferred conditional correlation models, weekly commodity futures returns. Table reports estimated parameter values for preferred conditional correlation models of commodity futures returns with USA stock market returns (5a), USA bond index returns (5b), German stock market returns (5c), UK stock market returns (5d), French stock market returns (5e) and crude oil futures returns (5f). Correlation models are estimated using standardized residuals from GARCH equations as described in Table 3 . We estimate the DSTCC models by maximum likelihood by iteratively concentrating the likelihood function over correlation and transition function parameters. The DSTCC process treats conditional correlation as a convex combination of (up to) four extreme values, P(11)-P(22), where the weights of the convex combination are given by up to two logistic transition functions dependent on transition variable s i with location c i and transition speed  i . When both transition variables are in their low state (s i < c i ) conditional correlation tends to P(11), to P(22) when both are above the location threshold, and to P(12) or P (21) Table  1 and for conditional mean estimation see notes to Table 2 . Fitted DSTCC-GARCH model parameters are listed in Table 5a . Data sources in Appendix.
