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The quantum decay of a relativistic scalar field from a metastable state (“false vacuum decay”) is a
fundamental idea in quantum field theory and cosmology. This occurs via local formation of bubbles
of true vacuum with their subsequent rapid expansion. It can be considered as a relativistic analog of
a first-order phase transition in condensed matter. Here we expand upon our recent proposal [EPL
110, 56001 (2015)] for an experimental test of false vacuum decay using an ultra-cold spinor Bose
gas. A false vacuum for the relative phase of two spin components, serving as the unstable scalar
field, is generated by means of a modulated linear coupling of the spin components. We analyze
the system theoretically using the functional integral approach and show that various microscopic
degrees of freedom in the system, albeit leading to dissipation in the relative phase sector, will
not hamper the observation of the false vacuum decay in the laboratory. This is well supported
by numerical simulations demonstrating the spontaneous formation of true vacuum bubbles on
millisecond time-scales in two-component 7Li or 41K bosonic condensates in one-dimensional traps
of ∼ 100µm size.
I. INTRODUCTION
Bubble nucleation is a ubiquitous phenomenon in con-
densed matter physics [1]. The spontaneous creation of
vapor bubbles due to thermal fluctuations in superheated
water and their collapse was studied more than 80 years
ago by Rayleigh in an attempt to explain sound emitted
by a boiling kettle [2]. Lifshitz and Kagan pioneered a
quantum-mechanical treatment of the first-order phase
transition at zero temperature through quantum nucle-
ation of bubbles of a new phase [3]. The quantum nucle-
ation of bubbles was studied experimentally in 3He-4He
mixtures [4].
In a pioneering and inspirational theoretical study,
Coleman subsequently treated the quantum decay of a
relativistic scalar field from a metastable state, with for-
mation of a true vacuum [5]. Applied to the universal
inflaton quantum field, bubble nucleation is a model for
the cosmological “big bang” [6, 7]. Here bubbles nucleat-
ing from a false vacuum grow into universes, each subse-
quently undergoing exponential growth of space [8]. Sim-
ilar types of scenario are proposed for the development of
particle mass via the Higg’s mechanism. This is funda-
mental to the current standard model of particle physics.
Understanding this process therefore appears vital to the
foundations of both cosmology and of particle physics.
Although the concept is widely used in quantum field
theory, Coleman’s theory was approximate, and confined
to a thin-wall regime for the scalar potential. Presently,
no exact results are known for more general potential
landscapes. The decay of a relativistic false vacuum and
nucleation of a true vacuum has not been realized in
any laboratory experiment to test such theories. One
obvious problem is the need to have a system with a
metastable potential for the internal potential energy of
the scalar field itself, a second is that the dynamics should
be driven by quantum fluctuations, not thermal noise,
and a third is the requirement of relativistic field dy-
namics. While qualitatively analogous to bubble nucle-
ation in condensed matter physics, this combination of
metastability, quantum fluctuations and relativistic dy-
namics makes such models difficult to test quantitatively.
An experiment in particle physics, naturally desirable in
principle, would require energies far higher than those
accessible using particle accelerators: and it is almost
unimaginable that the appropriate global initial condi-
tions would be available.
False vacuum decay, which initiates inflationary uni-
verse models, is being tested against observations in as-
trophysical experiments on the cosmic microwave back-
ground (CMB) [9, 10]. One difficulty is the need to dis-
entangle gravitational effects from quantum tunneling.
This is not helped by the lack of a unified theory of quan-
tum gravity. From a theoretical point of view, quantum
tunneling from a false vacuum is a problem that has only
been treated approximately [5, 11], due to the exponen-
tial complexity of quantum field dynamics. This moti-
vates the search for an analog quantum system that is
accessible to experimental scrutiny, to test such models.
The utility of such experiments, which complement astro-
physical investigations, is that they would provide data
that allow verification of widely used approximations in-
herent in current theories.
In this paper we show how a relativistic false vac-
uum can be generated with an ultra-cold atomic two-
component spinor Bose-Einstein condensate (BEC), ex-
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2tending upon our previous work [12]. The dynamics of
the dimensionless inflaton field φ in Coleman’s model [5]
is given by the equation
∂2t φ− c2∇2φ = −∂φV (φ), (1)
where c is the speed of light, and the effective potential
V (φ) has a metastable local minimum separated from a
true vacuum by a barrier.
The Coleman model is emulated in the BEC by the
quantum field dynamics occurring for the relative phase
of two spin components that are linearly coupled by a
radio-frequency field. The speed of sound in the conden-
sate takes the role of the speed of light, and the spatial
extent of the “universe” is less than a millimeter across.
The true vacuum in this system is the lowest energy state
corresponding to the relative phase being zero. The false
vacuum is the metastable state with the relative phase
being pi. The relevant initial state for the false vacuum
can be prepared by addressing a radio-frequency transi-
tion between the spin components. Quantum decay from
the false vacuum is expected to seed the nucleation of
bubbles, which are spatial regions of true vacuum. These
bubbles can be observed interferometrically [13] over mil-
lisecond time-scales. While a radio-frequency coupling
between the spin components with constant amplitude
can create an unstable vacuum [14], an amplitude mod-
ulation in time allows one to create a metastable vac-
uum [12]. The principle behind the vacuum stabilization
is identical to the one of stabilizing the unstable point of
a pendulum by rocking the pivot point as suggested by
Kapitza [15]. For a related recent application of this idea
see [16].
Our proposal requires a two-component BEC where
repulsive intra-component interactions dominate over
inter-component interactions. We have identified a Fesh-
bach resonance of 41K for scattering between two hyper-
fine states with a zero crossing for the inter-component s-
wave scattering. We expect that other candidate systems
may exist as well. An alternative implementation of the
model in 1 or 2 space dimensions could also be achieved
with a single-species BEC and a double-well potential
in the tight-binding regime, where the tunnel-coupling is
modulated in time by changing the trap parameters.
In addition to the quantum field dynamics of the rela-
tive phase of the spin components, there is a coupling to
phonon degrees of freedom in our system, which serves to
damp the dynamics [17]. Our studies suggest that damp-
ing can be reduced by an appropriate choice of the exper-
imental parameters, showing the feasibility of a table-top
experiment.
Analog models of the early Universe with ultra-cold
atoms have previously been considered in the literature
with a focus on different phenomena, including the in-
flationary expansion of space-time [18, 19], the forma-
tion of long-lived localized structures [20, 21], and the
decay from an unstable vacuum [14]. In this paper we
present an analog model of false vacuum quantum decay.
This is relevant to the early quantum nucleation stage
of bubbles where gravitational effects are irrelevant even
in cosmological models [8]. By contrast, the gravitation-
ally dominated later stages of cosmological evolution like
bubble growth, slow-roll inflation, and re-heating, can be
simulated efficiently on computers due to their largely
classical nature [22, 23]. Our model is particularly inter-
esting in that it potentially allows an experimental test
of quantum tunneling in the regime of a relatively broad
well, relevant to an inflationary universe scenario, rather
than the thin-wall potentials required for the application
of the Coleman instanton approximation.
Our Letter [12] has previously introduced the model,
focussing on vanishing inter-component interaction, and
demonstrated the stabilization, and metastable proper-
ties of the false vacuum by analytic methods and numer-
ical simulations. In this paper we describe and analyze
the model in more detail. First, we derive rigorously the
effective time-independent Hamiltonian of the system by
applying time-dependent perturbation theory to a driven
two-component BEC (sections II A and II B). Then we
analyze the dynamics of the model within a functional
integral approach, supplanting a less rigorous analysis
performed in Ref. [12], in section III.
In section IV we use Coleman’s analytical approach to
approximately calculate the tunnelling rate and arrive at
a new scaling law (25), which restricts the possible ex-
ponent functions. The scaling law obtained here is sub-
stantiated by numerical simulations of the quantum field
dynamics of the spinor BEC in the truncated Wigner
approximation (TWA) [24–26] in section V A, which also
gives quantitative results for the scaling exponents that
can be experimentally tested. This numerical approach
relies on completely different approximations to the an-
alytic theory, and has been widely applied and quantita-
tively tested in experiments in one and higher dimensions
for both interacting photons and ultra-cold atoms [27].
It is known to agree with exact simulations of simpli-
fied models of quantum tunneling dynamics [28] in the
important near-threshold regime where the Coleman ap-
proximation may not be applicable.
Section V B generalizes the model equations to non-
zero inter-component interactions and energy calcula-
tions in section V C provide insight into the damping of
the decay dynamics by leaking of energy into the phonon
sector. The experimental procedure for realizing the
model with 41K atoms is detailed in section VI, where
also the situation with 7Li atoms is briefly considered.
II. THE MODEL
We consider a two-component BEC of atoms with mass
m and with a time-dependent coupling ν + δh¯ω cos(ωt)
between two components. Atoms with the same spin in-
teract via a point-like potential with strength gjj (here
j is either 1 or 2), while atoms with different spin com-
ponents interact via a point-like potential with strength
g12. The Hamiltonian of the system is
3Hˆ =
∫
drψˆ†j
[
− h¯
2∇2
2m
− µ
]
ψˆj +
gjk
2
∫
drψˆ†j ψˆ
†
kψˆkψˆj
−[ν + δh¯ω cos(ωt)]
∫
drψˆ†j ψˆ3−j ,
(2)
where summation over spin indices j = 1, 2 and k = 1, 2 is
implied. The Bose fields satisfy the usual commutation
relations
[
ψˆj(r), ψˆ
†
k(r
′)
]
= δjkδ(r − r′). The chemical
potential µ has no physical significance here, but sets the
energy scales.
This model can be formulated in up to three space
dimensions. The intra-component coupling ν is due to
an imposed microwave field that couples two hyperfine
levels in an external magnetic field. This is a standard
effective low-energy Hamiltonian used to describe many
recent experiments in ultra-cold atomic physics below the
Bose-condensation temperature [29].
The frequency ω represents an additional amplitude
modulation frequency of the microwave field, causing the
coupling to vary sinusoidally with time at a frequency
much lower than the microwave carrier frequency. The
constant δ is a dimensionless quantity that gives the
depth of modulation in energy units of h¯ω.
A. Many-Body Kapitza Pendulum
To gain insight into the physics of the modulated cou-
pling, we consider the behavior of the relative phase
degree of freedom in the semi-classical, mean-field, ho-
mogeneous limit. In the simplest case that g12 = 0,
g = g11 = g22 > 0, with µ = gρ0 + ν, the lowest energy
manifold is for equal densities in the two spin compo-
nents.
We now consider the classical equation of motion for
the relative phase φa = φ1 − φ2 prior to turning to
the effective Hamiltonian picture. Here we define ψj =√
ρj exp(iφj), so that if we assume that the density is
equal and constant for the two components, with ρj = ρ0,
then the relative phase evolves according to
∂2t φa = −
4gρ0
h¯2
[ν + δh¯ω cos(ωt)] sin(φa), (3)
which describes the movement of a periodically-driven
pendulum.
We consider fast modulations of the coupling with
frequency ω higher than any internal characteristic fre-
quency in the system. According to Kapitza [15] the “an-
gle” φa may be viewed now as a superposition φa = φ0+Ξ
of a slow component φ0 and a rapid oscillation Ξ.
Substituting this into the equation of motion
and keeping the largest terms we extract Ξ =
δh¯ω20/(ων) sin(φ0) cos(ωt). We then substitute φa =
φ0 + Ξ with the known Ξ into the equation of motion
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FIG. 1. Effective field potential V given in Eq. (5) for different
values of λ. It develops a local minimum at φa = ±pi for
λ > 1. We take ω0 = 1 here for purposes of illustration.
to find an equation for φ0, keeping terms up to first or-
der in ω−1 and averaging over rapid oscillations in time.
The resulting equation of motion for φ0 is
∂2t φ0 = −∂φ0V (φ0) (4)
Here, the potential V (φ0) is plotted in Fig 1, and is given
analytically by
V (φa) = −ω20
[
cos(φa)− λ
2
2
sin2(φa)
]
, (5)
where we have defined a characteristic frequency ω0 due
to the coupling as:
ω0 = 2
√
νgρ0/h¯ (6)
and a dimensionless parameter λ that parameterizes the
depth of Kapitza modulation
λ2 = 2ρ0gδ
2/ν. (7)
To demonstrate the resulting many-body Kapitza pen-
dulum, we solve the time-dependent coupled mean-field
Gross-Pitaevskii equations obtained from Eq. (2)
ih¯∂tψj =
[
− h¯
2
2m
∇2 − µ+ gjj |ψj |2 + g12|ψ3−j |2
]
ψj
− [ν + δh¯ω cos(ωt)]ψ3−j , (8)
where index j = 1, 2. Oscillations of the relative phase
φa for two different values of the modulation parameter
λ, for a uniform field, are shown in Fig. 2.
B. Effective Hamiltonian
We now consider how to translate this semi-classical re-
sult into a quantum dynamical equation, for the general
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FIG. 2. Solutions of Eq. (8) for the relative phase φa, for
different values of the parameter λ2 = 2δ2gρ0/ν. The initial
state is chosen to be ψ1 =
√
ρ0 and ψ2 =
√
ρ0 exp(ipi + i0.1).
For purposes of illustration, we use dimensionless parameters
with h¯ = 1, g12 = 0, g11 = g22 = g, µ = gρ0+ν, ρ0 = 100, ν =
0.1gρ0, ω = 50ω0. For λ = 1.5, in the red line, the effective
potential for the relative phase develops a local minimum at
φa = −pi, cf Fig. 1. As a result, the phase oscillates around
the new local equilibrium value, while at λ = 0 it freely rolls
down the hill.
coupling case with arbitrary gij . For such fast oscillations
we derive an effective time-independent Hamiltonian rul-
ing the time average dynamics following the approach de-
veloped in Ref. [30]. For a single-harmonic modulation of
the form Hˆ = Hˆ0 + Hˆ1 cos(ωt), the effective Hamiltonian
reads
Hˆeff = Hˆ0 +
1
4(h¯ω)2
[[
Hˆ1, Hˆ0
]
, Hˆ1
]
+O(1/ω3). (9)
Here, Hˆ0 is the same as Hˆ without driving. Using Hˆ1 =
−δh¯ω ∫ drψˆ†j ψˆ3−j , the second term in Eq. (9) reads
− (gjj − g12)δ
2
4
∫
dr
[(
ψˆ†j
)2 (
ψˆ3−j
)2
+
(
ψˆ†3−j
)2 (
ψˆj
)2
+ 2ψˆ†j ψˆ
†
j ψˆjψˆj − 4ψˆ†j ψˆjψˆ†3−jψˆ3−j
]
. (10)
The harmonic modulation thus leads to two-particle tun-
neling processes encapsulated in the first line of Eq. (10)
as well as to the modification of the interaction strengths
encapsulated in the second line of Eq. (10). To shed light
on its nature we ignore density fluctuations and represent
the fields as ψj ≈ √ρ0 exp(iφj), where ρ0 and φj are the
density and the phase of a single component, recalling
that we are considering here the symmetric case where
both components have equal density, apart from quan-
tum density fluctuations that are neglected at this stage.
Substituting this into Eq. (10) and combining with
the single tunneling term −ν ∫ drψˆ†j ψˆ3−j we obtain the
mean-field potential energy U felt by the relative phase
φa = φ1 − φ2
U(φa) ≈ −2ν√ρ1ρ2
[
cos(φa)− λ
2
2
sin2(φa)
]
, (11)
where λ2 = 2ρ0δ
2
√
(g11 − g12)(g22 − g12)/ν. The poten-
tial is flattened around φa = pi at λ
2 <∼ 1 and develops
a local minimum at λ2 > 1. The former is relevant for
the studies of the slow-roll of a scalar field, while the
later is relevant for the studies of the quantum decay of
a scalar field from a metastable minimum. These two
fundamental scenarios can be both realized in our sys-
tem. We have shown that the potential energy U(φa)
in the BEC theory, and the effective scalar field poten-
tial V (φa) are proportional. Next we will use functional
integral methods to analyze the phase dynamics.
III. PATH-INTEGRAL REPRESENTATION
In the following section, to facilitate calculations, we
will set g12 = 0, g11 = g22 = g, ρ1 = ρ2 = ρ0, so that λ
2
is given in Eq. (7).
We introduce the quantum partition function [31]
Z =
∫
D(ψ∗, ψ)e−S[ψ∗,ψ], (12)
where S[ψ∗, ψ] =
∫
ds
[
ψ∗j ∂τψj +Heff(ψ
∗, ψ)
]
is the ac-
tion. Here, s = (τ, r) is a 1 + d vector, where τ = it/h¯ ∈
[0, β] is imaginary time. The quantum path integral is
taken over all configurations of the complex field ψj(τ, r)
with the periodic boundary condition ψj(β, r) = ψj(0, r).
We look first for a static solution to identify vacua.
This amounts to replacing ψj = ψ0 = const in the saddle-
point approximation δS/δψj = 0. For ν > 0 we ob-
tain the stable |ψ0|2 = (µ + ν)/g(1 − δ2) and unstable
|ψ0|2 = (µ−ν)/g(1−δ2) vacua. These correspond to the
two Bose gases being in phase and out-of-phase respec-
tively, although this depends on the sign chosen for the
microwave coupling term ν.
Let us introduce new field variables with the defini-
tions ψj(s) = ρ
1/2
j (s)e
iφj(s), where ρj(s) = ρ0 + δρj(s)
and ρ0 = |ψ0|2. The variables δρ and φ parametrize the
deviation of the Bose fields from a vacuum. Substitut-
ing this parametrization of the fields into the action, we
obtain
S ≈
∫
ds
{
iδρj∂τφj +
h¯2ρ0
2m
(∇φj)2 + h¯
2
2g
V (φa)
+
[2gρ0(1− δ2) + ν cos(φa)]δρ2j
4ρ0
+
h¯2(∇δρj)2
8mρ0
− ν [cos(φa)− λ2 sin2(φa)] δρj
− ν
4ρ0
[
cos(φa)− 2λ2 sin2(φa)− λ2
]
δρjδρ3−j
}
.
(13)
Here φa = φ1 − φ2 is the relative phase and V (φa) is the
effective potential given in Eq. (5).
5The potential V (φa) develops a local minimum at
φa = ±pi for λ2 > 1 (cf. Fig. 1), which corresponds
to a false vacuum. Multiple equivalent true vacua occur
at the global minima with φ0 = ±0, 2pi, 4pi, . . .
Since the action is now quadratic in the density fields,
we can perform a Gaussian integration over the density
fields. Ignoring gradients acting on the density fields (i.e.,
the terms h¯2(∇δρj)2/8mρ0) in comparison with the po-
tential cost of these fluctuations (i.e. , the terms gδρ2j/2)
and introducing relative and total phases, φa = φ1 − φ2
and φt = φ1 + φ2 respectively, we obtain
S ≈
∫
ds
{
(∂τφa)
2
4g[1 + ν˜ cos(φa)− ν˜λ2] +
h¯2ρ0
4m
(∇φa)2 + h¯
2
2g
V ′(φa)
+
1
4g
(∂τφt)
2 +
h¯2ρ0
4m
(∇φt)2 + ν
g
i∂τφtF [φa]
}
. (14)
Here we have denoted
F [φa] = cos(φa)− λ2 sin2(φa), (15)
and introduced an effective potential for the relative
phase modified by the presence of the environment as
V ′(φa) = V (φa) + 2
ν2
h¯2
[
cos(φa)− λ2 sin2(φa)
]2
. (16)
The action (14) contains two fields, the relative and the
total phases, coupled by the last term in Eq. (14). The
total phase field is characterized by the speed of sound
c =
√
gρ0/m. In contrast to this, the relative phase
is characterized by a modified speed of sound, which in
the semiclassical limit λ  1 (see below) is given by
ca =
√
gρ0(1− ν˜λ2)/m, where ν˜ = ν/(gρ0).
Apart from some corrections from the environmental
degrees of freedom, which are higher order effects that
are omitted here for simplicity, the effective action for
the relative phase now reads
Sa(φa) ≈ h¯
2
2g
∫
ds
[
1
2h¯2
(∂τφa)
2 +
c2a
2
(∇φa)2 + V ′(φa)
]
.
(17)
This action corresponds to the equation of motion given
in Eq. (1) with the replacement φ→ φa and V → V ′(φ)
given in Eq. (16). We have thus arrived at a quantum
field model similar to Coleman’s original model for the
false vacuum decay.
The action in Eq. (14) is quadratic in the total phase
fields φt and we can again perform a Gaussian integra-
tion, this time over the total phase fields. This yields our
final result, that includes the effect of the environmental
density fluctuations omitted in Eq. (17):
S(φa) =
h¯2
2g
∫
ds
[
1
2h¯2
(∂τφa)
2 +
c2a
2
(∇φa)2 + V ′(φa)
]
+
ν2
g
∫
ds
∫
ds′F [φa(s)]F [φa(s′)]G(s− s′),
(18)
where
G(τ, x) = 1
βLd
∑
ωn,k
e−i(ωnτ+kx)
ω2n
ω2n + (ch¯k)
2 (19)
is a non-local kernel responsible for long-range correla-
tions in the relative phase sector induced by the environ-
mental degrees of freedom. For example, at zero tem-
perature and one spatial dimension it can be evaluated
as
G(τ, x) = h¯c
2pi
x2 − (h¯c)2τ2
[x2 + (h¯c)2τ2]2
. (20)
In two and three dimensions expressions for the corre-
sponding higher dimensional kernel G(τ, r) are more in-
volved, and will not be treated here. The effect of the
additional non-local term (the second line in Eq. (18))
on the dynamics of the relative phase are explored in the
next section.
IV. TUNNELING RATE
To quantify the tunneling process, we calculate the
probability that the system has not yet decayed at
time t. At long time scales it should behave as F =
exp(−Γt) [32], where Γ is the decay rate from the false
vacuum. In the weak tunneling limit it can be written
in the form Γ = A exp(−B). The coefficients A ∝ B2
and B were calculated in the context of the false vacuum
decay using the instanton technique in Refs. [5, 11], in
some limiting cases. The decay rate of phase slips in the
O(2) quantum rotor model was calculated in Ref. [33].
Here we use the instanton technique to estimate the
coefficient B and the form of the bubbles. This approach
is not strictly valid for shallow potentials with λ → 1,
but it should provide reasonable estimates provided that
λ − 1 is not too small. Calculating the coefficitient B
allows to extract the decay rate Γ to a level of exponen-
tial accuracy. This estimate for Γ is independent on the
initial state. Quantum corrections are hidden in the co-
efficient A. However, the calculation of the coefficient
A is a rather complicated problem in quantum field the-
ory [11] and will be omitted here. We focus in partic-
ular on certain scaling relations which appear universal.
These will be verified in detailed numerical quantum dy-
namical simulations in the next section.
In order to calculate B we need to find first a bounce
solution of the equation of motion corresponding to the
6imaginary-time action (17). We treat the induced addi-
tional term in Eq. (18) as perturbation to be included
later. Varying the action (17) with respect to the field
φa(s) and setting R =
√
r2 + (cah¯τ)2, we find a solution
φB to the equation of motion, given by
(
∂2R +
d
R
∂R
)
φB = c
−2
a ∂φBV
′(φB), (21)
which must be solved subject to the boundary condition
φB(R =∞) = pi and ∂RφB(R = 0) = 0 [5].
Here, d is the total number of space dimensions, since
this equation is also valid in higher dimensions. Eq. (21)
describes a fictitious particle with coordinate φB . It is re-
leased at rest at some position φB(R = 0) and approaches
φB(R =∞) = pi at long times. For not too small λ− 1,
we may assume φB(R = 0) = 0 or φB(R = 0) = 2pi
and adopt the thin-wall approximation by ignoring the
friction term in Eq. (21).
The bounce solution can now be easily found from
Eq. (21)
φB(R) ≈ 2 arctan
(
exp
[
λω0(R−RB)
ca
])
, (22)
where RB is the radius of the bubble. Inside the bubble
(R  RB) we get the true vacuum solution of φB(R) =
0 or 2pi, while outside the bubble (R  RB) we get
φB(R) = pi as expected.
The coefficient B can now be calculated asB = Sa[φB ],
or more explicitly
B = Ωd+1
h¯ca
2g
∫ ∞
0
dRRd
[
1
2
(∂RφB)
2 +
1
c2a
V ′(φB)
]
,
(23)
where Ωd+1 = 2pi
(d+1)/2/Γ[(d + 1)/2] is the solid an-
gle in d + 1 total space-time dimensions. Using the
bounce solution (22) we get the semiclassical estimate
B = Ωd+1R
d
Bλh¯ω0 (1−RBω0/2λca) /g.
Minimizing B with respect to RB we obtain the radius
of the nucleated bubble RB = 2dλca/[ω0(d+ 1)] and
B = Ωd+1
λh¯ω0
dg
[
2dλca
ω0(d+ 1)
]d
. (24)
Once a bubble with radius RB and rate Γ ∝ exp(−B) is
nucleated, it expands with the speed ca, which is slightly
smaller than the speed of sound.
In one dimension we get B = 2piλ2h¯ca/g ∝ λ2ρ0ξ,
where ξ = h¯/
√
2mgρ0 is the healing length. We now
substitute φB(R) into the second line of Eq. (18). After a
proper rescaling of variables under the integral this leads
to the correction ∆B ≈ λ4ν˜2ρ0ξ. Combining with the
semiclassical estimate we arrive at
B1D =
(
β(λ) + γ(λ)ν˜2
)
ρ0ξ. (25)
Here β(λ) and γ(λ) are complicated expressions in gen-
eral, and cannot be easily obtained precisely outside of
the thin-wall limit of Coleman.
We note that the theory generally predicts a quadratic
dependence on ν˜2, which we show does agree with quan-
titative numerical simulations in the next section. At
large values of λ the semiclassical analysis in the thin-
wall limit yields β(λ) ∝ λ2and γ(λ) ∝ λ4. It also follows
that the effect of the non-local correlations on the quan-
tum tunneling process in one dimension is small in the
sine-Gordon regime where ν˜  1.
V. NUMERICAL ANALYSIS
The path integral calculations given above are indica-
tive of the potential for simulating the decay of a rela-
tivistic quantum field metastable vacuum using an ultra-
cold atomic BEC.
Yet how practical is this, really? How accurate are
the approximations used? Most crucially, how long will
tunneling take? This last question is an important one,
because current laboratory BEC experiments are limited
in time duration by trap losses. These in turn depend
on many issues, ranging from the vacuum quality to the
size of nonlinear loss effects due to collisions. Depending
on the isotope used and the density, the lifetime typi-
cally varies between millisecond to seconds, in current
experiments.
Neither the tunneling prefactor A nor the exponent B
is easily calculable for our system. Even B is known only
in the simplest of cases, so it is not possible to analyt-
ically obtain an estimated tunneling time. We instead
resort to numerical simulations of the full quantum field
dynamics, which has a number of advantages. The full
dynamics of using BECs with modulated coupling is eas-
ily included, and one can also include laboratory losses.
Most significantly, one is not restricted to the slow tun-
neling, deep well regime as in Coleman’s original work.
This is fortunate, since the slow tunneling regime is nei-
ther suited to experiments, nor well matched to currently
proposed cosmological models.
The truncated Wigner approximation (TWA), where
a quantum state is represented by a phase space dis-
tribution of stochastic trajectories following the Gross-
Pitaevskii equation [24, 25] together with dissipative
noise terms, enables one to capture many quantum fea-
tures of the system. This method gives the first quantum
correction to the Gross-Pitaevskii equation, in an expan-
sion in M/N , where M is the number of modes and N is
the total number of bosons. It is known to correctly pre-
dict quantum fluctuation dynamics in a number of quan-
titative experiments at the quantum noise level [27]. We
use this approach to perform stochastic numerical sim-
ulations on the full BEC model in order to investigate
true vacuum nucleation numerically. The TWA gener-
ally needs to be checked with more precise methods [34].
From previous work we expect it to be able to generate
7tunneling times that are accurate enough to give esti-
mates of useful experimental parameter values.
This approach was originally used to predict quantum
squeezing dynamics in photonic quantum solitons [35,
36], which have a combination of quantum field prop-
agation and dissipative coupling to phonon reservoirs.
The truncation approximation was justified by com-
parisons to exact positive-P quantum dynamical the-
ory [24], and gave excellent quantitative, first princi-
ples agreement with high-precision experimental mea-
surements [37]. Succesful comparisons with BEC inter-
ferometry in three dimensions have been made, showing
that this approach is applicable to bosonic atoms. Tun-
neling in shallow potentials for related parametric sys-
tems [28] has been treated, giving agreement with exact
methods. However, the truncated Wigner method can
become inaccurate when treating deeper wells, or sys-
tems where scattering into unoccupied vacuum modes in
three dimensions is a dominant feature [38]. This is a pos-
sible limitation when treating tunneling in higher space
dimensions, since the true vacuum spatial modes will not
be highly occupied initially.
We simulate the false vacuum decay in one spatial
dimension. BEC is impossible in low-dimensional ho-
mogenous systems, but it should occur when atoms are
trapped because the confining potential modifies the den-
sity of states [39]. It can be realized in low-dimensional
optical and magnetic traps in which the energy-level
spacing exceeds interparticle interaction and tempera-
ture [40], and we give a quantitative estimate of the
relevant coherence length in the last section. The ini-
tial quantum state is assumed to be a highly occupied
Bose-Einstein condensate in a coherent state. The co-
herent state distribution for the corresponding Wigner
phase-space distribution is a Gaussian in phase space,
and the vacuum modes have a corresponding initial vari-
ance of n = 1/2. Our initial state construction for the
Wigner representation then proceeds by simply includ-
ing vacuum noise for each mode to the coherent state.
The primary physical effect of the initial noise is to
allow spontaneous scattering processes that are disal-
lowed in pure Gross-Pitaevskii theory. Additional noise
is required when there is damping, in order to correctly
model the fluctuation-dissipation properties of a quan-
tum phase-space representation of this type.
Typical results are presented as single trajectories in
the plots included here, for illustrative purposes. Given
that the universe is, in current cosmology, a single quan-
tum wavefunction, it is a subtle question to understand
how these trajectories can be compared to cosmological
events. The use of a Wigner representation to gener-
ate such trajectories is motivated by the fact that the
marginal probabilities of the Wigner distribution are
true, classical-like probabilities [41]. This depends on the
observations [42], and is surely only a first step towards
understanding this hypothesis.
As the predicted behaviour is stochastic, the computed
tunneling rates to be compared with a future experi-
ment require and utilize a full quantum ensemble av-
erage. More fundamentally, our philosophy is that one
should understand the proposed experiment as a quan-
tum computer for this unsolved dynamical quantum field
problem. Given that our computer simulations embody
a truncation approximation, they should not be regarded
as definitive. An indicator of the breakdown of the TWA
would be tunneling rates that are faster than anticipated.
The chief limitation of this approach is that it neglects
one of the likely features of an experiment, which is that
the initial state will be generated dynamically by Rabi ro-
tating a finite temperature equilibrium ensemble, which
could alter the tunneling times. We do not treat this in
the present study. However, the use of an initial coher-
ent state does correctly model the correlations induced
by the Rabi rotation process. Methods that treat finite
temperature effects are known [43], and will be carried
out in another publication. While it is certainly possi-
ble that the precise initial quantum state may have an
effect on tunneling, the best candidate quantum state
for early universe modeling is not well understood. One
longer term goal of this research is to determine whether
cosmological data can throw any light on this question,
which will require further modeling and experiments with
different initial quantum states.
A. Symmetric BEC experiment
The first case we consider is the idealized case treated
analytically in the previous section, with equal intra-
state scattering lengths, and zero inter-state scattering
lengths. The stationary solution of the two indepen-
dent condensates at the classical level is found by solving
the Gross-Pitaevskii equation in imaginary time, with-
out any linear coupling between the two species. The
initial conditions are ψj =
√
ρ0 exp[i(j − 1)pi], such
that the number densities ρj = |ψj |2 are the same and
the relative phase is pi. Next, quantum noise corre-
sponding to a coherent state is added to this state as
ψ(x)→ ψ(x) +∑Mi=1 αi exp(ikix)/√L. Here αi are com-
plex Gaussian variables with α∗iαk = δik/2, thus sam-
pling vacuum or coherent state fluctuations. The num-
ber of modes M is chosen to represent the physical sys-
tem, while being much smaller than the total number of
atoms N , so that M/N  1, as required for the trun-
cated Wigner method.
We propagate this state in real time by solving the
time-dependent coupled mean-field equations (8). In the
absence of damping and noise, the corresponding equa-
tions for the Wigner representation are:
ih¯
dΨj
dt
= − h¯
2
2m
∂2Ψj
∂x2
+gΨj
(
|Ψj |2 − δM − µ
g
)
−νtΨ3−j .
(26)
where for the plane wave basis δM = M/L. For our
numerical calculations we use dimensionless variables.
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FIG. 3. Decay of the false vacuum in 1D. (a) A single-
trajectory simulation of the false vacuum decay in 1D with
Ngrid = 256 and dimensionless parameters λ = 1.3, ω˜ = 50,
ν˜ = 2 × 10−3, L˜ = 50, ρ˜0 = 1000, a11 = 3a0, a22 = 20a0,
a12 = 0 (corresponding to a two-component
7Li conden-
sate near 640 G resonance in a ring trap with N = 5 × 104,
trap circumference L = 121.7µm, transverse frequency ω⊥ =
2pi × 61 kHz, observation time T = 1.75 ms, oscillator ampli-
tude ν/h¯ = 2pi × 61 Hz, frequency ω = 2pi × 136.4 kHz and
modulation δ = 0.041). The initial component population
ratio N1/N2 ≈ 0.872/0.128 (obtained by solving Eq. (35) nu-
merically for θ, with N1/N2 ≡ cot2 θ). (b) Same parameters
as in the previous panel, except the scattering lengths have
been set to a′11 = a
′
22 = (a11 + a22) /2, to give the symmetric
case.
These are defined by scaling time in terms of the charac-
teristic frequency ω0 = 2
√
νgρ0/h¯, and scaling space by
combining this with the speed of sound c =
√
gρ0/m.
The resulting units of time are t˜ = tω0, length x˜ =
x/x0 = xω0/c and energy ν˜ = ν/gρ0.
The equations of motion in the new units become
i
dΨ˜j
dt˜
=
[
−
√
ν˜
∂2
∂x˜2
+
|Ψ˜j |2 − δ˜M
2
√
ν˜ρ˜0
+
ν˜ − 1
2
√
ν˜
]
Ψ˜j
−
√
ν˜
2
[
1 +
√
2λω˜ cos(ω˜t˜)
]
Ψ˜, (27)
where λ = δ
√
2/
√
ν˜, ρ˜0 = ρ0x0 and δ˜M = Mx0/L.
The results of typical simulations in one dimension are
shown in Fig. 3. The single trajectory dynamics fea-
tures the creation of four bubbles in the asymmetric case,
treated in detail in the next section, or two bubbles in
the symmetric case.
We note here a highly characteristic feature of this type
of tunneling, which is the creation of topologically dis-
tinct vacua depending on whether the tunneling occurred
with a positive or negative phase change. Even though
these vacua are locally indistinguishable, they are glob-
ally distinct. In the absence of large density changes,
they cannot combine with each other, as they are neces-
sarily separated by a high energy region of false vacuum.
Collisions of bubbles result either in the creation of lo-
calized oscillating structures known as oscillons [23], or
domain walls if the colliding bubbles belong to topolog-
ically distinct vacua. Such topologically distinct vacua,
if they occurred in the real universe, would presumably
have to occur at cosmologically large separations.
In our numerical simulations of tunneling, we fix ρ˜0 =
200. Therefore, recalling that ν˜ = ν/gρ0, we can express
the density dependent factors in Eq. (25) in terms of the
scaled coupling constant ν˜ as:
ρ0ξ = ρ˜0ξ/x0 = ρ˜0ω0ξ/c = ρ˜0
√
2ν˜ . (28)
Substituting this expression for ρ0ξ into Eq. (25) we ob-
tain an expected scaling law at fixed ρ˜0 where the expo-
nents increase by 1/2, so that:
B1D(λ, ν˜) = β˜(λ)ν˜
1/2 + γ˜(λ)ν˜5/2, (29)
where β˜ =
√
2ρ˜0β and γ˜ =
√
2ρ˜0γ.
Varying ν˜ and keeping λ fixed allows us to study the
quantum dynamics of the scalar field. Our TWA ap-
proach is expected to yield accurate predictions for the
relatively shallow effective potentials necessary for tun-
neling over laboratory time-scales [28]. In Fig. 4 we
present the scaling of the tunneling rate of the bubbles
as a function of ν˜ for different values of λ. The fitting
procedure is as follows.
In each trajectory we define the appearance of a bubble
as the average relative phase 〈cosφa〉 ≡ 1L˜
∫ L˜
0
cosφa(x˜)dx˜
first exceeding the (empyrically chosen) threshold of 0.9,
as illustrated in Fig. 4(a).
From the set of times t˜bubblej obtained this way
in each of the Ntr TWA trajectories we approximate
the decay probability as Fdecay
(
t˜
) ≡ ∫ t
0
P(t˜′)dt˜′ ≈∣∣{j, t˜bubblej < t˜}∣∣. At each point of time we can con-
sider the set of decayed/non-decayed trajectories to be
a sample from a binomial distribution and estimate the
standard error of the mean as EF ≈ σ (F) /
√
Ntr =
Fdecay (1−Fdecay)
√
Ntr. The “survival” probability de-
fined as F (t˜) = 1−Fdecay for one of the values of λ and
ν˜ is plotted in Fig. 4(b). The propagated error of logF ,
EF/Fdecay, is smaller than the thickness of the line and
is not shown on the plot.
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FIG. 4. (a) Average relative phase 〈cosφa〉 in two sepa-
rate single-trajectory simulations. A bubble is detected at
t˜ = 16 and t˜ = 37. (b) Logarithmic plot of the survival
probability F estimated using 16384 TWA trajectories. The
standard error in the mean is smaller than the line thick-
ness and, therefore, not shown in the graph. The long time
scale part of the plot (marked with the blue background)
is fitted with a linear dependence (that is, F = exp(−Γt˜)),
the slope of which gives the negated tunneling rate −Γ. (c)
Dependence of the tunneling rate Γ on the coupling ν˜ for
different values of λ. The errorbars show the combination
of two sources of errors: the standard error in the mean
of F and the estimated error of the linear fitting of logF .
We fitted the data with log(Γ) = α˜ + β˜ν˜1/2 + γ˜ν˜5/2, where
{α˜, β˜, γ˜} = {1.72(8),−1.69(3), 6.2(4) × 10−4} for λ = 1.2,
{1.9(2),−2.14(9),−4(3) × 10−4} for λ = 1.3, {α˜, β˜, γ˜} =
{2.9(4),−3.1(2),−6(11)× 10−4} for λ = 1.4.
The long time scale region is defined as the part of
the evolution between the values of the relative pop-
ulation difference Pz = 0 and Pz = −0.5. The
relative population difference is calculated as Pz =
(N2 −N1) / (N1 +N2), where N1 and N2 are the com-
ponent populations after a pi/2 Rabi rotation. The “sur-
vival” probability in this region is fitted with an expo-
nential, shown as the dashed grey line in Fig. 4(b) using
weighted least squares (WLS), with weights being the er-
rors of the mean from the previous step. This resultes in
the value of the slope of the log plot −Γ, along with the
associated error, for each pair of ν˜, λ. These points with
errorbars are shown in Fig. 4(c).
Since Γ = A exp(−B), where B is given in Eq. (29),
we fit the curves with log(Γ) = α˜+ β˜ν˜1/2 + γ˜ν˜5/2, where
α˜ = log(A). We were only able to fit the value of γ˜
accurately for λ = 1.2, while for higher values of λ the
estimated error is comparable to the fitted value of the co-
efficient. Overall, the observed behavior provides strong
evidence of a quantum tunneling process leading to bub-
ble nucleation, with a scaling dependence on ν˜ that agrees
with the path integral result, Eq. (25).
B. Non-zero inter-component interaction
While the previous analysis treated the symmetric
case, not all atomic species have this type of Hamilto-
nian. We therefore turn to the more general case typical,
for example, of the broad Feshbach resonance known to
occur in 7Li.
The most general equation of motion for TWA ap-
proach corresponding to the Hamiltonian (2) reads:
ih¯
dΨj
dt
= − h¯
2
2m
∂2Ψj
∂x2
+
2∑
k=1
gjk
(
|Ψk|2 − δjk + 1
2
δM − µ
)
Ψj − νtΨ3−j . (30)
This equation is similar to Eq. (26). We now allow the
inter-component interaction strength g12 6= 0 as well as
the possibility g11 6= g22.
Similarly to the derivation of Eq. (27) we introduce
units of time t˜ = tω0 and length x˜ = x/x0 = xω0/c,
where now c =
√
g¯ρ0/m, g¯ = (g11 + g22)/2 + g12, and
ω0 = 2
√
νg¯ρ0/h¯. The chemical potential is taken so that
µ = g¯ρ0 + ν. Denoting ν˜ = ν/g¯ρ0, g˜jk = gjk/g¯, and
λ = δh¯ω0/
√
2ν, we arrive at
i
dΨ˜j
dt˜
=
[
−
√
ν˜
∂2
∂x˜2
+
2∑
k=1
g˜jk
2
√
ν˜ρ˜0
(
|Ψ˜k|2 − δjk + 1
2
δ˜M
)]
Ψ˜j
+
ν˜ − 1
2
√
ν˜
Ψ˜j −
√
ν˜
2
[
1 +
√
2λω˜ cos(ω˜t˜)
]
Ψ˜3−j , (31)
where ρ˜0 = ρ0x0 and δ˜M = Mx0/L.
First of all, we need to find appropriate initial con-
ditions for simulating Eq. (31). The dynamics of the
classical fields ψj is governed by the potential function:
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H = gjk
2
|ψk|2|ψj |2 − νψ∗jψ3−j , (32)
where summation over spin indices j and k is assumed
as in Eq. (2).
We parameterize the field ψ1 and ψ2 as
ψ1 = u exp [i (φs + φa) /2] cos θ,
ψ2 = u exp [i (φs − φa) /2] sin θ. (33)
and adopt the dimensional units introduced above to get:
H ≡ u4gH˜ =
u4g
(
−ν˜ cosφa sin 2θ + g˜s
2
+
g˜sa
2
cos2 2θ + g˜a cos 2θ
)
.
(34)
The initial conditions are found from the two saddle-
point equations ∂H˜/∂φa = 0 and ∂H˜/∂θ = 0, or
ν˜ sinφa sin 2θ = 0, (35)
−2ν˜ cosφa cos 2θ − 2g˜sa sin 2θ cos 2θ − 2g˜a sin 2θ = 0.
Among the various solutions to the above equations, we
are interested in solutions satisfying ∂2V˜ /∂θ2 > 0 and
∂2H˜
∂φ2a
∂2H˜
∂θ2
−
(
∂2H˜
∂φa∂θ
)2
< 0. (36)
In the symmetric case g11 = g22, we obtain ψj =√
ρ0 exp[i(j − 1)pi]. In the more general case g11 6= g22
Eqs. (35) and Eq. (36) are solved numerically. Typical
results of these numerical simulations are shown in Fig. 3.
Although the change in symmetry modifies the dynamics,
we see that the essential feature of false vacuum decay
into a true vacuum is still found.
C. Energy calculations
We now consider the fate of the potential energy liber-
ated during vacuum tunneling. In a pure quantum vac-
uum tunneling theory, all forms of energy are conserved.
Here, it is possible that energy can be converted from rel-
ative phase energy to relative density energy, since den-
sity fluctuations act as a reservoir. This is similar to the
way that gravitational degrees of freedom can modify the
quantum field dynamics in inflationary universe theories.
The energy was calculated as follows. The total energy
of the phase Hamiltonian is:
E = V +Kx +Kt, (37)
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FIG. 5. Evolution of relative phase (a) and its energy (b) for
λ = 1.1, ω˜ = 50, ν˜ = 0.01, ρ˜0 = 200, a11 = a22, a12 = 0 with
256 spatial grid points and 160000 time steps.
where we divide up the energy into a phase potential
energy part, and contributions from the space and time
‘kinetic’ energy terms, which correspond to the energy
available for free particle creation in a cosmological in-
terpretation:
V = −
∫ L
0
(
cosφa − λ
2
2
sin2 φa
)
dx˜,
Kx =
∫ L
0
1
2
(
dφa
dx˜
)2
dx˜,
Kt =
∫ L
0
1
2
(
dφa
dt˜
)2
dx˜ . (38)
Fig. 5 shows the results of energy calculations for one
TWA trajectory. The energy was measured at 2000 time
points, then each 20 values were averaged producing 100
points in total, which were plotted. Therefore the averag-
ing time window consisted of t˜max/ (2000/20) / (2pi/ω˜) ≈
4 periods of the oscillation of the driving field.
As can be seen from the figure there is strong evidence
for conversion of energy from potential to ‘kinetic’ en-
ergy after a tunneling event has occurred. This implies
that, at least at short times after tunneling has occurred,
the phase-sector energy is largely conserved. At longer
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times, the total energy stored in the relative phase sector
decreases gradually. We interpret this as transformation
of phase-sector energy to relative density fluctuation en-
ergy — a behaviour not found in the original Coleman
model. This is in accordance with the path integral re-
sults and numerical results presented in Fig. 4. The de-
crease of the tunneling rate found in these studies is asso-
ciated with a damping mechanism in the system, which
is clearly seen in the energy graphs.
VI. EXPERIMENTAL PROPOSAL
The experimental implementation of false vacuum de-
cay in a two-component Bose-Einstein condensate re-
quires the use of two atomic states with specific scatter-
ing properties: (i) the inter-state scattering length should
be close to zero, and (ii) both states should have posi-
tive scattering lengths so that our parameter λ has a real
value (section II A). It is also favorable for clear observa-
tion of this effect to use the states with nearly identical
values of intra-state scattering lengths, in order to avoid
the excitation of collective oscillations and the dynamical
evolution of the order parameter [13].
Two pairs of Zeeman states in 41K have these requi-
site scattering properties, and can be used to test for
the symmetric case of the false vacuum decay. States
|1〉 = |F = 1,mF = 1〉 and |2〉 = |F = 1,mF = 0〉
are predicted [44] to have an inter-state Feshbach res-
onance with a zero-crossing of the cross-coupling term
a12 at 675.25 G, and a resonance width of 0.156 G. The
two intra-state scattering lengths have a similar value:
a11 = 59.5a0 and a22 = 60.5a0, where a0 is the Bohr
radius. States |1〉 and |2〉 are separated by 61.93 MHz at
this magnetic field, and will be coupled by the amplitude-
modulated radio-frequency field via a magnetic dipole
transition. The remaining state |F = 1,mF = −1〉 in
this hyperfine manifold is far detuned, with a transition
frequency of 66.1 MHz, and will not participate in the res-
onant coupling of the |1〉−|2〉 transition. Another pair of
suitable states consists of states |1〉 = |F = 1,mF = −1〉
and |2〉 = |F = 1,mF = 0〉, which are also predicted [44]
to have an inter-state Feshbach resonance with a zero-
crossing of the cross-coupling at 717.6 G. In this case,
the resonance width is 0.118 G, with a11 = 61a0 and
a22 = 59a0.
The asymmetric case of the false vacuum decay can be
studied with two Zeeman states |1〉 = |F = 1,mF = 0〉,
and |2〉 = |F = 1,mF = 1〉 in a 7Li condensate. These
two states have zero-crossing of the inter-state scatter-
ing length a12 at 640 G and positive values of scattering
lengths a11 = 3a0 and a22 = 20a0 [45], as in the con-
ditions of Fig. 3(a). The 7Li condensate can be readily
prepared in one of the two Zeeman states, and the inter-
state coupling can be driven by radiofrequency radiation
in a similar way as with 41K atoms.
We can estimate the phase coherence length for the ex-
perimental parameters quoted in the caption of Fig. 3(a).
The dimensionless coupling parameter is
γ =
mg¯
h¯2ρ0
= 1.25× 10−4. (39)
The zero-temperature phase coherence length l
(0)
φ ∝
e2pi/
√
γ is extremely large. Therefore, the coherence
length is limited by the temperature-dependent phase
coherence length lφ = h¯
2ρ0/ (mkBT ), providing τ ≡
T/TD  √γ, where the quantum degeneracy temper-
ature TD = h¯
2ρ20/ (2mkB) [46]. With our parameters
TD ≈ 6mK, so from the condition for the trap length
L lφ it follows that the restriction on the temperature
is
T  h¯
2ρ0
mkBL
≈ 235 nK. (40)
Two Zeeman states can also be coupled by two co-
propagating Raman beams with amplitudes E1 and E2.
In the rotating wave approximation this results in the Ra-
man coupling between two components with a strength
Ω ∝ E1E2 [47]. If we apply amplitude modulation with
frequency ω to one of the fields, it is then possible to
generate a time-dependent Raman coupling in the form
Ω = Ω0+ΩR cosωt, where the coefficients Ω0 and ΩR can
be controlled individually [48]. In this way it is possible
to generate the required Kapitza pendulum coupling with
a variable parameter λ.
The simplest case of a 1D geometry with a uniform
distribution of the atom density along the axial coordi-
nate can be realized in a toroidal optical dipole trap by
the intersection of red-detuned “sheet” and “ring” laser
beams [49]. One-dimensional evolution of the relative
phase can be ensured if the transverse frequency of the
trap (61 kHz) is larger than the chemical potential of
the condensate. Simulation data shown in Figs. 3 cor-
responds to a 1D geometry with a Bose condensate of
5 × 104 7Li atoms in state |1〉, loaded into a ring trap
of 39µm diameter. A pi/2 pulse of resonant r.f. radia-
tion prepares a coherent superposition of states |1〉 and
|2〉. The Kapitza-pendulum coupling of two states is real-
ized by an amplitude modulated r.f. field phase shifted by
pi/2 in order to prepare the superposition in a metastable
state of the effective potential of Fig. 1.
After some time evolution, an interrogating pi/2 pulse
can be utilized to convert the relative phase distribution
along the axial coordinate into number density distribu-
tions ρ1(x) and ρ2(x) which can be imaged simultane-
ously [29]. The bubble formation can be observed by
plotting the normalized relative number density distri-
bution pz(x) = (ρ2(x) − ρ1(x))/(ρ2(x) + ρ1(x)) versus
evolution time.
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VII. CONCLUSIONS
We have considered a model that implements the quan-
tum decay of a relativistic false vacuum with an ultra-
cold two-component spinor Bose gas. The experimen-
tal realization appears to be feasible. If achieved it
will simulate quantum tunneling dynamics, potentially
in regimes that are not readily accessible either with an-
alytic approximations or numerical simulations on com-
puters. This will provide a strong test of our understand-
ing of false vacuum decay in a cosmologically relevant
scenario. Beyond the features of Coleman’s model, the
ultra-cold atom system has a tunable coupling between
the relative and total phase sectors of excitations. This
has interesting consequences for the scaling laws of the
tunneling rate according to our prediction.
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