In recent years, deep neural networks (DNNs) have revolutionized the field of computer vision and image processing. In medical imaging, algorithmic solutions based on DNNs have been shown to achieve high performance on tasks that previously required medical experts. So far DNN-based solutions for disease detection have been proposed without quantifying their uncertainty in a decision. In contrast, a physician knows whether she is uncertain about a case and will consult more experienced colleagues if needed. Here we propose to estimate the uncertainty of DNNs in medical diagnosis based on a recent theoretical insight on the link between dropout networks and approximate Bayesian inference. Using the example of detecting diabetic retinopathy (DR) from fundus photographs, we show that uncertainty informed decision referral improves diagnostic performance. Experiments across different networks, tasks and datasets showed robust generalization. Depending on network capacity and task/dataset difficulty, we surpass 85% sensitivity and 80% specificity as recommended by the NHS when referring 0% − 20% of the most uncertain decisions for further inspection. We analyse causes of uncertainty by relating intuitions from 2D visualizations to the high-dimensional image space, showing that it is in particular the difficult decisions that the networks consider uncertain. 11 Introduction 12
Examples are ordered by increasing uncertainty from left to right. (d) Distribution of uncertainty values for all Kaggle DR test images, grouped by correct and erroneous predictions. Label assignment for "diseased" was based on thresholding µ pred at 0.5. Given a prediction is incorrect, there is a strong likelihood that the prediction uncertainty is also high.
Performance improvement via uncertainty-informed decision referral 115 We analysed the feasibility of this idea by performing predictions (using the BCNN trained for disease onset 1 on the Kaggle 116 DR training images) for all Kaggle DR test images and sorted the predictions by their associated uncertainty. We then referred 117 predictions based on various levels of tolerated uncertainty for further diagnosis and measured the accuracy of the predictions 118 (thresholded at 0.5) for the remaining cases ( Fig. 2 (a) ).
119
We observed a monotonic increase in prediction accuracy for decreasing levels of tolerated model uncertainty, which 120 translates to the same behaviour when monitoring the fraction of retained data instead ( Fig. 2 (b) , blue curve). As a control 121 experiment, we compared with randomly selected predictions, that is without using uncertainty information ( Fig. 2 Accuracy is plotted as a fraction of retained data. The green curve shows the effect of rejecting the same number of samples randomly, that is without taking into account information about uncertainty.
( Fig. 3, 3rd row)).
140
We trained the Bayesian CNNs exclusively on Kaggle DR training images. As we initialized the weights 43 with those of the 141 JFnet, in principle information from the test set could make our generalization estimate inaccurate, because the JFnet had been 142 repeatedly submitted to Kaggle and Kaggle DR test data had been used for pseudo labelling. To provide a report of the true 143 generalization performance, we used the Messidor database, which had never been used for either of our networks ( Fig. 3 ,
144
(e,f)). For a summary of the different configurations and comparison with prior state-of-the-art we refer to table 1.
145
Even though our primary aim was not to achieve high performance, we surpassed the requirements of both the NHS and 146 the British Diabetic Association ( Fig. 3 ) for (automated) patient referral for several settings and perform on par with the non-147 ensembling approach of Antal & Hajdu 38 . We also performed similar ensembling 38 , by selecting an optimal (forward-backward 148 search while monitoring AUC) ensemble of 100 networks from a much larger pool of dropout networks by controlling the 149 random seeds. Performance improvements however were marginal and did not generalize to test data (data not shown), probably 150 because this compromises the stochastic nature of the regularizing effects of dropout.
151
The JFnet outperformed the Bayesian CNN across the different configurations, probably due to the missing eye blending in 152 the latter case. In addition, the better performance for moderate DR detection (onset 2) as compared to mild DR detection 153 (onset 1) across networks and datasets is in line with the more pronounced expression of symptoms as the disease progresses.
154
Comparison across datasets reveals that for both tasks, the models performed better on Messidor than on Kaggle data (compare Next we asked what causes the networks to consider the prediction about an image uncertain. In order to build an intuitive 162 understanding of uncertainty estimates, we trained a simple Bayesian neural network (3 hidden layers with 100 units each) with 163 dropout layers interleaved (p drop = 0.5) on a 2D toy classification problem (Fig. 4) .
164
The network learns the non-linear hyperplane (defined by p(y = 1|x, θ ) = 0.5) that separates the two classes ( Fig. 4 (a) ) 165 shown as the network's softmax output when evaluated traditionally, that is with dropout turned off at test time. The first ( Fig. 4 166 (b), eq. 7) and second moment ( Fig. 4 (c) , eq. 8) of the approximate predictive posterior (Eq. 6) in turn are more spread out 167 along directions orthogonal to the separating hyperplane. Predictions with low confidence (i.e. high uncertainty, compare Fig.   168 1) may simply by chance be correct (Fig. (4) ). Vice versa, erroneous predictions with low uncertainty may be attributed to 169 outliers. As real world data ((e.g. fig. 1 (d) )) may suffer from label noise, particularly confident predictions may be evaluated as 170 incorrect because of wrong labels. Most importantly however, the network seems to show high uncertainty predominantly for 171 the difficult cases -i.e. those that reside in the vicinity of the decision boundary ( Fig. 4 (c) ).
172
In the following we devised two experiments that aimed to assess whether these considerations generalize to the high-173 dimensional image space for DR detection. Is it predominantly difficult diagnostic decisions that carry a high uncertainty? by many Kaggle competition participants 40 . However, even after compilation of the 5-class problem to the binary disease 193 detection problem, 5 − 10% of images categorized as diseased have images from the contra-lateral eye with a disagreeing label.
194
Whether the corresponding patients are diseased or not is therefore unclear. By measuring the proportion of images whose 195 contra-lateral ground truth label is different for the referred and retained data sets respectively (Fig. 6 ), we got another view 196 onto the proposed uncertainty for difficult images. Indeed, images from patients with one healthy and one diseased eye are 197 more likely to be referred for further inspection than retained (Fig. 6 ). For both disease detection tasks (compare Fig. 6 (a (2) . Both subplots show the relative proportion of images from ambiguous patients in the referred (blue) and retained (green) data buckets for various tolerated uncertainty values. Patient level ambiguity is defined by images whose contra-lateral eye (from the same patient) carries a different label. Note that the decision referral of images is based on the uncertainty from a single image (using the BCNN). Ground truth labels and the contra-lateral eye information are only used as meta information for evaluation purposes. Especially in the high uncertainty regime, images from ambiguous patients are more likely to be referred for further inspection than accepted for automatic decision.
L2-regularization (λ = 0.001) was applied to all parameters, L1-regularization (λ = 0.001) to only the last layer in the network. Data augmentation was applied to 50% of the data in an epoch. Affine transformations were composed by drawing uniformly from ranges for zooming (±10%), translating (independent shifts in x-and y-directions by ±25 pixels), and rotating (±π). Transformed images were in addition flipped along the vertical and/or the horizontal axis if indicated by respective draws from a Binomial distribution (µ = 0.5). Effects of class imbalance onto the stochastic gradient were compensated by attributing more weight to the minority class, given by the relative class frequencies in each mini-batch 59 p(k) mini−batch . To achieve this, we reweighed the cross-entropy part of the cost function (compare eq. 5) for a mini-batch of size n to:
We fixed the amount of dropout for the convolutional layers to p drop = 0. In practice, equation (2) is intractable and a common way to find approximating solutions is via variational inference. We approximating distribution can be performed with the following loss:
We useω i as a shorthand notation for stating that in order to decide whether a unit is dropped, we independently sample from 
as well as the predictive standard deviation as a proxy for the uncertainty associated with this prediction:
For this work, we fixed T = 100 because it was shown by 29 to suffice. The test predictions could be performed in parallel, but 305 even a serial implementation takes less than 200ms per image.
306

Analysis of results
307
All density plots are based on Gaussian kernel density estimates, for which the bandwidth was chosen based on Scott's method 62 .
308
All line plots are based on the entire data and the 95% confidence intervals were obtained from 10 4 bootstrap samples.
