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Abstract
We study the Kolmogorov equation associated with a second order stochastic variational inequality re-
lated to the harmonic oscillator.
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1. Introduction
Consider the second order stochastic differential equation in R,{
dX˙(t)+ (aX(t)+ X˙(t)) dt + β0(X(t)) dt  dW(t),
X(0) = x, X˙(0) = y, x, y ∈ R, (1.1)
where X˙(t) = dX(t)/dt , a is a positive constant, W(t) is a standard Brownian motion in a
probability space (Ω,F ,P) and β0 :R → 2R is the multivalued graph,
β0(r) =
{
0, if r > 0,
(−∞,0], if r = 0. (1.2)
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to a stochastic forcing term dW and limited from the left by the obstacle {x = 0}.
This is a second order stochastic variational inequality for which a direct existence theory
is missing. In the deterministic case, however, one can prove the existence of a solution X ∈
L∞(0,∞) ∩ W 1,∞loc (0,∞) which satisfies (1.1) (with 0 replacing W(t)) in the following weak
sense (i.e., in the sense of distributions on (0,∞)):
X  0, X¨ + aX + X˙  0, support {X¨ + aX + X˙} ⊂ {t : X(t) = 0},
d
dt
(
1
2
(|X˙|2 + aX2))+ |X˙|2 = 0
(see, e.g., [11]).
Let us rewrite Eq. (1.1) as a system{
dX = Y dt,
dY = −(aX + Y + β0(X)) dt + dW(t),
X(0) = x, Y (0) = y.
(1.3)
In order to study (1.3) it is natural to introduce the penalized system (as in [10] for a first order
equation with reflexion),{
dXε = Yε dt,
dYε = −(aXε + Yε − ε−1X−ε ) dt + dW(t),
Xε(0) = x, Yε(0) = y
(1.4)
where X−ε = max{−Xε,0}. The Kolmogorov operator corresponding to (1.4) reads as follows,
Nεϕ(x, y) = 12ϕyy(x, y)−
(
ax + y − ε−1x−)ϕy(x, y)+ yϕx(x, y) (1.5)
and by an easy computations (see, e.g., [7]) one can see the Nε possesses a unique invariant
probability measure νε given by
νε(dx, dy) = e
−(ax2+y2+ε−1(x−)2)∫
D
e−(ax21+y21+ε−1(x
−
1 )
2) dx1 dy1
. (1.6)
As ε → 0, νε → ν where ν is concentrated on D = (0,∞)× R and it is given by
ν(dx, dy) = ρ(x, y) dx dy, ρ(x, y) = e
−(ax2+y2)∫
D
e−(ax21+y21 ) dx1 dy1
. (1.7)
Moreover, the Kolmogorov operator Nε converges to the following one:
Nϕ(x, y) = 1ϕyy(x, y)− (ax + y)ϕy(x, y)+ yϕx(x, y), (x, y) ∈ D. (1.8)2
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D
Nϕ dν = 0,
for any smooth function ϕ. A straightforward integration by parts show that in order to this
happen we must require that ϕ fulfill a Dirichlet homogeneous condition on the boundary of D,
namely, that
ϕ(0, y) = 0 for all y ∈ R.
Since the operator N is elliptic degenerate, no well-posedness theory in space of continuous or
Lp (with respect to the Lebesgue measure) functions seems to be available for the correspond-
ing Dirichlet problem. So, we shall try to study this problem in the space L2(D,ν). We note
that in the past few years there was an increasing interest in studying Kolmogorov operators
with irregular coefficients in spaces Lp with respect to an invariant measure ν, see, e.g., [1,3,
12] and references therein. In general, one can show that a Kolmogorov operator, defined in a
space of smooth functions is closable in some space Lp with respect to ν and its closure is an
m-dissipative operator and this allows to construct a dynamics.
We notice that, due to the strong degeneracy of operator N , we were unable to perform
this program in the present case, but we have proved, however, that a suitable weaker realiza-
tion (equipped with the boundary condition ϕ(0, y) = 0) of the operator N (still denoted N ) is
m-dissipative in L2(D,ν), see Theorem 2.4.
Due to the Dirichlet boundary condition, the corresponding transition semigroup Pt = etN
will be sub-Markovian. We shall also prove an ergodicity type result, that is that if ϕ ∈ D(N)
and Nϕ = 0 we have ϕ = 0, see Proposition 3.1. (See [5].)
Though this is out of the scope of this paper, we notice that with the help of the semigroup Pt
one can try to construct a Markov process with life time (see, e.g., [9, Definition 1.4]) which is a
weak solution of Eq. (1.1) using the theory of the Dirichlet forms, see [8,9].
Theorem 2.4 can be extended to more general equations of the form,{
dX˙(t)+ (MX(t)+ X˙(t)) dt + β(X(t)) dt  dW(t),
X(0) = x, X˙(0) = y, (1.9)
where M is a n× n symmetric and positive definite matrix, W(t) is an n-dimensional Brownian
motion with covariance the identity I and β :Rn → 2Rn is the multivalued mapping defined by{
β(r1, . . . , rn) = (β1(r1), . . . , βn(rn)),
βi(r) = 0 if r > 0, βi(0) = (−∞,0] for i = 1, . . . ,m < n,
βi(r) = 0 for i = m+ 1, . . . , n.
(1.10)
We notice that in the case where β = ∇U and U is regular problem (1.9) was studied in [4].
However, since in this case the domain of ∇U is the whole space R2 the elliptic problem is on
the whole space and no boundary conditions arise.
We end this section giving some notations. We shall use the standard notations for function
spaces on R2 and (0,∞)× R. In particular
H 1loc(D) =
{
ϕ ∈ L2loc(D): ϕx,ϕy ∈ L2loc(D)
}
,
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spectively Ck(D)) we shall denote the space of all continuously differentiable functions on D
(respectively on D) up to the order k. We set also
Cb(D) =
{
ϕ ∈ C(D): sup
(x,y)∈D
∣∣ϕ(x, y)∣∣< +∞}.
We shall denote by L2(D,ν) the space of all Borel functions ϕ :D → R such that∫
D
ϕ2(x, y)ν(dx dy) < ∞.
Denote by 〈·,·〉 the scalar product in Rn and by | · | the corresponding Euclidean norm. C∞0 (D)
will represent the space of all infinitely differentiable real functions on D with compact support
and by D′(D) the space of distributions on D.
2. The Kolmogorov operator associated to Eq. (1.1)
For a rigorous definition of N we introduce the spaces
V0 =
{
ψ ∈ L2(D,ν): ψy ∈ L2(D,ν)
}
and respectively,
V = {ψ ∈ H 1loc(D): xψ,yψ,ψx,ψy ∈ L2(D,ν)},
all derivatives being in the sense of distributions.
Both spaces V0 and V are endowed with their natural inner products and norms,
‖ψ‖2V0 =
∫
D
(
ψ2 +ψ2y
)
ρ dx dy,
and
‖ψ‖2V =
∫
D
(
ψ2
(
1 + x2 + y2)+ψ2x +ψ2y )ρ dx dy.
We shall denote by V ′ the dual of V . We note that V ⊂ L2(D,ν) algebraically and topologically.
Moreover, V is dense in L2(D,ν). Indeed if ψ ∈ H 1(D)∩L2(D,ν) (which is dense in L2(D,ν))
we see that
ψε = ψ
(1 + ε(x2 + y2))1/2 ∈ V
and ψε → ψ in V as ε → 0. We have therefore
V ⊂ L2(D,ν) ⊂ V ′,
algebraically and topologically with dense immersions.
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as dense subset.
Let now introduce the operator N0 :V0 → V ′ which is defined by
〈ψ,N0ϕ〉V,V ′ = −
∫
D
(
1
2
ϕy(ψρ)y + (ax + y)ϕyψρ + y(ρψ)xϕ
)
dx dy (2.1)
for all ϕ ∈ V0,ψ ∈ V . (Here 〈·,·〉V,V ′ is the pairing between V and V ′.) We note that N0 is
bounded.
It is convenient to introduce the approximating elliptic boundary problem,{
λϕε − 12εϕεxx − 12ϕεyy + (ax + y)ϕεy −Hε(y)ϕεx = f (x, y),
ϕε(0, y) = 0, (x, y) ∈ D, (2.2)
where Hε is the following approximation of function y,
Hε(y) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
y, if |y| 1√
ε
,
1√
ε
, if y > 1√
ε
,
− 1√
ε
, if y < − 1√
ε
.
By [6, Proposition 2.2] it follows that for any f ∈ Cb(D), problem (2.2) has a unique classical
solution ϕε ∈ C2(D) ∩ Cb(D). Moreover, by the maximum principle [6, Proposition A.1], we
have that ∥∥ϕε∥∥
L∞(D) 
1
λ
‖f ‖L∞(D). (2.3)
The latter follows by applying the maximum principle to ϕε − 1
λ
‖f ‖L∞(D) and to ϕε +
1
λ
‖f ‖L∞(D), respectively. In order to apply Proposition A.1 we note the Lyapunov function
Φ(x,y) = x2 + y2 satisfies assumption (iv) in [6, Hypothesis 1.1]. We have introduced the ap-
proximation Hε(y) of y into Eq. (2.2) in order to get later sharp estimates for (ϕε)x(0, y).
Proposition 2.1 is the main ingredient for a rigorous construction of N .
Proposition 2.1. Let f ∈ C∞0 (D),λ > 0 and let ϕε be the solution of (2.2). Then there is a
subsequence of (ϕε), still denoted (ϕε) such that:
(i) ϕε → ϕ weak∗ in L∞(D) and weakly in L2(D,ν).
(ii) ϕεy → ϕy weakly in L2(D,ν).
(iii) (λI −N0)ϕε → f weakly in V ′.
(iv) ϕ belongs to D(N0) and we have
(λI −N0)ϕ = f.
We notice that since L2(D,ν) is dense in V ′ so is C∞0 (D).
Before proving Proposition 2.1 we need a lemma.
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L2(D,ν) and there exists C > 0 such that∫
D
(
ε
(
ϕεx
)2 + (ϕεy)2)dν  C‖f ‖2L∞(D), ∀ε > 0. (2.4)
Moreover,
ϕε ∈ W 2,p(D ∩Bn) ⊂ C1(D ∩Bn), ∀n ∈ N,p  2, (2.5)
where Bn = {(x, y) ∈ R2: x2 + y2  n2} and W 2,p is the usual Sobolev space.
Proof. Consider the function θ ∈ C∞([0,∞)) such that θ  1, θ = 1 on [0,1], θ = 0 on [2,∞)
and set
χn(x, y) = θ
(
x2 + y2
n
)
, ∀(x, y) ∈ R2.
Multiplying (2.2) by ϕεχnρ, integrating over D and integrating by parts in the second and third
integral yields,
λ
∫
D
(
ϕε
)2
χnρ dx dy + ε2
∫
D
ϕεx
(
ϕεχnρ
)
x
dx dy + 1
2
∫
D
ϕεy
(
ϕεχnρ
)
y
dx dy
+ 1
2
∫
D
(ax + y)[(ϕε)2]
y
χnρ dx dy − 12
∫
D
Hε(y)
[(
ϕε
)2]
x
χnρ dx dy
=
∫
D
fϕεχnρ dx dy. (2.6)
Now, again integrating by parts, we obtain that
λ
∫
D
(
ϕε
)2
χnρ dx dy + ε2
∫
D
ϕεx
(
ϕεχnρ
)
x
dx dy + 1
2
∫
D
ϕεy
(
ϕεχnρ
)
y
dx dy
− 1
2
∫
D
(
ϕε
)2[
(ax + y)χnρ
]
y
dx dy + 1
2
∫
D
Hε(y)
(
ϕε
)2[χnρ]x dx dy
=
∫
D
fϕεχnρ dx dy, (2.7)
which is equivalent to
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∫
D
(
ϕε
)2
χnρ dx dy + ε2
∫
D
(
ϕεx
)2
χnρ dx dy + ε4
∫
D
[(
ϕε
)2]
x
(χnρ)x dx dy
+ 1
2
∫
D
(
ϕεy
)2
χnρ dx dy + 14
∫
D
[(
ϕε
)2]
y
(χnρ)y dx dy − 12
∫
D
(
ϕε
)2[
(ax + y)χnρ
]
y
dx dy
+ 1
2
∫
D
Hε(y)
(
ϕε
)2[χnρ]x dx dy = ∫
D
f ϕεχnρ dx dy. (2.8)
Integrating by parts in the third and fifth integral, yields
λ
∫
D
(
ϕε
)2
χnρ dx dy + ε2
∫
D
(
ϕεx
)2
χnρ dx dy − ε4
∫
D
(
ϕε
)2
(χnρ)xx dx dy
+ 1
2
∫
D
(
ϕεy
)2
χnρ dx dy − 14
∫
D
(
ϕε
)2
(χnρ)yy dx dy − 12
∫
D
(
ϕε
)2[
(ax + y)χnρ
]
y
dx dy
+ 1
2
∫
D
Hε(y)
(
ϕε
)2[χnρ]x dx dy = ∫
D
fϕεχnρ dx dy, (2.9)
which is equivalent to
λ
∫
D
(
ϕε
)2
χnρ dx dy + 12
∫
D
(
ε
(
ϕεx
)2 + (ϕεy)2)χnρ dx dy
− 1
4
∫
D
(
ϕε
)2(
ε(χnρ)xx + (χnρ)yy
)
dx dy
− 1
2
∫
D
(
ϕε
)2[(
(ax + y)χnρ
)
y
−Hε(y)(χnρ)x
]
dx dy
=
∫
D
f ϕεχnρ dx dy 
(∫
D
(
ϕε
)2
ρ dx dy
)1/2(∫
D
f 2ρ dx dy
)1/2
, (2.10)
by the Hölder inequality.
Taking into account that
ρx = −2axρ, ρy = −2yρ, ρxx = 2a
(
2ax2 − 1]ρ, ρyy = 2(2y2 − 1]ρ
and using (2.3) and the following straightforward inequality:
∫
D
(
ϕε
)2∣∣(Hε(y)ρχn)x∣∣dx dy  C( ∫
−1/2
|y|e−y2dy + ε−1/2
∫
−1/2
e−y2 dy
)
 C1,|y|ε |y|ε
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λ
∞∫
0
(
ϕε
)2
χn dν + 12
∫
D
(
ε
(
ϕεx
)2 + (ϕεy)2)χn dν  C‖f ‖2L∞(D), (2.11)
where C is independent of ε and n. Then letting n → ∞ we get estimate (2.4) as claimed.
Next by (2.2) we see that ψεn = ϕεχn is the solution to elliptic boundary value problem{
λψεn − ε2 (ψεn)xx − 12 (ψεn)yy = gn in D ∩B2n,
ψεn = 0 on ∂(D ∩B2n),
where gn ∈ L2(D ∩B2n). Then by the Agmon–Douglis–Nirenberg inequalities we infer that
ψεn ∈ H 2(D ∩B2n)∩H 10 (D ∩B2n)
and by a bootstrap argument we conclude that ψεn ∈ W 2,p(D ∩ B2n) for all p  2. Hence ψε ∈
W 2,p(D ∩ B2n) for all n as claimed. In particular, this implies that ψε ∈ C1(D ∩B2n) for all n
and so ψεx (0, ·) ∈ C(R) is well defined. The proof of lemma is complete. 
We are now ready to prove Proposition 2.1.
Proof of Proposition 2.1. (i) follows from (2.3) and (ii) from (2.4). Moreover, from (2.4) it
follows also that
εϕεx → 0, strongly in L2(D,ν). (2.12)
Indeed by (2.4) we have that ∫
D
(
εϕεx
)2
dν  Cε, ∀ε > 0.
For further estimates on ϕε it is convenient to replace ϕε by
ϕ˜ε(x, y) = ϕε(√εx, y), ∀(x, y) ∈ D. (2.13)
We have {
λϕ˜ε − 12ϕ˜ε + (ax + y)(ϕ˜ε)y − Hε(y)√ε (ϕ˜ε)x = f (
√
εx, y),
ϕ˜ε(0, y) = 0, (x, y) ∈ D.
(2.14)
Consider the solution zε(x) to the equation{
λzε − 12z′′ε − 1ε z′ε = −dε, (2.15)
zε(0) = 0, x ∈ (0,+∞),
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{
f (
√
εx, y): (x, y) ∈ D} 0.
We note that, since f ∈ C∞0 (D) for any m ∈ N there exists Lm > 0 such that
dε  Lmεm. (2.16)
The solution of (2.15) is given by
zε(x) = dελ
(
e−(1/ε+
√
1/ε2+2λ)x − 1).
By (2.14), (2.15) we see that⎧⎪⎪⎨⎪⎪⎩
λ(ϕ˜ε − zε)− 12(ϕ˜ε − zε)+ (ax + y)(ϕ˜ε − zε)y − Hε(y)√ε (ϕ˜ε − zε)x
= f (√εx, y)+ dε +
(Hε(y)√
ε
− 1
ε
)
(zε)x  0, x, y ∈ D,
(ϕ˜ε − zε)(0, y) = 0, y ∈ R.
Consequently, by (2.16) and the maximum principle (see, e.g., [6, Proposition A.1]) we see that
there exists C > 0 such that
ϕ˜ε(x, y) zε(x)−C
ε
dεx −CLεm−1x, ∀(x, y) ∈ D. (2.17)
Similarly, the same argument applied to function ϕε = −ϕ˜ε and zε solution to (2.15) where dε is
replaced by
dε = sup
{−f (√εx, y): (x, y) ∈ D} 0,
yields
ϕ˜ε(x, y)−zε(x) C1
ε
dεx  CLεm−1x, ∀(x, y) ∈ D, (2.18)
where C1 > 0. By (2.17) and (2.18) it follows that, for some constant C2 > 0,∣∣ϕ˜ε(x, y)∣∣ CLεm−1x, ∀(x, y) ∈ D,
which implies ∣∣(ϕ˜ε)
x
(0, y)
∣∣ CLεm−1, ∀y ∈ R.
Finally, by (2.13) we see that∣∣(ϕε)
x
(0, y)
∣∣ CLεm−1/2, ∀y ∈ R. (2.19)
Now we are ready to prove the last part of the proposition. Multiplying both sides of (2.2) by
ψρ, where ψ ∈ V and integrating over D, yields
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D
[
λϕεψρ + 1
2
εϕεx(ψρ)x +
1
2
ϕεy(ψρ)y + (ax + y)ϕεyψρ +Hε(y)ϕε(ψρ)x dx dy
]
+ 1
2
ε
∫
R
ϕεx(0, y)ψ(0, y)ρ(0, y) dy =
∫
D
fψρ dx dy.
A little problem arises here, however, since we do not know if ϕεxxψρ and ϕεyyψρ are in L1(D).
In order to avoid this inconvenience we shall first to establish the latter for ψ ∈ V with support
included in Bn (recall that by (2.5), ϕεxx,ϕεyy ∈ Lp(D ∩ Bn), for all p  2, n ∈ N) and after for
general ψ ∈ V via a standard approximation argument. Concerning the terms where first order
derivatives of ϕε appear, they are well defined thanks to (2.11) and since ψ ∈ V .
Letting ε tend to 0 we obtain from (i), (ii), (2.4) and (2.19) that∫
D
[
λϕεψρ + 1
2
ϕεy(ψρ)y + (ax + y)ϕεyψρ + yϕε(ψρ)x dx dy
]
→
∫
D
fψρ dx dy, (2.20)
because∫
D
[
λϕεψρ + 1
2
ϕεy(ψρ)y + (ax + y)ϕεyψρ +Hε(y)ϕε(ψρ)x dx dy
]
→
∫
D
fψρ dx dy,
and by definition of Hε , we have∣∣∣∣∫
D
(
Hε(y)− y
)
ϕε(ψρ)x dx dy
∣∣∣∣ 2 ∫
{|y|ε−1/2}
e−a(x2+y2)|y|(|ψx | + 2ax|ψ |)dx dy
 2
(∫
D
e−a(x2+y2)
(|ψx |2 + 4a2x2ψ2)dx dy)1/2( ∫
{|y|ε−1/2}
e−(ax2+y2)|y|2 dx dy
)1/2
→ 0 as ε → 0.
By (2.20) it follows that〈
ψ, (λI −N0)ϕε
〉
V,V ′ → 〈ψ,f 〉V,V ′ , ∀ψ ∈ V,
as ε → 0. In other words
lim
ε→0(λI −N0)ϕ
ε = f weakly in V ′.
Since a subsequence of ϕε is weakly convergent to ϕ in V0 and N0 :V0 → V ′ is bounded, we can
conclude that (λI −N0)ϕ = f as claimed. 
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L2(D,ν) of the operator N1:D(N1) ⊂ L2(D,ν) → L2(D,ν) defined by{
N1ϕ = N0ϕ, ∀ϕ ∈ D(N1),
D(N1) = {ϕ ∈ V0: N0ϕ ∈ L2(D,ν)}. (2.21)
The above definition makes sense because by (2.1) and (2.21) it follows that N1 is closable.
Let, in fact, {ϕn} ⊂ V0 such that
ϕn → 0, N0ϕn → ξ in L2(D,ν)
and let ψ ∈ C∞0 (D). Then we have,
〈ψ,ξ 〉V,V ′ = lim
n→∞
〈
ψ,N0ϕ
n
〉
V,V ′
= − lim
n→∞
∫
D
(
1
2
ϕny (ψρ)y + (ax + y)ϕnyψρ + y(ψρ)xϕn
)
dx dy
= lim
n→∞
∫
D
ϕn
(
1
2
(ψρ)yy +
[
(ax + y)ψρ]
y
+ y(ψρ)xϕn
)
dx dy = 0.
So, ξ = 0 and we have proved that N1 is closable. Notice now that D(N1) ⊂ V0 and that if
ϕ ∈ D(N1) and N1ϕ = g ∈ L2(D,ν) then by (2.1) and (2.21) we have
−
∫
D
(
1
2
ϕy(ψρ)y + (ax + y)ϕyψρ + y(ρψ)xϕ
)
dx dy
=
∫
D
gψρ dx dy, ∀ψ ∈ V. (2.22)
In particular, for ψ ∈ C∞0 (D) this yields
1
2
ϕyy − (ax + y)ϕy + yϕx = g in D′(D). (2.23)
Now if ϕ is sufficiently regular we see by (2.22), (2.23) via integration by parts that ϕ(0, y) = 0
for all y ∈ R. This means that N1 defined by (2.21) and consequently N is the realization of the
elliptic operator (1.8) with Dirichlet homogeneous boundary conditions in the space D′(D) (i.e.,
in the weak sense).
Theorem 2.4. The operator N is invariant with respect to the measure ν and m-dissipative in
L2(D,ν). Moreover, one has∫
D
Nϕϕ dν −1
2
∫
D
ϕ2y dν, ∀ϕ ∈ D(N). (2.24)
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〈N0ϕ,1〉V,V ′ =
∫
D
N0ϕ dν = −
∫
D
(
1
2
ϕyρy + (ax + y)ϕyρ + yρxϕ
)
dx dy,
∫
D
ϕ
(
1
2
ρyy +
(
(ax + y)ρ)
y
+ yρx
)
dx dy = 0
and therefore ∫
D
N0ϕ dν = 0 for all ϕ ∈ V0.
Since D(N1) ⊂ V0 we infer that∫
D
N1ϕ dν = 0, ∀ϕ ∈ D(N1),
and so ∫
D
Nϕ dν = 0, ∀ϕ ∈ D(N),
which proves the invariance of ν with respect to ν.
It remains to prove dissipativity of ν and (2.24). For this fix λ > 0 and set
Γ := {ϕ ∈ D(N1): λϕ −N0ϕ ∈ C∞0 (D)}.
Let ϕ ∈ Γ and let ϕε be the solution of (2.2). Then by Proposition 2.1(iii) we have,
ϕ = lim
ε→0ϕ
ε, N1ϕ = N0ϕ = lim
ε→0
(
λϕε − f ) weakly in L2(D,ν). (2.25)
Moreover, by (2.2) we have∫
D
(λϕ − f )ϕ dν
=
∫
D
N0ϕϕ dν  lim inf
ε→0
∫
D
(
λϕε − f )ϕε dν
 lim inf
ε→0
∫
D
(
1
2
εϕεxx +
1
2
ϕεyy − (ax + y)ϕεy +Hε(y)ϕεx
)
dν
= − lim inf
ε→0
∫ (1
2
ϕεy
(
ϕερ
)
y
+ 1
2
εϕεx
(
ϕερ
)
x
+ (ax + y)ϕεyϕερ +Hε(y)
(
ϕερ
)
x
ϕε
)
dx dyD
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2
lim inf
ε→0
∫
D
(∣∣ϕεy∣∣2 + ε∣∣ϕεx∣∣2)dν, (2.26)
because, as it can be checked by straightforward integrations by parts, one has∫
D
(
1
2
ϕεyϕ
ερy + (ax + y)ϕεyϕερ + y
(
ϕερ
)
x
ϕε
)
dx dy = 0
and as seen earlier in the proof of Proposition 2.1
lim
ε→0
∫
D
(
Hε(y)− y
)
ϕε
(
ϕερ
)
x
dx dy = 0.
Then by Proposition 2.1(ii) and (2.26) we infer that∫
D
N0ϕϕ dν + 12
∫
D
|ϕy |2 dν  0, ∀ϕ ∈ Γ.
Since C∞0 (D) is dense in L2(D,ν) and by previous inequality N0 is dissipative on Γ we infer
that Γ is a core for N . This implies that∫
D
Nϕϕ dν + 1
2
∫
D
|ϕy |2 dν  0, ∀ϕ ∈ D(N), (2.27)
as claimed. In particular it follows that N is dissipative.
On the other hand by Proposition 2.1, we know that the range of λI −N is dense in L2(D,ν)
because C∞0 (D) ⊂ R(λI −N0)∩L2(D,ν) for all λ > 0, i.e., N is m-dissipative by the Lumer–
Phillips theorem. 
Remark 2.5. It is obvious that Theorem 2.4 extends to domains of the form D = (b,∞)×R and
so to Eq. (1.1) with β0(r) = 0 for r > b, β0(r) = (−∞,0] where b ∈ R.
Remark 2.6. An open problem is whether or not one has equality in (2.4), i.e. the “carré du
champs” formula holds for Kolmogorov operator N . Anyway this happens for all ϕ ∈ D(N)
which are sufficiently smooth but is not clear that there is a core of this form.
3. Ergodicity of ν
Proposition 3.1. Assume that ϕ ∈ D(N) and Nϕ = 0. Then we have ϕ = 0.
Proof. By (2.24) we see that ϕy = 0 and therefore ϕ (which belongs to V0 since D(N) ⊂ V0) is
constant with respect to y, i.e.,
ϕ(x, y) = ϕ(x), ∀x > 0, y ∈ R.
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lim
n→∞ϕ
n = ϕ, lim
n→∞N1ϕ
n = Nϕ = 0 in L2(D,ν).
Since N1ϕn = N0ϕn, we have by definition of N0 that for any ψ ∈ V ,
0 = 〈ψ,N0ϕ〉V,V ′ = − lim
n→∞
∫
D
(
1
2
(
ϕn
)
y
(ψρ)y + (ax + y)
(
ϕn
)
y
ψρ + y(ρψ)xϕn
)
dx dy.
For ψ ∈ C∞0 (D) this means that (recall that ϕn → ϕ in L2(D,ν))
1
2
ϕyy + (ax + y)ϕy − (yϕ)x = 0 in D′(D)
and therefore yϕx = 0 in D′(D). Hence∫
D
yϕ(x)ψ1(y)ψ
′
2(x) dx dy = 0, ∀ψ1 ∈ C∞0 (R), ψ2 ∈ C∞0
(
(0,∞)).
This yields
∫
R
yψ1(y) dy
∞∫
0
ϕ(x)ψ ′2(x) dx = 0
and therefore
∞∫
0
ϕ(x)ψ ′2(x) dx = 0, ∀ψ2 ∈ C∞0
(
(0,∞)),
i.e., ϕ = C is constant.
Now we show that ϕ(0) = 0. By definition of N = N1 we see that for all ψ ∈ V (because
Nϕ = 0)
0 = − lim
n→∞
∫
D
(
1
2
(
ϕn
)
y
(ψρ)y + (ax + y)
(
ϕn
)
y
ψρ + y(ρψ)xϕn
)
dx dy
= lim
n→∞
∫
D
(
1
2
ϕn(ψρ)yy + ϕn
[
(ax + y)ψρ]
y
− y(ρψ)xϕn
)
dx dy
= C
∫ (1
2
(ψρ)yy +
[
(ax + y)ψρ]
y
− y(ρψ)x
)
dx dyD
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0 = −C
∫
D
y(ρψ)x dx dy = Cψ(0)
∫
R
ye−ay2 dy.
Since ψ(0) can be chosen arbitrary, since ψ is arbitrary in V , we infer that C = 0 as claimed. 
4. The semigroup Pt
Let N be the operator defined by Theorem 2.4 and let Pt be the semigroup generated by N in
L2(D,ν). We recall that Pt is called sub-Markovian if Pt1 1 and Ptϕ  0 if ϕ  0.
Proposition 4.1. The semigroup Pt is sub-Markovian.
Proof. In order to prove that Pt is sub-Markovian it suffices to show that for any λ > 0 we have
by the Kato–Trotter theorem:
(1) (λI −N)−1(1) 1
λ
,
(2) (λI −N)−1f  0 for all f  0.
We set {
Nεϕ = 12εϕxx + 12ϕyy − (ax + y)ϕy +Hε(y)ϕx,
D(Nε) = {ϕ ∈ V : 12εϕxx + 12ϕyy ∈ L2(D,ν), ϕ(0, y) = 0, ∀y ∈ R}.
(4.1)
By Proposition 2.1, we know that
lim
ε→0(λI −Nε)
−1f = (λI −N)−1f, ∀f ∈ C∞0 (D), ∀λ > 0 (4.2)
in the weak topology of L2(D,ν). On the other hand by the maximum principle applied to
Eq. (2.2) we have that (λI −Nε)−1f  0 on D if f  0, f ∈ C∞0 (D) and by (4.2) we infer that
(λI − N)−1f  0 for all f ∈ C∞0 (D), f  0. Since (λI − N)−1 is continuous in L2(D,ν) and
C∞0 (D) is dense in L2(D,ν), we have that (λI −N)−1f  0 for all f ∈ L2(D,ν), f  0 a.e.
Next we prove that
(λI −N)−1(1) 1
λ
, ∀λ > 0, a.e. on D
or equivalently that
(I − λN)−1(1) 1, ∀λ > 0, a.e. on D.
For f ∈ C∞0 (D) such that f  1 on D we set ϕε = (I − λNε)−1f , i.e.,{
ϕε − λ2 εϕεxx − λ2ϕεyy + λ(ax + y)ϕεy − λHε(y)ϕεx = f (x, y) 1,
εϕ (0, y) = 0, (x, y) ∈ D.
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⎧⎨⎩ (ϕ
ε − 1)− λ2 ε(ϕε − 1)xx − λ2 (ϕε − 1)yy+ λ(ax + y)(ϕε − 1)y − λHε(y)(ϕε − 1)x  0,
(ϕε − 1)(0, y) 0, (x, y) ∈ D.
By the maximum principle we infer that ϕε  1 on D. Then by (4.2) we see
(I − λN)−1(f ) 1, ∀f ∈ C∞0 (D),f  1.
(In fact the inequality ϕε  1 a.e in D is preserved in the weak convergence on L2(D,ν).)
Since (I − λN)−1 is continuous in L2(D,ν), we have by density of the embedding C∞0 (D) ⊂
L2(D,ν), that
(I − λN)−1(f ) 1, ∀f ∈ L2(D,ν), f  1,
as claimed. 
Remark 4.2. The solution u to equation
ut = Nu, u(0) = ϕ,
i.e.,
⎧⎨⎩ut =
1
2uyy − (ax + y)uy + yux in (0,∞)×D,
u(t,0, y) = 0 for t  0, y ∈ R,
u(0, x, y) = ϕ(x, y) in D,
(4.3)
is related to the optimal stopping time problem on D for the linear stochastic equation
{
dX = Y dt,
dY = −(aX + Y)dt + dW(t). (4.4)
More precisely we have
u(t, x, y) = E[ϕ(XT−tx,y (τ ), Y T−tx,y (τ ))], (x, y) ∈ D, 0 < t < T, (4.5)
where τ = τ tx,y is the first exit time from D of solution (X,Y ) of (4.4) with initial conditions
X(T − t) = x,Y (T − t) = y.
It should be mentioned that if x > 0 and y ∈ R then on the time interval (0, τ ) the solution
(X,Y ) of (4.4) is a solution to variational equation (1.3) as well.
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The previous results extend mutatis–mutandis to the n-dimensional system (1.9), where M is
a n×n symmetric and positive definite matrix, W(t) is an n-dimensional Brownian motion with
covariance the identity I and β :Rn → 2Rn is the multivalued mapping defined by (1.10). We
take here m = n and
D = {x = (x1, . . . , xn) ∈ Rn, y ∈ Rn: xi > b, i = 1, . . . , n},
where b ∈ R is fixed.
Formally, the corresponding Kolmogorov operator is given by
Nϕ(x, y) = 1
2
yϕ(x, y)−
〈
Mx + y,ϕy(x, y)
〉+ 〈y,ϕx(x, y)〉, (5.1)
where ϕ = 0 on ∂D.
Define the operator N0 :V0 → V ′ by
〈ψ,N0ϕ〉V,V ′ = −
∫
D
(
1
2
〈
ϕy, (ψρ)y
〉+ 〈Mx + y,ϕy〉ψρ + 〈y, (ρψ)x 〉ϕ)dx dy, (5.2)
for all ϕ ∈ V0,ψ ∈ V (here ϕx = ∇xϕ,ϕy = ∇yϕ).
We consider on D the probability measure
ν(dx, dy) = ρ(x, y) dx dy, ρ(x, y) = e
−〈Mx,x〉−|y|2∫
D
e−〈Mx1,x1〉−|y1|2 dx1 dy1
. (5.3)
Definition 5.1. The Kolmogorov operator associated to Eq. (1.9) is the closure N = N1 in
L2(D,ν) of the operator N1 :D(N1) ⊂ L2(D,ν) → L2(D,ν) defined by{
N1ϕ = N0ϕ, ∀ϕ ∈ D(N1),
D(N1) = {ϕ ∈ V0: N0ϕ ∈ L2(D,ν)}. (5.4)
We have
Theorem 5.2. The operator N is invariant with respect to the measure ν and m-dissipative in
L2(D,ν). Moreover, one has∫
D
Nϕϕ dν −1
2
∫
D
|ϕy |2 dν, ∀ϕ ∈ D(N). (5.5)
Proof. The proof is exactly the same as that of Theorem 2.4 so, it will be sketched only. The
main step is the proof of density of R(λI − N) in L2(D,ν). We fix f ∈ C∞0 (D) and consider
the equation{
λϕε − 12εxϕε − 12yϕε + 〈Mx + y,ϕεy〉 − 〈Hε(y),ϕεx〉 = f (x, y),
ε
(5.6)
ϕ (z, y) = 0, (x, y) ∈ D,(z, y) ∈ ∂D.
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estimates hold: ∫
D
(∣∣ϕεy∣∣2 + ε∣∣ϕεx∣∣2)dν  C,
∣∣ϕε∣∣
Cb(D)
 C ∀ε > 0, ∣∣ϕεx(z, y)∣∣ Cε, ∀y ∈ Rn.
Then we infer as in the proof of Proposition 2.1 that
ϕε → ϕ, weak∗ in L∞(D),
ϕεy → ϕy, weakly in L2(D,ν),
where (λI −N0)ϕ = f. Then we may conclude the proof as in the previous case. 
Example 5.3 (The elastic string with discontinuous distribution of masses). Consider an elastic
string [0,L] damped at z = 0, z = L. At the points zi = ih, i = 1, . . . ,N , h = L/N , act gravi-
tational forces with mass m. If xi = xi(t) is the displacement of the string at zi , the dynamic is
described by the system, see [2, pp. 87–89]:{
mx¨i = −a
( xi−xi−1
h2
+ xi−xi+1
h2
)− x˙i , i = 1, . . . ,N − 1,
x0 = xN = b0  b, xi(0) = x0i , x˙i (0) = x1i , i = 1, . . . ,N − 1.
(5.7)
If the motion is limited from below by a rigid obstacle, i.e., xi  b, i = 1, . . . ,N , and subject
to a random force dW(t) = (dW1(t), . . . , dWN−1(t)) then the dynamics (5.7) is replaced by the
stochastic variational inequality,{
mdx˙i = −a
( xi−xi−1
h2
+ xi−xi+1
h2
)
dt − x˙i dt − β(xi) dt + dWi(t),
x0 = xN = b0  b, xi(0) = x0i , x˙i (0) = x1i , i = 1, . . . ,N − 1,
(5.8)
where β0 is the multivalued graph defined by (1.2). Equivalently{
dX˙(t)+ (MX(t)+ X˙(t)) dt + β(X(t)) dt  dW(t),
X(0) = x, X˙(0) = y, (5.9)
where β(X) = col{β0(xi)}N−1i=1 , X = col{xi}N−1i=1 and (take m = 1)
M = a
h2
⎛⎜⎝
2 −1 0 . . . 0 0
−1 2 −1 . . . 0 0
. . . . . . . . . . . . 2 −1
0 0 0 . . . −1 2
⎞⎟⎠ .
Thus Theorem 5.2 is applicable in the present situation.
Though in the deterministic case (W(t) = 0) Eq. (5.9) was studied in [11], a direct study of it
in the stochastic case seems to be open.
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