This paper deals with the problem of optimizing the navigation of an intelligent mobile with respect to the maximization of the performance of the localization algorithm used during execution. It is assumed that a known map composed of features describing natural landmarks in the environment is given. The vehicle is also equipped with a range and bearing sensor to interact with its environment. The measurements are associated with the map to estimate its position. The main goal is to design an optimal path which guarantees the control of a measure of the performance of the map-based localization filter. Thus, a functional of the approximate Posterior Cramer-Rao Bound is used. However, due to the functional properties, classical techniques such as Dynamic Programming is generally not usable. To face that, we investigate a learning approach based on the Cross-Entropy method to stress globally the optimization problem.
INTRODUCTION
We are concerned with the task of finding a plan for a vehicle moving around in its environment. That is to say, reaching a given goal position from an initial position. In many application, it is crucial to be able to estimate accurately the state of the mobile during the execution of the plan. So the planning and the execution stages must be drawn conjointly. One way to achieve that is to define trajectories which imply a high performance of the localization algorithm. This problem have been well studied and in most approaches the environment is discretized and described as a graph whose nodes correspond to particular area and edges are actions to move from one place to another. Some of these previous contributions address the problem within a Markov Decision Process (MDP). In the present paper, we will also use the basis of the constrained MDP framework, as in [1] . Our However, the nature of the objective function for path planning makes it impossible to perform complete optimization of MDP with classical means. Indeed, we will show that the reward in one stage of our MDP depends on the complete history of the trajectory. To solve the problem, the Cross-Entropy originally used for rare-events simulation seemed a valuable tool.
The paper is organized in five parts. In the second section we introduce the problem in details. Section three deals with the Posterior Cramer-Rao bound and its properties. We also derive its formulation for our particular case and the optimization criterion. In section four, we make a short introduction of the Cross-entropy and show how to apply it to our needs. Finally, in section five the results of a first example are discussed. figure 1) . Moreover, we do not consider data association and non detection problem for the moment.
PROBLEM STATEMENT
'The symbol AV means normal So each measurement is made from one landmark represented in the map. If we denote Iv (k) the indexes of visible landmarks at time k, the measurement vector at time k is Zk {Zk(j) }cIj (k) [8] . However, the basic assumptions of MDP are no longer valid in our context. More precisely, any Posterior Cramer-Rao Bound (PCRB) based functional is not separable (with respect to actions) and even not monotonic. Unable to apply a general monotonic "comparison" principle (see [2] ), the MDP principle is irrelevant.
POSTERIOR CRAMER-RAO BOUND

Definition
In this section, we briefly remind the properties of the Cramer-Rao bound for estimation problem. Let X(Z) be an estimator of an unknown random vector X e Rd based on random observations Z. When X(Z) is also an unbiased estimate the Posterior Cramer-Rao Bound is given by the inverse of the Fisher Information Matrix (FIM) F [9] and "measures " 4the minimum mean square errors of X(Z):
where " A >-B" means (A -B) is positive semi-definite. Let Ax be the second-order partial derivatives operator. If X is a n-dimensional random vector and px, (X, Z) the joint probability density of the pair (X, Z), F is a n x n matrix which can be derived from the following formula: [4] that:
where Jk l(Vk) is the lower-right block matrix of the FIM of the vector of state history X0:k = (XO, ..., Xk) based on Z1:k and Rk is the covariance matrix of the combined visible observations which only depends on the current position. For our observation model, the matrix H(Xk, j) is as follows: (3) probability of rare events [5, 6] . A rare event is an event with very small probabilities. It was then adapted for opti- (4) mization assuming that sampling around the optimum of a (5) function is a rare event.
(6)
The initial information matrix Jo can be calculated from 7o. The dynamics being linear we have: timate properties can be improved with variance minimization technique such as importance sampling where the random sample is drawn from a more appropriate probability density function q. It can be easily shown that the optimal q* pdf is given by I [f(x) > y] px(x)/lQ(y). Nevertheless, q* depends on l(y) which needs to be estimated. To get round this difficulty, it can be convenient to choose q in a family of pdfs {w7(., A)S A e A}. The idea is to find the optimal parameter A* such as D(q*, (., A)) is minimized where D is the Kullback-Leibler "pseudo-distance":
Minimizing D(q*, (., A)) is equivalent to maximize qxC*(x) ln wQ(., A)dx which implies:
A* e arg max Ep (I [q(x) > -y] ln 7(x, A)) ( 
10)
The computation of the expectation in 10 must also be done using importance sampling. So 
application to optimization
The C.E. was adapted to solve optimization problem. Consider the optimization problem:
The principle of C.E for optimization is to translate the problem 12 into an associated stochastic problem and then solved it adaptively as the simulation of a rare event. If -y* is the optimum of b, F* is generally a rare event. The main idea is to define a family 7w(., A) A C A and iterate enough the C.E algorithm such as at i* to draw samples around the optimum. Unlike the other local random search algorithm such as simulated annealing which used the assumption of local neighborhood hypothesis, the CE method tries to solve globally the problem. Given a selection rate p, a well-suited family of pdf 7w(., A)S A e A, the algorithm for the optimization proceeds as follows: 4. repeat from step 2 until convergence.
5. assume convergence is reached at t = t*, an optimal value for A can be done by drawing from 7(., At* ).
Application to the path planning task
In this part we deal with the application of the CE methods to our task. First of all, it is necessary to define the random mechanism (7w(., A) A C A) to generate path examples.
More precisely we want to generate sample which:
* start from si and end at sf.
* if -~< -y, set t =t + 1 and go to step 2. Else estimate the probability of F, with:
This is the main C.E algorithm but other versions can be found in [5] .
* have whole length less than Tmax.
One way to achieve that is to use a probability matrix Psa = (Psa) with s C {1, ..., Ns} and a C {1, ..., Na}(in our case Na = 8). The computation of the PCRB matrices was performed with N, = 1000 to estimate Jk(Z). For the optimization step, the Cross Entropy algorithm was implemented with 1000 iterations, N = 5000 admissible paths and p = 0.1. That is to say, the 500 best samples are used for updating the Psa probabilities. Figure 3 shows the optimal trajectory after convergence.
Analysis
As expected the mobile is guided toward the area with landmarks in order to improve its performance of localization. Moreover, it operates to keep the landmarks visible while the maneuvers (d matrix) and the time constraints (Tmax) allow it. We can also notice that the algorithm converges rapidly toward a solution. To illustrate that we present in the next figure, the evolution of parameters -i and the maximum value of at each iteration of the CE algorithm (figure 4). When we look at precisely after convergence the densities (P5 (.)) for all s in the optimal trajectory we can notice that some of them are not a dirac probability law. For instance, in position point 16 (see figure 3 ) the probability density function is bimodal indicating that the mobile hesitates between "go directly on the right side" and "make a cycle". Such behaviors are concentrated on states where maneuvers can be done to keep the landmarks visible as far as possible.
CONCLUSIONS AND PERSPECTIVES
In this paper, we presented a framework to solve a path planning task for a mobile. The problem was discretized and considered as a sequential decision process. Our main goal was to find the optimal trajectory according to a measure of capability of estimating accurately the state of the mobile during the execution. A functional of the PCRB was introduced as the criterion of performance. The main contribution of the paper is the use of the Cross Entropy algorithm to solve the optimization step as Dynamic Programming could not be applied. This approach was tested on a simple first example and seems to be relevant. Future work will first concentrate on the complete implementation of the algorithm and application to more examples. We will also investigate a continuous approach. The tuning of the Cross-Entropy to our specific task was not studied, some experiments have to be carried out based on device given in [5] .
