The TESS mission will survey ∼85 % of the sky, giving us the opportunity of extracting high-precision light curves of millions of stars, including stellar cluster members. In this work, we present our project "A PSF-based Approach to TESS High quality data Of Stellar clusters" (PATHOS), aimed at searching and characterise candidate exoplanets and variable stars in stellar clusters using our innovative method for the extraction of high-precision light curves of stars located in crowded environments. Our technique of light-curve extraction involves the use of empirical Point Spread Functions (PSFs), an input catalogue and neighbour-subtraction. The PSF-based approach allows us to minimise the dilution effects in crowded environments and to extract high-precision photometry for stars in the faint regime (G > 13).
INTRODUCTION
In the last two decades, more than 4000 exoplanets 1 have been discovered and confirmed using spectroscopic and photometric studies. More than 75% exoplanets have been found using the transit method; a strong contribution to this research area came from pioneering photometric surveys, carried out both with ground-based (e.g. SuperWASP, ⋆ E-mail: domenico.nardiello@unipd.it 1 http://exoplanets.eu/ been found to orbit stars in stellar clusters (e.g., Quinn et al. 2012 Quinn et al. , 2014 Brucalassi et al. 2014 Brucalassi et al. , 2017 Malavolta et al. 2016; Mann et al. 2018) . Stellar clusters give us an unique opportunity to understand how exoplanets have formed and evolved. Properties of stars in stellar clusters (e.g., mass, radius, age, and chemical composition) can generally be more reliably measured than for many field stars. For this reason, the discovery and characterisation of exoplanets orbiting stars in stellar clusters allow us to correlate planet and hosting star properties. Moreover, because stellar clusters' ages span over a wide range that goes from few Myrs up to ten Gyrs, the analysis of exoplanets in different stellar clusters allows us to understand how exoplanets have formed and evolved. In addition, the different chemical properties of the stellar clusters give us the opportunity to understand how the environment has affected the exoplanets' life.
Despite all these advantages, a few exoplanets have been found in stellar clusters because only few clusters have been studied with Kepler and/or spectroscopic surveys; indeed, searches for exoplanets orbiting stellar cluster members have been hampered by observational difficulties because of the crowding. For this reason, appropriate techniques for the extraction of high-precision light curves of stars in dense environments are mandatory. Recently, studies based on the extraction of light curves from Kepler data of open clusters using the Point Spread Function (PSF) approach or the differential image analysis (Soares-Furtado et al. 2017 ) have allowed us to obtain high precision photometric time series for very faint stars located in crowded environments.
In the last year, Kepler passed the baton to the Tran-siting Exoplanet Survey Satellite (TESS, Ricker et al. 2015) , a NASA all-sky survey mission aimed at searching exoplanets around bright stars. During its two-year mission, TESS will observe about 85 % of the sky in 27-day sectors, each one covering 24 × 96 degree 2 and most of them containing hundreds of stellar clusters. In every sector, about 20 000 stars are observed in short-cadence mode (2-minute). In addition, TESS produces onboard stacked images of the entire field of view, with a cadence of 30-minute (Full-Frame Images, FFIs). The FFIs allow us to extract light curves for all objects with V 17 that fall within the field of view of each sector, giving us not only the possibility to widen the search of exoplanets to a huge number of stars, but also to produce results in other fields, like asteroseismology, analysis of Solar System objects (Pál et al. 2018) , variable stars, supernovae (e.g. Vallely et al. 2019) , and other Galactic and extragalactic sources.
In this work we present our project "A PSF-based Approach to TESS High quality data Of Stellar clusters" (PATHOS), aimed at extracting high precision light curves of sources in stellar clusters in order to find candidate exoplanets and variable stars. For this project we apply our expertise on PSF photometry and astrometry on images of crowded fields. In fact, because of the sampling of TESS (∼ 21 arcsec/pixel), also sparse stellar clusters appear to be crowded on TESS images. In our previous works (e.g. Nardiello et al. 2015; Libralato et al. 2016a) we demonstrated that by using as input a high-resolution astrophotometric catalogue and empirical PSFs, we are able to measure the flux of each target star in the catalogue with extreme accuracy, after subtracting all its neighbour stars. Using the PSF-based approach we are able to: (1) extract the light curves of stars in crowded regions; (2) minimise the light-contamination effects due to neighbour stars, improving the photometric precision; (3) extract light curves of faint stars, increasing the number of analysable objects.
In the present work we apply for the first time the PSF-based approach to TESS data, in order to extract highprecision light curves of sources in a very crowded field centred on the globular cluster NGC 104 (47 Tuc). In Section 2 we describe our pipeline for the extraction of raw light curves and their correction. The description of the finding, vetting, and modelling of candidate exoplanets is reported in Section 3. Section 4 is a description of the procedure used to find and analyse variable stars. In Section 5 we compare our pipeline with the most advanced, publicly available pipeline for the extraction of light curves from FFIs. The public data release discussion and a summary of the present work are reported in Section 6 and 7, respectively.
FROM FULL FRAME IMAGES TO LIGHT CURVES
For this pilot work we used FFIs collected in Sector-1. FFIs are obtained on board by co-adding series of 2 s exposures into a 30 minute exposure time image. Observations have been carried out by TESS between 2018 July 25 and 2018 August 22 and cover ∼ 27.83 days, during which 1282 usable FFIs were generated. The target of this work, 47 Tuc, is located on the CCD 2 of Camera 3. As described in the next Sections, we have extracted the light curves for the gives the G versus G BP − G RP CMD for the stars in the catalogue; panel (d) shows the T − G versus G BP − G RP distribution for the stars observed by TESS in the first seven sectors. In magenta the relation adopted to transform TESS magnitudes in Gaia magnitudes. Red and green points in panels (a)-(c) are stars with high probability to be 47 Tuc and SMC members, respectively.
stars located in an annulus with 0.075 ≤ R ≤ 1.5 degree from 47 Tuc centre (as shown in Fig. 1 ).
Empirical point spread functions
For our work it is mandatory to compute the best PSF models for each image, both for the extraction of high precision photometry and for the subtraction of the neighbour stars, as explained in Sect. 2.3.
The PSFs of the TESS cameras are highly variable among the large field of view of each CCD (12×12 deg 2 ). To model the PSFs, we used the empirical approach developed by Anderson et al. (2006) , adapting the code used for the data collected with the ESO/MPI Wide Field Imager to TESS images. To take into account the spatial variation of the PSF we divided each image in a grid of 9 × 9 regions. We empirically computed the PSF models independently in each region using bright, not saturated, isolated stars. Each PSF model is defined on a grid of 201 × 201 points and is super-sampled by a factor 4 with respect to the image pixel.
Adopting this approach, for each position of the CCD we can extract the best, local PSF model by using a bilinear interpolation of the four closest PSFs.
The input catalogue
For the extraction of the light curves we need an input catalogue that contains the positions and the magnitudes of the stars in the analysed field. We adopted as input catalogue the Gaia DR2 catalogue (Gaia Collaboration et al. 2018) . We excluded from the catalogue all the sources with G > 17 because they are too faint to be measured by TESS (the total flux is < 30 e − /s). For this work, we considered the stars located in a circular region centred in (α 0 , δ 0 ) = (6.022329, −72.081444), i.e. on the centre of 47 Tuc (Goldsbury et al. 2010) , and with radius R = 1.5 degree (∼ 2× the tidal radius of 47 Tuc). We excluded from the input catalogue all the stars with R ≤ 0.075 degree because the TESS images are too crowded and saturated within this region. In total, the input catalogue contains 16641 sources. Figure 2 shows an overview of the input catalogue used to extract and analyse the light curves: panels (a), (b), and (c) show the positions, the proper motions and the colourmagnitude diagram (CMD) of the stars analysed in this work. We plotted in red the stars that have high probability to be 47 Tuc members, based on proper motions and parallaxes. We performed the 47 Tuc member selection as follows: first, in the vector point diagram (VPD) of panel (b), we selected by hand the stars that, on the basis of their proper motion, are candidate cluster members. We found the centre of the motion of the cluster by fitting single Gaussians to the µ α cos δ and µ δ distributions of the selected stars, finding (µ α cos δ 0 , µ δ ) = (5.2, −2.5) mas yr −1 . We selected all the stars within 3σ from the centre of the motion and for these stars we computed the median value of the parallax 2 π = (0.24 ± 0.06) mas: we considered candidate cluster members all the stars within 3σ π from the median value of π. In the same way, we selected Small Magellanic Cloud (SMC) members considering all the stars within 3σ from the centre of the motion of the SMC ((µ α cos δ 0 , µ δ ) = (0.5, −1.2) mas yr −1 ) and with parallaxes within 3σ from the median value π = 0.03 ± 0.07 mas. The SMC high probable members are plotted in green in panels (a), (b), and (c) of Fig. 2 .
We transformed the Gaia magnitudes of the stars in the input catalogue into TESS magnitudes using the relation T − G versus G BP − G RP illustrated in panel (d) of Fig. 2 . To obtain this relation we cross-matched the TESS target list of the stars observed in the first seven sectors with Gaia DR2 catalogue. We considered all the stars with G < 16 and T < 16 and we fitted to the T − G versus B P − R P distribution a 2nd-order polynomial (magenta line in panel (d) of Fig. 2 ). We found:
where a 0 = (0.014 ± 0.004), a 1 = (−0.643 ± 0.007), and a 2 = (0.055 ± 0.003). Transformation from Gaia to TESS magnitudes is significant to minimise systematic residuals, during neighbour subtraction, due to colour terms.
Light curve extraction
For the extraction of the light curves from TESS images, we used an evolved, improved version of the code img2lc developed by Nardiello et al. (2015 Nardiello et al. ( , 2016a for ground-based images and also adopted by Libralato et al. (2016a,b) and . Procedure adopted for the subtraction of the neighbour stars of a target star in the input catalogue. Left-hand panel is one original FFI (tess2018206192942-s0001-3-2-0120-s_ffic.fits): red circle marks the target star (Gaia DR2 4689518492359359488), magenta circles are the neighbour stars in the input catalogue located within 20 pixels (green circle) from the target star. Middle panel is the image of the models of the neighbour stars, that will be subtracted from the original image, to obtain the right-hand panel. For each FFI, we transformed the (α, δ)-coordinates of the stars in the input catalogue in the image reference system using the WCS keywords and the distortion coefficients in the FITS header of the images. In particular we used the following equation to transform sky coordinates (α, δ) to geometric distortion corrected pixel coordinates (U, V) (Greisen & Calabretta 2002) :
where CD is the transformation matrix that takes into account the rotation, scaling, and skew of the image. The CD elements are listed in the FITS header. Then, we transformed (U, V) in original pixel coordinates (x, y) using two inversion distortion polynomials, as described by Shupe et al. (2005) :
where AP and BP are the polynomial coefficients for the terms U p V q , and p + q is the order of the polynomial. For all the FFIs analysed in this work p + q = 4. For each image, we used the 200 brightest, un-saturated, and isolated stars in the input catalogue, to derive the photometric zero points between the calibrated TESS magnitude T cal and the instrumental magnitude T inst , ∆T = T cal −T inst . In order to compute this quantity, we derived the instrumental magnitude of each star by fitting the local empirical PSF, and then we computed the average value of T cal − T i inst , with i = 1, ..., 200. Figure 3 shows the variation of ∆T during the Sector-1.
For each target star in the input list and for each image, the routine considered all the neighbour stars within a radius of 20 pixels and transformed their calibrated magnitudes in instrumental fluxes (e − /s) using the previously calculated ∆T. Using the local PSF, the transformed fluxes and the positions, the software made a model of the neighbour stars and then subtracted it from the image. Finally it measured the target flux using both aperture and PSF-fitting photometry on the neighbour-subtracted image. In the case of aperture photometry, we used 4 different aperture sizes: 1, 2, 3, and 4 pixel radius. Figure 4 shows the procedure for the subtraction of the neighbours from a single image. Left-hand panel shows a 45 × 45 pixel 2 subregion of a FFI centred on the target star. Middle panel is the same subregion with the models of the neighbours (located within a radius of 20 pixels from the target star) that are subtracted from the original image. Right-hand panel shows the region after the subtraction of the neighbours.
The fluxes, the epoch of the observations in TESS Barycentric Julian Day (BTJD), the positions on the images and the local sky values were stored in the related light curve file.
Systematic effects correction
The TESS light curves are affected by systematic artifacts, not correlated with the location and the luminosity of the stars on the CCD, but associated with spacecraft, detector and environment. Light curves of stars located on the same detector and observed in the same sector share common systematic trends, allowing us to model them using orthonormal functions, the so-called cotrending basis vectors (CBVs), and correct the systematics that affect the light curves applying to them the CBVs.
To extract the CBVs, we first computed the raw RMS for all the raw light curves and for all the photometric methods. To obtain the raw RMS, we iteratively computed the median value of the light curve and the value σ, defined as the 68.27th-percentile of the residual from the median, clipping-out at each iteration all the points above and below 3.5σ from the median value; after 10 iterations, we defined the RMS as the value of σ. For a given photometric method, we chose the magnitude interval where the light curves have, on average, lower raw RMS compared to the same light curves obtained with different photometric methods. In this magnitude interval we selected the light curves that showed an RMS < RMS median + 2σ RMS , where RMS median and σ RMS are the median of RMS in the considered magnitude interval, and its standard deviation, respectively. Using these stars we extracted the CBVs using a Principal Component Analysis. For each photometric method, we extracted 5 CBVs, that explain 85% of the lightcurves' variance.
To correct the light curves, we developed a routine that finds the coefficients A i that minimise the expression:
where F j raw is the raw flux of the light curve at the epoch j = 1, ..., 1282, and CBV i is the i-th CBV, with i = 1, ..., 5. To minimise the expression (1), we used the Levenberg-Marquardt method (Moré et al. 1980) . We checked the final results changing the number of CBVs applied to the light curves, and we found that, on average, the application of just the first CBV produced light curves with the lowest RMS. In Fig. 5 we show the procedure adopted for the light curve correction applied to the star Gaia DR2 4690316359833671040 (T ∼ 10). Panel (a) shows the 3-pixel aperture photometry: in red we highlighted the points of the light curves that show large systematic effects due to pointing problems occurred during the observations of the Sector-1 3 ; panel (b) shows the CBV applied to the light curve of panel (a); panel (c) is the cotrended light curve. It is possible to note that the systematic artifacts due to the pointing problems are corrected.
Photometric precision
Panel (a) of Fig. 6 shows the RMS as a function of the TESS magnitude for all the stars for which we extracted the light curves. The RMS is computed using the cotrended light curves and adopting the procedure described in Sect. 2.4. For each photometric method, we divided the RMS distribution in bins of 0.75 T magnitude, and, within each bin, we calculated the 3.5σ-clipped average (with 10 iterations) of the RMS. We interpolated the mean RMS values with a cubic spline. We show Figure 6 . Photometric RMS (panel (a)), P2P RMS (panel (b)), and 6.5-hour RMS (panel (c)) as a function of the TESS magnitude. In panel (a) and (b), the solid lines represent the average trend of the two metrics for the different photometric methods: PSF-fitting (black), 1-pixel aperture (magenta), 2-pixel aperture (blue), 3-pixel aperture (green), and 4-pixel aperture (orange) photometries; light green and grey points are the distributions for the PSF-fitting and 3-pixel aperture photometries. Panel (c) shows the 6.5-hour RMS of the stars for which the best light curve has been chosen: azure line represents the average trend of the distribution; the red dashed line is the theoretical limit of the three RMSs (see text for details).
in panel (a) of Fig. 6 the interpolated values with black, magenta, blue, green, and orange lines for PSF-fitting, 1-pixel, 2-pixel, 3-pixel, 4-pixel aperture photometries, respectively. The dashed red line is the theoretical RMS limit, obtained considering all the sources of noise (shot noise, sky, Readout Noise, and dark current), and adopting an average Readout Noise of 9 e − /pixel, a dark current of 1 e − /s/pixel 4 , an average sky value of 100 e − s −1 , and an average aperture of 2 4 As reported in the TESS Instrument Handbook. pixels. In the bright regime (T 10.5) 3-pixel and 4-pixel aperture photometries give the lowest RMS; for stars with 10.5 T < 13.5 2-pixel aperture photometry is the best photometry; in the faint regime 1-pixel and PSF-fitting photometry give the best results. For completeness, we plotted in grey and light green the RMS distributions for PSF-fitting and 3-pixel aperture photometries, respectively.
Because the simple RMS parameter is affected by the variability of the stars, we computed the point-to-point RMS (P2P RMS), defined as the 68.27-th percentile of the distribution of the residuals from the median value of δF, where δF j = F j − F j+1 , and F j and F j+1 are the flux values at the epoch j and j + 1, and j = 1, ..., 1281. We derived the mean trends of the P2P RMS distributions for the different photometric methods as done for the RMS. For the following analysis, we used these mean P2P RMS trends to identify, for each star, the best photometry: for each star in the input catalogue with a given T magnitude, we selected the light curve obtained with the photometric method that at the given T returns the lower mean P2P RMS. In this phase we also excluded all the light curves that have < 300 photometric points and whose mean magnitude differs from that expected from the input catalogue > 2 magnitudes.
Panel (c) of Fig. 6 shows the 6.5-hour RMS distribution (grey points) for the previously selected light curves. This transit noise 6.5-hour RMS is obtained as described by Gilliland et al. (2011 Gilliland et al. ( , 2015 and Van Cleve et al. (2016): we flattened each light curve interpolating to it a 5th-order spline with 65 break points and removing out the outliers. We computed the standard deviation of a running mean with a window length equal to 6.5-hour (13 points). The azure line in panel (c) is the mean trend of the 6.5-hour RMS distribution, calculated as previously described: the trend reaches a minimum at ∼ 34 ppm. For T < 10 the distribution is bi-modal: stars that are not variable or whose period variability is > 6.5 hours have 6.5-hour RMS∼ 20 ppm. The stars with 6.5-hour RMS 30 are highly variable on short timescales and the flattening is not perfect. For stars with 10 T 14 we are able to detect exoplanets transits with depth < 1 mmag, while for T 14 it is possible to find transits with depth < 0.01 mag.
CANDIDATE EXOPLANET TRANSIT FINDING
We searched for transiting signals among the light curves selected in the previous section. As described in Sect. 2.5, we flattened all the light curves using 5-th order splines defined on 65 knots. For each light curve, we removed out the outliers and the photometric points with 1347.4 < t BTJD < 1349.4, whose photometry is affected by pointing problems and that, despite the cotrending, still have some residual systematic artifacts.
For each light curve we extracted both the Box-fitting Least-Squares (BLS, Kovács et al. 2002) and the Transitfitting Least Squares (TLS, Hippke & Heller 2019) periodograms. For both techniques we searched for transiting objects having period 0.6 ≤ P ≤ 14 days, and for each star we extracted the parameters useful to discriminate between light curves with and without candidate transits, such as the Signal Detection Efficiency (SDE), the Signal-to-Noise Ratio (SNR), the depth of the transit. To detect candidate transits we performed two independent analysis on BLS and TLS outputs and at the end we joined the results.
In Fig. 7 we summarise the procedure adopted for the selection of candidate transiting exoplanets both for TLS (left panels) and BLS (right panels) technique. As described in Nardiello et al. (2015) , we excluded spurious periods due to systematic errors by constructing the histogram of the period and removing the stars that form the spikes in the histogram: the red spike (∼ 7.5 d) in panels (a 1 ) and (a 2 ) represents the stars we removed. In a second step, we divided the distributions of SDE (SNR) in period intervals δP = 0.5 d and, within each bin, we calculated the 3σ-clipped mean value of SDE (SNR), SDE (SNR), and its standard deviation σ SDE (σ SNR ). We interpolated the mean points with a spline and we saved all the stars with SDE > SDE + 3 × σ SDE and SNR > SNR + 3 × σ SNR . We excluded all the stars having transit depths > 5%. In panels (b) and (c) the stars that passed the selection criteria are plotted in green: we recovered 186 stars and 145 stars in the case of TLS and BLS, respectively, with 63 stars in common.
Finally we visually inspected the candidate transits that passed the selections to exclude false alarms. We found 7 interesting objects on which we performed a series of tests to confirm or exclude the planetary nature.
Neighbour contamination
As a first test, we checked if the candidates are contaminated by close stars. We considered all the stars within the input catalogue that are at a distance < 100 arcsec ( 5 pixels) Figure 8 . Procedure adopted for the vetting of the candidate exoplanets CTO-1 and CTO-2. Panels (a) show the best-photometry phased light curves for the two targets. Panels (b) are the phased light curves obtained with PSF-fitting photometry. Panels (c) and (d) plot the phased light curves for odd and even transits, respectively: orange horizontal lines represent the depth of the transits, in yellow the 1σ zone. Panels (e) show the centroid offsets calculated using the centroids from the out-of-transit image (magenta crosses) and the position from Gaia DR2 (blue crosses); the red circle is the photometric aperture adopted, grey circles are all the stars in the Gaia DR2 catalogue.
from the target candidate and we checked their periods and phased light curves. In this way we excluded 4 stars that are blended with close eclipsing binaries.
Among the 3 stars that succeed the check, two of them are close stars showing the same (interesting) signal. We will analyse all of them in the next section.
Vetting and modelling of the candidates
In this section we verified that the selected stars are wellbehaved candidate transiting exoplanets. In order to do this, we did the following tests: (i) we checked the position of the centroid of the star during and outside the transit events; (ii) we compared the depth of the odd and even transits; (iii) we compared the best photometry with that obtained using PSF-fitting, less affected by the contamination effects.
The following sections will be dedicated to the vetting of the candidate transiting objects (CTOs).
Two close candidates
The first two candidates are two close stars at a distance δr ≃ 57.2 arcsec, and show similar signals in their light curves. The brighter star (Gaia DR2 4689801887175745536, hereafter CTO-1) has T ∼ 12.2 and, as explained in Sect. 2.5, the best light curve is obtained using the 2-pixel aperture photometry. The fainter star (Gaia DR2 4689813608144062080, hereafter CTO-2) has T ∼ 14.3, and 1-pixel aperture photometry gives the best result. The two stars present a periodic transit event with period P ∼ 3.982 d, but different depth: for CTO-1, the transit depth is ∼ 0.2 % (panel (a 1 ) Figure 9 . As in Fig. 8 , but for PATHOS-1 of Fig. 8) , while for CTO-2 the transit is ∼ 4 times deeper, as shown in panel (a 2 ) of Fig. 8 .
To verify if the signal belongs to CTO-1 or CTO-2, for both the targets we compared the best-aperture photometry with the PSF-fitting photometry (panels (b) of Fig. 8) , that is less affected by contamination problems. As shown in panel (b 1 ) of Fig. 8 , even if the scatter of the PSF-fitting light curve of CTO-1 is similar to that of 2-pixel aperture photometry (σ(PSF) ∼ 1060 ppm versus σ(APER) ∼ 970 ppm), the PSF-fitting photometry shows a less evident transit, with depth ∼ 0.1%. On the other hand, comparing the PSF-fitting (panel (b 2 )) and 1-pixel aperture (panel (a 2 )) photometries of CTO-2, it is possible to confirm the presence of the transits in both light curves, with the same depth.
As shown in Fig. 8 , we compared the depth of odd (panels (c)) and even (panels (d)) transits, to exclude the hypothesis that the transits events are eclipses of an eclipsing binary. We calculated the mean depth of odd/even transits (orange continuous lines in panels (c)) and its standard deviation (yellow strips): for CTO-1, we found that the 
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0.42 ± 0.10 u2 0.18 ± 0.10 odd and even transits have a depth of 2.1 ± 0.8 mmag and 1.6±0.3 mmag, respectively; CTO-2 have odd and even transits depth of 8.3 ± 1.9 mmag and 7.2 ± 1.3 mmag. For both stars, the depth of odd and even transits overlaps within 1×σ.
We analysed the centroid offset using the technique described by Twicken et al. (2018) . Briefly, we selected the images corresponding to the in-of-transit events and the images near the transit events (out-of-transit). For each transit, we calculated the mean in-and out-of-transit images, and then we stacked together all the mean in-and out-oftransit images. We calculated the difference image subtracting pixel-by-pixel the in-of-transit stack to the out-of-transit stack. We calculated the photocentres on the out-of-transit and on the difference images. We calculated two offsets: (1) the difference between the centroid obtained from the outof-transit and the difference images, and (2) the difference between the Gaia DR2 position and the centroid from the difference image. The offset locates the source of the transit signature.
Panels (e) of Fig. 8 shows the out-of-transit centroid analysis for the two stars. In each panel, the target star is centred in (0,0) and the red circle is the photometric aperture used to extract the light curve; in grey are all the sources in the Gaia DR2 catalogue, and magenta and blue crosses are the centroid offsets calculated using the centroids from the out-of-transit image and the position from Gaia DR2, respectively. According to the centroids, the transit events do not occurs on CTO-1 or CTO-2, but to a very faint star (G > 17.2) between the two candidates.
We searched in literature whether already discovered eclipsing binaries with magnitude G > 17 are located in that sky regions: Pawlak et al. (2016) , in a study of eclipsing binaries in the Magellanic Clouds using OGLE data Figure 10 . Panel (a) shows the G versus G BP −G RP CMD: in red are the stars that have high probability to be 47 Tuc members, in green the stars with high probability to belong to the SMC, in grey the field stars of the Milky Way. Panel (b) is the VPD for 47 Tuc, SMC, and Milky Way stars plotted in red, green and grey, respectively. Panel (c) shows the absolute magnitude M G versus G BP − G RP CMD for the Milky Way stars. In all the panels, the position of the candidate exoplanet PATHOS-1 is shown in azure. Panel (d) is the phased light curve of PATHOS-1; in red the best-fit model (see text for details). (Udalski et al. 1992) , found an eclipsing binary (OGLE-SMC-ECL-6193) with period P ∼ 7.9733, so twice the period of the two candidates, G ∼ 17.25 and located exactly where the centroids are shown in panels (e) of Fig. 8 . The depth of the primary eclipses is ∼ 0.3 magnitudes, while that of the secondary eclipses is ∼ 0.2 . So, given the differences in magnitudes between the two candidates and the eclipsing binary and the fraction of light of the eclipsing binary that falls within the aperture of the two candidates, we expect an induced transit of depth ∼ 0.1% and ∼ 1% for CTO-1 and CTO-2, respectively.
We conclude that the two candidates are false positive generated by the blending with a fainter eclipsing binary located between them. Figure 9 shows the vetting procedure for the candidate transiting exoplanet PATHOS-1 (T ∼ 15.3, P ∼ 3.86 d). The comparison between the best photometry (1-pixel aperture, panel (a 1 )) and the PSF-fitting photometry shows that it is possible to identify the transit events in both of the light curves. Comparing the odd (1.3±0.6 %) and even (2.2±1.3 %) transit events (panels (c 1 ) and (d 1 )) we found that the depths are compatible within 1×σ. From the analysis of outof-transit centroids (panel (e 1 ) of Fig. 9 ), we confirm that the transit events occur on PATHOS-1.
A candidate exoplanet: PATHOS-1
PATHOS-1 is a field star located on the main sequence (MS) of the Galaxy (see panels (a), (b), and (c) of Fig. 10 ).
We extracted transit parameters using a modified version of the code used by Borsato et al. (2019) and Benatti et al. (2019) . It selects a portion of the light-curve around each transit of about ±2 × T 14 (T 14 is the duration of the transit from the TLS) from the linear ephemeris determined with TLS. This code models the transit with the batman-package (Kreidberg 2015) and computes the posterior distribution with emcee (affine invariant Markov-Chain Monte Carlo sampler, Foreman-Mackey et al. 2013).
The code fits as common parameters the stellar density ρ ⋆ (in Solar unit), the base-2 logarithm of the period of the planet (log 2 P), the radii ratio (k = R p /R ⋆ ), the impact parameter (b), the quadratic limb darkening (LD) parameters, q 1 and q 2 , as proposed by Kipping (2013) , a base-2 logarithm of a jitter term (log 2 σ j ), the reference transit times (T 0 ). For each transit it fits a detrending polynomial of third order (coefficients c 0 , c 1 , c 2 ) and the time of the centre of the transit (TT). It this way it computes simultaneously each transit time (TT) and the linear ephemeris (given by the period and T 0 ). We fixed the eccentricity e to 0 and the argument of the pericenter ω to 90 deg. We used uniform-uninformative priors within conservative boundaries for all the parameters, but Gaussian priors for the stellar density and LD parameters. The prior for the density has been computed from the stellar radius (R ⋆ ) and mass (M ⋆ ); from the Gaia DR2 catalogue the star has R ⋆ = 0.86 ± 0.02 R ⊙ and, using massluminosity relation L ∝ M 3.5 , we found M ⋆ = 0.78 ± 0.02 M ⊙ . The quadratic LD parameters have been determined from the Claret (2018) table for T eff = 4985±59 K (from Gaia DR2) and we adopted priors with a Gaussina conservative error of about 0.1 for both the parameters.
We run emcee with 72 walkers and for 20 000 steps. We removed the first 2000 steps as burn-in (checked visually the convergence of the chains) and we used a pessimistic thinning factor of 100. From the posterior distribution we computed the physical posteriors and computed the uncertainties as the high density interval (HDI) at 68% (1σ equivalent). We computed the median of the physical posterior distribution as the best-fit transit parameters (reduced χ 2 ∼ 0.92). We found that the period of the candidate exoplanet is P ∼ 3.8582 d and k ∼ 0.152, i.e., R p ∼ 1.27 R Jup . Table 1 gives all the physical parameters with errors. Fig. 10 shows the phased light curve and, over-imposed in red, the best fitting model. Figure 11 . Procedure adopted for the selection of candidate variable stars. Panels (a), (b), and (c) show the selection in the SNR versus Period plane for the GLS, AoV, and BLS periodograms, respectively: in orange are the stars that have high probability to be variables. Panels (d) and (e) are the VPD and the G versus G BP − G RP CMD, respectively: in blue, red, and green are the candidate variable stars that belong to field, 47 Tuc, and SMC, respectively. Panels (f) are some examples of light curves of stars with high probability to be variables: the light curves are colour-coded as in panel (d) and (e).
Panel (d) of

VARIABLE STARS
Variable star detection has been performed using three different algorithms: the Generalized Lomb-Scargle (GLS) periodogram (Zechmeister & Kürster 2009 ), the Analysis of Variance (AoV) periodogram (Schwarzenberg-Czerny 1989), and the BLS periodogram. The procedure is illustrated in Fig. 11 . We isolated the candidate variable stars using the Signal-to-Noise Ratio (SNR) parameter and adopting the procedure described in Nardiello et al. (2015) : first, we produced the histograms of the detected periods for all the light curves and suppressed the spikes due to systematic effects in the light curves. We divided the SNR distributions in bins of period δP = 1 d and we computed the 3.5σ-clipped mean and standard deviation values of the SNR within each period interval. We interpolated the points 4σ above the mean values with a spline and selected all the stars above this line (orange points in panels (a), (b), and (c) of Fig. 11 ). The number of candidate variable stars so selected are 2446 and 561 according the GLS and AoV algorithms, respectively. The variables identified by both the techniques are 502. The number of variable sources found with BLS periodogram is 391. We used a routine of VARTOOLS (Hartman & Bakos 2016) to exclude the sources that show variability because blended with a real variable star. After excluding blends and after a visual inspection, we identified 34 eclipsing binaries. Positions of the candidate variables in the VPD and CMD are plotted in blue (field stars), red (47 Tuc members), and green (SMC stars) in panels (d) and (e) of Fig. 11, respectively . Panels 
Eclipsing Binaries
We detected 34 eclipsing binaries. Their phased light curves are shown in Fig. 12 colour-coded as the variables in Fig. 11 . Among the detected eclipsing binaries, 4 of them have a high probability to be 47 Tuc members (in red), one is a star in the SMC (in green), and the other 28 stars belong to the Galactic field (in blue). In Table 2 we listed the 34 eclipsing binaries. We cross-identified our list of eclipsing binaries with other catalogues in literature. We found 6 stars in common with the catalogue by Clement et al. (2001 Clement et al. ( , updated to 2017 , 13 listed also in the catalogue of eclipsing binaries based on OGLE data (Pawlak et al. 2016) , and two in the GCVS catalogue (Samus' et al. 2017) . The period distribution of the detected eclipsing binaries is peaked at ∼0.3-0.4 d, and ∼ 58 % of stars have P< 1 d and are contact binaries.
RGB and AGB stars of 47 Tuc
We analysed the RGB stars members of 47 Tuc, that we flagged as candidate variable, to find their variability periods. To minimise the effects of the blends, we excluded from the analysis the RGB stars located at a distance < 7.5 arcmin from the cluster centre. We also excluded all the stars that are blends, by comparing their light curves (and the periods found by GLS/AoV) with those of the neighbours located at a distance of 100 arcsec. After these selections, we saved 54 RGB stars with a good light curve. A sample of these light Samus' et al. (2017) curves is shown in panels (a) of Fig. 13 , while in panel (b) we show their position (red points) on the T versus G BP − G RP CMD. We re-extracted the GLS periodograms for these light curves, but in this second iteration we looked for periods between 0.1 and 150 days. We listed the 54 RGB stars, their astro-photometric properties and their periods in Table 3 . In this paper we extend the work by Lebzelter et al. (2005) : they analysed the long period, pulsating stars located on the tip of the RGB in the Period-Luminosity (PL) plan. Because of the uncertainties on their photometric series, their study was limited to stars with V 12. Thanks to the high quality of our light curves, we are able to extend the PL distribution to fainter magnitudes (T ∼ 15.1). Panel (c) of Fig. 13 shows the relation between T magnitude and the period for the RGB stars analysed by Lebzelter et al. (2005, azure squares) and by us (red points) 5 : the two distributions are superimposed. In the range 9.5 T 12.0, the period is proportional to the luminosity of the stars. In the range 12.0 T 15.5 we found the unexpected result that the period is inversely proportional to the luminosity. For completeness, we show the relation Period-Colour (PC) in panel (d) of Fig. 13 : for (G BP − G RP ) 1.5 the period grows with the colour, while for (G BP − G RP ) 1.5 the period decreases with the colour.
We did the same analysis with the asymptotic giantbranch (AGB) stars members of 47 Tuc. We found 24 AGB variable stars with good light curves; they are listed in Table 4 . We derived the period by using the GLS periodogram and looking for periods between 0.1 and 150 days. Finally we analysed the PL and PC distributions. Figure 14 summarises the results. Panels (c) and (d) show that the PL and PC distributions for AGB (in green) and RGB (in red) stars are superimposed.
A detailed analysis of the PL/PC distributions for AGB and RGB stars in globular clusters is beyond the scope of this work and might be the subject of a future analysis based on our released light curves.
COMPARISON WITH OTHER PIPELINES
At present, the most advanced pipeline aimed at the extraction of any kind of light curve from FFIs is eleanor (Feinstein et al. 2019) . In this section we compare the quality of our photometry with that obtained by eleanor, highlighting the importance of neighbour subtraction when we consider crowded environments. Figure 15 shows six different raw light curves of stars with different luminosities and located in environments characterised by different levels of crowding. Panels on the right show that the contamination by neighbour stars in the cases (a) (Gaia DR2 4689720939927488768, T ∼ 7.7), (d) (Gaia DR2 4689760969022718720, T ∼ 13.1), and (e) (Gaia DR2 4689953108681026304, T ∼ 15.6 ) is low, and the raw light curves output of the PATHOS pipeline (left panels, in blue) and eleanor pipeline (middle panels, in red) are the radius of the candidate exoplanet would be underestimated. In the cases (c) (Gaia DR2 4689837419442795648, T ∼ 10.8) and (f) (Gaia DR2 4689619853580301824, T ∼ 15.9) the presence of many neighbour stars strongly affects the shape and the quality of the light curve of the target star; in particular, in the case (f) the variability of the target star is significantly diluted by the light of the neighbour stars.
THE DATA RELEASE
We publicly release all the light curves extracted in this work. The light curves will be available in the Mikulski Archive for Space Telescopes (MAST) as a High Level Science Product (HLSP) via https://doi.org/10.17909/t9-es7m-vw14. Each light curve contains the epoch in BTJD, the 5 extracted photometries (PSF-fitting, 1-pixel, 2-pixel, 3-pixel, 4-pixel aperture), the value of the local sky, the position (x, y) on the image, and the data quality flag (see Sect. 9 of the TESS Science Data Products Description Document 6 , for details). Light curves are both in ascii and fits format, which header contains information on the star (from the Gaia DR2 catalogue) and on its observations. 6 https://archive.stsci.edu/missions/tess/doc/EXP-TESS-ARC-ICD-TM-0014.pdf
SUMMARY
In this work we presented our PSF-based approach, applied for the first time to TESS FFIs, in order to extract light curves of stars in a crowded field centred on 47 Tuc. The pipeline presented in this pilot work is essential for the success of the PATHOS project, whose main scope is the analysis of high-precision light curves of stellar cluster members, in order to find candidate exoplanets orbiting bright cluster stars and variable stars. Discovering and characterising exoplanets in stellar clusters (especially open clusters and young associations) represent an important ingredient to understand how exoplanet systems have formed and evolved. At variance with what happens for most Galactic field stars, cluster star parameters (such as age, mass, and chemical composition) are generally well determined with high accuracy. This allows us to correlate stellar parameters (such as stellar mass) with exoplanet characteristics. Furthermore, hundreds of stellar clusters populate the Milky Way (Cantat-Gaudin et al. 2016) , having ages that span from few tens Myrs to ∼ 10 Gyrs (Bossini et al. 2019) and showing a wide variety of chemical compositions. Combining pieces of information on stellar clusters with exoplanet properties (and with the rate of exoplanets in stellar clusters), it will be possible to understand how ages of stars, and the environment in which they are embedded, have affected the formation and evolution of exoplanets.
In this pilot project we have extracted, corrected, and analysed the light curves of 16641 stars in a field containing the globular cluster 47 Tuc. These stars belong either to 47 Tuc, or the Milky Way, or the SMC. We took advantage of the Gaia DR2 catalogue to extract not only astro- Figure 15 . Comparison between the raw light curves extracted with the PATHOS pipeline (in blue, left panels) and the eleanor pipeline (in red, middle panels). Right panels show the finding charts of the target stars, obtained by using the Gaia DR2 data: in red the size of the aperture used for the extraction of the light curves. The light curves are sorted by magnitude.
photometric data of stars located in this region, but also, when possible, stellar parameters. We searched for transit signals among the extracted light curves and we found and characterised a candidate transiting exoplanet orbiting a MS field star. This candidate exoplanet, named PATHOS-1, is not in the list of TESS Objects of Interest (TOI) 7 and is a new discovery. No candidate transiting exoplanets have been found around bright RGB stars of 47 Tuc; given the nature of RGB stars, the probability of finding exoplanets orbiting them and having periods < 27 days, is low. We also searched for variables among the stars in the analysed field. We analysed the 34 eclipsing binaries in the field and the relations PL and PC for the RGB and AGB stars members of 47 Tuc. We found that the period of variability for AGB and RGB stars is proportional to the luminosity above the mean magnitude of the RGB bump, but we found also that below the RGB bump the period decreases as the stellar brightness increases.
The raw and corrected light curves will be uploaded on the MAST archive as HLSP. In this way, they will always be available to the astronomical community for any scientific goal.
