We introduce a new notion of G-expectation-weighted Sobolev spaces, or in short, G-Sobolev spaces, and prove that a backward SDEs driven by G-Brownian motion are in fact path dependent PDEs in the corresponding G-Sobolev spaces. For the linear case of G corresponding the classical Wiener probability space (Ω, F, P ), we have established a 1-1 correspondence between BSDE and such new type of quasilinear PDE in the corresponding P -Sobolev space. When G is nonlinear, we also provide such 1-1 correspondence between a fully nonlinear PDE in the corresponding G-Sobolev space and BSDE driven by G-Brownian. Consequently, the existence and uniqueness of such type of fully nonlinear path-dependence PDE in G-Sobolev space have been obtained via a recent results of BSDE driven by G-Brownian motion.
Introduction
The notion of path-dependent PDE was proposed in Peng's ICM2010 lecture. For fully nonlinear path PDE corresponding a G-martingale, the motivation was already revealed in the construction of G-expectation: let Ω = C 0 (R + , R) be the space of all real valued continuous paths ω = (ω(t)) s≥0 ∈ Ω with ω(0) = 0. For each fixed t ∈ [0, ∞), we set Ω t := {ω t = (ω(t)) s∈ [0,t] : ω ∈ Ω}. We denote the canonical process by B(t, ω) = ω(t). Let us recall the definition of G-Brownian motion and its corresponding G-expectation introduced in [Peng2007] . We are given a linear space of functions of paths:
L ip (Ω T ) := {ϕ(ω(t 1 ), · · · , ω(t n ) : t 1 , · · · , t n ∈ [0, T ], ϕ ∈ C l.Lip (R n ), n ∈ N}, where C l.Lip (R n ) is the collection of locally Lipschitz functions on R n . The key point in the definition of G-Brownian motion, for a given sublinear function G(a) := 1 2 (σ 2 a + − σ 2 a − ), (σ 2 ≤ σ 2 are given coefficients) is to define, for each ξ(ω) ∈ L ip (Ω T ) of the form ξ(ω) = ϕ(ω(t 1 ), ω(t 2 ), · · · , ω(t n )), 0 = t 0 < t 1 < · · · < t n ≤ T, the following G-conditional expectation E G t [ξ] := u k (t, ω(t); ω(t 1 ), · · · , ω(t k−1 )) for each t ∈ [t k−1 , t k ), k = 1, · · · , n. Here, for each k = 1, · · · , n, u k = u k (t, x; x 1 , · · · , x k−1 ) is a function of (t, x) parameterized by (x 1 , · · · , x k−1 ) ∈ R k−1 which is the solution of following PDE (G-heat equation) defined on [t n−1 , t n ) × R: for k = n, u n is the solution of ∂ t u n + G(∂ xx u n ) = 0, with terminal condition u n (t n , x; x 1 , · · · , x n−1 ) = ϕ(x 1 , · · · x n−1 , x); and for k = 1, 2, · · · , n − 1, u k is the solution of the same PDE ∂ t u k + G(∂ xx u k ) = 0 defined on (t, x) ∈ [t k−1 , t k ) × R, with terminal condition u k (t k , x; x 1 , · · · , x k−1 ) = u k+1 (t k , x; x 1 , · · · x k−1 , x).
The G-expectation of ξ(ω) is defined by
, is a G-martingale, which is regarded as a typical solution of path-dependent equation of "∂ t u + G(∂ xx u) = 0" with terminal condition u(ω T ) = ξ(ω). In fact the construction of a "G-Sobolev space" is already implicitly "given".
The above G-framework is the main motivation of this paper to systematically introduce the following new class of smooth cylinder processes of path
. Based on this, we can natually define the derivatives for such smooth function of path u(ω t ):
(see Section 3 for the detail definitions). Based on these well-defined derivatives we can construct the corresponding G-Sobolev space of functions of paths using the norm · L p G . It turns out that this new framework of G-Sobolev space provides a natural and powerful tool in the study of G-martingales, fully nonlinear BSDEs, G-Itô's calculus and their relations with fully nonlinear path-dependent PDEs.
We notice that, when G is linear, i.e., G(a) = a/2, G-Brownian motion becomes a standard Brownian motion and G-expectation is the classical expectation of the Wiener probability. The notation D x u(ω t ) coincides with the well-known Malliavin calculus in the following sense: D x u(ω t ) = D t u(ω t ) where Du is the Malliavin derivative. Even in this quite elementary case, we have established a 1-1 correspondence between the classical BSDE and a new type of quasilinear PDE in the corresponding "P -Sobolev space". When G is nonlinear, we also provide such 1-1 correspondence between a fully nonlinear PDE in the corresponding G-Sobolev space and BSDE driven by a G-Brownian. Consequently, the existence and uniqueness of such type of fully nonlinear pathdependence PDE in G-Sobolev space have been obtained via a recent results of BSDE driven by G-Brownian motion (see [HJPS2012] ).
On the other hand, our definition of derivatives for the above smooth cylinder path process u(ω t ) corresponds perfectly with Dupire's one. The paper is organized as follows. In section 2, we present some basic notions and definitions of the related spaces under G-expectation. In section 3 we define the first-order Sobolev space W 
Some definitions and notations
We review some basic notions and definitions of the related spaces under Gexpectation. The readers may refer to [23] , [24] , [25] , [26] , [28] for more details.
Let Ω = C 0 (R + ; R d ) and B t (ω) = ω(t), ω ∈ Ω be the canonical process. For t ∈ R + , denote by ω t the path {ω(s)} s∈ [0,t] and Ω t the totality of such paths.
Definition 2.1 (Cylinder functions)
A function ξ : Ω T → R is called a cylinder function of paths on [0, T ] if it can be represented by 
Here
is a bounded cylinder function of paths on [0, T ]. We denote by M 0 (0, T ) the collection of all step processes.
with respect to the norm
In the Wiener probability space (Ω T , F , {F t }, P ), we denote the corresponding norms and spaces by 
Here for each k, the function
such that, all derivatives of u k have at most polynomial growth. We denote by C ∞ (0, T ) for the collection of all cylinder path processes.
The following proposition is easy.
Proposition 3.2 Let η, ζ be step processes. Then
It is clear that
We denote D t = D
(1) t for simplicity.
For t ∈ (t k , t k+1 ], we denote
Let D be the Malliavin derivative operator. For u ∈ C ∞ (0, T ), we have
In the sequel, we shall give the definitions of G-Sobolev spaces. For readers' convenience, we divide the discussions into two parts. First we consider this problem in the framework of the classical Wiener probability space, which presents a completely new point of view of Itô processes.
The above definition derivatives corresponds perfectly with Dupire's one, introduced in his insightful paper (2009) (see also [CF2010] ). An advantage of our new formulation is that we do not need to define of our derivatives on a space of right continuous paths with left limit.
In the Wiener probability space (Ω, F , P )
For the case G(A) = 1 2 tr(A), the above G-expectation is just the expectation E P of the Wiener Probability Space (Ω, F , P ) and the G-Brownian motion B becomes the Wiener process. In this case u ∈ C ∞ (0, ∞) has the following decomposition:
where
Denote by S 2
Proof. The proposition follows directly from the uniqueness of the decomposition for Itô processes.
Denote by W 
Clearly u n belongs to C ∞ (0, T ) by Proposition 3.2. By Proposition 3.3 and the uniqueness of the decomposition for Itô processes, we have
So u belongs to W 1 P (0, T ) with
G-Sobolev space under G-expectation
In the G-expectation space, we have the following decomposition for u ∈ C ∞ (0, ∞).
Proposition 3.7 For each given u ∈ C ∞ (0, ∞) we have
x u(ω s )),
is a non-increasing G-martingale.
We denote by S 2
To define the G-Sobolev spaces, the key point is to show the uniqueness of the decomposition for G-Itô processes, which was actually solved by Song (2012) in the one-dimensional G-expectation space and by Peng, Song and Zhang (2012) for the multi-dimensional case.
For simplicity of notation, in the rest of this paper we only consider the one-dimensional G-expectation space withσ 
Proof. The proposition follows directly from the uniqueness of the decomposition for G-Itô processes.
(ii) u is of the form:
Moreover, we have
Proof. 
Clearly u n belongs to C ∞ (0, T ). By Proposition 3.7 and the uniqueness of the decomposition for G-Itô processes, we have
It's easy to check that E
Remark 3.12 1) By Proposition 3.11 we note that the equality 
BSDEs and path-dependent PDEs
In this section we show that a backward stochastic differential equation is in fact a path dependent PDE
Classical backward SDEs
Recall that a classical backward SDE is defined on a Wiener probability space (Ω, F , P ): to find a pair of processes (Y,
where g is a given function and is a given F T -measurable random variable.
We shall show that the backward SDE (4.1) is equivalent to the path dependent PDE: to find u ∈ W 1 P (0, T ) such that (ii) u is a solution to the path dependent PDE (4.2-4.3). Z) is a solution to the backward SDE (4.1). By Proposition 3.6 we know that u(ω t ) :
Theorem 4.1 Let (Y, Z) be a solution to the backward SDE (4.1). Then we have u(ω
t ) := Y t (ω) ∈ W 1 P (0, T ) with D x u(ω t ) = Z t (ω). Moreover, given u(ω t ) ∈ W 1 P (0, T ),
Proof. (i) =⇒ (ii). Assume that (Y,
(ii) =⇒ (i). Assume that u(ω t ) ∈ W 1 P (0, T ) is a solution to the path dependent PDE (4.2-4.3). By Proposition 3.6 we have
Remark 4.2 The advantage of our formulation is the path dependent PDE can be a system of PDEs, namely u(ω t ) can be R m -valued, or even H-valued for a Hilbert space H. Assume that (Y, Z) is the solution to the backward SDE (4.1) with the coefficients (ϕ(B T ), h(t, B t , y, z) ). By the classical arguments in the BSDE theory, we know that Y is Markovian, i.e., there exists a deterministic function u(t, x) such that Y t = u(t, B t ). Assuming u(t, x) is smooth, we have
By Theorem 4.1, we have
Equivalently,
This is just the non-linear Feynman-Kac formula originally studied in Peng (1991) and Pardoux-Peng (1992).
Backward SDEs driven by G-Brownian motion
Let us consider backward SDEs driven by G-Brownian motion in the following from: to find
f is a given function and ξ is a given random variable.
The related path dependent PDEs: to find u ∈ W 2 G (0, T ) such that
Assumption 2. 
is a solution to the backward SDE (4.4); (ii) u is a solution to the path dependent PDE (4.5-4.6).
W
However, we don't know whether the metricd W 1 G is closable in the space S 2 G (0, T ), which is equivalent to the uniqueness of the following decomposition:
Q : Assume
For a step process η, set η In order to define the first-order G-Sobolev space, we first recall the structure of G-martingales. [24] proved that for any ξ ∈ C ∞ (Ω T ), the G-martingale
has the following representation:
for some Z, η ∈ M 2 G (0, T ) and conjectured that for any ξ ∈ L 2 G (Ω T ) the representation (5.1) holds. Besides, [24] showed that for any η ∈ M 2 G (0, T ),
. [34] showed that for any ξ ∈ L 2 G (Ω T ) the G-martingale X t := E G t [ξ] has the following decomposition:
where K t is a non-increasing G-martingale.
Song [37] showed that L p G (Ω T ) ⊃ L q G (Ω T ) for any 1 ≤ p < q. Moreover, [37] proved that the decomposition (5.2) holds for any ξ ∈ L p G (Ω T ) with p > 1. Independently, [35] showed that L 
