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A Two-Stage Iterationfor Solving Nearly UncoupledMarkov ChainsG. W. StewartW. J. StewartD. F. McAllisterABSTRACTThis paper is concerned with an iteration for determining the steady-state probability vector of a nearly uncoupled Markov Chain. Thestates of these chains can be partitioned into aggregates with low prob-abilities of transitions between aggregates. The iteration consists ofalternating block Gauss{Seidel iterations with Rayleigh{Ritz rene-ments. Under natural regularity conditions, the composite iterationreduces the error by a factor proportional to the size of the couplingbetween aggregates, so that the more loosely the chain is coupled, thefaster the convergence.1. IntroductionStochastic models of computer systems often result in Markov chains with a verylarge number of states. For example, a closed exponential queuing network withK servers and N customers may generate a chain that grows like NK=K! as Nbecomes large. In order to determine the steady-state probability vector of a verylarge chain it is necessary to exploit any special structure that the underlyingsystem may have.In this paper we shall be concerned with nearly uncoupled Markov chains (alsoknown as nearly completely decomposable Markov chains). These chains modelsystems whose components can be clustered into loosely coupled aggregates oftightly interacting states. Mathematically, the states of such chains can be orderedso that the state transition probability matrix has the formA = 0BBBB@ A11 E12    E1lE21 A22    E2l... ... ...El1 El2    All 1CCCCA (1:1)1
Two-Stage Iteration 2where the o-diagonal blocks Eij are small compared to the diagonal blocks Aii.For later use we shall write A = D + E; (1:2)where D = diag(A11; A22; : : : ; All); (1:3)and set  = kEk; (1:4)where k  k denotes the spectral norm [7, Ch. 4].Since A is stochastic, it satises Ax = x; (1:5)where x denotes the vector whose components are all one. We shall assume thatthe chain is irreducible and aperiodic [3, Ch. 2], so that there is a unique, positivesteady state vector y that satises yTA = yT (1:6)and yTx = 1: (1:7)The purpose of this paper is to introduce a composite algorithm for computingy. The proposed algorithm is iterative, each iteration consisting of two parts|asequence of block Gauss{Seidel steps followed by a Rayleigh{Ritz renement. Weshall now describe each step in detail.The block Gauss{Seidel step is the iteration commonly used to solve the largelinear systems arising in the numerical treatment of partial dierential equations[11]. In this case we apply it to the systemyT(I  A) = 0; (1:8)which is equivalent to (1.6). Let z denote the current approximation to y, andpartition z conformally with the partitioning of A in (1.1):zT = (zT1 zT2 : : : zTl ): (1:9)The block Gauss{Seidel iteration produces a new approximation ~z to y accordingto the formula~zTj = Xi<j ~zTi Eij +Xi>j zTi Eij(I  Ajj) 1 (j = 1; 2; : : : ; l): (1:10)
Two-Stage Iteration 3In other words ~zj is just the vector obtained by solving the jth row of the parti-tioned form of (1.8) while holding ~z1 : : : ~zj 1 and zj+1 : : : zl xed.The Rayleigh{Ritz step is a standard method for extracting an approximateeigenvector from a subspace that nearly contains the eigenvector. Again let z,the current approximation to y, be partitioned as in (1.9), and assume that thecomponents of z are positive. Let ẑj = zj=kzjk1, where k  k1 denotes the 1-norm[7, Ch. 4]. The space from which the new approximation ~z is to be extracted isspanned by the columns of the matrixTz = 0BBBB@ ẑ1 0    00 ẑ2    0... ... ...0 0    ẑl 1CCCCA : (1:11)The algorithm goes as follows. SetS = 0BBBB@ x1 0    00 x2    0... ... ...0 0    xl 1CCCCA ; (1:12)where the xi are from a partition of x conformal with (1.1). ComputeBz = TTz AS: (1:13)It is easily veried that Bz is an irreducible, aperiodic, stochastic matrix andtherefore has a unique, positive eigenvector vz that satisesvTz Bz = vTz (kvzk1 = 1): (1:14)The new approximation ~z to y is given by~z = Tzvz: (1:15)The iteration proposed here consists of alternating sequences of Gauss{Seideland Rayleigh{Ritz steps. In the next two sections of this paper we shall give amathematical analysis of this method. However, the treatment is quite involved,and it is appropriate to summarize our results here. Those who are uninterestedin the supporting details should pass directly from the end of this section to x4,where implementation issues are discussed.
Two-Stage Iteration 4Provided certain regularity conditions are satised, our results hold for allsuciently small . In Section 2 it will be shown that the vector z can be writtenin the form z = y + Y2g2 + Y3g3; (1:16)where Y2 is an n (l 1) matrix and Y3 is an n (n  l) matrix, both constructedfrom the matrix A. If we seti = kgik (i = 2; 3); (1:17)then the sizes of the i tell how good an approximation z is to y. It turns outthat the Gauss{Seidel step reduces 3 by a factor of order . The subsequentRayleigh{Ritz step reduces 2, again by a factor of order . Thus the compositeiteration reduces the error by a factor of order . Both steps are necessary, sincethe Gauss{Seidel step may reduce 2 only slowly, while the Rayleigh{Ritz step isstationary after one application (because Tz = T~z).In this paper we shall analyze only the Gauss{Seidel step, since the Rayleigh{Ritz step has been analyzed elsewhere [4]. The latter is closely related to methodsof aggregation, which were rst proposed in this connection by Simon and Ando[5]. The idea is to determine a vector z such that Tz is a good approximationto Ty and then apply a Rayleigh{Ritz step to approximate y. The diagonals ofTz are usually found by solving eigenvalue problems associated with with the Aii.For example, Stewart [8] takes the ẑi to be the normalized left eigenvectors of theAii; Courtois [1] takes them to be the normalized left eigenvectors of stochasticapproximations Aii to the Aii. Under appropriate assumptions, either methodproduces an O() approximation to y.The drawback of this form of aggregation is that it produces a single result,which may or may not be accurate enough. To remedy this defect, two workershave proposed composite iterative schemes that reduce the error by a factor oforder . Takahashi [9] has proposed a method that turns out to be very close tothe one analyzed here; so close, in fact, that the analysis of our method may beeasily extended to prove the convergence of his.The method of Vantilborgh [10] is quite dierent in character. He uses anapproximation to y to construct stochastic matrices Aii, each with the propertythat its steady-state vector ẑi is an improved approximation to the correspondingpart of y, suitably normalized. These vectors are used in a Rayleigh{Ritz step,as described above. Vantilborgh indicates that when this process is iterated, itprovides an O() reduction in the error for each step. The chief drawback of the
Two-Stage Iteration 5algorithm is that it requires the solution of l eigenvalue problems to compute theẑi. The paper is organized as follows. In the next section material from [4] onthe structure of nearly uncoupled Markov chains is reviewed. Careful attentionwill be devoted to the conditions that must obtain as  approaches zero in orderfor our results to be valid. In x3 the Gauss{Seidel step is analyzed. The paperconcludes with a section containing a discussion of the computational issues andan example.2. The Structure of Nearly Uncoupled Markov ChainsIn this section we shall review some results found in [4] on the structure of nearlyuncoupled Markov chains. The purpose is twofold. First, among the results is aprecise statement of the behavior of the Rayleigh{Ritz renement. Second, thenotation and results are needed to establish the properties of the Gauss{Seidelstep.We wish for our results to hold uniformly as  approaches zero; i.e., as Aapproaches a block diagonal matrix. This requires that we restrict the way inwhich A approaches block diagonality; for very simple counter examples show thata small  is not by itself sucient to guarantee the structure usually associated withnearly uncoupled matrices. One approach is to assume a specic parameterizationfor A. For example, in [1] and [10] it is assumed that A can be written in the formA = A + B; (2:1)where A is a block diagonal stochastic matrix. Although this approach works, ithas two drawbacks. First, it does not allow the elements of E to approach zeroother than linearly. Second, it presupposes that the approach to the limit is alongthe xed path determined by the matrix B. We therefore prefer to place dierentrestrictions on the behavior of A as  approaches zero, restrictions which at onceovercome the above drawbacks and give insight into how the theory can fail.The rst condition species how the components of y behave. WriteyT = (yT1 yT2 : : : yTl ); (2:2)where the partitioning is conformal with the underlying partition of the chain.Then we require the following for our rst condition.
Two-Stage Iteration 6Regularity Condition 1. There is a constant m1 > 0 such thatkyik1  m1 (i = 1; 2; : : : ; l): (2:3)This condition is related to the asymptotic block irreducibility of A. Specif-ically, set ŷi = yi=kyik1 and let By be dened in analogy with (1.13). Then thediagonal elements ŷTi Aiixi of By approach one, while the o-diagonal elementsŷTi Eijxj approach zero at least as fast as . If some of the o-diagonal elementsof By were to approach zero faster than others in such a way that By approachesreducibility, then one would expect some of the components of the left eigenvectorvy of By to approach zero. But it is easily veried thatvTy = (ky1k1; ky2k1; : : : ; kylk1): (2:4)Thus (2.3) guards against the eects of asymptotic reducibility.The second condition requires some further notation. In [4] it is shown thatthere are matrices Ji and Ki such that(xi Ji) 1 = (ŷi Ki)T (i = 1; 2; : : : ; l): (2:5)Moreover, for i = 1; 2; : : : ; l the norms of the Ji and Ki are bounded by quantitiesthat are independent of . Let(ŷi Ki)TAii(xi Ji) =  i hTigi Ci ! (i = 1; 2; : : : ; l): (2:6)Our second regularity condition may now be stated as follows.Regularity Condition 2. There is a constant M2 such thatk(I  Ci) 1k < M2 (i = 1; 2; : : : ; l): (2:7)This condition circumscribes the behavior of the smallest n  l eigenvalues ofA. To see this, note that as  approaches zero, the eigenvalues of A approach thoseof the Aii, or equivalently those of the matrices (2.6), which by (2.5) are similarto the Aii. Now it is shown in [4] that g and h approach zero as  approacheszero, and it is easy to verify that the i approach one. Thus the smallest n   leigenvalues of A approach the eigenvalues of the Ci. Since the norm of a matrix isa bound on its eigenvalues, if c denotes any eigenvalue of Ci then it follows from(2.7) that j1  cj 1 < M2, or equivalentlyj1  cj > 1M2 : (2:8)
Two-Stage Iteration 7Thus the second regularity condition insures that the smallest n   l eigenvaluesof A remain uniformly bounded away from one.In order to describe the structure of nearly uncoupled Markov chains thatsatisfy the two regularity conditions, we must introduce still more notation. Wehave observed that the vector vy dened by (2.4) is a left eigenvector of By.Similarly the vector u = (1; 1; : : : ; 1)T is a right eigenvector of By. By the remarkssurrounding equation (2.5), we can nd uniformly bounded matrices U and V ofdimension l  (l  1) such that(u U) 1 = (vy V )T: (2:9)Because u and vy are right and left eigenvectors of By,(vy V )TBy(u U) =  1 00 ~A2 ! ; (2:10)that is the similarity transformation (2.10) block diagonalizes By, placing theeigenvalue one in the upper left and the remaining eigenvalues in the matrix ~A2.Finally set J = 0BBBB@ J1 0    00 J2    0... ... ...0 0    Jl 1CCCCA ; (2:11)K = 0BBBB@ K1 0    00 K2    0... ... ...0 0    Kl 1CCCCA ; (2:12)and ~A3 = KTAJ: (2:13)We are now in a position to state the main result of this section, which assertsthe existence and describes the structure of matrices (x X2 X3) and (y Y2 Y3)satisfying (x X2 X3) 1 = (y Y2 Y3)T (2:14)and (y Y2 Y3)TA(x X2 X3) = diag(1; A2; A3): (2:15)Here A2 is of order l  1 and A3 is of order n  l. The proof may be found in [4].
Two-Stage Iteration 8Theorem 2.1. Let A satisfy Regularity Conditions 1 and 2. Then for all su-ciently small  the decomposition (2.14-2.15) exists. Moreover, there are matricesP and Q satisfying kPk; kQk = O() (2:16)such that 1: x = Su; 2: y = Tyvy;3: X2 = SU + JP +O(2); 4: Y2 = TyV +KQ;5: X3 = J   SUQT +O(2); 6: Y3 = K   TyV PT;7: A2 = ~A2 +O(2); 8: A3 = ~A3 +O(2): (2:17)There are several comments to be made about this theorem. In the rst place,it follows from (2.15) that Y Ti A = AiY Ti (i = 1; 2): (2:18)This shows that the space spanned by the columns of Yi is a left invariant subspaceof A; that is, it is unchanged when it is transformed by AT. The matrix Ai is therepresentation of A restricted to the column space of Yi.Since from (2.17) the powers of A satisfyY Ti As = AsiY Ti (i = 1; 2); (2:19)the eigenvalues of Ai control the behavior of the Markov chain on the spacespanned by Yi. The asymptotic behavior of these eigenvalues is easily determined.From (1.7), (2.10) and (2.17) it is seen thatA2 = I +O(): (2:20)Consequently the eigenvalues of A2 are near one, and as s becomes large As2approaches zero slowly; that is, Y2 corresponds to a slow transient of the Markovchain. On the other hand, from (2.6), (2.13) and (2.17) it is seen thatA3 = diag(C1; C2; : : : ; Cl) +O(): (2:21)FromRegularity Condition 2, the eigenvalues of the Ci are bounded away from one.Consequently, As3 approaches zero more swiftly than As2; that is, Y3 correspondsto a fast transient. This behavior of nearly uncoupled chains was rst noted bySimon and Ando [5]. [We note in passing that a condition dierent from RegularityCondition 2 was used by the authors of this paper to establish the results in [4].
Two-Stage Iteration 9However, that condition is implied by Regularity Condition 2 along with (2.20)and (2.21).]The spaces associated with the slow and fast transients are highly structured.For example, (2.17.4) shows that the space corresponding to the slow transient isessentially a subspace of space spanned by Ty; i.e., it is made up of pieces of theeigenvector y. This is why the Rayleigh{Ritz technique is so good at eliminatingerrors in the slow transient space; if the ẑi are good approximations to the ŷi [see(1.11)], then Tz contains a good approximation to the slow transient error and theRayleigh{Ritz process uses it to purge the error.On the other hand, the space associated with the fast transient is essentiallyspanned by K. This fact will be crucial in explaining why the Gauss{Seidel steptends to purge errors along the fast transient.We turn now to the properties of the Rayleigh{Ritz step. The basic resultrequires yet another regularity condition, designed to keep the slow transientapart from the steady state. This can be done by keeping the eigenvalues of ~A2in (2.10) bounded away from one by a quantity proportional to . Rather thanwork directly with eigenvalues, we work with the norm of an appropriate matrix,as we did in Regularity Condition 2.Regularity Condition 3. There is a constant M3 such thatk(I   ~A2) 1k < M3 1 (2:22)With the third regularity condition added to the rst two, the following theo-rem is valid [4].Theorem 2.2. Let A satisfy Regularity Conditions 1, 2, and 3. Let z > 0 begiven with kzk1 = 1. Let i be dened by (1.17). Let ~z be the vector produced byone step of the Rayleigh{Ritz step and let ~i be dened in analogy with (1.17).Then for all suciently small , 2 and 3 there are constants N2; N3 > 0 suchthat ~i <= N22 +N33 (i = 1; 2): (2:23)From this theorem it is seen that the Rayleigh{Ritz step is a 2 reducer.However, it is only eective when 3 is less than 2. Thus it must be used inconjunction with a 3 reducer. In the next section we shall show that the Gauss{Seidel step has this property.
Two-Stage Iteration 103. Analysis of the Gauss{Seidel StepIn this section we shall be concerned with the analysis of the Gauss{Seidel stepdened by (1.10). Although the details of the analysis are tedious, the underlyingidea is straightforward. Let z > 0 have the expansion (1.16). Let ~z be determinedby (1.10) and write ~z = ~1y + Y2~g2 + Y3~g3: (3:1)From (2.14) it follows that ~1 = ~zTx; (3:2)and ~gTi = ~zTXi (i = 2; 3): (3:3)Thus the problem is to develop expressions for the products on the right handsides of (3.2) and (3.3).The rst step is to express ~z in matrix form. Referring to (1.2), letA = D + L+ U; (3:4)where L is strictly lower triangular and U is strictly upper triangular. After somemanipulation, ~z can be written in the form~zT = zTL[I   (I  D) 1U ] 1(I  D) 1: (3:5)If the expansion (1.16) for z is substituted into (3.5), the result is~zT = yT + gT2 Y T2 Z(I  D) 1 + gT3 Y T3 Z(I  D) 1; (3:6)where Z = L[I   (I  D) 1U ] 1 (3:7)(the simple form of the rst term in the right-hand side of (3.6) is due to the factthat y is a xed point of the Gauss{Seidel iteration).The key to the analysis is to establish the behavior of the quantities in (3.6),which is done in the lemma below. The results may be summarized by saying thatas  approaches zero 1. (I  D) 1 becomes large, but not too fast; 2. (I  D) 1remains bounded in the column space of X3; 3. Z approaches zero as fast as(I  D) 1 becomes large. Specically,
Two-Stage Iteration 11Lemma 3.1. Let A satisfy the three regularity conditions of Section 2. Then1: k(I  D) 1k = O( 1)2: k(I  D) 1X3k = O(1)3: kZk = O() (3:8)Proof. From (1.3), to establish (3.8.1) it is sucient to establish that k(I  Aii) 1k = O( 1). In view of (2.6) and the uniform boundedness of the Ji and theKi, it is sucient to establish that 1  i  hTi gi I   Ci ! = O( 1): (3:9)Now 1   i  hTi gi I   Ci ! =  1 0 (1  i) 1gi I ! 1  i  hTi0 I  Ci   (1   i) 1gihTi ! ;(3:10)which can be veried by multiplying the factors on the right hand side. In theappendix we shall show that (1  i) 1 = O( 1): (3:11)Since kgik and khik are of order , it follows from (3.10) and (3.11) that 1  i  hTi gi I   Ci ! =  1 0O(1) I ! 1  i O()0 I   Ci +O() ! ; (3:12)From (2.7) and standard perturbation theory for matrix inverses [7, Ch. 4], [I  Ci +O(())] 1 = O(1). Hence from (3.12) 1   i  hTi gi I   Ci ! 1 =  O( 1) O(1)O(1) O(1) ! ; (3:13)which establishes (3.8.1).To establish (3.8.2) note that by (2.17.5) it is sucient to show that (I  D) 1J = O(1), or in view of the block diagonality of D and K that (I Aii) 1Ji =O(1). From (2.6)(I  Aii) 1Ji = (xi Ji) 1   i  hTi gi I   Ci ! 1 (xi Ji) 1Ji: (3:14)
Two-Stage Iteration 12Hence from (3.13)(I  Aii) 1Ji = (xi Ji) O( 1) O(1)O(1) O(1) ! 01 ! = (xi Ji) O(1); (3:15)and the result follows from the fact that (xi Ji) is uniformly bounded.To establish (3.8.3) note that since L = O() it is sucient to show that[I   (I  D) 1U ] 1 = O(1): (3:16)Set U = (I   D) 1U . Since U = O(), it follows from (3.8.1) that U = O(1).Since U is strictly lower triangular, the geometric series(I   U) 1 = I + U + U2 +    (3:17)terminates. Thus (I   U) 1 = O(1) which establishes (3.8.3) and the lemma.With Lemma 3.1 established, the analysis of the Gauss{Seidel step amounts tolittle more than postmultiplying (3.6) by x, X2 and X3 and applying the lemma.For example,~3 = k~zTX3k= kg2kkY T2 Zkk(I  D) 1X3k+ kg3kkY T2 Zkk(I  D) 1X3k: (3:18)Hence from (3.8.2) and (3.8.3) it follows that there is a constant L3 such that~3 <= L3(2 + 3). The other bounds are obtained similarly.Theorem 3.2. In the notation introduced above, ifA satises the three regularityconditions, then there are constants Li (i = 1; 2; 3) such thata: j1   ~1j  L1(2 + 3);b: ~2  L2(2 + 3);c: ~3  L3(2 + 3): (3:19)Theorem 3.2 allows us to give a local convergence proof of the two step itera-tion. First assume that initiallyL1(2 + 3)  12 ; (3:20)
Two-Stage Iteration 13so that when the vector ~z obtained from the Gauss{Seidel step is normalized togive a vector z, the resulting i satisfyb: 2  2L2(2 + 3)c: 3  2L3(2 + 3) (3:21)In matrix notation (3.21) becomes 23 !  2 L2 L2L3 L3 ! 23 ! : (3:22)If ẑ denotes the result of applying a Rayleigh{Ritz renement to z, then from(2.23) it follows that 23 ! 2 N2 N3N2 N3 ! L2 L2L3 L3 ! 23 != 2(N2L2 +N3L3) 1 11 1 ! 23 ! (3:23)It follows that ̂2 + ̂3  4(N2L2 +N3L3)(2 + 3): (3:24)Thus if 4(N2L2 +N3L3) < 1; (3:25)then (3.20) remains satised, and the iteration converges. In other words the com-posite iteration consisting of alternating Gauss{Seidel and Rayleigh{Ritz stepsconverges provided  is suciently small and the starting approximation is su-ciently good.There are three comments to be made about these results. First, althoughwe have applied Theorem 3.2 to analyze the case where a Rayleigh{Ritz step isalternated with a Gauss-Siedel step, in practice it may be preferable to performtwo or more Gauss{Seidel steps. The best mix will depend on factors, such as theobserved rates of convergence and the relative cost of each kind of step, which arebest evaluated in the course of the iteration. We shall give some examples in thenext section.The second observation is that the analysis extends with little modication tothe method of Takahashi [9]. His method diers from ours in the way intermediatequantities are scaled in the Gauss{Seidel step. Specically, if we writeWz = diag(kz1k1In1; : : : ; kzlk1Inl); (3:26)
Two-Stage Iteration 14then the iterate ~z produced by Takahashi's method satises~zT = zTLI   (I  D) 1W 1~z WzU 1(I  D) 1: (3:27)It is easily shown that as z ! y, the matrix W 1~z Wz ! I. Consequently, if  issmall enough and z is near enough y, the two methods generate almost identicaliterates, both of which reduce the error by a factor uniformly less than one.Finally we note that although the bounds derived above are sucient to es-tablish the convergence of the two-stage iteration, they by no means give anadequate description of how the iteration behaves in practice. For it turns outthat the Gauss{Seidel step, in addition to being a 3 reducer, is also a 2 reducer.How this comes about is an open research problem.4. Implementation and ExamplesAn important advantage of the two-stage iteration is that each of its steps iscomparatively easy to implement. The Gauss{Seidel step (1.10) requires that thesystem of equations ~zTj (I  Ajj) = Xi<j ~zTi Eij +Xi>j zTi Eij (4:1)be solved for j = 1; 2; : : : ; l. The preferred method is to compute an LU factor-ization of the matrix (I  Ajj) and use this factorization to solve the system [2].Because the matrix does not change from iteration to iteration, the factorizationneed be done only once, which represents a great savings in computational eort.In fact, the oating-point operation count is approximately the cost of a singlematrix-vector multiplication: n2 ops,1 less if advantage is taken of the sparsityof the matrix.In the Rayleigh{Ritz step, the formation of Bz will require approximately thesame amount of work as one Gauss{Seidel step. Since only the dominant lefteigenvector of Bz is required and the corresponding eigenvalue is known, it shouldbe computed by the inverse power method [7, Ch. 7]. This requires that an LUdecomposition of I   Bz be calculated at a cost of l3=3 ops. In large prob-lems this calculation will be insignicant compared to the computation of Bz, so1A op is one oating-point addition and one oating-point multiplication, usually accom-panied by two array accesses.
Two-Stage Iteration 15that the Gauss{Seidel step and the Rayleigh{Ritz step will represent comparablecomputations.To illustrate the procedure we consider two examples, based on a model in-vestigated by Vantilborgh in [10], where further references may be found. Thefollowing is Vantliborgh's description of the model.A nite number N of active user terminals generates random requests forprogram execution. User programs are executed on a multiprogrammedbasis by a CPU/Main Memory server S1 and a paged secondary-memoryserver S2. A program is admitted to the multiprogramming mix if less thanM programs are jointly present at S1 and S2; programs not admitted tothis mix are kept waiting in a queue Q3. At the end of a service, a programgenerates a disk request with probability , requires another quantum ofexecution with probability , or terminates. We use i1 and i2 to denote thecongestion at S1 and S2.We assume(i) The think time of a user has a negative exponential distribution withparameter ; [Throughout our examples we choose  = 0:001.](ii) S1 and S2 have exponentially distributed service times with parame-ters 1(i1) and 2(i2); [As in Vantilborgh, we choose the specic values1(i1) = 64=(i1 + 16) and 2(i2) = 3i2=(i2 + 6).](iii) , and  are independent of the state of the network; [We choose = 0:03 and  = 0:95.]In our rst experiment with this model, we choose values of N(6) and M(3)so that the resulting probability matrix is small enough (order 22) to analyzecompletely using the QR algorithm [6]. This permits us to compute the norms1 and 2 of the errors along the slow and fast transient subspaces. Table 4.1presents the results rst of alternating Rayleigh{Ritz steps with Gauss{Seidelsteps and then of following a Rayleigh{Ritz step with ve Gauss{Seidel steps. Inboth cases the starting vector was the vector of all ones. In the column labeled\step", the I indicates the initial values of 2 and 3, RR indicates the values aftera Rayleigh{Ritz step, and GS the values after a Gauss{Seidel step. It is seen fromthis table, that increasing the number of Gauss{Seidel steps does not improve theconvergence (experiments not summarized in the table show that an intermediatenumber of Gauss{Seidel steps does not help either).The results also show that the Gauss{Seidel step reduces 2, although not asdramatically as a well-timed Rayleigh{Ritz step. This phenomena, which was al-
Two-Stage Iteration 16Vantilborgh ModelN = 6 M = 3step 2 3 step 2 3I 4.2E+00 7.2E+00 I 4.2E+00 7.2E+00RR 5.8E 03 5.5E 03 RR 5.8E 03 5.5E 03GS 2.5E 03 6.5E 05 GS 2.5E 03 6.5E 05RR 3.9E 05 3.6E 04 GS 4.9E 04 1.4E 07GS 1.6E 05 2.5E 07 GS 1.3E 04 3.3E 08RR 2.9E 07 2.6E 06 GS 3.6E 05 9.7E 09GS 1.2E 07 1.6E 09 GS 1.1E 05 2.9E 09RR 2.1E 09 1.9E 08 RR 1.5E 07 1.4E 06GS 8.4E 10 1.1E 11 GS 6.1E 08 9.3E 10RR 1.5E 11 1.3E 10 GS 1.8E 08 3.3E 12GS 6.0E 12 7.6E 14 GS 4.5E 09 1.1E 12RR 1.3E 13 9.4E 13 GS 1.2E 08 3.2E 13GS 8.8E 14 8.0E 16 GS 3.5E 10 9.5E 14RR 5.6E 12 5.0E 11GS 2.2E 12 3.4E 14GS 6.6E 13 3.0E 16GS 1.9E 13 3.0E 16GS 9.0E 14 3.0E 16GS 6.6E 14 3.0E 16Table 4.1:luded to in the last section, represents a gap in our understanding of the compositealgorithm.For the second example we choose N = 50 and M = 30, which gives a matrixof order 1,116 with diagonal blocks of order 1; 2; 3; : : : ; 29; 30; 31; 31; : : : ; 31. Theremaining parameters were left unaltered. Since the matrix is too large to analyzeinto invariant subspaces, we cannot compute 2 and 3. Instead we compute theerror in the steady-state vector, which was obtained by iterating the two-stageiteration to convergence.Table 4.2 shows the number of iterations required to achieve a given accuracyfor a Rayleigh{Ritz step followed by a xed number of Gauss{Seidel steps. It isseen that the best behavior is achieved when each Rayleigh{Ritz step is followedby three Gauss{Seidel steps.
Two-Stage Iteration 17Vantilborgh ModelN = 50 M = 30No. of Steps to Attain A Given AccuracyDecimal Number of G{S StepsPlaces 1 2 3 4 52 5 4 5 6 73 74 9 7 9 11 135 12 106 16 13 13 16 197 20 168 25 19 17 21 259 30 23 2110 36 27 25 26 3111 42 31 29 3112 52 38 33 36 3713 60 44 38 38 43Table 4.2:Appendix: Proof of Equation (3.11)Let X =  0 00 I   ~A2 ! ; (A:1)where A2 is dened by (2.10). We observe that there cannot be two vectors w1and w2 of norm one that remain orthogonal as  ! 0 and satisfy wTi X = o().For otherwise, there would be a linear combination w3 = (0 wT3 )T of w1 and w2that satises kw3k = 1 and wT3X = o(). It then follows that wT3 (I   ~A2) =o(), contradicting Regularity Condition 3. Since I   By is similar to X andthe similarity transformation is uniformly bounded, I   By likewise cannot havetwo approximate null vectors that map into quantities of o(). We shall establish(3.11) by showing that if 1   1 = o() then the matrix I   By indeed has twosuch approximate null vectors.The matrix I  By has the formI  By =  1   1  hT g I  B2 ! : (A:2)
Two-Stage Iteration 18Since (I  By)u = 0, where u is the vector consisting of all ones, if 1   1 = o()then we must also have khk = o(). Thus w1 = (1 0)T is one o() approximatenull vector.We claim that there is a vector w2 with k w2k = 1 such that wT2 (I B2) = o().For otherwise, the perturbation theory in [7, p. 295] would apply to show thatthere is a left eigenvector of I   By of the form (1 o(1) corresponding to aneigenvalue that is o() in size. Since, by Regularity Condition 3, there is only onesuch eigenvalue, namely the zero eigenvalue, the eigenvector must be a multiple ofvy. But by Regularity Condition 1 the components of vy cannot approach zero|acontradiction.Since ( g I   B2)u = 0 it follows that wT2 g = o(). Thus w2 = (0 wT2 )T is asecond o() approximate null vector of I   By. Since w1 and w2 are orthogonal,we have arrived at a contradiction, and equation (3.11) is established.References[1] P.-J. Courtois. Decomposability. Academic Press, New York, 1977.[2] J. J. Dongarra, J. R. Bunch, C. B. Moler, and G. W. Stewart. LINPACKUser's Guide. SIAM, Philadelphia, 1979.[3] S. Karlin and H.M. Taylor. A First Course in Stochastic Processes. AcademicPress, New York, second edition, 1975.[4] D. F. McAllister, G. W. Stewart, and W. J. Stewart. On a Rayleigh{Ritzrenement technique for nearly uncoupled stochastic matrices. Linear Algebraand Its Applications, 60:1{25, 1984.[5] H. A. Simon and A. Ando. Aggregation of variables in dynamic systems.Econometrica, 29:111{138, 1961.[6] B. T. Smith, J. M. Boyle, J. J. Dongarra, B. S. Garbow, Y. Ikebe, V. C.Klema, and C. B. Moler. Matrix Eigensystem Routines - EISPACK GuideLecture Notes in Computer Science. Springer-Verlag, New York, 2nd edition,1976.[7] G. W. Stewart. Introduction to Matrix Computations. Academic Press, NewYork, 1973.
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