The analysis of colored surface textures is a challenging research problem in computer vision. Current approaches to this task can be mughly divided into two categories: methods that process color and texture informntion separately and those that utilize multispectral texture descriptions. Motivated by recent psychophysicalfindings, we find the former appmach quite auspicious. We propose the use of complementary color and texture measures that are combined on a higher level, and empirically demonstrate the validity of our pmposion using a large set of natural color textures.
Introduction
The use ofjoint color-texture features has been a popular approach to color texture analysis. One of the first methods allowing spatial interactions within and between spectral hands was proposed by Rosenfeld et al. [15] . Statistics derived from co-occurrence matrices and difference histograms were considered as texture descriptors. Panjwani and Healey introduced a Markov random field model for color images which captures spatial interaction both within and between color hands 1121. Jain and Healey proposed a multiscale representation including unichrome features computed from each spectral hand separately. as well as opponent color features that capture the spatial interaction between spectral bands [SI. Recently, a number of other approaches allowing spatial interactions have been proposed. In some approaches, only the spatial interactions within hands are considered. For example, Caelli and Reye proposed a method which extracts features from three spectral channels by using three multiscale isotropic filters [I] . 
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Another way of analyzing color texture is to divide the color signal into luminance and chrominance components, and process them separately. Many approaches using this principle have also been proposed. In the human eye, color information is processed at lower spatial frequency than intensity. This fact is utilized in image compression and also in imaging sensors. Because of the fact that photographs are usually intended for human audience, there is no need to acquire colors in high resolution. For example, color CCD chips measure color on each pixel using just one sensor hand instead of all three. Therefore, color information for the pixel must he calculated from the neighbors using an interpolation routine of some type. This does not show up for the human eye, but it might destroy information that is useful for a computer vision system. It can however he argued that since our eyes have been evolving for some million years, they would use high resolution color information if it was useful.
In this paper. we empirically show that the use of separate feature spaces for color texture discrimination is the preferredchoice. Using two sets of natural color textures we compare multispectral texture features with separate color and texture features. We also demonstrate that the use of high-resolution color information does not necessarily help joint color-texture operators
Experiments
Image Data
We arranged three experiments with two different texture sets. The sets included 54 color textures from the Vision Texture database [7] , and 68 color textures from the Outex texture database [ I I] . The main difference between these two is that in the former, texture images are taken under non-specified illumination conditions and imaging geometries whereas the latter has a fixed imaging geometry and strictly specified illumination sources. Furthermore. the textures in Outex have been imaged with a three-CCD digital camera, which means that their color resolution is as good as the intensity resolution. This allows us to empirically evaluate whether the performance of joint colortexture operators is affected by the color resolution. Outex also provides many different versions of the same texture illuminated with different light sources.
First, the 54 VisTex textures were split into 128x128 pixel sub-images. Since the size of the original images was 5 12x5 12. this makes up a total of 16 sub-images per texture.
Half of the samples from each texture were used in training while the rest served as testing data. A checkerboard pattern was used in dividing the sub-images into two sets, the upper left sub-image being the first training sample. This data was submitted to the Outex site as test suite Contrib.TC.00006 [I 11 .
Second, a set of 68 Outex textures were treated in a similar manner. I n this case, the total number ofsuh-images per texture was 20 due to the fact that the original size of the images was 746x538 pixels. Thus, there were 680 samples in hoth the training and the test set. The selected textures were imaged at IOOdpi and illuminated with a 2856K incandescent CIE A light source. At the Outex site, this test suite has the id Outex.TCDOO13.
Third, the same 68 Outex textures were used as training data. As test samples, two differently illuminated samples of the very same textures were utilized. The illumination sources were 2300K horizon sunlight and 4000K Ruorescent TL84. Despite the spectrum, the three illumination sources slightly differ in positions, which produces varying shadows. Using this type of prohlem setting, i t was possible to see how illumination changes affect texture and color descriptors. The numbers of training and testing samples in this test were 680 and 1360, respectively. This test suite has the Outex id Outex.TC.00014.
All gray-scale images were scaled so that the mean and standard deviation of their gray levels were 127 and 20, respectively. This transformation removes the effect of mean luminance and overall contrast changes, but may fail in normalizing the images against illumination color or geometry variations. Color images were used as such, and with the comprehensive normalization algorithm of Finlayson et al. [31, which normalizes RGB colors against both illumination geometry and color changes.
Features
RGB histograms were used as color features. First, each 8-bit color channel was quantized into 16 and 32 levels by dividing the values on each color channel by 16 and 8, respectively. Three-dimensional histograms with 163 and 3Z3 entries were created. Let us denote this quantization method as raw quantization. Second. the quantization method presented in [9, 131 was used in obtaining three-and onedimensional color distributions. The resulting histograms are later denoted by RGB lG3, a3 and 256 * 3. As a dissimilarity measure, histogram intersection was utilized [ 161.
As gray-scale texture operators, we selected the Gabor There is a significant difference between the spatial support of Gabor tilters and the LBP operator. The size of the largest Gabor filters is 35x35 pixels, whereas the basic LBP operator is calculated in a neighborhood of 3x3 pixels. Therefore. the Gabor filters are likely to capture the rnacrnstructure of a texture much better than the LBP features. To account for this weakness, we used three v a rations of the LBP operator. Instead of the traditional 3x3 rectangular neighborhood, we sampled the neighborhood circularly with varying radii, and used a different number of neighborhood samples. The resulting operators are denoted by LBP8.1, LBP';,2,, and LBP;:,,.
where subscripts tell the number of samples and the neighborhood radii. The superscript u2 indicates that only 'uniform' patterns are in use [IO] .
The main difference between the gray-scale Gabor filtering method and its multispectral counterpan is that the latter uses differences between liltered color channels to mimic the opponent color processing of the eye. Similarly, the difference between opponent color and gray-scale LBP opera-tors is that in the former. the center pixel for a neighborhood and the neighborhood itself can be taken from any color channel. For three dimensional color spaces this means a total of nine possible operators -and nine feature distributions. We used them all and concatenated the nine histograms into a single distribution containing 2304 bins.
Finally, two methods of combining color and texture on a higher level were used. For this experiment, we selected the LBP& and I-D RGB methods due to the fact that among the tested color and texture methods, they had the best overall performance alone (See Table I ). During classification, color and texture information can be combined by using a separate dissimilarity measure for both feature vectors. The dissimilarities between the corresponding feature vectors may then be summed up to produce an overall dissimilarity. This method requires the normalization of the dissimilarities to reduce the effects of incompatible dissimilarity value ranges. We used scaling with mean values.
Normalizing dissimilarities and summing them together is far from being the optimal way of combining color and texture feature vectors. In a case where complementary color and texture information is used. it is unlikely that both color and texture make exactly the same mistakes. Therefore, we need a method of combining these two that can take the strengths and weaknesses of each feature type into account. This can be done by combining classification results -or class rankings, to be exact -from multiple classifiers.
We used the method of Ho et al. [4] to combine the classification results with color and texture features. Now, each sample was represented by two feature vectors: LBP& distribution and an RGB histogram. The sample sets were separately classified using each of these feature sets in tum, and class rankings were used to derive the final decision.
The Borda count was used as a decision criterion.
Results
All [he aforementioned features were used in classifying the three test sets. We selected to use a simple nonparametric classification principle and used a k-NN classifier with k = 3. The percentages of correct classifications are listed in Table I . For the cases where color features are used, results are shown both for the non-normalized and normalized textures. The classification accuracy of RGB histograms is severely degraded when the illumination source is not kept constant. The comprehensive normalization algorithm helps a lot, but still the results are not very good. On the other hand, in the constant illumination case (test suite 13) RGB histograms clearly beat texture features.
Texture measures also suffer from the illumination color change, but not nearly as much as color. Due to the small variations in illumination source positions, the LBP operators with small neighborhoods suffer from changing shad- 
Discussion
The results show that color and texture indeed have complementary roles. Color histograms are very powerful in stable illumination conditions, hut fail when illumination conditions change. At the same time, texture features -especially the LBP distributions -provide fairly robust performance irrespective of illumination. In the cases where good results are achieved with multispectral texture descriptors, color histograms are still better. In the cases where color histograms fail, texture features calculated from the luminance information provide hest accuracy. Neither of the two multispectral texture operators was the best one in any of the experiments. In all cases, either color or texture alone, and either of the two methods of combining separate color and texture measures gave better accuracy. Therefore, we argue that the biological motivation for separate processing of color and pattem information is a quite justified one.
From the biological point of view, these results are hardly surprising. Just think how the human visual system works with low illumination levels. We are able to recognize our environment even if there were no colors. How about color-blindness? Does it not affect just the perception of colors, and not the patterns?
We perceive the patterns in our environment in an essentially constant way independent of the intensity or color of illumination. Moreover, most of the textural information seems to he in its high-frequency components. This argument can be based on the fact that the overall classification accuracy of the LBP operator in a 3x3 neighborhood is better than that of the much larger Gahor filters. Therefore, it is justifiable to use pattern-related infomation like the LBP in addition to color measurements.
The utility attained from high-resolution color information seems not to he too significant to the multispectral texture operators. This is indicated by the fact that in the Oulex-TC.00013 test, where high-resolution color is available, the multi-spectral texture descriptors perform worse than color histograms, whereas the VisTex textures are classified with nearly the same accuracy. The opponent-color LBP outperforms Gabor features in both tests, and its accuracy is essentially equivalent to the color histograms.
%inally, it should be noted that in many real-world situations, for example in visual inspection, one really must take computational requirements seriously. The use of complementary feature spaces allows one to optimize color and texture measures separately. With simple color features calculated from color histograms, and simple texture measures like the LBP, it is possible to achieve real-time performance even in very demanding tasks.
A more comprehensive study is still needed to further confirm the conclusions. Different color spaces and more features must be investigated. To get the maximum performance out of all features, different classifiers must be used.
Furthermore, to be able to fairly compare LBP and Gabor features, the LBP operator must he enhanced to measure more than just local textural structures.
