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ABSTRACT
High peaks in weak lensing (WL) maps originate dominantly from the lensing effects of single massive
halos. Their abundance is therefore closely related to the halo mass function and thus a powerful cos-
mological probe. On the other hand, however, besides individual massive halos, large-scale structures
(LSS) along lines of sight also contribute to the peak signals. In this paper, with ray tracing simula-
tions, we investigate the LSS projection effects. We show that for current surveys with a large shape
noise, the stochastic LSS effects are subdominant. For future WL surveys with source galaxies having
a median redshift zmed ∼ 1 or higher, however, they are significant. For the cosmological constraints
derived from observed WL high peak counts, severe biases can occur if the LSS effects are not taken
into account properly. We extend the model of Fan et al. (2010) by incorporating the LSS projection
effects into the theoretical considerations. By comparing with simulation results, we demonstrate the
good performance of the improved model and its applicability in cosmological studies.
Keywords: gravitational lensing: weak - large-scale structure of universe
1. INTRODUCTION
Being an important cosmological probe, the weak lens-
ing (WL) effect is one of the key science drivers for a
number of ongoing and future large surveys (e.g., Al-
brecht et al. 2006; Weinberg et al. 2013; Fu & Fan 2014;
Kilbinger 2015; LSST Dark Energy Science Collabora-
tion 2012; Amendola et al. 2013; Dark Energy Survey
Collaboration: Abbott et al. 2016). Unlike strong lens-
ing effects where individual lens systems can be investi-
gated, WL analyses are statistical in nature. Therefore
it is important to explore different statistics to enrich
the cosmological gains from WL data.
The cosmic shear two-point (2pt) correlation/power
spectrum analyses are the most widely studied ones in
WL cosmology (e.g., Kilbinger et al. 2013; Becker et al.
2016; Hildebrandt et al. 2017). On the other hand,
WL signals have reached the non-linear scales and thus
the 2pt statistics cannot uncover the full cosmological
information therein. The three-point correlation mea-
surements are done for a number of surveys with the
realization of much more complications, both observa-
tional and theoretical, than that of 2pt correlations (Pen
et al. 2003; Semboloni et al. 2011; Fu et al. 2014). Con-
centrating on high signal regions, WL peak statistics
has emerged as another promising means to probe non-
linear structures and cosmology, complementary to cos-
mic shear correlation analyses (Shan et al. 2012, 2014;
X. K. Liu et al. 2015b; J. Liu et al. 2015a; Kacprzak
et al. 2016; Martinet et al. 2018; Shan et al. 2018).
WL peaks, particularly high peaks, arise primarily
from the lensing effects of massive halos along their lines
of sight (White et al. 2002; Hamana et al. 2004; Diet-
rich & Hartlap 2010; Fan et al. 2010; Yang et al. 2011;
Lin & Kilbinger 2015; Shirasaki et al. 2015). The high
peak abundance is thus a reflection of the halo mass
function, and a sensitive cosmological probe consider-
ing further the cosmology-dependent lensing kernel. It
is less affected by baryonic physics than normal cluster
abundances where certain baryonic observable-mass re-
lations are needed. However, apart from massive halos,
other effects can also impact the peak signals, notably
the projection effect of large-scale structures (LSS) and
the shape noise resulting from the intrinsic ellipticities
of source galaxies (Tang & Fan 2005; Fan et al. 2010;
Yang et al. 2011; Hamana et al. 2012; Liu & Haiman
2016). To predict accurately the WL peak abundance
for cosmological studies, we should take them into ac-
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count carefully.
In principle, numerical simulations can include var-
ious effects, and we can build empirical templates of
peak counts for different cosmological models incorpo-
rating different observational effects with respect to spe-
cific surveys (Dietrich & Hartlap 2010). By comparing
with observational peak counts, we therefore are able
to derive cosmological constraints (J. Liu et al. 2015a;
Kacprzak et al. 2016).
Such an approach is numerically intensive noting the
high dimensions of the cosmological parameter space
and different astrophysical and observational effects.
Thus theoretical models are highly desirable for per-
forming cosmological studies efficiently. Furthermore,
the physical picture related to WL peaks can be seen
more clearly in theoretical models which need to specify
different effects explicitly (Marian et al. 2009; Maturi
et al. 2010; Hamana et al. 2012; Lin & Kilbinger 2015;
Shirasaki et al. 2015).
In Fan et al. (2010) (here after, F10) the WL high
peak abundance is modeled by assuming that the true
WL peaks are from the lensing effects of individual mas-
sive halos. In addition, the shape noise effect is care-
fully included, which not only generates false peaks but
also influences the peak signals from halos. The com-
parison with simulations shows that the model works
very well in the case of surveys with the source galax-
ies having a shallow redshift z ∼ 0.7, a number den-
sity ng ∼ 10 arcmin−2 and a survey area ∼ 150 deg2.
For such surveys, the projection effect of LSS is minor
comparing to the shape noise. This model has been ap-
plied in the cosmological studies by analyzing WL peak
counts using data from KiDS survey (Shan et al. 2018
), CFHTLenS survey (X. K. Liu et al. 2016) and CFHT
Stripe 82 survey (Shan et al. 2014; X. K. Liu et al.
2015b).
For the ongoing and upcoming surveys, the survey
depth can be improved considerably to detect more far-
away galaxies for WL analyses. This will result in a
suppression of the shape noise as well as a growth of the
LSS projection effects. In such cases, the LSS effects
must be included in the theoretical modelling carefully.
In addition, the sky coverage will be enlarged by or-
ders of magnitude and the statistical errors of WL peak
counts will expectedly decrease. Therefore even in the
case that the LSS projection effect is minor, it is still
necessary to consider this effect for accurate modelling.
Recently, the comparisons between WL peak counts
from a large set of simulations and from the halo-based
Monte Carlo model named CAMELUS (Lin & Kilbinger
2015) are shown in Zorrilla Matilla et al. (2016). It
is found that for high peaks, CAMELUS works well for
the source galaxies at zs = 1 and with the cosmolog-
ical parameters Ωm and σ8 close to the current best
values, where Ωm and σ8 are the dimensionless matter
density of the universe at present and the linear extrap-
olated density perturbations smoothed over a top-hat
scale of 8.0h−1Mpc, respectively. For higher values e.g.,
Ωm ∼ 0.5 and σ8 ∼ 0.9, the deviations between the
results from simulations and those from CAMELUS are
shown up. We note that for high peaks, CAMELUS is es-
sentially the same as that of F10 and it does not include
the LSS contributions beyond halos. For high Ωm and
σ8, we expect stronger LSS projection effects than those
of low Ωm and σ8. This should at least partly explain
the differences of the WL high peak counts seen in Zor-
rilla Matilla et al. (2016).
In this paper, we investigate in detail the LSS projec-
tion effect on WL high peak counts, and improve the
model of F10 by taking the projection effect into the
theoretical considerations. We perform extensive tests
using numerical simulations, demonstrating the applica-
bility of the improved model for future WL studies.
The rest of the paper is organized as follows. §2
presents the WL peak analyses, and the improved model
for high peak abundances including the LSS projection
effects. In §3, we show the simulation tests in detail
and validate the model performance for different survey
settings. Summary and discussions are given in §4.
2. MODELLING WEAK LENSING PEAK
ABUNDANCE INCLUDING THE LSS
PROJECTION EFFECT
2.1. Weak gravitational lensing effect
Photons are subjected to the gravity of cosmic struc-
tures, and deflected when they propagate toward us. As
a result, the observed images differ from their original
ones. This phenomenon is referred to as the gravita-
tional lensing effect. In the WL regime, the effect leads
to small changes of size and shape of the images.
Theoretically, the WL effect can be described by the
lensing potential φ. Its gradient gives rise to the de-
flection angle, and the second derivatives are related di-
rectly to the observational consequence of the lensing
effect. Specifically, the convergence κ and the shear γ,
characterizing the size and the shape changes, respec-
tively, are given by (Bartelmann & Schneider 2001)
κ =
1
2
∇2φ, (1)
γ1 =
1
2
(
∂2φ
∂2x1
− ∂
2φ
∂2x2
)
, γ2 =
∂2φ
∂x1∂x2
, (2)
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where x = (x1, x2) is the two-dimensional angular vec-
tor. Under the Born approximation, the convergence
κ is the projected density fluctuation weighted by the
lensing kernel, and given by
κ(x) =
3H20 Ωm
2
∫ χH
0
dχ′
∫ χH
χ′
dχ[
ps(χ)
fK(χ− χ′)fK(χ′)
fK(χ)a(χ′)
]
δ[fK(χ
′)x, χ′], (3)
where χ is the comoving radial distance, χH = χ(z =
∞), a is the cosmic scale factor, fK is the comoving
angular diameter distance, δ is the 3-D density fluctu-
ation, and ps is the source distribution function. The
cosmological parameters H0 is the Hubble constant.
Define the lensing window function as:
w(χ′) =
∫ χH
χ′
dχps(χ)
fK(χ− χ′)
fK(χ)
, (4)
the corresponding power spectrum of κ is then
C` =
9H40 Ω
2
m
4
∫ χH
0
dχ′
w2(χ′)
a2(χ′)
Pδ
(
`
fK(χ′)
, χ′
)
, (5)
where Pδ is the power spectrum of 3-D matter density
perturbations.
Observationally, the brightness quadrupole moment
tensor of a source galaxy can be measured, and from
that, the source ellipticity can be extracted. The WL
effect on observed images can then be described by the
Jacobian matrix of the lensing equation, which reads
A =
 1− κ− γ1 −γ2
−γ2 1− κ+ γ1

= (1− κ)
 1− g1 −g2
−g2 1 + g1
 ,
(6)
where gi = γi/(1− κ) is the reduced shear. Considering
the intrinsic ellipticity of a source galaxy, the observed
ellipticity written in the complex form (Seitz & Schnei-
der 1997) is
 =

s + g
1 + g∗s
; for |g| 6 1
1 + g∗s
∗s + g∗
, for |g| > 1
(7)
where  and s are the observed and the intrinsic elliptic-
ities of a source, respectively. The symbol ∗ represents
the complex conjugate operation. It is seen that the ob-
served ellipticity is closely related to the WL shear. For
κ  1,  ≈ s + γ. Without considering the intrinsic
alignments, the correlation analyses of  can thus give
rise directly to an estimate of the WL shear correla-
tion (e.g., Fu et al. 2008; Kilbinger et al. 2013; Fu et al.
2014; Jee et al. 2016; Becker et al. 2016; Hildebrandt
et al. 2017).
Alternatively, because of the physical relation between
the shear and the convergence as seen in Eq.(1) and Eq.
(2), it is possible to reconstruct the convergence κ field
from the observed ellipcities after a suitable smoothing
(e.g., Kaiser 1993; Seitz & Schneider 1995; Bartelmann
1995; Squires & Kaiser 1996; Jullo et al. 2014). We note
that κ is the weighted projection of the density fluctua-
tions and thus the structures can be better seen visually
in the κ field than that in the shear field. Comparing to
previous observations targeting at individual clusters,
the current survey cameras have a large field of view,
typically ∼ 1◦×1◦, and thus the boundary effects on the
convergence reconstruction can be in good control. Cos-
mological studies using the reconstructed convergence
fields have been carried out for different WL surveys
(e.g., Shan et al. 2012; Van Waerbeke et al. 2013; Shan
et al. 2014; J. Liu et al. 2015a; X. K. Liu et al. 2015b,
2016).
In this paper, we concentrate on WL peaks identified
in convergence fields, and particularly study the LSS
projection effects on high peak abundances.
2.2. WL high peak abundance with stochastic LSS
Physically, the WL convergence field reflects the pro-
jected density distribution weighted by the lensing ker-
nel. Peaks there should correspond to the projected
mass concentrations. Studies show that for a high peak,
its signal is primarily contributed by a single massive
halo located in the line of sight (e.g., Yang et al. 2011;
X. K. Liu et al. 2014; Liu & Haiman 2016).
In Fig.1, we zoom in two high peaks from our ray-
tracing simulations to be described in detail in §3. The
horizontal axes are for the redshift of the lens planes,
and the vertical axes show the relative contribution of
each lens plane to the final peak signal Kpeak. The upper
panels show the noiseless cases from ray-tracing simula-
tions, and the lower panels are for the cases adding the
shape noise from intrinsic ellipticities of source galaxies.
The left ones are for a peak with the source galaxies
at zs = 0.71, and ng = 10 arcmin
−2. The insert in the
lower panel shows the zoom-in local image of the noisy
peak. Here we apply a Gaussian smoothing with the
window function
WθG(θ) =
1
piθ2G
exp
(
− |θ|
2
θ2G
)
. (8)
We take θG = 2.0 arcmin in this paper. For this peak,
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Kpeak ≈ 0.0835 for the noiseless case (upper), and
Kpeak ≈ 0.114 for the noisy case (lower). It is seen
clearly that the lens plane at z ≈ 0.18 contributes dom-
inantly to the peak signal. Further examination finds
that there is a massive halo located there. In the noise-
less case, the LSS effect from other lens planes only ac-
counts for less than 10% (negative) of the peak signal
as indicated by the black bar. In the noisy case, the
dominant halo contributes ∼ 80% of the peak signal.
The shape noise as indicated by the blue bar contributes
∼ 25% , and LSS from other planes contributes ∼ −5%.
The right panels are for the case with zs = 2.05 and
ng = 20 arcmin
−2. Here the dominant halo is at z ≈ 0.7.
In this case, the LSS effect increases to ∼ −15% because
of the increase of zs. The shape noise contribution is
∼ 10%.
These two examples show that for high peaks, the halo
approach to model the WL peak abundances is a phys-
ically viable approach. The shape noise and the LSS
projection effect can be regarded as perturbations to
the signal from the dominant halo. For relatively shal-
low surveys, the shape noise is much larger than the LSS
effect, and we expect the good performance of the F10
model that takes into account the shape noise but with-
out including the LSS effect. For deep surveys, however,
the two perturbations are comparable, and the stochas-
tic LSS effect cannot be neglected.
As a comparison, we show in Fig.2 a low peak with
zs = 2.05 and ng = 20 arcmin
−2. The peak signal is
Kpeak ≈ 0.0422. It is seen that the signals are from the
cumulative effect of the line-of-sight mass distribution
and no dominant halo contribution can be found. For
these peaks, different modelling methodology other than
the halo approach is needed.
In this paper, we focus on high peaks, and present our
model for high peak abundances including LSS projec-
tion effects. Similar to F10, we assume that the signal
of a true high peak is mainly from a single massive halo.
The shape noise contributes a random component to
the reconstructed convergence field. For stochastic LSS,
from Fig.1, we see that they add onto the final peak sig-
nal in a zigzag way leading to a random perturbation
statistically. Thus it is appropriate to model the LSS
projection effect also as a random field. Therefore in
our model, the convergence field in a halo region can be
written as
K = KH +KLSS +N , (9)
where KH is the contribution from the halo convolved
with a window function corresponding to the smoothing
operation made in the convergence reconstruction. It
is regarded as a known quantity given the density pro-
file of the halo. The smoothed shape noise field N is
assumed to be Gaussian due to the central limit theo-
rem (e.g., van Waerbeke 2000). We note that in general,
the overall convergence field from simulations show non-
Gaussianity due to the nonlinearity of structure forma-
tion. In our consideration here, however, KLSS is the
stochastic LSS contribution excluding the massive halo
part which is already explicitly split out as KH. It can be
more Gaussian than the overall convergence field. Also
KLSS is from small additive contributions from different
lens planes in the high peak case and |KLSS|  |KH|.
We therefore, as an approximation, assume that KLSS is
also a Gaussian random field. Its validity will be exten-
sively tested in §3 by comparing the model predictions
for high peak counts with the results from simulations.
Similar consideration was mentioned in Shirasaki et al.
(2015) but without really calculating the LSS contribu-
tion. Also, they only concentrate on the influence of
the random field on the central peak signals of halos.
In our modelling here, we take into account specifically
the stochastic LSS, and calculate the total peak counts,
including both the central ones from massive halos and
the peaks from the random field KLSS+N inside halo re-
gions as well as outside halo regions. In other words, to
apply our model for cosmological studies, we can simply
use all the high peaks identified from convergence maps
without the need to go through additional analyses to
locate true halo-associated peaks.
With the Gaussian assumptions for the two random
fields, the total field K in Eq.(9) is also a Gaussian ran-
dom field. More specifically, it is the Gaussian random
field KLSS +N modulated by the known halo contribu-
tion KH. Following the same procedures shown in F10,
we can then calculate the number of peaks in a halo
region. Two features need to be addressed. First, the
original peak signal from the halo is affected by the exis-
tence of the two random fields, which not only generates
scatters, but also leads to a positive shift for the signal
(F10; Shirasaki et al. 2015). Secondly, the height distri-
bution of peaks generated purely by the stochastic part
KLSS +N is modulated by the halo convergence profile
KH. With the halo mass function, we can then compute
statistically the number of peaks per unit area in regions
occupied by massive halos. For peaks outside the halo
regions, we can calculate the peak abundances simply
from the Gaussian field KLSS +N .
In formulae, for high peak abundances, we have (F10)
npeak(ν)dν = n
c
peak(ν)dν + n
n
peak(ν)dν, (10)
where ν = K/σ0 with σ20 = σ2LSS,0 +σ2N,0 being the total
variance of the field KLSS + N , ncpeak(ν) and nnpeak(ν)
are, respectively, the number density of peaks per unit
ν centered at ν in and outside halo regions.
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Figure 1. The light cone structures of two high peaks for zs = 0.71 (left) and 2.05 (right), respectively. The two noisy peaks
with signal-to-noise ratio ν0 = 6.244 (left) and ν0 = 10 (right). The upper panels show the contribution of each lens plane
to the peak in noise free convergence map, i.e., the ratio Klens/K where K = KH + KLSS. The contribution of the dominant
halo is labelled as KH/K as red stick and the LSS projection is labelled as KLSS/K as black stick. The bottom panels are for
the cases with shape noise added (ng = 10 arcmin
−2 for left and ng = 20 arcmin−2 for right. The smoothing scales are both
θG = 2.0 arcmin.) where Knosiy = KH +KLSS +N . The target peak is in the center of the corresponding stamp, labelled as red
cross and the halos (M > 1014.0h−1M) are shown as the black circles with the sizes of their projected angular virial radii. The
contribution of the shape noise KN/Knoisy is shown as the blue stick.
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Figure 2. The light cone structure of a medium peak with
the shape noise included (zs = 2.05).
We emphasize that our model is applicable for high
peaks in which the signals of true peaks are domi-
nated by single massive halos (see Fig.1). Thus we
consider halos with mass M > M∗ as major contribu-
tors to the halo regions. Simulation analyses show that
M∗ ∼ 1014h−1M is a proper choice. (Wei et al. 2018).
The rest from smaller halos and the correlations between
halos is included in the stochastic LSS part. Then for
ncpeak(ν), we have
ncpeak(ν) =
∫
dz
dV (z)
dzdΩ
∫ ∞
M∗
dM n(M, z)
×
∫ θvir
0
dθ(2piθ)nˆcpeak(ν,M, z, θ), (11)
where n(M, z) is the comoving halo mass function,
nˆcpeak(ν,M, z, θ) is the number density of peaks at θ,
and θvir = Rvir(M, z)/DA(z) is the angular virial radius
of a halo with mass M at redshift z. Here Rvir and DA
are the virial radius of the halo and the angular diameter
distance to the halo, respectively.
Considering the Gaussian random field KLSS+N mod-
ulated by the halo term KH, following the calculations
in F10, we have
nˆcpeak(ν,M, z, θ) = exp
[
− (K
1
H)
2 + (K2H)2
σ21
]
×
[
1
2piθ2∗
1
(2pi)1/2
]
exp
[
− 1
2
(
ν − KH
σ0
)2]
×
∫ ∞
0
dx
{
1
[2pi(1− γ2)]1/2
× exp
[
− [x+ (K
11
H +K22H )/σ2 − γ(ν −KH/σ0)]2
2(1− γ2)
]
×F (x)
}
(12)
and
F (x) = exp
[
− (K
11
H −K22H )2
σ22
]
×∫ 1/2
0
de8(x2e)x2(1− 4e2) exp(−4x2e2)×∫ pi
0
dψ
pi
exp
[
− 4xe cos(2ψ) (K
11
H −K22H )
σ2
]
.
(13)
Here θ2∗ = 2σ
2
1/σ
2
2 , γ = σ
2
1/(σ0σ2), KiH = ∂iKH, and
KijH = ∂ijKH. Different from that in F10, here the quan-
tities σ2i (i = 0, 1, 2) are, respectively, the moments of
the total random field KLSS +N and its first and second
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Figure 3. Weak lensing power spectra (gray), and the
ones under Guassian smoothing (red) and the U filtering
(blue).The dashed and the dotted lines are the contribu-
tions of the LSS and the one-halo term from halos with
M ≥ M∗. The smoothing scale θG = θU = 2.0 arcmin is
applied. The redshifts are zmed = 1.4, 1.0 and 0.7, respec-
tively, from top to bottom. The cosmological parameters are
(Ωm,ΩΛ,Ωb, h, ns, σ8) = (0.28, 0.72, 0.046, 0.7, 0.96, 0.82)
derivatives. Specifically, σ2i = σ
2
LSS,i + σ
2
N,i.
For the number density of peaks contributed by those
outside halo regions, nnpeak(ν), we have
nnpeak(ν) =
1
dΩ
×{
nran(ν)
[
dΩ−
∫
dz
dV (z)
dz
∫ ∞
M∗
dM n(M, z)(piθ2vir)
]}
,
(14)
where nran(ν) is the number density of peaks from the
random field KLSS +N without halo modulations, and
it can be calculated from Eq.(12) by setting the halo
related quantities to be zero.
From the above, we see that the stochastic LSS effects
occur specifically in quantities of σ2i = σ
2
LSS,i+σ
2
N,i. For
the shape noise part, we have (e.g. van Waerbeke 2000)
σ2N,i =
∫ ∞
0
`d`
2pi
`2iCN` , (15)
where CN` is power spectrum of the smoothed noise field
N . For the Gaussian smoothing, we have
σ2N,0 =
σ2
4pingθ2G
, (16)
where σ is the rms amplitude of the intrinsic elliptici-
ties. We further have σN,0 : σN,1 : σN,2 = 1 :
√
2/θG :
2
√
2/θ2G.
For σLSS,i, they are physical quantities and need to
be computed in a cosmology-dependent way. In other
words, σLSS,i also contributes to the cosmological infor-
mation embedded in WL peak counts. Given a power
spectrum for LSS convergence field, CLSS` , we have
σ2LSS,i =
∫ ∞
0
`d`
2pi
`2iCLSS` . (17)
To calculate CLSS` , we adopt the following approach.
From Eq.(5), the WL power spectrum C` can be ob-
tained from the integration of the weighted 3-D nonlin-
ear power spectrum Pδ. For Pδ, it can be computed
using the simulation-calibrated halo model (Takahashi
et al. 2012) and has been included in different numeri-
cal packages, such as CAMB (Lewis et al. 2000). In the
language of halo model, the overall Pδ consists of contri-
butions from one-halo term of all halos and the two-halo
term considering the correlations between halos. In our
model here, halos with M > M∗ have been separated
out as KH. Thus to compute the left-over stochastic
LSS effects, we subtract the one-halo term from halos
with M >M∗ from the overall power spectrum:
PLSSδ [k, χ(z)] = Pδ[k, χ(z)]− P 1Hδ
∣∣∣
M>M∗
[k, χ(z)].
(18)
It is seen that PLSSδ contains the one-halo term from
halos with M < M∗ and the two-halo term between
all the halos including the ones with M > M∗. For
the one-halo term P 1Hδ
∣∣∣
M>M∗
, we have (e.g. Cooray &
Sheth 2002)
P 1Hδ
∣∣∣
M>M∗
[k, χ(z)] =
4pi
ρ¯2
∫ ∞
M∗
dMM2W 2(k,M)n(M, z),
(19)
where ρ¯ is the mean matter density of the universe,
W (k,M) is the Hankel transformation of the spherically
symmetric halo density profile ρ(r,M), given by
W (k,M) =
1
M
∫ Rvir
0
dr
sin(kr)
kr
4pir2ρ(r,M). (20)
From PLSSδ , we can obtain C
LSS
` by
CLSS` =
9H40 Ω
2
m
4
∫ χH
0
dχ′
w2(χ′)
a2(χ′)
PLSSδ
( `
fK(χ′)
, χ′
)
,
(21)
and subsequently σ2LSS,i by Eq.(17).
For the calculations of one-halo term in Eq.(19), we
take the Navarro-Frenk-White (NFW) halo density pro-
file given by (Navarro et al. 1996, 1997)
ρ(r) =
ρs
(r/rs)(1 + r/rs)2
, (22)
where ρs and rs are the characteristic density and scale
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Figure 4. Model predictions from F10 (red lines) and from our model considering LSS projection effect (black lines) with
different zmed. From top to bottom zmed = 1.4, 1.0 and 0.7, respectively and the sky area is ≈ 1080 deg2. The cosmological
parameters are (Ωm,ΩΛ,Ωb, h, ns, σ8) = (0.28, 0.72, 0.046, 0.7, 0.96, 0.82) . The components n
n
peakand n
c
peak of total npeak with
LSS projection effect included are shown in dashed lines and dashed-dotted lines, respectively. The smoothing scale is θG = 2.0
arcmin, the source number density ng = 10 arcmin
−2(left panel) and 20 arcmin−2 (right panel)
of a halo, respectively. The scale rs reflects the com-
pactness of a halo, and is often given through the con-
centration parameter cth = Rth/rs with Rth being the
radius inside which the average density of a halo is ∆th
times the cosmic density. Here we adopt the virial ra-
dius Rvir, and use the concentration-mass relation from
Duffy et al. (2008) with
cvir(M, z) = 5.72
( M
1014h−1M
)−0.081
(1+z)−0.71. (23)
For the halo mass function n(M, z), we use the one
given in Watson et al. (2013), an empirical fitting for-
mula derived from N -body simulations.
In Fig.3, we show CLSS` together with the overall
C` and the massive one-halo term C
1H
` under different
source galaxy distributions p(z), for which we adopt the
following form
p(z) ∝ z2 exp
[
−
(
1.414
z
zmed
)1.5]
, (24)
where zmed is the median redshift. In the plots, we also
show the power spectra of aperture mass under the U
filtering (blue) to be disscussed in Sec.3.4. Here we focus
on the Gaussian filter case (red). We see that on large
scales, CLSS` is very close to C`. On small scales with
` ∼ 2000, the LSS random field CLSS` is small than the
overall convergence field C` due to the exclusion of the
one-halo term from halos with M > 1014.0h−1M
With Eq.(10) to Eq.(21), the number density of high
peaks taking into account the LSS projection effects can
be computed. In Fig.4, we show the results from this
model (solid lines) and the ones from F10 without the
LSS (red lines). For the model with LSS effects, we
also show the contributions of peaks in (ncpeak, dashed-
dotted) and outside (nnpeak, dashed) halo regions. It is
seen that in the considered cases, peaks with ν0 & 4
are dominantly from halo regions. For higher zmed, such
domination shifts a little more toward higher ν0.
We note that in our model calculation, we directly ob-
tain peak counts at different ν = K/σ0. On the other
hand, observationally, we can only estimate the shape
noise part σN,0 by randomly rotating the observed galax-
ies. Thus to be consistent with observational analyses,
we first make a binning in terms of ν0 = K/σN,0 and
then convert it to the binning in ν using the ratio of
σN,0/σ0 for model calculations. The shown results are
the peak counts versus ν0. The corresponding K are
also listed in the upper horizontal axis. It is seen clearly
that with the increase of the median redshift of source
galaxies, the LSS projection effects become increasingly
important.
In the next section, we will compare our theoretical re-
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sults with those from ray-tracing simulations to validate
the model performance.
3. SIMULATION TESTS
In this section, we test our model performance us-
ing ray-tracing simulations. We describe the simulations
and the mock WL data generation with respect to dif-
ferent source galaxy distributions in §3.1, and present
the comparison results in detail in §3.2.
3.1. WL Simulations
We carry out ray-tracing simulations up to z = 3.0
based on large sets of N -body simulations. The sim-
ulation setting is the same as that in X. K. Liu et al.
(2015b), but with the number of simulations doubled.
The fiducial cosmology is the flat ΛCDM model with
the parameters of Ωm, dark energy density ΩΛ, bary-
onic matter density Ωb, Hubble constant h, the power
index of initial matter density perturbation power spec-
trum ns, and σ8 set to be (Ωm,ΩΛ,Ωb, h, ns, σ8) =
(0.28, 0.72, 0.046, 0.7, 0.96, 0.82).
For each set of ray-tracing calculations, we use 12 in-
dependent N−body simulation boxes to fill up to the re-
gion of a comoving distance ∼ 4.5h−1Gpc to z = 3.0, as
illustrated in Fig.5. Among them, eight small boxes each
with the size of 320h−1Mpc are padded between z = 0.0
and z = 1.0. In the reshift range of 1.0 < z 6 3.0, we
pad four boxes of size 600h−1Mpc. The number of par-
ticles of N−body simulations for both small and large
boxes is 6403, and the corresponding mass resolution is
∼ 9.7×109h−1M and ∼ 6.4×1010h−1M, respectively.
For each of the boxes, we start at z = 50 and generate
the initial conditions using 2LPTic1 based on the initial
power spectrum from CAMB2 (Lewis et al. 2000). The
simulations are run by GADGET-23 (Springel 2005) with
the force softening length being ∼ 20h−1kpc.
In the multi-plane ray-tracing calculations, up to
z = 3, we use 59 lens planes with the corresponding
redshifts zl being listed in Table 1. We run the ray-
tracing WL simulations using the same code described
in X. K. Liu et al. (2014) in which we deal with the
crossing-boundary problem of halos following the pro-
cedures used in Hilbert et al. (2009). We then gener-
ate 4 × (3.5◦ × 3.5◦) convergence and shear maps at
each lens plane, denoted as κ(zlens) and γi(zlens), re-
spectively, from a set of 12 N -body simulations. Each
of the 3.5◦ × 3.5◦ maps is pixelized into 1024 × 1024
1 http://cosmo.nyu.edu/roman/2LPT/
2 http://camb.info/
3 http://wwwmpa.mpa-garching.mpg.de/gadget/
Table 1. Redshifts of the lens planes.
0.0107 0.0322 0.0540 0.0759 0.0981 0.1205
0.1432 0.1661 0.1893 0.2127 0.2364 0.2604
0.2847 0.3094 0.3343 0.3596 0.3853 0.4113
0.4377 0.4645 0.4917 0.5193 0.5474 0.5759
0.6049 0.6344 0.6645 0.6950 0.7261 0.7578
0.7900 0.8229 0.8564 0.8906 0.9254 0.9610
0.9895 1.0289 1.0882 1.1496 1.2131 1.2789
1.3472 1.4180 1.4915 1.5680 1.6475 1.7303
1.8166 1.9066 2.0005 2.0987 2.2013 2.3087
2.4213 2.5393 2.6632 2.7934 2.9296
grids with the pixel size of ∼ 0.205 arcmin. We perform
in total 24 sets of N -body simulations, which give rise
to 24 × 4 × (3.5◦ × 3.5◦) = 1176 deg2 of κ(zlens) and
γi(zlens). From them, we construct the final κ (or γ)
maps corresponding to different source galaxy distribu-
tions as follows
κmock(θ) =
∑
lens
p(zlens)κ(θ; zlens)(zlens+1 − zlens), (25)
where p(z) is the normalized source galaxy redshift dis-
tribution given in Eq.(24). For a given p(z), we obtain
24× 4 = 96 maps, each with the size of 3.5◦ × 3.5◦.
Because we aim at testing our WL high peak model,
we concentrate on convergence maps directly here. We
include the shape noise by adding a Gaussian noise field
to the pixels of each of 24 × 4 = 96 convergence maps
κmock(θ) with the variance given by
σ2pix =
σ2
2ngθ2pix
, (26)
where we take σ = 0.4 and the pixel size of maps
θpix = 0.205 arcmin. We then apply a Gaussian smooth-
ing given by Eq.(8) with θG = 2.0 arcmin to obtain the
final smoothed noisy convergence maps for peak analy-
ses.
3.2. Model test
To analyze the LSS effects and test our model perfor-
mance, we consider different survey parameters, includ-
ing the median redshift zmed, the number density ng of
the source galaxies and the survey area S. These are
listed in Table 2.
From our simulations, for each set of (zmed, ng), we
generate 96 noiseless convergence maps each with the
size of 3.5◦ × 3.5◦. For each map, we then add a Gaus-
sian shape noise field and apply smoothing as described
above. To suppress the fluctuations caused by a particu-
lar realization of the noise field, we perform noise adding
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Figure 5. An illustration of the ray-tracing design from z = 0 to z = 3.
Table 2. Survey parameters for mocks.
zmed ng(arcmin
−2) θG(arcmin) S(deg2) Mock Name
10 2.0 150 S10small
0.7 10 2.0 ≈ 1086 S10
20 2.0 ≈ 1086 S20
1.0 20 2.0 ≈ 1086 M20
1.4 20 2.0 ≈ 1086 D20
20 times for each map with different seeds. Therefore in
total, we have 20 × 96 maps with the shape noise in-
cluded for each set of (zmed, ng).
We first compare peak counts between model predic-
tions and the simulation results. We identify a peak in
a pixelized convergence map from simulations if its con-
vergence value is higher than those of its eight neigh-
boring pixels. Because Fourier transformations are in-
volved in ray-tracing calculations and in the smooth-
ing operations, there can be boundary effects in each
of the 3.5◦ × 3.5◦ convergence maps. To avoid such a
problem, in our peak analyses, we exclude the outer-
most 20 pixels along each side of the map. The left-
over area is ∼ 11.31 deg2 for each map, and the total
is ∼ 96 × 11.31 ≈ 1086 deg2 for each set of noise field
realizations.
For our theoretical model calculations, the quantity
M∗ corresponds to the lower mass limit of halos above
which the halos dominate the WL high peak signals.
We have performed χ2 tests with respect to the simu-
lated peak counts to find suitable M∗. We note that
for zmed = 0.7 and ng = 10 arcmin
−2 , the shape noise
is much larger than that of the LSS effects, and the
model of F10 works equally well. In that case using
F10, M∗ = 1013.9h−1M gives results that are in good
agreement with those from simulations. In our current
model with the LSS effects, for all the cases includ-
ing the one with zmed = 0.7 and ng = 10 arcmin
−2,
M∗ = 1014.0h−1M is a proper choice. We comment
that physically, the suitable choice of M∗ depends on the
halo mass function used in the model calculations. The
specific value of M∗ may also have a mild cosmology-
dependence, which may need to be taken into account
in future for very high precision studies. In this paper,
we do not include this subtle effect.
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Figure 6. Model prediction and the peak counts from
simulation for S10small. The red line is model prediction
from F10 and the blue line is the prediction from our model.
Green dots with error bars are peak counts from simula-
tion. The relative differences between simulation results and
model predictions are shown in the bottom panel.
The peak count comparison results are shown in Fig.6
and Fig.7 corresponding to the survey conditions listed
in Table 2 respectively. The green symbols are the re-
sults averaged over the corresponding 20× 96 maps and
then scaled to the considered survey area. The error
bars are the corresponding Poisson errors. The blue
lines are the results from our model including the LSS
effect, and the red lines are from F10 without the LSS
effect. Again, the shown results are the peak counts vs.
ν0 defined by the shape noise σN,0. The correspond-
ing κ are indicated in the upper horizontal axes. In the
bottom part of each panel, we show the fractional differ-
ences of the two models with respect to the simulation
results.
Fig.6 shows the results for S10small with zmed = 0.7,
ng = 10 arcmin
−2, and S = 150 deg2, similar to the
current accomplished WL surveys. In this case, σLSS,0 =
0.0057 and σN,0 = 0.0178 for θG = 2.0 arcmin. Thus the
contribution from LSS is much smaller than that from
the shape noise, and its effect on WL peak counts is
rather weak considering relatively large error bars. This
can be evidently seen from the lower part of the panel.
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Figure 7. The same as in Fig.6 but for the cases of S10 (upper left), S20 (upper right), M20 (buttom left) and D20 (buttom
right).
Both the blue and red lines agree with the simulation
results very well for high peaks with ν0 > 4 with the
fractional differences less than 10%.
In the upper left panel of Fig.7, we show the results of
S10. In this case, the number density and the redshift
distribution of source galaxies are the same as those in
Fig.6, but with a larger survey area with S = 1086 deg2.
Thus the statistical errors of WL peak counts are smaller
by ∼ 2.7 times than that of S10small. We see again
that both models work well, and the model including
the LSS effect (blue) gives better results for the left two
bins.
In the upper right panel of Fig.7, the results of S20
with zmed = 0.7, ng = 20 arcmin
−2, and S = 1086 deg2
are presented. In this case, the LSS effect is the same
as that of S10, but the shape noise is lower with
σN,0 = 0.0126. Thus the relative contribution of the
LSS effect should be stronger than the case of S10. We
see that for ν0 > 5, although both the blue line and the
red line agree with the simulation results within 10%,
the red line is systematically lower, showing that the
LSS effect starts to be important. For ν0 < 5, the red
line deviates significantly from the simulation results,
but our current model including the LSS effect can give
excellent predictions out to ν0 ∼ 4.
The results for M20 with zmed = 1.0, ng =
20 arcmin−2 and S = 1086 deg2 are shown in the lower
left panel of Fig.7. Here the LSS contribution increases
to σLSS,0 = 0.0082. Comparing to the upper right panel,
we see that the model prediction without the LSS effect
(red line) significantly underestimates the peak counts
over the whole considered range. Taking into account
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the LSS effect, our improved model works very well to
K & 0.06, corresponding to ν0 & 4.5.
With even higher zmed, the LSS projection effect gets
larger. The lower right panel of Fig.7 shows the re-
sults of D20 with zmed = 1.4, ng = 20 arcmin
−2 and
S = 1086 deg2. In this case, σLSS,0 = 0.0108, is compa-
rable to that from the shape noise with σN,0 = 0.0126.
Without including the LSS projection effect, the under-
estimate is at the level of 30%, much larger than the
statistical errors. While including the LSS effect, the
model predictions (blue lines) are in excellent agreement
with the simulation results to K & 0.063, or ν0 & 5.
Note that for the three cases with ng = 20 arcmin
−2,
the WL lensing signal from a halo increases with the
increase of zmed. Thus we see a somewhat increase of
the lower limit of ν0 above which our high-peak halo
model applies from zmed = 0.7 to zmed = 1.4.
3.3. Cosmological constraints
To demonstrate explicitly the LSS effect on the cos-
mological constraints derived from WL high peak counts
and how our improved model performs, here we run
MCMC fitting using WL mock data.
For S10, S20, M20 and D20 in Table 2, we generate,
respectively, the WL peak count mock data by averaging
over the 20×96 maps. For S10small, we scale the peak
counts obtained for S10 to S = 150 deg2. The central
data points in different bins {Ni} for different cases are
the same as those shown in Fig.6 and in Fig.7. Note
that for the upper end of the peaks, we only use bins
with Ni & 10.
We employ the χ2 fitting to constrain cosmological
parameters from WL mock data. The χ2 is defined as
χ2 = ∆T Ĉ−1∆, (27)
where ∆ is ∆ ≡ N − N̂ with N being the mock data
vector consisting of WL peak counts of different bins
and N̂ being the model predictions for these bins. The
quantity C is the covariance matrix for peak counts be-
tween different bins. We calculate it using the simula-
tion at the fiducial cosmology. Specifically, for each case
in Table 2, we first obtain the covariance for an area S0
corresponding to an individual simulated convergence
map by calculating the variance of peaks [C0]ij between
ith bin and jth bin from 20 × 96 maps. We then scale
C0 to the mock survey area S considered in different
cases by
C =
S
S0
C0. (28)
Studies have shown that this scaling can lead to a
slight underestimate of the covariance for large S (Kra-
tochvil et al. 2010). This, however, should not affect our
conclusions regarding the bias resulting from neglecting
the LSS effect and the validity of our new model. It is
also noted that the cosmology-dependence of the covari-
ance is not considered here.
From C, we can calculate its inverse C−1 and further
the Ĉ−1:
Ĉ−1 =
R−Nbin − 2
R− 1 C
−1, (29)
where R = 20×96 and Nbin is the number of bins of WL
peak counts used in deriving cosmological constraints.
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Figure 8. The derived cosmological constraints for
S10small. The red contours are the constraining results
of 1− σ,2− σ and 3− σ using F10 model and the blue ones
are from the model in this work. The input cosmological pa-
rameters for simulation is indicated by green crossing lines.
In our analyses here, we concentrate on the constraints
on Ωm and σ8, and set all the other cosmological param-
eters fixed to be the input values of the simulations. We
implement the MCMC technique to explore the poste-
rior probabilities of (Ωm, σ8) (X. K. Liu et al. 2015b,
2016).
The constraining results for S10small are shown in
Fig.8, where the blue and red contours are the results
using the model presented in this paper including the
LSS effect and the model of F10 without the LSS effect,
respectively. The green cross indicates the input values
of the two parameters for WL simulations. Consistent
with that shown in Fig.6, the two constraints overlap
significantly and the two models perform equally well.
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Figure 9. Results for mock S10 (upper left),S20 (upper right),M20 (lower left) and D20 (lower right), respectively.
Table 3. Degeneracy parameter (α,Σ8) for different cases. The degeneracy is defined by Σ8 = σ8(Ωm/0.27)
α.
Mocks S10smalla S10small S10 S20 M20 D20
α 0.434 0.452 0.456 0.493 0.465 0.417
Σ8 0.833± 0.045 0.791± 0.050 0.814± 0.016 0.836± 0.011 0.838± 0.009 0.834± 0.008
a derived from F10 model.
In this case, the LSS effect is negligible, and the appli-
cation of F10 model is well justified without introducing
notable biases in the parameter constraints.
The results for S10, S20, M20 and D20 are pre-
sented in Fig.9. Because of the survey area being larger
than that of S10small, the statistical errors are reduced
considerably resulting smaller contours. For S10 (upper
left), the blue and red contours still have a large over-
lap. The WL simulation input values are at the edge
of the 1 − σ red region. The blue constraints from our
improved model including the LSS effect, on the other
hand, give better results.
For S20 (upper right), σN,0 = 0.0126, σLSS,0 =
0.0057, and the total σ0 = 0.0138. The fractional con-
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Figure 10. The degeneracy of (Ωm, σ8). The contours are
the 1σ regions from the peak abundance model including
LSS projection for S20, M20 and D20. The dashed lines
are the corresponding fitted degeneracy curves defined by
Σ8 = σ8(Ωm/0.27)
α. The input cosmological parameters for
mock data are shown as the black cross.
tribution from LSS is σLSS,0/σ0 ≈ 0.41. Thus the LSS
effect is already apparent. The constraints obtained by
using the model of F10 are biased by more than 2σ.
For M20 (lower left) and D20 (lower right), the shape
noise is the same as that of S20. But the LSS effect is
stronger with σLSS,0 = 0.0082 and 0.0109, and the cor-
responding fractional contribution to σ0 is ∼ 0.55 and
∼ 0.65 for M20 and D20, respectively. Without the
LSS effect, the derived constraints are severely biased
by more than 3σ for M20 and even larger for D20. On
the other hand, in all the cases, our new model incor-
porating the LSS effect works excellently with the input
values being aligned with the degeneracy direction and
well within the 1σ region as shown in blue.
It is known that WL effects depend on Ωm and σ8 in
a degenerate way, and the derived constraints of the two
parameters are highly correlated, as seen from Fig.8 and
Fig.9. Such a correlation is often described by a relation
Σ8 = σ8(Ωm/0.27)
α. In Table.3, we list the values of α
and Σ8 for different cases. These values are derived from
the principal components analysis of the MCMC sam-
ples (for details, please see §4.1 of Tereno et al. (2005)
or PCA method in getdist4). Because F10 model works
well for S10small, for this case, we also list the values
4 http://cosmologist.info/cosmomc
obtained from the constraints using F10. For the other
cases we only show the results derived from the blue
regions in Fig.9. We see that for S10small, we have
α ≈ 0.434 from F10 and α ≈ 0.452 from our improved
model. The two results are very similar and consistent
with the one we obtained from WL peak analyses us-
ing CS82 (X. K. Liu et al. 2015b). For S20, M20 and
D20, the α value decreases somewhat with the increase
of zmed. We show their 1 − σ contours together with
the derived degeneracy directions in Fig.10. This indi-
cates the potential of tomographic WL peak analyses,
for which, we will explore in detail in our future studies.
We also note the α values derived from WL high peak
abundances are systematically smaller than those from
cosmic shear correlations (Kilbinger 2015), showing the
complementary of the two types of statistical analyses.
3.4. Further tests
The previous analyses show the results with a set of
fiducial parameters. In this subsection, we test the va-
lidity of the model for different cases. In Fig.11, we
show the results with Gaussian smoothing of different
smoothing scales with θG = 1.5 arcmin (upper), and
3 arcmin (lower), respectively for S20 in left and M20 in
right. We see the model performs equally well as that
of θG = 2 arcmin.
In our model, we consider massive halos with M ≥M∗
as the dominant sources of high peaks. Simulations show
that M∗ ∼ 1014h−1M is an appropriate choice. The
very precise value can have dependences on, e.g., the
halo mass function and cosmological models. In our
fiducial analyses, we take M∗ = 1014h−1M. To test
the M∗ sensitivity of our model predictions, in Fig. 12,
we show the differences of the model predictions with
M∗ = 1013.9h−1M and 1014.1h−1M with respect to
that of the fiducial results. The data points are the
differences between the simulation results and the fidu-
cial model predictions with M∗ = 1014h−1M. The
large and small error bars are for the survey area of
∼ 150 deg2 and ∼ 1086 deg2, respectively. It is seen
expectedly that different choice of M∗ has no impact
on the predicted abundance of very high peaks. For
peaks around ν0 ≈ 4 in the considered cases, they show
some effects. For surveys of ∼ 150 deg2 and zmed = 0.7,
the differences arising from a 0.1dex variation of M∗ are
within the statistical errors for ν0 ≥ 4. For surveys of
∼ 1000 deg2, or higher zmed, the dependence on M∗ be-
comes significant. We will investigate in more details on
this issue in our future studies.
In Fig.12, we extend the horizontal axis to ν0 = 3. We
see that at ν0 ∼ 3, there are some deviations between
the model predictions and the simulation results, the
higher the zmed, the larger the deviations. From Fig.4,
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Figure 11. Gaussian smoothing with θG = 1.5 arcmin (upper) and θG = 3.0 arcmin (lower) for S20 (left) and M20 (right).
we see that in the considered cases, for peaks of ν0 ∼ 3,
a significant fraction of them are from the field regions
resulting from the combined effects of LSS and shape
noise. Thus they are more sensitive to the LSS proper-
ties than high peaks that are mainly from halo regions.
The Gaussian approximation of the LSS effects needs to
be improved to better account for these relatively low
peaks, particularly for higher zmed where the LSS ef-
fects are comparable or even larger than the shape noise
effects. This is another important effort in our future
studies.
It is noted that our analyses here are done with the
convergence fields from simulations directly. On the
other hand, observations measure the shape ellipticities
of galaxies, which directly give rise to an estimate of the
reduced shear gi = γi/(1 − κ). To perform peak analy-
ses in the convergence fields, in general, we need to first
reconstruct them from the shear estimates using the re-
lation between γ and κ. To avoid the reconstructions
that may introduce systematic errors, the aperture mass
Map statistics has been proposed with (e.g., Schneider
1996; Jarvis et al. 2004; van Waerbeke 1998),
Map(~θ) =
∫
d2~θ′Q(|~θ − ~θ′|)gt(~θ′), (30)
where gt is the tangential component of g with respect
to ~θ − ~θ′. In the regime of κ  1 and ~g ≈ ~γ, Map is
equal to applying a U filter to the κ field with
Q(θ) = −U(θ) + 2
θ2
∫
θ′dθ′U(θ′). (31)
It is required that the U filter is compensated with
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d2~θU(~θ) = 0. Here we present the peak analyses re-
sults for Map obtained by applying an U filter to the
simulated convergence fields to show the applicability of
our model. We choose a particular filter set with (van
Waerbeke 1998; Jarvis et al. 2004):
U(θ, θU ) =
1
piθ2U
(
1− θ
2
θ2U
)
exp
(
− θ
2
θ2U
)
. (32)
This filter has smoothed behaviours both in real and in
Fourier spaces, and can be handled computationally bet-
ter than sharply truncated filters (van Waerbeke 1998).
In Fig.3, we already show the comparison of power
spectra in Gaussian and in U filters. The U filter can
filter out the large-scale contributions more efficiently
than that of the Gaussian smoothing. For a visual com-
parison, we show in Fig.13 the zoom-in maps of the
Gaussian and the U filters of a same field. We see
that high peaks correspond well in the two cases. On
the other hand, large-scale patterns are more appar-
ent in the Gaussian-smoothed map. In Fig.14, we show
σLSS,0/σN,0 for the two filters for different source red-
shifts and different smoothing scales. While the LSS ef-
fect increases with the source redshift and the smoothing
scale in both cases, it is more significant in the Gaussian-
filter case than that of the U filter, consistent with the
analyses shown in Fig.3 and Fig.13. In Fig.15, we show
the signal-to-noise ratio comparison of the correspond-
ing peaks under the two filters. We see that in general,
the signal-to-noise ratio is lower in U filter than that in
the Gaussian smoothing, which indicates that our peak
model can be applicable to lower peaks in the U -filter
case. Fig.16 presents the peak number distribution of
Map under the U filter from simulations and also from
our model prediction. The results demonstrate that our
model works well too in this case, starting from ν0 ≈ 2.
We should note that the equivalence of obtaining Map
from U -filtering of the convergence fields with its orig-
inal definition is approximate under the assumption of
g ∼ γ. For high peaks, however, such an approximation
is not accurate enough. Thus to model high aperture-
mass peaks better corresponding to real observational
analyses, we need to work on the true Map fields de-
rived directly by applying Q filter to the reduced shear
field gt, which is much more computationally compli-
cated and intensive. Great efforts have been devoted to
build such a model and we will present it in our forth-
coming paper by Pan et al. (2018).
4. DISCUSSION
In this paper, we analyze the projection effect from
stochastic LSS on WL high peak abundances. Simi-
lar to F10, we assume that high peaks are dominantly
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Figure 12. The differences of the model predictions with
M∗ = 1013.9h−1M and M∗ = 1014.1h−1M with respect
to the fiducial model. The data points are the differences
of the simulation results with respect to the fiducial model.
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Figure 13. A zoomed-in coomparison of convergence
maps under Guassian smoothing (left) and under U filter
smoothing (right) of a same field. The smoothing scale is
θG = θU = 2 arcmin. The color bar for ν0 in the two cases is
shown on the right.
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from individually massive halos with M > M∗. To im-
prove F10, we include the LSS effect as a Gaussian ran-
dom field, and its power spectrum CLSS` is calculated by
subtracting the one-halo contribution from halos with
M > M∗ from the overall non-linear power spectrum.
In other words, in our modeling, we treat the heavily
non-Gaussian contributions from massive halos to WL
peaks separately using their halo mass function and the
density profiles. The rest of the line-of-sight projection
effect is regarded as the LSS effect modeled as a Gaus-
sian random field. We comment that in line with the
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Figure 16. Aperture peak abundance for S10 and M20.
The U-filter smoothing scale is θU = 2.0 arcmin.
halo model, CLSS` contains contributions from one-halo
terms of smaller halos with M < M∗ and the two-halo
terms between all the halos. It is also noted the exclu-
sion of the one-halo terms from halos with M > M∗ is
important in calculating CLSS` correctly. Otherwise, the
LSS projection effect would be overestimated.
To exam our model performance, we carry out exten-
sive simulation studies by generating WL maps with re-
spect to different survey conditions. Our analyses show
that for a CFHTLenS-like surveys (S10small), the LSS
effect on WL high peak counts and subsequently the de-
rived cosmological constraints is negligible. This is due
to its relatively small contribution to σ0 in comparison
to that of the shape noise and the large statistical er-
rors resulting from a small sky coverage. With the same
ng = 10 arcmin
−2 and zmed = 0.7 but increasing the
survey area to ∼ 1086 deg2 (S10), the F10 model gives
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rise to constraints that are at the edge of 1σ contour.
Keeping the same survey depth with zmed = 0.7 but
increasing ng to 20 arcmin
−2, the LSS projection effect
becomes notable. Further increasing the survey depth
represented by increasing zmed, the LSS projection effect
gets more and more important. With the F10 model
without the LSS projection effect, the cosmological con-
straints derived from WL high peak counts are biased
by more than 2σ and 3σ for S20 and M20, and even
larger for D20. This shows clearly that for future large
WL surveys, the LSS projection effect on WL high peaks
must be taken into account. Our model presented in this
paper performs very well in catching up the effect. We
address that in our improved model, CLSS` contributes
additional cosmological information.
We also show the good performance of the model for
different smoothing scale θG and for the aperture-mass
peaks with a compensated U filter. For the latter, we
should keep in mind that the true aperture-mass fields
are calculated from the reduced shears g rather than
from the shears γ.
We note that the mass function and the density profile
of halos are important ingredients in our model calcu-
lations. Their uncertainties can potentially affect the
model predictions. In the analyses here, we take the
halo mass function from Watson et al. (2013) and the
NFW halo density profile with the mass-concentration
relation of Eq.(23). They work well in our comparisons
with simulated high peak counts. For future very high
precision studies, we need to consider these uncertainties
more carefully. Considering the complicated mass dis-
tributions in real halos, there should be a negtive bias
(≈ 10%) in the 2D weak-lensing-derived M -c relation
with respect to that of 3D (Du et al. 2015). As a test,
we reduce the A value in the mass-concentration rela-
tion by 10%, the theoretical predictions for high peak
counts decrease at the level of ∼ 10% for the highest
bins in Fig.7, and smaller for lower bins. This is still
within the statistical uncertainties of the peak counts
in our considered cases here with ∼ 1100 deg2. With S
being ∼ 15, 000 deg2 for future surveys, such as LSST
(LSST Dark Energy Science Collaboration 2012) and
Euclid (Amendola et al. 2013), highly accurate knowl-
edge about these ingredients is needed for precision stud-
ies. On the other hand, self-calibrated approaches are
possible to constrain, e.g, the mass-concentration rela-
tion, simultaneously with cosmological parameters from
WL peak counts (X. K. Liu et al. 2015b). We will in-
vestigate these issues in detail in our future studies.
It is also noted that our model applies to high peaks
for which the signals are mainly from single massive ha-
los. On the other hand, simulations have shown that
low peaks also contain important cosmological informa-
tion. It is highly desirable to build theoretical models for
them. For low peaks, such as that shown in Fig.2, how-
ever, we cannot find a single halo that contributes domi-
nantly to the peak signal. Thus as one of our important
future tasks, we need to explore different approaches to
model the low/medium peaks.
WL peak analysis has shown its power in cosmological
studies. Ongoing and future WL surveys will increase
the data in quantity by orders of magnitude comparing
to that we currently have. This will lead to a tremendous
increase of the statistical power of WL studies. Mean-
while, however, much tighter systematic error controls
are needed. Besides the LSS projection effect on WL
peaks studied in this paper, there are other systemat-
ics that we need to understand carefully, such as the
intrinsic alignments of source galaxies, photometric red-
shift errors, baryonic effects, etc.. Fully exploring the
complementarity of WL peak analyses and cosmic shear
correlations, not only on cosmological constraints, but
also on different responses to systematics, is also an im-
portant and exciting direction to work on.
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