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Study  focus: Water resources management in the Sahel region, West Africa, is
extremely difﬁcult because of high inter-annual rainfall variability. Unexpected
ﬂoods and droughts often lead to severe humanitarian crises. Seasonal rain-
fall  forecasting is one possible way to increase resilience to climate variability
by  providing information in advance about the amount of rainfall expected in
each  upcoming rainy season. Rainfall forecasting models often arbitrarily assume
that  rainfall is linked to predictors by a multiple linear regression with parame-
ters  that are independent of time and of predictor magnitude. Two probabilistic
methods based on change point detection that allow the relationship to change
according to time or rainfall magnitude were developed in this paper using nor-
malized  Bayes factors. Each method uses one of the following predictors: sea level
pressure,  air temperature and relative humidity. Method M1 allows for change in
model parameters according to annual rainfall magnitude, while M2 allows for
changes  in model parameters with time. M1 and M2 were compared to the clas-
sical  linear model with constant parameters (M3) and to the climatology (M4).
New  hydrological insights for the region: The model that allows a change in the
predictor–predictand relationship according to rainfall amplitude (M1) and uses
air  temperature as predictor is the best model for seasonal rainfall forecasting in
the  study area.
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1. Introduction
Several studies show the degree to which West Africa is vulnerable to climate variability, including
those by Giannini et al. (2008) and Christensen et al. (2007). The Sahelian rainfall pattern is season
dependent and is directly related to the West African Monsoon (WAM)  which dynamic is yet to be
fully understood by climatologists (Mohino et al., 2011; Caminade and Terray, 2010; Biasutti et al.,
2008; Camberlin et al., 2001; Rowell, 2001, 2003; Janicot et al., 2001; Palmer, 1986). This lack of
knowledge about the WAM  dynamic is part of the reason for which forecasts in the Sahel at all scales
are problematic. The uncertainty in the forecasts directly affects local populations (Hayes et al., 2005).
Indeed, the lack of awareness of the short and medium term evolution of rainfall and streamﬂows
often results in populations being poorly prepare to cope with increasingly frequent climate extremes,
including lack of precipitation, and ﬂoods and their direct corollaries such as lower crop yields, total
loss of agricultural production or the destruction of economically valuable infrastructure, such as roads
and dams (Tarhule, 2005; Samimi et al., 2012). Recurrent droughts also regularly affect agricultural
production, streamﬂows often take authorities and largely rural local populations by surprise, despite
over a decade of publication of seasonal forecasts in West Africa (PRESAO: Prévision Saisonnière en
Afrique de l’Ouest.  Hamatan, 2002; Ogallo et al., 2000). In such an unstable situation, any scientiﬁc
information regarding the short (24 h) and medium (6 months) terms of rainfall and streamﬂow trends
becomes a crucial tool for decision-making and water resources management. Agriculture, the primary
socio-economic activity in the Sahelian zone, could be more efﬁcient if, local and reliable seasonal
information was available to help farmers make critical agricultural decisions (Hansen, 2002). Thus, the
development of seasonal rainfall and streamﬂow forecast models is highly anticipated by all concerned,
particularly the rural population, as it would enable effective use of climatic information that would
help ensure food security. The models would increase resilience to climate variability by providing
advance information about the expected amount of rain or runoff in the next rainy season (Hansen
et al., 2011).
Relevant efforts of the scientiﬁc community are based on three different but complementary
approaches (Hastenrath, 1995): dynamical (based purely on numerical models), statistical (based
purely on statistics) and hybrid statistical-dynamical (a combination of statistics and numerical mod-
els).
The dynamical approach is based on numerical models of physics and dynamics equations that
describe the climate system (Kumar et al., 1996; Brankovic and Palmer, 1997; Palmer et al., 2000,
2004). The statistical approach consists of establishing a direct relationship between the state of the
atmosphere or ocean at the moment of the forecast and during event occurrences (e.g. precipitation)
within the period of a few months or weeks (Schepen et al., 2012; Lopez-Bustins et al., 2008). The
existence of sufﬁciently strong and robust physical links between certain variables is regarded as
foreseeable, and is the basis of the statistical forecast. The hybrid statistical-numerical approach also
known as model output statistics (MOS), is a combination method based on the principle of apply-
ing statistical methods to the output obtained from numerical models, in order to perform further
analysis.
Statistical models are quite popular, given their ease of development and the limitations of dynam-
ical models (Sittichok et al., 2014; Ibrahim et al., 2014; Mara, 2010; Bouali, 2009; Biasutti et al., 2008;
Hayes et al., 2005; Philippon and Fontaine, 2002; Janicot et al., 2001; Hunt, 2000; Thiaw et al., 1999).
However, it is notable that all models developed from these studies arbitrarily consider the relation-
ship between the predictors and the predictand (rainfall in the Sahel) to be independent of time and
rainfall magnitude.
The objective of this paper is to depart from that hypothesis to develop statistical seasonal rainfall
forecasting models with changing parameters, and to instead compare the new models to the classical
linear model with constant parameters and to the climatology.
First, a linear rainfall forecasting model is developed for each of the predictors under consid-
eration, as in Sittichok et al. (2014). At the end of the process, an optimal lag time and optimal
season are obtained to average the predictor. Using the latter lag time and the predictor time
series, new models are developed that allow the linear regression parameter to change accord-
ing to time or rainfall amplitude. The performance of the new models is then compared to that
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of the original linear model, and to a model representing the rainfall climatology in the study
area.
2. Materials and methods
2.1. Study area
The area under study considered in this work is the Sirba watershed, a transboundary watershed,
shared by Burkina Faso and Niger, located between latitudes 12◦55′54′′–14◦23′30′′ N and longitudes
1◦27′ W–-1◦23′42′′ E with an area of 38,750 km2 (Mara, 2010). Fig. 1 depicts the geographical situation
and characteristics of the area, which is inﬂuenced by three sub-climate zones based on the decrease of
rainfall from south to north: the southern Soudanian zone with mean annual rainfall of 700–800 mm,
the northern Soudanian zone with mean annual rainfall of 550–650 mm and the Sahelian zone with
mean annual rainfall of 300–500 mm (Taweye, 1995). Most of rainfall occurs from July to September
(JAS), regardless of the sub-climate zone. The climate is characterized in part by having only two
seasons: a dry season (October to April) due to the harmattan (dry wind) and a rainy season (May to
September) inﬂuenced by the WAM  (cold wind) (Descroix et al., 2009). The hydrographic network is
relatively dense, and consists of three main tributaries (Sirba, Faga, and Yeli) plus a few dam water
reservoirs (Mara, 2010). Based on descriptions of the rainfall pattern, the hydrological regime in the
Sirba watershed is the Sahelian type, and its vegetation formation is thorny, lightly wooded savannah
(Andersen et al., 2005; Descroix et al., 2009). The reason for choosing the Sirba basin is threefold.
First, it is located approximately in the middle of the Sahel region, so, it is inﬂuenced by the climate
characteristics of both northern Sahel and the Sahara desert, and southern Sahel and the Sudanian
savanna. Second, there are many climate stations inside and around the basin that collect climate data
daily. And third, there is more than 40 years of precipitation data available.
Fig. 1. Location map of the Sirba watershed and its hydro-meteorological stations.
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Table 1
Details of rainfall stations.
Station number (code) Station name Longitude Latitude Country
320006 Torodi 1.8 13.12 Niger
320002 Tera 0.82 14.03 Niger
320004 Tillaberi 1.45 14.20 Niger
320005 Gotheye 1.58 13.82 Niger
200082 Boulsa −0.57 12.65 Burkina Faso
200026 Dori 0.033 14.03 Burkina Faso
200085 Bogande 0.13 12.98 Burkina Faso
200048 Dakiri −0.27 13.30 Burkina Faso
200024 Gorgadji −0.52 14.03 Burkina Faso
200086 Piela −0.13 12.70 Burkina Faso
200047 Tougouri −0.52 13.65 Burkina Faso
2.2. Climatic data
The predictand in this study is the average seasonal precipitation in the Sirba watershed. It was
calculated using daily rainfall data that was  recorded by a network of 11 rain gage stations in Burkina
Faso and Niger, from 1960 to 2008. The rainfall time series were provided by the national meteoro-
logical ofﬁces of Burkina Faso and Niger. Five of the stations are located within the watershed, and
the remaining six are a maximum of 25 km from the watershed boundary (see Fig. 1). Using the 11
rainfall time series, the Thiessen polygon method was  applied to estimate the average rainfall in the
watershed.
The atmospheric data are sea level pressure (SLP), relative humidity (RHUM), air temperature
(AirTemp), zonal wind (UWND) and meridional wind (VWND). The variables are monthly NCEP-
DOE Reanalysis data obtained from the National Oceanic and Atmospheric Administration (NOAA:
http://www.esrl.noaa.gov). They relate to the grid 90◦ N–90◦ S latitudes and 0◦ E–357.5◦ E longitudes,
and span the period from January 1979 to August 2013. Tables 1 and 2 present the rainfall and
atmospheric data, respectively.
2.3. Selection of the optimal lag time for each predictor
Monthly precipitation time series from the Climatic Research Unit (CRU TS 3.21 0.5◦ global), with a
spatial resolution 0.5◦ × 0.5◦ deﬁned on 2◦ W–2◦ E longitude, and 10◦ N–15 ◦N latitude (covering more
Table 2
Description of climate variables.
Parameter Units Level Reference data Spatial coverage Temporal
coverage
Sea level pressures (SLP) Pa/s 1000 hPa NCEP 2 2.5◦ × 2.5◦ grid
90◦ N–90◦ S,
0◦ E–357.5◦ E
1979/01/01 to
2013/08/31
Air  temperature (AirTemp) K 1000 hPa NCEP 2 2.5◦ × 2.5◦ grid
90◦ N–90◦ S,
0◦ E–357.5◦ E
1979/01/01 to
2013/08/31
Relative humidity (RHUM) % 1000 hPa NCEP 2 2.5◦ × 2.5◦ grid
90◦ N–90◦ S,
0◦ E–357.5◦ E
1979/01/01 to
2013/08/31
Meridional wind (VWND) m/s  1000 hPa NCEP 2 2.5◦ × 2.5◦ grid
90◦ N–90◦ S,
0◦ E–357.5◦ E
1979/01/01 to
2013/08/31
Zonal wind (UWND) m/s  1000 hPa NCEP 2 2.5◦ × 2.5◦ grid
90◦ N–90◦ S,
0◦ E–357.5◦ E
1979/01/01 to
2013/08/31
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Fig. 2. Predictor averaging periods.
than the area of Sirba basin) were initially used as predictand for selecting a pool of potential predictors
for seasonal rainfall forecasting.
After establishing the pool of predictors, the observed precipitation from rain gage stations was
used to determine the best predictors in the group. The method developed by Sittichok et al. (2014)
was used to link the observed rainfall with each predictor, and the candidate predictor was aggregated
over all possible time windows (with a time window length in months is an integer) in the 18 months
prior to the rainy season. Each of the obtained time series was  used as input to a linear model linking
it to the seasonal rainfall on the Sirba watershed. How the periods are generated is shown in Fig. 2.
For each period, a linear model linking the predictor averaged over that period and seasonal rainfall
on the Sirba is built as follows:
1. For each year Y that the predictor was available.
(i) the predictor of year Y − 1 was removed from the predictor grid;
(ii) the rainfall of year Y was removed from the rainfall data set; and
(iii) the dimension of the remaining predictor data set was reduced using the coefﬁcient of determi-
nation (R2) to screen predictor gridded points and obtain a small number of predictors. Principal
component analysis (PCA) was then applied on the remaining predictor gridded data from the
previous step to reduce the number of predictors.
2. A linear regression was ﬁtted between the predictor and precipitation time series.
3. The ﬁtted linear regression was used to simulate the rainfall of year Y. If predictor and rainfall were
in the same year (Y), only predictor and rainfall time series for that year were removed in the ﬁrst
step.
4. When the simulated rainfall was available for every year in the historical period, the objective
functions R2, Nash, and hit-rate score were calculated to estimate the model’s performance.
The period that yielded the best Nash coefﬁcient (i.e. the optimal lag time) is then selected. Table 3
summarizes the ﬁnal selected predictors used in this study to forecast seasonal rainfall.
Table 3
Selected predictors with their lag time for seasonal forecast.
Predictors NMAXb R2 Nash HIT rate score Best periodM1–M2a Lagged period
Sea level pressure at 1000 hPa 50 0.48 0.46 60.71 17–18 0
Relative humidity at 1000 hPa 80 0.58 0.52 64.29 10–10 8 months
Air  temperature at 1000 hPa 10 0.530 0.527 67.86 1–4 14 months
a M1  = 1:12 (January to December); M2  = M1:18 (considered month of M1 to the next coming June).
b NMAX: number of best grid points retained after screening the predictor grid based on R2.
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2.4. Seasonal forecasting models with changing parameters
The adapted algorithm of the Bayesian change point detection method is presented before describ-
ing the developed models with changing parameters.
2.4.1. Multiple change point detection algorithm
Change points can be deﬁned as discontinuities of time series that normally exist in climate data
(Reeves et al., 2006). They can occur for many reasons, including, observed station movement, changes
in recording equipment, changes in measurement techniques, environmental changes and climate
change effects such as shifts in climate regimes (Lund and Reeves, 2002). There are many methods
in the literature to detect and correct change points in various ﬁelds of research (Vincent, 1998;
Begert et al., 2005; Beaulieu et al., 2005, 2009; Fearnhead, 2006; Seidou et al., 2007; Seidou and
Ouarda, 2007; Villarini et al., 2011). Indeed, the Bayesian method for change point analysis is one of
the most popular techniques, as it helps obtain the statistical distribution for the dates of change as
well as the distribution for the other parameters in the model (Sarr et al., 2013; Seidou et al., 2007;
Seidou and Ouarda, 2007; Xiong and Guo, 2004; Perreault et al., 2000; Gelfand et al., 1990; Barry
and Hartigan, 1993). In this study, the Bayesian change point method proposed by Seidou and Ouarda
(2007) is employed to evaluate abrupt changes in mean or direction of trends for climatic variables. This
method was adopted because it handles an unknown number of changes and displays the complete
probability distribution of the dates of the changes. The Bayesian change point detection model used
in this present case can also evaluate abrupt changes in the relationship between the principal and a
number of relevant explanatory variables. In these cases, the estimated trend for each segment of the
time series is performed based on proxies.
A brief description of the model algorithm follows. Readers can refer to Seidou and Ouarda (2007)
and Ehsanzadeh and Adamowski (2010) for further details.
Let Y = (y1, y2, . . .,  yn) be the n-sample of observations representing the response variable, m be
the unknown number of change points and 0 = 0, 1, . . .,  m+1 = n. Let Yt:s be observations from time
t to time s; Yt:s = (yt, yt+1, yt+2, . . .,  ys) (t ≤ s). Then, for k = 1, . . .,  m + 1, the kth segment is the set of
data observed between k+1 + 1 and k. A parameter ∅k is associated with the kth segment and (∅ k)
denotes the prior distribution of ∅k. As established by Fearnhead (2006), the posterior probability of
change points is given by:{
Pr (1/Y1:n) = P(1, 1)Q (1 + 1)g0(1)/Q (1)
Pr (k/k−1, Y1:n) = P(k−1 + 1, k)Q (k + 1)g(k − k−1)/Q (k−1 + 1), for k = 2, . . .,  m
(1)
where (g) is the probability distribution of the time interval between two  consecutive change
points, and g0 is the probability distribution of the ﬁrst change point. For s ≥ t and yi∈ Yt:s ; P(t, s) =∫ ∏s
i=t f (yi/)()d is the probability of t and s belonging to the same segment. Q(t) is the likelihood
of segment Yt:n given a change point at t − 1, and is derived from a recursive relation using P(t, s) and
both g and g0 (see Theorem 1, Fearnhead, 2006).
Now, let X = (x1j, x2j, . . .,  xnj), and j = 1, . . .,  d* denote the set of d* explanatory vectors including any
intercepts. Thus, the multiple linear regression can be written as:
yi =
d∗∑
j=1
jxij + εi, i = 1, . . .,  n or Y = X + ε (2)
where  = (1, 2, . . .,  d∗ ) is the vector of the regression parameters and ε = (ε1, ε2, . . .,  εd∗ ) is the
Gaussian vector of residuals with mean zero and variance 2. Note that relation (1) changes after
each change point and is recomputed for each segment. In a given segment, the parameter vector ∅ is
deﬁned as:
∅ = (1, 2, . . .,  d∗ , ) (3)
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and it follows that:
f (yi/∅) =
1

√
2
exp
⎛
⎝−0.5
(
yi −
∑j=1
d∗ jxij

)2⎞⎠ (4)
In this study, the prior distribution to be used depends only on the scale parameter  and as such:
1(∅) = 1() = p(/a, c) =
−a exp
(
− c
22
)
2(a−3)/2c(a−1)/2
(
a−1
2
) a > 1, c > 0 (5)
where a and c are the hyper parameters. Hence, as shown in Seidou and Ouarda (2007), in this setting
the posterior probability of the change point displayed in Eq. (1) is given by:
P(t, s) = (2)d∗/2
((εTt:sεt:s + c))
(s−t+a−1)/2

(
s−t+a−d∗
2
)
(c)(a−1)/2
∣∣XTt:sXt:s∣∣1/2 ( a−12 ) for s ≥ t (6)
In this study, parameter a in Eq. (6) is ﬁxed at 2, so that the prior distribution is non-informative.
The Bayesian change point detection model ﬁrst estimates the posterior distribution of probability
of the number of changes. The most probable number of detected changes (associated with the highest
probability of occurrence) is then selected as the number of change points observed in the data series.
Conditional on this number, the Bayesian inference then provides the time position of detected changes
and their respective (posterior) distribution of probability of occurrence. Finally, the magnitude of the
detected changes is determined. The identiﬁed changes could represent shifts in the mean, changes
in the direction of a trend, or a combination of both.
2.4.2. Model M1
Model M1  was developed to detect potential changes in the relation between predictor and predic-
tand and assumes that the relationship changes with precipitation amplitude. To obtain the forecast
for a given year i (i = 1979–2002) the model is applied as follows:
1. Year i is removed from the predictor and predictand time series.
2. Stepwise regression is used to ﬁt a linear relation between the predictor and the predictand in the
remainder of the series, and an initial forecast assuming a single equation for all points is issued.
The equation is also used to issue an initial forecast for year i.
3. The data is sorted in increasing order of the forecasted predictand from step 2, and a new position
i1 is assigned to year i. The initial forecast for year i is between the initial forecast for year i1 and
the initial forecast for year i1 + 1.
4. The change point detection method by Seidou et al. (2007) is applied to the remaining data. The
method generates 1000 time series of length N − 1, with a random number of change points at
random locations. The density of the change points in a given time interval is proportional to the
probability of change in that interval (Seidou et al., 2007).
5. For each of the 1000 generated sequences of change points, stepwise regression is applied to ﬁt a
linear relation between the predictor and predictand on any segments delineated by the change
points, and, both the optimal (least square) forecast and the standard deviation of the residual
are calculated. If m is the order of the current generated sequence of change points, i is in the
kth segment, x1, x2, . . .,  xn the values of the predictors for year i and ∝k,m1 , ∝
k,m
2 , . . .,  ∝
k,m
n are the
coefﬁcients of the equation for the segment k, then the least square estimate is Yˆi = ∝k,m0 + ∝
k,m
1 ×
x1 + ∝k,m2 × x2 + · · · + ∝
k,m
n × xn.
6. Ten probabilistic forecasts are generated by sampling ten values from a normal distribution. The
mean of the normal distribution is the least square forecast and its standard deviation is the standard
deviation of the forecasts.
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7. The 10,000 forecasts for year i are used to calculate the empirical probability density of the forecast.
The estimate of the distribution is nonparametric, uses a normal kernel function, and is evaluated
at 1000 equally spaced points that cover the range of the data set.
At the end of the process, a probability density function is obtained for the forecast in year i.
2.4.3. Model M2
Model M2  is similar to M1,  except that it assumes that the predictand–predictor relationship
changes with time (i.e., the regression parameters change over time). The same approach as in M1
was followed, but there was no ordering of the data set after each exclusion of year i (i = 1979–2002).
1. Year i is removed from the predictor and predictand time series.
2. The Seidou et al. (2007) change point detection method is applied to the remaining data. The method
generates 1000 time series of length N − 1, with a random number of change points at random
locations. The density of change points in a given time interval is proportional to the probability of
change in that interval (Seidou et al., 2007).
3. For each of the 1000 generated sequences of change points, stepwise regression is applied to ﬁt a
linear relation between the predictor and predictand on any segments deﬁned by the change points.
Both the optimal (least square) forecast and the standard deviation of the residual are calculated. If m
is the order of the current generated sequence of change points, i is in the kth segment, x1, x2, . . .,  xn,
and the values of the predictors for year i and ∝k,m1 , ∝
k,m
2 , . . .,  ∝
k,m
n are the coefﬁcients of the equation
for segment k, then the least square estimate is Yˆi = ∝k,m0 + ∝
k,m
1 × x1 + ∝
k,m
2 × x2 + · · · + ∝
k,m
n × xn.
4. Ten probabilistic forecasts are generated by sampling ten values from a normal distribution. The
mean of the normal distribution is the least square forecast and its standard deviation is the standard
deviation of the forecasts.
5. The 10,000 forecasts for year i are used to calculate the empirical probability density of the forecast.
The estimate of the distribution is nonparametric, uses a normal kernel function, and is evaluated
at 1000 equally spaced points that cover the range of the data set.
At the end of the process, a probability density function is obtained for the forecast in year i
(i = 1979–2002).
Fig. 3 recapitulates the steps involved in the models M1 and M2.
2.5. Seasonal forecasting models with constant parameters
Two models with constant parameters were developed and tested in order to ﬁnd the best seasonal
rainfall forecast model. The ﬁrst method (M3) is the classical linear model with constant parameters,
and the second (M4) is based on the climatology.
2.5.1. Model M3
In model M3,  no change points are assumed in the linear regression between predictand and
predictors. The model M3  is applied as follows (see Fig. 4):
1. Year i is removed from the predictor and predictand time series.
2. Stepwise regression is used to ﬁt a linear relation between the predictor and predictand. Both the
optimal (least square) forecast and the standard deviation of the residual are calculated. If i is in
the kth segment, x1, x2, . . .,  xn, and the values of the predictors for year i and ∝k1, ∝k2, . . .,  ∝kn are the
coefﬁcients of the equation for the segment containing i, then the least square estimate for year i is
Yˆi = ∝k0 + ∝k1 × x1 + ∝k2 × x2 + · · · + ∝kn × xn.
3. Ten probabilistic forecasts are generated by sampling ten values from a normal distribution. The
mean of the normal distribution is the least square forecast and its standard deviation is the standard
deviation of the forecasts.
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Fig. 3. Steps in seasonal rainfall forecasting models with changing parameters. (All steps are followed except step 1 which is
not  included while using model M2.)
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Fig. 4. Graphical description of model M3.
4. The 10,000 forecasts for year i are used to calculate the empirical probability density of the forecast.
The estimate of the distribution is non-parametric, uses a normal Kernel function, and is evaluated
at 1000 equally spaced points that cover the range of the data set.
At the end of the process, a probability density function is obtained for the forecast in year i
(i = 1979–2002).
2.5.2. Model M4
Under model M4,  the climatology is used to estimate the seasonal rainfall. The probability density
of the forecast is a normal distribution in which the average observed precipitation is the mean and
the standard deviation is the standard deviation of the observed precipitation (see Fig. 5). Model M4
is applied as follow:
1. Year i is removed from the predictor and predictand time series.
2. The average and the standard deviation of the observed precipitation are calculated on the remain-
der of the data.
Fig. 5. Schematically presentation of model M4  using climatology.
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3. The probability distribution of the forecast is generated at 1000 points over the range of the data,
using a normal distribution. The mean of the normal distribution is the average observed precipi-
tation, and the standard deviation is the standard deviation of the observed precipitations.
4. The 10,000 forecasts for year i are used to calculate the empirical probability density of the forecast.
The estimate of the distribution is nonparametric, uses a normal kernel function, and is evaluated
at 1000 equally spaced points over the range of the data set.
At the end of the process, a probability density function is obtained for the forecast in year i.
2.6. Bayesian model selection
In this paper, the Bayesian approach is used to select the best seasonal rainfall forecast model from
developed models with changing parameters and those with constant parameters. The posterior and
prior probabilities of the models and the observed data were computed ﬁrst (see Eq. (1)).
Posterior Probmodel =
(Prior Probmodel × Likelihoodmodel)
Probobservations
(7)
where Likelihoodmodel =
∏n
i=1likelihoodi, i is the year of forecasted rainfall, and n is the number of years.
To apply Eq. (7), all twelve models (i.e. M1,  M2,  M3,  and M4  used with each of the three predictors)
were considered. The ratio of a model’s posterior probability to observations constitutes a comparative
criterion after normalization. Normalized Bayes factors Bf (see Eq. (8)) were calculated for each model
to facilitate comparison between the models’ results, and to provide a weighted comparison of the
likelihood of each model given the observed data. Bf compares the posterior likelihood of data d of a
given model Mi to that of the reference model Mr. For more details about Bayes factors, refer to Min
et al. (2007).
Bf =
Likelihood(d/Mi)
Likelihood(d/Mr)
(8)
Selection of the best seasonal rainfall forecast model required analysis of the Bayes factors for all
12 models. Table 5 demonstrates how to interpret Bayes factor. There is strong evidence favorably
supporting model Mr (a reference model) and Mi (a given model), when Bf is less than 1/10 and higher
than10, respectively. In contrast, Bf between 1/3 and 3, meant that both the Mr and Mi models are weak
models. Hence, the best forecast model is the one for which Bf is always favorable in terms of value.
In addition, the evolution of likelihoods of forecasted seasonal precipitation (JAS) was conﬁrmed via
a graphical representation of each model. The graphs show the likelihood of each forecasted rainfall
value on a colored scale, where red and blue represent a probability of 1 and 0, respectively.
The entire methodology used in this work is summarized by the ﬂowchart presented in Fig. 6.
2.7. Performance measures
In this study, the relative performances of the four rainfall seasonal forecasting models (M1, M2,
M3 and M4)  were compared quantitatively using the Nash–Sutcliffe criterion (Nash). This criterion
was chosen because it can present the differences in magnitude between observed and simulated data
during the entire time period. The best Nash value equates to the best performance.
The performance of each model (under each predictor) was further evaluated based on two  other
criteria: (i) the number of forecasted values per model with high likelihoods (e.g. 80–100%); and (ii)
the model’s performance if the data support it favorably, based on Bayes factors; if so it is deemed to
have credible high performance.
Therefore, the model is considered to perform better if almost 100% of its forecasted values have
high likelihoods, which is clearly indicated by the red plot on the graph. The opposite (i.e., low likeli-
hoods) is plotted in blue.
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Fig. 6. Selection process of best seasonal rainfall forecast model.
3. Results and discussions
3.1. Changes in relationship
It was found that the linear relation between the predictor and predictand systematically displayed
the presence of one or more change points. The probability of change, as well as the conditional
probability of the change points, was calculated according to the work of Seidou and Ouarda (2007).
Table 4 summarizes the number of change points and their respective locations for each model. It
was observed that the number of change points varies between models. Fig. 7 shows the output of
model M1  as a histogram representing the probability of occurrence of the ﬁrst change in the data,
in the case of AirTemp. The weight at the ﬁrst date (position) is the probability of no change. Clearly,
the effectively localized histogram indicates that the position of the change is well identiﬁed. It was
assumed that no change occurs when the weight is above 0.5, and, when the probability of change is
above 0.5, the position of the change was  assumed to be beyond the ﬁrst year that had the highest
probability. Thus, in Fig. 7 at year 1990 (lower panel at position 12) it was observed that the probability
of change is 55%, and the probability of no change is 45%. The conditional probability of the existing
change point is also given, and shows there is a 60% chance of change at position 12.
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Table 4
Number of change points and their most probable locations for each model.
Models Number of change points Position of changes
M1a 1 1992
M1rh 1 1990
M1s 1 1990
M2a 1 1990
M2rh 1 1990
M2s 1 1992
a: subscript for model developed using AirTemp as predictor.
rh: subscript for model developed using RHUM as predictor.
s:  subscript for model developed using SLP as predictor.
3.2. Performance of forecasting models
The relative performance of the four rainfall seasonal forecasting models described in Sections 2.4
and 2.5 was obtained using the observed and forecasted seasonal time series. The results showed Nash
values of 0.76, 0.52, 0.46 and 0.58 for models M1,  M2,  M3  and M4  respectively. Since the objective
function used to present the forecast skill is Nash, the best performance equates to the best Nash,
which indicated that model M1  outperformed the others, followed by model M4.
The limitations of model M3  could be because, unlike the Nash criteria, regression is not suitable
for measuring the difference in magnitude of both the observed and simulated data. As for model M2,
its limitations are the result of the imposed condition that makes the rainfall-predictor relationship
change over time. Models M1  and M4  seems to perform acceptably.
Considering the performance of the models under each of the three predictors, it is interesting
that for the models using AirTemp as the predictor, 92%, 38%, 81%, and 54% of the forecasted values
have high likelihoods for models M1,  M2,  M3  and M4,  respectively. Thus, the strongest model is M1a,
followed by M3a, M4a and M2a. For models using RHUM as the predictor, the performance of the
models in decreasing order is M1rh, M4rh, M2rh, and M3rh, as they have 86%, 79%, 29%, and 28% of
forecasted values with high likelihoods, respectively. For the last predictor SLP, the performance of
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Fig. 7. Histogram of change point detection result for model M1.
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Fig. 8. Evolving probabilities of forecasted seasonal rainfall from M1  using AirTemp.
each model is shown by the inequalities M4s > M1s > M2s > M3s, as models M1,  M2,  M3,  and M4  have
86%, 59%, 36%, and 89% of forecasted values have high likelihoods, respectively.
3.3. Selection of the best model
Selection of the best seasonal rainfall forecast model involved analyzing the Bayes factors for all
model combinations, and visually examining the location of seasonal (JAS) precipitation on a graphical
representation of each model’s posterior likelihood. If the observations are largely in areas of high
likelihood according to a given model, that model is deemed credible. Figs. 8–10 present the graphs
for models M1,  M2  and M3.  On each graph, some rainfall values were in the red range (high probability)
and others were in the blue range (low probability). Analysis of the evolving likelihoods (Fig. 8) found
Fig. 9. Evolving probabilities of forecasted seasonal precipitations from M2 using RHUM.
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Fig. 10. Evolving probabilities of predicted seasonal precipitations from model M3 using SLP.
Table 5
Scale for Bayes factor interpretation.
Bayes factor Interpretation
Bf < 1/10 Strong evidence for Mr
1/10 ≤ Bf < 1/3 Moderate evidence for Mr
1/3 ≤ Bf < 1 Weak evidence for Mr
1 ≤ Bf < 3 Weak evidence for Mi
3 ≤ Bf < 10 Moderate evidence for Mi
Bf ≥ 10 Strong evidence for Mi
Source: Min  et al. (2007).
that 22 of the 28 forecasted rainfall values under model M1  using AirTemp are in the red range, which
indicates high probability.
Figs. 9 and 10 show the evolving likelihoods of forecasted seasonal precipitation for models M2
and M3,  respectively. On these graphs, most of the forecasted seasonal rainfalls tend toward blue (i.e.
low probability). In models M2  and M3,  only 29% and 36% of the observations fall in areas of high
likelihood respectively, so the models are deemed not credible.
Table 6 displays the normalized Bayes factors for all models. Table 5 shows how to interpret the
magnitude of the Bayes factors, and concludes that there is weak, moderate or strong evidence to
support the competing models. Table 7 shows that there is a strong evidence for Model M1,  using
AirTemp as predictor. Bayes factors favorably supported model M1  (AirTemp) because it had strong
evidence (St.E) either as reference or given model, compared to the others which had moderate or
weak evidence as in Table 7. Thus, for seasonal rainfall forecasts, evaluating changes in the relationship
of predictand–predictor with the rainfall amplitude seems to be the best approach for the Sahelian
region.
Thus, seasonal forecast models with parameters that change according to rainfall magnitude could
be considered optimal for seasonal rainfall forecast over the Sirba watershed, rather than classical
models where parameters are constant Combining this changing parameter model with the Bayesian
change point detection procedure, and using the normalized Bayes factor, constitutes an acceptable
means of forecasting seasonal rainfall over West Africa, and address an issue that has challenged
forecasters for more than two decades.
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Table 6
Normalized Bayes factors of twelve seasonal rainfall forecast models.
Mr Mi
AirTemp RHUM SLP
M1a M2a M3a M4a M1rh M2rh M3rh M4rh M1s M2s M3s M4s
AirTemp
M1a 1 8.62E−05 2.53E+00 5.53E−04 9.53E−02 1.19E−14 4.63E−20 5.53E−04 6.09E−06 8.82E−12 5.91E−23 5.53E−04
M2a 1.16E+04 1 2.94E+04 6.41E+00 1.11E+03 1.38E−10 5.37E−16 6.41E+00 7.07E−02 1.02E−07 1.74E−18 6.41E+00
M3a 3.95E−01 3.41E−05 1 2.18E−04 3.77E−02 4.69E−15 1.83E−20 2.18E−04 2.41E−06 3.48E−12 1.50E−22 2.18E−04
M4a 1.81E+03 1.56E−01 4.58E+03 1 1.72E+02 2.15E−11 8.37E−17 8.65E−01 1.10E−02 1.60E−08 2.71E−19 1.00E+00
RHUM
M1rh 1.05E+01 9.04E−04 2.66E+01 5.80E−03 1 1.24E−13 4.85E−19 5.80E−03 6.40E−05 9.25E−11 1.57E−21 5.80E−03
M2rh 8.43E+13 7.27E+09 2.13E+14 4.66E+10 8.03E+12 1 3.90E−06 4.66E+10 5.14E+08 7.43E+02 1.26E−08 4.66E+10
M3rh 2.16E+19 1.86E+15 5.47E+19 1.19E+16 2.06E+18 2.56E+05 1 1.19E+16 1.32E+14 1.91E+08 3.23E−03 1.19E+16
M4rh 2.09E+03 1.80E−01 5.29E+03 1.00E+00 1.99E+02 2.48E−11 9.67E−17 1 1.27E−02 1.84E−08 3.13E−19 1.00E+00
SLP
M1s 1.64E+05 1.41E+01 4.15E+05 9.07E+01 1.56E+04 1.95E−09 7.59E−15 9.07E+01 1 1.45E−06 2.45E−17 9.07E+01
M2s 1.13E+11 9.77E+06 2.87E+11 6.27E+07 1.08E+10 1.35E−03 5.25E−09 6.27E+07 6.91E+05 1 1.70E−11 6.27E+07
M3s 1.69E+22 5.76E+17 6.69E+21 3.69E+18 6.37E+20 7.93E+07 3.09E+02 3.69E+18 4.08E+16 5.89E+10 1 3.69E+18
M4s 1.40E+03 1.21E−01 3.54E+03 1.00E+00 1.33E+02 1.66E−11 6.47E−17 1.00E+00 8.53E−03 1.23E−08 2.09E−19 1
a: subscript for model developed using AirTemp as predictor.
rh: subscript for model developed using RHUM as predictor.
s:  subscript for model developed using SLP as predictor.
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Table 7
Comparison of twelve seasonal rainfall forecast models.
Mr Mi
AirTemp RHUM SLP
M1a M2a M3a M4a M1rh M2rh M3rh M4rh M1s M2s M3s M4s
AirTemp
M1a Wk.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a St.E. M1a
M2a St.E. M1a Wk.E. M2a St.E. M3a Md.E. M4a St.E. M1rh St.E. M2a St.E. M3rh Md.E. M4rh St.E. M2a St.E. M2a St.E. M2a Md.E. M4s
M3a St.E. M1a St.E. M3a Wk.E. M3a St.E. M3a St.E. M1rh St.E. M2rh St.E. M3a St.E. M3a St.E. M1s St.E. M3a St.E. M3s St.E. M3a
M4a St.E. M1a Md.E. M4a St.E. M3a Wk.E. M4a St.E. M1rh St.E. M4a St.E. M4a Wk.E. M4a St.E. M4a St.E. M4a St.E. M3s Wk.E. M4a
RHUM
M1rh St.E. M1a St.E. M1rh St.E. M1rh St.E. M1rh Wk.E. M1rh St.E. M1rh St.E. M1rh St.E. M1rh St.E. M1s St.E. M1rh St.E. M3s St.E. M1rh
M2rh St.E. M1a St.E. M2a St.E. M2rh St.E. M4a St.E. M1rh Wk.E. M2rh St.E. M2rh St.E. M4rh St.E. M1s St.E. M2rh St.E. M3s St.E. M4s
M3rh St.E. M1a St.E. M3rh St.E. M3a St.E. M4a St.E. M1rh St.E. M2rh Wk.E. M3rh St.E. M3rh St.E. M1s St.E. M2s St.E. M3rh St.E. M4s
M4rh St.E. M1a Md.E. M4rh St.E. M3a Wk.E. M4a St.E. M1rh St.E. M4rh St.E. M3rh Wk.E. M4rh St.E. M4rh St.E. M4rh St.E. M3s Wk.E. M4rh
SLP
M1s St.E. M1a St.E. M2a St.E. M1s St.E. M4a St.E. M1s St.E. M1s St.E. M1s St.E. M4rh Wk.E. M1s St.E. M1s St.E. M1s St.E. M4s
M2s St.E. M1a St.E. M2a St.E. M3a St.E. M4a St.E. M1rh St.E. M2rh St.E. M2s St.E. M4rh St.E. M1s Wk.E. M2s St.E. M2s St.E. M4s
M3s St.E. M1a St.E. M2a St.E. M3s St.E. M3s St.E. M3s St.E. M3s St.E. M3rh St.E. M3s St.E. M1s St.E. M2s Wk.E. M3s St.E. M4s
M4s St.E. M1a Md.E. M4s St.E. M3a Wk.E. M4a St.E. M1rh St.E. M4s St.E. M4s Wk.E. M4rh St.E. M4s St.E. M4s St.E. M4s Wk.E. M4s
St.E.: strong evidence (for example, St.E. M1a: strong evidence for M1a); Md.E.: moderate evidence; Wk.E.: weak evidence.
a:  subscript for model developed using AirTemp as predictor.
rh: subscript for model developed using RHUM as predictor.
s: subscript for model developed using SLP as predictor.
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4. Conclusion
Seasonal forecast models, with either changing parameters or constant parameters, were devel-
oped and tested in this study, using three predictors (air temperature, sea level pressure and relative
humidity). Normalized Bayes factors, and graphs of the likelihood of forecasted rainfall under each
model, were compared. It was found that the best seasonal rainfall forecast model uses air temperature
as the predictor and allows parameter changes according to rainfall magnitude. Thus, seasonal fore-
cast models with changing parameters could be the best for seasonal rainfall forecasting in the Sirba
watershed. Indeed, changes in the predictand–predictor relationship according to rainfall amplitude,
combined with the Bayesian model selection procedure, appear to be the best technique for forecasting
seasonal rainfall in the Sahel.
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