Given an energy potential on the Euclidian space, a piecewise deterministic Markov process is designed to sample the corresponding Gibbs measure. In dimension one an Eyring-Kramers formula is obtained for the exit time of the domain of a local minimum at low temperature, and a necessary and sufficient condition is given on the cooling schedule in a simulated annealing algorithm to ensure the process converges to the set of global minima. This condition is similar to the classical one for diffusions and involves the critical depth of the potential.
Introduction and main results

Simulated annealing
The simulated annealing algorithm is a classical stochastic optimization algorithm, which can be seen as a descent algorithm perturbed by random locally counter-productive moves to escape non-global minima. More precisely, consider U such that e −U ∈ L 1 (R d ) an integrable energy potential on the euclidian space. The mass of the Gibbs law associated to is an ergodic Markov process whose invariant law is µ ε and T is large enough so that the process is close to equilibrium at time T . A usual choice for X ε would be the Fokker-Planck diffusion, that is the solution of
where B is a brownian motion. The point of the simulated annealing algorithm is to make the temperature ε t decay over time, so that the solution of this stochastic differential equation becomes an inhomogeneous Markov process (X t ) t≥0 . If the system cools slowly, i.e. if t → ε t goes to zero slowly enough, then the process has enough time to explore the space and approach equilibrium, so that the law of X t gets and stays close to its "instantaneous" invariant law, µ εt . In particular the mass of the law of X t goes to the set of global minima of U as t goes to infinity. However if the system is abruptly frozen, in other word if the decay t → ε t is too fast, the process will have a non-zero probability to stay trapped in a non-global minimum, exactly as a lava flow errupting at the bottom of the sea is fixed as an amorphous glass instead of a well-structured cristal that would minimize its internal energy.
There is a broad litterature on this question, both theorical and practical, and we refer to [13] for an introduction. A key phenomenon in the analysis of this algorithm (and of many stochastic algorithms, indeed) is metastability (cf. [14] ): at low temperature, the process spends a lot of time trapped in the catchment areas of local minima, so that mixing -i.e. convergence to equilibrium (at fixed temperature) -is very slow. This yields extremely slow theorical cooling schedules t → ε t to ensure the process converges in probability to the set of global minima of U . For instance in the Fokker-Planck diffusion case, it is wellknown (see [12] among others) that in order for the process to converge in probability to any neighborhood of the global maxima of U , ε t should be of order at least E * ln(1+t) where E * is the critical depth of the potential, a constant that depends on U which will be defined below.
One line of inquiry to improve the algorithm is then to look for other dynamics than (1), which would have more inertia and thus would escape more easily from local traps. One of the main example is the kinetic Langevin dynamics, studied in [20] . Among other possibilities, the reversible dynamics (1) is perturbed in [15] with a divergence-free drift; or processes with more general memories than kinetic ones are considered in [10] .
In this work we will propose and study a Markov process (X t , Y t ) t≥0 with the following properties :
• X t , called the position, is in R d , and Y t , called the velocity, is in S d .
• dX t = Y t dt.
• the process is ergodic (in the sense that for all initial condition, its law converges to a unique invariant law µ), and the first marginal of µ is prescribed as e −U (x) dx.
• Y t is a jump process.
The two first properties means (X t , Y t ) is a kinetic process, such as the kinetic Langevin one.
The third one means it does the job. Finaly the fact that Y t is a jump process on the sphere makes the whole process very easy to sample on a computer. More precisely between two times of jump of Y t , (X t , Y t ) is completly deterministic. Such piecewise deterministic Markov processes (PDMP) have recently attracted much attention in various fields, since they are a simple alternative to diffusions for modeling stochastic systems (see [2] and references within for an overview).
We will now use the four properties above to motivate the precise definition of the process.
The run-and-tumble process
Our aim is to define a Markov process (X t , Y t ) enjoying the four properties above. In dimension one, the velocity is either 1 or −1. If the process goes twice through the same state (x, y), necessarily it has had to make a U-turn in the meanwhile and come back the other way, hence to visit (x, −y). On average (in time), (x, 1) and (x, −1) are thus equally visited. Due to ergodicity, the invariant law is thus necessarily a product measure whose second marginal is uniform on {±1}. In order to restrict our study we add this condition in any dimension, so that the invariant measure of the process should be µ(dx, dy) = e −U (x) σ(dy)dx (where σ denotes the uniform law on the sphere).
Recall that the semi-group (P t ) t≥0 and the infinitesimal generator L associated to the process are defined as
for all bounded f and Lf = lim t→0 P t f − f t whenever this limit (in the uniform norm sense) exists. We will describe the dynamics through the generator.
Again in dimension one, the only possibility when a jump occurs is to transform the velocity into its opposite. This yields an infinitesimal generator of the form
where the rate of jump λ is a non-negative function. In this case, invariance for the law µ, namely equation µL = 0, is equivalent to
which is satisfied if and only if λ is of the form λ(x, y) = 1 2 (yU (x) + a(x)) for some function a(x) (note that necessarily a(x) = λ(x, y) + λ(x, −y)). The non-negativity of λ implies a(x) ≥ |U (x)|. When this is indeed an equality, λ(x, y) = (yU (x)) + (where (g) + denotes the positive part of g, equal to g if g > 0 and 0 else): this is the choice that minimizes the rate of jump, namely the dissipative behaviour of the process. On the other hand it is convenient from the simulation viewpoint. Indeed it implies that while Y t U (X t ) ≤ 0, or in other words while the process is going down the potential, no jump is allowed. On the contrary if Y t U (X t ) > 0 the next time T of jump will be such that
has an exponential law of parameter 1. Thus we only need to compute the potential along the trajectory, and to simulate a Poisson process.
In any dimension, this would still be true with the rate λ(x, y) = (y.∇ x U (x)) + . Looking for a transition kernel p x,y (z) on S d such that µ is the invariant mesure of the generator
yields the (weak) equation
In particular if
for all z = −y * , the only possibility is p x,−y * = δ y * . Besides the kernel p x,y = δ −y is a solution for all pairs (x, y) since
Furthermore multiplying the speed by −1 has no numerical cost; and if we have kept in memory during the simulation the last time the process started to climb the potential, we can directly jump to this point and skip the deterministic descent. So we are now considering the generator
which describes a very simple process which admits µ as an invariant law. The problem is, obviously, it is absolutely not ergodic, since it only allows to turn back, not to change direction. To resolve this, it is enough to add another Markov generator, acting only on the velocity variable, ergodic, whose invariant law is the uniform law on the sphere. Many such operators could be considered, for instance an easy to implement one would be
namely we add to the previous dynamics random (uniform) jump of the speed occuring at constant rate r.
In the litterature, such a process goes sometimes by the name of "integrated telegraph process" ( [19, 18] ), which is not so well-suited when the rate of jump depends on the position. In reference to the motion of the bacterium Escheria coli (see [5, 9] ), we will rather call it the run-and-tumble process (RTP). It can be seen as the continuous limit of persistent walks (see [8, 17] ), which were already studied as a possible alternative to reversible walks to sample discrete Gibbs measures.
Main results
Although the algorithm is not really pertinent in this case, we will restrict our theorical study to dimension one. Indeed in higher dimension it is not clear how the RTP, whose trajectories are broken lines, escapes from a metastable domain; or in the words of Lelièvre ([14] ), how the RTP copes with entropic barrier rather than energy ones . In particular this should depend on the way the parameter r in (2) varies with the temperature. We will leave aside this question about the so-called reactive paths (see [7] in the diffusion case).
As a first step we will consider the process (X t , Y t ) t≥0 on R × {±1} at low (but fixed) temperature, namely with generator
We want to understand how long it takes for the RTP to escape from a local minimum. Let U be a Morse potential with two local minima, denoted by x 0 ≤ x 2 , a local maximum
, and which is convex outside (x 0 , x 2 ). Recall that U is said to be a Morse function if all its critical points are non-degenerate; in other words if (U (x) = 0) ⇒ (U (x) = 0).
, and let
be the exit time of [x 0 , x 1 ] (note that, contrary to a diffusion which may fall back, when the RTP reaches x 1 it deterministicaly leaves [x 0 , x 1 ] and falls down to x 2 ). Then the energy barrier to overcome in order to leave
We will prove what is usualy called an Eyring-Kramers formula (or an Arrhenius law):
This can be compared to the case of a Fokker-Planck diffusion Z t with generator
which has been studied in much more general settings. Let η > 0 be small and
The work of Bovier & al applies here and yields:
Theorem 2 (from [3, 4] ).
Remarks:
• Both processes samples the same Gibbs law. To simulate the diffusion, one needs to sample a Brownian motion, while the RTP can be constructed from a sequence of independant exponential variables (E k ) k≥0 , since T the next time of jump starting from (x, y) can be defined, as long as Y t U (X t ) > 0, as
• The RTP moves at constant speed. In particular it takes a constant time (constant in the sense it does not depends on ε) to pass through the interval (x 1 − η, x 1 + η), whose probability under the law µ ε is of order
Since the ratio between the average times spent in this interval and outside of it should be of this order, it means the time between two crossing of (x 1 − η, x 2 + η) needs to be of order the inverse of this probability, which explains the exponential factor of E [τ ] had to be expected.
• The fact U (x 1 ) does not appear in the RTP case is also natural. Indeed the probability that the process starting at (x 0 , 1) reaches x 1 in one shot (i.e. before coming back to (x 0 , −1)) depends only on U (x 1 ) − U (x 0 ), and not on the local geometry of the potential near x 1 . On the contrary the process stays mainly in the neighborhood of x 0 , so that With Theorem 1 in mind we then turn to the study of the inhomogeneous process with generator
where the cooling schedule t → ε t > 0 is non-increasing and goes to 0. We consider a smooth Morse potential U on R with a finite number of local extrema (one of which at least is a nonglobal minimum), unbounded and convex at infinity. We say that z is reachable from x at height V if max{U (x + t(z − x)) , t ∈ [0, 1]} ≤ V and we call the depth of a local minimum x the smallest V such that there exist a z with U (z) < U (x) which is reachable from x at height U (x) + V (the depth of a global minimum is set to +∞). The critical depth of U , denoted by E * , is then defined as the maximal among the depths of all local minima of U which are not global minima (see Fig. 1 ). Adapting to our settings the work of Hajek ([11] ) on simulated annealing on a discrete space, we will prove the following : Theorem 3.
1. If S is a neighborhood of all local minima of U , then
2. If S is a neighborhood of all local minima of depth E, and its complementary S c is a neighborhood of all other local minima,
The depth of a local minima, and the critical depth.
3. As a consequence,
In particular if the cooling schedule is of the parametric form
with c > 0, the algorithm succeed (i.e. the RTP converges in probability to any neighborhood of the global minima of U ) if and only if c ≥ E * .
It is somehow a negative result: it means this process does not allow faster cooling schedules than the classical reversible diffusion one. In the other hand it is somehow a positive result, since it allows cooling schedule as fast as the diffusion and it is easier and faster to compute numericaly. Finaly, positive or negative, it is above all a theorical result. In practice the simulation is done in a finite time horizon; a context where the theorical logarithmic schedules are far from efficient. The next step of the study should thus be to give non-asymptotical results in the spirit of the work of Catoni ([6] ).
Before proceeding to the proofs, here is a remark about our method. The extreme simplicity of the motion permits an elementary analysis. We could have tried to use functional inequalities tools, such as in [12, 16] (see also [1] for a general introduction). Indeed, since U is assumed to be convex at infinity, it is known the associated Gibbs measure satisfies a spectral gap (or Poincaré) inequality, with a well-understood asymptotics of the constant. But since the carré du champs of the RTP is not the square of the gradient, it is not clear whether it gives any information on the way the process relaxes to equilibrium. This is a typical problem in the recent field of hypocoercivity, and indeed the RTP has been studied in [5, 18] from this viewpoint. But in both works the rate of jump is assumed bounded below by a positive constant, which means there is at all time a residual randomness. This is not the case with our minimal choice λ(x, y) = (yU (x)) + and in this sense our process is quite degenerate among degenerate processes.
However, if in one hand some ideas are missing to treat this degenerate situation with hypocoercive tools, in the other hand, hopefully, once precisely understood thanks to elementary analysis, the RTP may be a good benchmark to investigate several hypocoercive questions, such as the relationships between functional inequalities, gradient estimates and Wasserstein convergence.
In the rest of the paper are proved the above results. Section 2 is concerned with the low-temperature regime for a double-well potential; Theorem 1 is proved, which introduces a discussion on the timescale of total variation and Wasserstein convergence to equilibrium. The proof of Theorem 3, in inhomogeneous settings, is adressed in Section 3. Finaly Section
Escape time at low temperature
In this section the temperature ε > 0 is fixed through time, (X t , Y t ) is the Markov process with generator L defined by (3); the double-well potential U has three local extrema x 0 < x 1 < x 2 such as described in the previous section in the settings of Theorem 1. Suppose
We start the proof of Theorem 1 with the following Lemma :
Proof.
In one hand
and in the other hand, writing M = sup
As M decreases with δ, for δ small enough, δM < 3U (x 0 ). Thus by the dominated convergence theorem
Proof of Theorem 1. The principle of this proof is quite simple: starting at (x 0 , −1), the RTP starts to climb to the left. After a time with bounded expectation (since the potential is convex there), it turns back, reaches (x 0 , 1) and start to climb toward x 1 . If it reaches x 1 then this attempt to escape is a success. If not, it goes back to (x 0 , −1), and starts anew. Since the duration of the last (and successful) attempt is negligeable with respect to the expected duration of a failed attempt (of order √ ε according to Lemma 4) times the expected number of failed attempts, conclusion follows with a law of small numbers.
More precisely let τ 0 = 0, and for all k ∈ Ñ
We also define N = max {k, τ k < τ }, so that
is the length of a failed attempt to reach x 1 ; it has the same law as τ 1 , given N ≥ 1, and is independant of N . In particular
and N is a geometric variable with parameter
Remarkτ 0 2 is the jump time starting from (x 0 , −1), which is independant of N and whose law has density
In the other hand thanks to Lemma 4, for δ small enough,
If δ < x 1 − x 0 , Lemma 4 also applies to
2 , and since P(N ≥ 1) goes to 1,
.
Bringing the pieces together in Equality (7) we get
Besides, note thatτ
has the same law asτ 0 2 , so that
and finally Equality (6) becomes
Now as far as the second assertion of the theorem is concerned,
converges in law to an exponential variable of parameter 1. Second, if the times of jump of the process are defined by the same sequence (E k ) k≥0 of exponential variables (according to Equality (4)) for all ε, then the processes at different temperatures are all defined at once on the same probability space, and in this case
almost surely goes to infinity. Thanks to the law of large numbers,
At last
At the end of the day
converges to an exponential law, which concludes.
This result yields a lower bound of the total variation distance d tv bewteen
and the invariant mesure η ε . We recall the total variation distance between two laws ν 1 , ν 2 on a toplogical space W is defined by
Proof. The assumption U (x 2 ) < U (x 0 ) implies that the first marginal of η ε concentrates near the unique global minimum of U , x 2 . In particular
As a consequence
We will now give a more precise result concerning the first marginal and the Wasserstein distance
where the infimum is taken over all probability measures π on R 2 whose first (resp. second) marginal is ν 1 (resp. ν 2 ). We start with the following lemma (recall that we fixed (X 0 , Y 0 ) = (x 0 , −1)) :
Proof. Let M > U (x 1 ), and for all k ≥ 0 let
From Theorem 10 (stated and proved in the next section) we get that for all k ≥ 0, there exist Γ, ε 0 > 0 such that for all ε ≤ ε 0 and all t > 0,
whereΓ depends on t but not on ε. In fact since we consider here escape times from imbricated intervals, and from the convexity of U outside of a compact, Γ (and henceΓ) and ε 0 can be chosed uniformly over k (see the remark at the end of the proof of Theorem 10).
which is finite.
Let m t = e −t δ x 0 + (1 − e −t )δ x 2 and µ t be the first marginal of ν t , namely
Proof. Consider (X t , Y t ) t≥0 a trajectory of the process, from which we will define a variable W of law m t . In a first time assume p ε := P (τ ≥ t ε ) ≤ e −t . If τ ≥ t ε , set U = 1. Else set U = 1 with probability e −t −pε 1−pε , and else set U = 0. Similarly in the case where p ε ≥ e −t , if τ ≤ t ε , set U = 0, and else set U = 0 with probability pε−e −t pε , and else set U = 1. Either ways, U is a Bernoulli variable with parameter e −t such that
We naturally set W = U x 0 + (1 − U )x 2 . The Cauchy-Scwartz inequality
together with Lemma 6, yields
(1).
We write
and remark that τ (2) −τ , which is independant from τ , is the reaching time of (x 1 , −1) starting from (x 1 , 1): from Theorem 1, and since
converges in law to an exponential variable and so that
diverges in probability to infinity. In particular
Using again Lemma 6, we get
Both expectations are treated the same way, let us focus on the first one. Let
and I = t − t . Note that |X tε − x 0 | < I, and that, for 0 ≤ a ≤ b, the following events are included:
Since the process starts anew when it reaches x 0 ,
In other words, δ(a) is the minimal energy barrier to overcome to be at distance at least a 2 from x 0 (when the process is still in the catchment area of x 0 ). If a ≤ I < b, such a distance has been attained, and it has been so in a prescribed time window of length at most 2b. As in the proof of Lemma 6 we use Theorem 10 to control the probability to reach a given energy level in a given time: for all k ≥ 0 and ε < ε 0 ,
Putting all things together, when ε < 1,
From the convexity of U , δ(k) grows faster than linearly, so that, if ε 0 is such that
Thus by the dominated convergence Theorem, the second sum of (8) goes to 0 as ε goes to 0. As far as the first sum is concerned, note that, since x 0 is a non-degenerated minimum of U , there exist η > 0 such that δ(s) ≥ ηs 2 for all s ∈ [0, 1]. This implies
Reinjected in (8) , this finishes to prove E [|X tε − x 0 | 1 tε<τ ] goes to 0; E |X tε − x 2 | 1 τ <tε<τ (2) is treated the same way, and at the end of the day E [|X tε − W |] goes to 0. For ε small enough one can thus find a coupling (X, W ) with marginal laws L (X tε ) and e −t δ x 0 + (1 − e −t )δ x 2 such that E [|X − W |] is arbitrarily small, which concludes.
In particular, sinceη ε , the first marginal of the invariant measure η ε , converges to the Dirac mass on x 2 , and
NS conditions for the cooling schedule
We are interested in the behaviour of the inhomogeneous PDMP with generator
where the cooling schedule t → ε t is supposed non-increasing and positive. The process can be explicitly constructed in the following way. Let (E k ) k≥0 be a family of i.i.d. variable with exponential law. Set (X 0 , Y 0 ) = (x 0 , y 0 ) and T 0 = 0. Suppose the process is already constructed up to a jump time T i , i ≥ 0, and is independant from (E k ) k≥i up to T i . Let
In a finite time interval [0, T ], ε t is bounded by ε T and thus there cannot be an infinite number of jumps in a finite time. In particular the sequence of (T i ) i≥0 goes to infinity and the process is well defined at all times. Our method to prove Theorem 3 is adapted to our settings from the work of Hajek ([11]) on simulated annealing on a discrete space. We consider a smooth Morse potential U on R with a finite number of local extrema, and convex at infinity. If x is a minimum of depth E, denote by C x the set of all points which are reachable from x at height strictly less than E. We call C x the cusp of x (see the grey area of Figure 1 ).
More generaly we call cusp an interval C = (z l , z r ) with U (z l ) = U (z r ) and for all x ∈ C, U (x) < U (z l ). The depth d of C is defined as
We note B = {z ∈ C, U (z) = min{U (x), x ∈ C}} the bottom of the cusp. Note that a minimum x is always in the bottom of C x , and that conversely if z is in the bottom of C x then C x = C z . Obviously the depth of C x equals the depth of x.
We want to bound the time the process spends in a cusp C, depending on the depth d of the latter. Nevertheless this is impossible to do so if we only assume the initial position is in C: we should put aside the cases where the process starts near the boundary of C, with a velocity directed toward the exit.
We denote by N the set of local extrema of U in C, and
The maximum over N is necessarily attained on a local maximum, except when there is no local maximum between z l and z r , in which case N is a single point, which is a local minimum, and u = d. We define
The process can only leave C from A C , and can only enter it throughĀ C = (C × {±1}) A C . We will note A C (t) (resp.Ā C (t)) the event (X t , Y t ) ∈ A C (resp.Ā C ).
Let t 0 > 0 and
In order to prove Theorem 3, we will establish the two following intermediate results:
{z l , z r } and all cooling schedule t → ε t , ifĀ C (t 0 ) holds, ε t 0 ≤ ε 0 and
Theorem 10. Let C be a cusp of depth d. There exist Γ, ε 0 > 0 such that for all t 0 > 0, such that for all times t 0 > 0, r ≥ t 0 and all cooling schedule t → ε t , ifĀ C (t 0 ) holds and ε t 0 ≤ ε 0 then
Note that contrary to Theorem 3, these intermediate results do not require the temperature to go to zero. In particular they hold for constant ε.
Theorem 9
This is proved by induction over the number of local minima the cusps C contains. Thus we start with a cusp that contains only one minimum, and so no maximum.
A simple cusp
We fix throughout this section a cusp C of depth d with only one local minimum x 0 of U . Note that in this case u = d, and x l = x r = x 0 . We will prove Theorem 9 in this situation, which is pretty similar to the settings of Section 2. Let τ 0 = t 0 and
We first prove: Lemma 11. There exists c 1 and ε 0 > 0 such that for all ε t 0 ≤ ε 0 , for all i ≥ 1,
Proof. At time τ i , i ≥ 1, givenĀ C (τ i ), the position X τ i is x 0 and the velocity Y τ i is either 1 or -1. Writing
both cases Y τ i = −1 or 1 are treated the same way. For instance
Since the cooling schedule is non-increasing, the probability to reach the boundary and the expectation of the time of jump are bounded by the corresponding quantities at constant temperature ε τ i . Indeed, if E ∼ E(1), conditionaly to τ i and to (X τ i , Y τ i ) = (x 0 , −1),
and, if T i is the next jump time starting from X τ i ,Ỹ τ i = (x 0 , −1) for the process at fixed temperature ε τ i ,
Thanks to Lemma 4 there exist ε 0 and c 1 such that for all ε ≤ ε 0 ,
Proof of Part (9) of Theorem 9 for a simple cusp. Note that, chosing ε 0 small enough, for all cooling schedule ε t ≤ ε 0 , the map
is non-increasing, so that
We define
Obviously Φ(j, j) = 0; suppose Φ(i + 1, j) ≤ c 1 has already been proved for some i < j.
Under the eventĀ C (τ i−1 ), there are two possibilities: either the process escapes the cusp C between the times τ i−1 and τ i , in which case τ i = τ C = τ j and the integral appearing in the definition of Φ(i, j) vanishes; or the attempt to exit C between τ i−1 and τ i fails and the process falls down to X τ i = x 0 . To sum up,
This proves by induction that Φ(1, j) ≤ c 1 for all j ≥ 1. As was already pointed out there can only be a finite number of jumps in a finite time, so that the sequence (τ i ) i≥0 almost surely converges to τ C (which, at this point, may be infinite). The monotone convergence theorem yields
In the other hand, as soon as ε t ≤ ε 0 ,
Bringing all the pieces together, there exists a constant c > 0 such that
Note that if the cooling schedule is such that
εs ds = ∞, this first result implies that τ C is almost surely finite, in which case (X τ C , Y τ C ) is well defined, and the second half of Theorem 9 makes sense.
Proof of Part (10) of Theorem 9 for a simple cusp. We note p l i (resp. p r i ) the probability to exit C in one shot, meaning before reaching again x 0 , starting at (X τ i , Y τ i ) = (x 0 , −1) (resp. (x 0 , 1)), with X τ C = z l (resp. z r ). Namely, if E ∼ E(1),
From the non-increasivity of the cooling schedule,
In particular p l i ≥ p r i+1 , which means between two consecutive attempts to exit the cusp, the second one is always less likely to succeed than the first one, and thus if (X τ i , Y τ i ) = (x 0 , −1) then the probability that the exit point will be z l is greater than 1 2 . In the other hand,
Under the eventĀ C (t 0 ), necessarily τ 1 < τ C , namely X τ 1 = x 0 and Y τ 1 is either 1 or -1; both cases have been treated, and as soon as ε t 0 ≤ ε 0 ,
The case of z r is symmetric.
Induction
In this section we consider a general cusp of depth d and we prove Theorem 9 under the induction assumption that it holds for any cusp with stricly fewer local maxima than C.
There is a finite number of maxima z in C for which u = U (z l ) − U (z), and each connected component of (x l , x r ) {z, u = U (z l ) − U (z)} is a cusp of depth at most g = d − u (cf Fig. 2 ). We call (C i ) i=1..n this cusps of depth g = d − u. We can consider ε 0 and M such that for all ε t ≤ ε 0 , for all i = 1..n, for all z i which is an end of C i and for all t 0 , Proof of Theorem 9, part (9). We note J 0 = t 0 ,
At time K i , the process is ready to escape: it is located near the boundary of C, and its velocity is directed toward the exit. At time J i , if it failed to leave the cusp, it goes back to the C j 's (see Fig. 2 ) and, as previously,
We treat the three parts of the integral one after another. From Lemma 11, there exist a constant c 1 (depending on C but not on (ε t ) t≥t 0 ) such that
As far as the time interval [J i , K i+1 ] is concerned, here is what happens: if J i = τ C , the process has escaped from C, hence K i+1 = τ C and the integral vanishes. Else the process goes back down to a cusp C i , and then for a while pass from a C j to another, until it reaches A C again. The contribution of the time passed in each C i to the integral can be controled thanks to the induction assumption. It remains to make sure the ping pong between the C j 's lasts not too long. When the process exits C i , the probability it does so through a given end is bounded below thanks to the induction assumption. Thus the expectation of the number N of jumps from a C i to another C j before the process reaches A C is bounded by a constant D which does not depend on the cooling schedule. Hence, denoting by τ * C i an entry time of the process in C i ,
Since Φ(j, j) = 0, as an induction assumption we can suppose
and thus we get
The monotone convergence Theorem yields
In the other hand in the eventĀ C (t 0 ), either the process start in a C i , or it reaches a C i in a time bounded by max(|x l − z l |, |z r − x r |). In both cases with the previous argument we used for
and at the end of the day part (9) of Theorem 9 is proved with
The same remark as in Section 3.1.1 holds: when
εs ds = ∞, the first part of Theorem 9 implies that τ C is almost surely finite, and X τ C well-defined.
Proof of Theorem 9, part (10). The situation is very similar to the simple cusp one. Take M 0 = t 0 and
The induction assumption on the C j 's implies that the transitions of this chain from x r to x r and vice-versa are bounded below by a constant h > 0 which does not depend on the cooling schedule. Hence (X M i ) i≥1 is more likely to reach z l before z r than the chain (X M i ) i≥1 with transition
Similarly
In particular this is less than e − u ε 0 1−h , so that the probability that there exist k 0 ≥ 0 such that X M k 0 = x l is bounded below. Hence to bound the probability to reach z l before z r we can assume the initial point is x l . Let
Given the times (M k i ), the chainX is more likely to reach z l before z r than the chain X with transition
Finally X goes to z l rather than z r with a probability
, which does not depend on the cooling schedule, which concludes.
Theorem 10
We start by some preliminary lemmas. Let C be a cusp of depth d, recall that its bottom is B = {x ∈ C, U (z) ≥ U (x) ∀z ∈ C} and let x b = min B. We will give an upper bound of the probability that the process, starting at time t 0 at point (x b , −1), reaches z l before (x b , 1). Obviously, if there were no local maximum between x b and z l , this probability would be bounded by e − d ε t 0 . To prove a similar bound in more general cases, we decompose C in the following fashion : let
On the set J, U is non-increasing, and the connected component of the closure of [z l , x b ] J are cusps whose right end are local maxima. We call u 1 > u 2 > · · · > u q this local maxima, C 1 , . . . , C q−1 the corresponding cusps, u 0 = x b , C 0 = {x b }, u q+1 = z l and C q+1 = {z l }. The point of taking the connected component of the closure of [z l , x b ] J was to ensure U (u i ) > U (u j ) if i > j. We say U (u i ) is the energy level of C i , denoted by E i , and we note
The situation is represented in Figure 3 . Let t 0 > 0, 1 ≤ i < q and supposeĀ C i (t 0 ) holds. Let
Lemma 12.
There exists c 2 > 0 which depends on C but not on the cooling schedule so that
Proof. Since there is a finite number of cusps C i , it is enough to show such a constant exist for any one of them. Starting from A C i , if the process exits C i to the right, it will deterministicaly falls down to C i−1 , which means U (X s ) = E i−1 . If the process exits to the left, it reaches C i+1 in one shot with probability less than e probability the process escapes to the left, starting fromĀ C i , is bounded by a constant h > 0 thanks to Theorem 9,
Remark:
The constant c 2 is defined from h, which depends only on the C i 's. Thus If (D l ) l≥0 is a family of imbricated cusps such that for all k ≥ 0 all the minima of D k belongs to l≥0 D l , the constant c 2 may be defined uniformly on k so that (11) holds for all D k 's. Since q (the number of small cusps) is also the same for all D k 's, this remark will extend to the next result.
This lemma implies the process, starting fromĀ C i , is less likely to hit (z l , −1) before (x 0 , 1) than the birth-death process (W n ) n≥0 on [0, q + 1] with transition probabilities
is to hit q + 1 before 0, starting at i. Lemma 13. For ε t 0 small enough,
As a consequence,
Proof. More generaly, let
If W hits q before i − 1, necessarily W 1 = i + 1 (which occurs with probability c 2 e − δ i ε t 0 ) and either the chain stays above i (with probability r i+1 ), either it goes back at some point to i and then we are back to the initial problem. Thus We only considered here the left part of C, but the same goes for the right one. If x b = max B then there exist c 2 and q such that
and we write c 3 = max (2c 2 ) q , (2c 2 ) q .
Proof of Theorem 10. Let a > 0, S 0 = t 0 , K 0 = 0 and
A straightforward adaptation of Lemma 11 yields
for some c 4 ≥ 0 as long as ε t 0 ≤ ε 0 , and thus there exist m > 0 which does not depend on the cooling schedule such that
and so, if mc 3 e − d ε 0 is less than the positive solution of 1 − z = e −2z ,
Finaly for any r > 0,
Remark: Here the constant c 4 only depends on U (x b ) and U (x b ), and m only depends on c 4 . Furthermore, as has already been noticed, c 3 only depends on the internal sub-cusps of C. Thus if (D l ) l≥0 is a family of cusp so that for all k ≥ 0 all the minima of D k belongs to l≥0 D l , the constant Γ in Theorem 10 may be chosen uniformly over k. And if U is a potential with a finite number of local minima, going to +∞ at ±∞, Γ may be chosen uniformly over all cusps of U .
Proof of the NS condition
Now that Theorems 9 and 10 are established, we recall (and slightly adapt) the arguments from [11] to prove Theorem 3.
Let E ≥ 0 and W E = {x ∈ R, x is a local minimum of depth stricly larger than E} R E = {x ∈ R, x is reachable from y at height V (y) + E for some y ∈ W E } J = {x ∈ R, W E is reachable from x at height V (x)} .
If x /
∈ J, then the set of points which are reachable from x at height V (x) is a cusp of depth at most E (else its bottom would be in W E and reachable from x at height V (x)) which does not intersect J (if a point y were in the intersection, we could reach y from x at height V (x) and then reach a point in W E from y at height V (y) ≤ V (x)). Thus the connected component of R J which contains x is itself a cusp of depth at most E. Moreover one of its end is a local maximum (else it could be thicken without intersecting J) which means there are finitely many connected components of R J; we call them C 1 , . . . , C n .
Proof. Note that there are a finite number of minima in W E , so that there exists γ 0 > 0 such that all those are of depth larger than E + γ 0 . We thicken R E , for γ < γ 0 , as R E,γ = {x ∈ R, x is reachable from y at height V (y) + E + γ for some y ∈ W E } .
Since R E = γ>0 R E,γ , we only need to prove the result for an arbitrary γ < γ 0 . Let t 0 ≥ 0, A 0 = t 0 and
Since there is only a finite number of C j , we can consider ε 0 and c > 0 in Theorem 9 such that if ε t 0 ≤ ε 0 , for all i ≥ 0,
(Note that this would be false for E = 0). In the other hand, note that on each connected component of J W E , U is monotonous. There are two such components which are infinite, and where the potential is convex, so that the expected time the process stays there is bounded by a constant which only depends on ε 0 . The time the process stays in a compact connected component of J W E is bounded by twice the length of the component, and there is a finite number of such components. Thus there exist c such that if ε t 0 ≤ ε 0 , for all i ≥ 0,
Moreover as a consequence of part (10) of Theorem 9, E [α] is bounded by a constant which does not depend on the cooling schedule, and finaly there existsc > 0 such that
At time A α , the process attains the bottom of a cusp C (and therefore is inĀ C ) of depth E +γ which is included in R E,γ . Thanks to Theorem 10,
Thus for any t 0 and r ≥ t 0 ,
Let h(t) be defined for any t ≥ 0 by
As a strictly increasing function it is invertible, and in particular (t → ∞) ⇔ (h(t) → ∞).
proof of Theorem 3. We treat first the case of fast cooling, namely we assume that for all δ > 0,
Let x be a local minimum of U , δ > 0 and C δ (x) be the set of points which are reachable from x at height U (x) + δ. Any neighborhood of x contains C δ (x) for δ small enough. If at some time t 0 the process enters C δ (x), Theorem 10 yields
Thus each time the process reaches a local minimum x, it has a positive probability to stay trapped forever in a neighborhood of x. If it escapes, almost surely it will reach another local minimum later. Thus the probability that it get trapped at some time is 1, and the probability that it's already been trapped at time t goes to 1 as t goes to infinity, so that, if S is a neighborhood of all local minima of U ,
Moreover for any local minimum x, as the temperature is not allowded to vanish, there is a non-zero probability to reach x, and so to stay trapped in C δ (x), which yields
Thus we have proved the part 1 and the "if" (⇒) half of part 2 of Theorem 3 in the case of fast cooling. Finaly the "only if" half of part 2 is tautological in this case. Concerning the part 3, recall we have supposed there is at least one non-global minimum x, near which the process has a non-zero probability to stay forever. In this event U (X t ) ≥ U (x) > min R U + δ for δ small enough, so that
Now we turn to slow cooling, namely we suppose there exists
Then for all δ < F , according to Lemma 14,
Since any neighborhood of all local minima contains R δ for δ small enough, part 1 of Theorem 3 is proved. Let E > 0 be such that
and S be a neighborhood of all minima of depth E such that S c is a neighborhood of all other minima. We want to prove
Lemma 14 together with the first part of Theorem 3 we have just proved implies that for any neighborhood U of the minima in R E ,
Thus, since S c is a neighborhood of all the minima it contains, it is enough to prove that R E does not contain any minimum of depth exactly E. Let x be such a minimum, and let z be such that U (z) < U (x) and z is reachable from x at height U (x) + E. Suppose x ∈ R E , and let y ∈ W E be such that x is reachable from y at height U (y) + E.
If U (y) < U (x), since y is reachable from x at depth U (y) + E < U (x) + E, by definition of the depth of a local minimum, it means x is of depth strictly less than E, which is a contradiction.
In the other hand if U (y) ≥ U (x), then z is reachable from y at height U (y) + E, while U (z) < U (y) , which is contradictory with the fact that y is of depth stricly larger than E.
This means R E does not contain any local minimum of depth E.
At this point we have proved part 1 and implication ⇐ of part 2 of Theorem 3, which we will use to prove the converse.
Now suppose
In particular E ≥ F . Let x be a minimum of depth E. As a first step, assume
Let C be the set of all points which are reachable from x at height strictly less than U (x) + F (if F = E, C = C x ). Then C is a cusp of depth F , whose bottom B is constituted of minima of depth exactly E, and the depth of any other minimum in C is stricly less than F (since B is reachable from them without leaving C).
From Theorem 10, the process has a non-zero probability to stay trapped forever in C, so that lim inf
In the other hand, if S ⊂ C is a neighborhood of B, since the depth d of any minima in C S satisfies d < F and so In thise case, necessarily F < E. Let η ∈ (0, F − E) and C be the set of all points which are reachable from x at height U (x) + F + η. Then C is a cusp of depth F + η whose bottom B is constituted of minima of depth exactly E, and whose other minima are all of depth stricly less than F + η (since B is reachable from them without leaving C). Since there is only a finite number of such minima, in fact if η is small enough these non-global minima in C are even of depth less than F (possibly equal). Since F + η > F , the process has a non-zero probability to stay trapped forever in C. In the other hand, since all non-global minima in C are of depth less than F , lim t→∞ P (X t ∈ C S) = 0.
as soon as S is a neighborhood of B. Thus the same conclusion holds.
As in the fast cooling case, part 3 is a direct consequence of parts 1 and 2 and of the presence of at least one non-global minimum.
Non-minimal rate
We shall solve the differential equation, for all x ∈ (x 0 , x 1 ),
by looking for a solution of the form p x = h(x)e , and we conclude with h(x 1 ) = p x 1 = 1.
To study τ , the length of an excursion away from x 0 , we construct the process with generator (12) in the following way: let (E k ) k≥1 and (F k ) k≥1 be two independant sequences of independant r.v. of law E(1). Let V 1 and W 1 be defined by If S 1 = V 1 , the process jumps due to the minimal rate; we will call this a first type jump. If S 1 = W 1 the jump is due to the residual rate and we will call this a second type jump. When the process has been defined up to a jump time T j , we start the same procedure again, replacing E 1 by E j+1 and F 1 by F j+1 . Since U is supposed smooth, U (3) (x) is bounded on [x 0 , x 1 ], interval on which U is strictly increasing. Thus it exists ρ > 0 such that for all x ∈ [x 0 , x 1 ), for all positive s ≤ x 1 − x, U (x + s) ≥ U (x) + ρs 2 .
which is independant from the sequence (F k ) k≥0 . In the other hand, we consider the events A k = F k < Proof. From the time 0 to τ , the process alternates between ascending and downward moves. If X τ = x 0 , the process spends as much time going up as going down, and if X τ = x 1 then it spends more time going up than down; in either case, τ is less than twice the cumulated ascending time. Let n be the number of ascending moves before the time τ . At the end of the k th ascending move, the next time of jump will be defined thanks to the variable F 2k (as long as the process does not reach (x 0 , −1)). In the eventĀ 2k (namely the negation of A 2k ) there is no second type jump before the process reaches (x 0 , −1). This means n ≤ N .
Let (d k ) 1≤k≤n be the duration of the n ascending moves, and (Z k ) 1≤k≤n be the starting point of these moves (for instance Z 1 = x 0 ). 
Proof. When r ≤ r * , F k ≤ r * W k . Since in the other hand V k ≤ D k always holds, the event B = {r * D 1 ≤ min(F 1 , F 2 , δ)} (for some δ > 0) implies V 1 ≤ min(W 1 , W 2 ): there is no second type jump during the excursion. We decompose
First, note that P (B) goes to 1 when ε goes to 0. Second,
If δ < r * |x 1 − x 0 |, when B holds, the process goes up until a first time jump occurs, then it falls back to x 0 , and no second type jump occurs: τ = 2V 1 , and
a.s.
Moreover 1B → 1 almost surely, and
By the dominated convergence theorem,
(1) , which concludes.
As a conclusion, note than when r ≤ r * , and the adaptation of the whole argumentation would prove Theorem 3 still holds. In the other hand if r goes to infinity as ε goes to 0, the velocities at two different instants are more and more decorrelated, and we may think the (suitably rescaled) process ends up with a genuine diffusive part. We recall this has been proved at least for the case of a constant potential on the torus, in [17] .
