Discrete tomography concerns with the problem of reconstruction of a function f on Z n from various sums f t+v = P x∈t+v f (x), v ∈ Z n , where t is a fixed finite subset of Z n . In this paper we focus on the structure of the set of functions satisfying f t+v = 0 for any v. Through the theory of distributions we deduce a dimension formula for the set of solutions. An intimate connection between the problem and certain types of PDE is revealed too, and it enables one to obtain an efficient algorithm, which constructs a solution from the corresponding PDE. §1. Introduction Let A = (C) Z n denote the set of C-valued functions on Z n . An element of A is called an array. An array with finite support is called a window and let W denote the set of windows. For any (a, t) ∈ A × W, let d t (a) = i∈Z n t i a i . Discrete tomography concerns with the problem of reconstruction of an array a from the set of values d t+p (a), p ∈ Z n , for a fixed window t ∈ W. Therefore it is of fundamental importance to determine the structure of the set of a such that d t+p (a) = 0 for any p ∈ Z n . Such an array a is said to be a zero-sum array for t. In the previous papers [3, 4], we deal with bounded zero-sum arrays and derive a dimension formula for the space of bounded zero-sum arrays from the investigation of the annihilator of the Dirac delta function. The purpose of the present paper is to extend the scope and to investigate zero-sum arrays of polynomial growth. As in the previous papers, the theory of distributions plays 
§1. Introduction
Let A = (C) Z n denote the set of C-valued functions on Z n . An element of A is called an array. An array with finite support is called a window and let W denote the set of windows. For any (a, t) ∈ A × W, let d t (a) = i∈Z n t i a i . Discrete tomography concerns with the problem of reconstruction of an array a from the set of values d t+p (a), p ∈ Z n , for a fixed window t ∈ W. Therefore it is of fundamental importance to determine the structure of the set of a such that d t+p (a) = 0 for any p ∈ Z n . Such an array a is said to be a zero-sum array for t. In the previous papers [3, 4] , we deal with bounded zero-sum arrays and derive a dimension formula for the space of bounded zero-sum arrays from the investigation of the annihilator of the Dirac delta function. The purpose of the present paper is to extend the scope and to investigate zero-sum arrays of polynomial growth. As in the previous papers, the theory of distributions plays an essential role for our investigation. For our purpose, however, we realize that we need to investigate not only the annihilator of the Dirac delta function but also that of its higher derivatives. Thus we are led naturally to the study of our problem in the light of Weyl algebra and its representation. As a result we find that we can associate a partial differential operator D t with a window t, and there is a natural one-to-one correspondence between the space of zerosum arrays for t and that of polynomial solutions for D t . Furthermore we find an inductive procedure for construction of polynomial solutions for PDE which arises in this way. Thus we obtain an efficient algorithm to determine the structure of the space of zero-sum arrays. The plan of the paper is as follows. In Section two we formulate the problem of our main concern. Recalling some results obtained in [3, 4] , we see that a crucial role is played by the annihilator of the Dirac delta function and its higher derivatives. Section three deals with the structure of the annihilator, and establishes a result (Theorem 3.2), which provides us with a natural oneto-one correspondence between the space of zero-sum arrays for a window and the space of polynomial solutions of the associated partial differential equation. The next two sections are concerned with the structure of the space of polynomial solutions of PDE arising in this way. Section four provides us with a dimension formula (Theorem 4.3) for polynomial solutions. Through the oneto-one correspondence, this in turn gives us a dimension formula for the space of zero-sum arrays (Theorem 4.4). It follows from the formula that the generating function for the dimensions is always a rational function of quite a simple form (Proposition 4.6). Section five establishes an inductive procedure (Proposition 5.4) for construction of a solution from that for PDE in lesser number of variables. In section six we examine the efficiency of our algorithm through several examples of windows.
The author would like to thank the referee for his/her careful reading of the manuscript and valuable suggestions.
§2. Problem Setting
In this section we fix some notation and describe the main problem of our concern in this paper.
Let A = (C) Z n denote the set of C-valued functions on Z n . We write its element in the form a = (a i ) where i = (i 1 , · · · , i n ) ∈ Z n and a i ∈ C. We call an element of A an array. For any array a = (a i ), let supp a = {i ∈ Z n ; a i = 0} ⊂ Z n and call it the support of a. An array with finite support is said to be a window, and the set of windows is denoted by W. For any window t = (t i ) and for any array a = (a i ), let d t (a) = i∈Z n t i a i . For any p ∈ Z n , the translated window t + p is defined by the rule (t + p) i = t i−p , i ∈ Z n . The object of our main concern in this paper is the space
which we call the space of zero-sum arrays for t. In the previous papers [3, 4] , we investigate the subspace of A t consisting of bounded zero-sum arrays.
In this paper, we are interested in the zero-sum arrays of polynomial growth. 
For any subset X ⊂ T n , we denote the zero locus {z ∈ X; m t (z) = 0} by V X (m t ). In [3] , we find that the structure of A 0 t , the space of bounded zero-sum arrays, is controlled by the zero locus V T n (m * t ). Among other things we have proved there that dim C A 0 t = #(V T n (m * t )). In the present paper, we will show that the structure of A poly t (⊃ A 0 t ) is controlled not only by V T n (m * t ) but also a certain partial differential equation, which is associated to m * t in a simple way. As in [3, 4] , in order to investigate the problem we employ the theory of distributions on the n-torus T n . We recall below some of our previous results and explain what is needed to generalize the argument used there so that we may deal with arbitrary distributions on T n . Let D denote the set of distributions on T n (see [1] , for example). A distribution S ∈ D is said to be of order N if there exists a positive constant c such that
|k| → ∞. Therefore the Fourier transform defines a linear isomorphism from D N onto A N . Thus the set A 0 (as well as its name) coincides with the set of bounded arrays investigated in [3, 4] , which is the set of Fourier transforms of pseudomeasures. Furthermore note that the equality (e −k S)
holds for any p = (p 1 , · · · , p n ) ∈ Z n . Therefore for any window t, we have
Let a = (a i ) ∈ A poly t and let A denote the Fourier transform of a. Then it follows from (2.1) that
which is equal to zero for any p ∈ Z n , since a = (a i ) ∈ A poly t . Hence, by the injectivity of Fourier transform, we have m * t A = 0. Thus we obtain the following: Proposition 2.1.
Notation being as above, we have supp
The following proposition plays a crucial role for our investigation in this paper.
Proposition 2.2 ([1,12.33]).
Let S be a distribution whose support is a finite subset of T n , say
where δ p is the Dirac delta function at the point p ∈ T n .
Thus if we assume that #(V T n (m * t )) < ∞, then the Fourier transform A of an array a ∈ A poly t is expressed as a finite sum
where
, is a finite subset of Z n ≥0 . Hence our task is to find the condition for A of the above form such that m * t A = 0 holds. The following proposition shows that this condition can be dealt with separately for each
and s with |s| ≤ N , except that f p (p) = 1.
(The existence of such a function is assured by the decomposition of unity.) Then we see that 
It follows that
T n , and we take w j = e ix j − e ia j , 1 ≤ j ≤ n, as a set of local coordinates at p.
where e j (1 ≤ j ≤ n) denotes the j-th standard basis vector of Z n . In order to generalize this formula to the one for higher derivatives, we introduce the notation as = (a + 1)(a + 2) · · · (a + s) for any integers a, s, and set as = 1≤j≤n as j j . (The reader should be aware that this notation is different a little bit from that used in [2, 2.6]). Then we have the following formula, which can be proved easily by induction.
Proposition 2.4.
Notation being as above, we have (∂
As a consequence, we obtain the following. 
.
Thus our task turns out to be related to the annihilator of the Dirac delta function in the Weyl algebra. This is discussed in the next section.
§3. Annihilator of the Delta Function
As we have seen in the previous section, we can restrict our attention to the annihilator of δ p for each p ∈ V T n (m t ). This section is devoted to the local study of the annihilator and some related objects.
We take a system of local coordinates w = (w 1 , · · · , w n ) at p, and let δ denote the Dirac delta function centered at the origin of
, and call an element of the latter ∂-polynomial in order to discriminate it from the usual polynomial in the former. The Weyl algebra W n acts on P n through the usual differentiation. We denote this action by F · g for F ∈ W n , g ∈ P n , in order to distinguish it from the multiplication in the Weyl algebra, which is expressed simply by juxtaposition. One knows that the annihilator of δ in the Weyl algebra is equal to the left ideal I n = W n w 1 + · · · + W n w n . Therefore when we investigate the kernel of the multiplication operator m g : W n δ → W n δ, defined by F → gF for g ∈ P n , it is natural to consider its action through the quotient W n /I n . The following proposition and its corollary reveal an intimate connection between the kernel and the space of polynomial solutions of a certain PDE.
Furthermore fD ∈ I n holds if and only if
Proof. First we note that the relations
hold in W n . Therefore we have
Thus the multiplication operator m w i acts, modulo I n , on D n just like the negative of the "differentiation by ∂ i ." The equality (3.1) is merely a translation of this fact into more precise form. As for the last assertion, note that
by the linear independence of the derivatives of the Dirac delta function, it follows that if fD ∈ I n , then
Since the converse is evident, this completes the proof.
This proposition has an important corollary. For any
Then we have the following.
Proof. Since the annihilator of δ is equal to I n , the condition E ∈ Diff (f ) holds if and only if fE ∈ I n , which is equivalent to F − (f ) · F − (E) = 0 by Proposition 3.1. This completes the proof.
Summarizing the results obtained in this and the previous sections, we obtain the following structure theorem on the space of zero-sum arrays.
Theorem 3.2.
Suppose that
and hence
For actual computation of the space of zero-sum arrays, as will be done in the final section, it is convenient to reformulate the theorem in the form of an algorithm as follows:
Given a window t, we can find every array in A poly t through the following steps:
Thus it remains to investigate the step (C), namely the problem of finding polynomial solutions of linear partial differential equations with constant coefficients. This will be discussed in the following two sections. §4. Dimension Formula
In this section we derive a dimension formula for the space of polynomial solutions of linear partial differential equations with constant coefficients. As an application we show that the generating functions of the dimensions are always rational functions.
For
, then all of these coefficients must vanish. Let Eq(p) denote the equation i∈Supp(D) (i + p)!a i X i+p = 0 arising in this way, and let Suff (p) = Supp(D) + p, the set of suffices which appear in Eq(p). Let ≺ lex denote the lexicographic order on Z n ≥0 , and let ≺ denote the total order on Z n ≥0 defined by i ≺ j ⇔ |i| < |j| or (|i| = |j| and i ≺ lex j).
Note that this order is compatible with the translation, namely, if i ≺ j and Notation being as above, we have
Actually we do not need the whole Supp(D) to compute the right hand side, as is shown by the following.
Lemma 4.2.
For any
Proof. This follows from the following computation:
k∈ [1,n] 
This lemma together with Proposition 4.1 implies the following formula.
Inserting this equality into the right hand side of (4.1), we finish the proof. 
w n ] to be equal to min{|i| ; a i = 0}, so that the equality mdeg f = mdeg F − (f ) holds. Then by Theorem 3.2 and Theorem 4.3, we have the following dimension formula.
Theorem 4.4. Notation being as above, we have
Next we focus on the set of solutions in homogeneous polynomials. Let 
Proof. We use this time Δ 
(Note that
is defined to be zero when N < d.) This completes the proof.
Let us introduce the generating functions for the dimensions of polynomial (resp. homogeneous polynomial) solutions by
Then the above results show that they have impressive forms: Proposition 4.6. Notation being as above, we have
When D is homogeneous as a ∂-polynomial, then we have
Proof. By the (generalized) binomial expansion, we have N ≥0
Hence Theorem 4.3 implies the formula (4.2). Similarly Theorem 4.5 shows the validity of (4.3). This completes the proof.
We examine our results through several examples.
Example 4.7.1.
. It is homogeneous with mdeg D harmonic = 2. Therefore Theorems 4.3 and 4.5 imply that
(Recall the convention that
Furthermore by Proposition 4.6, the generating functions are found to be 
Furthermore the formulas (4.2) and (4.3) become 
Next we investigate the set of homogeneous solutions of non-homogeneous PDE's.
Theorem 4.8.

Let D be a non-homogeneous ∂-polynomial and let D = i∈[1,k] D d i be its decomposition into homogeneous parts with deg D
d i = d i , i ∈ [1, k]. Then HSol(D) N = {0} for
sufficiently large N if and only if
V (F + (D d 1 ), · · · , F + (D d k )) = {0} ∈ A n , where V (F + (D d 1 ), · · · , F + (D d k )) denotes the zero locus of the polynomials F + (D d 1 ), · · · , F + (D d k ) ∈ k[w 1 , · · · , w n ] (see Proposi- tion 3.1 for the definition of F + ).
Proof. First we note that h ∈ HSol(D) N if and only if D d
We begin with the proof of the if-part of the theorem.
If-part: 
implies that h = 0. Thus we finish the proof of the if-part.
, are homogeneous, it follows that the zero locus V contains the line = {(ta 1 , · · · , ta n ); t ∈ C}. Therefore we have 
Therefore we see that 
. As we will see later in Subsection 6.3, this corresponds to a window related to a class of discrete harmonic functions. Since mdeg D harmonic = 2, the generating function S D harmonic (t) is the same as in Example 4.7.1. In order to investigate homogeneous solutions, we employ the notation in the proof of Theorem 4.8.
and let
Since one can check that V (f 1 , f 2 ) = {0}, it follows from Theorem 4.8 that HSol(D) N = {0} for sufficiently large N . Actually we see that
It follows that we have an inclusion of ideals (w 1 , w 2 ) . We must, however, be careful not to conclude that the reducibility always implies the infiniteness of homogeneous solutions. In fact, for 
, which is easily seen to be irreducible, we see In this section we establish a method which derives a polynomial solution of a PDE from that of a certain PDE of lesser variables.
One of standard methods for finding polynomial solutions of PDE is to translate the problem into solving a system of linear difference equations on the unknown coefficients of the solutions. Here we propose an inductive procedure, which enables one to find polynomial solutions of PDE from those for lesser variables. Observe that for any
Therefore it is natural to consider what occurs if we integrate an arbitrary solution. Let S k ∈ End C (P n )(1 ≤ k ≤ n) denote the linear map defined by
where e k (1 ≤ k ≤ n) denotes the k-th standard basis of Z n .
Proposition 5.1.
The following commutator relations hold in End C (P n ):
where pk is defined by (pkf )(
Proof. The first equality can be checked easily. As for the second one, let f = i∈Z n ≥0 a i w i . Then we have
Since ∂ k S k = id, this implies (5.2). This completes the proof.
Corollary 5.1.1.
Let m be an arbitrary nonnegative integer. Then for any pair of distinct integers
On the other hand, for any k ∈ [1, n], we have
Proof. The first assertion is clear. As for the second assertion, when m = 2, noting that ∂ k pk = 0, we see from (5.2) that
For general m, one can prove (5.4) by induction. This finishes the proof.
From this corollary, we obtain the following.
Proposition 5.2.
Proof. It follows from Corollary 5.1.1 that
This completes the proof.
By using this proposition, we can reduce a PDE for n variables to a certain PDE for n − 1 variables. For any D = i∈Z n
Proof. By using Proposition 5.2, we can compute as follows.
For the two variables case, this proposition enables us to obtain a simple procedure which generates a complete system of solutions.
Proposition 5.4.
Let
Proof. Since 
we have
and 
N . Then one can show by induction that
These are apparently linearly independent. Since we have already seen in Example 4.7.1 that dim HSol(D harmonic ) N = 2 for any N ≥ 1, we have 
In general, one can check by induction that
Since these are evidently linearly independent and dim HSol(D biharmonic ) N = 4 for N ≥ 3, as is seen in Example 4.7.2, we see that
Example 5.5.3. 
Therefore we have the following list (up to constant):
and so on. If we denote the degree-N -part of a polynomial f by (f ) N , then one can show by induction that
Since these are linearly independent, we see that
Furthermore we see that (1
2 is homogeneous of degree three, and one can show that
There are no homogeneous solutions of degree N for N ≥ 4, as is shown in Example 4.8.1.
§6. Discrete Tomography
In this section we translate the results on the space of polynomial solutions of PDE obtained in the previous sections into those on discrete tomography and examine our results by several examples of windows. Now that we have solved the problem in the step (C) of Algorithm 3.3, we can apply the whole machinery in the paper to find zero-sum arrays of polynomial growth for any windows. We illustrate the process by several examples of windows related to the PDE's treated in the previous sections. 
n , we take
The dimension formula of the space of the polynomial solutions is deduced already in Example 4.7.3. Therefore we are to find actual solutions. Let D = D corner . Let μ n denote the set of n-th roots of unity, and for any ζ ∈ μ n − {1},
, with a fixed primitive n-th root of unity ζ n , then they are linearly independent, and hence the products 
In order to go to Step (D) in Algorithm 3.3, we put 
Translating this result by the algorithm, we can determine completely the space of zero-sum arrays for the window t n corner . We illustrate the process of translation through the two-dimensional case.
In this case Proposition 6.1.1 says that the degree N part of Diff (m t n corner ) is a onedimensional vector space generated by ∂(1)
N is inessential and attached in order to make the coefficient of x N positive.) Then it follows from Theorem 3.2 that we have
For example, when N = 1, 2, 3, we have
The corresponding arrays are depicted as follows:
One can check by inspection that these are actually zero-sum arrays for t n corner .
§6.2. Window t leg
This is a two-dimensional window defined by
Its characteristic polynomial and the zero locus are given by
First we deal with the space Diff (m 
For small values of N , these basis are illustrated below: Next we will find the zero-sum arrays corresponding to the solutions of low degree given above. Note that (−k)sp k−s = i k 1 (−i) k 2 = (−1) k 2 i k 1 +k 2 for k = (k 1 , k 2 ), s = (0, 0), p = (i, −i). Therefore it follows from Theorem 2.6 that ((−1)
. We call this array a 0 . This array is depicted ). This, however, is already considered in Example 5.5.3. Furthermore, since the window t harmonic is symmetric with respect to its center, we have A N t harmonic = A N t * harmonic . Hence the solutions give us directly the zero-sum arrays for t harmonic . For N = 1, 2, 3, the zero-sum arrays corresponding to these are depicted as fol-lows:
(1 2 )
(1 3 ) ( 1 2 2)
