INTRODUCTION
In recent years much about the modeling and understanding of various types of disease spreading and epidemic behavior have been studied. In principle one can distinguish two types of models for disease spread. On the one hand there is the classical SIR-model from Kermack and McKendrick [1] which describes the time evolution of the number of susceptible (S), infected (I) and recovered (R) individuals by a system of ordinary differential equations. This model has been developed and extended exhaustively in the last 90 years. Among those extensions are the introduction of new compartments to model vector-bourne diseases, see e.g. [2] , delay equations to model incubation time, e.g. [3] , models considering the age and wealth structure etc. Recently, models with fractional derivatives have also been considered [4] . Unfortunately, we are unable to provide a detailed account concerning this subject and refer the interested reader to [5] . A main drawback of the models described above is that they do not provide any information about the spatial spread of a disease. Nevertheless, there have been various approaches to link many different SIR-areas to obtain spatial behavior. In the SIR-model case, an advection-diffusion equation has been identified as the limiting equation, see e.g. [6] . Another approach in incorporating spatial information for the SIR-model may also be found in [7] .
Although the SIR-model and all its extensions are very flexible in describing the different aspects of disease dynamics, the modeling assumptions of the disease spread is purely on the macroscopic level. However, for many different diseases the infection mechanism is only known on the microscopic, i.e., particle-to-particle or individuumto-individuum level.
One way to consider both microscopical modeling and spatial resolution is to describe the disease dynamics by means of an interacting particle system with suitable interaction potentials. Fundamental in this area are dynamics in so-called marked configuration spaces [8] . These techniques together with a proper scaling of the microscopic system, the so-called Vlasov scaling, have been recently used to model the dynamics of cancer cells [9] . In our approach the components of particle configurations consist of susceptible and infected/infective particles that interact with one another. One may also easily incorporate other types of particles to model recovery or short time immunity. The microscopic dynamics then results from suitable "spin-flip"-processes (particle changes the type).
The intent of this work is to sketch a strategy to link suitable microscopic disease models with the classical SISmodel via a scaling limit. For the sake of readability we have focused on the analysis part for dynamics without birth, death and movement of particles. However it is straightforward to include these parts by adding suitable Markov generators in the evolution equations. The methods to construct dynamics on multicomponent configuration spaces have been extensively developed in [8] . A general strategy for the derivation of Vlasov-type equations in the framework of continuous particle systems is described in [10] . Our aim is to apply this approach to the framework of disease dynamics.
This paper is organized as follows: In the first chapter we give a brief introduction to the analysis in configuration spaces needed throughout this work. In the second chapter we model the infection process on the microscopic level using these techniques and show that under a suitable scaling limit we obtain a (spatially inhomogenous) system which resembles the classical SIS-model with constant recovery rate.
PRELIMINARIES

One-component configuration space
We consider R 2 equipped with the norm | · | given by the euclidean scalar product (·, ·) R 2 . The configuration space Γ over R 2 is defined by
where #S denotes the cardinality of a set S . One can identify each γ ∈ Γ with the positive, integer-valued Radon measure
where x∈∅ δ x := zero measure and M R 2 denotes the set of positive Radon measures on the Borel-σ-algebra B R 2 of R 2 . This identification allows Γ to be endowed with the topology induced by the vague topology on M R 2 , i.e., the coarsest topology on Γ with respect to which all the mappings
are continuous. Here C c R 2 denotes the set of all continuous functions on R 2 having compact support. We denote by B(Γ) the corresponding Borel-σ-algebra on Γ.
Let us now consider the space of finite configurations
For n ∈ N there is a natural bijection between the spaces Γ (n) and the symmetrization R 2 n /S n of R 2
by permuting the coordinate indexes. This bijection induces a metrizable topology on Γ (n) and we endow Γ 0 with the metrizable topology of disjoint union of topological spaces. We denote the corresponding Borel-σ-algebra on Γ (n) and Γ 0 by B(Γ (n) ) and B(Γ 0 ), respectively. Let B c (R 2 ) denote the family of all Borel sets of R 2 that have compact closure and for Λ ∈ B c (R 2 ) let Γ Λ := γ ∈ Γ γ ⊂ Λ . Evidently,
leading to a situation similar to the one of Γ 0 , described above. We endow Γ Λ with the topology of disjoint union of topological spaces and with the corresponding Borel-σ-algebra B(Γ Λ ).
Two-component configuration space
Given two copies of the space Γ, denoted by Γ + and Γ − , let
Similarly, given two copies of the space Γ 0 , denoted by Γ + 0 and Γ − 0 , we consider the space
We endow Γ 2 and Γ 
In this way, we can define the (two-component) K-transform K.
is well-defined and is called the
Remark 3 (i) It is clear by (1) that for a given G
(ii) Moreover, K:
) is a linear and positivity preserving isomorphism whose inverse mapping is defined by
Remark 4
Given any B(Γ 2 )-measurable function F, also called observable, note that the right-hand side of (2) is also well defined for F| Γ 2 0 . In this case since there will be no risk of confusion, we will denote the right-hand side of (2) 
denote the set of probability measures μ on (Γ 2 , B(Γ 2 )) with finite local moments of all orders,
Given μ ∈ M 1 fm (Γ 2 ), the so-called correlation measure ρ μ corresponding to μ is a measure on Γ 
Note that under these assumptions K|G| is μ-integrable and thus (4) is well-defined. In terms of correlation measures this means that
, allowing an extension of the K-transform to a bounded linear operator 020008-3
For the extended operator the explicit form (1) still holds now μ-a.e. In terms of correlation measures, property (3) means that ρ μ is locally finite, i.e.,
Let σ be a non-atomic Radon measure on R 2 , B(R d ) with σ(R 2 ) = +∞. Consider e.g., the Lebesgue measure on
For z ∈ (0, ∞) the Lebesgue-Poisson measure on (Γ 0 , B(Γ 0 )) with intensity measure σ z := z σ is given by
where σ (n) , n ∈ N, is the image measure on (Γ (n) , B(Γ (n) )) of the product measure σ (n) under the mapping
For n = 0 one sets σ (0) {∅} := 1. Taking into account that
we define a probability measure π
and applying a version of Kolmogorov's theorem for projective limit spaces we obtain a unique measure π σ z as the limit of the family 
Markov generators and related evolution equations
Heuristically, the stochastic evolution of an infinite two-component particle system is described by a Markov process on Γ 2 , which is determined by a Markov generator L defined on a proper space of functions on Γ 2 . In particular, we consider the following space of functions on Γ 2 0 . For κ + , κ − ∈ (0, ∞) we define κ := (κ + , κ − ) and
Moreover, we consider the measure ν κ := κ λ 2 on (Γ 
and we have | G, k | ≤ G κ k −κ . For pairs κ := (κ + , κ − ) and κ = (κ + , κ − ) we write κ < κ if κ + < κ + and κ − < κ − holds. In such a case for an operatorL ∈ L(B κ , B κ ) for κ < κ and its dual operatorL
where κ · κ , −κ · −κ denote the corresponding operator norms. Assume there exists a measurable function M κ :
Thus the operator (L, D(M
In applications there is a need of knowledge on certain characteristics of the stochastic evolution in terms of mean values rather than pointwise. These characteristics concern e.g. observables, i.e., functions defined on Γ 2 for which expected values are given by
where μ is a probability measure on B(Γ 2 ), i.e., a state of the system. This leads to the following time evolution problem on states,
For F being of type F = KG, G ∈ B bs (Γ 2 0 ), (6) may be rewritten in terms of correlation functionals k t := k μ t corresponding to the measures μ t provided these functionals exist (or, more generally, in terms of correlation measures
whereL := K −1 LK and ·, · is the usual pairing provided in (5) . A strong version of Equation (7) reads
withL * being the dual operator ofL in the sense defined in (5). One may associate to any function k on Γ 2 0 a double sequence {k (n,m) } n,m∈N 0 , where
are symmetric functions on (
Remark 5
For n, m ∈ N 0 , k (n,m) describes the moments of the state μ and in the special case n = m = 1 the function k (1, 1) is the density of the system, whereas k (1, 0) and k (0,1) correspond to the density of (+) and (-) particles, respectively.
Related to (8) one has a countably infinite number of equations having a hierarchical structure,
where each equation only depends on a finite number of coordinates. As a result we have reduced the infinite dimensional problem (6) to the infinite system of equations (10) . However, recall that due to (7) we are only interested in weak solutions to (10) . To derive solutions to (6) from solutions to (7) an additional analysis is needed, namely, to distinguish the correlation functionals from the set of solutions to (7).
General strategy of Vlasov scaling
The so-called Vlasov scaling or kinetic scaling starts with scaling the Markov pre-generator of the underlying dynamics with respect to parameter ε > 0 in a proper way. Therefore, we get a scaled version of equations (8) and (10), i.e.,L * ε instead ofL * . The next important step to construct the Vlasov scaling concerns the proper rescaling of the initial state of the system. Or, equivalently, in the language of correlation functions it means the proper rescaling of the initial conditions of the evolution of correlation functions. More precisely, at the beginning we scale k 0 with parameter ε > 0 in such a way that the resulting functions k 0,ε as ε → 0 behave as follows:
where for n, m ∈ N 0 the symmetric functions r (n,m) 0 are a subject of choice for our concrete example.
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An important case is to take
corresponding to an independent initial distribution of (+) and (-) particles. It is clear that such a rescaling of the initial condition leads to a singular function with respect to ε > 0. In applications, this fact can be interpreted as the growth of density of the system with ε → 0. For n, m ∈ N 0 we denote by k (n,m) t,ε the solution of the functional evolution
On can expect that this solution will be also singular with respect to ε > 0. Moreover, we should choose a type of scaling of the generators which preserves the order of this singularity. Namely, for n, m ∈ N 0 and ε > 0 we consider
and assume that r
This is equivalent to investigating the Cauchy problem for the operatorsL *
where we use the identification via (9). We seek for the limitL * ε,ren → V as ε → 0. Using the initial condition r t | t=0 = r 0 , where r 0 is associated to the sequence (r 
clearly implies that the associated sequence r (n,m) t n,m∈N 0 is again of the form
where ρ 
where (v + , v − ) are derived from the (nonlinear) limiting oprator V. In other words, considering the Vlasov equation (12) with initial condition r 0 of the form
the solution r t at time t ∈ [0, ∞) is of the same type, i.e.
and ρ + t and ρ − t for t ∈ [0, ∞) are determined by the kinetic equations (13) .
MARKOV EVOLUTION Evolution of observables
Modeling infection of particles
We consider the evolution of a two-component system in the state space Γ 2 such that, at each random moment of time, a mark (+) may flip to (-), while keeping the site:
The Markov pre-generator L +− flip for the evolution of observables F ∈ F P(Γ 2 ) := K(B bs (Γ 2 0 )) is described by
where c +− (x, γ − ) ≥ 0 is the rate at which a (+) particle at x ∈ γ + flips to a (-) particle in dependence of the surrounding (-) particles.
Specification of the flip rate. In our model the prescribed flip from a (+) particle to a (-) particle shall be interpreted as a healthy particle getting infected by the surrounding infected particles with a certain rate of infection c +− . We describe the particular form of the flip rate c +− next. With R ∈ (0, ∞) we denote the maximal distance of possible infection and set i 0 ∈ (0, 1] to be the risk of infection for a single healthy individual at direct contact with an infected one. Via the function
, we describe the risk of infection for a healthy individual depending on distance to a single infected individual, where φ R is e.g. of the form given in Figure 1 . For fixed x ∈ R 2 the rate of infection for a single healthy individual at location x in the surrounding γ − ∈ Γ − of infected individuals is given by
We want (15) to serve as a flip rate in the Markov pre-generator (14) . 
Modeling recovery of particles
We consider a second type of evolution in our two-component system in the state space Γ 2 . Namely, at each random moment of time, a (-) particle may flip to (+), while keeping the site:
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The corresponding Markov pre-generator L −+ flip is described by
where α ∈ [0, 1] is the constant rate at which a (-) particle at y ∈ γ − flips to a (+) particle.
Modeling the disease
Combining to above defined Markov pre-generators we obtain a Markov pre-generator
which describes the evolution of a two-component system in the state space Γ 2 that models the spread of an infectious disease. flip (see (14) and (15) In particular, we have
Evolution of quasi observables
L dis G (η + , η − ) = x∈η + y∈η − φ |x − y| G η + \ {x}, η − ∪ {x} − G η + , η − + x∈η + y∈η − φ |x − y| G η + \ {x}, η − \ {y} ∪ {x} − G η + , η − \ {y} +α y∈η − G η + ∪ {y}, η − \ {y} − G η + , η − .
Evolution of correlation functions
To describe the evolution of correlation functions we calculate the corresponding dual operator ofL dis , see Corollary 6, with respect to the dual pairing (5).
Corollary 7
The dual operatorL * dis corresponding toL dis is given by L * dis k η + , η − = {x,y}⊂η − φ |x − y| k(η + ∪ {x}, η − \ {x}) − x∈η + y∈η − φ |x − y| k(η + , η − )
+ y∈η − R 2 φ |x − y| k η + ∪ {y}, η − \ {y} ∪ {x} dx − x∈η + R 2 φ |x − y| k η + , η − ∪ {y} dy
