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A general formula in closed form to obtain exact similarity solutions of the Fokker-Planck equation
with both time-dependent drift and diffusion coefficients was recently presented by Lin and Ho [
Ann. Phys. 327, 386 (2012); J. Math. Phys. 54, 041501 (2013)]. In this paper we extend the class
of exact solutions by exploiting certain properties of the general formula.
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I. INTRODUCTION
One of the basic tools which are widely used for studying the effects of fluctuations in macroscopic systems is the
Fokker-Planck equation (FPE) [1]. This equation has found applications in such diverse areas as physics, chemistry,
hydrology, biology, finance and others. Because of its broad applicability, it is therefore of great interest to obtain
solutions of the FPE for various physical situations.
Generally, it is not easy to find analytic solutions of the FPE, except for a few simple cases, such as linear drift and
constant diffusion coefficients. In most cases, one can only solve the equation approximately, or numerically. Most of
these methods, however, are concerned only with FPEs with time-independent diffusion and drift coefficients (for a
review of these methods, see eg. Ref. [1]).
Solving the FPEs with time-dependent drift and/or diffusion coefficients is in general an even more difficult task.
It is therefore not surprising that the number of papers on such kind of FPE is far less than that on the FPE with
time-independent coefficients.
Recently, we have presented a general formula in closed form for a class of exact solutions of the FPEs based on
the similarity method, both for fixed and moving boundaries [2, 3]. One advantage of the similarity method is that it
allows one to reduce the FPE to an ordinary differential equation which is generally easier to solve, provided that the
FPE possesses proper scaling property under certain scaling transformation of the basic variables. It is interesting
to find, by the natural requirement that the probability current density vanishes at the boundary, that the resulting
ordinary differential equation is exactly integrable, and the probability density function can be given in closed form.
Our work has extended the number of exact solutions of FPEs with time-dependent drift and/or diffusion coefficients.
In this note, we show that the class of exact solutions of the FPEs can be further extended by exploiting certain
properties of the general formula presented in [2, 3].
II. SCALING OF FOKKER-PLANCK EQUATION
We first review the scaling form of the FPE [2, 3]. The general form of the FPE in (1 + 1)-dimension is
∂W (x, t)
∂t
=
[
− ∂
∂x
D(1)(x, t) +
∂2
∂x2
D(2)(x, t)
]
W (x, t) , (1)
where W (x, t) is the probability distribution function (PDF), D(1)(x, t) is the drift coefficient and D(2)(x, t) the
diffusion coefficient. The drift coefficient represents the external force acting on the particle, while the diffusion
coefficient accounts for the effect of fluctuation. W (x, t) as a probability distribution function should be normalized,
i.e.,
∫
domainW (x, t) dx = 1 for t ≥ 0.
We shall be interested in seeking similarity solutions of the FPE, which are possible if the FPE is invariant under
the scale transformation
x¯ = εax , t¯ = εbt, (2)
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2where ε > 0, a and b are real parameters. Suppose under this transformation, the PDF and the two coefficients scale
as
W¯ (x¯, t¯) = εcW (x, t), D¯(1)(x¯, t¯) = εdD(1)(x, t), D¯(2)(x¯, t¯) = εeD(2)(x, t). (3)
Here c, d and e are also some real parameters. It can be checked that the transformed equation in terms of the
new variables has the same functional form as Eq.(1) if the scaling indices satisfy b = a − d = 2a − e. In this
case, the second order FPE can be transformed into an ordinary differential equation which is easier to solve. Such
reduction is achieved through a new independent variable z (called a similarity variable), which is certain combination
of the old independent variables such that it is scaling invariant, i.e., no appearance of the parameter ε, as a scaling
transformation is performed. Here the similarity variable z is defined by
z ≡ x
tα
, where α =
a
b
and a , b 6= 0 . (4)
For a , b 6= 0, one has α 6= 0 ,∞.
The scaling form of the PDF can be taken as [2]
W (x, t) = tα
c
a y(z) , (5)
where y(z) is a function of z. The normalization of the distribution function is∫
domain
W (x, t) dx =
∫
domain
[
tα(1+
c
a
) y(z)
]
dz = 1 . (6)
For the above relation to hold at all t ≥ 0, the power of t should vanish, and so one must have c = −a, and thus
W (x, t) = t−αy(z). (7)
Similar consideration leads to the following scaling forms of the drift and diffusion coefficients
D(1)(x, t) = tα−1ρ1(z) , D
(2)(x, t) = t2α−1ρ2(z) , (8)
where ρ1(z) and ρ2(z) are scale invariant functions of z.
With Eqs. (4), (7) and (8), the FPE is reduced to
ρ2(z) y
′′(z) +
[
2ρ′2(z)− ρ1(z) + αz
]
y′(z) +
[
ρ′′2 (z)− ρ′1(z) + α
]
y(z) = 0 , (9)
where the prime denotes the derivative with respect to z. It is really interesting to realize that Eq. (9) is exactly
integrable. Integrating it once, we get
ρ2(z)y
′(z) + [ρ′2(z)− ρ1(z) + αz] y(z) = C, (10)
where C is an integration constant. Solution of Eq. (10) is
y(z) =
(
C′ + C
∫ z
dz
e−
∫
z
dzf(z)
ρ2(z)
)
exp
(∫ z
dzf(z)
)
,
f(z) ≡ ρ1(z)− ρ
′
2(z)− αz
ρ2(z)
, ρ2(z) 6= 0, (11)
where C′ is an integration constant.
We shall consider boundaries which are impenetrable. At such boundaries, the probability density and the associated
probability current density must vanish. This in turn implies that C = 0, and the PDF W (x, t) is given by
W (x, t) = t−αy(z),
y(z) ≡ A exp
(∫ z
dz f(z)
)
z= x
tα
, (12)
where A is the normalization constant. It is interesting to see that the similarity solution of the FPE can be given
in such an analytically closed form. Exact similarity solutions of the FPE can be obtained as long as ρ1(z) and
3ρ2(z) are such that the function f(z) in Eq. (12) is an integrable function and the resulted W (x, t) is normalizable.
Equivalently, for any integrable function f(z) such thatW (x, t) is normalizable, if one can find a function ρ2(z) (ρ1(z)
is then determined by f(z) and ρ2(z)), then one obtains an exactly solvable FPE with similarity solution given by
Eq. (12).
Some interesting cases of such FPE on the real line x ∈ (−∞,∞) and the half lines x ∈ [0,∞) and x ∈ (−∞, 0]
were discussed in Ref. [2]. These domains admit similarity solutions because their boundary points are the fixed
points of the scaling transformation considered. This indicates that similarity solutions are not possible for other
finite domains, unless its boundary points scale accordingly. This leads to FPE with moving boundaries. Examples
of such FPEs are presented in Ref. [3].
III. EXTENSION OF KNOWN CLASSES
From Eq. (12) it is evident that for any solvable solution given by ρ1(z) and ρ2(z), there exist other solvable systems
with a positive function Q(z)
ρ˜1(z) ≡ ρ1(z) + ρ2(z) d
dz
lnQ(z),
ρ˜2(z) = ρ2(z), (13)
and
f˜(z) = f(z) +
d
dz
lnQ(z) (14)
The corresponding probability density is
W˜ (x, t) = A˜Q(z) t−αy(z), (15)
where A˜ is a new normalization constant. Hence a new extended system can be obtained from the original system
by choosing an appropriate function Q(z) as long as W˜ (x, t) is normalizable. This can be done by, say, looking up
appropriate integrable definite integrals in [4].
The above discussion gives a general recipe of finding new exactly FPEs. To illustrate the idea, let us take for
example the case presented in Sect. 4 of [2], with ρ1(z) and ρ2(z) given by (with some changes of the notations of the
coefficients)
ρ1(z) = λz − µ , ρ2(z) = σ , (16)
where λ, µ and σ are real constants. This choice of ρ1(z) and ρ2(z) generates the following drift and diffusion
coefficients:
D(1)(x, t) = λ
x
t
− µ tα−1 , D(2)(x, t) = σ t2α−1 . (17)
From Eq. (12), the function y(z) is
y(z) ∝


exp
{
1
σ
[
(λ− α) z22 − µz
]}
, λ 6= α;
exp
{
− µ
σ
z
}
, λ = α.
(18)
We shall discuss these two cases separately.
A. Examples with λ = α
In this case, the normalized solution is
W (x, t) =
∣∣∣ µ
σ tα
∣∣∣ exp(− µ
σ tα
x
)
, (19)
where it is valid in x ≥ 0 for (µ/σ) > 0; x ≤ 0 for (µ/σ) < 0.
4For simplicity and clarity of presentation, let us take µ > 0, σ = 1, i.e., ρ2(z) = 1. A new extended system can be
obtained by taking, for example,
Q(z) = zν−1, ν > 1. (20)
By using the identity ∫
∞
0
xν−1 e−µx dx =
Γ(ν)
µν
, (21)
we obtain the corresponding normalized PDF as
W˜ (x, t) =
µν
Γ(ν)
(
xν−1
tαν
)
exp
(
−µ x
tα
)
. (22)
In the case ν = 1, (22) reduces to (19) with µ > 0 and σ = 1 as expected. The new system can be considered as a
kind of deformed system based on the parameter ν.
B. Examples with λ 6= α
For this case, the normalized solution, from Eq. (12), is
W (x, t) =
√
α− λ
2πσt2α
exp
{
− α− λ
2σt2α
(
x+
µtα
α− λ
)2}
, (23)
where either (σ > 0, λ < α) or (σ < 0, λ > α) must be satisfied.
Again, for simplicity of presentation, let us take α = 1/2, λ = µ = 0 and σ = 1. The case is just the well-known
diffusion equation, with
ρ1(z) = 0, ρ2(z) = 1,
W (x, t) =
1√
4πt
e−
x
2
4t . (24)
A simple way to extend the class of diffusion solution Eq. (24) is to look for a function Q(z) such that the Gaussian-
type integral
∫
∞
0 Q(z) exp(−z2/4) dz is integrable. The simplest choice is Q(z) = zk with a non-negative integer
k > 0:
Ik ≡
∫
∞
0
Q(z)e−
z
2
4 dz =
{
2n(2n− 1)!!√π, k = 2n;
2n−1(n− 1)!, k = 2n− 1; (n = 1, 2, . . .). (25)
Here (2n − 1)!! ≡ 1 · 3 · · · (2n − 1). This leads to two new processes on the positive half-line for k = 2n, 2n − 1
(n = 1, 2, . . .), with the PDF given by
W˜k(x, t) =
1
Ik
t−
1
2
(
x√
t
)k
e−
x
2
4t . (26)
Note that for k even, i.e., k = 2n, the extended system can be defined on the whole line, with
W˜2n(x, t) =
1
2I2n
t−
1
2
(
x√
t
)2n
e−
x
2
4t . (27)
This reduces to the PDF in (24) for the well-known Brownian motion for n = 0, with I0 ≡
√
π.
IV. EQUIVALENT SYSTEMS
It follows from Eqs. (11) and (12) that any two sets of {ρ1(z), ρ2(z)} and {ρ˜1(z), ρ˜2(z)} that give the same f(z)
define equivalent FPEs as the PDFs are exactly the same. Eqs. (6) and (12) then imply that the normalized W (x, t)
in x is obtained by normalized y(z) in z.
5This observation gives a general recipe for obtaining exactly solvable FPEs. For a fixed α, one looks for exactly
integrable function y(z), say by looking up those integrable definite integrals in [4] such that y(z) is regular and
positive in the physical domain. Then the function f(z) is defined by
f(z) =
d
dz
ln y(z). (28)
By selecting any function ρ2(z) regular in the domain, the corresponding ρ1(z) is given by
ρ1(z) ≡ ρ2(z)f(z) + ρ′2(z) + αz. (29)
Any choice of ρ2(z) and the corresponding ρ1(z) in Eq. (29) gives equivalent FPEs.
Particularly, the above recipe implies that for any solvable Fokker-Planck system with ρ1(z) and ρ2(z), there exist
other solvable systems defined by any regular ρ˜2(z) and
ρ˜1(z) ≡ ρ˜2(z)
(
ρ1(z)− ρ′2(z)− αz
ρ2(z)
)
+ ρ˜2
′(z) + αz. (30)
The simplest choice of ρ˜2(z) is ρ˜2(z) = 1. This means that many exactly solvable FPE’s can be derived by studying
exactly solvable FPEs with ρ2 = 1.
The above discussion gives a general recipe for finding exactly FPEs. One simple way to apply this recipe is to take
y(z) = φ0(z)
2, where φ0(z) is the normalized ground state wavefunction of some quantum mechanical system. Thus
all the ground states of exactly solvable quantal systems can be used to define the corresponding exactly solvable
FPEs. In this regard, we mention that the simplest examples of one-dimensional quantal systems are listed in [5].
We will not bore the reader by listing all the FPEs defined by y(z) from the ground states of known one-dimensional
quantal systems as listed in [5]. In what follows, we shall present some examples of FPEs which are related to quantal
systems whose ground states involve the recently discovered exceptional orthogonal polynomials [6-19]. These can be
viewed as deformed versions of some of the systems in [5]. The discoveries of these new kinds of polynomials, and
the quantal systems related to them, have been among the most interesting developments in mathematical physics
in recent years. Unlike the classical orthogonal polynomials, these new polynomials have the remarkable properties
that they start with degree ℓ = 1, 2 . . . , polynomials instead of a constant, and yet they still form complete sets with
respect to some positive-definite measure. For a recent review, see eg. Ref. [20].
Below we shall only present examples related to the so-called single-indexed exceptional orthogonal polynomials.
Generalization to multi-indexed cases [16, 17] is straightforward.
A. FPEs related to deformed radial oscillator potential and exceptional Xℓ Laguerre polynomials
The exceptional Xℓ Laguerre polynomials (ℓ = 1, 2, 3, . . .) are associated with deformed radial oscillator potentials
[9, 10]. These deformed radial oscillators are iso-spectral to the ordinary radial oscillator.
We are only interested in the ground states, which are given by
φℓ,0(z; g) = Nℓ,0(g)φℓ(z; g)ξℓ(η; g + 1), φℓ(z; g) ≡ e
−
1
2
z2zg+ℓ
ξℓ(η; g)
, 0 < z <∞. (31)
Here g > 0, η(z) ≡ z2 and ξℓ(η; g) is a deforming function. It turns out there are two possible sets of deforming
functions ξℓ(η; g), thus giving rise to two types of infinitely many exceptional Laguerre polynomials, termed L1 and
L2 type [9, 10]. These ξℓ are given by
ξℓ(η; g) =
{
L
(g+ℓ− 3
2
)
ℓ (−η) : L1
L
(−g−ℓ− 1
2
)
ℓ (η) : L2
. (32)
where Lαn(η) (n = 0, 1, 2, . . .) are the classical associated Laguerre polynomials. The normalization constantsare [10]
Nℓ,0(g) =


[
2(g+ℓ− 1
2
)
(g+2ℓ− 1
2
)Γ(g+ℓ+ 1
2
)
] 1
2
: L1[
2(g+ 1
2
)
(g+ℓ+ 1
2
)Γ(g+ℓ+ 1
2
)
] 1
2
: L2
. (33)
Note that the ground state wave functions φℓ,0(x; g) are degree ℓ polynomials in η, instead of constants as in the
ordinary cases. For ℓ = 0, φℓ,0(x; g) reduces to the ground state of the ordinary radial oscillator.
6The corresponding f(z) is
f(z) = 2
[
−z + g + ℓ
z
+ 2z
(
ξ′ℓ(η; g + 1)
ξℓ(η; g + 1)
− ξ
′
ℓ(η; g)
ξℓ(η; g)
)]
, (34)
where ξ′ℓ(η; g) ≡ dξℓ(η; g)/dη.
Up to this point, one can consider this system as the extension, in the sense discussed in the last section, of the
undeformed radial oscillator (ℓ = 0) modified by a choice of
Q(z) =
ξℓ(η; g + 1)
ξℓ(η; g)
. (35)
Now if one choose ρ2(z) = 1, then ρ1(z) = f(z) + αz. For the choice ρ2(z) = z, one has ρ1(z) = zf(z) + 1 + αz.
Yet as another choice, ρ2(z) = ξℓ(η; g), we have
ρ1(z) = ξℓ(η; g)f(z) + 2zξ
′
ℓ(η; g) + αz. (36)
As before, here the prime means derivative with respect to the basic variable of the function, i.e. ξ′ℓ(η; g) = dξℓ(η; g)/dη.
Last but not least, one can also choose ρ2(z) = ξℓ(η; g + 1).
B. FPEs related to deformed Po¨schl-Teller potential and exceptional Xℓ Jacobi polynomials
The above discussion can be extended to systems involving the other type of exceptional orthogonal polynomials,
namely, FPEs related to the deformed Po¨schl-Teller potential, which involved the newly discovered exceptional Xℓ
Jacobi polynomials (ℓ = 1, 2, 3, . . .). All the steps are similar to those in the last subsection, so we only give the basic
data in the following.
Just as the deformed radial oscillator case, here there are also two possible single-indexed deformations of the
ordinary Po¨schl-Teller potential. With appropriate redefinition, one can always set the domain of the basic variable
to be z ∈ [0, π/2]. This domain is finite, and as mentioned at the end of Sect. II, similarity solutions are possible only
if the boundary point scale appropriately. In this case, the right boundary of the Fokker-Planck system is moving
according to x(t) = πtα/2.
The basic data needed in the formula are [10]:
η(z) = cos 2z,
ξℓ(η; g, h) =
{
P
(g+ℓ− 3
2
,−h−ℓ− 1
2
)
ℓ (η), g > h > 0 : J1
P
(−g−ℓ− 1
2
,h+ℓ− 3
2
)
ℓ (η), h > g > 0 : J2
,
φℓ,0(z; g, h) = Nℓ,0(g, h)φℓ(z; g, h)ξℓ(η; g + 1, h+ 1), φℓ(z; g, h) =
(sin z)g+ℓ(cos z)h+ℓ
ξℓ(η; g, h)
,
N0(g, h) =
[
2(g + h)Γ(g + h)
Γ(g + 12 )Γ(h+
1
2 )
] 1
2
,
N2ℓ,0(g, h) = N
2
0 (g + ℓ, h+ ℓ)×


(h+ 1
2
)(g+ℓ− 1
2
)
(h+ℓ+ 1
2
)(g+2ℓ− 1
2
)
: J1
(g+ 1
2
)(h+ℓ− 1
2
)
(g+ℓ+ 1
2
)(h+2ℓ− 1
2
)
: J2
. (37)
Here P
(α,β)
n (η) are the classical Jacobi polynomials.
The corresponding f(z) is
f(z) = 2
[
(g + ℓ) cot z − (h+ ℓ) tan z − 2 sin 2z
(
ξ′ℓ(η; g + 1, h+ 1)
ξℓ(η; g + 1, h+ 1)
− ξ
′
ℓ(η; g, h)
ξℓ(η; g, h)
)]
, (38)
where ξ′ℓ(η; g, h) ≡ dξℓ(η; g, h)/dη.
As in the last subsection, a set of interesting choices of ρ2(z) are ρ2(z) = 1, z, sin z, cos z, ξℓ(η; g, h) and ξℓ(η; g +
1, h+ 1).
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