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Abstract
Each measurable map of an open set U ⊂Rn toRn is equal almost everywhere to the gradient of a continuous almost everywhere
differentiable function defined on Rn that vanishes, together with its gradient, outside U .
© 2007 Elsevier Inc. All rights reserved.
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A well-known theorem of Luzin [7, Théorème Fondamental, p. 90] asserts that for each real-valued measurable
function f defined on the real line R there is a continuous function F defined on R such that F ′(x) = f (x) for
almost all x ∈ R. The argument is based on a skilful utilization of singular functions (devil’s staircases) defined
on nondegenerate compact subintervals of R. More recently, G. Alberti [1, Theorem 1] proved that for each Borel
vector field v defined on an open set U ⊂ Rn of finite measure there are a compact set K ⊂ U and a continuously
differentiable function F with compact support defined on U such that the measure of U −K is as small as we wish,
∇F(x) = v(x) for each x ∈ K , and for 1  p ∞, the Lp norm of ∇F is bounded by a multiple of the Lp norm
of v.
Following the main ideas of the original Luzin’s argument, we use Alberti’s theorem to prove the result stated
in the abstract (Theorem 1.3 below); note that as in Alberti’s theorem, we do not require curlv = 0. An application
to m-charges (Definition 2.2 and Theorem 2.9 below) generalizes the multidimensional version of Luzin’s theorem
obtained in [5], and a fortiori that mentioned in [10, p. 218].
1. Luzin’s theorem
Throughout, the ambient space is Rn with n  2, and U = ∅ is a fixed open subset of Rn. A cube is a compact
nondegenerate cube in Rn. The open ball about x ∈Rn of radius r > 0 is denoted by B(x, r). We denote by ∂E, intE,
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otherwise, concepts related to measure refer to Lebesgue measure in Rn. All functions we consider are real-valued.
For a map φ : U →Rm, m = 1,2, . . . , we denote by Dφ(x) the differential of φ at x ∈ U ; if m = 1, the ith partial
derivative of φ at x is denoted by Diφ(x). The symbols C(U), Cc(U), C(U ;Rm), Ck(U), etc., k = 1, . . . ,∞, and
L
p
loc(U), p  1, have the standard meaning; L0(U ;Rm) denotes the linear space of all measurable maps v : U →Rm.
In each Rm, we employ the Euclidean norm | · | induced by the usual inner product x · y. The distance between
sets A,B ⊂ Rn is denoted by dist(A,B), and if x ∈ Rn, we write dist(x,A) instead of dist({x},A). For E ⊂ Rn and
φ : E →Rm, let
‖φ‖∞ := sup
{∣∣φ(x)∣∣: x ∈ E}.
The following proposition is a special case of the result due to G. Alberti.
Theorem 1.1 (Alberti). Let |U | < ∞, and let v : U → Rn be a Borel vector field. Given ε > 0, there are a compact
set K ⊂ U and a function f ∈ C1c (U) that satisfy the following conditions:
(1) |U −K| < ε|U |, and Df (x) = v(x) for each x ∈ K ;
(2) ‖Df ‖∞  βε−1‖v‖∞ where the constant β depends only on the dimension n.
Corollary 1.2. Let |U | < ∞, and let v : U →Rn be a Borel vector field. Given ε > 0, there are a compact set K ⊂ U
and a function f ∈ C1c (Rn) supported in U such that the following conditions are satisfied:
(1) |U −K| < ε, and Df (x) = v(x) for each x ∈ K ;
(2) |f (x)| εmin{1,dist2(x,Rn −U)} for each x ∈Rn.
Proof. Choose an open set V = ∅ so that the closure of V is a compact subset of U and |U − V | < ε/2. There is a
compact set C ⊂ V such that |V −C| < ε/4 and v  C is bounded. Letting w(x) := v(x) for x ∈ C and w(x) := 0 for
x ∈ V −C defines a bounded Borel vector field w : V →Rn. Let
Δ := min{1,dist2(V,Rn −U)} and d := ε2Δ/(1 + 8β|V | · ‖w‖∞),
and find nonoverlapping cubes Q1, . . . ,Qp , each of diameters smaller than d , so that Q := ⋃pi=1 Qi is contained
in V and |V − Q| < ε/8. Applying Alberti’s theorem to each vector field wi := w  intQi and ε′ := ε/(8|V |), we
obtain compact sets Ki ⊂ intQi with |Qi − Ki | < ε′|Qi |, and functions fi ∈ C1c (Rn) supported in intQi such that
Dfi(x) = w(x) for each x ∈ Ki and
‖fi‖∞  d(Qi)‖Dfi‖∞  d β
ε′
‖wi‖∞  d β
ε′
‖w‖∞ < εΔ.
Now K0 :=⋃pi=1 Ki is a compact subset of V with
|V −K0| |V −Q| +
p∑
i=1
|Qi −Ki | < ε8 + ε
′
p∑
i=1
|Qi | < ε8 + ε
′|V | = ε
4
,
and f :=∑pi=1 fi is a function in C1c (Rn) supported in Q such that ‖f ‖∞ < εΔ and Df (x) = w(x) for each x ∈ K0.
In particular, Df (x) = v(x) for each x in K := K0 ∩C. Clearly, K ⊂ U is a compact set with
|U −K| |U − V | + |V −K0| + |V −C| < ε.
As f (x) = 0 for each x ∈Rn − V , and∣∣f (x)∣∣ ‖f ‖∞ < εΔ< εmin{1,dist2(x,Rn −U)}
for each x ∈ V , condition (2) is satisfied. 
Theorem 1.3. Let v : U → Rn be measurable. Given ε > 0, there is an almost everywhere differentiable f ∈ C(Rn)
satisfying the following conditions:
748 L. Moonens, W.F. Pfeffer / J. Math. Anal. Appl. 339 (2008) 746–752(1) ‖f ‖∞  ε and {f = 0} ⊂ U ;
(2) Df (x) = v(x) for almost all x ∈ U ;
(3) Df (x) = 0 for each x ∈Rn −U .
Proof. With no loss of generality, we may assume that v is a Borel vector field, and that ε  1. For r > 0 let
Br := B(0, r). Using Corollary 1.2, construct inductively compact sets Ki contained in Ui := U ∩ Bi −⋃i−1j=1 Kj
and functions fi ∈ C1c (Rn) supported in Ui so that for i = 1,2, . . . ,
(i) |Ui −Ki | < 2−i , and Dfi(x) = v(x)−∑i−1j=1 Dfj (x) for each x ∈ Ki ,
(ii) |fi(x)| 2−iεmin{1,dist2(x,Rn −Ui)} for each x ∈Rn.
Let K := ⋃∞i=1 Ki , and observe that f := ∑∞i=1 fi belongs to C(Rn), ‖f ‖∞  ε, and {f = 0} ⊂ U . As|U ∩Bi −K| |Uj −Kj | < 2−j for j  i, each U ∩Bi −K is negligible, and so is U −K =⋃∞i=1(U ∩Bi −K).
Let x ∈ Ki,h ∈ Rn, and j > i. As fj is supported in Uj , we have fj (x) = 0 and fj (x + h) = 0 whenever x + h
belongs to Rn −Uj . If x + h belongs to Uj , then∣∣fj (x + h)∣∣ 2−j min{1,dist2(x + h,Rn −Uj )} 2−j |h|2.
Thus if g :=∑∞j=i+1 fj , then in either case
∣∣g(x + h)− g(x)∣∣ ∞∑
j=i+1
∣∣fj (x + h)∣∣ |h|2 ∞∑
j=i+1
2−j ,
and we see that Dg(x) = 0. Consequently, Df (x) =∑ij=1 Dfj (x) = v(x).
Finally, let x ∈ Rn − U and h ∈ Rn. Then fi(x) = 0, and fi(x + h) = 0 whenever x + h belongs to Rn − Ui . If
x + h belongs to Ui , then∣∣fi(x + h)∣∣ 2−i min{1,dist2(x + h,Rn −Ui)} 2−i |h|2.
Thus in either case
∣∣f (x + h)− f (x)∣∣ ∞∑
i=1
∣∣fi(x + h)∣∣ |h|2,
and we conclude Df (x) = 0. 
2. Charges
For m = 0, . . . , n, the linear spaces of all m-forms and all m-vectors in Rn are denoted by ∧mRn and ∧mRn,
respectively. Identifying
∧m
R
n and
∧
mR
n with RN where N := ( n
m
)
, we denote by |ω| and |ξ | the Euclidean norms
of ω ∈∧mRn and ξ ∈∧mRn. The collection of all simple m-vectors ξ ∈∧mRn with |ξ | = 1 is the Grassmanian
G0(n,m).
If 0m< n is an integer and ω : U →∧mRn is differentiable at x ∈ U , then dω(x) denotes the exterior deriva-
tive of ω at x; the differential Dω(x) is defined in the obvious way.
Proposition 2.1. Let ω ∈ L0(U ;∧m+1Rn) where 0  m  n − 1. For each ε > 0, there is an almost everywhere
differentiable φ ∈ C(Rn;∧mRn) satisfying the following conditions:
(1) ‖φ‖∞ < ε and {φ = 0} ⊂ U ;
(2) dφ(x) = ω(x) for almost all x ∈ U ;
(3) Dφ(x) = 0 for each x ∈Rn −U .
Proof. Let ω :=∑i1<···<im+1 ai1···im+1 dξi1 ∧ · · · ∧ dξim+1 where ai1···im+1 ∈ L0(U). Using Theorem 1.3, find almost
everywhere differentiable Ai ···im ∈ C(Rn) satisfying the following conditions:1
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√
N where N := ( n
m
)
, and {Ai1···im = 0} ⊂ U ;
(ii) For almost all x ∈ U and i = 1, . . . , n,
DiAi1···im(x) =
{
ai i1···im(x) if i < i1,
0 if i  i1;
(iii) DAi1···im(x) = 0 for each x ∈Rn −U .
Now φ :=∑i1<···<im Ai1···im dξi1 ∧ · · · ∧ dξim is the desired m-form, since
dφ(x) =
∑
i1<···<im
n∑
i=1
DiAi1···im(x) dξi ∧ dξi1 ∧ · · · ∧ dξim
=
∑
i<i1<···<im
ai i1···im(x) dξi ∧ dξi1 ∧ · · · ∧ dξim = ω(x)
for almost all x ∈ U . 
For each nonnegative integer m n, we denote by Nm,K(U) the linear space of all m-dimensional normal currents
in U supported in a compact set K ⊂ U , and let Nm(U) :=⋃K Nm,K(U) where the union is taken over all compact
sets K ⊂ U . All properties of currents we need can be found in [4, Section 4.1].
Let T ∈ Nm(U). There are a compactly supported Radon measure ‖T ‖ in U and a Borel map −→T : U →∧mRn
such that |−→T (x)| = 1 for ‖T ‖ almost all x ∈ U and
〈T ,φ〉 =
∫
U
〈φ,−→T 〉d‖T ‖ (2.1)
for every φ ∈ C(U,∧mRn). Denote by ∂T and sptT the boundary and support of T , respectively, and let
M(T ) := ‖T ‖(U) and N(T ) := M(T )+ M(∂T ).
Further let F(T ) := M(T ) if m = n, and
F(T ) := inf{M(T − ∂S)+ M(S): S ∈ Nm+1(U)}
if m< n. As sptT = spt‖T ‖, equality (2.1) and Schwartz’s inequality imply,
〈T ,φ〉M(T )‖φ  sptT ‖∞
for each φ ∈ C(U ;∧mRn).
Definition 2.2. A linear functional F : Nm(U) → R is called an m-charge if given ε > 0 and a compact set K ⊂ U ,
there is δ > 0 such that F(T ) < ε for each T ∈ Nm,K(U) with F(T ) < δ and N(T ) < 1/ε.
Note. Following the top-dimensional ideas of [9, Section 2.1], the concept of m-charge was introduced jointly by
T. De Pauw and W.F. Pfeffer in 2004—a private communication on middle-dimensional integration. It follows from [4,
Theorem 4.1.23] that each flat m-cochain [11, Chapter 5] is an m-charge; the converse is false already for m = n = 1.
Observation 2.3. A linear functional F : Nm(U) → R is an m-charge if and only if given ε > 0 and a compact set
K ⊂ U , there is θ > 0 such that
F(T ) θF(T )+ εN(T )
for each T ∈ Nm,K(U).
Proof. As the converse is obvious, assume F is an m-charge. Choose a positive ε  1 and a compact set K ⊂ U .
There is δ > 0 such that F(S)  ε for each S ∈ Nm,K(U) with F(S)  δ and N(S)  1/ε. Let θ := ε/δ, and se-
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S := [δ/F(T )]T and observe that F(S) ε; since F(S) = δ and N(S) = δ/F(T ) 1/ε. Thus F(T ) (ε/δ)F(T ), and
F(T ) θF(T )+ εN(T )
in either case. As the last inequality is homogeneous and T = 0 whenever N(T ) = 0, the observation follows. 
The oscillation of an m-charge F , denoted by osc(F ), is the infimum of all ε > 0 such that F(T ) < ε for each
T ∈ Nm(U) with N(T ) < 1/ε.
Proposition 2.4. If ω ∈ C(U ;∧m−1Rn), then
Fω : T → 〈∂T ,ω〉 : Nm(U) →R
is an m-charge, and osc(Fω)
√
2‖ω‖∞.
Proof. Choose ε > 0 and a compact set K ⊂ U . Find φ ∈ C∞c (U ;
∧m−1
R
n) such that |ω(x)−φ(x)| < ε2/2 for each
x ∈ K , and let δ := ε/(2‖φ‖∞ + 1). Now let T ∈ Nm,K(U) be such that N(T ) < 1/ε and F(T ) < δ. If m < n, select
S ∈ Nm+1(U) with
M(T − ∂S)M(T − ∂S)+ M(S) < δ,
and observe that sptT ⊂ K yields
Fω(T ) = 〈∂T ,ω − φ〉 +
〈
∂(T − ∂S),φ〉 ε2
2
M(∂T )+ 〈T − ∂S, dφ〉
 ε
2
2
N(T )+ M(T − ∂S)‖dφ‖∞ < ε2 + δ‖dφ‖∞ < ε.
If m = n, then M(T ) = F(T ) < δ implies again Fω(T ) < ε. As the linearity of Fω is obvious, Fω is an m-charge.
Avoiding a triviality assume 0 < ‖ω‖∞ < ∞, and choose x ∈ U . If T belongs to Nm(U) and N(T ) < 1/√2‖ω‖∞,
then
Fω(T ) =
〈
∂T ,ω −ω(x)〉M(∂T )∥∥ω −ω(x)∥∥∞
 2‖ω‖∞N(T ) <
√
2‖ω‖∞,
and consequently osc(Fω)
√
2‖ω‖∞. 
The charge Fω defined in Proposition 2.4 is called the flux of ω.
Remark 2.5. Note that ω ∈ C(U ;∧m−1Rn) can be thought of as a weak solution of the equation dω = Fω. This
assertion is more transparent when m = n. Indeed, identifying Nn(U) with the space BVc(U) of all compactly sup-
ported BV functions in U [4, Section 4.5], it is clear that n-charges are distributions. Proposition 2.6 and Theorem 2.7
below, proved in [2, Proposition 2.9 and Theorem 4.7], relate n-charges to the divergence equation divv = f .
Proposition 2.6. Each f ∈ Lnloc(U) defines an n-charge by the formula
F(ϕ) =
∫
U
f (x)ϕ(x) dx
for each test function ϕ ∈ C∞c (U).
Theorem 2.7. Let F : C∞c (U) → R be a distribution. The equation divv = F has a distributional solution v in
C(U ;Rn) if and only if F is an n-charge.
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reg(T , x) :=
{
M(T )
M(∂T )diam(T ,x) if T = 0 and ∂T = 0,
0 otherwise.
We say that a sequence {Ti} in Nm(U) tends to (x, ξ) ∈ U × G0(n,m) if the following conditions are satisfied:
(i) lim diam(Ti, x) = 0 and inf reg(Ti, x) > 0,
(ii) lim 1M(Ti )
∫
U
|−→Ti(y)− ξ |d‖Ti‖(y) = 0.
An m-charge F is derivable at (x, ξ) in U × G0(n,m) if
lim
F(Ti)
M(Ti)
= ±∞
exists for each sequence {Ti} in Nm(U) that tends to (x, ξ); in which case all these limits have a common value called
the derivative of F at (x, ξ), denoted by DF(x, ξ). Since the set of sequences {Ti} which tend to (x, ξ) is nonempty,
the meaning of DF(x, ξ) is unambiguous.
Note. For m = n, the derivation base defined above was used in [6,8]. A very general Gauss–Green theorem has been
obtained in [9] by employing a derivation base consisting of bounded BV sets, i.e., very specialized n-dimensional
normal currents, satisfying the above regularity condition. More details about this top-dimensional derivation base are
given in the last paragraph of this section.
Proposition 2.8. If ω ∈ C(U ;∧m−1Rn) is differentiable at x ∈ U , then the flux Fω of ω is derivable at (x, ξ) for each
ξ ∈ G0(n,m) and
DFω(x, ξ) =
〈
dω(x), ξ
〉
.
Proof. Let ξ ∈ G0(n,m), and let {Ti} be a sequence in Nm(U) which tends to (x, ξ). Choose ε > 0, and let
η := inf reg(Ti, x). There are a linear map λ :Rn →∧m−1Rn and δ > 0 such that∣∣ω(y)−ω(x)− λ(y − x)∣∣ εη|y − x|
for each y ∈ U ∩ B(x, δ). If φ(y) := ω(x) + λ(y − x) for each y ∈ Rn, then it is easy to see that dφ is a constant
m-form equal to dω(x). Passing to a subsequence, we may assume that for i = 1,2, . . . ,
sptTi ⊂ B(x, δ) and
∫
U
∣∣−→Ti(y)− ξ ∣∣d‖Ti‖(y) < εM(Ti).
In the inequality∣∣Fω(Ti)− 〈dω(x), ξ 〉M(Ti)∣∣ ∣∣〈∂Ti,ω − φ〉∣∣+ ∣∣〈∂Ti,φ〉 − 〈dω(x), ξ 〉M(Ti)∣∣= A1 +A2
we estimate separately the terms A1 and A2:
A1 
∫
U
∣∣ω(y)− φ(y)∣∣d‖∂Ti‖(y) εη
∫
sptTi
|y − x|d‖∂Ti‖(y) εη diam(Ti, x)M(∂Ti) < εM(Ti),
A2 =
∣∣∣∣〈Ti, dφ〉 −
∫
U
〈
dω(x), ξ
〉
d‖Ti‖(y)
∣∣∣∣
∫
U
∣∣〈dω(x),−→Ti(y)− ξ 〉∣∣d‖Ti‖(y)

∣∣dω(x)∣∣ ∫ ∣∣−→Ti(y)− ξ ∣∣d‖Ti‖(y) < ε∣∣dω(x)∣∣M(Ti).U
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∧m−1
R
n) with
ψ(y) = φ(y) for each y ∈ U with |y − x| < δ. Combining the last three inequalities, we obtain∣∣〈dω(x), ξ 〉M(Ti)− Fω(Ti)∣∣< ε(1 + ∣∣dω(x)∣∣)M(Ti)
and the proposition follows. 
Theorem 2.9. Let ω ∈ L0(U,∧m+1Rm) where 0m n− 1. Given ε > 0, there is an almost everywhere derivable
(m+ 1)-charge F : Nm+1(Rn) →R satisfying the following conditions:
(1) osc(F ) < ε, and F(T ) = 0 whenever U ∩ sptT = ∅;
(2) DF(x, ξ) = 〈ω(x), ξ 〉 for almost all x ∈ U and each ξ ∈ G0(n,m+ 1);
(3) DF(x, ξ) = 0 for each x ∈Rn −U and each ξ ∈ G0(n,m+ 1).
Proof. Let φ ∈ C(Rn;∧mRn) be associated with ω and ε2/2 according to Proposition 2.1. In view of Propositions 2.4
and 2.8, it suffices to let F := Fφ be the flux of φ. 
Let BVc(U) be the collection of all BV sets [3, Chapter 5] whose closures are compact subsets of U . In accordance
with [4, Section 4.5], view BVc(U) as a subspace of Nn(U), and observe that M(B) and M(∂B) are equal to the
measure |B| and perimeter P(B) of B , respectively. In particular,
reg(B,x) =
{ |B|
d(B∪{x})P (B) if |B| > 0,
0 if |B| = 0,
for each (B,x) ∈ BVc × U . For every B ∈ BVc, the n-vector −→B equals to a fixed ξ0 ∈ G0(n,n), which orients Rn.
It follows that a sequence {Bi} in BVc tends to (x, ξ) ∈ U × G0(n,n) whenever ξ = ξ0, and
limd
(
Bi ∪ {x}
)= 0 and inf reg(Bi, x) > 0. (2.2)
Thus if F is an n-charge derivable at (x, ξ0), then
lim
F(Bi)
|Bi | =DF(x, ξ0)
for each sequence {Bi} in BVc satisfying conditions (2.2). From this it follows that Theorem 2.9 generalizes the main
result of [5].
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