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The instantaneous luminosity of the Large Hadron Collider at CERN
will be increased by up to a factor of five to seven with respect to the
design value. To maintain an excellent detection and background rejection
capability in the forward region of the ATLAS detector, part of the muon
detection system will be upgraded during LHC shutdown periods with the
replacement of part of the present first station in the forward regions with
the so-called New Small Wheels (NSWs). The NSWs will have a diameter
of approximately 10 m and will be made of two detector technologies:
Micromegas and small-strip Thin Gap Chambers (sTGC). The physics
motivation for this significant upgrade to the ATLAS detector will be
presented. The design choices made to address the physics needs will be
discussed. Finally, the status of the production of the detector modules
will be presented.
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1 Introduction
The Large Hadron Collider (LHC) [1] is a particle accelerator located at the CERN
laboratory. The initial design luminosity of the LHC is 1 × 1034 cm−2 s−1 with a
center-of-mass energy of 14 TeV during proton-proton collisions. The luminosity has
been gradually increased since the start of LHC operations and reached the design
value in 2016. A series of upgrades are planned over the next decade during Long
Shutdown (LS) periods to further increase the luminosity. In particular, the LHC
will be upgraded to its High-Luminosity configuration (HL-LHC) during LS3, start-
ing in 2024, which will bring the instantaneous luminosity up to 5 to 7 times the
design value [2]. The LHC is expected to deliver 3000 fb−1 of collision data by its
decommissioning in 2037.
An increased LHC luminosity brings more opportunities for physics discoveries to
ATLAS [3], one of the particle physics experiments of the LHC. The additional amount
of collision data collected will allow for more precise Standard Model measurements
and an increased sensitivity to new physics processes. Data taking at high luminosity
is, however, a challenge for ATLAS. The planned increase in luminosity will result in
increased readout rates and particle fluences on the ATLAS detector systems. In order
to fully benefit from the physics opportunities of the upgraded LHC, the Phase-I and
Phase-II [4] upgrades of ATLAS will be carried out during LHC shutdown periods. In
particular, as part of the Phase-I upgrade, the ATLAS muon identification ability in
the forward regions of the detector will be improved. This upgrade project consists of
replacing part of the ATLAS muon spectrometer by arrangements of muon detector
modules called New Small Wheels [5] (NSWs) which are targeted for installation
during LS2.
This article is arranged as follows. A description of the ATLAS muon spectrometer
is given in Section 2. Section 3 presents the physics motivation behind the NSWs
installation. A description of the NSW design is given in Section 4. A status update
of detector construction is presented in Section 5. A short summary of the article is
given in Section 6.
2 ATLAS and the muon spectrometer
ATLAS is a multi-purpose detector of cylindrical geometry located at one of the
LHC interaction points. The ATLAS detector systems are, in order of distance from
the interaction point, the inner detector, the calorimeters and the muon spectrome-
ter. ATLAS is also equipped with magnet systems which include the end-cap toroid
magnets and the barrel toroid magnet. The magnetic field generated by the magnet
systems bends charged particles such as muons. In the end-cap regions, muons are
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typically bent in planes of constant φ1. The ATLAS trigger and data acquisition sys-
tem (TDAQ) controls the flow of data between the detector systems and permanent
data storage. The TDAQ system follows a multi-level architecture. The first level,
called Level-1, is hardware-based meaning it uses FPGAs2 and custom electronics to
quickly process detector hits.
The muon spectrometer is the ATLAS detector system responsible for muon mea-
surements. The arrangement of muon detector modules follows an approximate 8-fold
azimuthal symmetry. The barrel region has 3 cylindrical shells of detector modules,
or stations. The end-cap regions have 3 disk-shaped stations. The innermost end-cap
station is located at z = ±7.4 m.
The detectors making up the muon spectrometer are gaseous ionization chambers.
Different detector technologies are used for either Level-1 triggering or for precision
measurements. Thin Gap Chambers (TGC) and Resistive Plate Chambers (RPC) are
used for triggering. Trigger chambers are characterized by a fast response compared
to precision chambers. Hits from trigger chambers are transmitted to the Level-1
trigger processor. A Level-1 trigger is issued if one or more muons in the appropriate
transverse momentum pT range are identified based on hits from the trigger chambers.
Monitored Drift Tubes (MDT) and Cathode Strip Chambers (CSC) have an excellent
spatial resolution and are used for precision muon track space point measurements.
Space points from the precision chambers are used for the measurement of the muon
momentum based on the Lorentz curvature of the muon tracks in the magnetic field.
3 Motivation for the New Small Wheel Upgrade
The ATLAS Level-1 trigger rate increases linearly as a function of the LHC instan-
taneous luminosity [6]. The Level-1 trigger rate exceeds the ATLAS TDAQ data
bandwidth when extrapolating to the luminosity expected during Run 33. Approxi-
mately 80% of Level-1 triggers are associated with single muon candidates from the
end-cap regions [5].
As shown in Fig. 1, 90% of single muon Level-1 triggers originate from recon-
structed track segments that cannot be matched offline with muons coming from
the interaction point. A large fraction of the spurious Level-1 triggers originates from
muon candidates observed in the end-cap regions. The fake muon rate is explained by
1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point
in the center of the detector and the z-axis along the beam direction. The x-axis points from the
interaction point to the center of the LHC ring; the y-axis points upward. Cylindrical coordinates
(r, φ) are used in the transverse plane, where φ is the azimuthal angle around the z-axis. The
pseudorapidity is defined as η = ln(tan(θ/2)), where θ is the polar angle.
2Field-Programmable Gate Array
3The ATLAS Level-1 trigger data bandwidth is currently 100 kHz and will be 1 MHz after the
ATLAS Phase-II upgrade.
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background radiation incident on the end-cap middle station that is incorrectly iden-
tified as muons by the trigger processor. The background radiation consists mostly
of neutrons and photons that are generated in the material between the inner and
the middle stations where the end-cap toroid magnets are located.
Figure 2.6: ⌘ distribution of Level-1 muon signal (pT > 10GeV) (L1_MU11) with the distribution of
the subset with matched muon candidate (within  R < 0.2) to an offline well reconstructed
muon (combined inner detector and muon spectrometer track with pT > 3GeV), and offline
reconstructed muons with pT > 10GeV.
• Measure the second coordinate with a resolution of 1–2mm to facilitate good linking between
the MS and the ID track for the combined muon reconstruction..
The background environment in which the NSW will be operating will cause the rejection of
many hits as spurious, as they might have been caused by  -rays, neutron or other background
particles. Furthermore in the life-time of the detector, detection planes may fail to operate properly,
with very limited opportunities for repairing them. Hence a multi-plane detector is required.
Any new detector that might be installed in the place of the current Small Wheel should be
operational for the full life time of ATLAS (and be able to integrate 3000 fb 1). Assuming al least
10 years of operation and the above expected hit rate per second, approximately 1012 hits/cm2 are
expected in total in the hottest region of the detector.
2.3 Trigger selection
Performance studies using collision data have shown the presence of unexpectedly high rates of
fake triggers in the end-cap region. Figure 2.6 shows the ⌘ distribution of candidates selected by
the ATLAS Level-1 trigger as muons with at least 10GeV. The distribution of those candidates
that indeed have an offline reconstructed muon track is also shown, together with the muons
reconstructed with pT > 10GeV. More than 80% of the muon trigger rate is from the end-caps
(|⌘| > 1.0), and most of the triggered objects are not reconstructible offline.
Trigger simulations show that selecting muons with pT > 20GeV at Level-1 (L1_MU20) one
would get a trigger rate at
p
s=14TeV and at an instantaneous luminosity of 3⇥ 1034cm 2s 1 of
approximately 60 kHz, to be compared to the total available Level-1 rate of 100 kHz.
In order to estimate the effect of a trigger using the NSW a study has been performed applying
offline cuts to the current SW to reduce the trigger rate. Table 2.1 shows the relative rate of
L1_MU20 triggers in the |⌘| > 1.3 region after successive offline cuts to select high quality muon
tracks. The various successive cuts applied are: i) the presence of Small Wheel track segments
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Figure 1: Pseudorapidity distribution of muon candidates identified at Level-1 passing
the 11 GeV pT threshold (L1 MU11) and of L1 MU11 muon candidates matching a muon
reconstructed by an offline algorithm, with and without a requirement on its measured
pT [5].
A possible workaround for the excessive trigger rate consists of raising the trig-
ger pT threshold from 20 GeV, the nominal value, to 40 GeV or in applying trigger
prescaling. Both options would successfully reduce the Level-1 trigger rate to an
acceptable level, but at the expense of reducing the sensitivity to many physics pro-
cesses. In particular, a degradation of the muon trigger efficiency at low pT would
be detrimental for Higgs studies because muons are an important sig ature fo many
processes involving the Higgs boson.
Apart from issues arising f om the excessive Level-1 trigger rate, a pe formance
degradation of muon inner end-cap station dete tors is expected due to the high
partic e fluences. A particle flux reaching up to 15 kHz/cm2 is expected close to
the beam pipe during HL-LHC operations. At that level of art cle flux, the CSC
an MDT chamb rs will suffer fr m unacc p able inefficiencies4. The loss of muon
precision space points will deteriorate the muon momentum resolution and increase
the systematic error of physics studies.
The proposed solution for reducing the trigger rate is to improve the online muon
identification in order to recognize and reject fake muons. A schematic diagram of
4Inefficiencies are already sizable but reasonable at the nominal LHC luminosity.
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the improved trigger algorithm for muon identification is shown in Fig. 2(a) where
tracks A, B and C are identified as muons by the middle station. In the new trigger
scheme, tracks are identified as muons only if they feature hits in both the inner and
middle stations. In addition, the candidate muon track segment reconstructed by
the inner station must point to the interaction point and match the middle station
measurements. Fake muons (track candidates B and C) typically do not have these
features and would be rejected by the algorithm.
The implementation of this enhanced trigger algorithm necessitates inner station
detectors with excellent online track reconstruction abilities with stable performances
up to the expected level of particle fluences during HL-LHC operations. The current
inner end-cap station detector cannot fullfil these requirements. Therefore, part of
the inner end-cap station will be replaced by the New Small Wheels (NSWs), shown
in Fig. 2(b) and described in the next section.
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Figure 2: (a) Schematic diagram of the proposed trigger algorithm used for fake muon
discrimination viewed on a quadrant cross-section of ATLAS in the r-z plane. (b)
Cut-away view of a NSW.
4 The New Small Wheels
The New Small Wheels (NSWs) are disk-shaped arrangements of 8 large and 8 small
pie-slice detector sectors of approximately 10 m in diameter. This geometry was cho-
sen to match the middle station layout. The detector modules, services and shielding
of the NSWs must fit in the 1110 mm thick envelope left by the current inner station.
The NSW sectors combine the small-strip Thin Gap Chamber (sTGC) [7] and Mi-
cromegas5 [8] technologies. Both detector technologies are read out with the VMM
5Micro-mesh gaseous structure
4
ASIC [9] which performs on-detector peak and time measurements of the detector
signal.
Individual sectors are assemblies of 2 Micromegas wedges placed between 2 sTGC
wedges. Detector wedges are a combination of either 2 Micromegas modules or 3
sTGC modules. Different module types of varying size make up a wedge. The detector
modules are quadruplets, meaning they have 4 independent detector layers. This
multi-layer configuration was chosen for its robustness and redundancy.
The NSWs are required to have an online angular resolution better than 1 mrad to
match the resolution of the middle station required for the run following the Phase-II
upgrade. In addition, the muon momentum resolution delivered by the NSWs must
be comparable to that of the current inner station aiming for 15% for pT=1 TeV
muons. Both requirements are satisfied with a spatial resolution better than 100 μm
per detector plane. Finally, the NSWs must perform a bunch crossing identification of
detector hits which requires, to be achieved, a time jitter better than 25 ns. A number
of performance studies, some of which are described in the following, have proven
the ability of the chosen NSW detector technologies to satisfy these specifications.
Specificities of each detector technology are also described below.
4.1 sTGC technology
Small-strip Thin Gap Chambers (sTGC) are multiwire chambers that operate in the
quasi-saturated mode. The design of a sTGC is similar to that of the current muon
spectrometer TGC detectors but with an improved spatial resolution and higher par-
ticle flux capabilities. The gas volume of a sTGC is contained between two segmented
resistive cathodes. In the NSW configuration, each gas volume has one cathode seg-
mented into strips and the other into a pad pattern. Strips are engraved with a pitch
of 3.2 mm and are used for the precise measurement of the muon trajectory in the
bending plane. Pads are used for the online selection of a specific band of strips to
be read out after the passage of a muon thereby reducing the amount of strip data
transmitted to the Level-1 trigger processor [10]. The area of pad electrodes varies
between approximately 10 and 500 cm2.
The time jitter of pads was measured in a beam test at CERN in 2012. The
measured time distribution, shown in Fig. 3(a), demonstrates that more than 80% of
the hits are within a time window of 25 ns [5]. The strip spatial resolution and the
differential non-linearity bias were measured in a beam test at Fermilab in 2014 [11].
A spatial resolution better than 50 μm was measured with a perpendicular beam
and obtained from the distribution of position difference between a reference pixel
track and the sTGC measurement shown in Fig. 3(b). The charge sharing between
neighbouring pads was measured in a beam test at CERN 2014 [11]. The measured
charge asymmetry, as shown in Fig. 3(c), demonstrates that charge sharing occurs
within a band of 5 mm, which is small compared to the overall dimensions of the pads.
5
Integration studies of the final VMM prototype with sTGC detectors are ongoing at
CERN.
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Figure 20: Simulated time spectrum at a high voltage of 2.85 kV compared with one measured in the
beam test with 180 GeV muons using 0.78 ns resolution TDC modules. The muon tracks are perpendic-
ular to the detection plane and the horizontal axis of the plot has an arbitrary o↵set.
6 Strip charge sharing
Avalanches initiated by the ionized electrons and developed near wire surfaces will induce charges on
the two symmetric cathode planes. The charges spread on the cathode plane, however, are constrained
to be similar in size to the gas gap. Hence the charge sharing on 3.2 mm pitch readout strips underneath
is insu cient to determine the charged particle hit position using a charge interpolation method. On
the other hand, the localized charge on the cathode will di↵use through the resistive paint layer to the
ground and image charges will be created on the readout strips, which are capacitively coupled to the
resistive cathode. Therefore the resistive cathode not only provides the spark resistant functionality but
also serves to disperse the charge over several readout strips to enhance tracking resolution.
A simple model has been developed to describe the charge sharing between sTGC strips. The model
considers the spatial distribution and time development of raw induced charges on the cathode, and
the propagation of induced signals through the resistive-capacitive network formed between the restive
cathode and the readout plane.
Information about the raw induced charge on the cathode can be obtained from Garfield simulations
without taking resistive layer into account. The charge dispersion phenomenon in resistive electrodes has
been studied from streamer tubes in 1980’s [21, 22] to micro pattern gaseous detectors [23, 24] recently.
The method developed is also applicable for sTGC.
6.1 Raw charge spread on cathode
For multi-wire chambers, the induced charge density on a contiguous cathode plane due to a point charge
deposited on the wire is described by the empirical function of Gatti et al. [25, 26]:
 ( ) = K1
1   tanh2K2 
1 + K3tanh2K2 
(8)
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(a)
dimensional distributions in Fig. 5 (top). It shows the y-residual
versus strip-cluster position relative to the closest inter-strip gap
centre yrelsTGC; 0. This effect is corrected using a sinusoidal function
according to:
ysTGC ¼ ysTGC; 0"ai sin 2π yrelsTGC; 0
! "
ð1Þ
where ysTGC; 0 is the strip-cluster mean resulting from the Gaussian
fit and ysTGC is the corrected particle position estimator. The
amplitude parameters are denoted ai for the 3, 4 and 5 strip-
multiplicity categories; the index i denotes the corresponding
category. These amplitude parameters are free parameters in the
fit. The values of the amplitude parameters obtained from the fit to
data are compatible with being equal for the three strip-cluster
multiplicities as shown in Table 1. The correction function is
therefore universal and is shown in Fig. 5 (top). The two-
dimensional distribution after the correction is applied was
found to be reasonably flat as shown in Fig. 5 (bottom).
The alignment of the coordinate system of the pixel telescope
with respect to the above-defined coordinate system of the sTGC
layer also affects the measured residual distribution. A simple two-
parameter model is used to account for translations and rotations
of the two coordinate systems with respect to each other. Both the
alignment correction and the differential non-linearity correction
are included in situ in the analysis. The alignment correction is
introduced in the model by expressing the pixel track position in
the sTGC-layer coordinate system ypix, as a function of the track
position in the pixel telescope coordinate system x0pix and y
0
pix, and
two misalignment parameters δy and ϕxy, as follows:
ypix ¼ "x0pix sinϕxyþy0pix cosϕxyþδy: ð2Þ
The variable δy corresponds to a misalignment along the y-axis of
the sTGC coordinate system, and ϕxy corresponds to a rotation of
the telescope coordinate system in the x–y plane around the z-axis
of the sTGC coordinate system. Translation and rotation mis-
alignments along and around the other axes are no taken into
account in this model, since they are expected to have a small
impact on the determination of the intrinsic position resolution.
Fig. 6 shows the two-dimensional distribution of y-residual versus
x0pix for a representative data-taking period (run) and sTGC strip-
layer. In the top figure the rotation alignment correction has been
omitted when computing y-residuals. The mean of the residual
distribution increases linearly as a function of x0pix, which is evi-
dence for a small rotation between the two coordinate systems.
The red line represents the correction applied to this dataset.
Accounting for this correction results in a distribution that is
independent of x0pix as shown in Fig. 6 (bottom).
The global model fitted to the data is the following double
Gaussian function:
Fi ¼ FiðysTGC; 0; yrelsTGC; 0; x0pix; y0pix; δy; ϕxy; ai;σ; f ; σwÞ
¼ f GðysTGC"ypix; 0; σÞþð1" f Þ GðysTGC"ypix; 0; σwÞ;
where G denotes a Gaussian function. The parameter f determines
the relative normalization of these two Gaussian functions. The
value of f represents the fraction of the data parameterized by the
narrow Gaussian and it is typically around 95% with a RMS of
about 2%. The first Gaussian represents the core of the residual
distribution. The width parameter σ is the parameter of interest
for the determination of the intrinsic position resolution.
Table 1
Amplitude parameter ai for the differential non-linearity
correction for three sTGC strip-cluster multiplicities.
Strip-cluster multiplicity i Amplitude parameter ai
3 205 7 9
4 206 7 4
5 211 7 5
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Fig. 6. Two-dimensional distribution of y-residual versus x0pix for a representative
data taking run and sTGC strip-layer. For the top figure the rotation alignment
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bottom figure shows the corrected y-residual distribution.
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6.2. Charge sharing between pads
To study the transition region between pads, the scintillator
coincidence triggering area and the particle beam were centred
between pad n and pad nþ1 of the first layer, as illustrated in
Fig. 14.
After applying timing quality requirements on the strip and pad
hits, the channel baseline values are subtracted from the analog
peak values. Strip-clusters with induced charge in either 3, 4 or
5 adjacent strips are selected and calibrated in the same way as for
the Fermilab beam test. Events with a single strip-cluster in the
first layer and the second layer are selected. The strip-cluster
position (mean of the fitted Gaussian) in the first layer is used to
define the position of the particle going through the detector. The
events are further required to contain a hit above threshold on
either pad n or pad nþ1. The charge fraction (F) is defined using
the analog peak values (P) of the two adjacent pads:
F ¼ Pn#Pnþ1
PnþPnþ1 ð3Þ
Fig. 15 shows the charge fraction as a function of the position
with respect to the centre of the transition region between the
pads. It shows that the transition region, where the two pads share
more than 70% of the induced charge, spans about 4 mm.
7. Conclusions
The spatial resolution for a full-size sTGC prototype detector for
the ATLAS NSW upgrade has been measured in a 32 GeV pion
beam test experiment at Fermilab. A six-layer silicon pixel tele-
scope has been employed to characterize the sTGC detector and to
correct for differential non-linearity of the reconstructed sTGC
strip-cluster position. At perpendicular incidence angle, single
strip-layer position resolutions of better than 50 μm have been
obtained, uniform along the sTGC strip and perpendicular wire
directions, well within design requirements. The characteristics of
the sTGC pad readout have been measured in a 130 GeV muon
beam test at CERN. The transition region between readout pads
has been found to be 4 mm, and the pads have been found to be
fully efficient.
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The beam and the scintillator coincidence area cover the transition between pad n
and pad nþ1.
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(c)
Figure 3: (a) Measured pad time d s ribution compared to r sults from simulation [5].
(b) Difference between sTGC position measurements and a precision pixel reference
track. The sTGC intrinsic spatial resolution σ corresponds to the width of he d s-
tribution [11]. (c) Charge asymmetry between neighbour sTGC pads [11].
4.2 Mic omegas t ch o ogy
Mi romegas are micro-pat e n gas ous det ctors with a thick 5 mm d ift g p and a
thin 128 μm amplification gap separated by a micro-mesh transpare to el c rons.
Micromegas operate with a moderate electric field of 600 V/cm in the drift region and
a strong electric field of 40 to 50 kV/cm in the amplification region. The ionization
electr s cr ated by a muon traversing the drift gap move towards the micro-mesh,
nd eventu lly reach the high-field region where electron multiplication takes place.
The detector signal is picked up by 300 μm wide copper readout strips located opposite
to the micro-mesh nd etched on a readout PCB with a pitch of 415 μm. A layer
of resistive strips glued over a thin kapton layer is installed above the readout strips
aiming to improve the stability of the electric field in the amplification region and
reduce the spark probability.
Micromegas quadruplets have two layers equipped with azimuthal strips, called
η-strips, and two layers equipped with strips arranged in a stereo-strip configuration
at an angle of ±1.5◦ with respect to the η-strips. This strip configuration allows for a
precision muon position measurement in the bending plane and a coarse measurement
in the coordinate perpendicular to the bending plane.
The intrinsic spatial resolution of Micromegas detectors has been measured in
several beam test campaigns from 2012 to the present, first using prototypes of
small dimensions and then on full-size modules. The spatial resolution as a func-
tion of the track incidence angle obtained for small dimension prototypes is shown in
6
Fig. 4(a) [12]. The spatial resolution obtained when taking the strip charge cluster
centroid is better than 90 μm but degrades as a function of the track angle. The
resolution obtained using the μTPC mode [12], which uses the timing of strip hits,
improves as a function of the angle of incidence. The time distribution of the first
strip with a hit, shown in Fig. 4(b) was also measured as a way to characterize the
online timing performance [5]. Most hits are within a time window of 75 ns.
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Figure 9. MicroMegas spatial resolution summary as a function of the track angle.
Figure 10. Garfield simulations [7] for the total drift velocity (left) and the expected Lorentz angle (right)
in Ar:CO2 93:7 gas mixture for a magnetic field up to 2 T as a function of the drift electric field, with the
electric and magnetic field vectors being perpendicular.
3 Performance of the MicroMegas in magnetic field
The MM chambers of the NSW will operate in a magnetic field with large variations and values
up to about 0.3 T, with different orientations with respect to the chamber planes and a sizeable
component orthogonal to the MM electric field.
The effect of the magnetic field on the detector operation has been studied with test beam data
and simulations. Figure 10 shows the Garfield simulations [7] for the drift velocity and the Lorentz
angle as a function of the drift electric field for several values of the magnetic field (perpendicular
to electric field) and for an Ar:CO2 93:7 gas mixture. Figure 11 illustrates the effect of the magnetic
– 8 –
(a)
Figure 5.9: Left: comparison of data to Monte Carlo of the earliest arrival signal time of a hit with the
first generation of the VMM readout chip. Right: Difference between the first arrival strip as
obtained from offline from the read out of the VMM1 chip and the strip selected from the
VMM1 for the trigger. Red histogram refers to teast beam data, blue histogram to Monte
Carlo expectation.
Front-end readout electronics was based on the 128 channels APV25 ASIC in which detector
signals are zero-suppressed, shaped with a CR-RC circuit and sampled at 25 ns frequency. The
total acquisition time window was of 675 ns, corresponding to 27 samples.
5.4.1 Spatial resolution for straight and inclined tracks. The µTPC method
The spatial resolution of MM detectors was studied for eight resistive chambers (T1–T8), aligned
along the beam line and oriented, in pairs, in a back-to-back configuration. The total lever arm
of the system was 600 mm. The detectors were operated with an Ar:CO2 gas mixture (93:7).
The reference operating settings were 600V/cm electric drift field and an amplification voltage
HVmesh=500 V.
Data with beam perpendicular to the MM and at various angles have been recorded and analyzed.
The trigger was provided by the coincidence of three scintillators plus a veto. The APV25 chips
w re o erated at a frequency of 40 MHz, completely unsynchronized to the particle beam. A jitter
of ±12.5 ns, corresponding to the width of one clock cycle, is introduced by the synchronization of
the trigger signal.
The spatial resolution of MM with sub-mm strip pitch and analog readout can easily go below
100µm for perpendicular tracks by using the cluster charge centroid method [31]. A spatial
resolution of about 73µm has been obtained for all chambers under test, with an average cluster
size of approximately 2.4 strips.
With the same perpendicular tracks, global detector inefficiencies have been measured to be
in the range of 1–2%, consistent with the partially dead area expected from the presence of the
300µm diameter pillars separated by 2.5mm.
For impact angles greater than 10  the µTPC method [31] is used for a local track segment
reconstruction in the few-millimeter wide drift gap. It exploits the measurement of the hits time
and the highly segmented readout electrodes: the position of each strip gives an x coordinate,
while the z coordinate (perpendicular to the strip plane) can be reconstructed from the time
measurement of the hit after calibrating the z–t relation (z = t⇥ vdrift), see Fig. 5.10, left.
The hit time is measured for each strip by applying a fit to samples obtained from the shaped
56
(b)
Figure 4: (a) Intrinsic spatial resolution of a Micromegas as a function of th par icle
track angle using different analysis techniques [12]. (b) Time distribution of the first
strip hit compared to results from a Monte Carlo simulation [5]. Both results have
been obtained with small dimension prototypes.
5 Detector manufacturing
Each NSW combines a total of 96 sTGC and 64 Micromegas quadruplets th t are
manufactured in member institutes of the ATLAS collaboration. The production
of detector components such as the sTGC cathode boards and Micromegas readout
boards is carried out in collaboration with industry. The final detector assembly and
testing are realized at CERN.
The NSW performs a precise reconstruction of muon track segments which calls
f r a good control of construction non-conformities during detector manufacturing.
In particular, the position of each strip must be known w th an accuracy of 40 μm
along he precision coo din te and 80 μm along th beam to achieve the target NSW
momentum resolution. Stringent tolerances on the geometry of the readout strips are
enforced during construction. The alignment between individual strip boards of a
quadruplet is achieved using precision pins. Many steps of the assembly process are
carried out on a granite table to ensure a good planarity of the detector planes.
This section describes specificities of the sTGC and Micromegas manufacturing.
The status of detector production at the time of writing is given.
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5.1 sTGC manufacturing
The sTGC production is divided in 5 productions lines, each responsible for manufac-
turing one or two quadruplet types. In some cases, different steps of the fabrication
and quality control process of a production line are shared among different institutes6.
Series production of sTGC modules is well ongoing in the production lines: several
quadruplets have been manufactured and received at CERN. The assembly of the first
sTGC wedge will be finished during Fall 2018. The production of cathode boards
and other detector components is done in parallel to quadruplet assembly. All sTGC
cathode boards will be produced by the end of 2018.
5.2 Micromegas manufacturing
A total of 5 institutes are in charge of Micromegas quadruplet production7. Each
institute is responsible for the manufacturing of one quadruplet type. As for the
sTGC production, the integration of Micromegas quadruplets to form NSW wedges
is done at CERN.
At this stage, 70% of the required readout boards have been manufactured and
production will be completed at the beginning of 2019. Series production of drift and
readout panels, the main components of Micromegas quadruplets, is ongoing. The
assembly of quadruplet is started in all construction sites. First quadruplets have
been received at CERN and wedge integration is on the way to start.
6 Summary
The LHC instantaneous luminosity will increase by up to 5 to 7 times the design
value following a series of upgrades planned over the next decade. In order to benefit
from the physics opportunities offered by an upgraded LHC, the New Small Wheels
(NSWs) will replace part of the muon end-cap station of ATLAS as a mean to improve
the online muon identification capability.
The NSWs will perform the precise reconstruction of candidate muon track seg-
ments and will combine the sTGC and Micromegas detector technologies. Detector
construction for the NSWs is a worldwide effort shared among multiple physics insti-
tutes. Module manufacturing is well ongoing and wedge assembly has started.
6The sTGC construction sites are PUC (Chile), Shandong (China), TRIUMF, Carleton and
McGill (Canada), Technion, TAU and Weizmann (Israel), and PNPI (Russia).
7The Micromegas construction sites are INFN (Italy), BMBF (Germany), Paris-Saclay (France),
JINR (Russia) and Thessaloniki (Greece).
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