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Today, optimal control problems of distributed systems, that
include partial differential equations have many mechanical
and technical sources and a variety of technological and scien-
tiﬁc applications.
Indeed, many optimal control problems of elliptic systems
involving Schro¨dinger operators of the distributed type have
been studied, as in Serag (2000, 2004) and Serag and Qamlo
(2005). Whereas some of these problems had positive weight
functions (Serag, 2004; Serag and Qamlo, 2005), others had
constant coefﬁcients, e.g., (Serag, 2000).
The necessary and sufﬁcient conditions of optimality for
2 · 2 parabolic and hyperbolic systems involving Schro¨dinger
operators have already been discussed in (Bahaa, 2006; Qamlo,
2013).m.
Saud University.
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.005In addition, optimal control problems for systems involving
parabolic and hyperbolic operators with an inﬁnite number of
variables have been introduced in (Kotarski et al., 2002; Serag,
2007; Qamlo, 2008, 2009; Bahaa and El-Shatery, 2013).
Furthermore, time-optimal control of inﬁnite order para-
bolic and hyperbolic systems has been studied in (Kowalewski
and Krakowiak, 2008; Kowalewski, 2009).
Here, we discuss the following n · n parabolic systems with
variable coefﬁcients involving Schro¨dinger operators that are
deﬁned on an unbounded domain of Rn:
@
@t
Yþ LqY ¼ AðxÞYþ Fðx; tÞ in Q;
YðxÞ ! 0 as jxj ! 1;
YðxÞ ¼ 0 on P;
yiðx; 0Þ ¼ yi;0ðxÞ 8i ¼ 1;    n; in X;
8>><
>>:
ð1Þ
Y and F are column matrices with elements yi and fi, repec-
tively, In addition, Q= X · (0,T) with boundary R= o
X · (0,T) and X is an unbounded domain of Rn with boundary
oX. and Lq is a n · n diagonal matrix of the Schro¨dinger oper-
ator (D+ q), the potential q is a positive function that tends
to 1 at inﬁnity, and A(x) is an n · n matrix of variable coefﬁ-
cients aij(x) (1 6 i,j 6 n) that satisfy the following conditions:
there exist r> 1 and k> 0 such thating Saud University.
108 A.H. QamloaijðxÞ 2 0; kð1þ jxj2Þr
 !
8i; j ¼ 1; 2; . . . ; n; 8x 2 X; ð2Þ
aijðxÞ 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aiiðxÞajjðxÞ
q
8i; j ¼ 1; 2; . . . ; n; 8x 2 X: ð3Þ
We ﬁrst prove the existence and uniqueness of the state for
system (1), and we then introduce the necessary and sufﬁcient
conditions of optimality for this system by a set of equations
and inequalities.
2. Some facts and results
To prove our theorems, we recall certain results that are intro-
duced in Djellit and Yechoui (1997) regarding the existence of
the principal eigenvalue kþq of the following problem:
ðDþ qÞy ¼ kgðxÞy in X;
y! 0 as jxj ! 1;
y ¼ 0 on C;
8><
>: ð4Þ
where X is an unbounded connected open subset of Rn with
boundary oX and both the potential q and the weight function
g(x) are measurable functions that tend to zero at inﬁnity.
For n> 2, if $a> 0, bP 1,a > b, $k> 0,c> 0 such
that
0 < gðxÞ 6 kð1þ jxj2Þa ; 0 < qðxÞ 6
c
ð1þ jxj2Þb ; ð5Þ
where the eigenvalue problem (4) has a positive principal
eigenvalue kþ1 that is simple and associated with a positive
eigenfunction uq in V+. Moreover k
þ
1 is characterized by:
kþ1
Z
X
gðxÞjyj2 6
Z
X
ðjryj2 þ qjyj2Þ; ð6Þ
where
Vþ ¼ fy 2 VðXÞ :
R
X gjuj2dx > 0g and
VðXÞ ¼ fy 2 D0ðXÞ : p1y 2 L2ðXÞ;ry 2 L2ðXÞg;
pa ¼ q2aðxÞ; a > 0; qðxÞ ¼ ð1þ jxj2Þ1=2;
Furthermore, V(X) is a Hilbert space with the inner product
ðy;wÞV ¼
R
Xðry  rwþ p1y  wÞdx and the corresponding
norm kykV ¼
R
Xðjryj2 þ p1jyj2Þdx
 1=2
which is equivalent to
kykq ¼
R
Xðjryj2 þ qjyj2Þdx
 1=2
.
Now, to study our system (1), we recall the introduced by
Serag (2000):
L2gðXÞ ¼ fy : X! R :
Z
X
gðxÞy2dx < 1g;
with an inner product ðy;wÞg ¼
R
X gðxÞyw dx. We then have
the following embeddings:
VðXÞ#L2gðXÞ#V0ðXÞ;
VðXÞ#L2ðXÞ#V0ðXÞ;
and we introduce the space L2(0,T;V(X)) of measurable func-
tions tﬁ f(t) which is deﬁned on the open interval (0,T), as
the variable t 2 (0,T) denotes the time, where T<1.
L2(0,T;V(X)) is a Hilbert space with the scalar productðfðtÞ; gðtÞÞL2ð0;T;VðXÞÞ ¼
Z
ð0;TÞ
ðfðtÞ; gðtÞÞVðXÞdt;
and the norm kfðtÞkL2ð0;T;VðXÞÞ ¼
R
ð0;TÞ kfðtÞk2VðXÞdt
 1=2
< 1.
Analogously, we can deﬁne the space L2 0;T;L2gðXÞ
 
¼
L2ðQÞ,
with the following scalar product:
ðfðtÞ; gðtÞÞL2ðQÞ ¼
Z
ð0;TÞ
ðfðtÞ; gðtÞÞL2gðXÞdt ¼
Z
Q
fðtÞgðtÞdx dt:
Then we have the following chain:
L2ð0;T;VðXÞÞ#L2ðQÞ#L2ð0;T;V0ðXÞÞ;
and by the Cartesian product, we have
ðL2ð0;T;VðXÞÞÞn# ðL2ðQÞÞn# ðL2ð0;T;V0ðXÞÞÞn:
In addition, we will use the following deﬁnition of M-matrices
(Bermann and Plemmons, 1979; Serag, 2004).
Deﬁnition 1. A nonsingular matrix b= (bij) is an M-matrix if
bij < 0 for i „ j,bii > 0 and if the principal minors extracted
from b are positive.3. The scalar case
In this section, we consider the scalar case (i.e., a system that
consists of one equation):
@yðxÞ
@t
þ ðDþ qÞyðxÞ ¼ gðxÞyðxÞ þ fðx; tÞ in Q;
yðxÞ ! 0 as jxj ! 1
yðxÞ ¼ 0 on P;
yðx; 0Þ ¼ y0ðxÞ in X
8>><
>>:
ð7Þ
Proposition 1. For f 2 L2(0,T;V0(X)) and y0(x) 2 V(X), there
exists a unique solution y 2 L2(0,T;V(X)) for system (7) if
1 < kþ1 .
Proof. The continuous bilinear form:
pðt; y;uÞ ¼
Z
X
ðryruþ qyuÞdx
Z
X
gðxÞyudx ð8Þ
is obviously coercive on V(X).
In fact, we have:
pðt; y; yÞ ¼
Z
X
ðjryj2 þ qjyj2Þdx
Z
X
gðxÞy2dx
¼
Z
X
ðjryj2 þ ðqþmgÞjyj2Þdx ð1þmÞZ
X
gðxÞy2dx; m > 0;
Then, from (6):
pðt; y; yÞP 1 1þm
kþ1 þm
 Z
X
ðjryj2 þ ðqþmgÞjyj2Þdx;
that is,
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kþ1 þm
 
kyk2q; ð9Þ
which proves the coerciveness condition of the bilinear form (8) on
V(X). Then, by theLax-Milgram lemma, there exists aunique solu-
tion y 2 L2(0,T;V(X)) for the system (7). Now, we can formulate
the optimal control problem for system (7) as follows:
The space L2(Q) is the space of controls. For a control u 2
L2(Q), the state y(u) 2 L2(0,T;V(X)) of the system is given by
the solution of the following problem:
@yðuÞ
@t
þ ðDþ qÞyðuÞ ¼ gðxÞyðuÞ þ fðx; tÞ þ u in Q;
y! 0 as jxj ! 1
yðuÞ ¼ 0 on P;
yðx; 0; uÞ ¼ y0ðxÞ in X
8>><
>>:
ð10Þ
where yðuÞ 2 L2ð0;T;VðXÞÞ; @yðuÞ
@t
2 L2ð0;T;V0ðXÞÞ.
The observation equation is given by z(u) = y(u).
For a given zd 2 L2(Q), the cost function is given by
JðvÞ ¼ kyðvÞ  zdk2L2ðQÞ þMkvk2L2ðQÞ; ð11Þ
where M is a positive constant.
The control problem is to ﬁnd u 2 Uad such that J(u) 6
J(v),
where Uad is a closed convex subset of L
2(Q).
The cost function (11) can be written as was performed by
Lions (1971):
JðvÞ ¼ aðv; vÞ  2LðvÞ þ kyð0Þ  zdk2L2ðQÞ;
where a(v,v) is a continuous coercive bilinear form and L(v) is a
continuous linear form on L2(0,T;V(X)) .Then using the gen-
eral theory of Lions (1971), there exists a unique optimal con-
trol u 2 Uad such that J(u) = infJ(v) for all v 2 Uad. Moreover,
we have the following proposition that gives the necessary and
sufﬁcient conditions of optimality: h
Proposition 2. Assume that (9) holds. If the cost function is given
by (11), the optimal control u 2 L2(Q) is then characterized by:
@pðuÞ
@t
þ ðDþ qÞpðuÞ  gðxÞpðuÞ ¼ yðuÞ  zd in Q;
p! 0 as jxj ! 1;
pðuÞ ¼ 0 on P;
pðx;T; uÞ ¼ 0 in X
8>><
>>:
ð12Þ
where pðuÞ 2 L2ð0;T;VðXÞÞ; @pðuÞ
@t
2 L2ð0;T;V0ðXÞÞ. Further-
more, we have the inequality
ðpðuÞ þMu; v uÞL2Q P 0 8v 2 Uad; ð13Þ
together with (10), where p(u) is the adjoint state.4. The case of systems
4.1. Operator equation
In this section, we prove the existence and uniqueness of a
solution to system (1), which can be written as follows:@yiðxÞ
@t
þ ðDþ qÞyiðxÞ ¼
Xn
j¼1
aijðxÞyj þ fiðx; tÞ in Q;
yi ! 0 as jxj ! 1;
yiðxÞ ¼ 0 on
P
;
yiðx; 0Þ ¼ yi;0ðxÞ 8i ¼ 1; 2; 3    n: in X;
8>>><
>>>:
We introduce the continuous bilinear form p(t;y,u):
(V(X))n · (V(X))nﬁ R as follows:
pðt; y;uÞ ¼
Xn
i¼1
Z
X
ðryirui þ qyiuiÞdx

Xn
j–i
Z
X
aijðxÞyjuidx
Xn
i¼1
Z
X
aiiðxÞyiuidx; ð14ÞProposition 3. If conditions (2) and (3) hold, then the bilinear
form (14) is coercive on (V(X))n if the matrix:
Kþ1 ðaiiÞ  I
  ¼
kþ1 ða11Þ  1 1 . . . 1
1 kþ1 ða22Þ  1 . . . 1
: : : ..
.
1 1 . . . kþ1 ðannÞ  1
2
66664
3
77775
ð15Þ
is a nonsingular M-matrix (15); it is assumed that Kþ1 ðaiiÞ is a
diagonal matrix with elements kþ1 ðaiiÞ.
kþ1 ðaiiÞ is the principal eigenvalue for the eigenvalue problem
(4) when we replace the function g(x) with aii (x) in (4).
Proof.
pðt; y; yÞ ¼
Xn
i¼1
Z
X
ðjryij2 þ qjyij2Þ 
Xn
j–i
Z
X
aijðxÞyiyj

Xn
i¼1
Z
X
aiiðxÞjyij2
pðt; y; yÞ ¼
Xn
i¼1
Z
X
ðjryij2 þ ðqþ aiiðxÞÞjyij2Þ

Xn
j–i
Z
X
aijðxÞyiyj  2
Xn
i¼1
Z
X
aiiðxÞjyij2:
Consider the following variational characterization of kþ1 ðaiiÞ:
kþ1 ðaiiÞ
Z
X
aiiðxÞjyj2 6
Z
X
ðjryj2 þ qjyj2Þ; ð16Þ
By employing this characterization, we obtain the following:
pðt; y; yÞP
Xn
i¼1
Z
X
ðjryij2 þ ðqþ aiiðxÞÞjyij2Þ 
Xn
j–i
Z
X
aijðxÞyiyj
 2
Xn
i¼1
1
kþ1 ðaiiÞ þ 1
Z
X
ðjryij2 þ ðqþ aiiðxÞÞjyij2Þ:
Using (3), we obtain the following:
pðt; y; yÞP
Xn
i¼1
Z
X
ðjryij2 þ ðqþ aiiðxÞÞjyij2Þ  2
Xn
i ¼ 1
j ¼ iþ 1
Z
X

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aiiðxÞajjðxÞ
q
yiyj  2
Xn
i¼1
1
kþ1 ðaiiÞ þ 1
Z
X
ðjryij2
þ ðqþ aiiðxÞÞjyij2Þ:
110 A.H. QamloBy the Cauchy-Schwartz inequality and (16), we deduce:
pðt; y; yÞP
Xn
i¼1
1 2
kþ1 ðaiiÞ þ 1
 Z
X
ðjryij2 þ ðqþ aiiðxÞÞjyij2Þ

Xn
i ¼ 1
j ¼ iþ 1
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kþ1 ðaiiÞ þ 1
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kþ1 ðajjÞ þ 1
q :
Z
X
ðjryij2þðqþaiiðxÞÞjyij2Þ
 1=2

Z
X
ðjryjj2þðqþajjðxÞÞjyjj2Þ
 1=2
¼
Xn
i¼1
kþ1 ðaiiÞ1
kþ1 ðaiiÞþ1
 Z
X
ðjryij2þðqþaiiðxÞÞjyij2Þ

Xn
i¼1
j¼ iþ1
R
X jryij2þðqþaiiÞjyij2
kþ1 ðaiiÞþ1
þ
R
X jryjj2þðqþajjÞjyjj2
kþ1 ðajjÞþ1
 !
þ
Xn
i¼1
j¼ iþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃR
X jryij2þðqþaiiÞjyij2
kþ1 ðaiiÞþ1
s

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃR
X jryjj2þðqþajjÞjyjj2
kþ1 ðajjÞþ1
s0
@
1
A
2
:
We then have the following:
P
Xn
i¼1
kþ1 ðaiiÞ  1
kþ1 ðaiiÞ þ 1
 Z
X
ðjryij2 þ ðqþ aiiðxÞÞjyij2Þ

Xn
i ¼ 1
j ¼ iþ 1
R
X jryij2 þ ðqþ aiiÞjyij2
kþ1 ðaiiÞ þ 1
þ
R
X jryjj2 þ ðqþ ajjÞjyjj2
kþ1 ðajjÞ þ 1
 !
¼
Xn
i¼1
1 nþ 1
kþ1 ðaiiÞ þ 1
 Z
X
ðjryij2 þ ðqþ aiiðxÞÞjyij2Þ:
From (15), we deduce that
P
Xn
i¼1
1 nþ 1
kþ1 ðaiiÞ þ 1
 Z
X
ðjryij2 þ qjyij2Þ:
Hence
pðt; y; yÞP C
Xn
i¼1
kyik2q; ð17Þ
which proves the coerciveness condition of the bilinear form
(14) on (V(X))n. Thus, by the Lax-Milgram lemma, there exists
a unique solution y= {y1,y2,. . .,yn} 2 (L2(0,T;V(X)))n such
that:
@y
@t
;u
 
þ pðt; y;uÞ ¼ LðuÞ 8u 2 ðL2ð0;T;VðXÞÞÞn;
where L(u) is a continuous linear form on (L2(0,T;V(X)))n that
takes the following form:
LðuÞ ¼
Xn
i¼1
Z
Q
fiðx; tÞuiðxÞdxdtþ
Xn
i¼1
Z
X
yi;0ðxÞuiðx; 0Þdx;
h
As a result, we have the following theorem:
Theorem 1. Under hypotheses (2), (3) and (15), for a given
f = {f1,f2,. . ., fn} 2 (L2(0,T;V0(X)))n and yi,0(x) 2 V(X),
there exists a unique solution y = {y1,y2,. . .,yn} 2
(L2(0,T;V(X)))n to system (1).4.2. The control problem
In this section, using the theory of Lions (1971), we discuss the
existence and characterization of the optimal control for sys-
tem (1).
The space (L2(Q))n is the space of controls. For a control
u= {u1,u2,. . .,un} 2 (L2(Q))n, the state y(u) = {y1(u),y2(u),
. . .,yn(u)} 2 (L2(0,T;V(X)))n of system (1) is given by the solu-
tion of:
@yiðuÞ
@t
þ ðDþ qÞyiðuÞ ¼
Xn
j¼1
aijðxÞyjðuÞ þ fiðx; tÞ þ ui in Q;
yi ! 0 as jxj ! 1;
yiðuÞ ¼ 0 on
P
;
yiðx; 0; uÞ ¼ yi;0ðuÞ 8i ¼ 1; 2; 3; . . . ; n in X;
8>>>><
>>>>:
ð18Þ
with yðuÞ 2 ðL2ð0;T;VðXÞÞÞn; @yðuÞ
@t
2 ðL2ð0;T;V0ðXÞÞÞn.
The observation equation is given by z(u) = {z1(u),
z2(u),. . .,zn(u)} = y(u) = {y1(u),y2 (u),. . .,yn(u)}.
For a given zd = {zd1,zd2,. . .,zdn} in (L
2(Q))n, the cost func-
tion is given by:
JðvÞ ¼
Xn
i¼1
Z
ð0;TÞ
ðyiðvÞ  zdi; yiðvÞ  zdiÞL2gðXXÞdt
þMkvk2ðL2ðQÞÞn ; where M is a positive constant:
ð19Þ
Thus, the control problem is to ﬁnd infJ(v) over a closed con-
vex subset Uad of (L
2(Q))n.
The cost function (19) can be written as in Lions (1971):
JðvÞ ¼ aðv; vÞ  2LðvÞ þ kyð0Þ  zdk2ðL2ðQÞÞn ;
where a(v,v) is a continuous coercive bilinear form and L(v) is a
continuous linear form on (L2(0,T;V(X)))n. Then using the gen-
eral theory of Lions (1971), there exists a unique optimal con-
trol u 2 Uad such that J(u) = infJ(v) for all v 2 Uad. Moreover,
we have the following theorem which gives the necessary and
sufﬁcient conditions of optimality.
Theorem 2. Assume that (2), (3) and (15) hold. If the cost
function is given by (19), there exists a unique optimal control
u= {u1,u2, . . . un} 2 (L2(Q))n such that J(u) 6 J(v) "v 2 Uad.
Moreover, this control is characterized by the following
equations and inequalities:
@piðuÞ
@t
þ ðDþ qÞpiðuÞ 
Xn
j¼1
ajiðxÞpjðuÞ ¼ yiðuÞ  zdi in Q;
pi ! 0 as jxj ! 1;
piðuÞ ¼ 0 on
P
;
piðx;T; uÞ ¼ 0 8i ¼ 1; 2; 3; . . . ; n in X;
8>>>><
>>>>:
ð20Þ
where pðuÞ 2 ðL2ð0;T;VðXÞÞÞn; @pðuÞ
@t
2 ðL2ð0;T;V0ðXÞÞÞn.
Xn
i¼1
Z
ð0;TÞ
ðpiðuÞ; vi  uiÞL2gðXÞdtþMðu; v uÞðL2ðQÞÞn
P 0 8v ¼ ðv1; v2;    vnÞ 2 Uad; ð21Þ
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p(u) = {p1(u),p2 (u), . . . pn(u)} is the adjoint state.
Proof. The optimal control u= (u1,u2, . . . un) 2 (L2(Q))n is
characterized by Lions (1971):
Xn
i¼1
J0ðuÞðvi  uiÞP 0 8v ¼ ðv1; v2; . . . ; vnÞ in Uad;
which is equivalent to
Xn
i¼1
ðyiðuÞ  zdi; yiðvÞ  yiðuÞÞL2ðQÞ þMðu; v uÞðL2ðQÞÞn P 0:
This inequality can be written as follows:
Xn
i¼1
Z
ð0;TÞ
ðyiðuÞ  zdi; yiðvÞ  yiðuÞÞL2gðXÞdtþMðu; v uÞðL2ðQÞÞn P 0:
ð22Þ
Now,
ðp;AyÞðL2ðQÞÞn ¼
Xn
i¼1
Z
ð0;TÞ
piðuÞ;
@yiðuÞ
@t
þ ðDþ qÞyiðuÞ


Xn
j¼1
aijðxÞyjðuÞ
!
where
AyðuÞ ¼ Afy1ðuÞ; y2ðuÞ; . . . ; ynðuÞg
¼ @y1ðuÞ
@t
þ ðDþ qÞy1ðuÞ 
Xn
j¼1
a1jðxÞyjðuÞ;
(
@y2ðuÞ
@t
þ ðDþ qÞy2ðuÞ 
Xn
j¼1
a2jðxÞyjðuÞ;
..
.
@ynðuÞ
@t
þ ðDþ qÞynðuÞ 
Xn
j¼1
anjðxÞyjðuÞ
)
:
By using Green’s formula
ðp;AyÞðL2ðQÞÞn
¼
Xn
i¼1
Z
ð0;TÞ
@piðuÞ
@t
þ ðDþ qÞpiðuÞ


Xn
j¼1
ajiðxÞpjðuÞ; yi
!
L2gðXÞ
dt
¼ ðAp; yÞðL2ðQÞÞn :
Hence, we have
ApðuÞ ¼ Afp1ðuÞ; p2ðuÞ;    pnðuÞg
¼ @p1ðuÞ
@t
þ ðDþ qÞp1ðuÞ 
Xn
j¼1
aj1ðxÞpjðuÞ;
(
@p2ðuÞ
@t
þ ðDþ qÞp2ðuÞ 
Xn
j¼1
aj2ðxÞpjðuÞ;
..
.
@pnðuÞ
@t
þ ðDþ qÞpnðuÞ 
Xn
j¼1
ajnðxÞpjðuÞ
)
:
ð23Þ
inasmuch as the adjoint equation takes the following form:@pðuÞ
@t
þ ApðuÞ ¼ yðuÞ  zd:
Therefore, from Theorem 1, we obtain a unique solution that
satisﬁes p(u) 2 (L2(0,T;V(X)))n.
This result proves Eq. (20).
Now, Eq. (22) can be written as:
Xn
i¼1
Z
ð0;TÞ
@piðuÞ
@t
þ ðDþ qÞpiðuÞ


Xn
j¼1
ajiðxÞpjðuÞ; yiðvÞ  yiðuÞ
!
L2gðXÞ
dtþMðu; v uÞðL2ðQÞÞn P 0:
Using Green’s formula, we obtain:
Xn
i¼1
Z
ð0;TÞ
piðuÞ;
@
@t
þ ðDþ qÞ 
Xn
j¼1
aij
 !
yiðvÞ  yiðuÞ
 !
L2gðXÞ
dt
þMðu; v uÞðL2ðQÞÞn P 0:
Furthermore, using (18), we have that
Xn
i¼1
Z
ð0;TÞ
ðpiðuÞ; vi  uiÞL2gðXÞdtþMðu; v uÞðL2ðQÞÞn P 0;
which proves (21). h
Remarks 1.
(1) If q= 0 in system (1), we have some existence results for
the elliptic operator that were discussed in Serag
(1998b).
(2) If q= 0 and n= 2 in system (1), we obtain some results
for the elliptic operator that were introduced in Serag
(1998a).
(3) If aij(x) = g(x) in system (1), we obtain some existence
results for the elliptic operator that were obtained in
Serag and Qamlo (2008).
(4) If aij(x) = g(x) and n= 2 in system (1), we obtain some
results for the elliptic operator that were obtained in
Gali and Serag (1995).References
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