In this paper we show how ideas coming from two areas of research in logic can reinforce each other. The first such line of inquiry concerns the "dynamic turn" in logic and especially the formalisms inspired by Propositional Dynamic Logic (PDL); while the second line concerns research into the logical foundations of Quantum Physics, and in particular the area known as Operational Quantum Logic, as developed by Jauch and Piron (Helve Phys Acta 42:842-848, 1969), Piron (Foundations of Quantum Physics, 1976). By bringing these areas together we explain the basic ingredients of Dynamic Quantum Logic, a new direction of research in the logical foundations of physics.
Introduction
The work of von Neumann in (1932) and the paper he co-authored with Birkhoff in (1936) are generally considered to form the birth of Quantum Logic. In their seminal paper, Birkhoff and von Neumann argue that the logic underlying the formalism of Quantum Mechanics is not classical logic. They show that the logical structure of "experimental propositions" describing the testable properties of quantum systems is non-Boolean, unlike the corresponding structure in the case of "classical mechanical" physical systems. A few decades after its publication, this paper fueled a famous debate among philosophers and logicians about whether or not Quantum Mechanics requires giving up basic principles of classical propositional logic, such as Distributivity (of Conjunction over Disjunction, and vice-versa) or even the principle of Bivalence. Surprisingly enough, the stance that has dominated the debate for most of the time was the one arguing against classical logical principles. In particular Putnam (1968) took Birkhoff and von Neumann's approach on Quantum Logic as the main motivating example in support of his claim that some of the "necessary truths" of logic can turn out to be false for empirical reasons. However, we believe that the recent results and new ideas obtained in the development of a Dynamic Approach to Quantum Logic (Baltag and Smets 2005 , 2006 , 2008 , 2010a can be used to reopen the discussion about the empirical nature of logic.
From our semantical perspective, the key distinction lies between the logical laws governing static information and the laws governing the dynamics of information. The "experimental" or "testable" properties of a quantum system are not the only meaningful propositions pertaining such systems. The logic of all such meaningful (static) quantum propositions forms a classical Boolean structure. Admittedly, the more restricted class of testable quantum properties does not form such a Boolean structure. But, in our view, the underlying reason for this failure is not that they are properties of quantum systems, but that they are dynamic properties of quantum systems. A "testable" property is one that can be tested: it is the non-classical nature of quantum tests that explains their different logical behavior. A test is an information-extracting action, and so it is the non-classical dynamics of quantum information that makes all the difference. Our conclusion is that a correct logical understanding of quantum phenomena doesn't require any revision of the classical (Boolean) logic of "static" propositions; but it does require a non-classical logical dynamics.
The formal tools we used for this were developed as part of the recent trend towards a "dynamification" of logic (Benthem 1996 ; van Benthem 2010) . The central idea is to look at various logical systems as codifying the formal laws governing various types of actions of information production and information processing. Logical deduction and its inference steps are specific such actions, forming the traditional building blocks in logic; but besides them there are other informational actions, such as observation, communication and computation. In the context of physics, the basic informationextracting action can be taken to be the measurement of an observable property of a physical system (represented in the traditional Hilbert-space formalism of Quantum Mechanics by using idempotent linear operators called projectors). In our work, we show that traditional quantum logic can be interpreted as a dynamic logic of quantum measurements. The specific feature of quantum systems is that observations typically change the observed system: there is in general no informational change without ontic change. This leads us to looking at physical systems as "dynamic-logical systems", whose state is characterized by the potential changes they can undergo. In addition to measurements, one can then consider another basic type of physical changes, namely unobserved "evolutions" of a quantum system (traditionally represented as unitary operators in the Hilbert-space formalism). Our Quantum Dynamic Logic can be understood as the logic of quantum measurements and quantum evolutions.
In this paper we do not present any new technical results, but give an overview of Quantum Dynamic Logic, putting it in its historical and philosophical context. This approach originates in the convergence of ideas from two independent research areas: first, the work on logical foundations of Quantum Mechanics, and in particular the Geneva Approach to Operational Quantum Logic, pioneered in the nineteen sixties and seventies by Jauch and Piron; the second, independent line of work is the already mentioned "dynamic turn" in logic, pursued (mainly but not exclusively) by the Dutch school in modal logic lead by van Benthem. In this paper we show how a cross-fertilization between these two lines of inquiry has lead to new ideas and results in quantum logic and we argue that this brings about a new perspective in the discussion on the empirical nature of logic. Several ingredients of this cross-fertilization will play an important role. The first is the idea of Operationalism as adopted by the Geneva Approach and how this relates to the dynamic turn in Logic. The Geneva approach in Operational Quantum Logic, incorporates features in its mathematical framework which belong to the realm of "actions and physical dynamics". An extension of these ideas into a (categorical) logic framework were later on developed in Brussels in (Amira and Stubbe 1998; Coecke et al. , 2001 Coecke and Stubbe 1999; Smets 2006) . On the other hand, modal logicians use "dynamics" in a context of modeling processes. The standard setting in modal logic makes use of (multi-modal) Kripke models (known in Computer Science as labeled transition systems), in which the basic ingredients are labeled binary relations on a set of states. These relations represent actions that lead from input states to output states, and are particularly useful to model computational processes in Computer Science. By combining the Geneva approach and the modal logic approach, we obtain Quantum Dynamic Logic. The power of this cross-fertilization comes from the fact that the tools used to model classical computational processes can be adapted to model quantum information flow. All that is needed is to give a quantum (re)interpretation of the language of Propositional Dynamic Logic. The "actions" in this modal logic are interpreted as quantum-physical actions, i.e. as quantum measurements and unitary evolutions. This setting is powerful in the sense that it incorporates the ideas of the Geneva school in a modal logic setting, and moreover it allows us to capture (and even go beyond) all the expressive power of traditional quantum logic.
In Sect. 2 we explain the traditional take on quantum logic which traces back to the work of Birkhoff and von Neumann. In Sect. 3 we present the operational ideas of the Geneva approach to Quantum Logic. In Sect. 4 we explain the "dynamic turn" in logic, which paves the way to Sect. 5 on "the dynamic turn in quantum logic". We end in our Conclusion with a note about how this construction sheds new light on the debate about the empirical nature of Logic.
Background: traditional quantum logic

Origin of quantum logic
The origin of quantum logic traces back to a short paragraph in von Neumann's book the Grundlagen der Quantenmechanik (von Neumann 1932) . It is here that von Neumann introduced the idea of a logical calculus of physical properties. He argued that it is the relation between these physical properties and the projection operators definable on a Hilbert space that should make it possible to obtain some sort of logical calculus. The details of this calculus were worked out later in the paper that von Neumann co-authored with Birkhoff in (1936) . Together their aim was to discover the logical structure of quantum mechanics. According to them, the logic of quantumexperimental propositions is different from classical logic but nonetheless "resembles the usual calculus of propositions with respect to and, or and not" (Birkhoff and von Neumann 1936) . The difference does not concern properties of negation (as for instance in intuitionistic logic), but rather the properties linking conjunction and disjunction. More specifically, the Distributivity law (of conjunction over disjunction, and vice-versa) is the "weakest link in the algebra of logic", according to Birkhoff and von Neumann. Hence, the distributive law is replaced by them with a weaker version, the so-called Modular Law. Later research by Husimi (1937) showed that this law should actually be further weakened, 1 obtaining the so-called Orthomodular Law. 2 Birkhoff and von Neumann's paper gave rise to a long tradition of research into these type of quantum structures, and in particular into the topic of Ortho-Modular Lattices (OML). Hence it's not surprising that in most of the older work, "quantum logic" as a whole has been identified with "the theory of OML's ".
Orthomodular lattices
To explain in more detail how OML's are used to capture the structure of the experimental properties of a quantum system, let us first recall that a Hilbert space H is a complex vector space with an inner product ·, · which is complete in the induced metric.
States. We represent the state of any given physical system by a "ray", i.e. a onedimensional subspace s = {λ.x : λ ∈ C} in a Hilbert space H . (Here, λ ∈ C denotes an arbitrary complex scalar and x ∈ H \{0} is a given vector in H .) We denote by the state space, given by the set of all "states" (rays) of a Hilbert space H .
Properties. An example of a physical property would be "the observable X takes value Y ", where X can be the position of the quantum system, its momentum or some other observable, and Y an element of a given result structure. In the quantum logic literature, one most often focuses only on the so-called "experimental propositions", which we denote testable properties of a quantum system. A testable property is one that can in principle be tested by a measurement. In a Hilbert space H , the testable properties correspond to the closed linear subspaces of H . Given a subspace M ⊆ H , we denote the orthogonal subspace by ∼M = {y ∈ H : ∀x ∈ M x, y = 0}, where x, y is the notation for inner product. A subset M ⊆ H is a closed linear subspace of H if and only if it is biorthogonally closed, i.e. ∼∼M = M. The family of all closed linear subspaces of H is denoted by L(H ). We use the notation L for the family of all subsets P = {s ∈ : s ⊆ W } of , corresponding to the closed linear subspaces W ⊆ H . Hence L represents the family of all testable properties on a more abstract level.
Lattice Structure. The closed linear subspaces in L(H ) form a lattice with respect to set-theoretical inclusion ⊆. Hence, in the abstract algebraic approach of traditional Quantum Logic, the family L of testable properties is assumed to be a lattice. The lattice-theoretic meet (greatest lower bound) of two linear subspaces is given by their intersection M ∩ N , while their join (least upper bound) can be defined as the orthodual of the meet: M N :=∼ (∼M∩ ∼ N ). In fact, the join M N of two closed linear subspaces is the closed linear subspace generated by their union M ∪ N . Physically, the join M N can be interpreted as denoting the property of (either satisfying property M, or satisfying property N , or) being in a superposition of (states satisfying) M and (states satisfying) N . The smallest (bottom) element of the lattice is denoted by 0 and the largest (top) element by 1.
Orthocomplementation. The family of closed linear subspaces L(H ) comes equipped with the map ∼:
L → L on testable properties called the orthocomplementation and satisfies the following conditions for every P, Q ∈ L: 
Orthomodularity is a weaker condition than distributivity of over ∩ (i.e. P (Q ∩ R) = (P Q) ∩ (P R) and P ∩ (Q R) = (P ∩ Q) (P ∩ R)). As stressed in Birkhoff and von Neumann (1936) : "Distributivity is a law in classical, not quantum mechanics". The Orthomodular Law is satisfied by the lattice of closed linear subspaces of any Hilbert space (while the usual Distributivity of meet over join is not satisfied).
Orthomodular Lattice versus Boolean
Algebra. What the above shows is that the structure of the testable properties of a physical system is given by an OML (L, ⊆, ∩, , ∼, 0, 1) with L ⊆ P( ). Obviously, if instead we consider the logical structure of all subsets of a given state space ordered by inclusion, we would obtain a Boolean algebra. The difference is due to the fact (already mentioned above) that not all subsets of the state space correspond to testable properties.
Representation Theorem. One of the important results in this line of work on OML, concerns a representation theorem with respect to the Hilbert-Space model. The theorem (based on results by Piron (1964 Piron ( ,1976 Solèr (1995) and Mayet (1998) ) states that any orthomodular lattice satisfying a set of additional lattice-theoretic axioms can be embedded in the lattice of closed linear subspaces L(H ), for some infinite dimensional Hilbert space H . For more information about this setting, we refer to Kalmbach (1983) ; Dalla Chiara et al. (2004); Wilce (2002) .
Operational quantum logic
Originally the focus of quantum logic was to look for an axiomatic system directly based on an underlying Hilbert space structure, very much in line with the traditional work of Birkhoff and von Neumann. However, from the 1950s onwards we see a slight shift in focus. Rather than taking the Hilbert space model of quantum physics for granted, the aim was now to justify its use based on a list of more basic, independently motivated empirical or "operational" conditions and axioms. Two of the most influential lines of research in this direction were developed in the 1960s and 1970s. The first is the "Amherst approach" which goes back to the work of Foulis and Randall (1972,1973) , and the second is the "Geneva approach" originating in the work of Jauch and Piron (1969); Piron (1976) .
Operationalism in Philosophy of Science. The type of "operationalism" one finds in these approaches is rather different from the original "operational doctrine" of Bridgman. The work of Bridgman, a Nobel prize winner in Physics in 1946 who also wrote on the Philosophy of Science, gave rise to a theory of meaning under the motto that "we do not know the meaning of a concept unless we have a method to measure it" (Chang 2009 ). While this theory was influential among pragmatists and positivists for some time, it is now generally considered as an "extreme and outmoded position" in Philosophy of Science (Chang 2009 ). In contrast, the "operationalism" of the Amherst and Geneva approaches simply aims to characterize a physical system only by means of its potential interactions with its "environment", i.e. in terms of possible "tests" or other operations that an "observer" can perform on the system. The Amherst approach restricts itself to the "environment's perspective", and hence adopts a stance that is probably closer to a form of constructive empiricism, in which "empirical adequacy" leads the way. On the other hand, the Geneva approach adopts the "system's perspective", within a sophisticated philosophical framework of "operational realism". In the rest of this section we will mainly focus on the details of the Geneva approach, and refer the reader to Wilce (2009) for an overview and state of the art of the Amherst school in Quantum Logic.
The Geneva approach proposes a theory to characterize physical systems (ranging from classical to quantum) by means of their physical properties. These properties are taken to be "real" physical qualities, which have an actual extension in the real world.
Operationalism in the Geneva Approach. The "operationalism" of the Geneva approach should thus be seen as a pragmatic attitude rather than as a "pure", anti-realist doctrine in philosophy of science. The underlying assumption is that a physical system should in principle be completely describable (i.e. uniquely identifiable) in terms of its "experimental properties"; i.e. properties that are associated to explicit experimental procedures, for which we have defined in advance what would be a "positive" response (that establishes the property) should we perform the experiment. In the work of Piron, these experimental procedures are called "(yes-no) questions", while more recently they were called definite experimental projects (DEP) (Moore 1999) . We can think of these procedures as forming a list of concrete actions ("questions"), to be performed on a given system, together with conditions defining a "positive" outcome of such actions. Given this list, we can assign the response "yes" to the question if the conditions are satisfied and the response "no" otherwise. The questions will form the basis for the construction of a "property lattice" in the Geneva approach.
True Questions. First, a question (or rather, the property tested by the question) is said to be true, or the corresponding DEP is said to be certain, for a particular system "if it is sure that the positive response would obtain should we perform the experiment." (Moore 1999, p. 66) . In the earlier work of Piron, the definition of a true question encompassed a preparation procedure of the physical system. "When the physical system has been prepared in such a way that the physicist may affirm that in the event of an experiment the result will be "yes", we shall say that the question is certain, or that the question is true." (Piron 1976, p. 20) .
Impossible Questions. A question (DEP) is said to be impossible for a particular system "if it is sure that the positive response would not obtain should we perform the experiment." (Moore 1999, p. 66) . "Impossible" means here that it is certain that we would obtain the negative response "no", should we perform the experiment (see also Aerts 1983) .
Not True Questions. Another important notion, introduced in Aerts (1983) , is that of a not true question (not certain DEP)-to be distinguished from the previously mentioned case of impossible questions. A given definite experimental project is "not certain" (a question is "not true") for a particular system if it is not sure that the positive response would obtain should we perform the experiment. In other words, the word "not" in the expression "not true question" is simply classical negation. In contrast, the word "impossible" in the expression "impossible question" will correspond to the orthocomplement operation (the so-called "quantum negation").
Summary. Summarizing this discussion as in Aerts (1981) , we see three cases: (1) we can predict the outcome of a question to be "yes" so the question is "true"; (2) we can predict the outcome of a question to be "no", so the question is "impossible", and (3) we are not able to predict the outcome to be "yes", so the question is "not true".
Trivial and Absurd Questions. Next we define a "trivial question" as "do whatever you wish with the system and assign the response "yes"." (Moore 1999, p. 67) . There is also the notion of an "absurd question", given by the procedure: "do whatever you wish with the system and assign the response "no"." (Moore 1999, p. 67) . The absurd question is an impossible question on any physical system: it can never be true.
Product
Questions. An important construct is given by the product question, which for a given family of questions A is defined by the following procedure: "choose an α from the family A as you wish, and effectuate it." (Moore 1999, p. 67) . It is easy to see that the product question is true if, for every experiment α ∈ A, it is sure that the answer "yes" would obtain should we perform the experiment α.
Inverse Questions. The inverse question is defined by exchanging the responses "yes" and "no". Hence the absurd question is the inverse of the trivial question and vice versa. The inverse of a product question with respect to a certain family of questions, is then the product question with respect to the family of the inverse component questions. We call the inverse of a specific question, named α, true if and only if α is impossible and the inverse of α is impossible if and only if α is true (see Moore 1999) .
Pre-Order on Questions. For a given physical system, the collection of all yes-no questions Q can be endowed in a natural way with a preorder ≺⊆ Q × Q, where α ≺ β expresses that every time when question α is true, β is true as well. The trivial question is the maximal element and the absurd question is the minimal element. We denote by [α] the equivalence class of question α (consisting of all questions β for which α ≺ β and β ≺ α).
Properties. We associate to each equivalence class of questions a physical ("testable") property. This is the core of the operational idea: each "physical property" is to be associated with an experimental procedure performable on a physical system. Actual Properties. A property is said to be "actual" if and only if the questions which test it are true, and "potential" otherwise. The given preorder relation on questions then induces a partial order relation on the set of all physical properties. Within the Geneva approach, one then proves that the set of all properties of a physical system forms a complete lattice. It is the product question which operationally ensures the existence of a greatest lower bound (meet) for any subset of properties, yielding as such a complete meet semilattice (and hence, also a complete lattice).
Orthocomplemented Properties. Finally, it is physically plausible to postulate that each property is the "opposite" of another one. This allows us to introduce an orthocomplementation operation, 3 i.e. a surjective map :
Classical and Quantum Systems. Within the above setting, we can now describe both classical and quantum systems. A system is considered to be "classical" if for every property a ∈ L, there is at least one question α belonging to the equivalence class of questions a, such that for every possible state s of the system, 4 it is sure a priori which result (yes or no) would obtain should we perform the experiment α on the system in state s. For a classical system a yes-no question or its inverse is true in every possible state of the system, while for a "pure" quantum system this is only the case for the trivial and absurd questions. For the latter kind, Piron proved in (1964) that a property lattice which is complete, atomic, orthocomplemented and satisfies Weak Modularity and some additional conditions (the so-called Covering Law, Irreducibility and having high enough dimension) can be embedded in the lattice of closed linear subspaces of a "generalized Hilbert space". 5 Later, Solèr (1995) strengthened the hypothesis (adding more additional conditions) to prove a similar Representation with respect to the usual (infinite dimensional) Hilbert spaces (with scalars in the field of complex numbers). More recently, Mayet (1998) gave an equivalent formulation, in which the required conditions are simpler to state and more intuitive.
The dynamic turn in logic
The dynamic turn in logic is based on the underlying methodological principle of "action"-based reasoning. The traditional perspective on logic is "static", being based on the idea of assigning a fixed truth value (true or false) to logical propositions. In contrast, the dynamic perspective incorporates a mechanism for changing the truth values of propositions. Below, we briefly sketch the origin of this idea in the landscape and development of logic.
Origins of the dynamic turn in logic
In the last century in particular, logicians came across several types of scenarios in which the traditional way of reasoning with two static truth values proved to be too limited. One way out of this problem was the old proposal of modal logic, which incorporates the idea that truth values are "local", i.e. dependent on so-called "possible worlds", or "states" of the system. Modal Logic. In standard modal logic the language comes equipped with additional operators that can express the necessity and the possibility of a proposition to be true. The semantics of these operators explicitly uses the local dependence of truth values on different possible worlds or states of the system. Hence, modal expressions (like "necessary" or "possible") are used "to qualify the truth of a judgement" (Garson 2009 ).
The older work on modal logic and in particular the notion of possibility triggered another line of work in the 1920's, namely the idea of multiplying the truth values beyond the traditional two (truth and false).
Multi-valued Logic. One of the important contributors to multi-valued logic, Jan Lukasiewicz, was indeed initially guided by the idea of understanding the notion of possibility in a 3-valued setting (Gottwald 2009 ). This gave rise to the idea of replacing the two fixed truth values with more and more options ranging, from three to infinitely many values, and even to truth value gaps or gluts.
Semantic Games. Another independent line of work emerged in which researchers looked at truth values as being grounded in game-theoretic concepts. Departing from the late 1950's with Leon Henkin and after that the work of Jaakko Hintikka (for an overview see e.g. Hodges 2009), this field developed further into what we now know as "semantic games" or "evaluation games" in logic. The main idea is that truth corresponds to the existence of a winning strategy for the verifier of the proposition in question. As we see below, the game-theoretic definition of truth already incorporates a "dynamic" perspective in its approach, since a specific dynamic process (the playing of game) is involved in determining whether a formula is true or false.
Modeling Actions. The dynamic perspective in logic aims to "incorporate actions as first-class citizens" (Benthem 2003) , i.e. to explicitly formalize the processes that establish or change the truth values of propositions. In contrast to adding more truth values, as in the multi valued approach, the dynamic view fits better to the modal logic approach: the modal idea of "locality" (dependency of truth value on state, possible world or model) is further enriched with precisely the actions that specify how can one switch between the states, possible worlds or even between the models themselves. There are various mechanisms that can trigger such changes. Depending on the type of situations at hand, these changes can be brought about by acts of communication, computation, belief revision, learning, measurements, games etc. Formally these actions are modeled by means of dynamic operators that can express the (possible or necessary) truth of a proposition after the execution of the action (should such an action be executed).
Applications. This idea of action-based reasoning, initially introduced by computer scientists, opened the road of logic to other areas of applications and has in recent years proven to be very successful. Logic as seen from this perspective is no longer constrained to the traditional study of logical consequence, but instead it can be applied to model complicated multi-agent scenarios in artificial intelligence or in social software, or to prove the security of message-passing over complex communication networks. Overall, different logical systems have been developed that fit with this general idea. In the area of computer science we refer to Hoare logic, dynamic logic, labeled transition systems, Petri nets, process algebra, automata theory, game semantics and coalgebras; while in logic and philosophy one can mention situation semantics, action logic, dynamic epistemic logic, linear logic, arrow logic and logics for belief revision. In the following section we will mainly focus on one of these logical systems, namely Propositional Dynamic Logic (PDL).
Propositional dynamic logic
PDL, and its fragment the Hoare Logic (see Balbiani (2007) ; Harel et al. (2000)), are among the main logical formalisms used in program verification, i.e. in checking that a given (classical) program meets a required specification. This logic can be used as a language to prove or verify important properties of computer programs, such as "safety" or "correctness". Formally, PDL involves dynamic modal operators for dealing with these programs.
Syntax. The syntax of PDL consists of two levels, the first level consists of static propositional formulas and the second level consists of dynamic formulas expressing actions or programs. Starting from a given set of atomic propositions p and basic actions U , these two levels are defined by mutual induction:
Explanation. We use here the standard notation ⊥ to denote the "always false" proposition, we use ¬ to express the classical negation and ∧ for the classical conjunction. The modal operators [π ] are labeled by complex programs and are used to build a particular type of formulas [π ] ϕ that express the weakest preconditions: so [π ]ϕ means that, if program π would be performed on the current state of the system, then the output-state would necessarily satisfy property ϕ. The "test" ϕ? denotes the action of testing property ϕ: in the way it is defined in the semantics for PDL, this action is successful if and only if ϕ is true and the state of the system is left unchanged by testing ϕ, in all other cases the test fails. Hence a successful test ϕ? indicates that property ϕ was true before the test, and also stays true after the test. At the lower action-level we see several program constructors: the first is the operation of taking the arbitrary choice between actions π ∪ π which stands for "do either action π or action π ". Next there is the construct of sequential composition π ; π which stands for "first perform π and then π ". The * expresses iteration, hence π * stands for "repeat π a finite number of times".
From an information theoretic perspective, PDL can be used to reason about the flow of information in a complex computer program. The program constructors are particularly well fit to express more complicated operations in classical programming such as "if then else" or "do while"-loops (Harel et al. 2000) . Hence from this perspective it is natural to try to extend this framework to reason about quantum programs and quantum information flow. This will be the point of focus in the next section.
Dynamic quantum logic
We argue here that the above-mentioned methodological principle of "action"-based reasoning underlying the dynamic turn in Logic ties in nicely with the older work on the logical foundational of Quantum Mechanics, and in particular with the operational perspective of the Geneva approach. One can combine the operational perspective with a dynamic view to obtain a solid basis for a formal semantics to model the behavior of quantum systems. For the following overview we explicitly follow the presentation in Baltag and Smets (2005 , 2006 , 2008 , 2010a ); Smets (2011).
From questions to tests
Let us start by going back to the setting of the Geneva approach (see Sect. 3) in which each physical property of a quantum system is associated to a collection of equivalent experimental procedures (yes-no questions). In Hilbert space terms these properties correspond to the closed linear subspaces of a Hilbert space while the (yes-no) questions corresponds to a pair of projectors: one operator projects onto the given linear subspace P, while the other operator projects onto its orthogonal complement ∼P. Hence Piron's questions represent binary measurements in the sense that if the answer "yes" is obtained, then we know that property P is established: it is certain that P will hold after the measurement (at the output-state); while if the answer is "no", then ∼P will hold after the measurement (at the output-state) (Baltag and Smets 2010a) .
Quantum Tests. Each of these two ingredients (the above two projectors) of a (yes-no) question, will now be viewed as a separate "logical action". The action corresponding to the first projector (matching to the "yes" answer) will be denoted as P?, and called the "(successful) test of property P", using the language of PDL. The action corresponding to the second projector (matching to the negative result) will be denoted by (∼P)? and called the "failed (unsuccessful) test of P", or equivalently, the "(successful) test of ∼P".
Extracting Information by Testing. From the result of performing a successful test P? one can only deduce that P holds after the test, but this doesn't typically tell us anything about whether P was true or not before the test. The classical view in which measurements are used to "discover" information about an unchanged reality is no longer applicable to the situation at hand. All procedures for extracting information about a quantum system are such that the very act of observing typically changes the original system under observation. Hence the only thing we know is that the successfully tested property became true, while at the same time the original state might have changed: a successful test can be said to "actualize" the tested property. We do know a bit more, namely that the tested property became stably true: the immediate repetition of the same test will certainly give the same result. (In Hilbert space terms this corresponds to the fact that the orthogonal projectors are idempotent).
Quantum Incompatibility and the Non-monotonicity of Quantum Learning. We will view the successful quantum tests of a given proposition as a form of information-update. However as indicated above, there is a clear difference between the impact of quantum and classical forms of information update. In the quantum case the successful tests have an ontic impact on the state of the system, which does not occur in the classical case. As a consequence, the information obtained by a successful test can be overwritten by performing further tests: so the results of quantum tests do not usually cumulate in a monotonic manner! This occurs when we consider different consecutive tests of properties referring to so-called "incompatible" or complementary observables (such as for instance position and momentum): the successful test of one of the observables nullifies the results of any previous test of the other observable. Hence the notion of quantum incompatibility or "complementarity" arises naturally from the semantics of quantum tests.
Quantum transition systems
At the basis of the dynamic turn in quantum logic lies the development of a quantum version of PDL (Baltag and Smets 2005 , 2006 , 2008 , 2010a Smets 2011 ). As we saw before, standard PDL involves dynamic modal operators for dealing with actions or programs. One of the PDL actions was the so-called "test" of a proposition. In standard PDL, this is an action that is possible only when the corresponding proposition holds (on the given system), in which case the state of the system remains the same after the action. In a quantum version of PDL, the semantics of testing of a proposition will have to be different, namely it will be given by the above-defined "quantum test" actions. This formalism was later extended to cover other forms of quantum "actions", such as the quantum "evolutions" (quantum-logical gates), represented in a Hilbert space by unitary operators. We can also close the class of our quantum-logical actions under the standard operations with non-deterministic programs (sequential composition, and arbitrary infinitary choice), obtaining a natural class of "quantum programs".
Formally, our dynamic models are non-classical relational models of Propositional Dynamic Logic, called "Quantum Transition Systems" (QTS). Any infinite-dimensional Hilbert space can be naturally structured in this way (Baltag and Smets 2005) .
Dynamic Frames. First we define the concept of a dynamic frame as a labeled transition system F = ( , { P?
1. a set of objects, called states;
2. a family of binary "transition" relations
→⊆ × , labeled by "test" actions P?; the action labels come from a given family L ⊆ P( ) of subsets P ⊆ , called testable properties;
3. a family of binary "transition" relations U →⊆ × , labeled by basic "actions" U ∈ U, which we will call basic unitary evolutions.
Measurement Relation. Next we equip any dynamic frame F with a so-called measurement relation:
→ t for some P ∈ L Orthogonality Relation. The negation of the measurement relation gives rise to what is known in the literature as an orthogonality relation:
Note that for any set S ⊆ , we write t ⊥ S iff we have t ⊥ s for all s ∈ S. We also define the orthogonal (or orthocomplement) of the set S by ∼S := {t ∈ : t ⊥ S}. In line with Sect. 2, the biorthogonal closure of a set S is simply the set ∼∼S = ∼ (∼S).
Special Case of Classical PDL. The Kripke frames for classical P DL can now be seen as a special case of these dynamic frames. In this case L is given by P( ) and the transition relation for a test is given by s P? → t iff s = t ∈ P in which case the "measurement relation" is simply the identity s = t. In contrast, a quantum version of dynamic frames will be more complicated. is then given by the set of states of a quantum physical system, orthogonality will be non-trivial and the testable properties are not given by the powerset of but instead by the biorthogonally closed subsets of .
Quantum Transition Systems. A QTS (or quantum dynamic frame) is a dynamic
, satisfying the following list of conditions (in which variables P, Q range over testable properties in L, variables s, t, s , t , v, w range over states in and U ranges over evolutions) Baltag and Smets (2005) :
This is equivalent to requiring that "states can be distinguished by tests", i.e. if s = t then ∃ P ∈ L : s ⊥ P, t ⊥ P 3. Adequacy. Testing a true property does not change the state:
→ s 4. Repeatability. Any property holds after it has been successfully tested:
→ w = t ∈ P, then there exists some v ∈ P such that t → v → s. tion U ∈ U and some property P ∈ L, such that U maps P into a proper subset of itself; and moreover the set of fixed-point states of U has dimension ≥2. In other words:
Note. These axioms imply that L, with set-inclusion as partial order, forms an orthomodular lattice of infinite height satisfying all the necESsary conditions for the representation theorem of Piron, Solèr and Mayet to hold. The details of this result have been presented in Baltag and Smets (2005) . Concrete Quantum Transition Systems. A special case of QTS's are the "concrete" ones, given by an infinite-dimensional Hilbert space H . In a concrete QTS, the set of "states" is taken to be the family of all one-dimensional closed linear subspaces of H . The class of testable properties L is given by the family of closed linear subspaces of H . The relations of type In Baltag and Smets (2005) we prove the following "Abstract Soundness and Completeness" theorems for the Hilbert-space semantics:
These results show how every (abstract) QTS can be canonically embedded in the concrete QTS associated to an infinite-dimensional Hilbert space.
Theorem 1 ("Soudness") Every "concrete QTS" (as defined above) is a QTS.
Theorem 2 ("Abstract Completeness") Every QTS is isomorphic to a Concrete Quantum Transition System.
Importance of these results. The above results are an extension of the older Hilbertcomplete axiomatizations of algebraic quantum logic, and in particular of the latticetheoretic Piron-Solér-Mayet Representation Theorem mentioned in Sect. 2. While that result gave a representation of the elements of the logical lattice as closed linear subspaces of a Hilbert space, our result extends this representation to the "dynamic" components of the logical structure (the PDL actions), which are now represented in terms of (unions of compositions of) projectors and unitary evolutions of the associated Hilbert space. Our axiomatization in terms of QTS can also be seen to extend the older work on completeness of ortho-logic with respect to its relational semantics (Dishkant 1972; Goldblatt 1974) . This is now extended to full orthomodular quantum logic. By moving to dynamic frames, we solve one of the main problems posed by orthoframes (as shown in Goldblatt (1984) ), namely that orthomodularity could not be captured by any first-order frame condition. In contrast, in a QTS, orthomodularity corresponds to a first-order frame condition, with a natural dynamic/operational interpretation. Similarly, the "Mayet condition" could only be stated in a lattice-theoretic setting using the second-order notion of lattice isomorphism (to encode the required unitary action); while in our dynamic-logic setting, unitary actions are first-class citizens, hence this condition can be stated in the basic language of PDL. In this sense, our result is also an improvement of the Piron-Solér-Mayet Representation Theorem.
It shows yet another advantage of moving from a purely lattice-theoretic logical structure to a dynamic-logical one (consisting of two levels, one for static propositions and one for actions): certain key second-order concepts, that are indispensable for the completeness of the axiomatization, are "internalized" in this way as actions (and action modalities).
Generalized QTS. In later work (Baltag and Smets 2006 , 2008 , 2010a , we generalized the setting of QTS to allow dynamic frames of the form ( , { P? →} still represent "quantum tests": but now the property that is being tested is not necessarily the property P itself, but it is the strongest testable property entailed by P.
Testable Closure. In a generalized QTS, we define for any property P ⊆ its testable closure P as the strongest testable property that is entailed by it, i.e. P = {Q ∈ L : P ⊆ Q}. In a Hilbert space, P is simply the closed linear subspace generated by the set P. Moreover, in a Hilbert space, the testable closure is the same as the biorthogonal closure: P = ∼∼P.
Generalized Tests. We can now associate a "generalized test" program P? to any property P ⊆ , including the non-testable ones. This is defined as the test of the testable closure of P, i.e. P? = P?
The logic of quantum actions (L Q A)
Language LQA. The language of our dynamic quantum logic can now be taken to be the star-free fragment of P DL (i.e. the Kleene star operator is eliminated) with "converse" for some of the actions (the basic evolutions). More concretely, this language consists of one level for sentences ϕ (denoting "static" propositions), and another level for programs (or actions) π , levels defined by mutual recursion:
Semantics. This language can now be interpreted in a generalized Quantum Transition System, by interpreting tests ϕ? as quantum tests (of the strongest testable property entailed by ϕ), the basic actions U as quantum gates and U † as the inverse gates (or evolutions). To interpret the propositional constants c, we need to enrich our generalized QTS by assigning a standard interpretation c ⊆ to each constant. Further, we keep the classical interpretation for all the other operators. In particular we keep the Boolean negation and the classical conjunction. The program expressions π can now be interpreted as quantum programs. In a given QTS F, the class of quantum programs over F is defined as the smallest family of binary relations Q ⊆ P( × ) which contains all tests { LQA is a Bivalent Logic. Obviously, L Q A is a bivalent, Boolean logic. All the propositional connectives satisfy all the classical laws of propositional logic. The dynamic-logic formulas denote possible properties of quantum states. The classical negation ¬ϕ of a given property ϕ simply expresses now the fact that property ϕ does not hold. However, not all the expressible properties are "testable properties" in the sense we introduced before. For example, the classical negation of a testable property might not itself be testable. Syntactically, the testable properties can be characterized as the ones that can be expressed by negation-free formulas of L Q A: any formula built without the use of (classical) negation denotes a testable property.
Abbreviations in the syntax. We keep the standard abbreviations from P DL for the dual operator π ϕ, bottom ⊥ and top . We also put:
Modal Axioms. Above we defined a QTS as a dynamic frame satisfying ten conditions. For each semantic condition, we can now give a modal axiom (in the language of P DL) that "captures" it in the sense of correspondence theory in modal logic. Hence a dynamic frame makes an axiom valid if and only if it satisfies the corresponding condition. But in some cases (e.g. atomicity, proper superpositions), this is not possible and the axioms can then only be captured in a weak sense (for a weak version of the condition).
Proof System. We include all the axioms and all the inference rules of P DL (except for the axioms referring to Kleene star). In addition, we have the following: LQA Inference Rules.
• Testable Generalization Rule.
LQA Axioms. 
Expressive Power of LQA. Note that the presence of a classical negation in L Q A increases the expressivity of our language: L Q A is strictly more expressive than traditional Quantum Logic. Using classical negation, we defined the classical dual ϕ? ψ:= ¬[ϕ?]¬ψ of the weakest precondition, which expresses the possibility of actualizing a property ψ by a successful test of property ϕ. This also allows us to express the possibility of performing a (successful) test for ϕ, via ♦ϕ := ϕ? . Moreover, L Q A is strictly more expressive than traditional Quantum Logic even with respect to quantum-testable properties. Indeed, the use of classical negation allows us to express new testable properties: e.g. for any arbitrary property P, the expression P = ¬♦¬P denotes a testable property; while the expression ♦P captures the strongest testable property entailed by P.
An important result in our work Baltag and Smets (2005 , 2006 , 2008 , 2010a shows that traditional quantum logic can be re-interpreted inside L Q A. This can be achieved by defining the orthocomplement ∼ϕ of a property as the impossibility of a successful test, i.e. by putting:
The quantum join is definable via de (quantum) Morgan law, by putting: As mentioned in Baltag and Smets (2010a) , this translation is faithful on Hilbert spaces: if (H ) is the concrete QTS induced by H , then for all states s and all quantum logic formulas ϕ we have
As a consequence of these results we obtain the following theorem: 
Theorem 4 Quantum Logic is the negation-free test-only fragment of L Q A: every formula of L Q A built without the use of (classical) negation or of unitary actions U is equivalent to a formula of traditional Quantum Logic (and vice-versa). More precisely, for all formulas ϕ of L Q A − , we have
Notes. We have shown that traditional quantum logic can be embedded into a classical propositional dynamic logic L Q A equipped with special quantum actions. The fact that L Q A is strictly more expressive than traditional Quantum Logic is an important observation and casts new light on the logical foundations of Quantum Mechanics. In L Q A we can now represent (using evolutions and classical negation) new quantum properties, including testable properties, that were not expressible in the traditional logical framework. Our results can also be cast in algebraic terms. As the work of Kozen and Pratt in the late seventies and early eighties indicates, an algebraic semantics for a PDL can be presented as a dynamic algebra of actions. In Baltag and Smets (2005) we presented a different axiomatization in terms of Quantum Dynamic Algebras, giving a complete axiomatization of the algebra of quantum actions.
Conclusion
We have shown in this paper how ideas coming from two different logical traditions, namely the operational quantum logic approach of the Geneva school and the dynamic turn in modal logic, were combined to produce our "dynamic quantum logic" setting.
From a philosophical perspective, our approach sheds new light on the old debate about the nature of quantum logic. In contrast to common opinions (see e.g. Putnam 1968), we found no empirical ground to abandon any principles of classical logic. Our logical approach can explain all the non-classical features of quantum behavior 6 as a consequence of the non-classical "dynamics" of quantum information. Our setting does not require any change of the classical laws governing "static" information. It is the non-classical nature of quantum-information-extracting actions (quantum tests) that explains the strangeness of quantum behavior. If one treats the quantumlogical operators appropriately (in terms of axioms about dynamic modalities), then quantum-logical laws can safely coexist within the same logical calculus with the laws of classical propositional logic: indeed the logic L Q A (see Sect. 5) provides precisely such a setting.
Finally, our logical treatment of quantum systems does justice to the one foundational principle that is common to the Geneva approach and to the Dynamic turn in logic, namely the idea that a system is completely characterized by its potential behavior under all possible interactions. This fertile idea, having both deep philosophical implications and wide applications in Computer Science, lies also at the core of our Quantum Dynamic Logic.
