Abstract. Low-dimensional numerical approximations for two boundary value problems of the complex Ginzburg-Landau equation in a chaotic regime are constructed. Spatial structures called principal interaction patterns are extracted from the system according to a nonlinear variational principle and used as basis functions in a Galerkin approximation. The dynamical description in terms of principal interaction patterns requires fewer modes than more conventional approaches using Fourier modes or Karhunen-Loève modes as basis functions. 1. Introduction. Given the well-known fact that solutions to dissipative partial differential equations are often attracted to manifolds of relatively low dimension, the construction of minimal dynamical approximations capturing the principal properties of the long-term behavior of the complete system is an interesting task. A class of frequently used numerical approximation schemes is given by the Galerkin methods. The efficiency of such Galerkin schemes, i.e., the number of degrees of freedom required to capture the long-term dynamics of the partial differential equation, depends crucially on a proper choice of the basis functions. Traditionally, the basis functions are eigenfunctions of a suitably chosen linear differential operator, commonly Fourier modes. However, such Fourier-Galerkin methods cannot be expected to be very efficient since Fourier modes are completely general. A dynamical description based on modes adapted to the particular system under consideration should be more adequate when searching for a minimal model.
Introduction.
Given the well-known fact that solutions to dissipative partial differential equations are often attracted to manifolds of relatively low dimension, the construction of minimal dynamical approximations capturing the principal properties of the long-term behavior of the complete system is an interesting task. A class of frequently used numerical approximation schemes is given by the Galerkin methods. The efficiency of such Galerkin schemes, i.e., the number of degrees of freedom required to capture the long-term dynamics of the partial differential equation, depends crucially on a proper choice of the basis functions. Traditionally, the basis functions are eigenfunctions of a suitably chosen linear differential operator, commonly Fourier modes. However, such Fourier-Galerkin methods cannot be expected to be very efficient since Fourier modes are completely general. A dynamical description based on modes adapted to the particular system under consideration should be more adequate when searching for a minimal model.
The Karhunen-Loève (KL) decomposition (also referred to as principal component analysis, empirical orthogonal function analysis, or proper orthogonal decomposition) has occasionally been used as a tool to arrive at low-dimensional dynamical approximations of partial differential equations [16, 3, 15, 10, 11, 12, 13] . The KL modes allow for an optimal representation of an attractor in phase space in a mean least-squares sense with a given number of modes. They are easily obtained as the eigenfunctions of the covariance tensor of the system. The KL approach has been extended to the Sobolev eigenfunctions [7] . However, the optimality criterion defining the KL modes and Sobolev eigenfunctions, respectively, does not refer to the time evolution of the truncated system obtained when projecting the partial differential equation onto these modes. As has been pointed out by Hasselmann [6] , a methodology referring simultaneously to both spatial and temporal features of the system by taking into account the dynamics of the reduced model in order to define the basis functions may be even more efficient. The proposition of Hasselmann has been illustrated and applied to a geophysical fluid system by Kwasniok [8] . It has also been used in [2, 1] . The methodology of Hasselmann has been extended by Kwasniok using an adjoint technique and applied to a periodic solution of the Kuramoto-Sivashinsky equation [9] .
In the present paper the method derived in [9] is applied to two boundary value problems of the complex Ginzburg-Landau equation with chaotic dynamics of different degree of complexity. The paper is organized as follows. In section 2, the model systems considered in the present study are introduced. Then the methodology of constructing minimal dynamical approximations to these systems is described in detail. In section 4, the results are given and discussed.
The Ginzburg-Landau equation. The Ginzburg-Landau equation for the complex-valued amplitude
with q, c 0 , and ρ real and positive constants. The Ginzburg-Landau equation appears as an envelope equation in the weakly nonlinear treatment of various fluid systems such as plane Poiseuille flow, Rayleigh-Bénard convection, and Taylor-Couette flow as well as reaction-diffusion systems. It describes the nonlinear time evolution of the amplitude of linearly unstable modes close to bifurcations including the physical mechanisms of linear growth, diffusion, dispersion, and nonlinearity. In this study, the Ginzburg-Landau equation is regarded as interesting in its own right as a model system for the investigation of low-dimensional nonlinear dynamics. The parameter setting c 0 = ρ = 0.25 is used (as in [16, 10, 17] ) which does not correspond to any particular physical application.
Two boundary value problems for the Ginzburg-Landau equation are considered. The first one is specified by homogenous Neumann boundary conditions
and a parameter value q = 0.95. The second one is specified by homogenous Dirichlet boundary conditions
and q = 0.14. These two boundary value problems have been introduced in [16, 17] and have been used as model systems for the construction of low-dimensional models based on KL modes in [16, 15, 10] . It can be shown that all solutions to the two boundary value problems are pointwise bounded for all times. Moreover, with any solution A also A exp(iφ) for an arbitrary real constant φ is a solution and satisfies the respective boundary condition. Therefore the ensemble mean vanishes:
For both boundary value problems the scalar product
for two sufficiently smooth functions f and g on the interval 0 ≤ x ≤ π is introduced. The asterisk denotes the complex conjugate.
3. Finite-dimensional approximations. The construction of a minimal dynamical model proceeds in two steps: First, the Ginzburg-Landau equation is cast into a finite-dimensional dynamical description using a standard Fourier-Galerkin procedure. Second, a variational principle is applied in this finite-but high-dimensional phase space in order to identify a low-dimensional subspace optimally suited for the construction of a reduced model.
Spectral basis.
The suitable set of basis functions for a Galerkin approximation of the Neumann problem is
The basis contains N = n +1 modes corresponding to 2n +2 real degrees of freedom when truncating at wavenumber n . For the Dirichlet case the basis is
It contains N = n modes corresponding to 2n real degrees of freedom when truncating at wavenumber n . In both cases the modes form an orthonormal set:
Considering the linear subspace spanned by the N modes
the dynamical field A is approximated by the finite series
A α ϕ α (10) with complex expansion coefficients A α . Insertion of (10) into the Ginzburg-Landau equation and projection onto the basis functions yields the spectral systeṁ
n α denotes the wavenumber of the mode ϕ α . The nonlinear term in (11) is evaluated using a dealiased spectral transform method [4] employing a discrete cosine transform in the Neumann case and a discrete sine transform in the Dirichlet case, respectively, of length 4n .
All solutions to (11) are bounded for arbitrary truncations n as can be seen from the dynamics of the energy function
Moreover, with A F , A F exp(iφ) for arbitrary real φ also is a solution to (11) . Therefore one has
where · F denotes the ensemble mean with respect to the invariant measure induced by the dynamical system of (11).
Test calculations reveal that for the Neumann problem with n = 6 (14 real degrees of freedom) and for the Dirichlet problem with n = 32 (64 real degrees of freedom) the long-term dynamics monitored by second moments, temporal Fourier spectra, Lyapunov exponents and the Lyapunov dimension are captured with sufficient accuracy. All properties of the spectral approximation will be identified with the corresponding properties of the full Ginzburg-Landau equation. Especially, · F is identified with · ; the subscript F will be dropped from now on in order to simplify the notation. Both boundary value problems exhibit chaotic behavior; the Lyapunov dimension of the attractor on which the asymptotic motion resides as obtained from the Lyapunov spectrum according to the Kaplan-Yorke formula is 3.049 in the Neumann case and 9.02 in the Dirichlet case, respectively. Figures 1 and 2 give an impression of the character of the solution. In the Neumann problem only the lowest harmonics are excited; the temporal behavior of the solution is dominated by one frequency (cf. Figures 3 and 4) . The Dirichlet problem is considerably more complex. Features on small spatial scales occur; the temporal spectrum is rather broad (cf. Figures 10  and 11 ).
Principal interaction patterns.
We now consider an L-dimensional subspace P ⊂ F spanned by only a limited number of spatial modes p j , which will be called principal interaction patterns (PIPs):
In order to simplify the notation, from now on Greek indices always run from 1 to N , Latin ones from 1 to L, if not explicitly indicated otherwise. Each PIP is a linear combination of the Fourier modes:
P is the matrix with the vectors of Fourier coefficients of the PIPs as its columns. A is expanded into a series of PIPs:
Without loss of generality [8, 9] the patterns are assumed to form an orthonormal set and their amplitudes are assumed to be uncorrelated:
Γ denotes the covariance matrix of the Fourier coefficients:
The Galerkin projection of the Ginzburg-Landau equation onto the PIP modes yields the dynamical system for the expansion coefficientṡ where the interaction coefficients are given by
The following symmetry relations among the nonlinear interaction coefficients hold: 
Taking the ensemble average over all initial conditions on the attractor yields a cost function that depends only on the pattern set and the free parameter τ :
The optimal set of patterns is determined by minimizing the error function χ 2 . In practice the ensemble average is replaced by the average over a finite number of realizations of Q with initial conditions taken at uncorrelated times from a long time series generated by an integration of the system of (11) assuming ergodicity of the flow. Introducing the projection of the error at time τ onto the PIPs,
the cost function can be split into two parts:
with
0 measures the mean squared error due to the projection onto PIP space and does not depend on the dynamical behavior of the reduced system; χ 2 d represents the error in PIP space and refers to the dynamics of the PIP model. The temporal integral in (29) is approximated by a finite sum using the trapezoidal quadrature rule:
. . , K)
and the weights w k are given by
The variational principle poses a nonlinear minimization task with the NL complex elements of P as variables which has to be solved numerically by iterative techniques.
The PIP approach may be viewed as a nonlinear extension of the KL decomposition. In the limit τ → 0 the term χ 2 d vanishes and the PIPs coincide with the KL modes. With increasing τ more and more information on the dynamics of the reduced model is included and the PIPs then may deviate from the KL modes.
Minimization of the cost function.
The minimization of the cost function is performed numerically using a limited memory quasi-Newton algorithm with the Broyden-Fletcher-Goldfarb-Shanno update of the approximated Hessian matrix [5] . In view of the coincidence of the PIPs with the KL modes in the limit τ → 0, the KL modes are used as a first guess in the minimization. The algorithm requires exact evaluation of the cost function and its gradient for arbitrary sets of patterns. The first order variation of χ 2 d with respect to the patterns yields
with the complex tensors
The tensor Λ is evaluated by means of the spectral transform method. The expressions
, π rjkl , and
are calculated efficiently using the method of adjoint equations as described in detail in [9] . The set of complex interaction coefficients of the PIP model is {a jklm } ∪ {b jk }; the corresponding set of adjoint variables is introduced as {ω jklm } ∪ {η jk }. The system of adjoint equations readṡ
The constraints of (16) and (17) do not restrict the solution of the minimization problem but are imposed only to remove the gauge freedom in the representation of the subspace P. They are accounted for by applying a Gram-Schmidt orthonormalization and a diagonalization of the covariance matrix in PIP space at each step of the minimization. The variational principle can then be formulated as an unconstrained minimization problem. This procedure has been described in great detail in the appendix of [9] and is not repeated here. A reduced model with three complex patterns (six real degrees of freedom) turns out to be capable of reproducing all essentials of the long-term behavior of the system. Figure 3 shows the variance as a function of the spatial coordinate obtained from a simulation with three PIPs in comparison to the converged solution based on seven Fourier modes. The agreement is almost perfect. In order to check the behavior of the reduced model in the time domain the Fourier spectrum of Re[A(0)] is plotted in Figure 4 . Again the correspondence is nearly perfect. Figure 5 gives the spatial structure of the three PIPs extracted from the system in comparison with the corresponding KL modes. The PIPs and the KL modes are rotated in a way that the component with the largest modulus is purely real and positive. In this case, the KL modes are already very similar to the optimal modes. Considerable differences occur only in the imaginary part of the third mode. Both the KL modes and the PIPs are quite similar to the lowest harmonics. The three KL modes and PIPs contain 99.9980% and 99.9976%, respectively, of the variance of the system.
In Figures 6-9 , several global quantities characterizing the performance of the reduced model at different truncations are given, namely, the spatially integrated variance [A P , A P ] P , the largest Lyapunov exponent (the only positive one), the forth Lyapunov exponent, and the Lyapunov dimension as given from the Lyapunov spectrum by the Kaplan-Yorke formula. The forth Lyapunov exponent is the first negative one since the Neumann problem and all its finite-dimensional Galerkin approximations give rise to two zero exponents. The Lyapunov exponents have been calculated using the standard method of Shimada and Nagashima [14] . The results for the PIP models are compared to the models based on KL modes and Fourier modes with the same number of degrees of freedom. In all situations where there are significant differences between the models, the PIP model improves on the KL and Fourier models. For the highly truncated models using only two patterns, the improvement is quite substantial in almost all quantities shown. With three modes, the KL approach is already almost perfect with respect to most of the quantities considered. The small difference between the three PIPs and KL modes (cf. Figure  5 ) manifests itself most clearly in the negative Lyapunov exponent (Figure 8 ) which reflects the dynamics of the dissipative components of the flow. The exact value of the fourth Lyapunov exponent appears to be quite sensitive to the small scale component (wavenumber four) visible in the imaginary part of the third mode.
In order to check to what extent the PIPs extracted at q = 0.95 (the value at which the Lyapunov dimension is largest [17] ) also capture the dynamics of the Neumann problem at other values of q, the various bifurcation points occurring in the interval 0.6 ≤ q ≤ 1.3 [17] have been traced for the three-mode PIP approximation and compared with the converged solution. The same has been done for the three-mode KL approximation in [15] . The agreement for the PIP approximation is extremely close. The deviation is under 1% for all bifurcation points. The same already holds for the KL approximation, but with one exception. In the exact solution, a perioddoubling sequence starts at q = 0.827, versus q = 0.84 in the three-mode KL model. The three-mode PIP model yields q = 0.833. In contrast to the Neumann problem, no distinct minimal number of modes necessary in a reduced model can be determined. The approximation converges more slowly when using progressively more modes. As an example, Figures 10 and 11 show the variance as a function of space and the temporal Fourier spectrum of Re[A( π 2 )], respectively, obtained from a long-term integration of a PIP model based on 10 complex patterns (20 degrees of freedom) in comparison to the converged solution obtained with 32 Fourier modes. The accordance is quite good but a considerable error remains. One has to include as many as 14 patterns to get nearly perfect agreement. Figure 12 gives the spatial structure of the first, the second, the fifth, and the tenth mode in the PIP model with 10 modes in comparison with the corresponding KL modes. The first two patterns are virtually identical; when going to the higher order modes with small spatial scales more and more differences occur. The 10 KL modes and PIPs account for 99.50% and 99.48%, respectively, of the variance of the system.
In Figures 13-16 the performance of reduced models based on Fourier modes, KL modes, and PIPs, respectively, as a function of the truncation is characterized by the spatially integrated variance [A P , A P ] P , the largest Lyapunov exponent, the Kolmogorov entropy defined as the sum of the (four) positive exponents and the Lyapunov dimension as given from the Lyapunov spectrum by the Kaplan-Yorke formula. In all situations with significant differences between the models, one observes an improve- ment of the PIP model on the KL and Fourier models which is most substantial for the highly truncated models with only 9 to 12 patterns. Interestingly, with respect to the positive Lyapunov exponents, the highly truncated KL approximations perform even more poorly than the corresponding Fourier approximations.
The PIP approximation with 10 modes derived at q = 0.14 also reproduces all bifurcation points of the Dirichlet problem in the interval 0.08 ≤ q ≤ 1.0 very faithfully as does the 10-mode KL approximation [15] . Moreover, long-term simulations at q = 0.08 have been performed. This is especially interesting since the Lyapunov dimension of the Dirichlet problem continuously increases for q ≤ 0.14; at q = 0.08 it has a value between 17 and 18 [17] . The dynamics at q = 0.08 are thus much more complex than at q = 0.14 where the modes have been extracted. Nevertheless, the PIP model with 10 modes is still able to reproduce the variance pattern and the Fourier spectrum, although not as well as at q = 0.14, as one would expect. It performs clearly better than the 10-mode KL model. In particular, the positive Lyapunov exponents are far overestimated by the KL model, as is already the case at q = 0.14.
When comparing the PIP modes obtained with τ = 1 and τ = 2 it is observed that the modes have not yet fully converged with an integration time τ = 2. Presumably, there is potential for some further improvement on the results reported here when using even larger values of τ ; but the minimization procedure is already computationally very costly with τ = 2 in view of the large ensemble necessary due to the high dimension of the underlying attractor.
