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Parabolic Evolution Problems
Ulrich Langer, Svetlana Matculevich and Sergey Repin
Abstract. The paper is concerned with locally stabilized space-time IgA approximations
to initial boundary value problems of the parabolic type. Originally, similar schemes (but
weighted with a global mesh parameter) were presented and studied by U. Langer, M. Neu-
müller, and S. Moore (2016). The current work devises a localised version of this scheme. The
localization of the stabilizations enables local mesh refinement that is one of the main ingredi-
ents of adaptive algorithms. We establish coercivity, boundedness, and consistency of the cor-
responding bilinear form. Using these fundamental properties together with the corresponding
approximation error estimates for B-splines, we show that the space-time IgA solutions gener-
ated by the new scheme satisfy asymptotically optimal a priori discretization error estimates.
The adaptive mesh refinement algorithm proposed in the paper is based on a posteriori error
estimates of the functional type that has been rigorously studied in earlier works by S. Repin
(2002) and U. Langer, S. Matculevich, and S. Repin (2017). Numerical results presented in
the paper confirm the improved convergence of global approximation errors. Moreover, these
results also confirm local efficiency of the error indicators produced by the error majorants.
Keywords. parabolic initial-boundary value problems, locally stabilized space-time isogeo-
metric analysis, a priori and a posteriori estimates of approximation errors.
AMS classification. 2010 MSC: 35K20, 65M15, 65M60, 65M55.
1 Introduction
Time-dependent problems governed by parabolic partial differential equations (PDEs)
are typical models in many scientific and engineering applications, e.g., heat conduc-
tion and diffusion, changing in time processes in social and life sciences, etc. This fact
triggers their active investigation in modelling, mathematical analysis, and numerical
solution. This paper is focused on the numerical treatment of parabolic problems by
means of Isogeometric Analysis (IgA) [30] combined with a full space-time approach
that treats time as yet another variable; see [20] and [63] for time-parallel and space-
time methods. Due to the fast development of parallel computers, this approach to
quantitative analysis of evolutionary problems has became quite natural. Moreover,
this way of treating evolutionary systems is not affected by the curse of sequentiality
typical for time-marching schemes. Various versions of the space–time method can be
efficiently used in combination with parallelisation methods; see, e.g., [20, 21, 44, 28].
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2 U. Langer, S. Matculevich and S. Repin
This paper uses the idea similar to that applied in [44] for the derivation of the
globally stabilized space-time scheme. It is based on testing the corresponding integral
identity with the help of ‘time-upwind’ test functions, which are motivated by the
space-time streamline diffusion method studied in [27, 32, 33]. In contrast to the
scheme presented in [44], this work is focused on element-wise analysis that leads to
a locally stabilized space-time IgA scheme.
One of the attractive features of the IgA method is high accuracy and flexibility of
approximations obtained due to the high smoothness of the respective basis functions.
This fact allows a user to combine space-time schemes with IgA technologies, and
construct fully-adaptive schemes aiming to tackle problems generated by industrial
applications; several earlier studied examples can be found in [65, 66].
Construction of effective adaptive refinement techniques is highly important for the
design of fast and efficient numerical methods for solving PDEs. Adaptivity relies
strongly on the reliable and locally quantitatively efficient a posteriori error estima-
tion. We refer to [1, 3, 55, 46] for the overview of different error estimators. An
efficient error indicator supposes to identify the areas, where discretization errors are
excessively high, in order to refine the mesh and minimise local errors. A smart com-
bination of solvers and error indicators could potentially provide a fully automated
refinement algorithm taking into account special features of the problem, and generat-
ing a discretisation that produces approximate solutions with the desired accuracy.
Due to a tensor-product setting of IgA splines, mesh refinement has global effects,
including a large percentage of superfluous control points. Challenges, arising along
with these disadvantages, have triggered the development of local refinement tech-
niques for IgA, such as truncated B-splines (T-splines) (introduced in [60, 61] and
analysed in [5, 6, 58, 59]), hierarchical (HB-splines) [18, 36] and truncated hierar-
chical B-splines (THB-splines) [68, 23], patchwork splines (PB-splines) [16], locally
refined splines (LR-splines) [13, 9], polynomial splines over hierarchical T-meshes
(PHB-splines) [49, 69], etc. In the case of elliptic boundary value problems, local
refinement IgA techniques were combined with some a posteriori error estimation ap-
proaches in several publications (a posteriori error estimates using the hierarchical
bases in [14, 68], residual-based a posteriori error estimators and their modifications
in [31, 69, 10, 37], and goal-oriented error estimators in [67, 11, 38, 39]).
In this paper, we deduce fully guaranteed error estimates in terms of several global
norms equivalent to the norm of the functional space containing the corresponding
generalised solution. These estimates do not use mesh-dependent constants (which
must be recalculated in the process of mesh adaptation), and include only global con-
stants characterising the geometry. Henceforth, we shortly call them error majorants.A
posteriori error estimates of this type were originally introduced in [52, 53] and later
applied to various problems; see [55, 46] and reference therein. These estimates are
valid for any approximation from the admissible functional space. They do not use
special properties of approximations (e.g., Galerkin orthogonality) or/and additional
requirements for the exact solution (e.g., extra regularity beyond the minimal energy
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class that guarantees the existence of the unique generalised solution) and are valid
for any approximation from the admissible functional space. Moreover, the majorant
also generates efficient indicators of local (element-wise) error distribution over the
domain.
We present a new localised space-time IgA scheme, where the adaptivity is driven
by the functional type a posteriori error estimates. By exploiting the universality and
efficiency of these error estimates as well as taking an advantage of smoothness of the
IgA approximations, we aim at constructing fast fully adaptive space-time methods
that could tackle complicated problems inspired by industrial applications. These two
techniques were already combined in application to elliptic problems in [34] and [47]
using tensor-based splines and THB-splines [23, 24, 22], respectively. Both papers
confirmed that the majorants provide not only reliable and efficient upper bounds of
the total energy error but a quantitatively sharp indicator of local element-wise errors.
For the time-dependent problems, the simplest form of such error bounds was de-
rived for the heat equation in [54] and tested for the generalised diffusion equation
in [19]. Majorants for approximations to the evolutionary convection-diffusion prob-
lem having jumps in time were considered in [56]. In [48], authors study the majo-
rant’s robustness to a drastic change in values of the reaction parameter in evolutionary
reaction-diffusion problems and provide the comparison of upper bound to newly in-
troduced minorant of the error. Another extensive discussion on the numerical proper-
ties of the above-mentioned error estimates w.r.t. both time-marching and space-time
methods can be found in [29].
Paper [43], that proceeds the current study, presents new functional-type a posteriori
error estimates in a context of globally weighed space-time IgA schemes introduced in
[44]. It illustrates the reliability and efficiency of functional a posterior error estimates
for IgA solutions w.r.t several examples exhibiting different features and reports on the
computing cost for these bounds. Moreover, the numerical examples discussed in [43]
demonstrate the efficiency of the space-time THB-spline-based adaptive procedure.
Therefore, the importance of locally stabilized space-time IgA schemes as well as the
investigation of their numerical properties are rather inevitable in the context of the
construction of fully adaptive schemes for initial-boundary value problems (I-BVPs).
This work is organized as follows: Section 2 defines the model evolutionary prob-
lem and recapitulates notation and functional spaces used throughout the paper. Sec-
tion 3 presents a concise overview of the IgA framework and respective notions and
definitions. Furthermore, it presents the globally stabilized space-time IgA scheme
from [44] and discusses its main properties. Section 4 introduces the new locally sta-
bilized version of the space-time IgA scheme, and provides the proofs of coercivity,
boundedness, and consistency of the bilinear form corresponding to the IgA scheme.
We also establish a priori error estimates for the considered class of approximations.
The last section is dedicated to a posteriori estimates and practical aspects of the effi-
cient combination of locally stabilized scheme and functional error majorants as well
as their application to a series of numerical examples possessing different features.
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2 Space-time variational formulation
Let Ω ⊂ Rd, d ∈ {1, 2, 3} be a bounded domain with Lipschitz continuous boundary
∂Ω and (0,T), 0 < T < +∞ be a given time interval. By Q := Ω × (0,T) and
Q := Q ∪ ∂Q we denote the space-time cylinder and its closure, respectively. The
lateral surface ofQ is defined as ∂Q := Σ∪Σ0∪ΣT , where Σ = ∂Ω×(0,T), Σ0 = Ω×{0}
and ΣT = Ω × {T}.
We discuss an approach to adaptive space-time IgA approximations of evolution-
ary problems using the classical model of the linear parabolic initial-boundary value
problem: find u : Q→ R satisfying the equations
∂tu − ∆xu = f in Q, u = 0 on Σ, u = u0 on Σ0, (2.1)
where ∂t denotes the time derivative, ∆x is the spatial Laplace operator, f is a source
function, and u0(x) is a given initial state.
Let us now introduce the functions spaces that we need in the following. The
norm and scalar product in the Lebesgue space L2(Q) of square-integrable functions
in the space-time cylinder Q are denoted by ‖ v ‖Q := ‖ v ‖L2(Q) and (v,w)Q :=∫
Q
v(x, t)w(x, t)dxdt, ∀v,w ∈ L2(Q), respectively, with the corresponding changes
for spaces of vector-valued fields. By Hs(Q), s ≥ 1, we denote standard Sobolev
spaces supplied with the norm ‖v‖H s (Q) :=
( ∫
Q
∑
|α | ≤s ∂αvdxdt
)1/2
for s ∈ N ∪ 0,
where α := {α1, . . . , αd} is a multi-index, and ∂αv := ∂ |α |v/∂α11 ..., ∂αdd . Then,
|v |H s (Q) :=
( ∫
Q
∑
|α |=s ∂αvdxdt
)1/2
denotes the Hs-seminorm. Next, we introduce
the following spaces
V1,00 := H
1,0
0 (Q) :=
{
u ∈ L2(Q) :∇xu ∈ [L2(Q)]d, u = 0 on Σ
}
,
V1
0,0
:= H1
0,0
(Q) := { u ∈ V1,00 : ∂tu ∈ L2(Q), u = 0 on ΣT },
V10,0 := H
1
0,0(Q) :=
{
u ∈ V1,00 : ∂tu ∈ L2(Q), u = 0 on Σ0
}
,
and
V∆x,10 := H
∆x,1
0 (Q) :=
{
u ∈ V1,00 : ∆xu ∈ L2(Q), ∂tu ∈ L2(Q)
}
,
where the latter is equipped with the norm ‖w‖2
V∆x ,10
:= ‖∆xw‖2Q + ‖∂tw‖2Q. Finally,
V s0,0 := H
s(Q) ∩ V10,0
and
Hdivx,0(Q) :=
{
y ∈ [L2(Q)]d : divx y ∈ L2(Q)
}
equipped with a scalar product (v, w)divx,0 := (v, w)Q + (divxv, divxw)Q. Since Ω is
bounded, we have the Friedrichs inequality ‖w‖Ω ≤ CF ‖∇xw‖Ω for all w ∈ H10 (Ω),
which also implies ‖w‖Q ≤ CF ‖∇xw‖Q for all w ∈ V1,00 (Q).
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It is proven in [41] that the standard space-time variational formulation of the initial-
boundary value problem (2.1), find u ∈ V1,00
a(u,w) = `(w), ∀w ∈ V1
0,0
, (2.2)
with the bilinear form
a(u,w) := (∇xu,∇xw)Q − (u, ∂tw)Q,
and the linear form
`(w) := ( f ,w)Q + (u0,w)Σ0,
has a unique solution provided that f ∈ L2,1(Q) :=
{
v ∈ L1(Q) |
∫ T
0 ‖v(t)‖Ω dt < ∞
}
and u0 ∈ L2(Ω). Here and later on, (u0,w)Σ0 :=
∫
Σ0
u0(x)w(x, 0)dx =
∫
Ω
u0(x)w(x, 0)dx.
Moreover, if f ∈ L2(Q) and u0 ∈ H10 (Ω), then problem (2.2) is uniquely solvable in
V∆x,10 , and the solution u continuously depends on t in the norm of the space H
1
0 (Ω)
(see, e.g., [40] and [41, Theorem 2.1]). Furthermore, according to [41, Remark 2.2],
‖ ux(·, t) ‖2Ω is an absolutely continuous function of t ∈ [0,T] for any u ∈ V∆x,10 .
Throughout the paper, we assume that f ∈ L2(Q) and u0 ∈ H10 (Σ0), i.e., we know
that the solution u of the space-time variational problem (2.2) belongs to V∆x,10 . In
this case, without a loss of generality, we can assume homogeneous initial conditions
u0 = 0; cf. also [28].
3 IgA framework
For the convenience of the reader, we recall the general concept of the IgA technology,
the definition of B-splines, NURBS, and THB-splines, and their use in the geometrical
representation of the space-time cylinder Q, as well as the construction of the IgA
trial and discretization spaces, which are used to approximate solutions satisfying the
variational formulation of (2.2).
Let p ≥ 2 be the polynomial degree, and let n denote the number of basis func-
tions used to construct a B-spline curve. The knot-vector in one dimension is a non-
decreasing set of coordinates in the parameter domain, written asΞ = {ξ1, . . . , ξn+p+1},
ξi ∈ R, where ξ1 = 0 and ξn+p+1 = 1. The knots can be repeated, and the multiplic-
ity of the i-th knot is indicated by mi. Throughout the paper, we consider only open
knot vectors, i.e., the multiplicity m1 and mn+p+1 of the first and the last knots, re-
spectively, is equal to p + 1. In the case of the one-dimensional parametric domain
Qˆ = (0, 1), there is an underlying mesh of elements Kˆ ∈ Kˆh such that each of them
is constructed by the distinct neighbouring knots. The global size of Kˆh is denoted
by hˆ := max
Kˆ ∈Kˆh
{hˆKˆ }, where hˆKˆ := diam(Kˆ). For the time being, we assume locally
quasi-uniform meshes, i.e., the ratio of two neighbouring elements Kˆ and Kˆ ′ satisfies
the inequality c1 ≤ hˆKˆ/hˆKˆ′ ≤ c2, where c1, c2 are positive constants.
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The univariate B-spline basis functions Bˆi,p : Qˆ→ R are defined by means of Cox-
de Boor formula Bˆi,p(ξ) := ξ−ξiξi+p−ξi Bˆi,p−1(ξ) +
ξi+p+1−ξ
ξi+p+1−ξi+1 Bˆi+1,p−1(ξ), with Bˆi,0(ξ) :={
1 if ξi ≤ ξ ≤ ξi+1, and 0 otherwise
}
, where a division by zero is defined to be
zero. One of the most crucial properties of these basis functions is their (p − mi)-
times continuous differentiability across the i-th knot with multiplicity mi. Hence, if
mi = 1 for every inner knot, then B-splines of the degree p are Cp−1 continuous. For
the knots lying on the boundary of the parametric domain, the multiplicity is p + 1,
which makes the B-spline discontinuous on the patch interfaces. We note that analysis
provided in this paper is valid for domains represented by a single-patch. Extensions
to the multi-patch case will be considered in the subsequent paper.
We now consider the multivariate B-splines on the space-time parameter domain
Qˆ := (0, 1)d+1, d = {1, 2, 3}, as a tensor-product of the corresponding univariate
B-splines. For that, we define the knot-vector dependent on the space-time direc-
tion Ξα := {ξα1 , . . . , ξαnα+pα+1}, ξαi ∈ R, where α = 1, . . . , d + 1 is the index in-
dicating the direction. Furthermore, we introduce I = { i = (i1, . . . , id+1) : iα =
1, . . . , nα;α = 1, . . . , d+1
}
, the set used to number basis number functions, and multi-
indices standing for the order of polynomials p := (p1, . . . , pd+1). The tensor-product
of the univariate B-spline basis functions generates a multivariate splines defined as
Bˆi,p(ξ) :=
d+1∏
α=1
Bˆiα,pα (ξα), where ξ = (ξ1, . . . , ξd+1) ∈ Qˆ. The univariate and multi-
variate NURBS basis functions are defined in the parametric domain by means of the
corresponding B-spine
{
Bˆi,p
}
i∈I . For the given p := (p1, . . . , pd+1) and for any i ∈ I,
NURBS are defined as follows: Rˆi,p : Qˆ → R, Rˆi,p(ξ) := wi Bˆi,p (ξ)W (ξ) , with a weighting
function W : Qˆ → R, W(ξ) := ∑
i∈I
wi Bˆi,p(ξ), where wi > 0 are real numbers and∑
i∈I
wi = 1.
In the association with the knot-vectors Ξα, α = 1, . . . , d + 1, we define a mesh Kˆh
partitioning Qˆ into d + 1-dimensional open knot spans (elements)
Kˆh = Kˆh(Ξ1, . . . ,Ξd+1) :=
{
Qˆ = ⊗d+1α=1(ξαiα, ξαiα+1) : Qˆ , Ø, pα + 1 ≤ iα ≤ nα − 1
}
.
A non-empty element Kˆ = ⊗d+1
α=1(ξαiα, ξαiα+1) ∈ Kˆh is characterized by its diameter hˆKˆ .
To Kˆ , we associate Kˆ ∈ Qˆ defined as
Kˆ = ⊗d+1α=1(ξαiα−pα, ξαiα+pα+1) ∈ Kˆh .
The set Kˆ represents the support extension of Kˆ and is constructed by the union of the
supports of basis functions intersecting with Kˆ .
The physical space-time domain Q ⊂ Rd+1 is defined from the parametric domain
Qˆ = (0, 1)d+1 by the geometrical mapping:
Φ : Qˆ→ Q := Φ(Qˆ) ⊂ Rd+1, Φ(ξ) :=
∑
i∈I
Rˆi,p(ξ)Pi,
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where {Pi}i∈I ∈ Rd+1 are the control points. For the simplicity, we assume below the
same polynomial degree for all directions, i.e., pα = p, for all α = 1, ..., d + 1.
For each Kˆ ∈ Kˆh and Kˆ , we obtain an element and a support extension on the
physical domain
K = Φ(Kˆ) :=
{
Φ(ξ) : ξ ∈ Kˆ)
}
and K := Φ(Kˆ), (3.1)
respectively. The physical meshKh is defined on the space-time cylinder Q as follows
Kh :=
{
K = Φ(Kˆ) : Kˆ ∈ Kˆh
}
.
The global mesh size is denoted by
h := max
K ∈Kh
{ hK }, hK := ‖∇xΦ‖L∞(K) hˆKˆ . (3.2)
Moreover, we assume that the physical mesh is also quasi-uniform, i.e.,
hK ≤ h ≤ Cu hK . (3.3)
The set of facets corresponding to the discretisation Kh is denoted by Eh and can
be split into the inner facets
E Ih = {E ∈ EKh : ∃ K,K ′ ∈ Kh : E = ∂K ∩ ∂K ′ ∧ E 1 ∂Q},
and the facets intersecting with the boundary, namely,
E∂Q
h
= {E ∈ EKh : ∃ K,K ′ ∈ Kh : E = ∂K ∩ ∂K ′ ∧ E ∩ ∂Q , Ø }.
The latter one, in particular, contains inside the sets
EΣh = {E ∈ EKh : ∃ K,K ′ ∈ Kh : E = ∂K ∩ ∂K ′ ∧ E ∩ Σ , Ø} and
EΣT
h
= {E ∈ EKh : ∃ K,K ′ ∈ Kh : E = ∂K ∩ ∂K ′ ∧ E ∩ ΣT , Ø}.
Let EK
h
denote the set of facets of the local element K ∈ Kh, i.e.,
EKh := {E ∈ Eh : E ∩ ∂K , Ø,K ∈ Kh}.
The discretisation spaces onQ are constructed by a push-forward of the basis functions
defined on the parametric domain
Vh := span
{
φh,i := Sˆph ◦ Φ−1, (`, i) ∈ I
}
i∈I
, (3.4)
where Sˆp
h
is the space of splines (e.g., B-splines, NURBS, THB-splines) of a de-
gree p, and Φ is assumed to be invertible in Q, with smooth inverse on each element
K ∈ Kh (see [4, 8] and references therein). Moreover, we introduce the subspace
V0h := Vh ∩ V10,0 for the functions satisfying homogeneous initial and boundary condi-
tions.
Let us recall two fundamental inequalities, i.e., scaled trace and inverse inequalities,
that are important for the derivation of a priori discretization error estimates for the
space-time IgA scheme presented in the further sections.
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Lemma 3.1. [17, Theorem 3.2] Let K ∈ Kh. Then the scaled trace inequality
‖v‖∂K ≤ Ctr h−1/2K (‖v‖K + hK ‖∇v‖K ) (3.5)
holds for all v ∈ H1(K), where ∇ = (∇x, ∂t ), hK is a local mesh size (cf. (3.2)), and
Ctr is a positive constant independent of K ∈ Kh.
Lemma 3.2. [4, Theorem 4.1] Let K ∈ Kh. Then the inverse inequalities
‖∇xvh ‖K ≤ Cint,1 h−1K ‖vh ‖K, and (3.6)
‖vh ‖∂K ≤ Cint,0 h−1/2K ‖vh ‖K (3.7)
hold for all vh ∈ Vh, where Cint,0 and Cint,1 are positive constants independent of K ∈
Kh, and hK := diamK ∈Kh is a local mesh size.
For the completeness, we recall fundamental results on the approximation properties
of spaces generated by NURBS using [4, Section 3]. It states the existences of a
projection operator that provides an asymptotically optimal approximation result.
Lemma 3.3. [4, Theorem 3.1] Let `, s ∈ N be 0 ≤ ` ≤ s ≤ p+1, u ∈ V s0,0, and K and K
are elements defined in (3.1). Then there exists a projection operator Πh : V s0,0 → V0h
and a constant Cs > 0 such that
|v − Πhv |2H` (K) ≤ C2l,sh
2(s−`)
K
s∑
i=0
c2(i−`)K |v |2H i (K), ∀v ∈ L2(Q) ∩ H`(K), (3.8)
where Cl,s is a dimensionless shape constant dependent on s, `, and p, the shape reg-
ularity of K , described by Φ and its gradient, hK is a local mesh size (cf. (3.2)), and
cK := ‖∇xΦ‖L∞(Φ−1(Kˆ)).
Unlike the classical finite element spaces of degree p, Lemma 3.3 provides the
bound, where the `th-order seminorm of the error u − Πhu is controlled by the full
sth-order norm of u. In particular, the following formulations of (3.8) will be used:
‖u − Πhu‖2L2(K) ≤ C20,sh2sK
s∑
i=0
c2iK |u|2H i (K), (3.9)
|u − Πhu|2H1(K) ≤ C21,sh
2(s−1)
K c
−2
K
s∑
i=0
c2iK |u|2H i (K), (3.10)
|u − Πhu|2H2(K) ≤ C22,sh
2(s−2)
K c
−4
K
s∑
i=0
c2iK |u|2H i (K), (3.11)
for any v ∈ L2(Q) ∩ H`(K).
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Globally stabilized space-time IgA scheme for parabolic equations have been pre-
sented and analysed in [44], where the authors proved its efficiency for fixed and mov-
ing spatial computational domains. In particular, it was shown that the corresponding
discrete bilinear form is elliptic w.r.t. a discrete energy norm, bounded, consistent,
and that generated IgA approximations satisfy a priori discretisation error estimate. In
order to derive a globally stabilized discrete IgA space-time scheme, the authors con-
sidered time-upwind test function vh+δh ∂tvh, δh = θh, vh ∈ V0h, such that θ > 0 is an
auxiliary constant and h is the global mesh-size (cf. (3.2)). This implies the discrete
stabilized space-time IgA scheme: find uh ∈ V0h satisfying
ah(uh, vh) = lh(vh), ∀vh ∈ V0h, (3.12)
where
ah(uh, vh) := (∂tuh, vh)Q+ (∇xuh,∇xvh)Q+ δh
(
(∂tuh, ∂tvh)Q+ (∇xuh, ∂t (∇xvh))Q
)
,
lh(vh) := ( f , vh + δh ∂wvh)Q .
Combining coercivity and boundedness properties of ah(·, ·) with the consistency of
the scheme and approximation results for IgA spaces, we obtain the corresponding a
priori error estimate w.r.t. the norm
|||vh |||2h := ‖∇xvh ‖2Q + δh ‖∂tvh ‖2Q + ‖vh ‖2ΣT + δh ‖∇xvh ‖2ΣT ,
which is presented in Theorem 3.4 below.
Theorem 3.4. [44, 42] Let u ∈ V s0 := V s(Q)∩V1,00 , s ∈ N, s ≥ 2, be the exact solution
to (2.2), and let uh ∈ V0h be the solution to (3.12) with some fixed parameter θ > 0.
Then, the following a priori discretization error estimate
‖u − uh ‖h ≤ C hr−1 ‖u‖Hr (Q)
holds with r = min{s, p + 1} and some generic constant C > 0 independent of h.
4 Locally stabilized IgA schemes
In the current section, we assume that p ≥ 2 and m ≤ p − 1, which yields that V0h ⊂
C1(Q) providing the inclusion V0h ⊂ V∆x,10,0 := V∆x,10 ∩V0,10,0 . We know that the solution
u of (2.2) belongs to V∆x,10,0 provided that f ∈ L2(Q). In this case, for all K ∈ Kh,
we can write the PDE ∂tu − ∆xu = f in K and can multiply it with the localized test
functions
vh + δK ∂tvh, δK = θK hK, θK > 0, hK := diam(K),
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such that (
∂tu − ∆xu, vh + δK ∂tvh
)
K = ( f , vh + δK ∂tvh)K, ∀vh ∈ V0h .
By summing up all the elements in Kh, we obtain the relation
(∂tu − ∆xu, vh)Q +
∑
K ∈Kh
δK
(
∂tu − ∆xu, ∂tvh
)
K = ( f , vh)Q +
∑
K ∈Kh
δK ( f , ∂tvh)K .
The integration by parts w.r.t. to the space variable yields
`loc,h(vh) := ( f , vh)Q +
∑
K ∈Kh
δK ( f , ∂tvh)K = (∂tu, vh)Q + (∇xu,∇xvh)Q
+
∑
K ∈Kh
δK
(
(∂tu, ∂tvh
)
K +
(∇xu,∇x∂tvh )K − 〈n∂Kx · ∇xu, ∂tvh〉∂K ) =: aloc,h(u, vh),
where n∂Kx is an external normal vector to ∂K . Here, the last term is nothing else but a
duality product
〈·, ·〉
∂K
=
〈·, ·〉
H−1/2(∂K)×H1/2(∂K) : H
−1/2(∂K) × H1/2(∂K) → R, and
H−1/2 is dual space to H1/2. Thus, we arrive at the finite dimensional problem: find
uh ∈ V0h satisfying the identity
aloc,h(uh, vh) = `loc,h(vh), ∀uh, vh ∈ V0h, (4.1)
where the bilinear form aloc,h(uh, vh) can be written as follows
aloc,h(uh, vh) := (∂tuh, vh)Q + (∇xuh,∇xvh)Q
+
∑
K ∈Kh
δK
(
(∂tuh, ∂tvh)K + (∇xuh,∇x∂tvh)K
)
−
∑
K ∈Kh
δK
∑
E∈EK
h
⊂E I
h
(
nEx · ∇xuh, ∂tvh
)
E .
Due to the assumptions vh

Σ
= 0 and nEx

Σ0∪ΣT = 0, contributions of the terms(
nEx · ∇xuh, ∂tvh
)
E∈EK
h
⊂E∂Q
h
vanishes.
4.1 Coercivity
Lemma 4.1. Let the parameters θK be sufficiently small, i.e., θK ∈
(
0, hK
dC2
int,1
]
, where
Cint,1 is the interpolation constant in (3.6) associated with K ∈ Kh. Then, the bilinear
form aloc,h(·, ·) : V0h × V0h → R is V0h-coercive w.r.t. to the norm
|||vh |||2loc,h := ‖∇xvh ‖2Q + 12 ‖vh ‖2ΣT +
∑
K ∈Kh
δK ‖∂tvh ‖2K, (4.2)
i.e., there exists a constant µloc,c > 0 such that
aloc,h(vh, vh) ≥ µloc,c |||vh |||2loc,h, ∀vh ∈ V0h . (4.3)
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Proof. Integration by parts of aloc,h(vh, vh) yields
aloc,h(vh, vh) := (∂tvh, vh)Q + (∇xvh,∇xvh)Q
+
∑
K ∈Kh
δK
{
(∂tvh, ∂tvh
)
K +
(∇xvh,∇x∂tvh)K −∑
E∈E I
h
(nEx · ∇xuh, ∂tvh)E
}
= 12 ‖vh ‖2ΣT + ‖∇xvh ‖2Q +
∑
K ∈Kh
δK
{
‖∂tvh ‖2K − (∆xvh, ∂tvh)K
}
. (4.4)
Here, and later on, we assume that E ∈ EK
h
and therefore omit repeating it. In order to
prove coercivity, we need to estimate the last term in (4.4). By using (3.6) and Young
inequality, we arrive at∑
K ∈Kh
δK (∆xvh, ∂tvh)K ≤
( ∑
K ∈Kh
δK ‖∆xvh ‖2K
)1/2 ( ∑
K ∈Kh
δK ‖∂tvh ‖2K
)1/2
≤
( ∑
K ∈Kh
δK d
d∑
l=1
‖∂2xl vh ‖2K
)1/2 ( ∑
K ∈Kh
δK ‖∂tvh ‖2K
)1/2
≤
( ∑
K ∈Kh
θK hK d
d∑
l=1
C2int,1 h
−2
K ‖∂xl vh ‖2K
)1/2 ( ∑
K ∈Kh
δK ‖∂tvh ‖2K
)1/2
≤
(
d max
K ∈Kh
( θKhK C2int,1) ‖∇xvh ‖2Q
)1/2 ( ∑
K ∈Kh
δK ‖∂tvh ‖2K
)1/2
≤ d2 maxK ∈Kh
(
θK
hK
C2int,1
) (
‖∇xvh ‖2Q +
∑
K ∈Kh
δK ‖∂tvh ‖2K
)
.
Therefore, aloc,h(vh, vh) can be bounded from below as follows:
aloc,h(vh, vh) ≥ 12 ‖vh ‖2ΣT +
(
1 − d2 maxK ∈Kh
θK
hK
C2int,1
) { ∑
K ∈Kh
δK ‖∂tvh ‖2K + ‖∇xvh ‖2Q
}
≥ 12 ‖vh ‖2ΣT +
(
1 − d2 maxK ∈Kh
θK
hK
C2int,1
) { ∑
K ∈Kh
δK ‖∂tvh ‖2K + ‖∇xvh ‖2Q
}
≥ 12 |||vh |||2loc,h,
provided that θK ∈
(
0, hK
dC2
int,1
]
for K ∈ Kh.
Remark 4.2. Computation of the constantsCint,1 in the inverse inequalities corresponds
to the question of accurate estimation of maximal eigenvalues for generalised eigen-
value problems for considered differential equations. In [35], the authors applied sym-
bolic computation methods to this problem defined on the square elements and were
able to improve the previously known upper bounds in [57].
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V0h-coercivity of aloc,h implies existence and uniqueness of the discrete solution
uh ∈ V0h. From Lemma 4.1, it also immediately follows that the system matrix of the
linear system generated by the bilinear form is positive definite.
4.2 Boundedness
To prove a priori error bounds, we need to show the uniform boundedness of the lo-
calised bilinear form aloc,h(·, ·) on V0h,∗ × V0h, where V0h,∗ := V10,0 ∩ V∆x,10,0 + V0h is
equipped with the norm
|||v |||2loc,h,∗ := |||v |||2loc,h +
∑
K ∈Kh
(
δ −1K ‖v‖2K + δK ‖∆xv‖2K
)
.
Lemma 4.3. Assume that θK ∈
(
0, hK
dC2
int,1
]
, K ∈ Kh. Then, the bilinear form
aloc,h(·, ·) is uniformly bounded on V0h,∗ × V0h, i.e., there exists a positive constant
µloc,b that does not depend on hK such that
|aloc,h(u, vh)| ≤ µloc,b ‖u‖loc,h,∗ ‖vh ‖loc,h, ∀u ∈ V0h,∗, ∀vh ∈ V0h . (4.5)
Proof. We estimate aloc,h(u, vh) term by term. For the first one, we apply integration
by parts w.r.t. time and the Cauchy inequality:
(∂tu, vh)Q = (u, vh)ΣT − (u, ∂tvh)Q
≤ ‖u‖ΣT ‖vh ‖ΣT +
∑
K ∈Kh
δ
−1/2
K ‖u‖K δ1/2K ‖∂tvh ‖K
≤
[
‖u‖2ΣT +
∑
K ∈Kh
δ −1K ‖u‖2K
]1/2 [‖vh ‖2ΣT + ∑
K ∈Kh
δK ‖∂tvh ‖2K
]1/2
.
The second term is estimated by means of the Hölder inequality, i.e.,
(∇xu,∇xvh
)
Q ≤ ‖∇xu‖ ‖∇xvh ‖,
whereas the third one is treated as follows:∑
K ∈Kh
δK (∂tu, ∂tvh
)
K ≤
[ ∑
K ∈Kh
δK ‖∂tu‖2K
]1/2 [ ∑
K ∈Kh
δK ‖∂tvh ‖2K
]1/2
.
If we consider result of (4.4), the last term can be estimated as
−
∑
K ∈Kh
δK
(
∆xu, ∂tvh
)
K ≤
[ ∑
K ∈Kh
δK ‖∆xu‖2K
]1/2 [ ∑
K ∈Kh
δK ‖∂tvh ‖2K
]1/2
.
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By combining the obtained results, the bilinear form can be bounded as
|aloc,h(u, vh)| ≤
[
‖u‖2ΣT + ‖∇xu‖2Q +
∑
K ∈Kh
{
δ−1K ‖u‖2K + δK (‖∂tu‖2K + ‖∆xu‖2K )
}]1/2
×
[
‖vh ‖2ΣT + ‖∇xvh ‖2Q + 3
∑
K ∈Kh
δK ‖∂tvh ‖2K
]1/2
≤ µloc,b |||u|||loc,h,∗ |||uh |||loc,h,
where µloc,b = 3.
4.3 Approximation properties
The estimate (3.8) implies a priori estimates of the interpolation error u − Πhu, mea-
sured in terms of the L2-norm and the discrete norms ||| · |||loc,h and ||| · |||loc,h,∗, which we
later need in order to obtain an a priori estimate for u − uh.
Lemma 4.4. Let l, s ∈ N be 1 ≤ l ≤ s ≤ p + 1, and u ∈ V s0,0. Then, there exists a
projection operator Πh : V s0,0 → V0h (see Lemma 3.3) and positive constants C1,C1,
and C2, such that the following a priori error estimates hold
|||u − Πhu|||2loc,h ≤ C1
∑
K ∈Kh
h2(s−1)K
s∑
i=0
c2 iK |u|2H i (K), (4.6)
|||u − Πhu|||2loc,h,∗ ≤ C2
∑
K ∈Kh
h2(s−1)K
s∑
i=0
c2 iK |u|2H i (K), (4.7)
for all u ∈ L2(Q) ∩ Hs(K).
Proof. To prove (4.6) and (4.7), we need to provide estimates for each term in the
norm |||u − Πhu|||loc,h. In order to bound the first term, we use (3.10), i.e.,
‖∇x(u − Πhu)‖2Q ≤
∑
K ∈Kh
|u − Πhu|2H1(K)
≤ C21,s max
K ∈Kh
c−2K
∑
K ∈Kh
h2(s−1)K
s∑
i=0
c2iK |u|2H s (K). (4.8)
For the next one, we use (3.3), (3.10), and by similar approach derive:∑
K ∈Kh
δK ‖∂t (u − Πhu)‖2K ≤ max
K ∈Kh
δK
∑
K ∈Kh
|u − Πhu|2H1(K)
≤ C21,s max
K ∈Kh
{
δKc−2K
} ∑
K ∈Kh
h2(s−1)K
s∑
i=0
c2iK |u|2H s (K). (4.9)
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Let KΣT
h
:= {K ∈ Kh |∂K ∩ ΣT , Ø}. By applying (3.5), (3.3), (3.9), and (3.10), the
estimate of the part of the norm on ΣT reads as
‖u − Πhu‖2ΣT =
∑
E∈EΣT
h
‖u − Πhu‖2E
≤
∑
K ∈KΣT
h
C2tr
(
h−1K ‖u − Πhu‖2K + hK |u − Πhu|2H1(K)
)
≤ max
K ∈KΣT
h
{C2tr }Cu
(
h−1
∑
K ∈KΣT
h
‖u − Πhu‖2K + h
∑
K ∈KΣT
h
|u − Πhu|2H1(K)
)
≤ max
K ∈KΣT
h
{C2tr }Cu
(
C20,s
∑
K ∈KΣT
h
h2s−1K
s∑
i=0
c2iK |u|H i (K)
+ C21,s
∑
K ∈KΣT
h
h2s−1K
s∑
i=0
c2(i−1)K |u|H i (K)
)
≤ Cu max
K ∈KΣT
h
{C2tr (C20,s + C21,sc−2K )}
∑
K ∈KΣT
h
h2s−1K
s∑
i=0
c2iK |u|H i (K)
≤ CΣT
∑
K ∈KΣT
h
h2s−1K
s∑
i=0
c2iK |u|H i (K), (4.10)
where
CΣT = Cu max
K ∈KΣT
h
{
C2tr (C20,s + C21,sc−2K )
}
. (4.11)
Combining (4.8)–(4.10), we obtain the bound
|||u − Πhu|||2loc,h ≤ C1
∑
K ∈Kh
h2(s−1)K
s∑
i=0
c2iK |u|H i (K), (4.12)
where C1 = max
K ∈Kh
{
C21,s (1 + δK )c−2K + CΣT
}
with constant CΣT defined in (4.11).
In order to prove (4.7), we need to estimate
∑
K ∈Kh
δ−1K ‖ · ‖2K and δK ‖∆xv‖2K included
into ||| · |||loc,h,∗. First, using (3.9), we obtain∑
K ∈Kh
δ−1K ‖u − Πhu‖2K ≤ C20,s Cu max
K ∈Kh
hK
θK
∑
K ∈Kh
h2(s−1)K
s∑
i=0
c2iK |u|H i (K).
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By accounting θK ≤ hKdC2
int,1
and (3.11), the second term is bounded as follows∑
K ∈Kh
δK ‖∆x(u − Πhu)‖2K ≤
∑
K ∈Kh
hK
dC2
int,1
hK d |u − Πhu|2H2(K)
≤ C22,s
∑
K ∈Kh
C−2int,1 h
2
K c
−4
K h
2(s−2)
K
s∑
i=0
c2iK ‖u‖2H s (K)
≤ C22,s max
K ∈Kh
{
C−2int,1 c
−4
K
} ∑
K ∈Kh
h2(s−1)K
s∑
i=0
c2iK ‖u‖2H s (K).
Thus, we obtain
|||u − Πhu|||2loc,h,∗ ≤ C2 max
K ∈Kh
hK
θK
∑
K ∈Kh
h2(s−1)K
s∑
i=0
c2iK |u|H i (K),
where
C2 = max
K ∈Kh
{
CΣT + C
2
2,s C
−2
int,1 c
−4
K + C
2
0,s Cu
hK
θK
}
, (4.13)
where CΣT is defined in (4.11).
4.4 Consistency
Lemma 4.5. If the solution u ∈ V1,00 of (2.2) also belongs to V∆x,10,0 , then it satisfies
the consistency identity
aloc,h(u, vh) = `loc,h(vh), vh ∈ V0h . (4.14)
Proof. Since u ∈ V∆x,10,0 , by integration by parts in (2.2) w.r.t. to x and t as well as
density arguments, we obtain ut − ∆xu = f in L2(Q) and u

Σ
= 0. The consistency
identity aloc,h(u, vh) = `loc,h(vh), vh ∈ V0h is derived along with the discrete space-time
formulation (4.1).
4.5 A priori estimates of approximation errors
Lemma 4.6. Let u ∈ V∆x,10,0 be an exact solution of (2.2), and uh ∈ V0h (with p ≥ 2) be
an approximate solution generated by (4.1). Then, the best approximation estimate
|||u − uh |||loc,h ≤ (1 + µloc,bµloc,c ) infvh ∈V0h ‖u − vh ‖loc,h,∗ (4.15)
holds. Here, µloc,c and µloc,b are positive constants from Lemmas 4.1 and 4.3, respec-
tively, that do not depend on hK .
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Proof. The Galerkin orthogonality
aloc,h(u − uh, vh) = 0. (4.16)
follows from (4.14). Applying the triangle inequality, we estimate the discretisation
error u − uh as follows:
|||u − uh |||loc,h ≤ |||u − Πhu|||loc,h + |||Πhu − uh |||loc,h . (4.17)
The first term on the RHS of (4.17) can easily be estimated by means of Lemma 4.4.
For the estimation of |||Πhu − uh |||loc,h, we first use V0h-ellipticity of aloc,h(·, ·) w.r.t. the
norm ||| · |||loc,h (see Lemma 4.1), i.e.,
µloc,c |||Πhu − uh |||loc,h ≤ |aloc,h(Πhu − uh,Πhu − uh)|.
Next, by means of the Galerkin orthogonality (4.16), we obtain
µloc,c |||Πhu − uh |||2loc,h ≤ aloc,h(Πhu − uh,Πhu − uh)
= aloc,h(Πhu − u,Πhu − uh).
Finally, we apply Lemma 4.1 and obtain the estimate
µloc,c |||Πhu − uh |||2loc,h ≤ µloc,b ‖Πhu − u‖loc,h,∗ ‖Πhu − u‖loc,h,
which automatically yields
|||Πhu − uh |||loc,h ≤ µloc,bµloc,c ‖Πhu − u‖loc,h,∗. (4.18)
Combining ‖Πhu − u‖loc,h ≤ ‖Πhu − u‖loc,h,∗, (4.18), and (4.17), we arrive at
|||u − uh |||loc,h ≤ (1 + µloc,bµloc,c ) ‖u − Πhu‖loc,h,∗.
Theorem 4.7. Let p ≥ 2, u ∈ V s0 , s ≥ 2, be an exact solution of (2.2), and uh ∈
V0h be an approximate solution of (4.1) with θK ∈
(
0, hK
dC2
int,1
]
, K ∈ Kh. Then, the
discretisation error estimate
|||u − uh |||2loc,h ≤ C
∑
K ∈Kh
h2(s−1)K
s∑
i=0
c2iK |u|2H i (K)
hold, where C = (1 + µloc,bµloc,c )C2 is a constant independent of h, r = min{s, p + 1}, and
p denotes the polynomial degree of the THB-splines, µloc,b and µloc,c are constant in
boundedness (4.3) and coercivity (4.5) inequalities, respectively.
Proof. Application of estimate (4.7) yields
|||u − uh |||loc,h ≤ (1 + µloc,bµloc,c )C2
∑
K ∈Kh
h2(s−1)K
s∑
i=0
c2iK |u|H i (K),
where C2 is defined in (4.13).
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5 A posteriori error estimates and numerical experiments
In this section, we discuss the implementation of the numerical scheme discussed
above and the estimates used to control the quality of approximations. Numerical
experiments present the error order of convergence (e.o.c.) in terms of the error norm
(4.2). Also, we discuss computational properties of the majorants MI and MII that
follow from [54] and of the error identity EId [2]. Moreover, we compare time expen-
ditures that are required for getting approximations of the solution with the time spent
for computing efficient error bounds.
Let uh denote an approximation of u. We assume that
uh ∈ V0h := Vh ∩ V∆x,10,0 (cf. (3.4)), and define
uh(x, t) = uh(x1, ..., xd+1) :=
∑
i∈I
uh,i φh,i(x1, ..., xd+1),
where uh :=
[
uh,i
]
i∈I ∈ R |I | contains free parameters to be defined (it is the vector of
degrees of freedom (d.o.f.) or, in the IgA community, vector of control points). This
vector is generated by the linear system
Kh uh = fh, Kh :=
[
aloc,h(φh,i, φh, j)
]
i, j∈I, fh :=
[
lloc,h(φh,i)
]
i∈I . (5.1)
The system (5.1) is solved by means of the sparse direct LU factorisations. This choice
of the solution method is motivated by our intention to provide a fair comparison of
time expenditures used for solving the system generating uh and yh (for the majorant
MI) as well as wh (for M
II
). Due to properties of IgA approximations the condition
uh ∈ Cp−1 is automatically provided
Approximation properties of uh are analysed by studying convergence of the error
e = u− uh measured in terms of different norms. The first norm is defined in (4.2) and
the second one is
|||e|||2 := ‖∇xe‖2Q + ‖e‖2ΣT .
The norm |||e|||2 is controlled by the majorant (see, e.g., [54])
MI(uh, yh) := (1 + β) ‖yh − ∇xuh ‖2Q + (1 + 1β )C2F ‖divx yh + f − ∂tuh ‖2Q
= (1 + β)mI,2d + (1 + 1β )C2F mI,2eq ,
where β > 0 and yh ∈ Yh ⊂ Hdivx,0(Q). The space
Yh ≡ Sqh :=
{
ψh,i := ⊕d+1Sˆqh ◦ Φ−1
}
is generated by the push-forward of ⊕d+1Sˆq
h
, where Sˆq
h
is the space of splines of the
degree q used to approximate components of yh =
(
y
(1)
h
, . . . , y
(d+1)
h
)T. The sharpest
estimate is obtained by the minimisation of MI(uh, yh) w.r.t.
yh(x, t) = yh(x1, ..., xd+1) =
∑
i∈I×(d+1)
y
h,i
ψh,i(x1, ..., xd+1).
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Here, y
h
:=
[
y
h,i
]
i∈I ∈ R(d+1) |I | (i.e., it is a vector of the dimension (d + 1)|I|) is
defined by the linear system(
C2F Divh + βMh
)
y
h
= −C2F zh + β gh, (5.2)
where
Divh :=
[(divxψh,i, divxψh, j)Q] (d+1) |I |i, j=1 , zh := [ ( f − vt, divxψh, j )Q] (d+1) |I |j=1 ,
Mh :=
[(ψh,i,ψh, j)Q] (d+1) |I |i, j=1 , gh := [ (∇xv,ψh, j )Q] (d+1) |I |j=1 .
The optimal value for β reads as β := CF mIeq /mId. According to numerical results
obtained in [34, 47, 43], the most efficient majorant reconstruction is obtained with
spline degree q  p. At the same time, the approximation uh is reconstructed on the
mesh Kh, whereas a coarser mesh KMh, M ∈ N+, is used to recover yh. This helps
to minimise the number of d.o.f. for the latter one. The initial mesh K0
h
and corre-
sponding basis functions are assumed to be given via the geometry representation of
the computational domain. Throughout the set of numerical examples, K0
h
are gener-
ated by Nref,0 initial uniform refinements before actual testing. In our implementation,
(5.2) is solved by the sparse direct LDLT Cholesky factorisations.
In addition to MI, [54] provides an advanced form of the majorant MII(uh, yh,wh),
i.e.,
‖∇xe‖2Q ≤ M
II(uh,wh)
:= ‖wh − uh ‖2ΣT + 2F (uh,wh) + (1 + β)
rIId2Q + C2F (1 + 1β ) rIIeq2Q,
where
F (uh,wh) := (∇xuh,∇x(wh − uh)) + (∂tuh − f ,wh − uh),
rIId(uh, yh,wh) := yh + ∇xwh − 2∇xuh, and
rIIeq(yh,wh) := divx yh + f − ∂twh .
Here, wh is the solution to (4.1) on the approximation space
W0h := Wh ∩ V∆x,10 , with Wh ≡ Srh :=
{
χh,i := Sˆrh ◦ χ−1
}
,
where Sˆr
h
is the space of degree r . The function wh can be represented by
wh(x, t) = wh(x1, ..., xd+1) :=
∑
i∈I
wh,i χh,i .
Here, wh :=
[
wh,i
]
i∈I ∈ R |I | is the vector of control points of wh defined by the linear
system K(r)
h
wh = f
(r)
h
, where K(r)
h
:=
[
aloc,h(χh,i, χh, j)
]
i, j∈I ,
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f(r)
h
:=
[
lloc,h(χh,i)
]
i∈I . Since ∂twh is approximated by a richer space, the termrIIeq(yh,wh)2Q is expected to be smaller than ‖req(yh, uh)‖2Q. Therefore, the value
of the error bound MII must be improved. The optimal parameter β is calculated by
β := CF‖rIIeq‖Q/‖rIId‖Q.
The last error norm is generated by the solution operator L := ∂t − ∆x , i.e.,
|||e|||2L := ‖∆xe‖2Q + ‖∂te‖2Q + ‖∇xe‖2ΣT .
It is controlled by the error identity [2]
EId2(uh) := ‖∇x(u0 − uh)‖2Σ0 + ‖∆xuh + f − ∂tuh ‖2Q .
Marking of the elements in Kh is driven by the bulk marking criterion (also known as
Dörfler’s marking [12]) denoted by MBULK(σ), σ ∈ [0, 1]. Finally, the effectiveness
of the error estimators is evaluated by efficiency indices, i.e.,
Ieff(MI) := M
I
|||e |||Q , Ieff(M
II) := MII‖∇xe ‖Q , Ieff(EId) := EId|||e |||L = 1.
Below we study the behaviour of the above discussed error control tools within
a series of benchmark examples. We begin with a rather simple example, which is
intended to demonstrate important properties of the numerical scheme. More com-
plicated problems with non-trivial geometries and singular solutions are considered at
the end of the section. The implementation was carried out using the open-source C++
library G+Smo [25].
5.1 Example 1: polynomial solution
First, we consider a simple example, where the solution of (2.1) is a polynomial func-
tion
u(x, t) = (1 − x) x2 (1 − t) t, (x, t) ∈ Q := [0, 1]2,
and generated by it RHS
f (x, t) = −(1 − x) x2 (1 − 2 t) − (2 − 6 x) (1 − t) t, (x, t) ∈ Q := (0, 1)2.
u(x, t) satisfies homogeneous Dirichlet boundary and initial conditions on Σ := ∂Ω ×
(0, 1) and Σ0, respectively.
The initial mesh is obtained by one global refinement (Nref,0 = 1). Further, refine-
ments are done with eight steps (hence Nref = 8). The approximation space for uh is
S2
h
. For the auxiliary functions, we assume that yh ∈ ⊕2S35h, and wh ∈ S35h. Such
a choice of discretisation spaces saves computational efforts in reconstruction of the
error estimates considerably. Table 2 illustrates the ratio between the time spent for
approximating uh to the time spent for its error estimation, i.e.,
tappr.
ter.est.
, along with to-
tal time needed for assembling and solving systems generating d.o.f. of uh, yh, and
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#
ref.
‖∇xe ‖Q Ieff (MI) Ieff (MII) |||e |||loc,h |||e |||L Ieff (EId)
e.o.c.
( |||e |||loc,h )
e.o.c.
( |||e |||L )
(a) σ = 0.4
2 2.5516e-03 1.07 1.03 2.5520e-03 7.9057e-02 1.00 3.43 1.71
4 2.2743e-04 1.41 1.19 2.2745e-04 2.1712e-02 1.00 2.36 1.37
6 2.9936e-05 1.09 1.02 2.9936e-05 7.9512e-03 1.00 2.71 1.28
8 4.9501e-06 1.12 1.05 4.9501e-06 3.1138e-03 1.00 1.51 0.93
(b) σ = 0.6
2 2.5516e-03 1.07 1.03 2.5520e-03 7.9057e-02 1.00 3.43 1.71
4 3.3298e-04 1.30 1.11 3.3305e-04 2.5410e-02 1.00 1.80 1.22
6 5.9048e-05 1.34 1.14 5.9050e-05 1.0976e-02 1.00 3.18 1.60
8 2.3071e-05 1.25 1.10 2.3072e-05 6.7335e-03 1.00 2.06 1.41
Table 1: Example 1. Efficiency of MI, MII, and EId and for uh ∈ S2h, yh ∈ ⊕2S35h, and
wh ∈ S35h, and order of convergence for |||e|||loc,h and |||e|||L (Nref,0 = 1).
wh. Table 1 illustrates convergences of the different error measures, i.e., |||e|||Q that is
bounded by the majorants MI and MII, ||e||loc,h, and |||e|||L controlled by EId. Here, we
consider bulk marking with parameters σ = 0.4 and σ = 0.6. Both cases provide
slightly improved convergences in comparison to the expected O(h2) for |||e|||loc,h and
O(h) for |||e|||L . The time expenses for the uh naturally get lower in the case of σ = 0.6,
since the d.o.f.(uh) does not grow as fast as in case with σ = 0.6.
Moreover, we compare the error order of convergence in Figure 1. Here, the ma-
jorant is reconstructed with auxiliary functions yh ∈ ⊕2S3h (M = 1) and yh ∈ ⊕2S37h
(M = 7). The numerical test demonstrates that the efficient error estimation and its
local indication can be achieved even using auxiliary fluxes on a very course mesh (in
this particular case, 7 times courser then the mesh Kh for uh).
5.2 Example 2: parameterized solution
Next, we discuss an example with the parameterized exact solution. Let Q = (0, 1)2 be
a unit square, and let the exact solution, the RHS, and the Dirichlet boundary condition
be chosen as follows:
u(x, t) = sin k1 pi x sin k2 pi t (x, t) ∈ Q = [0, 1]2,
f (x, t) = sin k1 pi x
(
k2 pi cos k2 pi t + k21 pi
2 sin k2 pi t
)
(x, t) ∈ Q = (0, 1)2,
u0(x, t) = 0, (x, t) ∈ Σ0,
uD(x, t) = 0, (x, t) ∈ Σ := ∂Ω × (0, 1).
First, we set k1 = k2 = 1 (Example 2-1). We consider eight adaptive refinement steps
(Nref = 8) preceded by three global refinements (Nref,0 = 3) to generate the initial mesh
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d.o.f. tas tsol
tappr.
ter.est.
#
ref.
uh yh wh uh yh wh uh yh wh
(a) σ = 0.4
4 240 50 25 2.64e-01 1.44e-02 1.08e-02 4.01e-03 2.36e-04 1.15e-04 18.3
6 2027 50 25 2.42e+00 1.81e-02 1.61e-02 1.94e-01 2.23e-04 1.34e-04 142.66
8 11512 152 76 1.35e+01 1.97e-01 1.68e-01 3.39e+00 7.13e-04 3.76e-04 85.42
tas(uh ) : tas(yh ) : tas(wh ) tsol(uh ) : tsol(yh ) : tsol(wh )
80.13 1.17 1.00 9021.85 1.90 1.00
(b) σ = 0.6
4 206 50 25 2.27e-01 1.94e-02 1.54e-02 3.35e-03 1.66e-04 8.60e-05 11.77
6 896 50 25 1.07e+00 1.20e-02 1.96e-02 4.17e-02 2.30e-04 1.25e-04 90.89
8 2706 158 79 3.44e+00 1.65e-01 1.37e-01 2.69e-01 6.72e-04 7.31e-04 22.3
tas(uh ) : tas(yh ) : tas(wh ) tsol(uh ) : tsol(yh ) : tsol(wh )
25.20 1.21 1.00 367.33 0.92 1.00 12.25
Table 2: Example 1. Assembling and solving time (in seconds) spent for the systems
defining d.o.f. of uh ∈ S2h, yh ∈ ⊕2S35h, and wh ∈ S35h (Nref,0 = 1).
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Figure 1: Example 1. Comparison of the error and majorant MI order of convergence
for yh ∈ ⊕2S37h and for yh ∈ ⊕2S3h.
K0
h
. For the marking criterion, we chose bulk parameter σ = 0.4. The function uh is
approximated both by S2
h
(case (a)) and S3
h
(case (b)) spaces, whereas corresponding
auxiliary functions by yh ∈ ⊕2S47h and wh ∈ S47h as well as yh ∈ ⊕2S65h and wh ∈ S65h,
respectively, see Tables 3–4. Figure 2a illustrates different error orders of convergence
for different approximations uh ∈ S2h and uh ∈ S3h, which perform slightly better than
expected rates O(h2) and O(h3), respectively.
22 U. Langer, S. Matculevich and S. Repin
102 103 104
log N
10-7
10-6
10-5
10-4
10-3
10-2
lo
g
|||
e|
||
O(N−p/d), p = 2
|||e|||, p = 2
O(N−p/d), p = 3
|||e|||, p = 3
(a) k1 = k2 = 1
102 103 104 105
log N
10-3
10-2
10-1
100
lo
g
|||
e|
||
O(N−p/d), p = 2
|||e|||, MBULK(0.4)
M
I
, MBULK(0.4)
|||e|||, MBULK(0.6)
M
I
, MBULK(0.4)
(b) k1 = 6, k2 = 3
Figure 2: Example 2. The error order of convergence for (a) k1 = k2 = 1 and (b)
k1 = 6, k2 = 3.
#
ref.
‖∇xe ‖Q Ieff (MI) Ieff (MII) |||e |||loc,h |||e |||L Ieff (EId)
e.o.c.
( |||e |||loc,h )
e.o.c.
( |||e |||L )
(a) uh ∈ S2h , yh ∈ ⊕2S47h , and wh ∈ S47h
2 2.9034e-03 1.94 1.17 3.0649e-03 2.9197e-01 1.00 2.38 1.40
4 3.3878e-04 3.14 1.33 3.5057e-04 9.3154e-02 1.00 1.96 1.07
6 4.8136e-05 4.13 1.70 4.8588e-05 3.7361e-02 1.00 2.36 1.31
8 9.2649e-06 5.78 3.23 9.2835e-06 1.7351e-02 1.00 3.79 1.79
(b) uh ∈ S3h , yh ∈ ⊕2S65h , and wh ∈ S65h
2 4.9924e-03 1.31 1.04 5.0700e-03 1.1918e-01 1.00 5.08 4.18
4 1.3562e-04 1.64 1.30 1.3591e-04 8.9725e-03 1.00 3.56 2.89
6 6.9962e-06 10.61 10.26 6.9982e-06 1.4163e-03 1.00 4.17 2.55
8 3.5507e-07 3.44 1.24 3.5535e-07 1.6376e-04 1.00 3.11 2.13
Table 3: Example 2-1. Efficiency of MI, MII, MIh, EId, and order of convergence of
|||e|||loc,h and |||e|||L for σ = 0.4 (Nref,0 = 3).
We also demonstrate the quantitative effectiveness of the error indication provided
by MI. In Figure 3, the comparison of the meshes illustrates that the refinement based
on local values of ‖∇xe‖K (first row) and the indicator mId,K (second row) provide
similar adaptive patterns.
Next, we set parameters k1 = 3 and k2 = 6. In this case, auxiliary variables are
approximated by yh ∈ ⊕2S75h and wh ∈ S75h. Figure 2b illustrates the order of con-
vergence of errors and corresponding majorants (for two different marking strategy
MBULK(0.4) andMBULK(0.6)) and compares these results to the theoretical one O(h2).
It is easy to see from the plot that efficiency of the majorant deteriorates on the first
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d.o.f. tas tsol
tappr.
ter.est.
#
ref.
uh yh wh uh yh wh uh yh wh
(a) uh ∈ S2h , yh ∈ ⊕2S47h , and wh ∈ S47h
5 5695 288 144 7.89e+00 4.78e-01 3.84e-01 5.34e-01 2.36e-03 2.72e-03 17.53
6 12935 288 144 1.55e+01 3.97e-01 3.83e-01 2.17e+00 2.30e-03 1.37e-03 44.25
7 34037 288 144 4.90e+01 3.98e-01 3.73e-01 9.58e+00 3.36e-03 1.42e-03 145.95
8 61258 288 144 9.37e+01 3.80e-01 3.62e-01 2.42e+01 2.10e-03 1.83e-03 308.55
tas(uh ) : tas(yh ) : tas(wh ) tsol(uh ) : tsol(yh ) : tsol(wh )
258.63 1.05 1.00 13252.51 1.15 1.00
(b) uh ∈ S3h , yh ∈ ⊕2S65h , and wh ∈ S65h
5 6425 338 169 8.26e+00 6.93e-01 6.97e-01 7.12e-01 5.63e-03 3.73e-03 12.84
6 13742 338 169 1.62e+01 7.03e-01 7.03e-01 2.11e+00 2.53e-03 1.43e-03 25.95
7 35091 644 322 5.36e+01 5.65e+00 5.52e+00 1.10e+01 9.31e-03 5.29e-03 11.41
8 78561 744 372 1.91e+02 5.61e+00 5.03e+00 2.40e+01 2.51e-02 7.56e-03 38.15
tas(uh ) : tas(yh ) : tas(wh ) tsol(uh ) : tsol(yh ) : tsol(wh )
37.97 1.11 1.00 3168.34 3.31 1.00
Table 4: Example 2-1. Assembling and solving time (in seconds) spent for the systems
generating d.o.f. of uh, yh, and wh for σ = 0.4 (Nref,0 = 3).
#
ref.
‖∇xe ‖Q Ieff (MI) Ieff (MII) |||e |||loc,h |||e |||L Ieff (EId)
e.o.c.
( |||e |||loc,h )
e.o.c.
( |||e |||L )
(a) σ = 0.4
2 5.7161e-01 2.11 1.38 5.7163e-01 6.2371e+01 1.00 2.99 1.19
3 1.3927e-01 5.77 2.20 1.3928e-01 3.1026e+01 1.00 2.30 1.14
7 4.8735e-03 1.43 1.15 4.8736e-03 4.7350e+00 1.00 0.68 0.48
8 1.2298e-03 1.44 1.16 1.2298e-03 2.6917e+00 1.00 5.60 2.30
(b) σ = 0.6
2 5.7161e-01 2.11 1.38 5.7163e-01 6.2371e+01 1.00 2.99 1.19
3 1.7942e-01 4.69 1.96 1.7945e-01 3.2971e+01 1.00 2.18 1.20
7 6.8374e-03 1.32 1.12 6.8374e-03 5.8760e+00 1.00 1.18 0.72
8 2.7492e-03 1.44 1.15 2.7492e-03 4.0721e+00 1.00 4.75 1.91
Table 5: Example 2-2. Efficiency of MI, MII, EId, and the order of convergence of
|||e|||loc,h and |||e|||L for uh ∈ S2h, yh ∈ ⊕2S75h, and wh ∈ S75h (Nref,0 = 3).
refinement steps, but it improves drastically on the last refinements. Tables 5 and 6
compare numerical results obtained for different marking parameters σ = 0.4 (part
(a)) and σ = 0.6 (part (b)). Finally, Figure 4 demonstrates the evolution of meshes
associated with the refinement steps 4–6 for the same cases.
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Figure 3: Example 2-1. Meshes obtained in the adaptive procedure based on indicator
mId,K (top row) and based on the exact error ‖∇xe‖K (bottom row) w.r.t. refinement
steps 5–7.
5.3 Example 3: Gaussian distribution
As the next test case, we consider the exact solution defined by a sharp local Gaussian
distribution u(x, t) = (x2 − x) (t2 − t) e−100 |(x,t)−(0.8,0.05) |, (x, t) ∈ Q := [0, 1]2, where
the peak is located in the point (x, t) = (0.8, 0.05). Then f is computed by substituting
u into (2.1). The Dirichlet boundary condition is obviously homogeneous.
For the discretisation spaces, we use the standard configuration, i.e., uh ∈ S2h for the
approximate solution, as well as yh ∈ ⊕2S3h and wh ∈ S3h for the auxiliary functions.
We start with four initial global refinements (Nref,0 = 4), and continue with seven adap-
tive steps (Nref = 7). As the marking criteria, we chooseMBULK(0.6). The error order
of convergence is illustrated in Figure 5. It confirms that majorants reconstructed with
yh ∈ ⊕2S62h, and wh ∈ S62h are as efficient as the one reconstructed with yh ∈ ⊕2S3h, and
wh ∈ S3h. They also drastically improve the convergence order on the first refinement
steps.
Numbers exposed in Table 7 demonstrate the efficiency of the majorants and the
error identity in terms of error estimation and show that MII is twice sharper than MI,
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d.o.f. tas tsol
tappr.
ter.est.
#
ref.
uh yh wh uh yh wh uh yh wh
(a) σ = 0.4
5 11426 450 225 1.50e+01 2.28e+00 2.92e+00 1.20e+00 7.89e-03 3.37e-03 3.11
6 30101 450 225 5.99e+01 2.29e+00 2.92e+00 3.57e+00 8.52e-03 4.33e-03 12.14
7 86849 1058 529 3.57e+02 9.30e+00 9.41e+00 1.11e+01 5.19e-02 3.47e-02 19.58
8 141987 2850 1425 6.36e+02 6.50e+01 5.91e+01 2.56e+01 3.00e-01 1.29e-01 5.31
tas(uh ) : tas(yh ) : tas(wh ) tsol(uh ) : tsol(yh ) : tsol(wh )
10.76 1.10 1.00 198.84 2.32 1.00
(b) σ = 0.6
5 6320 450 225 9.30e+00 3.17e+00 2.57e+00 3.95e-01 9.80e-03 4.51e-03 3.04
6 15436 450 225 2.61e+01 2.36e+00 2.41e+00 1.77e+00 1.45e-02 3.12e-03 11.73
7 35745 1058 529 8.99e+01 9.86e+00 1.01e+01 4.68e+00 7.06e-02 4.12e-02 9.52
8 52453 2498 1249 1.05e+02 8.03e+01 7.08e+01 7.38e+00 3.47e-01 1.66e-01 1.39
tas(uh ) : tas(yh ) : tas(wh ) tsol(uh ) : tsol(yh ) : tsol(wh )
1.49 1.13 1.00 44.46 2.09 1.00
Table 6: Example 2-2. Assembling and solving time (in seconds) spent for the systems
generating d.o.f. of uh ∈ S2h, yh ∈ ⊕2S75h, and wh ∈ S75h (Nref,0 = 3).
#
ref.
‖∇xe ‖Q Ieff (MI) Ieff (MII) |||e |||loc,h |||e |||L Ieff (EId)
e.o.c.
( |||e |||loc,h )
e.o.c.
( |||e |||L )
2 3.1311e-04 2.85 1.55 3.1335e-04 5.6510e-02 1.00 17.71 8.64
3 1.0915e-04 3.93 1.73 1.0944e-04 3.1506e-02 1.00 6.49 3.60
5 2.2033e-05 2.27 1.36 2.2042e-05 1.4796e-02 1.00 5.87 3.59
7 5.2517e-06 2.38 1.22 5.2526e-06 7.2473e-03 1.00 2.41 1.27
Table 7: Example 3. Efficiency of MI, MII, MIh, EId, and the order of convergence of
|||e|||loc,h and |||e|||L with marking criterion MBULK(0.6) for uh ∈ S2h, yh ∈ ⊕2S3h, and
wh ∈ S3h (Nref,0 = 4).
whereas the error identity, as expected, reflects the error |||e|||L exactly. In Table 8, we
see that the assembling of matrices for the yh and wh is 3 times more time-consuming
in comparison to assembling the system for uh.
5.4 Example 4: solution with singularity w.r.t. t-coordinate
For Example 4, we consider the solution with the singularity w.r.t. time coordinate,
i.e., we take
u(x, t) = sin pix (1 − t)λ, (x, t) ∈ Q = (0, 1) × (0, 2),
where parameter λ =
{
3
2, 1,
1
2
}
(see Figure 7 with u for different λ). The RHS f (x, t)
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Figure 4: Example 2-2. Meshes obtained by marking criteria MBULK(0.6) (top row)
andMBULK(σ = 0.4) (bottom row) w.r.t. the refinement steps 4–6.
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Figure 5: Example 3. The majorant and e.o.c. for uh ∈ S2h and two different setting of
auxiliary functions (a) yh ∈ ⊕2S3h, and wh ∈ S3h and (b) yh ∈ ⊕2S62h, and wh ∈ S62h.
follows from the substitution of u into (2.1), and the Dirichlet boundary condition is
defined as uD = u on Σ.
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d.o.f. tas tsol
tappr.
ter.est.
#
ref.
uh yh wh uh yh wh uh yh wh
3 520 1088 544 6.50e-01 2.39e+00 1.80e+00 1.09e-02 8.60e-03 1.91e-02 0.27
5 1232 2474 1237 1.72e+00 6.26e+00 4.71e+00 6.12e-02 8.25e-02 1.26e-01 0.28
7 4368 8492 4246 6.20e+00 3.04e+01 1.87e+01 6.38e-01 6.05e-01 5.26e-01 0.22
tas(uh ) : tas(yh ) : tas(wh ) tsol(uh ) : tsol(yh ) : tsol(wh )
0.33 1.62 1.00 1.21 1.15 1.00
Table 8: Example 3. Assembling and solving time (in seconds) spent for the systems
generating d.o.f. of uh ∈ S2h, yh ∈ ⊕2S3h, and wh ∈ S3h for the bulk marking parameter
σ = 0.6 for (Nref,0 = 4).
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Figure 6: Example 3. Meshes obtained on the refinement steps 3–6, σ = 0.6 (Nref,0 =
4) for uh ∈ S2h, yh ∈ ⊕2S3h, and wh ∈ S3h.
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Figure 7: Example 4. Exact solution u(x, t) = sin pix (1 − t)λ.
The solution u(x, t) is smooth w.r.t. to spatial coordinates, while the regularity in
time depends on the parameter λ. In particular, p satisfies the following inequality
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Figure 8: Example 4. The error order of convergence for approximations with u ∈ S2
h
and S3
h
: (a) λ = 32 , (b) λ = 1, (c) λ =
1
2 .
λ = p − 12 + ε, where ε > 0 is considerably small number. Then, the expected
convergence in the term h1/2 ‖∂t (u − uh)‖Q is O(hp−1) · O(h1/2) (see [28]).
Theoretical convergence for each λ were tested in [43] (for p = 2). Table 9 illus-
trates an improved error order of convergence for λ =
{
1
2, 1,
3
2
}
. The same behaviour
can be observed from Figure 7 for different parameters. It presents meshes obtained
on the adaptive refinement steps 5–7 and re-confirms that functional error estimates
detect the local singularities rather efficiently. For the case λ = 12 , we leave the class of
solutionsV∆x,1uD :=
{
u ∈ V∆x,1 : u = uD on Σ
}
, and, as consequence, are not able to re-
cover the theoretical error order of convergence, since ‖∂tu‖L2 explodes. Nevertheless,
the singularity at t = 1 is captured and very well represented by the error indicator and
resulting adaptive mesh. Moreover, for the rest of the times, i.e., (0, 1) ∪ (1, 2), where
the solution is smooth, the mesh is not over-refined.
5.5 Example 5: quarter-annulus domain extended in time
In the last example, we test the problem defined in the three-dimensional space-time
cylinder Q = Ω × (0,T), where Ω is represented by a quarter-annulus, which ex-
tended form t = 0 till t = T = 1. The exact solution is defined by
u(x, y, t) = (1 − x) x2 (1 − y) y2 (1 − t) t2, (x, y, t) ∈ Q := Ω × [0, 1].
The RHS f (x, y, t), (x, y, t) ∈ Q := Ω × (0, 1), is computed based on the substitution
of u into the equation (2.1) and the Dirichlet boundary condition is defined as uD = u
on Σ.
The initial mesh for the test is generated by one uniform refinement Nref,0 = 1, the
bulk marking parameter is set to σ = 0.4. The error order of convergence is illustrated
in Figure 12, which corresponds to the theoretical expectation. We start the analysis
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# ref. ‖∇xe ‖Q Ieff (MI) Ieff (MII) |||e |||loc,h
e.o.c.
( |||e |||L )
(a) λ = 12
uh ∈ S2h , yh ∈ ⊕2S4h , and wh ∈ S4h , theoretical e.o.c. O
(
h1/2
)
6 5.7560e-02 5.94 1.42 5.8807e-02 1.32
7 4.0317e-02 8.66 1.70 4.0749e-02 1.23
8 3.2498e-02 10.80 1.94 3.2703e-02 0.80
uh ∈ S3h , yh ∈ ⊕2S5h , and wh ∈ S5h , theoretical e.o.c. O
(
h1/2
)
6 3.0549e-02 9.78 1.83 3.3397e-02 0.40
7 2.8038e-02 10.51 1.85 2.9693e-02 0.30
9 1.8447e-02 15.74 2.17 1.8700e-02 1.37
(b) λ = 1
uh ∈ S2h , yh ∈ ⊕2S3h , and wh ∈ S3h , theoretical e.o.c. O(h)
6 1.1955e-02 4.47 1.44 1.2104e-02 1.85
7 5.3797e-03 6.84 1.70 5.4167e-03 1.83
8 2.9478e-03 9.37 2.01 2.9602e-03 1.73
uh ∈ S3h , yh ∈ ⊕2S4h , and wh ∈ S4h , theoretical e.o.c. O
(
h
)
6 3.7397e-03 7.95 1.58 3.9142e-03 1.83
7 1.8031e-03 11.66 2.49 1.8454e-03 3.20
8 7.9328e-04 20.28 3.28 8.1331e-04 3.14
(c) λ = 32
uh ∈ S2h , yh ∈ ⊕2S4h , and wh ∈ S4h , theoretical e.o.c. O
(
h3/2
)
6 1.7201e-03 3.89 1.28 1.7489e-03 2.66
7 7.1799e-04 4.58 1.51 7.2230e-04 2.18
8 2.7180e-04 6.44 1.70 2.7294e-04 2.73
9 1.1070e-04 8.80 1.90 1.1088e-04 2.16
uh ∈ S3h , yh ∈ ⊕2S5h , and wh ∈ S5h , theoretical e.o.c. O
(
h3/2
)
6 3.6941e-04 7.48 5.84 3.8382e-04 3.30
7 1.2426e-04 8.76 2.09 1.2580e-04 3.00
8 4.3053e-05 14.49 3.80 4.3483e-05 3.65
9 2.9692e-05 12.48 3.14 2.9790e-05 1.35
Table 9: Example 4. Efficiency of MI, MII, EId, and order of convergence of |||e|||loc,h
and |||e|||L for σ = 0.4 (Nref,0 = 1).
from Table 10. It is easy to see that all majorants have adequate performance, taking
into account that the auxiliary functions yh ∈ ⊕2S53h and wh ∈ S53h. Table 11 confirms
that assembling and solving of the systems reconstructing d.o.f. of uh requires more
time than assembling and solving routines for the systems generating yh and wh.
Figure 13 presents an evolution of the adaptive meshes discretising expanded in
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(a) ref. 5 (b) ref. 6 (c) ref. 7
Figure 9: Example 3 (case (a): λ = 12 ). Meshes obtained on the refinement steps 5–7
for uh ∈ S2h, yh ∈ ⊕2S3h, and wh ∈ S3h.
(a) ref. 5 (b) ref. 6 (c) ref. 7
Figure 10: Example 3 (case (b): λ = 1). Meshes obtained on the refinement steps 5–7
for uh ∈ S2h, yh ∈ ⊕2S3h, and wh ∈ S3h.
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(a) ref. 5 (b) ref. 6 (c) ref. 7
Figure 11: Example 3 (case (c): λ = 32 ). Meshes obtained on the refinement steps 5–7
for uh ∈ S2h, yh ∈ ⊕2S3h, and wh ∈ S3h.
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Figure 12: Example 5. The error order of convergence for u ∈ S2
h
.
time quarter-annulus Q. From the plots presented, we can see that the refinement is
localised in the area close to the lateral surface of the quarter-annulus with the radius
two. This happens due to fast changes in the solution appearing close to this ‘outer’
surface.
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#
ref.
‖∇xe ‖Q Ieff (MI) Ieff (MII) |||e |||loc,h |||e |||L Ieff (EId)
e.o.c.
( |||e |||loc,h )
e.o.c.
( |||e |||L )
3 1.3711e-02 1.31 1.20 1.3722e-02 2.5548e-01 1.00 4.66 2.14
4 3.5322e-03 2.12 1.74 3.5331e-03 1.2719e-01 1.00 2.70 1.39
5 9.0289e-04 2.11 1.90 9.0425e-04 5.9632e-02 1.00 2.25 1.25
6 2.2747e-04 1.40 1.69 2.2749e-04 3.1509e-02 1.00 2.41 1.11
Table 10: Example 5. Efficiency of MI, MII, and EId for the bulk marking parameter
σ = 0.4 for uh ∈ S2h, yh ∈ ⊕3S3h, and wh ∈ S53h (Nref,0 = 4).
d.o.f. tas tsol
tappr.
ter.est.
#
ref.
uh yh wh uh yh wh uh yh wh
(a) uh ∈ S23h , yh ∈ S53h ⊕ S3h , and wh ∈ S53h
3 646 1029 343 7.03e+00 1.47e+01 6.17e+00 1.10e-02 5.83e-01 2.13e-03 0.33
4 2910 1029 343 4.04e+01 1.21e+01 5.74e+00 4.19e-01 5.45e-01 2.85e-03 2.22
5 17881 2187 729 2.75e+02 8.16e+01 4.08e+01 2.75e+01 4.00e+00 4.72e-02 2.39
6 99842 6210 2070 2.90e+03 2.33e+03 1.51e+03 1.26e+03 8.88e+01 3.42e-01 1.06
tas(uh ) : tas(yh ) : tas(wh ) tsol(uh ) : tsol(yh ) : tsol(wh )
1.91 1.54 1.00 3683.81 259.30 1.00 1.06
Table 11: Example 5. Assembling and solving time (in seconds) spent for the systems
generating d.o.f. of uh, yh, and wh with bulk parameter σ = 0.4 (Nref,0 = 4).
(a) ref. 1 (b) ref. 2 (c) ref. 3
Figure 13: Example 5. Mesh evolution for refinement steps 1–3 for marking parameter
σ = 0.6.
6 Conclusions
We derived a new locally stabilized space-time IgA schemes for parabolic I-BVPs,
where global scaling h in the upwind test functions is replaced by a local scaling that
depends on the local element size hK . Adaptive mesh refinement is based on error in-
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dicators generated by functional type a posteriori error estimates, which naturally use
specific features and advantages of the IgA method. Since error majorants of the func-
tional type are presented by integrals formed by element-wise contributions, they can
efficiently be used for indication of the local errors and subsequent mesh refinement.
We consider a fully unstructured space-time adaptive IgA scheme and use localised
THB-splines for the mesh refinement. Finally, we illustrated the reliability and effi-
ciency of the presented a posterior error estimates in a series of examples exhibiting
different features of exact solutions. Numerical tests performed have demonstrated
high efficiency of the approach. Moreover, we also made a comparative study of the
computational expenses for assembling the systems, finding an approximate solution,
and computing a guaranteed and sufficiently accurate error bounds. In the majority
of examples, error estimation required much lesser time than the reconstruction of
the approximate IgA solution. The last but not least item to be mentioned is that the
numerical examples have confirmed high efficiency of the locally stabilized space-
time THB-spline-based methods used in combination with suitable error indicators
and mesh adaptive procedures. Of course, beside THB-spline, other local spline re-
finement techniques such as mention in the introduction can also be utilized in this
adaptive framework. Adaptive methods should be connected with multigrid or multi-
level solvers or preconditioners for the algebraic systems that we have to solve since
the adaptive procedure naturally provides a space-time hierarchy of meshes. Preced-
ing experiments on massively parallel computers presented in [44] show that even
algebraic multigrid preconditioners in connection with GMRES accelerations result
in very efficient solvers for very huge systems with billions of space-time unknowns
arising from (3+1)d examples. It is clear that the approach presented can be extended
to a wider class of parabolic problems and eddy current problems in electromagnetics.
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