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INTRODUCTION 
If a continuous function represents the solution to a physical problem, 
some knowledge of the problem can be useful in selecting a sufficient mesh 
size for a polygonal approximation. When the function is smooth and changes 
value slowly, a larger mesh size can result in adequate accuracy and a con- 
siderable saving in computer time. The situation is the same with a piecewise 
continuous function provided we know in advance the points of discontinuity; 
in this case we can compute the function value twice at each point of dis- 
continuity and select the mesh size on the intervals of continuity as in the 
continuous case. On the other hand it is expensive in terms of accuracy and 
computer time to take decreasing mesh size to a point where the disconti- 
nuities become obvious. A class of problems where the difference is particu- 
larly important is in dynamic programming. Here we have functions fi 
defined on an interval, say [0, a] and define functions FI on [0, a] by 
F&4 = suPM%) + f&s) + *.. “rh(%)> 
where the supremum ranges over all I-tuples with 
(1) 
xi > 0 and X1+x,+-..+x~=x. (2) 
To compute the number FN(u) we inductively compute functions 
F F 1 , 2 ,,,,, FN on a partition of [0, a] by 
F,(x) = max{f&) + FIe,(x - z) 1 z = 0, 1,2 ,..., x}. 
With N functions to compute and cumulative error, much effort can be 
saved by predicting continuity properties of the FI . We will see that in case 
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the f I  are piecewise continuous that the FI inherit this property and that 
candidates for points of discontinuity of the FI can be predicted from the 
points of discontinuity of the fi . Even though the final result F,(a) is sym- 
metric on the fi it will be seen that the amount of computation necessary can 
depend on the order in which the fi enter into the induction. Essentially 
the same proofs give analogous results for step functions in which case the 
functions need only be computed at points of discontinuity. 
RESULTS 
For sets of real numbers A and B let A + B denote the associative opera- 
tion of forming all sums with exactly one element of each set. The theorem is 
a combination of the operations in the following lemma. It states roughly that 
sup( f  + g) of functions over an interval changes continuously under the 
operations of increasing interval length or sliding one of the functions in 
either direction provided that (1) no discontinuity of either function is 
deleted or introduced or (2) no coincidence of discontinuities of the two 
functions is deleted or introduced. 
LEMMA. Let f  and g be functions dejned on an interval [a - 1~, b + a] with 
0 < 01 < b - a; define sets 
Then : 
4 = if@ - 6) + A.4 I z E [a, W, 
& = (f(z) + g(z - 6) I 2 E [a, b]), 
G = {f (4 + g(x - 8) I z E [a, b + 41. 
(1) If f  is continuous on [a - 01, a + a] then sup A, is continuous at 6 = 0. 
(2) If f  is continuous on [a, b] and g is continuous on [a - 01, a + a] and 
[b - 01, b + a] then sup B8 is continuous at 6 = 0. 
(3) If  f  is continuous 07t [a, b + a] and g is continwus on [a - a, a + a] 
then sup C, is continuous at 6 = 0. 
Proof. Note that A, = B, = C,, = (f(z) + g(z) 1 z E [a, b]}. In each 
case symmetry allows the proof to be given for limits with 8 > 0 (in (3) f  is 
continuous on [b - OL, b + a]). 
(1) Since f  (z - S) + g(x) E A, if and only if f(z) + g(z) E A, and f  is 
uniformly continuous on [a - 01, b + a] we have for any E > 0 if 6 is suf- 
ficiently small 1 sup A, - sup A, 1 < E. 
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(2) Let 6 > 0 satisfy conditions of uniform continuity with 42 for both 
f and g on the stated intervals of continuity. In any case assume 6 < LY. 
Now let w = f (z) + g(x) E B,,; then either 
(i) z E [a, b - S] in which case define 
v’=f(~+-)+g((z+s)--)EBg 
or 
(ii) x E (b - 6, b] in which case define VJ’ = f (b) + g(b - 6) E B, . 
In either case ] w - w’ 1 < E so that sup B, < sup B, + E. Conversely, let 
v’ = f (z) + g(z - 8) E B,; then either 
(i) x E [a + 6, b] in which case define v = f (z - 6) + g(z - 6) E B, 
or 
(ii) z E [a, a + 6) in which case define v = f (u) + g(u) E B, . 
Again 1 v - w’ 1 < E and sup B, < sup B, + E. If 6 is sufficiently small then 
]supB,-supB,] <E. 
(3) Let 6 be taken as in (2). If e, = f (z) + g(z) E C,, then 
v’=f(x+s)+g((z+a)--)ECs 
with 1 z, - V’ 1 < E so sup C,, < sup C, + E. On the other hand if 
o’ = f (z) + g(z - 8) E C, , then either 
(i) x E [a, a + 6) in which case define PI = f (z) + g(z) E Co 
or 
(ii) z E [a + 6, b + 61 in which case define o’ = f(z - 8) + g(z - 6) E C,, , 
with 1 v - o’ I < E, sup C, < sup C, + c. Then I sup C, - sup C,, I < E. 
This lemma applies to the type of convolution inherent in dynamic pro- 
gramming. 
THEOREM. Let f and g be dejned und piecewise continuous on [0, a]. The 
function h dejned by h(x) = sup{ f (z) + g(x - z) I x E [0, x]} is also piecewise 
continuous on [0, u]. In pmticulur, if we denote the respective sets of points at 
which these functions are discontinuous by F, G, and H, then 
HCFu Gu(F + G). 
Proof. Suppose that x $F u G u(F + G) and define the function g, by 
g&) = g(x - x). Let p, < p, < ..f < p,, be the points of (0, x) where either 
f or g, is discontinuous; also let 
!A=+ q2= Pl+P2 p = Pvl-l+Pn ~ 9 -**, A 2 2 ’ qn+l =*+. 
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We note that for some 01 > 0 
(i) g, is continuous on [ - 01, qr], 
(ii) f is continuous on [qn+r , x + a], 
(iii) both functions are continuous on [qi - ~1, qi + a] for each 
i = I) 2 ,..., n + 1, 
(iv) exactly one of the two is continuous on each subinterval [qi , qi+J, 
i = 1, 2 )..., 71 + 1. 
The function value is a maximum of a finite number of function values of the 
form sup A, on intervals where f is continuous, of the form sup B, on inter- 
vals where g, is continuous, and of the form sup C, on [Q~+~ , x + 61. We 
have seen that each of these functions is continuous and, hence, h is continu- 
ous at this value of X. 
Easy examples show that it is not necessarily true that H C F u G, or 
HCF+G, or H=FuGu(F+G). 
COROLLARY. Let fi be defined and piecewise continuous on [0, a] for 
i = 1, 2,..., N. The functions FI dejned on [0, a] by 
F,(x) = sup{f,(x,) + .*a + f&r) I xi 3 0, ~1 + a** + XI = 4 
are piecewise continuous. If  the respective sets of points of discontinuity are di and 
D,, then 
D,ci)d,“id+ 
i=l i=l 
Proof. As F,(x) = sup{ f&z) + FI-,(x - 2) ] z E [0, xl> we have, from 
the theorem, that D, C dI u DI-, LJ (dI + D,,). Both U and + are assoc- 
iative. 
In the inductive computation of FI the function value is computed twice 
at each point of dI u D,, v  (dI + DImI) since D, is contained in this set; 
however, if the two function values (left and right) coincide the point is not 
retained in D,. 
COROLLARY TO PROOF. If in addition to piecewise continuity the fi are step 
functions FI is also a step function with the analogous relation between respective 
partitions. 
Proof. The earlier proofs utilized heavily the fact that a (finitely) piece- 
wise continuous function is continuous on an interval about each point of 
continuity. In step functions this notion reduces to being constant on an 
interval about each point of continuity. The lemma, theorem, and corollary 
can be restated and reproven using constant and “= 0” in place of continu- 
ous and I‘< E”; e.g., A, = A,, for sufficiently small 6. 
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Frequently the restraint (2) is replaced by 
(3) 
where the a, are strictly increasing and ~~(0) = 0. The discontinuities of 
can be predicted much as before. Candidates occur at points of dl and II,-, 
and at points x such that for some z < x, z E dI , and x - a&) E Dr . The 
latter requires that z E dI and x E Dr + a&); i.e., x E Dr + ai’( 
APPLICATIONS 
The basic formulation for the problems here are in Bellman-Dreyfus [l]; 
we will discuss the occurrence and results of discontinuities. 
CARGO LOADING. A ship with maximum weight capacity W is to be 
loaded with N types of items with weights and values We and vi; maximize 
the value of the load. The usual formulation has functions FI defined for 
x E LO, WI by 
F,(x) = [;] v1 0 < x < W 
and 
F,(X) = max viz + F&x - %z) 1 integer z < 
i . 
This recursive equation makes an allocation between the Ith item and the 
previous I - 1 items from a discrete domain. We can change this from a 
discrete domain to a discrete range (step functions) by defining, for 
x E [O, WI, 
g&4 = [+I VI 
so that 
FI(x) = max{g&) + Fl_,(x - x) 1 real z E [0, xl>. (5) 
Now, the g, are step functions and hence FI is a step function and need be 
computed only at points of discontinuity. The discontinuities of FIMl can be 
saved in its calculation and we use candidates 
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in the computation of FI. Any points which do not actually yield discon- 
tinuities for FI are discarded. Examples of the type considered in [l] indicate 
that the number of function evaluations based on (5) is in the neighborhood 
of one-third of those based on (4). 
TRANSPORTATION PROCESS. Using a reduction of dimensionality on a 
transportation problem with two depots and N demand points we get a 
recursion of the form 
Fk4 =min I g&) + g2drI - 4+ FI-dx - 4 I ++x]~ (6) 
with x E [0, Cf=, ri] and gll, g,, are cost functions from the two depots to 
the Ith demand point. Not only are there realistic situations where the g’s 
are nonlinear (out of the realm of linear programming) but they are frequently 
discontinuous. If the example involved transportation by truck, the non- 
linearities would enter because of the complex relation between cost of 
operation per mile with varying load in a given truck-considering fuel, tire 
wear, truck wear, driver fatigue. A major discontinuity occurs at the require- 
ment of an additional truck. Another occurs after enough trucks are added to 
require a change in service facility. Even for one truck there are many situa- 
tions where a variation in the weight of the load requires a different route and 
hence a discontinuity in cost of transportation. In order to approximate this 
type of cost reasonably well the function value must be computed twice at 
each point of discontinuity; between points of discontinuity a mesh size can 
be selected to suit the kind of variation involved. In Eq. (6), the form is 
fc4 = gd4 + &&I - 4 and g(x - .a) =FI-,(x - z). 
With known functions g,, , g,, the discontinuities off are known and, of 
course, the discontinuities of g are saved. At a coincidence of discontinuities 
of f(z) and g(x - z) the two calculations for function value have the form 
f+ + g- andf- + g+. I n p bl ro ems of this type where the discontinuities are 
widely separated and the functions are generally smooth enough to warrant a 
larger mesh, the prediction of discontinuities makes for a drastic reduction in 
computation. 
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