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Abstract—With the penetration of cloud computing and con-
tents delivery networking, flexible and dynamic traffic engineer-
ing in a network connecting globally-distributed datacenters is
demanded, which is often centrally managed based on OpenFlow
technology. To maintain a high quality of service of the network,
detecting and locating deteriorated (e.g., lossy) links is essential.
Therefore, in this paper, a framework of actively monitoring both
directions of all full-duplex (virtual) links of an OpenFlow-based
network is proposed. By designing particular schemes of routing
the probe packets along a multicast tree and ordering the statis-
tics collection from selected switches, the proposed framework
can promptly locate highly lossy links with a minimized load
on both data-plane and control-plane incurred by the measure-
ment. In addition, the proposed schemes are computationally-
lightweight. Our proto-type OpenFlow implementation is tested
on Mininet to show its feasibility. The numerical simulation also
demonstrates the effectiveness of our proposal.
Index Terms—active measurement, multicast measurement,
flow statistics, OpenFlow network.
I. INTRODUCTION
The Software Defined Network (SDN) is an attractive
research topic in recent years, and considered a replacement
solution for traditional network not only in data centers but
also in enterprise networks and wide area networks, so called
SD-WAN. In particular, the penetration of cloud computing
and contents delivery networking requires a flexible and dy-
namic traffic engineering on a network connecting globally-
distributed datacenters, which is often centrally managed by
SDN technology including OpenFlow [1], [2]. By decoupling
the control plane and data plane, SDN becomes more flexible
and simpler to design, configure, operate, and monitor. The
deployment of services and features in the network is exe-
cuted by programming on controllers. In data plane, switches
forward packets based on rules from controllers.
Monitoring is an essential task in networking. Operators
need to know the network status information to make decisions
about routing, load balancing, SLA, and so on. In general,
there are two kinds of measurement approaches: passive and
active. The passive approach is used to monitor link traffic
state by querying the statistics information from switches.
Polling at a high frequency can increase the timeliness and
accuracy, but it also causes more load incurred on switches
and the control network, and there are some works to reduce
such load. In OpenTM [3], each flow is measured by a
periodical query of one switch. However, the switch decision
can affect accuracy. By only using FlowRemoved and PacketIn
messages of OpenFlow standard, FlowSense [4] can calculate
network utilization with no additional cost, but it cannot trace
quickly changed links. In PayLess [5], the authors introduced
a dynamic algorithm to balance the request frequency and the
accuracy.
On the other hand, the active approach sends and receives
probe packets to measure the packet loss, delay, or the round-
trip-time (RTT) on a measurement path. Probe packets have
to move through all links in the network to get the entire
network information. Probing at a high sending rate for a
long duration can increase the reliability and precision, but
it also causes more load incurred on switches and the data
network, and there are some work to reduce such load. Authors
in [7] proposed a measurement scheme that can cover all
links in both directions with minimizing flow entries on
switches. GRAMMI infrastructure is presented to monitor
RTT; it focuses on reducing the flow entries and the number
of probe packets [8]. However, both above methods still have
considerable traffic, especially in links near the beacons (i.e.
the measurement hosts).
The emerging edge-cloud computing for IoT technologies
will further accelerate the need for reliable networking among
a large number of heterogeneous sites over geographically-
wider locations. In such networks, a “link” between two nodes
is not always physical but virtual (e.g., tunneling), of which an
active measurement by proving packets is essential to promptly
monitor a deterioration.
Network-tomographic measurements have also been ex-
tensively studied by which network-internal link states are
inferred solely from end-to-end measurements along multiple
paths including monitored links. After starting from methods
requiring packet-level correlations among measurement paths,
which is costly in practice, the Boolean network performance
tomography was proposed to infer the location of deteriorated
links [9] and followed by a number of studies because of its
practicality (e.g., [10]). A combination of the Boolean tomog-
raphy and the classical analog tomography was also studied
(e.g., [11]). In recent studies, [12] proposed a tomographic-
scheme based on compressed sensing. It measures packet trav-
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Fig. 1. The measurement process
it is only useful on networks with a few deteriorated links. The
study in [13] focused on the relationships between the capabil-
ity of a network in localizing failed nodes and network routing
topological properties. It determined necessary conditions to
locate failure nodes based on Boolean network tomography.
However, network-tomographic approaches always work with
a considerable inference error.
In this paper, based on and motivated by those existing
work, we present a framework for OpenFlow networks to mon-
itor all links in both directions distinguishably to promptly and
efficiently locate highly-lossy (i.e., performance-deteriorated)
links. To minimize the traffic load on both data-plane and
control-plane incurred by the measurement, we propose a
network-assisted multicast probing measurement method.
The basic system model is presented in the next section. The
algorithms to route probe packets and to locate lossy links are
present in Sections 3 and 4, respectively. Section 5 discusses
the routing model and the location of the measurement host
in the proposed scheme. The experimental results by a proto-
type implementation on Mininet and by numerical simulation
are provided in Sections 6 and 7, respectively, followed by the
concluding remarks in the last section.
II. SYSTEM MODEL
Our proposed framework assumes the standard OpenFlow-
based networks consisting of OpenFlow Controller (OFC) and
OpenFlow switches (OFSes), in particular, the capabilities
of the per-flow flexible routing/multicasting and the per-flow
monitoring of its statistics in a centralized manner. The process
starts when the measurement host (MH) sends a measurement
request to the OFC, see Fig. 1. Then the OFC will get the
network topology, calculate probe packet routes, and install
them to OFSes.
After that, a series of probe packets are launched by a single
location of MH; each probe packet (or a copy of it) passes
through every link “once and only once” (in each direction of
a full-duplex link separately) and is discarded at a “leaf port”
on the last OFS along its measurement path. The number of
probe packets arriving at an individual input port on each OFS










Fig. 2. A route scheme example
the packet loss rate on a link (or a sequence of links) located
between two switch ports is calculated by taking a difference
between the numbers of arriving probe packets at those ports.
An example route scheme is illustrated in Fig. 2. The root
port is a switch port connected to the MH; the leaf port
is a switch port which discards the probe packet. A route
of the probe packets (i.e., the measurement flow) from the
root port to the leaf port is called a ”terminal path”. The
number of links located from the root port to the leaf port
is the path length. The routing scheme designs appropriate
terminal paths that cover whole the network, which is realized
by flexible multicasting on OpenFlow. The flow statistics
collecting scheme designs an appropriate order of accesses
to switch ports selectively. Note that, to identify and locate
highly-lossy links, we do not need to access all ports to collect
necessary flow statistics.
Two important features strongly correlated are (i) a flexible
use of multicast measurement on a route tree with a location
of MH (i.e., the root of the tree) to cover all links in the active
probing and (ii) a dynamic optimization of the sequential
access order of flow-entries to collect necessary flow statistics
information in the passive monitoring. A flexible multicast
route tree is used on which each probe packet traverses every
link once and only once, in order to minimize the unnecessary
load on the data-plane in OFSes incurred by the probe packets.
This can avoid the concentration of probe packets at a link
near the MH, especially in large networks. Different possible
multicast measurement routes (including a single unicursal
unicast measurement route over all links as an extreme case)
can have the same benefit in terms of the data-plane load.
However, the robustness and accuracy of measurement are
strongly affected by the measurement route tree. For example,
when a large number of probe packets are lost on a link,
all succeeding downstream links on that terminal path may
not be monitored accurately due to a reduced number of
probe packets passing through those links; a very long single
unicursal route should not be used in this sense.
On the other hand, a sequential access order of necessary
flow-entries on necessary OFSes is dynamically determined
based on a simple Boolean network-tomographic inference of
highly lossy segments (a sequence of links), in order to shorten

















































Step 1: Generate the shortest path tree
Step 2: Complement unused links
Step 3: Add return links
Model 1 Model 2
Fig. 3. The route scheme design
the unnecessary load on the control-plane in OFC and OFSes.
In contrast to the typical existing network-tomographic ap-
proaches, a tomographic approach in the proposed framework
is not used for finally identifying the lossy links; it is used as
only a hint for narrowing the search space and for optimizing
the search order.
III. DESIGN ROUTES
The route tree with a location of MH strongly impacts on
the search performance, i.e., how to locate all lossy links
as quickly with a smallest load as possible. Although some
analytical results on the relationship among the network topol-
ogy, the measurement paths, and the capability of localizing
node failures have been provided in literature (e.g., [13]), it is
computationally hard to find an “optimal” measurement path
tree in terms of minimizing the average number of accesses
(queries) to OFSes necessary to locate all lossy links in a given
network. Therefore, we develop and examine two models; one
is a base-line model (Model 1) which minimizes the length of
each terminal path, and the other is a proposed model (Model
2) which is a heuristic variant based on Model 1. Both models
can compute a multicast measurement tree that covers all links
in both directions in a computationally-lightweight way.
One extreme design choice is a single unicursal terminal
path that traverses all links in both directions. In that case,
a possible way to efficiently locate lossy links is the simple
binary-search along the single path. Although the binary-
search is efficient if the number of lossy links is one (i.e., the
number of necessary access to locate the link is around log2 n
where n is the number of links), this choice cannot leverage a
network-tomographic narrowing scheme explained in the next
section, and thus is not efficient if the number of lossy links
increases in a large network. More importantly, as mentioned
in Sec. II, the length of a single unicursal terminal path
becomes very long in a large network, which strongly degrades
the robustness and accuracy of measurement. Therefore, we
need to use multiple terminal paths. To minimize the length
of each terminal path, as another extreme design choice,
we develop a computationally-lightweight algorithm to find
a multicast measurement tree to cover all links by minimal-
length terminal paths. We call it ”Model 1”.
However, a multicast tree consisting of minimal-length ter-
minal paths may not be suitable for our goal, i.e., minimizing
the number of necessary accesses to OFSes until locating all
lossy links. This is because minimizing the length of each
terminal paths tends to increase the number of terminal paths,
and the number of necessary accesses to OFSes is lower-
bounded by the number of terminal paths. We verify this later
by the experimental results in Sec. VI. Therefore, we also
propose a modified version from Model 1, in which the length
of each terminal path tends to be longer than its minimum
while avoiding too long terminal paths. We call it ”Model 2”.
There are three steps in our proposed routing design, shown
in Fig. 3. The difference between Model 1 and Model 2 is in
Step 2 and Step 3 as explained below.
• Generate a shortest path tree in the downward direction
from the root as shown by the blue dashed lines in Fig. 3.
• Complement unused links that are not on the shortest path
tree as shown by the green dotted lines in Fig. 3.
• Add return links in the upward direction bound for the
root as shown by the red lines in Fig. 3.
A. Generate the shortest path tree (Step 1)
We use the Dijkstra’s shortest path algorithm to build a path
tree from the MH, on which probe packets flow and reach all
OFSes There is no difference between two models here.
B. Complement unused links (Step 2)
We build the route on links not include in the shortest path
tree in Step 1 by extending the tree; there are two cases. If two
OFSes connected by an unused link, e.g., Switches 2 and 4 in
Fig. 3, are positioned at the equal distance from the root (Case
1), the probe packets will be routed to each other. Those flows
of probe packets stop here in Model 1 while they continue in
Step 3 in Model 2. If those two OFSes, e.g., Switches 4 and 5
in Fig. 3, are at different distances from the root (Case 2), the
probe packets will be routed from the OFS nearer to the root
to the other one and back, then the flow stops here in both
models.
C. Add return links (Step 3)
In Model 1, each OFS on the shortest path tree in Step 1
forwards the probe packets back to its parent OFS to cover the
upward link and the flow stops, which minimizes the length
of each terminal path traversing in the upward direction.
Model 2 is more complicated. Unless an upward link is
already covered by another flow, the OFS at the downward
side of the link should extend a flow to its parent to cover the
upward direction according to the following three conditions.
If an OFS is positioned at the tail of a flow complemented
in Case 1 of Step 2, e.g., Switch 2 in Fig. 3, it extends the
flow to its parent on the shortest path in Step 1. Else if an
OFS is positioned at the tail of a flow on the shortest path,
e.g., Switch 7 in Fig. 3, it also extends the flow to its parent.
Otherwise, an OFS (that must have some children) extends one
of the upward flows (a shortest one in terms of the terminal
path length) coming from its children to its parent.
Figure 4 is an expansion of the measurement routes in
Fig. 3. While Model 1 keeps each terminal path is the shortest
one, Model 2 decreases the number of paths by increasing and
homogenizing the length of each terminal path.
After computing the measurement routes, the OFC installs
them to OFSes and sends a notification message to the MH.
Then the MH starts sending probe packets to the network. The
probe packets pass through some OFSes and each OFS records
the number of arrivals as flow statistics information. Then the
MH notifies the probing completion to the OFC.
IV. LOCATE DETERIORATED LINKS
After receiving the probing complete notification from the
MH, the OFC starts the next process to locate lossy links by
querying and collecting the flow statistics information from
selected OFSes in an appropriate access order.
To define “lossy link”, a link is considered as lossy if and
only if its loss rate exceeds some threshold value h. The
value h is a design parameter representing the target quality
of links to maintain, which depends on the target applications
to support. The packet loss rate of a segment (a sequence of
links) from port i to port j, PLR, is
PLR = 1− rj
ri
, (1)
where ri, rj are the numbers of probe packets arriving at
switch ports i, j, respectively.
First, the OFC calculates the PLR of each of the terminal
paths with the information at the root port and leaf ports. If a
terminal path does not include a lossy link, its PLR must be
smaller than h. On the other hand, if the PLR of a terminal
path exceeds h, this terminal path is likely to include lossy
link(s). Then, by considering a correlation among terminal
paths in terms of the degree of packet losses, we can narrow
the search scope, i.e., the expected locations of lossy links. If
a terminal path is lossy and there are no other lossy terminal














































Fig. 4. The multicast route tree
between the leaf port and the nearest multicast parent port on
the considered lossy terminal path. The dashed line on Model
1 in Fig. 4 shows an example of this case. The ports along
this segment should be queried in a binary-search manner to
locate the lossy links.
If there are multiple terminal paths whose PLRs exceed the
threshold h, the port most-commonly shared by those paths is
queried first, to collect the number of probe packets arrived,
which produces separated sub-trees, and the same procedure is
performed recursively. The dashed lines on Model 2 in Fig. 4
show an example of this case. This is a kind of Boolean
tomography but is used for narrowing the search space and
for optimizing the search order. The actual packet loss rate of
each lossy link is exactly measured based on the difference
between the numbers of arriving probe packets at upper and
lower ports of the link.
V. THE MEASUREMENT TREE MODEL AND THE
MEASUREMENT HOST (MH) LOCATION
We discuss how the measurement tree model and the MH
location affect the terminal path properties, which finally
impact on the search performance. In general, the route tree of
Model 1 has more terminal paths but less average route length
than Model 2. We consider two extreme cases. The first case
is the MH connected to a OFS with many neighbors. From the
root port, the route tree divides into many independent parts.
The ability to use relationships between paths to narrow the
search space of loss will reduce. This means more statistic
information is required and the performance also decreases.
In the second case of the MH at the edge of the network, the
distances from the root switch to others are longer, especially
TABLE I
THE NUMBER OF TERMINAL PATHS AND THEIR AVERAGE LENGTH IN THE
EXPERIMENTAL NETWORK
MH location Switch 8 Switch 1 Switch 4
Model M1 M2 M1 M2 M1 M2
Number of paths 19 10 18 10 18 9
Average length 2.58 3.5 3.06 4 4.83 6.22
TABLE II
THE NUMBER OF TERMINAL PATHS AND THEIR AVERAGE LENGTH IN THE
SIMULATION WITH MODEL 2
MH location Sw. 1 Sw. 2 Sw. 6 Sw. 12 Sw. 13 Sw. 16
No. of paths 16 17 16 15 16 15
Aver. length 4.31 4 4.25 7.07 4.69 6.60
to the opposite OFSes. So, it generates relatively a small
number of long length terminal paths.
Table I shows the number of terminal paths and their
average length in the experimental network, see Fig. 5. At
each different MH location, Model 2 has a more number of
terminal paths compared to Model 1 but their average length
is larger, especially at the edge of network. For Model 2,
however, in a larger network illustrated in Fig. 6, the terminal
path properties and the host locations are not simple, see Table
II. The allowable maximum length of a terminal path depends
on the expected link loss rate on each link.
VI. AN IMPLEMENTATION AND EVALUATION ON MININET
We preliminary implemented a prototype monitoring system
based on the proposed framework on OFC using Ryu [14] with
OFSes using Open vSwitch switch OS [15], and successfully
tested that on Mininet [16], which shows the basic feasibility
of the proposed framework. Mininet is a network emulator
which creates a realistic virtual network of hosts, OpenFlow-
supported switches, controllers, and links on a single PC
hardware, and thus used to develop, test, and debug OpenFlow
and SDN systems.
Our experimental network topology on Mininet is shown in
Fig. 5, there are 11 OFSes and 15 links (30 links in both
directions). We use Ryu framework with OpenFlow 1.3 to
program the controller. Three locations of MH are considered.
Switch 8 has the most neighbors; Switch 1 is a neutral location;
Switch 4 is at the edge of the network.
Table III presents the search performance, i.e., the number
of accesses to OFSes to identify loss links in two cases:
two loss links and three loss links. Loss links are randomly
generated by tc command with the loss rate is 0.1. The
threshold of the lossy link is 0.05. The performance of the host
at Switch 8 is the worst. In this case, the route tree consists of
five independent parts. So, this location is not a good choice.
From this experimental result, Model 2 seems to achieve a
better search performance. This is as expected because Model
2 generates a smaller number of terminal paths in general.
With Model 2, there is a trade-off in locations at Switch 1 and












Fig. 5. The experimental network topology
TABLE III
THE NUMBER OF ACCESSES TO OFSES IN THE EXPERIMENTAL NETWORK
ON MININET
MH location Switch 8 Switch 1 Switch 4
Model M1 M2 M1 M2 M1 M2
2 lossy links
Max. value 22 16 21 15 21 14
Aver. value 21 13.9 20.5 13.6 20.5 12.7
Stdv. (0.63) (1.22) (0.67) (0.66) (0.67) (0.78)
Min. value 20 12 19 13 19 12
3 lossy links
Max. value 23 17 22 16 24 17
Aver. value 22 14.6 21 14.2 21.5 14.2
Stdv. (0.77) (1.11) (0.89) (0.98) (1.57) (1.89)
Min. value 21 13 20 13 20 12
links, while Switch 1 is better in case with three loss links in
terms of the worst case performance (the maximum number of
accesses) and the performance stability (the standard deviation
of the number of accesses).
Since the number of necessary accesses to OFSes is lower-
bounded by the number of terminal paths, a simple heuristic
will choose candidate MH locations with a smaller number of
terminal paths. Then, a better one will be selected from the
candidates by comparing their performances through numeri-
cal simulation.
VII. SIMULATION RESULTS
Numerical simulation is useful to examine the performance
quickly and comprehensively, especially in large-scale net-
works. It allows to change the network topology, the MH’s
position, the loss rate of each link, the number of probe
packets, the threshold , and so on in a controlled manner.
We evaluate the search performance of our proposal on a
network illustrated in Fig. 6. There are 18 OFSes and 23 links
(46 links in both directions); the packet loss rate of each link
is randomly chosen from 0.005 to 0.1; the threshold loss rate
of the lossy link is 0.03; the number of probe packets is 1000.
The simulation runs 1000 times. Its result is presented in Table
IV.
Since we have confirmed Model 2 is better than Model 1
also in this example, we only show and discuss the result
with Model 2. With Model 2, the MH at Switch 12 and
Switch 16 have the best performance in all three different cases


















Fig. 6. The simulation network topology
TABLE IV
THE NUMBER OF ACCESSES TO OFSES IN THE SIMULATION WITH MODEL
2
MH location Sw. 1 Sw. 2 Sw. 6 Sw. 12 Sw. 13 Sw. 16
2 lossy links
Max. value 25 25 25 25 24 22
Aver. value 20.40 21.18 20.73 20.28 20.43 19.70
Stdv. (1.25) (1.19) (1.51) (1.51) (1.18) (1.17)
Min. value 18 19 18 17 19 18
3 lossy links
Max. value 25 27 27 27 26 25
Aver. value 21.25 22.13 21.46 20.89 21.3 20.49
Stdv. (1.25) (1.31) (1.44) (1.54) (1.24) (1.25)
Min. value 19 19 18 18 19 18
4 lossy links
Max. value 26 27 28 26 27 25
Aver. value 22.07 22.86 22.32 21.46 22.06 21.27
Stdv. (1.25) (1.27) (1.46) (1.5) (1.28) 1.27
Min. value 19 20 19 18 19 19
two MH locations, Switch 16 is better in terms of the worst
case performance (the maximum number of accesses) and the
performance stability (the standard deviation of the number of
accesses). Based on this result, the MH should be chosen from
candidates which have a smaller number of terminal paths and
at the edge of the network, although the impact of the number
of terminal paths (and the average length of terminal paths)
to the performance is not simple. Furthermore, the evaluation
results suggest, by selecting an appropriate measurement host
location with Model 2 measurement path tree, the average
number of necessary accesses to OFSes is less than half of the
number of all monitored links to locate multiple simultaneous
lossy links up to four in this simulation.
VIII. CONCLUDING REMARKS
Our contribution is as follows. First, we have proposed
a practical framework of monitoring both directions of all
full-duplex links of an entire OpenFlow-based network to
locate the highly-lossy links. The framework introduces a
combination of actively probing a number of packets that are
discarded at some OFSes and collecting the statistics on the
arrival of those packets passively recorded at each OFS (each
input port of each OFS, more accurately), which is a kind
of network-assisted active measurement. Second, to promptly
locate highly lossy links with a minimized load on both data-
plane and control-plane incurred by the measurement, we
have considered two strongly related features; an appropri-
ate multicast route tree designed to flow the probe packets
covering an entire network, and an appropriate sequential
order of accessing the flow-entries dynamically determined
to selectively collect the necessary flow statistics information
in a simple network-tomographic approach. An appropriate
location of MH is not obvious and should be investigated
in each individual case. Each feature is implemented in a
computationally-lightweight manner, although it may not be
optimal in general. Our prototype implementation will be
tested on a nation-wide OpenFlow testbed (RISE) in Japan.
As the next step, we are implementing a monitoring sys-
tem to locate highly delay-variable links based on the same
proposed framework, although it requires an extension of the
flow entry. We also challenge to develop more adaptively op-
timized schemes of routing the probe packets and ordering the
statistics collection by reflecting the past measurement results
in continuous monitoring scenarios. Increasing resiliency and
scalability by introducing multiple controllers is also important
as future work.
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