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ABSTRACT 
We present an algorithm for the multiinput pole assignment problem. This 
algorithm is based on basic linear operations uch as matrix-vector multiplications, 
resolution of upper triangular systems of smaller sizes than the original problem, and 
resolution of systems with multiple right hand sides, for which efficient and parallel 
algorithms have been developed. Furthermore, those independent systems can be 
computed in parallel. The accuracy of the algorithm has been checked on some 
numerical examples. 
1. INTRODUCTION AND NOTATION 
Given the time-invariant linear dynamical system 
k(t)  =Ax( t )  + Bu(t) 
where A and B are real matrices of sizes n X n and n × m, respectively. 
The pole assignment problem consists of finding a matrix K such that the 
spectrum of the matrix A - BK has prespecified conjugated complex num- 
ber set 12 = {A], A 2 . . . . .  An}. The solution of this problem is applied to the 
stabilization of a perturbed system, that is, the search for a feedback control 
*Supported by Spanish CICYT grant TIC91-1157-CO3-01. 
LINEAR ALGEBRA AND ITS APPLICATIONS 199:427-444 (1994) 427 
© Elsevier Science Inc., 1994 
655 Avenue of the Americas, New York, NY 10010 0024-3795f94f$7.00 
428 RAFAEL BRU, JUANA CERDAN, AND ANA M. URBANO 
u( t )  = -Kx(t )  such that the perturbed system comes back to its stable 
position. It is well known (see [9]) that the pole assignment problem has a 
solution if and only if the pair (A, B)  is controllable. 
There are several algorithms for solving the above problem by construct- 
ing a matrix L. Datta [3] presents a parallel algorithm for the multiinput case 
based upon partitioning the desired set of eigenvalues according to the sizes 
of the diagonal blocks of the Hessenberg matrix. This algorithm solves linear 
matrix equations whose constant terms are blocks of the matrix B obtained 
by the above partition. Kautsky, Nichols, and Van Dooren [4] give an 
algorithm which constructs the matrix L by arbitraI T linearly independent 
vectors of certain null spaces. Tsui [8] presents an 'algorithm partitioning the 
spectrum according to the controllability indices. Arnold and Datta [1] 
introduce a sequential algorithm based on a simple linear recursion. Other 
pole placement algorithms are given in [2], [5], [6], and [7]. 
In this work we present an algorithm for the multiinput pole assignment 
problem partitioning the desired set of' eigenvalues in a different way from 
the algorithm given in [3] and [8]. In order to compute the matrix L we take 
vectors of null spaces of certain matrices similar to those given in the 
algorithms of [4] and [8]. We construct hose vectors from the solutions of 
triangular systems in a particular way described in Section 2, exploiting the 
Hessenberg structure of the matrix of the problem. In this algorithm the 
computational cost reduces to solving upper triangular systems of size less 
than n and solving systems with multiple right hand sides. Further, these 
systems are independent, and so they can be solved in parallel in an easy way. 
The accuracy of the algorithm is checked on some numerical examples given 
in the last section. 
The following notation is used in what follows: 
(i) Given a matrix M, ~r(M) denotes its spectrum. We use M for the 
matrix obtained from M by eliminating its first n l rows, and M for the 
matrix constituted by those n 1 rows. 
(2) Given A h ~ R and the matrices S ~ ~P×'J, p > q, and T ~ R pxt 
p >t .  lf 
I] IT I $1 and T = S= $2 T ' 
where S l ~ II~ qxq, S 2 ~ N (v q)xq T1 ~ ~(p-t )×t ,  and T e ~ ~.~tXt we de- 
note by S (h) and T Oo the following matrices: 
S (h) = $2 ' T2 - A h l tx t  " 
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(3) Given a vector X, we denote by X(n~) the first n 2 components of X, 
and by X(nk), k > 2, the n k components of X between n 2 + n 3 + ..- + 
n k_ ~ + 1 and n 2 + n 3 + "" + n k_ l + nk. 
(4) e i denotes the ith unit vector of the corresponding snbspace of R '~. 
(5) We define A = diag(A 1, A 2 . . . . .  A,,), where A i, i = 1, 2 . . . . .  n, are 
the eigenvalues to assign. We partition the set 1) = {AI, A 2 . . . . .  A,} into k 
subsets at most, such that the ith subset 1~i includes the eigenvalues of 1) 
between n I +n  2 +- - .  + n~_ 1 - ( i -  1)n~+ landn 1 +n 2 + ' - -  +n~_ l -  
(i - 1)n i + i(n i - hi+l), both included, whenever n i ~ ni+ ~. In the other 
case (i.e. n i = ni+l), Oi = 1)i+~. We take n o = nl,+l = 0. 
2. STATEMENT AND RESOLUTION 
In this section we outline the three basic steps of the resolution of the 
problem. The first one, as usual, refers to the block Hessenberg form. In the 
second one we reduce the original matrix equation to a new one of less 
dimension. Finally, the last step explains how we solve that new matrix 
equation, 
First, transform the pair (A, B) by orthogonal similarity to the Hessen- 
berg form (H, C), that is, 
where C 1 is upper triangular of full rank and 
H= pTAp = 
Hll H~2 "" H~, k- ~ Hlk ] ",,! 
H21 He2 "'" He, k- J H2k "~ 
i H32 "'" Ha,k 1 H3k ,,~, 
0 "'" Hk, k- J Hkk 
n 1 n 2 * ' "  nk_ l  nk  
n 1 >~ne/> ".. /> n~ 
with H~+I, ~ = [0 T~+I,~], in which the matrices T~+I, i ~ R .... ×n,+~ for i = 
1, 2 . . . . .  k - 1. For details, see [6] and [7]. 
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Therefore the initial problem is transformed into the following one: Given 
the pair (H,  C), we want to find a matrix F ~ N m×" such that o ' (H  - CF)  
= fL We suppose for now that f~ is a complex pairwise distinct set. Then 
the matrix K = FP r will be the solution for the pair (A, B), since H - 
CF = PrAP  - P rBKP  = pr (A  - BK)P ,  and therefore o ' (H  - CF)  = 
o ' (A  - BK)  = ~.  
The pole assignment problem for the pair (H ,C)  is solved in the 
following way: Let A = diag()ti). Since the pair (H,  C) is completely control- 
lable, we know that there exists a nonsingular matrix L ~ N"×" (recall that 
~ ~ "~i if i =/=j) such that 
A = L ' (H  - Ce)L ,  
or equivalently 
HL 
- -  = = [ 0 ] 1 '11 " (1 )  
In order to solve this matrix equation we proceed as follows. First we shall 
obtain a nonsingular matrix L ~ N,,x, such that 
/~L - LA = O. (2) 
Then, defining G = C 1FL, we evaluate that matrix from (1) as G =/1L  - 
LA.  Then F = C~IGL  -1. Therefore we should find the matrices F and L 
satisfying the initial problem (1) for the pair (H,  C). 
Now we shall explain how to solve the matrix system /~L - LA = O, 
which can be written as 
where I i is the ith column of the matrix L. 
Since the first n 1 - n 2 columns of the matrix (/1 - )t~[O I,,_,,,]) are 
zeros, we can arbitrarily choose the first n 1 -n  2 components of each 
n-vector 1~, i = 1, 2 . . . . .  n. We shall take 
i i ] if i -= 1,2 . . . . .  n 1 -n2 ,  
| i  ~ O 
- -  . . ,~  j, ,,~ ,2 if i=(n l  n2)+l ,  n. 
where Ji is the ith column of the matrix L. 
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The first n 1 - n 2 eigenvalues which are in ~'~1 are used to compute the 
vectors l~=e~,  i=  1,2 . . . . .  n 1 -n  2. 
Our original problem has been reduced to the computation of n -  
(n 1 - n 2) subvectors. Then, eliminating the first n 1 - n~ null columns in 
the matrix of the systems (3), taking into account the structure of the blocks 
Hi+ 1, i and the following partition of the blocks Hi j  = [S~j T~j], where S~j 
~,x(~j-~j+,)  and T/j ~ ~"'x 'b+',  it turns out that we have to solve the 
n - (n 1 - n 2) triangular linear systems 
T~ s~'~) Tt'd s~ T~ ... s~ r~ 
o o r~ S~) T~) ... S~ r~ 
O O O O T43 -" S4k T2~ 
0 0 0 0 0 . . .  ¢(i) ,r(i) ~'kk ~t kk 
ii = O~ 
i - - ( ,1 -n~)+l  . . . . .  n. (4) 
In the third step, we solve these triangular systems as follows: 
(a) We consider first the subsystem 
[ r~l s~,]x,  = o. (5) 
We partition X, = [XT ~f~]T according to the sizes of T2, and S~ ). Since Tzl 
is nonsingular (He1 has maximum rank) and S~ ) ~ ~,,2×(.2-n3), we write the 
equivalent riangular system 
T~K = - ~(')?~ . .  ~ (6 )  
for each eigenvalue between (n 1 - n 2) + 1 and (n 1 - n 2) + 2(n 2 - n 3) 
included in H 2. To simplit~, let us renumber those eigenvalues from 1 to 
2(n  2 -n3) .  Then setting Xi = ei, we have the following (independent) 
solutions of (5): 
1 I °'i+(n2-n3) X i = and X~+(n2_,~ ) [ e~ 
ei 
i = 1,2 . . . . .  n z - n 3, 
432 RAFAEL BRU, JUANA CERD,~N, AND ANA M. URBANO 
where a~ j> is the solution of the corresponding system (6). Then 
,_[x,] 
We shall denote these parts of the matrix L as 
(b) The second subsystem is
o 7"~ s~ Y' = o. (7) 
If Yi is a solution of (7), then 
As a consequence of the structure of the coefficient matrix in (7), the 
components of Yi which are nmltiplied by ~22¢(i~ can be taken null, and we 
obtain solutions of the homogeneous system 
o, (s) 
where T21 ~ ~"~×"~ and T32 ~ ~"~×"~ are nonsingular and S~.~ ) 
~"~×(":~ "~. For each eigenvalue of ~3 between (n I + n 2 - 2n 3) + i and 
(n 1 + n 2 - 2n 3) + 3(n 3 - ha), we solve (8) in the same way as the homoge- 
neous system (5) of part (a), and we obtain the (independent) solutions of (8) 
[ a7 ~ ]
Le, J 
- _(2) ] 
~i+{n 3 n 4) 
W2(,,:~-,,,) ' 
e i  
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Yi + 2(r13_ n4 ) 
- a(2) 
i+ 2(n3--n4) 
b~'~+) 2(n3-,,,) 
e i 
where i=  1,2 . . . . .  n 3 -n  4 and the eigenvalues have been renumbered 
from 1 to 3(n 3 - n4). The subvectors 
and 
" (2) ] 
a i+(n3-n4)  
0 
b(e) i+(n3-n4)  
e i 
Y,+2(,,~-o,) 
- a (Z)  _ q = '+2(°3 n4) [
I.( `2 ) / '  
°i+2(n3--n4) I 
e~ j 
with i = 1, 2 . . . . .  n 3 - -  n4, are the solutions of the corresponding homoge- 
neous system (7). We write these parts of the matrix f, as 
r il IA:I 
Repeating this reasoning, we may get in each of the following steps 
4(n 4 - n 5) columns of L,, 5(n 5 - n6) columns of L, . . . . .  (k - 1)(n k_ 1 - nk) 
columns of L, and kn k columns of f, [in the last case we take the whole 
matrix of the system (4)]. 
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In this way, a (nons ingu lar )  matr ix  L ~ ~"  ×" such that  /qL - LA  = O 
is const ructed .  This matr ix  L has the fol lowing structure:  
" I 0 0 0 0 0 . . .  0 0 . . .  0 
0 A~ ') A~ ') A~ 2) A~ ) A!~ ) "" A~ k-t) A~ k- ')  -" A~, ~ 1' 
0 I I 0 0 0 ... 0 0 .'. 0 
0 0 0 B}2) B,2(2) B~2) ... B~k 1) B~k- I) ... Btk- I) 
0 0 0 I I I ..- 0 0 ..- 0 
o o o 0 o o ... c{ *-~ c~ k '~ .-. c~ k-~ 
0 0 0 0 0 0 ... 0 0 -.. 0 
... w(k-t) 0 0 0 0 0 0 -.. Wff-  ') W} k- ') 
0 0 0 0 0 0 ... 1 l 
n 1 - n ,  2 2 (n  2 - n3)  3 (n :~ - n4)  kn k 
[11 - -  1l 2 
TI 2 
~3 
~13 - -  n 4 
I I  4 
n 4 - -  n 5 
nk  
3. ALGORITHM 
Given the  contro l lab le  pair  (A ,  B), A ~ ~"×"  and  B ~ ~"×" ,  and  the 
con jugate  complex  number  set t l  = {h 1, h 2 . . . . .  h,,} such that  hi 4= Zj if 
i ~ j ,  this a lgor i thm obta ins  a matr ix  K such that  ~r(A - BK)  = f t .  
Step 1. Trans form the  contro l lab le  pair  (A ,  B)  by or thogona l  s imilar ity 
to the Hessenberg  form (H ,  C) ,  that  is, 
H = PTAP = 
H~ H~2 ... Hi ,  k -  
H21 H22 "'" H2, k -  
0 Haz "" Ha, k -  I 
0 0 "'" Hk,k_  ~ 
Hlk  n~ 
H2k n2 
H3k "3 
Hkk n~ 
nl  n2 "'" nk -  I ~k 
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C = PT"B = 
C I rt I TII 
where n 1 >/n 2 >~ "" >~ nk, Hi+~, i = [O Ti+l,i], and the matrices Ti+~, i 
~"~+~× ..... and C 1 E ~ nl×nx are upper triangular of full rank for i=  
1, 2 . . . . .  k - 1. The remaining blocks of H are partitioned as Hij = [S~j Tij], 
where S~j ~ R"'x("J-"J +1) 
Step 2. t = n 1 -  n 2. 
For i=  1,2 . . . . .  k -  1 
Forh  =t  + 1, t +2  . . . .  , t  +( i+  1)(n~+ 1-n~+ 2) 
j = [h - ( t  + 1)]mod(ni+ 1 - ni+ z) + 1 
Solve in parallel the triangular systems 
end 
t=h 
end 
where 
A~X h = _S ie  j 
T33 1 A i = T32. T(h). T3i 
o o ... r i+ l ,  
and fo r i=  1,2 . . . . .  k -2  
S i 
I $2, i+1 
53, i+1 
S¢h) i+1,i+1 
and Sk- 1 
S2k Tzk 
S3k r3k 
|q(h) ,r(h) [_°kk lkk 
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p = n I - -  ~,12 
For i = 2, 3 . . . . .  k, 
t = n - (n  1 +n~ +'"  +n i -n i+~) .  
For h = 1,2 . . . . .  i(n i - ni+ 1) 
j = h mod(ni - ni+l) 
17;, = [o,._,,~ Xl,+t,(n2) o,,~._ .... Xt,+t,(na) 
e./ Or] 
end 
p=h+p 
Do 
end 
Do 
Do 
L ,=[e ,  "'" 1 
L = [L ,  L~ "'" Lk] 
Step 4. Compute G = /~L - /,A. 
Step 5. Solve XL = G. 
Step 6. Solve C 1F=X.  
Step 7. Compute K = FP "r. 
"'" Xh+l,(m) 
4. VALIDITY OF THE ALGORITHM 
We shall prove the nonsingularity of the matrix L obtained by the 
algorithm and displayed in Section 2. For simplicity, we give the proof when 
the number of blocks, k, is g, which has the complexity of any other k. 
Applying the algorithm in this case, the matrix L obtained is 
i I , l l -no  
I o 
L= O 
I 
I O 
I 
O 
O O 
A~ 1) A~ ~) 
O O 
O O 
O O 
0 0 
O 
n I -- n 2 
A!# ) ,,~ 
O 
n ~ n 3 
B~ 2) n:~ 
[n~ rl 3 
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We shall prove the independence of the second and third blocks of L. For 
that, we denote by/x 1,/x 2 . . . .  ,/*2(,~-,3) and r/l, r/2 . . . . .  ~3n3 the eigenvalues 
used to obtain the vectors 
e i  , 
0 
0 
i=  1,2 . . . . .  ng -n  a, (9) 
and 
, 
I j+na 
!,Lej tej Lej J) 
j = 1,2 . . . . .  n a, (10) 
which are the columns of the second and the third block, respectively. Recall 
that the vectors given in (9) and (10) are solutions of systems (5) and (7), 
respectively. Therefore the following relations hold: 
!, 
a{~ 
e i  
o 
o 
i = 1,2 . . . . .  n z -n  a, (11) 
where R T= [Rrl O], and Rza is the principal submatrix of dimension 
n 2 - n 3 of T~I; and 
[a (2) OJ+n3 h(2) ~j+n 3 
ej 
: ]  o Jo 
~" - -  - -  e j  b~ + (nj+n~ nj) T~ "s + (nj+.~ nj) 2 
L"J I o 
(12) 
with j = 1, 2 . . . . .  n a, where j r  = [O (T~-21)T]. A similar relation can be 
obtained for the other column of the third block. Consider the following null 
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linear combination: 
 t,151+  °, i=l 
{ [a(? ~ "// 
j= 1 
LeJ 
I a 2) ] 
oJ+n'~ [ 
ej ] 
i 21/[i],,2 = t12 - -  n 3 
LeJ j )  , , ,  
Using (11) and (12) in the above expression, we obtain 
,~, t ° ] 
- /o /  
LeJ _I 
e, /  = 
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The above expression is equivalent to 
A{ll) R A ]2) A 
O O O 
0 B~ 21 T~z 1 
0 1 0 
] v2 o 
O U3 = ° , 
° o 
o _zzJ 
(13) 
rt 2 -- tt 3 where U~ = [a~ + /3~]~=~ ,, V [  = [/3i(/xi+(.2_.3 ) /~)]~'2~ " , U f  = 
113 [yj + 6j + ej]~ 1, V T = [6j(7/j+. 3 - T/j) + 6i(./i+2. ~ - ~/j)]j=,, and Z T = 
- -  ,~  ~121n3 [~j( '0j+n 3 -- "0j )2 + ~j(T/j+2n3 '/ j" ' j= l"  
It is straightforward that the unique solution of (13) is the trivial one. 
Therefore we obtain the following systems: 
,~, +/3, =°o} 
O~i ~'Li -~- ~i ][~i+(n2--n3) 
~lJ'OJ + ~J'Oj +n3 "{- °°J'Oj + 2n3 ~ l 
2 2 
i = 1,2 . . . . .  n 2 -n  3, 
j = 1 ,2 , . . . ,n3 ,  
whose matrices are Vandermonde. Then 
ai ~--- ~ i  = 0 for i = 1, 2 . . . . .  n 2 -- na, 
~=6j=e j=O for j= l ,2  . . . . .  n 3, 
since /z i ~ ]£i+(n2_na ) and N # 71j+,,3 # 71j+z,,3 for all i and j. 
Therefore the matrix L constructed is nonsingular. 
The main idea for proving the nonsingularity of the matrix L in the above 
case comes from the relations (11) and (12). Then, reasoning in the same way 
for k > 3, we can establish the following theorem: 
THEOREM 1. Let ( A, B) be a controllable pair. Let ~ = {/~1, /~2 . . . . .  }~n } 
be a set o f  pairwise distinct conjugate complex numbers. Then 
1. the matrix L constructed by the algorithm is nonsingular, and there- 
ore, 
2. ~r( A - BK)  = f~, where K is given in step 6 of  the algorithm. 
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5. NUMERICAL REMARKS 
(1) As we mentioned in the introduction, this algorithm is valid when the 
eigenvalues to assign are pairwise distinct. However, the algorithm permits 
certain possibilities to work with eigenvalues with multiplicity greater than 1. 
For instance, we can have n~ - n e repeated eigenvalues and use them to 
compute the first n 1 - n. 2 columns I i of L, which are the unit vectors ei, 
i = 1, 2 . . . . .  n I -n  2. On the other hand, the basic point in proving the 
nonsingularity of L is that we get homogeneous Vandermonde systems which 
are nonsingular because the eigenvalues included in the corresponding subset 
of the partition of f~ are pairwise distinct. Then we can take this partition in 
such a way that no subset has repeated elements. 
(2) To avoid complex arithmetic when we assign complex conjugate 
eigenvalues, we replace the conjugated pair (a ++_ bi)  in the diagonal matrix L 
with the block 
(3) The complexity of the algorithm reduces to computing upper triangu- 
lar systems and two systems with multiple right hand sides. In fact, given 
n x > n 2 > ".. > n k, in step 2 we have to solve 2(n 2 - u 3) upper triangular 
systems of size n 2, 3(n 3 - n 4) upper triangular systems of size n 2 + n3 . . . . .  
and kn k upper triangular systems of size n 2 + n 3 + "- + n~. The estimated 
average upper bound size of the triangular systems is (k  - 1 )n~/n  k. Then, in 
order to obtain the solution of the assignment problem, we have to solve two 
different systems with multiple right hand sides in steps 5 and 6. In the first 
one, the structure of the matrix is staircase, and in the second one it is upper 
triangular of size rn × m. 
(4) We illustrate our algorithm (computed by MATLaB) by means of some 
numerical examples. We have used Examples 1 and 2 from [1] and Examples 
3 and 4 from [5]. At the same time we compare our results with those 
produced by the algorithms of [1] and [5]. 
EXAMPLE 1. 
A = 
1.3800 -0.2077 6.7150 -5 .6760]  
-0.5814 -4.2900 0 0.6750 /
1.0670 4.2730 -6.6540 5.8030| '  
0.0480 4.2730 1.3130 2.1040J 
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B = 
0 ] 
5.679 00 
1.136 -3.11 " 
1.136 
Poles to be assigned: -0.2, -0,5, -5.0567, -8.660. The matrix F is 
F = [ -0.0047 0.2646 -0.2040 0.2016] 
t -0.2326 0.8623 -0.4538 1.23731" 
HFII2 = 1.6323 and cond(L) = 4.4497. 
The following table gives the spectrum of H - CF:  
Algorithm o'(  H - CF)  
Proposed 
[5] 
-0.2000, -0.5000, -5.0567, -8.6600 
-0.2000, -0.5491, -4.9693, -8.9693 
The relative errors of the eigenvalues calculated by our algorithm are of 
order 10 -15 or less. If we round the feedback matrix F to three significant 
digits, we obtain the following results: 
Proposed algorithm Algorithm of [1] 
A i Absolute error % Absolute error % 
- 0.2 0,003281 1.6407 0,0019 0,961 
-0 .5  0.000528 0.1056 0.0011 0.226 
-5.0567 0.001553 0.0307 0.0029 0.057 
-8.660 0.000441 0.0051 0.0008 0.009 
EXAMPLE 2. 
-0.1094 
1.3060 
A= 0 
0 
0 
0 
0.0638 
B = 0.0838 
0.1004 
0.0063 
0.0628 0 0 0 ] 
-2.1320 0.9807 0 o 
1.5950 -3.1490 1.5470 0 / ' 
0.0355 2.6320 -4.2570 1.8550 
0.0023 0 0.1636 -o .1625J  
139i 
] 
- 0 .  | .  
/ 
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Poles to be assigned: -0 .2 , -  0 .5 , -  1 .0 , -  1.0 ± 1.0i. The mafix F is 
-22.1065 -38.5181 29.1980 291.5552 80.9833] 
-4.0174 -33.9781 15.9441 235.7217 55.9356] 
blFll2 = 431.6168 and cond(L) = 120.6098. 
The following table ~vesthe spectrmn of H - CF :  
Algorithm ~(H - CF)  
Proposed 
[5] 
-0.2000, -0.5000, - 1 .0000 ± 1 .0000 i ,  - 1.0000 
-0.2000, -0.1787, - 1.6161,7.6122, -9.3174 
The relative error of the eigenvalues calculated by our algorithm is of order 
10 -14. If we round the feedback matrix F to three significant digits, we 
obtain the following results: 
Proposed algorithm Algorithm of [1] 
)% Absolute errors % % 
- 0.2 0.00579 × 10 -3 0.0028962 10.9 
-0 .5  0.02213 × 10 -3 0.004426 31.7 
- 1 0.31794 × 10 -3 0.03179 0.2 
- 1 ± i 0.24858321 × 10 -3 0.01757811535 4.8 
EXAMPLE 3. 
l; 1 1 A= 0 
Poles to be 
The matrix 
[ 
4 78i] 93 2 6 4 7 4 6 7 8 
7 4 2 4 ' 
0 6 7 8 
0 0 0 5 
assigned: 1, 2, 4, 5, 7, 8. 
F is 
0.0001 
B = 
0.09999980000010 1.21666601666707 
0.00000009999990 -0.00000121666723 
0.00000000000010 0.00000000000122 
0.46666506666736 
- 0.00000046666553 
0.00000000000047 
X 10 -17 . 
2.06666433809604 
-0.0000020666640 
0.00000000000207 
IIFIIz = 3.2808 × 101~ and cond(L) = 147.1083. 
100 100 ] 
0 0.0001 100 
0 0 0.0001 
0 0 0 " 
0 0 0 
0 0 0 
0,66666572381012 
-0,00000066666639 
0,00000000000067 
2.08333042619137] 
-0.00000208333251 / 
0.00000000000208J 
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The following table gives the spectrum of H - CF  for the algorithm 
proposed and the algorithm of [5] rounded to six significant digits: 
Algorithm o'( H - CF)  
Proposed 
[5] 
0.999952, 2, 4, 5, 7, 8 
1, 4, 7, - 0.876704, 5.06053 × 10 4 ± 1.23907 × 106i 
EXAMPLE 4, In this case the matrices A and B are obtained by using the 
SVD on the pair of Example 3 (see [5]): 
A = 
1.59850 -3.88481 -0.195468 -8.700877 -7.64545 -8.39634- 
-0.88480 3.40150 -2.37822 6.59267 4.64188 7.71372 
-0.88109 -1.45121 -1.12941 4.31765 3.47088 3.57935 
0 7.94467 1.31764 9.12941 8.24336 9.65340 
0 0 0 9.21955 8 9 
0 0 0 0 5 8 
B = 
[i 9403 98757i] 0 - 108.166 
0 
0 
0 
0 
Poles to be assigned: 1, 2, 4, 5, 7, 8. The matrix F is 
0 0 0 0 0 01 
0.0350 0.5102 0.1773 0.8428 1.0268 1.3093 ]. 
0.0095 - 0.0397 0.0220 - 0.2425 - 0.2389 - 0.3384 J 
IIFll2 = 1.9978 and cond(L) = 1488.992. 
The following table gives the spectrum of H-  CF  for the proposed 
algorithm (with absolute rror of order 10 -11 ) and the algorithm of [5]: 
Algorithm o'( H - CF)  
Proposed 
[5] 
1,2,4,5,7,8 
1.00012, 2.00002, 3.99931, 5.00062, 7.00022, 7.99972 
In all the examples the accuracy of the eigenvalues obtained by the 
algorithm proposed is quite good--even in Example 3, which is an ill- 
444 RAFAEL BRU, JUANA CERDAN, AND ANA M. URBANO 
conditioned eigenvalue problem (see [5]). On the other hand, the absolute 
error and the relative rror (%) of the proposed algorithm in Examples 1 and 
9~ are comparable with the results of the algorithms computed in [1]. We 
point out that in Example 2 the results of the proposed algorithm improve on 
the other ones. 
We would like to thank Paul Van Dooren for  reading a draft of  this paper 
and making some helpful remarks. 
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