Abstract-in this paper we present a new generic frame that boosts the performance of different time series dimensionality reduction techniques by using a fast-and-dirty filter that we combine with the lower bounding condition of the dimensionality reduction technique to increase the pruning power. This fast-anddirty filter is based on an optimal approximation of the segmented time series. The distances between these segmented time series and their approximating functions are computed and stored at indexing-time. This step is repeated using different resolution levels which correspond to different lengths of the segments. At query-time these pre-computed distances are utilized to prune those time series which are not similar to the given pattern using the least number of query-time distance computations. We conduct experiments that validate the theoretical basis of our proposed method
INTRODUCTION
Time series similarity search is a fundamental problem in computer science. This problem has many medical, financial, and scientific applications. Similarity between two time series can be depicted using a similarity distance. Distance computations have high complexity that other tasks such as CPU time or even I/O time can be neglected.
Formally, the similarity search problem can be defined as follows: given a time series database U of size n and a similarity query ) , ( r q , where r represents a threshold. The similarity search problem can be specified as retrieving all the time series U u ∈ which satisfy: r u q d ≤ ) , ( . A trivial answer to this similarity query can be obtained by scanning U and returning the time series that satisfy the above condition. This solution requires n distance computations, which can be computationally expensive in large databases with costly distances.
Time series dimensionality reduction techniques aim at speeding-up the similarity search. In this paper we present a new method that offers more control on the parameters that control the performance of dimensionality reduction techniques. This control enables the search algorithm to use the necessary computations only, starting with the less costly computations whose exclusion power is lower, and moving to more expensive computations, with higher exclusion power, only when less costly computations fail to exclude the time series.
The rest of the paper is organized as follows: in section 2 we present the necessary background. Our method is explained in section 3. The experimental part is presented in section 4, and finally in section 5 we present a conclusion and different directions of future work.
II. BACKGROUND
Managing high-dimensional time series databases is not a trivial problem. Time series are highly correlated data, so representation methods use a scheme that aims at reducing the dimensionality of time series by projecting the original data onto lower dimensional spaces and processing the query in those reduced spaces. This scheme is widely used in time series data mining literature.
There have been different suggestions to represent time series in lower dimensional spaces, to mention a few: Discrete Fourier Transform (DFT) [1, 2] , Discrete Wavelet Transform (DWT) [4] , Singular Value Decomposition (SVD) [9] , Adaptive Piecewise Constant Approximation (APCA) [8] , Piecewise Aggregate Approximation (PAA) [7, 12] , Piecewise Linear Approximation (PLA) [10] , and Chebyshev Polynomials (CP) [3] . The Piecewise Aggregate Approximation (PAA): This method was proposed in [7] and [12] , independently. Its basis is simple and straightforward, yet this method has been successfully used as a competitive method.
PAA reduces the dimensionality of a time series from n in the original space to N in the reduced space by segmenting the time series into equal-sized frames and representing each segment by the mean of the data points that lie within that frame.
The similarity distance used in the reduced space is:
Where n is the length of the time series, N is the number of frames, which should be a factor of n .
It is proven in [7] and [12] that the above similarity distance is lower bounding of the Euclidean distance applied in the original space of time series. Since 
Can not be answer to the query and should be excluded.
III. THE PROPOSED METHOD

A. Motivation
Time series representation techniques have a main drawback: they are based on a one-phase scheme. They decide at indexing-time the dimension of the transformed space and the performance at query-time depends completely on this choice of dimension for the transformed space. But in practice we do not know a priori the optimal dimension of the reduced space.
In this paper we try to address this problem in a different way that involves a multi-resolution representation of time series; we use several reduced spaces, or as we call them resolution levels and they store different numbers of precomputed distances. Lower resolutions have lower dimensions, so distance calculations are less costly than higher resolutions, where dimensions are higher, so distance calculations are more expensive. But the distances that we compute at any level are always less expensive than the distances used in sequential scanning, because even at the highest resolution level, the dimension is still lower than that of the original space, which is used in sequential scanning. Our method uses a strategy that economizes distance computations to the lowest degree possible. We call our method the Multi-resolution Indexing and Retrieval_X (MIR_X), where X is the dimensionality reduction technique used.
B. The Principle
Let U be the original, n -dimensional space where the time series are embedded. Each time series U u ∈ is divided into N consecutive segments. Each segment [t i , t j ] of this time series is approximated by a function of low dimension; a polynomial of degree (1:5), for instance, where the degree of this approximating function is lower than the length of that segment, and where the approximation error, according to a given distance, between this segment and the approximating function is minimal, so this function is the best approximation of that segment. A function of the same type and the same degree is used to approximate all the segments of all the time series in the database. The image vector u is, by definition, an n -dimensional vector whose components are the images of all the points of all the segments of time series u on that approximating function Let R be the lower dimensional space that the dimensionality reduction technique suggests, let N be the dimensionality of R , where n N< . The time series in the database are represented in the reduced space R using the chosen dimensionality reduction technique.
So now each time series has two representations: the first is an n -dimensional one, by using the approximating function, and the second is an N -dimensional one, by using the dimensionality reduction technique. Our method uses two similarity distances: the first is denoted by d , and is defined on an n -dimensional space, so it is the distance between two time series in the original space. 
Since we assumed that ) (k u is the best approximation of u at level k , then for any U u ∈ we have:
In a similar way, by applying the triangular inequality, and taking into consideration that ) (k q is the best approximation of q at level k , we can safely exclude all the time series that satisfy:
4) and (5) can be written in one relation:
Inequality (6) defines an exclusion condition, which is our fast-and-dirty filter.
D. The Algorithm At indexing-time:
We start by choosing the dimensionality reduction technique to be used, and then we choose the length of segments at each resolution level. There is no optimal choice of lengths, so we choose lengths which are a power of 2. The segments at the lowest resolution level are the longest. The length of segments gets shorter as the resolution level gets higher. Then we choose the approximating function to be used with all the time series and for all resolution levels. Next we compute and store all the distances
, for all resolution levels. At query-time: The query is segmented at each resolution level using the same lengths of segments that were used to segment the time series. Then these segments are approximated using an approximating function of the same type that was used to approximate the time series. The query is also represented using the same dimensionality reduction technique that was used at indexing-time. The distances ) , (
are computed when needed (only when needed). ) , (
is also computed. At each resolution level, the exclusion condition defined by relation (6) (which we call the first filter hereinafter) is much less costly than the exclusion condition defined by the dimensionality reduction technique (relation (1) in case of PAA, which we call the second filter hereinafter) because the first filter does not include any query-time distance computations.
Since lower resolution levels have lower dimensions, filter two is less costly to compute at those levels than at higher levels, where the dimensionality increases. But at any level, the cost of computing filter two is never as costly as distance calculations at the original space, because we assumed that n N< .
The algorithm starts at the lowest resolution level by applying filter one to the first time series. If this first time series is excluded, we move to the next time series and apply filter one to this second time series. If the first time series is not excluded, the algorithm computes
for this first time series and at that level and applies filter two to this first time series, then it moves to the next time series. At any stage, if all the time series have been excluded the algorithm terminates immediately. Only when all the time series have been examined at a certain resolution level does the algorithm move to a higher level. In this higher level filter two is more costly to compute than it was at the lower level, so our algorithm does not compute a more expensive distance calculation unless it has tried to exclude the time series using a less expensive distance at a lower resolution level.
Applying the two filters and moving from one resolution level to a higher one produces a candidate answer set whose cardinality becomes smaller and smaller.
At the end, and after all resolution levels have been exploited, we get a candidate answer set which contains all the valid answers to the query, since our method uses a lower bounding distance, so there are no false dismissals, but it could also contain some false alarms, so this candidate answer set is post-processed to filter out the false alarms and return the final answer set.
IV. EXPERIMENTS
We tested our new method using datasets available at UCR [13] . To make sure that our experiments are statistically significant we excluded the datasets that are too small. We tested our method using PAA as a dimensionality reduction technique, since it is shown in [7] that this method outperforms other dimensionality reduction techniques. The objective of our experiments is to see how much our method (MIR_PAA) improves the performance of the dimensionality reduction technique (PAA) when used as a standalone technique. The compression ratio (the dimensionality of the reduced space) is 1:4, that is: each four points in the original space are presented by one point in the reduced space.
We opted for a platform-independent approach to test our method using the latency time concept obtained from a performance study of floating point operations [11] . The latency time is based on the number of cycles the processor takes to perform different arithmetic operations
We compared the latency time that (MIR_PAA) needed to perform the similarity search with the latency time that (PAA), as a standalone method, needed. The latency time of sequential scanning was also computed for comparison reasons.
The approximating function we used was a first-degree polynomial. The queries in all cases were time series chosen at random from the corresponding dataset, then noise was added to them. The values of r varied between r that returns 1% of the time series of that dataset (in sequential scanning) and r that returns 10% of the time series
In the case where N is not a factor of n , the authors of [7] amended the time series by adding zeros. This approach actually puts our method at a disadvantage, because we have different values of N , which correspond to different resolution levels, so we have to add more zeros. But still, we tested our method using this approach. In Figure 1 we present some of the results we got. The results we got using the other datasets were similar. We also conducted other experiments, where the time series were truncated so that N is a factor of n . In this case there is no need to add zeros, so the methods are applied to real data We wanted to see if training will improve our method. The basis of this experiment to find an optimal scheme to using MIR_X by making the algorithm decide whether to continue with the available resolution levels or to terminate this process and move directly to post-processing when it realizes that the rest of the resolution levels will probably not exclude many time series. The protocol we used for this experiment was as follows: at indexing-time we used more resolution levels than usual (12 levels for (Wafer) compared with 6 levels for untrained experiments). Then for each value of r, we tested all possible combinations of resolution levels that yield the minimum latency time. The dataset we used in the training is Wafer_training (also from [13] ). The optimal combination of resolution levels that corresponds to a certain value of r that we got from training the algorithm on Wafer_training was used with Wafer_test. Figure 3 shows that the latency time of trained MIR_PAA is shorter than that of untrained MIR_PAA. Training other datasets gave similar results. In this paper we presented a new frame to tackle the similarity search problem. The basis of this frame is combining a dimensionality reduction technique with a fast-and-dirty filter to enhance the pruning power, and using different levels of resolution to minimize the number of query-time distance computations. We conducted several experiments which show that the proposed frame improves the performance of dimensionality reduction techniques.
The approximating function we used was a first-degree polynomial. We think that more sophisticated functions specifically adapted to time series representation can even give better results.
More experiments on dimensionality reduction techniques can show the best technique that can yield the best results when combined with MIR.
The proposed frame seems to be applicable to multimedia databases, mainly those which use similarity distances with high complexity.
