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1. INTRODUCTION 
A large number of problems encountered in engineering, mathematical 
physics, biology, economics, and operations research are of a boundary-value 
nature, i.e., conditions necessary to specify a solution are given at two or more 
points. If these differential equations are linear, then their solution is easy. 
However, if these differential equations of boundary-value type are nonlinear, 
their solution is somewhat difficult. 
Nonlinear boundary-value differential equations can be solved by the shooting 
method, as described by Keller [6j, and the quasilinearization method, as des- 
cribed by Bellman and Kalaba [2]. These methods are iterative and are useful if a 
convergent iteration can be set up. A newer approach uses the invariant embed- 
ding concept for obtaining the missing initial conditions of a system of non- 
linear boundary-value problems. 
The principle of invariant embedding was first used by Ambarzumian [l] 
and was later applied by Chandrasekhar [5] in treating the problems in radiative 
transfer. Koenig [7] and Lee [8, 93 h ave discussed analytical applications of the 
invariant embedding concept to solve many chemical engineering boundary- 
value problems. Lee [lo], Meyers [ll], Casti and Kalaba [4], Scott [12], and 
Bellman and Wing [3] have discussed invariant embedding applications to 
different kinds of problems. 
In the present paper a direct method using the invariant embedding concept 
is discussed to obtain the missing initial conditions for a system of nonlinear 
differential equations of boundary-value type. Many applied problems require 
only the missing initial conditions. However, if complete solutions are required, 
these equations can now be solved as initial-value problems. 
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2. GENERAL APPROACH 
Consider a system of nonlinear differential equations 
2 =.A(% ,x2 ,.*.> %I 9% ,y2 P-.*9 yn, 0, 
dyi 
- =g& 3 x2 3--*, % 9 Yl 3 y2 ,.**,yn , 0, dt 
i = 1, 2 )..., n (lb) 
with boundary conditions 
%(O) = cio , (24 
YdG) = 09 (2b) 
with 0 < t < t, , where t, is the final value of t. 
To illustrate he approach, consider a system of only four nonlinear differen- 
tial equations, 
~=fl(~lrx2,Yl,Y2,tf, (34 
2 = f2h 9 x2 7 Yl , Y2 7 0, 
dY1 
-=gl(%Tx2,Yl,Y29t), dt 
dy, 
-yg=E2(%J2,Yl>Y2J), 
with boundary conditions 
%(O) = co , (44 
x2(0) = do , (4b) 
Y&f) = 03 (44 
Y,(4) = 09 (4d) 
andO<t<q. 
For solving these equations, consider the more general boundary conditions 
x1(a) = c, 
x2(4 = 4 
Y&A = 0, 
YaM = 0, 
(5a) 
(5b) 
(5c) 
(5d) 
with a < t < t, . 
409/72/z-IO 
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Here a is the starting value of the independent variable t which varies from 0 
to tf . If xl(tf) and x,(tf) are known, then it is no longer a boundary-value problem 
and it becomes an initial-value problem where final conditions are given. The 
missing initial conditions yl(a) and yz(a) will be obtained by a noniterative 
direct method using the invariant embedding concept. It is apparent that the 
missing initial conditions yl(a) and ya(u) for the system represented by Eqs. (3) 
and (5) are not only a function of a, the starting value of the independent variable 
t, but also a function of initial conditions c and d. Thus 
y&4 = y(c, 4 4 = rCxl(4, +4,4, (64 
Y,(U) = s(c, 4 4 = 4-+>, 444. (6b) 
For a process starting at a + 6, the missing initial condition yl(u + 8) can 
be related to yr(u) by use of the Taylor’s series 
yi(a + 8) = yi(a) + y;(a) 6 + higher-order terms, (7) 
where y;(u) = (dy,/dt),,, . 
The value of y;(u) can be obtained from Eq. (3): 
Y&4 = gM4, G4, Yd4, Y&h 4 
= g,[c, d y(c, 4 4, s(c, 4 a),4 (8) 
Substituting Eqs. (6) and (8) in Eq. (7) and neglecting higher-order terms, 
the following relation is obtained: 
y& + 6) = y(c, d, 4 + g&, 4 y(c, 4 4, s(c, 4 a), 4 8. (9a) 
Similarly, 
Y& + 8) = +, 4 4 + g&, 4 y(c, 4 4, s(c> 4 a), ~16, (9b) 
xl@ + 6) = c +fi[c, 4 y(c, 4 4, s(c, 4 44 6 (9c) 
~,(a + 6) = d + f&, d, y(c, 4 a), s(c, 4 a), 4 6. (9d) 
The values of yl(u + 6) and ya(u + 6) can also be obtained from Eq. (6). Thus 
Yl(U + 6) = y[q(a + a), %(a + S), a+ SIP (104 
Y& + 6) = &(a + S), +(a + S), a+ 61. (lob) 
Substituting Eqs. (SC) and (9d) in Eqs. (10a) and (lob) we get 
y&z + 6) = y(c + f&, 4 y(c, 4 4, s(c, 4 4 4 6 
d + f&s 4 y(c, 4 4, s(c, 4 4, al 6, a + 61, 
(114 
y&a + 8) = s{c + h[c, 4 y(c, 4 4 4~ 4 4 4 6, 
d + fi[c, 4 y(c, 4 4, s(c, 4 44 6, a + a>. 
(lib) 
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The desired relationship can be obtained by equating Eqs. (9a) and (lla): 
y(c, 4 a> + g&, 4 y(c, 4 a), s(c, da), ~16 
= y{c +fi[c, 4 y(c, 4 a), s(c, 4 a), ~1 8, w> 
d + fz[c, 4 y(c, 4 a), 4~ 4 44 6, a + 81. 
Similarly, by equating Eqs. (9b) and (I lb), 
s(c, 4 4 + g&, 4 y(c, 4 a), s(c, 4 a), al 6 
= s{c + fik, 4 y(c, 4 4 stc, 4 a), ~1 6, Wb) 
d t-f& 4 y(c, 4 a), stc, 4 a), 4 6, a + 6). 
Equations (12a) and (12b) are the required difference quations and can be 
solved directly to obtain the missing initial conditions Y(C, d, a) and s(c, d, a). 
3. NUMERICAL EXAMPLE 
Consider the following nonlinear two-point boundary-value problem: 
d2x, (1 -%-X2) --- 
dt2 1 + HXl + 4 ’ 
d2x2 (1 - xr - x2)2 - x22 --- 
dt2 [1 + 4(x1 + x2)1” ’ 
with boundary conditions 
Xl(O) = co 7 (144 
x2(0) = do , (14b) 
The system of equations given above is obtained when we consider diffusion 
and reaction in a cylindrical pore for a parallel reaction following the Langmuir- 
Hinshelwood kinetic model. 
Replace dx,/dt by yl and dx2/dt by y2 to obtain 
dx,- 
dt -Y13 
dx,- 
dt -Yyz, 
U5a) 
05b) 
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dY1 
dt=- 
(l--x,--x,) 
1 + gxl + x2) = G&l ) x2), 
dy, (1 -x1 - x2)2- x22 -=- 
dt [l + +(x1 + x2)]2 = G2@1 ) x2). 
With more general boundary conditions, 
Xl(U) = c, (164 
x2(a) = d, (16-b) 
Yl(l) = 0, (164 
Y2U) = 0. (164 
Comparing Eq. (15) with Eq. (3), 
fd% 1 X2,Yl,Yz,t)=Yl? 
fZ(X1,X2,Y1,Y2,t)=Y2, 
g&l 3 x2 9 ~1, ~2 9 4 = GA 9 xz)> 
g&l , x2 9 ~1, ~2 3 t> = ‘32(x1 > ~2). 
Substituting Eq. (17) in Eqs. (12a) and (12b), we get 
Y(C, d, a) + Gl(c, d) 6 = r[c + Y(C, d, a) 6, d + s(c, d, a) 8, a + 61, 
s(c, d, u) + G2(c, d) 6 = s[c + Y(C, d, u) 6, d + s(c, d, u) 6, a + 61. 
If 6 is small, the following approximations can be made: 
and 
Y[C + Y(C, 4 a) 6, d + s(c, d, a> 6 a + 61 
= Y[C + Y(C, d, a + 6) 6, d + s(c, d, a + 8) 6, a + 61 
s[c + Y(C, d, a) 6, d + s(c, d, a) 6, a + 61 
= s[c + Y(C, d, a + 6) 6, d + s(c, d, a + 8) 6, a + 61, 
and Eq. (18) can be written as 
WC) 
(154 
(174 
(17b) 
(174 
(174 
(194 
Wb) 
Y(C, d, a) = -G&.(c, d) 6 + Y[C + T(C, d, a + 6) 6, d + s(c, d, a + 6) 6, a + 81, 
(204 
s(c, d, u) = -G2(c, d) 6 + s[c + T(C, d, a + 8) 6, d + s(c, d, a + 6) 6, a + 61. 
(20b) 
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With boundary conditions at t = 1, 
y(c, 4 1) = A( 1) = 0, 
s(c, d, 1) = ~~(1) = 0. 
(214 
(21b) 
Divide the duration of t, 0 < t < 1, in N parts with increment S so that 
NS = 1. 
To get r(c, d, 1 - S) and s(c, d, 1 - S), substitute 1 - S for a in Eq. (20). 
Thus 
Y(C, d, 1 - 6) = -GI(c, d) S, (229 
s(c, d, 1 - 6) = -Gs(c, d) 6. Wb) 
Put a = 1 - 2s in Eq. (20) and substitute Eq. (22) to get 
y(c, 4 1 - 26) = -+(c, d) S + r[c - Gl(c, d) P, d - Gz(c, d) 62, 1 - S], 
(23a) 
s(c, 4 1 - 2s) = -G2(c, d) S + s[c - Gl(c, d) S2, d - G2(c, d) 62, 1 - S]. 
W) 
Let 
c, = c - W.(c, 4 S2, (24a) 
dl = d - G2(c, d) S2, (24b) 
and since (from Eq. (22) by replacing c and d with c, and dl , respectively) 
yh,d~,l--S)=-G&,dJS, (254 
+I 24 , 1 - S) = -G,(c, , 4) 6, (25b) 
Eq. (23) simplifies to 
y(c, 4 1 - 2s) = -[G&, d) + G,(c, dl)] 6, 
s(c, 4 1 - 26) = -[G&, d) + G,(c, , dl)] 6. 
(264 
(2~) 
Similarly, when a = 1 - 36, 
Y(C, d, 1 - 36) 
= -(Xc, d) 6 + Y[C + Y(C, d, 1 - 2s) 6, d + s(c, d, 1 - 26) 6, 1 - 261, 
s(c, d, 1 - 36) 
(27a) 
= -GG,(c, d) S + s[c + Y(C, d, 1 - 26) 6, d + s(c, d, 1 - 26) 6, 1 - 261. 
(27b) 
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Substituting Eq. (26) for r(c, d, 1 - 2s) and s(c, d, I - 2s) and defining 
we get 
cz = c - [W, 4 + G,(c, , dl)] S”, 
4 = d - [G2(c, 4 + G,(c, , A)] S2, 
(284 
(28b) 
y(c, 4 1 - 36) = -Gl(c, d) 6 + r(cz , d, , I - 26), (294 
s(c, 4 I - 36) = -G2(c, d) 6 + s(cz , d, , 1 - 26). (29w 
The last terms of the above equations can be calculated from Eq. (26) so that 
r(cz 9 4 T 1 - 3) = -[G,(c, , d,) + G,(c, , dl)] 6, (304 
s(cz 1 d, 9 1 - 26) = -[G,(c, , d,) + G,(cl , dl)] 6, (30b) 
where c1 and dl are calculated from Eq. (24), replacing c by c2 and d by d, . With 
these substitutions, Eq. (29) simplifies to 
“(6 4 1 - 36) = -MC, 4 + WC, , 4) + Gl(c2 , d,)] 6, (314 
s(c, 4 1 - 36) = -[G(c, 4 + G,(c, , 4) + G,(c, , d,)] 6. (31b) 
If the procedure is extended up to a = 1 - NS (that is, a = 0), the desired 
missing initial conditions are obtained: 
N-l 
rl(O) = r(co , do 70) = - 2 G&i ,A) 8, 
i-0 
(324 
N-l 
YZ(@ = 4co 9 do , 0) = - 2 G&i , di) 6, 
i=O 
Wb) 
since at a = 0, c = ca and d = do. 
The values of cs , cs ,..., cNPl and d, , d3 ,..., dNpl are calculated from the 
following relations which are the generalized forms of Eqs. (24) and (28): 
I-l 
cI=c- G&, 4 + C G&i > 4) a’, 
i=l 1 (334 
I-l 
dI = d - Gz(c, d) + C G~(c, p di) 
1 
a23 (33b) 
i=l 
where I can take any values from 2 to N. The values of ci and di are to be cal- 
culated successively and the new values of ci and di are calculated from the last 
computed values of c’s and d’s. 
INVARIANT EMBEDDING 531 
The computational procedure for obtaining c, is explained in Table I, and 
the procedure is continued up to cN . The number in parentheses in the fourth 
column indicates the step in which a particular value is obtained for substitution. 
By comparing Eqs. (32) and (33), it can be shown that the missing initial con- 
ditions are 
(344 
(34b) 
TABLE I 
Computational Procedure for Obtaining the Value of cs 
Step Quantity Equation Values substituted Number of 
No. calculated used in equation divisions, N 
(9 Cl 24 
(ii) c3 28 
(iii) Cl 24 
(iv) c3 33, i = 3 
I$ Cl 3 24 8
(vii) Cl 24 
(viii) c4 33, i = 4 
(ix) Cl 24 
g) C3 l 28 4
(xii) C3 33,i = 3 
(xiii) Cl 24 
(xiv) C3 28 
(xv) Cl 24 
(xvi) c5 33, i = 5 
co for c 
ca for c and cl(i) 
c&ii) for c 
1 
2 
c,, for c, c,(iii) and ca(ii) 
ca(iv) for c 
3 
c3(iv) for c and cl(v) 
c,(vi) for c 
ca for c, c,(vii), c,(vi) and c,(iv) 
c,(viii) for c 
4 
c,(viii) for c and c,(ix) 
c3(x) for c 
c,(viii) for c, cr(xi) and cr(x) 
c&i) for c 
c,(xii) for c and cr(xiii) 
c&iv) for c 
c,, for c, cr(xv), c,(xiv), c,(xii) and c*(viii) 5 
4. RBsuLTs 
Results for the numerical example given by Eqs. (13) and (14) with c,, =
de = 0 are given in Table II for different values of N, the number of intervals. 
The true value is also given for the sake of comparison. As expected, the accuracy 
of the solution increases as the number of increments N increases, but the 
amount of computation also increases. With each increase in the value of N by 
one, the amount of computation doubles. The total number of c and d values 
calculated to get the appropriate values of cN and dN for substitution in Eq. (34) 
are 2 x 2N--1, but the solution is explicit and interpolation or trial and error 
are not involved. 
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TABLE II 
Missing Initial Conditions y,(O) and y,(O) for cs = ds = 0 
N 6 Y*(O) Y,(O) 
8 118 0.642718 0.432815 
9 119 0.640918 0.429448 
10 l/IO 0.639431 0.426793 
True value 0.626181 0.404287 
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