ABSTRACT Sparsity is one of the key concepts that allows the signal recovery at a significantly lower subsample rate than required by the Nyquist-Shannon sampling theorem. By using a multistate transform, such as wavelets and shearlets system, the sparse representation of signals can be obtained. To further exploit the sparsity of the reconstructed signal, a generalized gradient regularizer is introduced to the proposed model. Motivated by the idea of iterative support detection (ISD), an optimization algorithm framework for image deblurring is given. The algorithm aims to solve a reweighted 0 -minimization problem in split Bregman framework, and the weights used for the next iteration are decided by an ISD process. The advantage of this process is that it forms an iterative-feedback mechanism, which improves the effectiveness for solution searching. A series of experiments are presented to demonstrate the availability of the proposed framework. Experimental results show that this method yields significant improvement in peak signal-to-noise ratio when compared to other counterparts. However, the numerical experiments also show that more computing time is required due to the utilization of the redundant multiscale system.
I. INTRODUCTION
The sparse optimization field has a wide range of applications, such as compressed sensing [3] , [10] , image processing [2] , [5] , [8] , [11] , [12] , astronomy industry [6] , [23] etc. One of the great success in this field is the new development of the multiscale sparsifying dictionary since the invention of wavelets. Multiscale techniques based on wavelets have been used for data representation efficiently, such as the use of new FBI fingerprint database and JPEG2000, the new standard for image compression. It is urgent to provide representations that are sparse and computationally fast due to the rapidly increasing of larger and higher dimensional data sets.
Indeed, classical wavelet transform is known for compressing natural images very effectively. Moreover, it is optimally efficient to represent functions with point-wise singularities.
Considering the wavelet representation of 1-dimensional function with the singular point, due to the well localized property of wavelet basis both in time domain and frequency domain, very few of wavelet coefficients interact significantly with the singularity. Thus, such a few elements of wavelet expansion are sufficient to provide an accurate approximation. This advantage is superior to Fourier representation.
Denoting f N as the approximation obtained by using the largest N coefficients in the wavelet expansion, the asymptotic approximation error satisfies
while the corresponding Fourier approximation error rate is N −1 [14] . In addition, the multiresolution analysis (MRA) associated with wavelets provide very fast numerical algorithms for computing the wavelet coefficients. However, the remarkable success of wavelet approach is only in 1-dimension, which means wavelets just very efficient in dealing with point-wise singularities. In the high dimension (≥ 2), other kinds of singularities are appeared or even dominated. Thus, the classical wavelets cannot handle them very well. Considering a 2-dimensional (2-D) function with the curved discontinuous boundary, since the discontinuity is spatially distributed, it interacts extensively with the element of wavelet base. As a result, the wavelet coefficients decays slowly, and the corresponding approximation error decays as fast as O(N −1 ), which is far from the optimal approximation rate in (1) . To improve the approximation rate, several attempts have been made both in the mathematical and engineering communities. For now, directional systems are the most efficient approach, include brushlets [16] , ridgelets [15] , curvelets [17] , bandelets [18] and shearlets [19] . The advantage of these new types wavelet system is that they exploit the geometric regularity efficiently. By constructing a welllocalized directional system, the geometrical features, such as orientations, scales, and shapes can be fully controlled. It is showed in [20] that the approximation error of N -term reconstruction f S N obtained by taking the N largest shearlet coefficients satisfies
which has a better approximate result than wavelets. According to the compressed sensing theory, it is possible to recovery sparse signals from incomplete measurements under certain assumptions. Therefore, a sparse reconstruction signal can be derived through solving the following optimization problem
where f is the observed image, u is the interested object, is the sparse transform operator and A is the measurement matrix. Practically, (3) is called Basis Pursuit problem.
In order to improve the recovery result, the idea of reweighting 1 was added into the model frame in [21] , which solves
the weighting matrix λ k is updated according to the sparse structure of the current iterate u k . By adding λ k , one can mimic the actual sparsity structure of the true signal we wish to reconstruct. There are many different available solvers for the minimization of problem (4) in the literatures. We employ the split Bregman framework [1] in this paper. Another widely used algorithm frame is the Alternating Direction Method of Multipliers (ADMM) [11] . Both algorithms transform the constrained optimization problem into an unconstrained formulation by introducing splitting variables. That is, they break the original problem down into easier subproblems. These algorithm frameworks are flexible for the model with one more regularization items.
However, it turns out that the multiscale transform approach for image reconstruction by (3) always generates visual artifacts in sparse solutions [20] . So, a second sparsity regularizer, the generalized gradient of u, is added to suppress the artifact effects.
The main contribution of this paper is to further improve the model (4) by replacing the 1 norm with 0 norm, and an optimal algorithm in split Bregman framework is given. The algorithm includes two steps, the support detection and signal reconstruction. To realize the first step, we introduce a (0, 1)-matrix T in the proposed model. The elements of T are 1 if the corresponding elements of u in the present step are nonzero, otherwise 0; Then, updating u in the second step. This is a leaning process, Section III will present more details. In Fig. 1 , we give a first glance of the possible benefit for reweighting methods with well established sparse transformation. The comparison results of PSNR and relative errors are showed as follows The rest of this paper is organized as follows: Section II mainly reviews some basic definitions of shearlets and the related algorithms [9] , [5] . In Section III, a reweighted 0 based model is presented with the optimal algorithm. In Section IV, we carry out some experiments to demonstrate the effectiveness of the proposed algorithm. Then, this paper is concluded in Section V.
II. PRELIMINARY
This Section reviews the sparse multilevel shearlets transform, ISD algorithm, and the split Bregman algorithm framework that are widely used in the area of sparse recovery. These are necessary in the following work.
A. SHEARLET SYSTEM
Generally, signals are not sparse themselves, the sparse representation can be obtained by the multiscale transformation. Moreover, due to the multiscale structure of sparse transformations, a robust system of multilevel coefficient is constructed. Thus, the reliable reconstruction of signal is guaranteed. This work focuses mainly on the shearlets transform.
The theory of composite shearlets, introduced by Gitta Kutyniok and their collaborators [20] , provides an especially effective approach to combine the geometry with multiscale analysis by using the affine system. The form of 2-D affine system with composite dilations can be described as follows
where φ ∈ L 2 (R 2 ). A and B are defined as
The dilated matrices A j are associated with scale transformation, while the matrices B k are related to area-preserving geometrical transformation, such as rotations and shear. It is called composite wavelets system if S A,B (ψ) forms a Parseval frame (tight frame) for L 2 (R 2 ), i.e.
The definition of the cone-adapted discrete shearlet system is given as
where
with
+ , the multiplication of c,c with m are componentwise.
For a signal u, the shearlet coefficient S j,k,m u is calculated as
which corresponds to dividing the coefficient into J subbands, k represents the directional information, while m represents the location information. For each subband j, it contains N j elements. The frequency plane induced by a cone-adapted Parseval frame of shearlets is shown in Fig. 2 .
FIGURE 2.
The system (φ, c) corresponds to the low-frequency region R, the system (ψ, c) and˜ (ψ, c) corresponds to the conic regions C 1 ∪ C 3 and C 2 ∪ C 4 , respectively.
Compared with the conventional wavelet system, it is hard to construct a discrete shearlet orthonormal basis for shearlet system (see [20] ). Hence, the Parseval shearlet frame is used, as shown in Fig. 3 ; it inherits the sparse property of shearlets transform and satisfies (6) simultaneously. Also, according to (2) , the shearlets system has superior error approximation rate than wavelets. 
B. ISD ALGORITHM
The iterative support detection (ISD) algorithm aims to achieve fast reconstruction of sparse signal. Compared to classical 1 minimization approach, ISD addresses failed reconstructions due to insufficient measurements. It alternatively calls its two components: Support detection and signal reconstruction. From an incorrect reconstruction, support detection identifies an index set I which contains some elements of supp(ũ) = {i : u i = 0}, and signal reconstruction solves the following minimization problem:
Assuming a sparse original signalũ, if I = supp(ũ), apparently,ũ is the exact solution of (13) . But the exact reconstruction also happens if I contain enough, not necessarily all elements of supp(ũ). When I does not enough for exact reconstruction, the elements in I will help (13) to return a better solution, which has a smaller error than general BP problem. In such way, the two steps of ISD work together to gradually recover I and improve the reconstruction.
The ISD algorithm requires reliable support for inexact reconstructions, so the features and the prior information of the true signal is needed. In this work, the sparse prior of the shearlet coefficient is used. Moreover, the shearlet coefficient has fast decaying distribution. It is suitable for the ISD algorithm to detect the support quickly.
C. SPLIT BREGMAN FRAMEWORK
The split Bregman algorithm is a fast algorithm to solve constrained optimization problem by introducing a split variable, and the resulting decoupled problem is addressed through Bregman iterations.
The split Bregman algorithm is widely used in image processing [4] recently. Numerical results suggest that it is reasonable for the split Bregman algorithm to handle the non-convex reweighted 0 problem, due to its effectiveness in solving the general convex regularizer problem. The split Bregman algorithm is briefly studied begin from
where ∈ R N × n is the multilevel dictionary, p ∈ {0, 1}, σ > 0 is the fidelity parameter, and λ is a weighting vector. Then (14) can be transformed into an unconstrained problem VOLUME 5, 2017 by enforcing the constraint β → ∞,
Then, the Bergman iteration is applied
To implement split step, a split variable α = u is introduced to solve the p -part minimization problem and another Bregman iteration step is executed to obtain
For solving the (u, α)-minimization problem, the block Guass-Seidel iterations and soft-(p = 1) or hard-(p = 0) thresholding method are used to minimize u and α alternately. Note that
III. PROPOSED MODEL AND ITS ALGORITHM
The proposed model is originated from (14) , with the 1 norm replaced by 0 . In sparsity enforcement regulation, the 0 based model is more efficient than the 1 based model. However, it is hard to construct the fast algorithm for 0 based model due to its non-convexity. In [8] , the authors propose a solver, the hard-thresholding shrinkage, to get the closedform solution for the 0 non-convex model. Experimental results suggest that the solution of the 0 approach has more sparse form. 
A. OUR MODEL (SRL0 + GTV)
This subsection proposed a modified model which is multilevel reweighted 0 approach. For further reducing artifacts and improving the reconstruction, not only the regularizer belonging to the reweighted multilevel decomposition is adopted but also a generalized divergence is added as the second regularizing term. The generalized divergence ∇ g u i,j has multi-directional structure (see Fig. 4 ), it is defined as
The recovery problem can be stated as
where A is the blurring operator, f is the measurement of objective image u, σ > 0 is an error fidelity parameter, and λ j is regularization parameter accounting for the multilevel structure, it is band-wise, i.e., the different subband has different parameter λ j . T is the support feedback matrix of S j,k,m u. It is a {0, 1}-matrix and relates to S j,k,m u in the form of dot product.
The model (19) (shorted as SRL0+GTV) combines the power of multiscale shearlets transform with the generalized gradient. The geometry of images as well as the smaller details that cutting down by 0 regularizer can be extracted respectively by the multiscale shearlets transform and the generalized gradient. Here, the ∇ g is used as the second regularizer rather than TGV. This results from that the multilevel transform for images is equivalent to the second or higher derivative. Moreover, the computation time is shorted.
Note that the 1 norm in the second term is defined as
B. SPLIT BREGMAN ALGORITHM BASED ON OUR NEW MODEL
The proposed constrained optimization problem can be translated into the unconstrained form as
Three subproblems are obtained by the splitting step:
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Then, the Bregman iteration steps is achieved by:
C. SOLUTIONS OF SUBPROBLEMS
For the u-subproblem in (20) , the solution can be obtained by solving
The fast 2-D Fourier transform (F) algorithm solves (22) efficiently when the periodic boundary condition is used. By using the 2D Fourier transform, F(∇ g ) * ∇ g (F) * become a diagonal matrix as long as ∇ g is a circulant matrix. And according to the definition of the Parseval shearlet system S † , the following equation hold:
where I is an identity matrix. Therefore, the matrix FS * † S † F * is also diagonal.
For image deblurring problem, the measurement operate A can be obtained by using the discrete point spread function (PSF). It can also be diagnosed through the discrete Fourier transform under the periodic boundary condition. For color image u = (u r ; u g ; u b ) ∈ R 3n 2 , {r, g, b} represent the three channels of color image, the corresponding blurring matrix A is:
where F is the 2-D Fourier transform matrix, st (s, t ∈ {r, g, b}) is the diagonal matrix with the diagonal elements is the spectral values of A s,t . Let
⊗ is Kronecker product, as a result, we have: All the above preparation works aim to obtain a fast algorithm for solving u, which can be described as:
where βA * A + ν 1 S * † S † + ν 2 ∇ g can be diagonalized by the Fourier transform.
In other application, such as image inpainting and reconstruction from the subsampled cosine transform, the measurement matrix can be written as
where P is a projection matrix, U is a unitary matrix. A * A is a not circulant matrix, so it cannot be diagonalized under F.
The solutions for other subproblems are given by
where l = 1, ..., N j . The shrinkage rules are:
D. REWEIGHTED 0 FOR MULTISCALE TRANSFORMS
To further improve the sparse recovery, one of the possibilities is to consider the idea of the reweighted 1 regular item introduced by Candes et al. in [13] . The reweighted idea is one key point in our algorithm. Therefore, in the next, the idea is briefly studied. For a measurement y = Au, where y ∈ R m is an s-sparse signal and u ∈ R N with M << N , the following result should be expected when solving this type optimization problem: large coefficients should be quickly identified and hence become 'cheaper' in the minimization of objective function; meanwhile very small coefficients should be neglected since they are most likely to be zero in the true signal or noise, more precisely, a weighted vector λ is needed to capture these obvious coefficients and compress small coefficients. Let u 0 be the true signal,
Actually, u 0 is usually unknown and such weights are practically infeasible. Therefore, how to determine the value of weights are investigated by many literatures, in [21] the VOLUME 5, 2017
Algorithm 1 Split Bregman Algorithm
Input: Measurement operator A, multilevel transform , regularization parameters: µ, β, iteration numbers N and maxIter. Measured data f . Initialize:
end while authors proposed adaptive weights that changed at each iteration depending on the previously computed solution u k . Further, λ k i can be updated by
where ε > 0 is a stability parameter and the initial weighting vector λ 0 is designated as 1. Numerical experiments show that such reweighting method finds sparse solution much faster with significantly reduced errors. However, the principle of reweighed 0 not just counts the number of nonzero coefficients, but also penalizes larger coefficients more than smaller ones, this is not necessarily valid for multiscale sparse signals. The magnitudes of multiscale transform coefficients naturally decrease as the scale increase. So the nonzero coefficients in higher scales are more likely to be zero when compared to the low scale coefficients which are intrinsically larger. To improve the insufficient, an indicating matrix T (a weighted matrix) is introduced, whose entries are 0 or 1. This matrix is one-to-one correspondence with the shearlet coefficients.
For deciding the value of each element in T , the support of the shearlet coefficients is detected. According to the sparsity of signal in the shearlet transform domain, (S j,k,m u) M 0 is punished rather than minimizing u M 1 . Normally, the sparse and compressible signals with components having a fast decaying distribution of nonzero are capable of deriving a fast and effective solution. Therefore, it is possible for the proposed algorithm to have the same result.
From an incorrect reconstruction, support detection identifies an index I containing some elements of supp(S † u), and signal reconstruction using Algorithm 1 solves where M = I C and (S † u) M 0 is the number of nonzero entries that not belong to I . Assuming a sparse solution u 0 , when I = supp(S † u), the solution of (30) definitely equals to u 0 ; but this also happens if I contains enough, not necessarily all elements of supp(S † u). When I does not have enough of supp(S † u) for an exact reconstruction, the entries in supp(S † u) will help (30) return a better solution. From this better solution, support detection is able to identify more entries in supp(S † u) and thus result in a better I . Meanwhile, the corresponding weighted matrix T is achieved. The element T m,n is 1, if the (S j,k,m u) m,n in support detection step is nonzero, i.e. , (m, n) ∈ I , otherwise 0. By introducing T in (19) , the feedback information about the detection is delivered to the signal reconstruction step. Alternating the support detection step and signal reconstruction step constantly , the algorithm forms a leaning process. Through this learning procedure, I k approximates the true I gradually. Then, a better solution can be obtained.
E. PROPOSED ALGORITHM
The algorithm framework proposed by this contribution contains two part: Support detection and signal reconstruction. The two parts forms a learning process. For the support detection, an indicating matrix T is introduced to (19) ; and the signal reconstruction solves (19) by the split Bregman algorithm. Then, according to the solution in signal reconstruction, T is updated. This iterative process is given in the following
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, some extensive numerical tests are presented to verify the performance of the proposed algorithm. Quality, Convergence, Stability.
Quality: The Peak Signal to Noise Ratio (PSNR) of the proposed algorithm is compared with some different existing and established methods. Tab. 1 displays the comparison results.
The PSNR is computed by the following formula:
where MSE is the mean squared error, defined as
where [m, n] is the size of the original image u,ũ is the recovered image.
Convergency:
The relative error is used as the quality measurement. Here, the relative error is defined as:
Stability: To obtain the superior result, different parameters are chosen for different images. Numerical experiments suggest that the proposed algorithm has better performance than other algorithms with the same parameter for variety images. In addition, the proposed reweighted multilevel strategy shows less sensitive to low levels of gaussian white noise.
same parameters are chosen in the proposed algorithm during all experiments. The reasons are as follows:
A. DESIGN THE EXPERIMENTS AND PARAMETERS SELECTION
This subsection displays multiscale transforms and the corresponding parameters used for different images.
Wavelet: The redundant framelet transform based on B-Spline piecewise linear wavelet is adopted, and the framelet transform is available in [11] During all the numerical experiments, the following stopping criterion is used: 
C. CONVERGENCE
Here, the convergence of the proposed algorithm is elaborately analyzed. Two images are considered, one is grey image that is suited for wavelets approach; the other one is colored image that shearlets perform better.
For the wavelet approach, a 512×512 barbara image is investigated (see Fig. 7 ). According to (2) , to decrease the reconstruction error as much as possible, the image data is stretched as a long vector. By regularizing 0 norm of multiscale coefficients, the solution of the algorithm becomes more sparse. Furthermore, the regularizer of generalized gradient facilitates the capture of the smaller boundary features. Obviously, higher PSNR of the proposed algorithm can be observed from Fig. 9 .
On the other hand, a 256 × 256 × 3 colored image bridge is considered for the shearlet approach. Compared with barbara, the 2-D singular characters become the main features in bridge. This type singular character is particularly suitable for shearlets transform to capture their details. The reconstruction results (see Fig.8 ) demonstrate that the performance of SRL0 obtained by Alg. 2 is superior to MDAL. Meawhile, the generalized gradient regularizer identifies the smaller details that are cut off by multilevel coefficients penalty. Finally, the convergence comparison is shown in Fig. 10 ).
D. TIME
In our experiments, the signal reconstruction requires a longer time, one of the reasons is that our code is not optimal. The main reason is that the multiscale transform is more time-consuming than TGV due to its redundancy attribute. Take the '4-scale meyer' shearlets system for example, the number of multiscale coefficients are significantly large than the signal itself (49 : 1). Numerical experiments suggest that the optimal result is obtained after 2∼3 iterations in the support detection learning process. This learning process also attributes to the high cost in time when comparing to other methods. Tab. 2 presents the time comparison of different methods.
V. CONCLUSION
In this paper, a model and a split Bregman based algorithm framework are proposed for image deblurring. According to the sparse structure of signals in multiscale transform domain, the reweighted 0 regularizer is used to further enhance the sparse quality of reconstructed image. Considering the presence of 2-D singularities in colored images, the shearlet transform is employed due to the excellent directional in geometry. The proposed algorithm forms a learning process by introducing an indicating matrix in the model. By iterating the support detection step and signal reconstruction step alternately, an approximate solution is obtained. Numerical experiments indicate that the proposed method preserves singularities and boundaries more efficiently. However, it also shows that the algorithm is time-consuming due to the redundancy of shearlets system.
