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ABSTRACT 
In group theory soluble and nilpotent groups can be 
regarded as generalized Abelian groups. By defining a suitable. 
series of near-ring ideals A. Frhhich (Proc. London Math. Soc. 
8 (1958) , pp76-94) obtains the concept of weakly (i.e. general-
ized) distributive near-rings , and shows that for d.g. near-
rings there are close connections between this form of general-
ized distributivity and generalized commutativity (i.e. solubil-
ity) of the near-ring additive group. In particular , a d.g. 
near-ring with identity is weakly distributive if and only if 
its additive group is soluble. 
L.S. Esch (Ph.D. Thesis , Boston University , 1974) extends 
some of Frhlich's results to the case of non 'd.g. near-rings and 
defines a stronger form of weak distributivity , obtaining conn-
ections between this and the nilpotence of the near-ring additive 
group. 
These works of Frhlich and Esch are surveyed and in some 
cases extended ; in particular , an even more general form of 
weak distributivity is defined (viz. •feeble distributivity). 
In the final two sections some results concerning near-
ring modules are derived , with emphasis on the group-theoretic 
properties of near-rings generated by sets of group endomorphisms. 
INTRODUCTION 
Although it contains little on generalized distributivity 
as a general reference see Pilz (6). Almost all material on near-
rings , except the most specialized , is collected there , and a 
comprehensive bibliography of papers on near-ring topics and 
closely related matters is given. 
Pilz's book stands out , not least because up to now it 
is the only book about near-rings to be published. However 
J.D.P.Meldrum has written a book with a less encyclopaedic approach 
and this is due to be published in the near future. 
It should also be noted that Pilz , Fr8hlich and Esch , 
some of whose results are quoted here , all use right near-rings 
so their results appear in their "mirror-image" form. 
In the first two sections of this work we give the basic 
definitions , along with some simple examples , and list the well-
known properties of near-rings which will be used throughout. 
The concept of weak distributivity , as first advanced by 
Fr8hlich , comprises the main part of this work , and we look at 
the close connections between the solubility of the near-ring 
additive group and the weak distributivity of the near-ring itself. 
Esch (2) extends the idea of weak distributivity , although 
the definitions used are different from ours. However it is poss-
ible to modify these definitions and obtain further connections 
between the nilpotence of the near-ring additive group and the 
stronger form of weak distributivity based on Esch's idea. 
It is also possible to generalize Fr8hlich's concept in 
the opposite direction , i.e. to define a form of generalized 
distributivity which is less stringent than weak distributivity. 
We call this feeble distributivity. 
We also consider certain d.g. near-rings generated by 
group endomorphisms , and show that properties of the group 
such as solubility , are translated via these group endomorphisms 
into properties of the near-ring , such as weak distributivity. 
Meldrum (5) has shown that if a group lies in some var-
iety then so does any near-ring with a faithful representation 
on the group. In the final section we look at some results related 
to this. 
SECTION 1 	NEAR-RINGS ; DEFINITIONS AND PROPERTIES 
Definition 1.1 A non-empty set R with two binary operations 
(usually denote I + and .) satisfying the following three 
conditions is a (left) near-ring. 
(1) 	(R,+) is • group. 
(R,.) is • semigroup. 
x. (y+z) = x.y + x.z for all xy,zcR. 
Notes A right near-ring satisfies conditions (i),(ii) and 
(iii)' (x+y).z = x.z + y.z for all x,y,zcR , however we use 
left near-rings throughout , unless otherwise stated. 
We often write xy instead of x.y. 
Groups are written additively without implying commutativity. 
The near-ring R is said to be Abelian if the group (R,+) is 
Abelian , and R is said to be commutative if the seinigroup (R,.) 
is commutative. 
We use 0 or 0 P. to denote the additive identity of R , and 1 or 
to denote the multiplicative identity , if it exists. 
Examples 1.2 (i) (A left near-ring) Let (G,+) be a group and 
define T(G) to be the set of all maps from G into itself 
i.e. T(G) = {cxIc2:G-G}. For cz,cT(G) define + and . by 
g(cx-i-) = gc + g 	and 	g(c-8) = (gcz) 	(gcG) 
Then T(C) is a left near-ring ; only the left distributive law 
needs checking. Let gcG and o,,ycT(G) , then 
gcz.( -'-y) = (ga)(+y) 
1 
= (gct) + (gct)y 
= g(a.8) + g(c.y) 
= g(ct.8 + a.y) 
Hence a.(8+ -y) = c&. + a.y and the left distributive law holds. 
All the other properties are immediate. 
Notes Writing maps on the left instead of the right would have 
produced a right near-ring. 
T(G) is Abelian if and only if C is Abelian. 
(Subnear-rings) 	Let T(G) = { acT(G)lOa = OG) (where O 
denotes the identity element of the group G) and let 
T(G) = {ag 1cG} where the map a  is defined by 
hag = g , for all hcG. 
It is easy to check that T(G) and T(G) are subnear-
rings of T(G). 
(An Abelian right near-ring which is not a ring.) 
Let R be a ring and let R(x) be the set of all polynomials over 
R. Define + as normal addition of polynomials and define . by 
substitution , i.e. f(x).g(x) = f(g(x)). Then (R(x),+,.) is an 
Abelian right near-ring , but is not a ring since the left 
distributive law does not hold. 
 Let (G,+) be a non-Abelian group. Define . on G by 
g.h = 
G 
for all g,hcG. Then (G,+,.) 	is a near-ring in which 
both distributive laws hold. It is also commutative , but it is 
not Abelian. 
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Lemma 1.3 Let R be a left near-ring. 
x.O 	O for all xcR 
x.(-y) = -x.y for all x,ycR 
Proof (i) x.(O+O)=x.O + x.O , but x.(04-O) = x.O , so 
x.O = x.O + x.O ,hence x.O = 0. 
(ii) x.y + x.(-y) = x.(y+(-y)) = x.O = 0 , so x.(-y) = -x.y. 
Notes For right near- rings we have (i)' 0.x = 0 and 
(ii)' (-x).y = -x.y. 
For left near-rings it is not necessarily true that 0.x = 0 or 
that (-x).y = -x.y. To show this , let (G,+) be a group and let 
gG. Define a gcT(G) by h g = g , for all hcG , and let o be the 
zero element of T(G) 
	
i.e. the map which sends each element of 
G to the identity. 
If ycT(G) then for all gcG , g(yczg) = (gy)ag = g , so 
Yag  =ag ; in particular 	0g = ag . 
Also , (-y)ctg = ag , but 	YcLg = ag # ctg , SO 
(-i)ag 	Yag . 
Definition 1.4 A near-ring R is said to be zero-symmetric if 
0.x = 0 for all xcR. 
Examples 1.5 In Example 1.2 (ii) we defined the near-rings T 0 (G) 
and T(G). It is clear that T0 (G) is zero-symmetric while T(G) 
is not. 
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Definition 1.6 Let R and S be near-rings. A near-ring homomor - 
phism is a map 6:R-*S such that (x+y)O = xO + yO 	and 
(xy)O = (xO)(yO) 	for all x,ycR. 
Let (C,+) be a group , R a near-ring , and let T(G) be 
the near-ring of all mappings from C into itself , as defined in 
Example 1.2 (i). C is called an R-module if there is a near-ring 
homomorphism from R into T(G). Such a homomorphism is called a 
representation of G. If the representation is a one-to-one mapp-
ing (a monomorphism) then it is said to be faithful. If 0 is a 
representation' we generally write gr instead of g(r0). 
Theorem 1.7 Every near-ring has a faithful representation. 
Proof 	Let (R,4-,.) be a near-ring , and choose any group (G,+) 
which 'contains a proper subgroup isomorphic to (R,+) , and 
identify this subgroup of G with R. 
For rcR define cz(r)cT(G) as follows 
ga(r) = gr 	if gc(R,+) 
ga(r) = r 	if gv(R,+) 
This enables us to define another map A:R--T(G) by rA = c(r). 
Firstly we check that A is a near-ring homomorphism. Let gcG and 
r,scR. If gc(R,+) we have 
ga(r+s) = g(r+s) 
= gr + gs 
= gcz(r) + ga(s) 
so a(r+s) = a(r) + a(s) 






so a(rs) = a(r)a(s). 
If gt(R,+) then we get gcz(r+s) = r+s 
= ga(r) + ga(s) 
= g(a(r) + a(s)) 
so ct(r+s) = a(r) + a(s) 
and since ga(r) = rcR , then ra(s) = rs , by definition ,so that 
ga(rs) = rs 
= (ga(r))s 
= (gcx(r))a(s) 
= g(ct(r)a(s)) , 
hence 	ct(rs) = a(r)a(s). 
In both cases we have shown that a(r+s) = a(r) + a(s) and that 
a(rs) = a(r)a(s) , i.e. (r+s)A = rA + sA and (rs)A = (rA)(sA). 
Thus A is a homomorphism. 
Further , if a(r) = a(s) , choose gR , then 
ga(r) = ga(s) 	 r = s. This shows A to 
be a monomorphism , as required. 
Definition 1.8 	Every near-ring (R,+,.) is an R-module over 
itself , under the right regular representation given by 
s(rO) = sr 	(r,sR). We denote the R-module (R,+) by RR. 
Observe that for left near-rings we cannot define a left 
R-module of R over itself since the right distributive law fails. 
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Definition 1.9 If (G,+) and (H,+) are R-modules then a group 
homomorphism :G-*H such that (gr) = (g4)r for all geG ,rcR 
is called an R-homomorphism. 
The usual homomorphism theorems hold for both near-ring 
homomorphisms and R-homomorphisms. The proofs are the same as 
for groups and rings. 
Definition 1.10 Let G be an R-module , and H a subgroup of C. 
If HR-~H (i.e. if hrdll for all hcH,rcR) then H is said to be an 
R-submodule (or an R-subgroup) of G. 
If H is a normal subgroup of C (henceforth we will use 
the notation (H,+)4(G,+)) such that (g+h)r-grdll , for all gEG , 
hcH , reR then H is said to be an R-ideal of G. 
Observe that since (H,+)(G,+) , g+h = h'+g for some 
h'cH , so we could use the equivalent condition (h+g)r-grcH , 
for all gcG , hcH , rcR. 
Example 1.11 An R-ideal is not necessarily an R-submodule. 
Let G be some non-trivial group , and let R = T(G) , as 
defined in Example 1.2 (ii). Note that by definition of T(G) 
for any elements 	cTz(G) we have ct8 	8. 
Let RR  be R considered as an R-module over itself under 
the right regular representation. Then any normal subgroup (S,+) 
of (R,+) will be an R-ideal of RR , since if x,ycR and scS , by 
the remarks above we have (x+s)y-xy = y-y = OcS , hence S is an 
R-ideal. 
However , suppose S is also an R-submodule of RR , and 
let scS , reR. Then srcS , but sr = r , which implies that S = R. 
Thus the only R-submodule of RR  is R itself. 
Note This example shows that O} , although obviously an R-
ideal , need not be an R-submodule. 
Lemma 1.12 Let R be a zero-symmetric near-ring , then every 
R-ideal of an R-module G is also an R-submodule of G. 
Proof Let G be an R-module with representation o:R+T(G). Since 
o is a homomorphism , the zero element 0 of R is sent to the 
zero element of T(G) , viz, the map o:G-*G defined by go 
=G 
 for 
all geG. In a more straightforward notation we may write 
goR = 0G (gcG) , and in particular °G°R = OG Hence if rcR 
then OCr = (OGOR)r = OG(ORr) 
= OGOR(since R is zero-symmetric) 
= 
(This shows that if R is zero-symmetric then {OG)  is indeed an 
R-submodule of C.) 
Now suppose that H is an R-ideal of G. Then 
(h+OG)r_OGrCH (hcH ,rcR) , therefore hr_OG = hrcH , and H is an 
R-submodule of C. 
Definition 1.13 Let R be a near-ring and let S be a subgroup of 
(R,+). Then S is a left R-subgroup of R if rscS for all rcR , seS. 
Equivalently , S is a left R-subgroup of R if and only if RSS. 
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S is a right R-subgroup of R if srcS for all reR , scS. Equival-
ently , Sis a right R-subgroup of R if and only if S is an R-
submodule of RR. 
A left ideal of R is a normal left R-subgroup of R , i.e. 
I is a left ideal of R if and only if (I,+).(R,+) and RII. 
A right ideal of R is an R-ideal of RR , i.e. J is a right 
ideal of R if and only if (J,+)(R,+) and (x+j)y-xycJ , for all 
jcJ , x,ycR. 
An ideal of R is a left ideal which is also a right ideal. 
R is said to be simple if it has no non-trivial ideals , i.e. no 
ideals other than fOR)  and R , which clearly are always ideals. 
Note Example 1.11 shows that a right ideal need not be a right 
R-subgroup of R , however 
Lemma 1.14 If R is a zero-symmetric near-ring then every right 
ideal of R is also a right R-subgroup of R. 
Proof 	Suppose that J is a right ideal of R. Let jcJ , rcR , 
then jr = (j+O)r-Or (since R is zero-symmetric) , which lies in 
J , by definition of a right ideal. Thus jrcJ , so J is a right 
R-subgroup of R. 
Notation 1.15 We shall write IR , liaZR , IrR to mean , resp-
ectively , that I is an ideal of R , I is • a left ideal of R , I 
is a right ideal of R. 
Definition 1.16 Let R be a near-ring , C an R-module and X a 
subset of-G. The annihilator of X is the set AnnX = {rcRIxr = O 
for all xcX}. If gcG and X = {g) we write Anng instead of Ann{glI. 
The R-module C is faithful if AnnG = {OR}. (c.f. Definition 1.6) 
Lemma 1.17 	Let R be a near-ring , G an R-module and X a subset 
of G. Then AnnX is a right ideal of R. 





r-scAnnX. If rcAnnX , PER and xcX then x(-p+r+p) 




= or , 	so (-p+r+p)cAnnX. 
This shows that (AnnX,+)(R,+). 
Now let P,OCR , scAnnX , xcX. Then 
x((p+s)ci-pcm) = (xp + xs)o - XpG 
= (xp + OG)a - xpa 
= xpo - xpci 
= 
so (p+s)o-pcicAnnX. Hence AflflXrR• 
Lemma 1.18 Let R be a near-ring , G an R-module and X a subset 
of G. If XR~X (in particular if X is an R-submodule of C) then 
AnnX is a left R-subgroup of R. 
Proof We already know (from the proof of Lemma 1.17) that AnnX 
is a subgroup of (R,+). If xcX , reR and scAnnX then 
x(rs) = (xr)s 
=G since xrcX. So rscAnnX ,which shows that 
AnnX is a left R-subgroup of R. 
SECTION 2 	DISTRIBUTIVELY GENERATED NEAR-RINGS 
Definition 2.1 An element r of a near-ring R is said to be 
distributive if (x+y)r = xr + yr for all x,yER. (Since we are 
dealing with left near-rings we already have the left distribut-
ive law r(x+y) = rx + ry for all x,ycR.) 
If every element of R is distributive then R is said to 
be a distributive near-ring. 
Lemma 2.2 Let R be a distributive near-ring. Then 
Any subnear-ring of R is distributive 
Any homomorphic image of R is distributive. 
Proof (i) is obvious. 
(ii) Suppose that S is a near-ring which is a homomorphic image 
of R under 0 , and let a,b,c S. Then there exist elements 
x,y,z R such that xO = a , yO = b , zO = c. Hence 
(a+b)c = (xO+yO)zO 
= ((x+y)z)0 (since 0 is a homomorphism) 
= (xz+yz)0 (since R is distributive) 
= (xO)(zO) + (yO)(zO) (as 0 is a homomorphism) 
= ac+bc , which shows S to be distributive. 
Lemma 2.3 The set of all distributive elements in a near-ring 
R forms a multiplicative semigroup. 
Proof Let r,s be distributive elements of R , and let x,y be 
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arbitrary elements of R. Then (x+y)(rs) = ((x-i-y)r)s 
= (xr+yr)s 
= (xr)s + (yr)s 
= x(rs) + y(rs). 
Thus rs is distributive which shows that the set of all distrib-
utive elements is closed under multiplication (which is associa-
tive by definition of a near-ring) hence forms a semigroup. 
Examples 2.4 (1) For a left near-ring , by lemma 1.3 (i) , we 
have (x+y)O 0 = xO + yO , hence 0 is a distributive element. 
If a left near-ring possesses a right identity (i.e. an element 
e such that xe = x for all xcR) then this right identity is 
clearly distributive. 
(ii) Let C be a group and T(G) as in Example 1.2 (ii). Then 
EndG (the set of all endomorphisms ct:G-*C) comprises the set of 
all distributive elements of T(G). 
Proof 	Firstly , if OcEndG and cL,cT(G) , then for all gcG 
= (gcx±g)e 
= (gc)O + (g)O 
= g(cto) + g(0) 
= g(aO+O). 
Thus (cx+)O = aO+O , and 0 is distributive. 
Conversely , suppose that OcT(G) is distributive. Then 
for all c,BcT(G) , (cz+8)0 = a0+10. For gcG define 	cT(G) as  
follows 	h = g for hcG_{0}  and 0 O = 
For all g,hcG we have (g+h)0 = ( g + 
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= 	+Bh)O 
= g(90 + h° 	
(as 0 is distributive) 
= g( g0) + 
= ( g)O + 
= gO + ho. 
Thus (g+h)O = gO + hO , which shows that OcEndG , as required. 
(iii) In general the sum of two distributive elements is not 
distributive ; in the previous example , if C is a non-Abelian 
group it is still true that the endomorphisms of G are exactly 
the distributive elements of T(C) , but the sum of endomorphisms 
of a non-Abelian group is in general not an endomorphism. 
Definition 2.5 A near-ring R is said to be distributively 
generated (d.g. for short) if there exists a semigroup S of 
distributive elements within R (not necessarily all the distrib-
utive elements of R) such that (R,-+-) , considered as an additive 
group , is generated by S. 
Notes We may assume without loss of generality that OReS , for 
if ORS , S U {OR}  will still be a semigroup , and generate the 
same additive group as S. 
We write Gp<S> to denote the additive group generated by a set 
S--sR. If R is d.g. by S then we write (R,S) to show this. 
Any element r of a d.g. near-ring (R,S) can be written in the 
form r = c  1 1 
s + .......-e s 	EC .s. , here c. 	±1. We use this nfl ii 	 1 
fact on numerous occasions throughout this and later sections. 
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Example 2.6 Let (G,+) be a group. We have already remarked that 
if C is non-Abelian then in general the sum of endomorphisms of 
C fails to be an endomorphism , however the set of all finite 
sums and differences of endomorphisms of C , denoted E(G) , is 
closed under addition and composition of mappings. Thus 
(E(G),EndC) is a d.g. near-ring. 
To verify this it is only necessary to check that E(G) 
is closed under multiplication (i.e. composition) , so let c,8 
be elements of E(G) , say a = Ec.O. and = Zr.4. , where 
c.,r. 	±1 , Q.,.cEndG. 
Then ct = (Ec.O.)(Er.q.) 
= 	 (by the left distributive law)
i ) Yj 
= ETJ 	(x(-y) = -xy , by Lemma 1.3 (ii) 
which covers the case r. = -1) 
= 	 (as each 4. is distributive) 
which lies in E(G) , since each 0.4.cEndG which is a semigroup. 
This shows E(G) to be closed under multiplication as required 
and hence (E(G),EndG) is a d.g. near-ring. 
Lemma 2.7 Every d.g. near-ring is zero-symmetric. 
Proof Firstly , suppose that s is a distributive element of a 
near-ring R. We shall show that Os = 0 and that (-r)s = -rs for 
all rcR. Now (r+0)s = rs , but (r+0)s = rs + Os , as s is dist-
ributive. Hence rs + Os = rs , so Os = 0. 
Also , (r+(-r))s = rs + (-r)s , but (r+(-r))s = Os = 0 , 
by the above , so rs + r(-s) = 0 , hence (-r)s = -rs. 
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Now suppose that (R,S) is a d.g. near-ring and let rcR , 
say r = c. 
1 
s.




= EO(c.s.) (by the left distributive law) 
= ZE 1 (Os.) (the case 6. 	-1 being dealt 
with in the above) 
= Ec.O = 0 , as required. 
Hence R is zero-symmetric. 
Lemma 2.8 Every homomorphic image of a d.g. near-ring is d.g. 
Proof 	Let (R,S) be a d.g. near-ring , and suppose that R' is a 
homomorphic image of R under some near-ring homomorphism 0. If 
scS we shall show that sO is distributive in R' ; for if a,bcR' 
then there exist elements x,ycR such that a = xO and b = yO. 
So (a+b)(sO) = (xO+yO)(sQ) 
= ((x+y)s)0 
= (xs+ys)0 
= (xO)(sO) + ( ye) (so) 
a(se) + b(sO). 
It also follows that R' E R0 is generated by SO , for if 
aeR' and a = xO (xR) with x =e 
1 









and the elements s.O are distributive elements of R'. Thus 
1 
(R',SO) is a d.g. near-ring. 
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Note 2.9 In general it is not true that a subnear-ring of a d.g. 
near-ring is d.g. Let S 3 be the group of permutations of three 
symbols , and EndS3 the group of endomorphisms of S 3 . From 
Example 2.6 we see that E(S 3 ) is a d.g. near-ring , generated by 
EndS 3 . However Lyons-Malone (4). provide an example of a subnear-
ring of E(S 3 ) which is not d.g. 
The next four results show that in the case of d.g. 
near-rings we can apparently weaken the conditions for subsets 
to be R-submodules , R-ideals , etc. 
Lemma 2.10 Let (R,S) be a d.g. near-ring and A a subgroup of 
(R,+). Then A is a right R-subgroup of R if and only if AS:!~A. 
Proof 	Suppose AS_-~A and let acA and rcR , with r = Ecs , then 




1 	 1 
(as.) cA , since each as.cA 
1  
and A is a subgroup of (R,+). Therefore AR.-~A , i.e. A is a right 
R-subgroup of R. The opposite implication is obvious. 
Lemma 2.11 Let (R,S) be a d.g. near-ring and G an R-module. Let 
H be a subgroup of G. Then H is an R-subrnodule of G if and only 
if HS<-H. 
Proof 	Same as that of Lemma 2.10. 
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Lemma 2.12 	Let (R,S) be a d.g. near-ring , G an R-module such 
that S induces endomorphisms of G (i.e. such that (Eg.)s = Eg.s 
for all scS and g.cG) , and let H be a subgroup of C. Then H is 
an R-ideal if and only if H is a normal subgroup of G and HS:!M. 
Proof 	Suppose that H is an R-ideal of C , then certainly H is 
a normal subgroup of C. Since R is d.g. then by Lemma 2.7 it is 
zero-symmetric , and hence by Lemma 1.12 H is an R-submodule of G, 
so HR:5,J-I. Therefore HS-<.}I. 
Now assume conversely that (H,+)(G,+) and that HS:s.H. We 
must show that given gcG , hcH and rcR , (g+h)r-grcH. 
Let r = E 1 s ....... c n s 
	(where 
1 fl 
(g+h)r-gr = (g+h)(c 1 s 1 ...... -i-cs) - g( 
= c 1 (g+h)s 1 -i- ..... -i-e(g+h)s - 
c. = ±1 and s.cS) , then 
1 	 1 
Es-i- ..... -i-cs) 11 	nn 
(c 1gs 1 -i- ..... -i-cgs) 
= c 1 (g+h)s 1 -i- ..... -i-c(g+h)s - egs- .....-c 1gs 1 
Now if c n = +1 then c n (g+h)s -c gs = (g+h)s-gs 
= gs n n n 
+hs -gs cH 
since hscH and (H,-i-).(G,-i-). 
	
-c gs 	-(g+h)s +gs If c n = -1 then c n (g+h)s 
 n n n n n 
= -hs -gs +gs 
n n n 
= -hs 
n  dH , since HS<H. 
In either case c 
n 	n n n 
(g+h)s -c gs cH , say 
c(g-'-h)s -c gs = h'. Since (H,+)(G,+) we 
n n n 
get c 1 (g+h)s 1 ...... -i-c n-1 	 n-1 n-1 
(g+h)s 1+h'-c 	gs 	-c1gs 1 
= h" +c 1 (g+h)s 1+.....-i-c 1(g+h)s n-1 -c  n- 
1 gs 1 - ..... - c 1 gs 1 
'V 
for some element h"dH. 
Applying the same argument to c_1(g+h)s n-i -c n-i (g+h)s1  
and proceeding as before (formally we could use induction) we 
eventually get (gi-h)r-greH , as required. 
Remark The condition that S induces endomorphisms of C is satis-
fied in every case which we consider , so we often use the above 
result without specifically referring to this requirement on S. 
Lemma 2.13 	Let (R,S) be a d.g. near-ring and I_eR. Then I is a 
right ideal of R if and only if (I,+)(R,+) and IS-<1. 
Proof 	Consider R as the R-module RR over itself (see Definition 
1.8). Then I is a right ideal of R if and only if I is an R-ideal 
of R. , and the result now follows from Lemma 2.12. 
The final result in this section shows that "distribut-
ively generated" is quite a strong condition to put on a near-ring. 
We have already seen (Example 1.2 (iii)) that an Abelian near- 
ring need not be a ring , however 
Theorem 2.14 	An Abelian d.g. near-ring is a ring. 
Proof 	Let (R,S) be an Abelian d.g. near-ring. We need only 
prove that the right distributive law holds , so let x,y,zcR , 
with z =c. 
1 
s.1 
 , so that (x+y)z = (x+y)(c.s.) 
= (x+y)c.s 
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= Ec..(x+y)s. (using Lemma 1.3 (ii) if c. 
= Ec.(xs.+ys.) (since each 5. is distributive) 
Now if c. = +1 then obviously c.(xs.+ys.) 	xs.+ys. , 
1 	 1 •1 	1 1 	1 
	
and if c. = -1 then c.(xs.+ys.) = -(xs.+ys.) - 
1 	 1 	1 	1 	 1 	1 
= -ys.-xs. 
1 	1 



































1 . + EE 1 . 1
ys. 	(since R is Abelian) 
= x(c.s.) + y(c.s.) 
= x(Ic.s.) + Y(EE 
= xz+yz , as requir.ed. 
Thus R is distributive as well as Abelian , and consequ- 
ently is a ring. 
As mentioned above "distributively generated" is a strong 
condition , and using d.g. near-rings Fr8hlich (3) obtains some 
powerful results connecting generalized distributivity and gener-
alized (additive) commutativity (i.e. solubility) in near-rings. 
Esch (2) lifts the d.g. restriction and obtains correspond-
ing , but necessarily weaker , results. 
These results are discussed and in some cases extended in 
later sections , but first we define some of the quantities used 
by FrBhlich and Esch and derive some of the basic properties. This 
is done in the following sections on products , commutators and 
distributors. 
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SECTION 3 	PRODUCTS 
Notation 3.1 Let R be a near-ring. For subsets S,T of R we write 
ST for the set {stIscS,tcT).  For subgroups A,B of (R,+) let A*B 
denote the set {Za. 1  b. 1 	 1 
(finite sum)Ia. 	
1 
cA,b.cB). This is the mini- 
mal subgroup of (R,+) containing all products of the form ab. 
We shall write AoB for the normal closure of A*B in (R,+) 
(sometimes denoted by A*B) i.e. the minimal normal subgroup of 
(R,+) containing A*B. As a set AoB consists of all sums of ele-
ments of the form -r+x+r (rcR,xcA*B). 
More generally , if All ...... ' A are subgroups of (R,-I-) , 
then A 1 * ...... *A will denote the minimal subgroup of (R,+) which 




A.) , and 
1  
A1 0 ...... oA will denote the minimal normal subgroup of (R,+) to 
contain all products of the same form. 
Lemma 3.2 Let R be a near-ring , A a left R-subgroup of R and B 
a subgroup of (R,+). Then A*B is a left R-subgroup and AoB is a 
left ideal of R. 
Proof Let rER and xcA*B , so that x is of the form Ea. 1 b 1 
. , then 
rx = r(Ea.b.) = E(ra. 1 1
)b.. Each racA so E(ra. 
1 1 
)b. cA*B , thus 
11 	 1  
R(A*B)A*B , so A*B is a left R-subgroup. 
AoB consists of all sums of elements of the form 
-r + Ea .b. + r , so if r' cR then by the left distributive law 
r'(-r + Ea.b. + r) =-r'r + E(r'a.)b. + r!r c(RA)oBAoB , since RA-<A. 
From this we get R(AoB)-,.AoB. Also AoB(R,+) , hence AoBR. 
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Lemma 3.3 Let (R,S) be a d.g. near-ring and B a right R-subgroup 
of R. Then for any subgroup A of (R,+) , AB is a right R-subgroup 
and AoB is a right ideal of R. 
Proof To show that A*B is a right R-subgroup we need only check 
that (A*B)S:5.A*B (by Lemma 2.10) , so let seS and xcA*B with 
x = Ea.b. , then xs = (Ea .b.)s 	Ea.(b.$) (as s is distributive). 
	
11 	 11 1 
This lies in A*(BS)_-~A*(BR)_<A*B , as required. 
By definition AoB(R,+) , so by Lemma 2.13 we need only 
verify that (AoB)S_-~AoB. A typical element of AoB is a sum of ele-
ments of the form -r + Ea.b. + r. If scS then (-r + Ia 1 
.b 
1 
. + r)s 
11  
= -rs + Ea.(b.$) + rs , which lies in Ao(BS) ~Ao(BR)_<A0R. Since s 
1 1 
is also distributive over sums of such elements we get (AoB)S-<A0B 
and hence AoBR , as required. 
Lemma 3.4 Let R be a near-ring and A1,A23 ...... 9 A subgroups of 
(R,+). Then for n>2 , A1 *A2 * ...... *Ari = A1*(A2* ...... *A) 
<(A * *A )*A - 1 	n-1 n 
Proof A1*A2* ......*An is generated by elements of the form 









* *A ). n  n 
A 
1 	2 	n 
*(A * *A ) is generated by elements of the form 




M 	m j j 
= ±a 
1 a 
	 1 2 
.......a ±......±a a.... ..a n 
 (by the left distributive 
n 1 . .1. 	 in 	in 
law and Lemma 1.3 (ii)). 
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Each of these terms lies in A 1 *A2* ...... *A , hence 
A1 *(A2 * ...... *A 
n 
)-<A1 
 2 	n 
 *A * *A . This proves that 
*An = A1 *(A2 * ...... *A) 
The typical generating element of A1 *(A2* ......*A) given 
above can be written in the form 
(aa ...... a( 	1) )(±a) ........ (a 1 a 2 .....* 
which lies in (A 
1 	n-i 	n 	
* *A )*A . Therefore 
A1 *(A2**A)_-e~ (A1 * ...... *Ani)*An , as required. 
Lemma 3.5 Let R be a near-ring with A,B,C,A 1 ........,A subgroups 
of (R,+). Then (i) Ao(B*C) = Ao(BoC) = AoBoC 
(ii) If n>2 , A 
1 	2 	n 	1 	2 
o(A * *A 
) = A o(A o......oA ) n 
=AoAo......oA 12 	n 
~ (A o ......oA 	)oA 1 	n-i n 
Proof (i) For a subgroup X of (R,+) , by considering sums of 
elements of the form -r' + a(E(-r.+x+r)) + r' 
1 1 1 
= -r' + E(-ar. 
1 
+ax.+ar.) + r' 
1 	1 
we see that AoX-<AoX , and hence AoX = AoX (since clearly AoX--.AoX) 
Therefore Ao(B*C) = Ao(B*C) = Ao(BoC). Also , by definition , 
AoBoC = A*B*C = A*(B*C) (by Lemma 3.4) 
= Ao(B*C) 
Ao(BoC) (by the above). 
This proves (i). 
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(ii) Given (1) assume that A2o(A3*.... . *A 
 n 
)  = A2o(A3o .... oA) 
= A oA o.....oA 23 	n 
Then by definition A 
1 2 	 1 2 
oA o.....oA = A *A * n 	 n 
= A1*(A2* ..... *An ) (by Lemma 3.4) 
= A1o(A2* ....  *An ) 
	
= A 
1 	2 	3 
o(A *(A * .. . *A n )) (Lemma 3.4) 
= A1o(A2o(A3*...*A 
 n 
)) (by (i)) 
= A1o(A2o(A3o . . . oA)) (assumption) 
A 1  o(A  2 o.....oA  n )  (also by 
assumption). By induction on n it now follows that 
A1oA2o .....A = A1o(A2o ..... oA) = A1o(A2* .....*A). Finally 
A1o(A2o.....oA) = A1o(A2*.....*A) 
= A1 *(A 	*A 2*.....) 
~ (A1*.*A 1)*A 	(by Lemma 3.4) 
= (A * *A )oA 1 	n-1 n 
:!~ (A o .....oA 	)oA 1 	n-1 n 
(since clearly A 
1 	n-1 	1 	n-1 
* *A ~ A o .....oA 	). This proves (ii). 
The definitions made ensure that A 1 * .....*A (respectively 
A10 .....oA) is the "smallest possible" subgroup (respectively 
normal subgroup) of (R,+) containing all products of the form 
a 1 .. ...a 	 1 n (where a. 1cA. . 1 K i Kn). 
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Lemma 3.6 Let (R,S) be a d.g. near-ring and let A be a subgroup 
of (R,+). Then 
A*S = A*R and AoS =AoR 
R*(A*R) = (R*A)R and Ro(AoR) = (RoA)oR. 
Proof (i) Clearly A*S_-~A*R. If acA and rcR , with r = Ec.s.  01 




) = Ec. 
1
as. cA*S , hence A*S = A*R. 
Also , AoS = A*S = A*R = AoR , as required. 
(ii) Using (i) 	replace . by R*A to give 
(R*A)* = (R*A)*s 
= R*A*S 	(by the distributivity of S) 
= R*(A*S) (by Lemma 3.4) 
= R*(A*R). 
By Lemma 3.5 (ii) we already have Ro(AoR)!~ (R0A)oR. Now 
(RoA)oR = (R0A)oS 	(using (i)) 
= (R0A)*S ; RoA consists of sums of elements of the form 
(-r + r. 
1 
 a. 
1 	 1 
+ r) , and if scS then (-r + r.a. + Os 
1 
= -rs + Er.(a.$) + rs , and it 
is clear that S distributes over sums of such elements. From this 
we see that (R0A)*S 	(R*(A*S) 
= Ro(A*S) 
= Ro(AoS) 	(by Lemma 3.5 (ii)) 
= Ro(A0R) 	(by (i)) 
Hence (R0A)oR-<.Ro(AoR) , and the result now follows. 
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Definition 3.7 For a subgroup A of (R,+) we define a series of 
subgroups and normal subgroups of (R,+) as follows 
A1 = A ; A'1 = Al*AV  ; AA 
t 
O AV if 	is a limit ordinal. 
= A ; 	= AoA' 	; 	= (\ 	if ?'is a limit 
ordinal. 
For finite positive integers n this coincides with our 
earlier definitions putting A = A. for each i , and defines An 
(respectively A'.) as the "smallest possible" subgroup (resp-
ectively normal subgroup) containing all products of n elements 
of A. 
Definition 3.8 We say that a subgroup A of (R,+) is nilpotent 
if A = {0} for some positive integer n. If An-i  (03 then we 
say that A is nilpotent of (nilpotency) class n. 
(n)n 
	
We show below that A 	=.A for all n,so equivalently 
we could say that A is nilpotent if A 	 ='{o}. 
If A = {0} for some infinite ordinal p , then A is said' 
to be hyponilpotent (of class p , if p is the 'least such ordinal). 
Lemma 3.9 Let R be a near-ring and A a subgroup of (R,+). Then 
for all positive integers n , 	 = A11 . 
Proof We use induction on n. The result is true by definition 
when n = 1. Now , if B is any subgroup of (R,+) , it is clear 
that AoB_-,~AoB. 
A typical element of AoB can be written as a sum of 
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1 	 1  
= Z(-(a.x.+r) + a . + (a.x.+r)) 
11 	 11 	11 
c A*B = AoB. From this it follows that 
AoB = AoB. 
Now suppose that A 	 = A" . Then 
= AoA " 
= AoA n  
= AoA 
n 
 (put B = A
n 
 in the above) 
= A*An 
=.A'' 	, and the result follows. 
Note 3.10 The above result does not extend to transfinite ord-
inals because of problems with limit ordinals , that is we do not 
have 	A. = (nA.) for an arbitrary collection {A.1 IicI} of sub- 
1 	tI1 
groups of (R,+) ; to see this , consider a near-ring R where 
(R,+) is a simple group with non-trivial subgroups A and B such 
that An  = { o}. Then An  = {O} , but An  = R. 
Lemma 3.11 (i) Let A be a left R-subgroup of a near-ring R. 
Then for each ordinal p,A' is a left R-subgroup and 	is a 
left ideal of R. 
(ii) If RE(R,S) is d.g. and B is a right R-subgroup of R , then 
for each ordinal p,B is a right R-subgroup and B is a right 
ideal of R. 
Proof (i) This follows from the definitions Ahul  =A* and 
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A" = AoA 	and Lemma 3.2 , since A is a left R-subgroup. 
The limit ordinal case follows since the intersection of an 
arbitrary collection of left R-subgroups is itself a left R-
subgroup , and similarly for left ideals. 
(ii) We use transfinite induction on j. B ' = B is assumed to be 
a right R-subgroup , and B' = B is a right ideal , since BSB 
(using the distributivity of S and Lemma 2.13). 
Assume that B is a right R-subgroup and 	is a right 
ideal. Now B' 	= B*B V is a right R-subgroup and 	= BoB 
is a right ideal , by Lemma 3.3. 
If A is a limit ordinal then BX = flB 	is a right R- 
subgroup and 	=1B" 	is a right ideal , since both right 
R-subgroups and right ideals are closed under arbitrary intersec-
tions. The result now follows. 
Lemma 3.12 Let A be a left R-subgroup of a near-ring R. Then 
A = A1 ~! A ~ A ~2 .......... 
A 1 	~_- A 	 .~ A 	 2 .......... 
Proof (i) The generators of A2 = A*A are of the form ab (a,bcA) 
and these lie in A , since it is a left R-subgroup. Therefore 
2 	 n+1 
~
n 	n+2 	n+1 
~ * n 	n+l 
 51 
A ~A. Suppose that A 	A ; then A = A*AA A = A 
and (1) now follows by induction on n. 
(n+1) 	n-'-1 	(n) (ii) A 	=A ~ A = A 	(using Lemma 3.9 and (1))., and 
this proves (ii) 
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SECTION 4 COMMUTATORS 
In this section quotient near-rings and sums of normal 
subgroups appear for the first time. The definitions (see below) 
are very similar to those made in group theory. 
Definition 4.1 Let R be a near-ring and A,B normal subgroups of 
(R,+). A+B will denote the set a+bIacA,bcB). Exactly as in 
group theory it follows that A+B is also a normal subgroup of 
(R,+). For obvious reasons A+B is called the sum of A and B. 
Definition 4.2 Let R be a near-ring and let A be an ideal of R. 
Since A is a normal subgroup of (R,+) we can define R/A in the 
usual way , i.e. as the set of cosets of A in R. For an element 
x of R we will denote by x the coset x+A , so that addition is 
defined in R/A by x+y = x+y. By defining multiplication in R/A 
by xy = xy we get the quotient near-ring R/A. The definition of 
right ideal (see Definition 1.13) is precisely what is needed to 
make this quotient structure into a near-ring. 
Definition 4.3 Let R be a near-ring and let x,y be elements of 
R. The commutator of x and y is defined to be -x-y+x+y and is 
denoted by (x,y). 
If A and B are subgroups of (R,+) then (A,B) will 
denote the minimal subgroup of (R,+) containing all commutators 
of the form (a,b) (acA,bcB). (A,B) is called the commutator 
subgroup of A and B. 
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Lemma 4.4 Let R be a near-ring. If A and B are normal subgroups 
of (R,+) then so is (A,B). 
Proof This result is standard group theory , so the proof is. 
omitted. 
Lemma 4.5 Let R be a near-ring with A,B left R-subgroups of R. 
Then (A,B) is also a left R-subgroup of R. 
Proof 	Let (a,b) be a typical generator of (A,B) , then if reR 
r(a,b) = r(-a-b+a+b) = -ra-rb+ra+rb 
= (ra,rb) c(A,B) , since RAA and RBKB. 
Hence R(A,B)-<(A,B) as required. 
Lemma 4.6 Let R be a near-ring and let A,B be left ideals of R. 
Then (A,B) is also a left ideal of R. 
Proof Follows from Lemma 4.4 and Lemma 4.5. 
Lemma 4.7 Let (R,S) be a d.g. near-ring. If A and B are ideals 
of R then so is (A,B). 
Proof Because of Lemma 4.6 and Lemma 2.13 we need only verify 
that (A,B)Si~ (A,B). If acA,bcB,scS then because of the distribut-
ivity of s we get (a,b)s = (as,bs) c (A,B) , since ASA and BS--eB. 
From this it follows that (A,B)R. 
Example 4.8 If R is not d.g. it is possible to have right ideals 
A,B of R such that (A,B) is not a right ideal. of R , as the foll-
owing example , due to Esch (2) , shows. 
Let R = {O,a, 2a,b,b+a,b+2a} with addition and multipli-
cation given by the tables below. (Note that as an additive group 
R is isomorphic to the group S 3 , the symmetric group on three 
symbols.) 
+ 0 a 2a b b+a b+2a 
o 0 a 2a b b+a b+2a 
a a 2a 0 b+2a b b+a 
2a 2a 0 a b+a b-i-2a b 
b b b+a b+2a 0 a 2a 
b+a b+a b+2a b 2a 0 a 
b+2a bi-2a b b+a a 2a 0 
• 0 a 2a b b+a b+2a 
o o 0 0 0 00 
a 0 2a a b b+2a b+a 
2a 0 a 2a b b+a b+2a 
b 0 0 0 0 0 0 
b+a 0 a 2a b b+a b+2a 
b+2a 0 2a a b b+2a b+a 
R is trivially a right ideal in itself , and by straight-
forward calculation we find that (R,R) = {0,a,2a} = A (say). For 
A to be a right ideal we require (p+cx)o-pa cA for all p,ccR,acA. 
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However , ((b+2a)+a)(b+a) - (b+2a)(b+a) = b(b+a) - (b+2a) 
= 0 - (b+2a) 
= b+2a iA. 
Thus (R,R)R. 
Definition 4.9 Let R be a near-ring and A a subgroup of (R,+). 
As in group theory we define the commutator series (or derived 
series) (C(A)) as follows 
C° (A) = A ; C 1 (A) = (A,A) ; C1(A) = ( CI(A),CU(A)) 	C1(C(A)) 
if A is a limit ordinal , CA(A) = 
We say that a near-ring R is soluble if there is a positive 
integer n such that .C(R) = {O) (i.e. if the commutator series 
terminates finitely). If C 1 (R) 	{O} then R is said to be of 
(solubility) class n. 
If p is the least ordinal such that C(R) = {O} then R is 
said to be hyposoluble of class V. 
Lemma 4.10 Let R be a near-ring and A a subgroup of (R,+). Then 
mi-n for any pair m,n of positive integers , C m (Cn  (A))) = C 	(A). 
Proof Standard group theory , so we omit the proof. 
Lemma 4.11 Let A be a left ideal of a near-ring R. Then O(A) is 
also a left ideal of R , for each ordinal p. 
Proof Use transfinite induction and Lemma 4.7. The limit ordinal 
case follows since arbitrary intersections of ideals are ideals. 
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Lemma 4.12 leads to a characterization of solubility in 
d.g. near-rings. 
Theorem 4.13 Let R be a d.g. near-ring. Then R is soluble if and 
only if there exists a finite series R = A0 >-A1 ~ ......~.A = {O) 
of ideals A i of R such that A/A+1  is Abelian (05i<-n-1). 
Proof If R is soluble then put A i = C"(R). Since R is d.g. these 
are ideals ,. by Lemma 4.12 , and clearly C1(R)/C1(R)  is Abel-
ian. 
On the other hand , if such a series exists , then since 
R/A1 is Abelian it is clear that C 1 (R):~A1 . Suppose that C 1 (R)M. 
Then C1(R) = Cl(Ci(R))ICl(A) = (A,A1):~A1+1 , since A1/A+i 
is Abelian. Therefore by induction on I it follows that C 1 (R)!~A1 
and hence Cr(R)5A = {O} , and therefore R is soluble. 
Note 4.14 For an arbitrary near-ring (i.e. one which is not 
necessarily d.g.) only half of Theorem 4.13 is true 	if any 
near-ring has such an Abelian series it is clearly soluble. How-
ever , not every soluble near-ring possesses such a series of 
ideals. 
For example , the near-ring R of Example 4.8 is soluble 
(since its additive group is just S 3 ) , but as we saw in that 
example C 1 (R) = (R,R) = A , which was not an ideal of R. In fact 
the only ideals of this near-ring are {O} and R itself , so clearly 
no Abelian series of ideals can exist for this near-ring. 
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Lemma 4.15 Let A be an ideal of a near--ring R. Then for all 
positive integers n , Cn(R/A) = (C' (R) + A)/A. 
Proof We use induction on n. For n=1 let 
homomorphism of R , then for any elements 
(x,y,)O = (xO,yO) , from which it follows 
of R , then (X,Y)O = (Xe, Ye). If R is a 
o is the natural epimorphism :R'-+1' /(R'nA 
o be any near-ring 
x,y of R we have 
that if X,Y are ideals 
subnear-ring of R and 
(R' +A)/A (where ' 
means is isomorphic to") we get 
C'(Re) = C 1 (R)o , i.e. C 1 (R/A) = (C 1 (R) + A)/A. 
Assume that C"(R/A) = (Cn(R) + A)/A , i.e. that C' (R0) = C' (R)o. 
Then C1(R0) = Cl(Cn(R0)) 
= Cl(CnMe) 
= C 1- (C"(R))o (by the case n=l , considered above) 
= c(R)o , 
i.e.. we have C"(R/A) = (C' 1 (R) + A)/A and the result therefore 
follows by induction on n. 
Note 4.16 The above argument also applies to any ordinal p which 
is not a limit ordinal. In the case of a limit ordinal A we have 




= (CA (R) + A)/A. 
However the reserve inequality does not hold in general. 
To see this consider F 2 , the free group on two generators. Using 
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+ to denote the group operation define . in any way which makes 
a near-ring (F2 ,+,.) (e.g. xy = 0 for all x,ycF2). It is a stan-
dard result of group theory that F 2 is residually nilpotent 
hence residually soluble , so that C\C(F ) = {O}, where w is 2 
the least infinite ordinal. 
It is not true however that every homomorphic image of F 2 
is (residually) soluble ; for example , if nZ5 	S  (the symmetric 
group on n symbols) is not soluble. Since S  can be generated by 
two of its elements (e.g. the 2-cycle (12) and the n-cycle 
(12 ..... n)) it is a homomorphic image of F 2 . The best we can say 
in general is therefore CA(R/A) >_(C 1 (R) + A)/A 
Definition 4.17 Let R be a near-ring and A a subgroup of (R,+). 
As in group theory we define the descending central series 
(Z 11 (A)) as follows 
Z° (A) = A ; Z 1 (A) 	C1 (A) = (A,A) ; Z 1 (A) = (R,Z(A)) ; if A is 
a limit ordinal , ZA(A) = 1\Z 1'(A) 
If there is a positive integer n such that Z' ' (R) = O} , 
then R is said to be -nilpotent , and if Z' 1 (R) j {O} then R is 
said to be of (c-nilpotency) class n. If p is the least ordinal 
such that Z(R) =.{O} then R is said to be hyp iilpotent of class p. 
Lemma 4.18 Let A be a left ideal of a near-ring R. Then Z'(A) is 
also a left ideal of R , for each ordinal V. 
Proof Use transfinite induction and Lemma 4.6. The limit ordinal 
case follows in the usual way. 
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Lemma 4.19 Let A be an ideal of a d.g. near-ring R. Then Z(A) 
is also an ideal of R , for each ordinal p. 
Proof Use transfinite induction and Lemma 4.7. The limit ordinal 
case follows as before. 
From Lemma 4.19 we get a characterization of c-nilpotent 
d.g. near-rings , similar to Theorem 4.13. 
Theorem 4.20 Let R be a d.g. near-ring. Then R is —c-nilpotent if 
and only if there exists a finite series of ideals A. of R , with 
R = A 
o 1 	 . n ~A ~ ...... = {0} and such that (R,A.) :5A. 1 (O :g i :~n-l) 
(Such a series is called a central series.) 
Proof If R is c-nilpotent put A. = Z 1 (R). Since R is d.g. these 
are ideals of R , by Lemma 4.19 , and by definition 
(R,Z1(R)) = Z1(R) , so the ideals have the required property. 
Conversely , suppose that such a central series exists. It 
follows almost trivially by induction that Z 1 (R)-i~A. , so that 
Zn (R)_-e~A = {o} , and hence R is c-nilpotent. 
Note 4.21 As in Note 4.14 only half of the above theorem is true 
for non-d.g. near-rings ; if a near-ring has a central series then 
it is certainly c-nilpotent , however not every c-nilpotent near-
ring possesses a central series. To see this consider a non-Abel-
ian group of order 8. Then T(G) (the near-ring of all mappings 
G-G) has order 8 8 = 224 , so by a well-known result of group 
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theory it is c-nilpotent. 
Since C is non-Abelian T(G) must be non-Abelian , and 
since G has order greater than 2 it can be shown that T(G) is a 
simple near-ring , i.e. it has no non-trivial ideals. Thus T(G) 
can have no central series. 
Lemma 4.22 Let A be an ideal of a near-ring R. Then for all n>O, 
Z" (R/A) = (z' (R) + A)/A. 
Proof Same as Lemma 4.15 
Note 4.23 As in Note 4.16 the best we can say in the case of a 
limit ordinal ? is that ZA(R/A) zt (ZA(R) +'A)/A. The example used 
in Note 4.16 also serves here to show that the reverse inequality 
need not hold. For non-limit ordinals we do get equality. 
Lemma 4.24 Let R be a near-ring and A a subgroup of (R,+). Then 
C'(A) ~Z(A) for all ordinals p. 
Proof Standard group theory. 
Corollary 4.25 Let R be a near-ring. If R is (hypo)c-nilpotent 
then it is (hypo)soluble. 
Proof Follows immediately from Lemma 4.24 
Attempting to define the ascending central series of a 
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near-ring by simply mimicking the group-theoretic definition 
leads to problems (specifically , centres of ideals need not be 
near-ring ideals). These problems are discussed in Section 9 
and appropriate modifications to the group theoretic definitions 
are made. 
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SECTION 5 	DISTRIBUTORS 
Definition 5.1 Let a,b,x be elements of a near-ring R. Define 
the (right) distributor of xover a and b to be (a+b)x-bx-ax 
and denote this by Ia,b,xI. (Since we are using left near-rings 
throughout all left distributors will be zero , so tdistributor" 
will always mean "right distributor".) 
For subgroups A,B,X of (R,+) we will denote by IA,B,XI 
the subgroup of (R,+) generated by all distributors Ia,b,xI (acA, 
bcB,xcX). We call this the distributor subgroup of X over A and B. 
Note that an element seR is distributive if and only if 
a,b,sI = 0 for all a,bcR , and that a near-ring R is distributive 
if and only if IR,R,RI 	= 	{o}. 
Lemma 5.2 Let A,B be left R-subgroups of a near-ring R and let 
X be a subgroup of (R,+). Then IA,B,XI is a left R-subgroup of R. 
Proof Let rcR,acA,bcB and xcX. Then by the left distributive law 
we get rla,b,xj = Ira,rb,xl , and since RA:!~A and RBB it follows 
that RIA,B,XI-<IA,B,X! , as required. 
Lemma 5.3 Let X be a left R-subgroup of a near-ring R and let 
A,B be subgroups of (R,+). Then IA,B,XI: ~X. 
Proof Let acA,bcB and xcX. Then Ia,b,xI = (a+b)x-bx-ax cRXX 
so that A,B,XI-<X. 
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Lemma 5.4 Let (R,S) be a d.g. near-ring , X a right R-subgroup 
of R and A,B subgroups of (R,+). Then IA,B,XI is a right R-sub-
group of R. 
Proof Let acA,bcB and xcX. If scS , then by the distributivity 
of s , Ia,b,xls = Ia,b,xs! cIA,B,XI , since XRX. Thus 
IA,B,XISA,B,XI , so by Lemma 2.10 IA,B,XI is a right R-subgroup 
of R. 
Note Thus , in particular , IA,B,RI is always a right R-subgroup 
of a d.g. near-ring R. 
Lemma 5.5 Let (R,S) be a d.g. near-ring and let A,B be left R-
subgroups of R. Then jA,B,RIR (i.e. the normal closure of IA,B,RI 
in (R,+) is an ideal of R..) 
Proof By definition , A,B,R(R,-4-). Using the left distributive 
law and Lemma 5.2 it follows easily that IA,B,RI is a left R-sub-
group of R , and using Lemma 5.4 and the distributivity of S it 
also follows thatA,B,RISjA,B,RI. Hence , by Lemma 2.13 
I A,B,RI is a right ideal of R. Combining these facts gives IA,B,RI 
to be an ideal of R, as required. 
Example 5.6 Even if A,B,X are normal subgroups of (R,+) , it 
need not be that IA,B,XI is also normal in (R,+) , as the following 
example , due to Esch (2) , shows. 
Let R={0,a,2a,b,b+a,b+2a}. The addition and multiplication 
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tables for + and . are given below. (Note that (R,+) is isomor-
phic to S 3 , the symmetric group on three symbols.) 
+ 0 a 2a b b+a b+2a 
o 0 a 2a b b+a b+2a 
a a 2a 0 b+2a b b+a 
2a 2a 0 a b+a b+2a b 
b b b+a b+2a 0 a 2a 
b+a b+a b+2a b 2a 0 a 
b+2a b+2a b b+a a 2a 0 
0 a 2a b b+a. b+2a 
0 0 0 0 b b b 
a 0 0 0 b • b b 
2a 0 0 0 b b b 
b 0 0 0 b b b 
b+a 0 0 0 b b b 
b-'-2a 0 0 0 b b b 
Let A = B = X = R. Then IA,B,X! = IR,R,RI = {0,b} , as is 
easily verified by direct calculation. However {O,b}(R,+) , even 
although A,B,X(R,+). 
Definition 5.7 Let R be d.g. near-ring and let A be a.subgroup 
of (R,+). We define the distributor series (D'(A)) of A as 
follows ; D ° (A) = A 
	
D1(A) = IA,A,RI ; D"+ 1 (A) = D 1 (D'(A)) , i.e. 
D' 1 (A) = ID l (A),Du 
 
(A),RI ; if A is a limit ordinal then 
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D'(A) = (\D(A). 
Lemma 5.8 Let A be an ideal of a near-ring R. Then D(A) is an 
ideal of R for all ordinals V. Also , if p:cv , then Dp (A)2D v  (A). 
Proof Transfinite induction on p and Lemma 5.5 give D(A)R 
the second part of the statement follows equally easily. 
Definition 5.9 Let R be a non d.g. near-ring and let A be a sub-
group of (R,+). In order that each D 1 (A) be an ideal of R we def-
ine the distributor series of A as follows 
D° (A) = A ; D1(A) = Id < IA,A,RI> (this denotes the minimal ideal 
of R which contains IA,A,RI) ; D1(A) = Id<ID ' (A),D'(A),RI> 
i.e. D ' (A) = D1(D(A)) ; if A is a limit ordinal then define 
DA(A) =(D(A). 
Note For both d.g. and non d.g. near-rings we can say that 
D1(A) = Id<JD(A),D'(A),R> , but as we have already seen , in 
the d.g. case Id<jD(A),D(A),Rl> = lD'(A),D(A),RJ. 
Lemma 5.10 Let A be an ideal of a near-ring R , and let m,n be 
positive integers. Then Dm(A) = Dm(D(A)) . 
Proof Fix n ; we use induction on m. For any ideal B of R we see 
that D' 1 (B) = Dl(Dn(B)) , by definition. This proves the state-
ment for n+i i n i m=l. Suppose that D (A) = D (D (A)) for some ;->l ; 
n+i+l 	1 n+i then D 	(A) = D (D 	(A)) (by definition) , and by assumption 
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equals D 1 (D'(D(A))) = D(D'(A)) (from the above with B = D'(A)) 
The result now follows by induction. 
Definition 5.11 A near-ring R is said to be weakly distributive 
(w.d. for short) if for some positive integer n , D 
n
(R) = 
If D' 1 (R) j JO) then R is said to be w.d. of class n. 
In the transfinite case , if p is the least ordinal such 
that D(R) = { o} then R is said to be hypoweakly distributive 
(hypo w.d.) of class p. 
The next result , analogous to Lemma 4.15 and Lemma 4.22 
shows that homomorphic images of w.d. near-rings are w.d. Firstly 
we have to make clear a point of notation. 
In a quotient near-ring R/A , D 11 (R/A) is "with respect to" 
R/A , i.e. D1(R/A) = Id<IR/A,R/A,R/AI> etc. , whereas , if B is an 
ideal of R contained in Dn(R) , D' 1 (R) will have its usual meaning 
in D'(R)/B. 
Lemma 5.12 Let A be an ideal of a near-ring R. For any positive 
integer n we have Dn(R/A) = (Dr(R) + A)/A. 
Proof Suppose that 0 is a near-ring homomorphism , then for all 
x,y,zcR it is clear that x, y , zIO = 1x0,ye,zoI , so that for any 
subgroups B,C of (R,+) it follows that IB,C,RI0 = B0,CO 3 R0J. 
Also , if 0 is an epimorphism , then Id<B0> = (Id<B>)0. 
To prove the lemma we use induction on n. For nl let R' 
be a subnear-ring of R and let 0 be the natural epimorphism 
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= D 1 (R)O 
i.e. D 1 (R/A) = (D1 (R) + A)/A 
so true for n=l. 
Suppose now that D(R/A) = (D 1 (R) + A)/A , then 
Dn(R,A) = D' 1 (RO) 
= D 1 (D(Re)) 
= D 1 (D'(R)O) (by assumption) 
= Dl(Dn(R))O (by the case n=l) 
= 
i.e. D'(R/A) = (Dt1+l(R) + A)/A. 
The result now follows by induction on n. 
FrLhlich (3) uses the next result to illustrate the 
importance of distributors. This in turn leads to a characterization 
of weakly distributive near-rings , similar to the characterizations 
of soluble and c-nilpotent near-rings already given in Theorem 4.13 
and Theorem 4.20 respectively. Although Fr8hlich considers only 
d.g. near-rings the results also apply in the non d.g. case. 
Theorem 5.13 Let A be an ideal of a near-ring R and let B,C be 
subgroups of (R,+). For an element xeR , let x denote the coset of 
x in the quotient near-ring R/A. Then for all xcR,bcB and ccC 
(b+c)x = bx +cx if and only if 	IB,C,RI 	A. 
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Proof 	Ib,c,xIcA <=> (b+c)x-cx-bx cA 
(b+c)x E bx+cx (mod A) 
- - 
' (b+c)x = bx+cx 
' (b+c)x = bx+cx. 
Thus if IB,C,RI.<A then Ib,c,xkA which implies that 
(b+c)x = bx+c; , by the above. 
Conversely , if (b+c)x = b;+c; , then using the above 
we get Ib,c,xkA , from which it follows that IB,C,RkA , so 
IB,C,RkA = A (since A is an ideal of R) , and the result now 
follows. 
Theorem 5.14 A near-ring R is weakly distributive if and only if 
there exists a series R = A 
o 1 
~A ...... ;>-A = {O} of ideals A. of R 
	
n 	 1 
such that R/A i+l 
	 i+l 
distributes over A./A 	(Oi~n-1) i.e. such 
1 
that I;,;,rI = 0 for all ;,;cA./A. +1  and rcR/A. 1 . 
Proof The condition lx
,
y
, rl = 0 is equivalent to (x+;)r = ;r+;r 
which holds for all x,ycA./A. 1 and rcR/A. 1 if and only if 
IA1,A13Rl_-~A+1 (by Theorem 5.13). (In the non d.g. case if and 
only if Id < JA.,A.,Rl > A.1 ; Theorem 5.13 goes through exactly as 
before with IB,C,RI replaced by Id<IB,C,RI>.) 
Now D° (R) = R = A , so trivially we have D° (R)A. 
D1 (R) = IR,R,RI (respectively Id < IR,R,RJ >  in the non d.g. case) 
= JA 0 
 ,A 
0 ,RI (respectively Id<IA0  ,A 0 ,RI>) 
Al , by the above. 
Suppose that D 1 (R).A.. Then D(R) = Dl(D1(R)) 
D 1 (A.) 
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= TK.,A.,RI (respectively Id<IA.,A.,RI>) 
~ 
A i+l 
, by the above. 
So by induction it follows that D"(R)-<A n = {o) , and R 
is therefore w.d. 
Conversely , suppose that R is w.d. with D 1 (R) = W. 
Let A. = D 1 (R) (O:d_,~n). By Lemma 5.8 each A. is an ideal of R (in 
the non d.g. case A. is an ideal of R by definition) , and 
IA 1 ./A i ,A ./A i  ,R/A  i 	I +l 1 	+l 	+l 
= ID  (R)/D i (R) ,D1(R) /D i (R) ,R/D1  (R 
Dl(D 1 (R)/D(R)) 




 (R) (by Lemma 5.12) 
= (D1(R) + D(R))/D(R) 
Therefore Ix,;,rI = 0 for all ;,;cA./A. 1 and rcR/A. 1 , so R'has 
a series with the required properties. 
Lemma 5.15 If R is a w.d. or hypo w.d. near-ring then R is zero-
symmetric. 
Proof Let R = {xcRlrx = x for all rcR} (the constant part of R). 
For any element xcR , -Ix,x,xl = -((x4-x)x-xx-xx) 
= -(x-x-x) 
= -(-x) =  X. 
This shows that R_<D 1 (R). Suppose that R_-0 1 '(R) for some ordinal • 
As before we get x = — Ix1x,xIcID' 1 (R),D'(R),RI 
-<D 1D'(R)) = D(R). 
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If A is a limit ordinal , then with our inductive hypothesis that 
xcD 1 (R) for all p<A , we get xctD'(R) = D'(R). Thus we have shown 
that RO(R) for all ordinals p. 
Since R is assumed to be w.d. or hypo w.d. there is some 
ordinal p such that D P (R) = {O} , hence R = fO). 
Suppose now that there is an element rcR with r#O and 
Or 1 0. Then for all xcR , x(Or) = (xO)r Or , so OrcR z = {O} , 
a contradiction. Hence R must be zero-symmetric. 
Note Since d.g. near-rings are necessarily zero-symmetric (see 
Lemma 2.7) the question of whether or not w.d. near-rings are 
zero-symmetric does not arise in Fr3hlich's work , since he deals 
exclusively with d.g. near-rings. 
Notation 5.16 Let W denote the class of all w.d. near-rings of 
n 
class n or less. (Thus RcW if and only if D"(R) = {O}.) Let W 
denote the class of all w.d. near-rings , ie. W = UW 
in 
Note 5.17 'We will say that a near-ring R belongs to a group 
variety if the additive group (R,+) of R belongs to that variety. 
A near-ring variety will , in general , have laws which are def-
ined in terms of both the near-ring operations 
Theorem 5.18 W is a near-ring variety for each positive integer n. 
Proof By a known result it suffices to show that W 
n 
 is closed 
under forming subnear-rings , homomorphic images and subCartesian 
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products (see , for example , Cohn (1)). 
It is obvious that any subnear-ring of a near-ring which 
is w.d. of class n or less must share this property. Lemma 5.12 
shows that the homomorphic image of a near-ring in W   also lies 
in W , so suppose that R lies in T.4 and that {AAIACA)  is an 
arbitrary set of ideals of R with R/AACW n for each AcA.We must 
show that R/(AA)  also lies in W XIA n 
Since R/AcW then D'(R/A) = {O} (AcA) , so that 
(AcA) by Lemma 5.12. Therefore D n (R)_<AA aR , which 
implies that 	 = {O) , also by Lemma 5.12. Thus 
R/(( A) cW , as required. 
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SECTION 6 	SOLUBILITY AND WEAK DISTRIBUTIVITY 
The first result in this section is due to Fr8hlich (3) 
and it shows the close connection between commutator and distrib-
utor subgroups , especially in d.g. near-rings. Fr8hlich uses 
this theorem to deduce several other results about weak distrib-
utivity , in particular its close connection with solubility. 
Theorem 6.1 Let (R,S) be a d.g. near-ring and let A,B be sub-
groups of (R,+). Then IA,B,R = (A*R,B*R). 
Proof Firstly we show that (A*R,B*R)JA,B,Rt by considering 
congruences mod IA,B,RI 
Let x,ycR,acA and bcB. Then 
ay+bx = -ax + (ax+ay+bx+by) - by 
= -ax + (a(x+y) + b(x+y)) - by 
-ax + (a+b)(x+y) - by 	 (mod IA,B,RT) 
= -ax + ((a+b)x + (a+b)y) - by 
E -ax + (ax+bx+ay+by) - by 	(mod IA,B,RI) 
= bx+ay. 
Thus (ay,bx) E 0 (mod 	IA,B,RI) 	and so (A*R,B*R)A,B,Rj 
which implies that (A*R,B*R) ~ IA,B,Rl. 
To prove the reverse inclusion we consider congruences 
mod (A*R,B*R). 
First of all , if scS then Ia,b,sI = 0 , and also 
Ia,b,O = 0. So trivially Ia,b,sI 	0 E la,b,OI (mod (A*R,B*R)). 
Suppose that Ia,b,xI E 0 	Ja,b,yJ (mod (A*R,B*R)). 
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Then (a+b)(x+y) = (a+b)x + (a+b)y 
E ax+bx+ay+by (mod (A*R,B*R)) 
E ax+ay+bx+by (mod (A*R,B*R)) 
= a(x+y) + b(x+y). 
So ta,b,(x+y)J E 0 (mod (A*R,B*R)). Similarly 
(a+b)( -x) = - ((a+b)x) 
-(ax+bx) 	(mod (A*R,B*R)) 
= -bx-ax 
E -ax--bx 	 (mod (A*R,B*R)) 
= a(-x) + b(-x). 
Thus a,b,(-x)J E 0 (mod (A*R,B*R)). 
Any rER may be written in the form r = E c.s. , so that 
Ia,b,rI = Ia,b,c.s.I 	0 (mod (A*R,B*R)) , by the above. Hence 
IA,B,Rk(A*R,B*R) and therefore IA,B,Rk(A*R,B*R) , as required. 
Note 6.2 The first half of the proof of Theorem 6.1 makes no use 
of the fact that R is d.g. , hence for any near-ring R with sub-
groups A,B of (R,+) it is true that (A*R,B*R) ~ IA,B,RI. 
Corollary 6.3 Let (R,S) be a d.g. near -ring with identity. If 
A and B are right R-subgroups of R then IA,B,RI = (A,B). 
Proof Because of the multiplicative identity A*R = A and B*R = B 
so the result now follows immediately from Theorem 6.1. 
Corollary 6.4 Let (R,S) be d.g. near-ring. Then 
(R2 ,+) is Abelian if and only if R is distributive. 
R 2 = { o) implies that R is distributive. 
R is Abelian implies that R is distributive. (Theorem 2.14) 
R is distributive and R2 =R imply that R is Abelian. 
Proof In each case put A = B = R in Theorem 6.1 and the result 
follows immediately. 
Note 6.5 For a non d.g. near-ring R we have (using Note 6.2) 
(i)' 	R is distributive implies that R 2 is (additively) commut- 




The example below shows that (i) and (iii) of Coroll-
ary 6.4 fail for non d.g. near-rings , even zero-symmetric ones. 
Let R = {0,1,2} with addition and multiplication given 
by the following tables ; 	+ 0 1 2 	. I 0 1 2 
010 1 2 	010 0 .0 
1120 	1000 
2201 	2012 
Clearly both R and R2 = {0,1,2} = R are additively 
commutative , but R is not distributive , since (for example) , 
11,2,21 = (1-i-2)..2 - 2.2 - 1.2 = 0 + 1 + 0 = 1 j 0. 
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Theorem 6.6 Let A be an ideal of a d.g. near-ring R. Then for 
all ordinals p , D'(A)_<C 1'(A). 
Proof We use transfinjte induction on V. For p = 1 we have 
D 1 (A) = 1A,A,RI = (A*R,A*R) (by Theorem 6.1) 
(A,A) 
= C 1 (A) 
= C 1 (A) 	(by Lemma 4.4) 
The result is therefore true for 	= 1 ; suppose that we have 
D"(A)C 1 (A). Then D 1 (A) = D 1 (D'(A)) 
= 
= (D(A)*R,D(A)*R) (by Theorem 6.1) 
(D(A),D T1 (A)) 
~ (C1(A),C1(A)) 
= C 1 (A) 
= C'(A) 	 (by Lemma 4.4) 
In the case of a limit ordinal A , with the inductive hypothesis 
that D'(A)C'(A) for all ii<A , we have 
DA(A) = flD(A) < (C'(A) = CA(A) , and the result now follows. 
Note Thus in particular , D'(R)C 1 (R) for all ordinals p. 
Theorem 6.7 Let R be a d.g. near-ring. Then for all positive 





Proof Again we use induction on ii. For n=1 we have 
D' (R) = D 1 (D' (R)) = TR,Ri 
= (R*R,R*R) 	 (by Theorem 6.1) 
= C 1 (R2 ) 
= R 	 (by Lemma 3.9 ) 




R 	; then 
D'(R) = D1 (D(R)) 
.< 
= 
= (R 	*R,R'*R) (by Theorem 6.1) 
~. 
= (RoR 	,RoR(t1)) 
= (R 2 ) , R(n1+2 )) 
= C 1 (R 2 ) 
R " 
(by Lemma 3.6 (ii)) 
= R'2 
	
as required. The result now follows 
by induction for all n. 
Note By using transfinite induction it is easy to show that the 
above result holds for all ordinals p. 
Theorem 6.8 Let R be a d.g. near—ring. Then for all pairs of 
positive integers m,n we have D
m+n (R)Cm+l (n)  
(R 	). 
7/ 
n-i 	(n) 	 m+l n-i 	m+l (n) Proof D (R) ~R (by Theorem 6 7) , so C 	(D (R) ~ )C 	(R 	) 
Replacing A by D 
n-i
(R) in Theorem 6.6 gives 
Dm+l(Dnh(R))Cm+l(Dn_l(R)). Since Dm+n(R) = Dm (D'(R)) (by 
Lemma 5.10) we get the required result. 
Collecting the above results we now get 
Theorem 6.9 Let R be a d.g. near-ring. If , for any positive 
integer n , R is soluble then R is w.d. In particular , if 
(R,+) is soluble or if R is nilpotent then R is w.d. 
Proof If R 	 is soluble then there is some positive integer m 
for which Cm(R() = 10). By Theorem 6.8 it follows that 
Dm+nl(R)--,Cm(R(n)) = {0} , hence R is w.d. 
If R is nilpotent then Rn = {0} for some positive integer 
n. Hence R 	 = {o} (by Lemma 3.9) , so by Theorem 6.7 
D 1 (R) = {o} , and R is therefore w.d. 
Theorem 6.10 Let R be a d.g. near-ring with a right identity. 
Then D 1 (R) = C(R) for all ordinals p. 
Proof We use transfinite induction on V. Firstly , if A is any 
ideal of R , then C 1 (A) = C 1 (A) 
= (A, A) 
= (A*R,A*R) (as R has a right identity) 
= IA,A,RI 	(by Theorem 6.1) 
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= D 1 (A). Therefore , in particular , C 1 (R) = D 1 (R). 
This proves the case p=l. Suppose that C J (R) = D(R). Then 
C'(R) = C'(C(R)) 
= C 1 (D(R)) 
= Dl(Dh1(R)) (using the above , with A = D(R)) 
= D(R). 
Finally , if A is a limit ordinal , then with the induct-
ion hypothesis that C 1 ' (R) = D(R) for all p<A , we, get 
CX(R) =t'C(R) 	DII 	= DA(R) 	and the result now follows. 
Theorem 6.11 A d.g. near-ring with a right identity is w.d. if 
and only if it is soluble , and solubility class = w.d. class. 
Proof Follows directly from Theorem 6.10. 
Esch (2) also deals with the connection between the D 1 (R) 
and C1  (R) series , but where R is not necessarily d.g. Of course 
lifting the d.g. restriction necessarily weakens the results. 
Esch uses different definitions from those of FrBhlich , 
most importantly in defining the distributor subgroup series. 
Esch's definition is D1(A) = IA,A,RI , rather than taking normal 
closure. 
We give below some of Esch's results which still hold 
even with the "normal closure" definition of the distributor sub-
group series. 
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Lemma 6.12 Let R be a near-ring with a right identity , and 
let A and B be left ideals of R. If AB then C 1 (A)_-~D 1 (B). 
Proof Let x,ycA and let 1 denote the right identity. Then 
(x,y) = -x-y+x+y = -(y+x)+x+y 
= -(y+x)l + xl +yl 
= (y+x)(-l) - x(-l) 
- 
y(-l) 
y,x,-lcD1 (B) , since AB. 
It follows from this that C 1 (A)_<_D 1 (B). 
Note Thus in particular C'(R) ~D 1 (R). 
Corollary 6.13 Let R be a distributive near-ring with a right 
identity. Then R is Abelian (hence is a ring). 
11 
Proof By Lemma 6.12 C 1 (R)_<0 1 (R) = 1I0} , as R is distributive 
hence R is Abelian. 
Example 6.14 Esch gives an example to show that it is not nec-
essarily true that an Abelian near-ring with a right identity is 
distributive ; if G is an Abelian group then T(G) is Abelian and 
has an obvious right identity , but it is not distributive. 
Lemma 6.15 Let R be a near-ring with a right identity. Then 
n 	n 
C (R).~D (R) for all positive integers n. 
Proof Use Lemma 6.12 and induction on n (c.f. Theorem 6.10). 
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Note By using transfinite induction Lemma 6.15 can easily be 
extended to include all ordinals. 
Corollary 6.16 Let R be a w.d. near-ring with a right identity. 
Then R is soluble 
Proof Follows immediately from Lemma 6.15 
Note We have already seen (Theorem 6.10) that the converse of 
the above corollary is true in the d.g. case , however it is 
possible for a non d.g. near-ring with a right identity to be 
soluble but not w.d. For example , if G is an Abelian group then 
T(G) is Abelian (as previously remarked) , hence is soluble. 
However T(G) is not zero-symmetric (see Example 1.2 (ii) ; any 
cLgcTz(G) serves to show this) , hence cannot be w.d. , by 
Lemma 5.15. 
With the assumption that R contains a right identity 
still in force Esch proves a string of results which may be 
summarized as follows. 
Lemma 6.17 Let R be a near-ring with a right identity. Then for 
all positive integers n and 0i_<.n we have 
c 1 (D 1 (R)) ~ C - (D1+l (R)) 
+1 1 	 i+l n-i 
D 1 (C 
fl 
-. 	 (R)) 	D 	(C 	(R)) 
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Proof (i) By Lemma 6.12 , Cl(D1(R))-<Dl(D1(R) = D'(R) , hence 
C11(C(D1(R))) 
~ C(D(R)) , i.e. 
Cn ] (D 1 (R)) ~ Cn 1 (D141 (R)) . 
(ii) By Lemma 6.12 , Cl(Cn1(R)) :!: Dl(Crhi(R)) , hence 
D 1 (Cn 1+ l(R)) = D 1 (Cl(Cfh(R))) 	D1(Dl(Cni(R))) 
i+l 
D 	(C' 1 (R)) , as required. 
Lemma 6.17 could have been expressed as follows 
Cn(R)Cn(Dl(R)) 
C'(R)D1 (C'(R)) ~ ...... ~D'(C 1 (R)):0"(R) 
From this we can immediately deduce 
Corollary 6.18 (i) If , for some positive integer n , Dnl(R) is 
soluble , then R is soluble. 
(ii) If , for some positive integer n , C1 (R) is w.d. then R is 
soluble. 
Lemma 6.17 may be generalized as follows ; loosely speak-
ing , if R is a near-ring with a right identity we can apply a 
sequence of operations , either C 1 or 	, and obtain a left 
ideal , for example C 4 (D 2 (C 3 (D2 (R)))). If any of the C's are re-
placed by D's we get a larger left ideal , e.g. 
c4 (D 2 (c 3 (D 2 (R)))) 	C3 (D3 (C 2 (D3 (R)))) 
and if any of the D's are replaced by C's we get a smaller left 
ideal , e.g. C4 (D 2 (C3 (D 2 (R)))) 	C5 (D1 (C4 (D 1 (R)))). 
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This is expressed in rather cumbersome notation in the next lemma. 
Lemma 6.19 Let R be a near-ring with a right identity , and let 
X ..... X(R) be obtained from R by applying a sequence of operat- 
ions X1 , ..... ,X 
n 
 where each X 	
1 	1 
i 
. is either C or D . If X. = C 1  let 
i 
be either C 1 or D1 ; if X. = D 1 let Z. be either D 1 or C ' , 
and let Y. = D 1 ; if X. = C 1 let Z. = C ' . Then 
X ..... X 1 (R) _< Y ..... Y1 (R) 
X ..... X 1 (R) ;-> Zn ..... Z 1 (R). 
Proof Follows from Lemma 6.12 and induction on the number of 
operation which are changed. 
We complete this section with a couple of simple examples 
to show that , in general , a soluble near-ring need not be w.d. 
and that a w.d. near-ring need not be soluble. (c.f. Theorem 6.11) 
Example 6.20 Let R be the near-ring referred to in Note 6.5. 
Since R is Abelian it is soluble , butl2,2,11 = (2+2).1-2.1-2.1 
1 = 1 , so lcD 1 (R) , which means that D (R) = R , therefore R cannot 
be w.d. Thus R is soluble but not w.d. 
Example 6.21 Let (R,+) be any non-soluble group , e.g. S 5 , the 
symmetric group on five symbols. Define xy = 0 for all x,ycR 
which gives a distributive , hence trivially w.d. near-ring R. 
Thus R is w.d. but not soluble. 
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SECTION 7 	c-NILPOTENCE AND d-WEAK DISTRIBUTIVITY 
In this section we define another type of generalized 
distributivity ; more general than distributivity itself but 
less general than weak distributivity. This can be seen as 
analogous to group theory where a nilpotenet group is somewhere 
between Abelian and soluble. We also obtain connections between 
this type of "stronger" weak distributivity and c-nilpotence 
similar to the results in the previous section linking solubility 
and weak distributivity. 
Because of certain difficulties which arise in the gen-
eral case we restrict our attention to dg. near-rings. (See 
Note 7.3 below..) 
Definition 7.1 Let A be an ideal of a d.g. near-ring R. We def-
ine the d-distributor series (d 1 (A)) of A as follows 
d° (A) = A ; d1(A) = IA,A,Rl ; d 1 (A) = Id'(A),A,RI ; if A is a 
limit ordinal dA(A) = C\d(A). 
The next result ensures that it makes no difference 
whether we define d 1 (A) as Id u (A),A,R or A,d " (A),RI. 
Lemma 7.2 Let R be a d.g. near-ring and let A and B be subgroups 
of (R,+). Then IA,B,RI = IB,A,RI. 
Proof By Theorem 6.1 	]A,B,Rj = (A*R,B*R) 
= (B*R,A*R) = IB,A,RI. 
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Note 7.3 For a non d.g. near-ring-Lemma 7.2 is false , even in 
the zero-symmetric case. For example , let R = {O,a,2a,b,b+a,b+2a) 
A = {0,a,2a) , B = {O,b}. Addition and multiplication in R are 
given in the tables below. (Note that (R,+) is isomorphic to S 3 .) 
	
+ 	0 	a 	2a 	b 
o 	o 	a 	2a 	b 
a 	a 	2a 	0 b+2a 
2a 	2a 	0 	a b+a 
b 	b b+a b+2a 	0 
b+a b+a b+2a 	b 	2a 








0 	a 	2a 	b b+a b+2a 
'0 	0 	0 	0 	0 	0 	0 
a 	0 	2a 	a 	b b+2a b+a 
2a 	0 	a 	2a 	b b+a b+2a 
b 	0 	0 	0 	0 	0 	0 
b+a 	0 	a 	2a 	b b+a b+2a 
b+2a 	0 	2a 	a 	b b+2a b+a 
Since R is zero-symmetric it follows that for all rcR 
I0,0,rI = la,O,rl 	12a,O,rI = O,b,rI = 0. Also br = 0 so that 
I a,b,rI = (a+b)r-br-ar = (a+b)r-ar = (b+2a)r-ar = 0 , since 
(b+2a)r = ar , as can be seen from the multiplication table. 
Similarly , 12a,b,rI = (2a+b)r-br-2ar = (2a+b)r-2ar = 
(b+a)r-2ar = 0 , since (b+a)r = 2ar , again this is obvious from 
the table. Hence IA,B,RI = { o}. 
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But Ib,a,2a1 = (b+a)2a-a.2a--b.2a = 2a-a-0 = a , and in fact it is 
easily verified that IB,A,RI = {O,a,2a) = A. Therefore 
IA,B,RI 0 IB,A,Rkand also IA,B,RI 0 1B,A,RI). 
Note 7.4 Esch defines d11+l(A) as Idn(A),A,RI , rather than taking 
normal closures. We stick to the normal closure type of definition 
in order to be consistent with previous definitions , and also 
because we wish d o (A) to be an ideal of R (see Lemma 7.6). Also 
Esch does not require the near-rings to be d.g. , although we 
have seen in Note 7.3 that this may cause trouble. 
Definition 7.5 We say that a d.g. near-ring R is d-weakly 
distributive (d-w.d.) if dn(R) = {o} for some positive integer n. 
If d 1 (R) 	{O) then R is said to be d-w.d. of class n. 
If i is the least ordinal such that d'(R) = {O} then R is 
said to be hypo d-w.d. of class i. 
We get several results concerning the d-distributor series 
(d(A)) which closely parallel those already obtained for the 
distributor series (D(A)). 
Lemma 7.6 	Let A be an ideal of a d.g. near-ring R. Then d(A) is 
also an ideal of R , for all ordinals p , and if A<p then 
dP(A)dX(A) . 
Proof Transfinite induction and Lemma 5.5 give that d(A) is an 
ideal of R , and the second part of the statement follows easily. 
Me 
Lemma 7.7 Let A be an ideal of a d.g. near-ring R. Then for all 
positive integers n , d'(R/A) = (d'(R) + A)/A. 
Proof This runs exactly as the proof of Lemma 5.12 , up to and 
including the case n=l in the induction argument , (since in any 
case d1(R) = D 1 (R)). So suppose that d'(R/A) = (dn(R) + A)/A 
i.e. that dr(RO) = d" (R)O. Then d '1 (R/A) = d ' (RO) 
= Id 1'(Re),Ro,ReI 
= Idn (R)o,Re,RoI 
= Id"(R),R,RIO 
= d'(R)e 
= (dn+l(R) + A)/A , 
as required. The result now follows by induction on n. 
Note Thus homomorphic images of d-w.d. near-rings are d-w.d. 
We also get a characterization of d-w.d. near-rings , 
similar to Theorem 5.14. 
Theorem 7.8 A d.g. near-ring R is d-weakly distributive if and 
only if there exists a series R = A -A . ...... 2A = {O} ol 	n 
of ideals A. of R such that IA.
1
,R,RI ~ i+l A (O~i~.n-l) (i.e. such 1, 
that la,x,;t = 0 for all acA./A. 1 and all x,;cR/A. 1 .) 
Proof We use induction on i to prove that d 1 (R).-~A. (Oi_,m).The 
case i=0 is trivial and the case i=1 goes through as in the proof 
0 
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of Theorem 5.14 , since d 
1
(R) = D (R). So suppose that d (R)A. 





, so the result follows. Hence 
d(R).-!~A = {0} , and R is d-w.d. 
For the converse , put A. = d 1 (R) , which obviously 
suffices. 
Notation 7.9 Let dW denote the class of all near-rings which 
n 
are d-w.d. of class n or less , and let dW denote the class of all 
d-w.d. near-rings. (Thus RcW if and only if d(R) = {o} , and 
CO 
= uaw .) in 
Theorem 7.10 dW is a near-ring variety , for each positive 
integer n. 
Proof Same as the proof of Theorem 5.18. 
Lemma 7.11 Let A be an ideal of a d.g. near-ring R. Then 
DP (A)_<d 1 (A) for all ordinals V. 
LI 
Proof We use transfinite induction on p , the cases p0 and pl 
being trivial. Suppose that D(A).d(A). Then 
D 1 (A) = jD(A),D'(A),RI _,_Id " (A),d ' (A) , RI 
~ Id(A) , A , Rl 
= d 1 (A) , and if A is a limit ordinal 
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then DA(A) = ('D'(A) -,. 	= d'(A) , and the result now 
1111X
follows. 
Corollary 7.12 Let R be a d.g. near-ring. If R is (hypo)d-w.d. 
then it is (hypo)w.d. 
Proof Follows immediately from Lemma 7.11. 
Example 7.13 By widening the class of near-rings for which the 
series (d 
n 
 (R)) is defined we can get a very simple example of a 
near-ring which is w.d. but not d-w.d. Recall that we defined the 
(dtl(R)) series only for d.g. near-rings because in non d.g. near-
rings we may have IA,B,RI J IB,A,RI. This will certainly not 
arise in Abelian near-rings , so for an Abelian non d.g. near-
ring , in line with Definition 5.9 , we can define 
d 1 (R) = D 1 (R) = Id<IR,R,RI> and d 1 (R) = Id<Id(R),R,RI>. 
Now consider the near-ring R = {0,1,2,3} whose addition 








Now {0,2) is clearly a normal subgroup of (R,+) , and 
since rO = r2 = 0 for all rcR , then {0,2) is a left ideal of R. 
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Also , it is obvious from the tables that for all x,y,zcR we 
have (x+y)zc{0,2) and yzc{0,2} , so that (x+y)z-yz c{0,2). Hence 
{0,2} is also a right ideal , and therefore an ideal , of R. 
Similar reasoning shows that Ix,y,zlc{ 0 , 2 } for all x,y,zcR 
so that d 1 (R) = D1(R) = Id<IR,R,RI> . {O,2} , and since 
11,2,11 = (1+2).1-2.1-1.1 = 0-0-2 = 2 , it follows that 
d'(R) = D 1 (R) = {o,2). 
Let a,bc{0,2} and rcR. It is easily verified from the 
tables Ia,b,rl = 0 , so that D 2 (R) = {o) , which shows R to be 
w. d. 
However , 12,3,11 = (2+3)1-3.1-2.1 = 1.1-0-0 = 2 , and 
12,3,116d2(R) = Id < Id ' (R),R,RI>. Therefore d 2 (R) = d 1 (R) 	{0,2}. 
Hence d 1'(R) = d(R) = {0,2) for all n1 , so R is not d-w.d. 
We can also see that R 2 = {0,2} = R2 , and that 
R 3 = R3 = {o) , hence R is nilpotent. So even a nilpotent near-
ring R does not guarantee that R is d-w.d. 
Note 7.14 Esch (2) (pp 32,84,85) gives an example of a "near-
ring" which is w.d. but not d-w.d. , but the multiplication table 
is not associative ; we give the tables below. 
Let R = {0,a,2a,3a,b,b+a,b+2a,b+3a). Note that (R,+) is 




0 a 2a 3a b b+a b+2a b+3a 
0 	a 	2a 	3a 	b 	b+a 	b+2a b+3a 
a a 2a 3a 0 b9-3a b b+a b+2a 
2a 2a 3a 0 a b+2a b+3a b b+a 
3a 3a 0 a 2a b+a b+2a b+3a b 
b b b+a b+2a b+3a 2a 3a 0 a 
b+a b+a b+2a b+3a b a 2a 3a 0 
b+2a b+2a b+3a b b+a 0 a 2a 3a 
b+3a b+3a b b+a b+2a 3a 0 a 2a 
• 0 a 2a 3a b b+a b+2a b+3a 
o 0 0 0 0 0 0 0 0 
a 0 0 0 0 0 0 0 0 
2a 0 0 0 0 2a 2a 2a 2a 
3a 0 0 0 0 0 0 0 0 
b 0 a 2a 3a b b+a b+2a b+3a 
b+a 0 a 2a 3a b b+a b+2a b+3a 
b+2a 0 3a 2a a b+a b b+3a b+2a 
b+3a 0 3a 2a a b+a b b+3a b+2a 
From the tables we see that (for example) 
((b+2a) b) (b+2a) = (b+a) (b+2a) = b+2a , but 
(b+2a)(b(b+2a)) = (b+2a)(b+2a) = b+3a , so associativity fails 
and R is therefore not a near-ring. 
We now derive some results linking the (dV(R))  and (Z ' (R)) 
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series , similar to those already obtained for the (D'(R)) and 
(C(R)) series. 
Theorem 7.15 Let R be a d.g. near-ring. Then d'(R).~Z(R) for - all 
ordinals i. 
Proof By transfinite induction on p. The case p=O is trivial , 
and the case p=l follows exactly as in the proof of Theorem 6.6 , 
since d 1 (R) = D1 (R) and C 1 (R) = Z(R). Suppose then that 
, then d(R) = Id ' (R),R,Rl 
= (c(R)*R,R*R) 
~ (d(R),R) 
~ (Z 1 (R),R) 
= Zh1(R) 
= Z ' (R). 
If A is a limit ordinal , then d A (R)rQd T'(R) 
= ZA(R) 
and the result now follows. 
Corollary 7.16 Let R be a d.g. near-ring. If R is (hypo)c-nil-
potent then it is (hypo)d-w.d. 
Proof Follows immediately from Theorem 7.15. 
As in Section 6 , the assumption of the existence of a 
right identity gives even stronger connections between d'-weak 
distributivity and c-nilpotence in d.g. near-rings. Comparable 
to Lemma 6.12 , the basic result here is 
Lemma 7.17 Let R be a d.g. near-ring with a right identity 
denoted by 1. Let A be a subgroup of (R,+). Then (R,A)_flA,R,RI. 
Proof (R,A) is generated by elements of the form (r,a) = -r-a+r+a 
(where rcR and acA). Now (r,a) = -(a+r)+r+a 
= -(a+r)l 4-rl+al 
= (a+r)(-l) - r(-l) - a(-l) 
= Ia,r,-lkIA,R,RI. 
Hence (R,A):5.1A,R,RI , as required. 
Theorem 7.18 Let R be a d.g. near-ring with a right identity. 
Then Z'(R) ~d'(R) for all ordinals p. 
Proof By transfinite induction on V. The case p=O is trivial , 
so suppose that Z(R)s~d(R). Then 
Z 1 (R) = (Z(R),R) 
= (R,Z'(R)) 
~ IZ 1 (R),R,RI (by Lemma 7.17) 
. d(R),R,RI 
d(R). 
The limit ordinal case follows in the usual way. 
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Theorem 7.19 Let R be a d.g. near-ring with a right identity. 
Then R is (hypo)c-nilpotent if and only if it is (hypo)d-w.d. , 
and c-nilpotency class = d-w.d. class. 
Proof By Theorem 7.15 and Theorem 7.18. 
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SECTION 8 	FEEBLE DISTRIBUTIVITY 
An ideal A of a near-ring R may be distributive in the 
sense that Ia,b,cI = 0 for all a,b,cA , while D 1 (A) j {O} , 
since we may have Ia,b,rI J 0 for some reR. This leads to a 
generalization of weak distributivity. 
Definition 8.1 Let A be an ideal of a near-ring R. Define 
o 	 1 	 p4-i 	 1 p Df (A) = A ; Df(A) = Id<IA , A , AI> ; D f (A) = Df (Df (A)) , i.e. 
D1(A) = Id < ID(A),D(A),D(A)I >  ; if A is a limit ordinal 
D(A) = OD" (A). 
pc-) f 
Note 8.2 For d.g. near-rings we need only consider normal 
closures , i.e. D(A) =ID(A),D(A),D(A)I , in order to 
obtain a series of ideals (by Lemma 5.5). 
Lemma 8.3 Let A be an ideal of a near-ring R. Then D(A) is 
also an ideal of R , for all ordinals p , and if p<A then 
D(A).<D(A). 
Proof Straightforward. 
Definition 8.4 We say that a near-ring R is feebly distributive 
(f.d.) if D(R) = {0} for some positive integer n. If D 1 (R) 
{O} then R is said to be f.d. of class n. 
If p is the least ordinal such that D(R) = {O} then R 
is said to be hypof.d. of class V. 
Lemma 8.5 Let A be an ideal of a near-ring R. Then D(A)_-0 1 (A) 
for all ordinals p. 
Proof Follows easily using transfinite induction. 
Corollary 8.6 Let R be a (hypo)w.d. near-ring. Then R is 
(hypo)f.d. 
Proof Follows immediately from Lemma 8.5. 
Lemma 8.7 Let A be an ideal of a near-ring R. Then for all 
positive integers n , D(R/A) = (D(R) + A)/A. 
Proof Same as the proof of Lemma 5.12. 
Note Thus homomorphic images of f.d. near-rings are f.d. 
Theorem 8.8 A near-ring R is feebly distributive if and only if 
there exists a series R = A >-A
1 
 ...... . = {O} 
0 	 n 
of ideals A. of R such that A. 
1 i+1 
/A 	is distributive (0~.in-l) 
1 
i.e. such thatA 1.9A1.3,A.1 I_~_Ai  +l
Proof Using the same argument as in the proof of Theorem 5.14 
it follows by induction that D(R)-<A. , and hence that 
D(R)-<A = {o} , whence R is f.d. Putting A. = D(R) (O~i~n) 
gives a series of ideals with the required property , and proves 
the converse. 
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Notation 8.9 Let F 
n  denote the class of all near-rings which -- 
are f.d. of class n or less. (Thus ReF if and only if D(R)={0}) 
Let F denote the class of all f.d. near-rings , so that F = UF. 
Theorem 8.10 Fn  is a near-ring variety , for each positive 
integer n. 
Proof Same as the proof of Theorem 5.18. 
Notation 8.11 For a near-ring R let R = {reRIOr = 0) and let 
R = {OrIrcR}. (R is the zero-symmetric part of R and R is the 
constant part of R.) 
Theorem 8.12 Let A be an ideal of a near-ring R , and suppose 
that D(A) = {0} for some ordinal V. Then A ~R. 
Proof Any element r of R can be written in the form 
r = (r-Or)+Or , and 0(r-Or) = Or-0(Or) 
= Or-(00)r 
= Or-Or = 0 , hence r-Or eR 
0 
Thus R = R +R 
0 Z 
For any element x of R we have x(Or) = (xO)r = Or 
suppose that yeR0flR. Then Oy 0 , since yeR , but Oy = y 
since ycR 
z 
. Thus y 	
0 	Z 
0 , so R (R = {O}. 
As in the proof of Lemma 5.15 , for any element y of R 
y = -ty,y,yj , so if acACR2 , then acD(A). This shows that 
AflR 	D(A). 
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Suppose that A(R ~. D(A) , then if acAflR we have (as 
before) a = -Ia,a,aI cID(A),D(A),D(A)I ~ D'(A). Therefore 
A(1R e. DV+l(A). 
z 	f 
In the case of a limit ordinal A , if AflR 	D(A) for 
all v<A , then AflR 	fD(A) = D(A). 
Since D(A) = {O) , then AC%R ~ {OLFrom this it3follows 
that AR . 
0 
Corollary 8.13 A near-ring which is f.d. or hypof.d. is zero-
symmetric. 
Proof Immediate from Theorem 8.12. 
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SECTION 9 	ASCENDING SERIES 
As mentioned in Section 4 it would be convenient if we 
could define the ascending central series for an ideal A of a 
near-ring R in the same way as is done in group theory. Since we 
would also like the terms of such a series to be ideals this 
leads to problems ; as Fr8hlich points out , even the centre of 
an ideal (i.e. the set {acAIx+a = a+x for all xcA}) need no longer 
be an ideal , even for d.g. near-rings. This leads FrBhlich to 
define the series (Z (A)) as follows 
Definition 9.1 Let A be an ideal of a near-ring R. Define 
Z(A) = {o). Z 1 (A) is defined to be the maximal ideal of R which 
is contained in the centre of A. Suppose now that Z(A) has 
already been defined , and is an ideal of R contained in A 
consider the quotient near-ring R = R/Z(A) , then in R the ideal 
A has image A = A/Zr(A). Define Z ~ 1 (A) to be the maximal ideal 
of R contained in A whose image under is contained in the centre 
of A. Finally , if A is a limit ordinal 
, 
Z(A) =UAZ(A)  (which 
will be an ideal , since Z (A)--,Z (A) provided u.:5p). 
Note 9.2 In the above definition it is not immediately obvious 
that the maximal ideals referred to always exist , and are unique. 
However , they do exist , and are unique , for if we consider the 
set {AIAEA}  of all the ideals of R contained in the centre of A 
we can take Z 1 (A) to be the sum of all the AA's.  This will be an 
ideal contained in the centre of A , and is clearly the unique 
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maximal one. 
Similar considerations show that Z(A) can be defined in 
the same way , for p>l. 
Definition 9.3 A near-ring R is said to be c-nilpotent if there 
is a positive integer n such that Z(R) = R. If Zn_i(R)  0 R then 
R is said to be c-nilpotent of class n. If p is the least ordinal 
such that Z(R) = R then R is said to be hyper c-nilpotent of 
class p. 
By adapting the well-known result from group theory we 
show that in fact c-nilpotence and c-nilpotence are equivalent 
for d.g. near-rings. 
Theorem 9.4 Let R be a d.g. near-ring with a finite series 
R=AA
i 
 ......2A ={O) 
c 	 n 
of ideals A. of R such that (R,A.).--A.
+1 
 (Q_<iin-l). (in other 
words , R has a central series.) Then Z 1 (R)_-e~A. and A.Z.(R) , 
for 0-5i-<n. 
Proof The proof that Z 1 (R)A. is exactly as for group theory. 
To show that Z.(R)>-A . we use induction on 1. When i=O the 
1 	fl1 
statement is trivially true , so assume that for some value of i 
we have An- i+l .. 1 
~ Z. 	
fl1 
(R) , and we aim to prove that A .!~ 
1
Z.(R). 
Let xcA. and ycR , then (x,y)(A .,R)= (R,A.) 
n-i+1 
,~ Z. 1 (R), 
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so that x commutes with each element of R (mod Z. 1 (R)) , thus 
A . 
n-i 	 i-i 
is contained in the inverse image of the centre of R/Z 	(R). 
Since A . is an ideal of R it will be contained in the maximal 
n-i 
ideal Z.(R) , as required. 
Corollary 9.5 A d.g. near-ring is c-nilpotent if and only if it 
is c-nilpotent , and c-nilpotency class = c-nilpotency class. 
Proof Follows from Theorem 9.4. 
We saw in Section 7 the connections between the series 
(d(R)) and (Z(R)). Having defined an ascending series (Z (R)) 
Ii 
of commutators this obviously leads to an attempt to define an 
ascending series of distributors (d (R)). Esch (2) does this as 
follows ; for a subgroup A of R define d(A) = { o) ; d 1 (A) is 
defined by the rule 1d 1 (A),A,RI = {O} and d 1 (A) is defined by 
the rule Id 1 (A),A,R1-5d (A). 
This definition does not suit our purposes since we do 
not get a series of ideals , and in any case Esch has already 
defined the other distributor series in different ways. The 
obvious way to attempt to define an ascending series of ideals 
consistent with our earlier definitions would be as follows 
Definition 9.6 Let A be an ideal of a near-ring R. Define 
d(A) = { o) and let d 1 (A) be the maximal ideal of R contained in 
A such that 1d 1 (A),A,RI-<d(A) = {O}. (Note that R is d.g. , hence 
zero-symmetric , so {O},A,RI ='{O) , hence {O}-<d 1 (A)). 
75 
Suppose that d(A) has already been defined and is an 
ideal of R contained in A ; then define d 	(A) to be the maxi- 
mal ideal of R contained in A such that Id+1(A)ARI-<d(A). 
If A is a limit, ordinal , d (A) = Ud (A). 
A 
Equivalently , we could have defined d 1 (A) to be the 
largest ideal of R contained in A such that 
Id +1 (A)/d (A) ,AId (A) ,R/d (A) I = {o}. 
Note 9.7 In order to justify the existence and uniqueness of 
the maximal ideals referred to in the above definition , suppose 
that x and y are elements of A such that Ix,a,rI = J y ,a,rJ = 0 
for all acA,rcR. 
Then J(x+y),a,rf = (x+y+a)r-ar-(x+y)r 
= xr+(y+a)r-ar -(xr+yr) (since ycA) 
= xr+yr+ar-ar-yr-xr 
= 0. 
Consider now the set of all ideals J of R such that J:!~A 
and IJ,A,RJ = W. This set is not empty since {o} is such an 
ideal , as pointed out in Definition 9.6. The sum of all such 
ideals is also an ideal of R contained in A , and by the previous 
paragraph it follows that it also has the required distributor 
property. Thus we can take d 1 (A) to be this ideal , which is 
clearly maximal. 
Similar considerations (of quotient near-rings) show 
that d(A) can be defined in a like manner. 
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Definition 9.8 Let R be a dg. near-ring. R is said to be 
d-weakly distributive if d(R) = R for some positive integer n. 
If d 1 (R) 	R then R is said to be d-w.d. of class n. 
If p is the least ordinal such that d(R) = R then R is 
said to be hyper d-w.d. of class V. 
As we might expect from Corollary 9.5 , d-weak distribut-
ivity and (!-weak distributivity are equivalent. 
Theorem 9.9 A d.g. near-ring is d-w.d. if and only if it is d-w.d. 
and d-w.d. class = d-w.d. class. 
- 	 n Proof Suppose that R is d-w.d. of class n. Then d (R) = {O}. We 
show by induction on i that 	 (O:~i.n). This is clearly 
true for i=O , so assume true for i ; now 
d'11(R) = ldh1l(R),R,Rld.(R) , by assumption , so by definition 
dh1l(R).di+1(R) 
, which proves the inductive step. Putting i=n 
gives R = d° (R)d(R) , thus d(R) = R and R is d-w.d. and also 
d-w.d. class::~n = d-w.d. class. 
Conversely , suppose that R is d-w.d. of class n , so 
that d(R) = R. Putting i=O in the above gives 
d 
 (R) ~d (R) = {O} 
so R is d-w.d. and d-w.d. class-<-n = d-w.d. class, this completes 
the proof. 
Note 9.10 In view of Corollary 9.5 and Theorem 9.9 it is not 
necessary to distinguish between c and c nilpotence or between 
d-w.d. and d-w.d. We. could thus refer to a c'-nilpotent or d-w.d. 
near-ring. 
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Theorem 9.11 Let R be a d.g. near-ring. Then Z (R).:~d (R) for all
li 
ordinals p. 
Proof By transfinite induction on V . The case p =0 is trivial. 
When V=I 1Z1(R),R,RI = (Z 1 (R)*R,R*R) (by Theorem 6.1) 
(Z 1 (R),R) (as Z 1 (R) is an ideal of a d.g. 
near-ring) 
= {o} , by definition of Z 1 (R). 
Therefore Z 1 (R)--.d 1 (R) , by definition of d 1 (R). 
If we assume the result true for p , i.e. Z(R)d(R) 
then by similar reasoning to the above we get 
IZ+1(R)RRI = (Z 1 (R)*R,R*R) 
~ (Z 1 (R),R) 
~ Z(R) (since Z 
jj+ 1 	lies in the centre of 
R/Z(R)) 
< d(R) , by assumption. 
So 	 , which by definition means that
11 
Z 1 (R)_<.d 	(R). 
In the case of a limit ordinal A , if we have Z(R)_-,~d(R) 
for all p<A , then Zx(R)  =1Z(R) :~ d(R) = dx(R) , and the 
result now follows. 
Corollary 9.12 Let R be a d.g. near-ring. If R is (hyper)c-
nilpotent then it is (hyper)d-w.d. 
Proof Follows immediately from Theorem 9.11. 
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Theorem 9.13 Let R be a d.g. near-ring with a right identity. Then 
d(R)_-2(R) for all ordinals V. 
Proof Once again we use transfinite induction on p.., with the 
case p=O being trivial. Now (R,d 1 (R)) 	1d 1 (R),R,RI (by Lemma 7.17) 
= U) , by definition of d 1 (R) 
So d 1 (R) is an ideal contained in the centre of R , so we must have 
d 1 (R)_,2 1 (R) , which is maximal. 
Similarly , if d(R).Z(R) then 
(R , d + 1(R)):fld +1(R),R,R! 
I d(R) 
Z(R). Since Z 1 (R) is the largest ideal for which 
(R,Z +1 (R))Z(R) we must have d 1 (R)_<-Z 1 (R) , as required. 
The limit ordinal case follows exactly as in the proof of 
Theorem 9.11 , so the result is proved. 
Theorem 9.14 Let R be a d. g. near-ring with a right identity. Then 
R is (hyper)c-nilpotent if and only - if it is (hyper)d-w.d. , and 
c-nilpotency class = d-w.d. class. 
Proof Corollary 9.12 and Theorem 9.13. 
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SECTION 10 	R-MODULES 
Let (G,+) be a group and let EndG be the set of endomor-
phisms of G. If C is Abelian it is well-known that (EndG,+,..) is 
a ring. (See Example 1.2 (i) for the definitions of + and ..) If 
C is non-Abelian then the sum of two endomorphisms of C need not 
lie in EndG. However it is clear that EndG is contained in T(G), 
(see Example 1.2 (ii) for the definition of T(G)) , and that 
EndG is a distributive semigroup (under .) which generates a 
near-ring E(G) , consisting of all finite sums and differences of 
endomorphisms of G. Obviously (E(G),EndG) is d.g. and G can be 
regarded as a faithful (E(G),EndG)-module. 
Similarly we can construct d.g. near-rings A(G) from AutG 
(the group of automorphisms of C) and 1(G) from InnG (the group 
of inner automorphisms of C , i.e. those automorphisins of G aris-
ing from conjugation by a fixed element of C). 
In the general case , let S be a subset of EndG , and let 
R be the d.g. near-ring generated by S. Then C becomes a faithful 
R-module , with the natural action of R on G. We wish to invest- , 
igate which group-theoretical properties of G will ensure that R 
is w.d. or d-w.d. 
Theorem 10.1 Let G be a group , S_-~EndG. S generates the d.g, 
near-ring R_-ff(G). If G is soluble then R is w.d. 
Proof G is a faithful R-module , and since C is soluble it has 
a series G = C
0 
 G 
1  ...... G n = {O} , of R-ideals G. of G and with 1 
G../G 1 Abelian (O.~i~.n-i). We may assume that this series is an 
S-series , i.e. C.S:~G. (0si!5n) (if necessary take C. = C'(G) 
which is a'fuliy invariant subgroup of C for each i) 	hence 
each C. is an R-ideal of G , by Lemma 2.12. 
Define L = {rcRIGr-<G.} 	Ann(G/G.) (O.!~j:m). From 
Lemma 1.17 and Lemma 1.18 we get I.R (O., j:5n). Also 'n = {o} 
as C is faithful. Thus we get a finitely terminating series 
R = II ........ = {O) of ideals of R. We show that Rh. ci 	n 	 j+l 
distributes over 
1j'1j+1 
 (O ~j_,.n-i) then it will follow from 
Theorem 5.14 that R is w.d. 
Firstly , consider the case j = n-i. Then 
1. 
j 	j + 
	
/I
]. 	n-i n 




Let x,ycl 	and reR. We wish to show 
that (x+y)r = xr+yr. If we can show that g(x+y)r = g(xr+yr) for 
all gcG , then the result will follow since G is a faithful R-
module. 
Let r = Ec.s. , then g(x+y)r = (gx+gy)r 
= (gx-i-gy)(Ec 
1 
.s 1 .) 
= E(gx+gy)c.s. 
= Ec.(gxs.+gys.). 
Since gcc, XYCIn_l  then gx,gycG 	so gxS j gyS j cG 1 	since 
G 	
n-i n-i S
~G 	. G 
n-i 
 is Abelian , so we can rearrange the above to 
give Ec.gxs. + EC 
i gysi 
= g(x(c.s.)) + g(y(Ec.s.)) 
= gxr+gyr 
= g(xr+yr) , as required. 
Hence R distributes over I 
n - i 
Now consider 
'j"j+l•  If H is a subgroup of G containing 
let I-I denote H/C. 1 , and if A is an ideal of R containing 
EiI 
I. 	let A denote A/I
j+1 
. If hcH and acA then h and a will denote 
the images of h and a under the respective natural epimorphisms 
H-1 and AA. Under these epiniorphisms we get the following series 
I.. 	A A 	 AA 	 A 
C = GG ...... 	 = o) 
o 1 3 j+l 
A 	4 A 	 A A 	 A 
o 





I = {o}. 1 
Endomorphisms of G become endomorphisms of G in the ob-
vious way , and G.S-<G. for all i , so that the first series is 
- still S-closed. C becomes a faithful R-module , since 
Ann(G) = Ann  R,I 
	(GIG  .+l) = {o}. So if we can show that 
g(x+y)r = g(xr+yr) for all geG, x,ycl. and rcR this will show 
that R distributes over I.. 
3 
The argument now proceeds exactly as before , just putting 
over everything , and we get all elements in G. = G../G 1 which 
is Abelian , allowing us to rearrange as required. By the remarks 
made earlier it now follows that R is w.d. 
We can extend the above theorem to the case of hyposoluble 
groups in the obvious way 
Theorem 10.2 With the same conditions as Theorem 10.1 , if C is 
hyposoluble then R is hypo w.d. 
Proof Since G is hyposoluble it has a descending Abelian S-closed 
series G = C
0 C 1 	 i 
...... C = {0} of R-ideals G of C (and where 
a 
a is some ordinal ; if A is a limit ordinal then GA  =G). As 
before 	define I = Ann  R  (GIG j) = {rcRIGr-<G}. If y is not a limit 
82 
ordinal then we can use the same argument as in the proof of 
Theorem 10.1 to show that R/I y 
	 y-1 y 
distributes over I 	/1 , which 
gives D1 (R)I. 
If A is a limit ordinal and we have D(R)KI for all ij<A 
then DA(R) = (DV(R) 	flI 
p.c\ ii 
= flAnnL' (G/C )  P 
= (frcRIGr:X } 
1-i 
= { rERIGrKQG } AA p 
= { rcRIGr-<G 
=  Ann R (GIG  A) 
= I x . 
Thus D A (R)::U A , as required , and by transfinite induction we get 
for all ordinals p , hence Da(R)KJ = W. Therefore R 
is hypo w.d. 
Theorem 10.3 With the same conditions as Theorem 10.1 , if C is 
c-nilpotent then R is d-w.d. 
Proof G is a faithful R-module , and since G is c-nilpotent it 
has a central series C = G G
1 	 = 
{0} of R-ideals C. of 
o n 	 1 
C , with (C,G.)--~G. 1 (0--~i-<n-1). We may also assume that C.S-<C. 
(0i-<n) (if necessary take C. = Z 1 (G) for each i , which gives a 
fully invariant subgroup). As before define I. = {rcRIGr--5G.} = 
AnnR(G/G.) (0:5j--m) , which gives a descending series of ideals 
R = I 
0 
vI . ..... I = {0} (and I = {0) since G is faithful). 
We aim to show that d(R)-, I. (0j:~n) , which is clearly 
true when j=0. For j=l we have 
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d:l(R) = 1R,R,R1 = D 1 (R)I 1 , by applying the result in the soluble 
case (Theorem 10.1). Now assume that d 3 (R) ~ I. , then we get 
d(R) = 1d 3 (R),R,RI<I1.,R,RI. To prove that d 1 (R) ~ I. 1 it is 
therefore sufficient to show that II.,R,RI ~I.+i , or equivalently 
I I,R,RI = {0) (where 	denotes the image under the natural epi- 
morphism R-R/I. 1 ). 
Let gcG.
3 
 ,r,tcR and xci. 
3 
, where t = Ec 
1 1 
.s. , so that 
g(x+r)t = (gx+gr)t = (g*+gr)(c.s.) 
= (g*+gr)c.s. 
= E(c.gxs.+ c.grs.). 
Now gxcgl.-<G. and G.S:5G. so that c.gxs.cG. for each i. 







which means that the elements c.gxs , commute with 
the elements c. 
1 	1 
grs. 	
j+1 (mod G 	). Hence 
E(c.gxs. + c.grs.) E Ec.gxs. + Ec.grs.  
= gx(c.s.) + gr(Ec.s.) 
= gxt + grt 
= g(xt+rt). 
Therefore g(x+r)t 	g(xt+rt) (mod G 1 ). Since GIG . 1 is a faith- j+ + 
ful R-module it follows that (x+r)t E xt+rt (mod j+l).Thus 
IIRRkI+1 , as required. 
It now follows by induction that d ' (R)--5I = {o} , so that 
R is 'I-w. d. 
Theorem 10.4 With the same conditions as Theorem 10.1 , if G is 
hypo -c-nilpotent then R is hypo d-w.d. 
Proof If i is not a limit ordinal we can use exactly the same 
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argument as in the proof of Theorem 10.3 to get 
d(R)_-~ I
p 
 = Ann r 
	p 	 o 
(GIG ) (where C = C . ...... G = {o) is a descend- 
ing central series , for some ordinal a). The limit ordinal case 
follows exactly as in the proof of Theorem 10.2 , so by trans-
finite induction we get da(R)SI 
= 
Ann RC = Co) , as C is faithful. 
Thus R is hypo d-w.d. 
Theorem 10.5 With the same conditions as Theorem 10.1 , if C is 
hyper c-nilpotent then R is hyper d-w.d. 
Proof Since C is hyper c-nilpotent it has an ascending central 
series {0} = CG 
1 
a ........ = C (for some ordinal a ; if A is a 
limit ordinal then G
A 
 = UG ). Also , since the series is central 
PCX 
(G,G. 1 ):X. , for all j. As before , define I. 	AnnR(C/G.) = 
{rcRlGr-,,G.} , which gives -an ascending series of ideals 
0 = I aI l ...... 	= R. we aim to show that I ~d (R) for all o 	 p p 
ordinals p. This is trivially true when p=0. For p=l we wish to 
show that 1 1 _-~d 1 (R). If we can show that 11 1 ,R,RI ='{O } then by 
definition of d 1 (R) we must have 1 1 :!~d 1 (R). 
Let gcG ,xcl and r,tcR , with t = Ecs.. Now 
1 	 11 
glx,r,tl = g((x+r)t-rt-xt) 





) - gr(c.s. 	
1 


















Now gxcG 1 and C 1SG 1 (we may assume this without loss of general-
ity) so that gxs..cG 1 , for each i , hence these elements commute 
with the others , which means that the above expression is zero , 
MW 
therefore glx,r,tl = 0 for all gcG. Since G is faithful , it 
follows that !x,r,tI = 0 , and hence 11 1 ,R,RJ = ' 10} , which gives 
1 1 -<d 1 (R) as required.. 
If p is not a limit ordinal and we assume that 
1 1 ~d 1 (R) , we can use the same argument as above to show that 
I I ,R,RI.~Ip-i ~d 	(R) , since elements of C commute with elements p 	 p-i 	 p 
of G (mod C 1 ). Thus we get I-<d(R). 
In the case of a limit ordinal A , if we have I _,~d (R) 
P P 
for all p<A then we get I
A 
 = UI 	Ud (R) = d (R). 
So , by transfinite induction we have I-<d(R) for all 
ordinals p , hence R = I~d(R) , and R is hyper d-w.d. 
We now consider the question of whether generalized 
distributivity in a near-ring R implies any group-theoretic 
properties in an R-module G. In the case of monogenic R-modules 
(see Definition 10.6 below) we get results which could be regarded 
as converses of Theorems 10.1 to 10.5. 
Definition 10.6 Let R be a near-ring and G an R-module. G is 
said to be monogenic if there is an element geG such that gR = C 
i.e. such that {grrcR} = C. The element g is called an R-gener-
ator of G. 
In what follows let G denote an R-module and let g be an 
R-generator of C. 
M.  
Lemma 10.7 Let A be a subgroup of (R,+). Then gA is a subgroup 
of C. Also , if A is a normal subgroup of (R,+) then gA is a nor-
mal subgroup of G. 
Proof Let ga,gbcgA (with a,bcA). Then ga-gb = g(a-b)egA , since 
a-bcA. If hcG then h = gr for some rcR , so 
-h+ga+h = -gr+ga+gr = g(-r+a+r)cgA if (A,+)(R,+). 
Lemma 10.8 If A is a right R-subgroup of R then gA is an R-sub-
module of C. 
Proof The subgroup part of the proof follows from Lemma 10.7. 
If gaegA and reR then (ga)r = g(ar)cgA , since areA. 
Lemma 10.9 If A is a right ideal of R then gA is an R-ideal of G. 
Proof The normal subgroup property carries over from A to gA by 
Lemma 10.7. If heG then h = gr for some reR , so if gaegA and 
seR then (ga+h)s -hs = (ga+gr)s-(gr)s 
= g(a+r)s-g(rs) 
= g((a+r)s-rs) 
c gA , since (a-fr)s--rscA. 
Thus gA is an R-ideal of G. 
Lemma 10.10 Let A and B be subgroups of (R,+). Then 
g(A,B) = (gA,gB). 
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Proof This follows because g(a,b) = (ga,gb) for all acA , beB. 
Lemma 10.11 Let A be a subgroup of (R,+). Then C t (gA) = gC 1 (A) 
for all positive integers n. 
Proof Follows easily using induction on n and Lemma 10.10.. 
Lemma 10.12 Let A be a subgroup of (R,+). Then Zn(gA) = gZ t' (A) 
for all positive integers n. 
Proof Same as Lemma 10.11. 
Theorem 10.13 Let R be a near-ring with a right identity , and 
let G be a monogenic R-module. If R is w.d. then G is soluble , 
and the solubility class of G is not greater than the w.d. class 
of R. 
Proof For all .j0 , C (G) = C 3 (gR) = gC3 (R) (by Lemma 10.11) 
K gD3 (R) (by Lemma 6.15). 
If R is w.d. then Dtl(R) = { o} for some positive integer n , so 
Ctl(G) _< gDtl(R) = 	= 0 , hence G is soluble of class not more 
than the w.d. class of R. 
Theorem 10.14 Let R be a d.g. near-ring with a right identity , 
and let G be a monogenic R-module. If R is d-w.d. then G is 
c-nilpotent , and the c-nhlpotency class of G is not greater than 
the d-w,d. class of R. 
Proof For all j>O , Z 3 (C) = Z3 (gR) = gZ3 (R) (by Lemma 10.12) 
gd 3 (R) (by Theorem 7.18). 
If R is d-w.d. then d ' (R) = { o} for some positive integer n , so 
Z" (G) _<gd'(R) = 	= 0 G , hence C is c-nilpotent of class not 
greater than the d-w.d. class of R. 
Theorem 10.15 Let R be a d.g. near-ring with a right identity , 
and let C be a monogenic R-module. If R is hyper d-w.d. then C is 
hyper c-nilpotent , and the hyper c-nilpotency class of G is not 
greater than the hyper d-w.d. class of R. 
Proof We show by transfinite induction that gd(R).<Z.(G) , for 
all ordinals p. This is c1ear1 true when p=O , so suppose that 
gd 
11 
 (R) KZ 
 p (
G). Let gxcgd (R) (with xcd: (R)) and let hcC. Then11+1 p+1 
h = gr for some rcR , and we have 
(gx,h) = (gx,gr) = g(x,r) 
C g(d 1 (R),R) 
= g(d 1 (R),R) 	(by Lemma 4.4) 
= g(d 1 (R)*R,R*R) (as R has a right identity) 
= 9Id 1 (R),R,Rl 	(by Theorem 6.1) 
_< gd(R) 
Z(G) , by assumption. 
Thus we have shown that (gd 1 (R),G)-<Z(G) , so that by definition 
of Z 1 (G) we must have gd +1 (R)KZ 1 (G). 
If A is a limit ordinal and we have gd. (R)-<Z (C) for all 
p<A then gd(R) = gUd(R) = 1gd (R) _<UZ(G) = Zx(G) , and the 
result now follows by transfinite induction. 
Since R is hyper d-w.d. then d(R) = R for some ordinal p 
so that gd(R) = gR = G:~Z(C). Thus C is hyper c-nilpotent , and 
the hyper c-nilpotency class of G is not greater than the hyper 
d-wd. class of R. 
We end this section with .a miscellaneous result for which 
we require some preliminary lemmas. 
Lemma 10.16 Let R be a distributive near-ring. Then 
R*C1(R) = C1(R)*R = {o). 
Proof Let (x,y) be a typical generator of C 1 (R) and let rcR. 
Then r(x,y) = (rx,ry) and (x,y)r = (xr,yr) since both distributive 
laws hold. 
Also , if a,b,c,dcR then , again since R is distributive 
(a+b)(c+d) = (a+b)c + (a+b)d = ac+bc+ad+bd , and 
(a+b)(c+d) = a(c+d) + b(c+d) 	ac+ad+bc+bd , hence 
bc+ad = ad+bc for all a,b,c,dcR. Thus the elements of R commute , 
so that (rx,ry) = (xr,yr) = 0. From this the result now follows. 
Lemma 10.17 Let R be a d.g. near.ring. Then C 1 (R)*R _< D 1 (R). 
Proof Let x,ycR and scS. Then (x,y)s = (xs,ys) 
= -xs-ys+xs+ys 
= -(ys+xs)+xs+ys 
= (y+x) (-s) - x(-s) - y(-s) 
= Iy,x,—sIcD'(R). 
Lemma 10.18 Let R be a d.g. near-ring and A an ideal of R. Then 
n 	n 
A*D (R) ~ D (A*R) for all positive integers n. 
Proof We use induction on n. For nl , let acA, x,y,zcR , so that 
aJx,y,z = ax,ay,z (using the left distributive law) 
£ IA*R,A*R,RI 
D ' (A*R). So true for n=l. 
Suppose that A*D"(R) K D'(A*R) , then if p,qcDnl(R)  and rcR, acA 
alp, q ,rt = ap,aq,r 
c IA*D(R),A*D(R),RI 
_< tDn (A*R),Dnl (A*R),RI 
~ Dl(Dn(A*R)) 
= D(A*R). 
HencelA* D(R),D(R),RI .~ D 1 (AR) , from which it follows that 
A*D'(R) _< D"(A*R). The result now follows by induction. 
Lemma 10.19 Let R be a d.g. near-ring. If R is w.d. then D 1 (R) 
is nilpotent. 
Proof We show by induction that (D(R)) _< Dn(R) for all positive 
integers n. Once this is established the result clearly follows. 
The statement is obviously true when n=1. For n=2 we have 
= D 1 (R)*D 1 (R) 	D1 (D 1 (R)*R) (by Lemma 10.18) 
D 1 (D 1 (R)) 
= D 2 (R). 
(Since D 1 (R) is an ideal of R and R is d.g. it follows that 
D 1 (R)*R 	R.) 
Suppose now that (D 1 (R))' -~ D(R). Then 
(D'(R))'1 = D1(R)*(D(R))" 
:c Dl(R)*D11(R) 
.< D' (D 1 (R)*R) (by Lemma 10.18) 





(by Lemma 5.10) , 
and the result now follows. 
Definition 10.20 Let R be a zero-symmetric near-ring and let G 
be an R-module such that GR {0}. G is said to be of type 2 if 
it has no non-trivial R-submodules (i.e. {0) and C are the only 
R-submodules ; R is chosen to be zero-symmetric so that 0} is 
always an R-submodule). A near-ring R is said to be 2-primitive 
if there exists a faithful R-module C of type 2. 
Theorem 10.21 Let R be a 2-primitive d.g. near-ring. If R is w.d. 
then it is a ring. 
Proof Since R is 2-primitive there exists a faithful R-module G 
of type 2. Suppose that R is non-Abelian , so that C 
1
(R) A tO}. 
Then there must be an element g of G such that gC 1 (R) 	o) , 
otherwise C ' (R)-<AnnC = {o} , as C is faithful. 
Now C 1 (R) is an ideal of R (by Lemma 4.12) so it is a 
right R-subgroup of R , hence gC 
1
(R) is an R-submodule of C , by 
Lemma 10.8. Since gC 1 (R) j {o} then gC 1 (R) = C , as G is of type 2. 
Hence G = CR = gC 1 (R)R gD 1 (R) (by Lemma 10.17). So 
G = gD 1 (R) ; therefore C = CD 1 (R) = gD1 (R)D 1 (R)-< g(D 1 (R)) 2 . 
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Suppose that C = g(D](R))r. Then 
= g(D 1 (R)*(D 1 (R))') 
= (gD ' (R))(D 1 (R))' 
= G(D 1 (R))' = C. 
So by induction it follows that g(D 1 (R))" = C , for all positive 
integers n. But R is w.d. , hence D'(R) is nilpotent , by 
Lemma 10.19. This gives a contradiction , so our assumption that 
C(R) 	{o} was false. Thus R is an Abelian d.g. near-ring , 
which is a ring , by Theorem 2.14. 
Note It is a known result that a 2-primitive near-ring cannot 
have a nilpotent ideal , so this and Lemma 10.19 give the above 
result immediately. 
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SECTION 11 	R-MODULES , GROUP CLASSES AND VARIETIES 
In this final section we obtain some results concerning 
certain subnear-rings of T(G) (C a group). We require some 
terminology from group theory. 
Definition 11.1 Let X denote a class of groups. We say that G is 
an X-group if C lies in X. Let A denote an operation on a group-
theoretical class (e.g. SX is the class of all subgroups of X-
groups). If AX = X then X is said to be A-closed. If A2 = A 
A is said to be idempotent and A is then called a closure oper-
ation. 
For two operations A and B , AB is defined by 
(AB)X = A(BX). 
Notation 11.,2 The following letters will be used to denote some 
particular closure operations. 
H ; X = HX if every homomorphic image of an X-group is an X-- group 
(equivalently , every quotient group of an X-group is an X-group). 
N ; X = NX if the sum of any collection of normal X-subgroups is 
an X-group (i.e. X = NX if , whenever G 	NA with NXG , NcX 
then OcX). 
N ; X = NX if the sum of any pair (hence finite number) of nor-
mal X-subgroups is an X-group i.e. X = NX if , whenever C = H+K 
with H,KG , H,KcX then GcX). 
Note We are continuing to write groups additively , unlike the 
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usual convention in group theory where additive notation implies 
commutativity. 
Definition 11.3 Let {x 1 , x 2 .......... } be a set of symbols. A 
word is a sequence c 1 y 1 -I-c 2y2 -I- ......+cy where each c. = ±1 and 
each y. belongs to the set ................1. The length of the 
word C 1 y1+c 2y2 ....... +cy is the integer n. 
Let W = {WIAcA) be a set of words in the variables 
x 12 x 2 ......... (i.e. W is a subset of the free group on the 
countable infinite set {x 1 ,x 2 ........ }). Let V(W) be the class of 
all groups G such that each word W reduces to the zero element 
of C when the variables x. are arbitrary elements of C. V(W) is 
called the variety determined by W , and the words W (AcA) are 
called the laws of V(W). 
For example , the variety of Abelian groups is determined 
by the single law -x 1 -x2+x 1 +x2 . 
Throughout what follows we shall use V to denote a variety 
of groups , and recall Note 5.17. 
Definition 11.4 Given a group G , throughout what follows let 
S denote a subgroup of AutG (the group of automorphisms of C) 
and let S = SU{OE} , where 0 denotes the zero endomorphism of G. 
Define Map(G)  to be the set of maps from G into itself which 
commute with each element of S 
i.e. Map 5 (G) = {f:G-+C 1sf = fs for all scS}. We usually write M 
for Map 5 (G).. Thus fcM if and only if gsf = gfs for all scS ,gcG. 
Note that with addition defined pointwise and inultiplic- 
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atibn defined by composition M is a subnear-ring of T(C) (since 
if fcM , then 0 G f =G 0 E 
	 = °G °E 
= °G °E 
= 
= °• 
Suppose now that C lies in V , a variety of groups. What 
can we say about M (considered as an additive group)? The next 
two results , which are due to J.D.P.Meldrum (5),give the answer. 
Lemma 11.5 Let w(x 1 .......,x) be a word in n variables. Let R 
be a near-ring and C an R-module. If gcG and r 1 ....... ,rcR then 
gw(r 1 ....... ,r) = w(gr 1 ....... ,gr). 
Proof We use induction on the length k of the word. If k=l then 
w(x........,x ) 	±x. for some x.. Therefore 1 	 fl 3 	 3 
gw(r 1 ....... ,r) = g(±r.) = ±gr. 	w(gr1 ....... ,gr). Hence true 
for k=1. 
Now assume true for k and let the word have length k+1. 
Then w(x 1 .......,x) = z(x 1 .......,x)±x. , for some x. and some 
word z(x 1 . ...... Xn) of length k. Thus we have 
gw(r1 ....... ,rn) = g(z(r 1 ........ r)±r.) 
= gz(r 1 ....... r) + g(±r.) 
= z(gr 1 ....... ,gr) ± gr. 
= w(gr 1 ....... gr) , by definition of z. 
The result now follows by induction. 
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Corollary 11.6 Let G belong to V , a variety of groups. If R is 
a near-ring with a faithful representation on C (i.e. if C is a 
faithful R-module) then R also belongs to V. 
Proof Let w(x 1 ........ x) be a law of V. We must show that for 
any elements r 1 .......
'n 
 of R , w(r 1 ....... ,r) = 0. If gcC then 
by Lemma 11.5 we have gw(r 1 ....... ,r) = w(gr 1 ....... ,gr) = 0 
since gr.cG (lin) and Ccv. Thus gw(r 1 ....... ,r) = 0 for all 
gcG , so w(r 1 ........ ,r )nnG = { o) , as G is faithful. Thus 
w(r 1 ....... ,r) = 0 , and ReV , as required. 
Corollary 11.7 Let C be a group and N = Map(G). If C belongs to 
a variety of groups V , then Malso lies in V. 
Proof C is always a faithful N-module (via the inclusion map) 
so by Corollary 11.6 , M lies in V. 
We now consider the "dual problem". Suppose that N lies 
in a variety V. Under what conditions does C also lie in V? The 
answer depends on the lattice of stabilizers of the elements of C 
(see Definition 11.8 below). We also need a result due to 
G.Betsch (given at the 1976 Oberwolfach conference). 
Definition 11.8 Let C be a group and gcc. Let S be as before. 
The set St(g) = {scSgs = g} is called the stabilizer of g (or 
the S-stabilizer of g , if we wish to emphasize the set 5). 
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Lemma 11.9 (Betsch) Let G,S,M = Map (G) be as before , and let 
g,hcc. Then there exists a map fcM such that gf = h if and only 
if St(g)St(h). 
Proof Suppose that feM with gf =h. Then , if scSt(g) 
hs = (gf)s = g(fs) = g(sf) 	(since fcM) 
= (gs)f = gf = h. 
So scSt(h) , thus St(g)<.St(h). 
Conversely , suppose that g,hcC and St(g)-<-St(h). Define 
f:G-*C by gf = h , gsf = hs , and af = 0 if agS*. We must show 
that f is well-defined , so let gs 1 = gs2 . Then 
s 1 5t(g)t() , hence hs 1 s 2 1 = h and so hs 1 = hs2 , as 
required , and f is therefore well-defined. Clearly fcM , and 
this completes the proof. 
We can now prove 
Theorem 11.10 With G,S and M as before , let N belong to a var-
iety of groups V. Suppose that G has the following property 
given h,kcG there exists an element gcG such that 
St(g) :~. St(h)('St(k). Then GcV. 
Proof Given that C has the property referred to in the statement 
it follows by induction on'n that if .... ....... g} is a finite 
subset of G , then there exists an element g of C such that 
St (g) <St(g.). Hence , by Lemma 11.9 , there exists for each i 
a map f.cM such that gf. 	g.. 
Now let w(x 1 	. ,x) be a law of V , say 
w(x 1 .......,x) = ±x. ±......±x. 	, where 
11 	1k 
{i 1 .......,ik 	.......,r). 
Let g 1 ........ gcG. We must show that w(g 1 	 = 0. 
±g. ± ......±g. 
= ±gf. ±...... ±gf. 
1 1 
	
= g(±f. ± ......±f 	) 
lk 1 1 
= gw(f 1 ....... 
gO 	(as f l , ...... 
Hence GeV , as required. 
As before , if C is a group , let InnG denote the group 
of inner automorphisms of G (i.e. those arising from conjugation 
by a fixed element of G) , and let 1(G) be the d.g. near-ring 
generated by InnG. Then 1(G) is clearly a subnear-ring of T(G) 
with an identity , and C is a faithful 1(G)-module with the 
obvious action of 1(G) on G. We note some basic properties 
Lemma 11.11 Let gcG. Then gI(G) is an 1(G)-ideal of G. 
Proof 0 = gOgI(G) , and if ga,gbcgl(G) (where a,bcl(G)), 
then ga-gb = g(a-b)cgl(G) , since a-bcl(G). Thus gI(G) is a sub-
group of C. 
Also , (gI(G))InnG = g(I(G)InnG) = gI(G) , thus gI(G) is 
invariant under the inner automorphisms of C , hence is a normal 
subgroup of C. Since 1(G) is d.g. and is generated by InnG 
this also shows (by Lemma 2.12) that gI(G) is an 1(G)-ideal of C. 




:I(G)+C by ac g = ga (acl(C)). Then , for 
cz,cI(G) we have (a-4-) g = g(a-i-) 
= ga+g 
= cL g + g . 
Thus 
4g  is a group homomorphism from 1(G) into C whose image is 
clearly gI(G) • and Ker4 g = {acl(G) ga = 01 = Anng. Therefore 
gI(G) is isomorphic to 1(G)/Axing 
Lemma 11.13 G =gI(C) (where E denotes the sum of normal sub-
groups). 
Proof Obvious. 
Definition 11.14 If {g )JXCA} is a subset of G of minimum size 
such that C =,I(G) , then we say that the set {gIAcA} is a 
basis for G over 1(G). 
If C belongs to V , a variety of groups , we know from 
Corollary 11.6 that 1(G) also belongs to V , since G is a faithful 
1(G)-module. Again , we consider the "dual problem" , i.e. if we 
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know that 1(G) belongs to V (or more generally , if 1(G) belongs 
to X , a class of groups) to which variety (or class) of groups 
does C belong? The answer is straightforward in the following 
case 
Lemma 11.15 Let C be a group and X a class of groups. If I(G) 
lies in X , and if X is N and H-closed , then G lies in X. 
Proof Let gcG , then by Lemma 11.12 , gI(G) = I(G)/Anng c HX , 
and by Lemma 11.13 G =gI(G) c N1-IX = X , since X is N and H 
closed. 
Corollary 11.16 If I(G)cV , a variety of groups , then CCNV. 
Proof Every variety is H-closed. 
Corollary 11.17 If 1(G) is soluble , and if G has a finite basis 
over 1(G) , then G is also soluble. 
Proof Let Y denote the class of all soluble groups. Then HY = Y 
and NY = Y. If 1g 1 ....... ,g} is a finite basis for G over 1(G) 
then G=g.I(G) , so GENHY = Y , as required. 
Note The above result cannot be extended to infinite bases , 
since NY 	Y. 
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Corollary 11.18 If 1(G) is soluble and C is finite then G is 
soluble. 
Proof Obviously every finite group has a finite basis over 1(G). 
Similarly it follows that if 1(G) is a nilpotent group 
and if G has a finite basis over 1(G) (or if C is finite) , then 
C is also nilpotent. This is because the class of nilpotent 
groups is both H and N-closed. 
Theorem 11.19 Let C be a simple group. If 1(G) belongs to V , a 
variety of groups , then C also lies in V. 
Proof For each element g of G , gI(G) is a normal subgroup of C 
(by Lemma 11.11). Since G is simple , if g A 0 , then gI(G) = G. 
Let w(x 1 ....... ,x) be a law in V , say 
w(x........,x ) = ±x. 	
1 
	
± ......±x. 	, where 1 	r 	1  
,1k} ~{l  ..... . . r}. 
Let g1 ........ gcG. We must show that w(g 1 .......,g) = 0. 
Choose gcG with g 0 0. Then for each i,g.cgl(G) , so there exists 
a. 
1 	 1 
cI(G) such that g. = ga.. Thus 
1  




= ±ga. ± ...... ±ga. 
1 1 
= g(±a. ± ......±a. ) 
= gw(a1 .......,ar) = 0 , since a 1 ,... ,acl(G)cV 
and so GeV , as required. 
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Definition 11.20 Let L 1 (I) be 
following property ; GcL 1 (I) if 
subset 	, . . .... . g) of C ther 
a 1 .......,acl(G) such that g. 
Equivalently , we could 
subset of C is contained in the 
the class of groups 
and only if , given 
exist elements gcC 
= ga. for each i (l!~ 
say that GcL 1 (I) if 






inent of C. 
Theorem 11.21 If Gel,  1 (I) and I(G)cV , a variety of groups , then 
GeV. 
Proof Let w(x........,x r 
) = ±x. ±......±x. be a law of V , 1  
where fill......,1k{1 .......,r]. Let g 1 .......,gcG and choose 
gcG, a1 .......,acl(G) such that g. = ga. (lKir). Then 
w(g 1 	 = ±g.± ......±g. 
= ±ga. ± ......±ga. 
1 1 
= g(±a. ± ......±a. ) 
1 1 
= gw(a 1 .......,a.) 
= gO (since a 1 .......,acl(G)cV) 
= 0. Thus GeV , as required. 
Definition 11.22 Let L 1 (E) be the class of groups with the 
following property ; GcL1 (E) if and only if , given any finite 
subset {g 1 .......,g} of G , there exist elements geG, 
s 1 .......,scE(G) such that g. = gs.  
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Theorem 11.23 If GcL 1 (E) and E(G)cV , a variety of groups , 
then CcV.. 
Proof Same as the proof of Theorem 11.21. 
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