ABSTRACT EEG based brain state decoding has numerous applications. State of the art decoding is based on processing of the multivariate sensor space signal, however evidence is mounting that EEG source reconstruction can assist decoding. EEG source imaging leads to high-dimensional representations and rather strong apriori information must be invoked. Recent work by Edelman et al. (2016) has demonstrated that introduction of a spatially focal source space representation can improve decoding of motor imagery. In this work we explore the generality of Edelman et al. hypothesis by considering decoding offace recognition. This task concerns the differentiation ofbrain responses to images offaces and scrambled faces and poses a rather difficult decoding problem at the single trial level. We implement the pipeline using spatially focused features and show that this approach is challenged and source imaging does not lead to an improved decoding. We design a distributed pipeline in wh ich the classifier has access to brain wide features which in turn does lead to a 15% reduction in the error rate using source space features. Hence, our work presents supporting evidence for the hypothesis that source imaging improves decoding.
INTRODUCTION
Brain state decoding based on electroencephalography (EEG) has numerous applications including neurofeedback [1] , brain computer interfacing [2] , and patient monitoring [3] . State of the art decoding is based on signal detection in the multivariate sensor space signal see e.g., [4] , however evidence is mounting that EEG source reconstruction can assist decoding [5] . 'Raw' EEG sensor signals are confounded by non-brain signals such as muscle activation, eye blinks and eye motion [2] and furthermore blurred by so-called volume conduction effects. It is possible that these confounding effects may be suppressed by EEG source imaging. 978-1-5090-4117-6/17/$31.00 ©2017 IEEE 939
Inference of a high-dimensional EEG source distribution N = 10 3 -10 4 , from a relatively low dimensional sensor space measurement M = 10 -10 2 , is mathematically ill-posed and requires prior information such as anatomical, functional or mathematical constraints to isolate a unique and plausible solution [6] . The key prior information invoked in Edelman et al. is to introduce spatially focused features relevant for detection of motor imagery [5] . The aim of our study is to test the generality of the hypothesis by applying the approach to a new experimental setting. We have therefore adapted the Edelman et al. pipeline to the present task and denote it the Joeal pipeline, see figure 1 . It turns out that with this pipeline source imaging does not lead to an improvement in the present data. Instead we suggest to reduce the complexity of the source space representation using a distributed set of spatial basis functions and show that not only does this approach lead to improved decoding error rate it also performs better than a similar pipeline based on raw sensor space signals. The new pipeline is denoted the distributed pipeline, see figure 1 . The rest of the paper is organized as folIows: Section 2 presents the focal and distributed pipelines. Section 3 sumrnarizes our results, section 4 provides a discussion of the pipelines and their respective results, and section 5 presents our conclusions.
EXPERIMENTAL DESIGN AND SETUP
While the study of Edelman et al. concerned motor imagery, we here investigate a response known to be distributed with several foci, namely face recognition [7] . The benchmark EEG data set analyzed in this study was collected by D. Wakeman and R. Henson and is distributed with the Statistical Pararnetric Mapping (SPM) toolbox. The data set contains two runs of a subject viewing 86 face images and 86 scrambled face images producing a total of 344 trials. [7 , 8, 9] . The Henson and Wakeman data set was acquired using a 128-channel ActiveTwo system, sampling at 2048 Hz [7 , 8] . Two bipolar channels measuring Horizontal and Vertical Electrooculography (HEOG and VEOG) were removed. The data was preprocessed according to the suggestions from the SPM8 manual [9] . This involved a downsampling to 200 ICASSP2017 and Q is the sampie size of 'epochs' [9] .
Hz and a re-referencing to 'average reference'. The EEG data was then segmented into epochs of 0.8 s (0.2 s before to 0.6 s after onset) thus including the entire length of the visual stimuli. Lastly artifact rejection was performed using a threshold approach, wh ich excluded epochs containing channels with amplitudes larger than 200 p,v. The resulting data set contains 307 epochs each consisting of 161 sampies, of wh ich 153 are trials with face stimuli and 154 epochs are trials with scrambled face stimuli. Projecting the data from sensor-to source space requires knowledge about the electrical conductance between the scalp sampling sites and the modelled dipole sources of the brain, see figure 2 . Assuming a linear relationship between a given source distribution inside the brain and the electric potentials measured at the sc alp [11] , this relationship -'the EEG forward problem' -can be formulated as B = AX + E , where B is the M x T sensor space signal, A is the M x N lead field matrix containing the head volume conductor model, X is the source N x T space and E is additive noise. Because the number of dipoles is typically much larger than the number of electrodes the inverse problem is mathematically ill-posed and strong assumptions are needed to regularize the solution, e.g., of the form minx II AX -B I1 2 + AII WX I1 2 , where A is a regularization parameter and W is a spatial matrix that can be designed to promote spatial smoothness of the solution. The solution is given by X = (AT A + A· W) -lATB. When W is the identity matrix, the solution is often referred to as the 'minimum norm estimator' (MNE) [10] . The green spheres on the skull represent the EEG electrodes, the purpie diamond shaped objects are fiducials (nasion left and right preauricular) for cap alignment. The inner pyramidal mesh illustrates the dipole model of the brain [9] .
Following [5] a spatial region of interest (ROI) was derived using a data-driven approach. To identify the ROI for the face recognition task independent component analysis was performed on the event related potential (ERP) for each of the two classes (mean response to faces or scrambled faces) using the extended InfoMax algorithm [12] . The independent components were ranked according to how weil they separated the two classes based on the difference in their respective spectrogram. The single independent component that displayed the largest separation of the two classes in the time-frequency space was selected. The topography of the selected component was then mapped onto a template brain The source space representation was thresholded at 75% of the peak value to identify dipole locations on the cortex to be included in the ROI. Also, following [5] the reference sensor space analysis features were extracted from all electrode time se ries while for the source space analysis time-series from dipoles within the ROI were included. A low resolution time frequency representation of each time-series was obtained based on three time windows and 51 frequency bins in the range of 0 -100 Hz, see figure 3 . The most discriminating features were found using the Mahalanobis distance (MD). Using lO-fold cross validation the data was split into a training-and a test set. A forward feature selection scheme was then applied on the training set to optimize the MD. of features. The lowest error rate in the sensor space was achieved with 8 features, whereas the lowest error rate in source space was found using 5 features. Having found the optimal feature set, the test set was classified using an epoch based MD-classifier. The mean and covariance matrices were 941 calculated for both classes based on the training set and used to compute the MD to the class means for each test epoch [5] . For more complex distributed tasks the focal hypothesis may be too restrictive. We therefore suggest an alternative route to simplify the source space representation. We will apply the basis function approach of Friston et al. [14] , see figure 3(d) . The result of this procedure is a reduced and smoothed representation of the dipole activity. The advantage of this approach is that the entire cortical mesh is spanned by a sm aller feature set, in case, a source space representation reduced from 8196 dipole sources to 768 basis functions. We used the MNE estimator with the basis function representation and parameter A was optimized in cross-validation.
Dynamical features were obtained using a wavelet decomposition in the distributed pipeline. A Daubechies 4 (db4) mother wavelet was used, see e.g., Bahram et al. [15] . Feature extraction was performed for each epoch, viz., ten detail bands were extracted for each of the 768 basis functions and concatenated into one feature vector of 227 entries. All individual feature vectors f were further combined into a feature matrix, consisting of 174336 features per epoch, i.e., the final data matrix for the distributed pipeline was 174336x307. The support vector machine (SVM) is efficient for highdimensional binary classification tasks [16] and computes
is the linear kernel and a q are learned SVM parameters for Q data points with targets tq = ± 1 for face/scrambled face trials. The class label of test observations are obtained as sign(y(f)). The performance of the SVM classifier is evaluated using lO-fold cross validation.
RESULTS
Two different sensor space and two different source space approaches -the focal and the distributed pipelines -were applied for decoding of the face recognition tasks. The results obtained are summarized and compared in table 1.
Pipeline
Sensor space Source space Focal 17.3% 20.5% Distributed 10.7% 9.1% Table 1 : Sensor-and source space test error rate for both pipelines. All the resuIts were obtained using lO-fold crossvalidation.
The focal pipeline achieved an error rate of 17.32% in the sensor space, using 128 electrodes and the 8 most prominent features extracted from the spectrogram and using the MD classifier. Classification in source space achieved an error rate of 20.48% using 4 dipole sources and the 5 most prominent features. The source space representation did not improve the classification performance for the focal pipeline for the face recognition task. The distributed pipeline did see a reduced error rate [rom 10.7% in sensor space to 9.1 % in the source space. The sensor space was comprised of 128 electrodes, where ten db4 detail bands were extracted from each electrode. The source space was spanned by 768 basis functions, also with ten db4 detail bands extracted for each basis function.
DISCUSSION
Two different classification pipelines were applied in our study, and for both we compared performances for their sensor space and source space variants. The first approach was based on the Joeal spatial approach proposed in Edelman et al. [5] . The pipeline uses a Mahalanobis distance c1assifier and a small subset of the available dipole sources for classification. Even based on a small number of dipoles feature selection is still critical. Using a forward feature selection the best results were obtained using five features for the source space version and eight features for the sensor space version. This datadriven ROI approach succeeded in detecting the main activity in the occipital region, a region that is known to participate in face recognition [17] . Our alternative distributed pipeline employs a much larger feature space, spanning the entire cortical mesh using 768 basis functions. The distributed pipeline used a linear support vector machine for decoding, wh ich by margin optimization is somewhat resilient to over-fiuing. While the use of the SVM avoided feature selection we did find the typical signature of variance inflation, see figure 5 , however due the balanced c1asses in the present task this has limited effects on the c1assification performance [18] . An analysis of the misclassified epochs in the distributed pipeline showed that 74 % of the misclassified epochs in the source space representation were also misc1assified in the sensor 942 space, indicating that these epochs are indeed hard to decode, presumably due to the generally poor signal to noise conditions of EEG. shows the classification of the resulting test set. With the present high-dimensional feature representation and relatively limited sampie size, varianee inflation is pronounced in the training set [18] , however with the face recognition task's balanced classes this only leads to limited performance loss. Figure 5 shows the training and test classification problem for one of the cross-validation folds in the source space. A perfect separation in the training set is achieved, although the test set is less separated, wh ich is likely due to variance inflation. Despite the variance inflation, wh ich can cause generalization problems for the SVM, the achieved test error of 9.1 % suggests that the c1assifier avoids some of these problems in this study.
S. CONCLUSION
Brain state decoding is important to many applications and new evidence was recently put forward by Edelman et al. that EEG source imaging can support decoding [5] . The proposed pipeline involves the use of a spatially focal source space representation. The aim of our study was test the generality of this approach. It was not possible to show source space improvements for the decoding in the face recognition task with the focal pipeline. An alternative distributed pipeline was proposed, which did achieve a lower error rate using source decoding reducing the error rate by 15%: from 10.7% error in the sensor space to 9.1 % in the source space representation. Hence, our result supports the overall hypothesis of Edelman et al. namely that a carefully crafted source space representations can improve decoding performance.
