The success of antibody-based pharmaceuticals has led to a resurgence in interest in computational structure-based design. Most efforts to date have been on the redesign of existing interfaces. These efforts have mostly neglected the inherent flexibility of the receptor that is critical for binding. In this work, we extend on a previous study to perform a series of designs of protein binding interfaces by incorporating receptor flexibility using an ensemble of conformers collected from explicit-solvent molecular dynamics (MD) simulations. All designer complexes are subjected to 30 ns of MD in explicit solvent to assess for stability for a total of 480 ns of dynamics. This is followed by end-point free energy calculations whereby intermolecular potential energy, polar and non-polar solvation energy and entropy of ligand and receptor are subtracted from that of the complex and averaged over 320 snapshots collected from each of the 30 ns MD simulations. Our initial effort consisted of redesigning the interface of three well-studied complexes, namely barnase -barstar, lysozyme -antibody D1.3 and trypsin -BPTI. The design was performed with flexible backbone approach. MD simulations revealed that all three complexes remained stable. Interestingly, the redesigned trypsin -BPTI complex was significantly more favorable than the native complex. This was attributed to the favorable electrostatics and entropy that complemented the already favorable non-polar component. Another aspect of this work consisted of grafting the surface of three proteins, namely tenascin, CheY and MBP1 to bind to barnase, trypsin and lysozyme. The process was initially performed using fixed backbone, and more than 300 ns of the explicitsolvent MD simulation revealed some of the complexes to dissociate over the course of the trajectories, whereas others remained stable. Free energy calculations confirmed that the non-polar component of the free energy as computed by summing the van der Waals energy and the non-polar solvation energy was a strong predictor of stability. Four complexes (two stable and two unstable) were selected, and redesigned using multiple conformers collected from the MD simulation. The resulting designer systems were then immersed in explicit solvent and 30 ns of MD was carried out on each. Interestingly, those complexes that were initially stable remained stable, whereas one of the unstable complexes became stable following redesign with flexible backbone. Free energy calculations showed significant improvements in the affinity for most complexes, revealing that the use of multiple conformers in protein design may significantly enhance such efforts. Keywords: flexible backbone design/free energy calculations/molecular dynamics simulations/protein engineering/protein -protein interaction
Introduction
The design of new proteins to perform new functions is of significant interest to the biomedical research community (Binz et al., 2005; Butterfoss and Kuhlman, 2006; Rosenberg and Goldblum, 2006; Razeghifard et al., 2007) . Designer proteins can serve as antagonists or agonists to modulate cell signaling pathways. Agonists promote signaling and therefore could be valuable in various biomedical applications such as regenerative medicine. Antagonists that block signaling typically by blocking protein -protein interactions could be useful in the development of biopharmaceuticals. The success of therapeutics such as bevacezumab and etanercept has led to a resurgence in antibody-based biopharmaceuticals (Jain et al., 2007) . However, antibodies have significant limitations, such as exorbitant manufacturing costs, intellectual property impediments, difficulty in accessing large tumors due to the size of the protein and difficulty in designing an antibody to act as agonists.
The increased interest in protein-based biopharmaceuticals has also spurred interest in structure-based computational design, which has been made more attractive in light of the significant amount of structural information that is now available, as well as increasingly sophisticated computational tools and algorithms (Binz et al., 2005; Rosenberg and Goldblum, 2006; Razeghifard et al., 2007) . Although traditionally computational design has been focused on de novo design of stably folded proteins, an area of intense interest is the design of a new function through the modulation of the binding interface of a protein.
A number of successes in this area have been reported in the literature (Vita et al., 1999; Zondlo and Schepartz, 1999; Montclare and Schepartz, 2003; Sia and Kim, 2003; Liu et al., 2004; Yin et al., 2007) such as the transfer of a binding epitope of an HIV-1 C-peptide onto the surface of a GCN4 leucine zipper as stable coiled coil (Sia and Kim, 2003) , the enhancement of affinity of the antibody bevacezumab , the creation of new DNase-inhibitor protein pairs (Kortemme et al., 2004) and finally the design of a mixed 21-residue miniprotein with mixed a/b structure (Ali et al., 2005) . It is worth noting that one common feature of these studies is that the grafting involved was done for the purpose of strengthening its interaction with the receptor. Typical protein -protein interfaces, however, are large (between 1200 and 2000 Å 2 ) such that multiple secondary structures within the binding partners participate in the binding (Keskin et al., 2008) . These interactions present significantly greater challenges for the structure-based computational design of protein scaffold.
Although several successes in protein grafting have been reported (Marvin and Hellinga, 2001; Yang et al., 2005; Razeghifard et al., 2007; Jiang et al., 2008) , there is only one example to our knowledge that involves the design of a protein surface to bind to another unrelated protein . The challenges arise from a number of factors including limitations in the performance of scoring functions, lack of explicit treatment of water molecules and the neglect of entropic effects. In particular, the lack of receptor flexibility during the design process has contributed to the difficulty in designing stable complexes due to a significantly narrower conformational space that is sampled with a single structure (Bonvin, 2006; Lensink and Mendez, 2008) . In protein design, several studies have attempted to include backbone motion (Fu et al., 2007; Humphris and Kortemme, 2008) . Kortemme and coworkers developed a design strategy such that the sequences are selected to conform to an ensemble of conformers using their 'backrub' approach; their predictions qualitatively match experimentally observed sequence preferences (Humphris and Kortemme, 2008) . Keating and coworkers employed normal mode analyses to sample conformers that were used to design diverse helical BH3 ligands that bind to the anti-apoptotic protein Bcl x (Fu et al., 2007) . Kuhlman and Baker used backbone flexibility for the de novo design of Top7, a 93-residue a/b protein with a novel sequence and topology (Kuhlman et al., 2003) . A number of studies have worked to incorporate receptor flexibility in protein docking as well (Smith et al., 2005; Bonvin, 2006; Krol et al., 2007; Chaudhury and Gray, 2008; Lensink and Mendez, 2008) .
In this work, we extend on a previous study (Liang et al., 2009) by explicitly incorporating receptor flexibility into the design process and validating the resulting complexes through extensive explicit-solvent molecular dynamics (MD) simulations. Here, we expand on our previous work in several respects. First, we assess the performance of our design scoring function through participation in a CAPRI competition. Second, we test the scoring function for its ability to predict free energy change upon alanine mutation at the binding interface. Third, we employ an ensemble of conformers collected from MD simulations of the native complex to explicitly incorporate backbone motion in our interface design efforts. Finally, we explore the stability of all complexes that emerge from this effort through a series of extensive explicit-solvent MD simulations and free energy calculations that consisted of assessing the contributions from electrostatics, non-bonded energy, polar and non-polar solvation free energies and entropy calculations.
Methods

Protein docking
ZDOCK2.3 is a fast rigid-body protein-protein docking algorithm that was used to dock the scaffold protein onto the receptor protein (Chen et al., 2003) . The scoring function used for docking combines pairwise shape complementarity with desolvation and electrostatics. It includes a filter feature to specify the residues that are involved in binding. Initially, the native complex structure was superimposed to the unbound structure of the receptor. Those residues of the unbound structure of receptor, which were 10 Å far away from the superimposed ligand, were assigned an unfavorable desolvation parameter of 19, as defined by ZDOCK. Thus, the scaffold proteins would be docked onto the binding site of the receptor protein even in global search. The default docking parameters were used. The top 10 conformations were selected for visual analysis. The structure with no backbone clashing and the smallest cavities between the binding partners was selected.
Interface design
The protein interface was defined as the set of surface residues with side chains possessing a solvent-accessible surface area that decreased upon complexation. The interface residues of ligand protein in the complex were mutated to form favorable interactions. Side-chain conformation of interface residues of the receptor protein were modeled but not mutated. Side chains of other residues and backbone conformations were fixed for both the receptor and ligand proteins. The following equation was used to calculate the interaction energy between the positioned side-chain rotamer, the typical side-chain conformation and other parts of the protein:
where SA contact , V overlap , E H-bond , E elec , DSA pho and DSA phi are atom contact surface, overlap volume, hydrogen-bonding energy, electrostatic interaction energy, buried hydrophobic solvent-accessible surface and buried hydrophilic solventaccessible surface between the rotamer and other parts of the protein, respectively; F phi the fraction of buried surface of non-hydrogen-bonded hydrophilic atoms; V exclusion the normalized solvent exclusion volume around charged atoms; f 1 the observed frequency of the rotamer; f 2 the observed frequency of the amino acid given a backbone conformation; N ss-bond the flag of disulfide bridge (1 or 0); DG ref the reference value of each amino acid. The weights of these energy items together with the reference values were optimized so that the native residue was predicted energetically favorable at each position of the training proteins. The binding affinity was computed using the following equation: The last term in Eq. (3) is interface reference value . We used Eq. (3) to select near-native conformations in ZDOCK2.3 decoy sets (Chen et al., 2003) . In 20 out of 48 targets, near-native decoys were predicted as the lowest binding free energy. We also participate CAPRI (Critical Assessment of PRediction of Interaction) (Janin et al., 2003) using Eq. (3) and achieved successful predictions.
Adjustment of the relative position between receptor and ligand
The interface of the docked scaffold protein was designed to bind the receptor protein, and binding affinity (DG 1 ) was calculated. The ligand protein is subsequently subjected to a series of rotations and translations. These displacements are performed around a randomly selected axis through the geometry center of the ligand with a step size of (258 , a ,58) and d (21.0 Å , d , 1.0 Å ). The interface of the ligand protein was designed after the adjustment. A binding affinity (DG 2 ) is then calculated. If DDG ¼ DG 2 2 DG 1 , 0, the move was accepted. Otherwise, the move was accepted with a probability estimated by the following expression: exp[ -DDG/T]. The annealing temperature T was set to 2 initially and scaled by 0.98 after each move. The procedure was repeated 100 times. It should be mentioned that the mutations at each move were not transferred to the next step. The non-interface residues of the scaffold were always the same as the native protein.
Flexible backbone design
We selected 50 conformers from the MD simulation of the complex. For each conformer, we repeated to design the interface five times. The one calculated as the lowest binding affinity was selected from the 50 Â 5 designed complexes. We also performed side-chain modeling of interface residues five times for each conformer. The side-chain conformation was modeled with rotamers as in the design procedure but not mutated. The one calculated as the lowest binding affinity was compared with that from the interface design.
Protein structures
As in the previous study (Liang et al., 2009) , three proteinprotein complexes were considered in this study: barnasebarstar (PDB code: 1brs) from the RNAase-inhibitor family; hen egg lysozyme -Fv fragment of antibody D1.3 (PDB code: 1vfb) from antigen-antibody family; and trypsinbovine pancreatic trypsin inhibitor (PDB code: 2ptc) from the proteinase-inhibitor family. The interface of barstar, antibody D1.3 and BPTI was designed in the conformers from the MD simulation of the native structure. We also designed binding site in the scaffold proteins to bind the unbound structure of barnase (1a2p), trypsin (2ptn) or lysozyme (8lyz). Three scaffold proteins tenascin (1ten), CheY (1tmy) and DNA-binding domain of MBP1 (1bm8) were used in this study. 1ten is a b-protein, whereas most secondary structure components are helixes on the surface of 1tmy and 1bm8 with only 2 -3 solvent-accessible b-strands.
MD simulations
The following protocol for setting up and running the MD simulations was followed in all cases. Hydrogen atoms were added to the protein using the PROTONATE program, which is part of the AMBER 9 suite of programs. The AMBER force field parameters were assigned to all atoms using the 'parm99' set of parameters. The SYBYL 8.0 program was used for the manipulation and visualization of all structures and for protonation of the bound ligands. The program LEaP was used to neutralize the complexes. The complexes of barstar -barnase, antibody D1.3 -lysozyme and BPTItrypsin were immersed in a box of TIP3P water molecules such that no atom in the complex was within 12 Å for all complexes from any side of the box. All bonds involving hydrogen atoms were constrained by using the SHAKE algorithm, affording the use of a 2 fs time-step. The particle mesh Ewald method was used to treat long-range electrostatics. Water molecules were first energy minimized and equilibrated by running a short simulation with the complex fixed by using Cartesian restraints. This was followed by a series of energy minimizations in which the Cartesian restraints were gradually relaxed from 500 kcal/Å , and the system was subsequently gradually heated to 300 K via a 48 ps MD run. Another 1 ns simulation was carried out at 300 K for further equilibration.
MD-based free energy calculations
The method for determining the binding free energy following the MM-PBSA approach has been described in the past (Srinivasan et al., 1998; Massova and Kollman, 2000) . The binding free energy is expressed as:
where
where kE INT l is the internal potential energy determined using the AMBER force field, kG solv np l the non-polar contribution to the solvation free energy and kG solv ele l the electrostatic contribution to the free energy and kS tot l the configurational entropy of the system given by
where kS trans l, kS rot l and kS vib l are the translational, rotational and vibrational components of the absolute entropy. In this work, the MM-PBSA free energies are determined by extracting 320 snapshots from the multiple trajectories for each complex, the same number of snapshots was used to compute the entropy change with normal mode analysis.
The electrostatic contribution to the solvation free energy is determined by using the PBSA program in AMBER 9 which numerically solves the Poisson -Boltzmann equations to determine the electrostatic contribution to the solvation free energy. A 0.5 Å grid size was used, and the dielectric constant for the solute and solvent was set to 1 and 80, respectively. The optimized atomic radii set in AMBER 9 were used, and partial charges were taken from Cornell et al. for standard residues. The non-polar contribution to the solvation free energy was determined by using the MOLSURF program, which is also part of the AMBER 9 suite of programs. The entropy was computed for each snapshot from normal mode analyses by using the NMODE program within the AMBER package.
Results and discussion
Performance of scoring function in CAPRI CAPRI is a community wide experiment to assess protein docking methods and protein -protein interaction energy functions (http://capri.ebi.ac.uk/). Groups participate in CAPRI in two capacities: predictor or scorer. As a predictor users submit blind structure predictions for protein -protein target complexes based on unbound structures; as a scorer CAPRI users select near-native decoys from a pool of decoys submitted by predictors. We participated in CAPRI rounds 10, 11 and 12 both as predictor and scorer using Eq. (3). The following steps were used to generate 10 top models for the prediction and scoring tests.
In the prediction test, we first collect all possible biological and structural information from the literature concerning the possible binding site. Then ZDOCK is used to generate top 2000 decoys, and the hypothesized non-binding regions are blocked (ZDOCK applies special penalty for the nonbinding or blocked regions). Default parameters for the program were used for the docking, except for the degree of rotational sampling intervals, which was set to 10. The interface residues of the 2000 complexes are optimized by side-chain modeling, and the complexes are further optimized by 50 steps of ABNR energy minimization (see 'Methods' section). Finally, the binding affinity was evaluated by Eq. (3).
We also participated in CAPRI as a scorer. Here, the decoys to test scoring functions are provided by CAPRI participants and refined by various methods. We found that our scoring function is sensitive to the structural refinement methods . Energy minimization resulted in lower free energy. The computed binding affinities are not comparable for these decoys. We thus superimpose the unbound monomers to the corresponding protein in the complex. The complexes of the superimposed unbound monomers are then refined and evaluated as we did in the prediction test.
The incorporation of existing experimental data during computational prediction may significantly improve predictions in CAPRI competitions. For example, in the case of target 26 TolB/Pal in round 10, it is well known from X-ray diffraction and site-directed mutagenesis data (Ray et al., 2000) that the C-terminal b-propeller structure of TolB is responsible for the interaction with Pal. The region of Pal that interacts with TolB is delimited by residues 89-104 and 126-130 (Clavel et al., 1998) . Hence, regions that are not involved in the TolB/Pal complex formation are blocked during the ZDOCK sampling. In the case of target 28 E2-25K/Ubc9 in round 11 (target 27 could be contact of E2-25K/Ubc9 in the crystal structure and none of the participants obtained a successful prediction), Ubc9 is required for SUMO (small ubiquitin-related modifier) modification of the ubiquitin-conjugating enzyme E2-25K (Johnson, 2004) . The acceptor lysine for SUMO conjugation in E2-25K is Lys14 (Pichler et al., 2005) . The donor ubiquitin is attached to Cys93 in Ubc9. We guess that Lys14 of E2-25K should be close to Cys93 of Ubc9 in the complex of E2-25K/Ubc9. Thus, residues 1 -59 and 99-123 in Ubc9, which are on the opposite side of Cys93 in the crystal structure, are blocked before docking sampling. Similarly, residues 78 -98 and 121-199 in E2-25K are blocked. One unbound structure of the target 29 in round 12 was derived from homology modeling. None of the participants obtained a successful prediction, and the results are not discussed. The overall performance of our best predictions for targets 26 and 28 is summarized in Table I . There are typically 40 groups that participate in CAPRI in each round. We were ranked number 7 and number 3 for target 26 and target 28, respectively, in term of global root mean squared (r.m.s.) deviation. For both targets, the docking accuracy of the prediction test was found to be similar to that of the scoring test. It is encouraging that the scoring accuracy was similar to that of docking accuracy given that no experimental data were used in the scoring.
Alanine scanning at the binding interface
In contrast to computing absolute binding affinities, it is less challenging to determine the binding free energy change due to mutation. The interaction energy between two proteins was calculated similar to that between the position rotamer and other parts of protein in side-chain modeling. We assume that the mutations do not cause any structural alteration of the protein complex. The binding energy of the complex mutant is determined using the crystal structure of wild type except that the predicted residue is replaced by alanine.
We assessed the performance of our scoring function in predicting the binding free energy changes upon alanine mutagenesis for barnase -barstar and lysozyme -antibody D1.3 complexes (Figs 1 and 2) . Experimental values were obtained from previous studies of these extensively studied systems (Schreiber and Fersht, 1995; Dall'Acqua et al., 1998) . A linear fit yielded a correlation coefficient of 0.84 between the computed and experimental binding free energy changes in the case of lysozyme -antibody D1.3. We obtained a lower correlation coefficient (0.72) for barnasebarstar. This slightly lower performance may be due to the fact that the electrostatic interactions for core and surface residues were treated equally in our scoring function. The interaction energy of a buried salt bridge in the barnasebarstar complex may therefore have been underestimated. If the four mutations (charged residue!Ala) at the relatively buried position are excluded, we obtain a correlation efficient of 0.97 for the other six mutations. The prediction accuracy is similar to that of Kortemme and Baker (2002) . They obtained a correlation coefficient of 0.83 for lysozyme -antibody D1.3 and 0.96 for the interface residues of barnasebarstar (Kortemme and Baker, 2002) . It is of interest to note that these investigators obtained good correlation when solvent-exposed salt bridges are excluded, which is in contrast to our results, where better correlations were obtained when buried salt bridges were not considered.
Interface redesign with flexible backbone
Before we embark on the grafting of protein interfaces, we sought to put our algorithm and scoring function to the test by redesigning the interfaces of three protein complexes, barnase -barstar (PDB ID: 1BRS), trypsin -BPTI (PDB ID: 2PTC) and lysozyme -antibody D1.3 (PDB ID: 1VFB). The process consists of systematically mutating a number of residues at the interface of these complexes until a more stable complex is created. The algorithm is described in detail in the 'Methods' section.
In a previous study, we had redesigned the interface of a number of protein -protein complexes (Liang et al., 2009) . The mutations were performed using a Monte Carlo-based algorithm with the binding affinity assessed by our scoring function described in the 'Methods' section. A number of complexes that exhibited greater affinity than the native structure were identified. Interestingly, the designer interfaces showed high sequence similarity with the native complex. Despite the successes, we showed in the same study that the lowest energy complexes that emerged from our design algorithm did not always result in stable complexes when subjected to explicit-solvent MD simulations. In fact, a Study of designer and native protein-protein complexes number of these complexes completely dissociated during the trajectory (Liang et al., 2009) . The design process from our previous work was performed on a fixed receptor structure. Here, we extend on this work by explicitly incorporating backbone flexibility of the receptor with our design protocol. We start with a simple redesign of the interface of the three complexes, namely barnasebarstar (PDB ID: 1BRS), trypsin -BPTI (PDB ID: 2PTC) and lysozyme -antibody D1.3 (PDB ID: 1VFB). The design algorithm follows closely the one that we have employed previously, except that it is performed on 50 conformers that are collected from a 6 Â 5 ns explicit-solvent MD simulation of the complexes. The designed complexes with the highest binding affinity were compared with the conformer with the highest binding affinity after side-chain modeling of the interface residues.
An example of a stable interface that emerged from redesigning the barnase -barstar, trypsin -BPTI and lysozyme -antibody D1.3 is shown in Fig. 2 . For the barnase (1brs) and trypsin (2ptc) complexes, the designed sequences showed greater affinity over the native complex by nearly 2 kcal/mol as determined by Eq. (3) ( Table II) . The small improvement in affinity is not surprising given the already tight interactions between the binding partners of these complexes. In fact, these interactions are among the tightest that are observed in nature. On the other hand, we obtained a greater improvement for those complexes that were designed starting with the lysozyme -antibody D1.3 complex as shown in Fig. 2A ; the most stable complex showed a 4.4 kcal/mol increase in affinity over the native structure (Fig. 2B) .
To probe for their stability in solution, designer complexes are subjected to extensive explicit-solvent MD simulations for 30 ns each (six trajectories, 5 ns in length). The motion experienced by these complexes was monitored by following the evolution of the r.m.s. deviation of the backbone atoms over the course of the trajectories as shown in Fig. 3 . It was highly encouraging that the r.m.s. deviation of the overall complex in all three complexes with redesigned interfaces remained within 2 Å , suggesting that they are likely to be stable in solution.
Regardless of the structural integrity that was exhibited by the designer complexes during the MD simulations, we sought to gain a deeper understanding of the forces that led to stable complexes by performing extensive free energy calculations and comparing the results to the native structure. These free energy calculations follow the MM-PBSA approach whereby the electrostatic, non-polar and entropy components are averaged over multiple conformers collected from the MD simulation (Srinivasan et al., 1998; Massova and Kollman, 2000) . The results for the three complexes are shown in Table III . In the case of the system with redesigned barnase -barstar interface, the overall free energy is significantly greater in the designer complex than the native complex (10.7 versus 2.9 kcal/mol). This is despite the fact that both native and designer complexes are stable during the MD simulation. A close inspection of the components of the free energy shows that the electrostatic DG PBELE is primarily responsible for the better overall binding free energy of the native complex, whereas entropy opposes binding. Interestingly, the non-polar component of the free energy DG NP is similar in both cases, as evidenced by comparable contributions from non-polar solvation (DG SA ) and potential energy from non-bonded interactions (DG VDW ). This observation is consistent with our previous finding that non-polar interactions were a strong predictor of stability in solution, even more than the overall free energy or its other components (Liang et al., 2009) .
In the case of the lysozyme -antibody D1.3 designer complexes, the free energy of the grafted complex (DG calc ¼ 29.4 kcal/mol) was also less favorable than the native complex (DG calc ¼ 11.5 kcal/mol). Electrostatics and entropy are mainly responsible for this, as these components are strongly more favorable in the native complex. In contrast, the non-polar component (DG NP ) was more favorable in the designer complex by nearly 5 kcal/mol. Unlike the case of barnase -barstar, the more favorable non-polar component was due to both the non-bonded potential interaction energy (DG VDW ) and the larger burial of solvent-accessible surface area (DG SA ) upon complex formation. This again shows that the non-polar term of the free energy (DG NP ) is a strong predictor of stability.
Finally, the free energy data for the flexible backbone redesign of the trypsin -BPTI complex interface resulted in a complex with a binding affinity that was significantly more favorable than the native complex. This is in contrast with the barnase and lysozyme designer complexes that exhibited lower affinity than the native complex. Interestingly, the data for the trypsin designer complex show that every component of the free energy is more favorable. The electrostatic energy DG PBELE was nearly 4 kcal/mol lower than the native complex. This primarily was due to the significantly more favorable Coulomb energy (DG ELE ), which compensated for Values are reported in kcal/mol.
L.Li et al.
the unfavorable contributions from the electrostatic component of the solvation free energy DG PB . The non-polar component, which includes the van der Waals energy as well as the non-polar solvation free energy, was more favorable for the designer complex, an observation that has been made so far for every complex that remained stable during MD. Finally, the complex even exhibited more favorable entropy of binding, suggesting that less tightening of the structure occurs during binding.
Interface design of unrelated receptors
Although the redesign of existing interfaces is valuable and has been successfully accomplished in the past by a number of investigators (Ogata et al., 2003; Ali et al., 2005; Green et al., 2006; Yosef et al., 2009) , the redesign of the surface of a protein to bind to evolutionarily unrelated proteins is a significantly greater challenge with only a handful of successes reported in the literature . In a previous study, we proposed a design algorithm that was primarily guided by transferring a binding epitope in the ligand of the native complex to a stably folded scaffold protein. The process consisted of first defining a set of hot-spot residues or binding epitope on the ligand and then scanning the surface of a large set of scaffolds for a set of residues that adopt the arrangement of the hot-spot residues in the native complex. We identified a number of candidates and re-grafted their surface such that they would bind to barnase, trypsin or lysozyme (Liang et al., 2009) . The resulting complexes were all subjected to extensive explicit-solvent MD simulations, and we found a number of complexes were stable, whereas others dissociated during the trajectories. A limitation of the aforementioned approach is that the X-ray or NMR structure of the receptor in complex with a ligand is prerequisite. In many situations, such a structure of the complex is not available and only that of the receptor can be accessed. In this study, we address this limitation by performing our computational design using strictly the structure of the receptor. This was primarily accomplished by unrestrained molecular docking of the scaffold to the receptor, with the single exception that the docking region on the receptor is confined to a smaller area of the surface that typically corresponds to the known binding site. Second, we follow a flexible backbone approach whereby multiple conformers of the receptor are employed during the design.
In our previous work (Liang et al., 2009) , we had found that a number of designer complexes were stable during MD; these included the complex between lysozyme and grafted MPB1 (1VFB_1BM8), trypsin and grafted CheY (2PTC_1TMY) or tenascin (2PTC_1TEN). None of the designer complexes for barnase (1BRS) resulted in stable complexes. Here, we employ our flexible backbone approach and attempt to re-graft MPB1, CheY and tenascin to bind barnase, lysozyme and trypsin resulting in 3 Â 3 ¼ 9 designer complexes. The process involved first the docking of the ligands to their receptors, followed by a Monte Carlo-based algorithm to redesign their interface through a series of mutations carried out on multiple residues simultaneously.
Typically, it was possible to identify-among the top 10 docked candidates-at least one complex that did not exhibit significant gaps at the interface. However, a number of side chain -backbone and side chain -side chain clashes were found. This is not unexpected since ZDOCK2.3 was designed for docking of unbound structures that follows a rigid docking approach. These clashes were eventually eliminated during the design process. It was observed that the binding free energy of the docking was positive using our all-atom scoring function, but was found to decrease after mutation of interface residues and refinement of the relative position between receptor and ligand. Clearly, the rigid-body transformation improves the binding affinity of the designed scaffold proteins as shown in Table IV . The calculated binding affinity was comparable with that of native complexes. Interestingly, Glu35 on the designed scaffold of 1tmy that was grafted to bind barnase is located in a similar position as Asp39 of barstar, which is a well-known hot-spot residue in the barnase -barstar complex with a binding free energy change .5 kcal/mol upon mutation to Ala. Lys70 of the designed scaffold of MBP1 (1bm8) to bind trypsin is The binding free energy was calculated after the relative position between receptor and ligand proteins were adjusted by Monte Carlo methods. a Units in kcal/mol; DG ELE , non-solvent electrostatic potential energy; DG PB , electrostatic contributions to the solvation free energy calculated with the Poisson-Boltzmann equation; DG PBELE , electrostatic potential energy; DG SA , non-polar contributions to solvation free energy; DG VDW , van der Waals potential energy; DG NP , non-polar potential energy; T DS NM , the entropic contribution calculated with normal mode analysis to the free energy of binding; DG calc , calculated binding free energy.
located at the same position as Lys15, a hot-spot residue for the trypsin -BPTI complex.
To identify those designer complexes that are likely going to be stable in solution, we subjected all nine designer complexes (shown in Fig. 4 ) to explicit-solvent MD simulations for 30 ns each, for a total of nearly 270 ns. The structural integrity of these complexes is monitored over the course of the trajectories (Fig. 5) and conformers sampled during the trajectories are shown in Fig. 6 . Interestingly, some of the designer complexes were stable, whereas others dissociated during the MD simulations as evidenced by the significant increase in the r.m.s. deviation away from the initial complex as monitored with respect to time (Fig. 5) . In the case of barnase, only one of the ligands showed stability toward it as shown in Fig. 6A (top) . This is highly interesting since in our last effort (Liang et al., 2009) , none of the designer complexes with barnase were stable. This shows that the docking approach may in some cases be more appropriate. An example of an unstable complex involving barnase is shown in Fig. 6A (bottom) . The complexes involving lysozyme resulted in two stable complexes and one unstable complex, as illustrated in Fig. 6B (top and bottom, respectively). Grafted MPB1 resulted in a stable complex with lysozyme, consistent with the results from our previous study following a hot-spot driven design algorithm. Finally, two of the complexes with trypsin dissociated (tenascin and CheY). It is interesting to note that in our previous effort, designer complexes of trypsin with both CheY (1tmy) and tenascin (1ten) resulted in stable complexes. It is possible that in this particular case, our previous hot-spot driven algorithm was more appropriate. The docking approach may not have efficiently exploited those residues that are critical for binding in trypsin.
To gain a better understanding of the potential reasons for instability in some of these complexes, we collected structures of the nine complexes after 1 ns of equilibration and performed a detailed analysis of the binding interface using the protein -protein interaction server (http://www. bioinformatics.sussex.ac.uk/protorp/). The data are provided in Table V . It is generally assumed that greater gaps at the interface should lead to less stable complexes, but this was not supported by our data. For example, the trypsin -MBP1 (2PTC_1BM8) complex was found to be stable, but it contained more gaps than any of the other systems. Conversely, the complex between barnase and MBP1 (1BRS_1BM8) exhibited the smallest number of gaps, but was unstable. When the size of the binding interface is taken into consideration by taking the ratio of gap volume over the interaction surface, there is no trend that emerges. Gaps at proteinprotein binding interface provide space for water molecules to occupy and potentially act as a bridge between the binding partners. Here, more water molecules at the interface did not necessarily result in stable complexes. For example, the trypsin -MBP1 (2PTC_1BM8) complex showed only 5 bridging waters and was stable, whereas the trypsin -tenascin (2PTC_1TEN) complex had 19 bridging waters but was unstable. Finally, the number of salt bridges or hydrogen bonds was not a good predictor of stability, as the unstable lysozyme -tenascin (1VFB_1TEN) complex showed 30 salt bridges and 12 hydrogen bonds, but the stable trypsin -MBP1 (2PTC_1BM8) showed only 11 salt bridges and 9 hydrogen bonds. To gain a better understanding of the forces that lead to stable complexes, the components of the free energy for each of the nine complexes were computed as shown in Table VI . The designer complexes for the barnase receptor resulted in two unstable and one stable complex. The stable complex (1BRS_1TEN) showed an overall binding affinity (DG calc ) that is significantly more favorable than the unstable complexes (211 versus 34 and 41, respectively). The non-polar component, which is usually predictive of stability, was, not surprisingly, more favorable in the stable complex. The electrostatic component of the free energy DG PBELE was also significantly more favorable in the stable complex. However, it appears that the stable complex incurred greater entropic penalty for binding.
In the lysozyme designer complexes, the overall free energy was also found to be more favorable for the stable complex (1VFB_1TMY). The non-polar component (DG NP ) was also more favorable in the stable complex, whereas the entropy of binding appeared to be similar for all three complexes. Interestingly, one of the unstable complexes exhibited more favorable electrostatic binding free energy (DG PBELE ). Unlike the non-polar component, electrostatics were not found to be a strong predictor of stability.
Finally, there was also one stable complex among the three trypsin designer complexes. The overall free energy of binding reflected this observation, showing a significant more favorable binding affinity for the complex between trypsin and MBP1 (1bm8). The large difference in the overall binding affinity is reflected throughout the components of the free energy that are consistently more favorable in this complex.
Flexible backbone design
We selected four complexes from among the nine complexes (Fig. 4 ) that were designed with fixed backbone. We chose two stable (1VFB_1TMY and 2PTC_1BM8) and two unstable (1BRS_1BM8 and 1VFB_1TEN) complexes, and redesigned their interface using multiple conformers from MD simulations. In each case, 50 conformers collected from the MD simulation of the complex were used along with our design algorithm using Eqs (1)-(3). The final four complexes were then immersed in explicit solvent and subjected to 30 ns of MD. The r.m.s. deviation over the course of the 30 ns trajectories (Fig. 7) revealed three of the complexes remained stable, and one, namely the complex between lysozyme and tenascin (1VFB_1TEN), was unstable and appeared to dissociate.
To gain further insight into the changes that multiconformer design introduced, we performed extensive free energy calculations and the results are provided in Table VII . As expected, the unstable complex revealed significantly less favorable non-polar component of the free energy DG NP . Interestingly, the unstable complex had the most favorable electrostatics DG PBELE and configurational entropy T DS NM . This is counterintuitive as it would be expected that these components should not be favorable. We then compare the components of the free energy for the fixed and flexible backbone designs listed in Tables V and VII, respectively. In the case of the complexes that became stable when flexible backbone design was used, namely 1BRS_1TMY, the flexible backbone design complex exhibited a significantly more favorable overall free energy of binding from 41 to 220 kcal/mol (DG calc ). The non-polar component of the free energy, DG NP , also showed significant improvement, and likely was the key factor that contributed to the stability of this complex. More favorable electrostatics were also observed, but entropy appeared to be less favorable in the flexible backbone designer complex, suggesting a possible mechanism for improving binding. For the complex that remained unstable, a slight improvement in the overall affinity was observed. The other components also showed improvement, including the non-polar and entropy, but electrostatics were less favorable in the flexible backbone designer complex. Comparison of the r.m.s. deviation for fixed and flexible backbone designs of 1VFB_1TEN, however, shows that the flexible backbone showed greater structural stability, as the mean r.m.s. deviations remain within 4 Å over the course of the trajectories (Fig. 7) , whereas the fixed backbone complexes reaches 7 Å (Fig. 5B) . Finally, it is worth noting that among the two complexes that were initially stable for the fixed backbone and remained stable in the flexible backbone design (1VFB_1TMY and 2PTC_1BM8), one (1VFB_1TMY) showed significant improvement in the free energy of binding. Although the overall affinity was less favorable in the case of 2PTC_1BM8, the nearly identical non-polar component likely was the basis for the stability that was exhibited by the complex. In sum, we have implemented a flexible backbone approach toward the redesign of the interface of existing protein -protein complexes. We found that incorporating receptor flexibility led to stable complexes in all three cases. In addition, the trypsin -BPTI designer complex exhibited significantly greater affinity than the native complex due to more favorable electrostatic, non-polar and entropy components. We then grafted the surface of three proteins, namely MBP1, CheY and tenascin, to bind to barnase, trypsin and lysozyme receptors. This was first done with fixed backbone and resulted in at least one stable complex for each receptor. This was particular encouraging given the difficulty that we had previously encountered in designing ligands that bind to barnase in a stable manner. Our results show that the non-polar component of the free energy to be consistently more favorable for the stable complexes. The electrostatic component, however, in some cases was more stable for the unstable complexes, confirming our previous results that favorable electrostatic interactions may not be sufficient to predict stability. The configurational entropy was another component that did not show any particular trend. Among the nine designer complexes, we then picked two stable and two unstable and redesigned the interfaces by applying our design algorithm on multiple conformers collected from MD simulations of the complexes. We found that one of the unstable complexes became stable, whereas the other gained additional stability. In each case, the flexible design led to complexes that showed significantly greater affinity than the complexes that were designed with fixed backbone.
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