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Abstract
This paper develops a structural theory of unique shortest paths in real-weighted graphs.
Our main goal is to characterize exactly which sets of node sequences, which we call path systems,
can be realized as unique shortest paths in a graph with arbitrary real edge weights. We say
that such a path system is strongly metrizable.
An easy fact implicit in the literature is that a strongly metrizable path system must be
consistent, meaning that no two of its paths may intersect, split apart, and then intersect again.
Our main result characterizes strong metrizability via some new forbidden intersection patterns
along these lines. In other words, we describe a family of forbidden patterns beyond consistency,
and we prove that a path system is strongly metrizable if and only if it is consistent and it
avoids all of the patterns in this family. We offer separate (but closely related) characterizations
in this way for the settings of directed, undirected, and directed acyclic graphs.
Our characterizations are based on a new connection between shortest paths and topology;
in particular, our new forbidden patterns are in natural correspondence with two-colored topo-
logical 2-manifolds, which we visualize as polyhedra. We believe that this connection may be of
independent interest, and we further show that it implies some additional structural corollaries
that seem to suggest new and possibly deep-rooted connections between these areas.
∗gbodwin@mit.edu
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1 Introduction
1.1 Setting and Motivation
Graphs are often used to represent finite metric spaces, where the distance between two nodes is
given by the weighted length of their shortest path. When we design algorithms or prove theorems
over these spaces, it is necessary and sufficient to consider only input graphs with a unique shortest
path between all pairs of nodes, e.g. because we may add a tiny random variable to each edge
weight to break ties. Accordingly, it is natural to assume w.l.o.g. that all shortest paths in these
graphs are unique.
Very little is currently known about what the unique shortest paths of such a graph can or
cannot look like. To highlight these knowledge gaps, let us briefly consider the all-pairs shortest
paths (APSP) algorithmic problem. In APSP, we are given on input an n-node directed graph G
with real positive edge weights, and the goal is to return a set of
(
n
2
)
paths through G that represent
shortest paths between each pair of nodes.1 APSP is a central problem in computer science; it has
been very well studied since at least the ’50s, and to the modern day there has been extensive work
on APSP algorithms (e.g. [33] and references within) and hardness (e.g. [32]). Despite this, it is
still somehow open to determine the problem’s solution space: which systems of paths can possibly
appear as the solution to an APSP instance? When solving APSP, do we really need to implicitly
search over every possible system of
(
n
2
)
paths? Or can we save some work by discarding families
of path systems a priori which will never be the solution to an APSP instance, no matter what?
It seems quite natural to first answer this basic question, towards a more principled approach to
APSP.
Another example of a well-studied area in theoretical computer science in need of new shortest
paths structure is distance preservers [10, 16, 9, 8, 14], in which the goal is to determine the
maximum possible number of edges that could be needed in a subgraph that preserves p given
pairwise distances in an n-node input graph. For e.g. the setting of undirected weighted input
graphs, the state-of-the-art upper bounds have remained unimproved for over a decade [16], and a
technical lower bound was shown in [9] implying that these upper bounds are unimprovable without
appealing to some structure of unique shortest paths beyond what is currently known. However,
as no such structure has been discovered, progress has stalled.
In this paper we develop a structural theory of unique shortest paths in graphs, in part because
we consider it a natural step towards solving problems like the above, and in part because we
consider this to be a fundamental mathematical pursuit in its own right. Our main result gives
a full characterization of the structure of unique shortest paths. More specifically, we describe an
infinite family of combinatorial intersection patterns of paths, and then we prove that any given
path system can arise as unique shortest paths in a graph if and only if it avoids all of these patterns.
The characterization is based on topology, and our forbidden patterns are in natural correspondence
with 2-colorable 3-dimensional polyhedra in a way that we make precise below. We further observe
that this characterization allows us to port several results between the areas of shortest paths and
topology, implying some additional structural corollaries that may suggest new and deep-rooted
connections between the two fields.
1These paths are typically encoded as a routing table/successor matrix, but this choice of representation is unim-
portant in this discussion – the encoding still corresponds to a set of unique shortest paths.
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1.2 Technical Overview of Results
Our main result will characterize the structure of unique shortest paths in directed graphs by
describing a complete list of forbidden combinatorial intersection patterns (other graph settings will
be discussed later). An easy folklore example of such a pattern is that any system of unique shortest
paths must be consistent, meaning that no two paths intersect, split apart, and then intersect again
as depicted in Figure 1.
Figure 1: A path system is “consistent” if it does not contain two paths that intersect, split apart,
and then intersect again as pictured here.
This trivial forbidden intersection pattern has been quite useful in the literature on graph
algorithms. However, to our knowledge the current structural understanding of unique shortest
paths ends there. In particular, it is an open question to determine whether or not there even
exists additional structure beyond consistency to be found. Let us next give some definitions that
formalize this open question more precisely. First, to capture the notion of an intersection patterns
of paths, we use a combinatorial object that we will call a path system:
Definition 1.2.1 (Path Systems). A path system is a pair S = (V,Π), where V is a set whose
elements are called “nodes” and Π is a set of nonempty sequences of nodes called “paths.”
To capture the realization of a path system as unique shortest paths in a graph, we define strong
metrizability :
Definition 1.2.2 (Strong Metrizability). A path system S = (V,Π) is strongly metrizable (s.m.)
if there exists a directed graph G = (V,E,w) (whose edge weights can be arbitrary real numbers2)
such that each path π ∈ Π is the unique shortest path between its endpoints in G.
We can then formalize consistency as follows:
Definition 1.2.3 (Consistency). A path system S = (V,Π) is consistent if, for any u, v ∈
V, π1, π2 ∈ Π such that u precedes v in both π1 and π2, the continuous u v subpaths of π1, π2 are
equal.3 Otherwise, it is inconsistent.
We then have:
Theorem 1.2.4 (Folklore). Every s.m. path system is consistent.
(See Fact 2.2.4 for a formal proof.)
Open Question. Is every consistent path system s.m.?
Our first contribution in this paper is a proof that the answer to this open question is no:
2If G contains a directed cycle of nonpositive weight, then none of these nodes can participate in a unique shortest
path, since a path can always take another lap around this cycle without increasing its length. Thus, while not
strictly necessary in our formalisms, one may essentially require w.l.o.g. that all directed cycles in G have positive
total weight.
3If any path pi ∈ Π is non-simple, meaning that it contains multiple instances of a node v, then the path system
is considered to be inconsistent in this definition since pi =: pi1 =: pi2 contains two distinct v  v subpaths.
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Figure 2: A system of four directed paths over six nodes, color-coded by path here, which is:
OCT1 := (V = {a, b, c, d, e, f},Π = {pir = (ace), piy = (adf), pig = (bde), pib = (bcf)}.
This is an example of a consistent path system that is not s.m.
Theorem 1.2.5. The path system OCT1 depicted in Figure 2
4 is consistent but not s.m.
Proof. It is immediate to verify that OCT1 is consistent. Suppose towards a contradiction that
OCT1 is also s.m., as witnessed by a graph G = (V,E,w). We then have the following four
inequalities, obtained from the fact that each of the four paths in Π is assumed to be strictly
shorter than any alternate path between its endpoints:
πr: w(a,c) + w(c,e) < w(a,d) + w(d,e)
πy: w(a,d) + w(d,f) < w(a,c) + w(c,f)
πg: w(b,d) + w(d,e) < w(b,c) + w(c,e)
πb: w(b,c) + w(c,f) < w(b,d) + w(d,f)
Summing these inequalities, we get
w(a,c) + w(c,e)+w(a,d) + w(d,f) + w(b,d) + w(d,e) + w(b,c) + w(c,f)
< w(a,d) + w(d,e) + w(a,c) + w(c,f) + w(b,c) + w(c,e) + w(b,d) + w(d,f).
However, we note that each term appears exactly once on each side of this summed inequality.
Thus it is actually an equality, which completes the contradiction.
In its current form, the proof of Theorem 1.2.5 answers our open question but it does not really
tell us where to find any other new forbidden systems. To this end it is helpful to reimagine the
proof by the picture in Figure 3. The path system OCT1 corresponds to the 2-colored octahedron
shown in this figure in a sense that we will now make precise.
Definition 1.2.6 (Abstract Polyhedron). In this paper, an abstract polyhedron Q is a compact
connected nontrivial 2-manifold without boundary with a cell decomposition of its surface. We say
that Q is (non)orientable if this manifold is (non)orientable.
Phrased another way, Q is a 3-dimensional polyhedron in the usual sense, except that (1) the
surface topology of Q is not necessarily a sphere; e.g. Q may be a toroidal polyhedron5 , and (2) it
is not required that Q embeds in R3 with flat or non-intersecting faces.
4Acknowledgment: this and other figures in this paper use a color-safe palette of Tol [31].
5It is well known that all manifolds satisfying these properties are parametrized (up to isotopy) by orientability
and genus [27], so there are no other exotic types of polyhedra to worry about.
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Figure 3: The path system OCT1 corresponds to the 2-coloring of the octahedron shown here.
The color of each colorful face matches that of its corresponding path in OCT1.
We will prefer the view of Q as a polyhedron rather than a manifold, and so we will use
terminology like faces, edges, and vertices of Q rather than cells, arcs, and cell intersections.
Definition 1.2.7 (Two-Coloring). As usual, a two-coloring of an abstract polyhedron Q is an
assignment of one of two colors to each of its faces such that no two faces that share an edge have
the same color. In this paper, we use the convention that the two colors are “gray” or “colorful.”
Definition 1.2.8 (Polyhedral Path Systems). Let S = (V,Π) be a path system and let Q be an
orientable 2-colored abstract polyhedron. We say that S corresponds to Q if one can label each
vertex of Q with a node in V and each face of Q with a path in Π, such that the following three
properties all hold:
1. Each node in V and each path in Π are used exactly once in the labeling.
2. The nodes in each path π ∈ Π are exactly the nodes of the face q ∈ Q with label π, read in
clockwise order.
3. Let us say an edge between two vertices in Q is an “endpoint edge” if the two vertices are
the endpoints of a path in Π. The last condition is that every gray face of Q has at most one
endpoint edge on its boundary.
We say that S is polyhedral if it corresponds to some Q by these rules.
For example, in Figure 3, we have πr = (a, c, e), and these are exactly the nodes in the red face
of the octahedron read in clockwise order. The edge (a, e) is an endpoint edge, but since both of
the other edges (d, e), (a, d) on the same gray face are not endpoint edges, this is acceptable.
These rules of correspondence between path systems and polyhedra are useful because they are
precisely the conditions needed for a proof along the lines of Theorem 1.2.5 to work out. With a
natural generalization of this argument, we can prove:
Theorem 1.2.9. If a path system is polyhedral, then it is not s.m.
One application of this theorem is the easy generation of new path systems that are consistent
but not s.m., and thus reflect a previously-unknown forbidden structure in unique shortest paths.
Further examples are shown in Figures 4 and 5.
With Theorem 1.2.9 in hand, we can now modify our open question from before: is every
consistent and non-polyhedral path system s.m.? Unfortunately, there is a trivial reason why the
4
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Figure 4: A new consistent but non-s.m. path system corresponding to the hexagonal bipyramid.
Formally, the system is: HBP 1 := (V = {a, b, c, d, e, f, g, h},Π = {pir = (adf), pio =
(bef), piy = (bdg), pig = (ceg), pib = (cdh), pip = (aeh)}. This example can be easily general-
ized to create a non-s.m. path system corresponding to any even bipyramid.
answer is still no: a few basic transformations of a non-s.m. path system will still be non-s.m. even
though they technically destroy the correspondence with the polyhedron. For example, if we start
with a polyhedral system S and then add some new paths and nodes to S to get a modified system
S′, then it is intuitive that S′ will be non-s.m. no matter what, since it contains a copy of S within
it. However, there is no guarantee that S′ will still be polyhedral.
A first attempt to capture the idea that S′ contains a copy of S within it is to define subsystems:
Definition 1.2.10 (Subsystems). We say that a path system S = (V,Π) is a subsystem of a path
system S′ = (V ′,Π′), written S ⊆ S′, if S can be obtained from S′ by (1) deleting zero or more
nodes from V ′ and all instances of these nodes from all paths in Π′, and (2) by deleting zero or
more paths from Π′ entirely.
Indeed, it can be shown in general that if S is not s.m. and S ⊆ S′, then S′ is not s.m. either.
Philosophically speaking, this is a good start but it does not go far enough. What we really seek
is a good notion of homomorphism between path systems, which ought to capture significantly
broader structural relationships than subsystems (much like graph homomorphism vs subgraphs).
In this paper we arrive at the following new definition, which we believe to be natural and morally
correct upon reflection:
Definition 1.2.11 (Path System Homomorphism). We say that a path system S = (V,Π) is
homomorphic to another path system S′ = (V ′,Π′), written S → S′, if there are maps φ : V →
V ′, ρ : Π→ Π′ such that both of the following two conditions hold:
• (Subpath Condition) For any π = (v1, . . . , vk) ∈ Π, we have
φ(π) := (φ(v1), . . . , φ(vk)) ⊆ ρ(π)
(where ⊆ denotes the not-necessarily-continuous subpath relation).
• (Branching Condition) If π1, π2 ∈ Π “merge” at a node v ∈ V , meaning that v ∈ π1 ∩ π2
but the preceding nodes u1, u2 of π1, π2 are distinct, then ρ(π1), ρ(π2) merge on φ(v) or on a
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Figure 5: A new non-s.m. path system corresponding to the elongated square bipyramid. For-
mally, the system is: ESB1 := (V = {a, b, c, d, e, f, g, h, i, j},Π = {pir = (bdgi), pio =
(cehj), piy = (abe), pig = (acd), pib = (fgj), pip = (fhi)}. This example can be easily
generalized to create a non-s.m. path system corresponding to any elongated even bipyramid.
node v′ that lies between φ(u1) and φ(v) (in ρ(π1)) and between φ(u2) and φ(v) (in ρ(π2)).
A symmetric property also must hold when π1, π2 ∈ Π “split” at a node v ∈ V , meaning that
v ∈ π1 ∩ π2 but their following nodes are distinct.
We shall prove that homomorphisms satisfy the following desirable properties:
1. (Captures Subsystems) If S1 ⊆ S2, then S1 → S2.
2. (Inheritance of Strong Metrizability) If S1 → S2 and S2 is s.m., then S1 is s.m.
3. (Transitive) If S1 → S2 and S2 → S3, then S1 → S3.
By contrapositive of the second condition, we can expand Theorem 1.2.9 to state that a path
system S is not s.m. if it is inconsistent or there is a polyhedral path system S′ → S. With some
considerable additional technical effort that we will not overview here, we show that this finally
exhausts the obstructions to strong metrizability, giving rise to our main result:
Theorem 1.2.12 (Main Result). A path system S is s.m. if and only if it is consistent and there
is no polyhedral path system S′ with S′ → S.
We also obtain the following algorithmic corollary of our main result:
Corollary 1.2.13. Given a path system S = (V,Π), we can determine whether or not S is s.m. by
solving a linear program on m|Π| variables and n|Π| +m|Π| +m constraints, where n := |V | and
m is the number of distinct adjacent node pairs contained in paths in Π.
The linear program used is flow-based and quite simple to describe, although our characteri-
zation theorem is needed in a fundamental way to prove its correctness. There is some technical
similarity here to known duality theorems between flow and other related shortest paths problems
[3]. Combining this statement with some reductions discussed below, it is also possible to test
strong metrizability in undirected graphs with the same complexity.
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1.3 Other Graph Settings
Our definition of strong metrizability discussed thusfar allows the witnessing graph G to be
directed. We discuss next how our theory changes for undirected strong metrizability, defined
identically except that we more stringently require G to be an undirected graph.
In a rather aesthetically pleasing turn of events, it turns out that the intuitive modification
to Theorem 1.2.12 is the right one. When we work over undirected rather than directed edges in
G, the direction of the paths in the system S is no longer meaningful, and thus in our definition
of polyhedral path systems it is no longer sensible to require that the ordering of the paths in S
agrees with the orientation of the manifold M (i.e. the second condition in Definition 1.2.8). We
thus define:
Definition 1.3.1 (Non-Orientable Polyhedral Path Systems). A path system S = (V,Π) is non-
orientable polyhedral if Definition 1.2.8 holds with the following modifications: (1) Q is now a
non-orientable abstract polyhedron, and (2) Instead of requiring that the nodes of each path proceed
clockwise around the corresponding face of Q (which no longer makes sense since the face does not
have a canonical orientation), we allow the nodes in each path to proceed in either direction around
the corresponding face of Q.
To emphasize the distinction, we will sometimes refer to polyhedral path systems as defined
before as orientable polyhedral path systems.
Definition 1.3.2 (Reversed Closure). Given a path system S = (V,Π), we define its reversed
closure
←→
S := (V,
←→
Π ), where
←→
Π := {π | π or its reverse is in Π} .
Theorem 1.3.3 (Main Result, Undirected Setting). A path system S is undirected s.m. if and
only if
←→
S is consistent and there is no orientable or non-orientable polyhedral path system S′ with
S′ → S.
Thus, when we remove the ability to orient edges in G, this is precisely reflected in our charac-
terization by forgetting the orientability of the polyhedron Q. As an interesting corollary of this
characterization, we gain a new simple topological proof of the following fact implicit in the existing
literature on shortest paths:
Corollary 1.3.4 (Folklore). A path system S = (V,Π) is undirected s.m. if and only if
←→
S is s.m.
New Topological Proof Sketch. This statement turns out to be equivalent to the standard topologi-
cal notion of an orientable double-cover. In particular, it is well known that for every non-orientable
manifold MN , there is an orientable manifold MO and a 2-to-1 continuous map f : MO → MN .
Filtering this fact through Theorems 1.3.3 and 1.2.12, we learn that for any non-orientable polyhe-
dral path system S, there is always an orientable polyhedral path system S′ where S′ →
←→
S . Thus,
by transitivity of homomorphisms, the undirected strong metrizability of S is characterized by the
same set of conditions as strong metrizability of
←→
S , and hence these notions are equivalent.
We obtain similar topologically-minded proofs for some other fundamental facts in the theory
of shortest paths (see Section 5 for the usual folklore proofs of these results). Another setting
of interest is positive strong metrizability, in which edge weights in the witnessing graph G are
constrained to be positive (whereas our current definition of strong metrizability allows for possibly
non-positive edge weights). We then gain a new topological proof of the relationship between strong
metrizability and positive strong metrizability:
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Corollary 1.3.5 (Folklore). If a path system is s.m., then this fact can always be witnessed by a
graph G = (V,E,w) whose edge weights are constrained to be positive.
New Topological Proof Sketch. The underlying topological fact for this statement is that the bound-
ary of a boundary is always identically 0. In particular, by a minor tweak to our main result, the
setting with positive edge weights is characterized by “surfaces” whose boundary (if nonempty)
consists entirely of non-endpoint arcs on the boundary of colorful faces. Since the boundary of this
boundary is always 0, it may always be partitioned into an edge-disjoint union of directed cycles.
We may thus iteratively “patch” these directed cycles of colorful arcs by adding new gray faces to
the surface in a way that respects their orientation. After these patches are applied, our surface has
no remaining boundary and is thus a polyhedron exactly as before. Hence strong metrizability and
positive strong metrizability are both equivalently characterized by homomorphism to polyhedral
path systems, and so the notions are equivalent.
Finally, we consider the setting of directed acyclic graphs. In this restricted setting, we are
able to simplify Theorem 1.2.12 in an informative way that makes our topological connections even
more direct.
Definition 1.3.6 (Acyclic Path Systems). A path system S = (V,Π) is acyclic if we can choose a
total ordering of its nodes (called a topological ordering) such that the nodes in each π ∈ Π appear
in this order.
Theorem 1.3.7 (Simplification of Main Result in the Acyclic Setting). An acyclic path system
S = (V,Π) is polyhedral if and only if (1) the first two conditions in Definition 1.2.8 hold as before,
and (2) the polyhedron Q has the same number of gray and colorful faces.6
Proof Sketch. The usual definition of polyhedral path systems requires that each gray cell inM has
at most one endpoint arc on its boundary. If S is ayclic, then in fact each gray face must have exactly
one endpoint edge on its boundary, since a gray face without an endpoint arc would correspond to
a directed cycle of paths in S, violating the topological ordering. Thus, if we have the same number
of gray and colorful cells in M , then the endpoint arcs must automatically be distributed evenly
around the gray cells of M , and so this is a sufficient condition for correspondence.
On the other hand, (1) if there are fewer colorful than gray cells in M then there must be a
gray face without an endpoint arc on its boundary, which is impossible as described above, and (2)
if there are more colorful than gray cells in M then by the pigeonhole principle there is a gray cell
with two endpoint arcs on its boundary, and thus S is not polyhedral. Hence it is also necessary
that M has the same number of gray and colorful cells for S to be polyhedral.
The key consequence of this simplification is that Theorem 1.3.7 characterizes acyclic path
systems as polyhedral without drawing a distinction between endpoint and non-endpoint edges. That
is, only the third condition in Definition 1.2.8 was variant to circular shifts in the ordering of paths,
implicitly re-selecting which edges on Q are endpoint edges. Since the characterization in Theorem
1.3.7 replaces this third condition with the new statement that Q has the same number of gray and
colorful faces – which is clearly also invariant to circular shifts in path ordering – we arrive at a
new (to our knowledge) principle of rotational invariance of shortest paths in DAGs. One possible
phrasing of this principle is as follows:
6Note that we do not automatically have the same number of gray and colorful cells by virtue of the 2-coloring,
and thus we must indeed include this condition explicitly. A counterexample is given by the 2-colored cuboctahedron.
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Figure 6: When circular shifts of the topological node sort of OCT1 (Figure 2) are taken, every
resulting path system is either isomorphic to the system in Figure 2 or to this one, which we call
OCT2. Both correspond to a 2-colored octahedron and are thus non-s.m.
Corollary 1.3.8 (New). Suppose that S = (V,Π) is s.m. by a directed acyclic graph G, and let
S′ = (V,Π′) where each π′ ∈ Π′ is obtained by applying zero or more circular shifts to the ordering
of some π ∈ Π. Then S′ is s.m. if and only if it is consistent.
Proof Sketch. Assuming S′ is consistent, by Theorem 1.2.12 it is s.m. if and only if there is no
polyhedral path system T ′ with T ′ → S′. Suppose towards a contradiction that this polyhedral
path system T ′ exists. We can then show straightforwardly that there is a circular shift T of T ′ such
that T → S. However, since (1) T ′ is polyhedral and (2) by Theorem 1.3.7 we may characterize
polyhedral path systems for S without attention to circular shifts, it follows that T is polyhedral
as well. Thus S is not s.m. by Theorem 1.2.12, which completes the contradiction.
This corollary is one of several ways to understand this principle of rotational invariance. An-
other interpretation is demonstrated by Figure 6. Here, we have observed that OCT 1 from Figure
2 is an acyclic path system, and an alphabetical ordering of nodes functions as a topological or-
dering. When we then rotate the node a to the end of this topological ordering, reordering our
paths accordingly, we arrive at the new path system OCT 2 in Figure 6. Both OCT 1 and OCT2
correspond to the two-colored octahedron in the same way; the two corresponding placements of
endpoint edges on this octahedron are non-isomorphic, but they both satisfy Definition 1.2.8.
1.4 Future Directions and Related Work
We will not directly explore algorithmic applications of our theory in this work, as it is already
quite long and technical to develop the results and framework discussed above. However, we will
next overview some active areas in computer science theory and math that seem likely to benefit
from an improved understanding of shortest path structure, as well as some speculation on what it
might look like to apply our theory to these problems.
All-Pairs Shortest Paths and Distance Product. As mentioned previously, one possible
interpretation of our main result is as a characterization of the solution space of APSP over directed
weighted graphs: by definition, a path system can be the solution to an APSP instance (with
perturbed edge weights) if and only if it is s.m. In fact, it is well known that it suffices to solve the
general case of APSP by only considering three-layered input graphs [28]. Since this entails a search
for an acyclic path system, we may even characterize the solution space of this reduced problem
via the corresponding simplified theory of strong metrizability (Theorem 1.3.7). An application
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of our theory to APSP algorithms would probably work by restricting the search space, possibly
saving work by using a partially-computed solution to rule out any potential shortest paths that
would complete a polyhedral subsystem without having to waste time explicitly inspecting the
input graph.
Distance Preservers. Shortest path structure is often studied through the lens of distance
preservers, in which the goal is to determine the maximum possible number of edges that might
be needed in a subgraph that preserves p given pairwise distances in an n-node input graph. Some
of the work on distance preservers includes [10, 16, 9, 8, 18, 14, 13]. In particular, the value and
limitations of shortest path consistency are directly studied in [16, 9, 8], and this theme is continued
in this work.
It seems quite promising to improve the known bounds for distance preservers over weighted
graphs using the theory developed here. First, as previously mentioned, a technical lower bound
in [9] shows that many of the existing bounds for distance preservers are unimprovable without
appealing to some new structure of unique shortest paths; our main result provides such structure
in a way that concretely circumvents this lower bound. Second, this work implies a nontrivial
reduction of the question to a Tura´n-type problem over path systems (i.e. we may now study the
extremal size of a system that avoids certain forbidden patterns), and in general this type of problem
is better understood than the original one about compressing metrics.
Graph Betweenness and Reconstruction. There is a well-studied line of work on the relation-
ship between the properties of a metric space and the combinatorial structure of its betweenness
relation [29, 30, 12, 25, 22]. These differ from our work in that (1) particular types of graphs
or betweenness relations are often studied, whereas we consider general graphs, and (2) arbitrary
rather than unique shortest paths are usually considered. This line of theory has applications to
algorithms for computing the betweenness centrality of a graph [11, 5, 6, 7, 1] and to algorithms
for reconstructing the hidden edges of a graph by querying its distances or its betweenness relation
[17, 26, 24, 2, 23].
This work establishes significant new combinatorial structure on the betweenness relation of a
metric space (especially when it is a uniquely geodesic space), and thus it may be of interest in
these areas. In particular, much of the existing theory on betweennesses only works over unweighted
graphs; it would be interesting and natural to now extend these algorithms to handle weighted input
graphs as well.
Homology Theories for Graphs. Our work has considerable technical similarity to the path
homologies introduced in [19] (see also [20, 21, 15] for followup work). This prior work has directly
influenced many of the design choices made in this paper, especially those related to the boundary
operators over paths that are used as a central technical tool in our arguments. However, our
definitions and terminology do not always exactly align with those of [19], since our goal is to study
shortest paths whereas their goal is to devise a coherent graph homology theory. It would be quite
interesting to unify these frameworks, perhaps relating the shortest path properties of a graph to
its appropriate homology groups. Some progress in this direction may be found in [34]; here, the
author relates cycle decompositions of directed graphs (which bear some technical similarity to our
characterization theorems) to a certain homology group of those graphs (in a sense related, but not
identical, to the homology theory of [19]).
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1.5 Paper Outline
In Section 2, we introduce preliminary definitions and theory about paths, path systems, strong
metrizability, boundary operators, and homomorphisms that will be useful throughout the rest of
the paper. In Section 3, we prove an initial characterization theorem for strong metrizability, stat-
ing roughly that a path system S is s.m. if and only if it is consistent and there is no other distinct
“weighted” path system S′ that shares its boundary. In Section 4, we obtain our main characteri-
zation theorem by defining “polyhedral” path systems and then using our initial characterization
theorem to prove that they are sufficient to indirectly refute strong metrizability via homomor-
phisms. This section shall assume knowledge of some basic definitions from topology, which can be
found e.g. in [27]. Finally, in Section 5 we extend our theory into related settings. In particular,
we discuss (1) strong metrizability in directed graphs required to have positive edge weights, (2)
strong metrizability in undirected graphs, and (3) strong metrizability in directed acyclic graphs.
2 Theory on Paths, Path Systems, and Strong Metrizability
Since path systems and strong metrizability are new concepts in this paper, we define them
formally here, and we derive some basic theory about them that will be useful later in the paper.
2.1 Paths and Boundaries
Definition 2.1.1 (Paths). A path is a finite nonempty sequence of elements over a ground set V .
The elements of V in this context are called “nodes” or “vertices.” Throughout this paper V is
assumed to be a finite set. If s is the first node and t is the last node of a path π, then we say that
π is an s t path, or that π has endpoints s  t. A path is a cycle if its first and last nodes are
equal and it contains more than one node; it is a simple cycle if additionally no other pair of nodes
in the path are equal. A path is simple if it does not contain a subpath that is a cycle, i.e. no pair
of nodes in the path are equal (so despite the name, simple cycles are not simple paths). We will
use the following notations for sets of paths:
Λ[V ] = {π | π is a path over V }
Λs t[V ] = {π | π is an s t path over V }
Ψ[V ] = {π | π is a simple path over V }
Ψs t[V ] = {π | π is a simple s t path over V }
χ[V ] = {π | π is a simple cycle over V }
χs[V ] = {π | π is a simple s s cycle over V }.
We will frequently suppress the [V ] in these notations when implicit or clear from context. For
π ∈ Λ we write
(u, v) ∈ π =⇒ u, v appear adjacently and in that order in π
u < v ∈ π =⇒ u 6= v appear in that order (but not necessarily adjacently) in π
u ≤ v ∈ π =⇒ u < v ∈ π or u = v ∈ π
We say that π = (v1, . . . , vk) is in a graph G = (V,E,w), or that G contains π, if (vi, vi+1) ∈ E for
each 1 ≤ i ≤ k − 1. We then write its length in G as
|π|G :=
k−1∑
i=1
w(vi,vi+1). (1)
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A path π ∈ Ψs t in G is a shortest path in G if |π|G ≤ |π
′|G for any π
′ ∈ Λs t with π
′ in G. We
say that π is a unique shortest path in G if we additionally have |π|G < |π
′|G whenever π 6= π
′. We
remark: per these definitions, if G has a negative- or zero-weight cycle c, and there is some node
v ∈ V with v ∈ π ∩ c, then π cannot be a unique shortest path between its endpoints. This follows
since we can replace v ∈ π with the continuous subpath c without increasing its length. Thus, while
we do not explicitly disallow nonpositive weight cycles, they can only harm the likelihood of a given
path being a unique shortest path, and thus we can essentially assume without loss of generality
that they do not exist in our graphs (see Fact 2.2.3 to follow).
Definition 2.1.2 (Subpaths). If π, π′ are paths, then we say that π′ is a subpath of π, written
π′ ⊆ π, if π′ is a (not necessarily continuous) nonempty subsequence of π. If π′ is a continuous
nonempty subsequence of π, then we say that is is a continuous subpath and we write π′ ⊆C π. If
π′ 6= π then it is a proper subpath and we write π′ ( π (or π′ (C π if applicable).
If u ≤ v ∈ π, then we write π[u  v] to denote the continuous subpath of π with endpoints
u v. In a slight abuse of notation, we will even write this for non-simple π when it is clear from
context which instances of u, v in π we mean.
Fact 2.1.3 (Folklore). If π is a unique shortest path in a graph G and π′ ⊆C π, then π
′ is a unique
shortest path in G.
Proof. Let u v be the endpoints of π′. Let q ∈ Ψu v be an arbitrary shortest u v path. Define
π from π by replacing the subpath π[u v] with q; then we have
|π|G = |π|G −
∣∣π′∣∣
G
+ |q|G ≤ |π|G.
Since π is a unique shortest path in G it follows that π = π, and thus q = π′.
We now turn to some useful algebraic definitions.
Definition 2.1.4 (RA). Given a set A, we write RA to denote the |A|-dimensional vector space of
linear combinations of formal symbols in A with coefficients in R.
For weighted graphs G = (V,E,w), it will be convenient to encode the weights by treating w
as a vector in RE . Throughout, we will use the standard pointwise notation for vector inequalities:
given a, b ∈ RS we have
a ≥ b =⇒ as ≥ bs for all s ∈ S
a > b =⇒ as > bs for all s ∈ S
a  b =⇒ a ≥ b and as > bs for some s ∈ S.
The positive orthant of RS is denoted
RS≥0 :=
{
a ∈ RS | a ≥ 0
}
.
As usual, for any given s ∈ S, we will often write s to mean the canonical basis vector b ∈ RS for
which bs = 1 and bs′ 6=s = 0. The support of any x ∈ R
S is the set
supp(x) = {s ∈ S | xs 6= 0} .
We will use two boundary operators in this paper. Let
P2[V ] := {(u, v) | u 6= v ∈ V } ,
and we then define:
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Definition 2.1.5 (The Boundary Operator ∂2). The boundary operator
∂2 : R
Λ[V ] → RP2[V ]
is a map defined as follows: for any given π = (v1, . . . , vk) ∈ Λ[V ] we have
∂′2(π) :=
(
k−1∑
i=1
(vi, vi+1)
)
− (v1, vk) ∈ R
V×V
and then we obtain ∂2(π) from ∂
′
2(π) by restricting to indices in P2[V ]. In general, ∂2 is defined
linearly over an arbitrary element p ∈ RΛ[V ]; that is,
∂2 (p) :=
∑
pi∈Λ[V ]
ppi∂2(π).
Definition 2.1.6 (The Boundary Operator ∂1). The boundary operator
∂1 : R
P2[V ] → RV
is a map defined as follows: for any given (u, v) ∈ P2[V ] we have
∂1(u, v) := −u+ v
and ∂1 is defined linearly over an arbitrary element f ∈ R
P2[V ]; that is,
∂1 (f) :=
∑
(u,v)∈P2[V ]
f(u,v)∂1(u, v) =
∑
(u,v)∈P2[V ]
f(u,v)(−u+ v).
In an effort to follow the usual abuse of notation, we will typically suppress the subscripts
and refer to both operators ∂2, ∂1 as ∂, since the distinction is always clear from the argument.
The name “boundary operator” carries a great deal of intuition that will be developed more and
more as the paper goes on. These definitions are directly inspired by [19] (although they differ in
some ways), which contains a more in-depth discussion of the relationship between these boundary
operators and the ones typically used for simplicial complexes. For now, as a useful sanity check:
it is only morally justifiable to call something a boundary operator if the boundary of a boundary
is identically zero, so we verify that this holds.
Fact 2.1.7 (Similar to [19]). For any p ∈ RΛ, we have ∂(∂(p)) = 0.
Proof. By linearity, it suffices to show that ∂(∂(π)) = 0 for any given path π = (v1, . . . , vk). We
compute:
∂ (∂(π)) = ∂
((
k−1∑
i=1
(vi, vi+1)
)
− (v1, vk)
)
=
(
k−1∑
i=1
∂ (vi, vi+1)
)
− ∂ (v1, vk)
=
(
k−1∑
i=1
−vi + vi+1
)
− (−v1 + vk)
= (−v1 + vk)− (−v1 + vk)
= 0.
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One use of our boundary operators is captured by the following easy fact.
Fact 2.1.8. For any s t path π in a graph G = (V,E,w), we have
|π|G = (∂(π) + (s, t)) · w.
Proof. We compute:
|π|G =
k−1∑
i=1
w(vi,vi+1) by (1)
=
(
k−1∑
i=1
(vi, vi+1)
)
· w
=
((
k−1∑
i=1
(vi, vi+1)
)
− (s, t) + (s, t)
)
· w
= (∂(π) + (s, t)) · w by Definition 2.1.5.
It will be useful to distinguish between paths with boundary zero vs nonzero:
Definition 2.1.9 (Trivial Paths). A path π ∈ Λ is trivial if ∂(π) = 0, or nontrivial if ∂(π) 6= 0.
In particular, any path that contains only 1 or 2 nodes is necessarily trivial: we have
∂(π := (v)) = −(v, v) = 0
and
∂(π := (u, v)) = (u, v)− (u, v) = 0.
2.2 Path Systems and Strong Metrizability
Definition 2.2.1 (Path Systems). An unweighted path system is a pair (V,Π) where Π ⊆ Λ[V ]. A
weighted path system is a tuple (V,Π, w) where (V,Π) is an unweighted path system and w ∈ RΛ≥0
with supp(w) = Π.
We assume throughout this paper that (1) V,Π are both finite sets in any path system, and (2)
no path system has isolated nodes, meaning that every node v ∈ V appears in at least one path
π ∈ Π (otherwise the isolated node v may be removed from V without change in our arguments).
Like for weighted vs. unweighted graphs, it is sometimes convenient to think of an unweighted path
system as a weighted path system with unit path weights, i.e. there is an implicit w ∈ RΛ for which
wpi = 1 if π ∈ Π or wpi = 0 otherwise. On the other side, we will sometimes apply definitions for
unweighted path systems to weighted path systems; these definitions extend by simply forgetting
the path weights. Our main focus in this work is to discuss which path systems are or aren’t
strongly metrizable:
Definition 2.2.2 (Strong Metrizability). A path system S = (V,Π) is strongly metrizable (s.m.)
if there is a directed graph G = (V,E,w) in which each π ∈ Π is a unique shortest path. We then
say that G witnesses the strong metrizability of S.
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We will assume without loss of generality that, if G witnesses the strong metrizability of S,
then each node in G appears in at least one path in S. Note that this definition considers directed
graphs, and since w ∈ RE the weights are allowed to be zero or even negative. We will consider
the related settings of positive edge weights and/or undirected graphs at later points in this paper,
but for technical reasons it is convenient to focus primarily on this setting for now. We next make
a few basic observations about the nature of strong metrizability.
Fact 2.2.3. A graph G = (V,E,w) witnesses strong metrizability of a path system S = (V,Π) if
and only if:
1. For each c ∈ χ we have |c|G > 0, and
2. For each π ∈ Π with endpoints s  t and any q 6= π ∈ Ψs t, we have |π|G < |q|G (i.e. we
consider q ∈ Ψ rather than q ∈ Λ, so we can restrict attention to simple paths).
Proof.
(→) First, let S be a s.m. path system, as witnessed by a graph G.
1. Suppose towards a contradiction that there is c ∈ χs with |c|G ≤ 0. Choose an arbitrary
path π ∈ Π with s ∈ π, and then define a new path π from π by replacing the occurrence
of s ∈ π with the continuous subpath c. We then have |π|G = |π|G+ |c|G ≤ |π|G, and so
π is not a unique shortest path in G and S is not s.m.
2. Immediate by definition.
(←) Suppose that S = (V,Π) is not s.m., and let G = (V,E,w) be an arbitrary graph containing S.
Then there is π ∈ Π that is not a unique shortest path in G, i.e. there is a path q 6= π with the
same endpoints as π with |q|G ≤ |π|G. If q is simple, then 2 is violated. Otherwise let c ∈ χs
with c ⊆C q. If |c|G ≤ 0 then 1 is violated. Otherwise, we may define q
′ from q by replacing
the subpath c with the single node s, and we then have |q′|G = |q|G − |c|G < |q|G ≤ |π|G. Set
q ← q′ and repeat this process until q′ is simple, which violates 2. (Note that the number of
nodes in q strictly decreases in each iteration, so this process eventually terminates.)
The following basic properties of path systems will be useful throughout this paper. Given
S = (V,Π), we say:
S is semisimple =⇒ Π ⊆ Ψ ∪ χ (i.e. all paths in S are simple paths or simple cycles)
S is simple =⇒ Π ⊆ Ψ (i.e. all paths in S are simple)
S is consistent =⇒ for all π, π′ ∈ Π, if u ≤ v ∈ π and u ≤ v ∈ π′, then π[u v] = π′[u v]
S is skip-free =⇒ for all π, π′ ∈ Π, if π has endpoints u v, then (u, v) /∈ π′
S is nontrivial =⇒ every π ∈ Π is nontrivial.
We clarify that consistency is considered to be a refinement of simplicity: if a node v appears twice
in a path π ∈ Π, then π has two distinct continuous v  v subpaths (one of which is the trivial
one-node subpath (v)), and thus it is inconsistent with itself. We finish this section with some
useful observations about these definitions and their interactions.
Fact 2.2.4. If S = (V,Π) is s.m., then S is consistent.
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Proof. Let G = (V,E,w) be a graph in which each π ∈ Π is a unique shortest path. For any
s, t ∈ V, π1, π2 ∈ Π with s ≤ t ∈ π1 and s ≤ t ∈ π2, by Fact 2.1.3 the subpaths π1[s  t], π2[s t]
are both equal to the unique shortest s t path in G. Hence they are equal to each other, and so
S is consistent.
Fact 2.2.5. If S = (V,Π) is consistent and S′ = (V,Π′) where
Π′ := {π ∈ Π | π is nontrivial} ,
then S′ is s.m. if and only if S is s.m.
Proof. If S is s.m., then S′ is immediately s.m. since Π′ ⊆ Π. So we shall prove the converse: if S′
is s.m., then so is S. Let G = (V,E,w) be a graph witnessing strong metrizability of S′. From Fact
2.2.3 we have that |c|G > 0 for any v ∈ V, c ∈ χv. Thus every single node path (v) is necessarily a
unique shortest path in G, so S′ remains s.m. when we re-add (v) to Π′.
We then turn attention to the remaining trivial paths, which are two-node paths of the form
(u, v). When we re-add (u, v) to Π′, we also modify G as follows to obtain a new graph G′: add an
edge (u, v) to E (if not already present), and set w(u,v) ← distG(u, v)− ε for some sufficiently small
ε > 0. It is immediate that (u, v) is the unique shortest u  v path in G′, so it remains to show
that all other π ∈ Π′ are (still) unique shortest paths in G′. Let π ∈ Π′ with endpoints s t and
let q 6= π be an arbitrary s  t path in G′; it now remains to argue that |π|G′ < |q|G′ . By Fact
2.2.3 we may assume without loss of generality that q is simple. We split into cases:
• If (u, v) /∈ q, then we have
|q|G′ = |q|G > |π|G ≥ |π|G′
and the claim holds.
• If (u, v) ∈ q and (u, v) ∈ π, then we have
|q|G′ = |q|G − ε > |π| − ε = |π|G′
and the claim holds.
• If (u, v) ∈ q and (u, v) /∈ π, then note that we do not have u < v ∈ π (since (u, v), π ∈ Π and
Π is consistent). Suppose that we choose ε < |q|G − |π|G. We then have
|q|G′ = |q|G − ε > |π|G = |π|G′
and the claim holds.
Fact 2.2.6. If a path system S = (V,Π) is consistent and nontrivial, then it is also skip-free.
Proof. For any s t path π ∈ Π, since S is semisimple and nontrivial, there is u ∈ V \ {s, t} such
that (s, u, t) ⊆ π, so π[s  t] 6= (s, t). Since S is consistent, this implies π′[s  t] 6= (s, t) for any
π′ ∈ Π with s < t ∈ π′, and so (s, t) /∈ π′.
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(a) In the nontrivial modifica-
tion, we simply delete all trivial
paths from Π.
(b) In the semisimple modifica-
tion, we iteratively split non-
semisimple paths in two over
their repeated node.
(c) In the skip-free modification,
we iteratively merge paths when
one skips another.
Figure 7: The three modifications pictured here are used to constructively prove Lemma 2.3.1.
2.3 Path System Boundaries
A major theme in this paper will be to determine when path systems do or don’t have the same
boundaries as each other. Here and throughout the paper, for a path system S = (V,Π, w), we
will occasionally write ∂(S) as a shorthand for ∂(w) (we do so even for unweighted systems, where
we recall that w is implicitly the 0-1 vector with supp(w) = Π). We next describe three basic
transformations to S = (V,Π, w) that enforce “nice” properties for a path system without changing
the value of ∂(S), and we prove some basic properties about them. Together, these will imply:
Lemma 2.3.1. For any path system S = (V,Π, w), there is a nontrivial semisimple skip-free path
system S′ = (V,Π′, w′) with ∂(S′) = ∂(S).
Moreover, if T = (V,ΠT , wT ) is a simple path system with ∂(T ) = ∂(S) and there exists a
nontrivial simple path or simple cycle π ∈ Π that is not a subpath of any πT ∈ ΠT , then we may
construct S′ such that S′ 6= T .
The lemma is proved by modifying S in three ways that we describe below. See Figure 7 for a
picture of these transformations.
Nontrivial Modification. First, we make S nontrivial by simply deleting every trivial path
from Π and reducing the corresponding path weight to 0. Since trivial paths have zero boundary,
it is clear that this does not change ∂(S). We also remark that, if S is initially semisimple and/or
skip-free, then it clearly remains so when these paths are deleted.
Semisimple Modification. Consider the following process, which will make S semisimple. While
S is not semisimple, let
π = (v1, . . . , vi−1, x = vi, vi+1 . . . , vj−1, x = vj , vj+1, . . . , vk) ∈ Π
where i < j and [i 6= 1 or j 6= k]. We then delete π from Π and add two new paths
π1 := (v1, . . . , vi−1, x, vj+1, . . . , vk) and π2 := (x, vi+1, . . . , vj−1, x)
to Π, each with weight wpi (or, if π1 and/or π2 is already in Π, then we instead add wpi to its current
weight).
We observe “correctness” of this transformation:
17
Lemma 2.3.2. The value of ∂(S) is invariant over the semisimple modification.
Proof. We compute:
∂(π) =
(
k−1∑
α=1
(vα, vα+1)
)
− (v1, vk)
=
(
i−2∑
α=1
(vα, vα+1)
)
+ (vi−1, x) +
(
j−2∑
α=i
(vα, vα+1)
)
+ (x, vj+1) +

 k−1∑
α=j+1
(vα, vα+1)

− (v1, vk)
=
(
i−2∑
α=1
(vα, vα+1)
)
+ (vi−1, x) + (x, vj+1) +

 k−1∑
α=j+1
(vα, vα+1)

− (v1, vk) + ∂ (π2)
= ∂ (π1) + ∂ (π2) .
Thus, the value of ∂(S) changes by
wpi∂(π)− wpi∂ (π1)− wpi∂ (π2) = wpi (∂(π)− ∂ (π1)− ∂ (π2)) = 0.
Lemma 2.3.3. The semisimple modification terminates after a finite number of iterations (and
then S is semisimple).
Proof. Since we have assumed that i 6= 1 and/or j 6= k, we have π1 ( π and π2 ( π. Thus, in each
iteration, we replace π with two paths that each contain strictly fewer nodes than π itself. It is
clear that we can do so only a finite number of times, and thus the process must terminate after a
finite number of iterations.
Lemma 2.3.4. If S is initially skip-free, it remains skip-free after applying the semisimple modifi-
cation and then the nontrivial modification.
Proof. When we split each path π into paths π1, π2 during the semisimple modification, we have
(u, v) ∈ π1 or (u, v) ∈ π2 iff (u, v) ∈ π. Hence, since π does not skip any other path, neither do
π1, π2. Additionally, since π, π1 share endpoints and π is not skipped by any other path, neither is
π. Finally, we must argue that π2 is not skipped by any other path. Since π2 has endpoints x x,
this happens only if (x, x) ∈ π′ for some π′ ∈ Π. Since Π is semisimple, this is possible only if the
path (x, x) ∈ Π. This path is trivial, and so it is removed by the final nontrivial modification.
Skip-Free Modification. Consider the following process, which will modify S to become skip-
free. While there are π1 6= π2 ∈ Π such that π1 has endpoints s  t and (s, t) ∈ π2, we modify
Π as follows. Let π12 be the path obtained from π2 by replacing the 2-node continuous subpath
(s, t) ⊂C π2 with π1. Let
wmin := min {wpi1 , wpi2} .
Now add π12 to Π with weight wmin (or increase its current weight by wmin if π12 is already present
in Π). Also, update
wpi1 ← wpi1 −wmin and wpi2 ← wpi2 − wmin.
Delete one or both paths π1, π2 from Π if their weight is now 0.
We again observe “correctness” of this modification:
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Lemma 2.3.5. The value of ∂(S) is invariant over the skip-free modification.
Proof. Suppose
π1 = (s = u1, u2, . . . , uk−1, uk = t) and π2 = (v1, . . . , vi = s, vi+1 = t, . . . , vj)
and so
π12 = (v1, . . . , vi−1, s = u1, . . . , uk = t, vi+1, . . . , vj) .
We compute:
∂ (π12) =
(
i−1∑
α=1
(vα, vα+1)
)
+
(
k−1∑
α=1
(uα, uα+1)
)
+
(
j−1∑
α=i+1
(vα, vα+1)
)
− (v1, vj)
=
(
j−1∑
α=1
(vα, vα+1)
)
+
(
k−1∑
α=1
(uα, uα+1)
)
− (v1, vj)− (s, t)
=
((
j−1∑
α=1
(vα, vα+1)
)
− (v1, vj)
)
+
((
k−1∑
α=1
(uα, uα+1)
)
− (s, t)
)
= ∂ (π1) + ∂ (π2) .
Thus, in each iteration the value of ∂(S) changes by
wmin∂ (π12)− wmin∂ (π1)− wmin∂ (π2) = wmin (∂ (π12)− ∂ (π1)− ∂ (π2)) = 0.
Lemma 2.3.6. There exists a finite sequence of skip-free modifications after which no more skip-
free modifications are possible (and then S is skip-free).
Proof. Let x(s,t) denote the number of paths in S that either contain (s, t) or have endpoints s t.
Each time we apply the skip-free modification with respect to the edge (s, t), the value of x(s,t)
shrinks by 1. Hence, if we repeatedly apply any possible skip-free modifications centered on the
node pair (s, t) until we can do so no longer, then we do so only finitely many times, and then
either there are no s t paths or no paths containing (s, t) in the system.
We next observe: if there is no s t path in S then no skip-free modification (with respect to
any edge) will create a new s t path; if instead there is no path containing (s, t) then no skip-free
modification will create a new path that contains (s, t). Thus we may repeat this process on a new
node pair (s′, t′) and we will not re-introduce the possibility of a skip-free modification on (s, t) in
doing so. Thus, after all node pairs are considered in this way, no more skip-free modifications are
possible.
Proof of Lemma 2.3.1 We now put these modifications together:
Proof of Lemma 2.3.1. Given the initial path system S, we first apply the skip-free modification;
then by Lemma 2.3.6 S is skip-free, and by Lemma 2.3.5 the value of ∂(S) does not change. We
then apply the semisimple modification and then the nontrivial modification. By Lemmas 2.3.3 and
2.3.2 S is then semisimple and nontrivial and ∂(S) is unchanged, and by Lemma 2.3.4 it remains
skip-free, proving the first part of the lemma.
For the latter part, we argue in two cases:
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• First suppose that there is a nontrivial simple cycle c ⊆ π for some π ∈ Π after the skip-free
modification is applied. Then after the semisimple modification we have c ∈ Π, and c is not
removed by the nontrivial modification. Hence S′ is not simple, but T is consistent so S′ 6= T .
• Instead suppose that there is not a nontrivial simple cycle c ⊆ π for some π ∈ Π after the skip-
free modification is applied. Note that in the skip-free modification, we iteratively replace
paths π1, π2 with paths π12 satisfying π1, π2 ⊆ π12; hence, if there is initially a nontrivial
simple path or simple cycle π ∈ Π that is not a subpath of any πT ∈ ΠT , then we have
π ⊆ π′ for some π′ in Π after the skip-free modification. By assumption, the only effect of
the semisimple modification is to replace repeated nodes (e.g. (v, v)) in paths in Π with a
single occurrence of that node; since π is a nontrivial simple path or simple cycle we then still
have π ⊆ π′. Finally, since π is nontrivial so is π′, and so this path survives the nontrivial
modification. We now have π′ 6⊆ πT for any πT ∈ ΠT (since then we would have π ⊆ π′ ⊆ πT ).
Thus Π′ 6= ΠT and so S′ 6= T .
2.4 Path System Homomorphisms
It will be important, especially towards characterizing strong metrizability, to have a formal
notion of when one path system “contains the structure” of another. For instance, suppose we take
a non-s.m. path system S1 and then build a new path system S2 by simply adding a dummy node
to some path in S1, then it’s intuitive that S2 is also non-s.m., and the structural reason for this is
just that S2 contains a copy of S1 within it – it is non-s.m. “for the same reason” as S1.
We would thus like to work modulo these structural transformations, and this requires a formal-
ization of what it means for one path system to contain the structure of another. As standard in
math, if S2 contains the structure of S1 (whatever that means), then we say that S1 is homomorphic
to S2 and we write S1 → S2. There are many intuitive conditions that ought to be satisfied by a
good notion of homomorphism; these include:
1. (Captures Subsystems) If S′ is a “subsystem” of S, meaning it can be obtained from S = (V,Π)
by deleting nodes from V and paths from Π, then S′ → S.
2. (Inheritance of Strong Metrizability) If S1 → S2 and S2 is s.m., then S1 is s.m.
3. (Transitive) If S1 → S2 and S2 → S3, then S1 → S3.
4. (Reflexive) We have S → S for any S.
5. (Closed Under Reversal) If S1 → S2, then we still have S1 → S2 after the order of each path
in S1, S2 is reversed.
6. (Captures Consistency) Let I be the simplest inconsistent path system:
I := (V = {a, b, c},Π = {(abc), (ac)}) .
Then an arbitrary path system S is inconsistent if and only if I → S.
7. (Captures Acyclicity) Let Ck be the path system
Ck = (V = {v1, . . . , vk},Π = {(v1v2), (v2v3), . . . , (vk−1vk), (vkv1)}) .
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Then an arbitrary path system S is acyclic7 if and only if there is no k for which Ck → S.
and so on. (We will only bother to prove the first three conditions here; the rest are intuitive but not
needed in the rest of the paper.) To build intuition, we start with a natural but incomplete attempt
to define homomorphisms that fails these tests. We could say that S = (V,Π) → S′ = (V ′,Π′) if
we can map V into V ′ such that the image of each π ∈ Π is a subpath of some π′ ∈ Π′. The issue,
for example, is that this definition is satisfied by the systems
S1 := (V = {a, b, c, d},Π = {π1 = (abd), π2 = (acd)}) and S2 := (V = {a, b, c, d},Π = {(abcd)})
and yet S2 is trivially s.m., while S1 is inconsistent and thus not s.m. (Fact 2.2.4). The problem,
essentially, is that this weak definition doesn’t respect an important type of information encoded by
path systems: they describe a branching structure, indicating where various paths merge together
or split apart. Our weak definition allowed for the possibility that important branches could get
destroyed by the mapping. More formally:
Definition 2.4.1 (Path Branching – inspired by [16]). Let S = (V,Π) be a path system, let π1, π2 ∈
Π, v ∈ V , and suppose v ∈ π1 ∩ π2.
• (Path Merges) Suppose that v is not the first node of π1 or π2 and let (u1, v) ∈ π1, (u2, v) ∈ π2.
If u1 6= u2, then we say that π1, π2 merge on v.
• (Path Splits) Suppose that v is not the last node of π1 or π2 and let (v,w1) ∈ π1, (v,w2) ∈ π2.
If w1 6= w2, then we say that π1, π2 split on v.
If π1, π2 merge or split on v, then we say that they branch on v.
We get our desired definition of homomorphism by adding a requirement to the above weak
definition that branches are not destroyed by the mapping.
Definition 2.4.2 (Path System Homomorphisms). Given path systems S = (V,Π) and S′ =
(V ′,Π′), we say that S is homomorphic to S′, written S → S′, if there is a pair of maps (φ : V →
V ′, ρ : Π→ Π′) such that
• (Subpath Condition) For any π = (v1, . . . , vk) ∈ Π, we have φ(π) := (φ(v1), . . . , φ(vk)) ⊆ ρ(π).
• (Branching Condition)
– If π1, π2 ∈ Π merge on v ∈ V , if (u1, v) ∈ π1, (u2, v) ∈ π2, then ρ(π1), ρ(π2) merge on a
node x′ ∈ V ′ satisfying φ(u1) < x
′ ≤ φ(v) ∈ ρ(π1) and φ(u2) < x
′ ≤ φ(v) ∈ ρ(π2).
– If π1, π2 ∈ Π split on v ∈ V , if (v,w1) ∈ π1, (v,w2) ∈ π2, then ρ(π1), ρ(π2) split on a
node x′ ∈ V ′ satisfying φ(v) ≤ x′ < φ(w1) ∈ ρ(π1) and φ(v) ≤ x
′ < φ(w2) ∈ ρ(π2).
We will carry the above notation throughout the paper: if π = (v1, . . . , vk) then we write φ(π) as
a shorthand for the path (φ(v1), . . . , φ(vk)). In our homomorphism-related proofs, we will usually
only cover the branching condition in the case of merges, since the case of splits almost always
follows from an identical/symmetric argument. We remark that we are not aware of any natural
simplifications to our definition of homomorphism in which these properties are all still satisfied;
in particular, the fact that we do not want an arbitrary acyclic path system to be homomorphic to
a system consisting of one big long path seems to preclude many natural attempts to simplify.
We will next prove that our three desired intuitive properties of homomorphisms are satisfied.
7Acyclic path systems are formally defined in Section 5, but the notion is intuitive: their paths are not arranged
into any directed cycle.
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Homomorphisms Capture Subsystems. We shall first prove that, if one path system is ob-
tained from another by adding new nodes/vertices, then the latter is homomorphic to the former.
Definition 2.4.3 (Subsystems). We say that a path system S1 = (V1,Π1) is a subsystem of a path
system S2 = (V2,Π2), written S1 ⊆ S2, if S1 can be obtained from S2 by deleting zero or more nodes
from V2 and all instances of these nodes from all paths in Π2, and also by deleting zero or more
paths from Π2 entirely.
Lemma 2.4.4. If S1 = (V1,Π1) is a subsystem of S2 = (V2,Π2), then S1 → S2.
Proof. By definition of subsystems we have V1 ⊆ V2, so we may let φ : V1 → V2 be an identity map.
Additionally, there is an injective map ρ that maps each π ∈ Π1 to the corresponding path in Π2
satisfying π ⊆ ρ(π). We claim that this pair (φ, ρ) is a homomorphism from S1 to S2. We verify:
• (Subpath Condition) For any π ∈ Π1, we have
φ(π) = π ⊆ ρ(π)
and so the subpath condition holds.
• (Branching Condition) Suppose that π, π′ ∈ Π1 merge on v ∈ V1, and let u 6= u
′ ∈ V1 such
that (u, v) ∈ π and (u′, v) ∈ π′. Let Z := S2 \ S1; by construction we then have z ∈ Z for
every node
z ∈
(
ρ(π)[u v] ∪ ρ(π′)[u′  v]
)
\ {u, u′, v}.
We have u′ /∈ {u, v}, and u′ ∈ S1 so u
′ /∈ Z, and thus u′ /∈ ρ(π)[u v]. By a similar argument
we have u /∈ ρ(π′)[u′  v]. Thus
ρ(π)[u v] 6⊆ ρ(π′)[u′  v] and ρ(π′)[u′  v] 6⊆ ρ(π)[u v].
It follows that ρ(π), ρ(π′) merge on a node x ∈ V2 satisfying u < x ≤ v ∈ ρ(π) and u
′ < x ≤
v ∈ ρ(π′), and so the branching condition holds.
Homomorphisms are Transitive. We next argue transitivity. Let Si = (Vi,Πi) for each i ∈
{1, 2, 3}, Suppose that S1 → S2 by maps φ12, ρ12 and S2 → S3 by maps φ23, ρ23. Let φ13 := φ12◦φ23
and ρ13 := ρ12 ◦ ρ23. We then have:
Lemma 2.4.5. The maps φ13, ρ13 satisfy the subpath condition.
Proof. For any π ∈ Π1, we have φ12(π) ⊆ ρ12(π) by the subpath condition, and so
φ23(φ12(π)) ⊆ φ23(ρ12(π)).
Additionally, since ρ12(π) ∈ Π2, we have that φ23(ρ12(π)) ⊆ ρ23(ρ12(π)) by the subpath condition.
Combined with the above, we have
φ23(φ12(π)) ⊆ φ23(ρ12(π)) ⊆ ρ23(ρ12(π)).
Thus (φ12 ◦ φ23)(π) ⊆ (ρ12 ◦ ρ23)(π) and so φ13(π) ⊆ ρ13(π), and the subpath condition is satisfied.
Lemma 2.4.6. The maps φ13, ρ13 satisfy the branching condition.
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Proof. Suppose that π, π′ ∈ Π1 merge on a node v1 ∈ V1, and let (u1, v1) ∈ π, (u
′
1, v1) ∈ π
′ Applying
the branching condition, we have that ρ12(π), ρ12(π
′) merge on some v2 ∈ V2 with
φ12 (u1) < v2 ≤ φ12 (v1) ∈ ρ12 (π) and
φ12
(
u′1
)
< v2 ≤ φ12 (v1) ∈ ρ12
(
π′
)
and so
φ23 (φ12 (u1)) < φ23 (v2) ≤ φ23 (φ12 (v1)) ∈ φ23 (ρ12 (π)) and
φ23
(
φ12
(
u′1
))
< φ23 (v2) ≤ φ23 (φ12 (v1)) ∈ φ23
(
ρ12
(
π′
))
.
By the subpath condition we have
φ23 (ρ12 (π)) ⊂ ρ23 (ρ12 (π)) and φ23
(
ρ12
(
π′
))
⊂ ρ23
(
ρ12
(
π′
))
and so, combined with the above:
φ23 (φ12 (u1)) < φ23 (v2) ≤ φ23 (φ12 (v1)) ∈ ρ23 (ρ12 (π)) and
φ23
(
φ12
(
u′1
))
< φ23 (v2) ≤ φ23 (φ12 (v1)) ∈ ρ23
(
ρ12
(
π′
))
.
(2)
Now let u2, u
′
2 ∈ V2 such that (u2, v2) ∈ ρ12(π), (u
′
2, v2) ∈ ρ12(π
′). Applying the branching
condition to the fact that ρ12(π), ρ12(π
′) merge on v2, we then have that ρ23(ρ12(π)), ρ23(ρ12(π
′))
merge on some v3 ∈ V3 satisfying
φ23 (u2) < v3 ≤ φ23 (v2) ∈ ρ23 (ρ12 (π)) and
φ23
(
u′2
)
< v3 ≤ φ23 (v2) ∈ ρ23
(
ρ12
(
π′
))
.
(3)
Combining (2) and (3), we have
φ23(u2) < v3 ≤ φ23(φ12(v1)) ∈ ρ23(ρ12(π)) and
φ23(u
′
2) < v3 ≤ φ23(φ12(v1)) ∈ ρ23(ρ12(π
′)).
(4)
Next, we note that φ12(u1) < v2 ∈ ρ12(π) while by definition u2 immediately precedes v2 in ρ12(π),
and similar for u′1, π
′, u′2. We thus have
φ12 (u1) ≤ u2 ∈ ρ12(π) and
φ12
(
u′1
)
≤ u′2 ∈ ρ12(π
′)
and so
φ23 (φ12 (u1)) ≤ φ23 (u2) ∈ φ23 (ρ12 (π)) and
φ23
(
φ12
(
u′1
))
≤ φ23
(
u′2
)
∈ φ23 (ρ12 (π)) .
Applying the subpath condition to the above, we get
φ23 (φ12 (u1)) ≤ φ23 (u2) ∈ ρ23 (ρ12 (π)) and
φ23
(
φ12
(
u′1
))
≤ φ23
(
u′2
)
∈ ρ23 (ρ12 (π)) .
(5)
Combining (4) and (5), we get
φ23 (φ12 (u1)) < v3 ≤ φ23 (φ12 (v1)) ∈ ρ23 (ρ12 (π)) and
φ23
(
φ12
(
u′1
))
< v3 ≤ φ23 (φ12 (v1)) ∈ ρ23
(
ρ12
(
π′
))
and thus the branching condition is satisfied by φ12 ◦ φ23 = φ13, ρ12 ◦ ρ23 = ρ13.
Together, Lemmas 2.4.5 and 2.4.6 immediately imply:
Lemma 2.4.7. We have S1 → S3 by maps φ13, ρ13.
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Homomorphisms Transfer Strong Metrizability. We now prove inheritance of strong metriz-
ability. Let S1 = (V1,Π1) be a path system in G1 = (V1, E1), and let S2 = (V2,Π2) be a path system
that is s.m. as witnessed by G2 = (V2, E2, w
2). Let φ, ρ be the maps witnessing S1 → S2. We equip
G1 with a weight vector w
1 ∈ RE1 , defined as
w1(u1,v1) := distG2 (φ (u1) , φ (u2)) .
Our goal is now to show that G1 = (V1, E1, w
1) witnesses that S1 is s.m. Specifically, consider an
arbitrary path
π =
(
x1, . . . , xk
)
∈ Π1
and we will show that π is a unique shortest x1  xk path in G1.
Lemma 2.4.8.
|π|G1 = distG2
(
φ
(
x1
)
, φ
(
xk
))
.
Proof. We have
|π|G1 =
k−1∑
i=1
w1(xi,xi+1) =
k−1∑
i=1
distG2
(
φ
(
xi
)
, φ
(
xi+1
))
.
By the subpath condition, φ(π) ⊆ ρ(π)[φ(x1) φ(xk)]. Since ρ(π) ∈ Π2 is a unique shortest path
in G2, by Fact 2.1.3 ρ(π)[φ(x
1) φ(xk)] is also a unique shortest path in G2, and thus we have
distG2
(
φ
(
x1
)
, φ
(
xk
))
=
k−1∑
i=1
distG2
(
φ
(
xi
)
, φ
(
xi+1
))
= |π|G1 .
Lemma 2.4.9. If π′ =
(
x1 = x′1, x′2, . . . , x′k−1, x′k = xk
)
is a shortest x1  xk path in G1, then
we have φ(π′) ⊆ ρ(π).
Proof. We have ∣∣π′∣∣
G1
=
k−1∑
i=1
w1(x′i,x′i+1) =
k−1∑
i=1
distG2
(
φ
(
x′i
)
, φ
(
x′i+1
))
by definition of w2. We also have∣∣π′∣∣
G1
≤ |π|G1 = distG2
(
φ
(
x1
)
, φ
(
xk
))
where the first inequality follows from the fact that π′ is a shortest x1  xk path, and the second
equality from Lemma 2.4.8. Thus
k−1∑
i=1
distG2
(
φ
(
x′i
)
, φ
(
x′i+1
))
≤ distG2
(
φ
(
x1
)
, φ
(
xk
))
.
Since {φ(x′i)} is a x′1 = x1  x′k = xk path (not necessarily in G2), it follows that this inequality
must in fact be an equality: we have
k−1∑
i=1
distG2
(
φ
(
x′i
)
, φ
(
x′i+1
))
= distG2
(
φ
(
x1
)
, φ
(
xk
))
.
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This is possible only if every x′i lies on a shortest φ(x1)  φ(xk) in order, i.e. there is some
shortest φ(x1)  φ(xk) path q such that φ(π′) ⊆ q. Since ρ(π) ∈ Π2 it is a unique shortest path
in G2 and φ(x
1), φ(xk) ∈ ρ(π), by Fact 2.1.3 the unique shortest φ(x1) φ(xk) path q is actually
ρ(π)[φ(x1) φ(xk)]. Thus we have
φ(π′) ⊆ q = ρ(π)[φ(x1) φ(xk)] ⊆ ρ(π)
and the lemma follows.
Lemma 2.4.10. The path π is the unique shortest x1  xk path.
Proof. Let π′ :=
(
x1 = x′1, x′2, . . . , x′k−1, x′k = xk
)
be a shortest x1  xk path. We shall prove that
π = π′ by rising induction over the nodes. For the base case, we have already assumed x1 = x′1. For
the inductive step, we assume that xi = x′i for all i ≤ j < k and then we show that xj+1 = x′j+1 as
follows. Consider the edge (xj = x′j, x′j+1) ∈ E1, and let q ∈ Π1 be a path for which (x
j , x′j+1) ∈ q.
From Lemma 2.4.9 we have
φ
(
π′
)
⊆ ρ (π)
[
φ
(
x1
)
 φ
(
xk
)]
,
and thus
φ
(
xj
)
< φ
(
x′j+1
)
∈ ρ (π) .
Since we also have φ(xj) < φ(x′j+1) ∈ ρ(q), and since S2 is s.m. and therefore consistent (by Fact
2.2.4), it follows that
ρ (q)
[
φ
(
xj
)
 φ
(
x′j+1
)]
= ρ (π)
[
φ
(
xj
)
 φ
(
x′j+1
)]
and thus ρ(q), ρ(π) do not split on any node v ∈ V2 satisfying
φ
(
xj
)
≤ v < φ
(
x′j+1
)
∈ ρ(q) and φ
(
xj
)
≤ v < φ
(
x′j+1
)
∈ ρ(π).
Thus, by the branching condition in contrapositive, q and π do not split on the node xj. Since q, π
do intersect on xj, by definition they split on xj unless their following nodes are equal.x′j+1 = xj+1.
Thus we have x′j+1 = xj+1. By induction it follows that x′j = xj for all 1 ≤ j ≤ k, and so π′ = π
and so π is a unique shortest path in G1.
It follows, in general, that:
Lemma 2.4.11. If S1 → S2 and S2 is s.m., then S1 is also s.m.
We will often use this lemma in contrapositive; that is, if S1 → S2 and S1 is not s.m., then S2
is also not s.m.
3 Characterizations of Strong Metrizability
We will now start to prove some theorems that characterize the structure of strong metrizability.
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3.1 Background on Flow
Before launching into our main characterization theorems, we will recall some basic facts about
flows. This material is mostly standard, although the phrasing in our algebraic framework is a bit
unusual.
Definition 3.1.1 (Flow). An s  t flow is a vector f ∈ R
P2[V ]
≥0 satisfying ∂(f) = λ(−s + t) for
some λ ∈ R≥0. The parameter λ is then called the value of the flow f .
For a flow f , we write λf to denote its value. Note that if λf = 0 then f may be considered a
flow between any endpoints we like. An s  t flow f is unsplit if f = λf (∂(π) + (s, t)) for some
π ∈ Λ, i.e. the “edges” in its support can be arranged into a single directed s  t path, or it is
split otherwise. It is acyclic if there is no simple cycle c ∈ χ for which supp(∂(c)) ⊆ supp(f).
Fact 3.1.2. If f is an acyclic flow and λf = 0, then f = 0.
Proof. (By contrapositive) suppose that λf = 0 but f 6= 0, and our goal is to show that f is not
acyclic. Let (u, v) ∈ supp(f); then there must be w ∈ V such that (v,w) ∈ supp(x) or else we would
have ∂(f)v > 0. We can iterate this argument indefinitely to generate a path π = (u, v, w, . . . ).
After at most |V |+1 iterations π must be non-simple by the pigeonhole principle, so there is c ∈ χ
with supp(∂(c)) ⊆ supp(∂(π)). Since we also have (u, v) ∈ supp(f) for each (u, v) ∈ π, this implies
supp(∂(c)) ⊆ supp(f) and so f is not acyclic.
Fact 3.1.3. If f is an s  t flow, then there is an acyclic s  t flow f ′ as well as x ∈ Rχ≥0 such
that f = f ′ + ∂(x). Moreover, if f has integer entries, we may choose f ′, x to have integer entries
as well.
Proof. If f is itself acyclic then we can simply take f ′ := f and x = 0. Otherwise, let c ∈ χ such
that each (u, v) ∈ c has (u, v) ∈ supp(f). Let
(a, b) := arg min
(a,b)∈c
(f − ∂(x))(a,b) and ℓ = f(a,b).
We then have
f − ℓ∂(c) ≥ 0 and ∂ (f − ℓ∂(c)) = ∂(f)− ℓ∂ (∂(c)) = ∂(f),
and so f − ℓ∂(c) is still an s  t flow. We may thus iterate this process by setting f ← f − ℓ∂(c)
and repeat until we arrive at some acyclic f ′. We note that (a, b) is removed from the support of
f after each iteration, and hence the process terminates after finitely many iterations.
Hence, if there are k total iterations and ℓi, ci are the parameters chosen in each iteration i,
then we have
f = f ′ +
k∑
i=1
ℓi∂ (ci)
= f ′ + ∂
(
k∑
i=1
ℓi∂ (ci)
)
= f ′ + ∂(x) for some x ∈ Rχ≥0.
Finally, we note that if f has integer entries then by construction each ℓi is an integer; thus x has
integer entries, and so f − ∂(x) = f ′ has integer entries as well.
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Fact 3.1.4. For any f ∈ R
P2[V ]
≥0 with ∂(f) = 0, there is x ∈ R
χ
≥0 with ∂(x) = f . Moreover, if f
has integer entries, we may choose x to have integer entries as well.
Proof. Note that f is an s  t flow (for any s, t) and so, by Fact 3.1.3 there is an acyclic flow f ′
and x ∈ Rχ≥0 such that f = f
′ + ∂(x). We then have
∂(f) = ∂(f ′) + ∂(∂(x))
= ∂(f ′), by Fact 2.1.7
and so ∂(f) = ∂(f ′) = 0. Since f ′ is acyclic with ∂(f ′) = 0, by Fact 3.1.2 we have f ′ = 0, and thus
f = ∂(x). The integrality condition is immediately inherited from the integrality condition in Fact
3.1.3.
Fact 3.1.5 (Path Decomposition). For any s  t flow f , there are x ∈ Rχ≥0, p ∈ R
Ψs t
≥0 with
∂(x+ p) + λf (s, t) = f .
Proof. First, let us consider the special case in which f is acyclic. We have
∂ (f + λf (t, s)) = ∂(f) + ∂ (λf (t, s)) = λf (−s+ t) + λf (−t+ s) = 0.
Hence, by Fact 3.1.4, there is x ∈ R
χ[V ]
≥0 with ∂(x) = f + λf (t, s). Set p ← 0; we then iteratively
modify x, p as follows. Consider each c ∈ supp(x) with (t, s) ∈ c in some arbitrary order. Let πc
be the s t path obtained by treating c as a circularly-ordered set of nodes and then splitting the
ordering between t and s; note that πc is a simple path since c is a simple cycle. We then set
ppic ← xc and xc ← 0.
Note that after each particular c is considered the value of ∂(x+ p) changes by
xc∂ (πc)− xc∂(c) = −xc(s, t)− xc(t, s).
Thus after all c are considered, we have
∂(x+ p) = f + λf (t, s)−

 ∑
(t,s)∈c∈supp(x)
xc

 ((s, t) + (t, s)).
Since f is an acyclic s t flow we have f(t,s) = 0, and so∑
(t,s)∈c∈supp(x)
xc = ∂(x)(t,s) = (f + λf (t, s))(t,s) = f(t,s) + λf = λf
and so
∂(x+ p) = f + λf (t, s)− λf ((s, t) + (t, s))
= f − λf (s, t)
and so ∂(x+ p) + λf (s, t) = f .
Now, let us consider the general case in which f may not be acyclic. By Fact 3.1.3 we may find
an acyclic s  t flow f ′ and x ∈ Rχ≥0 with f = f
′ + ∂(x). We can then run the above argument
over f ′ to find x ∈ Rχ≥0, p ∈ R
Ψs t
≥0 with ∂(x+ p) + λf ′(s, t) = f
′. We then have
f = f ′ + ∂ (x)
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= ∂(x+ p) + λf ′(s, t) + ∂ (x)
= ∂ ((x+ x) + p) + λf ′(s, t)
= ∂ ((x+ x) + p) + λf (s, t) since λf ′ = λf
and so x+ x, p satisfy the lemma for general f .
We finish our exposition on flow with a few useful definitions about multiflows.
Definition 3.1.6 (Multiflows). A k-multiflow F = (f1, . . . , fk) over a graph G = (V,E) is an
ordered list of k flows (with possibly different endpoints) over G.
A multiflow F is unsplit/acyclic if each f i ∈ F is unsplit/acyclic.
Definition 3.1.7 (F(S)). Let S = (V,Π = {π1, . . . , πk}, w) be a (possibly weighted) path system
and let si  ti be the endpoints of each πi. We define F(S) = (f
1, . . . , fk) to be the k-multiflow
where for each 1 ≤ i ≤ k, we have
f i := wpii (∂ (πi) + (si, ti)) . (6)
Note that F(S) is an ordered list whereas Π as an unordered set. Hence, part of the definition
of F(S) involves fixing an order of the paths π ∈ Π. This choice is arbitrary; any fixed ordering
may be used. A key new definition of this paper is as follows:
Definition 3.1.8 (Rigid Multiflows). A k-multiflow F = (f1, . . . , fk) is rigid if there is no distinct
k-flow F ′ = (f ′1, . . . , f ′k) 6= F satisfying
∂
(
f i
)
= ∂
(
f ′i
)
for all 1 ≤ i ≤ k, and (7)
k∑
i=1
f i =
k∑
i=1
f ′i. (8)
Fact 3.1.9. Let S = (V,Π, w) with |Π| ≥ 2. If F(S) is rigid, then S is simple.
Proof. (By contrapositive) let F(S) = (f1, . . . , fk) with k ≥ 2, and suppose π1 ∈ Π is non-simple.
Let c ⊆C π1 with c ∈ χv. We then define flows
f ′1 := f1 −wpi1∂(c), f
′2 := f2 + wpi1∂(c).
(Note that wpi1∂(c) ≤ f
1 and so we still have the necessary property f ′1 ≥ 0.) Now define
F ′ :=
(
f ′1, f ′2, f3, . . . , fk
)
.
We shall now argue that F ′ witnesses non-rigidity of F . We have f ′1 6= f1, f ′2 6= f2 and so F ′ 6= F .
We next verify (7). For i /∈ {1, 2} the condition is immediate; for i ∈ {1, 2} we compute
∂
(
f ′1
)
= ∂
(
f1 − ∂(c)
)
= ∂
(
f1
)
− ∂ (∂(c)) = ∂
(
f1
)
, and
∂
(
f ′2
)
= ∂
(
f2 + ∂(c)
)
= ∂
(
f2
)
+ ∂ (∂(c)) = ∂
(
f2
)
.
Finally, we verify (8). It clearly suffices to show that f ′1+f ′2 = f1+f2 since all other corresponding
flows in F(S), F ′ are equal. We have
f ′1 + f ′2 =
(
f1 − ∂(c)
)
+
(
f2 + ∂(c)
)
= f1 + f2.
Finally, we remark that it can be proved that rigidity is independent of path weights: that is, if
S = (V,Π, w) and S′ = (V,Π, w′) with supp(w′) = supp(w), then F(S) is rigid if and only if F(S′)
is rigid. We omit this proof as it is not directly necessary in our arguments. However, it is perhaps
useful intuition to think of rigidity as a property of unweighted path systems.
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3.2 A Flow-Based Characterization Theorem
Our goal is to prove the following characterization theorem:
Theorem 3.2.1. A path system S = (V,Π) with |Π| ≥ 2 is s.m. if and only if F(S) is rigid.
This theorem does not hold in general when |Π| = 1; consider e.g. Π = {(abcbd)}, which is not
simple and thus not s.m., and yet F(S) is rigid as a singleton multiflow. Let us run through some
high-level intuition behind Theorem 3.2.1 before launching into the details. Given a path system
S = (V,Π), imagine that we have some graph G that contains S, and we place a walker at the start
node of each π ∈ Π, and we want them to each walk to the corresponding end node. We suggest
to each walker that they take the route indicated by the path Π. However, the walkers realize that
they can collectively disobey our suggestions, rerouting their paths in some clever way, such that
in the end the same total ground is covered (i.e. the same number of walkers pass over each edge
of G as if the suggested paths π ∈ Π had been taken). If this rerouting is possible, then it acts
as a certificate that not all π ∈ Π can be a unique shortest path in G regardless of weights: some
walkers chose alternate paths, and yet the total distance travelled by all walkers did not increase.
Hence S is not s.m.
One can think of these alternate paths chosen by the walkers, which prove that S is not s.m., as
an unsplit multiflow F ′ witnessing non-rigidity of F(S). In general, one can extend this argument
to observe that fractional reroutings (in which a walker can “partially” take one path and partially
take another) also suffice in the same way to certify that S is not s.m., and these correspond to
general (possibly split) multiflows F ′ witnessing non-rigidity of F(S). Finally, it turns out that
these certificates are exhaustive: for every S that is not s.m., there is a refutation by a multiflow F ′
along these lines. The intuition behind this last step is much like the intuition behind LP duality,
although there is a technical difference: we rely on Gordan’s Lemma, a theorem of the alternative
similar to Farkas’ Lemma (the usual workhorse behind LP duality) that more precisely suits our
needs.
Lemma 3.2.2 (Gordan’s Lemma). Let A ∈ Rm×n. Then exactly one of the following two state-
ments is true:
1. There exists w ∈ Rn with Aw > 0, or
2. There exists y 6= 0 ∈ Rm≥0 with yA = 0.
We now begin to prove Theorem 3.2.1. Let S = (V,Π) be a path system in a graph G = (V,E),
and let si  ti be the endpoints of each πi ∈ Π. We shall convert strong metrizability of S into a
statement about matrix math, so that we can apply Gordan’s Lemma. Here, the following matrices
will be useful:
• Let
Q := {(q, πi) | πi ∈ Π and q 6= πi ∈ Ψsi ti} ,
and then define a matrix AQ ∈ R
Q×E that implements the linear map defined by
(q, πi) ·AQ = ∂ (q − πi) for all (q, πi) ∈ Q.
• Define a matrix Aχ ∈ R
χ×E that implements the linear map defined by
c · Aχ = ∂(c) for all c ∈ χ.
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• Define A ∈ R(Q∪χ)×E by appending AQ, Aχ together.
Lemma 3.2.3. S is s.m. if and only if there exists w ∈ RE with Aw > 0.
Proof. By Fact 2.2.3, S is s.m. if and only if we can equip G with a weight vector w ∈ RE such
that (1) for each πi ∈ Π and each q 6= πi ∈ Ψsi ti we have |πi|G < |q|G, and (2) each c ∈ χ has
|c|G > 0. By Fact 2.1.8, we can rewrite (1) as
(∂ (πi) + (s, t)) · w < (∂(q) + (s, t)) · w for all (q, πi) ∈ Q
0 < ∂ (q − πi) · w for all (q, πi) ∈ Q
0 < AQw.
Similarly, we can rewrite (2) as
∂(c) · w > 0 for all c ∈ χ
Aχw > 0.
Thus S is s.m. if and only if there is w ∈ RE with AQw > 0 and Aχw > 0, which is equivalent to
Aw > 0.
Lemma 3.2.4. If F(S) is not rigid, then there exists y 6= 0 ∈ RQ∪χ≥0 with yA = 0.
Proof. Suppose F(S) is not rigid and let F(S) = (f1, . . . , fk) 6= F ′ = (f ′1, . . . , f ′k) satisfy (7) and
(8) in Definition 3.1.8. For each 1 ≤ i ≤ k, let xi, pi be a path decomposition of f ′i ∈ F ′, i.e.
∂(xi + pi) + λi(si, ti) = f
′i as in Fact 3.1.5. Now for each pi ∈ RΨsi ti , let p′i ∈ RQ such that for
all q 6= πi ∈ Ψsi ti we have p
′i
(q,pii)
:= piq (and p
′i
(q′,q) := 0 otherwise). We define
yQ :=
k∑
i=1
p′i and yχ :=
k∑
i=1
xi
and form y ∈ RQ∪χ by concatenating yQ, yχ. We then compute:
yA = yQAQ + y
χAχ
=
(
k∑
i=1
p′i
)
AQ +
(
k∑
i=1
xi
)
Aχ by definition of y
Q, yχ
=
(
k∑
i=1
p′i
)
AQ + ∂
(
k∑
i=1
xi
)
by definition of Aχ
=

 k∑
i=1
∑
(q,pii)∈Q
piq · (q, πi)

AQ + ∂
(
k∑
i=1
xi
)
by definition of p′
=

 k∑
i=1
∑
(q,pii)∈Q
piq · ∂ (q − πi)

+ ∂
(
k∑
i=1
xi
)
by definition of AQ
=

 k∑
i=1
∑
q 6=pii∈Ψsi ti
piq · ∂ (q − πi)

+ ∂
(
k∑
i=1
xi
)
by definition of Q
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=
 k∑
i=1
∑
q∈Ψsi ti
piq · ∂ (q − πi)

+ ∂
(
k∑
i=1
xi
)
since ∂ (πi − πi) = 0
=

 k∑
i=1
∑
q∈Ψsi ti
piq · ∂(q)

 + ∂
(
k∑
i=1
xi
)
−

 k∑
i=1
∑
q∈Ψsi ti
piq · ∂ (πi)


= ∂
(
k∑
i=1
pi
)
+ ∂
(
k∑
i=1
xi
)
−

 k∑
i=1
∑
q∈Ψsi ti
piq · ∂ (πi)


= ∂
(
k∑
i=1
pi
)
+ ∂
(
k∑
i=1
xi
)
−

 k∑
i=1
∂ (πi) ·
∑
q∈Ψsi ti
piq


= ∂
(
k∑
i=1
pi
)
+ ∂
(
k∑
i=1
xi
)
−
(
k∑
i=1
∂ (πi) · λf ′i
)
= ∂
(
k∑
i=1
pi
)
+ ∂
(
k∑
i=1
xi
)
−
(
k∑
i=1
∂ (πi) · λf i
)
since λf i = λf ′i by (7)
= ∂
(
k∑
i=1
pi
)
+ ∂
(
k∑
i=1
xi
)
−
(
k∑
i=1
·∂ (πi)
)
since λf i = 1
= ∂
(
k∑
i=1
pi
)
+ ∂
(
k∑
i=1
xi
)
−
(
k∑
i=1
f i − (si, ti)
)
by definition of F(S)
= ∂
(
k∑
i=1
pi
)
+ ∂
(
k∑
i=1
xi
)
+
k∑
i=1
(si, ti)−
(
k∑
i=1
f i
)
= ∂
(
k∑
i=1
pi
)
+ ∂
(
k∑
i=1
xi
)
+
k∑
i=1
(si, ti)−
(
k∑
i=1
f ′i
)
by (8)
=
k∑
i=1
∂
(
pi + xi
)
+ (si, ti)− f
′i
= 0. by Fact 3.1.5
Lemma 3.2.5. If there exists y 6= 0 ∈ RQ∪χ≥0 with yA = 0, then F(S) is not rigid.
Proof. If S is not simple, then F(S) is not rigid by Fact 3.1.9 and we are done. So, assume that S
is simple. Let yQ, yχ be the restriction of y to its indices in Q,χ respectively. It will be convenient
to assume without loss of generality that y is scaled down such that∑
(q,pii)∈Q
yQ(q,pii) ≤ 1 for any i.
Let F(S) = (f1, . . . , fk), and define a multiflow F ′ := (f ′1, . . . , f ′k) where
f ′i :=

 ∑
(q,pii)∈Q
y(q,pii) (∂(q) + (si, ti))

+

1− ∑
(q,pii)∈Q
y(q,pii)

 (∂ (πi) + (si, ti))
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plus we additionally add ∂(yχ) to (say) f ′1. (Note, by assumption, that all scalars in these expres-
sions are positive and so f ′i ≥ 0.) We now claim that F ′ witnesses non-rigidity of F(S). First, we
argue that F ′ 6= F(S). Since y 6= 0 there is (q, πi) ∈ Q with y(q,pii) > 0; hence for each (u, v) ∈ q
we have (u, v) ∈ supp(f ′i). Since πi is simple and q 6= πi, there is (u, v) ∈ q with (u, v) /∈ πi, so we
have (u, v) ∈ supp(f ′i) but (u, v) /∈ supp(f i), so f ′i 6= f i and F ′ 6= F(S).
Next we verify that (7) holds:
∂(f ′i) = ∂



 ∑
(q,pii)∈Q
y(q,pii) (∂(q) + (si, ti))

+

1− ∑
(q,pii)∈Q
y(q,pii)

 (∂ (πi) + (si, ti)) + ∂ (yχ)


=
∑
(q,pii)∈Q
y(q,pii)∂ (si, ti) +

1− ∑
(q,pii)∈Q
y(q,pii)

 ∂ (si, ti) by Fact 2.1.7
= ∂ (si, ti)
= ∂ (∂ (πi)) + ∂ (si, ti) by Fact 2.1.7
= ∂ (∂ (πi) + (si, ti))
= ∂
(
f i
)
.
Finally we verify that (8) holds:
k∑
i=1
f ′i =
k∑
i=1



 ∑
(q,pii)∈Q
y(q,pii) (∂(q) + (si, ti))

+

1− ∑
(q,pii)∈Q
y(q,pii)

 (∂ (πi) + (si, ti))

+ ∂ (yχ)
=
k∑
i=1



 ∑
(q,pii)∈Q
y(q,pii) (∂(q)− ∂(πi))

+ (∂ (πi) + (si, ti))

+ ∂ (yχ)
=

 k∑
i=1
∑
(q,pii)∈Q
y(q,pii) (∂(q)− ∂ (πi))

+
(
k∑
i=1
∂ (πi) + (si, ti)
)
+ ∂ (yχ)
=

∂ (yχ) + ∑
(q,pi)∈Q
y(q,pi) (∂(q)− ∂(π))

+
(
k∑
i=1
∂ (πi) + (si, ti)
)
= yA+
(
k∑
i=1
∂ (πi) + (si, ti)
)
by definition of A
= yA+
(
k∑
i=1
f i
)
by definition of F(S)
=
k∑
i=1
f i by hypothesis.
We now put it together:
Proof of Theorem 3.2.1. By Gordan’s Lemma (3.2.2), there exists w ∈ RE with Ax > 0 if and
only if there does not exist y 6= 0 ∈ RQ∪C≥0 with yA = 0. By Lemma 3.2.3, the former condition
is equivalent to the statement that S is s.m. By Lemmas 3.2.4 and 3.2.5, the latter condition is
equivalent to the statement that F(S) is rigid.
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It will be useful later to slightly strengthen Theorem 3.2.1 as follows:
Fact 3.2.6. If F(S) is non-rigid, then there is a multiflow F ′ witnessing this fact such that for
each f ′i ∈ F ′ we have f ′i ∈ Q
P2[V ]
≥0 (i.e. the flow uses all rational values).
Proof. The solution space of all possible multiflows F ′ ∈ Rk×P2[V ] satisfying (7) and (8) can be
described by a finite set of linear constraints with rational coefficients. Since we assume that F(S)
is non-rigid, there is F ′ 6= F(S) in the solution space, so we know that the feasible region of these
constraints is not a single point. Thus it contains a nontrivial line segment in Rk×P2[V ] with one
endpoint at F(S), which has rational coordinates. Since the constraints are rational we may assume
that this line segment has rational slope. Hence there exists F ′ 6= F(S) on this feasible line segment
with entirely rational values.
Finally, we note that Theorem 3.2.1 implies the following algorithmic corollary:
Corollary 3.2.7. Given a path system S = (V,Π), one can determine whether or not S is s.m.
with a call to a linear program on m · |Π| variables and n|Π|+m|Π|+m constraints, where n := |V |
and
m :=
∣∣∣∣
{
(u, v) ∈
(
V
2
)
| (u, v) ∈ π for some π ∈ Π
}∣∣∣∣ .
Proof. Let G = (V,
(
V
2
)
) be the complete directed graph, and let the “capacity” c(u,v) of each edge
(u, v) be a nonnegative integer indicating the number of times (u, v) appears in any path π ∈ Π (i.e.
we count π ∈ Π multiple times if (u, v) appears in multiple places in π). Let P be the set of node
pairs in V that are the endpoints of a path π ∈ Π. Now consider the following multicommodity flow
feasibility problem: the goal is to simultaneously push one unit of flow between each pair of nodes
in P , obeying the constraints that each edge (u, v) has exactly c(u,v) total flow passing through it.
We can set this up as a set of linear constraints in the standard way:
• We have a set A of |A| = m|Π| variables, each indicating the amount of flow for each path
π ∈ Π that is pushed along each edge of positive capacity, and
• n|Π| +m|Π| +m linear constraints, indicating that (1) incoming flow for each path is equal
to outgoing flow for that path at each node (except for the source and sink of the path, at
which these values differ by 1), (2) the flow of each path on each edge is nonnegative, and (3)
for each edge (u, v) the total flow on that edge is exacxtly c(u,v).
These constraints are trivially feasible by the flow that pushes 1 unit of flow corresponding to each
path π ∈ Π along the path π itself. By Theorem 3.2.1, we have that S is s.m. if and only if this is
the unique way to satisfy these constraints. It is shown in [4] that we can test uniqueness by solving
an LP over the same constraints with a particular carefully-chosen objective function (which can
be found in negligible runtime).
3.3 A Path System-Based Characterization Theorem
After our foray into flow, in this section we will move back entirely into the world of path
systems. We have already discussed straightforward observations that a path system can be s.m.
only if it is consistent (Fact 2.2.4), and that we can assume without loss of generality that our path
systems are nontrivial (Fact 2.2.5). We will thus refine Theorem 3.2.1, restricting our attention to
this setting:
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Theorem 3.3.1. A path system S = (V,Π) is s.m. if and only if it is consistent and there is no
semisimple, nontrivial, skip-free path system S′ = (V,Π′, w′) 6= S with ∂(S′) = ∂(S). Moreover, if
such an S′ exists, then we may assume that it has rational weights (i.e. w′ ∈ QΛ).
We remark that this theorem uses our background assumption that each v ∈ V appears in at
least one path in Π and at least one path in Π′; otherwise we may trivially obtain S′ 6= S with
∂(S) = ∂(S′) by adding a dummy node to S.
Forwards Direction of Theorem 3.3.1. Let us start by proving Theorem 3.2.1 in the forwards
direction. By Facts 2.2.4 and 2.2.5 we may assume without loss of generality that S is consistent
and nontrivial. The rest of the proof will proceed in contrapositive: let S = (V,Π = {π1, . . . , πk})
where each πi has endpoints si  ti, suppose that there is a path system S
′ = (V,Π′, w′) 6= S with
the listed properties, and our goal is to show that S is not s.m.
Lemma 3.3.2. For all 1 ≤ i ≤ k, there exists π′ ∈ Π′ with endpoints si  ti.
Proof. We observe that ∂(S)(si,ti) < 0, since ∂(πi)(si,ti) = −1 and by Fact 2.2.6 S is skip-free so we
have (si, ti) /∈ πj for any j. Thus ∂(S
′)(si,ti) < 0 as well (since ∂(S) = ∂(S
′)), and so ∂(π′)(si,ti) < 0
for at least one π′ ∈ Π′. Thus π′ has endpoints si  ti.
Now let F(S) = (f1, . . . , fk),F(S′) = (f ′1, . . . , f ′j). Let F ′′ = (f ′′1, . . . , f ′′k), where
f ′′i :=
∑
f ′∈F(S′) is
an si ti flow
f ′.
We will now use F ′′ to prove that F(S) is not rigid (although F ′′ itself is not quite the multiflow
witnessing non-rigidity).
Lemma 3.3.3.
F ′′ 6= F(S)
Proof. If there is 1 ≤ i ≤ k such that Π′ contains two distinct si  ti paths, then we are done: by
construction f i is acyclic and unsplit, but f ′′i is not. So, suppose that there is exactly one si  ti
path π′z ∈ Π
′ for any given 1 ≤ i ≤ k (by Lemma 3.3.2 there are not zero such paths). Since S 6= S′
and ∂(S) = ∂(S′), there must be some 1 ≤ i ≤ k such that πi 6= π
′
z. It follows by construction that
f ′i 6= f ′′i for this i.
Lemma 3.3.4. For all 1 ≤ i ≤ k, we have ∂(f ′′i) = ∂(f i).
Proof. We compute:
∂
(
f ′′i
)
= ∂

 ∑
f ′∈F(S′) is
an si ti flow
f ′


= ∂

 ∑
pi′∈Π′ is
an si ti path
w′pi′
(
∂
(
π′
)
+ (si, ti)
)

 by definition of f ′
=
∑
pi′∈Π′ is
an si ti path
w′pi′ (∂ (∂(π)) + ∂ (si, ti))
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=
∑
pi′∈Π′ is
an si ti path
w′pi′ (−si + ti) by Fact 2.1.7
=

 ∑
pi′∈Π′ is
an si ti path
w′pi′

 (−si + ti)
= −∂(S′)(si,ti) · (−si + ti) since S
′ is skip-free
= −∂(S)(si,ti) · (−si + ti) since ∂(S) = ∂(S
′)
= (−si + ti) since S is skip-free, by Fact 2.2.6
= ∂
(
f i
)
.
Lemma 3.3.5.
k∑
i=1
f ′′i ≤
k∑
i=1
f i
Proof. We compute:
k∑
i=1
f i =
k∑
i=1
∂ (πi) + (si, ti)
= ∂ (S) +
k∑
i=1
(si, ti)
= ∂
(
S′
)
+
k∑
i=1
(si, ti) since ∂(S) = ∂(S
′)
=
(
j∑
i=1
wpi′i∂(π
′
i)
)
+
k∑
i=1
(si, ti) by definition of ∂(S
′)
=
(
j∑
i=1
f ′i
)
−
(
j∑
i=1
w′pi′i
· (s′i, t
′
i)
)
+
k∑
i=1
(si, ti) by definition of f
′i
=
(
j∑
i=1
f ′i
)
−


k∑
i=1



 ∑
pi′∈Π′ has
endpoints si ti
w′pi′

− 1

 · (si, ti)

+


∑
pi′z∈Π
′ does not have
endpoints si ti
for any 1≤i≤k
w′pi′z ·
(
s′z, t
′
z
)


=
(
j∑
i=1
f ′i
)
−


k∑
i=1



 ∑
pi′∈Π′ has
endpoints si ti
w′pi′

− 1

 · (si, ti)

 since w′ > 0
=
(
j∑
i=1
f ′i
)
−
(
k∑
i=1
(
λf ′′i − 1
)
· (si, ti)
)
by construction of f ′′i
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=(
j∑
i=1
f ′i
)
−
(
k∑
i=1
(
λf i − 1
)
· (si, ti)
)
since λf ′′i = 1 by Lemma 3.3.4
=
j∑
i=1
f ′i
≥
k∑
i=1
f ′′i by construction of f ′′i
We now put it together:
Proof of Theorem 3.3.1, →. By Lemma 3.3.5 we have
k∑
i=1
f i − f ′′i ≥ 0,
and by Lemma 3.3.4 we have
∂
(
k∑
i=1
f i − f ′′i
)
=
k∑
i=1
∂
(
f i
)
− ∂
(
f ′′i
)
= 0.
We may thus apply Fact 3.1.4 to conclude
k∑
i=1
f i − f ′′i = ∂(x) for some x ∈ Rχ≥0.
Modify F ′′ by adding this x to f ′′1. We now claim that this modified F ′′ witnesses non-rigidity of
F(S):
• If x = 0 then F(S) 6= F ′′ by Lemma 3.3.3. If x 6= 0 then F(S) 6= F ′′ because F(S) is acyclic
but F ′′ is not.
• Since ∂(∂(x)) = 0, equation (7) is still satisfied between f1, f ′′1.
• Equation (8) now holds, since we have increased
k∑
i=1
f ′′i by exactly its difference from
k∑
i=1
f i
(which is x).
Thus, by Theorem 3.2.1 S is not s.m.
Backwards Direction of Theorem 3.3.1. We now turn to the proof of Theorem 3.3.1 in the
backwards direction. Suppose that S = (V,Π = {π1, . . . , πk} is not s.m.; since it is consistent this
implies that |Π| ≥ 2. Hence by Theorem 3.2.1 F(S) = (f1, . . . , fk) is non-rigid, as witnessed by
F ′ = (f ′1, . . . , f ′k) 6= F(S). By Fact 3.2.6 we may assume that each f ′i ∈ F ′ has rational entries.
Let pi, xi be the path decomposition (Fact 3.1.5) for each f
′i. Let
p :=
k∑
i=1
(pi + xi),
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and note that p then has rational entries. Let
S′ :=
(
V, supp (p) =: Π′, p =: w′
)
(and note that w′ ≥ 0 since each pi ∈ R
Ψ
≥0, xi ∈ R
χ
≥0). We have:
Lemma 3.3.6.
∂(S) = ∂(S′)
Proof. We compute:
∂(S) =
k∑
i=1
∂ (πi)
=
(
k∑
i=1
f i
)
−
(
k∑
i=1
(si, ti)
)
=
(
k∑
i=1
f ′i
)
−
(
k∑
i=1
(si, ti)
)
by (8)
=
(
k∑
i=1
∂ (pi + xi) + (si, ti)
)
−
(
k∑
i=1
(si, ti)
)
by Fact 3.1.5
=
∑
i=1
∂ (pi + xi)
= ∂ (p)
= ∂
(
S′
)
.
We also note:
Lemma 3.3.7. There is a nontrivial simple path or simple cycle π′ ∈ Π′ that is not a subpath of
any π ∈ Π.
Proof. If there exists c ∈ supp(xi), then we are done: by construction we have c ∈ Π′, but Π is
simple and so no π ∈ Π has a simple cycle as a subpath.
Otherwise, suppose that xi = 0 for all i. Let us assume without loss of generality that f ′i 6= f i
for all i in the following analysis (otherwise we temporarily discard f ′i from F ′ and fi from S; since
F(S) 6= F ′ we will not discard every path in this way). We now compute as follows. Let |π| denote
the length of π in the usual graph-theoretic sense (i.e. |π| is one fewer than the number of nodes
in π), and for f ∈ RP2[V ] let ‖f‖1 denote the L1 norm of f in the usual sense (i.e. the sum of the
absolute values of its entries).
k∑
i=1
|πi| =
k∑
i=1
∥∥f i∥∥
1
=
∥∥∥∥∥
k∑
i=1
f i
∥∥∥∥∥
1
since each f i ≥ 0
=
∥∥∥∥∥
k∑
i=1
f ′i
∥∥∥∥∥
1
by (8)
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=k∑
i=1
∥∥f ′i∥∥
1
since each f ′i ≥ 0
=
k∑
i=1
∑
pi′∈supp(pi)
w′pi′ ·
∣∣π′∣∣ since xi = 0.
Comparing the first and last expressions in this chain of equations, we conclude that there exists
1 ≤ i ≤ k for which
|πi| ≤
∑
pi′∈supp(pi)
w′pi′ · |π
′|.
We also have ∑
pi′∈supp(pi)
w′pi′ = λf ′i = λf i = 1.
In other words, the weighted average of the lengths of paths in supp(pi) is at least the length of
πi. Since we have assumed that supp(p
i) 6= {πi}, it follows that there exists π
′ ∈ supp(pi) with
|π′| ≥ |πi| and π
′ 6= πi.
Since π′ is simple and contains at least as many nodes as πi, there is a node v ∈ π
′ with
v /∈ πi (and hence v /∈ {si, ti}). It follows that π
′ is nontrivial and π′ 6⊆ πi. Additionally, for any
πj 6= πi ∈ Π we have (si, ti) 6⊆ πj since Π is consistent, but (si, ti) ⊆ π
′ and so π′ 6⊆ πj . Thus π
′
satisfies the lemma.
We are now ready to prove:
Proof of Theorem 3.3.1, ←. We initially have ∂(S) = ∂(S′) by Lemma 3.3.6. Apply Lemma 2.3.1
to S′ so that S′ is nontrivial, semisimple, and skip-free without changing its boundary. Moreover,
by the second part of Lemma 2.3.1 together with Lemma 3.3.7, we still have S 6= S′ after this
transformation.
4 Topological Refutations of Strong Metrizability
Our goal in this section is to modify Theorem 3.3.1, critically leveraging path system homo-
morphisms, to show that we are guaranteed a more indirect refutation that takes a form with the
“structure of a polyhedron” in a sense that we will make formal.
4.1 Pinwheels
We next introduce pinwheels and discuss some useful properties. Intuitively, when we have a
path system S that is non-s.m. as witnessed by some S′ with ∂(S) = ∂(S′) (via Theorem 3.3.1), a
pinwheel between S, S′ describes a collection of paths through a node v whose boundaries cancel
out around v in a way that has “flat topology.”
Definition 4.1.1 (Pinwheels – see Figure 8). Let S = (V,Π), S′ = (V,Π′) be path systems and let
v ∈ V . A pinwheel with center v is a pair of nonempty circularly ordered sequences of equal length
(π0, π1, . . . , πk = π0) ,
(
π′0, π
′
1, . . . , π
′
k−1, π
′
k = π
′
0
)
where each πi ∈ Π, π
′
i ∈ Π
′
such that for all 0 ≤ i ≤ k − 1 there are nodes ui, wi for which the following conditions hold:
• Either [(v,wi) ∈ πi and (v,wi) ∈ π
′
i] or πi, π
′
i both have endpoints wi  v,
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pi′
0
pi1pi′1
pi2
pi′
2
pi3 pi′3
pi0
v
w0
w1
w2
w3
u0u1
u2 u3
Figure 8: A picture of a pinwheel of size 4. Colorful triangles are used to represent (part of) paths
in Π, while gray triangles are used to represent (part of) paths in Π′.
• Either [(ui, v) ∈ πi+1 and (ui, v) ∈ π
′
i] or πi+1, π
′
i both have endpoints v  ui, and
• The nodes in {ui} are pairwise distinct and do not include v and the nodes in {wi} are
pairwise distinct and do not include v. (However, {ui} may intersect {wi}.)
The parameter k is the size of the pinwheel.
Definition 4.1.2 (Node Cancellation). We say that two path systems S = (V,Π, w), S′ = (V,Π′, w′)
cancel at a node v ∈ V if, for all x 6= v ∈ V , we have
∂(S)(x,v) = ∂
(
S′
)
(x,v)
and ∂(S)(v,x) = ∂
(
S′
)
(v,x)
.
Fact 4.1.3. If S = (V,Π), S′ = (V,Π′) are semisimple path systems with a pinwheel
P = (π0, π1, . . . , πk = π0) , P
′ =
(
π′0, π
′
1, . . . , π
′
k = π
′
0
)
centered at a node v, then the path systems Sv := (V, P ) , S
′
v := (V, P
′) cancel at v.
Proof. Let {wi}, {ui} be the nodes used in the pinwheel (P,P
′). It suffices to show that ∂(S)(ui,v) =
∂(S′)(ui,v) = 0 for all i, and similar for (v, ui), (wi, v), (v,wi) in place of (ui, v), since S, S
′ are
semisimple and thus immediately have zero boundary on any index including v not of these four
types. For each wi, by definition of pinwheels we have two cases:
• Either πi, π
′
i both contain (v,wi) and thus both contribute +1 to ∂(Sv)(v,wi), ∂(S
′
v)(v,wi),
• or πi, π
′
i are both wi  v paths and thus both contribute −1 to ∂(Sv)(wi,v), ∂(S
′
v)(wi,v) respec-
tively.
Similarly, for each ui the paths πi+1, π
′
i either both contribute +1 to ∂(S)(ui,v), ∂(S
′)(ui,v) respec-
tively, or they both contribute −1 to ∂(S)(v,ui), ∂(S
′)(v,ui) respectively. Summing these contribu-
tions over all such pairs of paths, it follows that Sv, S
′
v cancel at v.
Lemma 4.1.4. If S = (V,Π), S′ = (V,Π′) are nontrivial skip-free path systems that cancel at a
node v ∈ V , then S, S′ have a pinwheel centered at v.
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Proof. We find a pinwheel by the following greedy process. Since there is a path π0 ∈ Π containing
v, and π0 is nontrivial, then there is a node w0 ∈ V such that either (1) (v,w0) ∈ π0 or (2) π0 is a
w0  v path. We split into two (very similar) cases based on this distinction:
• (Suppose (v,w0) ∈ π0.) Since S is skip-free, there is no v  w0 path in Π and so we
have ∂(S)(v,w0) > 0. Hence we also have ∂(S
′)(v,w0) > 0, and so there exists π
′
0 ∈ Π
′ with
(v,w0) ∈ π
′
0. Note that the pinwheel definition is satisfied between π0, π
′
0 by w0.
• (Suppose π0 is a w0  v path.) Since S is skip-free, there is no π ∈ Π with (w0, v) ∈ π, so
we have ∂(S)(w0,v) < 0. Hence we also have ∂(S
′)(w0,v) < 0, and so there is π
′
0 ∈ Π
′ with
endpoints w0  v. Note that the pinwheel definition is again satisfied between π0, π
′
0 by w0.
We then iterate the argument on π′0: let u0 ∈ V such that either (u0, v) ∈ π
′
0 or π
′
0 has endpoints
v  u0. Then as before, we have ∂(S
′)(u0,v) > 0 or ∂(S
′)(v,u0) < 0 (in either respective case), and so
there is π1 ∈ Π with (u0, v) ∈ π1 or π1 is a u0  v path. The pinwheel definition is again satisfied
between π1, π
′
0 by u0.
Repeat this process to generate sequences of paths (π0, π1, . . . ), (π
′
0, π
′
1, . . . ) and corresponding
nodes {ui} and {wi}. After at most |V |+ 1 iterations, we will have a repeat in our node lists: for
some i < j, either ui = uj or wi = wj . It follows that the continuous subsequences from πi to πj
and from π′i to π
′
j, equipped with circular orderings, form a pinwheel.
Lemma 4.1.5 (Pinwheel Decomposition). Let S = (V,Π, w), S′ = (V,Π′, w′) be nontrivial semisim-
ple skip-free path systems with rational path weights that cancel at a node v ∈ V , and let β > 0
be the least positive integer such that βw and βw′ both have integer entries. Then there exists a
multiset of pinwheels centered at v
Pv =
{
(P0, P
′
0), . . . , (Pp, P
′
p)
}
such that for each π ∈ Π, π′ ∈ Π′, we have∣∣{(Pi, P ′i ) ∈ Pv | π ∈ Pi}∣∣ = βwpi and ∣∣{(Pi, P ′i ) ∈ Pv | π′ ∈ P ′i}∣∣ = βw′pi′ .
We then call Pv the pinwheel decomposition of S, S
′ at v.
Proof. By Lemma 4.1.4 there exists a pinwheel
P0 = (π0, π1, . . . , πk) , P
′
0 =
(
π′0, π
′
1, . . . , π
′
k = π
′
0
)
with πi ∈ Π, π
′
i ∈ Π
′
centered at v. Add (P0, P
′
0) to Pv, and then modify S, S
′ as follows: for each πi ∈ P0 we subtract
1/β from wpii , and for each π
′
i ∈ P
′
0 we subtract 1/β from w
′
pi′i
. If wpii (w
′
pi′i
) becomes 0 as a result,
then we delete πi (π
′
i) from Π (Π
′).
Almost all of our premises still hold; S, S′ are still nontrivial semisimple skip-free path systems,
and by Fact 4.1.3 the path systems (V, P0), (V, P
′
0) cancel at v, and thus when we subtract 1/β
from each path weight in P0, P
′
0, we still have that S, S
′ cancel at v. The one exception is that,
while we typically assume that each v ∈ V appears in some path π ∈ Π, this may no longer be
the case since we may have deleted some paths from Π,Π′. Thus, assuming there still exists some
π ∈ Π with v ∈ π, we may iterate the argument to add a new pinwheel (P1, P
′
1) to Pv , and so on
until there is no more π ∈ Π with v ∈ π. Once this happens, we now argue that the lemma is then
satisfied by the current setting of Pv. In particular, for each π ∈ Π with v ∈ Π, we have reduced
the weight wpi to 0 and thus it appears in exactly βwpi pinwheels in Pv; a similar property holds
for each π′ ∈ Π′.
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4.2 Polyhedral Certificates of Non-Rigidity
We say that T, T ′ are flat at a node if their paths through this node can be arranged into one
giant pinwheel:
Definition 4.2.1 (Flat Nodes). Let S = (V,Π), S′ = (V,Π′) be path systems and let
Πv := {π ∈ Π | v ∈ π} and Π
′
v :=
{
π′ ∈ Π′ | v ∈ π′
}
for any node v ∈ V . We say that S, S′ are flat at v if all paths in Πv,Π
′
v are semisimple, and also
Πv,Π
′
v can be given circular orderings such that they form a pinwheel centered at v.
This is used to define polyhedral path systems:
Definition 4.2.2 (Polyhedral Path Systems). A pair of nontrivial semisimple skip-free path systems
T = (V,Π) 6= T ′ = (V,Π′) are called polyhedral if they are flat at every node v ∈ V . We will also
say that T is polyhedral if there exists T ′ 6= T such that T, T ′ are polyhedral.
It will become clear in the next section why we have chosen the terminology flat and polyhedral.
For now our goal is simply to discuss the relationship between these special kinds of path systems
and strong metrizability.
Fact 4.2.3. If T is polyhedral, then it is not s.m.
Proof. Let T ′ 6= T such that T, T ′ are polyhedral. By definition T, T ′ are flat at every node v, and
so all paths in T, T ′ that use any given node v can be arranged into a pinwheel. By Fact 4.1.3 these
paths cancel at v, and thus T, T ′ cancel at v. Since this holds for all nodes v we have ∂(T ) = ∂(T ′),
and so the fact follows from Theorem 3.3.1.
We now show that polyhedral path systems give exhaustive refutations of strong metrizability:
Theorem 4.2.4 (Polyhedral Refutations of Strong Metrizability). A path system S is s.m. if and
only if it is consistent and there is no polyhedral path system T with T → S.
In the forwards direction, the theorem is implied straightforwardly by Facts 2.2.4 and 4.2.3
together with Lemma 2.4.11. Thus we focus on the backwards direction here: suppose S is consistent
but not s.m., and we will prove the existence of polyhedral T with T → S.
Naturally, our first step is to define T =: (V T ,ΠT ) 6= T ′ =: (V T ,Π′T ) from S =: (V S ,ΠS).
By Theorem 3.3.1 there is a nontrivial semisimple skip-free path system S′ = (V S ,Π′S , w′S) 6= S
with rational weights such that ∂(S′) = ∂(S). We then apply the following transformation to S, S′
jointly to turn them into T, T ′. For each v ∈ V S, let
Pv =
(
(P v1 , P
′v
1 ), . . . , (P
v
k , P
′v
k )
)
be the pinwheel decomposition of S, S′ at v as in Lemma 4.1.5. We define the nodes of V T to
correspond to the pinwheels that appear in Pv for any v; that is,
V T :=
⋃
v∈V S
Pv.
We now define ΠT from ΠS as follows. Let β be the minimum positive integer such that βwS and
βwS
′
both have entirely integer entries (as usual). Each path
πi = (v1, . . . , vk) ∈ Π
S
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will correspond to exactly βwpii paths {π
1
i , . . . , π
βwpi
i } in Π
T . In particular, each of these paths πji
has the form
πji =
(
(P v1 , P ′v1), . . . , (P vk , P ′vk)
)
where each (P va , P ′va) ∈ Pva and πi ∈ P
va .
By Lemma 4.1.5, for each node va ∈ πi there are exactly βwpii pinwheels (P
va , P ′va) ∈ Pva with
πi ∈ P
va . With this in mind, we choose our paths {π1i , . . . , π
βwpi
i } in Π
T corresponding to πi ∈ Π
S
to be pairwise node-disjoint; thus each node (P va , P ′va) ∈ Pva with πi ∈ P
va appears in exactly
one of these paths. This completes the definition of ΠT ; this is underconstrained as there may be
several ways to choose these paths to be node-disjoint, but beyond what we have described the
choice is arbitrary. It remains to define Π′T , but first we observe the basic properties of T :
Lemma 4.2.5. The path system T is nontrivial, semisimple, skip-free, and T → S.
Proof. The first three properties are immediate from the construction and the fact that S has these
properties (and by Fact 2.2.6). We thus argue T → S. Our homomorphism maps are the natural
ones: φ maps each pinwheel (P va , P ′va) ∈ V T to va ∈ V
S , and ρ maps each path πji ∈ Π
T to the
corresponding path πi ∈ Π
S . We then verify the homomorphism:
• (Subpath Condition) It is immediate from the construction that φ(πji ) = πi = ρ(π
j
i ), and so
the subpath condition is satisfied.
• (Branching Condition) As discussed in the construction, any two paths πji , π
j′
i are node-
disjoint and thus do not merge. For any two paths πji , π
j′
i′ with i 6= i
′ that merge on a
node/pinwheel (P v, P ′v) ∈ V T , we then have πi 6= πi′ ∈ P
v. Hence, by definition of pin-
wheels, the nodes ui, ui′ immediately preceding v in πi, πi′ respectively are distinct. Thus the
branching condition is satisfied.
We now define Π′T . The process is very similar to the definition of ΠT above: we choose our
paths {
π′1i , . . . , π
′βw′
pi′
i
i
}
corresponding to some
π′i := (v1, . . . , vk) ∈ Π
′T
to be node-disjoint, where again the set of ath nodes {vja} of these paths are drawn from the multiset
Ma :=
{(
P va , P ′va
)
∈ Pva | π
′
i ∈ P
′va
}
.
However, the choice of paths from there is not arbitrary as before, but rather determined as follows.
The central observation is that, for any 1 ≤ a ≤ k − 1, there is a perfect matching between Ma
and Ma+1 given by the paths of Π
T . In particular: given x := (P va , P ′va) ∈ Ma, since we have
π′i ∈ P
′va we then have va+1 as one of the nodes {wi} associated with this pinwheel. Thus there is
exactly one path πS ∈ ΠS ∩P va such that πS uses va+1 as its node following va. By construction of
ΠT , there is exactly one πT ∈ ΠT associated with πS that uses the node x; its following node is then
some particular y := (P va+1 , P ′va+1) ∈ Ma+1. We thus match x and y betweenMa andMa+1, and
complete this matching by running the same process over all other nodes inMa. By repeating this
process to similarly match Ma′ withMa′+1 for other salient values of a
′, we chain these matchings
together to obtain a collection of βw′
pi′i
node-disjoint paths in V T through the layers {Ma}. These
are precisely the paths in Π′T corresponding to π′i. This completes the construction of Π
′T . It now
remains only to show:
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Lemma 4.2.6. The path systems T, T ′ are polyhedral.
Proof. Since S′ is semisimple, skip-free, and nontrivial, it follows as in Lemma 4.2.5 that T ′ is as
well. We thus only need to prove that T, T ′ are flat at every node x := (P va , P ′va) ∈ V T .
As usual, for πi ∈ P
va let ui−1, wi be the nodes associated with πi in the pinwheel x. Thus, for
each π′i ∈ P
′va , the node immediately preceding va is ui and the node immediately following va is
wi. Now, let {u
T
i }, {w
T
i } be the corresponding nodes in V
T immediately preceding/following x in
the path πTi ∈ Π
T corresponding to πi that intersects x. We next observe that the nodes in {u
T
i }
are pairwise distinct, as are the nodes in {wTi }. This follows since each such u
T
i (w
T
i ) is in fact a
pinwheel with center ui (wi); since the nodes in {ui} ({wi}) are pairwise distinct, these pinwheels
are then pairwise distinct as well.
We have that each uTi is matched to x, which is in turn matched to w
T
i in the matchings between
sets {Ma} used to define Π
′T . Therefore, each π′Ti ∈ Π
′T that intersects x and corresponds to
π′i ∈ P
′va contains (uTi , x, w
T
i ) as a continuous subpath. Hence{
πTi ∈ Π
T | x ∈ πTi
}
,
{
π′Ti ∈ Π
′T | x ∈ π′Ti
}
,
equipped with their natural circular orderings by index i, form a pinwheel centered at x with
associated nodes {uTi }, {w
T
i }. Thus T, T
′ are flat at va.
This completes the proof of Theorem 4.2.4.
4.3 Connection to Polyhedra
As the name suggests, polyhedral path systems correspond to polyhedra in a sense that we will
next formalize. First, the following auxiliary fact will be useful.
Fact 4.3.1. If T = (V,Π), T ′ = (V,Π′) are polyhedral, then for any pair of nodes u, v ∈ V , exactly
one of the following three possibilities holds:
• There is exactly one π ∈ Π and exactly one π′ ∈ Π′ with (u, v) ∈ π, (u, v) ∈ π′, and there is
no π ∈ Π or π′ ∈ Π′ that is a v  u path,
• There is exactly one π ∈ Π and exactly one π′ ∈ Π′ that are v  u paths, and there is no
π ∈ Π or π′ ∈ Π′ with (u, v) ∈ π or (u, v) ∈ π′, or
• There is no π ∈ Π or π′ ∈ Π with (u, v) ∈ π, (u, v) ∈ π′, or π or π′ are v  u paths.
Proof. Since T, T ′ are flat at v we can arrange their paths containing v into a pinwheel (P,P ′).
Since the nodes {ui} for this pinwheel are pairwise distinct, and since T, T
′ are semisimple, we
cannot have distinct paths π1 6= π2 ∈ Π satisying
[(u, v) ∈ π1 or π1 is a v  u path] and [(u, v) ∈ π2 or π2 is a v  u path]
since then the corresponding node u would be the same for these two paths. Hence there is at most
one π ∈ Π with (u, v) ∈ π or π is a v  u path. By an identical argument, there is also at most
one such π′ ∈ Π′ with this property.
We then argue: if there is π ∈ Π with (u, v) ∈ π, then since T is skip-free there is no v  u path
in Π, so we have ∂(T )(u,v) > 0. Since T, T
′ are flat at v we have ∂(T ′)(u,v) > 0 and so (u, v) ∈ π
′ for
some π′ ∈ Π′. Alternately, if π ∈ Π is a v  u path, then we have ∂(T )(v,u) < 0, so ∂(T
′)(v,u) < 0,
so there is π′ ∈ Π′ that is a v  u path. Finally, if neither of these cases hold, then
∂(T )(u,v) = ∂(T )(v,u) = ∂(T
′)(u,v) = ∂(T
′)(v,u) = 0
and so there is also no π′ ∈ Π′ with (u, v) ∈ Π′ or π′ is a v  u path.
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Now consider the following construction of a cell-decomposed manifold M from path systems
T = (V,Π), T ′ = (V,Π′):
• We start with a disjoint cell ci for each πi ∈ Π and c
′
i for each π
′
i ∈ Π
′ to M (visually, imagine
each cell like a flat two-dimensional disc).
• For each πi = (v1, . . . , vk) ∈ Π ∪ Π
′, we designate k distinct points around the boundary of
the corresponding disc di, and we name these nodes v1, . . . , vk in clockwise order. If πi is a
simple cycle then v1 = vk are designated as the same point, rather than having two distinct
points with the same name. For nodes u 6= v ∈ V , if we have (u, v) ∈ π ∈ Π ∪Π′ or if π is a
v  u path, then we say that the corresponding cell c has a (u, v) arc, which is specifically
the portion of its boundary from u to v with that orientation (i.e. a (u, v) arc is not also a
(v, u) arc). In the latter case, when π is a v  u path, we say that the corresponding (u, v)
arc is marked. Note that the orientation matters here; a (u, v) arc is not also considered to
be a (v, u) arc.
• We now associate points of these cells as follows. First, any two points with the same name
are identified (so e.g. if π1 ∩ π2 = {v} then we will also have c1 ∩ c2 = {v}). Second, for
every pair of nodes u, v such that two paths π ∈ Π, π′ ∈ Π′ both have a (u, v) arc, we glue
these arcs together (i.e. we identify points along one arc with points along the other arc via
a continuous bijection that maps u→ u and v → v).
This completes the construction of M . Let us say that a cell decomposition of the surface M
with some marked arcs (as above) is balanced if there is at most one marked arc on the boundary
of each cell. We then have:
Theorem 4.3.2 (Correspondence between Polyhedral Path Systems and Polyhedra). The follow-
ing are equivalent:
1. T, T ′ are polyhedral, and
2. The space M is a nonempty compact orientable 2-manifold without boundary with a balanced
2-colored cell decomposition of its surface.
Proof.
(1)→ (2) First, to prove thatM is a manifold, we need to verify that the topology of the space is locally
flat at every point. This is immediate for any point on the interior of a cell, so we focus on
points on cell boundaries. Let x be such a point. If x is not one of the designated points
named after a node in V , then it lies on a (u, v) arc (for some nodes u, v), and by Fact 4.3.1
this arc has been glued together between exactly two cells c, c′. Since x /∈ {u, v} we have that
x is in the interior of c ∪ c′, thus M has locally flat topology at x. Otherwise, suppose that
x is one of the designated points named after a node x ∈ V . Since T, T ′ are polyhedral they
are flat at x, and so the sets of paths
Px = (π0, π1, . . . , πk = π0) ⊆ Π, P
′
x =
(
π′0, π
′
1, . . . , π
′
k = π
′
0
)
⊆ Π′
including x can be given circular orderings such that Px, P
′
x form a pinwheel. In particular,
this means that for all i the arc (ui, v) is shared by π
′
i, πi+1 and the arc (v,wi) is shared by
πi, π
′
i for all nodes {ui}, {wi} involved in the pinwheel. Since all {ui} are pairwise distinct and
all {wi} are pairwise distinct by definition of pinwheels, the relevant cells are glued together
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in a circle around x and so the topology around x is locally flat.8 (For a visual aid in this
case, it may be useful to revisit Figure 8.)
We next observe thatM is boundaryless. This follows straightforwardly from Fact 4.3.1: each
arc on the boundary of any given cell is glued to another cell.
We next observe that M has a valid cell decomposition of its surface. This follows straight-
forwardly from the fact that T, T ′ are semisimple, and thus each individual cell remains
topologically a disc throughout the construction of M (i.e. no point on the boundary of a cell
is glued to another point on the boundary of that cell).
We next observe thatM is orientable. We equip each cell with an orientation before the gluing
step: points in cells corresponding to paths in T (“colorful cells”) are given the orientation
that induces a clockwise orientation around their boundaries, and cells corresponding to paths
in T ′ (“gray cells”) are given the opposite orientation, inducing a counterclockwise orientation
around their boundaries. Since by Fact 4.3.1 arcs are always glued together between a gray
cell and a colorful cell this means that the orientation is locally respected along the shared
boundary of cells, and thus remains globally valid after the gluing step. This also implies
that the two-coloring of cells in M is valid.
Finally, we argue that the cell decomposition of M is balanced. It is immediate from the
construction that each colorful cell contains at most one marked arc on its boundary; we next
argue that each gray cell therefore also contains at most one marked arc on its boundary.
This follows from Fact 4.3.1: if a gray cell c′i has a marked arc (u, v), then there is a v  u
path in Π and so we cannot have (u, v) ∈ π′i for the path π
′
i ∈ Π
′ corresponding to c′i. Hence
π′i is a v  u path. Since π
′
i is semisimple, there is only one (u, v) arc on its boundary. It
follows that c′i only has one marked arc on its boundary.
(2)→ (1) Now, let M be a manifold with the properties listed in the theorem statement. We define
path systems T = (V,Π), T ′ = (V,Π′), where:
– V is defined as the set of points in M at which three or more cells meet.
– Each π ∈ Π is found by reading the nodes on the boundary of a colorful cell in clockwise
order. If there is a marked arc in π then we start at one endpoint of the marked arc
and end at the other; otherwise, π is a simple cycle and we choose its start/end node
arbitrarily.
– Each π′ ∈ Π is found in the same way as the above, except that nodes are read in
counterclockwise order around the boundary of a gray cell.
It is immediate that T, T ′ are the unique path systems that produce M (up to renaming
of nodes/paths). We thus only need to confirm that T, T ′ are polyhedral. It is immediate
that T 6= T ′ since M is nonempty and thus contains at least two distinct cells, so we will
only argue that T, T ′ are flat at each node x. By construction, the set of paths in T, T ′ that
contain x correspond exactly to the set of colorful and gray cells (respectively) in M with the
corresponding point x on their boundary. SinceM is locally flat at x, these cells are naturally
arranged in a cycle, which we read in counterclockwise circular order:
(c0, c
′
0, c1, c
′
1, . . . , c
′
k−1, ck = c0).
8Note that, even if we have ui = wj for some i, j, the local topology of M at x is still flat since we do not identify
the arc (ui = wj , x) with the arc (x,wj = ui).
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Moreover, since M is 2-colored these cells must alternate between colorful and gray. Hence
the corresponding paths
(π0, π1, . . . , πk = π0), (π
′
0, π
′
1, . . . , π
′
k = π
′
0) where each πi ∈ Π, π
′
i ∈ Π
′
form a pinwheel.
We make a few remarks on this theorem before moving on:
1. This construction allows for the possibility that M is disconnected ; that is, it can possibly
be phrased as the disjoint union of two nonempty manifolds (that is fine; such a space is
still itself a manifold and so Theorem 4.3.2 holds). If we like, we can easily strengthen the
definition of polyhedral path systems to require connectedness in the natural way in order to
add this connectivity constraint on M to Theorem 4.3.2. By Lemma 2.4.4 the subsystems
corresponding to each “connected component” of T, T ′ are then homomorphic to T, T ′ and
so all the relevant homomorphism arguments still work out.
2. This construction allows for the possibility of a node inM that lies on the boundary of exactly
two cells; in the language of path systems, this would be a node x that is in exactly one path in
T and exactly one path in T ′. If we like, we can easily strengthen the definition of polyhedral
path systems to disallow these “degenerate” nodes, e.g. by deleting them from T, T ′ before
constructing M (this is a subsystem and so the homomorphism survives by Lemma 2.4.4).
3. It is perhaps aesthetically pleasing to interpret this construction as a polyhedron, rather
than a cell decomposed manifold, as we have done in the introduction. Either interpretation
is valid; in particular, it is well known that the compact connected orientable 2-manifolds
without boundary are entirely parametrized by their genus [27], so we must include toroidal
polyhedra of arbitrary genus in our discussion, but there are no other exotic types of polyhedra
to worry about. We emphasize, however, that polyhedra in this view are “abstract” and so
one should not get too caught up in the embedding of the manifold into R3. For example,
one should not be overly concerned that the cells of the manifold are “flat” in the embedding.
5 Other Graph Settings
The definition of strong metrizability that we have carried throughout the paper specifically
considers shortest paths in directed graphs with possibly non-positive edge weights. In this section,
we will discuss how to adapt our theory of strong metrizability when related setting are considered
instead. We will study three related settings here: (1) “positive strong metrizability” in which the
witnessing graph is required to have positive edge weights, (2) “undirected strong metrizability” in
which the witnessing graph is undirected, and (3) we show that our topological connections can
be meaningfully extended when attention is restricted to “acyclic” path systems, with structural
consequences for shortest paths in directed acyclic graphs.
5.1 Positive Edge Weights
How does our characterization of strong metrizability change if we require edge weights in the
witnessing graph G to be positive? In fact, it does not:
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Definition 5.1.1 (Positive Strong Metrizability). A path system S = (V,Π) is positive strongly
metrizable (positive s.m.) if there is a directed graph with positive edge weights G = (V,E,w > 0)
in which each π ∈ Π is a unique shortest path.
Theorem 5.1.2 (Folklore). A path system S is positive s.m. if and only if it is s.m.
Folklore Proof Sketch. It is immediate that S is s.m. if it is positive s.m., so we shall prove the other
direction. Let G = (V,E,w) witness that S is s.m., where G has possibly non-positive edge weights.
Let us assume in this sketch for simplicity that G is strongly connected. Choose an arbitrary node
x ∈ V , and for each (u, v) ∈ E add distG(x, u)−distG(x, v) to w(u,v). By the triangle inequality we
have distG(x, u) +w(u,v) ≥ distG(x, v), and so the new edge weights are nonnegative. On the other
hand, the length of any u v path π = (u = y0, y1, . . . , yk−1, yk = v) changes by
k−1∑
i=0
distG (x, yi)− distG (x, yi+1) = distG(x, u)− distG(x, v).
This depends only on u and v (and the arbitrary choice of x); thus, the length of all u  v paths
changes by the same amount over our edge reweighting. Hence π is a shortest u  v paths after
this reweighting if and only if it was a shortest u v path before the reweighting. Since this holds
for arbitrary u, v, the transformed G witnesses that S is positive s.m.
Thus, our definition of strong metrizability with arbitrary edge weights is made without loss
of generality. Additionally, we observe that this folklore theorem arises quite naturally as a conse-
quence of the topological connections drawn in this paper. Our new proof is certainly not simpler
than the folklore one, since it requires the development of Theorem 4.2.4, but we believe it provides
interesting structural intuition nonetheless.
New Proof of Theorem 5.1.2. Let us define a surface path system, generalizing polyhedral path
systems, as one that matches the correspondence in Theorem 4.3.2 except that the manifold M
may possibly have a boundary, so long as all arcs on this boundary are unmarked arcs on colorful
cells. With minor, natural adaptations to the proof of Theorem 4.2.4, it is easy to show that S
is positive s.m. if and only if it is consistent and there is no surface path system T with T → S.
However, since the boundary of a boundary is identically zero (both topologically speaking and in
the sense of Fact 2.1.7), this means that the boundary of a surface path system always arises as the
(possibly empty) edge-disjoint union of directed cycles of colorful unmarked arcs. Hence we may
precisely cover all of these cycles by introducing a new gray cell to M for each such directed cycle,
gluing the cell boundary to the cycle in the natural way. It follows that T is a surface path system
if and only if it is a polyhedral path system. We then have the same characterization theorem for
strong metrizability and for positive strong metrizability, and so the two notions are equivalent.
5.2 Undirected Graphs
How does our characterization of strong metrizability change if we require the witnessing graph
G to be undirected? To study this, we define:
Definition 5.2.1. A path system S = (V,Π) is undirected strongly metrizable (undirected s.m.)
if there is an undirected graph G = (V,E,w) in which each π ∈ Π is a unique shortest path.
We will not explicitly mix this definition with that of positive strong metrizability above, since
edge weights in G can be assumed to be positive without loss of generality. In particular, if there
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is a negative-weighted edge e ∈ E, then there will be no shortest path between any pair of nodes
in the same connected component as e: any path can walk to e and then travel e back and forth
indefinitely, getting shorter and shorter. Similarly, if there is a zero-weight edge (u, v) ∈ E, then no
path including u or v can be shortest, since we can walk (u, v) back and forth indefinitely without
getting any longer.
We can quickly separate strong metrizability from undirected strong metrizability by the ob-
servation that, if a path π is shortest in an undirected graph, then so is its reverse ←−π . Let us
define:
Definition 5.2.2 (Reversal Closure). Given a path system S = (V,Π), we define
←→
S := (V,
←→
Π ),
where
←→
Π := {π ∈ Λ | π ∈ Π or ←−π ∈ Π} .
In particular, the system
S := (V := {a, b, c},Π := {(abc), (ca)})
is trivially s.m., but it is not undirected s.m. because
←→
S is inconsistent. We will thus need to
modify Theorem 4.2.4 to properly capture undirected strong metrizability. The modification for
this setting turns out to be remarkably clean:
Definition 5.2.3 (Non-Orientable Polyhedral Path Systems). We say that a path system T is non-
orientable polyhedral if it satisfies the correspondence to a manifold M described in Theorem 4.3.2,
except that M is now possibly non-orientable. To emphasize the distinction, we will sometimes refer
to polyhedral path systems as defined before as orientable polyhedral path systems.
Theorem 5.2.4 (Main Result for Undirected Graphs). A path system S is undirected s.m. if and
only if
←→
S is consistent and there is no orientable or non-orientable polyhedral path system T with
T → S.
We consider this result to be remarkably intuitive: in some sense the difference between directed
and undirected graphs is precisely that the “orientation” of paths and edges is forgotten; it is quite
clean that this notion of “orientation” matches up perfectly with that of manifolds.
Proof of Theorem 5.2.4. Most of the proof is the same as that of Theorem 4.2.4, so we will only
describe the key differences here. First, it is immediate from Fact 2.2.4 and the reversibility of
shortest paths in undirected graphs that
←→
S must be consistent. For the rest of the proof, the main
distinction is that we operate in the quotient space
RP2[V ]
{(u, v) = (v, u) for all u, v ∈ V }
∼= R(
V
2)
rather than RP2[V ], since in undirected graphs we have the restriction w(u,v) = w(v,u). In particular,
it is perhaps interesting to note that Theorem 3.2.1 adapts directly to this setting, replacing the
previous definition of flows with the corresponding usual definition of flows through undirected
graphs.
The next change to the proof arises in the relationship between polyhedral path systems and
manifolds. Given polyhedral path systems T, T ′, a key step in the previous proof was to argue
that, whenever (u, v) is in a path in T , we also have (u, v) in a path in T ′; this logic is central to
pinwheel decompositions (Lemma 4.1.5) and Fact 4.3.1. Working in our undirected quotient space,
this guarantee is relaxed: instead, when (u, v) is in a path in T , we have (u, v) or (v, u) in a path
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in T ′. We must therefore adapt the definition of pinwheels to account for this; in particular, for
each πi ∈ T that participates in a pinwheel with center x, we more loosely require that (ui, x) ∈ πi
or (x, ui) ∈ πi or πi has endpoints x  ui or ui  x (and the same for each wi; as a more minor
technical detail, it then becomes necessary to require {ui} ∩ {wi} = ∅ so that these properties still
guarantee our desired “flat” structure).
In the construction of M leading to Theorem 4.3.2, we then no longer distinguish between (u, v)
arcs and (v, u) arcs since there is no functional distinction between these arc types in the definition
of flat nodes. This destroys the part of Theorem 4.3.2 related to the orientability of M , but the
rest goes through as before, and the theorem follows.
We now mention that undirected strong metrizability can also be characterized in a known way
by relationship to directed strong metrizability. In particular:
Theorem 5.2.5 (Folklore). A path system S = (V,Π) is undirected s.m. if and only if
←→
S is s.m.
Folklore Proof Sketch. It is trivial that
←→
S is s.m. if S is undirected s.m., by reversibility of shortest
paths in undirected graphs. In the other direction, suppose that
←→
S is s.m. as witnessed by a
directed graph G = (V,E,w). For each (u, v) ∈ E, define
w′(u,v) = w
′
(v,u) := w(u,v) + w(v,u)
and let G′ := (V,E,w′) be an undirected graph. We then have
|π|G′ = |π|G + |
←−π |G .
For each π ∈ Π, we have that π,←−π are both unique shortest paths in G. Thus, for any π′ 6= π in
G′ with the same endpoints, we have
|π|G′ = |π|G + |
←−π |G <
∣∣π′∣∣
G
+
∣∣∣←−π′ ∣∣∣
G
=
∣∣π′∣∣
G′
.
Thus π is a unique shortest path in G.
As before, we give a new proof of this folklore theorem. The proof is again not simpler since it
requires the development of Theorems 4.2.4 and 5.2.4, but it again has topological intuition behind
it that we find enlightening.
New Proof of Theorem 5.2.5. We invoke the principle of orientable double-covers from topology:
given any non-orientable manifold MN , there is an orientable manifold MO and a 2-to-1 continuous
map f : MO →MN . Let TN = (VN ,ΠN ) be a non-orientable polyhedral path system, letMN be the
corresponding non-orientable manifold as in Section 4.3 and suppose that MN is non-orientable.
Let MO, f give an orientable double-cover of MN , and let this induce a balanced 2-colored cell
decomposition of MO in the natural way. Let TO be the path system corresponding to MO as in
Theorem 4.3.2. Then TO is orientable polyhedral, and the existence of f straightforwardly implies
the existence of a homomorphism TO →
←→
TN . Hence, up to the detail of closure under path reversal,
strong metrizability and undirected strong metrizability are both characterized by consistency and
homomorphism to orientable polyhedral path systems, and so the notions are equivalent.
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5.3 Directed Acyclic Graphs
We now turn to the setting of strong metrizability in directed acyclic graphs. This is clearly
a special case of general directed graphs, and thus all of our theory in and around Theorem 4.2.4
extends immediately. However, we are able to obtain an interesting simplification to Theorem 4.2.4
in this setting, which we will discuss here.
Definition 5.3.1 (Acyclic Path Systems). A path system S = (V,Π) is acyclic if there is a total
ordering of the nodes in V such that the nodes in each π ∈ Π appear in this order. This ordering
is then called a topological ordering of V .
Our simplification arises from a cleaner definition of polyhedral path systems. Let us define:
Definition 5.3.2 (Globally Balanced Cell Decompositions). We say that a 2-colored cell decom-
position of a manifold is globally balanced if it has the same number of cells of each color. We
shall say that a manifold satisfying the old definition of balanced (at most one marked arc on the
boundary of each cell) is locally balanced to emphasize the distinction.
We make the following observation:
Lemma 5.3.3. Let M be a cell-decomposed 2-colored compact orientable 2-manifold. Let T be the
corresponding path system as in Theorem 4.3.2, and suppose that T is acyclic. Then M is locally
balanced if and only if it is globally balanced.
Proof. Suppose that M is locally balanced and let c be the number of gray cells in M . Every gray
cell must have a marked arc on its boundary; otherwise, the set of arcs on its boundary correspond
to a directed cycle that violates acyclicity of T . Hence there are exactly c total marked arcs in M .
Since T is acyclic it is simple, so there is exactly one marked arc on the boundary of each colorful
cell. Thus there are c colorful cells in M , so M is globally balanced.
On the other hand, suppose thatM is globally balanced and so it has exactly c gray and colorful
cells. As before, every gray cell has at least one marked arc on its boundary since T is acyclic. Thus
no gray cell can have two marked arcs on its boundary, or else another gray cell would have zero.
It follows that each gray cell has exactly one marked arc on its boundary, and so M is locally
balanced.
Thus, when attention is restricted to acyclic path systems, we may equivalently define poly-
hedral path systems to require global balance instead of local balance, if we like. An interesting
consequence of this is that an acyclic path system T can be charaterized as polyhedral without
reference to which arcs in the cells corresponding to its paths are marked, and thus it is invariant
to re-marking, which corresponds to circular shifts to the paths of T .
Lemma 5.3.4. If T = (V,Π) is acyclic and T ′ = (V,Π′) is simple and polyhedral where each
π′ ∈ Π′ is obtained by taking zero or more circular shifts to the ordering of some π ∈ Π, then T is
also polyhedral.
Proof. Let M ′ be a locally balanced 2-colored cell-decomposed compact 2-manifold without bound-
ary corresponding to T ′ as in Theorem 4.3.2. Since T ′ is simple, each colorful cell in M ′ has a
marked arc on its boundary; since it is locally balanced each gray cell has at most one marked
arc on its boundary, so we have at least as many colorful cells as gray cells in M ′. On the other
hand, since T is acyclic, we can re-choose an arc on the boundary of each colorful cell in M ′ to
mark (corresponding to the endpoints of each path in T ) such that every gray cell has at least one
marked arc on its boundary, so we have at least as many gray cells as colorful cells in M ′. Thus M ′
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is globally balanced, so (after marked arcs are re-chosen) by Lemma 5.3.3 it is also locally balanced.
Thus T is polyhedral by correspondence to M ′.
An interesting structural effect of this invariance is as follows:
Theorem 5.3.5. If S = (V,Π) is an s.m. acyclic path system and S′ = (V,Π′) is a (possibly
non-acyclic) path system where each π′ ∈ Π′ is obtained from some π ∈ Π by zero or more circular
shifts to its node ordering, then S′ is s.m. if and only if it is consistent.
Proof. We have that S′ is consistent if it is s.m. by Fact 2.2.4, so our goal is then to assume that
S′ is consistent and show that it is then s.m. By Theorem 4.2.4 this occurs if and only if there is
a polyhedral path system T ′ = (V ′,Π′T ) with T ′ → S′. Suppose towards a contradiction that such
a T ′ exists with homomorphism maps φ, ρ. We then define a partial order over the nodes v′ ∈ V ′
by the order of φ(v′) in the topological sort of V used in S: two distinct nodes v, v′ are considered
incomparable if φ(v) = φ(v′) or they are ordered by v < v′ if φ(v) < φ(v′) in this topological
ordering. Since T ′ is simple, it follows from the subpath condition that we have φ(v) 6= φ(v′) for
any v, v′ ∈ V ′ that are in the same path π′ ∈ Π′T . Thus all pairs of nodes in any given π′ ∈ Π′T
are comparable in our partial ordering.
We can then uniquely define a new path system T by reordering each path π′T ∈ Π′T according
to this partial ordering. In fact, this reordering of π′T can be described by zero or more circular
shifts to its original ordering, since by the subpath condition φ(π′T ) ⊆ ρ(π′T ) and ρ(π′T ) ∈ Π′ is
obtained as a circular shift of some π ∈ Π, which respects the topological ordering of V . Thus T is
polyhedral by Lemma 5.3.4. Moreover, T, S both respect the topological sort of V and are circular
shifts of T ′, S′; since T ′ → S′ it follows straightforwardly that T → S by the same homomorphism
maps. Therefore S is not s.m. by Theorem 4.2.4. This is a contradiction, and so there can be no
polyhedral path system T ′ with T ′ → S′. Thus, by Theorem 4.2.4, S′ is s.m.
We make a few final remarks on Theorem 5.3.5:
• It is indeed possible to destroy consistency of an acyclic path system by circular shifts, and
thus this premise in Theorem 5.3.5 is necessary. Consider e.g.
S := (V = {a, b, c},Π = {(ab), (abc)}) .
This is trivially s.m., but circular shifts give Π′ = {(ba), (bca)} which is inconsistent.
• An alternate, more topological way to describe this principle of rotation of ayclic shortest
paths is as follows: we may safely reproduce the proof of Theorem 4.2.4 working in the
quotient space
RP2[V ]
{(u, v) = −(v, u) for all u, v ∈ V }
,
so long as attention is restricted to acyclic path systems (we will not reproduce the proof
here). This quotient space is the one typically used in simplicial/CW homology, and thus
their connection to acyclic shortest paths is even more direct. In particular, in this space the
boundary of a path π is equal to the boundary of a circular shift of π; intuitively, these paths
are implicitly distinguished since only one of them can respect any given topological ordering
of V .
• It seems somewhat likely that there is a proof of Theorem 5.3.5 that avoids the development
of Theorem 4.2.4, like in our other two alternate settings, but we are currently unaware of
such a proof or if this principle of rotational invariance of acyclic shortest paths has been
previously observed at all.
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