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Abstract
In real-time systems, tasks have deadlines to be met de-
spite the presence of faults. Primary-Backup (PB) scheme
is one of the most common schemes that has been employed
for fault-tolerant scheduling of real-time tasks, wherein
each task has two versions and the versions are sched-
uled on two different processors with time exclusion. There
have been techniques proposed for improving schedulabil-
ity of the PB-based scheduling. One of the more popu-
lar ones include Backup-Backup (BB) overloading, wherein
two or more backups can share/overlap in time on a pro-
cessor. In this paper, we propose a new schedulability en-
hancing technique, called primary-backup (PB) overload-
ing, in which the primary of a task can share/overlap in
time with the backup of another task on a processor. The
intuition is that, for both primary and backup of a task, the
PB-overloading can assign an earlier start time than that
of the BB-overloading, thereby increasing the schedulabil-
ity. We conduct schedulability and reliability analysis of
PB- and BB-overloading techniques through simulation and
analytical studies. Our studies show that PB-overloading
offers better schedulability (25% increase in the guaran-
tee ratio) than that of BB-overloading, and offers reliability
comparable to that of BB-overloading. The proposed PB-
overloading is a general technique that can be employed in
any static or dynamic fault-tolerant scheduling algorithm.
1 Introduction
Due to the critical nature of tasks in a real-time system,
it is essential that every task admitted in the system com-
pletes its execution even in the presence of faults. There-
fore, fault-tolerance is an important requirement in such
systems. Scheduling multiple versions of tasks on different
processors can provide fault-tolerance [1]-[8]. One of the
approaches that is used for fault-tolerant scheduling of real-
time tasks is the Primary-Backup (PB) model, in which two
versions of a task are scheduled on two different processors
and an acceptance test is used to check the correctness of
the execution result [2, 3, 7]. The backup version is exe-
cuted only if the output of the primary fails the acceptance
test, otherwise it is deallocated from the schedule.
In the context of scheduling, the term “overloading”
refers to scheduling of more than one task (version) on
the same/overlapping time interval on a processor. Fault-
tolerant scheduling algorithms [2, 3] have employed over-
loading technique as a means to conserve system re-
sources in order to improve the schedulability of the sys-
tem. For PB-based fault-tolerant scheduling, a technique
calledbackup overloading, we call it Backup-Backup (BB)
overloading was proposed in [3] and was improved in [2].
In BB-overloading, two or more backups can be overloaded.
In this paper, we propose a new technique, called primary-
backup (PB) overloading, wherein the primary of a task can
be overloaded with the backup of another task. The objec-
tive of PB-overloading is to improve the schedulability with
minimal reduction in the reliability of the system.
The rest of the paper is organized as follows. In Sec-
tion 2, we define the task, scheduler, and fault models. In
Section 3, we discuss backup overloading and related work.
In Section 4, we propose the PB-overloading technique. In
Section 5, we present the analytical and the simulation stud-
ies of the PB- and BB-overloading techniques. In Section
6, we make some concluding remarks.
2 Task, Scheduler, and Fault Models
Task model: Tasks are aperiodic, i.e., task characteristics
are not known a priori. Every taskTi has the following at-
tributes: arrival time (ai), ready time (ri), worst case com-
putation time (i), and deadline (di). Each taskTi has two
versions, namely primary version (Pri) and backup version
(Bki). Both versions have identical attributes. Tasks are
non-preemptable.
Scheduler model:In our dynamic multiprocessor schedul-
ing, all the tasks arrive at a central processor, called the
scheduler, from where they are distributed to other pro-
cessors in the system for execution. These processors are
identical and connected through a shared medium. The
communication between the scheduler and the processors
is throughdispatch queueswherein the schedule is stored.
Each processor has its own dispatch queue. The scheduler
will be running in parallel with the processors, scheduling
the newly arriving tasks and periodically updating the dis-
patch queues.
Terminology:
Definition 1: st(Pri) is the scheduled start time andft(Pri) is the scheduled finish time of primary version of
taskTi. Similarly, st(Bki) andft(Bki) denote the same
for the backup version ofTi.
Definition 2:Pro(Pri) is the processor onto which the pri-
mary version of taskTi is scheduled. Similarly,Pro(Bki)
denotes the same for the backup version ofTi.
Definition 3: S(Pri) is the time interval (slot) in which
primary version of a taskTi is scheduled (i.e.,S(Pri) =[st(Pri); ft(Pri)℄). Similarly S(Bki) denote the same for
the backup version.
Definition 4:A task is said to be feasible in the fault-tolerant
schedule if it satisfies the following constraints.
1. The primary and backup versions of a task should sat-
isfy deadline and time exclusion constraints.ri  st(Pri)  ft(Pri)  st(Bki)  ft(Bki)  di.
2. The primary and backup versions of a task should
be mutually exclusive in space in the schedule (i.e.,Pro(Bki) 6= Pro(Pri)). This is necessary to tolerate
permanent processor failures.
Fault model: Each processor, except the scheduler1, may
fail due to hardware fault which results in tasks’ failures.
The faults can be transient or permanent and are indepen-
dent. Each independent fault results in failing of only one
processor. The following assumptions form the fault model.
Assumption 1:The maximum number of processors that
are expected to fail at any instant of time in a group of pro-
cessors is assumed to be one (The concept of forming pro-
cessors into groups will be explained later). This is a rea-
sonable assumption given that the group size is very small,
which is the case in our techniques wherein the maximum
group size is three.
Assumption 2:The occurrence of faults in each processor
follows a Poisson distribution with parameteri.
Assumption 3: Mean time to failure (MTTF ) of a group
is defined as the expected time for which the group operates
before the first failure occurs. Time to second fault (TTSF )
is the time at which the second fault can occur without af-
fecting the operation of the system [3].
1For example, the scheduler can be made fault-tolerant by executing it
on more than one processor.
Note that,MTTF is imposed on the system by the
occurrence of a fault, whereasTTSF is the ability of
the system to react to fault. Smaller theTTSF , better
the fault-tolerant operation of the system. In a PB-based
fault-tolerant scheduling, the minimum required value ofTTSF (see Section 5.1.2) is always greater than or equal
to (di   ri) 8 Ti. Obviously,TTSF must be much smaller
than MTTF for the system to remain operational con-
tinuously. To satisfy this condition we assume that the(di   ri) 8 Ti are much smaller than the typicalMTTF
value of the system. This is to ensure that the backup of a
task will always execute successfully, if its primary fails.
Assumption 4: There exists fault-detection mechanisms
such as fail-signal and acceptance test to detect processor
and task failures. The scheduler will not schedule tasks to a
known faulty processor.
3 Backup overloading and related work
Backup overloading [3] is defined as scheduling backups
of multiple primaries onto the same or overlapping time in-
terval on a processor. Figure 1 shows two primaries (Pr1
andPr2) that are scheduled on processors 1 and 3, respec-
tively, and their backups (Bk1 andBk2) are scheduled in
an overloading manner on processor 2. The following are



















































Condition 1: The primaries of the backups being over-
loaded must be scheduled onto different processors.
Condition 2:At most one of these primaries is expected to
encounter a fault.
Condition 3: At most one version of a task is expected to
encounter a fault. In other words, if the primary of a task
fails, its backup always succeeds.
Condition 1 is needed to handle permanent faults. Con-
dition 2 is needed to ensure that at most one backup is re-
quired to be executed among the overloaded backups. Con-
dition 3 is needed to ensure that at least one version of each
task is executed without any fault. Condition 2 can be guar-
anteed by Assumption 1. Condition 3 is guaranteed by As-
sumption 3 which states that theMTTF of the system is
much greater thanTTSF of the fault-tolerant technique.
3.1 Related work and motivation for our work
In this section, we first discuss existing BB-overloading
techniques and then discuss the motivation for PB-
overloading.
BB-overloading: No-grouping [3]: A scheduling algo-
rithm with BB-overloading was proposed in [3] for fault-
tolerant dynamic scheduling of real-time tasks in multipro-
cessor systems. In this algorithm, a backup hasn 1 choices
for overloading (except the processor onto which its pri-
mary is scheduled), wheren is the number of processors
in the system. Thus, the number of backups that could po-
tentially be overloaded (in a time slot) isn   1. Although
this algorithm has a potential to offer higher schedulability
due to its maximum flexibility in overloading, it can toler-
ate at most one failure at any point of time. Which is too
optimistic and becomes unrealistic for largern asMTTF
becomes smaller.
BB-overloading: Static grouping [2]: This algorithm stat-
ically divides the system processors into disjoint logical
groups and allows backup overloading to take place only
within the group. That is, the processors onto which the
backups are overloaded/scheduled belong to the same logi-
cal group where their primaries are scheduled. Note that,
the number of backups that can be overloaded in a time
slot is k   1, wherek is the number of processors in a
logical group. Although this algorithm restricts the flexi-
bility of overloading, it allows at mostg faults in the system
(whereg is the number of logical groups) one in each logical
group, thus improving the reliability of the system. In other
words, static grouping introduces a trade-off between sys-
tem utilization (schedulability) and reliability. Here, since
the group size is taken to be 3 or 4, the assumption of having
only one fault at a time in a group is reasonable. Thus, static
grouping improves the probability of satisfying Conditions
2 and 3.
BB-overloading: Dynamic grouping [9]: In an attempt to
offer schedulability close to that of no-grouping and reli-
ability close to that of static grouping, we have proposed
a method called ynamic grouping[9], which dynamically
divides the processors into logical groups. The creation and
expansion of a group take place when a task is scheduled,
and removing and shrinking of a group take place when a
task finishes its execution. The number of groups and the
size of the groups will vary dynamically in contrast to static
grouping where these quantities are fixed. Moreover, in
static grouping, a processor can be a member of only one
group. Whereas in dynamic grouping, a processor can be
a member of more than one group which allows efficient
overloading. In [9], we have shown that dynamic grouping
offers better schedulability than static grouping and compa-
rable to that of no-grouping, and offers the same reliability
that of static grouping (and better than that of no-grouping).
Since the number of processors in a group is very small,
the dynamic grouping also has better chances of satisfying
Conditions 2 and 3.
The motivation for our work is to propose a better tech-
nique than BB-overloading to improve the schedulability of
the system. We call this technique Primary-Backup over-
loading. In our work, we quantify the schedulability and
reliability gain/loss offered by the proposed technique ovr
the BB-overloading technique.
4 Primary-Backup overloading
In primary-backup overloading (PB-overloading), the
primary of a task can be scheduled onto the same or over-
lapping time interval (i.e., overloaded) with the backup of
another task on a processor. This technique has a poten-
tial to offer better schedulability than BB-overloading and
is based on the following intuition.
For a primary, PB-overloading can assign an ear-
lier start time than that of BB-overloading, be-
cause the primary can be overloaded on an al-
ready scheduled backup. This, in turn, helps its
backup to find an earlier start time, thus resulting
in a better chance of meeting the task deadline.
In other words, PB-overloading has a better chance of


























































Figure 2 shows a primaryPr1 that is scheduled on pro-
cessor 1 and its backupBk1 is scheduled on processor 2.
Also it shows another primaryPr2 that is overloaded withBk1 on processor 2 and its backupBk2 is scheduled in pro-
cessor 3. With respect to this example, we state the follow-
ing conditions that govern the PB-overloading, which are
equivalent to the conditions governing BB-overloading.
Condition 1:Pr1 andBk2 should be scheduled onto dif-
ferent processors.
Condition 2:ft(Bk2) st(Pr1) the expected minimum
interval between two faults.
Condition 3:Pro(Pr1), Pro(Bk1) = Pro(Pr2), andPro(Bk2) should be in the same group.
Condition 1 is needed to handle permanent faults. Con-
ditions 2 and 3 are needed to ensure that at most one ver-
sion among these tasks is likely to encounter a fault. It can
be noted that grouping mechanisms such as no-grouping,
static grouping, and dynamic grouping are applicable to
PB-overloading as well. Also, it is to be noted that, both
BB- and PB-overloading techniques can co-exist in a single
scheduling algorithm. However, we believe that this will
significantly increase the cost (complexity) of scheduling,
which may not offer a proportionate increase in schedula-
bility. Therefore, in this paper, we do not explore the co-
existence of BB- and PB-overloading techniques.
4.1 Group dynamics with PB-overloading
In the PB-overloading, a backup can be in one of two
states. In the first state (green), a primary is allowed to
overload with the green backup. In the second state (red), a
primary is not allowed to overload with the red backup. The
states are controlled by the following rules.
Rule 1: If a primary is scheduled without overloading with
another backup, its backup has a green state.
Rule 2: If a primary is scheduled with overloading on an-
other backup, its backup has a red state.
Rule 3:A red backup becomes green if the backup that was
overloaded with its primary is de-allocated (i.e., the primary
for that backup has executed successfully). Otherwise, the
backup stays red.
Rule 4: A green backup becomes red if its primary has
failed to execute successfully. Otherwise, it stays green.
These rules ensure that tasks are scheduled onto fault-
free groups (i.e., groups that did not encounter a fault pre-
viously), which will increase the probability of satisfying
the fault model. Also, these rules ensure that the “PB-
overloading chain” will not contain more than two tasks at
the same time.
Example PB-overloading dynamics: Figure 3 shows
an example that illustrates the working of PB-overloading.
Figure 3a shows that the primary of taskT1 is scheduled
on processor 1, and its backup (green state) is scheduled on
processor 2. Then, these two processors will form a logical
group (group 1) that will stay until one of these versions ex-
ecutes successfully. Figure 3b shows the same situation as
in Figure 3a, but this time the primary ofT2 is scheduled to
overload withBk1 on processor 2, and its backup (red state)
is scheduled on processor 3. This results in expanding the
group to have three processors. Figure 3c shows the situa-
tion whenPr1 has executed successfully. Therefore,Bk1 is
de-allocated which results in shrinking group 1 to have two
processors (processors 2 and 3), andBk2 becomes in green
state. On the other hand, Figure 3d shows the situation af-
ter Pr1 has failed to execute successfully. Therefore,Pr2
is de-allocated andBk1 becomes in red state. The group
will stay until Bk1 finishes its execution which results in
shrinking group 1 to have two processors (processors 2 and

































































































Figure 3. Dynamics of PB-overloading
5 Performance studies
We have conducted schedulability and reliability analy-
sis of the BB- and PB-overloading techniques through ex-
tensive analytical and simulation studies.
5.1 Analytical studies
In this section, we study analytically the effectiveness of
the proposed overloading technique in the system schedula-
bility and reliability.
5.1.1 Schedulability analysis
The capability of a technique to schedule tasks can be mea-
sured in terms of the probability of a task being rejected.
In this section, We show that the probability of rejection
in BB-overloading is higher than in PB-overloading. The
analysis follows the methodology used in [2, 3]. We use the
following assumptions:
1. All tasks have unit worst case computation time, i.e.,i = 1. 2. Backup slots are preallocated in the schedule.
3. FIFO scheduling strategy is used.4. Task deadlines fol-
low (discrete) uniform distribution in the interval[Wmin,Wmax℄ relative to their ready times. We call this,deadline
window. If Pwin(w) is the probability that an arriving task
has a relative deadlinew, thenPwin(w) = 1Wmax Wmin+1 ,
whereWmin  w  Wmax. 5. Task arrivals follow (dis-
crete) uniform distribution with meanAav = Amax2 in the
interval [0, Amax℄. If Par(k) is the probability ofk tasks
arriving at a given time, thenPar(k) = 1Amax+1 , where0  k  Amax.
Pre-allocation strategies: The pre-allocation strategies
presented here are for a system with three processors (i.e.,
one group). When the system size is greater than three, one
of the grouping techniques (static or dynamic) can be used
to divide the system into groups and the pre-allocation strat-
egy is applied on a group basis.
A simple pre-allocation policy for BB-overloading (as
given in [3]) is to reserve a slot for backups everyn (n is the
number of processors, which is 3) time slots on each proces-
sor. Backup slots on the three processors can be staggered
(Figure 4). In this policy, if a backup slot is pre-allocated
at timet on processorPi, then any task scheduled to run at
time t  1 onPj , j 6= i, can use this slot for its backup. Be-
cause, the task scheduled to run onPi at timet   1 cannot
have its backup slot on the same processor (space exclu-
sion), then this task can use the backup slot at time+ 1,
which is onP(i+1)mod 3. In other words, for a taskTi, Bki
is scheduled immediately afterPri with probability0:5 and
































































1 2 3 4
Backup & Backup slot
5
Primary slot
Figure 4. Pre-allocation strategy for BB-
overloading
To define a pre-allocation strategy for PB-overloading
we need to identify three different types of time (0, 1 ,and
2), wherein any timet has a typei if (t   1) mod 3 = i.
In our pre-allocation strategy, at any timet, the number of
primaries that can be scheduled to start at that time iss0 f t
is of type 0,s1 if t is of type 1, ands2 if t is of type 2. Fig-
ure 5 shows thats0 = 2 (e.g. t = 1), s1 = 3 (e.g. t = 2),
ands2 = 1 (e.g. t = 3). In our pre-allocation strategy
if a primaryPri is scheduled on processorPi at timet its
backup is scheduled at timet+1 in processorP(i+1) mod 3.





























































































1 2 3 4
Primary & Backup slot
Primary slot
Figure 5. Pre-allocation strategy for PB-
overloading
Analysis: Using FIFO scheduling is equivalent to maintain-
ing a task queue,Q, to which arriving tasks are appended.
Given that the number of tasks that can be scheduled on
each time unit is known, then the position of a task in theQ
indicates its scheduled start time.
In the pre-allocation strategy for the BB-overloading,
two tasks can be scheduled on each timet (one slot is re-
served for backups). If at the beginning of time slott, a taskTi is theqth task inQ, thenTi is scheduled to execute at
time slott + gBBq . WheregBBq is the time at which a task,
whose position in theQ is q (q = 1; 2; : : : 2Wmax), will be
executed and is defined asgBBq = bq2: (1)
In the pre-allocation strategy for the PB-overloadings0,s1, or s2 tasks can be scheduled on a given time slott de-
pending on whethert is of type 0, 1, or 2, respectively. In
this technique, the timegPBq is defined asgPBq = (i+j+ l) if hPi=1 s0 +Pj=1 s1 +Pl=1 s2i q   1; and ji  jj  1; jj   lj  1; jl  ij  1: (2)
wherei  j  l if t is of type 0,j  l  i if t is of type 1,
andl  i  j if t is of type 2.
When a taskTi arrives at timet, its schedulability de-
pends on the length ofQ and on the relative deadlinewi of
the task. In BB-overloading, ifTi is appended at positionq of Q andwi  gBBq , then the primary task,Pri, is guar-
anteed to execute before timet + wi. Otherwise, the task
is not schedulable since it will miss its deadline. Moreover,
if wi  gBBq + 2, thenBki is also guaranteed to execute
before timet+ wi. In PB-overloading, ifTi is appended at
positionq of Q andwi  gPBq , then the primary task,Pri,
is guaranteed to execute before timet + wi. Otherwise,
the task is not schedulable since it will miss its deadline.
Moreover, ifwi  gBBq + 1, thenBki is also guaranteed to
execute before timet+ wi.
The dynamics of the above schemes can be approxi-
mately modeled using discreet time Markov process. For
simplicity of presentation, a system without deadline is
modeled first i.e., a system in which no tasks are rejected.
Such a system may be modeled by a linear discreet time
Markov chain in which each state represents the number of
tasks inQ and each transition represents the change in the
length of theQ in one unit of time. The probabilities of
different transitions may be calculated from the rate of task
arrival, and the average number of tasks executed in a unit
of time. The average number of tasks executed at a unit of
time is 2 for the BB-overloading and is also 2 (= s0+s1+s23 )
for the PB-overloading. IfSu represents the state in whichQ containsu tasks andu  2, then the probability of a
transition fromSu to Su 2+k is Par(k). This is because, at
any timet, k tasks can arrive and 2 tasks get executed for
the two schemes. Ifu < 2, then onlyu tasks are executed,
then there is a state transition fromSu to Sk with proba-
bility Par(k). For example, Figure 6 shows the transitions
out of stateSu (u > 2) in the Markov chain assuming thatAmax = 6.







1 tasks arrive 2 tasks arrive0 tasks arrive 6 tasks arrive5 tasks arrive4 tasks arrive3 tasks arrive
Figure 6. Transitions out of state Su for a linear
Markov chain
Now we consider the case of tasks with deadlines. When
the k arriving tasks have finite deadlines, some of these
tasks may be rejected. LetPq;k be the probability that one
of thek tasks is rejected when the queue size isq. For the
BB-overloading, the value ofPBBq;k is the probability that
the relative deadline of the task is smaller thangBBb + ,
whereb = q + k=2 (average case) and is the extra time
needed to schedule the backup and is equal to 1 or 2 with
a probability of0:5. For the PB-overloading, the value ofPPBq;k is the probability that the relative deadline of the task
is smaller thangPBb + 1, whereb = q + k=2 (average case)
and the extra one time unit is needed to schedule the backup.
Then,P q;k = Pwin(w < t) which is defined asP q;k = 8<: 0 t < Wmin1 PWmaxw=t Pwin(w) Wmin  t Wmax1 t > Wmax
(3)
where = BB, andt=gBBb +  for the BB-overloading
scheme, or = PB andt=gPBb +1 for the PB-overloading
scheme. Hence, when the queue size isq, the probability,P rej(r; k; q), thatr out ofk tasks are rejected isP rej(r; k; q) = Ckr  P q;kr  1  P q;kk r (4)
whereCkr is the number of possible ways to selectr out ofk elements.
Up until now, we have not considered backup de-
allocation in the model. Backup de-allocation means that
if at time t no fault has occurred, then the backups pre-
allocated at time slott + 1 may be used to schedule a new
task. In other words, ifk tasks arrive during slot t, andk > 0, then one of these tasks can be scheduled in the de-
allocated backup slot, and the remainingk   1 tasks can
be treated as above. The effect of backup de-allocation
may be analyzed by changingk by k   1 in the previous
analysis. More specifically in the equations forgb , whereb = q + (k   1)=2.
Results:From the analysis, we notice that the performance
of a technique depends on the probability of rejecting a task
(P q;k) for that technique. Figure 7 shows the probability
of rejecting a task as the number of task arrival (k) varies




























Figure 7. Effect of task load on P q;k (Wmax =5,Wmin = 3,Amax = 9)
PB-overloading technique has a lesser probability to reject
a task for all values ofk for both faulty and fault-free cases.
The figure also shows that the probability of rejecting a task
increases as task load increases for both techniques.
5.1.2 Reliability analysis
The capability of a fault-tolerant technique is assessed
based on the number of and the frequency of faults that it
can tolerate. The resilience of the system can be measured
in terms of the time it takes for the system to be able to
tolerate the second fault after the first fault using a given
fault-tolerance technique. This latency is called the timeto
second fault (TTSF ) [3]. Higher theTTSF , poor the per-
formance of the fault-tolerant technique.
In the previous section, we have shown that PB-
overloading technique offers better schedulability than BB-
overloading. Here, we show thatTTSF offered by
the PB-overloading is bounded by twice that of the BB-
overloading. Note that, a typical value forTTSF is much
smaller thanMTTF (Assumption 3 of the fault model) and
hence both the overloading techniques offer a similar reli-
ability from the practical point of view. Theorems 1 and 2
























































































Figure 8. Tolerating a second fault
Theorem 1: In BB-overloading if a permanent fault oc-
curs at timet in processorPi, the technique will continue to
operate if another fault does not occur in the group before
time t, wheret > maxfmaxjfft(Bkj) : Pro(Prj) = Pig;maxjfft(Prj) : Pro(Bkj) = Pigg (5)
Proof: If a permanent fault occurs at timet in Pi, any task
arriving later thant will be scheduled (both primary and
backup) on then   1 non-faulty processors (Assumption 4
of the fault model). Thus, such tasks are guaranteed to com-
plete even if a second fault occurs. If a taskTj is already
scheduled when the first fault occurs, then the following two
cases arise:
case 1:Pro(Prj) = Pi orPro(Bkj) = Pi: In this case,
the restriction ont guarantees thatBkj orPrj will execute
successfully before the second fault occurs. For example, in
Figure 8a, primaryPr1 is scheduled onP1 and its backupBk1 on P2. If a fault occurs onP1 beforePr1 executes,
then a fault can be tolerated onP2 only afterBk1 com-
pletes. If a second fault occurs onP2 beforeft(Bk1), both
copies ofT1 would be faulty. Using a similar logic, a sec-
ond fault can be tolerated onP3 only afterPr3 completes.
The maximum of all such combinations gives the minimum
time at which the second fault can occur.
case 2:Pro(Prj) 6= Pi andPro(Bkj) 6= Pi : In this
case,Tj is guaranteed to complete even if a second fault
occurs unlessBkj overlaps with a backupBkk whose pri-
maryPrk is scheduled onPi (for example, in Figure 8a, ifi = 1, j = 2, andk = 1). Due to the first fault,Bkk is
activated and henceBkj cannot be used (since it overlaps
with Bkk). Therefore, a second fault cannot be tolerated onPro(Prj) (P3 in Figure 8a) untilPrj has executed. How-
ever, this case is covered by the first part of the restrictionont (in Equation 5), according to which the second fault can-
not be tolerated beforeBkk has executed. SinceBkj andBkk overlap,Prj is scheduled earlier thanft(Bkj) in the
system. This means that the second fault can be tolerated
only afterPrj finishes its execution successfully.
Theorem 2: In PB-overloading if a permanent fault occurs
at timet in processorPi, the technique will continue to op-
erate if another fault does not occur in the group before timet, wheret > max fmaxjfft(Bkj) : Pro(Prj) = Pig ;maxjfft(Prj) : Pro(Bkj) = Pig;maxjfft(Bkk) : Pro(Prk) = Pro(Bkj);S(Prk) \ S(Bkj) 6= ;; and Pro(Prj ) = Pigg (6)
Proof: The first two parts in Equation 6 have the same
proof as the BB-overloading. For the third part consider the
following case.
case 3:Pro(Prj) 6= Pi andPro(Bkj) 6= Pi : In this
case,Tj is guaranteed to complete even if a second fault oc-
curs unlessPrj overlaps with a backupBkk whose primary
Prk is scheduled onPi (for example, in Figure 8b, if = 1,j = 3, andk = 1). Due to the first fault,Bkk is activated
and hencePrj cannot be used (since it overlaps withBkk).
Therefore, a second fault cannot be tolerated onPro(Bkj)
(P3 in Figure 8b) untilBkj has executed. This case is cov-
ered by the third part of the restriction ont (in Equation 6),
according to which a second fault can occur only after all
backups, whose primaries were overlapped with backups of
primaries on the faulty processor, have executed. The max-
imum of all such combinations gives the minimum time at
which the second fault can occur.TTSF can be calculated ast   t. In the worst case,TTSFPB  2  TTSFBB. For example in Figure 8a, if
the fault was transient and it affectedPr1 only, then the BB-
overloading technique will continue to operate if another
fault does not occur beforeft(Bk1). In the worst case this
interval is[r1; d1℄. On the other hand in Figure 8b, the PB-
overloading technique will continue to operate if another
fault does not occur beforeft(Bk3). In the worst case, this
interval is[r1; d3℄ which is approximately2 [r1; d1℄.
5.2 Simulation studies
For our simulation studies, we have used Spring schedul-
ing [10], a well known dynamic scheduling algorithm for
scheduling real-time tasks, as the base algorithm to incor-
porate the BB- and PB-overloading techniques. The guar-
antee ratio (GR) is used as the performance metric for the
capability of a technique to schedule tasks, which is defined
as: GR = the number of tasks guaranteedthe number of tasks arrived . TheTTSF is
used as the performance metric for measuring the capabil-
ity of a technique to tolerate faults. For each point in the
performance curves, a total of 20,000 tasks arrived in the
system.The number of task have been chosen to have ap-
proximately 95% confidence interval within0:005 around
the results. The tasks for the simulation are generated as
follows:
1. The worst case computation time of a task (primary ver-
sion) is chosen uniformly between20 se: and40 se: 2.
The deadline of a taskTi (primary version) is uniformly
chosen betweenri+2i andri+5i. 3. The inter-arrival
time of tasks follows exponential distribution with mean.
4. The inter-arrival time of faults follows exponential dis-
tribution with mean, with a minimum value of400 se:.
This value is chosen to be greater than bothTTSFPB andTTSFBB to satisfy Assumption 3.5. The task loadL is
defined as the expected number of task arrivals per mean
service time and its value is approximately equal to1C,
whereC is the mean computation time.6. The number of
processors in the system is chosen to be five.
Results: The task load (L) is varied in Figure 9. As ex-
pected, increasingL decreases the guarantee ratio for all
the techniques and the difference in performance between
the techniques is maximum when the task load is greater
than0:5. This is because, for low loads, the task load is
less than the system capacity and hence the techniques tend
to behave similarly (i.e., there are no/less overloading take
place). The figure also shows that the guarantee ratio of-
fered by PB-overloading is better than BB-overloading and
no-overloading for all task loads. The reason is that the
PB-overloading can assign a start time for a primary ear-
lier than that of BB-overloading because the primary can be
overloaded on an already scheduled backup, which, in turn,
helps its backup to find an earlier start time, thus resulting





















Figure 9. The effect of task load on the guar-
antee ratio
Figure 10 shows the effect of varying task load on theTTSF for the overloading techniques. The figure shows
that the difference in theTTSF between the PB- and BB-
overloading techniques is significant at high load (L = 1)
compared to at low load (L = 0:25). This is because, for
low loads (L = 0:25), most of the tasks are schedulable
even without overloading, thus making the techniques be-
have similarly. The figure also shows thatTTSFPB in-
creases more rapidly thanTTSFBB as task load increases.
This is because,TTSFPB is approximately twice that is of-
fered by the BB-overloading technique and also due to bet-
ter chances of overloading with increasing load. Whereas,
the value ofTTSFBB is approximately equal to the value
that is offered by the no-overloading. The slight increase
in TTSFBB is partly due to the increase in the number
of tasks that are affected by the faults as the task load in-
creases.
6 Conclusions
In this paper, we have proposed a new technique,
called primary-backup (PB) overloading, for fault-tolerant
scheduling of real-time tasks in multiprocessor systems.
The proposed PB-overloading technique can work with
grouping schemes - such as no-grouping, static grouping,
and dynamic grouping - and can easily be incorporated into
any scheduling algorithm. We have shown through both















Figure 10. The effect of task load on the guar-
antee ratio
fers better schedulability (25% gain) than BB-overloading
for all the cases studied. We have also shown that theTTSF (a reliability metric) of PB-overloading is upper
bounded by twice that of BB-overloading, which is a much
smaller value than theMTTF of the system. Hence, PB-
overloading is an effective technique than BB-overloading
for many practical reliability requirement.
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