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This thesis presents a guaranteed cost control of nonlinear systems based on polynomial
fuzzy control and path-Following algorithm. A nonconvex sum-of-squares (SOS) conditions
realizes guaranteed cost control of polynomial fuzzy systems has been achieved in this re-
search. Although the SOS-based design method is regarded as the LMI-based design method,
there are still some unsolved problems in system analysis and design. In order to solve the
remaining problems of the SOS-based design method, this research proposes new ideas, that
is, using the so-called path tracking algorithm to directly solve the non-convex SOS design
conditions by guaranteed cost control.
This present thesis comprises six chapters, which are:
Chapter 1 is the introduction which includes research background, motivations, and the
position of this research.
Chapter 2 is preliminaries which includes definitions, mathematical tools, and relaxation
tools.
Chapter 3 presents a new nonconvex design algorithm for guaranteed cost control of
polynomial fuzzy systems, that includes the Takagi-Sugeno (T-S) fuzzy systems as a special
case. A new scheme that minimizes the upper-bound of a given performance function while
minimizing the parameters which check non-negativity for SOS design conditions is one of the
main contribution of this research. The two parameters in the path-following algorithm are
minimized by introducing a double-loop structure. In addition, co-positive relaxation is ap-
plied to bring relaxation to sum-of-squares conditions. Two complex nonlinear system design
examples (a polynomial chaotic system and a complicated nonlinear system) are employed
to illustrate the validity and applicability of the proposed nonconvex design algorithm.
In chapter 4, a new type of polynomial fuzzy controller based on an approximate solu-
tion for the Hamilton-Jacobi-Bellman (HJB) inequality is introduced. Also, two relaxations
are provided by bringing a peculiar benefit of the SOS framework. One is an S-procedure
IX
relaxation for the considered Lyapunov function level set that is contractively invariant set.
The other is an S-procedure relaxation for design conditions obtained for polynomial mem-
bership functions redefined by variable replacements in considered ranges. A benchmark
example is applied to illustrate the validity and applicability of the proposed nonconvex de-
sign algorithm. And the result is compared with chapter 3 algorithm. Another focus of this
chapter is to provide a particular method, that is, lower upper-bound estimation, to estimate
the cost value of the design cost function by increasing the order of the polynomial function
under consideration. The same benchmark example is applied to present the accuracy of the
estimation.
The Chapter 5 present the result of applying the proposed algorithm to a parafoil wing-
type unmanned aerial vehicle (UAV) practical system, also the lower upper-bound estimation.
Finally, Chapter 6 summarizes the results and discussions of the previous chapters, as
well as the future directions of current research.
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In the middle of the 1960s, the idea of fuzzy sets was first introduced by Zadeh [1],
which brings a new preliminary idea of the basic properties and implications of classification.
Lotif Zadeh first pointed out the ambiguity concept, like human recognition and abstraction,
can provide a natural way of dealing with classification problems instead of the classic, true
and false, boolean logic-based problems. Later in 1974, Ebrahim Mamdani [2] brought the
scheme of fuzzy logic to control a complex, nonlinear dynamic plant. The presented If-Then
structures can intuitively describe human operations into a controller.
Since Tomohiro Takagi and Michio Sugeno first introduce Takagi-Sugeno (T-S) models
in 1985 [3], T-S models have successfully utilized in a wide range of research, i.e., robotic
system stability analysis and stabilization [4,5]. In recent decades, the linear matrix inequal-
ity (LMI)-based methods of T-S fuzzy systems have played a central role in fuzzy control
research. Within the LMI framework, a lot of research on this topic has devoted much effort
to numerically feasible design problems [6–8]. The LMI-based design method has accom-
plished great success. However, there are still some problems that cannot be resolved by the
LMI-based design method.
In the past decade, polynomial fuzzy systems have been discussed and studied [9–20,36,
37]. The consequent part of polynomial fuzzy system matrices include polynomials and is ob-
served as a more general representation of the T-S fuzzy model. Due to the system matrices
includes polynomials, LMI-based stability and stabilization conditions cannot be employed.
Recently, a design method based on the sum-of-squares (SOS) has been successfully devel-
oped, which is regarded as a post-design method based on LMI. SOS-based design approaches
have been extensively discussed in some studies, e.g., [22,23,44], etc., with numbers of design
methods, including guaranteed cost control [20, 21]. The studies [9–11] are the pioneering
researches using polynomial fuzzy systems and controllers. From these excellent pioneer re-
searchers, the polynomial fuzzy controller can be regarded as the general form of the T-S
1
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fuzzy controller. The same as polynomial fuzzy systems is to T-S fuzzy systems. According
to this definition, it is found that the SOS framework is a post-LMI framework [12]. This
article proposes a new SOS framework with peculiar advantages beyond the LMI-framework.
The research [9]- [11] are some of the pioneer researches, since then numbers of related
SOS-based fuzzy control from different point of view have been published one after another,
i.e, robust control [13, 14], time-delay control [18], observer design [15,16], etc. The research
paper [20] proposed a SOS framework guaranteed cost control system, which demostrated
the utility and the benefit of SOS framework beyond LMI framework. However, there are
still some difficulties in the existing SOS framework, mentioned in [12, 19, 24], need to be
overcome. First of all, the construction of Lyapunov function is severely affected by Bi(x) in
polynomial fuzzy systems. Secondly, when a higher-order Lyapunov function is considered it
is difficult to theoretically guarantee the global stability of control systems. Finally, the last
difficulties, as mention above when implement the typical transformation from the original
nonconvex conditions to convex conditions under the SOS framework unlike LMI framework
is always equivalent, does not always equivalent under SOS framework. To conquer this
dilemma, in [19, 24, 25] a so-called path-following algorithms were introduced to solve this
difficulties. In this thesis, a novel structure of path-following is proposed.
This thesis proposes a new approach dealing with guaranteed cost control of polynomial
fuzzy systems with nonconvex conditions via a path-following algorithm. To handle SOS
nonconvex conditions issue, a typical transformation technique is commonly applied, e.g.,
[20, 21]; However, the typical transformation in SOS conditons cause conservativeness issues
[12, 19]. It is also pointed out in [12, 19] that there are some limitations in polynomial
Lyapunov function, which will lead to conservativeness results so that sometimes the global
stability cannot be guaranteed. Although these difficulties only appear in SOS conversion
cases, not in LMI, and sometimes it is challenging to solve nonconvex conditions in practical,
the nonconvex algorithm proposed in this thesis can effectively bypass the above difficulties.
As far as we know, there has not been any literature research on the application of path-
following design to guaranteed cost control. Also, it should be noted that all the existing
path-following techniques [19,24,44], etc, cannot be directly applied to guarantee cost control
design. The reason is that path-following algorithms in [19, 24, 44] only require to minimize
one parameter, the non-negativity checking parameters of the SOS design; on the other hand,
this research requires to minimize the upper-bound of the designed cost function and the non-
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negativity checking parameters of the SOS design condition in parallel. Therefore, this thesis
developed a novel double-loop structure path-following design algorithm scheme.
Later in the content, in Chapter 3, first we proposes a polynomial Lyapunov function
for guaranteed cost control design, that the feedback system is consists of a polynomial fuzzy
system and a polynomial fuzzy controller. In this chapter copositive relaxation is introduced
to give relaxation to SOS conditions. The detail of realizing a two parameters minimization in
path-following algorithm scheme is illustrated in Chapter 3.3. Then, we employed a three-
dimensional polynomial chaotic system with multiple inputs and a complicated nonlinear
system to demonstrate the utility of the proposed algorithm. Besides that, the comparison
tables of the cost function of our design algorithm with a convex design algorithm (Algorithm
1) [20] and a path-following stabilization algorithm (Algorithm 2), applied path-following
algorithm to solve nonconvex stabilization conditions, are also provided.
Based on the knowledge of Chapter 3, a new type of polynomial fuzzy controllers based
on an approximate solution for Hamilton-Jacobi-Bellman (HJB) inequality is introduced in
Chapter 4, which reduces the use of the decision parameter. Theoretically, the new polyno-
mial fuzzy controller gives a necessary and sufficient condition for the optimality of control
with respect to the cost function. In addition, two S-procedure relaxations are introduced
to bring special benefits to the SOS framework. One is implemented in polynomial fuzzy
membership function by proposing an improved consideration range. Another is introduced
for bringing relaxation for the considered outmost Lyapunov function level set that is con-
trastively invariant set. Therefore an improved double-loop structure path-following design
algorithm based on minimizing the upper-bound of the cost function scheme is proposed.
Another highlight of this chapter is that we proposed a particular to estimate the cost func-
tion value. Theoretically speaking, it is an indispensable and useful estimating the minimum
upper limit without calculating cost function value in the design process. In the end of this
chapter, a complex nonlinear system design example is employed to illustrate the effectiveness
of the proposed algorithm and the cost value lower upper-bound estimation.
In Chapter 5, we extend the concept from the previous chapters to a practical parafoil
wing-type unmanned aerial vehicles (UAVs) model. By applying the controller introduced in
Chapter 4, to stabilize the flying height of the UAV at a specified height. Also the simulation




This present thesis comprises six chapters, which are:
Chapter 1 is the introduction of research background and objectives.
Chapter 2 is preliminaries which provides definitions as well as mathematical tools and
relaxation tools which will be used in later chapters.
Chapter 3 presents a novel nonconvex design algorithm for guaranteed cost control based
on optimal polynomial fuzzy control. A new design structure which directly solves noncon-
vex sum-of-square design conditions for a guaranteed cost control via employ the so-called
path-following algorithm is provided. Two complex nonlinear system design examples (a
polynomial chaotic system and a complicated nonlinear system) are employed to illustrate
the validity and applicability of the proposed nonconvex design algorithm. Besides that, the
comparison tables of the cost function of the proposed algorithm with a convex design algo-
rithm [20] and a path-following stability algorithm [9] are also provided.
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Chapter 4 present a new algorithm nonconvex design algorithm for guaranteed cost control
by employed a new polynomial fuzzy controller based on an approximate solution for the
Hamilton-Jacobi-Bellman (HJB) inequality. Also, two relaxations are provided by bringing a
peculiar benefit of the SOS framework. One is an S-procedure relaxation for the considered
Lyapunov function level set that is contractively invariant set. The other is an S-procedure
relaxation for design conditions obtained for polynomial membership functions redefined by
variable replacements in considered ranges. Another contribution of this chapter is proposing
a reasonable and practical way of estimating the lower upper-bounds of a given cost function
by increasing the order of the considered polynomial function.
Chapter 5 gives a practical parafoil wing-type unmanned aerial vehicles model and we
applied the algorithm presented in chapter 4 to achieve level flight. This example provides a
further proof of the utility of our proposed algorithm. Also, the result of lower upper-bound
estimation result is provided.
Chapter 6 summarizes the results and discussions of the previous chapters, as well as the





Chapter 2 consists of basic definitions, required mathematical tools, and relaxations tools
which will be applied in the subsequent chapters.
2.1 Definitions
In this present thesis, bold letters indicate matrices. And scalar, otherwise. The fol-
lowing gives the definitions and explanations of concepts that will be frequently used in the
subsequent article.
2.1.1 Positive Definiteness
Consider v ∈ R − 0 and suppose f(v) : Rn → R, where V = [v1, v2, . . . , vn]. If f(v) is a
positive definite then it is said that for all v and v 6= 0 satisfy f(v) > 0 and f(0) = 0. On
the other hand, it is known as negative definite if satisfy −f(v) > 0 and −f(0) = 0.
Consider a quadratic polynomial function:
w(V ) = V T K V , (2.1)
where V = [v1, v2, . . . , vn]
T V ∈ Rn and K is a n× n symmetric matrix. Then it is say that
for all V 6= 0,
if V TKV > 0 K is positive definite.
if V TKV ≥ 0 K is positive semi-definite.
if V TKV < 0 K is negative definite.
if V TKV ≤ 0 K is negative semi-definite.
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2.1.2 Sum of Squares Decomposition
The application of the sum of square decomposition and its development in various
control problems can be found in [20], [51], [52]. The algorithm presented in this paper relies
on the decomposition of the sum of squares of multivariate polynomials. Assume f(v(t)) is







where g1(v(t)), g2(v(t)), . . . , gz(v(t)) are polynomials. Therefore, f(v(t)) is always positive if
(2.2) is satisfied. With the SOS property it is easier to proof the nonnegativeness of f(v(t)).
The SOSOPT solver [38] is applied to solve the sum of square conditions in this research.
2.2 Mathematical Tools
2.2.1 Linear Quadratic Regulator Control
The linear quadratic regulator control is a optimal control based on state-space repre-
sentation. LQR uses a performance function (cost function) to find the best gain, which
measures the target performance and the energy required to consume the actuator. The





(XTQX + uTRu)dt, (2.3)
where X is the state, u is the controller, and Q and R are weighting matrices. The set
performance function is the weighted sum of performance and effort overall time, then by
solving the LQR problem, it returns the gain matrix that produces the lowest cost given the
dynamics of the system.
2.2.2 Guaranteed Cost Control
The idea of guaranteed cost control is to introduce a upper-bound of a given cost function
(performance index) indirectly to guaranteed the cost of the design controller to be less than
the boundary.
8
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ŷ dt ≤ λ,
where y is output vector. ans Q and R are positive symmetric weighting matrices. By the
introduction of cost function upper boundary λ, a new strategy of minimizing cost function
J can be taken over from minimizing λ.
2.2.3 Path-Following Algorithm
A nonconvex condition is the condition that cross term between more than one decision
variables(matrices). Transfer function is typically introduce for solving nonconvex condition;
However, by this way may case conservation issue and also sometimes the transfer function
is hard to obtain.
Consider the following nonconvex condition, where φg(x) and φh(x) are polynomial matrices
and both of them are decision variables, then a simple nonconvex condition can be set as
φg(x)φh(x) < 0 (2.4)
The problem is to find a solution satisfying (2.4). With a positive definite polynomial matrix
ϕ(x) , the problem may be converted as
φg(x)φh(x) − αϕ(x) ≤ 0 (2.5)
If a solution with α < 0 can be found it is say that,
”− υT {φg(x)φh(x) + αϕ(x)} υ is SOS.” (2.6)
Where υ represent a vector that is independent of x. Note that since there exists a cross term
of decision variables, φg(x)φh(x) is the bilinear SOS condition. We consider δφg(x), δφg(x),
9
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and δφg(x) are perturbations approaches 0, then we can reasonable approximate that
φg(x)φh(x) ≃ (φg(x)δφg(x)) (φh(x)δφh(x))
= φg(x)φh(x) + δφg(x)φh(x)
φg(x)δφh(x) + δφg(x)δφh(x)
(2.7)
Note that the last term δφg(x)δφh(x) is extremely small compare with other terms. From
this fact we can transform (2.6) into
”− υT {φg(x)φh(x) + δφg(x)φh(x) + φg(x)δφh(x)
+ αϕ(x) − αδϕ(x)} υ is SOS ”
(2.8)
Note that δυg, δυh, and δε are decision variables in the minimizing optimization. The min-
imization optimization is iteratively performed by substituting the N -th solution into the
N -th iteration. According to the iteration law (2.9) decision variables update each iteration
so as to minimizing α.
φN+1g (x) = φ
N
g (x) + δφg(x)
φN+1h (x) = φ
N
h (x) + δφh(x)
ϕN+1(x) = ϕN (x) + δϕ(x) (2.9)
At the very beginning, the initial setting of the φh(x), φg(x), and ϕ(x) is needed. Sometimes
the initial value should be carefully select, as a result that some initial setting never lead to
α < 0. If there exist a feasible solution with α < 0, then that is the solution for the nonconvex
condition (2.4).
2.2.4 Bisection Searching Technique
Bisection searching technique is a finding method for continuous functions, which consists
of repeatedly bisecting the interval and then selecting the subinterval. Assume the goal is to
10
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f(cN ) > 0 then TN+1upper = C,
f(cN ) < 0 then TN+1lower = C, (2.10)
where N is a counter, which adds 1 each time after (2.10). Keep repeating (2.10) until
TNupper−T
N
lower < ǫT , where ǫT is a small positive value. Then we can say that the approximate
f(x) = 0 is when x = cN .
2.3 Relaxation Tools
2.3.1 Co-positive Relaxation
The matrix J = [Jij ] ∈ R








βiβjJij ≥ 0, (2.11)
where β = [β1, β2, . . . , βψ]
T ∈ Rψ and βi ≥ 0. To check the copositivity of a matrix, the
following technique is used: A relaxation is to introduce βi = β̂
2
i and check whether (2.12)















j Jij is SOS, (2.12)
where β̂ = [β̂1, β̂2, . . . , β̂ψ ]




The S-procedure is a relaxation technique that: as long as some other quadratic forms
are negative, some quadratic forms can guaranteed its negativity in LMI approach [26]. It
has been proved that SOS decomposition from can brings more benefit by using S-procedure
[24,27].
Given polynomials f1(z(t)) and f2(z(t)), define sets D1 and D2:
D1 := {z(t) ∈ R
n : f1(z(t)) ≤ 0},
D2 := {z(t) ∈ R
n : f2(z(t)) ≤ 0}.
If there exits a polynomial σ(z(t)) ≥ 0 for all z(t), such that −f1(z(t))+σ(z(t))f2(z(t)) ≥ 0
for all z(t), then D2 ⊆ D1.
Note
For the convenience of explanation, in the following chapters, in some parts the time t
are omitted as for simplifying mathematical expressions. For example, the initial condition
x(t(0)) is presented as x0 and initial states of the Lyapunov function V (t(0)) is presented
as V0. Also, the time-dependent polynomial functions, such as state-space variables x(t),
control input u(t), and output y(t) are denoted as x, u, and y, respectively.
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3
Guaranteed Cost Control System
Design Using Nonconvex
Conditions
This chapter addresses a novel nonconvex design algorithm for guaranteed cost control
based on fuzzy systems, including T-S fuzzy systems as a special case. A set of nonconvex
sum-of-squares conditions is derived from achieving guaranteed cost control of polynomial
fuzzy systems. The following article presents the processes of designing the new structure
which directly solves nonconvex sum-of-square design conditions for a guaranteed cost control
via employ the so-called path-following algorithm. Although the sum-of-squares approach is
known as a post-LMI-based design approach, there are still some problems remained to be
solved. Aware that there is only one minimizing parameter in the typical path-following
approach [19,24,44] which is used for checking the non-negativity of SOS-design conditions.
However, in our algorithm, after introducing guaranteed cost control, it is required to mini-
mize the upper-bound of a given cost function additionally. Therefore, a novel path-following
double-loop structure of minimizing two parameters is realized.
In the following sections, first, the introduction of polynomial fuzzy systems and guar-
anteed cost control are carried out. Next, Section 3.3 illustrates the main contribution of
designing novel path-following algorithm structure step by step into more details. Finally, a
3-D polynomial chaotic system with multiple inputs and a complex nonlinear system exam-
ples are employed to demonstrate the utility of the proposed algorithm. Besides that, the
comparison of the cost function of our design algorithm with a convex design algorithm [20]
(Convex Algorithm) and a path-following stabilization algorithm [9] (Stabilization Algorithm)
are also provided in tables.
13
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3.1 Polynomial Fuzzy Systems
Consider the following state-space representation nonlinear dynamical system:
ẋ = f(x) + g(x)u, (3.1)
where x = [x1 x2 · · · xn]
T and u = [u1 u2 · · · um]
T are vectors of state vector and input,
respectively. f(x) = [f1(x) · · · fn(x)]
T and g(x) = [g1(x) · · · gn(x)]
T are vectors of
smooth nonlinear functions. Assume that f(x) = 0 if and only if x = 0. By applying the
sector nonlinearity concept [4], the nonlinear system (3.1) can be converted into the following
polynomial fuzzy model [9] with lossless of the polynomial fuzzy model conversion.
Model Rule i :
If z1 is Hi1 and · · · and zℓ is Hiℓ
Then ẋ = Ai(x)x̂(x) +Bi(x)u
i = 1, 2, · · · , r, (3.2)
where zj (j = 1, 2, · · · , ℓ) are premise variables, Hij denotes the fuzzy set associated with
the i-th model rule and the j-th premise variable and r is the number of rules. x̂(x) is a
column vector whose entries are all monomials of x. A monomial in x is a function of the
form xξ11 x
ξ2
2 · · · x
ξn
n , where ξ1, ξ2, · · · , ξn are nonnegative integers. The consequent part of the
polynomial fuzzy model (3.2) is represented by polynomials, incidentally, the consequent part






where z = [z1, z2, ..., zℓ]
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hi(z) = 1 . (3.5)
Using the parallel-distributed compensation framework [6], a fuzzy controller [11] with poly-
nomial rule consequences can be constructed from the given polynomial fuzzy model (3.2) as
follows:
Control Rule i :
If z1 is Hi1 and · · · and zℓ is Hiℓ
Then u = −Fi(x)x̂(x),
i = 1, 2, · · · , r, (3.6)







By substituting the fuzzy controller (3.7) into the polynomial fuzzy model (3.3), the overall
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3.2 Guaranteed Cost Control System Design
From here, the time t will be omitted for simplifying mathematical expressions. The

















Then consider the polynomial Lyapunov function candidate V (x), a positive definite
polynomial. If the time derivative of V (x) along the feedback system trajectory is satisfied,
the feedback system is stable.












































where Q and R are symmetry positive definite matrices. Thus, L(x) is a positive definite
matrix. Therefore, we can say that if (3.12) holds, then V̇ (x) ≤ 0 is warranted; moreover,
the stability of the closed-loop system is guaranteed.
16
Section 3.2 Guaranteed Cost Control System Design
Remark 1. It has been stated in [19], there are some remain issues to be solved while handling
SOS-based design for polynomial fuzzy systems. In [9, 11,20] applied typical transformation
to deal with non-convex SOS design conditions. The typical congruence transformation is a
mathematical technique that first derived nonconvex conditions into convex conditions then
solve the convex conditions instead. The conservativeness occurs by transformation does not
exist in LMI conversion cases; however, in SOS design case occurs. Also it is difficult to
guaranteed system global stability due to Bi(x) matrices restriction. The above-mentioned
issue can be conquered by introducing a path-following algorithm [19]. Even though directly
solving nonconvex condition are challenging, but the following proposed processes demon-
strate a reasonable and reliable way to overcome.

























ŷ < −V̇ (x). (3.16)



















If (3.16) holds, is reasonable to assume that the system is stable and x tends to 0 when t
goes to infinite. Therefore, (3.17) can be rewritten as
J < V (x(0)). (3.18)
By introducing λ for minimizing the the upper-bound of the designed cost function, (3.19)
17
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can be hold.
J ≤ V (x(0)) ≤ λ. (3.19)
Thus, by minimizing λ as much as possible the cost value J can be minimized. Finally, recall
(3.8), an SOS-based design of guaranteed cost controller can be realized with two decision
variables (polynomials) V (x) and Fj(x).
min
V (x),Fi(x)
λ subject to (3.20) - (3.22)
V (x)− ǫ(x) is SOS. (3.20)
















































ǫ(x) is a given small positive-definite polynomial. (3.22) is a nonconvex condition, since
there are cross terms between decision variables(polynomials), which are V (x) and Fj(x).
By minimizing the upper-bound λ as much as possible, the optimal solution can be obtained.
3.3 Guaranteed Cost Control Based on Path-Following Algo-
rithm
This section illustrates details into steps of how the designing novel path-following algo-
rithm acts, and the relation between parameters will also explain in the follow-up content.
The following algorithm scheme is different from other proposed path-following algo-
rithms [19, 24, 44], which present a single-loop so as to minimizing α for checking the non-
negativity of SOS conditions. This algorithm assembles an additional loop structure to min-
imize the upper-bound of a given cost function, λ. Therefore, a novel double-loop structure,
18
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as shown in Fig.3.1 has been carried out.
Figure 3.1: The novel path-following algorithm structure.
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[Iteration Process]
Step 1: Set a iteration counter N = 0. The initial setting of Fj0(x) is a feasible solution
selected from the guaranteed cost control of polynomial fuzzy system with convex conditions
[20]. Bisection searching technique is introduced and expected to accelerate the search speed
of finding minimum λ. Thus, we set an reasonable searching area between [λlow λup], where
λup > λlow > 0 and λ0 = λup.
Remark 2. Bisection searching technique is employed in the following steps, where Section
2.2.4 gives clear explanation of its concept. The setting of the λup can be roughly defined at
the beginning by trial-and-error, or a selection which is greater than the cost function of [20]
can also be considered. Note that a larger setting of λup can bring out more relax constrain
in Step 2 in the beginning. It is still need to keep in mind that a bigger λup setting may
takes longer time to converge.
Step 2: With the parameter given by previous steps, optimize the following SOS con-
strain group I. The bisection searching technique is also employed for minimizing α2 to
accelerate the searching speed in the range of [αmax, αmin].
[Constrain Group I]: min
VN (x)
α2 subject to (3.25) - (3.27)
VN (x)− ǫ(x) is SOS, (3.25)





















If there is no any feasible solution that satisfy (3.25) - (3.27) with Fj0(x) or FjN(x) even
when α2 = αup. If so, go to Step 5. If a feasible solution with minimum α2 can be found,
substitute the solution VN (x) back to (3.25) - (3.27) to double-check the feasibility using
Matlab issos command.
It is highly recommended to double-checking the feasibility of the solution since in some
cases the feasible solution given by sosopt command in Matlab environment might be infea-
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sible solution. If that is the case, slightly increase α2 then check the constrain again. If a
solution with α2 < 0 passed double-checking is found in this step, go to Step 5. Other case
with α2 > 0, please go to Step 3.
Step 3: Applying FjN (x) and VN (x) obtained in Step 2, solve the following constrain
group II. Bisection searching technique is also employed in this step to accelerate the search-
ing speed of minimum α3 .
[Constrain Group II]: min
δFj(x),δV (x)
α3 subject to (3.28) - (3.32)
VN (x) + δV (x)− ǫ(x) is SOS. (3.28)















j{(ΛijN + δΛij) + (MijN (x) + δMij(x))






































δMijN (x) = x̂
T (F TiN (x)RδFj(x) + δF
T
i (x)RFjN (x))x̂.
υ1 and υ2 are vectors independent of x. And ǫv and ǫF are very small positive values to ensure
that δV and δFj(x) are small. In step 3, it is also recommended to apply double-checking.
If the checking result is infeasible, then slightly increase α3 and recheck the requirements.
After the minimum α3 value after double-checking is found, go to Step 4.
Step 4: Update FjN (x) with the solution solved by the SOS optimization problem
21
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(3.28)-(3.32), following iteration law:
FjN+1(x) = FjN(x) + δFj(x). (3.33)
Set N = N + 1. With the updated FjN(x) move to Step 2.
Step 5: This step presents the operation detail of minimizing λ by utilizing bisection
searching technique. First, define FjN+1 = FjN . Next, determine the reason of entering Step
5.
λup = λN if reach a feasible solution with α2 < 0 in Step 2.
λlow = λN if no feasible solutions in Step 2.
Then set λN+1 = (λup + λlow)/2. If the 3.34 is satisfied, end the iteration.
λup − λlow < ǫλ, (3.34)
where ǫλ is a small positive value. If (3.34) is not satisfied, set N = N + 1 and move on to
Step 2.
Remark 3. All design conditions expressed in the proposed design algorithm can be de-
scribed by SOS, and can be solved symbolically and numerically through the developed
MATLAB software [38, 39] and semi-definite program (SDP) solver [40, 41].The SOS solver
has some numerical reliability options, and all the SOS solutions shown in this article have
been carefully provided. It is worth noting that the feasible results may vary slightly de-
pending on the options, especially for SOS conditions with higher-order polynomials. For
example, the feasibility of the solver could be chose among ’off ’, ’fast ’, ’full ’, and ’both’. The
solver define ’fast ’ options by default [38]. And we always select ’both’ option in this research,
which brings the most carefully checking and provide the most reliable solutions. After the
feasible solution is obtained in the algorithm, the so-called SOS test, the ’issos’ command in
the SOSOPT tool, is performed. By substituting the feasible solution obtained by ’both’ into
the considered SOS conditions, and execute ’issos’. In this double-checking processes we also
select the most reliable checking ’both’ option.
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3.3.1 Minimizing Objects Relationship in Iterations
The relationship among α2, α3, and λ during iterations is shown in Fig.3.2 by exercising
the example describe in section 3.4.3. In order to present the relationship clearly the bisection
searching technique for λ is omitted and change to decrease progressively. When λ > 130
each time in Step 5 λN+1 = λN − 10; Otherwise, λN+1 = λN − 1. During N = 1 to 20,
α2 value exaggeratedly change α3 also has some relatively big changes compare to N > 20.
This behavior shows the effectiveness of the algorithm for updating VN (x) and FjN (x), which
guides to obtain the minimum λ.
Figure 3.2: The relationship among α2, α3, and λ according to each iteration N
3.4 Nonlinear System Examples
To illustrate the utility of the proposed design algorithm (Nonconvex Algorithm), this
section provided two design examples and compared with a convex design algorithm [20]
23
Chapter 3 Guaranteed Cost Control System Design Using Nonconvex Conditions
(Convex Algorithm) and a path-following stabilization algorithm [9] (Stabilization Algorithm).
The first example is a 3-D polynomial chaotic system and another example is a complex
nonlinear system, which has been widely applied in the literature [19], [20], etc. Under
the guaranteed cost control framework, we compared a nonconvex design and convex design
algorithm by comparing the proposed algorithm and algorithm presented in [20], which is
named as Convex Algorithm in the following content. In addition, we compared our algorithm
with Stabilization Algorithm, a nonconvex stabilization design algorithm using the path-
following algorithm, to illustrate the introducing of guaranteed cost control contributes a
significant reduction of the cost function value.
Table 3.1 and Table 3.2 present the comparison of the λ and the cost function value J .
The smaller J value represents to lower cost, therefore the lower the better. Note that since
Stabilization Algorithm is only a stabilization control, thus λ does not exist.
3.4.1 Design Example I: 3-D Polynomial Chaotic System
The emplyed 3-D polynomial chaotic system with multiple inputs is used as a design

































































































































The algorithm required parameter settings are given as follows: [αmax, αmin] = [5000, −0.1],
s = 1, x(0) = [1 1 1]T , ǫ(x) = 10−6xTx, Q = I, and R = I.
The solution of Nonconvex Algorithm:
V = 34.4195x21 + 54.5942x1x2 − 5.2714x1x3 + 23.7926x
2
2 − 8.6811x2x3 + 13.7457x
2
3
F 1 = [3.0904, 0.26655,−5.8908
3.939, 7.541,−1.0232
−14.7078,−6.8207,−3.5064];
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The solution of Convex Algorithm:
V = 38.4049x21 + 60.0138x1x2 − 11.8557x1 ∗ x3 + 28.4095x
2
2 − 14.3682x2x3 + 18.0107x
2
3 ;
F 1 = [−1.3894,−2.679,−6.8651
30.6911, 28.333,−11.0139
−6.797, 0.3214,−6.3621];
F 2 = [3.0351, 2.313,−13.0889
27.2435, 21.98,−7.3085
−4.2462, 3.2164,−9.533];
The solution of Stabilization Algorithm:
V = 0.82646x21 + 0.38904x1x2 − 0.069731x1x3 + 0.32843x
2
2 − 0.089574x2x3 + 1.224x
2
3
F 1 = [−2.3553,−7.2305,−30.7444
4.2266, 46.6456,−9.994
−35.4248,−15.1983, 1.7893];
F 2 = [−6.1751,−2.0285,−23.6906
62.6109, 47.3718, 1.7118
−4.1042,−5.6773,−11.4633];
Fig. 3.3 and Fig. 3.4 show the control results and control trajectories of three different
algorithms for a 3-D polynomial chaotic system. Table 3.1 lists the cost function values J
and the cost function upper-bound λ of three different algorithms. The upper-bound of cost
function λ does not exist in Stabilization Algorithm [9] since the algorithm only deals with
stabilization. Comparison result gives evidence of the Nonconvec Algorithm proposed in this
chapter obtained smaller J value than Convex Algorithm, the existing guaranteed cost control
of convex design [20]. In addition, the comparison between Stabilization Algorithm and our
algorithm gives evidence that when solving nonconvex design conditions, using guaranteed
cost control under the path-following framework can significantly reduce the value of J .
26








Figure 3.3: Design Example I: Control results of Convex Algorithm (Algorithm 1), Stabiliza-
tion Algorithm (Algorithm 2), and the Nonconvex Algorithm (Proposed).
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Figure 3.4: Design Example I: The controlled trajectory of Convex Algorithm (Algorithm 1),
Stabilization Algorithm (Algorithm 2), and the Nonconvex Algorithm (Proposed).
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Table 3.1: Cost function values J and the designed upper-bound parameters λ values of
Convex Algorithm, Stabilization Algorithm, and the Nonconvex Algorithm.
λ J
Convex Algorithm 120.0 106.4
Stabilization Algorithm - 100.4
Nonconvex Algorithm (Chap. 3) 112.6 75.5
3.4.2 Design Example II: A Complex Nonlinear System






where x = x̂ = [x1 x2]
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C1 = C2 = I








Fig. 3.5 demonstrates the control system behavior without control, i.e., u = 0, and Fig.
3.6 demonstrates the control results of the complex nonlinear system applying the proposed






The polynomial fuzzy model is reduced to the benchmark design example used in [19] and [20]
with a = 1 and b = 0. The algorithm required parameter settings are designed as follows:
29
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Figure 3.5: Design Example II: The behavior of complex nonlinear system with u=0.
Figure 3.6: Design Example II: The control results of proposed Nonconvex Algorithm.
30
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[αmax, αmin] = [5000, −0.1], s = 1, x(0) = [10 10]
T , ǫ(x) = 10−6x̂T x̂, Q = I, and R = I.
Table 3.2 presents a clear comparison of the design upper-bound parameters λ and the cost
function values J at a = 1 and b = 0.
Table 3.2: Minimizing upper-bound λ and Cost function values J for three different algorithm
(a = 1,b = 0).
λ J
Convex Algorithm 634.2 253.83
Stabilization Algorithm - 591.44
Nonconvex Algorithm (Chap. 3) 661.7 172.77
The solution of the proposed Nonconvex Algorithm:
V = 3.9854 x21 + 2.6313 x
2
2
F1 = [1.4818 x1 + 1.155, 2.1174 x1 + 0.3713]
F2 = [2.0176 x1 + 2.1544, −0.69145 x1 − 0.79865].
The solution of Convex Algorithm:
V = 3.941 x21 + 2.401 x
2
2
F1 = [3.566 x1 + 0.1153 x2 + 0.017402, −0.11118]
F2 = [3.7885 x1 + 0.13028 x2 − 0.0346, 0.10708].
The solution of Stabilization Algorithm:
V = 5 x21 + 5 x
2
2
F1 = [2.0898 x1 + 0.43787 x2 + 0.83347, 0.43787 x1 + 0.3249 x2 + 0.019445]
F2 = [2.0893 x1 + 0.43849 x2 + 0.83852, 0.43849 x1 + 0.32492 x2 + 0.090347].
The Table 3.2 shows that the proposed Nonconvex Algorithm gives much smaller J value
than the Convex Algorithm and Stabilization Algorithm, which illustrates the practicality of
the Nonconvex Algorithm (Chap. 3).
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3.4.3 Comparing Feasible Area: Using Design Example II
This subsection presents the feasible areas of the proposed Nonconvex Algorithm and com-
pared with Convex Algotihm. Figure 3.7 is a bar graph that presented the feasible areas (x−y
axis represents different a and b settings) and individual cost function value J are express by
the hight of each bars (z-axis) within the area of a ∈ [3, 4, ..., 11] and b ∈ [0, 1, ..., 10].
From the figure we can claim that the proposed Nonconvex Algorithm obtained more
relax result than Convex Algorithm, which brings out a much wider feasible area. Moreover,
comparing J values under the same a and b settings where both algorithms are feasible, the
proposed Nonconvex Algorithm obtains significantly smaller values than Convex Algorithm.
Note that, for every set of a and b, the initial F0(x) for the proposed Nonconvex Algo-
rithm is the solution F (x) obtained by Convex Algorithm at a = 1 and b = 0. Therefore, the
practicality of the proposed Nonconvex Algorithm through this example can be observed.
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The New Polynomial Fuzzy
Controller and Lower
Upper-Bound Estimation
This chapter further enhances the algorithm proposed in the previous chapter. Based on
the approximate solution of the Hamilton-Jacobi-Bellman (HJB) inequality and a set of SOS
design conditions, the new proposed algorithm gives a new polynomial fuzzy controller to
achieve guaranteed cost control. In addition, two S-procedure relaxations were introduced.
One is an S-procedure relaxation for the considered Lyapunov function level set that is con-
tractively invariant set. The other is an S-procedure relaxation for design conditions obtained
for polynomial membership functions redefined by variable replacements in considered ranges.
This chapter presents the processes of designing the new polynomial fuzzy controller and
introduce S-procedure relaxations, then introduces the new double-loop iteration structure
which directly solves nonconvex sum-of-square design conditions for a guaranteed cost control
via employ the so-called path-following algorithm. Finally, to illustrate the effectiveness and
the improvment of the new proposed algorithm, the new Nonconvex Algorithm is compared
with the Convex Algorithm [20] and the Nonconvex Algorithm proposed in Chapter 3.
Another focus of this chapter is to provide a particular method, that is, lower upper-bound
estimation, to estimate the cost value of the design cost function by increasing the order of
the polynomial function under consideration. The same benchmark example is applied to
present the accuracy of the estimation.
35
Chapter 4 The New Polynomial Fuzzy Controller and Lower Upper-Bound Estimation
4.1 HJB Inequality and Stabilization Conditions of Polyno-
mial Fuzzy Controller
This section gives a novel type of polynomial fuzzy controllers based on an approximate
solution for the Hamilton-Jacobi-Bellman inequality and a set of SOS design conditions to





(yTQy + uTRu) dt, (4.1)
where Q and R are positive definite symmetric matrices. The polynomial fuzzy controller















where V (x) is a Lyapunov function of input and output equation (4.1). Since the polyno-
mial fuzzy controller (4.2) relates to a solution of the Hamilton-Jacobi-Bellman inequality of
nonlinear systems, the new defined controller (4.2) is expected to provides a lower cost of the






Fi(x) is also a decision variable (polynomial), if the polynomial fuzzy controller (4.3) is used,
like in Chapter 3. Therefore, one of the benefit of introducing (4.2) is that the decision
variable (polynomial) can be reduced in the guaranteed cost controller design. From the
perspective of computational complexity, the reduction in the number of decision variables
brings great advantages.
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Theorem 4.1. V (x) becomes a Lyapunov function, if there exists a polynomial V (x), βij(x),
and θp(x,η) satisfied constrains (4.5)-(4.9) with scalar α < 0, which proves the non-negativity
of the constrain. Thus, the polynomial fuzzy controller (4.3) stabilizes the system (4.1) and
it is satisfied that J ≤ V (x(0)) ≤ λ, where V (x) becomes a Lyapunov function.
V (x)− ǫV (x) is SOS, (4.5)
−V (x(0)) + λ is SOS, (4.6)
βij(x) is SOS, i, j = 1, 2, · · · , r, (4.7)






























p )(ηp − η
max




βij(x) are positive polynomials with βij(0) = 0. θp(x,η) are positive polynomials with
θp(0,η) = 0. ǫV (x) is a radially unbounded positive-definite polynomial. From the fact that
λ is the upper-bound of J , by minimizing λ as much as possible, we can design the guaranteed
cost controller. λ is the design upper-bound of the cost function J , therefore a guaranteed
cost controller is designed by minimizing the upper-bound as much as possible.
Proof: Consider a polynomial Lyapunov function candidate V (x). If (4.5) is satisfied,
then V (x) > 0 at x 6= 0.
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The aim of this theorem is to derive SOS conditions which minimizes the upper-bound of
cost function (4.1). A common used guaranteed cost control is considered as:
V̇ (x) ≤ −yTQy − uTRu, (4.12)
where V (x) is a Lyapunov function which satisfies J ≤ V (x(0)). And λ as the upper-bound
of cost function is introduced such that J ≤ V (x(0)) ≤ λ. By minimizing λ as much as
possible, guaranteed cost controller (4.2) can be generated. A set of SOS conditions which
satisfying V̇ (x) ≤ −yTQy − uTRu only if V (x) − V (x(0)) ≤ 0 is generated, which means
that it is not always required satisfying V̇ (x) ≤ −yTQy−uTRu when V (x)−V (x(0)) < 0.
By introducing S-procedure, Section 2.3.2, the following relaxation can be realized.








hi(z)hj(z)βij(x){V (x)− V (x(0))} ≥ 0 , (4.13)
where βij(x) > 0. Note that it is satisfied that V̇ (x) < 0 at x 6= 0 when V (x)−V (x(0)) ≤ 0.
In other words, (4.4) is asymptotically stable.
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p )(ηp − η
max
p ) ≥ 0. (4.15)
Thus, (4.9) implies (4.15) when α < 0.































p )(ηp − η
max
p )dt, (4.16)
Since the closed-loop system (4.4) is asymptotically stable,





















p )(ηp − η
max
p )dt, (4.17)
where γij(x,η) = hi(η)hj(η)βij(x). Hence,
J ≤ V (x(0)) − IV − Iη, (4.18)
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Remark 4. It is challenging to considered IV and Iη in the experiment Therefore, the
condition (4.6) is employed instead of (4.18). And by minimizing the upper-bound, the cost
function J can be minimized.
4.2 A New Path-Following Based Design
A guaranteed cost controller can be designed by minimizing λ according to the SOS
condition in Theorem 4.1. This section illustrates details into steps of how the designing im-
proved a new design based on path following acts, and the relation between parameters will
also explain in the upcoming content. Fig. 4.1 is the flowchart of the new proposed algorithm.
[Iteration Process]
Step 1: Define N as an iteration counter. Set N = 0, βijN (x) = 0, and λN = λupper,
where λupper is a fixed positive constant value.Then select an initial V0(x) based on linear-
quadratic regulator (LQR) solution using the Riccati equation. The process of generating a
set of proper initial V0(x) will be described in detail by design examples in section 4.2.1. Yet,
βij0 = 0 is simply designed as initial. Move on to Step 2.
Step 2: Based on Theorem 4.1, the small disturbances δV (x) and δβij(x) were introduced
to solve the following SOS optimization problems. In this step, VN (x) and βijN (x) are
fixed according to the precious steps, not decision variables (polynomials); On the other
hand, δV (x), δβij(x), and θp(x, η) are the decision variables(polynomials). The bisection
searching technique (Section 2.2.4) is employed to α2 for accelerating the searching speed.
40
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Figure 4.1: The new path-following algorithm structure.
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αupper is defined as a large value which is used to determine whether any feasible solutions
can be obtained. αlower is the lower-bound of α2, which is a small negative value. Satisfy
αlower < 0 < α2 < αupper.
[Constrain Group I]: min
δV (x),δβij(x),θp(x,η)
α2 subject to (4.19) - (4.25)
VN (x) + δV (x)− ǫV (x) is SOS, (4.19)
βijN (x) + δβij(x) is SOS, i, j = 1, 2, · · · , r, (4.20)
θp(x,η) is SOS, p = 1, 2, · · · , ξ, (4.21)







































TQCj(x)x̂− α2{VN (x) + δV (x)}
+βijN (x){VN (x(0)) + δV (x(0)) − VN (x)− δV (x)}
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υ2 is SOS, (4.25)
where ǫV (x) is a radially unbounded positive-definite polynomial, which is a relax variable
to avoid VN (x) + δV (x) = 0 state, maintain the positivity. υ1 and υ2 are vectors that are
independent of x. θp(x,η) (p = 1, 2, · · · , ξ) are polynomials. ǫ1 and ǫ2 are small positive
constants for ensuring that δV (x) and δβij(x) are small. After the minimum α2 is found,
update the solution:
VN (x)← VN (x) + δV (x), (4.26)
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then go to Step 3. ’←’ stands for substitution.
[Terminal Scenario in Step 2]: The terminal scenario in Step 2 is when no feasible
solution, which satisfy (4.19) - (4.25) can be obtain, even when α2 = αupper. When the
scenario described above occurs, terminate the iteration.
Step 3: With VN (x), updated in Step 2, solve the following SOS conditions. Since in
conditions (4.27) - (4.30), βij(x) is a decision polynomial (variable); therefore, it is no need
to be updated in Step 2. The Bisection searching technique is also employed to α3, the idea
and design are the same as α2 described in Step 2, thus α3 ∈ [αlower αupper].
[Constrain Group II]: min
βij(x),θp(x,η)
α3 subject to (4.27) - (4.30)
−VN (x(0)) + λN is SOS, (4.27)
βij(x) is SOS, i, j = 1, 2, · · · , r, (4.28)
































p )(ηp − η
max
p ) is SOS.(4.30)
If a solution with α3 < 0 is obtained, go to Step 4. If the minimum α3 which satisfy
(4.27) - (4.30) is grater than zero, update variables (polynomials) according to the following
rules:
VN+1(x) ← VN (x),
βijN+1(x) ← βij(x),
α3,N+1 ← α3,
N ← N + 1 (4.31)
43
Chapter 4 The New Polynomial Fuzzy Controller and Lower Upper-Bound Estimation
go to Step 2.
[Terminal Scenario in Step 3]: One common terminal scenario is no feasible solution,
which satisfy (4.27) - (4.30) can be obtain, even α3 = αupper. Another scenario is after cth-
iteration, the program starts to compare the latest minimum α3 to the one in the past, where
c is a positive constant integer
|α3,N − α3,N−c| < µ, c < N, (4.32)
where µ is a very small positive value. α3, in some cases, stabilized around a positive value
or slightly increased then decrease. Both situations imply α3 cannot be minimized any more.
When the scenarios described above occur, terminate the iteration.
Step 4: The task of Step 4 is to reserve solution information and minimizing λ. Enter-
ing Step 4 means that a solution with λN (the current minimum λ value) that satisfies
Theorem 4.1 (4.5)-(4.9) has been obtained.
λ∗, V ∗(x), β∗ij(x), and θ
∗
p(x,η) are reserve as the candidate of final optimal solution.
λ∗ ← λN ,
V ∗(x) ← VN (x),
β∗ij(x) ← βijN (x),







And minimize λ by rule:
λN ← λ
∗ − τλ∗, (4.35)
where τ is a positive value which is greater than 1, then set N ← N +1 and go back to Step
2.
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Optimized Solution: The optimal solution is V ∗(x), β∗ij(x), and θ
∗
p(x,η), if there exist.
And λ∗ becomes the minimum λ value.
Remark 5. As we mention in Remark 3, in order to present the most reliable solution,
selection the proper solver checking options is an issue that needs to be carefully treated.
This means, since this research mainly deals with high-order SOS polynomials, we check
the polynomial (by substituting feasible solutions into the considered SOS conditions) to
determine whether it is an SOS polynomial in the most rigorous way. The most reliable
option is the ’both’ option. Once the checking result report ’infeasible,’ we will strictly
determine ’infeasible.’ This double-checking processes are essential for providing trustworthy
solutions.
Remark 6. In our experiment (4.24) and/or (4.25) in Step 2 can be optional. These SOS
conditions are used to ensure that the decision variables (polynomials) are small disturbances.
However, due to these constraints, optimization sometimes requires a longer calculation time
to obtain a solution from the given initial setting. Even if we do not consider (4.24) and/or
(4.25), the final solution is always satisfied Step 3, which means that is also satisfied Theorem
4.1.
4.2.1 Benchmark Example
This section provides a complex nonlinear system design example to illustrate the prac-
ticality and effectiveness of the proposed design algorithm. This example deals with a gener-
alized version of a complex nonlinear system, which was first given in [11]. As a generalized







Chapter 4 The New Polynomial Fuzzy Controller and Lower Upper-Bound Estimation
where x = x̂ = [x1 x2]
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It should be emphasized that LMI-based design techniques cannot be applied to complex
nonlinear system design examples, becauseAi(x) andBi(x) are given as polynomial matrices.
Introducing S-procedure relaxation concept to the membership functions; therefore, it















where η = η1. η1 =
sinx1
x1
, ηmin1 = −0.216, and η
max
1 = 1.
[Initial V (x) Candidate Generator]:
Consider x(0) = [10 10]T and defined Q = I and R = I. The initial settings of V (x), i.e.,
V0(x), are performed as follows. First, a symmetric range for each state variable is considered
as xp ∈ [−10 10] for p = 1, 2, so as to include the initial state as a vertex on the x1-x2 space.
For the domain D = {(x1, x2)| |x1| ≤ 10, |x2| ≤ 10} generated by the considered ranges, the
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following nine grid points are selected as representative points on the domain D.
(x̄1, x̄2) = {(10, 10), (10, 0), (10,−10), (0, 10), (0, 0), (4.37)
(0,−10), (−10, 10), (−10, 0), (−10,−10)}. (4.38)
Regardless of the initial state, the range can be changed according to the situation under
consideration. Yet, it is one of the reasonable design methods to choose according to the
scope of the initial state. The resolution can also be changed by considering the calculation
requirements and/or time allowed in the computing environment. By replacing the x̄1 and
x̄2 in each grid with x1 and x2 in Ai(x) and Bi(x) elements, respectively. The following





−1 + x̄1 + x̄
2












−1 + x̄1 + x̄
2



























(A∗,B∗) pairs are present in varying proportions:
A∗ = w̄∗Ā1 + (1− w̄
∗)Ā2,
B∗ = w̄∗B̄1 + (1− w̄
∗)B̄2,
where 0 ≤ w̄∗ ≤ 1.The resolution of w̄∗ may be changed according to allowable computational
requirement and/or time. The following experiment, we considered three different proportion
cases w̄∗ = 0, 0.5, 1.0 for each grid points (4.37), therefore there are 9x3 different initial
settings. By applying 27 pairs of (A∗,B∗) to the Riccati equation, 27 initial settings of
V0(x) LQR solutions can be obtained. The 27 initial settings of V (x) will be analysed after
implementing the iteration, and the result which obtains the smallest value of λ among all
the settings will be selected finally.
In the design algorithm, the parameters are set as λupper = 800, c = 20, τ = 0.01,
αupper = 5000, ǫv(x) = 10
−6(x21 + x
2
2), ǫ1 = 0.005, and µ = 0.001. As mentioned in Remark
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6, we consider the practical option, i.e., (4.25) is not utilized to shorten the computational
time.












Figure 4.2: Benchmark Example: the behavior of complex nonlinear system with u=0.
To the best of our knowledge, [20] is the only research which proposed SOS-based guaran-
teed cost design. The existing SOS-based guaranteed cost design [20] is compared with the
proposed method in this chapter. The result presents in Table 4.1 shows the utility of the
proposed algorithm, none of the feasible solution can be found for (a, b) = (3, 1) in the ex-
isting SOS-based guaranteed cost design. The value of J is calculated through simulations
with the initial state x(0).
Table 4.1: Comparison results of λ and J for benchmark example (a, b) = (3, 1)
Methods λ J
Convex Algorithm [20] 2595.50 2552.30
Nonconvex Algorithm (chap. 3) 391.10 201.23
Nonconvex Algorithm (chap. 4) 376.20 44.89
Figure 4.4 shows the control result of the polynomial fuzzy controller designed by the pro-
posed algorithm.
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Figure 4.3: Benchmark Example: the control results of proposed Nonconvex Algorithm.
In our design algorithm, the solutions for a = 3 and b = 1 are obtained as follows:








































4.3 Lower Upper-Bound Estimation: Benchmark Example
This section proposes a new design framework based on minimizing the upper-bound of
the cost function J . Theoretically speaking, it is an indispensable and useful estimating the
minimum upper-bound without calculating J in the design process. In the linear LQR case,
J = V (x(0)) = λ. However, in the case of nonlinear guaranteed cost design in the previous
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Figure 4.4: Control result for the initial state a = 3 and b = 1.
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chapters, since the derived SOS conditions are sufficient condition, there is usually a gap
between J and its upper-bound λ. The gap between J and λ are different due to different
design conditions, e.g., the gap between the results present in Table 3.2 and Table 4.1 are
about 489 and 332, respectively. Consequently, it is tricky to deliver the analytical optimal
solution.
The most natural way to obtain the value of J is to carry out simulations. However, it
is not an inherent way of solving in the systematic control designs. Therefore, it is worth
to estimate the lower upper-bound in the design process without calculating J . This sec-
tion shows that a lower upper-bound estimation can be achieved by increasing the order of
polynomial functions V (x).
The notation [d] is introduced to note the order of the polynomial functions, where d is a
positive integer. For example, V[d+2](x) means a (d+ 2)-th order polynomial function.
In the below content the notation [d] is introduced to indicates the order of the polynomial
functionV (x), e.g. V[d+2](x) means a (d+ 2)-th order polynomial function.
Theorem 4.2 gives a set of SOS conditions to achieve the lower upper-bound estimation















However, the SOS condition which will be illustrated in Theorem 4.2 can be easily extended
to estimate the lower upper-bound of a higher-order polynomial fuzzy controller.
Theorem 4.2. Assumed V[2](x) is a solution which satisfying (4.5)-(4.9). With the polyno-
mial fuzzy controller (4.39), if there exist a polynomial V[d](x) (d = 4, 6, 8, · · · ), βij(x), and
θp(x,η) such that (4.40)-(4.44) are satisfied with scalar α < 0, then it can be expected to
have a smaller λ (or at least the same value as λ obtained in Theorem 4.1). In addition, λ
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satisfies that J ≤ V[d](x(0)) − IV − Iη ≤ λ− IV − Iη.
V[d](x)− ǫV (x) is SOS, (4.40)
−V[d](x(0)) + λ is SOS, (4.41)
βij(x) is SOS, i, j = 1, 2, · · · , r, (4.42)







































θp(x, η)(ηp − η
min
p )(ηp − η
max
p ) is SOS. (4.44)
Proof : It can be directly obtained from Theorem 4.1.
(Q.E.D.)
Remark 7. In Theorem 4.2, V[2](x) is given not a decision polynomial (variable). Theo-
rem 4.2 presents convex SOS conditions with respect to the decision variables (polynomials)
V[d](x), βij(x), and θp(x,η) when λ is given. A simple observation in terms of being repre-
sented by (4.12) is that
V̇[2](x) ≤ V̇[d](x) ≤ −(x
TQx+ uTRu) (4.45)
implies
J ≤ V[d](0) ≤ V[2](0). (4.46)
If the coefficients of higher-order (more than the 2nd order) terms in V[d](x) are all zero, it
is clear that V[d](x) simply reduces to V[2](x). That is, a less conservative result is at least
obtained by increasing d. Thus, by minimizing λ (e.g., with the bisection searching technique)
subject to (4.40)-(4.44), obtaining a smaller upper-bound of the cost function value J can
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be expected. In summary, Theorem 4.2 gives a practical and reasonable calculation way of a
lower upper-bound for a given controller.
Remark 8. Theorem 4.2 shows that a larger d is expected to obtain a smaller upper-bound.
On one hand, higher order settings cause computational difficulty due to larger computational
requirement of the SOS solver in practice although higher order settings are highly expected
to bring less conservative results with smaller upper-bounds.
4.3.1 Complex Nonlinear System Design Example
Refer to a complex non-linear system design example, which uses the same settings as
the previous example.
Table 4.2 presents the minimum upper-bound λ with different order of V[d], where d =
2, 4, 6. In Table 4.2 we can observe that the λ value when d = 4 is much smaller than
whend = 2, which is close to the value of J that we obtained in the previous section. There-
fore,
Table 4.2: The minimum λ in different order of V .
Methods λ J
d = 2 435 250
d = 4 258
d = 6 258
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The 2-th order solutions are:
V[2](x) = 3.303188x
2



















































































































































































































1 − 2.7301x1x2 + 2.1964x
2
2.
As mentioned above, the gap between the value of J and the upper-bound obtained
through Theorem 4.2. The gap also includes the margin due to IV + Iη, as mentioned in
Remark 4. Although there is a gap still the higher-order, a larger d, achieve a smaller upper-
bound is expected.
Remark 9. Since b = 1 (i.e., b 6= 0) in this design example, we note that the order of
Lyapunov functions in the existing SOS-based design [20] should be two in order to guarantee
the global stability of the control system. More exactly, Lyapunov functions whose degree is
more than two become rational polynomial (not polynomial). It is directly related to the fact







This chapter extends the concept from the previous chapters to a practical parafoil
wing-type unmanned aerial vehicles (UAVs) model. By applying the controller introduced in
Chapter 4, to stabilize the flying height of the UAV at a specified height. Also the simulation
results of estimating the lower upper-bound of the performance function λ is provided.









Figure 5.1: UAV platform (parafoil wing type UAV).
The powered paraglider-type UAV as shown in Fig.5.1 has lines (cables) connected from
the front and rear edges of the parafoil to the direction control bar on the body, which is
controlled by a servo motor. Table 5.1 shows the dimensions/specifications for the UAV
platform [47]. Fig.5.2 presents the parafoil wing-type UAV platform configuration which
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Figure 5.2: System configuration of UAV platform [50].
consist of an electric speed controller, a DC motor, a server motor, a gyro, a magnetometer,
a processor, an electric speed controller, a wireless module unit, etc. The wireless module
is used to communicate with a computer on the ground station for monitoring the flying
condition. A global positioning system (GPS) at every 100 ms measures the position of the
UAV. This UAV system has two outputs. One is a propeller controlled by a DC motor for
altitude control. The other is a direction control bar controlled by a servo motor, which is
used to change the flight direction. The change of control bar angle causes a change in the
direction of the lift/drag force generated by the parafoil. As a result, the UAV can turn left or
right. In other words, since the UAV platform has never left and right brakes on the left and
right wings, only servo motors are used to control its direction. This mechanical structure
means that the speed and altitude of the UAV cannot be controlled separately. Thus it is
difficult to control.
Table 5.1: Dimensions and specifications of UAV platform.
Body
Size (L×D×H) 390×75×285 [mm]
Weight 1.196 [kg]
Four-bladed propeller (diameter × pitch) 8× 6 [inch]
Distance between body center and parafoil center 1.2 [m]
Parafoil
Weight 0.170 [kg]
Length of arc, span 1.52, 0.62 [m]
Area 0.97 [m2]
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5.2 Mathematical Model of UAV
Figure 5.3: Variables and parameters in a rigid body dynamics of UAV model.
Considering the parafoil wing-type UAV as a one-rigid body model, the equation of motion
in the x-z plane in the absolute coordinate system, as Fig.5.3 shown, can be expressed as the
following three-degree-of-freedom model.
(M +m)z̈(t) = L(t) cosϕ(t)−D(t) sinϕ(t) + T (t) sin θ(t)− (M +m)g. (5.1)
(M +m)ẍ(t) = T (t) cos θ(t)−D(t) cosϕ(t)− L(t) sinϕ(t). (5.2)
Ibθ̈(t) = l{D(t) cos(θ(t) + γ − ϕ(t))− L(t) sin(θ(t) + γ − ϕ(t))} + dT (t). (5.3)
where
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The definition of each variables can be refer to the Table 5.3.
Table 5.2: Lists of the parafoil wing-type UAV variables.
Variable Definition
x(t) x position (m)
z(t) z position (m)
ϕ(t) Velocity vector angle (rad.)
θ(t) Pitch angle (rad.)
γ(t) Relative angle of canopy to body (rad.)
T (t) Thrust (N)
D(t) Drag force (N)
L(t) Lift Force (N)
u(t) System input (N)
After a series of derivations and assume that the UAV flies around the equilibrium point
(assuming that it is flying in a straight line).
ż(t) = żr(t) (5.4)
ẋ(t) = ẋr(t) + vxn (5.5)
T (t) = u(t) + Tn (5.6)
θ(t) = θr(t) + θn (5.7)
where θn = 15.3396(deg.), vxn = 6.5598(m/s), and Tn = 4.4584(N), which are obtained
by real flying experiment. The above equations of motion are nonlinear dynamics around a
considered equilibrium point. Also the angle (ϕ(t)) with the air flowing into the parafoil can
be approximated to near 0. The following mathematical model of UAV can be derived:
Table 5.3: List of the parafoil wing-type UAV parameters.
Parameters Values Explanations
m 1.700×10−1(kg) Mass of canopy





ρ 1.293(kg/m3) Air density
l 8.358×10−1(m) Length of canopy cable
d 4.030×10−2(m) Distance between center of gravity of body and thrust point
S 9.424×10−1(m2) Wing area
Ib 6.900×10
−3(kgm2) Moment around y-axis (body)
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A polynomial model is obtained as
q̇(t) = A(q(t))q(t) +B(q(t))u(t), (5.10)
where q = [zr(t), żr(t), θr(t), θ̇r(t)]
T . Since x(t) is used as the x position of PPG, the state







































A42(żr(t), θr(t)) = l
( 1
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xn cos(θn + γ) (5.13)
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The above polynomial model looks complicated, but note that most of them are constants.
Only żr(t), ż
2
r (t), θr(t) and their cross terms in A(q(t)) and B(q(t)) matrices are variables.
It is not a polynomial fuzzy model, just a polynomial. Hence, the S-procedure relaxation for
the polynomial membership functions are not available for this system. This means that we
do not have to consider it in the design process. We can design the HJB-based guaranteed
cost controller as just one rule polynomial fuzzy model.
5.3 Path-Following Based Design for Guaranteed Cost Con-
trol for the UAV system
This section we applied the same design processes described in Section 4.2. However,
the employed UAV designed model is a single rule polynomial fuzzy model. Thus, in the
following content we will explain how to applied our algorithm to an practical single rule
polynomial fuzzy model.
Applying Theorem 4.1 and the design processes written in Chapter 4.2, the path-following
based design for guaranteed cost control for the UAV system can be realized. The UAV sys-
tem model is a one rule polynomial fuzzy model, thus the controller is designed without
employed S-procedure relaxation for polynomial membership functions.
[Iteration Process]
Step 1: Define N as an iteration counter. Set N = 0, β(q) = 0, and λN = λupper, where
λupper is a positive constant relatively larger than the LQR solution. Then select an initial
V0(q) based on linear-quadratic regulator (LQR) solution using the Riccati equation. The
details of generating a set of proper initial V0(q) will be described in detail in the design UAV
example in Section 5.4. Move on to Step 2.
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Figure 5.4: The flowchart of the iteration.
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Step 2: Based on Theorem 4.1, the small disturbances δV (x) and δβ(x) were introduced
to solve the following SOS optimization problems. In this step, VN (x) and βN (x) are fixed
according to precious steps, therefore they are not decision variables (polynomials); On the
other hand, δV (x) and δβ(x) are decision variables (polynomials). The bisection searching
technique is employed to α2 for accelerating the searching speed. αupper is defined as a large
value, which is used to determine whether any feasible solutions can be obtained. αlower is
the lower-bound of α2, which is a small negative value. Satisfy αlower < 0 < α2 < αupper.
[Constrain Group I]: min
δV (q), δβ(q)
α2 subject to (5.15) - (5.20)
VN (q) + δV (q) − ǫV (q) is SOS, (5.15)
βN (q) + δβ(q) is SOS (5.16)





























+q̂TC(q)TQC(q)q̂ − α2{VN (q) + δV (q)}
+βN (q){VN (q(0)) + δV (q(0)) − VN (q) − δV (q)}
























υ2 is SOS, (5.20)
where ǫV (q) is the radial unbounded positive definite polynomial and is a slack variable that
keeps VN (q) + δV (q) positive. υ1 and υ2 are vectors that are independent of q. ǫ1 and
ǫ2 are very small positive constants for guaranteed that δV (q) and δβ(q) are small. After
minimizing α2 subject to (5.15) - (5.20), if there is a solution with minimum α2, update
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VN (x) by the rule:
VN (q)← VN (q) + δV (q), (5.21)
then go to Step 3. αupper is a large number and denotes the upper limitation to judge
whether any feasible solutions or not.
[Terminal Scenario in Step 2]: The terminal scenario in Step 2 is when no feasible solu-
tion, which satisfy (5.15) - (5.20) can be obtain, even when α2 = αupper. When the scenario
described above occurs, terminate the iteration.
Step 3: With the updated VN (q), solve the following SOS optimization problem which
is also not a decision variable (polynomial). The following conditions are derived based on
Theorem 4.1.
[Constrain Group II]: min
β(q)
α3 subject to (5.22) - (5.24)
−VN (q(0)) + λN is SOS, (5.22)













+β(q){VN (q(0)) − VN (q)} − α3VN (q) is SOS. (5.24)
If a solution with α3 < 0 is obtained, go to Step 4. If the minimum α3 which satisfy (5.22)
- (5.24) is positive, update variables (polynomials) in the order described below:
VN+1(q) ← VN (q),
βN+1(q) ← β(q),
α3,N+1 ← α3,
N ← N + 1, (5.25)
go to Step 2.
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[Terminal Scenario in Step 3]: One common terminal scenario is no feasible solution,
which satisfy (5.22) - (5.24) can be obtain, even α3 = αupper. Another scenario is after
cth-iteration, the program starts to compare the latest minimum α3 to the one in the past.
|α3,N − α3,N−c| < µ, c < N, (5.26)
where c is a positive constant integer and µ is a very small positive value. Note that, α3,
in some cases, stabilized around a positive value or slightly increased then decrease. Both
situations imply α3 cannot be minimized any more. When the scenarios described above
occur, we judge the algorithm has reach its limitation. Therefore, terminate the iteration.
Step 4: The task of Step 4 is to reserve feasible solution information and minimizing λ.
Entering Step 4 means that a latest solution with λN (the current minimum λ value) that
satisfies (5.22) - (5.24) has been obtained.
λ∗, V ∗(x), and β∗(x) are reserve as the candidate of final optimal solution of the UAV
system.
λ∗ ← λN ,
V ∗(q) ← VN (q),
β∗(q) ← β(q). (5.27)





And minimize λ by rule:
λN ← λ
∗ − τλ∗, (5.29)
where τ is a positive value which is greater than 1, then go back to Step 2.
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Optimal Solution: The optimal solution is V ∗(q), and β∗(q), if there exist. And λ∗
becomes the minimum λ value.
5.4 Simulation Results of UAV Model and Comparison
The results of applying Section 5.3 to the UAV model will be demonstrate in the following
content. Two initial states, q(0) = [−5 0 0 0]T and q(0) = [5 0 0 0]T , performance cost, cost
function upper-bound, and solutions are provided.
The closed-loop system of a single-rule polynomial fuzzy system of the UAV model can
be represented as:
ẋ = A(q) q̂ +B (q) u . (5.30)
The output equation is designed as:
y = C(q) q̂, (5.31)































where R = I, Q = [1 0 0 0; 0 0.5 0 0; 0 0 0.5 0; 0 0 0 0.5].
[Linear-Quadratic regulator for V (q) Initial Set]
The set of initial settings of V0(q) are generate through following processes. First, we de-
fined a symmetric range for state variables, which are zr(t), żr(t), θr(t), and θ̇r(t). Analysing
A and B, it is obvious that zr(t) and θ̇r(t) does not exist. Therefore, only the symmet-
ric ranges of żr(t) and θr(t) are considered. For the domain with the considered ranges
D = { (żr(t), θr(t)) | |żr(t)| ≤ 10, |θr(t)| ≤ 20(degree)}, the following 33 grid points are
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chosen as representative points of the domain D.
(żr(t), θr(t)) = {(−10,−20), (−10, 0), (−10, 20), (−8,−20), (−8, 0), (−8, 20),
(−6,−20), (−6, 0), (−6, 20), (−4,−20), (−4, 0), (−4, 20),
(−2,−20), (−2, 0), (−2, 20), (0,−20), (0, 0), (0, 20),
(2,−20), (2, 0), (2, 20), (4,−20), (4, 0), (4, 20),
(6,−20), (6, 0), (6, 20), (8,−20), (8, 0), (8, 20),
(10,−20), (10, 0), (10, 20)}.
The resolution can also be changed by considering the calculation requirements and/or time
allowed in the computing environment.
The parameters setting in the path-following algorithm are as following: ǫ1 = ǫ2 = 0.05,
λupper = 500, αMax = 5000, c = 20, and µ = 0.0001.
For the case q(0) = [−5 0 0 0]T , the solution of proposed method is
J = 79.93
λ = 120.11
V = 1317.8263 θ2r + 6.2972 θrzr + 1.8125 θrθ̇r − 315.8458 θrżr
+4.8016 z2r + 0.049207 zr θ̇r + 12.4038 zrżr + 0.71174 θ̇
2
r
+0.056611 θ̇rżr + 41.9198 ż
2
r ,
β = 12.5635 θ2r − 0.15515 θrzr − 1.0948 θrθ̇r − 3.7752 θrżr
+0.002163 z2r + 0.0077061zr θ̇r + 0.028962 zrżr + 0.052545 θ̇
2
r
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Figure 5.5: Control results with initial state: q0 = [−5 0 0 0]
T .
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Figure 5.6: Control output with initial state: q0 = [−5 0 0 0]
T .
And for the case q(0) = [5 0 0 0]T , the solution of proposed method is
J = 99.12
λ = 120.11
V = 1317.8263 θ2r + 6.2972 θrzr + 1.8125 θrθ̇r − 315.8458 θrżr
+4.8016 z2r + 0.049207 zr θ̇r + 12.4038 zrżr + 0.71174 θ̇
2
r
+0.056611 θ̇rżr + 41.9198 ż
2
r ,
β = 12.5635 θ2r − 0.15515 θrzr − 1.0948 θrθ̇r − 3.7752 θrżr
+0.002163 z2r + 0.0077061zr θ̇r + 0.028962 zrżr + 0.052545 θ̇
2
r
+0.2175 θ̇rżr + 0.31213 ż
2
r .
The proposed designed algorithm is also compared with the existing SOS-based guar-
anteed cost design algorithm [20]; however there is no any feasible solution for neither
Q = [−5 0 0 0]T nor Q = [5 0 0 0]T initial state.
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Figure 5.7: Control results with initial state: q0 = [5 0 0 0]
T .
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Figure 5.8: Control output with initial state: q0 = [5 0 0 0]
T .
Remark 10. For this UAV case, we found out it is difficult to obtain a feasible solution while
minimizing λ. An alternative way is to set the SOSOPT option to ”fast” in the first place
and save all solutions in to (α < 0) λ∗, V ∗, and β∗. Finally after the program terminated,
check those solutions generated through ”fast” option by ”both” options. And select the
solution with the minimum λ that pass ”both” checking. In this way, the is it still possible to
obtain a solution when facing minimizing difficulties, but also can guaranteed the reliability
of the solution.
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5.5 Lower Upper-Bound Estimation: The UAV Model
The section employed the UAV model to demonstrate the practicality of the proposed
lower upper-bound estimation. For more details, please refer to Section 4.3.
Applying Theorem 4.2, the following (5.33)-(5.36) condition specifically derived for the
UAV model can be obtained. Following up the two initial state been applied in the previous
Section 5.4, q0 = [5 0 0 0]
T and q0 = [−5 0 0 0]
T , which cost function value J are 79.93 and
99.12, representatively. The following experiments show by increasing d, indicates the order
of the polynomial Lyapunov function, can easily estimate the cost function value without
operating simulations.
V[d](q) − ǫV (q) is SOS, (5.33)
−V[d](q(0)) + λ is SOS, (5.34)

























+β(q){V[2](q(0)) − V[2](q)} − αV[2](q)
)
is SOS, (5.36)
where V[2](q) is a solution which satisfied (5.15)-(5.20). If there is a solution that satisfied
(5.33)-(5.36) with α < 0, then a smaller λ is expected.
5.6 Results of UAV Lower Upper-Bound Estimation
Table 5.4 shows the lower upper-bound estimation of the UAV model with initial state q0 =
[−5 0 0 0]T and d = 2, 4, 6, 8. On the other hand, Table 5.5 shows the case with initial state
q0 = [5 0 0 0]
T and d = 2, 4, 6.
Observe the results of the two cases, when the order of the polynomial Lyapunov function
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Table 5.4: Minimum λ value of different degrees (q0 = [−5 0 0 0]
T . J = 79.93)
Methods λ
d = 2 120.11
d = 4 81.74
d = 6 81.00
d = 8 −
Table 5.5: Minimum λ value of different degrees(q0 = [5 0 0 0]
T , J = 99.12)
Methods λ
d = 2 120.11
d = 4 105.00
d = 6 −
(d) increases, λ decreases. From the Table 5.4, the greatest order that can be reached is 6-
order where λ[6] = 81.00 and J = 79.93; and the Table 5.5 which the maximum order can be
reach is 4-order where λ[4] = 105.00 and J = 99.12. In summary, both experimental results
illustrate that our proposed method can estimate the cost function value J by increasing the
order of the polynomial Lyapunov function.
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6.1 Conclusions
This thesis has presented a novel idea of designing guaranteed cost control system us-
ing nonconvex conditions and solved via path-following algorithm. A set of nonconvex SOS
conditions are derived successfully to achieve guaranteed cost control of polynomial fuzzy
systems. The proposes algorithm can directly solve the guaranteed cost control under the
nonconvex SOS design condition via path-following algorithm, which bypasses the conserva-
tion issue caused by applying the typical congruence transformation technique. Moreover,
an analytical way to estimate the cost function value without implement simulation was
proposed.
Chapter 3 presented a novel double-loop structure path-following design algorithm scheme
that minimize the upper-bound of the designed performance function and the non-negativity
checking parameters of the SOS design condition in parallel. Also, a copositive relaxation
is introduced to brings out more relax SOS conditions representation. And a 3-D polyno-
mial chaotic system and a complex benchmark nonlinear system were employed to demon-
strate the effectiveness of the proposed algorithm. Besides that, the comparison tables of
the performance function of our design algorithm with a convex design algorithm (Convex
Algorithm) [20] and a path-following stabilzation algorithm (Stabilization Algorithm) [9] were
also provided. Both tables illustrated that our proposed Nonconvex Algorithm obtained the
lowest cost of the designed cost function evaluation amount three algorithms.
In Chapter 4, a new type of polynomial fuzzy controller is introduced. Taking the benefit
of the new polynomial fuzzy controller based on Hamilton-Jacobi-Bellman inequality, which
is theoretically considered as an optimal controller, additionally, the number of decision
variables (polynomials) can be reduced. Two S-procedure relaxations were introduced in
the designed processes, and the results show that the relaxation technique had successfully
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relaxed the SOS polynomial conditions. Moreover, a more simple form of the double-loop
path-following scheme is designed by a different way of minimizing cost function upper-bound.
Also, in the paragraph demonstrated the use of LQR to generate a set of polynomial sets
as appropriate initial settings through examples. Another contribution of this chapter is
proposing a particular strategy for estimating the cost function value by lower upper-bound
estimation. The cost function values can be estimated by fixing the second-order controller
and increased the order of the Lyapunov function. Finally, a benchmark example is applied
to illustrate the validity of our design algorithm and demonstrated the utility of the low
upper-bound estimation method.
In Chapter 5, a practical unmanned aerial vehicles system, which is known as a complex
nonlinear system is employed to illustrate the applicability and validity of the proposed
algorithm presented in Chapter 4. This chapter results give further proof of the effectiveness
of our proposed algorithm and demonstrate the potential of carrying out the real flight
experiment in the future.
6.2 Future Work
Based on the current results, in the future the following aspects are worth exploring.
First, all the examples provided in this thesis only carry out are 2nd-order Lyapunov
functions, it is possible to carry out even better performance after increasing the order of
Lyapunov function, i.e., 4th-order, 8th-order. However, it is challenging while extending
the algorithm to higher-order for the path-following design structure due to initial setting
requirements and also the computational issue. In the 2-nd order path-following structure,
we introduce the LQR algorithm to generate potential reasonable variable initials, yet the
LQR algorithm can only generate linear controllers. In other words, the strategy of relying
on the LQR algorithm to generate initial settings cannot achieve for order higher than 2-nd
order. One considered initial setting for higher-order is:
V[n] = V [n− 2] (1 + ǫV [n− 2]), N > 2. (6.1)
where V [n− 2] is a optimal solution of the result in n− 2-order. Take n = 4 as an example,
the initial setting of 4-th order can be seen as the optimal solution V[2] times a small 2nd order
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polynomial, which can possibly give a reasonable and potential initial setting for higher-order
case.
Secondly, the parafoil wing-type unmanned aerial vehicles model that we employed in
Chapter 5 is a simplified mathematical model. The results shows the potential of applying
our proposed algorithm to a more complicated model. And our goal is to carried out a
real flight experiment in the future to demonstrate an expanded usability of the proposed
algorithm [47,48].
In addition to powered paraglider-type UAV, another type of UAV is flying-wing-type
UAV, which is considered to be a very efficiency UAV, as shown in Figure 6.1. The control
of flying-wing-type UAVs is challenging because they do not have a vertical stabilizer, that
is, no rudder. Therefore, from the perspective of control theory and practice, the trajectory
tracking stability of flying-wing-type UAVs is still a challenging problem. Moreover, a so-
called vertical take-off and landing (VTOL)-type UAV, shown in Figure 6.2, which has a
propeller on each side that can be angled forward or upward, like a multirotor aircraft. This
kind of mechanism design gives the advantage of adaptability to the ground during take-off
and landing.
In the future, the proposed algorithm could be applied to flying-wing-type or VLOT
UAVs. It is expected to achieve efficient flight and guaranteed flying performance in simula-
tions and real flight experiments.
Figure 6.1: The fly-wing-type UAV.
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Figure 6.2: The vertical take-off and landing-type UAV.
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