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Let S be the semigroup of all 2 x 2 stochastic matrices (all entries are non- 
negative and the row sums equal one). There is then a natural one-to-one 
mapping from S onto the unit square, namely the one which maps each matrix 
to the point whose co-ordinates are the entries of its first column. Thus giving S 
the topology of the unit square, S becomes a compact topological semigroup 
with usual matrix multiplication. The kernel K of S is the set of all 2 x 2 
stochastic matrices with identical rows and is topologically isomorphic to the 
main diagonal of the unit square (the one that joins (0,O) and (I, 1)). This 
kernel is a right-zero semigroup. Let c be a probability measure on S whose 
support S, contains a matrix with non-zero entries. Then the closed semigroup 
D generated by S, intersects K and D n K, a right-zero semigroup, is the kernel 
of D. By [2, p. 1521, the sequence cn converges weakly to a probability measure d 
whose support is D n K. This measure satisfies the convolution equation 
d*c=d. (1) 
In fact, the limit d of c” is the unique solution of the equation (1). For, let e 
be another solution of (1) and e * c = e, with S, C D. Then we will have e = eL 
and S, C D n K. Since e * P == e for each positive integer n and I? --f d as 
n ---f ‘~j, rt is clear that e * d = e. But e and d are both in P(D n K) and D n K 
is a right-zero semigroup, meaning that e * d = d. Hence e = d, proving that 
the solution of (1) is unique. 
Suppose now that S, is a two-point set {(x1 , yr), (us , ya)} such that c({(x~ , yr)}) 
= p and c({(xr , ys)}) = q. If both (.rr , yJ and (~a, ya) lie below the main 
diagonal and if 
G(x) = d({(t, t): t < x)), 
then the equation (1) is equivalent to 
‘+)=pG( brl-‘,:)+qG( “‘--“, ), 
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It is clear that the semigroup generated by the support of c is inside the triangle 
ABC (including the boundary). (Note that if c were the unit mass at (x1 , JJJ, then 
P would converge to the unit mass at B.) Since Sd C the segment BC, G(x) is 
zero on [0, B] and one of [C, P]. 
1. PROPOSITION. The function G(x) is continuous # the points (xl , yJ, 
(x2 , yJ and (1,O) are not collinear. 
2. PROPOSITION. The function G(x) is either singular OY absolutely continuous. 
We omit the proofs of these two propositions as they are proven in [I]. 
The main purpose of this paper is to find conditions on the support of the 
measure to insure when the function G(x) is absolutely continuous or continuous 
singular. These questions were asked by M. Rosenblatt in his book [2], p. 159. 
Now all the results that follow will be directed to achieve this purpose. 
3A. PROPOSITION. If H(x) is an increasing bounded function that satisfies (2), 
then there are constants C and D such that 
H(x) = CC(x) + D. 
Proof. This is clear if H(x) is constant. If not, let H(x+) = lim,,,* H(x). 
For well chosen constants K (K # 0) and N, KH(x+) + N is a distribution 
function and it satisfies (2). Hence KH(x+) + iV = G(x). Since G(x) is continu- 
ous, H(x+) and H( ) x are continuous and G(x) = KH(x) + N. Hence the 
proposition. 
Now we wish to write equation (2) in a more convenient form. We write: 
a = Xl - y1 3 b = xz - yz , x0 = Yl/(l - 4 
L = xo - ((~0 - YAP4 and g(x) = G(Lx + x0). 
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Then from (2) we obtain 
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(3) 
Now we intend to find the solution of the equation (3). 
For any real number x, write 
XT,=% and a 
XT”=+- 1. 
Then let W be the free semigroup, with unit I, generated by Tl and T, . Let us 
write: t 1 s if t is a proper left divisor of s in W. We now define: 
(i) V(t) = P%I” and (tl =kfm 
whenever t is the product of k many TX’s and m many T8’s; and 
(ii) h(x) = C V(s) (S E A(x)), 
where 
A(x) = [S E W: xs > & >, xt *or all t 1 s/ . 
Then we observe that 
(i) The function h(x) is an increasing function. To see this, let x < x’ 
and s E A(x). Then either s E A(x’) or there is a proper divisor t of s such that 
t E A(x’). But since 
w a c w (s E A(x) and t 1 s) 
(this can be readily verified by the definitions of V and A), it is clear that h is 
increasing. 
(ii) The function h(x) satisfies the equation (3). To see this, we notice that 
if A(x) equals {I} or D, A(x) = A(x/a) = A((.+) - 1). 
In all other cases, 
A(x)= TJ(;)u TJ(;- 1). 
This implies that h(x) =$&(x/a) + @((x/b) - 1) and therefore, h is a solution 
of (3). 
We may similarly remark that if 
B(x) = {s: xs < 0 < xt for all t 1 s) 
and p(x) = C V(s) (s E B(x)), then p( x is a decreasing function satisfying (3). ) 
Therefore, 1 - p(x) equals h(x). 
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As a result we obtain: 
LEMMA 1. For every x, let 
R(x,n)=]so~IsI=nandOgx~~~~ 
and 
a@, 4 = 1 W> (s E &G 4). 
Proof. Let 
4x, 4 = C W (sEA(x)andIs] <n) 
P(X, 4 = c w (s E B(x) and 1 s 1 < n). 
Then by repeated applications of V(s) = F’(#,) + V(sT,), we obtain 
1 = V(1) = h(x, n) + a(x, n) + P(x, n). 
Since h(x, n) + p(x, n) tends to h(x) + p(x) = 1, a(x, n) tends to zero. 
3B. PROPOSITION. Let H(x) be a bounded function which satisfies (2) and 
coincides with g(x) on (-CO, 0) and (b/(1 - b), +co). Then, H(x) = g(x). 
Proof. By repeated applications of (2), we obtain 
H(x) = h(x, n) + c V(s) H(xs). 
reR(z.n) 
Since H(x) is bounded, the second sum tends to zero as n tends to +co. Hence 
H(x) = h(x) = g(x). 
In what follows, the nature of the solution of the equation (2) or (3) will be 
studied. More specifically, we wish to determine conditions on the support of c 
which will force the limit d to be absolutely continuous or continuous singular. 
4. PROPOSITION. Suppose that a + b < 1. Then g(x) is continuous singular. 
(Here we assume that B # C.) 
5. PROPOSITION. If p = a and q = b, then g(x) is absolutely continuous. 
We omit the proofs of these two propositions as they are proven in [l]. In 
what follows, we will consider the case when a + b is greater than or equal to 1. 
6. PROPOSITION. Suppose that a + b = 1. Then the following are true. 
(i) For every x in (0, b/a), there is a unique representation of x as Czzl bka*k, 
where mk < mk+l and mp’s are zero or natural numbers; 
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(ii) 11 x = xc=‘=, bkam~, then g(x) = (p/q) xr=:=, @pm”. 
(iii) 1f p -+ a, then g(x) is continuous singular. 
Proof of (i). Let m, = 0. For each positive integer k, let m, be the smallest 
integer for which 
mh-l d mk and i b’a”‘) < s. 
,=l 
In this way we obtain a series whose sum cannot exceed x. On the other hand, 
we observe that either 
(a) 0 = mi = m2 = .*. and b + b2 + ... + b” + ... -= b/(1 - b) = b/u; 
or 
(b) there is an n such that 
m,-, < m, = m,+1 = mn+2 = -.. 
Then 
or 
(4 or there are infinitely many n for which m,,, > m, . 
For such an n, 
n+1 
1 b3am, < x < 2 b3& + b”+la”n+l-l. 
3=1 J=l 
In all cases, we see that the sum which cannot exceed x cannot be less than x 
either. Hence it converges to X. 
To prove the uniqueness part, for x in (0, b/u), let 
where m, < mL+l , n, < nkfl , and the mk’s and Q’S are nonnegative integers. 
Let j be the first integer such that m3 # n, . Let 12) > m1 . Then since 
we have: 
b3J’9 = ‘f bkam,+l > f b%‘Q, 
k=3 h=J 
2 bkamk > iI bkank, 
k=l 
a contradiction. The proof of (i) is now compIete. 
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Proof of (ii). Let the function f be defined by: 
f(x) = 0, X,<O 
= 1, 
= $ il qkp”: i, x = ii bka”k. 
Then it is clear that f is a bounded function. Also f satisfies the equation (3). To 
see this, let m, = 0. Then (x/b) - 1 > 0 and (x/a) > (b/a) (f(x/a) = 1). Since 
(x/b) - 1 = I& bkama+l, we have f (x) = (p/q) C,“=, qtiprnk and f ((x/b) - 1) = 
(p/q) C,“=, qkp+l. It is clear then that in this case,f(X) satisfies equation (3). Let 
m, > 1. Then (x/b) - 1 ,< O(f ((x/b) - 1) = 0) and x/a = C,“p, bkahmk+l. It 
is clear then that f(x) = (p/q) zrsl q”p”k =pf(x/a). The proof of (ii) now 
follows from Prop. 3B. 
Proof of (iii). Suppose that b > q. (Note that if p # a, then q # b.) Let u 
be a real number such that b > u > q. For positive integers 1z, let us consider 
all the intervals of the form 
2 bfamt, f bja”‘j + bkfla’% 
3-l 3=1 
where O<m,Qm,,(***<m,, m,+k- 1 = n and k - 1 < ~11. These 
intervals can be easily seen to be pairwise disjoint. Given that for each k there 
are (k!J different intervals of this form, the total length of all these intervals is: 
bk+lan+l-k =b2 'f'(;)bkan-k 
k=.O 
which can be approximated by 
where CD is the normal distribution, and this tends to zero as II + CO since 
u - b < 0. On the other hand, the sum of the d-measures of these intervals is 
'K (k " l)$qk+l~*+l-Y =pq x(;) qkpn-h 
which can be approximated by 
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which converges to pq as n -+ co since u > q. It follows that d is not absolutely 
continuous with respect to the Lebesgue measure and the proof of (iii) is com- 
plete. 
We now consider the case: a + b > 1. In what follows, we will see that in this 
case, g(x) may or may not be absolutely continuous. 
7. PROPOSITION. If for some positive integer n, p = q = an == brk = 3, then 
g(x) is absolutely continuous. 
Proof. Let m be any integer which satisfies 0 < m < 2n - 1 and let m = 
co + Cl 2 + ... + cnel 2n-1, where c, is 0 or 1 for i = 0, l,..., n - 1. Let w(m) 
be 1 if co + cr + ... + c,-r is even, -1 otherwise. Let N = u-l and 
N(m) = co + c,N + ... + c,&V~-~. 
Then we remark that for k < n - 1, 
2 w(m) IV(m) = 0 (0 < m < 2” -- 1). 
Indeed, F(m) will be a sum of products of the form iW1).W2) . . LV-ica’. Such a 
product will appear for every m for which c3(r) = cJ(a) = *.. = c,cr) := 1. Smce 
k < n, then w(m) will be I as often as ---I, for those m’s. Hence our claim. 
Based on this remark, we see that if 
k(x) = C w(m) (x - N(m))+" ( x - N(m)1 (O<m,(Z4- I) 
R(x) is 0 whenever x < 0 or x > 1 + N **. + Nn-r = b/(1 - b). On the other 
hand, direct computations prove that for every x, k(x) satisfies 
h(x)=$h(~)+$k(~- 1). 
Evidently, K(x) is not identically 0 and if h(x) = JEW h(t) dt, h(x) is a bounded 
function which vanishes on (-co, 0) and constant, but not zero, on (b/(1 - b), 
+co). Our last claim follows from the following observation: if h(x) were 0 on 
(b/(1 - b), +co), we could add h(x) to the solution of equation (3) and obtain 
in this way a second solution (see also 3B). But this is impossible. Hence our 
claim, which in conjunction with the fact that h(x) satisfies equation (3) shows 
that h(x) is, suitably normalized, the solution of equation (3). Q.E.D. 
Now we will show that the solutiong(x) is continuous singular when a + b > 1 
and (p/u)” (q/b)g > 1. To show this, we first find a more convenient expression 
for the solution of equation (3). 
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Consider a series 
k 






‘am’ < x < $ b’amj. (5) 
3=1 3=1 
(Note that the sums of two such series which are different may be equal and that 
if k = 1, the left side sum of (5) is zero.) For each x, let A(x) be the set of all 
such series. For r E A(x), we define: for r as in (4), 
and 
if x-co 
= C V(r) (r E A(x)), if 0 < x < & 
0, 
b = if X2----. 
l-b 
Note that if 0 < .Y < b/(1 - b), then 
-4(x) = aA (5) u b (1 + -4 (f - 1))) (7) 
where the union is clearly disjoint. (Remark that if x < 0 or x > b/(1 - b), 
then A(x) = a.) 
8. PROPOSITION. If f is the function as giwen in (6) aboae, then g(x) = 1 - f(x) 
is the solution of equation (3). 
Proof. Because of (7), it is easy to verify that f(x) satisfies equation (3). All 
we have to do now is to prove thatf(x) is bounded. (This, incidentally, will prove 
that f(x) is well-defined.) 
To prove this, we note that: 
(a) If r runs over all series of a single term, then 
C V(r) = q + qp + .** + qpi + *** = 1. 
(b) If r is any series of k terms and r’ runs over all l-term extensions of r, 
then 
V(r) = 1 V(r’). 
LIMIT BEHAVIOR OF CONVOLUTION ITERATES 345 
(We call a series r’ of (k + m) terms whosefirst k terms are identical to those of a 
series r of k terms an extension or a m-term extension of r.) 
Finally, we see that if r is any series and if A(r, x) = (r’: r’ is an extension of Y 
and r’ E A(x)}, then 
V(r) 3 C VP’) (r’ E r/l(r, x)). (8) 
Indeed, repeated use of(b) will p rove (8) if we limit ourselves to Y’ with n terms 
or less. But this is tantamount to (8). 
By using (8) and by letting r run over A(0) or A(x’) with x’ < x, we see that 
1 = f(0) >, f (4 and f(x’) >f(x). Q.E.D 
LEMMA 2. Let x = C,“=, bjana, and z = x + bS+lanlb. Then, there is a constant 
9 such that g(z) - g(x) > Aq”-lpllL~. 
Proof. Since a < 1 and b < 1, then there is an integer m such that 
a”& f b < 1. Let r = Cfz, bTaml + bkT1dnSk+m. Then r E A(x) and the sum of 
every extension of Y is less than 2. This is because C,‘=“, bk+tanzl.+m < b”+lamr. 
Using Proposition 8, we obtain 
LEMMA 3. Let (x, , x,), i = 1, 2 ,..., k, be a finite collection of intervals and let 
us suppose that for each i, there exists a series r, such that: 
(1) rz E A(x,) and no extension of r, is in A(z,), and 
(2) If i + j, then rz f r) and no extension of r, can extend r, . 
Then, the g-measure of their union exceeds C V(r,) (1 < i < k). 
Proof. We can always suppose that the union in question is an interval 
(x, 2). For every r E A(x), we let B(r) be the set of all rz’s which either are 
equal to r or are its extensions. Then, every rz is in exactly one B(r). Moreover, 
or 
V(r) > I{ V(r’): r’ E B(r) U A(r, z)] 
Now we have: 
V(r) - C V(r’) > C V(r’) 
r’EA(r.2) T’EB(T) 
which proves our lemma. 
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9. PROPOSITION. If (p/u)P(q/b)* > 1 and a + b > 1, then the solution g(x) 
of equation (3) is continuous singular. 
Proof. Under our hypothesis, one of p/a, q/b is less than one and the other 
one is greater than one. Suppose that p/a > 1 > q/b and let u = (pa&b) < 1. 
Consider for every n, the collection F of all finite series r = C:, bGzmj such that 
k+m,=n+l, k<w+l 
and for each I, an interval (xz , a;) and a series Y, where x, = I, zi = Y + bkamkfl, 
and I, = Y + bk+%zm*+m. (Evidently, i depends on Y,) 
By Lemmas 2 and 3, the g-measure of their union (which is evidently a 
finite union of open intervals) is bounded below by: 
which tends to Aq/2 as n --f 0~). On the other hand, the Lebesgue measure of 
this union is bounded above by: 
‘x1 (k ” 1) 
bk+lan+l-k = b2 ‘c”’ (;) bkan-k. 
k=O 
Using Stirling’s formula, we can show that the last term of this sum is of the 
order of 
T’ = (23rpin)1/2 it+,’ (%,“I 
and the other terms in this sum can be written as: 
b91 
T+l = Tl n _ [np] + 1 b ’ a-CT* v ?fm < Tj 9 = Tp n-q+1 b P 
and similarly, 
Tje-2 < Tp2, and so on. 
Therefore, the Lebesgue measure of this union is bounded above by T,/( 1 - u), 
which goes to zero as n + co. Therefore, g(x) is not absolutely continuous. 
Q.E.D. 
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It remains to be seen if the case that we just examined ever occurs. We notice 
that if t(x) = (p/x)” (q/(1 - x))*, then the minimum of t(x) is attained when 
@(I - x)* is maximum, i.e., when x = p. Hence, we have: 
t(x) >, 1 with equality iff .v -p. 
Hence, if p # a, f(a) = (p/u)” (q/(1 - u))” > 1. 
It is clear that by choosing b slightly greater than 1 - a, we can have 
($)*(+_)y>l and a-+b>l. 
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