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1. Introduction
Recent developments in quantum technology have brought us a capability of
manipulating and measuring a quantum system larger than two qubits using a number
of different physical systems. The quantum states of such high-dimensional systems
have been experimentally measured and characterized [1]. The standard method to
evaluate quantum states in experiments is state tomography. With state tomography,
we can reconstruct the density matrix of the system. Since the density matrix contains
all the information of the quantum state we have, we are able in principal to calculate
any characteristic of the system. The only problem is that the larger system gets,
the exponentially more elements we have to measure and compute to characterize the
system, and the analysis of the quantum nature of a state quickly becomes intractable.
Fortunately, there has been some recent progress in state characterization and
visualization. A tomographic method for large systems with certain symmetries [2], and
a state visualization method for discrete systems that extends the Wigner function [3, 4]
have been developed. By contrast, for qunats (continuous variables) a long history exists
for establishing a tool set that efficiently represents and analyzes quantum states in an
infinite-dimensional Hilbert space. In particular, the standard method in quantum
optics is based on mapping operator functions to corresponding c-number functions.
For example, the Wigner function [5–9], Q-function [10], and P-function [11, 12], which
have been widely used in both theoretical and experimental analysis, are all c-number
functions using coherent states. The coherent state is defined as (|α〉 = D(α, α∗)|0〉 =
eαaˆ
†−α∗aˆ|0〉) [13]. Here, D(α, α∗) is a displacement operator in the phase space where |0〉
is the vacuum. It can also be taken as the kernel that generates the Wigner function;
hence [14]
W(α, α∗) = Tr[ρ · 2D(α, α∗)(−1)aˆ†aˆD−1(α, α∗)], (1.1)
Similarly, the Q-function and P-function can be obtained through (1.1) by replacing
D(α, α∗) with the appropriate operator, respectively.
In this paper, we expand the use of these functions to general SU(N) systems by
using SU(N)-symmetric coherent states. To begin, SU(2) coherent states for d-level
systems can be generalized as the trajectory of the SU(2) group action U
M/2
2 on the
lowest wight state |ψ0〉 [16, 17]; hence
|θ, φ〉 = UM/22 (θ, φ)|ψ0〉
=
M
2∑
m=−M
2
(
M
M
2
+m
) 1
2
sin
[θ
2
]M
2
+m
cos
[θ
2
]M
2
−m
ei(
M
2
−m)φ|M
2
,m〉. (1.2)
Here an Euler angle decomposition was used for U
M/2
2 (θ, φ) and d = M + 1, which is
usually denoted as d = 2j+ 1 where j is a quantum number. We introduced the integer
parameter M only for convenience in the generalization later in this paper.
With the SU(2) coherent state given in (1.2), the Wigner function, Q-function, and
P-function have been defined [18, 19]. They are successfully used to analyze atoms in a
SU(N)-symmetric quasi-probability distribution functions 3
trap [19] and spin-squeezed states of two-component Bose-Einstein condensates [20, 21].
However, the main obstacle in using this state representation is the difficulty in adopting
its composite structure into the analysis of the quantum system. For example, in
quantum information processing, it is important to maintain the properties dependent
on the composite structure of the system; quantities such as entanglement only have
meaning with it. To accommodate a more detailed system structure, we first need to
generalize the state representation method to SU(N) systems.
Our starting point is to generalize (1.2) to SU(N). This generalization can be done
as [22]
|(θ,φ)MN 〉 = UMN (θ,φ)|ψ0〉. (1.3)
Here, θ ≡ θ1, θ2, . . . , θN−1, φ ≡ φ1, φ2, . . . , φN−1, and |ψ0〉 is the lowest weight state in
terms of the group operation UMN . The quantum number M defines the dimension d of
the representation, hence the system size is given as
d = bN,M ≡
(
N +M − 1
M
)
. (1.4)
We will revisit this and explicitly define the coherent states with an Euler angle
parametrization [23] in Section 2.
Using SU(3) coherent states, a Winger function has recently been constructed [24].
More general SU(N)-symmetric distribution functions have been shown to exist [25, 26].
Furthermore, the Q-function can be generalized rather straightforwardly with these
coherent state, however no general quasi-probability functions are constructed using the
coherent states defined in (1.3). In this paper, we construct Wigner and P-functions for
SU(N) in both the M = 1 and 2 cases.
This paper is organized as follows. We first review the construction and properties
of our generalized coherent states and then show how they help build a SU(N)-
symmetric Wigner function, Q-function, and P-function through the Stratonovich-Weyl
correspondence [15]. We then discuss some general properties of the functions and then
conclude with an example.
2. SU(N)-symmetric coherent states
We start by explicitly defining our SU(N) coherent states for d-dimensional systems,
where d is given in (1.4). First we denote the SU(N) generators [22] by the set
{ΛN,M(k)} where k = 1, 2, . . . , N2 − 1. (2.1)
This set is made up of off-diagonal generators
Λ
{1}
N,M(a, b) and Λ
{2}
N,M(a, b), for a, b = 1, 2, 3, . . . , N ; a < b, (2.2)
and diagonal generators
Λ
{3}
N,M(c) for 1 ≤ c ≤ N − 1. (2.3)
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A detailed procedure to construct these matrices and their properties is given
in Appendix A. When d = N , i. e. M = 1, the representation is fundamental and the
generators above reduce to the generalized Gell-Mann matrices {λk} for SU(N) [27, 28].
In particular, when d = 3, i. e. M = 1 and N = 3, this procedure generates the standard
Gell-Mann matrices {λk} for SU(3):
Λ
{1}
3,1 (1, 2) ≡ Λ3,1(1) =
 0 1 01 0 0
0 0 0
 , Λ{2}3,1 (1, 2) ≡ Λ3,1(2) =
 0 −i 0i 0 0
0 0 0
 ,
Λ
{1}
3,1 (1, 3) ≡ Λ3,1(4) =
 0 0 10 0 0
1 0 0
 , Λ{2}3,1 (1, 3) ≡ Λ3,1(5) =
 0 0 −i0 0 0
i 0 0
 ,
Λ
{1}
3,1 (2, 3) ≡ Λ3,1(6) =
 0 0 00 0 1
0 1 0
 , Λ{2}3,1 (2, 3) ≡ Λ3,1(7) =
 0 0 00 0 −i
0 i 0
 ,
(2.4)
and
Λ
{3}
3,1 (3) ≡ Λ3,1(3) =
 1 0 00 −1 0
0 0 0
 , Λ{3}3,1 (8) ≡ Λ3,1(8) = 1√3
 1 0 00 1 0
0 0 −2
 . (2.5)
Given the generators {ΛN,M(k)}, we can employ the parametrization given in [23]
for SU(N). Using this parametrization, a SU(N) operator for M can be decomposed
as
UMN (θ,φ) =
( ∏
N≥z≥2
∏
2≤y≤z
AM(y, j(z))
)
×BM , (2.6)
where
AM(y, j(z)) = e
iΛ
{3}
N,M (3)φ(y−1)+j(z)eiΛ
{2}
N,M (1,y)θ(y−1)+j(z) , (2.7)
and
BM =
∏
1≤c≤N−1
eiΛ
{3}
N,M ((c+1)
2−1)φ(N(N−1)/2)+c . (2.8)
Here j(z) = 0 for z = N and j(z) =
∑N−z
i=1 (N − i) for z 6= N . The AM(y, j(z)) terms
are from the off-diagonal generators and the BM term is from the diagonal generators.
For example, for SU(3), (2.6) gives us [29]
U = UM3 (θ,φ) (2.9)
= eiΛ
{3}
3,M (3)φ1eiΛ
{2}
3,M (1,2)θ1eiΛ
{3}
3,M (3)φ2eiΛ
{2}
3,M (1,3)θ2eiΛ
{3}
3,M (3)φ3eiΛ
{2}
3,M (1,2)θ3eiΛ
{3}
3,M (3)φ4eiΛ
{3}
3,M (8)φ5 .
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Using (2.6), the generalized coherent state for SU(N) in the fundamental
representation |(θ,φ)1N〉 can explicitly be written as
|(θ,φ)1N〉 = ϕ

ei(φ1+φ2+···+φN−2+φN−1) cos[θ1] cos[θ2] · · · cos[θN−2] sin[θN−1]
−ei(−φ1+φ2+···+φN−2+φN−1) sin[θ1] cos[θ2] · · · cos[θN−2] sin[θN−1]
−ei(φ3+φ4+···+φN−2+φN−1) sin[θ2] cos[θ3] · · · cos[θN−2] sin[θN−1]
...
−ei(φN−3+φN−2+φN−1) sin[θN−4] cos[θN−3] cos[θN−2] sin[θN−1]
−ei(φN−2+φN−1) sin[θN−3] cos[θN−2] sin[θN−1]
−eiφN−1 sin[θN−2] sin[θN−1]
cos[θN−1]

, (2.10)
where ϕ = e−i
√
2(N−1)
N
φ(N2+N−2)/2 is an overall global phase. More generally, since we
are looking at the lowest weight state as the reference state, SU(N) coherent states for
d-dimensional systems can be easily shown to be equal to the d-th column of UMN (θ,φ),
|(θ,φ)MN 〉 = UMN (θ,φ)|ψ0〉 = [UMN (θ,φ)]d. (2.11)
This is easy to see when UMN (θ,φ) and |ψ0〉 are represented in matrix form. The column
vector of the lowest weight state has zero for all components apart from the bottom row
element which is one. The only elements of the matrix UMN (θ,φ) that are therefore
relevant are those in the d-th column. If, on the other hand, we had chosen the highest
weight state as the reference state, the resulting coherent state would be the first column
of UMN (θ,φ) i. e. [U
M
N (θ,φ)]1. Lastly, the coherent state (2.11) is equivalent to (1.2),
regardless of the value of M , for N = 2 [16–18], as well as more general coherent
states for larger values of N and M [22, 30], if one makes the appropriate coordinate
transformations on θ and φ.
Lastly, by using the invariant volume element for the complex projective space in
N − 1 dimensions (dVCPN−1) [31],
dVCPN−1 =
( ∏
2≤y≤N
K(y)
)
dθN−1dφN−1 . . . dθ1dφ1,
K(y) =

sin[2θ1] y = 2,
cos[θy−1]2y−3 sin[θy−1] y 6= N ,
cos[θN−1] sin[θN−1]2N−3 y = N ,
(2.12)
derived from (2.6) we have the following resolution of unity for |(θ,φ)MN 〉,
(N +M − 1)!
2piN−1(M !)
∫
θ1,φ1
. . .
∫
θN−1,φN−1
|(θ,φ)MN 〉〈(θ,φ)MN | dVCPN−1 = 1ld. (2.13)
We denote the identity matrix of size d × d by 1ld and we are using the following
integration ranges [31],
0 ≤ θi ≤ pi
2
and 0 ≤ φi ≤ 2pi, for 1 ≤ i ≤ N − 1, (2.14)
to evaluate the integral.
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As a final set of observations we note the following properties of our coherent states,
(N +M − 1)!
2piN−1(M !)
∫
θ1,φ1
. . .
∫
θN−1,φN−1
〈(θ,φ)MN |ΛN,M(k)|(θ,φ)MN 〉 dVCPN−1 = 0 (2.15)
for all k, and, as a special case when M = 1,
N !
2piN−1
∫
θ1,φ1
. . .
∫
θN−1,φN−1
〈(θ,φ)1N |ΛN,1(a)|(θ,φ)1N〉
× 〈(θ,φ)1N |ΛN,1(b)|(θ,φ)1N〉 dVCPN−1 =
2
N + 1
δab, (2.16)
where δab is the Kronecker’s delta.
3. SU(N)-Symmetric Distribution Functions
Having defined our generalized coherent states, we can immediately generalize the Q-
function to SU(N) systems [20]. The Q-function of a density matrix ρ may be written
down as
Q(θ,φ) = 〈(θ,φ)MN |ρ|(θ,φ)MN 〉. (3.1)
Here, Tr[ρ] = 1 and, using (2.12),
(N +M − 1)!
2piN−1(M !)
∫
θ1,φ1
. . .
∫
θN−1,φN−1
Q(θ,φ) dVCPN−1 = 1. (3.2)
Noting that
〈(θ,φ)MN |ρ|(θ,φ)MN 〉 = Tr[ρ · |(θ,φ)MN 〉〈(θ,φ)MN |], (3.3)
we can see that we have the relation
Q(θ,φ) = Tr[ρ · |(θ,φ)MN 〉〈(θ,φ)MN |]. (3.4)
Equation (3.4) is a special case of the more general Stratonovich-Weyl
correspondence [15] that describes mappings between any Hilbert space operator X
and a characteristic function f s(β) on the classical phase space X (β ≡ β1, β2 . . . , βN
and β ∈ X ) by
f s(β) = Tr[X · F s(β)]. (3.5)
This mapping is very useful in that it allows us to represent a density matrix as a
distribution function in phase space. The quasi-distribution functions are information
complete to their original density matrix. This means that one can reconstruct the
density matrix from its quasi-distribution function, f s(β) 7→ X, and the generating
kernels F s(β) of f s(β), which we will build from a set of hermitian generators (2.1),
satisfy
F s(β) = F s(β)† and
∫
β1
. . .
∫
βN
F s(β) dν(β) = 1lN . (3.6)
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Here 1lN is the N -dimensional identity matrix and s determines the type of distribution
function being described [32]:
f−1(β)→ P-function,
f+1(β)→ Q-function,
f 0(β) →Wigner function. (3.7)
Because of the way the f s(β) are defined, they exhibit all the properties of the
distribution functions they represent, however, from the application point of view, the
value s should be chosen dependent on the properties to be investigated. For instance,
the Q-function is easy to calculate, but often obscures the quantum nature in the states.
In these cases, the Wigner function tends to be preferred to represent the signature of
quantum properties by interference fringes. For finite-dimensional systems, (3.5) is a
natural way to analyze the Wigner function, Q-function, and P-function, and we will
build our generalized functions based on the various cases of (3.5). In detail,
f sN,M,ρ(θ,φ) = Tr[ρ · F sN,M(θ,φ)], (3.8)
F sN,M(θ,φ) is an operator of a M representation of SU(N), and (θ,φ) denotes the
parameters from the coherent states given in (1.3).
Following (3.2) and (3.6), and using (2.12) as our integral measure, we will demand
that f sN,M,ρ(θ,φ) and F
s
N,M(θ,φ) satisfy
(N +M − 1)!
2piN−1(M !)
∫
θ1,φ1
. . .
∫
θN−1,φN−1
f sN,M,ρ(θ,φ) dVCPN−1 = 1 (3.9)
and
(N +M − 1)!
2piN−1(M !)
∫
θ1,φ1
. . .
∫
θN−1,φN−1
F sN,M(θ,φ) dVCPN−1 = 1ld. (3.10)
For example, if we define F+1N,M(θ,φ) = |(θ,φ)MN 〉〈(θ,φ)MN | and f+1N,M,ρ(θ,φ) = Q(θ,φ)
then we can see that (3.9) and (3.10) are satisfied by (2.13) and (3.2). Lastly, to recover
the density matrix, the relation
ρ =
(M +N − 1)!
2piN−1(M !)
∫
θ1,φ1
. . .
∫
θN−1,φN−1
f
(+s)
N,M,ρ(θ,φ)F
(−s)
N,M (θ,φ) dVCPN−1 , (3.11)
has to be satisfied.
As we have seen in the beginning, the generalized Q-function is rather easy to
construct, however the Wigner and P-functions are somewhat more complicated. Thus,
we will first look into the M = 1 case for arbitrary SU(N) systems.
3.1. Fundamental Representation
As before, we start with the Q-function, which, in the fundamental representation, can
be written as
f+1N,1,ρ(θ,φ) = Tr[ρ · F+1N,1(θ,φ)], (3.12)
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where
F+1N,1(θ,φ) = |(θ,φ)1N〉〈(θ,φ)1N |,
=
1
N
1lN +
1
2
N2−1∑
k=1
〈(θ,φ)1N |ΛN,1(k)|(θ,φ)1N〉ΛN,1(k). (3.13)
Now, in order for (3.12) to be useful, we need to be able to evaluate (3.11). We can
only do this if we know F−1N,1(θ,φ), which is the generating kernel for the P-function.
Demanding that we satisfy (3.9) and (3.10), we see that F−1N,1(θ,φ) is
F−1N,1(θ,φ) =
1
N
1lN +
N + 1
2
N2−1∑
k=1
〈(θ,φ)1N |ΛN,1(k)|(θ,φ)1N〉ΛN,1(k). (3.14)
With (3.14) done, the remaining function to generate is the Wigner function. Requiring
that we again satisfy (3.9) and (3.10), we obtain for the Wigner function’s generating
kernel
F 0N,1(θ,φ) =
1
N
1lN +
√
N + 1
2
N2−1∑
k=1
〈(θ,φ)1N |ΛN,1(k)|(θ,φ)1N〉ΛN,1(k). (3.15)
Combining these results yields
F sN,1(θ,φ) =
1
N
1lN +
Ω(s)
2
N2−1∑
k=1
〈(θ,φ)1N |ΛN,1(k)|(θ,φ)1N〉ΛN,1(k),
Ω(s) =

√
N + 1 s = 0,
1 s = +1,
N + 1 s = −1.
(3.16)
Substitution of (3.16) into (3.8), with M = 1, yields results that agree with existing
Wigner, Q-, and P-functions for N = 2 and N = 3 [24, 33]. Lastly, (3.16) with (3.8)
satisfies (3.9), (3.10), and (3.11) for all three s values.
Next, in the fundamental representation, a density matrix ρ can be represented
by [34]
ρ =
1
N
1lN +
√
N − 1
2N
N2−1∑
k=1
nkΛN,1(k). (3.17)
For N = 2, the set of all pure states are characterized by n · n, n = {nk}, while for
N > 2, the set of all pure states are characterized by n · n and n ? n = n with the star
product being defined in (A.2). By substituting (3.17) into (3.8) and using (3.16), as
well as exploiting (A.3), we get
f sN,1,ρ(θ,φ) =
1
N
+
√
N − 1
2N
Ω(s)
N2−1∑
k=1
〈(θ,φ)1N |ΛN,1(k)|(θ,φ)1N〉nk. (3.18)
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To recover the density matrix from this function, we substitute (3.16) and (3.18)
into (3.11), as well as exploit (2.15) and (2.16), to get (for the s = 0 case)
ρ =
N !
2piN−1
∫
θ1,φ1
. . .
∫
θN−1,φN−1
f 0N,1,ρ(θ,φ)F
0
N,1(θ,φ) dVCPN−1 ,
=
1
N
1lN +
√
N − 1
2N
N2−1∑
j=1
nkΛN,1(k). (3.19)
For the pure state case, the density matrix ρPS = |ψ〉〈ψ| has the following n
decomposition [35],
nk =
√
N
2(N − 1) 〈ψ|ΛN,1(k)|ψ〉. (3.20)
Substitution of (3.20) into (3.18) and (3.19) yields
f sN,1,ρPS(θ,φ) =
1
N
+
Ω(s)
2
N2−1∑
k=1
〈(θ,φ)1N |ΛN,1(k)|(θ,φ)1N〉〈ψ|ΛN,1(k)|ψ〉, (3.21)
and
ρPS =
1
N
1lN +
1
2
N2−1∑
k=1
〈ψ|ΛN,1(k)|ψ〉ΛN,1(k), (3.22)
which is equivalent to (3.13). Similar calculations can be done for the s = ±1 cases.
3.2. Higher Dimensional Representations
This problem cannot be simultaneously resolved for all three s values by simply replacing
|(θ,φ)1N〉 with more general spin coherent state representations from (1.3), or like those
defined in Refs. [22, 30], the full form of the kernels must be calculated. To accomplish
this, we start by generalizing (3.16) to generate a M = 2 representation of F sN,M(θ,φ),
F sN,2(θ,φ) =
1
d
1ld +
2∑
c=1
ωsN,2(c)νN,2(θ,φ, c), (3.23)
where, using (1.4) and Section 2,
νN,2(θ,φ, c) =
(bN,2−(c−1))2−1∑
k=1
〈(θ,φ)2N |ΛbN,2−(c−1),c(k)|(θ,φ)2N〉ΛbN,2−(c−1),c(k), (3.24)
and
ωsN,2(c) =


1
2
√
bN+2,2 c = 1,
1
2bN+2,1
(√bN+2,1
2
− 2ω0N,2(1)
)
c = 2,
s = 0,

1
2
c = 1,
0 c = 2,
s = +1,
(−1)c+1
2c
bN+2,2−(c−1) s = −1.
(3.25)
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It can be shown that (3.23) with (3.8) satisfies (3.9), (3.10), and (3.11) for all three s
values.
As an example, we note that for a M = 2 SU(2) system, when s = 0, our new
F sN,2(θ,φ) gives us
F 02,2(θ,φ) =
1
d
1ld +
2∑
c=1
ω02,2(c)ν2,2(θ,φ, c),
=
1
3
1l3 + ω
0
2,2(1)
8∑
k=1
〈(θ,φ)22|Λ3,1(k)|(θ,φ)22〉Λ3,1(k) (3.26)
+ ω02,2(2)
3∑
k=1
〈(θ,φ)22|Λ2,2(k)|(θ,φ)22〉Λ2,2(k),
=
1
3
1l3 +
√
10
2
8∑
k=1
〈(θ,φ)22|λk|(θ,φ)22〉λk +
(
√
2−√10)
8
3∑
k=1
〈(θ,φ)22|Jk|(θ,φ)22〉Jk.
Here we have again used (1.4) and Section 2 to recognize that Λ2,2(K) ≡ Jk, the spin-1
representation of the SU(2) Pauli spin matrices, and that Λ3,1(k) ≡ λk, the standard
Gell-Mann matrices for SU(3). Lastly, evaluating (1.3) for N,M = 2 yields
|(θ,φ)22〉 = e−2iφ2
 e2iφ1 sin[θ1]2sin[2θ1]√2
e−2iφ1 cos[θ1]2
 . (3.27)
It is easy to verify that (3.26) yields an equivalent operator for the Wigner function as
that given in Refs. [33, 36, 37] and, using (3.8), gives equivalent Wigner functions as that
given in [19]. Furthermore, a similar calculation for the s = ±1 cases yield equivalent
operators as that given in Ref. [33] for the Q-function and P-function. Therefore, despite
the apparent differences between expressions, (3.23) is the appropriate generalization
of (3.16) to M = 2.
4. Discussion and Conclusion
In this section, we mainly discuss two issues: the graphical representation of states of N -
level systems using our distribution functions and the correspondence relation between
the various distribution functions. First, we show some examples of the graphical
representation for a SU(4) system by considering a Werner state [38] of two qubits,
ρWerner =
1
4

1− γ 0 0 0
0 1 + γ −2γ 0
0 −2γ 1 + γ 0
0 0 0 1− γ
 . (4.1)
Here the parameter γ defines the purity of the state. In particular γ = 1 corresponds a
pure state whereas γ = 0 gives the completely mixed state. Evaluating ρWerner via (3.17)
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gives us
n3 = − γ√
6
, n6 = −γ
√
2
3
, n8 = − γ
3
√
2
, and n15 =
γ
3
, (4.2)
which can be substituted into (3.18) to yield
f s4,1,ρWerner(θ,φ) =
1
24
{
6− γ
(
2 + 4 cos[2θ3]− (1− 6 cos[2θ1] cos[θ2]2
− 3 cos[2θ2]− 12 cos[φ1 − φ2] sin[θ1] sin[2θ2]) sin[θ3]2
)
Ω(s)
}
. (4.3)
Here, Ω(s) is as defined in (3.16) with N = 4, i. e. Ω(0) =
√
5, Ω(+1) = 1, and
Ω(−1) = 5.
The function given in (4.3) is expressed in a five-parameter space, thus it is not easy
to represent its entire property in one figure. So, we take cross sections of the function.
To do this efficiently, we look at the element of the phases φ1 and φ2 in (4.3), that is
12 cos[φ1 − φ2]. This element is effectively one parameter (φ1 − φ2), so we can set it to
have two extreme cases: φ1, φ2 = 0 and φ1 = pi, φ2 = 0. Doing this gives
f s4,1,ρWerner(θ,φ) =
1
24
{
6− γ
(
2 + 4 cos[2θ3]− (1− 6 cos[2θ1] cos[θ2]2
− 3 cos[2θ2]∓ 12 sin[θ1] sin[2θ2]) sin[θ3]2
)
Ω(s)
}
. (4.4)
Figures 1 and 2 show the parameter regions where these quasi-distribution functions
exhibit negative values for both cases φ1, φ2 = 0 and φ1 = pi, φ2 = 0 respectively. As we
expect, the Q-function does not yield negative values in the entire parameter regime,
however when the states are pure enough, the P-function and the Wigner function can be
negative. When the purity of the Werner state, indicated by γ, becomes small enough, i.
e. when the state is more mixed, the parameter regime for the negative value disappears.
In fact, the P-function can be negative when p ≥ 1/4, while the Wigner function shows
a negative region when p ≥ 1/2. Such negativity in these quasi-distribution functions is
often considered evidence of quantum nature in the states, however, our results indicates
such a simple explanation does not apply to SU(N) systems.
There are of course other ways to reduce the dimensionality of the parameter space.
The optimality of a representation is dependent on the properties we are after. Taking
a cross section is the easiest way to generate a graphical representation to discern rough
properties of the state.
Next, we briefly discuss the correspondence between different distribution functions.
As we mentioned before, the concrete expression of the various distribution functions
depends on the parametrization of the SU(N) group operators. In this paper, we
employed the parametrization given in [23], which is an extension of the ones used
for SU(2) and SU(3). This parametrization gives us a way to write out the Wigner
function, Q-function, and P-function that, in the M = 1 and M = 2 cases, makes
their correspondence easy to see. Furthermore, it shows us how more general M
representations should be related.
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Figure 1. Graphical representation of the Q (top), P (middle), and Wigner (bottom)
functions from (4.4) for φ1, φ2 = 0 and various values of γ. The three plots at far left
show the case of the completely mixed state with γ = 0 and the far right ones plot
the pure state with γ = 1. The value of γ for each plot is at right of the graphic. The
colored areas represent those values of θ1, θ2, and θ3 where the corresponding function
is negative.
To begin, for the M = 1 case, we start by making the following redefinition of (3.16),
F˜ sN,1(θ,φ) = F
s
N,1(θ,φ)−
1
N
1lN , (4.5)
such that
F˜ s
′
N,1(θ,φ) =
Ω(s′)
Ω(s)
F˜ sN,1(θ,φ) (4.6)
is true. This can only be done because our Ω(s) terms in (3.16) are all positive definite.
Using (4.5) and (4.6) we therefore get
F s
′
N,1(θ,φ) =
Ω(s′)
Ω(s)
F˜ sN,1(θ,φ) +
1
N
1lN ,
=
Ω(s′)
Ω(s)
(
F sN,1(θ,φ)−
1
N
1lN
)
+
1
N
1lN ,
=
Ω(s′)
Ω(s)
F sN,1(θ,φ) +
(
1− Ω(s
′)
Ω(s)
) 1
N
1lN . (4.7)
From this we can see how we can convert between the various F sN,1(θ,φ) operators and,
through (3.8), the various f sN,1,ρ(θ,φ).
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Figure 2. Graphical representation of the Q (top), P (middle), and Wigner (bottom)
functions from (4.4) for φ1 = pi, φ2 = 0 and various values of γ. The three plots at far
left show the case of the completely mixed state with γ = 0 and the far right ones plot
the pure state with γ = 1. The value of γ for each plot is at right of the graphic. The
colored areas represent those values of θ1, θ2, and θ3 where the corresponding function
is negative.
A similar procedure can be done for the M = 2 case. In detail, following (4.5) we
redefine (3.23) to give us
F˜ sN,2(θ,φ) = F
s
N,2(θ,φ)−
1
d
1ld. (4.8)
By construction, F˜ sN,2(θ,φ) is non-singular and of rank d. It is therefore invertible,
allowing us to have
F˜ s
′
N,2(θ,φ) = F˜
s′
N,2(θ,φ) · F˜ sN,2(θ,φ)−1 · F˜ sN,2(θ,φ). (4.9)
This allows us to state (via (4.8)) that
F˜ s
′
N,2(θ,φ) +
1
d
1ld = F˜
s′
N,2(θ,φ) · F˜ sN,2(θ,φ)−1 · F˜ sN,2(θ,φ) +
1
d
1ld,
F s
′
N,2(θ,φ) = F˜
s′
N,2(θ,φ) · F˜ sN,2(θ,φ)−1
(
F sN,2(θ,φ)−
1
d
1ld
)
+
1
d
1ld,
= Υ(s′, s, 2) · F sN,2(θ,φ) + (1−Υ(s′, s, 2)) ·
1
d
1ld, (4.10)
where we have made the following definition: Υ(s′, s, 2) = F˜ s
′
N,2(θ,φ) · F˜ sN,2(θ,φ)−1.
Conversion between the various f sN,2,ρ(θ,φ) via (3.8) is now straightforward.
In general, we can see that the transformation sequence between the various
functions in the general M case is equivalent to (4.10) if we make the following definition:
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Υ(s′, s,M) = F˜ s
′
N,M(θ,φ) · F˜ sN,M(θ,φ)−1. For example, when M = 1, Υ(s′, s, 1) reduces
to Ω(s′)/Ω(s) as expected.
To conclude, in this paper we have given an explicit set of SU(N)-symmetric
functions that represent finite-dimensional versions of the Wigner function, Q-function
and P-function by using generalized coherent state. In the case of the general M
SU(2) and M = 1 SU(3) representations, these functions are equivalent to previously
derived finite-dimensional Wigner, Q-, and P-functions with an appropriate parameter
change [24, 33, 36, 37, 39, 40]. The quasi-probability distribution functions in this paper
have been generalized to a higher quantum number M = 2. Such quasi-probability
distribution functions may also have some benefits to characterize qubit-qunat systems.
These hybrid systems are becoming extensively investigated in the context of quantum
information devices. For more complex systems, there are possibilities to further
generalize the formula to an arbitrary M . However, the analysis has showed that the
process is not as straightforward as the SU(2) case [19] and further work will be necessary
to complete the generalization.
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Appendix A.
The {ΛN,M(k)} matrices given in (2.1) are a subset of the corresponding Lie algebra
of SU(N); a set of Hermitian, traceless matrices of size d × d that are defined in the
following way [22]:
(i) Define a general basis |m1,m2, . . . ,mN〉 where M =
∑N
k=1mk, mk ∈ Z, and
M ∈ Z+.
(ii) Define the following three operators:
Jab |m1, . . . ,ma,mb, . . . ,mN〉 =
√
(ma + 1)mb |m1, . . . ,ma + 1,mb − 1, . . . ,mN〉
for 1 ≤ a < b ≤ N ,
Jab |m1, . . . ,mb,ma, . . . ,mN〉 =
√
ma(mb + 1) |m1, . . . ,ma − 1,mb + 1, . . . ,mN〉
for 1 ≤ b < a ≤ N , and
J cc |m1, . . . ,mc, . . . ,mN〉 =
√
2
c(c+ 1)
( c∑
k=1
mk − cmc+1
)
|m1, . . . ,mc, . . . ,mN〉
for 1 ≤ c ≤ N − 1.
(iii) Using the basis given in (i) and the operators given in (ii), define the following
matrices:
Λ
{1}
N,M(a, b) ≡ Jab + J ba,
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Λ
{2}
N,M(a, b) ≡ −i(Jab − J ba),
Λ
{3}
N,M((c+ 1)
2 − 1) ≡ J cc . (A.1)
for a, b = 1, 2, 3, . . . , N ; a < b and c = 1, 2, . . . , N − 1.
(iv) Combine the three matrices given in (A.1) to yield the set {ΛN,M(k)} where
k = 1, 2, . . . , N2 − 1.
In general, our lambda matrices can be used to define the M = 1 star product,
(x ? y)k =
√
N(N − 1)
2(N − 2)2 Tr[{ΛN,1(i),ΛN,1(j)} · ΛN,1(k)]xiyj, (A.2)
as well as be shown to satisfy
Tr[ΛN,M(i) · ΛN,M(j)] = 2M
N + 1
bN+1,Mδij,
[ΛN,M(i),ΛN,M(j)] = c× fijk ΛN,M(k),
fijk =
1
2c
× Tr[[ΛN,M(i),ΛN,M(j)] · ΛN,M(k)], (A.3)
thus forming a basis for the corresponding vector space, and a representation of the spin
generators of SU(N). For example, when M = 1 and c = 2i, (A.1) and (A.3) reproduce
the form, and properties, of the generalized Gell-Mann matrices [27, 28].
References
[1] J. W. Pan, M. Daniell, S. Gasparoni, G. Weihs, and A. Zeilinger. Experimental demonstration of
four-photon entanglement and high-fidelity teleportation. Phys. Rev. Lett., 86(20):4435, May
2001.
[2] D. Gross, Yi-Kai Liu, S. T. Flammia, S. Becker, and J. Eisert. Quantum state tomography via
compressed sensing. Phys. Rev. Lett., 105(15):150401, Oct 2010.
[3] W. K. Wootters. A Wigner-function formulation of finite-state quantum mechanics. Ann. of
Phys., 176(1):1, 1987.
[4] K. S. Gibbons, M. J. Hoffman, and W. K. Wootters. Discrete phase space based on finite fields.
Phys. Rev. A, 70(6):062101, Dec 2004.
[5] E. P. Wigner. On the quantum correction for thermodynamic equilibrium. Phys. Rev., 40:749,
1932.
[6] J. E. Moyal. Quantum mechanics as a statistical theory. Proc. Cambridge Phil. Soc., 45:99, 1949.
[7] K. Imre, E. Ozizmir, M. Rosenbaum, and P. F. Zweifel. Wigner methods in quantum statistical
mechanics. J. Math. Phys., 8:1097, 1967.
[8] B. Leaf. Weyl transformations and the classical limit of quantum mechanics. J. Math. Phys.,
9:65, 1968.
[9] B. Leaf. Weyl transformations in nonrelativistic quantum dynamics. J. Math. Phys., 9:769, 1968.
[10] K. Husimi. Some formal properties of the density matrix. Proc. Phys. Math. Soc. Jpn., 22:264,
1940.
[11] E. C. G. Sudarshan. Equivalence of semiclassical and quantum mechanical descriptions of
statistical light beams. Phys. Rev. Lett., 10(7):277, Apr 1963.
[12] R. J. Glauber. Coherent and incoherent states of the radiation field. Phys. Rev., 131(6):2766, Sep
1963.
[13] J. R. Klauder and E. C. G. Sudarshan. Fundamentals of Quantum Optics. New York, W. A.
Benjamin, 1968. Reprinted 2006 by Dover Publishing.
SU(N)-symmetric quasi-probability distribution functions 16
[14] K. E. Cahill and R. J. Glauber. Density operators and quasiprobability distributions. Phys. Rev.,
177:1882, 1969.
[15] R. L. Stratonovich. On distributions in representation space. Soviet Physics - JETP, 31:1012,
1956.
[16] A. Perelomov. Coherent states for arbitrary Lie group. Commun. Math. Phys., 26:222, 1972.
[17] A. Perelomov. Generalized Coherent States and Their Applications. Springer-Verlag, Berlin, 1986.
[18] F. T. Arecchi, E. Courtens, R. Gilmore, and H. Thomas. Atomic coherent states in quantum
optics. Phys. Rev. A, 6:2211, 1972.
[19] J. P. Dowling, G. S. Agarwal, and W. P. Schleich. Wigner distribution of a general angular-
momentum state: Applications to a collection of two-level atoms. Phys. Rev. A, 49(5):4101,
May 1994.
[20] K. Nemoto and B. C. Sanders. Superpositions of SU(3) coherent states via a nonlinear evolution.
J.Phys. A.: Math. Gen., 34:2051, 2001.
[21] M. F. Riedel, P. Bohi, Y. Li, T. W. Hansch, A. Sinatra, and P. Treutlein. Atom-chip-based
generation of entanglement for quantum metrology. Nature, 464:1170, 2010.
[22] K. Nemoto. Generalized coherent states for SU(N) systems. J. Phys. A: Math. Gen., 33:3493,
2000.
[23] T. Tilma and E. C. G. Sudarshan. Generalized Euler angle paramterization for SU(N). J. Phys.
A: Math. Gen., 35:10467, 2002.
[24] A. Luis. A SU(3) Wigner function for three-dimensional systems. J. Phys. A: Math. Gen.,
41:495302, 2008.
[25] M. K. Patra and S. L. Braunstein. Quantum Fourier transform, Heisenberg groups and
quasiprobability distributions. New. J. Phys.,13:063013, 2011.
[26] A. B. Klimov and H. de Guise. General approach to SU(N) quasi-distribution functions.
arXiv:quant-ph/1008.2920, 2010.
[27] W. Greiner and B. Mu¨ller. Quantum Mechanics: Symmetries. Springer-Verlag, Berlin, 1989.
[28] H. Georgi. Lie Algebras in Particle Physics. Perseus Books, Massachusetts, 1999.
[29] M. Byrd. The geometry of SU(3). arXiv:physics/9708015, 1997.
[30] M. Mathur and H. S. Mani. SU(N) coherent states. J. Math. Phys., 43:5351, 2002.
[31] T. Tilma and E. C. G. Sudarshan. Generalized Euler angle parameterization for U(N) with
applications to SU(N) coset volume measures. J. Geom. Phys., 52:263, 2004.
[32] C. Brif and A. Mann. A general theory of phase-space quasiprobability distributions. J. Phys.
A.: Math. Gen., 31:L9, 1998, and also ref. 43 in the paper titled: Phase-space formulation
of quantum mechanics and quantum-state reconstruction for physical systems with Lie-group
symmetries. Phys. Rev. A, 59(2):971, 1999,
[33] G. S. Agarwal. Relation between atomic coherent-state representation, state multipoles, and
generalized phase-space distributions. Phys. Rev. A, 24:2889, 1981.
[34] P. Rungta, W. J. Munro, K. Nemoto, P. Deuar, G. J. Milburn, and C. M. Caves. Qudit
entanglement. In Directions in Quantum Optics: A Collection of Papers Dedicated to the
Memory of Dan Walls, H. J. Carmichael, R. J. Glauber, and M. O. Scully, editors, pages
149–164. Springer-Verlag, Berlin, 2001. arXiv:quant-ph/0001075.
[35] M. Byrd and N. Khaneja. Characterization of the positivity of the density matrix in terms of the
coherence vector representation. Phys. Rev. A, 68:062322, 2003.
[36] A. B. Klimov and S. M. Chumakov. On the SU(2) Wigner function dynamics. Rev. Mex. D. Fis.,
48(4):317, 2002.
[37] A. B. Klimov and J. L. Romero. A generalized Wigner function for quantum systems with the
SU(2) dynamical symmetry group. J. Phys. A.: Math. Gen., 41:055303, 2008.
[38] R. F. Werner. Quantum states with Einstein-Podolsky-Rosen correlations admitting a hidden-
variable model. Phys. Rev. A., 40:4277, 1989.
[39] N. M. Atakishiyev, S. M. Chumakov, and K. B. Wolf. Wigner distribution function for finite
systems. J. Math. Phys., 39:6247, 1998.
SU(N)-symmetric quasi-probability distribution functions 17
[40] A. Luis. Quantum phase space points for Wigner functions in finite-dimensional spaces. Phys.
Rev. A, 69:052112, 2004.
