A feature extraction for musical instrument tones that based on a transform domain approach was proposed in this paper. The aim of the proposed feature extraction was to get the lower feature extraction coefficients. In general, the proposed feature extraction was carried out as follow. Firstly, the input signal was transformed using FFT (Fast Fourier Transform). Secondly, the left half of the transformed signal was divided into a number of segments. Finally, the averaging results of that segments, was the feature extraction of the input signal. Based on the test results, the proposed feature extraction was highly efficient for the tones, which have many significant local peaks in the Fourier transform domain, because it only required at least four feature extraction coefficients, in order to represent every tone.
Introduction
From the human perception point of view, musical instruments have two aural characteristics, namely scale and timbre [1] . The scale corresponds with high and low tones of a musical instrument. The timbre corresponds with the type of a musical instrument. Based on the timbre, when it is viewed from the Fourier transform domain, the tone of a musical instrument can be divided into two groups. The first one is the tones that have multiple significant local peaks (also called polyphonic), and the second one is the tones that have single significant local peaks (also called monophonic). Figure 1 shows an example of such tones. As shown in Figure 1 , pianica and tenor recorder tones are the examples of the tones that have multiple significant local peaks. The pianica tone has many (i.e. nine) significant local peaks, while the tenor recorder tone has several (i.e. two) significant local peaks. The bellyra tone is an example of the tone that has a single significant local peak.
In the case of tone recognition by humans, for the trained humans, the recognition is done by taking into account the characteristic of the tone that is heard through the ear and then 1281 match them with the characteristic of the tones which had heard in the past [2] . Today, by using computers, it can be developed a tone recognition system, which is based on the characteristic of the tone. In this case that characteristic is called as feature extraction. An approach to get the feature extraction is to use a transform domain. FFT and DCT (Discrete Cosine Transform) are two examples of the transform methods that can be used. In the transform domain, there are two ways to get the feature extraction. The first one is based on fundamental signals [3] [4] [5] [6] and the second one is not based on fundamental signals [7] [8] [9] [10] [11] .
There was a problem in the field of feature extraction, which using the transform domain approach that was not based on fundamental signals. It still showing a relatively large number of the feature extraction coefficients. For example, based on the references, the feature extraction for musical instrument sounds gave 34 coefficients [7] , 32 coefficients [8] , 12 coefficients [9], 9 coefficients [10] , and 8 coefficients [11] . Therefore, there is still an opportunity to further reduce the number of the feature extraction coefficients.
This paper proposes a feature extraction for musical instrument tones, with the approach of the Fourier transform domain, which is not based on fundamental signals. The proposed feature extraction has the ability to further reduce the number of feature extraction coefficients that described above. In this paper, it will be discussed also the performance of the proposed feature extraction, if it deals with the signals that have multiple and single significant local peaks in the Fourier transform domain.
Research Methodology 2.1. Overall System Development
In order to explore the proposed feature extraction in this research, it had been developed a tone recognition system, which is shown in Figure 2 . The input is an isolated signal tone in wav format, while the output is a text that indicates a recognized tone. Here is an explanation of the blocks shown in Figure 2 . 
Input
The input of the recognition system is a signal tone of a musical instrument (pianica, tenor recorder, or bellyra) in an isolated wav format. From each musical instrument there are eight tones (C, D, E, F, G, A, B, and C') used. That signal tones were obtained by recording the sounds that coming out from the musical instrument, by using a sampling frequency of 5000 Hz. That magnitude of the sampling frequency was chosen since it had met the Shannon sampling theorem [12] as follow:
where max f is the highest frequency of the sound, which is coming out from a musical instrument, s f is the sampling frequency. The magnitude of the sampling frequency (5000 Hz) has already exceeded the highest tone C' on pianica, tenor recorder, and bellyra. Based on the test spectrum, the highest tones C' on pianica, tenor recorder, and bellyra, were 1584 Hz, 547 Hz, and 2097 Hz respectively. Based on the evaluation, recording duration of 1.5 seconds was sufficient, in order to obtain the middle area data which was already in the steady state condition. This area was required for the purpose of frame blocking. In order to generate the tone sounds, three musical instruments were used. They were pianica Yamaha P-37D, tenor recorder Yamaha YRT-304B II, and bellyra Isuzu ZBL-27 (see Figure 3 ). In order to capture the tone sounds, a USB microphone AKG Perception 120 was used.
(a) Pianica (b)Tenor recorder (c) Bellyra Figure 3 . Pianica, tenor recorder, and bellyra, which were used for the research
Initial Normalization
Initial normalization is a process of setting the maximum value to one, from a series of signal data, which comes from recording the sound that coming out from a musical instrument. By setting the maximum value to one, it will eliminate the differences in the maximum values on a number of the series of signal data.
Initial Cutting
Initial cutting is a process of cutting the silence area followed by cutting the transition area of the tone signal. Silence area is an area that has no tone information, whereas the transition area is the area where the tone signal is not in a steady state condition yet. In this research, based on the graphical observation of the signals, the cutting of silence area could be carried out by using an amplitude threshold |0.5|, while the cutting of the transition region could be carried out by cutting for 0.1 seconds at the beginning area of the tone signal.
Frame Blocking
Frame blocking is a process of taking a frame signal from a long series of signal [13] . The purpose of frame blocking is to reduce the number of data signals to be processed. The effect of this reduction is a reduction in computing time. In this research, a frame signal was taken from the beginning area of the tone signal that had already in the steady state condition. In this research, the length of a frame signal was equal to the length of the FFT that used in the next process.
Windowing
Windowing is the process of reducing discontinuities at the edges of the signal [13] . This reduction is necessary in order to reduce the appearance of harmonic signals after the signal is transformed using FFT. In this research, windowing used a Hamming window. Hamming window w(n) with a width of N points defined [14] . 
Hamming window is a window that is widely used in the field of signal processing. In this research, the length of the windows was the same with the length of the frame blocking.
FFT
FFT is a process of changing the signal from the time domain to the Fourier transform domain. Basically FFT is an efficient method for calculating the DFT (Discrete Fourier Transform). DFT is a form of Fourier transforms that used for discrete signals. Mathematically, DFT is formulated as follows.
where x(n) = input series, X(k) = output series, and N = number of samples. In this research FFT radix-2 [15] was used. This FFT is widely used in the field of signal processing. In this research, the length of the FFT was evaluated with values of 16, 32, 64, 128, and 256 points.
Symmetry Cutting
Symmetry cutting is cutting the half of the right side of the FFT result. This cutting is necessary, because basically FFT will give the symmetry result. Therefore, if only the half side (right or left) is used, it is sufficient.
Segment Averaging
Segment averaging is a process for reducing the size of the data signal. Basically, the result of segment averaging can represent the basic shape of the data signal. This research made use of the segment averaging that had been inspired by Setiawan [16] . The algorithm of the segment averaging is shown as follows.
Let a series
3. Cut uniformly the series X(k) by using segment length L. So, it will give a number of S segments.
and also a series
in every segment. 4. Calculate the mean value of every segment Z(v) as follows.
In this research, the segment lengths in the segment averaging were evaluated with the values 1, 2, 4, ..., and ) 2 / ( log 2 2 N points, where N is the length of the FFT used.
Final Normalization
Final normalization is a process of setting the maximum value to one, from a series of signal data, which comes from segment averaging. As described above, by setting the maximum value to one, it will eliminate the differences in the maximum values on a number of the series of signal data.
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Distance Calculation
Distance calculation is a process for comparing the feature extraction of an input signal and the feature extraction of a number of the tone signals, which is stored in a tone database. Distance calculation is an indication of a pattern recognition method known as template matching [17] . Template matching is basically trying to find the degree of similarity between two vectors in the feature space. In order to find the degree of similarity, it can be used a distance function. If using a distance function, there is a general guideline, the degree of similarity of the two vectors will be increased away from zero (getting more similar) if the value of the distance function decreases toward zero. On the contrary, the degree of similarity of the two vectors will be decreased toward zero (getting not similar) if the value of the distance function is increased away from zero.
Euclidean distance is a distance function that can be used to find the degree of similarity between two vectors in the feature space. Euclidean distance is a distance that is commonly used in pattern recognition [18] . Euclidean distance is defined as follows.
( y x (6) where x and y are two vectors of the same length, and m is the length of the vector x and y. In a pattern recognition system which using template matching method, one of the vector (x or y) is a vector that will be determined its class pattern, whereas the other vector is a vector that stored in a pattern class.
Tone Decision
Tone decision is a process for determining the output tone of the input signal, which is in the form of an isolated tone signal in wav format. Tone decision is carried out by finding a minimum value from a number of distance calculation results. These results come from a number of distance calculation, between the feature extraction of an input signal and the feature extraction of a number of the tone signals, which is stored in the tone database. A tone, which has a minimum distance, will be determined as the output tone.
Feature Extraction and Tone Database
The above distance calculation process requires a tone database. This database is generated by using the tone feature extraction shown in Figure 4 . From Figure 4 , the input is an isolated tone signal in wav format. The output is the feature extraction of the input. The output is a vector of length S, where S value is obtained from the Equation (4). Figure 4 , the process of segment averaging gets a signal from the symmetry cutting process. In this cutting symmetry process, the signal from the FFT process is divided into two equal lengths. If the signal from the FFT process has length N, then the Equation (4) can be rewritten to be as follows: where S is the length of the feature extraction vector, N is the FFT length, and L is the segment length in the segment averaging process. By using the process illustrated in Figure 4 , for each instrument (pianica, recorder tenor, or bellyra), it is generated the feature extraction from a number of K samples for each tone (C, D, E, F, G, A, B, or C'). Next, for each tone of a musical instrument, it is calculated the average value of the following:
where Z 1 , Z 2 , … Z K are the feature extraction vectors of a tone of a musical instrument, which have a number of K samples. In this research it was evaluated the value K with the values 1, 5, 10, and 15. Therefore, for this evaluation, it was necessary to provide a number of 120 tones for each musical instrument, or number of 360 tones for all three instruments (pianica, tenor recorder, and bellyra). The addition operation Z 1 + Z 2 + … + Z K is the addition operation of vector elements. Vector { R T |T = C, D, E, F, G, A, B, or C'} is called as the reference vector.
In the generation of a tone database, every musical instrument has a tone database, which consists of eight reference vectors, namely R C , R D . R E . R F . R G , R A , R B , and R C' . Thus, for the three instruments (pianica, tenor recorder, and bellyra), there are three tone databases. On the tone recognition system in this research, the tone database that is used depends on the tone input, namely, whether the tone comes from pianica, tenor recorder, or bellyra.
Test Tones
Test tones are used to evaluate the performance of the developed tone recognition system. In this research, for each instrument (pianica, tenor recorder, or bellyra), a number of 10 samples for each tone (C, D, E, F, G, A, B, and C ') were used. Thus, there were a number of 80 test tones for each musical instrument, or a number 240 test tones for all three musical instruments (pianica, tenor recorder, and bellyra).
Recognition Rate
The recognition rate is the performance a recognition system when given a number particular inputs. The recognition rate is calculated using the following equation. 
In this research, as described above, a number of 80 test tones were used for each musical instrument (pianica, tenor recorder, or bellyra).
Results and Analysis 3.1. Test Results
Test results of the tone recognition system for a variety of the FFT length, the segment length, and the number of feature extraction vectors, are shown in Table 1 , 2, and 3. As the first note, the number of feature extraction vectors refers to the Equation (8) . As the second note, the segment length refers to the segment length used for the segment averaging (see Equation (4) and (5)).
The Smallest Number of feature Extraction Coefficients
The main objective of this research is to find the smallest number of the feature extraction coefficients, which can represent a tone. Therefore, by using Table 1 , 2, and 3, it can be explored the combination of the values of the FFT length, the segment length, and the number of feature extraction vectors that can give the smallest number of the feature extraction coefficients, at the highest recognition rate (in this case 100%). The exploration results of the combination of these values, along with the number of the feature extraction coefficients are shown in Table 4 . As a note, in order to calculate the number of the feature extraction coefficients, the equation (7) was used. Table 4 , the features of a pianica tone can be represented by at least four feature extraction coefficients, while a tone of tenor recorder or bellyra can be represented by at least 16 feature extraction coefficients. Therefore, in general, it can be said that, for the tones of musical instrument (e.g. pianica) which have many significant local peaks in the Fourier transform domain, the feature extraction which using FFT and segment averaging is highly efficient. The reason is that it can give at least four feature extraction coefficients. 16 16 For the tone of a musical instrument that has only one significant local peak in the Fourier transform domain (e.g. bellyra), or the tone of a musical instrument that has a few significant local peaks in the Fourier transform domain (e.g. tenor recorder), the feature extraction is relatively inefficient. The reason is that it can give at least 16 coefficients feature extraction to represent each tone. Figure 5 and Table 5 shows the reason of this case. As a note to Figure 5 , the results of feature extraction are described by linear interpolation line, for easy visual comparison.
As shown in Figure 5 , the feature extractions of tone C and D on tenor recorder and also bellyra are lookalike (because they look almost overlap), when compared with pianica. In order to be more exact, the feature extraction coefficients of tone C and D, on tenor recorder and also bellyra, as shown in Table 5 , has Euclidean distances that are much smaller, when compared to pianica. It means, the feature extraction coefficients from the adjacent tones on tenor recorder and also bellyra, are more difficult to be distinguished each other, compared with pianica. Furthermore, in order that adjacent tones of tenor recorder and also bellyra can be distinguished easier, there is a need in increasing the number of feature extraction coefficients. Therefore, tenor recorder and also bellyra require a greater number of feature extraction coefficients, when compared with pianica. Figure 5 . The examples of feature extraction differences between pianica, tenor recorder, and pianica, when using an FFT 256 points and a segment length 16 points Table 5 . Euclidean distances for the feature extractions of tone C and D, for pianica, tenor recorder, and bellyra, in Figure 5 Musical Instrument Euclidean distance of tone C and D Pianica 0.966 Tenor Recorder 0.262 Bellyra 0.097
Comparison with other Feature Extractions
As has been described above, the feature extraction that used FFT and segment averaging is highly efficient for use in the musical instrument tones that have many significant local peaks in the Fourier transform domain. Table 6 compares the performance of several feature extraction for pianica tone recognition. As shown in Table 6 , the feature extraction used in this research, when compared with the other feature extraction that have been published previously [7] [8] [9] [10] [11] , is highly efficient for use in the musical instrument tones that have many significant local peaks in the Fourier transform domain. The reason is that it can give the number of feature extraction coefficients that are significantly much smaller. Table 6 . The comparison of the number of coefficients of the smallest feature extraction results, which resulted in a 100% recognition rate, of several feature extraction for pianica tone recognition Feature extraction Number of feature extraction coefficients Spectral Features [7] 34 DCT and windowing coefficients [8] 32 FFT and windowing coefficients [9] 12 Musical Surface [10] 9 DCT and segment averaging [11] 8 FFT and segment averaging (this research) 4
Conclusions and Future Work
Based on the things that have been described above, it can be concluded the following: 1. A feature extraction with FFT and segment averaging is highly efficient for musical instrument tones, which have many significant local peaks in the Fourier transform domain. The reason is that it only required at least four feature extraction coefficients, in order to represent every tone.
2. A feature extraction with FFT and segment averaging is not efficient for musical instrument tones, which have one or several significant local peaks in the Fourier transform domain. The reason is that it required at least 16 feature extraction coefficients, in order to represent every tone. 
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Here are some suggestions for future work: 1. Further studies of the feature extractions that are not based on a fundamental signal, which can produce a number of feature extraction coefficients less than 16 coefficients, for the tone of musical instruments that have one or several significant local peaks in the Fourier transform domain.
2. Further studies about the performance of feature extraction, which uses FFT and segment averaging, when using the tone recognition methods other than the template matching.
