Abstract. The aim of this work is to test the Levemberg Marquardt and BFGS (Broyden Fletcher Goldfarb Shanno) algorithms, implemented by the matlab functions lsqnonlin and fminunc of the Optimization Toolbox, for modeling the kinetic terms occurring in chemical processes of adsorption. We are interested in tests with noisy data that are obtained by adding Gaussian random noise to the solution of a model with known parameters. While both methods are very precise with noiseless data, by adding noise the quality of the results is greatly worsened. The semiconvergent behaviour of the relative error curves is observed for both methods. Therefore a stopping criterion, based on the Discrepancy Principle is proposed and tested. Great improvement is obtained for both methods, making it possible to compute stable solutions also for noisy data.
Introduction
An important topic in many engineering applications is that of estimating parameters of differential models from partial and possibly noisy measurements. For example the removal of pollutants from surface water and groundwater requires the optimization of partial differential models where the dispersion, mass transfer and reaction terms are estimated from data in column reactor experiments [1] , [2] , [3] .
We define here the constrained optimization problem connected to the estimation of a parameter, defined by q, in a differential model represented by c(u, q), named state equation, whose solution u(q) is called state variable: min q J(u, q) s.t. c(u, q) = 0 ODE-PDE model By pointing out the implicit dependence of u on the parameter q, the problem is usually presented in its reduced form min q J(q) where J(q) ≡ J(u(q), q) represents the fit to the given data.
By defining the observation operator C, that maps the state variable u ∈ U into the measurements space Y , we obtain the measurements y ∈ Y . The data fidelity term J(q) is defined as: J(q) ≡ F (q) − y where F (q) ≡ C(u(q)).
Hence the final problem consists in the minimization of the distance between the data and the computed approximation (F (q)) measured in a norm dependent on the model of the data noise. The discrete finite dimensional optimization problem is obtained by defining the vector parameter q ∈ R P and computing the noisy data y δ ∈ R N by sampling y at N points and adding a noise term. Depending on the type of noise present in the data the discrete minimization problem can be defined in the suitable L p norm 1 ≤ p < ∞. In case of Gaussian random noise the L 2 norm is the optimal choice, obtaining the following nonlinear least squares problem:
Since the present paper focuses on the L 2 norm we define · ≡ · 2 . It is well known that such problems are ill-posed in the sense that noise present in the data leads to poor solutions, hence some form of regularization needs to be introduced. Among the most common ways to regularize problem (1) is the introduction of a suitable regularization constraint, taking into account the smoothness of the solution (see [8] and reference therein). However the application of such methods to the estimation of several parameters of a differential model is quite challenging and has a high computational cost. A more practical way consists in exploiting the possibly semi-convergent behavior of the iterative methods used to solve (1) and compute stable solutions by means of a suitable stopping criterion. The aim of this work is to test the iterative methods implemented by the functions fminunc and lsqnolin of the Matlab Optimization Toolbox and evaluate their efficiency in the solution of problem (1) with noisy data, verifying the semi-convergence in presence of medium-high noise. To this purpose we define a test problem where the state equation is a system of two time dependent differential equations, representing the dynamic evolution of the liquid and solid phases of Polyphenolic compounds [4] . The noisy measurements y δ are obtained by adding Gaussian noise to the solution of the state equation with given reference parameters q true . We observe a progressive worsening of the results of both functions while increasing the level of noise in the data. The analysis of the relative errors at each iteration shows that the error curve has the typical semi-convergent behaviour: it decreases in the first steps and, after reaching a minimum value, it start to increase, reaching errors possibly higher than those at the initial step. Hence a change in the convergence conditions and tolerances can improve the solutions. Although the semi-convergence of Descent, Gradient and Simultaneous Iterative Reconstruction Technique (SIRT) methods is well understood [11, 10, 9] , the same does not apply to Gauss Newton, Levemberg Marquardt or quasi Newton Methods such as the BFGS (Broyden Fletcher Goldfarb Shanno). Therefore after the a posteriori verification of such behaviour, we define a stopping rule based on the Morozov's Discrepancy Principle [7] , that is proved to be suitable for descent, gradient and SIRT methods. By suitably defining the options structure, it is possible to modify the stopping conditions of the matlab optimization functions and evaluate the improvement obtained by computing the solution reached by the application of the stopping rule in case of data with different noise levels. Moreover we can evaluate the efficiency of our stopping rule compared to the optimal solution obtained by minimizing the relative error.
In section 2 we define the state equation and analyze the details of its numerical solution. The optimization methods implemented by the functions fminunc and lsqnolin are outlined in section 3, together with the proposed stopping rule. Finally in section 4 we report the numerical results and the conclusions.
The Adsorption Model
We describe here the differential problem (state equation) used as a test problem. It consists of a system of two time dependent differential equations representing the dynamic evolution of the liquid and solid phases of Polyphenolic compounds [4] . In the hypotheses of not negligible mass transfer and Langmuir adsorption isotherm the liquid phase u is modeled by a convection, diffusion and reaction equation while the solid phase concentration v is characterized by the absence of any dispersion and convection:
where the adsorption isotherm is given by
The parameters to be identified are θ = (θ 1 , θ 2 , θ 3 ) while the dispersion coefficient D, the interstitial velocity coefficient ν and the retardation factors δ u , δ v are assumed to be known. The spatial domain is given by the height L of the column reactor. Dirichlet boundary conditions are assumed in z = 0 while convective flux is assumed in z = L for the liquid phase. Using the Method of Lines, problem (2) is tranformed in the following system of Nonlinear Ordinary Differential Equations:
where M is the number of intervals in the spatial domain,
) are the discrete solutions at time t and G is the discrete isotherm at time t of components
The matrix K ∈ R M ×M is the tridiagonal matrix obtained by applying the second order finite differences approximation of the spatial derivatives in (2) . It is well known that such systems tend to become very stiff at the increasing of the spatial resolution M , hence a suitable implicit solver is required. In our experiments we use the matlab function ode15s, which implements variable order (1 − 5) method and variable step size, being therefore the most accurate solver available in Matlab ODE-suite for stiff problems.
Iterative Regularization
In this section we define the stopping rule applied to the iterative methods used by fminunc and lsqnolin functions to solve the test problem obtained by the model described in section 2. We start by a brief outline of the iterative numerical methods tested in the numerical experiments.
The first method, Levemberg Marquardt, is specific of the non linear Least squares minimization while the second method, BFGS (Broyden Fletcher Goldfarb Shanno) quasi Newton method, is applied to more general nonlinear minimization problems. (See [5] [6] for details). Both methods compute a sequence of approximate solutions of (1), {q(k)}, k = 0, 1, . . . by the following update relation:
where α k ∈ (0, 1] is a damping parameter used to guarantee the decrease of the residual norm
In the case of Levemberg Marquardt the direction s k is computed by solving the linear system obtained by the first order conditions of the linear approximation of the residual at q (k+1) :
where
If the parameter λ k is zero we have the Gauss Newton Method, otherwise, to overcome possibly singular Jacobians, a diagonal positive matrix is added by means of a small scalar parameter λ k (Levemberg Marquardt Method). Notice that (5) is the first order condition of the following constrained minimization problem:
where r k = y δ − F (q (k) ) and ∆ k is the level of smoothness required by s and can be computed by the Trust Region method (see algorithm 4.1 in [6] ).
In absence of data noise the following stopping rule is used to stop the iterations:
and τ F , τ X are tolerance parameters. The second family of methods is that of Quasi Newton methods where the direction s k used in the update step (4) is computed by solving the following linear system:
where H (k) is the approximate Hessian matrix, whose value is updated by adding a rank one update term. The BFGS method uses the following update term
, where
The initial Hessian approximation is chosen as H (0) = γI where γ > 0 is relative to the scaling of the variables. The stopping criterion applied in this case is:
The main computational effort in each iteration is the computation of the Jacobian matrix. The approach used here is that of finite difference approximation. Although it is not optimal for precision and computational cost, it is simple and readily available in matlab software optimization tools. As reported in section 4, in case of noiseless data, the sequences {q (k) } of both methods converge to good approximate solutions of (1). On the other hand, with noisy data we observe bad results for both algorithms. A thorough analysis reveals that the error curve has the typical semi-convergent behaviour: it decreases in the first steps and then start to increase giving a completely wrong solution. An improvement can be obtained by heuristically increasing the tolerances τ F and τ X , so as to decrease the number of steps. This strategy would require specific tolerance values for each noise level, which is unknown.
More systematic stopping rules can be obtained by means of the Morozov's Discrepancy Principle (MDP) that proposes to stop (4) at the d-th iteration as soon as the residual norm approximates the data noise:
The main drawback is the need to estimate the noise δ. In order to overcome this difficulty we exploit the decreasing behaviour of the residual norm. We observe that the decrease of the residual norm is fast in the first iterations and tends to become slower and slower as the iterations increase. Hence computing the decrease rate (measured as the difference of the residual norms in two successive steps: d and d − 1) we stop as soon as it becomes sufficiently small, compared to the initial decrease rate. Therefore we propose the following stopping rule (SR d )
where R d is the residual norm at d-th step:
2 and the parameter τ represents the ratio between the change in the residual norm at step d and that at the first step. The optimal parameter should stop the iterations as soon as the noise starts to deteriorate the solution, causing an increase of the relative error. Hence the optimal value depends on the method, the data and the noise as well. Improvement in (10) could be obtained by adding information about the maximum relative change in the solution.However in this application, using only information about the residual norm, it is possible to obtain great improvement in the results. In all our experiments we used the following values for the tolerance τ : 10 −1 for the Levemberg Marquardt method and 10 −5 for the BFGS method.
Numerical Experiments
The numerical experiments reported in this section are carried out on a test problem obtained by the model equations (2) where the terms f u and f v are defined by the known solutions:
The reference parameter vector q true has elements [θ 1 , θ 2 3N z points. In order to compare the results (q) computed by the different methods, we evaluate the Parameter Relative Error (P RE) and Residual Norm (ResN ) defined as follows:
The reported results are computed on a PC Intel(R) equipped with 4 i5 processors 5.8 GB Ram, using Matlab R2010a.
In the first experiment we compare the results obtained by the Levemberg Marquardt and BFGS methods without data noise. The Levemberg Marquardt method with parameter λ (5) is implemented by the matlab function lsqnonlin with the option 'Algorithm',{'levenberg-marquardt',λ }. In this experiment we choose the constant value λ = ε (machine epsilon) throughout all the iterations and we call this method LM (ε).
The BFGS method is implemented by the matlab function fminunc setting the option { 'HessUpdate', 'bfgs' }.The starting value q (0) is chosen at a relative distance δ q from q true , i.e. q (0) = q true (1 ± δ q ). The iterations are stopped using the standard convergence stopping rules (7) and (8) Table 1 . Test with noiseless measurements. Levemberg Marquardt LM (ε) with λ = ε. BFGS with H0 = I better than BFGS for precision and computational complexity. Furthermore it is more robust in terms of dependence on the initial parameter estimate δ q . We see that an initial relative error of 25% or 40% doesn't affect much the errors of LM (ε) while BFGS is more precise for smaller values of δ q . The behavior of the error curves plotted in figures 1 confirms the faster convergence of LM (ε) compared to BFGS.
In the second experiment we introduce Gaussian random noise of level δ ∈ [10 −4 , 10 −1 ) and estimate the parameters starting from the noisy data y δ defined as follows:
We run this analysis for all the cases in very sensitive to noise, even if BFGS seems to be more stable than LM (ε) when δ ≥ 1.e − 2. Focusing on the BFGS method we observe the semi-convergence by plotting the PRE values at each iteration (see figures 2). The PRE curves obtained with noise δ = 0.01 and δ = 0.1 are plotted in figures 2, where the iteration at which the relative error is minimum is represented by a red star and the iteration d obtained by rule SR d (10) by a green circle. By changing the exit condition as in (10) , with tolerance τ = 10 −5 , we obtain a great improvement for the noisy data, as reported in table 3. The relative errors obtained in column 5 are very close to the minimum value (column 2). The exit condition of the fminunc function is changed by setting the OutputFcn field in the options structure to a user defined mfile.m function that implements the stopping rule (10) . Concerning the Levemberg Marquardt method, it is possible to improve the results in case of noisy data by using a larger initial value λ 0 and a suitable strategy to update it during the computation. The matlab function lsqnonlin implements the following strategy:
where eps is the machine epsilon ε. Hence we repeat the experiment with noisy data choosing the default value λ = 0.05 and refer to this method as LM (.05).
Comparing the columns 2 in tables 2 and 4, we observe an improvement of the errors when δ > 1.e − 3. Also in this case we have semi-convergence because the update formula (13) is not optimal. Actually the value of λ k should be updated by taking into account the constraint in problem (6) (see [3] for details about a possible implementation). By applying the stopping rule (10) with τ = 0.1 we observe a more stable behaviour of the error (table 4 column 8), which is always better than the standard stopping rule (7) and very close to the minimum value (column 6). The PRE curves obtained with noise δ = 0.01 and δ = 0.1 are plotted in figures 3, where the iteration at which the relative error is minimum is represented by a red star and the iteration d obtained by rule SR d (10) by a green circle.
Finally the global evaluation of the two methods in all the cases reported in table 1 shows that the Levemberg Marquardt Method is usually slightly better than BFGS in terms of mean PRE (see figure 5 ).
Conclusions
The present work reports tests of the Levemberg Marquardt and BFGS algorithms for modeling the kinetic terms, occurring in chemical processes of adsorption, in the presence of noisy data. The semi-convergent behavior of both LM (.05) min PRE SR d δ P RE ResN k fval P RE k P RE d 1e-3 2.2742e-2 5.3695e-1 6 28 9.8952e-3 5 2.1302e-2 3 5e-3 5.2977e-2 5.4327e-1 6 28 6.8027e-3 4 2.1448e-2 3 1e-2 1.1323e-1 5.6172e-1 6 28 6.7842e-3 4 1.8100e-2 3 5e-2 3.6183e+2 1.0134 11 48 5.6674e-2 3 5.6674e-2 3 Table 4 . Levemberg Marquardt results with λ0 = 0.05 case Nt = Nz = 40, δq = 40% methods is observed in presence of noise, confirming the need to introduce a suitable stopping criterion. A stopping rule, based on the behavior of the residual norm, is presented and the good performance is reported by the experimental tests. 
