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Performing exact inference on Bayesian networks is known to be #P-hard. Typically approximate
inference techniques are used instead to sample from the distribution on query variables given the
values e of evidence variables. Classically, a single unbiased sample is obtained from a Bayesian
network on n variables with at most m parents per node in time O(nmP (e)−1), depending critically
on P (e), the probability the evidence might occur in the first place. By implementing a quantum
version of rejection sampling, we obtain a square-root speedup, taking O(n2mP (e)− 12 ) time per
sample. We exploit the Bayesian network’s graph structure to efficiently construct a quantum state,
a q-sample, representing the intended classical distribution, and also to efficiently apply amplitude
amplification, the source of our speedup. Thus, our speedup is notable as it is unrelativized – we
count primitive operations and require no blackbox oracle queries.
PACS numbers: 02.50.Tt, 03.67.Ac
I. INTRODUCTION
How are rational decisions made? Given a set of possi-
ble actions, the logical answer is the one with the largest
corresponding utility. However, estimating these utili-
ties accurately is the problem. A rational agent endowed
with a model and partial information of the world must
be able to evaluate the probabilities of various outcomes,
and such is often done through inference on a Bayesian
network [1], which efficiently encodes joint probability
distributions in a directed acyclic graph of conditional
probability tables. In fact, the standard model of a
decision-making agent in a probabilistic time-discretized
world, known as a Partially Observable Markov Decision
Process, is a special case of a Bayesian network. Further-
more, Bayesian inference finds application in processes as
diverse as system modeling [2], model learning [3, 4], data
analysis [5], and decision making [6], all falling under the
umbrella of machine learning [1].
Unfortunately, despite the vast space of applications,
Bayesian inference is difficult. To begin with, exact in-
ference is #P hard in general [1]. It is often far more
feasible to perform approximate inference by sampling,
such as with the Metropolis-Hastings algorithm [7] and
its innumerable specializations [8], but doing so is still
NP-hard in general[9]. This can be understood by consid-
ering rejection sampling, a primitive operation common
to many approximate algorithms that generates unbiased
samples from a target distribution P (Q|E) for some set
of query variables Q conditional on some assignment of
evidence variables E = e. In the general case, rejection
sampling requires sampling from the full joint P (Q, E)
and throwing away samples with incorrect evidence. In
the specific case in which the joint distribution is de-
scribed by a Bayesian network with n nodes each with no
more than m parents, it takes time O(nm) to generate a
sample from the joint distribution, and so a sample from
the conditional distribution P (Q|E) takes average time
O(nmP (e)−1). Much of the computational difficulty is
related to how the marginal P (e) = P (E = e) becomes
exponentially small as the number of evidence variables
increases, since only samples with the correct evidence
assignments are recorded.
One very intriguing direction for speeding up approx-
imate inference is in developing hardware implementa-
tions of sampling algorithms, for which promising results
such as natively probabilistic computing with stochastic
logic gates have been reported [10]. In this same vein,
we could also consider physical systems that already de-
scribe probabilities and their evolution in a natural fash-
ion to discover whether such systems would offer similar
benefits.
Quantum mechanics can in fact describe such natu-
rally probabilistic systems. Consider an analogy: if a
quantum state is like a classical probability distribution,
then measuring it should be analogous to sampling, and
unitary operators should be analogous to stochastic up-
dates. Though this analogy is qualitatively true and
appealing, it is inexact in ways yet to be fully under-
stood. Indeed, it is a widely held belief that quantum
computers offer a strictly more powerful set of tools than
classical computers, even probabilistic ones [11], though
this appears difficult to prove [12]. Notable examples
of the power of quantum computation include exponen-
tial speedups for finding prime factors with Shor’s algo-
rithm [13], and square-root speedups for generic classes of
search problems through Grover’s algorithm [14]. Unsur-
prisingly, there is a ongoing search for ever more problems
amenable to quantum attack [15–17].
For instance, the quantum rejection sampling algo-
rithm for approximate inference was only developed quite
recently [18], alongside a proof, relativized by an oracle,
of a square-root speedup in runtime over the classical
algorithm. The algorithm, just like its classical counter-
part, is an extremely general method of doing approxi-
mate inference, requiring preparation of a quantum pure
state representing the joint distribution P (Q, E) and am-
plitude amplification to amplify the part of the superpo-
ar
X
iv
:1
40
2.
73
59
v1
  [
qu
an
t-p
h]
  2
8 F
eb
 20
14
2sition with the correct evidence. Owing to its generality,
the procedure assumes access to a state-preparation or-
acle AˆP , and the runtime is therefore measured by the
query complexity [19], the number of times the oracle
must be used. Unsurprisingly, such oracles may not be ef-
ficiently implemented in general, as the ability to prepare
arbitrary states allows for witness generation to QMA-
complete problems [18, 20]. This also corresponds con-
sistently to the NP-hardness of classical sampling.
In this paper, we present an unrelativized (i.e. no
oracle) square-root, quantum speedup to rejection sam-
pling on a Bayesian network. Just as the graphical
structure of a Bayesian network speeds up classical sam-
pling, we find that the same structure allows us to con-
struct the state-preparation oracle AˆP efficiently. Specif-
ically, quantum sampling from P (Q|E = e) takes time
O(n2mP (e)−1/2), compared with O(nmP (e)−1) for clas-
sical sampling, where m is the maximum indegree of
the network. We exploit the structure of the Bayesian
network to construct an efficient quantum circuit AˆP
composed of O(n2m) controlled-NOT gates and single-
qubit rotations that generates the quantum state |ψP 〉
representing the joint P (Q, E). This state must then
be evolved to |Q〉 representing P (Q|E = e), which can
be done by performing amplitude amplification [21], the
source of our speedup and heart of quantum rejection
sampling in general [18]. The desired sample is then ob-
tained in a single measurement of |Q〉.
We better define the problem of approximate infer-
ence with a review of Bayesian networks in section II.
We discuss the sensible encoding of a probability distri-
bution in a quantum state axiomatically in section III.
This is followed by an overview of amplitude amplifica-
tion in section IV. The quantum rejection sampling al-
gorithm is given in section V. As our main result, we
construct circuits for the state preparation operator in
sections VI A and VI B and circuits for the reflection op-
erators for amplitude amplification in section VI C. The
total time complexity of quantum rejection sampling in
Bayesian networks is evaluated in section VI D, and we
present avenues for further work in section VII.
II. BAYESIAN NETWORKS
A Bayesian network is a directed acyclic graph struc-
ture that represents a joint probability distribution over
n bits. A significant advantage of the Bayesian network
representation is that the space complexity of the repre-
sentation can be made much less than the general case by
exploiting conditional dependencies in the distribution.
This is achieved by associating with each graph node a
conditional probability table for each random variable,
with directed edges representing conditional dependen-
cies, such as in Fig. 1a.
We adopt the standard convention of capital letters
(e.g. X) representing random variables while lowercase
letters (e.g. a) are particular fixed values of those vari-
ables. For simplicity, the random variables are taken to
be binary. Accordingly, probability vectors are denoted
P (X) = {P (X = 0), P (X = 1)} while P (x) ≡ P (X =
x). Script letters represent a set of random variables
X = {X1, X2, ...Xn}.
An arbitrary joint probability distribution
P (x1, x2, . . . , xn) on n bits can always be fac-
tored by recursive application of Bayes’ rule
P (X,Y ) = P (X)P (Y |X),
P (x1, x2, . . . , xn) = P (x1)
n∏
i=2
P (xi|x1, . . . , xi−1). (1)
However, in most practical situations a given variable
Xi will be dependent on only a few of its predecessors’
values, those we denote by parents(Xi) ⊆ {x1, . . . , xi−1}
(see Fig. 1a). Therefore, the factorization above can be
simplified to
P (x1, x2, . . . , xn) = P (x1)
n∏
i=2
P (xi|parents(Xi)). (2)
A Bayes net diagrammatically expresses this simplifica-
tion, with a topological ordering on the nodes X1  X2 
· · ·  Xn in which parents are listed before their children.
With a node xi in the Bayes net, the conditional proba-
bility factor P (xi = 1|parents(Xi)) is stored as a table of
2mi values [1] where mi is the number of parents of node
Xi, also known as the indegree. Letting m denote the
largest mi, the Bayes net data structure stores at most
O(n2m) probabilities, a significant improvement over the
direct approach of storing O(2n) probabilities [1].
A common problem with any probability distribu-
tion is inference. Say we have a complete joint prob-
ability distribution on n-bits, P (X ). Given the values
e = e|E|...e2e1 for a set E ⊆ X of random variables, the
task is to find the distribution over a collection of query
variables Q ⊆ X \E . That is, the exact inference problem
is to calculate P (Q|E = e). Exact inference is #P-hard
[1], since one can create a Bayes net encoding the n vari-
able k-SAT problem, with nodes for each variable, each
clause, and the final verdict – a count of the satisfying
assignments.
Approximate inference on a Bayesian network is much
simpler, thanks to the graphical structure. The proce-
dure for sampling is as follows: working from the top of
the network, generate a value for each node, given the
values already generated for its parents. Since each node
has at most m parents that we must inspect before gener-
ating a value, and there are n nodes in the tree, obtaining
a sample {x1, x2 . . . , xn} takes time O(nm). Yet we must
postselect on the correct evidence values E = e, leaving
us with an average time per sample of O (nmP (e)−1),
which suffers when the probability P (e) becomes small,
typically exponentially small with the number of evidence
variables |E|. Quantum rejection sampling, however, will
improve the factor of P (e)−1 to P (e)−1/2, while preserv-
ing the linear scaling in the number of variables n, given
3a)
X1
X2 X3 X4
X5 X6 X7
b)
FIG. 1: a) An example of a directed acyclic graph which can represent a Bayesian network by associating with each
node a conditional probability table. For instance, associated with the node X1 is the one value P (X1 = 1), while
that of X5 consists of four values, the probabilities X5 = 1 given each setting of the parent nodes, X2 and X3. b) A
quantum circuit that efficiently prepares the q-sample representing the full joint distribution of (a). Notice in
particular how the edges in the graph are mapped to conditioning nodes in the circuit. The |ψj〉 represent the state
of the system after applying the operator sequence U1...Uj to the initial state |0000000〉.
that we use an appropriate quantum state to represent
the Bayesian network.
III. QUANTUM SAMPLING FROM P (X )
This section explores the analogy between quantum
states and classical probability distributions from first
principles. In particular, for a classical probability dis-
tribution function P (X ) on a set of n binary random
variables X what quantum state ρP (possibly mixed, d-
qubits) should we use to represent it? The suitable state,
which we call a quantum probability distribution function
(qpdf), is defined with three properties.
Definition 1. A qpdf for the probability distribution
P (X ) has the following three properties:
1. Purity: In the interest of implementing quantum
algorithms, we require the qpdf be a pure state
ρP = |ΨP 〉 〈ΨP |.
2. Q-sampling: A single qpdf can be measured to ob-
tain a classical n-bit string, a sample from P (X ).
Furthermore, for any subset of variables W ⊂ X , a
subset of qubits in the qpdf can be measured to ob-
tain a sample from the marginal distribution P (W).
We call these measurement procedures q-sampling.
3. Q-stochasticity: For every stochastic matrix T
there is a unitary UT such that whenever T maps
the classical distribution P (X ) to P ′(X ), UT maps
the qpdf |ΨP 〉 to |ΨP ′〉 = UT |ΨP 〉.
The motivation for property 3 is for implementing
Markov chains, Markov decision processes, or even sam-
pling algorithms such as Metropolis-Hastings, on quan-
tum states. The question we pose, and leave open, is
whether a qpdf exists.
The simplest way to satisfy the first two criteria, but
not the third, is to initialize a single qubit for each classi-
cal binary random variable. This leads to what is called
the q-sample, defined in prior work [22] as:
Definition 2. The q-sample of the joint distribution
P (x1, ..., xn) over n binary variables {Xi} is the n-qubit
pure state |ψP 〉 =
∑
x1,...,xn
√
P (x1, ..., xn) |x1...xn〉.
The q-sample possesses property 1 and the eponymous
property 2 above. However, it does not allow for stochas-
tic updates as per property 3, as a simple single qubit
example shows. In that case, property 3 requires(
U11 U12
U21 U22
)( √
p√
1− p
)
=
( √
pT11 + (1− p)T12√
pT21 + (1− p)T22
)
,
(3)
for all p ∈ [0, 1]. Looking at Eq. 3 for p = 0 and p = 1
constrains U completely, and it is never unitary when T
is stochastic. Thus, the q-sample fails to satisfy property
3.
Yet, the q-sample satisfies properties 1 and 2 in a very
simplistic fashion, and various more complicated forms
might be considered. For instance, relative phases could
be added to the q-sample giving
∑
x e
iφ(x)
√
P (x) |x〉,
though this alone does not guarantee property 3, which
is easily checked by adding phases to the proof above.
Other extensions of the q-sample may include ancilla
qubits, different measurement bases, or a post-processing
step including classical randomness to translate the
measurement result into a classical sample. It is an
open question whether a more complicated representa-
tion satisfying all three properties exists, including q-
stochasticity, so that we would have a qpdf possessing all
the defining properties.
Nevertheless, although the q-sample is not a qpdf by
our criteria, it will still be very useful for performing
quantum rejection sampling. The property that a sam-
ple from a marginal distribution is obtained by simply
4measuring a subset of qubits means that, using condi-
tional gates, we can form a q-sample for a conditional
distribution from the q-sample for the full joint distribu-
tion, as we will show in section VI. This corresponds to
the classical formula P (V|W) = P (V,W)/P (W), which
is the basis behind rejection sampling. The way it is ac-
tually done quickly on a q-sample is through amplitude
amplification, reviewed next, in the general case.
IV. AMPLITUDE AMPLIFICATION
Amplitude amplification [21] is a well-known extension
of Grover’s algorithm and is the second major concept
in the quantum inference algorithm. Given a quantum
circuit Aˆ for the creation of an n-qubit pure state |ψ〉 =
α |ψt〉+ β
∣∣ψ¯t〉 = Aˆ |0〉⊗n, where 〈ψt|ψ¯t〉 = 0, the goal is
to return the target state |ψt〉 with high probability. To
make our circuit constructions more explicit, we assume
target states are marked by a known evidence bit string
e = e|E|...e2e1, so that |ψt〉 = |Q〉 |e〉 lives in the tensor
product space HQ ⊗HE and the goal is to extract |Q〉.
Just like in Grover’s algorithm, a pair of reflection op-
erators are applied repetitively to rotate |ψ〉 into |ψt〉.
Reflection about the evidence is performed by Sˆe =
Iˆ ⊗ (Iˆ − 2 |e〉 〈e|) followed by reflection about the initial
state by Sˆψ = (Iˆ−2 |ψ〉 〈ψ|). Given Aˆ, then Sˆψ = AˆSˆ0Aˆ†,
where Sˆ0 = (Iˆ − 2 |0〉 〈0|⊗n).
The analysis of the amplitude amplification algorithm
is elucidated by writing the Grover iterate Gˆ = −SˆψSˆe =
−AˆSˆ0Aˆ†Sˆe in the basis of α|α| |ψt〉 ≡ ( 10 ) and β|β|
∣∣ψ¯t〉 ≡
( 01 ) [19],
Gˆ =
(
1− 2|α|2 2|α|√1− |α|2
−2|α|√1− |α|2 1− 2|α|2
)
. (4)
In this basis, the Grover iterate corresponds to a rotation
by small angle θ = cos−1(1 − 2|α|2) ≈ 2|α|. Therefore,
applying the iterate N times rotates the state by Nθ.
We conclude that GˆN |ψ〉 is closest to α|α| |ψt〉 after N =
O
(
pi
4|α|
)
iterations.
Usually, amplitude amplification needs to be used
without knowing the value of |α|. In that case, N is not
known. However, the situation is remedied by guessing
the correct number of Grover iterates to apply in expo-
nential progression. That is, we apply Gˆ 2k times, with
k = 0, 1, 2, . . . , measure the evidence qubits |E〉 after each
attempt, and stop when we find E = e. It has been shown
[21] that this approach also requires on average O
(
1
|α|
)
applications of Gˆ.
V. THE QUANTUM REJECTION SAMPLING
ALGORITHM
The quantum rejection sampling algorithm [18], which
we review now, is an application of amplitude amplifi-
cation on a q-sample. The general problem, as detailed
in section II, is to sample from the n-bit distribution
P (Q|E = e). We assume that we have a circuit AˆP that
can prepare the q-sample |ψP 〉 = AˆP |0〉⊗n. Now, per-
muting qubits so the evidence lies to the right, the q-
sample can be decomposed into a superposition of states
with correct evidence and states with incorrect evidence.
|ψP 〉 =
√
P (e) |Q〉 |e〉+
√
1− P (e) ∣∣Q, e〉 , (5)
where |Q〉 denotes the q-sample of P (Q|E = e), our tar-
get state. Next perform the amplitude amplification al-
gorithm from the last section to obtain |Q〉 with high
probability. Note that this means the state preparation
operator AˆP must be applied O(P (e)−1/2) times. Once
obtained, |Q〉 can be measured to get a sample from
P (Q|E = e), and we have therefore done approximate
inference. Pseudocode is provided as an algorithm 1.
However, we are so far missing a crucial element. How
is the q-sample preparation circuit AˆP actually imple-
mented, and can this implementation be made efficient,
that is, polynomial in the number of qubits n? The an-
swer to this question removes the image of AˆP as a fea-
tureless black box and is addressed in the next section.
Algorithm 1 Quantum rejection sampling algorithm:
generate one sample from P (Q|E = e) given a q-sample
preparation circuit AˆP
k ← −1
while evidence E 6= e do
k ← k + 1
|ψP 〉 ← AˆP |0〉⊗n //prepare a q-sample of P (X )
|ψ′P 〉 ← Gˆ2
k |ψP 〉 //where Gˆ = −AˆP Sˆ0Aˆ†P Sˆe
Measure evidence qubits E of |ψ′P 〉
Measure the query qubits to obtain a sample Q = q
VI. CIRCUIT CONSTRUCTIONS
While the rejection sampling algorithm from Section
V is entirely general for any distribution P (X ), the com-
plexity of q-sample preparation, in terms of the total
number of CNOTs and single qubit rotations involved, is
generally exponential in the number of qubits, O(2n). We
show this in section VI A. The difficultly is not surpris-
ing, since arbitrary q-sample preparation encompasses
witness generation to QMA-complete problems [18, 20].
However, there are cases in which the q-sample can be
prepared efficiently [22]. The main result of this pa-
per is that, for probability distributions resulting from
a Bayesian network B with n nodes and maximum in-
degree m, the circuit complexity of the q-sample prepa-
ration circuit AˆB is O (n2m). We show this in section
5VI B. The circuit constructions for the remaining parts
of the Grover iterate, the phase flip operators, are given
in section VI C. Finally, we evaluate the complexity of
our constructions as a whole in section VI D and find
that approximate inference on Bayesian networks can be
done with a polynomially sized quantum circuit.
Throughout this section we will denote the circuit com-
plexity of a circuit Cˆ as QCˆ . This complexity measure
is the count of the number of gates in Cˆ after compi-
lation into a complete, primitive set. The primitive set
we employ includes the CNOT gate and all single qubit
rotations.
A. Q-sample Preparation
If P (x) lacks any kind of structure, the difficulty of
preparing the q-sample |ψP 〉 = AˆP |0〉⊗n with some uni-
tary AˆP scales at least exponentially with the number
of qubits n in the q-sample. Since P (x) contains 2n − 1
arbitrary probabilities, AˆP must contain at least that
many primitive operations. In fact, the bound is tight —
we can construct a quantum circuit preparing |ψP 〉 with
complexity O(2n).
Theorem 1. Given an arbitrary joint probability distri-
bution P (x1, ..., xn) over n binary variables {Xi}, there
exists a quantum circuit AˆP that prepares the q-sample
AˆP |0〉⊗n = |ψP 〉 =
∑
x1,...,xn
√
P (x1, ..., xn) |x1...xn〉
with circuit complexity O(2n).
Proof. Decompose P (x) = P (x1)
∏n
i=2 P (xi|x1...xi−1) as
per Eq. (1). For each conditional distribution
P (Xi|x1...xi−1), let us define the i-qubit uniformly
controlled rotation Uˆi such that given an (i − 1)
bit string assignment xc ≡ x1...xi−1 on the con-
trol qubits, the action of Uˆi on the i
th qubit ini-
tialized to |0〉i is a rotation about the y-axis by an-
gle 2 tan−1(
√
P (xi = 1|xc)/P (xi = 0|xc)) or Uˆi |0〉i =√
P (xi = 0|xc) |0〉i +
√
P (xi = 1|xc) |1〉i. With this def-
inition, the action of the single-qubit Uˆ1 is Uˆ1 |0〉1 =√
P (x1 = 0) |0〉1 +
√
P (x1 = 1) |1〉1. By applying Bayes’
rule in reverse, the operation AˆP = Uˆn...Uˆ1 then pro-
duces |ψP 〉 = AˆP |0〉. As each k-qubit uniformly con-
trolled rotation is decomposable into O(2k) CNOTs and
single-qubit rotations [23], the circuit complexity of AˆP
is QAˆP =
∑n
i=1O(2i−1) = O(2n).
The key quantum compiling result used in this proof is
the construction of Bergholm et. al. [23] that decomposes
k-qubit uniformly controlled gates into O(2k) CNOTs
and single qubit operations. Each uniformly controlled
gate is the realization of a conditional probability table
from the factorization of the joint distribution. We use
this result again in Bayesian q-sample preparation.
B. Bayesian Q-sample Preparation
We now give our main result, a demonstration that the
circuit AˆB that prepares the q-sample of a Bayesian net-
work is exponentially simpler than the general q-sample
preparation circuit AˆP . We begin with a Bayesian net-
work with, as usual, n nodes and maximum indegree m
that encodes a distribution P (X ). As a minor issue, be-
cause the Bayesian network may have nodes reordered,
the indegree m is actually a function of the specific
parentage of nodes in the tree. This non-uniqueness of m
corresponds to the non-uniqueness of the decomposition
P (x1, ..., xn) = P (x1)
∏n
i=2 P (xi|x1...xi−1) due to per-
mutations of the variables. Finding the variable ordering
minimizing m is unfortunately an NP-hard problem [24],
but typically the variables have real-world meaning and
the natural causal ordering often comes close to optimal
[25]. In any case, we take m as a constant much less than
n.
Definition 3. If P (X ) is the probability distribution
represented by a Bayesian network B, the Bayesian q-
sample |ψB〉 denotes the q-sample of P (X ).
Theorem 2. The Bayesian q-sample of the Bayesian
network B with n nodes and bounded indegree m can be
prepared efficiently by an operator AˆB with circuit com-
plexity O(n2m) acting on the initial state |0〉⊗n.
Proof. As a Bayesian network is a directed acyclic graph,
let us order the node indices topologically such that for all
1 ≤ i ≤ n, we have parents(xi) ⊆ {x1, x2, . . . , xi−1}, and
maxi |parents(xi)| = m. Referring to the construction
from the proof of theorem 1, the state preparation opera-
tor Aˆ = Uˆn...Uˆ1 then contains at most m-qubit uniformly
controlled operators, each with circuit complexityO(2m),
again from Bergholm et. al. [23]. The circuit complexity
of AˆB is thus QAˆB =
∑n
i=1O(2m) = O(n2m).
Fig. 1b shows the circuit we have just described.
Bayesian q-sample preparation forms part of the Grover
iterate required for amplitude amplification. The rest is
comprised of the reflection, or phase flip, operators.
C. Phase Flip Operators
Here we show that the phase flip operators are also
efficiently implementable, so that we can complete the
argument that amplitude amplification on a Bayesian q-
sample is polynomial time. Note first that the phase flip
operators Sˆe acting on k = |E| ≤ n qubits can be im-
plemented with a single k-qubit controlled Z operation
along with at most 2k bit flips. The operator Sˆ0 is the
special case Sˆe=0n . A Bayesian q-sample can be decom-
posed exactly as in Eq. (5)
|ψB〉 =
√
P (e) |Q〉 |e〉+
√
1− P (e) ∣∣Q, e〉 . (6)
6Recall |Q〉 is the q-sample of P (Q|E = e) and ∣∣Qe〉 con-
tains all states with invalid evidence E 6= e. We write the
evidence as a k-bit string e = ek . . . e2e1 and Xˆi as the
bit flip on the ith evidence qubit. The controlled phase,
denoted Zˆ1...k, acts on all k evidence qubits symmetri-
cally, flipping the phase if and only if all qubits are 1.
Then Sˆe is implemented by
Sˆe = BˆZˆ1...kBˆ (7)
where Bˆ =
∏k
i=1 Xˆ
e¯i
i with e¯i ≡ 1− ei. Explicitly,
Sˆe |ψB〉 = BˆZˆ1...kBˆ
[√
P (e) |Q〉 |e〉+
√
1− P (e) ∣∣Qe〉]
(8)
= BˆZˆ1...k
[√
P (e) |Q〉 |1n〉+
√
1− P (e) ∣∣Q1n〉]
= Bˆ
[
−
√
P (e) |Q〉 |1n〉+
√
1− P (e) ∣∣Q1n〉]
=
[
−
√
P (e) |Q〉 |e〉+
√
1− P (e) ∣∣Qe〉] .
The circuit diagram representing Sˆe is shown in Fig. 2.
The k-qubit controlled phase can be constructed from
O(k) CNOTs and single qubit operators usingO(k) ancil-
las [16] or, alternatively, O(k2) CNOTs and single qubit
operators using no ancillas [26].
4
Proof. Decompose P (x) = P (x1)
Qn
i=2 P (xi|x1...xi 1) as
per Eq. (1). For each conditional distribution
P (Xi|x1...xi 1), let us define the (i  1)-qubit uniformly
controlled rotation Uˆi such that given an (i 1) bit string
assignment x1...xi 1 = x on the control qubits, the ac-
tion of Uˆi on the i
th qubit initialized to |0ii is Uˆi |0ii =p
P (xi = 0|x) |0ii +
p
P (xi = 1|x) |1ii. With this def-
inition, the action of the single-qubit Uˆ1 is Uˆ1 |0i1 =p
P (x1 = 0) |0i1+
p
P (x1 = 1) |1i1. By applying Bayes’
rule in reverse, the operation AˆP = Uˆn...Uˆ1 then pro-
duces | P i = AˆP |0i. As each k-qubit uniformly con-
trolled rotation is decomposable into O(2k) CNOTs and
single-qubit rotations [19], the circuit complexity of AˆP
is QAˆP =
Pn
i=1O(2i 1) = O(2n).
The key quantum compiling result used in this proof
is the construction of Bergholm et. al. [19] that de-
composes k-qubit uniformly controlled gates into O(2k)
CNOTs and single qubit operations. Each uniformly con-
trolled gate is the realization of a conditional probability
table from the factorization of the joint distribution. We
will use this result again in Bayesian state preparation.
B. Bayesian State Preparation
We note that the decomposition P (x1, ..., xn) =
P (x1)
Qn
i=2 P (xi|x1...xi 1) is not unique, and that a dif-
ferent variable ordering is always possible. In fact, if P (x)
is structured, there could exist an optimal decomposition
that minimizes the maximum number of parents of each
node where m < n. Unfortunately, finding marginal dis-
tributions is in #P (as finding P (Q|E) = P (Q,E)/P (E)
is in #P ). Hence finding the optimal decomposition is
at least in #P as well. However, Bayesian networks are
typically specified in a causal manner, whereby the inde-
gree is bounded above by m. This structure allows us to
prepare the Bayesian state e ciently
Definition 3. The Bayesian state is a q-sample whereby
the joint distribution P (x1, ..., xn) over n binary variables
is represented by a Bayesian network B with n nodes and
bounded indegree m.
Theorem 4. The Bayesian state of the Bayesian net-
work B with n nodes and bounded indegree m can be pre-
pared e ciently by an operator AˆB with circuit complex-
ity O(n2m) acting on an arbitrary but known initial state
|0i⌦n of n qubits.
Proof. As a Bayesian network is a directed acyclic graph,
let us order the node indices topologically such that for all
1  i  n, we have parents(xi) ✓ {x1, x2, . . . , xi 1}, and
maxi |parents(xi)|  m. Referring to the construction
from the proof of theorem 2, the state preparation opera-
tor Aˆ = Uˆn...Uˆ1 then contains at mostm-qubit uniformly
controlled operators, each with circuit complexityO(2m),
again from Bergholm et. al. [19]. The circuit complexity
of Aˆ is thus QAˆB =
Pn
i=1O(2m) = O(n2m).
The Bayesian state construction operation forms part
of the Grover iterate required for amplitude amplifica-
tion. The rest is comprised of the reflection, or phase
flip, operators.
C. Phase Flip Operators
The phase flip operators Sˆe acting on k = |E|  n
qubits can be implemented with a single k-qubit con-
trolled Z operation along with at most 2k bit flips. The
operator Sˆ0 is the special case Sˆe=0n . Permute the qubits
in the Bayesian s ate | Bi =
P
x
p
P (x) |xi o tha the
evidence qubits lie to the right. Grouping around evi-
dence and non-evidence states,
| Bi =
p
P (e) | i |ei+
p
P (e¯)
   e↵ . (5)
Recall | i is the q-sample of P (Q|E = e) and    e↵ con-
tains all states with invalid evidence E 6= e. We write the
evidence as a k-bit string e = ek . . . e2e1 and Xˆi as the
bit flip on the ith evidence qubit. The controlled phase,
denoted Zˆ1...k, acts on all k evidence qubits symmetri-
cally, flipping the phase if and only if all qubits are one.
Then Sˆe is implemented by
Sˆe = BˆZˆ1...kBˆ (6)
where Bˆ =
Qk
i=1 Xˆ
e¯i
i with e¯i = 1  ei. Explicitly,
Sˆe | Bi = BˆZˆ1...kBˆ
hp
P (e) | i |ei+
p
P (e¯)
   e↵i (7)
= BˆZˆ1...k
hp
P (e) | i |1ni+
p
P (e¯)
   1n↵i
= Bˆ
h
 
p
P (e) | i |1ni+
p
P (e¯)
   1n↵i
=
h
 
p
P (e) | i |ei+
p
P (e¯)
   e↵i .
The circuit diagram representing Sˆe is shown in Fig-
ure 3. The k-qubit controlled phase can be constructed
from O(k) CNOTs and single qubit operators using O(k)
ancillas [4] or, alternatively, O(k2) CNOTs and single
qubit operators using no ancillas [20].
X e¯11 (8)
X e¯22 (9)
X e¯33 (10)
D. Time Complexity
The circuit complexities of the various elements in the
Grover iterate Gˆ = AˆSˆ0Aˆ
†Sˆe are presented in Table I.
As the circuit complexity of the phase flip operator S0
(Se) scales linearly with number of qubits n (|E|), QGˆ is
dominated by the that of the state preparation operator
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FIG. 3: Quantum circuit for implementing the phase flip op-
erator Sˆe with one ancilla qubit |0ia initialized to the zero
state. The k = |E|-qubit To↵oli operator acts on the set of
evidence qubits E , where an open(closed) circle denotes con-
trol on the ith qubit being |0i(|1i), and are determined condi-
tional on the ith evidence ei = 1(0) in the k bit evidence bit
string e = e1...ek. The circuit complexity of Sˆe, dominated by
that of the k-qubit To↵oli, in terms of number of CNOTs and
single-qubit Xˆ, Zˆ op rations is O(k) if provided with O(k)
ancilla qubits, and O(k2) with no ancillas.
Uˆ QUˆ Comments
AˆP O(2n) Q-sample preparation
AˆB O(n2m) Bayesian state preparation
Sˆ0 O(n) O(n) ancilla qubits
Sˆe O(|E|) O(|E|) ancilla qubits
TABLE I: Circuit complexity QUˆ of implementing the oper-
ators discussed in the text. The Grover iterate Gˆ for am-
plitude amplification of a Bayes (Q-sample) state consists of
two instances of the preparation circuit AˆB (AˆP ) and one in-
stance each of S0 and Se. The time to collect one sample from
P (Q|E = e) is O(QGˆ/
p
P (e)).
Aˆ. Although QAˆP scales exponentially with the number
of nodes n for general q-sample preparation, Bayesian
state preparation on a network of bounded indegree m is
e cient. Namely, QAˆB = O(n2m) scales linearly with n
as in classical sampling from a Bayes net. Implementing
the Grover iterate GˆB for a Bayesian network as we have
described therefore provides a square root speedup over
the classical approach.
V. CONCLUSION
We have shown how the structure of a Bayesian net-
work allows for a square root, quantum speedup in
approximate inference. We explicitly constructed a
quantum circuit from CNOT and single qubit rotations
that returns a sample from P (Q|E = e) using just
O(n2mP (e)  12 ) gates. For more general probability dis-
tributions, the Grover iterate would include a quantity
of gates exponential in n, the number of random vari-
ables, and thus not be e cient. As a proof of principal,
one could even experimentally perform inference on a two
node Bayesian network with only two qubits with current
capabilities of ion trap qubits.
Artificial intelligence and machine learning tasks are
often at least NP-hard. Although exponential speedups
on such problems are precluded by BBBV [21], one might
hope for square root speedups, as we have found here,
for a variety of tasks. For instance, binary classification
problems have received a lot of attention recently, even
with implementation on the D-Wave device [22].
One way to classify data o✏ine is by learning a de-
cision tree given a training set. The classical algorithm
involves calculating entropy of the training set and re-
peated bifurcation of the training set, tasks which can
be speeded up by quantum counting and amplitude am-
plification respectively. A di↵erent brand of learning is
online or interactive learning, in which the agent must
learn while making decisions. Good algorithms in this
case must balance exploration, finding new knowledge,
with exploitation, making the best of what is already
known. The use of Grover’s algorithm in reinforcement
learning has been explored [23], but much remains to be
investigated. One complication is that machine learning
often takes place in a classical world; a robot is not usu-
ally allowed to execute a superposition of actions. One
might instead focus on learning tasks that take place in
a purely quantum setting. For instance, error correct-
ing codes implicitly gather information on what error oc-
curred in order to correct it. Feeding this information
back into the circuit, could create an adaptive, intelli-
gent error correcting code.
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Proof. Decompose P (x) = P (x1)
Qn
i=2 P (xi|x1...xi 1) as
per Eq. (1). For each cond tional distribution
P (Xi|x1...xi 1), let us define the (i  1)-qubit uniformly
controlled rotation Uˆi such that given an (i 1) bit string
assignment x1...xi 1 = x on the control qubits, the ac-
tion of Uˆi on the
th qubit in tialized to |0ii is Uˆi |0ii =p
P (xi = 0|x) |0ii +
p
P (xi = |x) |1ii. With this def-
inition, the action of the single-qubit Uˆ1 is Uˆ1 |0i1 =p
P (x1 = 0) |0i1+
p
P (x1 = 1) |1i1. y applying Bayes’
rule in reverse, the operation AˆP = Uˆn...Uˆ1 then pro-
duces | P i = AˆP |0i. As each k-qubit uniformly con-
trolle r tati n is decomposable into O(2k) CNO s and
single-qubit rotations [19], the circuit complexity of AˆP
is QAˆP =
Pn
i=1O(2i 1) = O(2n).
The key qua tum compiling result used in this proof
is the construction of Bergholm et. al. [19] that d -
composes k-qubit uniformly controlled gates into O(2k)
CNOTs and single qubit operations. Ea h uniformly con-
trolled gate is the realization of a c nditional probability
table f om the fac orization of the joi t distribution. We
will use this result ag in in Bay si n state preparation.
B. Bayesian State Preparation
We note that the decompositio P (x1, ..., xn) =
P (x1)
Qn
i=2 P (xi|x1...xi 1) is ot unique, and that a dif-
ferent variable ordering is always possible. In fact, if P (x)
is st u tured, there c uld exist an o timal decomposition
that minimizes the aximum number of parents of each
node where m < n. Unfortunately, finding marginal dis-
tributions is in # as finding P (Q|E) = P (Q,E)/P (E)
is in #P ). Hence finding the optimal decomposition is
at least in #P as well. However, Bayesi n networks are
typically specified in a causal manner, wh reby the inde-
gree is bounded above by m. This structure allows us to
prepare the Bayes a state e ciently
D finition 3. The Bayesian stat is a q-sample whereby
the joi t distribution P (x1, ..., xn) ver n binary variables
is represented by a Bayesian network B with n nodes and
bounded indegree m.
The rem 4. The Bayesian stat of th Bayesian net-
work with n o s and bounded i d gre m can be pre-
par d e ciently by an operator AˆB with circuit complex-
i y O(n2m) ct ng on an arbitrary but known initial state
|0i⌦n of n qubits.
Proof. As a B yesian network is a directed acyclic graph,
l t us order the node indices topologically such that for all
1  i  n, we have parents(xi) ✓ {x1, x2, . . . , xi 1}, and
maxi |parents(xi)|  m. Referri g to the construction
fr m the proof of theorem 2, the state reparation opera-
tor Aˆ = Uˆ ...Uˆ1 then contains at mostm-qubit uniformly
controll d operators, each with circuit complexityO(2m),
again from Bergholm et. al. [19]. The circuit complexity
of Aˆ is thus QAˆB =
Pn
i=1O(2m) = O(n2m).
The Bayesian s ate construction oper tion forms part
of the Grover iterate required for amplitude amplifica-
tion. The rest is comprised of the reflection, or phase
flip, operators.
C. Phase Flip Operators
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qubits can be implemen ed with a single k-qubit con-
trolled Z opera ion along with at most 2k bit flips. The
operator Sˆ0 is the special case Sˆe=0n . Permute the qubits
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P
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P (x) |xi so that the
evidence qubits lie to the right. Grouping around evi-
d nce a d non- videnc stat s,
| B =
p
P (e) | i |ei+
p
P (e¯)
   e↵ . (5)
Recall | i is the q-sample of P (Q|E = e) and    e↵ con-
tains all states with invalid evidence E 6= e. We write the
evidence as a k-bit string e = ek . . . e2e1 and Xˆi as the
bit flip on the ith evidence qubit. The controlled phase,
deno ed Zˆ1...k, acts o all k evidence qubits symmetri-
cally, flipping the phase if and only if all qubits are one.
Th n Sˆe is implemented by
Sˆe = BˆZˆ1...kBˆ (6)
where Bˆ =
Qk
i=1 Xˆ
e¯i
i with e¯i = 1  ei. Explicitly,
Sˆe | Bi = BˆZˆ1...kBˆ
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The circuit diagram representing Sˆe is shown in Fig-
ure 3. The k-qubit controll d phase can be constructed
from O(k) CNOTs and single qubit operators using O(k)
ancillas [4] or, alternatively, O(k2) CNOTs and single
qubit operators using no ancillas [20].
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duces | P i = AˆP |0i. As each k-qubit uniformly con-
trolled rotation is decomposable into O(2k) CNOTs and
single-qubit rotations [19], the circuit complexity of AˆP
is QAˆP =
Pn
i=1O(2i 1) = O(2n).
The key quantum compiling result used in this proof
is the construction of Bergholm et. al. [19] that de-
composes k-qubit uniformly controlled gates into O(2k)
CNOTs and single qubit operations. Each uniformly con-
trolled gate is the realization of a conditional probability
table from the factorization of the joint distribution. We
will use this result again in Bayesian state preparation.
B. Bayesian State Preparation
We note that the decomposition P (x1, ..., xn) =
P (x1)
Qn
i=2 P (xi|x1...xi 1) is not unique, and that a dif-
ferent variable ordering is always possible. In fact, if P (x)
is structured, there could exist an optimal decomposition
that minimizes the maximum number of parents of each
node where m < n. Unfortunately, finding marginal dis-
tributions is in #P (as finding P (Q|E) = P (Q,E)/P (E)
is in #P ). Hence finding the optimal decomposition is
at least in #P as well. However, Bayesian networks are
typically specified in a causal manner, whereby the inde-
gree is bounded above by m. This structure allows us to
prepare the Bayesian state e ciently
Definition 3. The Bayesian state is a q-sample whereby
the joint distribution P (x1, ..., xn) ver n binary variables
is represented by a Bayesian network B wi h n nodes and
bounded indegree m.
Theorem 4. The Bayesia state f the Baye ian net-
work B with n nodes and bo nd d ind gree m can be pre-
pared e ciently by an operator AˆB with circuit complex-
ity O(n2m) acting on an arbitrary but known n tial stat
|0i⌦n of n qubits.
Proof. As a Bayesian network is a directed cyc i graph,
let us order the node indices topolo ic lly s ch that f r al
1  i  n, we have parents(xi) ✓ {x1, x2, . . . , xi 1}, and
maxi |parents(xi)|  m. Referring to the construction
from the proof of theorem 2, the sta e preparation opera-
tor Aˆ = Uˆn...Uˆ1 then contains at most -qu it u if rmly
controlled operators, each with circui complex yO(2m),
again from Bergholm et. al. [19]. Th circuit complexity
of Aˆ is thus QAˆB =
Pn
i=1O(2m) = O(n2m).
The Bayesian state construction operation forms part
of the Grover iterate required for amplitude amplifica-
tion. The rest is comprised of the reflection, or phase
flip, operators.
C. Phase Flip Operators
The phase flip operators Sˆe acting on k = |E|  n
qubits can be implemented with a single k-qubit con-
trolled Z operation along with at most 2k bit flips. The
operator Sˆ0 is the special case Sˆe=0n . Permute the qubits
in the Bayesian state | Bi =
P
x
p
P (x) |xi so that the
evidence qubits lie to the right. Grouping around evi-
dence and non-evidence states,
| Bi =
p
P (e) | i |ei+
p
P (e¯)
   e↵ . (5)
Recall | i is the q-sample of P (Q|E = e) and    e↵ con-
tains all states with invalid evidence E 6= e. We write the
evidence as a k-bit string e = ek . . . e2e1 and Xˆi as the
bit flip on the ith evidence qubit. The controlled phase,
denoted Zˆ1...k, acts on all k evidence qubits symmetri-
cally, flipping the phase if and only if all qubits are one.
Then Sˆe is implemented by
Sˆe = BˆZˆ1...kBˆ (6)
where Bˆ =
Qk
i=1 Xˆ
e¯i
i with e¯i = 1  ei. Explicitly,
Sˆe | Bi = BˆZˆ1...kBˆ
hp
P (e) | i |ei+
p
P (e¯)
   e↵i (7)
= BˆZˆ1...k
hp
P (e) | i |1ni+
p
P (e¯)
   1n↵i
= Bˆ
h
 
p
P (e) | i |1ni+
p
P (e¯)
   1n↵i
=
h
 
p
P (e) | i |ei+
p
P (e¯)
   e↵i .
The circuit diagram representing Sˆe is shown in Fig-
ure 3. The k-qubit controlled phase can be constructed
from O(k) CNOTs and single qubit operators using O(k)
ancilla [4] or, alternatively, O(k2) CNOTs and single
qubit operators using no ancillas [20].
X e¯11 (8)
X e¯22 (9)
X e¯33 (10)
D. Tim Complexity
The circuit complexities of the various elements in the
Grover it rat Gˆ = AˆSˆ0Aˆ
†Sˆe are presented in Table I.
As the circuit complexity of the phase flip operator S0
(Se) scale lin arly with number of qubits n (|E|), QGˆ is
domi ated by the that of the state preparation operator
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FIG. 3: Quantum circuit for implementing the phase flip op-
erator Sˆe with one ancilla qubit |0ia initialized to the zero
state. The k = |E|-qubit To↵oli operator acts on the set of
evidence qubits E , where an open(closed) circle denotes con-
trol on the ith qubit being |0i(|1i), and are determined condi-
tional on the ith evidence ei = 1(0) in the k bit evidence bit
string e = e1...ek. The circuit complexity of Sˆe, dominated by
that of the k-qubit To↵oli, in terms of number of CNOTs and
single-qubit Xˆ, Zˆ op rations is O(k) if provided with O(k)
ancilla qubits, and O(k2) with no ancillas.
Uˆ QUˆ Comments
AˆP O(2n) Q-sample preparation
AˆB O(n2m) Bayesian state preparation
Sˆ0 O(n) O(n) ancilla qubits
Sˆe O(|E|) O(|E|) ancilla qubits
TABLE I: Circuit complexity QUˆ of implementing the oper-
ators discussed in the text. The Grover iterate Gˆ for am-
plitude amplification of a Bayes (Q-sample) state consists of
t o instances of the preparation circuit AˆB (AˆP ) and one in-
stanc each of S0 and Se. The time to collect one sample from
P (Q|E = e) is O(QGˆ/
p
P (e)).
Aˆ. Although QAˆP scales exponentially with the number
of odes n for general q-sample preparation, Bayesian
state preparation on a network of bounded indegree m is
e cient. Namely, QAˆB = O(n2m) scales linearly with n
as in classical sampling from a Bayes net. Implementing
the Grover iter te GˆB f r a Bayesian network as we have
described therefore provides a square root speedup over
the classical approach.
V. CONCLUSION
We have shown how the structure of a Bayesian net-
work allows for a square root, quantum speedup in
approximate inference. We explicitly constructed a
quantum circuit from CNOT and single qubit rotations
that returns a sample from P (Q|E = e) using just
O(n2mP (e)  12 ) gates. For more general probability dis-
tributions, the Grover iterate would include a quantity
of gates exponential in n, the number of random vari-
ables, and thus not be e cient. As a proof of principal,
one could even experimentally perform inference on a two
node Bayesian network with only two qubits with current
capabilities of ion trap qubits.
Artificial intelligence and machine learning tasks are
often at least NP-hard. Although exponential speedups
on such problems are precluded by BBBV [21], one might
hope for square root speedups, as we have found here,
for a variety of tasks. For instance, binary classification
problems have received a lot of attention recently, even
with implementation on the D-Wave device [22].
One way to classify data o✏ine is by learning a de-
cision tree given a training set. The classical algorithm
involves calculating entropy of the training set and re-
peated bifurcation of the training set, tasks which can
be speeded up by quantum counting and amplitude am-
plification respectively. A di↵erent brand of learning is
online or interactive learning, in which the agent must
learn while making decisions. Good algorithms in this
case must balance exploration, finding new knowledge,
with exploitation, making the best of what is already
known. The use of Grover’s algorithm in reinforcement
learning has been explored [23], but much remains to be
investigated. One complication is that machine learning
often takes place in a classical world; a robot is not usu-
ally allowed to execute a superposition of actions. One
might instead focus on learning tasks that take place in
a purely quantum setting. For instance, error correct-
ing codes implicitly gather information on what error oc-
curred in order to correct it. Feeding this information
back into the circuit, could create an adaptive, intelli-
gent error correcting code.
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Proof. Decompose P (x) = P (x1)
Qn
i=2 P (xi|x1...xi 1) as
per Eq. (1). For each cond tional distribution
P (Xi|x1...xi 1), let us define the (i  1)-qubit uniformly
controlled rotation Uˆi such that given an (i 1) bit string
assignment x1...xi 1 = x on the control qubits, the ac-
tion of Uˆi on the
th qubit in tialized to |0ii is Uˆi |0ii =p
P (xi = 0|x) |0ii +
p
P (xi = |x) |1ii. With this def-
inition, the action of the single-qubit Uˆ1 is Uˆ1 |0i1 =p
P (x1 = 0) |0i1+
p
P (x1 = 1) |1i1. y applying Bayes’
rule in reverse, the operation AˆP = Uˆn...Uˆ1 then pro-
duces | P i = AˆP |0i. As each k-qubit uniformly con-
trolle r tati n is decomposable into O(2k) CNO s and
single-qubit rotations [19], the circuit complexity of AˆP
is QAˆP =
Pn
i=1O(2i 1) = O(2n).
The key qua tum compiling result used in this proof
is the construction of Bergholm et. al. [19] that d -
composes k-qubit uniformly controlled gates into O(2k)
CNOTs and single qubit operations. Ea h uniformly con-
trolled gate is the realization of a c nditional probability
table f om the fac orization of the joi t distribution. We
will use this result ag in in Bay si n state preparation.
B. Bayesian State Preparation
We note that the decompositio P (x1, ..., xn) =
P (x1)
Qn
i=2 P (xi|x1...xi 1) is ot unique, and that a dif-
ferent variable ordering is always possible. In fact, if P (x)
is st u tured, there c uld exist an o timal decomposition
that minimizes the aximum number of parents of each
node where m < n. Unfortunately, finding marginal dis-
tributions is in # as finding P (Q|E) = P (Q,E)/P (E)
is in #P ). Hence finding the optimal decomposition is
at least in #P as well. However, Bayesi n networks are
typically specified in a causal manner, wh reby the inde-
gree is bounded above by m. This structure allows us to
prepare the Bayes a state e ciently
D finition 3. The Bayesian stat is a q-sample whereby
the joi t distribution P (x1, ..., xn) ver n binary variables
is represented by a Bayesian network B with n nodes and
bounded indegree m.
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B. Bayesian State Preparation
We note that the decompositio P (x1, ..., xn) =
P (x1)
Qn
i=2 P (xi|x1...xi 1) is ot unique, and that a dif-
ferent variable ordering is always possible. In fact, if P (x)
is st u tured, there c uld exist an o timal decomposition
that minimizes the aximum number of parents of each
node where m < n. Unfortunately, finding marginal dis-
tributions is in # as finding P (Q|E) = P (Q,E)/P (E)
is in #P ). Hence finding the optimal decomposition is
at least in #P as well. However, Bayesi n networks are
typically specified in a c usal anner, wh reby the inde-
gr e is bounded above by m This st ucture allows us to
prep the Bayes a state e cie tly
Definition 3. The Bayesian stat is a q-sample whereby
the joi t distribution P ( 1, ..., n) over n bin r v ri bles
is represe ed by a Baye ia etwork B wi h n nodes and
bound d indegree m
Theorem 4. Th Bay si s at f th B yesian net-
work B with n no s a d b unded d gre m can be pre-
pared e ciently by oper tor AˆB with circuit complex-
i y O(n2m) ct g on an arbitrary but k wn initial t te
|0i⌦n of n qub s.
Proof. As a Bay sian n tw rk is a direc ed c cl c graph,
l t us order the node indices p logically such that for all
1  i  n, we have p ren s(xi) ✓ {x1, x2, . . . , xi 1}, and
maxi |parents(xi)|  m. Ref rri g to the co struction
fr m the proof of the rem 2, the state reparation opera-
tor Aˆ = Uˆ ...Uˆ1 then co tai s t tm-qubit uniformly
controll d operato s a h with circui c m lexityO(2m),
again from Berghol t. al. [19]. The circuit complexity
of Aˆ is thus QAˆB =
Pn
i=1O(2 ) = O(n2m).
The Bayesian s ate construction oper tion forms part
of the Grover iterate required for amplitude amplifica-
tion. The rest is comprised of the reflection, or phase
flip, operators.
C. Phase Flip Operators
The phase flip operators Sˆe acting on k = |E|  n
qubits can be implemented with a single k-qubit con-
trolled Z opera ion along with at most 2k bit flips. The
operator Sˆ0 is the special case Sˆe=0n . Permute the qubits
in the Bayes an state | Bi =
P
x
p
P (x) |xi so that the
evidence qubits lie to the right. Grouping around evi-
dence a d non- vidence states,
| B =
p
P (e) | i |ei+
p
P (e¯)
   e↵ . (5)
Recall | i is the q-sample of P (Q|E = e) and    e↵ con-
tains all states with invalid evidence E 6= e. We write the
evidence as a k-bit string e = ek . . . e2e1 and Xˆi as the
bit flip on the ith evidence qubit. The controlled phase,
deno ed Zˆ1...k, acts o all k evidence qubits symmetri-
cally, flipping the phase if and only if all qubits are one.
Th n Sˆe is implemented by
Sˆe = BˆZˆ1...kBˆ (6)
where Bˆ =
Qk
i=1 Xˆ
e¯i
i with e¯i = 1  ei. Explicitly,
Sˆe | Bi = BˆZˆ1...kBˆ
hp
P (e) | i |ei+
p
P (e¯)
   e↵i (7)
= BˆZˆ1...k
hp
P (e) | i |1ni+
p
P (e¯)
   1n↵i
= Bˆ
h
 
p
P (e) | i |1ni+
p
P (e¯)
   1n↵i
=
h
 
p
P (e) | i |ei+
p
P (e¯)
    ↵i .
The circuit diagram representing Sˆe is shown in Fig-
ure 3. The k-qubit controlled phase can be constructed
fro O(k) CNOTs and singl qubit operators using O(k)
ancillas [4] or, alternatively, O(k2) CNOTs and single
qubit operators using no ancillas [20].
X e¯11 (8)
X e¯22 (9)
X e¯33 (10)
D. Time Compl xity
The circuit complexities of the various elements in the
Grover iterate G = AˆSˆ0Aˆ
†Sˆe are presented in Table I.
As the c rcuit complexity of the phase flip operator S0
(Se) scales linearly with number of qubits n (|E|), Q ˆ is
dominated by the that of the state reparation operator
. 3: Quantum ci cuit for mpl menting the phase flip op-
erator Sˆe with one ancilla qubit |0ia initialized to the zero
sta e. The k = |E|-qubit To↵oli operator acts on he set of
evidence qubi s E , wh re n open(closed) circle d otes co
trol on the ith qubit being |0i(|1i), and are determined condi-
tional on the ith evidence ei = 1(0) in the k bit evidence bit
string e = e1...ek. The circuit complexity of Sˆe, dominated by
that of the k-qubit To↵oli, in terms of number of CNOTs and
single-qubit Xˆ, Zˆ operations is O(k) if provided with O(k)
ancilla qubits, and O(k2) with no ancillas.
Uˆ QUˆ Com ents
AˆP O(2n) Q-sample prepar tion
AˆB O(n2m) Bayesian state preparation
Sˆ0 O(n) O(n) ancilla qubits
Sˆe O(|E|) O(|E|) a illa qubits
TABLE I: Circuit complexity QUˆ of implementing the oper-
ators discu sed in the tex . The Grover iterate Gˆ for am-
plitude mplification of a Bayes (Q-sample) state consists of
two instances of the preparation circuit AˆB (AˆP ) and one in-
t e eac of S0 and Se. The time to collect on sample from
P (Q|E = e) is O(QGˆ/
p
P (e)).
des rib d therefore provides a square root speedup over
t classical approach.
V. CONCLUSION
We have shown how the structure of a Bayesian net-
work allows for a square root, quantum speedup in
approximate inference. We explicitly constructed a
quantum circuit from CNOT and single qubit rotations
that returns a sample from P (Q|E = e) using just
O(n2mP (e)  12 ) gates. For more general probability dis-
tributions, the Grover iterate would include a quantity
of gates exponential in n, the number of random vari-
ables, and th s not be e cient. As a proof of principal,
one could even experimentally perform inference on a two
node Bayesian network with only two qubits with current
capabilities of i n trap qubits.
Artificial intelligence and machine learning tasks are
often at least NP-hard. Although exponential speedups
o such problems are preclud d by BBBV [21], one might
hope for square root speedups, as we have found here,
for a variety of tasks. For instance, binary classification
problems ha e received a l t of attention recently, even
with implementation on the D-Wave device [22].
O e w y to classify data o✏ine is by learning a de-
cision tree iv n a training set. The classical algorithm
involves calculating entropy of the training set and re-
peated bifurcation of the training set, tasks which can
be speed d up by qua tu count g and amplitude am-
plification respectively. A di↵erent brand of learning is
onli e or in eractive l arning, in which the agent must
lear while making decisions. Good algorithms in this
case must balance exploration, finding new knowledge,
with exploit tion, mak ng e best of what is already
known. The use of Grover’s algorithm in reinforcement
learning has been explored [23], but much remains to be
investigated. One complication is that machine learning
often takes place in a classical world; a robot is not usu-
ally allowed to execute a superposition of actions. One
might instead focus on learning tasks that take place in
a purely quantum etting. For instance, error correct-
ing codes implicitly gather information on what error oc-
curred in order to correct it. Feeding this information
back into the circuit, could create an adaptive, intelli-
gent error correcting code.
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D. Time Complexity
The circuit complexities of the various elements in he
Grover iterate Gˆ = −AˆSˆ0Aˆ†Sˆe are presented in Table I.
As the circuit complexity of the phase flip operator S0
(Se) scales linearly with number of qubits n (|E|), QGˆ is
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Aˆ. Although AˆP scales exponentially with the number
of nodes n for general q-sample preparation, Bayesian
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the rejection sampling algorith from Section V and,
thus, a single s mple from P (Q|E) can be obtained by a
quantum computer in time O(n2mP (e)−1/2). In Section
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O(nmP (e)−1) o generate single sample. Thus, quan-
tum inference on a Bayesian network provides a square-
root speedup over the classical case. The qu ntum circuit
diagram for Bayesian inference is outlined in Fig. 3.
VII. CONCLUSION
We have shown how the structure of a Bayesian net-
work allows for a square-root, quantum speedup in ap-
proximate inference. We explicitly constructed a quan-
tu circuit from CNOT and single qubit rotations
that re rns a sampl from P (Q|E = e) using just
O(n2mP (e)− 12 ) gates. For more general probability dis-
tribution , the Grover iterate would include a quantity of
gates exponential in n, the number of random variables,
and thus not be efficient. This efficiency of our algorithm
impli s experimental possibilities. As a proof of princi-
ple, one could experimentally perform inference on a two
node Bayesian network with only two qubits with current
capabilities of ion trap qubits [27].
We also placed the idea of a q-sample into the broader
cont xt of an analogy between quantum states and clas-
sical prob bility distributions. If a qpdf can be found
that is pure, can be q-sampled, and allows q-stochastic
7a) |0i⌦n AˆP Gˆ2k x
b)
Gˆ = Sˆe Aˆ
†
P Sˆ0 AˆP
FIG. 3: a) Quantum Bayesian inference on Bayes net
B for evidence E = e is done by repetition of the cir-
cuit shown, with k incrementing k = 0, 1, . . . , stopping
when the measurement result x contains evidence bits
e. Then x can be recorded as a sample from the con-
ditional distribution P (Q|E). This corresponds to Al-
gorithm 1. b) The constituents of the Grover iterate Gˆ,
the state preparation AˆB and phase flip operators Sˆe and
Sˆ0. The state preparation operator is constructed from
Theorem 2, and an example is shown in Fig. 1b. The
phase flip operators are constructed as shown in Fig. 2.
updates, the quantum machine learning subfield would
greatly benefit. Algorithms for many important routines,
such as Metropolis-Hastings, Gibbs-sampling, and even
Bayesian learning, could find square-root speedups in a
similar manner to our results here.
Artificial intelligence and machine learning tasks are
often at least NP-hard. Although exponential speedups
on such problems are precluded by BBBV [28], one might
hope for square-root speedups, as we have found here,
for a variety of tasks. For instance, a common machine
learning environment is online or interactive, in which
the agent must learn while making decisions. Good al-
gorithms in this case must balance exploration, finding
new knowledge, with exploitation, making the best of
what is already known. The use of Grover’s algorithm in
reinforcement learning has been explored [29], but much
remains to be investigated. One complication is that ma-
chine learning often takes place in a classical world; a
robot is not usually allowed to execute a superposition
of actions. One might instead focus on learning tasks
that take place in a purely quantum setting. For in-
stance, quantum error correcting codes implicitly gather
information on what error occurred in order to correct
it. Feeding this information back into the circuit, could
create an adaptive, intelligent error correcting code.
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