Design optimization is challenging when the number of variables becomes large. One method of addressing this problem is to use pattern recognition to decrease the solution space in which the optimizer searches. Human "common sense" is used by designers to narrow the scope of search to a confined area defined by patterns conforming to likely solution candidates. However, computer-based optimization generally does not apply similar heuristics. In this paper, a system is presented that recognizes patterns and adjusts its search for optimal solutions based on these patterns. A design problem was selected that requires the optimization algorithm to assess designs that evolve over time. A small sensor network design is evolved into a larger sensor network design. Optimal design solutions for the small network do not necessarily lead to optimal solutions for the larger network. Systems that are well-positioned to evolve have characteristics that distinguish themselves from systems that are not well-positioned to evolve. In this study, a neural network was able to recognize a pattern whereby flexible sensor networks evolved more successfully than less flexible networks. The optimizing algorithm used this pattern to select candidate systems that showed promise for evolution. A genetic algorithm assisted by a neural network achieved better performance than an unassisted genetic algorithm did. This thesis advocates the merit of neural network use in multi-objective system design optimization and to lay a basis for future study.
INTRODUCTION
To demonstrate how pattern recognition can improve optimization performance, a design problem was selected that requires the optimization system to observe designs that evolve over time. In this design problem, a small sensor network design is evolved into a larger sensor network design. Optimal design solutions for the small network do not necessarily evolve into optimal design solutions for the larger network. The sensor network chosen for this demonstration is a very basic one in which sensors are placed in layers and required to detect points in a field of interest. The initial design is a two layer network with one node on the first layer and three nodes on the second layer. The design problem is then subsequently increased to require the design to be extended to detect points on a third layer. This is shown in figure 1 . One area of rapidly advancing capability is the field of Multidisciplinary System Design Optimization (MSDO). The field considers not only the computational tools used to perform numerical optimization, but also how the tools are deployed within the design organization as it iterates through a process in search of a design that performs well relative to its objectives. In MSDO, designers consider a number of objectives as they search for acceptable solutions using computational optimization tools 1 . In this paper, the competing objectives of cost and performance are studied. The problem formulation could easily be extended to include a larger number of objectives. Design for Flexibility has also been a research topic of significant interest 2 . In order to compete in today's competitive markets, companies must efficiently deploy not only the next product, but a system that can generate families of products. Doing this well is very challenging since it requires considering a much larger number of objectives, a longer timeline, and higher levels of uncertainty in both design factors and objectives.
System designers must consider trade-offs between current capabilities and capabilities that may be available in future systems. If system design is done well, attractive opportunities to evolve or extend the current design are likely to become available. Current designs that have limited flexibility or limited infrastructure may cause the designers significant adverse long term consequences.
To date, attempts to design for flexibility have been generally more qualitative than computational. Designers qualitatively discuss options to extend current designs, analyze alternative designs, and use qualitative frameworks to assess the potential for future evolution or extension. Quantitative accounting for design flexibility is currently very limited. This paper will discuss a method of approaching computational design for flexibility.
Systems that are well-positioned to evolve have characteristics that distinguish themselves from systems that are not well-positioned to evolve. Recognizing the characteristics, or the patterns that help predict ability to successfully evolve is straight forward in some cases. For example, an avionics system in an aircraft with limited cooling, power and space provisions would easily be seen as having limited ability to successfully evolve. A design team could easily recognize similar patterns in designs and use judgment in selecting designs exhibiting favorable patterns. A hypothesis of this paper is that there are other patterns beneath the surface that are more difficult to discern, but that can be revealed using neural networks. It is expected that incorporating knowledge of these patterns in design can yield significant benefits.
Objective
Using neural networks could allow us to be more effective as we consider numerous factors in system design. Point designs can be brittle and are subject to obsolescence if future factors not included in the model turn out to be pivotal or if factors vary markedly from their predicted levels. Choosing designs that are likely to evolve well is a complex challenge requiring consideration of numerous factors. Models are used to predict results yielded by various design inputs. Neural networks might be used to recognize patterns between inputs and results. In this paper, a system is presented that recognizes patterns and adjusts its search for optimal solutions based on an understanding of these patterns. Neural networks should allow us to effectively include knowledge of future possible states of nature, of inexact tolerances, of changing requirements and of changing constraints. This paper uses a sensor network example to establish the merit of neural network use in multi-objective system design optimization and to lay a basis for future study.
The neural network was used specifically to assist a genetic algorithm optimizer in its search for two layer sensor system designs that evolve into three layer designs effectively. The example problem in this study required the optimizing system to choose a number of standard sensor nodes and a number of more flexible sensor nodes and to place each in a layer of a sensor network. The objective for the neural net was to recognize patterns between the use of the flexible nodes on a two layer sensor system and the objective performance of three layer designs that evolved from the two layer systems. Objective performance was measured in terms of cost and a performance function that rewarded designs with minimum distance between sensors and target points in a field of interest.
Neural Networks
One of the problems faced when using neural networks is the difficulty in finding structure and parameters that work well for a particular problem. A lot of fine-tuning and trial and error of parameters is frequently required. The system used in this study to address this problem employed an algorithm that ran the network using parameters over a range of values. The system automatically selected parameters yielding good results and faster learning.
A three layer backpropagation network developed in Matlab was used in this study. Refer to the Matlab help files for a thorough explanation of Matlab's implementation of neural networks 3 . The input layer was constructed of four nodes, the middle (or "hidden") layer was run using 8 nodes and the output layer consisted of a single node. The threshold functions were adjustable in the structure used. All runs reported on in the results section used either a log-sigmoid threshold function or a tan-sigmoid threshold function. The network was run for a maximum of 170 epochs. A range of values was used for the neural network's error goal. The momentum values used in this study were 0.8 and 0.9. Most of the training algorithms used in this study employed an adaptive learning rate.
The system was also designed to use a number of backpropagation learning functions. The functions are summarized in table 2. Figure 2 shows a neuron in the neural network used in this study. Looking into the first layer from this figure, one can see the bias, summation and threshold functions used by the neuron in computing its output. Note that in this application, the Delays were zero. 
Training, validation and test data sets
The data were subdivided into training, validation and test subsets. The training data set was used to train the network. The validation set was used as a check during training. When the validation error increases for a specified number of iterations, the training was stopped, and the weights and biases at the minimum of the validation error were returned. 5 The test set was run as a separate check to verify the network design on data other than training data. The performance for one of the training runs is plotted in Figure 3 below. The training performance is plotted in blue, validation in green and test in red. Performance is plotted as the difference between the network's output and the training set target value.
In this run, the training set met the goal of 0.005 at the 61st epoch and the run terminated. 
DETAILED PROBLEM DESCRIPTION
The sensor network briefly described in section one offers the opportunity to study the effect flexibility has on the design of systems that evolve over time. Optimization of sensor networks has been addressed in a number of recent papers. 6, 7 Bounova and Cohanim researched the optimization of telescope arrays. Individual radio telescopes were separated by a number of miles and connected with cable. Olivier de Weck and Damien Jourdan described a model of a network designed to warn of intrusion over an area surrounding an asset of value in their paper on multi-objective optimization 8 .
In this thesis, a similar, but simpler modeling problem is posed. In this problem, a sensor network may be expanded or improved over time, and design tradeoffs must be considered that balance current performance with future performance. Designs that provide highly efficient and effective initial solutions are not necessarily the ones that provide the most efficient and effective end state as the design is extended. There are a number of cases that match this general structure. A first order model of a satellite constellation is one example. Some satellites may be designed with network capabilities that support the entire constellation while others have more limited communication and processing capability for the constellation, but still have the capability to perform their sensor missions. The sensor network was shown in Figure 1 .
In this system, all the nodes are sensors. The black nodes are able to support network functions; they cost more and can connect infrastructure to other nodes. The network is designed and built one layer at a time. As each layer is designed, consideration must be made for subsequent layers that will be designed and built in the future. A flexible design will have adequate provision for favorable installation of additional layers. The best design for today's requirements uses few flexible nodes since they are more costly than inflexible nodes. But the best design for a flexible architecture allowing growth for tomorrow's extension of the network includes a significant number of strategically placed flexible nodes.
The network is first designed with 2 layers. When the next sensor layer is built, each node on that layer must be connected and supported by a flexible node on the layer beneath it. In this model, there is a physical connection from the lower layer to the upper layer as in the radio telescope network. Alterations could be made to the model to simulate wireless connections. The cost of the physical connections is modeled by the length of the connection, or the distance between the flexible node and the node on the upper layer it supports. Figure 4 shows the node position results of one optimization run. For this 2 layer sensor network, the GA placed the sensors in the positions marked as blue squares. There are 2 sensors on the first layer (1 on the y axis) and 4 sensors on the second layer (3 on the y-axis). The network is assessed for sensor performance by inserting "points to detect" in the sensor field. These points are depicted as red triangles. A number of measures could be used to assess sensor performance. For this study, the performance was modeled after an active sensor that looks right and left. More complex sensor models are left for future study. For an active sensor, the performance is modeled as being inversely proportional to the distance to the target raised to the fourth power. The model measured "performance degradation" instead of performance. So the two objectives, cost and performance degradation were to be minimized in this optimization problem. Except where otherwise noted, this paper will use the terms "cost and performance" instead of "cost and performance degradation."
The model used some target points that were fixed and known beforehand and some points that were randomly placed and not known beforehand. This tested the robustness of the design and penalized candidates that were tailored only to perform well relative to known existing conditions. Similar instances may be found in sensor applications, where some areas of interest are known to require careful monitoring and other areas turn out to be important, but are not known beforehand. 
DESCRIPTION OF THE NEURAL NETWORK / GENETIC ALGORITHM OPTIMIZATION SYSTEM
The optimization system consists of 59 modules of Matlab code. As discussed in section 1, the sensor network system was modeled as a 2 layer sensor network that was subsequently extended to 3 layers. The objectives were to maximize sensor performance i and to minimize cost. Performance was modeled as a function of distance to selected points in the area of interest. These points simulated objects for the sensors to detect. The sensors sensed objects to their right and left ii . The network model would accept any number of points to detect on any level. Cost was modeled by collecting fixed and variable components. The fixed cost of sensors and infrastructure was added to the variable cost of operation. Both fixed and variable costs went up as the length of connections between sensors increased. A genetic algorithm was i Again, this was coded as minimizing performance degradation as opposed to maximizing performance ii A more advanced simulation might model more capable sensors. performance objectives. The model ran a number of times and the random "points to detect" changed their position on each run. The performance of each design was based on an average of the performances with each set of random points. A small fraction of the GA optimized two layer designs was randomly chosen and sent to the Pareto Front algorithm. The remainder of the designs was set aside as noted in the "Designs not chosen" branch.
The system then used a Pareto analysis to "optimize" the design relative to cost and performance. Design using Pareto analysis has been addressed by Mesac, and Mattson 9 and Smaling and de Weck 10 . In Pareto analysis, instead of finding one "best solution," a range of solutions with attractive values for all objective criteria is examined. If there are 2 objectives, the analysis can be viewed on a plot showing the Pareto frontier; the locus of points that have the best values relative to both objectives. If there are more than 2 objectives, the Pareto frontier is not as easy to visualize, but the principle is the same. Figure 6 shows a Pareto frontier and a ranking scheme. In this figure, f1 and f2 are the 2 objectives and they are to be minimized. The points labeled "0" are on the Pareto frontier, while the other points are not. Note that points not on the frontier are "dominated," that is, there exists at least one other design point that is better relative to one objective and at least equal relative to the other objective. The algorithm used to incorporate this mechanism was adapted from code from de Weck
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. The algorithm finds design solutions that are not dominated. Figure 7 shows the original Pareto data. Several of the points are dominated. In Smaling and de Weck's paper 13 , a "Fuzzy Pareto Front" was established and used in optimization. The concept is that models constructed early in the design process are not perfect representations of exact information and that in the end, the best solutions generally turn out not to be ones that did not appear exactly on the Pareto front early in design. Smaling therefore considers designs close to, but not necessarily on, the Pareto front. This concept was used in this thesis as well. A modification to Smaling's algorithm was made in that the "Fuzzy Pareto Front" was made by perturbing design solutions on the Pareto front. This "quick fuzzy Pareto front" increases the diversity of solutions considered while conserving computation time. It should also be noted however that diversity could be increased to a larger degree, albeit at a computational cost, if design solutions within the "fuzzy Pareto front" were chosen rather than perturbing points on the Pareto front. The figure below shows a plot of the (x, y) coordinate positions of an optimization run using the fuzzy Pareto front. Recall that points left and lower are superior. It is interesting to note that in this case, one of the perturbed points happened to score better relative to the performance objective than the original point and all of them scored better in terms of the cost objective. Figure 11 shows the resulting fuzzy Pareto Front. The algorithm used a parameter allowing the user to adjust the amount of "fuzziness" applied to the perturbed design parameters. Figure 5 flow chart, the task for the optimizing system at this point was to develop three layer designs by extending the 2 layer designs that emerged from the Pareto computation. The performance of a design system using GA-only optimization was tested against a system that used a neural network to predict which two layer designs would be likely to perform well once extended to three layers. The neural network analyzed the results of a number of optimizations to discern patterns that could predict which 2 layer designs held promise for extension and which 2 layer designs were more likely to be stuck at a dead end. Figure 12 shows how the neural network processed each 2 layer design candidate as it was trained to recognize patterns. The neural network trained itself by comparing the 2 layer design vectors "input" to the 3 layer objective vectors "output". It attempted to discern patterns which would indicate when a 2 layer design was a promising candidate and which patterns would indicate a 2 layer design was not likely to extend into a promising 3 layer network. Once the neural network had trained on this smaller set of 2 layer candidates, it went back to the large population of "designs not chosen" and selected promising 2 layer candidates to develop into 3 layer designs. This is shown by the large arrow on the right side of the Figure 5 flow diagram. Figure 13 shows the cost and performance objective results for a run with a small number of design points. The design points were inspected after the run and separated according to the number of flexible sensor nodes each contained. From the figure, one can see that the best performing points both had 4 flexible nodes and that in general the worst performing points had only 2. So the model showed that for this set of conditions, the disadvantage of paying more for flexible nodes was overcome by the advantages offered by higher flexibility. The system selected a fraction of 2 layer design points whose 3 layer results looked promising. Among that group were the 2 layer designs that yielded the objective performance denoted by the yellow triangles in Figure 13 . These points had 4 flexible nodes. The neural network recognized the pattern indicating a larger number of flexible nodes yielded better results. The "TestedResults" points on Figure 14 show the 3 layer results of those selected 2 layer designs. These results clearly indicate the additional benefit of pattern recognition in an optimization process. A number of runs were done. In some cases pattern recognition caused significant benefit, in others the benefit was small.
FUTURE WORK
This study was a preliminary exploration into an area that appears to offer significant opportunity for fruitful research. Following are recommendations for further study:
The sensor system was optimized for the best performance of the last configuration. More work could be done to study the best performance for the life of the design, so the current performance should also be considered. The value of money over time should be included in the study.
Tests should be run on higher fidelity models that more closely match the physical world. This was a good starting point to explore pattern recognition, flexibility and design evolution. Building higher fidelity models will further illuminate the degree to which this approach is beneficial and will help direct future research. Using the system on problems with more objectives would beneficial.
Other optimization techniques should be used in conjunction with this approach. Leyland's queueing multi-objective optimizer (QMOO) 14 is one highly recommended optimizer. This could be done using the Distributed Object-based Modeling Environment (DOME) 15 . Using DOME will not only allow the system to plug into different optimizers like QMOO seamlessly, it will also allow a larger audience to use and work on this technology.
Study can be accomplished that would yield insight into when pattern recognition can best be applied and under what conditions it is likely to yield a significant improvement.
The system should be made more efficient and a thorough examination of efficiency should be accomplished to determine when its computational cost is worth the benefit gained.
CONCLUSION
In this study, the basic sensor system illustrated the importance of flexibility to the design of systems that evolve over time. The neural network assisted GA was able to discern patterns between the design inputs and objective outputs of the evolving design. In the example problem chosen, it was fairly easy to recognize a pattern and to pick designs that would evolve well. The positive results of this study suggest that in general systems design there are other patterns beneath the surface that are more difficult to discern, but that can be revealed using neural networks. The neural network was able to recognize a pattern whereby flexible sensor networks evolved more successfully than less flexible networks. The optimizing algorithm used this pattern to select candidate systems that showed promise for successful evolution. In this limited exploratory study, a genetic algorithm assisted by a neural network achieved better performance than an unassisted genetic algorithm did. The assisted GA yielded three times the number of optimal design solutions on the Pareto front as the unassisted GA and completed its processing in one quarter the CPU time.
