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Interactions among units in complex systems occur in a specific sequential order thus affecting the
flow of information, the propagation of diseases, and general dynamical processes. We investigate the
Laplacian spectrum of temporal networks and compare it with that of the corresponding aggregate
network. First, we show that the spectrum of the ensemble average of a temporal network has
identical eigenmodes but smaller eigenvalues than the aggregate networks. In large networks without
edge condensation, the expected temporal dynamics is a time-rescaled version of the aggregate
dynamics. Even for single sequential realizations, diffusive dynamics is slower in temporal networks.
These discrepancies are due to the noncommutability of interactions. We illustrate our analytical
findings using a simple temporal motif, larger network models and real temporal networks.
PACS numbers: 89.75.Hc,05.45.-a,02.10.Ud
Interactions in social, biological, and engineered net-
works are often being established and dismantled in a
temporal sequence rather than being static properties.
Such systems represented as networks with a sequence of
time stamped interacting node pairs are called temporal
networks [1]. The specifics of temporal interactions af-
fect accessibility [2] and dynamical processes on networks
such as epidemic spreading [1, 3–5], synchronization [6],
random walks [7], and consensus [8–12]. In the context of
numerical simulations of population dynamics including
networked dynamical systems (e.g., coupled oscillators),
the comparison of aggregate and temporal dynamics is
tantamount to the choice of synchronous or asynchronous
numerical schemes for updating states of the agents. Al-
though the effects of the two numerical schemes have
been examined, the analytical results are scarce [13–15],
and the evidence mostly remains numerical [16–19].
Here we are interested in generic effects to which such
temporal interactions may give rise. A comparison is
made with the corresponding aggregate dynamics where
all interactions are present permanently. We consider
dynamical systems with diffusive couplings and theoret-
ically analyze their spectral properties, which represent
various dynamics such as synchronization, random walks,
and diffusive processes [20, 21]. We show that diffu-
sive dynamics is slower for the temporal network (i.e.,
asynchronous update) than for the aggregate network
(i.e., synchronous update) and find qualitatively differ-
ent effects, even after averaging over random temporal
sequences of purely linear interactions.
General framework.—We consider linear dynamics un-
der a set M of interaction matrices. For a time interval
of length τ , a matrix M (0) drawn fromM determines the
dynamics. Then, another matrix M (1) is drawn fromM
and is active for time τ , and so forth. The N -dimensional
state vector x(t) evolves according to
x˙(t) = M (bt/τc)x(t), (1)
where t ≥ 0. Rounding to the next lowest integer is
denoted by b·c, so bt/τc is the number of time intervals
of length τ before time t. The parameter τ measures
the ratio of time scales of the dynamics of x and of the
evolution of the interactions.
Each specific real-world scenario of dura-
tion rτ produces a particular sequence S =
(M (0),M (1), . . . ,M (r−1)) of interaction matrices,
where r ∈ N. The dynamics given by Eq. (1) has the
formal solution x(rτ) = T (S; τ)x(0) with the matrix
T (S; τ) = exp(τM (r−1)) · · · exp(τM (0)) (2)
being the time evolution operator for a given sequence
S. An initial condition x(0) maps to the same x(rτ)
at time rτ under the dynamics with constant matrix
(rτ)
−1
lnT (S; τ), which we call the effective matrix of
sequence S.
Random sequences with replacement.—Being inter-
ested in the generic effects of temporal networks, we first
consider ensembles of sequences with uniform probabil-
ity, that is, sequences generated by drawing uniformly
and independently with replacement from M. Starting
from an initial condition x(0), the expected state at time
τ is given by
〈x(τ)〉 = Tˆ (τ)x(0) (3)
with the time evolution operator now averaged over all
interactions
Tˆ (τ) = |M|−1
∑
M∈M
exp(τM). (4)
The effective matrix for the temporal dynamics is
Mˆ ≡ τ−1 ln Tˆ (τ). (5)
This is to be compared to the dynamics x˙ = M∗x
under the aggregate matrix
M∗ ≡ |M|−1
∑
M∈M
M, (6)
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2where all interactions are permanently present. The time
evolution operator is given by
T ∗(τ) = exp(τM∗). (7)
Whenever M∗ 6= Mˆ , aggregate dynamics and temporal
dynamics are different already at the level of the expec-
tation over random sequences of interactions. Formally,
such a difference is rooted in the fact that averaging over
interactions and integration of the dynamics do not com-
mute in general.
Edge sequences with replacement.—Let us consider an
undirected multigraph G = (V,E) with nodes V =
{1, . . . , N} and a multiset E of edges given as unordered
pairs of nodes. We are considering a multiset so that
the same unordered pair can appear as several edges.
A single diffusive coupling between i and j, induced by
a network edge e = {i, j}, is represented by a matrix
M (e) with M
(e)
ii = M
(e)
jj = −1, M (e)ij = M (e)ji = +1, and
zero at all other entries. Using a homogeneous coupling
strength σ, i.e., replacing each M (e) by σM (e), amounts
to a general time rescaling t → t/σ. Also replacing τ
by τ/σ, all resulting eigenvalues are simply scaled up by
σ. The Laplacian of the aggregate network is given by
L = −∑e∈EM (e). Taking into account that squaring
the matrix yields M (e)M (e) = −2M (e) [22], the tempo-
ral evolution operator under coupling e and time τ is
given by
exp(τM (e)) = I + α(τ)M (e), (8)
where
α(τ) ≡ 1− exp(−2τ)
2
. (9)
By combining Eqs. (4) and (8), we obtain the ensemble
averaged temporal evolution operator for a single appli-
cation of the edge as follows:
Tˆ (τ) = |E|−1
∑
e∈E
exp(τM (e)) = I + α(τ)M∗, (10)
with the aggregate matrix M∗ = |E|−1∑e∈EM (e) =
−|E|−1L. The effective interaction matrix is obtained as
Mˆ = τ−1 ln Tˆ (τ) = τ−1 ln [I + α(τ)M∗] . (11)
Remarkably, Mˆ is obtained from the aggregate matrix
M∗ purely by functional calculus. Therefore, the aggre-
gate and temporal matrices have identical eigenspaces.
Each eigenvalue µ∗ of the aggregate matrix M∗ maps to
an eigenvalue µˆ of the temporal matrix Mˆ according to
µˆ = f(µ∗, τ) ≡ τ−1 ln [1 + α(τ)µ∗] . (12)
Before analyzing Eq. (12) further, we remark that −2 ≤
µ∗ ≤ 0. An eigenvalue −2 is obtained if and only if
|E| = 1, i.e., for a single interaction. For arbitrary τ 6= 0,
the function f has fixed points µ = 0 and µ = −2. For
−2 < µ∗ < 0, f(µ∗, τ) monotonically increases with τ ,
and f(µ∗, τ)→ 0 as τ →∞.
In the limiting case τ → 0, temporal and aggregate dy-
namics coincide as f(µ∗, τ) → µ∗. An increase of τ has
the following consequences. First, the dynamics slows
down because eigenvalues move closer to 0. Second, dy-
namical behavior qualitatively changes because the slow-
ing down of modes is not linear; i.e., the ratios between
eigenvalues change. The fastest modes are least affected
when τ is increased. However, the nonlinearity is signifi-
cant only for eigenvalues of M∗ that are close to −2.
If |µ∗| is sufficiently small, we can apply the first order
approximation ln(1 + x) ≈ x to Eq. (12) to obtain
µˆ ≈ ρ(τ)µ∗, (13)
where ρ(τ) = (2τ)−1 [1− exp(−2τ)]. To the extent that
the approximation is valid for all eigenvalues of M∗, the
temporal matrix itself approximates to Mˆ ≈ ρ(τ)M∗.
Let us comment on the relevance of the approxima-
tion for large networks. The eigenvalues of M∗ are lower
bounded [23] by −max{di + dj : {i, j} ∈ E}/|E|, where
di is the degree of node i, i.e., the number of edges inci-
dent on i. For eigenvalue µ∗, this bound translates into
|µ∗| ≤ 2dmax/|E|, where dmax is the maximum degree in
the network. The approximation given by Eq. (13) im-
proves for a growing network size if dmax/|E| → 0; i.e.,
the fraction of edges owned by each node tends to zero.
Then, all eigenvalues of M∗ tend to zero, and the ex-
pected temporal dynamics is just a time-rescaled version
of the aggregate dynamics.
Otherwise, a node accumulates a finite fraction of
the edges with growing N , a phenomenon called Bose-
Einstein condensation in networks [24]. Then, an eigen-
value µ∗ of M∗ may remain finitely separated from zero
even when N →∞.
The largest deviation from the approximation is ob-
tained when the fastest eigenvalue of the aggregate ma-
trix M∗ remains at −1 [25] while the slowest eigenvalue
tends to zero when N → ∞. In this case, the slow
and fast modes are decelerated by the factors ρ(τ) and
f(−1, τ), respectively, when passing from the aggregate
to temporal dynamics. The ratio between the decelera-
tion factors is maximum in the limit of large τ , where we
obtain
lim
τ→∞
ρ(τ)
f(−1, τ) =
−1
2 ln(1/2)
≈ 0.72. (14)
The slow modes are decelerated less than fast modes,
and the ratio between the eigenvalues corresponding to
the slow and fast modes does not fall below 72% of the
original value. The bound is attained in the case of a
star, which has the Laplacian eigenvalues 0, 1, and N ,
translating into eigenvalues 0, µ∗slow = −1/(N − 1), and
µ∗fast = −N/(N −1) for matrix M∗. Networks possessing
31 2 3
0.01 0.1 1 10 100
τ
-1.5
-1.0
-0.5
0.0
ei
ge
nv
al
ue
 o
f e
ffe
ct
iv
e 
in
te
ra
ct
io
n 
m
at
rix
M{1,2} M{2,3}
with replacement
without replacement
FIG. 1: (color online) Dependence of the spectrum of effective
interaction matrices on the temporal parameter τ . We show
the two nonzero eigenvalues of effective interaction matrices
for a network with two edges connecting three nodes. Dotted
curves: Random sequences with replacement. Solid curves:
Random sequences without replacement.
a large ratio µ∗fast/µ
∗
slow, including scale-free networks, are
known to be difficult to synchronize in coupled chaotic
dynamics [20, 26]. Although µ∗fast does not remain O(1)
as N → ∞, such networks deviate from Eq. (13) more
than homogeneous networks of the same size do.
Small example.—For illustration, we consider a net-
work with N = 3 nodes and two edges, E =
{{1, 2}, {2, 3}}. The eigenvalues of the aggregate matrix
are equal to µ∗ = 0, −1/2, and −3/2. For the tempo-
ral dynamics averaged over random sequences with re-
placement, Eq. (12) results in µˆ = 0, f(−1/2, τ), and
f(−3/2, τ). As the theory predicts, µˆ (dotted curves in
Fig. 1) is closer to zero than µ∗ is, and µˆ approaches zero
as τ increases. In particular, the spectral gap, i.e., the
eigenvalue with the smallest nonzero absolute value, is
smaller for the temporal than for the aggregate dynam-
ics; the spectral gap gives the time scale of relaxation.
If we select S = (M{1,2},M{1,2}) or S =
(M{2,3},M{2,3}) in the sampling with replacement, the
spectral gap trivially vanishes. For sequences S =
(M{1,2},M{2,3}) and S = (M{2,3},M{1,2}), the eigenval-
ues of the effective matrix are plotted by the solid curves
in Fig. 1. Also in this sampling scheme, in which we avoid
multiple sampling of the same edge and the resulting loss
of connectivity of the entire network, the spectral gap, at
least, is smaller for the temporal than for the aggregate
dynamics.
Edge sequences without replacement.—We now con-
sider edge sequences sampled without replacement. In
the previous example, it corresponds to the two se-
quences containing both edges (solid curves in Fig. 1).
For a general network and an arbitrary permutation
S = (M (0),M (1), . . . ,M (|E|−1)) of its edges, the spec-
tral gap of the effective temporal matrix in this case is
smaller than or equal to that of the aggregate matrix.
To show this, we use Eqs. (8) and (9) to write the time
evolution operator according to Eq. (2) as
T (S; τ) = [I + α(τ)M (|E|−1)] · · · [I + α(τ)M (0)]. (15)
If φ is a so-called spectral function, φ(eAeB) ≥ |φ(eA+B)|
holds true for general matrices A and B [27, 28]. The
product of the two largest eigenvalues is a spectral func-
tion. Because the largest eigenvalue of the evolution
operator for the Laplacian dynamics is equal to unity
for both aggregate and temporal dynamics, with the
right eigenvector being (1 · · · 1)>, the second largest
eigenvalue of eM
(i)
eM
(j)
is at least that of eM
(i)+M(j)
for arbitrary i and j. Therefore, in terms of the ab-
solute value, the spectral gap for the effective matrix
(|E|τ)−1 lnT (S; τ) is at most |µ∗|. This result implies
that the dynamics on an arbitrary temporal network is
slower than (or at least not faster than) that on the ag-
gregate network.
When τ → 0, we can approximate the right-hand side
of Eq. (15) using α(τ) ≈ τ by
I + α(τ)
|E|∑
i=1
M (i) = I + τ |E|M∗ ≈ T ∗(|E|τ). (16)
Therefore, the temporal dynamics approaches the aggre-
gate dynamics as τ → 0 as in the case of the random
sampling with replacement.
Application to model and real networks.—For two
model temporal networks and two real temporal net-
works, the (negative) spectral gaps µ∗ and µˆ are com-
pared in Fig. 2. For random sampling without replace-
ment, we appropriately normalized the spectral gap of
τ−1 lnT (S; τ) by dividing by |E|.
The first model network is generated on a realization
of the Erdo˝s-Re´nyi random graph having 500 nodes and
1978 edges, which is the aggregate network. Because
adjacent nodes usually have multiple edges in real data
[1], we assumed 10 edges between each pair of adjacent
nodes in the aggregate random graph. Figure 2(a) in-
dicates that, under the sampling both with and without
replacement, |µˆ| i.e., the spectral gap for the temporal
network averaged over 1000 sequences (thick and thin
dashed lines), is consistently smaller than |µ∗| (thick solid
line) for any τ . The results are qualitatively the same for
a scale-free temporal network [Fig. 2(b)] constructed by
placing 10 edges on each edge of an aggregated network,
which is a realization of the Baraba´si-Albert model [29]
having 500 nodes and 1990 edges. The results for hu-
man interaction data obtained from the Reality Mining
Project, having 104 nodes and 782682 edges [30], and
those from the SocioPatterns Project, having 112 nodes
and 20816 edges [31], are shown in Figs. 2(c) and 2(d),
respectively.
First of all, µ∗ is independent of τ by definition (thick
solid lines). For all the networks, we verified that |µˆ| <
4|µ∗| holds true for the temporal networks derived from
the real-world interaction sequences [dashed-dotted lines
labeled “original” in Figs. 2(c) and 2(d)] and individ-
ual temporal networks generated by the sampling with-
out replacement (ensemble averaged values are shown by
the thin dashed lines). It should be noted that it is
not the case for the sampling with replacement (averages
are shown by the thick dashed lines). Second, for both
the sampling with replacement and without replacement,
Fig. 2 indicates that |µˆ| < |µ∗| holds true on the average
and that |µˆ| decays toward zero as τ increases. Third,
the original sequence of edges and random sequences both
with and without replacement yield values of µˆ approach-
ing µ∗ as τ → 0. All these numerical results are consis-
tent with our theoretical results. Finally, Eq. (13) sug-
gests that µˆ in the case of sampling with replacement is
approximated by ρ(τ)µ∗. Figure 2 shows that this is a
reasonable approximation (thin solid lines).
The error bars in Fig. 2 are large in some cases, in-
dicating that the µˆ value depends much on the indi-
vidual sequence. This is also implied by the discrep-
ancy between the µˆ values for the real temporal networks
[dashed-dotted lines in Figs. 2(c) and 2(d)] and those av-
eraged over samples (thick and thin dashed lines). When
any pair of M (i) (1 ≤ i ≤ |E|) commutes, the time evolu-
tion operators for the aggregate and temporal dynamics
[Eqs. (7) and (15)] are identical. This is tantamount to
saying that the pairwise noncommutability of graphlets
may be a main source of the discrepancy between µˆ and
µ∗ and also that between µˆ for different temporal net-
works sharing the same aggregate network.
Discussion.—We have quantitatively shown that the
effect of temporal networks on diffusive dynamics is con-
siderable. Our results imply that synchronization is more
difficult in temporal than in the corresponding aggregate
networks for general τ > 0, in agreement with the nu-
merical results in Ref. [6]. The slowing down due to
temporal dynamics is also observed in other diffusive dy-
namics such as random walks [7], the voter model [8, 9],
and the naming game [11]. Our theoretical results also
enlarge previous theoretical understanding of synchro-
nization dynamics in temporal networks. The theoret-
ical results obtained under the framework of switching
topology mostly treat the case of fast switching, which
corresponds to τ → 0 in the present study [32–35]. In
the limit τ → 0, the stability of the aggregate Laplacian
matrix is theoretically sufficient for synchronization in
temporal networks [32–35], which is consistent with our
results. We obtained a quantitative theory for general τ
without strong constraints like simultaneous diagonaliz-
ability of the graphlets [36]. Going beyond purely dif-
fusive dynamics, the spectral framework is relevant for
systems with local dynamics at each node. A stabil-
ity criterion for the synchrony of such dynamics across
nodes is based on the eigenvalues of the coupling matrix
[37]. Tests with simple systems of chaotic oscillators pro-
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FIG. 2: (color online) The (negative) spectral gap of the ag-
gregate and temporal Laplacian dynamics for four networks.
The error bars indicate the standard deviation calculated on
the basis of 103 realizations of edge sequences. (a) Results
for a random temporal graph having N = 500 nodes and
|E| = 19780 edges. (b) Results for a scale-free temporal net-
work with N = 500 and |E| = 19990. We set the parameters
of the Baraba´si-Albert model to m = m0 = 4. The degree d
obeys a power law with exponent −3 [29]. (c) Results for hu-
man interaction data with N = 104 and |E| = 782682 among
students, staff, and faculty members at the Massachusetts
Institute of Technology. The data were produced by the Re-
ality Mining Project [30]. Although the original network con-
tains 106 subjects, we used the largest connected component
containing 104 subjects. (d) Results for the human interac-
tion data during a conference recorded in the SocioPatterns
Project [31]. Although the original data have 113 nodes and
20818 edges, we excluded one node and the link emanating
from this node, possessing two edges on it before the analysis.
This is because the spectral gap value is very sensitive to such
a nearly isolated node. The modified network has N = 112
and |E| = 20816.
vide the first evidence that the present spectral analysis
for time-dependent coupling matrices correctly combines
with that approach (see the Supplemental Material [38]).
Finally, real interaction sequences show correlated pat-
terns [4, 39]. To reveal the relationship between such
correlated patterns and the behavior of individual tem-
poral sequences is warranted for future work.
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We broaden the developed framework by considering
reaction-diffusion systems on temporal networks. The
reaction part of the system is represented by one or more
degrees of freedom assigned to the nodes and subject to
dynamical rules. For simplicity, the local dynamics will
be assumed to be the same at each node. Between nodes,
degrees of freedom are diffusively coupled.
We consider non-linear dynamics with several coupled
degrees of freedom at each node. Specifically, we study
chaotic Ro¨ssler oscillators [1] with three degrees of free-
dom (x, y, z). The evolution of the oscillator at node i is
given by
x˙i(t) = −yi(t)− zi(t) +
N∑
j=1
M
(bt/τc)
ij xj(t) (s1)
y˙i(t) = xi(t) + 0.2yi(t) (s2)
z˙i(t) = 0.2 + zi(t)(xi(t)− 7.0) . (s3)
The sum in the equation for x is a time-dependent dif-
fusive coupling with matrix M (t), analogous to that in
Eq. (1) in the main text. Generalizing the framework, we
introduce a tunable strength σ > 0 for the diffusive cou-
pling. Now M
(e)
ii = M
(e)
jj = −σ and M (e)ij = M (e)ji = +σ
are the non-zero entries of the coupling matrix of edge
e = {i, j}.
How does the additional parameter σ modify the spec-
trum of the effective coupling matrix? Compared to the
main text (Eq. (10) there), the time evolution operator
for time τ is formally the same but now to be evaluated
at τσ so we find
Tˆ (τσ) = I + α(τσ)M∗ . (s4)
The effective coupling matrix is
Mˆ = τ−1 ln[I + α(τσ)M∗] . (s5)
An eigenvalue µ∗ of M∗ maps to
µˆ = τ−1 ln
[
1 +
1− exp(−2τσ)
2
µ∗
]
. (s6)
A connection between the eigenvalues of the coupling
matrix and the stability of synchrony is obtained with the
master stability approach [2]. In a linear stability crite-
rion, the synchronous mode is stable if and only if all
eigenvalues of the effective coupling matrix lie in a given
interval. Too weak coupling naturally leads to instability
of the synchronous solution. On the other hand, also too
strong coupling makes synchrony unstable in the Ro¨ssler
system above. Specifically, all real eigenvalues of the cou-
pling matrix need to be above λdrum ≈ −4.5 to obtain
stability, see Figure 1 in Ref. [2]. It should be noted that
the sign of eigenvalues is inverted because we are working
with an additive rather than subtractive coupling here.
The theory has been developed for time-independent
diffusive coupling matrices. Here we ask if the predic-
tion of stable synchrony may be based in the same way
on the eigenvalues of the effective matrix in the system
with non-constant temporal interactions between the non-
linear oscillators. For star networks of two different sizes,
Figure S1(a) shows that the transition between stability
and instability is shifted to larger values of the coupling
strength σ when increasing τ . For a star with N = 3,
a transition to stable synchrony is observed when the
coupling strength σ passes the value 3.0 from above in
case τ = 0 (aggregate dynamics). Under temporal cou-
pling with τ = 0.2, however, the onset of stability (2%) is
observed already at σ ≈ 3.9. Both combinations (0, 3.0)
and (0.2, 3.9) for parameters (τ, σ) generate an eigenvalue
µˆ = λdrum = −4.5 in the effective coupling matrix.
In panel (b) of Figure S1, we replot the same numerical
results as a function of the eigenvalue µˆ of the effective
coupling matrix. We see that the stability threshold is
indeed obtained by the eigenvalue µˆ in good approxi-
mation. There is, however, not a collapse of the whole
stability curves for different values of τ . An increase of τ
does not just shift the relevant eigenvalue (as an average
effect) but also brings about larger fluctuations across
stochastic realizations. Therefore the transition is dis-
continuous only for τ = 0.0 and becomes smoother with
larger τ .
Summarizing this Supplemental Material, the eigenval-
ues of the effective coupling matrix provide the correct
input to the master stability approach. Thus the spectral
analysis of the main article has bearings on the stability
of non-linear dynamics of diffusively coupled elements.
As shown there, temporal dynamics tends to slow down
diffusion as compared to the aggregate dynamics. Thus
intuitively, when going from aggregate to temporal net-
work dynamics, larger coupling strength is required for
the onset of stable synchrony. We have checked numeri-
cally that this is the case in the above scenarios (results
-4.6 -4.4 -4.2 -4
eigenvalue of effective coupling matrix
10-2
10-1
100
3 3.5 4 4.5 5
coupling strengh σ
10-2
10-1
100
st
ab
ili
ty
 (f
rac
tio
n o
f r
esy
ch
ron
izi
ng
 ru
ns
)
τ = 0.0
τ = 0.05
τ = 0.1
τ = 0.2
(a) (b)
FIG. S1: (a) Stability of synchronization of local growth dynamics under varying coupling strength σ. (b) Plotting the same
values as a function of the eigenvalue µˆ transformed by Eq. (s6) in this Supplementary Material. Master stability theory
[2] predicts the transition to occur at µˆ = −4.5. Networks are star graphs with N = 3 nodes (large open symbols) and
N = 7 nodes (small filled symbols). The relevant eigenvalue (the largest in absolute value) of the aggregate coupling matrix is
µ∗ = N/(N − 1). Each data point is the fraction of resynchronizing runs out of 1000 independent runs. A run is performed as
follows. Draw the initial state of node 1, (x1(0), y1(0), z1(0)), as three independent standard random numbers; copy the state
of node 1 to all other nodes. Run the dynamics until time t = 100; perform a perturbation by adding to xi(100) a random
number drawn uniformly from [0, 10−4] independently for each node i; run the dynamics until the variance of x-variables across
nodes is either (i) below 10−13 or (ii) above 1.0 for a time interval of length at least 1. In case (i), the dynamical run is called
resynchronizing.
not shown). The results here, however, go beyond this
effect. The loss of stability at too large coupling strength
is described by our theory as well. In this case, the eigen-
value of largest magnitude, rather than the spectral gap,
is the quantity relevant for the stability threshold.
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