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RESUMO
Grafos sa˜o usados para modelar um grande nu´mero de problemas reais
em a´reas como aprendizado de ma´quina e minerac¸a˜o de dados. O cres-
cimento das bases de dados destas a´reas tem levado a` criac¸a˜o de uma
variedade de sistemas distribu´ıdos para processamento de grafos muito
grandes, dentre os quais se destaca o Pregel, da Google. Embora esses
sistemas costumem ser tolerantes a faltas de parada, a literatura sugere
que eles tambe´m esta˜o suscet´ıveis a faltas arbitra´rias acidentais. Neste
trabalho e´ apresentado Greft, uma arquitetura para processamento dis-
tribu´ıdo de grafos de larga escala capaz de lidar com essas faltas, base-
ado no Graph Processing System (GPS), uma implementac¸a˜o de co´digo
aberto do Pregel. Sa˜o apresentados tambe´m resultados experimentais
do proto´tipo obtidos na Amazon Web Services (AWS), onde demonstra-
se que este algoritmo usa o dobro de recursos do original, em vez de
3 ou 4 vezes, como e´ comum em modelos tolerantes a faltas Bizanti-
nas. Com isso, seu custo torna-se aceita´vel para aplicac¸o˜es cr´ıticas que
requerem esse n´ıvel de toleraˆncia a faltas.
Palavras-chave: Toleraˆncia a Faltas; Sistemas Distribu´ıdos; Proces-
samento de Grafos

ABSTRACT
Graphs are used to model a large number of real problems in areas such
as machine learning and data mining. The increasing dataset sizes has
led to the creation of various distributed large scale graph processing
systems, among which Google’s Pregel stands out. Although these
systems usually tolerate crash faults, literature suggests they are vul-
nerable to accidental arbitrary faults as well. In this dissertation we
present the architecture, algorithms and a prototype of such system
that can tolerate this kind of fault, based on Graph Processing Sys-
tem (GPS), an open source implementation of Pregel. Experimental
results of the prototype in Amazon Web Services (AWS) are presented,
showing that it uses twice the resources of the original implementation,
instead of 3 or 4 times as usual in Byzantine fault-tolerant systems.
This cost is acceptable for critical applications that require this level
of fault tolerance.
Keywords: Fault Tolerance; Distributed Systems; Graph Processing
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1 INTRODUC¸A˜O
1.1 MOTIVAC¸A˜O
Grafos sa˜o extensivamente usados na modelagem e soluc¸a˜o de
problemas reais em a´reas como redes, aprendizado de ma´quina e mi-
nerac¸a˜o de dados, com aplicac¸o˜es que incluem algoritmos para reco-
mendac¸a˜o de produtos (MIRZA; KELLER; RAMAKRISHNAN, 2003), de-
tecc¸a˜o de fraudes (EBERLE; GRAVES; HOLDER, 2010) e ana´lise de redes
de terroristas por parte de ageˆncias de inteligeˆncia (LATORA; MARCHI-
ORI, 2004). A emergeˆncia das redes sociais nos u´ltimos anos ampliou
as a´reas de pesquisa fortemente ligadas ao estudo de grafos. Elas in-
clusive introduziram o conceito de grafos ao grande pu´blico, atrave´s de
ferramentas como a Graph Search do Facebook (SENGUPTA, 2013).
Algoritmos e modelos de processamento em grafos tambe´m en-
frentam os desafios impostos pelo crescente tamanho e complexidade
das bases de dados nos u´ltimos anos. Isto tem chamado a atenc¸a˜o dos
pesquisadores para modelos de processamento capazes de lidar com gra-
fos muito grandes de maneira paralela e distribu´ıda. Va´rios modelos
teˆm sido propostos, como Pregel (MALEWICZ et al., 2010), PowerGraph
(GONZALEZ et al., 2012), Trinity (SHAO; WANG; LI, 2013) e Graphx (XIN
et al., 2013). Dentre estes, destaca-se o Pregel, desenvolvido pela Go-
ogle. Trata-se de um modelo que pode ser utilizado em clusters com
milhares de ma´quinas e e´ capaz de processar grafos da ordem de bilho˜es
de ve´rtices. Pregel e´ baseado no Bulk Synchronous Parallel (BSP) (VA-
LIANT, 1990), um modelo de computac¸a˜o paralela e distribu´ıda que se
mostrou adequado para o processamento de uma grande variedade de
algoritmos em grafos, sendo suportado por diversos sistemas de pro-
cessamento de grafos de larga escala (GONZALEZ et al., 2012; XIN et
al., 2013; SHAO; WANG; LI, 2013). A implementac¸a˜o do Pregel e´ pro-
prieta´ria da Google, mas existem outros sistemas baseados nele e de
co´digo aberto, como o Apache Giraph (AVERY, 2011) e o Graph Pro-
cessing System (GPS) (SALIHOGLU; WIDOM, 2013).
Por ser ta˜o escala´vel, Pregel foi desenhado para tolerar faltas por
meio do uso de checkpoints. De tempos em tempos, o estado de cada
processo e´ armazenado num sistema de arquivos distribu´ıdo, para que
fique dispon´ıvel mesmo que o processo falhe. Caso algum problema seja
detectado, os processos restauram seu estado a partir do u´ltimo check-
point registrado. Se alguma das ma´quinas na˜o estiver mais dispon´ıvel,
seu checkpoint e´ distribu´ıdo para as ma´quinas restantes. Apo´s isso, o
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sistema recomec¸a o processamento do ponto onde parou.
Em sistemas de larga escala, falhas em ma´quinas ou discos sa˜o
relativamente comuns, enta˜o tolera´-las e´ fundamental. Entretanto, ha´
problemas conhecidos e mais sutis, que podem afetar a corretude do re-
sultado de um processamento sem causar sua interrupc¸a˜o (SCHROEDER;
GIBSON, 2007). Ha´ va´rios anos, Driscoll et al. (2003) ja´ demonstrava a
existeˆncia de faltas arbitra´rias ou Bizantinas em va´rios sistemas reais.
Mais recentemente, um caso de bit invertido em mensagens trocadas
entre os servidores do Amazon S31 se propagou e causou instabilidade
no sistema. So´ foi poss´ıvel resolver o problema com um rein´ıcio to-
tal, que resultou em um per´ıodo de indisponibilidade (Amazon S3 Team,
2008). Um estudo conduzido por 2 anos e meio nos servidores da Go-
ogle evidenciou que mais de 8% de seus mo´dulos de memo´ria apre-
sentaram falhas em algum momento (SCHROEDER; PINHEIRO; WEBER,
2009). Outro estudo da Microsoft mostrou que erros em processadores
tambe´m sa˜o frequentes (NIGHTINGALE; DOUCEUR; ORGOVAN, 2011).
Os mecanismos de toleraˆncia a faltas do Pregel e outros sistemas de
processamento distribu´ıdo de grafos atuais na˜o sa˜o capazes de lidar
com falhas arbitra´rias acidentais (AVIZIENIS et al., 2004), que podem
ser causadas por esse tipo de erro em memo´rias ou processadores.
Para lidar com faltas de natureza arbitra´ria, normalmente usa-se
a replicac¸a˜o do processamento para mascarar seus efeitos. Um exemplo
de te´cnica gene´rica e´ o algoritmo de replicac¸a˜o de ma´quinas de estado
conhecido por Practical Byzantine Fault Tolerance (CASTRO; LISKOV,
2002). No entanto, por ser voltada para aplicac¸o˜es cliente-servidor,
esta te´cnica e´ inadequada para processamento distribu´ıdo de grafos.
Ale´m disso, sa˜o necessa´rias 3f + 1 re´plicas para tolerar f faltas, o que
torna seu custo proibitivo no contexto de larga escala. Outra te´cnica
mais eficiente e´ a que foi utilizada para tornar o MapReduce (DEAN;
GHEMAWAT, 2008) tolerante a faltas Bizantinas (COSTA et al., 2011).
Neste modelo, que usa f + 1 re´plicas, cada tarefa map ou reduce e´
replicada e seus resultados sa˜o comparados. No caso de divergeˆncia,
a tarefa e´ executada novamente ate´ que se alcance uma maioria de
resultados iguais. Entretanto, Kajdanowicz, Kazienko e Indyk (2014)
mostraram que o MapReduce e´ ate´ 10 vezes mais lento que modelos
como o do Pregel para processamento de grafos, o que inviabiliza seu
uso.
1Amazon S3 e´ um servic¸o de armazenagem de arquivos distribu´ıdo e tolerante a
faltas.
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1.2 PROPOSTA DO TRABALHO
Neste trabalho e´ proposto o Greft, uma arquitetura para proces-
samento distribu´ıdo de grafos de larga escala capaz de lidar com faltas
arbitra´rias acidentais de maneira eficiente. Greft e´ baseado no Pregel
e segue o modelo de computac¸a˜o do BSP, uma popular abstrac¸a˜o para
processamento paralelo e distribu´ıdo usada em diversos outros sistemas
de processamento de grafos.
No Greft, cada ve´rtice do grafo e´ replicado em ma´quinas diferen-
tes para que seja poss´ıvel comparar a evoluc¸a˜o de seu estado durante
o processamento. Com o uso de diversas te´cnicas foi poss´ıvel reduzir
o nu´mero de re´plicas necessa´rias para f + 1, para tolerar f re´plicas
faltosas. Como o sistema e´ destinado ao processamento de grafos de
larga escala, a verificac¸a˜o da evoluc¸a˜o do estado dos ve´rtices e´ otimi-
zada usando-se apenas resumos criptogra´ficos dos estados de todos os
ve´rtices de cada re´plica, reduzindo enormemente o volume de dados
trafegados entre os processos.
E´ introduzida uma nova te´cnica de gerenciamento dos check-
points, que dispensa o uso de um sistema de arquivos distribu´ıdos
nesta tarefa. Valendo-se da replicac¸a˜o e de resumos criptogra´ficos para
validar a integridade dos arquivos, os processos podem armazenar os
checkpoints em disco local sem comprometer as garantias do sistema.
O sistema de arquivos distribu´ıdo e´ usado apenas para armazenar as
entradas e os resultados da computac¸a˜o.
1.3 OBJETIVOS
1.3.1 Objetivo Geral
Elaborar uma arquitetura para um sistema de processamento
distribu´ıdo de grafos de larga escala tolerante a faltas arbitra´rias aci-
dentais de maneira eficiente, que utiliza replicac¸a˜o dos ve´rtices do grafo
em f + 1 re´plicas para tolerar ate´ f re´plicas faltosas.
1.3.2 Objetivos Espec´ıficos
Com vistas a alcanc¸ar o objetivo geral, foram definidos os se-
guintes objetivos espec´ıficos:
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1. Avaliar o estado da arte em modelos de processamento distribu´ıdo
de grafos, incluindo os mecanismos de toleraˆncia a faltas em tais
modelos, atrave´s de levantamento bibliogra´fico;
2. Propor uma arquitetura, um modelo de sistema e um algoritmo
de processamento distribu´ıdo de grafos capaz de tolerar faltas
arbitra´rias acidentais de maneira eficiente atrave´s da replicac¸a˜o
dos ve´rtices do grafo;
3. Otimizar o armazenamento de checkpoints para recuperac¸a˜o de
faltas, dispensando o uso de sistema de arquivos distribu´ıdo;
4. Implementar um proto´tipo do modelo e realizar uma avaliac¸a˜o
experimental com o uso de grafos reais;
1.4 CONTRIBUIC¸O˜ES
As principais contribuic¸o˜es deste trabalho sa˜o:
1. A criac¸a˜o de um algoritmo tolerante a faltas arbitra´rias acidentais
para processamento distribu´ıdo de grafos;
2. A implementac¸a˜o de um proto´tipo deste algoritmo com base no
GPS, uma implementac¸a˜o do Pregel, incluindo otimizac¸o˜es no
gerenciamento dos checkpoints;
3. Uma avaliac¸a˜o experimental detalhada do funcionamento e de-
sempenho do proto´tipo na Amazon Web Services (AWS), utili-
zando um grafo real para os testes.
1.5 ORGANIZAC¸A˜O DO TEXTO
Neste cap´ıtulo sa˜o descritas as motivac¸o˜es para realizac¸a˜o do
trabalho e os objetivos desta dissertac¸a˜o. O restante do documento
esta´ organizado da seguinte maneira:
• Cap´ıtulo 2 - Fundamentac¸a˜o Teo´rica: Os conceitos sobre
sistemas distribu´ıdos e toleraˆncia a faltas, Teoria de Grafos e
o modelo Bulk Synchronous Parallel (BSP) sa˜o descritos neste
cap´ıtulo com o objetivo de sustentar o trabalho proposto;
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• Cap´ıtulo 3 - Trabalhos Relacionados: Neste cap´ıtulo sa˜o
listados os trabalhos correlatos ao tema de processamento dis-
tribu´ıdo de grafos de larga escala, destacando os mecanismos de
toleraˆncia a faltas em tais sistemas. E´ apresentada uma revisa˜o
da literatura e o estado da arte no qual a proposta esta´ inserida;
• Cap´ıtulo 4 - Greft: Neste ca´ıtulo sa˜o apresentados o modelo,
a arquitetura, os algoritmos e a implementac¸a˜o do proto´tipo do
Greft, um sistema de processamento distribu´ıdo de grafos de larga
escala capaz de tolerar faltas arbitra´rias acidentais baseado na
replicac¸a˜o dos ve´rtices do grafo. Neste cap´ıtulo tambe´m e´ descrito
o novo mecanismo de armazenamento de checkpoints utilizado na
recuperac¸a˜o de faltas;
• Cap´ıtulo 5 - Avaliac¸a˜o Experimental: apresenta os resul-
tados de uma avaliac¸a˜o experimental do proto´tipo descrito no
cap´ıtulo anterior. Tambe´m e´ apresentada uma comparac¸a˜o quan-
titativa com o modelo em que o Greft foi baseado, onde e´ demons-
trado que o Greft usa o dobro dos recursos do modelo original;
• Cap´ıtulo 6 - Concluso˜es e Trabalhos Futuros: avalia os
resultados obtidos com a realizac¸a˜o deste trabalho em relac¸a˜o aos
objetivos iniciais e traz sugesto˜es de temas que ainda podem ser
explorados em toleraˆncia a faltas de processamento distribu´ıdo
de grafos.
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2 FUNDAMENTAC¸A˜O TEO´RICA
Para facilitar a compreensa˜o desta dissertac¸a˜o, neste cap´ıtulo
sera˜o expostos: conceitos ba´sicos de sistemas distribu´ıdos, incluindo
suas principais caracter´ısticas e modelos de faltas; aspectos da Teo-
ria de Grafos relacionados a este trabalho; e uma descric¸a˜o do Bulk
Synchronous Parallel (BSP), um modelo de processamento paralelo e
distribu´ıdo utilizado em diversos sistemas de processamento de grafos.
2.1 SISTEMAS DISTRIBUI´DOS
Sistema distribu´ıdo e´ aquele em que componentes de hardware
e software esta˜o interconectados por uma rede e se comunicam e coor-
denam suas ac¸o˜es apenas atrave´s da troca de mensagens (COULOURIS;
DOLLIMORE; KINDBERG, 2005). Apesar de simples, essa definic¸a˜o e´
ampla o suficiente para englobar desde pequenos sistemas compostos
por poucas ma´quinas numa rede local a sistemas com milhares de com-
ponentes distribu´ıdos geograficamente e conectados pela Internet.
A partir desta definic¸a˜o e´ poss´ıvel inferir as principais carac-
ter´ısticas de sistemas distribu´ıdos, que devem ser consideradas no seu
desenvolvimento. Segundo Coulouris, Dollimore e Kindberg (2005), as
principais caracter´ısticas sa˜o:
• Concorreˆncia: e´ da natureza de sistemas distribu´ıdos que ta-
refas sejam executadas concorrentemente em ma´quinas separa-
das. Se bem explorada, essa caracter´ıstica permite ao sistema
aumentar sua capacidade de processamento adicionando-se mais
componentes. Para isso, a coordenac¸a˜o da execuc¸a˜o e o compar-
tilhamento de recursos entre os componentes sa˜o aspectos que
precisam ser tratados adequadamente pelo sistema.
• Auseˆncia de relo´gio global: como os componentes do sistema
so´ podem se comunicar atrave´s de troca de mensagens, a precisa˜o
com que e´ poss´ıvel sincronizar seus relo´gios e´ limitada. Normal-
mente os tempos de comunicac¸a˜o teˆm variac¸o˜es desconhecidas, e
os pro´prios relo´gios das ma´quinas apresentam diferenc¸as na con-
tagem do tempo. Como a coordenac¸a˜o das ac¸o˜es no sistema nor-
malmente e´ baseada numa noc¸a˜o de tempo compartilhada entre
os componentes, e´ necessa´rio considerar como implementar a sin-
cronia no sistema.
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• Falhas independentes: em sistemas distribu´ıdos, ha´ va´rias for-
mas como seus componentes podem falhar. Falhas na rede podem
causar o isolamento de ma´quinas, e estas podem na˜o ter como
detectar se o restante do sistema parou de funcionar ou esta´ ape-
nas muito lento. Da mesma forma, uma falha numa ma´quina
que a fac¸a parar de funcionar pode na˜o ser observada imediata-
mente pelo restante do sistema. Partes do sistema podem falhar
independentemente de outras, e isso precisa ser levado em consi-
derac¸a˜o na implementac¸a˜o.
Para facilitar a compreensa˜o de um sistema distribu´ıdo, nor-
malmente sa˜o usadas abstrac¸o˜es para descrever seus componentes. Os
processos sa˜o responsa´veis pela execuc¸a˜o dos algoritmos do sistema
distribu´ıdo, e podem representar um computador, um processador de
um computador ou mesmo um thread de execuc¸a˜o dentro de um pro-
cessador. Ja´ os links sa˜o os canais de comunicac¸a˜o que os processos
usam para trocar mensagens, representando a rede que interconecta os
computadores onde os processos sa˜o executados (CACHIN; GUERRAOUI;
RODRIGUES, 2011).
Embora u´teis, essas abstrac¸o˜es por si so´ na˜o sa˜o capazes de des-
crever toda variedade poss´ıvel de sistemas distribu´ıdos. Por isso e´ ne-
cessa´rio estendeˆ-las incluindo suposic¸o˜es sobre seu funcionamento. Es-
sas suposic¸o˜es incluem, por exemplo, as garantias dadas pelos canais de
comunicac¸a˜o quanto a` entrega das mensagens, garantias de sincronia
(ou sua auseˆncia) e os tipos de faltas que podem ocorrer nos diversos
componentes. O conjunto dessas abstrac¸o˜es e suposic¸o˜es da´ origem ao
modelo do sistema (CACHIN; GUERRAOUI; RODRIGUES, 2011), que e´
uma descric¸a˜o mais completa das caracter´ısticas e garantias do sistema.
2.1.1 Modelos de Sincronia
Os modelos de sincronia descrevem as garantias necessa´rias ou
oferecidas por um sistema distribu´ıdo no que se refere aos tempos
de transmissa˜o de mensagens, execuc¸a˜o de co´digo e flutuac¸o˜es nos
relo´gios1 de seus componentes. Ha´ treˆs grandes modelos:
• Sistemas distribu´ıdos s´ıncronos: nestes sistemas ha´ limites
superiores e inferiores bem definidos de tempo necessa´rio para
1A taxa de flutuac¸a˜o dos relo´gios locais e´ a taxa em que os relo´gios locais se
distanciam de um relo´gio de refereˆncia devido a`s limitac¸o˜es na precisa˜o da contagem
de tempo inerentes aos circuitos usados.
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executar cada passo de um processo. As mensagens sa˜o trans-
mitidas dentro de intervalos conhecidos de tempo e a taxa de
flutuac¸a˜o dos relo´gios locais dos componentes do sistema tem li-
mites conhecidos (HADZILACOS; TOUEG, 1994).
• Sistemas distribu´ıdos ass´ıncronos: nestes sistemas na˜o ha´
nenhuma garantia de tempo definida. O processamento e a trans-
missa˜o de mensagens podem levar tempos arbitrariamente longos
para concluir e na˜o ha´ qualquer garantia quanto a` taxa de flu-
tuac¸a˜o dos relo´gios locais (COULOURIS; DOLLIMORE; KINDBERG,
2005).
• Sistemas distribu´ıdos de sincronia parcial: nestes sistemas
assume-se que exista um limite superior aos tempos de comu-
nicac¸a˜o e processamento, mas que e´ desconhecido no in´ıcio do
sistema; ou que exista um limite conhecido mas que seja garantido
apenas eventualmente (DWORK; LYNCH; STOCKMEYER, 1988).
As garantias de um sistema distribu´ıdo s´ıncrono sa˜o muito dif´ıceis
de serem obtidas na pra´tica, por isso e´ incomum que sejam utilizadas
(COULOURIS; DOLLIMORE; KINDBERG, 2005). Ja´ os modelos ass´ıncronos
e de sincromia parcial, embora tornem o desenvolvimento de aplicac¸o˜es
mais complexo, sa˜o mais realistas. Suas garantias sa˜o compat´ıveis, por
exemplo, com o que se observa na Internet.
2.1.2 Toleraˆncia a Faltas
Falhas em componentes de hardware e software sa˜o comuns em
sistemas computacionais. Falhas em componentes de sistemas dis-
tribu´ıdos trazem dificuldades adicionais pela caracter´ıstica de inde-
pendeˆncia entre elas, ja´ explorada na caracterizac¸a˜o de sistemas dis-
tribu´ıdos. Neste contexto, tanto os processos quanto os links podem
falhar de va´rias maneiras diferentes. Quando se trata de sistemas de
larga escala, esse problema fica mais evidente, pois quanto maior o
nu´mero de componentes do sistema, maiores as chances de algum deles
falhar.
E´ importante destacar a nomenclatura usada neste trabalho para
se referir aos esta´gios de um sistema no que tange a` toleraˆncia a faltas.
Conforme Avizienis et al. (2004), o sistema e´ dito correto quando
cumpre sua especificac¸a˜o. Uma falha ocorre quando sua especificac¸a˜o
na˜o e´ respeitada. Um erro e´ a transic¸a˜o do sistema a um estado que
pode levar a uma falha. Uma falta e´ a causa de um erro. Dessa forma,
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pode-se dizer que uma falta leva a um erro, que pode levar o sistema
a uma falha. E´ poss´ıvel, portanto, tolerar apenas faltas, uma vez que
a falha e´ a expressa˜o de um erro que se propagou pelo sistema e o fez
desviar de sua especificac¸a˜o.
As faltas que podem ocorrer num sistema distribu´ıdo sa˜o agru-
padas em modelos que seguem uma hierarquia, vis´ıvel na figura 1. As
caracter´ısticas dos modelos sa˜o:
Figura 1 – Classificac¸a˜o de Faltas.
• Falta de parada (crash): ocorre quando um processo que es-
tava operando corretamente para de funcionar prematuramente
e na˜o responde a mais nenhuma mensagem de outros compo-
nentes (TANENBAUM; STEEN, 2007). Neste modelo, os processos
restantes podem ou na˜o ser capazes de detectar tal falta. Em
sistemas s´ıncronos, essa detecc¸a˜o e´ mais simples, ja´ que ha´ li-
mites conhecidos de tempo que um componente pode levar para
responder. E´ seguro assumir que um processo parou quando ele
na˜o responde dentro desse limite. Em sistemas ass´ıncronos ou de
sincronia parcial essa detecc¸a˜o na˜o e´ poss´ıvel. Pode-se usar meca-
nismos de timeout para assumir que um processo falhou, mas na˜o
e´ poss´ıvel ter certeza, uma vez que o processo pode apenas estar
sobrecarregado e demorando mais que o normal para responder
a`s mensagens (COULOURIS; DOLLIMORE; KINDBERG, 2005).
• Falta de omissa˜o: ocorre quando um processo na˜o responde a
uma requisic¸a˜o. Normalmente esse tipo de falta e´ causado pela
perda de mensagens por causa de problemas nos canais de co-
municac¸a˜o ou por buffer overflows na˜o tratados adequadamente
pelo sistema (TANENBAUM; STEEN, 2007).
• Falta de temporizac¸a˜o: ocorre quando um processo na˜o res-
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peita as especificac¸o˜es de tempo de resposta do sistema. Nor-
malmente estas faltas sa˜o causadas por problemas de desempe-
nho num componente que o fazem enviar mensagens com atraso,
embora tambe´m seja poss´ıvel ocorrer quando um componente en-
via mensagens antes do esperado pelo destinata´rio (TANENBAUM;
STEEN, 2007).
• Falta de valor: trata-se de um tipo de falta mais se´rio, e ocorre
quando um processo do sistema envia um valor errado como res-
posta a uma requisic¸a˜o (TANENBAUM; STEEN, 2007).
• Faltas arbitra´rias: tambe´m conhecidas por Bizantinas, e´ o mo-
delo mais complexo de faltas. Nele os processos e canais apresen-
tam comportamentos arbitra´rios, podendo omitir ou enviar men-
sagens com valores arbitra´rios, desrespeitar definic¸o˜es de tempo
e pular para estados incorretos. Estas faltas podem ter causas
acidentais, como erros em memo´rias ou processadores, ou serem
maliciosas. No caso de faltas maliciosas, processos faltosos podem
agir de maneira combinada para enganar o sistema ou atrasar ao
ma´ximo sua execuc¸a˜o (TANENBAUM; STEEN, 2007).
Ha´ diversas te´cnicas para se lidar com faltas em sistemas dis-
tribu´ıdos. Dentre elas, e´ poss´ıvel destacar as seguintes:
• Detecc¸a˜o de faltas: algumas faltas podem ser detectadas e po-
dem ser tratadas antes de se propagarem pelo sistema. Um exem-
plo e´ o uso de resumos criptogra´ficos para detectar a corrupc¸a˜o
de dados em um arquivo ou mensagem (COULOURIS; DOLLIMORE;
KINDBERG, 2005).
• Mascaramento de faltas: faltas detecta´veis podem ser trata-
das de maneira a minimizar ou anular seu impacto, como solici-
tar o reenvio de mensagens cujo resumo criptogra´fico e´ inva´lido
(COULOURIS; DOLLIMORE; KINDBERG, 2005). Para faltas mais
complexas pode-se usar a replicac¸a˜o: cria-se duas ou mais co´pias
de um componente de forma que se um falhar outro possa as-
sumir seu lugar, ou ainda que seja poss´ıvel detectar um falta
comparando o estado das re´plicas (TANENBAUM; STEEN, 2007).
• Recuperac¸a˜o de faltas: neste caso, o sistema precisa ser de-
senhado para que seu estado possa ser recuperado apo´s a falha
de um componente (TANENBAUM; STEEN, 2007). Normalmente
usa-se um mecanismo de recuperac¸a˜o em retrocesso (rollback),
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em que o sistema volta a um estado anterior a` falta. Uma forma
de implementar essa te´cnica e´ o uso de checkpoints: de tempos
em tempos o estado do sistema e´ armazenado e, quando ocorre
uma falta, o estado e´ restaurado de forma que o sistema possa
continuar em funcionamento.
2.2 TEORIA DE GRAFOS
Nos u´ltimos anos, a Teoria de Grafos se estabeleceu como uma
importante ferramenta matema´tica numa grande variedade de a´reas,
como pesquisa em qu´ımica, gene´tica, lingu´ıstica, engenharia ele´trica,
geografia, sociologia e arquitetura. Ao mesmo tempo, tambe´m se fir-
mou como uma disciplina pro´pria da matema´tica (WEST et al., 2001).
Como trata-se de um conjunto grande de conhecimentos, nesta sec¸a˜o
sa˜o explorados apenas os elementos da teoria que teˆm relac¸a˜o direta
com este trabalho.
2.2.1 Definic¸a˜o de Grafos
Muitos problemas do mundo real podem ser descritos atrave´s
de diagramas compostos de pontos ligados uns aos outros por linhas.
Grafos sa˜o assim chamados justamente por poderem ser representados
graficamente2, e essa representac¸a˜o gra´fica permite visualizar muitas
de suas propriedades (BONDY; MURTY, 1976).
Formalmente, um grafo G consiste de um conjunto finito na˜o
vazio V (G) de elementos chamados ve´rtices e um conjunto finito E(G)
de pares na˜o ordenados de elementos de V (G) chamados arestas. Uma
aresta [v, w] conecta os ve´rtices v e w e normalmente e´ abreviado como
vw (WEST et al., 2001). A figura 2 apresenta um exemplo de grafo cujo
conjunto de ve´rtices V (G) e´ [u, z, v, w] e o conjunto de arestas E(G) e´
[uv, uz, zv, vw].
Ale´m das definic¸o˜es de ve´rtice e aresta, outros termos sa˜o usados
para descrever os detalhes de um grafo. Os ve´rtices v e w de um grafo
G sa˜o ditos adjacentes se existe uma aresta d ligando os dois. Esta
aresta, por sua vez, e´ dita incidente aos ve´rtices. Da mesma forma,
as arestas c e d sa˜o ditas adjacentes se teˆm um ve´rtice v em comum
(WEST et al., 2001). Estas relac¸o˜es podem ser observadas na figura 2. Ja´
o grau de um ve´rtice v de um grafo G e´ o nu´mero de arestas incidentes
2A palavra graph em ingleˆs pode ser traduzida como grafo ou gra´fico.
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em v (WEST et al., 2001). Na figura 2 o ve´rtice v tem grau 3, ja´ que ha´
3 arestas (a, c, d) ligando este ve´rtice a outros.
Figura 2 – Um grafo G.
E´ poss´ıvel dividir um grafo G em partes, chamadas subgrafos.
Um subgrafo H de um grafo G e´ composto por uma lista de ve´rtices
V (H) ⊆ V (G) e por uma lista de arestas E(H) ⊆ E(G). A figura 3
representa o subgrafo H extra´ıdo do grafo G (figura 2).
Figura 3 – Um subgrafo H do grafo G.
2.2.2 Grafos Direcionados
A definic¸a˜o dada anteriormente trata de grafos simples. Uma ou-
tra categoria de interesse para este trabalho e´ a de grafos direcionados,
ou d´ıgrafos. Nos d´ıgrafos e´ assumido que arestas que ligam ve´rtices o
fazem em uma direc¸a˜o definida. Portanto, a definic¸a˜o do conjunto de
arestas E(DG) de um d´ıgrafo DG precisa ser reformulada para: um
conjunto finito na˜o vazio de pares ordenados de elementos do conjunto
de ve´rtices V (DG). Uma aresta que liga os ve´rtices w a v de DG e´
representada como (w, v), e significa que a ligac¸a˜o vai de w a v, e na˜o
o contra´rio (WEST et al., 2001). A figura 4 representa um d´ıgrafo DG
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cujo conjunto de ve´rtices V (DG) e´ [u, z, v, w] e o conjunto de arestas
E(DG) e´ [(u, z), (u, v), (v, z), (w, v)]. As setas das arestas indicam sua
direc¸a˜o. Uma aresta c e´ dita incidente apenas ao seu ve´rtice de destino.
Da mesma forma o grau de um ve´rtice e´ medido pelo nu´mero de arestas
que o tem como destino.
Figura 4 – Um d´ıgrafo DG
2.2.3 Estruturas de Dados para Representac¸a˜o de Grafos
Ha´ va´rias estruturas de dados que podem ser usadas para repre-
sentar grafos. As mais comuns sa˜o as matrizes de adjaceˆncias e listas
de adjaceˆncias. Uma matriz de adjaceˆncia M e´ a matriz m ×m cuja
ij-e´sima entrada e´ 1 se o ve´rtice i e´ adjacente ao j, e 0 caso contra´rio
(WEST et al., 2001). Um grafo direcionado de exemplo e sua respectiva
matriz de adjaceˆncias sa˜o exibidos na figura 5.
Figura 5 – Um grafo e sua representac¸a˜o numa matriz de adjaceˆncias.
Uma lista de adjaceˆncias pode ser definida como um diciona´rio
cujas chaves sa˜o os ve´rtices de um grafo e os valores sa˜o listas contendo
os ve´rtices que lhe sa˜o adjacentes. A figura 6 ilustra um d´ıgrafo e sua
representac¸a˜o como uma lista de adjaceˆncias.
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Figura 6 – Um grafo e sua representac¸a˜o numa lista de adjaceˆncias.
A diferenc¸a entre as duas estruturas de dados esta´ nas complexi-
dades de espac¸o utilizado para sua armazenagem e de tempo necessa´rio
para busca de um ve´rtice. Assumindo V como o nu´mero de ve´rtices
e E como nu´mero de arestas de um grafo, na matriz de adjaceˆncias o
espac¸o necessa´rio e´ da ordem O(V 2), enquanto o tempo de busca de
uma aresta e´ O(1). No caso da lista de adjaceˆncias, tanto o espac¸o ne-
cessa´rio quanto o tempo de busca no pior caso sa˜o da ordem O(V +E).
2.3 BULK SYNCHRONOUS PARALLEL
Bulk Synchronous Parallel (BSP) (VALIANT, 1990) e´ um modelo
de programac¸a˜o de propo´sito geral para computac¸a˜o paralela. Inici-
almente foi imaginado como um modelo em um n´ıvel abaixo das lin-
guagens de programac¸a˜o, de maneira que compiladores pudessem au-
tomaticamente produzir co´digo paraleliza´vel seguindo seus princ´ıpios
com um overhead previs´ıvel. Entretanto, tambe´m observou-se que e´
poss´ıvel criar co´digo diretamente compat´ıvel com o modelo de maneira
mais eficiente para muitas aplicac¸o˜es. Atualmente, ele e´ usado em di-
versas a´reas que se beneficiam de paralelismo, como computac¸a˜o de
a´lgebra linear, inteligeˆncia artificial (SEO et al., 2010) e processamento
de grafos (MALEWICZ et al., 2010).
O BSP e´ caracterizado pela divisa˜o da computac¸a˜o em passos,
chamados supersteps, que possam ser executados em paralelo, mas
que tem seu in´ıcio sincronizado (i.e., cada superstep so´ comec¸a quando
o anterior terminar em todos os processos). Durante a execuc¸a˜o destes
passos, cada processo acessa apenas uma memo´ria local para realizar
a computac¸a˜o. Quando todos os processos finalizam um superstep e´
iniciado um per´ıodo de troca de mensagens para movimentac¸a˜o dos
dados computados ate´ enta˜o, de forma a atualizar as memo´rias locais
de cada processo. Apo´s todos os processos finalizarem o envio e recebi-
mento de mensagens, o processamento do pro´ximo superstep e´ iniciado
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e essa sequencia se repete ate´ o final completo da computac¸a˜o. Essa
dinaˆmica e´ demonstrada na figura 7. Nela e´ poss´ıvel ver que primeiro
a computac¸a˜o usando memo´ria local e´ executada, e que, embora leve
tempos diferentes para terminar em cada processo, apenas ao final se
inicia a fase de troca de mensagens. Apo´s isso ha´ a sincronizac¸a˜o para
in´ıcio de um novo superstep.
Figura 7 – Um superstep (HILL; MCCOLL; SKILLICORN, 1997).
Este modelo e´ flex´ıvel o suficiente para implementar uma grande
variedade de algoritmos, ale´m de tornar sua implementac¸a˜o mais sim-
ples, ja´ que o programador na˜o precisa se preocupar com condic¸o˜es de
corrida ou dead-locks, que sa˜o problemas comuns em computac¸a˜o pa-
ralela. Entretanto, e´ necessa´rio uma maior preocupac¸a˜o em agrupar a
computac¸a˜o a ser realizada pelo algoritmo em lotes, que sera˜o executa-
dos em cada superstep. Ale´m disso, e´ preciso distribuir o processamento
de uma forma que todos os processos levem aproximadamente o mesmo
tempo para finalizar cada superstep, pois um processo mais lento com-
promete toda a computac¸a˜o.
Embora formalmente a troca de mensagens devesse acontecer
apenas apo´s a finalizac¸a˜o da execuc¸a˜o da computac¸a˜o local em todos
os processos, as implementac¸o˜es de frameworks BSP podem otimizar
essa dinaˆmica de acordo com a necessidade. Pode ser poss´ıvel aos pro-
cessos enviar mensagens a qualquer momento da sua computac¸a˜o local,
desde que essas mensagens sejam recebidas pelo destinata´rio apo´s o
final do superstep corrente. Dessa forma, e´ poss´ıvel ao framework acu-
mular mensagens para envia´-las de uma so´ vez, ou enviar as mensagens
conforme ha´ recursos dispon´ıveis para tal. Isso permite uma melhor
utilizac¸a˜o dos recursos, inclusive utilizando tempo que um processo
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que tenha terminado sua computac¸a˜o mais ra´pido ficaria ocioso (HILL;
MCCOLL; SKILLICORN, 1997).
Esse mecanismo de troca de mensagens garante paralelismo to-
tal aos processos durante cada superstep. Isso tambe´m permite outras
otimizac¸o˜es ao framework, como gerenciar o nu´mero de processos cri-
ados independentemente do nu´mero de processadores dispon´ıveis, de
forma a reduzir a quantidade de trabalho executado por cada processo.
Com isso, e´ poss´ıvel distribuir melhor o trabalho entre os processado-
res dispon´ıveis, executando os processos conforme houver processadores
dispon´ıveis, ja´ que os processos podem ser executados tanto paralela-
mente quanto sequencialmente sem prejudicar a computac¸a˜o.
2.4 CONSIDERAC¸O˜ES FINAIS
Neste cap´ıtulo foram apresentadas as definic¸o˜es teo´ricas que em-
basam o desenvolvimento deste trabalho. A compreensa˜o das carac-
ter´ısticas e problemas encontrados em sistemas distribu´ıdos, como to-
leraˆncia a faltas e mecanismos de sincronizac¸a˜o, sa˜o fundamentais para
o desenvolvimento de um sistema desenhado para lidar com processa-
mento de larga escala, como e´ o Greft. Estas caracter´ısticas, bem como
o modelo do sistema, sa˜o explorados nas sec¸o˜es 4.1, 4.2 e 4.3 do cap´ıtulo
de descric¸a˜o do sistema.
O domı´nio de aplicac¸a˜o do Greft e´ delimitado especificamente
ao processamento de grafos. Portanto, e´ necessa´rio descrever quais
sa˜o as propriedades de grafos interessantes a este trabalho, bem como
estabelecer o vocabula´rio utilizado ao descrever estas propriedades. As
definic¸o˜es de grafos descritas aqui sa˜o utilizadas nos cap´ıtulos 4 e 5.
O modelo BSP e´ uma abstrac¸a˜o usada ou suportada pela maioria
dos modelos de processamento de grafos dispon´ıveis na literatura. No
cap´ıtulo 3 sa˜o apresentados diversos sistemas de processamento dis-
tribu´ıdo de grafos baseados em tal modelo (MALEWICZ et al., 2010;
AVERY, 2011; SEO et al., 2010; SALIHOGLU; WIDOM, 2013; GONZALEZ
et al., 2012; SHAO; WANG; LI, 2013; XIN et al., 2013; WANG et al., 2014).
O pro´prio Greft e´ baseado no BSP. Portanto, sua compreensa˜o e´ fun-
damental para o desenvolvimento deste trabalho. Ale´m do cap´ıtulo 3,
o BSP e suas caracter´ısticas tambe´m sa˜o mencionados nos cap´ıtulos 4
e 5.
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3 TRABALHOS RELACIONADOS
Uma vasta literatura sobre toleraˆncia a faltas Bizantinas ou ar-
bitra´rias existe, com modelos propostos desde a de´cada de 1980 (LAM-
PORT; SHOSTAK; PEASE, 1982). Replicac¸a˜o de ma´quinas de estado e´
uma te´cnica gene´rica para lidar com faltas, que ja´ demonstrou poder
ser implementada de forma eficiente mesmo tolerando faltas Bizantinas
(CASTRO; LISKOV, 2002). Depois desse trabalho, va´rios algoritmos efi-
cientes apareceram, como a biblioteca UpRight (CLEMENT et al., 2009) e
a EBAWA (VERONESE et al., 2010). Modelos para processamento para-
lelo de larga escala, como o MapReduce, tambe´m contam com propostas
para tolerar faltas Bizantinas, como em Costa et al. (2011) e Stephen e
Eugster (2013). Entretanto, como ja´ discutido, estes modelos na˜o sa˜o
adequados ao processamento distribu´ıdo de grafos, principalmente pelo
custo envolvido nestas te´cnicas.
Neste cap´ıtulo sa˜o descritas as principais caracter´ısticas de siste-
mas de processamento distribu´ıdo de grafos encontrados na literatura,
com atenc¸a˜o especial aos mecanismos de toleraˆncia a faltas que cada
um propo˜e. Inicialmente sa˜o listados os trabalhos baseados no modelo
BSP, descrito na sec¸a˜o 2.3 deste trabalho. Apo´s, sa˜o listados modelos
com abstrac¸o˜es diferentes, mas que tambe´m trazem contribuic¸o˜es ao
tema.
3.1 PREGEL
Pregel (MALEWICZ et al., 2010) e´ um modelo de desenvolvimento
e um framework que suporta este modelo para processamento dis-
tribu´ıdo de grafos de larga escala. E´ o primeiro a usar um modelo
de computac¸a˜o baseado no BSP. Suas contribuic¸o˜es com base nesse
modelo sa˜o usadas por va´rios outros trabalhos posteriores. Trata-se de
um software proprieta´rio da Google, enta˜o na˜o esta´ dispon´ıvel para uso
fora da empresa.
Neste modelo, um grafo direcionado e uma func¸a˜o a ser execu-
tada nos ve´rtices desse grafo sa˜o recebidas como entrada para a com-
putac¸a˜o. Cada ve´rtice do grafo possui uma identificac¸a˜o u´nica, um va-
lor, um estado (ativo ou inativo), uma lista de adjaceˆncias com ou sem
pesos e uma fila de mensagens recebidas. Os ve´rtices sa˜o distribu´ıdos
entre as ma´quinas de um cluster para realizar o processamento. Cada
ma´quina geralmente processa muitos ve´rtices do grafo.
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Pregel e´ composto por dois tipos de processos: um master e
va´rios workers. Cada worker recebe uma partic¸a˜o (um subgrafo) do
grafo de entrada e e´ responsa´vel por executar a func¸a˜o definida pelo
usua´rio nos ve´rtices dessa partic¸a˜o. Ja´ o master e´ o processo res-
ponsa´vel pelo particionamento e distribuic¸a˜o das partic¸o˜es do grafo
entre os workers e a coordenac¸a˜o da execuc¸a˜o dos supersteps.
Os programas sa˜o expressos como uma sequeˆncia de iterac¸o˜es,
onde uma func¸a˜o definida pelo usua´rio e´ executada em cada ve´rtice
do grafo de maneira paralela, com o processamento dividido em su-
persteps, seguindo o padra˜o estabelecido pelo BSP. A func¸a˜o define o
comportamento de um u´nico ve´rtice v, que recebe como paraˆmetro,
dentro do superstep S. Nesta func¸a˜o, o ve´rtice v pode ler as mensagens
enviadas por outros ve´rtices no superstep S − 1, modificar seu valor
e estado, modificar suas arestas e pesos e enviar mensagens a outros
ve´rtices. Estas mensagens so´ sera˜o recebidas pelo ve´rtice de destino no
superstep S + 1.
No primeiro superstep todos os ve´rtices iniciam com estado ativo
e, durante a execuc¸a˜o, a func¸a˜o definida pelo usua´rio pode alterar o es-
tado para inativo. Caso um ve´rtice se torne inativo, a func¸a˜o definida
pelo usua´rio na˜o e´ executada sobre ele nos pro´ximos supersteps. En-
tretanto, caso o ve´rtice receba uma mensagem, ele e´ automaticamente
reativado e volta a participar do superstep. A computac¸a˜o continua en-
quanto houver ve´rtices ativos ou mensagens em traˆnsito. Ao terminar,
cada worker salva sua partic¸a˜o do grafo para um arquivo de sa´ıda. O
conjunto desses arquivos e´ considerado o resultado da computac¸a˜o. E´
importante ressaltar que, embora o Pregel possua esse conceito de bar-
reira de sincronizac¸a˜o (origina´rio do BSP), o sistema em si e´ ass´ıncrono:
na˜o ha´ limites estabelecidos nos tempos de comunicac¸a˜o ou de proces-
samento em seus componentes.
A figura 8 ilustra esse modelo com a execuc¸a˜o em um grafo do
algoritmo Single Source Shortest Path (MALEWICZ et al., 2010). Este al-
goritmo pressupo˜e um grafo cujas arestas tem pesos e, assumindo esses
pesos como uma distaˆncia entre os ve´rtices, calcula o menor caminho
de um ve´rtice de origem a todos os outros ve´rtices do grafo. Assume-se
que todos os ve´rtices iniciam com estado ativo e valor +∞. No pri-
meiro superstep, o ve´rtice de origem inicia seu valor com zero, envia
uma mensagem para cada um de seus vizinhos somando seu valor atual
ao peso da aresta que os conecta e se inativa. O algoritmo tambe´m e´
executado no restante dos ve´rtices, ja´ que no in´ıcio da computac¸a˜o to-
dos esta˜o ativos. Entretanto, eles apenas se inativam, uma vez que na˜o
tem mensagens a receber (as mensagens enviadas pelo ve´rtice origem
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sera˜o recebidas apenas no pro´ximo superstep).
No segundo superstep, a func¸a˜o e´ executada apenas nos dois
ve´rtices adjacentes ao de origem, pois foram ativados automaticamente
ao receber as mensagens enviadas no superstep anterior. Cada um dos
dois ve´rtices atualiza seu valor com o que foi recebido nas mensagens
e envia mensagens para seus adjacentes. Esse processo continua ate´
que na˜o existam mais mensagens enviadas e todos os ve´rtices estejam
inativos. Nesse ponto, cada ve´rtice tera´ como valor a menor distaˆncia
dele ao de origem.
Figura 8 – Execuc¸a˜o do SSP no Pregel.
Como a transmissa˜o de mensagens enviadas pelos ve´rtices entre
as ma´quinas causa um impacto grande no desempenho do sistema, e´
poss´ıvel reduzir o nu´mero de mensagens trocadas entre ma´quinas com o
uso de um Combiner. Trata-se de uma classe especial que tem por ob-
jetivo combinar em uma so´ as mensagens que tenham o mesmo destino.
Com isso, mesmo que va´rios ve´rtices de uma ma´quina produzam men-
sagens para um ve´rtice v em outra ma´quina, apenas uma mensagem
que resulta da combinac¸a˜o e´ de fato transmitida pela rede para este
ve´rtice. Ha´ tambe´m a possibilidade de criac¸a˜o de Aggregators, que fun-
cionam como objetos globais a todos os processos. Cada processo pode
adicionar dados a um Aggregator durante um superstep. No pro´ximo
superstep, uma func¸a˜o de agregac¸a˜o e´ executada sobre esses dados (por
exemplo: sum, max, min) e o novo valor fica dispon´ıvel para todos os
processos.
Para tolerar faltas, o Pregel usa um mecanismo de checkpoints.
De tempos em tempos o estado de cada processo e´ salvo num local per-
sistente (como um sistema de arquivos distribu´ıdo). O processo master
faz checagens perio´dicas do estado de cada worker e, caso um processo
pare de responder a essas mensagens ele e´ considerado faltoso e e´ assu-
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mido que o estado desse processo foi perdido. O master enta˜o orienta
os processos restantes a recarregarem os dados do u´ltimo checkpoint
dispon´ıvel e redistribui as partic¸o˜es sob responsabilidade do processo
faltoso entre os processos restantes. O processamento recomec¸a a partir
do ponto onde o checkpoint foi feito em todos os processos.
3.2 APACHE GIRAPH
O Apache Giraph (AVERY, 2011) e´ um sistema de processamento
distribu´ıdo de grafos de co´digo aberto baseado no Pregel. Giraph imple-
menta as mesmas abstrac¸o˜es dispon´ıveis no Pregel, como a computac¸a˜o
por supersteps, Aggregators e Combinators.
O sistema e´ implementado como um job do Hadoop (WHITE,
2012), um popular framework de computac¸a˜o paralela e distribu´ıda
de propo´sito geral. Com isso, e´ poss´ıvel reutilizar a infraestrutura ja´
montada para o Hadoop que va´rias empresas possuem, ou mesmo usar
servic¸os de nuvem como o Amazon Elastic MapReduce (Amazon Web
Services, 2015).
A arquitetura do Giraph e´ bastante semelhante a` do Pregel. Ele
conta com processos workers e masters, que teˆm as mesmas func¸o˜es
dos correspondentes no Pregel. Entretanto, no Giraph, o master e´ im-
plementado sobre o Apache Zookeeper (HUNT et al., 2010), um servic¸o
de coordenac¸a˜o de processos replicado, capaz de tolerar faltas de pa-
rada. Ale´m disso, sa˜o suportados diversos conectores para recuperac¸a˜o
e armazenamento do grafo de entrada, checkpoints e resultados finais
da computac¸a˜o.
Da mesma forma que Pregel, Giraph tolera faltas de parada dos
workers atrave´s do armazenamento de checkpoints de tempos em tem-
pos. O intervalo de supersteps para criac¸a˜o dos checkpoints e´ definido
pelo usua´rio e os arquivos propriamente ditos sa˜o armazenados no Ha-
doop Distributed File System (HDFS) (SHVACHKO et al., 2010), um
sistema de arquivos distribu´ıdo que e´ parte do Apache Hadoop, otimi-
zado para o armazenamento de arquivos de grandes dimenso˜es e capaz
de tolerar faltas de parada. Desta forma, caso um worker falhe, seu
checkpoint fica replicado em outras ma´quinas e pode ser recuperado
para a computac¸a˜o recomec¸ar.
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3.3 APACHE HAMA
O Apache Hama (SEO et al., 2010) e´ um framework para proces-
samento de larga escala baseado no BSP, constru´ıdo sobre o Apache
Hadoop (WHITE, 2012). Trata-se de um framework mais amplo, que
tambe´m suporta computac¸a˜o de matrizes e redes neurais ale´m de pro-
cessamento de grafos. Seu pacote de processamento de grafos e´ baseado
no Pregel e implementa as mesmas abstrac¸o˜es. Ja´ para o processamento
de matrizes, e´ usada uma abstrac¸a˜o do MapReduce.
Assim como Pregel e Giraph, Hama tolera faltas de parada atrave´s
de checkpoints. O intervalo de supersteps para a criac¸a˜o de checkpoints
e´ configurado pelo usua´rio e, da mesma forma que no Giraph, os arqui-
vos sa˜o salvos no HDFS. Com isso, no caso de falha de um processo, e´
poss´ıvel recuperar seu checkpoint de uma das re´plicas do HDFS.
3.4 GRAPH PROCESSING SYSTEM
O Graph Processing System (GPS) (SALIHOGLU; WIDOM, 2013)
e´ uma implementac¸a˜o de co´digo aberto de um modelo baseado no Pre-
gel. Ele traz como contribuic¸o˜es melhorias na partic¸a˜o do grafo entre
as ma´quinas e uma interface para computac¸o˜es globais. As contri-
buic¸o˜es no particionamento teˆm por objetivo manter ve´rtices que se
comunicam muito nas mesmas ma´quinas, reduzindo a quantidade de
mensagens trocadas na rede. Ja´ a interface para computac¸o˜es globais
facilita a implementac¸a˜o de algoritmos que seriam muito complicados
de implementar com uma visa˜o centrada aos ve´rtices - como alguns
algoritmos de clusterizac¸a˜o.
A arquitetura do GPS conta com um processo coordenador, cha-
mado GPSMaster que gerencia a execuc¸a˜o dos supersteps nos proces-
sos, chamados de GPSWorker. O HDFS e´ usado para armazenar e
distribuir os arquivos de entrada, os checkpoints, e os resultados finais
da computac¸a˜o. Nos checkpoints sa˜o armazenados todos os dados dos
ve´rtices atribu´ıdos ao processo, incluindo a fila de mensagens recebidas
para o superstep em que o checkpoint foi gerado. Para troca de men-
sagens, o GPS utiliza Apache MINA, uma biblioteca de comunicac¸a˜o
ass´ıncrona de alto desempenho. Essa arquitetura pode ser vista na
Figura 9.
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Figura 9 – Arquitetura do GPS (SALIHOGLU; WIDOM, 2013).
Assim como outros sistemas baseados no Pregel, GPS tolera fal-
tas de parada nos processos workers. O processo coordenador e´ o res-
ponsa´vel por detectar eventuais falhas atrave´s de troca de mensagens
perio´dicas. Caso um GPSWorker falhe, o coordenador solicita aos pro-
cessos restantes que reiniciem o processamento a partir do u´ltimo check-
point armazenado. Os ve´rtices que estavam sob a responsabilidade do
processo faltoso sa˜o obtidos de uma re´plica do HDFS e redistribu´ıdos
entre os processos restantes para que a computac¸a˜o possa ser reiniciada.
3.5 POWERGRAPH
O PowerGraph (GONZALEZ et al., 2012) e´ um sistema de pro-
cessamento distribu´ıdo otimizado para grafos ditos naturais. Grafos
naturais sa˜o caracterizados por seguirem lei de poteˆncia na relac¸a˜o en-
tre ve´rtices e arestas, ou seja: ha´ poucos ve´rtices com muitas arestas
e muitos ve´rtices com poucas arestas. Estes grafos sa˜o chamados de
naturais pois essa e´ uma caracter´ıstica observada com frequeˆncia em
grafos modelados a partir de dados do mundo real. Grafos com essas
caracter´ısticas podem trazer problemas aos modelos baseados no Pre-
gel, pois neles a execuc¸a˜o da func¸a˜o definida pelo usua´rio em um ve´rtice
ocorre em apenas uma ma´quina. Caso os ve´rtices com grau muito alto
na˜o sejam adequadamente distribu´ıdos entre as ma´quinas, o processa-
mento pode ficar desbalanceado, com algumas ma´quinas demorando
mais que outras para computar um superstep.
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Para lidar com esse tipo de grafo, o PowerGraph introduz uma
abstrac¸a˜o de programac¸a˜o com uma interface mais complexa para o
programador. Enquanto nas implementac¸o˜es do Pregel o usua´rio define
uma u´nica func¸a˜o a ser executada pelo sistema em cada ve´rtice do
grafo em cada superstep, o PowerGraph introduz o modelo Gather-
Apply-Scatter (GAS). Este modelo representa as treˆs fases conceituais
da execuc¸a˜o de um algoritmo num ve´rtice de um grafo. Primeiramente,
os valores de ve´rtices vizinhos ou das arestas do ve´rtice sa˜o obtidos
(gather). Depois, algum processamento e´ realizado com esses valores
que resulta na aplicac¸a˜o de um novo valor ao ve´rtice atual, seus vizinhos
ou suas arestas (apply). Finalmente, os novos valores sa˜o distribu´ıdos
aos ve´rtices vizinhos (scatter). Um programa no PowerGraph precisa
implementar essas treˆs func¸o˜es, e ainda uma func¸a˜o de agregac¸a˜o sum
que e´ executada apo´s a gather. A estrutura ba´sica de tais programas
esta´ representada na figura 10.
Figura 10 – Func¸o˜es que um programa PowerGraph precisa implemen-
tar (GONZALEZ et al., 2012).
Essa abstrac¸a˜o permite ao PowerGraph manter o co´digo orien-
tado a ve´rtices, que e´ comum em outros sistemas, e tambe´m distri-
buir entre ma´quinas o processamento de um u´nico ve´rtice. As func¸o˜es
gather e sum sa˜o executadas como passos de Map e Reduce, respecti-
vamente, num modelo de MapReduce (DEAN; GHEMAWAT, 2008). Isso
quer dizer que sua execuc¸a˜o pode ocorrer em paralelo para todos os
vizinhos do ve´rtice V que esta´ sendo processado. Entretanto, para que
isso seja poss´ıvel, e´ necessa´rio que a func¸a˜o sum definida pelo usua´rio
seja associativa e comutativa. Apo´s as func¸o˜es gather e sum serem
executadas, e´ invocada a func¸a˜o apply sobre V , depois, a func¸a˜o scat-
ter para todos os vizinhos de V , tambe´m em paralelo.
O PowerGraph tem dois modos de execuc¸a˜o: s´ıncrono e ass´ıncrono.
O modo s´ıncrono e´ baseado no BSP e muito semelhante ao do Pregel.
Nele, as func¸o˜es GAS sa˜o executadas em sequeˆncia, e a execuc¸a˜o de
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cada uma e´ chamada de minor-step. Um superstep e´ caracterizado pela
execuc¸a˜o de todos os minor-steps em todos os ve´rtices do grafo. Um
novo superstep so´ acontece apo´s a finalizac¸a˜o do anterior. Ja´ no modo
ass´ıncrono, a execuc¸a˜o e´ realizada conforme os recursos de processa-
mento e de rede esta˜o dispon´ıveis. As alterac¸o˜es realizadas nas func¸o˜es
apply e scatter ficam imediatamente vis´ıveis para os vizinhos do
ve´rtice e na˜o existe barreira de sincronizac¸a˜o entre minor-steps. Este
modo e´ u´til para algoritmos que precisam convergir a um valor, ja´ que
pode acelerar esse processo. Entretanto, os resultados podem variar de
acordo com os recursos dispon´ıveis para execuc¸a˜o. Vale ressaltar que
os termos s´ıncrono e ass´ıncrono neste contexto referem-se a` sincronia
na execuc¸a˜o das func¸o˜es, na˜o em limites de tempo para comunicac¸a˜o
ou processamento, como e´ comum em sistemas distribu´ıdos.
Para tolerar faltas, o PowerGraph tambe´m usa um mecanismo de
checkpoints, que e´ adaptado para suportar o modo ass´ıncrono. No modo
s´ıncrono, como no Pregel, os checkpoints sa˜o criados entre os supersteps,
em intervalos configura´veis. Ja´ no modo ass´ıncrono, a execuc¸a˜o das
func¸o˜es GAS e´ suspensa durante a criac¸a˜o do checkpoint, de modo a se
obter um checkpoint consistente. Os arquivos sa˜o salvos em um sistema
de arquivos distribu´ıdos de maneira que fiquem dispon´ıveis mesmo que
uma ma´quina falhe. No caso de falha, as ma´quinas restantes restauram
seu estado a partir do u´ltimo checkpoint armazenado. Apenas faltas de
parada sa˜o toleradas por esse mecanismo.
3.6 GRAPHX
O GraphX (XIN et al., 2013) e´ um sistema de processamento dis-
tribu´ıdo de grafos baseado no Spark (ZAHARIA et al., 2010). Spark e´ um
sistema de processamento paralelo de propo´sito geral, com objetivos se-
melhantes ao do MapReduce (DEAN; GHEMAWAT, 2008). Entretanto, o
Spark conta com uma abstrac¸a˜o que suporta a computac¸a˜o de tarefas
modeladas como d´ıgrafos ac´ıclicos (Directed Acyclic Graphs - DAGs)
em vez do modelo com apenas as func¸o˜es Map e Reduce. Ale´m disso,
tambe´m conta com uma abstrac¸a˜o de armazenamento em memo´ria cha-
mada Resilient Distributed Dataset (RDD). O RDD conta com diversos
mecanismos de particionamento e distribuic¸a˜o entre os no´s do sistema,
e e´ sobre ele que a computac¸a˜o de uma tarefa Spark e´ executada. Em
geral, uma computac¸a˜o no Spark e´ um conjunto de tarefas modela-
das como um DAG, onde cada tarefa recebe um RDD como entrada
e produz um novo RDD como sa´ıda. Pore´m, da mesma forma que
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outros sistemas de processamento distribu´ıdo de propo´sito geral, essas
abstrac¸o˜es na˜o sa˜o adequadas para processamento de grafos.
Para processar grafos de maneira eficiente, as abstrac¸o˜es do Spark
foram adaptadas, dando origem ao GraphX. Mantendo a lo´gica do
Spark, as tarefas do GraphX podem ser encaradas como transformac¸o˜es
em um grafo, onde cada operac¸a˜o recebe um grafo de entrada e produz
um novo grafo como sa´ıda. Para isso, uma nova abstrac¸a˜o de armaze-
namento foi constru´ıda, chamada Resilient Distributed Graph (RDG).
O grafo e´ armazenado no RDG como um conjunto de tabelas do RDD,
utilizando um particionamento baseado em arestas. As arestas do grafo
sa˜o distribu´ıdas entre as ma´quinas do sistema, de forma que cada aresta
esteja em apenas uma ma´quina, e os ve´rtices possam estar em mais de
uma ma´quina. Esse mecanismo e´ semelhante ao do PowerGraph e fa-
cilita o processamento de ve´rtices com grau muito alto, comuns em
grafos ditos naturais. Para armazenar o grafo sa˜o usadas treˆs tabelas
do RDD: uma tabela particionada que conte´m as arestas do grafo (Edge
Table), outra que conte´m os valores dos ve´rtices (Vertex Data Table)
e uma que mapeia os ID’s de cada ve´rtice a`s partic¸o˜es na tabela de
arestas onde esta˜o suas arestas (Vertex Map). Essa estrutura pode ser
vista na Figura 11.
Figura 11 – Estrutura de dados do RDG (XIN et al., 2013).
O RDG tem uma interface pro´pria para implementac¸a˜o de co´digo
de processamento dos grafos. Entretanto, por uma questa˜o de compa-
tibilidade e para demonstrar a flexibilidade desse modelo, e´ poss´ıvel
implementar as mesmas abstrac¸o˜es do Pregel e do PowerGraph sobre
a interface do RDG.
A toleraˆncia a faltas do GraphX e´ baseada nos mecanismos do
RDD, sobre o qual o RDG e´ constru´ıdo. O RDD tem um mecanismo de
armazenamento do histo´rico das operac¸o˜es realizadas em cada dataset,
semelhante a um mecanismo de checkpoints. Este histo´rico de operac¸o˜es
pode ser usado para restaurac¸a˜o do estado do sistema no caso de faltas.
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A recuperac¸a˜o consiste em executar novamente essas operac¸o˜es sobre os
dados originais ate´ chegar ao estado que o sistema estava no momento
da falta. Este mecanismo suporta apenas faltas de parada.
3.7 TRINITY
Trinity (SHAO; WANG; LI, 2013) e´ um sistema distribu´ıdo de pro-
cessamento de grafos baseado numa nuvem de memo´ria compartilhada.
O sistema e´ composto por uma infraestrutura de armazenamento ba-
seada num modelo de memo´ria compartilhada distribu´ıda globalmente
enderec¸a´vel e um framework para execuc¸a˜o do processamento. Este
modelo permite implementac¸a˜o de aplicac¸o˜es OLTP1, ale´m das OLAP2
comuns a outros sistemas.
A arquitetura de Trinity pode ser vista na Figura 12. O sistema
e´ composto por treˆs tipos de processos em um cluster : slaves, proxies
e clients. Slaves teˆm duas func¸o˜es: armazenar os dados do grafo e
executar o co´digo definido pelo usua´rio. Proxies funcionam como um
intermedia´rio entre os clients e slaves, gerenciando a troca de mensa-
gens entre estes componentes, incluindo agregac¸a˜o de mensagens para
reduzir o tra´fego na rede. Ja´ os clients sa˜o os componentes que per-
mitem a interac¸a˜o do usua´rio com um cluster Trinity, atrave´s de um
conjunto de Application Programming Interfaces (APIs) disponibiliza-
das pelo sistema.
A nuvem de memo´ria e´ implementada nos slaves como um ar-
mazenamento de chave-valor. As chaves sa˜o identificadores globais de
64 bits e os valores podem ser conjuntos de dados de qualquer for-
mato e tamanho. A memo´ria e´ dividida em trunks, sendo que cada
slave normalmente fica responsa´vel por mais de um trunk. Sa˜o usadas
func¸o˜es de hash para, a partir de uma chave, localizar o trunk onde
ela esta´ armazenada. Ha´ tambe´m uma tabela de enderec¸amento global
mantida pelo sistema, que permite localizar a ma´quina onde esta´ cada
trunk. Uma vez localizado o trunk, usa-se mais uma func¸a˜o de hash
para localizar a posic¸a˜o do valor naquele trunk. Estas func¸o˜es de hash
sa˜o implementadas de maneira a permitir a inclusa˜o ou remoc¸a˜o de
ma´quinas ao cluster.
1OnLine Transaction Processing.
2OnLine Analytical Processing.
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Figura 12 – Arquitetura de um cluster Trinity (SHAO; WANG; LI, 2013).
Para computac¸a˜o do grafo, Trinity oferece uma abstrac¸a˜o ba-
seada no BSP - igual a` do Pregel, e uma segunda abstrac¸a˜o tambe´m
semelhante ao Pregel mas mais restritiva. A diferenc¸a desta segunda
abstrac¸a˜o e´ que, em cada superstep, so´ e´ permitida a comunicac¸a˜o com
um conjunto fixo de ve´rtices - normalmente os adjacentes ao ve´rtice
em questa˜o. Embora esse modelo seja mais restrito, e´ incomum que
ve´rtices se comuniquem com outros ve´rtices que na˜o sejam adjacentes
nos algoritmos normalmente usados nestes sistemas. Essa limitac¸a˜o
torna os padro˜es de comunicac¸a˜o previs´ıveis e permite que o sistema
otimize esse processo. Tambe´m e´ suportada uma abstrac¸a˜o ass´ıncrona,
onde na˜o ha´ a barreira de sincronizac¸a˜o dos supersteps e o co´digo e´
executado conforme ha´ recursos dispon´ıveis.
Trinity tambe´m possui uma linguagem de especificac¸a˜o, chamada
Trinity Specification Language (TSL). O objetivo desta linguagem e´
mapear para objetos o conjunto de dados armazenado como valor de
cada chave. Desta forma, o programador lida com objetos em vez de ar-
rays de bytes ou outros tipos primitivos, facilitando o desenvolvimento
das aplicac¸o˜es.
Para tolerar faltas, Trinity implementa um mecanismo de check-
points quando executado no modo s´ıncrono (BSP), que sa˜o gerados
em intervalos de supersteps e armazenados num sistema de arquivos
distribu´ıdos chamado Trinity File System (TFS). Desta forma, os ar-
quivos ficam replicados e dispon´ıveis mesmo que a ma´quina que os
criou falhe. No caso do modo ass´ıncrono, o framework introduz inter-
rupc¸o˜es no processamento para que seja poss´ıvel armazenar os dados
de cada ma´quina de maneira consistente. Ale´m dos checkpoints, Tri-
nity tambe´m precisa restaurar a tabela de enderec¸amento global apo´s
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a falha de um componente. Para isso, essa tabela e´ replicada entre
os componentes do sistema, sendo que um deles e´ eleito l´ıder e fica
responsa´vel por manteˆ-la atualizada. No caso de uma falha, o l´ıder
recompo˜e essa tabela de acordo com a nova configurac¸a˜o do sistema e
a distribui para as re´plicas. Caso o l´ıder falhe, e´ iniciada uma eleic¸a˜o e,
apo´s a escolha de um novo l´ıder, a tabela e´ restaurada. Com a tabela
de enderec¸amento global e os checkpoints restaurados, o sistema pode
voltar a processar do ponto onde parou. Com este mecanismo, Trinity
tolera apenas faltas de parada.
3.8 SURFER
Surfer (CHEN et al., 2010) e´ um framework para processamento
de grafos de larga escala desenhado para ser executado em ambientes
de nuvem. Sua interface de programac¸a˜o conta com duas primitivas:
MapReduce e Propagation. A primitiva MapReduce e´ utilizada para
realizar o processamento nos ve´rtices de forma paralela, seguindo o
modelo MapReduce original. Ja´ a Propagation e´ responsa´vel pela dis-
tribuic¸a˜o dos resultados das computac¸o˜es MapReduce entre os ve´rtices
atrave´s das arestas do grafo. Ale´m disso, Surfer conta com uma in-
terface gra´fica onde o usua´rio pode construir a lo´gica de seu programa
usando blocos pre´-programados disponibilizados pelo framework.
Uma computac¸a˜o em Surfer e´ composta por um conjunto de
operac¸o˜es MapReduce e Propagation. Estas operac¸o˜es sa˜o modeladas
como um DAG, otimizadas de acordo com regras pre´-estabelecidas e
transformadas num plano de execuc¸a˜o. A arquitetura de Surfer conta
com um processo responsa´vel por gerenciar a execuc¸a˜o de um plano nas
ma´quinas do cluster. Ao receber um plano, este processo distribui as
tarefas de acordo com as ma´quinas dispon´ıveis e controla a execuc¸a˜o
de cada tarefa. Para tolerar faltas, este processo gerenciador verifica o
estado das ma´quinas do sistema e, caso alguma falhe, a tarefa que estava
sob sua responsabilidade e´ executada novamente em outra ma´quina.
Com este mecanismo, Surfer e´ capaz de tolerar apenas faltas de parada.
3.9 IMITATOR
Imitator (WANG et al., 2014), baseado no Pregel, propo˜e a re-
plicac¸a˜o de ve´rtices em memo´ria para tolerar faltas de parada, dis-
pensando o uso de checkpoints. Para isso, Imitator se utiliza de uma
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te´cnica existente em alguns sistemas de processamento de grafos, como
Apache Hama, que consiste em replicar ve´rtices com grau muito alto
em processos diferentes para tornar o acesso a eles mais ra´pido nes-
tes processos. Estendendo essa te´cnica, Imitator cria re´plicas de todos
os ve´rtices do grafo. No caso de falha de um processo, essas re´plicas
sa˜o redistribu´ıdas entre os processos restantes para dar continuidade
ao processamento.
Para manter as re´plicas de cada ve´rtice, Imitator define uma das
re´plicas como sendo a master e usa os intervalos entre os supersteps
para atualizar o estado das outras re´plicas, chamadas mirror, atrave´s
de troca de mensagens. Esse mecanismo e´ baseado no utilizado pelo
pro´prio Hama para manter o estado dos ve´rtices replicados com o ob-
jetivo de melhorar o desempenho do sistema. A Figura 13 mostra esse
mecanismo. Ela assume que ja´ existiriam ve´rtices do grafo de exem-
plo (sample graph) que seriam replicados por questa˜o de desempenho
(COMP replica) e mostra a replicac¸a˜o do restante dos ve´rtices cujo
objetivo e´ tolerar faltas (FT replica).
Ale´m dos dados normais do ve´rtice, tanto os masters quanto os
mirrors armazenam as ma´quinas onde esta˜o suas re´plicas. Dessa forma,
caso uma ma´quina falhe, os ve´rtices nas ma´quinas restantes sabem
quais devem ser restaurados com base nessa informac¸a˜o. A restaurac¸a˜o
se da´ com a transmissa˜o dos ve´rtices que estavam na ma´quina faltosa
para as que restaram no sistema. Alternativamente, se existir uma
ma´quina ociosa dispon´ıvel, os ve´rtices podem ser transmitidos para
ela, evitando sobrecarga. Esse mecanismo e´ capaz de tolerar apenas
faltas de parada.
Figura 13 – Replicac¸a˜o de ve´rtices no Imitator (WANG et al., 2014).
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3.10 CONSIDERAC¸O˜ES FINAIS
Neste cap´ıtulo foram apresentados os principais trabalhos relaci-
onados ao problema de processamento distribu´ıdo de grafos, com foco
nos mecanismos de toleraˆncia a faltas apresentados por cada sistema.
Um resumo das caracter´ısticas de cada modelo e´ exibido na tabela 1.
Tabela 1 – Trabalhos relacionados e suas caracter´ısticas
Mecanismo de T.F. Tipo de falta Re´plicas
Pregel Recuperac¸a˜o em retrocesso parada -
Giraph Recuperac¸a˜o em retrocesso parada -
Hama Recuperac¸a˜o em retrocesso parada -
GPS Recuperac¸a˜o em retrocesso parada -
PowerGraph Recuperac¸a˜o em retrocesso parada -
Trinity Recuperac¸a˜o em retrocesso parada -
GraphX RDD parada -
Surfer Recuperac¸a˜o em retrocesso parada -
Imitator Replicac¸a˜o parada f + 1
Greft Replicac¸a˜o arbitra´rias acidentais f + 1
Observa-se que todos os sistemas listados nesta sec¸a˜o tem pre-
ocupac¸a˜o com toleraˆncia a faltas. Entretanto, todos esta˜o limitados
a modelos de faltas de parada. Ale´m disso, exceto por Imitator, os
sistemas usam algum mecanismo de checkpoint para recuperac¸a˜o apo´s
uma falta. Para que um checkpoint fique dispon´ıvel no caso de pa-
rada da ma´quina onde foi gerado, ele precisa ser armazenado em algum
tipo de sistema de arquivos distribu´ıdos. Greft, que sera´ apresentado
no pro´ximo cap´ıtulo, e´ o primeiro sistema capaz de lidar com um mo-
delo mais amplo de faltas, incluindo faltas arbitra´rias acidentais. Para
isso, utiliza replicac¸a˜o do processamento, ale´m de otimizar o armaze-
namento dos checkpoints dispensando o uso de um sistema de arquivos
distribu´ıdo nesta tarefa.
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4 GREFT
Neste cap´ıtulo e´ apresentado o Greft1, um sistema de proces-
samento de grafos tolerante a faltas arbitra´rias acidentais baseado no
Pregel (MALEWICZ et al., 2010). Inicialmente sa˜o apresentadas a ar-
quitetura e o modelo do sistema, depois os algoritmos e as te´cnicas
usadas.
4.1 DEFINIC¸O˜ES E PREMISSAS DO SISTEMA
Greft e´ baseado no Pregel, portanto, segue o modelo BSP. Este
modelo e´ o mais utilizado dentre os sistemas de processamento dis-
tribu´ıdo de grafos existentes na literatura. Assim como outros sistemas,
Greft tem como func¸a˜o a realizac¸a˜o de tarefas anal´ıticas sobre grafos
muito grandes de maneira distribu´ıda e tolerante a faltas. O cliente
solicita a execuc¸a˜o de uma tarefa e aguarda sua finalizac¸a˜o antes de
realizar uma nova requisic¸a˜o. Assume-se, portanto, que na˜o ha´ necessi-
dade de ordenac¸a˜o das requisic¸o˜es. Essa e´ uma caracter´ıstica comum a
muitos sistemas de processamento de grafos, como Pregel (MALEWICZ
et al., 2010), PowerGraph (GONZALEZ et al., 2012) e GraphX (XIN et al.,
2013).
Diferentemente de outros sistemas existentes ate´ o momento,
Greft e´ capaz de garantir que uma computac¸a˜o termine e tenha um
resultado correto mesmo na presenc¸a de faltas arbitra´rias acidentais
(AVIZIENIS et al., 2004), utilizando a replicac¸a˜o do processamento para
este fim.
Uma requisic¸a˜o Greft e´ composta por um grafo direcionado de
entrada G, uma func¸a˜o definida pelo usua´rio F e um conjunto de ar-
gumentos opcionais A, que podem ser usados pela func¸a˜o F . Seguindo
o modelo do Pregel (MALEWICZ et al., 2010), o grafo G e´ uma lista de
ve´rtices, sendo que cada ve´rtice e´ composto por:
• Uma identificac¸a˜o u´nica (ID);
• Um valor cujo tipo e´ definido pelo usua´rio;
• Um estado (ativo ou inativo);
1O nome foi criado com base numa composic¸a˜o livre dos termos Graph, Repli-
cation e Fault Tolerance
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• Uma lista de ve´rtices adjacentes com um peso opcional, represen-
tado por um valor cujo tipo e´ definido pelo usua´rio;
• Uma lista de mensagens recebidas.
A execuc¸a˜o da tarefa consiste primeiramente no particionamento
do grafo G em subgrafos, que sa˜o distribu´ıdos entre os processos do
sistema. O grafo G e´ particionado de forma que cada subgrafo possa
ser enviado para dois ou mais processos, garantindo assim a replicac¸a˜o
da computac¸a˜o.
Apo´s isso, cada processo realiza a execuc¸a˜o da func¸a˜o F sobre os
ve´rtices do subgrafo de G que lhe foi atribu´ıdo em iterac¸o˜es chamadas
supersteps. Os supersteps continuam enquanto houver ve´rtices ativos
e mensagens pendentes de entrega. Como cada conjunto de re´plicas
possui os mesmos ve´rtices, e´ poss´ıvel comparar seu estado durante o
processamento para identificar eventuais estados arbitra´rios. A arqui-
tetura e os algoritmos do sistema sa˜o detalhados nas sec¸o˜es abaixo.
4.2 ARQUITETURA
O sistema e´ composto de um conjunto de processos distribu´ıdos.
Ha´ dois tipos de processos espec´ıficos do Greft: GMaster e GWorker.
Ale´m destes, o sistema tambe´m utiliza o HDFS para receber os grafos
de entrada e armazenar os resultados da computac¸a˜o. Os detalhes dos
processos sa˜o descritos abaixo:
• GMaster: e´ o processo coordenador do Greft. Ele e´ responsa´vel
por atender a`s requisic¸o˜es dos clientes, distribuir os ve´rtices do
grafo de entrada entre os GWorkers e gerenciar a execuc¸a˜o dos
supersteps. O GMaster tambe´m e´ quem define quando checkpoints
devem ser criados ou restaurados e e´ o responsa´vel por lidar com
as falhas em outros processos de maneira a manter o sistema
funcionando. Tipicamente ha´ apenas um GMaster num ambiente
de execuc¸a˜o Greft.
• GWorker: sa˜o os processos responsa´veis por realizar o processa-
mento propriamente dito no sistema. Eles recebem uma partic¸a˜o
do grafo de entrada, realizam a computac¸a˜o de cada superstep e
armazenam seu estado ou restauram checkpoints quando solici-
tado pelo GMaster. O nu´mero de GWorkers num ambiente Greft
e´ varia´vel, e e´ o componente que garante a escalabilidade do sis-
tema. Seu nu´mero pode crescer para atender uma requisic¸a˜o com
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um grafo muito grande ou para terminar o processamento mais
ra´pido, e tambe´m pode diminuir no caso de requisic¸o˜es menores.
• HDFS: e´ o sistema de arquivos distribu´ıdos utilizado no Greft.
E´ utilizado apenas para receber o grafo de entrada e para arma-
zenar os resultados da computac¸a˜o. Ele e´ utilizado no comec¸o da
computac¸a˜o, antes de iniciar os supersteps, quando cada GWor-
ker carrega sua partic¸a˜o do grafo para memo´ria. Depois disso, e´
usado novamente so´ ao final de todos os supersteps, quando cada
GWorker escreve seu resultado em arquivos. A forma como os
arquivos de entrada ficam distribu´ıdos no cluster HDFS pode ser
otimizada utilizando as ferramentas de particionamento do grafo
disponibilizadas pelo GPS.
A figura 14 apresenta uma visa˜o de alto n´ıvel da arquitetura do
Greft e como seria uma distribuic¸a˜o t´ıpica em servidores de um cluster,
incluindo a distribuic¸a˜o de um grafo de exemplo entre os GWorkers.
E´ importante ressaltar que os componentes do HDFS podem ser dis-
tribu´ıdos de maneiras diferentes - na˜o e´ necessa´rio que o NameNode
resida na mesma ma´quina do GMaster, por exemplo.
Figura 14 – Arquitetura do Greft
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4.3 MODELO DO SISTEMA
Um processo e´ correto se ele segue os algoritmos estabelecidos.
Caso contra´rio, trata-se de um processo faltoso. Os processos sa˜o exe-
cutados em servidores de um datacenter. O modelo de faltas e´ o de
faltas arbitra´rias acidentais, permanentes ou transientes (AVIZIENIS et
al., 2004). Assume-se que um GWorker pode falhar por parada ou
produzir resultados arbitra´rios, mas na˜o de maneira maliciosa. Ja´ os
clientes sa˜o tidos como sempre corretos, visto que sa˜o os interessados
no resultado da computac¸a˜o. O GMaster tambe´m e´ assumido como
sempre correto, do mesmo modo que no GPS e no Pregel, que na˜o pos-
suem mecanismos para tratar falhas no coordenador. Embora tenha
sido usada a versa˜o oficial, o HDFS tambe´m e´ assumido como tole-
rante a faltas arbitra´rias, pois ja´ existe uma versa˜o tolerante a faltas
Bizantinas utilizando a biblioteca UpRight (CLEMENT et al., 2009).
O sistema e´ ass´ıncrono, pois na˜o ha´ nenhum pressuposto quanto
a limites em tempo de processamento ou comunicac¸a˜o. Ha´ apenas um
tempo ma´ximo de espera na checagem de estado feita pelo GMaster
nos GWorkers, que define se um GWorker e´ suspeito de ter falhado
por parada ou na˜o, numa implementac¸a˜o simples de uma abstrac¸a˜o de
detector de falhas (CACHIN; GUERRAOUI; RODRIGUES, 2011). Tambe´m
e´ assumido que os processos sa˜o conectados por canais confia´veis, onde
mensagens na˜o sa˜o perdidas, duplicadas ou corrompidas - como e´ pro-
vido pelo TCP/IP. Finalmente, tambe´m assume-se a existeˆncia de func¸o˜es
resumo criptogra´fico (hash) resistentes a` colisa˜o, isto e´, que seja invia´vel
encontrar duas entradas que resultem na mesma sa´ıda. O SHA-1 e´ um
exemplo de tal func¸a˜o.
O algoritmo e´ parametrizado com f . Normalmente este paraˆmetro
indica a quantidade de processos que podem falhar arbitrariamente
sem comprometer o funcionamento do sistema. No caso do Greft,
o paraˆmetro tem um significado diferente: assumindo um conjunto
{V1, V2, · · · , Vn} de re´plicas de um ve´rtice V , f e´ o nu´mero ma´ximo
de faltas que podem ocorrer nas re´plicas de forma que o estado do
ve´rtice esteja igual entre elas apo´s a execuc¸a˜o de um (ou conjunto de)
supersteps. Outros paraˆmetros do algoritmo sa˜o descritos na sec¸a˜o 4.4.
4.4 ALGORITMOS
Nesta sec¸a˜o sa˜o descritos os algoritmos do Greft: um para o
GMaster e outro para os GWorkers. Eles sa˜o detalhados a seguir.
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4.4.1 GMaster
O algoritmo 1 e´ o executado pelo GMaster. Como ja´ descrito
na sec¸a˜o 4.1, o Greft responde a apenas uma requisic¸a˜o por vez. Dessa
forma, o algoritmo do GMaster e´ executado uma vez para cada tarefa.
Os seguintes paraˆmetros precisam ser informados para a execuc¸a˜o:
• W: conjunto de GWorkers dispon´ıveis para a execuc¸a˜o da tarefa;
• G: grafo de entrada;
• N : ma´quinas que esta˜o dispon´ıveis para substituir GWorkers fal-
tosos durante a execuc¸a˜o da tarefa;
• f : nu´mero de faltas toleradas, conforme definido na sec¸a˜o 4.3;
• fmax: indica o nu´mero ma´ximo de vezes que um conjunto de
re´plicas pode apresentar divergeˆncias antes de ser removido do
sistema;
• spc: define o intervalo de supersteps entre cada checkpoint.
Inicialmente, o algoritmo do GMaster realiza o particionamento
do grafo de entrada G em P partic¸o˜es. O nu´mero de partic¸o˜es e´ definido
pela quantidade de GWorkers dispon´ıveis em W e pelo valor parame-
trizado em f , de forma que exista uma partic¸a˜o para cada conjunto de
f + 1 GWorkers dispon´ıveis em W (linha 2). Depois, cada partic¸a˜o p
e´ associada a f + 1 GWorkers de W, que passam a ser re´plicas. Cada
conjunto de re´plicas e´ enta˜o armazenado na varia´vel R (linha 4). Estas
re´plicas devera˜o seguir a mesma sequeˆncia de estados durante a com-
putac¸a˜o da tarefa, ja´ que operam sobre a mesma partic¸a˜o do grafo.
Comparando seus estados e´ poss´ıvel detectar valores arbitra´rios. Nesse
mesmo ponto e´ inicializada a varia´vel F , que e´ usada para controlar o
nu´mero de inconsisteˆncias detectadas em cada conjunto de re´plicas em
R.
A principal parte do algoritmo e´ o lac¸o de supersteps. Nele, o
GMaster define quais as pro´ximas operac¸o˜es que os GWorkers devem
executar e envia mensagens para eles com os comandos adequados.
Cada mensagem enviada pelo GMaster pode conter um ou mais co-
mandos, e cada comando conta com paraˆmetros adicionais necessa´rios
a` sua execuc¸a˜o. A lista das mensagens que o GMaster pode enviar
esta˜o detalhadas na tabela 2.
Cada iterac¸a˜o do lac¸o de supersteps consiste no envio de uma
mensagem contendo um comando start superstep e possivelmente
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Tabela 2 – Comandos enviados em mensagens do GMaster para GWor-
kers
Command Instrui GWorkers para:
partition Carregar uma partic¸a˜o do grafo de entrada
start superstep Iniciar um novo superstep
create checkpoint Salvar o estado atual num checkpoint
restore checkpoint Substituir o estado atual pelo do checkpoint
restore replicas Carregar parte de um checkpoint de outro GWorker
comandos para criar ou restaurar checkpoints. Apo´s enviar a mensagem
para todos os GWorkers, GMaster aguarda que respondam ou que se-
jam marcados como suspeitos de crash. Um GWorker e´ marcado como
suspeito de ter parado quando ele deixa de enviar as mensagens de
heartbeat para GMaster. Este mecanismo na˜o esta´ descrito nos algo-
ritmos pois e´ bem simples: de tempos em tempos cada GWorker envia
para GMaster uma mensagem com informac¸o˜es sobre o andamento da
computac¸a˜o do superstep atual.
Para detectar um valor arbitra´rio nos estados dos ve´rtices do
grafo, GMaster precisa de um meio de comparar o estado de cada
ve´rtice do grafo com suas f+1 re´plicas distribu´ıdas entre os GWorkers.
Entretanto, seria muito custoso transmitir o estado de todos os ve´rtices
de todas as re´plicas ao GMaster para que ele pudesse compara´-los, uma
vez que se assume que o grafo de entrada e´ muito grande. Em vez disso,
Greft usa resumos criptogra´ficos dos estados de cada re´plica. Apo´s pro-
cessar um superstep, cada GWorker computa um resumo criptogra´fico
dos estados de todos os ve´rtices sob sua responsabilidade e inclui esse
resumo na mensagem enviada ao GMaster. Para computar o resumo
criptogra´fico, os ve´rtices cada GWorker sa˜o ordenados numericamente
pelo seu identificador e e´ aplicada, sequencialmente, uma func¸a˜o de
hash (SHA-1) sobre seus estados. Como os GWorkers esta˜o agrupados
em conjuntos de f + 1 re´plicas que processam a mesma partic¸a˜o do
grafo, cada ve´rtice de cada partic¸a˜o deve estar no mesmo estado em
todas as f +1 re´plicas apo´s um superstep. Disso se conclui que, se o re-
sumo criptogra´fico e´ computado numa ordem definida em cada re´plica,
os resultados de todas as f + 1 re´plicas de cada conjunto sera˜o iguais.
Comparando os resumos criptogra´ficos de cada conjunto de re´plicas,
Greft pode detectar se alguma das re´plicas produziu algum valor ar-
bitra´rio durante o processamento, uma vez que a func¸a˜o de resumo
criptogra´fico resistente a` coliso˜es garante que os resumos sera˜o diferen-
tes neste caso. Quem define o que e´ o estado de cada ve´rtice e´ a func¸a˜o
definida pelo usua´rio: pode ser apenas o valor do ve´rtice, ou os pesos
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das suas arestas, ou ambos.
No caso de faltas transientes - que acontecem, mas depois de-
saparecem - na˜o ha´ necessidade de remover processos e redistribuir
os ve´rtices. Bastaria executar novamente o processamento para ten-
tar chegar a uma maioria de f + 1 resultados iguais para cada ve´rtice
do grafo. Entretanto, uma falta permanente (por exemplo, um bit de
memo´ria travado em um valor) pode fazer que um conjunto de GWor-
kers nunca deˆ resultados iguais. Para este caso, e´ definido o paraˆmetro
fmax como o limite de faltas observadas em um conjunto de re´plicas
a partir do qual tal conjunto e´ removido do sistema. Ja´ quando um
processo falha por parada (crash), ele entra na lista de suspeitos por
na˜o enviar as mensagens perio´dicas de estado (heartbeats) ao GMaster.
Neste caso, o conjunto de re´plicas tambe´m e´ removido do sistema.
Quando o GMaster remove um conjunto de re´plicas, primeira-
mente ele verifica se existem ma´quinas adicionais que possam ser usadas
para substitu´ı-las. Se existirem, a partic¸a˜o dos processos removidos e´
enviada a elas atrave´s do comando PARTITION e elas sa˜o adiciona-
das ao processamento. Se na˜o houver mais ma´quinas a` disposic¸a˜o,
a informac¸a˜o dos checkpoints dos processos removidos e´ inclu´ıda no
comando RESTORE REPLICAS e enviado aos GWorkers. Cada con-
junto de GWorkers restante, por sua vez, restaura uma partic¸a˜o do
arquivo de checkpoint do conjunto removido (ver func¸a˜o restoreCheck-
pointPartition do algoritmo 2), de forma que os ve´rtices presentes
no arquivo sejam igualmente distribu´ıdos entre eles e sejam replica-
dos. Em ambos os casos, o GMaster tambe´m envia o comando RES-
TORE CHECKPOINT para que os processos restaurem o seu u´ltimo
checkpoint e recomecem o processamento.
Com a introduc¸a˜o das re´plicas de cada processo na˜o ha´ mais
necessidade de armazenar os checkpoints num sistema de arquivos dis-
tribu´ıdos. Os checkpoints passam a ser armazenados apenas no disco
local de cada GWorker e, no caso de falha de uma ma´quina, seu es-
tado pode ser restaurado a partir do u´ltimo checkpoint armazenado
em uma de suas re´plicas (func¸a˜o restoreFromLocalOrReplica no algo-
ritmo 2). Esta te´cnica tambe´m e´ usada na restaurac¸a˜o do estado de
processos removidos por atingirem f max ou que falharam por parada.
Dessa forma, o sistema de arquivos distribu´ıdos e´ usado apenas para
armazenar os arquivos de entrada e os resultados da computac¸a˜o. Ale´m
disso, sempre que um checkpoint e´ gerado por um GWorker, um resumo
criptogra´fico do arquivo e´ enviado ao GMaster. Com isso, quando for
necessa´rio restaurar checkpoints, o GMaster devolve estes resumos para
os GWorkers, que podem verificar a integridade de seus arquivos e so-
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licitar o arquivo de sua re´plica no caso de uma divergeˆncia.
Algoritmo 1 GMaster
Require: W: set of workers, G: input graph, N : available nodes
1: function GMaster(f , fmax, spc)
2: P ← partition G into b|W|/(f + 1)c subgraphs
3: for all p ∈ P do
4: R[p]← {w ∈ W | w1...wf+1}
5: W ←W −R[p]
6: F [p]← 0
7: msg ← empty message
8: msg.addCmd(partition, R)
9: superstep ← 1
10: while G.active() do
11: msg.addCmd(start superstep, superstep)
12: if superstep mod spc == 0 then
13: msg.addCmd(create checkpoint, superstep)
14: sendToAll(R, msg)
15: msg ← empty message
16: superstep ← superstep + 1
17: ∀r ∈ R wait for responses or suspicions
18: for all p ∈ P do
19: if (∃w ∈ R[p] | suspicions[w] = True) or (∃w,w′ ∈
R[p] | resp[w].hash 6= resp[w′].hash) then
20: checkpoint ← lastCheckpoint()
21: superstep ← checkpoint.superstep
22: msg.addCmd(restore checkpoint, checkpoint)
23: F [p]← F [p] + 1
24: if (F [p] > fmax) or (∃w ∈ R[p] | suspicions[w] =
True) then
25: removed ← R[p]
26: R ← R− {removed}
27: if |N | > f + 1 then
28: R[p]← {w ∈ N | w1...wf+1}
29: N ← N −R[p]
30: F [p]← 0
31: msg.addCmd(partition, R[p])
32: else
33: msg.addCmd(restore replics, removed)
34: end function
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4.4.2 GWorker
O algoritmo 2 e´ o executado pelos GWorkers. Trata-se de um
algoritmo mais simples, que apenas espera mensagens do GMaster e
executa os comandos recebidos na ordem descrita no algoritmo. E´
importante lembrar que uma mensagem enviada pelo GMaster pode
conter mais de um comando. Portanto, mais de uma operac¸a˜o pode ser
realizada em cada lac¸o. O algoritmo continua sua execuc¸a˜o enquanto
o GMaster estiver ativo e, ao final, apenas um dos GWorkers de cada
conjunto de re´plicas escreve seu resultado para o sistema de arquivos
distribu´ıdo.
Algoritmo 2 GWorker
1: function GWorker(master)
2: while master.active() do
3: msg ← waitMessage(master)
4: resp ← empty response
5: if msg.PARTITION then
6: partition ← msg.partition()
7: if msg.CREATE CHECKPOINT then
8: checkpoint ← partition.createCheckpoint()
9: resp.addCheckpointHash(checkpoint.computeHash())
10: if msg.RESTORE CHECKPOINT then
11: partition.restoreFromLocalOrReplica(msg.superstep,
msg.checkpoint.hashes)
12: if msg.RESTORE REPLICAS then
13: partition.restoreCheckpointPartition(msg.replicas,
msg.checkpoint.hashes)
14: if msg.START SUPERSTEP then
15: for vertex ∈ partition do
16: vertex.execute(msg.superstep)
17: resp.addSuperstepHash(partition.computeHash())
18: send(resp, master)
19: if not partition.isReplica then
20: partition.writeResult()
21: end function
4.5 CORRETUDE
Nesta sec¸a˜o sa˜o descritas as caracter´ısticas dos algoritmos do
Greft que garantem que, mesmo na presenc¸a de um nu´mero limitado
de faltas, a computac¸a˜o termina em algum momento e seu resultado e´
correto.
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Inicialmente, sa˜o descritos os seguintes Axiomas dos algoritmos:
Axioma 1. Existe ao menos f + 1 re´plicas de cada ve´rtice
do grafo de entrada para uma computac¸a˜o, distribu´ıdos de tal forma
que cada conjunto de f + 1 GWorkers seja responsa´vel pelos mesmos
ve´rtices.
Axioma 2. Existe ao menos uma re´plica correta de cada ve´rtice
do grafo durante a computac¸a˜o de cada superstep.
Axioma 3. E´ improva´vel que ocorram faltas em f re´plicas de
um ve´rtice de forma que seu estado fique igual nestas re´plicas.
Axioma 4. Um superstep so´ inicia apo´s o te´rmino do anterior
em todos os GWorkers.
Axioma 5. Uma computac¸a˜o leva um nu´mero finito de supers-
teps para terminar.
Axioma 6. Os checkpoints sa˜o criados pelos GWorkers no in´ıcio
de um superstep, antes de realizar a computac¸a˜o propriamente dita
deste superstep.
Axioma 7. GWorkers enviam periodicamente ao GMaster men-
sagens com o andamento da computac¸a˜o do superstep atual.
Axioma 8. GMaster mante´m uma lista de GWorkers suspeitos
de terem parado de funcionar durante cada superstep.
Axioma 9. Ao final de um superstep, cada GWorker envia um
resumo criptogra´fico dos estados dos ve´rtices sob sua responsabilidade
para o GMaster.
A partir destes Axiomas sa˜o apresentados os seguintes Lemas e
Teoremas:
Lema 1. Um GWorker que tenha falhado por parada sera´ in-
clu´ıdo, em algum momento, na lista de GWorkers suspeitos de parada
mantida pelo GMaster.
Prova: De acordo com o Axioma 7, GMaster e´ capaz de conhecer
o andamento do processamento de um superstep em cada GWorker.
Caso um GWorker pare de funcionar, ele tambe´m na˜o enviara´ mais
estas mensagens de andamento. Caso um GWorker na˜o envie estas
mensagens por um determinado nu´mero de per´ıodos, GMaster pode
assumir que tal GWorker falhou e inclu´ı-lo na lista de suspeitos.
Lema 2. GMaster e´ capaz de determinar quando um superstep
terminou.
Prova: De acordo com o Axioma 9, GMaster pode facilmente
observar a finalizac¸a˜o de um superstep em GWorkers que esta˜o funcio-
nando e enviaram a mensagem correspondente. Ja´ no caso de GWor-
kers que tenham parado de funcionar, de acordo com o Lema 1, eles
sera˜o inclu´ıdos na lista de suspeitos em algum momento. Quando todos
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os GWorkers tiverem enviado a mensagem de finalizac¸a˜o ou forem in-
clu´ıdos na lista de suspeitos, GMaster pode determinar que o superstep
atual terminou.
Lema 3: GMaster e´ capaz de determinar se ocorreram faltas
durante a execuc¸a˜o de um superstep.
Prova: De acordo com o Lema 2, GMaster e´ capaz de determi-
nar quando a execuc¸a˜o de um superstep terminou em todos os GWor-
kers. Os Axiomas 1, 2 e 3 garantem que havera´ f + 1 re´plicas de cada
ve´rtice do grafo de entrada, das quais ao menos uma sera´ correta e ne-
nhuma das f restantes, quando faltosas, tera˜o um estado igual. Desta
forma, as re´plicas de um ve´rtice so´ sera˜o corretas se estiverem com o
mesmo estado. Como esses ve´rtices esta˜o agrupados em conjuntos de
f + 1 GWorkers, os resumos criptogra´ficos calculados por eles ao fi-
nal de cada superstep (Axioma 9) sera˜o iguais se e somente se todos
os ve´rtices sob sua responsabilidade estejam corretos. Assumindo um
resumo nulo para GWorkers presentes na lista de suspeitos, GMaster
pode determinar que ocorreu alguma falta no processamento de um su-
perstep quando um conjunto de re´plicas apresentar diferenc¸as em seus
resumos criptogra´ficos.
Lema 4: Um novo superstep so´ inicia se o sistema estiver num
estado correto.
Prova: De acordo com o Axioma 4, um novo superstep so´ inicia
quando o anterior terminar. O Lema 2 garante que GMaster e´ capaz
de detectar quando um superstep terminou e o Lema 3 garante que
GMaster e´ capaz de determinar se ocorreram faltas na execuc¸a˜o do
superstep anterior. Com isso, e´ poss´ıvel ao GMaster iniciar um novo
superstep apenas quando o anterior terminou e o sistema esta´ num
estado correto.
Lema 5: Um checkpoint sempre conte´m um estado correto de
um GWorker.
Prova: Os Axiomas 4 e 6 garantem que um checkpoint e´ criado
no intervalo apo´s a finalizac¸a˜o de um superstep em todos os GWor-
kers, mas antes do in´ıcio da computac¸a˜o do pro´ximo superstep em cada
GWorker. Como o Lema 4 garante que um superstep so´ inicia se o
sistema estiver correto, e´ garantido que um checkpoint criado neste
momento conte´m um estado correto de cada GWorker.
Lema 6. A restaurac¸a˜o de um checkpoint coloca o sistema em
um estado correto.
Prova: De acordo com o Lema 5, cada checkpoint conte´m um es-
tado correto de um GWorker. E´ garantido, portanto, que a restaurac¸a˜o
de todos os checkpoints recoloca o sistema num estado correto. Essa
64
garantia permanece verdadeira mesmo nos casos em que re´plicas sa˜o
removidas do sistema e seus checkpoints sa˜o distribu´ıdos entre outros
GWorkers. Portanto, apo´s restaurar um checkpoint e´ poss´ıvel iniciar
um novo superstep e preservar as garantias do Lema 4.
Teorema 1. Uma computac¸a˜o termina em algum momento.
Prova: O Axioma 5 garante que havera´ um nu´mero finito de
supersteps a executar para que a computac¸a˜o termine. Ja´ o Axioma 4
diz que um novo superstep so´ pode iniciar apo´s o anterior terminar. O
Lema 2 garante que, mesmo na presenc¸a de faltas, e´ poss´ıvel determi-
nar quando um superstep terminou, permitindo ao sistema avanc¸ar ao
pro´ximo. Em conjunto com o Lema 6, que garante que e´ poss´ıvel recolo-
car o sistema num estado correto caso algum problema ocorra, o Lema
2 garante que novos supersteps podem iniciar. Com isso, garante-se
que supersteps iniciem e terminem, de forma que o sistema e´ capaz de
avanc¸ar e, em algum momento, executar todos os supersteps necessa´rios
para completar a computac¸a˜o.
Teorema 2. O resultado de uma computac¸a˜o sera´ sempre cor-
reto.
Prova: Para chegar a um resultado correto, o sistema precisa
se manter num estado correto ate´ o fim da execuc¸a˜o dos supersteps.
O Axioma 5 garante que ha´ um limite de supersteps a executar e o
Lema 3 garante que o sistema e´ capaz de detectar faltas que compro-
metam o estado do sistema. Em conjunto com o Lema 6, que garante
que e´ poss´ıvel recolocar o sistema num estado correto apo´s um pro-
blema, garante-se que e´ poss´ıvel manter seu estado correto ate´ o fim da
computac¸a˜o.
4.6 PROTO´TIPO
O proto´tipo do Greft foi implementado sobre a versa˜o inicial do
GPS disponibilizada pelos autores.2 O GPS foi escrito em Java, enta˜o
sa˜o descritas as alterac¸o˜es realizadas por classes. Nenhuma alterac¸a˜o
foi realizada no HDFS, dado que ja´ existe uma versa˜o tolerante a faltas
Bizantinas. Ale´m da implementac¸a˜o dos algoritmos descritos anteri-
ormente, tambe´m foi necessa´ria a implementac¸a˜o do armazenamento e
restaurac¸a˜o de checkpoints, uma vez que os mecanismos de toleraˆncia
a faltas na˜o foram disponibilizados junto com a versa˜o inicial do GPS.
A classe GMaster foi criada a partir da GPSMaster, original-
2Obtida em 23/09/2014, no enderec¸o https://subversion.assembla.com/svn/phd-
projects/gps/trunk/
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mente dispon´ıvel no GPS. Nesta classe foram inclu´ıdos os paraˆmetros
f , f max e spc. A rotina de particionamento do grafo foi alterada para
replicar f+1 vezes os ve´rtices do arquivo de entrada em GWorkers dife-
rentes. A mensagem de in´ıcio de um superstep foi alterada para incluir
os comandos de criac¸a˜o e restaurac¸a˜o de checkpoint. No lac¸o de controle
dos supersteps, apo´s o recebimento de todas as mensagens de finalizac¸a˜o
do superstep, foi inclu´ıda a comparac¸a˜o dos resumos criptogra´ficos rece-
bidos dos processos. Caso diferenc¸as sejam encontradas, e´ sinalizada a
restaurac¸a˜o do u´ltimo checkpoint na mensagem que sera´ enviada para
iniciar o pro´ximo superstep. Resumos dos arquivos de checkpoint de
cada processo e sua re´plica sa˜o inclu´ıdos nessa mensagem. Adicional-
mente, caso um conjunto de processos tenha ultrapassado o nu´mero
f max de diferenc¸as detectadas ou algum processo tenha falhado por
parada, eles sa˜o removidos. Se existirem ma´quinas dispon´ıveis, elas
sa˜o usadas para restaurar os ve´rtices dos processos que foram removi-
dos. Sena˜o, informac¸o˜es sobre os checkpoints dos processos faltosos sa˜o
inclu´ıdas nas mensagens enviadas aos processos restantes.
A classe GWorker foi criada a partir da GPSWorker original. O
lac¸o de controle de supersteps foi alterado com a inclusa˜o das rotinas
de criac¸a˜o e restaurac¸a˜o de checkpoints e de gerac¸a˜o de resumo crip-
togra´fico do estado dos ve´rtices. Ao receber a mensagem de in´ıcio de
um superstep, o GWorker gera ou restaura um checkpoint conforme de-
finido na mensagem. Ja´ a gerac¸a˜o do resumo criptogra´fico e´ feita apo´s o
processamento de todos os ve´rtices num superstep. O algoritmo SHA-1
e´ executado sobre o estado de todos os ve´rtices, que esta˜o ordenados
numericamente pelo seu identificador. Isso garante que um processo e
sua re´plica cheguem ao mesmo resumo caso o estado de seus ve´rtices es-
teja igual. Esse resumo e o de um eventual checkpoint sa˜o adicionados
a` mensagem de finalizac¸a˜o de superstep enviada ao GMaster.
Para as rotinas de criac¸a˜o e restaurac¸a˜o de checkpoints, foram
criadas as classes CheckpointWriter e CheckpointReader. Elas fazem
isso de maneira eficiente, armazenando apenas os dados necessa´rios
usando uma codificac¸a˜o bina´ria. A classe CheckpointReader obte´m o
arquivo localmente ou de uma re´plica do processo, caso ele esteja cor-
rompido ou ausente. No caso de restaurac¸a˜o de checkpoint de processos
removidos, os dados sa˜o carregados para um local tempora´rio e a rotina
de distribuic¸a˜o dos ve´rtices usadas no particionamento inicial do grafo
e´ invocada, distribuindo esses ve´rtices entre os processos restantes.
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4.7 CONSIDERAC¸O˜ES FINAIS
Neste cap´ıtulo foram apresentados a arquitetura, o modelo do sis-
tema, os algoritmos e informac¸o˜es sobre a implementac¸a˜o do proto´tipo
do Greft.
De acordo com os objetivos deste trabalho, foi apresentado um
sistema de processamento de grafos de larga escala capaz de tolerar
faltas arbitra´rias acidentais de maneira eficiente. Os detalhes do sis-
tema sa˜o apresentados de maneira teo´rica, incluindo uma ana´lise de
corretude de seus algoritmos. No pro´ximo cap´ıtulo e´ apresentada uma
avaliac¸a˜o experimental do proto´tipo implementado.
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5 AVALIAC¸A˜O EXPERIMENTAL
Neste cap´ıtulo sa˜o apresentados os resultados de experimentos
realizados com o Greft. O propo´sito destes experimentos e´ demonstrar
que o Greft atende aos objetivos do trabalho, descritos na sec¸a˜o 1.3, e
e´ uma alternativa via´vel a aplicac¸o˜es de processamento distribu´ıdo de
grafos que necessitem de garantias mais amplas a toleraˆncia a faltas.
Especificamente, os experimentos foram desenhados para avaliar
as seguintes questo˜es:
• Eficieˆncia: qual o custo adicional do algoritmo tolerante a faltas
arbitra´rias acidentais?
• Gerenciamento de checkpoints: qual o ganho de desempenho ob-
tido com o armazenamento dos checkpoints em disco local?
• Recuperac¸a˜o de faltas: qual o overhead introduzido pela recu-
perac¸a˜o de uma falta?
5.1 CENA´RIO
Embora na˜o exista um benchmark espec´ıfico para processamento
de grafos, ha´ diversos datasets com grafos reais dispon´ıveis. Nos tes-
tes foi usado um dataset extra´ıdo da rede social Twitter, contendo um
grafo onde ve´rtices representam usua´rios e arestas os seus seguidores na
rede (KWAK et al., 2010). Este grafo tem aproximadamente 41,7 milho˜es
de ve´rtices e 1,47 bilha˜o de arestas. Os experimentos foram executa-
dos na nuvem computacional Amazon Web Services (AWS), usando 17
instaˆncias (ma´quinas virtuais) tipo r3.large do servic¸o Elastic Compute
Cloud (EC2). Este tipo de instaˆncia possui 15 GB de RAM, 32 GB
de armazenamento em Solid State Disk (SSD) e 2 CPUs virtuais de
processadores Intel Xeon E5-2670 v2. Todas as instaˆncias estavam na
mesma zona de disponibilidade (availability zone) e usavam o Ubuntu
Server 14.04 LTS. Como o GPS e o Greft precisam que todo o grafo e
as mensagens trocadas fiquem em memo´ria, esse tipo de instaˆncia foi
escolhido por ter a melhor relac¸a˜o de custo/benef´ıcio entre poder de
processamento e memo´ria dispon´ıvel. Ale´m disso, e´ no pro´prio ambi-
ente AWS ou similares que aplicac¸o˜es reais de processamento de larga
escala sa˜o executadas, incluindo processamento de grafos.
Para realizar os experimentos, foi necessa´rio selecionar algorit-
mos para a func¸a˜o definida pelo usua´rio que e´ executada pelo sistema
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sobre o grafo de entrada. Foram selecionados treˆs algoritmos, que foram
executados sobre o grafo nos experimentos. De acordo com o modelo do
Pregel, os algoritmos recebem como argumento um ve´rtice v do grafo de
entrada G. O ve´rtice conte´m todas as informac¸o˜es descritas no cap´ıtulo
4.1. Os algoritmos tambe´m podem acessar valores do conjunto de ar-
gumentos opcionais A, que e´ disponibilizado como uma varia´vel global.
Ale´m dos valores recebidos na requisic¸a˜o feita pelo usua´rio, o GWorker
tambe´m inclui valores do ambiente de execuc¸a˜o nesta varia´vel, como o
nu´mero do superstep atual (current superstep) e o nu´mero de ve´rtices
do grafo G (num of vertices). As caracter´ısticas de cada algoritmo
sa˜o descritas a seguir:
• PageRank: ranqueia de maneira recursiva os ve´rtices do grafo
com base no seu grau de entrada (PAGE et al., 1999). E´ caracte-
rizado por um alto nu´mero de mensagens trocadas pelos ve´rtices
durante todo o processamento e por um nu´mero fixo de supers-
teps. Seu funcionamento e´ descrito no algoritmo 3. Este algoritmo
necessita do argumento max iterations, que indica o nu´mero de
iterac¸o˜es a realizar e deve ser informado pelo usua´rio na requisic¸a˜o
da computac¸a˜o.
• Single Source Shortest Path (SSSP): assumindo os pesos
das arestas como distaˆncias entre os ve´rtices, o algoritmo cal-
cula a menor distaˆncia de um ve´rtice de origem a todos os outros
ve´rtices do grafo (MALEWICZ et al., 2010). E´ caracterizado por
uma reduc¸a˜o do nu´mero de ve´rtices ativos com o andamento do
processamento, o que faz que o volume de mensagens trocadas
entre os ve´rtices e o processamento propriamente dito diminuam
com o tempo. O nu´mero de supersteps necessa´rios para com-
pletar a computac¸a˜o varia de acordo com a estrutura do grafo.
No grafo usado nos experimentos foram necessa´rios 17 supersteps
para completar. Seu funcionamento e´ descrito no algoritmo 4.
• Weakly Connected Components: encontra as componentes
fracamente conexas de um grafo direcionado - ou seja, encon-
tra os maiores subgrafos poss´ıveis em que cada par de ve´rtices e´
mutualmente alcanc¸a´vel se removida a direcionalidade das ares-
tas (SALIHOGLU; WIDOM, 2013). Como o SSSP, e´ caracterizado
por um nu´mero varia´vel de ve´rtices ativos durante o processa-
mento. O nu´mero de supersteps necessa´rios para completar uma
computac¸a˜o tambe´m depende do grafo usado. Nos experimentos,
foram necessa´rios 47 supersteps. Seu funcionamento e descrito no
algoritmo 5.
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Algoritmo 3 PageRank
1: function PageRank(v)
2: if superstep == 1 then
3: rank ← 1 / A.num of vertices
4: else
5: sum ← 0
6: count ← 0
7: for msg in v.messages do
8: sum ← sum + msg.value
9: count ← count + 1
10: rank ← (0.85 × sum ÷ count) + (0.15 ÷ A.num of vertices)
11: v.value← rank
12: for e in v.edges do
13: sendMessage(e.vertexId, rank)
14: if A.current superstep == A.max iterations then
15: v.active← false
16: end function
Algoritmo 4 Single Source Shortest Path
1: function SSSP(v)
2: minDist ← origem(v.id) ? 0 : +∞
3: for msg in v.messages do
4: minDist ← min(msg.value, minDist)
5: if minDist < v.value then
6: v.value← minDist
7: for e in v.edges do
8: valueMsg gets v.value + e.weight
9: sendMessage(e.vertexId, valueMsg)
10: v.active← false
11: end function
Algoritmo 5 Weakly Connected Components
1: function WCC(v)
2: if A.superstep == 1 then
3: minValue ← v.id
4: v.value← +∞
5: else
6: minValue ← v.value
7: for msg in v.messages do
8: minValue = min(msg.value, minValue)
9: if minValue < v.value then
10: v.value← minValue
11: for e in v.edges do
12: sendMessage(e.vertexId, minValue)
13: v.active← false
14: end function
70
Os algoritmos escolhidos para os experimentos na˜o costumam
ser usados diretamente para resolver problemas do mundo real. No en-
tanto, sa˜o u´teis como experimentos pois cada um deles captura carac-
ter´ısticas comuns em algoritmos em grafos. O PageRank e´ um exemplo
de pior caso em termos de processamento e troca de mensagens, pois
todos os ve´rtices ficam ativos durante a computac¸a˜o e enviam men-
sagens a todos os ve´rtices adjacentes em cada superstep. O SSSP e´
um exemplo de algoritmo cujo desempenho e´ afetado pelo diaˆmetro do
grafo, ou seja, a distaˆncia entre os dois pares de ve´rtices mais distantes
do grafo. O WCC, ao agrupar os ve´rtices fracamente conexos, simula
o funcionamento de um algoritmo de clusterizac¸a˜o.
Nos experimentos, os algoritmos foram parametrizados com f
= 1, pois esse e´ o valor usualmente assumido em testes de sistemas
tolerantes a faltas Bizantinas e porque e´ pouco prova´vel ocorrer um
nu´mero de faltas superior a esse num passo de processamento. Ale´m
disso, apenas faltas transientes foram simuladas, pois a implementac¸a˜o
da remoc¸a˜o de uma re´plica do sistema na˜o estava completa na versa˜o
dispon´ıvel do GPS original. O paraˆmetro spc, que define o intervalo
de supersteps para gerac¸a˜o de um checkpoint , foi definido conforme as
caracter´ısticas de cada algoritmo e ficou em 8 para o PageRank, 6 para
o SSP e 10 para o WCC. Levou-se em considerac¸a˜o apenas o tempo
de execuc¸a˜o dos supersteps de cada algoritmo, sem considerar o tempo
para particionar o grafo entre as re´plicas no in´ıcio e de armazenamento
do resultado no final do algoritmo. Embora o particionamento inicial
do grafo seja afetado pela implementac¸a˜o do novo algoritmo, o fator
dominante e´ a forma como os arquivos de entrada esta˜o distribu´ıdos
no HDFS, cuja otimizac¸a˜o foge do escopo desse trabalho. Ja´ a escrita
final do resultado na˜o foi afetada pelas implementac¸o˜es, pois apenas
uma re´plica armazena o resultado. Os valores exibidos sa˜o a me´dia de
3 execuc¸o˜es de cada algoritmo. Foram realizadas apenas 3 execuc¸o˜es,
pois observou-se uma dispersa˜o muito pequena dos resultados.
5.2 EXPERIMENTOS
5.2.1 Eficieˆncia
Um dos objetivos do Greft e´ ser capaz de tolerar faltas arbitra´rias
acidentais de maneira eficiente. Esta eficieˆncia e´ expressa principal-
mente no nu´mero de re´plicas necessa´rias para alcanc¸ar este objetivo.
No cap´ıtulo 4 descreve-se que o Greft necessita de f + 1 re´plicas para
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tolerar f faltas. Este e´ um nu´mero menor que o comumente necessa´rio
para toleraˆncia de faltas Bizantinas, que e´ de 2f + 1 ou 3f + 1 re´plicas.
No entanto, e´ necessa´rio avaliar se os mecanismos de verificac¸a˜o de
faltas e comparac¸a˜o de hashes descritos nos algoritmos manteˆm essa
eficieˆncia.
Para avaliar esta caracter´ıstica, os treˆs algoritmos foram exe-
cutados sobre o grafo do Twitter, tanto no modo original do GPS
quanto no Greft, para comparac¸a˜o do desempenho. Os tempos me´dios
de execuc¸a˜o (e desvios-padra˜o) para o PageRank no GPS e Greft foram,
respectivamente, 1849 (± 62) e 4272 (± 119) segundos; para o SSSP,
233 (± 13) e 411 (± 21) segundos; para o WCC, 342 (± 11) e 568 (±
17) segundos. Os resultados para o PageRank sa˜o exibidos na figura
15. Ja´ os resultados para o SSSP e WCC na figura 16. Os resultados
esta˜o em figuras separadas pois o PageRank leva muito mais tempo que
os outros dois algoritmos.
Embora os nu´meros absolutos sejam interessantes, pode ser dif´ıcil
perceber neles a diferenc¸a real de desempenho entre o Greft e o GPS.
Para facilitar, a figura 17 apresenta a raza˜o do tempo de processamento
do Greft e da versa˜o original do GPS (ou seja, tempo do Greft divi-
dido pelo tempo do GPS). Nota-se que a versa˜o experimental leva, em
me´dia, duas vezes o tempo da versa˜o oficial, variando conforme o al-
goritmo. Isso e´ esperado, ja´ que o Greft tem a` disposic¸a˜o metade dos
recursos da versa˜o original devido a` replicac¸a˜o dos ve´rtices.
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Figura 15 – Tempo de execuc¸a˜o do PageRank no GPS original e no
Greft
72
0 20 40 60 80 100
0
10
0
20
0
30
0
40
0
50
0
% do processamento
Te
m
po
 (s
)
l
l
l
l l l l
l l
l l l l
l l l l
l l
l l l l l
l l l l
l
l l l l l
l l l l l
l l l l l
l l l
l
Algoritmos
sssp_gps
sssp_greft
wcc_gps
wcc_greft
Figura 16 – Tempos de execuc¸a˜o do SSSP e WCC no GPS original e
no Greft
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Figura 17 – Raza˜o dos tempos de execuc¸a˜o dos algoritmos no GPS
original e no Greft
5.2.2 Gerenciamento de Checkpoints
Uma das otimizac¸o˜es do novo algoritmo e´ o armazenamento dos
checkpoints em disco local. Esperava-se um ganho no desempenho por
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se dispensar o uso do HDFS, mesmo considerando que os checkpoints no
Greft teriam o dobro do tamanho dos do GPS original. Esta suposic¸a˜o
foi testada num experimento onde se compara os tempos levados pelo
GPS e Greft na tarefa de criac¸a˜o de checkpoints. A rotina de criac¸a˜o
de checkpoints e´ ideˆntica nos dois casos, apenas o destino do arquivo
e´ diferente. Esse ganho foi alcanc¸ado, como pode ser visto na figura
18. Neste gra´fico e´ exibido o percentual de tempo de processamento
gasto em supersteps que geram checkpoints e em supersteps normais.
Observa-se que em todos os casos, Greft usa menos tempo na tarefa de
criar checkpoints que o GPS, destinando mais tempo ao processamento
propriamente dito.
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Figura 18 – Percentual de tempo gasto em supersteps com e sem gerac¸a˜o
de checkpoints
Esse ganho tambe´m pode ser observado na figura 19, que conte´m
a raza˜o do tempo de execuc¸a˜o do Greft e GPS em cada superstep. Os
vales vis´ıveis neste gra´fico ocorrem nos supersteps onde ha´ gerac¸a˜o de
um checkpoint e demonstram que o desempenho do Greft fica pro´ximo
do GPS original nestes pontos (ou seja, a raza˜o se aproxima de 1).
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Figura 19 – Raza˜o dos tempos de execuc¸a˜o dos superstep no Greft e
GPS
5.2.3 Recuperac¸a˜o de uma Falta
Outro experimento realizado foi a execuc¸a˜o dos algoritmos com
a injec¸a˜o de uma falta transiente, para avaliar o overhead introduzido
pela rotina de recuperac¸a˜o de faltas. Foram simulados os cena´rios de
melhor e pior caso. Assumindo que o fator dominante na restaurac¸a˜o
de uma falta e´ o nu´mero de supersteps que sera˜o reexecutados apo´s a
restaurac¸a˜o do checkpoint, o melhor caso e´ uma falta que ocorre logo
apo´s um superstep onde um checkpoint foi gerado, pois apenas um
superstep precisara´ ser reexecutado. Ja´ o pior caso e´ o de uma falta
que ocorra imediatamente antes da gerac¸a˜o de um checkpoint. Na figura
20, e´ poss´ıvel perceber que nos melhores casos o overhead e´ realmente
muito pequeno - limitando-se ao tempo de restaurac¸a˜o do estado e
de execuc¸a˜o de mais um superstep. Ja´ no pior caso, ha´ um overhead
maior, mas tambe´m limitado ao nu´mero de supersteps que precisaram
ser reexecutados apo´s a restaurac¸a˜o do checkpoint.
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Figura 20 – Tempos de execuc¸a˜o dos algoritmos no Greft no sem faltas
(normal), melhor caso e pior caso
5.3 CONSIDERAC¸O˜ES FINAIS
Neste cap´ıtulo foram apresentados resultados experimentais que
demonstram que Greft atinge os objetivos descritos no cap´ıtulo 1.
Quando comparado ao GPS original, Greft leva em me´dia o dobro do
tempo para realizar uma computac¸a˜o. Isso demonstra que o sistema
e´ eficiente, pois como o processamento e´ replicado, Greft tem a` dis-
posic¸a˜o metade dos recursos do GPS original. Dessa forma, e´ razoa´vel
que leve o dobro do tempo.
O mecanismo de gerenciamento de checkpoints introduzido pelo
Greft e´ mais eficiente que o original do GPS, ja´ que Greft gasta pro-
porcionalmente menos tempo criando checkpoints que o GPS durante
uma computac¸a˜o.
Com relac¸a˜o a` recuperac¸a˜o de faltas, ficou demonstrado que ha´
um overhead, mas ele e´ dominado pelo nu´mero de supersteps que pre-
cisam ser reexecutados apo´s a restaurac¸a˜o de um checkpoint. Essa e´
uma caracter´ıstica comum aos sistemas que utilizam checkpoints para
recuperac¸a˜o de faltas.
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6 CONCLUSA˜O
6.1 REVISA˜O DAS MOTIVAC¸O˜ES E OBJETIVOS
Nos u´ltimos anos observou-se uma tendeˆncia de crescimento das
bases de dados em diversas a´reas, incluindo aquelas cujos dados sa˜o
modelados como grafos. Isso tem atra´ıdo a atenc¸a˜o dos pesquisadores
e diversos modelos esta˜o sendo propostos para lidar com grafos muito
grandes de maneira paralela e distribu´ıda.
O levantamento do estado da arte realizado neste trabalho de-
monstrou que ha´ uma preocupac¸a˜o com toleraˆncia a faltas nos modelos
recentemente propostos de sistemas de processamento distribu´ıdo de
grafos. Isso e´ fundamental, ja´ que estes modelos podem ser usados
em clusters com muitas ma´quinas para processar grafos muito grandes.
Neste tipo de ambiente, e´ prova´vel que algum componente falhe em
algum momento.
No entanto, tambe´m observou-se que ha´ lacunas nos modelos
propostos no que se refere a toleraˆncia a faltas. Todos os modelos pes-
quisados suportam apenas faltas simples de parada. Pore´m, a literatura
sugere que estes sistemas tambe´m esta˜o expostos a faltas arbitra´rias,
que sa˜o mais sutis e mais dif´ıceis de tratar. A preocupac¸a˜o com esse tipo
de falta e´ justificada pelo uso de sistemas de processamento de grafos
em tarefas cr´ıticas, como detecc¸a˜o de fraudes em transac¸o˜es comerciais
e ana´lise de redes de terroristas por parte de ageˆncias de inteligeˆncia.
O objetivo geral do trabalho foi apresentar um modelo de pro-
cessamento distribu´ıdo de grafos capaz de lidar com faltas arbitra´rias
acidentais de maneira eficiente.
Visando atender este objetivo, os seguintes objetivos espec´ıficos
foram perseguidos:
1. Avaliac¸a˜o do estado da arte em modelos de processamento dis-
tribu´ıdo de grafos, incluindo os mecanismos de toleraˆncia a faltas
destes modelos;
2. Proposic¸a˜o de uma arquitetura, um modelo de sistema e um al-
goritmo de processamento distribu´ıdo de grafos capaz de tolerar
faltas arbitra´rias acidentais de maneira eficiente atrave´s da re-
plicac¸a˜o dos ve´rtices do grafo;
3. Otimizac¸a˜o do armazenamento de checkpoints para recuperac¸a˜o
de faltas, dispensando o uso de sistema de arquivos distribu´ıdo;
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4. Implementac¸a˜o de um proto´tipo do modelo e realizac¸a˜o de uma
avaliac¸a˜o experimental com o uso de grafos reais;
6.2 VISA˜O GERAL DO TRABALHO
Nesta sec¸a˜o e´ feita uma revisa˜o do trabalho realizado e de como
foram atendidos os objetivos listados na sec¸a˜o anterior.
O cap´ıtulo 1 desta dissertac¸a˜o descreveu o contexto em que o
trabalho esta´ inserido, o objetivo geral e os objetivos espec´ıficos. Os
cap´ıtulos 2 e 3 apresentaram a revisa˜o da literatura. O cap´ıtulo 2
tratou da fundamentac¸a˜o teo´rica e trouxe os conceitos utilizados no
restante do trabalho. Ja´ o cap´ıtulo 3 trouxe os principais modelos
de processamento distribu´ıdo de grafos existentes na literatura e suas
caracter´ısticas. O cap´ıtulo 4 trouxe a descric¸a˜o do Greft, um sistema de
processamento distribu´ıdo de grafos capaz de tolerar faltas arbitra´rias
acidentais de maneira eficiente. Finalmente, o cap´ıtulo 5 trata de uma
avaliac¸a˜o experimental do Greft, onde demonstrou-se que o modelo e´
eficiente e que a otimizac¸a˜o no armazenamento de checkpoints reduziu
significativamente o tempo gasto nesta tarefa.
6.3 CONTRIBUIC¸O˜ES
De acordo com os objetivos definidos para este trabalho, pode-se
listar as seguintes contribuic¸o˜es:
1. A criac¸a˜o de um algoritmo tolerante a faltas arbitra´rias acidentais
para processamento distribu´ıdo de grafos;
2. A implementac¸a˜o de um proto´tipo deste algoritmo com base no
GPS, uma implementac¸a˜o do Pregel, incluindo otimizac¸o˜es no
gerenciamento dos checkpoints;
3. Uma avaliac¸a˜o experimental detalhada do funcionamento e de-
sempenho do proto´tipo no AWS, utilizando um grafo real para os
testes.
Com o objetivo de divulgar os resultados obtidos com o traba-
lho e, principalmente, submeter seus resultados para uma avaliac¸a˜o
da comunidade cient´ıfica que trata do tema desta dissertac¸a˜o, foram
produzidos artigos que foram submetidos a eventos na a´rea de com-
putac¸a˜o distribu´ıda e sistemas de larga escala. As reviso˜es e discusso˜es
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destas publicac¸o˜es contribu´ıram para o amadurecimento do trabalho,
incluindo melhorias nos algoritmos e recuperac¸a˜o de faltas. Os artigos
publicados sa˜o listados a seguir:
1. PRESSER, Daniel; LUNG, Lau Cheuk; CORREIA, Miguel. To-
leraˆncia a Faltas Arbitra´ria em Processamento Distribu´ıdo de Grafos.
In: XXXIII Simpo´sio Brasileiro de Redes de Computadores e Siste-
mas Distribu´ıdos - SBRC 2015, Anais Trilha Principal do SBRC 2015.
Vito´ria, Brasil, 2015. V. U´nico, p. 305-318. Qualis EB2.
2. PRESSER, Daniel; LUNG, Lau Cheuk; CORREIA, Miguel. Greft:
Arbitrary fault-tolerant distributed graph processing. In: 2015 IEEE
International Congress on Big Data (BigData Congress). New York,
USA, 2015. V. U´nico, p. 452-459. Qualis em ana´lise
A classificac¸a˜o Qualis-CC do evento BigData Congress ainda esta´
em ana´lise pois trata-se de um evento recente, que esta´ apenas na 4a
edic¸a˜o. Entretanto, e´ um evento em ascensa˜o e concorrido na a´rea
de sistemas distribu´ıdos de larga escala, que justifica sua escolha para
submissa˜o de artigo.
6.4 LIMITAC¸O˜ES
Embora o trabalho tenha atingido os objetivos desejados, algu-
mas deciso˜es tomadas no seu desenvolvimento trazem limitac¸o˜es a` sua
utilizac¸a˜o. Estas limitac¸o˜es sa˜o discutidas a seguir.
O trabalho trata de toleraˆncia a faltas, no entanto, e´ assumido
que o processo GMaster e´ sempre correto. Isso significa que qualquer
falha nesse processo compromete o andamento da computac¸a˜o. Isso
se justifica pelo fato que o processamento realizado pelo GMaster e´
pequeno em relac¸a˜o aos GWorkers, que sa˜o intensivos em uso de pro-
cessador e memo´ria. Ale´m disso, e´ uma alterac¸a˜o trivial no algoritmo
do GMaster permitir que uma computac¸a˜o que tenha parado por fa-
lha no GMaster seja manualmente reiniciada a partir de um checkpoint
existente. Isso na˜o o torna tolerante a faltas, mas facilita uma recu-
perac¸a˜o manual do sistema.
Uma caracter´ıstica comum aos mecanismos de recuperac¸a˜o de
faltas, como o usado pelo Greft, e´ o fato do processamento na˜o avanc¸ar
enquanto uma falta estiver presente no sistema. Greft controla essa
situac¸a˜o com o uso do paraˆmetro f max, que acaba por eliminar os
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processos com faltas permanentes ou intermitentes em algum momento.
No entanto, isso pode introduzir um overhead significativo caso muitas
faltas ocorram durante uma computac¸a˜o. No pior caso, para n GWor-
kers dispon´ıveis, um total de nf+1 × f max checkpoints tera˜o que ser
restaurados. Modelos de mascaramento de faltas sa˜o mais adequados
para essas situac¸o˜es, pois avanc¸am mesmo na presenc¸a de faltas. En-
tretanto, estas te´cnicas demandam um nu´mero maior de re´plicas, como
2f + 1 para tolerar f faltas.
O objetivo de ser eficiente tambe´m limita a capacidade de Greft
detectar as faltas de maneira espec´ıfica. O que o sistema detecta sa˜o
faltas de parada ou diferenc¸as entre estados de re´plicas. Entretanto,
nesse caso na˜o e´ poss´ıvel determinar exatamente qual e´ a re´plica fal-
tosa, o que leva ao descarte de conjuntos inteiros de re´plicas no caso
de muitas faltas. Como Greft e´ planejado para ambientes de nuvens
computacionais, e´ assumido que descartar instaˆncias e obter novas na˜o
seja custoso. Mas esse pode na˜o ser o caso em outros ambientes.
6.5 TRABALHOS FUTUROS
Podem ser exemplos de trabalhos futuros a explorac¸a˜o de mo-
delos mais amplos de faltas, incluindo faltas Bizantinas considerando
comportamento malicioso e toleraˆncia a faltas no processo GMaster.
Uma forma de tolerar faltas no GMaster e´ replica´-lo. Como na˜o ha´ ne-
cessidade de ordenac¸a˜o de requisic¸o˜es no Greft, e´ poss´ıvel utilizar um
total de 2f + 1 re´plicas para tolerar f re´plicas faltosas. Os GWorkers,
por sua vez, esperariam ao menos f + 1 mensagens iguais de GMasters
diferentes antes de realizar cada tarefa. Embora o nu´mero de re´plicas
do GMaster seja maior que o dos GWorkers, o impacto no desempenho
do sistema na˜o devera´ ser significativo, uma vez que o processamento
realizado pelo GMaster e´ pequeno se comparado aos GWorkers. Ale´m
disso, um processo GMaster e um GWorker podem rodar na mesma
ma´quina sem preju´ızo ao sistema. Junto com a replicac¸a˜o do GMas-
ter tambe´m seria necessa´rio utilizar algum mecanismo de chaves para
autenticar cada processo do sistema e evitar que mensagens sejam fal-
sificadas. Ja´ o tratamento de comportamento malicioso traz desafios
maiores, principalmente no que diz respeito a` diversidade e a`s garan-
tias de sincronia do sistema. Para se alcanc¸ar diversidade, duas ou
mais implementac¸o˜es do Greft precisariam ser criadas. Ja´ no caso das
garantias de sincronia, seria necessa´rio estabelecer mecanismos para
evitar que uma re´plica maliciosa atrase indefinidamente a execuc¸a˜o de
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um superstep, mas ao mesmo tempo evitar a imposic¸a˜o de um limite
para a conclusa˜o de cada superstep, ja´ que a auseˆncia desse tipo de
limite e´ observada em todas os modelos de processamento de grafos.
Outra otimizac¸a˜o que pode ser feita no algoritmo e´ permitir a
recuperac¸a˜o de uma falta de parada sem a necessidade de restaurac¸a˜o
de checkpoint. Neste caso, e´ poss´ıvel usar as re´plicas sauda´veis de
cada ve´rtice para restaurar o estado da re´plica faltosa. Isso permitiria
aumentar o intervalo de supersteps para criac¸a˜o de checkpoints, que
representaria um ganho de desempenho quando na˜o ha´ faltas ou apenas
faltas de parada, em troca de um tempo maior de recuperac¸a˜o no caso
de uma falta arbitra´ria. Essa e´ uma troca aceita´vel, ja´ que e´ razoa´vel
supor que faltas arbitra´rias sejam mais raras que faltas de parada.
A parte experimental do trabalho tambe´m pode ser ampliada,
principalmente envolvendo experimentos que tratem de faltas perma-
nentes. Comparac¸o˜es de desempenho variando os valores de f e spc
tambe´m auxiliariam na definic¸a˜o de valores adequados para esses paraˆmetros.
Novos experimentos podem ser feitos variando o tamanho do grafo
de entrada, para demonstrar a escalabilidade do sistema e como ele
mante´m a eficieˆncia com outros tipos de grafos.
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