Abstract The absolute widths of the natural identity operator I n pq , mapping l n p to l n q , for 1 ≤ q ≤ p ≤ ∞ are considered. The main result of this work is the following Throughout this work, l n r ( 1 ≤ r ≤ ∞ ) stands for R n , endowed with the norm
Throughout this work, l n r ( 1 ≤ r ≤ ∞ ) stands for R n , endowed with the norm ||(x 1 , . . . , x n )|| s = (
with the usual convention for s = ∞ .
Introduction
The notion of absolute width was introduced by Ismagilov in [I] : for a linear operator u : X → Y (X and Y are Banach spaces), Here the infimum is taken over all isometric imbeddings j : Y ֒→Ȳ ; d 1 (ju), d 2 (ju), . . . stand for the Kolmogorov widths of the operator ju, defined as follows : for the operator v : E → F ,
Here Q L is the quotient mapping F → F/L . In [I] Ismagilov showed that, for any operator
where i is the natural embedding of Y into l ∞ (B Y * ) (the space of all bounded functions on B Y * . Throughout this work, B E stands for the unit ball of the Banach space E.)
We can reformulate the result of [I] :
Here the infimum is taken over all choices of bounded functions a i , b i , defined on u(B X ) and B Y * , respectively. The last formula seems to be more useful than the original definition. The absolute widths of the operator I n pq has never been studied. On the contrary, the Kolmogorov widths and their duals -Gelfand widths (see [P] for definitions) of this operator were the subject of serious studies. It is well known (see., e.g., [P] 
However, the case p < q is far less clear. Only some estimates on Kolmogorov and Gelfand numbers are known in this case (see, e.g., [G] ). Now I outline the course of the proof. In the next section, I will state three lemmas, which will imply the main theorem. These lemmas will be proved in secion 3.
2. Proof of the main result To be able to prove theorem 1, we formulate three lemmas; we will prove them in the next section.
Lemma 2 For any operator
Here the infimum is taken over all choices of continuous, homogeneous functions A i , B i , defined on u(X) and Y * , respectively.
Remark The lemma above shows that the functions a i , b i in the equality 1 can be supposed to be not only bounded on B X and B Y * , but also continuous and homogeneous.
Lemma 3 For any n-dimensional symmetric convex polytope V there exist continuous antisymmetric functions c 1 , . . . , c n−1 , defined on its boundary ∂V , such that the equality
holds on the (n − k − 1)-dimensional faces of V only (we will denote the union of the (n − k − 1)-dimensional faces by V n−k−1 ).
Lemma 4 For any operator u : X → Y , and for any n-dimensional symmetric convex polytope V , embedded in X,
Proof of theorem 1:
Supposing the polytope in the last lemma to be an n-dimensional cube, we obtain by easy computation that
On the other hand, it is clear from the definition of absolute widths that, for any
This proves the theorem. Q.E.D.
Remark In the proof of the theorem above we followed the idea, expressed in the work of Makovoz [M] , where the following theorem was proved :
Theorem 5 If u : X → Y is a linear operator, S n is the sphere in R n+1 , F a continuous antisymmetric function acting from R n+1 to Y , and
This theorem, in its turn, is an improvement of the known theorem of Tikhomirov on widths of a unit ball (see [T1] , [T2] ).
3. Proof of the lemmas 1. Proof of lemma 2 It is clear that we can suppose that Y = range(u) . In this case, an inspection of the reasoning of [I] shows that the functions a i , b i from the equality 1 can be assumed to be measurable (in the sense of usual Lebesgue measure). We can also suppose that the functions a i , b i are defined on the whole space and are homogeneous. Indeed, if we are given the functions a ′ i , b ′ i , defined in u(B X ) and B Y * , respectively, and satisfying
define the functionsā i ,b i on u(X) = Y and Y * , respectively:
It is clear that these functions are homogeneous, and they satisfy
Now we will show that we can built antisymmetric functions A ′ i , B ′ i on Y and Y * , enjoying the same inequality. To this end we identify the spaces Y * and Y with R n . We say that the point x = (x 1 , . . . , x n ) ∈ R n lies in the upper halfspace, if, for some k,
is defined in the same way. It is easy to see that A ′ i and B ′ i , defined as above, satisfy the inequality
We will make sure now that the functions A ′ i and B ′ i can be chosen to be continuous. As before, we identify Y * with R n . We can find θ so small that θB n ∞ ⊂ εB Y * . Now, we introduce the function φ θ (x), defined and continuous on the whole R n , symmetric (i.e. φ θ (x) = φ θ (−x)) and vanishing outside of θB n ∞ . Moreover,
To define φ θ (x), we first recall the existence of a "hump" function f (t) on the real line, satisfying:
We define φ θ (x) as follows: for x = (x 1 , . . . , x n ),
It is clear that φ θ (x), defined in this way, meets our requirements. Now, given the function A ′ i as above, we shall define a continuous function A i (y). To do it, we introduce the Minkowski functional F (y) of u(B X ):
If F (y) = 1, we set
It is clear that
In the same way, we define B i . We obtain that
Recalling that we can chose ε as small as we please, we complete the proof of the lemma. Q.E.D.
Proof of lemma 3
To prove the lemma, we will build the family of continuous antysimmetric functions c 1 , . . . , c n−1 , defined on ∂V , such that c 1 (t) = c 2 (t) = · · · = c k (t) = 0 holds on V n−k−1 only. Since all topologies in R n are equivalent, we can suppose that V is imbedded in the Euclidean space ; 'dist' will stand for the Euclidean distance. We will suppose also that the origin is the center of symmetry of V .
We will procede by induction. For k = 1, we introduce the function c 1 (t). To this end, we form the pairs of (n − 1)-dimensional faces of V . Each pair consits of two (n − 1)-dimensional faces, symmetric with respect to the origin; one of this faces we will call 'upper', and the second one 'lower'. Now we define c 1 (t) as follows:
It is clear that c 1 (t), defined as above, is antisymmetric and continuous.
Suppose now that c 1 (t), . . . , c k−1 (t) are already defined. To define c k (t), we recall the following variant of Tietze extension theorem (cf. [D, p. 149-150] 
) :
Theorem 6 Suppose A is a normal symmetric topological space, and B is a closed symmetric subset. For any continuous antisymmetric bounded function f ′ : B → R there exists a continuous antisymmetric bounded function f :
Now we define the function c ′ on V n−k . As before, we form the pairs of (n − k)-dimensional faces of V . In each pair, we will call one of the faces 'upper', and the second one 'lower'. We define c ′ (t) on V n−k as follows :
It is clear that c ′ (t) is continuous and antisymmetric on V n−k . By the Tietze theorem, there exists a continuous antisymmetric function c k , defined on ∂V and coinsiding with c ′ on V n−k . It is clear that c 1 (t) = c 2 (t) = · · · = c k (t) = 0 if and only if t ∈ V n−k−1 . The proof of the lemma is finished now. Q.E.D.
Proof of lemma 4
By lemma 2, for any positive ε we can chose antisymmetric continuous functions
For fixed choice of A 1 , . . . , A m , denote by M the subset of ∂V , on which Proof of the claim : Suppose the intersection of M and V m is void. Then, by lemmas 3 and 2, we have n − 1 antisymmetric continuous functions A 1 , . . . , A m , c 1 , . . . , c n−m−1 , which do not vanish simultaneously on ∂V . But ∂V is homeomorphic to the sphere S n−1 , hence the existence of such a family of functions contradicts the well-known Borsuk theorem. This contradiction proves the claim.
Q.E.D.
