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THE PRODUCT FORMULA FOR REGULARIZED
FREDHOLM DETERMINANTS
THOMAS BRITZ, ALAN CAREY, FRITZ GESZTESY, ROGER NICHOLS,
FEDOR SUKOCHEV, AND DMITRIY ZANIN
Abstract. For trace class operators A,B ∈ B1(H) (H a complex, separable
Hilbert space), the product formula for Fredholm determinants holds in the
familiar form
detH((IH −A)(IH − B)) = detH(IH −A)detH(IH − B).
When trace class operators are replaced by Hilbert–Schmidt operators A,B ∈
B2(H) and the Fredholm determinant detH(IH − A), A ∈ B1(H), by the 2nd
regularized Fredholm determinant detH,2(IH −A) = detH((IH − A) exp(A)),
A ∈ B2(H), the product formula must be replaced by
detH,2((IH −A)(IH − B)) = detH,2(IH − A)detH,2(IH − B)
× exp(− trH(AB)).
The product formula for the case of higher regularized Fredholm determinants
detH,k(IH−A), A ∈ Bk(H), k ∈ N, k > 2, does not seem to be easily accessible
and hence this note aims at filling this gap in the literature.
1. Introduction
The purpose of this note is to prove a product formula for regularized (modified)
Fredholm determinants extending the well-known Hilbert–Schmidt case.
To set the stage, we recall that if A ∈ B1(H) is a trace class operator on the
complex, separable Hilbert space H, that is, the sequence of (necessarily nonnega-
tive) eigenvalues λj
(
(A∗A)1/2
)
, j ∈ N0 = N ∪ {0}, of |A| = (A
∗A)1/2 (the singular
values of A), ordered in nonincreasing magnitude and counted according to their
multiplicity, lies in ℓ1(N0), the Fredholm determinant detH(IH−A) associated with
IH −A, A ∈ B1(H), is given by the absolutely convergent infinite product
detH(IH −A) =
∏
j∈J
[1− λj(A)], (1.1)
where λj(A), j ∈ J (with J ⊆ N0 an approximate index set) are the (generally,
complex) eigenvalues of A ordered again with respect to nonincreasing absolute
value and now counted according to their algebraic multiplicity.
A celebrated property of detH(IH − · ) that (like the analog of (1.1)) is shared
with the case where H is finite-dimensional, is the product formula
detH((IH −A)(IH −B)) = detH(IH −A)detH(IH −B), A,B ∈ B1(H) (1.2)
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(see, e.g., [3, pp. 162–163], [4, Theorem XIII.105 (a)], [5, Theorem 3.8], [6, Theo-
rem 3.5 (a)], [7, Theorem 3.4.10 (f)], [8, p. 44]).
When extending these considerations to operators A ∈ Bp(H), with Bp(H),
p ∈ [1,∞), the ℓp(N0)-based trace ideals (i.e., the eigenvalues λj
(
(A∗A)1/2
)
, j ∈ N0,
of (A∗A)1/2 now lie in ℓp(N0), see, e.g., [3, Sect. III.7]), the kth regularized Fredholm
determinant detH,k(IH − A), k ∈ N, associated with IH − A, A ∈ Bk(H), is given
by
detH,k(IH −A) =
∏
j∈J
(
[1− λj(A)] exp
( k−1∑
ℓ=1
ℓ−1λj(A)
ℓ
))
= detH
(
(IH −A) exp
( k−1∑
ℓ=1
ℓ−1Aℓ
)) (1.3)
(see, e.g., [2, pp. 1106–1116], [3, pp. 166–169], [5], [6, pp. 75–76], [7, pp. 187–191],
[8, p. 44]).
We note that detH,k(IH − · ) is continuous on Bℓ(H) for 1 6 ℓ 6 k, and
detH,k(IH − AB) = detH,k(IH −BA), A,B ∈ B(H), AB,BA ∈ Bk(H) (1.4)
(this extends to the case where A maps between different Hilbert spaces H2 and
H1 and B from H1 to H2, etc.).
The analog of the simple product formula (1.2) no longer holds for k > 2 and it
is well-known in the special Hilbert–Schmidt case k = 2 that (1.2) must be replaced
by
detH,2((IH −A)(IH −B)) = detH,2(IH −A)detH,2(IH −B) exp(− trH(AB)),
A,B ∈ B2(H) (1.5)
(see, e.g., [3, p. 169], [6, p. 76], [7, p. 190], [8, p. 44]). Recently, some of needed the
extension of (1.5) to general k ∈ N, k > 3, in [1], but were not able to find it in the
literature; hence, this note aims at closing this gap.
Thus, the result we have in mind is a quantitative version of the following fact:
Theorem 1.1. Let k ∈ N, and suppose A,B ∈ Bk(H). Then
detH,k((IH −A)(IH −B)) = detH,k(IH −A)detH,k(IH −B) exp(trH(Xk(A,B))),
(1.6)
where Xk( · , · ) ∈ B1(H) is of the form
X1(A,B) = 0,
Xk(A,B) =
k−1∑
j1,...,j2k−2=0
cj1,...,j2k−2C
j1
1 · · ·C
j2k−2
2k−2 , k > 2,
(1.7)
with
cj1,...,j2k−2 ∈ Q,
Cℓ = A or B, 1 6 ℓ 6 2k − 2,
k 6
2k−2∑
ℓ=1
jℓ 6 2k − 2, k > 2.
(1.8)
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Explicitly, one obtains:
X1(A,B) = 0,
X2(A,B) = −AB,
X3(A,B) = 2
−1
[
(AB)2 −AB(A +B)− (A+B)AB
]
, (1.9)
X4(A,B) = 2
−1(AB)2 − 3−1
[
AB(A+B)2 + (A+B)2AB + (A+B)AB(A +B)
]
+ 3−1
[
(AB)2(A+B) + (A+B)(AB)2 +AB(A+B)AB
]
− 3−1(AB)3,
etc.
When taking traces (what is actually needed in (1.6)), this simplifies to
trH(X1(A,B)) = 0,
trH(X2(A,B)) = − trH(AB),
trH(X3(A,B)) = − trH
(
ABA +BAB − 2−1(AB)2
)
,
trH(X4(A,B)) = − trH
(
A3B +A2B2 +AB3 + 2−1(AB)2
− (AB)2A−B(AB)2 + 3−1(AB)3
)
,
etc.
(1.10)
We present the proof of a quantitative version of Theorem 1.1 in two parts. In the
next section we prove an algebraic result, Lemma 2.4, that is the key to the analytic
part of the argument appearing in the final section on regularized determinants.
2. The Commutator Subspace in the Algebra of
Noncommutative Polynomials
To prove a quantitative version of Theorem 1.1 and hence derive a formula for
Xk(A,B), we first need to recall some facts on the commutator subspace of an
algebra of noncommutative polynomials.
Let Pol2 be the free polynomial algebra in 2 (noncommuting) variables, A and B.
Let W be the set of noncommutative monomials (words in the alphabet {A,B}).
(We recall that the set W is a semigroup with respect to concatenation, 1 is the
neutral element of this semigroup, that is, 1 is an empty word in this alphabet.)
Every x ∈ Pol2 can be written as a sum
x =
∑
w∈W
x̂(w)w. (2.1)
Here the coefficients x̂(w) vanish for all but finitely many w ∈ W .
Let [Pol2,Pol2] be the commutator subspace of Pol2, that is, the linear span of
commutators [x1, x2], x1, x2 ∈ Pol2.
Lemma 2.1. One has x ∈ [Pol2,Pol2] provided that∑
w′∼w
x̂(w′) = 0, w ∈W. (2.2)
Here, w′ ∼ w stands for the fact that the word w′ is obtained from w by a cyclic
permutation.
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Proof. Let L(w) be the length of the word w. Then
x =
∑
w∈W
x̂(w)w = x̂(1) +
∑
w 6=1
L(w)−1
∑
w′∼w
x̂(w′)w′. (2.3)
Obviously, (w′ − w) ∈ [Pol2,Pol2] whenever w
′ ∼ w and thus,
x ∈
(
x̂(1) +
∑
w 6=1
L(w)−1
∑
w′∼w
x̂(w′)w + [Pol2,Pol2]
)
. (2.4)
By hypothesis, x̂(1) = 0 and∑
w′∼w
x̂(w′) = 0, 1 6= w ∈W, (2.5)
completing the proof. 
Next, we need some notation. Let k1, k2 ∈ N0 = N ∪ {0}, and set
zk1,k2 =

0, k1 = k2 = 0,
k−11 A
k1 , k1 ∈ N, k2 = 0,
k−12 B
k2 , k1 = 0, k2 ∈ N,∑k1+k2
j=1 j
−1
∑
π∈Sj , |π|=3
|π1|+|π3|=k1
|π2|+|π3|=k2
(−1)|π3|zπ, k1, k2 ∈ N.
(2.6)
Here, Sj is the set of all partitions of the set {1, · · · , j}, 1 6 j 6 k1 + k2. (The
symbol | · | abbreviating the cardinality of a subset of Z.) The condition |π| = 3
means that π breaks the set {1, · · · , j} into exactly 3 pieces denoted by π1, π2, and
π3 (some of them can be empty). The element zπ denotes the product
zπ =
j∏
m=1
zm,π, zm,π =

A, m ∈ π1,
B, m ∈ π2,
AB, m ∈ π3.
(2.7)
Finally, let Wk1,k2 be the collection of all words with k1 letters A and k2 letters B.
Using this notation we now establish a combinatorial fact.
Lemma 2.2. Let k1, k2 ∈ N. Then
zk1,k2 =
∑
w∈Wk1,k2
( n(w)∑
ℓ=0
(−1)ℓ
k1 + k2 − ℓ
(
n(w)
ℓ
))
w, (2.8)
where
n(w) = |S(w)|, S(w) = {1 6 ℓ 6 L(w)− 1 |wℓ = A, wℓ+1 = B}. (2.9)
Proof. For each j ∈ {1, . . . , k1 + k2}, let
Πj = {π ∈ Sj | |π| = 3, |π1|+ |π3| = k1, |π2|+ |π3| = k2}, (2.10)
Πj,w = {π ∈ Πj | zπ = w}, w ∈Wk1,k2 . (2.11)
One observes that |π3| 6 n(w) 6 min{k1, k2} and that
j = |π1|+ |π2|+ |π3| = k1 + k2 − |π3|. (2.12)
For any partition π ∈ Πj,w, let I ⊆ S(w) indicate which subwords AB in w arise
from elements in π3. Then |I| = |π3| = k1 + k2 − j. Therefore, each partition in
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π ∈ Πj,w is determined by a unique choice of I and each such choice of I determines
the choice of π uniquely. This implies that
|Πj,w| =
(
n(w)
k1 + k2 − j
)
. (2.13)
Thus,
zk1,k2 =
∑
w∈Wk1,k2
k1+k2∑
j=1
j−1
∑
π∈Πj,w
(−1)|π3|w
=
∑
w∈Wk1,k2
k1+k2∑
j=1
j−1
∑
π∈Πj,w
(−1)|π3|w
=
∑
w∈Wk1,k2
k1+k2∑
j=1
(−1)k1+k2−jj−1|Πj,w|w
=
∑
w∈Wk1,k2
k1+k2∑
j=1
(−1)k1+k2−jj−1
(
n(w)
k1 + k2 − j
)
w. (2.14)
Taking into account that(
n(w)
k1 + k2 − j
)
= 0, k1 + k2 − j /∈ {0, · · · , n(w)}, (2.15)
it follows that
zk1,k2 =
∑
w∈Wk1,k2
k1+k2∑
j=k1+k2−n(w)
(−1)k1+k2−jj−1
(
n(w)
k1 + k2 − j
)
w
=
∑
w∈Wk1,k2
( n(w)∑
ℓ=0
(−1)ℓ
k1 + k2 − ℓ
(
n(w)
ℓ
))
w. (2.16)

We can now prove the main fact about the commutator subspace of Pol2 needed
later on.
Lemma 2.3. For every k1, k2 ∈ N, zk1,k2 ∈ [Pol2,Pol2].
Proof. For any word w = w1w2 · · ·wk1+k2 ∈ Wk1,k2 we define the cyclic shift σ(w) =
w2 · · ·wk1+k2w1. Suppose that w starts with the subword w1w2 = AB. Considering
two cyclic shifts of w,
w = AB · · · , σ(w) = B · · ·A, σ(σ(w)) = · · ·AB, (2.17)
one sees that n(σ(w)) = n(w) − 1 and n(σ(σ(w))) = n(w). Hence, the sequence{
n
(
σmw
)}
06m<k1+k2
contains n(w) entries with value n(w)− 1 and the remaining
k1 + k2 − n(w) entries with value n(w).
Next, let w be any element in Wk1,k2 . To calculate
∑
w′∼w ẑk1,k2(w
′), one may
assume, by applying cyclic shifts, that w starts with AB. Therefore,
∑
w′∼w
ẑk1,k2(w
′) =
∑
w′∼w
( n(w′)∑
ℓ=0
(−1)ℓ
k1 + k2 − ℓ
(
n(w′)
ℓ
))
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= n(w)
( n(w)−1∑
ℓ=0
(−1)ℓ
k1 + k2 − ℓ
(
n(w) − 1
ℓ
))
+ (k1 + k2 − n(w))
( n(w)∑
ℓ=0
(−1)ℓ
k1 + k2 − ℓ
(
n(w)
ℓ
))
. (2.18)
Since (
n(w)− 1
n(w)
)
= 0, (2.19)
it follows that∑
w′∼w
ẑk1,k2(w
′) = n(w)
( n(w)∑
ℓ=0
(−1)ℓ
k1 + k2 − ℓ
(
n(w)− 1
ℓ
))
+ (k1 + k2 − n(w))
( n(w)∑
ℓ=0
(−1)ℓ
k1 + k2 − ℓ
(
n(w)
ℓ
))
=
n(w)∑
ℓ=0
(−1)ℓ
k1 + k2 − ℓ
(
n(w)
(
n(w) − 1
ℓ
)
+ (k1 + k2 − n(w))
(
n(w)
ℓ
))
. (2.20)
Clearly,
n(w)
(
n(w)− 1
ℓ
)
+ (k1 + k2 − n(w))
(
n(w)
ℓ
)
= (k1 + k2 − ℓ)
(
n(w)
ℓ
)
, (2.21)
and thus ∑
w′∼w
ẑk1,k2(w
′) =
n(w)∑
ℓ=0
(−1)ℓ
(
n(w)
ℓ
)
= 0, (2.22)
and Lemmas 2.1 and 2.2 complete the proof. 
Next, we introduce some further notation. Let k ∈ N and set
x1 = 0,
xk =
k−1∑
j=1
j−1
∑
A⊆{1,··· ,j}
j+|A|>k
(−1)|A|yA, k > 2, (2.23)
y1 = 0,
yk =
k−1∑
j=1
j−1
∑
A⊆{1,··· ,j}
j+|A|6k−1
(−1)|A|yA, k > 2, (2.24)
yA =
j∏
m=1
ym,A, ym,A =
{
A+B, m /∈ A,
AB, m ∈ A.
(2.25)
In particular,
k−1∑
j=1
j−1(A+B −AB)j = xk + yk, (2.26)
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and one notes that the length of the word yA subject to A ⊆ {1, . . . , j}, equals
L(yA) =
∣∣Ac∣∣+ 2|A| = j + |A|, 1 6 j 6 k − 1, k > 2 (2.27)
(with Ac = {1, . . . , j}\A the complement of A in {1, . . . , j}).
Using this notation we can now state the following fact:
Lemma 2.4. Let k ∈ N, k > 2, then
yk ∈
( k−1∑
j=1
1
j
(Aj +Bj) + [Pol2,Pol2]
)
. (2.28)
Proof. Employing
yk =
∑
k1,k2>0
k1+k26k−1
zk1,k2 , (2.29)
Lemma 2.3 yields
zk1,k2 ∈ [Pol2,Pol2], k1, k2 ∈ N. (2.30)
Since by (2.6),
z0,0 = 0, zk1,0 = k
−1
1 A
k1 , k1 ∈ N, z0,k2 = k
−1
2 B
k2 , k2 ∈ N, (2.31)
combining (2.29)–(2.31) completes the proof. 
3. The Product Formula for kth Modified Fredholm Determinants
After these preparations we are ready to return to the product formula for reg-
ularized determinants and specialize the preceding algebraic considerations to the
context of Theorem 1.1.
First we recall that by (2.23) and (2.27),
xk =
k−1∑
j=1
j−1
∑
A⊆{1,··· ,j}
j+|A|>k
(−1)|A|yA := Xk(A,B) ∈ B1(H), k > 2, (3.1)
since for 1 6 j 6 k − 1, L(yA) = j + |A| > k, and hence one obtains the inequality
‖xk‖B1(H) 6 ck max
06k1,k2<k
k1+k2>k
‖A‖k1Bk(H)‖B‖
k2
Bk(H)
, k ∈ N, k > 2, (3.2)
for some ck > 0, k > 2. We also set (cf. (2.23) X1(A,B) = 0.
Theorem 3.1. Let k ∈ N and assume that A,B ∈ Bk(H). Then
detH,k((IH −A)(IH −B)) = detH,k(IH −A)detH,k(IH −B) exp(trH(Xk(A,B))).
(3.3)
Proof. First, we suppose that A,B ∈ B1(H). Then it is well-known that
detH,k(IH −A)detH,k(IH −B) = detH,k((IH −A)(IH −B)), (3.4)
consistent with X1(A,B) = 0. Without loss of generality we may assume that
k ∈ N, k > 2, in the following. Employing
detH,k(IH − T ) = detH(IH − T ) exp
(
trH
( k−1∑
j=1
j−1T j
))
, T ∈ Bk(H), (3.5)
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one infers that
detH,k((IH −A)(IH −B)) = detH,k(IH − (A+B −AB))
= detH(IH − (A+B −AB)) exp
(
trH
( k−1∑
j=1
j−1(A+B −AB)j
))
= detH(IH −A)detH(IH −B) exp
(
trH
( k−1∑
j=1
j−1(A+B −AB)j
))
= detH,k(IH − A)detH,k(IH −B)
× exp
(
trH
( k−1∑
j=1
j−1
[
(A+B −AB)j −Aj −Bj
]))
. (3.6)
By (2.26) one concludes that
trH
( k−1∑
j=1
j−1
[
(A+B−AB)j−Aj−Bj
])
= trH(xk)+trH
(
yk−
k−1∑
j=1
j−1
(
Aj+Bj
))
.
(3.7)
By Lemma 2.4,
yk −
k−1∑
j=1
j−1
(
Aj +Bj
)
(3.8)
is a sum of commutators of polynomial expressions in A and B. Hence,(
yk −
k−1∑
j=1
j−1
(
Aj +Bj
))
⊂ [B1(H),B1(H)], (3.9)
and thus,
trH
(
yk −
k−1∑
j=1
j−1
(
Aj +Bj
))
= 0, (3.10)
proving assertion (3.3) for A,B ∈ B1(H).
Since both, the right and left-hand sides in (3.3) are continuous with respect
to the norm in Bk(H), and B1(H) is dense in Bk(H), (3.3) holds for arbitrary
A,B ∈ Bk(H). 
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