We present a comparison between three cluster models applied to data obtained by the Arcminute Microkelvin Imager radio interferometer system. The physical model (PM) parameterises a cluster in terms of its physical quantities to model the dark matter and baryonic components of the cluster using NFW and GNFW profiles respectively. The observational models (OM I and OM II) model only the gas content of the cluster. The two OMs vary only in the priors they use in Bayesian inference: OM I has a joint prior on angular radius θ and integrated Comptonisation Y, derived from simulations, while OM II uses separable priors on θ and Y which are based on calculations of the physical model. For the comparison we consider a sample of 54 clusters which are a subsample of the second Planck catalogue of Sunyaev-Zel'dovich sources. We first compare the Y estimates of the three models, and find that the PM generally yields lower estimates relative to the OMs. We then compute the Earth Mover's Distance between the θ -Y posterior distributions obtained from each model for each cluster, and find that the two models which are most discrepant are PM and OM I. Finally, we compare the Bayesian evidence values obtained from each model for each cluster. OM I generally provides the best fit to the data but not at a statistically significant level, according to the Jeffreys scale. The highest evidence ratio obtained is actually in favour of the PM over OM I.
INTRODUCTION
This paper provides a follow-up to the work presented in Javid et al. (2018) (from here on referred to as KJ18), in which we performed Bayesian inference on data obtained with the Arcminute Microkelvin Imager (AMI) radio interferometer system, to derive estimates of physical properties of clusters that have been detected by Planck. In this paper we focus on the observational properties of clusters obtained from telescopes such as AMI and Planck which measure the Sunyaev-Zel'dovich (SZ, Sunyaev & Zeldovich 1970) effect: the angular radius, θ, and the integrated Comptonisation parameter, Y . For the sample considered in KJ18, we compare observational parameters derived from the physical model based on that derived in Olamaie, Hobson, & Grainge (2012) (from here on MO12) with those obtained from two observational models similar to the one described in Perrott et al. (2015) (from here on YP15) and Olamaie et al. (2012) , using data from AMI. Furthermore, we compare the different models using Bayesian analysis.
⋆ E-mail: kj316@mrao.cam.ac.uk The paper is organised as follows: In Section 2 we give an overview of the Planck mission and the AMI array, and how the cluster sample for the analysis was selected. In Section 3 we review how the physical modelling process for data obtained from AMI. We also summarise the observational model presented in YP15, and introduce a similar model which implicitly encodes redshift information into the model through the priors. Section 4 presents the results of the Bayesian model selection analysis performed on the physical and observational models using AMI data, as well as a comparison of their posterior distributions (using a metric defined for distributions). Finally, we provide a summary and discuss future work in Section 5.
In this work a 'concordance' flat ΛCDM cosmology is assumed.
PLANCK & AMI TELESCOPES, AND THE CLUSTER SAMPLE

Planck mission
The combination of the Planck satellite's low frequency and high frequency instruments provide nine frequency channels in the range 37 GHz -857 GHz. Of particular importance to the cluster sample considered here are the Planck catalogues of SZ clusters (see Planck Collaboration XXIX 2014, Planck Collaboration XXXII 2015 and Planck Collaboration XXVII 2016 for papers relating to catalogues PSZ1, PSZ1.2 and PSZ2 respectively, where 'PSZX' refers to the X th Planck SZ catalogue). Here we use the data provided in PSZ2, as it is the most recent Planck SZ catalogue. PSZ2 gives the sky coordinates at which AMI made observations, and the redshift (z) information required in the modelling (for more on the sources of the z values, see Section 2.2 of KJ18).
AMI
AMI is a dual-array interferometer designed for SZ studies, which is situated near Cambridge, UK. AMI consists of two arrays: the Small Array (SA), optimised for viewing arcminute-scale features, having an angular resolution of ≈ 3 arcmin and sensitivity to structures up to ≈ 10 arcmin in scale; and the Large Array (LA), with angular resolution of ≈ 30 arcsec, which is insensitive to the arcminute-scale emission due to clusters and is used to characterise and subtract confusing radio-sources. Both arrays operate at a central frequency of ≈ 15 GHz with a bandwidth of ≈ 4.5 GHz, divided into six channels. For further details of the instrument see Zwart et al. (2008) . Note that the AMI array has recently upgraded from an analogue correlator to a digital correlator (Hickish et al. 2017) , but the data used in this analysis were obtained using its analogue correlator.
Selection of the cluster sample
Based on AMI's observational capability, and values taken from the PSZ2 catalogue, the initial cluster selection in KJ18 was based on the following:
• The observation declination limits for AMI were set to 20 • < δ < 87 • to adhere to AMI's 'easy' observing limits.
• There were no restrictions on the values of redshift taken from the Planck catalogue.
• The minimum Planck signal-to-noise ratio (S/N) value for which an observation with AMI would be made was 4.5.
• The automatic radio-source environment rejection used in YP15 was also used in KJ18.
This led to an initial cluster sample size of 199, which had been detected by Planck and re-observed with AMI to produce data which could be run through the data analysis pipeline. After posterior distributions for 197 of these clusters were produced, the sample size was reduced further as follows:
• Of the 197 clusters for which posterior distributions could be inferred, 73 showed good constraints on the cluster mass.
• Seven of the 73 well constrained datasets were rejected after manual radio-source environment inspection, leaving a sample size of 66.
• A further seven clusters were discarded due to ambiguity in their cluster centre, which rendered their parameter estimates unreliable. This left a penultimate sample size of 59. • Finally, five clusters were discarded due to the fact that they were not detected by the Planck detection algorithm, PowellSnakes (PwS, Carvalho et al. 2012 ). These were discarded from the sample of 59, as in KJ18 only clusters with data from PwS were analysed.
We choose to focus on the 54 cluster sample in this work, as the methodology and justification for discarding clusters mentioned above are equally applicable when considering the parameter estimation and model comparison presented here. The maximum and minimum values of some key parameters for this sample from PSZ2 are given in Table 1 .
MODELLING AMI DATA
Our AMI Bayesian data analysis pipeline, M A closely resembles the one described in (FF09 from here on), but with different cluster models. Here three different models are applied to AMI data to obtain estimates for observational parameters.
Bayesian inference
Our analysis of AMI data is built upon the principles of Bayesian inference. We now give a summary of this framework in the context of both parameter estimation and model comparison.
Parameter estimation
Given a model M and data D we can obtain the model parameter probability distributions (also known as input parameters or sampling parameters) Θ conditioned on M and D using Bayes' theorem:
where Pr (Θ|D, M) ≡ P (Θ) is the posterior distribution of the model parameter set, Pr (D|Θ, M) ≡ L (Θ) is the likelihood function for the data, Pr (Θ|M) ≡ π (Θ) is the prior probability distribution for the model parameter set, and Pr (D|M) ≡ Z is the Bayesian evidence of the data given a model M. The evidence can be interpreted as the factor required to normalise the posterior over the model parameter space:
where the integral is carried out over the N-dimensional parameter space. For the models using AMI data considered here, the input parameters can be split into two subsets, (which are assumed to be independent of one another): cluster parameters, Θ cl and radiosource or 'nuisance' parameters, Θ rs . The sets of cluster parameters (and their respective prior distributions) required for the three models will be given in the following Sections relevant to that model.
For more details on the radio-source modelling, please refer to Section 5.2 of FF09 and Section 3.2.2 of KJ18. For more information on the likelihood functions and covariance matrices used in the AMI analysis, we refer the reader to Hobson & Maisinger (2002) and Sections 5.3 of FF09 and 3.2.3 of KJ18.
Model comparison
While it is the posterior distribution which gives the model parameter estimates from the prior information and data, it is Z (D) which is crucial to performing model selection. The nested sampling algorithm, M N (Feroz, Hobson, & Bridges 2009 ) is a Monte Carlo algorithm which calculates Z (D) by making use of a transformation of the N-dimensional evidence integral into a onedimensional integral that is much easier to evaluate. The algorithm also produces samples from P (Θ) as a by-product, meaning that it is suitable for both the parameter estimation and model comparison aspects of this work. Comparing models in a Bayesian way can be done by considering the probability of a model conditioned on D, which can be calculated using Bayes' theorem
Hence for two models, M 1 and M 2 , the ratio of the models conditioned on the same dataset is given by
where Pr(M 2 )/Pr(M 1 ) is the a-priori probability ratio of the models. We set this to one, i.e. we place no bias towards a particular model before performing the analysis. Hence the ratio of the probabilities of the models given the data is equal to the ratio of the evidence values obtained from the respective models (we define Z i ≡ Pr (D|M i )). The evidence is simply the average of the likelihood function over the sampling parameter space, weighted by the prior distribution. This means that the evidence is larger for a model if more of its parameter space is likely and smaller for a model with large areas in its parameter space having low likelihood values. Moreover, a larger parameter space, either in the form of higher dimensionality or a larger domain results in a lower evidence value all other things being equal. Thus the evidence automatically implements Occam's razor: when you have two competing theories that make exactly the same predictions, the simpler one is the better. Jeffreys (1961) provides a scale for interpreting the ratio of evidences as a means of performing model comparison (Table 2) . A value of ln(Z 1 /Z 2 ) above 5.0 (less than −5.0) presents "strong evidence" in favour of model 1 (model 2). Values 2.5 ≤ ln(Z 1 /Z 2 ) < 5.0 (−5.0 < ln(Z 1 /Z 2 ) ≤ −2.5) present "moderate evidence" in favour of model 1 (model 2). Values 1 ≤ ln(Z 1 /Z 2 ) < 2.5 (−2.5 < ln(Z 1 /Z 2 ) ≤ −1) present "weak evidence" in favour of model 1 (model 2). Finally, values −1.0 < ln(Z 1 /Z 2 ) < 1.0 require "more information to come to a conclusion" over model preference.
A physical model for AMI cluster data
The physical model (from here on PM) introduced in MO12 uses z information as well as other physical sampling parameters to derive physical properties of a galaxy cluster (i.e. mass, density, radius and temperature values). The model also calculates Y(r 500 ), which is the integrated Comptonisation parameter out to a radius r 500 from the cluster centre. Note that in general the radius r ∆ is the radius from the centre at which the enclosed average total mass density is ∆ times ρ crit (z). The critical density is given by ρ crit (z) = 3H(z) 2 /8πG where H(z) is the Hubble parameter (at the cluster redshift) and G is Newton's constant. The model assumes an NFW profile (Navarro, Frenk, & White 1995) for the dark matter component of a galaxy cluster
ρ dm (r) is the dark matter density as a function of cluster radius r, ρ s is an overall density normalisation coefficient and r s is a characteristic radius defined by r s = r 200 /c 200 where c 200 is the concentration parameter at r 200 . Following the work of Nagai, Kravtsov, & Vikhlinin (2007) , the generalised NFW model (GNFW) is used to parameterise the electron pressure as a function of radius P e (r), from the cluster centre
P ei is an overall pressure normalisation factor and r p is another characteristic radius, defined by r p = r 500 /c 500 . The parameters a, b and c describe the slope of the pressure profile at r ≈ r p , r ≫ r p and r ≪ r p respectively. The input parameters of the prior distributions are the same as in KJ18 (and are given in Table 3 ), as are the calculational steps including the modifications to MO12. Values for z Planck were taken from the PSZ2 catalogue.
Observational model I
Observational model I (OM I) is based on the one used in YP15. It uses the same GNFW profile (given by equation 6 in the current paper) to model the gas content, but with the slope parameters used in KJ18; it takes into account only the cluster gas -it does not explicitly model the dark matter component. It deals in angular rather than physical sizes. Like the PM, OM I assumes spherical symmetry and the equation of state of an ideal gas. The model has four cluster input parameters: the total integrated Comptonisation parameter, Y tot , θ p (= r p /D A ), x c and y c . The priors used on Y tot and θ p are the same as the 'new' priors used in YP15. These were derived from the Planck completeness simulations (Planck Collaboration XXIX 2014) as follows. The simulations were produced by drawing a cluster population from the Tinker mass function (Tinker et al. 2008 ) and using the scaling relations in Planck Collaboration XI (2011) to obtain observable quantities. This cluster population was injected into the real Planck data and a simulated union catalogue was created by running the Planck detection pipelines on this simulated dataset. An elliptical Gaussian function was then fitted to the posterior of Y tot and θ p in log space.
Hence the prior has the Planck selection function implicitly included in it. For consistency, the same cluster centre priors were used in both observational models as in the PM. The priors for OM I are summarised in Table 4 . From Y tot and θ p , the observational model calculates the modelled data required for use in inference with interferometer SZ data (see FF09 Sections 4 and 5) i.e. of the same form as the physical model. Table 2 . Jeffreys scale for assessing model preferability based on the log of the evidence ratio of two models.
N(0.13, 0.02) Table 3 . Physical model input parameter prior distributions, where the normal distributions are parameterised by their mean and standard deviations. Table 4 . Observational model I input parameter prior distributions. Note that the Gaussian elliptical function on log(Y tot ) − log(θ p ) is parameterised in terms of the mean in both dimensions, the respective standard deviations and the offset of the principle axes from the vertical and horizontal axes measured clockwise. Table 5 . Observational model II input parameter prior distributions. Note that the Gaussian elliptical function on log(Y tot ) − log(θ p ) is parameterised in terms of the mean in both dimensions, the respective standard deviations and the offset of the principle axes from the vertical and horizontal axes measured clockwise.
Observational model II
OM II takes the same form as OM I but the priors assigned to Y tot and θ p are different: they incorporate the spectroscopic or photometric redshift of each cluster. From the z and M(r 200 ) priors of the PM and for f gas (r 200 ) = 0.13, upper and lower bounds on Y tot and θ p are calculated using the PM. Note that Y tot and θ p are assumed to be a-priori uncorrelated, unlike in OM I. For the lowest redshift cluster (z = 0.0894), these limits are θ p, min = 4.24 arcmin, θ p, max = 19.04 arcmin, Y tot, min = 1.06 × 10 −4 arcmin 2 and Y tot, max = 0.19 arcmin 2 ; for the highest redshift (z = 0.83) cluster these limits are θ p, min = 0.67 arcmin, θ p, max = 3.01 arcmin, Y tot, min = 5.7 × 10 −6 arcmin 2 and Y tot, max = 0.01 arcmin 2 . It clear that z has a large effect on the PM calculations, as it is used to calculate the angular scale from r through θ = r/D A (z) where D A (z) is the angular diameter distance of the cluster at redshift z, and to convert the units of Y (see Section 4). It is also used to calculate c 200 which affects the scale of the self-similar dark matter density profile, and the normalisation constant ρ s in equation 5 is proportional to ρ crit (z). The priors for OM II are summarised in Table 5 . Note that in using these PM calculations to calculate the prior limits, we have made the assumptions underlying the PM but to which the observational model is not subject to (i.e. hydrostatic equilibrium up to radius r 200 and f gas is much less than unity up to the same radius).
AMI MODEL COMPARISONS
We now use AMI data to compare the PM, OM I and OM II. We begin by comparing their observational parameter estimates. Secondly we introduce a metric which measures the 'distance' between probability distributions. In this context the distance is measured between the (Y(r 500 ), θ 500 ) posterior distributions of the three models. Finally the models are compared using the evidence ratios introduced in Section 3.1.2. The results obtained from these analyses are given in Appendix A, which lists the values obtained for the 54 cluster sample in ascending order of z. Figure 1 shows the posterior mean values for Y (r 500 ) for the three models used on the same AMI datasets. We first note that the errors associated with the OM estimates are generally larger than those with the PM. Secondly it appears that the OM I Y values are less strongly correlated with z than those from the PM and OM II. This may be because OM I contains no explicit z-information, and in fact its only reliance on z is from the simulated and empirical datasets used to fit its prior distribution, but the same prior is used for all clusters, and so the dependence on redshift is very weak. We now compare the results from the three models pairwise. Note that when we refer to the dispersion between values in units of standard deviations, we are referring to the combined standard deviation of the two Y values. When comparing PM and OM I values of Y , just 15 clusters are within one standard deviation, 27 within two and 18 are more than three standard deviations away from each other. The same comparison between PM and OM II gives corresponding values of 23, 40 and 5. This implies that the dispersion between OM II and PM is much smaller (especially in the extreme cases), and shows the importance in the choice of priors. Table 6 gives a summary of the dispersion of the PM with respect to the OMs. Figure 2 shows the fractional difference between the Y values for the three models, and shows that the PM estimates are generally much higher than both OM values at low z. However, in general the PM yields lower estimates Y compared to the OMs (PM underestimates Y relative to OM I and OM II 35 and 36 times respectively).
Physical and observational models Y values comparison
Looking at the dispersion between OM I and OM II, 36 clusters are within one standard deviation, four within two and just four are more than three standard deviations away from each other. This implies that OM II seems to be in reasonable agreement with the Table A1 . The points with circular markers correspond to clusters whose redshifts were measured photometrically as opposed to spectroscopically. For clarity purposes the first row is not plotted due to its relatively large value (Y (r 500 ) ≈ 10 arcmin 2 ). two other models (usually in between the values from the other models).
Model comparison (Y
M i ≡) |Y PM − Y M i |/σ PM&M i < 1 |Y PM − Y M i |/σ PM&M i < 2 |Y PM − Y M i |/σ PM&M i > 3 Y OM I 15 27 18 Y OM II 23 40 5
Earth Mover's distance
The Earth Mover's distance (EMD), first introduced in Rubner, Tomasi, & Guibas (1998) is a "distance" function defined between two distributions. In the case where these distributions integrate over all space to the same value (e.g. they are probability distributions), the EMD is given in terms of the first Wasserstein distance (Levina & Bickel 2001) . A common analogy used to describe the EMD is the following: if the probability distributions are interpreted as two different ways of piling up a certain amount of earth, and the amount of earth at position x i and x j belonging to each probability distribution at those points are Pr 1 (x i ) and Pr 2 (x j ), then the EMD is the minimum cost of moving one pile into the other, where the cost of moving each "spadeful" is taken to be the mass of each spadeful ( f ij ) × the distance by which it is moved (|x i − x j |). For discrete two-dimensional probability distributions Pr 1 & Pr 2 , with two-dimensional domains x i & y j , then the EMD between these probability distributions d EMD (Pr 1 , Pr 2 ) is defined to be the minimum value of
with respect to distance and f ij . Here m and n are the number of values in the domains of Pr 1 and Pr 2 respectively and f ij are the 'flow' of probability density from Pr 1 (x i ) to Pr 2 (y j ). Different implementations of the algorithm use different distance measures, but we use the Euclidean distance in equation 7. The f ij are subject to the following constraints The points with square markers correspond to clusters whose redshifts were measured spectroscopically, and the circular markers photometrically (as listed in Table A1 ).
Pr 2 (y j ) = 1.
For a more detailed account of the EMD see Levina & Bickel (2001) .
Application of EMD
The EMD metric is applied to the different pairs of models using Gary Doran's wrapper 1 for Yossi Rubner's algorithm (Rubner, Tomasi, & Guibas 1998 .
The values for θ 500, min , θ 500, max , Y min (r 500 ) and Y max (r 500 ) are deduced by considering all of the values of Y(r 500 ) and θ p from the posteriors obtained from the three models at once, to ensure that all posterior values are normalised by the same factor. The larger the value of the EMD, the 'further away' the distributions are from each other. The EMD was calculated for each cluster with each pair of models (giving 3 × 54 = 162 distances in total). The full set of EMD values calculated can be found in Table A2 in the Appendix. Table 7 provides a summary of d EMD (P PM , P OM I ),
, and the union of the three. Concerning both mean and median, the posteriors are most discrepant between the PM and OM I, followed by PM and OM II. However it is interesting to note that the two largest EMD values come from d EMD (P OM II , P OM I ) and d EMD (P PM , P OM II ) cases, with values 0.514 and 0.297 respectively. Furthermore these are from the same cluster, which is at the lowest z (= 0.0894). This suggests that incorporating z information into an observational model for very low redshift clusters has a significant effect. Ignoring the Figure 4 shows d EMD (P PM , P OM II ) vs z from which it is apparent that there is a negative correlation between d EMD and z.
Physical and observational models comparison
As described in Section 3.1.2, one can perform a model comparison, by comparing the Bayesian evidence values calculated when the models were applied to the same (AMI) datasets. We can also define the detection ratio of a model as the ratio of the evidences of the 'data' and 'null-data' runs. The first of these corresponds to modelling the cluster, background and detectable radio-sources. The null-data run models everything but the cluster. The ratio of these evidences therefore gives a measure of the significance that the cluster has in modelling the data. Note that the null-data run is the same for all three models considered here, as they only differ in the way they model the galaxy cluster itself. Table A2 in the Appendix gives the log of a detection ratio, ln(Z i /Z null ) for each of the three models, and the ratios between the different pairs of models, ln(Z i /Z j ) where Z i and Z j are one of Z PM , Z OMI or Z OMII , for each cluster.
Physical model and observational model I
The data favour OM I over the PM for 50 of the 54 clusters. Though in 36 of the 50 cases log(Z PM /Z OMI ) is between minus one and zero, which according to the Jeffreys scale means "more data are needed to come to a meaningful conclusion". (see Table 2 ). A further 12 of these had log(Z PM /Z OMI ) values between −2.5 and −1 which can be interpreted as "weak preference" in favour of OM I, whilst no clusters had a value of log(Z PM /Z OMI ) less than minus five ("strong preference" in favour of OM I). The largest absolute value for the ratio was actually in favour of the PM with ln(Z PM /Z OM I ) = 4.73 ± 0.23 (for the lowest z cluster) which suggests "moderate preference" towards the PM. There is no correlation between log(Z PM /Z OMI ) and z. Figure 5 shows the prior space for the observational parameters corresponding to the PM with the lowest and highest z values in the sample.
Observational models I & II
Similarly, OM I is favoured over OM II for 53 clusters, but with 14 cases having 0 ≤ log(Z OMI /Z OMII ) ≤ 1. Again the highest 2 http://getdist.readthedocs.io/en/latest/.
absolute value came from the lowest redshift cluster, highlighting the importance of z information at such a low z value. Since these models have the same input parameters, it is easier to compare their sampling parameter spaces. Figure 6 shows the prior range of (Y(r 500 ), θ 500 ) for OM I. Around 68% of the prior mass (i.e. the inner contour in the Figure) is bounded roughly by Y(r 500 ) = 2 × 10 −3 arcmin 2 and θ 500 = 10 arcmin. The 95% contour gives upper bounds of Y (r 500 ) ≈ 4 × 10 −3 arcmin 2 and θ 500 ≈ 15 arcmin. In comparison the OM II prior ranges for the lowest redshift cluster are θ 500 = The ratio of the upper and lower limits for θ and Y are approximately 4.5 and 1.8 × 10 3 across all clusters. This suggests that the ratio of the bounds of the parameter space for each cluster does not change for the OM II, but that the sampling space is shifted depending on z. Note that even though the sampling parameters for the observational models are Y tot and θ p , these are related to Y(r 500 ) and θ 500 by constant factors, and so comparisons made on both are equivalent.
Physical model and observational model II
Comparison of PM and OM II, the models which incorporate redshift information into their priors leads to interesting results. For 43 clusters, the PM is preferred over OM II. However for all of these clusters log(Z PM /Z OMII ) is less than one, meaning that none of them give "conclusive" model preference. There are only three clusters which give "weak evidence" in favour of a model (OM II). These are the clusters at redshift z = 0.144, 0.341, 0.5131 with ratio values −1.88, −1.06, −1.16 respectively. The fact that data from 51 clusters do not provide any "conclusive" preference between PM and OM II, suggests that these models are equally well suited for the current data, even though their parameter estimates are often not in such agreement.
CONCLUSIONS
For the cluster sample analysed in Javid et al. (2018) (KJ18), we compare the parameter estimates obtained from different physical and observational models applied to AMI data using Bayesian analysis. The physical model (PM) used is as described in KJ18, and the observational models (OM I and OM II) are based on the one described in Perrott et al. (2015) . We have focused on comparisons of Y(r 500 ), and found the following.
• The PM generally yields lower estimates of Y relative to the observational models, apart from at low z where the reverse is true.
• For two thirds of the sample, the OM I and OM II estimates are within one combined standard deviation of each other.
To investigate further the discrepancies between the three models, we computed the Earth Mover's distance between the twodimensional posterior distributions in Y(r 500 ), θ 500 space, for each model pair. This gives a measure of the 'distance' between the respective probability distributions. We then compared the evidence values obtained from the Bayesian analysis of the AMI data using the different models, referring to the Jeffreys scale to form conclusions on model preference. We found the following.
• Based on the Earth Mover's distances calculated for each cluster, the posteriors are most discrepant between the PM and OM I models when the sample was considered as a whole, followed by PM and OM II.
• The two largest discrepancies come from the lowest-z cluster, one between PM & OM I and one between OM II & OM I, suggesting that z information at very low z can have a large effect on the different models.
• The distance between posteriors from PM and OM II clearly decreases with increasing z. This suggests that the difference between physical and observational model parameter estimates, provided the latter also includes z information, is reduced at higher z.
• When comparing Bayesian evidence values, OM I is preferred over PM for 50 of the clusters, although only 14 of these showed either "weak" or "moderate" preference to OM I (the remaining 36 being "inconclusive"); however the highest log(evidence ratio) actually favours the PM ("moderate" preference) and occurs for the lowest-z cluster.
• Similarly, OM I is preferred to OM II in 53 of the cases. 14 suggested more data are needed to come to a "meaningful" conclusion, while the remaining 39 clusters showed "weak" or "moderate" preference for OM I. This suggests that OM I is the preferred model in more cases relative to OM II than when OM I is compared with PM.
• For 43 of the clusters, PM is preferred over OM II; however in all of these cases, the Jeffreys scale suggests "no conclusion can be made without more data", and only three clusters give any "conclusive" preference (a "weak" preference in favour for OM II). Table A1 . This paper has been typeset from a T E X/L A T E X file prepared by the author.
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