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Abstract
The Feynman-Vernon path integral formalism is used to derive the density
matrix of a quantum oscillator that is linearly coupled to an environmental
reservoir. Although low-temperature reservoirs thermalize the oscillator to
the usual Boltzmann distribution, reservoirs at intermediate temperatures
reduce this distribution to a single, coherent ground state. Associated with
this state is an imaginary frequency indicating an environment which absorbs
energy from the oscillator through the suppression of all excited modes. Fur-
ther increase of the environmental temperature results again in the thermal-
ization of the quantum oscillator to the expected Boltzmann distribution.
Qualitatively, this result could account for high-temperature quantum ef-
fects including the superconducting properties of graphite grains as well as
the quantum coherence observed in photosynthetic systems.
Keywords: decoherence, thermalization, imaginary eigenvalue, excited
state decay, photosynthesis, high-temperature superconductivity
1. Introduction
Quantum coherence is a phenomenon that could have profound impact
on technological development. Usually understood to appear in temperature
regimes much lower than those encountered in everyday practice, quantum
coherence effects are not directly utilized in the operation of most conven-
tional devices. Superconducting sensors, magnets and transmission cables
are examples where macroscopic quantum coherence is maintained at rela-
tively high temperature. Nonetheless, even the highest-Tc materials currently
Email address: cragg@alum.mit.edu (George E. Cragg)
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remain in the realm of cryogenic temperatures, thus significantly hampering
their potential applicability. Consequently, much effort has been expended
in the quest for higher temperature materials, as room-temperature super-
conductivity remains one of the most prominent issues in condensed matter
physics. Although recent experimental evidence may suggest that supercon-
ductivity is possible at room temperature [1], what is perhaps even more
compelling is the emerging evidence that photosynthetic systems found in
nature may have already evolved a means of exploiting quantum coherence
effects at physiological temperatures [2, 3]. Due to the broad array of or-
ganisms sustained by trapping then converting sunlight into chemical en-
ergy, photosynthesis is probably the cleanest, most efficient energy collection
mechanism on earth, perhaps making high-temperature quantum coherence
far more ubiquitous than previously thought.
Central to the understanding of temperature-dependent quantum coher-
ence is the decoherence or thermalization of quantum systems with their
surrounding environment. In the well-known work of Caldeira and Leggett
[4], the Feynman-Vernon influence functional approach [5] is used to model
a thermalizing environment with the purpose of introducing decoherence
into a quantum oscillator. Following the same path integral approach, it
is demonstrated that a thermalizing environment need not always lead to
decoherence in the steady-state. Arriving at this result requires the real-
ization that because the reservoir cannot excite energies too far in excess
of its mean thermal energy, a temperature cutoff must be introduced. As
a result, low-temperature environments are found to thermalize the quan-
tum oscillator to the usual Boltzmann distribution of energy levels, whereas
higher-temperature regimes induce a single, coherent oscillator ground state
with an imaginary frequency. Since the concomitant imaginary energy eigen-
values correspond to decay rates, all excited states become more unstable
with increasing quantum number. In this way, environments in this higher-
temperature regime damp out the excitations by extracting energy from the
quantum oscillator, forcing the oscillator to remain in the stable, coherent
ground state. Increasing to very high environmental temperatures once again
thermalizes the quantum oscillator in the usual way.
In short, a dissipative environment can cause a suppression or damping
of excited modes, thus acting to maintain quantum coherence even at rela-
tively high temperatures. This result may underpin recent observations of
room-temperature superconducting effects in water-treated graphite grains
[1]. Finally, given their emergence and subsequent disappearance of quan-
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tum coherence with increasing temperature, photosynthetic molecules most
remarkably follow the qualitative behavior described here [2, 3].
2. Influence Functional Approach: General Considerations
Depicted schematically in Fig. 1, a quantum harmonic oscillator, initially
at some temperature T0, linearly coupled to an environmental reservoir. Ul-
timately the environment will be modeled as a collection of oscillators at
temperature T , but we first consider the case of a single-oscillator reservoir,
carrying out integrals over a continuum later. Acquiring the steady-state
of the quantum harmonic oscillator requires the time evolution of its cor-
responding density matrix. Oscillator q occupies the usual Boltzmann dis-
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Figure 1: A schematic showing the quantum oscillator of interest with coordinates q,
linearly coupled to a single environmental oscillator with coordinates Q. Initially, there is
a temperature difference between the two as oscillator q is at temperature T0 whereas the
environment is at T .
tribution of eigenstates associated with temperature T0. Because each state
occurs with a relative probability of e−β0En′ , the initial density matrix is given
by
ρ0(qi, q
′
i) =
∑
n′
e−β0En′φn′(qi)φ
∗
n′(q
′
i) (1a)
Z0 = Tr[ρ0] =
∫
ρ0(qi, qi) dqi, (1b)
where {φn′(qi)} are the unperturbed eigenfunctions of oscillator q, and qi
is shorthand for the initial point q(0) of the oscillator trajectory. Given
a harmonic oscillator of mass m and frequency ω0, expression (1a) can be
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summed explicitly to give1
ρ0(qi, q
′
i) =
√
mω0
2pi~ sinh(β0~ω0)
exp
{
− mω0
2~ sinh(β0~ω0)
[
(q2i + q
′ 2
i ) cosh(β0~ω0)
−2qiq′i ]
}
,
(2)
and
Z0 =
1
2 sinh
(
β0~ω0
2
) . (3)
Throughout, the parameters β and β0 assume the usual meanings as the
respective inverse temperatures,
β =
1
kBT
, β0 =
1
kBT0
. (4)
Alternatively, the initial state of the oscillator q may be taken to be one of
the eigenstates {φn′(qi)} so that
ρ0(qi, q
′
i) = φn′(qi)φ
∗
n′(q
′
i) , Z0 = 1. (5)
In either case, the time evolution of the density matrix is given by
ρ(qf , q
′
f , t) =
∫
e
i
~
[S(q)−S(q′)]F (q, q′, t)
1
Z0
ρ0(qi, q
′
i)DqDq
′dqidq
′
i. (6)
Just as qi refers to the initial trajectory point q(0), qf is shorthand for the
final point q(t). Furthermore, the density matrix of the quantum oscillator
is expressed as a path integral in which the coordinates of the environmental
oscillator {Q} have been integrated out. As a result, there emerges an in-
fluence functional, F (q, q′, t), which describes the effect of the environmental
oscillator solely in terms of the quantum oscillator coordinates. Effectively,
the coupled problem has been reduced to the dynamics of an isolated oscil-
lator weighted by the kernel F (q, q′, t). Further details may be found in [5]
and [6]. For the case of a thermal reservoir modeled by a harmonic oscillator,
1See equation (10.44) of Feynman and Hibbs [6].
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the influence functional has the form
F (q, q′, t) = exp
{
−
t∫
0
[q(t′)− q′(t′)]
t′∫
0
[q(t′′)α(t′ − t′′)
−q′(t′′)α∗(t′ − t′′)] dt′′ dt′
}
, (7)
where
α(t′ − t′′) = c
2
2Mω~
1
eβ~ω − 1
[
eiω(t
′−t′′) + eβ~ωe−iω(t
′−t′′)
]
. (8)
These expressions for F (q, q′, t) and α(t′− t′′) are well-known since they form
the basis of the Caldeira-Leggett model [4], having been directly obtained
from Sec. 12-9 of [6].
Consider the first integral in the exponential of F ,
∫ t′
0
[q(t′′)α(t′ − t′′) −
q′(t′′)α∗(t′ − t′′)]dt′′. Because the environment is modeled by a continuum
of oscillators, we must sum this expression over all frequencies ωj > 0. The
contribution from the jth oscillator is
t′∫
0
[
q(t′′)αj(t
′ − t′′)− q′(t′′)α∗j (t′ − t′′)
]
dt′′ =
c2j
2Mjωj~
1
eβ~ωj − 1
t′∫
0
{
q(t′′)
[
eiωj(t
′−t′′) + eβ~ωje−iωj(t
′−t′′)
]
−q′(t′′)
[
e−iωj(t
′−t′′) + eβ~ωjeiωj(t
′−t′′)
]}
dt′′.
(9)
Defining the spectral density as
J(ω) = pi
∑
j
c2j
2Mjωj
δ(ω − ωj), (10)
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the sum over all oscillators can be written as an integral
∑
j
t′∫
0
[
q(t′′)αj(t
′ − t′′)− q′(t′′)α∗j (t′ − t′′)
]
dt′′
=
1
pi~
∞∫
0
J(ω)
eβ~ω − 1
t′∫
0
{
q(t′′)
[
eiω(t
′−t′′) + eβ~ωe−iω(t
′−t′′)
]
−q′(t′′)
[
e−iω(t
′−t′′) + eβ~ωeiω(t
′−t′′)
]}
dt′′dω . (11)
It is convenient to define
a(t′ − t′′) = 1
pi~
∞∫
0
J(ω)
eβ~ω − 1
[
eiω(t
′−t′′) + eβ~ωe−iω(t
′−t′′)
]
dω . (12)
Assuming the spectral density, J(ω), to be real, the real part of a(t′ − t′′) is
Re {a(t′ − t′′)} = aR(t′ − t′′) = 1
pi~
∞∫
0
coth
(
β~ω
2
)
J(ω) cos[ω(t′ − t′′)]dω
= aR(t
′′ − t′) .
(13)
Similarly, the imaginary part of a(t′ − t′′) is
Im {a(t′ − t′′)} = aI(t′ − t′′) = − 1
pi~
∞∫
0
J(ω) sin[ω(t′ − t′′)]dω . (14)
Using the definition of a(t′ − t′′), the sum over all oscillators simplifies to
∑
j
t′∫
0
[
q(t′′)αj(t
′ − t′′)− q′(t′′)α∗j (t′ − t′′)
]
dt′′
=
t′∫
0
{aR(t′ − t′′) [q(t′′)− q′(t′′)] + iaI(t′ − t′′) [q(t′′) + q′(t′′)]} dt′′. (15)
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Substituting this expression into the influence functional (7) yields
F (q, q′, t) = exp
{
−1
2
t∫
0
[q(t′)− q′(t′)]
t∫
0
aR(t
′ − t′′) [q(t′′)− q′(t′′)] dt′′dt′
− i
t∫
0
[q(t′)− q′(t′)]
t′∫
0
aI(t
′ − t′′) [q(t′′) + q′(t′′)] dt′′dt′
}
.
(16)
Recall that the action for the quantum oscillator of interest, q, is given
by
S(q) =
1
2
m
t∫
0
[
q˙2(t′)− ω20q2(t′)
]
dt′. (17)
Given this action in addition to result obtained for the influence functional
(16), the time evolution of the density matrix is
Z0 ρ(qf , q
′
f , t) =
∫
exp

im
2~
t∫
0
{
q˙2(t′)− ω20 q2(t′)− q˙′ 2(t′) + ω20 q′ 2(t′)
+
i~
m
[q(t′)− q′(t′)]
t∫
0
aR(t
′ − t′′) [q(t′′)− q′(t′′)] dt′′
−2~
m
[q(t′)− q′(t′)]
t′∫
0
aI(t
′ − t′′) [q(t′′) + q′(t′′)] dt′′
}
dt′


· ρ0(qi, q′i)DqDq′ dqi dq′i. (18)
Transforming to the rotated coordinates,
x(t′) =
1√
2
[q(t′) + q′(t′)] (19a)
y(t′) =
1√
2
[q(t′)− q′(t′)] , (19b)
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(18) may be written more succinctly as
Z0 ρ(xf , yf , t) =
∫
exp

 im~
t∫
0
[
x˙(t′)y˙(t′)− ω 20 x(t′)y(t′)
+i
~
m
y(t′)
t∫
0
aR(t
′ − t′′)y(t′′)dt′′ − 2~
m
y(t′)
t′∫
0
aI(t
′ − t′′)x(t′′)dt′′
]
dt′


· ρ0(xi, yi)DxDy dxi dyi.
(20)
As indicated by the resulting expression, the density matrix gives rise to a
single, composite action
S[x˙(t′), y˙(t′), x(t′), y(t′), t] = m
t∫
0
[
x˙(t′)y˙(t′)− ω 20 x(t′)y(t′)
+ i
~
m
y(t′)
t∫
0
aR(t
′ − t′′)y(t′′) dt′′ (21)
− 2~
m
y(t′)
t′∫
0
aI(t
′ − t′′)x(t′′) dt′′
]
dt′.
Let xcl(t
′) be the classical trajectory between the fixed initial point xi and
the fixed final point xf , and let ycl(t
′) be the classical trajectory between
the fixed initial point yi and the fixed final point yf . By definition, xcl(t
′)
and ycl(t
′) must extremize the action S. In the usual way, x(t′) and y(t′)
are expressed as the sum of their corresponding extremal paths plus their
respective fluctuations, δx(t′) and δy(t′):
x(t′) = xcl(t
′) + δx(t′) (22a)
Dx(t′) = Dδx(t′) , (22b)
y(t′) = ycl(t
′) + δy(t′) (23a)
Dy(t′) = Dδy(t′) . (23b)
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In terms of xcl(t
′), δx(t′) and ycl(t
′), δy(t′), the composite action becomes
S[x˙(t′), y˙(t′), x(t′), y(t′), t] =
m
t∫
0
[
x˙cl(t
′)y˙cl(t
′)− x¨cl(t′)δy(t′)− y¨cl(t′)δx(t′) + δx˙(t′)δy˙(t′)− ω20 xcl(t′)ycl(t′)
− ω20 xcl(t′)δy(t′)− ω20 ycl(t′)δx(t′)− ω20 δx(t′)δy(t′)
+ i
~
m
ycl(t
′)
t∫
0
aR(t
′ − t′′) ycl(t′′) dt′′ + i2~
m
δy(t′)
t∫
0
aR(t
′ − t′′) ycl(t′′) dt′′
+ i
~
m
δy(t′)
t∫
0
aR(t
′ − t′′) δy(t′′) dt′′ − 2~
m
xcl(t
′)
t∫
t′
aI(t
′′ − t′) ycl(t′′) dt′′
− 2~
m
δy(t′)
t′∫
0
aI(t
′ − t′′) xcl(t′′) dt′′ − 2~
m
δx(t′)
t∫
t′
aI(t
′′ − t′) ycl(t′′) dt′′
− 2~
m
δy(t′)
t′∫
0
aI(t
′ − t′′) δx(t′′) dt′′
]
dt′. (24)
Through the rearrangement of integrals, all terms linear in δx(t′′) and δy(t′′)
have been expressed in terms of δx(t′) and δy(t′). The linear terms in the
fluctuations vanish, thereby constraining the classical trajectories to satisfy
y¨cl(t
′) + ω 20 ycl(t
′) +
2~
m
t∫
t′
aI(t
′′ − t′) ycl(t′′) dt′′ = 0, (25a)
x¨cl(t
′) + ω 20 xcl(t
′)− i2~
m
t∫
0
aR(t
′ − t′′) ycl(t′′) dt′′
+
2~
m
t′∫
0
aI(t
′ − t′′) xcl(t′′) dt′′ = 0.
(25b)
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Substitution of the resulting simplified action back into the time evolution
of the density matrix (20) gives
Z0 ρ(xf , yf , t) = T(t)
∫
e
i
~
Sclρ0(xi, yi) dxi dyi, (26)
where the path integral dependent prefactor is identified as
T(t) =
0∫
0
exp

im~
t∫
0
[
δx˙(t′)δy˙(t′)− ω 20 δx(t′)δy(t′)
+ i
~
m
δy(t′)
t∫
0
aR(t
′ − t′′) δy(t′′) dt′′ (27)
− 2~
m
δy(t′)
t′∫
0
aI(t
′ − t′′) δx(t′′) dt′′
]
dt′

DδxDδy,
and where the effective classical action is
Scl = m
t∫
0
[
x˙cl(t
′)y˙cl(t
′)− ω 20 xcl(t′)ycl(t′) + i
~
m
ycl(t
′)
t∫
0
aR(t
′ − t′′) ycl(t′′) dt′′
− 2~
m
xcl(t
′)
t∫
t′
aI(t
′′ − t′) ycl(t′′) dt′′
]
dt′.
(28)
From equation (25a) for ycl(t
′), we have −ω 20 xcl(t′)ycl(t′) = y¨cl(t′)xcl(t′) +
(2~/m)xcl(t
′)
∫ t
t′
aI(t
′′ − t′) ycl(t′′) dt′′, which simplifies the classical action in
(28),
Scl = m
[
xf y˙cl(t)− xiy˙cl(0) + i ~
m
t∫
0
ycl(t
′)
t∫
0
aR(t
′ − t′′) ycl(t′′) dt′′dt′
]
. (29)
Together, equations (25a), (26), (27) and (29) give a general path integral
formulation for the time evolution of a single quantum oscillator coupled to
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a thermal environment. In this description, the thermal reservoir is modeled
as a continuous spectrum of oscillators occupying a Boltzmann distribution
at temperature T . However, further progress requires an explicit form of
aI(t
′′ − t′) which depends on the spectral density J(ω).
3. Specifying the Spectral Density
Typically, the spectrum of the reservoir is taken to have a linear form,
J(ω) ∝ ω, at low frequencies. Since this spectrum cannot persist to arbi-
trarily high frequencies, there must be a cutoff beyond which there is no
appreciable coupling to the quantum oscillator, q. Because the thermal en-
vironment does not excite oscillator frequencies too far in excess of the mean
thermal frequency, (β~)−1, it is reasonable to consider the case where the
cutoff is twice this mean,
J(ω) =


2mγω |ω| < 2/β~
0 otherwise.
(30)
Whereas 2γ is the usual damping parameter, the inverse of the mean thermal
frequency, β~, is identified as the thermalization time scale of the reservoir.
Using the spectral density of (30) in the definition (14), the expression
for aI(t
′ − t′′) can be written
aI(t
′ − t′′) = −mγ
pii~
2/β~∫
−2/β~
ω eiω(t
′−t′′) dω. (31)
Because the environmental reservoir contains many more degrees of freedom
than the quantum oscillator, it is assumed that the thermalization time of
the reservoir is always much shorter than t, the thermalization time of the
oscillator. Hence it is always the case that 2t/β~ ≫ 1 and the integration
limits in (31) may be extended to infinity,
aI(t
′ − t′′) ≃ −mγ
pii~
∞∫
−∞
ω eiω(t
′−t′′) dω
=
2mγ
~
d
dt′
δ(t′ − t′′). (32)
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Care must be exercised when taking this limit, for it implicitly contains the
approximation
1
2pi
2/β~∫
−2/β~
eiω(t
′−t′′) dω ≃ δ(t′ − t′′) . (33)
When appearing within an integral, this approximation permits the delta
function to be used. However, when seemingly divergent expressions like
δ(0) arise outside of any integral, it must be realized that what is really
meant is
δ(0) =
2
piβ~
. (34)
Simply substituting (32) into the integro-differential equation (25a) gives
an ambiguous result since the delta function zero occurs at one of the inte-
gration limits. Therefore, it is realized that the proper limit is obtained by
half of the value of the corresponding case in which the delta function zero
occurs within the integration limits. Along with the observation in (34), this
prescription results in a second-order differential equation for ycl(t
′),
y¨cl(t
′)− 2γy˙cl(t′) +
(
ω 20 −
4γ
piβ~
)
ycl(t
′) = 0. (35)
Whether the solutions to (35) are exponential or oscillatory is determined
by the discriminant
D = −ω 20 +
4γ
piβ~
+ γ2. (36)
For the case of extreme underdamping, γ ≪ ω0, the discriminant is close to
−ω20 at low temperatures, thus giving oscillatory solutions. However, if the
temperature is sufficiently high that
4γ0kBT
pie~ω20
> 1, (37)
then the discriminant becomes positive, leading to purely exponential solu-
tions of (35). In the infinite-temperature limit, the term involving γT can
only be convergent if γ has a temperature dependence which decays at least
as rapidly as 1/T . It is plausible to include these limits by taking an expo-
nential form for the damping parameter
γ = γ0e
−T/Tc , γ0 ≪ ω0, (38)
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in which Tc is a temperature cutoff. If the cutoff is sufficiently large then the
discriminant (36) can be positive, thus giving purely exponential solutions
around some neighborhood of T ≃ Tc. As indicated by Fig. 2, this solu-
tion gives rise to a unique steady-state, to be shown through corresponding
derivations of the density matrix.
T/Tc
D
/ω
2 0
0.50
0
1.0 1.5 2.0 2.5 3.0
−1.0
−0.8
−0.6
−0.4
−0.2
0.2
0.4
︷ ︸︸ ︷
T1
Tc
T2
Tc
D > 0, Decay of Excited States
D < 0
D < 0,
Boltzmann
Thermalization
Figure 2: Using the damping parameter model of (38), the associated discriminant (36)
is divided by ω2
0
, then plotted as a function of the normalized temperature, T/Tc, for
4γ0kBTc/(pie~ω
2
0
) = 1.1. Although the quantum oscillator thermalizes to the Boltzmann
distribution at low temperatures, there is a range T1 < T < T2 for which the excited oscil-
lator states are suppressed since they decay into the stable ground state. At temperatures
beyond this range, the usual Boltzmann distribution re-emerges.
4. Damping of Excited Modes
Within some intermediate temperature range, the discriminant in (36)
may be positive, indicating that the general solution to the differential equa-
tion (35) has the form
ycl(t
′) = eγt
′{B sinh(ξt′) + C sinh[ξ(t− t′)]} , (39)
where B and C are constants to be determined from the boundary conditions
and where we have defined
ξ =
√
−ω20 +
4γ
piβ~
+ γ2 > 0. (40)
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Applying the boundary conditions
ycl(0) =
1√
2
(qi − q′i) = yi (41a)
ycl(t) =
1√
2
(qf − q′f) = yf , (41b)
gives
ycl(t
′) =
1
sinh(ξt)
{
yfe
γ(t′−t) sinh(ξt′) + yie
γt′sinh[ξ(t− t′)]
}
. (42)
The required end-point derivatives are obtained from (42),
y˙cl(0) = γyi +
ξ
sinh(ξt)
[
yfe
−γt − yi cosh(ξt)
]
(43a)
y˙cl(t) = γyf +
ξ
sinh(ξt)
[
yf cosh(ξt)− yieγt
]
. (43b)
In addition to the classical trajectory, ycl(t
′), the action is explicitly depen-
dent upon aR(t
′ − t′′), which is arrived at by inserting the spectral density
(30) into the definition (13),
aR(t
′ − t′′) = γm
pi~
2/β~∫
−2/β~
coth
(
β~ω
2
)
ω eiω(t
′−t′′)dω . (44)
Expression (44) is now inserted into the corresponding integrals in the clas-
sical action (29),
~
m
t∫
0
ycl(t
′)
t∫
0
aR(t
′ − t′′) ycl(t′′) dt′′dt′ = γ
pi
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
·
t∫
0
dt′eiωt
′
ycl(t
′)
t∫
0
dt′′e−iωt
′′
ycl(t
′′) .
(45)
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From the solution for ycl(t
′′) given by (42), the required time integrals are
evaluated to be
t∫
0
dt′′e−iωt
′′
ycl(t
′′) =
1
2i
1
sinh(ξt)
(
yf
{
1
ω − i(ξ − γ)
[
e−i(ω−iξ)t − e−γt]
− 1
ω + i(ξ + γ)
[
e−i(ω+iξ)t − e−γt]}
− yi
{
1
ω − i(ξ − γ)
[
e−i(ω+iγ)t − eξt]
− 1
ω + i(ξ + γ)
[
e−i(ω+iγ)t − e−ξt]}
)
. (46)
After multiplying this result by its complex conjugate, only the ω integral in
(45) remains,
~
m
t∫
0
ycl(t
′)
t∫
0
aR(t
′ − t′′) ycl(t′′) dt′′dt′
= −1
2
1
sinh2(ξt)
γ
pi
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
){
y2fe
−γt
[
fξ(ω)− e−ξtgξ(ω)
]
− 2yfyi [cosh(ξt)fξ(ω)− gξ(ω)]
+ y2i e
γt
[
fξ(ω)− eξtgξ(ω)
]}
+ {ξ → −ξ}. (47)
For notational conciseness, the last term in curly braces, {ξ → −ξ}, is short-
hand for the addition of the preceding expression but with ξ replaced by −ξ.
Furthermore, the functions fξ(ω) and gξ(ω) are identified as
fξ(ω) =
1
(ω − iξ)2 + γ2
{
cosh(γt)− cos [(ω − iξ)t]} (48a)
gξ(ω) =
1
ω2 + (ξ − γ)2
{
cosh[(ξ − γ)t]− cos(ωt)}. (48b)
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In this regime, the required integrals over ω have been carried out in the
appendix, where it is also shown that the thermalization limit γt → ∞
simplifies (47) to
~
m
t∫
0
ycl(t
′)
t∫
0
aR(t
′−t′′) ycl(t′′) dt′′dt′ −−−→
γt→∞
iγ coth
(
iβ~ξ
2
)(
y2f + y
2
i
)
. (49)
In addition to (49), the corresponding long-time limits of (43a) and (43b)
are used in the classical action (29) to obtain
Scl −−−→
γt→∞
m
[
xf (γ + ξ)yf − xi(γ − ξ)yi − γ coth
(
iβ~ξ
2
)(
y2f + y
2
i
)]
≃ mξ(xfyf + xiyi) , (50)
where the last line follows from the condition of severe underdamping in
which γ is by far the smallest frequency in the system. Consequently, the
entire contribution from (49) is negligible.
Having obtained an expression for the effective action in terms of the end-
point coordinates, we are now in a position to evaluate the integral
∫
e(i/~)Scl
ρ0(xi, yi)dxidyi occurring in the time-dependent density matrix (26). The
initial density matrix given by Eq. (2) must be expressed in terms of the
rotated coordinates (19),
ρ0(xi, yi) = N0 exp
{
−mω0
2~
[
x2i tanh
(
β0~ω0
2
)
+ y2i coth
(
β0~ω0
2
)]}
, (51)
where the prefactor N0 is identified as
N0 =
√
mω0
2pi~ sinh(β0~ω0)
. (52)
Using (50) and (51), the steady state density matrix for intermediate tem-
peratures can be written
ρ(xf , yf , t) −−−→
γt→∞
N0
Z0
T(γt→∞)
∞∫
−∞
∞∫
−∞
exp
{
−m
~
[
1
2
x2i ω0 tanh
(
β0~ω0
2
)
16
+
1
2
y2i ω0 coth
(
β0~ω0
2
)
− iξxiyi − iξxfyf
]}
dxidyi.
(53)
Evaluating the Gaussian integrals over xi and yi, then using the definitions
of Z0 (3) and N0 (52) simplifies this to
ρ(xf , yf , t) −−−→
γt→∞
2T(γt→∞)
√
pi~
mω0
tanh
(
β0~ω0
2
)
ω0√
ω20 + ξ
2
· exp
(
i
~
mξxfyf
)
. (54)
It is instructive to use (19) to rewrite (54) in terms of the original wavefunc-
tion coordinates, qf and q
′
f ,
ρ(xf , yf , t) −−−→
γt→∞
2T(γt→∞)
√
pi~
mω0
tanh
(
β0~ω0
2
)
ω0√
ω20 + ξ
2
· exp
[
−m
2~
(−iξq2f + iξq′ 2f )]
= 2T(γt→∞)
√
pi~
mω0
tanh
(
β0~ω0
2
)
ω0√
ω20 + ξ
2
√
pi~
mξ
ϕ0(qf )ϕ
∗
0(q
′
f ),
(55)
where the wave function ϕ0(qf ) has been defined by
ϕ0(qf ) =
(−imξ
pi~
)1/4
exp
(
imξ
2~
q2f
)
. (56)
Therefore, in this higher temperature regime the equilibrium state of the
harmonic oscillator is characterized by its ground state, but with the imag-
inary frequency −iξ. If terms of order γ were not dropped, this frequency
would be complex-valued in general. Because the imaginary part of the fre-
quency quantifies the decay rate into the stable ground state, all excited
modes are unstable except for the ground state where the energy can always
be chosen to be real [7]. Since this decay rate is linearly related to the energy
quantum number n, the associated instability becomes more prominent with
increasing excitation. This result is interpreted as the reservoir acting to dis-
sipate or extract energy from the oscillator, thereby preserving the coherence
of a single quantum state.
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5. Thermalization to a Boltzmann Distribution
Through the decay of excited states, the environment can act to maintain
the coherence of the oscillator at intermediate temperatures. By contrast, at
low or at very high temperatures the discriminant in (36) becomes negative,
thus changing the solutions of (35) from exponential to oscillatory,
ycl(t
′) = eγt
′{B sin(ηt′) + C sin[η(t− t′)]} , (57)
where the frequency is given by
η =
√
ω20 −
4γ
piβ~
− γ2 > 0. (58)
Analysis that parallels that of the intermediate temperature case need not
be repeated. Instead, corresponding expressions are obtained by the replace-
ment ξ → −iη in the previous treatment. Using this substitution in (42) and
(43) determines the analogous solution for this case,
ycl(t
′) =
1
sin(ηt)
{
yfe
γ(t′−t) sin(ηt′) + yie
γt′sin[η(t− t′)]
}
, (59)
with the corresponding end-point velocities given by
y˙cl(0) ≃ η
sin(ηt)
[
yfe
−γt − yi cos(ηt)
]
(60a)
y˙cl(t) ≃ η
sin(ηt)
[
yf cos(ηt)− yieγt
]
. (60b)
Arriving at (60a) and (60b) follows from the fact that all calculations are
performed in the severely underdamped regime for γ ≪ ξ, η. Additionally,
the expression for the integral of aR(t
′ − t′′) is obtained by first substituting
(48) into (47), then again using the transformation ξ → −iη,
~
m
t∫
0
ycl(t
′)
t∫
0
aR(t
′ − t′′) ycl(t′′) dt′′dt′
=
γ
pi
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
2
1
sin2(ηt)
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·
[
y2f
(
1
(ω − η)2 + γ2 e
−γt{cosh(γt)− cos[(ω − η)t]}
− 1
ω2 − (η − iγ)2 e
(iη−γ)t{cos[(η − iγ)t]− cos(ωt)}
)
− 2yfyi
(
1
(ω − η)2 + γ2 cos(ηt){cosh(γt)− cos[(ω − η)t]}
− 1
ω2 − (η − iγ)2 {cos[(η − iγ)t]− cos(ωt)}
)
+ y2i
(
1
(ω − η)2 + γ2 e
γt{cosh(γt)− cos[(ω − η)t]}
− 1
ω2 − (η − iγ)2 e
(−iη+γ)t{cos[(η − iγ)t]− cos(ωt)}
)]
+ {η → −η}. (61)
Due to the oscillatory nature of the solution for ycl(t
′), the long-time ap-
proximations that led to (49) do not apply for this case. Nonetheless, the
damping parameter remains the smallest frequency in the system, thereby
allowing terms of order γ and higher to be separated out as negligible. Hence,
the dominant terms in the integrals over ω are easily obtained
γ
pi
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
(ω − η)2 + γ2 cos[(ω − η)t]
=
γ
pi
Re


2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
(ω − η − iγ)(ω − η + iγ)e
i(ω−η)t


= η coth
(
β~η
2
)
e−γt + {terms of order ≥ γ}, (62a)
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γpi
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
ω2 − (η − iγ)2 cos(ωt)
= {terms of order ≥ γ}. (62b)
All remaining integrals appearing in (61) are found from the t = 0 forms of
(62a) and (62b). Using these results, the required integral involving aR(t
′−t′′)
becomes
~
m
t∫
0
ycl(t
′)
t∫
0
aR(t
′ − t′′) ycl(t′′) dt′′dt′
=
η
sin2(ηt)
coth
(
β~η
2
)
sinh(γt)
[
y2fe
−γt − 2yiyf cos(ηt) + y2i eγt
]
. (63)
Substituting (60a), (60b) and (63) into the expression for the classical action
(29) leads to the result
Scl = m
η
sin(ηt)
{
xfyf cos(ηt)− xfyi eγt − xiyfe−γt + xiyi cos(ηt)
+
i
sin(ηt)
coth
(
β~η
2
)
sinh(γt)
[
y2fe
−γt − 2yiyf cos(ηt) + y2i eγt
]}
.
(64)
As in the previous analysis, obtaining the effective action in terms of the end-
point coordinates enables the evaluation of the integral
∫
e(i/~)Sclρ0(xi, yi)dxidyi
appearing in the time-dependent density matrix (26). Inserting (64) and (51)
into the xi and yi integrals gives∫
e
i
~
Sclρ0(xi, yi)dxidyi
= N0
∞∫
−∞
∞∫
−∞
exp
{
−m
~
[
1
2
x2i ω0 tanh
(
β0~ω0
2
)
+
1
2
y2i ω0 coth
(
β0~ω0
2
)
− ixfyfη cot(ηt) + ixfyiη csc(ηt)eγt
+ ixiyfη csc(ηt)e
−γt − ixiyiη cot(ηt)
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+ y2f η csc
2(ηt) coth
(
β~η
2
)
sinh(γt)e−γt
− 2yiyfη cot(ηt) csc(ηt) coth
(
β~η
2
)
sinh(γt)
+ y2i η csc
2(ηt) coth
(
β~η
2
)
sinh(γt)eγt
]}
dxidyi. (65)
Performing the Gaussian integrals along with the lengthy algebra involved
leaves a simplified result∫
e
i
~
Sclρ0(xi, yi)dxidyi
= N0
2pi~
m
√
z0
ω0ν
exp
(
− m
2~ν
{
y2f η
2 csc2(ηt)
[
4z2 sinh2(γt)
+ 2
(
η
ω0
+
ω0
η
)
zz0 sinh(γt)e
−γt + z20 e
−2γt
]
+ 2ixfyf
(
η2
ω0
− ω0
)
η z0 cot(ηt) + x
2
fη
2 csc2(ηt)e2γt
})
, (66)
in which the parameters
z = coth
(
β~η
2
)
(67a)
z0 = coth
(
β0~ω0
2
)
(67b)
and
ν = ω0z0 +
η2
ω0
z0 cot
2(ηt) + 2ηz csc2(ηt) sinh(γt)eγt, (68)
have been defined for brevity. Assuming γ to be sufficiently small, the renor-
malized frequency in (58) can be approximated by
η ≃ ω0. (69)
Being in the highly underdamped regime, the expression for ν simplifies to
ν ≃ ω0 csc2(ω0t)
[
coth
(
β0~ω0
2
)
+ 2 coth
(
β~ω0
2
)
sinh(γt)eγt
]
, (70)
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where we have inserted the explicit expressions for z and z0. Likewise, (69)
also simplifies expression (66)∫
e
i
~
Sclρ0(xi, yi)dxidyi
= N0
2pi~
m
√
z0
ω0ν
exp
{
−mω0
2~
[
x2f
ω0
ν sin2(ω0t)
e2γt + y2f
ν
ω0
sin2(ω0t)e
−2γt
]}
.
(71)
Substituting this result into (26) gives the time evolution of the full density
matrix
ρ(xf , yf , t) = 2T(t)
√
pi~
mν
exp
{
−mω0
2~
[
x2f
ω0
ν sin2(ω0t)
e2γt
+ y2f
ν
ω0
sin2(ω0t)e
−2γt
]}
. (72)
Since no long-time limits have been used in the derivation, equation (72)
includes the transient time behavior of the density matrix. In addition to
the expression for ν (70), this result shows the thermalization time to be on
the order of the inverse damping parameter, t ∼ γ−1, just like the previous
case for intermediate temperatures. At times in excess of γ−1, ν simplifies to
ν −−−→
γt→∞
ω0 csc
2(ω0t) coth
(
β~ω0
2
)
e2γt. (73)
This limit demonstrates that when in contact with the thermalizing environ-
ment, the quantum oscillator equilibriates to a steady-state described by the
density matrix
ρ(xf , yf , γt→∞) = 2T(γt→∞)
√
pi~
mω0
tanh
(
β~ω0
2
)
sin(ω0t) e
−γt
· exp
{
−mω0
2~
[
x2f tanh
(
β~ω0
2
)
+ y2f coth
(
β~ω0
2
)]}
.
(74)
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Comparison with the initial density matrix of (51) indicates that at low and
at very high temperatures, for which the discriminant in (36) is negative, the
reservoir acts to thermalize the quantum oscillator to the usual Boltzmann
distribution of eigenstates.
6. Summary
The steady-state of a quantum oscillator can be dependent on the tem-
perature of the environment to which it is coupled. Modeled as an oscillator
continuum, the environment is quantified by a spectral density which is lin-
ear in frequency with a proportionality constant known as the coupling, or
damping, parameter. Because it is improbable to excite energies too far in
excess of the mean thermal energy, the environmental spectrum has a cutoff
of twice the mean thermal frequency, 2/β~.
In the path integral formulation, the steady-state of the oscillator is de-
pendent upon the renormalized frequency,
√
ω20 − 4γ/(piβ~)− γ2, which in-
herits its temperature dependence from the environmental cutoff. For low
temperatures, the small frequency shift, ≃ −2γ/(piβ~ω0)−γ2/(2ω0), obtains
the expected Boltzmann thermalization. To keep the renormalized frequency
finite in the high-temperature limit, a damping parameter (2γ) with a tem-
perature cutoff, Tc, is considered. If this cutoff is small enough such that the
renormalized frequency is always real, then the expected Boltzmann thermal-
ization prevails at any temperature. However, if Tc is sufficiently large, there
is a range of temperatures for which the renormalized frequency becomes
imaginary. Decaying at a rate given by the corresponding imaginary energy
eigenvalue, all excited modes become unstable, whereas the ground state re-
mains stable since its energy can always be chosen to be real. Dissipation
now refers to an extraction of energy instead of a suppression of coherence.
Concisely summarized by the example in Fig. 2, the usual Boltzmann
thermalization prevails at low and at very high temperatures. For temper-
atures in between the environment damps out the excited modes, thereby
maintaining the coherence of a single quantum state. As indicated by ex-
periments on photosynthetic molecules [2, 3] and by recent experiments on
superconducting graphite grains [1], there are systems where this interme-
diate damping regime could lie well within the room-temperature range. In
particular, photosynthetic molecules display a quantum coherence having the
same qualitative temperature dependence as described here. Such dependen-
cies also arise in models of the exciton transport efficiency [8, 9], thus sug-
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gesting a possible mechanism for a high-temperature cutoff in the damping
parameter.
Appendix A. Frequency Integrals for the Intermediate Tempera-
ture Region
Due to the appearance of hyperbolic functions, obtaining the dominant
terms in the ω integrals of (47) is somewhat more involved than in the very-
high or in the lower temperature counterparts. It is convenient to first con-
sider the integral involving fξ(ω) which contains two terms of the form
γ
pi
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
(ω − iξ)2 + γ2 cos [(ω − iξ)t]
=
1
2pii
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)[
1
ω − i(ξ + γ) −
1
ω − i(ξ − γ)
]
· [cosh(ξt) cos(ωt) + i sinh(ξt) sin(ωt)] .
(A.1)
Since this integral splits into two terms of opposite parity in γ, it suffices to
evaluate only one, with the other obtained from the substitution γ → −γ.
A more compact expression can be written by denoting (i) as the integral
multiplying cosh(ξt) and (ii) as the integral multiplying sinh(ξt),
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
ω − i(ξ + γ) [cosh(ξt) cos(ωt) + i sinh(ξt) sin(ωt)]
= cosh(ξt)(i) + i sinh(ξt)(ii). (A.2)
Reading off the integral identified as (i) we have
(i) =
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
ω − i(ξ + γ) cos(ωt)
= i(ξ + γ)
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
[ω + i(ξ + γ)][ω − i(ξ + γ)] cos(ωt)
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= i(ξ + γ)Re


2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
[ω + i(ξ + γ)][ω − i(ξ + γ)] e
iωt


= i(ξ + γ)Re

2pii[i(ξ + γ)] coth
[
iβ~(ξ + γ)
2
]
1
2i(ξ + γ)
e−(ξ+γ)t
−
∫
CT
dω ω coth
(
β~ω
2
)
1
ω2 + (ξ + γ)2
eiωt

 . (A.3)
Arriving at the last line requires an integration over contour CT , the positively-
oriented semicircular arc of radius 2/β~ in the upper half complex plane. In
the intermediate regime, temperatures are sufficiently high that
γ, ξ ≪ (β~)−1, (A.4)
thus allowing the integral over CT to be approximated as∫
CT
dω ω coth
(
β~ω
2
)
1
ω2 + (ξ + γ)2
eiωt .
∫
CT
dω
1
ω
coth
(
β~ω
2
)
eiωt. (A.5)
The contour CT is more conveniently parametrized by the change of variables
ω = reiθ, r =
2
β~
dω = iωdθ. (A.6)
With these substitutions, the upper bound (A.5) becomes
∫
CT
dω
1
ω
coth
(
β~ω
2
)
eiωt = i
δ∫
0
dθ coth
(
eiθ
)
eire
iθt + i
pi−δ∫
δ
dθ coth
(
eiθ
)
eire
iθt
+ i
pi∫
pi−δ
dθ coth
(
eiθ
)
eire
iθt, (A.7)
where the small parameter δ has been defined as
δ = β~(ξ + γ)≪ 1. (A.8)
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To leading order, of the sum of the first integral and the last integral is linear
in δ,
δ∫
0
dθ coth
(
eiθ
)
eire
iθt +
pi∫
pi−δ
dθ coth
(
eiθ
)
eire
iθt ≃ coth(1)eirtδ + coth(−1)e−irtδ
= 2i coth(1) sin
(
2t
β~
)
δ. (A.9)
For the remaining term in (A.7), an upper bound can be established since
pi−δ∫
δ
dθ coth
(
eiθ
)
eire
iθt < e−2(ξ+γ)t
pi−δ∫
δ
dθ coth
(
eiθ
)
eir cos(θ)t. (A.10)
Terms of order e−γt are retained since these are used to obtain the corre-
sponding terms of opposite parity in γ.
Because all calculations are performed in the severely underdamped case,
the damping parameter γ is by far the smallest frequency in the system. Con-
sequently, the integral in (A.10) may be neglected as it vanishes exponentially
as e−2ξt ≪ e−γt in the required large-time limit. From these observations,
the leading order contribution of the C T contour integral is∫
CT
dω ω coth
(
β~ω
2
)
1
ω2 + (ξ + γ)2
eiωt ≃ −2 coth(1) sin
(
2t
β~
)
δ. (A.11)
Using (A.11) in (A.3), the dominant terms of integral (i) are
(i) =
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
ω − i(ξ + γ) cos(ωt)
= (ξ + γ)
{
−pi coth
[
iβ~(ξ + γ)
2
]
e−(ξ+γ)t
+ 2i coth(1) sin
(
2t
β~
)
β~(ξ + γ) +O(β~ξ)2
}
.
(A.12)
26
The second integral of (A.2) is identified as
(ii) =
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
ω − i(ξ + γ) sin(ωt)
=
2/β~∫
−2/β~
dω ω2 coth
(
β~ω
2
)
1
ω2 + (ξ + γ)2
sin(ωt)
=
i
ξ + γ
∂
∂t
(i)
= (ξ + γ)
{
pii coth
[
iβ~(ξ + γ)
2
]
e−(ξ+γ)t
− 4 coth(1) cos
(
2t
β~
)
+O(β~ξ)
}
(A.13)
Results (A.12) and (A.13) are used to express (A.2) in terms of the required
parameters
cosh(ξt)(i) + i sinh(ξt)(ii) = −(ξ + γ)
{
4i coth(1) cos
(
2t
β~
)
sinh(ξt)
+ pi coth
[
iβ~(ξ + γ)
2
]
e−γt +O[β~ξ sinh(ξt)]
}
(A.14)
As noted, the second contribution on the right-hand side of (A.1) is de-
rived by replacing γ with −γ in (A.14). Subtracting these two contributions,
then dividing by 2pii obtains (A.1)
γ
pi
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
(ω − iξ)2 + γ2 cos [(ω − iξ)t]
=
i
2
(ξ + γ) coth
[
iβ~(ξ + γ)
2
]
e−γt − i
2
(ξ − γ) coth
[
iβ~(ξ − γ)
2
]
eγt
27
− 4γ
pi
[
coth(1) cos
(
2t
β~
)
+O(β~ξ)
]
sinh(ξt). (A.15)
Equation (A.15) along with its t = 0 form are used to obtain the fξ(ω)
integral in (47),
γ
pi
2/β~∫
−2/β~
dω ω fξ(ω) coth
(
β~ω
2
)
=
i
2
{
(ξ + γ) coth
[
iβ~(ξ + γ)
2
]
+ (ξ − γ) coth
[
iβ~(ξ − γ)
2
]}
sinh(γt)
+
4γ
pi
[
coth(1) cos
(
2t
β~
)
+O(β~ξ)
]
sinh(ξt). (A.16)
Also in (47) is the integral of gξ(ω) which is a linear combination of two
terms of the form
γ
pi
2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
ω2 + (ξ − γ)2 cos(ωt)
=
γ
pi
Re


2/β~∫
−2/β~
dω ω coth
(
β~ω
2
)
1
[ω + i(ξ − γ)][ω − i(ξ − γ)] e
iωt


=
γ
pi
Re

pii coth
[
iβ~(ξ − γ)
2
]
e−(ξ−γ)t
−
∫
CT
dω ω coth
(
β~ω
2
)
1
ω2 + (ξ − γ)2 e
iωt


=
γ
pi
Re
{
pii coth
[
iβ~(ξ − γ)
2
]
e−(ξ−γ)t + 2 coth(1) sin
(
2t
β~
)
β~(ξ − γ)
+O(β~ξ)2
}
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= iγ coth
[
iβ~(ξ − γ)
2
]
e−(ξ−γ)t +
2γ
pi
coth(1) sin
(
2t
β~
)
β~(ξ − γ)
+ γO(β~ξ)2 .
(A.17)
Arriving at the third equality requires the expression for the integral over CT
given by (A.11). Similar to the previous case, equation (A.17) and its t = 0
form are used to obtain the gξ(ω) integral in (47),
γ
pi
2/β~∫
−2/β~
dω ω gξ(ω) coth
(
β~ω
2
)
= iγ coth
[
iβ~(ξ − γ)
2
]
sinh [(ξ − γ)t]− 2γ
pi
coth(1) sin
(
2t
β~
)
β~(ξ − γ)
+ γ sinh2
[
1
2
(ξ − γ)t
]
O(β~ξ)2. (A.18)
Equations (A.16) and (A.18) express the integrals over ω in terms of the
required parameters. Inserting these results back into (47) gives
~
m
t∫
0
ycl(t
′)
t∫
0
aR(t
′ − t′′) ycl(t′′) dt′′dt′
= −1
2
1
sinh2(ξt)
{
y2f e
−γt
(
ζ − ε+eξt − ε−e−ξt
)− 2yfyi [ζ cosh(ξt)− ε+ − ε−]
+ y2i e
γt
(
ζ − ε+e−ξt − ε−eξt
)}
, (A.19)
where
ζ = i(ξ + γ) coth
[
iβ~(ξ + γ)
2
]
sinh(γt) + i(ξ − γ) coth
[
iβ~(ξ − γ)
2
]
sinh(γt)
+
8γ
pi
sinh(ξt)O(β~ξ) (A.20a)
ε± = iγ coth
[
iβ~(ξ ± γ)
2
]
sinh [(ξ ± γ)t)] + 2γ
pi
coth(1) sin
(
2t
β~
)
β~(γ ± ξ)
+ γ sinh2
[
1
2
(ξ ± γ)t
]
O(β~ξ)2. (A.20b)
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The terms of opposite parity in ξ, denoted by {ξ → −ξ}, have been explicitly
included in ε± and in ζ . For times larger than or equal to the thermalization
time, the limit γt→∞ is applicable for which the dominant terms in ζ and
ε± are
ζ −−−→
γt→∞
4γ
pi
eξtO(β~ξ) (A.21a)
ε± −−−→
γt→∞
γ
2
e(ξ±γ)t
{
i coth
[
iβ~(ξ ± γ)
2
]
+O(β~ξ)2
}
. (A.21b)
Finally, expressions (A.21) are used to obtain the thermalization time limit
of (A.19)
~
m
t∫
0
ycl(t
′)
t∫
0
aR(t
′ − t′′) ycl(t′′) dt′′dt′ −−−→
γt→∞
iγ coth
(
iβ~ξ
2
)
(y2f + y
2
i ).
(A.22)
In addition to dropping terms of order β~ξ and higher, it has been assumed
that γ ≪ ξ, consistent with the severely underdamped case.
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