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ABSTRACT
This paper investigates the feasibility of Tomlinson–Hara-
shima precoding when transmitting over multiple–antenna
radio interfaces. In particular, we focus on the robustness of
adaptive methods with respect to channel estimation errors.
Two approachesare investigatedto obtain predictionsof the
channel impulse response required to select the precoding
parameters: Kalman ﬁltering and particle ﬁltering. Kalman
ﬁltering exhibits good performance but requires knowledge
of the transmitted symbols in advanced. The particle ﬁlte-
ring method considered in this work, on the other hand, is
a blind technique that provides higher spectral efﬁciencies
with a small loss in performance.
1. INTRODUCTION
Inrecentyears, transmissionoverMultiple–Input/Multiple–
Output(MIMO)channelsarisingfromtheutilizationofmul-
tiple antennas at both transmission and reception has attrac-
ted a lot of attention due to the high capacity of these com-
munications links [1]. One way to increase performance
over MIMO channels is the utilization of precoding tech-
niques that allow the separation of the parallel data streams
at the receiver by means of channel pre–equalization at the
transmitter side [2]. The problem to implement precoding
methods is that Channel State Information (CSI) should be
available at transmission. While this assumption is reaso-
nable at the receiver, knowing the channel at the transmit-
ter implies the transmission of CSI through a reverse feed-
back channel. In time varying channels, feedback delay
is a source of errors since the precoder is designed with a
past channel estimate that does not exactly correspond to
the present channel. Thus, in addition to channel estimation
errors, practical implementations of precoding methods are
also affected by channel prediction errors.
In this work, however, we show that Tomlinson-Hara-
shima Precoding (THP) methods [3] are robust to channel
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estimation and prediction errors. Even though they are de-
signed with an erroneous channel, we show that THP tech-
niques are able to correct most of the channel Intersymbol
Interferences (ISI) whereas the remaining ISI is easily cor-
rected with a linear equalizer at the receiver. This is more
efﬁcient thancorrectingall the ISI at the receiver. A straigh-
forward way to acquire the CSI is to transmit training se-
quences that are known a priori by the transmitter and the
receiver. This approach, however, results in a spectral efﬁ-
ciency loss because pilot symbols do not convey informa-
tion. On the other hand, blind methods do not need ex-
plicit knowledge of the transmitted symbols and thus can
track channel variations continuously during the transmis-
sion of information data. Along this work we will focus on
two channel prediction methods, namely Kalman ﬁltering
and Sequential Importance Resampling (SIR). The ﬁrst is
a supervised method that needs knowledge about the true
transmitted symbols and the latter is a blind one, since only
assumptions about the probablility distributions are made
[4]. Nevertheless, our computer experiments show that, al-
though Kalman ﬁlter performs better, only a small loss in
performace takes place when the SIR algorithm is emplo-
yed.
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Fig. 1. THP System.
The remaining of this paper is organized as follows.
Section 2 describes the signal model for THP over time
varying channels. In Section 3, the standard Kalman ﬁl-
tering and the SIR algorithm are introduced and applied to
the problem of estimating and predicting an unknownchan-
nel. Section 4 is devoted to analyze the performance of the
considered precoding techniques by means of deriving ex-
pressions of the Signal to Noise Ratio (SNR) at the receiverinput. Illustrative computer simulations are presented in
Section 5 and some concluding remarks are made in Sec-
tion 6.
2. THP FOR TIME VARYING CHANNELS
Although originally proposedfor Single–Input/Single–Out-
put (SISO) systems, the principle of THP can be directly
extended to
 
 
 
 
! MIMO time varying channels [5]. Fi-
gure 1 shows the block diagramof a MIMO communication
system with THP. We will assume that the transmitted sym-
bols belong to a BPSK constellation
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 . We
also assume that we transmit over a time varying frequen-
cy–selectiveRayleigh fadingchannel with a coherencetime
 
". Information about the channel is available at the trans-
mitter because there exists a feedback channel that sends
CSI from the receiver to the transmitter. Nevertheless, feed-
back introduces some delay
Æ so for the CSI be available at
the transmitter we need
Æ
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Let us further stack the matrix
  into a column vector with
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The channelvaries in time accordingto the Wide Sense Sta-
tionaryandUncorrelatedScattering(WSSUS) modelof Be-
llo [6], i.e.,
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* is the Dopplerfrequencyofthe
 th tapbet-
ween the
 th transmit antenna and the
 th receiver antenna,
  is the frame time,
 
) is the zero-order Bessel function of
the ﬁrst kind and
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tions will be approximated by a ﬁrst–order Gauss–Markov
process, i.e.,
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  is givenby equation(2),
" is a known
 
 
 
!
 
 
 
 
 
!
  matrixand
$
 
 
  is a zero–mean,i.i.d.,circularcom-
plex Gaussian vector process with covariance matrix
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  and has a prior Gaus-
sian distribution with a zero mean vector, i.e.,
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and an identity covariance matrix, i.e.,
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to the WSSUS assumption, we can let
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be diagonal matrices. Model inaccuracies can be made ar-
bitrarily small by increasing the Gauss–Markov process or-
der. Nevertheless, low-order models can capture most of
the channel tap dinamics and lead to effective tracking al-
gorithms [7].
If the
 
!– dimensional received signal is sampled at
symbol rate, we will have the following discrete–time mo-
del,
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’ is the zero mean spatio–
temporally Additive White Gaussian Noise (AWGN) vector
with covariance matrix
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#. If we employ the nota-
tion given by the equation (1), the received signal may be
expressed as
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Regarding the discrete–time model already given, we must
calculate the optimum feedforward and feedback matrices
to select the precoding parameters. We deﬁne the z–trans-
form of the channel matrix as
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deﬁnition. Solvingthe spectral factorizationproblem[8, 9],
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it is obtained a time–domain matrix
.
 
 
  corresponding to
.
 
 
 
 
 
 
’
%
 
!
(
#
 
.
(
 
 
 
 
 
( strictly causal (i.e.,
.
(
 
 
 
  
 
!
"
 ), minimum phase (i.e.,
 
 
 
 
 
 
#
 
$
 
 
 
 
 ,
!
#
!
"
 ), and where
 
 
 
$
  is lower triangular. The feedforward
matrix is then given as
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and the feedback matrix reads
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In this paper we will assume that matrix B(z) is calcu-
lated from channel estimates obtained at the receiver. We
will explain in the following section how to estimate the
channel by means of Kalman ﬁltering and Sequential Im-
portance Sampling (SIS) techniques.
3. CHANNEL TRACKING
Kalman ﬁltering is the most widely used method for esti-
mating and predicting the channel impulse response of time
varying channels. Kalman ﬁltering, however, needs the es-
timation oftrue data symbols or estimating the channelonly
during the time intervals where training symbols are trans-
mitted. On theotherhand,particleﬁlteringtechniques,such
as standard Sequential ImportanceResampling [10, 11], are
blind methods that do not need explicit knowledge of the
transmitted symbols but require the knowledge of the dis-
tribution of the hidden and observed process, although re-
cent techniques do not need to make such assumptions [12].
Thus, we will be able to track channel variations while the
data transmission progresses.
3.1. Kalman Filtering
Taking into account the data model of (5), so called the ob-
servation or measurement equation, and the state model of
(4) the vectorKalman ﬁlter equationscan be summarizedas
follows,
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  is the predictionerrorcovariancematrix,
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the Kalman gain and

 
$
  is the innovation process. The
kalman ﬁlter will be initialized by
 
 
 
$
 
 
 
 
 
 
$
 
 
 
 
and
 
 
$
 
!
$
 
 
 
 
 
$
 
 
 
 .
Although the true symbols could have been estimated
from data leading to blind techniques using Kalman ﬁlters,
for simplicity we have assumed that the true symbols are
known by means of including some pilot symbols in each
frame that will allow us to estimate and predict the channel
behavior according to this algorithm.
3.2. Sequential Importance Resampling
Sequential Importance Sampling (SIS) is one of the most
popular Monte Carlo (MC) methods. It consists of drawing
% samples, usually called particles and denoted by
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 . The set of particles and their associa-
ted normalized weights then becomes a discrete estimate of
the desired pmf,
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Taking into account that the channel impulse response
(CIR) vector has a prior Gaussian distribution, as we have
explained in Section II, the posterior channel probability
density function is also Gaussian (c.f. [4]),
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where the transmitted symbols vectors in a single frame are
given by
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for all
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 . Using the particle ﬁlter approximation of
the a posteriori pmf of the symbols, the posterior channel
distribution associated to the highest importance weighted
particle,
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, provides a Bayesian
estimate of the CIR and, therefore, predictions can be ob-
tained in a straightforward manner.
Next,we explainbrieﬂythedetails oftheSequentialIm-
portance Resampling algorithm for a known channel order.
We begin with the Importance Sampling (IS) scheme. First,
we obtain
% particles from a trial pmf, i.e,
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rior probability of the data sequence conditional on the cor-
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TheseparticlesandtheirnormalizedweightsprovideanMC
approximation of the true posterior pmf,
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TheIS methodcan bemodiﬁedto constructthe particles
andtheirassociateweights sequentiallyas newobservations
arrive. Let us consider the following factorization of the
importance pmf
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Using (20), the IS principle and the following descom-
position of the posterior pmf,
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it is simpleto see thattheimportanceweightscanbeevalua-
tedrecursivelyintime, leadingtotheSequentialImportance
Sampling (SIS) algorithm
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for
 
 
 
 
 
 
 
 
 . The set of particles and normalized
weights at time
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allow to approximate the a posteriori pmf in a way analo-
gous to (19), namely
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It can be shown [13] that this approximate probability ob-
tained by means of the method described above converges
to the true probability
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℄ as
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’ . We could
alsoobtainestimatesofthedatasequenceusingtheparticles
with the largest importance weights [4]
0 50 100 150 200
−8
−6
−4
−2
0
2
4
6
t
C
h
a
n
n
e
l
 
t
r
a
c
k
i
n
g
 
(
S
I
R
)
F
i
r
s
t
 
t
a
p
0 50 100 150 200
−8
−6
−4
−2
0
2
4
6
t
C
h
a
n
n
e
l
 
t
r
a
c
k
i
n
g
 
(
S
I
R
)
S
e
c
o
n
d
 
t
a
p
0 50 100 150 200
10
−3
10
−2
10
−1
10
0
10
1
S
q
u
a
r
e
d
 
e
r
r
o
r
0 50 100 150 200
10
−3
10
−2
10
−1
10
0
10
1
S
q
u
a
r
e
d
 
e
r
r
o
r
true channel
prediction
true channel
prediction
Fig. 2. Channel tracking using Sequential Importance Re-
sampling.
The main problem with particle ﬁltering is that most of
the particles are assigned weights very close to zero after
just a few time steps. To avoid the loss in performance,
a modiﬁed version of the algorithm known as Sequential
Importance sampling with Resampling (SIR) is employed.
It includes a resampling step in the SIS algorithm, which
consists of stochastically discarding the particles with the
smallest weights while those with higher weights are repli-
cated.
To illustrate the goodness of the SIR algorithm for the
channel tracking application, Figure 2 shows an example
when
 
 
 
 
  particles are considered.
4. SNR PERFORMANCE
In order to evaluate the performance of the proposed adap-
tive TH precoding technique, the signal to noise ratio is an
important parameter [5].
When we are not employing precoding at transmission
and with Zero–Forcing Equalization (ZFE) in the receiver,
the ratio of total receiver power to total noise power at the
detector input at time instant
  reads
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In case of precoding (if we ignore the modulo loss) and
perfect CSI at transmission, we will have the following ex-presions for the SNR at this point,
 
 
 
 
 
!
"
 
 
 
 
 
!
!
 
"
 
 
 
 

 
 
!
"
"
!
!
!
!
!
"
 
#
 
 
 
 
 
"
"
#
 
$
 
%
!
"
 
$
!
&
!
"
 
’
 
"
(
!
#
#
 
(
%
&
 
 
!
#
 
(26)
Finally, if we have not perfect CSI at the transmitter
side and residual ZFE at the detector input is considered,
the SNR is deﬁned as
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with
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$ implies channel
prediction, i.e, no perfect CSI available, and with
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containing the predicted fading gain from transmit antenna
  to receive antenna
  for the
 th tap. The average SNR, i.e.,
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! will be calculated in all cases by means of
Monte Carlo simulations.
5. RESULTS
In this section we present the results of several simulations
that were carried out to illustrate the robustness of THP
methods. We implemented Kalman and SIR algorithms and
compare the performance of the system measured in terms
of BER, when transmitting with BPSK modulation in MI-
MO Rayleigh fading channels.
We set
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# for maximum spatial multiplexing gain
with Zero Forcing (ZF) THP, and, speciﬁcally, in these si-
mulations,
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%. Simulations are ave-
raged over
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& channel realizations, wherein the channel
is constant across a space–time block code of
’
& symbols,
and changes according to the model explained in Section II
from one block to another. The SIR algorithm is evaluated
with
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& particles and all the transmitted symbols
are assumed known for Kalman ﬁltering. With
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noise variance at each receiver, the SNR plotted is given by
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* is the transmit power
in each slot, i.e., for a BPSK modulation,
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#. Coincidently, this SNR value will be the
SNR at the detector input with linear pre–equalization and
perfect CSI at transmission, i.e., multiplying the data vector
  with the right(seudo)inverse of the channel matrix
# at
the transmitter.
The estimated BER curves are shown in Figure 3 for a
normalizedDoppler frequency
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%. From the ﬁgu-
re, it can be seen that Kalman ﬁltering performs better than
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Sequential Importance Resampling, but the loss in terms of
BER when SIR is employed is very small. It is shown too
the good performance obtained when the predicted chan-
nel is employed in the precoder design and if the mismatch
beetween the true channel and the predicted one is compen-
sated by means of a linear adaptive residual equalization at
the receiver. The ﬁgure also reveals how the use of preco-
ding is advantageous over the simple receiver equalization.
The simulation results in Figure 4 provide some insight
on the issue of how the magnitude and speed of the channelvariation affects the system performance. The ﬁgure plots
the BER fortwo differentvalues of normalizedDopplerfre-
quency,
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" (slow fading) and
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" (fast
fading). We observe that slightly higher SNR is required to
achieve a BER of
"
!
 
  as the Doppler rate
 
!
! increases.
Thus, the performance is similar in both cases which in-
dicates that our precoding method is capable of correctly
adapting to varying channel conditions. In addition, there is
a small loss in performance for employing SIR techniques
with regard to Kalman ﬁltering.
Finally, in the Figure 5 the SNR at the detector input
when SIR is employed is plotted as a function of the nor-
malized Doppler frequency for an SNR=
"
# dB. It is clearly
seen how the performance is very similar if perfect CSI is
not available at transmission. Evidently the SNR values de-
crease with the Doppler frequency but very lightly, as you
can see in the picture. This loss is caused by the prediction
errors whose variance increases with the channel Doppler
rate.
6. CONCLUSIONS
In this work we have demonstrated the feasibility of adap-
tiveTomlinson-Harashimaprecodingoverfrequency–selec-
tive channels. We have investigated two channel predic-
tion methods to implement the precoding strategy, namely
Kalman Filtering (KF) and Sequential Importance Resam-
pling (SIR). Although Kalman ﬁltering provides better re-
sults it is of limited applicability because it requires know-
ledge of the transmitted symbols. This assumption is not
necessary when SIR is employed and the loss in perfor-
mance is small. Thus, employing SIR yields to more band-
width efﬁcient communication links.
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