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Abstract
A full-duplex wireless network with three users that want to establish full message-exchange via a relay is
considered. Thus, the network known as the Y-channel has a total of 6 messages, 2 outgoing and 2 incoming at each
user. The users are not physically connected, and thus the relay is essential for their communication. The linear-shift
deterministic Y-channel is considered first, its capacity region is characterized and shown not to be given by the
cut-set bounds. The capacity achieving scheme has three different components (strategies): a bi-directional, a cyclic,
and a uni-directional strategy. Network coding is used to realize the bi-directional and the cyclic strategies, and thus
to prove the achievability of the capacity region. The result is then extended to the Gaussian Y-channel where the
capacity region is characterized within a constant gap independent of the channel parameters.
Index Terms
Multi-way relaying, compute-forward, cyclic communication, capacity region, constant gap.
I. INTRODUCTION
Multi-way communication refers to scenarios where nodes communicate with each other in a bi-directional
manner. That is, nodes can be sources and destinations at the same time. The first studied multi-way communications
setup is the two-way channel [3] where 2 nodes communicate with each other, and each has a message to deliver
to the other node. The capacity of this setup is not known in general.
Several extensions of this setup were studied in the past decade, with more nodes and different message exchange
scenarios. One such extension is obtained by combining relaying and multi-way communications to obtain the
so-called multi-way relay channel. For instance, in the two-way relay channel (or the bi-directional relay channel
(BRC)), two nodes communicate with each other via a relay. This extension models scenarios where communicating
nodes are distributed and are only connected by intermediate nodes such as satellites. The BRC was introduced in
[4], where relaying protocols were analyzed. Further research in this direction include work in [5] where transmission
schemes employing several classical strategies (amplify, decode, and compress-forward) have been compared. In
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2[6]–[8], an approximate characterization of the capacity region of the Gaussian BRC was given. Furthermore, bi-
directional communication with more users has been studied in [9] where the approximate capacity region of the
multi-pair BRC has been characterized.
The multi-way relay channel (MRC), consisting of more than 2 users and a relay, was studied in [10] where in
this case, users communicate in a multi-way manner by multi-casting a message to other users via the relay. Upper
and lower bounds for the capacity of the Gaussian MRC were given. In their setup, Gu¨ndu¨z et al. divided users into
several clusters, where each user in a cluster has a single message intended to all other users in the same cluster,
which is referred to as multi-cast. On the other hand, Ong et al. considered a similar setup [11], where all users
belong to the same cluster and all channel gains are equal. The authors of [11] obtained the sum-capacity of this
Gaussian setup with more than 2 users.
A broadcast variant of this multi-way relaying setup, the so called Y-channel, was considered in [12] where the
nodes have multiple antennas. That is, three multiple antenna nodes communicate via a multiple antenna relay,
and each node has two messages to broadcast to the other nodes. Each node in the Y-channel is thus a source of
2 messages and a destination of 2 messages. A transmission scheme exploiting interference alignment [13], [14]
was proposed, and its corresponding achievable degrees of freedom were calculated. Note that the capacity of the
Y-channel is not known in general. However, in [12], it was shown that if the relay has more than ⌈3M/2⌉ antennas
where M is the number of antennas at the other nodes, then the sum-capacity cut-set bound [15] is asymptotically
achievable, thus characterizing the degrees of freedom (DoF) of the MIMO Y-channel under this condition.
Notice that the work in [12] considered a special case of the MIMO Y-channel, and thus the problem of the
tightness of the cut-set bound in the general Gaussian Y-channel is left open. In order to resolve this problem, [16]
has studied the SISO Y-channel, where all nodes have single antennas, and shown that the cut-set bounds are not
tight, not even in the asymptotic sense (DoF sense). Note that the SISO Y-channel does not fall under the special
case considered in [12] and hence, the statement in [12] does not apply here. The results of [16] showed that
new bounds are required for an approximate characterization of the sum-capacity of the SISO Y-channel within a
constant gap. The ideas in [16] have lead later on to [17], where the DoF characterization of the MIMO Y-channel
with an arbitrary number of antennas at all nodes has been completed. The work on the MIMO Y-channel has been
pushed further to include cases with more users. For instance, [18] derived achievable DoF for the K-user MIMO
Y-channel under some conditions on the numbers of antennas, and [19] provided DoF characterization for some
MIMO multi-way relay channels with L clusters of users and K users per cluster.
As an approximate sum-capacity characterization for the SISO Y-channel was provided in [16], the next goal
is to determine the capacity region of the network within a constant gap. This is the challenge we take in this
paper. It turns out that the bounds provided in [16] suffice for an approximate capacity region characterization
of the Gaussian SISO Y-channel (GYC) within a constant gap, where the achievability is shown by using novel
transmission strategies as described next.
While interference alignment in space was used in the multi-antenna case [12], we use a different kind of
alignment. Namely, in our single antenna case, we use alignment in the utilized codes to obtain a finite gap
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3characterization of the capacity region of the GYC. This is accomplished by using lattice codes [20] that are
aligned in such a way that facilitates computation at the relay [21].
But before we study the GYC, we gain insights from the simpler linear-shift deterministic Y-channel (DYC),
which is easier to handle. This special deterministic approximation has been proposed as a tool for approximating the
capacity of wireless networks by Avestimehr et al. [22]. By obtaining the capacity of the deterministic approximation
of some wireless network, we can draw conclusions on its capacity in the Gaussian variant. For instance, the capacity
region of the deterministic BRC was obtained in [7] and used to obtain the capacity region of the Gaussian BRC
relay channel within a constant gap. Similarly, the capacity of the deterministic multi-pair BRC was derived in [23],
which lead to the approximate capacity of the Gaussian counterpart in [24].
Our contribution for the deterministic Y-channel can be summarized as follows:
• We provide a new outer bound on the capacity region which is tighter than the cut-set outer bound. This is
contrary to the deterministic BRC [7] and the multi-pair BRC [23] where the cut-set bounds characterize the
capacity region.
• We then show that our outer bound is achievable. Network coding is used to achieve this capacity region, in
a scheme which combines bi-directional, uni-directional, and a novel cyclic communication strategy.
• Consequently, we characterize the capacity region of the DYC1.
Then, we use the capacity achieving scheme of the DYC to build an achievable scheme for the GYC. Superposition
coding, nested lattices, and successive decoding are the main components of the proposed scheme in the Gaussian
case. We provide an achievable rate region using this scheme, compare it to an outer bound, and show that it
characterizes the 6-dimensional capacity region of this setup within a constant gap of 7/6 bits per dimension,
regardless of the channel parameters.
The rest on the paper is organized as follows. The used notation and the system model are given in section II.
Upper bounds for the deterministic setup are given in section III and the capacity achieving transmit strategy is
described in section IV. The Gaussian Y-channel is considered next, with an outer bound in section V and an inner
bound in section VI. The gap between the outer and the inner bounds is analyzed in section VII. We conclude the
paper with a discussion in section VIII.
II. NOTATION AND SYSTEM MODEL
A. Notation
Throughout the paper, we use the following notation. Scalars are represented by normal font, vectors and matrices
by bold face font, and sets by calligraphic font. For instance, x, x, and X are a scalar, a vector, and a set respectively.
The set Sc denotes the complement of a set S. A sequence of n-vectors (x1, . . . ,xn) is denoted xn. The modulo-2
addition (XOR) of symbols in the binary field F2 is denoted ⊕. The function C(x) is given by 12 log(1 + x) and
C+(x) denotes max{0, C(x)}.
1It is worth to mention that the capacity of the 4-user deterministic case has been characterized recently in [25].
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4Fig. 1. The Y-channel showing incoming messages and outgoing messages at each node.
B. System Model
The Y-channel is a multi-way relaying setup where 3 users communicate with each other in a bi-directional
manner via a relay. That is, each user has a message to each other user, resulting in two outgoing messages and
two incoming messages at each user, for a total of 6 messages. The users do not have direct links between each
other, and hence the relay is essential for communication. This setup is shown in Figure 1.
As aforementioned, we have 6 messages, where the message mjk from user j to user k, j, k ∈ {1, 2, 3} is a
realization of a random variable Mjk uniformly distributed over the set Mjk , {1, . . . , 2nRjk} for all j 6= k where
Rjk ∈ R+. For communication, each user j sends a codeword of length n, xnj , with symbols from an alphabet
Xj . The relay receives the length-n signal denoted ynr ∈ Ynr , which is then processed and forwarded as the relay
transmit signal xnr ∈ Xnr . This signal is received then at the users as ynj ∈ Ynj . The sets Yr , Yj , and Xr are the
alphabets of the relay received signal, the users’ received signal, and the relay transmit signal, respectively.
The ith symbol of xnj is in general a function of the outgoing messages at user j and its received symbols up to
time instant i, i.e.,
xji = fji(mjk,mjl, y
i−1
j ) (1)
where fji is the encoding function of user j at time instant i with
fji :Mjk ×Mjl × Y
i−1
j → Xj .
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5The relay listens to the transmission of the users, constructs the signal xnr whose ith symbol is
xri = fri(y
i−1
r ) (2)
and is a function fri of the received symbols at the relay yi−1r , and sends it back to the users. User j receives ynj ,
and tries to decode his desired messages (mˆkj , mˆlj) from ynj using the knowledge of (mjk,mjl), i.e., (mˆkj , mˆlj) =
gj(y
n
j ,mjk,mjl) where
gj : Y
n
j ×Mjk ×Mjl →Mkj ×Mlj
is the decoding function of user j. An error occurs if (mˆkj , mˆlj) 6= (mkj ,mlj). The collection of message sets,
encoders, and decoders defines a code for the Y-channel.
C. Gaussian Y-channel
In the Gaussian Y-channel (GYC) the alphabet of the transmit and received signals is the real set R. The relay
receives
yri = h1x1i + h2x2i + h3x3i + zri, (3)
in time instant i, where zri is a realization of an i.i.d. Gaussian noise Zr ∼ N (0, 1) and h1, h2, h3 ∈ R are the
channel coefficients from the users to the relay. Without loss of generality, we assume that
h21 ≥ h
2
2 ≥ h
2
3. (4)
The relay transmit signal xr is received at user j, corrupted by noise, as
yji = hjxri + zji, (5)
where zji is a realization of an i.i.d. Gaussian noise Zj ∼ N (0, 1). All nodes have a power constraint P , thus
1
n
∑n
i=1 E[X
2
ri] ≤ P and 1n
∑n
i=1 E[X
2
ji] ≤ P . Note that we have assumed that the channels are reciprocal, i.e.,
the channel coefficient from user j to the relay is the same as that from the relay to user j.
D. Linear-shift Deterministic Y-channel
In the linear-shift deterministic Y-channel (DYC), the channel gains of the Gaussian Y-channel are modeled by
non-negative integers nj =
⌈
1
2 log(h
2
jP )
⌉
, j ∈ {1, 2, 3} (see [22] for more details). Due to (4), we have
n1 ≥ n2 ≥ n3. (6)
These integers nj , referred to as levels, define the number of bits that survive a channel which clips a number of
bits of the transmitted binary vector. In more detail, the transmit signal of user j and the relay is a q-dimensional
binary vector xji,xri ∈ Fq2 where q = maxj{nj}. The received signal at each node, yri,yji ∈ F
q
2, is a deterministic
function of the transmit signals, modeled by a down-shift of the transmit signal. That is
yri =
3∑
j=1
Sq−njxji (7)
yji = S
q−njxri (8)
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6Fig. 2. A deterministic Y-channel with (n1, n2, n3) = (4, 3, 2). The strongest channel is between the relay (R) and user 1 (U1). In the
uplink, the relay receives all bits from user 1 that are above the noise level. Users 2 and 3 have weaker channels, and thus, bits at low levels
arrive below the noise level and are clipped. Similarly in the downlink, the bits at the lower levels at the relay are clipped at receivers 2 and 3.
where S is the q × q downward shift matrix. Note that the impact of this channel is clipping the least significant
bits of the channel input, leaving the most significant bits ‘visible’ at the receivers. The weaker the channel (small
nj) the more symbols will be lost through the channel.
All operations are performed in F2. A deterministic Y-channel with levels n1, n2 and n3 is denoted DYC(n1, n2, n3).
As an example, a DYC(4, 3, 2) is shown in Figure 2. A line between two circles in Figure 2 represents a bit-pipe
between these two levels, which models (7) and (8).
Definition 1. A rate tuple (R12, R13, R21, R23, R31, R32) denoted R corresponding to the message tuple
(m12,m13,m21,m23,m31,m32) denoted m, is said to be achievable if there exist a sequence of codes such that
the average error probability can be made arbitrarily small by increasing n. The set of all achievable rate tuples
is the capacity region denoted Cg for the GYC and Cd for the DYC.
III. THE DYC: UPPER BOUNDS
In this section, we provide some upper bounds on the achievable rates of the DYC. We start with the single rate
bounds given by
Rjk ≤ min{nj, nk}, (9)
followed by the cut-set bounds in the following subsection, and genie-aided upper bounds in Section III-B.
A. The DYC Cut-set Bounds
The cut-set bounds [15] can be used to obtain upper bounds on the achievable rates. Consider Figure 2. One cut
in this setup provides the sets S = {U1} and Sc = {U2, U3, R}. The rate of information flow from the set S into
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7the set Sc can be bounded using the cut-set bound by
R12 +R13 ≤ n1. (10)
The rate in the other direction, i.e., from the set Sc into the set S can be bounded by
R21 +R31 ≤ n1. (11)
The next cut we apply gives S = {U1, R} and Sc = {U2, U3}. Here, the rate of information flow from the set S
into the set Sc is bounded by
R12 +R13 ≤ max{n2, n3}
(6)
= n2, (12)
which resembles the broadcast channel (BC) bound in [22]. The rate in the other direction can be bounded by
R21 +R31 ≤ max{n2, n3}
(6)
= n2, (13)
which resembles the multiple access channel (MAC) bound in [22]. Following this procedure for the other remaining
cuts, and collecting the resulting bounds, the cut-set bound for the DYC can be written as follows
Rjk +Rjl ≤ min{nj ,max{nk, nl}} (14)
Rkj +Rlj ≤ min{nj ,max{nk, nl}}. (15)
for all distinct j, k, l ∈ {1, 2, 3}. Notice that the expressions on the left hand side of (14) and (15) are sums of two
rates. These bounds already provide an outer bound on the capacity region Cd.
In many cases with bi-directional communication, the cut-set bounds were shown to characterize the whole
capacity region of the deterministic setup [7], [23]. However, in some deterministic bi-directional setups, the cut-
set bounds are not enough for characterizing the capacity region, as in [26] for instance, and further bounds are
required. The DYC belongs to the latter case. In fact, many rate constraints from the cut-set bounds will be shown
to be redundant due to the bounds we provide next which are more binding.
B. Genie Aided Upper Bounds for the DYC
The following lemmas provide upper bounds on the achievable rates of the DYC which are tighter than some
cut-set bounds. They are obtained by giving additional side information to some nodes.
Lemma 1. The achievable rates in the DYC must satisfy
Rkj +Rlj +Rkl ≤ max{nj, nl} (16)
for all distinct j, k, l ∈ {1, 2, 3}.
Proof: Let a genie give the message m32 to U1 as additional information. This gives a new channel (a genie-
aided channel) with a larger capacity region, and hence leads to a valid upper bound. After decoding m21 and m31,
U1 will have knowledge of the following information
(Yn1 ,m31,m32).
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8Recall that U3 is able to decode m23 from (Yn3 ,m31,m32). Since U1 has (Yn1 ,m31,m32) which is a better
observation than (Yn3 ,m31,m32) (see (6) and (8)), it can decode (m21,m31,m23) leading to the rate bound
n(R21 +R31 +R23 − ǫn)
≤ I(m21,m31,m23;Y
n
1 ,m12,m13,m32)
where ǫn → 0 as n→∞ from Fano’s inequality. We continue as follows
n(R21 +R31 +R23 − ǫn)
(a)
≤ I(m21,m31,m23;Y
n
1 |m12,m13,m32)
= H(Yn1 |m12,m13,m32)−H(Y
n
1 |m)
(b)
≤ H(Yn1 )−H(Y
n
1 |m,X
n
r )
(c)
= H(Yn1 )
(d)
=
n∑
i=1
H(Y1i|Y
i−1
1 )
(b)
≤
n∑
i=1
H(Y1i)
(d)
=
n∑
i=1
n1∑
p=1
H(Y1i(p)|Y1i(1), . . . , Y1i(p− 1))
(b)
≤
n∑
i=1
n1∑
p=1
H(Y1i(p))
(e)
≤ n(n1)
where Y1i(p) is the pth component of Y1i, and
(a) follows due to the independence of the messages,
(b) follows since conditioning does not increase entropy,
(c) follows since H(Yn1 |m,Xnr ) = 0 because Yn1 is a deterministic function of Xnr ,
(d) follows by the chain rule, and
(e) follows since the binary entropy function is maximized to 1 by the Bernoulli distribution with probability 0.5.
Thus, with n→∞,
R21 +R31 +R23 ≤ n1.
In a similar way, we can obtain the other bounds and the lemma is proved.
Lemma 2. The achievable rates in the DYC must satisfy
Rkj + Rlj +Rkl ≤ max{nk, nl} (17)
for all distinct j, k, l ∈ {1, 2, 3}.
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9Proof: A genie gives (Ynr ,m32) as side information to the U1. Then, similar to the proof of Lemma 1, U1
can decode m23 after decoding m21 and m31. In more detail, after decoding m21 and m31, U1 has the observation
(Ynr ,m31,m32). This observation is a better observation than that of U3. Hence, U1 can also decode m23. Now
we can use Fano’s inequality to write the bound
n(R21 +R31 +R23 − ǫn)
≤ I(m21,m31,m23;Y
n
1 ,Y
n
r ,m12,m13,m32), (18)
where ǫn → 0 as n→∞. We proceed with this bound as follows
n(R21 +R31 +R23 − ǫn)
(a)
≤ I(m21,m31,m23;Y
n
1 ,Y
n
r |m12,m13,m32)
(b)
= I(m21,m31,m23;Y
n
r |m12,m13,m32)
= H(Ynr |m12,m13,m32)−H(Y
n
r |m)
≤ H(Ynr |m12,m13,m32)
(c)
=
n∑
i=1
H(Yri|m12,m13,m32,Y
i−1
r )
(d)
=
n∑
i=1
H(Yri|m12,m13,m32,Y
i−1
r ,Y
i
1,X
i+1
1 )
(e)
≤
n∑
i=1
H(Yri|X1i)
(c)
=
n∑
i=1
n1∑
p=1
H(Yri(p)|Yri(1), . . . , Yri(p− 1),X1i)
(e)
≤
n∑
i=1
n1∑
p=1
H(Yri(p)|X1i)
(f)
≤
n∑
i=1
n2∑
p=1
H(Yri(p))
(g)
≤ n(n2)
where where Yri(p) is the pth component of Yri, and
(a) follows due to the independence of the messages,
(b) follows from the Markov chain
(m21,m31,m23)→ (Y
n
r ,m12,m13,m32)→ Y
n
1 ,
(c) follows from the chain rule,
(d) follows since knowing Yi−1r , we can construct Xri = fri(Yi−1r ) for i ∈ {1, . . . , i} (2), i.e., we can construct
Xir, then we can construct Yi1 which is a deterministic function of Xir (8), and then we can use (m12,m13,Yi1)
to construct Xi+11 since X1i = f1i(m12,m13,Y
i−1
1 ) (1),
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(e) follows since conditioning does not increase entropy,
(f) follows since knowing X1i, we know the value of the most significant n1−n2 bits of Yri (where no interference
occurs). Hence the remaining uncertainty is that of the remaining n2 bits.
(g) follows since the binary entropy function is maximized to 1 by the Bernoulli distribution with probability 0.5.
Letting n→∞, we obtain
R21 +R31 +R23 ≤ n2.
The other bounds can be obtained in a similar way, and this concludes the proof.
Notice that the bounds in Lemmas 1 and 2 constrain the sum of three components of R to be lower than a
specific value nj , contrary to the cut-set bounds that constrain the sum of two components of R. This makes these
bounds tighter than the cut-set bounds in general as we shall see next. Now, we combine Lemmas 1 and 2 to obtain
the following statement.
Theorem 1. The achievable rates in the DYC are upper bounded by
R12 +R32 +R13 ≤ n2 (19)
R12 +R32 +R31 ≤ n1 (20)
R21 +R31 +R32 ≤ n2 (21)
R21 +R31 +R23 ≤ n2 (22)
R13 +R23 +R12 ≤ n2 (23)
R13 +R23 +R21 ≤ n1. (24)
Proof: By combining the genie-aided bounds in (16) and (17) and evaluating for all distinct j, k, l ∈ {1, 2, 3}
we obtain the statement of the theorem.
Let us now evaluate the individual rate bounds (9), and the cut-set bounds (14) and (15) using (4). The individual
rate bounds become
R12 ≤ n2, R13 ≤ n3, R23 ≤ n3,
R21 ≤ n2, R31 ≤ n3, R32 ≤ n3.
The cut-set bounds yield
R12 +R13 ≤ n2, R21 +R31 ≤ n2, (25)
R21 +R23 ≤ n2, R32 +R12 ≤ n2, (26)
R31 +R32 ≤ n3, R13 +R23 ≤ n3. (27)
Notice that the individual rate bounds are all redundant given the cut-set bounds. For example, R12 ≤ n2 is
redundant given R12 + R13 ≤ n2 since all rates are positive. Moreover, the cut-set bounds in (25) are redundant
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given the genie-aided bounds (19) and (21). Similarly, the cut-set bounds in (26) are redundant given the genie-aided
bounds (22) and (19). Only cut-set bounds in (27) remain useful.
As a result, by defining Cd to be the region in R6+ satisfying the genie-aided bounds (19)-(24) and the cut-set
bounds (27), that is,
Cd ,


R ∈ R6+ : R31 +R32 ≤ n3
R13 +R23 ≤ n3
R12 +R32 +R13 ≤ n2
R12 +R32 +R31 ≤ n1
R21 +R31 +R32 ≤ n2
R21 +R31 +R23 ≤ n2
R13 +R23 +R12 ≤ n2
R13 +R23 +R21 ≤ n1


, (28)
we obtain the following outer bound on Cd.
Theorem 2. The capacity region Cd of the DYC is outer bounded by Cd.
In the next section, we show that this outer bound is achievable, and hence, we characterize the capacity region
Cd of the DYC.
IV. A CAPACITY ACHIEVING SCHEME FOR THE DYC
We start by showing that any integer rate tuple in Cd is achievable. That is, every tuple R ∈ N6∩Cd is achievable.
Consider any such tuple R. Since R ∈ Cd, then it satisfies the bounds in Theorem 2. Now, we have to show that
we can use the signal levels at the relay wisely to achieve this rate tuple. Our scheme uses three different strategies
to cover three different modes of information flow. These modes are as follows:
b) Bi-directional: There exist users that want to establish bi-directional communication. That is, Rjk and Rkj
are both non-zero for some j, k ∈ {1, 2, 3}, j 6= k.
c) Cyclic: Users want to establish cyclic communication. That is, Rjk , Rkl, and Rlj are non-zero while Rkj ,
Rlk, and Rjl are all zero for some distinct j, k, l ∈ {1, 2, 3}.
u) Uni-directional: Neither case b) nor c) holds. That is, at least three components of R are zero, and the non-zero
components are uni-directional (if Rjk 6= 0 then Rkj = 0) and acyclic (if Rjk, Rkl 6= 0 then Rlj = 0).
We used b), c), and u) to refer to the bi-directional, cyclic, and uni-directional modes of information flow,
respectively. These three modes are taken care of in the construction of the communication strategy in the given
order. That is, we design a strategy for the bi-directional mode first, then a strategy for the cyclic mode, and finally
a strategy for the remaining uni-directional mode. A brief description of the scheme is given in the following toy
example, more details to follow up next.
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Fig. 3. A DYC(5, 4, 3) with an illustration of our transmit strategy in the uplink.
A. DYC: A Toy Example
Consider a DYC(5, 4, 3) and choose R = (0, 2, 2, 1, 0, 2). By inserting the values of n1, n2 and n3 in the outer
bound Cd, it is easy to see that the rate tuple R ∈ Cd. Let us see how our scheme works for achieving this rate
tuple.
We start by writing R as
R = Rb +Rc +Ru,
where Rb = (0, 0, 0, 1, 0, 1), Rc = (0, 1, 1, 0, 0, 1), and Ru = (0, 1, 1, 0, 0, 0). Notice that Rb resembles bi-
directional information flow between U2 and U3 with a rate of 1 bit per channel use in each direction. To achieve
this rate tuple, let U2 send one bit b23 on the lowest level in the uplink, i.e., relay level 1, and let U3 also send 1
bit b32 on relay level 1. Thus, the relay receives b23 ⊕ b32 on level 1 as shown in Figure 3.
The relay then forwards b23 ⊕ b32 on the highest level in the downlink, i.e., level 1 as shown in Figure 4 (the
enumeration of levels at the relay is as given in the figure). Upon receiving b23⊕ b32, U2 and U3 are able to extract
their desired bits, b32 and b23, respectively. This achieves Rb. Note that the used levels are not available anymore
for further communication. This allows us to remove the used levels, to obtain a DYC(4, 3, 2), over which we need
to achieve Rc and Ru.
The rate tuple Rc represents the rates of the cyclic information flow, where U1 wants to send 1 bit c13 to U3,
U3 wants to send 1 bit c32 to U2, and U2 wants to send 1 bit c21 to U1, thus forming the cycle 1→ 3→ 2→ 1.
To achieve Rc, we use a cyclic strategy. U1 sends c13 on both relay levels 2 and 3, U2 sends c21 on relay level 3,
and U3 sends c32 on relay level 2. The relay thus receives c13 ⊕ c32 and c13 ⊕ c21 on levels 2 and 3, respectively,
as shown in Figure 3. The relay then forwards these sums on levels 3 and 4 as shown in Figure 4. Upon receiving
c13 ⊕ c21, U1 can extract its desired bit c21, and upon receiving c13 ⊕ c32, U3 can extract its desired bit c13. U2
extracts c13 from c13 ⊕ c21, and then uses it to extract its desired bit c32 from c13 ⊕ c32. Thus, this achieves Rc.
Finally, it remains to achieve Ru. To do this, U1 and U2 send one bit each, u13 and u21, to levels 5 and 4 at the
relay, respectively, as shown in Figure 3. The relay forwards these bits on levels 2 and 5, respectively, and users
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Fig. 4. A DYC(5, 4, 3) with an illustration of our transmit strategy in the downlink.
U1 and U3 are then able to recover both desired bits. This achieves Ru. All three tuples, Rb, Rc, and Ru, are
achieved, which consequently achieves the rate tuple R. In conclusion, the users send
X1 =


u13
0
c13
c13
0


, X2 =


u21
c21
0
b23
0


, X3 =


0
c32
b32
0
0


,
and the relay shuffles its received signal Yr as follows
Xr =


0 0 0 0 1
1 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0


Yr.
Remark 1. Notice that all the levels at the relay have been used to achieve R. Here, we can see that importance of
the cyclic strategy. The cyclic strategy uses 2 levels at the relay for communicating 3 bits, i.e., it sends 3/2 bits per
level. If we want to achieve Rc using the uni-directional strategy which sends 1 bit per level at the relay, instead
of the cyclic one, then we would consume 3 levels at the relay instead of 2. This leaves us with 1 more level, which
is not sufficient to achieve Ru.
Remark 2. The problem of cyclic communication bears a resemblance to an index coding problem given in [27].
Consider the cycle 1 → 3 → 2 → 1. If the relay knows the bits c13, c32, and c21, then the downlink is similar
to [27, Example 1] where the side information graph is a directed cycle of length 3. Namely, nodes (U1, U2, U3)
requesting (c21, c32, c13), know (c13, c21, c32), respectively, in the given order. The optimal linear code in this case
is of length 2. The relay sends (c13 ⊕ c32, c13 ⊕ c21) which enables all receivers to recover their desired bits. In
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(a) Relay levels in the uplink. (b) Relay levels in the downlink.
Fig. 5. Enumeration of levels at the relay. Levels 1 to n3 are seen by all three users, levels n3 + 1 to n2 are seen by users 1 and 2, while
the remaining levels are seen only by user 1.
our case, the relay does not know the source bits. However, this index code can be constructed in our case on the
fly, i.e., during the uplink. The uplink scheme is designed in such a way that the relay obtains (c13⊕ c32, c13⊕ c21)
which suffices for sending all 3 bits to their destinations.
Next, we use these strategies to show the achievability of any integer valued R. Briefly, the proof proceeds as
follows. For any such R, the proposed scheme starts with a bi-directional communication strategy if case b) holds.
The bi-directional strategy sends two bits per relay level. That is, one signal level at the relay is consumed by two
bits of bi-directional streams. After this step, some rates are already achieved and the residual rate vector is called
R′. We also have a reduced DYC obtained by removing the already occupied levels. It remains to achieve R′ which
has at least three zero components over this reduced DYC. Now, we use the cyclic strategy if case c) holds, which
sends 3/2 bits per relay level. After this step, the residual rate vector, denoted R′′ belongs to case u), and we use
the uni-directional strategy to achieve it, which sends 1 bit per relay level. These strategies are explained in more
detail in the next subsections.
Notice the used enumeration of levels in Figures 3 and 4. We will follow this enumeration throughout the rest of
the paper. In the uplink, the lowest level is level 1 and the highest is level q = n1. In the downlink, the lowest level
is q = n1 and the highest is level 1 as shown in Figure 5(a) and 5(b). This enumeration is used for convenience.
Using this enumeration, levels {1 . . . , n3} are the levels shared by all three users in both the uplink and downlink.
Similarly, levels {n3+1, . . . , n2} are shared by users 1 and 2, and all remaining levels are used exclusively by user
1. The levels at the relay will be represented as a line segment with three parts representing the sets {1, . . . , n3},
{n3 + 1, . . . , n2}, and {n2 + 1, . . . , n1} as shown in Figure 5(a) and 5(b).
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B. Bi-directional information flow over the DYC
We start by assigning levels for bi-directional information flows if case b) holds, over a DYC(n1, n2, n3). Let2
Rb12 = min{R12, R21}, (29)
Rb13 = min{R13, R31}, (30)
Rb23 = min{R23, R32}. (31)
U1 and U2 use levels {n2 −Rb12 + 1, . . . , n2} in a manner similar to the deterministic bi-directional relay channel
[7] to exchange Rb12 bits. That is, each of users 1 and 2 sends a binary vector, say b12 and b21 where
b12,b21 ∈ F
Rb12
2 ,
on levels {n2 −Rb12 + 1, . . . , n2}, The relay obtains the superposition b12 ⊕ b21 and sends it back to users 1 and
2 on the same levels. Users 1 and 2 in their turn calculate their desired information from the b12⊕b21 using their
transmit vector as side information. Similarly, users 1 and 3 use levels {1, . . . , Rb13}, given Rb13 ≤ n3 so that user
3 can send and receive all Rb13 bits. Users 2 and 3 use levels {Rb13 +1, . . . , Rb13 +Rb23} where Rb13 +Rb23 ≤ n3 is
required for the same reason (which is stronger than the former Rb13 ≤ n3). This is shown graphically in Figure 6.
This strategy works if we have enough levels at the relay for all Rb12 + Rb13 + Rb23 bi-directional streams (for
delivering twice the number of bits). Thus it is required that Rb12+Rb13+Rb23 ≤ n2 in addition to Rb13+Rb23 ≤ n3.
But these inequalities hold as long as R ∈ Cd since
Rb13 +R
b
23 ≤ R13 +R23 (32)
(27)
≤ n3 (33)
and
Rb12 +R
b
13 +R
b
23 ≤ R12 +R13 +R23 (34)
(23)
≤ n2. (35)
It follows that the levels at the relay are sufficient for this strategy to work. Now having communicated Rb12 +
Rb13 +R
b
23 bi-directional streams (2(Rb12 +Rb13 +Rb23) bits), the remaining rate tuple that needs to be achieved is
R′ , (R′12, R
′
13, R
′
21, R
′
23, R
′
31, R
′
32), (36)
where
R′12 = R12 −R
b
12, R
′
13 = R13 −R
b
13 (37)
R′21 = R21 −R
b
12, R
′
23 = R23 −R
b
23 (38)
R′31 = R31 −R
b
13, R
′
32 = R32 −R
b
23 (39)
2Rb
12
, Rb
13
, or Rb
23
can have zero value. If all are zero, then the bi-directional information flow mode does not exist and we start with case
c) instead.
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Fig. 6. Levels used for bi-directional communication. Note that the lower two blocks in the uplink, i.e., 2 ↔ 3 and 1 ↔ 3 can be swapped.
Similarly in the downlink.
and at least three of the components of R′ are zero (cf. (29), (30), (31)). Namely, one of R′jk and R′kj must be
zero. This rate tuple R′ must be achieved over DYC(n′1, n′2, n′3) where the already occupied levels are out of order,
i.e.,
n′1 = n1 −R
b
12 −R
b
13 −R
b
23, (40)
n′2 = n2 −R
b
12 −R
b
13 −R
b
23. (41)
If n2− n3 ≥ Rb12, then the bi-directional communication between users 1 and 2 does not use levels in {1, . . . , n3}
in which case
n′3 = n3 − R
b
13 −R
b
23. (42)
Otherwise, Rb12 − (n2 − n3) levels in {1, . . . , n3} are used for this communication and in this case
n′3 = n3 − R
b
13 −R
b
23 − (R
b
12 − (n2 − n3)) (43)
= n′2. (44)
Therefore we can write
n′3 = min{n3 −R
b
13 −R
b
23, n
′
2}. (45)
The non-zero components of R′ can represent cyclic information flow as in case c) or uni-directional information
flow as in case u) described in Section IV. Next we describe the cyclic case c).
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(a) 1 → 2 → 3 → 1: In this case R13 = R21 = R32 = 0. (b) 1 → 3 → 2 → 1: In this case R12 = R31 = R23 = 0.
Fig. 7. Cyclic communication.
C. Cyclic information flow over the DYC
After assigning levels to all bits of bi-directional information flow, we consider cyclic information flow. We need
to achieve a rate tuple R′ which has three zero components. If case c) holds, then users want to communicate in a
cyclic manner over a DYC(n′1, n′2, n′3). There are two possible cycles, either 1→ 2→ 3→ 1 or 1→ 3→ 2→ 1
(Figure 7). Let3
Rc123 = min{R
′
12, R
′
23, R
′
31}, (46)
Rc132 = min{R
′
13, R
′
32, R
′
21}. (47)
Notice that
Rc123 > 0
⇒ Rc132 = 0, R
b
12 = R21, R
b
13 = R13, R
b
23 = R32, (48)
and
Rc132 > 0
⇒ Rc123 = 0, R
b
12 = R12, R
b
13 = R31, R
b
23 = R23. (49)
which follow from (29)-(31), (37)-(39), (46), and (47). Namely, if Rc123 > 0, then by (46), none of R′12, R′23, or R′31
is zero. Thus, by (37), R12 ≥ Rb12, which by (29) means that Rb12 = R21. Similarly Rb13 = R13 and Rb23 = R32.
Then, using (47) we have Rc132 = 0.
Let us consider the first case (48). Thus Rc123 6= 0 and Rc132 = 0. Let the transmit binary vectors be
c12, c23, c31 ∈ F
Rc123
2 .
3Either Rc
123
or Rc
132
must have zero value. If both are zero, then this strategy is skipped and case u) is considered instead.
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Note that we force all users to use the same rate Rc123. U1 and U2 send their bits c12 and c23 on levels
{n′2 −R
c
123 + 1, . . . , n
′
2},
at the relay. U2 repeats c23 on levels
{1, . . . , Rc123}
at the relay, which are also used by U3 to send c31 (assuming that the levels are sufficient, i.e., the sets {n′2 −
Rc123 + 1, . . . , n
′
2} and {1, . . . , Rc123} do not intersect, or equivalently 2Rc123 ≤ n′2 which we prove next).
The relay receives c12 ⊕ c23 and c23 ⊕ c31 and sends them back on the same levels at the relay ({n′2 −Rc123 +
1, . . . , n′2} and {1, . . . , Rc123}) in the downlink. U1 and U2 receive c12⊕c23 and c23⊕c31 since all bits are sent on
levels below n′2. Then, knowing c12, U1 calculates c23 from c12 ⊕ c23 and uses c23 to obtain c31 from c23 ⊕ c31.
U2 calculates c12 from c12⊕c23 using its knowledge of c23. U3 receives c23⊕c31 as long as Rc123 ≤ n′3. Assuming
Rc123 ≤ n
′
3, user 3 extracts c23 using its knowledge of c31.
Thus, as long as Rc123 ≤ n′3 and 2Rc123 ≤ n′2, then 2Rc123 levels are sufficient for communicating all 3Rc123 bits
of cyclic communication, for an average of 3/2 bits per level. But these inequalities hold as long as R ∈ Cd since
Rc123
(46)
≤ R′31 (50)
(36)
= R31 −R
b
13 (51)
(27)
≤ n3 −R32 −R
b
13 (52)
(48)
= n3 −R
b
23 −R
b
13 (53)
Moreover,
2Rc123
(46)
≤ R′31 +R
′
23 (54)
(36)
= R31 +R23 −R
b
13 −R
b
23 (55)
(22)
≤ n2 −R21 −R
b
13 −R
b
23 (56)
(48)
= n2 −R
b
12 −R
b
13 −R
b
23 (57)
(41)
= n′2 (58)
≤ 2n′2 (59)
Thus, from (53) and (59) we have Rc123 ≤ min{n3 − Rb13 − Rb23, n′2} = n′3 and from (58) we have 2Rc123 ≤ n′2,
and therefore, there are enough levels in the DYC(n′1, n′2, n′3) for serving all bits of cyclic information flow.
Remark 3. Here, we have chosen to repeat U2’s transmission. Similarly, one can repeat U1’s or U3’s transmission
instead. However, notice that repeating U2’s transmission allows us to allocate one chunk of bits to levels in
{1, . . . , n′3}, and the other to levels in {n′3 + 1, . . . , n′2} (cf. Figure 8(a)), while the other options force us to
allocate both chunks to {1, . . . , n′3}, either in the uplink or in the downlink. Thus, repeating U2’s transmission
allows a more efficient use of the levels at the relay.
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(a) Cyclic communication: 1 → 2 → 3 → 1. (b) Cyclic communication: 1 → 3 → 2 → 1.
Fig. 8. Assignment of levels at the relay.
For the second possibility, i.e. 1→ 3→ 2→ 1, a similar strategy can be used. All users send with the same rate
Rc132. U1 repeats a bit on two levels such that, one of the levels is also used by U2 at the relay, and the other is
used by U3. That is, one level must be in {1, . . . , n′2} and the other in {1, . . . , n′3} at the relay. Using (21), (23),
and (27) we can show that the levels at the relay (n′1, n′2, n′3) are sufficient for this communication (keeping (49)
in mind). The assignment of the levels at the relay in this case is shown in Figures 8(a) and 8(b).
After this stage, the rate tuple that still needs to be achieved is
R′′ , (R′′12, R
′′
13, R
′′
21, R
′′
23, R
′′
31, R
′′
32) (60)
where
R′′12 = R
′
12 −R
c
123, R
′′
13 = R
′
13 −R
c
132, (61)
R′′21 = R
′
21 −R
c
132, R
′′
23 = R
′
23 −R
c
123, (62)
R′′31 = R
′
31 −R
c
123, R
′′
32 = R
′
32 −R
c
132, (63)
which must be achieved over a DYC(n′′1 , n′′2 , n′′3) where
n′′1 = n
′
1 − 2R
c
123 − 2R
c
132, (64)
n′′2 = n
′
2 − 2R
c
123 − 2R
c
132. (65)
If Rc123+Rc132 ≤ n′2−n′3 then cyclic communication consumes only Rc123+Rc132 levels in {1, . . . , n′3}4. Thus the
number of remaining levels n′′3 is
n′′3 = n
′
3 −R
c
123 −R
c
132.
4Recall that either Rc
123
or Rc
132
, or both equal to zero. Hence Rc
123
+Rc
132
either equals Rc
123
or Rc
132
or 0. The sum Rc
123
+Rc
132
takes
all three cases into account, i.e., the cycle 1 → 2 → 3 → 1, the cycle 1 → 3 → 2 → 1, and the case of no cyclic information flow at all.
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Otherwise, if n′2− n′3 is less than Rc123 +Rc132, then the upper chunk of bits in the uplink in Figures 8(a) and 8(b)
occupies levels in {1, . . . , n′3}. The remaining n′′3 levels shared by all users is then given by
n′′3 = n
′
3 −R
c
123 −R
c
132 − (R
c
123 +R
c
132 − n
′
2 + n
′
3) (66)
= n′′2 . (67)
Thus, we can write
n′′3 = min{n
′
3 −R
c
123 −R
c
132, n
′′
2}. (68)
Recall that either Rc123 = Rc132 = 0, or Rc123 = 0 and Rc132 > 0, or Rc123 > 0 and Rc132 = 0. After considering
cases b) and c), only case u) with uni-directional information flow remains.
D. Uni-directional information flow over the DYC
Finally, we are left with a rate tuple R′′ to achieve over a DYC(n′′1 , n′′2 , n′′3) where at least 3 components of R′′
are zero. The non-zero components of R′′ fall neither into cases b) nor c), i.e., neither bi-directional nor cyclic
communication. We have 6 different possibilities, depending on the positions of the zero components of R′′. We
describe one of these possibilities in details, the rest are similar and are described briefly in Appendix A on page
38.
Consider the scenario where R′′21 = R′′31 = R′′32 = 0. In this case, the non-zero components of R′′ are R′′12, R′′13,
and R′′23, or a subset thereof. Let
u12 ∈ F
R′′12
2 , u13 ∈ F
R′′13
2 , and u23 ∈ F
R′′23
2
denote the binary vectors to be communicated. In the uplink, U1 uses levels {n′′1 −R′′12 + 1, . . . , n′′1} to send u12
and levels {n′′1 −R′′12 −R′′13 + 1, . . . , n′′1 −R′′12} to send u13, and U2 uses levels {1, . . . , R′′23} to send u23 to the
relay. The relay then forwards u13 on levels {1, . . . , R′′13}, u23 on levels {R′′13 + 1, . . . , R′′13 + R′′23}, and u12 on
levels {n′′2 − R′′12 + 1, . . . , n′′2} as shown in Figure 9. Note that while each two bits of bi-directional information
flow consume 1 level, and each 3 bits of cyclic information flow consume 2 levels, in the uni-directional case, each
bit consumes one level.
The uni-directional strategy works for communicating all R′′12 + R′′13 + R′′23 bits of uni-directional information
flow if the following inequalities are satisfied in the uplink
R′′23 ≤ n
′′
2 (69)
R′′12 +R
′′
13 +R
′′
23 ≤ n
′′
1 (70)
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Fig. 9. Acyclic uni-directional communication over the DYC.
and the following in the downlink
R′′23 ≤ n
′′
3 (71)
R′′23 +R
′′
13 ≤ n
′′
3 (72)
R′′12 +R
′′
13 +R
′′
23 ≤ n
′′
2 . (73)
Combining (69)-(73), we get
R′′23 +R
′′
13 ≤ n
′′
3 (74)
R′′12 +R
′′
13 +R
′′
23 ≤ n
′′
2 . (75)
But these inequalities are satisfied as long as R ∈ Cd. To see this, consider the first inequality (74),
R′′23 +R
′′
13
(60)
= R′23 +R
′
13 −R
c
123 −R
c
132 (76)
(36)
= R23 +R13 −R
b
23 −R
b
13 −R
c
123 −R
c
132
(27)
≤ n3 −R
b
23 −R
b
13 −R
c
123 −R
c
132. (77)
Recall from (48) and (49) that either Rc123 or Rc132 must be zero. If Rc132 = 0 then starting from (77) we get
R′′23 +R
′′
13
(77)
= R23 +R13 −R
b
23 −R
b
13 −R
c
123 (78)
(23)
≤ n2 −R12 −R
b
23 −R
b
13 −R
c
123 (79)
= n2 −R12 +R
b
12 −R
b
12 −R
b
23 −R
b
13 −R
c
123
(46)
= n2 −R
b
12 −R
b
23 −R
b
13 − 2R
c
123 (80)
(41)
≤ n′2 − 2R
c
123. (81)
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If Rc132 > 0, then Rc123 = 0, Rb12 = R12, and Rb23 = R23 by (49) and thus
R′′23 +R
′′
13
(77)
= R23 +R13 −R
b
13 −R
b
23 −R
c
132 (82)
(49)
= R13 −R
b
13 −R
c
132 (83)
(19)
≤ n2 −R12 −R32 −R
b
13 −R
c
132 (84)
= n2 −R
b
12 −R32 −R
b
13 −R
c
132 (85)
= n2 −R
b
12 −R32 +R
b
23 −R
b
23 −R
b
13 −R
c
132
(47)
= n2 −R
b
12 −R
b
23 −R
b
13 − 2R
c
132 (86)
(41)
≤ n′2 − 2R
c
132. (87)
Thus, since either Rc123 = 0 or Rc132 = 0 we get
R′′23 +R
′′
13 ≤ min{n3 −R
b
23 −R
b
13 −R
c
123 −R
c
132,
n′2 − 2R
c
123 − 2R
c
132} (88)
(45)
= min{n′3 −R
c
123 −R
c
132, n
′
2 − 2R
c
123 − 2R
c
132}
(68)
= n′′3 . (89)
Thus, (74) is satisfied. Consider now the second inequality (75). From (36) and (60) we have
R′′12 +R
′′
13 +R
′′
23 ≤ R12 +R13 +R23 −R
b
12 −R
b
13 −R
b
23
− 2Rc123 −R
c
132.
If Rc132 = 0 then
R′′12 +R
′′
13 +R
′′
23 ≤ R12 +R13 +R23 −R
b
12 −R
b
13
−Rb23 − 2R
c
123
(23)
≤ n2 −R
b
12 −R
b
13 −R
b
23 − 2R
c
123. (90)
Otherwise, if Rc132 > 0 then Rc123 = 0. In this case, by using Rb23 = R23 from (49) we get
R′′12 +R
′′
13 +R
′′
23 ≤ R12 +R13 −R
b
12 −R
b
13 −R
c
132 (91)
(19)
≤ n2 −R32 −R
b
12 −R
b
13 −R
c
132 (92)
= n2 −R32 +R
b
23 −R
b
23 −R
b
12
−Rb13 −R
c
132 (93)
(47)
≤ n2 −R
b
12 −R
b
13 −R
b
23 − 2R
c
132. (94)
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Combining (90) and (94), keeping in mind that either Rc123 = 0 or Rc132 = 0, we obtain
R′′12 +R
′′
13 +R
′′
23 ≤ n2 −R
b
12 −R
b
13 −R
b
23
− 2Rc123 − 2R
c
132 (95)
(41)
= n′2 − 2R
c
123 − 2R
c
132 (96)
(65)
= n′′2 . (97)
As a result, inequality (75) is satisfied, and there exist enough levels for communicating all R′′12 +R′′13 +R′′23 bits.
Five other possibilities of uni-directional information flow remain. These cases are similar to the case studied
above, and are considered briefly in Appendix A. Consequently, after assigning levels for bi-directional commu-
nication and for cyclic communication, enough levels remain to communicate all the remaining bits in R′′. We
obtain the following theorem.
Theorem 3. Every rate tuple R ∈ N6 ∩ Cd is achievable.
Proof: We assign one level for each 2 bits of bi-directional communication if any, as described in Section
IV-B. Then, we assign two levels for each three bits of cyclic communication if any, as described in Section IV-C.
The remaining bits of uni-directional communication are communicated as described in Section IV-D. Since the
levels at the relay are enough for this strategy as long as R is integer and belongs to Cd as shown above, the result
follows.
Now, we use this result to show that any rate tuple in Cd, not necessarily integer, is achievable. It was shown in
[23] that a Q-symbol extension of a multi-pair BRC (Q time slots) is can be modeled as a multi-pair BRC where
the channel parameters (number of levels) is the same as that of the original network multiplied by Q. The same
statement holds here. We can think of a DYC(n1, n2, n3) over Q time slots as a DYC(Qn1, Qn2, Qn3). Now we
can state the following theorem.
Theorem 4. The capacity region Cd of the DYC is Cd.
Proof: Since all inequalities representing the boundary of the outer bound Cd, i.e. (19)-(24) and (27), have
integer coefficients, then all the corner points of the outer bound are rational. Consider a corner point
R =
(
P12
Q12
,
P13
Q13
,
P21
Q21
,
P23
Q23
,
P31
Q31
,
P32
Q32
)
,
where Pjk, Qjk ∈ N for all j, k ∈ {1, 2, 3}, j 6= k. This corner point is achievable as follows. Use Q time slots to
achieve the rate tuple QR where
Q =
3∏
j=1
3∏
k=1
k 6=j
Qjk,
over a DYC(Qn1, Qn2, Qn3). Since R ∈ Cd then QR ∈ C
′
d where C
′
d is the outer bound of Theorem 2 for a
DYC(Qn1, Qn2, Qn3). Moreover, QR ∈ N6. Thus QR ∈ N6 ∩ C
′
d which means that it is achievable according to
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Theorem 3. But QR being achievable in a DYC(Qn1, Qn2, Qn3) implies that R is achievable in a DYC(n1, n2, n3).
Therefore all corner points of Cd are achievable, even if not integer valued. All other points in Cd are achievable
by time sharing between different corner points and the statement of the theorem follows.
Having established the capacity region of the DYC, we can now extend these results to the Gaussian case, GYC,
by using the insights we gained from the DYC. In the following section, we provide an outer bound on Cg, which
we show later to be achievable within a constant gap which is independent of channel parameters.
V. THE GYC: AN OUTER BOUND
Upper bounds on achievable rates in the GYC were given in [16] using the cut-set bounds and genie aided bounds.
In this section, we briefly summarize those bounds. We will make use of these bounds to obtain a constant gap
characterization of the capacity of the GYC. First, consider the cut-set bounds in [16, Corollary 1] which provide
upper bounds on the sum of two components of R given by
R31 +R32 ≤ C(h
2
3P ) (98)
R13 +R23 ≤ C(h
2
3P ) (99)
R21 +R23 ≤ C(h
2
2P ) (100)
R12 +R32 ≤ C(h
2
2P ) (101)
R12 +R13 ≤ min{C(h
2
1P ), C(h
2
2P + h
2
3P )} (102)
R21 +R31 ≤ min{C(h
2
1P ), C((|h2|+ |h3|)
2P )}, (103)
where C(x) = 12 log(1 + x) as defined earlier. In the same paper [16], it was shown that these bounds are very
loose in terms of sum-capacity as P increases. Additional bounds on the sum of three components of R, similar
to those in Lemmas 1 and 2, are required for a constant gap characterization of the sum-capacity. These bounds,
given in [16, Lemmas 1 and 2] can be written as follows
R12 +R13 +R32 ≤ C(h
2
2P + h
2
3P ) (104)
R12 +R13 +R23 ≤ C(h
2
2P + h
2
3P ) (105)
R21 +R23 +R13 ≤ C(h
2
1P + h
2
3P ) (106)
R21 +R23 +R31 ≤ C((|h2|+ |h3|)
2P ) (107)
R31 +R32 +R12 ≤ C(h
2
1P + h
2
2P ) (108)
R31 +R32 +R21 ≤ C((|h2|+ |h3|)
2P ). (109)
These bounds, combined all together, provide an outer bound on the capacity region of the GYC. Let us denote
this outer bound by Cg which is given by
Cg =
{
R ∈ R6+| (98)− (103) and (104)− (109) are satisfied
}
. (110)
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Theorem 5. The capacity region Cg of the GYC is outer bounded by Cg ,
Cg ⊆ Cg.
VI. THE GYC: AN ACHIEVABLE SCHEME
In this section, we provide an achievable scheme for the GYC, and consequently an inner bound on Cg. This
inner bound is achieved by using a scheme similar to the one for the DYC from the previous sections adapted to the
Gaussian case. Namely, this scheme utilizes network coding realized with lattice codes [28]. We start with a brief
introduction about lattice codes (more details can be found in [21]), before proceeding to describe the achievable
scheme.
A. Lattice Codes
An n-dimensional lattice Λ is a subset of Rn such that λ1, λ2 ∈ Λ⇒ λ1+λ2 ∈ Λ, i.e. it is an additive subgroup
of Rn. The fundamental Voronoi region V(Λ) of Λ is the set of all points in Rn whose distance to the origin is
smaller that that to any other λ ∈ Λ. Thus, by quantizing points in Rn to their closest lattice point, all points in
V(Λ) are mapped to the all zero vector.
In this work, we need nested lattice codes. Two lattices are required for nested lattice codes, a coarse lattice Λc
and a fine lattice Λf where Λc ⊆ Λf . We denote a nested lattice code by the pair (Λf ,Λc). The codewords are
chosen as the fine lattice points λf ∈ Λf that lie in V(Λc). The power constraint is satisfied by an appropriate
choice of Λc and the rate of the code is defined by the number of fine lattice points in Λf ∩ V(Λc). In the sequel,
we are going to need the following result from [29].
Given two nodes A and B, with messages uA and uB, respectively, where both messages have rate R. The two
nodes use the same nested lattice codebook (Λf ,Λc) with power P , to encode their messages into codewords λA
and λB with length n. The nodes then construct their transmit signals xnA and xnB as
xnA = (λA − dA) mod Λc (111)
xnB = (λB − dB) mod Λc (112)
where dA and dB are n-dimensional dither vectors uniformly distributed over V(Λc), known at the relay and nodes
A and B5. A relay nodes receives
ynR = x
n
A + x
n
B + z
n
R
where znR is an additive white Gaussian noise with i.i.d. components with zero mean and variance σ2.
Lemma 3 ( [29]). The relay can decode the sum
(λA + λB) mod Λc
5The x mod Λ operation returns the quantization error corresponding to quantizing x to the nearest point in the lattice Λ [21]
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from ynR reliably as long as
R ≤
1
2
log
(
1
2
+
P
σ2
)
.
Lemma 4 ( [29]). Node A, knowing (λA + λB) mod Λc and λA, can extract λB and hence also uB .
Let us now describe the achievable scheme in the uplink.
B. Uplink
In the uplink, Ui splits each message mij ∈ {1, . . . , 2nRij} into a bi-directional communication part mbij ∈
{1, . . . , 2R
b
ij}, a cyclic communication part mcij ∈ {1, . . . , 2R
c
ij}, and a uni-directional communication part muij ∈
{1, . . . , 2R
u
ij}. Indeed, mbij is a uni-directional message in the sense that it is sent from Ui and intended to Uj .
The superscript b here is used to indicate that a bi-directional communication strategy will be used to communicate
this message. Same goes for the superscripts c and u. The rates of the bi-directional communication messages at
different users are chosen such that
Rb12 = R
b
21, R
b
13 = R
b
31, and Rb23 = Rb32. (113)
Moreover, the rates of the cyclic streams are chosen to satisfy
Rc12 = R
c
23 = R
c
31 , R
c
123, and Rc13 = Rc32 = Rc21 , Rc132. (114)
Thus, the rate of a message mij is split into three parts, Rbij , Rcij , Ruij , such that Rij = Rbij + Rcij + Ruij . In the
following, we describe the encoding of the bi-directional, cyclic, and uni-directional streams to establish an inner
bound on Cg.
1) Encoding of bi-directional streams: The users use n-dimensional nested lattices to encode the bi-directional
communication streams. Let us consider the bi-directional communication between users 1 and 2, i.e., the messages
mb12 and mb21.
• U2 uses a nested lattice code (Λb21,Λb21,c). The rate of the code is Rb21 and the power is αb21P . Each message
mb21 is mapped into a lattice point λb21 ∈ Λb21 ∩ V(Λb21,c).
• U1 uses a scaled version of the lattice code used for mb21 to encode mb12. The code for mb12 is designed such
that the bi-directional communication signals align at the relay. That is, U1 uses a lattice code (Λb12,Λb12,c) =(
h2
h1
Λb21,
h2
h1
Λb21,c
)
, for encoding mb12. Each mb12 is mapped into a point in Λb12 ∩ V(Λb12,c), denoted λb12.
Notice that the rate of the lattice code Λb12 is Rb12 = Rb21, and the power of Λb12 is
αb12P =
h22
h21
αb21P. (115)
In this way, the lattice codewords λb12 and λb21 align at the relay, since
h1λ
b
12 + h2λ
b
21 ∈ h2(Λ
b
21 ∩ V(Λ
b
21,c)).
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Then, U1 and U2 add the appropriate random dither vectors to λb12 and λb21, to construct the transmit signals bn12
and bn21. Namely,
bn12 = (λ
b
12 − d
b
12) mod Λ
b
12,c (116)
bn21 = (λ
b
21 − d
b
21) mod Λ
b
21,c (117)
where db12 is uniformly distributed over V(Λb12,c), and db21 is uniformly distributed over V(Λb21,c). Both dither vectors
are known at U1, U2, and the relay (see [29], [30]).
A similar procedure is done for encoding mb31, mb13, mb32, and mb23 into
bn31 = (λ
b
31 − d
b
31) mod Λ
b
31,c (118)
bn13 = (λ
b
13 − d
b
13) mod Λ
b
13,c (119)
bn32 = (λ
b
32 − d
b
32) mod Λ
b
32,c (120)
bn23 = (λ
b
23 − d
b
23) mod Λ
b
23,c (121)
with powers αb31P , αb13P , αb32P and αb23P , where the lattice codebooks used are (Λb31,Λb31,c), (Λb13,Λb13,c),
(Λb32,Λ
b
32,c), and (Λb23,Λb23,c), respectively, where
(Λb13,Λ
b
13,c) =
(
h3
h1
Λb31,
h3
h1
Λb31,c
)
, (122)
(Λb23,Λ
b
23,c) =
(
h3
h2
Λb32,
h3
h2
Λb32,c
)
, (123)
so that
αb13P =
h23
h21
αb31P, (124)
αb23P =
h23
h22
αb32P. (125)
2) Encoding of cyclic streams: Consider the messages mc12, mc23 and mc31 constituting the cycle 1→ 2→ 3→ 1.
To communicate these messages, the second user sends mc23 encoded in two different signals, one of them aligned
with the signal sent by the first user (corresponding to mc12), and one aligned with that sent by the third user
(corresponding to mc31). Notice that this mimics the scheme used to achieve cyclic information flow over the DYC
in section IV-C. Here, the alignment is also guaranteed using nested lattices in a similar way as for the bi-directional
streams in Section VI-B1.
To this end, let U2 use a nested lattice code (Λc23,Λc23,c) with rate Rc123, and the appropriate dither vector, for
encoding mc23 into a codeword
cn23 = (λ
c
23 − d
c
23) mod Λ
c
23,c (126)
with power αc23P . Then, U1 uses a nested lattice code (Λc12,Λc12,c) where Λc12 = h2h1Λ
c
23 and Λc12,c = h2h1Λ
c
23,c, and
the appropriate dither vector, to encode mc12 to
cn12 = (λ
c
12 − d
c
12) mod Λ
c
12,c (127)
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with power
αc12P =
h22
h21
αc23P. (128)
Notice that this ensures alignment of the codes (Λc23,Λc23,c) and (Λc12,Λc12,c) at the relay as in Section VI-B1.
U3 uses a nested lattice code (Λc31,Λc31,c) with rate Rc123, and the appropriate dither vector, for encoding mc31
into a codeword
cn31 = (λ
c
31 − d
c
31) mod Λ
c
31,c (129)
with power αc31P . U2 encodes mc23 again into
c˜n23 = (λ˜
c
23 − d˜
c
23) mod Λ˜
c
23,c (130)
using a nested lattice code (Λ˜c23, Λ˜c23,c) where Λ˜c23 = h3h2Λ
c
31 and Λ˜c23,c = h3h2Λ
c
31,c with power
α˜c23P =
h23
h22
αc31P. (131)
This ensures the alignment of (Λc31,Λc31,c) and (Λ˜c23, Λ˜c23,c) at the relay.
Similar encoding is performed on the messages of the other cycle 1→ 3→ 2→ 1 where the first user encodes
mc13 twice, namely into
cn13 = (λ
c
13 − d
c
13) mod Λ
c
13,c (132)
c˜c13 = (λ˜
c
13 − d˜
c
13) mod Λ˜
c
13,c (133)
to be aligned with
cn32 = (λ
c
32 − d
c
32) mod Λ
c
32,c (134)
(the codeword corresponding to mc32) and
cn21 = (λ
c
21 − d
c
21) mod Λ
c
21,c (135)
(the codeword corresponding to mc21), respectively. The powers of cn32, cn21, cn13 and c˜n13 are αc32P , αc21P ,
αc13P =
h23
h21
αc32P, (136)
and
α˜c13P =
h22
h21
αc21P, (137)
respectively, and the rates are all equal to Rc132.
3) Encoding of the uni-directional streams: The uni-directional streams muij with rates Ruij are encoded using
Gaussian codes. Each muij is mapped to a codeword unij which is a Gaussian code whose components are i.i.d.
Gaussian distributed with zero mean and variance αuijP .
This encoding is depicted graphically in Figure 10 which shows both the uplink and the downlink in the GYC.
Having completed the encoding of all the messages, we now proceed with the submission of the transmit signals.
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Fig. 10. A graphical illustration of the proposed transmit strategy for the GYC. Each user sends a bi-directional signal bjk , a cyclic signal
cjk , and a uni-directional signal ujk corresponding to the message mjk . The relay computes linear combinations of the bi-directional and
the cyclic signals, and decodes the uni-directional ones as shown, then it sends them to the users which decode their desired signals from the
received signal using their own signals as side information.
4) Transmit signals: Each user then transmits the superposition of all its codewords as follows
xn1 = b
n
12 + b
n
13 + c
n
12 + c
n
13 + c˜
n
13 + u
n
12 + u
n
13 (138)
xn2 = b
n
21 + b
n
23 + c
n
21 + c
n
23 + c˜
n
23 + u
n
21 + u
n
23 (139)
xn3 = b
n
31 + b
n
32 + c
n
31 + c
n
32 + u
n
31 + u
n
32. (140)
Recall that bnij corresponds to bi-directional streams, cnij and c˜nij correspond to cyclic streams, and unij corresponds
to uni-directional streams.
Notice that the transmission should not violate the power constraint at the users, i.e.,
αb12 + α
b
13 + α
c
12 + α
c
13 + α˜
c
13 + α
u
12 + α
u
13 ≤ 1 (141)
αb21 + α
b
23 + α
c
21 + α
c
23 + α˜
c
23 + α
u
21 + α
u
23 ≤ 1 (142)
αb31 + α
b
32 + α
c
31 + α
c
32 + α
u
31 + α
u
32 ≤ 1. (143)
After transmitting xn1 , xn2 , and xn3 from U1, U2, and U3, respectively, the relay decodes the transmitted signals
(or their superposition) as described next.
5) Decoding at the relay: Decoding at the relay proceeds as follows. The uni-directional communication signals
un12, u
n
13, u
n
21, and un23 are decoded first successively in the following order
un12 → u
n
13 → u
n
21 → u
n
23
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Ru12 ≤ C
(
αu12h
2
1P
σ2 + 2(αb21 + α
c
23 + α
c
21)h
2
2P + α
u
13h
2
1P + α
u
21h
2
2P + α
u
23h
2
2P
)
(145)
Ru13 ≤ C
(
αu13h
2
1P
σ2 + 2(αb21 + α
c
23 + α
c
21)h
2
2P + α
u
21h
2
2P + α
u
23h
2
2P
)
(146)
Ru21 ≤ C
(
αu21h
2
2P
σ2 + 2(αb21 + α
c
23 + α
c
21)h
2
2P + α
u
23h
2
2P
)
(147)
Ru23 ≤ C
(
αu23h
2
2P
σ2 + 2(αb21 + α
c
23 + α
c
21)h
2
2P
)
. (148)
while treating the remaining signals as noise. The effective noise power while decoding un12 is given by
h23P (α
b
31 + α
b
32 + α
c
31 + α
c
32 + α
u
31 + α
u
32)
+ h22P (α
b
21 + α
b
23 + α
c
21 + α
c
23 + α˜
c
23 + α
u
21 + α
u
23)
+ h21P (α
b
12 + α
b
13 + α
c
12 + α
c
13 + α˜
c
13 + α
u
13) + 1
=h23P (2α
b
31 + 2α
b
32 + 2α
c
31 + 2α
c
32 + α
u
31 + α
u
32)
+ h22P (2α
b
21 + 2α
c
23 + 2α
c
21 + α
u
21 + α
u
23)
+ h21Pα
u
13 + 1
which follows by using (115), (124), (125), (128), (131), (136), and (137). For readability, let
σ2 = 1 + (2αb32 + 2α
b
31 + 2α
c
31 + 2α
c
32 + α
u
32 + α
u
31)h
2
3P. (144)
Then, reliable decoding of un12 is possible under the rate constraint given in equation (145) at the top of page
30. After decoding un12 (mu12), its contribution is subtracted from the received signal at the relay. The other signals
un13, u
n
21, and un23 can be decoded reliably if equations (146), (147), and (148) at the top of page 30 are satisfied.
Remark 4. Notice that the relay decodes signals whose power is multiplied by the channel gain h21 first (here un12
and un13) and then those whose power is multiplied by the channel gain h22. This order is also followed next, where
signals whose power is multiplied by the channel gain h23 are decoded last. If more signals have the same coefficient,
then the uni-directional streams are decoded first, followed by the cyclic ones, and finally the bi-directional ones.
We now proceed with decoding the superposition of the cyclic communication signals cn21 and c˜n13. Due to the
group structure of lattice codes and lattice alignment, (h2λc21+ h1λ˜c13) mod h2Λc21,c is a point in the nested lattice
code (h2Λc21, h2Λc21,c). The relay decodes the superposition (h2λc21 + h1λ˜c13) mod h2Λc21,c. From Lemma 3, the
decoding of this superposition is possible reliably as long as
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Rc132 ≤ C
(
2αc21h
2
2P
σ2 + 2(αb21 + α
c
23)h
2
2P
)
− 1/2. (149)
Next, the superposition of the cyclic streams cn12 and cn23 is considered. The lattice point (h1λc12 + h2λc23) mod
h2Λ
c
23,c, which is a point in the nested lattice code (h2Λc23, h2Λc23,c), is decoded, leading to the rate constraint
Rc123 ≤ C
(
2αc23h
2
2P
σ2 + 2αb21h
2
2P
)
− 1/2. (150)
The superposition of the aligned bi-directional streams bn12 and bn21 is decoded afterwards, i.e., (h1λb12+h2λb21) mod
h2Λ
b
21,c, with a rate constraint for reliable decoding given by
Rb12 = R
b
21 ≤ C
(
2αb21h
2
2P
σ2
)
− 1/2. (151)
Now, we have finished decoding all signals whose power is multiplied by the channel gain h22. We proceed with
decoding those whose power is multiplied by the channel gain h23. We start with the uni-directional communication
signals un31 and un32 first, then the superposition of the cyclic communication signals (h1λc13+h3λc32) mod h3Λc32,c
and (h2λ˜c23 + h3λc31) mod h3Λc31,c, and then the superposition of the bi-directional signals (h1λb13 + h3λb31) mod
h3Λ
b
31,c are decoded in the given order, resulting in the following rate constraints
Ru31 ≤ C
(
αu31h
2
3P
1 + (2αb32 + 2α
b
31 + 2α
c
31 + 2α
c
32 + α
u
32)h
2
3P
)
(152)
Ru32 ≤ C
(
αu32h
2
3P
1 + 2(αb32 + α
b
31 + α
c
31 + α
c
32)h
2
3P
)
(153)
Rc132 ≤ C
(
2αc32h
2
3P
1 + 2(αb32 + α
b
31 + α
c
31)h
2
3P
)
− 1/2 (154)
Rc123 ≤ C
(
2αc31h
2
3P
1 + 2(αb32 + α
b
31)h
2
3P
)
− 1/2 (155)
Rb31 ≤ C
(
2αb31h
2
3P
1 + 2αb32h
2
3P
)
− 1/2. (156)
Finally, the superposition of bn23 and bn32, i.e., (h2λb23 + h3λb32) mod h3Λb32,c is decoded, with reliable decoding
being possible if the following rate constraint is fulfilled
Rb32 ≤ C(2α
b
32h
2
3P )− 1/2. (157)
C. Downlink
In the uplink phase, the relay has decoded all the uni-directional communication signals unij , the superposition
of the cyclic signals
(h1λ
c
12 + h2λ
c
23) mod h2Λ
c
23,c, (158)
(h2λ˜
c
23 + h3λ
c
31) mod h3Λ
c
31,c, (159)
(h2λ
c
21 + h1λ˜
c
13) mod h2Λ
c
21,c, (160)
(h1λ
c
13 + h3λ
c
32) mod h3Λ
c
32,c, (161)
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and the superposition of the bi-directional communication signals
(h1λ
b
12 + h2λ
b
21) mod h2Λ
b
21,c, (162)
(h1λ
b
13 + h3λ
b
31) mod h3Λ
b
31,c, (163)
(h2λ
b
23 + h3λ
b
32) mod h3Λ
b
32,c. (164)
In the downlink, the relay encodes each of these decoded signals into a Gaussian codeword. Each uni-directional
signal unij is encoded into tnij , the superposition of the cyclic signals is encoded as follows
(h1λ
c
12 + h2λ
c
23) mod h2Λ
c
23,c → s
n
12, (165)
(h2λ˜
c
23 + h3λ
c
31) mod h3Λ
c
31,c → s
n
31, (166)
(h2λ
c
21 + h1λ˜
c
13) mod h2Λ
c
21,c → s
n
21, (167)
(h1λ
c
13 + h3λ
c
32) mod h3Λ
c
32,c → s
n
32, (168)
and the bi-directional signals as follows
(h1λ
b
12 + h2λ
b
21) mod h2Λ
b
21,c → r
n
21, (169)
(h1λ
b
13 + h3λ
b
31) mod h3Λ
b
31,c → r
n
31, (170)
(h2λ
b
23 + h3λ
b
32) mod h3Λ
b
32,c → r
n
32. (171)
The relay allocates a power βuijP for tnij , i.e., tij ∼ N (0, βuijP ), it allocates βcijP for snij and βbijP for rnij . For
the power constraint to be satisfied, it is required that the sum of all βuij , βcij , and βbij , given by βΣ fulfills
βΣ =
∑
βuij +
∑
βcij +
∑
βbij ≤ 1. (172)
The relay then sends the superposition of all these codewords
xnr = r
n
21 + r
n
31 + r
n
32 + s
n
12 + s
n
31 + s
n
21 + s
n
32 +
∑
i6=j
tnij . (173)
Let us now illustrate how the decoding of the desired signals is done at each of the nodes U1, U2, and U3.
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1) Decoding at U3: U3 decodes the signals intended to it in this order: tn13, tn23, sn31, sn32, rn31, rn32, while treating
the other signals as noise. The necessary rate constraints for reliable decoding are
Ru13 ≤ C
(
βu13h
2
3P
1 + (βu23 + β
c
32 + β
c
31 + β
b
31 + β
b
32 + β)h
2
3P
)
(174)
Ru23 ≤ C
(
βu23h
2
3P
1 + (βc32 + β
c
31 + β
b
31 + β
b
32 + β)h
2
3P
)
(175)
Rc132 ≤ C
(
βc32h
2
3P
1 + (βc31 + β
b
31 + β
b
32 + β)h
2
3P
)
(176)
Rc123 ≤ C
(
βc31h
2
3P
1 + (βb31 + β
b
32 + β)h
2
3P
)
(177)
Rb31 ≤ C
(
βb31h
2
3P
1 + (βb32 + β)h
2
3P
)
(178)
Rb32 ≤ C
(
βb32h
2
3P
1 + βh23P
)
, (179)
where β = βu12 + βu32 + βc12 + βc21 + βb21 + βu21 + βu31.
By decoding tn13 and tn23, the third user can obtain un13 and un23 and hence its desired uni-directional messages mu13
and mu23. By decoding sn32, the third user can obtain the superposition (h1λc13+h3λc32) mod h3Λc32,c. Knowing λc32,
U3 can extract λc13 and hence obtain the desired cyclic communication message mc13 (cf. Lemma 4). Similarly, by
decoding sn31, mc23 is recovered. Finally, by decoding rn31 and rn32, the superposition of (h1λb13+h3λb31) mod h3Λb31,c
and (h2λb23+h3λb32) mod h3Λb32,c can be obtained, and consequently by using Lemma 4, the bi-directional messages
mb13 and mb23. Thus, the third user obtains all its desired messages.
2) Decoding at U2: Since the third user can decode its desired messages, the second user, having a stronger
channel (h22 ≥ h23), can also decode all messages intended to user 3. After decoding the messages intended to user
3, the second user decodes its intended signals tn12, tn32, sn12, sn21, and rn21 successively in this order while treating
the remaining signals as noise. The necessary rate constraints for reliable decoding are
Ru12 ≤ C
(
βu12h
2
2P
1 + (βu32 + β
c
12 + β
c
21 + β
b
21 + β
u
21 + β
u
31)h
2
2P
)
(180)
Ru32 ≤ C
(
βu32h
2
2P
1 + (βc12 + β
c
21 + β
b
21 + β
u
21 + β
u
31)h
2
2P
)
(181)
Rc123 ≤ C
(
βc12h
2
2P
1 + (βc21 + β
b
21 + β
u
21 + β
u
31)h
2
2P
)
(182)
Rc132 ≤ C
(
βc21h
2
2P
1 + (βb21 + β
u
21 + β
u
31)h
2
2P
)
(183)
Rb21 ≤ C
(
βb21h
2
2P
1 + (βu21 + β
u
31)h
2
2P
)
. (184)
By decoding tn12 and tn32, U2 recovers mu12 and mu32. By decoding sn12, U2 can obtain the superposition (h1λc12+
h2λ
c
23) mod h2Λ
c
23,c. Since U2 knows λc23, the signal λc12 can be extracted which recovers mc12. By decoding sn21,
U2 can obtain the superposition (h2λc21 + h1λ˜c13) mod h2Λc21,c. Since λc21 is known by U2, λ˜c13 can be extracted,
and hence the message mc13. Notice that mc13 is not desired by U2, but it can be used in combination with sn32
(recall that this can be decoded by U2 since it can be decoded by U3) to obtain mc32 which is a desired message.
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βΣ =
22(R
u
13+R
u
23+R
c
132+R
c
123+R
b
31+R
b
32) − 1
h23P
+ 22(R
u
13+R
u
23+R
c
132+R
c
123+R
b
31+R
b
32)
22(R
u
12+R
u
32+R
c
123+R
c
132+R
b
21) − 1
h22P
+ 22(R
u
13+R
u
23+2R
c
132+2R
c
123+R
b
31+R
b
32+R
u
12+R
u
32+R
b
21)
22(R
u
21+R
u
31) − 1
h21P
(187)
Finally, by decoding rn21 and rn32, mb12 and mb32 can be obtained. Consequently, all messages intended to U2 are
successfully decoded.
3) Decoding at U1: The first user also decodes all signals that are decodable by U2 and U3. The cyclic messages
mc21 and mc31 can be obtained from sn12, sn31, and sn21 in a manner similar to decoding the cyclic messages by
U2. The bi-directional messages mb21 and mb31 are also obtained similarly from rn21 and rn31. Then, it decodes the
remaining signals tn21 and tn31 if the following rate constraints are satisfied
Ru21 ≤ C
(
βu21h
2
1P
1 + βu31h
2
1P
)
(185)
Ru31 ≤ C
(
βu31h
2
1P
)
. (186)
Thus, the uni-directional messages mu21 and mu31 are obtained from tn21 and tn31. This recovers all messages
intended to U1.
Finally, from (174)-(186), we can calculate the sum of all βuij , βcij , and βbij at the relay βΣ to be as in equation
(187) at the top of page 34, which must be less than 1.
Let the region achieved by this scheme, for a given power allocation satisfying the power constraints, be denoted
Rg , given by
Rg =
{
R ∈ R6+| (145)-(157) and (174)-(186) are satisfied
}
. (188)
Then we have the following inner bound.
Theorem 6. The union over all possible power allocations satisfying the rate constraints (141)-(143), and (172)
of the region Rg is an inner bound on the capacity region Cg of the GYC
Cg ⊇ Cg =
⋃
αuij , α
c
ij , α
b
ij satisfying (141)-(143)
βuij , β
c
ij , β
b
ij satisfying (172)
Rg. (189)
Next, we prove that this inner bound is within a constant gap, independent of the channel parameters, of the
outer bound Cg.
VII. CONSTANT GAP CHARACTERIZATION OF Cg
The provided scheme achieves, within a constant gap, the outer bound Cg . Namely, we have the following
corollary.
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Corollary 1. For the given GYC, the region C′g given by
R31 +R32 ≤ C(h
2
3P )− 2 (190)
R13 +R23 ≤ C(h
2
3P )− 2 (191)
R12 +R13 +R32 ≤ C(h
2
2P + h
2
3P )− 3 (192)
R13 +R23 +R12 ≤ C(h
2
2P + h
2
3P )− 3 (193)
R12 +R31 +R32 ≤ C(h
2
1P + h
2
2P )− 3 (194)
R13 +R23 +R21 ≤ C(h
2
1P + h
2
3P )− 3 (195)
R21 +R31 +R23 ≤ C((h2 + h3)
2P )− 7/2 (196)
R21 +R31 +R32 ≤ C((h2 + h3)
2P )− 7/2, (197)
is achievable.
Clearly, C′g is within a constant gap of at most 7/6 bits per stream, of the outer bound Cg . Thus, proving the
achievability of C′g characterizes the capacity of the Y-channel within a constant gap. The remainder of this section
is devoted for proving this result.
For this purpose, we need to show that any rate tuple in C′g is achievable. To simplify the analysis, we split the
6-dimensional space of R into 8 different sectors:
1) R12 ≥ R21, R13 ≥ R31, R23 ≥ R32, (198)
2) R12 ≥ R21, R13 ≥ R31, R23 ≤ R32, (199)
3) R12 ≥ R21, R13 ≤ R31, R23 ≥ R32, (200)
4) R12 ≥ R21, R13 ≤ R31, R23 ≤ R32, (201)
5) R12 ≤ R21, R13 ≥ R31, R23 ≥ R32, (202)
6) R12 ≤ R21, R13 ≥ R31, R23 ≤ R32, (203)
7) R12 ≤ R21, R13 ≤ R31, R23 ≥ R32, (204)
8) R12 ≤ R21, R13 ≤ R31, R23 ≤ R32. (205)
As we shall see, the third and the sixth cases are particularly important, since in these cases we need the cyclic
communication strategy to achieve C′g . In the other cases, as we see next, the cyclic communications strategy is
not necessary for a constant gap characterization of the capacity region.
In the following, the message mij is split into its three parts mbij , mcij , and muij according to the following rates
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(similar to Sections IV-B, IV-C, and IV-D)
Rb21 = min{R12, R21} (206)
Rb31 = min{R13, R31} (207)
Rb32 = min{R32, R23} (208)
Rc123 = min{R12 −R
b
21, R23 − R
b
32, R31 −R
b
31} (209)
Rc132 = min{R21 −R
b
21, R32 − R
b
32, R13 −R
b
31} (210)
Ruij = Rij −R
b
ij −R
c
ijk, i 6= j 6= k 6= i. (211)
Recall (113) and (114). We fix the rates of the sub-messages as given above, and then, we show that there exists
a valid power allocation that achieves these rates as long as R is in C′g. Next, we only consider case 3) in (200),
the remaining cases are similar and are considered in Appendix B.
Case 3) R12 ≥ R21, R13 ≤ R31, R23 ≥ R32:
This is one case where cyclic communication is necessary for achieving C′g . Consider a rate tuple R in C′g . In
this case, we use (206)-(211) to write
Rb12 = R21, R
u
12 = R12 −R21 −R
c
123 (212)
Rb13 = R13, R
u
31 = R31 −R13 −R
c
123 (213)
Rb23 = R32, R
u
23 = R23 −R32 −R
c
123 (214)
Rc123 = min{R12 −R21, R23 −R32, R31 −R13}. (215)
Using (145)-(157), we have
αb32 =
22R32+1 − 1
2h23P
(216)
αb31 =
22R13+1 − 1
2h23P
22R32+1 (217)
αc31 =
22R
c
123+1 − 1
2h23P
22R32+2R13+2 (218)
αu31 =
22(R31−R13−R
c
123) − 1
h23P
22R
c
123+2R32+2R13+3 (219)
αb21 =
22R21+1 − 1
2h22P
22R31+2R32+3 (220)
αc23 =
22R
c
123+1 − 1
2h22P
22R21+2R31+2R32+4 (221)
αu23 =
22(R23−R32−R
c
123) − 1
h22P
22R21+2R31+2R
c
123+2R32+5 (222)
αu12 =
22(R12−R21−R
c
123) − 1
h21P
22R23+2R21+2R31+5. (223)
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Now, we check if this power allocation is valid. Let us consider U3, and check if the power allocation parameters
above satisfy the power constraint. We add αb32, αb31, αc31, and αu31 to obtain
αb32 + α
b
31 + α
c
31 + α
u
31
=
22(R31+R32+2) − 1
2h23P
+
22(R
c
123+R32+R13+
3
2 ) − 22(R
c
123+R32+R13+2)
2h23P
<
22(R31+R32+2) − 1
2h23P
(190)
≤ 1
where the last step follows since R ∈ C′g. Thus, the power constraint is satisfied at U3. Now, consider U2. Similarly,
we can show that as long as R ∈ C′g, then
αb23 + α˜
c
23 + α
b
21 + α
c
23 + α
u
23 <
22(R23+R21+R31+3) − 1
2h22P
(196)
≤ 1.
Thus, the power allocation also satisfies the power constraint at U2. At U1, we have
αb13 + α
b
12 + α
c
12 + α
u
12
≤
22(R12−R
c
123+R23+R31+3) − 1
2h21P
≤


22(R23+R12+R13+3)−1
2h21P
, if Rc123 = R31 −R13
22(R23+R21+R31+3)−1
2h21P
, if Rc123 = R12 −R21
22(R12+R31+R32+3)−1
2h21P
, if Rc123 = R23 −R32
≤ 1
which follows from (193), (194), and (196). As a result, this power allocation is valid at all users. In the downlink,
we calculate βΣ using (187)
βΣ =
22(R23+R13) − 1
h23P
+ 22(R13+R23)
22R12 − 1
h22P
+ 22(R13+R23+R12)
22(R31−R13−R
c
123) − 1
h21P
≤ 1
which holds due to (191), (193), (194), and (196). Since this power allocation is valid, C′g is achievable in this
case. In Appendix B, we show that C′g is achievable in all the 8 sectors listed above ((198)-(205)). Therefore any
rate tuple R which lies in C′g is achievable. We obtain the following theorem.
Theorem 7. The capacity region Cg of the GYC is within 7/6 bits per dimension of the outer bound Cg. In other
words, if R ∈ Cg, then R− (76 , 76 , 76 , 76 , 76 , 76 ) is achievable.
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Proof: It can be easily verified that since R ∈ Cg , then R′ = R − (76 , 76 , 76 , 76 , 76 , 76 ) is in C′g . Thus R′ is
achievable by the provided scheme, which proves the statement of the theorem.
VIII. DISCUSSION
Contrary to many bi-directional communications scenarios, where the cut-set bounds characterize the capacity of
the setup in the linear-shift deterministic case [7], [23], we have shown that the cut-set bounds do not characterize
the capacity of the DYC. It turns out that in such a multiway relaying setup, further bounds are required. Such
bounds are derived based on a genie aided approach, leading to an outer bound on the capacity region of the DYC.
The achievability of this outer bound is established by using network coding ideas. The capacity achieving scheme
is based on three different strategies, a bi-directional, a cyclic, and a uni-directional strategy. While the first and
the last are used to establish the capacity of the bi-directional relay channel, the second is not. The nature of the
DYC problem required the use of this cyclic strategy which takes care of bits communicated between the nodes
in a cyclic manner, i.e., one bit from user 1 to user 2, one bit from user 2 to user 3, and one bit from user 3 to
user 1, using the least amount of resources of the setup (levels). Showing the achievability of the outer bound, we
established the capacity region of the DYC.
To extend this result to the Gaussian case, the GYC, a suitable approach is to use nested lattice codes to construct
a scheme which mimics the capacity achieving scheme of the DYC. Owing to the group structure of lattice codes, the
superposition of two properly designed codewords can be decoded, which mimics the decoding of the superposition
(XOR) of bits at the relay in the DYC. By sending a superposition of codewords designed for bi-directional, cyclic,
and uni-directional communication, designing a successive decoding/computation strategy and a forwarding strategy
at the relay, and a successive decoding strategy at the users U1, U2 and U3, we were able to characterize the capacity
region of the GYC within a gap of 7/6 bits per dimension.
Note that this characterizes the sum-capacity of the GYC within a constant additive gap as well. Note that,
in [16], the sum-capacity of the GYC was characterized within a smaller gap, by restricting the analysis to the
sum-capacity.
APPENDIX A
UNI-DIRECTIONAL COMMUNICATION OVER THE DYC, SECTION IV-D CONTINUED
We only indicate the equations that are relevant for showing the sufficiency of the levels at the relay for each
case. The analysis follows the same lines as in Section IV-D.
1) Case (R′′21, R′′23, R′′31) = (0, 0, 0): Equations (19), (23), (27), and (48) imply
R′′32 ≤ n
′′
3 , (224)
R′′13 ≤ n
′′
3 , (225)
R′′12 +R
′′
32 +R
′′
13 ≤ n
′′
2 . (226)
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2) Case (R′′13, R′′12, R′′32) = (0, 0, 0): Equations (21), (22), (27), and (49) imply
R′′31 ≤ n
′′
3 , (227)
R′′23 ≤ n
′′
3 , (228)
R′′21 +R
′′
31 +R
′′
23 ≤ n
′′
2 . (229)
3) Case (R′′13, R′′21, R′′23) = (0, 0, 0): Equations (19)-(23), (27), (48), and (49) imply
R′′32 +R
′′
31 ≤ n
′′
3 , (230)
R′′32 +R
′′
12 ≤ n
′′
2 , (231)
R′′12 +R
′′
32 +R
′′
31 ≤ n
′′
1 . (232)
4) Case (R′′12, R′′31, R′′32) = (0, 0, 0): Equations (19), (21)-(23), (27), (48), and (49) imply
R′′23 +R
′′
13 ≤ n
′′
3 , (233)
R′′21 +R
′′
23 ≤ n
′′
2 , (234)
R′′13 +R
′′
21 +R
′′
23 ≤ n
′′
1 . (235)
5) Case (R′′12, R′′13, R′′23) = (0, 0, 0): Equation (21), (22), (27), and (48) imply
R′′31 +R
′′
32 ≤ n
′′
3 , (236)
R′′21 +R
′′
31 +R
′′
32 ≤ n
′′
2 . (237)
APPENDIX B
ACHIEVABILITY OF C′g
A. Case 1) R12 ≥ R21, R13 ≥ R31, R23 ≥ R32
In this case, according to (206)-(211), we have
Rb12 = R21, R
u
12 = R12 −R21 (238)
Rb13 = R31, R
u
13 = R13 −R31 (239)
Rb23 = R32, R
u
23 = R23 −R32. (240)
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The rates of the other messages, i.e., Rc123, Rc132, Ru21, Ru31, and Ru32 are set to zero. In order to achieve these rates
in the uplink, we substitute their values from (238)-(240) in (145)-(157) to obtain
αb32 =
22R32+1 − 1
2h23P
(241)
αb31 =
22R31+1 − 1
2h23P
22R32+1 (242)
αb21 =
22R21+1 − 1
2h22P
22R31+2R32+2 (243)
αu23 =
22(R23−R32) − 1
h22P
22R21+2R31+2R32+3 (244)
αu13 =
22(R13−R31) − 1
h21P
22R21+2R31+2R23+3 (245)
αu12 =
22(R12−R21) − 1
h21P
22R21+2R13+2R23+3. (246)
The power allocation parameters αb23, αb12, and αb13 are calculated from αb32, αb21, and αb31 by using (115), (124),
and (125). All the remaining power allocation parameters in this case are equal to zero. Clearly, all αbij , αuij ≥ 0.
Now we need to show that they add up to a quantity less than 1 at each user, thus satisfying the power constraints.
We notice that R ∈ C′g implies
αb31 + α
b
32 =
22R32+2R31+2 − 1
2h23P
(190)
≤ 1
αb21 + α
b
23 + α
u
23 ≤
22R23+2R21+2R31+4 − 1
2h22P
(196)
≤ 1
αb12 + α
b
13 + α
u
12 + α
u
13 ≤
22R12+2R13+2R23+4 − 1
2h21P
(193)
≤ 1,
Thus, this power allocation is valid in the uplink since it satisfies the power constraints at the sources. Now we
check the achievability in the downlink. We use (187) to calculate
βΣ =
22(R13+R23) − 1
h23P
+ 22(R13+R23)
22R12 − 1
h22P
(191), (193)
≤ 1
Thus, there exists a power allocation which satisfies the power constraint at the relay and achieves (238)-(240),
which proves the achievability of C′g in this case.
B. Case 2) R12 ≥ R21, R13 ≥ R31, R23 ≤ R32
Here, using (206)-(211) we set
Rb12 = R21, R
u
12 = R12 −R21 (247)
Rb13 = R31, R
u
13 = R13 −R31 (248)
Rb23 = R23, R
u
32 = R32 −R23, (249)
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and we set the remaining rates, Rc123, Rc132, Ru21, Ru23, and Ru31, to zero. Using (145)-(157) we set
αb32 =
22R23+1 − 1
2h23P
(250)
αb31 =
22R31+1 − 1
2h23P
22R23+1 (251)
αu32 =
22(R32−R23) − 1
h23P
22R31+2R23+2 (252)
αb21 =
22R21+1 − 1
2h22P
22R32+2R31+2 (253)
αu13 =
22(R13−R31) − 1
h21P
22R21+2R32+2R31+3 (254)
αu12 =
22(R12−R21) − 1
h21P
22R21+2R32+2R13+3 (255)
to achieve R. We calculate αb23, αb12, and αb13 from αb32, αb21, and αb31 by using (115), (124), and (125), and set
the remaining power allocation parameters to zero. As long as R ∈ C′g, then
αb31 + α
b
32 + α
u
32 ≤
22R32+2R31+3 − 1
2h23P
(191)
≤ 1
αb21 + α
b
23 ≤
22R32+2R21+2R31+3 − 1
2h22P
(197)
≤ 1
αb12 + α
b
13 + α
u
12 + α
u
13 ≤
22R12+2R13+2R32+4 − 1
2h21P
(192)
≤ 1.
Thus, this power allocation is valid since it satisfies the power constraints at the sources. In the downlink, we use
(187) to write
βΣ =
22(R13+R23) − 1
h23P
+ 22(R13+R23)
22(R12+R32−R23) − 1
h22P
(191), (192)
≤ 1
Thus C′g is also achievable in this case.
C. Case 4) R12 ≥ R21, R13 ≤ R31, R23 ≤ R32
Here, we have
Rb12 = R21, R
u
12 = R12 −R21 (256)
Rb13 = R13, R
u
31 = R31 −R13 (257)
Rb23 = R23, R
u
32 = R32 −R23. (258)
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The rates of the remaining messages, Rc123, Rc132, Ru13, Ru21, and Ru23, are set to zero. According to (145)-(157),
we set
αb32 =
22R23+1 − 1
2h23P
(259)
αb31 =
22R13+1 − 1
2h23P
22R23+1 (260)
αu32 =
22(R32−R23) − 1
h23P
22R13+2R23+2 (261)
αu31 =
22(R31−R13) − 1
h23P
22R32+2R13+2 (262)
αb21 =
22R21+1 − 1
2h22P
22R32+2R31+2 (263)
αu12 =
22(R12−R21) − 1
h21P
22R21+2R32+2R31+3. (264)
The parameters αb23, αb12, and αb13 are calculated from αb32, αb21, and αb31 by using (115), (124), and (125). Now
for R ∈ C′g , then
αb31 + α
b
32 + α
u
32 + α
u
31 ≤
22R31+2R32+3 − 1
2h23P
(190)
≤ 1
αb21 + α
b
23 ≤
22R32+2R21+2R31+3 − 1
2h22P
(197)
≤ 1
αb12 + α
b
13 + α
u
12 ≤
22R12+2R31+2R32+4 − 1
2h21P
(194)
≤ 1,
Thus, this power allocation is valid since it satisfies the power constraints at the sources. In the downlink, we have
βΣ =
22(R13+R23) − 1
h23P
+ 22(R13+R23)
22(R12+R32−R23) − 1
h22P
+ 22(R13+R32+R12)
22(R31−R13) − 1
h21P
(191), (192),(194)
≤ 1
Since there exists a power allocation that is valid in both the uplink and the downlink, C′g is achievable in this case.
D. Case 5) R12 ≤ R21, R13 ≥ R31, R23 ≥ R32
In this case, we have
Rb12 = R12, R
u
21 = R21 −R12 (265)
Rb13 = R31, R
u
13 = R13 −R31 (266)
Rb23 = R32, R
u
23 = R23 −R32, (267)
November 7, 2018 DRAFT
43
and the remaining rates, Rc123, Rc132, Ru12, Ru31, and Ru32, equal to zero. We set
αb32 =
22R32+1 − 1
2h23P
(268)
αb31 =
22R31+1 − 1
2h23P
22R32+1 (269)
αb21 =
22R12+1 − 1
2h22P
22R32+2R31+2 (270)
αu23 =
22(R23−R32) − 1
h22P
22R12+2R31+2R32+3 (271)
αu21 =
22(R21−R12) − 1
h22P
22R12+2R31+2R23+3 (272)
αu13 =
22(R13−R31) − 1
h21P
22R21+2R31+2R23+3. (273)
The parameters αb23, αb12, and αb13 are calculated from αb32, αb21, and αb31 by using (115), (124), and (125). Notice
that R ∈ C′g implies
αb31 + α
b
32 =
22R31+2R32+2 − 1
2h23P
(190)
≤ 1
αb21 + α
b
23 + α
u
21 + α
u
23 ≤
22R21+2R31+2R23+4 − 1
2h22P
(196)
≤ 1
αb12 + α
b
13 + α
u
13 ≤
22R13+2R21+2R23+4 − 1
2h21P
(195)
≤ 1,
Thus, this power allocation is valid since it satisfies the power constraints at the sources. In the downlink, we
calculate
βΣ =
22(R13+R23) − 1
h23P
+ 22(R13+R23)
22R12 − 1
h22P
+ 22(R13+R23+R12)
22(R21−R12) − 1
h21P
(191), (193), (195)
≤ 1
Thus, C′g is achievable in this case since there exists a power allocation that satisfies the power constraints and
achieves any rate in C′g .
E. Case 6) R12 ≤ R21, R13 ≥ R31, R23 ≤ R32
This is another case where cyclic communication is necessary for achieving C. Let
Rb12 = R12, R
u
21 = R21 −R12 −R
c
132 (274)
Rb13 = R31, R
u
13 = R13 −R31 −R
c
132 (275)
Rb23 = R23, R
u
32 = R32 −R23 −R
c
132 (276)
Rc132 = min{R21 −R12, R32 − R23, R13 −R31} (277)
(278)
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and set the remaining rates, Rc123, Ru12, Ru23, and Ru31, to zero. In order to achieve these rates, using (145)-(157)
we set
αb32 =
22R23+1 − 1
2h23P
(279)
αb31 =
22R31+1 − 1
2h23P
22R23+1 (280)
αc32 =
22R
c
132+1 − 1
2h23P
22R23+2R31+2 (281)
αu32 =
22(R32−R23−R
c
132) − 1
h23P
22R
c
132+2R23+2R31+3 (282)
αb21 =
22R12+1 − 1
2h22P
22R32+2R31+3 (283)
αc21 =
22R
c
132+1 − 1
2h22P
22R12+2R32+2R31+4 (284)
αu21 =
22(R21−R12−R
c
132) − 1
h22P
22R12+2R32+2R
c
132+2R31+5 (285)
αu13 =
22(R13−R31−R
c
132) − 1
h21P
22R21+2R32+2R31+5. (286)
The parameters αb23, αb12, and αb13 are calculated from αb32, αb21, and αb31 by using (115), (124), and (125). The
parameters αc13 and α˜c13 are calculated from αc32 and αc21 using (136) and (137), respectively. The remaining power
allocation parameters are set to zero. Now, we check if this power allocation is valid. At U2 and U3, we have
αb32 + α
b
31 + α
c
32 + α
u
32 ≤
22(R32+R31+2)) − 1
2h23P
(190)
≤ 1
αb23 + α
b
21 + α
c
21 + α
u
21 ≤
22(R21+R32+R31+3) − 1
2h22P
(197)
≤ 1,
At U1, we have
αb13 + α
b
12 + α
c
13 + α˜
c
13 + α
u
13
≤
22(R13+R21+R32−R
c
132+3) − 1
2h21P
≤


22(R13+R21+R23+3)−1
2h21P
, if Rc132 = R32 −R23
22(R13+R12+R32+3)−1
2h21P
, if Rc132 = R21 −R12
22(R21+R32+R31+3)−1
2h21P
, if Rc132 = R13 −R31
≤ 1
which follows from (192), (195), and (197). As a result, this power allocation is valid in the uplink in this case. In
the downlink, we calculate βΣ from (187)
βΣ =
22(R13+R23) − 1
h23P
+ 22(R13+R23)
22(R32−R23+R12) − 1
h22P
+ 22(R13+R32+R12)
22(R21−R12−R
c
132) − 1
h21P
≤ 1
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from (191), (192), (195), and (197). There exists a power allocation which achieves these rates, which proves the
achievability of C′g in this case.
F. Case 7) R12 ≤ R21, R13 ≤ R31, R23 ≥ R32
Here, we have
Rb12 = R12, R
u
21 = R21 −R12 (287)
Rb13 = R13, R
u
31 = R31 −R13 (288)
Rb23 = R32, R
u
23 = R23 −R32. (289)
The remaining rates, Rc123, Rc132, Ru12, Ru13, and Ru32, are zero. We set
αb32 =
22R32+1 − 1
2h23P
(290)
αb31 =
22R13+1 − 1
2h23P
22R32+1 (291)
αu31 =
22(R31−R13) − 1
h23P
22R13+2R32+2 (292)
αb21 =
22R12+1 − 1
2h22P
22R32+2R31+2 (293)
αu23 =
22(R23−R32) − 1
h22P
22R12+2R31+2R32+3 (294)
αu21 =
22(R21−R12) − 1
h22P
22R12+2R31+2R23+3. (295)
The parameters αb23, αb12, and αb13 are calculated from αb32, αb21, and αb31 by using (115), (124), and (125). Since
R ∈ C′g then
αb31 + α
b
32 + α
u
31 ≤
22R31+2R32+3 − 1
2h23P
(190)
≤ 1,
αb21 + α
b
23 + α
u
21 + α
u
23 ≤
22R21+2R31+2R23+4 − 1
2h22P
(196)
≤ 1,
αb12 + α
b
13 ≤
22R12+2R32+2R31+3 − 1
2h21P
(194)
≤ 1.
Thus, this power allocation is valid since it satisfies the power constraints at the sources. In the downlink, we
calculate
βΣ =
22(R13+R23) − 1
h23P
+ 22(R13+R23)
22R12 − 1
h22P
+ 22(R13+R23+R12)
22(R21−R12+R31−R13) − 1
h21P
(191), (193), (196)
≤ 1
Thus C′g is also achievable in this case.
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G. Case 8) R12 ≤ R21, R13 ≤ R31, R23 ≤ R32
In this case, we have
Rb12 = R12, R
u
21 = R21 −R12 (296)
Rb13 = R13, R
u
31 = R31 −R13 (297)
Rb23 = R23, R
u
32 = R32 −R23. (298)
The remaining rates, Rc123, Rc132, Ru12, Ru13, and Ru23, are zero. We set
αb32 =
22R23+1 − 1
2h23P
(299)
αb31 =
22R13+1 − 1
2h23P
22R23+1 (300)
αu32 =
22(R32−R23) − 1
h23P
22R13+2R23+2 (301)
αu31 =
22(R31−R13) − 1
h23P
22R13+2R32+2 (302)
αb21 =
22R12+1 − 1
2h22P
22R32+2R31+2 (303)
αu21 =
22(R21−R12) − 1
h22P
22R12+2R31+2R32+3. (304)
The parameters αb23, αb12, and αb13 are calculated from αb32, αb21, and αb31 by using (115), (124), and (125). As long
as R ∈ C′g, then
αb31 + α
b
32 + α
u
31 + α
u
32 ≤
22R31+2R32+3 − 1
2h23P
(190)
≤ 1
αb21 + α
b
23 + α
u
21 ≤
22R21+2R31+2R32+4 − 1
2h22P
(197)
≤ 1
αb12 + α
b
13 ≤
22R12+2R32+2R31+3 − 1
2h21P
(194)
≤ 1.
Thus, this power allocation is valid since it satisfies the power constraints at the sources. In the downlink, we
calculate
βΣ =
22(R13+R23) − 1
h23P
+ 22(R13+R23)
22(R32−R23+R12) − 1
h22P
+ 22(R13+R32+R12)
22(R21−R12+R31−R13) − 1
h21P
(191), (192), (197)
≤ 1
Thus, C is achievable in this case.
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