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FACTORIZATIONS IN UPPER TRIANGULAR MATRICES OVER
INFORMATION SEMIALGEBRAS
NICHOLAS R. BAETH AND FELIX GOTTI
Abstract. An integral domain (or a commutative cancellative monoid) is atomic if every nonzero
nonunit element is the product of irreducibles, and it satisfies the ACCP if every ascending chain
of principal ideals eventually stabilizes. The interplay between these two properties has been inves-
tigated since the 1970s. An atomic domain (or monoid) satisfies the finite factorization property
(FFP) if every element has only finitely many factorizations, and it satisfies the bounded factoriza-
tion property (BFP) if for each element there is a common bound for the number of atoms in each of
its factorizations. These two properties have been systematically studied since being introduced by
Anderson, Anderson, and Zafrullah in 1990. Noetherian domains satisfy the BFP, while Dedekind
domains satisfy the FFP. It is well known that for commutative cancellative monoids (in particu-
lar, integral domains) FFP ⇒ BFP ⇒ ACCP ⇒ atomic. For n ≥ 2, we show that each of these
four properties transfers back and forth between an information semialgebras S (i.e., a commutative
cancellative semiring) and their multiplicative monoids Tn(S)• of n × n upper triangular matrices
over S. We also show that a similar transfer behavior takes place if one replaces Tn(S)• by the
submonoid Un(S) consisting of unit triangular matrices. As a consequence, we find that the chain
FFP⇒ BFP⇒ ACCP⇒ atomic also holds for the classes comprising the noncommutative monoids
Tn(S)• and Un(S). Finally, we construct various rational information semialgebras to verify that,
in general, none of the established implications is reversible.
1. Introduction
A factorization of an element in a commutative cancellative monoid is a representation of that
element as a formal product of atoms (i.e., irreducible elements). When every nonunit element has such
a representation, the monoid is called atomic and, additionally, if such a representation is unique, the
monoid is called a unique factorization monoid (or a UFM). The monoid is called a finite factorization
monoid (or an FFM) if every nonunit element has only finitely many factorizations, and it is called
a bounded factorization monoid (or a BFM) if for each nonunit element there is a common bound
for the number of atoms (counting repetitions) in each of its factorizations. In addition, the monoid
is called a half-factorial monoid (or an HFM) if any two factorizations of the same nonunit element
have the same number of atoms (counting repetitions). These subclassifications of atomic monoids,
as well as the ACCP property (every ascending chain of principal ideals stabilizes), have been well
studied over the past half century. Atomic monoids, monoids satisfying the ACCP, and HFMs have
been systematically studied since the 1970s, while FFMs and BFMs have been studied since they were
introduced in 1990 [1] in the context of integral domains. In that paper it was shown that if M is the
multiplicative monoid of an integral domain, then each of the implications shown in Diagram (1.1)
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holds. Moreover, in the same, examples are given to show that none of the implications are, in general,
reversible.
(1.1)
HFM
UFM BFM ACCP
FFM
Factorization theory has been significantly less developed in noncommutative settings, with much
of the early work focusing primarily on characterizing when a given monoid is a UFM (see, for in-
stance, [11, Chapter 3] and [12]). However, in recent years there has been more consideration given
to factorizations in noncommutative rings and monoids. In particular, many factorization tools from
commutative monoids and domains have been used in and adapted to noncommutative algebraic struc-
tures, including rings of upper triangular nonnegative matrices [10], maximal orders in central simple
algebras [24], noncommutative finite factorization domains [7], noncommutative Krull monoids [13],
and small cancellative categories [5].
In many cases, factorization aspects of noncommutative algebraic structures are conveniently in-
vestigated through the lens of transfer homomorphisms to easier-to-understand commutative objects.
For example, in [2] the noncommutative monoids Tn(R) of upper triangular matrices over a com-
mutative ring R are studied using transfer homomorphisms to products of commutative cancellative
monoids, and in [5] various arithmetic aspects of noncommutative cancellative monoids are studied
using transfer homomorphisms to their reduced abelianizations. By contrast, it was proved in [4] that
for a reduced information semialgebra S, there are no such transfer homomorphisms from the monoid
Tn(S)
• of regular elements of Tn(S). Using other approaches, however, it was shown in [4] that Tn(S)
•
is atomic, after which some arithmetical invariants were computed.
The present paper can be thought of as a continuation of [4]. However, our primary goal here is to
provide a more fundamental set of results on the atomicity of the noncommutative monoid Tn(S)
• as
well as its submonoid Un(S) consisting of unit upper triangular matrices. We characterize when they
are FFMs or BFMs, determine when they satisfy the ACCP, and argue that Tn(S)
• is almost never
a HFM. To do so, we prove that each of these properties, save half-factoriality, transfers back and
forth from the monoids Tn(S)
• and Un(S) to both the additive and multiplicative monoids (S,+) and
(S•, ·). In particular, we give a set of implications analogous to those in Diagram (1.1) but for both
Tn(S)
• and Un(S). By considering Puiseux information semialgebras (i.e., semialgebras contained in
the nonnegative cone of rational numbers), we illustrate that, as in the case of commutative monoids,
each of the implications is not reversible in general.
This paper is structured as follows. In Section 2 we introduce the main objects of study and other
related definitions and notation. Then in Section 3 we introduce the notion of a Puiseux information
semialgebra and explore some of their atomic aspects only far enough to use them as our primary
source of examples later in Section 4. Our main results are contained in Section 4. We summarize
those results here. If S is a reduced information semialgebra and  ∈ {FFM, BFM, ACCP, atomic},
then we say that S is bi- provide that both (S,+) and (S•, ·) are . Further relevant terminology
can be found in Sections 2–4.
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Main Theorem. Let S be an information semialgebra. If n ≥ 2, then Tn(S)• is never half-factorial.
Also, each implication in the following diagram holds.
S is a bi-FFM S is a bi-BFM S is bi-ACCP S is bi-atomic
Tn(S)
• is an FFM Tn(S)
• is a BFM Tn(S)
• is ACCP Tn(S)
• is atomic
Moreover, none of the horizontal inclusions is, in general, reversible.
2. Fundamentals
In this section we introduce the relevant concepts pertaining to commutative monoids and factor-
ization theory required in later sections. For a thorough treatment on commutative monoids, see [22];
for atomic monoids and factorization theory, see [15].
2.1. General Notation. We begin by introducing the general notation we shall be using throughout
this paper. We let N = {1, 2, . . .} denote the set of positive integers and set N0 = N∪{0}. In addition,
we let P denote the set consisting of all prime numbers. For a, b ∈ Z we let Ja, bK denote the set of
integers between a and b, i.e.,
Ja, bK := {z ∈ Z : a ≤ z ≤ b}.
In addition, for X ⊆ R and r ∈ R, we set
X≥r := {x ∈ X : x ≥ r}
and we use the notationsX>r, X≤r, and X<r analogously. If q ∈ Q>0, then we call the unique n, d ∈ N
such that q = n/d and gcd(n, d) = 1 the numerator and denominator of q and denote them by n(q)
and d(q), respectively. Finally, for Q ⊆ Q>0, we set
n(Q) := {n(q) : q ∈ Q} and d(Q) := {d(q) : q ∈ Q}.
2.2. Monoids. A monoid is defined to be a semigroup with identity, and we tacitly assume that all
monoids here are cancellative, though not necessarily commutative. Let M be a monoid. The set of
invertible elements of M is a group, which we denote by U(M). The monoid M is called reduced if
|U(M)| = 1. An element a ∈ M \U(M) is called an atom if whenever a = uv for u, v ∈ M , either
u ∈ U(M) or v ∈ U(M). The set of atoms of M is denoted by A(M). The monoid M is called atomic
if each non-invertible element can be written as a product of atoms, and M is called antimatter if
A(M) is empty.
A subset I of M is called a left ideal (resp., right ideal) provided that M I ⊆ I (resp., I M ⊆ I).
A (two-sided) ideal of M is a subset that is both a left and a right ideal. For each x ∈ M , the left
ideal Mx and the right ideal xM are called principal. As in ring theory, we say that M satisfies the
ACCP (resp., left ACCP or right ACCP) if each ascending chain of principal ideals (resp., left ideals
or right ideals) eventually stabilizes. If M satisfies both the left ACCP and the right ACCP, then M
is atomic (see [24, Proposition 3.1]).
If x ∈M and x = a1 . . . aℓ for some ℓ ∈ N and a1, . . . , aℓ ∈ A(M), then ℓ is called a (factorization)
length of x. The set of lengths of x ∈ M \U(M), denoted by L(x), is the set of all possible lengths
of x. In addition, we define L(u) := {0} for all u ∈ U(M). Clearly, M is atomic if and only if L(x) 6= ∅
for all x ∈ M . An atomic monoid M is called a BFM (or a bounded factorization monoid) provided
that |L(x)| <∞ for all x ∈M .
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2.3. Semirings. A triple (S,+, ·), where S is a nonempty set and both + and · are binary operations
on S (called addition and multiplication) is said to be a semiring if the following conditions hold:
1. (S,+) is a commutative monoid with identity element denoted by 0;
2. (S, ·) is a semigroup with identity element denoted by 1;
3. multiplication distributes over addition;
4. 0 · x = 0 for all x ∈ S.
The semiring S is said to be commutative if (S, ·) is a commutative semigroup. We let S× denote the
group of invertible elements of (S, ·). As in ring theory, an element x ∈ S is called a left zero-divisor
(resp., a right zero-divisor) provided that there exists y ∈ S \ {0} such that xy = 0 (resp., yx = 0). In
addition, x ∈ S is called regular if it is neither a left zero-divisor nor a right zero-divisor. We let S•
denote the multiplicative semigroup consisting of all regular elements of S.
For n ∈ N and a semiring S, let Tn(S) denote the set consisting of all n × n upper triangular
matrices with entries in S. It is clear that Tn(S) is a semiring with respect to the usual addition and
multiplication of matrices, where the identity element of the semigroup (Tn(S), ·) is In, the identity
matrix. Note that the multiplicative semigroup Tn(S)
• is cancellative and, therefore, a monoid. For
A ∈ Tn(S) and i, j ∈ J1, nK, we let Aij = [A]ij denote the entry of A in position (i, j), that is, in
the row i and column j. Provided that i ≤ j, we let Eij denote the matrix of Tn(S) having a 1 in
position (i, j) and 0’s everywhere else. A matrix A ∈ Tn(S) is called unit triangular if Aii = 1 for
every i ∈ J1, nK, and the multiplicative monoid consisting of all unit triangular matrices of Tn(S) is
denoted here by Un(S). The monoids Tn(S)
• and Un(S) are the primary focus of this paper.
For a semiring S, the additive monoid (S,+) may not be reduced and the multiplicative semigroup
(S•, ·) may be neither commutative nor cancellative. However, these two properties always hold for
the semirings we shall be studying here under the term ‘information semialgebras’.
Definition 2.1. We say that a semiring S is an information semialgebra if (S,+) is a reduced monoid
and (S \ {0}, ·) is a commutative monoid.1
Let S be an information semialgebra. It follows immediately from Definition 2.1 that S is a
commutative semiring without nonzero zero-divisors, and so S• = S \ {0}. We call (S,+) and (S•, ·)
the additive monoid and the multiplicative monoid of S, respectively, and we say that S is reduced if
its multiplicative monoid is reduced.
For commutative semirings S and T , a map φ : S → T is called a homomorphism of semirings
provided that φ : (S,+)→ (T,+) and φ|S• : (S•, ·)→ (T •, ·) are semigroup homomorphisms satisfying
that φ(0) = 0 and φ|S•(1) = 1. A homomorphism of semirings is an isomorphism if it is invertible.
For an information semialgebra S, we let A+(S) and A×(S) denote the set of atoms of (S,+) and
(S•, ·), respectively. In [4], both Proposition 2.9 and Theorem 2.10 deal with atomic information
semialgebras whose additive monoids contain exactly one atom. As the next lemma indicates, there
is only one such an information semialgebra up to isomorphism.
Lemma 2.2. For an information semialgebra S the following statements are equivalent.
(a) (S,+) is atomic and |A+(S)| = 1.
(b) (S,+) ∼= (N0,+), as monoids.
(c) S ∼= N0, as semirings.
1The term ‘information algebra’ was used by Kuntzmann in 1972 for reduced semirings without nonzero zero divisors.
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Proof. (a) ⇒ (b): Let a be the only atom in A(S). As S is an atomic monoid, S = 〈a〉. Therefore it
follows immediately that the assignment n 7→ na determines an isomorphism from (N0,+) to (S,+).
(b) ⇒ (c): Because (S,+) ∼= (N0,+), there exists a ∈ A+(S) such that S = {na : n ∈ N0},
where na denotes the addition of n copies of a (note that 0 = 0a). Let e be the multiplicative identity
element of S. Now write a · a = ma and e = na for some m,n ∈ N. Then
na = e = e · e = (na) · (na) = n2(a · a) = n2ma.
Since (S,+) is free on {a}, it follows that n = n2m. Then n = 1, which implies that e = a. As a
consequence, a is the multiplicative identity element of S, and so the map N0 → S defined by n 7→ na
is an isomorphism of semirings.
(c) ⇒ (a): If S is isomorphic to the information semialgebra N0 as semirings, then (S,+) is
isomorphic to (N0,+) as monoids, from which (a) clearly follows. 
We say that an information semialgebra S is bi-atomic if both monoids (S,+) and (S•, ·) are atomic.
In a similar manner, we say that S is a bi-ACCP monoid (resp., a bi-BFM ) if both (S,+) and (S•, ·)
are ACCP monoids (resp., BFMs).
2.4. Factorizations. For a set S we let F∗(S) denote the free monoid on S. Let M be a monoid
and let y = (u, a1 · · · am) and y′ = (u′, a′1 · · · a
′
n) be elements of M
××F∗(A(M)) for some m,n ∈ N0,
u, u′ ∈M×, and a1, . . . , am, a′1, . . . , a
′
n ∈ A(M). We write y ∼ y
′ if m = n and either m = 0 or there
exist u2, . . . , um+1 ∈ H× satisfying that
ua1 = u
′a′1u
−1
2 and aj = uja
′
ju
−1
j+1.
for every j ∈ J2,mK. It is not hard to verify that ∼ defines a congruence relation on M××F∗(A(M))
(see [5, Section 3]). The quotient of M× × F∗(A(M)) by ∼ is called the rigid factorization monoid
of M and is denoted by Z∗(M). We denote an element z = [(u, a1 · · ·an)]∼ ∈ Z∗(M) simply by
ua1 · · ·an and call |z| := n the length of z. The homomorphism π : Z∗(M) → M induced by the
operation of M is called the rigid factorization homomorphism. For each x ∈M , the set
Z∗(x) := π−1({x})
is called the set of rigid factorizations of x. It is clear that M is atomic if and only if Z∗(x) 6= ∅ for
all x ∈ M . We say that the monoid M is an FFM (or a finite factorization monoid) provided that
Z∗(x) is a finite nonempty set for all x ∈M . It follows immediately that each FFM is a BFM.
Remark 2.3. The notion of a rigid factorization is a recent well-behaved noncommutative analog
of the notion of a factorization in commutative monoids. However, we point out that rigid factor-
izations do not generalize the standard definition of factorizations in commutative monoids as rigid
factorizations are not equal up to permutation.
We now recall relevant factorization terminology from the commutative setting. For a set P , we
let F(P ) denote the free commutative monoid on P . Each element x ∈ F(P ) can be written uniquely
in the form
x =
∏
p∈P
pvp(x),
where vp(x) ∈ N0 is the p-adic valuation of x, and we call |x| =
∑
p∈P vp(x) the length of x in
F(P ). Let M be a commutative monoid. The free commutative monoid F(A(Mred)) is called the
factorization monoid of M and is denoted by Z(M). In addition, the unique monoid homomorphism
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π : Z(M)→Mred fixing all the atoms in the set A(Mred) is called the factorization homomorphism of
M . For x ∈M , the set
Z(x) = π−1(xM×)
is called the set of factorizations of x. It is clear that L(x) = {|z| : z ∈ Z(x)}. Also, notice that
1 ∈ L(x) if and only if x ∈ A(M), in which case L(x) = {1}. We say that M is a UFM (or a unique
factorization monoid) if |Z(x)| = 1 for all x ∈ M . Finally, observe that M is an FFM (as defined in
the noncommutative setting) if and only if Z(x) is finite for each x ∈M .
3. Puiseux Information Semialgebras
3.1. General Facts. Many of the main examples in the next section are constructed using information
semialgebras contained in Q≥0, the semialgebra of nonnegative rational numbers. In this section we
introduce information germane to their study. An additive submonoid of the nonnegative cone of
rational numbers is called a Puiseux monoid. Additive factorizations in these monoids have been
widely studied in recent years (see [8, 9] and references therein). We now define Puiseux information
semialgebras.
Definition 3.1. An information semialgebra S is called a Puiseux information semialgebra if (S,+)
is isomorphic to a Puiseux monoid.
We proceed to establish some basic properties of Puiseux information semialgebras.
Proposition 3.2. The following statements hold.
1. For each Puiseux monoid M containing 1, there is at most one multiplicative operation turn-
ing M into an information semialgebra with identity element 1, namely the standard multi-
plication of rational numbers.
2. Any Puiseux information semialgebra can be embedded into the nonnegative cone of Q.
3. If S1 and S2 are two Puiseux information semialgebras contained in Q, then S1 ∼= S2 implies
that S1 = S2.
Proof. 1. Let M be a Puiseux monoid containing 1, and suppose that (M,+, ∗) is an information
semialgebra with identity element 1, where + denotes the standard addition. Since ∗ distributes
over +, it follows immediately that n ∗ q = ( 1 + · · ·+ 1︸ ︷︷ ︸
n times
) ∗ q = q + · · ·+ q︸ ︷︷ ︸
n times
= nq for all n ∈ N and
q ∈M . Now for all q, r ∈M>0,
r ∗ q =
(
r
d(q)
∗ d(q)
)
∗ q =
r
d(q)
∗ (d(q) ∗ q) =
r
d(q)
∗ n(q) = rq.
As a result, the operation ∗ is, indeed, the standard multiplication of rationals. Hence only the
standard multiplication will turn M into an information semialgebra with identity element 1.
2. Let S be a Puiseux information semialgebra, and let φ : (S,+)→M be a monoid isomorphism,
where M is a Puiseux monoid. After pushing the multiplication of S to M via φ, the Puiseux
monoid M turns into a Puiseux information semialgebra. It follows from the previous part that the
multiplication M inherits from S must be the standard multiplication of rationals. So M becomes
a subsemiring of Q. Since M is a Puiseux monoid containing 1, it is not a group and, therefore,
M ⊆ Q≥0. Thus, we have embedded S into the Puiseux information semialgebra Q≥0.
3. Let φ : S1 → S2 be a semiring isomorphism. In particular, φ is an isomorphism of Puiseux
monoids. Then [20, Proposition 3.2] guarantees the existence of q ∈ Q>0 such that φ(x) = qx for all
x ∈ S1. As 1 = φ(1) = q, one finds that φ is the identity map. Hence S1 = S2. 
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Remark 3.3. In virtue of Proposition 3.2, one can always think of a Puiseux information semialgebra
as a subsemiring of Q≥0, and we shall do so from now on without explicit mention.
We are primarily interested in bi-atomic information semialgebras. It is clear that N0 is a bi-
atomic Puiseux information semialgebra but, in general, Puiseux information semialgebras need not
be bi-atomic. The following examples illustrate this observation.
Example 3.4. Consider the Puiseux information semialgebra S = {0} ∪ Q≥1. It follows from [19,
Theorem 3.10] and [14, Example 4.2] that (S,+) is an atomic monoid with set of atoms Q ∩ [1, 2).
To check that (S•, ·) is antimatter, it suffices to observe that for any q ∈ Q>1 one can take n ∈ N
large enough so that q · n
n+1 > 1 and then write q =
(
q n
n+1
)(
n+1
n
)
. Thus, S is a Puiseux information
semialgebra satisfying that (S,+) is atomic while (S•, ·) is antimatter.
Example 3.5. The Puiseux monoid S = 〈1/2n : n ∈ N0〉 is clearly closed under multiplication
and, therefore, S is a Puiseux information semialgebra. Since 1/2n = 2(1/2n+1) for every n ∈ N0,
the monoid (S,+) is antimatter. On the other hand, we shall see in Proposition 3.11 that (S•, ·) is
atomic. Hence S is a Puiseux information semialgebra satisfying that (S,+) is antimatter and (S•, ·)
is atomic.
Notice that the bi-atomic Puiseux information semialgebra N0 satisfies that |A+(N0)| = 1 while
|A×(N0)| =∞. This observation can be generalized as follows.
Proposition 3.6. If S is a bi-atomic Puiseux information semialgebra, then |A+(S)| ∈ {1,∞} and
|A×(S)| =∞.
Proof. To prove the first statement, assume that |A+(S)| <∞. Take n ∈ N and q1, . . . , qn ∈ Q>0 such
that (S,+) = 〈q1, . . . , qn〉. It is clear that any element in d(S•) must divide m = lcm(d(q1), . . . , d(qn)).
For every i ∈ J1, nK the fact that qmi ∈ S
• ensures that d(qi)
m = d(qmi ) ∈ d(S
•). As a consequence,
d(qi)
m ≤ m for every i ∈ J1, nK, which implies that d(q1) = · · · = d(qn) = 1. Thus, S ⊆ N0.
As N0 is contained in every Puiseux information semialgebra, S = N0 and so |A+(S)| = 1. Hence
|A+(S)| ∈ {1,∞}.
To argue the second statement let us assume, by way of contradiction, that |A×(S)| < ∞. Then
we now consider the following two cases.
Case 1: (S•, ·) is a group. Because N is contained in S•, it follows that 1/n ∈ S• for every n ∈ N.
This implies that S• = Q>0. However, in this case S = Q≥0, which contradicts the fact that (S,+) is
an atomic monoid.
Case 2: (S•, ·) is not a group. Since (S•, ·) is an atomic monoid that is not a group, A×(S) 6= ∅. Then
there exists k ∈ N and a1, . . . , ak ∈ S such that A×(S) = {a1, . . . , ak}. Suppose first that (S
•, ·) is
not a reduced monoid. Taking u ∈ S× \ {1}, one can see that sn ∈ S× for every n ∈ N and, therefore,
S× is an infinite set. As a result, a1S
× is an infinite set of multiplicative atoms, contradicting that
|A×(S)| < ∞. Now suppose that (S•, ·) is a reduced monoid. Since P ⊆ S•, there exists a prime p
in S• such that p ∤ n(ai) for any i ∈ J1, kK. As (S•, ·) is an atomic monoid, there are n1, . . . , nk ∈ N0
such that p = an11 · · · a
nk
k . Then p | n(a1)
n1 · · · n(ak)nk , contradicting the fact that p is prime. Hence
|A×(S)| =∞, which completes the proof. 
Remark 3.7. To prove that |A+(S)| ∈ {1,∞} in Proposition 3.6 we did not appeal to the atomicity
of the multiplicative monoid (S•, ·).
We proceed to study two classes consisting mostly of bi-atomic Puiseux information semialgebras
having both infinitely many additive atoms and infinitely many multiplicative atoms.
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3.2. Cyclic Puiseux Information Semialgebras. In this section we restrict our attention to
Puiseux information semialgebras that can be generated by a single element; we call them cyclic
Puiseux information semialgebras.
Definition 3.8. For each r ∈ Q>0, we call the Puiseux information semialgebra Sr := 〈rn : n ∈ N0〉
the cyclic (Puiseux) information semialgebra generated by r.
Let us now show that for almost all r ∈ Q>0, the information semialgebra Sr is, indeed, a reduced
information semialgebra.
Lemma 3.9. For r ∈ Q>0 the Puiseux information semialgebra Sr is reduced if and only if r 6= 1/n
for every n ∈ N≥2.
Proof. The direct implication is an immediate consequence of the inclusion N0 ⊆ S. For the reverse
implication, suppose that n(r) > 1 and d(r) > 1 (note that if d(r) = 1, then S = N0 is clearly reduced).
Take u to be a multiplicative unit of S•r . After replacing u by u
−1 if necessary, we may assume that
u ≤ 1. Write u =
∑n
i=0 cir
i for n, c0, . . . , cn ∈ N0 and cn 6= 0. Since
d(r)n∑n
i=0 cin(r)
id(r)n−i
=
(
1
d(r)n
n∑
i=0
cin(r)
id(r)n−i
)−1
= u−1 ∈ S•r ,
∑n
i=0 cin(r)
id(r)n−i must divide some power of d(r). This, along with the fact that gcd(n(r), d(r)) = 1,
enforces c0 6= 0, which implies that u ≥ 1. Hence u = 1, and so Sr is reduced. 
For an atomic monoid M and x ∈M , we let AM (x) denote the set of all the atoms of M dividing x
and we let DM (x) denote the set of all elements of M dividing x. The following lemma will be used
in the proof of Proposition 3.11 and later in Section 4.
Lemma 3.10. (cf. [1, Theorem 5.1]) Let M be a reduced and atomic commutative monoid, and take
x ∈M . Then the following statements are equivalent.
(a) DM (x) is a finite set.
(b) AM (x) is a finite set.
(c) ZM (x) is a finite set.
Proof. (a) ⇒ (b): It is clear.
(b) ⇒ (c): Now suppose that AM (x) is a finite set, namely, AM (x) = {a1, . . . , an} for some n ∈ N
and pairwise distinct atoms a1, . . . , an of M . Now consider the submonoid N = 〈a1, . . . , an〉 of M .
BecauseM is a reduced monoid, A(M)∩N ⊆ A(N) and, therefore, N is atomic with A(N) = AM (x).
It is then clear that x ∈ N and AN (x) = AM (x). Thus, ZM (x) = ZN (x). It follows from [15, Theorem
3.1.4] that N is an FFM and, consequently, |ZM (x)| = |ZN (x)| <∞.
(c) ⇒ (a): Finally, suppose that ZM (x) is a finite set. Take d ∈ M such that d |M x, and then
notice that after writing x = dd′ for some d′ ∈ M and factoring both d and d′ in M , one obtains a
factorization of x. Hence every factorization of d in M is a subfactorization of x. Since ZM (x) is finite
and each factorization of x has only finitely many subfactorizations, DM (x) is also finite. 
The atomicity of (Sr,+) was studied in [21]. We are ready now to explore the atomicity of the
information semialgebra Sr. First, we introduce the following notation.
Notation. For r ∈ Q•, we define the support of r to be the set supp(r) = {p ∈ P : p | n(r) or p | d(r)}.
In addition, for any subset R of Q•, we set supp(R) :=
⋃
r∈R supp(r).
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Proposition 3.11. Let r ∈ Q>0 and consider the Puiseux information semialgebra Sr. The following
statements hold.
1. If d(r) = 1, then
• (Sr,+) is atomic with A(Sr) = {1} and
• (S•r , ·) is atomic with A×(Sr) = P.
2. If d(r) > 1 and n(r) = 1, then
• (Sr,+) is antimatter, and
• (S•r , ·) is atomic.
3. If d(r) > 1 and n(r) > 1, then
• Sr is atomic with A(Sr) = {rn : n ∈ N0}, and
• (S•r , ·) is atomic provided that either r > 1 or d(r) ∈ P.
Proof. 1. If d(r) = 1, then it is clear that S•r = N. As a result, S is bi-atomic, A+(Sr) = {1}, and
A×(Sr) = P.
2. Suppose that d(r) > 1 and n(r) = 1. Since rn = d(r)rn+1, the monoid (Sr,+) is antimatter.
To see that (S•r , ·) is atomic, first observe that S
•
r =
{
n
d(r)m : m,n ∈ N0
}
. From this observation,
one can deduce that S×r = {q ∈ Q>0 : supp(q) ⊆ supp(r)} and so the reduced monoid of (S
•
r , ·) is
isomorphic to the multiplicative monoid {n ∈ N : supp(n)∩ supp(r) = ∅}, which is the (multiplicative)
free commutative monoid on the set P \ supp(r). As a consequence, (S•r , ·) is atomic.
3. Suppose that d(r) > 1 and n(r) > 1. It was shown in [21, Theorem 6.2] that (Sr,+) is atomic
and A+(Sr) = {r
n : n ∈ N0}. We proceed to argue that (S
•
r , ·) is atomic in the specified cases.
Case 1: r > 1. Observe that for each n ∈ N, there are only finitely many elements of S•r that are
less than n. Then 0 cannot be a limit point of (logS•r ) \ {0}, and it follows from [18, Proposition 4.5]
that (logS•r ,+) is a BFM. Since (S
•
r , ·)
∼= (log S•r ,+), the former is a BFM and, therefore, an atomic
monoid.
Case 2: d(r) ∈ P. By appealing to the previous case, there is no loss in assuming that r < 1.
Fix x ∈ S•r . By [8, Lemma 3.1] there exists a unique factorization z =
∑
n∈N0
cnr
n ∈ ZSr(x) such
that cn < d(r) for every n ∈ N. Take y, y′ ∈ S•r such that x = yy
′, and let w =
∑
n∈N0
bnr
n and
w′ =
∑
n∈N0
b′nr
n be factorizations in ZSr(y) and ZSr (y
′), respectively, satisfying bn, b
′
n < d(r) for
every n ∈ N. Set k := max{i ∈ N0 : bi 6= 0} and ℓ := max{i ∈ N0 : b′i 6= 0}. As 0 < bk, b
′
ℓ < d(r) ∈ P,
one can see that d(r) ∤ bkb
′
ℓ. Then ck+ℓ 6= 0 and so k ≤ k + ℓ ≤ m0 = max{i ∈ N0 : ci 6= 0}. So each
divisor of x has a factorization of the form
∑m0
i=0 bir
i, where bi < d(r) for every i ∈ J1,m0K and b0 < x.
Thus, x has only finitely many divisors in (S•r , ·). Since Sr is reduced by Lemma 3.9, it follows from
Lemma 3.10 that (S•r , ·) is an FFM. and, therefore, an atomic monoid. 
With notation as in Proposition 3.11, we believe that (S•r , ·) is always atomic regardless of whether
d(r) is or not a prime number. This would follow from Proposition 3.11 if the following conjecture
holds.
Conjecture 3.12. If r ∈ Q>0 is such that n(r) > 1 and d(r) > 1, then (S•r , ·) satisfies the ACCP.
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3.3. Conductive Puiseux Information Semialgebras. We conclude this section describing the
atomicity of another class of Puiseux information semialgebras, those whose underlying Puiseux
monoids have nonempty conductors.
Definition 3.13. For r ∈ R≥0, we say that a Puiseux information semialgebra Q is conducted by r
provided that Q is generated as a semiring by the set Q≥r.
We let Qr denote the Puiseux information semialgebra conducted by r. The terminology in Defi-
nition 3.13 is motivated by the fact that for all r ∈ R≥1 the semialgebra Qr is the smallest Puiseux
information semialgebra whose underlying Puiseux monoid has conductor Q≥r (the conductor of a
Pusieux monoid has been recently described in [14, Section 3]).
Proposition 3.14. For r ∈ R≥0, let Qr be the Puiseux information semialgebra conducted by r. Then
the following statements hold.
1. If r < 1, then Qr = Q≥0. In this case,
• (Qr,+) is antimatter and
• (Q•r , ·) is atomic with A×(Qr) = ∅.
2. If r = 1, then Qr = {0} ∪Q≥1. In this case,
• (Qr,+) is atomic with A+(Qr) = [1, 2),and
• (Q•r , ·) is antimatter.
3. If r > 1, then Qr = N0 ∪Q≥r. In this case,
• (Qr,+) is atomic with A+(Qr) =
(
{1} ∪ ([r, r + 1) ∩Q)
)
\ {⌈r⌉} and
• (Q•r , ·) is atomic with A×(Qr) =
(
P<r2 ∪ ([r, r
2) ∩Q)
)
\ P · (Qr)>1.
Proof. 1. Assume that r < 1. Then take r0 ∈ Qr ∩ (0, 1) and take q ∈ Q>0. Note that we can choose
n ∈ N large enough so that q0 := r
−n
0 q > 1. Then q0 ∈ Q≥1 ⊂ Qr, which implies that q = q0r
n
0 ∈ Qr.
Therefore Qr = Q≥0. The Puiseux monoid Q≥0 is clearly antimatter, and the multiplicative monoid
Q>0 is an atomic monoid with no atoms because it is an abelian group.
2. It follows immediately that Qr = {0}∪Q≥1 when r = 1. We have already argued in Example 3.4
that the Puiseux monoid Q1 is atomic with A+(Q1) = [1, 2) and that the multiplicative monoid (Q•r , ·)
is antimatter.
3. Finally, assume that r > 1. Clearly, Qr = N0 ∪Q≥r. Because (Qr,+) is a reduced monoid and
Q≥r+1 ⊆ 1 +Q•r , we see that A+(Qr) ⊆ Q
•
r ∩ Q<r+1 = J1, ⌈r⌉K ∪ ([r, r + 1) ∪ Q). Since 1 ∈ A+(Qr)
and m /∈ A+(Qr) for any m ∈ J2, ⌈r⌉K, we find that
A+(Qr) =
(
{1} ∪ ([r, r + 1) ∩Q)
)
\ {⌈r⌉}
To find the set of multiplicative atoms, first observe that (Qr)≥r2 ⊆ (Qr)>1 · (Qr)>1. This, along with
the fact that (Q•r , ·) is reduced, guarantees that A×(Qr) ⊆ Q
•
r ∩ Q<r2 = J1, ⌈r⌉K ∪ ([r, r
2) ∩ Q). On
the other hand, the only elements in J1, ⌈r⌉K∪ ([r, r2)∩Q) that are not multiplicative atoms of Qr are
those that are properly divisible in (Q•r , ·) by some prime number. Thus,
A×(Qr) =
(
P<r2 ∪ ([r, r
2) ∩Q)
)
\ P · (Qr)>1,
which completes the proof. 
Corollary 3.15. Let Qr be the Puiseux information semialgebra conducted by r ∈ R≥0. Then Qr is
reduced if and only if r ≥ 1, which happens precisely when Qr = Q≥0.
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4. Upper Triangular Matrices over Information Semialgebras
A study of the atomic structure and computation of some factorization-theoretic invariants for mul-
tiplicative monoids of the form Tn(S)
• (i.e., monoids of upper triangular matrices over an information
semialgebra S) was initiated in [4]. Special emphasis was placed on the Puiseux information semial-
gebra S = N0. The main purpose of this section is to use some important factorization-theoretic tools
from the commutative setting to help understand the atomicity of the multiplicative monoid Tn(S)
•
and its submonoid Un(S) consisting of all n× n unit triangular matrices over S.
We first recall some terminology pertaining to divisibility in noncommutative settings. Let M be a
monoid, and take x, y ∈M . We say that x divides y up to permutation if we can write x = a1 . . . am
and y = b1 . . . bn for a1, . . . , am, b1, . . . , bn ∈ A(M) such that m ≤ n and such that there is an
injection σ : J1,mK → J1, nK with bi = aσ(i) for each i ∈ J1,mK. In this case, we write x |p y. Note
that this notion of divisibility coincides with the usual notion of divisibility when M is commutative.
Following [5], we call an element a ∈ M \ U(M) almost prime-like if for all x, y ∈ M the relation
a |p xy implies that either a |p x or a |p y. If M is atomic, then each almost prime-like element is
an atom [5, Lemma 5.5]. Clearly, the notion of an almost prime-like element resemblances that of a
prime element when M is commutative.
We would like to emphasize that for a Puiseux information semialgebra S different from N0, the
atomic structure of Tn(S)
• may significantly differ from that of Tn(N0)
•. The following example sheds
some light upon this observation.
Example 4.1. Fix r ∈ Q>0\N and consider the cyclic Puiseux information semialgebra Sr. It follows
from [8, Lemma 3.1] and [8, Lemma 3.2] that |ZSr(r)| = 1. Suppose that
(4.1) r =
( m∑
i=0
cir
i
)( n∑
j=0
c′jr
j
)
for some m,n ∈ N0 and c1, . . . , cm, c′1, . . . , c
′
n ∈ N0 such that cmc
′
n 6= 0. Since |ZSr(r)| = 1, the
factorization z of r that one obtains after multiplying the two sums in the right-hand side of (4.1)
must be r itself. As cmc
′
nr
m+n appears in z, we see that m + n = 1 and cm = c
′
n = 1. Hence
{m,n} = {0, 1}, which implies that r ∈ A×(Sr).
We now show that each element of the form
(
1 rk
0 1
)
with k ∈ N fails to be almost prime-like in
T2(Sr)
•. Since r ∈ A×(Sr) and A+(Sr) = {r
n : n ∈ N0}, it follows from [4, Theorem 2.1] that the
matrices ( r 00 1 ) and
(
1 rk−1
0 1
)
are atoms of T2(Sr)
• for every k ∈ N. For each k ∈ N verifying that(
1 rk
0 1
)
is not almost prime-like in T2(Sr)
• amounts to observing that
(
1 rk
0 1
)(
r 0
0 1
)
=
(
r 0
0 1
)(
1 rk−1
0 1
)
.
In light of Example 4.1 and Proposition 4.2 below, the matrices In+ r
kEij fail to be almost prime-
like elements in Tn(Sr)
• for every k ∈ N0 and every i, j ∈ J1, nK with i < j. This makes it clear that
the atomic structure of Tn(Sr)
• is quite different from that of Tn(N0)
• since, in the latter case (see
[4, Remark 2.11]), the set of almost prime-like atoms consists of the matrices In + (p − 1)Eii with
i ∈ J1, nK and the matrices p ∈ P and In + Eij with i ∈ J1, n− 1K and j = i+ 1.
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4.1. Divisibility and Atomicity. Our next immediate goal is to collect a few preliminary results
about the semiring Tn(S) and the multiplicative monoid Tn(S)
•, whenever S is a reduced information
semialgebra. We begin by recalling some relevant terminology.
Let M be a monoid. If x, y ∈M , then x is a left divisor (resp., right divisor) of y in M if y ∈ xM
(resp., y ∈Mx), and x divides y in M if x is either a left or a right divisor of y in M . A submonoid N
of M is called divisor-closed provided that for all y ∈ N the fact that x ∈M divides y in M enforces
x ∈ N . Divisor-closed submonoids are perhaps the most relevant submonoids in terms of atomicity
and factorizations as they inherit the atomic properties of the monoids containing them. In the next
proposition we identify some of the divisor-closed submonoids of Tn(S)
•. Such submonoids play a
crucial role in the rest of the paper.
Proposition 4.2. Let S be a reduced information semialgebra and take n ∈ N. The following state-
ments hold.
1. Un(S) is a divisor-closed submonoid of Tn(S)
•.
2. {In+(s−1)Eii : s ∈ S•} ∼= (S•, ·) is a divisor-closed submonoid of Tn(S)• for every i ∈ J1, nK.
3. If n ≥ 2, then {In + sEij : s ∈ S} ∼= (S,+) is a divisor-closed submonoid of both monoids
Un(S) and Tn(S)
• for all i, j ∈ J1, nK with i < j.
Proof. 1. Suppose that U ∈ Un(S) and write U = BB′ for some B,B′ ∈ Tn(S)•. Because S is reduced
both matrices B and B′ must have unit diagonal entries and so they belong to Un(S). As a result,
Un(S) is a divisor-closed submonoid of Tn(S)
•.
2. Fix i ∈ J1, nK, and set Si = {In + (s − 1)Eii : s ∈ S•}. Following the notation in [4], we set
Σ(A) :=
∑
1≤i<j≤nmaxLS(Aij) for each A ∈ Tn(S)
•. It is clear that Σ(A) = 0 if and only if A
is a diagonal matrix. To verify that Si is a divisor-closed submonoid of Tn(S)
•, take A ∈ Si and
B,B′ ∈ Tn(S)• such that A = BB′. Since Σ(A) = Σ(BB′) ≥ Σ(B) + Σ(B′) by [4, Lemma 3.4], both
B and B′ are diagonal matrices. Since S is reduced and Ajj = BjjB
′
jj for every j ∈ J1, nK, we see
that B,B′ ∈ Si. Thus, Si is a divisor-closed submonoid of Tn(S)•. It is clear that the assignment
s 7→ In + (s− 1)Eii determines an isomorphism between (S
•, ·) and Si.
3. Fix a pair i, j ∈ J1, nK with i < j, and set Sij := {In + sEij : s ∈ S}. Observe that for
x, y ∈ S, the equality (In + xEij)(In + yEij) = In + (x + y)Eij holds. Therefore the natural map
s 7→ In + sEij gives the desired isomorphism. Note that as S is a reduced information semialgebra,
if In + sEij = BB
′ for some s ∈ S and B,B′ ∈ Tn(S)
•, then every diagonal entry of B and B′ must
be 1. Moreover, if Brs 6= 0 for some r < s, then the entry of BB′ in position (r, s) would be different
from zero, a contradiction. Similarly, B′ can only have a single nonzero entry off the diagonal, namely,
in position (i, j). Hence Sij is a divisor-closed submonoid of Tn(S)
•, which implies that Sij is also a
divisor-closed submonoid of Un(S). 
If S is a reduced information semialgebra, then the divisor-closed submonoids of Tn(S)
• found
in Proposition 4.2 give us enough information to study the most relevant atomic properties of both
Un(S) and Tn(S)
•. The set of atoms of Tn(S)
• was fully described in [4, Theorem 2.1] in terms of the
atoms of S as follows: A(Tn(S)•) = A+ ∪ A×, where
A+ =
{
In + aEij : 1 ≤ i < j ≤ n and a ∈ A+(S)
}
and
A× =
{
In + (a− 1)Eii : 1 ≤ i ≤ n and a ∈ A×(S
•)
}
.
We call the elements of A+ atoms of additive type and the elements of A× atoms of multiplicative
type. It was also shown in [4, Theorem 2.1] that Tn(S)
• is atomic provided that S is bi-atomic. This
result can be slightly extended as follows.
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Theorem 4.3. Let S be a reduced information semialgebra.
1. The following statements are equivalent.
(a) Un(S) is atomic for every n ∈ N≥2.
(b) Un(S) is atomic for some n ∈ N≥2.
(c) (S,+) is atomic.
2. The following statements are equivalent.
(a) Tn(S)
• is atomic for every n ∈ N≥2.
(b) Tn(S)
• is atomic for some n ∈ N≥2.
(c) S is bi-atomic.
Proof. 1. (a) ⇒ (b): This is clear.
(b) ⇒ (c): By part 3 of Proposition 4.2, it follows that {In + sE12 : s ∈ S} is a divisor-closed
submonoid of Un(S) isomorphic to (S,+). Thus, (S,+) is atomic when Un(S) is atomic.
(c) ⇒ (a): Fix n ∈ N≥2. By part 1 of Proposition 4.2, the monoid Un(S) is a divisor-closed
submonoid of Tn(S)
•. Then clearly A(Un(S)) = Un(S) ∩A(Tn(S)•), which is precisely the set A+ of
atoms of additive type of Tn(S)
•. As (S,+) is atomic, Un(S) can be generated by A+. Thus, Un(S)
is atomic.
2. (a) ⇒ (b): This is clear.
(b) ⇒ (c): By parts 2 and 3 of Proposition 4.2, it follows that {In + (s − 1)E11 : s ∈ S•}
and {In + sE12 : s ∈ S} are divisor-closed submonoids of Tn(S)• isomorphic to (S•, ·) and (S,+),
respectively. Hence S is bi-atomic provided that Tn(S)
• is atomic.
(c) ⇒ (a): See [4, Theorem 2.1]. 
At the opposite end of the spectrum from atomic monoids is that of monoids that are antimatter.
Since the set of atoms of Tn(S)
• is parameterized by the sets of atoms of (S,+) and (S, ·), the next
observation immediately follows.
Remark 4.4. For every n ∈ N≥2 and each information semialgebra S, the noncommutative monoid
Tn(S)
• is antimatter if and only if both monoids (S,+) and (S, ·) are antimatter.
4.2. The ACCP. Recall that a monoid that satisfies both the ACCP on left ideals and the ACCP on
right ideals is atomic [24, Proposition 3.1]. The converse is not true, even in the context of commutative
monoids. For instance, the Puiseux monoid
〈
1
2pp : p ∈ P≥2
〉
is an atomic monoid that does not satisfy
the ACCP. We proceed to study how, for each n ∈ N≥2, the ACCP transfers between S and the
monoids Un(S) and Tn(S)
•. We first show that the ACCP can be transferred back and forth between
(S,+) and Un(S).
Theorem 4.5. Let S be a reduced information semialgebra. The following statements are equivalent.
(a) (S,+) is an ACCP monoid.
(b) Un(S) satisfies the right ACCP for every n ∈ N≥2.
(c) Un(S) satisfies the left ACCP for every n ∈ N≥2.
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Proof. [(b) or (c)] ⇒ (a): It follows from part 3 of Proposition 4.2 that (S,+) is isomorphic to a
divisor-closed submonoid of Un(S). As a result, if Un(S) satisfies either the left ACCP or the right
ACCP, then (S,+) must satisfy the ACCP.
(a)⇒ [(b) and (c)]: Suppose that (S,+) satisfies the ACCP, and let (Ak Un(S))k∈N0 be an ascending
chain of principal right ideals of Un(S). Then there exists a sequence (Bk)k∈N of matrices in Un(S)
such that Ak = Ak+1Bk+1 for every k ∈ N0. We will find a finite increasing sequence (kt)t∈J1,n−1K
of positive integers such that [Bk]j(j+t) = 0 for each j ∈ J1, n− tK and k ≥ kt. In particular, we will
obtain that Bk = In for every k ≥ kn−1.
We proceed inductively. Observe that for each j ∈ J1, n− 1K and k ∈ N0,
[Ak]j(j+1) = [Bk+1]j(j+1) + [Ak+1]j(j+1) = [Bk+1]j(j+1) + [Ak+1]j(j+1).
Then, for each j ∈ J1, n − 1K, the sequence ([Ak]j(j+1) + S)k∈N0 is an ascending chain of principal
ideals of (S,+) and must therefore stabilize. As (S,+) is a reduced monoid, there exists k1 ∈ N such
that [Bk]j(j+1) = 0 for every k ≥ k1 and j ∈ J1, n − 1K. Thus, the matrix Bk has only 0s on its
superdiagonal when k ≥ k1.
For the inductive step, suppose that for t ∈ J1, n − 2K we have constructed a sequence (ki)i∈J1,tK
satisfying the desired properties. In particular, for each k ≥ kt, l ∈ J1, tK, and j ∈ J1, n − lK, the
equality [Bk]j(j+l) = 0 holds and, as a result,
[Ak]j(j+t+1) =
n∑
i=1
[Ak+1]ji[Bk+1]i(j+t+1) = [Bk+1]j(j+t+1) + [Ak+1]j(j+t+1).
Then, for each j ∈ J1, n− t−1K, the sequence
(
[Ak]j(j+t+1) + S
)
k≥kt
is an ascending chain of principal
ideals of (S,+), which must stabilize. Thus, there exists kt+1 ≥ kt such that [Bk+1]j(j+t+1) = 0 for
each j ∈ J1, n − t − 1K and k ≥ kt+1. As a result, Bk = In for every k ≥ kn. Hence the ascending
chain (AkUn(S))k∈N0 of principal right ideals of Un(S) must stabilize and (b) holds.
The proof that every ascending chain of principal left ideals of Un(S) stabilizes is almost identical,
which concludes the proof. 
Without appealing to [24, Proposition 3.1], Theorem 4.5 allows us to deduce that if a monoid of
unit triangular matrices over a reduced information semialgebra satisfies the ACCP, then it is atomic.
We highlight this implication in the following corollary.
Corollary 4.6. Let S be a reduced information semialgebra. If Un(S) satisfies the ACCP, then Un(S)
is atomic.
Putting together Theorem 4.5 and Corollary 4.6, we obtain the next diagram of implications for
each reduced information semialgebra S and for every n ∈ N≥2.
(4.2)
(S,+) is ACCP (S,+) is atomic
Un(S) is ACCP Un(S) is atomic
We now consider the monoid Tn(S)
•.
Theorem 4.7. Let S be a reduced information semialgebra. The following statements are equivalent.
(a) S is a bi-ACCP monoid.
(b) Tn(S)
• satisfies the right ACCP for every n ∈ N.
(c) Tn(S)
• satisfies the left ACCP for every n ∈ N.
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Proof. [(b) or (c)] ⇒ (a): It follows from Proposition 4.2 that both (S,+) and (S•, ·) are isomorphic
to divisor-closed submonoids of Tn(S)
•. Thus, if Tn(S)
• satisfies the right ACCP (or the left ACCP),
then both monoids (S,+) and (S•, ·) satisfy the ACCP.
(a)⇒ [(b) and (c)]: Suppose now that both (S,+) and (S•, ·) satisfy the ACCP. Let (Ak Tn(S)•)k∈N0
be an ascending chain of principal right ideals of Tn(S)
•. Then there exists a sequence (Bk)k∈N of
matrices in Tn(S)
• such that Ak = Ak+1Bk+1 for every k ∈ N0. Then, for each j ∈ J1, nK, one obtains
that [Ak]jj = [Ak+1]jj [Bk+1]jj for every k ∈ N0. This gives rise to an ascending chain ([Ak]jjS•)k∈N
of principal ideal of (S•, ·). By hypothesis, these chains must stabilize. As S is reduced, there exists
k0 ∈ N such that for each j ∈ J1, nK, we see that [Bk]jj = 1 for every k ≥ k0. Thus, Bk is a unit
triangular matrix for every k ≥ k0.
The second part of the proof is similar to the proof of the implication (a) ⇒ [(b) and (c)] of
Theorem 4.5 and so we will only provide a brief sketch. For each j ∈ J1, n− 1K and k ∈ N0,
[Ak]j(j+1) = [Ak+1]jj [Bk+1]j(j+1)+[Ak+1]j(j+1)[Bk+1](j+1)(j+1) = [Ak+1]jj [Bk+1]j(j+1)+[Ak+1]j(j+1).
Then, for each j ∈ J1, n − 1K, the sequence ([Ak]j(j+1) + S)k∈N0 is an ascending chain of principal
ideals of (S,+). By hypothesis, this chain must stabilize. Thus, there exists k1 ≥ k0 such that
[Bk+1]j(j+1) = 0 for each j ∈ J1, n− 1K and k ≥ k1. Suppose that for t ∈ J1, n− 2K there exists kt ∈ N
with kt ≥ k0 such that for each k ≥ kt, l ∈ J1, tK, and j ∈ J1, n− lK, the equality [Bk]j(j+l) = 0 holds.
Then
[Ak]j(j+t+1) =
n∑
i=1
[Ak+1]ji[Bk+1]i(j+t+1) = [Ak+1]jj [Bk+1]j(j+t+1) + [Ak+1]j(j+t+1).
Now, for each j ∈ J1, n− t− 1K, the sequence
(
[Ak]j(j+t+1) + S
)
k≥kt
is an ascending chain of principal
ideals of (S,+) and must stabilize. Thus, there exists kt+1 ≥ kt such that [Bk+1]j(j+t+1) = 0 for each
j ∈ J1, n− t− 1K and k ≥ kt+1. Inductively, we will obtain kn ∈ N with kn ≥ k0 such that Bk = In for
every k ≥ kn. As a consequence, the chain of ideals (AkTn(S)•)k∈N0 stabilizes, and so Tn(S)
• satisfies
the right ACCP. In a similar way one can show that Tn(S)
• satisfies the left ACCP. 
We immediately obtain the following corollary.
Corollary 4.8. Let S be a reduced information semialgebra. If Tn(S)
• satisfies the ACCP, then
Tn(S)
• is atomic.
Putting together Theorem 4.3, Theorem 4.7, and Corollary 4.8, we obtain the following diagram
for each reduced information semialgebra S and for every n ∈ N≥2.
(4.3)
S is bi-ACCP S is bi-atomic
Tn(S)
• is ACCP Tn(S)
• is atomic
We conclude this subsection by constructing an information semialgebra S such that for every
n ∈ N the monoids Un(S) and Tn(S)• are atomic but do not satisfy the ACCP. This illustrates that
the horizontal implications in Diagram (4.3) are not, in general, an equivalence.
Example 4.9. Let r ∈ (0, 1) ∩ Q such that n(r) 6= 1 and d(r) ∈ P and consider the cyclic Puiseux
information semialgebra Sr. It was shown in Proposition 3.11 that Sr is a bi-atomic monoid. Thus,
it follows from Theorem 4.3 that for every n ∈ N≥2 the monoids Un(Sr) and Tn(Sr)
• are atomic.
Because of Theorem 4.5 and Theorem 4.7, showing that none of the monoids Un(Sr) and Tn(Sr)
•
(for every n ∈ N2) satisfies the ACCP amounts to arguing that Sr is not a bi-ACCP monoid. To do
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so we shall verify that (Sr,+) does not satisfy the ACCP. Consider the sequence of principal ideals
(n(r)rn + Sr)n∈N0 . For each n ∈ N0, notice that
n(r)rn = d(r)rn+1 = (d(r) − n(r))rn+1 + n(r)rn+1,
which implies that n(r)rn + Sr ⊆ n(r)r
n+1 + Sr. Therefore (n(r)r
n + Sr)n∈N0 is an ascending chain
of principal ideals. Since the sequence (n(r)rn)n∈N0 strictly decreases to zero, the chain of principal
ideals (n(r)rn + Sr)n∈N0 does not stabilize. As a consequence, Sr fails to satisfy the ACCP.
4.3. The Bounded Factorization Property. In this subsection we characterize when the monoids
Un(S) and Tn(S)
• are BFMs in terms of the additive and multiplicative structures of S.
Theorem 4.10. Let S be a reduced information semialgebra. The following statements are equivalent.
(a) Un(S) is a BFM for every n ∈ N≥2.
(b) Un(S) is a BFM for some n ∈ N≥2.
(c) (S,+) is a BFM.
Proof. (a) ⇒ (b): This is obvious.
(b)⇒ (c): Take n ∈ N≥2 such that Un(S) is a BFM. Since n ≥ 2, we can use part 3 of Proposition 4.2
to identify (S,+) with a divisor-closed submonoid of Un(S). Since (S,+) is a divisor-closed submonoid
of Un(S), the equality A(S) = A(Un(S)) ∩ S holds and so Z∗S(x) = Z
∗
Un(S)
(x) for all x ∈ S. The fact
that Un(S) is a BFM now implies that (S,+) is a BFM as well.
(c) ⇒ (a): Fix n ∈ N≥2 and A ∈ Un(S). Since S is a BFM, max LS(Aij) < ∞ for all i, j ∈ J1, nK
with i < j. It follows from [4, Lemma 3.4] that maxLUn(S)(A) =
∑
1≤i<j≤nmaxLS(Aij), and so
|LUn(S)(A)| < ∞. As a consequence, each matrix in Un(S) has a bounded set of lengths, which
completes the proof. 
Since each commutative BFM satisfies the ACCP, we obtain the following corollary.
Corollary 4.11. Let S be a reduced information semialgebra. If Un(S) is a BFM, then Un(S) is an
ACCP monoid.
Using Theorem 4.10 and Corollary 4.11 one can extend Diagram (4.2): for each reduced information
semialgebra S and for every n ∈ N≥2, all implications in the following diagram hold.
(4.4)
(S,+) is BFM (S,+) is ACCP (S,+) is atomic
Un(S) is a BFM Un(S) is ACCP Un(S) is atomic
We are now able to determine precisely when Tn(S)
• is a BFM.
Theorem 4.12. Let S be a reduced information semialgebra. Then the following statements are
equivalent.
(a) Tn(S)
• is a BFM for every n ∈ N≥2.
(b) Tn(S)
• is a BFM for some n ∈ N≥2.
(c) S is a bi-BFM.
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Proof. (a) ⇒ (b): This is clear.
(b) ⇒ (c): Take n ∈ N≥2 such that Tn(S)• is a BFM. Since n ≥ 2, part 2 and part 3 of Proposi-
tion 4.2 guarantee that Tn(S)
• has divisor-closed submonoids isomorphic to (S,+) and (S•, ·). After
using an argument similar to that used in the proof of the corresponding implication of Theorem 4.10,
one obtains that both (S,+) and (S•, ·) are BFMs. Hence S is a bi-BFM.
(c) ⇒ (a): Fix n ∈ N≥2, and take A ∈ Tn(S)
•. Since (S,+) is a BFM, Aij ∈ S has bounded
set of lengths in (S,+) for all i, j ∈ J1, nK with i < j. Also, since (S•, ·) is a BFM, detA ∈ S•
must have bounded set of lengths in (S•, ·). It now follows from [4, Theorem 3.6.1] that the set
of lengths LTn(S)•(A) is bounded above by
∑
1≤i<j≤nmax LS(Aij) + maxLS•(detA). Therefore the
monoid Tn(S)
• is a BFM. 
As an immediate consequence we have the following corollary.
Corollary 4.13. Let S be a reduced information semialgebra. If Tn(S)
• is a BFM, then Tn(S)
• is
an ACCP monoid.
We can now apply Theorem 4.12 and Corollary 4.13 to extend Diagram (4.3). For each information
semialgebra S and for every n ∈ N≥2, each implication in the following diagram holds.
(4.5)
S is bi-BFM S is bi-ACCP S is bi-atomic
Tn(S)
• is a BFM Tn(S)
• is ACCP Tn(S)
• is atomic
We emphasize that the leftmost horizontal implications in Diagram (4.5) are not, in general, re-
versible. Before we illustrate this observation in Example 4.15, we recall the Lindemann-Weierstrass
Theorem, an important tool in transcendental number theory.
Theorem 4.14. [6, Chapter 1] If α1, . . . , αn are distinct algebraic numbers, then the set {eα1 , . . . , eαn}
is linearly independent over the algebraic numbers.
Example 4.15. SetM = 〈1/p : p ∈ P〉 and consider the submonoid S = 〈eq : q ∈M〉 of (R≥0,+). By
the Lindemann-Weierstrass Theorem, (S,+) is the free commutative monoid on the set {eq : q ∈M}.
In addition, it is clear that S is closed under multiplication. Therefore S is an information semialgebra.
Since 1 = min S•, the monoid (S•, ·) is reduced, and so S is a reduced information semialgebra. On
the other hand, 0 is not a limit point of S•, and [18, Proposition 4.5] guarantees that (S,+) is a BFM.
It then follows from [15, Corollary 1.3.3] that (S,+) is an ACCP monoid.
To verify that (S•, ·) is an ACCPmonoid, suppose that (xnS
•)n∈N0 is an ascending chain of principal
ideals of (S•, ·). Then there exists a sequence (yn)n∈N of elements of S• such that xn = xn+1yn+1
for every n ∈ N0. Note that (xn)n∈N0 is a decreasing sequence that converges to some ℓ ∈ R≥1. The
fact that x0 = xn
∏n
i=1 yi for each n ∈ N implies that limn→∞ yn = 1. Then, after removing finitely
many terms from (xnS
•)n∈N0 if necessary, one may assume that yn < 2 for every n ∈ N. Observe
that S ∩ (0, 2) ⊆ {eq : q ∈ M}. Thus, for each n ∈ N, there exists qn ∈ M such that yn = eqn . Let
x0 = c1e
r1 + · · · + ckerk for some k ∈ N, coefficients c1, . . . , ck ∈ N, and exponents r1, . . . , rk ∈ M
with r1 < · · · < rk. Since (S,+) is free on {eq : q ∈M}, the equalities x0 = xn
∏n
i=1 yi (for all n ∈ N)
guarantee that xn = c1e
rn,1 + · · ·+ ckern,k , where rn,1, . . . , rn,k ∈M satisfy that rn,j +
∑n
i=1 qi = rj
for every j ∈ J1, kK. Observe now that rn,j = rn+1,j + qn+1 ∈ rn+1,j + M for each n ∈ N and
each j ∈ J1, kK. As a result, (rn,j +M)n∈N is an ascending chain of principal ideals of M for each
j ∈ J1, kK. Since M is an ACCP monoid by [17, Theorem 5.2], the ascending chain of principal ideals
18 N. BAETH AND F. GOTTI
(rn,j +M)n∈N eventually stabilizes. Hence (xnS
•)n∈N0 must eventually stabilize. Thus, (S
•, ·) is an
ACCP monoid.
Finally, we show that (S•, ·) is not a BFM. It is clear that M is not a BFM (for instance, p(1/p)
is a length-p factorization in Z(1) for every p ∈ P). On the other hand, M is isomorphic to the
multiplicative monoidN = {eq : q ∈M} and, therefore,N is not a BFM. As an immediate consequence
of the Lindemann-Weierstrass Theorem, one obtains that N is a divisor-closed submonoid of (S•, ·).
Hence the monoid (S•, ·) is not a BFM.
4.4. The Finite Factorization Property. As we did for the bounded factorization property in the
previous subsection, we shall prove in this one that the finite factorization property can be transferred
back and forth between a reduced information semialgebra S and the monoids Un(S) and Tn(S)
• for
every n ≥ 2. We begin by considering Un(S).
Theorem 4.16. Let S be a reduced information semialgebra. The following statements are equivalent.
(a) Un(S) is an FFM for every n ∈ N≥2.
(b) Un(S) is an FFM for some n ∈ N≥2.
(c) (S,+) is an FFM.
Proof. (a) ⇒ (b): This is clear.
(b) ⇒ (c): Since n ≥ 2, part 3 of Proposition 4.2 allows us to identify (S,+) with a divisor-closed
submonoid of Un(S). Since Z
∗
S(x) = Z
∗
Tn(S)•
(x) for all x ∈ S, the fact that Un(S) is an FFM guarantees
that (S,+) is also an FFM.
(c) ⇒ (a): Suppose that (S,+) is an FFM and take B ∈ Un(S) \ {In}. In order to show that
|Z∗
Un(S)
(B)| <∞, we need the following claim.
Claim: The set {A ∈ A(Un(S)) : A |p B} is finite.
Proof of Claim: Suppose that A |p B for some A ∈ A(Un(S)). Then there exist a ∈ A+(S) and
k, ℓ ∈ J1, nK with k < ℓ such that A = In + aEkℓ, and there exist C,D ∈ Un(S) such that B = CAD.
Since [CA]kℓ = a+ Ckℓ, we obtain that a |S [CA]kℓ. In addition,
Bkℓ =
n∑
j=1
[CA]kjDjℓ = [CA]kℓ +
∑
j∈J1,nK\{ℓ}
[CA]kjDjℓ,
which implies that [CA]kℓ |S Bkℓ. Consequently, a |S Bkℓ. Since (S,+) is a reduced FFM, the set
ZS(Bkℓ) is finite, and it follows from Lemma 3.10 that Bkℓ is divisible in S by only finitely many
atoms. This in turn implies that
|{A ∈ A(Un(S)) : A |p B}| ≤ |{(a, (i, j)) ∈ A(S)× J1, nK
2 : i < j and a |S Bi,j}| <∞,
from which the claim follows.
Since (S,+) is an FFM, it must be also a BFM and, by Theorem 4.10, we see that Un(S) is a BFM.
Thus, LUn(S)(B) is finite. This, along with the fact that there are only finitely many atoms in Un(S)
that divide B up to permutation, implies that |Z∗
Un(S)
(B)| <∞. Hence Un(S) is an FFM. 
From Theorem 4.16, we immediately have the following corollary.
Corollary 4.17. Let S be a reduced information semialgebra. If Un(S) is an FFM, then Un(S) must
be a BFM.
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Using Theorem 4.16 and Corollary 4.17 we now extend Diagram (4.4) one step further. For each
reduced information semialgebra S and every n ∈ N≥2, each implication in the next diagram holds.
(4.6)
(S,+) is FFM (S,+) is BFM (S,+) is ACCP (S,+) is atomic
Un(S) is an FFM Un(S) is a BFM Un(S) is ACCP Un(S) is atomic
We proceed to establish a result analogous to that of Theorem 4.16 for the monoids Tn(S)
•.
Theorem 4.18. Let S be a reduced information semialgebra. The following statements are equivalent.
(a) Tn(S)
• is an FFM for every n ∈ N≥2.
(b) Tn(S)
• is an FFM for some n ∈ N≥2.
(c) S is a bi-FFM.
Proof. (a) ⇒ (b): This is clear.
(b) ⇒ (c): First, identify both (S,+) and (S•, ·) with divisor-closed submonoids of Tn(S)• using
part 2 and part 3 of Proposition 4.2, and then fix x ∈ S. Since (S,+) is a divisor-closed submonoid
of Tn(S)
•, the equality A(S) = A(Tn(S)•) ∩ S holds. Consequently, we see that Z∗S(x) = Z
∗
Tn(S)•
(x).
Therefore the fact that Tn(S)
• is an FFM implies that (S,+) is an FFM as well. A similar argument
shows that (S•, ·) is an FFM.
(c) ⇒ (a): Fix n ∈ N≥2, and then take B ∈ Tn(S)•. As we did in the corresponding part of
Theorem 4.16, we shall verify that B has only finitely many rigid factorizations in Tn(S)
• by arguing
that there are only finitely many atoms of Tn(S)
• that are rigid divisors of B. To do so, take
A ∈ A(Tn(S)•) such that A |p B.
First, suppose that A is an atom of multiplicative type. In this case, A = In + (a− 1)Eii for some
i ∈ J1, nK and a ∈ A(S•). As A |p B, it follows that a |S• detB and thus a ∈ DS•(detB). Since (S•, ·)
is an FFM the set ZS•(detB) is finite, and since (S
•, ·) is a reduced monoid Lemma 3.10 guarantees
that |AS•(detB)| <∞. Thus, letting A×(B) denote the set of atoms of Tn(S)• of multiplicative type
that happen to be rigid divisors of B, we obtain
(4.7) |A×(B)| ≤
∣∣{(a, i) ∈ A(S•)× J1, nK : a |S• detB}∣∣ = ∣∣AS•(detB)× J1, nK∣∣ <∞.
Now suppose that A is an atom of additive type. Take a ∈ A+(S) and k, ℓ ∈ J1, nK with k < ℓ such
that A = In + aEkℓ. Writing B = CAD for some C,D ∈ Tn(S)•, one sees that [CA]kℓ = Ckka+ Ckℓ
and so
Bkℓ =
n∑
j=1
[CA]kjDjℓ = CkkDℓℓa+ CkℓDℓℓ +
∑
j∈J1,nK\{ℓ}
[CA]kjDjℓ.
Then there exists a′ ∈ S• such that aa′ |S Bkℓ, i.e., aa′ ∈ DS(Bkℓ), where DS(Bkℓ) denotes the
set consisting of all divisors of Bkℓ in (S,+). Since (S,+) is an FFM the set ZS(Bkℓ) is finite, and
since (S,+) is a reduced monoid it follows from Lemma 3.10 that DS(Bkℓ) is also finite. In addition,
aa′ ∈ DS(Bkℓ) implies that
(4.8) a ∈
⋃
d∈DS(Bkℓ)
DS•(d),
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Once again, since (S•, ·) is a reduced FFM, Lemma 3.10 implies that DS•(d) is a finite set for each
d ∈ DS(Bkℓ). Therefore letting A+(B) denote the set of all atoms of A(Tn(S)•) of additive type that
are rigid divisors of B in Tn(S)
•, it follows from (4.8) that
(4.9) |A+(B)| ≤
∣∣∣∣ ⋃
1≤i<j≤n
⋃
d∈DS(Bij)
DS•(d)
∣∣∣∣ <∞.
Putting together (4.7) and (4.9), we see that |A×(B) ∪ A+(B)| < ∞. This, along with the fact
that Tn(S)
• is a BFM (by Theorem 4.12), immediately implies that Tn(S)
• is indeed an FFM, which
concludes the proof. 
From Theorem 4.18 we deduce the following corollary.
Corollary 4.19. Let S be a reduced information semialgebra. If Tn(S)
• is an FFM, then Tn(S)
• is
a BFM.
In virtue of Theorem 4.18 and Corollary 4.19, we can extend Diagram (4.5). For each reduced
information semialgebra S and for every n ∈ N≥2, each implication in the following diagram holds.
(4.10)
S is bi-FFM S is bi-BFM S is bi-ACCP S is bi-atomic
Tn(S)
• is an FFM Tn(S)
• is a BFM Tn(S)
• is ACCP Tn(S)
• is atomic
The leftmost horizontal implications in Diagram (4.10) are not, in general, reversible. To verify
this, we now exhibit a reduced information semialgebra S such that, for every n ∈ N≥2, the monoid
Tn(S)
• is a BFM but not an FFM.
Example 4.20. Consider the Puiseux conductive information semialgebra Q2. It is reduced since
1 = inf Q•2. Clearly, lnQ
•
2 := {ln q : q ∈ Q
•
2} is an additive submonoid of (R≥0,+). Since 0 is not a
limit point of either Q•2 or lnQ
•
2\{0}, it follows from [18, Proposition 4.5] that the additive monoids Q2
and lnQ•2 are BFMs. Thus, Q2 is a bi-BFM. As a result, Theorem 4.10 and Theorem 4.12 ensure that
Un(Q2) and Tn(Q2)
• are BFMs for every n ∈ N≥2. By Theorems 4.16 and 4.18, showing that none
of the monoids Un(Q2) and Tn(Q2)
• (for n ∈ N2) is an FFM amounts to verifying that the monoid
(Q2,+) is not an FFM. By Proposition 3.14 the equalities A+(Q2) = (2, 3)∩Q and A×(Q2) = [2, 4)∩Q
hold. For each x ∈ (4, 5)∩Q the formal sum (2+ 1/n)+ (x− 2− 1/n) is a length-2 factorization of x
in (Q2,+) for every integer n >
1
x−4 . Hence |ZQ2(x)| =∞, which implies that the monoid (Q2,+) is
not an FFM.
4.5. Half-Factoriality. We have seen that many important atomic factorization-theoretic properties
transfer back and forth between a reduced information semialgebra S and the noncommutative mul-
tiplicative monoids Un(S) and Tn(S) (for every n ∈ N≥2). However, there are arithmetic properties
that fail to transfer from S to Tn(S)
• (or Un(S)) even when S = N0. For instance, (N0,+) and (N, ·)
are both UFMs, and yet Tn(N0)
• has full infinite elasticity [4, Theorem 3.11]. Continuing in this
direction, we will see, as a consequence of Proposition 4.21, that for every n ∈ N≥2 the monoid Tn(S)•
is not half-factorial even if both monoids (S,+) and (S•, ·) are.
An atomic monoidM is called anHFM (or a half-factorial monoid) if for all x ∈M\U(M) whenever
x = a1 . . . am = b1 . . . bn for m,n ∈ N and a1, . . . , am, b1, . . . , bn ∈ A(M), the equality m = n holds.
The half-factorial property has been well-studied in the category of commutative monoids and, in that
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setting, it is well-known that each of the implications in Diagram (1.1) hold (and are not, in general,
reversible).
However, as we now observe, the monoids Tn(S)
• are almost never HFMs and, as a result, we
cannot extend the part of Diagram (1.1) involving HFMs from the commutative setting to the setting
of upper triangular matrices over reduced information semialgebras.
Proposition 4.21. Let S be a reduced information semialgebra. Then Tn(S)
• is not an HFM for any
n ≥ 2.
Proof. It follows from part 3 of Proposition 4.2 that when (S,+) is not atomic, the monoid Tn(S)
• is
not atomic and, in particular, Tn(S)
• is not an HFM.
Assume now that (S,+) is atomic. In this case, we claim that 1 ∈ A+(S). Suppose for a con-
tradiction that this is not the case. Writing 1 = x + y for some x, y ∈ S•, one observes that
s = s(x + y) = sx + sy ∈ S• + S• for all s ∈ S•. Thus, (S,+) must be antimatter. However, only
groups can be atomic and antimatter simultaneously, and (S,+) is not a group. Then 1 ∈ A+(S).
Now fix a divisor-closed submonoid T2 of Tn(S)
• isomorphic to T2(S)
•. Since 1 ∈ A+(S), the matrix
( 1 10 1 ) is an atom of T2. Now for every m ∈ N≥2 ⊆ S, the equality
A :=
(
1 m+ 1
0 m
)
=
(
1 0
0 m
)(
1 1
0 1
)m
=
(
1 1
0 1
)(
1 0
0 m
)
holds in T2. Thus, for any ℓ ∈ LT2 ((
1 0
0 m )), one obtains that ℓ + 1, ℓ + m ∈ LT2(A). This implies
that T2 is not an HFM. Hence Tn(S)
• cannot be an HFM. 
We conclude with the following corollary.
Corollary 4.22. Let S be a reduced information semialgebra. Then Tn(S)
• is not a rigid UFM for
any n ≥ 2.
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