The effects of large winds on the low-latitude E region ionosphere and the equatorial electrojet in particular are analyzed theoretically, computationally, and experimentally. The principles that govern the relationship between electric fields, currents, and winds in steady flows in the ionosphere are reviewed formally. A three-dimensional numerical model of low latitude ionospheric electrostatic potential is then described. Scaled wind profiles generated by the NCAR TIME-GCM are used as inputs for the potential model. The model shows that the horizontal wind component drastically modifies the vertical polarization electric field in the electrojet and drives strong zonal and meridional currents at higher dip latitudes outside the electrojet region. Comparison between the model output and coherent scatter radar observations of plasma irregularities in the electrojet indicate that strong winds and wind shears are present in the E region over Jicamarca that are roughly consistent with NCAR model wind predictions if the amplitudes of the latter are increased by about 50%.
Introduction
In this paper, we examine the effects of large horizontal neutral winds on the equatorial electrojet and low latitude ionospheric current system. While it has long been suspected that very large winds and wind shears are present in the electrojet [Kudeki et al., 1987] , only recently have such winds been observed directly [Larsen and Odom, 1997] , and only recently are comparable winds beginning to be predicted by global circulation models such as the NCAR thermosphere/ionosphere/ mesosphere/electrodynamic general circulation model (TIME-GCM) [Roble and Ridley, 1994; Roble, 1995] . The cause and structure of large winds in the lower thermosphere were foci of the Clemson 2000 conference, to be reported on in an upcoming issue of J. Atmos. Sol. Terr. Phys. Here, we evaluate the effects of the winds on E region ionospheric electrodynamics and on the electrojet in particular.
The interaction between the lower thermospheric winds and the ionospheric plasma is qualitatively different at the dip equator compared to other latitudes. Winds are most prone to generate dynamo electric fields where the magnetic field lines are nearly horizontal, and the Cowling conductivity in the equatorial E region provides a mechanism for the amplification of the dynamo fields. The effects of winds on electrojet electrodynamics have been studied theoretically by Richmond [1973] , Kato [1973] , Fambitakoye et al. [1976] , Forbes and Lindzen [1976] , Anandarao et al. [1977] , Anandarao and Raghavarao [1979] , and Reddy and Devasia [1978] among others. Many of their results were summarized by Forbes [1981] and will be referred to throughout this text. It has been shown that horizontal winds can drastically affect electric fields and currents locally in the electrojet, although the effects may be difficult to detect with ground-based magnetometers due to destructive interference. Observing the effects of winds in the electrojet with radar remote sensing is complicated by the almost constant presence of ionospheric irregularities. These irregularities render conventional incoherent scatter radar techniques unusable.
A number of investigators have attempted to estimate ionospheric electric fields and winds indirectly from coherent radar backscatter from plasma irregularities in the electrojet [Balsley, 1973; Balsley et al., 1976; Reddy and Devasia, 1981; Reddy et al., 1987; Devasia and Reddy, 1995; Hysell and Burcham, 2000; Chau et al., 2000] . The various experimental techniques employed differ in their details but all make use of the fact that the phase speeds of plasma waves in the electrojet are thought to be known functions of the electric field, temperature, and neutral wind velocity. In practice, deriving reliable neutral wind speed estimates from coherent scatter radar measurements is difficult because the functional dependence of the data on the neutral wind velocity is not unique. Statistical fluctuations in the radar data make the data inversion process less reliable.
In this paper, we solve the direct problem of predicting coherent scatter radar observations on the basis of an assumed neutral state rather than the more difficult inverse problem alluded to immediately above. We will use lower thermospheric neutral wind profiles predicted by the NCAR TIME-GCM as inputs to a static model of the low latitude E region ionospheric potential. This latter model in turn will be used to predict the electric field perturbations that arise from the neutral wind forcing. The predictions will be compared with coherent scatter radar observations of plasma irregularities propagating in the equatorial electrojet. The model-data comparisons at once illustrate the effects that large winds can have on E region ionospheric electrodynamics and demonstrate that the effects are manifest in the equatorial ionosphere.
Model Fundamentals
In this section, we describe formally the relationship between neutral winds, currents, and low-frequency electric fields in an ionospheric plasma. (Readers familiar with this topic may wish to skip ahead to section 3 where a numerical model of the electrojet is described.) The ionospheric current density J due to the Lorentz force on the plasma can be expressed as is the gyrofrequency which carries the sign of the charge of species
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is the collision frequency. Note that the Hall conductivity has been defined here and used throughout the paper in such a way that it is a positive quantity. Equation (1) can be interpreted as the current density in a frame of reference moving with the neutral wind velocity, with § representing the electric field in a stationary frame and F ¦ representing a coordinate transformation. However, current density in a plasma is invariant under Galilean transformation, and (1) therefore applies equally well in the stationary reference frame.
Quasineutrality in the plasma imposes the constraint that the current density be solenoidal. In order to analyze the consequences of this constraint, we can decompose the electric field into a uniform, background component § ( and a perturbed, spatially-varying component
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, where R is the electrostatic potential. The background component could represent a field imposed from outside the immediate region of interest such as the dawn-to-dusk zonal electric field present in the equatorial ionosphere, for example. To the extent that the currents driven by the wind and the background electric field are divergent, the perturbation electric field will emerge to preserve quasineutrality. These polarization electric fields arise from electric dipole moments induced in the plasma by the wind and the background electric field.
Equating the divergence of the current density in (1) with zero shows that
Here, we make use of the coordinate transformations
, and
in-troduced by Farley [1959 Farley [ , 1960 who studied the efficiency of transmission of transverse electric fields over long distances along magnetic field lines. Potential structures in the ionosphere are inherently isotropic due to the large ratio of parallel to Pedersen conductivities. This coordinate transformation is to a space elongated in the parallel direction in which potential structures are essentially isotropic. Written this way, (5) has the form of Poisson's equation, and all the terms on the right side of (5) can consequently be associated with polarization charge density. Sources of polarization charge density include neutral wind fields that are either divergent or rotational in the plane perpendicular to the magnetic field and winds flowing parallel or perpendicular to transverse gradients in the plasma conductivities. Polarization charge density indicates divergence in the plasma polarization, and that part of it identified with transverse divergence implies vorticity in § ¦ drifts. Such vorticity is clearly evident in high latitude E region convection as well as in the evening vortex in the post-sunset equatorial F region Kudeki and Bhattacharyya, 1999] and in strong shears in the equatorial electrojet electron drift velocities [Kudeki et al., 1981] .
The solution for R in a region is specified by (5) and by the boundary conditions. If the winds are incompressible and invariant along the magnetic lines of force and if the boundary conditions permit it, (5) is solved for polarization electric fields arising transverse to and " $ such that the total § ¦ drifts precisely match . Little or no winddriven current flows in that case since the electrons and ions move together with the neutrals. The right side of (5) is nonzero if is rotational in the plane perpendicular to . This phenomenon is the basis for dynamo theory [Rishbeth, 1971] . More developed forms of dynamo theory successfully predict many aspects of plasma circulation in the equatorial zone including super rotation and the prereversal enhancement [Heelis et al., 1974; Rishbeth, 1981; Fejer, 1981; Wharton et al., 1984; Farley et al., 1986; Crain et al., 1993; Du and Stening, 1999] .
Conversely, if the winds vary along magnetic field lines, solutions to (5) necessitate potential variations in the direction of the magnetic field. Perpendicular polarization electric fields may not be required for (5) to be satisfied in this case, in which field-aligned currents flow and effectively "short out" the dynamo electric field in part or in whole. The wind drives current transverse to B, the current dissipates power by Joule heating and through mechanical work, and the associated ion drag contributes to the neutral wind momentum balance [Larsen and Walterscheid, 1996] . However, the transverse current is closed by the field-aligned currents, and the entire current remains solenoidal. If the winds are not stationary along the magnetic field lines, the wind- driven dynamo will not operate efficiently.
Equation (5) shows that meridional winds are apt to have less influence on ionospheric electrodynamics than zonal winds for the following reasons. Field-aligned winds do not drive current in this model, and meridional winds should therefore have little electrodynamic effect near the dip equator except perhaps where the magnetic declination is large. Elsewhere, currents associated with meridional winds are zonal and do not flow in the direction of strong conductivity gradients except immediately in the vicinity of the solar terminator. The © term in (5) receives only a small contribution from meridional winds except at relatively high dip latitudes where, once again, the induced current does not tend to flow in the direction of strong conductivity gradients. In any event, meridional winds are mainly ineffective in generating polarization electric fields since the wind forcing would tend to vary greatly along the magnetic field lines.
Approximate but illustrative solutions to (5) can be obtained by treating magnetic field lines as equipotentials. This treatment is justified to some degree by the elongation of potential structures in the ionosphere in the direction of the geomagnetic field resulting from the large ratio of the parallel to Pedersen conductivities. The elongation factor ¢ ¤ ( @ ¢ G £ is of order 10 in the F region where the magnetic field lines are well approximated as equipotentials in equilibrium. That factor falls to order 10 in the lower E region and to order unity in the D region, however, where the equipotential approximation begins to break down and approximations based on it fail. An equipotential ionospheric model was described by Richmond [1973] who assumed a dipole model for the geomagnetic field and considered an individual flux tube. Application of the divergence theorem to the quasineutrality condition indicates that the total current flux through the surface of the flux tube is identically zero. Assume further that there is no flux out the ends of the tube which extend below the ionosphere although field-aligned currents may exist within the volume of the tube. vanishes at the lower boundary of the ionosphere, one can argue that this constant should be zero for a flux tube passing below the lower boundary and, consequently, for all the flux tubes above it. However net vertical current fluxes do arise in the electrojet, so this is only an approximation consistent with the stated assumptions.
Since magnetic field lines are regarded as equipotentials, we may write
at all points on a given flux tube. Furthermore, the definitions in (1) make it clear that
This last expression can then be substituted into the quasineutrality condition (6). Making use of the equipotential approximation, it is then possible to solve for either transverse electric field component in terms of the other and in terms of the neutral wind field. Assuming that the zonal electric field is known, the vertical electric field becomes:
Equation (7) can be readily interpreted when applied to the equatorial zone where the three scale factors are nearly constants. The first term in the numerator of (7) shows how zonal electric fields in the equatorial E region give rise to the strong vertical polarization electric fields that drive the electrojet. The second term in the numerator relates to polarization electric fields driven by the neutral wind dynamo. If } n is invariant along magnetic field lines, (7) predicts that polarization electric fields will arise such that the plasma § drifts match the neutral wind velocity. In this case, the dynamo process is efficient, and little wind-driven current flows. If, however, } n varies along the magnetic field line, the polarization electric field that arises will represent a Pedersen-conductivity-weighted average of the neutral wind forcing. If the neutral wind oscillates along the path of the geomagnetic field, then the various phases of the wave may add destructively and fail to give rise to a significant polarization electric field. Dynamo fields generated within the different phases of the wave are shorted out by field-aligned currents in that case. Only if the wind has a stationary phase point can a net dynamo field be generated. A likely place for a stationary phase point to occur is near the magnetic dip equator where the projection of the neutral wind wavevector on the magnetic field line is small.
So far, we have not commented on the effects of vertical winds. However, it is clear from both (5) and (7) (third term in numerator) that vertical winds affect vertical electric fields in the E region in the same way as the zonal electric field. They therefore undergo the same amplification process in the electrojet and can, in principle, have a substantial impact on the electrojet current. Anandarao et al. [1978] report on 10-20 m/s vertical winds in the equatorial E region measured with a twilight strontium release. Raghavarao and Anandarao [1980] argued that such a wind could reverse the direction of the electrojet current in some places and perhaps lead to counter electrojet conditions. However, the wind measurements of Anandarao et al. [1978] were made at a few heights only, and the calculations based on them employed considerable extrapolation. The role of vertical winds in contributing to the background state and dayto-day variability of the electrojet is not well established, thanks mainly to a shortage of pertinent data and reliable models. Certainly, vertical winds comparable to those measured recently by Zhou [2000] at Arecibo and by Tao and Gardner [1995] from Maui using contemporary experimental techniques would drastically affect the electrojet current if present at the dip equator and would represent an important local source of variability. The effects of vertical winds lay outside the scope of the analysis which follows, however, since we currently have no means of predicting, measuring, or inferring them.
Finally, the fourth and last term in the numerator of (7) shows that a net vertical current flux arising in the electrojet at some altitude will necessitate the emergence of a vertical electric field at higher altitudes to maintain current continuity. In regions where the integrated Pedersen conductivity and, consequently, the denominator of (7) become small, the implied vertical electric field can become large. This situation occurs in the valley region above the electrojet and contributes to westward, countervailing plasma drifts there in the nighttime sector . The relative importance of the four terms in the numerator of (7) in setting up these countervailing drifts has not been clearly established.
Three-dimensional computational model
A quantitative treatment of low latitude ionospheric electrodynamics requires consideration of the effects of finite parallel conductivity as well as the effects of spatial conductivity gradients in three dimensions. Here, we describe a three-dimensional steady-state potential model of an ionospheric plasma subject to prescribed forcing by winds and background electric fields. The model, which is similar to the one described by Forbes and Lindzen [1976] , is based on the application of the quasineutrality condition to a realistic plasma in a dipole magnetic field and includes the effects of finite parallel conductivity. The quasineutrality condition can be expressed in polar coordinates as:
where are the components of a second rank tensor conductivity expressed in polar coordinates. Expressions for these components were given by Forbes [1981] and are reproduced below in slightly modified form.
where z is the magnetic dip angle and T is the magnetic latitude.
Equation (8) represents a non-separable linear inhomogeneous elliptic partial differential equation with non-constant coefficients and with cross-derivative terms for the electrostatic potential R ¥ w T which can be discretized and solved numerically in three dimensions using conventional relaxation methods. Arbitrary forcing can be specified through the right side of (8). The coefficient matrices involved depend on the conductivities which, in turn, depend on the ionospheric plasma concentration and composition along with the collision frequencies, themselves dependent on neutral temperature, concentration, and composition. We have calculated the conductivities using ion-neutral and electronneutral collision frequency expressions derived by Richmond [1972] and Gagnepain et al. [1977] and reproduced by Forbes [1981] 
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, O) and include temperature corrections to account for short-range repulsion and resonant charge exchange effects. The electron-ion collision frequency is calculated according to the expression given by Nicolet [1953] and added to the electron-neutral collision frequency in the computation of the direct conductivity. Model atmospheric and ionospheric parameters are derived from the MSIS and IRI models, respectively [Hedin et al., 1996; Bilitza et al., 1993] . In evaluating the model conductivities, we use a dipole magnetic field model but allow for a tilt between the geographic and geomagnetic meridians.
Iterative techniques for solving discretized elliptic partial differential equations typically converge slowly and often prove impractical for addressing problems on large grids. For example, the gain factor for errors in a Jacobi or Gauss Siedel iteration method is given by 1 -¥ A V 5
, where
A is the number of grid points along a dimension of the simulation space (see for example Ames [1977] ). Convergence is slow except when the grid is small. In effect, errors diminish as if undergoing diffusion, and only errors with scale sizes comparable to the grid size vanish rapidly. Slow convergence implies particularly high computational cost for threedimensional problems.
We have solved (8) computationally using a multigrid method like the one described by Adams [1991, 1989] and references therein. Multigrid methods improve upon iterative schemes by computing coarse grid approximations interleaved with fine grid refinements. Large-scale features converge rapidly in the coarse grid computations while fine structure is retained in the full grid computations. Approximate solutions and corrections are transmitted between multiple grid levels by interpolation and extrapolation operators. Reviews of multigrid algorithms have been presented by Fulton et al. [1986] , Press et al. [1988] , and Hackbusch and Trottenberg [1991] .
Our solution space is a section of the low-latitude ionosphere in the Peruvian sector centered on a point on the dip equator at 12.5 , and are 73, 73, and 37, respectively. The boundary conditions imposed are that no current is allowed to flow through the lower boundary while no field-aligned current flows through the upper boundary. Additionally, Neumann boundary conditions are imposed on the perturbation potential at the and T boundaries. Plasma densities, temperatures, and composition are derived from the IRI model while neutral temperatures and densities required to estimate plasma collision frequencies are derived from MSIS. Neutral winds are supplied by the NCAR TIME-GCM. The background zonal electric field is a free parameter.
Model results
Model calculations have been performed for quiet-time conditions corresponding to local noon in mid January, 2001, for the equatorial E region in the Peruvian sector. Results are shown in Figure 2 . The background zonal electric field has been set to 0.375 mV/m (see below). The winds have been set to zero for this run, which represents a baseline for later comparison. Figure 2 presents one-and two-dimensional cuts through the three-dimensional solution space. Unless otherwise noted, the cuts pass through the center of the simulation space. The results show that the equipotentials depart from dipole magnetic field lines below about 95 km. This is to be expected, since the dominance of the direct conductivity that gives rise to highly field-aligned equipotential structures at higher altitudes starts to break down at about this altitude. The vertical polarization electric field that drives the electrojet Hall current maximizes just above 100 km altitude at a value of 12 mV/m according to this model. The electrojet current mainly flows in a narrow strip of latitudes 5 ( wide and also maximizes at an altitude just above 100 km. The peak current density is 13 A/
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. Significant current density also flows in the meridional direction in this zone and is part of a system of counter-rotating current vortices existing just northward and southward of the dip equator. Figure 3 shows the wind profiles that we will use as a basis for driving the electric potential model. These were predicted by the NCAR thermosphere/ionosphere/ mesosphere/electrodynamic general circulation model (TIME-GCM) [Roble and Ridley, 1994; Roble, 1995] . The model is an extension of the older TIEGCM [Richmond et al., 1992] down to 30 km and thus includes the physics and chemistry of the upper stratosphere and mesosphere. Gravity wave effects may be included through various parameterizations such as Rayleigh friction or that developed by Fritts and Lu [1993] . The model can be coupled to the NCAR community climate model (CCM2) that extends from the ground to 30 km. At each time step, the two models pass information through an interactive flux coupler which conserves energy, mass, and momentum. Alternatively, it can use National Center for Environment Prediction (NCEP) gridded analyses of geopotential heights, atmospheric temperatures, and winds based on assimilation of data from aircraft, radiosonde, satellites, ships, buoys, etc. The former technique will be applied here.
Wind effects
The TIME-GCM model self-consistently calculates electrodynamic interactions in the coupled thermosphere and ionosphere, providing predictions of electric potential, fields, and currents along with the ion and neutral densities, temperatures, and velocities. The vertical coordinate is log pressure with 29 levels spaced at two grid points per scale height; the altitudes extend roughly from 30 to 500 km with the top altitude depending on the level of solar activity. Latitude/longitude resolution is 5 by 5 degrees. Required inputs for the model are prescriptions of the solar and geomagnetic activity. The latter provides high latitude energy and momentum sources which are parameterized in the model version used here by three inputs: cross-polar-cap potential, total hemispheric power, and the q component of the interplanetary magnetic field. These values are used to select the appropriate convection pattern from the empirical model of Heelis et al. [1982] and the auroral particle precipitation pattern based on the model of Fuller-Rowell and Evans [1987] .
Lower thermospheric winds measured with chemical release experiments (see summary by Larsen et al. this issue) very often have amplitudes in excess of 150 m/s and exhibit strong, narrow jets at E region altitudes. While the profiles shown in Figure 3 have amplitudes peaking at well over 100 m/s, those peaks occur at 90 km and are both smaller and lower than those observed. However, the phasing of the TIME-GCM wind profiles appears to be similar to what is observed experimentally; the wavelengths are also similar if somewhat long. Lacking an explicit theoretical model of the large winds and the underlying pseudotides, our approach here is to use the TIME-GCM horizontal winds, multiplied by a factor of 1.5, to drive our potential model. This is an approximation intended to gauge the effects that E region winds comparable to those observed with chemical releases would have on the equatorial electrojet. The efficacy of this approximation will ultimately be borne out by radar observations which compare favorably with the potential model output. Note that the TIME-GCM lacks sufficient spatial resolution for studying the electrodynamics of the electrojet in detail. Furthermore, it treats magnetic field lines as equipotentials. We therefore use interpolated wind profiles produced by the TIME-GCM to force our potential model which exists on a much finer mesh grid. Note also that there have been no rocket measurements of lower thermo- Figure 3 except that the zonal winds have been multiplied by a factor of 1.5. Changes to the current distribution brought about by the introduction of the winds are subtle close to the dip equator but grow more noticeable with increasing dip latitude. Near the dip equator, the main effect of the zonal wind is to modify the vertical polarization electric field. To a good approximation, this field has been increased by } g ¡ q . This signifies that the E region neutral wind dynamo is operating very efficiently near the dip equator, where the magnetic flux tubes are nearly horizontal at altitudes where the Pedersen conductivity is concentrated. Consequently, a significant portion of the total polarization electric field strength at the dip equator is wind driven.
At higher dip latitudes, where magnetic field lines subtend different phases of the neutral wind field at altitudes where the Pedersen conductivity is concentrated, the dynamo is less efficient and less effective in negating wind driven current. Below about 120 km altitude, the response of the ions to the zonal neutral winds is mainly to move with them. The polarization electric field, meanwhile, is governed by the flux-tube-averaged zonal winds, and the § e S drifting electrons consequently lag the ions. A significant wind-driven zonal current results at high dip latitudes below about 120 km. The effect is sufficiently strong to reverse the direction of the E region zonal current density at dip latitudes greater than about 3
( . The reversal of the zonal current is very evident in the central panel of Figure 4 which consequently looks quite different from the same panel in Figure 2 at high latitudes and at altitudes below about 120 km, particularly where the wind is strongest. This phenomenon has been modeled and described by Anandarao and Raghavarao [1979] . Above about 120 km where the ions are marginally magnetized, the main effect of the zonal winds is to drive significant meridional current in the ¢ % direction. The Pedersen current driven by the polarization electric field that opposes the current cannot, once again, entirely negate it at these dip latitudes. Lastly, meridional winds can be seen in Figure 4 to drive discernible meridional currents at dip latitudes greater than about 5 ( at altitudes of 90 and 100 km where the wind amplitudes are greatest.
Finally, Figure 5 shows model results for twilight conditions (1800 LT). The winds used for this run are the ones shown in the right panel of Figure 3 , with the zonal component again multiplied by a factor of 1.5. The background zonal electric field was set to 0.425 mV/m for this run (see below). Similar remarks hold for this simulation as for the daytime case. Since the phasing of the horizontal winds has changed, however, so has the sense (sign) of the windinduced current and electric field perturbations caused by the winds at different altitudes. Note that the magnitude of the current densities are greatly reduced in accordance with the reduced twilight number densities.
Ionospheric irregularities as tracers
In the previous section, a static model of the equatorial electrojet showed how the vertical polarization electric field at the magnetic dip equator is directly influenced by the zonal wind driving the E region dynamo. Here, we present indirect evidence that the winds present in the lower thermosphere in the Peruvian sector are qualitatively similar to those assumed in the model calculations above. If we were concerned with another latitude regime, it would be possible to compare the polarization electric field and/or current density predictions in Figures 4 and 5 with direct, incoherent scatter radar-derived measurements. However, incoherent scatter techniques are generally inapplicable in the E region over Jicamarca because of the almost continuous presence of plasma irregularities in the electrojet and the resulting, intense coherent scatter and radar clutter. However, it is possible to make inferences about the electric field in the electrojet region on the basis of the coherent scatter from the irregularities.
A linear, local dispersion relation for the frequency £ and growth rate ¤ of plasma irregularities which form in the equatorial electrojet has been derived by numerous researchers including Fejer et al. [1975] and may be expressed approximately as:
where ¬ is the anisotropy factor (the ratio of the electron to ion transverse mobility), are the electron and ion drift velocities. Of the two terms in the square brackets in (10), the second is conventionally associated with gradient drift instabilities and the dispersion characteristics of the waves they generate. It is with such waves that we are mainly concerned here. We will use this dispersion relation to interpret radar scatter from small-scale irregularities in the equatorial electrojet and the so-called type II radar echoes that result (see Farley [1985] for review). Although these secondary waves are produced by nonlinear (three-wave) interactions between intermediate-scale primary gradient drift waves, experience has shown that (9) in particular appears to describe their propagation and that (10) is useful for indicating the conditions under which the ionosphere will become unstable (see Fejer and Kelley [1980] for example). Note that (10) implies that currents alone drive instabilities, and only where ¬ is not much larger than unity; winds alone generally do not destabilize the equatorial E region in zones where the dynamo can operate efficiently.
Coherent radar echoes from type II electrojet plasma irregularities are observed at altitudes between about 95 and 105 during most of the daytime although, just prior to sunset, the layer from which backscatter is received rises and broadens markedly. In that altitude regime, the electrons are strongly magnetized. The ions are coupled strongly to the neutrals but have small Pedersen and # µ drift components in the electrojet at the upper limit of this altitude regime. Using (9), is is a straightforward matter to predict the Doppler shift of type II echoes on the basis of the model winds and electric fields shown in the previous section. This is the basis for our model data comparisons.
Radar observations
A new antenna array has been installed at Jicamarca to make oblique observations of coherent backscatter from the electrojet. The main beam of the antenna, an array of 16 widely-spaced, tilted Yagi elements, is directed westward at a zenith angle of 45 ( and has a half-power full beamwidth of 1.9 ( . For the purposes of this paper, we regard the radiation pattern of the array as a pencil beam. The backscatter spectra observed with this array generally show evidence of both type I and type II echoes. Our experimental procedure is to fit the spectra with a superposition of two Gaussian curves and to interpret the Doppler shift of the component with the greater width as the phase speed of the type II echo. The altitude where the echoes originate is computed from their range on the basis of the scattering geometry. We assume that the measured Doppler shifts are predicted by (9), which can be evaluated using results from our model runs. Figure 6 presents Doppler shifts of type II echoes measured using the oblique-looking antenna array at Jicamarca. Measurements for intervals near local noon and twilight are shown (plotter symbols) along with their statistical error bars. Positive values imply westward wave propagation. The integration time for the measurements was 6 min. Also plotted are predictions for the measurements based on the model runs described above. Solid (dashed) lines represent runs with (without) neutral wind forcing. Note that the zonal electric field values used in those runs were chosen to optimize the agreement between the radar data and the wind- forced models and were not measured directly. These values (0.375 mV/m daytime, 0.425 mV/m twilight) are quite close to the seasonal average zonal electric fields predicted by Scherliess and Fejer [1999] and are also close to electric field estimates derived from backscatter data taken simultaneously using a broad-beam antenna and analyzed following the method of Balsley [1973] and Hysell and Burcham [2000] .
Clearly, the difference between the noontime radar data and the model predictions narrows dramatically with the inclusion of the TIME-GCM zonal winds. Note in particular that it would be impossible to account for the large ( ¶ 100 m/s) Doppler shifts observed during the day below about 100 km (where the anisotropy factor ¬ is comparable or larger than unity) without incorporating strong, westward neutral winds at these altitudes. With the inclusion of the TIME-GCM predicted zonal winds, the agreement between the radar observations and the model prediction becomes remarkably close in this case. This is partly fortuitous, since Doppler profiles measured this way in the electrojet exhibit considerable qualitative day-to-day variability. The noontime profiles presented by Tsunoda and Ecklund [1999] , for example, showed eastward wave propagation below about 96 km in contrast to the strong westward propagation evidenced here. Several days of radar observations were made at Jicamarca in January and February of 2001, however, and the shapes of the daytime profiles were generally similar to the one shown here. While the horizontal winds in the equatorial electrojet region may not mimic the TIME-GCM predictions faithfully every day, Figure 6 attests at least to the presence of strong winds in the equatorial lower thermosphere and the resulting effects on the electrojet plasma irregularities in the region.
Turning to the results for 1800 LT, we see that the observed Doppler shift profile has a much less pronounced peak than the wind-free model profile would predict. At 1800 LT, the TIME-GCM zonal winds are eastward in the electrojet region and consequently have the effect, when incorporated in the model, of reducing the predicted westward phase speed of the plasma waves responsible for type II echoes. The nodes of the model zonal wind are at approximately 96 and 116 km at this time. The winds therefore do tend to flatten the predicted profile shape in the lower half of the electrojet region and would do so in the upper half if the upper node was lower -closer to 110 km. Indeed, the large amplitude waveforms in the nighttime neutral wind profiles presented by Larsen and Odom [1997] had vertical wavelengths close to 15 km at E region altitudes rather than the 20-30 km wavelengths evident in Figure 3 . We hypothesize that the actual zonal winds in the lower thermo-sphere had the appropriate wavelength and phasing to offset the background zonal phase speeds of the plasma irregularities and, thereby, to flatten the profiles shown in Figure 6 . If this phenomenon occurs repeatedly, it would help to explain the very flat electrojet phase speed profiles often observed at twilight with radar interferometry [Hysell and Burcham, 2000] .
Note once more that phase speed profiles measured on other occasions in the electrojet over Jicamarca at twilight reveal considerable day-to-day variability, and we should not expect to reproduce exactly any given dataset with runs from a model that does not include the factors that control this variability. However, Figure 6 shows at once that neutral wind effects are required to explain the spectra of coherent scatter from the electrojet and that the winds predicted by the NCAR TIME-GCM model seem to have roughly the correct wavelength and phasing to help account for the radar observations.
Conclusion
The increasing emphasis on the importance of non-tidal wind motions in the equatorial lower thermosphere and the realization that wind speeds in excess of 150 m/s are commonplace in the E region invite an examination of the consequences for the equatorial electrojet and for ionospheric electrodynamics in general. We have reviewed the fundamental principles that relate neutral winds and electric fields in the E region ionosphere at low latitudes and applied these principles to interpreting representative, test case radar observations made in the electrojet over Jicamarca. The observations strongly suggest that large horizontal neutral winds, of the order of up to 150 m/s, are required to account for the Doppler shifts of type II echoes originating in the electrojet. Wind profiles generated by the NCAR TIME-GCM model can bring about reasonable model-data agreement, particularly during the day, but only if the amplitudes of the model zonal winds are increased by about 50% in the E region. Better agreement still would result if the NCAR model could reproduce the wind features with 15 km vertical wavelengths seen in chemical release experiments at E region altitudes. This may necessitate improving the vertical resolution of the NCAR model or modifying the specification of the lower boundary conditions. Further improvement in model-data agreement is not anticipated until the sources of day-to-day variability in the lower thermospheric wind structure and electrojet current system are better understood and incorporated into the various models. Routine neutral wind measurements, at night and particularly during the day, are required to advance this research, as is a means of directly measuring electric fields and plasma densities in the equatorial E region.
