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Communicated by the Editors 
For a well-known class of nonparametric regression function estimators of 
nearest neighbor type the uniform measure of deviation from the estimators to the 
true regression function is studied. Under weak regularity conditions it is shown 
that the estimators are uniformly consistent with probability one and the 
corresponding rate of convergence is near-optimal. 
1. INTRODUCTION 
Consider nonparametric estimation of the regression function 
R(x) = E( Y ] X = x) given a random sample (X,, Y1),..., (X,, Y,) from an 
unknown joint distribution function. The basic idea of nonparametric 
estimation by nearest neighbor rules was suggested by Fix and Hodges [7] 
and formalized by Royal1 [IO]. A brief review of the theoretic development 
in recent years is worth mentioning. Results on the pointwise mean square 
consistency and the asymptotic normality are found in [lo], global mean L,- 
consistency is given in [ 121 and [6], weak convergence in the form of one- 
dimensional stochastic process is given in [3 ] and uniform strong 
consistency is established in [4]. The objective of this paper is to show that 
the uniform strong consistency is valid under regularity conditions weaker 
than those stated in [4] and the associated near-optimal rate of convergence 
is obtained. 
Let (X, , Y1),..., (X,,, Y,) be a random sample from the joint distribution of 
(X, Y) where X is Rd-valued and Y is real-valued. For each x in Rd, order 
the pairs (Xi, Y,), i = l,..., II, according to the nondecreasing distances 
p(X,,x), i= I)..., n, and obtain (~~,,;x~~ Yoc,; J,..., (Xocn; xj, Yoc,,;,J where 
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o(i; x), i = l,..., n, is the corresponding permutation of the set (l,..., n). 
Through this paper p is either the usual Euclidean metric or the maximum 
component norm on Rd. Following the definitions considered in [4, 10, 121 
we denote a nearest neighbor estimator of R(x) by 
Tn(x) = 5 cni yO(i;x) (1.1) 
i=l 
where for each n the weights Cni, i = I,..., n, are selected to satisfy the con- 
ditions 
(9 x1=1 c,i = 1, 
(ii) Crck+ I C”i + 0, where k = [k(n)] ([t] denotes the smallest integer 
not less than t throughout this paper) is a nondecreasing sequence of integers 
such that k + co and k/n + 0 as n + co, 
(iii) lllaXiCni+O as n+ 00. (l-2) 
In case ties of the distances p(x,Xi) occur, we may let the permutation 
o(., x) be arbitrarily determined within each tied subset of the Xi’s and 
assign equal weights to the corresponding Y;s. A special case that has been 
paid much attention is the k-nearest neighbor estimators whose weights 
satisfy the conditions 
(9 C;t=l c,i = 1, 
(ii) C,, = 0 for i > k, k = [k(n)], k -+ co and k/n + 0, (1.3) 
(iii) maxi Cni < C/k for a positive constant C > 1. 
Examples of the k-nearest neighbor weights (see [ 121) include the uniform 
weights with Cni = l/k, i = l,..., k, and the triangular and the quadratic 
weights. A simplified version of the k-nearest neighbor estimator (see [4]) is 
Qx) = T&r oo;XJ which greatly facilitates computation when n is large. 
The large sample performance of the estimator f,, is shown to be comparable 
to that of T,, in [4]. It will be indicated in Corollary 2 that the same is true 
regarding the rates of convergence. 
In this paper, uniform strong convergence of T,, to R, i.e., ]I T, -R II8 = 
SUP,,~ ] T,,(x) - R(x)1 -+ 0 with probability 1, is obtained under regularity 
conditions weaker than those required in [4], namely, we assume that the 
noise about the true regression function has finite variance. The associated 
convergence rate, n 1’(2’d)(j3” log n))’ ]I T,, -R ]IA -+ 0 with probability 1, 
comparable to the result for the kernel regression estimator (see [l]), is also 
obtained under milder restrictions. In general, asymptotic results which are 
valid for estimators with weights (1.3) are also true for those with weights 
(1.2) provided that the quantity CyXk+i C”i approaches zero sufficiently fast 
(see for examples Theorem 2 in [ 121 and Theorem 4.1 in [6]). For ease of 
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exposition, our results will be stated and proved only for the k-nearest 
neighbor estimators although extensions to the wider class of estimators with 
weights (1.2) are straightforward. 
2. RESULTS 
Let (Xi, Y1),..., (X,, Y,) be a random sample from the joint distribution of 
(X, Y) on Rd x RI. Let ,U be the Bore1 probability measure associated with 
the distribution of X and B be the support of ,u. Throughout this paper we 
shall assume that B is a bounded hence compact subset of Rd. The symbol 
S(X; r) denotes the p-metric ball with radius Y centered at x. For each x in B, 
let M-4 = P(&~;~, T x) be the distance from the point x to the kth-nearest 
Xi of the sample. To abbreviate notations, we shall write “w.p.1” for 
“with probability 1” and suppress the argument “x” writing R, and a(i), 
i = l,..., n. Following a definition in [4], we say that the L, condition, t > 0, 
holds if there exists a finite positive constant D, such that 
SUP,.,~ E(] Y - R(x)l’ ]X = x) < D,. The following regularity conditions will 
be assumed throughout this paper. 
(i) R is continuous on B, 
(ii) the L, condition holds, i.e., Var(Y ] X) is a bounded random 
variable. 
(2.1) 
Notice that (2.1) implies that R is bounded on B and EY* < oz. We now 
state our first result for the k-nearest neighbor estimators T,,. 
THEOREM 1. Assume conditions (1.3) and (2.1). Select k such that 
k/h log n + 00. Then 
II T, - R IL + 0 w.p. 1. 
COROLLARY 1. Under the conditions of Theorem 1, 
II Tn - R IIB + 0 w.p. 1. 
We remark that the conclusion of Theorem 1 was obtained in [4] under 
more restrictive L, conditions with t > 3 + d for the Euclidean metric and 
with t > 2d + 2 for the maximum component metric. It was also obtained in 
[6] under the assumption that Y is a bounded random variable. Note that 
our choice of k is more restrictive than those required in [4] and [6]. This 
appears to be the way it should be. The L, condition is theoretically 
convenient and is utilized for obtaining convergence rates for other 
nonparametric regression function estimators (see [ 1, 11, 131). 
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Our second result provides a rate of the uniform convergence of 
Theorem 1. Conditions stronger than (2.1) will be imposed. 
(i) R is uniformly locally Lipschitz of order 1 on B, i.e., there exist 
positive constants a and 6 such that 1 R(x) - R ( y)l< crp(x, y) if x, y E B and 
P(X, Y) < 4 
(ii) E ] Y12+d < co, 
(iii) L, condition holds, 
(iv) p is absolutely continuous with a continuous derivativefrelative 
to the Bore1 measure on Rd. (2.2) 
THEOREM 2. Assume (1.3) and (2.2) and select k = [Cn2”2+d’]. Then, 
for any bounded set A where f is bounded away from zero, 
n1’(2’d)~nlogn)-‘IIT,-RR(I,~0 w.p. 1, 
where B,, + 00 arbitrarily. 
COROLLARY 2. Under the conditions of Theorem 2, 
n1’(2+d)(Pn log n)-’ )I f,, -R (IA -+ 0 w.p. 1. 
Compared to the optimal rates of convergence in probability (see [ 131) for 
nonparametric estimators, the rates given in Theorem 2 are near-optimal 
aside from the factor (j3, log n) where /I,, diverges to infinity at any slow rate. 
The conditions and rates of Theorem 2 are comparable to those for the 
kernel estimators (see [ 11) except that we do not impose differentiability 
condition on the density functionf. Furthermore, (2.2)(iv), continuity of the 
density function f, may be relaxed requiring simply that 
(iv’) f be bounded away from zero over some open set containing A. 
In this case, a result slightly weaker than Theorem 2 holds. 
THEOREM 3. Assume the conditions of Theorem 2 but replacing (2.2)(iv) 
with (iv’) above. Then for any E > 0, 
n(‘-E)‘(2td) (1 T, - R (iA + 0 wq. 1. 
COROLLARY 3. Under the conditions of Theorem 3, 
n(*-e)/(2+d) II~n-RII,+() w.p. 1. 
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3. PROOFS 
We shall begin with a few preliminary lemmas. Firstly, a fact about the 
conditional distribution of the Ymfi,‘s given the Xo(iI’s is cited from [lo). 
LEMMA 1. If (X, , Y,) ,..., (X,, , Y,,) are independent, then, for Bore1 
subsets B , ,..., B, of R’ and a(.) being a function of the Xts, 
PIYoci, E Bi, i = I ,..., n ) XO,ij = xi, i = l,..., n ] 
=~P(Y,~,,EBitX,~~~=xil w.P.~- 
In view of Lemma 1, we define 
V,(x) = E(T,(x) 1 Xocil, i = l,..., n) 
and note that V,(x) = Cy=, C,,R(X,,,,) w.p. 1. Next, a result from 14) is 
stated as follows. 
LEMMMA 2. Assume conditions (1.2) and (2.1)(i). Then 
II f”n - R lb -+ 0 and IlRkllA + 0 w.p. 1. (3.1) 
For proof of Theorem 1, we will use a truncation argument. Define for 
each positive integer n 
T”(X) = 5 C*i yo(i)9 
i=l 
where 
rj = Yjf[J Yjl < rP2] 
for 1 <j ,< n and I I.1 is the usual indicator function. Set 
V,(X) = E(T,(X) 1 X,(i), i = I,..., n) 
w.p. 1. 
LEMMA 3. Assume (1.3) and EY’ < co. Then 
/I Tn - T, IL -, 0 wq. 1. 
ProoJ Given that EY2 < 00, it is well known that 
P() Yi\ > j”2 infinitely manyj) = 0. 
(3.2) 
68 PHILIP E. CHENG 
Thus, for some full set Q (P(B) = l), there exists for each cu E R a finite set 
of positive integers J, = {j: Yj[co) > j”*}. Hence, for each w  E D and each 
positive integer n, YWo,(o) = Y,,,,(o) for all i except for some u(i) E J,. 
Since J, is finite and independent of n and x, it follows that for each w  E Q 
LEMMA 4. Assume (1.3) and (2.1). Then 
II V” - K IIB -+ 0 W4 
Proof. 
). 1. 
I>n l’*) I &JIB 
k 
(3.3) 
< ,Fl Gin-*‘* IIEIY?(ij I xoCijlllB 
< Cn-‘/*(II, + IIZ?II~)-0 as n--+oo. 
LEMMA 5. Under the conditions of Theorem 1, it follows that 
lIFtI- ~nll,+O w.p. 1. (3.4) 
The proof of Lemma 5 makes use of a standard inequality from [8]. 
LEMMA 6. Let X1,..., X, be independent random variables satisfying 
/Xii < M, EX, = 0 and Var X, < o* for all i and for some positive constants 
M and IS*. Then, for 0 < t < 2/M, 
E [expf ($lXi)]<exp [nt*c* (’ +i”)]. 
Proof of Lemma 5. Define C(n, d) to be 2n dt ’ if p is the Euclidean 
metric, or 2nzd if p is the maximum component norm and n > 2d. It follows 
from the proof of Theorem 3 in [4] and the combinatorial inequalities in 
[ 141 that 
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> E I &,i, = xi, i = l,..., k I 
< C(n, d) n --E4n SUP E ’ exp $ p, log nC,i[ y,,i, 
(x,,...,xk)eBk 1 iY1 
- E(Y,,i, 1 Xg<i,)] ) / X0(i) = Xi, i = l,**., k ( 
There exists a sequence j?,, such that /I, + co, /3, = o( &/log n), 
k > [ Cfi /?, log n]. For each n fixed, let A4 = 2n “’ and ti = p,, log nC”i, 
i = l,..., k. It is seen that I Y,,i, - E(Y,,i, I X,,,i,)] <M w.p. 1 and 0 < Mfi < 
2n”*/3,, log nCni < 2 by (1.3)(iii) and the choice of k. Further, C”= I tf + 0 as 
n + co. From condition (2.l)(ii) and Lemma 6 we obtain that 
f P[ sup (?;,(x) - V,(X)> > E] 
il=I XEB 
< 00, since P, -+ co. 
The same argument implies that 
z P[ in; (T,(x) - v,(x)) < -E] < CO. 
n=1 
Now, (3.4) follows from the Borel-Cantelli lemma. 
Proof of Theorem 1. Write the triangle inequality 
11 Tn - R IlB < II Tn - T;,llB + II Tn - ‘,,IlB + iI vn - i;‘,lls + II vn -R IlB’ 
Theorem 1 now follows from (3.1) through (3.4). 
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Proof of Corollary 1. From Lemma 2 and Theorem 1, we have 
II f’n --R Ila G II *nK,,,) - RK,,,)II, + IIRK,,,> - Wile 
G II *, - R JIB + IIRAI, -+ 0 w.p. 1. 
For the proof of Theorem 2, we shall provide rates of convergence for 
(3.1) to (3.4). All the terms defined in the proof of Theorem 1 except yj are 
retained. The only new definition is that for each positive integer n, 
Fj = Yjl[l Yjl < PZ”(*+~)] for j = l,..., n. To establish Theorem 2 it remains to 
verify the following statements. 
r~“(~+~)/3,’ /I V, -R IIA + 0 w.p. 1, (3.5) 
r~“(*+~) 1) T,, - T,)I, -+ 0 w.p. 1, (3.6) 
n1’(2+d)p, l 1) v, - v, llB + 0 w.p. 1, (3.7) 
and 
nl’(*+dypn log n)-’ II T, - V,(la + 0 w.p. 1. (3.8) 
We start with the proof of (3.5). Condition (2.2)(i) implies 
II K - R IL G a llRAIA w.p. 1, (3.9) 
provided that IIRklJA < 6 w.p. 1. Thus, if it is shown that 
n 1’(2+d)P,’ llRklla -+ 0 w.p. 1, (3.10) 
then (3.5) follows from (3.9) and (3.10). Assuming (2.2)(iv), Devroye and 
Wagner [5] showed that for any E > 0 
(3.11) 
where ud is the volume of the unit ball in Rd. Equation (3.11) implies that 
w.p. 1 for all but finitely many n, 
R, < (k/vdn(f(x) - &))“d (3.12) 
uniformly over any bounded set A where inf,,,f(x) > E. For 
k = [cn*/‘*+d) 1, (3.10) follows from (3.12) and (3.5) is obtained. 
For proving (3.6), it is obvious that by replacing “EY’ < to” with 
“E I Y12+d < co” the same argument of Lemma 3 establishes (3.6). Likewise, 
following the proof of Lemma 4, we can easily check that (3.7) is obtained 
from conditions (2,2)(ii) and (iii). 
Finally, (3.8) will be derived via the same proof of Lemma 5. By setting 
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M= 2n’l’*+d) and ti=n1”2td’C,i, i= l,..., k, then applying Lemma 6, we 
notice that for any E > 0 
from which (3.8) follows. The proof of Theorem 2 is completed. 
As a final remark, for the proof of Theorem 3, we note that (3.6) to (3.8) 
remain valid and the difference from the proof of Theorem 2 lies in obtaining 
a weaker relsult parallel to (3.5) i.e., for any E > 0, 
,(‘--E)‘(2+d)I)~n-RllA,0 w.p. 1. (3.13) 
The proof of (3.13) (see 121) utilizes a fundamental fact (see [9]) that the 
random variables p(S(x; R,,,,)), i = l,..., n, are distributed like the order 
statistics from the uniform distribution over the interval [0, 11. 
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