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Abstract
This paper is concerned with the elastic near cloaking for the Lame´ system in three-
dimensions using the notion of elastic scattering coefficients (ESC). Accordingly, the ESC of
arbitrary three-dimensional objects are designed and some of their properties are discussed
using elements of the elastic layer potential theory. Then, near-cloaking structures, coined
as ESC-vanishing-structures, are constructed for the elastic cloaking at a fixed frequency
or a band of frequencies. These multi-layered structures are designed so that their first
few significant ESC vanish ahead of transformation-elastodynamics. The invisibility effect
is achieved as the arbitrary elastic object inside the cloak has near-zero scattering cross-
section for a band of frequencies. The cloaking effect for the Lame´ system is significantly
enhanced by the proposed near-cloaking structures.
AMS subject classifications 2000. 35L05; 35R30; 74B05; 74J20; 78A46.
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1 Introduction
Invisibility is always the subject that draws human curiosity. A region is said to be cloaked
if its contents together with the cloak are invisible and undetectable in the background for
a particular class of wave measurements. Many studies on cloaking appeared in recent past
thanks to the convenience of the transformation-optics. Proposals of cloaking for conductivity
equations with zero frequencies were given in 2003 by Greenleaf, Lassas, and Uhlmann (see
[15, 14]). Other pioneering works on transformation-optics by Pendry, Schuring, and Smith
[29] and by Leonhardt [20] in 2006 gave a design for singular transformation to make objects
invisible to electromagnetic waves.
Recently, the idea of transformation-optics was also applied in elastic cloaking theory [16,
13, 8, 25, 21, 28, 12]. However, it is more difficult to achieve invisibility effect in elasticity
than the Maxwell equations or the Helmholtz equation for the optical waves since the Lame´
system governing elastic wave propagation lacks invariance [21]. Towards this end, the idea
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of transformation-elastodynamics was proposed by Hu and Liu [16] in 2015 which is similar
to the transformation-optics. A diffeomorphism is designed that blows up a point to form a
hole (the cloaked region) and compresses the ambient space around the point to form a shell
(the cloaking layer). Using the transformation-elastodynamics, an illusion is created by the
customized effects on wave propagation. As the scattering measurements between the virtual
space (the homogeneous background with the point) and the physical space (composed of the
cloaking layer, the cloaked region, and the interface between them) are coincident, everything
can be hidden to achieve an invisibility effect. Thus, the cloaking layer and anything inside it
becomes hidden from the observers outside the cloaking layer.
The blow-up-a-point scheme considers a singular transformation mapping which introduces
singularities for the elastic material tensors. Such singularities make both the mathematical
analysis and physical application difficult. In order to avoid the singular structures, a regularized
approximate cloaking scheme is considered. The general framework for constructing elastic
near-cloak using the transformation-elastodynamics is introduced by Hu and Liu in [16].
In 2013, Ammari et al. [4] showed that near-cloaking from boundary measurements for the
conductivity equation can be enhanced by canceling significant generalized polarization tensors
(GPTs) of the cloaking device. It is established that the GPTs-vanishing structures (multi-
layered coating with vanishing GPTs) can be combined with the transformation-optics, making
the inclusion nearly invisible from the far-field measurements. Ammari and his coworkers also
showed that similar enhancement schemes for near-cloaking can also be applied in the Helmholtz
equation and Maxwell equations. For doing so, they considered the scattering cross-sections
and expressed the scattering amplitudes in terms of the so-called scattering coefficients. Their
multi-layered structures were designed to cancel out the scattering coefficients up to an arbi-
trary order. Applying the transformation-optics to the S-vanishing structures, it is established
that one can enhance the invisibility effect. The numerical experiments also confirmed their
results [3]. Recently, Abbas et al. [1] discussed ESC in two-dimensions and designed ESC-
vanishing structures for the enhancement of the near-elastic cloaking frameworks. The study
was focused on the design of two-dimensional ESC, their properties, and their reconstruction
from multi-static response measurements. They briefly discussed the use of ESC for enhancing
the performance of near-cloaking devices.
In this work, our aim is to apply the idea of regularized approximate elastic cloaks in [16] to
improve the near-cloaking result. We extend the method of [1, 3, 4, 5, 6] to the three-dimensional
elastic scattering problem in order to achieve drastically enhanced invisibility effect from the
scattering cross-section measurements at a fixed frequency via transformation-elastodynamics
approach. We first design three-dimensional ESC of an arbitrary elastic inclusion and intro-
duce new multi-layered structures around the small ball in the virtual space. After vanishing
the first few terms of scattering coefficients, we apply the transformation-elastodynamics to
achieve invisibility. We show that arbitrary elastic object inside the cloaked region has near-
zero scattering cross-section for a band of frequencies. We also substantiate that the new
near-cloaking structures can enhance the cloaking effect for the Lame´ system significantly. The
three-dimensional ESC are not the straightforward extension of two-dimensional ESC and the
design of ESC-vanishing structures in three-dimensions is much more involved than the two-
dimensional case. Moreover, this study is focused on near-cloaking.
The rest of the paper is organized as follows. In Section 2, we recall a few fundamental results
from the layer potential theory for scattering in linear isotropic elastic media. In Section 3,
we derive the multipole expansion of the solution to the Lame´ system and introduce three-
dimensional ESC of an arbitrary elastic inclusion. Some of the properties of ESC are also
discussed. The multi-layered structures with vanishing ESC are designed in Section 4. Section
2
5 deals with nearly ESC-vanishing structures and the procedure for the enhancement of nearly
elastic cloaking using transformation-elastodynamics. Finally, the contributions of the paper
are summarized in Section 6.
2 Elements of Layer Potential Theory
The primary concern of this article is the enhancement of the near-elastic cloaking devices using
the concept of the ESC. Accordingly, our methodology is based on the integral formulations of
the scattered elastic fields. Therefore, it is important to introduce the key components of the
integral formulation in linear isotropic time-harmonic elasticity and provide some background
material first. For details beyond those provided in this section, the readers are suggested to
consult the monographs [2, 7, 18, 19].
2.1 Preliminaries and Notation
Let D ⊂ R3 be a smooth, open, and bounded domain with a connected Lipschitz boundary
∂D. Let L2(D) be the space of square-integrable functions defined in the usual way with norm
‖v‖L2(D) :=
(ˆ
D
|v|2dx
)1/2
.
We define the Hilbert space H1(D) by
H1(D) =
{
v ∈ L2(D)| ∇v ∈ L2(D)} ,
equipped with the norm
‖v‖H1(D) =
(ˆ
D
|v|2dx+
ˆ
D
|∇v|2dx
)1/2
.
We also define the Hilbert space H2(D) containing the functions v ∈ H1(D) such that ∂pqv ∈
L2(D) for all p, q ∈ {1, 2, 3}. We denote the interpolation space [H1(D), H2(D)]1/2 byH3/2(D).
Let {t1, t2} form an orthonormal basis for the tangent plane to ∂D at point x and ∂/∂t :=∑2
i=1(∂/∂ti)ti be the tangential derivative at x ∈ ∂D. Then, we say that v ∈ H1(∂D) if
v ∈ L2(∂D) and ∂v/∂t ∈ L2(∂D). We refer the interested readers to [7] for details.
Let D be occupied by a homogeneous isotropic linear elastic material having compression
modulus λ1, shear modulus µ1, and volume density ρ1 ∈ R+. Let the background domain R3\D
be occupied by a different homogeneous isotropic linear elastic material having corresponding
Lame´ parameters (λ0, µ0) and volume density ρ0 ∈ R+. It is supposed that the interior and
exterior Lame´ parameters satisfy the strong convexity conditions, i.e.,
µ0 > 0, 3λ0 + 2µ0 > 0, µ1 > 0, and 3λ1 + 2µ1 > 0. (1)
Moreover, it is assumed that
(µ0 − µ1)(λ0 − λ1) ≥ 0 and (µ0 − µ1)2 + (λ0 − λ1)2 6= 0. (2)
Let us define the material parameters of the background medium in the presence of D by
[λ;µ; ρ](x) = [λ0;µ0; ρ0]χR3\D(x) + [λ1;µ1; ρ1]χD(x), (3)
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where χD represents the characteristic function of the domain D.
Let ω ∈ R+ denote the frequency of the mechanical oscillations and let uinc be an incident
time-harmonic elastic field impinging on D with time-variations e−iωt being suppressed, i.e.,
∇ · (C0 : ∇uinc) + ω2ρ0uinc = 0, in R3. (4)
Here, C0 = (C0ijkl)
3
i,j,k,l=1 is the background elasticity tensor defined by
C0ijkl = µ0(δikδjl + δilδjk) + λ0δijδkl,
where δij is the Kronecker’s delta function and ‘:’ is the contraction operator defined by
C
0 : A :=
3∑
k,l=1
C0ijklakl,
for arbitrary matrix A = (aij)
3
i,j=1. For ease of notation, we define the linear isotropic elasticity
operator corresponding to the Lame´ parameters (λ0, µ0) by
Lλ0,µ0 [w] := (C0 : ∇w) = µ0∇w + (λ0 + µ0)∇∇ ·w,
for an arbitrary smooth function w : R3 → R3. Without loss of generality, we assume that
ρ0 = 1, henceforth.
Let usc be the scattered field generated by the interaction of the incident field uinc with D.
We define the pressure and shear parts of usc, respectively, by
uscP (x) := −
1
κ2P
∇∇ · usc(x) and uscS (x) :=
1
κ2S
∇×∇× usc(x),
for all x ∈ R3 \D. Here, the constants κP and κS are the longitudinal and transverse wave-
numbers, respectively, i.e.,
κα :=
ω
cα
, where cP =
√
λ0 + 2µ0, cS =
√
µ0, and α = P, S.
It can be easily verified that uscP and u
sc
S satisfy(
∆+ κ2P
)
uscP = 0 and
(
∆+ κ2S
)
uscS = 0, in R
3 \D,
such that ∇ · uscS = 0 and ∇× uscP = 0.
The scattered field is said to satisfy the Kupradze radiation condition if
lim
|x|→+∞
|x|
(
∂uscα
∂|x| − ικαu
sc
α
)
= 0, α = P, S, ι =
√−1,
uniformly in all directions xˆ ∈ S2 := {x ∈ R3 : |x| = 1}. Here, xˆ := x/|x| for any x ∈ R3 \{0}
and ∂/∂|x| denotes the derivative in the radial direction.
Let utot := usc + uinc be the total field generated by the interaction of the incident field
uinc with D. Then, utot is the solution to the Lame´ system{
∇ · (C : ∇utot(x)) + ω2ρutot(x) = 0, x in R3,
usc(x) satisfies the Kupradze radiation condition as |x| → +∞. (5)
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Here, C is the elasticity tensor of the elastic formation in the presence of D and is defined
in terms of the piece-wise constant parameters (λ, µ, ρ). It is well known that the scattering
problem (5) is well-posed in H1(R3 \ ∂D)3 (see, e.g., [18, 19]).
Henceforth, the surface traction, denoted by T[w], associated to the Lame´ parameters
(λ0, µ0) is defined by
T[w] := ν · (C : ∇w) = λ0(∇ ·w)ν + µ0(∇w +∇u⊤)ν, (6)
for an arbitrary vector field w : R3 → C3. Here, ∇w denotes the Jacobian matrix of w, ν is the
outward unit normal vector at the boundary ∂D, and the superposed ⊤ indicates the matrix
transpose. At the interface ∂D, the solution utot satisfies the transmission conditions
utot|+ = utot|− and T[utot]
∣∣∣
+
= T[utot]
∣∣∣
−
, (7)
where
v
∣∣
±
(x) = lim
ǫ→0+
v(x± ǫν), x ∈ ∂D,
for an arbitrary function v.
2.2 Integral Representation of Scattered Field
In this section, we summarize the layer potential technique for time-harmonic linear elasticity
in order to facilitate the definition of the scattering coefficients of D. Towards this end, we first
introduce the Kupradze matrix Γω as the fundamental solution of the time-harmonic elasticity
equation in R3 with parameters (λ0, µ0, ρ0), i.e., Γ
ω satisfies
∇ · (C0 : ∇Γω(x))+ ω2ρ0Γω(x) = −δ0(x)I3, x ∈ R3,
subject to Kupradze’s outgoing radiation conditions. Here, δy is the Dirac mass at y ∈ R3 and
I3 ∈ R3×3 is the identity matrix. It is well known that (see, for instance, [23])
Γω(x) =
1
µ0
[(
I2 +
1
κ2S
∇∇⊤
)
g(x, κS)− 1
κ2S
∇∇⊤g(x, κP )
]
, x ∈ R2 \ {0}. (8)
The function g(·, κα), for α = P, S, is the fundamental solution to the Helmholtz operator
−(∆ + κ2α) in R3 with wave-number κα ∈ R+ (κα = κP or κS), i.e.,
∆g(x, κα) + κ
2
αg(x, κα) = −δ0(x), x ∈ R3,
subject to Sommerfeld’s outgoing radiation condition
lim
|x|→+∞
|x|
[
∂g(x, κα)
∂|x| − ικαg(x, κα)
]
= 0, x ∈ R3.
It is easy to see that
g(x, κα) =
1
4π|x|e
ικα|x|, ∀x ∈ R3 \ {0}. (9)
In the sequel, we denote Γω(x,y) := Γω(x− y).
Let us now introduce the elastic single-layer potential by
SωD[ϕ](x) :=
ˆ
∂D
Γω(x,y)ϕ(y)dσ(y), ∀x ∈ R3 \ ∂D,
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for all densities ϕ ∈ L2(∂D)3. Here and throughout this article, dσ denotes the infinitesimal
boundary differential element. The traces SωD[ϕ]
∣∣
±
and T [SωD[ϕ]]
∣∣
±
across the interface ∂D
are well-defined and satisfy the jump conditions (see, for instance, [10])S
ω
D[ϕ]
∣∣
+
(x) = SωD[ϕ]
∣∣
−
(x),
T [SωD[ϕ]]
∣∣
±
(x) =
(
±1
2
I + (KωD)∗
)
[ϕ](x), a.e. x ∈ ∂D, (10)
where the boundary integral operator (KωD)∗ is defined by
(KωD)∗[ϕ](x) = p.v.
ˆ
∂D
T [Γω ] (x,y)ϕ(y)dσ(y), a.e. x ∈ ∂D,
for all ϕ ∈ L2(∂D)3 and p.v. stands for the Cauchy principle value of the integral. We precise
that the surface traction of matrix Γω is defined column-wise, i.e., for all constant vectors
p ∈ R3,
T [Γω ]p = T [Γωp] .
In the layer potential technique, the total displacement field utot in the presence of inclusion
D is first represented in terms of the single-layer potentials SωD and S˜ωD of unknown densities
ϕ,ψ ∈ L2(∂D)3 as (see [2, Theorem 1.8])
utot(x, ω) =
{
uinc(x, ω) + SωD[ψ](x, ω), x ∈ R3 \D,
S˜ωD[ϕ](x, ω), x ∈ D.
(11)
Then, the densities ϕ,ψ ∈ L2(∂D)3 are uniquely sought by solving the system of integral
equations ( S˜ωD −SωD
T˜[S˜ωD]
∣∣∣
−
−T[SωD]
∣∣∣
+
)(
ϕ
ψ
)
=
(
uinc
T[uinc]
) ∣∣∣∣∣
∂D
. (12)
Here, the superposed ∼ is used to distinguish the single-layer potential and the surface traction
defined using the interior parameters (λ1, µ1, ρ1). To simplify the matters, the dependence of
uinc, usc, utot, ϕ, and ψ on frequency ω is suppressed unless it is necessary.
The following result from [2, Theorem 1.7] guarantees the unique solvability of system (12)
and consequently that of problems (5) and (11).
Theorem 2.1. Let D be a Lipschitz bounded domain in R3 with parameters 0 < λ1, µ1, ρ1 <∞
satisfying condition (2) and let ω2ρ1 be different from Dirichlet eigenvalues of the operator
−Lλ1,µ1 on D. For any function uinc ∈ H1(∂D)3, there exists a unique solution (ϕ,ψ) ∈
L2(∂D)3 × L2(∂D)3 to the integral system (12). Moreover, there exists a constant C > 0 such
that
‖ϕ‖L2(∂D)3 + ‖ψ‖L2(∂D)3 ≤ C
(
‖uinc‖H1(∂D)3 +
∥∥T[uinc]∥∥
L2(∂D)3
)
. (13)
3 Three-dimensional ESC
In this section, we seek the multipolar expansions of the scattered elastic field and the Kupradze
matrix in terms of the spherical elastic waves. Our main goal is to introduce the ESC of an
inclusion and highlight some of their important features.
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3.1 Multipolar Expansions of Elastic Fields
Let x = (x1, x2, x3) be a point in the Cartesian coordinate system and be equivalently defined by
(r sin θx cosϕx, r sin θx sinϕx, r cos θx) in spherical coordinate system with r := |x|, θx ∈ [0, π],
and ϕx ∈ [0, 2π). Let {er, eθ, eϕ} be the standard orthonormal basis for the spherical coordinate
system, where
er :=
x
r
, eθ := (cos θ cosϕ, cos θ sinϕ,− sin θ) , eϕ := (− sinϕ, cosϕ, 0) . (14)
For all integers n ≥ 0 and m = −n, · · · , n, let Ynm denote the nm-th spherical harmonics
defined on the unit sphere S2 by
Ynm(xˆ) := Ynm(θx, ϕx) = (−1)m
√
(n−m)!(2n+ 1)
4π(n+m)!
Pmn (cos θx)e
imϕx ,
where Pmn is the m-th associated Legendre function of order n (see, e.g., [24, 2.4.78]). The
vector spherical harmonics are then defined as
Anm(xˆ) := erYnm(θx, ϕx), n ≥ 0,
Bnm(xˆ) :=
1√
n(n+ 1)
∇S2Ynm(θx, ϕx), n > 0,
Cnm(xˆ) := Bnm(θx, ϕx)× er, n > 0,
where ∇S2 denotes the surface gradient on S2, i.e.,
∇S2 = eθ
∂
∂θ
+ eϕ
1
sinθ
∂
∂ϕ
.
It is well known that the vector spherical harmonics {Anm,Bnm,Cnm} form a complete or-
thonormal basis of L2(S2)3 (see, e.g., [23, p. 1900]). In fact, we have the orthogonality condi-
tions,
ˆ
Ω
Anm ·BkldΩ =
ˆ
Ω
Anm ·CkldΩ =
ˆ
Ω
Bnm ·CkldΩ = 0, n, k > 0, (15)
ˆ
Ω
Anm ·AkldΩ =
ˆ
Ω
Bnm ·BkldΩ =
ˆ
Ω
Cnm ·CkldΩ = δnkδml, (16)
for all n ≥ 0, m = −n, · · · , n, k ≥ 0, and l = −k, · · · , k. Here, the integration is over a
spherical surface Ω of unit radius with differential element dΩ = sin dθdϕ and angles (θ, ϕ) ∈
[0, π]× [0, 2π).
Let jn and h
(1)
n be the order n spherical Bessel and first kind Hankel functions, respectively.
For each κα ∈ R+, α = P, S, n ≥ 0, and m = −n, · · · , n, we construct the functions vnm(·, κα)
and wnm(·, κα) by {
vnm(x, κα) := h
(1)
n (καr)Ynm(θx, ϕx),
wnm(x, κα) := jn(καr)Ynm(θx, ϕx).
The functions vnm(·, κα) and wnm(·, κα) are called the Debye’s potentials and are the outgoing
radiating and entire solutions to the Helmholtz equation ∆v + κ2αv = 0 in R
3 \ {0} and R3,
respectively (see, e.g., [22, Theorem 9.14]).
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Using vector spherical harmonics Anm, Bnm, Cnm and scalar Debye’s potentials vnm, wnm,
we define the exterior and interior vector Debye’s potentials, for all κP , κS ∈ R+, n ∈ N ∪ {0},
and m = −n, · · · , n, respectively, as
Lnm =
1
κP
∇[vnm(x, κP )] = (h(1)n )′(κP r)Anm +
h
(1)
n (κP r)
κP r
√
n(n+ 1)Bnm, n ≥ 0,
Mnm = ∇× [xvnm(x, κS)] = h(1)n (κSr)
√
n(n+ 1)Cnm, n > 0,
Nnm =
1
κS
∇×Mnm = n(n+ 1)
κSr
h(1)n (κSr)Anm +
√
n(n+ 1)
κSr
Hn(κSr)Bnm, n > 0,
(17)
and
L˜nm =
1
κP
∇[wnm(x, κP )] = (jn)′(κP r)Anm + jn(κP r)
κP r
√
n(n+ 1)Bnm, n ≥ 0,
M˜nm = ∇× [xwnm(x, κS)] = jn(κSr)
√
n(n+ 1)Cnm, n > 0,
N˜nm =
1
κS
∇× M˜nm = n(n+ 1)
κSr
jn(κSr)Anm +
√
n(n+ 1)
κSr
Jn(κSr)Bnm, n > 0,
(18)
where Hn(t) = h(1)n (t)+ t(h(1)n )
′
(t) and Jn(t) = jn(t)+ t(jn)′(t) (see, e.g., [23, p.1865-66]). Here
and throughout in this paper, a prime over a function denotes the derivative with respect to
its argument. It is easy to verify that the functions Lnm, Mnm, and Nnm are the radiating
solutions to the Lame´ equation in R3 \ {0} and L˜nm, M˜nm, and N˜nm are the entire solutions
to the Lame´ equation in R3.
Let p be a fixed vector in R3. Then, for all |x| > |y| (see, e.g., [9, Eqs. 6.73–6.74]),
Γω(x− y)p =
∞∑
n=0
ικP
c2P
n∑
m=−n
Lnm(x, κP )L˜nm(x, κP ) · p
+
∞∑
n=1
ικS
n(n+ 1)c2S
n∑
m=−n
Mnm(x, κS)M˜nm(x, κS) · p
+
∞∑
n=1
ικS
n(n+ 1)c2S
n∑
m=−n
Nnm(x, κS)N˜nm(x, κS) · p. (19)
Similarly, the plane elastic waves can be also expressed in terms of the vector Debye’s potentials.
In this article, we will consider the incident elastic waves of the form of either a plane shear
wave
uinc(x) = uincS (x) := qe
ικSx·d,
or a plane pressure wave
uinc(x) = uincP (x) := de
ικPx·d,
where d ∈ S2 is the direction of incidence and q ∈ S2 is any vector orthogonal to d, i.e., q·d = 0.
Using the vector version of the Jacobi-Anger expansion, the multipolar expansion of the plane
shear wave is derived as (see, e.g., [9, Theorem 6.26])
uincS (x) = −
∞∑
k=1
4πιk√
k(k + 1)
k∑
l=−k
(
(Ckl(d) · p)M˜kl(x, κS) + ι(Bkl(d) · p)N˜kl(x, κS)
)
, (20)
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where p = (d× q) × d with q ∈ R3 being the polarization direction. Similarly, the expansion
of the plane pressure wave solution to the elastodynamics equation can be derived as (see, e.g.,
[17])
uincP (x) = −
∞∑
k=0
4πιk+1
k∑
l=−k
((
Akl(d) · d
)
Lkl(x, κP )
)
.
3.2 Scattering Coefficients of Elastic Inclusions
For ease of presentation, we shall make use of the notation
HLkl(x) := Lkl(x, κP ), H
M
kl (x) :=Mkl(x, κS), H
N
kl(x) := Nkl(x, κS),
JLkl(x) := L˜kl(x, κP ), J
M
kl (x) := M˜kl(x, κS), J
N
kl(x) := N˜kl(x, κS).
Moreover, we reserve the notation , ′ = L,M,N , and introduce n and k such that n, k = 0
if  = L and n, k = 1 otherwise.
The multipolar expansion (19) of the Kupradze matrix Γω renders the series representation
of the single-layer potential in terms of Jnm and H

nm, and subsequently, leads to the multi-
polar expansion of the scattered field usc therefrom thanks to the integral representation (11).
Specifically, for x ∈ R3 \D sufficiently far from the boundary ∂D,
usc(x) =
∞∑
n=0
ικP
c2P
n∑
m=−n
βLnmH
L
nm(x) +
∞∑
n=1
ικS
n(n+ 1)c2S
n∑
m=−n
βMnmH
M
nm(x)
+
∞∑
n=1
ικS
n(n+ 1)c2S
n∑
m=−n
βNnmH
N
nm(x),
where
βnm =
ˆ
∂D
J

nm(y) · ψ(y)dσ(y).
Here, (ϕ,ψ) is the solution of the system of integral equations (12).
We are now fully equipped to announce the ESC of an inclusion in three-dimensions. We
have the following definition.
Definition 3.1. Let (ϕkl,ψ

kl) be the solution of the integral system (12) when u
inc = Jkl, for
all integers k ≥ k and l = −k, · · · , k. Then, the ESC, denoted by W ,
′
(n,m)(k,l), for all n ≥ n
and m = −n, · · · , n, associated to the compression modulus λ, shear modulus µ, density ρ, and
frequency ω, is defined by
W ,
′
(n,m)(k,l)[λ, µ, ρ, ω] =
ˆ
∂D
J

nm(y) · ψ
′
kl(y)dσ(y), ∀ , ′ = L,M,N.
The following result on the decay rate of the ESC holds.
Lemma 3.2. For each , ′ = L,M,N , there exist a constant C,′ depending only on the
material parameters (λ, µ, ρ, ω) such that∣∣∣W ,′(n,m)(k,l)[λ, µ, ρ, ω]∣∣∣ ≤ Cn+k−2,′nn−1kk−1 ,
for all n ≥ n, m = −n, · · · , n, k ≥ k′ and l = −k, · · · , k.
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Proof. The proof is very similar to that of Lemma 3.1 in [6]. For the sake of completeness, we
briefly sketch the proof below. First, recall that, by the Stirling’s formula, we have
k! =
√
2πk(k/e)k(1 +O(1)), as k→ +∞.
Therefore, there exists a constant C > 0 independent of k such that, when k → +∞ and t is
fixed,
jk(t) =
tk
1 · 3 · · · (2k + 1)
(
1 +O
(
1
k
))
= O
(
Cktk
kk
)
, (21)
uniformly on compact subsets of R. Moreover, by the recurrence formula (see, e.g., [26, Formula
10.51.2]),
j′k(t) = −jk+1(t) +
k
t
jk(t), (22)
it is easy to get
j′k(t) = O
(
Cktk−1
kk−1
)
, as k → +∞, (23)
where the constant C is independent of k. Consequently, by the definition of functions Jkl(x),
Theorem 2.1, and estimates (21)-(23), we have
‖Jnm‖L2(∂D)3 ≤
(
C1
n
)n−1
,
∥∥∥ψ′kl∥∥∥
L2(∂D)3
≤ C
(∥∥∥J′kl∥∥∥
H1(∂D)3
+
∥∥∥T [J′kl]∥∥∥
L2(∂D)3
)
≤
(
C
′
2
k
)k−1
,
for some constants C1 and C
′
2 dependent on material parameters and frequency ω but inde-
pendent of n and k. Finally, the proof is completed by substituting the estimates for the norms
of Jnm and ψ
′
kl in the definition of the ESC and choosing C,′ appropriately in terms of C

1
and C
′
2 .
We conclude this subsection with Theorem 3.3 on the symmetry of the ESC in three-
dimensions. In fact, this is the statement of the reciprocity principle for the elastic fields
in terms of the ESC. The reciprocity principle in elastic media refers to the link between the
far-field amplitudes of the scattered fields in two reciprocal configurations: (a) when the scat-
tered field is radiated by a source with a specific incidence direction and is observed along
another direction, (b) when the positions of the source and the observer are swapped and the
orientation of all the momenta is reversed. We refer the interested readers to consult [11, 30, 31]
for further discussion on the reciprocity in elastic media. The proof of Theorem 3.3 is furnished
in Appendix A.
Theorem 3.3. For all integers n ≥ n, k ≥ k′ , m = −n, · · · , n, k = −l, · · · , l, and , ′ =
L,M,N , we have
W ,
′
(n,m),(k,l)[D] =W
′,
(k,l),(n,m)[D].
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3.3 Far-Field Amplitudes and Elastic Scattering Coefficients
Consider a general incident field of the form
uinc =
∞∑
k=1
1√
k(k + 1)
k∑
l=−k
(
bklJ
M
kl + cklJ
N
kl
)
+
∞∑
k=0
k∑
l=−k
aklJ
L
kl, (24)
for some constants akl, bkl, and ckl. Then, by the superposition principle, the solution ψ to the
integral system (12) corresponding to uinc in (24) is given by
ψ =
∞∑
k=1
1√
k(k + 1)
k∑
l=−k
(
bklψ
M
kl + cklψ
N
kl
)
+
∞∑
k=0
k∑
l=−k
aklψ
L
kl. (25)
Substituting (25) into (11) and using Definition 3.1, one can represent the scattered field usc
as
usc(x) =
∞∑
n=0
ικP
c2P
n∑
m=−n
γLnmH
L
nm(x) +
∞∑
n=1
ικS
n(n+ 1)c2S
n∑
m=−n
γMnmH
M
nm(x)
+
∞∑
n=1
ικS
n(n+ 1)c2S
n∑
m=−n
γNnmH
N
nm(x), as |x| → +∞, (26)
where, for all n ≥ n, m = −n, · · · , n, and  = L,M,N ,
γnm =
∞∑
k=0
k∑
l=−k
aklW
,L
(n,m)(k,l) +
∞∑
k=1
1√
k(k + 1)
k∑
l=−k
(
bklW
,M
(n,m)(k,l) + cklW
,N
(n,m)(k,l)
)
. (27)
On the other hand, the Kupradze radiation condition guarantees the existence of two ana-
lytic functions u∞P ,u
∞
S : S
2 → C3, respectively called the longitudinal and transverse far-field
patterns or far-field scattering amplitudes, such that
usc(x) =
eικP |x|
κP |x| u
∞
P [λ, µ, ρ, ω](xˆ) +
eικS|x|
κS |x| u
∞
S [λ, µ, ρ, ω](xˆ) +O
(
1
|x|2
)
, (28)
as |x| → +∞. In fact, it can be seen from (17) and (29) that the multipole fields behave as
(see, e.g., [27])
HLnm(x) ∼
eικP |x|
κP |x|
(
e−
ιnπ
2 Anm
)
,
HMnm(x) ∼
eικS|x|
κS |x|
(
e−
ι(n+1)π
2
√
n(n+ 1)Cnm
)
,
HNnm(x) ∼
eικS|x|
κS |x|
(
e−
ιnπ
2
√
n(n+ 1)Bnm
)
,
since the spherical Bessel functions h
(1)
n and (h
(1)
n )′ behave like
(h(1)n )(t) ∼
1
t
eιte−
ι(n+1)π
2 and
(
h(1)n
)′
(t) ∼
1
t
eιte−
ιnπ
2 , (29)
as t→ +∞ (see, e.g., [9, Eq. 2.41]). Here, f(t) ∼ g(t) indicates that the terms of order O(t−2)
are neglected, i.e, f(t) = g(t) +O(t−2). Hence, the following result holds.
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Proposition 3.4. If uinc is of the form (24) then the corresponding scattering amplitudes of
the scattered field can be represented as
u∞P [λ, µ, ρ, ω](xˆ) =
∞∑
n=0
ικP
c2P
n∑
m=−n
γLnm
(
e−
ιnπ
2 Anm
)
, (30)
u∞S [λ, µ, ρ, ω](xˆ) =
∞∑
n=1
ικS√
n(n+ 1)c2S
n∑
m=−n
[
γNnm
(
e−
ι(n+1)π
2 Cnm
)
+ γMnm
(
e−
ιnπ
2 Bnm
) ]
, (31)
where the constants γnm, for  = L,M,N , are given in (27).
Remark 3.5. The following remarks are in order. Since {Anm,Bnm,Cnm} is an orthonor-
mal set in the inner-product space, one can estimate the near-field scattering signature of the
inclusion D from its far-field scattering amplitudes by using (26) and (30)-(31). Further, if
one can calculate the scattering coefficients of the inclusion D then the scattering amplitudes
u∞P and u
∞
S can also be calculated. For example, if we consider the plane shear incident wave
uinc = qeικSx·d as in (20) then
akl = 0, bkl = −4πιk(Ckl(d) · q), ckl = −4πιk+1(Bkl(d) · q).
Hence, the scattering amplitudes u∞P and u
∞
S defined in (30)-(31), respectively, admit the scat-
tering coefficients
γnm = −
∞∑
k=1
4πιk√
k(k + 1)
k∑
l=−k
(
(Ckl(d) · q)W ,M(n,m)(k,l) + ι(Bkl(d) · q)W ,N(n,m)(k,l)
)
.
4 Three-dimensional ESC-Vanishing Structures
In this section, we design concentric multi-layered spherical coatings for an elastic object so that
its ESC vanish at a fixed frequency in order to construct an effective elastic cloaking device for
rendering the objects inside the core invisible. These structures are coined as the ESC-vanishing
structures [1, 3, 4, 5, 6].
4.1 Design of ESC-Vanishing Structure
We first choose an integer L ∈ N as a parameter for the desired number of layers and pick
L+ 1 real numbers, r1, r2, · · · , rL+1 ∈ R+, such that 2 = r1 > r2 > · · · > rL+1 = 1. Then, we
construct a sequence of layers, A0, A1, · · · , AL+1 ⊂ R3, by
Aℓ =

R3 \⋃L+1ℓ=1 Aℓ, for ℓ = 0,
{x : rℓ+1 ≤ |x| < rℓ}, for ℓ = 1, · · · ,L,
{x : |x| < 1}, for ℓ = L+ 1,
(32)
and denote the interfaces between the adjacent layers by Γℓ. Precisely,
Γℓ := {|x| = rℓ}, ℓ = 1, · · · ,L+ 1.
Let Aℓ, for ℓ = 1, · · · ,L + 1, be loaded with an elastic material with the pair of compression
and shear moduli (λℓ, µℓ) and density ρℓ. Accordingly, we define piece-wise constant material
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parameters of the entire layered elastic formation by
[λ;µ; ρ] (x) :=
L+1∑
ℓ=0
[λℓ;µℓ; ρℓ]χAℓ(x), x ∈ R3. (33)
Further, the scattering coefficients W ,
′
(n,m)(k,l), for , 
′ = L,M,N , are defined in this section as
in Definition 3.1.
We will employ the transmission conditions on each interface Γℓ, i.e., we impose
utot
∣∣
+
= utot
∣∣
−
and Tℓ[u
tot]
∣∣
+
= Tℓ+1[u
tot]
∣∣
−
, at Γℓ, ℓ = 1, · · · ,L, (34)
where
Tℓ[w] := λℓ(∇ ·w)ν + µℓ(∇u +∇w⊤), ℓ = 0, · · · ,L+ 1,
for an arbitrary smooth function w. It is assumed that the cloaked region, AL+1, is a cavity so
that utot satisfies a traction-free boundary condition,
TL+1[u
tot] = 0, on ΓL+1 = ∂AL+1 = ∂S
2. (35)
We have the following definition of a three-dimensional ESC-vanishing structure.
Definition 4.1. The multi-layered medium (32) together with parameters (λ, µ, ρ) defined in
(33) is called the ESC-vanishing structure at frequency ω if W ,
′
(n,m)(k,l) = 0 for all , 
′ =
L,M,N , integers n ≥ n, k ≥ k′ , m = −n, · · · , n, and l = −k, · · · , k.
In order to design the ESC-vanishing structure, it suffices to find appropriate (λ, µ, ρ) such
that W ,
′
(n,m)(k,l) = 0. In the rest of this section, we establish constitutive relations in order to
design parameters (λ, µ, ρ) . Towards this end, we seek the solution utotnm of Lame´ system (5)
of the form
utotnm(x) = u
inc
nm(x) + u
sc
nm(x), n > 0, m = −n, · · · , n,
with
uincnm(x) =
∑
=L,M,N
aℓJ

nm(x), x ∈ Aℓ, ℓ = 0, · · · ,L,
uscnm(x) =
∑
=L,M,N
bℓH

nm(x), x ∈ Aℓ, ℓ = 0, · · · ,L,
where the coefficients aℓ, b

ℓ ∈ C, for ℓ = 0, · · · ,L, are to be determined subject to
(aL0 )
2 + (aM0 )
2 + (aN0 )
2 6= 0 and b0 = 0, for all  = L,M,N.
In fact, the coefficients a0 control the proportion of J

nm in the incident field whereas b

0 control
the proportion of H in the scattered field. By comparison with multipolar expansion (26)-(27),
it is evident that
W ,
′
(n,m)(k,l) = ζ

0 b

0 when a
′′
0 = δ′′′ , ∀, ′, ′′ = L,M,N. (36)
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Here,
ζL0 := −
ιc2P,L+1
κP,L+1
, and ζN0 = ζ
M
0 := −
ιn(n+ 1)c2S,L+1
κS,L+1
,
with
cP,ℓ =
√
λℓ + 2µℓ
ρℓ
, cS,ℓ =
√
µℓ
ρℓ
, κα,ℓ =
ω
cα,ℓ
, ∀ℓ = 0, · · · ,L+ 1.
4.2 Determination of Coefficients a

ℓ and b

ℓ
In order to determine the coefficients aℓ and b

ℓ, we require six equations for each ℓ = 1, · · · ,L+1.
Towards this end, we will effectively use the transmission conditions (34) and the traction-free
boundary condition (35).
We first use the transmission condition in (34) for the Dirichlet data to get∑
=L,M,N
[
aℓ−1[J

nm]ℓ−1 + b

ℓ−1[H

nm]ℓ−1
]
=
∑
=L,M,N
[
aℓ[J

nm]ℓ + b

ℓ[H

nm]ℓ
]
, on Γℓ for ℓ = 1, · · · ,L, (37)
where the notation [w]ℓ indicates that the quantity w is associated to the parameters (λℓ, µℓ, ρℓ)
and to the corresponding wave-numbers κα,ℓ. Substituting the expressions (17)-(18) for the
vector potentials Jnm and H

nm into (37), we get
[En]ℓ−1(rℓ)Anm + [Fn]ℓ−1(rℓ)Bnm + [Gn]ℓ−1(rℓ)Cnm
=[En]ℓ(rℓ)Anm + [Fn]ℓ(rℓ)Bnm + [Gn]ℓ(rℓ)Cnm, (38)
for all ℓ = 1, · · · ,L, with
[En]ℓ(r) =a
L
ℓ (jn)
′(κP,ℓr) + a
N
ℓ
n(n+ 1)
κS,ℓr
jn(κS,ℓr) + b
L
ℓ (h
(1)
n )
′(κP,ℓr) + b
N
ℓ
n(n+ 1)
κS,ℓr
h(1)n (κS,ℓr),
(39)
[Fn]ℓ(r) =
[
aLℓ
jn(κP,ℓr)
κP,ℓr
+ aNℓ
Jn(κS,ℓr)
κS,ℓr
+ bLℓ
h
(1)
n (κP,ℓr)
κP,ℓr
+ bNℓ
Hn(κS,ℓr)
κS,ℓr
]√
n(n+ 1), (40)
[Gn]ℓ(r) =
[
aMℓ jn(κS,ℓr) + b
M
ℓ h
(1)
n (κS,ℓr)
]√
n(n+ 1). (41)
Therefore, multiplying (38) with Akl, Bkl, and Ckl, respectively, to form a dot product and
then applying orthogonality conditions (15)-(16), one gets three recursive relations,
[En]ℓ−1 = [En]ℓ, [Fn]ℓ−1 = [Fn]ℓ, [Gn]ℓ−1 = [Gn]ℓ, on Γℓ,
for n ∈ N, m = −n, · · · , n, and ℓ = 1, · · · ,L. In the same spirit, we form another set of
three equations using the transmission condition (34) for the surface traction and subsequently
invoking the orthogonality conditions (15)-(16). The interested readers are referred to Appendix
B for the expressions of the surface traction for different multipole elastic fields.
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The aforementioned procedure renders six simultaneous equations in six unknowns that can
be written in a matrix form as
[PL,Nn ]ℓ(rℓ) 04×2
02×4 [P
M
n ]ℓ(rℓ)


aLℓ
aNℓ
bLℓ
bNℓ
aMℓ
bMℓ
 =
[PL,Nn ]ℓ−1(rℓ) 04×2
02×4 [P
M
n ]ℓ−1(rℓ)


aLℓ−1
aNℓ−1
bLℓ−1
bNℓ−1
aMℓ−1
bMℓ−1
 , (42)
where [PL,Nn ]ℓ(rℓ) := [P
L,N
n ]ℓ(rℓ;λ, µ, ρ, ω) is a 4 × 4 sub-matrix corresponding to the fields
(JLnm,J
N
nm,H
L
nm,H
N
nm), whereas [P
M
n ]ℓ(rℓ) := [P
M
n ]ℓ(rℓ;λ, µ, ρ, ω) is a 2 × 2 sub-matrix corre-
sponding to (JMnm,H
M
nm). The expressions of the elements of [P
L,N
n ]ℓ and [P
M
n ]ℓ can be found
in C. It is worth mentioning that the sub-matrices [PL,Nn ]ℓ and [P
M
n ]ℓ are invertible. Therefore,
matrix equation (42) yields a recursive relation
aLℓ
aNℓ
bLℓ
bNℓ
aMℓ
bMℓ
 =
[PL,Nn ]−1ℓ [PL,Nn ]ℓ−1 04×2
02×4 [P
M
n ]
−1
ℓ [P
M
n ]ℓ−1


aLℓ−1
aNℓ−1
bLℓ−1
bNℓ−1
aMℓ−1
bMℓ−1
 , (43)
for all ℓ = 1, · · ·L.
In order to solve the recursive relation (43), we invoke the zero-traction condition (35) on
ΓL+1(i.e., rL+1 = 1). This furnishes
0
0
0
0
0
0
 =
[QL,Nn ]L 04×2
02×4 [Q
M
n ]L


aL
L
aN
L
bL
L
bN
L
aM
L
bM
L
 , (44)
where [QL,Nn ]L and [Q
M
n ]L are 4× 4 and 2 × 2 sub-matrices, respectively and the superscripts
indicate their dependence on different wave-modes. The expressions of the elements of these
matrices are also provided in Appendix C.
Substituting (43) into (44), one arrives at
0
0
0
0
0
0
 =
RL,Nn 04×2
02×4 R
M
n


aL0
aN0
bL0
bN0
aM0
bM0
 , (45)
where 
RL,Nn [λ, µ, ρ, ω] :=
(
(RL,Nn )p,q
)
= [QL,Nn ]L
L∏
ℓ=1
[PL,Nn ]
(−1)
ℓ [P
L,N
n ]ℓ−1,
RMn [λ, µ, ρ, ω] :=
(
(RMn )p,q
)
= [QMn ]L
L∏
ℓ=1
[PMn ]
(−1)
ℓ [P
M
n ]ℓ−1.
(46)
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4.3 Constitutive Equations for Material Parameters
If we consider an incident pressure wave JLnm for n > 0 (i.e., a
L
0 = 1, a
M
0 = 0, and a
N
0 = 0) then
(45) renders 
(RL,Nn )1,1 + b
L
0 (R
L,N
n )1,3 + b
N
0 (R
L,N
n )1,4 = 0,
(RL,Nn )2,1 + b
L
0 (R
L,N
n )2,3 + b
N
0 (R
L,N
n )2,4 = 0,
bM0 = 0.
(47)
Solving system of equations (47), we get
bLL0 := b
L
0 =
(RL,Nn )1,1(R
L,N
n )2,4 − (RL,Nn )1,4(RL,Nn )2,1
(RL,Nn )1,4(R
L,N
n )2,3 − (RL,Nn )1,3(RL,Nn )2,4
,
bNL0 := b
N
0 =
(RL,Nn )1,3(R
L,N
n )2,1 − (RL,Nn )1,1(RL,Nn )2,3
(RL,Nn )1,4(R
L,N
n )2,3 − (RL,Nn )1,3(RL,Nn )2,4
,
bML0 := b
M
0 = 0.
(48)
In the above relations, we use the original coefficients bL0 , b
N
0 , and b
M
0 but with an explicit
notation bLL0 , b
NL
0 , and b
ML
0 , in order to highlight both the incident and scattered wave-modes.
More specifically, the first superscript represents the type of the scattered wave whereas the
second represents the type of the incident field.
Similarly, if we consider an incident JNnm- wave for n > 0 (i.e., a
L
0 = 0, a
M
0 = 0, and a
N
0 = 1)
then we get system of equations from (45) that will furnish
bLN0 =
(RL,Nn )1,2(R
L,N
n )2,4 − (RL,Nn )1,4(RL,Nn )2,2
(RL,Nn )1,4(R
L,N
n )2,3 − (RL,Nn )1,3(RL,Nn )2,4
,
bNN0 =
(RL,Nn )1,3(R
L,N
n )2,2 − (RL,Nn )1,2(RL,Nn )2,3
(RL,Nn )1,4(R
L,N
n )2,3 − (RL,Nn )1,3(RL,Nn )2,4
,
bMN0 = 0.
(49)
Finally, when JMnm-wave is incident for n > 0 (i.e., a
L
0 = 0, a
M
0 = 1, and a
N
0 = 0), then
bLM0 = 0, b
NM
0 = 0, and b
MM
0 =
(RMn )1,1
(RMn )1,2
. (50)
Remark 4.2. The following remarks are in order.
1. The coefficients b
′
0 in (48)-(50) indicate that a scattered H
N
nm-wave can emerge from
an incidence of a JLnm-wave and vise versa —the so-called mode-conversion phenomenon.
However, this is not the case for HMnm, i.e., there is no mode-conversion when the incident
field only consists of JMnm-wave.
2. Note that, the denominators, (RL,Nnm )1,4(R
L,N
nm )2,3 − (RL,Nnm )1,3(RL,Nnm )2,4 and (RMnm)1,2, in
(48)-(50) can not vanish. Otherwise, a contradiction to the uniqueness of the forward
scattering problem can be derived exactly as in the case of acoustic and electromagnetic
problems discussed in [5, 6].
3. In the spherically layered structure defined by the sets Aℓ, the expressions of the ESC
become much simpler than the general case. Specifically, thanks to (48)-(50), relation
(36) results in
WM,L(n,m)(k,l) = W
M,N
(n,m)(k,l) =W
L,M
(n,m)(k,l) = W
N,M
(n,m)(k,l) = 0, ∀n,m, k, l.
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Moreover, thanks to the reciprocity result in Theorem 3.3, and Eqs. (48)-(50),
WL,L(n,m)(k,l) =W
N,N
(n,m)(k,l) = W
M,M
(n,m)(k,l) =W
N,L
(n,m)(k,l) = W
L,N
(n,m)(k,l) = 0,
whenever (n,m) 6= (k, l).
4. As the coefficients b
′
0 depend only on the integer n and are completely independent of m.
Therefore,{
W ,
′
(n,0)(n,0) =W
,′
(n,m)(k,l) =:W
,′
n , m = −n, · · · , n, , ′ = L,N,
WM,M(n,0)(n,0) =W
M,M
(n,m)(k,l) =:W
M,M
n , m = −n, · · · , n.
(51)
5. Finally, the degenerate case n = 0 can be dealt with analogously as the case n > 0 discussed
in Sections 4.2-4.3. In this case, only a pressure wave JL00(x) = (j0)
′ (κpr)er/
√
4π will
be incident. In fact, thanks to the spherical symmetry of the structure, we will look for
solution utot00 of the Lame´ system (5) of the form
utot00 (x) = u
inc
00 (x) + u
sc
00(x),
with
uinc00 (x) = a
L
ℓ J
L
00(x) and u
sc
00(x) = b
L
ℓH
L
00(x), x ∈ Aℓ, ℓ = 0, · · · ,L,
where HL00(x) =
(
h
(1)
0
)′
(κpr)er/
√
4π and the coefficients aLℓ , b
L
ℓ ∈ C, for ℓ = 0, · · · ,L,
are to be determined using transmission conditions subject to restrictions
aL0 6= 0 and bL0 = 0.
In view of the relationship (36) and the notation in (51), the scattering coefficients of the
core AL+1 in the spherically layered structure are given by
WL,Ln = ζ
L
0
[
(RL,Nn )1,1(R
L,N
n )2,4 − (RL,Nn )1,4(RL,Nn )2,1
(RL,Nn )1,4(R
L,N
n )2,3 − (RL,Nn )1,3(RL,Nn )2,4
]
,
WN,Ln = ζ
N
0
[
(RL,Nn )1,3(R
L,N
n )2,1 − (RL,Nn )1,1(RL,Nn )2,3
(RL,Nn )1,4(R
L,N
n )2,3 − (RL,Nn )1,3(RL,Nn )2,4
]
,
WL,Nn = ζ
L
0
[
(RL,Nn )1,2(R
L,N
n )2,4 − (RL,Nn )1,4(RL,Nn )2,2
(RL,Nn )1,4(R
L,N
n )2,3 − (RL,Nn )1,3(RL,Nn )2,4
]
,
WN,Nn = ζ
N
0
[
(RL,Nn )1,3(R
L,N
n )2,2 − (RL,Nn )1,2(RL,Nn )2,3
(RL,Nn )1,4(R
L,N
n )2,3 − (RL,Nn )1,3(RL,Nn )2,4
]
,
WM,Mn = ζ
M
0
[
(RMn )1,1
(RMn )1,2
]
.
(52)
Finally, from the expressions (52) for the ESC, we conclude that in order to construct an
ESC-vanishing structure, it suffices to look for the parameters λℓ, µℓ, and ρℓ, for ℓ = 1, · · · ,L,
from the nonlinear algebraic equations
(RMn )1,1 = 0 and (R
L,N
n )p,q = 0, ∀p, q = 1, 2, n ∈ N.
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5 Nearly ESC-Vanishing Structures and Enhancement of
the Near-Cloaking
In this section, we are interested in a nearly ESC-vanishing structure of order K ∈ N at low
frequencies in order to construct an effective near-elastic cloaking device. Precisely, we would
like to design (λ, µ, ρ) such that
W ,
′
n [λ, µ, ρ, ǫω] = o(ǫ
2K+2), ∀ , ′ = L,M,N,
for all n ≤ K and ǫ ≤ ǫ0 for some ǫ0 ∈ R+. Towards this end, we will first perform a low-
frequency asymptotic analysis of the ESC. Then, we will explain the idea of enhancing the
capabilities of near-cloaking devices using the concept of nearly ESC-vanishing structures at
low-frequencies.
5.1 Low-Frequency Behavior of ESC
Let us first derive an asymptotic expansion of the entries of RL,Nn [λ, µ, ρ, τ ] and R
M
n [λ, µ, ρ, τ ]
where τ = ǫω. Towards this end, let us recall the series expansions of the spherical Bessel
functions of the first and second kinds (see, e.g., [22, Eqs. 9.39-9.40]),
jn(τ) =
∞∑
k=0
(−1)kτn+2k
2kk!1 · 3 · · · (2n+ 2k + 1) ,
yn(τ) = − (2n)!
2nn!
∞∑
k=0
(−1)kτ2k−n−1
2kk!(−2n+ 1)(−2n+ 3) · · · (−2n+ 2k + 1) .
If we use the notation
k!! =

k · (k − 2) · · · 3 · 1 if k > 0 is odd,
k · (k − 2) · · · 4 · 2 if k > 0 is even,
1 if k = −1, 0,
then
jn(τ) =
τn
(2n+ 1)!!
(1 + o(τ)), for τ ≪ 1, (53)
yn(τ) = ((2n− 1)!!)τ−n−1(1 + o(τ)), for τ ≫ 1. (54)
Based on the behavior of the spherical Bessel functions (53)-(54), the following result holds.
Refer to Appendix D for a sketch of the proof.
Lemma 5.1. Let K ∈ N be fixed, n ∈ N be such that n ≤ K, and p, q = 1, · · · , 4. Then, there
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exist functions fMn,k, g
M
n,k, f
L,N
n,k,p,q, and g
L,N
n,k,p,q independent of τ such that, as τ = ǫω → 0,
(RMn )1,1[τ ] = τ
n
(
K−n∑
k=0
fMn,k(λ, µ, ρ)τ
2k + o(τ2K−2n)
)
,
(RMn )1,2[τ ] = τ
−n−1
(
K−n∑
k=0
gMn,k(λ, µ, ρ)τ
2k + o(τ2K−2n)
)
,
(RL,Nn )p,q[τ ] = τ
n−1
(
K−n∑
k=0
fL,Nn,k,p,q(λ, µ, ρ)τ
2k + o(τ2K−2n)
)
, q = 1, 2,
(RL,Nn )p,q[τ ] = τ
−n−2
(
K−n∑
k=0
gL,Nn,k,p,q(λ, µ, ρ)τ
2k + o(τ2K−2n)
)
, q = 3, 4.
(55)
Let us assume that for any (λ, µ, ρ),
gMn,0(λ, µ, ρ) 6= 0 and gL,Nn,0,p,q(λ, µ, ρ) 6= 0, ∀p, q = 3, 4,
where the functions gMn,0 and g
L,N
n,0,k,l are given in Lemma 5.1. Then, the following result can be
easily verified using simple algebra.
Theorem 5.2. Let K ∈ N be fixed and n ∈ N be such that n ≤ K. Then, there exist functions
W ,
′
n,k [λ, µ, ρ] and W
M,M
n,k [λ, µ, ρ] independent of τ for 0 ≤ k ≤ K − n such that, as τ = ǫω → 0,
W ,
′
n [λ, µ, ρ, τ ] = τ
2n
K−n∑
k=0
W ,
′
n,k [λ, µ, ρ]τ
2p + o(τ2K ),
WM,Mn [λ, µ, ρ, τ ] = τ
2n
K−n∑
p=0
WM,Mn,k [λ, µ, ρ]τ
2k + o(τ2K), , ′ = L,N.
Notice that, thanks to Lemma 3.2, we have∣∣∣W ,′n [λ, µ, ρ, ǫω]∣∣∣ ≤ C2n−2n2n−2 ǫ2n−2, ∀, ′ = L,N or  = ′ =M,
for all n ∈ N. Hence, if we can find a structure (λ, µ, ρ) at low frequencies such that the
coefficients
WL,Ln,k = W
N,L
n,k = W
N,N
n,k =W
L,N
n,k =W
M,M
n,k = 0,
for all 0 ≤ n ≤ K and 0 ≤ k ≤ (K − n), then
W ,
′
n [λ, µ, ρ, ǫω] = o(ǫ
2K−2), , ′ = L,N,
WM,Mn [λ, µ, ρ, ǫω] = o(ǫ
2K−2),
for all ǫ ≤ ǫ0 for some ǫ0 ∈ R+ thanks to Theorem 5.2. In that case, the far-field signature
of the core is also of order o(ǫ2K−2) for all ǫ ≤ ǫ0. For example, consider an incident wave
qeικSx·d given by (20). Then, the scattering amplitudes, defined in (28), satisfy
u∞P [λ, µ, ρ, ǫω] = o(ǫ
2K−2) and u∞S [λ, µ, ρ, ǫω] = o(ǫ
2K−2),
for all ǫ ≤ ǫ0 thanks to Proposition 3.4. Hence, the application of the nearly ESC-vanishing
structure can effectively reduce the visibility of the scattering signature of an object.
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5.2 Enhancement of Near-Cloaking in Elasticity
In this section, we combine the transformation-elastodynamic and the ESC-vanishing structures
to enhance the performance of near-elastic cloaking procedures. Let us first briefly review the
transformation-elastodynamics and recall the following Lemma from [16].
Lemma 5.3. Let x˜ = (x˜1, x˜2, x˜3) = F : R3 → R3 be an orientation-preserving bi-Lipschitz
continuous diffeomorphism such that F = I for |x| large enough, where I is the identity map.
Then, u ∈ H1(R3) is a solution to{
∇ · (C : ∇u) + ω2ρu = 0, in R3,
u− uinc satisfies Kupradze’s radiation condition,
if and only if u˜(y˜) = u ◦ F−1(y˜) ∈ H1(R3) is a solution to{
∇˜ · (C˜ : ∇˜u˜) + ω2ρ˜u˜ = 0, in R3,
u˜− u˜inc satisfies Kupradze’s radiation condition,
where ∇˜ := ∇x˜ and u˜inc := uinc(F−1)(y˜). Here, the transformed stiffness tensor and the
volume density are given by C˜ =
(
C˜ijkl(x˜)
)3
i,j,k,l=1
= F∗C with M = (∂x˜i/∂xj)3i,j=1 and
C˜ijkl(x˜) =
1
det(M)
(
3∑
p,q=1
Cipkq
∂x˜j
∂xp
∂x˜l
∂xq
)∣∣∣∣∣
x=F−1(y˜)
,
ρ˜ = F∗ρ =
(
ρ
det(M)
)∣∣∣∣
x=F−1(y˜)
.
Hence,
u∞α [C, ρ, ω] = u˜
∞
α [F∗C,F∗ρ, ω], α = P, S.
In order to apply transformation-elastodynamics, we need to find the scattering amplitudes
corresponding to the material parameters beforehand. Towards this end, we introduce the
scaling function
ψ1/ǫ : R
3 → R3, x 7→ x/ǫ,
for transforming the small parameter ǫ. Our aim is to obtain the following relation between
two scattering amplitudes corresponding to different scaled material parameters and frequency.
Consider u as a solution to
∇ · (C : ∇u(x)) + ω2ρu(x) = 0, for x ∈ R3 \Bǫ(0),
T[u](x) = 0, on ∂Bǫ(0),
(u − uinc)(x) satisfies the Kupradze’s radiation condition,
where the incident wave is uinc = qeικSx·d given in (20). Here, Bǫ(0) denotes the ball centered
at origin and of radius ǫ. Let y = x/ǫ and define
u˜(y) :=
(
u ◦ ψ−11/ǫ
)
(y) = (u ◦ ψǫ)(y),
u˜inc(y) :=
(
uinc ◦ ψ−11/ǫ
)
(y) = (uinc ◦ ψǫ)(y),
T[u˜](y) := λ
(∇˜ · u˜(y))ν˜ + µ(∇˜u˜(y) + ∇˜u˜⊤(y))ν˜.
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Then, the scattering amplitudes are given by
(u− uinc)(x) ∼ e
ικP |x|
κP |x| u
∞
P [C ◦ ψ1/ǫ, ρ ◦ ψ1/ǫ, ǫω](xˆ)
+
eικS|x|
κS |x| u
∞
S [C ◦ ψ1/ǫ, ρ ◦ ψ1/ǫ, ǫω](xˆ), as |x| → ∞,
(u˜− u˜inc)(y) ∼ e
ικP |y|
κP |y| u
∞
P [C, ρ, ǫω](yˆ) +
eικS|y|
κS |y| u
∞
S [C, ρ, ǫω](yˆ), as |y| → ∞.
Since (u− uinc)(x) and (u˜ − u˜inc)(y) should coincide, we have
u∞α [C ◦ ψ1/ǫx, ρ ◦ ψ1/ǫ(x), ω] = u∞α [C, ρ, ǫω], α = P, S.
Suppose that (λ, µ, ρ) is an ESC-vanishing structure of order K at low frequencies ǫω for all
ǫ < ǫ0 for some ǫ0. Then, we have
u∞P [C ◦ ψ1/ǫ(x), ρ ◦ ψ1/ǫ(x), ω] = o(ǫ2K−2) = u∞S [C ◦ ψ1/ǫx, ρ ◦ ψ1/ǫx, ω], (56)
and the diffeomorphism Fǫ is defined by
Fǫ(x) :=

x, for |x| ≥ 2,(
3− 4ǫ
2(1− ǫ) +
|x|
4(1− ǫ)
)
x
|x| , for 2ǫ ≤ |x| ≤ 2,(
1
2
+
|x|
2ǫ
)
x
|x| , for ǫ ≤ |x| ≤ 2ǫ,
x
ǫ
, for |x| ≤ ǫ.
Therefore, estimate (56), Proposition 5.2, and Lemma 5.3 yield the following key result of this
paper.
Theorem 5.4. If (λ, µ, ρ) is a nearly ESC-vanishing structure of order K at low frequencies
then there exists ǫ0 ∈ R+ such that, for all ǫ ≤ ǫ0,
u∞
[
(Fǫ)∗
(
C ◦ ψ1/ǫ(x)
)
, (Fǫ)∗
(
ρ ◦ ψ1/ǫ(x)
)
, ω
]
= o(ǫ2K−2).
6 Conclusion
We have designed a new near-cloaking structure at a fixed frequency that enhanced the invisibil-
ity effect based on the scheme of vanishing scattering coefficients to elastic scattering problems
in three-dimensions. We have achieved a cloaking effect for an arbitrary elastic object inside
the cloaked region with approximately zero scattering amplitudes. Such a cloaking device is ob-
tained by using the transformation-elastodynamics approach of a multi-layered inclusion with
a traction-free boundary condition. The cloaking effect for the Lame´ system is significantly
enhanced by the proposed near cloaking structures.
A Proof of Theorem 3.3
Let us first introduce some notation. For all functions v,w ∈ H3/2(D)3 and a, b ∈ R, we define
the quadratic form
〈v,w〉a,bD :=
ˆ
D
[
a(∇ · v)(∇ ·w) + b
2
(∇v +∇v⊤) : (∇w +∇w⊤)
]
dx.
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Here, by slight abuse of notation, we use ‘:’ for denoting the matrix contraction, i.e., A : B :=∑
i,j aijbij for all matrices A = (aij) and B = (bij) having the same dimensions. From the
definition, we know that
ˆ
∂D
v ·Ta,b[w]dσ(x) =
ˆ
D
v · La,b[w]dx+ 〈v,w〉a,bD , (57)
where Ta,b is the surface traction defined in terms of parameters a, b. If w solves the Lame´
system La,b[w] + cω2w = 0, for some c ∈ R+, then
ˆ
∂D
v ·Ta,b[w]dσ(x) = −cω2
ˆ
∂D
v ·wdx+ 〈v,w〉a,bD ,
and hence from (57), we have
ˆ
∂D
v ·Ta,b[w]dσ(x) =
ˆ
∂D
Ta,b[v] ·wdσ(x) − cω2
ˆ
∂D
v ·wdx−
ˆ
D
La,b[v] ·wdx. (58)
In addition, if v is a solution of La,b[v] + cω2v = 0 then
ˆ
∂D
v ·Ta,b[w]dσ(x) =
ˆ
∂D
Ta,b[v] ·wdσ(x). (59)
Henceforth, we use the notation
ηL :=
µ0
µ1 − µ0 ,
η˜L :=
µ1
µ1 − µ0 ,
ηM = ηN :=
3λ0 + 2µ0
3(λ1 − λ0) + 2(µ1 − µ0) ,
η˜M = η˜N :=
3λ1 + 2µ1
3(λ1 − λ0) + 2(µ1 − µ0) .
Let (ϕnm,ψ

nm) and (ϕ
′
kl,ψ
′
kl) be, respectively, the solutions to
S˜ωD[ϕnm]− SωD[ψnm] = Jnm
∣∣
∂D
,
T˜
[S˜ωD[ϕnm]]∣∣∣
−
−T [SωD[ψnm]]
∣∣∣
+
= T [Jnm]
∣∣∣
∂D
,
(60)
and
S˜ωD[ϕ
′
kl]− SωD[ψ
′
kl] = J
′
kl
∣∣
∂D
,
T˜
[
S˜ωD[ϕ
′
kl]
] ∣∣∣
−
−T
[
SωD[ψ
′
kl]
] ∣∣∣
+
= T
[
J
′
kl
] ∣∣∣
∂D
.
(61)
Thanks to jump conditions (10), the scattering coefficients W ,
′
(n,m),(k,l) can be expressed as
W ,
′
(n,m),(k,l) =
ˆ
∂D
J

nm ·ϕ
′
kldσ(x)
=
ˆ
∂D
J

nm ·
[
T
[
SωD[ϕ
′
kl]
]∣∣∣
+
−T
[
SωD[ϕ
′
kl]
]∣∣∣
−
]
dσ(x). (62)
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Using (61) in (62) and then invoking (58)-(59), one gets
W ,
′
(n,m),(k,l) =−
ˆ
∂D
J

nm ·T
[
J
′
kl
]
dσ(x)
+
ˆ
∂D
J

nm ·
[
T˜
[
S˜ωD[ψ
′
kl]
] ∣∣∣
−
−T
[
SωD[ϕ
′
kl]
] ∣∣∣
+
]
dσ(x),
or equivalently
W ,
′
(n,m),(k,l) =−
ˆ
∂D
J

nm ·T
[
J
′
kl
]
dσ(x)
+
ˆ
∂D
[
T˜
[
J

nm
]
· S˜ωD[ψ
′
kl]−T
[
J

nm
]
· SωD[ψ
′
kl]
]
dσ(x)
− ρ1ω2
ˆ
D
J

nm · S˜ωD[ψ
′
kl]dx−
ˆ
D
Lλ1,µ1 [Jnm] · S˜ωD[ψ
′
kl]dx.
Invoking the first equation of (61), this leads to
W ,
′
(n,m),(k,l) =−
ˆ
∂D
J

nm ·T
[
J
′
kl
]
dσ(x) +
ˆ
∂D
T˜
[
J

nm
]
· S˜ωD[ψ
′
kl]dσ(x)
−
ˆ
∂D
T
[
J

nm
]
· S˜ωD[ψ
′
kl]dσ(x) +
ˆ
∂D
T
[
J

nm
]
· J′kldσ(x)
− ρ1ω2
ˆ
D
J

nm · S˜ωD[ψ
′
kl]dx−
ˆ
D
Lλ1,µ1 [Jnm] · S˜ωD[ψ
′
kl]dx.
Note that the first term and the fourth term on the right hand side of the above equation cancel
out each other thanks to (59). Therefore,
W ,
′
(n,m),(k,l) =
ˆ
∂D
[
T˜
[
J

nm
]
−T
[
J

nm
]]
· S˜ωD[ψ
′
kl]dσ(x)
− ρ1ω2
ˆ
D
J

nm · S˜ωD[ψ
′
kl]dx−
ˆ
D
Lλ1,µ1 [Jnm] · S˜ωD[ψ
′
kl]dx. (63)
Remark that, by the definition of the surface traction operator and the spherical wave
functions Jnm, it can be derived after fairly easy manipulations that
T˜
[
J

nm
]
−T
[
J

nm
]
=
1
η
T
[
J

nm
]
and T˜
[
J

nm
]
−T
[
J

nm
]
=
1
η˜
T˜
[
J

nm
]
. (64)
Therefore, using Eq. (58) and the second relation from (64), one gets
η˜W
,′
(n,m),(k,l) =
ˆ
∂D
T˜ [Jnm] · S˜ωD[ψ
′
kl]dσ(x)− η˜ρ1ω2
ˆ
D
J

nm · S˜ωD[ψ
′
kl]dx
− η˜
ˆ
D
Lλ1,µ1 [Jnm] · S˜ωD[ψ
′
kl]dx
=
ˆ
∂D
J

nm · T˜
[
S˜ωD[ψ
′
kl]
] ∣∣∣
−
dσ(x) + (1− η˜)ρ1ω2
ˆ
D
J

nm · S˜ωD[ψ
′
kl]dx
+ (1− η˜)
ˆ
D
Lλ1,µ1 [Jnm] · S˜ωD[ψ
′
kl]dx.
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This, together with (60)-(61), renders
η˜W
,′
(n,m),(k,l) =
ˆ
∂D
S˜ωD[ψnm] · T˜
[
S˜ωD[ψ
′
kl]
] ∣∣
−
dσ(x) −
ˆ
∂D
S˜ωD[ϕnm] ·T
[
S˜ωD[ϕ
′
kl]
] ∣∣
+
dσ(x)
−
ˆ
∂D
S˜ωD[ϕnm] ·T
[
J
′
kl
]
dσ(x)dσ(x) + (1− η˜)ρ1ω2
ˆ
D
J

nm · S˜ωD[ψ
′
kl]dx
+ (1− η˜)
ˆ
D
Lλ1,µ1 [Jnm] · S˜ωD[ψ
′
kl]dx. (65)
Similarly, on substituting the first relation from (64) into (63) and using the first equation
of (61), we arrive at
ηW
,′
(n,m),(k,l) =
ˆ
∂D
T
[
J

nm
]
· S˜ωD[ψ
′
kl]dσ(x) − ηρ1ω2
ˆ
D
J

nm · S˜ωD[ψ
′
kl]dx
− η
ˆ
D
Lλ1,µ1 [Jnm] · S˜ωD[ψ
′
kl]dx
=
ˆ
∂D
T
[
J

nm
]
· SωD[ψ
′
kl]dσ(x) +
ˆ
∂D
T
[
J

nm
]
· J′kldσ(x)
− ηρ1ω2
ˆ
D
J

nm · S˜ωD[ψ
′
kl]dx− η
ˆ
D
Lλ1,µ1 [Jnm] · S˜ωD[ψ
′
kl]dx. (66)
Finally, subtracting (66) from (65) and noting that η˜ − η = 1, we get
W ,
′
(n,m),(k,l) =
ˆ
∂D
S˜ωD[ψnm] · T˜
[
S˜ωD[ψ
′
kl]
] ∣∣
−
dσ(x)−
ˆ
∂D
SωD[ϕnm] ·T
[
SωD[ϕ
′
kl]
]
|+dσ(x)
−
ˆ
∂D
SωD[ϕnm] ·T
[
J
′
kl
]
dσ(x) −
ˆ
∂D
T
[
J

nm
]
· SωD[ϕ
′
kl]dσ(x)
−
ˆ
∂D
T
[
J

nm
]
· J′kldσ(x). (67)
By proceeding in the same fashion as above, W 
′,
(n,m),(k,l) can be expressed as
W 
′,
(k,l),(n,m) =
ˆ
∂D
S˜ωD[ψ
′
kl] · T˜
[
S˜ωD[ψnm]
] ∣∣
−
dσ(x)−
ˆ
∂D
SωD[ϕ
′
kl] ·T [SωD[ϕnm]]
∣∣
+
dσ(x)
−
ˆ
∂D
SωD[ϕ
′
kl] ·T [Jnm] dσ(x) −
ˆ
∂D
T
[
J
′
kl
]
· SωD[ϕnm]dσ(x)
−
ˆ
∂D
T
[
J
′
kl
]
· Jnmdσ(x),
or equivalently,
W 
′,
(k,l),(n,m) =
ˆ
∂D
T˜
[
S˜ωD[ψkl]
] ∣∣
−
· S˜ωD[ψnm]dσ(x)
−
ˆ
∂D
T
[
SωD[ϕ
′
kl]
] ∣∣
+
· SωD[ϕnm]dσ(x) −
ˆ
∂D
SωD[ϕ
′
kl] ·T [Jnm] dσ(x)
−
ˆ
∂D
T
[
J
′
kl
]
· SωD[ϕnm]dσ(x) −
ˆ
∂D
J

kl ·T
[
J
′
nm
]
dσ(x). (68)
The proof is completed by taking complex conjugate of expression (68) and comparing the
result with equation (67).
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B Surface Tractions of Multipole Elastic Fields
In spherical coordinate system, one can use vector spherical harmonics to get the surface trac-
tions [23, Eq. 13.3.78, p. 1872]
T[HLnm] =2µ0κP
{[(
n2 + n− κ
2
Sr
2
2
)
h
(1)
n (κP r)
(κP r)
2 − 2
((h
(1)
n (κP r))
′
κP r
]
Anm
+
[
h
(1)
n (κP r)
κP r
]′√
n(n+ 1)Bnm
}
,
T[HMnm] =µ0κS
√
n(n+ 1)
[(
h(1)n (κSr)
)′
− h
(1)
n (κSr)
κSr
]
Cnm,
T[HNnm] =2µ0κS
√
n(n+ 1)
{[
h
(1)
n (κSr)
κSr
]′
n(n+ 1)Anm
+
[(
n2 + n− 1− κ
2
Sr
2
2
)
h
(1)
n (κSr)
(κSr)2
− (h
(1)
n )′(κSr)
κSr
]
Bnm
}
.
The surface traction of the interior multipole elastic fields J can be obtained by replacing h
(1)
n
with jn.
C Expressions of Sub-Matrices
Let [PL,Nn ]ℓ be defined by
(
[PL,Nn ]ℓ(r)
)
pq
:=
(
PL,Nℓ,n
)
p,q
(r), for all p, q = 1, · · · , 4. Then, the
elements (PL,Nℓ,n )p,q are given by
(PL,Nℓ,n )1,1(r) = (jn)
′(κP,ℓr), (P
L,N
ℓ,n )1,2(r) =
n(n+ 1)
κS,ℓr
jn(κS,ℓr),
(PL,Nℓ,n )2,1(r) =
jn(κP,ℓr)
κP,ℓr
, (PL,Nℓ,n )2,2(r) =
Jn(κS,ℓr)
κS,ℓr
,
(PL,Nℓ,n )3,1(r) = µℓκP,ℓ
[(
n2 + n− (κS,ℓr)
2
2
)
jn(κP,ℓr)
(κP,ℓr)
2 −
2(jn)
′(κP,ℓrℓ)
κP,ℓr
]
,
(PL,Nℓ,n )3,2(r) = µℓκS,ℓ
[
jn(κS,ℓr)
κS,ℓr
]′√
n(n+ 1),
(PL,Nℓ,n )4,1(r) = µℓκP,ℓ
[
jn(κP,ℓr)
κP,ℓr
]′√
n(n+ 1),
(PL,Nℓ,n )4,2(r) = µℓκS,ℓ
[(
n2 + n− 1− (κS,ℓr)
2
2
)
jn(κS,ℓr)
(κS,ℓr)
2 −
(jn)
′(κS,ℓr)
κS,ℓr
]
,
whereas (PL,Nℓ,n )p,q, for p = 1, · · · , 4, and q = 3, 4, can be defined by replacing the Bessel
functions jn in (P
L,N
ℓ,n )p,q−2 with Hankel functions h
(1)
n .
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Similarly, if we define the sub-matrix [PMn ]ℓ by
(
[PMn ]ℓ(r)
)
pq
:= (PMℓ,n)p,q(r), for all p, q =
1, · · · , 4, then the elements (PMℓ,n)p,q are given by
(PMℓ,n)1,1(r) = jn(κS,ℓr),
(PMℓ,n)1,2(r) = h
(1)
n (κS,ℓr),
(PMℓ,n)2,1(r) = µℓκS,ℓ
[
(jn)
′
(κS,ℓr) − jn (κS,ℓr)
κS,ℓr
]
,
(PMℓ,n)2,2(r) = µℓκS,ℓ
[(
h(1)n
)′
(κS,ℓr) − h
(1)
n (κS,ℓr)
κS,ℓr
]
.
Let the matrix [QL,Nn ]L be given by
(
[QL,Nn ]L
)
pq
=
(
QL,N
L,n
)
p,q
, for all p, q = 1, · · · , 4. Then,
(QL,N
L,n )1,1 =
(
n2 + n− 1
2
κ2S,L
)
jn(κP,L)
κP,L
− 2(jn)′(κP,L),
(QL,N
L,n )1,2 =κS,L
[
jn(κS,L)
κS,L
]′√
n(n+ 1),
(QL,N
L,n )2,1 =κP,L
[
jn(κP,L)
κP,L
]′√
n(n+ 1),
(QL,N
L,n )2,2 =
(
n2 + n− 1− 1
2
κ2S,L
)
jn(κS,L)
κS,L
− (jn)′(κS,L),
(QL,N
L,n )p,q =0, p = 3, 4 and q = 1, · · · , 4,
and (QL,N
L,n )p,q, for p = 1, 2 and q = 3, 4, can be defined by replacing jn in (Q
L,N
L,n )p,q−2 with
h
(1)
n . Finally, the matrix [QMn ]L is given by
[QMn ]L =
κS,L(jn)′(κS,L)− jn(κS,L) κS,L
(
h
(1)
n
)′
(κS,L)− h(1)n (κS,L)
0 0
 .
D Proof of Lemma 5.1
We provide a sketch of the proof of Lemma 5.1 here. Towards this end, we first study the
low-frequency behavior of sub-matrices [PL,Nn ]L, [P
M
n ]L, [Q
L,N
n ]L, and [Q
M
n ]L. To facilitate the
ensuing analysis, we introduce the shorthand notation φn = (2n − 1)!!, and tα,ℓ = 1/cα,ℓ, for
α = P, S, so that ǫκα,ℓ = τtα,ℓ.
Thanks to the behavior of first and second kind Bessel functions for small inputs as described
in (53) - (54), the entries of the matrices [QL,Nn ]L become
(QL,N
L,n )1,1 =
n(n− 1)(tP,L)n−1
φn+1
τn−1 + o(τn−1),
(QL,N
L,n )1,2 =
√
n(n+ 1)(n− 1)(tS,L)n−1
φn+1
τn−1 + o(τn−1),
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(QL,N
L,n )1,3 = −
ιφ(n)(n + 1)(n+ 2)
(tP,L)
n+2 τ
−n−2 + o(τ−n−2),
(QL,N
L,n )1,4 =
ιφ(n)
√
n(n+ 1)(n+ 2)
(tS,L)
n+2 τ
−n−2 + o(τ−n−2),
(QL,N
L,n )2,1 =
√
n(n+ 1)(n− 1)(tP,L)n−1
φn+1
τn−1 + o(τn−1),
(QL,N
L,n )2,2 =
n2(tS,L)
n−1
φn+1
τn−1 + o(τn−1),
(QL,N
L,n )2,3 =
ιφ(n)
√
n(n+ 1)(n+ 2)
(tP,L)
n+2 τ
−n−2 + o(τ−n−2),
(QL,N
L,n )2,4 = −
ιφ(n)(n + 1)2
(tS,L)
n+2 τ
−n−2 + o(τ−n−2).
Similarly, the entries of [PL,Nn ]ℓ become
(PL,Nℓ,n )1,1 =
n(tP,ℓrℓ)
n−1
φn+1
τn−1 + o(τn−1),
(PL,Nℓ,n )1,2 =
n(n+ 1)(tS,ℓrℓ)
n−1
φn+1
τn−1 + o(τn−1),
(PL,Nℓ,n )1,3 =
ιφ(n)(n + 1)
(tP,ℓrℓ)
n+2 τ
−n−2 + o(τ−n−2),
(PL,Nℓ,n )1,4 = −
ιn(n+ 1)φ(n)
(tS,ℓrℓ)
n+2 τ
−n−2 + o(τ−n−2),
(PL,Nℓ,n )2,1 =
(tP,ℓrℓ)
n−1
φn+1
τn−1 + o(τn−1),
(PL,Nℓ,n )2,2 =
(n+ 1)(tS,ℓrℓ)
n−1
φn+1
τn−1 + o(τn−1),
(PL,Nℓ,n )2,3 = −
ιφ(n)
(tP,ℓrℓ)
n+2 τ
−n−2 + o(τ−n−2),
(PL,Nℓ,n )2,4 = −
ιφ(n)n
(tS,ℓrℓ)
n+2 τ
−n−2 + o(τ−n−2),
(PL,Nℓ,n )3,1 =
µℓn(n− 1)(tP,ℓrℓ)n−1
rℓφn+1
τn−1 + o(τn−1),
(PL,Nℓ,n )3,2 =
µℓ
√
n(n+ 1)(n− 1)(tS,ℓrℓ)n−1
rℓφn+1
τn−1 + o(τn−1),
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(PL,Nℓ,n )3,3 = −
ιµℓφ(n)(n
2 + 3n+ 2)
rℓ(tP,ℓrℓ)
n+2 τ
−n−2 + o(τ−n−2),
(PL,Nℓ,n )3,4 =
ιµℓφ(n)
√
n(n+ 1)(n+ 2)
rℓ(tS,ℓrℓ)
n+2 τ
−n−2 + o(τ−n−2),
(PL,Nℓ,n )4,1 =
µℓ
√
n(n+ 1)(n− 1)(tP,ℓrℓ)n−1
rℓφn+1
τn−1 + o(τn−1),
(PL,Nℓ,n )4,2 =
µℓn
2(tS,ℓrℓ)
n−1
rℓφn+1
τn−1 + o(τn−1),
(PL,Nℓ,n )4,3 =
ιµℓφ(n)
√
n(n+ 1)(n+ 2)
rℓ(tP,ℓrℓ)
n+2 τ
−n−2 + o(τ−n−2),
(PL,Nℓ,n )4,4 = −
ιµℓφ(n)(n+ 1)
2
rℓ(tS,ℓrℓ)
n+2 τ
−n−2 + o(τ−n−2).
Note that
det
(
[PL,Nn ]ℓ
)
=
(µℓφ(n))
2
φ2n+1t
3
P,ℓt
3
S,ℓr
8
ℓ
τ−6
[
(−4n6 − 14n5 − 10n4 + 8n3 + 11n2 + 3n)
+
√
n(n+ 1)(2n5 + 9n4 + 8n3 − 4n2 − 5n− 1)
]
+ o(τ−6).
Therefore, the entries of matrix [PL,Nn ]
−1
ℓ [λ, µ, ρ, τ ] = (pi,j)
4
i,j=1 are given by
p1,q = (−1)q ξ1q(n)
(rℓtP,ℓ)n−1
τ−n+1 + o(τ−n+1), q = 1, 2,
p1,q = (−1)q ξ1q(n)rℓ
µℓ(rℓtP,ℓ)n−1
τ−n+1 + o(τ−n+1), q = 3, 4,
p2,q = (−1)q+1 ξ2q(n)
(rℓtS,ℓ)n−1
τ−n+1 + o(τ−n+1), q = 1, 2,
p2,q =
ξ2q(n)rℓ
µℓ(rℓtS,ℓ)n−1
τ−n+1 + o(τ−n+1), q = 3, 4,
p3,q = −ιξ3q(n)(rℓtP,ℓ)n+2τn+2 + o(τn+2), q = 1, 2,
p3,q = ιξ3q(n)
rℓ(rℓtP,ℓ)
n+2
µℓ
τn+2 + o(τn+2), q = 3, 4,
p4,q = (−1)qιξ4q(n)(rℓtS,ℓ)n+2τn+2 + o(τn+2), q = 1, 2,
p4,q = (−1)qιξ4q(n)rℓ(rℓtS,ℓ)
n+2
µℓ
τn+2 + o(τn+2), q = 3, 4,
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for some function (ξij(n))
4
i,j=1 of n, independent of τ .
Having obtained the low-frequency behavior of [PL,Nn ]
−1
ℓ [λ, µ, ρ, τ ] and [P
L,N
n ]ℓ−1[λ, µ, ρ, τ ],
one can obtain the behavior of the matrix [SL,Nn ]ℓ[λ, µ, ρ, τ ] := [P
L,N
n ]
−1
ℓ [P
L,N
n ]ℓ−1, for ℓ =
1, 2, · · · ,L. Indeed, if [SL,Nn ]ℓ is defined as
[SL,Nn ]ℓ[λ, µ, ρ, τ ] := (sp,q)
4
p,q=1 .
Then the entries of matrix [SL,Nn ]ℓ are given by
s1,1 =
(
tP,ℓ−1
tP,ℓ
)n−1
1
φn+1
(
− ξ11n+ ξ12 − ξ13
(
µℓ−1
µℓ
)
n(n− 1)
+ ξ14
(
µℓ−1
µℓ
)√
n(n+ 1)(n− 1)
)
(1 + o(1)),
s1,2 =
(
tS,ℓ−1
tP,ℓ
)n−1
1
φn+1
(
− ξ11n(n+ 1) + ξ12(n+ 1)− ξ13
(
µℓ−1
µℓ
)√
n(n+ 1)(n− 1)
+ ξ14
(
µℓ−1
µℓ
)
n2
)
(1 + o(1)),
s1,3 =
ιφ(n)
(rℓtP,ℓ)
n−1
(rℓtP,ℓ−1)
n+2
(
− ξ11(n+ 1) + ξ13
(
µℓ−1
µℓ
)
(n+ 1)(n+ 2)
− ξ12 + ξ14
(
µℓ−1
µℓ
)√
n(n+ 1)(n+ 2)
)
τ−2n−1(1 + o(1)),
s1,4 =
ιφ(n)
(rℓtP,ℓ)
n−1
(rℓtS,ℓ−1)
n+2
(
ξ11n(n+ 1)− ξ13
(
µℓ−1
µℓ
)√
n(n+ 1)(n+ 2)
− ξ12n− ξ14
(
µℓ−1
µℓ
)
(n+ 1)2
)
τ−2n−1(1 + o(1)),
s2,1 =
(
tP,ℓ−1
tS,ℓ
)n−1
1
φn+1
(
ξ21n− ξ22 − ξ23
(
µℓ−1
µℓ
)
n(n− 1)
+ ξ24
(
µℓ−1
µℓ
)√
n(n+ 1)(n− 1)
)
(1 + o(1)),
s2,2 =
(
tS,ℓ−1
tS,ℓ
)n−1
1
φn+1
(
ξ21n(n+ 1)− ξ22(n+ 1) + ξ23
(
µℓ−1
µℓ
)√
n(n+ 1)(n− 1)
+ ξ24
(
µℓ−1
µℓ
)
n2
)
(1 + o(1)),
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s2,3 =
ιφ(n)
(rℓtS,ℓ)
n−1(rℓtP,ℓ−1)
n+2
(
ξ21(n+ 1)− ξ23
(
µℓ−1
µℓ
)
(n+ 1)(n+ 2)
+ ξ22 + ξ24
(
µℓ−1
µℓ
)√
n(n+ 1)(n+ 2)
)
τ−2n−1(1 + o(1)),
s2,4 =
ιφ(n)
(rℓtS,ℓ)n−1(rℓtS,ℓ−1)
n+2
(
ξ22n+ ξ23
(
µℓ−1
µℓ
)√
n(n+ 1)(n+ 2)
− ξ21n(n+ 1)− ξ14
(
µℓ−1
µℓ
)
(n+ 1)2
)
τ−2n−1(1 + o(1)),
s3,1 =ι
(rℓtP,ℓ)
n+2
(rℓtP,ℓ−1)
n−1
φn+1
(
− ξ31n− ξ32 + ξ33
(
µℓ−1
µℓ
)
n(n− 1)
+ ξ34
(
µℓ−1
µℓ
)√
n(n+ 1)(n− 1)
)
τ2n+1(1 + o(1)),
s3,2 =ι
(rℓtP,ℓ)
n+2
(rℓtS,ℓ−1)
n−1
φn+1
(
− ξ31n(n+ 1)− ξ32(n+ 1)
+ ξ33
(
µℓ−1
µℓ
)√
n(n+ 1)(n− 1) + ξ34
(
µℓ−1
µℓ
)
n2
)
τ2n+1(1 + o(1)),
s3,3 =− φ(n)
(
tP,ℓ
tP,ℓ−1
)n+2(
− ξ31(n+ 1)− ξ33
(
µℓ−1
µℓ
)
(n+ 1)(n+ 2)
+ ξ32 + ξ34
(
µℓ−1
µℓ
)√
n(n+ 1)(n+ 2)
)
(1 + o(1)),
s3,4 =− φ(n)
(
tP,ℓ
tS,ℓ−1
)n+2(
ξ31n(n+ 1) + ξ32n+ ξ33
(
µℓ−1
µℓ
)√
n(n+ 1)(n+ 2)
− ξ34
(
µℓ−1
µℓ
)
(n+ 1)2
)
(1 + o(1)),
s4,1 =ι
(rℓtS,ℓ)
n+2
(rℓtP,ℓ−1)
n−1
φn+1
(
− ξ41n+ ξ42 + ξ43
(
µℓ−1
µℓ
)
n(n− 1)
+ ξ44
(
µℓ−1
µℓ
)√
n(n+ 1)(n− 1)
)
τ2n+1(1 + o(1)),
s4,2 =ι
(rℓtS,ℓ)
n+2(rℓtS,ℓ−1)
n−1
φn+1
(
− ξ41n(n+ 1) + ξ42(n+ 1)
+ ξ43
(
µℓ−1
µℓ
)√
n(n+ 1)(n− 1) + ξ44
(
µℓ−1
µℓ
)
n2
)
τ2n+1(1 + o(1)),
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s4,3 =− φ(n)
(
tS,ℓ
tP,ℓ−1
)n+2(
− ξ41(n+ 1)− ξ42 − ξ43
(
µℓ−1
µℓ
)
(n+ 1)(n+ 2)
+ ξ44
(
µℓ−1
µℓ
)√
n(n+ 1)(n+ 2)
)
(1 + o(1)),
s4,4 =− φ(n)
(
tS,ℓ
tS,ℓ−1
)n+2(
ξ41n(n+ 1)− ξ42n+ ξ43
(
µℓ−1
µℓ
)√
n(n+ 1)(n+ 2)
− ξ44
(
µℓ−1
µℓ
)
(n+ 1)2
)
(1 + o(1)).
Finally, using the asymptotic forms of the element of [PL,Nn ]L, [P
M
n ]L, [Q
L,N
n ]L, [Q
M
n ]L, and
[SL,Nn ]ℓ in (46), on can find the low-frequency behavior of the matrices R
M
n , R
L,N
n , expressed
in the required form (55). This completes the proof.
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