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Abstract-This paper presents an implementation of distributed discrete event simulation of Petri 
nets. We consider the conservative distributed simulation approach. A method is presented: 
. to use any local simulator of Petri nets based to handle local simulation, 
l to reduce the number of Null messages used to circumvent deadlocks which can occur in the 
conservative approach, 
. to detect and resolve deadlocks. 
1. INTRODUCTION 
The design of complex production systems is based on a hierarchical decomposition into several 
distinct levels as Flexible Manufacturing System (FMS). Five levels are usually considered [l]. 
long-term planning and management, 
short-term planning and shoploading, 
monitoring and real-time scheduling, 
coordination of subsets (cells), 
local machine control. 
It was shown in [2] that massive parallelism can be achieved in the simulation of a hierarchical 
system by dividing the simulation into several phases which correspond to simulating one level 
of hierarchy at a time. A logical process (LP) can be defined to simulate a given component 
of the system. Moreover, a level of the hierarchy can itself be simulated by a number of logical 
processes which will be dependent and will need to synchronize. 
Each level can be described by means of Petri nets. The approach of distributed simulation 
is to divide a general Petri net into several connected subnets. The rich and complex structure 
of Petri nets necessitates the development of an algorithm which can handle general forms of 
networks partitions [2]. 
This paper does not address the net partition issue, it assumes that this partition has been 
done. For some partition procedures see [3]. The subnets obtained from the partition interact 
by message passing. 
This paper deals with simulation of distributed Petri nets. Two basic methods have been 
proposed for implementing distributed discrete event simulation according to the type of syn- 
chronization between logical processes. 
The first method is referred to as optimistic method or time wrap. In this method, LPs 
synchronize by state savings and rollbacks when required [4,5]. 
The second method is known as conservative method [6]. It prevents out-of-order event process- 
ing by forcing an LP to wait whenever it is possible to receive a message with an earlier timestamp 
than the earliest message in its local event list. In this method, deadlocks can occur and Null 
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messages are used to circumvent the deadlock problem. The drawback of this solution to circum- 
vent deadlock problem is the great number of Null messages which can become quite extensive. 
In this paper, we consider the conservative method. 
A framework is presented on which distributed discrete event simulation can be built for distrib- 
uted Petri nets. Using the structural nature of Petri nets, we propose ways, based on prediction 
channel time, to reduce the number of Null messages required in this method. A distributed 
algorithm is presented to detect and resolve deadlocks. 
This paper is presented as follows. First, we give some definitions and assumptions; then we 
present distributed Petri nets and communication model; then we discuss prediction channel 
time. Finally, we analyze deadlocks and present an algorithm to detect them. 
2. DEFINITIONS AND ASSUMPTIONS 
Here are the definitions of terms used in the paper. 
The simulation time or Local Time (LT) is the time kept by a logical process specifying the 
time in real system that is being simulated. 
The Initiation Time (IT) is the time at which the process starts processing one message. 
Nezt Initiation Time (NIT) is the time at which a process completes processing a message and 
is able to accept another message. 
A Time Stamp (TS) is a time associated with a message; it gives the simulation time at which 
the receiving process has to process the message. It is also the local time at which the sending 
process has emitted the message. 
The Channel Time (CT) represents the timestamp of the last message received on that channel. 
The Next Channel Time (NCT) represents the earliest timestamp at which the next message 
is expected on the channel. 
We present now a number of assumptions for distributed simulation of Petri nets [7]. 
1. A bidirectional communication channel exists between any two logical processes when they 
must communicate. So each logical process has: 
- input channels to receive messages, 
- output channels to send messages. 
2. Messages arrive correctly ordered with respect to any input channel. That is, messages 
arrive at a channel in the same order as they were sent. They need not arrive in timestamp 
order if they arrive on different channels. 
3. Only one message is processed at a time. 
4. The simulation time is updated after a message is processed. Since a logical process can 
use more than one input channel, it is obvious that there exists a criterion to choose the 
message to be processed. The criterion is as follows. If all input channels of a process have 
at least one message available, then the one with the lowest timestamp can be processed 
and the simulation time becomes the value of the timestamp plus a delay introduced by 
the real system to perform the operation defined by the message. 
5. The send time of a message is also the receive time of that message at the destination 
process. 
6. The last message for a channel will contain a timestamp set to infinity. 
7. A null message (if any) is used to update the next channel time. A null message is a message 
that contains no real message content and has no analog in the real system being simulated; 
it is simply used to advance time within the system. The local time (LT) is not changed 
by the processing of null messages. 
8. Each logical process is a subnet of the global Petri nets. There is one logical process per 
processor. 
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3. DISTRIBUTED PETRI NETS [3] 
Distributed Petri nets can be obtained as follows. First, you divide a general Petri net into 
several subnets. Each subnet j is a Petri net which will be simulated by a logical process (LPj). 
Next, you have to synchronize existing subnets (Petri nets). In either case, transition firings in 
the subnets are simulated in parallel by the LP’s. Token moves among subnets are represented 
by messages transferred among logical processes (subnets). 
Since the subnets must communicate, we present here a Petri nets communication model [3,7,8]. 
There are two basic communication models according to the decomposition criteria of the general 
Petri nets. The first model is for synchronous communication. This model is based on splitting 
a transition between two subnets. The second model is for asynchronous communication. This 
model is based on splitting a place between two subnets [8]. 
We consider in this paper the asynchronous communication; thus, there are communication 
places between pairs of subnets which must communicate. These communication places will be 
considered for the receiving subnet as a source place and for the emitting subnet as a sink place. 
According to Petri nets model [8]: 
l Source places have only output transitions and can be associated to one or more sink places 
of the same subnet. With this restriction, a source place can be considered as an input 
channel. 
l Sink places have only input transitions and can be associated to only one source place in 
another subnet. A sink place can be viewed as the output channel. 
l If the sink place of a subnet is marked, this means that a message can be sent. And if a 
source place is marked, then a received message is available. The number of tokens in either 
place gives the number of messages. 
In our paper, we propose to add within each processor (or in parallel with each logical process) 
another Petri net with a place called potential deadlock place which will be inspected in the 
deadlock cycle detection. This approach has a great interest because the detection of deadlock 
can be carried independently in parallel with simulation running. 
We also propose to reduce each subnet by application of the place or transition substitution 
rules to obtain a reduced Petri net with only communication places and transitions. Each tran- 
sition of this Petri net is labeled with a value which is the length of the shortest path between 
pairs of sink places. We do not present here the reduction algorithm. Reduction rules of Petri 
nets are known, and Bako [7] presents an algorithm to evaluate this shortest path. In the case of 
Petri nets, this evaluation can be carried off line or dynamically. The structural nature of Petri 
nets facilitates this evaluation. We assume this evaluation available. 
This second proposition allows us to evaluate the channel time prediction. On the reduced 
Petri nets obtained, we can determine from each communication place the next communication 
place with the minimum time necessary between them. So when a message is to be sent, it can 
be associated with the earliest time of the next one. 
4. CHANNEL TIME PREDICTION AND NULL MESSAGE 
REDUCTION MECHANISM 
Usually in the conservative approach, when a message is sent to one output channel, Null 
messages are sent to all other output channels of the process. With the reduced Petri nets 
obtained, it is possible to evaluate the time a next message can be available, and it is obvious 
that we do not need to send a Null message each time. A management of channel time prediction 
leads to the reduction of Null messages. In the basic conservative method, the rules to choose 
the next message to process are as follows. 
(a) The message must be present on every receive channel. 
(b) The earliest message on the channel having the lowest channel time is the message to 
process. 
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(c) If some channel does not have a message, the process must wait for messages to arrive on 
all channels before it can proceed. 
When a message is sent on one output channel, Null messages are sent to all other output 
channels. 
In the approach proposed in this paper, we assume that each message is sent with three 
components: 
(a) the timestamp (TS), which is the emitter local time (LT); 
(b) the next channel time (NCT) which is the time the emitter expects to send another message. 
This NCT will be used for prediction as the earliest time the next message can arrive over 
that channel; 
(c) the contents of message itself. 
This predicted time is used as the channel time when the input channel is empty. The process 
waits for messages only if the channel having the lowest channel time does not have at least one 
message. This predicted mechanism reduced the number of Null messages because processes can 
proceed where the basic method would not allow them to do so. 
5. SIMULATION ALGORITHM 
This algorithm can be divided into three modules. 
l The first module updates the maximum value of the local time (LT) for the cycle according 
to the channel time. 
l The second module is the local Petri nets simulator. 
l The last module sends messages (with prediction time). 
There is another module independent from the previous modules. This module detects dead- 
locks. Any local Petri nets simulator using event list can be easily adapted. The main constraints 
are as follows. 
l The local time may never exceed a given maximum value. 
l The evolution of the local time may be compatible with that of other simulators. 
There is no other restriction with respect to the class of Petri nets simulated locally. Thus, it 
is possible to simulate systems decomposed in hierarchical levels and described by means of Petri 
nets of different classes according to the level. 
Let 
LTi be the local time of subnet i, 
LTimax be the maximum local time of subnet i for a cycle, 
ST, be the timestamp of a message of channel j, 
CTj be the channel time of channel j, 
NCTj be the next channel time of channel j. 
SIMULATION ALGORITHM FOR A SUBNET~. 
LTi :=0 ; LTimax :=0 ; 
for k:= 1 to number-of-input-channels 
begin 
STI, := 0 CT,, := 0; NCTk := 0; 
end 
while not end-simulation 
while (LTi =i LTimax) 
local-simulator( LTi , LTimax); 
(*LTi is update in the local-simulator*) 
endwhile 
if sink-places-marked then 
begin 
evaluate-and-send-normal-messages 
end 
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update_LTimax 
(*update_LTimax computes STk ,CTI, ,NCTk on all input channels and updates LTimax *) 
(* if for mink(STk , CTk , NCTk ) a message is available*) 
repeat 
deadlock-detection 
until message-available 
endwhile 
- the initiator 
if no_message_to_proceed then 
begin 
* send initiation-detection to the process associated with the input 
channel having the lowest next channel time (NCT). 
* wait the response 
if the-processisactive then 
wait-for-message 
begin 
(potential-deadlock ) 
wait_for_controlmessage 
send_idle-response_to_emitter 
if followermessage_withinitiator == myself then 
begin 
knotis_detected 
end 
end 
end 
- the receiver process 
* if receiver is active then 
send_active_response_to_emitter 
else 
begin 
send_idle-response_to_emitter 
send-follower_detectionmessage 
(* to the subnet associated with the input channel having the lowest next 
channel time*) 
end 
Figure 1. Deadlock Detection Algorithm. 
Figure 2. Deadlock detection Petri net. 
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6. DEADLOCK DETECTION 
We assume that there is no local deadlock which can be detected by the local simulator or by 
classical mathematic analysis of Petri nets. In our model, the distributed Petri nets consist of 
a set of subnets that communicate with one another via message passing. Each subnet is either 
active or idle. Only active subnets may send messages at any time to any process. An idle process 
waits for messages from a set of some of the processes, and may only be reactivated on receipt 
of a message from a process in the set. With respect to distributed simulation, the idle process 
waits for messages on the input channel having the lowest next channel time (NCT). Hence, it 
is possible to detect deadlock by simply checking if a number of idle processes forms a knot. 
The knot detection is based on the inspection of the potential deadlock place we have mentioned 
above. 
To handle the deadlock algorithm we have defined control messages which are only used by the 
Petri nets for deadlock detection and not by the local simulator. The structure of these messages 
is: 
_ type of message 
* deadlock detection initiation (called initiation-detection) 
* deadlock detection continue (called follower-detection) 
* response to deadlock detection (initiation/continue) (called response) 
_ source of message (initiator) 
(*set at the initiation of detection and copy for continue and response*) 
_ attribute of the message (Boolean) (initiator or follower) 
- state of the emitter subnet (Boolean) (active or idle) 
_ initiator’s local time 
(*set at the initiation of detection and copy for continue and response*) 
- LT = max( LT,LTi) (LT is the previous value, LTi is the local time of emitter) 
The deadlock detection algorithm is the implementation of the deadlock Petri net. The prin- 
ciple of the algorithm is described in Figure 2. 
7. CONCLUSION 
A method has been presented to build a framework implementing a distributed simulation 
of Petri nets. We have used the structure of Petri nets to evaluate the output channel time 
prediction, and therefore, reduce the number of Null messages. We have proposed a method 
which allows simplification of deadlock detection in a distributed Petri nets context. 
The issue of our contribution is: 
l to build the hole distributed Petri nets simulator, and 
l to extend the notion of reduced Petri nets to define the equivalent global state which can 
be used to compute checkpoints in a distributed Petri nets. 
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