Abstract. We study compact operators on the Bergman space of the Thullen domain defined by {(z 1 , z 2 ) ∈ C 2 : |z 1 | 2p + |z 2 | 2 < 1} with p > 0 and p = 1. The domain need not be smooth nor have a transitive automorphism group. We give a sufficient condition for the boundedness of various operators on the Bergman space. Under this boundedness condition, we characterize the compactness of operators on the Bergman space of the Thullen domain.
Introduction
Let Ω be a domain in complex Euclidean space C n and let dσ be the Lebesgue measure. We use the symbol ·, · and · to denote the inner product and the norm on L 2 (Ω):
(1.
2)
The Bergman projection P is the orthogonal projection from L 2 (Ω) onto A 2 (Ω), the closed subspace of square-integrable holomorphic functions on Ω. The kernel function associated to the projection P is called the Bergman kernel and is denoted by K Ω . For fixed z ∈ Ω, we use K z to denote the function K Ω (·;z) in A 2 (Ω) and use k z to denote the normalized kernel function
(Ω) be the multiplication operator by a. Then the operator T a := P M a is called the Toeplitz operator with symbol a. Let L(A 2 (Ω)) denote the space of bounded linear operators on A 2 (Ω). The Toeplitz algebra T L ∞ is the closed subalgebra of L(A 2 (Ω)) generated by Toeplitz operators with L ∞ symbols
where the closure is in the operator norm on A 2 (Ω). In a variety of classical function spaces, the compactness of a given operator can be determined by examining only its behavior on k z . A well-known result of Suárez [Sua07] showed that when Ω is the unit ball B n in C n , an operator T in L(A 2 (B n )) is compact if and only if T is in T L ∞ and lim z →1 T k z = 0. Suárez's results were later extended to various different function spaces and settings. Namely, the same results were shown to be true for the Bargmann-Fock space [BI12] , Bergman spaces on the disc and unit ball with classical weights [MSW13] , and the weighted Bergman spaces on the polydisc [MW14a] .
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By introducing the notion of the Bergman-type space, a unified approach to many of these results was given in [MW14b] . Among these results, one of the key properties been used was that the domain Ω has a transitive automorphism group. It is worth noting that using the∂-Neumann operator technique, versions of the Theorem 5.1 for T in some subalgebra of T L ∞ have also been proved on more general domains in C n . See for example [ČŞ13,ČŞZ17] . The Thullen domain we consider in this paper is defined by, U α = {z = (z 1 , z 2 ) ∈ C 2 : |z 1 | 2 α + |z 2 | 2 < 1}, where α > 0, α = 1.
(1.3)
In 1931, Thullen [Thu31] showed that the holomorphic automorphism ϕ on U α is of the form:
where |w| < 1 and θ 1 , θ 2 ∈ R. The same result was also obtained by Cartan [Car32] using the Lie group approach. It's easy to see from the formula that the holomorphic automorphism group on U α is not transitive. Therefore the Bergman space A 2 (U α ) does not fall into the category of Bergman-type spaces in [MW14b] . However, a suitable modification of the technique in [MW14b] will work to study compactness of operators on A 2 (U α ). The results in this paper are twofold. We give a sufficient condition for the boundedness of an operator whose adjoint and itself are defined a priori only on the linear span of the normalized reproducing kernels {k z }. See Theorem 3.1. As a consequence, sufficient conditions for the boundedness of Toeplitz operators and Hankel operators can be obtained. See Corollaries 3.2 and 3.3. Then under the same sufficient condition we characterize the compact operators. One of the main results (Theorem 5.3) in this paper shows that if the sufficient condition for the boundedness result is satisfied, then T is compact ⇐⇒ T k z tends to 0 as the point z approaches the boundary of U α .
As a consequence, we also have If T is a Toeplitz operator with a L ∞ symbol, then T is compact ⇐⇒ T k z → 0 as the point z approaches the boundary of U α .
See Corollary 5.2. In Section 2, we recall the explicit formula for the Bergman kernel function K U α on U α , and define two families of automorphisms {φ z 1 } and {ϕ z 2 } on U α . We collect some basic properties of these automorphisms and then give some key lemmas. Using these automorphisms, we state and prove the boundedness results in Section 3. In Section 4, we give a geometric decomposition of U α . See Proposition 4.1. With such a decomposition, we further show that an operator can be approximated by a series of compact operators. See Proposition 4.4. We state and prove the compactness results in Section 5. We give some remarks and possible directions to generalize our results in Section 6.
Preliminaries
From now on, we let U α be the domain Ω and let ·, · and · denote the corresponding L 2 inner product and L 2 norm respectively. We define the weighted measure dλ(w) on U α to be K w 2 dσ(w). Let D denote the unit disc in C. 
(2.3)
(1−|w 2 | 2 ) α ≃ 1 and
Similarly, we can obtain an estimate for the absolute value of K U α off the diagonal:
(2.5)
We will use these estimates to simplify the computations that involves K U α . As mentioned in Section 1, the holomorphic automorphism group on U α is not transitive. Still, for each point z in U α , an (in general not holomorphic) automorphism of U α that sends z to the origin can be constructed and used to estimate the Bergman kernel K U α (·;z). Our construction of such a mapping are as follows. For (z 1 , z 2 ) ∈ U α , we define two mappings ϕ z 2 and φ z 1 on U α :
For simplicity, we let φ (1) (w) and φ (2) (w) denote the first and second coordinates of φ z 1 (w). Then φ (2) (w) can also be expressed as 
An analogue of formula (2.9) is not true for φ z 2 in general since φ z 2 is not biholomorphic. Instead, we have the following estimate:
Lemma 2.1. Let z and w be in U α and let φ z 1 (w) be as in (2.7). Then
, we have
The second and the last approximation signs above hold by the fact that 1−r 2 1−r p ≃ 1 for any r ∈ [0, 1) and p > 0. Similarly, we obtain
(2.13) Applying (2.11) to the right hand side of (2.13) then yields:
We turn to compute Jφ z 1 (w). Since
Combining (2.14) and (2.15) gives the desired estimate (2.10):
We need a Forelli-Rudin type estimate on the domain U α . Such an estimate can be proved using the following lemma. See for example [Zhu05] .
Lemma 2.2. Let θ denote Lebesgue measure on the unit sphere
and let Here we state a Forelli-Rudin type estimate on U α :
Lemma 2.3. For ǫ 1 < α + 1, ǫ 2 < 1, ǫ 3 > 0, and z ∈ U α , let
(2.18)
Proof. We first transform I δ 1 ,δ 2 (z) into an integral on the polydisc D 2 :
We consider two cases: δ 1 ≥ 1, and
for some constant C 1 . Then substituting inequality (2.20) into (2.19) and applying Lemma 2.2 again yield
Substituting (2.21) into (2.19) yields:
Using polar coordinates t 2 = rη for r ∈ [0, 1) and η ∈ S 1 , we have
Applying Lemma 2.2 and the substitution s = r 2 to the inner integral gives
To obtain the boundedness results for the operators on A 2 (U α ), we also need Schur's lemma. See [Zhu05] for a proof.
Lemma 2.4 (Schur's Lemma). Let (X, µ) and (X, ν) be measure spaces, R(x, y) a nonnegative measurable function on X × X, 1 < p < ∞ and
Suppose h is a positive function on X that is measurable with respect to µ and ν and C p and C q are positive constants such that
A sufficient condition for the boundedness
In this section we give and prove a sufficient condition for the boundedness of various operators on the the Bergman space of the Thullen domain. See (3.3) and (3.4). These two inequalities are stronger conditions for L 2 boundedness. In fact, they imply the L p boundedness for a range of p. See the Remark after the proof of Theorem 3.1. As one will see soon, when the operator T is a Toeplitz operator with bounded symbol (Corollary 3.2), a Hankel operator with bounded symbol (Corollary 3.3), T satisfies this condition. We begin by defining two translation operators on L 2 (U α ) using ϕ z 2 and φ z 1 :
Here J is the holomorphic Jacobian determinant. Since ϕ z 2 is a biholomorphism on U α , the induced U z is an isometry on L 2 (U α ). Since φ (1) (w) is a holomorphic function and φ (2) (w) is holomorphic in w 2 , we have
Therefore the induced operator V z 1 is also an isometry on L 2 (U α ). 
Proof. Since the linear span of all normalized reproducing kernels is dense in A 2 (U α ) it suffices to show that T f ≤ f for all f that are in the linear span of the reproducing kernels. Note that for any such f we have
Then the L 2 regularity of R will imply the L 2 regularity of T . By Lemma 2.4, we need to prove that there exists an ǫ > 0 such that:
Here we give the proof for inequality (3.7). Inequality (3.8) follows by the same argument.
Substituting w = ϕ z 2 (t) into (3.9) yields
By Lemma 2.1, we have
Thus (3.12) becomes
(3.15)
Recall that U z f (w) = f (ϕ z 2 (w))Jϕ z 2 (w) and V z 1 f (w) = f (φ z 1 (w))Jφ z 1 (w). Then (3.15) can be expressed as follows:
Applying Hölder's inequality to (3.16) yields:
We claim by choosing appropriate p and ǫ, the integral in (3.17) is bounded as a function of z on U α . Substituting t = φ fα(z) (w) into (3.17) gives
(3.19)
By Lemma 2.3, the integral above is bounded for z ∈ U α if the following inequalities hold:
The last inequality is trivial. ). Therefore for z ∈ U α the following integral is bounded:
For such p and ǫ, we have
Similarly we obtain
Lemma 2.4 then implies that T can be extended to a bounded operator on
Remark. It is worth noting that when p > 4, the inequalities (3.26) and (3.27) hold for all ǫ ∈ (
). Using a variant of Schur's lemma in [EM16] , one can extend T to a bounded operator on
). Here we focus only on the L 2 -boundedness of T .
In the case when T in the above theorem is a Toeplitz operator or a Hankel operator, the conditions (3.3) and (3.4) have simpler forms. For the Toeplitz operator, we have the following corollary: Corollary 3.2. Let T u be a Toeplitz operator whose symbol u satisfies
Therefore, it is enough to show that
By the same argument as in the proof of Theorem 3.1, the integral on the left hand side above was controlled from above by
and by Lemma 2.4 the proof is complete. The biholomorphic transformation formula gives
(3.35)
Let φ (1) (w) denote the first coordinate of φ fα(z) (w). Note that φ (1) (w) is the Möbius map of w 1 that sends the origin to f α (z). Hence
(3.36)
(3.37)
Similarly, we treat the case of Hankel operators. Hankel operator 
A geometric decomposition of U α
A geometric decomposition of U α plays an important role in the proof the compactness theorem. Our decomposition result uses the Skwarczyński distance [Skw80] . We recall its definition here.
Let Ω be a bounded domain in C n and let K Ω be the Bergman kernel on Ω. Then the Skwarczyński distance d(·, ·) on Ω is defined by 
Remark. In general, if a metric space satisfies Proposition 4.1 and the constant N(r) above does not depend on r, i.e. N(r) 1, then the metric space is said to have finite asymptotic dimension in the sense of Gromov [Gro87] . The finiteness of the asymptotic dimension is satisfied for nice domains equipped with the Bergman metric such as the unit ball [Sua07] and polydisc [MW14a] in C n . We are able to show that Proposition 4.1 holds for the domain U α equipped with Skwarczynski distance. However the finiteness of the asymptotic dimension for the metric space (U α , d) is unclear to us.
the Skwarczyński distance d(z, w) = p(s(z, w)). Let D(z, r) denote the ball centered at point z of radius r under this metric. If the distance between z and w is fixed, then we simply use s to denote s(z, w) and use D(z, p(s)) to denote the ball D(z, r) with radius r = p(s).
The next lemma below shows that for any point z ∈ U α the image of the ball D(z, p(s)) under the mapping φ fα(z) •ϕ z 2 has a size that is comparable to the size of the ball D(0, p(cs β )) for some constants c, β > 0. (
Proof. Let z and w be two points in
is large when it compares to log 1−r 2 1−r 2 α for all r ∈ [0, 1). By the definition of s(·, ·),
By the definition of φ fα and ϕ z 2 , we have
Hence the inequality − log s(z, w) ≃ − log s(φ fα(z) • ϕ z 2 (w), 0) is proved. As a consequence, there exists constants C 1 , C 2 , a, and b such that
This inequality then implies Property (1) of Lemma 4.2
We turn to prove Property (1) of Lemma 4.2 by first showing that
For sufficiently small s, it is shown from above that there exists a constant C 2 > 0 and
We claim that
Hence there exists a constant c 1 (s) > 0, such that 1 −
Therefore, we conclude that
for some constant that depends only on s.
Starting with a constant
) and then a similar argument yields the inequality λ (D(z, p(s))) c(s)λ(D(0, p(C 1 s  a ) )).
The following well-known decomposition of a separable metric space in our proof of Proposition 4.1. The proof of this lemma can be found in [ARS06] . 
Proof of Proposition 4.1. We know that (U α , d) is a separable metric space. We choose s as in Lemma 4.2 and then r = p(s) will be close to 1. By Lemma 4.3, there is a collection of points {x j } ∈ U α and Borel sets
Let z = (z 1 , z 2 ), w = (w 1 , w 2 ), and t = (t 1 , t 2 ) be three points in U α such that the distances
We claim that d(z, t) < C(s) < 1. Then (4.8) holds. Note that the Skwarczyński distance is invariant under the holomorphic automorphism and ϕ z 2 sends (z 1 , z 2 ) to (f α (z), 0). It is enough to show that d(z, t) < C(r) when z = (z 1 , 0). For z = (z 1 , 0),
(4.9)
Similarly, we have
(4.10) and
(1−t 2w2 ) α | 3 .
(4.12)
By the triangle inequality of the Bergman distance on the unit disk, we have
Applying this inequality to (4.12) yields
(4.13)
Further applying the estimate that 1−t 2 1−t 2 α ≃ 1 to the right hand side of (4.13) gives
When |t 2w2 | < s 1 3 , we write 1 − t 2w2 = r 1 e iθ 1 where r 1 = |1 − t 2w2 |. Using trigonometric geometry, we have
. We also write the function
Thus t 1w1 = r α 1 r 2 e i(αθ 1 +θ 2 ) . We claim there is a constant c > 0 such that
(4.14)
Assuming the claim, we have
which implies that d(z, t) < C(s) < 1, and the proof for Part (2) of Proposition 4.1 is complete. We show the claim by contradiction. Suppose (4.14) is not true. Then for any large constant c, there exists points t = (t 1 , t 2 ) and w = (w 1 , w 2 ) in U α such that 
Thus we have
(4.15) 
Since s is chosen to be sufficiently small, the inequality above implies that 2c < b which contradicts the assumption that c can be arbitrarily large. Hence (4.8) is proved. It remains to show that every point of U α belongs to at most N(r) of sets 
where we have fixed one of the N balls, the one centered at
Therefore Lemma 4.2 implies that
and N c(s
Here C(s) is a constant depending only on s and the proof is complete.
With the decomposition from Proposition 4.1, we obtain the following localization property which is a crucial step towards the compactness results. 
Proposition 4.4. Let
Proof. We set R(z, w)
Let {F j } and {G j } be as in the proof of Lemma 4.2 and Proposition 4.1 provided the radius r = p(s). Since {F j } form a covering for U α there exists a unique j such that z ∈ F j . Then we have a j (ϕ y j (φ fα(z j ) (w)))V fα(z j ) U z j k ϕy j (φ fα(z j ) (w)) (t)dλ(ϕ y j (φ fα(z j ) (w))).
(5.14)
Notice that both U z j and V fα(z j ) are involutions, and h j ∈ L 2 (U α ). The claim can be proved by showing that for each g ∈ L 2 (U α ) we have g, g j = U z j V fα(z j ) g, h j . This identity can be obtained by a change of variables and using Fubini's Theorem. Now we consider the integrand in (5.14). (C 2 s b ) ). For the same ǫ as above, there exists finitely many disjoint subsets H
