Abstract. We prove that every Diophantine quadruple in R[X] is regular. More precisely, we prove that if {a, b, c, d} is a set of four non-zero polynomials from R [X], not all constant, such that the product of any two of its distinct elements increased by 1 is a square of a polynomial from R[X], then
INTRODUCTION
Diophantus of Alexandria [5] noted that the product of any two elements of the set increased by 1 is a square of rational number. A set consisting of m positive integers (rational numbers) with the property that the product of any two of its elements increased by 1 is a square of integer (rational number) is therefore called a Diophantine m-tuple. The first Diophantine quadruple of integers, the set {1, 3, 8, 120}, was found by Fermat.
One of the questions of interest is how large those sets can be. No upper bound for the size of such sets of rational numbers is known. Gibbs [26] found some rational Diophantine sextuples. Very recently, Dujella et al. [20] proved that there exist infinitely many rational Diophantine sextuples. In integer case, which is the most studied, very recently He, Togbé and Ziegler [27] announced the proof of the folklore conjecture that there does not exist a Diophantine quintuple. There is also a stronger version of that conjecture which states that every Diophantine triple can be extended to a quadruple with a larger element in a unique way (see [11] ): This conjecture is still open. In 1979, Arkin, Hoggatt and Strauss [1] proved that every Diophantine triple of integers {a, b, c} can be extended to a Diophantine quadruple of integers {a, b, c, d + }. Baker and Davenport [2] proved Conjecture 1 for the triple {a, b, c} = {1, 3, 8} with the unique extension d = 120. Many other results are also known (see [22, 7, 24, 4] ) which supports this conjecture.
Many generalizations of the original problem of Diophantus were also considered, for example by adding a fixed integer n instead of 1, looking at kth powers instead of squares, or considering the problem over domains other than Z or Q. We have the following definition: Definition 1. Let m ≥ 2, k ≥ 2 and let R be a commutative ring with 1. Let n ∈ R be a non-zero element and let {a 1 , . . . , a m } be a set of m distinct non-zero elements from R such that a i a j + n is a kth power of an element of R for 1 ≤ i < j ≤ m. The set {a 1 , . . . , a m } is called a kth power Diophantine m-tuple with the property D(n) or simply a kth power D(n)-m-tuple in R.
It is interesting to find upper bounds for the number of elements of such sets. Dujella [9, 10] found such bounds for the integer case and for k = 2. For other similar results see [12, 13, 18, 26] . Brown [3] proved that if n is an integer, n ≡ 2 (mod 4), then there does not exist a Diophantine quadruple of integers with the property D(n). Furthermore, Dujella [6] proved that if an integer n, n ≡ 2 (mod 4) and n / ∈ S = {−4, −3, −1, 3, 5, 8, 12, 20}, then there exists at least one Diophantine quadruple of integers with the property D(n), and if n / ∈ S ∪ T , where T = {−15, −12, −7, 7, 13, 15, 21, 24, 28, 32, 48, 60, 84}, then there exist at least two distinct Diophantine quadruples of integers with the property D(n). For some integers n the question of the existence of such a Diopantine quadruple is still unanswered, as it is stated in Dujella's conjecture [8] : In this paper we will consider a polynomial variant of the problem. A polynomial variant of the problem of Diophantus was first studied by Jones [29, 28] for the case R = Z[X], k = 2 and n = 1. There were also considered a lot of other variants of such a polynomial problem (see [13, 18, 16, 17, 21, 23] ). In case of R a polynomial ring it is usually assumed that, for constant n, not all polynomials in such a D(n)-m-tuple are constant. In this paper we first consider the case where R = R[X], k = 2 and n = 1. Then, we apply the obtained result to the case where R = Z[X], k = 2 and n is a positive integer, to get other interesting results. We need next two definitions (see [25] ). Let {a, b, c} be a D(n)-triple in a polynomial ring R such that ab + n = r 2 , ac + n = s 2 , bc + n = t 2 ,
where r, s, t ∈ R and n ∈ Z\{0}. Definition 2. A D(n)-triple {a, b, c} in R is called regular if (2) (c − b − a) 2 = 4(ab + n).
Equation (2) is symmetric under permutations of a, b, c. From (2), using (1), we get (3) c ± = a + b ± 2r, (4) ac ± + n = (a ± r) 2 , bc ± + n = (b ± r) 2 . where u ± = at ± rs, v ± = bs ± rt, w ± = cr ± st. (8) An irregular D(n)-quadruple in R is one that is not regular. It is known from [1] (all relations are obtained using only algebraic manipulations so they hold in every ring R) that every D(1)-pair {a, b} in R can be extended to a regular D(1)-quadruple in R: , and we will always specify that it is from Z[X]. From [18] it follows that there are at most 7 elements in a polynomial D(1)-m-tuple and also in a D(n)-m-tuple from Z[X] for n ∈ Z \ {0}. Dujella and Fuchs [13] proved that every D(1)-quadruple in Z[X] is regular, i.e. there are at most 4 elements in a D(1)-m-tuple from Z[X]. We furthermore extend their result:
} would be an irregular polynomial D(1)-quadruple, which is not possible by Theorem 1. For every n ∈ N which is a perfect square a regular D(n)-quadruple in Z[X] can be obtained. For example, from D(1)-quadruple (9) by multiplying its elements with √ n. Since for n ∈ N which is not a perfect square there does not exist a regular D(n)-quadruple in Z[X], from Theorem 1 we have: Corollary 1. There does not exist a D(n)-quadruple in Z[X] for a positive integer n which is not a perfect square. Furthermore, there does not exist a D(n)-quintuple in Z[X] for a positive integer n which is a perfect square.
Let us mention that there exist a polynomial D(n)-sextuple in Z[X], where n is not a constant polynomial (see [19, 20] ). Moreover, in all those examples n is a square in Z[X], while for n ∈ Z[X] non-square, there exist examples of D(n)-quintuples in Z[X] (see [14] ).
Dujella and Fuchs [12] proved that there are at most 3 elements in a D(−1)-mtuple in Z[X], i.e. they proved a polynomial variant of Conjecture 2 for n = −1. By Corollary 1 we prove a polynomial variant of Conjecture 2 for n ∈ {3, 5, 8, 12, 20}. For an integer n < 0 we can not apply Theorem 1 to observe a polynomial D(n)-
. Notice that in a polynomial variant of Conjecture 2 we can not reduce the set S to the set S ′ . In order to prove Theorem 1 we consider the ring R[X], using the relation "<" between its elements. We partially follow the strategy used in [13] for Z[X]. However, not everything is the same in R[X], so we need to introduce some new ideas. In Section 2 we transform the problem of extending a polynomial D(1)-triple {a, b, c} to a polynomial D(1)-quadruple {a, b, c, d} into solving a system of simultaneous Pellian equations, which reduces to finding intersections of binary recurring sequences of polynomials. The main difference from approach in [13] is that when minimality is observed we have to consider relation "≤" between the degrees of polynomials instead of between polynomials. On the other hand, we use some results from [18] valid for a polynomial D(1)-m-tuple in C[X], where we do not have the relation "<" between its elements. In Section 3 we find a gap principle for degrees of elements in a polynomial D(1)-triple {a, b, c} and we also describe all possible initial terms of the recurring sequences obtained for such triple. Using results from Sections 2 and 3, in Section 4 we prove Theorem 1.
REDUCTION TO INTERSECTIONS OF RECURSIVE SEQUENCES
Let R + [X] denote the set of all polynomials with real coefficients with positive leading coefficient.
, we define |a| = a if a ≥ 0 and |a| = −a if a < 0.
Let us consider an arbitray extension of a polynomial D(1)-triple {a, b, c}, where 0 < a < b < c, to a polynomial D(1)-quadruple {a, b, c, d}. We first observe equations (1) for n = 1 and r, s, t ∈ R + [X]. Let A, B, C, R, S, T be the leading coefficients of polynomials a, b, c, r, s, t, respectively. By (1), AB = R 2 , AC = S 2 and BC = T 2 . Hence, there is no loss of generality in assuming that a, b, c ∈ R + [X]. By [21, Lemma 1] , there is at most one constant in a polynomial D(1)-m-tuple in C[X]. In the proof it is used the famous theorem of Mason [30, 31] (see also [21] ), usually called the abc theorem for polynomials. Since any polynomial
, it follows that a polynomial D(1)-m-tuple can not contain two constants. Let us denote by α, β, γ degrees of a, b, c, respectively. Hence, 0 ≤ α ≤ β ≤ γ and β, γ > 0. Let
where x, y, z ∈ R[X]. Note that x, y and z can be < 0, because by taking only positive values we would exclude some possibilities obtained for polynomials from C[X]. By (1) and (10), α, β, γ, δ are all even or all odd numbers and
Eliminating d from (10), we obtain the system of Pellian equations
We want to find solutions (z, x) and (z, y) of (11) and (12), respectively. The following lemma describes these solutions. Lemma 1. Let (z, x) and (z, y) be solutions, with x, y, z ∈ R[X], of (11) and (12), respectively. Then there exist solutions (z 0 , x 0 ) and (z 1 , y 1 ), with z 0 , x 0 , z 1 , y 1 ∈ R[X], of (11) and (12), respectively, such that:
and
There also exist non-negative integers m and n such that
Proof. The statements ( 
Initial values (z 0 , x 0 ) and (z 1 , y 1 ) from (20) and (21) are some solutions of (11) and (12) , respectively, with estimates (15) and (16) satisfied.
Remark 1. If we observe the equation v m = w n just for z 0 > 0 or just for z 0 < 0 we lose some solutions of Pellian equation (11) . The analogous situation is for z 1 . Without loss of generality we may assume that x 0 > 0 because, by (10) , for z and −z we obtain the same d. The analogue situation is for y 1 .
By [21, Lemma 5] , it follows that
for m ≥ 1 and
Similarly,
for n ≥ 1 and
For the rest of the paper we assume that {a, b, c, d 
, where p ∈ C[X] is a non-constant polynomial, is not from R [X] . Assume that δ is minimal possible degree for which (26) holds.
GAP PRINCIPLE FOR DEGREES AND PRECISE DETERMINATION OF INITIAL TERMS
In this section we describe in a gap principle all possible relations between α, β and γ. In Lemma 1 we have some useful facts about initial terms of the recurring sequences (v m ) and (w n ). Furthermore, in this section we determine all possible initial terms of the sequences, for the triple {a, b, c} described in Section 2. We need the following expressions proved for polynomials from Z[X], but the constructions also works in R [X] . From [16, Lemma 3] and (8), we have u − , v − < 0. Also,
By (27) , we have c = e ∓ , where e ∓ is obtained by applying (6) on the (27) , we obtain c = c + . Otherwise, by (7), for n = 1, it holds d − > 0. By (27) with the lower signs, we conclude that c > a + b so c 2 > c(a + b) + 1. By that and (1), (27) , using (1) and (8), we get 
But, we prove even more: Lemma 2. Let {a, b, c} be an arbitrary polynomial D(1)-triple, where a < b < c, and let d − be defined by (6) 
Proof. Let d − = 0. By (1) and (7), deg(abd We look for all possible initial terms of the recurring sequences (v m ) and (w n ) for the triple {a, b, c}, which is a subtriple of the observed irregular polynomial
, where there hold (19) and ( (15), (16), (30), (26) and the minimality assumption,
In the following lemma we consider all possibilities for d − . Similar gap principle is well known in classical case and was also used in considering a polynomial variants of the problem of Diophantus (see e.g. [13, Lemma 4] ), but here we obtained more information about possible triples. Notice that conclusions about degrees hold for every triple {a, b, c}, but conclusions about initial terms hold only for the case where d − arise from the intersections of binary recursive sequences.
Lemma 4. Let {a, b, c} be a polynomial D(1)-triple, with a < b < c, for which (1) holds for n = 1. Then:
Also, γ ≤ β, thus γ = β. By (3) and (1), if α < β then C = B, and if α = β then C = A + B + 2 √ AB. By (7), w − = 1. By (23) and (25)
By (20), (21) and Remark 1, we get z 0 = z 1 = ±1. By (19) and (31) By Lemma 3 and Remark 1, we consider the cases v m = w n = ±s for m, n ∈ {0, 1}. For v 0 = w 0 = ±s, by (20) and (21), z 0 = z 1 = ±s. By (19) and (31), (20) and (21), (34) z 0 = tz 1 + cy 1 = ±s.
From (8) and (34), we have ±cr ∓ st = tz 1 + cy 1 , so
By (1), t|(±r − y 1 ). From considering degrees of polynomials, we conclude that y 1 = ±r and z 1 = ∓s. By (19) and (31), (20) and (21), sz 0 + cx 0 = z 1 = ±s. Hence, cx 0 = s(±1 − z 0 ). By (1), we have s|x 0 . Since x 0 = 0, it is not possible, because of the degrees of these polynomials. For v 1 = w 1 = ±s, by (20) and (21), we have sz 0 + cx 0 = tz 1 + cy 1 = ±s. As we concluded, this is not possible. (20) and (21), we have z 0 = z 1 = ±cr ∓ st. By (19) and (31) (20) and (21),
We obtain (35), so again y 1 = ±r and z 1 = ∓s. Hence, d 1 = a. Using (31) and (32), from (16) we obtain a contradiction. Analogously as (36), the case v 1 = w 0 = ±cr ∓ st is not possible. For v 1 = w 1 = ±cr ∓ st we obtain a contradiction analogously as in the previous cases. 3. a) For the case 6 v 0 = w 0 = ±cr ∓ st, by (20) and (21), z 0 = z 1 = ±cr ∓ st. By (19) and (31) (29) and (16), we obtain γ ≤ 2α + β. Then, by Lemma (20) and (21) 
By (7), v − = −r and u
From (27) , using (1) and (7), we also get
i.e. in (38) the second factor on left hand side is constant. By (8), −r = bs − rt, so , so 0 < p < 1 (for p = 1 we would have b = c). Using (1), (39) and (7), since u − < 0, we further conclude that
Also, from (41), we have
From (42), using (43), we obtain
From (43), (44) and (1), we obtain that
By (44), (43) and (45), the triple from the case 2.a) of Lemma 4 has the form
Also, by (43),
In the following lemma, we adjust [13, Lemma 10] to the situation in R[X].
, is an example for this case.
9 Such a D(1)-triple is for example the set { 
where D − is the leading coefficient of d − and the upper combination of the signs in (49) is for the case b < d − while the lower is for the case b > d − .
Proof. For the triple {a, b, c}, by Lemma 4 and Lemma 2, deg(d − ) = β. Hence, the triple {a, b, d − } has the form 1.) or 2.a) from Lemma 4. Also, by (27) , for that triple c = e + .
If the triple {a,
Similarly as in [13, Lemma 10] , c = 4r(r ± a)(b ± r) and s = 2r 2 ± 2ar − 1. Also, by (28) we conclude c = 2r(w − ∓ 1).
Let the triple {a, b, d − } has the form 2.a) from Lemma 4, described in Remark 4. Then α = 0. We have a < b and
we also have r = −p 1 u − (here we use the fact that u − , v − < 0). Using that and (1), from (27) , we obtain c = a − and we obtain d − = b − 2p 2 r 2 ,
and u − = −p 2 r. From that, by applying (45) to the triple {a, b, d − }, we get c = a + 4r 2 p 2 (bp 2 − 1). Moreover, applying (8) for that triple, we obtain s = −av − − ru − . It implies that
. We may also notice that r|u − , so by (8), r|t.
In Lemma 4 we described different types of polynomial D(1)-triples. Note that in cases 1.) and 2.a), β = γ and in all other cases β < γ. In the rest of the paper we distinguish the cases depending on the parity of indices m and n in the recurring sequences (v m ) and (w n ). From (20) and (21), by induction, congruence relations from the following lemma hold for m, n ≥ 0 (see [13] ). Here we consider congruences in R[X].
Lemma 6. Let the sequences (v m ) and (w n ) be given by (20) and (21) . Then By Lemma 7 and Remark 1, there is also a possibility v 1 = w 0 where we have to consider both signs in ±z 0 and in ±z 1 . Using (11), we get
Similarly as in the proof of [13, Lemma 5] , by (16) 
, which is a contradiction. Therefore, α < γ, and by (51), deg(sz 0 ∓ cx 0 ) = 2γ. This is not possible because of (15) . If d 1 = a = d − and α = 0, then sz 0 ± cx 0 = ±s. Hence, s(z 0 ∓ 1) = ∓cx 0 . We conclude that s|x 0 , which is not possible since x 0 = 0 and because of (15).
3.) If v 2m = w 2n+1 , then by Lemma 7, we have the case 3.a) which is completely analogous to 2.a). Also, by Lemma 7 and Remark 1, we have v 0 = w 1 , where we have to consider both signs in ±z 0 and in ±z 1 . Using (12), we get , which is possible only if β = γ, because of (16) . Hence, we obtain a contradiction. Let β = γ. By Lemma 6, we have tz 1 ≡ ±s (mod c). Multiplying that by t, we furthermore obtain
one of the polynomials ±st ± cr has degree less then γ and the other has degree equal to γ + (20) and (21), for some initial values (z 0 , x 0 ) and (z 1 , y 1 ). In Lemma 8 we described all possible initial terms. We will prove that neither of them leads to the extension with such d ′ . In the proof of the Theorem 1 we use important relations from the following lemma, obtained by considering the sequences (v m ) and (w n ), for m, n ≥ 0, modulo 4c 2 (see [13, Lemma 6] ). Here we again consider congruences in R[X].
Lemma 9. Let the sequences (v m ) and (w n ) be given by (20) and (21) . Then,
We will also use the following result, which follows directly from (6). For 0 ∈ {m, n} we obtain an improper D(1)-quadruple {0, a, b, c}, which can be regular or irregular. Hence, we assume that m, n = 0. Similarly as in [13] , by (22) and (24) We also have to consider the case where c = b + 2rs and α = 0, which does not exist in [13] . We distinguish subcases β < γ and β = γ. For β < γ, we obtain a contradiction analogously as in [13] .
For α < β = γ, by Lemma 4, we have d − = 0 or d − = a and α = 0. For d − = 0 we obtain d = d + = 4r(a + r)(b + r) completely analogously as in [13] . For d − = a, using (55), (43), (42) and (1), we obtain ±am 2 + sm ≡ ∓2pn 2 − n (mod c). Hence, ±am 2 + sm = ∓2pn 2 − n, which is not possible, because on the right hand side we have a constant and on the left hand side a nonconstant polynomial.
For α = β = γ, completely analogously as in [13] , we obtain an improper D(1)-quadruple {0, a, b, c}, which can be regular or irregular or we obtain d = d + . For 0 ∈ {m, n} we obtain an improper D(1)-quadruple {a, a, b, c}, which can be regular or irregular. Hence, we assume that m, n = 0. By multiplying the congruence (56) by s and by using (1) and (54),
We separate subcases β < γ and β = γ. Let β < γ. By Lemma 2, (57) implies (58), ±bn ∓ r is a constant, which is not possible. For
, by (58), we conclude that 
, where k ∈ R. From that, by comparing degrees of polynomials, we get
If we have the upper combination of signs in (60), then from the first equation we get k < 0 and from the second equation we get k > 0, which is a contradiction. The lower combination of signs is possible. Then z 0 = z 1 = −s and k > 0. By (20) and (21) (22) and (24), we get deg(v 2m ) = γ + (2m − 1) By (19) , (31), Lemma 1 and Remark 1, we get d 0 = 0, d 1 = a, x 0 = 1, y 1 = r and we have equal signs for z 0 and z 1 . By Lemma 9, (54) and (1), we conclude
We distinguish the cases β < γ and β = γ. Let β < γ. In this case the congruence (61) 
For β < Hence, z 0 = 1 and
n . Again, we must have z 0 = 1 and z 1 = s. By (20) and (21), v 1 = s + c and w 1 = st + cr, so deg(v 1 ) = γ and deg(w 1 ) = γ + α+β 2 . By (22) and (24), (66) deg(v 2m+1 ) = γ + 2mβ and (67) deg(w 2n ) = β + n(β + γ).
From (63), (66) and (67), we get
Let α = 0 and γ = 2β. From (68), we get
Moreover, we have one of the cases from Lemma 5.
From (65) using (69), we obtain n = 3a. Furthermore, from (62), we get r(±2 ± 6a) = − By squaring that, using (1), we get
Using (62), we define
By observing degrees of polynomials in (73), we conclude that deg(g) ≤ β − 2α. If deg(g) < β − 2α, then β = 3α and
By (68), α = β 3 + 2 1−m n−1 < β. Hence, n < m and we have 1 > 2(n + 1), a contradiction. Therefore, deg(g) = β − 2α. By (73),
.
Using (8) and (74), we get
Using (74) and (75), from (72) we obtain
By considering degrees of polynomials on both sides of the congruence (76), using (63) and (64), we conclude that (76) become an equation. If β > 3α, then by considering the leading coefficients in these equation, we get 2n 2 = −2n − 1, which is a contradiction. Let β = 3α. Using (73), from the equation obtained from (76), we get that b −8am(m+1)n 2 +8
This is possible only if a(2m(m + 1) + 1) = g 1 + 
We distinguish subcases β < γ and β = γ. If β < γ, the congruence (77) became an equation. The left hand side of that equation is a constant, so n = 0. Hence, (3) and (4), we have ±a ± 2am(m + 1) + √ a 2 + 1(2m + 1) − 2(±bn 2 + (b + r)n) = k(a + b + 2r), where k ∈ R. By comparing the leading coefficients on both sides of this equation, we obtain ∓2n 2 − 2n = k and −n = k. Therefore, n = 0 or ∓2n − 1 = 0, which is not possible. For n = 0, we get a regular polynomial D(1)-quadruple {0, a, b, c}. If d − = a, then, by (77) and Remark 4, we get ±a ± 2am(m + 1) + √ a 2 + 1(2m
p , where k ∈ R. By comparing the leading coefficients on both sides of this equation, we obtain ∓2n
Since x 0 = −u − and 0 < p < 1, for z 0 = s and z 1 = 1, from (78) we get
, where the left hand side is > 1 and the right hand side is ≤ 0, which is not possible. Hence, z 0 = −s and z 1 = −1. In that case, from (78), we get p(1 + 2m − 4n
2 ) = 2am 2 − 2n and then
By (20) and (21), we have v 1 = cp − 1 and
By (22), (24) By (19), (31), Lemma 1 and Remark 1, we have
By (22) and (24), deg(v 2m ) = γ + (2m − 1) (22) and (24), we have deg(v 2m ) = γ + (2m − 1) By Lemma 9, we conclude (84) ± s + 2c(±asm 2 + sx 0 m) ≡ ∓st + c(∓2btsn(n + 1) + r(2n + 1)) (mod 4c 2 ).
We concluded that ±s = ±cr ∓ st. Using that and by dividing (84) with c, we get (85) ± r ± 2asm 2 + 2sx 0 m ≡ ∓2btsn(n + 1) + r(2n + 1) (mod 4c).
From (43) and (45), we have
Since in this case r = ps, where p ∈ R + , using (86) from (85) we get (87) ± p ± 2am 2 + 2x 0 m = ∓4pn(n + 1) + p(2n + 1).
If z 0 > 0 and z 1 < 0, from (87) using p = x 0 −a, we get 2n(2an+a) = p(−2n 2 −3n). This is possible only for (m, n) = (0, 0). If z 0 < 0 and z 1 > 0, from (87) using p = x 0 − a, we get −2an(2n + 1) = p(2n 2 + n). This is possible only for (m, n) = (1, 0).
Case 3.c) v 2m = w 2n+1 , z 0 = ±cr ∓ st, z 1 = ∓s and α ≥ 0, 2α + β ≤ γ ≤ α + 2β.
By (19) , (31) . Using (54) and (1), from (90), we get
By comparing degrees of polynomials on both sides of the equation (92), we obtain
From (88) and (93), we get 2m = 3n and then m = n = 0 (which we already had) or n > 0 and a 2 =
4(n+1)
−9n−5 , a contradiction. From (89) and (93), we get 2m = 3n + 2 so (m, n) = (1, 0) (which we already had) or n > 0 and
9n+7 , a contradiction. Let γ < α+2β. Then, α < β and by Lemma 2 and Lemma 4, we have deg(d − ) < β. Using (54), from (90), we get
By comparing degrees of polynomials on both sides of the equation (94), we obtain (95) ± 2n(n + 1) = n − m + 0 1 .
The first case of (95), m = n(−2n − 1), is possible only for m = n = 0. This leads to d = d − . In the second case of (95), m − 1 = n(3 + 2n). By (89), we get (m, n) = (1, 0) (which leads to d = d ± ) or 3 + 2n = β+γ α+γ . Since β < γ or α = 0 and β = γ, we have 1 < 3 + 2n < 2 or 3 + 2n = 2, respectively, a contradiction in both cases. Since, by (4) , in this case st ≡ −1(mod c), by multiplying (96) by t, we obtain
where k ∈ R. By comparing degrees of polynomials on both sides of the equation (97), we get
From the first two equations in (98), we get ±1 − 2n − 1 = ∓4n(n + 1), where only the upper combination of signs is possible, i.e. we have −n = 2n 
Also, for z 0 < 0 and z 1 > 0, we get
By Lemma 9, (54) and (1), similarly as in previous cases, we obtain (101)
We distinguish the cases β < γ and β = γ. Let β < γ. We have α > 0, since otherwise γ ≤ β. By Lemma 2 and Lemma 4, we have 0 Since m is a nonnegative integer, we conclude that n > 0. By (99) and (102), we get (68). From Lemma 9, similarly as in the case 2.a), we obtain the congruence (72). Again, we use a polynomial g defined by (73), by which from (72) we get the congruence (76). By considering degrees of polynomials which appear in (73), similarly as for the case 2.a), we conclude that deg(g) = α. By considering degrees of polynomials which appear in (76), we conclude that if β > 2α then (76) become an equation. By considering leading coefficients in that equation, we get a contradiction similarly as in the case 2.a). By (103), we are left with the possibility that β = 2α and d − is a nonzero constant. In this case, we can apply Lemma 5 to a D(1)-triple {d − , a, b} and we have to observe two possibilities. The first possibility, by Lemma 5, is that we have
By considering leading coefficients of polynomials on both sides of the equation (105), we conclude that B = 4A 2 D − . Using that and (70), from (104), we obtain (106) n(2n + 1) = 2m + 1.
For β = 2α, from (68), we get (107) 5n − 4m = 1.
All nonnegative solutions (m, n) of the equation (107) , which is not possible. For (m, n) = (1, 1) we have v 3 = w 3 . In this case, by (20) and (21) (109) sz 0 + c(4asz 0 + 3x 0 ) + 4ac
From (109), using (1), we get 2(bs + rt) = 4as + 4s 2 − 1. Therefore,
Using (1), we conclude that
From (111), we furthermore conclude that deg(bs − rt) = γ−α 2 , thus, by (110), 2(rt − bs) = −1, i.e. bs − rt = v − > 0, which is a contradiction.
The second possibility, by Lemma 5, is that we have
if e − > a, where 0 < p < 1 and e − is obtained by (6) for the triple {d − , a, b}. By considering degrees of polynomials on both sides of the equation (113), we get B = 4A 2 D − p 2 . Using that and (70), from (104), we obtain
Analogously, from (114), we get B =
and then
From (27) , using (7) and (8) for the triple {d − , a, b}, we obtain
By considering degrees of polynomials which appear in (76), using (117), we get
where l ∈ R. A polynomial v − plays for the triple {d − , a, b} the same role as polynomial s does for the triple {a, b, c}. Therefore, by (50) (where s > 0 and v − < 0), for (113) and (115) we have
Analogously, for (114) and (116) we have
From (73), we get
Also, from (73), for (113) and (115) (118), we get the expression of the form c 3 a 3 + c 2 a 2 + c 1 a + c 0 , where c i are rational expressions with unknowns l and t, for i = 0, ..., 3. By solving the system c 3 = 0, c 2 = 0 in unknowns l and t, the only integer t we obtain is t = 0. But, for t = 0 the coefficients c 1 and c 0 can not both be equal to 0. Completely analogously we conclude if we insert (108), (116), (112), (8) , (114) where k ∈ R. If α < β, by comparing degrees in (125), we first get k = ∓2n(n + 1). Further, ±1 + 2m − 2n = ∓4n(n + 1). If n ≥ 1, then 2|(±1), which is not possible.
For n = 0, we have ±1 + 2m = 0, which is also not possible. Therefore, α = β = γ and C = A + B + 2 √ AB. By (20) and (21), we have deg(v 1 ) = deg(w 1 ) = γ. By (22) , (24) and deg(v 2m+1 ) = deg(w 2n+1 ), we obtain m = n. Using that and the fact that b − a = c − 2s, from (125), we get (126) s(±1 ± 4n(n + 1)) ≡ 0 (mod c).
Since gcd(c,s) = 1, we have ±1 ± 4n(n + 1) = 0, which is a contradiction. If d − = a, then d 1 = a and y 1 = r. By Lemma 9, (1), (42), (43) and the fact that r = ps, where p ∈ R and 0 < p < 1, similarly as in previous cases, we obtain (127) ± 2am(m + 1) + s(2m + 1) ≡ ∓ 1 p ± 2a ∓ 4n(n + 1)p + p(2n + 1) (mod c).
Since degrees of polynomials on both sides of the congruence (127) are less than γ, we get an equation. By considering degrees of polynomials on both sides of that equation, we get 2m + 1 = 0, which is not possible. where the upper case is for z 0 > 0, z 1 < 0 and the lower is for z 0 < 0, z 1 > 0. If β < γ, from (128) we obtain the equation. Since deg(d − ) ≤ β and deg(t) > β, by comparing degrees in these equation, we get 2n + 1 = 0, which is not possible.
Let β = γ. For d − = 0, we have z 0 = ±1, z 1 = ∓1 and α ≤ β. By (19) , (31) and Lemma 1, we get d 0 = 0, x 0 = 1, d 1 = 0, y 1 = 1. By Lemma 9 and (1), using (3), (4) and st ≡ −1 (mod c), similarly as in previous cases, we obtain (129) b(±1+2m±2n(n+1)−2n)+r(±1+2m−2n)+a(∓2m(m+1)) = k(a+b+2r), where k ∈ R. If α < β, by comparing the leading coefficients in (129), we first obtain ±1 + 2m ± 2n(n + 1) − 2n = k. Then, ±1 + 2m − 2n = 2k, so k = ∓2n(n + 1). Furthermore, we get k = ∓2m(m + 1). Therefore, n = m or n = −m − 1. For m = n, we get k = ± 1 2 and then, ∓2m(m + 1) = ± 1 2 . This is not possible. The case where n = −m − 1 < 0 is also not possible. Hence, α = β = γ. Since a < b < c, from (20) and (21), we conclude that deg(v 1 ) = deg(w 1 ) = γ. By (22) , (24) and deg(v 2m+1 ) = deg(w 2n+1 ), we obtain m = n. Using that and the fact that b − a = c − 2s, from (129), we get (126) which is not possible as in the case 4.a).
For d − = a, we have z 0 = ±s, z 1 = ∓1, α = 0 and β = γ. By (19) , (31) From (33), we obtain (n − m), where the signs on the right hand sides of these equations does not depend on the signs on the left hand sides, but are the same in both equations. From that, we obtain 2a 2 m(m + 1) = a 2 − 2n(n + 1) or −2a 2 m(m + 1) = a 2 + 2n(n + 1). In the first case 2n(n + 1) = a 2 (1 − 2m(m + 1)), which is not possible. In the second equation, on the left hand side we have a real number ≤ 0, and on the right hand side we have a positive real number, which is not possible.
