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Introduction et plan de la the`se
9
Le the`me de cette the`se est l’e´tude de l’hyperbolicite´ des hypersurfaces et
comple´mentaires d’hypersurfaces projectives, en dimension 2 et 3, par l’e´tude
des jets de Demailly-Semple.
La notion d’hyperbolicite´ au sens de Kobayashi est e´quivalente dans le
cas d’une varie´te´ complexe compacte X, a` l’absence de courbes holomorphes
entie`res non constantes f : C → X (crite`re de Brody).
En 1970, S.Kobayashi [21] a pose´ le proble`me suivant : Est-il vrai que le





, les re´sultats connus sont que le comple´mentaire d’une courbe tre`s
ge´ne´rique C a` k composantes C1, ..., Ck de degre´s (d1, ..., dk) est hyperbolique
et hyperboliquement plonge´ dans P2 dans les cas suivants :
1) k ≥ 5 et des degre´s quelconques ([1])
2) k = 4 avec des degre´s tels que
∑
di ≥ 5 ([15], [11])
3) k = 3 et d1, d2, d3 ≥ 2 ([11], [12]) ;
∑
di ≥ 5 ([10],[34])
4) k = 1 et d1 ≥ 15 ([34], [13])
La premie`re partie de ma the`se a consiste´ en l’e´tude du cas k = 2, en
utilisant les techniques de jets de´veloppe´es par J.P. Demailly, J. El Goul,
G.Dethloff, S.Lu. ([6] , [9]). Pour X une varie´te´ complexe et V un sous fibre´
vectoriel holomorphe de TX , la construction due a` J.-P. Demailly de fibre´s
de k-jets de courbes Xk = PkV permet d’analyser l’hyperbolicite´ en termes
de ne´gativite´ de courbure. Le fibre´ πk : Xk → X est une tour de fibre´s
projectifs sur X et il est muni d’un fibre´ en droites tautologique OXk(1). Les
images directes (πk)∗OXk(m) peuvent eˆtre vues comme des fibre´s vectoriels
d’ope´rateurs diffe´rentiels d’ordre k et de degre´ m agissant sur les germes de
courbes holomorphes dans X tangents a` V et invariants par reparame´trage.
J.-P. Demailly a de´montre´ que pour tout ope´rateur diffe´rentiel P de ce type,
a` valeurs dans le dual d’un fibre´ en droites ample, toute courbe entie`re f :
C →X tangente a` V ve´rifie l’e´quation diffe´rentielle P (f) = 0. Ce re´sultat
pre´cise l’approche de Green et Griffiths [17]. L’utilisation de ces outils a
permis a` J.-P. Demailly et J. El Goul de prouver l’hyperbolicite´ des surfaces
tre`s ge´ne´riques de P3
C
de degre´ d ≥ 21 [7] et, par l’analogue logarithmique, J.
El Goul a montre´ que le comple´mentaire d’une courbe tre`s ge´ne´rique de P2
C
de degre´ d ≥ 15 est hyperbolique et hyperboliquement plonge´ dans P2. Nous
utilisons la meˆme strate´gie pour obtenir des re´sultats sur l’hyperbolicite´ du
comple´mentaire d’une courbe tre`s ge´ne´rique a` 2 composantes.
Dans un deuxie`me temps nous attaquons le proble`me de l’hyperbolicite´
des hypersurfaces projectives ge´ne´riques de grand degre´ de dimension 3 pour
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lequel il n’y a pas encore de re´sultats. Suivant la meˆme strate´gie qu’en dimen-
sion 2, nous e´tudions les jets de Demailly-Semple. Cette e´tude est d’abord
alge´brique avec la caracte´risation de l’alge`bre des ope´rateurs diffe´rentiels en
un point x ∈ X. Nous obtenons ensuite la caracte´risation du gradue´ du fibre´
des 3-jets, qui nous permet, par un calcul de type Riemann-Roch, de prouver
la croissance de la caracte´ristique d’Euler. Nous poursuivons par une e´tude
de la cohomologie ne´cessaire contrairement au cas de la dimension 2 ou` des
the´ore`mes d’annulation dus a` Bogomolov permettaient de conclure [3].
Chapitre 2 : Pre´liminaires
Ce chapitre rappelle tout d’abord les principales notions lie´es a` l’hyperboli-
cite´. Ensuite nous introduisons les espaces des jets de Demailly. Soit X une
varie´te´ complexe de dimension n et f : (C, 0) → X un germe d’application
holomorphe. On introduit le fibre´ vectoriel EGGk,mT
∗
X → X dont les fibres sont
les polynoˆmes a` valeurs complexes Q(f ′, f
′′
, ..., f (k)) sur les fibres de JkX,
fibre´ des germes de courbe d’ordre k sur X, de poids m par rapport a` l’action
de C∗ :
Q(λf ′, λ2f ′′, ..., λkf (k)) = λmQ(f ′, f
′′
, ..., f (k)).






X , appele´ le fibre´ des ope´rateurs
diffe´rentiels invariants d’ordre k et de degre´ m, i.e :
Q((f ◦ φ)′, (f ◦ φ)
′′
, ..., (f ◦ φ)(k)) = φ′(0)mQ(f ′, f
′′
, ..., f (k))
pour tout φ ∈ Gk le groupe des germes de k jets de biholomorphismes de
(C, 0). L’importance de ces fibre´s provient du the´ore`me annonce´ par Green
et Griffiths [17] et de´montre´ comple`tement par Siu : si P (f ′, f ′′, ..., f (k)) est
de´fini globalement sur X, a` valeur dans le dual d’un fibre´ ample A, alors toute
courbe entie`re f : C → X ve´rifie P (f) = 0. Une strate´gie alors possible pour
e´tudier l’hyperbolicite´ est de montrer l’existence de suffisamment de jets de
diffe´rentielles. Nous de´montrons une autre proprie´te´ des jets de Demailly : ils
permettent de de´singulariser les germes de courbes. Finalement, nous rappe-
lons les bases de la the´orie des invariants ainsi que celles de la the´orie de la
repre´sentation du groupe line´aire et nous de´montrons un re´sultat qui fait le
lien entre le caracte`re formel d’une repre´sentation associe´e a` un fibre´ vectoriel
et le caracte`re de Chern du fibre´ vectoriel.
Chapitre 3 : Hyperbolicite´ du comple´mentaire dans P2 d’une courbe
a` deux composantes
L’e´tude de l’hyperbolicite´ du comple´mentaire dans P2 d’une courbe a` deux
composantes est fonde´e sur l’utilisation des jets logarithmiques, de´veloppe´s
par Dethloff et Lu et utilise´s par El Goul dans le cas d’une seule composante.
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Le re´sultat principal de cette e´tude est :
The´ore`me Le comple´mentaire d’une courbe tre´s ge´ne´rique a` deux compo-
santes de degre´s d1 ≤ d2 dans P
2 est hyperbolique pour :
1) d1 ≥ 5
2) d1 = 4 et d2 ≥ 7
3) d1 = 4 et d2 = 4
4) d1 = 3 et d2 ≥ 9
5) d1 = 2 et d2 ≥ 12.
Ce re´sultat a donne´ lieu a` une publication (cf. [30]).
Chapitre 4 : Etude des jets de Demailly-Semple en dimension 3
Cette e´tude est fonde´e sur l’utilisation de la the´orie de la repre´sentation. Si




X)x l’alge`bre des ope´rateurs diffe´rentiels en un point
x ∈ X, celle-ci peut-eˆtre vue comme une repre´sentation du groupe line´aire
Gln. On sait alors que l’on a une de´composition de cette repre´sentation en
somme directe de repre´sentations irre´ductibles de Schur. Ainsi Demailly [6]






ou` Γ est le foncteur de Schur.
L’e´tude alge´brique de A3, par la the´orie classique des invariants, m’a
permis d’obtenir une caracte´risation des jets d’ordre 3, en dimension 3 :
The´ore`me En dimension 3 :
A3 = C[f
′
i , wij, w
k














































De plus, deg .tr(C(f ′i , wij, w
k
ij,W )) = 7 et le calcul de l’ide´al des relations
entre les ge´ne´rateurs est fait en annexe.
Cette e´tude alge´brique a conduit a` des applications ge´ome´triques au niveau
des fibre´s de jets.
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Le re´sultat principal que j’ai obtenu est la caracte´risation du gradue´ du fibre´
des jets d’ordre 3 en dimension 3 :










ou` Γ est le foncteur de Schur.
Un calcul de type Riemann-Roch fournit alors :







Corollaire Pour d ≥ 43, χ(X,E3,mT
∗
X) ∼ α(d)m
9 avec α(d) > 0.
Pour obtenir l’existence de suffisamment d’ope´rateurs diffe´rentiels, une
e´tude de la cohomologie s’ave`re ne´cessaire contrairement au cas de la di-
mension 2 ou` des the´ore`mes d’annulation dus a` Bogomolov permettaient de
conclure [3].
L’e´tude en dimension 3 a montre´ la ne´cessite´ de conside´rer les jets d’ordre
3. En effet, l’utilisation des complexes de Schur m’a permis d’obtenir le
re´sultat suivant par une me´thode e´le´mentaire, qui peut aussi s’obtenir comme
corollaire de re´sultats plus ge´ne´raux [4]. Ce re´sultat illustre l’ide´e plus ge´ne´rale
qu’en dimension n, il faut e´tudier les jets d’ordre n :







Autrement dit, il n’y a pas de jets de diffe´rentielles d’ordre 2 de´fini globale-
ment sur X.
J’ai montre´ qu’on pouvait utiliser les the´ore`mes d’annulation classiques pour
obtenir le re´sultat qui peut aussi s’obtenir comme corollaire de [4] :
The´ore`me Soit X ⊂ P4 une hypersurface lisse et irre´ductible de degre´ d.
Alors pour q ≥ 1,
Hq(X,Γ(a1,a2,a3)T ∗X) = 0 pour a3(d− 1) > 2(a1 + a2) + 3(d− 1).
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L’e´tude m’a permis de constater que contrairement au cas des jets d’ordre
2 en dimension 2, on ne peut espe´rer avoir H2(X,Gr•E3,mT
∗
X) = 0 car pour
tout m suffisamment grand, il existe H2(X,Γ(λ1,λ2,λ3)T ∗X) 6= 0 par la












La perspective de ce travail est, apre`s avoir de´montre´ l’existence d’ope´rateurs
diffe´rentiels a` valeur dans le dual d’un fibre´ ample, d’obtenir des re´sultats






Ce chapitre a pour but d’introduire les principales notions utilise´es par
la suite. On y rappelle les principaux concepts lie´s a` l’hyperbolicite´ et la
construction des jets de Demailly-Semple, ainsi que ceux de la the´orie clas-
sique des invariants et de la the´orie de la repre´sentation.
2.1 Hyperbolicite´
Soit X une varie´te´ complexe de dimension n.
On note par f : ∆ → X une application holomorphe arbitraire du disque
unite´ ∆ ⊂ C vers X. On de´finit la pseudo-me´trique infinite´simale de Kobayashi-
Royden sur X, pour x ∈ X, ξ ∈ TX,x, par :
kX(ξ) = inf{λ > 0;∃f : ∆ → X, f(0) = x, λf
′(0) = ξ}.
La pseudo-distance de Kobayashi dX(x, y) est la pseudo-distance ge´ode´sique
obtenue en inte´grant la me´trique infinite´simale de Kobayashi-Royden.
De´finition 2.1.1 La varie´te´ X est dite hyperbolique au sens de Kobayashi si
dX est une distance.
dX et kX ve´rifient les deux proprie´te´s suivantes :
Proposition 2.1.2 1) Si f : X → Y est une application holomorphe entre
deux varie´te´s complexes alors
dY (f(x), f(x
′)) ≤ dX(x, x
′), pour tous x, x′ ∈ X,
kY (f(x), f∗(ξ)) ≤ kX(x, ξ), pour tout ξ ∈ TX,x.
2) Soit X une varie´te´ complexe et soient d et F, respectivement une pseudo-
distance et une pseudo-me´trique sur X ve´rifiant
d(f(p), f(q)) ≤ d∆(p, q) et F (f(p), f∗(ξ)) ≤ k∆(p, ξ)
pour toute application holomorphe f : ∆ → X, tous points p et q dans ∆ et
tout vecteur ξ ∈ Tp∆. Alors :
d ≤ dX et F ≤ kX .
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S’il existe une courbe entie`re passant par x ∈ X dans la direction ξ ∈ TX,x
alors kX(ξ) = 0. Il est clair par exemple que kC ≡ 0. Une application de C
dans une varie´te´ hyperbolique est ne´cessairement constante. La re´ciproque
n’est vraie en ge´ne´ral que dans le cas compact. Rappelons les re´sultats bien
connus de Brody :
Lemme 2.1.3 (Lemme de reparame´trisation de Brody) Soit ω une me´trique
hermitienne sur X et soit f : ∆ → X une application holomorphe. Pour tout
ε > 0, il existe R ≥ (1− ε) ‖f ′(0)‖ω et une transformation homographique φ
du disque D(0,R) sur (1− ε)∆ telle que :




pour tout t ∈ D(0, R).
Corollaire 2.1.4 (The´ore`me de Brody) Une varie´te´ complexe compacte est
hyperbolique si et seulement si toute application holomorphe g : C → X est
constante.
Soit (X,V) une varie´te´ complexe munie d’un sous-fibre´ holomorphe V ⊂
TX . On dit que (X,V) est une varie´te´ dirige´e. On peut ge´ne´raliser la notion
d’hyperbolicite´ comme suit :
De´finition 2.1.5 Soit (X,V) une varie´te´ complexe dirige´e.
La me´trique infinite´simale de Kobayashi-Royden de (X,V) est de´finie pour
tout x ∈ X, ξ ∈ Vx par :
k(X,V )(ξ) = inf{λ > 0;∃f : ∆ → X, f(0) = x, λf
′(0) = ξ, f ′(∆) ⊂ V }
On dit que (X,V) est infinite´simalement hyperbolique si k(X,V ) est de´finie
positive sur chaque fibre Vx et satisfait k(X,V )(ξ) ≥ ε ‖ξ‖ω pour une me´trique
hermitienne ω sur X, quand x de´crit un sous-ensemble compact de X.
L’une des ide´es de base concernant l’e´tude de l’hyperbolicite´ est que celle-
ci est lie´e a` une certaine proprie´te´ de ne´gativite´ de la courbure.
Lemme 2.1.6 (d’Ahlfors-Schwarz) Soit γ(t) = γ0(t)idt ∧ dt une me´trique
hermitienne sur ∆R ou` log γ0 est une fonction sous-harmonique telle que :
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i∂∂ log γ0(t) ≥ Aγ(t) au sens des courants, pour une constante positive A.




Exemple 2.1.7 Les surfaces de Riemann hyperboliques sont celles dont le
reveˆtement universel est ∆, i.e celles dont le genre g est supe´rieur ou e´gal a`
2.
Graˆce a` la proprie´te´ 2 de la proposition pre´ce´dente 2.1.2, on a le re´sultat
suivant duˆ a` S. Kobayashi :
The´ore`me 2.1.8 Soit X une varie´te´ complexe. Supposons que TX admette
une me´trique finsle´rienne a` courbure sectionnelle majore´e par une constante
ne´gative. Alors X est hyperbolique.
2.2 Espaces des jets et hyperbolicite´
Soit X une varie´te´ complexe de dimension n. On de´finit le fibre´ Jk → X
des k-jets de germes de courbes dans X, comme e´tant l’ensemble des classes
d’e´quivalence des applications holomorphes f : (C, 0) → (X, x) modulo la
relation d’e´quivalence suivante : f ∼ g si et seulement si toutes les de´rive´es
f (j)(0) = g(j)(0) co¨ıncident pour 0 ≤ j ≤ k. L’application projection Jk → X
est simplement f → f(0). Graˆce a` la formule de Taylor applique´e a` un
germe f au voisinage d’un point x ∈ X, on peut identifier Jk,x a` l’ensemble
des k−uplets de vecteurs (f ′(0), ..., f (k)(0)) ∈ Cnk. Ainsi, Jk est un fibre´
holomorphe sur X de fibre Cnk. On peut voir qu’il ne s’agit pas d’un fibre´
vectoriel pour k ≥ 2 (pour k = 1, c’est simplement le fibre´ tangent TX).
De´finition 2.2.1 Soit (X,V) une varie´te´ dirige´e. Le fibre´ JkV → X est
l’espace des k−jets de courbes f : (C, 0) → X tangentes a` V, c’est-a`-dire
telles que f ′(t) ∈ Vf(t) pour t au voisinage de 0, l’application projection sur
X e´tant f → f(0).
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2.2.1 Construction
Nous pre´sentons la construction des espaces de jets introduits par J.-P.
Demailly dans [6].
Soit (X,V ) une varie´te´ dirige´e. On de´finit (X ′, V ′) par :
i) X ′ = P (V )
ii) V ′ ⊂ TX′ est le sous-fibre´ tel que pour chaque point (x, [v]) ∈ X
′ associe´
a` un vecteur v ∈ Vx\{0} on a :
V ′(x,[v]) = {ξ ∈ TX′ ; π∗ξ ∈ Cv} ou` π : X
′ → X est la projection naturelle et
π∗ : TX′ → π
∗TX
On a donc V ′ = π−1∗ (OX′(−1)).
On de´finit par re´currence le fibre´ de k-jets projectivise´ PkV = Xk et le
sous-fibre´ associe´ Vk ⊂ TXk par :




k−1). On a par construction :
dimXk = n+ k(r − 1), rangVk = r := rangV
Soit πk la projection naturelle πk : Xk → Xk−1, on notera πj,k : Xk → Xj
la composition πj+1 ◦ πj+2 ◦ ... ◦ πk, pour j ≤ k.
Par de´finition, il y a une injection canonique OPkV (−1) →֒ π
∗
kVk−1 et on
obtient un morphisme de fibre´s en droites







Dk = P (TPk−1V/Pk−2V ) ⊂ PkV
comme diviseur de ze´ros
Ainsi, on a :
OPkV (1) = π
∗
kOPk−1V (1)⊗O(Dk).
Remarque 2.2.2 Chaque application non constante f : ∆R → X de (X,V )
se rele`ve en f[k] : ∆R → PkV . En effet :
si f n’est pas constante, on peut de´finir la tangente [f ′(t)] (aux points sta-
tionnaires f ′(t) = (t− t0)
su(t), [f ′(t0)] = [u(t0)] ) et f[1](t) = (f(t), [f
′(t)]).
Nous allons de´crire cela par des coordonne´es dans des cartes affines :
pour chaque point x0 ∈ X, il y a des coordonne´es locales (z1, ..., zn) sur un
voisinage U de x0 telles que les fibres (Vz)z∈U peuvent eˆtre de´finies par des
e´quations line´aires :
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1≤k≤r ajk(z)ξk , pour j = r+1, ..., n}. Donc la







On peut calculer les coordonne´es de f[k] dans les cartes affines :







ou` N = n + k(r − 1) et {s1, ..., sr} ⊂ {1, ..., N}. Si k ≥ 1, {s1, ..., sr}
contient les derniers r-1 indices de {1, ..., N} correspondants aux compo-
santes verticales de la projection PkV → Pk−1V , et sr est un indice tel que
m(Fsr , 0) = m(f[k], 0), ou` m(g, t) de´signe la multiplicite´ de la fonction g en t.
Il est clair que la suite m(f[k], t0) est de´croissante au sens large puisque
f[k−1] = πk ◦ f[k]. En fait, on a :
Proposition 2.2.3 [6] Soit f : (C, 0) → X un germe de courbe non constant
tangent a` V. Alors pour tout j ≥ 2, on a m(f[j−2], 0) ≥ m(f[j−1], 0) et
l’ine´galite´ est stricte si et seulement si f[j](0) ∈ Dj.
Re´ciproquement, si ω ∈ PkV est un e´le´ment arbitraire et m0 ≥ ... ≥
mk−1 ≥ 1 sont des entiers tels que pour tout j ∈ {2, ..., k}, mj−2 > mj−1 si et
seulement si πj,k(ω) ∈ Dj, alors il existe un germe de courbe, f : (C, 0) → X
tangent a` V tel que f[k](0) = ω et m(f[j], 0) = mj.
2.2.2 Points re´guliers et points singuliers
Un point ω ∈ Xk est dit re´gulier s’il existe un germe f : (C, 0) → X tel
que f[k](0) = ω et m0(f, 0) = m(f[1], 0) = ... = m(f[k−1], 0) = 1. Ceci est
possible par la proposition pre´ce´dente si et seulement si πj,k(ω) /∈ Dj pour








j,k (Dj) = PkV \PkV
reg.
2.2.2.1 Jets de Demailly et de´singularisation
Une question naturelle que l’on peut se poser est de savoir si la construc-
tion pre´ce´dente des jets de Demailly permet de de´singulariser les courbes. Le
proble`me de re´solution des singularite´s des courbes est un proble`me classique.
Pour les courbes alge´briques planes, une me´thode est d’utiliser les se´ries de
Puiseux. Avec cette re´solution on a π : B → X ou` B est une varie´te´ abstraite,
alors que la courbe X est plonge´e dans une surface.
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La proposition pre´ce´dente nous montre que la multiplicite´ de´croˆıt a` l’origine
lorsque l’on rele`ve les germes, aussi on peut s’inte´resser a` une question :
savoir si l’on peut de´singulariser le germe a` l’origine par rele`vements. Cette
question nous ame`ne a` comparer la construction pre´ce´dente avec celle des
e´clatements. En effet, on sait que l’on peut de´singulariser une courbe par
e´clatements successifs :
Commenc¸ons par quelques rappels sur les e´clatements [33] :
on conside`re une varie´te´ X, ξ ∈ X et (x1, ..., xn) des coordonne´es pour X
centre´es en ξ. Conside´rons le produit X×Pn−1 et la sous-varie´te´ Y ⊂ X×Pn−1
des points (x; t1, ..., tn) avec x ∈ X, et (t1, ...., tn) ∈ P
n−1, tels que xitj = xjti
pour i, j = 1...n.
L’application σ : Y → X obtenue comme restriction de la premie`re projection
est appele´e l’e´clatement de X en ξ.
Prenons dimX = 2. Soit C une courbe irre´ductible sur une surface X pas-
sant par ξ. L’image re´ciproque σ−1(C) a deux composantes : la courbe ex-
ceptionelle L = σ−1(ξ) et la courbe C ′ de´finie comme l’adhe´rence dans Y de
σ−1(C\ξ). La courbe C ′ est appele´e la courbe transforme´e de C.
Le proce´de´ de´crit ci-dessus est appele´ σ − process, ou transformation qua-
dratique.
Rappelons le re´sultat bien connu dont on trouve une de´monstration par
exemple dans [2] :
The´ore`me 2.2.4 Soit C une courbe irre´ductible sur une surface non sin-
gulie`re X ; alors il existe une surface Y et une application f : Y → X, telle
que f est compose´e d’e´clatements Y → X1 → ... → Xn → X et la courbe
transforme´e C ′ de C sur Y est re´gulie`re.
Montrons maintenant qu’effectivement les jets de Demailly permettent de
de´singulariser les germes de courbes.
Soit f : (C, 0) → X un germe de courbe, avec une parame´trisation irre´ductible,
i.e f ne peut pas s’e´crire sous la forme f(t) = g(ts). Deux parame´trisations
f et g sont dites e´quivalentes s’il existe une fonction analytique z(t) telle que
z(0) = 0, z′(t) 6= 0, pour laquelle : g(t) = f(z(t)).
On peut montrer [36] que deux parame´trisations irre´ductibles du meˆme en-
semble de points sont e´quivalentes. Ainsi, un point d’une courbe C est re´gulier
si et seulement si m(f, 0) = 1, pour une, et donc toute parame´trisation
irre´ductible.
Nous allons montrer le re´sultat :
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The´ore`me 2.2.5 Soit f : (C, 0) → X un germe de courbe, avec une pa-
rame´trisation irre´ductible et une singularite´ en f(0). Alors on peut de´singulariser
le germe de courbe par la construction des jets de Demailly, i.e il existe un
entier k tel que m(f[k], 0) = 1.
De´monstration. Nous allons faire la de´monstration pour dimX = 2. L’ide´e
est de comparer la construction des releve´s par les jets de Demailly avec celle
des e´clatements.
Prenons V = TX dans la construction des espaces de jets de la varie´te´ di-
rige´e (X,V ) et traduisons l’e´clatement, g1, de la courbe en l’origine par les
coordonne´es des cartes affines :
soit ξ = f(0), (x, y) des coordonne´es locales en ξ et σ : Y → X l’e´clatement
centre´ en ξ. Il existe un voisinage U de ξ dans X tel que σ−1(U) est la sous-
varie´te´ de U × P1 de´finie par t0y = t1x, ou` (t0 : t1) sont des coordonne´es sur
P
1.
Dans l’ouvert ou` t0 6= 0, l’e´clatement est donne´ par les e´quations :
x = u et y = uv, ou` v = t1/t0.




Pour les jets de Demailly-Semple on a : f[1] = (f1, f2,
f ′2
f ′1
).On a doncm(g1, 0) =
m(f[1], 0) car m(
f2
f1




Montrons que si gk est le germe de courbe transforme´e de f par k e´clatements
successifs, on a : m(gk, 0) = m(f[k], 0).
Si f[k] = (f
k
1 , ..., f
k
N) alors f[k+1] = (f
k






′ ) ou` {s1, s2} contient le
dernier indice correspondant a` la composante vericale et un indice, sj, tel




Montrons par re´currence, que pour tout k, gk = (g
k
s1




m(fksi , 0) . Ainsi, on aura bien m(gk, 0) = m(f[k], 0).












} donc la proprie´te´
est vraie.
Supposons la vraie au rang k, et montrons qu’elle est vraie au rang k+1 :
on a donc : gk = (g
k
s1
, gks2) et f[k] = (f
k
1 , ..., f
k
s1
, fks2) ou` m(g
k
si
, 0) = m(fksi , 0).






) et f[k+1] = (f
k











m(fksj , 0) = m(f[k], 0).
Par de´finition de f[k+2], on peut prendre {f
k+1
s1








Or {gk+1s1 , g
k+1
s2
} = {gksj ,
gksi
gksj




La re´currence est de´montre´e.
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Par le the´ore`me pre´ce´dent on obtient donc qu’il existe k tel que m(f[k], 0) = 1
i.e la courbe est re´gulie`re a` l’origine : on a de´singularise´ notre germe de
courbe. On ge´ne´ralise facilement le re´sultat pour dimX = n.
Montrons que cette proprie´te´ reste vraie pour V sous-fibre´ quelconque de TX
dans la construction des jets de Demailly de la varie´te´ dirige´e (X,V ).




k(t), j > r, donc m(fj, 0) ≥
m(fk, 0), 1 ≤ k ≤ r, j > r aussi, les fj, j > r n’interviennent pas pour la
multiplicite´.
On a toujours : m(gk, 0) = m(f[k], 0) et donc il existe k tel que m(f[k], 0) = 1.
¤
Remarquons qu’il est important que la parame´trisation soit irre´ductible.
En effet, soit f un germe de courbe re´gulier et conside´rons g : t → f(ts),
s ≥ 2. On a g[k](0) = f[k](0) ∈ PkV
reg pour tout k, car g[k](t) = f[k](t
s).
En effet, par re´currence :
si f[k](t) = (F1(t), ..., FN(t)) et g[k](t) = f[k](t
s), alors :

















Et donc, g[k+1](t) = f[k+1](t
s).
Ainsi m(g[k], 0) = m(g, 0) > 1 pour tout k, et donc m(g[k], 0) n’est jamais
e´gale a` 1.
La re´solution des singularite´s des surfaces est beaucoup plus difficile ;
un proce´de´ ge´ne´ral pour la re´solution des singularite´s de dimension 2 a e´te´
trouve´ par Hirzebruch en 1952. Pour les varie´te´s alge´briques de dimension
quelconque, l’existence d’une re´solution des singularite´s a e´te´ prouve´e par
Hironaka en 1964 ; et quelques anne´es plus tard il a pu l’e´tendre aux espaces
complexes arbitraires. La preuve d’Hironaka est parmi les plus difficiles en
mathe´matiques, selon E.Brieskorn, mais l’ide´e de base est encore l’application
de ge´ne´ralisations de transformations quadratiques.
2.2.3 Ope´rateurs diffe´rentiels sur les jets
D’apre`s [17], on introduit le fibre´ vectoriel des jets de diffe´rentielles,
d’ordre k et de degre´ m, EGGk,mV
∗ → X dont les fibres sont les polynoˆmes
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a` valeurs complexes Q(f ′, f ′′, ..., f (k)) sur les fibres de JkV, de poids m par
rapport a` l’action de C∗ :
Q(λf ′, λ2f ′′, ..., λkf (k)) = λmQ(f ′, f ′′, ..., f (k))
pour tout λ ∈ C∗ et (f ′, f ′′, ..., f (k)) ∈ JkV.
EGGk,mV
∗ admet une filtration canonique dont les termes gradue´s sont
Grl(EGGk,mV
∗) = Sl1V ∗ ⊗ Sl2V ∗ ⊗ ...⊗ SlkV ∗,
ou` l := (l1, l2, ..., lk) ∈ N
k ve´rifie l1+2l2+...+klk = m. En effet, en conside´rant
l’expression de plus haut degre´ en les (f
(k)
i ) qui intervient dans l’expression
d’un polynoˆme homoge`ne de poids m, on obtient une filtration intrinse`que :
EGGk−1,mV





iV ∗ ⊗ EGGk,m−kiV
∗.
Par re´currence, on obtient bien une filtration dont les termes gradue´s sont
ceux annonce´s plus haut.
D’apre`s [6], on de´finit le sous-fibre´ Ek,mV
∗ ⊂ EGGk,mV
∗, appele´ le fibre´ des
jets de diffe´rentielles invariants d’ordre k et de degre´ m, i.e :
Q((f ◦ φ)′, (f ◦ φ)′′, ..., (f ◦ φ)(k)) = φ′(0)mQ(f ′, f ′′, ..., f (k))
pour tout φ ∈ Gk le groupe des germes de k-jets de biholomorphismes de
(C, 0). Pour G′k le sous-groupe de Gk des germes φ tangents a` l’identite´





La filtration canonique sur EGGk,mV
∗ induit une filtration naturelle sur
Ek,mV
∗ dont les termes gradue´s sont(
⊕
l1+2l2+...+klk=m




Le lien entre ces espaces d’ope´rateurs diffe´rentiels et les espaces de jets
construits pre´ce´demment est donne´ par :
The´ore`me 2.2.6 [6] Supposons que V a un rang r ≥ 2.
Soit π0,k : PkV → X, et JkV
reg le fibre´ des k-jets re´guliers i.e f ′(0) 6= 0.
i) Le quotient JkV
reg/Gk a la structure d’un fibre´ localement trivial au-
dessus de X, et il y a un plongement holomorphe JkV





ii) Le faisceau image direct (π0,k)∗OPkV (m) peut eˆtre identifie´ avec le fais-
ceau des sections holomorphes de Ek,mV
∗.
iii) Pour tout m > 0, le lieu de base du syste`me line´aire |OPkV (m)| est
e´gal a` PkV
sing. De plus, OPkV (1) est relativement big (i.e pseudo-ample )
au-dessus de X.
2.2.4 Ope´rateurs diffe´rentiels invariants et de´rivation
(cf.[9])
On peut de´finir une de´rivation,∇, sur les ope´rateurs diffe´rentiels par :
(∇Q)(f)(t) = d(Q(f))/dt.
Cependant, on remarque que Ek,mV
∗ n’est pas laisse´ stable par ∇ : par
exemple f ′′ = ∇f ′ n’est pas un polynoˆme invariant.
Aussi, une question naturelle, qui n’est pas traite´e dans l’article de De-
mailly, est celle de la construction d’une de´rivation qui laisse invariant les
ope´rateurs diffe´rentiels invariants.
Par le the´ore`me pre´ce´dent, il est e´quivalent de construire une de´rivation
d pour les sections des OPkV (m).




fonction me´romorphe sur PkV. On peut conside´rer d(
s
t
) comme une section
me´romorphe de OP1(PkV )(1). En effet, g = d(
s
t
) peut eˆtre vue comme une
fonction sur OP1(PkV )(−1) a` valeurs complexes telle que g(λ.v) = λ.g(v),
aussi g est bien une section du dual OP1(PkV )(1).
On a une inclusion Pk+1V ⊂ P1(PkV ) = P (TPkV ), donc aussi une inclusion
OPk+1V (−1) ⊂ OP1(PkV )(−1). Ainsi, on peut ramener notre section g a` une
section me´romorphe de OPk+1V (1).




section me´romorphe de OPk+1V (2m+ 1).
De plus, cette section est holomorphe. En effet, par une trivialisation locale
et la re`gle de de´rivation d’un produit pour les fonctions holomorphes s et t :
t2.d( s
t
) = tds− sdt, qui est holomorphe.
Ainsi, on a trouve´ un proce´de´, modifiant la de´rivation, qui laisse stable
les ope´rateurs diffe´rentiels invariants i.e les sections des OPkV (m).
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2.2.5 Me´triques sur les k-jets a` courbure ne´gative
De´finition 2.2.7 [6] Une me´trique singulie`re hk de k-jets sur une varie´te´
complexe dirige´e (X,V) est une me´trique sur le fibre´ en droites OPkV (−1),
telle que la fonction de poids φ est quasi-plurisousharmonique ( Pour une




On note Σhk ⊂ PkV le lieu singulier de la me´trique i.e l’ensemble des points





∂∂φ le courant de
courbure.
On dit que hk est a` courbure ne´gative au sens des jets s’il existe ε > 0 et une
me´trique hermitienne ωk sur TPkV tels que :
Θh−1
k
(OPkV (1))(ξ) ≥ ε |ξ|
2
ωk
, pour tout ξ ∈ Vk
Remarque 2.2.8 l’ine´galite´ est prise au sens des distributions :
Comme application du lemmme d’Ahlfors-Schwarz on a :
The´ore`me 2.2.9 [6] Soit (X,V) une varie´te´ complexe compacte dirige´e. Si
(X,V) a une me´trique de k-jet avec courbure ne´gative, alors toute courbe
entie`re f : C → X tangente a` V ve´rifie f[k](C) ⊂ Σhk . En particulier, si
Σhk ⊂ PkV
sing, alors (X,V) est hyperbolique.
En particulier, l’existence de suffisamment de jets de diffe´rentielles glo-
bales implique l’hyperbolicite´ :
Corollaire 2.2.10 [6] Supposons qu’il existe des entiers k,m > 0 et un fibre´






ait des sections non nulles σ1, ..., σN . Soit Z ⊂ PkV le lieu de base de ces
sections. Alors toute courbe entie`re f : C → X tangente a` V ve´rifie f[k](C) ⊂
Z. Autrement dit, pour tout ope´rateur diffe´rentiel P, Gk−invariant a` valeurs
dans L−1, toute courbe entie`re f : C → X tangente a` V ve´rifie l’e´quation
diffe´rentielle P (f) = 0.
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De´finition 2.2.11 [6] Soit A un fibre´ en droites ample sur une varie´te´ com-




ou` Bk,m est le lieu de base du fibre´ OXk(m)⊗ π
∗
0,kO(−A).
D’apre`s le corollaire pre´ce´dent toute courbe entie`re non constante
f : C → X ve´rifie f[k](C) ⊂ Bk, donc f(C) ⊂ ∩
k>0
πk,0(Bk).
Ceci peut-eˆtre mis en relation avec la conjecture de Green et Griffiths
[17] :
Conjecture 2.2.12 Si X est une varie´te´ de type ge´ne´ral, toute courbe entie`re
f : C → X est alge´briquement de´ge´ne´re´e et il existe un sous ensemble
alge´brique propre Y ⊂ X contenant toutes les images des courbes entie`res
non constantes.
2.2.5.1 Le cas des surfaces
De´crivons la me´thode, pre´sente dans [6], pour obtenir l’existence de suf-
fisamment de jets de diffe´rentielles dans le cas de la dimension 2.
Dans le cas des surfaces lisses de type ge´ne´ral on obtient par Riemann-
Roch [18] :
χ(X,SmT ∗X ⊗O(−A)) =
m3
6
(c21 − c2) +O(m
2),
puis par le the´ore`me d’annulation de Bogomolov h2(X,SmT ∗X ⊗O(−A)) = 0
pour m suffisamment grand donc :
h0(X,SmT ∗X ⊗O(−A)) ≥
m3
6
(c21 − c2) +O(m
2).




est un sous-ensemble alge´brique propre de X1.
Pour obtenir de meilleures estimations la strate´gie est d’e´tudier les jets de
plus grand ordre. Malheureusement, il est difficile de trouver une de´composition
simple des fibre´s Ek,mT
∗
X pour pouvoir calculer leur caracte´ristique d’Euler.
Ainsi, la troisie`me partie de cette the`se est consacre´e a` la de´termination de
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cette de´composition pour k = 3 sur les varie´te´s de dimension 3. Cependant,















(13c21 − 9c2) +O(m
3).






(13c21 − 9c2) +O(m
3).
Par conse´quent OX2(1) est big et OX2(−1) admet une me´trique singulie`re
non triviale a` courbure ne´gative sur X2 de`s que 13c
2
1 − 9c2 > 0.
Remarque 2.2.13 Comme le remarque J.P. Demailly dans [6], l’une des
motivations principales pour l’e´tude des jets de diffe´rentielles Ek,mT
∗
X dans
les questions d’hyperbolicite´ est la proprie´te´ de positivite´ du fibre´ gradue´
Gr•Ek,mT
∗
X par opposition au cas des jets de Green-Griffiths. Par exemple,
on voit facilement que dans le cas d’une surface X ⊂ P3 de degre´ d, SmT ∗X est
la seule partie de Gr•E2,mT
∗
X qui n’est pas ample lorsque d est suffisamment
grand a` m fixe´.
2.3 The´orie de la repre´sentation, the´orie des
invariants
Cette section a pour but de rappeler les bases de la the´orie de la repre´sentation
du groupe line´aire GlnC et celles de la the´orie classique des invariants. Ces
deux the´ories seront utilise´es dans le chapitre 4.
2.3.1 The´orie classique des invariants
2.3.1.1 Polarisation
Soit f un polynoˆme dont les variables sont des vecteurs, i.e un polynoˆme
en les coordonne´es des vecteurs, d’un espace vectoriel fixe´ V . Pour tous vec-
teurs s, t on note par Dtsf le re´sultat de la diffe´rentiation de f par rapport a`
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ou` les si, ti sont les coordonne´es des vecteurs s et t respectivement.
Les ope´rateurs de la forme Dts sont appele´s ope´rateurs de polarisation. Ils
commutent avec l’action du groupe Gl(V ) sur l’alge`bre des polynoˆmes.
Conside´rons la somme directe de m copies de V munie de l’action naturelle
de Gl(V ) et de l’action de Glm qui commute avec celle-ci, i.e pour A ∈ Glm,
A.(x1, ..., xm) = (x1, ..., xm)A
−1. Ainsi chaque vecteur xj est remplace´ par
une combinaison line´aire de vecteurs x1, ..., xm avec des coefficients pris dans
la j-e`me colonne de A−1. Cette action induit une action de Glm sur l’alge`bre
des polynoˆmes en les variables x1, ..., xm. Explicitement, la matrice A = (aij)
agit sur un polynoˆme f comme suit :







Si un polynoˆme f dont les variables sont des vecteurs a pour degre´ p en la





x (ou` x1, ..., xp n’apparaissent pas
dans l’expression de f) transforme f en un polynoˆme qui est syme´trique et
multi-line´aire en x1, ..., xp.On peut retrouver f a` partir de Pxf en substituant
x a` la place de x1, ..., xp. Si f est homoge`ne en toutes ses variables, si l’on
re´pe`te l’ope´ration pre´ce´dente avec toutes les variables, on obtient une forme
multi-line´aire Pf appele´e la polarisation comple`te de f. On retrouve f en y
substituant les variables originelles.
De´finition 2.3.1 (cf. [28]) Soit F une forme multi-line´aire en les variables
u1, ..., ul ou` les ui sont des vecteurs d’un espace vectoriel V. Soient x1, ..., xm
m vecteurs de V. On de´finit Sx1,...,xm(F ), l’espace vectoriel engendre´ par tous
les polynoˆmes obtenus en substituant les variables x1, ..., xm aux variables
u1, ..., ul en permettant les re´pe´titions. Cet espace est clairement invariant
sous l’action de Glm.
Soit G un groupe line´aire arbitraire agissant sur un espace vectoriel de
dimension n. On conside`re le proble`me de trouver les G−invariants d’un
syste`me de vecteurs de V , i.e les polynoˆmes invariants sous l’action de G dans
la somme directe de plusieurs copies de V. Il est clair que l’alge`bre de tous
les G−invariants d’un syste`me de vecteurs est line´airement engendre´ par les
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invariants qui sont homoge`nes en chaque variable. Si f est un tel invariant, sa
polarisation comple`te en est un aussi. Ainsi si l’on est capable de trouver tous
les invariants multi-line´aires, alors on obtient tous les invariants homoge`nes
en y substituant de nouvelles variables (en permettant les re´pe´titions).
De´finition 2.3.2 (cf.[28]) Un ensemble {Fα} de formes multi-line´aires G-
invariantes est appele´ syste`me complet de G-invariants d’un syste`me de m
vecteurs si les espaces de polynoˆmes Sx1,...,xm(F ) associe´s aux formes Fα en-
gendrent l’alge`bre de tous les G-invariants du syste`me de vecteurs x1, ..., xm.
The´ore`me 2.3.3 ([28]) Soit V un espace vectoriel de dimension n.
1) Tout syste`me complet de G-invariants d’un syste`me de n vecteurs est aussi
un syste`me complet pour tout nombre de vecteurs.
2) Si G ⊂ SL(V ) alors tout syste`me complet de G-invariants d’un syste`me
de n− 1 vecteurs auquel on ajoute la forme ”det” est un syste`me complet de
G-invariants pour tout nombre de vecteurs.
On rappelle qu’un groupe G est dit line´airement re´ductif si tout G-module
V de dimension finie est semi-simple. On a alors le the´ore`me de Hilbert :
The´ore`me 2.3.4 (cf.[28]) Soit G ⊂ Gl(V ) un groupe re´ductif. Alors il
existe un syste`me fini complet de G-invariants.
Dans le cas des groupes qui ne sont pas re´ductifs il y a quelques re´sultats
connus et des conjectures a` propos du 14e`me proble`me de Hilbert sur l’exis-
tence d’un syste`me fini de ge´ne´rateurs de l’alge`bre des invariants. Le cas
ge´ne´ral se rame`ne au cas des groupes unipotents. Nagata (1959) a construit
un exemple de groupe unipotent dont l’alge`bre des invariants n’a pas de
syste`me fini de ge´ne´rateurs. Les re´sultats positifs de´coulent du
The´ore`me 2.3.5 (cf.[28]) (Principe de Grosshans) Soit G un groupe alge´brique
qui agit rationnellement sur une k-alge`bre A, et H un sous-groupe ferme´ de
G. Alors :
AH ∼= (k[G]H ⊗ A)G.
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Si G est re´ductif et A de type fini, cela rame`ne le proble`me de savoir si AH
est de type fini a` celui de savoir si k[G]H = k[G/H] est de type fini. D’ou` la
de´finition suivante :
De´finition 2.3.6 (cf.[28]) Un sous-groupe H d’un groupe re´ductif G est ap-
pele´ sous-groupe de Grosshans s’il ve´rifie les conditions : H est ferme´, G/H
est quasi-affine, k[G/H] est de type fini.
On peut alors substituer au proble`me de Hilbert le proble`me suivant
propose´ par K. Pommerening [27] : Trouver les sous-groupes de Grosshans
de Gln ou plus ge´ne´ralement d’un groupe re´ductif G.
On a alors la conjecture de Popov-Pommerening [27] :
Conjecture 2.3.7 Tout sous-groupe unipotent re´gulier, i.e normalise´ par un
tore maximal, d’un groupe re´ductif est de Grosshans.
L. Tan [35] a montre´ que cette conjecture est vraie pour tous les sous-
groupes de Gln(k), Sln(k), PSln(k) (k corps alge´briquement clos) pour n ≤ 5.
2.3.2 The´orie de la repre´sentation
Cette partie rappelle brie`vement la the´orie de la repre´sentation de Gl(V ),
ou` V est un espace vectoriel complexe de dimension finie r.
2.3.2.1 Les foncteurs de Schur
A l’ensemble des r-uplets de´croissants (a1, ..., ar) ∈ Z
r, a1 ≥ a2... ≥ ar, on
associe de manie`re fonctorielle une collection d’espaces vectoriels Γ(a1,...,ar)V
qui fournit la liste de toutes les repre´sentations polynoˆmiales irre´ductibles du
groupe line´aire Gl(V ), a` isomorphisme pre`s. Γ• est appele´ foncteur de Schur.






groupe des matrices unipotentes triangulaires supe´rieures r × r. Si tous les
aj sont positifs, on de´finit
Γ(a1,...,ar)V ⊂ Sa1V ⊗ ...⊗ SarV
comme e´tant l’ensemble des polynoˆmes P (x1, ..., xr) sur (V
∗)r qui sont ho-
moge`nes de degre´ aj par rapport a` xj et qui sont invariants sous l’action a`
droite de Ur sur (V
∗)r i.e tels que
P (x1, ..., xj−1, xj + xk, xj+1, ..., xr) = P (x1, ..., xr) ∀k < j.
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Si (a1, ..., ar) n’est pas de´croissant alors on pose Γ
(a1,...,ar)V = 0. Comme cas
particuliers on retrouve les puissances syme´triques et les puissances exte´rieures :
SkV = Γ(k,0,...,0)V,
∧kV = Γ(1,...,1,0,...,0)V (avec k indices 1),
detV = Γ(1,...,1)V.
Les foncteurs de Schur satisfont la formule
Γ(a1+l,...,ar+l)V = Γ(a1,...,ar)V ⊗ (detV )l
qui peut eˆtre utilise´e pour de´finir Γ(a1,...,ar)V si l’on a des ai ne´gatifs.
On fixe une base de V et on identifie G = Gl(V ) avec Glr(C). On note
T = {(x = diag(x1, ..., xr)} ⊂ G le sous-groupe des matrices diagonales.
De´finition 2.3.8 (cf.[14]) Un vecteur e d’une repre´sentation E est appele´
vecteur de poids α = (α1, ..., αr) (ou` les αi sont des entiers) si
x.e = xα11 ...x
αr
r e pour tout x de T.
Proposition 2.3.9 (cf.[14]) Toute repre´sentation E est somme directe de
ses espaces de poids :




m e ,∀ x ∈ T }.
De´finition 2.3.10 (cf.[14]) Soit B ⊂ G le groupe de Borel des matrices tri-
angulaires supe´rieures. Un vecteur e d’une repre´sentation E est appele´ vecteur
de plus haut poids si B.e = C∗.e.
Proposition 2.3.11 (cf.[14]) Une repre´sentation (de dimension finie, po-
lynoˆmiale) E de Glr(C) est irre´ductible si et seulement si elle a un unique
vecteur de plus haut poids, a` multiplication par un scalaire pre`s. De plus, deux
repre´sentations sont isomorphes si et seulement si leurs vecteurs de plus haut
poids ont le meˆme poids.
Nous utiliserons aussi la semi-simplicite´ des repre´sentations holomorphes
de Glr(C) :
Proposition 2.3.12 (cf.[14]) Toute repre´sentation holomorphe de Glr(C)
est somme directe de repre´sentations irre´ductibles.
Ainsi pour de´terminer comple`tement une repre´sentation holomorphe de
Glr(C), il suffit de de´terminer ses vecteurs de plus haut poids.
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2.3.2.2 Dualite´ de Schur, Tableaux de Young (cf.[14])
Faisons le lien avec les repre´sentations du groupe syme´triques. Les repre´sen-
tations irre´ductibles du groupe syme´trique Sr correspondent aux classes de
conjugaison de Sr, i.e aux partitions (l) : r = l1 + l2 + ... + ld avec li ∈ Z et
l1 ≥ l2 ≥ ... ≥ ld > 0. La partition (l) peut eˆtre de´crite par un diagramme de
Young avec r cases et dont les longueurs des lignes sont l1, l2, ..., ld. Les lon-
gueurs de ses colonnes sont dj = card{i ∈ Z : li ≥ j} (j = 1, 2, ..., l1; l = l1 :





Un tableau de Young t associe´ a` un diagramme de Young est tout simple-
ment une nume´rotation des cases par les entiers 1, 2, ..., r. Pour un tableau

























+ 1) et les sous-groupes
Pt = {p ∈ Sr : p pre´serve chaque ligne de t},
Qt = {q ∈ Sr : q pre´serve chaque colonne de t}.
Un tableau de Young t est appele´ tableau standard si sur chaque ligne
et chaque colonne les entiers sont range´s par ordre croissant. Le nombre de
tableaux standards associe´ a` un diagramme de Young est e´gal a` v(l). Soit
D(r) l’ensemble de tous les tableaux standards a` r cases. Alors l’identite´





et ces idempotents sont orthogonaux deux a` deux.
Le groupe syme´trique Sr et donc l’alge`bre C.Sr agit sur V
⊗r par permu-
tations des indices des e´le´ments de tenseurs :
p(a1 ⊗ a2...⊗ ar) = ap−1(1) ⊗ ap−1(2)...⊗ ap−1(r), ∀p ∈ Sr.
Par la de´composition pre´ce´dente de l’identite´ on obtient
V ⊗r = ⊕
t∈D(r)
ΓtV
avec ΓtV = et(V
⊗r). Si les tableaux de Young t, t˜ correspondent au meˆme
diagramme de Young, i.e a` la meˆme partition (l) alors ΓtV et Γt˜V sont
isomorphes. D’ou`
V ⊗r = ⊕
(l)
(Γ(l)V )⊕v(l) , ou` (l) de´crit les partitions de r.
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2.3.2.2.1 Cas du fibre´ cotangent Conside´rons une varie´te´ alge´brique
lisse X et son fibre´ cotangent T ∗X . Pour chaque partition (l),
dimH0(X,Γ(l)T ∗X)
est un invariant birationnel de la varie´te´ X (cf.[24]). Dans le cas de certaines
partitions particulie`res, on a par exemple le genre cotangentiel
dimH0(X,SmT ∗X)
(cf. [32]) pour (l) = (m, 0, ..., 0), ou bien le nombre de Hodge h0r pour (l) =
(1, .., 1, 0..., 0) avec r fois ”1”. Malheureusement le calcul de ces invariants
et celui des groupes de cohomologie d’ordre supe´rieur est assez difficile (cf.
chapitre 4).
2.3.2.2.2 Coefficient de Littlewood-Richardson Un diagramme de
Young gauche est le diagramme obtenu en enlevant un diagramme plus pe-
tit d’un diagramme de Young qui le contient. Si deux diagrammes corres-
pondent aux partitions λ = (λ1, λ2, ...) et µ = (µ1, µ2, ...), on e´crit µ ⊂ λ
si le diagramme de µ est contenu dans celui de λ, i.e, µi ≤ λi pour tout i.
Le diagramme gauche est note´ λ/µ. Un tableau gauche est un diagramme
gauche rempli par des entiers positifs qui sont en croissance stricte sur les
colonnes et croissance faible sur les lignes. On de´finit le mot d’un tableau
gauche t (ou mot en ligne), w(t) (ou wr(t)) en lisant les entiers de t de la
gauche vers la droite et de bas en haut. Un mot w = x1x2...xr est dit de
Yamanouchi si, quand on le lit en partant de la fin jusqu’a` n’importe quelle
lettre, la suite xr, xr−1, ..., xs contient au moins autant de ”1” que de”2”, au
moins autant de ”2” que de ”3”,...
Un tableau gauche t est un tableau gauche de Littlewood-Richardson
si son mot wr(t) est de Yamanouchi. Un tableau gauche a pour contenu
µ = (µ1, ..., µl) si les entiers qu’il contient ve´rifient : il y a µ1 ”1”, µ2 ”2”...,
µl ”l”.
De´finition 2.3.13 (cf.[14]) Le coefficient de Littlewood-Richardson cνλ,µ est
le nombre de tableaux gauches de Littlewood-Richardson de forme ν/λ de
contenu µ.
Remarque 2.3.14 [14] C’est aussi la multiplicite´ de ΓνV dans ΓλV ⊗ΓµV.
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2.3.2.3 Caracte`res, fonctions de Schur
On de´finit le caracte`re multiplicatif de T = {(x = diag(x1, ..., xr)} ⊂ G le
sous-groupe des matrices diagonales inversibles comme e´tant l’application :
χλ : T → C
∗
d(t) → tλ11 ...t
λr
r .
On pose : Xλ = Xλ11 ...X
λr
r . On de´finit le caracte`re formel ch(E)(X) de E









m e, ∀ x ∈ T }.
Faisons le lien avec le caracte`re de Chern.
Proposition 2.3.15 Soit V un fibre´ vectoriel de rang r sur X.









.Soit λ = (λ1, ..., λr) ∈ Λ(r, n) = {(λ1, ..., λr) ∈ Z




Ch(ΓλV ) = ch(ΓλV )(ea1 , ..., ear),
ou` Ch de´signe le caracte`re de Chern.







ξi. Soit U = {Ui}i∈I un recouvrement ouvert pour lequel les ξi sont
repre´sente´s par les cocycles {ak,lii } :
ak,lii : Uk ∩ Ul → C
∗.







 = diag(ak,l11 (x), ..., ak,lrr (x)) pour x ∈
Uk ∩ Ul.
Soit :
ρ : GL(V ) → GL(ΓλV ) la repre´sentation associe´e a` λ.
Le fibre´ vectoriel ΓλV est donc repre´sente´ par le cocycle hk,l(x) = ρ(gk,l(x)).





hk,l(x) = ρ(gk,l(x)) = diag(














Ch(ΓλV ) = ch(ΓλV )(ea1 , ..., ear). ¤
Rappelons maintenant [25] qu’en caracte´ristique 0, ce qui est notre cas, on a
acce`s au caracte`re formel :




ou` pour α ∈ Λ(r, n) : aα(X) = det[(X
αj





dans P2 : le cas des deux
composantes
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3.1 La conjecture de Kobayashi
En 1970, S.Kobayashi [21] a pose´ le proble`me suivant : Est-il vrai qu’une
hypersurface ge´ne´rique de Pn
C
de grand degre´ d par rapport a` n est hyper-
bolique et que son comple´mentaire est hyperbolique pour d ≥ 2n + 1 ? Des
progre`s importants ont e´te´ re´alise´s dans la re´solution de ce proble`me, prin-





, les re´sultats connus sont que le comple´mentaire d’une courbe tre`s
ge´ne´rique C a` k composantes C1, ..., Ck de degre´s (d1, ..., dk) est hyperbolique
et hyperboliquement plonge´ dans P2 dans les cas suivants :
1) k ≥ 5 et des degre´s quelconques ([1])
2) k = 4 avec des degre´s tels que
∑
di ≥ 5 ([15], [11])
3) k = 3 et d1, d2, d3 ≥ 2 ([11], [12]),
∑
di ≥ 5 ([10] et [34])
4) k = 1 et d1 ≥ 15 ([34], [7], [13]).
Les travaux de Dethloff-Schumacher-Wong reposent sur la the´orie de Ne-
vanlinna. Les travaux de Y.T. Siu et S.K. Yeung utilisent une construction
explicite de diffe´rentielles de 2-jets et aboutissent a` une borne e´leve´e du
degre´ d ≥ 5.1013. J. El Goul obtient une meilleure borne en utilisant les jets
de Demailly, dont la construction a e´te´ e´tendue au cas logarithmique par G.
Dethloff et S. Lu.
Dans ce chapitre nous e´tudions le cas k = 2. On suit la meˆme strate´gie
que dans [13] avec l’utilisation des jets logarithmiques.
3.2 Enonce´ du re´sultat principal
The´ore`me 3.2.1 Le comple´mentaire d’une courbe tre´s ge´ne´rique a` deux
composantes de degre´s d1 ≤ d2 dans P
2 est hyperbolique pour :
1) d1 ≥ 5
2) d1 = 4 et d2 ≥ 7
3) d1 = 4 et d2 = 4
4) d1 = 3 et d2 ≥ 9
5) d1 = 2 et d2 ≥ 12
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3.3 Les fibre´s de jets logarithmiques de De-
mailly
Soit X une varie´te´ lisse complexe avec un diviseur a` croisements normaux








, ou` les sj = 0 sont les e´quations locales des composantes
irre´ductibles de D.
Son dual, le fibre´ tangent logarithmique
TX = TX(− logD)
est le faisceau des germes de champs de vecteurs tangents a` D.
Soit ω ∈ H0(U, T ∗X) une section holomorphe au-dessus d’un ouvert U ⊂
X. Pour un germe d’application holomorphe f dans U on definit f ∗ω =
Z(t)dt. On a alors une application holomorphe :
ω˜ : JkX|U → C
k; jk(f) → (Z
(j)(0))0≤j≤k−1.
On dit qu’une section holomorphe s ∈ H0(U, JkX) est un champ de k-
jet logarithmique si l’application ω˜ ◦ s|V : V → C
k est holomorphe pour
tout ω ∈ H0(V, T ∗X) et tout ouvert V de U. L’ensemble des champs de k-jets
logarithmiques au-dessus des ouverts de X de´finit un sous-faisceau de JkX
appele´ le fibre´ des k-jets logarithmiques de (X,D) et note´ JkX.
Par [9], on obtient une ge´ne´ralisation des jets de Demailly dans le cas
logarithmique. On de´finit une varie´te´ logarithmique dirige´e comme le triplet
(X,D, V ) ou` V est un sous-fibre´ holomorphe de TX de rang r. On lui associe
une suite de varie´te´s dirige´es de´finie par re´currence (Xk, Dk, Vk) par le proce´de´
suivant : (X0, D0, V0) = (X,D, V ) , Xk = P (Vk−1) avec la projection naturelle
πk : Xk → Xk−1, Dk = π
∗
k(Dk−1) et Vk est le sous-fibre´ de TXk(− logDk) de´fini
au point (x, [v]) ∈ Xk, v ∈ Vk−1,x par
Vk,(x,[v]) = {ξ ∈ TXk,(x,[v])(− logDk); (πk)∗ξ ∈ C.v}.




Par de´finition le fibre´ Vk donne la suite exacte :
0 → TXk/Xk−1 → Vk
(pik)∗
→ OXk(−1) → 0.
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On a la suite exacte d’Euler :
0 → OXk → π
∗
kVk−1 ⊗OXk(1) → TXk/Xk−1 → 0.
De ces suites on obtient que :
rangVk = rangVk−1 = ... = rangV = r, dimXk = n+ k(r − 1).
On note πk,j = πj+1 ◦ ... ◦ πk−1 ◦ πk : Xk → Xj. L’injection canonique
OXk(−1) →֒ π
∗
kVk−1 et la suite exacte
0 → TXk−1/Xk−2 → Vk−1
(pik−1)∗
→ OXk−1(−1) → 0





qui admet la section hyperpane Γk := P (TXk−1/Xk−2) ⊂ Xk comme diviseur
de ze´ros. On a alors : OXk(−1) = π
∗
kOXk−1(−1) ⊗ O(−Γk) et en utilisant la
notation OXk(a1, a2) := π
∗
kOXk−1(a1)⊗OXk(a2),
O(Γk) ≃ OXk(−1, 1)
est associe´ a` un diviseur effectif dans Xk .
Dans le cas ou` V = TX , soit f : ∆r → X\D une application non constante
tangente a` V. Alors f se rele`ve en une application unique f[k] : ∆r → Xk\Dk
tangente a` Vk. De plus, la de´rive´e f
′
[k−1] nous donne une section
f ′[k−1] : T∆r → f
∗
[k]OXk(−1)
A toute section σ de OXk(m), m ≥ 0, sur un ouvert quelconque π
−1
k,0(U),
U ⊂ X\D, on peut associer un ope´rateur diffe´rentiel holomorphe d’ordre k,






D’apre`s [6] cette correspondance est bijective.
La ge´ne´ralisation aux jets logarithmiques est donne´e par [9] :
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Proposition 3.3.1 ([9]) Une fonction holomorphe Q sur JkX/U sur un ou-
vert connexe U ⊂ X qui satisfait
(∗) Q(jk(f ◦ φ)) = φ
′
(0)mQ(jk(f)), ∀jk(f) ∈ JkX |V ,∀φ ∈ Gk
ou` Gk est le groupe des germes de k-jets biholomorphes de (C, 0),V est un
ouvert de U\D, de´finit une section holomorphe de OXk(m) sur U, et vice
versa.
On obtient :
Proposition 3.3.2 ([9]) L’image directe (πk,0)∗OXk(m) co¨ıncide avec le fais-
ceau O(Ek,mTX
∗
) des diffe´rentielles de jets logarithmiques, i.e, le faisceau lo-
calement libre engendre´ par tous les ope´rateurs polynoˆmiaux en les de´rive´es
d’ordre 1,2,...k de f , auxquelles on ajoute celles de la fonction log(sj(f)) le
long de la j-e`me composante de D, qui de plus sont invariants par change-
ment de parame´trisation arbitraire : un germe d’ope´rateur Q ∈ Ek,mTX
∗
est
caracte´rise´ par la condition que, pour tout germe f dans X\D et tout germe
φ de k-jet biholomorphe de (C, 0),
Q(f ◦ φ) = φ′mQ(f) ◦ φ.
Par le lemme d’Ahlfors on obtient :
The´ore`me 3.3.3 ([9]) Si (X,D) a une me´trique de k-jet, i.e une me´trique
singulie`re au sens de Demailly sur OXk(−1) avec une courbure ne´gative (le
long de Vk), alors toute courbe entie`re f : C → X\D est telle que f[k](C) ⊂
Σhk , ou` Σhk repre´sente le lieu singulier de hk.
Un cas important ou` le the´ore`me pre´ce´dent s’applique est celui ou` pour






En effet, on peut alors construire une me´trique de k-jet a` courbure ne´gative,
singulie`re sur le lieu de base des sections Z ⊂ Xk. On peut donc appliquer le
the´ore`me lorsque OXk(1) est big.
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Pour e´tudier la de´ge´ne´rescence des courbes entie`res sur une varie´te´ loga-
rithmique de type ge´ne´ral, il est important de calculer le lieu de base des




ou` Bk,m est le lieu de base de OXk(m)⊗(πk,0)
∗A−1 pour A diviseur ample
arbitraire sur X.
Revenons a` la situation qui nous inte´resse. Soit C = C1 ∪C2, une courbe
alge´brique dans P2 a` deux composantes, ou` Ci est une courbe alge´brique
irre´ductible et lisse. Ci = {Pi = 0} ou` Pi est un polynoˆme de degre´ di,
d1 ≤ d2, d = d1+d2. On supposera que C1 et C2 se coupent transversalement.
Soit X = P2, X = P2\C.
3.4 Utilisation des jets d’ordre 1
3.4.1 Calcul des classes de Chern logarithmiques
En utilisant Riemann-Roch [18], on montre que si (X,D) est une surface
logarithmique de type ge´ne´ral avec des classes de Chern logarithmiques telles
que c1





et le lieu de base B1 est de dimension 2.
Une diffe´rence avec le cas d’une seule composante est que les techniques
d’ordre 1 permettent de traiter un certain nombre de cas.
La proposition 3.5.4 ci-dessous montre que contrairement au cas d’une
composante, ici H0(X,SmTX
∗
) 6= 0 pour tout m > 0.
Calculons donc les classes de Chern logarithmiques, qui sont par de´finition




2 = (d− 3)2, c2 = d
2 − 3d+ 3− d1d2
De´monstration. On utilise les formules de´montre´es dans [31] :
c1
2 = Γ2, ou` Γ = KP2 + C
et
c2 = e(X), (la caracte´ristique d’Euler de X).
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On a
Γ = OP2(d− 3)
donc
c1
2 = (d− 3)2.
D’autre part :




ou` g(Ci) est le genre ge´ome´trique de Ci et tij, le nombre d’ intersection CiCj.
Donc, ici :






c(T (P2)) = (1 + ω)3
ou` ω = ηH ∈ H










3.4.2 Premiers re´sultats d’hyperbolicite´
Les techniques d’ordre 1 vont pouvoir eˆtre exploite´es graˆce a` la ge´ne´ralisation
au cas logarithmique du the´ore`me principal de [26] que l’on trouve dans [13].
On utilise le corollaire 2.4.3 de [13] :
Proposition 3.4.2 ([13]) Soit (X,D) une surface de type ge´ne´ral logarith-
mique (i.e avec KX := KX ⊗ O(D) big ) telle que ses classes de Chern
logarithmiques ve´rifient c1
2 > c2. Alors toute courbe entie`re f : C −→ X\D
est de´ge´ne´re´e.
Comme conse´quence on obtient le :
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The´ore`me 3.4.3 Soit C la re´union de deux courbes lisses Ci , i = 1, 2 dans
P
2 de degre´ di tels que d1, d2 ≥ 5 ou d1 ≥ 4, d2 ≥ 7. Alors pour de telles confi-




2 − c2 = −3d+ 6 + d1d2 = (d1 − 3)(d2 − 3)− 3.
Donc pour d1, d2 ≥ 5 ou d1 ≥ 4, d2 ≥ 7 on a c1
2 > c2. Soit f une courbe
entie`re f : C −→ P2\C.
KP2 = KP2 ⊗OP2(C) = OP2(d− 3).
Donc (P2, C) est une surface de type ge´ne´ral logarithmique. Ses classes de
Chern logarithmiques ve´rifient c1
2 > c2. Donc par la proposition 3.4.2, f
est de´ge´ne´re´e et donc, a son image contenue dans une courbe alge´brique
plane. Or, toute courbe alge´brique plane dans P2 intersecte une courbe tre`s
ge´ne´rique de degre´ d ≥ 5 en au moins 3 points ([34]) et alors f est constante
et ([16]) P2\C est hyperbolique et hyperboliquement plonge´ dans P2. ¤
Pour obtenir des re´sultats pour les cas ou` d1 est plus petit, il faut passer
aux techniques d’ordre 2.
3.5 Utilisation des jets d’ordre 2
Rappelons tout d’abord une de´finition utile (cf.[13]) :
De´finition 3.5.1 Soit (X,D) une varie´te´ projective lisse de type logarith-




ou` θk,m est le plus petit rationnel
t
m




L’e´tude du lieu de base des 2-jets B2 est ge´ne´ralise´e au cas logarithmique
graˆce a` [13]. Citons d’abord le the´ore`me 1.2.1 de [13] :
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The´ore`me 3.5.2 Si (X,D) est une surface alge´brique de type ge´ne´ral loga-









En particulier : si 13c1
2 − 9c2 > 0, θ2 < 0 et B2 6= X2.
Corollaire 3.5.3 Si d1 ≥ 3, d2 ≥ 3 ou d1 = 2, d2 ≥ 5 alors θ2 < 0 et
B2 6= X2.
De´monstration. 13c1
2 − 9c2 = 9(d1 − 3)(d2 − 3) − 27 + 4(d − 3)
2. On
applique directement le the´ore`me 3.5.2. ¤
Comme conse´quence du calcul ci-dessus toute courbe entie`re holomorphe
f : C → X\D a un releve´ f[2] : C → X2 dont l’image est contenue dans une
composante irre´ductible Z de B2.
L’e´tude de la restriction du fibre´ tautologique a` Z ([13]) aboutit au the´ore`me
3.5.9 ci-dessous et montre la ne´cessite´ d’avoir de bonnes estimations de
θi, i = 1, 2.
3.5.1 Estimation de θ1
Une grande diffe´rence avec le cas d’une seule composante est le re´sultat :
Proposition 3.5.4 Soit la surface logarithmique (P2, C) avec C = C1 ∪C2.
Alors
θ1 ≤ 0.























P2). 6= 0 pour tout m. Ainsi θ1 ≤ 0. ¤
Passons maintenant au calcul d’une borne infe´rieure. Soit X ⊂ P4 la
surface de´finie comme intersection comple`te par les e´quations :
{Zd13 = P1(Z0, Z1, Z2);Z
d2
4 = P2(Z0, Z1, Z2)}.
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 est bien de rang 2 : au-dessus d’un
point n’appartenant pas a` C c’est clair par les deux dernie`res composantes,
sinon c’est duˆ au fait que C1 et C2 sont lisses et se coupent transversalement.
Ainsi, on a un recouvrement ramifie´ au dessus de C = C1 + C2 :
π : X ⊂ P4 → P2.








⊗O(k)) →֒H0(X,SmT ∗X ⊗O(2m+ k)).
Proposition 3.5.5 Soit la surface logarithmique (P2, C) avec C = C1 ∪C2.
Alors






) pour tout m > 0.
De´monstration. On a la suite exacte d’Euler :
0 −→ O −→ O(1)⊕5 −→ TP4 −→ 0
d’ou` la suite exacte :
0 −→ SmT ∗
P4
⊗O(k) −→ Sm(O⊕5)⊗O(k−m) −→ Sm−1(O⊕5)⊗O(k−m+1) −→ 0.
Comme Hq(P4,O(p)) = 0 pour tout q = 1, 2, 3 et q = 0, p < 0, on conclue
que Hq(P4, SmT ∗
P4
⊗O(k)) = 0 dans tous les cas :
q = 0, k ≤ 2m− 1, ou q = 1, k ≤ m− 2, ou q = 2, 3, k ∈ Z.
(Le cas q = 0 est obtenu en prenant la restriction des sections a` des droites
arbitraires dans P4). L’intersection comple`te X nous donne les deux suites
exactes :
(1) 0 → OP4(−d) → OP4(−d1)⊕OP4(−d2) → IX → 0
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(2) 0 → IX → OP4 → OX → 0
On tensorise (2) par SmT ∗
P4
et on regarde la suite exacte longue des groupes
de cohomologie. On a donc :
H0(P4, SmT ∗
P4
⊗O(k)) ≃ H0(X,SmT ∗
P4|X ⊗O(k))
de`s que H i(P4, SmT ∗
P4
⊗O(k)⊗ IX) = 0 pour i = 0, 1.
On tensorise (1) par SmT ∗
P4
et on regarde la suite exacte longue des groupes
de cohomologie. Il vient :
H0(P4, SmT ∗
P4
⊗O(k)⊗ IX) = 0 pour k − d1 ≤ 2m− 1 e tk − d ≤ m− 2.
H1(P4, SmT ∗
P4
⊗O(k)⊗ IX) = 0 pour k − d1 ≤ m− 2.
Finalement, on a :
H0(P4, SmT ∗
P4
⊗O(k)) ≃ H0(X,SmT ∗
P4|X ⊗O(k))
pour k ≤ m− 2 + d1.
De plus, on a
H1(X,SmT ∗
P4|X ⊗O(k)) = 0 pour k ≤ m− 2
car H2(P4, SmT ∗
P4
⊗O(k)⊗ IX) = 0. On a la suite exacte :
(3) 0 → TX → TP4|X → OX(d1)⊕OX(d2) → 0.
On dualise (3) et on passe aux puissances syme´triques. On obtient la suite
exacte :
0 → Sm−1T ∗
P4|X ⊗ (OX(−d1)⊕OX(−d2)) → S
mT ∗
P4|X → S
mT ∗X → 0
La suite exacte longue des groupes de cohomologie donne :
H0(X,SmT ∗
P4|X ⊗O(k)) ≃ H
0(X,SmT ∗X ⊗O(k))
de`s que H i(X,Sm−1T ∗
P4|X⊗ (OX(−d1)⊕OX(−d2))⊗O(k)) = 0 pour i = 0, 1.
Par ce qui pre´ce`de :
H i(X,Sm−1T ∗
P4|X⊗(OX(−d1)⊕OX(−d2))⊗O(k)) = 0 pour i = 0, 1; k ≤ m−3+d1.
Ainsi :
H0(X,SmT ∗X ⊗O(k)) = 0
pour k ≤ min(2m− 1,m− 3 + d1).
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Supposons qu’il y ait une section non nulle dans H0(P2, SmT ∗
P2
⊗ O(tKP2))
donc on a une section non nulle dans H0(X,SmT ∗X⊗O(2m+t(d−3)). Donc :






Il y a donc deux situations :
i) soit θ1 < 0 : les techniques d’ordre 1 suffisent car alors on a un feuilletage
F sur une surface X˜ ⊂ X1 et on applique le the´ore`me 2.4.2 de [13] pour
conclure a` la de´ge´nerescence des courbes entie`res.
ii) soit θ1 = 0 : on a alors besoin des techniques d’ordre 2.
On suppose donc maintenant : θ1 = 0.
3.5.2 Estimation de θ2
Pour l’estimation de θ2 on distingue le cas des diffe´rentielles de 2-jets de
grand degre´ m des diffe´rentielles de 2-jets de petit degre´. Pour les grands
degre´s on obtient la :
Proposition 3.5.6 Supposons que le lieu de base des 2-jets, B2, associe´ a`
(X,D) = (P2, C) est de la forme Zσ = Z0 ∪ Γ2, ou` Zσ est le lieu des ze´ros
d’une section σ ∈ H0(X2, OX2(m0) ⊗ O(t0KX)), t0 < 0 et Z0 une section
irre´ductible.





De´monstration. Supposons que le lieu de base des 2-jets, B2, associe´ a`
(X,D) = (P2, C) est de la forme Zσ = Z0 ∪ Γ2, ou` Zσ le lieu des ze´ros d’une
section σ ∈ H0(X2, OX2(m0) ⊗ O(t0KX)), t0 < 0. σ peut eˆtre conside´re´e
comme une section du fibre´ E2,m0T
∗









X ⊗O(KX) −→ 0
On multiplie tous les termes de la suite par O(t0KX) et on conside`re la suite
exacte longue associe´e en cohomologie.
Comme t0 < 0 : H
0(X,Sm0T
∗
X ⊗ O(t0KX)) = 0 puisque θ1 = 0. On obtient
donc une injection :
H0(X,E2,m0T
∗
X ⊗O(t0KX)) →֒ H
0(X,E2,m0−3T
∗
X ⊗O((t0 + 1)KX)).
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. Ainsi, pour m0 ≥ 4




Pour les petits degre´s (m = 3) on obtient la :
Proposition 3.5.7 Pour 1 ≤ d1 < d2 ≤ 14, 4 ≤ d, d1 ≤ 5, on a pour la





De´monstration. Conside´rons le syste`me line´aire de courbes :
Cλ = {λ0s0(z) + λ1s1(z) + λ2s2(z) = 0},
ou` s0 = z
d2
0 , s1 = z
d2








2 ), εi ∈ C
∗.








, 0 ≤ i, j, l ≤ 3.
On obtient une connexion me´romorphe ∇ = ∇(Γkij) sur P
2 telle que Cλ soit
totalement ge´ode´sique pour tout λ. Soit :



















2 )) = 0}.



























1 )(d2 − d1)z
d2−d1−1
2 .
Cherchons les points singuliers.
Si z2 = 0 alors z0 = z1 = 0 ce qui est impossible.
Si z2 = 1, z1 = 0 alors z0 6= 0 et on est amene´ a` re´soudre :{
d2z
d2−d1
0 + ε0d1 = 0
d2 + ε0z
d1
0 (d2 − d1) = 0
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Par syme´trie entre z0 et z1 :













Si z2 = 1, z0 6= 0, z1 6= 0 alors on re´sout :
d2z
d2−d1
0 + ε0d1 = 0
d2z
d2−d1
1 + ε0d1 = 0




1 ) = 0





































Trouvons maintenant les conditions pour que C1 et C2 se coupent trans-
versalement.On a :











De plus, {zd20 + z
d2
1 = 0} = ∪
ωd2=−1
{z0 − ωz1 = 0}. Donc il suffit de choisir ε1




6= −ωd1 si ωd2 = −1.







en d1 points distincts. Au total, on a card(C1 ∩ C2) = d2d1 car deux droites







Donc par Bezout, C1 et C2 se coupent transversalement.
Par (1) et (2), on voit donc qu’il est possible de choisir C2 lisse coupant C1
transversalement.
Le diviseur des poˆles de ∇ est donne´ par :
B = {z0z1z2((d2 − d1)ε0z
d1




2 ) = 0}.
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∇ peut eˆtre conside´re´e comme une connexion me´romorphe sur T P2 par rap-
port a` la structure logarithmique donne´e par C1 + C2. Donc en prenant
l’ope´rateur wronskien : W∇(f) = f
′ ∧ f ′′∇ ou` f
′′
∇ = ∇f ′f












− 1 = −d2+6
d−3
.
On de´montre que :
H0(P2, E2,3T
∗
P2 ⊗O(tKP2)) = 0
pour t < −8
d−3
.
Supposons le contraire :
soit P2 ∈ H
0(P2, E2,3T
∗




Soit βi = Φ(Pi). On a : β1P2 − β2P1 ∈ H
0(P2, S3T
∗




donc β1P2−β2P1 = 0 car θ1,3 ≥
d1−5
3(d−3)
par 3.5.5. (On ne peut
pas affirmer que θ1,3 = 0 car on a choisi une configuration particulie`re qui
peut se trouver en dehors du cas ge´ne´rique θ1 = 0, d’ou` la ne´cessite´ d’avoir







est irre´ductible, on conclut :
β2
β1
∈ H0(P2, O((t2 − t1)KP2)) doit eˆtre holomorphe, ce qui implique t2 ≥ t1.






Par la semicontinuite´ de la cohomologie :
H0(P2, E2,3T
∗
P2 ⊗O(tKP2)) = 0
pour t < − 8
d−3
et C = C1 ∪ C2 ge´ne´rique. D’ou` l’estimation. ¤
On peut ame´liorer le re´sultat de 3.4.3 pour d1 = 4 graˆce a` la proposition :
Proposition 3.5.8 Pour d1 = d2 = 4, on a pour la surface logarithmique





De´monstration. Conside´rons le syste`me line´aire de courbes :
Cλ = {λ0s0(z) + λ1s1(z) + λ2s2(z) = 0},
ou` si = z
4
i , i = 0, 1, 2.
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, 0 ≤ i, j, l ≤ 3.
On obtient une connexion me´romorphe ∇ = ∇(Γkij) sur P
2 telle que Cλ
soit totalement ge´ode´sique pour tout λ. On choisit C1, C2 dans le syste`me













2s2(z) = 0} se coupant transversalement il suffit
de choisir les coefficients tels que les mineurs de




 soient tous non
nuls.
Le diviseur des poˆles de ∇ est donne´ par :
B = {z0z1z2 = 0}.
∇ peut eˆtre conside´re´e comme une connexion me´romorphe sur T P2 par rap-
port a` la structure logarithmique donne´e par C1 + C2.





∇ = ∇f ′f
′,

















P2 ⊗O(tKP2)) = 0
pour t < −4
5
.
Supposons le contraire :
soit P2 ∈ H
0(P2, E2,3T
∗




Soit βi = Φ(Pi). On a : β1P2 − β2P1 ∈ H
0(P2, S3T
∗
P2 ⊗O((1 + t1 + t2)KP2)).
1 + t1 + t2 <
−1
5










est irre´ductible, on conclut :
β2
β1
∈ H0(P2, O((t2 − t1)KP2)) doit eˆtre holomorphe, ce qui implique t2 ≥ t1.
D’ou` une contradiction.
Par la semicontinuite´ de la cohomologie :
H0(P2, E2,3T
∗
P2 ⊗O(tKP2)) = 0
pour t < −4
5
pour C = C1 ∪ C2 ge´ne´rique. D’ou` l’estimation. ¤
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3.5.3 Applications
On utilise les the´ore`mes 1.3.3 et 2.4.2 de [13] :
The´ore`me 3.5.9 (1.3.3 [13]) Soit (X,D) une surface de type ge´ne´ral loga-




Alors toute courbe holomorphe f : C −→ X\D est une feuille d’un multi-
feuilletage alge´brique sur X.
Corollaire 3.5.10 Toute courbe entie`re dans le comple´mentaire de
C = C1 ∪C2 ge´ne´rique, avec d1 = 3, d2 ≥ 9 ou d1 = 2, d2 ≥ 12 est une feuille
d’un multi-feuilletage sur P2.
De´monstration.
(13 + 12θ2,3)c1
2 − 9c2 ≥ 9(d1 − 3)(d2 − 3)− 27 + 4(d− 3)
2 − 32(d− 3)
≥ 9(d1 − 3)(d2 − 3)− 27 + 4(d− 3)(d− 11).
Pour d1 = 3 :
(13 + 12θ2,3)c1











2 − 9c2 = 10c1
2 − 9c2 = d
2
2 − 27
donc pour d2 ≥ 9
(13 + 12θ2)c1
2 − 9c2 > 0.
Pour d1 = 2 :
(13+12θ2,3)c1
2−9c2 ≥ 4(d2−1)(d2−9)−9(d2−3)−27 = 4d
2
2−49d2+36 > 0
pour d2 ≥ 12.
10c1
2 − 9c2 = d
2
2 − 11d2 + 1
donc par le meˆme raisonnement que pre´ce´demment :
pour d2 ≥ 12,
(13 + 12θ2)c1
2 − 9c2 > 0.
On applique le the´ore`me 3.5.9. ¤
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Corollaire 3.5.11 Toute courbe entie`re dans le comple´mentaire de













= 49× 5− 9× (82 − 3× 8 + 3− 42) = 245− 243 = 2.
Donc pour d1 = d2 = 4 on a
(13 + 12θ2)c1
2 > 9c2.
On applique le the´ore`me 3.5.9. ¤
The´ore`me 3.5.12 (2.4.2 [13]) Soit X une surface avec un feuilletage F et
un diviseur D telle que (X,D) soit de type ge´ne´ral logarithmique. Alors toute
courbe entie`re f : C −→ X\D contenue dans une feuille de F est de´ge´ne´re´e.
The´ore`me 3.5.13 Soit C la re´union de deux courbes lisses Ci , i = 1, 2 dans
P 2 de degre´ di. Alors pour les configurations d1 = d2 = 4, d1 = 3, d2 ≥ 9 ou
d1 = 2, d2 ≥ 12 tre`s ge´ne´riques, P
2\C est hyperbolique et hyperboliquement
plonge´ dans P2.
De´monstration. Soit f une courbe entie`re f : C −→ P2\C. Par les corol-
laires 3.5.10 ou 3.5.11, f est une feuille d’un multi-feuilletage sur P2.
Ainsi, il existe un reveˆtement ([13]) Y ⊂ X1 sur P
2 muni d’un feuilletage
F tel que f[1](C) ⊂ Y \C˜ et telle que f[2](C) est une feuille de F de´finie par
TY ∩ V1.
Par le the´ore`me 3.5.12, f[1] est de´ge´ne´re´e dans Y , donc f l’est aussi. On
termine la de´monstration par les meˆmes arguments qu’en 3.4.3. pour d2 ≥ 5.
Pour d1 = d2 = 4, on peut conclure par exemple graˆce au the´ore`me 1.10
de [37] qui montre que C1 + C2 rencontre une courbe alge´brique de genre
0 ou 1 en au moins d − 4 points distincts, donc ici 4 points distincts. f est
donc constante et on conclut que P2\C est hyperbolique et hyperboliquement
plonge´ dans P2 ([16]). ¤
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Chapitre 4




Soit X une varie´te´ complexe de dimension n et f : (C, 0) → X un germe
d’application holomorphe.
4.1 Etude alge´brique




X)x l’alge`bre des ope´rateurs diffe´rentiels en un
point x ∈ X.
Soit G
′
k le groupe des reparame´trisations φ(t) = t+b2t
2+...+bkt
k+O(tk+1)
tangentes a` l’identite´. G
′
k agit sur (f
′, f ′′, ..., f (k)) par action unipotente. Par
exemple pour k = 3, on a l’action :
(f ◦ φ)′ = f ′; (f ◦ φ)′′ = f ′′ + 2b2f
′; (f ◦ φ)′′′ = f ′′′ + 6b2f
′′ + 6b3f
′
Donc une repre´sentation :
G
′
3 →֒ U(3) : φ→
 1 0 02b2 1 0
6b3 6b2 1

De´terminer Ak revient donc a` de´terminer (C[(f
′), (f ′′), ..., (f (k))])G
′
k .
En dimension 2, on a G
′
2 = U(2). Les invariants par le groupe unipotent sont
bien connus (cf.[29]). Ainsi :






















1 ] ∩ An[f
′−1
2 ]
De´monstration. Il suffit de prouver An[f
′−1
1 ] ∩ An[f
′−1











m . Ainsi : (f
′
2)
mP = (f ′1)
lQ et (f ′1)
l divise
P, donc F ∈ C[f ′, f ′′, f ′′′]. De plus F est invariant par reparame´trisation donc
F ∈ An. ¤
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4.1.1 Etude de la dimension 3





 1 0 02b2 1 0
6b3 6b2 1
 ⊂ U(3).










 par multiplication a` gauche.
Conside´rons l’action de GL3 :
A ∈ GL3, A.














Cette action induit une action sur les polynoˆmes P (f ′, f ′′, f ′′′) qui commute
avec celle de G
′
3. Ainsi on a une action de GL3 qui laisse A3 invariant.
Nous cherchons a` de´terminer les invariants par G
′
3 du syste`me de vecteurs
(x1, x2, x3) ou` xi =
 f ′if ′′i
f ′′′i
 .
Appliquons le the´ore`me 2.3.3 des pre´liminaires a` notre situation. On a
bien G
′
3 ⊂ SL3. Il nous suffit donc de connaitre un syste`me complet de G
′
3-
invariants pour deux vecteurs i.e en dimension 2. Cela nous est donne´ par le
the´ore`me annonce´ par J.P. Demailly dont nous donnons ici une de´monstration :




































et (R) : 3(w12)







La de´monstration ne´cessite deux lemmes :




















Supposons qu’il existe deux polynoˆmes P et Q tels que :





















dans P et Q.
Ainsi on obtient une e´galite´, apre`s multiplication par (f ′1)
m avec m suffisam-





alge´briquement libres. Mais l’un des polynoˆmes a toutes ses puissances en
w12 impaires et l’autre, paires ; ce qui implique P = Q = 0.
Ainsi le degre´ de w12 est 2. ¤






12} sont alge´briquement libres.






























On peut maintenant passer a` la de´monstration du the´ore`me 4.1.2 :
De´monstration. D’apre`s la proposition 4.1.1 on est ramene´ a` de´terminer
A3[f
′−1
1 ] ∩ A3[f
′−1
2 ]. On conside`re la reparame´trisation φ = f
−1
1 sur la carte
(f ′1 6= 0). Soit P ∈ A3. Donc P (f ◦ φ) = (φ
′)mP (f) ◦ φ. Remarquons mainte-
































1 ] et donc A3[f
′−1









Par syme´trie : A3[f
′−1




























































































































































































































































Et le re´sultat est prouve´. ¤
On peut maintenant caracte´riser les ope´rateurs diffe´rentiels d’ordre 3 en di-
mension 3.
En notant ui =
 u1iu2i
u3i


































on obtient que l’ensemble {F1, F2, F3} de formes multiline´aires G
′
3-invariantes
est un syste`me complet de G
′
3-invariants d’un syste`me de 2 vecteurs.
Par application du the´ore`me 2.3.3 de Popov, on obtient la caracte´risation
alge´brique de l’alge`bre A3 des germes d’ope´rateurs invariants en dimension
3 :
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The´ore`me 4.1.5 En dimension 3 :
A3 = C[f
′
i , wij, w
k
ij,W ], 1 ≤ i < j ≤ 3, 1 ≤ k ≤ 3


















De plus, deg .tr(C(f ′i , wij, w
k
ij,W )) = 7 et le calcul de l’ide´al des relations
entre les ge´ne´rateurs est fait en annexe.
De´monstration. Il ne reste qu’a` justifier l’assertion sur le degre´ de trans-
cendance. Mais celle-ci est une conse´quence imme´diate du the´ore`me 2.2.6 qui
identifie Ek,mT
∗
X,x avec les sections de OPkV (m) au-dessus de (π0,k)
−1(x). ¤
Remarque 4.1.6 1) Pour tout k, G
′
k ⊂ SLk, donc par le raisonnement
pre´ce´dent pour de´terminer Ak en toute dimension il suffit de de´terminer Ak
en dimension k − 1.




 1 0 02b2 1 0
6b3 6b2 1

 ⊂ U(3) est un
groupe de Grosshans de GL3 i.e C[GL3]
G
′
3 est une alge`bre de type fini. De
plus, ce groupe n’est pas re´gulier i.e normalise´ par un tore maximal car : λ1 0 00 λ2 0
0 0 λ3
 1 0 02b2 1 0
6b3 6b2 1
 λ−11 0 00 λ−12 0
0 0 λ−13
 =







On ne peut donc pas appliquer le re´sultat de L. Tan [35] sur la conjecture
2.3.7 de Popov-Pommerening cite´ dans les pre´liminaires pour montrer que
G
′
3 est un sous-groupe de Grosshans.
3) Sans l’utilisation du the´ore`me de Popov, la de´termination par un calcul
”a` la main” des ge´ne´rateurs de A3 semble difficile.
4.2 Applications ge´ome´triques
Il s’agit d’e´tudier le fibre´ E3,mT
∗
X en dimension 3 pour obtenir sa filtration
en repre´sentations irre´ductibles de Schur qui nous permettra, par un calcul
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de Riemann-Roch, de calculer sa caracte´ristique d’Euler. Rappelons que par
la section 2.2.3 des pre´liminaires, E3,mT
∗








Sl1T ∗X ⊗ S




D’apre`s la the´orie de la repre´sentation, ces termes gradue´s se de´composent
en repre´sentations irre´ductibles de Gl(T ∗X) : les repre´sentations de Schur.
La caracte´risation alge´brique pre´ce´dente va nous permettre de trouver les
repre´sentations irre´ductibles qui interviennent dans cette de´composition.
On prouve le the´ore`me :









Pour cela, on a besoin de la filtration des 3-jets en dimension 2 :





















































A3,m est une repre´sentation polynoˆmiale deGL2. La the´orie de la repre´sentation
(proposition 2.3.11 et 2.3.12) nous dit queA3,m est somme directe de repre´sentations
irre´ductibles qui sont de´termine´es par les vecteurs de plus haut poids.
Rappelons (de´finition 2.3.10) qu’un vecteur est vecteur de plus haut poids







V = {(f ′1)
α(w112)
γ(w12)
β / α + 5γ + 3β = m}
est clairement un ensemble de vecteurs de plus haut poids, de poids (α+β+
2γ, β + γ).
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On en de´duit que chaque repre´sentation Γ(λ1,λ2) ve´rifiant
{λ1 + 2λ2 = m− γ;λ1 − λ2 ≥ γ;λ2 ≥ γ}
apparaˆıt une et une seule fois dans les repre´sentations de´termine´es par cet
ensemble de vecteurs de plus haut poids. En effet, soit (λ1, λ2) un tel couple
alors
{α = λ1 − λ2 − γ; β = λ2 − γ}
et (α, β, γ) sont de´termine´s de manie`re unique.









Pour avoir l’e´galite´ il suffit de montrer que l’ensemble V est l’ensemble de
tous les vecteurs de plus haut poids, i.e :
V = (A3,m)
U(2).
Soit P ∈ (A3,m)









Soit u ∈ U(2) : u.P = u.P1 + (u.P2).w12 car u.w12 = w12.
Donc u.P = P ⇔ u.Pi = Pi (car w12 est quadratique par le lemme 4.1.3).
Donc pour de´terminer (A3,m)














On a les relations suivantes :
u.f ′1 = f
′
1;



















12} sont alge´briquement libres par le lemme







U(2) revient a` de´terminer les inva-
riants du groupe unipotent U(2) qui sont bien connus en the´orie classique
























Finalement on obtient l’inclusion :
(A3,m)








On passe maintenant a` la preuve du the´ore`me principal 4.2.1 :
De´monstration. On suit le meˆme sche´ma que dans la preuve pre´ce´dente.
Soit
V = {(f ′1)
α(w112)
γ(w12)
βW δ / α + 5γ + 3β + 6δ = m}.
V est un ensemble de vecteurs de plus haut poids de poids (α + β + 2γ +
δ; β + γ + δ; δ).
Soit (λ1, λ2, λ3) ve´rifiant :
(P) : {λ1 + 2λ2 + 3λ3 = m− γ, 0 ≤ γ ≤
m
5
;λi − λj ≥ γ, i < j}.
Comme pre´ce´demment on obtient que chaque repre´sentation Γ(λ1,λ2,λ3)T ∗X
ou` (λ1, λ2, λ3) ve´rifie (P) apparaˆıt une et une seule fois dans les repre´sentations
de´termine´es par cet ensemble de vecteurs de plus haut poids. En effet, soit
(λ1, λ2, λ3) ve´rifiant (P).
Alors :
{α = λ1 − λ2 − γ; β = λ2 − λ3 − γ; δ = λ3}
et (α, β, γ, δ) sont de´termine´s de manie`re unique.









Pour avoir l’e´galite´ il suffit a` nouveau de montrer que V est l’ensemble de
tous les vecteurs de plus haut poids de A3,m i.e : V = (A3,m)
U(2).
L’ide´e importante ici est d’utiliser un argument qui apparait dans la
preuve du the´ore`me 2.3.3 de Popov [28] et permet de voir que le re´sultat
obtenu pour la dimension 2 implique le re´sultat pour la dimension 3.
Si (x1, x2, x3) est un syste`me de vecteurs en position ge´ne´rale tel que
det(x1, x2, x3) = 0
alors par l’action de U(3) on se rame`ne au syste`me (x1, x2, 0).
Soit P ∈ (A3,m)
U(3), un vecteur de plus haut poids. Montrons que




par re´currence sur m. Pour m = 0, c’est trivial.
Supposons maintenant (A3,p)
U(3) ⊂ C[f ′1, w
1
12, w12,W ] pour p < m. Montrons
que le re´sultat est vrai pour m. Conside´rons P1 la restriction de P a` l’hyper-
surface (W = 0). Par l’invariance de P1 sous l’action de U(3) et la remarque
pre´ce´dente montrant que par U(3) on transforme le syste`me (x1, x2, x3), en
position ge´ne´rale, en le syste`me (x1, x2, 0), on obtient que P1 ne de´pend que
des deux premiers vecteurs i.e P1 est un vecteur de plus haut poids de dinen-





P − P1 est un polynoˆme qui s’annule sur l’hypersurface (W = 0). Par le
Nullstellensatz, on obtient que (P − P1) ∈
√
(W ) donc par l’irre´ductibilite´
de W on a :
P = P1 +W.P2.
Il est clair que P2 ∈ (A3,m−6)






et de meˆme pour P .
On en de´duit que (A3,m)
U(3) ⊂ C[f ′1, w
1
12, w12,W ].
Donc V = (A3,m)
U(3) par l’unicite´ de (α, β, γ, δ).
Le the´ore`me est de´montre´. ¤
4.3 Calculs de caracte´ristiques d’Euler
Soit X ⊂ P4 une hypersurface lisse et irre´ductible de degre´ d. Graˆce aux
filtrations obtenues dans la section pre´ce´dente nous allons pouvoir calculer
les diffe´rentes caracte´ristiques d’Euler qui nous inte´ressent. Les calculs ont
e´te´ faits sur le logiciel Maple et de´taille´s dans l’annexe.
4.3.1 Calcul des classes de Chern
Soit ci = ci(TX).
Proposition 4.3.1
c31 = (5− d)
3d,
c1c2 = d(5− d)(d
2 − 5d+ 10),
c3 = d(−d
3 + 5d2 − 10d+ 10).
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De´monstration. On a la suite exacte du fibre´ normal :
0 → TX → TP4|X → OX(d) → 0.
Donc par de´finition des classes de Chern :
(1 + c1 + c2 + c3)(1 + dh) = (1 + h)
5
ou` : h = c1(OX(1)). Donc, par identification on obtient les identite´s :
c1 = (5− d)h,
c2 + dc1h = 10h
2,
c3 + dc2h = 10h
3,
h3 = d.
d’ou` les relations annonce´es :
c31 = (5− d)
3d,
c3 = 10d− 10d
2 + d3(5− d),




L’absence de 1-jets de´finis globalement est bien connue :
Proposition 4.3.2 ([32])
H0(X,SmT ∗X) = 0 pour m ≥ 1.
Donc les 1-jets ne pourront pas eˆtre utilise´s.









































(−5d(37d2 − 452d+ 919)) +O(m6)
On constate donc la ne´gativite´ de la caracte´ristique d’Euler pour d suf-
fisamment grand. En effet, on de´montrera la non existence de jets d’ordre 2
globaux sur X dans le the´ore`me 4.4.2 ci-dessous.
















(d(51− 25d+ 2d2) +O(m7).
4.3.4 Les 3-jets
Graˆce a` la filtration obtenue pre´ce´demment dans le the´ore`me 4.2.1 on
























Corollaire 4.3.7 Pour d ≥ 43, χ(X,E3,mT
∗
X) ∼ α(d)m
9 avec α(d) > 0.


















d(36d3 − 1980d2 + 17985d− 34885) +O(m10)
Et on a la positivite´ pour d ≥ 45.
Cette positivite´ renforce l’ide´e plus ge´ne´rale que sur une varie´te´ de di-
mension n, il faut e´tudier les jets d’ordre n.
4.3.5 Le cas logarithmique
Nous pouvons appliquer les re´sultats obtenus au cas logarithmique. Soit
X ⊂ P3 une surface lisse et irre´ductible de degre´ d. On conside`re la varie´te´
logarithmique (P3, X).
4.3.5.1 Calcul des classes de Chern
On pose :
ci = ci(TP3), ci = ci(TP3).




3 = (4− d)3,
c1c2 = (4− d)(d
2 − 4d+ 6),
c3 = −d
3 + 4d2 − 6d+ 4.
De´monstration. Pour la premie`re identite´ il suffit de remarquer que :
c1 = −c1(KP3) = −c1(OP3(d− 4)).




ou` e de´signe la caracte´ristique d’Euler.
On a e(P3\X) = e(P3) − e(X) et e(P3) = 4. Calculons e(X) = c2(TX). Par
la suite exacte
0 → TX → TP3|X → OX(d) → 0
on obtient
c(TP3|X ) = c(TX)c(OX(d))
donc
(1 + h)4 = (1 + c1(TX) + c2(TX)).(1 + dh)
ou` h = c1(OX(1)) et h
2 = d. De plus
c1(TX) = −c1(KX) = (4− d)h
donc on a l’e´galite´
1 + 4h+ 6h2 = (1 + (4− d)h+ c2(TX)).(1 + dh).
On a donc l’identite´
e(X) = c2(TX) = 6h
2 − (4− d)dh2 = d(6 + d2 − 4d)
d’ou` finalement
e(P3\X) = 4− d(6 + d2 − 4d).
Montrons la deuxie`me. Rappelons que par Riemann-Roch, si E est un fibre´










1 − 2d2) +
1
12










































Pour de´terminer c1c2, il suffit donc de de´terminer χ(TP3
∗
).
On a la suite exacte :




→ OX → 0
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ou` la fle`che φ : TP3
∗
→ OX est donne´e par :
soit x ∈ P3, w ∈ (TP3
∗



















) = c1(OP3(−4)) = −4ω
ou` ω est la classe d’un hyperplan, c2(T
∗
P3










((−4)3 + 3× 4× 6− 3× 4) +
1
4









Calculons χ(OX). On a la suite exacte :
0 → O(−X) → OP3 → OX → 0.
qui nous donne :




c1c2 et χ(O(−X)) =
−d3
6












































































× 4× (4− d)2 −
1
12
× 22× (4− d) + 3)
= (4− d)(d2 − 4d+ 6).
¤
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4.3.5.2 Calcul des caracte´risiques d’Euler
Nous montrons d’abord que les filtrations restent les meˆmes que dans le
cas compact mis-a`-part que le fibre´ tangent est remplace´ par le fibre´ tangent
logarithmique. Comme dans le cas compact (cf.[6]), on munit le faisceau
O(EGGk,mTX
∗
) des diffe´rentielles de jets logarithmiques (i.e le faisceau loca-
lement libre engendre´ par tous les ope´rateurs polynoˆmiaux en les de´rive´es
d’ordre 1,2,...k de f , auxquelles on ajoute celles de la fonction log(sj(f)) le









l := (l1, l2, ..., lk) ∈ N
k ve´rifie l1 + 2l2 + ... + klk = m. Pour le faisceau des
diffe´rentielles de jets invariants O(Ek,mTX
∗
) (cf. proposition 3.3.2) on obtient













ou` l’action de G′k est e´tendue de U\D, ou` U est un ouvert de X, a` U graˆce













































ou` les fle`ches horizontales sont des isomorphismes qui s’e´tendent a` U. L’action
de Gl3 × id s’e´tend clairement a` U, donc l’action de Gl(TX
∗
), a` gauche dans
le diagramme aussi. Les repre´sentations irre´ductibles a` droite s’identifient
donc avec celles de gauche car les vecteurs de plus haut poids et les poids
s’identifient par la commutativite´ du diagramme. Ainsi on a bien la meˆme
de´composition en repre´sentations irre´ductibles dans le cas logarithmique et


















D’apre`s les calculs dans le cas compact, on obtient les re´sultats suivants (cf.
annexe) :
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Corollaire 4.3.10 Pour d ≥ 34, χ(X,E3,mTP3
∗
) ∼ α(d)m9 avec α(d) > 0.
4.4 Etude de la cohomologie
Nous e´tudions maintenant les fibre´s Γ(λ1,λ2,λ3)T ∗X et leur cohomologie.
Pour obtenir l’existence de suffisamment d’ope´rateurs diffe´rentiels, i.e de sec-
tions globales des fibre´s Ek,mT
∗
X , il est crucial de controˆler les groupes de
cohomologie. En dimension 2 le point cle´ est l’utilisation d’un the´ore`me d’an-
nulation de Bogomolov valable sur les surfaces de type ge´ne´ral. En dimension
3, nous allons voir que l’on ne peut espe´rer un tel the´ore`me d’annulation et
que cette e´tude des groupes de cohomologie semble beaucoup plus difficile.
En effet, on a peu de re´sultats explicites sur leur de´termination. Citons tout
de meˆme un the´ore`me d’annulation duˆ a` J.-P. Demailly [6] :
The´ore`me 4.4.1 Soit X une varie´te´ alge´brique projective de dimension n, et
L un fibre´ en droites sur X. Supposons que X est de type ge´ne´ral est minimal
(i.e. KX est big et nef) et soit a = (a1, ..., an) ∈ Z
n, a1 ≥ ... ≥ an. Si l’on a
L pseudoeffectif et |a| =
∑
aj > 0, ou L big et |a| ≥ 0, alors
H0(X,ΓaTX ⊗ L
∗) = 0.
Malheureusement ce the´ore`me ne nous renseigne que sur le groupe H3
par la dualite´ de Serre. Or, ce que nous souhaitons obtenir est un controˆle du
H2. Nous allons donc pre´senter dans cette section une approche e´le´mentaire
pour traiter ce proble`me utilisant des outils alge´briques (essentiellement les
suites exactes), et des outils provenant de l’analyse complexe (the´ore`mes
d’annulation sous hypothe`se de positivite´ des fibre´s).
Rappelons la formule :





4.4.1 Les jets d’ordre 2
Montrons tout d’abord la ne´cessite´ d’e´tudier les jets d’ordre 3.
En effet, on a le re´sultat suivant :





Autrement dit, il n’y a pas de jets de diffe´rentielles d’ordre 2 de´finis globale-
ment sur X.
Nous allons donner une de´monstration de ce re´sultat, sans faire appel au
the´ore`me de Borel-Weil-Bott [8], a` l’aide des complexes de Schur qui ne sont
pas utilise´s dans la preuve d’un the´ore`me plus ge´ne´ral de P. Bru¨ckmann et
H.G. Rackwitz [4] qui permet de montrer aussi ce re´sultat :
The´ore`me 4.4.3 Soit T tableau de Young, di le nombre de cases de la co-
lonne i et X une intersection comple`te de dimension d de Pn. Alors
H0(X,ΓTT ∗X) = 0 si
n−d∑
i=1
di < dimX = d.
L’outil fondamental est l’existence de suites exactes. En effet, on a la suite
exacte :
0 → TX → TP4|X → OX(d) → 0.
Donc par dualite´ :





Rappelons la proposition suivante qui donne une re´solution de tout fibre´
de Schur :
Proposition 4.4.4 ([23]) Soit 0 → A → B → C → 0 une suite exacte
d’espaces vectoriels. Il y a un complexe C ·µ → Γ
µC → 0, dont le j-e`me
terme est Cjµ = ⊕
|ν|=j,ρ
cµv,ρΓ
ν∗A ⊗ ΓρB ou` cµν,ρ est le coefficient de Littlewood-
Richardson et ν∗ de´signe la partition conjugue´e de ν.
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On applique cette proposition a` la suite exacte pre´ce´dente pour obtenir une
re´solution de Γ(b1,b2,0)T ∗X :
Proposition 4.4.5 Soit b1 ≥ b2 ≥ 1. On a la suite exacte :










(b1,b2,0)T ∗X → 0.
De´monstration. Puisque la dimension du fibre´ OX(−d) est 1, ν
∗ est de
la forme (λ, 0, 0) donc les seules possibilite´s pour ν sont : ν = (1, 0, 0); ν =
(1, 1, 0) puisque ν ⊂ µ = (b1, b2, 0, 0).
Reste la de´termination des partitions ρ telles que les coefficients de Littlewood-
Richardson cµν,ρ soient non nuls. Par la de´finition 2.3.13, nous devons de´terminer
les tableaux gauches de Littlewood-Richardson de type µ/ν de contenu ρ.
Pour ν = (1, 0, 0), la croissance faible sur les lignes et stricte sur les co-
lonnes impose que le mot w(µ/ν) = (2, ...2, 1, .., 1) ou` il y a b2 ”2” et (b1− 1)
”1”, ou w(µ/ν) = (1, 2, ..2, 1, ...1) ou` il y a b1 ”1” et (b2 − 1) ”2”. Pour
ν = (1, 1, 0), la seule possibilite´ est w(µ/ν) = (2, ..., 2, 1, ...1) avec (b2 − 1)
”2” et (b2− 1) ”1”. Dans tous ces cas une seule partition ρ convient : respec-
tivement ((b1 − 1), b2); (b1, (b2 − 1)) et (b1 − 1, b2 − 1). De plus il n’y a qu’un
seul tableau gauche de Littlewood-Richardson qui convient dans chaque cas,
i.e cµν,ρ = 1. ¤
On conside`re maintenant la suite exacte d’Euler :
0 → O → O(1)⊕5 → TP4 → 0.
On lui applique la proposition 4.4.4 :
Proposition 4.4.6 Soit b1 ≥ b2 ≥ 1. On a la suite exacte :
(2) : 0 → O(b1 + b2 − 2)
⊕s(b1−1,b2−1) → O(b1 + b2 − 1)
⊕(s(b1−1,b2)+s(b1,b2−1))
→ O(b1 + b2)
⊕s(b1,b2) → Γ(b1,b2,0,0)TP4 → 0
Ou` :














De´monstration. Le complexe de Schur nous donne la suite exacte :
0 → Γ(b1−1,b2−1,0,0,0)(O(1)⊕5) → Γ(b1−1,b2,0,0,0)(O(1)⊕5)⊕ Γ(b1,b2−1,0,0,0)(O(1)⊕5)
→ Γ(b1,b2,0,0,0)(O(1)⊕5) → Γ(b1,b2,0,0)TP4 → 0.
Il nous suffit donc de de´terminer Γ(a,b,0,0,0)(O(1)⊕5). Dans la preuve de la
proposition 2.3.15, on a montre´ que, pour V somme directe de fibre´s en








λi = n}, on a
ΓλV = ⊕
µ∈Λ(r,n)




Γ(a,b,0,0,0)(O(1)⊕5) = O(a+ b)⊕d
ou` d est le rang de Γ(a,b,0,0,0)(O(1)⊕5). Le rang des fibre´s de Schur est connue
(cf.[14]) :
le rang de ΓρE est donne´ par sρ(1, 1, ..., 1) ou` sρ est la fonction de Schur.
On a la proprie´te´ ([14]) :







d = s(a, b).
¤
Passons aux applications au niveau de la cohomologie en utilisant le lemme
standard :
Lemme 4.4.7 Soit E un fibre´ vectoriel sur X.
a) Supposons que l’on ait une re´solution de longueur m E• → E → 0, et que
Hq+j(X,Ej) = 0 pour tout j ≥ 0. Alors Hq(X,E) = 0.
b) Supposons que l’on ait une filtration de E et notons Gr•E la somme directe
des quotients successifs de la filtration. Si Hq(X,Gr•E) = 0 pour q ≥ 0 fixe´,
alors Hq(X,E) = 0.
De´monstration. En notant Ej
φj
→ Ej−1, on obtient les suites exactes
0 → im φ1 → E
0 → E → 0,
0 → im φi → E
i−1 → im φi−1 → 0, pour 2 ≤ i ≤ m− 1,
0 → Em → Em−1 → im φm−1 → 0.
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a) de´coule imme´diatement des suites exactes longues de cohomologie.
Soit
E ⊃ E1 ⊃ ... ⊃ Ep ⊃ ... ⊃ Em = 0
la filtration. On montre par re´currence sur p que Hq(X,E/Ep) = 0 graˆce a`
la suite exacte
0 → Ep/Ep+1 → E/Ep+1 → E/Ep → 0.
Et b) est montre´. ¤
On obtient la proposition :
Proposition 4.4.8 Soit b1 ≥ b2 ≥ 1.
1) Si : l − b1 − b2 < 0 alors H
0(X,Γ(b1,b2,0,0)T ∗
P4|X ⊗O(l)) = 0.
2) Si : l − b1 − b2 + 1 < 0 alors H
1(X,Γ(b1,b2,0,0)T ∗
P4|X ⊗O(l)) = 0.
3) Si: l − b1 − b2 + 2 < 0 alors H
2(X,Γ(b1,b2,0,0)T ∗
P4|X ⊗O(l)) = 0.
4) Si : b1 + b2 − l + (d− 5) < 0 alors H
3(X,Γ(b1,b2,0,0)T ∗
P4|X ⊗O(l)) = 0.
De´monstration. On applique la partie a) du lemme 4.4.7 pre´ce´dent a` la
suite exacte (2) :
H0(P4,Γ(b1,b2,0,0)TP4 ⊗O(p)) = 0 pour p+ b1 + b2 < 0,
H1(P4,Γ(b1,b2,0,0)TP4 ⊗O(p)) = 0,
H2(P4,Γ(b1,b2,0,0)TP4 ⊗O(p)) = 0 pour − 3− b1 − b2 − p < 0,
H3(P4,Γ(b1,b2,0,0)TP4 ⊗O(p)) = 0 pour − 4− b1 − b2 − p < 0,
H4(P4,Γ(b1,b2,0,0)TP4 ⊗O(p)) = 0 pour − 5− b1 − b2 − p < 0.
Par la dualite´ de Serre
Hq(X,Γ(b1,b2,0,0)T ∗
P4|X ⊗O(l)) = H
3−q(X,Γ(b1,b2,0,0)TP4|X ⊗O(d− 5− l)).
Montrer 1) revient a` voir pour quelles conditions
H3(X,Γ(b1,b2,0,0)TP4/X ⊗O(d− 5− l)) = 0.
On a la suite exacte :
0 → Γ(b1,b2,0,0)TP4 ⊗O(−5− l) → Γ
(b1,b2,0,0)TP4 ⊗O(d− 5− l)
→ Γ(b1,b2,0,0)TP4|X ⊗O(d− 5− l) → 0.
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Donc : H3(X,Γ(b1,b2,0,0)TP4|X ⊗O(d− 5− l)) = 0 pour
H3(P4,Γ(b1,b2,0,0)TP4 ⊗O(d− 5− l)) = 0,
H4(P4,Γ(b1,b2,0,0)TP4 ⊗O(−5− l)) = 0.
Ce qui est vrai par ce qui pre´ce`de pour
−4− b1 − b2 − (d− 5− l) < 0,
−5− b1 − b2 − (−5− l) < 0.
Et 1) est montre´.
Montrer 2) revient a` voir pour quelles conditions
H2(X,Γ(b1,b2,0,0)TP4/X ⊗O(d− 5− l)) = 0.
Ceci est le cas pour
H2(P4,Γ(b1,b2,0,0)TP4 ⊗O(d− 5− l)) = 0,
H3(P4,Γ(b1,b2,0,0)TP4 ⊗O(−5− l)) = 0.
Ce qui est ve´rifie´ pour
−3− b1 − b2 − (d− 5− l) < 0,
−4− b1 − b2 − (−5− l) < 0.
Et 2) est montre´.
Montrer 3) revient a` voir pour quelles conditions
H1(X,Γ(b1,b2,0,0)TP4|X ⊗O(d− 5− l)) = 0.
Ceci est le cas pour
H1(P4,Γ(b1,b2,0,0)TP4 ⊗O(d− 5− l)) = 0,
H2(P4,Γ(b1,b2,0,0)TP4 ⊗O(−5− l)) = 0.
Ce qui est ve´rifie´ pour
−3− b1 − b2 − (−5− l) < 0.
Et 3) est montre´.
Montrer 4) revient a` voir pour quelles conditions
H0(X,Γ(b1,b2,0,0)TP4|X ⊗O(d− 5− l)) = 0.
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Ceci est le cas pour
H0(P4,Γ(b1,b2,0,0)TP4 ⊗O(d− 5− l)) = 0,
H1(P4,Γ(b1,b2,0,0)TP4 ⊗O(−5− l)) = 0.
Ce qui est ve´rifie´ pour
(d− 5− l) + b1 + b2 < 0.
Et 4) est montre´. ¤
On en de´duit donc :
Proposition 4.4.9 Soit b1 ≥ b2 ≥ 1 , d ≥ 2.
H0(X,Γ(b1,b2,0)T ∗X ⊗O(l)) = 0 pour l − b1 − b2 < 0.
De´monstration. On applique la partie a) du lemme 4.4.7 a` la suite exacte
(1). H0(X,Γ(b1,b2,0)T ∗X ⊗O(l)) = 0 pour
H0(X,Γ(b1,b2,0,0)T ∗





P4|X ⊗O(l)) = 0,
H2(X,OX(−2d)⊗ Γ
(b1−1,b2−1,0,0)T ∗
P4|X ⊗O(l)) = 0.
Ce qui est ve´rifie´ par la proposition 4.4.8 pour
l − b1 − b2 < 0,
l − d− b1 − b2 + 2 < 0,
l − 2d− b1 − b2 + 4 < 0.
Et la proposition est montre´e. ¤
On peut maintenant de´montrer le the´ore`me annonce´ 4.4.2 :




Γ(λ1,λ2,0)T ∗X . On ap-
plique la proposition pre´ce´dente 4.4.9 et la proposition 4.3.2 qui nous donnent
H0(X,Gr•E2,mT
∗





La prochaine section va montrer que nous pouvons aussi utiliser les the´ore`mes
d’annulation classiques.
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4.4.2 Les jets d’ordre 3
Faisons tout d’abord quelques rappels. Soit E un fibre´ vectoriel hermitien
de rang r sur une varie´te´ complexe compacte X de dimension n. On note par
C∞p,q(E) l’espace des formes diffe´rentielles C
∞ de type (p, q) sur X a` valeurs












la connection de Chern de E. Soient (x1, ..., xn) des coordonne´es holomorphes
sur X et (e1, ..., en) un repe`re orthonormal mobile C
∞ de E. Le tenseur de






λ ⊗ eµ, 1 ≤ i, j ≤ n, 1 ≤ λ, µ ≤ r.
Le tenseur de courbure ic(E) est en fait une (1, 1)−forme a` valeur dans le
fibre´ Herm(E,E) des endomorphismes hermitiens de E, i.e cijλµ = cjiµλ;
ainsi ic(E) peut eˆtre identifie´ avec une forme hermitienne sur TX ⊗ E.
Rappelons qu’un fibre´ vectoriel E est positif (respectivement semi-positif)
au sens de Griffiths si on peut munir E d’une me´trique hermitienne telle qu’en
tout point x ∈ X :
ic(E)x(ζ ⊗ v, ζ ⊗ v) =
∑
i,j,λ,µ
cijλµ(x)ζiζjvλvµ > 0, resp. ≥ 0; ou` ic(E) est





∈ TX , v =
∑
vλeλ ∈ Ex. Rappelons
e´galement que tout fibre´ engendre´ par ses sections, i.e tel que l’application
H0(X,E) → Ex est surjective, est semi-positif (cf.[5])
Nous allons utiliser un the´ore`me d’annulation duˆ a` J.-P. Demailly [5] :
The´ore`me 4.4.10 Soit X une varie´te´ complexe de dimension n et L un fibre´
en droites sur X ; E un fibre´ vectoriel de rang r. Supposons E > 0 et L ≥ 0,
ou E ≥ 0 et L > 0. Soit h ∈ {1, ..., r − 1} et ΓaE le fibre´ de Schur de poids
a ∈ Zr, avec a1 ≥ a2 ≥ ... ≥ ah > ah+1 = ... = ar = 0.
Alors pour q ≥ 1, Hn,q(X,ΓaE ⊗ (detE)l ⊗ L) = 0 pour l ≥ h.
Nous allons montrer le re´sultat suivant :
The´ore`me 4.4.11 Soit X ⊂ P4 une hypersurface lisse et irre´ductible de
degre´ d.
Alors pour q ≥ 1,
Hq(X,Γ(a1,a2,a3)T ∗X) = 0 pour a3(d− 1) > 2(a1 + a2) + 3(d− 1).
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De´monstration. Dans notre situation on a X ⊂ P4 une hypersurface lisse
et irre´ductible de degre´ d. On a T ∗
P4
⊗O(2) qui est engendre´ par ses sections,
puisque T ∗
P4




semi-positif. Appliquons le the´ore`me pre´ce´dent a` E = T ∗X ⊗OX(2) ≥ 0 :
Γ(a1−a3,a2−a3,0)E = Γ(a1−a3,a2−a3,0)T ∗X ⊗OX(2(a1 − a3 + a2 − a3))
et
detE = KX ⊗OX(6).
Γ(a1−a3,a2−a3,0)E⊗(detE)2 = Γ(a1−a3,a2−a3,0)T ∗X⊗OX(2(a1+a2)−4a3+2(d+1)).
Donc :
Hq(X,Γ(a1,a2,a3)T ∗X) = H
3,q(X,Γ(a1−a3,a2−a3,0)T ∗X ⊗K
(a3−1)
X ) = 0
pour
(a3 − 1)(d− 5) > 2(a1 + a2)− 4a3 + 2(d+ 1)
i.e
a3(d− 1) > 2(a1 + a2) + 3(d− 1).
¤
Remarque 4.4.12 1) l’e´tude des suites exactes de´crites pre´ce´demment par
les complexes de Schur fournissent des re´sultats e´quivalents en utilisant le
the´ore`me de Borel-Weil-Bott [8] comme l’ont montre´ [24] et [4]. Ainsi, l’uti-
lisation du The´ore`me 7 de [4] fournit le re´sultat :
pour q ≥ 1, Hq(X,Γ(a1,a2,a3)T ∗X) = 0 pour a3(d− 1) > 2(a1 + a2) + 3d− 8.
2) On obtient donc qu’a` m fixe´, pour d suffisamment grand on a ”peu” en
proportion de partitions qui donnent une contribution non nulle du H2.
On obtient donc le corollaire suivant :
Corollaire 4.4.13 Pour a3(d− 1) > 2(a1 + a2) + 3(d− 1),
h0(X,Γ(a1,a2,a3)T ∗X) = χ(X,Γ
(a1,a2,a3)T ∗X).






( ⊕ λ1 + 2λ2 + 3λ3 = m− γ;λi − λj ≥ γ, i < jλ3(d− 1) > 2(λ1 + λ2) + 3(d− 1)

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αm9, α > 0 pour d suffisamment grand.
Remarque 4.4.15 1) Malheureusement, le corollaire pre´ce´dent ne permet
pas de de´duire directement le re´sultat pour h0(X,E3,mT
∗
X).
2) Contrairement au cas des jets d’ordre 2 en dimension 2, on ne peut
espe´rer avoir H2(X,Gr•E3,mT
∗
X) = 0 car pour tout m suffisamment grand, il
existe H2(X,Γ(λ1,λ2,λ3)T ∗X) 6= 0.
En effet :
Proposition 4.4.16 Soit X ⊂ P4 une hypersurface lisse et irre´ductible de











De´monstration. On sait par la proposition 4.3.2 que
h0(X,SmT ∗X) = 0.
De plus H3(X,SmT ∗X) = H
0(X,SmTX⊗KX) = 0 pour m > 6 par le the´ore`me
4.4.1 car X est de type ge´ne´ral (d ≥ 6) et




On a les suites exactes :







(2) : 0 → Sm−1T ∗
P4|X ⊗O(−d) → S
mT ∗
P4|X → S
mT ∗X → 0.
De (1) il vient H2(X,SmT ∗
P4|X ⊗ O(l)) = 0 pour m > 0 et l ∈ Z et
H1(X,SmT ∗
P4|X ) = 0 pour m ≥ 2. Donc par (2) H
1(X,SmT ∗X) = 0 pour
m ≥ 2. Finalement
χ(X,SmT ∗X) = h
2(X,SmT ∗X) pour m > 6.







CALCUL DE LA CARACTERISTIQUE D’EULER DES 1-
JETS DE DEMAILLY-SEMPLE EN DIMENSION 3
1) Calcul du caracte`re de Chern des fibre´s de Schur associe´s aux 3-uplets
(m , 0 , 0).
1)a) Calcul du nume´rateur et du de´nominateur de la fonction de Schur.
> restart:with(linalg):
Warning, new definition for norm







1)b) On effectue le de´veloppement du nume´rateur et du de´nominateur a`








1)c) Caracte`re de chern du fibre´ de Schur.
> n:=factor(mtaylor(r*w,[a[1],a[2],a[3]],4)):








































































d (3 d− 7)
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CALCUL DE LA CARACTERISTIQUE D’EULER DES 2-
JETS DE DEMAILLY-SEMPLE EN DIMENSION 2
1) Calcul du caracte`re de Chern des fibre´s de Schur associe´s aux 2-uplets
(m-2l , l).
1)a) Calcul du nume´rateur et du de´nominateur de la fonction de Schur.
> with(linalg):
> d:=[m-2*l+1,l];




e((m−2 l+1) a1) e(l a1)
e((m−2 l+1) a2) e(l a2)
]
> p:=det(A);









q := ea1 − ea2
1)b) Rappelons que le caracte`re de Chern est un polynme en les ”a(i)” de
degre´ 2. On effectue le de´veloppement du nume´rateur et du de´nominateur a`






(a1 − a2) (−3 l +m+ 1)(a1
2 m2 + a1 a2 m
2 + a2
2 m2 + 2 a1
2 m + 3 a1 m + 3 a2 m
+ 2 a1 a2 m− 3 a2
2 ml − 3 a1
2 ml + 2 a2
2 m+ 6− 3 l a1 − 3 l a2 + 3 a1 + 3 a2
+ 3 l2 a2
2 + 3 l2 a1
2 − 3 a2
2 l − 3 a1
2 l + a2
2 + a1






(a1 − a2) (a1
















































(−3 l +m+ 1)(2 a1 a2 m
2 + 2 a1
2 m2 + 2 a2
2 m2 − 6 a2
2 ml + a2
2 m− 6 a1
2 ml
+ 6 a2 m+ a1
2 m+ 6 a1 m− 2 a1 a2 m+ 12− 6 l a1 − 6 l a2 + 6 l
2 a2
2 + 6 l2 a1
2
− 3 a2
2 l − 3 a1
2 l + 6 a2 a1 l − 6 a1 a2 l
2)





























































































3) Calcul de l’e´quivalent en fonction des classes de Chern du fibre´ cotan-
gent.
> eq1:=a[1]+a[2]=c[1];
eq1 := a1 + a2 = c1
> eq2:=a[1]*a[2]=c[2];

















CALCUL DE LA CARACTERISTIQUE D’EULER DES 2-
JETS DE DEMAILLY-SEMPLE EN DIMENSION 3
1) Calcul du caracte`re de Chern des fibre´s de Schur associe´s aux 3-uplets
(m-2l , l , 0).
1)a) Calcul du nume´rateur et du de´nominateur de la fonction de Schur.
> restart:with(linalg):
Warning, new definition for norm







1)b) On effectue le de´veloppement du nume´rateur et du de´nominateur a`








1)c) Caracte`re de chern du fibre´ de Schur.
> n:=factor(mtaylor(r*w,[a[1],a[2],a[3]],4)):










































































d (37 d2 − 452 d+ 919)
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CALCUL DE LA CARACTERISTIQUE D’EULER DES 2-
JETS DE GREEN-GRIFFITHS EN DIMENSION 3
1) Calcul du caracte`re de Chern de la l-e`me puissance syme´trique.
1)a) Calcul du nume´rateur et du de´nominateur de la fonction de Schur.
> restart:with(linalg):
Warning, new definition for norm







1)b) On effectue le de´veloppement du nume´rateur et du de´nominateur a`








1)c) Caracte`re de chern du fibre´ de Schur.
> n:=factor(mtaylor(r*w,[a[1],a[2],a[3]],4)):
1)d) Caracte`re de Chern de la (m-2l)-e`me puissance syme´trique.
> b:=algsubs(l=m-2*l,n):












































































d (2 d2 − 25 d+ 51)
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CALCUL DE LA CARACTERISTIQUE D’EULER DES 3-
JETS DE DEMAILLY-SEMPLE EN DIMENSION 3
1) Calcul du caracte`re de Chern des fibre´s de Schur associe´s aux 3-uplets
(m-3j-5k-2i , i+j+k , k).
1)a) Calcul du nume´rateur et du de´nominateur de la fonction de Schur.
> restart:with(linalg):
Warning, new definition for norm







1)b) On effectue le de´veloppement du nume´rateur et du de´nominateur a`








1)c) Caracte`re de chern du fibre´ de Schur.
> n:=factor(mtaylor(r*w,[a[1],a[2],a[3]],4)):













































































d (389 d3 − 20739 d2 + 185559 d− 358873)
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CALCUL DE LA CARACTERISTIQUE D’EULER DES 3-
JETS DE GREEN-GRIFFITHS EN DIMENSION 3
1) Calcul du caracte`re de Chern de la l-e`me puissance syme´trique.
1)a) Calcul du nume´rateur et du de´nominateur de la fonction de Schur.
> restart:with(linalg):
Warning, new definition for norm







1)b) On effectue le de´veloppement du nume´rateur et du de´nominateur a`
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CALCUL DU COROLLAIRE 4.4.14
1) Calcul du caracte`re de Chern des fibre´s de Schur associe´s aux 3-uplets
(m-3j-5k-2i , i+j+k , k).
1)a) Calcul du nume´rateur et du de´nominateur de la fonction de Schur.
> restart:with(linalg):
Warning, new definition for norm







1)b) On effectue le de´veloppement du nume´rateur et du de´nominateur a`








1)c) Caracte`re de chern du fibre´ de Schur.
> n:=factor(mtaylor(r*w,[a[1],a[2],a[3]],4)):
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CALCUL DE L’IDEAL DES RELATIONS ENTRE LES GENERATEURS
DE L’ALGEBRE A(3).
Nous effectuons ce calcul a` l’aide des bases de Grobner.

























3) Calcul de l’ide´al des relations comme l’intersection de I et C[t(i)].
> h:=proc(P) local i,s; s:=0: for i from 1
> to 3 do s:=s+degree(P,x[i]): od: for i from 1 to 3 do
> s:=s+degree(P,y[i]): od: for i from 1 to 3 do s:=s+degree(P,z[i]):
> od: s;
> end:
> g:=proc(q) local s,i; s:=[]: for i from 1




1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27,
28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49,








2 − t14 t11 t12
2 + t14 t11 t12 t13 − t14 t11 t13
2 + t10 t11 t14
2 − t15 t12 t9 t11 + t15 t12
3
− t15 t13 t9 t11 + t9 t15
2 t10 − 2 t12 t14 t15 t10 + t13 t14 t15 t10
−t14 t10 − t12 t13 − t9 t11 + t8 t15 + t12
2 + t13
2
t14 t11 t8 + t9 t15 t10 − t12 t9 t11 − t13 t9 t11 − 2 t12 t14 t10 + t13 t14 t10 + t12
3
t7 + t13 − t12
9 t6
3 t16 − t10 t11 t12 + 2 t10 t11 t13 + t11
2 t8 − t15 t10
2
−t6 t15 t12 + t6 t11 t14 + t5 t15 t10 − t11 t5 t13
t14 t6 t12 − t14 t6 t13 − t15 t9 t6 + t5 t14 t10 + t5 t9 t11 − t5 t12
2
t11 t5 t8 − t10 t5 t12 + t10 t5 t13 − t11 t6 t9 + t6 t12
2 − t13 t6 t12
t8 t5 t14 t10 − t8 t5 t12
2 + t9 t10 t5 t12 − t9 t10 t5 t13 + t8 t14 t6 t12 − t8 t14 t6 t13 − t10 t14 t6 t9
+ t9 t6 t13
2
9 t6
2 t16 t5 + t11 t12 t13 + t9 t11
2 − t11 t12
2 − t10 t15 t12 + t10 t11 t14
9 t5
2 t16 t6 + t11 t13 t14 + t15 t9 t11 − t15 t12
2
9 t5
3 t16 − 2 t15 t12 t14 + t15 t13 t14 + t15
2 t9 + t11 t14
2
−t6 t14 + t4 t15 + t5 t13
t5 t8 − t4 t13 + t4 t12 − t6 t9
t5 t10 + t4 t11 − t6 t12
t4 t14 t10 − t4 t13
2 + t12 t5 t8 + t13 t5 t8 − t5 t9 t10 − t14 t6 t8
9 t16 t4 t6
2 + t8 t11 t12 − t10 t9 t11 − t14 t10
2 + t10 t12 t13




2 t16 t4 − t12
2 t14 + 2 t12 t13 t14 − t13
2 t14 − t13 t15 t9 + t9 t11 t14
9 t16 t4
2 t6 − t14 t10 t8 + t8 t12
2 − t9 t12 t10 + t10 t13 t9
9 t16 t5 t4




2 t10 + t9 t8 t12 − t14 t8
2 + t9 t13 t8
−3 t11 t5
2 + t11 t3 t14 + 3 t15 t5 t6 − t15 t3 t12
3 t11 t5 t6 − t11 t3 t13 − 3 t15 t6
2 + t15 t3 t10
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t14 t3 t10 − t12 t3 t13 − 3 t5
2 t10 + 3 t12 t5 t6 + 3 t13 t5 t6 − 3 t14 t6
2
t15 t9 t3 − t12 t3 t14 + t13 t3 t14 + 3 t12 t5
2 − 3 t5 t6 t14
t11 t9 t3 − t3 t12
2 + t12 t3 t13 + 3 t5
2 t10 − 3 t13 t5 t6
t8 t3 t14 − t9 t3 t13 + 3 t13 t5 t4 − 3 t6 t4 t14 − 3 t8 t5
2 + 3 t9 t5 t6
t8 t3 t12 − t9 t3 t10 + 3 t4 t5 t10 − 3 t6 t4 t13
t11 t8 t3 − t12 t3 t10 + t13 t3 t10 + 3 t6 t5 t10 − 3 t13 t6
2
−t15 t10 + 3 t6 t3 t16 + t11 t13
−t15 t12 + 3 t3 t5 t16 + t11 t14
3 t3 t4 t16 − t14 t10 + t12 t13, t8 t3 t4 t13 − t4 t9 t3 t10 − t8
2 t3 t5 + t8 t3 t6 t9 + 3 t4
2 t5 t10 − 3 t4
2 t6 t13
−t6 t15 + t5 t11 + t3
2 t16
3 t5
2 + t2 t15 − t3 t14
3 t5 t4 − t13 t2 + t12 t2 − t9 t3
3 t5 t6 + t2 t11 − t3 t12
t2 t14 t10 − t2 t13
2 − t9 t3 t13 + 6 t13 t5 t4 − 3 t6 t4 t14 − 3 t8 t5
2 + 3 t9 t5 t6
−3 t4
2 t14 + 3 t4 t5 t9 + t2 t14 t8 − t2 t13 t9
−3 t4
2 t13 − t2 t9 t10 + t13 t2 t8 + t8 t9 t3
3 t2 t6 t16 − t9 t11 − t14 t10 + t12
2
t12 t14 − t13 t14 + 3 t2 t5 t16 − t15 t9
−3 t4 t5
2 + t4 t3 t14 − t2 t6 t14 + t2 t5 t13
t2 t5 t10 − t13 t2 t6 + t3 t4 t13 − t3 t5 t8
−3 t5 t4
2 + t5 t2 t8 − t9 t2 t6 + t9 t3 t4
−t14 t8 + 3 t2 t16 t4 + t13 t9
t3 t2 t16 + t5 t12 − t6 t14
−t4 t14 + t2
2 t16 + t5 t9
t15 t1 + 3 t5 t6 − t3 t13
t1 t14 − t13 t2 + 3 t5 t4
−t2 t10 + t13 t1 + t8 t3
t12 t1 − t2 t10 + 3 t4 t6
3 t6
2 + t1 t11 − t3 t10, 3 t4
2 − t2 t8 + t1 t9
t12 t10 − t13 t10 + 3 t1 t6 t16 − t8 t11
t1 t5 − t2 t6 + t3 t4
t9 t10 − t8 t12 + 3 t1 t16 t4
t3 t1 t16 + t5 t10 − t6 t13
t2 t1 t16 − t4 t13 + t5 t8
t1
2 t16 − t10 t4 + t6 t8
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