A partial spatial object is a partial map from space to data. Data types of partial spatial objects are modelled by topological algebras of partial maps and are the foundation for a high level approach to volume graphics called constructive volume geometry (CVG), where space and data are subspaces of Ò dimensional Euclidean space. We investigate the computability of partial spatial object data types, in general and in volume graphics, using the theory of effective domain representations for topological algebras. The basic mathematical problem considered is to classify which partial functions between topological spaces can be represented by total continuous functions between given domain representations of the spaces. We prove theorems about partial functions on regular Hausdorff spaces and their domain representations, and apply the results to partial spatial objects and CVG algebras.
Introduction
Many mathematical models of physical objects and processes are based on a notion of state that specifies the object or process by assigning some data to each Ó´Üµ the data characterising the object at point Ü ¾
Commonly, is a subspace of 3-dimensional Euclidean space and is a subspace of Ê Ò , Ò ¼. The combination of sets of spatial objects and operations on spatial objects create data types modelled by topological algebras. For computation, we are interested in these spatial objects and topological algebras being computable, which we will investigate using the theory of effective domain representations. The computability of the data type forces a spatial object to be a continuous partial function Ó Ô . In this paper we consider topological algebras of partial spatial objects for modelling in volume graphics and visualisation. In volume graphics, objects are 3 dimensional and are built and rendered using primitive volumes called voxels. Volume techniques originate in visualisations of 3 dimensional arrays of vectors of data. For example, in medical imaging, physical objects are measured by various scanning instruments that produce a data file that approximates such a partial spatial object, and operations are needed to visualise and render the data set. Now volume graphics is an alternate paradigm for computer graphics in which objects are represented by volumes instead of surface representations: see [18, 9] . Constructive volume geometry (CVG) is a new high level approach to volume graphics based on algebras of volume objects rather than voxels: see [10, 11, 12] . In CVG there are a number of data types of spatial objects and operations that can be used to put together images to form complex scenes.
CVG is a generalisation of constructive solid geometry (CSG). In CSG solids are described by characteristic functions × Ê ¿ and algebras are created to build solid complex objects from simpler components. The technique is well established in CAD applications. The computability of CSG is also a topic of importance and domain representations of the data types of CSG have been considered recently in [15, 16] . Now the theory of computable functions on topological spaces, such as Ê Ò , has revealed two necessary conditions on functions that are vital for computable models. The first is continuity, since computable functions are continuous (Ceitin). The second is partiality, since continuous total functions from connected spaces into discrete spaces are constant. Thus the typical partial spatial object is a continuous partial function Ó from space to data ; and the typical operation on partial spatial objects is a partial functional on partial functions.
In this paper we will present an algebraic model of the data type of partial spatial objects under the hypothesis that space and data are regular Hausdorff spaces. The algebra is a mathematical generalisation of the algebras that are the basis of the constructive volume geometry approach to volume graphics. Next, we present a model of the implementations of algebras of partial spatial objects and partial volume objects. This is done by giving a domain representation of the spaces and and building domain representations of partial functions Ô , and of functions defined on the representable partial functions. Different domain representations of and lead to different classes of partial functions being representable. When we apply these general constructions to partial volume objects Ó Ê Ò Ô Ê we get a domain representation Î whose compact elements are generated by the computable voxels. This domain Î is uniquely determined by the voxels and we call it the voxel domain. Thus, the domain representation approach provides elegant semantic models for the data types in volume graphics, which are capable of characterising the behaviour of voxel techniques in the limit as the voxels become finer. This is a solution to the theoretical problem in volume graphics (Problem 8.2) .
At the theoretical heart of the paper is the study of representing partial functions. Suppose two topological spaces and have representations by domains and , respectively. Now, some basic theorems are known that makes it possible to represent non-continuous total functions between and by continuous total functions between and (see [8] ). The problem here is to characterise those partial functions on and which can be represented by continuous total functions on the domains. We prove some necessary properties of these functions: In Section 2 we discuss some general notions about representing partial functions in concrete models of computation. Then, in Sections 3 and 4 we give the algebras of partial spatial objects and, in particular, those of the volume objects of CVG. In Section 5 we recall the method of representing topological spaces by domains and give some theory of representing partial functions. In Section 6 we use the domain representations to describe the computable aspects of the general model and the model for volume graphics. In Section 7 we apply domain representations to algebras of partial spatial objects. Then, in Section 8, we specialise the constructions to CVG. This paper is one of a series on using algebraic domains to represent topological algebras; earlier studies include complete local rings [25, 26] ; ultra metric algebras [27] , locally compact spaces [29] , metric spaces [6] , and regular Hausdorff spaces [5] . Among application areas considered are synchronous concurrent algorithms [28] , stream processing [8] , and iterated maps [7] . General accounts are in [23, 24, 29] . A complementary theory based on continuous do-mains has been developed by Edelat [13, 14, 17] . Of course, the effectivity of these structures can also be investigated by other models of computations such as Weihrauch's type 2 enumerability [31, 32] or effective metric space theory. The equivalence of these and other concrete models of computability was established in Stoltenberg-Hansen and Tucker [30] . Further approaches to computability on topological spaces include, equilogical spaces, partial equivalence relations on Ì ¼ spaces, and modest sets [3, 4, 22] .
We thank Chen Min for invaluable discussions on the theoretical foundations of volume graphics.
Partial functions and their representations

Partial functions
We will make use of the following notations for various function spaces. We will often be interested in function spaces of continuous functions on topological spaces. Therefore, we need to establish when a partial function is continuous. 
Representations of partial functions
We start by giving the general picture of representations of partial functions on sets. Let and be representations of the sets and respectively, with the representing (total, onto) functions « and ¬
. An element ¾ such that «´ µ Ü is a representation of Ü. Note that the representing function may be defined for an ¾ even though «´ µ does not belong to the domain of the function ³. This may be interpreted as an erroneous answer in some cases. The following definition gives a stronger form of representation for partial functions. 
Definition 2.5. A representation
Ô of ³ Ô is true if « ½ dom ³ dom
Spatial objects
A partial spatial object is an object residing in some spatial space . We claim that an object is determined if its properties at points in are known. Each such property will be known as an attribute. The attributes may describe, for example, whether the object occupies a point in space or the colour of the object at that point or any other property such as temperature, pressure and so on. Clearly, we may take the collection of attributes to be a description of the object. Each attribute is a partial function that assigns a value from a data set to a point. Since noncontinuous attributes poses a problem from a computational point of view we will not require the attributes to be total functions. The space in which the partial spatial objects reside may be any topological space. However, we will usually assume that it is some Euclidean space Ê Ò . The data spaces from which the attributes takes their values are arbitrary spaces.
Example 3.1. When representing a blue ball as a partial spatial object it is not stored as the position of the ball and the information that it is blue. It is instead represented as a partial spatial object with at least two attributes, where one specifies whether the ball occupies a point and the other specifies that the blueness for every occupied point is high. We have preferred to view a partial spatial object as a tuple of partial scalar fields rather than as a partial function from the space into the cartesian product of the data sets since the former allows for some of the attributes to be defined at a point even though others are undefined at that point without having to introduce partially defined tuples.
Having introduced our main type of objects for this paper we can now state that we are interested in studying the following algebra. algebra partial spatial objects
The operation takes Ñ partial spatial objects and returns a new partial spatial object, hence it may be viewed as a single sorted algebra. However, most operations on this algebra will be defined from operations on the underlying partial scalar fields. Thus, it will be described as a many sorted algebra later on.
Example 3.4 (Constructive Volume Geometry (CVG)).
In CVG an object is represented by its properties in Ê ¿ , hence for this example the space will be taken to be ordinary 3-dimensional Euclidean space Ê ¿ . Of course, spaces of other dimensionality might be considered instead. Many different versions of representations exist, the major differences being the number of different attributes used.
One popular model for volume representation is the 4-channel model. Here, an object is assumed to have 4 attributes (channels). The first is the opacity of the object, taking its value from the unit interval ¼ ½ . This attribute is often called the «-channel. The other three are the red, green and blue channels. Each of the colour attributes takes their values from the non-negative real line.
The opacity attribute is a partial ¼ ½ -scalar field on Ê ¿ . The colour attributes are partial Ê-scalar fields on Ê ¿ . Thus, the data algebra is ´ ¼ ½ Ê Ê Ê µ and the carrier for the algebra of spatial objects for CVG is
Operations on spatial objects in CVG include taking "unions" and "intersections" of objects to create complex scenes of objects. Once such a scene has been constructed it may be rendered in various ways to allow humans to view the scene.
Our spatial objects consists of partial scalar fields. This is done in order to preserve continuity since this is a prerequisite for computability.
Example 3.5 (Constructive Solid Geometry (CSG)).
In CSG the objects of study are solid objects in 3-dimensional space. Again, the space will be the Euclidean space Ê ¿ . A solid Ë is an object residing in the space Ê ¿ , hence the solid may be identified with the set of points it occupies.
Given a solid Ë, Ë, Ë AE , Ë, and Ë denotes the set theoretic closure, interior, boundary, and complement of Ë respectively. Mathematical models of solids are often regular sets [20, 21] . A closed set Ë is regular if Ë Ë AE .
Clearly, a solid Ë is completely described if it is possible for each point in the space to tell whether that point is occupied by the solid or not, hence Ë may also be seen as a total function from the space into the booleans.
Using the above observation, we can model solids as spatial objects, by letting the data algebra be the booleans . Thus, a solid is a total -scalar field over Ê ¿ . The carrier set of CSG is the set of total -scalar fields over Ê ¿ .
The total scalar field Ê ¿ corresponding to a solid Ë is defined by
It is in general not possible to compute equality between points in the space. This means that cannot determine if a point actually is on the boundary, i.e., the computation of may fail to terminate. However, if a point is an interior or an exterior point then it is possible to effectively verify this, so terminates on all interior and exterior points. For non-trivial solids the corresponding scalar field does not terminate for some inputs. The scalar field can therefore not be said to be computable. This is in fact due to the discontinuity of the scalar field at the boundary of the solid. If a solid instead is described as a partial scalar field then we may preserve continuity. Let the partial scalar field Ê ¿ Ô describing a solid Ë be defined
The function is clearly a continuous partial function. Since continuity is a prerequisite for computability it is at least possible for such a function to be computable.
Algebras over partial spatial objects
In this section we will consider algebras over partial spatial objects. The algebras over partial spatial objects will normally only contain operations derived from algebra algebra algebra Ë algebra Ç Figure 2 : The algebras used to construct the algebra of partial spatial objects.
operations on the partial scalar fields by use of projections and tupling. Hence, the algebras are really many sorted. However, it may sometimes be beneficial to view it in levels as depicted in Figure 2 . We will start to describe the fundamental algebras and move on to the algebras over partial spatial objects later on.
Space algebra
The space is a topological space and it is not necessarily equipped with any operations. However, if the space happens to be a metric space, then the metric can be included as an operation from the space to the reals. Moreover, the algebra may also contain operations transforming the space, e.g., affine maps on euclidean spaces. Such algebras have the form: 
Projections and constructors, together with linear transformations and translations, may be added to this algebra if needed.
Data
The data sets together with their operations is a many sorted algebra. We assume that all operations on data are strict. The algebra for the real line does not have an effective representation. This is due to the non-continuity of the ordering relation . Clearly, all other operations are continuous operations. Define ¼ on reals by
The algebra obtained by replacing by ¼ has an effective representation as will be seen in Section 8. The same comment is valid also for the following example. Example 4.3. The algebra considered here for the unit interval is an ordered structure with modified versions of addition and multiplication together with maximum and minimum.
algebra The unit interval algebra 
Operations on scalar fields
Let be a space algebra and a data algebra. Pointwise extensions of operations in the data algebra is one important class of operations on scalar fields. In some cases, in particular for the spatial space Ê Ò , spatial transformations are also natural operations on partial scalar fields. 
Operations on partial spatial objects
We will assume that any algebra over partial spatial objects contains operations for projecting out partial scalar fields from partial spatial objects ( ) and for constructing partial spatial objects from partial scalar fields ( ). Other primitive operations may be added to this algebra. However, we will not add any further primitive operations in our examples. The operations will instead be generated as terms over the algebra. The operations possible are hence the operations obtained by combining projection and tupling with operations on the partial scalar fields. We assume here that the attributes of the partial spatial objects have type × , where ¾ ½ , and is the number of attributes. Figure 2 the algebras used in the construction of the algebra Ç.
We will define an Ñ-ary operation on partial spatial objects, Ç Ô´ In particular, each subterm Ø over Ç of type partial scalar field has the form
where × is a term over Ë of type partial scalar field, and where is a function selecting the proper projection and is a function selecting the proper spatial object to use.
The general form of an Ñ-ary operation on partial spatial objects with attributes derived from the operations on partial scalar fields together with the projection and construction operations is
Algebras in Computer Graphics
CVG algebra
Consider the 4-channel model of CVG. The spatial objects in this model consists of 4-tuples of scalar fields over Ê ¿ as we have seen before. Chen and Tucker [10] introduces an algebra over total spatial objects of this model. They construct their algebra according to Figure 2 . However, the space algebra is implicit in their paper.
The data algebra used in [10] consists of a subalgebra of our unit interval algebra in Example 4.3 augmented by the following operations:
These operations are used when Ü and × range over the opacity attribute. The scalar field algebra consists of pointwise extensions of operations in the data algebra. In fact, implicitly, they also include some pointwise extensions of space transformations in the space algebra. We will use the same name for the pointwise extension of these operations. They define three operations on spatial objects corresponding to union, intersection and difference.
The algebra of CVG is:
algebra CVG import scalar fields
Various "scenes" are composed using only the operations on objects described above. For example, taking the union of two objects creates an integrated scene with those two objects.
In [10] total functions were used to simplify the algebraic theory of CVG, which involved postulating algebraic laws. However, a partial version of this algebra will be constructed by considering the partial version, ¼ , of the ordering on the reals, and partial versions of combine, select, and cap (see Section 8) . This modification enable us to have an effective representation of the CVG algebra.
CSG algebra
The spatial objects of CSG are functions from the space into the booleans, see Example 3.5, the spatial objects are therefore a single scalar field Ë Ø´Ê ¿ µ. The operations on the scalar fields correspond to set theoretic union, intersection, and complement. These operations may be arrived at as the pointwise extensions of the boolean operations , , and respectively. This algebra has the same problems with computability as the total one for CVG. Any non-trivial solid will be discontinuous and is hence not a computable object. As was the case for CVG we may solve this by considering the algebra to be over partial scalar fields instead, i.e., over Ë Ô´Ê ¿ µ. A solid Ë would now be represented by the scalar field × defined by
With this definition of the CSG algebra the operations will be computable.
Domain representation of partial functions
This section gives first the preliminaries of domain representations needed for this exposition. The other purpose of this section is to introduce the notion of domain representable partial functions.
Domain representations
This section will establish the notions of domain representations of spaces and of partial functions between represented spaces. We also show that natural domain representations exist for regular Hausdorff spaces.
We will use consistently complete algebraic domains. We use the notation of [24] . The compact elements of a domain is denoted . The compact approximations of Ü ¾ is denoted approx´Üµ ¾ Ú Ü . The basis of our representations is the following theorem proven in [5] .
Theorem 5.2. A topological space has an upwards closed retract domain representation if, and only if, is a regular Hausdorff space.
In view of the above result, we will restrict the space and data algebras to be regular Hausdorff spaces. The construction of domain representations for regular Hausdorff spaces will be repeated below. The result is given as Theorem 5.8.
The following result concerns the topological properties of the set of representing elements Ê as a subset of the domain . We note that the proof above did not use the retract, hence it is valid also for weaker versions of domain representability.
Neighbourhood systems
This subsection introduces the notion of neighbourhood systems. These structures will be used in the subsequent subsection to construct domain representations.
The 
The elements of È may be seen as approximations of elements of . These approximations are consistent if they have a non-empty intersection. È is an approximation for in the sense of [29] .
For each element of the space we define two ideals of special interest. An ideal Á converges to a point Ü ¾ , denoted Á Ü, if for every open set Í containing Ü, there is an ¾ Á such that Ü ¾ Í, or equivalently, if the filter base corresponding to Á converges to Ü. We note that Á Ü if, and only if, Á Ü Á.
Domain representations for regular Hausdorff spaces
Let È be a neighbourhood system for a Hausdorff space and let Idl´È µ.
Let
Ê be the set of converging ideals. The Hausdorff property implies that every converging ideal has a unique limit point. Define Ê by mapping a converging ideal to its limit point. It is clear that is onto and that the representation will be upwards-closed. There are two immediate choices for a neighbourhood system for a regular Hausdorff space .
(i) For any base, all the non-empty basic open sets together with the set .
(ii) All non-empty closed sets of . These alternatives are compared in [5] and alternative (ii) gives a domain representation with all the properties of alternative (i) and it also makes the representation local. Hence, we prefer alternative (ii).
Summarising we have the following theorem. Clearly, the ideal Â Ü is the greatest ideal converging to Ü. Hence, the representation is local. 
Domain representations and spaces of partial functions
This subsection develops a theory for representations of partial functions and operations on partial functions. In particular, domain representations of such objects are studied.
Domain representations of partial functions
In this section we consider the problem of representing partial functions between spaces that have domain representations. For the rest of the section, let´ The functions considered on the domains are always total, and, in fact, continuous. However, the functions that are represented may be partial. In order to capture the partiality of the functions the domains will have a notion of totality which will correspond to defined values. Notions of totality in domains have been studied in [2, 19] among others. In our case an element of the domain is total if, and only if, it represents some element, i.e., if it belongs to the set of representing elements.
As mentioned above, any domain function is assumed to be a total function. The restriction Ê of to Ê is still a total function from Ê to . However, the function may also be seen as a partial function from Ê to Ê . Formally, we define the partialisation Ê . In other words, is the subgraph of obtained by restricting to both Ê and Ê , cf. Figure 3 . Ideally, the notation should convey the subsets, to which the function is restricted. However, this results in a very cumbersome notation, so the reader is trusted to deduce these subsets from the context.
Recall the general notions of representations of partial functions from Definitions 2.4 and 2.5. 
The space of representable partial functions
We will here consider the space of represented partial functions. Note that we do not give a domain representation of this space in the sense of Definition 5. We will usually drop the domains and from the notation when clear from the context.
The domain representation of partial functions is depicted in Figure 4 . We choose the representing elements of to be the whole set, i.e., Neither the retraction, mapping domain functions to partial functions, nor the embedding, mapping partial functions to domain functions, have been defined. However, true representations may be mapped to the partial functions they induce, and continuous partial functions defined on an open set may be mapped to a representation. Neither of these restrictions seems to be viable in our setting. The representation of partial functions is to be viewed as a relation between representatives and objects rather than as a mapping from representatives to objects.
We now define what it means for an operation on Rep Ô -spaces to be represented. 
Effective domains
We will use the natural computability theory for domains to induce a computability theory onto the represented spaces. See [24] for a thorough text on effectivity theory for domains. representing Ü, i.e., the set approx´ µ is semi-decidable.
Example 6.2 (Effective representation of the real line).
Let È be the set of all rational intervals, i.e., closed non-empty intervals with rational endpoints as in Example 5.9. We denote the domain representation obtained from the neighbour-
The representation is an effective representation of the reals. Determining whether a rational interval is contained in another is clearly computable. Hence the order on È is clearly decidable. It is also easy to decide whether two rational intervals are consistent, i.e., overlap. If two rational intervals are consistent, then it is easy to compute the supremum, i.e., the intersection.
The notion of effective domain functions is important since it is this notion that is going to give the represented algebras its notion of computable operation. Several results on the effectivity theory induced on the reals (and other locally compact spaces) can be found in [29] . For example, the set of reals that are computable is exactly the the set of recursive reals, and the notion of effectively represented function, and the notion of computable function, in the Grzegorczyk sense, coincides. A generalisation to metric spaces can be found in [6] .
Domain representations of partial spatial objects
This section will describe how to create a domain representation for an algebra of partial spatial objects from domain representations of its component algebras, see Figure 5 .
Representations of space and data
Recall the space and data algebras which were discussed in Sections 4.1 and 4.2, respectively.
In all our examples, the space and data algebras are regular Hausdorff spaces (indeed, they are all metric spaces). This is not an accident, since group structures underly many models of space. Topological groups are always regular and commonly Hausdorff (and, indeed, metrizable by the Birkhoff-Kakutani Theorem). See, for example, [1, Chapter 1] . Therefore, by Theorem 5.2, which asserts that the existence of upwards-closed retract domain representations is a necessary and sufficient condition for regular Hausdorff spaces, the following is a common starting point.
Suppose that there exist upwards-closed retract domain representations of both the space and the data algebra , denoted by´ Ê µ and´ Ê µ respectively.
Representations of partial scalar fields
Recall the partial scalar field algebra discussed in Section 4. . The latter is defined as domains are closed under the function space construction. Now, the function space over domains only contain continuous functions. Therefore, the set Ë Ô´ µ will, of necessity, be a subset of Ô´ µ. In fact, we assume that
This is adequate, as discontinuities may be cut away, cf. our examples from volume graphics.
Recall from Section 5.2.2 that is not a domain representation of Rep Ô´ µ in the strong sense of Definition 5.1. So, results on domain representations, such as lifting theorems for operations do not hold for our representation of partial scalar fields. However, as we will see in the next subsection, it is still possible to represent some operations on partial scalar fields, in particular, the pointwise extensions of data functions discussed in Section 4.3.
Representations of operations
This subsection will show that if a data function has a domain representation, then the pointwise extension of the data function also has a domain representation. Thereby showing that a large class of interesting operations on partial scalar fields are representable. Furthermore, if the representations of the operations are effective, then the representations of the pointwise extension will also be effective. Let 
Representations of partial spatial objects
In order to build domain representations of partial spatial objects we merely have to construct it as the product of the domain representations of the partial scalar fields constituting the partial spatial objects. Clearly, the projections and the tupling function on domains represent the corresponding operations between partial spatial objects and partial scalar fields.
Constructive Volume Geometry
In this last section we model the computational structure of CVG algebras using the domain representation of the partial spatial object algebras of Section 7.
In particular, we show that certain standard concepts of domain representability are closely related to standard concepts of volume graphics, and that the models therefore solve a general semantic modelling problem of volume graphics and CVG.
Volume Graphics and Constructive Volume Geometry
Constructive Volume Geometry (CVG) is a new approach to volume graphics based on high level operations that can be used to put together volume objects to form complex volume scenes. Specifically, CVG is based on making algebras of volume objects. The volume objects are spatial objects where, essentially, [18] and Chen, Kaufman, and Yagel [9] for the volume graphics paradigm, and see Chen and Tucker [10, 11] for CVG approach to volume graphics.
The key notion in volume graphics is the voxel, which is commonly and informally defined as follows.
Definition 8.1.
A voxel´Ê µ is a region Ê of space together with associated data which specifies the attributes of a physical object in the region Ê.
Typically, the voxel is a small cube of Ê ¿ together with approximations of the values of the attributes. The cube and the approximations are finitely representable and, hence, the voxel is a simple finite approximation of the volume object. In practice, volume graphics is based on algorithms that work on these algebra Ê Ò algebra Ê ¼ ½ algebra partial scalar fields algebra Î Figure 6 : Domain representations of CVG algebra.
finite approximations, the voxels, for the transformation and rendering of volume objects. For volume graphics, and CVG, we have the following:
Problem 8.2. To develop a semantic framework in order to analyse how (i) Volume objects are the limit of their voxel approximations. (ii) Computations with volume objects are correctly implemented via computations with voxel approximations.
Using the domain representation of partial spatial objects, applied to the special cases of and , we will show that voxels can be formalised as compact elements of a domain in which the limits of compact elements are partial volume objects, and total elements of the domain. The domain we use we call the voxel domain.
CVG is a generalisation of constructive solid geometry (CSG) in which solids are described by characteristic functions × Ê ¿ and algebras are created to build solid complex objects from simpler components. Some basic CSG algebras can be embedded in CVG algebras.
The remaining subsections will establish a domain representation of CVG. The representation will be built from the representations of algebras of space and data, cf. 
Representing space Ê Ò and data Ê and ¼ ½
We have already given domain representations of the spaces Ê and Ê Ò in Examples 5.9 and 5.10. However, we will make a more detailed case study of the representations we get, in order to explore the connection between voxels and compact elements in CVG.
Real numbers
Both space and data are built from real numbers which we review first. Let È be the set of all non-empty closed rational intervals, i.e., 
Ú ´µ
Two elements in È , i.e., two rational intervals, are consistent if they overlap.
The consistency predicate is denoted Cons.
The supremum Ø of two intervals is the intersection of them, Ø One may complete the cusl È by taking the ideal completion Idl´È µ, i.e., the set of all ideals over È ordered by set theoretic inclusion. This ideal completion is a domain. The cusl is isomorphic to a subset of the ideal completion, this set is known as the set of compact elements of the domain. Thus, a domain contains proper approximations, the compact elements, as well as complete (or total) elements. The total elements in our setting is always the set of elements representing a point in a topological space, i.e., uniquely determining it.
In fact, È is a computable neighbourhood system, that is, the ordering and the consistency predicate are decidable and the supremum is computable. Hence, the 
Space
We give here a representation of the following algebra: Proof. Take the cartesian product Ê Ò of Ê and the representation of the metric.
Data
We give here a representation for the algebra in Figure 7 , where ¼ is the partial version of the usual ordering; bound takes a real and bounds it to the interval ¼ ½ ;
add, sub and mult restricts the usual operations to give an answer in the interval The representation of the set of reals will be Ê as above. As our representation of the booleans we will choose´ µ. Proof. Take the domain Ê together with the representations of operations discussed above.
Representing partial scalar fields in CVG
The representations of the partial scalar fields from Ê Ò into the data algebra will be the domains Ê Ò Ê . The set Rep Ô´Ê Ò Êµ is the set of partial scalar fields which has a representation in the domain Ê Ò Ê .
The compact elements of the domain Ê Ò Ê are objects of the following
where Ê represents some rectangular block region in the space Ê Ò of the form
is a finite approximation of the value of the scalar field within that region.
There is no requirement of uniformity between the regions with regard to size and shape (except that they are all rectangular blocks). A perfectly allowable region is, for example, the whole space. Clearly, we do not require that Ë Ê covers the space Ê Ò .
Each of the approximations Ê of a partial scalar field is very similar to our informal notion of voxel, Definition 8.1. In fact, in the context of volume graphics, they may be said to be single attribute voxels, since they give an approximation for only one of the attributes. Shortly, we will build formal voxels from these, Definition 8.9.
The operations on these partial scalar fields will be the pointwise extensions of the operations on the data algebra together with eval. As all the data operations have representations by Lemma 
Representing CVG algebra
Finally, we will establish one representation of the following CVG algebra: where Ò is the dimension of space, and is the number of attributes.
Partial volume objects will be represented by the suitable product of representations of the constituting partial scalar fields. Before looking at the operations of CVG we will investigate how the approximations of partial volume objects can be built from voxels.
The domain representation of the space of partial volume objects of the CVG algebra is
Ê Ò Ê
The compact elements approximating a partial CVG object is of the forḿ ½ µ where is a compact element approximating the th scalar field, i.e.,
We now give our formal definition of the notion of voxel. The notion of approximation that we use is that every possible value should be included in the approximation, so a typical approximation for a real valued attribute will be an interval bounding the possible values. which corresponds to the following supremum of voxels:
Since the voxels uniquely determine the domain (via completion of the cusl) we have: We claim that the voxel domain contains all "computable" partial volume objects of CVG, and that the partial volume objects, i.e., ideal elements of the voxel domain, are generated from voxels. Example 8.12. This example shows how to approximate the opaque unit disc, radius 1 and centre in the origin, in the opacity only version of CVG. This example uses Ê ¾ as space since it makes the pictures easier to understand. Figure 8a depicts the disc as a volume object. Figures 8b-d are approximations of this disc built from voxels. The value of the opacity attribute is 1 for opaque points and 0 for transparent points. In the picture, opaque is depicted by black and transparent by white. Gray in the approximations depicts a point where there is no information whether it is opaque or not. Figure 8c consists of four voxels. The black square approximation of the disc from inside, the white square approximation from the outside, the gray (no information) approximation over the boundary, and the white half-plane. The approximation is the following supremum of voxels:
The approximation of Figure 8d is built from three rectangular approximations of the inside, four half-plane approximations from outside, and eight rectangular approximations from outside. Written as a supremum of voxels:
. This example shows how to approximate a continuously varying opacity field. Again, this example uses Ê ¾ as space. Figure 9a shows the volume object. The gray-scale is now used to depict intermediate opacity. A picture of the following approximation of the volume object is given in Figure 9b Figure 9b shows the lower bound of the opacity determined by the approximation, and Figure 9c shows the upper bound of the opacity determined by the same approximation. Both pictures are needed in order to understand an approximation since any approximation gives only an interval of possible values for each point in the space. The first voxel correspond to the square containing the origin. This square cannot be seen in the right picture since the approximation allows the volume object to be completely opaque within the square. The second voxel is the rectangle. Similarly, this cannot be seen in the left picture. The third voxel is a b c Figure 9 : A continuously varying opacity volume object.
the smaller square. The area not covered by the voxels may obviously attain any value from 0 (white) to 1 (black). We will now look at the representation of the operations. We start by noting that projection and tupling is represented by the corresponding operations on the domain representations. All operations in the CVG algebra are constructed from the operations on partial scalar fields together with projection and tupling. Since the operations on partial scalar fields have been discussed above we only need to exemplify how a CVG operation is represented. 
CSG and CVG
The fundamental objects of CSG are usually stated as subsets of space. The simplest way to incorporate CSG into our framework is to change the viewpoint of solids to be functions from space into the booleans. With this modification it has a domain representation similar to the one for CVG.
However, CSG may also be embedded as a subalgebra of CVG. Take the opacity-only model of CVG. Then solids are characterised as those partial volume objects taking only the values 0 and 1. We note that the operations of and correspond to union and intersection of solids, and that the operation applied to the everywhere opaque volume object and a solid will yield the complement of the solid. Summarising we have the following proposition.
Proposition 8.15. Constructive Solid Geometry is embedded into the opacity-only model of Constructive Volume Geometry.
The above representation of CSG is effective, cf. [15, 16] for another approach to introduce effectivity to CSG. Alternate approaches are possible based on semicomputable subsets of Ê Ò , see citeBW99.
Concluding Remarks
We have investigated the domain representation of partial topological algebras of partial continuous functions between regular Hausdorff spaces. We have looked at the special case where these spaces are subspaces of Ê Ò and the algebras are used for constructive volume geometry. The theoretical problem of classifying the representations and partial functions that have liftings is both interesting and important, and much needs to be done.
The application of domain representations to volume graphics provides an elegant solution to the problem of finding a semantic framework for volume graphics (Problem 8.2). The domain concepts seem ideal for capturing the process by which voxels approximate volume objects. It also provides semantic models for programming constructs, correctness criteria for volume graphics techniques, and a new application for exact real arithmetic.
For many problems of scientific simulation-from the EMR of aerofoils to the electric activity of cardiac tissue-the states of systems are spatial objects and operations are needed to describe the dynamic behaviour of the system. Thus, there is scope for further investigations of topological algebras of spatial objects in several areas of physical modelling, as well as visualisation and graphics.
