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Abstract




We show that the Diophantine problem, for quadratic equations over a
non-elementary torsion-free hyperbolic group, is NP-complete. Furthermore,
given a finite system of equations over a torsion-free hyperbolic group Γ, there
is an algorithm which constructs a canonical Hom-diagram and a complete
set of induced Γ-NTQ systems, for ΓR(S). Finally, the class of Γ-limit groups
is the same as that of iterated generalized doubles over Γ.
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Introduction
0.1 History and context
Equations over fields and rings have been studied for thousands of years,
but it was not until the 20th century that a theory of equations over groups
arose. The general theory of algebraic geometry over groups, and its appli-
cations, have been broadening since the 1980s, though the roots lie in the
robust period of development for logic, computability, model theory, algebraic
topology, and combinatorial group theory during the 1930-50s. Motivation
for much of the initial general study of equations over free groups came from
Dehn’s word problem for groups, Tarski’s questions on the elementary theory
of free groups, and Magnus’ combinatorial/topological group theory.
After the formalization of algorithms by Gödel, Church, Turing, Post
and others in the 1920-40s, and once the Church-Turing thesis became an
accepted definition of computation (here we use decidable in that context, ie.
by a deterministic Turing machine/ recursive function/ λ-calculus), there was
1
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much success in resolving outstanding algorithmic problems in the negative
(positive decidability results existed long before an agreement on what con-
stitutes an algorithm). Furthermore, formalization provided the opportunity
to delve further into the complexity of decidable problems.
The word problem for groups (which can be thought of as the Diophan-
tine problem for variable-free equations) had been posed by Dehn in 1910,
and there were various early positive results for certain cases. Algorithms
given by Dehn’s for surface groups in the 1910s, and Artin for braid groups
in 1926 were successful illustrations of simple algebraic properties applied
to non-trivial topologically motivated constructions. Broader classes were
less tractable however, with few results other than Magnus’ solution for one-
relator groups 1932. Finally, Boone and Novikov proved that the word prob-
lem for all finitely presented groups undecidable in the mid 1950s. Novikov
and Adian then followed up by asking if there is a finitely presented group,
satisfying a non-trivial identity, which has undecidable word problem. Such
a group was provided by Kharlampovich in 1980 [31].
Identities in groups are closely related to model theoretic questions. Re-
call that the elementary theory of a group G, denoted by Th(G), is the set of
all first-order sentences in the language of group theory which are true in G.
Around the time he was proving the decidability of the elementary theory of
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R, Tarski asked if Th(Fn) is decidable, and furthermore if Th(Fm) = Th(Fn)
for any m,n ≥ 2, where Fn denotes the free group on n generators [60].
After series of papers beginning in the 1990’s, both questions were an-
swered in the positive by Kharlampovich and Myasnikov [38], and that of el-
ementary equivalence by Sela [58]. The solutions made significant use of the
structure of coordinate groups of irreducible systems of equations over free
groups. This class of groups (limit groups) has numerous characterizations of
relevance to various fields (see Section 1.5). The perspective of equations over
groups yields the powerful computational tools to apply to Tarski’s algorith-
mic questions, through embeddings of limit groups into coordinate groups
of certain well-structured systems of equations (“NTQ” systems). Applica-
tion of this structure can be leveraged, for example to canonically describe
solutions to a system of equation, by parameterizing diagrams via certain au-
tomorphisms (generalized Dehn twists) of limit group quotients. This allows
canonical “NTQ” groups to be computed and used to describe behaviour of
certain equations induced by elementary formulas.
The work of Kharlampovich-Myasnikov, and Sela, built on the earlier
study of equations over groups of Makanin, Razborov, and others during the
60s-80s [47],[1], which in turn expands on the combinatorial and topological
techniques Magnus had developed approximately 50 years earlier [45],[46].
INTRODUCTION 4
All together, this has contributed many useful algorithmic tools and ques-
tions.
As the theory of equations over groups has developed over the last sev-
eral decades, so to has that of hyperbolic groups. Hyperbolic groups (and
relatively hyperbolic groups) were introduced by Gromov in [27] and were at
least partially inspired by the realization that Dehn’s study of surface groups
could be extended to a much larger class of groups with similar properties.
In addition to relatively hyperbolic groups, other related classes of groups
have since been introduced (eg. CAT (0) groups, acylindrically hyperbolic,
etc.) which are often all referred to as non-positively curved groups. Ideas
more broadly of non-positively curved groups has been very influential in
many directions, and as understanding and techniques grows, it becomes
more possible to study equations over such groups.
It’s been seen that various (algorithmic) properties of (equations over)
free groups can often be extended to (equations over) hyperbolic (even other
non-positively curved groups) groups (for example decidability of word and
isomorphism problem). Some of the (algebra-geometric) properties carry over
for combinatorial reasons, some from general properties (hyperbolic groups
are equationally Noetherian), sometimes tools for reducing to free group cases
(e.g. canonical representatives) allow generalization after further technical
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difficulties are resolved, and sometimes results must be weakened. Even
weakened results can sometimes suffice for intended applications. Just as the
properties of equations over free groups are closely linked to those of limit
groups, the theory of equations over a hyperbolic group is one motivation for
the study of Γ-limit groups. There are many other perspectives of interest
for these groups, some of which we mention here as context for later results.
Given an arbitrary fixed torsion-free hyperbolic group Γ, generated by
a finite set A, with π : F (A) → Γ the standard projection. Let L be a
finitely generated group containing Γ as a distinguished subgroup (ie. L is
a Γ-group), the following are equivalent (see Section 1.5 for most definitions
and references for proof of equivalence):
(i) L is fully residually Γ (ie. L is descriminated by Γ).
(ii) L is (isomorphic to) a limit of markings of subgroups of Γ in the space
of marked groups.
(iii) L embeds into an iterated extension of centralizers over Γ (equivalently,
into Lyndon completion ΓZ[t])
(iv) L embeds into a NTQ extension of Γ (see Section 3.3).
(v) L embeds into an ultrapower of Γ
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(vi) L is (isomorphic to) the coordinate group of an irreducible system of
equations over Γ
(vii) L is a strict Γ-limit group in the terminology of Sela
(viii) L is universally/existentially equivalent to Γ in the language with con-
stants
We will usually use the term Γ-limit group for such a group L.
In general Γ-limit groups are more difficult to work with (than limit
groups over free groups) for several reasons. While hyperbolic groups are
finitely presented, a Γ-limit group may not be finitely presented and can
contain finitely generated subgroups with no finite presentation (unlike limit
groups over free groups), so algorithmic results can often be more difficult to
obtain, or may sometimes need weakening.
0.2 Outline of results
In Chapter 1, some preliminary notation, terminology and facts about rel-
evant groups (and metric spaces) is provided. Then in Chapter 2, our first
main result is proved, which provides a characterization of Γ-limit groups,
adding to those previously mentioned. It has the advantage of providing ex-
plicit constructions for all Γ-limit groups directly, rather than as subgroups.
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Definition 1. A group G is a generalized double over a Γ-limit group L if
it splits as G = A ∗C B, or G = A∗C, where A and B are finitely generated
such that:
1. C is a non-trivial abelian group whose images are maximal abelian sub-
groups in the vertex groups.
2. there is an epimorphism φ : G → L which is injective on each vertex
group
Note that each vertex group is discriminated by Γ.
Definition 2. A group is an iterated generalized double over Γ if it belongs
to the smallest class of groups IGD − Γ that contains Γ, and is stable under
finite iterations of free products and construction of generalized doubles over
groups in IGD − Γ.
Generalized doubles over a free group were introduced by Champetier
and Guirardel in [11], where they showed that iterated generalized doubles
over a free group are the same as limit groups. We will show that this also
holds for Γ-limit groups.
Theorem 1. A group is a Γ-limit group if and only if it is an iterated gen-
eralized double over Γ.
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The proof of this fact makes use of the embeddings of Γ-limit groups into
iterated extensions of centralizers over Γ, and Bass-Serre theory.
Chapter 3 contains the necessary background on algebraic geometry over
groups. The important classes of NTQ systems and groups are defined in
Section 3.3, though they are not used directly until Chapters 5 and 6. Of more
immediate application is the description of some useful techniques (Sections
3.4 and 3.5) for working with equations over hyperbolic groups, and over free
groups. This provides the foundation to prove our next main result, which
gives the complexity of deciding if certain equations have a solution in Γ.
Recall that NP is the set of all decision problems which can be solved
by a non-deterministic Turing machine in polynomial time (ie. verified by a
deterministic Turing machine in polynomial time). A problem is NP-hard if
every problem in NP may be reduced to it in polynomial time. A problem
which is in NP and is NP-hard is called NP-complete. There are a limited
number of geometric problems which are known to be NP-complete, for ex-
ample bounding the genus of a knot in a 3-manifold [2]. The Diophantine
problem for a (class of) system of equations over a group is to decide if a
solution to a given system exists.
Theorem 2. Given a non-cyclic torsion-free hyperbolic group Γ, the Dio-
phantine problem for quadratic equations over Γ is NP-complete.
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Theorem 2 is proved in Chapter 4 using reduction to equations over free
groups, generalized equations and a rewriting process, geometric properties
of Γ, and disk diagrams.
Chapter 5 provides the background for our last main theorem. In order to
state our result, we mention here some of the significant structures. In [39], a
Hom-diagram (see Section 3.1 here) is described which gives a finite number
of homomorphisms {φb} (branches b in the diagram) from a coordinate group
ΓR(S) of a system of equations S over Γ, into Γ-NTQ groups {Nb}. This finite
collection has the property that all homomorphisms from ΓR(S) to Γ factor
through it. An algorithm to construct such a Hom-diagram for ΓR(S) was
given in [33].
In Section 5.1.2, we describe certain canonical decompositions of a freely
indecomposable Γ-limit group, called JSJ decompositions, which encode all
abelian splittings of the group. Such decompositions were shown to exist in
[59]. Then in Section 5.6 we describe a canonical Hom-diagram that encodes
all the homomorphisms from ΓR(S) into Γ, parameterized by autormorphisms
corresponding to the JSJ decompositions of Γ-limit quotients of ΓR(S). There
are certain canonical NTQ groups which correspond to branches of this dia-
gram.
In Chapter 6, along with some additional related results, we prove that
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these constructions may be done algorithmically.
Theorem 3. Let S(Z,A) = 1 is a finite system of equations over Γ. There
is an algorithm to construct a canonical Hom-diagram and a complete set of
canonical NTQ groups (and systems) for ΓR(S).
The proof makes use of the structure given by Γ-NTQ groups (along with
their “corrective extensions”), and factoring of “generic families” of solutions.
Note that some of the contents of this thesis appear in, or is reworked
from, preprints and papers submitted for publication by the author. Specif-
ically, many of the results in Chapters 3 and 4 may be found in [34], though
here this material has been reorganized and added to in order to integrate
with other related sections. The results and background in Chapters 2, 5,





Given a set A, a word w over A (may be denoted w(A)) is an expression
aε11 · · · aεnn where a1, . . . , an ∈ A and ε1, . . . , εn = ±1. Let W(A) be the set
of all words (including the empty word, which is denoted by 1) over A. A
word w = aε11 · · · aεnn is said to have length n. Given a word w, denote by w−1
the word a−εnn · · · a
−ε1
1 , and for a set S of words over A, S
−1 = {s−1|s ∈ S}
and S±1 = S ∪ S−1. The commutator of words w1 and w2 is [w1, w2] :=
w−11 w
−1
2 w1w2. A word containing no subword aa
−1 or a−1a for any a ∈ A is
called freely reduced.
A presentation of a group G is a pair 〈A|R〉 where A is a set, R is a
set of words over A and G is isomorphic to the group constructed from the
11
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set of words in A modulo the relation that two words give the same group
element if they may be obtained from each other by adding or removing
any subwords ara−1 and ar−1a with a ∈ A and r ∈ R±1, where group
multiplication is concatenation of word representatives. The elements of A
are called generators (A is said to generate G and if relators are not relevant
the notation G = 〈A〉 means that the group G is considered as generated
by A), and those of R are called relators. Sometimes is is convenient to use
an equation w1 = w2 to represent a relator w
−1
1 w2. To distinguish between
equality in G and equality of representatives in W(A) we sometimes use
w1 ≡ w2 to denote (graphical) equality of words, and w1 =G w2 (or just
w1 = w2 if G is clear) to denote equality of represented elements in G. Given
a group G = 〈A1|R1〉, we sometimes write 〈G,A2|R2〉 with R2 ∈ W(A1, A2),
for the presentation with A1 tA2 generators and the relations R1 ∪R2 (and
similarly for 〈G1, . . . , Gm, Am+1|Rm+1〉). For any subset B ⊆ G, let 〈B〉 be
the subgroup of G generated by B, and 〈〈B〉〉 denote the normal closure of
B in G, ie. the smallest normal subgroup of G containing B.
For a group G generated by a finite set A, the Cayley graph Cay(G,A)
(or just Cay(G) when A is clear) is the directed graph with vertices labelled
by (all of) the elements of G, edges labeled by generators, where there is an
edge labelled by a from a vertex labelled g to one labelled by h if and only if
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h = ga. So there is a bijective correspondence betweenW(A) and paths from
a point in the Cayley graph. Giving each edge a length of 1 makes Cay(G,A)
a metric space. For a word w = w(A) labeling a path p in Cay(G,A), let
‖w‖ = ‖p‖ denote the word length of w, or equivalently the path length of p.
An arbitrary geodesic between points q1 and q2 may sometimes be written as
[q1, q2] (though not if there is ambiguity between view as points in Cay(G,A)
or words in W(A), since notation of commutator is similar). Sometimes we
use the notation p∂0 and p∂1 for the (labels of) the initial and terminal points
of a path. Denote the length of the shortest word representing the same
element of g as w, or equivalently the path length of a geodesic with the
same endpoints as p, by |w|. Distance in Cay(G,A) corresponds to the word
metric on G with respect to A, defined to be dA(g, h) = |g−1h|. Abusing
notation slightly, if p is a geodesic, that fact may be emphasized by the
notation |p| for path length. Sometimes The nototation ‖w‖G and |w|G is
used when it’s necessary to distinguish the group in which w is representing
an element.
For vertices q1 and q2 on a path p in Cay(G,A), let w1, w2 ∈ W(A) be
the labels of the subpaths of p from p∂0 to q1, q2, respectively. Let q1 < q2
if and only if w1 is an initial proper subword of w2. For q1 < q2 let p(q1,q2)
denote the subpath of p from q1 to q2. In any metric space (X, d), we may
CH. 1 - GROUPS AND TERMINOLOGY 14










Given groups H,G1 and G2 and monomorphisms φ1 : H → G1 and
φ2 : H → G2. The amalgamated product of G1 and G2 is G1 ∗φ1(H)=φ2(H)
G2 := 〈G1, G2|φ1(h) = φ2(h),∀h ∈ H〉 (often written G1 ∗H G2 when the
monomorphisms are clear. For a group G with an isomorphism φ : H1 → H2
of subgroups H1, H2, the HNN extension of G by φ is G∗φ := 〈G, t|t−1ht =
φ(h)∀h ∈ H〉. The generator t is called the stable letter of the extension. If
φ : H1 → H2 = H1 is the identity we can write G∗H for H = H1 = H2.
More generally, a graph of groups G(X) is a connected graph X(V,E)
labelled with a group Gv for each vertex v ∈ V , and a group Ge with
monomorphisms αe : Ge → G∂0(e), βe : Ge → G∂1(e) for each edge e ∈ E
(∂0(e) and ∂1(e) denote the initial and terminal vertices of e respectively).
Note that X is considered to be a non-oriented graph, (i.e. there is an invo-
lution¯: E → E with ∂0(e) = ∂1(ē) for each e ∈ E), so the monomorphisms
of a graph of groups must also satisfy αe(Ge) = βē(Gē).
Let T be a maximal subtree ofX. The fundamental group of X(V,E) with
respect to T is the group π(G(X), T ) which is generated by 〈∗v∈VGv, ∗e∈Ete〉
with relations {te = 1∀e ∈ T, tetē = 1∀e ∈ E, tēα(g)te = β(g)∀g ∈ Ge, ∀e ∈
E}. Any choice of maximal subtree gives an isomorphic fundamental group
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of the graph of groups. A splitting of a group G over some class of group
E is an isomorphism from G to π(G(X(V,E)), T ) where each Ge is in E .
Splittings are discussed in further detail in Section 5.1.
Graphs of groups are closely related to the Bass-Serre theory of groups
acting without inversion on trees. We note here one significant consequence
which will be used later.
Proposition 1. (see [13], Theorem 3.7 in [55]) Given G the fundamental
group of a graph of groups, and H ≤ G. Then H is the fundamental group of
the induced graph of groups with vertex and edge groups given by intersections
of H with conjugates of vertex and edge groups of G, respectively.
1.2 Free groups
Free groups have some prototypical behaviour that can generalize to other
relevant classes of groups. Historically, the generator definition can be see
as implicit in the development of group presentations, and was specified as
the simplest presentation in the late 19th century by W. Von Dyck, who
also gave them as examples of Fuchsian groups. Yet it was not until the
20’s and 30’s that the theory really developed. Then, after being named
‘free’ groups by Nielsen, who also proved many basic algebraic properties,
the work of Dehn, Schreier, Reidemeister and Magnus extended understand-
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ing/methods/questions greatly and illuminated connections to algebra and
topology.
Free groups may be defined by presentations with no relators, topologi-
cally as the fundamental group of a graph, or categorically: a group FS with
set map i : S → FS is a free group on S if for any group G and set map
f : S → G there is a unique group homomorphism f̂ : FS → G extending
f . The functor from Set to Grp given by S → FS is adjoint to the forgetful
functor from Grp to Set, giving the uniqueness (with respect to the cardi-
nality of S up to unique isomorphism) of FS. By adjoint functor theorem:
if S ∼= Ø then FS = 1, and if S = {s} then FS ∼= Z. Then by Seifart-Van
Kampen and induction, if X is the rose with |S| petals, then π1(X) ∼= FS. So
every free group is the fundamental group of a graph. Conversely, contract-
ing a maximal tree of a graph gives a rose, verifying the claim that the three
definitions given above are equivalent (it’s direct to show that the generator
definition is equivalent to being the fundamental group of a graph).
Since covering spaces of graphs are graphs, it follows that:
Proposition 2. (Nielsen-Schreier Theorem) Every subgroup of a free group
is free.
In Section 3 we give further background on free groups relevant to equa-
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tions over them.
1.3 Hyperbolic groups
There are many (mostly equivalent) definitions of hyperbolic groups. Histor-
ically the term hyperbolic group was sometimes used to refer to any group
which is the fundamental group of a hyperbolic manifold. For this reason,
the groups we refer to as hyperbolic are sometimes called word-hyperbolic,
Gromov-hyperbolic, or δ-hyperbolic. The main foundational reference for the
study of these groups is [27], and there are many significant surveys devoted
this class.
Hyperbolic groups are interesting for many reasons. Examples include
free groups, fundamental groups of non-exceptional surfaces, Fuchsian groups,
among other oft-studied classes. In fact Gromov was partially motivated by
noticing results of Dehn on fundamental groups of surfaces need not be so re-
stricted. Under many models, they are the generic finitely presented groups
(see Ollivier’s survey). Every hyperbolic group is finitely presented [27], and
so there are countably many. They have decidable word, isomorphism, con-
jugacy and other, algorithmic problems.
Hyperbolic groups may be defined (a number of ways) via δ-hyperbolic
metric spaces (which generalize the hyperbolic plane, but do not confuse
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with general hyperbolic spaces). The slim triangles condition provides a
nicely visual definition. Denote the k-neighborhood of a (subset of) point(s)
Y in a metric space by Nk(Y ). A geodesic metric space (X, d) is δ-hyperbolic
for δ ≥ 0, if for any x1, x2, x3 ∈ X, [x1, x2] ⊆ Nδ([x2, x3]) ∪ Nδ([x1, x3]) (for
any geodesic triangle). A hyperbolic metric space is one which is δ-hypebolic
for some δ ≥ 0. A finitely generated group G is δ-hyperbolic if its Cayley
graph is a δ-hyperbolic metric space (similarly just hyperbolic if some such
δ ≥ 0 exists).
There are many other similar/related conditions (slim, minsize, insize,
Gromov product,...) for hyperbolic metric space (δ’s may vary for different
definitions) and hyperbolic groups, which can be given in terms of triangles,
reference tripods in the Euclidean plane, and isoperimetric functions.
To see that hyperbolicity does not depend on the choice of generators
for G, recall that given metric spaces (X1, d1) and (X2, d2), a (not necessar-
ily continuous) map f : X1 → X2 is called a (λ, ε)-quasi-isometry (quasi-
isometric embedding) for constants λ ≥ 1 and ε ≥ 0 if, for all x, y ∈ X1, the
inequalities 1
λ
d1(x, y) − ε ≤ d2(f(x), f(y)) ≤ λd1(x, y) + ε are satisfied. It
follows that every quasi-isometry f has a quasi-inverse f ′ (i.e. there is some
constant k ≥ 0 such that d1(f ′f(x), x) ≤ k and d2(ff ′(x′), x′) ≤ k for every
x ∈ X1, x′ ∈ X2) which is a quasi-isometry (possibly for different constants
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λ′ and ε′). Since the Švarc-Milnor Lemma implies that all Cayley graphs of
a finitely generated group are quasi-isometric, and the above definitions can
be directly shown to be quasi-isometric invariant (though δ may change),
we have that hyperbolicity in this sense is independent of generators. There
are many other properties that are quasi-isometric invariant (“coarse” prop-
erties), and the study of what types of groups may be quasi-isometric to a
given (class of) group(s) is a well developed field (quasi-isometric rigidity).
1.3.1 Quasigeodesic properties
A (λ, ε)-quasigeodesic in a metric space (X, d) is a (λ, ε)-quasi-isometric em-
bedding p of an interval I into X. If I = [a, b] then p(a) and p(b) are called
the endpoints of the quasigeodesic segment, and if I = [a,∞) then p is called
a quasigeodesic ray. Abusing terminology, we often refer to the image of p
as a quasigeodesic in X.
For our purposes, the most significant property of quasigeodesics is that
they are close to geodesics with the same endpoints.
Proposition 3. Let (X, d) be a δ-hyperbolic geodesic metric space, and p (the
image of) a (λ, ε)-quasigeodesic segment in X. Let p0, p1 be the endpoints of
p There is a constant R = R(δ, λ, ε) such that, for any geodesic [p0, p1],
dH(p, [p0, p1]) ≤ R.
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Corollary 1. Any two (λ, ε)-quasigeodesics with the same endpoints are in
the M-Hausdorff-neigborhoods of each other for M = 2R. (Trying to main-
tain consistency of notation as in use of neighborhood bound in disk diagram
section).
Large powers in Γ have nice behavior, and can be used to construct
quasigeodesics.
Lemma 1. ([27],[50] - Lemma 1.11, Ghys and De la harpe). Let G be a
hyperbolic group generated by A. For any w ∈ F (A) such that π(w) is an
infinite order element of Γ, there exists constants λ and ε such that wm labels
a (λ, ε)-quasigeodesic in Cay(G), for any integer m.
In fact λ and ε are universal constants for cyclically minimal (i.e. minimal
in conjugacy class in Γ) words. More generally, there are bounds so that cer-
tain words of large enough powers will also be quasigeodesics. A hyperbolic
group is called elementary if it has a cyclic subgroup of finite index, in other
words it is finite or is virtually infinite cyclic. Note that all non-trivial vir-
tually cyclic torsion-free hyperbolic groups must actually be infinite cyclic.
So “non-cyclic” and “non-elementary” may be used interchangeably in the
context of torsion-free hyperbolic groups.
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Lemma 2. ([50] - Lemma 1.16) Let g be an infinite order element in a
hyperbolic group G. There is a uniqe maximal elementary subgroup E(g)
containing g, given by E(g) = {h ∈ G|h−1gnh = g±n for some n 6= 0}.
Lemma 3. ([50] - Lemma 2.3) Let w1, . . . , wn ∈ F (A) with gi = π(wi) ∈ Γ
infinite order for i = 1, . . . , n, where E(gi) 6= E(gj) for i 6= j. There are
constants λ > 0, ε ≥ 0, and M > 0 (each depending on w1, . . . , wn), such




where i1, . . . , is ∈ {1, . . . , n}, ik 6= ik+1 for k = 1, . . . , s − 1, and |mk| > M
for k = 2, . . . , s− 2.
1.3.2 Free and quasiconvex subgroups
A subset B of a metric space (X, d) is called K-quasiconvex (or just quasi-
convex if true for some K ≥ 0), if dH(B, [b1, b2]) ≤ K for all b1, b2 ∈ B. For
a subgroup H ≤ G, we say H is quasiconvex if the set of vertices in Cay(G)
labelled by elements of H is quasiconvex.
Note that quasiconvex subgroups of a hyperbolic group are hyperbolic. In
general they are the most “well-behaved” subgroups of a hyperbolic group.
For example, note that Schreier-type graphs for quasiconvex subgroups were
constructed by Kharlampovich, Myasnikov, Weil [42]. Certain quasiconvex
“closures” are discussed further in Section 5.5.
CH. 1 - GROUPS AND TERMINOLOGY 22
The following theorem of G. Arzhantseva (originally formulated in [27] is
an important source of quasiconvex subgroups.
Proposition 4. (Theorem 1 of [5]) Let G be a non-elementary torsion-free
hyperbolic group and H ≤ G a quasiconvex subgroup of infinite index. Then
there is a non-trivial g ∈ G such that H and {g} generate a free product
H ∗ 〈g〉 which is quasiconvex in G.
Taking H = 〈h〉 for any non-trivial h ∈ G gives the quasiconvex free
subgroup of rank two used in Section 4.3. Notice that Lemma 3, paths in
Cay(〈h, g〉) labelled by large powers are quasigeodesic.
Large power conditions also provide an important source of free subgroups
which is used in Section 4.3.
Proposition 5. (Theorem I.1.4 of [12], and following from the more general
Theorem 2.14 of [18] given in terms of rotating families) Given G to be a
non-elementary hyperbolic group and g1, . . . , gm a finite set of elements in
G, there is an integer N , such that H = 〈〈gs1N1 , . . . , gsmNm 〉〉 is free for any
positive integers s1, . . . , sm, and furthermore G/H is also non-elementary
hyperbolic.
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1.3.3 Canonical representatives
In [53], certain families of maps θi : Γ → F (A) are constructed having the
property that πθi is the identity on Γ for each i. The construction (from
“coarse geodesics”, “cylinders” , etc.) is too technical to state here, but the
geometric properties of paths labelled by these canonical representatives θi(g)
can be succintly described. These canonical representatives θi(g) label equiv-
ariant quasigeodesics in Cay(Γ) which have quasitree behavior. Specifically,
given a triangle of paths between g1, g2, g3 in Cay(Γ) which are labelled by
canonical representatives θi(w1,2), θ(w2,3), θ(w3,1) (wi,j labels path from gi to
gj), then θi(w1,2) ≡ w1u1w−12 , θ(w2,3) ≡ w2u2w−13 , θ(w3,1) ≡ w3u3w−12 where
|u1|, |u2|, |u3| are uniformly bounded.
These bounded quasitrees may be used to reduce a system of equations
over a hyperbolic group to finitely many systems over a free group, as de-
scribed in Section 3.5.
Canonical representatives have been successfully applied to a number of
purposes. Sela used them to solve the isomorphism problem for rigid torsion-
free hyperbolic groups [56]. With Mostow rigidity, there is then a solution to
the homeomorphism problem for geometrizable 3-manifolds. It also follows
that the conjugacy problem for irreducible automorphisms of finite rank free
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groups.
1.4 Relatively hyperbolic groups
In [27], Gromov also proposed one generalization of hyperbolic groups, the
notion of relative hyperbolicity, given in terms of an action on a hyperbolic,
locally compact geodesic space, with particular dynamics on its boundary.
Relatively hyperbolic groups include fundamental groups of complete, non-
compact hyperbolic manifolds of finite volume (i.e. with cusps/pinched nega-
tive sectional curvature), and generalize geometrically finite Kleinian groups.
Another motivating example is small cancellation quotients of free products.
There are many other equivalent definitions for relative hyperbolicity. We
present here one due to Farb [22].
Definition 3. Let G be a group with finite generating set X, and {H1, . . . , Hm}
subgroups of G. From Cay(G,X) form a new graph Ĉay(G,X), by adding,
for each coset gHi, a new vertex v(gHi) and an edge e(gh) of length 1/2 from
each gh ∈ gHi to v(gHi). Call Ĉay(G,X) the coned-off Cayley graph of G
with respect to {H1, . . . , Hm}. Give this new graph the path metric. We say
that G is weakly hyperbolic relative to {H1, . . . , Hm}, if the coned-off Cayley
graph w.r.t. {H1, . . . , Hm} is a hyperbolic metric space.
Notice that Ĉay(G,X) is quasi-isometric to Cay(G,X∪H) endowed with
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the relative metric distX∪H. and of course hyperbolicity is a q.i. invariant.
Unfortunately weakly relative hyperbolic groups do not necessarily have the
intended type of behaviour (e.g. Z2), so need to consider an additional
requirement
Definition 4. Given a path p in Ĉay(G,X), say p penetrates gHi if p passes
through v(gHi), and a vertex v1 (v2) of p which directly precedes v(gHi) is
called the entering ( exiting) vertex of p in gHi. If, for every coset gHi, there
is no vertex in gHi after an exiting vertex of p in gHi, then p is said to be a
path without backtracking. G and H satisfy the Bounded Coset Penetration
property (BCP) if, for every λ ≥ 0, there is a constant a = a(λ) > 0, such
that, for any (λ, 0)-quasigeodesics p and q without backtracking in Ĉay(G,X),
with p− = q− and distX(p+, q+) ≤ 1, the following holds:
1. If p penetrates gHi but q does not, then the entering and exiting vertices
of p in gHi are X-distance at most a apart.
2. If both p and q penetrate gHi, then the entering vertices of p and q in
gHi are X-distance at most a apart (and the same holds for the exiting
vertices).
If G is weakly hyperbolic relative to H = {H1, . . . , Hm} and G,H satisfy
the BCP, say G is hyperbolic relative to H (or that G is relatively hyperbolic
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with parabolic subgroups H). A group G hyperbolic relative to a collection
{H1, . . . , Hn} is called toral if G is torsion-free and each Hi is a non-cyclic
free abelian group.
B. Bowditch gave several definitions of relative hyperbolicity similar to
Gromov’s orginal formulation in using dynamics of action on boundary of hy-
perbolic metric space [8]. Osin formulates relative hyperbolicity in terms of
relative presentations and linear relative isoperimetric functions [51], which
has the advantage of allowing infinitely generated groups, and infinite col-
lections of parabolic subgroups (though his splitting theorem shows that fi-
nite relative presentation for a finitely generated group implies the collection
of peripheral subgroups is finite). Drutu and Sapir provide an alternative
perspective on relative hyperbolicity, as groups that coarsely look like tree-
graded spaces (ie. asymptotic cones are trees with parabolic pieces) [19] .
This definition allows some nice usage of facts about tree-graded spaces. For
example, since pieces in tree-graded spaces are convex, peripheral subgroups
are quasi-convex, so they are undistorted
The following are equivalent to Gromov’s definition of a relatively hyper-
bolic group:
• Bowditch’s definitions
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• Farb’s definition with BCP
• Osin’s definition for a finitely generated group with finite hyperbolic
relative presentation
• Drutu-Sapir definition
Relative hyperbolicity is useful in relation to the class of groups discussed
in the next section, limit groups. Alibegović proves that limit groups (over
free groups) are relatively hyperbolic [3], and Dahmani gives a more gen-
eral “combination theorem” [15]. In Section 3.3 certain “G-NTQ” groups
are described, into which G-limit groups embed for many groups G. Such
groups are toral relatively hyperbolic when G = F or G = Γ (non-elementary
torsion-free hyperbolic). For torsion-free hyperbolic group Γ, Γ-limit groups
are NOT necessarily relatively hyperbolic. consider the following example:
let H be f.g. subgroup of Γ, C a maximal cyclic subgroup of H, then H ∗CH
is a Γ-limit group, but it is not relatively hyperbolic (w.r.t. copies of H)
Canonical representatives were defined and shown to exist for torsion-
free relatively hyperbolic group by Dahmani [16]. The definition is more
technical, but has the analagous result as canonical representatives for hy-
perbolic groups. For G generated by A, hyperbolic relative to {H1, . . . , Hn},
its canonical representatives are in F (A) ∗ H1 ∗ · · ·Hn. So given a finite
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system of equations S = 1 over G, the corresponding canonical represen-
tatives can be found effectively, which translates S = 1 to finite systems
Si = 1; i = 1, . . . ,m over F (A) ∗H1 ∗ · · ·Hn.
Canonical representatives were used by Dahmani and Groves in [17] to
solve the isomorphism problem for toral relatively hyperbolic groups (the
isomorphism problem had previously been solved for torsion-free hyperbolic
groups in by Sela and for F -limit groups by Bumagin, Myasnikov, Kharlam-
povich).
1.5 G-limit groups
1.5.1 Model theory of groups
Given a group G, a first-order sentence in the language of G is a logical
expression equivalent to σ := ∀x1∃y1 . . . ∀x,n∃ynφ(x1, y1, . . . , xn, yn) for some







wij(XY ) = 1
∧
1≤si
vij(XY ) 6= 1)
where wij(X, Y ) and vij(X, Y ) are words onXY
±1 forXY = {x1, y1, . . . , xn, yn}.
G is said to satisfy σ, denoted G |= σ, if σ gives a true statement tak-
ing variables over elements of G. The elementary theory of G, denoted
Th(G), is the set of all first-order sentences which are satisfied by G. Sim-
ilarly Th∀(G) and Th∃(G), the universal and existential theories of G, are
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the sets of first-order sentences which may be written using only univer-
sal, or only existential, quantifiers respectively. If two groups have the
same elementary/universal/existential theories, they are called elementar-
ily/universally/existentially equivalent, respectively. Note that two groups
have the same universal theory if and only if they have the same existential
theory.
1.5.2 Residually G groups
Definition 5. Given a (class of) group(s) G, a group L is said to be resid-
ually G if, for any ` ∈ L \ {1}, there exists a homomorphism φ : L → G,
such that φ(`) 6= 1. L is said to be fully residually G (or discriminated by
G) if, given any finite subset A ⊂ L, 1 /∈ A, there exists a homomorphism
φ : L→ G, such that φ(a) 6= 1 for all a ∈ A.
There are many interesting/well-known questions about residual proper-
ties (e.g. is every hyperbolic group residually finite?). The historical study
of such groups is substantive and wide-ranging. The early study of fully
residually free groups by B. Baumslag and G. Baumslag in the 1960’s is of
particular note. They constructed examples using extensions of centralizers
and described certain properties of commutative transitivity.
G is said to be commutative transitive if [x, y] = [y, z] = 1 implies that
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[x, z] = 1 for every x, y, z ∈ G \ {1}. In a commutative transitive group
G, it’s immediate that centralizers of non-trivial elements are abelian, and
that if two abelian subgroups have non-trivial intersection then their union
generates an abelian subgroup. So then for any maximal abelian subgroup A
and g ∈ G, A∩g−1Ag is equal to A or trivial. A group G is then called a CSA-
group (conjugately separated abelian), if every maximal abelian subgroup A
of G is malnormal, i.e. x−1Ax ∩ A = {1} for every x ∈ G \ A.
Limit groups are CSA, and so commutative transitive ([11], in fact CSA
and commutative transitivity are closed properties in the space of marked
groups, see Section 1.5.4).
B. Baumslag showed that, for finitely generated groups being fully resid-
ually free is equivalent to being residually free and commutative transitive
(also equivalent to residually free and not containing a subgroup isomorphic
to F2 × Z) [6].
1.5.3 Extension of centralizers and Lyndon’s comple-
tions
In 1960, Lyndon constructed certain completions F Z[t] of free groups, along
with other early general results on equations over (free) groups. F Z[t] is
obtained from F by iteratively adding (formal) powers of group elements by
exponents in Z. In 1989 Remeslennikov shows this is the same class as that
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of ∃-free groups, i.e. the class of groups with the same existential theory
as a free group [52]. With A. Myasnikov he also conjectured that finitely
generated subgroups of F Z[t] are exactly the finitely generated fully residually
free groups. This was proved in 1998 by Kharlampovich and Myasnikov, by
showing that the finitely generated subgroups of F Z[t] are the same as the
finitely generated subgroups of iterated extensions of centralizers over F [35].
Recall that given a group G, a free rank one extension of centralizer over
G is a group E = 〈G, t|[CG(U), t] = 1〉, where U ⊆ G is finite. Note that
E ∼= G∗CG(U) ∼= G ∗CG(U) (CG(U)×Z). A free rank n extension of centralizer
is defined similarly as G ∗CG(U) (CG(U) × Zn). A group is called an iterated
extension of centralizer over G if it may be obtained from G by a finite
sequence of extension of centralizers (each centralizer in the previous group).
Proposition 6. (Theorem E in [39]) For any toral relatively hyperbolic group
G, a group is finitely generated fully residually G if and only if it embeds into
an iterated extension of centralizer over G.
1.5.4 Space of marked groups
In [25], Grigorchuk provided the following topological perspective of homo-
morphism and subgroup structure of a group, which also gives convenient
terminology.
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Definition 6. A marked group (G,S) is a pair where G is a group and S
is a particular ordered family (with repetitions allowed) of generators of G.
Let ∼ be the equivalence relation defined by (G,S) ∼ (G′, S ′) if and only if
the bijection si → s′i gives an isomorphism of G and G′. The set of marked
groups on n generators, denoted Gn, is the set of all marked groups with
families of n generators modulo ∼. This can also be thought of as Cayley
graphs on n generators, epimorphisms from Fn, or normal subgroups of Fn.
Now for A,A′ ⊂ Fn, define d(A,A′) = e−R, where R ∈ N ∪ {∞} is the
maximum value such that BFn(R) ∩ A = BFn(R) ∩ A′, where BFn(R) is the
ball of radius R in Fn. Considering elements of Gn as normal subgroups of Fn
this metric defines the space of marked groups on n generators (also denoted
Gn), and a group is said to be a G-limit group if it has a marking which is
the limit of markings of subgroups of G in this space.
Note that with the above metric, Fn is compact by Tychonoff’s theorem,
and since the set of normal subgroups is closed under the inherited metric, Gn
is compact. Similarly certain properties (e.g. commutative transitivity, CSA,
left-orderable) of the group G may be extended easily to G-limit groups, by
proving the properties to closed with respect to the above metric [11].
Topological properties of Gn are closely related to model theory of groups.
In particular, every universal sentence defines a closed property in Gn [11].
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1.5.5 General characterizations
There are numerous conditions equivalent to a group being a G-limit group
when G is equationally Noetherian (i.e. every system of equations with n
variables over G is equivalent to a finite system of equations). We list some
of these general characterizations here.
Theorem 4. ([39] Theorem A, some specific equivalences from [52] and [7])
Let L be a finitely generated group and G an equationally Noetherian group.
The following are equivalent:
1. L is a G-limit group
2. L is fully residually G
3. L embeds in an ultrapower of G
4. Th∀(G) ⊆ Th∀(L)
5. Th∃(G) ⊇ Th∃(L)
6. L is the coordinate group of an irreducible (in the Zariski topology)
algebraic set over G defined by a system of coefficient-free equations
(call such a system an irreducible system)
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There is an analagous theorem for the case with coefficients ([39] Theorem
B).
Chapter 2
IGD − Γ is the class of Γ-limit
groups
We can now prove Theorem 1. We start with the following useful elementary
example of a generalized double.
Lemma 4. A free rank one extension of centralizer over Γ, is a generalized
double over Γ
Proof. Given G =< Γ, t|[CΓ(U), t] = 1 >= Γ∗CΓ(U), let φ : G→ Γ
φ(x) =
{
x ;x ∈ Γ
1 ; x = t
φ is injective on Γ and by definition a centralizer is maximal abelian in
Γ.
Recall that Proposition 6 states that Γ-limit groups are exactly subgroups
of iterated extensions of centralizers over Γ.
35
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This is enough to prove one direction of Theorem 1.
Proposition 7. Let G be a generalized double over a Γ-limit group L. Then
G is a Γ-limit group.
Proof. First consider the case where G is an amalgamated product. Let φ
be the map from G to L as in the definition of generalized double. Denote
the images of A,B,C under φ by Aφ, Bφ, and Cφ respectively. Let Ĉ be the
maximal abelian subgroup of L containing Cφ. Consider the group L̂ =<
L, t|[c, t] = 1, c ∈ Ĉ >. Since L embeds into an iterated centralizer extension
of Γ, so does L̂. Let Ĝ = Aφ ∗Cφ (Bφ)t; clearly Ĝ ≤ L̂. We claim that G ∼= Ĝ.
This can be showed using normal forms. In particular, the maps φ̂|A :
A → Ĝ and φ̂|B : B → Ĝ defined by composing the restrictions of φ to A
and B respectively with the natural embedding of Aφ and Bφ into Ĝ (and
in the case of φ̂|B : B → Ĝ, composing with conjugation by the stable
letter t in between), are injective (only the conjugation need be checked,
and this follows since t is stable letter for L̂) by Theorem 1.6 of [55]. So
define φ̂ : G → Ĝ by a1b1 . . . anbn 7→ aφ1 t−1b
φ
1 t . . . a
φ
nt
−1bφnt for each word
in G in normal form (ai, bi /∈ C). Since if bi ∈ C then t−1bφi t = b
φ
i and
ai /∈ C so aφi /∈ Ĉ, we have a
φ
1 t
−1bφ1 t . . . a
φ
nt
−1bφnt in normal form. Since every
element of Ĝ has normal form of aφ1 t
−1bφ1 t . . . a
φ
nt
−1bφnt = φa1b1 . . . anbn, φ is
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an isomorphism. Then G embeds into L̂ and so by Proposition 6, G is a
Γ-limit group. The case for G = A∗C is similar, since Ĝ = Aφ∗Cφ (and using
the fact that if images of Cφ don’t coincide then they must be conjugate by
commutative transitivity) again embeds into L̂.
To prove the converse, we make additional use of Bass-Serre theory.
Proposition 8. Every Γ-limit group can be constructed by iterated general-
ized doubles over Γ.
Proof. Given a freely indecomposable Γ-limit group, by Proposition 6, it
may be embedded into an iterated extension of centralizers G over Γ. G is
an iterated generalized double over Γ. We claim that every subgroup of G is
also an iterated generalized double.
We proceed by induction. Let H ≤ G =< L, t|[CL(u), t] = 1 > for some
Γ-limit group L and u ∈ L. Let C = CL(u). So G is an HNN extension
G = L∗C . Now by Proposition 1, H acts (without inversions) on a tree with
vertices given by the cosets gL (stabilizers are the groups Lg ∩H), and edges
gC (corresponding to groups Cg ∩ H), for each coset representative g ∈ G.
In particular the initial vertex of the edge gC is gL and terminal vertex of
gC is gtL.
































Figure 2.1: Subgroup Bass-Serre tree
Every coset gL has a representative of the form tr0g1t
r1 . . . gnt
rn where the
gi ∈ L are representatives for cosets of C in L, gn 6= 1 and the ri are non-zero
except possibly r0 and rn. Now for each edge t
r0g1t
r1 . . . gnt
rn , the termi-
nal vertex is tr0g1t
r1 . . . gnt
rn+1L and the initial vertex is tr0g1t
r1 . . . gnt
rnL if
rn 6= 0, and tr0g1tr1 . . . gn−1trn−1 if rn = 0. See Figure 2.1 (vertex cosets are
in red, edge cosets in blue). We want to show the the corresponding edge
group in the quotient graph of groups is maximal abelian in the correspond-
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ing vertex groups. Now Stab(tr0g1t
r1 . . . gnt
rnL) = H ∩ Lt−rng−1n ...g−11 t−r0 and
Stab(tr0g1t
r1 . . . gnt



















−r0 ≤ Lg−1n t−rn−1 ...g−11 t−r0 = Lt−rn−1 ...g−11 t−r0 .
A conjugate of a centralizer is again a centralizer in the corresponding
conjugate of the ambient group (this can be easily checked directly), and
centralizers are maximal abelian. So intersecting a maximal abelian subgroup
and it’s ambient group with H preserves maximality of the abelian subgroup
(again, this can be easily checked directly).
Also, clearly every conjugate Lt
−1g−1 is isomorphic to L, and so each
H ∩ Lt−1g−1 can be mapped monomorphically to L. Since any free factor of
a Γ-limit group is a Γ-limit group, the proposition is proved.





We start with some basic theory of algebraic geometry over groups. For
more background, see [7]. Let G be a group generated by a finite set A and
F (X) the free group on X = {x1, . . . , xn}. For S ⊂ G[X] = G ∗ F (X),
the expression S(X,A) = 1 is called a system of equations over G (an equa-
tion is s = 1 for s ∈ G[X]), and a solution of S(X,A) = 1 in G, is a
G-homomorphism φ : G[X]→ G such that φ(S) = 1 (a G-homomorphism is
determined by Z = φ(X) ∈ Gn; the notation S(Z,A) = 1 means that Z cor-
responds to a solution of S). Denote the set of all solutions of S(X,A) = 1
in G by VG(S), the algebraic set defined by S. Define the Zariski topol-
ogy on Gn by taking algebraic sets as a pre-basis of closed sets. Note
that the algebraic set VG(S) uniquely corresponds to the normal subgroup
R(S) = {T (X,A) ∈ G[X]|∀Z ∈ Gn(S(Z,A) = 1 → T (Z,A) = 1)} in G[X],
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called the radical of S. Call GR(S) = G[X]/R(S) the coordinate group of S.
Every solution of S(X,A) = 1 in G can be described as a G-homomorphism
GR(S) → G. The length of S = 1, denoted |S| is the sum of the lengths of
equations in S = 1 as words in G[X].
3.1 The Diophantine problem for equations
over groups and Hom-diagrams
Classically, Diophantine problems refer to questions about integer solutions
polynomial equations (e.g. does there exist a solution, how many, is it pos-
sible to describe all, etc.). For a (class of/system of) equation(s) S = 1 over
a group G, we say the Diophantine problem is to decide if there is a solution
to S = 1 in G.
Makanin showed the Diophantine problem for all equations over free
groups is decidable [47]. It is corollary that the existential (and so universal)
theory of a free group is decidable, as is the positive theory. Razborov re-
fined the process to effectively construct a factoring tree of solutions through
quotient coordinate groups diagram which describes all solutions [1]. Sim-
ilar diagrams are often called Makanin-Razborov diagrams, and have since
been generalized for many other classes of groups: hyperbolic [53], toral
relatively hyperbolic [28], partially commutative groups [10] and over limit
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groups themselves [4]. We refer to any diagram describing all homomor-
phisms GR(S) → G as a Hom-diagram. Different constructions of Hom-
diagrams have various properties. In Section 5.3 we describe in greater detail
the construction of particular Hom-diagrams for free groups, and from those,
for hyperbolic groups. Then in Section 5.6 we will describe properties that
certain canonical Hom-diagrams have.
We mention here the main results from [28] which will be relevant to
us. The technical notion of equivalent homomorphisms uses conjugation,
elements of Mod(G) ≤ Aut(G) and “bending” moves (the signifance being
equivalent homomorphism are encoded together in diagram). Note that the
analagous factoring theorem for free groups does not need this equivalence.
Proposition 9. (Theorems 1.1 and 5.2 of [28]) Let Γ be a toral relatively
hyperbolic group.
• Let G be a finitely generated freely indecomposable group. There is a
finite collection {ηi : G → Li}ni=1 of proper quotients (which are Γ-
limit groups), such that, for any homomorphism h : G → Γ which is
not equivalent to an injective homomorphism there exists h′ : G → Γ
equivalent to h, some i, hi : Li → Γ with h′ = hi ◦ ηi.
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• Every decreasing sequence of Γ-limit groups:
R1 > R2 > R3 > . . .
which are all quotients of a finitely generated group G, terminates after
finitely many steps.
The Hom-diagram may be constructed by repeated application of maxi-
mal shortening quotients, and the factoring theorem, since an iterative pro-
cess factoring homomorphisms must terminate.
3.2 Quadratic equations
A system of equations S(X,A) = 1 is said to be (strictly) quadratic if each
xi ∈ X that appears in S, appears at most (exactly) twice, where x−1i also
counts as an appearance. There are four standard quadratic equations:
n∏
i=1






czii d = 1;n,m ≥ 0, n+m ≥ 1 (3.2)
n∏
i=1






czii d = 1;n,m ≥ 0, n+m ≥ 1 (3.4)
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where ci and d are non-trivial elements of G. Note that for any strictly
quadratic word S ∈ G[X], there is a G-automorphism of G[X] that takes S
to a standard quadratic word. Also, there is a punctured surface associated to
each standard quadratic equation, specifically an orientable surface of genus
n with zero punctures for (3.1), an orientable surface of genus n with m+ 1
punctures for (3.2), a non-orientable surface of genus n and zero punctures for
(3.3), and a non-orientable surface of genus n with m+1 punctures for (3.4).
For a standard quadratic equation S, let χ(S) be the Euler characteristic of
the associated surface.
Solving quadratic equations, because of their convenient combinatorial
structure and topological perspective, has been particularly well studied.
See [14] for free groups and [26] for hyperbolic groups.
An equation of the form xyz = 1 (where x, y, z may be variables or
coefficients) is called a triangular equation.
Lemma 5. Every (finite) system of equations S = 1 is equivalent to a (finite)
system S ′ = 1 consisting only of triangular coefficient-free equations and
constant equations, where |S ′| = O(|S|) and S ′ is quadratic if S is quadratic.,
where |S ′| = O(|S|) and S ′ is quadratic if S is quadratic.
Given an equation α1 · · ·αn = 1, introduce a new variable β1 = α3 · · ·αn
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and then β2 = α5 · · ·αn(β1)−1, and so on. Introduce constant equations for
each coefficient.
3.3 G-NTQ groups
While quadratic systems of equations are in many ways the easiest to work
with, it turns out that general systems of equations exhibit similar properties.
This can be seen when systems are in a particular quasi-quadratic form.
Definition 7. A system of equations S(X,A) = 1 over a group G gener-
ated by A, is called triangular quasi-quadratic over G or G-TQ, if it can be
partitioned into subsystems:
S1(X1, C1) = 1
S2(X2, C2) = 1
...
Sn(Xn, Cn) = 1
where {X1, . . . , Xn} is a partition of X,
and setting Gi = G[Xi, . . . , Xn, A]/RG(Si, . . . , Sn) for 1 ≤ i ≤ n and Gn+1 =
G, we have Ci = Xi+1 ∪ . . . ∪Xn ∪A ⊂ Gi+1 for 1 ≤ i ≤ n− 1 and Cn = A.
Furthermore, for each i the subsystems Si must have one of the following
forms:
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(I) Si is quadratic in Xi
(II) Si = {[x, y] = 1, [x, u] = 1|x, y ∈ Xi, u ∈ U} where U ⊂ F (Xi+1, . . . , Xn, A)
(III) Si = {[x, y] = 1|x, y ∈ Xi}
(IV) Si is empty
The number n is called the depth of the system
Notice that it may be assumed that every subsystem of form (I) is actu-
ally a single quadratic equation in standard form. Also, it can be checked
directly that Gi ' Gi+1[Xi]/RGi+1(Si). S(X,A) = 1 is called non-degenerate
triangular quasi-quadratic over G or G-NTQ if it is G-TQ and for every i, the
system Si(Xi, Ci) = 1 has a solution in Gi+1, and if Si is of form (II) the set U
generates a centralizer in Gi+1. A regular G-NTQ system is a G-NTQ system
in which each non-empty quadratic equation Si is in standard form, and ei-
ther χ(Si) ≤ −2 and the quadratic equation has a non-commutative solution
in Gi+1, or it is an equation of the form [x, y]d = 1 or [x1, y1][x2, y2] = 1.
Finally a group is called a (regular) G-NTQ group if it is isomorphic to
the coordinate group of a (regular) G-NTQ system of equations. Note that
in Sela’s work [58], ω-residually free towers provide an analagous structure
to F -NTQ groups, and in the work of Casals-Ruiz and Kazachkov [10], graph
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towers are, in a certain sense, higher dimensional analogues of NTQ systems
for working with right angle Artin groups. Note that if G is toral relatively
hyperbolic, every G-NTQ group is also toral relatively hyperbolic [39]. This
can be seen from the fact that the bottom level is a free product of relatively
hyperbolic groups and finite number of upper levels add a finite number of
peripheral subgroups.
For a hyperbolic group Γ we will often consider NTQ systems where the
bottom level coordinate group is a free product of Γ and a finite number
of hyperbolic groups which are conjugates of subgroups of G. A coordi-
nate group of such an NTQ system will be also called a Γ-NTQ group. As
mentioned previously in Section 0.1, Γ-limit groups are exactly those groups
which embed into Γ-NTQ groups [39]–. These embeddings are described in
further detail in Chapter 5, along with other related constructions.
3.4 Generalized Equations
3.4.1 Combinatorial generalized equations
Makanin’s algorithm for deciding the Diophantine problem over free groups
relied on rewriting processes for associated generalized equations. We use
here a version which is well-suited for working with quadratic equations.
Definition 8. Given a finite set A±1, a combinatorial generalized equation
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Ω̃ consists of the following:
(i) A finite set BS of bases, which is the disjoint union of variable bases
BSv = {µ1, ..., µ2m} and constant bases BSc = {η1, . . . , ηn}, for some
m ≥ 1, n ≥ 0.
(ii) An initial segment BD = {1, . . . , ρ1 + 1} of N, called the set of bound-
aries of Ω, where ρ1 ≥ 1. A subset BDc = {ρ0, . . . , ρ1 + 1} for some
1 ≤ ρ0 ≤ ρ1 + 1 (which may be empty if n = 0), called the set of
constant boundaries.
(iii) A function ε : BSv → {−1, 1} and an involution ∆ : BSv → BSv.
Denote ∆(µ) = µ̄ and call µ, µ̄ dual bases.
(iv) Functions α : BS → BD and β : BS → BD, where α(λ) < β(λ) for
every λ ∈ BS, and α(η) ∈ BDc for every η ∈ BSc (so β(η) ∈ BDc as
well).
(v) A map σ : BSc → F (A)
When necessary, denote the set of bases (variable, constant, boundaries,
etc.) of Ω̃ by BS(Ω̃) (and BSv(Ω̃), etc.). For any base λ, boundaries i such
that α(λ) < i < β(λ) are called internal boundaries of λ; the end boundaries
α(λ) and β(λ) can be specified as initial and terminal boundaries of λ,
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respectively. The internal and end boundaries of λ are said to be covered by
λ. If boundaries i and i + 1 are covered by λ, then say the interval [i, i + 1]
is covered by λ. If α(λ1) and β(λ1) are covered by λ, say λ1 is covered
by λ. Combinatorial generalized equations can be thought of as “interval
diagrams” (see Figures 4.1 and 4.2).
To each combinatorial generalized equation Ω̃, a system of equations
S(x1, . . . , xρ1 , A)Ω = 1 over F (A) is associated, by the following construction:
For each base λ, let w(λ) = (xα(λ) · · ·xβ(λ)−1)ε(λ).
(1) For each pair of variable bases µ, µ̄ form the basic equation:
w(µ) = w(µ̄)
(2) For each constant base η, form the constant equation:
w(η) = σ(η)
The variables are referred to as items, and S(x1, . . . , xρ1 , A)Ω = 1 is called
the generalized equation of Ω̃. A generalized equation SΩ is always assumed
to have an associated combinatorial generalized equation SΩ̃. Note that a
generalized equation is quadratic if and only if each [i, i+ 1], for 1 ≤ i ≤ ρ1,
is covered by exactly two bases in SΩ̃.
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A solution of a generalized equation is a solution ψ of SΩ in F (A) such that
ψ(w(λ)) is freely reduced in F (A) for each base λ (there is no cancellation
between each ψ(xi) and ψ(xi+1) in ψ(w(λ))). ψ is also considered to be a
solution to SΩ̃. Following the convention of writing ψ(xi) as x
ψ
i , we sometimes





i |, where |x
ψ
i | is the length of the word x
ψ
i in F (A). Minimal
solutions of SΩ are solutions which are minimal with respect to this length.
3.5 Equations induced by canonical represen-
tatives
That a system of equations S = 1 over Γ reduces to finitely many systems
over F (A) may be shown by using canonical representatives (see Section
1.3.3). When S = 1 is a quadratic these induced systems are especially well
structured, as we will see.
Assume that S(Z,A) = 1, Z = {z1, . . . , zr} consists of T many coefficient-









3 = 1 ` = 1, . . . , T
z
(`)









c ∈ Z for each `.
Along with the representative maps θm : Γ→ F (A), m = 1, 2, . . ., there is
a bound L = q ·25050(δ+1)6(2|A|)2δ which is given in [53] (note that the constant
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of hyperbolicity δ may be computed from a presentation of Γ using the results
of [21]), for which the following holds:










































3 =Γ 1 and |c
(`)
k |F < L.
Then, by considering each m ≤ L, and each choice of the finitely many
c
(`)
k ∈ F (A) which can satisfy these properties, build systems Si(Xi, A) = 1






























c. This construction gives the next lemma, which states
what is meant by reduction to systems over F .
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Lemma 6. (Proposition 1 in [34])
Let Γ = 〈A |R〉 be a torsion-free δ-hyperbolic group and π : F (A) →
Γ the canonical epimorphism. There is an algorithm that, given a system
S(Z,A) = 1 of equations over Γ, produces finitely many systems of equations
S1(X1, A) = 1, . . . , Sn(Xn, A) = 1 (3.5)
over F = F (A) and homomorphisms ρi : F (Z,A) → FSi for i = 1, . . . , n
such that
1) for every F -homomorphism φ : FSi → F , the map ρiφπ : ΓS → Γ is a
Γ-homomorphism, and
2) for every Γ-homomorphism ψ : ΓS → Γ there is an integer i and an
F -homomorphism φ : FSi → F (A) such that ρiφπ = ψ.
Further, if S(Z) = 1 is a system without coefficients, the above holds with
G = 〈Z |S〉 in place of ΓS and ‘homomorphism’ in place of ‘Γ-homomorphism’.
Moreover, |Si| = O(|S|4) for each i = 1, . . . , n, where the constants depend
on the group Γ.
It’s not hard to bound the size of these induced systems. By Lemma 5 the
system S = 1 may be assumed to be in triangular form without changing the
order of the systems size. Then, L = O(|S|) and the canonical representatives
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of constants from S = 1 are quasigeodesics, the length of the systems induced
from a triangular system can then be bounded.
Lemma 7. (Proposition 2 in [34]) Let S = S(Z,A) = 1 be a system of
equations over Γ. Then, for the systems Si = Si(Xi, A) we have |Si| =
O(|S|2). If S(Z,A) is a quadratic system of equations, then the systems
Si = Si(Xi, A) are quadratic.
Chapter 4
The Diophantine problem for
quadratic equations over a
torsion-free hyperbolic group is
NP-complete
4.1 Bounds for minimal solutions
Lemma 7 and Theorem 1.1 from [44] imply:
Proposition 10. (Theorem 1 in [32]) Let Γ be a torsion-free hyperbolic
group given by a generating set A and a finite number of relations. It is
possible to compute a constant N with the property that if a quadratic equation
Q(X,A) = 1 is solvable in Γ, then there exists a solution φ such that for any
variable x, |φ(x)| ≤ N |Q|4 if Q is orientable, |φ(x)| ≤ N |Q|6, if Q is non-
orientable.
This implies that the Diophantine problem is in NP.
54
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4.2 Bin packing problem
Now to show that the Diophantine problem is also NP-hard, we will show
that, for any input of the exact bin packing problem, there is a corresponding
quadratic equation S = 1 over a torsion-free hyperbolic group Γ, such that a
solution to S = 1 gives a positive answer to the given input, and vice versa.
The exact bin packing problem, which is NP-hard (see [32] where the bin
packing problem from [24], p. 226, is modified into the exact bin packing
problem), is given by:
Problem Exact Bin Packing
• INPUT: An s-tuple of positive integers (r1, ...rs) and positive integers
B and N .
• QUESTION: Is there a partition {1, . . . , s} = B1 t · · · tBN , such that
for each i = 1, . . . , N ∑
j∈Bi
rj = B?
4.3 A particular family of quadratic equations
over Γ
Let Γ = 〈A|R〉 be a non-elementary torsion-free δ-hyperbolic group, and
Cay(Γ) be the Cayley graph of Γ with respect to A. By Proposition 4, Γ
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contains a quasiconvex free subgroup F (b, c) of rank two. We can assume that
b and c are both cyclically reduced as elements of Γ, i.e. have minimal length
in their respective conjugacy classes, and furthermore that g−1bng 6= cm for
all g ∈ Γ,m, n ∈ Z ([9]). Denote fixed minimal words in A±1 representing
these elements by b and c as well. By Proposition 5, there exists an integer
D such that the normal closure 〈〈bs1D, cs2D〉〉 in G is free for any si > 0.
Given a positive integer n, and an n + 2-tuple ζ = (d, κ, t1, . . . , tn) of
positive integers, let aζ = b
κDcdt1DbκD . . . cdtnDbκD. For each bin packing
input, we will consider certain systems of equations of a particular form,
depending on ζ. Given a bin packing input (r1, . . . , rs, B,N), for each n and
n+ 2-tuple ζ, let S[r1, . . . , rs, B,N, ζ] = 1 (or just S[ζ] = 1) be the equation
s∏
j=1
z−1j [aζ , b




Later, we will give explicit conditions on ζ so that the existence of a solu-
tion in Γ of S[ζ] = 1 implies a solution to the given bin packing input. |S[ζ]|
will be polynomial in s, the size of the bin packing input. It is immediate
from van Kampen diagrams that a positive solution to the bin packing input
(r1, . . . , rs, B,N) implies the existence of a solution to S[ζ] = 1 in Γ, for any
ζ.
By Lemma 5, S[ζ] = 1 may be transformed to a system consisting of s1
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triangular and s + 1 constant equations, where s1 = O(s). As in Lemma
6, by then considering canonical representatives θm,m ≤ L = (s1 + s + 1) ·
25050(δ+1)






3 ∈ BΓ(L) (the ball of radius L in






3 = 1, a particular finite collection of quadratic systems
of equations Si[ζ] = 1, i = 1, . . . ,m1 may be constructed. Every equation
in each system includes the canonical representative of exactly one original
coefficient from S[ζ] = 1, and solutions of S[ζ] = 1 in F (A) factor through
the solutions of these systems in the sense of Lemma 6. A solution in Γ of
S[ζ] = 1 implies a solution in F (A) of Si[ζ] = 1 for some i. Each Si[ζ] = 1 is
















































where k + 1 is taken cyclically with respect to (1, 2, 3). Note that there are
exactly 1
2
(3s1 − (s + 1)) many equations of the first type, and s + 1 + 3s1
many coefficients in each Si[ζ] = 1.
If ζ is changed, only the coefficients of S[ζ] may differ, so all S[ζ] = 1
have the same form of decomposition into triangular equations. Therefore
only the coefficients may differ in each Si[ζ] = 1 for 1 ≤ i ≤ m1 and any ζ.
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Proposition 11. For each 1 ≤ i ≤ m1 and any ζ, if the system Si[ζ] = 1
has a solution in F (A), then there is another quadratic system of equations
Ē(Si[ζ]) = 1, in variables X̄i = {x̄1, . . . , x̄s̄i} , for some s̄i ≤ 3s1, which has
a solution ψ in F (A). The equations of Ē(Si[ζ]) = 1 are given by:
w(j)(X̄i) = θm([aζ , b





w(j)(X̄i) = c̄j−s−1 for s+ 2 ≤ j ≤ s+ 3s1 + 1
for some c̄1, . . . , c̄3̄s1 in the ball of radius L in F (A). Furthermore, for
X̄ψi = {ψ(x̄1), . . . , ψ(x̄s̄i)}, w(j)(X̄
ψ
i ) is a freely reduced word in F (A) for
j = 1, . . . , s+ 3s1 + 1.
Note that Ē(Si[ζ]) = 1 has no more variables than Si[ζ] = 1.
Proof. This is proven using a rewriting process, described in [37], which is
given in terms of the generalized equations and combinatorial generalized
equations described in Section 3.4. Since Si[ζ] = 1 is quadratic, the more
general process is not needed in full; we describe here the necessary elements
for the proof of Proposition 11. Note that the notation used in Section 3.4
for this simpler version differs slightly from that of [37].
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Lemma 8. For each 1 ≤ i ≤ m1 and any ζ, if Si[ζ] = 1 has a solution
ψ in F (A), there is a generalized equation Si[ζ]Ω = 1 which has a solution.
Furthermore, ρ1 = 3(3s1 − (s + 1)) + 3(s + 1) + 3s1 and the constant bases
partition [ρ0, ρ1 + 1] in the corresponding combinatorial generalized equation
Si[ζ]Ω̃. In other words each [k, k + 1] is covered by exactly one constant base
for k ≥ ρ0.




many equations of the first type described in (4.2), in some fixed order,
followed by the s + 1 many equations of the second and third type. In
each equation, replace the coefficients c
(`)
k by new variables y
(`)





k after the equations of the second and third
type.
Now rename every appearance of all variables in this system, in the order
of equations, with variables in each equation ordered left to right, introducing
additional equations xj = xj′ for each variable appearing twice (i.e. x
(`)
k is
renamed as xj and xj′ in two different equations). So now a generalized equa-
tion is obtained, call it Si[ζ]Ω′ where FR(Si[ζ]) = FR(Si[ζ]Ω′ ). Si[ζ]Ω′ corresponds
to a combinatorial generalized equation Si[ζ]Ω̃′ pictured in Figure 4.1. Note
that ρ0 = 3(3s1− (s+1))−1, since there are 12(3s1− (s+1)) many equations
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without constants, each with 6 variables. Then there are s+1 constant bases,
labeled by canonical representatives of commutators, each covering 3 variable
bases. Finally there are 3s1 constant bases, labeled by the c
(`)
k , each covering
one variable base. So ρ1 = 3(3s1 − (s + 1)) + 3(s + 1) + 3s1. The constant






s1 − s2 −
1
2
many pairs of dual variable bases.
In Figure 4.1, the dual bases µ1 and µ̄1 give the basic equation x1x2x3 =















of Si[ζ] = 1. The appearance of x
(`)
k in another equation (in this example
another equation of the first type) is represented by the dual bases µ2 and
µ̄2. The constant base ηs+2 is labeled by σ(ηs+2) = c
(`)
k and the dual bases
µ3 and µ̄3 give the constant equation x2 = c
(`)
k . Finally, the constant base η1
is labeled by σ(η1) = θm([aζ , b
dDr1 ]), and the dual bases µ4 and µ̄4 represent
appearances of some variable x
(`′′)
k′′ in an equation of the first type and in an
equation of the second type.
Now the generalized equation Si[ζ]Ω′ might not have a solution. This




j+2 on one side of some equation, there is cancellation






k . However, there is a generalized equation
Si[ζ]Ω of exactly the same form, except that σ(ηs+2) = c̄
(1)
1 , . . . , σ(ηs+1+3s1) =
c̄
(s1)




k , which does a solution.
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Figure 4.1: Combinatorial generalized equation Si[ζ]Ω̃
4.4 Entire Transformations
We now describe the rewriting process which may be applied to each Si[ζ]Ω
with a solution. Notice that in each Si[ζ]Ω̃, every boundary is an end bound-
ary of some base.
Definition 9. Rewriting process (Entire transformation): For a quadratic
generalized equation SΩ with a solution ψ, the process is described by trans-
formations of SΩ̃ and construction of factoring homomorphisms to resulting
coordinate groups
Starting at 1 ∈ BD(Ω̃), if 1 = ρ0, terminate the process. Otherwise, there
are variable bases µ1 and µ2 with α(µ1) = α(µ2) = 1 and β(µ1) ≥ β(µ2) = 2.
There are three possible cases for µ1 and µ2.
(i) If β(µ1) = 2 and µ2 = µ̄1, remove the pair µ1 and µ̄1 (they are “matched
bases” and ε(µ1) = ε(µ̄1)). Then move all bases to the left by one, and
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decrease ρ0, ρ1 by one, to obtain a generalized equation SΩ′. Define a
homomorphism π′ : FR(SΩ) → FR(SΩ′ ) ∗ 〈t〉 by π
′(xi) = x
′
i−1 for 1 < i,
and π′(x1) = t, where t is a new free variable.
(ii) If β(µ1) = 2 and µ2 6= µ̄1, replace µ̄1 by µ2, reversing ε(µ2) if ε(µ1) 6=
ε(µ̄1), before removing the pair µ1 and µ̄1. Then move all bases to
the left by one, and decrease ρ0 and ρ1 by one to obtain a generalized
equation SΩ′. Define a homomorphism π
′ : FR(SΩ) → FR(SΩ′ ) by π
′(xi) =
x′i−1 for 1 < i, and π
′(x1) = w
′(µ̄1), where if w(µ̄1) = (xk · · ·xk+r)ε(µ̄1),
then w′(µ̄1) = (x
′
k−1 · · ·x′k+r−1)ε(µ̄1).
(iii) Otherwise 2 < β(µ1). Let a = α(µ̄1) and b = β(µ̄1). Cut µ1 at 2 into
bases µ′1 and µ
′′
1, considering each possibility for where to cut µ̄1 at j
into µ̄′1 and µ̄
′′
1. See Figure 4.2, (ε of each base is not pictured, though
cutting and transferring bases must agree with orientation). Consider
cuts between existing boundaries k and k + 1 by letting j = k + 1 and
increasing by one all α(λ), β(λ) ≥ k + 1, as well as ρ0 and ρ1. Then
transfer µ2 onto µ̄1, i.e. let α(µ2) = a and β(µ2) = j. Delete the lone
base µ′1, as well as µ̄
′




1 as µ1 and µ̄1. Now move
all bases to the left by one, and decrease ρ0, ρ1 by one
For each SΩ̃′ constructed in this case, let π
′ : FR(SΩ) → FR(SΩ′ ) be
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i−1 for i > 1 if j is an
existing boundary. If j is inserted between k and k+1, let π′(xi) = x
′
i−1
for 1 < i ≤ k, and π′(xi) = x′i for k + 1 ≤ i ≤ ρ1.
The resulting generalized equations are all quadratic, so apply the same
process to each.
1





Figure 4.2: Example of cutting and transferring a base
For each Si[ζ]Ω, the iterated process can be represented as a rooted finite
valence tree Ti with generalized equations at vertices and edges labeled by sur-
jective homomorphisms of coordinate groups. Any solution of Si[ζ]Ω factors
through some branch of Ti. If the process terminates for some branch b, call
the terminal generalized equation Eb(Si[ζ]Ω). If a solution of Si[ζ]Ω factors
through a branch b, the solutions to each consecutive generalized equation
have strictly decreasing length. Furthermore, if the rewriting process termi-
nates with Eb(Si[ζ]Ω̃), notice that [1, ρ1 + 1] is partitioned by constant bases,
and each constant base is partitioned by variable bases, with each variable
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base µ covering exactly one item (i.e. β(µ) = α(µ) + 1 and µψ = xψ for a
variable base µ covering x and a solution ψ).
Lemma 9. [37] If the length of ψ is minimal with respect to Aut(FR(Si[ζ]Ω)),
the rewriting process terminates for any branch b through which ψ factors.
Proof. Suppose ψ factors through an branch of Ti where the rewriting process
continues infinitely. Since there are finitely many boundaries introduced by
transferring and cutting bases, the number of bases may only decrease and
the number of boundaries is bounded from above. So there is a finite number
of possible distinct generalized equations and if ψ factors through an infinite
branch, the same generalized equation must be repeated. However, each
step of the rewriting process shortens length of solutions, contradicting our
assumption that ψ is minimal with respect to Aut(FR(Si[ζ]Ω)).
Remark 1. Notice that the entire transformation does not add more bases,
and may only remove a pair of occurences of some variable (and its in-
verse) by deleting a pair of dual bases, so the resulting system of equations is
quadratic.
So for each Si[ζ] = 1 with a solution in F (A), there is a generalized
equation Si[ζ]Ω which has a solution ψ, and ψ factors along some terminating
branch b of Ti. So Ē(Si[ζ]) = Eb(Si[ζ]Ω) satisfies the conclusion of Proposition
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11 after renaming variables using the basic equations, since each variable base
covers exactly one item. Also let Ē(Si[ζ])Ω̃ = Eb(Si[ζ]Ω̃).
4.5 Disk diagrams
In [49] (see also Theorem 2.1 in [32]), it’s shown that an orientable quadratic






z−1j CjzjCm = 1 (4.3)
has a solution in F (A) if and only if there is a collection of disks with oriented
boundaries labeled by freely reduced words C1, . . . , Cm, which tile a union of
surfaces Σ1, . . . ,Σl, where gluings between boundaries of disks must respect
labelings. Furthermore, for the reduced Euler characteristic of S defined by
χ̄(S) = 2− 2g, the Euler characteristics of the surfaces satisfy the inequality∑l
i=0 χ(Σi) ≥ 2 − 2g + 2l. Since any orientable quadratic equation S = 1
may be sent to a standard quadratic equation S̄ = 1 by an automorphism of
FR(S), let χ̄(S) = χ̄(S̄). For a solution ψ of a system S = 1, denote such a
corresponding disk diagram by D(S, ψ).
Lemma 10. For each 1 ≤ i ≤ m1 and any ζ, if ψ is a solution of Ē(Si[ζ]),
there is a disk diagram D(Ē(Si[ζ]), ψ) tiling a union of spheres.
Proof. Each coefficient in Ē(Si[ζ]) is graphically equal to a word w
(j)(X̄ψi ). So
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if the boundaries of s+3s1+1 disks are labeled by the coefficients of Ē(Si[ζ]),
the boundary of each disk may be partitioned by solutions of variables. Since
each variable appears exactly twice, these disks may be glued respecting
labelings, and so tile some union of surfaces Σ = Σ1 ∪ · · · ∪ Σl.






3 = 1 over













3 formed by canonical representatives. So the coordi-
nate group of the equation P = 1 defined by:
s∏
j=1






1 · · · c
(s1)
3
is a subgroup of FR(Si[ζ]Ω). Its coordinate group over F is FR(P ) and χ̄(P ) = 2.
The group FR(Si[ζ]Ω) is a free product of the coordinate group of a standard
quadratic equation and a free group. Moreover, since FR(P ) is freely inde-
composable, it must be conjugate into the coordinate group of this standard
quadratic equation. Therefore χ̄(Si[ζ]Ω) = 2. The homomorphisms con-
structed in the rewriting process are all either isomorphisms or map FR(Si[ζ]Ω)
to a free product of the standard quadratic equation with a free group of
smaller rank. So these homomorphisms preserve reduced Euler characteris-
tic and χ̄(Ē(Si[ζ])) = 2, implying Σ1, . . . ,Σl must all be spheres.
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Proposition 12. There is a constant K0, which only depends on Γ and the
choice of b, c, and D, such that for d ≥ κ > K0 and any (t1, . . . , tn), if
S[ζ] = 1 has a solution in Γ for the corresponding ζ, there is a generalized
equation Ê(Si[ζ]) with a solution ψ̂. The coefficients of Ê(Si[ζ]) are:
[aζ , b
dDr1 ], . . . , [aζ , b
dDrs ], [aNζ , b
dDB]
along with some R1, . . . , RK2 ∈ F (A), with |R1|, . . . , |RK2| ≤ L for some
constants K2,L = O(s). Also, Ê(Si[ζ])Ω̃ has K1 variable bases for some
constant K1 = O(s), and gluing disks with boundaries labeled by the coeffi-
cients of Ê(Si[ζ]) along solutions of dual variable bases yields a disk diagram
D̂ = D(Ê(Si[ζ]), ψ̂) tiling a union of spheres.
Proof. The solution of S[ζ] = 1 in Γ factors through a solution of some
Si[ζ] = 1, i ≤ m1, and so by Proposition 11, there is a generalized equation
Ē(Si[ζ]) with a solution ψ. By Lemma 10, there is a disk diagram D̄ =
D(Ē(Si[ζ]), ψ) tiling a union of spheres Σ = Σ1 ∪ · · · ∪ Σl.
Recall that every variable base of Ē(Si[ζ]) covers just a single item. For
1 ≤ j ≤ s + 3s1 + 1, let w̄(j) = w(j)(X̄ψi ) and let pj be paths in Cay(Γ)
labeled by w̄(j) where double occurrences of a variable correspond to a shared
subpath. In other words, suppose w(j)(X̄i) = xj1 · · · xjn(j) and w(j
′)(X̄i) =
xj′1 · · ·xjn(j′) for integers n(j), n(j
′) and xj1 , . . . , xjn(j) , xj′1 , . . . , xjn(j′) ∈ X̄i. If
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xjk = (xj′k′ )
±1 for some 1 ≤ k ≤ n(j), 1 ≤ k′ ≤ n(j′), then pj and pj′ share
the subpath labeled by xψjk (which may have opposite orientations on the
paths if xjk = (xj′k′ )




1 ≤ k ≤ n(j), and qj0 be the initial vertex of pj.
By [50] and [53], there are constants π and ε such that any path in





for m ≤ L and 1 ≤ j ≤ s, are (π, ε)-quasigeodesic. There is a constant
M = M(δ, π, ε), where δ is the constant of hyperbolicity for Γ, such that any
two π, ε-quasigeodesics with the same endpoints are in the M -neighborhood
of each other with respect to the Hausdorff metric ([9]).
Let Cj = [aζ , bdDrj ] for 1 ≤ j ≤ s, and Cs+1 = [aNζ , bdDB]. There are paths
p̂j, labeled by Cj, with the same endpoints as pj, for 1 ≤ j ≤ s + 1. So
for 1 ≤ j ≤ s + 1 and 0 ≤ k ≤ n(j), there are minimal geodesics sjk from
qjk on pj, to vertices q̂jk on p̂j, with ‖sjk‖ ≤ M . Note that q̂j0 = qj0 and
q̂jn(j) = qjn(j) .
Lemma 11. Let p and p′ be (π, ε)-quasigeodesics in Cay(Γ) with the same
initial and terminal vertices. Suppose q1 < q2 are vertices on p and there are
paths γ1 from q1 to q
′






1 are vertices on p
′
and ‖γ1‖, ‖γ2‖ ≤M . Then ‖p(q1,q2)‖ ≤ N = 2M(π + π2) + ε(π + 1) + π.
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Proof. Let q0 < q1 be the maximal (with respect to ordering of vertices on




such that q′0 < q
′
2. Now ‖p(q0,q1)‖ + ‖p(q1,q2)‖ ≤ π(‖p′(q′0,q′2)‖ + 2M) + ε. But
‖p′(q′0,q′2)‖ ≤ π(2M+1)+ε, since for any q0 < q3 on p, there is a vertex q
′
2 ≤ q′3
on p′ with a path of length at most M from q3 to q
′
3. The inequality given
in the lemma follow from these inequalities.
In general, k < k′ need not imply that q̂jk < q̂jk′ , but Lemma 11 shows
that there are paths of bounded length which partition pj and p̂j in the same
order (though since q̂jk may equal q̂jk′ for k 6= k
′, some of the partitioned
subpaths of p̂j may be empty).
Corollary 2. For each 1 ≤ j ≤ s + 1, the vertices q̂j0 , . . . , q̂jn(j) may be
renamed so that if k < k′, then q̂jk ≤ q̂jk′ , and after renaming there are
geodesics ŝjk from qjk to q̂jk , with ‖ŝjk‖ ≤ R = N +M .
The following fact about free groups is needed.
Lemma 12. Let w1 = w2 in a rank k free group F (x1, . . . , xk), where w1 =
xr1α x
r1
β · · ·xrnα x
rn




2 · · ·usm1 usm2 for freely reduced words
u1(x1, . . . , xk) and u2(x1, . . . , xk) with m,n ≥ 1. Only r̄n and s̄m may be zero
in the case where m,n > 1, and ri + r̄i > ‖u1‖, ‖u2‖ for 1 ≤ i ≤ n and
r̄i + ri+1 > ‖u1‖, ‖u2‖ for 1 ≤ i ≤ n − 1 (for non-zero ri, r̄i). Let R be the
CH. 4 - DIOPH. PROBLEM FOR QUADRATIC EQUATIONS IN Γ 70
Hausdorff distance between a path in Cay(F ) labeled by w1 and a path with





jv1 and if ‖u2‖(s̄i′ − 3) ≥ 2R for some i′, then u2 = v−12 xtj′v2, for
j, j′ = α or β, v1, v2 ∈ F (x1, . . . , xk), and some non-zero integer t.
Proof. Since F is free, u1, u2 must each contain either xα, xβ. Since there
may be cancellation of at most R between sequential powers of u1 and u2, w1
contains subwords u21 or u
2
2, corresponding to the i or i
′ for which ‖u1‖(si −
3) > 2R or ‖u2‖(s̄i′ − 3) > 2R. So if u1 (u2) is only trivially conjugate
and contains both xα and xβ, (it may not contain any other generator since








α which is a subword of u1
(u2), but u1 and u2 are too short.
Now for each x ∈ X̄i, if ‖xψ‖ > L, then x±1 appears as xjk and xj′k′
in w(j)(X̄i) and w
(j′)(X̄i) for 1 ≤ j, j′ ≤ s + 1. Let px be the subpath
of p̂j from q̂jk−1 to q̂jk . If xjk = xj′k′ , then let p
′
x be the subpath of p̂j′
from q̂j′
k′−1
to q̂jk′ , whereas if xjk = (xj′k′ )
−1, let p′x be the subpath of p̂j′
oriented in reverse, from q̂jk′ to q̂j′k′−1 . There are geodesics t1 from the initial
vertex of p′x to q̂jk−1 , and t2 from the terminal vertex of p
′
x to q̂jk , with
‖t1‖, ‖t2‖ ≤ 2R. Notice that t−11 p′xt2 is a (π, ε + 4R(π + 1))-quasigeodesic
with the same endpoints as px (which is (π, ε)-quasigeodesic). So there is a
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xt2 are in the
M1-neighborhood of each other.
Since p̂j, p̂j′ are labeled by Cj and C ′j for some 1 ≤ j, j′ ≤ s + 1, p̂j, p̂j′
may each be partitioned into subpaths where each subpath is labeled by
either bD or cD. Call the vertices separating these subpaths D-vertices. Let
D1 = Dmax{|b|, |c|}. Now for each D-vertex v on px there is a geodesic sv




2 with ‖sv‖ ≤ M1. For each D-vertex v on
px further than π(2R + M1) + ε (measured along px) from both the initial
and terminal vertices of px, u is actually on p
′
x and u is separated from a
D-vertex v′ of p′x by a subpath of length less than D1. So for each D-vertex
v on px, other than those within π(2R+M1) + ε of end vertices of px, there
is a geodesic tv to v from a D-vertex v
′ on p′x with |tv| < C = M1 +D1. Call
each geodesic to a D-vertex of px from a D-vertex of p
′
x a D-geodesic. Let
BC = |BΓ(C)| be the size of the ball of radius C in Γ.
Lemma 13. Suppose S[ζ] = 1 has a solution in Γ for ζ = (d, κ, t1, . . . , tn)
where
κ > K0 = max{π(D1 + 2C) + ε,






d ≥ κ and n, t1, . . . , tn are any positive integers. Let ψ be a solution of
Ē(Si[ζ]) for some 1 ≤ i ≤ m1. Suppose ‖xψ‖ > max{L1, L} for some
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(2(π(2R +M1) + ε) +D1(BC(2κ+ 1) + 2)− ε)− 2R.
Then the corresponding subpaths px and p
′
x are graphically equal up to bounded
error. In other words, px is labeled by
cj0w̄x1cj1 · · · cjR(x)−1w̄xR(x)cjR(x)




· · · c′jR(x)−1w̄xR(x)c
′
jR(x)
for some R(x) ≤ BC, where
∑R(x)
i=0 ‖cji‖ < E1 and
∑R(x)
i=0 ‖c′ji‖ < E for
E1 = BC(D1(2κ+ 3) + 2C) + 2(π(2R +M1) + ε) +D1 and
E = π(BC(4C + 2κD1) + 2π(2R + M1) + D1 + 4R) + (2BC + 2π + 1)ε +
2BC(C +D1).
Proof. Suppose ‖xψ‖ > max{L1, L} and px, p′x are the subpaths (with ori-
entation possibly reversed) of p̂j and p̂j′ (which are labeled by Cj and Cj′ ,
respectively) as defined previously. There are at least 2κ(BC+1) D-geodesics
to distinct D-vertices of px from D-vertices of p
′
x (which may not be distinct),
each of length less than or equal to C. So there must be multiple D-geodesics
with the same label in Γ, to D-vertices on px which are separated by a sub-
path of length at least 2κD1.
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Suppose h ∈ BΓ(C), h 6= 1, labels a pair of D-geodesics tv1 and tv2 to
D-vertices v1 and v2 which are at least 2κD1 apart on px. Assume v1 and v2
are the furthest apart pair of D-vertices whose D-geodesics are labeled by h,
and v′1 and v
′




the subword of Cj labeling the subpath of px from v1 to v2, and let w2(bD, cD)
be the subword of (Cj′)±1 labeling the subpath of p′x from v′1 to v′2. Note
that h−1w2(b
D, cD)h = w1(b
D, cD) in Γ, since κ is large enough to not permit
“twisting” (see Lemma 11), and that ‖w1‖ ≥ 2κD1, ‖w2‖ ≥ 2D1(2M + 3).
Since the normal closure 〈〈bD, cD〉〉 in Γ is free, the subgroup
H = 〈bD, cD, h−1bDh, h−1cDh〉 ≤ 〈〈bD, cD〉〉 is free. If {bD, cD, h−1bDh, h−1cDh}
is a basis of H, then h−1w2h = w1 in F (A). Otherwise, without loss of gen-
erality, either {bD, cD} is a basis of H or {bD, cD, h−1bDh} is a basis of H.
We will show that in both cases h−1w2h = w1 in F (A) (the proof is the same
for a basis {bD, cD, h−1cDh}).
By [50], if w1 or w2 is in either 〈bD〉 or 〈cD〉, then h−1w2h = w1 in F (A).
So assume that each contain both bD and cD. If {bD, cD} is a basis of H,
h−1bDh = u1(b
D, cD) and h−1cDh = u2(b
D, cD) for some words u1, u2, and
h−1w2(b
D, cD)h = w2(u1, u2). Furthermore, since u1 and u2 are also (π, ε)-
quasigeodesics, ‖ui‖H ≤ ‖ui‖Γ ≤ π(D1 +2C)+ε < κ for i = 1, 2. So if d ≥ κ,
every power of bD and cD in Cj and Cj′ is at least κ > 2M + 3. Furthermore,
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since ‖w1‖ ≥ 2κD1 and ‖w2‖ ≥ 2D1(2M + 3), w1 contains a power of bD or
cD which is at least κ and w2 contains a power of b
D or cD which is at least
2M+3. So w1, w2, u1, u2 ∈ H satisfy the conditions for Lemma 12 and either
h−1cDh is equal to the conjugate of some power of cD, or h−1bDh is equal to
the conjugate of some power of bD, by some word v(bD, cD) (since no power of
b is conjugate to a power of c). In either case v(bD, cD)h−1 belongs to either
〈bD〉 or 〈cD〉, since cyclic subgroups of Γ are malnormal ([9]). Therefore,
h ∈ 〈bD, cD〉 and h−1w2(bD, cD)h = w1(bD, cD) in F (A).
If {bD, cD, h−1bDh} forms a basis of H, then h−1cDh must be a word
in bD, cD, h−1bDh. Assume π and ε have been taken so that every path in
Cay(Γ) labeled by powers of b, c or h−1bDh is a (π, ε)-quasigeodesic for any
h ∈ BΓ(C). So again by Lemma 12, h−1cDh is a conjugate of a power of cD,
or h−1bDh is a conjugate of a power of bD, by some v(bD, cD, h−1bDh). Again,
either case implies that vh−1 is in 〈bD〉 or 〈cD〉, and so h ∈ 〈bD, h−1bDh, cD〉.
But then the equality h−1w2(b
D, cD)h = w1(b
D, cD) in H implies that h is
expressed in terms of bD and cD only, contradicting that {bD, cD, h−1bDh} is
a basis of H.




2 ∈ F (A)
such that w1 ≡ c1w̄hc2, w2 ≡ c′1w̄hc′2, w̄h is the label of a subpath of both
px and p
′
x which begins and ends at D-vertices, and ‖c1‖, ‖c2‖, ‖c′1‖, ‖c′2‖ ≤
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C +D1.
Suppose w̄h and w̄h′ are labels of shared subpaths of px and p
′
x, con-
structed in this manner from different repeated labels h and h′, ofD-geodesics.
The subpaths labeled by w̄h and w̄h′ , call them ph and ph′ respectively, do
not overlap. Since D-geodesics to D-vertices on ph are trivial and h
′ may em-
anate from an end vertex of ph but not from an internal vertex, the subpaths
of px and p
′
x between the furthest apart D-geodesics labeled by h
′, must be
disjoint from ph. Since ph′ is itself a subpath of those subpaths, it must be
disjoint from ph as well. The bound E1 given on the sum of length of sub-
paths of px between consecutive ph and ph′ follow from the maximum number
of D-geodesics without repeated labels at least 2κD1 apart, in addition to
each of the ‖c1‖, ‖c2‖, as above, and the maximum length of the subpaths at
the beginning and end of px which may not have D-geodesics. The bound E
follows from p′x being a (π, ε)-quasigeodesic.
We may now construct the combinatorial generalized equation Ê(Si[ζ])Ω̃
from Ē(Si[ζ])Ω̃ using these lemmas. By Corollary 2, each constant base η
in Ē(Si[ζ])Ω̃ labeled by θm([aζ , b
dDrj ]); 1 ≤ j ≤ s or θm([aNζ , bdDB]) may be
relabeled by the corresponding Cj. The variable bases partioning η may be
mapped to the labels of subpaths of p̂j between each of q̂j0 , . . . , q̂jn(j) . While
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this map will generally not be a solution of this generalized equation, adding
some more bases will yield a solution.
Let L = max{E , π(L + 2R) + ε, π(L1 + 2R) + ε}. Given a solution ψ of
Ē(Si[ζ])Ω̃, for any variable base µ (which must correspond to a single variable
x), if ‖µψ‖ = ‖xψ‖ > max{L1, L}, then cut µ and µ̄ each into 2R(x) + 1 new
bases with R(x) as in Lemma 13. The bases corresponding to the cjk and
c′jk′ , for 0 ≤ k, k
′ ≤ R(x), are constant bases labeled by those coefficients,
which are each of length at most L. The remaining are pairs of dual bases
corresponding to w̄xj for 1 ≤ j ≤ R(x).
Now suppose ‖µψ‖ ≤ max{L1, L}, with µψ and µ̄ψ appearing in w̄(j) and
w̄(j




respectively. Then replace µ
with a constant base labeled by the label of the subpath of p̂j from q̂jk−1 to





. Note that each of these subpaths is of length at most
L.
Suppose ‖µψ‖ ≤ max{L1, L}, with µψ and µ̄ψ appearing in w̄(j) (as xψjk)
and w̄(j
′) respectively, where 1 ≤ j ≤ s+ 1 and j′ > s+ 1. Then µ̄ is covered
by a constant base η labeled by c̄j−s−1. Cut η at the end boundaries of µ̄ and
for the new constant base η1 covered by µ̄, let σ(η1) be equal to the label of
the subpath of p̂j from q̂jk−1 to q̂jk (which is of length at most L).
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Finally, if a pair of dual bases are covered by constant bases labeled by
w̄(j) and w̄(j
′) for j, j′ > s+1, no changes are needed. By Lemma 13, this new
generalized equation Ê(Si[ζ]) has a solution ψ̂. Furthermore, disks labeled
by the coefficients of Ê(Si[ζ]) may be glued together on the same union of
spheres Σ as D̄. This follows from the construction of Ê(Si[ζ]), which allows
the disks of D̄ to be relabeled with coefficients of Ê(Si[ζ]) so that some gluing
between disks may be removed but new disks are introduced which are glued
in as “0-cells” (in the terminology of [49]), maintaining a tiling on Σ. Denote
the disk diagram obtained by this process as D̂.
Recall that Ē(Si[ζ]Ω̃) has at most 15s1−s−1 variable bases and 3s1+s+1
constant bases. So there are K2 ≤ (BC + 1)(15s1− s− 1) + 3s1 + s+ 1 many
constant bases in addition to those labeled by C1, . . . , Cs+1, and there are
K1 ≤ BC(15s1 − s− 1) + 2K2 many variable bases in Ê(SiζΩ̃). Rename the
K2 coefficients of constant bases (and labels of disk boundaries) other than
those labeled by C1, . . . , Cs+1, by R1, . . . , RK2 . Proposition 12 is proved.
We now show that for certain ζ, the disk diagram D̂ constructed in Propo-
sition 12 is equivalent (in that it has the same labels of disk boundaries and
tiles the same union of spheres) to another disk diagram with particular
properties.
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Lemma 14. There is a number n = O(s2), and a tuple (t1, . . . , tn) of positive
integers, such that for κ > K0 as in Lemma 13 and d > max{κ,L}, then
if S[ζ] has a solution in Γ for the corresponding ζ, there is a disk diagram
equivalent to D̂, in which words aζ are only glued to words aζ.
Proof. By Proposition 12, there is a solution ψ of Ê(S[ζ]). There are O(s)
boundaries from variable and constant bases in Ê(S[ζ])Ω̃ for ζ constructed
from any n. So there is some n = (s2) such that aζ = b
κDcdt1DbκD . . . bκDcdtnDbκD
has a subword w1 = b
κDcdtiDbκD which is not cut by the solution of a
variable base, in all occurrences of aζ in C1, . . . , Cs+1. Now let t1 > K2L,
tj+1 > tj + K2L for 1 ≤ j ≤ n− 1. By Proposition 12, having no cuts from
solutions of variable bases on the subword forces an exact gluing of that sub-
word on disk boundaries of D̂, up to a possible error disk with boundary
labeled Rj. But since d > L > |Rj|, the R1, . . . , RK2 are all too short to be
glued to the subword as a 0-cell. If Rj is glued to both occurences of the
subword, then Rj would be an unreduced word. This implies that every sec-
tion of a disk boundary labeled by aζ has the portion labeled by w1 glued to
a portion labeled by w1 (since it only appears once in aζ) of another section
of a disk boundary labeled by aζ .
It is possible to find an equivalent diagram such that all occurrences of
words aζ are glued only to words aζ . In particular, for a variable base µ
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covering w1, assume that µ
ψ = w1 (the covering is exact) by cutting the
bases µ, µ̄ if necessary (as in the rewriting process, giving a finite collection
of generalized equations, one of which has a solution). So µ̄ also exactly
covers w1.
If w1 is not the terminal subword of aζ (i.e. i 6= n), let µ1 be the variable
base with α(µ1) = β(µ). If ε(µ̄) = ε(µ), let µ2 be the variable base with
α(µ2) = β(µ), whereas if ε(µ̄) = −ε(µ), then let µ2 be the variable base with
β(µ2) = α(µ). If ‖µψ1 ‖ = ‖µ
ψ
2 ‖ then µ1 and µ2 cover the same subword w′1 of
aζ , where w
′
1 directly precedes or follows w1. So there is an exact gluing of a





Without loss of generality, if ‖µψ1 ‖ > ‖µ
ψ
2 ‖, then it is possible to cut µ1
into bases ν1ν2 (and µ̄1 into ν̄1ν̄2) so that ‖νψ1 ‖ = ‖µ
ψ
2 ‖ and again there must
be an exact gluing of the strictly larger subword w2 of aζ covered by µν1.
Similarly, if w1 is not the inital subword of aζ (i.e. i 6= 1), let µ′1 be the
variable base with β(µ′1) = α(µ) and µ
′
2 be the variable base analagously
defined in reverse to above. The same process again forces an exact gluing





Iterating these processes for the resulting subwords w2 (using β(µ1) or




1) instead of α(µ) accordingly) for
every base µ covering the subword w1, we obtain a diagram equivalent to D̂
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with every label aζ exactly glued to another label aζ .
Proposition 13. Suppose d > max{κ,K2L}, where K2 is as in Proposition
12, κ > K0 satisfies Lemma 13, and (t1, . . . , tn) satisfying Lemma 14. Then










has solution in F (a1, b1) for a1 = aζ and b1 = b
dD.
Proof. Suppose d > max{κ,K2L} ≥ K2L > L. Then words aζ are only glued
to words aζ (“aζ-bands” are formed, as in [32]) in the diagram constructed in
Lemma 14. Since
∑K2
j=1 ‖Rj‖ ≤ K2L < d < ‖aζ‖, there are no annuli of aζ-
bands with some disks filling in the center that have labels from R1, . . . , RK2 .
So disks with boundaries Rj that glue to aζ-bands must be glued between
the sides of aζ-bands labeled by powers of b. However, since b is not a proper
power it can not be shifted relative to itself (i.e. no path labeled by b may
end in the middle of another path labeled by b), so any Rj disk between two
aζ-bands partially glued together, must be labeled by powers of b and exactly
the same subwords of b (starting from where the two aζ-bands separate). In






−n for subwords b1, b2 of b or b
−1, and integers
m,n. But the labels Rj must be reduced words, so these disks must only
glue to other disks labeled Rj′ . Therefore the Rj-disks appear in the diagram
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tiling spheres that have no aζ-bands. Those spheres may be removed, giving
a disk diagram with spheres tiled by only disks with labels C1, . . . , Cs+1, glued
as aζ-bands. This new diagram may be labeled with powers of aζ and b
dD,
maintaining gluings which respect those labels. So by [49], equation (4.4)
has a solution in F (aζ , b
dD).
As in [32], this tiling of a sphere gives a solution to the given bin packing
input by filling a disk labeled by [aN1 , b
B
1 ] with a1-bands.
Corollary 3. For such ζ, if S[ζ] = 1 has a solution in Γ, then there a
solution to the given bin packing input.
Corollary 4. The Diophantine problem for quadratic equations over a non-
cyclic torsion-free hyperbolic group, is NP-hard.






In this section we descibe properties of JSJ decompositions decompositions
of groups. We refer to [54], [20], [23], and [30] for further background on
other notions of JSJ decompositions for groups.
Recall that an abelian splitting of a group G is an isomorphism to the
fundamental group of a graph of groups with all abelian edge groups. It is
often convenient to slightly abuse terminology and allow a splitting to refer
to the graph of groups itself. An elementary splitting is one in which the
graph of groups has exactly one edge. A splitting is reduced if the image of
each edge group is a proper subgroup of the corresponding vertex group. A
82
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splitting of a group G is essential if it is reduced, all edge groups are abelian
and for each edge group E, if γ ∈ G, γk ∈ E for some k 6= 0, then γ ∈ E.
A subgroup H ≤ G is said to be elliptic with respect to a given splitting,
if it is conjugate to a subgroup of some vertex group of the splitting. If H is
not elliptic, then it is called hyperbolic with respect to the splitting.
There are certain elementary transformations of graphs of groups which
preserve the fundamental group.
An unfolding of an elementary splitting G ∼= A ∗C B is another splitting
G ∼= A ∗C1 B1 where C1 is a proper subgroup of C and B = C ∗C1 B1. An
unfolding of an elementary splitting G ∼= A∗C is another splitting G ∼= A1∗C1
where the image of C1 in A1 is a proper subgroup of C, and A = A1∗C1(tCt−1)
where t is the stable letter of A∗C . We say a splitting is unfolded if there is
no unfolding of any induced elementary splitting.
5.1.1 Classification of vertex groups
Vertex groups may be divided into three classes.
1. Abelian vertex groups
2. Quadratically hanging vertex groups. A vertex group Gv is quadrati-
cally hanging (or QH), if it admits either of the presentations (i.e. it is
the fundamental group of a surface with finitely many punctures):
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pj〉 where g ≥ 0,m ≥ 1, and if
g = 0 then m ≥ 4






pj〉 where g ≥ 1,m ≥ 1
and furthermore:
• for each edge group Ge with ∂0(e) = v, αe(Ge) is conjugate to 〈pj〉
in Gv for some j = 1, . . . ,m
• and for each j = 1, . . . ,m there is some edge ej with ∂0(ej) = v
and αej(Gej) conjugate to 〈pj〉 in Gv.
3. Vertex groups which are non-abelian and non-QH are called rigid vertex
groups.
Any subgroup H ≤ G which is a QH vertex group in some splitting of
G is called a QH subgroup of G. A QH subgroup Q ≤ G is a maximal
quadratically hanging subgroup (or MQH subgroup), if given any elementary
splitting of G with edge group Ge, either Q is elliptic in that splitting, or
Ge can be conjugated into Q and that elementary splitting is induced by
splitting Q along the image of Ge.
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5.1.2 JSJ decompositions
There are various definitions of splittings which are called JSJ decompositions
(after the topological notion of decomposing 3-manifolds along essential tori
due to Jaco, Shalen, and Jacobsen) for various classes of groups. All of
them are canonical in that they encode all other splittings (of a certain type)
in some sense. We will use some particular qualifications for the canonical
decompositions of Γ-limit groups.
Definition 10. Given a reduced unfolded abelian splitting D of a freely inde-
composable Γ-limit group L, call D a JSJ decomposition of L, if the following
properties are satisfied:
(i) Every MQH subgroup of L is conjugate to a vertex group of the D, (so
every QH subgroup of L can be conjugated into a vertex group of the
JSJ), and every vertex group of the D which is not conjugate to a MQH
subgroup of L is elliptic in any abelian subgroup of L.
(ii) Any elementary abelian splitting of L which is hyperbolic in another
elementary abelian splitting, can be obtained from D by the splitting
of an MQH subgroup, which is induced by cutting the corresponding
surface along an essential simple closed curve, and collapsing all other
edges.
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(iii) Any elementary abelian splitting of L which is elliptic with respect to ev-
ery other elementary elementary abelian splitting of L, can be obtained
from D by a sequence of collapsings, foldings, and conjugations.
(iv) Any two reduced unfolded abelian splittings of L satisfying the above
three properties can be obtained from one another by a sequence of slid-
ings, conjugations, and modification of boundary monomorphisms by
conjugations.
(v) All non-cyclic abelian subgroups of L are elliptic in D.
In [59] (Theorem 1.10), every freely indecomposable Γ-limit group is
shown to have such a JSJ decomposition.
5.2 Canonical automorphisms
Consider an elementary abelian splitting of a group G. If we have G = A∗CB,
for c ∈ C define an automorphism φc : G→ G such that φc(a) = a for a ∈ A
and φc(b) = b
c = c−1bc for b ∈ B. If instead we have G = A∗c then for c ∈ C
we define φc : G→ G such that φc(a) = a for a ∈ A and φc(t) = ct.
Call the φc a Dehn twist obtained from the corresponding elementary
abelian splitting of G. If G is an Γ-group, where Γ is a subgroup of one of
the factors A or B, then Dehn twists that fix elements of the group Γ ≤ A
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are called canonical Dehn twists. Similarly, one can define canonical Dehn
twists with respect to an arbitrary fixed subgroup K of G. Let D(G) [resp.
DΓ(G)] be the set of all abelian splittings of G [resp. the set of all abelian
splittings such that Γ ≤ G is elliptic].
Definition 11. Let D ∈ D(G) [D ∈ DΓ(G)] be an abelian splitting of a group
G and Gv be either a QH or an abelian vertex of D. Then an automorphism
ψ ∈ Aut(G) is called a canonical automorphism corresponding to the vertex
Gv if ψ satisfies the following conditions:
(i) ψ fixes (up to conjugation) element-wise all vertex group in D, other
than Gv. Note that ψ also then fixes (up to conjugation) all the edge
groups.
(ii) If Gv is a QH vertex in D, then ψ is a Dehn twist (canonical Dehn
twist) corresponding to some essential Z-splitting of G along a cyclic
subgroup of Gv.
(iii) If Gv is an abelian subgroup then ψ acts as an automorphism on Gv
which fixes all the edge subgroups of Gv.
Definition 12. Let e be an edge in an abelian splitting D of a group G. Let
ψ ∈ Aut(G). Call ψ a canonical automorphism corresponding to the edge e
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if ψ is a Dehn twist of G with respect to the elementary splitting of G along
the edge e, induced from the splitting D. If D ∈ DΓ(G), then ψ must fix Γ
element wise.
Definition 13. The group of canonical automorphisms of a freely inde-
composable group G with respect to an abelian splitting D is the subgroup
AD(G) ≤ Aut(G) generated by all canonical automorphisms of G correspond-
ing to all edges, all QH vertices, and all abelian vertices of D. If G is not a
Γ−group then include conjugation as well. The group of canonical automor-
phisms of a free product is the direct product of the canonical automorphism
groups of factors.
5.3 Solution tree T (S,Γ)
In this section we describe how to encode solutions to equations over Γ using
a Hom-diagram. We begin by describing similar Hom-diagram for equations
over free groups. There is an algorithm described in [38] that, given a system
of equations S(X,A) over the free group F = F (A), constructs (canonically)
a diagram, which encodes the solutions of S. Specifically, it constructs a
directed, finite, rooted tree T that has the following properties:
(i) Each vertex v of T is labelled by a pair (Gv, Qv), where Gv is an F -
quotient of G and Qv the subgroup of canonical automorphisms in
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AutF (Gv) (with respect to a JSJ decomposition Dv of Gv, which can be
constructed algorithmically by [36]). The root vo is labelled by (FR(S), 1)
and every leaf is labelled by (F (Y )∗F (A), 1) where Y is some finite set
(called free variables). Each Gv, except possibly Gv0 , is fully residually
F .
(ii) Every (directed) edge v → v′ is labelled by a proper surjective
F -homomorphism π(v, v′) : Gv → Gv′ .
(iii) For every φ ∈ HomF (FR(S), F ), there is a path p = v0v1 . . . vk, where
vk is a leaf labelled by (F (Y ) ∗ F (A), 1), elements σi ∈ Qvi , and a
F -homomorphism φ0 : F (Y ) ∗ F (A)→ F (A) such that
φ = π(v0, v1)σ1π(v1, v2)σ2 . . . π(vk−2, vk−1)σk−1π(vk−1, vk)φ0 (5.1)
Considering all such F -homomorphisms φo, the family of the above
sequences of homomorphisms is called the fundamental sequence over
F corresponding to p.
(iv) The canonical splitting of each fully residually free group Gv is its
Grushko decomposition followed by the abelian JSJ decompositions of
the factors.
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In [40] it’s shown, given a finite system of equations S(Z,A) = 1 over
Γ, how to construct a similar diagram encoding Hom(ΓR(S),Γ). We briefly
review the construction here.
First construct the systems S1(X1, A), . . . , Sn(Xn, A) over F from the
system S(Z,A) = 1 over Γ by taking canonical representatives in F (A) for
elements of Γ (which exists by Theorem 4.5 of [53]), see Lemma 3 in [40] for
more details on the construction of these systems. Construct the free group
solution tree Ti, as described above, for each system Si(Xi, A). We form a
new, larger tree T by taking a root vertex vo labelled by F (Z,A), attaching it
to the root vertex of each Ti by an edge labelled by ρi, where ρi : F (Z,A)→
FR(Si) is the homomorphism induced by canonical representatives. For each
leaf v of Ti, labelled by F (Y ) ∗F , build a new vertex w labelled by F (Y ) ∗Γ
and an edge v → w labelled by the epimorphism πY : F (Y )∗F (A)→ F (Y )∗Γ
which is induced from π : F → Γ by acting as the identity on F (Y ). We call
a path b = v0v1 . . . vk from the root v0 to a leaf vk a branch b of T .
Now associate to each branch b the set Φb consisting of all homomorphisms
F (Z,A)→ Γ of the form
ρiπ(v1, v2)σ2 · · · π(vk−2, vk−1)σk−1π(vk−1, vk)πY φ
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where σj ∈ Qvj and φ ∈ HomΓ(F (Y ) ∗ Γ,Γ). Φb is called the fundamental
sequence over Γ corresponding b. Since HomΓ(F (Y )∗Γ,Γ) is in bijective cor-
respondence with the set of functions ΓY , all elements of Φb can be effectively
constructed.
A fundamental sequence over Γ such that:
1. The image of each non-abelian vertex group is non-abelian.
2. For each 1 ≤ j ≤ k, π(vi−1, vi) is injective on rigid subgroups, edge
groups, and images of edge groups in abelian vertex groups in Gi−1.
3. For each 1 ≤ j ≤ k, R a rigid subgroup in Gi−1 and {Aj}, 1 ≤ j ≤ m,
the abelian vertex groups in Gi−1 connected to R by edge groups Ej
with the maps ηj : Ej → Aj, then π(vi−1, vi) is injective on the subgroup
〈R, η1(E1), . . . , ηm(Em)〉.
is called a strict fundamental sequence. By [33], there is an algorithm con-
structing an equivalent tree T (S,Γ) encoding Hom(ΓR(S),Γ) where all fun-
damental sequences are strict.
5.3.1 F -NTQ to Γ-NTQ reworking process
Each strict fundamental sequence Φb determines a Γ-NTQ group Nb (with
depth of Γ-NTQ system equal to the length of b) into which ΓR(S) maps by
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a homomorphism φb : ΓR(S) → Nb. The proof of this given in [33]; relies
on a ‘reworking process’, which converts F -NTQ systems (where F is a free
group) into appropriate Γ-NTQ systems.
After constructing the Hom-diagram T (S,Γ), each branch b correspond-
ing to a strict fundamental sequence Φb is obtained from a strict fundamental
sequence over F . Considering the corresponding F -NTQ systems as systems
of equations over Γ gives groups through which all homomorphisms from
ΓR(S) to Γ factor, but may kill certain parts of the NTQ structure. The
reworking process fixes those degenerate portions, while maintaining the fac-
toring of all homomorphisms ΓR(S) → Γ through a least one of the resulting
Γ-NTQ groups. For each F -NTQ system S(X,A) = 1, the reworking process
constructs a new system of equations T (X ′, A) = 1 over Γ by adding new
variables and new equations depending on the form of S (see [33], section
3.3). The resulting system is in Γ-NTQ form. So after the reworking process
we now have the homomorphisms φb : ΓR(S) → Nb for each strict fundamental
sequence Φb.
5.4 Generic Families
Let S(X,A) = 1 be a system of equations with a solution in a group G. We
say that a system of equations T (X, Y,A) = 1 is compatible with S(X,A) = 1
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over G, if for every solution U of S(X,A) = 1 in G, the equation T (U, Y,A) =
1 also has a solution in G. More generally, a formula Φ(X, Y ) in the language
LA is compatible with S(X,A) = 1 over G, if for every solution ā of S(X,A) =
1 in G there exists a tuple b̄ over G such that the formula Φ(ā, b̄) is true in
G.
Suppose now that a formula Φ(X, Y ) is compatible with S(X,A) = 1 over
G. We say that Φ(X, Y ) admits a lift to a generic point of S = 1 over G (or
just that it has an S-lift over G), if the formula ∃Y Φ(X, Y ) is true in GR(S)
(here Y are variables and X are constants from GR(S)). Finally, an equation
T (X, Y ) = 1, which is compatible with S(X,A) = 1, admits a complete S-
lift if every formula T (X, Y ) = 1 & W (X, Y ) 6= 1, which is compatible with
S(X) = 1 over G, admits an S-lift. We say that the lift (complete lift) is
effective if there is an algorithm to decide for any equation T (X, Y ) = 1 (any
formula T (X, Y ) = 1 & W (X, Y ) 6= 1) whether T (X, Y ) = 1 (the formula
T (X, Y ) = 1 & W (X, Y ) 6= 1) admits an S-lift, and if it does, to construct a
solution in GR(S).
We now decribe the construction of particular families of solutions, called
generic families, of a NTQ system which imply nice lifting properties over
that system. Consider a fundamental sequence with corresponding NTQ sys-
tem S(X,A) = 1 of depth N . We construct generic families iteratively for
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each level k of the system, starting at k = N and decreasing k. There is
an abelian decomposition of Gk corresponding to the NTQ structure. Let
V
(k)
1 , . . . , V
(k)
Mk
be the vertex groups of this decomposition given some arbi-
trary order. We construct a generic family for level k, denoted Ψ(k), by
constructing generic families for each vertex group in order. We denote a




i ). If there are no vertex
groups, in other words the equation Sk = 1 is empty (Gk = Gk+1∗F (Xk)) we
take Ψ(k) to be a sequence of growing different Merzljakov’s words (defined
in [37], Section 4.4).
If V
(k)
r is an abelian group then it corresponds to equations of the form
[xi, xj] = 1 or [xi, u] = 1, 1 ≤ i, j ≤ s, where u ∈ U runs through a
generating set of a centralizer in Gk+1. A solution σ in Gk+1 to equations of
these forms is called B-large if there is some b1, . . . , bs with each bi > B such
that σ(xi) = (σ(x1))
b1...bi or σ(xi) = u
b1...bi , for 1 ≤ i ≤ s (possibly renaming
x1). A generic family of solutions for an abelian subgroup V
(k)
r is a family
Ψ(V
(k)
r ) such that for each Bi in any increasing sequence of positive integers
{Bi}∞i=1 there is a solution in Ψ(V
(k)
r ) which is Bi-large.
If V
(k)
r is a QH vertex group of this decomposition, let S be the surface
associated to V
(k)
r . We associate two collections of non-homotopic, non-
boundary parallel, simple closed curves {b1, . . . bq} and {d1, . . . dt}. These
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collections should have the propery that S − {b1 ∪ · · · ∪ bq} is a disjoint
union of three-punctures spheres and one-punctured Mobius bands, each of
the curves di intersects at least one of the curves bj non-trivially, and their
union fills the surface S (meaning the collection {b1, . . . bq, d1, . . . , dt} have
minimal number of intersections and S − {b1,∪ · · · ∪ bq ∪ d1 ∪ · · · ∪ dt} is a
union of topological disks).
Let β1, . . . , βq be automorphisms of V
(k)
r that correspond to Dehn twists
along b1, . . . bq , and δ1, . . . , δt be automorphisms of V
(k)
r that correspond to
Dehn twists along d1, . . . dt. We define iteratively a basic sequence of auto-
morphisms {γn,L, φn,L} (compare with Section 7.1 of [37] where one particular
basic sequence of automorphisms is used), which is determined by a sequence





1 . . . δ
mq,n
q , n ≥ 1
φL,n = γnβ
p1,n
1 . . . β
pt,n
t , n ≥ 1
Assuming generic families have already been constructed for V
(k)
i , i < r,
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and for every vertex group in levels k′ > k, and that Θk is a family of




for k < k′ ≤ N (in other words the generic family for level k′ is the generic
family of the last vertex group at that level) and set Ψ(N + 1) = {1}. Let
πk : Gk → Gk+1 the canonical epimorphism. Let Σ(k)r = {ψ1 · · ·ψr−1|ψi ∈
Ψ(V
(k)
i )} be the collection of all compositions of generic solutions for previous
vertex groups. We then say that
Ψ(V (k)r ) = {µL,n,λn = φL,nδλn1 . . . δλnq σnπkτ |σn ∈ Σ(k)r , τ ∈ Ψ(k + 1)}∞n=1
where each λn is some positive integer, is a generic family for V
(k)
r if it
has the following property: Given any n and any tuple of positive numbers
−→
A = (A1, . . . , Ant+nq+1) with Ai < Aj for i < j, Ψ contains a homomorphism
µn,L,λn such that the tuple
−→
L n,rn = (p1,1, . . . , pt,1,m1,2, . . . ,mq,2, . . . ,m1,n, . . . ,mq,n, p1,n, . . . , pt,n, λn)
= (L1, . . . , Lnt+nq+1)
grows faster than
−→
A in the sense that L1 ≥ A1 and Li+1 − Li ≥ Ai+1 − Ai.
Finally we set Ψ(S) = Ψ(V
(1)
M1
) to be a generic family of solutions for the
G-NTQ system S(X,A) = 1. Notice Ψ(S) Γ-discriminates ΓR(S).
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If Ψ(W ) is a generic family of solutions for a regular NTQ-systemW (X,A) =
1, then for any equation V (X, Y,A) = 1 the following is true: if for any so-
lution ψ ∈ Ψ(W ) there exists a solution of V (Xψ, Y, A) = 1, then V = 1
admits a complete W -lift. If the NTQ-system W (X,A) = 1 is not regular,
then for any equation V (X, Y,A) = 1 the following is true: if for any solution
ψ ∈ Ψ(W ) there exists a solution of V (Xψ, Y, A) = 1, then V = 1 admits a
complete W -lift into corrective extensions of W (X,A) = 1 (see [37] for defi-
nition of corrective extension). There is a finite number of these extensions
and any solution of W (X,A) = 1 factors through one of them.
Example 1. Consider the equation [x, y] = [a, b] over a torsion-free hyper-
bolic group Γ. Define the following Γ-automorphisms of Γ[X] = Γ ∗ F (X):
β : x→ x, y → xy
δ : x→ yx, y → y
Notice that big powers of these automorphisms produce big powers of ele-
ments. Let n = 2a for some positive integer a, and define:
φn,p = δ
m1βp1 · · · δmaβpa
where p = (p1,m1 . . . , pa,ma). Now take the solution τ of [x, y] = [a, b] with
τ(x) = a, τ(y) = b and consider the family of mappings
Ψ = {µn,p = φn,pτ, p ∈ Pn}∞n=1
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where for each n, Pn is an infinite set of n-tuples of large natural numbers.
Then Ψ is a generic family of solutions in Γ for [x, y] = [a, b].
Finally, if H is maximal Γ-limit quotient of ΓR(S) (there is no another
Γ-limit quotient H1 such that the map sending images of generators of ΓR(S)
in H1 into their images in H can be extended to a proper homomorphism),
then since a discriminating family of homomorphisms for H factors through
some branch b of T (S,Γ), there is some φb : ΓR(S) → Nb with φb(ΓR(S)) = H.
Each maximal Γ-limit quotient is isomorphic to ΓR(S1), with S1 = 1 an
irreducible system, so there is a (canonical) fundamental sequence, with au-
tomorphisms on the top level corresponding to a JSJ decomposition of ΓR(S1),
which factors through a Γ-NTQ groups N (as in Section 7 of [38]). This gives
the canonical embeddings of each Γ-limit group L into some Γ-NTQ group,
as mentioned in section 1.5. We then define a generic family of homomor-
phisms for such a Γ-limit group ΓR(S1) to be a generic family for a Γ-NTQ
group N into which it embeds canonically in this manner.
The following is a simple but useful observation.
Lemma 15. Let S(Z,A) = 1 be a finite system of equations over Γ. Let
H be the image of the group ΓR(S) in a Γ-NTQ group N corresponding
to a strict fundamental sequence in T (S,Γ). Then a generic family of Γ-
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homomorphisms from H to Γ corresponding to the JSJ decompositions of H
and its images on all levels, factors through one of the branches of T (S,Γ).
Proof. By construction of the solution tree for S(Z,A) = 1, there is some
generic family of solutions for H. For this family, at each level of the solution
tree, since there is finitely many branchings, some family factoring through
at least one must be a generic family as well.
5.5 Quasi-convex closure
Let Γ be a torsion-free non-elementary hyperbolic group, and H a subgroup
of Γ given by generators. We describe a certain procedure that constructs a
group K, H ≤ K ≤ Γ such that K is quasi-convex in Γ and every abelian
splitting of K induced from a splitting of Γ induces also a splitting of H.
If H is elliptic in a cyclic splitting of Γ, we consider instead of Γ a vertex
group Γ1 containing a conjugate of H. Such a subgroup Γ1 is quasi-convex
and so hyperbolic, as it is a vertex group, and the quasi-convexity constants
can be found effectively. If H is elliptic in a cyclic splitting of Γ1, continue
this process until H is not elliptic in any decomposition of the corresponding
vertex group Γj. Note that hierarchical accessibility for hyperbolic groups
was proved by Louder and Touikan in [43]. So let K be the corresponding
conjugate of Γj such that H ≤ K. This subgroup K is a quasi-convex closure
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of H. K is relatively quasi-convex, so therefore hyperbolic.
5.6 A complete set of canonical NTQ groups
In Section 5.3 we constructed a tree of strict fundamental sequences (or a
Hom-diagram) encoding all solutions of a finite system S(Z,A) = 1 of equa-
tions over Γ using the tree of fundamental sequences for “covering” systems
of equations over F . A canonical Hom-diagram is a tree of “canonical”
strict fundamental sequences (in [38], Section 7.6, a similar tree was called
the (augmented) canonical embedding tree TCE(FR(S))) which satisfy certain
properties.
All the homomorphisms from ΓR(S) into Γ factor through a finite number
of Γ-limit quotients in all Hom-diagrams. Homomorphisms from these limit
quotients to Γ in a canonical Hom-diagram are given by compositions of
canonical automorphisms corresponding to a JSJ decomposition of (the free
factors of) Γ-limit groups in the vertices of the tree with the canonical ho-
momorphisms from the Γ-limit groups into their maximal standard (proper)
Γ-limit quotients, and at the end with either a fixed embedding of a Γ-limit
group in the diagram into conjugates of Γ, or substitutions of the terminal
free groups that appear in the diagram, into Γ.
The existence of such a diagram can be proved similarly to a free group
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case, and is proved in [59]. This diagram is not necessary unique because the
JSJ decompositions involved are not unique. A canonical Hom-diagram has
particular NTQ groups associated.
For each branch of this tree
FR(S) → G1 → G2 → Gn = F ∗ Γ ∗H1 ∗ . . . ∗Hk,
(H1, . . . , Hk are freely indecomposable conjugates of subgroups of Γ) there is
a strict fundamental sequence assigned. We assign an NTQ system to this
branch as follows. Let Dn−1 be an abelian JSJ decomposition of Gn−1. For
each edge e between two rigid subgroups we extend the centralizer of the
image of the edge group in Gn by a new letter. Then the fundamental group
of the subgraph of groups generated by the rigid subgroups in Dn−1 will be
embedded into this iterated centralizer extension G̃n of Gn. We also attach
abelian and QH subgroups of Dn−1 to G̃n and obtain the new group Gn−1
such that Gn−1 is embedded into Gn−1. Applying the same construction to
Dn−2 etc., we construct iteratively a new group G1, which is almost NTQ
(except that Gn is not necessarily a hyperbolic group) and contains G1 as a
subgroup. Then extending each subgroup Hi by its quasi-convex closure Γi,
an actual NTQ group is obtained, which we denote by N .
This group N is NTQ and toral relatively hyperbolic. Each Γi is freely
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indecomposable. The set of all NTQ groups corresponding to a canonical
Hom-diagram is a complete set of canonical NTQ groups. In the next chap-
ter an algorithm is given which constructs a canonical Hom-diagram and






The proof of Theorem 3 is based on the observation that branches of the
tree T (S,Γ) which contain generic families of homomorphisms for maximal
Γ-limit quotients of ΓR(S), correspond to (almost) canonical NTQ systems.
6.1 Maximal Γ-limit quotients
We define a partial order on the set of Γ-limit groups {Hbi = φbi(ΓR(S)) ≤
Nbi} over all branches bi of T (S,Γ), withNbi the NTQ group corresponding to
b, as in Section 5.3.1. It’s often notationally convenient to denote Hbi , Nbi , φbi
by Hi, Ni, φi. Each Hi embedded into Ni, which contains Γ, defines some
conjugates of subgroups of Γ that are subgroups of Hi. So for given elements
H1, H2 say that H1 ≥ H2 if every canonical map φ1 : ΓR(S) → H2 can be
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split as φ1τ , where φ1 : ΓR(S) → H1 and τ is a Γ-epimorphism from H1 onto
H2 mapping those conjugates of subgroups of Γ in H1 onto the conjugates of
subgroups of Γ in H2.
Proposition 14. There is an algorithm, which, for each maximal (with re-
spect to this order) Γ-limit quotient H, finds all homomorphisms φb : ΓR(S) →
Nb with H ∼= φb(ΓR(S)).
Proof. Let {`1, . . . , `n} generate ΓR(S), and for each branch b in T (S,Γ), let
Hb = φb(ΓR(S)) be the images of the homomorphisms into the corresponding
Γ-NTQ groups. We proceed by considering the finite collection {Hb}, and
the finite collection of pairs {(Hi, Hj)}.
We test each pair (H1, H2) to see if the map σ : H1 → H2 defined by
σ(φ1(`i)) = φ2(`i) extends to a homomorphism sending conjugates of sub-
groups of Γ to conjugates of subgroups of Γ, in which case H2 is a quotient
of H1. If H2 is a quotient of H1, then H2 is a maximal Γ-limit group if and
only if H1 is a maximal Γ-limit quotient isomorphic to H2. So if σ extends
to such a homomorphism we may remove H2 from the collection {Hb}, and
all pairs (H2, Hj) from the collection {(Hi, Hj)}, without losing any (equiv-
alence class) of maximal Γ-limit group. We will show that every Hb which is
not a maximal Γ-limit group will be removed, and so we are left with only a
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collection of maximal Γ-limit quotients of ΓR(S).
First we describe an algorithm which tests a pair (H1, H2). LetN1(X,A) =
1, X = {x1, . . . , xr}, and N2(Y,A) = 1, Y = {y1, . . . , ys}, be Γ-NTQ systems
such that N1 = ΓR(N1) and N2 = ΓR(N2). There are words φ1(`i) = υi(X,A) ∈
ΓR(N1) and φ2(`i) = µi(Y,A) ∈ ΓR(N2) for 1 ≤ i ≤ n.
Let variables z1, . . . , zt correspond to conjugating elements η1, . . . , ηt. Then
if the following first order formula is true in Γ, σ must extend to a homo-
morphism sending conjugates of subgroups of Γ to conjugates of subgroups
of Γ:
∀h1, . . . , hs∃g1, . . . , gr, g1, . . . , gt
(N2(h1, . . . , hs, A) = 1→ (N1(g1, . . . , gr, g1, . . . , gt, A) = 1
∧ υ1(g1, . . . , gr, A) = µ1(h1, . . . , hs, A)
∧ . . . ∧ υs(g1, . . . , gr, A) = µs(h1, . . . , hs, A)))
In other words, for each Γ-homomorphism α : ΓR(N2) → Γ there is a Γ-
homomorphism β : ΓR(N1) → Γ such that βH1 = σαH2 (here α and β are
restricted to H2 and H1.
Denote the above formula in Γ, as constructed from the pair H1, H2,
by Ω(H1, H2). We now describe an algorithm to test if Ω(H1, H2) is true.
Every conjunction of equations is equivalent to some single equation, so let
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SΩ = SΩ(h1, . . . , hs, g1, . . . , gr, g1, . . . , gt) = 1 be an equation equivalent to
N1(g1, . . . , gr, g1, . . . , gt, A) = 1
∧ υ1(g1, . . . , gr, A) = µ1(h1, . . . , hs, A)
∧ . . . ∧ υs(g1, . . . , gr, A) = µs(h1, . . . , hs, A)
By Theorem 2.3 in [59] (this is the torsion-free hyperbolic analogue of
the Paramaterization Theorem for free groups in [37]), Ω(H1, H2) is true in
Γ if and only if the corresponding equation SΩ (with h1, . . . , hs considered as
coefficients in N∗2 ) has a solution in N
∗
2 , where N
∗
2 belongs to the (canonical)
set of corrective extensions of N2 (see [37] for precise definition). To obtain
each corrective extension, for some abelian vertex groups Ai of N2, abelian
groups Ai with Ai ≤f.i Ai are constructed exactly by adding particular roots
to each Ai. However, the Paramaterization Theorem does not directly imply
what those particular roots are. To find which roots to add, and construct
the corrective extensions and check them for solutions, we use Dahmani’s
construction ([17]) of ’canonical representatives’ for elements in N2 (since it
is toral relatively hyperbolic with parabolic subgroups given by the abelian
vertex groups A1, . . . , Ak of the NTQ structure) in the free product F ∗
A1 ∗ · · · ∗ Ak (Theorem 4.4 in [17]). These canonical representatives give
a disjunction of equations S
(1)
Ω ∨ · · · ∨ S
(N)
Ω , which is equivalent to a single
equation ScanΩ , over F ∗ A1 ∗ · · · ∗ Ak.
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Solutions for SΩ exist in N2 if and only if solutions for S
can
Ω exist in F ∗A1∗
· · ·∗Ak. Canonical representives also exist for N∗2 (toral relatively hyperbolic
as well), and using those, the equation SΩ over N
∗
2 (with h1, . . . , hs considered
as coefficients in N∗2 ) induces the same equation S
can
Ω over a free product
F ∗A1∗· · ·∗Ak with the same roots added to the same abelian subgroups. This
is because Dahmani’s construction of canonical representatives, applied to
equivalent systems of triangular equations, give new equations corresponding
to the “middles” of the triangles which, if the middles are “short” (as in
hyperbolic case), are determined by SΩ, and if the middles belong to parabolic
subgroups, are just commuting equations. So similarly, solutions for SΩ exist
in N∗2 if and only if solutions for S
can
Ω exist in F ∗A1 ∗ · · · ∗Ak. It is these free
product extensions which can be found and checked algorithmically, since
solving equations in F ∗A1 ∗ · · · ∗Ak is just solving equations in each factor,
and in the abelian factors, conventional linear algebraic methods of finding
solutions determine the finite index extensions (by giving which roots of
elements are needed for solutions). Then checking for a solution in F ∗ A1 ∗
· · · ∗ Ak is just checking in F , which can be done algorithmically by [48].
We now show that every non-maximal Γ-limit quotient is removed. If H1
is not a maximal Γ-limit quotient, then there exists a Γ-NTQ group N3 such
that H3 > H1 and Ω(H3, H1). So H1 is then removed from the collection
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{Hb}, and the proposition is proved.
Recall that the Grushko decomposition of a finitely generated group G
is the free product decomposition G = Fr ∗ A1 ∗ · · ·Ak, where Fr is a free
group of finite rank, and each Ai is non-trivial, freely indecomposable, and
not infinite cyclic (see [29]). This decomposition is unique up to permutation
of the conjugacy classes of the Ai in G.
Proposition 15. Given a finite system of equations S(Z,A) = 1 over Γ,
there is an algorithm which finds the Grushko decomposition of each such
maximal Γ-limit quotient H.
Proof. We show how to construct a free decomposition of the image H of
φb : ΓR(S) → Nb, for each strict fundamental sequence Φb. If H is a free
product then there is a solution of the system S(Z,A) = 1 in Γ∗Γ. Therefore
we can solve the corresponding systems induced by canonical representatives
of elements from Γ ∗ Γ in the group F (A) ∗ F (A). Then we will see the free
product decomposition of the corresponding NTQ group over Γ ∗ Γ (since
generators of each copy of Γ do not interact in the NTQ structure). The
same NTQ group can be considered as an NTQ group over Γ if instead of
the second copy of Γ we take Γ conjugated by a new element. Since H is a
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maximal Γ-limit quotient, the NTQ group corresponding to H must be freely
decomposable, and we will obtain the induced free product decomposition of
H (given by generators in the free factors of the NTQ group).
Proposition 16. Suppose a branch b of the tree T (S,Γ) contains a generic
family of homomorphisms for a canonical NTQ group N of a maximal Γ-limit
quotient H of ΓR(S). Then the NTQ group Nb corresponding to the branch b
is a free product of NTQ groups such that one of these NTQ groups M differs
from N as follows:
1. The graphs (in graph of groups decomposition) corresponding to differ-
ent levels of M are the same as the graphs corresponding to different
levels of N .
2. MQH subgroups corresponding to QH vertices on corresponding levels
of M and N are the same.
3. Abelian vertex groups of N are direct summands of corresponding abelian
vertex groups of M .
4. Terminal conjugates of subgroups of Γ in N are subgroups of corre-
sponding conjugates of subgroups of Γ in M .
Proof. Since we know how to obtain a free decomposition of H, we can sup-
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pose now that H is freely indecomposable. By ([57], Theorem 1.22) (that is
an analogue of the parameterization theorem [37]), there is a homomorphism
from M to a corrective extension Ncorr of N that is a retract of N . Ncorr
is obtained from N by extending some abelian vertex groups A to abelian
vertex over-groups A1 such that A has finite index in A1.
We recall a lemma from [36].
Lemma 16. (Lemma 2.13 in [36]) If Q is a QH-subgroup of G and H ≤ G,
and not conjugate into the fundamental group of the graph of groups obtained
by removing Q, then either H∩Q has finite index in Q and is a QH subgroup
of H or H is a non-trivial free product.
Therefore for each MQH subgroup Q of M , the intersection N ∩ Q is a
finite index subgroup of Q, and there is a retract from Q to N ∩ Q. This
implies that Q = Q ∩N . Going inductively from the top to the bottom and
using the fact that all fundamental sequences under consideration are strict,
we prove statements 1, 2, 3 for all levels of N and M . Statement 4 follows
automatically.
Recall that every maximal Γ-limit quotient of ΓR(S) is isomorphic to the
image of at least one homomorphisms φb : ΓR(S) → Nb, corresponding to a
strict fundamental sequence in T (S,Γ), with notation as in section 5.4.
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Lemma 17. Suppose H1 is a quotient of ΓR(S) in N1, and the splitting of
H1 induced from the top level of N1 is not a JSJ decomposition. Then there
exists H3 such that H3 ≥ H1 and H3 is a quotient of ΓR(S) in N3.
Proof. A generic family for H1 (mapping subgroups of Γ in the decomposition
of H1 into conjugated of themselves) factors through a strict fundamental se-
quence corresponding to some N3. Let H3 be the image of φ3 in N3. Then
the subgroups Rλ ≤ Γ participating in the construction of H3 from Propo-
sition 14 have the property that, for any homomorphism δ : H3 → Γ, they
are mapped into conjugates of themselves. Since this is true for every so-
lution from a generic family for H1 factoring through N3, these subgroups
Rλ must be conjugate into conjugates of subgroups of Γ that are used in the
construction of H1.
Then by Theorem 2.3 in [59], there is a homomorphism σ1 from N3 to a
corrective extension of H1, mapping images of the generators of ΓR(S) into
images of the generators and mapping Rλ into conjugates of subgroups of Γ.
The restriction of σ1 on H3 is a homomorphism from H3 to H1.
After finding all maximal Γ-limit quotients Hi ≤ Ni we must find canoni-
cal fundamental sequences and NTQ groups associated with them. We know
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that they have to have properties mentioned in Proposition 16. Therefore we
have to find their abelian vertex groups and their bottom level. The notion
of the induced fundamental sequence and NTQ system was introduced in
Section 7.12, [38] and in [40]. We wish to construct the induced fundamental
sequence for the maximal Γ-limit quotient H in its NTQ group N . We also
suppose that a generic family of homomorphisms for H factors through N .
In this case we do not need to apply the whole procedure for the construction
of the induced fundamental sequence because MQH subgroups of a canonical
NTQ group for H are the same as the MQH groups for N .
6.2 Induced NTQ systems
Proposition 17. Let H be the image of the group ΓR(S), where S(Z,A) = 1
is a finite system of equations over Γ, in a Γ-NTQ group N corresponding to
a strict fundamental sequence in T (S,Γ). Suppose also that H is a maximal
Γ-limit quotient of ΓR(S). There is an algorithm to construct an induced NTQ
system for H.
Proof. By Proposition 15 we can suppose that H is freely indecomposable.
Let NF be the F -NTQ group from which N is formed, as in [33]. At the
top level of NF (corresponding to the equation S(X1, ...Xn) = 1 of the NTQ
system S(X1, ...Xn) = 1, there is the pre-image (with respect to the homo-
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morphism from NF to N corresponding to the homomorphism from F to
Γ) of H. The whole pre-image is not finitely generated. We will construct
a finitely generated freely indecomposable pre-image H̄. First, notice that
the full pre-image should have non-trivial intersection with some conjugate
of each vertex group on each level of NF and corresponding conjugates of
edge groups that are not mapped to the identity, because H has non-trivial
intersection with their images. We begin with elements ρ1(Z) and will keep
adding conjugates of the relations of Γ until we obtain a pre-image with
the property that it is freely indecomposable and has non-trivial intersection
with some conjugate of each vertex group and corresponding conjugates of
edge groups that are not mapped to the identity. Denote it by H̄.
We now consider the decomposition of FR(S) where QH and abelian vertex
groups correspond to the top level of NF , and the coordinate group corre-
sponding to all the other levels below is a free product of rigid subgroups
(maybe just one rigid subgroup). By Prop 1, this decomposition induces (by
intersecting H̄ with conjugates of vertex and edge groups) a splitting DH̄
of H̄. Extending the centralizers of all the edges between rigid subgroups
of DH̄ by elements from abelian subgroups mapped to the identity on the
next level, we obtain a decomposition where there is no edges between rigid
subgroups. We do this on all the levels of N and obtain an NTQ group N1.
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Through the reworking process, we obtain a Γ-NTQ group from N1. This
group can be taken as the induced NTQ group for H.
Canonical fundamental sequences for H factor through the family of in-
duced NTQ groups found in Proposition 17. This family satisfies the prop-
erties of canonical NTQ groups. We have to consider separately those fun-
damental sequences for FR(S) that are not strict, but they factor through a
finite number of proper quotients of FR(S), and these proper quotients are
finitely presented and can be algorithmically constructed (because there is a
finite number of ways for a fundamental sequence to be not strict. Theorem
3 is proved.
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[3] E. Alibegović, A combination theorem for relatively hyperbolic groups,
Bull. London Math. Soc. 37 (2005), no. 3, 459–466. MR 2131400
(2005m:20092)
[4] , Makanin-Razborov diagrams for limit groups, Geom. Topol. 11
(2007), 643–666. MR 2302499 (2008k:57001)
[5] G. Arzhantseva, On quasiconvex subgroups of word hyperbolic groups,
Geom. Dedicata 87 (2001), no. 1-3, 191–208. MR 1866849 (2003h:20076)
[6] B. Baumslag, Residually free groups, Proc. London Math. Soc. (3) 17
(1967), 402–418. MR 0215903 (35 #6738)
[7] G. Baumslag, A. Myasnikov, and V. Remeslennikov, Algebraic geometry
over groups. I. Algebraic sets and ideal theory, J. Algebra 219 (1999),
no. 1, 16–79. MR 1707663 (2000j:14003)
[8] B. Bowditch, Relatively hyperbolic groups, Internat. J. Algebra Comput.
22 (2012), no. 3, 1250016, 66. MR 2922380
[9] M. Bridson and A. Haefliger, Metric spaces of non-positive curvature,
Grundlehren der Mathematischen Wissenschaften [Fundamental Princi-




[10] M. Casals-Ruiz and I. Kazachkov, Limit groups over partially commuta-
tive groups and group actions on real cubings, Geom. Topol. 19 (2015),
no. 2, 725–852. MR 3336274
[11] C. Champetier and V. Guirardel, Limit groups as limits of free groups,
Israel J. Math. 146 (2005), 1–75. MR 2151593 (2006d:20045)
[12] V. Chaynikov, Properties of hyperbolic groups: Free normal subgroups,
quasiconvex subgroups and actions of maximal growth, ProQuest LLC,
Ann Arbor, MI, 2012, Ph.D. Thesis - Vanderbilt University. MR 3121970
[13] D. Cohen, Combinatorial group theory: a topological approach, Lon-
don Mathematical Society Student Texts, vol. 14, Cambridge University
Press, Cambridge, 1989. MR 1020297 (91d:20001)
[14] L. Comerford and C. Edmunds, Quadratic equations over free groups
and free products, J. Algebra 68 (1981), no. 2, 276–297. MR 608536
(82k:20060)
[15] F. Dahmani, Combination of convergence groups, Geom. Topol. 7
(2003), 933–963 (electronic). MR 2026551 (2005g:20063)
[16] , Existential questions in (relatively) hyperbolic groups, Israel J.
Math. 173 (2009), 91–124. MR 2570661 (2011a:20110)
[17] F. Dahmani and D. Groves, The isomorphism problem for toral relatively
hyperbolic groups, Publ. Math. Inst. Hautes Études Sci. (2008), no. 107,
211–290. MR 2434694 (2009i:20081)
[18] F. Dahmani, V. Guirardel, and D. Osin, Hyperbolically embedded sub-
groups and rotating families in groups acting on hyperbolic spaces, to
appear in Mem. Amer. Math. Soc., e-print arXiv:1111.7048 [math.GR]
(2011).
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