Speech Motor Control in Younger and Older Adults: The Effect of Age and Individual Differences on Speech Error Production by Dawson, Katherine M
City University of New York (CUNY) 
CUNY Academic Works 
All Dissertations, Theses, and Capstone 
Projects Dissertations, Theses, and Capstone Projects 
2-2020 
Speech Motor Control in Younger and Older Adults: The Effect of 
Age and Individual Differences on Speech Error Production 
Katherine M. Dawson 
The Graduate Center, City University of New York 
How does access to this work benefit you? Let us know! 
More information about this work at: https://academicworks.cuny.edu/gc_etds/3609 
Discover additional works at: https://academicworks.cuny.edu 








SPEECH MOTOR CONTROL IN YOUNGER AND OLDER ADULTS: THE EFFECT OF 
AGE AND INDIVIDUAL DIFFERENCES ON SPEECH ERROR PRODUCTION 
by 





A dissertation submitted to the Graduate Faculty in Speech-Language-Hearing Sciences in 
partial fulfillment of the requirements for the degree of Doctor of Philosophy, The City 
























KATHERINE M. DAWSON 
All Rights Reserved 
  
 iii 
Speech motor control in younger and older adults: The effect of age and individual 
differences on speech error production. 
by 
Katherine M. Dawson 
 
This manuscript has been read and accepted for the Graduate Faculty in Speech-Language-













Douglas H. Whalen 







Mark K. Tiede 
Pascal van Lieshout 
Mira Goral 
External Reviewer: 
Suzanne E. Boyce 
 
THE CITY UNIVERSITY OF NEW YORK  
 iv 
ABSTRACT 
Speech motor control in younger and older adults: The effect of age and individual differences 
on speech error production. 
by 
Katherine M. Dawson 
 
Advisor: Douglas H. Whalen 
This dissertation investigates three main issues in speech motor control, all of which are 
explored through the lens of speech error production. The speech error elicitation task used is the 
alternating onset, identical coda (e.g. ‘top cop’) paradigm, which in this incarnation is executed 
in time to a rate-increasing metronome. The first experimental chapter asks why some speakers 
may be more prone to the production of speech errors than others, from an individual differences 
perspective. A number of speaker attributes are taken into account, including age (older and 
younger adults), performance on a subset of cognitive tasks, as well as sensory measures such as 
vision and hearing. Statistical analysis indicates that forward digit span, a simple working 
memory task involving retaining and sequencing digit information, had the strongest relationship 
with propensity to make speech errors of the variables tested. Age was not a significant variable 
in any analyses. The second experimental chapter reports a transcription-based analysis of the 
acoustic data produced in the error elicitation paradigm, indicating error patterns and 
accommodation strategies that are salient to the perceptual system. The third chapter analyses 
ultrasound images of the tongue extracted from a subset of the same speech error data. Methods 
designed to analyze differences in the shape of the tongue during errorful and non-errorful 
utterances were applied. Results show that the nature of the errors produced by speakers vary 
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along a continuum, whereby some errors look statistically similar to non-errors in shape, but 
others are produced in a gradient manner, exhibiting a reduced version of the shape or intrusions 
of gestures from other parts of the utterance. Similarly to previous studies, when the articulatory 
data is compared to the acoustic data, it is evident that not all errors in the articulatory data are 
audible and that the distribution of errors among phonemes is different when viewed from an 
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Chapter 1 : Introduction and Literature Review 
Introduction 
The focus of this dissertation is what speech errors can tell us about motor control in 
speech production, and how the aging process (and individual differences related to the aging 
process) can potentially affect this. Speech, like many other human functions, is a skill that can 
change across the lifespan. In this study, we are looking at speech errors through the lens of the 
aging process, because the mechanisms that mediate speech production are ones that may be 
subject to age-related change. Age introduces variation, which is key to understanding the 
underlying skills and processes associated with speech planning and articulation.  
Consider the diagram of speech planning below (after van Lieshout, 1995). The earlier 
steps in the process (creation of the phonological code and abstract motor plan) rely heavily on 
cognitive processes such as attention and working memory (to retrieve the units), and inhibition 
(to inhibit other similar units and other parts of the sequence).  The later steps rely more heavily 
on motor and also sensory functions (to produce and monitor the speech output). 
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Figure 1. Schematic representing the general speech planning process (reproduced from van 
Lieshout, 1995) 
 
Although changes in the cognitive, motor and sensory domains have been demonstrated 
by a great number of studies of aging, experiments investigating speech production in older 
versus younger adults have shown relatively small and / or circumscribed differences, implying 
that speech is a function that is robust to holistic age-related change, relative to gross motor 
functions (Kent, 2004). 
However, age is not necessarily a linear correlate of decline in the aforementioned 
cognitive, motor and sensory skills. Collecting data from both older and younger adults provides 
variation, which will allow us to see if any of the measured factors (such as memory ability) are 
a better indicator of performance on a speech task (in this case speech error elicitation) than age 
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per se.  Therefore, a core methodological approach in this dissertation is to collect a large amount 
of individual data relating to performance on domains that potentially contribute to the execution 
of speech motor commands. This gives us the potential to narrow down the locus of inter-
personal variation in propensity to make speech errors.  
Inducing speech errors in a laboratory setting typically involves increasing the load on 
the speech planning and articulation processes. This will be accomplished by using a paradigm 
taken from the work of Pouplier and colleagues (e.g. Pouplier, 2003; Pouplier & Goldstein, 
2005; Pouplier & Hardcastle, 2005). This paradigm was chosen because it has been shown to 
induce participants to make errors at a rate considerably higher than that of typical connected 
speech. It involves participants speaking short, alternating-word sequences (such as “top cop”), 
where the coda of the utterance is identical, and the onset differs. In addition, this task is carried 
out using while speaking to a rate-increasing metronome (a similar task is described in 
Mooshammer, Tiede, Shattuck-Hufnagel, & Goldstein, 2019). Both acoustic and articulatory 
(ultrasound) data will be collected. Articulatory studies of speech errors have only been possible 
in recent years due to advanced imaging and tracking technology for the oral cavity. Ultrasound 
gives an image of the majority of the midsagittal tongue surface, allowing us to examine tongue 
shape and position during errorful and non-errorful utterances. 
This dissertation study takes a three-pronged approach to analysis of the speech error 
data:  
• Chapter 2: A statistical analysis of speech-related dependent variables combined 
with cognitive, sensory and speech-motor individual data collected.  
• Chapter 3: A transcription-based analysis of acoustic data, examining the speech 
errors of all participants, including speech error type, frequency, timing etc.  
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• Chapter 4: An articulatory analysis of the speech errors of a subset of participants, 
based on ultrasound data and techniques designed to investigate the nature of 
articulation errors. 
The sections in the remainder of this chapter will cover pertinent literature on firstly, 
speech errors as a phenomenon and secondly, factors that could potentially influence speech 
error production, in terms of speaker characteristics and the aging process. 
Literature Review 
Speech Errors 
What are speech errors? 
A speech error occurs when an utterance other than the intended utterance is produced. 
The study of speech errors from a psychological and linguistic perspective can be traced back to 
the 1800s, motivated both by an interest in cataloging and exploring errors (Meringer & Mayer, 
1896) as well as their interpretation as the expression of repressed thoughts (“Freudian slip”) 
(Freud, 1924). A theme in research since this time is that errors are revealing as to the nature of 
the speech planning process (Lashley, 1951; Mackay, 1970) and the reality of the units involved: 
syllables, segments and features (Fromkin, 1971; Meyer, 1992). This line of enquiry has 
primarily been motivated by transcription-based studies, in which researchers observed that most 
errors operate at the phonemic (rather than syllable or feature) level, and that (when relocated) 
they take on the allophonic properties of the new location (Shattuck-Hufnagel, 1983). In general, 
interest in speech errors as a phenomenon appeals to the idea that, to understand a system, you 
should investigate what happens when it breaks. 
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Accounting for speech errors is a facet of many theories of speech production. However, 
theories of speech production vary in the level at which they focus – some incorporate more 
detail on the workings of the linguistic system, and some are focused more on motor control. It is 
also important to note that errors may be introduced at different levels of the speech production 
process, and it may not always be possible to know where. For the purposes of this study, the 
relevant models focus on the phonological and phonetic / motor end of the production 
continuum, as this is the nature of our stimuli and task. Errors in the speech motor control 
literature are mostly discussed in terms of the feed-forward and feedback mechanisms, and 
represent differences between a motor plan and a current state. Examples are the DIVA model 
(Guenther, 2006) and the Task Dynamics (TD) model (Nam, Goldstein, Saltzman, & Byrd, 2004; 
Saltzman & Kelso, 1987; Saltzman & Munhall, 1989). Feedback in these models is mediated by 
the sensory system, and differences create some form of error signal, which can potentially 
correct the error, depending on the latency. However, feedback is treated differently between the 
two models, with DIVA including acoustic and somatosensory feedback, and TD relying 
primarily on the somatosensory state of the articulators (Parrell, Lammert, Ciccarelli, & Quatieri, 
2019).  
Speech production models that focus on the phonological level tend to refer more 
specifically to what represents the “plan”. To a first order of approximation, early theories can be 
divided into serial order and parallel processing models. An example of a serial order stage 
model, Shattuck-Hufnagel and Klatt (1979), argued for a process whereby segments are 
competing for selection in an utterance, and speech errors occur when the wrong one is mis-
selected for the frame in question. This ‘frame and content’ type theoretical viewpoint 
sequentializes the selection of the grammatical structure and the lexical content. Other similar 
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views are outlined in Fromkin (1973) and Levelt (1989). The hallmark of this conceptualization 
is that there is no backward or network-based flow of information among the levels. 
One well-developed parallel processing account is Dell’s spreading activation model 
(Dell, 1986), which proposes bidirectional flow among semantic, lexical and phonological 
“nodes”. Errors occur when too much activation flows to an anomalous node, on any level. This 
is made more likely when the erroneous node has semantic or phonological similarity with the 
correct node. More recent parallel models attempt to refine our knowledge of the structures and 
processes involved and also to account for a greater number of phenomena, including learning 
and representation (Bohland, Bullock, & Guenther, 2010; Brehm & Goldrick, 2018; Hickok, 
2012). An extension of connectionist models that we will discuss in more detail is the 
Transmission Deficit Hypothesis (TDH) (Burke, MacKay, & James, 2000). This theory 
specifically addresses the effect of aging on speech production and is reviewed in a later section. 
The main features of speech errors addressed in models of speech production include 
phonotactic regularity (that errors obey the phonotactic rules of a language) and category effects 
(errors tend to exhibit interactions of like categories, such as segment type and word position). 
Another of these regularities is that errors were originally thought to be “well-formed”, in that 
they represented deletions, intrusions or exchanges of entire phonemes (Fromkin, 1973).  
More recently, research focusing on the gestural level of speech has provided evidence 
that some speech errors exhibit gradience, i.e. that not all errors are categorical. Although there 
have been acoustic studies of gradience in speech errors (Frisch & Wright, 2002; Goldrick & 
Blumstein, 2006), this avenue of investigation has mainly been illuminated by the articulatory 
analysis of speech, using techniques such as electromyography (Mowrey & MacKay, 1990), 
electromagnetic articulography (Pouplier, 2007, 2008; Slis & van Lieshout, 2016a; Slis & Van 
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Lieshout, 2013, 2016b), electropalatography (McMillan & Corley, 2010) and ultrasound 
(Pouplier, 2004b; Reddick, 2016; Stearns, 2006).  
An extensive research program focused on speech errors at the gestural level has been 
carried out by Pouplier and colleagues (Goldstein, Pouplier, Chen, Saltzman, & Byrd, 2007; 
Pouplier, 2003, 2007; Pouplier & Hardcastle, 2005). This work has provided compelling 
evidence that speech errors are not just temporally relocated, well-formed sounds; many are 
qualitatively different in both temporal and articulator amplitude parameters, exhibit gradience 
and are not always perceptible to a listener as errorful (Pouplier, 2003).  
Some researchers acknowledge gradient errors but do not think this precludes the 
existence of discrete errors, positing two qualitatively different forms of error - gradient 
(continuous) and discrete (categorical). Evidence for a differentiation comes from error ratios, 
lexicality and data from people with speech sound disorders (Buchwald, Rapp, & Stone, 2007; 
Frisch & Wright, 2002; Shattuck-Hufnagel et al., 2013). For example, in Buchwald, Rapp and 
Stone (2007) the authors investigated the speech of an aphasic individual who would often 
(erroneously) insert a schwa between C1 and C2 (e.g., clone vs. cologne). Acoustic and 
ultrasound measures found that the insertions were more similar to the participant’s lexical 
schwa, than they were to an error based on mis-timing of the consonantal gestures. This implies 
the schwa was inserted as a discrete phonological unit. 
One major issue in speech error research is how to categorize “errorfulness”. Whether the 
error is perceptible to the listener (and indeed, the speaker) may affect the definition of ‘error’. 
Transcription as a method of identifying speech errors has also been criticized on two main 
fronts – one, the inability to detect sub-segmental (or sub-contrastive) errors, and also the idea 
that transcription is, in part, a reflection of the perceptual system of the listener, which may be 
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prone to bias. Biases in error identification have been noted in a number of studies, including 
Frisch & Wright (2002) who found an asymmetry in perceptual identification of /s/ versus /z/ 
errors, which was not present when analyzing the acoustics. Pouplier and Goldstein (2005a) 
found that errors may be more readily (perceptually) identified on some segments as opposed to 
others.  
With the advent of articulatory measurement and notion of gradience, categorization has 
become more complex. There are a few approaches that have been taken, including those based 
on the distribution of the articulatory data, using thresholds (usually standard deviations from a 
mean, or similar) (Pouplier, 2003; Slis & van Lieshout, 2016; Stearns, 2006). Some researchers 
have attempted to remain agnostic on the issue of errorfulness, avoiding classification altogether. 
For example, McMillan and Corley (2010) sampled pixel lightness from ultrasound images 
directly to form a mean reference (control) shape. For each shape from the non-control 
population, the sum of the Euclidean distances was calculated to give “delta unit” deviance 
scores to indicate differences among productions. This represents an interesting way of avoiding 
assigning a binary nature to a phenomenon that is potentially better described as continuous. 
However, if one does not make some form of category judgment it can be difficult to assign 
properties to errors, which furthers our understanding of their nature.   
The articulatory analysis in this dissertation study investigates gradience in speech errors 
by examining tongue shape. The majority of articulatory studies to date focus on position, e.g., 
an error as a reduction or intrusion of the position of the tongue relative to the constriction 
location. Most have also used point-tracking or tongue contact techniques. The use of ultrasound 
imaging allows us to see the majority of the mid-sagittal contour of the tongue, and hence 
measure tongue shape. There have been a small number of ultrasound studies of speech errors to 
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date. Pouplier (2004) looked at the tongue tip slope and tongue dorsum height in a number of 
different utterance types, but did not analyze the entire tongue shape, and data was only reported 
for two participants. Stearns (2006) also conducted an ultrasound study, using similar measures 
of tongue blade angle and dorsum height. Both studies found evidence of gradience in error 
articulation. Reddick (2016) looked at tongue shapes using a curve-to-curve variability metric 
and concluded that speakers with more variability in their baseline productions were more likely 
to produce errors in an elicitation condition. 
 Tongue shape is pertinent to the notion of gradience and complements positional 
information to give as a more nuanced understanding of how gradience manifests in speech 
production. Tongue shape also reflects constrictions, and shape analysis allows us to extract 
information representing factors such as the extent of inflection of a shape, or the number of 
inflections. Advances in ultrasound technology in recent years allow us to sample data at 60Hz, 
whereas many previous studies have sampled at 30Hz or below. This makes it more likely that 
we will capture rapid movements and facilitates the use of a rate ramp-up in our experimental 
paradigm. 
To perform the shape analysis, we build on work previously reported in Dawson, Tiede, 
and Whalen (2016), where we developed a number of metrics specifically designed to quantify 
the attributes of tongue shapes from ultrasound images. The shape analysis results are classified 
by the experimenter into errors and non-errors, based on the patterns observed in the ultrasound 
data. That is, any consonantal constrictions that are mis-located relative to the assigned sequence 
are marked as errors, whether they are audible or not. Audible errors identified in the acoustic 
analysis are also marked. No thresholding was used. It is assumed that if the gesture identified is 
mis-timed relative to the prescribed sequence (e.g. /t/(/a/)/p/ - /k/(a/)/p/) then it is a candidate for 
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being classified as an error. It is further assumed that segments identified as errors in the 
transcription analysis can be labeled as errors. The way the data are presented is designed to be 
somewhat agnostic as to error type, in that we focus on the distribution of the data points, and 
whether the shapes marked as errors do seem to exhibit different characteristics compared to the 
non-errorful shapes. This is a different approach to classification of errors based on kinematic 
distributions in EMA studies, but (as discussed in Slis, 2018) the identification of speech errors 
often involves a form of (somewhat arbitrary) demarcation. However, the approach is not as 
agnostic as that of McMillan and Corley (2010), who refrain from categories altogether. 
We also include an additional articulatory analysis, based on the time-varying position of 
the tongue dorsum, tracked throughout the image sequence from the ultrasound trials. This 
analysis gives data more similar to previous studies, many of which used point tracking 
techniques (Mooshammer et al., 2019; Pouplier, 2004a; Pouplier & Goldstein, 2005; Slis & van 
Lieshout, 2016a;b).  For this analysis, we use a split-median thresholding technique, which 
quantifies the presence of reductions and intrusions. This allows us to compare our results 
directly with previous work, to see if similar patterns are found using ultrasound data to point 
tracking techniques, in terms of error rate and type.  
Inducing Speech Errors: The use of the alternating word paradigm 
The speech error task in this study uses repeated, metronome-driven short utterances such 
as “top-cop” (/tɑp kɑp/) that exhibit a 1:2 occurrence ratio between the alternating onset 
consonant (C) and the non-alternating coda. These short utterances are a more controlled version 
of a long tradition of eliciting speech errors using tongue twisters. As noted previously, recent 
research into speech errors has called into question the view that speech errors are well formed 
and shown the presence of gradient reductions and intrusions. The alternating word paradigm is 
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useful because, to quote Slis (2018), it provides a framework in which to determine “what (de-) 
activation level is anomalous” (p. 3). 
The goal of using alternating utterances in this work is to induce errors in initial 
consonants; to that end, the coda consonant and vowel are identical, and the onset consonant is 
different (here we use: /tɑp kɑp/, /pɑd kɑd/ and /pɑk tɑk/). The more similarity between the parts 
of the utterance, the more they will interact at a planning level and hence the more likely there 
are to be speech errors, i.e. the similarity ‘triggers’ errors. The underlying mechanism for this (in 
a gestural view) is proposed to relate to modes of oscillation, in that the coda VC oscillates at a 
different ratio to the onset C, and intrusions on the onset C are indicative of the dynamical 
system underlying the production entraining to a more stable phase pattern. This particular 1:1 
pattern is thought to be more stable as it is “in-phase”. This is based on work on movement 
dynamics conducted primarily by Kelso and colleagues (Haken, Kelso, & Bunz, 1985; Kelso, 
1984; Kelso, Holt, Rubin, & Kugler, 1981). For example, experiments using finger-tapping 
showed that participants can maintain a stable alternating index finger tapping pattern up to a 
certain frequency, after which a transition to a symmetrical tapping pattern occurs. When using 
the symmetrical pattern as a baseline, no such switch occurs.  The alternating-onset consonant 
paradigm is an attempt to recreate this effect in speech motor production. However, the “stable” 
symmetrical 1:1 pattern is tends to induce the lexically illegal co-production of two onset 
consonants, and hence there is a tension resulting in more errors than are typically found in 
running speech (Pouplier, 2003; Goldstein et al., 2007).  
 In addition to using three different utterances that conform to the aforementioned pattern, 
we examine one other utterance (“bob dod”  - /bɑb dɑd/) where the onset and coda consonants 
within a word are identical, to see if this creates quantitatively and qualitatively similar errors to 
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the alternating onset utterances. For example, Mooshammer et al. (2019) found that utterances 
such as /bɑb dɑd/, which have both an onset and a coda mismatch, produce more errors than the 
single (onset) mismatches. In terms of quality, it is possible that the /bɑb dɑd/ utterance will 
evidence a different error pattern to the other utterance types, in terms of the type of error made 
or the point / nature of the breakdown in speech production as the rate increases. 
It should be emphasized that the rate ramp-up paradigm and stimuli we use here comprise 
very much a speech motor task, which does not involve all the same processes as eliciting errors 
from spontaneous speech, or even from a task that involves lexical access. The utterances are 
simple and known ahead of time. Therefore, the task is primarily one of executing tract variables 
(articulatory goals, typically stated in terms of constriction degree and location)  It is an 
empirical question whether, given the relative simplicity of the stimuli, motor constraints are 
more important than constraints related to cognitive or linguistic capacity or performance. 
Why do we make speech errors? 
A speech error is assumed to occur when something goes awry in the speech planning 
and / or articulation processes. Therefore, this question reduces to: what factors influence the 
speech planning process (at the articulatory level)? Certain conditions are known to increase the 
likelihood of speech errors. One is speech rate, in that errors are increasingly likely at higher 
rates, assumedly because the lower limit on the time necessary for successful planning and 
articulation is being reached (Levelt, 1989). There have also been suggestions that rate may 
affect the type of error made (Dell, Burger, & Svec, 1997; Vousden & Maylor, 2006). 
Another known factor is similarity among the elements of the utterance, known as the 
phonetic similarity effect. The influence of phonetic similarity is widely acknowledged, although 
phonemic accounts would postulate similarity at the phonetic / phonological level (e.g. Dell, 
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1986; Mackay, 1970; Stemberger, 1982) and gestural accounts at the gestural and phasing level 
(e.g. Pouplier, 2005). Some are agnostic on the representation but agree on the effect (McMillan 
and Corley, 2010).  
Other factors are familiarity with, and complexity of, the utterance. People are more 
likely to make errors when articulating newly learned or low frequency utterances (Horton & 
Shriberg, 2011). The burden on speech production also increases as utterance complexity 
increases (Ferreira, 1991; Maner, Smith, & Grayson, 2000; Tsiamtsiouris, J., & Cairns, 2013).  
Note, however, that complexity can be indexed at a number of levels (Marek, Habets, Jansma, 
Nager, & Münte, 2007), and that different speech stimuli is likely to result in different forms of 
errors (lexical, syntactic, etc.). 
Differences in speaker characteristics can also affect rates of errorful speech. One aim of 
this dissertation study is to test which characteristics seem to affect error rate the most, among 
the cognition, motor control and sensory domains. If only a few participants of a similar age and 
background are considered, variation in some of these domains may be minimal. To introduce 
variation in this study we are testing participants in both older and younger adult groups, who 
vary in their cognitive, sensory and motor skill-sets. Direct comparison of these domains should 
give an indication of which most directly affect propensity to make speech errors. In the 
following sections, we will consider the relationship to speech production for each construct that 
we test in turn. 
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Speech, Aging and Individual Differences 
Cognition and Aging 
Cognition encompasses a huge scope, and despite the challenging nature of obtaining a 
set of measures that truly captures the cognitive skill set of a given person, the aim in this study 
is to use a few simple metrics that may relate to constructs that underpin speech production. 
Findings from the studies reviewed in this section represent a motivation for comparing older to 
younger adults in this study, as brain changes may lead to differences in speech error production. 
While we can hope to measure some aspects of individual skill directly (such as working 
memory, or speech motor rate ability, discussed in the subsequent sections) there are aspects of 
aging that are too distributed or currently impossible to measure that mean that “age” is included 
as an independent variable in this study. I.e., it would be ideal if we could measure ‘functional 
age’ rather than just using a chronological number, but we are not at a point where our 
measurement of other domains adequately captures all variation due to aging, in order to produce 
some sort of combined metric. 
There have been numerous neuroanatomical and functional imaging studies on how the 
brain changes over time, many focused on region-specific neural aging, the idea that some areas 
of the brain (and associated cognitive functions) are more susceptible to age-related change than 
others. In their 2006 paper, Raz and Rodrigue  review changes in brain structure that may 
account for differential aging, including declines in brain volume, demyelination, changes in 
cerebral vasculature / presence of white matter hyperintensities and changes in cortical - 
subcortical connectivity. A summarized finding is that the pre-frontal cortex (PFC) is the area 
most affected by these processes, and that this may be the basis of declines in many executive 
functions, which coordinate and control behavior. The anterior corpus callosum is also an area 
 15 
that seems to show many age-related changes. It is further noted that association cortices seem 
more vulnerable to the effects of aging than sensory regions.  Other researchers have also 
focused on changes in the PFC and neurotransmitter signaling. For example, Braver et al. (2001) 
suggest that changes in multiple cognitive domains can be accounted for by impaired context 
processing, mediated by declines in dopamine function in the PFC. 
Moving to cognitive psychology, there are a number of theories that attempt a “common 
cause” explanation of the aging process, such as those focused on processing speed and general 
slowing (Cerella, 1985; Salthouse, 1996), and on inhibitory control (Hasher & Zacks, 1988). 
Seidler et al. (2010) frame the changes seen in the aging brain as an imbalance of supply and 
demand: Older adults have to rely more on cognitive control to execute motor tasks as they age, 
but the areas that coordinate complex motor functions are the very ones that show the most 
declines (e.g. PFC and basal ganglia networks, which regulate dopamine supply). This 
hypothesis seems to parallel suggestions of decreased functional reserve in older adults, cited in 
a number of studies (Bennett, van Lieshout, & Steele, 2007; Huber & Spruill, 2008). Li and 
Lindenberger (2002) also review evidence that there is increasing covariation / interdependence 
between sensory, sensorimotor and cognitive abilities with advancing age. They cite resource 
overlap and competition, as well as attempts at compensation, as explanations for behavioral 
findings that imply increasing the load on cognitive and / or motor systems affects older adults 
more than younger adults.  
When we look at the speech domain specifically, there are a limited number of studies 
that examine the relationship between both aging and cognitive function in regards to speech 
production ability. One example is Kemper, Schmalzried, Hoffman, and Herman (2010), who 
conducted a dual-task study on speech and cognition. Dual task studies are a common behavioral 
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paradigm used to increase the system “load” in a number of modalities. Typically, “dual-task 
costs” (decrement in performance when performing two tasks as opposed to a single task) are 
calculated; older adults are thought to experience more dual task costs than younger adults (Paul 
Verhaeghen, Steitz, Sliwinski, & Cerella, 2003). In this study, the tasks were a question/answer 
speech production task and a pursuit rotor task. Participants also completed a cognitive testing 
battery. The findings indicated that, when faced with moderate dual task demands, older adults 
tended to slow their speech while younger adults tended to sacrifice grammatical complexity.  At 
higher levels of dual task demand, older adults attempted further slowing, but mostly broke down 
into ungrammatical, fragmented speech, similarly to younger adults. Older adults may attempt 
slowing as a compensatory mechanism more readily than younger adults, perhaps because this is 
strategy used more regularly in their day-to-day lives. In addition, it was found that vocabulary, 
working memory, processing speed, and inhibition had a relationship with vulnerability to dual 
task demands.  
The concept of strategy is highly relevant with any study of aging, and the analysis of a 
number of different standardized tasks should help to differentiate, in some domains, what 
represents limitations on a skill and what represents a behavioral preference or trade-off to 
maintain performance. 
Working Memory 
Speech planning processes are most likely constrained by certain cognitive faculties, 
whether domain general or specific. However, there has been surprisingly little work on 
incorporating explicit cognitive constraints into models of speech production, outside of the 
lexical retrieval literature. A logical place to start is working memory (WM), specifically verbal 
working memory, as the units of a speech utterance must be selected, ordered and held in 
 17 
memory during the phonological encoding stage of speech production (see Acheson and 
Macdonald, 2009). The role of working memory can be demonstrated explicitly, by use of the 
experiments such as those in the following paragraphs, but there is also an implicit 
acknowledgement of working memory demands in the speech error process, as there are known 
to be distance constraints over which speech errors occur and interact (Fromkin, 1971, Shattuck-
Huffnagel, 1979).  
The concept of verbal WM and the phonological loop (Baddeley, Gathercole, & Papagno, 
1998) is a staple of modern psychology, although not without its detractors (Esposito, 
Buchsbaum, & Esposito, 2015). Psychological researchers differ on their conception of the 
organization of short-term memory (compartmentalization level etc.), interplay with long-term 
memory and to what extent memory is domain general versus domain specific. For the purposes 
of this dissertation it seems sufficient to accept that short term verbal / working memory plays a 
role in speech planning and hence variation in working memory skill may affect propensity 
towards speech errors (Acheson and MacDonald, 2009; Martin and Slevc, 2014).  
Daneman (1991) conducted a study on verbal fluency and found that a speaking span test 
that they devised correlated significantly with errors in a speech error elicitation task. A similar 
effect was found in Mota (2003) for errors in L2 speech, where working memory (indexed again 
by a speaking span test) correlated with fewer errors in description and narrative speech tasks.  
Saito and Baddeley (2004) used a Japanese word game involving auditory distraction to 
induce slips of the tongue. They also included an adaptive digit span test in their battery of tests 
and found a significant correlation with this measure and number of speech errors made. The 
relationship between these variables was taken as evidence of the function of the phonological 
loop. Another interesting aspect of this paper is a discussion of the complex relationship between 
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WM span and articulation rate. Some forms of speeded reading and articulation tasks are highly 
correlated with WM, but others are not, seemingly dependent on the material involved 
(Baddeley, Thomson, & Buchanan, 1975; Cowan et al., 1998; Saito & Baddeley, 2004). 
 In terms of WM and aging, there are documented changes across the lifespan (Maryott & 
Sekuler, 2009). Figure 2, below, is reproduced (from Salthouse, 2015), and shows the z-scored 
trajectory of a number of working memory measures as a function of age. This plot is used to 
demonstrate a fairly steady decline. Despite the ubiquity of these findings, there is some debate 
as to the basis. The unity of working memory as a construct and also its interplay with other 
cognitive functions still has many unsettled questions. 
Figure 2. “Means and standard errors of z-scores representing performance in six working 
memory tasks as a function of age”. Reproduced from Salthouse (2015), pp. 7. 
 
A central issue in WM (and the other domains tested here) is finding a standardized task 
that indexes the construct and relates to the area of interest (speech errors) without replicating 
too much of the specific content. For this study, we are using a classic measure of short-term 
memory – the digit span (forward and backward). Forward digit span is a simple measure that 
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tests the maximum number of digits that can be (in this case, verbally) recalled from memory.  
Backward digit span involves an additional manipulation, to invert the digits, and is considered 
to be more difficult (people recall a lower number of digits on average). These tests have the 
advantage of being extensively normed, including for different groups, such as older and 
younger adults (Choi et al., 2014). For FDS the normal range is 6 +/- 1. For BDS, the normal 
range is 4-5 digits. It is thought that education affects scores on both tests, and that aging affects 
BDS more than FDS (Pena-Casanova et al., 2009). 
Inhibition 
Of the two specific cognitive domains we have chosen to measure in this dissertation 
study, the second is inhibitory control, or inhibition.  A decrease in inhibitory control is one of 
the central foci of a number of theories of cognitive aging, including that proposed by Hasher 
and Zacks (1988). The decline of inhibitory control with older age is seen by some as the 
underpinning or “common cause” of performance declines in other domains, such as working 
memory (Gazzaley, Cooney, Rissman, & D’Esposito, 2005; West, 1999). If inhibition (or “top-
down suppression” as it is also sometimes called) has the overarching relationship that some 
claim with many aspects of the aging process, we may expect to see an effect on error rates in 
older adults. However, there are those who do not think this focus on inhibitory control is 
warranted, an example being a 2011 paper by Verhaeghen, entitled “Aging and executive 
control: Reports of a demise greatly exaggerated”. This meta-analysis suggests that there is a less 
of an association between selective attention (including inhibition) and age than previously 
thought. There are also claims that tasks that measure inhibitory control can be decomposed to 
performance in other domains, such as processing speed (Salthouse, 2010). 
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In the current study, inhibition is an important skill to consider, as many speech errors are 
thought to consist of some form of intrusion from a different part of the speech planning process. 
Studies on speech and inhibitory control are mostly found in the naming / lexical retrieval 
literature. However, the importance of inhibition at the lexical level suggests it as one candidate 
for the basis of errors at the speech motor level.   
A study by Engelhardt, Corley, Nigg, and Ferreira (2010) looked at disfluencies in people 
with different subtypes of ADHD, who have a deficit in inhibitory control. They concluded that 
this deficit does seem to increase the rate of disfluencies in a speech production task. However, 
this was a lexical retrieval task, and there could be a number of downstream mechanisms where 
inhibitory control could be exerting an effect. A follow-up study by the same group (Engelhardt, 
Nigg, & Ferreira, 2013) explicitly compared disfluencies in speech production to performance on 
a battery of cognitive tests in control adults, and found the strongest predictor of repair 
disfluencies was scores on a Stroop task (which measures inhibitory control). 
To measure the inhibition construct in this study, we use the flanker task (Eriksen & 
Eriksen, 1974). The flanker task is a measure of inhibitory control that gives a number of 
different output metrics – accuracy and reaction time (RT) on both congruent and incongruent 
trials. RT on congruent trials is analogous to a base estimate of reaction time / attention, as 
congruent trials require no inhibitory control.  The incongruent condition measures inhibition of 
irrelevant stimuli, as the participant has to determine as quickly as possible the direction of a 
central arrow image presented on a screen, while ignoring the direction of a number of flanking 
arrows. The Flanker task has been shown to elicit known neural correlates of inhibitory control 
(Xie, Ren, Cao, & Li, 2017) and  includes multiple measures, which are useful when collecting a 
test battery, as some may have a stronger relationship with our outcome variables than others. 
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General Cognitive Status 
 “Cognitive status” is a somewhat generic term, but the usage here refers to level of 
cognitive operation relative to a baseline, or “normed” state. A number of tests have been 
devised over time to assess this, mostly in the medical and healthcare fields in order to detect 
dementia or MCI (mild cognitive impairment). They are usually fairly short and cover a range of 
cognitive domains, with a cutoff score, below which there may be evidence of some cognitive 
decline. Tests of this nature have caveats, as there are reasons other than cognitive decline (such 
as anxiety, unfamiliarity with standardized testing, cultural bias and tiredness etc.) (Loewenstein, 
Argüelles, Argüelles, & Linn-Fuentes, 1994; Reynolds, 2000) that can affect scores.  
For the purposes of this study, scores on a test of this nature represent a practical method 
of detecting whether a person can reliable proceed to other forms of testing, especially when 
older adults are included in the participant population. It is also an interesting variable to use in 
statistical analysis, especially alongside other cognitive variables that expand on the domains 
included in the brief questionnaires. Our choice of test here was the Montreal Cognitive 
Assessment (MoCA), which was chosen as it is short, easy to score reliably, developed relatively 
recently, highly used and covers a fairly large number of domains for a short test. Validation 
studies show that it correlates well with other standardized neuropsychological tests (Lam et al., 
2013). 
As well as the total MoCA score, we also included the score on the fluency section of the 
MoCA as another variable. This task (generate as many words as possible in 30s beginning with 
the letter “X”) is the most directly relevant to speech / language of all the sections in the MoCA. 
It is a shortened version of the commonly used F-A-S Test, which is a subtest of the 
Neurosensory Center Comprehensive Examination for Aphasia (NCCEA) (Spreen & Benton, 
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1977).  This is a test of phonemic fluency, in that one has to retrieve nouns (excepting proper 
nouns) that begin with a given letter. This engages memory and search-related cognitive 
functions within the linguistic system. 
Motor control 
One possible source of speech errors is the implementation level of speech production, 
i.e., the motoric act itself. Speech is not a particularly strenuous activity from a motor force 
perspective and is a very well-practiced task for an adult. However, it is important to consider 
speech motor skill as a locus for speech error production, as it is widely accepted that age is 
accompanied by behavioral slowing, in the motor domain among others (Birren, Woods, & 
Williams, 1980; Sleimen-Malkoun, Temprado, & Berton, 2013). 
Although speech motor ability declines have been documented in older adults compared 
to younger adults (Baum & Bodner, 1983; Benjamin, 1997), this has been qualified with 
suggestions that motor ability in the speech domain is preserved relative to the limb system, 
which exhibits qualitatively different changes (Kent, 2004). Some of the strongest evidence of 
changes in the speech domain points to a decline in speech rate (Fozo & Watson, 1998; Ramig & 
Ringel, 1983; Ryan & Burk, 1974; Wohlert & Smith, 1998)  due to age, but it is possible that this 
represents a strategy or compensatory behavior rather than an inability to speak rapidly when 
necessary. Goozée, Stephenson, Murdoch, Darnell, & Lapointe (2005) conducted an EMA study 
where older adults were instructed to increase rate in a /tɑ/ and /kɑ/ repetition paradigm from a 
medium to a fast rate. Older adults were able to increase rate to a similar degree to the younger 
adults and both employed a strategy of decreasing movement amplitude.  So, in summary, 
slowing in speech production may represent a trade-off to keep speech error-free, so when forced 
to speed up older adults may make more errors. Increases in speech rate often lead to smaller 
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movement amplitudes. In van Lieshout (2017) they found that small amplitude movements can 
potentially lead to more variable motor output. 
In terms of other speech motor behaviors, there have also been reports of less precise 
articulation in older adults, contributing to declines in intelligibility (Parnell & Amerman, 1996; 
Shuey, 1989). Increases in variability in articulation could be an indicator of breakdown in 
movement stability, representing a precursor to errors. Changes in peripheral speech structures 
and/or musculature affect articulation and the kinematics of speech movements, even if the 
changes are not always salient perceptually. These changes can be quantified using both acoustic 
and articulatory measures. Articulatory data on aging has been collected using techniques 
including ultrasound, electromagnetic articulography (EMA), and optical movement tracking. 
Sonies et al. (1984) used ultrasound to look at tongue shape and movement in older adults. They 
found minimization of tongue retraction (most prominently for /ɑ/), which was viewed as a 
compensatory change, whereby tongue movements adapt to the aging process by making more 
modest positional changes. Hirai, Tanaka, Koshino, & Yajima, (1991) also used ultrasound to 
examine variation in cyclic movements of the tongue (rhythmic tapping of the tongue to the 
palate and the mouth floor) at three different rates. The older adult group was less stable than a 
younger control group at each rate condition, which was attributed to decreases in neuromuscular 
function supporting rhythm maintenance in older adults. Additionally, this study found more 
intra-individual variation in performance for older adults, a finding common to many studies 
comparing older to younger adults (e.g. see Hultsch, MacDonald, & Dixon, (2002).  
A common speech task that can be used to index cycle-to-cycle variability in older adults 
is syllable repetition. Acoustics from a /pʌ/, /tʌ/, /kʌ/ repetition task were analyzed for vowel 
onset variation in Parnell and Amerman (1996). This study has the distinction of being one of the 
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few longitudinal studies on speech in aging, as it tested a group of older adults in the age range 
67-79 years, and the same participants 11 years later (in addition to a young control group). The 
older participants were slower to produce syllables at the second testing point; however, they 
were marginally more accurate in timing production. This speed-accuracy tradeoff suggests that, 
to maintain a controlled basic rhythm for speech, other parameters of speech movements may 
have to be sacrificed, such as rate. 
The concept of trade-offs in executing a movement task is covered in detail in a paper by 
Nelson (1983). The key point of this paper is that movements are usually made to satisfy some 
functional objective, and certain optimization patterns (and concomitant cost minimizations) may 
serve to satisfy this objective. Variables that can be minimized include time, distance, peak 
velocity, energy, peak acceleration and rate of change in acceleration (jerk). The motor control 
parameters in older adults may need to be adjusted to fit a new strategy that takes into account 
age-based constraints. 
The literature on aging of the behavioral and motor system (in general) includes 
extensive discussion of speed-accuracy tradeoffs (e.g., Forstmann et al., 2011; Heitz, 2014). The 
extent to which parallels can be drawn between the speech system and other systems of motor 
control is somewhat contentious. This will be not be discussed in detail here, but it will suffice to 
say that hypotheses that have come from the findings on other forms of motor control are 
potentially of interest regardless of whether parallels are found or not. Morgan et al. (1994) used 
a connect-the-dots lateral zigzag drawing task to investigate movement control in older adults. 
Older adults could move at the speed of younger adults with no loss of accuracy, but when 
maintaining speed and accuracy they exhibited significantly more sub-movements compared to 
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younger adults, i.e. more jerk. It was suggested that the qualitative differences between younger 
and older adults relate to declines in movement target acquisition and representation.  
In terms of counter-evidence to the proposition of speech motor decline in older adults, 
van Brenk et al. (2014) found that older adults were able to maintain articulation stability and 
also repeat syllables as fast (or, in some cases, faster) than younger adults. However, the older 
adults (at slower rates) showed a movement pattern more consistent with closed-loop (feedback-
based) motor control. With increasing rate they adopt a more feed-forward pattern, similar to that 
of younger adults.  Findings of increased variability in older adults are also not universal. 
Bennett, van Lieshout, and Steele, (2007) found that, for kinematic measures (including a cyclic 
spatio-temporal index) older adults showed less variability than younger adults for speech, but 
more variability for swallowing movements. The cSTI is a measure whereby a number of 
repeated, rhythmic signals associated with a movement cycle for an utterance (e.g. “ipa”) are 
aligned and amplitude and time normalized. The standard deviation of the signals is taken at 
regular intervals along the aligned utterance and summed, to give an indication of the variability 
of the movement.  
The task we are using here to evaluate speech motor ability is the diadochokinetic (DDK) 
task commonly used by clinicians. The task involves producing as many repeating syllables as 
possible in a defined period of time (usually 10 or 15 seconds). The syllables are typically /pa/, 
/ta, /ka/ and /pataka/. Studies differ in their results on whether healthy aging has a significant 
effect on DDK rate. Pierce, Cotton, and Perry (2013) found no difference in DDK rate between 
adults in two age groups (65-74 and 75-86 years), however Ben-David and Icht (2017) did find 
performance differences between two groups with the same age categories. Additionally, Ben-
 26 
David and Icht (2018) found that participants in both younger and older adult age groups benefit 
from practice at DDK rate and so recommend more than one attempt at the task. 
Notwithstanding these findings, deficient speech motor ability is important to rule out as 
a potential cause of speech errors, and people are not always aware of health issues that could 
contribute to motor speed performance. Additionally, the speech error paradigm in this 
dissertation involves speaking in time to a metronome. DDK rate indicates the upper limit of 
speech rate and the metronome speed in the speech error task gradually increases, therefore DDK 
rate may be a useful predictor if one of the main reasons people make speech errors is that they 
struggle to keep up with the rate. 
The sensory system 
The primary role of the sensory system in speech production (in adults) is feedback and 
monitoring of the speech signal. Current models of speech motor control also map out the role of 
feed-forward planning as adjusted by feedback monitoring. One such model is DIVA (Guenther, 
1995; Guenther, Ghosh, & Tourville, 2006; Kearney & Guenther, 2019). The input to the DIVA 
model is the phonological code, the output (i.e. the stages detailed by the model) is phonetic 
encoding and articulation. Activated speech sounds have motor, auditory and somatosensory 
targets. A feed forward controller compares the current state of the articulators to the intended 
state and generates movements to attain the new state. Mismatches in the obtained and intended 
state in terms of sensory feedback generates errors, which are incorporated into the feed-forward 
model in the future, updating or refining the targets. 
However for adults “once learned, the control of speech has the characteristics of being 
both responsive to, yet not dependent on sensory feedback” (Houde & Nagarajan, 2011, pp. 2). 
That is, target formation in speech is determined by previous experience with feedback, but, as 
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Houde and Nagarajan also note, the information needed for online correction from auditory 
feedback is on the order of 30-100 ms. Information for somatosensory feedback is available 
somewhat earlier, but both are most likely too long to evaluate many speech sounds as they are 
produced and hence speech production cannot depend primarily upon online feedback. In the TD 
model (Nam et al., 2004; Saltzman & Kelso, 1987; Saltzman & Munhall, 1989), this issue is 
solved by assuming self-organizing properties of the articulators that generate stable yet flexible 
output without the need for this form of feedback (or indeed, a motor plan for individual 
articulator movements). 
This makes the effect of processes like hearing, somatosensory and vision decline less 
clear. We have to consider both the effect of sensory change on speech production as it happens, 
and as a long-term effect on the speech of the individual over years of sensory decline. If online 
sensory monitoring of the speech signal is degraded, it is possible that those with sensory loss 
will adjust by slowing speech or exercising more conscious control of monitoring processes, 
such as recruitment of additional cognitive resources (Wingfield & Grossman, 2006). 
It has been suggested that older adults need to rely more on feedback-based control than 
younger adults for successful speech production (van Brenk, Terband, van Lieshout, Lowit, & 
Maassen, 2014). This could be one potential factor underlying the common finding of slowing of 
behavioral performance tasks in older age. As noted previously, feedback for speech production 
is mostly in the form of hearing and somatosensation / proprioception. It is well-documented 
(Pichora-Fuller & Souza, 2003, inter alia) that many older adults do not hear as well as younger 
adults and that this may, over time, have an effect on speech processing and production. 
Therefore, hearing levels should be tested and accounted for when interpreting results.  
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Information in the literature on aging and somatosensory / proprioceptive function is less 
extensive than that of hearing. Pertaining to the feedback mechanism in speech, Wohlert (1996) 
states that ‘‘highly practiced speech movements can be accomplished in the absence of auditory 
or tactile input…however the coordination of muscle activity necessary for learning and 
modification of speech production appears to depend on accurate perception of afferent input’’ 
(p. 1192). Aging requires modifications in terms of adapting to a physiological, neurological and 
sensory system that is experiencing changes and declines. Wohlert used discrimination of grating 
orientation as a measure of lip spatial acuity differences between younger and older adults. She 
found that older adults had thresholds approximately twice as high as younger adults. The 
potential causes of this result were cited as loss of mechanoreceptors, decline in cortical / 
subcortical stimulus response and interpretation and also changes in lip tissue thickness and 
composition.  
Wohlert and Smith (1998) extended these findings by investigating spatiotemporal 
stability of lip movements in older and younger adults. The participants in this study were 
required to speak at different speech rates and it was found that older adults spoke more slowly 
in all conditions and showed higher variability of movement (as indexed by the STI) at habitual 
rate compared to younger adults. The authors interpret the results of this study as due to 
peripheral decreases in sensory acuity/ capacity, as there were proportionate changes in each rate 
condition, and a central decline or strategic compensation would be expected to elicit greater 
effect at higher rates.  Hence, altered feedback may play a role in speech changes in older adults, 
especially when we consider the structures from which the feedback originates (tongue, lips etc.) 
may be undergoing structural change (Ghosh et al., 2010). 
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Sensory feedback is also central to the repair of speech errors. The repair system can 
potentially act within or across utterances, that is, a person could start an utterance and repair in 
time that the utterance does not sound disfluent, or only somewhat disfluent. This would likely 
manifest in the articulation but perhaps not always in the acoustics. Also, an error in a string of 
utterances can potentially set off a chain reaction in the planning or execution of the utterance, 
whereby the following utterances are more likely to be disfluent. There is evidence that increased 
sensory monitoring can result in less errorful speech, as in Slis and van Lieshout (2016), who 
found less articulatory intrusion errors in masked speech compared to unmasked speech. This 
was attributed to a greater focus on somatosensory feedback information. 
This study measures hearing and vision only. It would have been desirable to also 
measure somatosensory acuity, perhaps using a method such as 2-point or grating discrimination 
thresholds (Ghosh et al., 2010; Wohlert, 1996) but the time taken to adequately implement these 
procedures in an already lengthy protocol was prohibitive.  
Do older adults make more speech errors? 
Whether aging is associated with more errorful speech is one of the central questions of 
this dissertation study, and the research to date is inconclusive. One line of evidence comes from 
studies that test the predictions of the Transmission Deficit Hypothesis (TDH) (Burke et al., 
2000).  This theory is pertinent because it is relatively domain (language) – specific, as compared 
to some of the more ‘common-cause’ models of aging discussed earlier, and hence makes fairly 
specific predictions with respect to language production. Some of the more general predictions of 
the TDH are that language production is more subject to age-related decline than language 
comprehension, and that this manifests most prominently in frequent word finding failures and 
tip of the tongue states. The basis of this is proposed to be a decline in mapping a lexical concept 
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on to its phonological form, which in turn is due to the weakening of node connections that 
facilitate priming among areas of the language system. This is demonstrated by studies that 
require word retrieval (performance), but is not found when older adults are asked questions on 
the meaning of a word (comprehension).  
Given that phonological representations are proposed to be more subject to age-related 
connectivity weakening than semantic representations, the TDS predicts a higher level of speech 
errors associated with aging. This theory also addresses selective effects of age on speech errors, 
which links with work by Dell, Burger and Svec (1997) who suggest that older adults may be 
more prone to perseverative speech errors than anticipatory speech errors, due to more 
interference from “past” information’. Mahoney (1997) aimed to test this using the SLIP 
technique, which elicits spoonerisms (e.g., darn bore à barn door). Her older adult group 
produced significantly more errors, although no difference was found for proportion of 
anticipation errors (the overall number of errors was low, which may have made error subtype 
analysis difficult). 
Following up on Mahoney (1997), MacKay and James (2004) investigated phonological 
and morphological errors in older adults, and created a task whereby the participant views a 
word, and if it contains a /b/ or /p/, has to replace it with the alternate of the voicing pair (e.g. see 
“ripped”, correct response: “ribbed”). They found more errors for older adults, and when 
analyzed by category, more errors specifically for omissions (deletions, in this study). 
Vousden and Maylor (2006) conducted a speech errors study with children, younger and 
older adults using a tongue twister paradigm at two speech rates. Many older adults were unable 
to keep up with the fast speech rate, but no differences were found in error frequency for the 
slow rate. If one wants to vary rate in the experimental paradigm, this is an argument for 
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calibrating rate for each participant (Slis & Van Lieshout, 2016) or using a rate ramp-up, as we 
did in the current study.  
Sadagopan and Smith (2013) carried out a study where older adults were asked to learn 
novel non-word utterances of increasing length and complexity. They were given repetition tests 
a number of times over the course of two days. For the three highest levels of length and 
complexity, the older adult group showed significantly lower (perceptually-rated) performance 
on percentage of correct phonemes.  
Bilodeau-Mercure et al. (2015) investigated the effect of aging on the sequencing of three 
types of motor tasks – speech, orofacial movements and finger tapping. The speech stimuli were 
non-word utterances (e.g. “krik”, “drad”, “broub”, and “grug”) repeated in either a “simple” 
(each utterance repeated three times with either two or three of the syllables identical) or a 
“complex” (three repeats; all three syllables different) condition. Older adults showed a decline 
in accuracy relative to younger adults. This was also the case for the orofacial movement 
measure, but interestingly not for the finger tapping, which showed age-related differences in 
response latency but not accuracy. Tremblay et al. (2018) also looked at aging as a locus for 
reduced accuracy in speech. Stimuli were non-words, varied for syllable complexity and 
frequency. Findings included an increase in error rate for older adults, and an effect of syllable 
position (more errors in the coda for older adults). They attribute this difference to declines in the 
articulatory planning process. 
Gollan and Goldrick (2019) conducted a reading aloud task with younger and older 
adults, using connected speech of three difficulty levels. They found that older adults read more 
slowly, produced more speech errors and less self-corrections than younger adults. The older 
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adults also produced more errors at all three difficulty levels, indicating that this effect was not 
confined to the more difficult reading levels, which included semantically implausible sentences. 
 A number of the studies reviewed in this section focus more heavily on the linguistic 
level than the current study.  However, it is of interest to compare speech errors in aging on 
different forms of tasks, to see how incorporating different forms of stimuli at different levels of 
the linguistic system alters results, and to see if constraints on performance appear to be similar 
or different when considering various paradigms (such as word / non-word, spontaneous vs. 
elicited speech). Another interesting point of comparison is allowance for compensation, as the 
stimuli and paradigm in the current experiment do not allow older adults to compensate with 
mechanisms such as larger vocabulary size, and (to some extent, by use of metronome-timed 
speech) articulatory slowing. 
 In summary, the majority of studies that have explicitly examined speech errors and the 
aging process, as well as theories of aging that refer specifically to speech production (such as 
the Inhibition Deficit Hypothesis (Hasher & Zacks, 1988) and the Transmission Deficit 
Hypothesis (Burke et al., 2000) would predict a higher level of errors for older adults relative to 
younger adults. 
A Note on acoustic versus articulatory analysis of speech errors 
There is an inherent tension in a study that analyzes speech errors both acoustically and 
articulatorily. That is, one hypothesis in the current study is that many errors are gradient, that 
this can be shown using articulatory methods, and that not all these errors will be audible. Why, 
therefore, should one still conduct a transcription-based analysis? The answer is two-fold. For 
practical reasons, it is difficult to obtain enough articulatory data from larger a number of 
participants in a single study to draw strong statistical conclusions, especially when considering 
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factors that divide the data into groups, such as age. Data were collected for 50 participants for 
this study; the transcription analysis was possible for 45, the articulatory analysis (taking into 
account time and data quality) was possible for eight. A larger number of participants allows for 
the speech error data to be examined in relation to the large amount of individual sensory, 
cognitive and demographic data collected for the participants. 
This leads to the other answer, which is that acoustic and articulatory data both have 
meaningful information to contribute towards speech error research; they just need to be 
considered at different levels. Transcription analysis tells us what is perceptible to the listener. 
This is relevant when viewing speech as a communicative act, and although research has 
progressed as to the nature of speech errors, this aspect still has considerable import. The 
articulatory analysis of speech errors is giving us a better understanding of what is happening 
‘under the hood’ as it were, and this is important for elucidating the true mechanics of the 
process, and how it is controlled. In addition, there may be a relationship between the gradience 
of an error and its perceptibility (e.g. Pouplier & Goldstein, 2005a) and this can only be 
investigated if both forms of data are collected. 
Aims and Hypotheses 
In terms of the experiment in chapter 2 (on speech and individual difference variables) 
we anticipate that the results of this experiment will help to test whether age, cognitive, sensory 
and motor factors are predictive of errorfulness in speech production. The speech production task 
designed to elicit errors in this study involves the repetition of simple utterances to a metronome. 
The utterances are /tɑp kɑp/, /pɑk tɑk/, /pɑd kɑd/ and /bɑb dɑd/. The metronome increases in 
rate over the course of a 15s trial.  
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The transcription-based analysis of errors uses the acoustic data and focuses on 
identifying segment-level intrusions, deletions and substitutions. Also marked are whole-word 
errors. In chapter 2, we explore the relationship between the independent variables of “individual 
differences” (age, memory ability, motor ability etc.) and the dependent variables from the 
speech error task.  The dependent variables for speech errors are: proportion of errorful 
utterances, time to first error and average token count. There is an inherent tension in testing 
individual differences in older and younger adults in combination with ‘age’ as a variable, as of 
course they are confounded:  Age affects motor, sensory and cognitive functions to a greater or 
lesser degree. However, if age is a significant predictor of speech error production in our mixed 
models, it suggests there are aspects of aging that we have not accounted for in measuring 
individual differences, that require further exploration / explication. If there is a significant effect 
of individual difference variables, but not of age, it implies the variability in speech error 
performance on this task is better captured by the measure/s in question, whether or not they 
include an effect of age. 
Specific hypotheses for the individual difference results are:  
1. Both age and a subset of the cognitive variables will be correlated with speech error rate, 
but age will be the more powerful explanatory variable in mixed model analyses, as 
predicted by a number of studies reviewed, which found a higher rate of errors in older 
adults compared to younger adults. 
2. Older adults will make speech errors earlier in the rate-ramp up paradigm compared to 
younger adults. 
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3. DDK rate performance is anticipated to be significant as a predictor of time to first error 
and number of tokens produced (i.e., tokens produced and error timing are predicted to be 
correlated with speech motor skill, and which may be in decline for older speakers). 
In terms of the articulatory and acoustic analysis in chapters 3 and 4, we aim to add to our 
understanding of the nature of speech errors, specifically how the tongue shape differs between 
errorful and non-errorful utterances. We will also be able to compare acoustic and articulatory 
analyses of the same data set, to see how a differing focus affects interpretation of the results. It 
should be noted that only the /tap kap/ utterance type was analyzed for the articulatory condition, 
as this utterance alone involved the tracking of nearly 1000 tongue shapes. Articulatory data for 
the other utterances was collected and will be analyzed in future work.  
Hypotheses for the articulatory data: 
1. Not all articulatory errors will be audible. 
2. The distribution of tongue shape data during errorful utterances will exhibit gradience, in 
that the distributions of the errorful shape data will overlap with the distributions of the 
non-errorful shape data, but incompletely. That is, some errors may be similar to non-
errors, but some will have qualitatively different shapes. The amount of overlap will 
differ by participant. 
 Hypotheses for the Acoustic data: 
1. The acoustic data will show that the double mismatch utterance type (bɑb dɑd/) elicits a 
higher rate of error than the other utterance types.* The articulatory data may also show 
this, but the analysis is not included in this study.* 
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2. There will be evidence of perceptual bias in the transcription results when compared to 
the articulatory data, for example asymmetries in which types of phonemes are perceived 
as erroneous (Pouplier & Goldstein, 2005a). 
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Chapter 2 : Speech Errors and Individual Differences 
The experiment described in this chapter aims to elucidate the effect of a range of 
individual characteristics (including age and performance on a range of cognitive, sensory and 
motor tasks) on propensity to make speech errors.  The participants were recruited from two age 
groups - younger adults (18-35 years) and older adults (60-75 years), often dubbed the “young 
old” (Garfein & Herzog, 1995).  
Data Collection 
Speaker Characteristics measures  
Participants were required to have American English as a first language and no reported 
neurological or speech-language impairments (such as stuttering or aphasia). No other 
stipulations were made prior to testing. Testing for the behavioral and acoustic data collection 
parts of this study was conducted in a sound-insulated room. All participants completed the 
following: 
Consent form 
Informed consent was collected from all participants prior to commencing the study. The 
experimenter gave an outline of the consent form sections to the participant verbally, invited 
them to read and sign the consent form, and then gave the opportunity to address any questions 
or concerns. They were offered a copy of the signed form. 
Background questionnaire 
 Questions were posed verbally by the experimenter and covered general information on 
the participant’s language and health background, and self-ratings on speech motor capabilities. 
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All participants were required to have English as their primary language, but those who also 
spoke other languages were not excluded. We included a five-point scale indicating self-reported 
fluency level in different languages (0 = monolingual, 4  = native proficiency / balanced 
bilingual) similar to the Interagency Language Roundtable (ILR) scale (Chalhoub‐Deville & 
Fulcher, 2003). We took this measure as bilingualism is a factor that can affect a large number of 
speech and cognitive processes. In terms of cognition, the main argument is the oft-reported 
“bilingual advantage” (Bialystok, 2017; Bialystok, Klein, Craik, & Viswanathan, 2004). This 
issue is somewhat contentious (Morton & Harper, 2007; Paap & Greenberg, 2013) but for the 
purposes of this study the idea that having to manipulate two language systems simultaneously 
for all or part of your life may induce changes in attention, memory and inhibitory processes 
seems plausible, and worth considering as a variable in a speech error elicitation study.  
In terms of the errors themselves, it is possible that bilinguals may make qualitatively 
different speech errors than monolinguals due to the interacting effects of the phonetic and 
phonological systems of the two languages (Poulisse, 2000). In the statistical analysis in this 
study we treated bilingualism as a binary (true/false) variable. We did not address error type or 
level of bilingualism in detail in this study, as the focus is not on bilingualism. Future work may 
explore this issue in more detail. A copy of the background questionnaire can be found in 
Appendix B. 
Cognitive screening  
For the cognitive screen we used the Montreal Cognitive Assessment (MoCA, version 
7.1). The MoCA is a 1-page assessment designed to detect cognitive impairment. It covers a 
number of domains, and instructions are given verbally by the experimenter. It is scored out of 
30 points, with 26 or above considered “typical”.  
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Hearing levels 
An audiometer was used to obtain pure tone hearing thresholds for all participants. 
Headphones were worn, and both ears were tested. Measurements were taken at 500, 1000, 2000 
and 4000Hz. The experimenter began the level at 0dB HL and increased in 5dB increments until 
the tone was heard, indicated by a hand raise. 
Vision test 
Participants were asked to stand six feet away from a Snellen chart, placed at eye-level on 
the wall. They were instructed to cover each eye in turn, and then to read down from the top of the 
chart, as far as they could go. The experimenter recorded the level that the participant reached 
without error for each eye, using any usual eye-correction. 
DDK rate task 
The diadokinetic rate task is an estimate of speech rate capability. It involves repeating 
syllables (/pɑ/, /tɑ/, /kɑ/ and / pɑtɑkɑ/) as fast as possible for a set amount of time (in this case 15 
seconds). Participants were given instructions on the task and one practice trial. They were 
instructed to take a deep breath before starting to speak. This task was elicited using “Presentation 
®” software (Version 18.0, Neurobehavioral Systems, Inc.) which also recorded the speech output. 
The metric taken from this task was the number of syllables articulated in 10 seconds (the middle 
10 seconds of the trial). 
Cognitive tests 
Two short cognitive tests – a digit span, and a flanker task (Eriksen & Eriksen, 1974) 
were administered using Presentation. The scripts were adapted from the cognitive screen battery 
(version IV) included with the Presentation software. The digit span test is used to estimate 
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working memory capacity. In this case, the participant completed both a forward and a backward 
span. Both involved the participant being presented aurally with increasing numbers of digits, 
which the participant had to remember and then verbally recall on a subsequent screen, while 
audio was recorded. The recall screen is presented to the participant immediately after the digit 
presentation; each new digit is presented for 900ms, with a 100ms gap before a new digit appears. 
The forward span began with three digits and increased until the participant made two consecutive 
failures at the same level. The backward span began with two digits and increased likewise. The 
task was self-paced, and the participants received instructions and a brief familiarization 
beforehand. 
The flanker task is used as a measure of ability to inhibit extraneous stimuli. In this 
version, the participant was presented with seven arrows, in a line, on a computer screen. The task 
is to indicate which direction (left or right) the middle arrow is facing, using a button-press. In 
some trials (“congruent”) the arrows are all facing in the same direction, and this measure is taken 
as an averaged baseline indication of reaction time. In other trials (“incongruent”) the surrounding 
arrows are facing in different directions to the middle arrow. The participant needs to ignore these 
arrows and focus on the direction of the middle arrow only, hence the task is more difficult and 
requires inhibition. This task was not self-paced, as reaction time data was collected. Participants 
were given rests at 25, 50 and 75% of the task time  (100 trials). They received instructions and a 
brief familiarization (10 practice trials) beforehand. 
Debrief questionnaire 
A short de-brief questionnaire elicited difficulty ratings, as well as addressing any 
concerns or questions the participant had. It can be found in Appendix C. 
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Speech measures (for dependent variables) 
Along with the speaker characteristics measures, we collected measures from the acoustic 
speech error data, which constituted the dependent variables for the mixed effects modeling. 
Data collection for the acoustics is covered in detail in the chapter 3, ‘transcription of speech 
errors’, but in brief: participants were recorded producing four different utterance types (/tɑp 
kɑp/, /pɑk tɑk/, /pɑd kɑd/ and /bɑb dɑd/) in a speech error-elicitation paradigm. They were asked 
to take a deep breath, and then articulate the utterance in synchrony with an audible metronome, 
which was constant for the first half of the 15 s trial and then ramped up linearly for the second 
half. Participants completed one practice trial and three experimental trials for each utterance 
type. Acoustic data was recorded using a head-mounted microphone and saved as a .wav file by 
the Presentation software. 
Analysis  
Speaker characteristics variables  
Scores were totaled by hand for the individual difference tasks. Some composite variables 
were used in the final analysis. The form of the variable used for each task is detailed in Table 1, 
below. 
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Table 1. List of individual difference variables and form in which variable was scored. 
Participant Age in years 
Participant Sex coded as 1 or 2,, F=1, M=2 
Bilingual Rating 0 = monolingual, 1 = basic knowledge of an L2, 2 = 
conversational knowledge of an L2, 3 = fluent speaker of an L2, 4 
= native speaker of an L2 / balanced bilingual. In the statistical 
analysis we use a binary T/F for this variable. 
Forward digit span (FDS) Integer score 
Backward digit span (BDS) Integer score 
Flanker  - 4 measures Average accuracy (out of 100%) on compatible and incompatible 
trials. Average reaction time (ms) on compatible and incompatible 
trials 
MoCA Raw score, out of total of 36 points 
Fluency MoCA Number of words generated in one minute beginning with letter 'F' 
Average DDK score Utterances produced in 10 s time period for /pɑ/, /tɑ/ and /kɑ/. 
Best one out of two trials each. Averaged across utterance type. 
DDK rate /pataka/ Number of utterances produced in 10s time period for /pɑtɑkɑ/. 
Best one out of two trials. 
Hearing levels Sum of total for each (L and R), composed of sum of hearing 
thresholds at each frequency level. 
Vision Screen Sum of L and R eye line number successfully completed. Line # 
corresponds to standard measure (i.e. 20/20 = line 8, 20/25 = line 7 
etc.) 
 
In total, data was collected from 50 participants for this study. Of these 50 participants, 
45 produced data that could be analyzed for the speech tasks. Of the five participants excluded, 
three were excluded for MoCA scores below the inclusion threshold, one for fatigue and one for 
equipment failure.   
Speech variables 
For this analysis, the speech dependent variables were calculated for the /tɑp kɑp/, /pɑd 
kɑd/ and /pɑk tɑk/ utterance types only. As discussed later, the /bɑb dɑd/ utterance is of a 
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different structure to the other three utterance types and was expected to produce a qualitatively 
different error pattern. Therefore, for the individual differences analysis we chose to include only 
the data from utterances with the same structure. 
In Praat (Boersma & Weenink, 2015; version 5.4.08), the experimenter listened to all 
files for the 45 participants with usable data. The number of utterances per trial was recorded, the 
speech errors transcribed, and the time to first error for each trial was also noted. The three 
dependent variables used in the final analysis were average token count (per participant, over all 
trials), proportion of speech errors (per participant, as a function of all tokens) and time to first 
error (per person, in the rate ramp up paradigm). For time to first error we used a harmonic 
average (the reciprocal of the mean of reciprocals) across trials; this allowed us to deal with trials 
containing no audible errors by assigning a value of zero as the reciprocal of time to first error. 
This addresses the issue of how to include ‘no audible error’ trials in the analysis, as these are the 
trials where the participant performed ‘best’, but when coding them along with the those that 
possess an actual ‘time to first error’ was difficult, as assigning a value of ‘0’ would indicate they 
made an error at time ‘0’, which was not the case. 
Results of Individual Differences Analysis 
Some summary statistics for the participant sample are given below. In Table 2 are N, means and 
standard deviations for all individual difference variables. In Table 3 is the breakdown of 
bilingual self-rating. Following this are correlation and mutual information tables ( 
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Table 4 and Table 5) for all individual difference and speech variables. The correlation 
table has values above 0.3 shaded yellow and above 0.5 shaded red (a heuristic is that a 
correlation of 0.3 to 0.5 is considered a ‘weak’ relationship’, a correlation of 0.5 to 0.7 is 
considered a ‘moderate’ relationship (Akoglu, 2018). 
The mutual information between two variables (say, X and Y) is the amount of 
information that they share. It can be conceptualized in a number of ways, such as the amount 
that X tells you about Y, the interdependence of X and Y or the “shared entropy” (Kraskov, 
Stögbauer, & Grassberger, 2004). Unlike correlations, the value is not bounded, and the 
relationship between the variables does not have to be linear. Here, we have scaled the MI values 
to between 0 and 1, for ease of viewing. This means that the relationship is not linear and smaller 
increments are more meaningful than in the correlation analysis. Methods for computing mutual 
information vary. The one used here was taken from Thomas, Moses, Semple and Strang (2014), 
and computed in R. It computes an average MI using a kernel density estimation technique. 
Values above 0.28 are shaded; this value is mostly arbitrary due to the non-linear relationship, 
but serves to illustrate that relatively few comparisons exceed this fairly low threshold. 
For ease of viewing, we also include a composite table, Table 6, which shows variable 
combinations above threshold for the correlation analysis (yellow shading), the mutual 
information analysis (peach shading) and ones above threshold for both (red shading). The 
variable combinations in red are those where both methods for computing a relationship between 
variables (linear and non-linear) agree. 
 
Table 2. Summary statistics for participant population. 
Variable N Mean SD 
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Age (ALL) 45   
            Age YA 20 25.20 5.10 
            Age OA 25 61.82 5.90 
Sex (ALL) F = 28 
M=17 
  
            Sex (YA) F = 15 
M = 5 
  
            Sex (OA) F = 13 
M =12 
  
Forward digit span (FDS) 
                     ALL 
                     YA 







Backward digit span (BDS) 
                     ALL 
                     YA 








Accuracy Compatible       ALL 
                                          YA 
                                          OA 
Accuracy Incompatible   ALL 
                                           YA 
                                           OA 
 
RT compatible                 ALL 
                                           YA 
                                          OA 
 
RT incompatible               ALL 
                                          YA 


















MoCA                             ALL 45 26.3 2.75 
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                                          YA 





Fluency MoCA               ALL 
                                          YA 







Average DDK score        ALL 
                                          YA 







DDK rate /pɑtɑka/            ALL 
                                            YA 







Hearing total                    ALL 
                                          YA 







Vision total                       ALL 
                                           YA 








Table 3. Summary statistics for bilingual rating. 
Bilingual rating Count 
0 (monolingual) 28 
1 (basic) 4 
2 conversational 6 
3 fluent 2 




Table 4. Correlations among all variables. Correlations above 0.3 are shaded yellow; above 0.5 




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 6 Composite table, showing variables above threshold for the correlation (yellow), the MI 


































































































































































































T tests were run (in R) on each variable for older versus younger adults. The variables for 
which there were significant group differences between the means of older and younger adults 
were vision (t = -3.8402, p-value = 0.000367), hearing (t = 6.005, p-value = 4.812e-07) and 
MoCA score (t = -4.336, p-value = 8.292e-05). The t-test for backward digit span was significant 
at the 0.05 level, but not the 0.01 level (t = -2.61, p-value = 0.01212). These results are not 
unexpected, as vision (Fine, Berger, Maguire, & Ho, 2000; Haegerstrom-Portnoy, Schneck, & 
Brabyn, 1999) and hearing (Gates, G. A., & Mills, 2005; Pichora-Fuller & Souza, 2003) are 
known to decline with age, and many older adults experience some mild decrements in cognitive 
function (Malek-Ahmadi et al., 2015). It should also be noted that the split between the sexes for 
the two age groups was quite different, being much more equal for the older adults than the 
younger adults. This was an unintentional feature of the participant group that was recruited. 
Table 4, above, shows correlations among all variables, computed using Excel. The 
speech variables (proportion of speech errors, average token count, SD (standard deviation) 
token count and time to first error) are extracted from the acoustic data (excluding the /bɑb dɑd/ 
utterance type). Correlation does not necessarily mean causation, but it is of interest to look at 
the relationships among the variables in this way before conducting a full statistical analysis. 
Table 4 shows that the strongest correlation among the speech and individual difference 
variables is between proportion of speech errors and forward digit span (-0.48). There is also a 
0.41 correlation between DDK rate (/pɑtɑkɑ/) and average token count, showing that people who 
had a higher number of multisyllabic /pɑtɑkɑ/ utterances in 10 s also produced a higher number 
of utterances per trial in the speech errors task. DDK rate averaged across the monosyllabic 
utterances (/pɑ/, /tɑ/, /kɑ/) did not correlate with average token count. There was no correlation 
above 0.3 for time to first error; the highest was for forward digit span (0.24).  
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For correlations among the individual difference variables, the highest that are not 
between similar measures are age and hearing (0.59), age and the flanker RT measures (0.57), 
MoCA score and backward digit span, MoCA score and the flanker variables (various, see table) 
and DDK rate average and MoCA score (0.5). It is interesting that MoCA and the other cognitive 
measures correlate fairly strongly, but that forward digit span does not correlate nearly as 
strongly with MoCA score (0.21), although it did correlate better than backward digit span with 
what is probably the most important dependent variable - proportion of speech errors. 
Mutual Information 
 Table 5 shows mutual information values among all variables. The highest MI value for 
proportion of speech errors is forward digit span (0.299), and the highest for average number of 
tokens is DDK rate (pataka). The patterns for these two variables are roughly similar to the 
correlations (which is unsurprising as MI measures both linear and nonlinear co-variation and the 
former is also captured in the correlation). The highest for time to first error is flanker accuracy 
incompatible, which differs from the correlation analysis, where forward digit span outranks the 
flanker variable. 
Mixed Effects Models 
Mixed model analysis was conducted using R (R core development team, 2018). Before 
running models, missing data were filled using imputation (also in R). Imputation is the 
estimation of missing data using regression of other variables, in this case all complete variables. 
Columns with missing observations were: flanker, DDK rate (/pɑtɑkɑ/), hearing and vision. 
None had more than five missing observations. Predictor variables were then scaled using z-
scores so that estimates were directly comparable and represented effect size. The scaled and 
imputed data were then checked for collinearity. Three of the flanker variables had collinearity 
 52 
that could affect the analysis adversely. Therefore, “flanker accuracy incompatible” was retained, 
as it had the highest correlation with the speech variables, and the others were discarded. The 
models were constructed using the lmer function, and then reduced to an optimal model using the 
the lmerTest:step function from the lmerTest package in R (Kuznetsova, Brockhoff, & 
Christensen, 2017). Age is treated as a continuous variable in this analysis. The full code for 
running the models can be found in Appendix D. 
Dependent variable: ‘Time to first error’  
For this model, the three least significant variables from full model were removed to 
obtain convergence. These were flanker, vision and backward digit span. The initial model (with 
age interaction included) had the following fixed effects: sex, bilingual (true/false), forward digit 
span, MoCA score, MoCA fluency score, average DDK and DDK rate (pataka) and hearing. 
Random effects were participant and item. The final (optimal) model reduced to forward digit 
span, plus the random effects only.  
In R, this model is constructed as follows: 
full.model <- lmer(time.to.first.error ~ age * (sex+bilingual.tf +score.forwa
rd.digit.span + MoCA +fluency.MoCA +average.DDK + DDK.rate.pataka +hearing.to
tal) +(1 | part) + (1 | item),data = df, REML=FALSE) 
 The step-reduced final (optimal model) is: 
final.model <- lmer(tt_first_error ~ score.forward.digit.span + (1 | part) + 
(1 | item),data = df, REML=TRUE) 
 
Table 7. Results from optimal model for dependent variable “time to first error”. 
 t-value p-value 
(Intercept) 26.395 <2e-16 *** 
score.forward.digit.span 2.321 0.0261 * 
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Dependent variable: ‘Total tokens’  
For this model, one variable (bilingual true/false) was removed to obtain convergence. 
The initial model (with age interaction included) had the following fixed effects: sex, bilingual 
(true/false), forward digit span, backward digit span, flanker accuracy (incompatible), MoCA 
score, MoCA fluency score, average DDK and DDK rate (pataka), hearing and vision. Random 
effects were participant and item. The final (optimal) model reduced to forward digit span and 
age by DDK rate interactions (for both average DDK rate over /pa/, /ta/ and /ka/ and DDK rate 
for /pataka/). The main effects of age and DDK rate were also significant, but need to be 
interpreted in light of the interaction (see Figure 3). 
In R, this model is constructed as follows: 
full.model <- lmer(total.tokens ~ age * (sex + bilingual.tf + score.forward.d
igit.span + score.backward.digit.span + flanker.accuracy.incompatible + MoCA 
+fluency.MoCA +average.DDK +DDK.rate.pataka +hearing.total +vision.total) +(1
 | part) + (1 | item), data = df, REML = FALSE) 
The step-reduced final (optimal model) is: 
final.model <- lmer(total.tokens ~ age + score.forward.digit.span + average.D
DK + DDK.rate.pataka + (1 | part) + (1 | item) + age:average.DDK + age:DDK.ra
te.pataka, data = df, REML=TRUE) 
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Table 8. Results from optimal model for dependent variable “total tokens”. 
 t value p value 
(Intercept) 92.801 < 2e-16 *** 
age     2.456 0.01889 * 
score.forward.digit.span 2.581 0.01396 * 
average.DDK     -3.141 0.00329 ** 
DDK.rate.pataka 4.686 3.7e-05 *** 
age:average.DDK      2.253 0.03026 *   
age:DDK.rate.pataka   -2.628 0.01239 *   
 
Dependent variable: ‘proportion of errorful utterances’  
This model converged without the removal of any variables. The initial model (with age 
interaction included) had the following fixed effects: sex, bilingual (true/false), forward digit 
span, backward digit span, flanker accuracy (incompatible), MoCA score, MoCa fluency score, 
average DDK and DDK rate (pataka), hearing and vision. Random effects were participant and 
item. The final (optimal) model reduced to forward digit span, plus the random effects only. 
In R, this model is constructed as follows: 
full.model <- lmer(prop_errorful_utterances_per_trial ~ age * (sex + bilingua
l.tf + score.forward.digit.span + score.backward.digit.span + flanker.accurac
y.incompatible + MoCA +fluency.MoCA +average.DDK +DDK.rate.pataka +hearing.to
tal +vision.total) + (1 | part) + (1 | item),data = df, REML = FALSE) 
The step-reduced final (optimal model) is: 
final.model <- lmer(prop_errorful_utterances_per_trial ~ score.forward.digit.
span +  (1 | part) + (1 | item), data=df, REML=TRUE) 
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Table 9. Results from optimal model for dependent variable “proportion of errorful utterances” 
 t value p value 
(Intercept) 7.237 1.28e-07 *** 
score.forward.digit.span -3.507 0.00112 ** 
 
Explained variance 
 After running the mixed effects models the R package ‘MuMIn’ (Bartoń, 2019; 
Nakagawa, Johnson, & Schielzeth, 2017) was used to calculate a pseudo-R2 for the optimal 
models, for all three dependent variables. This gives an indication of the variance explained by 
the variables, complementing the p-value information. The marginal coefficient of determination 
represents the variance explained by the fixed effects, the conditional coefficient of 
determination represents the variance explained by the fixed effects and the random effects (in 
this case participant and item). 
 
Table 10: Explained variance in mixed models 
Dependent variable Marginal Conditional  
Time to first error 0.03562898 0.214481 
Total tokens 0.3055559 0.6498547 
Proportion of errors 0.07823746 0.3489765 
 
The total explained variance is relatively low for ‘time to first error’ and ‘proportion of 
errors’ and moderate for ‘total tokens’. The addition of the random effects increases the 
explained variance considerably for all dependent variables.  This shows that, although we 
obtained significance for some of the variables in our models, there are an unknown amount of 
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other factors that (cumulatively) have more explanatory power than the ones tested here. The 
fairly low explained variance is not entirely unexpected however, as we are testing a complex 
human behavior.  
Discussion of Results 
Contrary to our hypotheses, age was not a significant predictor of when and how many 
errors a person makes (shown by the “time to first error” and “proportion of error” models).  This 
outcome is discussed in more detail in chapter 5 (summary). 
Both age and DDK rate seem to play part in how many utterances are produced per trial 
(total tokens model), but the effect includes an interaction between these two variables, 
suggesting that it may not be the same for younger vs. older adults. Figure 3, below, plots the 
relationship between DDK rate (pataka) and the total tokens produced, for both age groups (older 
adult data points in red; younger adults in blue). The plot shows that the positive relationship 
between tokens produced in the DDK task and total tokens produced during the speech errors 
experiment is different for younger adults compared to older adults. Figure 3 shows that older 
adults have a wider spread of DDK scores than the younger adults (i.e. all of the lowest values 
are older adults). 
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Figure 3. Total tokens vs. DDK rate /pataka/ (z-score), plotted by age group (red = older adults, 
blue = younger adults  
 
The most prominent result for speech errors in this statistical analysis is that for “time to 
first error” and “proportion of errorful utterances”, forward digit span (FDS) appears to be the 
strongest predictor as an individual skill. People with lower FDS scores make more errors as a 
proportion of total utterances, and they make them sooner in the rate ramp-up paradigm. One 
possible explanation for this result is that, when using a rate ramp-up, the burden on successfully 
sequencing and producing the utterance is increased. It is possible that success on the forward 
digit span task is linked to the ability to hold and rapidly sequence speech gestures. Forward digit 
span is taken as a measure of ‘working memory’, which includes the ability to hold, sequence 
and also transmit (or ‘execute’) information. In this study it seems more likely the relationship 
between speech error production and FDS is related to the sequencing and verbal execution 





























































































































































































































































































































Previous studies that support the finding of an effect of working memory tasks on speech 
errors (including Daneman, 1991) have used more complex speaking spans as measures of 
working memory. What this result shows is that even a simple digit span measure of working 
memory indicates a relationship with speech error production. It has been noted in the literature 
that simple tasks such as the one included here may not have a strong relationship with the 
higher-level process of speech production (Martin & Slevc, 2014). So, the strength of this 
finding may be based on the relative simplicity and linearity of both our speech motor task 
(short, repetitive, known utterances) and the FDS measure (verbal recall of increasing numbers 
of digits).  
A notable aspect of the current sample of participants is that age does not correlate 
strongly with forward digit span. It is accepted that working memory often declines with age, but 
the fact that this is not the case in this sample allows us to pull the two variables apart. When this 
is possible, it seems that working memory is a more important predictor than age. In studies such 
as Tremblay (2018), they attribute an increase in error production with older age as due to 
declines in the articulatory planning process. Our results support this, but with the emphasis on 
the memory or sequence execution-related component (as indexed by FDS), rather than the aging 
process per se.  
Unlike FDS, a number of the other cognitive variables (BDS, the Flanker RT measures 
and the MoCA) all correlate above 0.3 with each other and with age. However, none are 
significant predictor of any of the speech outcome variables. One explanation for this pattern is 
that, as the utterance is given to the participant beforehand and is simple, it mainly involves a 
straightforward execution of the speech plan. The other cognitive variables involve higher-level 
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manipulations, which may be more susceptible to the aging process, but have less of a 
relationship to this form of speech planning than FDS.  
For ‘total tokens produced per trial’, there are a number of significant predictors, 
including the two speech rate measures (average DDK score and DDK rate), age and FDS. The 
DDK measures are a logical outcome and in line with our hypotheses, as the two metrics are 
based on a fairly similar form of task (rapid simple utterance repetition). DDK rate for 
multisyllabic utterances is a somewhat better predictor than DDK rate for monosyllabic 
utterances. This result implies that DDK rate measures are a good predictor of tokens produced 
(which is a proxy for indicating whether a participant can keep up with the metronome rate). 
This is true for younger adults more so than older adults. However, neither of the DDK measures 
are predictive of speech error rate or timing (dependent variables: time to first error and 
proportion of errors).  
Within the dependent variables, average token count and proportion of errors are also not 
correlated, further indicating a lack of a relationship between speech rate and propensity to make 
errors (within this task). This result may reflect the specific task and measures used here, as there 
is evidence in the literature that speech rate can affect the rate and type of error produced 
(Fossett, McNeil, Pratt, Tompkins, & Shuster, 2016; Slis & van Lieshout, 2016). In this analysis 
however, we take one number to signify the total tokens produced in the trial, and a proportion of 
errorful tokens.  People who produce more tokens in the trial may be keeping up with the rate 
better (and prioritizing rate can lead to more errorful speech) but people who produce more 
tokens may also be more fluent speakers, who are keeping up because they find the task easier. 
These two effects could cancel out any relationship between total tokens and proportion of 
errors.  
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None of the other cognitive measures apart from FDS showed significant results. As 
noted previously, this could relate to the complexity level of the tasks. The fluency measure used 
here requires lexical retrieval, and the speech error elicitation paradigm did not, so it is possible a 
stronger relationship would have been seen with real word tongue twisters or other higher level 
error elicitation paradigms. The Flanker task measures inhibitory control, which may also exert 
an effect on speech production at a higher (lexical, syntactic etc.) level than that used in this 
paradigm. It is also possible that the tasks we use here were not relevant enough to speech 
production to show an effect. For example, a task such as the Stroop task, which has a more 
intuitive relationship to the speech and language domain, may have been a better predictor, as in 
Engelhardt et al. (2013) (again, with the caveat that the complexity level may be too different). It 
should also be noted that cognitive tasks, such as the Flanker and the Stroop, are likely not 
exclusively reflecting cognitive ability, but show some influence of sensory function, such as 
hearing and vision (B. M. Ben-David, Nguyen, & van Lieshout, 2011). Indeed, the Flanker 
reaction time measures in this study showed a moderate correlation with vision, and a slightly 
weaker correlation with hearing. 
For this form of speech error elicitation task, none of the sensory (hearing, vision) or 
motor (DDK) measures exhibited a strong relationship with proportion or time taken to make 
speech errors. The sensory measures also showed a high correlation with age, but none of these 
factors seem to be the rate-limiting skills for speech errors in this case. This is somewhat 
surprising, given the motor-heavy nature of the task. However, it is possible this particular task is 
not challenging enough from a motor perspective, or that speech motor control in the older adults 
in this study is still sufficiently preserved so as not to represent a limit on behavior. The results 
here are more consistent with the view that speech rate slowing in older adults is strategic, and 
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Chapter 3 : Types of Speech Errors Seen in Transcription 
The experiment in this chapter examines speech errors via the transcription of acoustic 
data.  All 45 participants contributed to this dataset, allowing a more detailed examination of the 
results than will be possible for the articulatory data (Chapter 4).  The acoustic and articulatory 
data collection was conducted in separate sessions (i.e., all participants completed the acoustic 
version, and a subset were asked to return for an articulatory data collection session). The 
primary reason for this is the larger experimental burden necessary to collect articulatory data. In 
this chapter we present an experiment based on the transcription analysis of acoustic recordings. 
In the next chapter, we present the articulatory experiment. 
Acoustic Data Collection 
The acoustics-only procedure was conducted in a sound-insulated room and was elicited 
using NBS Presentation©. The participants were informed that they would be completing a short 
test that involved producing nonsense word tongue twisters.  
The stimuli in this study were relatively simple mono and di-syllabic utterances - (/tɑp 
kɑp/, /pɑk tɑk/, /pɑd kɑd/ and /bɑb dɑd/), that were cued at the beginning of each trial. This 
stimulus structure restricts the planning burden associated with lexical retrieval, which helps to 
isolate the basis of any results found to the speech planning and articulatory levels. 
During the acoustic data collection, the participant was seated in front of a laptop, on 
which the stimuli for the upcoming trial would appear in a large font on the screen. The 
participant wore a head-mounted microphone. The stimuli (orthographically: top cop, bob dod, 
pod cod and pock tock) appeared for a couple of seconds, after which a screen would appear that 
said “BREATHE” in a large font. This was to remind the participant to take a deep breath before 
the start of each trial, as they would have to speak fairly rapidly for 15-20 seconds. A metronome 
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beat (click) would then emanate from the laptop (through an earpiece, to prevent audio 
contamination). The metronome was in the form of a .wav file, generated using a MATLAB 
script (part of a software package written by M. Tiede). The metronome started at a base rate of 
135 bpm (2.25 Hz) for the first half of the trial and rising by 2.4% per beat for the second half of 
the trial, for a final rate of 240bpm (4 Hz). With pilot participants, it was found that this was a 
rate level that induced errors but did not mean that the older adults made a large excess of errors 
due to fatigue and breathlessness. The participant’s task was to produce the indicated utterance in 
time to the metronome beat, (one syllable per beat) keeping up with the pace. The participants 
completed three trials for each stimulus (utterance) type. They were instructed to listen to several 
beats before starting to speak, to familiarize themselves with the baseline pace. During the 
practice trials it was established that the participant could perform the task, and also that they 
could hear the metronome adequately. If they had problems hearing it, the experimenter raised 
the output level.  
Acoustic Transcription Analysis  
All acoustic analysis was completed using Praat software (Boersma & Weenink, 2018, 
version 5.4.08). The main experimenter, who has training in phonetic transcription, listened to all 
sound files and marked errors in an interval tier in Praat. Errors were transcribed and then 
transferred into an Excel spreadsheet for further analysis. As many articulatory studies of speech 
errors have observed, the perceptual transcription of errors from acoustic data is not without its 
issues. These include transcriber memory, expectations and training. A subset of the data (15%) 
was independently coded by another listener (trained in phonetic transcription), in order to 
calculate inter-rater reliability. Reliability was calculated using Cohen’s Kappa, on a phoneme-
by-phoneme match for errors only. Kappa was 0.80, which is considered ‘substantial’ agreement 
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(McHugh, 2012). It should be taken into account that transcription analysis may be more 
challenging for utterances in this type of task than in typical speech, as top-down knowledge 
from the lexicon and phonetic legality can suppress detection of errorful utterances (Cole, 1973; 
Elman & McClelland, 1988).  
In terms of coding, errors were marked to indicate whether they were whole word or 
segment errors. At the word-level, we also distinguished between word errors that were well-
formed repeats (e.g. /tap tap/) or repetitions of utterances that contained a segment error (e.g. /tɑp 
tɑk/). The segment errors were those that perceptually altered a single sound  (i.e. /t/, /k/) in the 
utterance, and were assigned to one of five categories: insertion (for example /tkap/ -  /k/ is 
inserted), substitution (/tat/ - /t/ is substituted for /p/, deletion (/ta/ - /p/ is deleted), reversal (/pat/ 
- /tap/ reversed) and ‘other’ (anything that did not fit into the aforementioned categories). These 
categories were those that could be detected by transcription. Hence, the terminology differs 
from that used in the articulatory experiment in chapter 4, where errors are referred to as 
“intrusions”, “reductions” and “co-constrictions”. The articulatory error phenomena do not have 
straightforward acoustic correlates, so the two sets of terms should be treated as separate.  
In addition to the type of error, the phonemes involved in the speech error were noted, as 
was the position of the error (initial consonant, vowel, final consonant).  The context of the error 
was recorded (utterances before and after), as was the time to the first error in each trial (if 
applicable). 
Results of Acoustic Transcription Analysis 
The transcription analysis focused on error frequency, type and timing. The four 
utterances used in the speech error main experiment were: /tɑp kɑp/, /pɑd kɑd/, /pɑk tɑk/ and 
/bɑb dɑd/. Of these four utterances, three conform to the ‘alternating onset, identical coda’ 
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pattern seen in previous studies. One utterance (/bɑb dɑd/) has a different pattern – identical 
onset / coda consonant within each syllable. Mooshammer et al. (2019) included this utterance 
structure  - ‘double mismatch’ along with onset (single) mismatch and coda (single) mismatch in 
their EMA study of speech errors. They found that coda mismatches induced more errors than 
onset mismatches, explained by the idea that coda consonants are timed anti-phase to the vowel 
(which is less stable than in-phase timing, for the onset). So, variations in the (already less 
stable) coda are more likely to promote errors. For the double mismatch, the oscillation would be 
expected to be more stable, as the labial and tongue tip gestures in /bɑb/ and dɑd/ are in a 1:1 
relationship. Mooshammer et al. explain the higher rate of errors for the double mismatch 
condition as relating to phase relationships, i.e. the phasing between the C2 of the first utterance 
and C1 of the following utterance changes on every cycle.  
When the results were first tabulated in this study, it was noted that, in addition to having 
a higher frequency of errors, the /bɑb dɑd/ utterance appeared to produce a qualitatively different 
error pattern to the other three utterances. The /bɑb dɑd/ utterance seemed to be sufficiently 
difficult to produce that many participants switched to a different pair of utterances for much of 
the trial; this varied somewhat but was often /bɑd dɑb/. It was unclear whether this switch in 
strategy produced errors of the same quality as the more sporadic errors elicited by the other 
utterance types. Therefore, it was decided that the results for the /bɑb dɑd/ utterance should be 
analyzed separately to those from the other three utterances. 
Forty-five participants produced data of sufficient quality for this analysis. Error analysis 
will be considered across all utterance types, and then for each utterance type individually. Table 
11 shows the breakdown of errors per utterance type, as counts. Figure 4 shows the breakdown 
of errors per utterance type, as a proportion of the total number of tokens produced. The /bɑb 
 66 
dɑd/ utterance produces nearly twice as many errors as the next nearest type. The /tɑp kɑp/ 
utterance produces the next most, with /pɑd kɑd/ and /pɑk tɑk/ the least. 
Table 11. Total number of tokens per utterance type (errorful and non-errorful) and counts of 
errors. 
Utterance Total tokens Segment errors Whole word 
repeats 
Whole word repeats 
with segment errors 
/tɑp kɑp/ 4897 260 154 12 
/pɑd kɑd/ 4952 194 36 13 
/pɑk tɑk/ 4922 178 23 9 
/bɑb dɑd/ 5048 481 68 46 
 















Figure 5, below, shows the breakdown of error type by utterance. The most striking 
results from this graph are that substitutions (e.g. /pɑd/ à /pɑk/) represent a high proportion of 
all errors for each utterance type. Also, insertions (e.g. /tɑp/ à /tkɑp/) represent a high 
proportion of errors for the /tɑp kɑp/ utterance, but not the other two utterances. Figure 6, below 
Figure 5, shows similar information, but for all utterance types combined. We can see that 
substitutions are by far the most common error in general, followed by insertions, but Figure 5 
tells us that this is mainly accounted for by /tɑp kɑp/. 
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Figure 6. Error counts, broken down by types - all utterances except /bɑb dɑd/. 
 
































Statistical analysis of error types  
Before making a qualitative examination of errors by utterance type we perform a 
statistical (mixed model) analysis on error rate by error type and utterance type. The null 
hypothesis would be that utterance type does not affect rate at which different types of error are 
produced. This analysis does not include /bɑb dɑd/ because (as mentioned previously) the error 
types seem to be qualitatively different from the other three utterances. The data used in this 
model is summarized in Figure 5 (p. 68) and Table 12, below. Models were run using R (R core 
development team, 2018) and the lmer test package (Kuznetsova et al., 2017).  
Table 12. Total number of tokens per utterance type (errorful and non-errorful) and counts of 
errors, by type. 
  Type    /pɑk tɑk/ /pɑd kɑd/ /tɑp kɑp/ 
  Deletion            8 18 6 
  Insertion          33 47 117 
  Other               8 10 12 
  Reversal            8 4 20 
  Substitution       148 135 119 
  Non-error         4717 4738 4623 
 
The model included the fixed effects of utterance type, error type, and their interaction, 
along with a random effect of participant. Random slopes did not converge. In R, the model was 
constructed as follows: 
Model: lme.fit <- lmer(ER ~ utterance * TYPE + (1|`P#`), error_data) 
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Table 13. Significant interactions for error type * utterance type model. 
 t value p value 
TYPEsubstitution_rate   9.423 < 2e-16 *** 
utterancetopcop:TYPEinsertion_rate 3.423 0.000633 *** 
 
The results of the mixed model show that the utterance type and error type do interact. 
Specifically, there are more substitutions than other error types for all three utterance types, and 
/tɑp kɑp/ has more insertions than expected, all things being equal. 
The following sections contain an examination of errors by utterance type. The 
transcription and graphing uses ARPABET, which is a phonetic transcription code using ASCII 
symbols. For those unfamiliar with ARPABET, a key is given in below in Table 14. 
 
Table 14 ARPABET to IPA symbol key, for segments used in this analysis 
ARPABET C IPA C ARPABET V IPA V 
P p AA ɑ 
B b AE Æ 
T t AH ʌ 
D d AW aʊ 
K k AX ə 
G ɡ UH ʊ 
TH θ   
F f   
V v   
S s   
CH tʃ   
JH dʒ   
M m   
N n   
W w   
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Results specific to /tɑp kɑp/ 
Figure 8 and Figure 9, below, show the breakdown of substitution and insertions, 
respectively, for the /tɑp kɑp/ utterance. For substitutions, the most frequent is /p/ à /t/, 
followed by /p/ à /k/. For insertions, /t/ is the most frequent by a large margin. There are only 
four deletions, so this data is not hugely meaningful, but /p/ is deleted three times and /k/ once. 
 
Figure 8. Breakdown of substitutions for /tɑp kɑp/. The Y-axis indicates the substitution – the 

































Figure 9. Breakdown of insertions for /tɑp kɑp/. The Y-axis indicates the inserted segment/s. 
 
Results specific to /pɑk tɑk/ 
Figure 10 and Figure 11, below, show the breakdown of substitutions and insertions, 
respectively, for the /pɑk tɑk/ utterance. For substitutions, the most frequent is /k/ à /p/. For 


















Figure 10. Breakdown of substitutions for /pɑk tɑk/. The Y-axis indicates the substitution – the 
letter before the period is the original segment and the letter afterwards is the substituted 
segment. 
 










































Results specific to /pɑd kɑd/ 
Figure 12 and Figure 13, below, show the breakdown of substitutions and insertions, 
respectively, for the /pɑd kɑd/ utterance. For substitutions and insertions, there is a more 
distributed pattern than for /tɑp kɑp/ and /pɑk tɑk/. The most frequent substitution is /d/ à /b/, 
followed by /d/ à /g/ ~ /d/ à /p/. For insertions, /t/ is the most frequent, followed by /k/ then /p/. 
There are also more deletions (17) compared to the other utterances for /pɑd kɑd/; they are all /d/ 
(no plot shown). 
Figure 12. Breakdown of substitutions for /pɑd kɑd/. The Y-axis indicates the substitution – the 




























Figure 13. Breakdown of insertions for /pɑd kɑd/. The Y-axis indicates the inserted segment/s. 
 
Results specific to /bɑb dɑd/ 
Figure 14 and Figure 15, below, show the breakdown of substitutions and insertions,  
respectively, for the /bɑb dɑd/ utterance. For substitutions, the most frequent is /d/ à /b/, 
followed by /b/à /d/. For insertions, /b/ is somewhat more frequent than /d/. There are a fairly 


















Figure 14. Breakdown of substitutions for /bɑb dɑd/. The Y-axis indicates the substitution – the 
letter before the period is the original segment and the letter afterwards is the substituted 
segment. 
 
Figure 15. Breakdown of insertions for /bɑb dɑd/. The Y-axis indicates the inserted segment. 
 
Discussion of Results 
One of the first things that was clear in analyzing the transcription data was that the /bɑb 



































results than the other three utterances. This is consistent with findings in Mooshammer et al. 
(2019) who refer to the /bɑb dɑd/ utterance structure as a ‘double mismatch’, in terms of the 
onset and coda consonants. This utterance produced a much higher number of errors than any of 
the other utterance types, and (as noted in the results section) the difficulty level seemed to 
precipitate a switch in many participants to start repeating /bɑd dɑd/ or /bɑd dɑb/ for a large part 
of the trial (rather than /bɑb dɑd/). This could be interpreted as a switch to a more stable phasing 
pattern, in part by assimilating the place of articulation of the consonants (/bɑd dɑb/ /bɑd dɑb/). 
This is discussed more generally below, but because for /bɑb dɑd/ the change represented a more 
holistic accommodation, the categorization of these productions as errorful becomes more 
complicated. The articulatory data from this utterance was not analyzed for this dissertation, as 
due to time constraints only the /tap kap/ utterance was possible. It is possible that the errors may 
be qualitatively different from the more sporadic segment-level errors that characterized the /tɑp 
kɑp/, /pɑk tɑk/ and /pɑd kɑd/ data. 
A feature of the /tɑp kɑp/ data worth mentioning is that there were many more ‘whole 
word repeat’ errors for the /tɑp kɑp/ utterance than for /pɑk tɑk/ and /pɑd kɑd/ (see Table 11). 
These were instances where the utterance sounded well formed, but was repeated out of 
sequence, e.g. ‘/tɑp tɑp/. These may be examples of the participant attempting to ‘reset’ their 
articulation to stabilize the speech pattern. It is not known why this would be a strategy used 
more for /tɑp kɑp/ than for /pɑk tɑk/ and /pɑd kɑd/, but the /tɑp kɑp/ utterance did appear to 
result in more errors overall (see discussion below) so this ‘resetting’ may have been related to 
the more challenging articulation. 
At the segment level, it is of use when thinking about the differences in results between 
these utterance types to directly visualize the differences in structure (see Table 15). 
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/bɑb dɑd/ xVx.yVy NA 













/pɑd kɑd/ _Vd._Vd /d/ Coronal Voiced /p/, /k/ labial, velar Vless 
 
One explanation for the lower error rate on /pɑd kɑd/ and /pɑk tɑk/ is that the labial 
constriction is more decoupled from the tongue constrictions. So, while the onset consonants in 
/pɑk tɑk/ and /pɑd kɑd/ are alternating at a 2:1 ratio with the coda, they alternate between a 
bilabial constriction and a tongue constriction. For /tɑp kɑp/, the alternating onset is two tongue 
constrictions (tip and body), which may cause more interaction between the onset consonants, 
which leads to a greater number of errors.  This is similar to an argument put forward in Slis and 
van Lieshout (2016), regarding the freedom that an articulator has to maintain linguistic goals. A 
caveat here is that there could underlyingly be more insertions for /pɑd kɑd/ and /pɑk tɑk/ but 
they are harder to hear than /tɑp kɑp/ because of the aforementioned lesser gestural coupling 
(during /p/ production the result of the TB constriction may be obscured acoustically). 
An explanation that appeals to the difference in the initial consonants is also consistent 
with a great deal of speech errors research, which has found speech errors to be more common in 
initial C position. Dell et al. (1993) argued that the initial consonant may be more ‘detachable’ 
than the coda, which is ‘more buried in the hierarchical structure of the word’ (Dell et al., 1993, 
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pp. 14). In Articulatory Phonology, meanwhile, the initial consonant is thought to be produced 
‘in-phase’ with the vowel (with the coda consonant anti-phase) (Browman & Goldstein, 1992). 
This implies that the initial consonant should be less detachable.  The current study is not 
designed to answer questions on syllable position however, as the stimuli here alternate only in 
the initial position, and as errors are more likely to interact in like contexts, the higher rate of 
errors on initial consonants is unsurprising. 
Another feature of these results is that /t/ seems to have a much higher rate of insertion 
than other consonants. This is even true for /pɑd kɑd/, where there is no /t/ present in the 
intended utterance. There are several potential reasons for this. One is that /t/ is genuinely 
inserted more often, perhaps due to frequency effects in English. It is also possible that the 
experimenter (and independent rater) were perceptually more likely to hear errors as /t/ 
utterances. Frisch and Wright (2002) found in their acoustics-based speech error results that /z/ 
was more likely to be transcribed as /s/ than the converse, although acoustic analysis suggested 
this was not objectively the case. So, for /pɑd kɑd/ it is possible that insertions were in fact /d/ 
segments that were heard as /t/. Further, it could be that the /d/ segments were variably devoiced 
in insertions, and hence more likely to be heard as /t/.  
For /tɑp kɑp/ and /pɑk tɑk/, this explanation is a little less compelling, as it is less likely 
that a /k/ insertion would be perceived as a /t/, except in the case of double articulations, where 
the /t/ closure percept may override the /k/ closure percept.  It is possible that (in general) /t/ 
errors are more perceptually salient (or represent a default percept) than /k/ errors. For this, we 
can appeal to any difference between the acoustics and articulatory data. Table 16 (below) shows 
the percentages of /t/ and /k/ errorful tokens identified over all trials in the shape analysis. This is 
a relatively small amount of data compared to the acoustic analysis, but implies that in 
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articulatory data, /t/ errors may not be exceeding /k/ errors by as much as is implied in the 
acoustic data. This bears some similarity to a finding in Pouplier (2003) who stated ‘if 
(articulatory) errors are systematically heard more easily on /t/ than on /k/, this perceptual 
asymmetry can be expected to substantially affect the error distribution in corpora.’ (pp. 153). 
Table 16: Counts of total errorful tokens tracked over all trials for each participant in the 





% t % k 
04YA 18 44 56 
50OA 26 46 54 
35YA 13 54 46 
23OA 25 64 36 
40YA 23 52 48 
46OA 47 53 47 
48YA 31 58 42 
44OA 13 62 38 
 
In terms of substitutions, for /tɑp kɑp/ the most common were /p/ à /t/ and /p/ à /k/, for 
/pɑk tɑk/ it was /k/ à /p/, and for /pɑd kɑd/ /d/ à /b/. One explanation for these errors follows a 
similar logic to the articulatory errors, in that they are assimilations to a less effortful articulation 
(or gestural oscillation). A number of the /d/ à /b/ substitution errors for /pɑd kɑd/ resulted in 
/pɑb kɑd/ or /pɑd kɑb/, so the high incidence of /b/ could be assimilation to the place of 
articulation of the initial /p/, or an attempt to have a bilabial constriction at both ends of the 
utterance. For /tɑp kɑp/, a common error structure was /tɑp kɑt/; there were also a lot of /tɑp tɑt/ 
errors. This minimizes the number of constrictions the speaker has to make to repeat the 
utterance, which could represent a coping mechanism in response to the rate ramp-up.  
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Switches in speech patterns to minimize constrictions, or to achieve a more stable 
oscillatory or phasing relationship are likely associated with the particular task that we require 
participants to engage in, i.e., accommodations not typically necessary in spontaneous speech. 
Therefore, the results should be interpreted as mostly revealing of the trade-offs that people 
make when pressure is exerted on the articulatory system. Another issue to consider is that 
reducing the number of constrictions is not always (although can be) a way to economize effort 
or stabilize speech. Articulatory data has shown that, in some cases gestures may in fact be added 
(Goldstein et al., 2007), to create a more stable mode of oscillation (Slis, 2018), and hence it is 
the overall pattern that may represents the economy and not just a summation of individual parts 
(Pouplier, 2003). However, this particular analysis was based on transcription of acoustic data, 
where the addition of gestures may not always have been perceptible.
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Chapter 4 : Articulation of Speech Errors 
The experiment described in this chapter involves the collection of articulatory 
(ultrasound) data based on the alternating word error-elicitation technique described previously. 
Data for all utterances was collected, but only the /tɑp kɑp/ utterance was analyzed, as the shape 
analysis for this utterance alone involved the hand-annotation of nearly 1000 tongue contours. 
The results focus on a) the characteristics of the tongue shape of the errors vs. non –errors, and b) 




The demographics of the eight participants chosen for the articulatory analysis are shown 
below, in Table 17. These are a subset of the participants from the acoustic paradigm, who were 
invited back to complete an articulatory version of the task. Data were collected from a total of 
twenty participants for the ultrasound paradigm. Eight were chosen for analysis as they a) 
completed the experiment correctly and b) they imaged well. Because there were only eight 
participants (four per age group), age was not taken into consideration as a factor in this analysis, 
as statistical results would be unlikely to be meaningful. There were only two male participants; 
this is partly a result of the fact that males do not tend to image as well as females in ultrasound. 




Table 17. Information on participants selected for articulatory analysis. YA = young adult, 
OA=older adult. 
Participant # Age Sex 
04YA 25 F 
35YA 23 F 
40YA 20 F 
48YA 20 M 
23OA 61 F 
44OA 72 F 
46OA 72 F 
50OA 60 M 
Equipment Set-up 
The stimulus presentation and general procedure for the experiment in the articulatory 
condition was similar to that of the acoustic condition, with the following exceptions. 
The participant was seated on a chair in a quiet room, adjacent to a room containing an 
ultrasound machine and associated equipment. The ultrasound was a Siemens Acuson X300 and 
data was collected using a C6-2 curved-array transducer, at 60Hz. The transducer and 
microphone cords were fed through tubing between the rooms, so as to minimize noise produced 
by the ultrasound machine and the computer fan in the sound recordings. The transducer was 
held in a microphone stand and positioned in mid-sagittal alignment under the participant’s chin. 
It is acknowledged that the position of the transducer may interfere to some extent with 
mandibular motion during speech, but this method is less intrusive in this respect than the 
alternative helmet-based stabilization systems (e.g., Scobbie, Wrench, & van der Linden, 2008; 
Spreafico, Pucher, & Matosova, 2018). Behind the stand (facing the participant) was a raised 
platform, on which was placed the laptop for stimulus display. Behind this, also facing the 
participant was a video recorder, positioned at face height.  
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To the side of the participant, a microphone stand held the recording microphone 
(Sennheiser ME66 supercardioid). The microphone was directed at the participant’s mouth and 
placed approximately 20 cm away. The acoustic data collection was synched with the ultrasound 
data collection by use of an Avermedia RecCentral game broadcaster HD video card and 
software. This ultimately produced mp4 files with 60 fps video and 44.1 kHz audio. 
Procedure 
The participants were given the opportunity to accommodate to the ultrasound set-up by 
conversing with the experimenter. A second screen mirroring the ultrasound screen was visible 
to the experimenter, so that adjustments could be made to the position of the participant’s head 
or the transducer, in order to obtain the optimal signal. Participants were instructed to rest their 
chin on the transducer while speaking, and a standard water-based gel was applied to the surface 
of the transducer; both of these measures improve the conductance of the ultrasound signal from 
the transducer through the tissue.  
For data collection, the participants were made as comfortable as possible, which 
sometimes involved changing the height of the transducer stand or seat., all prior to data 
collection They were given a single-button response box to advance trials. As in the acoustic 
paradigm, the stimulus item (utterance) for the following trial appeared on a laptop screen in 
front of the participant. When they wished to advance the trial they pushed the response button, 
were instructed to take a deep breath, and repeated the utterances in time to the metronome for 
the duration of the 15 s trial. Again, there was one practice trial per utterance type, and three 
repetitions of each utterance type for data collection. Breaks were taken as needed. The 
experiment was typically less than 15 minutes in duration. 
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Ultrasound video and audio data was digitized in MP4 format, and videos were saved to 
external hard drives for later analysis. Video camera data of the participants’ faces during speech 
was also saved in MP4 format. 
Analysis of Articulatory Data 
Owing to the lengthy nature of hand-labeled ultrasound contour extraction, the 
articulatory analysis was completed for the /tɑp kɑp/ utterance type only. The ultrasound data 
was in the form of an MP4 file. The video spanned the entire experiment, so was segmented into 
trials using code written in MATLAB, demarcated based on Praat textgrid boundaries. This code 
also splits out the audio from the video for further analysis in Praat.  
Contour extraction was completed using GetContours software (Tiede, 2015) using two 
different functions: ‘snakes’ and ‘lines’. The snakes function fits an active contour model to the 
pixels in the ultrasound image that represent the air-tissue interface of the tongue. In this case, 
shapes for every consonantal constriction in all /tɑp kɑp/ files were identified using 12 anchor 
points. From this, a set of 100 x-y coordinates is automatically extracted, and this can be fed into 
our shape-based analyses (Dawson, Tiede and Whalen, 2016). The lines function allows the user 
to position arbitrary line segments tracking the intersection with the tongue contour (in this case 
in the region of the tongue body constriction location) in order to measure movement to and from 
the constriction location, indicating reductions and intrusions. Therefore, in this study we are 
using the ultrasound data to evaluate two properties of the ultrasound images – tongue shape and 
tongue dorsum movement. 
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Tongue Shape Analysis 
The tongue shape analysis used was taken from Dawson, Tiede and Whalen (2016), 
which describes techniques to analyze the shape of the tongue, rather than the position. The 
motivation for this is that shape analysis can give useful information even in the absence of head-
centric coordinate system. Three metrics were adapted from the mathematical literature by the 
authors: Procrustes analysis (which compares a given token shape to a base, or reference shape), 
Modified Curvature Index (integrated curvature over the arc length of the tongue) and a shape-
based Fourier analysis (Discrete Fourier Transform – DFT). In this dissertation, the Fourier 
analysis and MCI techniques are used. To perform the DFT analysis, the shapes (contours 
extracted using GetContours) are transformed into the spatial frequency domain. Figure 16, 
below, gives an example of contour identification in GetContours. 
Figure 16. Contour tracking in GetContours. The tongue tip is to the right of the image; anchor 
dots are in red. 
 
As explained in Dawson, Whalen and Tiede 2006, pp.8: 
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“We transform the tangent angle values for each point on the shape as a function of arc 
length. The DFT procedure can be conceptualized as obtaining a measure of correlation between 
a function (in this case the tangent angle) and sine and cosine waves of increasing frequency, the 
first coefficient relating to waves with wavelength equal to the full arc length, and higher 
coefficients relating to multiples of this frequency.” 
The first coefficient of the DFT represents the largest scale properties of the shape, with 
values for higher coefficients representing increasingly fine detail. 
The Modified Curvature Index (MCI) was adapted from Stolar and Gick (2013), who 
applied it to ultrasound tongue contours as a measure of shape complexity. The ‘modified’ aspect 
is that we integrate curvature over the arc length of the tongue, which makes the measure 
invariant to rotation. A higher curvature index indicates a more curved shape. However, this can 
be a reflection of the inflection or ‘acuteness’ of a single contour or the number of inflections 
that occur along the contour. Therefore (as noted in Dawson et al. 2016) this measure is a more 
general reflection of shape complexity, unlike the Fourier transform, which is a good shape 
categorizer but does not reflect complexity per se. 
After we computed both measures for all extracted contours, they were fed into a 
Principle Components Analysis (PCA). PCA is commonly used technique, where the dataset is 
rotated to create a linear combination of new variables, which maximize the variance of the 
dataset in the first principle component. The second principle component is a direction 
orthogonal to the first principle component that maximizes the remaining variance (and so on). 
There are as many principle components as variables, but the motivation is that one can explain 
the majority of the variance using the first few principle components. In this respect, PCA is a 
data reduction technique (for more detail, see Jolliffe, 2002). 
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Lines Analysis 
The shape analysis described above allows investigation of speech errors using a different 
perspective to the usual positional data. However, this also means that the results are less 
comparable to those of previous studies. Therefore, in this dissertation we have also tested a 
newer function in GetContours, which allows the user to place a tracking line through the tongue 
contour. The location tracked is the intersection of the tongue contour with the line; a vertical 
orientation for the line was chosen as we wanted to represent vertical tongue motion. This 
method gives time series data that corresponds more closely to previous work, although in this 
case we are tracking the air-tissue interface in the image rather than a sensor on a fleshpoint, as 
in EMA studies. In this case the radial line was placed corresponding to the constriction location 
for /k/, which was approximated by having the participant hold the /k/ constriction in /tɑp kɑp/ 
for an extended period before the beginning of the trial, so that the palate contact was visible in 
the image. The exact location for tracking to/from was taken as the midpoint of any palate 
contact for the held /k/ constriction. This is, as noted, an approximation. The constriction 
location for /t/ was not tracked in this data set, as the experimenter judged that the air-tissue 
interface in this area was not clear enough across all frames to produce reliable data. For an 
example of this analysis see Figure 17, below. 
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Figure 17. Lines analysis of ultrasound data. The tongue tip is to the right of the image; shown is 
the radial tracking vector (between the red and green dots) and the current tracking point (yellow 
circle). 
 
The protocol for this data set was that, for each /tɑp kɑp/ trial also used in the shape 
analysis, the experimenter determined the frame range of the speech sequence. The lines analysis 
start point was the constriction for the first /k/ in the trial. The lines analysis then tracks the 
location of the tongue towards and away from the constriction location over time, using the pixel 
brightness of the air-tissue interface, indicated by a moving anchor point.  
There are a number of settings that can be adjusted to improve tracking. The pertinent 
selections here are that we used an ‘overall maximum’ algorithm for pixel brightness and the 
‘weight by last’ setting was changed from the default of 0.5 to 0.3. The ‘weight by last’ setting 
affects how strongly the position of the anchor point is determined by the position in the previous 
frame. Testing showed that with the 0.5 default, the anchor point did not move quickly enough 
when the tongue position changed very quickly. Below this level it was felt that there was 
insufficient inertia. There are some benefits to the user being able to set the analysis line 
themselves. One is that the constriction location can be defined trial-by-trial. The other is that the 
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line length can be used to encompass the full range of tongue movement but to avoid any other 
areas of brightness in the image that may throw off the tracking. 
There is some similarity in this analysis to the concept of tracking an EMA sensor placed 
on the tongue body, with the key difference that this analysis does not index a fixed point on the 
tongue; the fixed point is the constriction location and hence the part of the tongue passing 
through the analysis line changes. However, this analysis is of interest because theoretically (in 
Articulatory Phonology, for example) constriction location and degree are defined as key 
parameters (Browman & Goldstein, 1992, 1995). Anchoring the analysis to the palate structure 
(i.e. the target of the /k/ gesture being made) seems valid, when considering reductions and 
intrusions for this one gesture. One caveat is that using a single line does restrict the constriction 
location to a small zone. If the constriction location shifts somewhat on the hard palate this will 
not be captured in the lines analysis. In spontaneous speech, with a higher level of coarticulation 
this may be quite problematic, but for this data set the only consonants are /k/ an /t/ and the only 
vowel is /ɑ/. Therefore, we are making the assumption that the constriction location is relatively 
static and given the large mass of the tongue body the air-tissue interface will be located across 
the analysis region.
 92 
Results of Articulatory Analysis 
In total, 26 trials of top cop utterances and 988 shapes were tracked using GetContours 
for the line and shape analyses, respectively. The breakdown across participants is also shown in 
Table 18.  




The tongue shape analysis is a multi-step process. For each participant, the data from the 
Fourier analysis and MCI analyses are submitted to a PCA on the seven extracted variables 
(MCI, real & imaginary parts of first 3 Fourier modes). Kernel density estimation is then used to 
assess whether the distributions of the errorful versus non-erroful utterances are significantly 
different (the null being that they are identical). 
Contours were plotted using an adaptation of the smoothing spline (SS) ANOVA 
technique from Davidson (2006). A mean shape representing all non-errorful utterances (for the 
trial in question) is plotted, with 95% confidence intervals (in many figures these are close to the 
mean line, so can be difficult to see. Errors are any consonantal constriction that was out of 
sequence (in the articulatory data) and / or not acoustically well-formed (i.e. transcribed as an 




04YA 3 118 
35YA 2 72 
40YA 3 114 
48YA 3 120 
23OA 4 142 
44OA 3 106 
46OA 4 154 
50OA 4 162 
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error).  No statistical error criteria were used, unlike previous studies where some form of error 
threshold was applied. The aim in this study was to capture all consonantal constrictions, no 
matter the magnitude. This means that the articulations assigned to the ‘error’ group are 
potentially different (and perhaps more numerous) than those in studies that use statistical 
criteria. With articulatory movement criteria set, only articulations that differ from what is 
defined as ‘typical’ are included. In this study, if an articulation is mis-located or sounds 
erroneous, it is marked as an error a-priori, even if it then turns out to be indistinguishable from a 
non-error in the articulatory analysis. This approach means that we evaluate ‘error’ properties in 
shape after selection, whereas if statistical criteria inherent to the articulation are used to select 
errors, then the selection process, to some extent, defines the properties.  
The errors in the figures below are plotted individually, as they do not represent a second 
distribution. This allows us to easily see what a non-errorful production typically looks like 
compared to all the errors on each trial.  Many of the errors are outside of the mean non-errorful 
confidence interval. The tongue tip is to the right in all images. 
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Figure 18. Shapes tracked for Participant 04, a 25yr-old female. Columns are trials and rows are 
shape type (K and T). Tongue tip is to the right in all images. Mean non-errorful K shape is 
shown in red, errorful K shapes are blue. Mean non-errorful T shape is green, errorful T shapes 
are purple. The grey band around the mean non-errorful shape is a 95% confidence interval for 
the mean. 
 
Figure 19. Shapes tracked for Participant 40, a 20yr-old female. Columns are trials and rows are 
shape type (K and T). Mean non-errorful K shape is shown in red, errorful K shapes are blue. 
Mean non-errorful T shape is green, errorful T shapes are purple. The grey band around the mean 







































Figure 20. Shapes tracked for Participant 35, a 23yr-old female. Columns are trials and rows are 
shape type (K and T). Mean non-errorful K shape is shown in red, errorful K shapes are blue. 
Mean non-errorful T shape is green, errorful T shapes are purple. The grey band around the mean 
non-errorful shape is a 95% confidence interval for the mean. 
 
Figure 21. Shapes tracked for Participant 48, a 20 yr-old male. Columns are trials and rows are 
shape type (K and T). Mean non-errorful K shape is shown in red, errorful K shapes are blue. 
Mean non-errorful T shape is green, errorful T shapes are purple. The grey band around the mean 









































Figure 22. Shapes tracked for Participant 23, a 61 yr-old female. Columns are trials and rows are 
shape type (K and T). Mean non-errorful K shape is shown in red, errorful K shapes are blue. 
Mean non-errorful T shape is green, errorful T shapes are purple. The grey band around the mean 
non-errorful shape is a 95% confidence interval for the mean. 
 
Figure 23. Shapes tracked for Participant 46, a 72yr-old female. Columns are trials and rows are 
shape type (K and T). Mean non-errorful K shape is shown in red, errorful K shapes are blue. 
Mean non-errorful T shape is green, errorful T shapes are purple. The grey band around the mean 
non-errorful shape is a 95% confidence interval for the mean. 
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Figure 24. Shapes tracked for Participant 44, a 72yr-old female. Columns are trials and rows are 
shape type (K and T). Mean non-errorful K shape is shown in red, errorful K shapes are blue. 
Mean non-errorful T shape is green, errorful T shapes are purple. The grey band around the mean 
non-errorful shape is a 95% confidence interval for the mean. 
 
Figure 25. Shapes tracked for Participant 50, a 60 yr-old male. Columns are trials and rows are 
shape type (K and T). Mean non-errorful K shape is shown in red, errorful K shapes are blue. 
Mean non-errorful T shape is green, errorful T shapes are purple. The grey band around the mean 
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The graphs below, Figure 26 to Figure 33, represent the output of the Fourier shape 
analysis. The Fourier analysis decomposes the shape into a series of sine waves of increasing 
frequency The Fourier coefficients describe the contributions of these sine waves to the overall 
shape. The first coefficient (plotted here) represents the contribution of the lowest frequency sine 
wave. Each Fourier coefficient is a complex number, consisting of a real and an imaginary part.  
The Fourier plot for participant 50 (Figure 26) is shown with some example tongue 
contours. The top left insert panel shows some /k/ contours, and their corresponding data points 
in the Fourier graph. The red contours are errors and the blue contours are non-errors. The same 
is true for the lower right panel, showing /t/ contours. For this example, we have picked out two 
contours in the center of the ‘non-errorful’ ellipses, one errorful and one not (errors are marked 
with * next to the segment). This demonstrates that some errors (such as the red k* in the cloud 
of black non-error /k/’s) look very similar in shape to the non-errors, while some have quite a 
different shape (e.g. the red k* in the red ellipse). 
It is important to remember when viewing the Fourier plots that this analysis discards 
positional information, so some shapes that appear in a similar position when viewed as contours 
but are different shapes, will appear different on the Fourier plots. The Fourier plots are 
somewhat difficult to interpret, partially because of this fact. In general, Fourier plots are thought 
of in two dimensions: phase and magnitude. The phase is the radial position around the central 
axis of the plot. The magnitude is the distance along the radial axes. Phase is not easily 
interpretable in this analysis because of the lack of objective positional information, but it is an 
axis along which the shape data can be separated. Magnitude however, is interpretable as 
showing shapes with a more ‘peaked’ quality with higher magnitude.  
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 In general, if tongue shapes during errorful utterances are qualitatively the same as well-
formed utterances, just in a different position, we would expect a lot of overlap between the 
‘errorful’ clouds and the ‘non-errorful’ clouds of shapes. In contrast, if the tongue shapes are 
different for the errorful shapes are not just a transposition of the segment, then there should be 
less overlap between the clouds. 
 100 
Figure 26. Fourier analysis for Participant 50, a 60 yr-old male. K shapes marked as non-errorful 
are red, errorful are blue. T shapes marked as non-errorful are green, errorful are purple. Groups 
are surrounded by 1sd confidence ellipses. Inset figures show examples of a mean non-errorful 
contour (in red for /k/, in green for /t/) with examples of errorful shapes (arrows directed to the 




























































































































































Figure 27. Fourier analysis for Participant 44, a 72yr-old female. K shapes marked as non-
errorful are red, errorful are blue. T shapes marked as non-errorful are green, errorful are purple. 








































































































Figure 28. Fourier analysis for Participant 46, a 72yr-old female. K shapes marked as non-
errorful are red, errorful are blue. T shapes marked as non-errorful are green, errorful are purple. 


















































































































































Figure 29. Fourier analysis for Participant 23, a 61yr-old female. K shapes marked as non-
errorful are red, errorful are blue. T shapes marked as non-errorful are green, errorful are purple. 




































































































































Figure 30. Fourier analysis for Participant 48, a 20yr-old male. K shapes marked as non-errorful 
are red, errorful are blue. T shapes marked as non-errorful are green, errorful are purple. Groups 






















































































































Figure 31. Fourier analysis for Participant 35, a 23yr-old female. K shapes marked as non-
errorful are red, errorful are blue. T shapes marked as non-errorful are green, errorful are purple. 


















































































Figure 32. Fourier analysis for Participant 40, a 20yr-old female. K shapes marked as non-
errorful are red, errorful are blue. T shapes marked as non-errorful are green, errorful are purple. 



















































































































Figure 33. Fourier analysis for Participant 04, a 25yr-old female. K shapes marked as non-
errorful are red, errorful are blue. T shapes marked as non-errorful are green, errorful are purple. 
Groups are surrounded by 1sd confidence ellipses. 
 
There are two general observations that can be made about the Fourier analysis graphs 
above. First, for the majority of participants, the clouds of shapes marked as ‘errorful’ have a 
greater variability in their distribution than the non-errorful clouds, (potentially because the 













































































































and non-errorful shapes show varying levels of overlap, depending on the participant.  For 
example, in the figure for participant 44 (Figure 27), the clouds of shapes marked errorful and 
non-errorful have a similar position and variability. In the figure for participant 23 (Figure 29) 
the errors and non-errors have hardly any overlap at all. 
From extensive viewing of the video files, for these eight participants and others that 
were not analyzed, there are several common error types in the movement domain. One is 
reductions, where the constriction target is undershot relative to non-errorful utterances (not to be 
confused with the linguistic term ‘reduction’ which tends to mean a weakening of a sound). This 
will be discussed further in the ‘lines’ analysis, but can be demonstrated in the shape analysis by 
the fact that, for seven out of eight of the participants, the cloud of errorful /k/ shapes have lower 
magnitude values than the non-errorful /k/ shapes. This implies a less peaked or acute shape, 
which is consistent with reduction. This can also be seen in the contour plots, for example Figure 
Figure 23 (participant 46). 
The second type of error is intrusions, where a movement consistent with a competing 
gesture appears in a segment (for example, tongue body raising during a /t/). This can be seen in 
the shape analysis (most prominently for participants 50 and 23, Figure 26 and Figure 29), where 
the clouds of errorful /t/ shapes are distributed above the non-errorful /t/ shapes (i.e. further 
toward the /k/ shapes). An intrusion can act anticipatorily, perseveratively or as a co-constriction. 
For example, a person is supposed to say /tɑp/, but erroneously starts the gesture for /k/ also. The 
sequencing and level of overlap in the gestures is what determines the nature of the intrusion, 
and also what is audible.  If the motor plans are activated closely together the utterance may (or 
may not) sound well-formed but articulatory data will show a co-constriction, where two fairly 
well-defined gestures are apparent. The magnitude of each gesture can vary, however. Examples 
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can be seen in the shape data for participant 50 (Figure 25) – in many /t/ shape contours one can 
see a considerable raising of the TB, but also a TT gesture. If the gestures are activated with an 
offset, both segments may be audible, i.e. /ktɑp/. 
Modified Curvature Analysis (MCI) 
The MCI, as discussed in the methods section, gives an indication of the ‘complexity’ of 
the shape by integrating the curvature over the arc length of the contour. Both /t/ and /k/ shapes 
are plotted on the same graph, but the most important comparison is between the errors and non-
errors in each group.  For the /k/ groups, a lower MCI value represents a less curved shape, 
indicative of a reduction. Figure 34 shows boxplots for normalized MCI values, across all 
participants.  
Figure 34. MCI analysis for all participants. Boxplots show normalized MCI values for /k/, k*, 
/t/ and t* groups. (left to right).  
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For the MCI analysis, six of the eight participants have lower MCI values for the errorful 
/k/s than the non-errorful /k/s (reflected in the boxplots in Figure 34). Extrapolating from the 
plotted contours, this could be reflective of the reduced /k/ shapes. The results for the /t/ analysis 
are more mixed. This is not unexpected as /t/ tends to have more variation in inflection number 
and location than /k/, which is usually a single inflection (continuous curve). Therefore, a lower 
MCI value for /k/ is almost certainly indicative of a reduced curvature in the single inflection, 
whereas for /t/ the interpretation is less straightforward. 
PCA and KDE analysis 
The shape analysis results above indicate that there appear to be some qualitative 
differences between the majority of the errorful and non-errorful shapes for /t/ and /k/. A PCA 
and a kernel density estimation (KDE) analysis were used to further investigate the validity and 
nature of the groups, given that the central claim of gradience in errorful productions rests on 
being able to see non-binary differences between the errors and non-errors. Including the values 
from both the Fourier and MCI into one analysis is also of interest, as they are unrelated 
measures that give us different information about the nature of the shape, and hence separation in 
the PCA does not rely on a single technique. 
PCA is an unsupervised data reduction technique, in that we do not specify groups and 
the algorithm organizes the data into principle components. The PCA uses the real and imaginary 
parts of the first three coefficients of the Fourier transform, as well as the MCI value. Higher 
coefficients in the Fourier transform reflect finer detail of the shape. Figure 35 to Figure 42 show 
the PCA separation for the first two components, for each participant. The colors for the segment 
and error groupings are added to the plots post-hoc. The radial brown lines indicate the 
contribution of each variable to the separation (length = extent, direction = PC). Ellipses indicate 
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one standard deviation. Table 19, following the plots, shows the cumulative variance explained 
by the first two principle components. 
Figure 35. PCA for participant 04, a 25-year old female. PC1 is on the x-axis, PC2 on the y-axis. 
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Figure 36. PCA for participant 40, a 20-year old female. PC1 is on the x-axis, PC2 on the y-axis. 
Non –errorful /k/s are in red, errorful in blue. Non-errorful /t/s are in green, errorful in purple. 
 
Figure 37. PCA for participant 35, a 23-year old female. PC1 is on the x-axis, PC2 on the y-axis. 
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Figure 38. PCA for participant 48, a 20-year old male. PC1 is on the x-axis, PC2 on the y-axis. 
Non –errorful /k/s are in red, errorful in blue. Non-errorful /t/s are in green, errorful in purple. 
 
Figure 39. PCA for participant 23, a 60-year old female. PC1 is on the x-axis, PC2 on the y-axis. 
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Figure 40. PCA for participant 44, a 72-year old female. PC1 is on the x-axis, PC2 on the y-axis. 
Non –errorful /k/s are in red, errorful in blue. Non-errorful /t/s are in green, errorful in purple. 
 
Figure 41. PCA for participant 46, a 72-year old female. PC1 is on the x-axis, PC2 on the y-axis. 
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Figure 42. PCA for participant 50, a 60-year old male. PC1 is on the x-axis, PC2 on the y-axis. 
Non –errorful /k/s are in red, errorful in blue. Non-errorful /t/s are in green, errorful in purple. 
 
Table 19. Cumulative variance explained by the first 2 components of the PCA (PC2 = PC1 + 
PC2). 
Participant PC1 % PC2 % 
50OA 60.8 79.9 
40YA 37.4   59.0 
46OA 59.0 73.2 
48YA 57.8 72.0 
44OA 67.6 84.9 
35YA 52.6 69.3 
23OA 58.9 73.4 
04YA 35.5 59.1 
 
Using the variables from the Fourier components and the MCI analysis we perform a 
kernel density estimation (KDE). KDE is a way of approximating the continuous population 























































































































































































kernels. When you have two different kernel density estimates, it is possible to perform a 
statistical test to see whether the two kernel functions are equivalent (see Duong, Goud, & 
Schauer, 2012). 
To carry out the analysis we use the kde.test function from the R package "ks" to test the 
null hypothesis that the density functions of the errorful segments are identical to those of the 
non-errorful segments for both /k/ and /t/. Table 20 shows the results of all the kernel overlap 
statistics. It can be seen that six of the comparisons show a significant difference, one is marginal 
and the rest (eight) are non-significant (at the 0.05 level).  Figure 43 and Figure 44 show two 
examples of the data with the kde contours, one where the distributions show significant 
differences (Figure 43 – participant 23) and one where they do not (Figure 44 – participant 48). 
 
Table 20. p-values for 95% confidence overlap between errorful and non-errorful distributions. 
Participant p-value for /t/ 
comparison 
p-value for /k/ 
comparison 
50OA 0.011209* 0.000602* 
40YA 0.641718 0.036797* 
46OA 0.340123 0.051579 
48YA 0.182622 0.149164 
44OA 0.125662 0.263371 
35YA 0.624430 0.2784578 
23OA 0.000679* 8.623444e-05* 
04YA 0.023803* 0.263563 
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Figure 43. plots showing first two principle components of the tongue shape data, surrounded by 
95% kernel contour. This plot is for participant 23OA, where the comparisons for errors vs. non-
errors were both significant. 
 
Figure 44. Plots showing first two principle components of the tongue shape data, surrounded by 
95% kernel contour. This plot is for participant 48YA, where the comparisons for errors vs. non-
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Lines Analysis Results 
The lines analysis consists of tracking the position of the air tissue interface over time 
along a radial line bisecting the tongue body (the constriction location for /k/). As such, this 
analysis indicates reductions and intrusions relative to the /k/ constriction target. An ongoing 
issue in error analysis, as discussed is the introduction section of this document, is the 
categorization of errorful and non-errorful utterances. For this data we have used a split-median 
analysis, where the median of the in-phase and anti-phase peaks of the data are plotted (this is 
similar to an analysis found in Pouplier, 2008). The median is used as it is more resistant to 
outliers in the distribution than the mean. The mean of the two medians is the threshold for 
defining errors; it is plotted in the center of the graph. Peaks of /k/ utterances that do not reach 
the central mean threshold are categorized as ‘reductions’ and peaks of /t/ utterances that exceed 
the threshold are categorized as ‘intrusions’. Obviously there is an arbitrary nature to any cutoff 
point, but this analysis allows us to compare our analysis (based on tracking the tongue body in 
ultrasound images) to previous studies using point-tracking techniques. 
Examples of the results are given below, in Figure 45 and Figure 46. The remaining 
figures are shown in Appendix A. Figure 45 gives an example of an error /ktɑp/ where the /k/ 
and the /t/ are produced in quick succession (around frame 1000). The tongue dorsum is raised in 
the timing slot for the /t/ constriction. Hence this is classified as a tongue body intrusion. Figure 
46 a shows reduction (around frame 825) where a /k/ is produced with a tongue body height 
lower than the split median threshold. Table 21 gives shows the total counts for reductions and 
intrusions per participant and per trial (24 trials total). 
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Figure 45. Lines analysis for Trial 1, Participant 04 (a 25-yr old female). Graph shows in-phase 
and anti-phase peaks for tongue position along axis relative to the /k/ constriction location. Red 
horizontal line  = median of the in-phase peaks; blue horizontal line  = median of anti-phase 
peaks; black horizontal line  = mean of the median lines (threshold). 
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Figure 46. Lines analysis for Trial 2, Participant 50 (a 60-yr old male). Graph shows in-phase 
and anti-phase peaks for tongue position along axis relative to the /k/ constriction location. Red 
horizontal line  = median of the in-phase peaks; blue horizontal line  = median of anti-phase 
peaks; black horizontal line  = mean of the median lines. 
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Table 21. Counts of reductions and intrusions according to split median tongue body location 
(lines) analysis. 
Participant Trial Reductions Intrusions 
04YA 1 0 1 
04YA 2 0 4 
04YA 3 1 1 
40YA 1 0 2 
40YA 2 0 1 
40YA 3 0 3 
35YA 3 0 3 
35YA 4 0 1 
48YA 1 0 1 
48YA 2 0 1 
48YA 3 0 1 
23OA 1 0 3 
23OA 2 0 5 
23OA 3 0 1 
23OA 4 0 4 
46OA 1 0 1 
46OA 2 0 0 
46OA 3 1 0 
44OA 2 0 1 
44OA 3 0 0 
44OA 4 0 0 
50OA 2 1 2 
50OA 3 0 0 






Inspection of Table 21 shows firstly, that the number of ‘above threshold’ intrusions and 
reductions is relatively small, compared to the number of errors identified overall in the shape 
analysis. Secondly, even a conservative reading of the data suggests that there are considerably 
more intrusions than reductions, indexed using this method. This mirrors the pattern found in 
studies that have used this error elicitation paradigm, including Pouplier (2008), with the 
qualification that in this study we looked at onset alternation, measured on the tongue dorsum, 
only. 
Discussion of Results 
To investigate the nature of tongue shapes during errorful and non-errorful utterances, we 
used Fourier and MCI analysis to extract salient characteristics of the shapes, and PCA and KDE 
to look at the level of overlap in the data.  The results were in line with what one would expect 
from a gradient phenomenon, in that there were non-binary differences between the groups. If 
errors fall along a continuum, we would expect that sometimes the error would look similar to 
the non-error, but sometimes they would not, and that this would vary according to a number of 
factors, such as error type, timing and idiosyncratic speech style.  From viewing the Fourier 
graphs, there is evidence in many cases that the distribution of the errorful shapes is shifted 
towards the alternate consonant, implying the influence of the /t/ on the /k/ in terms of a less 
peaked shape, and the influence of the /k/ on the /t/ in terms of tongue body intrusions. This is 
corroborated by viewing the tongue contours in Figure 18 through Figure 25. Similarly to 
previous studies on coproduction of errorful gestures (Goldstein et al., 2007; Pouplier, 2004a; 
Pouplier & Goldstein, 2005a; Slis & van Lieshout, 2016a; Slis & Van Lieshout, 2016b), this 
suggests that the error patterns are not random but reflect the influence of the competing 
phoneme.  
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The lines analysis results support previous findings of a relatively small number of 
‘above threshold’ errors compared to overall errors, and also a much higher number of intrusions 
than reductions on the dorsum for this utterance type, supporting previous findings in the 
literature (Pouplier, 2004a). However, it should be noted that the likelihood of different types of 
errors can change depending on the phonetic context. For example, Slis & Van Lieshout (2016b) 
found the number of tongue dorsum intrusions was dependent on the vowel context. Here we 
tested only the /tɑp kɑp/ utterance. 
It is also of interest to attempt to compare the acoustics and articulation here. During the 
data analysis (and in line with previous work), it became apparent that some of the errors tracked 
in the ultrasound files were audible, and some were not. Table 22 shows a count of acoustic vs. 
articulatory (shape) errors, for the /tɑp kɑp/ trials included in the articulatory analysis only. The 
proportion of audible errors varies considerably among participants, from 23% for 50 to 92% for 
44. From viewing the Fourier plots (Figure 26 to Figure 33), 44 is the participant for whom the 
errorless and errorful distributions are most similar. One hypothesis is that audible errors are 
more likely to be full intrusions or substitutions, and this participant makes mostly these type of 
errors rather than errors that represent blends of the /t/ and the /k/. 
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04YA 18 8 44 
50OA 26 6 23 
35YA 13 8 62 
23OA 25 8 32 
40YA 23 17 74 
46OA 47 19 40 
48YA 31 12 39 
44OA 13 12 92 
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Chapter 5 : Summary and Future Work 
Summary 
The first experimental chapter in this dissertation measured skills associated with a 
number of domains that might lead to a propensity to make speech errors. The hypotheses for 
this experiment were that both the cognitive variables and age would show a relationship 
(correlations and or mutual information) with the speech-related dependent variables, but in the 
mixed models, age would be the strongest predictor of propensity to make speech errors. Instead, 
forward digit span, a simple measure of working memory, was the most significant predictor of 
all those tested (with the caveat that the total explained variance was limited). Notwithstanding 
the difficulty of selecting cognitive constructs, in this study, the ability to hold increasingly long 
sequences in memory seems to be predictive of success on this form of speech error elicitation 
task. This was shown in the correlation, mutual information and mixed model analyses. In this 
study, it seems intuitive that the verbal sequence execution aspect of the forward digit span task 
may be most strongly related to propensity to make speech errors, rather than memory 
component per se. It is also of course possible (and this argument can be made across the gamut 
of cognitive testing) that the result could partially decompose to other constructs, such as the 
effect of selective attention (Multani, Rudzicz, Wong, Namasivayam, & van Lieshout, 2016; 
Shipstead, Lindsey, Marshall, & Engle, 2014). 
We were fortunate in this study to test a group of participants where age did not actually 
correlate very strongly with working memory, at least indexed by FDS.  This allowed us to see 
an interesting pattern, whereby many of the cognitive constructs tested had a relationship with 
age, except for forward digit span, which showed no strong relationship with age but was the 
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strongest predictor of speech error production and timing. This suggests a framework where 
rapid sequencing of units (that involves no non-linear manipulation), is a constraint on speech 
articulation in this paradigm, and that this skill is not something that is particularly affected by 
the aging process. Access and ordering of units in spontaneous speech assumedly involves 
higher-level manipulations, as one has to think ahead and backwards to different parts of one’s 
discourse, and embed the units in syntax etc. Therefore, for more naturalistic speech errors, we 
may see more effects of the other cognitive constructs (the issue being that their consequent 
errors are difficult to elicit at a frequency where they can be tested alongside other factors). We 
may also see more effects of age, as has been found for lexical retrieval studies. There have been 
previous studies with higher-level (linguistic) dependent variables that show results for other 
memory variables. For example, Kemper, Kynette, & Norman (1992) conducted a longitudinal 
(3-year) study on syntactic sentence complexity production and aging, and found that backward 
digit span predicted decline in syntactic complexity better than age.  
Another issue to consider is that our older adult population is mostly in ‘young old’ age 
category, rather than the ‘older old’. Some of the effects of age on speech and language 
production, such as word finding errors have not been found to be very pronounced until the 7th 
or 8th decade (Burke & Shafto, 2008). Therefore, if we had included ‘older old’ participants in 
this study, it is possible we may have found a stronger effect of age, and / or, working memory 
declines that are associated with age and hence higher error rate. However, this suggestion 
should be tempered with the consideration that when including participants in the 7th-9th decades 
of life, it can be increasingly hard to differentiate effects of normal aging vs. health issues. There 
may also be aspects of sensory decline that are more subtle than that that can be detected by 
basic auditory and visual screening.  
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Task complexity is also an issue to consider with studies that include age as a factor, as to 
quote Mahoney (1997) ‘the magnitude of age differences in performance often increases with the 
complexity of the task’  (p. 8). All of the foregoing discussion supports a theory of aging and 
speech production that encompasses the nuanced relationships among age, varying cognitive 
constraints, level of speech production and complexity (task and content). Our study of speech 
errors adds to this by testing a wide range of constructs for each participant. Direct comparison 
of these variables show that sequencing ability may be an important constraint on error rate, and 
that when separated from age comes out as a better predictor. At even older ages, the two 
variables may become inseparable, and also the concomitant decline of other functions may start 
to compete with, or obscure the effect of working memory. In this way, it is useful to think of 
constraints on human behavior (such as speech production) over the course of time as 
intermingled trajectories, that may alter in importance during different periods in life, and that 
may be re-ordered if the nature of the task is changed to recruit different resources from the 
brain.  
For example, the speech error task in this study involved the speeded repetition of 
relatively simple utterances. In this sample, there did not appear to be an effect of age on ability 
to perform this task. This suggests that the locus of increases in speech errors for older adults 
found in other studies may be related to age-related changes in speech production levels above 
the ones tested here (i.e. lexical access, morphology, syntax etc.). However, if we tested adults in 
the ‘older old’ age category, we may find that motor skill (or other skills related to this task) had 
declined such that an age effect was present. 
The second experimental chapter in this dissertation was based on transcription of the 
acoustics produced in the speech-error elicitation task. The results here are mainly based on the 
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perception of the experimenter, and one take-away from this analysis was that although some of 
the acoustic results probably reflect an objective reality, some are likely influenced by the 
perceptual system. For example, the acoustic results showed that (in line with our hypotheses) 
the /bɑb dɑd/ utterance produced many more errors than the other utterances. Given that there is 
a principled reason to suggest this outcome (greater interaction of consonants within a word, and 
a similar result found in Mooshammer et al., 2019), and the margins involved, we are fairly 
confident that the transcription analysis reflects a reality. Conversely, the high number of /t/ 
errors in this data likely involves some perceptual bias. This is suggested by the lack of an 
asymmetry in the /tɑp kɑp/ articulatory data, and also by the /pɑd kɑd/ data, where /t/ was 
identified as the most inserted segment despite there being no /t/ as a target segment in this 
utterance. 
For other results (such as the high insertion rate for /tɑp kɑp/ relative to the other 
utterances) it is unclear what proportion of the results reflects a ground truth versus biases in the 
perceptual system. Overall, it does seem likely that the utterance structure affects the type and 
quantity of errors made. However, further work comparing transcriptions to acoustic 
measurements and to articulation is necessary. In general, we reiterate the idea expressed by 
others that transcription, even that based on carefully recorded audio, is a mix between the actual 
nature of the acoustics and the filter of the human perceptual system. 
The third experimental chapter in this dissertation looked at the tongue contours imaged 
using ultrasound data. The main hypothesis for this experiment was that we would find support 
for gradience in the characteristics of the errorful tongue shapes. Extensive exploration of this 
data set indicates that there were errorful contours that showed some form of gradience, in the 
form of a reduced version of the non-errorful gesture, or an intrusion of a gesture from the other 
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consonant. Further, the PCA and KDE analyses suggested that there was a continuum present in 
how much errors overlapped with non-errors. The degree of overlap between the errorful and 
non-errorful distributions varied among participants, for example, for the participants 23 and 50, 
many of the errorful shapes looked like ‘blends’ of the /k/ and /t/ articulations. For some 
participants (such as 44 and 48) this appeared to be less the case and the distributions for the 
errors could better be described as wider and offset relative to the non-errorful shapes.  
One hypothesis for the differences among participants is that some were more likely to 
make co-constriction errors (blends of both consonants) than others. This could be mediated by 
individual speech style, but also the extent to which participants kept up with and / or prioritized 
adhering to the metronome rate. There could also be an effect of the type of feedback on which 
speakers rely (which can change with rate and conditions and potentially, age). For example, 
(and as noted previously) Slis & van Lieshout (2016) found that when speech was masked, 
speakers produced fewer intrusion errors, which could potentially be linked to an increased 
reliance on proprioceptive feedback. 
It would be interesting to know if type of error has any relationship with age (or some of 
our other individual difference measures) but given that we were only able to analyze the data of 
eight participants, statistical results by age group would not be meaningful. Analysis of data from 
more participants may be possible, but it is wise to be cautious with ultrasound data as the image 
quality can vary considerably, and when drawing conclusions about a phenomenon where 
differences can be subtle (such as speech errors), data fidelity is even more important. However, 
when a participant images well, ultrasound gives an image of a large portion of the mid-sagittal 
tongue contour, which allows us to look at shape-related aspects of the tongue during speech, 
which is not possible for point-tracking techniques. 
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Future Work 
For the individual differences analysis, we would like to extend this paradigm by 
conducting more testing on speech errors and within-construct tests. For instance, there are many 
different tests that can be used to index working memory, inhibition, speech motor control etc. It 
would be of interest to retain the speech error paradigm, and directly compare four or five 
working memory tests for each participant, to see if the relationship with speech error varies and 
also to look at the shared variance among the tests. This could eventually help to narrow down 
the way in which large constructs, such as working memory, are exerting an effect. Another 
avenue would be to attempt to construct a set of speech error elicitation tasks that vary the 
burden on the articulatory, phonological and lexical retrieval systems, and to attempt to model 
the relationship with various cognitive tasks, which potentially represent more ‘domain general’ 
skills. 
 Another line of enquiry would be to extend this paradigm to different participant 
populations, for example those with mild cognitive impairment, as this introduces an extra level 
in the variation of the cognitive skill set. Additionally, this study did not gather much language-
based skill data, and one form of extension to this study could be to include tasks such as 
speeded naming, to see whether this has a relationship to success in an error elicitation paradigm. 
Finally, it would have been of interest to look at individual differences in speech 
perception ability, and to include this as a covariate in the individual differences analysis. For 
example, a test such as the ‘Speech Perception in Noise Test’ (Bilger, Nuetzel, Rabinowitz, & 
Rzeczkowski, 1984; Wilson, McArdle, Watts, & Smith, 2012) would provide a more nuanced 
assessment of perception abilities than sensory testing alone. This would be particular relevant 
when testing older adults. 
 131 
For the articulatory data, further analysis of different utterance types is always of interest. 
Ultrasound data was collected for the /pɑd kɑd/, /pɑk tɑk/ and /bɑb dɑd/ utterance types for this 
study, but analysis of ultrasound data is still very time consuming, and this represents an ongoing 
constraint on work with this technique. For a study such as this, where relatively small changes 
in contours may be important, the experimenter did a large amount of hand-labeling. This meant 
that only the /tɑp kɑp/ utterance was analyzed here, but it would be useful to see if similar 
conclusions regarding error patterns were observed with different utterances, which would be 
subject to different gestural constraints and organizational patterns among the gestures. Another 
methodological extension would be to systematically vary the speech error paradigm to include 
more lexical items, and /or lexical access, to see if similar patterns emerge in more naturalistic 
speech.  
The relative novelty of the current study lies in the use of ultrasound technology, a focus 
on shape rather position for speech errors and the analysis of all consonantal constrictions 
(without the use of a-priori thresholding). In addition, finding support for the existence of 
gradience in speech errors through different measures and paradigms means it is increasingly 
unlikely that the concept is due to a very constrained set of conditions, or measurement 
techniques. However, the use of ultrasound does have drawbacks compared to point-tracking 
studies, including the focus on the tongue as the sole articulator, the difficulty of obtaining 
temporal data, and the fact that the results (in general) are less straightforward to quantify. 
Ultrasound does have the advantage of imaging the majority of the tongue contour and having a 
lower experimental burden on the participant; when using older or clinical populations, this can 
be a not-insignificant consideration. Ultrasound does not involve any gluing of sensors to the 
face or vocal tract (as in EMA), the production of a custom palate (as in electropalatography) or 
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the necessity to lie supine in a confined space (as in MRI techniques). The protocols are also 
often quicker than for other techniques, which reduces the likelihood of fatigue effects on results.  
The ultrasound probe and apparatus may alter the speech of participant somewhat, 
including restricting mandibular motion. For a study on errors, the effect of this is somewhat 
unclear, as less range of motion could have a negative (less scope to adjust) or positive (lower 
range is easier to control) effect on propensity to make errors. However, most forms of 
articulatory measurement (EMA, electropalatography) involve some level of impediment to, or 
accommodation by the speaker, so ultrasound is not alone in this regard. 
One of the main reasons for including a transcription analysis in this dissertation was to 
compare it to the articulatory analysis, but some interesting patterns also emerged, mainly in 
terms of accommodations to minimize articulatory effort. One line of enquiry that is interesting 
in this area is attempts to ‘train’ perception to notice gradience (see Alderete & Davies, 2018). 
With a paradigm such as the one here, one could compare perception of acoustics with the 
articulatory data, to see if training had any effect on perception and how this relates to the quality 
of the errors involved.  
The aim of this dissertation study was to contribute knowledge to both the ‘why’ and 
‘how’ in the production of speech errors. In future research, the study of individual differences 
(such as cognitive constraints on speech production) is a promising, and somewhat 
underexplored avenue for understanding ‘why’ our speech system may break down. In the 
opposite direction, studies of speech production can also give valuable information on the aging 
process, as speech interacts with many other skills and functions that are also changing over 
time.  
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The notion of gradience has advanced our understanding of the ‘how’ aspect of speech 
errors in recent years, but more research is needed to ascertain exactly where errors arise in the 
planning and execution process, and if this can vary.  We also need more research on the nature 
(and potential differences) of errors produced in paradigms like the one in this study, versus 
spontaneous speech, and also those that appear similar in quality to non-errors and those that do 
not (see Shattuck-Hufnagel et al., 2013). 
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Appendix A : Lines Analysis Results 
 
04YA T1 Reductions: 0, Intrusions: 1 
 
04YA T2 Reductions: 0 Intrusions: 4 
 135 
 
04YA T3 Reductions: 1 Intrusions: 1 
 
40YA T1 Reductions: 0 Intrusions: 2 
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40YA T2 Reductions: 0 Intrusions: 1 
 
40YA T3 Reductions: 0 Intrusions: 3 
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35YA T3 Reductions: 0 Intrusions: 3 
 
 
35YA T4 Reductions: 0 Intrusions: 1 
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48YA T1 Reductions: 0 Intrusions: 1 
 
 
48YA T2 Reductions: 0 Intrusions: 1 
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48YA T3 Reductions: 0 Intrusions: 1 
 
 
23OA T1 Reductions: 0 Intrusions: 3 
 140 
 
23OA T2 Reductions: 0  Intrusions: 5 
 
 
23OA T3 Reductions: 0 Intrusions: 1 
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23OA T4 Reductions: 0 Intrusions: 4 
 
46OA T1 Reductions: 0 Intrusions: 1 
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46OA T2 Reductions: 0 Intrusions: 0 
 
46OA T3 Reductions: 1 Intrusions: 0 
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44OA T2 Reductions: 0 Intrusions: 1 
 
44OA T3 Reductions: 0 Intrusions: 0 
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44OA T4 Reductions: 0 Intrusions: 0 
 




50 OA T3 Reductions: 0 Intrusions: 0 
 
50OA T4 Reductions: 0 Intrusions: 2 
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Appendix B : Background Questionnaire 
 
 
• Can I confirm the following information: 
• Full name: __________________________________________________________ 
• Age (in years)________ 
• Primary language: ____________________________(must be AE) 
 
• Confirm no latex allergy: 
• Confirm no history of seizures etc: 
• Confirm no significant amount of metal in body – dental work, limbs etc: 
 
 
• Are you _____ right or _____ left-handed? 
 
• What is the highest level of education you have completed?  
 
o Primary/elementary school 
o Middle school/junior high/intermediate school 
o Some high school 
o High school/GED  
o Vocational/trade school 
o Some college 
o Associate's degree 
o Bachelor’s degree 
o Some graduate studies 
o Graduate/professional degree 
 
• Have you had any training as a singer? 
N Y 
• If Yes, how many years? _______________ 
• Have you had any training in voice for theatrical purposes? 
N Y 
Age / Background 
General Info 
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• If Yes, how many years? _______________ 
 
• Can you play a musical instrument? 
N Y 
• If Yes, which instrument(s)?  
 
• _________________________________________ 
• How many years of instrumental training have you had in total? _________ 
 
• How musically talented are you? 
1    2    3    4    5    6    7     
tone deaf          music is easy for me 
 
• Have you had any training in phonetics? 
N        Y 
• How good are you at pronouncing foreign languages?  
1    2    3    4    5    6    7     
very bad   very good 
 
• How good are you at imitating voices? 
1    2    3    4    5    6    7     
very bad    very good 
 
• How good would you say you are at lip-reading? 
1    2    3    4    5    6    7     
very bad    very good 
 
 
• Do you find that you make errors or ‘slip-ups’ in your speech on a regular basis? 
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N        Y 
 
• If Yes, when do you particularly notice making these errors?  
 
• ________________________________________ 
• How good is your memory? 
1    2    3    4    5    6    7     









• Participation in our studies may be affected by certain health issues. Do you have a history of 
any of the following conditions: 




• Cerebrovascular disorder, or heart attack 
• Stuttering 
• Attention Deficit Disorder 
• Concussion (with loss of consciousness) 
• Tourette’s Syndrome 
• Schizophrenia 
• Learning disability 
• Reading disorder 
• Dementia 
• A neurological disorder   
• Head Injury / Neurological disorder    
• A communication or voice disorder  
Health 
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• Trouble swallowing 








• Have you smoked tobacco for 1 or more years?  
¨ Yes  
¨  No 
Ø If YES: Duration of smoking: ___year(s), until age ___ 
Ø Average number of cigarettes smoked: ______per day/week/month. 
 
• Is there anything unusual about your voice today?  
¨ Yes  
¨  No 





• How are you feeling today in general, on a scale of 1-7? 
1    2    3    4    5    6    7     
   unwell                          fine 
 
• How well did you sleep last night, on a scale of 1-7? 
1    2    3    4    5    6    7     
 150 
   poorly                          well 
 
• Do you wear dentures? 
¨ No  
¨ Yes – full 










Appendix C : Debrief Questionnaire 
Speech Errors Experiment  
 
 
• How difficult did you find this experiment? 
 
 
1    2    3    4    5    6    7     
very easy    very difficult 
 







• Do you think you got better of worse at the experiment as time went on? 
o Better  
o Worse 
o No change 
o  




Appendix D : Mixed Effects Models 
################# 
# Time to First Error 
 
> ttfe.mod.full = lmer(tt_first_error ~  
+                   age + 
+                   sex +  
+                   bilingual.tf +  
+                   score.forward.digit.span +  
+                   score.backward.digit.span +  
+                   flanker.accuracy.incompatible +  
+                   MOCA + 
+                   FLUENCY.MOCA + 
+                   average.DDK + 
+                   DDK.rate.pataka + 
+                   HEARING.TOTAL + 
+                   VISION.TOTAL + 
+                   (1 | part) + (1 | item), 
+                 data = df, REML = FALSE) 
> step(ttfe.mod.full) 
Backward reduced random-effect table: 
 
           Eliminated npar  logLik    AIC    LRT Df Pr(>Chisq)   
<none>                  16 -755.45 1542.9                        
(1 | item)          1   15 -756.52 1543.0 2.1390  1    0.14360   
(1 | part)          0   14 -759.70 1547.4 6.3622  1    0.01166 * 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Backward reduced fixed-effect table: 
Degrees of freedom method: Satterthwaite  
 
                              Eliminated Sum Sq Mean Sq NumDF  DenDF F value  Pr(>F)   
flanker.accuracy.incompatible          1  0.033   0.033     1 48.188  0.0025 0.96019   
VISION.TOTAL                           2  3.463   3.463     1 34.246  0.2680 0.60802   
score.backward.digit.span              3  3.637   3.637     1 36.847  0.2810 0.59923   
bilingual.tf                           4  8.605   8.605     1 42.706  0.6649 0.41935   
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average.DDK                            5  4.719   4.719     1 35.171  0.3648 0.54975   
DDK.rate.pataka                        6 10.986  10.986     1 48.126  0.8486 0.36155   
sex                                    7  8.651   8.651     1 38.614  0.6681 0.41872   
HEARING.TOTAL                          8  5.184   5.184     1 43.441  0.4003 0.53026   
age                                    9 10.013  10.013     1 31.391  0.7728 0.38604   
MOCA                                  10  4.298   4.298     1 34.422  0.3325 0.56794   
FLUENCY.MOCA                          11 13.936  13.936     1 37.043  1.0789 0.30568   
score.forward.digit.span               0 70.375  70.375     1 38.168  5.4338 0.02513 * 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Model found: 
tt_first_error ~ score.forward.digit.span + (1 | part) 
 
> ttfe.mod.min = lmer(tt_first_error ~ score.forward.digit.span + (1 | part), data=df,
 REML=TRUE) 
> summary(ttfe.mod.min) 
Linear mixed model fit by REML. t-tests use Satterthwaite's method ['lmerModLmerTest'] 
Formula: tt_first_error ~ score.forward.digit.span + (1 | part) 
   Data: df 
 
REML criterion at convergence: 1519.4 
 
Scaled residuals:  
    Min      1Q  Median      3Q     Max  
-2.8281 -0.5444  0.2108  0.6968  1.9000  
 
Random effects: 
 Groups   Name        Variance Std.Dev. 
 part     (Intercept)  2.216   1.488    
 Residual             12.943   3.598    
Number of obs: 276, groups:  part, 43 
 
Fixed effects: 
                         Estimate Std. Error      df t value Pr(>|t|)     
(Intercept)               10.2978     0.3281 37.0423  31.390   <2e-16 *** 
score.forward.digit.span   0.8126     0.3594 36.5061   2.261   0.0298 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
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Correlation of Fixed Effects: 
            (Intr) 





# With age interaction 
 
> ttfe.mod.full.i = lmer(tt_first_error ~  
+                        age * ( 
+                        sex +  
+                        bilingual.tf +  
+                        score.forward.digit.span +  
+                        MOCA + 
+                        FLUENCY.MOCA + 
+                        average.DDK + 
+                        DDK.rate.pataka + 
+                        HEARING.TOTAL) + 
+                        (1 | part) + (1 | item), 
+                      data = df, REML = FALSE) 
###### 
## NB removed least effective vars from full model to get convergence (flanker, vision
, BDS) 
## Had to use reduce.random=FALSE here otherwise both random effects are removed and t
he 
## stepping process ends - this is a known bug in lmerTest 
> step(ttfe.mod.full.i, reduce.random=FALSE) 
Backward reduced random-effect table: 
 
           Eliminated npar  logLik    AIC    LRT Df Pr(>Chisq) 
<none>                  21 -749.15 1540.3                      
(1 | part)          0   20 -749.78 1539.6 1.2498  1     0.2636 
(1 | item)          0   20 -749.78 1539.5 1.2443  1     0.2647 
 
Backward reduced fixed-effect table: 
Degrees of freedom method: Satterthwaite  
 
                             Eliminated Sum Sq Mean Sq NumDF  DenDF F value  Pr(>F)   
age:FLUENCY.MOCA                      1  0.450   0.450     1 28.948  0.0358 0.85126   
age:MOCA                              2  0.869   0.869     1 35.946  0.0691 0.79411   
age:bilingual.tf                      3  2.679   2.679     1 34.224  0.2132 0.64721   
bilingual.tf                          4 16.602  16.602     1 37.925  1.3183 0.25809   
FLUENCY.MOCA                          5 16.441  16.441     1 30.501  1.3067 0.26189   
age:average.DDK                       6 12.370  12.370     1 28.857  0.9803 0.33035   
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average.DDK                           7  1.658   1.658     1 31.369  0.1323 0.71847   
age:HEARING.TOTAL                     8 29.549  29.549     1 38.120  2.3549 0.13315   
HEARING.TOTAL                         9 11.302  11.302     1 42.562  0.8950 0.34946   
age:sex                              10 29.901  29.901     1 30.770  2.3642 0.13437   
age:DDK.rate.pataka                  11 16.862  16.862     1 43.047  1.3366 0.25401   
DDK.rate.pataka                      12  0.783   0.783     1 43.800  0.0622 0.80415   
sex                                  13 25.101  25.101     1 37.593  1.9950 0.16604   
MOCA                                 14 40.066  40.066     1 31.706  3.1967 0.08335 . 
age:score.forward.digit.span         15 28.925  28.925     1 35.916  2.3187 0.13658   
age                                  16  1.634   1.634     1 33.136  0.1310 0.71971   
score.forward.digit.span              0 70.546  70.546     1 37.501  5.6608 0.02254 * 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Model found: 
tt_first_error ~ score.forward.digit.span + (1 | part) + (1 |  
    item) 
 
> ttfe.mod.min.i = lmer(tt_first_error ~ score.forward.digit.span + (1 | part) + (1 | 
item), 
+                       data = df, REML=TRUE) 
> summary(ttfe.mod.min.i) 
Linear mixed model fit by REML. t-tests use Satterthwaite's method ['lmerModLmerTest'] 
Formula: tt_first_error ~ score.forward.digit.span + (1 | part) + (1 |      item) 
   Data: df 
 
REML criterion at convergence: 1516.8 
 
Scaled residuals:  
    Min      1Q  Median      3Q     Max  
-2.7936 -0.6270  0.2029  0.6726  1.8695  
 
Random effects: 
 Groups   Name        Variance Std.Dev. 
 part     (Intercept)  2.3764  1.5416   
 item     (Intercept)  0.4534  0.6734   
 Residual             12.4286  3.5254   




                         Estimate Std. Error      df t value Pr(>|t|)     
(Intercept)               10.3652     0.3927 19.1934  26.395   <2e-16 *** 
score.forward.digit.span   0.8437     0.3635 35.9610   2.321   0.0261 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Correlation of Fixed Effects: 
            (Intr) 




# Total Tokens 
 
> tt.mod.full = lmer(total.tokens ~  
+                      age +  
+                      sex +  
+                      bilingual.tf +  
+                      score.forward.digit.span +  
+                      score.backward.digit.span +  
+                      flanker.accuracy.incompatible +  
+                      MOCA + 
+                      FLUENCY.MOCA + 
+                      average.DDK + 
+                      DDK.rate.pataka + 
+                      HEARING.TOTAL + 
+                      VISION.TOTAL + 
+                      (1 | part) + (1 | item), 
+                    data = df, REML = FALSE) 
> step(tt.mod.full) 
Backward reduced random-effect table: 
 
           Eliminated npar   logLik    AIC     LRT Df Pr(>Chisq)     
<none>                  16  -960.17 1952.3                           
(1 | part)          0   15 -1040.02 2110.0 159.690  1    < 2e-16 *** 
(1 | item)          0   15  -962.43 1954.9   4.523  1    0.03344 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Backward reduced fixed-effect table: 
Degrees of freedom method: Satterthwaite  
 
                         Eliminated  Sum Sq Mean Sq NumDF  DenDF F value    Pr(>F)     
HEARING.TOTAL                     1   0.057   0.057     1 43.377  0.0112   0.91628     
MOCA                              2   0.197   0.197     1 43.260  0.0389   0.84452     
sex                               3   0.277   0.277     1 43.179  0.0548   0.81609     
FLUENCY.MOCA                      4   0.622   0.622     1 43.189  0.1230   0.72750     
bilingual.tf                      5   1.898   1.898     1 43.746  0.3756   0.54316     
flanker.accuracy.incompatible     6   2.855   2.855     1 43.459  0.5649   0.45634     
score.backward.digit.span         7   2.287   2.287     1 43.137  0.4526   0.50469     
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VISION.TOTAL                      8   5.272   5.272     1 44.158  1.0431   0.31267     
score.forward.digit.span          9  17.058  17.058     1 43.534  3.3749   0.07303 .   
age                               0  29.538  29.538     1 43.456  5.8430   0.01991 *   
average.DDK                       0  35.590  35.590     1 43.928  7.0400   0.01105 *   
DDK.rate.pataka                   0 111.343 111.343     1 43.742 22.0246 2.666e-05 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Model found: 
total.tokens ~ age + average.DDK + DDK.rate.pataka + (1 | part) +  
    (1 | item) 
 
> tt.mod.min = lmer(total.tokens ~ age + average.DDK + DDK.rate.pataka + (1 | part) +  
+                     (1 | item), data=df, REML=TRUE) 
> summary(tt.mod.min) 
Linear mixed model fit by REML. t-tests use Satterthwaite's method ['lmerModLmerTest'] 
Formula: total.tokens ~ age + average.DDK + DDK.rate.pataka + (1 | part) +      (1 | i
tem) 
   Data: df 
 
REML criterion at convergence: 1925.9 
 
Scaled residuals:  
    Min      1Q  Median      3Q     Max  
-7.0648 -0.3780  0.1047  0.4881  2.4820  
 
Random effects: 
 Groups   Name        Variance Std.Dev. 
 part     (Intercept) 5.9023   2.4295   
 item     (Intercept) 0.1746   0.4179   
 Residual             5.0536   2.2480   
Number of obs: 407, groups:  part, 44; item, 12 
 
Fixed effects: 
                Estimate Std. Error      df t value Pr(>|t|)     
(Intercept)      35.9584     0.4082 42.6693  88.098  < 2e-16 *** 
age               0.9205     0.3982 39.5582   2.312   0.0261 *   
average.DDK      -1.3611     0.5366 39.9484  -2.537   0.0152 *   
DDK.rate.pataka   2.2179     0.4948 39.7946   4.483 6.11e-05 *** 
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--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Correlation of Fixed Effects: 
            (Intr) age    av.DDK 
age         -0.115               
average.DDK -0.066  0.094        
DDK.rat.ptk  0.001  0.056 -0.616 
 
####################### 
# With age interaction 
 
> tt.mod.full.i = lmer(total.tokens ~  
+                      age * (  
+                      sex +  
+                      score.forward.digit.span +  
+                      score.backward.digit.span +  
+                      flanker.accuracy.incompatible +  
+                      MOCA + 
+                      FLUENCY.MOCA + 
+                      average.DDK + 
+                      DDK.rate.pataka + 
+                      HEARING.TOTAL + 
+                      VISION.TOTAL) + 
+                      (1 | part) + (1 | item), 
+                    data = df, REML = FALSE) 
 
# bilingual.tf removed due to lack of relevance to get convergence 
> step(tt.mod.full.i) 
Backward reduced random-effect table: 
 
           Eliminated npar  logLik    AIC    LRT Df Pr(>Chisq)     
<none>                  25 -945.46 1940.9                          
(1 | part)          0   24 -981.96 2011.9 73.006  1     <2e-16 *** 
(1 | item)          0   24 -947.63 1943.3  4.355  1     0.0369 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Backward reduced fixed-effect table: 
 161 
Degrees of freedom method: Satterthwaite  
 
                            Eliminated Sum Sq Mean Sq NumDF  DenDF F value   Pr(>F)    
age:score.forward.digit.span         1  0.940   0.940     1 45.648  0.1860 0.668272    
age:MOCA                             2  5.977   5.977     1 45.369  1.1833 0.282437    
MOCA                                 3  0.911   0.911     1 42.843  0.1803 0.673256    
age:FLUENCY.MOCA                     4 10.144  10.144     1 44.693  2.0080 0.163406    
age:VISION.TOTAL                     5 11.907  11.907     1 43.169  2.3566 0.132050    
VISION.TOTAL                         6  8.908   8.908     1 44.629  1.7635 0.190935    
age:score.backward.digit.span        7 12.613  12.613     1 44.716  2.4964 0.121159    
score.backward.digit.span            8  1.580   1.580     1 44.209  0.3125 0.578961    
age:flanker.accuracy.incompatible    9 11.654  11.654     1 43.252  2.3057 0.136181    
flanker.accuracy.incompatible       10  0.945   0.945     1 43.217  0.1870 0.667577    
age:HEARING.TOTAL                   11 20.335  20.335     1 44.209  4.0233 0.051020 .  
HEARING.TOTAL                       12  0.026   0.026     1 43.490  0.0052 0.942942    
age:sex                             13 18.023  18.023     1 43.172  3.5653 0.065732 .  
sex                                 14  0.173   0.173     1 42.899  0.0343 0.853909    
FLUENCY.MOCA                        15 18.221  18.221     1 43.263  3.6041 0.064322 .  
score.forward.digit.span             0 39.751  39.751     1 43.993  7.8664 0.007470 ** 
age:average.DDK                      0 30.311  30.311     1 44.332  5.9982 0.018341 *  
age:DDK.rate.pataka                  0 41.277  41.277     1 44.278  8.1683 0.006474 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Model found: 
total.tokens ~ age + score.forward.digit.span + average.DDK +  
    DDK.rate.pataka + (1 | part) + (1 | item) + age:average.DDK +  
    age:DDK.rate.pataka 
 
> tt.mod.min.i = lmer(total.tokens ~ age + score.forward.digit.span + average.DDK +  
+                       DDK.rate.pataka + (1 | part) + (1 | item) + age:average.DDK +  
+                       age:DDK.rate.pataka, data = df, REML=TRUE) 
> summary(tt.mod.min.i) 
Linear mixed model fit by REML. t-tests use Satterthwaite's method ['lmerModLmerTest'] 
Formula: total.tokens ~ age + score.forward.digit.span + average.DDK +   
    DDK.rate.pataka + (1 | part) + (1 | item) + age:average.DDK +      age:DDK.rate.pa
taka 
   Data: df 
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REML criterion at convergence: 1914.3 
 
Scaled residuals:  
    Min      1Q  Median      3Q     Max  
-6.9319 -0.3877  0.1210  0.4998  2.4711  
 
Random effects: 
 Groups   Name        Variance Std.Dev. 
 part     (Intercept) 4.7934   2.1894   
 item     (Intercept) 0.1738   0.4169   
 Residual             5.0516   2.2476   
Number of obs: 407, groups:  part, 44; item, 12 
 
Fixed effects: 
                         Estimate Std. Error      df t value Pr(>|t|)     
(Intercept)               36.0829     0.3888 39.8527  92.801  < 2e-16 *** 
age                        0.9011     0.3669 36.9112   2.456  0.01889 *   
score.forward.digit.span   1.1045     0.4280 37.0037   2.581  0.01396 *   
average.DDK               -1.5982     0.5088 37.2921  -3.141  0.00329 **  
DDK.rate.pataka            2.2036     0.4702 37.0222   4.686  3.7e-05 *** 
age:average.DDK            1.3154     0.5839 37.2394   2.253  0.03026 *   
age:DDK.rate.pataka       -1.3076     0.4975 37.2080  -2.628  0.01239 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Correlation of Fixed Effects: 
            (Intr) age    scr... av.DDK DDK.r. a:.DDK 
age         -0.144                                    
scr.frwrd..  0.130  0.009                             
average.DDK -0.115  0.097 -0.249                      
DDK.rat.ptk -0.070  0.097 -0.030 -0.530               
age:vrg.DDK  0.164 -0.114  0.239 -0.063 -0.164        




# Proportion of Errorful Utterances 
 
> prop.mod.full = lmer(prop_errorful_utterances_per_trial ~  
+                        age +  
+                        sex +  
+                        bilingual.tf +  
+                        score.forward.digit.span +  
+                        score.backward.digit.span +  
+                        flanker.accuracy.incompatible +  
+                        MOCA + 
+                        FLUENCY.MOCA + 
+                        average.DDK + 
+                        DDK.rate.pataka + 
+                        HEARING.TOTAL + 
+                        VISION.TOTAL + 
+                        (1 | part) + (1 | item), 
+                      data = df, REML = FALSE) 
> step(prop.mod.full) 
Backward reduced random-effect table: 
 
           Eliminated npar  logLik    AIC    LRT Df Pr(>Chisq)     
<none>                  16 -1328.1 2688.3                          
(1 | part)          0   15 -1339.2 2708.4 22.155  1  2.515e-06 *** 
(1 | item)          0   15 -1339.0 2708.0 21.715  1  3.163e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Backward reduced fixed-effect table: 
Degrees of freedom method: Satterthwaite  
 
                          Eliminated Sum Sq Mean Sq NumDF  DenDF F value    Pr(>F)     
age                                1   4.59    4.59     1 40.457  0.1324 0.7178357     
HEARING.TOTAL                      2   5.41    5.41     1 41.818  0.1561 0.6948102     
score.backward.digit.span          3   5.30    5.30     1 40.053  0.1528 0.6979050     
MOCA                               4  11.99   11.99     1 40.566  0.3460 0.5596219     
sex                                5  25.06   25.06     1 41.183  0.7234 0.3999425     
VISION.TOTAL                       6  45.19   45.19     1 45.159  1.3053 0.2592715     
average.DDK                        7  84.05   84.05     1 45.438  2.4259 0.1262823     
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flanker.accuracy.incompatible      8  63.92   63.92     1 41.632  1.8458 0.1815946     
bilingual.tf                       9  60.18   60.18     1 43.214  1.7381 0.1943242     
FLUENCY.MOCA                      10 117.45  117.45     1 41.811  3.3940 0.0725350 .   
DDK.rate.pataka                   11  98.01   98.01     1 42.279  2.8308 0.0998426 .   
score.forward.digit.span           0 441.07  441.07     1 42.486 12.7407 0.0009036 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Model found: 
prop_errorful_utterances_per_trial ~ score.forward.digit.span +  
    (1 | part) + (1 | item) 
 
> prop.mod.min <- lmer(prop_errorful_utterances_per_trial ~ score.forward.digit.span +
  
+                        (1 | part) + (1 | item), data=df, REML=TRUE) 
> summary(prop.mod.min) 
Linear mixed model fit by REML. t-tests use Satterthwaite's method ['lmerModLmerTest'] 
Formula: prop_errorful_utterances_per_trial ~ score.forward.digit.span +   
    (1 | part) + (1 | item) 
   Data: df 
 
REML criterion at convergence: 2668.6 
 
Scaled residuals:  
    Min      1Q  Median      3Q     Max  
-1.9298 -0.5703 -0.1692  0.3253  6.9353  
 
Random effects: 
 Groups   Name        Variance Std.Dev. 
 part     (Intercept) 10.883   3.299    
 item     (Intercept)  3.508   1.873    
 Residual             34.606   5.883    
Number of obs: 407, groups:  part, 44; item, 12 
 
Fixed effects: 
                         Estimate Std. Error      df t value Pr(>|t|)     
(Intercept)                5.8685     0.8108 25.3350   7.237 1.28e-07 *** 
score.forward.digit.span  -2.2346     0.6372 40.8349  -3.507  0.00112 **  
--- 
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Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Correlation of Fixed Effects: 
            (Intr) 





# With age interaction 
 
> prop.mod.full.i = lmer(prop_errorful_utterances_per_trial ~  
+                        age * (  
+                        sex +  
+                        bilingual.tf +  
+                        score.forward.digit.span +  
+                        score.backward.digit.span +  
+                        flanker.accuracy.incompatible +  
+                        MOCA + 
+                        FLUENCY.MOCA + 
+                        average.DDK + 
+                        DDK.rate.pataka + 
+                        HEARING.TOTAL + 
+                        VISION.TOTAL) + 
+                        (1 | part) + (1 | item), 
+                      data = df, REML = FALSE) 
> step(prop.mod.full.i) 
Backward reduced random-effect table: 
 
           Eliminated npar  logLik    AIC     LRT Df Pr(>Chisq)     
<none>                  27 -1319.0 2692.1                           
(1 | part)          0   26 -1321.6 2695.3  5.2145  1     0.0224 *   
(1 | item)          0   26 -1329.7 2711.3 21.2658  1  3.998e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Backward reduced fixed-effect table: 
Degrees of freedom method: Satterthwaite  
 
                          Eliminated Sum Sq Mean Sq NumDF  DenDF F value    Pr(>F)     
age:score.forward.digit.span       1   0.01    0.01     1 43.710  0.0004 0.9838467     
age:flanker.accuracy.incompatible  2  14.11   14.11     1 39.851  0.4056 0.5278356     
age:DDK.rate.pataka                3  29.17   29.17     1 45.942  0.8385 0.3646140     
age:score.backward.digit.span      4  37.23   37.23     1 38.277  1.0698 0.3074877     
score.backward.digit.span          5  15.90   15.90     1 38.322  0.4570 0.5030803     
flanker.accuracy.incompatible      6  62.69   62.69     1 38.452  1.8034 0.1871716     
age:sex                            7  90.41   90.41     1 41.899  2.6047 0.1140560     
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age:average.DDK                    8  73.98   73.98     1 45.629  2.1352 0.1508059     
age:bilingual.tf                   9  22.24   22.24     1 43.217  0.6426 0.4271603     
age:MOCA                          10  36.57   36.57     1 43.634  1.0571 0.3095322     
MOCA                              11   3.93    3.93     1 40.631  0.1136 0.7378587     
sex                               12  57.85   57.85     1 43.430  1.6734 0.2026413     
average.DDK                       13  41.97   41.97     1 46.023  1.2136 0.2763420     
age:VISION.TOTAL                  14  50.64   50.64     1 42.542  1.4643 0.2329236     
VISION.TOTAL                      15  23.18   23.18     1 45.106  0.6704 0.4172276     
bilingual.tf                      16  64.85   64.85     1 43.767  1.8751 0.1778736     
age:FLUENCY.MOCA                  17 119.46  119.46     1 41.220  3.4547 0.0702240 .   
FLUENCY.MOCA                      18 106.56  106.56     1 42.589  3.0825 0.0863268 .   
age:HEARING.TOTAL                 19 130.52  130.52     1 43.777  3.7729 0.0585390 .   
HEARING.TOTAL                     20  11.29   11.29     1 42.359  0.3261 0.5710024     
age                               21  80.22   80.22     1 43.039  2.3174 0.1352499     
DDK.rate.pataka                   22  98.01   98.01     1 42.279  2.8308 0.0998426 .   
score.forward.digit.span           0 441.07  441.07     1 42.486 12.7407 0.0009036 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Model found: 
prop_errorful_utterances_per_trial ~ score.forward.digit.span +  
    (1 | part) + (1 | item) 
 
> prop.mod.min.i <- lmer(prop_errorful_utterances_per_trial ~ score.forward.digit.span
 +  
+                          (1 | part) + (1 | item), data=df, REML=TRUE) 
> summary(prop.mod.min.i) 
Linear mixed model fit by REML. t-tests use Satterthwaite's method ['lmerModLmerTest'] 
Formula: prop_errorful_utterances_per_trial ~ score.forward.digit.span +   
    (1 | part) + (1 | item) 
   Data: df 
 
REML criterion at convergence: 2668.6 
 
Scaled residuals:  
    Min      1Q  Median      3Q     Max  




 Groups   Name        Variance Std.Dev. 
 part     (Intercept) 10.883   3.299    
 item     (Intercept)  3.508   1.873    
 Residual             34.606   5.883    
Number of obs: 407, groups:  part, 44; item, 12 
 
Fixed effects: 
                         Estimate Std. Error      df t value Pr(>|t|)     
(Intercept)                5.8685     0.8108 25.3350   7.237 1.28e-07 *** 
score.forward.digit.span  -2.2346     0.6372 40.8349  -3.507  0.00112 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Correlation of Fixed Effects: 





# TRANSCRIPTION ANALYSIS 
 
>final %<>% mutate(deletion_rate=deletion/`total#tokens`, 
>                  insertion_rate=insertion/`total#tokens`, 
>                  other_rate=other/`total#tokens`, 
>                  reversal_rate=reversal/`total#tokens`, 
>                  substitution_rate=substitution/`total#tokens`) 
 
> error_data = gather(final,TYPE,ER,deletion_rate:substitution_rate,factor_key=T) 
 
> lme.fit <- lmer(ER ~ utterance * TYPE + (1|`P#`), error_data) 
 
> summary(lme.fit) 
Linear mixed model fit by REML. t-tests use Satterthwaite's method ['lmerModLmerTest'] 
Formula: ER ~ utterance * TYPE + (1 | `P#`) 
   Data: error_data 
 
REML criterion at convergence: -7622.6 
 
Scaled residuals:  
    Min      1Q  Median      3Q     Max  
-1.8409 -0.3271 -0.0735  0.1098 14.8961  
 
Random effects: 
 Groups   Name        Variance  Std.Dev. 
 P#       (Intercept) 4.607e-05 0.006788 
 Residual             8.600e-04 0.029325 
Number of obs: 1850, groups:  P#, 44 
 
Fixed effects: 
                                        Estimate Std. Error         df t value Pr(>|t|
)     
(Intercept)                            2.180e-03  2.892e-03  8.672e+02   0.754 0.45109
6     
utterancepodcod                        2.101e-03  3.791e-03  1.796e+03   0.554 0.57949
5     
utterancetopcop                       -9.255e-04  3.732e-03  1.796e+03  -0.248 0.80416
8     
TYPEinsertion_rate                     5.766e-03  3.818e-03  1.793e+03   1.510 0.13115
5     
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TYPEother_rate                        -3.964e-04  3.818e-03  1.793e+03  -0.104 0.91732
4     
TYPEreversal_rate                     -3.317e-04  3.818e-03  1.793e+03  -0.087 0.93078
4     
TYPEsubstitution_rate                  3.597e-02  3.818e-03  1.793e+03   9.423  < 2e-1
6 *** 
utterancepodcod:TYPEinsertion_rate     6.437e-04  5.355e-03  1.793e+03   0.120 0.90432
5     
utterancetopcop:TYPEinsertion_rate     1.805e-02  5.273e-03  1.793e+03   3.423 0.00063
3 *** 
utterancepodcod:TYPEother_rate        -1.357e-03  5.355e-03  1.793e+03  -0.253 0.79993
9     
utterancetopcop:TYPEother_rate         1.687e-03  5.273e-03  1.793e+03   0.320 0.74899
1     
utterancepodcod:TYPEreversal_rate     -2.867e-03  5.355e-03  1.793e+03  -0.535 0.59246
7     
utterancetopcop:TYPEreversal_rate      3.592e-03  5.273e-03  1.793e+03   0.681 0.49582
5     
utterancepodcod:TYPEsubstitution_rate -9.079e-03  5.355e-03  1.793e+03  -1.695 0.09016
2 .   
utterancetopcop:TYPEsubstitution_rate -1.031e-02  5.273e-03  1.793e+03  -1.956 0.05061
7 .   
--- 




Backward reduced random-effect table: 
 
           Eliminated npar logLik     AIC    LRT Df Pr(>Chisq)     
<none>                  17 3811.3 -7588.6                          
(1 | `P#`)          0   16 3788.9 -7545.9 44.738  1  2.253e-11 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Backward reduced fixed-effect table: 
Degrees of freedom method: Satterthwaite  
 
               Eliminated   Sum Sq   Mean Sq NumDF  DenDF F value    Pr(>F)     
utterance:TYPE          0 0.029124 0.0036404     8 1792.6  4.2333 4.787e-05 *** 
--- 




ER ~ utterance * TYPE + (1 | `P#`)
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