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a b s t r a c t
This paper discusses empirical studies with both the adaptive correlated sequential
sampling method and the adaptive importance sampling method which can be used
in solving matrix and integral equations. Both methods achieve geometric convergence
(provided the number of random walks per stage is large enough) in the sense: eν ≤ cλν ,
where eν is the error at stage ν, λ ∈ (0, 1) is a constant, c > 0 is also a constant.
Thus, both methods converge much faster than the conventional Monte Carlo method.
Our extensive numerical test results show that the adaptive importance sampling method
converges faster than the adaptive correlated sequential samplingmethod, evenwithmany
fewer random walks per stage for the same problem. The methods can be applied to
problems involving large scale matrix equations with non-sparse coefficient matrices. We
also provide an application of the adaptive importance sampling method to the numerical
solution of integral equations, where the integral equations are converted into matrix
equations (with order up to 8192 × 8192) after discretization. By using Niederreiter’s
sequence, instead of a pseudo-random sequence when generating the nodal point set used
in discretizing the phase spaceΓ , we find that the average absolute errors or relative errors
at nodal points can be reduced by a factor of more than one hundred.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The matrix equation (or linear equation systems) problem
Ax = b (1)
has applications in many different areas. For example, a family of discrete particle transport problems can be formulated in
matrix equation form [1]
x = Hx+ a (2)
where x = (xi)n×1, a = (ai)n×1,H = (hij)n×n. Continuous particle transport problems can be similarly formulated as integral
equations [1]
ψ(p) =
∫
Γ
ψ(p′)K(p, p′)dp′ + S(p) (3)
where S(p) is the source, K(p, p′) is the transition kernel, ψ(p) is the total collision density function, Γ is the phase space
with dimension dim(Γ ) = 6 or 7. One way to solve (3) is the discretization method, which leads to a matrix equation in
the form (2), see Section 3.2. Another example is numerical solutions of (high-dimensional) partial differential equations
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(see for example, [2]) or partial integro-differential equations. Both equations have numerous applications, for example, in
financial derivative pricing and risk management, see [3].
Themore generalmatrix equation (1) can be converted to the form (2) by the transformation:H = I−CA, a = Cb for some
invertible matrix C [4]. For the matrix equation (2), if the order of H is not large or H is sparse, conventional deterministic
methods can be used to solve (2) efficiently. However, the Monte Carlo method has advantages over deterministic methods
in some situations. For example,
1. When only some of the components of the solution vector x are needed, the Monte Carlo method is ideal since it can be
used to estimate individual components of the solution vector, whereas deterministic methods cannot do so in general.
2. When the order (or size) n of thematrix is large (thousands ormore), the adaptiveMonte Carlomethods aremore efficient
than conventional Monte Carlo, especially when the matrix is not sparse, as Halton pointed out in [4,5].
The history of solving thematrix equation (1) or (2) by theMonte Carlo method began in the early 1950s [6–8]. Themain
drawback of the conventional Monte Carlo method in solving (2) is that it converges slowly, at the rate O( 1√
N
), where N is
the number of randomwalks. Halton [4,5] was the first to use adaptiveMonte Carlomethods, both the correlated sequential
sampling and the importance sampling methods, to speed up the convergence in estimating solutions of systems of linear
equations. He claimed that the sequential correlated sampling method is more efficient than the importance sampling
method [4,5]. Our extensive test results so far show the opposite, see Section 3.
Adaptive Monte Carlo methods have also been applied to continuous particle transport problems by researchers at both
Los Alamos National Laboratory [9,10] and researchers working with J. Spanier [11–19]. These problems are governed by
integral or integro-differential equations with dimensions up to 7. The results of test model problems also demonstrate that
the adaptive Monte Carlo methods achieve much faster convergence than the conventional Monte Carlo method does.
The goal of this paper is to discuss these adaptive Monte Carlo methods with much faster geometric or exponential
convergence rate O(λν) with 0 < λ < 1, where ν is the number of stages. At each stageW random walks are used, so the
total number of random walks is νW , which will be much smaller than the number of random walks needed to establish
the same errors when using conventional Monte Carlo. As we will see later in this paper,W can be taken very small and the
adaptive importance sampling method can still achieve geometric convergence. In fact, all of our test results show that the
adaptive importance sampling method converges geometrically even withW = 1.
Themethods introduced in this paper can be applied to problems involving large scale matrix equations with non-sparse
coefficient matrices. These methods can also be modified so that integral equations in the form of (3) can be solved by the
methods. In all such cases, high performance computing facilities should be very useful in carrying out the computations.
The paper is organized as follows. The conventional or plain Monte Carlo method and adaptive Monte Carlo methods for
solving matrix equations are described in Section 2. Numerical results of solving matrix equations by the plain Monte Carlo
method and adaptiveMonte Carlomethods are given in Section 3.We also provide an example of the application of adaptive
Monte Carlo methods for numerical solutions of integral equations. Our conclusions are given in Section 4.
2. The Monte Carlo methods for matrix equations
Consider a matrix equation
x = Hx+ a (4)
where H = (hij) is an n × n matrix, a = (ai) is an n × 1 vector, usually called the source in particle transport theory. We
require that
‖H‖ = max
{
n∑
j=1
|hij| : 1 ≤ i ≤ n
}
< 1,
so that I − H is invertible and (4) has a unique solution. We also assume that ai ≥ 0 (1 ≤ i ≤ n) and ai0 > 0 for at least one
i0 (otherwise, x = 0). Discrete transport equation (2) takes this form.
Before discussing adaptiveMonte Carlomethods, we recall some facts about solving (4) by the plainMonte Carlomethod.
Details are omitted here and the reader is referred to [1] or [4,5] for more information. The idea of solving (4) by the plain
Monte Carlo method is to express each component of the solution vector as the expectation of some random variable.
Assume that hij ≥ 0 for 1 ≤ i, j ≤ n and (p1i , pij, pi) is a given discrete random walk process (see [1] for the definition)
such that
p1i ≥ 0,
n∑
i=1
p1i = 1, ai 6= 0⇒ p1i 6= 0;
pij ≥ 0, pi = 1−
n∑
j=1
pij ≥ 0, and at least one pi > 0;
hij 6= 0⇒ pij > 0.
Y. Lai / Journal of Computational and Applied Mathematics 231 (2009) 705–714 707
We can construct a random walk α = (i1, i2, . . . , ik) on the integer set S = {1, 2, . . . , n} as follows:
Sample the first (or birth) state i1 with probability p1i1 , sample the second state i2 with probability pi1 i2 , . . . , terminate
the random walk in state ik with probability pik . This sampling process will end in a finite number of steps with probability
1 with the assumptions we have made about the matrix H . Define weights
wij =
{
hij/pij, if pij 6= 0
0, otherwise
and a random variable on the random walks α by
Wk(α) = ai1p1i1
wi1 i12 · · ·wik−1ik .
Introduce
1. a terminal estimator:
ξj(α) = Wk(α)δikjpik
, (5)
and
2. a collision estimator:
ηj(α) =
k∑
m=1
Wm(α)δim,j, (6)
where δij = 1 for i = j and δij = 0 otherwise. Both estimators are unbiased estimators of xj, i.e., E[ξj(α)] = E[ηj(α)] = xj.
The proofs can be found in [1].
Remark 1. In the above, we assume that hij ≥ 0 for 1 ≤ i, j ≤ n. If some of the entries are negative, we can consider
sampling with negative measure/probability, as we have done in [11] for continuous transport problems, which has been
proposed by Spanier.
2.1. Error estimation
If x = (xi)n×1 is the exact solution of (4), x(ν) = (x(ν)i ) is the approximate solution of (4) at stage ν, then we use
abs_err(ν) = ∥∥x− x(ν)∥∥2 =
(
n∑
i=1
(xi − x(ν)i )2
)1/2
(7)
as the L2 absolute error estimate at stage ν ≥ 1; if x(ν) 6= 0 then use
rel_err(υ) =
∥∥x− x(ν)∥∥2∥∥x(ν)∥∥2 (8)
as the L2 relative error estimate at stage ν ≥ 1. However, the exact solution of (4) is not known usually. In that case, we
define
app_abs_err(υ) =
 n∑
i=1
(
x(ν)i −
n∑
j=1
hijx
(ν)
j − ai
)21/2 (9)
as the L2 approximate absolute error estimate at stage ν ≥ 1; if x(ν) 6= 0 then use
app_rel_err(υ) =
 n∑
i=1
(
x(ν)i −
n∑
j=1
hijx
(ν)
j − ai
)21/2
∥∥x(ν)∥∥2 (10)
as the L2 approximate relative error estimate at stage ν ≥ 1.
These errors are related as the following theorem shows.
Theorem 1. As before assume that ‖H‖ < 1. Then for ν ≥ 1, we have
1− ‖H‖√
n
abs_err(ν) ≤ app_abs_err(υ) ≤ √n (1+ ‖H‖) abs_err(ν), (11)
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and
1− ‖H‖√
n
rel_err(ν) ≤ app_rel_err(υ) ≤ √n (1+ ‖H‖) rel_err(υ). (12)
Therefore,
lim
ν→∞ abs_err
(ν) = 0 if and only if lim
ν→∞ app_abs_err
(υ) = 0, (13)
and
lim
ν→∞ rel_err
(ν) = 0 if and only if lim
ν→∞ app_rel_err
(υ) = 0. (14)
Remark 2. (13) follows from (11), and (14) follows from (12). The proof of (12) is very similar to that of (11). (11) can be
provedmore generally for normed linear operators and is well known in the functional analysis literature (see, e.g., [20,21]).
In the case of n = 10, a similar result to (13) is also stated and proved in [22]. So the proof of Theorem 1 is omitted here.
2.2. Algorithms
In this subsection, we describe algorithms for plain Monte Carlo and adaptive Monte Carlo methods used in estimating
solution components of matrix equations.
1. Plain Monte Carlo (PMC) method:
(1) For each state i = 1, . . . , n, generateW random walks αj = (i(j)1 , i(j)2 , . . . , i(j)m ), 1 ≤ j ≤ W ;
(2) Use the terminal estimator (5) and
zi = 1W
W∑
j=1
ξ (i)(αj)
as an estimate of xi. Or use the collision estimator (6) and
zi = 1W
W∑
j=1
η(i)(αj)
as an estimate of xi.
Notice that the total number of random walks is nW . However, we may vary the numberW of random walks at
each stage.
2. Halton’s adaptive correlated sequential sampling (ACSS) method:
In this method, the transition matrix used to generate the transition of a random walk from one state to another at each
stage is fixed, and is H , but the constant or source term a(ν) is modified at each stage in the following way.
Let x(0) = 0, a(0) = a, y(0) be an approximate solution to (4), also let
x(1) = x(0) + y(0).
Define
a(1) = a(0) + Hx(1) − x(1).
In general, at stage ν ≥ 1, if y(ν−1) is an approximate solution to
y(ν−1) = Hy(ν−1) + a(ν−1),
define
x(ν) = x(ν−1) + y(ν−1), ν ≥ 1 (15)
and
a(ν) = a(ν−1) + Hx(ν−1) − x(ν−1), ν ≥ 1. (16)
It is shown in [4] that
lim
ν→∞ a
(ν) = 0, lim
ν→∞ y
(ν) = 0 and lim
ν→∞ x
(ν) = x
where x is the exact solution to (4). The approximate solution y(ν) at each stage can be estimated by using PMC method.
An idea proposed by Spanier to improve the efficiency of adaptive Monte Carlo methods is to use a branching process in
which many correlated random walks are processed in parallel. In a branching process, random walks are generated using
the same rules as before, but instead of computing one component at a time corresponding to each discrete source index,
each component whose index is visited by a randomwalk receives contributions. We use a simple example to illustrate this
idea.
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Example 1. Suppose that H is a 3× 3 matrix, n = 3,W = 1, and the randomwalk is α = (1, 3, 1, 2, 3, 1). Then, instead of
using the estimator
ξ (1) = a(1)+ h13
p13
a(3)+ h13
p13
h31
p31
a(1)+ h13
p13
h31
p31
h12
p12
a(2)+ h13
p13
h31
p31
h12
p12
h23
p23
a(3)+ h13
p13
h31
p31
h12
p12
h23
p23
h31
p31
a(1) (17)
to estimate x1 only, we use (17),
ξ (2) = a(2)+ h23
p23
a(3)+ h23
p23
h31
p31
a(1) (18)
and
ξ (3) = a(3)+ h31
p31
a(1)+ h31
p31
h12
p12
a(2)+ h31
p31
h12
p12
h23
p23
a(3)+ h31
p31
h12
p12
h23
p23
h31
p31
a(1) (19)
to estimate x1, x2, and x3, respectively. In this way, all three components receive contributions from a single random walk
α.
3. The Adaptive importance sampling (AIS) method:
In this method, the constant or source term at each stage is fixed, and is a, but the transition matrix is modified at
each stage as follows: at stage ν, use the approximate solution obtained from stage ν − 1, to modify the transition matrix
P (ν) = (p(ν)ij ) to generate transitions of a random walk from state i to state j. There are two approaches in modifying P (ν).
Type 1. Use the collision estimator without absorption using the branching process.
At stage ν, define
p(ν)ij = hijx(ν−1)j
/ n∑
l=1
hijx
(ν−1)
l .
This implies that
n∑
j=1
p(ν)ij = 1, ∀ 1 ≤ i ≤ n.
Because there is no absorption, we have to truncate the random walk after some (for example, M) terms. Assume that we
generateW random walks, αj, 1 ≤ j ≤ W . Then
x(ν)i =
1
W
W∑
j=1
ξ (i)(αj)
is an estimate of the ith component xi.
Type 2. Use the terminal estimator with absorption with the branching process.
At stage ν, define entries of the transition matrix P (ν) to be
p(ν)ij = hijx(ν−1)j
/( n∑
l=1
hijx
(ν−1)
l + ai
)
,
then
∑n
j=1 p
(ν)
ij ≤ 1 and less than 1 for at least one index i. Thus, the random walk will terminate after finite steps with
probability one (detailed argument about this can be found in [1]). Using the branching process as in Type 1, but with
terminal estimator, instead of collision estimator, we obtain x(ν)i , 1 ≤ i ≤ n.
3. Numerical test results
3.1. Matrix equations
In this subsection, we report numerical results of solutions of matrix equations using the algorithms above with various
matrices, some of which are as follows.
1.
hij = ρijrin∑
k=1
ρik
, (20)
in which case we say that for fixed row i, the entries hij have uniform growth with column j;
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Table 1
Errors for matrix (with size 1000× 1000) problem by using plain Monte Carlo method.
N PMC1 PMC2
Error Time Error Time
102 7.713E4 3.35E−1 7.714E4 5.68E−1
103 2.275E4 6.02E−1 2.275E4 9.03E−1
104 6.729E3 3.79E0 6.729E3 5.32E0
105 2.118E3 3.57E1 2.118E3 4.95E1
106 7.159E2 3.54E2 7.159E2 4.97E2
2.
hij = jρijrin∑
k=1
kρik
, (21)
and we say that for fixed row i, the entries hij have linear growth with column j;
3.
hij = ρije
jri
n∑
k=1
ρikek
, (22)
and we say that for fixed row i, the entries hij have exponential growth with column j.
In the above, ri = c + ρi(d − c), c = mini∑nj=1 hij, d = maxi∑nj=1 hij = ‖H‖ ; ρi, ρij are pseudo-random numbers
uniformly distributed in (0, 1). So, the larger d (<1) is, the more difficult the problem is.
The idea to use the above testmatrices originatedwith Spanier.Matriceswith smaller sizes (up to hundreds by hundreds)
than those presented here are tested in [22], from which geometric convergence is achieved. Since it is advantageous only
when the size of the matrix is large (thousands or more) in solving a matrix equation by the MCmethod, we take the matrix
size up to 8192× 8192 (limited by assigned computer account space) in our tests. All the above three kinds of matrices are
tested. Again, geometric convergence is obtained for each type of matrix, and the adaptive importance sampling method
converges faster than the adaptive correlated sequential sampling method, even with fewer random walks per stage for
the former. We only list the results for the first type of matrices in the form of (20). The results for the other two types of
matrices are similar and are omitted here.
In all of our computations in this paper, FORTRAN 77 was used and the programs were run mostly on the Laurier
mainframe under UNIX operating system. However, our initial test on SHARCNET high performance computing (HPC)
machine (bala.sharcnet.ca with one processor in our case) showed that it was faster when the same programwith the same
problem was run on HPC machine under serial mode than it was run on the regular mainframe, see Table 1. It is expected
that it will be even faster when the program is run on HPC machine under parallel mode, especially when the order of the
matrix is very large and the matrix is non-sparse.
The results listed in Table 1 are absolute errors between exact solutions obtained by transformation and approximate
solutions by plain Monte Carlo method, and the CPU times (in seconds) used for one matrix (1000× 1000) equation in the
form of (4), where H = (hij)n×n with n = 1000 and hij = ρin , ρi (i = 1, 2, . . . , n) are pseudo-random numbers uniformly
distributed in (0, 1), a = (ai)n×1 = (i)n×1, and 7.713E4 = 7.713 × 104, etc. The first column lists the number of random
walks used. Numbers under PMC1 were obtained when the programwas run on the HPCmachine, whereas numbers under
PMC2 were obtained when the program was run on the mainframe at Wilfrid Laurier University.
Table 2 lists the average L2 approximate absolute errors over 100matrices with size 1000×1000 in the form of (20) with
c = 0.25, d = 0.75 and a = (ai)n×1 = (i)n×1. In Table 2, numbers in the first column are stages, those in the remaining
columns are the average L2 approximate absolute errors over 100 matrices for different methods with different number of
random walks per stage: AIM1 stands for the adaptive importance sampling method with 1 random walk/stage, AIM2 is
the samemethodwith 10 randomwalks/stage, ACSS1 stands for (Halton’s) adaptive correlated sequential samplingmethod
with 100 random walks/stage, while ACSS2 means the same method with 1500 random walks/stage.
From the listed results, we observe that the adaptive importance sampling method achieves geometric convergence
even with one random walk per stage, while the adaptive correlated sequential sampling method achieves much slower
convergence with 1500 random walks per stage than the adaptive importance sampling method, and it seems that this
method is divergent with 100 randomwalks per stage. The CPU times used are about 0.91 s/stage for AIM1, 2.37 s/stage for
AIM2, 0.34 s/stage for ACSS1 and 0.74 s/stage for ACSS2, respectively. It seems that the errors by the adaptive importance
sampling method can only achieve the magnitude of 10−12 (see also Table 3).
Similarly, Table 3 lists the average L2 approximate absolute errors over 100 matrices with size 3000× 3000 in the form
of (20) with c = 0.25, d = 0.75 and a = (ai)n×1 = (i)n×1. In Table 3, numbers in the first column are stages, those in the
remaining columns are the average L2 approximate absolute errors over 100 matrices for different methods with different
Y. Lai / Journal of Computational and Applied Mathematics 231 (2009) 705–714 711
Table 2
Average l2 approximate absolute errors over 100 matrix problems with size (1000× 1000) by using adaptive importance sampling method and adaptive
correlated sequential sampling method.
Stage AIM1 AIM2 ACSS1 ACSS2
1 4.5689E+01 1.547E−01 4.995E+4 1.288E+4
2 3.8939E−02 2.900E−04 8.739E+4 7.910E+3
3 1.5710E−04 3.075E−07 1.325E+5 4.688E+3
4 3.0203E−07 4.983E−09 1.828E+5 2.702E+3
5 2.4451E−09 4.359E−12 2.381E+5 1.561E+3
6 3.3038E−12 3.078E−12 2.965E+5 9.036E+2
7 1.4011E−12 3.140E−12 3.592E+5 5.223E+2
8 1.3996E−12 3.078E−12 4.294E+5 3.001E+2
9 1.39986E−12 3.063E−12 5.047E+5 1.729E+2
10 1.3997E−12 3.074E−12 5.866E+5 1.004E+2
11 1.3996E−12 3.086E−12 6.705E+5 5.819E+1
12 1.3995E−12 3.067E−12 7.569E+5 3.362E+1
13 1.3996E−12 3.119E−12 8.502E+5 1.943E+1
14 1.3996E−12 3.057E−12 9.411E+5 1.120E+1
15 1.3998E−12 3.084E−12 1.023E+6 6.451E+0
16 1.3996E−12 3.136E−12 1.115E+6 3.731E+0
17 1.3995E−12 3.069E−12 1.233E+6 2.170E+0
18 1.3996E−12 3.122E−12 1.339E+6 1.256E+0
19 1.3996E−12 3.099E−12 1.441E+6 7.268E−1
20 1.3997E−12 3.106E−12 1.576E+6 4.178E−1
Table 3
Average L2 approximate absolute errors over 100 matrix problems with size (3000× 3000) by using adaptive importance sampling method and adaptive
correlated sequential sampling method.
Stage AIM1 ACSS1 ACSS2
1 6.3685E+00 1.4247E+5 6.3591E+4
2 1.7502E−02 1.8567E+5 3.6886E+4
3 2.1690E−05 2.2974E+5 2.0557E+4
4 1.1749E−08 2.7375E+5 1.1337E+4
5 1.1105E−11 3.2243E+5 6.2232E+3
6 7.7323E−12 3.7132E+5 3.4149E+3
7 7.7301E−12 4.2148E+5 1.8716E+3
8 7.7300E−12 4.7489E+5 1.0300E+3
9 7.7301E−12 5.2573E+5 5.6508E+2
10 7.7303E−12 5.8074E+5 3.1150E+2
11 7.7303E−12 6.3526E+5 1.7100E+2
12 7.7301E−12 6.9160E+5 9.3697E+1
13 7.7301E−12 7.4809E+5 5.1438E+1
14 7.7301E−12 8.0362E+5 2.8160E+1
15 7.7302E−12 8.6135E+5 1.5477E+1
16 7.7301E−12 9.1734E+5 8.4947E+0
17 7.7301E−12 9.7569E+5 4.6613E+0
18 7.7302E−12 1.0314E+6 2.5524E+0
19 7.7302E−12 1.0900E+6 1.4008E+0
20 7.7302E−12 1.1440E+6 7.6714E−1
number of random walks per stage: AIM1 stands for the adaptive importance sampling method with 1 random walk/stage,
ACSS1 stands for Halton’s adaptive correlated sequential sampling method with 1000 random walks/stage, while ACSS2
means the same method with 5000 random walks/stage. Similar to the case of Table 2, from the listed results, we observe
that the AIS method achieves geometric convergence again even with one random walk per stage, while the ACSS method
achievesmuch slower convergence with 5000 randomwalks per stage and it seems that this method is divergent with 1000
random walks per stage. The CPU times used were about 10.7 s/stage for AIM1, 6.6 s/stage for ACSS1 and 12.3 s/stage for
ACSS2, respectively.
Based on our extensive tests, for the matrix equation problems (hij ≥ 0, ‖H‖ < 1), both the ACSS method and the
AIS method achieve geometric convergence provided the number of random walks per stage is large enough. But the latter
converges much faster than the former, even with smaller number of random walks (actually 1 random walk is enough to
obtain geometric convergence for all our tests by AISmethod, but this is not the case for the ACSSmethod). This phenomenon
is different from that obtained in [4,5] whose claim is just the opposite to ours. We do not have good explanations for
this now. One possibility is that our test matrices are simply qualitatively different from those used by Halton to reach his
conclusions.1 Rigorous theoretical study on the comparison of these two sampling methods is planned for the future.
1 The author thanks to one referee for pointing this out.
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3.2. Integral equations
In this subsection, we apply the adaptive methods to the numerical solution of integral equations of the form
ψ(x) =
∫
Γ
K(x, y)ψ(y)dy+ S(x). (23)
Similar integral equations have applications in many areas, such as, continuous transport problems, ruin problems in
actuarial science, etc. The idea can also be applied to more general integro-differential equations, which have applications,
for example, in financial derivative pricing and risk management using more realistic models (e.g., Levy process models) for
the underlying assets [3]. The existence and uniqueness of the solution of (23) are guaranteed under certain conditions (for
example, the integral operator defined by the kernel K has norm less than 1, see [1]). But exact (or closed form) solutions
are very hard to find usually, so we seek numerical solutions.
One of the numerical methods is based on discretization. The idea for this method is to take some finite nodal point set
P = {x1, x2, . . . , xN} ⊂ Γ in the domain or phase space, and replace (23) by a matrix (with size N × N) equation, then
use the solution of the matrix equation to approximate the solution of (23). The error is bounded by a constant times the
discrepancy of the nodal point set, see [23]. The resulting matrix equation can then be solved by the adaptive methods.
We use the following simple example to illustrate the idea. In this example, besides using pseudo-random sequence, we
also use low-discrepancy sequences, such as Niederreiter’s sequence, to generate the nodal point set used in discretizing
the domain Γ . Detailed information about low-discrepancy sequences can be found in the literature, for example, [24–26].
As mentioned above, our goal is to demonstrate the idea. For the sake of simplicity, we choose K(x, y) and S(x) so special
that the integral equation actually has the exact solution. The following example is also studied in [23] with N = 100. In
our test, N is taken to be as large as 8192.
Example 2. Consider an s-dimensional integral equation (23) with kernel
K(x, y) = 1
2s
exp
(
−
s∑
i=1
|xi − yi|
)
, x, y ∈ Γ = {x : |xi| ≤ ai},
and source
S(x) =
s∏
i=1
(ci − x2i )−
s∏
i=1
(ci − x2i − 2),
where ci = a2i + 2ai + 2. If ai = 1, then ci = 5 (i = 1, 2, . . . , s). Since∫ 1
−1
(5− u2)e−|u−v|du = 2(3− v2),
it can be verified that the exact solution of (23) is
ψ(x) =
s∏
i=1
(5− x2i ).
We take s = 2 and 6. The results are shown in the following tables, where av_abs_err is the average absolute error over the
nodal point set P defined by
av_abs_err =
{
1
N
N∑
i=1
(ψ(xi)− ψ1(xi))2
}1/2
≈
(∫
Γ
|ψ(x)− ψ1(x)|2 dx
)1/2
,
av_exact_soln is the average exact solution over the nodal point set P defined by
av_exact_soln = 1
N
N∑
i=1
ψ(xi),
and av_rel_err is the average relative error over the nodal point set P defined by
av_rel_err = av_abs_err
av_exact_soln
=
{
1
N
N∑
i=1
(ψ(xi)− ψ1(xi))2
}1/2
1
N
N∑
i=1
ψ(xi)
,
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Table 4
Comparison of the Monte Carlo method and a Quasi-Monte Carlo method—Niederreiter’s sequence for a 2-dimensional integral equation.
N MC Niederreiter’s
av_abs_err av_rel_err av_time av_abs_err av_rel_err av_time
128 5.18E−1 2.38E−2 0.4 2.39E−3 1.49E−4 0.6
256 3.67E−1 1.69E−2 1.2 1.73E−3 1.08E−4 2.7
512 2.60E−1 1.19E−2 4.4 1.21E−3 7.53E−5 9.3
1024 1.84E−1 8.44E−3 33.6 8.52E−4 5.32E−5 47.5
2048 1.30E−1 5.97E−3 348.8 6.03E−4 3.77E−5 357.0
4096 9.21E−2 4.22E−3 2712.2 4.27E−4 2.67E−5 2575.4
8192 6.51E−2 2.99E−3 58082.6 3.02E−4 1.89E−5 65090.9
Table 5
Comparison of the Monte Carlo method and a Quasi-Monte Carlo method—Niederreiter’s sequence for a 6-dimensional integral equation.
N MC Niederreiter’s
av_abs_err av_rel_err av_time av_abs_err av_rel_err av_time
128 3.34E1 3.20E−3 0.3 7.80E−2 1.90E−5 0.5
256 2.30E1 2.23E−3 1.1 5.41E−2 1.32E−5 1.5
512 1.65E1 1.59E−3 6.4 3.78E−2 9.21E−6 6.2
1024 1.16E1 1.12E−3 50.4 2.67E−2 6.51E−6 38.4
2048 8.17E0 7.89E−4 272.2 1.89E−2 4.60E−6 286.6
4096 5.75E0 5.56E−4 2180.1 1.34E−2 3.26E−6 2022.9
8192 4.08E0 3.94E−4 100849.2 9.46E−3 2.31E−6 54890.4
Table 6
Number of stage (k), number of randomwalk per stage (w/stage) and the error at the last stage for the resulting matrix equation with corresponding order
N × N , by using the Monte Carlo method and a Quasi-Monte Carlo method—Niederreiter’s sequence for the 2-dimensional integral equation.
N MC Niederreiter’s
k w/stage Error k w/stage Error
128 20 20 5.622948E−14 10 10 3.860087E−09
256 20 30 1.082558E−13 10 20 1.372360E−10
512 20 40 2.077502E−13 10 50 1.426087E−12
1024 20 100 8.021544E−13 10 80 6.427786E−13
2048 10 200 2.239153E−12 10 160 1.961709E−12
4096 10 400 6.347073E−12 10 300 5.066923E−12
8192 10 600 1.147253E−11 10 600 1.473167E−11
ψ(x) and ψ1(x) are exact and approximate solutions, respectively;
av_time = T
k
,
where T is the time (in seconds) used in the computation (including time to find an initial solution of matrix equation,
solving the matrix equation by adaptive importance sampling and calculating errors at nodal points), and k is the number
of stages used in solving the resulting matrix equation. This time measurement is very rough because different numbers of
stages are used in solving the resulting matrix equations (at the beginning we have no idea howmany stages are needed to
achieve certain error bound, e.g., 10−10).
From Tables 4 and 5, we observe that both the average absolute error and average relative error obtained by using
Niederreiter’s sequence in choosing the nodal point set are about more than 100 times smaller than those by using pseudo-
random sequences in choosing the nodal point sets. We also notice that both the average absolute errors and the average
relative errors increase as the dimension of the problem increases if the same number of nodal points are used within the
same type of sequence (either pseudo-random or quasi-random), except for the average relative errors when Niederreiter’s
sequence is used. Empirical experience and common sense tell us that it is normally the case. The above exception is probably
just due to the special structure of the problem (e.g., the kernel, the source and the domain). More precise theoretical results
on the dependence of errors on the dimensions of the problems involved and the sequences used need to be further explored
in future.
Tables 6 and 7 list the number of stages, the number of random walks per stage and the errors at the last stages for the
resulting matrix equations with different nodal point sets used in the computations.
4. Conclusion
In this paper, we discuss both the adaptive correlated sequential samplingmethod and the adaptive importance sampling
methodwhich can be used in solvingmatrix equation problem x = Kx+d. Bothmethods achieve geometric convergence (if
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Table 7
Number of stage (k), number of randomwalk per stage (w/stage) and the error at the last stage for the resulting matrix equation with corresponding order
N × N , by using the Monte Carlo method and a Quasi-Monte Carlo method—Niederreiter’s sequence for the 6-dimensional integral equation.
N MC Niederreiter’s
k w/stage Error k w/stage Error
128 20 40 7.025515E−11 10 10 9.162905E−12
256 20 40 9.305335E−11 10 20 1.777009E−11
512 20 100 3.155580E−10 10 40 5.115049E−11
1024 20 200 8.840873E−10 10 80 1.359565E−10
2048 20 200 1.296084E−09 10 160 3.598635E−10
4096 20 400 3.603796E−09 10 300 9.267882E−10
8192 5 800 1.017342E−08 10 600 2.654094E−09
the number of randomwalks per stage is large enough) in the sense: eν ≤ cλν , where eν is the error at stage ν, λ ∈ (0, 1) is
a constant, c > 0 is also a constant. Both methods converge much faster than the plain Monte Carlo method. Our extensive
numerical test results show that the adaptive importance sampling method converges faster than the correlated sequential
samplingmethod, evenwith fewer randomwalks per stage for the same problem. The conclusion obtained in [4,5] based on
his numerical results is just the opposite. Rigorous theoretical analysis of the comparison of these two sampling methods
is not easy, and it is left as one of our future research topics. The methods can be applied to problems involving large scale
matrix equations with non-sparse coefficient matrices. The methods can also be modified so that integral equations in the
form of (23) can be solved by the methods (see [11,27,23]). In all such cases, high performance computing facilities should
be very useful.
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