Genomics and Development: Taking Developmental Biology to New Heights  by Spitz, François & Furlong, Eileen E.M.
Developmental Cell 11, 451–457, October, 2006 ª2006 Elsevier Inc. DOI 10.1016/j.devcel.2006.09.013Meeting ReviewGenomics and Development:
Taking Developmental Biology
to New HeightsFranc¸ois Spitz and Eileen E.M. Furlong*
Developmental Biology Programme
EMBL
Heidelberg 69117
Germany
The 2006 Arolla meeting brought together scientists
from around the globe to discuss how genomic scale
analyses can enhance progress in understanding
developmental biology.
The Arolla meetings began in 1972 and have been held
every three years ever since. The meetings have a long
tradition of being very interactive and their fabulous
location, nestled within the peaks and glaciers of the
Swiss Alps, helps to promote constructive discussion.
This year’s meeting, ‘‘Genomics of Development,’’ was
organized by Denis Duboule (University of Geneva, Swit-
zerland), Ivan Rodriguez (University of Geneva), and
Cynthia Kenyon (UCSF, USA) and sponsored by both
the European Molecular Biology Organization (EMBO)
and the Swiss National Science Foundation (SNF)
through the National Centre of Competence in Research
‘‘Frontiers in Genetics.’’
The past five years have seen the release of the se-
quenced genomes of some of the major model organ-
isms used in developmental biology and of an ever in-
creasing number of genomic technologies, which allow
the study of a gene’s expression, regulation, and func-
tion at the level of the entire genome. By bringing to-
gether people who are using new genomic strategies
or emerging model organisms, the Arolla meeting
‘‘Genomics of Development’’ aimed to assess how this
fusion of genomics and developmental biology will pos-
sibly change our conceptual understanding of develop-
mental processes. This meeting report highlights par-
ticularly nice examples in which ‘‘new approaches’’ to
address ‘‘old questions’’ have been successfully used
to increase our understanding of development and
evolution.
Fusing Functional Genomics with Development:
Large-Scale Functional Genomics Screens —
Characterizing New Gene Function
Even for very well-studied model organisms, the func-
tion of the vast majority of genes remains uncharacter-
ized. One of the properties shared by large-scale geno-
mic approaches and traditional forward genetic screens
is the unbiased exploration of gene function. Three talks
highlighted how large-scale genetic screens can be ex-
tended, from flies and worms, to mice.
One of the advantages of chemical mutagens, such as
EMS and ENU, is their ability to induce different types
of point mutations within the same locus, resulting in
a spectrum of phenotypes that tend to more accurately
model human diseases. A nice example was presented
*Correspondence: Eileen.Furlong@embl-heidelberg.deby Steve Brown (Harwell, UK), who described a large
screen of 30,000 ENU mutant mice for dominant muta-
tions affecting auditory and vestibular function, which
identified 82 loci resulting in hearing defects. One such
mutation, Junbo, causes chronic middle ear inflamma-
tory disease that is clinically very similar to the chronic
otitis media in children. Surprisingly, Junbo maps to
the well-studied zinc finger transcription factor Evi1.
Finding a novel function for Evi1 in audition highlights
the strength of phenotype-driven, large-scale mutagen-
esis as well as the need for a precise assessment of the
phenotypes of available mutants animals. For the latter,
the specialized phenotyping platforms of the ‘‘mouse
clinics’’ (Martin Hrabe´ de Angelis, GSF, Germany) should
be very instrumental.
Similar to EMS/ENU screens, RNAi gene knockdown
typically gives a range of phenotypes, which effectively
represent a hypomorphic series. Nick Van Hateren (Uni-
versity of Sheffield, UK) and coworkers made use of this
approach to look for the role of cadherin genes in the for-
mation of the chicken neural tube. They systematically
knocked down the 41 genes with Cadherin motifs that
are expressed in the neural tube by a plasmid-based
RNAi system (Das et al., 2006) and observed specific
phenotypes including altered size and morphology,
premature differentiation, and migration defects. This
study, which can be scaled-up, offers great potential
to decipher gene functions and the genetic hierarchy
controlling neural tube formation.
A real advantage of RNAi is its application to model or-
ganisms where little or no genetic tools are available,
providing a way to complement many years of beautiful
embryology with functional assays. Of note on this topic
was a talk from Brigitte Galliot (University of Geneva,
Switzerland). Her group developed an efficient method
to silence gene expression through dsRNA feeding in
hydra (Figure 1A). The first gene knocked down, a
SPINK-related serine protease inhibitor, is involved in
the immediate cytoprotective function provided by the
gland cells after amputation (Chera et al., 2006). Amaz-
ingly, the autophagy phenotype is similar to what is ob-
served in the mouse exocrine pancreas when the related
gene is mutated. In combination with the development
of genomic resources for cnidarians (Thomas Holstein,
University of Heidelberg, Germany), these powerful
tools will help reveal the secrets of developmental plas-
ticity and regeneration in hydra.
C. elegans is currently the only model organism where
genome-wide RNAi screens can be easily conducted
within the developing embryo. Thanks to the construc-
tion of a library of dsRNA-expressing bacterial strains
made by Julie Ahringer’s lab (Cambridge, UK), the bac-
teria can be conveniently fed to worms to produce ef-
ficient gene knockdown (Kamath et al., 2003). Julie
Ahringer demonstrated the power of this approach in
a high throughput RNAi screen to identify genes in-
volved in asymmetric cell division and cell polarity.
Jasper Mullenders from Rene´ Bernards’ group (Nether-
lands Cancer Institute, Amsterdam) showed how similar
genome-wide approaches can be developed using
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452Figure 1. The use of RNAi to Infer Individual Gene Function and Global Network Topology
A) Regenerating hydra: 4 hr following bisection, regenerating either their heads (lower halves) or their feet (upper halves). The massive glandular
Kazal1 expression observed in wild-type (left) is essential for the immediate cytoprotection after amputation, revealed by effective gene silencing
after repeated feedings with bacteria producing dsRNAs (right). The images were kindly provided by Brigitte Galliot (University of Geneva,
Switzerland).
B) Early specification events in Ciona: Large-scale RNAi knockdown of transcription factors and signaling pathway components was used to
infer epistatic relationships, which were used to construct a gene regulatory network describing early events in Ciona cell fate specification.
The wiring diagram was kindly provided by Yutaka Satou and Nori Satoh (Kyoto University, Japan).retrovirus-delivered shRNA libraries, which enable large-
scale loss of function screens in mammalian cells to
identify genes important in cancer-related pathways.
For mammal systems, the challenge for the upcoming
years will be to extend large-scale RNAi screens from
the cell culture dish to the live animal. The recent demon-
stration that HIV-derived lentiviral vectors can very
efficiently produce transgenic animals, without undergo-
ing progressive silencing, may represent a breakthrough
in this domain. Didier Trono (EPFL, Switzerland) pre-
sented exciting results showing new lentiviral vectors
that allow precise drug-controllable gene expression or
knockdown in the animal (Wiznerowicz et al., 2006).
Mapping mutations inmouse has always beena daunt-
ing and time-consuming task. Monica Justice (Baylor
College of Medicine, Houston) reported the use of genet-
ically engineered balancer chromosomes in mouse, to
maintain and crudely map recessive lethal mutations.
Her group performed an ENU screen looking for reces-
sive lethal mutations on the mouse chromosome 11 (a re-
gion of very high gene density) and chromosome 4 and
identified 81 and 24 complementation groups, respec-
tively. Thanks to progress in sequencing, the direct
screening for mutations in the 11.000 exons within the
targeted region on mouse chromosome 11 appeared to
be an effective alternative to classical mapping strate-
gies. This option should only improve with future im-
provements in 454 sequencing capacity and costs.
Gene Regulation and Genome Architecture
In addition to revealing novel gene function, the large-
scale and unbiased properties shared by both genomic-
and genetic-based screens can reveal new featuresabout the global architecture of the genome. Extrapolat-
ing from the results obtained from their ENU screen on
chromosome 11 and 4 to the entire chromosomes, Mon-
ica Justice suggested thatw30% of genes on chromo-
some 11 are essential genes, compared to only 7% on
chromosome 4. Such clustering is very reminiscent of
previous reports of a trend for clustering of coexpressed
genes (e.g., Roy et al., 2002; Spellman and Rubin, 2002);
a genome-wide RNAi screen in C. elegans also revealed
chromosomal clustering of essential genes (Kamath
et al., 2003).
The importance of global architecture within the mam-
malian genome was further emphasized by Denis
Duboule (Univ. Geneva). Duboule and his coworker,
Franc¸ois Spitz, showed that insertion of transcriptional
units within a gene-desert flanking the HoxD regulatory
landscape leads to major alterations of the expression
profile of genes up to 250 kb away and to concomitant
morphological defects. Duboule proposed that these
long-thought ‘‘junk DNA’’ regions might be maintained
during evolution to insulate genes from potential inter-
ference between their remote enhancers.
Besides the presence of cis-regulatory elements, the
chromatin status of the gene region is also essential
for proper control of developmental gene expression.
The Polycomb-group proteins (PcG) repress large chro-
mosomal regions, which was thought to be due to stable
coating of the chromatin and therefore obscuring ac-
cess to activating complexes. The talk by Maarten van
Lohuizen (Netherlands Cancer Institute, Amsterdam),
nicely demonstrates that this is not the case. Using a
protein-localization technique similar to ChIP-on-chip
(DamID) in Kc cells, his group showed that, surprisingly,
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appear to be both transcriptionally active and repressed
(Tolhuis et al., 2006). It is not the differential occupancy
of PcG binding sites that results in chromosomal silenc-
ing, but rather their ability to alter the histone methyla-
tion status of the surrounding chromatin (see also
Papp and Muller, 2006). Global comparisons of Poly-
comb target genes in Drosophila and mammalian em-
bryonic stem cells revealed that this complex targets
a conserved set of genes, which mainly consists of
developmental regulators.
Transcriptional Networks
The complex temporal and spatial expression patterns
that are essential for embryonic development require
regulation at the level of chromatin remodeling of large
chromosomal domains and also the presence, activity,
and integration of multiple transcription factors through
combinatorial binding to cis-regulatory modules (CRMs).
Several talks discussed different approaches to address
how we can begin to get a handle on the size, topology,
and dynamics of these gene regulatory networks (GRNs),
which underlie the progressive restriction of develop-
mental cell fates.
Drosophila and Ascidians, in particular, Ciona, are
emerging as excellent model organisms to assess gene
regulatory networks. Both species have relatively small
genomes with little gene duplication and a number of
essential genomic resources, including high-resolution
in situ hybridization data, providing spatio-temporal
expression patterns for >20% of predicted genes. The
Ciona genome contains only 389 core transcription fac-
tors. Moreover, the cell fate for every cell is determined
by the 110-cell stage. Nori Satoh (Kyoto University, Ja-
pan) and coworkers took advantage of this and used
a systematic gene knockdown by RNAi to define the ep-
istatic relationships necessary to deduce a gene-regula-
tory circuit that consists of more than 3000 connections
(Figure 1B; see also Imai et al., 2006). They also explored
the segregation of cell fates in different models. Microar-
ray expression profiling of isolated blastomeres showed
that cell fate segregation occurs by a combination of ini-
tiation of specific gene expression and differential parti-
tion of mRNAs from their mother cells, leading to daugh-
ter cells with very divergent gene expression profiles.
Patrick Lemaire’s lab used the large scale in situ hy-
bridization data generated by N. Satoh and colleagues
in an elegant way to identify determinants of cell fate.
Early gastrula embryonic cells were ‘‘clustered’’ (similar
to microarray data clustering) according to their genetic
distance, defined as the fraction of genes differentially
expressed between two cells. As expected, blastomeres
sharing similar fates were at a short genetic distance.
Surprisingly, the genetic distance showed a poor corre-
lation with the number of divisions separating two cells
from a common progenitor. Thus, rather than changing
progressively as cells divide, the genetic program ap-
pears to be altered in large discreet steps very quickly
after each cell fate decision. Using rule extraction algo-
rithms, it was possible to automatically identify minimal
gene sets that discriminate between the different fates
adopted by cells. Encouragingly, these sets included
the majority of known Ascidian fate determinants as
well as novel candidates.The Furlong group (EMBL, Heidelberg) is tackling
a similar problem in Drosophila: the restriction of meso-
dermal cell fates. Using a combination of ChIP-on-chip
experiments, expression profiling, and computational
analysis, they are starting to construct a transcriptional
network during different stages of development. This
directed approach has revealed temporally regulated
enhancer occupancy by one key transcription factor
(TF) (Sandmann et al., 2006) and some unexpected pat-
terns of combinatorial binding to CRMs. This work is
complemented by Sarah Teichmann (LMB, UK), who
used computational analysis to examine TF expression
in Drosophila. With coworker Boris Adryan, she inte-
grated high-throughput in situ hybridization data (Tom-
ancak et al., 2002) with a comprehensive catalog of fly
TFs (Adryan and Teichmann, 2006) to provide a first sys-
tematic review of TFs with respect to their expression
domains. Using the anatomical ontology, they identified
potential activation patterns of TFs during organogene-
sis and an increasing complexity of interactions between
TF and coexpressed putative target genes through
development.
miRNA – Their Identification, Targets,
and Requirements
Posttranscriptional regulation by miRNAs is emerging
as another important mechanism to modulate both tem-
poral and spatial refinement of gene expression. Three
speakers at the meeting have made considerable contri-
butions to identifying the repertoire of miRNAs, their
targets and determining their function. Gary Ruvkun’s
group (Massachusetts General Hospital, USA) and
others showed that several essential components of
the heterochronic pathway regulating developmental
timing code for miRNAs, many of which are highly con-
served in diverse species. While perhaps the majority
of miRNAs have a large number of targets, (work from
Steve Cohen’s group [Heidelberg, Germany] suggested
an average of 100 targets for each fly miRNA [Brennecke
et al., 2005]), some miRNAs only have one or two major
target genes. For example, the heterochronic phenotype
of Lin-4 can be suppressed by removal of Lin-14, indi-
cating that Lin-14 is the major Lin-4 target in C. elegans
(Ambros, 1989). Similarly, Steve Cohen and coworker
Aurelio Teleman identified the gene expanded as the
single major target responsible for the ‘‘lean’’ phenotype
of miR-278 mutants (Teleman et al., 2006).
For some target genes, not only are the protein levels
reduced, but also the levels of the mRNA. Alex Schier’s
group (Harvard, USA) took advantage of this property
to identify target genes for Zebrafish miR-430. Using
expression-profiling microarrays, they identified w750
transcripts with elevated expression in embryos that
lack miR-430. Two-thirds of these mRNAs have miR-
430 complementary sites within their 30-UTRs, indicating
that they can be directly regulated (Giraldez et al., 2006).
Surprisingly, most miR-430 targets are maternally de-
posited transcripts. Maternal transcripts are deadeny-
lated, but upon fertilization they become polyadeny-
lated, most likely to increase their stability and allow
translation. Alex and coworkers showed that miR-430
binding to the 30-UTR targets transcripts for deadenyla-
tion, leading to an unstable message with a much re-
duced half-life. Interestingly, the miR430 targets appear
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430 in both the soma and the germline, while class-II tar-
gets, which include nanos and tudor-like, are preferen-
tially repressed in the soma. Although the underlying
mechanism is not understood, this work highlights that
the presence of target sites is not an effective predictor
for tissue-specific susceptibility for miRNA silencing.
As Steve Cohen pointed out, for a large number of
miRNAs, there is an anticorrelation between the tissue
of the miRNA expression and its target genes (Stark
et al., 2005): he suggested that the function of miRNA
might be to ensure robustness of expression by reduc-
ing the effects of leakiness in gene expression mecha-
nisms, both spatially (in the case of alternative cell fate
of two daughter cells) and temporally (e.g., Alex Schier’s
miR430). Such a modulatory role may explain why many
years of genetic screens have missed the majority of
these regulators.
A challenge for the future will be to integrate the com-
binatorial networks of miRNAs with the underlying tran-
scriptional networks to get a more accurate picture of
spatial and temporal restriction of gene expression
during developmental decision points.
Signaling Pathways: New Components,
Targets and Cross-Talk
Given the complexity of metazoan development, there
are surprisingly few different signaling pathways in-
volved. All of the major developmental pathways (Wnt,
Hh, TGF-b, FGF-EGF, Notch) were already present with
a significant degree of complexity in primitive meta-
zoans (Wnt’s; Kusserow et al., 2005) and have been sub-
sequently reused again and again during evolution for
diverse developmental purposes. Accordingly, this has
led to highly sensitive and complex genetic machineries
to ensure each signal is perceived by the correct cell and
interpreted in the correct manner.
The secretion and transport of glycosylated and lipid
modified proteins, like the Wnts and hedgehogs, to allow
both short-range and long-range action remains one of
the more perplexing puzzles in developmental biology.
Two talks addressed this issue. Konrad Basler (Zurich,
Switzerland) described the discovery of a novel Wnt
pathway component, Wntless (Wls/Evi), and showed
that it is required for Wingless-dependent patterning
processes in Drosophila, for MOM-2-governed polariza-
tion of blastomeres in C. elegans, and for Wnt3a-medi-
ated communication between cultured human cells
(Banziger et al., 2006). Combining genetic and biochem-
ical approaches, he and his coworkers were able to show
that Wls is required to promote the secretion of Wnt/
Wingless (Wg) proteins into the extracellular milieu
(Figure 2A). This gene was also recently identified in a ge-
nome-wide RNAi screen looking for new components
of the wingless signaling pathway (Bartscherer et al.,
2006), providing a nice example of how genetic and ge-
nomic approaches can converge on the same key dis-
coveries. Basler proposed various models for Wls func-
tion, which are a synthesis of the recent work on Wls
and the retromer complex, which was also shown to
play a role in Wnt secretion (Coudreuse et al., 2006). In
one such model, Wls is important for short-range Wnt
secretion and also works together with the retromer
complex to promote routing into a specialized exocyticpathway needed for long-range signaling, perhaps via
incorporation of Wnts into lipoprotein particles (Pana-
kova et al., 2005).
In an ENU-induced phenotypic screen in mouse,
Kathryn Anderson’s group (Sloan Kettering, New York)
identified mutations in six different genes affecting
Sonic hedgehog (Shh) signaling. Interestingly, all six
genes affect a microtubule-based structure, the single
nonmotile primary cilium that is found on most mamma-
lian cells. A range of experiments indicated that compo-
nents of the Sonic hedgehog pathway must be localized
to cilia to be properly active (Huangfu and Anderson,
2005). While rotating cilia play a critical role in establish-
ing the nodal flow that leads to an asymmetric left-right
distribution of signal molecules, the requirement for this
localization in terms of Hh signaling and in cells from the
limb or from the neural tube remains unclear. Both Bas-
ler’s and Anderson’s talks emphasize the power of phe-
notypic-driven screens to reveal functions for families of
proteins, which were very unlikely to be targeted by
a candidate gene approach.
Since the repertoire of signaling molecules is rather
limited, the downstream effectors are key elements to
generate stage and cell-type specific affects. In an effort
to identify such components in the Wnt pathway, Chris-
tof Niehrs (Heidelberg, Germany) presented an innova-
tive high-throughput screen to identify posttranslational
modifiers of the Wnt coreceptor LRP6 (Davidson et al.,
2005). They identified various components of the secre-
tory pathway capable of modifying LRP6, such as glyco-
syltransferases. One of the interesting kinases identified
was casein kinase 1 g (CK1g). Within minutes of Wnt
stimulation, CK1g phosphorylates conserved residues
within LRP6, which promotes Axin binding and, there-
fore, signal transduction.
Ultimately, these signaling pathways converge to-
ward transcription factors that activate a battery of tar-
get genes, most of them currently unknown. To get
a more global understanding of Sonic hedgehog (Shh)-
mediated patterning of the ventral neural tube, Andy
McMahon and postdoctoral fellow Steve Vokes used a
very nice approach to investigate the transcriptional
network underlying Shh-mediated neural tube specifi-
cation. Adopting an ES cell-based Shh neuronal specifi-
cation assay and epitope-tagged Gli proteins (transcrip-
tional effectors of the Shh pathway), they identified
a number of direct targets of Gli by chromatin immuno-
precipitation. The previously known target genes such
asNkx2.2 and Ptch1were identified, giving an indication
of the sensitivity of the approach. Importantly, newly
identified Gli-bound genomic regions are sufficient to
function as enhancers in transgenic mice. These results
provide powerful insights at two levels: the ability to ex-
amine the architecture of Gli-bound CRMs and to obtain
a survey of cell-specific responses during vertebrate
patterning. This approach provides exciting avenues
for research to examine the transcriptional outputs for
the other major signaling pathways.
Outi Hallikas from the group of Jussi Taipale (Helsinki,
Finland) presented a computational tool (EEL) to predict
Gli-bound enhancer regions, based on experimentally
calculated affinity, clustering, and interspecies conser-
vation (Hallikas et al., 2006). Many genes adjacent to
predicted enhancers are expressed in a pattern
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455Figure 2. Regulated Flow of Information
through Signaling Pathways
A) Wntless is required for Wg secretion and
gradient formation: wls mutant cells (marked
by the absence of n-Myc [green]) have higher
levels of Wg protein (red), as little or no secre-
tion of Wg occurs (top panel). The formation
of a Wg gradient is also impaired in the ab-
sence of wls (bottom panel), compared to
wt (middle panel). All images were kindly
privided by Konrad Basler (Zurich, Switzer-
land). Reproduced from Banziger et al.
(2006).
B) Inferring signaling network structure from
transcriptional signatures. 1, 2, 3: Given the
structure of a network of N components that
transduces the input signal (IS) received by
a cell, one can predict the effects of perturb-
ing individual network components on the ex-
pression of known target genes (E). 4: Com-
putational tools can be used to reconstruct
network models from a compendium of tran-
scriptional signatures generated by RNAi
knockdown of key network components.
Network diagrams kindly provided by Me-
ghana Kulkarni and Norbert Perrimon (Har-
vard University, USA).consistent with Gli expression. Outi showed a number of
these enhancers were sufficient to drive reporter gene
expression in transgenic mice. As more and more
ChIP-on-chip data becomes available, it will be interest-
ing to see how these studies converge with computa-
tional enhancer predictions.
As cells are often exposed to multiple signals at the
same time, the information needs to be integrated in
a manner that will yield a specific output. Genome-
wide RNAi screens in Drosophila tissue culture cells
have identified new components that may serve as es-
sential mediators or modifiers of interpathway cross-
talk. The current challenge is to understand how these
components are organized to regulate the flow of infor-
mation through the system. Norbert Perrimon (Harvard,
USA) described a quantitative approach to elucidate the
topology of signaling networks by defining the organiza-
tion of downstream network components, specifically
protein kinases and phosphatases. His group is using
a combination of RNAi-mediated silencing of network
components followed by gene expression profiling at
multiple time points post stimulation with different
ligands. The power of this approach stems from the
exhaustive identification of transcriptional signatures
associated with each perturbation. Dynamic Bayesian
network approaches are being used to create a system-
atic description of the structure and organization of cel-
lular signaling networks (Figure 2B). This is a very prom-
ising approach to map the hierarchical relations and
interconnections between pathway components.Genomics of Neurobiology: Understanding
the Genetics Basis of Complex Traits
Recent developments in imaging technologies, cell-
specific expression profiling, and other genomic ap-
proaches provide the necessary tools to molecularly
dissect the development of an organ as complex as
the brain and to unravel the mechanisms of innate be-
haviors. Three talks provided excellent examples of
this. Barry Dickson (IMP, Vienna, Austria) presented
progress toward the identification of genes and neuro-
nal circuits that control the male and female courtship
behaviors in flies. Sexually dimorphic behavior in the
fly is regulated by sex-specific splicing of the fruitless
gene. This gene encodes a male-specific isoform
(fruM) that is expressed in subsets of male neurons.
Amazingly, its forced expression in females can lead
them to adopt a male behavior (Demir and Dickson,
2005). Markus Noll (University of Zurich, Switzerland)
showed that different sensory cues (visual, olfactory,
and gustatory) trigger the male response to a feminine
presence. The Dickson group made a genome-wide
UAS-driven RNAi library of transgenic flies to systemat-
ically screen for genes required in fruitless-expressing
neurons to control male courtship. This strategy could
easily be extended to other systems to unravel the neu-
ral circuits responsible for other complex behaviors.
Many aspects of social behavior in mammals are also
driven by sensory cues. The associated receptors are
expressed in sensory neurons of the vomeronasal or-
gan, located in the nasal cavity. While the number of
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have a huge repertoire (>100). These genes are orga-
nized in large clusters localized on different chromo-
somes, similar to odorant receptors. Ivan Rodriguez
(University of Geneva, Switzerland) presented evidence
that they are expressed monogenically and monoalleli-
cally, so that a given neuron expresses a single receptor.
Rodriguez discussed how this very exclusive ‘‘choice’’
could be determined and presented experimental data
to support involvement of the peculiar organization of
these genes in clusters.
Nathaniel Heintz (Rockefeller University and HHMI,
USA) demonstrated how large-scale tools can facilitate
our understanding of the complex mammalian brain.
He presented exciting developments from the GENSAT
project, which aims to assemble a gene expression atlas
of the mouse central nervous system and to create a
corresponding library of transgenic lines expressing
GFP, using bacterial artificial chromosomes (BACs).
The high sensitivity of histochemical detection of GFP
revealed remarkable details, such as where neurons
were projecting their axons or the unexpected heteroge-
neity of some cell populations. This freely accessible re-
source (http://www.ncbi.nlm.nih.gov/projects/gensat/)
will be invaluable to the neurobiology community and
beyond. Importantly, these characterized BAC trans-
genes can also be used to target expression of any pro-
tein in the selected region of the brain or in specific neu-
ronal cell types. They illustrated this by using targeted
expression of a tagged-ribosomal protein to purify poly-
somes, allowing them to determine the transcriptional
signature of neuronal subpopulations. This association
of anatomical maps and cell-specific expression profiles
will provide a foundation to understand the function of
the mammalian brain.
Timing: Molecular Clocks at Different Scales
Three very interesting talks focused on the regulation
of biological circuits through temporal clocks, each of
which are operating at very different rhythms. For exam-
ple, formation of segmented structures along the verte-
brate embryonic axis is associated to an oscillator
termed the ‘‘segmentation clock,’’ which ticks during
somite formation in the presomitic mesoderm (PSM).
Olivier Pourquie´ (Stowers and HHMI, USA) presented
a novel GFP-based approach to examine clock oscilla-
tions in the mouse embryo in real time and determine
their periodicity. Using a carefully performed expression
profiling time series spanning one clock oscillation in the
PSM, Pourquie´ and coworkers identified a large network
of signaling genes associated with the Notch, FGF, and
Wnt pathways, oscillating in coordinated fashion during
the segmentation cycle. The FGF and retinoic acid path-
ways provide spatial constraints within the region of the
PSM that can respond to cycling Notch and Wnt signals.
Olivier’s results suggest that the oscillator mechanism is
much more complex than currently envisioned and also
identifies candidate genes that may couple both path-
ways to translate the temporal periodicity of the seg-
mentation clock into the spatial periodic distribution of
somites.
Ticking at a slower pace, the mammalian circadian
clock coordinates and adapts our metabolic and physi-
ologic status to day-night cycles. Most cells containself-sustained peripheral oscillators that are synchro-
nized every day by a master pacemaker localized in
the brain’s suprachiasmatic nucleus (SCN) in order to
stay in phase. Ueli Schibler (University of Geneva, Swit-
zerland) and coworker Benoit Kornmann engineered
a transgenic mouse in which the hepatocyte circadian
oscillators can be switched on and off. Genome-wide
expression profiling of the liver circadian, in the pres-
ence and absence of functional hepatocyte oscillators,
discriminated between genes whose rhythmic expres-
sion depends on systemic cues and/or local oscillators.
These studies revealed that cyclic transcription of some
core clock genes can be regulated by systemic cues,
even when the local oscillators are arrested, and thus re-
vealed a molecular mechanism used to synchronize the
peripheral clocks by the central pacemaker.
Finally, the clock that’s ticking within all of us to regu-
late life span has been intensively studied in C. elegans
and more recently in other model organisms. A number
of genetic mutations, for example, in the insulin path-
way, increase longevity and delay apparent signs of ag-
ing. A similar affect can also be achieved by caloric re-
striction in worms and in mice, giving some hope for
mammals. However, even if we can trick our longevity
clock, we would in any case most likely die of cancer
due to a progressive accumulation of mutations. The
talk from Cynthia Kenyon (UCSF, USA) demonstrated
that, at least for C. elegans, this is not the case. Her
group found that a number of C. elegans mutations
that extend life span, e.g., the insulin-receptor mutants,
appear to be resistant to the formation of tumors, using
the lethal germline tumor mutation gld-1 (Pinkston et al.,
2006). The pathways that affect aging can overcome tu-
mor growth by either increasing apoptosis or decreas-
ing cell division, or both.
Concluding Remarks
As could be seen from the diverse range of high calibre
talks and posters, genomic resources are being put to
good use to both speed up and extend the spectrum
of research in developmental biology. The integration
of genomic and genetic approaches to identify and
characterize new genes is becoming more and more
common. More exciting was the perception of a con-
ceptual shift from using genomic approaches for single
gene discovery to an integrated global view of entire
pathways and networks. The future challenge is to utilize
the information inherent in genomic approaches, to
move from qualitative, descriptive network representa-
tions, toward quantitative, predictive models. The use
of genetics to test and learn from these predictions will
further strength the fusion between genomics and
development in the coming years.
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