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Abstract
A quantitative version of a well-known limit theorem for stochastic flows is establishing; our main tool
is rough path analysis.
© 2011 Elsevier Masson SAS. All rights reserved.
1. Introduction
The purpose of this note is to give a proof of a quantitative version of a well-known limit the-
orem for stochastic flows which goes back to Bismut, Kunita, Malliavin, . . . (see [9, Thm. 6.1]
and the references therein). It says, in essence, that if one uses piecewise linear approximations
to multidimensional Brownian driving signals, the resulting solutions to the (random) ODEs
will converge as stochastic flows to the solution of the (Stratonovich) stochastic differential
equations; that is, the solution flows and all their derivatives will convergence uniformly on
compacts.
It has been understood in recent years that rough path theory [6,8,3] is ideally suited to prove
such limit theorems; also on the level of flows [7,3]. In fact, in [9, p. 216] Malliavin himself
remarked “Lyons’s forthcoming theory will reduce the proof of [9, Thm. 6.1] to a limit theorem
for Brownian motion and Lévy’s area”. The price one has to pay for this reduction is that one has
to work with refined Hölder (or p-variation) metrics on rough path spaces; to wit, if B denotes the
Brownian rough path; i.e. d-dimensional Brownian motion B and so(d)-valued Lévy’s area A
written as
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·∫
0
B ⊗ ◦dB ∈R⊕Rd ⊕ (Rd)⊗2
its rough path regularity is summarized in that there exists some α ∈ (1/3,1/2], in fact we may
take any α ∈ (1/3,1/2), such that1
ρα-Höl;[0,T ](B,1) ≡ sup
0s<tT
|Bt −Bs |
|t − s|α ∨ sup0s<tT
|∫ t
s
(Br −Bs)⊗ ◦dB|
|t − s|2α
is almost surely finite. The Itô(–Lyons)-map is known to be continuous (in fact, locally Lipschitz
continuous) in this rough path metric, also on the level of flows of (e.g. [3, Sect. 11.2], see also
the proof of Corollary 1 below), hence the problem is reduced to show that
ρα-Höl;[0,T ]
(
B, S2
(
Bn
))→ 0 a.s.
where Bn = BDn denotes the piecewise linear approximations to B , based on the dyadics Dn =
{iT /2n: i = 0,1, . . . ,2n},
S2
(
Bn
)= 1 +Bn +
·∫
0
Bnr ⊗ B˙nr dr
is the canonical lift of the piecewise smooth sample paths of Bn. There are various ways of
proving this, the most elegant perhaps being the argument of [9, Thm. 5.2], combined with in-
terpolation and a uniformity consideration based on Doob’s maximal inequality [3, Ch. 12];
such martingale arguments are not applicable when working with more general piecewise lin-
ear approximations, such as those based on Dn = {iT /n: i = 0,1, . . . , n}. Nonetheless a direct
computation [5] shows that
∀η < 1
2
− α: ρα-Höl;[0,T ]
(
B, S2(Bn)
)= O((1
n
)η)
a.s.
and one can see that this is the best result of this type. As a corollary, local Lipschitzness of
the Itô(–Lyons)-map implies convergence of the corresponding stochastic flows with the same
rate η. It is interesting to compare this with known convergence rates of such approximations as
established in the works of Gyöngy [4] and others; there, it seems to be folklore of the subject
that convergence takes place with rate η < 1/2. (Similar to the rate of strong convergence of
the Euler-scheme, which is also of rate η < 1/2.) At first glance, these results are recovered by
taking α ↓ 0. Unfortunately, this is not possible here. The problem is that in current setting based
on N = 2 iterated integrals ρα-Höl;[0,T ] ceases to be a rough path metric for α  1/3. Indeed,
rough path theory dictates a sharp relationship between the number of required levels, N , and
the (α-Hölder type) regularity of the signals under consideration:
N = [1/α];
see [2] for some subtle (counter-)examples in this context. Back to the case N = 2, we are
forced into the regime α ∈ (1/3,1/2]. In particular, the “best” rate η < 12 − α can only be taken
arbitrarily close to
1
2
− 1
3
= 1
6
1 We set 1 = exp(0) = 1 + 0 + 0 in R⊕Rd ⊕ (Rd )⊗2.
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noted, in the context of fractional Brownian motion, in [1]. Having explained the problem from
this point of view, the idea to work with general level N , instead of level 2, is not far and this is
precisely what we shall do. To wit, we shall establish
Theorem 1 (Rates for the full Brownian rough path). Let Bn denote piecewise linear approxi-
mation to d-dimensional Brownian motion B based on the dissection Dn = {iT /n: 0  i  n}
of [0, T ]. For any integer N , α ∈ [0,1/2) and η < 12 − α there exists an a.s. finite random vari-
able C(ω) such that
ρα-Höl;[0,T ]
(
SN(B), SN(Bn)
)
 C(ω)
(
1
n
)η
.
Proof. By scaling it suffices to discuss T = 1. This is the content of the next section. 
The above rates now lead to the following quantitative version of the limit theorem for stochas-
tic flows [9, Thm. 6.1].
Corollary 1. Consider, on Re, (d + 1) C∞-bounded vector fields V0,V1, . . . , Vd . Consider the
(random) flow y0 → yt ≡ UBn,t←0(y0) on Re defined as solution to the random ODE
dy = V0(y) dt +
d∑
i=1
Vi(y) dB
i
n, y(0) = y0,
where Bn is the piecewise linear approximation to Brownian motion based on the dissection
Dn = {iT /n: 0 i  n} of [0, T ]. Then a.s.
UBn,t←0(y0)
converges uniformly (as do all its derivatives in y0) on every compact subset K ⊂ [0, T ] ×Rd ;
and the limit
UB,t←0(y0) := lim
n→∞UBn,t←0(y0)
solves the Stratonovich SDE
dy = V0(y) dt +
d∑
i=1
Vi(y)◦dBi, y(0) = y0.
Moreover, for every η < 1/2, every k ∈ {1,2, . . . , } and compact K ⊂ [0, T ] × Rd , there exists
an a.s. finite random variable C(ω) such that
max
α=(α1,...,αe)|α|=α1+···+αek
∣∣∂αUB,·←0(·)− ∂αUBn,·←0(·)∣∣∞;K  C(ω)
(
1
n
)η
.
Proof. We recall that UB,t←0(y0) can be obtained as solution to the rough differential equation
(RDE)
dy = V0(y) dt +
d∑
Vi(y) dB ≡ V (y)d(t,B).
i=1
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ric α-Hölder rough path, α ∈ (1/3,1/2), and y an Re-valued α-Hölder path. (The presence of
a drift vector field V0 does not affect this; it suffices to remark that the so-called Young-pairing
map
B → (t,B),
has similar Lipschitz regularity in rough path metric.) By basic consistency properties of RDE
solutions, y is also the solution of the same RDE driven by the Lyons-lift SN(B), any N  2, and
the map SN(B) → y is (locally) Lipschitz continuous when regarding B as geometric α-Hölder
rough path, α ∈ (1/(N + 1),1/N), and y an Re-valued α-Hölder path. Moreover, this (local)
Lipschitz regularity persists when one regards the ensemble{
∂aUB,·←0(·): |a| k
}
(here a = (a1, . . . , ae) denotes a multi-index of order |a| = a1 +· · ·+ae) which corresponds to a
(non-explosive! cf. Theorem 11.12 in [3]) system of rough differential equations; after localiza-
tion the entire ensemble solves a (high-dimensional) rough differential equation and we argue as
above. Finally, given η < 1/2 we pick α > 0 such that η < 1/2 − α and then N := [1/α]. From
our “rates for the full Brownian rough path” and (local) Lipschitz-continuity of the solution map,
on the level of stochastic flows, the result follows. 
2. Rates of convergence for the full Brownian rough path
For N ∈N we define
T N
(
R
d
)=R⊕Rd ⊕ (Rd ⊗Rd)⊕ · · · ⊕ (Rd)⊗N
=
N⊕
n=0
(
R
d
)⊗n
and write πn :T N(Rd) → (Rd)⊗n for the projection on the n-th Tensor level. It is clear that
T N(Rd) is a (finite-dimensional) vector space. For elements g,h ∈ T N(Rd), we define g ⊗ h ∈
T N(Rd) by
πn(g ⊗ h) =
n∑
k=0
πn−k(g)⊗ πk(h).
One can easily check that (T N(Rd),+,⊗) is an associative algebra with unit element 1 =
exp(0) = 1 + 0 + 0 + · · · + 0. We call it the truncated tensor algebra of level N . A norm is
defined by
|g|T N (Rd ) = max
n=0,...,N
∣∣πn(g)∣∣
which makes T N(Rd) a Banach space.
For s < t , we define
ns,t =
{
(u1, . . . , un) ∈ [s, t]n ; u1 < · · · < un
}
which is the n-simplex on the square [s, t]n. We will use  = 2 for the 2-simplex over [0,1]2.0,1
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has
xs,t = xs,u ⊗ xu,t .
For a path x = (x1, . . . , xd) : [0,1] →Rd and s < t , we will use the notation xs,t = xt − xs . If x
has finite variation, we define its n-th iterated integral by∫
ns,t
dx ⊗ · · · ⊗ dx =
∑
1i1,...,ind
∫
ns,t
dxi1 . . . dxin ei1 ⊗ · · · ⊗ ein ∈
(
R
d
)⊗n
where {e1, . . . , ed} denotes the Euclidean basis in Rd and (s, t) ∈ . The canonical lift
SN(x) : → T N(Rd) is defined by
πn
(
SN(x)s,t
)= {∫ns,t dx ⊗ · · · ⊗ dx if n ∈ {1, . . . ,N},
1 if n = 0.
It is well know (as a consequence of Chen’s theorem) that SN(x) is a multiplicative functional.
For multiplicative functionals x,y : → T N(Rd), recall the definition
ρ
(n)
α-Höl(x,y) = sup
0s<t1
|πn(xs,t − ys,t )|
|t − s|nα ,
ρα-Höl(x,y) = max
n=1,...,N
ρ
(n)
α-Höl(x,y).
ρα-Höl is an (inhomogeneous) rough path metric if N = [1/α].
Note that in the forthcoming section, we will use generic constants c which may depend on
the dimension d without explicitly mentioning it.
Lemma 1. Let x be a multiplicative functional in T N(Rd), (s, t) ∈  and s = t0 < · · · < tm = t ,
m 1. Then
πn(xs,t ) =
m−1∑
i=0
πn(xti ,,ti+1)+
m−1∑
i=1
n−1∑
l=1
πn−l (xs,ti )⊗ πl(xti ,ti+1) (2.1)
for every n = 1, . . . ,N .
Proof. Easy, for instance by induction over m. 
The next lemma gives an L2-estimate for the higher order iterated Stratonovich integrals of B .
Lemma 2. Let B be a Brownian motion in Rd and take n ∈ N. Then there is a constant c de-
pending only on n such that∣∣∣∣
∫
ns,t
◦dB ⊗ · · · ⊗ ◦dB
∣∣∣∣
L2
 c|t − s| n2
for any (s, t) ∈ .
Proof. Follows from Brownian scaling. 
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|D| = maxi=1,...,m |ti − ti+1| for the mesh-size of D. BD : [0,1] → Rd denotes the piecewise
linear approximation of B w.r.t. D, i.e. BDti = Bti for ti ∈ D and, for t ∈ [ti , ti+1], BDt is defined
via
BDt −BDti
t − ti =
Bti+1 −Bti
ti+1 − ti .
It is clear that BD is a Gaussian process with paths of finite variation. Therefore we can define
its n-th iterated integral∫
n0,1
dBD ⊗ · · · ⊗ dBD ∈ (Rd)⊗n
in Riemann–Stieltjes sense. We will later show that Lemma 2 also holds for BD where the con-
stant c does not depend on the choice of D. Note that for t ∈ (ti , ti+1),
B˙Dt =
Bti+1 −Bti
ti+1 − ti
D= B1
(ti+1 − ti )1/2 .
Therefore, in the special case (s, t) = (ti , ti+1), we already see that∣∣∣∣
∫
nti ,ti+1
dBD ⊗ · · · ⊗ dBD
∣∣∣∣
L2
= |B
⊗n
1 |L2
|ti+1 − ti | n2
∫
nti ,ti+1
du1 . . . dun
= |B
⊗n
1 |L2 |ti+1 − ti |n
|ti+1 − ti | n2 n!
= c|ti+1 − ti | n2 (2.2)
with c = |B
⊗n
1 |L2
n! which only depends on n.
Next, we proof a technical lemma which we will need for the proof of Lemma 4. Recall
the definition of the Lévy area of a Brownian motion B = (B1, . . . ,Bd): For (s, t) ∈ , As,t ∈
R
d ⊗Rd is defined by
As,t =
∑
1i,jd
A
i,j
s,t ei ⊗ ej where
A
i,j
s,t =
1
2
( t∫
s
Bis,r dB
j
r −Bjs,r dBir
)
.
Lemma 3. Let B be a Brownian motion in Rd on a probability space (Ω,F , (Ft ),P). Let D =
{s = t0 < · · · < tm = t} be a partition of the interval [s, t] ⊂ [0,1]. Assume that X is a stochastic
process in (Rd)⊗n and that Xti is Fti -measurable for all ti ∈ D.
(1) There is a constant c1 = c1(n) such that∣∣∣∣∣
m−1∑
i=0
Xti ⊗Bti ,ti+1
∣∣∣∣∣
L2
 c1 max
i=0,...,m−1
|Xti |L2 |t − s|1/2.
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m−1∑
i=0
Xti ⊗Ati,ti+1
∣∣∣∣∣
L2
 c2|D|1/2 max
i=0,...,m−1
|Xti |L2 |t − s|1/2.
Proof. (1) The process X can be written as
Xt =
∑
1j1,...,jnd
X
j1,...,jn
t ej1 ⊗ · · · ⊗ ejn,
where the Xj1,...,jn are real-valued processes for any choice of j1, . . . , jn ∈ {1, . . . , d}. Fix
j, j1, . . . , jn ∈ {1, . . . , d}. Using independence of the Brownian increments,
E
((
m−1∑
i=0
X
j1,...,jn
ti
B
j
ti ,ti+1
)2)
=
m−1∑
i=0
E
((
X
j1,...,jn
ti
)2(
B
j
ti ,ti+1
)2)
=
m−1∑
i=0
∣∣Xj1,...,jnti ∣∣2L2 ∣∣Bjti ,ti+1 ∣∣2L2
 max
i=0,...,m−1
∣∣Xj1,...,jnti ∣∣2L2
m−1∑
i=0
|ti+1 − ti |
 max
i=0,...,m−1
|Xti |2L2 |t − s|.
(2) Fix j, k, j1, . . . , jn ∈ {1, . . . , d}. Like for the Brownian increments, we know that Aj,kti ,v
and Xj1,...,jnti are independent and that E(A
j,k
ti ,v
) = 0 for all ti < v. Therefore,
E
((
m−1∑
i=0
X
j1,...,jn
ti
A
j,k
ti ,ti+1
)2)
=
m−1∑
i=0
E
((
X
j1,...,jn
ti
)2(
A
j,k
ti ,ti+1
)2)
=
m−1∑
i=0
∣∣Xj1,...,jnti ∣∣2L2 ∣∣Aj,kti ,ti+1 ∣∣2L2
 c max
i=0,...,m−1
∣∣Xj1,...,jnti ∣∣2L2
m−1∑
i=0
|ti+1 − ti |2
 c|D| max
i=0,...,m−1
∣∣Xj1,...,jnti ∣∣2L2
m−1∑
i=0
|ti+1 − ti |
 c|D| max
i=0,...,m−1
|Xti |2L2 |t − s|. 
Define
SN(B) : → T N
(
R
d
)
by
πn
(
SN(B)s,t
)= {∫ns,t ◦dB ⊗ · · · ⊗ ◦dB if n ∈ {1, . . . ,N},
1 if n = 0.
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Lyons-lift of the enhanced Brownian motion B.
Since B and BD are Gaussian processes, the random variables
πn
(
SN(B)s,t
)
and πn
(
SN
(
BD
)
s,t
)
are elements in the n-th (non-homogeneous) Wiener Chaos Cn(P). Note that for Z ∈ Cn(P) and
q > 2,
|Z|L2  |Z|Lq  |Z|L2(n+ 1)(q − 1)n/2
(see e.g. [3, Ch. 15, Sect. 3.1]). As a consequence, all Lq -norms are equivalent on Cn(P). In
particular, for Z ∈ Cn(P) and W ∈ Cm(P),
|Z ⊗W |L2  c(n,m)|Z|L2 |W |L2 .
The next lemma contains the main work of this section.
Lemma 4. Let B be a Brownian motion on a probability space (Ω,F , (Ft ),P). Let nN and
D = {s = t0 < t1 < · · · < tm = t} be any partition of any interval [s, t] ⊂ [0,1]. Then there is a
constant c = c(n) such that∣∣πn(SN (BD)s,t − SN(B)s,t)∣∣L2  c|D| 12 |t − s| n−12 .
Remark 1. By the scaling property of the Brownian motion, it would have been enough to proof
the lemma for (s, t) = (0,1). Indeed, for arbitrary s < t ,
πn
(
SN
(
BD
)
s,t
− SN(B)s,t
) D= |t − s|n/2πn(SN (BD˜)0,1 − SN(B)0,1)
where D˜ = {0 = t˜0 < · · · < t˜m = 1} is defined by t˜i = ti−st−s for all i = 0, . . . ,m. Clearly, |D˜| =|D|
|t−s| and hence∣∣πn(SN (BD)s,t − SN(B)s,t)∣∣L2 = |t − s|n/2∣∣πn(SN (BD˜)0,1 − SN(B)0,1)∣∣L2
 c|t − s|n/2|D˜|1/2
= c|D|1/2|t − s| n−12 .
Proof of Lemma 4. By induction over n. For the cases 1 and 2 and (s, t) = (0,1), we
use [3, Prop. 13.20] where we let 1
r
↓ 0. For general (s, t) ∈  the estimate follows from Re-
mark 1.
Suppose now that the statement is true for all n′ ∈ {1, . . . , n−1}. We have to show the estimate
for n with n 3. By Lemma 1, we know that
∣∣πn(SN (BD)s,t − SN(B)s,t)∣∣L2 
∣∣∣∣∣
m−1∑
i=0
πn
(
SN
(
BD
)
ti ,ti+1 − SN(B)ti ,ti+1
)∣∣∣∣∣
L2
+
n−1∑
l=1
∣∣∣∣∣
m−1∑
i=1
πn−l
(
SN
(
BD
)
s,ti
)⊗ πl(SN (BD)ti ,ti+1)
− πn−l
(
SN(B)s,ti
)⊗ πl(SN(B)ti ,ti+1)
∣∣∣∣∣ .
L2
P. Friz, S. Riedel / Bull. Sci. math. 135 (2011) 613–628 621We claim that∣∣∣∣∣
m−1∑
i=0
πn
(
SN
(
BD
)
ti ,ti+1 − SN(B)ti ,ti+1
)∣∣∣∣∣
L2
 c0|D| 12 |t − s| n−12 (2.3)
and ∣∣∣∣∣
m−1∑
i=1
πn−l
(
SN
(
BD
)
s,ti
)⊗ πl(SN (BD)ti ,ti+1)− πn−l(SN(B)s,ti )⊗ πl(SN(B)ti ,ti+1)
∣∣∣∣∣
L2
 cl |D| 12 |t − s| n−12 (2.4)
for l = 1, . . . , n− 1. Setting c = c0 + · · · + cn−1 then gives us the desired result.
We start with (2.3). Since n  3, we can use Lemma 2, (2.2) and an estimate of the form
|a − b| |a| + |b| to see that∣∣∣∣∣
m−1∑
i=0
πn
(
SN
(
BD
)
ti ,ti+1 − SN(B)ti ,ti+1
)∣∣∣∣∣
L2

m−1∑
i=0
∣∣πn(SN (BD)ti ,ti+1)∣∣L2 + ∣∣πn(SN(B)ti ,ti+1)∣∣L2
 c(n)
m−1∑
i=0
|ti+1 − ti |n/2
 c|D|1/2
m−1∑
i=0
|ti+1 − ti | n−12
 c|D|1/2
(
m−1∑
i=0
|ti+1 − ti |
) n−1
2
= c|D|1/2|t − s| n−12 .
We used here the basic inequality
|a1|p + · · · |an|p 
(|a1| + · · · |an|)p
which is true for p  1.
Now we come to (2.4). First we consider the case l = 1. Then,
m−1∑
i=1
πn−1
(
SN
(
BD
)
s,ti
)⊗BDti ,ti+1 − πn−1(SN(B)s,ti )⊗Bti ,ti+1
=
m−1∑
i=1
πn−1
(
SN
(
BDs,ti
)− SN(Bs,ti ))⊗Bti ,ti+1 .
Since πn−1(SN(BDs,ti ) − SN(Bs,ti )) is Fti -measurable for all ti we can use Lemma 3 to see
that
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m−1∑
i=1
πn−1
(
SN
(
BDs,ti
)− SN(Bs,ti ))⊗Bti ,ti+1
∣∣∣∣∣
L2
 c max
i=1,...,m−1
∣∣πn−1(SN (BDs,ti )− SN(Bs,ti ))∣∣L2 |t − s|1/2.
For fixed ti , by induction hypothesis,∣∣πn−1(SN (BDs,ti )− SN(Bs,ti ))∣∣L2  c|D˜|1/2|ti − s| n−22
 c|D|1/2|t − s| n−22
where D˜ = {s = t0 < · · · < ti}. Hence,∣∣∣∣∣
m−1∑
i=1
πn−1
(
SN
(
BDs,ti
)− SN(Bs,ti ))⊗Bti ,ti+1
∣∣∣∣∣
L2
 c|D||t − s| n−12 .
Assume now l ∈ {2, . . . , n−1}. Using the equality a⊗b−a′⊗b′ = (a−a′)⊗b+a′⊗(b−b′),
we can decompose the sum (2.4) into two sums and obtain, applying the triangle inequality,∣∣∣∣∣
m−1∑
i=1
πn−l
(
SN
(
BD
)
s,ti
)⊗ πl(SN (BD)ti ,ti+1)− πn−l(SN(B)s,ti )⊗ πl(SN(B)ti ,ti+1)
∣∣∣∣∣
L2

∣∣∣∣∣
m−1∑
i=1
πn−l
(
SN
(
BDs,ti
)− SN(Bs,ti ))⊗ πl(SN (BD)ti ,ti+1)
∣∣∣∣∣
L2
(2.5)
+
∣∣∣∣∣
m−1∑
i=1
πn−l
(
SN(B)s,ti
)⊗ πl(SN (BD)ti ,ti+1 − SN(B)ti ,ti+1)
∣∣∣∣∣
L2
. (2.6)
We start estimating the sum (2.5). Using equivalence of Lq -norms yields∣∣∣∣∣
m−1∑
i=1
πn−l
(
SN
(
BDs,ti
)− SN(Bs,ti ))⊗ πl(SN (BD)ti ,ti+1)
∣∣∣∣∣
L2
 c(n, l)
m−1∑
i=1
∣∣πn−l(SN (BDs,ti )− SN(Bs,ti ))∣∣L2 ∣∣πl(SN (BD)ti ,ti+1)∣∣L2 .
Now we use the induction hypothesis to see that for fixed ti ,∣∣πn−l(SN (BDs,ti )− SN(Bs,ti ))∣∣L2  c|D˜|1/2|ti − s| n−l−12
 c|D|1/2|t − s| n−l−12
where D˜ = {s = t0 < t1 < · · · < ti}. In (2.2) we have seen that |πl(SN(BD)ti ,ti+1)| c|ti+1 − ti |
l
2
and since l2  1,
m−1∑
i=1
∣∣πn−l(SN (BDs,ti )− SN(Bs,ti ))∣∣L2 ∣∣πl(SN (BD)ti ,ti+1)∣∣L2
 c|D|1/2|t − s| n−l−12
m−1∑
|ti+1 − ti | l2i=1
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 c|D|1/2|t − s| n−12 .
Now we come to the sum (2.6). We first consider the case l = 2. An easy computation shows
π2
(
SN
(
BD
)
ti ,ti+1 − SN(B)ti ,ti+1
)= S2(BD)ti ,ti+1 − S2(B)ti ,ti+1
= −Ati,ti+1 .
Hence,∣∣∣∣∣
m−1∑
i=1
πn−2
(
SN(B)s,ti
)⊗ π2(SN (BD)ti ,ti+1 − SN(B)ti ,ti+1)
∣∣∣∣∣
L2
=
∣∣∣∣∣
m−1∑
i=1
πn−2
(
SN(B)s,ti
)⊗Ati,ti+1
∣∣∣∣∣
L2
.
It is clear that the process u → πn−2(SN(B)s,u), u s, is adapted to the filtration (Fu) and we
can use Lemmas 3 and 2 to see that∣∣∣∣∣
m−1∑
i=1
πn−2
(
SN(B)s,ti
)⊗Ati,ti+1
∣∣∣∣∣
L2
 c|D|1/2 max
i=1,...,m−1
∣∣πn−2(SN(Bs,ti ))∣∣L2 |t − s|1/2
 c|D|1/2|tm−1 − s| n−22 |t − s|1/2
 c|D|1/2|t − s| n−12 .
Finally we look at (2.6) for the cases l ∈ {3, . . . , n − 1}. Equivalence of Lq -norms and
Lemma 2 shows that∣∣∣∣∣
m−1∑
i=1
πn−l
(
SN(B)s,ti
)⊗ πl(SN (BD)ti ,ti+1 − SN(B)ti ,ti+1)
∣∣∣∣∣
L2
 c
m−1∑
i=1
∣∣πn−l(SN(B)s,ti )∣∣L2 ∣∣πl(SN (BD)ti ,ti+1 − SN(B)ti ,ti+1)∣∣L2
 c
m−1∑
i=1
|ti − s| n−l2
(∣∣πl(SN (BD)ti ,ti+1)∣∣L2 + ∣∣πl(SN(B)ti ,ti+1)∣∣L2)
 c|t − s| n−l2
m−1∑
i=1
|ti+1 − ti | l2
 c|D|1/2|t − s| n−l2
m−1∑
i=1
|ti+1 − ti | l−12
 c|D|1/2|t − s| n−12 .
This finishes the proof. 
624 P. Friz, S. Riedel / Bull. Sci. math. 135 (2011) 613–628Lemma 5. Let B be a Brownian motion and D be any partition of [0,1]. Take n ∈N. Then there
is a constant c depending only on n such that∣∣∣∣
∫
ns,t
dBD ⊗ · · · ⊗ dBD
∣∣∣∣
L2
 c|t − s| n2
for any (s, t) ∈ .
Proof. Assume first that s, t ∈ D. Define D˜ to be the subpartition D˜ = {s = tj < · · · < tj+m = t}
of D. Clearly, |D˜| |t − s|. From Lemmas 4 and 2 we get then∣∣∣∣
∫
ns,t
dBD ⊗ · · · ⊗ dBD
∣∣∣∣
L2

∣∣∣∣
∫
ns,t
dBD ⊗ · · · ⊗ dBD −
∫
ns,t
◦dB ⊗ · · · ⊗ ◦dB
∣∣∣∣
L2
+
∣∣∣∣
∫
ns,t
◦dB ⊗ · · · ⊗ ◦dB
∣∣∣∣
L2
 c1|D˜| 12 |t − s| n−12 + c2|t − s| n2
 (c1 + c2)|t − s| n2 .
Now assume that there are ti , ti+1 ∈ D such that ti  s < t  ti+1. Since on (ti , ti+1) we have
B˙D = Bti+1 −Bti
ti+1 − ti
D= B1
(ti+1 − ti )1/2
we obtain then∣∣∣∣
∫
ns,t
dBD ⊗ · · · ⊗ dBD
∣∣∣∣
L2
= |B
⊗n
1 |L2
(ti+1 − ti )n/2
∫
ns,t
du1 . . . dun

|B⊗n1 |L2 |t − s|n
|t − s|n/2n!
= c3|t − s| n2 .
Finally, for ti−1  s  ti < tj  t  tj+1, we use the identity
SN
(
BD
)
s,t
= SN
(
BD
)
s,ti
⊗ SN
(
BD
)
ti ,tj
⊗ SN
(
BD
)
tj ,t
.
For nN , by our previous estimates,
∣∣πn(SN (BD)s,t)∣∣L2
=
∣∣∣∣ ∑
α+β+γ=n
πα
(
SN
(
BD
)
s,ti
)⊗ πβ(SN (BD)ti ,tj )⊗ πγ (SN (BD)tj ,t)
∣∣∣∣
L2
 c(n)
∑ ∣∣πα(SN (BD)s,ti )∣∣L2 ∣∣πβ(SN (BD)ti ,tj )∣∣L2 ∣∣πγ (SN (BD)tj ,t)∣∣L2α+β+γ=n
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∑
α+β+γ=n
|ti − s| α2 |tj − ti | β2 |t − tj |
γ
2
 c
∑
α+β+γ=n
|t − s| α+β+γ2  c|t − s| n2
and the proof is finished. 
Theorem 2. Let D be any partition of [0,1] and let N ∈N. Then for all nN there is a constant
c = c(n) such that for all 1/r ∈ [0,1/2] and (s, t) ∈ ∣∣πn(SN (BD)s,t − SN(B)s,t )∣∣L2  c|D|1/2−1/r |t − s| nr .
Remark 2. This proposition is a generalization of [3, Prop. 13.20] where the statement was
shown for N = 2. One might wonder if all the work in this section could be avoided by applying
the Lipschitz property of the Lyons-lifting map SN (see e.g. [3, Thm. 9.10]). The reasoning would
be as follows: By definition of ρ(n)α-Höl,∣∣πn(SN (BD)s,t − SN(B)s,t )∣∣L2  ∣∣ρ(n)α-Höl(SN (BD), SN(B))∣∣L2 |t − s|nα

∣∣ρα-Höl(SN (BD), SN(B))∣∣L2 |t − s|nα
for every α ∈ (0,1]. Lipschitz-continuity of SN tells us that for 1/3 < α  1/2,
ρα-Höl
(
SN
(
BD
)
, SN(B)
)
 cρα-Höl
(
S2
(
BD
)
, S2(B)
)
and therefore∣∣πn(SN (BD)s,t − SN(B)s,t )∣∣L2  c∣∣ρα-Höl(S2(BD), S2(B))∣∣L2 |t − s|nα
 c|D|1/2−α′ |t − s|nα
for α′ ∈ (α,1/2] by [3, Cor. 13.21]. The point we want to make here is that since α′ ∈ (1/3,1/2],
the optimal rate of convergence with this approach will only be arbitrary close to 1/6. Theorem 2
on the other hand states that∣∣πn(SN (BD)s,t − SN(B)s,t )∣∣L2  c|D|1/2−α|t − s|nα
with α ∈ (0,1/2], hence we can choose α close to 0 to obtain a convergence rate close to 1/2.
Proof of Theorem 2. Fix n N . Assume first that ti  s < t  ti+1 for ti , ti+1 ∈ D. Applying
Lemmas 2 and 5 gives us∣∣πn(SN (BD)s,t − SN(B)s,t )∣∣L2  ∣∣πn(SN (BD)s,t)∣∣L2 + ∣∣πn(SN(B)s,t)∣∣L2
 c1|t − s| n2
= c1|t − s| n−12 min
{|D|, |t − s|}1/2.
From Lemma 4, for s = ti < tj = t ∈ D,∣∣πn(SN (BD)s,t − SN(B)s,t )∣∣L2  c2|t − s| n−12 |D˜|1/2
= c2|t − s| n−12 min
{|D˜|, |t − s|}1/2
 c2|t − s| n−12 min
{|D|, |t − s|}1/2
626 P. Friz, S. Riedel / Bull. Sci. math. 135 (2011) 613–628where D˜ = {s = ti < · · · < tj = t}. Now assume that there are ti , tj ∈ D such that ti−1  s  ti <
tj  t  tj+1. Since SN(BD) and SN(B) are multiplicative functionals,
SN
(
BD
)
s,t
− SN(B)s,t =
(
SN
(
BD
)
s,ti
− SN(B)s,ti
)⊗ SN (BD)ti ,t
+ SN(B)s,ti ⊗
(
SN
(
BD
)
ti ,tj
− SN(B)ti ,tj
)⊗ SN (BD)tj ,t
+ SN(B)s,tj ⊗
(
SN
(
BD
)
tj ,t
− SN(B)tj ,t
)
.
Now we project this down on the n-th level and use the previous estimates. Note that for all
u < v,
π0
(
SN
(
BD
)
u,v
− SN(B)u,v
)= 1 − 1 = 0
and for ti < tj ∈ D,
π1
(
SN
(
BD
)
ti ,tj
− SN(B)ti ,tj
)= Bti ,tj −Bti ,tj = 0.
Hence∣∣πn((SN (BD)s,ti − SN(B)s,ti )⊗ SN (BD)ti ,t)∣∣L2
=
∣∣∣∣∣
n∑
l=1
πl
(
SN
(
BD
)
s,ti
− SN(B)s,ti
)⊗ πn−l(SN (BD)ti ,t)
∣∣∣∣∣
L2
 c(n)
n∑
l=1
∣∣πl(SN (BD)s,ti − SN(B)s,ti )∣∣L2 ∣∣πn−l(SN (BD)ti ,t)∣∣L2
 c
n∑
l=1
|ti − s| l−12 min
{|D|, |ti − s|}1/2|t − ti | n−l2
 cmin
{|D|, |ti − s|}1/2 n∑
l=1
|t − s| l−1+n−l2
 c3 min
{|D|, |t − s|}1/2|t − s| n−12 .
In the same way one obtains∣∣πn(SN(B)s,tj ⊗ (SN (BD)tj ,t − SN(B)tj ,t))∣∣L2  c4 min{|D|, |t − s|}1/2|t − s| n−12
and ∣∣πn(SN(B)s,ti ⊗ (SN (BD)ti ,tj − SN(B)ti ,tj )⊗ SN (BD)tj ,t)∣∣L2
 c5 min
{|D|, |t − s|}1/2|t − s| n−12 .
Using the triangle inequality, we end up with∣∣πn(SN (BD)s,t − SN(B)s,t)∣∣L2  (c3 + c4 + c5)min{|D|, |t − s|}1/2|t − s| n−12 .
We have shown that this estimate holds for all s < t . Assume 2/r ∈ (0,1). By geometric inter-
polation,
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 c|D|1/2−1/r |t − s| n−1r |t − s| 1r
= c|D|1/2−1/r |t − s| nr .
Since the constant c does not depend on r , this estimate also holds for 1/r ∈ {0,1/2}. 
Corollary 2. Let 0 α < 1/2. Then, for every η ∈ (0,1/2−α), there is a constant c = c(α,η,N)
such that for all q ∈ [1,∞),∣∣ρα-Höl(SN (BD), SN(B))∣∣Lq  cqN/2|D|η.
Proof. Set 1/r := 1/2 − η. Note that with this choice, α < 1/r < 1/2. By Theorem 2, we know
that for all n = 1, . . . ,N∣∣πn(SN (BD)s,t − SN(B)s,t )∣∣L2  c1|D|1/2−1/r |t − s| nr .
Lemmas 2 and 5 show that∣∣πn(SN(B)s,t)∣∣L2  c2|t − s| nr ,∣∣πn(SN (BD)s,t)∣∣L2  c3|t − s| nr .
Applying [3, Prop. 15.24], we obtain∣∣ρ(n)α-Höl(SN (BD), SN(B))∣∣Lq  c(n,α,η,N)q n2 |D|1/2−1/r
 c(α,η,N)qN/2|D|η,
therefore,∣∣ρα-Höl(SN (BD), SN(B))∣∣Lq  cqN/2|D|η. 
The next theorem states the main result of this section.
Theorem 3. Let B be a Brownian motion on a probability space (Ω,F , (Ft )t∈[0,1],P). Assume
that we have a sequence of partitions (Dn)n∈N of [0,1] such that the sequence (|Dn|)n∈N of real
numbers is contained in
⋃
q1 l
q
. Let N ∈ N, 0 α < 1/2 and η ∈ (0,1/2 − α). Then there is
an (almost surely finite) random variable C, F -measurable, depending also on α, η and N , such
that
ρα-Höl
(
SN
(
BDn
)
, SN(B)
)
 C|Dn|η a.s.
for all n ∈N.
Remark 3. We shall apply this theorem with N = [1/α] which makes ρα-Höl a rough path metric
and let α ↓ 0 to obtain optimal rates of convergence.
Remark 4. The typical example of a sequence of partitions (Dn)n∈N satisfying the condition in
the theorem are the dyadic partitions. Another example would be the uniform partitions
Dn =
{
0 <
1
<
2
< · · · < n− 1 < 1
}
n n n
628 P. Friz, S. Riedel / Bull. Sci. math. 135 (2011) 613–628since for q > 1,
∣∣(|Dn|)∣∣qlq =
∞∑
n=1
(
1
n
)q
< ∞.
Proof of Theorem 3. Choose η′ such that η < η′ < 1/2−α and define  := η′ −η > 0. Applying
Corollary 2 with η′ gives us∣∣∣∣ρα-Höl(SN(BDn), SN(B))|Dn|η
∣∣∣∣
Lq
 cqN/2|Dn|
for every q  1. Using the Markov inequality shows that for every δ > 0,
∞∑
n=1
P
[
ρα-Höl(SN(B
Dn), SN(B))
|Dn|η  δ
]
 1
δq
∞∑
n=1
∣∣∣∣ρα-Höl(SN(BDn), SN(B))|Dn|η
∣∣∣∣
q
Lq
 c
∞∑
n=1
|Dn|q.
From the assumptions on (Dn) we can choose q big enough such that the series converge. With
Borel–Cantelli we conclude that
ρα-Höl(SN(B
Dn), SN(B))
|Dn|η → 0 a.s.
for n → ∞. We set
C := sup
n
ρα-Höl(SN(B
Dn), SN(B))
|Dn|η
which is finite almost surely. Since C is the supremum of F -measurable random variables, it is
itself F -measurable. 
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