1.. Introduction {#s1}
================

The Open Science Collaboration (OSC) reported that 36% of published positive findings in experimental psychology were successfully replicated in independent attempts \[[@RSOS181190C1]\]. This finding is interesting in itself as an indicator of the reproducibility of published findings in psychology; however, it is also an important data point that can be used together with other information to assess publication bias, statistical power and even the posterior probability of findings published in the psychological literature.

Another important set of observations concern the proportion of positive findings in the literature. A series of observations spanning five decades have indicated that more than 90% of published studies in psychology reported positive findings, where the authors' hypothesis was supported by data \[[@RSOS181190C2]--[@RSOS181190C4]\]. A similar observation was made by the OSC, where 97% of the original studies they replicated supported the proposed hypothesis with a 'statistically significant' association \[[@RSOS181190C1]\].

There are many sources of bias in research. In the following analysis, we take advantage of the fact that the OSC performed *direct replications* of the original studies, where the design, methods, materials, study population and statistical analysis of the result were reproduced as close to the original studies as possible. This means that many methodological biases have been controlled and cannot explain differences in the outcome between original studies and replications.

A large class of biases related to the process of publishing was not accounted for by the replications. In the replications, only one test of the hypothesis was performed and the finding was reported regardless of the result; however, the original studies had to make it through peer-review and were subject to editorial policies that have been suggested to favour novel and positive findings \[[@RSOS181190C5]\], creating selection bias in the published literature. Knowledge of this bias may also have caused researchers to adapt their strategy when observing a negative result: they may have put negative findings in the file drawer and looked for positive results in another study, or they may have tried to repeatedly observe different results in the same study until they found one that was positive. The first strategy creates bias that is generally known as the file drawer problem \[[@RSOS181190C6]\], and the latter is usually referred to as selective reporting, HARKing \[[@RSOS181190C7]\] or *p*-hacking \[[@RSOS181190C8]--[@RSOS181190C10]\]. They all produce a similar selection bias where observed negative evidence is suppressed in favour of reporting positive findings. We can estimate the collective magnitude of this *publication bias* by comparing the observed proportion of positive findings in the published literature, with the proportion of positive findings that was expected after a single test in the original studies that were replicated by the OSC.

In this paper, we show how the observed reproducibility and proportion of positive findings in the literature can be used to better understand meta-properties of published psychological research. We demonstrate a mathematical solution that can be used to assess *expected* statistical power, posterior probability and publication bias of published psychological research. We aim to answer the following questions: --- What are the properties of research that leads to 90% positive findings?--- What is the expected reproducibility of research with 90% positive findings?--- Is the observed 36% reproducibility rate consistent with an unbiased literature?--- What does the observed reproducibility suggest about the prior probability of the tested hypotheses, statistical power of the studies, the posterior probability of the original findings and of publication bias?In the first part of our analysis, we use a naive approach. This analysis produces simple linear equations that are valid for a single study; but when they are applied to a group of studies in the literature, they assume that all studies have identical statistical power and tend to produce biased estimates when there is large variance in statistical power. However, when statistical power is assumed to be very high (i.e. more than 90%), there is little room for variance in power to influence the result, and the naive calculations approximate more complex solutions. The second part of our analysis takes variance in statistical power between studies into account, in order to produce more ecological estimates of the published literature.

The mathematical exercises presented here were performed in R \[[@RSOS181190C11]\], and the source code needed to reproduce all findings is available as the electronic supplementary material, appendix and on GitHub (<https://github.com/micing/publication_bias_psychology>).

2.. What are the properties of research that leads to 90% positive findings? {#s2}
============================================================================

The concept of *prior probability* from Bayesian theory \[[@RSOS181190C12]\] describes the probability that a hypothesis is true before it has been tested on data. When considering a large number of hypotheses, prior probability can also be understood as the proportion of hypotheses that are true *a priori*, that is, before they have been tested on data. The prior probability of an individual hypothesis can be small and close to zero, for example, in massively exploratory studies where vast amounts of data are searched to try to find the few true associations that may exist; or it can be large and close to one, in theoretically motivated confirmatory research with prior empirical support. We will use theta (*θ*) to denote *prior probability*.

We also need to consider the probability that a study testing a *true* hypothesis will produce positive evidence. This is generally known as statistical power within a NULL hypothesis significance testing (NHST) paradigm and is calculated from the type 2 error rate: 1 − *β*. Finally, we need to consider the test\'s type 1 error rate that describes the probability of observing positive evidence when the hypothesis is false, which we will assume to be *α* = 0.05 in this text unless stated otherwise.

The probability of observing true-positive evidence is calculated by multiplying the prior probability with the statistical power of the study (equation (2.1)). The probability to observe false-positive evidence is the type 1 error rate multiplied by the prior probability that the hypothesis is *false* (equation (2.2)). Added together, they describe the total probability of observing positive evidence (equation (2.3)).$$P_{true}\, = \theta({1 - \beta}),$$$$P_{false} = \alpha({1 - \theta})$$$$\qquad\text{and}\qquad P_{total} = \theta({1 - \beta}) + \alpha({1 - \theta}).$$

If a hypothesis is true *a priori*, we cannot observe false-positive evidence, and the probability of observing positive evidence reduces to the statistical power (1 − *β*). This shows that one way to produce 90% positive findings is to only test true hypotheses with 90% power. Another way to produce close to 90% positive findings is to run studies with perfect power (100%) on hypotheses of which 90% are true *a priori*. It should be noted that in such a situation we would actually expect to observe 90.5% positive evidence, because we would also observe a small number of type 1 errors when the hypothesis is false, as described by equation (2.2). The smallest prior that can produce 90% expected positive evidence is 89.5%, assuming perfect power. Thus, it is possible to produce an unbiased literature with more than 90% positive findings when the underlying research tests hypotheses that are more than 90% true *a priori* in studies with more than 90% statistical power.

3.. What is the expected reproducibility of research with 90% positive findings? {#s3}
================================================================================

To calculate the reproducibility of a positive research finding, we first need to calculate the probability of such a finding to be true (rather than a type 1 error). We can do this by applying Bayes\' theorem \[[@RSOS181190C12]\] in order to calculate the *posterior probability*:$$P({A|B}) = {\frac{P({B|A})P(A)}{P(B)}.}$$

In this equation, we calculate the conditional probability of *A* given *B*. If we replace *A* with a hypothesis, and *B* with observing positive evidence, we can calculate the posterior probability of a hypothesis given that we have observed positive evidence. The numerator then describes the probability of observing positive evidence given that the hypothesis is true, which is statistical power, multiplied by the prior probability of the hypothesis; and this is precisely *P*~true~ that we defined earlier in equation (2.1). The denominator is the total probability of observing positive evidence, which is *P*~total~ defined by equation (2.3). Thus, we merely need to take the ratio *P*~true~/*P*~total~ defined by equations (2.1)--(2.3), to complete a formulation of Bayes' theorem that can be used to estimate the *posterior probability* of a hypothesis after observing positive evidence from NHST:$$\hat{\theta} = \,{\frac{\theta({1 - \beta})}{\theta({1 - \beta}) + \alpha({1 - \theta})}.}$$

When we know the posterior probability and statistical power, it is easy to calculate the probability of a positive finding to be reproduced (*R*) in an identical independent study. Equation (2.3) above already showed how to calculate the probability of observing positive evidence, but in this case we substitute the assumed prior probability (*θ*) with the posterior probability ($\hat{\theta}$) of the finding:$$R = \hat{\theta}({1 - \beta}) + \,\alpha({1 - \hat{\theta}}).$$

As discussed above, with a perfect prior and 90% power, we would observe 90% positive findings that are all true; the reproducibility of such a finding in an identical study is the same as the statistical power 90%. At the other end of the spectrum, we find the smallest prior able to produce 90% expected positive evidence at 89.5%, assuming perfect power; and applying equations (3.2) and (3.3) indicates a posterior probability and reproducibility of such research at 99.4%. Thus, the expected reproducibility of research producing more than 90% positive evidence falls in the range of 90--100%.

4.. Is the observed 36% reproducibility consistent with an unbiased literature? {#s4}
===============================================================================

We can use the above information to create a tentative statistical test of bias of the published literature. A binomial test on the observed reproducibility rate of 36% (95% CI 27--46%; *n* = 97) reported by the OSC indicates strong evidence (*p* \< 10^−15^) that the replication studies were not drawn from a literature with 90% reproducibility. This conservative test, assuming the lower bound of reproducibility that is expected in an unbiased literature with 90% positive evidence, and identical power in the replication studies, indicates publication bias in the OSC sample, supporting the observation made in the original report of a right-skewed funnel plot \[[@RSOS181190C1]\].

5.. Incorporating reproducibility into Bayesian calculations {#s5}
============================================================

One complication with applying Bayes\' theorem (equation (3.2)) is that it is based on several unknown variables. We usually have a good idea of the type 1 error rate that is applied in research, but prior probability and statistical power are often elusive. We can sometimes make informed guesses \[[@RSOS181190C13]\] and calculate the posterior probability, as illustrated above, but with three unknown variables, statistical power (1 − *β*), prior (*θ*) and posterior ($\hat{\theta}$), there is only a limited amount of information we can extract from data. We want to reduce the number of unknown variables to only two, so that we can learn more useful information.

A first step in this process is to form a system of equations based on equations (3.2) and (3.3), so that we can incorporate the observed reproducibility into our calculations (equation (5.1)):$$\left\{ \begin{matrix}
\hat{\theta} & {= \,\frac{\theta({1 - \beta})}{\theta({1 - \beta}) + \alpha({1 - \theta})}} \\
R & {= \hat{\theta}({1 - \beta}) + \,\alpha({1 - \hat{\theta}}).} \\
\end{matrix} \right.$$

If we knew the type 1 error rate (*α*) and the probability of a positive finding to be reproduced in an identical study (*R*), equation (5.1) would have only two unknowns (*β* and *θ*) and we could solve it to find the statistical power (1 − *β*) needed for any assumed prior (*θ*).

6.. Accounting for variance in statistical power {#s6}
================================================

So far, we have used a naive approach that is valid for a single hypothesis tested in identical studies, but when applied to a group of studies published in the literature, it assumes that all studies have identical statistical power, which is not plausible in general. Equations (6.1) and (6.2) below take variance into account by integrating the result over a probability density function (*f*) with mean *μ*~β~, describing the distribution of statistical power (1 − *β*) between studies. Assuming that we know the type 1 error rate (*α*) and prior probability (*θ*) of the research, these equations produce the *expected* posterior probability (equation (6.1)) and the *expected* reproducibility (equation (6.2)) of the research; the complement of the mean of *f* is also the *expected* statistical power (1 − *μ*~β~):$$\text{E}\lbrack\hat{\theta}\rbrack = \,\int_{0}^{1}{\frac{\, f(\beta)\theta({1 - \beta})}{\theta({1 - \beta}) + \alpha({1 - \theta})}\text{d}\beta}$$and$$\text{E}\lbrack R\rbrack = \text{E}\lbrack\hat{\theta}\rbrack({1 - \beta}) + \,\alpha({1 - \text{E}\lbrack\hat{\theta}\rbrack}).$$

Statistical power is a function of the true effect size and the sample size of the study and does not have a well-defined sample distribution. Empirical studies based on a large number of meta-analyses indicate a bimodal distribution of power in the published literature, where a large proportion of studies have either very low or very high power \[[@RSOS181190C14],[@RSOS181190C15]\]. We digitized the data on three research areas (somatic, psychiatric and neurological) presented by Dumas-Mallet *et al.* \[[@RSOS181190C14], figs 1 and 2\] (see electronic supplementary material) and found that expected power was approximately in the range of 30--39% with variance 0.09--0.12. When only significant meta-analyses were considered, as an attempt to remove most true NULL associations, bimodality was reduced and expected power increased to about 42--51% with variance 0.08--0.11. We used these estimates as a starting point to find suitable distribution functions.

[Figure 1](#RSOS181190F1){ref-type="fig"} shows six distributions based on the Beta distribution function. The Beta distribution is defined by two shape parameters, and the mean is calculated as *μ* = *s*~1~/(*s*~1~ + *s*~2~). [Figure 1](#RSOS181190F1){ref-type="fig"}*a*,*c*,*e* shows Beta distributions defined only by a single shape parameter (*s*), and the mean (*μ*) is used to calculate the second shape parameter. Panels in [figure 1](#RSOS181190F1){ref-type="fig"}*b*,*d*,*f* are defined similarly, but describe bimodal distributions, calculated as the weighted average of two separate Beta distributions with fixed location means. The distribution that most closely matches the variances observed by Dumas-Mallet *et al*. is shown in [figure 1](#RSOS181190F1){ref-type="fig"}*c* (*s* = ½), and we used it to model *likely* estimates. An *alternative variances* range was defined between a smaller variance defined in [figure 1](#RSOS181190F1){ref-type="fig"}*a* and a larger variance in [figure 1](#RSOS181190F1){ref-type="fig"}*b*. The distribution in [figure 1](#RSOS181190F1){ref-type="fig"}*f* was used to model *extreme variance*. Figure 1.Beta distributions used to model variance in statistical power. (*a*,*c*,*e*) Beta distributions defined by a single shape parameter, and a mean that was used to calculate the second shape parameter: *μ* = *s*~1~/(*s*~1~ + *s*~2~). The shape parameters are *s* = 1 (*a*), *s* = ½ (*c*) and *s* = ⅓ (*e*). (*b*,*d*,*f*) Bimodal distributions that are also parametrized with a single shape parameter and a mean, describing the weighted average of two Beta distributions with fixed location means at the 10th and 90th percentile of the distribution (i.e. power = 0.145 and 0.905) for (*a,b*) (*s* = 1 and *s* = 2) and the 5th and 95th percentile (power = 0.0975 and 0.9525) for (*f*) (*s* = 1). Image (*c*) (*s* = ½) was used to model variance for the likely range, and alternative variances were modelled between (*a*) (small variance) and (*b*) (large variance). Extreme variance was modelled using the distribution in (*f*).

7.. Defining replication statistical power to solve the equations {#s7}
=================================================================

In the discussion below, we use subscripts (*o* and *r*) to separate statistical power of the original studies (1 − *β*~o~) defined in equation (6.1) from power in replication studies (1 − *β*~r~) defined in equation (6.2).

The OSC determined the replication sample sizes from power analyses based on the reported effect sizes of the original studies. Such estimates are known to be inflated in the presence of publication bias \[[@RSOS181190C16]\] and cannot be used in our calculations. Data downloaded from the OSC GitHub repository \[[@RSOS181190C17]\] show that 70% of replications were designed with a larger sample than the original study, 10% had the same sample size and 20% were smaller than the original study, indicating that statistical power was on average higher in the replication studies. This information can be used to calculate upper and lower bounds of statistical power. The lower bound assumes identical power in original and replication studies, i.e. *β*~r~ = *β*~o~, and the upper bound assumes perfect power in replication studies *β*~r~ = 0. This reduces the number of unknowns to only two, and when power can be expected to be higher in the replication studies, it defines the boundaries of a range in which the true value *must* fall.

We can attempt a more precise approximation of power based on the median degrees of freedom of original studies (d.f. = 54) and replication studies (d.f. = 68) reported by the OSC. The observed median effect size in the replication studies (*r* = 0.2) is likely to be attenuated by the presence of NULL associations in data, and the observed effect size in the original studies (*r* = 0.4) is likely to be inflated by publication bias; thus, the true effect size is likely to fall between these two estimates. Calculating statistical power for the range 0.2 \< *r* \< 0.4 shows that a median-sized replication study added approximately 6--10% statistical power (10% at midpoint: *r* = 0.3) compared with the original study. This estimate gives an approximation of the increase in statistical power we can expect for the replication studies and allows for a likely range of power to be defined between *β*~r~ = *β*~0~ − 0.06 and *β*~r~ = *β*~0~ − 0.10. This gives two additional applications of equations (6.1) and (6.2) with only two unknown variables that define a range in which the true value is *likely* to fall.

8.. Implications of observed reproducibility on prior probability of the tested hypotheses, statistical power of the studies, posterior probability of the original findings and publication bias {#s8}
=================================================================================================================================================================================================

Assuming a true reproducibility rate of *R* = 0.36 (equations (3.3) and (6.2)) as reported by the OSC, a type 1 error rate of *α*~o~ = 0.05 for the original research (equations (3.2) and (6.1)), and because the OSC used two-tailed test of directional hypotheses, *α*~r~ = 0.025 in replication studies (equations (3.3) and (6.2)), together with the four different conditions of statistical power discussed above (*β*~r~ = *β*~o~, *β*~r~ = 0, *β*~r~ = *β*~o~ − 0.06 and *β*~r~ = *β*~o~ − 0.10), we have only two unknown variables left (*θ* and *β*~o~) and we can solve these equations to calculate the expected statistical power (1 − *μ*~β~) for any assumed prior probability (*θ*).

Equations (6.1) and (6.2) were solved as a system of two simultaneous equations using an optimizer, applying several different distributions of statistical power ([figure 1](#RSOS181190F1){ref-type="fig"}). Equation (5.1) was solved analytically to represent the extreme boundary of zero variance in power. Solving these equations produced the expected statistical power of the research together with the corresponding expectation of the posterior probability of the original findings. We then applied equation (2.3) to calculate the expected probability of observing positive findings and compared that estimate with the approximately 90% positive findings that has been observed in the literature in order to assess publication bias. These results are summarized in [figure 2](#RSOS181190F2){ref-type="fig"} and the complete solution is presented in the electronic supplementary material. Figure 2.Expected statistical power and expected posterior probability of the original research replicated by the OSC (*a,b*) together with the expected proportion of observed positive evidence and the corresponding publication bias of the research (*c,d*), assuming a reproducibility rate of 36% and a literature with 90% positive evidence. The estimates were based on equations (6.1) and (6.2) for the range 0.025 \< *θ* \< 0.975 of assumed prior probabilities. The plots assume *α*~o~ = 0.05 in the original studies and *α*~r~ = 0.025 in the replication studies. The *likely range* assumes replication studies at 6--10% more statistical power than original studies, and that power in original studies followed a Beta distribution with shape parameter *s* = ½ ([figure 1](#RSOS181190F1){ref-type="fig"}*c*). The *alternative variances* describe a range between a Beta distribution with shape parameter *s* = 1 ([figure 1](#RSOS181190F1){ref-type="fig"}*a*) for smaller variance, and a bimodal distribution ([figure 1](#RSOS181190F1){ref-type="fig"}*b*) for larger variance. The *extreme variance* estimate is based on a bimodal distribution ([figure 1](#RSOS181190F1){ref-type="fig"}*f*) and the *zero variance* estimate is based on equation (5.1). *Outer boundaries* were calculated assuming anything from zero to extreme variance, and that statistical power in the replication studies fell between the power of the original studies and perfect power. *X*-axes of all plots and the *y*-axis of the publication bias plot (*d*) are on the log scale.

The findings presented in [figure 2](#RSOS181190F2){ref-type="fig"} give insights into a plausible range of prior probabilities of tested hypotheses in psychology. [Figure 2](#RSOS181190F2){ref-type="fig"}*a* shows that the prior probability of the underlying research was not likely to be *θ* \< 0.025, because that would imply better than perfect expected power of the original research; and our suggested likely range, assuming +6--10% power in the replication studies, does not extend to *θ* \< 0.027, because it would imply better than perfect power in the replications.

The prior was also unlikely to be smaller than *θ* \< 0.05; while the lower bound of the power estimate at this prior fell at 50%, it is based on the implausible assumption of perfect power in the replications. The likely range suggests 73--75% expected power, which is quite optimistic, because such large statistical power has been indicated only for larger than medium effect sizes in psychological research \[[@RSOS181190C18],[@RSOS181190C19]\]. A restricted range of priors was defined as 0.05 \< *θ* \< 0.20 that indicated expected power between 48 and 75%, and we assume this to be a plausible range in which the true prior is likely to fall.

Assuming smaller or larger *alternative variances* only marginally changed these estimates, to fall between 45 and 76% expected power. The range between zero and extreme variance brings expected power to 42--77%.

With higher assumed prior probabilities, the posterior probability of the original research goes up, and statistical power has to come down to be consistent with the reported reproducibility rate of 36%. Assuming that one out of 10 tested hypotheses in this research were true *a priori* (*θ* = 0.1), the posterior of the original findings was expected at 52% and the reason that the OSC could only replicate 36% is explained by 67% power in the replication studies. In addition, power in the original research was 59%, and 1.2% of the replications were expected to report type 1 errors.

For the full range of plausible priors 0.05 \< *θ* \< 0.20, the expected proportion of true-positive findings in the original studies fell between 42 and 62%. The alternative variances increased the range to 41--65% and assuming zero to extreme variance increased it further to 41--69%.

The most striking observation in [figure 1](#RSOS181190F1){ref-type="fig"} was the estimate of publication bias. [Figure 1](#RSOS181190F1){ref-type="fig"}*e* indicates the expected proportion of positive evidence observed in the original studies to be between 8 and 14% for plausible priors; and this is also the distribution we would expect to observe in an unbiased literature. Assuming *extreme variance* brings this estimate up to a maximum of 15%. [Figure 1](#RSOS181190F1){ref-type="fig"}*f* shows this estimate rescaled to odds of suppressing negative evidence in a literature with 90% positive evidence; even the lower bound of this estimate, above which the true estimate *must* fall if our assumptions hold, indicates that negative evidence was expected to be observed more than 16 times before one instance was published, over the whole range of priors plotted in [figure 2](#RSOS181190F2){ref-type="fig"}. For the likely range and more plausible priors, 0.05 \< *θ* \< 0.20, we see an even more pronounced bias, indicating that negative evidence was likely to have been observed 55--98 times before one instance was published. Alternative variances suggest 53--99 times and the range between zero and extreme variance indicates 52--100. The lower end of the conservative outer bound fell in the range 49--94 for plausible priors.

9.. Assuming reproducibility rates other than 36% {#s9}
=================================================

So far, we have assumed the reproducibility rate to be 36%, which was the point estimate reported by the OSC. However, this is an estimate with uncertainty as indicated by the outer bounds of the 95% confidence intervals at 27 and 46% reproducibility. In [figure 3](#RSOS181190F3){ref-type="fig"}, we expand our analysis to other plausible reproducibility rates, based on different confidence intervals of the OSC estimate. The analysis assumes +8% power in the replication studies to reflect the midpoint of our previous estimates and uses the same variance assumption as the likely range in [figure 2](#RSOS181190F2){ref-type="fig"}. The different lines represent reproducibility rates at the outer bounds of the 50, 75 and 95% confidence intervals. Figure 3.Expected statistical power and expected posterior probability of the original research replicated by the OSC (*a*,*b*) together with the expected proportion of observed positive evidence and the corresponding publication bias of the research (*c*,*d*), assuming different true replication rates and a literature with 90% positive evidence. The estimates were based on equations (6.1) and (6.2) assuming +8% power in the replication studies to reflect the midpoint of the likely range presented in [figure 2](#RSOS181190F2){ref-type="fig"}. The variance of statistical power was also the same, assuming a Beta distribution with *s* = ½ ([figure 1](#RSOS181190F1){ref-type="fig"}*c*). The lines describe the reported reproducibility rate (36%) and estimate at the outer limits of 50, 75 and 95% confidence intervals (i.e. *R* = 0.27, 0.30, 0.32, 0.36, 0.40, 0.42, 0.46).

In general, assuming larger true reproducibility rates increased expected power and posterior probability of the research, but the expected proportion of positive evidence was only marginally affected. Assuming conservatively that the true reproducibility rate falls at the upper end of the 95% confidence interval (*R* = 46%), we expect to observe positive evidence 9--16% of the time for plausible priors (i.e. 0.05 \< *θ* \< 0.20), and the publication bias estimate indicates that negative evidence was suppressed 48--90 times before one instance was published, assuming a literature with 90% positive evidence.

10.. Discussion {#s10}
===============

In this paper, we show how Bayes' theorem can be used to better understand implications of the observed 36% reproducibility rate of published psychological findings that was reported by the OSC \[[@RSOS181190C1]\]. We demonstrated a method to assess publication bias and performed a tentative test indicating that the observed reproducibility rate was not consistent with an unbiased literature. We presented a mathematical solution and used it to estimate plausible ranges of *expected* statistical power, posterior probability, probability to observe positive evidence and publication bias of the underlying research.

We used Bayes' theorem to calculate the expected (marginal) posterior probability assuming a known prior probability of the hypothesis, in order to solve a system of equations and find the expected statistical power needed to produce an expected reproducibility. Our solution produced the expectation after a large number of trials and does not allow for proper confidence (or credible) intervals to be computed. This differs from a full Bayesian model that makes explicit assumptions of prior distributions in order to estimate the posterior distribution of the parameters from the raw data \[[@RSOS181190C20]\] and reflects the limitations of using summary statistics for the analysis.

To perform these exercises, we made several assumptions: we assumed a prior probability that was independent of the statistical power of the studies testing the hypotheses; furthermore, we assumed that published research was reproducible 36% of the time \[[@RSOS181190C1]\], that replication studies had 6--10% better power than the original studies, that the variance in statistical power was similar to observations made in meta--meta-analyses \[[@RSOS181190C14]\] and that the literature presents 90% positive findings supporting the authors' hypothesis \[[@RSOS181190C1]--[@RSOS181190C4]\]. The validity of our *likely* estimates depends on the validity of these assumptions. However, we also produced estimates for a range of plausible reproducibility rates and estimates based on *alternative variances.* In addition, we calculated *outer boundaries* that are valid for a range from *zero* to *extreme variance* and only assumed that the replication studies had higher power than the original studies.

The results showed that a long-term reproducibility rate of 36% is not consistent with a prior smaller than *θ* \< 0.025, because it would imply better than perfect expected statistical power of the research. The prior was also unlikely to be smaller than *θ* \< 0.05, because it would imply more than 73% expected power of the original research, which is an optimistic assumption. We suggest a plausible prior somewhere in the range 0.05 \< *θ* \< 0.20, indicating expected statistical power at 48--75%. We found that 42--62% of the original findings were expected to be true and that the reproducibility rate observed by the OSC was lower due to less than perfect power in the replications. Publication bias was large, assuming a literature with 90% positive findings, indicating that negative evidence was expected to be observed approximately 55--98 times before one negative result was published. Estimates of publication bias were robust and only marginally affected even assuming extreme variance, and assuming true replication rates up to 46%, representing the upper limit of the 95% confidence interval of the reproducibility estimate reported by the OSC.

Another analysis of the OSC data by Johnson *et al*. \[[@RSOS181190C20]\] focused on observed effect sizes and was restricted to the subsample for which a correlation (*r*) with standard errors could be derived (73/100 studies). This subsample had 71 positive findings and the observed reproducibility rate was 41%. The authors estimated approximately 93% true NULL hypotheses in this research, i.e. *θ* = 0.07. Furthermore, they estimated *α*~o~ = 0.052 and that both original studies and replication studies had 75% power to arrive at an estimated posterior of 37/71 = 52% of the original positive findings. They also indicated that approximately 700 hypothesis tests were performed to produce the 71 positive and two negative published findings in the sample, suggesting that more than 600 negative findings had been observed in the process.

Our analysis was based on the observed reproducibility (36%) for the full sample of positive findings replicated by the OSC. Also, because the replications were designed with larger sample sizes in average, we did not assume identical power in the replication studies and original studies and used that assumption only for the outer boundary. If we were to accept the prior suggested by Johnson *et al*. \[[@RSOS181190C20]\] (i.e. *θ* = 0.07), expected statistical power would be estimated in the range 65--67% in the original studies and 73--75% in the replication studies. The expected posterior of the original findings would be 46--47%. In addition, the expected proportion of positive evidence observed in the original studies was approximately 9.3%, suggesting that 97/0.093 = 1043 studies were needed to produce the 97 positive and three negative findings that were published and subsequently replicated by the OSC; this means that negative evidence was observed approximately 88 times before a negative finding was published, assuming a literature with 90% positive findings.

The prior (*θ* = 0.07) suggested by Johnson *et al.* \[[@RSOS181190C20]\] implies more than 65% expected power of the original research. Such high power has been indicated for larger than medium (*r* = 0.3) effect sizes in psychological research \[[@RSOS181190C18],[@RSOS181190C19]\] and is larger than empirical estimates of median power observed in other fields \[[@RSOS181190C14],[@RSOS181190C15]\]. Considering that the median effect size observed in the replication studies by OSC was only *r* = 0.2, assuming such high power is optimistic, but not implausible due to the likely attenuation of this estimate from the presence of NULL associations in data. We propose a plausible prior somewhere in the range 0.05 \< *θ* \< 0.20, corresponding to expected statistical power in the range 48--75% of the original studies. However, for completeness we presented results for the full range of assumed priors, so that readers can investigate the implications of assumptions that fall outside of our suggested range.

Applying Bayes' theorem in this way has important implications: it assumes that hypotheses are either true or false, and such binary hypothesis testing has been criticized \[[@RSOS181190C21]\]. Indeed, it can be argued that there are no truly non-zero associations in *observational* data. If we assume that no associations are truly zero, but we are not interested in making inferences from very small true effect sizes, *p*-values from NULL hypothesis significance testing (NHST) would be biased with inflated type 1 errors. In addition, we may conclude that any (non-directional) hypothesis is necessarily true, giving a trivial prior probability of *θ* = 1. However, we should recognize that these are not limitations of binary hypothesis testing *per se*, but rather limitations of how specific hypotheses are formulated and tested. It is possible to define a different 'NULL' hypothesis, with a mean other than zero, to protect inferences from true effect sizes of 'trivial' magnitudes \[[@RSOS181190C22]\] and make the prior more informative in observational studies at *θ* \< 1. Also, binary NHST is not inherently problematic in *true* experimental designs (with randomization), because we can then assume associations in data that are truly NULL. In the present analysis, we have assumed the same position on binary NHST as the publishing authors of the original studies that were replicated by the OSC, and the limitations discussed above apply similarly to how they would apply to the original studies.

The most crucial estimate used in our analysis was the observed reproducibility rate of 36% reported by the OSC \[[@RSOS181190C1]\]. Reproducibility is a complicated concept with many different facets, in particular in psychology and the social sciences; some 'true' findings may not be possible to replicate in a different time, social or cultural context, because the underlying meaning of the constructs used to design the study or define the variables may have changed. The underlying theory may still be valid but needs to be adapted to the new environment, and this has been proposed as an argument against the validity of direct replication of a study\'s methods on an independent sample \[[@RSOS181190C23]\]. But, from a more general scientific perspective, it can be seen as a flaw in the formulated theory and the methods defined to test it: Science needs to be verifiable to stand out from other types of claims and should have some generalizability to be a useful source of knowledge; thus, important context needs to be included when formulating a scientific theory or hypothesis. Another factor to consider is poorly described methods in the original study that may impact the success rate in replications, but this is essentially the same problem. If the study report did not present sufficient information to accurately replicate the methods: how can it be properly understood and evaluated by the readers?

Reproducibility may have been impaired because of mistakes made by the replicating team of researchers; however, this does not seem to be a major risk in the OSC study. The study was pre-registered and performed by well-motivated researchers under more or less public scrutiny; the team was in frequent contact with authors of the original studies to obtain material and information about the design and procedure of their studies; and they employed a system of internal reviews of all studies to ensure quality. Our findings show that assuming a larger true reproducibility rate of this research implies larger statistical power and posterior probability of the original findings, but estimates of publication bias were only marginally affected. In addition, any potential mistakes that may have lowered the reproducibility rate below its true value are part of the overall type 2 error rate (*β*) in equations (3.3) and (6.2) and can be seen as a reduction of 'statistical power' in the replication studies below what we have nominally assumed. It seems unlikely that this would pose a problem large enough to invalidate the lower bound of the estimate used in this study, assuming power to be identical in the original and replication studies.

Studies eligible for replication by the OSC were selected from three prestigious journals in experimental psychology. Approximately one-third of the total sample was never submitted for replication, mostly because these studies were deemed infeasible to replicate, for example, because they required special samples, knowledge or equipment. This introduces uncertainty and potential bias in the reproducibility estimate; it is possible that the more specialized or complicated designs would have worse (or, less likely, better) reproducibility. Thus, the reproducibility rate estimated by the OSC is an estimate representative of the two-thirds most accessible research in three well-regarded journals in experimental psychology; and might not generalize to psychology in general.

Data from other scientific fields suggest a less pronounced focus on positive evidence, with 70--90% significant findings supporting the authors\' hypothesis \[[@RSOS181190C3],[@RSOS181190C4]\], but even worse reproducibility rates in the range 11--24% in certain fields \[[@RSOS181190C24],[@RSOS181190C25]\]. This suggests that while all estimates presented here may not generalize, publication bias may still be of similar magnitude in other fields; but specific fields with a higher proportion of published negative evidence and, to some extent, with a higher demonstrated reproducibility \[[@RSOS181190C26]\] are likely to be less affected by publication bias.

One should recognize that most findings suppressed from publication describe NULL effects that many may find uninformative or not interesting \[[@RSOS181190C23]\], but the fact that they are never published makes it more likely that similar studies are performed repeatedly by independent researchers; and eventually one will become 'significant' by chance, dramatically increasing its chance of being published. Thus, the fact that such a large portion of negative evidence was suppressed from publication not only represents a serious threat to the veracity of published positive evidence; it also means that false theories that have been published may never become 'falsified' in the literature \[[@RSOS181190C5]\] and that researchers are likely to spend time and resources testing hypotheses that should already have been rejected.

We estimated the expected magnitude of total bias related to publishing findings in psychological journals. This bias is produced at many different stages in the research process, and we cannot say how much is related to editorial decisions to reject publication, researchers putting negative findings in the file drawer \[[@RSOS181190C6]\], selective reporting, HARKing \[[@RSOS181190C7]\] or *p*-hacking \[[@RSOS181190C8]--[@RSOS181190C10]\]. Our metric assumes independent observations; however, in the case of repeated observations in a single study, we expect observations to be correlated. Thus, our estimate would tend to be conservative with respect to actual observations made in data, because correlated observations provide less new information than independent observations.

Publication bias may be the single most important problem to solve in order to increase the efficiency of the scientific project and bring the veracity of published research to higher standards. The implications of suppressing more than 55 negative observations for each one published should not be underestimated. With *α* = 0.05, we expect a significant finding by chance for every 20 observations made on random data. Thus, our results suggest that even when studied associations are truly NULL, the literature will be dominated by statistically significant findings.
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