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The ninth Audio-Visual Emotion Challenge and workshop AVEC
2019 was held in conjunction with ACM Multimedia’19. This year,
the AVEC series addressed major novelties with three distinct tasks:
State-of-Mind Sub-challenge (SoMS), Detecting Depression with
Artificial Intelligence Sub-challenge (DDS), and Cross-cultural Emo-
tion Sub-challenge (CES). The SoMS was based on a novel dataset
(USoM corpus) that includes self-reported mood (10-point Likert
scale) after the narrative of personal stories (two positive and two
negative). The DDS was based on a large extension of the DAIC-
WOZ corpus (c f. AVEC 2016) that includes new recordings of pa-
tients suffering from depression with the virtual agent conducting
the interview being, this time, wholly driven by AI, i. e., without any
human intervention. The CES was based on the SEWA dataset (c. f.
AVEC 2018) that has been extended with the inclusion of new partic-
ipants in order to investigate how emotion knowledge of Western
European cultures (German, Hungarian) can be transferred to the
Chinese culture. In this summary, we mainly describe participation
and conditions of the AVEC Challenge.
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This year’s Audio-Visual Emotion Challenge and workshop (AVEC
2019) has been organised in conjunction with the 27th ACM Inter-
national Conference on Multimedia, MM 2019, held in Nice, France,
21 – 25 October 2019.
The AVEC 2019’s theme is ‘State-of-Mind, Detecting Depression
with AI, and Cross-Cultural Affect Recognition’ and it is the ninth
competition event aimed at comparison of multimedia processing
and machine learning methods for automatic audiovisual emotion
and health analysis, with all of the participants competing under
strictly the same conditions in this first of its kind series [2, 5–12].
As before, the goal of the Challenge is to advance health and
emotion recognition systems by providing a common benchmark
test set for multimodal information processing, in order to compare
the relative merits of the approaches to automatic health and emo-
tion analysis under well-defined conditions, with large volumes
of un-segmented, non-prototypical and non-preselected data of
wholly naturalistic behaviour. These conditions are precisely those
that the new generation of affect-oriented multimedia and human-
machine/human-robot communication interfaces have to face in
the real world.
We called for participation in three Sub-challenges: (i) State-of-
Mind Sub-challenge (SoMS): participants were required to predict
the level of self-reported mood (10-point Likert scale) after the nar-
rative of personal stories (two positive and two negative); (ii) Detect-
ing Depression with AI Sub-challenge (DDS): participants needed
to infer the level of depression severity from recordings of patients
that were interacting with a virtual agent conducting automati-
cally a clinical interview; (iii) Cross-cultural Emotion Sub-challenge
(CES): participants were asked to predict the level of three emo-
tional dimensions (arousal, valence, and liking) time-continuously
from audiovisual recordings of dyadic interactions captured ‘in-the-
wild’, i. e. , recorded in various places such as home or work place,
and with arbitrary personal equipment, in a cross-cultural setting
with only labels of subjects with German and Hungarian culture
available to infer the labels of subjects with Chinese culture.
As benchmarking database, the Ulm state of mind (USoM) cor-
pus [4] was used to assess automatically the current state of mind
(SOM) from personal storytelling; such data-driven recognition
system has the potential to assist the society in various ways [2].
The USoM dataset includes two positive and negative stories each
told by 111 subjects for a total duration of more than 34 hours.
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The Extended Distress Analysis Interview Corpus (E-DAIC) [1]
was used to predict the level of depression from semi-clinical in-
terviews conducted by an animated virtual interviewer, which was
either controlled by a human (wizard) in another room for the WoZ
interviews, or acting in a fully autonomous way, using different au-
tomated perception and behaviour generation modules, for the AI
interviews. Overall, the E-DAIC includes interviews of 275 subjects
for a total duration of more than 73 hours.
For the CES, an extended version of the Sentiment Analysis in the
Wild (SEWA) database [3], with new data collected from Chinese
participants aged 18-60+ in the same conditions as for the others
pairs of German and Hungarian participants with same age range,
was used as a blind test set for the cross-cultural time-continuous
emotion recognition task, with the aim to investigate how emotion
knowledge of Western European cultures (German, Hungarian) can
be transferred to the Chinese culture. Overall, the SEWA dataset
includes chats from 200 subjects for a total duration of more than 8
hours.
Besides participation in the Challenge we called for papers ad-
dressing the overall topics of this workshop.In the following sec-
tions, we describe the participation in this year and outline the
conditions for participation in particular in the competitive chal-
lenge event. We further acknowledge those that helped realise
AVEC 2019.
2 CHALLENGE CONDITIONS
As in previous years, we required to sign an end-user license agree-
ment to access the data. After downloading the data, participants
could directly start their experiments with the train and devel-
opment sets. In addition, standard feature sets were provided for
audiovisual data, along with scripts available in a public reposi-
tory1, which participants were free to use for reproducing both the
baseline features and recognition systems. Once they found their
best method, they had to write a paper for the workshop. At the
same time, they could compute their results per instance of the test
set. Participants’ results needed to be sent as a single packed file per
Sub-challenge to the organisers by email and scores were returned
within 24 hours during typical working days. Each participant had
up to five submission attempts per Sub-challenge.
3 PARTICIPATION
The call for participation and papers attracted registrations of 61
teams from all over the world, with 36, 38, and 48 teams participat-
ing in the SoMS, CES, and DDS, respectively. 10 teams submitted
results for the DDS, 7 teams for the CES, and 3 teams for the SoMS.
Finally, 19 paper submissions were received, which were assigned
three reviewers, each, and reviewed independently following the
ACM MM reviewing guidelines. AVEC 2019 acceptance was based
on relevance to the workshop, novelty, technical quality, and per-
formance on the test partition. The program committee accepted 9
papers in addition to the independently reviewed baseline paper
as an oral presentation. Again, we hope that these proceedings
will serve as a valuable reference for researchers and developers in




The research leading to these results has received funding from
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research and innovation program and EFPIA. The authors further
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review.
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