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Abstract—In this work we provide a lower bound on the
expected discovery time in a one-way neighbor discovery, in
particular we show that the average time that a node i takes to
discover all of its neighbors is lower bounded by the reciprocal
of the average probabilities of successful discovery.
I. INTRODUCTION
In random one-way neighbor discovery scheme, nodes
announce their identity (ID) at each time instant t with
given probabilities. In multi antenna systems, nodes need to
announce their ID in all directions. For a general case where
transmission probabilities are different for different node and
different direction, the probability that nodes discover one
another might not be equal. Under this setting, we provide
a bound for the expected time that a node, i, takes to discover
its neighbors.
II. THE LOWER BOUND
As provided in [1], based on [2] and [3], the expected time
that node i needs to discover all its neighbors is given by
T¯i =
∑
j∈Ni
1
Pj,i
−
∑
k,j∈Ni,k 6=j
1
Pj,i + Pk,i
+ ... (1)
+ (−1)Ni+1
1∑
j∈Ni
Pj,i
where Ni is the set of neighbors of node i, Ni is the number
of neighbors, i.e., Ni = |Ni| , Pj,i is the probability that node
i discovers node j. Defining HNi as the harmonic number of
Ni, then Theorem 3 in [1] states:
Theorem 1. The expected time that node i takes to discover all
its Ni neighbors, T¯i, in an arbitrary network is lower bounded
as follows:
T¯i ≥
HNi
P¯i
,
where P¯i ,
1
Ni
∑
j∈Ni
Pj,i.
Proof. The proof has two parts; in the first part we show
that replacing any two probabilities in (1) with their average
results in a lower bound of the original expected discovery
time. In the second part, we show that iteratively substituting
two probabilities with their average converges to the right hand
side of Theorem 1.
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Let T
(j,k)
i denote the discovery time of node i, when two
probabilities of success, say Pj,i and Pk,i, are substituted with
their arithmetic averages, i.e.,
Pj,i ←
1
2
(Pj,i + Pk,i) and Pk,i ←
1
2
(Pj,i + Pk,i) (2)
The following theorem shows the impact of such modification.
Theorem 2. Replacing any two probabilities of success Pj,i
and Pk,i with their averages results in a lower bound of the
original expected discovery time, i.e., we have:
E
{
Ti
}
≥ E
{
T
(j,k)
i
}
.
For clarity of presentation we provide the proof in subsec-
tionII-A. As indicated above, the formula for E{T
(j,k)
i } is
similar to (1) with new updated probabilities. Consequently,
performing the average iteratively will result in a lower bound
on each step, i.e., when j, k, s, r, v, u ∈ Ni we have,
E
{
T
(j,k)
i
}
≥ E
{
T
(j,k)(s,r)
i
}
≥ E
{
T
(j,k)(s,r)(v,u)
i
}
≥ . . .
(3)
where E
{
T
(j,k)(s,r)
i
}
and E
{
T
(j,k)(s,r)(v,u)
i
}
are the resultant
discovery time after applying (2) replacing the new Ps,i and
Pr,i with their averages, and then substituting the resulting
Pv,i and Pu,i with their averages, respectively. Next, we show
that this process will ultimately converge, when we apply (2)
iteratively to different, possibly randomly chosen, probability
pairs. Specifically, we have the following theorem:
Theorem 3. Let p be a vector of real numbers, i.e., p =
[p1, ..., pn]
T , and let p¯ = 1
n
∑n
j=1 pj . There exists an algo-
rithm that iteratively replaces two elements at a time with
their average until p converges to a vector p¯ with all elements
equal to p¯.
In subsectionII-B we use the properties of doubly stochastic
and Markov matrices to show that for large k, Wkp → p¯ is
one such algorithm, where W is a matrix that represents a
sequence of double averaging and k is the number of repeti-
tions of such procedure. Theorem 1 is a direct consequence
of Theorem 2 and Theorem 3 .
A. Proof of Theorem 2
Proof. We start by defining the following terms and functions.
Let Iij,k be the constant equal to the sum of the terms in (1)
that are independent of Pj,i and Pk,i, an example of such terms
is 1
Ps,i+Pr,i
, where s, r, j, k ∈ Ni. Let Cik,j be the constant
equal to the sum of the terms that include both of Pk,i and Pj,i,
an example of such a term is 1
Pj,i+Pk,i
. Finally, let Fij|k(x) be
Fij|k(x) =
1
x
−
∑
r∈Ni\{j,k}
1
x+ Pr,i
− ... (4)
+ (−1)(Ni)
1
x+
∑
r∈Ni\{j,k}
Pr,i
.
The function Fij|k(x) contains all the terms of (1) that include
Pj,i and not Pk,i, with Pj,i represented by x. From symmetry
considerations, it is easy to verify that Fi
j|k(x) = F
i
k|j(x).
Thus, we can rewrite (1) as:
T¯i = F
i
j|k(Pj,i) + F
i
k|j(Pk,i) + C
i
k,j + I
i
j,k (5)
Next, we show that the function Fi
j|k(x) is convex function in
x.
Lemma 1. For a given finite set Ni and values Pj,i ∈ (0, 1]
∀j ∈ Ni the function Fij|k(x) is convex.
Proof. We use the second derivative test. Thus, we need to
show that the second derivative of Fi
j|k(x) is non negative,
i.e.,
Fi
′′
j|k(x) ≥ 0.
where
Fi
′′
j|k(x) =
2
x3
−
∑
r∈Ni\{k,j}
2
(x+ Pr,i)3
− ... (6)
+ (−1)Ni
2
(x+
∑
r∈Ni\{j,k}
Pr,i)3
To show that this is non-negative over the range of x ∈ [0, 1],
we utilize the similarity between each term in (6) and some
properties of Unilateral Laplace Transform [4]. Let the Laplace
transform of a function g(x) be given by:
G(s) =
∫ ∞
0
g(t)e−tsdt
As is well-known, for a ∈ [0, 1] and region of convergence s >
−a, L{t2e−at} = 1(s+a)3 . Given the linearity of the Laplace
transform, by replacing s with x, and a with appropriate values
in each term in (6), we find
L−1{Fi
′′
j|k(x)} = t
2e−xt Zjk
where
Zjk = 1−
∑
r 6=k,r∈Ni
e−Pr,it + ... (7)
+ (−1)Nie−(
∑
r∈Ni\{k,j}
Pr,i)t
Clearly, to show that Fi
′′
j|k(x) ≥ 0, it is sufficient to show that
Zjk is non negative.
Claim : Zjk ≥ 0.
Proof. Let us substitute Zjk = 1− Vjk where
Vjk =
∑
r∈Ni\{k,j}
vr− (8)∑
r 6=s,r,s∈Ni\{k,j}
vr × vs + ...+ (−1)
Ni−1
∏
r∈Ni\{k,j}
vr,
where vr = e
−Pr,it ∈ [0, 1]. The reader might notice the
similarity between (8) and the inclusion exclusion principle
of n = Ni − 2 independent events. To see this clearly, define
the set of independent events Ar, r = {1, ..., n}, each occurs
with probability vr. Then the probability of the union of these
events is
P(A1 ∪A2 ∪ ... ∪An) =
∑
r
P(Ar)−
∑
r 6=s
P(Ar ∩ As) + ...
+ (−1)n+1P(A1 ∪A2 ∪ ... ∪ An)
=
∑
r
vr −
∑
r 6=s
vr × vs + ...
+ (−1)n+1
∏
vr
By axioms of probability, the left hand side is ≤ 1, i.e., Vjk ≤
1, and thus Zjk ≥ 0.
This concludes the proof of lemma 1.
Since Fij|k(x) is convex, we can write, [5],
Fik|j
(
Pj,i + Pk,i
2
)
+ Fij|k
(
Pj,i + Pk,i
2
)
(9)
= 2Fik|j
(
Pj,i + Pk,i
2
)
≤ Fij|k(Pj,i) + F
i
k|j(Pk,i) (10)
Then adding the terms Iij,k + C
i
k,j to the both sides of the
inequality completes the proof.
B. Proof of Theorem 3
Proof. Let p = [p1, p2..., pn]
T ; we start with the case that
n is odd number. Then define ωu an n × n matrix that has
all one diagonal elements except a 2 × 2 block that starts at
(2u − 1, 2u − 1) and equals to 12U2×2, where Uu×v is all
one matrix of size u × v. We also define Ou×v as all zero
u×v matrix and Iu×u as an identity matrix of size u×u. For
instance we have
ω2 =
 I2×2 O2×2O2×2 12U2×2 O4×n−4
On−4×4 In−4×n−4

We also define ω˜u, that is an all one diagonal matrix except
the 2× 2 block 12U2×2 that starts instead at element (2u, 2u).
Note that the process of replacing the first two elements of
p with their average is equivalent to ω1p. Next define Ω =∏n−1
2
i ω i and similarly we have Ω˜ =
∏n−1
2
i
ω˜ i. It is easy
to see that Ωp replaces the pair of elements (pi, pi+1) for
i = {1, 3, ..., n − 2} of p with their averages, similarly Ω˜p
for (pi, pi+1) i = {2, 4, ..., n− 1}. Next, define:
pu = (Ω˜Ω)
u
p
Then an algorithm described in Theorem 3 can be the one in
the following lemma:
Lemma 2. limu→∞ pu = p¯
Proof. To prove the lemma, we first need to study the structure
of the matrices Ω and Ω˜. By multiplying all ωi we can see
that Ω is a block diagonal with each block equal to 12U2×2
except the last 1× 1 block is 1, i.e., we have
Ω =

1
2U2×2 O2×2 O2×2 . . .
O2×2
1
2U2×2 O2×2 . . .
...
. . .
On−1×1
O1×n−1 1

Similarly, Ω˜ is a block diagonal, but the first 1 × 1 block is
equal to one, and the rest are 12U2,2. Define W , Ω˜Ω, then
for n ≥ 5 letMu be an n× 2 matrix of all zero except an all
one 4× 2 sub matrix, the first element of the sub matrix is at
(u+ 1, 1), i.e., for instance
M1 =
 O1×2U4×2
On−5×2

Then, it is easy to verify that W has the following form
W =
1
4
 2U1×2U2×2
On−3×2
M1 M3 . . . Mn−5
On−2×1
2U2×1

Note that every row and every column of W add to 1, this
type of matrices are called doubly stochastic. To prove the
lemma we utilize properties of such matrices. Remember that
we need to show that
W∞ = lim
u→∞
Wu =
1
n
Un×n
Since W is a square matrix with non negative entries and
every row adds to one, we can view it as a state transition
matrix of a Markov Chain (MC) with n states. The resultant
MC is irreducible since any state u can be accessible from any
other state v. It is also aperiodic, since aperiodicity is a class
property, it is enough to note that for this finite irreducible
MC any state has a self transition, and thus period d = 1. As
in [6], the aforementioned properties indicate that there is a
unique stationary distribution of the MC such that
W∞ =

w1 w2 . . . wn
w1 w2 . . . wn
...
...
...
w1 w2 . . . wn

Doubly stochastic matrices are closed under multiplication
[7], i.e., Wu is a doubly stochastic matrix for any value u.
Consequently, we have nwi = 1 =⇒ wi =
1
n
, as a result we
have
W∞ =
1
n
1 1 . . . 1... ... . . . ...
1 1 . . . 1
 = 1
n
Un×n
Q.E.D.
This also shows that averaging two elements at a time in
the sequence indicated by Lemma 2 is one possible algorithm
in Theorem 3. When n is an even number, we need to slightly
modify ωu and ω˜u such that we omit the last row and column
in both matrices. The proof follows similar methodology, and
is omitted for brevity.
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