Several interesting models for contingency tables are defined by a system of equality and inequality constraints on a suitable set of marginal log-linear parameters. After reviewing the most common difficulties which are intrinsic to order restricted testing problems, we propose two new families of testing procedures, based on similar attempts appeared in the econometric literature, in order to increase the probability of detecting several relevant violations of the supposed order relations. One set of procedures is based on the decomposition of the log-likelihood ratio when testing the given set of inequalities and the nested model derived by forcing inequalities into strict equalities. The other set uses the asymptotic joint normal distribution of the estimates of the marginal log-linear parameters to be constrained.
Introduction
Models for contingency tables involving order restrictions may arise in several contexts. For twoway tables, when both variables have ordered categories, Dardanoni and Forcina (1998) extended the approach of Dykstra et al. (1995) for testing the set of inequalities implied by the assumption that the conditional distributions by row satisfy suitable stochastic orderings and Cazzaro and Colombi (2006) considered testing stochastic ordering by row and columns simultaneously. More generally, inequality constraints arise when we assume that a pair of ordered categorical variables are positively associated (Bartolucci et al., 2007) or that the strength of the association increases with respect to a third variable (Colombi and Forcina, 2001) . Order restrictions may also be implied by graphical models containing latent variables when we restrict attention to the marginal distribution of the observed variables, for a general treatment see Evans (2013) . In the very special case of item response models, Bartolucci and Forcina (2000) considered testing the order relation known as MTP2 which is implied by the assumptions of conditional independence and monotonicity. For a very extensive review of the literature on the subject see Agresti and Coull (2002) .
The problem of testing a model defined by a system of linear inequality constraints imposed on a set of marginal log-linear parameters against the saturated model is a difficult one because, in the most common formulations, the null hypothesis states that the true parameter value lies into a convex cone and may be on the boundary (Shapiro, 1985) . The problem of determining a least favorable distribution within the null may be a difficult one (See Silvapulle and Sen, 2005, Sec. 4.8.5 ) because this does not necessarily coincides with the model where all inequalities hold as strict equalities. However, the more restrictive hypothesis where all inequalities hold as strict equalities may be of interest on its own, for instance, the assumption of positive quadrant dependence in a two-way table (Bartolucci et al., 2001) , defined by the constraint that all the log-odds ratios of type global are non negative, corresponds to a convex cone whose vertex is the model of independence. The problem of testing that a system of linear inequalities may be replaced by equalities against the assumption that at least one inequality is strict (see for example Silvapulle and Sen, 2005, Sec. 4.3) is closely related to the problem of testing the corresponding set of inequalities against the saturated model in the sense that the likelihood ratio statistics for testing a system of equalities against the unrestricted model may be partitioned into two components, one for testing equalities against inequalities and the other for testing inequalities against the saturated model, whose asymptotic distributions are mixture of chi squared random variables.
It is well known that testing a set of equalities against a corresponding set of inequalities, may lead to reject the null even if the inequality constraints are clearly violated in the data (see Agresti and Coull, 2002, 3.3) . This fact has been used by Kateri and Agresti (2013) as an argument against using frequentist approaches in this context. The problem has been studied in detail within the econometric literature and valid frequentist solutions have been proposed. For instance, in the context of testing Lorenz curve orderings, Dardanoni and Forcina (1999) designed a procedure based on the joint distribution of the two components of the likelihood ratio statistics mentioned above. Starting from similar concerns, Bennet (2013) proposed a procedure based on a multiple comparisons approach. In this paper we propose an extension of both procedures and compare their merits with a simulation. It turns out that the procedures based on the joint distribution of the likelihood ratio statistics performs much better against most alternatives.
In section two we introduce the notation and present a formal statement of the general problem. In section 3 we review the basic features of the problem of testing a set of inequality constraints and of the chi-bar squared distribution. In section four we present two new sets of testing procedures, one based on the two likelihood ratio statistics for testing equalities against inequalities and inequalities against the saturated model and the other on Multiple Comparisons approaches. Two real data sets are analyzed in Section 4 to illustrate the procedures. The simulation study of section five provides clear evidence that the proposed approaches can provide satisfactory solutions, though the procedures based on the Likelihood ratio statistics perform substantially better.
Notation and preliminary results
Consider a contingency table determined by the joint distribution of d discrete random variables and let i be a vector of d indices; p i denote the probability that an observation falls in cell i and p the vector whose elements p i are arranged in lexicographic order relative to i. We assume that the elements of p are strictly positive. Let η be a vector of marginal log-linear parameters as defined in Bartolucci et al. (2007) and we assume that the mapping between η and p is a diffomorphism. Any such vector may be defined as η = C log(M p) where M is a matrix of 0's and 1's which produce the appropriate marginal or aggregated probabilities and C is a matrix of row contrasts. This formulation allow to consider ordinary log-linear parameters as well as logits and higher order interactions of type global or continuation. Assume that η is contained in an open subset of ℜ t−1 , where t is the number of cells of the table.
Let C denote a closed convex cone and assume that L 0 , L 1 are, respectively, the linear space of largest and smallest dimensions such that
finally let S ⊇ L 1 be the parameter space of the saturated model. Define
and note that H 1 will usually be defined by a set of equality and inequality constraints while H 0 is obtained by turning all inequalities into strict equalities.
Hypotheses testing
Let L 01 be the log-likelihood ratio for testing H 0 against H 1 and L 12 the log-likelihood ratio for testing H 1 against H 2 . It is well known that the asymptotic distribution of L 02 = L 01 + L 12 is χ 2 s , where s = t − q − 1. Let F 0 be the expected information matrix of η under H 0 and V 0 =F −1 0 . It can also be shown (see for example Silvapulle and Sen, 2005, 4. 
where χ 2 j denotes a chi square random variable with j degrees of freedom. The above distribution, known as chi-bar squared, depends on the probability weights w j (V 0 , C) whose definition and computation we discuss below. It can be shown that, under H 0 , L 12 is asymptotically distributed like the sum of a χ 2 t−1−r and a chi-bar squared with weights w j (V 0 , C) used in the reverse order (see for instance Silvapulle and Sen, 2005, 4.8.5,) . Letη denote the unrestricted maximum likelihood estimate; an interesting geometric interpretation is that L 01 and L 12 are asymptotically equivalent to the squared norm of the projection ofη onto, respectively, the convex cone defined by H 1 and onto its dual, in the metric defined by F −1 0 . From this, the following simple expression for the asymptotic joint distribution of L 01 and L 12 can a be derived (see for example Dardanoni and Forcina, 1999 , Lemma 2):
The previous joint distribution will play a key role in the next section where we consider testing procedures which use the statistics L 01 and L 12 simultaneously.
The probability weights
Fast and accurate computation of the weights w j (V 0 , C) is crucial to the use of the testing procedures of section 4.1 below, so we discuss two alternative methods that can be used to evaluate these probabilities. For simplicity, we restrict to the context where r = t − 1, meaning that H 1 is defined only by inequality constraints. The more general case where equality constraints are also present, so that L 1 ⊂ S, can be reduced by replacing y with its projection onto L 1 and t − 1 with r, see Shapiro (1988) for a detailed treatment.
If we are prepared to assume that the distribution of L 01 and L 12 should be determined under H 0 , the probability weights may be defined as follows. Let x be distributed as multivariate normal
is the probability that the projection of x onto C falls on a face which spans a linear space of dimension j (see for example Silvapulle and Sen, 2005, Prop. 3.6 .1). Recent results (Genz and Bretz, 2009 ) on multivariate normal integrals, make computation of exact weights fast and accurate for moderate values of r. An algorithm for computing the probability weights derived from (Kudo, 1963, pag 409-416 ) is implemented in the R-packages ic-infer (Grömping, 2010) and hmmm (Colombi et al., 2014) ; a slightly different implementation is outlined in the Appendix. However when the number of inequalities is, say, larger than 15, exact estimation becomes very hard. For this reason, Dardanoni and Forcina (1998) suggested a simulation procedure by which a reasonably large number of sample points from the appropriate normal distribution are projected onto C; then w j (V 0 , C) is estimated by the proportion of sample points falling on any face of C of dimension j.
The following method, which extends a similar one outlined by Dardanoni and Forcina (1998) , can be used to determine the minimum number of sample points required for accurate estimation of probability weights. Let w be the vector with elements w j (V 0 , C) andŵ its estimate. Let c be the vector with elements P (χ
, where c 1 . c 2 are determined as in the tunable LR testing procedure of Definition 3 below, and let v = c ′ [diag(w) − ww ′ ]c. Suppose we require that the estimation error c ′ (ŵ − w) of estimating the probability of accepting H 0 when true must satisfy the condition
By using the multivariate normal approximation to the multinomial and elementary calculations, we have that the number of points to be projected should not be smaller than v(z 1−2δ /ǫ) 2 where z 1−2δ is the 1 − 2δ percentile of the standard normal distribution.
In general (see Silvapulle and Sen, 2005, 4 .3.1) nuisance parameters are going to affect V 0 and thus the probability weights. The formally correct procedure would be to search for the least favorable null distribution, a task which, however, may be very hard. In addition, it often turns out that the values of the nuisance parameters that produce the least favorable distribution are very extreme and substantially different from any plausible estimate obtained from the data. An alternative procedure would be to compute the null distribution after replacing the nuisance parameters with their maximum likelihood estimate; a simulation study (Dardanoni and Forcina, 1998, 4.5) indicates that the p-value computed in this way is sufficiently close to the one computed at the true value of the nuisance parameters when the sample size is moderately large.
In certain contexts one could remove the dependence on nuisance parameters by conditioning; for instance, if we are interested in the dependence structure of a two way table, we might condition to the row and columns totals, an approach explored by Bartolucci et al. (2001) . The resulting null distributions are, however, hard to handle even with the power of modern computers and can be applied for small sample sizes and in specific contexts.
Testing procedures
In this section we present two different families of testing procedures which may lead to one of the following decisions: (i) accept H 0 , (ii) reject H 0 in the direction of H 1 , meaning that there is strong evidence to support the assumed inequality constraints, (iii) reject H 0 in the direction of H 2 , if there is convincing evidence that the inequality constraints are violated. As mentioned in the introduction, if we considered the problem of testing H 1 against the saturated model on its own, then we would face the additional problem of having to determine the least favorable distribution within H 1 : Wolak (1991) has shown that, with non linear problems, the least favorable distribution may not coincide with H 0 . In this paper we avoid this complication because the two testing problems (H 0 against H 1 and H 1 against H 2 ) are combined into a single testing problem, as detailed in the sub-sections below.
Likelihood ratios
As emphasized, for instance, by Agresti and Coull (2002) , the evidence in favour of H 1 provided by L 01 may be highly misleading because a large value of this statistic, which would lead to reject H 0 in favour of H 1 , is compatible with substantial violations of H 1 . A geometric explanation is that this event will happen wheneverη is far away from L 0 and is not contained neither in C, nor into its dual. Thus, before deciding that the assumed set of inequality constraints are satisfied, one should also examine L 12 : a large value of this statistic provides evidence that H 1 is violated in the direction of H 2 .
Consider first the following procedure:
Definition 1. The naive procedure:
This procedure is closely related to a widely adopted standard approach that rejects H 0 towards H 1 for large values of L 01 and, when H 0 is rejected, uses the statistics L 12 to test H 1 against H 2 . However, as far we know, the implementations of this approach, considered in the literature, do not use the joint distribution (2) of the two statistics to control the error rate of a false rejection of H 1 .
An alternative approach, also related to a standard use of L 01 and L 12 , is:
Though the above procedure allows a direct control of the error rates towards H 1 and H 2 and does not suffer from the limitations described by Agresti and Coull (2002) , its power in detecting H 2 , when it is true, may still be too low. Dardanoni and Forcina (1999) , in the context of comparing economic inequality, suggested a procedure where the amount of protection against rejecting H 0 in favour of H 1 when H 2 holds may be tuned to the specific context. The procedure we describe below is a revised version of their procedure.
Definition 3. The tunable procedure: let 0 ≤ α 12 ≤ α 2 and let c 2 be such that P r(L 12 > c 2 | H 0 ) = α 2 − α 12 , then
Note that the tunable procedure reduces to the naive procedure when α 12 = α 2 and is equivalent to the basic procedure when α 12 = 0. The tunable procedure allows to fix the error rates towards each alternative and, in addition, by increasing the tuning probability α 12 it can decrease the probability of rejecting towards H 1 when some of the assumed constraints are violated. However, larger values of α 12 correspond also to larger values of c 2 , thus, the side effect is an increasing tendency to accept H 0 even when it should be rejected towards H 2 , which is the main drawback of the naive procedure. This fact will be clarified by the simulation study in the last section.
Multiple Comparison procedures
There is a collection of procedures which, due to their computational simplicity, have received much attention in Econometric applications about inequality constrained inference problems, see for instance Bishop et al. (1991) . To keep notation simple, we restrict attention to the case where H 1 is defined by Dη ≥ 0, where the k × (t − 1) matrix D is of full row rank. Let τ = Dη andτ denote the unrestricted maximum likelihood estimator. Let n denote the sample size; under H 0 and the usual regularity conditions, it follows that the asymptotic distribution of z = √ nτ is multivariate normal with covariance matrix Σ 0 = DV 0 D ′ . Let max(z) and min(z) denote the greatest and the lowest component respectively of z. The following approaches have in common the fact that the different rejection regions are based on the max(z) and min(z) statistics. As noted by Dardanoni and Forcina (1999) , this procedure has the limitation that the probabilities of rejecting H 0 towards H 1 and H 2 cannot be controlled. Bennet (2013) , in the context of comparing income inequality, has recently proposed a procedure which tries to overcome this limitation. Though, formally, Bennet's procedure is based on the one-sided Kolmogorov-Smirnov statistic, it can be adapted to the present context and formulated in terms of the asymptotic normal distribution of the vector z, defined above.
In this procedure α = α 1 + α 2 is the total probability of rejecting H 0 when true; Bennet sets α 1 = αβ and α 2 = α(1 − β), with β = α1 α . We now present a more flexible procedure which, for any preassigned value of α 1 , α 2 , like in Definition 3 above, allows to increase the level of protection against stating that H 1 holds when one or more inequalities are violated in the population. 
A completely different approach to testing inequality constraints, which provides full protection against stating that the assumed inequality constraints hold when they are violated, based on min(z), was proposed by Sasabuchi (1980) and has been considered by Kateri and Agresti (2013) . This procedure has, however, very serious drawbacks (see Dardanoni and Forcina, 1998, 4.6) .
Multiple comparison procedures are computationally simpler for two reasons: (i) they can be applied without the need to fit the inequality constrained model and (ii) they do not require computation of the probability weights of the chi bar squared distribution and exploit modern advances in the computation of probability integrals for the multivariate normal distribution. Critical values for the previous procedures rely on the computation of the probability Φ(a, b, Σ 0 ) that a multivariate normal N (0, Σ 0 ) lies in the rectangle [a, b] . For a survey of this problem in the context of multiple comparison procedures see Bretz et al. (2011) chapter 3 and Genz and Bretz (2009) chapter 6. Because α 1 , α 2 and α 12 are probabilities defined under the null hypothesis, in order to compute the critical values, the unknown Σ 0 must be replaced by its estimateΣ 0 under H 0 . Alternatively the elements of z can be divided by the standard error estimated under H 0 and the critical values computed by evaluating the previous multi-normal integrals using the correlation matrix corresponding toΣ 0 . Table 1 below was used by Kateri and Agresti (2013) as an instance of a context where the statistic L 01 can give misleading evidence in favour of H 1 when we test H 0 (independence) against H 1 (all local log-odds ratios are non negative). Here we have L 01 = 7.89 and L 12 = 1.75, so, when we compare these Placebo  59  25  46  48  32  Treated  135  39  147  169  102 statistics with the critical values of several tunable LR procedures computed with exact weights and displayed in table 5 for α 1 = 0.02 and α 2 = 0.03, we see that all procedures reject H 0 in favour of H 2 , except when the tuning parameter is α 12 = 0. Thus, in this case, a procedure with α 12 = 0.015 seems to be a reasonable choice. For comparison, we also apply a set of multiple comparisons procedures. The minimum and maximum unconstrained estimates of the log-odd ratios (studentized using the Table 3 from Bartolucci et al. (2001) ; this is a 2 × 5 × 5 contingency table where a sample of 2904 males were classified according to two age classes and 5 ordered categories of their own occupational prestige (OP) and that of their fathers. The first issue is whether association between father's and son's OP, measured by log-odds ratio of a suitable type, is stronger when sons are older; so, this is equivalent to assume that log-odds ratios increase with son age. If we use the global log-odds ratios, we have L 01 = 29.02 and L 12 = 0.29 and the conclusion is that H 0 is rejected in favour of H 1 by any LR tunable procedure with α 1 = 0.02 and α 2 = 0.03. For instance, using again exact weights, with α 12 = 0 the critical values are c 1 = 25.197, c 2 = c 12 = 11.120, while with α 12 = 0.029 they are c 1 = 22.117, c 2 = 19.731, c 12 = 1.394; in both cases c 12 is much larger than the observed value of L 12 . Instead, if we measure the strength of association by the local log-odds ratios we have L 01 = 14.70 and L 12 = 12.55 and, though we reject again H 0 towards H 1 with α 12 = 0 because c 1 = 12.214, c 2 = c 12 = 23.820, we reject towards H 2 if we set α 12 = 0.015 because c 1 = 10.746, c 2 = 26.161, c 12 = 10.785. This example again shows that the LR tunable procedures allow us to submit H 1 to a severe scrutiny, while the standard procedure would often be too liberal relative to accepting the assumed ordering.
Examples
For the same data, it might be of interest to consider also the assumption that, when sons are younger, their OP is stochastically smaller than that of their fathers while the situation reverses when they are older; the idea behind is that, due to welfare improvement, sons will, on the whole, be better off than their fathers, but also that OP improves with age. This assumption compares the marginal distributions of fathers and sons conditionally on the age group of the sons, using logits of type global. Here L 01 = 130.00 and L 12 = 5.12 and, with α 1 = 0.02, α 2 = 0.03, α 12 = 0, the critical values are c 2 = c 12 = 9.606 and c 1 = 14.211, so H 0 is rejected in favour of H 1 though there are substantial violations in the observed data. Instead, if we set α 12 = 0.015, with the critical values c 1 = 12.719, c 2 = 11.292, c 12 = 1.542 H 0 must be rejected in favour of H 2 . This example shows that, for large values of L 01 and small values of L 12 , the naive LR procedure can give false evidence in favour of H 1 when H 2 is true and that this drawback is eliminated by the introduction of the tuning probability α 12 .
Simulation study
To evaluate the performance of the various procedures, we used a targeted set of simulations concerning the problem of testing independence against the assumption that all the log-odds ratios of type local-local in 3 × 3 and 3 × 4 contingency tables are non negative. The sample size n and the number of replications N were fixed to 10,000. To keep the context simple, in all the simulations we set α 1 = 0.02 and α 2 = 0.03 combined with a range of values for α 12 . Initial simulations were used to check that all procedures achieved, with high accuracy, the correct size under H 0 , the hypothesis of independence; then, we considered various versions of H 1 and H 2 by selecting specific sets of local odds ratios and constructed the corresponding bivariate distributions having uniform marginals.
The results are displayed in Tables 3-5 below. In all the tables, each column corresponds to a different testing procedures. Within the likelihood ratio (LR) approach, each procedure is identified by the value of the tuning parameter α 12 , while, within the multiple comparison (MC) approach, results for the Bennet procedure are displayed in addition; for the values of α 1 , α 2 chosen in the simulations, the rejection regions of the naive MC procedure are very close to those of the Bennet procedure, thus results are omitted because they either coincide or the difference is smaller than 10 −3 . Tables are divided into sub-tables, each corresponding to different experiments, identified by the set of log-odds ratios used to generate the data. Each sub-table has three rows giving the relative frequencies of: (i) acceptance of H 0 , (ii) rejections in favour of H 1 and (iii) rejections in favour of H 2 , for every procedure.
Power under H 1
All LR procedures seem to have high power even for moderate violations of H 0 in the direction of H 1 , like in Tables 3(a),4(a); with larger violations power gets very close to 1 as in Tables 3(b) , 4(b). Though we explored only the case where all the log-odds ratios were equal, it seems reasonable to expect that the performance is determined by the smallest positive value. The power decreases slightly when α 12 increases, this is consistent with the fact that lager values of α 12 provide more protection against rejecting towards H 1 when H 2 is true. The power of MC procedures is considerably smaller with a relatively large error rate in the direction of H 0 .
Power under H 2
Here the situation is much more complex because violations of H 1 can arise in many different directions and it is unlikely that a procedure can perform best under all possible H 2 alternatives. In the simulations we explored a limited range of possibilities which, however, seem to suggest some general conclusions.
The first result which emerges clearly is that the naive LR procedure cannot be recommended because there are relevant versions of H 2 under which this procedure accepts H 0 with probability close to 1. This happens, for instance, when all log-odds ratios are negative, which means that all inequalities are violated, like in Table 3 (g,h). The naive procedure has also a rather poor performance when the negative log-odds ratios dominate in number or in absolute value, like in Tables 3(i), 4(c). In all such cases the naive procedure tends to be terribly conservative. It is true that under few violations of H 1 , like in Tables 3(c,d ) and 4(d,e) the naive procedure is the best; however, in these cases, most of the other tuned procedures have high power and the improvement produced by the naive procedure is rather modest and certainly cannot compensates the very bad performance described above. The performance of the tuned LR procedures seem to follow this general pattern: when violations of H 1 in the direction of H 2 are few or the negative log-odds ratios are sufficiently small in absolute value relatively to the positive ones, the procedure with α 12 = 0 tends to reject in the direction of H 1 with a relatively large error rate which, however, can be reduced dramatically by increasing α 12 , see for instance Tables 3(c,d ,j) and 4(d,e,f,g). Instead, when there is some kind of balance between negative and positive log-odds ratios, like in Tables 3(e,k) and 4(i), the LR procedures have a relatively large error rate in the direction of H 0 which increases with α 12 .
On the whole, MC procedures perform substantially worst than the corresponding LR procedure, with a few exceptions, typically when the negative and positive log-odds ratios are is some kind of balance: compare, for instance, the corresponding entries in Table 5 (e,k) and Table 3 (e,k). MC procedures also do better when the negative log-odds ratios are small or few in number but only for α 12 = 0; however, already at α 12 = 0.015 the LR procedure perform much better, like in Tables  3,5(c,d ). Usually, performance of MC procedures improve with α 12 , though they remain too much inferior relative to the corresponding LR procedures. The MC procedures are again substantially inferior when all log-odds ratios are negative, like in Tables 5(g,h) . On the whole, Bennet's procedure performs like an MC procedure with α 12 around 0.010; this, however, may depend on the specific values of α 1 , α 2 used in the simulation. Note also that the naive MC procedure does not do as badly as in the LR context.
