For a large variety of new products, the Bass Model (BM) describes the empirical cumulative-adoptions curve extremely well. The BM postulates that the trajectory of cumulative adoptions of a new product follows a deterministic function whose instantaneous growth rate depends on two parameters, one of which captures an individual's intrinsic tendency to purchase, independent of the number of previous adopters, and the other captures a positive force of influence on an individual by previous adopters. In this paper, we formulate a stochastic version of the BM, which we call the Stochastic Bass Model (SBM), where the trajectory of cumulative number of adoptions is governed by a pure birth process. We show that with an appropriately-chosen set of birth rates, the fractions of individuals who have adopted the product by time t in a family of SBMs indexed by the size of the target population converge in probability to the deterministic fraction in a corresponding BM, when the population size approaches infinity. The formulation therefore supports and expands the BM by allowing stochastic trajectories.
INTRODUCTION
In the past several decades, new-product diffusion models has been an active area of research in marketing (Mahajan et al. [11] ; Mahajan and Wind [12] ; and Rogers [16] ). Such models are useful because they can provide insights into the timing of initial purchase of new products by consumers. Much of the work in this area has been spawned by an influential paper of Bass [5] , in which it was assumed that the instantaneous rate of adoption of a new product (or technology) at any time epoch depends on two forces, one is an intrinsic tendency for an individual to make a purchase (given that the individual has not yet adopted), independent of the number of previous adopters in the target population, and the other is a positive influence by previous adopters on the remaining individuals in the population (via, e.g., word of mouth).
The mathematical formulation of the Bass Model (BM) is as follows. Let p and q be two parameters that represent the extent of the above-mentioned two forces, let m be the size of a target population, and let N ðtÞ be the cumulative number of adopters of a new product by time t. Then, under the assumption that N ðtÞ is a continuous function 
That is, the growth rate of N ðtÞ at time t is equal to the product of m À N ðtÞ and p þ ðq=mÞN ðtÞ, where m À N ðtÞ is the size of the remaining population and p þ ðq=mÞN ðtÞ is the instantaneous adoption rate of every individual in the remaining population.
Notice that if we let FðtÞ be the (continuous) fraction of individuals who have adopted the product by time t, i.e., let 
where f ðtÞ denotes the derivative of FðtÞ. It was shown in Bass [5] that the solution of (3) is given by
and that this S-shaped solution (or equivalently, its bell-shaped derivative f ðtÞ) provides excellent empirical fit for the timing of initial purchase for a wide range of consumer durables.
While the deterministic BM is parsimonious, there also has been a common belief (see, e.g., Eliashberg and Chatterjee [7] ) that it would be of interest to have an appropriate stochastic version of his model. In this paper, we formulate a stochastic counterpart of the BM where the trajectory of cumulative number of adoptions is governed by a pure birth process. Our purpose is to show that with an appropriately-chosen set of birth rates, the fractions of individuals who have adopted the product by time t in a family of the formulated stochastic Bass models indexed by the population size m converge in probability to the solution (4) of a corresponding BM, when m approaches infinity.
Our formulation is inspired by a model introduced by Taga and Isii [19] for the study of the pattern of communication between an information source and individuals within a social group. Specifically, Taga and Tsii assume that transmission of a given piece of news can take place either directly from the source to an individual or between individuals within the group; and that the growth of the number of individuals who have received the news follows a pure birth process whose birth rates are functions of two parameters that correspond to these two modes of information transmission. Observe that while the intended application context is different, the stochastic assumptions in Taga and Isii's model are remarkably similar in spirit to the deterministic ones in the BM. A primary motivation of this paper is to show that with a proper scaling of the birth rates in Taga and Isii's model, this observation can be formalized as a convergence result. By bridging these two families of models together, we hope to gain a better understanding of the BM in terms of having micro-level stochastic interactions amongst individual adopters (see, e.g., Roberts and Lattin [15] ).
In Section 2, we describe the model and state the convergence result; the proof is given in Section 3. In Section 4, we comment on future work.
THE MODEL AND THE CONVERGENCE RESULT
Consider a product that has a potential market size of m individuals. We assume that each individual in this potential market, which will be referred to as the target population, will eventually adopt (or purchase) exactly one unit of the product. The timing of this adoption is, however, uncertain. Let A m ðtÞ be the cumulative number of adoptions by time t, with A m ð0Þ 0. Following Taga and Isii [19] , we assume fA m ðtÞ; t ! 0g is a pure birth process. Our specific assumptions on the birth rates are described as follows.
If an individual has not yet adopted the product by time t, then we assume that the ''intrinsic'' probability for this individual to adopt the product during the time interval ðt; t þ hÞ is (independently of everything else) given by
If, on the other hand, an individual has already adopted the product by time t, then we assume that the probability for this individual to ''induce'' any other member of the remaining population at time t to adopt in ðt; t þ hÞ is (independently of everything else) given by
(If m ¼ 1, we define b=ðm À 1Þ as 0.) Thus, each individual in the target population has an intrinsic adoption rate and an induction rate, given by a and b respectively; moreover, the induction rate b associated with each individual is apportioned uniformly to all other members of the population. The parameters a and b correspond conceptually to the parameters p and q in the deterministic BM.
Suppose A m ðtÞ ¼ j, where 0 j m À 1. Then, according to (5) and (6), the probability for any individual in the remaining population at time t to adopt the product in ðt; t þ hÞ is given by ½a þ jb=ðm À 1Þh þ oðhÞ. Since the size of this remaining population equals m À j, the probability for A m ðtÞ to increase to j þ 1 (from j) in ðt; t þ hÞ is given by l mj h þ oðhÞ, where
Since the growth of A m ðtÞ stops upon reaching level m, it follows that the range for j in (7) can be extended to cover the case j ¼ m as well. We will refer to l mj as the birth (or diffusion) rate at state j, and the resulting pure birth process fA m ðtÞ; t ! 0g with birth rates fl mj g 
where F 1 ðtÞ is given by
the solution of (3) in a corresponding BM with parameters p ¼ a and q ¼ b.
We note that the difference between the SBM and Taga and Isii's original formulation is that in the latter, the probability in (6) is defined as bh þ oðhÞ (Taga and Isii [19] , pp. 27-28). The apportionment, or scaling, of b in the SBM parallels the term q=m in (1) (apart from using m À 1 in place of m); and it is this scaling of Taga and Isii's model that accounts for the convergence in (9) .
The SBM is also closely tied to several well-known models in the theory of epidemics (Bailey [2] ; Bartholomew [3] , Chapters 9 and 10; Bartlett [4] ; and Gani [9] ). In particular, with a ¼ b and one initial adopter, but without the factor m À 1 in (6), the SBM becomes the simple stochastic epidemic or the logistic model (Bailey [1] ; Haskey [10] ; and Mansfield and Hensley [13] ). The simple stochastic epidemic model with a large population of susceptibles has been studied in Williams [20] . Williams observed that the epidemic curve (i.e., the derivative of expected cumulative number of infectives over time) is quite different from that in a corresponding deterministic model (see also Feller [8] ), but succeeded in showing that if the number of initial infectives is also allowed to increase, then there is asymptotic agreement.
PROOF
The proof consists of two steps. In the first, we show that 
The convergence in (9) is then a standard consequence of Markov's inequality:
Below, we will establish (11) and (12) via several intermediate lemmas.
We begin with the observation that E½B m ðtÞ ¼ F m ðtÞ, where F m ðtÞ denotes the distribution of the adoption time of an ''arbitrary'' individual in the target population. This follows because if A m ðtÞ ¼ k, where 0 k m, then the conditional probability for a randomlyselected individual to have adopted the product by time t equals k=m. We will henceforth replace E½B m ðtÞ by the equivalent notation F m ðtÞ and work with the associated adoption-time interpretation.
Next, we note that explicit formulas for F m ðtÞ, for any m ! 1, can be obtained from standard results for the state distribution of pure birth processes (Bartlett [4] , Section 3.2; Taga and Isii [19] , p. 28; Bartholomew [3] , p. 252; or Ross [17] , p. 324). Specifically, it can be shown that F m ðtÞ has the form:
where the a mi s are functions of the birth rates. As examples, we have (details omitted):
and
The expressions, however, become extremely complicated as m increases. The key idea in our proof of (11) is to bound the F m s from above by the solutions of a corresponding family of BMs. Denote by f m ðtÞ the density of F m ðtÞ. The starting point of our bounding argument is the following lemma. 
Proof The statement for m ¼ 1 is an immediate consequence of the fact that F 1 is the exponential distribution with parameter a. We now assume m ! 2. With A m ðtÞ replacing j in (7) 
Substitution of (17), (18), and (19) into (16) now establishes (13) . j
Observe that if we replace the inequality in (13) with an equality, then we will have a corresponding differential equation that is of the same form as (3). This observation naturally suggests that we compare F m against the solution of this corresponding differential equation.
Formally, define, for every m ! 2, a BM with parameters p ¼ a and q ¼ b m ; and denote by G m ðtÞ the fraction of individuals who have adopted by time t in this model. Then, according to (3) 
To have full correspondence between the G m s and the F m s, we further define 
Next, it is easily seen that the left-hand side of (22) can be expanded as:
Now, substituting (23) into (22) and integrating both sides of the resulting inequality from 0 to t yields (after a little bit of algebra) 
Since the right-hand side of (24) is G m ðtÞ (see (20) ), this proves (21). j Lemma 2 can also be rephrased as that the function G m lies entirely above the function F m for every m. In the next lemma, we consider the region bounded between G m and F m ; and we show that as a function of m, the areas of these regions converge to 0 when m increases to infinity. We begin with m G m . Since m G 1 = 0, we will consider m G m for m ! 2. From (4), it easily follows that
By differentiating (26) with respect to q, it is straightforward to show that F FðtÞ is strictly decreasing in q (for fixed p and t). Since b m (see (14) ) is strictly decreasing in m with lim m!1 b m ¼ b and since F FðtÞ is continuous in q, it follows from (20) that for all t ! 0, the G G m ðtÞs converge monotonically from below to F F 1 ðtÞ, where F 1 ðtÞ is given by (10) . With p ¼ a and q ¼ b in (26), it is easily shown that
and with b m replacing b in (27), we also have
It follows that m G m is strictly increasing in m with
We now turn our attention to m F m . For 1 j m, denote by A mj the jth adoption epoch; then,
Next, for 1 i m, denote by X mi the ith inter-adoption time; then, since the X mi s are exponentially distributed and since A mj ¼ P j i¼1 X mi , we also have
where the l mi s are given by (7) . Substitution of (30) into (29) now yields, after an interchange of the order of summation,
It follows easily from (31) that m F 1 ¼ 1=a and
therefore, we have m F 1 > m F 2 . We will next consider m F m for m ! 2, and prove that the sequence of m F m s decreases monotonically to m F 1 . (Actually, we conjecture that the F m s decrease stochastically to F 1 , but have been unable to prove this stronger result.) For 0 y 1, define fð yÞ 1 a þ by ;
and observe that in terms of the function f, (31) can be written as m F m ¼ E½fðU m Þ, where U m is distributed uniformly over i=ðm À 1Þ for i ¼ 0; 1; . . . ; m À 1. Now, consider U m and U mþ1 , for any m ! 2; and observe further that the probability-mass function of U m is, intuitively, more ''spread out'' than that of U mþ1 . Since the function f is strictly convex in y, these observations naturally suggest that the following inequality should hold:
We will prove (32) via a coupling argument.
The first step is to construct U m from U mþ1 as follows. Let U m ¼ U mþ1 if U mþ1 equals either 0 or 1; and let
; with probability i m i m À 1 ; with probability 1 À i m
. . . ; m À 1. Note that for this construction to be valid, the resulting U m must satisfy PfU m ¼ i=ðm À 1Þg ¼ 1=m for all i ¼ 0; 1; . . . ; m À 1; this can be easily verified, and we omit the details. Next, observe that the coupling above can be restated as
where, by definition, Z mþ1 ¼ 0 if U mþ1 equals either 0 or 1, and
; with probability i m i mðm À 1Þ
; with probability 1 À i m
. . . ; m À 1. Moreover, it is easily shown that we have
with probability 1. (Relations (33) and (34) show that U m is greater than U mþ1 in the sense of what is known as convex order.) It now follows in a standard manner from (33), Jensen's inequality, and (34) that
and this proves that for m ! 2, m F m is strictly decreasing. In addition, recall that m F 1 ¼ 1=a > m F 2 ; therefore, it also follows that m F m is finite for all m.
To determine the limit of the m F m s, observe that (31) can be written as
where
Now, the fact that the function f is decreasing implies that s mÀ1 is an upper Riemann sum of f in the interval [0, 1]. Since f is integrable, it follows that s mÀ1 converges to
which is m F 1 (see (27)); and this, together with the fact that the second term in (35) converges to 0, proves that
Finally, we return to (25) and rewrite its right-hand side as
It now follows from (36) and (28) that both m F m À m F 1 and m F 1 À m G m converge to 0 as m ! 1. Since we have also shown that the convergence is, for both cases, monotone, this completes the proof. j
We are now ready to prove (11).
Proof of (11) We will establish, for all t 0, the following two inequalities: 
The convergence in (11) then follows from (37) and (38), since and this, together with (39), proves (37).
We now turn our attention to (38), which we prove by contradiction. Consider an arbitrary fixed t, say t Ã ; and suppose (38) does not hold at t Ã . Then, there exists a positive e and a subsequence fn k g k!1 of positive integers such that
for all k ! 1. Now, consider the function G n k and recall from Lemma 2 that G n k ðtÞ ! F n k ðtÞ for all t ! 0. Moreover, as a consequence of Lemma 3, we have
We will show that (40) is in contradiction with (41). Suppose (40) holds. For any given k, define a distribution function H n k as follows:
where the superscript ''À1'' in G À1 n k denotes functional inverse. Since G n k ðtÞ and H n k ðtÞ agree at t ¼ G À1 n k ðF n k ðt Ã ÞÞ and at t ¼ t Ã and since the function G n k is strictly increasing in t, we have
ðF n k ðt Ã ÞÞ t < t Ã ; and therefore, G n k ðtÞ ! H n k ðtÞ for all t ! 0. Moreover, since the function F n k is strictly increasing in t, so that F n k ðtÞ < F n k ðt Ã Þ for G À1 n k ðF n k ðt Ã ÞÞ t < t Ã , and since G n k ðtÞ ! F n k ðtÞ for all t, we also have that H n k ðtÞ ! F n k ðtÞ for all t ! 0. Thus, the function H n k is, by construction, sandwiched between G n k and F n k . It follows that
Next, observe that
and that these inequalities, together with (42), (40), and G n k ðtÞ > F 1 ðtÞ, imply that the righthand side of (43) can be further bounded as follows: Upon substitution of E½A m ðtÞ ¼ mF m ðtÞ and E½l mA m ðtÞ ¼ mf m ðtÞ (see (17) ), the last expression rearranges straightforwardly to (45). j
We are finally in position to prove (12) , and hence to complete the proof of the Theorem.
Proof of (12) From (8) and (45), we have
Since 
Next, it is easily seen from (13) 
Finally, (46), (47), and (48) together yield (12) . j
COMMENTS
Since the publication of Bass's paper, the solution (4), or its derivative, has been used extensively to forecast the growth of sales volume of new products over time.
In such applications, it is important to develop estimates for the parameters p and q from (say) historical data (see, e.g., Putsis and Srinivasan [14] , Section 11.2.1). A standard framework for this purpose is to conduct a regression analysis (ordinary least squares or nonlinear least squares) based on the assumption that the actual sales in successive time intervals can be modelled as the sum of two independent components: the (discretized) adoption-rate curve, mf ðtÞ, and a sequence of i.i.d. error terms. The adoption of such a framework can be attributed to the fact that the BM assumes that N ðtÞ is a deterministic function. In other words, the deterministic assumption effectively forces one to model deviations of the actual sales data from the adoption-rate curve (solely) as manifestations of the presence of independent random errors, as opposed to being a consequence of the underlying stochastic nature of the forces behind successive adoptions. Further work to investigate the use of SBM as a framework for parameter estimation will be reported in a subsequent paper. The formula for d m ðtÞ, the variance of cumulative adoptions, in Lemma 4 is potentially useful in applications where the variability of the cumulative-adoptions curve is of importance (see, e.g., Cohen, Ho, and Matsuo [6] , p. 245). The asymptotic form of this variance function is also relevant in parameter estimation. A natural conjecture is that the growth of d m ðtÞ is of order m and ffiffiffi ffi m p ½B m ðtÞ À F 1 ðtÞ is normally distributed as m ! 1.
