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Abstract
We establish a sharp Sobolev trace inequality for the fractional-order derivatives. As a close connection
with this best estimate, we show a fractional-order logarithmic Sobolev trace inequality with the asymptot-
ically optimal constant, but also sharpen the Poincaré embedding for the conformal invariant energy and
BMO spaces.
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1. In the papers [1] and [3], W. Beckner and J.F. Escobar independently established the
following sharp Sobolev trace theorem: Let f be real-valued sufficiently smooth and decay fast
enough at the infinity, (x, t) = (x1, x2, . . . , xn, t) ∈ Rn × (0,∞) = Rn+1+ , n 2,
f (x, t) = ((n + 1)/2)
π(n+1)/2
∫
Rn
(|x − y|2 + t2)− n+12 tf (y)dy,
and
∣∣∇f (x, t)∣∣2 = n∑
j=1
∣∣∣∣∂f (x, t)∂xj
∣∣∣∣
2
+
∣∣∣∣∂f (x, t)∂t
∣∣∣∣
2
.
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Rn
∣∣f (x)∣∣ 2nn−1 dx) n−1n  1√
π(n − 1)
(
(n)
(n/2)
) 1
n
∫
R
n+1+
∣∣∇f (x, t)∣∣2 dx dt. (1.1)
The equality in (1.1) occurs only if f has the form: c(|x − x0|2 + t20 )−(n−1)/2 for c ∈ R and
(x0, t0) ∈ Rn+1+ .
In order to prove this optimal estimate, both of them used the conformally equivalent model Sn
of Rn+1+ as a tool, but their methods are quite different: In [1], W. Beckner verified the result via
certain cases of the sharp Hardy–Littlewood–Sobolev inequality on Sn; while in [3], J.F. Escobar
obtained the result through finding the minimizer of the Sobolev quotient in Sn subject to its
associated Euler–Lagrange equation, having had the following aim in mind: The solution of a
Yamabe problem on manifolds with boundary – the proof of the existence of a conformal metric
on a Riemannian manifold with boundary which has zero scalar curvature and constant mean
curvature; see also [4].
In this note, we shall give an analogue of (1.1) for the fractional-order derivatives. To state
our principal result, let us agree to some conventions. Besides the foregoing Poisson extension
f (x, t) of an L1loc(R
n)-function f (x), we shall use ∇ to denote the distributional gradient oper-
ator (
∂
∂x1
, . . . ,
∂
∂xn
,
∂
∂t
)
or
(
∂
∂x1
, . . . ,
∂
∂xn
)
when it acts on f (x, t) or f (x). Next, for x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) ∈ Rn we
define x · y =∑nj=1 xjyj and call
fˆ (x) =
∫
Rn
f (y) exp(−2π ix · y)dy
and f ∨(x) = fˆ (−x) the Fourier transform and the inverse Fourier transform of an integrable
function f , respectively. Furthermore, given α ∈ (0,1), H˙ α(Rn) is the homogeneous fractional-
order Sobolev space – the completion of all infinitely differential functions f with compact
support in Rn under the norm
‖f ‖H˙ α =
( ∫
Rn
∣∣(−)α2 f (x)∣∣2 dx) 12 < ∞;
where
(−)α2 f (x) = ((2π | · |)αfˆ (·))∨(x)
stands for the α-order derivative of f at x ∈ Rn.
Theorem 1.1. Let n 2 and α ∈ (0,1). If f ∈ H˙ α(Rn), then
( ∫
Rn
∣∣f (x)∣∣ 2nn−2α dx) n−2αn  C(n,α) ∫
R
n+1
∣∣∇f (x, t)∣∣2t1−2α dx dt, (1.2)
+
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C(n,α) =
(
21−4α
πα(2(1 − α))
)(
((n − 2α)/2)
((n + 2α)/2)
)(
(n)
(n/2)
) 2α
n
.
The equality in (1.2) occurs if and only if f (x) = c(|x − x0|2 + t20 )−
n−2α
2 for c ∈ C and (x0, t0) ∈
Rn+1+ .
The endpoint cases are distinguished below. First, in case of α = 0, Theorem 1.1 is also true
thanks to∫
Rn
∣∣f (x)∣∣2 dx = ∫
Rn
∣∣fˆ (x)∣∣2 dx = 2 ∫
R
n+1+
∣∣∇f (x, t)∣∣2t dx dt. (1.3)
Second, in case of α = 1 (which forces n > 2), Theorem 1.1 naturally reduces to the sharp
Sobolev inequality [13]:( ∫
Rn
∣∣f (x)∣∣ 2nn−2 dx) n−2n  ( 1
πn(n − 2)
)(
(n)
(n/2)
) 2
n
∫
Rn
∣∣∇f (x)∣∣2 dx, (1.4)
where the equality in (1.4) holds if and only if f (x) = c(|x − x0|2 + t20 )−(n−2)/2 for c ∈ C and
(x0, t0) ∈ Rn+1+ .
This is can be confirmed by using Theorem 1.1 and the limit
lim
α→1
∫
R
n+1+
|∇f (x, t)|2t1−2α dx dt
2(2(1 − α)) = 4π
2
∫
Rn
(|x|∣∣fˆ (x)∣∣)2 dx = ∫
Rn
∣∣∇f (x)∣∣2 dx. (1.5)
As a matter of fact, the foregoing observation on the endpoints, along with the proofs of [10,
Theorems 8.3 and 8.4], suggests our approach to Theorem 1.1. The key of the proof presented
in Section 2, for us, is to write the integral in the right side of (1.2) as a weighted integral of the
Fourier transform of the given function, and to employ E.H. Lieb’s sharp estimate for the Hardy–
Littlewood–Sobolev inequality [9]. So, the treatment here is more direct and hence different
from W. Beckner’s and J.F. Escobar’s ones (for α = 12 ) which do not seem to allow a way to
handle (1.2).
To better understand Theorem 1.1, we shall do two more things in the rest of this note. The
first, which is of independent interest, is that the theorem may be used to deduce a family of
asymptotically sharp logarithmic Sobolev trace inequalities for the fractional-order derivatives
of which the special case α = 12 comes from [11]; see Section 3. The second is to work out the
conformally invariant form induced by (1.2). Surprisingly, this process reveals that the form is
an embedding of the so-called Qα(Rn) (cf. [5]) into the well-known BMO(Rn) – in particular,
it leads to an essential improvement of the Poincaré inclusion (cf. [12, p. 34]): the conformally
invariant energy space (or homogeneous n-Sobolev space) is a subspace of BMO space; see
Section 4.
2. To prove Theorem 1.1, we need Lieb’s sharp version [9] of the Hardy–Littlewood–Sobolev
inequality, but also use the simple notation ‖f ‖p = (
∫
Rn
|f (x)|p dx)1/p for the norm of the
Lebesgue space Lp(Rn), p > 1.
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∫
Rn
∫
Rn
f (x)g(y)
|x − y|λ dx dy
∣∣∣∣ π λ2 ((n − λ)/2
)
(n − λ/2)
(
(n/2)
(n)
) λ−n
n ‖f ‖ 2n
2n−λ
‖g‖ 2n
2n−λ
, (2.1)
where the equality in (2.1) holds if and only if f and g can be written as c(|x −x0|2 + t20 )(λ−2n)/2
for c ∈ C and (x0, t0) ∈ Rn+1+ .
Proof of Theorem 1.1. First of all, note that
f (x, t) =
∫
Rn
fˆ (y) exp
(−2π(iy · x + |y|t))dy.
So, taking differentiation and integration (cf. [14, p. 83]), we get∫
Rn
∣∣∇f (x, t)∣∣2 dx = 8π2 ∫
Rn
|x|2∣∣fˆ (x)∣∣2 exp(−4π |x|t)dx.
Furthermore, a simple calculation gives
1
(2(1 − α))
∫
R
n+1+
∣∣∇f (x, t)∣∣2t1−2α dx dt = 8π2
(4π)2(1−α)
∫
Rn
|x|2α∣∣fˆ (x)∣∣2 dx. (2.2)
This identity, together with ̂(−)α/2f (x) = (2π |x|)αfˆ (x), more or less explains why we refer
(1.2) to a Sobolev trace inequality for the fractional-order derivatives.
Next, writing
〈f,g〉 =
∫
Rn
f (x)g(x)dx
for the dual product between two functions f and g on Rn, we employ Parseval’s formula and
the Cauchy–Schwarz inequality to obtain
∣∣〈f,g〉∣∣= ∣∣〈fˆ , gˆ〉∣∣ ( ∫
Rn
|x|2α∣∣fˆ (x)∣∣2 dx) 12( ∫
Rn
|x|−2α∣∣gˆ(x)∣∣2 dx) 12 . (2.3)
After that, notice that∫
Rn
|x|−2α∣∣gˆ(x)∣∣2 dx = π2α− n2 ((n − 2α)/2)
(α)
∫
Rn
∫
Rn
g(x)g(y)
|x − y|n−2α dx dy; (2.4)
see [10, Corollary 5.10]. So, by (2.1) (where λ = n − 2α), (2.3) and (2.4) we conclude that
∣∣〈f,g〉∣∣ ( ∫
Rn
|x|2α∣∣fˆ (x)∣∣2 dx) 12 π α2 (((n − 2α)/2)
((n + 2α)/2)
) 1
2
(
(n)
(n/2)
) α
n ‖g‖ 2n
n+2α
. (2.5)
This (2.5), together with g = f |f |4α/(n−2α), f ∈ H˙ α(Rn), and (2.2), implies
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n−2α
 π α2
(
((n − 2α)/2)
((n + 2α)/2)
) 1
2
(
(n)
(n/2)
) α
n
( ∫
Rn
|x|2α∣∣fˆ (x)∣∣2 dx) 12
=
(
21−4α
πα(2(1 − α))
) 1
2
(
((n − 2α)/2)
((n + 2α)/2)
) 1
2
(
(n)
(n/2)
) α
n
×
( ∫
R
n+1+
∣∣∇f (x, t)∣∣2t1−2α dx dt) 12 . (2.6)
So (1.2) follows.
Finally, from (2.3)–(2.6) and Lemma 2.1 (with λ = n − 2α) we can see that if the equality
in (1.2) holds then∣∣f (x)∣∣ n+2αn−2α = c0(|x − x0|2 + t20 )− n+2α2 ,
for c0  0 and (x0, t0) ∈ Rn+1+ . This is just the desired function. On the other hand, a change of
variables implies that if φ(x) = λx + x0 for λ > 0 and x0 ∈ Rn, then( ∫
Rn
∣∣f ◦ φ(x)∣∣ 2nn−2α dx) n−2αn = (λ−n ∫
Rn
∣∣f (x)∣∣ 2nn−2α dx) n−2αn (2.7)
and ∫
R
n+1+
∣∣∇f ◦ φ(x, t)∣∣2t1−2α dx dt = λ2α−n ∫
R
n+1+
∣∣∇f (x, t)∣∣2t1−2α dx dt. (2.8)
Since a straightforward computation with (2.2) as well as both sides of (1.2) yields that the
equality in (1.2) is valid for f (x) = (1 + |x|2)(2α−n)/2, we conclude from (2.7) and (2.8) that the
equality in (1.2) is also true for the general functions described in Theorem 1.1. Now, the proof
is complete. 
3. In this section, we employ Theorem 1.1, together with Hölder’s inequality and the proba-
bility measure, to produce the following logarithmic Sobolev trace inequality for the fractional-
order derivatives.
Theorem 3.1. Let n 2 and α ∈ (0,1). If f ∈ H˙ α(Rn) and ‖f ‖2 = 1, then
exp
( ∫
Rn
∣∣f (x)∣∣2 ln∣∣f (x)∣∣dx) (C(n,α) ∫
R
n+1+
∣∣∇f (x, t)∣∣2t1−2α dx dt) n4α . (3.1)
Moreover, if
B(n,α) = sup
{
exp
( 4α
n
∫
Rn
|f (x)|2 ln |f (x)|dx)∫
R
n+1+
|∇f (x, t)|2t1−2α dx dt : f ∈ H˙
α(Rn), ‖f ‖2 = 1
}
,
then
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(2(1 − α))(2πen)α  B(n,α) C(n,α)(
∼ 2
(2(1 − α))(2πen)α , as n → ∞
)
. (3.2)
This corollary was obtained by Y.J. Park [11] in the special case α = 12 . Park’s argument and
our Theorem 1.1 will be incorporated to verify (3.1) and (3.2). Clearly, Theorem 3.1 for α = 0 is
not only true, but also sharp. This should be read as
B(n,0) = sup
{( ∫
R
n+1+
∣∣∇f (x, t)∣∣2t dx dt)−1: f ∈ L2(Rn), ‖f ‖2 = 1
}
= 2; (3.3)
see also (1.3). Moreover, upon noting that the left side of (3.1) does not depend on α ∈ (0,1),
we can, via passing the limit α → 1 (here n > 2) in (3.2), reach the equivalent form (proved by
W. Beckner and M. Pearson [2]) of the L. Gross logarithmic Sobolev inequality [7] as follows:
exp
( ∫
Rn
∣∣f (x)∣∣2 ln∣∣f (x)∣∣dx) ( 2
πen
∫
Rn
∣∣∇f (x)∣∣2 dx) n4 , ‖f ‖2 = 1; (3.4)
see also (1.4), where the inequality in (3.4) becomes an equality for Gaussian functions.
Proof of Theorem 3.1. Let p = n(q−2)2α , 2 < q < 2nn−2α and α ∈ (0,1). Then by the Hölder
inequality and some simple computation we get
‖f ‖qq =
∫
Rn
∣∣f (x)∣∣p∣∣f (x)∣∣q−p dx  ‖f ‖p2n
n−2α
( ∫
Rn
∣∣f (x)∣∣2 dx)1−
p(n−2α)
2n
. (3.5)
If ‖f ‖2 = 1 then it turns out from Theorem 1.1 (applied to (3.5)) that( ∫
Rn
∣∣f (x)∣∣q−2∣∣f (x)∣∣2 dx) 1q−2 = ( ∫
Rn
∣∣f (x)∣∣q dx) 1q−2  ‖f ‖ n2α2n
n−2α

(
C(n,α)
∫
R
n+1+
∣∣∇f (x, t)∣∣2t1−2α dx dt) n4α . (3.6)
Since |f (x)|2 dx can be treated as a probability measure on Rn, we conclude from (3.6) and the
limit q → 2 taken in (3.6) that (3.1) holds.
Recalling the Stirling formula
(t + 1) ∼ √2πtt+ 12 exp(−t), as t → ∞,
we find: When n → ∞,(
(n)
(2/n)
) 2α
n ∼
(
2n
e
)α
and
((n − 2α)/2)
((n + 2α/2) ∼
(
2
n
)2α
,
and whence
C(n,α) ∼ 2
α
.(2(1 − α))(2πen)
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f ∈ H˙ α(Rn) with ‖f ‖2 = 1,
exp
( ∫
Rn
∣∣f (x)∣∣2 ln∣∣f (x)∣∣dx) (B(n,α) ∫
R
n+1+
∣∣∇f (x, t)∣∣2t1−2α dx dt) n4α . (3.7)
Meanwhile by ‖fˆ ‖2 = 1 and the Jensen inequality (for the convex function φ(t) = t1/α) we
obtain( ∫
Rn
|x|2α∣∣fˆ (x)∣∣2 dx) 1α  ∫
Rn
|x|2∣∣fˆ (x)∣∣2 dx,
and consequently,∫
R
n+1+
∣∣∇f (x, t)∣∣2t1−2α dx dt  (2(1 − α))
21−2α
( ∫
Rn
∣∣∇f (x)∣∣2 dx)α. (3.8)
By (2.2), (3.7) and (3.8) we further achieve
exp
( ∫
Rn
∣∣f (x)∣∣2 ln∣∣f (x)∣∣dx) ((B(n,α)(2(1 − α))
21−2α
) 1
α
∫
Rn
∣∣∇f (x)∣∣2 dx) n4 ,
Since (3.4) is optimal, we may conclude that
2
πen

(
B(n,α)(2(1 − α))
21−2α
) 1
α
,
as desired. Therefore, the proof is complete. 
4. Observe that the conformal group on Rn is generated by dilations x → λx and translations
x → x + x0. Thus, it turns out from (2.7) and (2.8) that (1.2) is invariant under the conformal
group on Rn. But nevertheless, this observation also illustrates that the two side integrals of (1.2)
are not conformally invariant, and hence leads to the following consideration.
Regarding (2.7), we call f ∈ BMO(Rn) provided f ∈ L1loc(Rn), fI = |I |−1
∫
I
f (x)dx, α ∈
(0,1) and
‖f ‖BMO = sup
I
(
|I |−1
∫
I
∣∣f (x) − fI ∣∣ 2nn−2α dx
) n−2α
2n
< ∞. (4.1)
Here and henceforth, the supremum is taken over all cubes I in Rn with edges parallel to the
coordinate axes of Rn, |I | stands for the volume of a cube I . It is well-known that in (4.1) the
power 2n
n−2α can be replaced by 1 due to the John–Nirenberg theorem in [8]. Concerning (2.8),
we say f ∈ Qα(Rn), α ∈ (0,1), provided f ∈ L1loc(Rn) and
‖f ‖Qα = sup
I
(
|I | 2α−nn
∫
1/n
∣∣∇f (x, t)∣∣2t1−2α dx dt) 12 < ∞; (4.2)
I×(0,|I | ]
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BMO(Rn); see also [6]. Yet, if α = 1 in (4.2) then we find that only constants meet the require-
ment, and hence we are motivated by (1.5) to introduce a (new) conformally invariant Sobolev
space, denoted by CIS(Rn) – the class of all functions f ∈ C1(Rn) with
‖f ‖CIS = sup
I
(
|I | 2−nn
∫
I
∣∣∇f (x)∣∣2 dx) 12 < ∞.
Clearly, BMO(Rn), Qα(Rn) and CIS(Rn) are invariant under the conformal mappings from
Rn onto itself: If X is any of these three spaces, then ‖f ◦ φ‖X = ‖f ‖X for φ :x → λx + x0.
Below is a version of Theorem 1.1 for the conformally invariant spaces.
Theorem 4.1. Let n 2 and α ∈ (0,1). If
E(Rn) =
{
f ∈ C1(Rn): ‖f ‖E =
( ∫
Rn
∣∣∇f (x)∣∣n dx) 1n < ∞},
then
E(Rn) ⊆ CIS(Rn)  Qα(Rn)  BMO(Rn), (4.3)
where the left inclusion is strict if and only if n > 2.
Here, it is worth mentioning once again that (4.3) essentially improves the well-known
Poincaré embedding (see for instance [12, p. 34]): E(Rn) = W˙ 1,n(Rn) ⊆ BMO(Rn).
Proof of Theorem 4.1. If n = 2 then E(Rn) = CIS(Rn). If n  3 then by Hölder’s inequality
we have∫
I
∣∣f (x)∣∣2 dx  (∫
I
∣∣f (x)∣∣n dx) 2n |I |1− 2n  ‖f ‖2E |I |1− 2n , f ∈ C1(Rn),
for any cube I ⊂ Rn, and hence E(Rn) ⊆ CIS(Rn). For the strictness, one considers f0(x) =
ln(1 + |x|2): An elementary computation shows ‖f0‖E = ∞ but ‖f0‖CIS < ∞.
Given a cube I ⊂ Rn, assume that κI , κ > 0 is the cube with volume being κn|I | and center
being the same as that of I . Suppose f ∈ CIS(Rn). Then
∣∣f (z + y) − f (y)∣∣
1∫
0
∣∣∇f (y + tz)∣∣|z|dt.
Minkowski’s inequality is used to infer
(∫
I
∫
I
|f (x) − f (y)|2
|x − y|n+2α dx dy
) 1
2
=
(∫ ∫ ( |f (x) − f (y)|
|x − y|
)2
|x − y|2(1−α)−n dx dy
) 1
2I I
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(∫
I
∫
|x−y|<√n|I |1/n
( |f (x) − f (y)|
|x − y|
)2
|x − y|2(1−α)−n dx dy
) 1
2

(∫
I
∫
|z|<√n|I |1/n
( |f (z + y) − f (y)|
|z|
)2
|z|2(1−α)−n dzdy
) 1
2

(∫
I
∫
|z|<√n|I |1/n
( 1∫
0
|∇f (y + tz)|dt
)2
|z|2(1−α)−n dzdy
) 1
2

1∫
0
(∫
I
∫
|z|<√n|I |1/n
∣∣∇f (y + tz)∣∣2|z|2(1−α)−n dzdy) 12 dt

1∫
0
( ∫
(1+√n)I
∫
|z|<√n|I |1/n
∣∣∇f (w)∣∣2|z|2(1−α)−n dzdw) 12 dt

(
nπn/2
(1 − α)(n)
) 1
2 |I | 1−αn
( ∫
(1+√n)I
∣∣∇f (w)∣∣2 dw) 12 .
In other words,
|I | 2α−nn
∫
I
∫
I
|f (x) − f (y)|2
|x − y|n+2α dx dy 
(
nπn/2
(1 − α)(n)
)
|I | 2−nn
∫
(1+√n)I
∣∣∇f (x)∣∣2 dx. (4.4)
Recall that
f ∈ Qα(Rn) ⇐⇒ sup
I
(
|I | 2α−nn
∫
I
∫
I
|f (x) − f (y)|2
|x − y|n+2α dx dy
) 1
2
< ∞;
see also [5, Theorem 3.2]. Thus (4.4) yields f ∈ Qα(Rn) and then CIS(Rn) ⊆ Qα(Rn). Note that
Qβ(Rn)  Qα(Rn) whenever 1 > β > α; see also [5, Example 2.10]. So CIS(Rn) = Qα(Rn).
Finally, Qα(Rn)  BMO(Rn) is already included in [5, Remark 2.11]. We are done. 
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