Nonresonant inelastic electron and X-ray scattering cross sections for bound-to-bound transitions in atoms and molecules are calculated directly from ab initio electronic wavefunctions. The approach exploits analytical integrals of Gaussian-type functions over the scattering operator, which leads to accurate and efficient calculations. Ne atoms, open-shell C and Na atoms, and the N 2 molecule, with both inner-shell and valence electronic transitions considered. The method is appropriate for use in conjunction with quantum molecular dynamics simulations and for the analysis of new ultrafast X-ray scattering experiments.
Introduction
X-ray scattering has been, and continues to be, instrumental for investigations into the properties of matter. While elastic scattering plays a key role in determining the structure of matter, 1 inelastic scattering enables studies of dynamic properties such as the dispersion of phonons, valence electron excitations, and time-dependent electron dynamics. 2 Recently, new doubledifferential, high energy-resolution X-ray scattering measurements at synchrotrons have begun to provide an increasingly detailed picture of electronic structure and dynamics in gas-phase atoms and molecules. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] One particular strength of inelastic X-ray scattering (IXS) is the ability to access optically forbidden transitions. New X-ray Free-Electron Lasers (XFELs), in turn, generate high intensity and short duration pulses [13] [14] [15] [16] [17] [18] [19] that enable timeresolved X-ray scattering, [20] [21] [22] [23] [24] [25] and thus ultrafast imaging of photochemical dynamics. 26 An attractive feature of such experiments is that they provide direct access to the evolution of molecular geometry via the elastic scattering. 27 However, questions remain regarding the degree to which inelastic contributions to the scattering signal can be ignored when analysing experiments, especially in regions where the separation of different electronic states is small. [28] [29] [30] [31] For instance, the inelastic contributions are known to be important for imaging of electronic wavepackets in atoms. [32] [33] [34] [35] A full theoretical analysis of ultrafast X-ray scattering, beyond the conventional elastic approximation, will require matrix elements corresponding to IXS, 31 which provides an important incentive for the work presented in this article. In addition, it is conceivable that once the appropriate theoretical and computational tools for a more detailed analysis of ultrafast X-ray scattering experiments are in place, more detailed information can be extracted regarding the electron dynamics that accompanies the structural dynamics of a photochemical process.
In the following, we outline a method for the calculation of IXS from ab initio electronic structure calculations in atoms and molecules, based on our previously developed code for the prediction of elastic X-ray scattering. [36] [37] [38] An important objective is to match the level of accuracy required for quantum molecular dynamics simulations of photochemical reactions, 31 which generally implies a high-level multiconfigurational description of the electronic structure (e.g. CASSCF, CASPT2, or MRCI), while not quite reaching the level of sophistication possible when evaluating IXS from atomic targets or very small molecules (e.g. R-matrix theory) in order to maintain a necessary degree of computational efficiency. In the following, we will outline the theory, present our computational approach, and demonstrate that we can calculate IXS accurately.
Theory

X-ray scattering
The total double differential cross section for X-ray scattering is,
where the strength of the photon-electron coupling is given by the Thomson cross section,
with r 0 = e 2 /mc 2 known as the classical electron radius (e is the charge of an electron and c the speed of light), o 1 and o 0 the angular frequencies of the scattered and incident X-rays, and |e 0 Áe 1 *| the polarization factor. The so-called dynamic structure factor, S(q,o 0 ), describes the material response,
where |C b i and |C a i are the final and initial states,
and L is the scattering operator,
with the sum running over all N electrons. The momentum transfer vector, q = k 0 À k 1 , is defined as the difference between the incident and the scattered wave vectors, with k 0 = k 1 + o 0 /c, and h o 0 = E b À E a the transition energy, which often is negligible compared to the energy of hard X-rays. 39 The matrix elements L ba = hC b |L|C a i in eqn (3) A terms in the Hamiltonian, which for scattering appear in second order, are sufficiently small to be disregarded. 40 Diagonal matrix elements, L aa = hC a |L|C a i, correspond to elastic scattering and are equivalent to the Fourier transform of the target electron density, a circumstance that underpins the role of elastic scattering in structure determination. 1 Further details regarding the calculation of elastic scattering from ab initio wavefunctions can be found in ref. 36 and 41. The remaining off-diagonal, a a b, matrix elements correspond to nonresonant IXS, also referred to as Compton scattering, and are the focus of this article. The elastic and inelastic matrix elements for X-ray scattering, L ba , are a necessary ingredient in detailed treatments of ultrafast X-ray scattering from non-stationary quantum states by coherent X-ray sources such as XFELs, see e.g. ref. 31 , and the requirement for these matrix elements is one of the motivations for the work presented in this article.
There is an immediate link between IXS and inelastic scattering of fast charged particles, such as electrons, which has been exploited extensively in Electron Energy-Loss Spectroscopy (EELS). 42 The inelastic scattering of electrons is described by the same matrix elements as IXS, 43, 44 although the approximations involved are more severe for electrons than X-rays. 45 Formally, eqn (1) pertains to electron scattering if the Thomson differential cross section, (dI/dO) Th , is replaced by the corresponding Rutherford cross section, (dI/dO) Ru . The scattering elements for elastic electron scattering are not quite identical to X-ray scattering, since they contain additional contributions from electron-nuclei scattering.
The similarity between electron and X-ray scattering in the first Born approximation can be emphasized by the use of generalised oscillator strengths (GOS). 44 In brief, the GOS renormalizes the spectra using the Bethe f-sum rule,
where N is the number of electrons. Such renormalization provides an unitless measure of the strength of spectral features, at a given energy resolution Do, as,
The GOS is often rotationally averaged to account for lack of alignment in the experiments, 44 which explains the usage of q rather than q in eqn (5) and (6) above. In the literature, a sum over the final degenerate substates and an average over initial Boltzmann-weighted states is frequently implied.
Scattering matrix elements
An accurate description of excited electronic states in atoms and molecules requires a multiconfiguration expansion of the wavefunction. Simple versions of the one-electron approximation for inelastic scattering are insufficient to describe Compton scattering and multielectron correlation effects must therefore, at least to some extent, be accounted for. 46 In multiconfigurational ab initio electronic structure theory the valence electrons are distributed over molecular orbitals in an active space which consists of multiple electron configurations represented by Slater determinants. An electronic state, |C a i, can be expanded as,
where the c a,i are the configuration interaction coefficients for the electronic state a, N conf is the number of configurations included in the expansion, and |F a,i SD i are the Slater determinants. The Slater determinants are given by,
with P n the pair-wise permutation operator acting on the Hartree product
where q j = (r j ,o j ). The spin orbitals w i j (q j ) are the products of the spin functions, |mi or |ki, and the orthonormal spatial molecular orbitals, f j (r j ), used to construct each Slater determinant. † Scattering matrix elements L ba between electronic states b and a are thus given by,
using the scattering operator L from eqn (4). It is worth noting that we do not explicitly decompose the matrix elements into multipole components by applying the Wigner-Eckart theorem to the operator L in eqn (4). The multipole expansion has the advantage that it makes it possible to derive selection rules for single atoms 46 or diatomic molecules, 47 but confers significantly less advantage in the general, non-symmetric, case. Importantly, the † Note that for convenience we allow the index j on the spin orbitals w j mirror the electron index j on the electrons (q j ), but that the subset of spin orbitals {w j } is different for each Slater determinant. For a total set of 2K spin orbitals, one can
current treatment has the advantage that the full physical value of the matrix element is obtained straight away.
To evaluate the matrix elements, we note that L is the sum of one-electron operators, leading to three standard cases for the evaluation of the brackets on the right-hand side of eqn (9) . 48 The first case occurs if the two Slater determinants are identical,
where l is the single electron operator corresponding to L in eqn (4) . In the final line of eqn (10), b j A 0, 1, 2 is the occupancy number for each spatial orbital in the Slater determinant when running the summation over all unique spatial orbitals, not just those included in that specific determinant. The second case occurs if the two Slater determinants differ by a single spin orbital when arranged in maximum coincidence,
which is nonzero when the spins of w i N and w i 0 N are parallel, but vanishes via hk|mi = 0 otherwise. Finally, if the two Slater determinants differ by more than one spin orbital, the result is always zero.
2.2.1 Evaluation of matrix elements. The next step requires the evaluation of the integrals that contribute to the matrix elements in eqn (3), corresponding to the brackets listed in eqn (10) and (11) . These one-electron integrals over spatial orbitals, expressed in a Gaussian basis, can be evaluated analytically as outlined in the following. The molecular orbitals f j (r j ) are obtained as linear combinations of the basis functions G k (r),
where M j k are the molecular orbital expansion coefficients. The total number of basis functions G k (r) is N BF , with j A N MO = N BF . Each basis function G k (r), in turn, is a contraction of Gaussian-type orbitals (GTOs), g s (r), such that,
where m k s are the basis set contraction coefficients for the primitive GTOs. A Cartesian Gaussian-type orbital centered at coordinates r s = (x s ,y s ,z s ) has the form,
with exponent g s , Cartesian orbital angular momentum L s = l s + m s + n s , and normalisation constant N s ,
where !! denotes the double factorial. The usage of Cartesian GTOs is convenient in the present context, but there is a direct mapping between Cartesian and spherical Gaussians. 49 If spherical Gaussians are used the mathematics of the analytic Fourier transform takes a different form. 50 The one-electron bracket in eqn (10) and (11) can then be evaluated as,
where we use the Gaussian product theorem 51 to rewrite the product g
ðrÞ as,
where
pre-factor and g
ðrÞ is the new Gaussian centered at r
Since the Cartesian coordinates (x,y,z) are linearly independent and each Gaussian function can be written as a product of x, y and z components,
the problem is reduced to the solution of one-dimensional
h i ðqÞ. These can be determined analytically, as has been shown and tabulated in a previous publication. 36 
Computational details
As pointed out in Section 2.2, a correct description of excited electronic states requires multiconfigurational wavefunctions. In the following, we focus on CASSCF, MCSCF, and MRCI level theory, which provides an attractive compromise between computational resources and accuracy, and constitutes a level of theory frequently used in quantum molecular dynamics simulations of small and medium sized molecules. [52] [53] [54] [55] The wave functions are calculated using state averaging and the results are expressed using CI configurations, with the weights given by the configuration interaction vector. The calculations are more convenient if the CI vector is expanded over configuration state functions (CSF) instead over individual Slater determinants. In the case of MRCI methods, the calculation is performed using CSF already, expressing the spin populations as branches with only a merely statistical meaning in terms of spin quantum numbers. This gives the inelastic scattering matrix elements as, where v CI a are the CI-vectors of length N CI . Only pairs of Slater determinants that differ by less than two occupied orbitals will give a non-zero result, as discussed earlier, which makes it possible to swiftly filter out null contributions to the integrals. If doublet or triplet states are considered, appropriate prefactors need to be included when spatial orbitals are evaluated. Furthermore, in small systems, such as atoms or diatomic molecules, symmetry is useful to reduce the number of calculations required. We have used the electronic structure package MOLPRO 56 to carry out the ab initio calculations, and calculated the IXS cross sections using a new version of our recently developed ab initio X-ray diffraction (AIXRD) code. 36 The IXS cross sections in this article are given in terms of the dynamic structure factor, S(q,o b ), or the generalized oscillator strength, GOS(q, o), with the choice between the two representations determined by the source of the reference data used for comparison. All calculated data is given at perfect energy resolution, i.e. with no averaging over energy (Do = 0 in eqn (6)). The results for Ne and N 2 are rotationally averaged to match published data. Furthermore, the astute reader will notice that some graphs show the cross sections as a function of q, while others as a function of q 
Results and discussion
Single-electron atoms
We begin by a comparison of analytical and numerical results for the dynamic structure factor, S(q,o), in the single-electron atoms H and He + . The analytical results are computed along the lines in ref. 50 . Numerically, the wavefunctions are calculated at the CASSCF(1,3) level, which is more than sufficient in the present case, using the Dunning basis d-aug-cc-PV5Z. The d-aug family of basis sets allows a better description of the diffuse orbitals in hydrogen-like atoms when the principal quantum number is n 4 1, i.e. for hydrogenic Rydberg states. The calculated ab initio transition energies for (2s,2p,3s) ' 1s are within o0.1% of the experimental 57 and analytical result. As apparent from Fig. 1 , the analytical and numerical results for S(q,o) agree well in both cases, with the dynamic structure factor extending to larger values of q for transitions for the more compact He + states (Fig. 1b) compared to H (Fig. 1a) , as expected.
Two-electron atoms
We now consider the He atom, a two-electron system. The electronic states of He are well known. The energy convergence for CASSCF(2,10) ab initio calculations with four different Dunning basis sets is shown in Table 1 for the two excited states 1 S 0 (1s2s) and 1 P 1 (1s2p), with the corresponding dynamic structure factor for the 1 S 0 (1s2s) ' 1 S 0 (1s 2 ) transition from the ground state shown in Fig. 2 together with reference calculations using explicitly correlated wavefunctions by Cann and Thakkar. 58 Agreement between the reference results and our calculations is good, with the best agreement achieved with the aug-cc-PV6Z basis, which also has the best energy convergence. The remaining discrepancies for the aug-cc-PV6Z basis occur predominantly at small values of q. Importantly, the correlation between energy convergence in Table 1 and the quality of the scattering in Fig. 2 , indicate that the calculations are robust and that systematic improvements are possible. The energy convergence is a good predictor of the quality of the calculated Fig. 1 Comparison between numerical ab initio calculations, using our approach, and analytical results for (a) the H neutral atom, and (b) the He + cation. The dynamic structure factor, S(q,o), is shown for the transitions 2s ' 1s, 2p x (2p y ) ' 1s, 2p z ' 1s, and 3s ' 1s. inelastic scattering; we have previously made the same observation for the calculation of elastic scattering matrix elements. 37, 38 In Fig. 3 we compare our calculated dynamic structure factors for the two transitions 7 and reference calculations by Cann and Thakkar. 58 The agreement between present and previous calculations and the experimental data is good, with the reference calculations reproducing experiments slightly better for q o 2 a.u. The fact that the energy convergence for the 1 S 0 state is better than for the 1 P 1 state in our calculations (see Table 1 ) appears to have little effect on the agreement between the dynamic structure factor for the two transitions in our calculations and the experimental results, with the convergence of 1 S 0 (1s2s) ' 1 S 0 (1s 2 ) only marginally better than for 1 P 1 (1s2p) ' 1 S 0 (1s 2 ). Notably, for both transitions the best agreement with experimental data is achieved with the basis set that yields the best energy convergence for that state (see Table 1 ).
Multi-electron atoms
4.3.1 Ne. The first multi-electron atom that we consider is the closed-shell rare-gas atom Ne, where we investigate inelastic excitations from the outer subshell np 6 electrons. These have been studied before, theoretically 46, 59 and experimentally using both EELS 60 and IXS. 10 The IXS measurements by Zhu et al.
10
demonstrate elegantly that the intensity of the EELS measurements at high q is increased by contamination from high-order Born terms corresponding to multiple scattering. For X-ray scattering, only first-order Born terms contribute due to the weaker interaction.
In the following, we focus the comparison on the previous benchmark random-phase with exchange (RPAE) calculations by Amusia et al. 46 The excitations studied are characterized by the dependency on the total angular momentum, and following the lead of Amusia et al. we discuss the cross sections in terms of the monopole, dipole, and quadrupole transitions, respectively. We perform our ab initio calculations at the CASSCF(10,9)/augcc-PVTZ level of theory. Note that when using a general-use ab initio electronic structure package, one has to pay careful attention to symmetry and multiplicity in order to isolate different contributions correctly for an atom. The energies of the excited states of Ne involved in the monopole, dipole, and quadrupole transitions from the ground state are listed in Table 2 .
In Fig. 4 we compare our results with those by Amusia et al. 46 for the monopole and quadrupole 3p ' 2p and the dipole 3s ' 2p transitions. Note that the cross sections have been rotationally averaged (see Section 2). Overall, the agreement is very good, with the only notable discrepancy occurring for the dipole 3s ' 2p transition, where the low-q peak in our calculations is marginally shifted to lower values of q compared to Amusia et al., although the height and width of the peak agree almost perfectly. were found to be quite good, which carries over to our present calculations. 4.3.2 C and Na. Next we consider two open-shell atoms, C and Na, which provides an opportunity to examine cross sections for inner shell excitations in higher multiplicity systems with unpaired electrons in the ground state and a significant degree of electron correlation. The energy convergence of the CASSCF/aug-cc-PVTZ calculations are shown in Table 3 . ) transition compared to results from Cann and Thakkar. 58 The numerical calculations are performed with CASSCF(2,10) and four Dunning basis sets (aug-cc-PVQZ, aug-cc-PV5Z, aug-cc-PV6Z, and d-aug-cc-PV5Z). 
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The IXS cross sections for the transitions from the ground state of the C atom to the first two inner-shell excited states, i.e. 
Molecules
Finally, we demonstrate that our codes can also calculate IXS cross sections in molecules. We consider the nitrogen molecule, N 2 , which is a major component in the earth atmosphere and has an important valence dipole forbidden transition at 9.3 eV that has been studied extensively. 42 The energy for the transition obtained using SA-CASSCF(14,12)/ aug-cc-PVCTZ is within 0.3% of the experimental 42 value. Finally, a brief remark regarding the energy convergence of the ab initio calculations, as summarized in Tables 1-4 . In C and Na the number of Slater determinants is restricted to correctly isolate the inner-shell transitions considered, which impacts on the treatment of electron correlation. The valence transition considered in N 2 allows for greater flexibility in the choice of active space, leading to a good account of static electron correlation, with the calculation close to full CI.
Conclusions
We have calculated a wide range of inelastic scattering cross sections, including inner-shell and valence transitions in closed and open shell atoms, and a benchmark transition in the N 2 molecule. We find good agreement with experimental data from IXS and EELS, and agreement with exact theory for the H and He + atoms and previous calculations. In terms of the L ba off-diagonal matrix elements, a range of different computational techniques is now available. At the highly accurate end, R-matrix and RPAE based methods perform very well for calculations in single atoms, while for large systems TD-DFT strikes the necessary balance between computational cost and accuracy. 67 However, TD-DFT is generally not appropriate for the simulation of complex photochemical reactions in isolated molecules, and is known to yield results that are quite divergent from established reaction paths. 69 The approach presented in this paper covers the ground between these two extremes. It calculates inelastic scattering matrix elements at a level of ab initio theory congruent with state-of-the-art quantum molecular dynamics simulations, and is therefore well placed to evaluate inelastic contributions to the signals observed in ultrafast X-ray scattering experiments. 31 As discussed in the Introduction, an important motivation for this work is the prospect of identifying electronic transitions in time-dependent ultrafast X-ray scattering experiments, which could enable complete characterization of reaction paths using X-ray scattering. Achieving the same insights today requires the combination of ultrafast X-ray scattering with a different experimental technique, e.g. timeresolved photoelectron spectroscopy. 70 Finally, the accuracy of the matrix elements calculated by our method is only limited by the quality of the ab initio wavefunctions, and can be systematically improved by adjustments of the ab initio method and basis. Our approach involves a direct summation over all multipole matrix elements, aiding immediate comparison to experiments. The link between IXS and EELS suggests that the codes developed here could be useful for detailed analysis of ultrafast electron diffraction (UED) data, as long as the nuclear-scattering contribution is included in the elastic terms. 71 Future extensions of this work would be to include the effect of nuclear motion in the IXS signal, as we have recently done for elastic scattering, 37, 38 and to consider Compton ionization by the inclusion of continuum states either via multichannel quantum defect formalism [72] [73] [74] or a Dyson orbital approach. 75 We also aim to examine in greater detail the mapping of the wavefunction in momentum space made possible by inelastic measurements. 
