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1. INTRoDUCTION 
This paper describes a relationship between homoclinic orbits in 
Hamiltonian systems, heteroclinic orbits in damped systems, and 
heteroclinic orbits in gradient systems. More specifically, we consider the 
family of systems 
*=y 
j=ey-W(x), 
where X, y E R”, and 8 E R is taken to be a parameter value. If @= 0 then 
we have a Hamiltonian system with a Hamiltonian function H(x, y) = 
i ( y, y ) + V(X). If 19 # 0 then we call (1.1) a damped system because 
dH/dt = 0( y, v), i.e., energy is no longer conserved. Finally, letting 8 -+ CC 
we find that we are interested in the heteroclinic solutions of i =VV(x). 
(See Proposition 3.7). 
Because of the many technical results which appear, it may be easy to 
overlook the three main points of this paper. The first is that it is an exten- 
sion of Mischaikow [7] where the connection matrix was used to classify 
the possible travelling wave solutions to a system of reaction diffusion 
equations of the form 
x,=x,,+VV(x). (1.2) 
A travelling wave with wave speed If is a solution of the form 
x(t) = x(c( + &) = ~(a, z). It is easily checked that finding travelling wave 
solutions with wave speed 8 is equivalent to finding bounded solutions of 
(1.1 f. Though [7] gives a classification scheme it does not guarantee 
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existence. The results of Sections 9, 10, and 11 overcome this deficiency, at 
least for certain types of travelling wave solutions. Terman [15-IS] has 
studied similar problems. However, his existence techniques involve 
examining the behavior of solutions to (1.1) as 0 + 0. In our case, we begin 
with the Hamiltonian system 0 = 0 and perturb away from it to f3 > 0. 
The second point is that we have an explicit relationship between some 
heteroclinic orbits of gradient-like systems and some homoclinic orbits of 
Hamiltonian systems. In particular, for 0 # 0 there exists a simple Morse 
decomposition of the set of bounded solutions to (1.1). Furthermore there 
is a simple symmetry relation between these solutions when 19 = B0 and 
e= -8,. At 8 = 0 the Morse decomposition changes dramatically; 
nevertheless we are able to exploit the symmetry to obtain results relating 
the structure of the set of bounded solutions of (1.1) for 0 = 0 and for (3 # 0. 
The author is not aware of many results of this nature (see, for instance, 
Mischaikow [B] and Reineck [ 11 I). 
The third point is that, though the results obtained are independent of 
the dimension of (1.1 ), the indices of the isolating neighborhoods are deter- 
mined essentially from considering the simplest case, where x, y E Iw. This 
shows the usefulness of isolating neighborhoods; i.e., in a system that is 
genuinely 2n-dimensional, by using an isolating neighborhood we are able 
to concentrate on only a small subset of the system and show that the flow 
on this subset is similar to that in an essentially 2-dimensional system. 
This paper is divided into twelve sections. Section 2 consists of a brief 
review of the Conley index and the connection matrix. For a more com- 
plete treatment of the index theory see Conley [ 11, Salamon [ 131, or 
Smoller [14]. For a detailed discussion of the connection matrix see 
Franzosa [ 3,4]. 
Sections 3 and 4 develop the algebraic machinery which will be used 
throughout this paper. Most of the assumptions on the potential function 
V are stated in Section 3 along with a summary of results from Mischaikow 
[7]. In particular, the set of bounded orbits to (1.1) where 8 # 0 is 
described using the language of Conley. We also consider the transition 
system T(e,, 0,) and its connection matrix dT(B,,, 0,). AT(8,, 0,) is used 
to describe the possible heteroclinic solutions to (1.1) for values of 
e E (e, , e,). Section 4 contains new results for symmetric transition systems, 
rob) = zv,, -0,). The importance of this system is that 0 E (-&, 0,) 
and hence the structure of the bounded solutions of the Hamiltonian 
system will affect the connection matrix, AT(&), of the transition system. 
This section also describes the algebraic properties of AT(&) and how it 
changes as B0 is varied. In particular we show that for 8, sufficiently large 
a submatrix of AT(B,), called the transition matrix, is determined uniquely 
by the number of local maxima of I’ (see Proposition 4.6). 
Having established the assumptions and notation in Sections 3 and 4, we 
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attempt in Section 5 to give an intuitive feeling for the technical calcula- 
tions performed in Sections 6 through 9. Taking an example where 
I’: R -P R and VI’ has three critical points, and using phase plane techni- 
ques, we show how the existence of a homoclinic orbit for the Hamiltonian 
system forces the existence of a heteroclinic orbit for some B* > 0. 
Section 6 consists of the construction of isolating nei~borhoods of 
invariant sets for r(&J when 8, is small. Starting with the Hamiltonian 
system we consider only critical points of I’ which are local maxima and 
have homoclinic orbits associated to them. It must be mentioned that 
throughout this paper we assume that all such homoclinic orbits arise from 
the transverse intersection (on a fixed energy level) of the stable and 
unstable manifolds of the critical point. We first construct the isolating 
neighborhood in the case of a unique homoclinic orbit and then generalize 
to a finite number of homoclinic orbits. 
In Section 7 we calculate the Conley index of the isolated invariant set 
of T(B,) under the assumption of a unique homoclinic orbit. Here we can 
use known results from a 2-dimensional Hamiltonian system (such as the 
one considered in Section 5) to derive the index in a special case and then 
show that this result is dimension independent. 
In Sections 8 and 9 we consider the Conley index in the case of a finite 
number of homoclinic orbits. In 8 we reverse the procedure of 7. Knowing 
the index, we construct a suitable index pair which can then be used in 
Section 9 for the case involving a finite number of homoclinic orbits. 
Finally, Sections 10, 11, and 12 show how these results can be applied. 
We begin by examining the set of bounded solutions to the Hamiltonian 
system on the energy level corresponding to the absolute maximum of V 
(see Theorems 10.1 and 10.2). Theorems 11.1, 11.2, 12.3, and 12.4 relate the 
existence of homoclinic orbits and heteroclinic orbits for local maxima of 
V. We finish with a discussion on how two of our assumptions on the 
behavior of solutions to the Hamiltonian systems can be related through 
bifurcations. 
2. CONLEY INDEX AND CONNECTION MATRIX 
This section consists of a brief review of the Conley index, the connection 
matrix, and some of the notation which will be used throughout this paper. 
Given a set Y, cl{ Y) denotes the closure of Y and int( Y) denotes the 
interior of Y. Associated with each system of differential equations which 
we will consider is a flow on R” which we denote by (z, t) -+ z . f, where 
ZEW and PER. If Yclw” and ZcR then Y-l=fzjz=x.t for some 
XEY and some FEZ}. Let ~(Y)=nrzocl(Y.(t,co)) and w*(Y)= 
n <>OCUY~(--a, -tl). 
170 KONSTANTIN MISCHAIKOW 
S is called an invariant set if S. IF8 = S. A compact invariant set is said to 
be an isolated invariant set if there exists a compact neighborhood, N, of S 
such that S is the maximal invariant set in N. In this case N is called an 
isolating neighborhood of S. From now on S will always denote a compact 
isolated invariant set. 
DEFINITION 2.1. A pair of compact sets (N, , NO) is an index pair for S 
if No c N, and 
(i) N,\N, is a neighborhood of S and cl(N,\N,) is an isolating 
neighborhood of S; 
(ii) No is positively invariant in Ni, i.e., if XE N,, t 20, and 
x. [0, t] c Nr then x. [O, t] c N,; 
(iii) No is an exit set for N, , i.e., if x E N, and x . CO, co ) & N, then 
there exists t >, 0 such that x . [IO, t] c N, and x 1 t E N,. 
Given an index pair (N, , N,), let N1/NO be the set obtained by collapsing 
N, to a point. If p: N, -+ N,/N, is the obvious projection map then we can 
topologize N,/NO by letting UC N,/NO be open if and only if p-‘(V) is 
open in N,. Let [No] denote the special point in N,/N~ obtained from N,, 
Given S an isolated invariant set with index pair (N,, N,) the ConZey 
index (or homotopy index) is the homotopy type of the pointed topological 
space (N,/N,, [NJ). We denote the index by h(S). It is a standard 
theorem that this index is well defined. In general, dealing. with the 
homotopy equivalence classes of topological spaces is difficult. Thus to sim- 
plify matters we shall only consider the homology of the pointed topologi- 
cal space h(S). In particular we shall restrict our attention to the singular 
homology groups with Z, coefficients. Thus, given S, we shall study 
the algebraic object H,(h(S); Z,) = H,(N,/N,, [NJ; Z,). In [13] it is 
shown that one can always choose the pair (N,, N,) such that 
H,(N,/N,; [No]; X1)% H,(N,, N,; Z,). In this case, the index pair is 
called a regular index pair. In this paper we will always assume that a 
regular index pair has been chosen. 
A standard result (see [l] or [73) and one which we shall make 
frequent use of is the following. 
PROPOSITION 2.2. Let S be a hyperbolic critical point with exactly k 
eigenva~~es having positiue real part; then 
ff,(h(S); &I) = 
z2 if n=k 
o otherwise. 
If H,(h(S); Z,) is as above we denote h(S) by Ek. 
Often in this paper S is taken to be the set of all bounded solutions to 
our system of di~erent~al equations. Since we are interested in the existence 
of particular homoclinic or heteroclinic orbits, we need a convenient 
method for decomposing S. This is the purpose of a Morse decomposition. 
Before giving the de~nition, however, we present some notation. 
Given two isolated invariant sets, Si and S,, we define the set of connec- 
tions from S, to S2 to be 
C(S,, S,)= (zJw*(z)c=Si and w(z)cS,]. 
Let (P, r ) be a finite partiaify ordered jet; i,e., P is a finite set with a 
partial order relation, >, ~tisfying 
(1) i>i never holds for irz P. 
(2) Ifj>jandj>~then~>~fo~all~,j,~~P= 
DEFINITION 2.3. A Morse decomposition of S is a finite collection 
M(S) = {M(i) 1 ic (P- > }} of mutually disjoint compact invariant sets in S, 
indexed by P, such that if x E S then either x E M(i) or x E C(M(i), M(j)), 
where i > j. 
The individual sets M(i) are called Morse sets and are isolated invariant 
sets, Note that fixing the collection {M(i) / if P> need not determine the 
partial order relationship. Any partial order, 3, on P which makes 
(fMi)Ji~fK >>> a M orse decomposition is calted an ~d~~~~~~~~~ order- 
ing. There is, however, a minimal partial order cafled the flow defined 
order, z+, which is obtained by taking the transitive closure of the set of 
relations i > j if C(M(E’), M(j)) # @. 
An interval in (P, > ) is a subset, Ic P, for which i, jE I and i > k > j 
implies that k E I. We denote the set of intervals in (P, > ) by .F( > f or 
simply 9 if it does not lead to confusion. Given an interval 1, define 
M(I)== fz~Sf~(t)cM(i) and w*(z)c: M(j) for i,jeI). 
It is easy to check that M(I) is an isofated invariant set and hence has an 
index h(M(I)). To simplify the notation we write 
WI = ~~(~~(~(I)~ Kd and ff,f4 = ~~(~(~(I))~ G)+ 
In particulars H(i) = ~*~~~~~~)); ;Z,)and H, = ~~~~{~~~)~ Z,) for al1 te P. 
If d: @ jep H(i) -+ oif p H(i) is linear, then d can be written as a matrix 
of maps C44 j)li,itp, where d(i, j): H(i) -+ H(j). Let d(I) = [d(i, j)lLjer. 
DEFINITFON 2.4. d is called a connecfian matrix for M(S) if the 
following four properties are satisfied: 
(i) If i 3 j then d(i, j) = 0. (sfrict upper triangulffrity) 
6) d(i,j)(~~(j)) c= Hk.- ,fjh (degree - t map) 
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(iii) d .d =O. 
(iv) H(I) x ((kernel d(I))/(image d(I)) 
for every ZE 9. (rank condition) 
THEOREM 2.5 (Franzosa [ 3,4]). Given S and M(S) there always exists 
at least one connection matrix. 
It needs to be mentioned that connection matrices are not necessarily 
unique. In fact, since one wants the connection matrix to satisfy certain 
continuation properties, uniqueness is not always desirable. For the 
purposes of this paper our presentation is simplified by only considering 
parameter values for which the connection matrix is unique. In addition, 
Assumptions (A4) and (A5) (see Section 3) are made to control the set on 
which non-uniqueness occurs and to control the amount of non-uniqueness 
permitted. 
The definition of the connection matrix given here is weaker than that of 
Franzosa [3,4] in that we do not specify the isomorphisms between 
H,, d(I) and H,(Z). Thus the set of possible connection matrices which 
satisfy our conditions may be larger than his. However, this does not occur 
for the examples discussed in this paper. 
The most important property of the connection matrix is as follows. 
PROPOSITION 2.6. Let {i, j} E 9. Zf A( i, j) # 0 then C(M(i), M(j)) # 0. 
Thus, in certain circumstances, a 1 entry in d implies the existence of a 
connecting orbit. 
EXAMPLE 2.7. Let {i, j} E %( > ) with j> i. Assume h(M(j)) - Ck+’ 
and h(M(i)) -Ck. The first question we can ask is, what are the 
possibilities for d(Z)? Now d(I): H(i) @ H(j) + H(i) @ H(j). However, 
H,(i) = 0 for all n # k and H,(j) = 0 for all n # k + 1. So we may consider 
d(I): ffk(i) @ Hk+l(j) + H,(j) @ H k+l(j). Now by Definition 2.4(i), 
d(i, i) = 0, d(i, j) = 0, and d(j, j) = 0. Thus, 
Hk(i) H, + l(j) 
0 * 1 0 0 1 
where * can be either 0 or 1. Using Definition 2.4 (i) we have that 
*=o if and only if 
n=k,k+l 
otherwise 
*=1 if and only if H,(Z) z 0 for all n. 
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We finish this section with a few more definitions. Let S be an isolated 
invariant set. Let A c S; we will call A an attractor in S if there exists a 
neighborhood, U, of A such that w( U n S) = A. Let N be an isolating 
neighborhood and let Kc N. Then define 
P(K)= (zENl3t>O such that z-[-t,O]cNandz.(-t)EK). 
3. ASSUMPTIONS AND BASIC RESULTS 
For the most part, the result of this section can be found in ~ischaikow 
[7] and hence few proofs are provided. As was indicated in the Introduc- 
tion, we are interested in studying the relationship between bounded 
solutions to the system of ordinary differential equations 
&=y, 
ji = eyj - Di V(x) 
for various values of 0. Since we will use the connection matrix, we want 
the set of bounded solutions to R(8) (which we denote by M(8)) to be 
compact for all 8 E R. The following two assumptions guarantee this. 
(Al ) hmiI,i, _ a, V(X) = - co. 
(A2) There exists Q, such that if Q <c Q, then the sets (x / V(x) 2 Q) 
are convex. 
Assumption (A2) can be weakened without losing the compactness of 
SR(@) (see Conley Cl]), 
The following assumption simplifies the presentation of our results. 
(A3) V has only non-degenerate critical points. These are denoted by 
M(i), i= 1, . . . . q, where V(M(i+ 1)) < V(M(z’)). 
Let q(M(i)) denote the number of negative eigenvalues of D2V(M(i)). 
Notice that ~(~(~)~ is the Morse index for the critical point M(i). We 
partition the set (1, . . . . q) into subsets .Jk where in Jk if and only if 
$M(i)) = k. Let & denote the cardinality of Jk. Clearly it is possible that 
Jk = 0 for some values of k; however, ~,a 1, since V always has an 
absolute maximum, and hence M( 1) E J,,. 
An important fact is that R(0) is a Hamiltonian system with the 
~amilton~an function given by H: R2” --, R, where H(x, y) = $ < y, y > + 
V(x). 
Given Assumptions (Al j(A3) we have the following descriptions of the 
structure of SR(B) for 0 # 0. 
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PROPOSITION 3.1. (a) SR(8) is an isolated invariant set with a Morse 
decomposition {(M(i), 0)} y= I for 8 # 0. Zf 8 > 0, then 1 < 2 < . . < q is 
always an admissible ordering. If 0 < 0, then q < q - 1 < . . . < 1 is always an 
admissible ordering. 
(b) Let ie I,. Zf 8>0 then h(M(i),O)-CznPk. Zf 8~0 then 
h( M( i), 0) - .Ek. 
(c) h(SR(0)) NC”. 
When no confusion can arise we shall let M(i) = (M(i), 0) and denote a 
heteroclinic orbit from (M(i), 0) to (M(j), 0), a solution to R(B), by 
M(i) -+ M(j). 
Given any Morse decomposition of an isolated invariant set, there exist 
corresponding connection matrices. Since the connection matrix need not 
be unique, we define 0 to be a standard wave speed if, one, there exists a 
unique connection matrix, denoted by d(B), for the isolated invariant set 
SR(8) with the Morse decomposition given in Proposition 3.1, and, two, if 
i, Jo Jk then there does not exist a heteroclinic solution of R(e) from 
(M(i), 0) to (M(j), 0). Define 
W = W( I’) = { 0 > 0 18 is not a standard wave speed}. 
PROPOSITION 3.2. If 8 > 0 and f3# W, then the connection matrix for 
SR(tI) is of the form 
d(e)= J, 
J n-l 
J, 
JO 
J,, Jn-1 J, JO 
- 0 A,(e) 0 
0 A,d). . . . 
‘A,(e) 0 O ..... . . . . . . . . o 
A,(e) 
0 I 
(i) Ak(0) is a ukxukP1 matrix. 
(ii) Ak(e): @ieJk_, H2n-k+l(i) + @js& H2npk(d. 
(iii) Ak(0). A,-,(0)=0. 
Furthermore, the rank of A(0) is i(q - 1) and hence q, the number of critical 
points of V, is odd. 
If no confusion can arise then we let A, = Ak(0). 
We are interested in studying the structure of the sets of bounded 
solutions of R(8) for different values of 8. The ‘following assumptions 
simplify this procedure. 
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(A4) W is a discrete subset of (0, co). 
(AS) Let 6* E W, then there exist unique i, j, and k such that i, je Jk 
and there is a unique heteroclinic orbit from (M(i), 0) to (M(j), 0) 
satisfying R(@*). 
(A6) Let P(i) and W*(j) denote the unstable and stable manifolds 
of M(i) and M(j), respectively, for the gradient system 
i=VV(x). (3.1) 
Then IV’(i) and IV(j) intersect transversely. 
(A6) is a generic assumption on V. The same is probably true for (A4) 
and (A5), though the author claims no proof of this. 
In order to compare the structure of the sets SR(bi) for different values 
of (9 we need to consider the transition system 
“t-, = ,vi 
3, = eyi - D, v(,g 
S = qe ~ e,)(e - e,), 
wh, f-6 I 
where 0~14 1, 8, <8,, and +ei, +f+,$ W. If 8,= -BO then we simplify 
the notation to T(&)= jr(e,, -0,) and call it a symmetric transition 
system. The following lemma (which is easily checked) justifies this name. 
LEMMA 3.3. The change of variables tl to -t?, y to - y, and t to - t 
leaves SR( 0) invariant. 
The set of critical points of 7’(e,, 0,) is ((M(i), 0, e,)} u {(M(i), 0, e,)}, 
i = 1, . . . . q. We denote these points by M(i + ) = (N(i), 0, 0,) and 
M(i-)=(M(i), 0, e,). 
For the remainder of this section we shall restrict our attention to 
T(@,, e,), where 8, > 0. The following propositions give a general descrip- 
tion of the structure of ST(8,, e,), the set of all bounded solutions to 
m,, 4). 
PROPOSITION 3.4. Let e, > 0. 
(a) ST(t&,, 0,) is a compact isoiated invariant set. 
(b) The collection {M(i+)) u {M(i-)}, i= 1, . . . . q, is a Morse 
decomposition of ST(O,, 0,) with an admissible partial ordering i * > j * f 
i>j, andi’>i-. 
(c) IfiEJk then h(M(i+))~Z2n+‘kC and h(M(i-))wZ2”-k. 
(d) h(ST(@,, 8,)) - 0. 
505:81!1-12 
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PROPOSITION 3.5. Let AT(6,, t3,) denote the connection matrix 
associated to ST(eO, 0,) under the Morse decomposition in Proposition 3.4. 
Then 
Furthermore. 
T(hl, 
where: 
(a) Tk is a pk x pk matrix. 
(b) A(8,).T+ T.A(&,)=O. 
(c) Tk is an upper triangular matrix with diagonal entries equal to 1. 
The purpose of assumption (A5) is to obtain a refinement of Proposi- 
tion 3.5. An elementary transition matrix, E(i, j), is a transition matrix of 
the form Z+ Dji, where Z is the identity matrix and Dji has only one non- 
zero entry, the jith. From Proposition 3.5(c) we have that j< i. We shall 
adopt the convention that E(0, 0) = Z. 
Let 8, < 19* < 8,, where O* E W and O,, 19~ # W. If (O,, 0,) n W= t?* then 
8, and BO are called an adjacent pair of wave speeds. 
PROPOSITION 3.6. Zf B0 and fll are an adjacent pair of wave speeds and 
A(&) # A(0,) then 
AT(&, 0,) = 
40,) Et& A 
o 1 A(b) ’ 
Assumption (A6) allows us to determine A(0) uniquely for 8 sufficiently 
large. 
PROPOSITION 3.7. Given I/ satisfying (Al)-(A3) and (A6), there exists 
8, $1 such that lj- 6’> 8, then A(0) = A(B,). We denote this connection 
matrix by A( 00) and its submatrices by Ak( CC ). 
Proof: This proposition follows from theorems of Reineck [12, 
Theorem 2.11, and Conley and Fife [2, Theorem 3.5C]. We begin by 
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considering the flow generated by (3.1). Let S denote the set of bounded 
solutions By (Al ) and (A2) this is an isolated invariant set. From (A3), 
&Y(S)= {M(i)(q>q-l> ‘** > 1) is a Morse decomposition of S. If d is 
a connection matrix for J%?‘(S), then by Reineck’s theorem A is unique. The 
proof of his theorem is of equal interest to us and so we include it here for 
the sake of completeness, 
Let >F denote the flow defined partial order. By the definition of a con- 
nection matrix, if i $ F j then A(i, j) = 0. So assume i >F j. If ~(~(~)) N C’, 
&M(j))-Ck, and I-kf 1, then d(i,j)=O. So assume ~(~(j))~~~+’ 
and h(M(j)) - Ck. Now either {!, j> ~9 or (i, j> #f4. For the moment 
assume the latter. Then there exists p such that i>, p >Fj. By (A6), 
h(M(i))-C k+ 1 implies h(M(p)) N Z’, where I Q k. Again by (A6) we have 
that h(M(j)) -Cm, where m < I- 1 <k - 1, i.e., k < k - 1, a contradiction. 
Therefore {i, j} E 9 and hence A(i, .i) is uniquely determined by h(M(ij)). 
The theorem of Conley and Fife states that for 0 sufficiently large 
h(M(I)), the index under R(8), is determined by &M(Z)), the index under 
(3.1) via the formula 
iz(M(Z)) - ~(~(Z)) v 27. 
Thus A(B) is a degree n conjugation of A (see [IO, Theorem 2.10)) and 
hence uniquely determined. I 
DEFINITION 3.8. An elementary transition graph is a connected graph 
whose vertices are connection matrices for SR and whose edges are elemen- 
tary transition matrices. Furthermore, if A(&) and A(0,) are vertices con- 
nected by the edge E(i, j) then Cd($) ~‘&$J is a connection matrix for 
ST( &,, 8, ). An elementary transition graph is algebraically maximal if given 
A, a vertex, and 
an algebraically permissible connection matrix for ST, then 2 is also a 
vertex of the graph and E(i, j) is an edge connecting A to J. If we fix V 
then by Proposition 3.2 we can choose &, sufficiently large such that 
A(8,)=A(oo). Let {0,>, n=O,l,.,,, be a decreasing finite or infinite 
sequence of adjacent wave speeds. By (A4) if it is an infinite sequence it 
must be that 8,-O as n-+60. Let dT(8n,Bn+l)=[d(B;;+I)d~~~]. Then we 
call the path 
A(oo)=A(@,)~ A(@,)~ A@,)--% . . . . 
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in the algebraically maximal elementary transition graph associated with I’, 
the maximal algebraic path of V. It is easily checked that the algebraic path 
of V is independent of the sequence of adjacent wave speeds chosen. 
Let d( 0,) and d(B,) be two vertices on the algebraic path of V. Then 
AT(d,, 0,) = [&$n’ ~(&,fh) dC0,) ] is a connection matrix for ST(B,, 0,). An 
important result is that 
T(O,,8,)=E,~,~ ... oE,+,oE,,= n Ek 
k=n 
We call the ordered sequence {Ek}F:y an elementary decomposition of 
T(Q,, 0,). 
At this point the reader may be wondering what this algebra has to do 
with the existence of heteroclinic solutions. By a theorem of Reineck [ 12, 
Theorem 3.131 we have the following proposition. 
PROPOSITION 3.9. Let 0 < 8, < BO. Assume B0 and 0, are adjacent wave 
speeds and that A(B,)=E(i,j) A(B,)E(i,j); then there exists e*E Wn 
(0,) 13,) such that there is a heteroclinic connection M(i) -+ M(j) which is a 
solution to R(Q*). 
The final assumption that we shall state in this section concerns the 
behavior of bounded orbits of the Hamiltonian system R(0) on a specified 
energy level. To be more precise, if we are interested in studying 
heteroclinic connections M(i) + M(j) or orbits homoclinic to M(i) then we 
shall assume the following. 
(A7) Let {y,}, I= 1, . . . . L, be the set of orbits homoclinic to the criti- 
cal point (M(i), 0). Let Ri(0) denote the flow defined by R(0) restricted to 
the energy surface {(x, y) I H(x, y) = V(M(i))}; then M(i) u (u,“= i y,) is a 
component of the set of bounded solutions to R,(O). 
It is important to notice that this assumption is on the behavior of the 
flow only on the energy surface which contains the critical point (M(i), 0). 
This is of interest because we shall use the existence of a homoclinic orbit 
to M(i) to prove the existence of a heteroclinic orbit M(i) + M( 1). 
However, this heteroclinic orbit passes through all the energy levels from 
V(M(i)) to V(M(l)). 
4. SYMMETRIC TRANSITION SYSTEMS 
In this section we discuss the possible connection matrices for symmetric 
transition systems, T(t3,). The purpose of studying these systems is to 
exploit the symmetry between R(6),) and R( -0,) given in Lemma 3.3. An 
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interesting result which we shall prove is that though A( 00 ) depends on V, 
the transition matrix T( CC ) is uniquely defined. For the sake of convenience 
we shall always assume that 8, > 0 and f3,$ W. 
THEOREM 4.1. (a) The set of bounded solutions to T( 0,), denoted by 
ST(6,), is a compact isolated invariant set. 
(b) The collection {M(i+)} u {M(iF)}, i= 1, . . . . q, is a Morse 
decomposition of ST( 0,) with an admissible partial ordering: i + > j + if i > j, 
.~ 2 >j- ifi<j, and i+ >iC. 
(c) 1fi~J~ then h(M(i+))~C2”~k+1 and h(M(i-))-Zk. 
(d) h(ST(B,)) N 0. 
This theorem is a special case of theorems proved by Reineck [12] and, 
more generally, by Mischaikow [lo]. 
The next few definitions and results describe the algebraic properties of 
connection matrices for symmetric transition system. 
DEFINITION 4.2. Let A = [a,-] be an 1 x m matrix. Define 2 = [ci,,] by 
1 
asf=am-t+l,l-s+l. Note that if A is a square matrix then a is obtained by 
transposing A across its lower left to upper right diagonal. Also, if A is an 
Ix m matrix then 2 is an m x 1 matrix. 
The following lemma is easily checked. 
LEMMA 4.3. (A/\)=l?a. 
PROPOSITION 4.4. Let A(&,) be the connection matrix for SR(8,), i.e., a 
matrix as in Proposition 3.2. Then 
J,J, ... J,-l J" 
A(-0,)=&J= J, I[ 0 a, 0 
Jl 0 A, 
Ji, 
0’ 2” 
J, 0 1 
Proof: This follows from Proposition 3.1 and Lemma 3.3. 1 
PROPOSITION 4.5. The connection matrix for ST(t3,) is given by 
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T(eo) = [ T.po,) :]- 
T,,(B,) is a p,, x pL, matrix, A^,, 0T,,(B,) = 0, and T,,(fl,) 0 A,, = 0. Furthermore, 
the rank of AT(0,) equals q and hence the rank of T,,(8,) is 1. 
Remark. T(B,) is called the transition matrix. When it does not lead to 
confusion we will simplify the notation to T= T(e,), T, = T,,(B,), and 
AT= AT(B,). 
Proof That d(0,) and A(0,) are as shown follows from Theorem 4.1 
and Reineck [12, Theorem 5.41 or Mischaikow [lo]. (Actually A(@,) 
appearing in the matrix AT is a degree 1 conjugation of A(B,) defined for 
ST(0,), but since the entries in the matrices are the same we shall use the 
same notation.) Let ie Jk; again by Theorem 4.1, H,(i + ) # 0 only if 
m=2n-k+ 1, and H,(i-)#0 only if m=k. Therefore, A(j’, i-) is non- 
zero only if i, j E J,,. A^, 0 T, = 0 and T, 0 A,, = 0 must hold since AT is a 
connection matrix and, hence, ATo AT = 0. Finally, Theorem 4.1 (d) 
implies that the rank of AT equals the dimension of the kernel of AT, 
i.e., rank AT = q. But rank = a = rank A = i(q - l), hence rank T= 
rank T,,= 1. 1 
Since rank T = 1, it must be that there exist vectors c and r such that 
every column of T is a multiple of c and every row of T is a multiple of 
r. What we intend to show is that there is a vector rg, called the generator 
of T(B), such that re = r = E. We shall begin with a series of lemmas which 
will give us the following result. 
PROPOSITION 4.6. Let V satisfy (Al)-(A3) and (A6); then t, = 
(z’&, . ..) Tim, . ..) z”, ) is given by 
t:, = 1 ifi<p, 
0 otherwise. 
LEMMA 4.1. Let A be an n x n matrix such that each column and each 
row has exactly 2 non-zero entries; then rank A < n. 
Proof: The proof is by contradiction. Assume rank A = n, i.e., the row 
vectors and column vectors are linearly independent. Let V’ = (V:, . . . . Vi) 
be a column vector such that I’: = 1. By hypothesis there exists pi # 1 such 
that V’ = 1. Also by hypothesis there exists a unique column vector 
VL(v”~ i, . . . . Vi) such that Vi, = 1. If I’:= 1, then I/’ = V2 and 
rank A <n. This is a contradiction, hence there exists p2 such that 
v;$ (17 PI>. 
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Now, we perform an induction step. Assume that we have found column 
vectors {I+), i= 1, . . . . k, of A such that the non-zero elements of Vi are 
VL and Ifhi, and { 1, pi , . . . . pk} contains k + 1 distinct elements. The 
claim is that there exists Vk” ’ such that Vki+ ’ = 1, Vs:‘+: = 1, and 
Pk-t 1 4 t l, P* --*, pk ). That there is a Vk+ i with I’!&+ ’ = 1 follows from the 
hypothesis that each row has exactly 2 non-zero entries. If 
Pk+lE h Ply *-*Y pk) then pk + I = pI, where 0 < I < k, and then c,“:,’ vj = 0 
and rank A < n. Again, a contradiction, hence Vk’ ’ exists. 
Now, the final contradiction. Having chosen V’, . . . . Vk we have only 
n = (k + 1) possible choices for pk + f such that pk + ,$ { 1, pr , . . . . pk }. Thus, 
if k = pt - 1 there is no choice for p,, i.e., rank A <n. 1 
LEMMA 4.8. Let A be an n x n matrix such that each column has exactly 
2 non-zero entries. Then rank A <n. 
Proof. We begin with the simple observation that, if there is a row with 
all zero entries, then rank A < n and we are done with the proof. So assume 
that each row has a non-zero entry. 
Since each column has exactly 2 non-zero entries the number of non-zero 
entries in A is 2~2. Thus, if all rows contain at least two non-zero elements, 
then each one contains exactly 2 non-zero elements. If this is the case, then 
Lemma 4.7 says that the rank of A <n. So we can assume that at least one 
row of A has a unique non-zero entry. Let A = [ag] with 1~ i, j G n - 1; 
i.e., A,-, is obtained from A by deleting the last row and column. Then 
A,-, is an (n - 1) x (n - 1) matrix with 2fn - 1) non-zero entries. 
Now repeat the above argument inductively. Then either for some k < n 
rank Ak < k, or we attain A2= [: i] which has rank 1. In either case, 
rankA<n. i 
LEMMA 4.9, Assume that A,,( co) (see Proposition 3.2 and 3.7) is a 
p,, x pEl, I 1 matrix with rank p,, _ 1 and that each column of A,( 00 ) has either 
0 or exactly 2 non-zero entries. Then *c, satis~es 
Proof: That zi, = 0 for i > ,un follows from the fact that the transition 
matrix is a degree - 1 map. 
Let A = A,(co ). Then 2 is a pn x pu, _ i matrix with rank CL, - 1. Thus, 
there exist p, - 1 columns which are linearly independent. Without loss of 
generality we assume that these are the first ~1, - 1 columns. Let A = [af:] 
be the p, x (p, - 1) matrix obtained by restricting A to the first pcl, - 1 
columns. 
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Each row of A has at least 1 non-zero entry or else by Lemma 4.8 
rank A < pL, - 1. Because A has exactly 2(~, - 1) non-zero entries there 
exist at least two rows with a unique non-zero entry. To simplify the nota- 
tion, let k=p,,- 1. Now let R,= (a:, . . . . a:) be one of those rows with a 
unique non-zero entry. Furthermore, let azk = 1. Define A,-, = [ai] such 
that in {l,..., k+ l}\(rk} and Jo {l,..., k}\{p,}, i.e., A,-, is obtained 
from A by deleting the rk row and the pk column. 
We now give the induction hypothesis. Let A, be an (n + 1) x n matrix 
of rank n with exactly two non-zero entries in each column obtained from 
A as above; i.e., A,Z=[uj], where i~{l,..., k+l}\{r, ,..., r”,,} and 
jE { 1, . ..) k}\{P,, ...) Pn+, >. 
We can continue this argument until we have the matrix 
Now let z = (r’, . . . . r”) be in the left null space of A, i.e., z 0 A = 0. In 
particular 0 = Cf=, riuiI. But aj,, = 0 if i # rO, r, hence zrO = rr' = 1. Now 
consider the column vector (u,&, . . . . p2 uk ); it has exactly two non-zero entries, 
urz and either uFp or u:~. In either case 0 = Cf=, r'ui2 and the fact that 
T:= rr' = 1 forces T'* = 1. Repeating this argument inductively using the 
column vectors P,, we have that T, = 1 if 1 d 1 < flu,. 1 
LEMMA 4.10. Let I/: [w” + Iw sutisjj (Al)-(A3) and (A6). Then (i) the 
rank of A,( 03 ) is ,u,, _, and (ii) each column has either 0 non-zero entries or 
exactly 2 non-zero entries. 
Proof: By Proposition 3.7, d( co) and, hence, A,(m) are determined by 
the gradient flow for 
i=VV(x). (10.1) 
Let S denote the set of bounded solutions to (10.1). By (Al) and (A2), S 
is an isolated invariant set and h(S) w Z”, i.e., it is a global attractor in [w*. 
A Morse decomposition for S is J.@(S) = {M(i) 1 i = 1 < . . . < q}. Note 
that if iEJ, then h(M(i))-Z”, and if iE Jkpl then h(M(i))-Z’. Let d 
denote a connection matrix for d(S). By (A6), d is unique and each non- 
zero entry is flow defined. Let A, denote the submatrix of A corresponding 
to the map from oicJnm, H(i) to eieJ,H(i). Each column of A, 
corresponds to connections from a particular M(i), in J,-, , to the M(j), 
je J,. But M(i) has a l-dimensional unstable manifold, hence there can be 
at most 2 non-zero entries in each column. By a theorem of McCord [6] 
if there exist two heteroclinic orbits from M(i) to M(j) then A,(i, j) = 0 
and hence the corresponding column contains 0 non-zero entries. If 
M{i) + M(j,) and M(i) -+ M(ji), j, f j, then there exist exactly two non- 
zero entries. But this proves (ii) since if there exists only one non-zero entry 
then one of the branches of the unstable manifold of M(i) is unbounded, 
which is impossible since S is an attractor. 
To prove (i), recall that (ker d)/(im d)~::(h(S)). But 
~*(h(S)) = 
i 
G if k=O * otherwise. 
Hence rank A, = ,u~ - 1. g 
Clearfy Proposition 4.6 follows from Lemmas 4.9 and 4.10. At this point 
we have defined r i*r. The following theorem tells us how to compute T@ 
given z, and the elementary transition path from % large to 6. 
~OFOSITION 4.11. Let AT(%,, 8,) be a connection ~~atr~x~r ST(%,, %,). 
Let (E,f := L be an elementary decomposition of the transition matrix 
T(%,, 6,). Let AT{%,) and AT(%,) be connectjon matrices for ST(%,) and 
ST( 8, ), respectively. Then 
(4.1) 
Furthermore, if T(%, ) is generated by TV, and if T(%,) is generated by zeO, 
then z~~=T~,~~~~~ k E . Thus, for each %# W, T(%) and zg are uniquely 
determined. 
Prooj Equation 4.1 follows from Lemma 3.3, Lemma 4.3, and the com- 
ments at the end of Section 3 concerning elementary decompositions of 
transition matrices. 
We shall prove this theorem by assuming %e is large enough so that 
tgO = t,. Thus for any 8, $ W we shah give r8, in terms of TV. From here 
simple algebra shows that the theorem is true for general B. and 8,. 
Proposition 4.5 tells us that r,oA,(%) = 0. But rank A,(%) = ~1,~ r (the 
proof is the same as in Lemma4.10~, thus the ieft null space of A,(%) is 
one-dimensional. Therefore if we find a vector r such that Y 0 A,(%), then Y 
generates the rows of Tan(5). 
To simplify things assume T(%,, 8,) = E, an elementary transition matrix. 
By Proposition 3.6 and the fact that E2 = 0, 
Therefore 
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and hence r = z a o E. From (4.1) we have that the vector which generates 
the columns of T(f?,) is c= ,!?.oz~. Therefore by Lemma 4.3, ze, = r = c. 
A simple proof by induction completes the proof for a general transition 
matrix T(0,, 0,). 1 
The following results are now immediate. 
PROPOSITION 4.12. Let T = (T’, . . . . 9). Then 
toE(i,j)=(T’, . . . . Ti-~‘, T’+Tj, T’+‘, . . . . T), 
COROLLARY 4.13. If i $ J,, and E(i, j) is an elementary transition matrix 
then r 0 E(i, j) = T. 
PROPOSITION 4.14. If V satisfies (Al )(A3) and (A6) then T( 1 +, 1 -) = 1 
independent of 0. 
Proo$ Proposition 4.11 says that TV, = t, 0 n,“= i E,. But by Proposi- 
tion 3.5 (c) E, = E(i,, jk), where ik > 1; thus Proposition 4.12 implies 
T;,=T’ =l. 1 30 
Our goal is to obtain relationships between bounded solutions of R(0) 
and R(0) by studying the entries of the transition matrix T(8). In order to 
do this we need to know how the entries of T,,(e) are related to the flow 
defined by the transition system T(8). The following proposition is the 
reason for the restriction, f3 4 W. 
PROPOSITION 4.15. Let i, j E J, and 8 E W, then {i +, j ~ } E 2. In par- 
ticular, T(i +, j - ) is determined by h(M(i +, j - )), where 
M(i+, j~)=M(i+)uM(j-)uC(M(i+), (j-)). 
Proof: We only need to show that {i +, j - } E f; the rest follows from 
the definition of the connection matrix. Assuming {i +, j - } # 9 implies 
that there exists an 1 such that i + >r I>, j-. By Theorem 4.1, 
M(Z) = (M(Z), 0, 0) or (M(I), 0, - 0). Assume the former; then under the 
flow for R(0) i>, I and hence 1~ J,,. But this implies C(M(i), M(1)) # 0, 
which contradicts the assumption that 0$ W. The proof for M(Z) = 
(M(Z), 0, - e) is similar. 1 
Let T’(i+, j-):H(i+)-+H(j-) be anentry of T(0). For fixed iandjwe 
say that T( i +, j ~ ) is Hamiltonian determined if there exists B > 0 such that 
T”(i +, j ~ ) is constant for all 8 E (0, 81. 
PROPOSITION 4.16. Let T(i +, j ) be Hamiltonian determined. Then 
there exists 0 > 0 such that 17 Q E (0, 8) then 
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(a) P(i+,j-)=0 if and only if 
if k=n,n+l 
otherwise. 
(b) T”(i+, j--) = 1 if and only if 
H,(h(M(i+, j-)); Z,)zO for all k. 
Proof: This is a restatement of Example 2.7. 1 
5. MOTIVATING EXAMPLES 
While the analysis presented in the following sections is fairly technical, 
the example which motivated the underlying ideas is quite simple. For the 
sake of clarity we shall now discuss this example and use it to describe the 
arguments which will be used later on. 
Let I/: R -+ R be given by 
(5.1) 
The critical points of VV are M( 1) = 3, M(2) = 0, and M(3) = 1. Figure 5.1 
shows various phase portraits for R(B) with 6’20. The reader can use 
Lemma 3.3 to determine the phase portraits for 0 < 0. It is now easy to 
check that V satisfies (Al)-(A7). The set of nonstandard wave speeds is 
W= { kf9*} and from the phase portraits we can compute the connection 
matrices. 
PROPOSITION 5.1. If 0<8,<8* then 
H,(l) H,(2) H,(3) 
d.=d(B,)=H,(l) [ 0 0 0 
H,(2) 0 0 1 
H,(3) 0 0 0 1 . 
If CP-c8, then 
1. 
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FIG. 5.1 
ProoJ We shall give the proof for A,. A, can be proved similarly or 
can be obtained by applying Proposition 3.7. 
Referring to Fig. 5.1 (b), note that C(M(3), M( 1)) = @ and hence 
A(3, 1) = 0. C(M(3), M(2)) consists of a unique heteroclinic orbit and 
h(M(32)) N 0 which implies A(3,2) = 1. The other entries are forced to be 
zero by Definition 2.4 (i) and (ii). 1 
From Propositions 3.5 (b) and 3.6 we get that the elem;Ft;ry transition 
graph for this potential function is given by A( cc ) = A, A A S. 
PROPOSITION 5.2. 
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ff,t3-1 ff,V) ff,t1-1 H,(l+) H,(2+) H,(3+) 
LlT(B,)=H,(3V) I 0 1 0 0 0 0 - 
Hlc-1 0 0 0 0 0 0 
Hl(1-1 0 0 0 1 0 0 
H,(l+) 0 0 0 0 0 0 
ff*(2+) 0 0 0 0 0 1 
HA3 + ) 0 0 0 0 0 0 
Proof: This follows directly from Proposition 4.5. 1 
Note that T,, the transition matrix, is Hamiltonian determined. Of 
special interest to us are the entries T,(l +, 1 -) and T,(2+, 2-). What we 
would like to conclude is 
Ts(l+, l--)=1 - There does not exist an orbit homoclinic 
to M(1) for R(0). 
Ts(2+, 2-)=0 ===a There exists an orbit homoclinic to 
M(2) for R(0). 
For examples where n = 1 these results are almost self evident. If n > 1 the 
problem becomes much more complicated; however, we are still able to 
obtain results that are similar in spirit though weaker in content. 
To summarize, given the elementary transition graph we obtain informa- 
tion about the Hamiltonian system. The converse problem is of equal inter- 
est; i.e., given information about the Hamiltonian system, R(0) (say 
Fig. 5.1 (a)), can we describe the elementary transition graph? In this case 
the strategy is to show the following: 
An orbit homoclinic to M(2) ==s Ts(2+, 2-) = 0 is Hamiltonian 
determined. 
From Proposition 4.11 we know that {2+, 2-} l 2 and hence 
T,(2 +, 22) is determined by h(M(2+, 2 -- )). Our strategy for computing 
h(M(2 +, 2- )) is to choose BS small and use the Hamiltonian system, R(Q), 
to construct an isolating neighborhood for the transition system, T(0). Let 
y denote the orbit homoclinic to M(2). Consider the shaded regions in 
Fig. 5.2, labelled B and ZY B is an isolating block for M(2) and 
r= {(x, y) 10 d H(x, y) d h, I; small} is a set bounded by a portion of dB, 
y, and an orbit of R(0) which lies on the energy surface H = h > 0. Notice 
that since h G 1 by continuity of initial conditions, the flow inside r is 
approximately determined by y. f is called a flow tube for y. Similarly, the 
188 KONSTANTIN MISCHAIKOW 
FIG. 5.2. 
Hartman-Grobman Linearization Theorem [S] tells us that the flow inside 
B is determined by D* V(M(2)). 
Clearly, Bu r is not an isolating neighborhood in the Hamiltonian 
system R(0). We want to emphasize that for the purpose of our analysis 
this does not matter. What we are interested in is an isolating 
neighborhood for M(2+, 22) under the transition system r(0,). 
Theorem 6.4 states that for 8, sufficiently small, (BuZ’)x 
[ - 8, - E, OS + E] is an isolating neighborhood for M(2 +, 2 ~ ). 
At this point the reader may be wondering what was the motivation for 
choosing Bu r as above. The following trivial but important lemma 
reveals all. 
LEMMA 5.3. DeJine H: Iw’” x IR + R by H(x, y, Q) = i( y, y) + V(x). Let 
i(t)= (x(t), y(t), e(t)) be a solution to T(8,). Then dH/dt (c(t))= 
e(t)( y(t), y(t)). In particular, if 8>0 then dH/dt >O, and f 8~0 then 
dH/dt < 0. 
Thus, if (x, y, @)EC(M(~+), M(22)) then H(x, y, 8)>0. The 
philosophy guiding our endeavors is that for ,I < 1 (see the definition of the 
transition system) the orbit (x, y, 0). R is determined by R(8) for the 
0E [-es, e,]. Thus (x, y, 0)E C(M(2+), M(2-)) means that (x, y) 
“begins” in B and remains there as long as 8 E [B, e,], where 0 z 0 and 
0 6 8,. Then, as 0 goes from 0 to -0(x, y) pass through r, “following” y. 
Finally at -8, (x, y) reenters B and stays there as 8 goes to -8,. 
A key step in the proof of Theorem 6.4 is the observation that if z E B u r 
and z 4 M(2) u y then z. II3 d B u r (we are using the flow R(0) here). 
If we choose f? R’ + R such that 
VP= -x(x2-4)(x2- 1) 
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then M(1)=2, M(2)= -2, M(3)=0, M(4)=1, and M(5)= -1. Further- 
more, there are two orbits, y, and yZ, homoclinic to M(3). If one tries the 
same approach as above, one sees that Bu ri u r2 consists of 
M(2)uy, u yz and periodic orbits. Thus there exist z$M(3)uy, uy, 
such that z. R c Bu f, u r,. In particular the theorems we shall prove 
are not applicable. Whereas this is a major drawback if n = 1, for 
n > 2 it is possible to have many local maxima for V without multiple 
homoclinic orbits and it is also possible to have multiple homoclinic 
orbits for which z.R ti Buf,u ... WI-, if z#M(i)uy,u ... uy,. (See 
Assumption (A8)). 
6. CONSTRUCTING AN ISOLATING NEIGHBORHOOD 
We shall now begin the technical task of making rigorous the discussion 
of Section 5. The first step is to construct an isolating neighborhood for 
M(i +, i -). As stated earlier our strategy is to choose a small wave speed, 
8,, for the transition system and then use the Hamiltonian system R(0) to 
construct the isolating neighborhood. 
To simplify the presentation, let us assume that the critical point in ques- 
tion, (M(i), 0), is in fact the origin (0,O) E R*” and V(0) = 0. Furthermore, 
assume that in a neighborhood of the origin R(0) is linear of the form 
(6.1) 
where I is the n x n identity matrix and D is a diagonal matrix with 
diagonal entries cf, ci > 0, i = 1, . . . . n. By the Hartman-Grobman lineariza- 
tion theorem [S] this is equivalent to assuming that (6.1) arises from the 
linearization of R(0) at the origin. 
The first step is to construct an isolating neighborhood about the origin, 
Let e, = (0, . . . . 0, 1, 0, . . . . 0), i= 1, . . . . n, where the 1 is in the ith spot. Simple 
calculations show that eigenvectors for (6.1) are u: = pi(ei, +c,e,), where 
O<pi< 1. Define 
F+(u’)={zEBIA+=~), 
F-(UT)= {zEBIA+ = -l}, 
and F * (vi ) similarly, Then aB = u7= i P * (uE* ). Merely for the sake of the 
convenience we wish to use a slightly smaller set than B. Define 
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B=B\{z]H(z)>h>O}. Similarly F’(v,~)=F’(u:)\{zlH(z)>h>O}. 
Then as=tJy=i F’(u,*)u {z~B]H(z)=h}. It is easy to check that B is 
an isolating neighborhood for the origin under R(0). 
We now turn our attention to homoclinic orbits at the origin. Of course 
we cannot expect to find an isolating neighborhood for homoclinic orbits 
of the Hamiltonian system R(O), but it must be kept in mind that our goal 
is an isolating neighborhood under the system T(8,). 
Returning to the system R(O), let the flow generated by R(0) be denoted 
by (x, y, t) + (x, y) . t = (x . t, y t), where x, y E R” and t E R. Let y denote 
a homoclinic orbit at the origin; i.e., if (x, y) E 7 then o(x, y) = (0,O) and 
0*(x, y) = (0, 0). By Lemma 5.3, if i(t) = (x(t), y(t), e(t)) is a solution to 
T(8,) such that o(i) = (0, 0, -0,) and o*(i) = (0, 0, 0,) then H([(t)) 20 
for all t E R. This suggests tudying the following region near y. 
DEFINITION 6.1. f is a flow tube adjacent to y if there exists a 
homeomorphism 
CI:[n-lXp-l 
x[O,h]x[-o,a]-+z-, 
where I”- i = [ - 1, 1 ] x . . . x [ - 1, 1 ] n - 1 times. Furthermore, we write 
cc(a, 6, h, s) E Z and require that the following four conditions be satisfied: 
(i) H(cr(a, b, h, s)) = h. 
(ii) CY(O, 0, 0, s) = (x,, y,) .s, where (x,, v,) E y. 
(iii) For fixed s, cc(a, 6, h, s) is transverse to the flow. 
(iv) Associated with the flow is a vector field, x. Fixing s one can 
project x onto the section (a, b, 0, s). This projected vector field is described 
b 
a 
FIG. 6.1. The projected vector field on (a. b, 0, s). 
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in Fig. 6.1, i.e., a(O,O) is a fixed point. (~(a, b)ib = (b,, . . . . i 1, . . . . 6,- ,)) is 
an exit set, and {a(~, b) Ia = (a,, . . . . zf: 1, . . . . a,- ,)> is an entrance set. 
Remark 6.2. Before we can continue we need to show that flow tubes 
can be constructed. Notice that Conditions 6.1 (i)-(iii) can be satisfied 
easily and, hence, it is Condition 6.1 (iv) that we need to worry about. 
Assume that yn~B~(intF+(~~~))u(int~~(u~~)}. Let &Z’-‘XI”-‘X 
[0, h] -+ int F+ (ut ) be a homeomorphism such that /?(O, 0,O) = y n 
int F +(v’), N(p(a, 6, .lz)) = h, p(a, 0,O) is a subset of the stable manifold of 
the origin, and /3(0, b, 0) is a subset of the unstable manifold of the origin. 
To see that Condition 6.1 (iv) can also be satisfied note that the lineariza- 
tion of R(0) at p(O, 0,O) equals the linearization of R(0) at the origin. Now 
extend ,&P-l xZ’-‘x [O, hJ x [O, z] -+G by @(a, b, h, t)=P(a,b, h)‘t. 
Again Conditions 6.1 (i)-(iii) are satisfied, but Condition (iv) fails. Define 
c=G\{B(a,b,h,t)llal>l-r/22t and t-?=~\{fi(a, 6, h, t)l lb] > t/2t 
+ l/2). Now by re-parameterizing @ we have 
satisfying 6.1 (i)-(iv) and hence we have shown that flow tubes exist. 
Returning to the problem of determining an isolating neighborhood, we 
shall first consider the situation where y is the unique homoclinic orbit at 
the origin. Since solutions to a Hamiltonian system remain the same under 
the transformation y -+ - y and t + -t, having a unique homoclinic orbit 
implies that there exists a point (x,, .Y,) E y such that (x,, y,) = (x,, 0) and 
(x,, *Yj).t=(x,, - y,) . - t. Homoclinic orbits which satisfy this condition 
we shall call t-symmetric. If y is a t-symmetric homoclinic orbit then 
without loss of generality we can assume that y n nSc (int F ‘(u,~?)) u 
(int F+(o;)). Since F+(v:) and F+(u;-) are transverse to the Row defined 
by (6.1) we can choose an adjacent flow tube such that 
a(a,b,h, -a)cF*(u:)and a(a,b,h,o)cF+(v;). 
Since (6.1) is linear we can solve the system explicitly to show that if 
ZE F’(v;), IJ(z) >O, and z is close to a(0, 0, 0, cr), then in positive time z 
leaves B via F + (tl: ). Therefore, choosing u appropriately, we have that if 
ZEClf .,.) h, a), where h > 0, then for all t>O such that z . t EB, 
z. t F$ a( I,.)., -(r). Continuity of the flow allows us to make the same 
conclusion if h = 0. Thus we have the following proposition. 
PROPOSITION 6.3. Ifz~B~Z’andz#(O,O)uy then .z.lR ct BnT. 
Civen tf, let Z(f?,) = [ - 8,*, @,*I, where 0 < B0 < 0,* but I&$ - @,I is small. 
Define B(&)= Bx Z(@,) and X(0,)= Z’x Z(8,). Let S(@,) be the set of 
bounded solutions to T(S,) contained in B(8,) u r(0,). We are now in a 
position to state the first major result of this section. 
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THEOREM 6.4. Let V satisfy (Al), (A2), and (A7). Zf y is the unique orbit 
homoclinic to (M(i), 0) = (0, 0), a solution to R(O), then for ;1 and 13~ 
sufficiently small B(t),,) u r(0,) is an isolating neighborhood for M(i +, i - ). 
The following four lemmas are needed in the proof of this theorem and 
the first three are obvious. Let . denote the flow generated by T(8,). 
LEMMA 6.5. rf~~aB(&,)\r(f3,) then c. Iw d B(B,) ur(&J. 
LEMMA 6.6. Zf [EM(i+,iF) then w([)=(O,O, -0,) and o*(i)= 
to, 0, 0,). 
LEMMA 6.7. Let [~M(i+,i-). Zf i = (x, y, 0) then 101 < 8, or 
i = to, 0, + e,). 
If Theorem 6.4 does not hold then there exists a bad sequence (e,,} of 
8,‘s. By this we mean that &,n -+ 0 as n + co and for each (I,,, there exists 
in = tx,, Y,, 4) such that (a) IfLl < eO,ny tb) in. R = Wo,J u Wo,A 
where the flow is generated by T(&,), and (c) i,, E 8(B(&,,) u JY(&,)). 
LEMMA 6.8. Assume {e,,> is a bad sequence; then H([,) > 0 for all n. 
Proof Assume not. Let H([,) = h < 0. 
Case 1. enGO. Let AH,” =j; e,,(t)( y,(t), y,,(t)) dt, where (x,(O), 
Y,(O), e,(O)) = (x,, Y,, 0,). Note that 
AH,“(L) = ,‘i% WC,. t) - H(L). 
Since i,Ea(B(B,,,) uT(B,,)), (yJt), y,(t)) >O on a set of positive 
measure. Thus e(t) < 0 for all t > 0, which implies that AH,“(i,) < 0 and 
hence lim I _ o. H([, . t) < 0. This contradicts Lemma 5.3. 
Case 2. t9,aO. Then consider AH”-,([,)=j’?, e,(t)(y,(t), y,(t)) dt 
= H(L) - lim,, m H(<, . t). A similar argument gives lim, _ _ cu H([,, . t) > 0, 
again contradicting Lemma 5.3. 1 
Proof of Theorem 6.4. The proof that for 2 and 0, sufficiently small, 
B(0,) u r(0,) is an isolating neighborhood for M(i +, i -) is done by con- 
tradiction. So assume the existence of a bad sequence {e,,} with the 
associated sequence {i,}, By compactness there exists a subsequence ii,,,} 
such that [, + [ E d(B(0) u T(0)). Furthermore since C, = (x,, yrn, 0,) and 
le,l <e. mp 8, + 0. Thus [ must lie on the invariant set in B u IY But by 
the previous remark this means c = (0,O) or [my. By Lemma 6.5, 
{, E W(e,,), and by Lemma 6.8, H([,) = h, > 0, thus [, = @(a,, . . . . a,-, , 
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b ,, . . . . b,?_ ,, h,, s), where at least one ai or b, equals + 1. Thus &,, is 
bounded away from ~(0, 0, 0, S)E y the heteroclinic orbit, and hence 
[, $ y u (0,O). Therefore, we have our contradiction. 
We need to show that for 8, sufficiently small M(i +, i -) consists of 
((02 0, -&3>>. ((09 0, %,I, and all connections between these critical 
points. Again we use a proof by contradiction. Thus we assume that theie 
exists a sequence f@,,,t such that 8,,, -+ 0 as n + co and for every n there 
exists C, a connecting orbit from (0, 0,8,) to (0, 0, -8,) such that 
t, ct B(e,,,)~r(6~,,). Let c,=E,u ((O,O, +&)}. 
Let C denote the limit of c, under the Hausdorff metric on closed sets. 
From Reineck 1_12] we have that C is compact, connected, and invariant 
under the flow defined by R(0). Clearly, (0,O) E P. By assumption (0,O) u y 
is a component of the invariant set of R(0) contained in N(O)n 
(zIH(z)=O). But (0,O) u y c int(B u f) restricted to {z 1 H(z) = 0); thus 
Cc B u IY Therefore for n sufficiently large c, c B(B,,) u r(tl,,), a 
contradiction. 1 
Having proven Theorem 6.4 we now choose B0 so that B(e,) u r(e,) is 
an isolating neighborhood and to simplify the notation we let 
B u l- = B(e,) u r(e,). 
We now are ready to consider the case in which there exists a finite 
number of homoclinic orbits arising from the transverse intersections of the 
stable and unstable manifolds of the origin. We denote these homoclinic 
orbits by y,, t= 1, . . . . L, and we let f, with homeomorphism ~1, denote the 
flow tube adjacent to y!. Note that 
i.e., the domain for the “time” parameter for the flow tube adjacent to y, 
can be different for each homoclinic orbit. As in the case of a unique 
homoclinic orbit we can assume that c1,( .,.,., + a,) c aI?. 
Since we are no longer requiring the existence of a unique homoclinic it 
is possible that for some 1, yI is not t-symmetric. This means that Proposi- 
tion 6.3 need not hold in general. Thus we introduce the following assump- 
tion. 
(AS) If z~(lJ~~~r,)uB and z~(U~~,~,)u(O,O) then z.Rst 
(Uf= 1 f,) u B under the flow induced by R(0). 
Using this assumption we get the following theorem. 
THEOREM 6.9. If V satisfies assumptions (Al), (At), (A7), and (A8) then 
for ;1 and tYO sufficiently small (Uf=, r,(O,)) u Bfe,) is an isolating 
neighborhood for M( i + , i - ). 
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Proof: The proof of this theorem, given Assumption (A8), is the same 
as that of Theorem 6.4. l 
Again to simplify the notation we let Bu rL= IJ,“= 1 rl(O,)u B(B,), 
where B0 is chosen sufftciently small. 
7. H(i+i-) FOR UNIQUE HOMOCLINIC ORBITS 
Throughout this section we assume that y is the unique homoclinic orbit 
to M(i). Our goal is to compute H*(h(M(i+, iC)); Z,). Normally this 
involves finding an index pair (N, , No) of M(i +, i - ) and computing 
H,(N,/N,, [No]; Z,). We shall avoid this difficulty by first considering 
T(e,), where V * *: R -+ R, x, y E R, and q = 3. For an explicit example see 
(5.1). Since R(B) is a 2-dimensional system in this case, phase plane 
arguments (see Fig. 5.2) can be used to determine d**(0) for 13 small. This 
in turn determines AT* *(fI) and hence H(i +, i ~ ). We leave it to the reader 
to check that if V** satisfies (Al)-(A7), then for B0 sufficiently small, the 
corresponding connection matrix is A**(O,) = A, (see Proposition 5.1). 
This in turn implies that the corresponding transition matrix is T** = T,. 
Therefore we have the following proposition. 
PROPOSITION 7.1. Let S** denote M(2+, 2-) for the potential function 
V**. Then 
H&W**); z,) = 
G 
if k=1,2 
o otherwise. 
Proof: This is just a re-statement of Proposition 4.16. 1 
We now move up to a higher-dimensional system. Let V*: R” --) R be 
defined by 
v*(x,) . ..) x,)= v**(x,)- i ctx;. 
i=2 
Let S* denote M(2+, 2-) for the potential function V*. 
PROPOSITION 7.2. 
ff,dh(S* 1; z,) = 
z2 
zj” k=n,n+l 
o otherwise. 
ProoJ The flow determined by R(0,) and V* is .identical to that of V** 
when restricted to the x1, y, plane. Furthermore if (x, y) = 
(x 1t . . . . x,, yl, .‘., y,) and xi, yi#O for if 1 then (x3 vf does not he on a 
bounded orbit. Thus, for 8, small, under V** C(M(3 ), M(l)) = 0 and 
hence &1,3)==0. Rank of A(@,) equals 1, hence 4(2,1)= 1; i.e., for I/* we 
have 
H,(l) fJ,(2) H,,,(3) 
~~~~)~~~~l) 0 0 0 
HA21 0 0 1 
ffn+,(3f [ 0 0 1 1 . 
Now repeating the arguments of ~oposjt~ons 5.2 and 7.1 we have the 
desired result. 1 
THEOREM 7.3. Let M(i) be a Zocal maximum for V, satisfying (Al)-(A7). 
Assume y is the unique homoclinic orbit at M(i) under (1 )-Then for & > 0 
suf~cje~~~y smaN 
Proo$ By construction the system 
has a unique homoclinic orbit, y *, to M(2). Thus we can construct an 
isolating neighborhood B* u r * using a flow tube, r*, adjacent o y* with 
homomorphism tl *. We have computed h(S*), hence given an index pair 
(Nf , NOy) of S* we know H,(N:,/??$, [N$]; H,). Since B* u I’* is an 
isolating neighborhood of S* we can let N: = B* w r*. Now, I?$ is deter- 
mined by the solutions to 
restricted to B* u IY *. 
Our goal is to compute h(M(i +, i - )) for the system 
.+=y 
j=oy-VV(x) 
e = A(@ - 8;). 
(7.3) 
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Thus we need an index pair for M(i +, i ~ ), which we denote (N, , N,). 
Now, B u E constructed as in Section 6, using y and an adjacent flow tube, 
Z’, with homeomorphism a, is an isolating neighborhood for M(i +, i -). 
Therefore we set N, = B u IY and again note that N, is determined by (7.3) 
restricted to B u I. 
Consider for the moment (7.1) and R(0). By a suitable choice of I/* we 
have that the flows agree on B* and B. Furthermore, the flows on Z* and 
Z can be compared via the homeomorphisms u* and a, i.e., 
cI*ocI -‘: Z-r Z*, preserving the order of the flow. Recall that a is obtained 
by re-parametrizing /I. Since b was defined using the flow we can assume 
that our representation respects the order of the flow. Thus restricting to 
B* u Z* and Bu Z we have, in the Hamiltonian case, homeomorphic 
systems. Now (7.2) and (7.3) are obtained from the Hamiltonian systems 
by a locally small perturbation since 8, is small; i.e., restricted to B* u I * 
and Bu r the flows are homeomorphic. Thus N, can be chosen 
homeomorphic to N,* and therefore h(S*) -h(M(i +, i -)). 1 
8. MAYER-VIETORIS DECOMPOSITION OF B u I 
In Section 7 we were able to compute h(S), given a unique homoclinic 
orbit, by comparison to the 2-dimensional problem, where explicit solu- 
tions are easily determined. If there exists more than one homoclinic orbit 
and assuming (A8), there cannot be a 2-dimensional analogue. Thus in this 
section we are forced to return to the isolating neighborhood B u I? and 
determine an appropriate decomposition which is applicable to the more 
general problem of L homoclinic orbits. So, for the rest of this section, y 
denotes the unique homoclinic orbit to the origin. 
Given S, h(S) is given in terms of an index pair (N,, N,). As before we 
let N, = B u r. Thus we need to understand N,,. Define Z= a(a, b, h, s) 
such that awl”-‘, bEI”-‘, he [O,h], and SE[--,g]. Define 
B”=Bucc(a,b,h,s), wherea,bEJ”-‘,hE[O,~],andsE[--, -CT+E]U 
[a - E, a]. Again let r = Z x I(&,) and B” = B” x I(&). Finally, let 
B, = B” n N,, I0 = r n N,, E = B” n I, and E, = E n N,. Then the relative 
Mayer-Victoris sequence is 
. . . H,(E, E,; b,) -+ H,(B’, B,; Z,) 0 H,(I, To; Z,) -, H&V,, N,; Z,) + . . . . 
(8.1) 
Of course we know H,(N,, N,,; Z,) from Theorem 7.3. We wish to use 
this information to compute H,(E,; Z,), H,(Bo; Z,), and H,(E,; Z,). 
However, first we need to understand at least one of these three homology 
groups. Before plunging into a computation let us review what is meant by 
HOMOCLINIC AND HETEROCLINIC ORBITS 197 
an index pair (N,, ND). Fixing N, does not uniquely determine No. For 
example, given an index pair (N,, No) one can always find another one, 
(N,, N,*), obtained by following the flow backwards for a short time from 
the points in No. Thus given Ni = B u I? we have considerable freedom in 
choosing N,. We will make use of this and choose N, in such a way that 
r0 is as simple as possible. 
The following two lemmas are easily checked. 
LEMMA 8.1. Zfc~cr(Z’-‘XI”-‘x [O,h]x {~})xZ(f&) thenfor UN t>O 
such that [.[O, t]cN, i.t$lY 
LEMMA 8.2. If [ E B n C?N, and there exists t > 0 such that [. [0, t] c N, 
with [.ter, then i.(-co,O) qk N, and for all t>O such that 
[.[-t,O]cN,, 5.-t$r. 
PROPOSITION 8.3. We can choose N, so that To c P(r’n aNI). 
Proof: This follows from Lemmas 8.1, 8.2, and the definition of an 
index pair. 1 
We need, however, a further refinement on To. 
PROPOSITION 8.4. We can choose No in such a way that i = (x, y, 0) E To 
if and only if one of the following is satisfied: 
(i) 6=0,*. 
(ii) [EM(~“-lxaZ+lx[O,h]x[-o,a])xZ(O,). 
(iii) [E~((ln~~xI”-~x(O}x[-e,(~])x[-0$,0]. 
(iv) ~~tl(~“~xX-‘x{Zi}x[-fr,0])x[O,Z3o*]. 
cv) ~EP(~(~--‘x~~~x(I;)x[-~,~~)x[-~,*,~~). 
Proof: By Proposition 8.3 we need only consider [E P(lY n dN,). If 
[ = (z, 0) and z E or(aZ’-’ x int(l”-‘) x [O, Zi] x C-B, a]) then from Defini- 
tion 6.1 (iv), i is strictly entering. Hence we need not include [ in I?,,. 
Similarly, using Lemma 5.3 we can exclude c = (z, 0) where 
ZEc@“-‘Xz+‘X{O}X[- 0, o] ) and 8 > 0. Finally, since 6’ > 0 if 
8 = - 0,* we need not include 5 = (z, -0;). One can now check that Con- 
ditions (i)-(v) include all points in P( (I?” n aN,}\{points excluded 
above}). The following lemma guarantees that we have not included any 
points on the stable manifold of (0, 0, -0,). 1 
LEMMA 8.5. Zf tIO is sufficiently small, [E aI’, and H(i) = h, then [ is not 
on the stable manifold of (0, 0, -0,). 
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Proof. Because dZZ/dt = 0(t){ y(t), y(t)), we can without loss of 
generality assume c(t) = (x(t), r(t), 19(t)), where H([(O)) = Z-2, c(O) E X, and 
0(O) < 0. Assume i(O) is on the stable manifold of (0, 0, -BO); 
then -/;=dH,“([)=J,” f3(t)(y(l), y(t))dt. Now -0,,<8(t)<O, hence 
MY,“([) > 8, l; (y(t), y(t)> dt. But for large t, y(t) can be approximated 
by R( - 0,), which is linear near the origin; thus JF (y(t), y(t)) dt is 
bounded, and hence choosing o0 sufficiently small we have -h <dH,“([), 
a contradiction. 1 
From now on we fix N, and, hence, To as in Proposition 8.4. 
PROPOSITION 8.6. To is homotopic to S”-‘. 
ProoJ: Using the flow it is clear that To can be homotoped to the set 
K,,, where i E K0 if and only if [ satisfies (i) through (iii) of Proposition 8.4 
or~~fx(l”-l~I”-l~{~}~[- rr, a]) x Z(0,). Since c( is a homeomorphism, 
K, is homeomorphic to 
Note that the first p ~ ’ appears in all four sets. Similarly [ 7 rr, a] 
appears in all four sets. Thus we can contract these intervals to a point, so 
that K, is homotopic to K,={Z'~lx[O,h]x{O,*}}u{~Z+lx[O,h]x 
z(e,)) u (r-1 x (0) x C-e, *,OI)U {P-IX {hjxz(e,)). 
Now note that K, is almost a(Z’- ’ x [0, I%] x I(&,) I= S”. In fact what is 
missing is {Z’-1 x [0, h] x i-t?,*}} u (Z+’ x (0) x [0, e,*]} but this set is 
homotopic to So. Therefore K, is homotopic to S”- ‘. 1 
COROLLARY 8.7. 
mro; a = G 
if k=O,n=l 
o otherwise. 
At this point determining the homology groups in (8.1) is 
straightforward. The following propositions contain this information. 
PROPOSITION 8.8. 
ff,(Eo; z,) = 
z2oz* if k=O,n=l 
o otherwise. 
ProojI Note that E. is homotopic to two disjoint copies of Fo. 1 
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LEMMA 8.9. 
H,(B”; Z,) x Hk(FE, Z,) * 222 
if k=O 
0 otherwise. 
Proof. From their construction it is clear that B” and I?” are contrac- 
tible. 1 
LEMMA 8.10. 
ff& &I = 
GO& 
if k=O 
o otherwise. 
ProojI E consists of two disjoint contractible components. 1 
PROPOSITION 8.11. 
ff,kv, ro; a= 
G if k=n o otherwise. 
Proof Use Corollary 8.7, Lemma 8.9, and the exactness of the homol- 
ogy sequence of the pair (F, F,) to obtain 
. . . + ffk(ro; iz,) + ffk(r; z,) -+ ffk(rr ro; z,t -+ ffk- ,(r,; h2j -+ . .. . 1 
F~O~OSITION 8.12. 
Proof Use Proposition 8.8, Lemma 8.10, and the long exact sequence 
of the pair (E, E,). 1 
PROPOSITION 8.13. 
H,(B”, B,; Z,) z t2 
if k=n 
otherwise 
OY 
G if k=n+l 
&OH, zy k=n 
0 otherwise. 
Proof. This follows from Theorem 7.3, the Mayer-Vietoris sequence 
(8.1), and Propositions 8.11 and 8.12. m 
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9. ~*~~{~);~~)FoR L HOMOCLINIC ORBITS 
We now return to the case in which there is a finite number, L, of 
homoclinic orbits to the origin. In Section 6 we found an isolating 
neighborhood for s,(f&) which we denoted by B u IYL. Therefore there 
exists an index pair (N,, N,) for s,(e,) and we can let N, = B u rL. The 
problem which remains is to determine H,(N,, N,; Hz). Our strategy is to 
use an appropriate version of the exact sequence (8.1); however, we first 
need to define B” and rL. We will begin by modifying B u IL in such a 
way that the results of Section 8 are easily appiicable. 
We have L distinct homoclinic orbits, yt, I= 1, . . . . L. Let r; and rf denote 
the points where yt leaves and enters B, respectively. Clearly, r; E W, the 
local unstable manifold of the critical point, and $E W”, the local stable 
manifold. 
Recall the definition and construction of the flow tubes (Definition 6.1 
and following remarks). We wish to define a map 
p”:r-‘xr-‘x [O,h]x [0,E]+R2n 
for I>0 in a similar way. The major difference is that Condition (ii) is 
replaced by the requirement hat (#>(“=;, c int /?“(Ffl-’ x I”-’ x (0) x (0)). 
Using the same technique of construction as for the flow tubes this implies 
that~(~-lx~-lx~O,~~x~O~)~~~.Then 
B”:r-‘Xr-“x[I0,R]X[-&,0]--,IW2~ 
is defined in a similar manner with {r;}f= i c int /P(ln- ’ x P-i x 
(0) x (0)) c all Let 
and 
flU(&)=p(r-’ xl”-‘x [O, h] x [O, El), O<&<fT 
If E = C we write f.P’ = p”(E) and 8” = #F(E). 
To each homochnic orbit yI we have a flow tube r, = a,(l”- ’ x f”- r x 
CO, h] x [--cl, a,]). However, we want to choose a1 such that for every 
I = 1, . ..) L, 
a,(~~‘x~-‘x[O,~]x{-ar})c~“(I”-‘~I”-’x[O,/;]x(E}) 
and 
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We now claim that for appropriate choices of /?“, p, and (cI,)~= r the 
following statements hold: 
(j ffl(l”-‘xr-‘x[o,~]x(-~I)) 
I= 1 
=/?“(I-‘xr’x[O,h]x(E)) (9.1) 
() u,(l”-lxI”-‘x[O,h]x{a,}) 
I= 1 
=ps(F1xP-‘x[O,h]xf-E)) (9.2) 
r,nI-,cB”(r”-‘Xr’X [O,h]x (E]) 
u~“(I”-‘xr”-*x[o,r;]x(-E)) (9.3) 
$“nI-,nr,=0 if mfl-l,l+l (9.4) 
B”nr~nr,+,=ol,(f”-‘xI~-‘x[O,1;3x(-a,)) 
=“r+l(I+lxIy x L-0, ti] x { -q+J) (9.5) 
and $“n~,n~,+,=u,(r”~‘x2~~‘x[0,li]x~-a,f)=cr~+,(i”~‘xI~~‘x 
[0,&1x (-r~~+~)), where I;-’ is either jb~Jn-‘1b~=l) or 
(b = I’-’ j b,= - 1). Also if we reorder the collection (~~1 to, say, (yr) we 
have 
fl”nr,nr,=IZ/ if m#r-l,f,T+l (9.6) 
and 
B” n r,n rr+ 1 =ur(Iy--lXr* x [O, Ii] x (q)) 
=ua,+,(I;-‘xI”-‘x[O,h]x(ar+l}). (9.7) 
Obviously, this claim needs to be justified. Let us begin by noting that we 
have a lot of freedom in choosing /P and p. In particular, since (y;) c w”, 
the only restriction on 8” is how much of P needs to be covered by r(O) 
in order that {r;} c int /P(Z”-’ x I’-’ x (0) x (0)); i.e., in any direction 
which is not tangent to W“, we can make b”(O) as small as we like. Because 
(rl> is discrete we can choose r(O) and r,, I= 1, . . . . L, in such a way that 
(9.1), (9.3), and (9.4) are satisfied. That we can satisfy (9.5) at the same 
time follows from the fact that if z E p n r, n r,, , then z lies on or close 
to w”. Thus given the fact that ZE W,n U,, , and the way r, and r,, r 
were constructed for t > 0, z . t $ r, and z . t $ r,, 1. Since H(z) is constant 
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z must belong to the “exit” sets of r, and r,, r ; i.e., for some i and j, 
b, = f I, bj = t: 1. Therefore, by re-parameterizing GIN and CQ+ , , we can 
insure that (9.5) is satisfied. 
To see that (9.2), (9.6), and (9.7) can also be satisfied, recall that the 
“sides” of the flow tubes corresponding to b, = + 1, i= 1, . . . . n - 1 for 
s E [ -0, a], were obtained by “‘shaving” transversely to the flow. Since 
y” E W”, and if bi = f 1 then a(a, b, h, cr) 4 w”, it follows that we can shave 
as much as is needed. (This follows from the assumption that the 
homoclini~ orbits arise from the transverse intersection of the stable and 
unstable manifolds; thus off of W we can make p”(O) as small as we like.) 
Now (9.2), (9.6), and (9.7) follow from arguments similar to those given 
above for (9.1), (9.4), and (9.5). Define B”= B w MU flS(s), where 
O<E<E. We have 
rr. = rL x Z(0,) 
B”L = 3” x Z(@,) 
and 
E,=I’,nB;. 
Define EOL, EoL, and B,, in the same manner as in Section 8. 
Since we are allowed to choose E and E as small as we like, the behavior 
of the flow generated by T(B,) within B; is the same as that within B”. 
Furthermore the flow within E, is the same as that in E. Therefore we have 
the following proposition. 
PROPOSITION 9.1. We can choose NO sucti that H,(BE,, B,,; Z,)z 
ff,W, B,; z,) and H&E,, Em; Z,) * HJE, E,; Z,). 
In order to compute H,(Nr, N,; Z,) we need to determine 
H*W,, rix; E2). This shall be done via a Meyer-Vietoris decomposition 
of the pair (E,, I?&. Define, for 6 > 0 but small, 
X= (zEr~/z=a,(a, b,h,.v), I= 1, . . . . L, where $2 -61 
Y= {zcr~Iz=a,(a, b,h,s),l=l,..., L, where s<df 
Z=Xn Y. 
Let &=XnE,,, Y,,= YnI”,,, and Zo=XOn Y,. 
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PROPOSITION 9.2. We can choose N, so that 
& G if k=n 
zz,(Z, 2,; Z,) z ;= 1 
oiherwi~e. 
Proof. Using an argument similar to that of Proposition 8.4, we can 
choose PoL in such a way that (2, 2,) is homeomorphic to L disjoint 
copies of (lr, r,). Thus the result follows from Proposition 8.11. fl 
Since X and Y are contractible, we have 
LEMMA 9.3. 
~OPOSITION 9.4. x, is ~O~O?O~~C to s”- I. 
ProoJ: Restricting our attention to X we have that Z, intersects Z,, r 
according to (9.2); i.e., the points of intersection lie on the entrance sets to 
r, and Z,,,. Thus, using the description of Z,, from Proposition 8.4 and 
contracting X via the flow in positive time we see that X0 can be made 
homeomo~hic to To. Then the result follows from Proposition 8.6. 1 
COROLLARY 9.5. 
PROPOSITION 9.6. 
ProoJ Use the exact sequence for the pair (A’, X0), Lemma 9.3 and 
Corollary 9.5. 1 
The analysis of Y, is slightly more delicate. 
hoPosrTION 9.7. We can choose N, such fhat i = (x, y, 0) E Y0 $ and 
only if one of the fo~~ow~n~ is at~s~e~ 
(i) 6=0*. 
(ii) c~a,(I”-‘xaJ”-‘x [O,h] x [-o,, 6])xZ(e,). 
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(iii) ~EC~,(Z+~XI”-~~(O}X[-~,,~])X[-~~*,O]. 
(iv) [~~l,(ln-lxfn-lx(h}~[-frI,b])~[O,tIO*]. 
(v) ~EP(a,(F-‘xr”‘x {h} x [-a,xd])x [-@,O]). 
(vi) [E/~U(J”-’ xar-l x [0, h] x [0, E])~z(e,). 
(vii) ~EIJ~(J”~~xI”~~x{O}X[O,E])X[-~~~*,O]. 
(viii) [~fi~(I”-‘xI”-‘x {R} x [0, E])x [0,0,*]. 
(ix) [EP(/?“(I”-‘XI”-lx{/;)x[O,E])x[-@,O]). 
Proof: The proof is similar to that of Proposition 8.4. 1 
PROPOSITION 9.8. Y, is homotopic to the wedge of L S”-’ spheres, i.e., 
v,= 1 s”-‘. 
Proof Note that by letting E+ 0 we can homotope the set defined by 
Conditions (vi)-(ix) into the set defined by (i)-(v). Now apply the first step 
of Proposition 8.6 to homotope the points in (ik(v) into a( Uf=, Z,). Using 
the fact that the a,‘~ are homeomorphisms we now have that Y,, is 
homotopic to K,, where 
K,= fi {r-‘xr-‘x[O,R]x[-a,,6]x{e~}} 
I=1 
L 
u U (r-lxzxar-* x co, hi x c -~/,a x zv3,)) 
I= 1 
u 6 (~-lx~-lx(o)x[-o,,6]x[-ed,0]) 
I= 1 
u u (I”-‘xl”-’ x vi> x C-O,, 81 x wd 
I= 1 
u (j {I”-‘x{+l}xI”-* x co, hi x c +h 61 x wd 
I= 1 
with the understanding that 
Note that the first I”-’ appears in all the above sets. Also, C-g,, S] 
appears in each 1 set; therefore by (9.8) we can contract these intervals to 
get that K, is homotopic to K,, where 
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K,= u {F+‘x[O,h]x{-a,}x{8,*}} 
I= 1 
u (j {ZxM-‘x[O,h]x{-o,}xZ(8,)} 
I= 1 
By Proposition 8.6, for each 1 the union of the sets is homotopic to S”- ‘. 
Denote this by S;-‘. Now (9.8) and the description of K, indicate that 
S;- ’ is connected to S;:i and S;G~ on a contractible set for 
I = 2, . ..) L-l. 1 
COROLLARY 9.9. 
if k=n-1 
ij- k=O 
otherwise. 
COROLLARY 9.10. 
6 z2 if k=n 
HJY, Y,;H,)x ‘=’ 
0 otherwise. 
Proof: This follows from Lemma 9.3, Corollary 9.9, and the long exact 
sequence of the pair ( Y, Y,). 1 
PROPOSITION 9.11. 
H/o-L l-lx,; Z,) = 
if2 if k=n 
() 
otherwise. 
Proof. Clearly X, Y, and Z were chosen so that the Mayer-Vietoris 
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sequence could be used at this point. From Propositions 9.2, 9.6, and 9.10 
the only non-trivial portion of the exact sequence is 
More specifically we have 
However, i is a monomorphism. To see this, recall that in the proof 
of Proposition 9.8 we contracted c(,(. x . x x [--cl, S]) x I(&,) to 
t~[(. x . x . x { - gI} ) x Z( 0,). Furthermore, by this contraction the S” - ’ 
generator for each component of Z, is carried onto a corresponding S”-’ 
in Y,. Thus H,+,(T,, FoL; Z,)zO and H,(T,, roL; Z,)xZ,. 1 
We can now prove the important theorem of this section. 
THEOREM 9.12. 
HAN,, No; Z,) = 
G if k=n,n+l 
o otherwise. 
Proof. As has been suggested from the beginning of this section we will 
use the relative Mayer-Vietoris sequence involving the pairs (E,, EOL), 
(B”,, B,,), and (F,, FoL). From Propositions 9.1 and 9.11 the only non- 
trivial segment of the sequence is 
c + 1 O- Hn+,(BEL> 4,; Z,)OH,+,(r,, rtx; G) 
h+l d - H,+l(Nl, No; G)- Hn(E,, Ecu.; z,) 
in - H,(B”,, B,,; a 0 far,, roL; w 
b H,(N,, N,; Z,) - 0. 
However, because of the way (B”,, B,,) and (EL, E,,) were constructed, 
the map i, is identical to the corresponding map in (8.1). Since the other 
known homology groups are the same as in (8.1), the exactness of the 
sequence forces the result. B 
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10. APPLICATIONS TO M( 1) 
The first application of our results concerns the structure of the set of 
bounded solutions for the Hamiltonian system, R(O), on the energy level 
H(x, y) = V(M(1)). Since M(1) is the absolute maximum of V, simple 
energy estimates show that there are no t-symmetric homoclinic orbits to 
M(1). The obvious question is: do non-t-symmetric homoclinic orbits 
exist? 
THEOREM 10.1. Let V satisfy (Al)-(A3) and (A6)-(A8); then there are 
no orbits homoclinic to M( 1). 
Proof By Proposition 4.14, r( 1 +, 1 - ) = 1 for all 8 > 0. Using Proposi- 
tion 4.16 one has that H,(h(M(l+, l-), Z,)) =0 for all k. By 
Theorem 9.12, if there existed a finite number of homoclinic orbits which 
arose as the transverse intersection of the stable and unstable manifold of 
M(l), then H,(h(M( 1 +, 1 - ); Z,)) = Z, if k = n, n + 1, a contradiction. On 
the other hand, if there exists an infinite number of such homoclinic orbits, 
say {Y~IE 1, then the closure of up”= 1 yi is by (Al ) and (A2) a compact 
invariant set. In particular M( 1) u (lJ,“= 1 ri) is not a component of the 
invariant set of R(0). This contradicts (A7). 1 
Having proved this theorem we must now ask: are there any potential 
functions which satisfy the hypothesis? A simple answer is yes; let 
V(x) = - (x, x). A more serious answer is that given a general potential 
function V, checking hypotheses (A7) and (A8) is very difficult and perhaps 
impossible. Nevertheless as the following example shows there are varia- 
tions of Theorem 10.1 which are of interest. 
Let 17(c(,p)cR2 be defined by 17(cr,p)={(x,,xz)~x,~0,~x2~~crx,, 
and x: + xz < p”}, where 0 < c( < 1 and p > 0. Choose VE C2(R2, OX) which 
satisfies (A3) and (A6), and such that 
(i) Ml)= (60) 
(ii) for (xi, x2) 4 n(a, p), V(x,, x2) = - 4(x: + x:). 
The idea is that all the non-linearity of VV (whatever it may be) occurs in 
the region ~(cc, p). 
It is clear that V satisfies (Al) and (A2). (A3) and (A6) are generic 
conditions, so finding a V which satisfies them is not a problem. This leaves 
(A7) and (A8); we begin with the latter assumption. 
Notice that at the origin, the eigenvalues of D2V are f 1. In Mischaikow 
[9] the behavior of solutions on the 0 energy level and close to the origin 
is carefully described. What is of importance to us is the following fact. 
If XE Z7(cc, p), (x, y) is close to the origin, H(x, y)=O, and (x, y) does 
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not lie on the stable or unstable manifold to the origin, then there exists a 
positive or negative time t such that x . t 4 n(cc, p). Because R(0) is linear 
for x $Z7(cr, p) it is easy to check that if x E n(a, p) then (x, y) does not lie 
on a bounded solution. This proves that (A8) is satisfied. 
Whether (A7) is satisfied or not probably depends on how V is chosen, 
but we do have the following theorem. 
THEOREM 10.2. Given V as above one of the following three possibilities 
occur. 
(i) There exist no homoclinic orbits to M(1). 
(ii) There exists an infinite number of homoclinic orbits to M( 1). 
(iii) There exists a set of bounded orbits which are contained in the 
o-limit set of the unstable manifold of M(1) and the o* limit set of the 
stable mantfold of M( 1) but are bounded away from the critical point M( 1) 
itself 
Proof If V satisfies (A7) then by Theorem 10.1 we are in case (i). So 
assume (A7) fails. As was pointed out in the proof of Theorem 10.1, one 
way (A7) can fail is to have an infinite number of homoclinic orbits and 
hence (ii). (A7) can fail in other ways, but the remarks used to show that 
(A8) is satisfied also show that the bounded solutions near the origin lie on 
the stable and unstable manifolds. Thus we have (iii). 4 
Remarks. One can weaken the assumption on D’V at the origin (see 
Mischaikow [9]) but then one must be more careful in how one defines 
ma, P). 
Also, one suspects that if the only way that (A7) failed was as described 
in (ii), then perturbing V slightly should result in the existence of only a 
finite number of homoclinic orbits, which would contradict Theorem 10.1. 
Thus we conjecture that (i) and (iii) are sufficient to describe the bounded 
solutions to R,(O) which lie in the same component as M(1). 
11. APPLICATIONS TO M(2) 
We now consider M(2), which we assume to be a local maximum of V. 
The goal is to relate the existence of heteroclinic solutions M(2) --) M( 1) of 
R(8), 8 > 0, with the existence of homoclinic orbits of M(2) under R(0). 
THEOREM 11.1. Let V satisfy (Alt(A8). Let M(2) be a local maximum 
of V and assume that there exist homoclinic orbits which arise as the trans- 
verse intersection of the stable and unstable manifolds of M(2) under R(0). 
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Then there exists an odd number of wave speeds 0 E W for which heteroclinic 
connections M(2) -+ M( 1) are solutions to R(0). 
Proof. By Proposition 4.14, r’ = 1 independent of 8. Now we can use 
Proposition 4.12 to compute ri, namely, if rel = to,,0 E(i, j) then 
z;,=z;,+ 1 if i=2,j=l 
z;, = Z& if i#2. 
(11.1) 
Theorem 9.12 and Example 2.7 imply that for 8 sufficiently small ri = 0. Let 
[Ek]fCO be the ordered elementary transition matrices lying on the 
algebraic path of V from d(co) to d(8), 0 small. Then rO=zm on,“=, Ek. 
Therefore by (11.1) and the fact that ri = 0 and rz = 1 we have that there 
exists an odd number of E(2, 1) elementary transition matrices in {Ek}. 1 
The trivial but motivating example for this theorem was discussed in 
Section 5. Theorem 11.1 holds for arbitrary n with the provision, of course, 
that (A7) and (A8) can be checked. 
Assume for the moment that t1 = 1 and r2 = 0 are Hamiltonian deter- 
mined. The obvious question is: does this imply the existence of a 
homoclinic orbit to (M(2), O)? If x, y E R, i.e., R(0) is a two-dimensional 
system, then the answer is yes. In higher dimensions the answer is not 
known. However, if we ask the question on the level of chain recurrence of 
R(O), rather than solutions of R(O), then we can obtain results. For a 
discussion of chain recurrence and further references, ee Mischaikow [S]. 
We say that there exists a generalized homoclinic orbit to (M(i), 0) 
if (M(i), 0) is not a component of the chain recurrent set of R(0). From 
Mischaikow [S, Corollary 4.73 we have the following theorem. 
THEOREM 11.2. Let V satisfy (Al k(A6). Let M(2) be a local maximum 
of V. Assume that for all 8 < 8, 7: = 1 and ti = 0. Then there exists a 
generalized homoclinic orbit to M(2) under R(0). 
12. APPLICATIONS TO M(i), ia 
Our final application is to consider the existence of wave speeds 8 such 
that connections M(i) + M( 1) are solutions of R(0). As before we assume 
that M(i) is a local maximum of V. However, this case is complicated by 
the fact that if 1 < j < i, then there may exist connections M(i) + M(j) and 
M(j) + M( 1 ), and under certain conditions the transition matrix will see 
this as an M(i) -+ M( 1) connection. 
The problem begins with the following simple observation: 
E(2, 1) oE(3, 2) # E(3, 2)o E(2, I), i.e., composition of elementary transition 
210 KONSTANTIN MISCHAIKOW 
matrices is not commutative. To get around this, the following form of 
summation proves useful. Define 
k= I k=l 
where I is the identity matrix and LIJhjk is the zero matrix except for the jkik 
entry which is 1. 
DEFINITION 12.1. Let T be the transition matrix for ST. An elementary 
sum decomposition of T is a collection of elementary transition matrices 
{ Ek}, k = 1, . . . . K, such that 
We call such a sum minimal if for any other collection (E,}, i = 1, . . . . Z, such 
that I<K then T# EBf=, E,. 
Returning to our simple example we see that 
E(3,2)oE(2, l)= E(3,2) H E(2, 1) 
while 
E(2, l)oE(3,2)=E(3,2) EB E(2, 1) q E(3, 1) 
=E(3,2) 0 E(2, 1) 0 E(3, 1) 
=E(3,2) 0 E(3, 1) 0 E(2, 1) 
=E(3, 1) 0 E(3,2) 0 E(2, 1). 
This says that if the elementary transition path of V contains the subpath 
44%) + ~~7’) d(B,+ r) +E12*1) A(@,+,) then T(8,, O,,,) is indistinguishable 
from the transition matrix arising from the path d(6,) -+E12, ‘) 
40 1 m+l -+E(3,2) A(B,+,) +EC3*1) A(@,,,+,). To mark the difference between 
these two paths, in the first case we say that an algebraic M(3) -+ M( 1) 
connection occurred whereas, in the second case we say that an analytic 
M( 3) + M( 1) connection occurred. 
Unfortunately, giving a general definition on the existence of algebraic 
connections is difficult. (Note that an analytic M(i) + M(j) connection 
occurs if there exists 8 E W such that the connection M(i) -P M(j) is a solu- 
tion of R(O).) A simple example of why this is the case is an elementary 
transition path leading to the product E(2,l) 0 E(3,2) 0 E(3,2). Even 
though E(2, 1) 0 E(3,2) o E(3,2) = E(2, 1) we wish to say that there exist 
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two algebraic connections. One arises from E(2, 1) u E(3,2) = 
E(2, 1) q E( 3, 2) EE E(3, 1) and, hence, the second arises as 
E(2, l)oE(3, 2)oE(3, 2)=E(2, 1) EE E(3,2) q E(3, 1) q E(3, 2) q E(3, 1). 
The best we will be able to do is to give the parity of algebraic connections. 
DEFINITION 12.2. Let {Ek}, k=n, . . . . m- 1, be the elementary trans- 
ition matrices on the elementary transition path from 8, to 0,. If { Ek} is 
not an elementary sum decomposition of r(0,, 0,) then we say that an 
odd number of algebraic connections has occurred. In particular, let {Ei}, 
i= 1 2 . . . . Z be the minimal elementary sum decomposition of T(e,,, 0,) such 
that {Ek} c (Ej}. Furthermore, assume that 1 E(i, j) matrices occur in 
{Ek} and I+ 1 E(i,j) matrices occur in {Ei}; then we say that an odd 
number of algebraic M(i) + M(j) connections has occurred. 
On the other hand, if the number of matrices E(i, j) in {Ek} equals the 
number of E(i, j) matrices in {Ei}; then we say that an even number 
(possibly 0) of algebraic M(i) + M(j) connections has occurred. 
We can now state our result. 
THEOREM 12.3. Let V satisfy (Al)-(A8). Let M(i) be a local maximum 
of V. Assume that for all 0 < 8, T: = 1, z$ = 0 for 1 <j< i, then the number 
of algebraic connections M(i) + M( 1) plus the number of analytic connec- 
tions M(i) -+ M( 1) is odd. 
Proof Recall that 7(0,, 0,) is the transition matrix for ST(f&, 0,). 
From Sections 3 and 4 one can check that 
w,) = 77 4, -e,) o m) o m,, en). (12.1) 
Let T(e,) = [a,,], T(e,) = [tk,], and T(B,, 0,) = [So,]. NOW r( -8,, -f3,) = 
f(‘(e,, t9,); hence from (12.1) we get 
(12.2) 
Of special interest to us is 
a qpi+1.i= i s 9-n+ l,q, (12.3) 
n=q--i+1 
f , tq-i+ l,msm,i]. 
For e,,<& tq-i+l,m is determined by r0 as given above and a9 _ i+ l,i = 1. 
Thus (12.3) simplifies to 
1 = &, 
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FIG. 12.1. Critical points and gradient lines of V,. 
i.e., si, i = 1. Therefore there exists an odd number of algebraic and analytic 
M(i) 3 M( 1) connections. 1 
The following theorem corresponds to Theorem 11.2 and follows from 
Mischaikow [S; Corollary 4.73. 
THEOREM 12.4. Assume that V satisfies (Al)-(A6) and that there exists 
0 such that for all 0 < 8, zk = 0; then there exists a generalized homoclinic 
orbit to (M(i), 0) under R(0). 
We will conclude with an observation concerning the relationship 
between (A7) and (A8). Let V,: lR2 + R satisfy (Al)-(A6) with q= 5. 
Figure 12.1 shows the location of the critical points of T/ in R2. The lines 
connecting the critical points are gradient lines of V,. (L is a gradient line 
of V if for every x E L such that VI’(x) # 0, one has that VV(x) is parallel 
to L). Y represents the angle between the two lines. Assume that 
l-wM(3))=[ -; -02]. 
If Y = 180”, then we can think of V, as being obtained from a l-dimen- 
sional potential function in the same way that Y* was obtained from I’** 
in Section 7. From Section 5 we immediately see that V satisfies (A7) but 
fails to satisfy (A8) at M(3). Treating I’, as a parameterized family of 
potential functions and using results of Mischaikow [9], one can show 
that if 90” < p< 180” then (A8) fails. Presumably we can construct a 
family of V, such that for this range of Y, (A7) holds. The same analysis 
that was used in the example of Section 10 shows that if Y < 90”, then (A8) 
holds. 
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However, under further technical assumptions (see [9]) it can be shown 
that if Y < 90” then (A7) fails. What happens is that at Y = 90” a periodic 
orbit bifurcates from the two homoclinic orbits to M(3) associated with the 
gradient lines. For any Y-C 90”, this periodic orbit is bounded away from 
M(3), but lies in the same component of the bounded solution of M(3) 
under R3(0). Thus (A7) and (A8) can fail interchangeably via bifurcations. 
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