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Abstract—Multibeam technology has recently been proposed
for joint communication and radio sensing (JCAS) in millimeter
wave systems using analog antenna arrays. Generation of the
multibeam satisfying both communication and sensing require-
ments is yet to be developed. In this paper, we develop closed-
form solutions for optimizing the coefficient that combines com-
munication and sensing subbeams to generate a multibeam. Our
solutions maximize the received signal power for communication,
in the cases (1) without constraint on sensing beamforming (BF)
waveform, (2) with minimum BF gain constraints on discrete
sensing directions, and (3) with a minimum total power constraint
on a range of sensing directions. Simulation results are provided
and validate the effectiveness of the proposed solutions.
I. INTRODUCTION
Joint communication and radio sensing (JCAS, also known
as Radar-Communications) [1], [2] integrates radio communi-
cation and sensing into one system and shares the same trans-
mitted signals. A JCAS system has appealing features such
as low-cost, resource-saving, reduced size and weight, and
mutual sharing of information for improved communication
and sensing performance [3]. JCAS is particularly promising
for millimeter wave (mmWave) systems which have potentially
high temporal and spatial resolution resulting from the large
bandwidth and the use of large number of antennas due to
small antenna profiles [4]. There are critical challenges, which
are specific for mmWave JCAS systems, associated with the
usage of beamforming (BF). To reduce hardware cost, BF in
mmWave systems is typically realized by using analog antenna
arrays or hybrid arrays [5]. The primary challenge for BF
in JCAS is that communication and sensing have different
requirements for BF. Radio sensing often requires time-varying
directional scanning beams, while a stable and accurately-
pointing beam is in demand for communication.
BF design for JCAS systems has been investigated in [6]–
[10]. Beams with multiple mainlobes can be generated to
support communication and sensing in different directions [9],
[10]. Unfortunately, these problem formulations are based on
digital multiple-input-multiple-output MIMO systems and are
not suitable for a cost-effective analog antenna array where
there are much lower degrees of freedom in optimization due
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to a single RF chain of the array. For JCAS with analog
BF, most studies such as [6]–[8] only consider a single beam
for communication and sensing, hence sensing is restricted to
the communication direction. In [4], multibeam technology
is introduced for mmWave JCAS, with the use of analog
antenna arrays. In that work, multibeam is defined as a BF
waveform with two or more mainlobes (also called subbeams)
generated by a single analog array at a time. [4] provides a
fixed communication subbeam along with direction-varying
scanning subbeams across different packets, and is shown
to be superior in balancing complexity and performance by
separately generating two basic beams for communication and
sensing and then combining them. However, in [4], to combine
the two subbeams coherently, the proposed adaptive coefficient
is not optimized.
In this paper, we improve the multibeam method in [4] by
providing closed-form optimal solutions for the coefficients
that combine communication and sensing subbeams. Assum-
ing the full channel matrix H is known at the transmitter, we
first derive the optimal combining coefficient that maximizes
the received signal power without considering any constraint
on the sensing waveform. We then extend the solution by
considering constraints for the sensing subbeam. We consider
two types of constraints: 1) the transmitter BF gain at a few
discrete scanning AoDs; 2) the total scanning power at a
range of directions centered on the main scanning direction.
For both constraints, we provide constrained optimal solutions
with low computational complexity. Simulation results validate
the effectiveness of the proposed methods.
Notations: (·)H , (·)∗, (·)T , and (·)−1 denote the Hermitian
transpose, conjugate, transpose, and inverse, respectively. | · |
and ‖·‖ denote the element-wise absolute value and the norm,
respectively.
II. SYSTEM MODEL
In this section, we briefly describe the system model, intro-
duce the concept of multibeam technologies based on analog
array, and present the principle of our multibeam optimization.
Our study on multibeam in this paper inherits from the
JCAS system proposed in [4]. In the system, two nodes
perform two-way point-to-point communications in the time
division duplex (TDD) mode and simultaneously sensing the
environment to determine locations and speed of nearby ob-
jects. Each node uses two spatially separated analog antenna
arrays, for transmission and receiving reflected sensing signals,
respectively, so that self-interference can be mitigated. Only
a single RF and baseband module is used and connected to
the two arrays. Below we only briefly describe the essential
system setup to make this paper self-contained. The readers
are referred to [4] for more details of the system and the
multibeam JCAS technology.
We consider M -element antenna arrays where antenna
elements are equally spaced at an interval of half wavelength.
We assume planar wave-front and consider a narrow-band
beamforming model. The array response vector is given by
a(θ) = [1, ejπ sin(θ), · · · , ejπ(M−1) sin(θ)]T . (1)
A quasi-static channel model can be used for both communi-
cation and sensing, although the values of their parameters are
different. Consider L-path signals with AoDs θt, and AoAs
θr,, l = 1, · · · , L. For illustration convenience, we assume
that transmitter and receiver arrays have the same number of





bδ(t− τ)ej2πfD,ta(θr,)aT (θt,), (2)
where for the -th path, b is its amplitude, τ is the prop-
agation delay, and fD, is the associated Doppler frequency.
We consider typical multipath mmWave channels where there
exists a line-of-sight (LOS) path and (L−1) non-line-of-sight
(NLOS) paths. The LOS path is assumed to be dominating in
terms of signal power.
Let the transmitted baseband signal be s(t), and the trans-
mitter and receiver BF vectors be wt and wr, respectively.
The received signal for either sensing or communication can
be written as:









where z(t) is the independently and identically distributed
additive white Gaussian noise (AWGN) vector at the receiving
antennas.
We want to generate a BF waveform with one subbeam
(mainlobe) for communication and another one or more
subbeams for sensing. The sensing subbeams need to scan
areas in different directions from communication. The first
method proposed in [4] uses respectively desired magnitudes
for communication and sensing BF waveform (array radiation
pattern), and generate two BF vectors separately. Then it
combines the two BF vectors using a phase shifting term ejϕ






where wt,c and wt,s are the respective BF vectors for com-
munication and sensing, ρ (0 < ρ < 1) controls the energy
distribution between two BF vectors. An implicitly two-step
process is applied to determine ρ and ϕ. The value of ρ
can firstly be determined according to the mean sensing and
communication distances. The value of ϕ is then determined
to ensure coherent combination of signals from different
subbeams at the communicating receiver.
By minimizing the mean squared error (MSE) between the
generated BF waveform and the desired multibeam waveform
with a single BF vector, the second method in [4] can generate
a radiation pattern, with the shape closer to the desired one.
The first method is more appealing owing to the following
advantages. 1) It provides great flexibility for varying BF
directions and power distribution between communication and
sensing; 2) It enables constructive combining of communica-
tion and sensing subbeams at the communication receiver to
improve the received signal power, especially when the two
subbeams are overlapped.
In this paper, we study how to optimize the coefficient
ϕ for a given ρ. We first derive the unconstrained optimal
solution that maximizes the received signal power and signal-
to-noise power ratio (SNR), without considering constraints
on the scanning waveform. We then extend the results to the
scenario when constraints are taken into account.
III. OPTIMIZATION OF ϕ WITHOUT CONSTRAINTS ON
SCANNING WAVEFORM
Assuming that the channel matrix H is known at the
transmitter, we study how to optimize the phase parameter
ϕ for any given ρ, wt,c and wt,s. For wr, we assume that
maximal ratio combining (MRC) [11] is applied at the receiver
and wr = (Hwt)
∗. The optimal ϕ, ϕopt, is obtained when the
received signal power is maximized. The optimization problem












Let g1(ϕ) = w
H
t H



















Next, we try to find its maximum by studying the mono-
tonicity of f(ϕ) and computing its derivatives. The first-order





Obviously, g22(ϕ) > 0. Let the numerator in (8) be h(ϕ), and
let wHt,cH
HHwt,s = a1e
jα1 and wHt,cwt,s = a2e
jα2 , where
a1 ≥ 0 and a2 ≥ 0. We have
h(ϕ) =− 2Pa1 sin(ϕ+ α1)− 4P 2a1a2 sin(α1 − α2)+
2Pa2[ρ‖Hwt,c‖2 + (1− ρ)‖Hwt,s‖2] sin(ϕ+ α2)
=X1 sin(ϕ) +X2 cos(ϕ) + L,
where
X1 2P |a1| cos(α1)+
2P |a2|[ρ‖Hwt,c‖2 + (1− ρ)‖Hwt,s‖2] cos(α2),
X2 − 2P |a1| sin(α1)+
2P |a2|[ρ‖Hwt,c‖2 + (1− ρ)‖Hwt,s‖2] sin(α2),
L − 4P 2|a1||a2| sin(α1 − α2).










2 sin(ϕ+ γ) + L, if X1 < 0,
where γ = arctan(X2/X1).
Since h(ϕ) is a periodic function and the period is 2π, we
study the monotonicity of f(ϕ) in one period. During a period
of length π, f(ϕ) keeps increasing if h(ϕ) > 0, and keeps
decreasing otherwise. So at the transition point where h(ϕ) =
0, we can obtain either the maximum or minimum of f(ϕ).
From h(ϕ) = 0, we can get
ϕ =
{ −μ0 − γ, if X1 ≥ 0
μ0 − γ, if X1 < 0, (9)










2 needs to be satisfied. This can be
verified by proving that L2 ≤ X21 +X22 , which is straightfor-
ward and omitted here due to page limit.
By analyzing the monotonic intervals of h(ϕ), the maximum
of f(ϕ) can then be found as
ϕopt =
{
π + μ0 − γ + 2lπ, if X1 ≥ 0,
μ0 − γ + 2lπ, if X1 < 0,
l = 0,±1,±2 · · · (10)
The complexity of calculating ϕopt is O(M
2).
IV. OPTIMAL SOLUTIONS WITH CONSTRAINTS ON
SCANNING WAVEFORM
The combined BF waveform varies with different values
of the combining coefficient ϕ. When it is optimized for
maximizing the received signal power in Section III, the
waveform at sensing directions may become distorted. In this
section, we consider the optimization of ϕ under two types of
constraints on the sensing subbeam.
A. Constrained BF Gain at Discrete Scanning Directions
We consider the cases where there are constraints on the
minimum BF gain at several sensing directions. The thresholds
of these minimum gains do not have a direct impact on our
solutions. Here, we set the i-th threshold as C2si(1 − ρ)M ,
where Csi is a scaling coefficient, and M represents the
maximum gain that the array can achieve. With the minimum
required gain at the i-th direction θsi , we can formulate the










si(1− ρ)M, i = 1, 2, · · · , Ns (11b)
where Ns is the number total constraints, and Csi may take
typical values from 0 to 1.
To solve this optimization problem, we first decide the range
of ϕ that satisfies each of the constraints in (11b). Expanding
the left-hand side of the i-th inequality in (11b), we get
|aT (θsi)wt|2 = ρ|wHt,ca(θsi)∗|2 + (1− ρ)|wHt,sa(θsi)∗|2
+ 2PRe{ejϕwHt,ca∗(θsi)a(θsi)Twt,s},
||wt||2 = ρ‖wt,c‖2 + (1− ρ)‖wt,s‖2 + 2PRe{ejϕwHt,cwt,s}
= 1 + 2PRe{ejϕwHt,cwt,s}, (12)
where P =
√









si(1− ρ), the inequality (11b) can be converted to
C1i sinϕ+ C2i cosϕ ≥ B2i −B1i
2P
,
C1i = b1B2i sinβ1 − b2ib3i sin(β2i + β3i),
C2i = b2ib3i cos(β2i + β3i)− b1B2i cosβ1.
(13)




2i, we can get the solution
to (13) as a set denoted by ϕ ∈ ki = [ϕ1i, ϕ2i], where ϕ1i
and ϕ2i denote the two bounds of the set. The set is given by
ki = [ϕ1i, ϕ2i]
=
{
[μi − σi,−μi + π − σi] , if C1i ≥ 0,
[μi + π − σi,−μi + 2π − σi] , if C1i < 0,
(14)














2i, we have ki = R, i.e.,
any ϕ satisfies (12).




2i, we have ki ∈ ∅, i.e.,
no ϕ satisfies (12) at the required ratio Csi . This should be
avoided by carefully setting the values of Csi . After obtaining
the sets for all inequality constraints, we can derive the final
range of ϕ by finding their intersection as
ϕ ∈ K  {k1 ∩ k2 ∩ · · · ∩ kNs}
= {[ϕ11, ϕ21] ∩ [ϕ12, ϕ22] ∩ · · · ∩ [ϕ1Ns , ϕ2Ns ]}
=
{
[ϕs1, ϕs2], if ϕs1 ≤ ϕs2,
∅, otherwise,
(15)
where ϕs1 = max{ϕ11, ϕ12, · · · , ϕ1Ns}, and ϕs2 =
min{ϕ21, ϕ22, · · · , ϕ2Ns}.
It is worth noting that generally, the range of ϕ de-




1− ρM , reducing the value of Csi can
relax the restrictions of ϕ, while reducing the gain in the
direction θs. Thus, the values of Ns and Csi can affect the
effectiveness of these constraints. If K exists, by comparing




ϕopt, if ϕopt ∈ K,
ϕs1, if ϕopt /∈ K and Δmin1 ≤ Δmin2,
ϕs2, if ϕopt /∈ K and Δmin1 > Δmin2
(16)
where Δmin1 = min{|ϕs1 − ϕopt|}, and Δmin2 = min{|ϕs2 −
ϕopt|}.
Since ϕopt is obtained at the maximum of a sine function
of period 2π and the length of the range [ϕ1i, ϕ2i] is π, (16)
actually finds the value of ϕ that is the closest to ϕopt, i.e., the
ϕ that achieves the maximal received signal power satisfying
(15). The additional complexity of calculating ϕ̄opt is bounded
by O(M2), since usually Ns ≤ M .
When a single constraint on the desired scanning direction
that wt,s points to, a relatively simple yet practical solution
can be obtained without looking into complicated computation
of the intersection.
B. Constrained Total Scanning Power over a Range of Direc-
tions
As we have shown in Section IV-A, finding the solution for
ϕ to meet the gain constraints on multiple discrete directions
can be complicated when the number of constraints is large.
It is not always possible to find the optimal solution unless
the intersection exists. In practice, it could be more common
to require a minimum total power constraint over a range of
consecutive scanning directions, for example, within the 3dB
beamwidth. In this section, we investigate the optimization
problem under such a minimum total power constraint. The














where θs1 and θs2 are the bounds of the BF range of interest,
Csp is a scaling coefficient, and w2 is the BF weight used in
Method 2 in [4]. Once again, the threshold does not have a
direct impact on our solution. The one we use here is to refer
the constraint to the BF gain achieved by the joint BF design
method in [4].
Note that the integration is with respect to θ and unrelated













Let A(θ) = a∗(θ)aT (θ). We cannot obtain an explicit result
for the integral of each element in A(θ). We can instead







δθA(θs1 + iδθ). (19)
where δθ = (θs2 −θs1)/NI is the step size and NI is the total
steps. It is assumed that NI is large enough to guarantee a
small enough step size. For a set of values of θs1 and θs2 , we
can pre-calculate and store the numerical results. Since A is
a Toeplitz matrix, only (2M − 1) numerical integrations are
to be calculated and stored for a given range of sensing BF
directions. The complexity of calculating A is O(MNI).
Once the integration is available, we can proceed to solve
the optimization problem. Similar to the derivation process in
Section IV-A, (17b) can be written as
hp1(ϕ)
hp2(ϕ)
≥CspwH2 Aw2 (or Csp2wHs Aws), where
hp1(ϕ) =ρw
H
t,cAwt,c + (1− ρ)wHt,sAwt,s
+ 2PRe{ejϕwHt,cAwt,s},
hp2(ϕ) =ρ‖wt,c‖2 + (1− ρ)‖wt,s‖2 + 2PRe{ejϕwHt,cwt,s}
=1 + 2PRe{ejϕwHt,cwt,s}.
(20)
Let wHt,cAwt,s = bpejβp , Bp1 = ρwHt,cAwt,c + (1 −
ρ)wHt,sAwt,s, and Bp2 = CspwH2 Aw2, (20) can be converted
to




Cp1 = b1Bp2 sinβ1 − bp sin(βp),
Cp2 = bp cos(βp)− b1Bp2 cosβ1.
(21)




p2 , we can obtain
ϕ ∈ kp = [ϕp1, ϕp2]
=
{
[μp − σp,−μp + π − σp] , if Cp1 ≥ 0,
[μp + π − σp,−μp + 2π − σp] , if Cp1 < 0,
(22)














p2 , we have kp = R.




p2 , we have kp ∈ ∅. By
setting proper Csp, it can be generally guaranteed that kp /∈ ∅.





ϕopt, if ϕopt ∈ kp,
ϕp1, if ϕopt /∈ kp and Δp1 ≤ Δmin2,
ϕp2, if ϕopt /∈ kp and Δp1 > Δmin2
Δp1 = min{|ϕp1 − ϕopt|},Δp2 = min{|ϕp2 − ϕopt|}.
(23)
The complexity of calculating ϕ̃opt is O(M
2) if M ≥ NI ,
or O(MNI) otherwise.
V. SIMULATION RESULTS
In this section, simulation results are presented to verify the
proposed optimal combining coefficients. For all simulations,
a ULA with M = 16 omnidirectional antennas (spaced at half
wavelength) is used. We assume that the basic reference beam
for communication and sensing are pointed at zero degree.
The 3dB beamwidth for a linear array with Ks antennas is
approximately 2 arcsin( 1.2Ks ) in radii. We generate the basic
beams with Ks = 16 and Ks = 12 for the communication and
sensing subbeams, respectively. The power distribution factor
ρ is set as 0.5. For Figs. 1 and 2, the results are averaged over
500 realizations.
In the simulation, wt,c is set as the conjugate of a(θt),
where θt is the dominating AoD. wt,s is generated by multi-
plying a phase-shifting sequence to the basic sensing subbeam
to change the pointing directions, as described in [4]. For
all results on the received signal power, an MRC receiver is
assumed to be used, and they are normalized to the power
value when the whole transmitter array generates a single
beam pointing to the dominating AoD. In the legends of all
the figures, the first and second methods in [4] are denoted as
“M1-Zhang19” and “M2-Zhang19” respectively. “Maximal Rx
Power”, “Constrain gain”, and “Constrain power” denote the
three proposed BF methods introduced in Sections III, IV-A
and IV-B, respectively.
In Figs. 1 and 2, we show the normalized received signal
power and MSE of waveform change for several methods. For
comparison, we also display the BF results when no phase
shifting term is used (denoted as “Without phase shifting”).
The case where scanning directions are close to communi-
cation is studied. In Fig. 1, we can see that when the com-
munication and sensing subbeams overlap considerably, the
optimized phase shifting terms lead to higher received signal
power, compared to the methods in [4]. Without considering
the sensing performance, “Maximal Rx Power” achieves the
largest output power, as expected. It is shown in Fig. 2 that
the methods with constraints can generally achieve an MSE
closer to Method 2 in [4]. By summing up the mismatches at
all directions, the MSE can only reflect the overall waveform
characteristics. More detailed results illustrating the waveform
difference are displayed in the following BF radiation patterns.
In Fig. 3, we present the multibeam BF radiation pattern
generated by Method 1 and Method 2 in [4], and the three
proposed methods in this paper. From the figure, we can see
that there can be a gain degradation at the desired scanning
directions when no constraints are applied in the optimization.
With constraints considered, a BF waveform close to the one
using Method 2 in [4] is achieved.
Fig. 4 displays an example of the influence of Cs on
the BF radiation pattern. Although only the minimum gain
at one direction is applied, the gain within the whole 3dB
beamwidth is correspondingly improved. We can also observe
that increasing Cs can effectively improve the gain of the
sensing subbeam up to an upper limit. Similar results can also
be observed with the change of Csp in (17b) (not shown here
-15 -10 -5 0 5 10 15


































Fig. 1. Averaged normalized received signal power for different combining
coefficients when the sensing subbeam points to various directions. For the
cases with constraints, Cs = Csp = 0.9.
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Fig. 2. Averaged normalized MSE of waveform for different combining
coefficients when the sensing subbeam points to various directions. For the
cases with constraints, Cs = Csp = 0.9.
due to page limit).
With constraints on the total scanning power, Fig. 5 plots the
BF radiation pattern obtained by different ranges (θs2 − θs1).
We can see that a wider scanning BF range can lead to a
lower scanning power in the desired central scanning direction,
since the total power is constrained. In our simulations, it is
observed that when NI ≥ 12, each element in A can achieve
errors less than 10−3 compared to the convergence limits, and
the BF radiation pattern achieved by these values are nearly
identical.
VI. CONCLUSIONS
We have studied the optimization of the coefficient for com-
bining communication and sensing BF vectors in a multibeam
JCAS system. When the full channel knowledge is known,
closed-form expressions for the optimal combining coefficient
that maximize the received signal power were provided, in the
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Fig. 3. BF radiation pattern for several methods when Cs = Csp = 0.9, and
integral range (θs2−θs1) is 1.43◦. The desired dominant scanning direction
and the 3dB beamwidth are marked by grey dash.
-60 -40 -20 0 20 40 60


































Fig. 4. BF radiation pattern generated by different values of Cs, which vary
from 0.875 to 0.975, when the scanning subbeam points to −9.31◦. The
desired dominant scanning direction and the 3dB beamwidth are marked by
grey dash.
cases with and without constraints on the sensing BF wave-
form. Simulation results verify that these optimal solutions
perform efficiently in balancing the received signal power for
communication and the scanning BF waveform for sensing.
The proposed methods have low complexity and can adapt
rapidly to time-varying channels.
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