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Abstract
This thesis explores the use of head-mounted sensors combined with haptic
feedback for providing effective and intuitive perception of the surrounding environment for the visually impaired. Additionally, this interaction
paradigm is extended to providing haptic perception of graphical computer
interfaces. To achieve this, accurate sensing of the head itself is required for
tracking the user’s “gaze” position instead of sensing the environment. Transcutaneous electro-neural feedback is utilised as a substitute for the retina’s
neural input, and is shown to provide a rich and versatile communication
interface without encumbering the user’s auditory perception.
Systems are presented for:
• facilitating obstacle avoidance and localisation via electro-neural stimulation of intensity proportional to distance (obtained via head-mounted
stereo cameras or infrared range sensors);
• encoding of colour information (obtained via a head-mounted video
camera or dedicated colour sensor) for landmark identification using
electro-neural frequency;
• navigation using GPS data by encoding landmark identifiers into short
pulse patterns and mapping fingers/sensors to bearing regions (aided
by a head-mounted digital compass);
• tracking human head-pose using a single video camera with accuracy
within 0.5◦ ;
• utilising time-of-flight sensing technology for head-pose tracking and
facial recognition;
• non-visual manipulation of a typical software “desktop” graphical user
interface using point-and-click and drag-and-drop interactions; and
• haptic perception of the spatial layout of pages on the World Wide Web,
contrasting output via electro-neural stimulation and Braille displays.
Preliminary experimental results are presented for each system. References
to many new research endeavours building upon the concepts pioneered in
this project are also provided.
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1

Introduction

In 2011 the World Health Organisation estimated the number of visually
impaired people worldwide to be 285 million [88]. Sight is considered to be
the predominant human sense, and is often taken for granted by people with
full vision. Whilst visually impaired people are generally able to compensate
for their lack of visual perception remarkably well by enhancing their other
sensory skills, loss of sight remains a severe handicap.
Visually impaired people are further handicapped by the recent proliferation of desktop and hand-held communications and computing devices
which generally have vision-based graphical user interfaces (GUIs). Although
1

“screen readers” (e.g. [19, 25]) are able to provide limited assistance, they do
not enable perception of the layout of the screen content or effective interaction with graphical user interfaces. The range of applications that blind
people are able to use effectively is therefore quite limited.
Rapid advances in the fields of sensor technology, data processing and
haptic feedback are continually creating new possibilities for utilising nonvisual senses to compensate for having little or no visual perception. However, determining the best methods for providing substitute visual perception
to the visually impaired remains a challenge. Chapter 2 provides a review of
existing systems and evaluates their benefits and limitations.
This research aims to utilise these technological advances to:
1. Devise a wearable substitute vision system for effective and intuitive
perception of the immediate environment to facilitate obstacle avoidance, localisation and navigation.
2. Devise a perception system that can enable a blind computer user to
perceive the spatial screen layout and interact with the graphical user
interface via point-and-click and drag-and-drop interactions.
To achieve perception of the environment, as stated in Item 1 above,
head-mounted stereo video cameras are used to construct a depth map of
the immediate environment. This range data is then delivered to the fingers
via electro-neural stimulation. To interpret this information, each finger is
designated to represent a region within the camera’s field of view. The intensity felt by each finger indicates the distance to physical objects in the
corresponding region of the environment, as explained in Chapter 3. It is
2

also possible to represent the colour of perceived objects by modulating the
frequency of the stimulation, as described in Chapter 4. Furthermore, Chapter 5 shows how locations, based on Global Positioning System (GPS) data,
can also be encoded into the electrical stimulation to facilitate navigation.
To enable a blind computer user to perceive the computer screen, as stated
in Item 2 above, the user’s “gaze” point on a virtual screen is estimated by
tracking the head position and orientation. Electro-neural stimulation of the
fingers is then used to indicate to the user what is located at the gaze position on the screen. In this case, the frequency of the pulses delivered to
the fingers indicates the type of screen object at the gaze position and the
intensity of the pulses indicates the screen object’s “depth” (e.g. if an object
is in a foreground or background window). Chapter 6 provides details of the
interface and experimental results. Chapter 7 outlines the novel head-pose
sensor research undertaken to provide tracking suitable for this application.
Chapter 6 also provides details of how a Braille display or vibro-tactile interface can be used to replace the electro-neural stimulation and provide more
convenience to the user.
Although the above proposed perception systems use different sensory
devices for performing different perception tasks, both are based on the same
principle. Namely, utilising the head to control perception and the skin to
interpret what is being perceived. As most blind people retain the use of
their head for directing their sense of hearing they can be expected to also
be capable of using their head for directing substitute visual perception. Use
of haptic feedback provides rich and versatile communication while leaving
the user’s auditory senses unencumbered.
3

The main discoveries and developments of the research are summarised here:
• Mapping range data to the fingers (or other areas of the body) via
electro-neural pulses where the intensity is proportional to the distance
to objects.
• Perception of colour via electro-neural frequency mapping.
• Identification of known landmarks via electro-neural pulse coding.
• 360◦ bearing perception of GPS landmarks via electro-neural pulses.
• Development of a head-mounted infrared sensor array for eliminating
the vision processing overheads and limitations of stereo cameras.
• Electro-neural perception of a computer desktop environment, including manipulation of screen objects via the graphical user interface.
• Development of a wireless electro-neural stimulation patch for communicating perception data to the user.
• Head-pose tracking system with a single-camera and LEDs.
• Head-pose tracking system with a time-of-flight camera.
• Facial recognition with a time-of-flight camera.
• Head-pose-based haptic perception of the spatial layout of web pages.
• Head-pose-based spatial interface perception using refreshable Braille.
It should be noted that the experimental results outlined throughout
this thesis are of a preliminary nature, i.e. proof of concept, and involve
4

only sighted (blindfolded) laboratory staff (author and supervisor). Testing
on blind subjects is outlined in Section 8.2 as future research. Based on
the assumption that blind individuals have more neural activity allocated
to tactile sensing, it is anticipated that they may in fact acquire greater
perception skills using the proposed devices than blindfolded sighted users.
Since the first Electro-Neural Vision System (ENVS) research was published in 2004 [58] considerable research interest has been shown in the work
(e.g. [51, 12, 49, 81, 32, 4, 22, 65, 10, 68, 11, 79, 16, 35, 35, 42, 47, 1, 27,
14, 46, 66, 3, 85, 71]). Section 8.2.1 highlights the pioneering nature of this
research and provides examples of similar work built upon it.

5

6

2

Literature Review

Significant research effort has been invested in developing substitute vision
systems for the blind. See [51, 52, 12, 84, 5] for reviews. The most relevant
and significant work is outlined here.
Bionic vision in the form of artificial silicon retinas or external cameras
that stimulate the retina, optic nerve or visual cortex via tiny implanted
electrodes have been developed [86, 89, 13]. Implanted devices (generally
with input from external cameras) can provide visual perception in the form
of a number of points of light. The resultant information is of low resolution,
but has been found to enable subjects to identify simple objects and detect
7

motion [86]. Some researchers have suggested that the limited resolution of
such devices would be better utilised in delivering a depth map [48]. Whilst
the effectiveness of prosthetic devices will likely increase in the near future,
the cost and surgery involved render them inaccessible to most. Also, some
forms of blindness, such as brain or optic nerve damage, may be unsuitable
for implants.
A number of wearable devices have been developed for providing the
blind with some means of sensing or visualising the environment (see [84]
for a survey). For example, Meijer’s vOICe [60] compresses a camera image
into a coarse 2D array of greyscale values and delivers this information to the
ears as a sequence of sounds with varying frequency. However it is difficult to
mentally reconstruct the sounds into a three-dimensional (3D) representation
of the environment, which is needed for obstacle avoidance and navigation.
Sonar mobility aids for the blind have been developed by Kay [41]. Kay’s
system delivers frequency modulated sounds, using pitch to represent distance and timbre to indicate surface features. However, to an inexperienced
user, these combined sounds can be confusing and difficult to interpret. Also,
the sonar beam from these systems is specular and can be reflected off many
surfaces or absorbed, resulting in uncertain perception. Nonetheless, Kay’s
sonar blind aids can help to identify landmarks by resolving some object
features, and can facilitate a degree of object classification for experienced
users.
A major disadvantage of auditory substitute vision systems is that they
can diminish a blind person’s capacity to hear sounds in the environment
(e.g. voices, traffic, footsteps, etc.). Consequently, these devices are not
8

widely used in public places because they can reduce a blind person’s auditory
perception of the environment and could potentially cause harm or injury if
impending danger is not detected by the ears.
Computer vision technology such as object recognition and optical character recognition has also been utilised in recent navigational aid research [83,
21, 76].
The use of infrared distance sensors for detecting objects has been proposed [56] but little explored in practice. Laser range scanners can provide
a high level of accuracy, but have limited portability [22].
Recently released consumer electronics are equipped with complex sensing
technology, creating new opportunities for the development of devices for
perception assistance [9, 53].
Electro-tactile displays for interpreting the shape of images on a computer screen with the fingers, tongue or abdomen have been developed by
Kaczmarek et al. [36]. These displays work by mapping black and white pixels to a matrix of closely-spaced pulsated electrodes that can be felt by the
fingers. These electro-tactile displays can give a blind user the capacity to
recognise the shape of certain objects, such as black alphabetic characters on
a white background. More recently, experiments have been conducted using
electro-tactile stimulation of the roof of the mouth to provide directional cues
[82].
Researchers continue to investigate novel methods of haptic feedback.
Recently the use of “skin-stretch tactors” to provide directional cues for
mobile navigation was proposed by Provancher et al. [31, 44]. Mann et al.
use a head-mounted array of vibro-tactile actuators [53]. Samra et al. have
9

experimented with varying the speed and direction of rotating brushes for
texture synthesis within a virtual environment [73].
In addition to sensing the surrounding environment, it is of considerable
benefit if a perception aid can provide the position of the user or nearby landmarks. Currently, a number of GPS devices are available for the blind that
provide the position of the user or specific locations using voice or Braille
interfaces (e.g. [28, 39]). However, as with audio substitute vision systems,
voice interfaces occupy the sense of hearing which can diminish a blind person’s capacity to hear important environmental sounds. Braille interfaces
avoid this problem, but interacting via typing and reading in Braille is slower
and requires higher cognitive effort.
Others have explored the use of alternative location tracking technology
such as infrared [15] or Wi-Fi beacons [72] or RFID tags [8, 77, 87], which
can prove advantageous for navigating indoor environments. Yelamarthi et
al. have combined both GPS and RFID information in producing robots
designed to act as replacements for guide dogs [90].
In addition to inhibiting the navigation of physical environments, visual
impairment also restricts interaction with virtual environments such as software interfaces. A number of “assistive technology” avenues have been pursued to enable non-visual interaction with computers [78].
Use of “screen-reading” software [19, 25] is the predominant way in which
visually impaired users currently interact with computers. This software typically requires the user to navigate the computer interface in a linearised fash-
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ion using memorised keystrokes (numbering in the hundreds 1 ). The currently
“focused” piece of information is conveyed to the user via speech synthesis
or a refreshable Braille display. A study of 100 users of screen-reading software determined that the primary frustration encountered when using this
technology was “page layout causing confusing screen reader feedback” [45].
Tactile devices for enabling blind users to perceive graphics or images on
the computer have been under development for some time. For example the
haptic mouse (e.g. [33, 75, 6, 24]) can produce characteristic vibrations when
the mouse cursor is moved over screen icons, window controls and application
windows. This can indicate to a blind user what is currently beneath the
mouse pointer, but is of limited value when the location of the objects and
pointer on the screen are not easily ascertained.
Force feedback devices, like the PHANToM [20], and tactile (or electrotactile) displays, e.g. [34, 36, 40, 55], can enable three-dimensional graphical
models or two-dimensional black-and-white images to be visualised by using
the sense of touch (see [7] for a survey). However, little success has been
demonstrated with these devices toward enabling blind users to interact with
typical GUIs beyond simple memory and visualisation experiments like “the
memory house” [80], which involves discovering buttons on different planes
via force feedback and remembering the buttons that play the same sounds
when found.
Upon reviewing the progress in the research field to date, it was deter1

http://www.freedomscientific.com/doccenter/archives/training/
JAWSKeystrokes.htm
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mined that the following areas have been explored little (if at all) despite
holding significant potential for assisting the visually impaired using currently available technology:
• Electro-neural stimulation as a navigational aid
• Haptic perception of colour information
• GPS navigation using haptic signals
• Haptic interaction with the spatial layout of graphical user interfaces
It was further noted that all four of these areas could utilise the head
as a natural and intuitive pan-and-tilt controller for scanning the region of
interest, and electro-neural stimulation as a versatile haptic feedback channel.
The following chapters outline new research and experimentation in these
areas.
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3

Perceiving Depth

3.1

Electro-Neural Vision System

The structure of the first ENVS prototype is illustrated in Figure 3.1. The
prototype is comprised of:
• a stereo video camera headset for scanning the environment,
• a laptop computer for processing the video data,
• a Transcutaneous Electro-Neural Stimulation (TENS) unit for convert13

ing the output from the computer into appropriate electrical pulses that
can be felt via the skin, and
• special gloves fitted with electrodes for delivering the electrical pulses
to the fingers.
The ENVS works by using the laptop computer to obtain a disparity
depth map of the immediate environment from the head-mounted stereo
cameras. This is then converted into electrical pulses by the TENS unit that
stimulates nerves in the skin via electrodes located in the TENS data gloves.
To achieve electrical conductivity between the electrodes and skin, a small
amount of conductive gel is applied to the fingers prior to fitting the gloves.
For testing purposes, the stereo camera headset is designed to completely
block out the users eyes to simulate blindness. A photograph of the first
ENVS prototype is shown in Figure 3.2, while Figure 3.3 reveals the internal
hardware of a subsequent ENVS prototype.

Figure 3.1: Schematic of the first ENVS prototype
14

Figure 3.2: Photograph of the first ENVS prototype

15

Figure 3.3: Internal ENVS TENS hardware

The key to obtaining useful environmental information from the electroneural data gloves lies in representing the range data delivered to the fingers
in an intuitive manner. To interpret this information the user imagines their
hands are positioned in front of the abdomen with fingers extended. The
amount of stimulation felt by each finger is directly proportional to the distance of objects in the direction pointed by each finger.
Figure 3.4 shows an oscilloscope snapshot of a typical TENS pulse. For
conducting experiments the TENS pulse frequency was set to 20Hz and the
amplitude to between 40–80V depending on individual user comfort. To
control the intensity felt by each finger the ENVS adjusts the pulse width to
between 10–100µs.
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Figure 3.4: TENS output waveform
Adjusting the signal intensity by varying the pulse width was found
preferable to varying the pulse amplitude for two reasons. Firstly, it enabled the overall intensity of the electro-neural simulation to be easily set to
a comfortable level by presetting the pulse amplitude. It also simplified the
TENS hardware considerably by not requiring digital-to-analogue converters
or analogue output drivers on the output circuits.
To enable the stereo disparity algorithm parameters and the TENS output
waveform to be altered for experimental purposes, the ENVS is equipped with
the control panel shown in Figure 3.5. This was also designed to monitor the
image data coming from the cameras and the signals being delivered to the
fingers via the TENS unit. The ENVS software was built upon the “SVS”
17

Figure 3.5: The ENVS control panel
software [43] provided with the stereo camera hardware (see Section 3.1.1).
Figure 3.5 shows a typical screenshot of the ENVS control panel while in
operation. The top-left image shows a typical environment image obtained
from one of the cameras in the stereo camera headset. The corresponding
disparity depth map, derived from both cameras, can be seen in the top-right
image (in which lighter pixels represent a closer range than darker pixels).
Also, the ten disparity map sample regions, used to obtain the ten range
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readings delivered to the fingers, can be seen spread horizontally across the
centre of the disparity map image. These regions are also adjustable via the
control panel for experimentation.
To calculate the amount of stimulation delivered to each finger, the minimum depth of each of the ten sample regions is taken. The bar graph, at
the bottom-left of Figure 3.5, shows the actual amount of stimulation delivered to each finger. Using a 450MHz Pentium 3 computer, a frame rate
of 15 frames per second was achieved, which proved more than adequate for
experimental purposes.

3.1.1

Extracting depth data from stereo video

The ENVS works by using the principle of stereo disparity. Just as human
eyes capture two slightly different images and the brain combines them to
provide a sense of depth, the stereo cameras in the ENVS captures two images
and the laptop computer computes a depth map by estimating the disparity
between the two images. However, unlike binocular vision on humans and
animals, which have independently moveable eye balls, typical stereo vision
systems use parallel mounted video cameras positioned at a set distance from
each other.
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The stereo camera head
Experimentation utilised a pair of parallel mounted DCAM video cameras
manufactured by Videre Design 1 , as shown in Figure 3.6b. The stereo
DCAMs interface with the computer via an IEEE 1394 (FireWire) port.

(a) Single DCAM board

(b) Stereo DCAM Unit

Figure 3.6: Videre Design DCAM

1

http://users.rcn.com/mclaughl.dnai/
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Calculating disparity
The process of calculating a depth map from a pair of images using parallel
mounted stereo cameras is well known [54]. Given the baseline distance
between the two cameras and their focal lengths (shown in Figure 3.7), the
coordinates of corresponding pixels in the two images can be used to derive
the distance to the object from the cameras at that point in the images.

Figure 3.7: Stereo disparity geometry
Calculating the disparity between two images involves finding corresponding features in both images and measuring their displacement on the projected image planes. For example, given the camera setup shown in Figure 3.7, the distance from the cameras to the subject can be calculated quite
simply. Let the horizontal offsets of the pixel in question from the centre of
the image planes be xl and xr for the left and right images respectively and
the focal length be f with the baseline b. By using the properties of the similar triangles denoted in Figure 3.7, then z = f (b/d), where z is the distance
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to the subject and d is the disparity (xl − xr). To compute a complete depth
map of the observed image in real time is computationally expensive because
the detection of corresponding features and calculating their disparity has to
be done at the frame rate for every pixel on each frame.

3.1.2

Range sampling

A number of methods for reducing the dense stereo map to ten scalar values
were trialled in the experimentation. These included:
• sampling regions spanning the full height of the camera viewport for
maximising the perception window;
• sampling a narrow band of regions for maximal focus and acuity when
building a mental map using head/sensor movement;
• simulation of the human eye’s foveal perception by providing greater
acuity at the centre of the viewport (with smaller regions) and broader
peripheral vision with larger regions toward the extremities;
• sampling the average distance within each region (high stability, but
small obstacles can be easily missed);
• sampling the predominant distance within each region (generally an
improvement on taking the average, however small obstacles were still
problematic);
• sampling the minimum distance within each region (proved to be safest
and most effective, providing appropriate thresholds were used); and
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• maintaining exponential moving averages for mitigating data space limitations, and allowing longer and more accurate windowing.

3.1.3

Limitations

Calibration
A tedious amount of fine-tuning of the stereo camera focus and alignment
was required to maximise the visual field and achieve an accurate depth
map. The tiniest deviation from these settings could greatly diminish the
quality of the resultant depth profile, necessitating recalibration. Even with
the camera hardware aligned as precisely as possible, unreliable software
calibration procedures could still lead to a poor quality depth map.

Featureless surfaces
The stereo disparity algorithm requires automated detection of corresponding
pixels in the two images, using feature recognition techniques, in order to
calculate the disparity between the pixels. Consequently, featureless surfaces
can pose a problem for the disparity algorithm due to a lack of identifiable
features. For example, Figure 3.8 illustrates this problem with a disparity
map of a whiteboard. As the whiteboard surface has no identifiable features
on it, the disparity of this surface and its range cannot be calculated. To
make the user aware of this, the ENVS maintains a slight signal if a region
contains only distant features and no signal at all if the disparity cannot be
calculated due to a lack of features in a region.
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Figure 3.8: Disparity map of a featureless surface, displayed via the custombuilt ENVS software interface
As noted by others [68], intensity-based stereo matching algorithms can
overcome this problem, but incur substantially increased processing overheads.

Power consumption and processing overheads
The amount of power required to operate the stereo camera unit and vision
processing software was found to be less than optimal for an application
designed for extended usage during which the user to would need to carry a
battery of considerable size.
24

3.2

Using infrared sensors

As stereo cameras are bulky, computationally expensive, power hungry and
need regular calibration, the use of eight Sharp GP2D120 infrared sensors

2

was assessed as an alternative means of measuring range data. The use of
infrared sensors in place of stereo cameras also overcomes previous limitations perceiving featureless surfaces (see Section 3.1.3). The infrared sensor
produces an analogue voltage output proportional to the range of detected
objects and is easily interfaced to low power microprocessors. Although the
GP2D120 infrared sensor performs poorly in sunlight, it was found to be
capable of measuring 3–4 metres indoors under most artificial lighting conditions and is accurate to within 5% of the distance being measured. Furthermore, when configured as shown in Figure 3.9, very little interference or
cross-talk occurred between the sensors due the narrow width of the infrared
detector array within each sensor. The range data and object perception
achieved with the infrared-headset and ENVS data gloves, was found to be
comparable with that achieved using stereo cameras. The outdoor limitations
of the infrared sensors could be overcome by developing custom infrared sensors with more powerful infrared LEDs or laser diodes.
2

http://www.sharp-world.com/products/device
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Figure 3.9: The prototype Infrared-ENVS

3.3

Wireless ENVS

Whilst the crude gloves built for the initial prototype proved effective for experimentation, they are less than ideal for real-world usage. Having to wear
gloves limits the use of the hands whilst hooked up to the system. Furthermore there is no reason for the haptic feedback to be limited to the fingers –
many other nerves in the body (e.g. arms or torso) may prove more convenient or effective, perhaps varying from user to user. Some users may prefer
a less conspicous location for the electrodes. The wires on the prototype system also present potential risk of snagging and can restrict movement. These
issues prompted some initial research into alternative TENS hardware.
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Figure 3.10: Wireless TENS patch
Figure 3.10 shows a prototype wireless TENS patch developed to overcome the above issues. The wireless patches communicate with the system
via radio transmission. This not only allows the user to walk away from the
system without having to detach electrodes, but also enables the electrodes
to be placed anywhere on the body. They can also be placed inconspicuously
beneath clothing. When not limited to placement on fingers, the system
can be used with more than ten patches, providing higher communication
bandwidth.
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3.4

Experimental results

A number of experiments were conducted to determine the extent to which
users could navigate the laboratory environment and recognise their location
within this environment without any use of the eyes. To simulate blindness
with sighted users, the stereo camera headset was designed to be fitted over
the user’s eyes so that no light whatsoever could enter the eyes.

3.4.1

Obstacle avoidance

The objective of the first was to determine whether the user could identify
and negotiate obstacles while moving around in the cluttered laboratory environment. It was found that after five minutes of use within the unknown
environment, users could estimate the direction and range of obstacles located in the environment, with sufficient accuracy to enable approaching
objects and then walking around them by interpreting the range data delivered to the fingers via the ENVS. As the environment contained many
different sized obstacles, it was also necessary for users to regularly scan the
immediate environment, (mostly with up and down head movements), to
ensure all objects were detected regardless of their size. After ten minutes
moving around in the environment, while avoiding obstacles, users were also
able identify features like the open doorway, shown in Figure 3.11a and even
walk through the doorway by observing this region of the environment with
the stereo cameras. Figure 3.11 shows a photo of a user and a screenshot of
the ENVS control panel at one instant while the user was performing this
task. The 3D profile of the doorway can be plainly seen in the depth map
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shown at the top-right of Figure 3.11b. Also, the corresponding intensity of
the TENS pulses felt by each finger can be seen on the bar graphs shown at
the bottom-left corner of Figure 3.11b.
Ten range readings delivered to the fingers in this manner may not seem
like much environmental information. The real power of the ENVS lies in
the user’s ability to easily interpret the ten range readings, and, by fusing
this information over time, produce a mental 3D model of the environment.
Remembering the locations of obstacles was found to increase with continued use of the ENVS, eliminating much of the need to regularly scan the
environment comprehensively. With practice, users could also interpret the
range data without any need to hold the hands in front of the abdomen.
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(a) Photograph

(b) Interface screenshot

Figure 3.11: ENVS user surveying a doorway
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3.4.2

Localisation

Localisation experiments were also conducted to determine if the user could
recognise their location within the laboratory environment after becoming
disoriented. This was performed by rotating the user a number of times on
a swivel chair, in different directions, while moving the chair. Care was also
taken to eliminate all noises in the environment that might enable the user
to recognise the locations of familiar sounds. As long as the environment
had significant identifiable objects that were left unaltered and the user had
previously acquired a mental 3D map of the environment, the user could
recognise significant objects, recall their mental map of the environment and
describe approximately where they were located in the environment after
surveying the environment for a few seconds. However, this task becomes
more difficult if the environment lacks significant perceivable features or is
symmetrical in shape.
Figure 3.12 shows a photo of a user and a screenshot of the ENVS control
panel at one instant while a user was surveying the environment to determine
his location. The approximated height, width and range of the table in the
foreground of Figure 3.12a can be plainly seen in the depth map, shown at the
top-right of Figure 3.12b. The corresponding intensity of the TENS pulses
felt by each finger can be seen on the bar graphs shown at the bottom-left
corner of Figure 3.12b.
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(a) Photograph

(b) Screenshot

Figure 3.12: ENVS user negotiating an obstacle
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The inability of stereo cameras to resolve the depth of featureless surfaces
was not a problem within the cluttered laboratory environment because there
were sufficient edges and features on the lab’s objects and walls for the disparity to be resolved from the stereo video images. In fact, not resolving
the depth of the floor benefited the experiments to some extent by enabling
objects located on the floor to be more clearly identifiable, as can be seen in
Figure 3.12b.

3.5

Conclusions

Initial experimentation with the use of electro-neural stimulation as a means
of communicating the profile of the surrounding environment has proved the
potential of the concept. Stereo cameras worked well as range sensors, however required substantial calibration effort and could not resolve featureless
surfaces. Use of infrared sensors overcame these problems, however they
performed less well in outdoor environments in daylight.
Mapping the range data to electro-neural output with one finger per sample region worked well. Users were able to intuitively build a mental map of
the corresponding environmental profile, which was enhanced over time by
scanning the environment with the head-mounted range sensing devices. It
is anticipated that results with blind users might prove even more successful
given their heightened non-visual sensory abilities, though this might vary
between users who were born blind and those who have previously experienced sight, due to differences in how the environment is visualised.
Use of electro-neural intensity to represent proportional distance was
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found to be effective and intuitively interpreted.
Wireless hardware was developed to overcome the limitations and inconveniences of the crude wired prototypes, and expanded the future potential
of the system in regards to sensor placement and resolution.
The prototype system was successfully tested by blindfolded (sighted)
users, proving its potential for facilitating spatial awareness, detection of
stationary and moving objects, obstacle avoidance and localisation.
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4

Perceiving Colour

Although environmental range readings can enable blind users to avoid obstacles and recognise their relative position by perceiving the profile of the
surrounding environment, a considerable improvement in localisation, navigation and object recognition can be achieved by incorporating colour perception into the ENVS. Colour perception is important because it can facilitate
the recognition of significant objects which can also serve as landmarks when
navigating the environment.
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4.1

Representing colours with electro-neural
signal frequencies

To encode colour perception into the ENVS, the frequency of the electrical
signals delivered to the fingers was adjusted according to the corresponding
colour sample. Two methods of achieving colour perception were investigated. The first was to represent the continuous colour spectrum with the
entire available frequency bandwidth of the ENVS signals. Thus, red objects
detected by the ENVS would be represented with low frequency signals, violet colours would be represented with high frequency signals and any colours
between these limits would be represented with a corresponding proportionate frequency. The second method was to only represent significant colours
with specific allocated frequencies via a lookup table.

4.1.1

Mapping the colour spectrum to frequency

It was found that the most useful frequencies for delivering depth and colour
information to the user via transcutaneous electro-neural stimulation were
frequencies between 10–120Hz. Frequencies above this range tended to result
in nerves becoming insensitive by adapting to the stimulation. Frequencies
below this range tended to be too slow to respond to changed input. Consequently, mapping the entire colour spectrum to the frequency bandwidth
available to the ENVS signals proved infeasible due to the limited bandwidth available. Furthermore, ENVS experiments involving detection and
delivery of all colours within a specific environment via frequencies proved
ineffective for accurate interpretation of the range and colour information.
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Rapid changes in frequency often made the intensity difficult to determine
accurately, and vice versa.

4.1.2

Using a lookup-table for familiar colours

Due to the infeasibility of mapping the entire colour spectrum to frequencies,
an eight-entry lookup table was implemented in the ENVS for mapping significant colours, selectable from the environment, to selectable frequencies.
Figure 4.1 illustrates the differences between the two mapping strategies.
“Significant” colours represent specific colours possessed by objects in the
user’s familiar environment that can aid the user in locating their position
in the environment or identifying regularly used items – for example, doors,
kitchen table, refrigerator, pets, people (i.e. skin colour), home, etc. Although these colours may be taken from regularly encountered environments,
such as the home or workplace, they are also likely to be often encountered
on objects in unfamiliar environments which can be used as landmarks to
aid in navigation.

Figure 4.1: Comparison of colour-to-frequency mapping strategies
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4.2

Colour perception experimentation

A number of experiments were conducted to determine if users could navigate
indoor environments without using the eyes, by perceiving the 3D structure of
the environment and by recognising the location of landmarks by their colour
using the ENVS. As for previous experiments, the headset covered the user’s
eyes to simulate blindness with sighted users. To avoid the possibility of
users remembering any sighted positions of objects in the environment prior
to conducting trials, users were led blindfolded some considerable distance
to the starting point of each experiment.

4.2.1

Navigating corridors

The first experiment was to determine if the ENVS users could navigate
the corridor and find the correct door leading into the laboratory from a
location in another wing of the building. Prior to conducting the trials
users were familiarised with the entrance to the laboratory and had practiced
negotiating the corridor using the ENVS.
The lab entrance was characterised by having a blue door with a red fire
extinguisher mounted on the wall to the right of the door. To the left of the
door, was a grey cabinet. The colour of the door, fire extinguisher and cabinet
were stored in the ENVS as significant colours and given distinguishable
frequencies. Figure 4.2 shows a photo of a user observing the entrance of
the laboratory with the ENVS and a corresponding screenshot of the ENVS
control panel. The level of stimulation delivered to the fingers can be seen on
the bars at the bottom-left of Figure 4.2b. As close range readings stimulate
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(a) Photograph

(b) Screenshot

Figure 4.2: ENVS user negotiating a corridor using colour information
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the fingers more than distant range readings, the finger stimulation levels felt
by the user at this instant indicate that a wall is being observed on the right.
Furthermore, the three significant colours of the door, fire extinguisher
and cabinet can also be seen in the range bars in Figure 4.2b. This indicates
that the ENVS has detected these familiar colours and is indicating this to the
user by stimulating the left middle finger, left pointer finger, both thumbs and
the right ring finger with frequencies corresponding to the detected familiar
colours.
After being familiarised with the laboratory entrance, the ENVS users
were led to a location in another wing of the building and asked to find their
way back to the lab by using only the ENVS. Users could competently negotiate the corridor, locate the laboratory entrance and enter the laboratory
unassisted and without difficulty, demonstrating the potential of this form of
colour and depth perception as an aid for the visually disabled.

4.2.2

Navigating the laboratory

Experiments were also performed within the laboratory (see Figure 4.3) to
determine if the ENVS users could recognise their location and navigate the
laboratory to the doorway without using the eyes or other blind aids. The
colours of a number of objects were encoded into the ENVS as significant
colours. These included the blue door and a red barrier stand located near
the door, as can be seen in Figure 4.3.
Before being given any navigational tasks in the laboratory, each user was
given approximately three minutes with the ENVS to become familiarised
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(a) Photograph

(b) Screenshot

Figure 4.3: ENVS user negotiating a laboratory using colour information
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with the doorway vicinity and other objects that possessed familiar colours
that were stored in the ENVS. To ensure that the starting location and
direction was unknown to the ENVS users, each user was rotated a number of
times on a swivel chair and moved to an undisclosed location in the laboratory
immediately after being fitted with the ENVS. Furthermore, the doorway
happens to be concealed from view from most positions in the laboratory
by partitions. Consequently, users had the added task of first locating their
position using other familiar coloured landmarks and the perceived profile of
the laboratory before deciding on which direction to head toward the door.
It was found that users were generally able to quickly determine their
location within the laboratory based on the perceived profile of the environment and the location of familiar objects. Subsequently, users were able to
approach the door, identify it by its familiar colour (as well as the barrier
stand near the door) and proceed to the door. Figure 4.3 shows a photo of
a user observing the laboratory door with the ENVS and a corresponding
screenshot of the ENVS control panel. The level of stimulation delivered to
the fingers and the detected familiar colours can be seen on the display at
the bottom-left of Figure 4.3b.

4.3

Colour sensing technology

When experimenting with infrared sensors rather than stereo cameras, colour
information was obtained using a miniature CMOS camera, like the one
shown in centre of the infrared headset in Figure 3.9, and colour sensors like
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the TAOS TCS230

1

and the Hamamatsu S9706 2 . These technologies pro-

vided equivalent perception of colour information to the stereo video camera
input, but with a far smaller power consumption and processing footprint.
The TAOS TCS230 sensor was found to perform poorly for this application under fluorescent lighting conditions. This sensor samples the three
colour channels in sequence, and receives inconsistent exposure to each channel due to motion or the strobe effect of fluorescent lights.
Experiments with the Hamamatsu S9706 sensor proved it to be suitable
for the ENVS if fitted with an appropriate lens to maximise the amount of
light captured. This sensor samples red, green and blue light levels simultaneously, so does not suffer from the fluorescent strobing or fast motion issues
discovered with the TAOS sensor.
The hardware prototype uses custom colour matching algorithms encoded
on a PIC

3

microprocessor, and experimental results have shown that this

sensor arrangement is capable of performing as well as stereo cameras for
this application.

1

http://www.taosinc.com/product_detail.asp?cateid=11&proid=12
http://www.sales.hamamatsu.com/en/products/solid-state-division/color_
sensors/part-s9706.php
3
http://www.microchip.com
2
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4.4

Conclusions

ENVS depth and colour detection experiments were conducted with stereo
cameras and infrared range sensors combined with various colour sensors.
Colour sensors such as the TAOS TCS230 and the Hamamatsu S9706, combined with a suitable focusing lens, were found to be comparable in performance to stereo cameras at detecting colours at distance, with less power
and processing overheads. The TAOS TCS230 sensor was found to be less
effective under fluorescent light and with moving objects.
TENS frequencies in the range of 10–120Hz were found to be effective
in resolving and communicating both the colour and range of objects to the
user to a limited extent. Attempts to resolve the colour of all objects in the
environment proved ineffective due to bandwidth limitations of the TENS
signal and confusion that can occur when both the frequency and intensity
of the TENS signal varies too often.
Encoding a limited number of colours into the ENVS with a frequency
lookup table for detecting significant coloured objects was found to be effective for both helping to identify familiar objects and facilitating navigation
by establishing the location of known landmarks in the environment.
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5

High-Level Navigation

Whilst perception of range and colour data within the immediate environment can help users to avoid collisions and identify landmarks, it does not
address the entirety of a blind person’s navigational difficulties. The visible
environment beyond the short distance detectable by range sensing hardware
should also be considered, as well as utilisation of data available from technology that human senses cannot naturally detect. For example, additional
information from GPS and compass technology could be used to facilitate
navigation in the broader environment by determining the user’s location in
relation to known landmarks and the destination.
45

To enable landmarks to be perceived by blind users, the ENVS is equipped
with a GPS unit, a digital compass and a database of landmarks. The
digital compass (Geosensory: RDCM-802 1 ) is mounted on the stereo camera
headset, as shown in Figure 5.1, and is used to determine if the user is looking
in the direction of any landmarks.

Figure 5.1: Electronic compass mounted on headset
Landmarks can be loaded from a file or entered by the user by pressing a
button on the ENVS and are associated with their GPS location and an ID
number. Landmarks are considered to be any significant object or feature
in the environment from which the user can approximate their position. A
landmark can also be a location that the user wishes to remember, for ex1

http://www.geosensory.com/rdcm-802.htm
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ample a bus stop or the location of a parked vehicle. By using the GPS unit
to obtain the user’s location, the ENVS can maintain a list of direction vectors to landmarks that are within a set radius from the user. The landmark
radius can be set to short or long range (e.g. 200–600m) by the user via a
switch on the ENVS unit.

5.1

Interpreting landmarks via TENS

When a landmark is calculated to be within the user’s vicinity (as determined
by the GPS coordinates, headset compass and the set landmark radius), the
ID of the perceived landmark is encoded into a sequence of pulses and delivered to the user via the finger which represents the direction of the landmark.
To encode the ID of a landmark, a five-bit sequence of dots and dashes carried
by a 200Hz signal is used to represent binary numbers. To avoid interfering
with the range readings of objects, which are also delivered to the fingers via
the ENVS, locations are delivered to the fingers in five-second intervals. For
example, if a landmark is detected, the user will receive range readings via
the fingers for four seconds followed by approximately one second of landmark ID information. If more than one landmark is present within the set
landmark radius and the field of view of landmarks, the landmark nearest
to the centre of the field of view will be output to the user. If there are
additional landmarks in the same region as the most central one, these are
transmitted sequentially in order of proximity.
By using five bits to represent landmark IDs, the ENVS is able to store
up to 32 locations, which proved more than adequate for experimentation.
47

The distance to the landmark is indicated by the intensity of the pulses.
Weak sensations indicate that the landmark is near to the set maximum
landmark radius. Strong sensations indicate that the landmark is only metres
away from the user. If the user has difficulty recognising landmarks by their
pulse sequence, a button is available on the ENVS unit to output the name,
distance and direction of the perceived landmark as speech.
The RDCM-802 digital compass mounted on the ENVS headset has threebit output, providing an accuracy of 22.5◦ . This low resolution was not found
to be problematic as the user could obtain higher accuracy by observing the
point at which the bearing changed whilst moving their head. Also, the eight
compass point output mapped well to the fingers for providing the user with
a wide field of view for landmarks and proved effective for maintaining spatial
awareness of landmarks.
Communicating the landmark ID to the user via the frequency of the
landmark pulse (rather than the ‘dots and dashes’ protocol) was also tested
and found to allow faster interpretation of the ID. However, this was only
effective for a small number of landmarks due to the difficulty involved in
differentiating frequencies. It was also found that the delay between providing landmark information could be extended from five seconds to ten seconds
because landmarks tend to be more distant than objects which allows spatial
awareness of landmarks to be maintained for longer periods than for nearby
objects.
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5.2

Landmark bearing protocols

A number of protocols for mapping the relative direction of landmarks to
fingers were tested. The most obvious was to simply create a direct spatial relationship between the ‘visual field’ of each of the ten fingers and the
landmark information, as shown in Figure 5.2.

Figure 5.2: GPS landmarks in visual field only

However, transmitting the landmark locations to the user periodically,
and separately to the range readings, made it unnecessary to map landmark
directions to the fingers in the same manner as used for objects. This provided the user with a greater field of view for landmarks than for objects
which proved more effective for maintaining spatial awareness of landmarks.
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Figure 5.3 illustrates one landmark perception protocol tested which allows the user to perceive the direction of landmarks within 112.5◦ of the
direction they are facing. For example, landmarks within 22.5◦ of the centre
of vision are communicated via the two index fingers simultaneously. Landmarks within the ‘peripheral vision of the user are communicated via the
appropriate pinkie finger.

Figure 5.3: 225◦ GPS perception protocol

It was found also that this perception field could effectively be extended
to 360◦ (see Figure 5.4), allowing the user to be constantly aware of landmarks in their vicinity regardless of the direction they were facing. Both
these protocols were found effective, and users demonstrated no problems
interpreting the different fields of perception.
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Figure 5.4: 360◦ GPS perception protocol

5.3

Experimental results

To test the ENVS a number of experiments were conducted within the University campus grounds, to determine the ability of users to navigate the
campus environment without any use of their eyes. The ENVS users were
familiar with the campus grounds and the landmarks stored in the ENVS and
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had no visual impairments. The headset acted as a blindfold as in previous
experiments.

5.3.1

Navigating the car park

The first experiment was performed to determine if the ENVS users could
navigate a car park and arrive at a target vehicle location that was encoded
into the ENVS as a landmark. Each user was fitted with the ENVS and
led blindfolded to a location in the car park that was unknown to them and
asked to navigate to the target vehicle using only the ENVS electro-tactile
signals. The car park was occupied to approximately 75% of its full capacity
and also contained some obstacles such as grass strips and lampposts.
Users were able to perceive and describe their surroundings and the location of the target vehicle in sufficient detail for them to be able to navigate
to the target vehicle without bumping into cars or lampposts. With practice,
users could also interpret the ENVS output without needing to extend their
hands to assist with visualisation, and could walk between closely spaced
vehicles without colliding with the vehicles.
Figure 5.5 shows a user observing two closely spaced vehicles in the car
park with the ENVS. The profile of the space between the vehicles can be
seen in the disparity map, shown in the top-right of Figure 5.5b, and in
the finger pulse bars shown at the lower-left. The highlighted bar at the
left forefinger position of the intensity display indicates that target vehicle is
located slightly to the left of where the user is looking and at a distance of
approximately 120m.
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(a) Photograph

(b) Screenshot showing the perceived vehicles and the target landmark’s
direction and distance.

Figure 5.5: ENVS user negotiating a car park
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5.3.2

Navigating the University campus

Experiments were also performed within the University campus to determine
the potential of the ENVS to enable blindfolded users to navigate the campus
without using other aids. The main test was to see if users could navigate
between two locations some distance apart (approximately 500m) and avoid
any obstacles happening to be in the way. The path was flat and contained
no stairs between the two locations. A number of familiar landmarks were
stored in the ENVS in the vicinity of the two locations.
It was found that users were able to avoid obstacles, report their approximate location and orientation, and arrive at the destination without
difficulty. Unlike the car park, the paved path was highly textured making
it clearly visible to the stereo cameras. Consequently, this delivered clearly
defined range readings of the paved path to the user via the ENVS unit as
shown in Figure 5.6.
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(a) Photograph

(b) Screenshot

Figure 5.6: ENVS user surveying a paved path in the campus environment
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In some areas, users were unable to determine where the path ended and
the grass began, using the ENVS range stimulus alone. However, this did
not cause any collisions and the users became quickly aware of the edge of
the path whenever their feet made contact with the grass. This problem
could be overcome by encoding colour into the range signals delivered to the
fingers by varying the frequency of the tactile signals.

5.4

Conclusions

To enable the user to perceive and navigate the broader environment, the
ENVS was fitted with a compass and GPS unit.
By encoding unique landmark identifiers with five-bit morse-code-style
binary signals and delivering this information to the fingers, it was shown
that the user was able to perceive the approximate bearing and distance of
up to 32 known landmarks.
It was also found that the region-to-finger mapping need not necessarily
correspond exactly with the ENVS range and colour data regions, and could
in fact be expanded to make full 360◦ perception of landmarks possible.
These experimental results demonstrate that by incorporating GPS and
compass information into the ENVS output, it may be possible for blind
users to negotiate the immediate environment and navigate to more distant
destinations without additional assistance.
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6

Haptic Perception of
Graphical User Interfaces

Given the successful real-world navigation experiments using the ENVS, it
was anticipated that the extension of the concept to the navigation of “virtual” environments (such as computer interfaces) would prove similarly effective. Similar haptic feedback principles, based on perception directed by
the head, could be applied. The same TENS glove equipment could be used
for experimentation. However, the means of sensory input and control (for
example head-mounted range sensors) would differ significantly.
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A substantial advantage of virtual environments is the elimination of sensor inaccuracies and limitations involved in determining the state of the environment. This is because the software can have a complete map available at
all times. More difficult, is accurately determining the portion of the environment toward which the user’s perception is directed during each moment in
time. Details of the custom systems developed to deliver head-pose tracking
suitable for this application can be found in Chapter 7. The interface itself
is described in the following sections.
The primary goal of the gaze-tracking 1 haptic interface is to maintain the
spatial layout of the interface so that the user can perceive and interact with
it in two-dimensions as it was intended, rather than enforcing linearisation
with the loss of spatial and format data, as is the case with screen readers.
In order to maintain spatial awareness, the user must be able to control
the “region of interest” and understand its location within the interface as
a whole. Given the advantages of keeping the hands free for typing and
perception, the use of the head as a pointing device was an obvious choice
– a natural and intuitive pan/tilt input device which is easy to control and
track for the user (unlike mouse devices).
The graphical user interface experimentation was performed using the
infrared-LED-based head-pose tracking system described in Section 7.1.
1

In this context, gaze-tracking is analogous to head-pose tracking

58

6.1

The virtual screen

Once the user’s head-pose is determined, a vector is projected through space
to determine the gaze position on the virtual screen. The main problems
lie in deciding what comprises a screen element, how screen elements can be
interpreted quickly, and the manner by which the user’s gaze passes from one
screen element to another. Two approaches to solving these problems were
tested as explained in the following sections.

6.2

Gridded desktop interface

The initial experiments involved the simulation of a typical “desktop” interface, comprising a grid of file/directory/application icons at the “desktop”
level, with cascading resizable windows able to “float” over the desktop (see

Figure 6.1: Experimental desktop grid interface
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Figure 6.1). The level of the window being perceived (from frontmost window
to desktop-level) was mapped to the intensity of haptic feedback provided to
the corresponding finger, so that “depth” could be conveyed in a similar fashion to the ENVS. The frequency of haptic feedback was used to convey the
type of element being perceived (file/folder/application/control/empty cell).
Figure 6.2 illustrates the mapping between adjacent grid cells and the user’s
fingers. The index fingers were used to perceive the element at the gaze point,
while adjacent fingers were optionally mapped to neighbouring elements to
provide a form of peripheral perception. This was found to enable the user
to quickly acquire a mental map of the desktop layout and content. By gazing momentarily at an individual element, the user could acquire additional
details such as the file name, control type, etc. via synthetic speech output
or Braille text on a refreshable display.
A problem discovered early in experimentation with this interface was
the confusion caused when the user’s gaze meandered back and forth across

Figure 6.2: Mapping of fingers to grid cells
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cell boundaries, as shown in Figure 6.3. To overcome this problem, a subtle
auditory cue was provided when the gaze crossed boundaries to make the user
aware of the grid positioning, which also helped to distinguish contiguous
sections of homogeneous elements. In addition, a stabilisation algorithm was
implemented to minimise the number of incidental cell changes as shown in
Figure 6.3.

Figure 6.3: Gaze travel cell-visiting sequence unstabilised (left) and with
stabilisation applied (right)
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6.2.1

Zoomable web browser interface

With the ever-increasing popularity and use of the World Wide Web, a webbrowser interface is arguably more important to a blind user than a desktop
or file management system. Attempting to map web pages into grids similar
to the desktop interface proved difficult due to the more free-form nature
of interface layouts used. Small items such as radio buttons were forced to
occupy an entire cell, thus beginning to lose the spatial information critical
to the system’s purpose. The grid was therefore discarded altogether, and
the native borders of the HyperText Markup Language (HTML) elements
used instead.
Web pages can contain such a wealth of tightly-packed elements, however,
that it can take a long time to scan them all and find what you are looking
for. To alleviate this problem, the system takes advantage of the natural
Document Object Model (DOM) element hierarchy inherent in HTML and
“collapses” appropriate container elements to reduce the complexity of the
page. For example, a page containing three bulleted lists, each containing
text and links, and two tables of data might easily contain hundreds of elements. If, instead of rendering all of these individually, they are simply
collapsed into the three tables and two lists, the user can much more quickly
perceive the layout, and then opt to “zoom” into whichever list or table interests them to perceive the contained elements (see Figures 6.4a and 6.4b
for another example).
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(a) Raw page

(b) Collapsed page

Figure 6.4: Example of collapsing a web page for faster perception
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The experimental interface has been developed as an extension for the
Mozilla Firefox web browser 2 , and uses the BRLTTY
nication and Orca

4

3

for Braille commu-

for speech synthesis. It uses JavaScript to analyse the

page structure and coordinate gaze-interaction in real-time. Communication
with the Braille display (including input polling) is performed via a separate
Java application.

6.3

Haptic output

A number of modes of haptic output were trialled during experimentation, including glove-based electro-tactile stimulation, vibro-tactile actuators, wireless TENS patches and refreshable Braille displays. The following sections
discuss the merits and shortcomings of each system.

6.3.1

Electro-tactile stimulation

The wired and wireless TENS interfaces developed for mobile ENVS usage
were also able to be used for stationary perception of virtual environments.
This interface proved effective in experimentation and allowed the user’s
fingers to be free to use the keyboard (see Figure 6.5). However, being
physically connected to the TENS unit proved inconvenient for general use.
2

http://www.mozilla.com/firefox/
http://mielke.cc/brltty/
4
http://live.gnome.org/Orca
3
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Figure 6.5: Wired TENS system

6.3.2

Vibro-tactile interface

Although the TENS interface is completely painless, it still requires wireless TENS electrodes to be placed on the skin in a number of places which
can be inconvenient. To overcome this problem, and to trial another mode
of haptic communication, a vibro-tactile keyboard interface was proposed,
as illustrated in Figure 6.6. This device integrates vibro-tactile actuators,
constructed from speakers capable of producing vibration output of the frequency and amplitude specified by the system, analogous to the TENS pulsetrain output.
This system has clear advantages over the TENS interface. Firstly, the
user is not “attached” to the interface and can move around as they please.
Furthermore, no TENS electrodes need to be worn, and users are generally
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more comfortable with the idea of vibration feedback than electrical stimulation.
Whilst this interface was found to be capable of delivering a wide range
of sensations, the range and differentiability of TENS output was superior.
Furthermore, the TENS interface allows users to simultaneously perceive and
use the keyboard, whilst the vibro-tactile keyboard would require movement
of the fingers between the actuators and the keys.

Figure 6.6: Vibro-tactile keyboard design

6.3.3

Refreshable Braille display

Experimentation was also performed to assess the potential of refreshable
Braille displays for haptic perception. This revolved mainly around a Papenmeier BRAILLEX EL 40s [67] as seen in Figure 6.7. It consists of 40
eight-dot Braille cells, each with an input button above, a scroll button at
either end of the cell array, and an “easy access bar” (joystick-style bar)
across the front of the device. This device was found to be quite versatile,
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and capable of varying the “refresh-rate” up to 25Hz.

Figure 6.7: Papenmeier BRAILLEX EL 40s refreshable Braille display

A refreshable Braille display can be used in a similar fashion to the TENS
and electro-tactile output arrays for providing perception of adjacent elements. Each Braille cell has a theoretical output resolution of 256 differentiable pin combinations. Given that the average user’s finger width occupies
two to three Braille cells, multiple adjacent cells can be combined to further
increase the per-finger resolution.
Whilst a blind user’s highly tuned haptic senses may be able to differentiate so many different dot-combinations, sighted researchers have significant
difficulty doing so without extensive training. The preliminary experimentation adopted simple “glyphs” for fast and intuitive perception. Figure 6.8
shows some example glyphs representing HTML elements for web page perception.
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Figure 6.8: Example glyphs – link, text, text

A further advantage of using a Braille display is the ability to display
element details using traditional Braille text. Suitably trained users are
able to quickly read Braille text rather than listening to synthetic speech
output. Experimentation has shown that using half the display for elementtype perception using glyphs and the other half for instantaneous reading of
further details of the central element using Braille text is an effective method
of quickly scanning web pages and other interfaces (see Figure 6.9).

Figure 6.9: Braille text displaying details of central element

The Papenmeier “easy access bar” has also proven to be a valuable asset
for interface navigation. In the prototype browser, vertical motions allow
the user to quickly “zoom” in or out of element groups (as described in
Section 6.2.1), and horizontal motions allow the display to toggle between
“perception mode” and “reading” mode once a element of significance has
been discovered.
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6.4

Results

This research involved devising and testing a number of human–computer
interaction paradigms capable of enabling the two-dimensional screen interface to be perceived without use of the eyes. These systems involve head-pose
tracking for obtaining the gaze position on a virtual screen, and various methods of receiving haptic feedback for interpreting screen content at the gaze
position.
Preliminary experimental results have shown that using the head as an
interface pointing device is an effective means of selecting screen regions
for interpretation, and for manipulating screen objects without use of the
eyes. When combined with haptic feedback, a user is able to perceive the
location and approximate dimensions of the virtual screen, as well as the
approximate locations of objects located on the screen after briefly browsing
over the screen area.
The use of haptic signal intensity to perceive window edges and their layer
is also possible to a limited extent with the TENS interface. After continued
use, users were able to perceive objects on the screen without any use of the
eyes, differentiate between files, folders and controls based on their signal
frequency, locate specific items and drag and drop items into open windows.
With practice, users were also able to operate pull-down menus and move
and resize windows without sight.
The interpretation of screen objects involves devising varying haptic feedback signals for identifying different screen objects. Learning to identify various screen elements based on their haptic feedback proved time consuming
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on all haptic feedback devices. However, this learning procedure can be facilitated by providing speech or Braille output to identify elements when they
are ‘gazed’ at for a brief period.
As far as screen element interpretation was concerned, haptic feedback
via the Braille display surpassed the TENS and vibro-tactile interfaces. This
was mainly because the pictorial nature of glyphs used is more intuitive to
inexperienced users. It is also possible to encode more differentiable elements
by using two Braille cells per finger. The advantages of the Braille interface
would be presumably even more pronounced for users with prior experience
in Braille usage.
Preliminary experiments with the haptic web browser also demonstrated
promising results. For example, users were given the task of using a search
engine to find the answer to a question without sight. They showed that they
were able to locate the input form element with ease and enter the search
keywords. They were also able to locate the search results, browse over them
and navigate to web pages by clicking on links at the gaze position. Furthermore, users could describe the layout of unfamiliar web pages according to
where images, text, links, etc. were located.
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6.5

Conclusions

This work presents a novel, haptic head-pose tracking computer interface that
enables the two-dimensional screen interface to be perceived and accessed
without any use of the eyes.
Three haptic output paradigms were tested, namely: TENS, vibro-tactile
and a refreshable Braille display. All three haptic feedback methods proved
effective to varying degrees. The Braille interface provided greater versatility
in terms of rapid identification of screen objects. The TENS system provided
improved perception of depth (for determining window layers). The vibrotactile output proved convenient but with limited resolution.
Preliminary experimental results have demonstrated that considerable
screen-based interactivity is able to be achieved with haptic gaze-tracking
systems including point-and-click and drag-and-drop manipulation of screen
objects. The use of varying haptic feedback can also allow screen objects at
the gaze position to be identified and interpreted. Furthermore, the preliminary experimental results using the haptic web browser demonstrate that
this means of interactivity holds potential for improved human–computer
interactivity for the blind.
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7

Head-Pose Tracking

Providing consistent, effective and intuitive perception of virtual environments, using the interface described in the previous chapter, requires accurate
detection and tracking of the user’s “head pose”. Since none of the available
head-pose tracking systems were found to be suitable for this application,
customised systems were built, as explained below.
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7.1

Simple, robust and accurate head-pose
tracking using a single camera

Tracking the position and orientation of the head in real time is finding
increasing application in avionics, virtual reality, augmented reality, cinematography, computer games, driver monitoring and user interfaces for the
disabled. Although many head-pose tracking systems and techniques have
been developed, existing systems either added considerable complexity and
cost, or were not accurate enough for the application. For example, systems
described in [30], [38] and [64] use feature detection and tracking to monitor the position of the eyes, nose and/or other facial features in order to
determine the orientation of the head. Unfortunately these systems require
considerable processing power, additional hardware or multiple cameras to
detect and track the facial features in 3D space. Although monocular systems (like [30], [38] and [92]) can reduce the cost of the system, they generally
performed poorly in terms of accuracy when compared with stereo or multicamera tracking systems [64]. Furthermore, facial feature tracking methods
introduce inaccuracies and the need for calibration or training into the system due to the inherent image processing error margins and diverse range of
possible facial characteristics of different users.
To avoid the cost and complexity of facial feature tracking methods a
number of head-pose tracking systems have been developed that track LEDs
or infrared reflectors mounted on the user’s helmet, cap or spectacles (see
[63], [17], [18], and [29] ). However the pointing accuracy of systems utilising
reflected infrared light [63] was found to be insufficient for this research.
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The other LED-based systems, like [17], [18], and [29], still require multiple
cameras for tracking the position of the LEDs in 3D space which adds cost
and complexity to the system as well as the need for calibration.
In order to track head-pose with high accuracy whilst minimising cost
and complexity, methods were researched for pinpointing the position of infrared LEDs using an inexpensive USB camera and efficient algorithms for
estimating the 3D coordinates of the LEDs based on known geometry. The
system is comprised of a single low-cost USB camera and a pair of spectacles fitted with three battery-powered LEDs concealed within the spectacle
frame. Judging by the experimental results, the system appears to be the
most accurate low-cost head-pose tracking system developed to date. Furthermore, it is robust and requires no calibration. Experimental results are
provided, demonstrating head-pose tracking accurate to within 0.5◦ when the
user is within one meter of the camera.

7.1.1

Hardware

The prototype infrared LED-based head-pose tracking spectacles is shown in
Figure 7.1a. Figure 7.1b shows the experimental rig, which incorporates a
laser pointer (mounted below the central LED) for testing the ‘gaze’ accuracy.
The baseline distance between the outer LEDs is 147mm; the perpendicular
distance of the front LED from the baseline is 42mm.
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(a) Prototype LED spectacles

(b) LED testing rig

Figure 7.1: Infrared LED hardware
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Although the infrared light cannot be seen with the naked eye, the LEDs
appear quite bright to a digital camera. The experiments were carried out
using a low-cost, standard ‘Logitech QuickCam Express V-UH9’ USB camera 1 , providing a maximum resolution of 640x480 pixels with a horizontal
lens angle of approximately 35◦ . The video data captured by this camera
is quite noisy, compared with more expensive cameras, though this proved
useful for testing the robustness of the system. Most visible light was filtered
out by fitting the lens with a filter comprising several layers of fully-exposed
colour photographic negative. Removal of the camera’s internal infrared filter was found to be unnecessary. This filtering, combined with appropriate
adjustments of the brightness, contrast and exposure settings of the camera,
allowed the raw video image to be completely black, with the infrared LEDs
appearing as bright white points of light. Consequently the image processing
task is simplified considerably.
The requirement of the user to wear a special pair of spectacles may
appear undesirable when compared to systems which use traditional image
processing to detect facial features. However, the advantage of being a robust, accurate and low-cost system which is independent of individual facial
variations, plus the elimination of any training or calibration procedures can
outweigh any inconvenience caused by wearing special spectacles. Furthermore, the LEDs and batteries could be mounted on any pair of spectacles,
headset, helmet, cap or other head-mounted accessory, provided that the
geometry of the LEDs is entered into the system.

1

http://www.logitech.com/en-us/support/webcams/legacy-devices/3403
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7.1.2

Processing

The data processing involved in the system comprises two stages:
1. determining the two-dimensional LED image blob coordinates, and
2. the projection of the two-dimensional points into three-dimensional
space to derive the real-world locations of the LEDs in relation to the
camera.

Blob tracking
Figure 7.2a shows an example raw video image of the infrared LEDs which
appear as three white blobs on a black background.
The individual blobs are detected by scanning the image for contiguous regions of pixels over an adjustable brightness threshold. Initially, the
blobs were converted to coordinates simply by calculating the centre of the
bounding-box; however the sensitivity of the three-dimensional transformations to even single-pixel changes proved this method to be unstable and
inaccurate. Consequently a more accurate method was adopted — calculating the centroid of the area using the intensity-based weighted average of
the pixel coordinates, as illustrated in Figure 7.2b. This method provides a
surprisingly high level of accuracy even with low-resolution input and distant
LEDs.

78

(a) Raw video input (showing the infrared LEDs at close range – 200mm)

(b) Example LED blob (with centroid marked) and corresponding intensity data

Figure 7.2: Infrared blob-tracking
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Head-pose calculation
Once the two-dimensional blob coordinates have been calculated, the points
must be projected back into three-dimensional space in order to recover the
original LED positions. Solving this problem is not straightforward. Figure 7.3 illustrates the configuration of the problem. The camera centre (C)
is the origin of the coordinate system, and it is assumed to be facing directly
down the z-axis. The ‘gaze’ of the user is projected onto a ‘virtual screen’
which is also centred on the z-axis and perpendicular to it. The dimensions
and z-translation of the virtual screen are controllable parameters and do not
necessarily have to correspond with a physical computer screen, particularly
for blind users and virtual reality applications. In fact, the virtual screen
can be easily transformed to any size, shape, position or orientation relative
to the camera. Figure 7.3 also displays the two-dimensional image plane,
scaled for greater visibility. The focal length (z) of the camera is required
to perform the three-dimensional calculations. The LED points are labelled
L, R and F (left, right and front respectively, ordered from the camera’s
point of view). Their two-dimensional projections onto the image plane are
labelled l, r and f . L, R and F must lie on vectors from the origin through
their two-dimensional counterparts.
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Figure 7.3: Perspective illustration of the virtual screen (located at the camera centre), the 2D image plane, the 3D LED model and its projected ‘gaze’

Given knowledge of this model, the exact location of the LEDs along the
projection rays can be determined. The front LED is equidistant to the outer
LEDs, thus providing Equation 7.1.

d(L, F ) = d(R, F )

(7.1)

The ratio r between these distances and the baseline distance are also
known.

d(L, F ) = rd(L, R)
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(7.2)

These constraints are sufficient for determining a single solution orientation for the model. Once the orientation has been calculated, the exact
physical coordinates of the points can be derived, including the depth from
the camera, by utilising the model measurements (provided in Section 7.1.1).
The distance of the model from the camera is irrelevant for determining
the model’s orientation, since it can simply be scaled in perspective along the
projection vectors. Thus it is feasible to fix one of the points at an arbitrary
location along its projection vector, calculate the corresponding coordinates
of the other two points, and then scale the solution to its actual size and
distance from the camera.
Parametric equations can be used to solve the problem. Thus the position
of point L is expressed as:
Lx = tlx

(7.3a)

Ly = tly

(7.3b)

Lz = tz

(7.3c)

Since z is the focal length, a value of 1 for the parameter t will position L
on the image plane.
Thus there are only three unknowns — the three parameters of the LED
points on their projection vectors. In fact one of these unknowns is eliminated, since the location of one of the points can be fixed — in this solution,
the location of R was fixed at depth Rz = z, thus making its x- and y82

coordinates equal to rx and ry respectively.
The position of the point F is expressed as:

Fx = ufx

(7.4a)

Fy = ufy

(7.4b)

Fz = uz

(7.4c)

Substituting these six parametric coordinate equations for L and F into
Equation 7.1 yields:
q

(tlx − vi)2 + (tly − vj)2 + (tz − vz)2 =

q

(rx − ufx )2 + (ry − ufy )2 + (z − uz)2
(7.5)

which can be rewritten as:

u(t) =

z 2 (t2 − 1) + lx 2 t2 + ly 2 t2 − rx 2 − ry 2
2(z 2 (t − 1) + lx fx t + ly fy t − rx fx − ry fy )
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(7.6)
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Figure 7.4: Relationship between parameters t and u

Figure 7.4 shows a plot of Equation 7.6. It should be noted that the asymptote is at:
t=

rx fx + ry fy + z 2
lx fx + ly fy + z 2

(7.7)

and that the function has a root after the asymptote.
Now the point on the front-point projection vector which is equidistant
to L and R can be calculated, given a value for t. Of course, not all of these
points are valid — the ratio constraint specified in Equation 7.2 must be
satisfied. Thus it is necessary to also calculate the dimensions of the triangle
formed by the three points and find the parameter values for which the ratio
matches the model.
The baseline distance of the triangle is given by Equation 7.8 and plotted
in Figure 7.5.

b(t) =

q

(rx − tlx )2 + (ry − tly )2 + (z − tz)2
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(7.8)
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Figure 7.5: Triangle baseline distance

The height of the triangle is given by:

h(t) =

q

((u(t)fx − tlx )2 + (u(t)fy − tly )2 + (u(t)z − tz)2 ) − (b(t)/2)2

(7.9)
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Figure 7.6: Triangle height

Figure 7.6 shows a plot of Equation 7.9. It should be noted that this
function, since it is dependent on u(t), shares the asymptote defined in Equation 7.7.
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Figure 7.7: Triangle height/baseline ratio

At this stage the actual baseline distance or height of the triangle is not
relevant — only their relationship. Figure 7.7 shows a plot of h(t)/b(t). This
function has a near-invisible ‘hump’ just after it reaches its minimum value
after the asymptote (around t = 1.4 in this case). This graph holds the key
to the solution, and can reveal the value of t for which the triangle has a ratio
which matches the model. Unfortunately, it is too complex to be analytically
inverted, thus requiring root-approximation techniques to find the solution
values. Thankfully, the solution range can be further reduced by noting two
more constraints inherent in the problem.
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Firstly, only solutions in which the head is facing toward the camera are
relevant. Rearward facing solutions are considered to be invalid as the user’s
head would obscure the LEDs. Thus the addition of the constraint that:

Fz < Mz

(7.10)

where M is the midpoint of line LR. This can be restated as:

u(t)fz < (tlz + z)/2
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Figure 7.8: z-coordinates of F and M
Figure 7.8 shows the behaviour of the z-coordinates of F and M as t varies.
It can be seen that Equation 7.10 holds true only between the asymptote and
the intersection of the two functions. Thus these points form the limits of
the values for t which are of interest. The lower-limit allows disregarding
all values of t less than the asymptote, while the upper-limit crops the ratio
function nicely to avoid problems with its ‘hump’. What remains is a nicely
behaved, continuous piece of curve on which to perform root approximation.
The domain could be further restricted by noting that not only rearward87

facing solutions are invalid, but also solutions beyond the rotational range
of the LED configuration; that is, the point at which the front LED would
occlude one of the outer LEDs. The prototype LED configuration allows
rotation (panning) of approximately 58◦ to either side before this occurs.
The upper-limit (intersection between the Fz and Mz functions) can be
expressed as:

t≤

−S −

q

−4(−lx 2 − ly 2 + lx fx + ly fy ) (rx 2 + ry 2 − rx fx − ry fy ) + S 2
2(−lx 2 − ly 2 + lx fx + ly fy )
(7.12)

where S = fx (lx − rx ) + fy (ly − ry ).
Note that this value is undefined if lx and ly are both zero (l is at the
origin) or one of them is zero and the other is equal to the corresponding
f coordinate. This follows from the degeneracy of the parametric equations
which occurs when the projection of one of the control points lies on one or
both of the x- and y-axes. Rather than explicitly detecting this problem and
solving a simpler equation for the specific case, all two-dimensional coordinates were instead jittered by a very small amount so that they will never
lie on the axes.
The root approximation domain can be further reduced by noting that all
parameters should be positive so that the points cannot appear behind the
camera. Note that the positive root of Equation 7.6 (illustrated in Figure 7.4)
is after the asymptote. Since u must be positive, this root can be used as
the new lower-limit for t. Thus the lower-limit is now:
s

t≥

rx 2 + ry 2 + z 2
lx 2 + ly 2 + z 2
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(7.13)
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Figure 7.9: Triangle ratio graph with limits displayed

Figure 7.9 illustrates the upper and lower limits for root-approximation in
finding the value of t for which the triangle ratio matches the model geometry.
Once t has been approximated, u can be easily derived using Equation 7.6,
and these parameter values substituted into the parametric coordinate equations for L and F . Thus the orientation has been derived. The solution can
now be simply scaled to the appropriate size using the dimensions of the
model. This provides accurate three-dimensional coordinates for the model
in relation to the camera. Thus the user’s ‘gaze’ (based on head-orientation)
can be projected onto a ‘virtual screen’ positioned relative to the camera.

7.1.3

Experimental results

Even using as crude a method of root-approximation as the bisection method,
the prototype system implemented in C++ on a 1.3GHz Pentium processor
took less than a microsecond to perform the entire three-dimensional transformation, from two-dimensional coordinates to three-dimensional head-pose
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coordinates. The t parameter was calculated to 10-decimal-place precision,
in approximately 30 bisection iterations.
To test the accuracy of the system, the camera was mounted in the centre
of a piece of board measuring 800x600mm. A laser-pointer was mounted just
below the centre LED position to indicate the ‘gaze’ position on the board.
The system was tested over a number of different distances, orientations and
video resolutions. The accuracy was monitored over many frames in order to
measure the system’s response to noise introduced by the dynamic camera
image. Table 7.1 and Figure 7.10 report the variation in calculated ‘gaze’
x- and y-coordinates when the position of the spectacles remained static.
Note that this variation increases as the LEDs are moved further from the
camera, because the resolution effectively drops as the blobs become smaller
(see Table 7.2). This problem could be avoided by using a camera with optical
zoom capability providing the varying focal length could be determined.
Resolution
Distance (mm)
Avg. x-error
Max. x-error
Avg. y-error
Max. y-error

500
0.09◦
0.13◦
0.14◦
0.22◦

320x240 pixels
1000 1500
0.29◦ 0.36◦
0.40◦ 0.57◦
0.32◦ 0.46◦
0.46◦ 0.69◦

2000
1.33◦
2.15◦
2.01◦
2.86◦

500
0.08◦
0.12◦
0.10◦
0.15◦

640x480 pixels
1000 1500
0.23◦ 0.31◦
0.34◦ 0.46◦
0.20◦ 0.38◦
0.29◦ 0.54◦

2000
0.98◦
1.43◦
1.46◦
2.15◦

Table 7.1: Horizontal and vertical ‘gaze’ angle (degrees) resolution
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Figure 7.10: ‘Gaze’ angle resolution graphs

640x480 pixels
320x240 pixels

500mm 1000mm 1500mm 2000mm
20
13
10
8
7
5
4
3

Table 7.2: LED ‘blob’ diameters (pixels) at different resolutions and camera
distances

To ascertain the overall accuracy of the system’s ‘gaze’ calculation, the
LEDs were aimed at fixed points around the test board using the laser
pointer, and the calculated gaze coordinates were compared over a number of
repetitions. The test unit’s base position, roll, pitch and yaw were modified
slightly between readings to ensure that whilst the laser gaze position was
the same between readings, the positions of the LEDs were not. The averages and standard deviations of the coordinate differences were calculated,
and found to be no greater than the variations caused by noise reported in
Table 7.1 and Figure 7.10 at the same distances and resolutions. Consequently it can be deduced that the repeatability accuracy of the system is
approximately equal to, and limited by, the noise introduced by the sensing
device.
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As an additional accuracy measure, the system’s depth resolution was
measured at a range of distances from the camera. As with the ‘gaze’ resolution, the depth resolution was limited by the video noise. In each case, the
spectacles faced directly toward the camera. These results are tabulated in
Table 7.3.
Distance (mm)
500
1000
1500
2000
Accuracy at 320x240 pixels ±0.3mm ±2mm
±5mm ±15mm
Accuracy at 640x480 pixels ±0.15mm ±1.5mm ±3mm ±10mm
Table 7.3: Distance from Camera Calculation Resolution

7.1.4

Summary

The experimental results demonstrate that the proposed LED-based headpose tracking system is very accurate considering the quality of the camera
used for the experiments. At typical computer operating distances the accuracy is within 0.5◦ using an inexpensive USB camera. If longer range
or higher accuracy is required a higher quality camera could be employed.
The computational cost is also extremely low, at less than one microsecond
processing time per frame on an average personal computer for the entire
three-dimensional calculation. The system can therefore easily keep up with
whatever frame rate the video camera is able to deliver. The system is independent of the varying facial features of different users, needs no calibration
and is immune to changes in illumination. It even works in complete darkness. This is particularly useful for human–computer interface applications
involving blind users as they have little need to turn on the room lights.
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Other applications include scroll control of head-mounted virtual reality displays, or any application where the head position and orientation is to be
monitored.

7.2

Time-of-flight camera technology

The infrared LED tracking solution indeed proved highly accurate and extremely low-cost, however requiring the user to wear tracking spectacles was
far from ideal. A more recent development in sensor technology presented
an opportunity to maintain the high level of accurancy without requiring a
tracking target with known geometry: time-of-flight cameras.

7.2.1

The SwissRanger

In 2006, Swiss company MESA Imaging announced the release of the SR3000 “SwissRanger” time-of-flight camera [61]. The camera (pictured in
Figure 7.11) is surrounded by infrared LEDs which illuminate the scene,
and allows the depth of each pixel to be measured based on the time of
arrival of the frequency modulated infrared light in real-time. Thus, for each
frame it is able to provide a depth map in addition to a standard greyscale
amplitude image (see examples in Figure 7.12). The amplitude image is
based on reflected infrared light, and therefore is not affected by external
lighting conditions.
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Figure 7.11: SwissRanger SR-3000
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(a) SR-3000 amplitude image

(b) Depth map

Figure 7.12: Sample amplitude image and corresponding depth map
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Despite the technological breakthrough that the SwissRanger has provided, it has a number of limitations. The sensor is QCIF (Quarter Common
Intermediate Format, 176x144 pixels), so the resolution of the data is low.
The sensor also has a limited ‘non-ambiguity range’ before the signals get
out of phase. At the standard 20MHz frequency, this range is 7.5 metres.
However, given the comparatively short-range nature of the application, this
limitation does not pose a problem for the head-pose tracking system. The
main limitation of concern is noise associated with rapid movement. The
SR-3000 sensor is controlled as a so-called one-tap sensor. This means that
in order to obtain distance information, four consecutive exposures have to
be performed. Fast moving targets in the scene may therefore cause errors
in the distance calculations; see [62]. Whilst the accuracy of a depth map
of a relatively stationary target is quite impressive (see Figure 7.13a), the
depth map of a target in rapid motion is almost unusable by itself (see Figure 7.13b). This problem may be overcome to a considerable extent by using
a combination of median filtering, time fusion and by combining the intensity
image data with the depth map.
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(a) Stationary subject

(b) Subject in motion

Figure 7.13: SwissRanger point clouds
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7.2.2

Overview

The system is required to be able to track an arbitrary human face. The
diverse range of faces, hairstyles and accessories makes this task considerably difficult. A feature-based approach would require the availability of at
least three identifiable features in order to obtain an unambiguous threedimensional orientation. For example, locating the eyes and nose would be
sufficient to calculate the orientation. However the user’s eyes may not always be visible to the camera, especially if the user is wearing sunglasses or
spectacles. The ears could be used, however they may not be visible if the
user has long hair. Both the eyes and ears could also be partially occluded
from the camera when the user is looking away from the camera. The edges of
the mouth could be used, though they can change with the facial expression,
and could be obscured by facial hair. Likewise the chin or jaw-line (which are
very easily detected in a depth map) cannot be guaranteed to be available on
all users. Furthermore, a user may have a combination of feature-obscuring
characteristics (e.g. long hair, facial hair, glasses, etc.).
Consequently, the most universally available and identifiable feature on
the human face is the nose, for a number of reasons. Firstly, it is rarely
obscured. Secondly, if it is occluded the user can be assumed to be facing
away from the camera. Thirdly, it is advantageously positioned near the
centre of the face on an approximate axis of symmetry. Other researchers
also consider the nose to be important in facial tracking, e.g. [23, 91], and
have devised systems to reliably detect the nose in both amplitude and depth
images [23, 26]. The ‘tip’ of the nose (furthest protrusion from face) is
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considered to be the most important point in this system.
Although the nose can be considered to be the best facial feature to
track due to its availability and universality, more than this single feature
is needed to obtain the orientation of the face in three-dimensional space.
One approach would be to use an algorithm such as Iterative Closest Point
(ICP) [2] to match the facial model obtained in the previous frame with the
current frame. This method may work but is expensive to do in real time. It
may also fail if the head moves too quickly or if some frames are noisy and
the initial fit is a considerable distance from optimal.
Alternatively, an adaptive feature selection algorithm could be formulated which automatically detects identifiable features within the depth map
or amplitude image (or ideally a combination of the two) in order to detect additional features which can be used to perform matching. Here, a
redundant set of features could theoretically provide the ability to match the
orientation between two models with high accuracy. In practice however,
the low resolution of the SwissRanger camera combined with the noisy nature of the depth map have caused this approach to prove unsuccessful. The
features obtained in such an adaptive feature selection algorithm would also
need to be coerced to conform to the target spacial configuration. To overcome these difficulties, a novel approach was developed that simplified the
feature selection process whilst simultaneously removing the need for spatial
coercion.
The premise is relatively simple: with only one feature so far (i.e. the
nose tip) more are required, preferably of a known spatial configuration. Intersecting the model with a sphere of radius r centred on the nose feature
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results in an intersection profile containing all points on the model which
are r units away from the central feature, as shown in Figure 7.14. Because
of the spherical nature of the intersection, the resulting intersection profile is completely unaffected by the orientation of the model, and thus ideal
for tracking purposes. It could simply be analysed for symmetry, if it were
safe to assume that the face is sufficiently symmetrical and that the central
feature lies on the axis of symmetry, and an approximate head-pose could
be calculated based on symmetry alone. However, given that many human
noses are far from symmetrical, and up to 50% of the face may be occluded
due to rotation, this approach will not always succeed. But if the model is
saved from the first frame, spherical intersections can be used to match it
against subsequent frames and thus obtain the relative positional and rotational transformation. Multiple spherical intersections can be performed to
increase the accuracy of the system.
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Figure 7.14: Illustration of tracing a spherical intersection profile starting
from the nose tip

Subsequently, the orientation matching problem is now reduced to that
of aligning paths on spherical surfaces. This can be performed using ICP
or a similar alignment optimisation algorithm. A good initial fit can be
performed regardless of the orientation by simply optimising the alignment
of the latitudinal extrema of the profiles (i.e. the top-most and bottom-most
points). These should always be present, because at least 50% of the face is
visible. If not, their absence can be easily detected by the fact that they lie on
the end-points of the path, thus indicating that the latitudinal traversal was
cut short. The latitudinal extrema are reliable features of the intersection
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profile due to the ‘roll’ rotational limits of the human head.
After having matched a subsequent 3D model to the position and orientation of the previous one, additional data becomes available. If the orientation
of the face has changed, some regions that were previously occluded (e.g. the
far-side of the nose) may now be visible. Thus, merging the new 3D data
into the existing 3D model improves the accuracy of subsequent tracking.
Consequently, with every new matched frame, more data is added to the
target 3D model making it into a continuously evolving mesh.
To prevent the data comprising the 3D model from becoming too large,
the use of polygonal simplification algorithms is proposed to adaptively reduce the complexity of the model. If a sufficient number of frames indicate
that some regions of the target model are inaccurate, points can be adaptively moulded to match the majority of the data, thus filtering out noise,
occlusion, expression changes, etc. In fact, regions of the model can be identified as being rigid (reliably robust) or noisy / fluid (such as hair, regions
subject to facial expression variation, etc.) and appropriately labelled. Thus,
matching can be performed more accurately by appropriately weighting the
robust areas of the 3D model.
This approach to head pose tracking depends heavily on the accuracy of
the estimation of the initial central feature point (i.e. the nose tip). If this
is offset, the entire intersection profile changes. Fortunately, the spherical
intersection profiles themselves can be used to improve the initial central
point position. By using a hill climbing approach in three-dimensional space,
the central point can be adjusted slightly in each direction to check for a more
accurate profile match. This will converge upon the best approximation of
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the target centre point provided the initial estimate is relatively close to the
optimal position.
Furthermore, the system can be used to differentiate or identify users.
Each evolving mesh can be stored in a database, and a new model can be
generated for a face which does not sufficiently match any existing models.
Due to the simplified nature of spherical intersection profile comparisons,
a database of faces can be searched with considerable efficiency. Spherical
intersection profiles for each model could also be cached for fast searching.

7.2.3

Preprocessing

Several steps are used to prepare the acquired data for processing.

Median Filtering
As discussed in Section 7.2.1, the SwissRanger depth map is subject to considerable noise, particularly if the subject is in motion. Median filtering is
applied to reduce the effects of noise in the depth map. The amount of noise
in the depth map is also measured to identify frames which are likely to
produce inaccurate results due to excessive noise.

Distance and amplitude thresholds
Some cross-correlation with the amplitude image can help eliminate erroneous data in the depth map. For example, pixels in the depth map which
correspond to zero values in the amplitude image (most frequently found
around the edges of objects) are likely to have been affected by object mo103

tion, and can be filtered out. Minimum and maximum distance thresholds
can also be applied to the depth map to eliminate objects in the foreground
or background.

Region of interest
Whilst the user’s torso can be of some value to a head-pose tracking application, it is generally desirable to perform calculations based solely upon
the facial region of the images. Identifying the facial region robustly is nontrivial. The initial prototype system performed accurate jaw-line detection
based on the greatest discontinuity in each column of the depth map in order
to separate the head from the body. This approach sometimes failed due
to extreme head rotation, excessive noise, presence of facial hair, occlusion,
etc. Consequently, a more robust approach was developed using a simple
bounding-box. Given that a depth map is available, it is straightforward to
determine the approximate distance of the user from the camera. This is
achieved by sampling the first n non-empty rows in the depth map (the top
of the user’s head) and then calculating the average depth. By taking the
approximate distance of the user’s head, and anthropometric statistics [69],
the maximum number of rows the head is likely to occupy within the images
can be determined. The centroid of the depth map pixels within these rows
is then calculated, and a region of interest of the appropriate dimensions
is centred on this point (see Figure 7.15). This method has proved 100%
reliable in all sample sequences recorded to date.
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Figure 7.15: Example facial region-of-interest

7.2.4

Nose tracking

Once the acquired data has been preprocessed, the central feature must be
found in order to localise the models in preparation for orientation calculations. The rationale for choosing the nose tip as the central feature was
discussed in Section 7.2.2. As Gorodnichy points out [23], the nose tip can
be robustly detected in an amplitude image by assuming it is surrounded
by a spherical Lambertian surface of constant albedo. However, using a
SwissRanger sensor provides an added advantage. Since the amplitude im-

105

age is illuminated solely by the integrated infrared light source, calculating
complex reflectance maps to handle differing angles of illumination is unnecessary. Additional data from the depth map such as proximity to camera and
curvature (see Figure 7.16) can also be used to improve the search and assist
with confirming the location of the nose tip. Figure 7.17 shows a typical
frame with nose localisation data overlaid. Preliminary results have shown
that this approach is fast and robust enough to locate the nose within typical
frame sequences with sufficient accuracy for this application.

Figure 7.16: Amplitude image with curvature data overlaid. Greener pixels
indicate higher curvature (calculated from depth map).
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Figure 7.17: Sample frame with nose-tracking data displayed. Green pixels
are candidate nose pixels; red cross indicates primary candidate.

7.2.5

Finding orientation

Once the central feature (nose tip) has been located, the dimensionality of
the problem has been reduced considerably by removing the translational
component of the transformation. Now a single rotation about a specific
axis in three-dimensional space (passing through the central feature point)
will be sufficient to match the orientation of the current models to the saved
target. Small errors in the initial location of the nose point can be iteratively
improved using three-dimensional hill-climbing to optimise the matching of
the spherical intersection profiles, as discussed in Section 7.2.2.
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Spherical intersection algorithm
The intersection of a three-dimensional mesh with an arbitrary sphere might
sound like an expensive operation to perform repeatedly, however the algorithm achieves this very efficiently (see Algorithm 1). In essence, it traverses
the depth map from the centre point in the direction of the facial centroid
until it finds a pair of projected pixels spanning the sphere boundary. It
then adds the interpolated intersection point to a vector (SIP ) and continues traversing the depth map along the intersection boundary until the
end-points are found or the loop is closed. The average execution time of the
algorithm on the sample sequence shown in the figures and Video 1 [57] on
a dual-core 1.8GHz processor was 140µs. The interpolation allows the profiles to be calculated with sub-pixel accuracy. Super-sampling of four-pixel
groups was used to reduce the influence of noise.
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Algorithm 1 Find intersection profile of projected depth map with sphere of
radius radius centred on pixel projected from depthM ap[noseRow][noseCol]
r ⇐ noseRow, c ⇐ noseCol
if noseCol > f aceCentroidCol then
direction ⇐ LEF T
else
direction ⇐ RIGHT
end if
f ound ⇐ false {No intersection found yet}
centre ⇐ projectInto3d(depthM ap, r, c)
innerP oint ⇐ centreP oint
while r and c are within region of interest, and distance(inner, centre) <
radius do
(r, c) ⇐ translate(r, c, direction)
outerP oint ⇐ projectInto3d(depthM ap, r, c)
if distance(outer, centre) > radius then
f ound ⇐ true
end if
end while
if Not f ound then
return No intersection
end if
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Algorithm 1 (continued)
for startDirection = U P to DOW N do
direction ⇐ startDirection
while Loop not closed do
(r2, r2) ⇐ translate(inner.r, inner.c, direction)
inner2 ⇐ projectInto3d(depthM ap, r2, c2)
(r2, c2) ⇐ translate(outer.r, outer.c, direction)
outer2 ⇐ projectInto3d(depthM ap, r2, c2)
if inner2 or outer2 are invalid then
break
else if distance(inner2, centre) > radius then
outer ⇐ inner2
else if distance(outer2, centre) < radius then
inner ⇐ outer2
else
inner ⇐ inner2
outer ⇐ outer2
end if
id ⇐ distance(inner, centre)
t ⇐ (radius − id)/((distance(outer, centre) − id)
if startDirection = U P then
Append (inner + (outer − inner) × t) to SIP
else
Prepend (inner + (outer − inner) × t) to SIP
end if
Update direction
end while
end for
return SIP
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Figure 7.18: Example spherical intersection profiles overlaid on depth (topleft), amplitude (bottom-left) and 3D point cloud (right).

Profile matching algorithm
Implementation of a full profile matching algorithm should be considered for
future research. The gaze calculation in Video 1 [57] is a crude approximation
based on a least-squares fit of a line through the central feature and the
point cloud formed by taking the midpoint of the latitudinal extrema of each
intersection profile. Yet it can be seen that even this provides a relatively
accurate gaze estimate.
It is envisaged that the latitudinal extrema of each profile would be used
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only to provide an initial alignment for each profile pair, after which a new
algorithm will measure the fit and optimise it in a manner similar to ICP [2].
The fit metric provided by this algorithm could be used in the hill-climbingbased optimisation of the central point (nose tip).
It is advantageous that each profile pair should lead to the same threedimensional axis and magnitude of rotation required to align the model. Thus
the resultant collection of rotational axes provides a redundant approximation of the rotation required to align the entire model. This can be analysed
to remove outliers, etc., and then averaged to produce the best approximation
of the overall transformation.

7.2.6

Building a mesh

Once the current frame has been aligned with the target 3D model, any additional information can be used to evolve the 3D model. For example, regions
which were originally occluded in the target model may now be visible, and
can be used to extend the model. Thus a near-360◦ model of the user’s head
can be obtained over time. Adjacent polygons with similar normals can be
combined to simplify the mesh. Areas with higher curvature can be subdivided to provide greater detail. For each point in the model, a running
average of the closest points in the frames is maintained. This can be used
to push or pull points which stray from the average and allow the mesh to
‘evolve’ and become more accurate with each additional frame. The contribution of a given frame to the running averages is weighted by the quality
of that frame, which is simply a measure of depth map noise combined with
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the mean standard deviation of the intersection profile rotational transforms.
Furthermore, a running standard deviation can be maintained for each point
to allow the detection of noisy regions of the model, such as hair, glasses
which might reflect the infrared light, facial regions subject to expression
variation, etc. These measures of rigidity can then be used to weight regions
of the intersection profiles to make the algorithm tolerant of fluid regions,
and able to focus on the rigid regions. Non-rigid regions on the extremities
of the model can be ignored completely. For example, the neck will show up
as a non-rigid region due to the fact that its relation to the face changes as
the user’s head pose varies.

7.2.7

Facial recognition

Having obtained a three-dimensional model of the user’s face in the process
of eliminating the requirement for infrared-LED tracking spectacles, the opportunity to extend the spherical-intersection-profile research to facial recognition could not be ignored. Facial recognition could also be utilised in the
virtual-environment perception system for automatic loading of user preferences or authentication purposes in a multi-user environment.

Initial alignment
The most obvious method of calculating the orientation is to find the centroid
of each spherical intersection profile, and then project a line through the centroids from the centre of the spheres using a least-squares fit. This provides
a reasonable approximation in most cases but performs poorly when the face
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orientation occludes considerable regions of the spherical intersection profiles
from the camera. A spherical intersection profile which is 40% occluded will
produce a poor approximation of the true centroid and orientation vector
using this method.
Instead, the system finds the average of the latitudinal extrema of each
spherical intersection profile (i.e. the topmost and bottommost points). This
proved effective over varying face orientations for two reasons. Firstly, these
points are unlikely to be occluded due to head rotation. Secondly, in most
applications the subject’s head is unlikely to ‘roll’ much (as opposed to ‘pan’
and ‘tilt’), so these points are likely to be the true vertical extremities of
the face. If the head is rotated so far that these points are not visible on
the spherical intersection profile, the system detects that the spherical intersection profile is still rising/falling at the upper/lower terminal points and
therefore dismisses it as insufficient. A least-squares fit of a vector from the
nose tip passing through the latitudinal extrema midpoints provides a good
initial estimate of the face orientation. Several further optimisations are subsequently performed by utilising additional information, as discussed in the
following sections.

Symmetry optimisation
Given that human faces tend to be highly symmetric, the orientation of a
“faceprint” can be optimised by detecting the plane of bilateral symmetry.
Note that this does not require the subject’s face to be perfectly symmetric in order to be recognised. This is performed by first transforming the
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faceprint using the technique described above, to produce good orientation
estimation. Given the observation of limited roll discussed in Section 7.2.7, it
is reasonable to assume that the orientation plane will intersect the faceprint
approximately vertically. The symmetry of the faceprint is then measured
using Algorithm 2. This algorithm returns a set of midpoints for each spherical intersection profile, which can be used to measure the symmetry of the
current faceprint orientation. Algorithm 2 also provides an appropriate transformation which can be used to optimise the symmetry by performing a leastsquares fit to align the plane of symmetry approximated by the midpoints.
Figure 7.19 illustrates an example faceprint with symmetry midpoints visible.
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Algorithm 2 Calculate the symmetry of a set of SIP s
midpoints ⇐ new Vector[length(SIP s)]
for s ⇐ 0 to length(SIP s) − 1 do
for p ⇐ 0 to length(SIP s[s]) − 1 do
other ⇐ ∅
Find other point on SIP s[s] at same ‘height’ as p:
for q ⇐ 0 to length(SIP s[s]) − 1 do
next ⇐ q + 1
if next >= length(SIP s[s] then
next ⇐ 0 {Wrap}
end if
if q = p ∨ next = p then
continue
end if
if (q.y < p.y < next.y) ∨ (q.y > p.y > next.y) then
other ⇐ interpolate(q, next)
break
end if
end for
if other 6= ∅ then
midpoints[s].append((p + other)/2)
end if
end for
end for
return midpoints
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Figure 7.19: Example faceprint with symmetry midpoints (in yellow), and
per-sphere midpoint averages (cyan)

Temporal optimisation
Utilising data from more than one frame provides opportunities to increase
the quality and accuracy of the faceprint tracking and recognition. This is
achieved by maintaining a faceprint model over time, where each new frame
contributes to the model by an amount weighted by the quality of the current
frame compared to its predecessors. The quality of a frame is assessed using
two parameters. Firstly, the noise in the data is measured during the median
filtering process mentioned in Section 7.2.3. This is an important parameter,
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as frames captured during fast motions will be of substantially lower quality
due to the sensor issues discussed in Section 7.2.1. In addition, the measure
of symmetry of the faceprint (see Section 7.2.7) provides a good assessment
of the quality of the frame. These parameters are combined to create an
estimate of the overall quality of the frame using Equation 7.14.

quality =

p

noiseF actor × symmetryF actor

(7.14)

Thus, for each new frame captured, the accuracy of the stored faceprint
model can be improved. The system maintains a collection of the n highest quality faceprints captured up to the current frame, and calculates the
optimal average faceprint based on the quality-weighted average of those n
frames. This average faceprint quickly evolves as the camera captures the
subject in real-time, and forms a robust and symmetric representation of the
subject’s 3D facial profile (see Figure 7.20).
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Figure 7.20: Faceprint from noisy sample frame (white) with running-average
faceprint (red) superimposed

Temporal information can also be gained by analysing the motion of the
subject’s head-pose over a sequence of frames. The direction, speed and
acceleration of the motion can be analysed, and used to predict the nose
position, head-pose and the resultant ‘gaze’ position for the next frame. This
is particularly useful when the system is used as a ‘gaze’-tracker as the system
can utilise this data to smooth the ‘gaze’ path and further eliminate noise.
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Comparing faceprints
Using the averaging technique discussed in the previous section, a single
faceprint can be maintained for each subject. These are stored by the system
and accessed when identifying a subject, which requires efficient and accurate
comparison of faceprints. In order to standardise the comparison of faceprints
and increase the efficiency, quantisation is performed prior to storage and
comparison. Each spherical intersection profile is sampled at a set number of
angular divisions, and the resultant interpolated points form the basis of the
quantised faceprint. Thus each faceprint point has a direct relationship to the
corresponding point in every other faceprint. Comparison of faceprints can
then be simplified to the average Euclidean distance between corresponding
point pairs.

Figure 7.21: Example faceprints

Facial recognition results
Figure 7.21 shows some actual 2D transforms of faceprints taken from different subjects. Although the system is yet to be tested with a large sample of
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subjects, the preliminary results suggest that faceprints derived from spherical intersection profiles vary considerably between individuals.
The number of spherical intersection profiles comprising faceprints, their
respective radii and the number of quantised points in each spherical intersection profile are important parameters that define how a faceprint is stored
and compared. Experimentation has shown that increasing the number of
spherical intersection profiles beyond six and the number of quantised points
in each spherical intersection profile beyond twenty did not significantly improve the system’s ability to differentiate between faceprints. It seems this
is due mainly to the continuous nature of the facial landscape and residue
noise in the processed data. Consequently, the experiments were conducted
with faceprints comprised of six spherical intersection profiles. Each spherical intersection profile was divided into twenty points. All faceprints were
taken from ten human subjects positioned approximately one metre from the
camera and at various angles.
Experiments showed that 120-point faceprints provided accurate recognition of the test subjects from most view points. It was found to take an
average of 6.7µs to process and compare two faceprints with an Intel dualcore 1.8GHz Centrino processor. This equates to faceprint comparison rate
of almost 150,000 per second which clearly demonstrates the potential search
speed of the system. The speed of the each procedure (running on the same
processor) involved in capturing faceprints from the SR3000 camera is outlined in Table 7.4.
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Processing Stage Execution Time
Distance Thresholding
210µs
Brightness Thresholding
148µs
Noise Filtering
6,506µs
Region of Interest
122µs
Locate Nose
17,385µs
Trace Profiles
1,201µs
Quantise Faceprint
6,330µs
Facial Recognition
91µs
Update Average Faceprint
694µs
Total per frame
32,687µs
Table 7.4: Average execution times for each processing stage

Figure 7.22: Example ‘gaze’ projected onto a ‘virtual screen’
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7.3

Conclusions

To enable the users’ head-pose to be tracked with sufficient accuracy for
controlling the perception region, several head-pose tracking systems were
developed. The simple single-camera based system for tracking three infrared
LEDs demonstrated unparalled accuracy (within 0.5◦ ) compared to existing
systems.
The research involving time-of-flight camera technology prompted the
development of novel spherical-intersection-profile tracking. It eliminates
the requirements for the user to wear tracking LEDs. It also opened up
promising avenues for further research into facial recognition, with impressive
preliminary results.
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8

Conclusions

This research sought to determine methods of utilising new technologies to
provide enhanced perception for the visually-impaired. It was based upon
the hypothesis that designing, building and testing devices for perception of
physical and virtual environments using novel applications of technology will
determine whether or not such technologies are likely to be of use in assisting
visually-impaired people. The work was focussed around four areas identified
as possessing significant potential:
• The use of electro-neural stimulation as a navigational aid
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• Perception of colour information via haptic feedback
• GPS navigation using haptic signals
• Haptic interaction with the spatial layout of software graphical user
interfaces
and specifically the use of the head for controlling the region of interest and
electro-neural stimulation for haptic communication.

8.1

Achievements

A number of devices were designed, constructed and tested. The preliminary
experimental results were generally positive, both validating the hypothesised
potential of the research avenues and paving the way for future research and
development.
The primary discoveries of the research are enumerated below:
1. Mapping of range data to electro-neural pulses of proportional intensity,
delivered to fingers or other areas (see Section 3.1)
2. Use of an infrared sensor array to obtain one-to-one range-electrode
mappings and eliminate vision processing overheads and inaccuracies
(see Section 3.2)
3. Electro-neural presentation of GPS data (see Section 5)
4. Morse-code style communication of landmark identifiers via electroneural pulses (see Section 5.1)
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5. 360◦ perception protocol for communication of landmark bearings (see
Section 5.2)
6. Communication of colour information via electro-neural frequency mapping (see Section 4.1)
7. Wireless electro-neural patches for convenience, flexibility, and broadened configuration possibilities for number of regions and arrangement
of electrodes (see Section 3.3)
8. Electro-neural perception of a computer desktop environment, including basic manipulation of graphical user interfaces (see Section 6.2)
9. Comparison of vibro-tactile perception to electro-neural stimulation for
perceiving virtual environments (see Section 6.3.2)
10. Enabling head-pose-based interaction with virtual environments (see
Section 7)
11. Head-pose tracking with a single-camera (LED-based, see Section 7.1)
12. Head-pose tracking with a time-of-flight camera (see Section 7.2.2)
13. Facial recognition with a time-of-flight camera (see Section 7.2.7)
14. Head-pose-based haptic perception of the spatial layout of web pages
(see Section 6.2.1)
15. Head-pose based spatial interface perception using a refreshable Braille
display (see Section 6.3.3)
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8.2

Suggestions for further research

As can be seen by the breadth of the achievement list above, most avenues
of research and experimentation in these areas open up several more exciting
possibilities.

8.2.1

Research already commenced

Many others have followed this research and already built upon it. In 2004,
the ENVS pioneered research in this field and was the only device of its kind
for a number of years. In 2010, Pradeep et al. developed an ENVS-like
device using stereo cameras and vibration motors mounted on the shoulders
and waist [70]. In 2011, Mann et al. built a device [53] very similar to the
original ENVS prototype, but utilising a Microsoft Kinect

1

and an array of

vibro-tactile sensors mounted within a helmet. Several others (for example
[16], [68] and [50]) have also continued research into stereo-matching based
navigation aids. Reviews such as [51] and [12] also note the significance of
the ENVS.
Very little research has been conducted into the communication of colour
information via haptic feedback. As noted in [37], at the time of publication
of [59] there were only a couple of references to the mapping of colours to
textures in the literature. Since then researchers such as [74] have explored
the concept a little further based on this work, but there is great scope for
further research.
1

http://www.xbox.com/en-AU/Kinect
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8.2.2

Other areas

It would be of great interest to determine the differences in experimental
results achieved by visually impaired users rather than blindfolded sighted
users. It has been hypothesised that heightened non-visual sensory skills
would allow the system to be utilised to greater effect, but this has yet to be
proven. The differences between results for users who were born blind and
those who have previously experienced sight would also be of great value.
Theoretically, the latter would be more akin to blindfolded sighted subjects,
whereas comprehension of the visual mapping paradigms employed may be
more difficult for those who have never experienced vision.
The development of custom infrared sensors which perform better for
the application in both indoor and outdoor environments was proposed in
Section 3.2.
Whilst this research found the vibro-tactile interface proposed in Section 6.3.2 to be inferior to the TENS and Braille communication, the development of the full keyboard device may be worthy of exploration.
Section 7.2.5 highlighted the potential for developing a full faceprint
matching algorithm which ought to greatly outperform the crude approximations employed in the preliminary experimentation.
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8.3

Closing remarks

All four of the target research areas were explored extensively, and each resulted in the successful design, development and testing of devices to assist
the visually impaired. Use of the head for controlling the environmental sensors (or the region of interest within the virtual environment) indeed proved
natural and intuitive, harnessing the existing design within the human body
for controlling visual receptors. Electro-neural stimulation was shown to be
highly effective in providing rich haptic feedback using intensity, frequency,
placement and pulse-encoding. Areas of difficulty and limitations were discovered, as well as areas of great potential for future development. Thus, in
a way, this research has acted as a navigational aid for research in this area –
exposing obstacles, and illuminating navigable paths in the direction of the
destination: use of technology to not only replace the missing visual sense,
but provide capabilities above and beyond the standard human apparatus.

130

Bibliography

[1] S. Bauer, J. Wasza, K. Muller, and J. Hornegger. 4d photogeometric
face recognition with time-of-flight sensors. In Applications of Computer
Vision (WACV), 2011 IEEE Workshop on, pages 196–203. IEEE, 2011.
[2] P. J. Besl and H. D. McKay. A method for registration of 3-D
shapes. IEEE Transactions on pattern analysis and machine intelligence, 14(2):239–256, 1992.
[3] A. Bleiweiss and M. Werman. Robust head pose estimation by fusing time-of-flight depth and color. In Multimedia Signal Processing
(MMSP), 2010 IEEE International Workshop on, pages 116–121. IEEE,
2010.
[4] G. Bologna, B. Deville, J. Diego Gomez, and T. Pun. Toward local
and global perception modules for vision substitution. Neurocomputing,
74(8):1182–1190, 2011.
[5] N. Bourbakis. Sensing surrounding 3-d space for navigation of the
blind. Engineering in Medicine and Biology Magazine, IEEE, 27(1):49–
55, 2008.

131

[6] D. C. Chang, L. B. Rosenberg, and J. R. Mallett. Design of force
sensations for haptic feedback computer interfaces, 2010. US Patent
7,701,438.
[7] V. G. Chouvardas, A. N. Miliou, and M. K. Hatalis. Tactile displays:
Overview and recent advances. Displays, 29(3):185–194, 2008.
[8] S. Chumkamon, P. Tuvaphanthaphiphat, and P. Keeratiwintakorn. A
blind navigation system using rfid for indoor environments. In Electrical
Engineering/Electronics, Computer, Telecommunications and Information Technology, 2008. ECTI-CON 2008. 5th International Conference
on, volume 2, pages 765 –768, May 2008.
[9] Johnny Chung. Nintendo wii projects, 2012. http://johnnylee.net/
projects/wii/.
[10] P. Costa, H. Fernandes, V. Vasconcelos, P. Coelho, J. Barroso, and
L. Hadjileontiadis. Fiducials marks detection to assist visually impaired
people navigation. International Journal of Digital Content Technology
and its Applications, 5(5), 2011.
[11] P. Costa, H. Fernandes, V. Vasconcelos, P. Coelho, J. Barroso, and
L. Hadjileontiadis. Landmarks detection to assist the navigation of visually impaired people. Human-Computer Interaction. Towards Mobile
and Intelligent Interaction Environments, pages 293–300, 2011.
[12] D. Dakopoulos and N. G. Bourbakis. Wearable obstacle avoidance electronic travel aids for blind: a survey. Systems, Man, and Cybernetics,
Part C: Applications and Reviews, IEEE Transactions on, 40(1):25–35,
2010.
[13] W. H. Dobelle. Artificial vision for the blind by connecting a television camera to the visual cortex. ASAIO journal (American Society for
Artificial Internal Organs : 1992), 46(1):3–9, 2000.
[14] O. Ebers, T. Ebers, M. Plaue, T. Radüntz, G. Bärwolff, and
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