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Abstract—Class activation map (CAM) highlights regions of
classes based on classification network, which is widely used in
weakly supervised tasks. However, it faces the problem that the
class activation regions are usually small and local. Although
several efforts paid to the second step (the CAM generation step)
have partially enhanced the generation, we believe such problem
is also caused by the first step (training step), because single
classification model trained on the entire classes contains finite
discriminate information that limits the object region extraction.
To this end, this paper solves CAM generation by using multiple
classification models. To form multiple classification networks
that carry different discriminative information, we try to capture
the semantic relationships between classes to form different
semantic levels of classification models. Specifically, hierarchical
clustering based on class relationships is used to form hierarchical
clustering results, where the clustering levels are treated as
semantic levels to form the classification models. Moreover, a
new orthogonal module and a two-branch based CAM generation
method are proposed to generate class regions that are orthogonal
and complementary. We use the PASCAL VOC 2012 dataset to
verify the proposed method. Experimental results show that our
approach improves the CAM generation.
Index Terms—Class Activation Map (CAM), Representative
Class Selection, Orthogonal Module
I. INTRODUCTION
Generating class activation map (CAM) for deep classifica-
tion networks plays an important role in computer vision. It
is used to provide object regions from image-level labels, and
is widely used in many weakly supervised computer vision
tasks, such as segmentation [1]–[5], detection [6]–[9], and
recognition [10], [11].
Since image-level labels are very rough, extracting CAM
is a challenging task. The existing methods extract CAM by
firstly establishing the classification model for a set of given
classes, and then analyzing the classification model to find the
regions that support the image to be a certain class. In the past
few years, the second step gets a lot of attention, and several
efficient CAM extraction models have been proposed. It proves
that these models localize the key regions of the objects
well. Meanwhile, the regions highlighted by these models are
usually small part region rather than the complete objects, such
as the “Head” of “Person”, because in the classification model,
the discriminative regions used to distinguish a certain class
are usually small and local.
Several efforts have been done to overcome such drawback,
and two strategies are proved to be useful. One is erasing
strategy, which erases the regions already highlighted, and
generates CAM again to highlight more regions. The other is
to increase the perception area of each convolution operation
by the dilated convolution, and thus highlights more regions.
However, these strategies are based on single classification
model, which contains finite discriminative cues that limit the
CAM extraction. Note that CAM generation is sensitive to
the classification models. By the manner of grouping classes
into multiple class sets, multiple classification models can be
established, which can provide more discriminative cues and
highlight more object regions.
In order to observe the sensitivity of the CAM to the
classification models, we display some experimental results
in Fig. 1, where the 20 classes in the Pascal VOC dataset
are merged based on their similarities to form a set of class
groups, and each group is treated as a new class to train
the classification network. We also implement the merging
process iteratively to obtain multiple level of class groups,
and represent them by N indicating the number of clusters.
{·}/N means a cluster · of clustering result by clustering
classes into N clusters. The results are displayed in the second
column to the sixth column. It is seen that the existing method
(“{Cat}/20”) highlights “head” regions of “Cat” only, while
the group of “{Cat,Dog}/8” highlights both the “head” and
“body” regions. By combining these CAMs further, more
object regions (“Our”) can be highlighted. This motivates us to
use multiple sets of class groups to enhance CAM generation.
Based on such motivation, this paper proposes a new CAM
generation method, which firstly clusters initial classes into
multiple level of class groups to generate diverse CAMs, and
then combines these CAMs to generate more comprehensive
class activation map. The proposed approach consists of four
steps. The first step calculates the class relationships based on
deep features of the classes. Then, we use the relationship
matrix to cluster the classes into groups using a merging
strategy, which clusters the similar classes each time to obtain
multiple level of clusters. The second step uses the multiple
level of clusters to train multiple classification models. In
the third step, a new CAM generation method based on a
two-branch based network and feature orthogonal module
are proposed to generate multiple CAMs from the multiple
classification models. In the final step, the multiple CAMs are
combined to form the final CAM.
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Fig. 1. First column: initial images. Second - Fifth columns: the CAM results
by different level of clustering. Sixth column: the combination results. Last
column: ground truth. {·}/N : a cluster · by clustering classes into N classes.
The proposed method has two advantages. Firstly, the dis-
criminative cues among multiple level of clusters are captured
more sufficiently, which can lead to better CAM generation.
Secondly, the different image groups carry more discriminative
cues that can highlight more key part regions of the object.
Hence, the object can be described more accurately. We verify
the proposed method on PASCAL VOC 2012 dataset. Exper-
imental results demonstrate the effectiveness of the proposed
method.
II. THE PROPOSED METHOD
A. Overview
Fig. 2 displays the flowchart of the proposed method, which
consists of four steps such as the class clustering, classification
network training, CAM generation and fusion.
In subsection II-B, the relationships between classes are
calculated based on the deep features according to the classi-
fication network. Then, we use clustering strategy to merge
the most similar classes and obtain clusters with different
levels. In subsection II-C and II-D, in order to capture more
discriminative information from the classification network, we
propose a new two-branch-based CAM generation framework,
which highlights different object regions by the two branches
using feature orthogonal module. In subsection II-E, the CAMs
obtained from multiple classification models of different hier-
archical clusters are combined to form the final CAM.
B. Category Clustering
Single classification network trained by the entire classes is
used in the existing CAM generation methods, which contains
finite discriminative cues to extract small regions. Here, we
consider to merge classes into a set of class groups, and
treat each class cluster as new class to obtain new classifi-
cation network. Since the new classification network is totally
different from the traditional classification network, different
discriminative regions can be obtained. By implementing the
merging process iteratively, more regions can be highlighted.

WZREUDQFK&11
KƌŝŐŝŶĂů
ĐĂƚĞŐŽƌŝĞƐ
ůƵƐƚĞƌŝŶŐ
ĐĂƚĞŐŽƌŝĞƐϭ
ůƵƐƚĞƌŝŶŐ
ĐĂƚĞŐŽƌŝĞƐϮ
ůƵƐƚĞƌŝŶŐ
ĐĂƚĞŐŽƌŝĞƐϯ
ĂǀĞƌĂŐĞ
&$0IXVLRQIRUPXOD

0&$ c
0&$ c
0&$ c
0&$ c
&$0
&$0
&$0
&$0
&$0
Fig. 2. Overview of our approach. It consists of four steps such as the class
clustering, classification network training, CAM generation and fusion.
Note that clustering classes randomly is a simple way to
accomplish such task, which however ignores the relationships
between the categories that are important to CAM generation.
Here, we implement class clustering based on the similarities
between classes.
1) Deep Feature for Each Class: The key of calculating
the similarity relationship is how to represent each class by
a feature. To this end, we use deep classification network to
represent the class. Specifically, we firstly train a classification
network considering all classes. Then, the weight vector of the
last FC layer that maps the convolutional feature to class labels
is used as the feature. Let nc be the number of classes, the last
FC layer contains nc nodes, of which the ith node corresponds
to the ith class. We use the weight vector of the ith node as the
feature of the ith class. It is seen that each class is described
by a vector with length nk, where nk is the number of nodes
in the previous FC layer.
2) Category feature clustering: After representing each
class ci by the feature vector xi, we perform the clustering on
these vectors by K-means algorithm to obtain class clusters
C1 with cluster number N , i.e.,
aj =
1
ncj
·
∑
i∈Cj
xi (1)
argmin(
N∑
j=1
∑
i∈Cj
‖xi − aj‖2) (2)
where aj represents the cluster center of the jth cluster, and
ncj represents the number of classes in the jth cluster. We set
each class cluster as new class, and obtain the classification
network CNN1 for the first clustering.
Such clustering process is implemented based on C1 again
to obtain new clusters C2. Specifically, the clusters Ck ob-
tained by the kth level of clustering are used to train a new
classification network, by which the cluster feature vectors
can be obtained according to II-B1. The (k + 1)th level of
clustering result Ck+1 is then obtained by K-means algorithm.
Based on implementing such process iteratively, hierarchical
clustering results are obtained. In Fig. 3, the final clustering
results by implementing the clustering process three times are
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Fig. 3. Blue, green, and purple represent the merging of categories for the first, second, and third level of clustering respectively. All categories in curly
brackets are considered as a cluster.
ě
Ĵ
&11
&11
Ĵ
(OHPHQWZLVHSURGXFW
(OHPHQWZLVHVXPPDWLRQ
ĐĂƚĞŐŽƌŝĞƐ
I
I
ě
IF
IF
F/
F/
R/
Fig. 4. Detailed illustration of our CAM extraction model. It consists of two
sub-branches that do not share parameters. We force the features of the two
branches to be orthogonal by adding additional loss Lo.
displayed, where different level of the class groups are used
to form multiple level of classification networks.
C. Training Classification Network with Feature-Orthogonal
Module
Based on the clustering results, we next train the new
classification model for the CAM generation. The traditional
methods use single network for the classification, which leads
to the insufficient extraction of the discriminative information.
Here, we use two networks with different parameters for the
classification. In addition, we use the orthogonal constraint
on the deep convolutional features to force the two networks
different, which therefore captures more complementary dis-
criminative information.
The proposed two-branch based classification network is
shown in Fig. 4, where two branches are used for classification,
and feature orthogonal module that forces the descriptions of
the two branches to be orthogonal is used to combine the two
branches. Note that the orthogonal module has been used in the
CAM generation to highlight different regions [12]. However,
it is based on the class activation map, i.e., making the regions
orthogonal. Here, we formulate orthogonal module in the
feature space, and make the deep feature orthogonal, which
can force the two networks to capture diverse information
while avoiding failure caused by insufficient deep descriptions.
Specifically, we firstly design the classification model as a two-
branch network, where the two network branches do not share
parameters. Then, we propose feature orthogonal loss function
to connect the two branches:
Lo = ‖f1  f2‖sum (3)
where  represents the Hadamard product between the fea-
tures f1 and f2, and ‖x‖sum is the sum of all elements in
x. It is seen that the loss is large when the features are
similar. Meanwhile, when the input features are dissimilar,
the loss is small. Hence, such loss suppresses the output of
the similar features and rewards dissimilar features. Therefore,
complementary description can be obtained. So far, we can
define the overall loss function of the two-branch network as:
Lall = Lc1 + Lc2 + λLo (4)
where Lc1 and Lc2 represent the classical classification loss
functions of the first and second branches, respectively. λ is a
hyper-parameter.
D. CAM generation For Each Classification Network
1) Extracting CAM from each branch: For the input image,
the CAM is firstly extracted from each classification branch.
Here, we use the existing CAM generation method such as
[13] to obtain CAM of each branch simply.
2) The CAM combination of two branches: Two CAMs
are obtained by the two branches. We next combine them
by the average operation to obtain the final CAM, i.e. M =
1
2
∑2
i=1Mi.
E. CAM Fusion
Based on the clustering method in Section II-B, hierarchical
clustering results can be obtained, as shown in Fig. 3. Assum-
ing the clustering algorithm is implemented k times, a total of
k + 1 classification networks are obtained. Therefore, a total
of k + 1 CAMs are obtained.
We next combine these CAMs to obtain the final CAM. For
an image, the CAM of a class such as “Cat” is obtained by
M =M0 +
1
k
k∑
i=1
Mi −M ′0 (5)
where M0 is the CAM of the classes without considering
clustering C0, and Mi is the CAM by the ith level clustering
results for the class “Cat”. M ′0 is CAM of the rest classes.
III. EXPERIMENT
A. Experiment Setup
1) Dataset: The PASCAL VOC 2012 [14] is used for
verification, which consists of 20 object categories. Training
dataset with 10,582 images and validation dataset with 1449
images are both employed.
2) Implementation Details: In image normalization, the
short sides of the images are resized to 224. Then, the center
area with size 224 × 224 is cut out from the image as the
normalized image.
The classification network is initialized by the parameters
pre-trained on the ImageNet. We train our network on the
NVIDIA GeForce GTX1080 with 8GB memory and PyTorch
0.4 framework. We set the initial learning rate to 0.0001. When
the decrease of loss within 5 epochs is smaller than a threshold,
we reduce the learning rate by ratio 0.5. The batch size is set
to 20. Each classification network is trained by 100 epochs.
In obtaining the feature vector of class for class clustering,
we use ResNet-50 [15] as the baseline network to train the
classification model. In order to balance the performance and
training burden, we cluster the categories by four levels. The
cluster numbers for the four levels are set to 20, 12, 8, and 5,
respectively.
For the loss function, we set Lc1 and Lc2 as binary cross
entropy loss, and set the hyper-parameter λ = 0.0001 for Lo.
3) Evaluation Criteria: We use two widely used metrics
to evaluate the performance of our approach and the com-
parison methods: mean intersection over union (mIoU) and
mean localization errors values (mLEV). mIoU is the standard
measure of semantic segmentation, which measures the fitness
between CAM and ground truth (larger is better). Since CAM
is a probability map rather than a binary mask, we use the
threshold T = 0.15 which commonly used in CAM evaluation
to binarize the class activation map. The mLEV indicates the
ratio of the inaccuracy in the localization of the CAM (lower
is better).
B. Subjective Results
The class activation maps of our approach are shown in the
Fig. 5, where the original images, the CAMs of the multiple
levels of clustering, the CAMs without clustering (i.e. the
baseline method), and the CAMs by the proposed method are
displayed. It can be seen that the activation maps of different
clustering level are different. In addition, the class activation
map of the proposed method is obviously better than the
CAMs of different clustering levels and initial Grad-CAM,
TABLE I
THE MIOU VALUES AND MLEV VALUES BY THE DIFFERENT CLUSTERING
SETTINGS OF OUR METHODS.
Hierarchical Clustering Setting mIoU mLEV
Baseline N={20} [13] 28.37/23.59 64.49/68.50
N = {20, 12} 29.15/24.73 63.70/67.86
N = {20, 12, 8} 29.67/25.75 63.02/65.77
N = {20, 12, 8, 5} 30.24/25.97 61.82/65.08
N = {20, 12, 8, 5, 2} 29.68/25.53 62.56/65.81
TABLE II
THE MIOU VALUES AND MLEV VALUES BY THE ABLATION STUDIES OF
OUR METHODS.
clustering orthogonal mIoU mLEV
× × 28.37/23.59 64.49/68.50
× X 29.34/24.32 62.84/67.26
X × 29.04/24.95 63.19/67.53
X X 30.24/25.97 61.82/65.08
which proves the effectiveness of our approach on capturing
more discriminative regions.
C. Objective Results
1) The Results by Different Clustering Settings: We first
display the results of the proposed method by different clus-
tering settings. The results are shown in Table I, where the
number N in the first column represents the clustering setting.
For example, N = {20, 12, 8} means a three-level clustering
by clustering the classes into clusters with number of clusters
20, 12 and 8. The second column represents the mIoU of
the validation set and the training set, and the third column
represents the mLEV of the validation set and the training set.
As can be seen from Table I, the mIoU values of the baseline
(i.e. N = {20}) on the validation and training sets are 23.59%
and 28.37%, and the mLEV values are 68.50% and 64.49%.
When the clustering settings in our model are set to {20, 12},
{20, 12, 8}, {20, 12, 8, 5}, {20, 12, 8, 5, 2}, the mIoU on the
validation dataset are 24.73%, 25.75%, 25.97% and 25.53%,
and the mLEV are 67.86%, 65.77%, 65.08% and 65.81%,
respectively. Moreover, mIoU values on the training set are
29.15%, 29.67%, 30.24% and 29.68%, respectively, and the
mLEV are 63.70%, 63.02%, 61.82% and 62.56%. It can be
seen the CAM generation is improved by using clustering
strategy. Meanwhile, the results of N = {20, 12, 8, 5} are
the best. This indicates that setting large number of levels is
harmful to the CAM generation. The use of a certain number
of clustering level is more useful to extract discriminative
regions.
2) Comparisons with Existing Methods: We compare our
approach to several existing methods of generating class
activation map, such as CAM [16]1, Grad-CAM [13], ACoL
1https://github.com/metalbubble/CAM
D E F IG H J(a) (b) (c) (d) (e) (f) (g)
Fig. 5. (a) Input image; (b)-(e) Results of clustering of 5, 8, 12, 20 respectively. (e) is also the result of baseline; (f) Results of our approach; (g) Ground truth.
By comparing the results from Column (b) to Column (f), we can easily observe that our approach using relationship between categories greatly improves
the results of CAM.
TABLE III
THE MIOU VALUES BY THE PROPOSED METHOD AND THE COMPARISON
METHODS.
Method Network PASCAL-val PASCAL-train
CAM [16] ResNet-50 20.90 24.69
Grad-CAM [13] ResNet-50 23.59 28.37
CBAM [17] ResNet-50 19.93 23.85
Our ResNet-50 25.97 30.24
CAM [16] VGG-16 23.81 27.35
Grad-CAM [13] VGG-16 27.62 30.79
ACoL [12] VGG-16 19.52 20.41
Our VGG-16 31.32 34.37
[12]2 and CBAM [17] 3. Since these methods do not give
models based on the PASCAL VOC 2012 dataset, we use
the code published by the author to training model based on
the dataset. For CAM and Grad-CAM, we use ResNet-50 and
VGG-16 [18] as backbone networks to generate CAM. For
ACoL, we use the VGG-16 recommended in the code as the
2https://github.com/xiaomengyc/ACoL
3https://github.com/Jongchan/attention-module
TABLE IV
THE MLEV VALUES BY THE PROPOSED METHOD AND THE COMPARISON
METHODS.
Method Network PASCAL-val PASCAL-train
CAM [16] ResNet-50 74.33 70.32
Grad-CAM [13] ResNet-50 68.50 64.49
CBAM [17] ResNet-50 77.04 71.47
Our ResNet-50 65.08 61.82
CAM [16] VGG-16 68.40 65.57
Grad-CAM [13] VGG-16 65.62 63.24
ACoL [12] VGG-16 76.56 75.32
Our VGG-16 58.84 55.89
backbone. For CBAM, ResNet-50 is used (for fair comparison)
as the backbone network.
The mIoU and mLEV values of the existing methods and
our method are shown in Table III and Table IV, where
two types of network such as ResNet-50 and VGG-16 are
employed as the backbone networks. It is seen from the
tables that the proposed method is superior to the existing
methods on both training and validation dataset, because our
method can capture more discriminative cues by using multiple
classification models, which results in the generation of more
complementary and better class activation map.
3) Ablation Study: In this subsection, we conduct ablation
study on our approach. Table II shows the results of the ab-
lation study by whether using the category clustering method
and the feature orthogonal module or not. The manners of their
combinations are shown in the first and second columns. The
third to fourth columns represent the mIoU and mLEV values
of the training set and the validation set. The larger the value
of mIoU, the better the CAM extraction, and the smaller the
value of mLEV, the more accurate the CAM localization.
The results of the ablation experiments of our proposed
method are shown in Table II. When we use the proposed
feature orthogonal module only, mIoU values on the vali-
dation and training sets increase by 0.73% and 0.97% to
the baseline method (without using both the clustering and
orthogonal method), and mLEV on the validation and training
sets decrease by 1.24% and 1.65% respectively. When we use
the category clustering method only, the mIoU and mLEV
values are both improved (1.36% and 0.67%, and 0.97% and
1.30% respectively). When we use both the category clustering
method and the feature orthogonal module, mIoU and mLEV
values are further improved (2.38% and 1.87%, and 3.42% and
2.67% respectively), which demonstrates the usefulness of the
proposed method by using clustering strategy and orthogonal
module simultaneously.
IV. CONCLUSION
This paper proposes a new class activation map genera-
tion method, which extracts CAM by multiple classification
networks. A hierarchical clustering method based on class
relationships is firstly proposed to cluster classes into multiple
level of clusters. Then, the clusters are treated as new classes
to train multiple classification networks. To generate CAM
more accurate, a new two-branch based network is proposed
for training, and an orthogonal module is proposed to make
the CAMs of the two branches different. Finally, the fusion
method is proposed to combine the CAMs of the multiple
networks, and generate the final CAM. The experimental
results show that our method improves CAM generation in
terms of larger mIoU values and smaller mLEV values.
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