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Abstract. While there have been considerable advances in the mod-
elling of 802.11’s MAC layer in recent years, 802.11 with finite buffer
space is considered difficult to analyse. In this paper, we study the impact
of finite buffers’ effect on the 802.11 performance, in view of the require-
ments of interactive applications sensitive to delay and packet loss. Using
both state-of-the art and simplified queueing models, we identify a sur-
prising result. Specifically, we find that increased buffering throughout an
802.11 network will not only incur delay, but may actually increase the
packet loss experienced by stations. By means of numerical analysis and
simulations we show that this non-monotonic behaviour arises because
of the contention-based nature of the medium access protocol, whose
performance is closely related to the traffic load and the buffer size. Fi-
nally, we discuss on protocol and buffer tuning towards eliminating such
undesirable effect.
1 Introduction
The IEEE 802.11 protocol has grown to be the de facto standard for wireless
LANs since it was developed and released in the 1990s. While the 802.11 speci-
fication includes both centralised and decentralised MAC mechanisms, the dis-
tributed coordination function (DCF), a random access scheme based on carrier
sense multiple access with collision avoidance (CSMA/CA) through binary ex-
ponential backoff (BEB), is the scheme widely used in current devices. Modeling
the 802.11 DCF performance and subsequent protocol optimisations have ad-
vanced considerably over the last 10–15 years. In particular, Bianchi’s technique
[3], has permitted the performance analysis of a number of protocol variations.
This approach models the MAC protocol states, in particular the backoff counter
and backoff stage, as a Markov chain. Precisely, the analysis leads to a Markov
chain with O(1000) states and by finding its stationary distribution, one can
predict the throughput of the network.
For tractability, Bianchi studied an 802.11 network where stations always
had packets to transmit (i.e. saturation conditions). In this situation, queueing
dynamics can be ignored, which simplifies the model but also does not capture
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accurately the protocol behaviour under realistic traffic. Building on this, other
authors considered non-saturated networks with small buffers (e.g. [10]) or with
infinite buffers (e.g. [12,6]). In the former case, queue state is simple and does
not significantly complicate the model. In the latter case, if the analysis of the
queue and the MAC are decoupled by assuming they operate probabilistically
independently, then both the queueing and MAC parts of the model remain
relatively simple, and so the analysis remains tractable.
Performance of 802.11 with finite buffers is commonly considered to be difficult
to analyse. If one couples the MAC and the queue, the result is a larger Markov
chain whose stationary distribution is hard to calculate explicitly. The usual
formulation results in a Markov chain with O(1000K) states, where K is the
number of packets that can be buffered. This has resulted in a number of models
which are tractable as long as buffering is limited to a modest number of packets.
Alternatively, if one decouples the MAC and the queue, the result is a reduction
in accuracy of the predictions [7]. Liu et al. [9] introduced a model that retains
much of the coupling between the MAC and the queue, while they also provide
numerical techniques for efficiently solving for the Markov chain’s stationary
distribution.
In this paper, we present a study of the 802.11 behaviour with finite-load
finite-buffer, by building upon the state-of-the-art Markov chain model of Liu
et al. Specifically, we are interested in the case where small buffers may offer
a performance advantage to delay-sensitive traffic, such as online games and
conversational video/voice. We show that increasing buffer sizes may actually
increase the packet loss rate, while also increasing delays. To demonstrate that
this is not an artefact of the model Liu et al. proposed, we show that the same
effect is present also in a much simpler model that combines queueing and con-
tention. Using numerical analysis and simulations, we illustrate that this effect
arises due to the contention-based access to the wireless medium. Finally, based
on these findings, we discuss on buffer tuning and MAC configuration towards
improving the performance of interactive applications.
2 802.11 Modelling with Finite Buffers
To study the impact of the buffer size of the 802.11 performance, we employ two
analytical models: the model introduced by Liu et al. [9], which integrates the
queueing and MAC operation, and a simplified M/M/1/K station model that
we solve.
2.1 Markov Chain Model of Liu et al.
The details of the model proposed by Liu et al. can be found in [9] with an
extensive validation. Here we only summarise the key results that we use for
our analysis. The Markov chain therein has 3-dimensional state space consist-
ing of 802.11’s backoff counter, backoff stage and the current queue length. As
in Bianchi’s model, the chain is not real-time, but evolves upon counter decre-
ments at the MAC layer. Certain approximations are made for tractability, e.g.
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the number of arrivals in a state change is limited to one packet. The authors
give a method for solving for the stationary distribution of the Markov chain
using linear algebra techniques, which involves considerably lower complexity as
compared to brute-force methods.
Of particular interest to our study is the expression of the total delay (due to
both queueing and contention), which if we consider frames do not exceed the
maximum retry limit, can be computed as [9]:
Dt = Δ
(
1 +
K∑
h=0
hP [Q = h]
)
,
where Δ denotes the MAC delay, i.e. the average time elapsed since a packet
reaches head-of-the-line until its successful transmission, P [Q = h] defines the
probability of the queue being h at any given time, and K denotes the maximum
queue length. Further, under the same assumptions the packet loss rate due to
buffer being full (i.e. blocking probability) is given by:
PB = P [Q = K].
To study the effect of the buffer size on the delay and packet loss performance,
we have independently implemented this model. Comparing the output with the
figures reported in [9], we confirm the accuracy of our implementation.
2.2 M/M/1/K Simplified Analysis
For comparison, we also consider a simplified model, where we replace the 802.11
DCF MAC with a simple slotted Aloha-style network. We still view each station
as a queue of size K, but use an M/M/1/K approximation to model its be-
haviour. The M/M/1/K approximation assumes that queue inter-arrival times
and service times are independent and exponentially distributed, which allows
us to explicitly calculate many queue statistics and will prove useful in further
validating the findings we obtain by employing the model of Liu et al. Thus we
will solve for the probability of a successful transmission in terms of the Aloha
transmission probability, the size of the network, the traffic arrival rate and
buffer size. Based on this, we derive the blocking probability and total delay, to
examine the buffer size impact on the performance.
Suppose we have n queues feeding a slotted Aloha style network where each
queue transmits in a slot with probability τ0 when it has a packet. We will assume
the event that a queue transmits in each slot is independent and identically
distributed. Let Pne be the probability that a queue is not empty. Let τ = Pneτ0
be the probability that each node transmits. The service rate for a queue is the
probability that a queue transmits with no collision, or
μ = C(τ) = τ0(1− τ)n−1,
and service times will actually be geometrically distributed.
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Now suppose arrivals to the queue occur at a fixed rate of λ packets per
slot. Consequently, we have a traffic intensity of ρ = λ/μ. Then, approximating
the queue by an M/M/1/K model [1], we can compute the queue non-empty
probability as
Pne =
ρ− ρk+1
1− ρk+1 .
Thus we can regard Pne = Q(μ/λ), remembering that λ is fixed. So, the operating
point of the network is given by a fixed point characterised by:
μ = C(τ) = C(Pneτ0) = C(Q(μ/λ)τ0).
Since τ0 and λ are given parameters, we can solve this numerically to find μ and
then substitute to find Pne.
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Fig. 1. Throughput for a slotted Aloha network with n = 10 stations
Note that for standard slotted Aloha networks, it is well-known [2] that the
value of τ which gives optimal throughput is 1/n. This is illustrated in Figure 1
for n = 10 stations, where we can see a clear peak in the total throughput of
the network at τ = 0.1. Below this peak, stations do not transmit sufficiently
often, leaving too many slots idle, whereas the network experiences an increased
number of collisions beyond the peak, which results in reduced throughput.
Having computed μ and knowing λ, we can obtain the packet loss probability
due to buffer being full, as follows
PB =
1− ρ
1− ρK+1 ρ
K .
To derive the expression of the total delay a packet undergoes from the time of
arrival to the queue until successful transmission, we first compute the average
queue length,
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N¯ =
1− ρ
1− ρK+1
K∑
k=0
kρk
and then apply Little’s law [8], which yields
Dt =
N¯
λ
.
3 Performance Analysis
In what follows we analyse the impact of the buffer size on the packet loss
and delay performance of the networks, using the models detailed in Sec. 2.
Consider a symmetric network, in the sense that all stations are have the same
buffer size and operate under identical traffic load. Consequently, we expect each
station to experience the same mean throughput, queueing delay and packet loss
probability. Unless otherwise stated, we assume a network with n = 10 nodes
that transmit frames with 500-Byte payload and employ the MAC and PHY
layer parameters of IEEE 802.11b as detailed in Table 1.
3.1 Numerical Results with the Model of Liu et al.
First we investigate the packet loss rate and total delay predicted by the 3-D
Markov chain model of Liu et al. [9], as the buffer size is varied. Initially we
examine the performance under a light load regime, whereby the total offered
load is 60% of the network’s idealised total capacity, i.e. the number of packets
that could be transmitted if the medium was occupied by back-to-back successful
transmissions, spaced as closely as permitted by the protocol without backoff,
which also the convention used in [9]. Note, however, that the practical capacity
is somewhat lower due collisions and backoff procedure.
Figure 2 shows the packet loss rate and delay for this scenario. Since the
network is lightly loaded, we observe a familiar pattern, i.e. the delay experienced
by each packet is effectively constant. Also, as we increase the available buffer
space, the packet loss rate decreases since it is less likely the queue will be full
upon the arrival of a new packet.
Table 1. 802.11b MAC parameters
Basic rate 1 Mb/s CWmin = W 32
Data rate 11 Mb/s m (CWmax = 2
mCWmin) 5
Preamble 144 bits SIFS 10 μs
Headers 40 bytes DIFS 50 μs
Payload E[P ] 500 bytes Slot time σ 20 μs
ACK 14 bytes Propagation delay 1 μs
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Fig. 2. Delay and packet loss as buffer size is varied. 60% total offered load.
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Fig. 3. Delay and loss as buffer size is varied. 140% total offered load.
Let us now examine the case where the network is heavily loaded, the load
exceeding the network capacity. In this scenario, buffers become immediately full
and the excess load is dropped as the queues cannot keep up with new arrivals.
Figure 3 illustrates the performance in such circumstances. In this example, we
consider an offered load of 140% of the total capacity, which results in slightly
more than 40% of the packets being discarded. Also, as the queues remain full
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the total delay is dominated by the queueing delay, which increases linearly with
the buffer size.
What is more interesting to observe is the effect of the buffer size on the
performance of the network under moderate-to-high loads. For this purpose, we
analyse the packet loss rate and delay in a scenario where the total load is 85%
of the network capacity. This results are depicted in Figure 4. As expected, since
the traffic volume is significant (however, not overloading the network) we see
the delay increasing as we increase the buffer size. On the other hand, the packet
loss rate initially decreases as we increase the buffer size, but we find that beyond
approximately 5 packets of buffering, surprisingly the packet loss rate actually
increases as the queue expands.
We can gain some insight into why increasing buffering actually increases
losses by considering the same network with n = 10 stations, where we fix the
queue length of n − 1 of them to K = 5 and vary the buffer size of one other
station. The resulting packet loss rates in this scenario are shown in Figure 5. We
see that as we increase the buffer size of one station, the packet loss rate it expe-
riences decreases, while the packet loss rate of the other stations in the network
increases. This suggests that, as we increase contention for the wireless medium,
by reducing the packet loss of one station, we are decreasing the time available
to other stations through a mix of collisions and successful transmissions.
In the following subsection, we demonstrate this effect more clearly by using
the simplified M/M/1/K model introduced in Sec. 2.2.
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Fig. 4. Delay and packet loss as buffer size is varied. 85% total offered load.
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Fig. 5. Packet loss behaviour as buffer size is varied only for one station
3.2 Numerical Results with the M/M/1/K Model
To further illustrate the impact of the buffer size on the packet loss rate at
moderate-to-high traffic loads, and confirm that the non-monotonic behaviour
observed in our numerical analysis based on the model of Liu et al. is not an
artefact of the model, here we consider an equivalent network with n = 10
active stations running slotted Aloha and study the packet loss as predicted by
our M/M/1/K model.
Although the network parameters are not directly comparable, we consider
stations with a maximum transmission probability of τ0 = 0.15, which is larger
than the optimal transmission probability of 1/10. In this scenario, provided
the offered load is large enough, by varying the buffer size we can move from a
situation where the actual transmission probability is below the optimal value,
to a situation where it exceeds the optimal value. For an offered load of λ = 0.045
packets per slot per station, the resulting packet loss is shown in Figure 6, where
we identify a pattern very similar to the packet loss observed for the 802.11 case
depicted in Figure 4.
To add more perspective, we also calculate the transmission probabilities of
the stations and compare them to the optimal value of 1/10. The results are
shown in Figure 7. We see that as we increase the buffer size K, the actual
transmission probability τ increases, indicating that there are packets available
for transmission at the head of the queue more often. However, for the parameters
shown, once K > 4 the value of τ exceeds the optimal value. As we saw in Fig-
ure 6, this results in increased packet loss, since the number of collisions caused
by simultaneous transmissions outweighs the extra transmission attempts.
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Fig. 6. Packet loss & delay behaviour as buffer size is varied. ALOHA network (n = 10).
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Fig. 7. Transmission probability as buffer size is varied
Following these observations, we believe that the behaviour shown by the
802.11 system in Figure 4 can be understood in the same way. This finding
is in fact consistent with earlier work that demonstrates the throughput of an
802.11 network can decrease as the offered load increases even when buffering
is fixed [10], as our results indicate that increased buffering may also increase
the effective transmission probability for 802.11 beyond its optimal value, and
consequently decrease network throughput.
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Fig. 8. Performance evaluation of a simulated network with real-time traffic
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0  5  10  15  20  25  30
P
ac
ke
t l
os
s 
[p
ro
ba
bi
lit
y]
 / 
D
el
ay
 [s
]
Buffer size [packets]
Packet loss
Total delay
Fig. 9. Performance of an optimally configured network with real-time traffic
3.3 Simulation Results
To conclude our performance analysis, we consider a realistic scenario that is
likely to be impacted by the identified non-monotonic behaviour of the packet
loss when the buffer size is varied. Specifically, our focus is on interactive applica-
tions such as online games, video conferencing or voice over WLAN. Therefore,
we run simulation experiments with a 10-node network, where each station runs
a delay sensitive application that generates 425 kb/s of traffic, mapped over the
voice queue at the MAC layer. For this purpose, we use an event-based simu-
lator that we implemented in C/C++, which follows the 802.11 protocol rules
and timing, and consider synthetic constant bit-rate traffic sources, generating
500-byte packets. Given the MAC layer configuration for the access category
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employed (CWmin = 8, CWmax = 16) and the traffic volume, the network will
be operating in a medium-to-high load regime. After a 30 s warm-up period, we
measure the average packet loss rate and delay over a duration of 5 min. We re-
peat the simulations 10 times and plot the average and 95% confidence intervals
for the two metrics in Figure 8. We identify the same trend as observed in the
previous numerical analysis, which strengthens our belief that appropriate MAC
and buffer tuning is necessary to optimise the performance of such applications.
4 Discussion
We have seen that due to the contention-based nature of the 802.11 protocol,
packet loss may exhibit a non-monotonic behaviour when the buffer size is in-
creased, as the transmission probability becomes larger than the optimal value.
In addition, the total delay increases substantially, which may have a severe im-
pact on interactive applications. On the other hand, such applications are less
susceptible to packet loss [5]. In these circumstances it is important to appropri-
ately tune the MAC parameters and buffer size of the stations, to meet latency
requirements.
By setting the maximum transmission probability τ0 (corresponding to satu-
ration) of the nodes to a fixed value, one can ensure that the actual transmission
probability will not increase beyond this point irrespective of the offered load.
Further, if this is set to the optimal value, delay can be optimised, while the non-
monotonic behaviour of the loss identified previously can be eliminated. Thus
the total delay can be bounded by appropriate tuning of the buffer size.
Setting τ0 to a fixed value, is easily achievable by configuring nodes with
CW = CWmin = CWmax, i.e. τ0 = 2/(CW + 1). For optimality, this can be
performed either in a centralised way from the AP, which holds information
about the network size (see [3] for a detailed discussion), or in a distributed
manner, by only observing the channel conditions and dynamically tuning CW ,
as in e.g. [11]. With this setting, as long as the offered load does not exceed the
service rate, a small buffer would suffice, while as stations become overloaded,
delay is directly proportional to the buffer size. To demonstrate this, consider
again the earlier simulation experiment, with n = 10 nodes sending each 425
kb/s to the AP, but this time contending with the optimal CW configuration. As
shown in Figure 9, packet loss drops to zero as the buffer size exceeds 10 packets,
while the delay remains bounded below 20 ms, which is perfectly suitable for the
real-time traffic considered [4].
5 Conclusions
In this paper we have demonstrated that increasing the buffer size in an 802.11
network may actually increase packet loss rates. We demonstrate this result
using a state-of-the-art Markov chain model of buffered 802.11 and a simpler
model of a slotted Aloha network with a M/M/1/K buffer, as well as through
simulations. We show that this effect can be understood in terms of an increased
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number of packets reaching the MAC service, which leads to increased con-
tention and consequently to a throughput drop. This result has implications for
the provisioning of buffers for traffic with a delay/packet loss trade-off, such as
interactive applications. We show that by appropriately configuring the channel
access parameters of the protocol, latency can be controlled by tuning the buffer
size according to the application requirements.
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