The strong convergence of Wong-Zakai approximations of the solution to the reflecting stochastic differential equations was studied in [2] . We continue the study and prove the strong convergence under weaker assumptions on the domain.
Introduction
Wong-Zakai approximations of solutions of stochastic differential equations (=SDEs) were studied by many researchers, e.g. [15, 27, 13] . In the case of reflecting SDEs, Doss and Priouret [5] studied the Wong-Zakai approximations when the boundary is smooth. Actually, the unique existence of strong solutions of reflecting SDEs were proved for domains whose boundary may not be smooth by Tanaka [26] , Lions-Sznitman [16] and Saisho [23] . In their studies, the standard conditions, (A), (B), (C) and admissibility condition, on the domain for reflecting SDEs were introduced and the unique existence of strong solutions were proved under the conditions either (A) and (B) hold or the domain is convex in [26] and [23] . We explain the conditions (A), (B), (C) in the next section. There were studies on Wong-Zakai approximations in such cases, e.g., [20, 21, 22] for convex domains and [7] for domains satisfying admissibility condition as well as conditions (A), (B), (C). When the domain is convex, Ren and Xu [22] proved that Wong-Zakai approximations converge to the true solution in probability in the setting of stochastic variational inequality. In [2] , the strong convergence of Wong-Zakai approximations was proved under the conditions (A), (B), (C). We note that Zhang [28] proved the strong convergence of Wong-Zakai approximations in the setting of [7] independent of [2] . The aim of this paper is to prove the strong convergence of Wong-Zakai approximation under the conditions either (A) and (B) hold or the domain is convex following the proof in [2] . Note that our proof in the case of convex domains is different from [22] and we give an estimate of the order of convergence.
The paper is organized as follows. In Section 2, we recall conditions of the boundary and state the main theorems. The first main theorem (Theorem 2.2) shows the strong convergence of Wong-Zakai approximations when the domain is convex. The estimate of the order of the convergence is the same as given in [2] . The second main theorem (Theorem 2.3) is concerned with the convergence of Wong-Zakai approximations in the case where the domain satisfies the conditions (A) and (B). We prove main theorems in Section 3 and Section 4.
Preliminaries and main theorems
Let D be a connected domain in R d . The following conditions can be found in [23] . In [2] , we used the conditions (A), (B), (C) on D. In this paper, we will use (B') too. The set N x of inward unit normal vectors at x ∈ ∂D is defined by for any x ∈ ∂D there exists a unit vector l x such that
2) (B') (uniform interior cone condition) There exist δ > 0 and 0 ≤ α < 1 such that for any x ∈ ∂D there exists a unit vector l x such that
(C) There exists a C 2 b function f on R d and a positive constant γ such that for any x ∈ ∂D, y ∈D, n ∈ N x it holds that
Note that if D is a convex domain, the condition (A) holds for any r 0 and the condition (C) holds for f ≡ 0. Also we can prove that the condition (B') implies condition (B) with the same δ and β = (1 − α 2 ) −1/2 by noting that n y ∈ N y,r is equivalent to (z − y, n y ) + 1 2r |y − z| 2 ≥ 0 for any z ∈D.
Further, if D is a convex domain in R 2 or a bounded convex domain in any dimensions , then the condition (B) holds. This is stated in [26] .
Let us consider reflecting SDEs.
Let Ω = C([0, ∞) → R n ; ω(0) = 0) and P be the Wiener measure on Ω. Let B(t, ω) = ω(t) (ω ∈ Ω) be the canonical realization of Brownian motion. We consider the reflecting SDE onD:
where •dB(s) denotes the Stratonovich integral. We use the notation (SDE) σ,b to indicate this equation. Note that this usage is different from that in [2] but I think there are no confusion. As explained in the Introduction, if either the condition, (i) D is a convex domain, (ii) D satisfies the conditions (A) and (B), holds, then the strong solution X(t) to (2.4) exists uniquely. These are due to Tanaka [26] for (i) and Saisho [23] for (ii). See also [16] . Let X N be the Wong-Zakai approximation of X. That is, X N is the solution to the reflecting differential equation driven by continuous bounded variation paths:
We may denote t N k and ∆ N by t k and ∆ respectively. The solution X N uniquely exists under conditions (A) and (B) on D. See, e.g., [2, 23] . Under the convexity assumption of D too, the solution X N uniquely exists by the results in [26] . In the convex case, we can check the existence in the following different way. More generally we consider a reflecting differential equation driven by a continuous bounded variation path w t : t] denotes the total variation of w(u) (s ≤ u ≤ t) and σ ∞ and b ∞ denotes the sup-norm of the operator norm and the Euclidean norm of σ and b respectively. Thus, we have max 0≤t≤T |x R (t) − x 0 | ≤ 2( √ 2 + 1)( σ ∞ w [0,T ] + b ∞ T ) and we can apply the result in the case where (A) and (B) hold. Now we are in a position to state our main theorems.
(2.10) Theorem 2.3. Assume the conditions (A) and (B) hold. Then for any ε > 0, we have
Remark 2.4. Rough path analysis makes the meaning of Wong-Zakai approximations clear. We refer the readers for basic results of rough path analysis to [17, 18, 19, 11, 12] and for Wong-Zakai approximations of rough differential equations driven by fractional Brownian motions to [9, 14, 4] . Note that reflecting differential equations driven by rough paths are defined and the existence and estimates of the solutions are studied in the author's recent paper [1] . See also [8] for reflecting differential equations driven by fractional Brownian motions whose Hurst parameter are greater than 1/2.
Convex domains
In this section, we prove Theorem 2.2. Below, we use the notation
The notation w [s,t] was already defined in Section 2. We can prove the following in the same way as in the proof of Lemma 2.3 in [2] . 
where q ≥ 1 and ω is a control function. Then the local time φ of the solution to the Skorohod problem associated with w has the following estimate.
The above estimate is one of key for the proof in [2] . Since the unbounded convex domains in R d (d ≥ 3) may not satisfy the condition (B), we cannot use this estimate. However, it is possible to estimate the total variation φ [s,t] by w ∞,[s,t] together with the sup-norm of ξ since we can give an estimate for the numbers β and δ in the condition (B) for bounded convex domains.
Proof. We prove the condition (B'). Let x ∈ ∂D R . Let l x be the unit vector in the direction from x to x 0 . Let S(x 0 ) be a d − 1 dimensional ball which is the slice of the ball B(R 0 , x 0 ) by a hyperplane H(x 0 ) that passes through x 0 and is orthogonal to
be a continuous q-variation path with the control function ω on R d with w(0) ∈D and q ≥ 1. Assume that there exists a solution (ξ, φ) to the Skorohod problem associated with w. Then it holds that
(3.4)
Proof. Note that ξ is the solution of the Skorohod problem associated with w on
. This domain satisfies (B) with the constants δ and β specified in the above lemma. In the lemma, letting r 0 → ∞, G reads
By applying Lemma 3.1, we complete the proof.
To prove Theorem 2.2, we need moment estimates for increments of X N and Φ N .
where C p and C are positive constants.
Proof. These assertions can be proved by the same way as the proof of Lemma 4.3 and Lemma 4.4 in [2] . We assumed the condition (B) in those lemmas but we can argue in the same way since Skorohod equation associated with the continuous bounded variation path is uniquely solved under the convexity of D.
where C p is a positive number independent of N .
for all even positive integers p and 0 ≤ s ≤ t ≤ T , where C p is independent of R. We prove this by an induction on p. Letb = b + 1 2 tr(Dσ)(σ). By the Ito formula,
Noting the non-positivity of the term containing Φ which follows from the convexity of D and taking the expectation, we have
Let p ≥ 4 and suppose the inequality holds for p − 2.
Hence we have
This proves (3.10). Next we prove (3.11) . Again, is is sufficient to prove the case where p is an even number. We prove this by an induction on p similarly to (3.10). By Lemma 2.4 in [2] , we have E[ X N p [0,T ] ] < ∞ for any p ≥ 1. We consider the case where p = 2. Let s = t l < t m = t. By the chain rule,
where we have used the non-positivity of the third term which follows from the convexity of D.
We estimate I 1 , I 2 . We have
By Lemma 3.4 (2),
Thus, we obtain
20)
Again by noting Lemma 3.4 (2), we see that (3.20) holds for any 0 ≤ s ≤ t ≤ T . Applying the Gronwall inequality, we get the inequality (3.11) with p = 2. Let p ≥ 4. Let s = t l < t m = t.
By the chain rule,
where we have used the non-positivity of the third term which follows from the convexity of
and by the assumption of induction, we have
For J 1 , we have
We have
where
By the estimate for p = 2 and Lemma 3.4 (2), we have
Noting that for any a > 0, m k=l+1 (t k−1 − s) a ∆ ≤ t s (u − s) a du ≤ (t − s) a+1 /(a + 1) and using the assumption of induction,
Similarly,
We consider the terms J k 1,i (2 ≤ i ≤ 4).
(3.36) By using (3.8), we see that (3.36) holds for any 0 ≤ s ≤ t ≤ T . By the Gronwall inequality, we get the desired inequality for p and we complete the proof of (3.11). The estimate (3.7) and the Garsia-Rodemich-Rumsey estimate imply the L r -boundedness of the Hölder norm with exponent 1/2 − ε of Y N for any r ≥ 1 and 0 < ε < 1/2. Hence, (3.12) follows from Lemma 3.3 and (3.11).
Thanks to the above estimates, we can prove the first main theorem as in [2] .
Proof of Theorem 2.2. Let X N E (t) be the Euler approximation of X. That is, X N E (0) = x and X N E is the solution to the Skorohod equation:
is the local time term andb = b + 1 2 tr(Dσ)(σ). By a similar argument to (3.10) and (3.12) , we obtain
Hence by the same proof as in [2] , we obtain there exists C p > 0 such that
By these estimates and Lemma 3.5, we can prove this theorem as in the same way in [2] . In [2] , we proved
But we can obtain the estimate (2.9) by using Lemma 3.5 and (3.38).
General domains satisfying conditions (A) and (B)
In this section, we prove Theorem 2.3. The following observation which can be found in Lemma 5.3 in [23] is crucial for our purpose. It is stated in Lemma 5.3 in [23] that the conclusion in the above proposition holds for y ∈ B(z 0 , δ) ∩D. However, it is obvious to see the same conclusion holds for any y ∈D. Thanks to this proposition, we can localize the problem. Let us choose a positive number δ ′ < δ/2. For any z ∈D, if B(z, δ ′ ) ∩ ∂D = ∅, then there exists z 0 ∈ ∂D such that B(z, δ ′ ) ⊂ B(z 0 , δ). Next, let χ be a C ∞ function on R d such that χ(x) = 1 for x with |x| ≤ δ ′ /2, χ(x) = 0 for x with |x| ≥ 2δ ′ /3. Let z ∈D and define
We denote the solution and the Wong-Zakai approximation to (SDE) σ z ,b z with the starting point x by X z (t, x, ω) and X N,z (t, x, ω) respectively. By the uniqueness of strong solutions, we have
x, ω) and X N,z (t, x, ω) belong to B(z, 2δ ′ /3) for all t and N .
We need a continuous dependence of solutions of reflecting SDE with respect to the starting point as in the following. Below, we state it for the particular case SDE σ z ,b z but it is easy to extend the result to more general situations. (1) For any p ≥ 1 and x, y ∈D, we have
The constant C p is independent of z.
(2) Let 0 < θ < 1. There exists a positive constant C T,θ such that for any x, z ∈D, we have
Let τ (ω) and σ(ω) be the exit time of X(t, x, ω) and X z (t, x, ω) respectively from B(z, δ ′ /2). Then τ (ω) = σ(ω) P -a.s. ω and X(t, x, ω) = X z (t, x, ω) (0 ≤ t ≤ τ (ω)).
Proof.
(1) If x or y belongs to B(z, 2δ ′ /3) c , the assertion is true because of (i) and (ii) above. Therefore we may assume x, y ∈ B(z, 2δ ′ /3). Suppose B(z, δ ′ ) ∩ ∂D is not an empty set. Then we can pick a point z 0 ∈ B(z, δ ′ ) ∩ ∂D such that B(z, δ ′ ) ⊂ B(z 0 , δ). Let f be a function in Lemma 4.1 associated with z 0 . Let
In the calculation below, we omit the superscript z in the notation X z , and so on. Letb = b + 1 2 tr(Dσ)(σ). By the Ito formula,
x)) − σ(X(t, y))) dB(t) + 2 Z(t),b(X(t, x)) −b(X(t, y)) dt + σ(X(t, x)) − σ(X(t, y)) 2 H.S. dt + 2ρ(t) (Z(t), dΦ(t, x) − dΦ(t, y)) − 2ρ(t) γ |Z(t)| 2 ((Df )(X(t, x)), dΦ(t, x)) + ((Df )(X(t, y)), dΦ(t, y)) − 2ρ(t) γ |Z(t)| 2 ((Df )(X(t)), σ(X(t, x))dB(t)) + ((Df )(X(t, y)), σ(X(t, y))dB(t))
where X(t, y) ), σ(X(t, y)) t (σ(X(t, x)) − σ(X(t, y))) (Z(t)) dt − 2ρ(t) γ |Z(t)| 2 (Df )(X(t, x)),b(X(t, x)) dt + (Df )(X(t, y)),b(X(t, y)) dt − ρ(t) γ |Z(t)| 2 tr(D 2 f )(X(t, x)) (σ(X(t, x))·, σ(X(t, x))·) + tr(D 2 f )(X(t, y)) (σ(X(t, y))·, σ(X(t, y))·)) dt + 2ρ(t) γ 2 (Df )(X(t, x))(σ(X(t, x))) + (Df )(X(t, y))(σ(X(t, y))) 2 |Z(t)| 2 dt. Let us take a look at the second and third terms of (4.6). This term is not equal to 0 when X(t, x) or X(t, y) hits ∂D. By the property of f , these terms are negative. Taking this into account and using the Burkholder-Davis-Gundy inequality, we estimate
Similarly to the proof of Theorem 3.1 in [2] and Lemma 3.1 in [16] , we have
which implies the desired result. We prove (2) . When x / ∈ B(z, 2δ ′ /3), X z (t, x, ω) = X N,z (t, x, ω) = x for all t, N . So we assume x ∈ B(z, 2δ ′ /3). If B(z, δ ′ ) ∩ ∂D = ∅, by the properties (i) and (ii), X N,z (t, x) and X z (t, x) never hits the boundary of D. Hence the classical Wong-Zakai theorem implies the assertion. Suppose B(z, δ ′ ) ∩ ∂D = ∅. Then there exists z 0 ∈ ∂D such that B(z, δ ′ ) ⊂ B(z 0 , δ). In [2] , (4.3) is proved under the conditions (A), (B) and (C) on D. By Lemma 3.1, the condition (C) holds locally in some sense. Also, X N,z (t, x), X z (t, x) ∈ B(z, 2δ ′ /3). However, we cannot conclude that the proof in [2] works in the present case too. Because, there, first, we proved that the Euler approximation converges to the true solution in Theorem 3.1 and, second, the difference of the Euler approximation and the Wong-Zakai approximation converges to 0 in Lemma 4.6 in [2] . In the present case, the Euler approximation solution may exit from B(z, 2δ ′ /3) and reach the boundary of D outside B(z 0 , δ) even if x ∈ B(z, 2δ ′ /3). However, such a probability is small and we can prove 
where ε is a small positive number and H,θ denotes the Hölder norm with exponent θ (θ < 1/2 
Similarly, the key of the proof of Lemma 4.6 in [2] is the non-positivity of the sum of second and third terms involving local times Φ N and Φ N E in (4.49). For (SDE) σ z ,b z too, the corresponding term involving Φ N,z is non-positive. For the term Φ N,z E , by the same reasoning as in (4.10), we have 11) where ρ N, x) ) . Consequently, in a similar way to the proof of Lemma 4.6 in [2] , we obtain for any 0 < θ < 1
The assertion (3) can be proved by the same argument as in the proof of Lemma 5.5 in [23] .
Proof of Theorem 2.3. Let x ∈D and P x denote the probability law of the process It is sufficient to prove that for any ε > 0 and c
Let us define a subset of increasing numbers {s 0 , . . . , s K } ⊂ {t N k } N k=0 so that s 0 = 0 and s k = max{t N l ≥ s k−1 | max s k−1 ≤t≤t N l |c(t) − c(s k−1 )| ≤ δ ′ /8}. For any c, if N is sufficiently large, then the set on the RHS in the definition of s k is not empty and s K = T . Note that the set {s k } and K may depend on N but lim sup N →∞ K < ∞. We prove by an induction on 1 ≤ k ≤ K that for any ε > 0 
Here we have used that for ω satisfying max 0≤t≤s * 1 |X N,x (t, x, ω) − x| ≤ δ ′ /2, X N (t, x, ω) = X N,x (t, x, ω) holds for 0 ≤ t ≤ s * 1 . The estimate (4.18) and Lemma 4.2 (2) implies the case k = 1. We prove (4.16) in the case of k + 1 assuming the case of k. Let 
Note that for t ≥ s k , where we have written X(s k ) = X(s k , x, ω) and X N (s k ) = X N (s k , x, ω) for simplicity. By Lemma 4.2 (1) and the Chebyshev inequality, we have I 1 ≤ 4ε −2 C 2 η 2 . Let To prove lim sup η→0 lim sup N →∞ I 2 = 0, it suffices to show lim sup N →∞ I 3 = 0 for any η. We explain the reason. By Hence, by a similar argument to the case k = 1, we can prove lim sup N →∞ I 3 = 0 which completes the proof. Remark 4.3. As explained in the above proof, we estimated the difference X N − X N E in Lemma 4.6 in [2] . However, it is easy to check that we can estimate the difference X N − X in a similar way to the proof of X N − X N E and obtain max 0≤t≤T E[|X N (t) − X(t)| 2 ] ≤ C T,θ ∆ θ/2 N in the setting in [2] . In the proofs of Theorem 2.2 and Theorem 2.3 too, we can directly estimate the difference X N − X in the convex case and X N,z − X z similarly. By noting this, actually, we do not need to use the Euler approximation in the above proofs too. Also, we note that Zhang [28] proved that the difference X N − X converges to 0 without using the Euler approximation under stronger assumptions than those in [2] .
