Space Quantum Communication using Time-bin qubit by Vedovato, Francesco
Universita` degli Studi di Padova
DIPARTIMENTO DI FISICA E ASTRONOMIA “GALILEO GALILEI”
DIPARTIMENTO DI INGEGNERIA DELL’INFORMAZIONE
Corso di Laurea Magistrale in Fisica
Space Quantum Communication
using Time-bin qubit
Laureando:
Francesco Vedovato
Relatore:
Chiar.mo Prof. Paolo Villoresi
Correlatore:
Chiar.mo Prof. Giuseppe Vallone
Anno Accademico 2014-2015

C O N T E N T S
Introduction 1
1 quantum communication 3
1.1 Elements of Quantum Information . . . . . . . . . . . . . . . . . 4
1.1.1 Postulates of Quantum Mechanics . . . . . . . . . . . . . 4
1.1.2 The qubit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.3 The “no-cloning” theorem . . . . . . . . . . . . . . . . . . 9
1.2 Quantum Cryptography . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.1 Basic elements of cryptography . . . . . . . . . . . . . . . 10
1.2.2 Quantum Key Distribution . . . . . . . . . . . . . . . . . 11
1.2.3 Elements of practical QKD with faint laser pulses . . . . 14
1.3 Quantum Communication with entanglement . . . . . . . . . . 16
1.3.1 Entanglement . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3.2 Dense coding . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3.3 Quantum teleportation . . . . . . . . . . . . . . . . . . . . 19
1.3.4 Entanglement swapping . . . . . . . . . . . . . . . . . . . 20
2 beam optics and laser theory 23
2.1 Classical theory of electromagnetic fields . . . . . . . . . . . . . 24
2.2 Gaussian Optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.1 The Gaussian Beam . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2 Beam shaping through thin lenses . . . . . . . . . . . . . 29
2.2.3 The spherical mirror resonator . . . . . . . . . . . . . . . 32
2.3 Light-matter interaction . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.1 Einstein coefficients . . . . . . . . . . . . . . . . . . . . . . 34
2.3.2 Lineshape function for atomic transitions . . . . . . . . . 36
2.4 Lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4.1 Theory of laser oscillation . . . . . . . . . . . . . . . . . . 37
2.4.2 Properties of laser beam . . . . . . . . . . . . . . . . . . . 40
2.5 Non-linear optics and Second Harmonic Generation . . . . . . . 42
3 coherence and interference phenomena 47
3.1 Introduction to statistical optics . . . . . . . . . . . . . . . . . . . 48
3.2 Classical coherence functions . . . . . . . . . . . . . . . . . . . . 49
3.3 Temporal coherence and interferograms . . . . . . . . . . . . . . 52
3.4 Quantization of electromagnetic field . . . . . . . . . . . . . . . 56
3.5 Quantum coherence functions . . . . . . . . . . . . . . . . . . . . 59
3.6 Quantum mechanical interpretation of interference . . . . . . . 63
3.7 Linear optics and interference with single photons . . . . . . . . 64
iii
Contents
3.7.1 Time-domain formulation for linear quantum optics . . 70
4 toward space quantum communications 73
4.1 Motivations and state of the art . . . . . . . . . . . . . . . . . . . 74
4.2 Experimental steps towards Satellite Quantum Communications 76
4.2.1 Exchange of single photons between a satellite and a
Earth-based station . . . . . . . . . . . . . . . . . . . . . . 77
4.2.2 Satellite Quantum Communication with polarization en-
coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5 time-bin encoding for space quantum communication 85
5.1 Time-bin qubit and quantum interference . . . . . . . . . . . . . 86
5.2 “Two ways” setup and BB84 protocol . . . . . . . . . . . . . . . 92
5.3 Preliminary tests at LUXOR Laboratory . . . . . . . . . . . . . . 94
5.4 Time-bin experiment in Space: the idea . . . . . . . . . . . . . . 96
6 space time-bin feasibility test at mlro 101
6.1 Generation of the laser beams . . . . . . . . . . . . . . . . . . . . 102
6.2 Measurement of the coherence time of the qubit pulses . . . . . 103
6.3 The experimental setup . . . . . . . . . . . . . . . . . . . . . . . . 104
6.4 Preliminary operations and data acquisition . . . . . . . . . . . 107
6.5 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.5.1 Satellite trajectory and qubits return frequencies . . . . . 110
6.5.2 Experimental phase shift and unbalance estimation . . . 111
6.5.3 Experimental verification of the interference effect . . . . 116
6.6 Results and conclusions . . . . . . . . . . . . . . . . . . . . . . . 118
Bibliography 123
Acknowledgements 127
iv
I N T R O D U C T I O N
The aim of this thesis is to test the feasibility of the time-bin encoding
technique along a space quantum link between a satellite and a ground station.
Quantum Communication represents today the most promising path to
ensure communication security, a primary necessity for governments, industries
and individual citizens.
In this context, Quantum Key Distribution (QKD) plays a crucial role allow-
ing to establish a secure communication between two parties. QKD uses
the fundamental principles of Nature described by Quantum Mechanics, as
Heisenberg’s uncertainty principle, to ensure that no one can eavesdrop the
communication without being discovered. QKD may be considered the first
application of Quantum Information available in everyday applications and the
time-bin technique is the encoding used for the first commercial realizations
based on optical fibers. Free-space optical links are instead more suitable for
long-distance QKD among metropolitan areas or even continents.
However, secure quantum communications are nowadays limited to within
some hundreds of kilometers due to the physical limits of these two technolo-
gies. To overcome these limitations, with a view to a global QKD network, a
space quantum channel is required. So far, no orbiting terminals dedicated
to quantum communications are available and so experiments try to mimic a
quantum transmitter in space by exploiting satellites equipped with corner
cube retroreflectors. They are typically used for Laser Ranging activities, even
if in the few last years they have been employed for quantum communication
tests that have already demonstrated the feasibility of polarization encoding
in Space.
Time-bin encoding is another quantum information technique that must be
investigated also in the spatial environment. In this case, the information is
encapsulated in the phase of a photon-wavepacket and this thesis aims to show
that the phase holds in the propagation through the space quantum channel.
The experiment we will describe here requires the realization of a single
photon interferometry at satellite distance involving an orbiting terminal. The
feasibility test reported and the obtained results are crucial to extend the
frontiers of satellite QKD also to other Quantum Communication protocols
such as quantum teleportation and entanglement swapping, never tested in
Space so far.
We can now present the chapters description and a small resume of the
discussed topics.
The first chapter is about Quantum Communication. We will introduce
some basic elements of Quantum Information, the fundamental concepts of
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QKD and the main ideas underlying the other Quantum Communication pro-
tocols based on entanglement (dense coding, teleportation and entanglement
swapping).
In the second chapter we will present two of the main tools of a modern
optics laboratory, i.e., the Gaussian optics and the LASER. In particular, we will
describe the behavior of a optical 4f-system which role will be fundamental
in our experiment, the concept of lineshape function for an atomic transition
and the operating principle of a mode-locked laser.
Due to the fact that the experiment is an interferometry one, the third
chapter is dedicated to the concept of coherence, with particular attention to
optics both in the classical and in the quantum description. We will describe
the role of coherence in interference experiments and the description of a
linear multiport that we will use to predict the detection probabilities in our
experiment.
The forth chapter regards Space Quantum Communication by presenting
the state of the art of this research field and the experimental steps performed
until today. In particular, we will report the single photon exchange between
a satellite and a ground station and the first satellite quantum communication
realized with polarization encoding.
In the fifth chapter we introduce the time-bin technique and its use to
implement the QKD BB84 protocol. Then we will describe the ‘Two-Ways”
configuration and the idea of the time-bin experiment in Space.
The space time-bin feasibility test is presented with great details in the sixth
chapter. We will describe the optical setup used at Matera Laser Ranging
Observatory (MLRO) in Matera, the data collection and analysis and the
results that show the positive outcome of the test.
2
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Q U A N T U M C O M M U N I C AT I O N
Quantum Communication is the art of transferring a quantum state from
one place to another. It is part of Quantum Information, which studies the deep
relation between Quantum Mechanics and Information Theory. Quantum
Information allows tasks that are impossible using classical information as,
for example, secure communications between two parties and teleportation,
as we will show in the following.
In this introductory chapter, we report some basic concepts of Quantum In-
formation in order to understand the contents of this thesis. Then, we present
the simplest Quantum Communication protocol, Quantum Cryptography, that is
also the most promising technique for Space Quantum Communication. Finally,
we show how entanglement, the characteristic trait of Quantum Mechanics, can
be exploited to realize quantum communications.
3
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1.1 elements of quantum information
In this section we review the postulates of Quantum Mechanics and the
formalism of density operator. Then, we introduce the idea of qubit, the quantum
analogue to the classical bit. At the end of this section, we demonstrate the
no-cloning theorem which role is fundamental in all Quantum Communication
protocols.
1.1.1 Postulates of Quantum Mechanics
There are four basic postulates of Quantum Mechanics which tell you how
to represent a physical system and its state, how systems evolve when “not
measured”, how to carry out measurements and how to describe a composite
quantum systems made up of two (or more) distinct physical systems. A
complete discussion of these postulates can be found for example in [1], from
which we report the four statements:
1. States. Associated to any isolated physical system is a Hilbert space H.
The physical state of the system is completely described by a unit vector
ψ in the Hilbert space. The state vector is represented by the symbol
|ψ〉 ∈ H by using the Dirac notation.
2. Evolution. The evolution of a closed quantum system is described by
an unitary transformation, i.e., an unitary operator acting on the Hilbert
space. The state |ψt〉 of the system at time t is related to the state |ψt ′〉
of the system at time t ′ by an unitary operator Uˆtt ′ which depends only
on the times t and t ′,
|ψt ′〉 = Uˆtt ′ |ψt〉 . (1.1)
3. Measurements. Quantum measurements are described by a collection
{Mˆn} of measurement operators. These are operators acting on the Hilbert
space H and the index n refers to the measurement outcomes that may
occur in the observations.
If |ψ〉 is the state of the system immediately before the measurement,
then the probability that result n occurs is given by
P(n) = 〈ψ|Mˆ†nMˆn|ψ〉 , (1.2)
where 〈ψ| is the vector dual to |ψ〉 and Mˆ†n is the adjoint of operator Mˆn.
The state of the system immediately after the measurement is
|ψ ′〉 = Mn|ψ〉√
〈ψ|Mˆ†nMˆn|ψ〉
. (1.3)
The measurement operators must satisfy the completeness equation∑
n
Mˆ†nMˆn = 1H . (1.4)
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4. Composite systems. The state space H of a composite physical system
is the tensor product of the state spaces Hi of the component physical
systems
H =
⊗
i
Hi . (1.5)
If the systems are numbered 1 through N and the j-th system is prepared
in the state |ψj〉, then the joint state |ψ〉 ∈ H of the total system is
|ψ〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψN〉 . (1.6)
The third postulate about quantum measurement is often given in terms
of projective measurements, that are only a special class of measurements. A
projective measurement is described by an observable, a Hermitian operator Oˆ =
Oˆ† acting on the Hilbert space. The observable has a spectral decomposition,
Oˆ =
∑
n
nPˆn , (1.7)
where Pˆn is the projector onto the eigenspace of Oˆ with eigenvalue n. The
possible outcomes of the measurement correspond to the eigenvalues of the
observable. Upon measuring the state |ψ〉, the probability of getting result n
is given by
P(n) = 〈ψ|Pˆn|ψ〉 (1.8)
and, given the outcome n occurred, the state after the measurement is
|ψ ′〉 = Pˆn|ψ〉√
P(n)
. (1.9)
It is very easy to calculate average values for projective measurements. The
average value of the observable Oˆ is given by
〈Oˆ〉 =
∑
n
nP(n)
=
∑
n
n〈ψ|Pˆn|ψ〉
= 〈ψ|Oˆ|ψ〉 . (1.10)
From this formula follows a formula for the variance σ2
Oˆ
associated to obser-
vations of Oˆ,
σ2
Oˆ
= 〈Oˆ2〉− 〈Oˆ〉2 . (1.11)
We have formulated the postulates of Quantum Mechanics using the lan-
guage of state vectors, or pure states, assuming that the state of the system is
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completely known. However, we can suppose that the system is in one of a
number of states |ψi〉 with respective probabilities pi . The ensemble {pi, |ψi〉}
is an ensemble of pure states and the quantum state of the system in this case is
called mixed state and it is described by the density operator
ρˆ ≡
∑
i
pi|ψi〉〈ψi| (1.12)
acting on the Hilbert H of the system.
The formalism of density operator is more general than the formalism of
pure states. Indeed, the density operator for a pure state |ψ〉 has the form
ρˆ = |ψ〉〈ψ|. All properties of density operator are listed in [1]. We report here
only the fact that the trace of the density operator is unitary
Tr {ρˆ} =
∑
i
piTr {|ψi〉〈ψi|} =
∑
i
pi = 1 , (1.13)
where we have used the definition of trace operation
Tr {|ψi〉〈ψi|} ≡
∑
k
〈k|ψi〉〈ψi|k〉 = 〈ψi|
(∑
k
|k〉〈k|
)
|ψi〉 = 〈ψi|ψi〉 = 1 . (1.14)
where {|k〉} is an orthonormal basis for the Hilbert space H of the system.
Suppose now to take a unit vector |ψ〉 and an arbitrary operator Aˆ acting
on the Hilbert space. It is useful to evaluate Tr
{
Aˆ|ψ〉〈ψ|} for what we will
see in the following. Using the Gram-Schmidt procedure to extend |ψ〉 to an
orthonormal basis {|k〉} which includes |ψ〉 as the first element, then we have:
Tr
{
Aˆ|ψ〉〈ψ|} =∑
k
〈k|Aˆ|ψ〉〈ψ|k〉 = 〈ψ|Aˆ|ψ〉 . (1.15)
We have to cite here also an important criterion to decide if a state given
by a density operator is mixed or pure: ρˆ describe a pure state if and only if
Tr
{
ρˆ2
}
= 1 [1].
In the case of the projective measurement Oˆ given in (1.7), the mean value
of its observations if the system is in the mixed state (1.12) is given by
〈Oˆ〉 ≡
∑
i
pi〈ψi|Oˆ|ψi〉
=
∑
i
piTr
{
|ψi〉〈ψi|Oˆ
}
= Tr
{(∑
i
pi|ψi〉〈ψi|
)
Oˆ
}
= Tr
{
ρˆOˆ
}
. (1.16)
We will use some of these formulas in the following.
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1.1.2 The qubit
Here we present the fundamental concept of Quantum Information, the
quantum-bit or qubit.
The bit is the basic object of classical computation and information. It can
take two values, 0 or 1, and the value represents the state of the bit. Two
possible quantum states for a qubit are the states |0〉 and |1〉, which you can
think correspond to the stated 0 and 1 for a classical bit. The great difference
between bits and qubits is that a qubit can be in a state other than |0〉 or |1〉.
Indeed, any linear combination of these two states (called superposition),
|ψ〉 = α|0〉+β|1〉 , (1.17)
where α,β ∈ C, is also a possible quantum state, due to the linear structure of
the vector quantum space that describe the system.
More precisely, a qubit “lives” in a two-dimensional state space H1q ' C2
where {|0〉, |1〉} form an orthonormal basis. The condition that an allowed
quantum state |ψ〉 must be a unit vector given in the first postulate is therefore
equivalent to the condition
|α|2 + |β|2 = 1 (1.18)
for the complex coefficients in (1.17).
In Quantum Information, Computation and Communication the qubit is
the fundamental quantum mechanical system and we will see in the following
that there are physical systems in which practical qubits can be realized.
A useful representation for a generic qubit can be obtained rewriting (1.17)
as
|ψ〉 = cos θ
2
|0〉+ eiϕ sin θ
2
|1〉 (1.19)
using the normalization condition (1.18). The angles θ and ϕ define a point
on the unit three-dimensional sphere, called Bloch sphere, that is represented
in Figure 1.1.
In (1.17) the qubit is given by a pure state and it is represented by a point on
the surface of the Bloch sphere. On the contrary, an arbitrary density matrix
for a mixed state one-qubit may be written as
ρˆ1q =
1H1q + r ·σ
2
, (1.20)
where r is a real three-dimensional vector such that ||r|| 6 1 and σ is the
“vector” with the three Pauli matrices
σˆ1 = σˆx =
(
0 1
1 0
)
, σˆ2 = σˆy =
(
0 −i
i 0
)
, σˆ3 = σˆz =
(
1 0
0 −1
)
, (1.21)
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Figure 1.1: Bloch sphere representation of a qubit [1].
as components. The vector r gives a point on the Bloch sphere and it can be
shown that a pure state is characterized by a unit vector r such that ||r|| = 1
that gives a point on the surface of the sphere, while a true mixed state is
represented by a point inside the sphere.
It is possible to use any two-level quantum system in order to create a
physical qubit. For example, the spin of an electron or two electronic levels of
an atom can be considered for qubit realization. For our purpose, the most
important physical system to realize a quantum bit is the photon, the light
particle. We will see in section 5.1 how to create a time-bin qubit using photons.
Now, we concentrate on the simplest way to encode quantum information in
a qubit using single photon polarization. For example, it is possible to associate
the |0〉 and |1〉 states, respectively, to the horizontal |H〉 and vertical |V〉 states
of polarization of a photon. The other photon polarization states often used
in Quantum Information realizations are
|+〉 = 1√
2
(|H〉+ |V〉) , (1.22)
|−〉 = 1√
2
(|H〉− |V〉) , (1.23)
|L〉 = 1√
2
(|H〉+ i|V〉) , (1.24)
|R〉 = 1√
2
(|H〉− i|V〉) , (1.25)
where |±〉 represents a photon linearly polarized along a diagonal direction
while |R〉 (|L〉) represents a right (left) circularly polarized photon. We will use
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these state describing the first experimental satellite quantum communication
in section 4.2.2.
The polarization encoded qubit can be represent through the Poincaré
sphere (Figure 1.2), which is used also in the context of classical polarization
[2] and it is quite similar to the Bloch sphere.
Figure 1.2: Poincaré sphere representation of a polarization encoded qubit.
1.1.3 The “no-cloning” theorem
In a classical system the copy of a bit is a simple operation, while in the
case of a quantum state a perfect copy of a generic qubit is not allowed.
The fact that quantum states cannot be copied is certainly one of the most
specific attributes that makes quantum information different from classical
information. This negative capability has a great positive counterpart: it
prevents a potential enemy from eavesdropping and so it makes Quantum
Communication potentially secure, as we will show in the following.
An elementary proof of this theorem can be found in [1]. Suppose that we
have a quantum machine with two slots labeled A and B. The A slot starts
out in an unknown but pure quantum state |ψ〉 and the quantum machine
has to copy this state into the B slot that starts out in some pure state |b〉. The
initial state of the copying machine is so
|ψ〉 ⊗ |b〉 . (1.26)
The copying procedure must be effected by an unitary copying operator UˆC that
ideally produce
|ψ〉 ⊗ |b〉 → UˆC (|ψ〉 ⊗ |b〉) = |ψ〉 ⊗ |ψ〉 . (1.27)
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Now, suppose that this copying procedure works for two particular pure
states, |ψ〉 and |ϕ〉, i.e.,
UˆC (|ψ〉 ⊗ |b〉) = |ψ〉 ⊗ |ψ〉 , (1.28)
UˆC (|ϕ〉 ⊗ |b〉) = |ϕ〉 ⊗ |ϕ〉 . (1.29)
Taking the inner product of these two equations gives
〈ψ|ϕ〉 = (〈ψ|ϕ〉)2 (1.30)
that have only two solutions: either |ψ〉 = |ϕ〉 or |ψ〉 and |ϕ〉 are orthogonal.
In this way, a copying machine can only clone states which are orthogonal to
one another and therefore a general quantum cloning device is impossible.
It can be shown that even if one allows non-unitary copying devices, the
cloning of non-orthogonal pure states remains impossible and similar conclu-
sions hold also for mixed states.
1.2 quantum cryptography
In this section we describe the first protocol proposed for Quantum Com-
munication, called Quantum Cryptography or Quantum Key Distribution (QKD)
following the clear review [3] by Gisin.
1.2.1 Basic elements of cryptography
Cryptography is the art of rendering a message unintelligible to any unau-
thorized party. To achieve this goal, an algorithm called cryptosystem or cipher
is used to combine a message with a key to produce a cryptogram. This tech-
nique is known as encryption. A cryptosystem is secure if it is impossible to
unlock the cryptogram (decryption) without the key.
The key can be public, as in the RSA cryptosystem [4]. The security of a
public-key cryptosystem is based on computational complexity. For example,
the security of RSA is based on the factorization of large integers, a task that
Shor has shown could be fastly achieved by using a quantum computer [5], a
device that does not yet exist (fortunately in this context!).
On the contrary, the key can be secret and shared by the two communicating
parties, traditionally called Alice and Bob. The same key is used for both
the encryption and the decryption of the message. The simplest classical
secret-key cryptosystem is the one-time pad, first proposed by Vernam in 1926
[6] and represented in Figure 1.3.
Alice encrypts her message, a string of bits denoted by the binary number
m using a randomly generated key k. She simply adds each bit of the message
to the corresponding bit of the key to obtain the encrypted text
t = m⊕ k , (1.31)
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Figure 1.3: One-time pad cryptosystem.
where ⊕ denotes the binary addition modulo 2 without carry. The encrypted
text t is sent to Bob, who decrypts the message by adding the same key k
because
t⊕ k = m⊕ k⊕ k = m . (1.32)
Due to the fact that the bits of the encrypted text t are as random as those of
the key, they do not contain any information about the message which Alice
and Bob want to share. Shannon in 1949 showed that this cryptosystem is
secure according to classical information [7].
The problem of this system is that it is essential for Alice and Bob to possess
a common secret key that must be at least as long as the message itself.
Further, they can use the key for a single encryption only. They key has to
be transmitted by some trusted means, such a courier, or through a personal
meeting between Alice and Bob: this is a procedure evidently complex and
expensive. As we will show now, Quantum Key Distribution aims to solve the
problem of distributing long sequences of key bits in a secure and fascinating
way.
1.2.2 Quantum Key Distribution
The idea of Quantum Key Distribution is very simple: it turns one of the
basic negative statements of Quantum Mechanics “One cannot take a measure-
ment without perturbing the system” into a positive resource. Think to this
statement applied to a communication between Alice and Bob: it applies also
to eavesdroppers, i.e., to a malicious third person, traditionally called Eve,
that wants to get information about the communication without introducing
perturbations that would reveal her presence. For example, Alice can code
information in individual photons which she sends to Bob. If Bob receives
the photons unperturbed it means that they were not measured and this
11
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implies that Eve did not get any information about the state of the photons.
Alice and Bob can check whether someone was listening and stop their secret
conversation.
Actually, Alice and Bob have to complete this nice idea thinking to the
one-time pad cryptosystem described above. They do not use photons to
transmit information, but only to transmit the random key that contains no
information about the message they want to share. If the key is unperturbed,
then quantum physics guarantees that no one has gotten any information
about this key by eavesdropping and they can safely use it to encode their
messages. On the contrary, if the key is perturbed they disregard it and repeat
the operation until they are secure to share a secret common key.
The first protocol for QKD was proposed in 1984 by Bennet and Brassard
[8] and it is called BB84. We now describe this protocol using the language
of photon polarization, but clearly any qubit system would do. BB84 uses
four quantum states that constitutes two mutually orthonormal bases, as the
horizontal-vertical basis {|H〉, |V〉} and the diagonal-antidiagonal one {|+〉, |−〉}
introduced in section 1.1.2.
Conventionally, they attribute the binary value 0 to state |H〉 and |+〉 and
the value 1 to the other two states |V〉 and |−〉 . In the first step, Alice sends to
Bob individual photons in states chosen at random among the four states. Next,
Bob measures the incoming photons in one of the two bases, chosen at random.
In this way, when they use the same basis, they get perfectly correlated results
and when they use different bases, they get uncorrelated results, as shown in
Figure 1.4.
Figure 1.4: BB84 protocol for QKD implemented using photon polarization encoding
[http://swissquantum.idquantique.com/IMG/jpg/bb84.jpg].
On average, Bob obtains a string of bits with a 25% error rate, called raw
key. This error rate is too high to apply standard error correction schemes, but
Alice and Bob know which bits are perfectly correlates: the ones for which
they used the same basis. So, the following procedure for error correction is
12
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possible. For each bit Bob announces publicly in which basis he measured the
qubit, without saying the result. Alice then reveals only whether or not the
state in which she encoded that qubit is compatible with the basis announced
by Bob. They keep the bit if and only if the two bases are compatible and
so they discard about 50% of the bit string. The key obtained after this
basis reconciliation is called sifted key. It is to note that to perform the basis
reconciliation Alice and Bob use a public channel and so Eve can listen to all
the communication.
Now, we have to consider the security of this ideal protocol. If Eve intercepts
a qubit propagating from Alice to Bob then he does not receive an expected
qubit and he will simply tell Alice to disregard it. In this way, Eve only lowers
the bit rate, but she does not gain any useful information about the secret
key. For real eavesdropping she must send a qubit to Bob in its original state,
keeping a copy for herself. But, for the no-cloning theorem shown above, Eve
cannot keep a perfect quantum clone and so the no-cloning theorem makes
QKD potentially secure.
Another common eavesdropping strategy is called intercept-resend. Eve
measures each qubit in one of the two bases, precisely as Bob does and then she
resends to him another qubit in the state corresponding to her measurement
result. In about half of the cases, Eve chooses the basis compatible with the
state prepared by Alice and so resends to Bob a qubit in the correct state. In
this case, Alice and Bob cannot notice her intervention. But, in the other half
of the cases, Eve uses the basis incompatible with Alice’s qubit. So, Alice and
Bob can discover her intervention in about half of these cases.
At this point of the protocol, Alice and Bob share the sifted key that contains
errors that can be caused by technical imperfections as well as possibly by
Eve’s intervention. The error rate in the sifted key is called QBER, for quantum
bit error rate. This situation in which the two legitimate parties share a
classical information with high but not 100% correlation and with possibly
some correlation to a third party is common to all quantum and classical
cryptosystem. Consequently, the last step in a QKD protocol uses classical
algorithms, first to correct the errors (error correction) and then to reduce
Eve’s information on the final key (privacy amplification). These two classical
algorithms are sketched briefly in [3] and we remand to the extensive literature
about them for more details.
We have described the fundamental idea of QKD and the simplest protocol,
introducing the fundamental terms used in this context. We will see in
section 5.2 how to implement the BB84 protocol using phase encoding, but
also other protocols were invented in the last thirty years (see [3] for a brief
review). Now, we will describe some practical elements that characterize a
QKD cryptosystem realized using photons.
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1.2.3 Elements of practical QKD with faint laser pulses
The first QKD demonstration was experimentally performed at IBM la-
boratory in the early 1990s over a distance of 30 centimeters [9]. This short
distance is clearly of little practical interest, but it marked the start of a series
of impressive experimental improvements. Most of the QKD realization so far
uses optical fibers to guide the photons from Alice to Bob, but also important
studies and implementations involve free-space quantum channel. Free-space
Earth-to-satellite or satellite-to-Earth links are one of the paths to realize a
global QKD network and they will be discussed in more details in chapter 4
because they represent one of the main topic of this thesis.
Optical QKD, as we have already said, is based on the use of single photons.
Theoretically, they are described by a Fock state (see section 3.4 for details) and
experimentally these states are difficult to realize. For this reason, practical
implementations of QKD rely on faint laser pulses in which the photon number
distribution obey Poisson statistics, as we will show in section 3.4. The idea
is to approximate a single photon Fock state with a coherent pulse with an
ultralow mean photon number µ that can be easily realized using standard
laser sources and calibrated attenuators.
As we will justify in (3.63), the probability of finding n photons in a coherent
state with mean photons number µ is
P(n) = e−µ
µn
n!
(1.33)
and so the probability that a nonempty weak coherent pulse contains more
than one photon is given by the conditional probability
P(n > 1|n > 0) =
1−P(0) −P(1)
1−P(0)
=
1− e−µ(1+ µ)
1− e−µ
≈ µ
2
. (1.34)
This value can be made arbitrarily small and so weak pulses are very practical
and are used in the vast majority of experiments. However, there is a problem:
if µ is small, most pulses are empty because
P(0) ≈ 1− µ . (1.35)
This fact brings to the practical problem of detectors’ dark counts, i.e., a
detection “click” without a photon’s arriving. This prevents the use of really
low photon numbers and most experiments to date have realized with mean
photons number values close to µ = 0.1, meaning that 5% of the nonempty
pulses contain more than one photon.
The pseudo-single photon source and the detectors must be connected by
a quantum channel. It is not especially quantum, except that it is intended to
carry information encoded in individual quanta, like individual photons.
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One of the experimental parameters used to compare different QKD setups
is the quantum bit error rate. The QBER is defined as the ratio of wrong bits
Nwrong to the total number of bits received Nwrong +Nright and it is normally
of the order of a few percent. An expression for the QBER in terms of the of
bit rates is given by [3]:
QBER =
Nwrong
Nright +Nwrong
=
Rerr
Rsift + Rerr
≈ Rerr
Rsift
. (1.36)
The sifted key rate correspond to the cases in which Alice and Bob made
compatible choices of bases and so its rate is half that of the raw key rate Rraw
Rsift =
1
2
Rraw . (1.37)
Then, the raw key rate can be modeled by the product of the pulse rate frep,
the mean number of photons per pulse µ, the probability tlink of a photons
arriving at the detector and the probability η of the photon’s being detected:
Rraw = frefµtlinkη . (1.38)
The error rate Rerr has two main different contributions. The first one arises
from photons that are detected in the wrong detector due to experimental
optical imperfections. Its rate Ropt is given by the product of the sifted key
rate and the probability popt of a photon’s going to the wrong detector
Ropt = Rsiftpopt (1.39)
and it is an intrinsic error rate of the setup. The second contribution Rdet
arises from detector dark counts and it is proportional to the pulse rate, to
the probability pdark of registering a dark count per detector, the number n of
detectors according to
Rdet =
1
4
freppdarkn . (1.40)
The proportional factor of 1/4 arises from the fact that a dark count has a 50%
probability of happening when Alice and Bob have chosen incompatible bases
and the same chance of occurring in the correct detector.
In this way, the QBER can be splitted in two terms
QBER = QBERopt +QBERdet (1.41)
where
QBERopt =
Ropt
Rsift
= popt (1.42)
QBERdet =
Rdet
Rsift
=
pdarkn
2tlinkηµ
(1.43)
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The “optical” quantum bit error rate QBERopt can be considered as a mea-
sure of the optical quality of the setup, depending only on the polarization
contrast in the case of polarization encoding. We will see in chapter 6 that
in the case of phase encoding the characterizing experimental parameter is
the visibility V of the interference fringes. In the case of phase encoding the
optical QBER is estimated according to
QBERopt =
1−V
2
. (1.44)
With the QBER, it is possible to estimate the secret key rate R obtainable
with the BB84 protocol, defined as the fraction of the length of the fully secure
key L and of the length of the raw key M in the asymptotic case of infinitely
long keys, i.e.,
R = lim
N→∞ LM , (1.45)
where N is the number of exchanged and measured quanta. The QBER and
the secret key rate R are related by [10]
R = 1− 2h(QBER) , (1.46)
where h is the binary entropy defined as
h(q) = −q log2 q− (1− q) log2(1− q) . (1.47)
It is easy to check that the rate (1.46) goes to 0 for QBER & 11%.
1.3 quantum communication with entanglement
QKD is only one of the protocols for Quantum Communication. Now
we discuss other protocols which are based on entanglement that is a purely
quantum phenomenon: none of the protocols discussed here following [11]
are possible classically.
Alice and Bob can share an entangled state and use it for dense coding, in
which Alice sends to Bob two bits of classical information using one qubit of a
entangled pair. Alice and Bob can also use an entangled state for teleportation,
in which a qubit in an unknown state is teleported from Alice to Bob when
Alice sends Bob two classical bits. It is also possible to make entangled two
systems that have never interact before using entanglement swapping.
All of these Quantum Communications protocols require also a classical
communication and for this reason they do not break the laws of Relativity,
which says that nothing can travel faster than the speed of light.
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1.3.1 Entanglement
Entanglement is a property of two or more quantum systems which exhibit
correlations that cannot be explained by classical physics.
Entanglement is related to the fourth postulate of Quantum Mechanics that
rules composite systems. Suppose we have quantum system made up of two
subsystems A and B. The Hilbert space H of the system is given by
H = HA ⊗HB (1.48)
where HA and HB are the Hilbert spaces for the quantum systems A and B
respectively. A pure state |ψ〉 ∈ H is called separable if there exist two pure
states |a〉A ∈ HA and |b〉B ∈ HB such that
|ψ〉 = |a〉A ⊗ |b〉B ≡ |a〉A|b〉B ≡ |aAbB〉 , (1.49)
where in the last equalities we introduced a shorter notation for composite
states. If the pure state |ψ〉 is not separable, it is called entangled.
In the following we will consider system made up of two or more qubits
system. For example, take the two-qubit Hilbert space
H2q = H1q,A ⊗H1q,B = C2A ⊗C2B . (1.50)
where the canonical basis for each single qubit space H1q is given by
|0〉 ≡
(
1
0
)
, |1〉 ≡
(
0
1
)
. (1.51)
The four states
|Φ±〉 ≡ 1√
2
(|0A0B〉 ± |1A1B〉) , (1.52)
|Ψ±〉 ≡ 1√
2
(|0A1B〉 ± |1A0B〉) (1.53)
are examples of entangled states because they cannot be expressed as a
composition of two qubit states. They are called Bell states and form an
orthonormal basis for the Hilbert space H2q of the two-qubit system.
For discussing dense coding it is useful to rewrite the Pauli matrices intro-
duced in (1.21) in terms of the canonical basis {|0〉, |1〉} introduced in (1.51):
σˆ1 = |1〉〈0|+ |0〉〈1| , (1.54)
σˆ2 = i|1〉〈0|− i|0〉〈1| , (1.55)
σˆ3 = |0〉〈0|− |1〉〈1| . (1.56)
We can now describe in more details the operation principle for the Quan-
tum Communication protocols based on entanglement announced above.
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1.3.2 Dense coding
In the dense coding protocol Alice and Bob initially share one of the four
Bell states. Alice uses the Pauli matrices to change the shared state and she
can send to Bob two bits of classical information by sending him a qubit,
which is her half of the entangled Bell state shared. Dense coding provides
in this way an example that Quantum Information differs from any sort of
classical one, because she encodes two bits into one qubit.
Suppose that Alice and Bob share the Bell state
|Φ+〉 ≡ 1√
2
(|0A0B〉+ |1A1B〉) . (1.57)
Alice would like to send to Bob two bits x and y of classical information. The
two parties have agreed in advance some unitary operations that Alice will
perform depending on the values of the two bits. Alice reads the first bit x: if
x = 0, she does not perform any unitary transformation on her qubit; if x = 1,
she performs a swap operation σˆ1 on her qubit
x = 0 : |Φ+〉 → (12 ⊗ 12)|Φ+〉 = |Φ+〉 , (1.58)
x = 1 : |Φ+〉 → (σˆ1 ⊗ 12)|Φ+〉 = |Ψ+〉 . (1.59)
Then, she reads the second bit y: if y = 0, she does not perform any trans-
formation; if y = 1, she performs a phase shift σˆ3 on her qubit. The phase
shift changes |Φ+〉 and |Ψ+〉 to |Φ−〉 and |Ψ−〉 respectively. Using the Pauli
matrices, one can easily check that
σˆ3σˆ1 = iσˆ2 . (1.60)
Summarizing, the transformations Alice applies to her qubit depending on
the values of the two bit are
x = 0,y = 0 : |Φ+〉 → (12 ⊗ 12)|Φ+〉 = |Φ+〉 , (1.61)
x = 1,y = 0 : |Φ+〉 → (σˆ1 ⊗ 12)|Φ+〉 = |Ψ+〉 , (1.62)
x = 0,y = 1 : |Φ+〉 → (σˆ3 ⊗ 12)|Φ+〉 = |Φ−〉 , (1.63)
x = 1,y = 1 : |Φ+〉 → (iσˆ2 ⊗ 12)|Φ+〉 = |Ψ−〉 . (1.64)
In this way, after the Alice’s transformation, Alice and Bob share of of the
four Bell states. But, they cannot deduce from measurements on their own
system which Bell state they share. However, Alice can send to Bob her qubit,
in which case Bob has one of the four orthonormal Bell states. Performing a
Bell state measurement, he can measure which Bell state he has and so deduce
the values of the two bit x and y transmitted by Alice.
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1.3.3 Quantum teleportation
Quantum teleportation is a process by which Alice can send to Bob one
qubit in an unknown state |ψ〉 by sending Bob two classical bits. Alice and
Bob must initially share an entangled Bell state. When classical bits are sent
over a classical channel, it is then possible for Alice to retain a copy. But, the
no-cloning theorem says that it is impossible for Alice to copy an unknown
quantum state. Indeed, when she sends |ψ〉 to Bob, she retains no information
about the state of |ψ〉. It is as if the state |ψ〉 moves from Alice to Bob, hence
the name teleportation. It is to note that not the entire object, but only its
quantum state is transferred from Alice to Bob without ever existing at any
intermediate location.
Figure 1.5: Quantum teleportation protocol for Quantum Communication [11].
Initially, Alice and Bob share the entangled Bell state
|Φ+〉AB = 1√
2
(|0A0B〉+ |1A1B〉) . (1.65)
Suppose that Alice also has a qubit |ψ〉A in an unknown quantum state
|ψ〉A = α|0〉A +β|1〉A . (1.66)
This is the state she wants to teleport to Bob, as shown in Figure 1.5. The state
must be unknown to her, because otherwise she can just phone Bob up and
tell him all details of the state to let him recreate it.
The initial state of the system is so a three-qubits state
|ψ〉A|Φ+〉AB = (α|0〉A +β|1〉A)⊗ 1√
2
(|0A0B〉+ |1A1B〉) (1.67)
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that can be expanded as
|ψ〉A|Φ+〉AB = 1√
2
(α|0A0A0B〉+α|0A1A1B〉+β|1A0A0B〉+β|1A1A1B〉)
=
1
2
[
|Φ+〉AA(α|0〉B +β|1〉B) + |Φ−〉AA(α|0〉B −β|1〉B)+
+ |Ψ+〉AA(α|1〉B +β|0〉B) + |Ψ−〉AA(α|1〉B −β|0〉B)
]
. (1.68)
The two qubits of Alice are now written in terms of the four Bell states,
while the state of Bob’s qubit in all four cases is very similar to the original
qubit that Alice has to teleport to him.
Alice now performs a Bell state measurement on her part of the system,
to deduce which Bell state she has. Then, she uses two bits of classical
information to communicate (classically) to Bob the result of her measurement.
In this way, now Bob knows which of the four states α|0〉B ± β|1〉B, α|1〉B ±
β|0〉B he has and can apply a defined unitary transformation to his system to
obtain the teleported state
|ψ〉B = α|0〉B +β|1〉B . (1.69)
Indeed, it is easy to check that there exists such an unitary transformation for
each one of Alice’s outcomes:
|Φ+〉AA ⇒ 12(α|0〉B +β|1〉B) = |ψ〉B , (1.70)
|Φ−〉AA ⇒ σˆ3(α|0〉B −β|1〉B) = |ψ〉B , (1.71)
|Ψ+〉AA ⇒ σˆ1(α|1〉B +β|0〉B) = |ψ〉B , (1.72)
|Ψ−〉AA ⇒ σˆ1σˆ3(α|1〉B −β|0〉B) = |ψ〉B . (1.73)
1.3.4 Entanglement swapping
What does it happen if one photon from an entangled pair is teleported, that
is, if entanglement itself is teleported? This process, know as entanglement
swapping, allows one to entangle particles that have no common past. If
Alice and Bob have never interacted, it is enough that Alice is entangled
with Charlie and also Bob is entangled with Charlie to make Alice and Bob
entangled.
Suppose that Alice and Charlie share an entangled pair |Ψ−〉Ac and that
Charlie and Bob share the pair |Ψ−〉CB. The initial state of the four-qubits
system is given by
|Ψswapp〉 = |Ψ−〉Ac ⊗ |Ψ−〉CB (1.74)
that can be expanded as [12]
|Ψswapp〉 = 1
2
[
|Ψ+〉AB ⊗ |Ψ+〉cC − |Ψ−〉AB ⊗ |Ψ−〉cC
− |Φ+〉AB ⊗ |Φ+〉cC + |Φ−〉AB ⊗ |Φ−〉cC
]
. (1.75)
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Charlie can perform a Bell state measurement on his two qubits, c and C,
and so they become entangled. Suppose, for example, that Charlie performs
his Bell measurement and finds the result corresponding to the state |Φ+〉cC .
The resulting state of Alice’s and Bob’s qubits is then proportional to(
1AB ⊗ PˆΦ+cC
)
|Ψswapp〉 = (1AB ⊗ |Φ+〉cC〈Φ+|cC) |Ψswapp〉 ∝ |Φ+〉AB|Φ+〉cC .
(1.76)
Consequently Alice and Bob also become entangled and entanglement swap-
ping is achieved. Depending on the outcome, Charlie tells Bob to apply to
his qubit one of the four Pauli matrices to transform the state he shared with
Alice in one well defined Bell state.
The entanglement swapping protocol itself has been experimentally demon-
strated with various physical systems. It is at the heart of Quantum In-
formation applications and the foundations of quantum physics and is a
crucial ingredient for quantum repeaters, third-man quantum cryptography,
loophole-free Bell tests and other fundamental tests of Quantum Mechanics
[12].
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B E A M O P T I C S A N D L A S E R T H E O RY
Classically, light is described by electromagnetic waves that satisfy the wave
equation derived from Maxwell’s equations. Many solutions of the wave
equation are available, for example light can be confined in the form of beams,
i.e., waves that are spatially localized and non diverging. The Gaussian beam
exhibits these characteristics and it is a particularly important solution of
the wave equation because it is the beam produced by the common laser
oscillator, the most important tool of modern experiments involving classical
or quantum optics.
In this chapter we present the Gaussian Optics and a brief review of laser
theory, including the description of the effects of simple optical elements, as
thin lenses, on a Gaussian beam, some aspects of light-matter interaction
that are important to characterize the properties of the laser light and some
elements of non-linear optics that we will use in the following.
Figure 2.1: A picture of the laser beam used at MLRO in Matera.
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2.1 classical theory of electromagnetic fields
In this section we present a brief review of the classical theory of electro-
magnetic field that we use in the following to introduce the Gaussian beam
in the next section and the formalism of the second quantization to achieve a
quantum mechanical description of light in the next chapter.
A classical electromagnetic field is described by two related vectors fields
that are real functions of position and time: the electric field E(r, t) and the
magnetic field B(r, t). In the vacuum the Maxwell’s equations in absence of
sources reduce to
∇2E− 1
c2
∂2E
∂t2
= 0, (2.1)
∇2B− 1
c2
∂2B
∂t2
= 0, (2.2)
where c is the speed of light in the vacuum. Since the common detectors
are usually sensitive to the electric rather then the magnetic field, in the
following we discuss only the field E(r, t). We also assume that the field is
polarized along a fixed direction given by a unit real constant vector u such
that E(r, t) = u(r, t)u and we can use the scalar description of light waves
given by the real classical wavefunction u(r, t) to simplify the treatment. Due
to equation (2.1) the wave function satisfies the wave equation
∇2u(r, t) − 1
c2
∂2u(r, t)
∂t2
= 0 . (2.3)
This equation is linear and so the principle of superposition applies: given two
or more solutions of the wave equation, also their sum is a solution of the
same wave equation.
The wave equation takes a simpler form if the wave is monochromatic, i.e.,
its wavefunction has harmonic time dependence:
u(r, t) = a(r) cos (ϕ(r) +ωt) (2.4)
where a(r) is a positive real function that describe wave amplitude, ϕ(r) is a
real function describing the phase of the field and ω is the angular frequency
(related to the frequency ν by ω = 2piν). In the classical treatment it is
common to represent the real wavefunction u(r, t) of a monochromatic wave
in terms of a complex function
U(r, t) = a(r)eiϕ(r)eiωt (2.5)
so that
u(r, t) = Re [U(r, t)] . (2.6)
We can write also
U(r, t) = U(r)eiωt (2.7)
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defining the complex amplitude U(r) ≡ a(r)eiϕ(r), whose magnitude |U(r)| =
a(r) is the amplitude of the wave. Inserting (2.7) into the wave equation (2.3)
we get the Helmholtz equation
∇2U(r) + k2U(r) = 0 , (2.8)
where
k ≡ ω/c (2.9)
is called the wavenumber.
The optical intensity of a classical monochromatic wave is defined as the
square modulus of its complex wavefunction
I(r) = |U(r)|2, (2.10)
and for a monochromatic wave it does not vary with time.
The simplest example of solution for the Helmholtz equation (2.8) is the
plane wave
U(r) = Ae−ik·r (2.11)
where A is a complex constant and k is a real three-dimensional vector, called
wavevector, that gives the direction of propagation with magnitude equal to
the wavenumber k to respect (2.8). This solution is called plane wave because
the surfaces of constant phase, called wavefronts, describe parallel planes
perpendicular to the wavevector k separated by the wavelength:
λ =
2pi
k
=
c
ν
. (2.12)
Another example of solution is the spherical wave
U(r) =
A0
r
e−ikr , (2.13)
where we have use spherical coordinates so r = |r| and A0 is a complex
constant. In this case the wavefronts are concentric spheres separated by a
radial distance λ = 2pi/k that advance radially at velocity c.
The plane wave and the spherical wave represent the two extremes of angu-
lar and spatial confinement, respectively. The normals to the wavefronts of a
plane wave are parallel to the direction of propagation given by the wavevector
so there is no angular spread, but the wave is completely delocalized because
it extends over all of space. Conversely, the normals to the wavefronts of a
spherical wave diverge in all angular directions, but the wave originates from
a single spatial point.
There is also light that can be confined in the form of beams, i.e., waves
with Gaussian intensity distribution in any transverse plane to the direction of
propagation so that the power is concentrated within a small cylinder around
the beam axis and with angular divergence of the wavefront normals that
assumes the minimum value permitted by the wave equation for a given
width. Such type of light is described in the following section and it is product
by an ideal laser source, as we will show in the following.
25
beam optics and laser theory
2.2 gaussian optics
In this section we describe the main properties of a Gaussian beam and its
behavior when it is transmitted through a lens or it is confined in a optical
resonator, as in the case of the common laser oscillator.
2.2.1 The Gaussian Beam
A light wave is called paraxial wave when its wavefront normals are paraxial,
i.e., when they make small angles with the direction of propagation. One way
to construct a paraxial wave is to take a plane wave Ae−ikz propagating in
the z direction and modify its complex envelope A making it a slowly varying
function of position, i.e., A→ A(r), so the complex amplitude becomes
U(r) = A(r)e−ikz . (2.14)
The envelope must be approximately constant within a neighborhood of
size λ = 2pi/k to have a wave that is locally like a plane wave with paraxial
wavefront normals.
The complex amplitude (2.14) must satisfies the Helmholtz equation (2.8)
and this implies that the envelope A(r) respects the paraxial Helmholtz equation
[2]:
∇2TA(r) − 2ik
∂A(r)
∂z
= 0 , (2.15)
where ∇2T = ∂2/∂x2 + ∂2/∂y2 is the transverse part of the Laplacian operator.
The simplest solution of equation (2.15) is given by the paraboloidal wave
A(r) =
A1
z
e−ik
ρ2
2z , (2.16)
where
ρ2 = x2 + y2 (2.17)
and A1 is a complex constant. This wave is the paraxial approximation of the
spherical wave (2.13) if ρ =
√
x2 + y2  z.
The Gaussian beam is another solution of the paraxial Helmholtz equation
obtained from (2.16) with a transformation of the z coordinate. Replacing z
with q(z) ≡ z+ iz0, where z0 is a real parameter called Rayleigh range, we get
a shifted version of the paraboloidal wave in the form
A(r) =
A0
q(z)
e
−ik ρ
2
2q(z) (2.18)
that is also a solution of (2.15).
We can define two real function R(z) and W(z) such that
1
q(z)
=
1
R(z)
− i
λ
piW2(z)
(2.19)
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and substitute (2.18) in (2.14) to obtain the Gaussian beam complex amplitude
U(r) =
A0
iz0
W0
W(z)
e
− ρ
2
W2(z)e
−i
[
kz+k ρ
2
2R(z)−ζ(z)
]
, (2.20)
where
W(z) =W0
√
1+
(
z
z0
)2
(2.21)
R(z) = z
[
1+
(z0
z
)2]
(2.22)
ζ(z) = tan−1
(
z
z0
)
(2.23)
and W0 is related to the Rayleigh range z0 by
piW20 = λz0 . (2.24)
The expression (2.20) is the most important result of this section. It shows
that the Gaussian beam is characterized by the two parameter A0 and z0
which are determined from the boundary condition of the wave equation,
while all the other parameters are related to the Rayleigh range z0 and to the
wavelength λ.
We can now discuss some properties of the Gaussian beam that will be use
in the following.
Figure 2.2: Normalized intensity I/I0 as function of the radial distance ρ at different points: z = 0, z = z0 and
z = z0 [2].
The optical intensity results a Gaussian function of the distance ρ at each
fixed value of z:
I(ρ, z) = I0
[
W0
W(z)
]2
e
− 2ρ
2
W2(z) , (2.25)
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where I0 = |A0/iz0|2, as shown in Figure 2.2. Within any transverse plane, the
beam intensity assumes its peak value on the beam axis and drops by the
factor 1/e2 at the radial distance ρ = W(z). For this reason, W(z) is called
beam radius and its explicit form is given in (2.21) and represented in Figure
2.3. It assumes its minimum value W0, called beam waist, in the z = 0 plane
Figure 2.3: Beam radius W(z) as function of the radial distance [2].
and the waist diameter 2W0 is called spot size. Due to the linear increase of
the beam radius far from the beam center when z z0, typically one define
the divergence angle as
θ0 =
λ
piW0
. (2.26)
The wavefronts of the Gaussian beam are the surfaces of constant phase
ϕ(ρ, z), i.e., they are defined by
ϕ(ρ, z) ≡ kz+ k ρ
2
2R(z)
− ζ(z) = constant . (2.27)
This is the equation of a paraboloidal surface of radius of curvature R(z)
and so R(z) given in (2.22) and plotted in Figure 2.4 is the curvature of the
wavefront at position z.
Figure 2.4: Radius of curvature of the Gaussian beam R(z) as function of the radial distance [2].
We can now summarize the characteristics of the Gaussian beam represented
in Figure 2.5. Near the beam center for |z|  z0 at points within the beam
waist ρW0 the intensity is approximately constant and the phase ϕ ≈ kz
because ζ(z) ≈ 0 and R(z) ≈ +∞. The Gaussian beam may therefore be
approximated near its center by a plane wave. On the contrary, far from the
beam waist when |z| z0 the beam radius W(z) increases linearly with the
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Figure 2.5: Wavefronts of a Gaussian beam [2].
distance z and so the beam intensity is approximately uniform. Since R(z) ≈ z
the wavefronts are spherical except for an excess phase ζ(z) ≈ pi/2 and so the
wave is similar to a spherical one.
2.2.2 Beam shaping through thin lenses
In this section we present the effects of a thin lens on a Gaussian beam. We
will show that it is transmitted maintaining its Gaussian nature and that only
the beam waist and curvature are altered so that the beam is only reshaped.
The results of this section are important for designing the time-bin optical
setup that we will describe in chapter 6.
The complex amplitude transmittance of a thin lens of focal length f (f > 0 for
convex lens, f < 0 for concave lens) is proportional to [2]
eik
ρ2
2f , (2.28)
so that the complex amplitude (2.20) is multiplied by this phase factor: in
this way the wavefronts are modified, but the beam radius does not change.
Figure 2.6 represents the effects of the thin lens of focal length f on the beam.
Figure 2.6: Transmission of a Gaussian beam through a thin lens [2].
We see that the transmitted wave is also a Gaussian beam with W ′ = W at
lens position and curvature R ′ that satisfies
1
R ′
=
1
R
−
1
f
. (2.29)
The parameters of the emerging beam may be determined from the parameter
of the incident one and they can be found in [2].
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In the limiting case in which (z− f) z0 the beam can be approximated by
a spherical wave so that
W ′0 ≈
∣∣∣∣ fz− f
∣∣∣∣W0 , (2.30)
1
z ′
+
1
z
≈ 1
f
. (2.31)
These two relations are the same relations provided by ray optics for the
location and size of a patch of light of diameter 2W0 located at the distance z
to the left of a thin lens, as show in Figure 2.7.
Figure 2.7: Gaussian beam imaging in the ray-optics limit [2].
Knowing the behavior of a thin lens on a Gaussian beam one can derive the
effects of a optical system composed by two or more lens on the beam. This
is typically done within the formalism of matrix optics, i.e., a technique for
tracing paraxial rays. A light ray is described by its position and by the angle
it makes respect to the optical axis, as shown in Figure 2.8. In the paraxial
approximation, i.e., if the angles are small, the positions and angles at the
input and output planes of an optical system are related by a 2× 2 matrix M
called ABCD-matrix according to(
y2
θ2
)
=
(
A B
C D
)(
y1
θ1
)
. (2.32)
The matrix that describe the behavior of a simple optical elements can be
found in [2]. We report here only the two matrix that we will use in the
following. The matrix that described the ray propagation in free space for a
distance d is given by
Md =
(
1 d
0 1
)
, (2.33)
while the matrix for a thin lens of focal length f is
Mf =
(
1 0
−1f 1
)
. (2.34)
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Figure 2.8: Ray-tracing coordinates for a generic optical system [2].
If a system is composed of N optical elements whose ABCD matrices are
M1,M2, . . . ,MN, it is equivalent to a single optical system described by the
matrix
M =MN · · ·M2M1 . (2.35)
Figure 2.9: The 4f image system and ray-tracing [2].
For example, we consider here the 4f-system shown in Figure 2.9. This
system serves as a focused imaging system with unity magnification. It is
composed by a propagation in free space for a distance f, two lenses of
focal length f at the distance 2f and a final propagation of distance f. Its
ABCD-matrix is given by
M4f =Md=fMfMd=2fMfMd =
(
−1 0
0 −1
)
= −12 . (2.36)
It is so clear that the image at the input plane is replicated at the output plane
with unity magnification M, but reversed because
y2 = −y1 →M = y1
y2
= −1 (2.37)
θ2 = −θ1 (2.38)
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The effects of a 4f-system on a Gaussian beam can be found applying the
matrix formalism to Gaussian beam, but for simplicity we give only the result,
shown in Figure 2.10, obtained using the correct formalism in the MATLAB
script given in [13]. We can see that the impinging beam is focused and then
Figure 2.10: The effects of a 4f-system on a Gaussian beam calculated with the MATLAB script [13].
reshaped by this optical system and its only effect is to reverse the wavefront
of the input beam maintaining the beam radius equal at the input and at the
output planes (Wi =Wo). The black arrows show the ray-tracing accordingly
to (2.32) using the ABCD-matrix (2.36).
We will use a modified 4f-system in our optical setup in Matera to control
the spatial confinement of the beam as we will show in section 5.3.
2.2.3 The spherical mirror resonator
The effect of a mirror on a Gaussian beam is similar to the effect of a lens
except for a reversal direction of propagation. In fact, the complex amplitude
reflectance of a mirror of curvature R (R > 0 for convex mirror, R < 0 for
concave mirror) is proportional to
eik
ρ2
R (2.39)
and so the mirror modifies the phase of the beam. The reflected beam therefore
remains Gaussian, with radius of curvature R2 at the mirror related to the
radius of curvature of the original beam R1 by [2]
1
R2
=
1
R1
+
2
R
, (2.40)
that is the equation (2.29) with the identification f = −R/2.
We can consider some particular cases. If the mirror is planar (R = +∞) we
have R1 = R2 and so the mirror reverses the direction of the beam without
altering its curvature.
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If the impinging beam has the same curvature, at the mirror, of the mirror
itself, i.e., if R1 = −R (the sign is due to the convention adopted) then R2 = R.
The wavefront of the incident and the reflected beams so coincide with the
shape of the mirror and the wave retraces its path as shown in Figure 2.11.
Figure 2.11: Reflection of a Gaussian beam at a mirror [2].
Now, we can think that the radii of curvature of the wavefronts of a Gaussian
Beam at planes separated by a distance d match the radii of two mirrors
separated by the same distance, as in Figure 2.12. The beam reflects on the
first mirror, retraces itself to the second one where it once again reflects and
retrace itself back to the first mirror. The two mirror form a spherical resonator
and the beam can exists within it satisfying the boundary conditions imposed
by the two mirrors.
Figure 2.12: The Gaussian beam as a mode of the spherical mirror resonator [2].
The Gaussian beam is so a mode of the spherical mirror resonator. We can
now find the allowed resonator frequencies. All points on each mirror share
the same phase because the mirror surfaces coincide with the beam wavefronts.
As the beam propagates from the first mirror to the second one, its phase
(2.27) on the beam axis changes by
ϕ(0, z2) −ϕ(0, z1) = k(z2 − z1) − [ζ(z2) − ζ(z1)] ≡ k∆z−∆ζ . (2.41)
In a resonator round-trip, i.e., in a complete propagation from mirror 1 to
mirror 2 and return, the phase changes by
∆ϕrt = 2(k∆z−∆ζ) , (2.42)
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and this change must be a multiple of 2pi to have a truly retracing of the beam.
The distance of the two mirror d is equal to ∆z,
d = ∆z , (2.43)
and so the condition of resonance is
∆ϕrt = 2(k∆z−∆ζ)
= 2
(
2pi
λ
d−∆ζ
)
= 2pin (2.44)
with n = 0,±1,±2 . . . . Writing λ = c/ν we get the allowed frequencies νn
2piνn
c
d−∆ζ = pin
νn = nνF +
∆ζ
pi
νF , (2.45)
where
νF ≡ c
2d
. (2.46)
The frequency spacing of adjacent modes of different frequencies is equal to
νF and it is independent of the curvature. The allowed frequencies of the
resonator will play an important role in the theory of laser oscillation that we
will describe in the following.
2.3 light-matter interaction
In this section we present some aspects of the theory of optical absorption
and emission in atoms that we will use to describe the principle of laser
operation. Firstly, we begin with a discussion of the Einstein coefficients that
describe the concepts of absorption and emission and then we move to a
brief description of the shape of the spectral lines that plays an important to
determine the characteristics of the light emitted by a laser.
2.3.1 Einstein coefficients
The quantum atomic theory predicts that light is emitted or absorbed
whenever an electron in an atom makes a jump between two quantum levels,
as shown in Figure 2.13. Due to conservation of energy, the angular frequency
ω of the light must be around the value ω0 fixed by
 hω0 = E2 − E1, (2.47)
where E2 and E1 are respectively the energies of the upper and the lower level
of the electron.
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Figure 2.13: Atomic transitions [2].
The radiative process by which an electron in a lower level is promoted to
an upper level by absorbing the required energy from the incoming field is
called absorption. The process by which an electron in an upper level drops to
a lower level is called emission and can be of two types: spontaneous, because
the electron in the excited state has a natural tendency to de-excite and lose its
excess energy, or stimulated, when the incoming field stimulates the downward
emission.
The rules that govern these processes are described by quantum electrody-
namics, but can be found also following the Einstein treatment [14] as we do
now. Let us assume that we have a ensemble of N atoms with two possible
atomic levels 1 and 2 with energies E1 and E2 respectively and E1 < E2. If we
indicate with N1(t) the number of atoms in the first level at time t and with
N2(t) the number of atoms in the second one, their sum must satisfies for all
times t
N = N1(t) +N2(t) (2.48)
and consequently
dN1
dt
= −
dN2
dt
. (2.49)
If we suppose that the atoms are exposed to an electromagnetic radiation of
energy density per unit of frequency ρ(ω), the rate of change of the number
of atoms in the first level must be
dN1
dt
= A21N2 +B21ρ(ω0)N2 −B12ρ(ω0)N1 , (2.50)
where A21, B21 and B12 are the Einstein coefficients that describe the transition
rates for the spontaneous emission and the stimulated emission from level 2
to level 1 and the absorption from level 1 to level 2 respectively.
Einstein derived an explicit formula for its coefficients supposing that at
thermal equilibrium the transition rated must satisfy
dN1
dt
= −
dN2
dt
= 0 . (2.51)
He finally obtained
A21 =
 hω30
pi2c3
B21 (2.52)
B12 = B21 , (2.53)
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from which we can see that one has to calculate only one coefficient with the
full quantum mechanical treatment, for example the coefficient B21 that rules
the stimulated emission, to have the rates for all the atomic transitions.
2.3.2 Lineshape function for atomic transitions
We have to note that the radiation emitted in atomic transitions is not
perfectly monochromatic. The shape of the emission line is described by the
spectral lineshape function gω(ω) [15]. It has a peak at the central frequency
ω = ω0 of the transition given by (2.47) and it is normalized to have∫
gω(ω) dω = 1 . (2.54)
The lineshape function is characterized by its Full Width at Half Maximum
(FWHM) ∆ω that gives a measure of the width of the spectral line.
The broadening of the line is due to various mechanisms and the most
important are the natural broadening, the collisional broadening and the
Doppler broadening. The broadening mechanism can be homogeneous, if all
the individual atoms behave in the same way and produce the same spectrum,
or inhomogeneous, if the individual atoms behave differently and contribute
to different parts of the spectrum.
The rate at which light is emitted by spontaneous emission is determined
by the Einstein coefficient A21. It determine the radiative lifetime τl defined as
τl ≡ 1
A21
. (2.55)
This finite lifetime lead to a broadening of the spectral line accordingly to the
energy-time uncertainty principle:
∆E∆t &  h . (2.56)
This kind of line broadening, called natural, is intrinsic to the transition and it
affects all the atoms in the same way and so it is homogeneous. Its spectral
lineshape function has Lorentzian shape
gLω(ω) =
∆ω/2pi
(ω−ω0)2 + (∆ω/2)2
, (2.57)
its FWHM is given by
∆ω =
∆E
 h
≈ 1
τl
, (2.58)
and it is plotted in Figure 2.14 on the left.
An example of inhomogeneous broadening is given by the Doppler broa-
dening. It originated from the random motion of the atoms that gives rise to
Doppler shifts in the observed frequencies. Without giving the details of the
36
2.4 lasers
Figure 2.14: Lorentzian and Gaussian lineshape functions.
calculation that can be found in [14, 15], the lineshape function for Doppler
broadening is a Gaussian
gGω(ω) =
1√
2pi∆ω2
e
−
(ω−ω0)
2
2∆ω2 (2.59)
as shown in Figure 2.14 on the right. Its FWHM ∆ω is given by [15]
∆ω = 2ω0
√
2 ln 2kBT
mc2
, (2.60)
where kB is the Boltzmann constant, T is the temperature, m is the mass of
the atoms and c is the speed of light. In some cases the dominant broadening
mechanism can be the Doppler broadening, as in low-pressure gases at room
temperature and so the effective lineshape function is closer to Gaussian than
Lorentzian.
2.4 lasers
The laser is the fundamental tool of modern optics laboratories and, of
course, of our time-bin experiment. The acronym laser stands for Light
Amplification by Stimulated Emission of Radiation and it was invented in the
1960s. In this section we present briefly the physical principles of laser
operation and then we give a short description of the properties of light
emitted from a laser following [15].
2.4.1 Theory of laser oscillation
In Figure 2.15 there is a schematic model of a laser oscillator. It consists of a
cavity given by a spherical resonator with mirrors of reflectivity R1 and R2
37
beam optics and laser theory
that contains an active medium (or gain medium). The light bounces between the
two mirrors and it is amplified each time it passes through the active medium.
If the amplification is sufficient to balance the losses during a round-trip,
the oscillation can occur and the laser operates. The length of the cavity
d determine the allowed modes of oscillation and the shape of the mirrors
determine the form of the laser output that can be clearly a Gaussian beam.
Figure 2.15: A schematic model of a laser oscillator [2].
The light amplification is quantified by the gain coefficient γ(ω), defined by
dI(z)
dz
= γ(ω)I(z) , (2.61)
where I is the optical intensity, z is the direction of propagation of the beam
and ω is the angular frequency of the light. Integrating (2.61) we obtain
I(z) = Iz=0e
γ(ω)z (2.62)
that shows that the intensity grows exponentially inside the active medium.
We will consider that the light beam inside the cavity has frequency ω close
to the resonance frequency ω0 of the atoms of the active medium. We require
that the stimulated emission rate should exceed the absorption rate to have
amplification: in this way the number of photons in the beam increases as it
propagates through the active medium. From the treatment of the Einstein
coefficients given in section 2.3.1, this situation occurs when
B21N2ρ(ω0) > B12N1ρ(ω0) , (2.63)
i.e, when we have a non-equilibrium condition called population inversion
N2 > N1 . (2.64)
In thermal equilibrium at temperature T is never possible to satisfy (2.64),
because the ratio of N2 to N1 is given by the Boltzmann factor
N2
N1
= e−(E2−E1)/kBT < 1 . (2.65)
The population inversion condition (2.64) can be achieved, for example, in
a four-level pumping system, like that shown in Figure 2.16. Electrons of the
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Figure 2.16: The four-level pumping system used to achieve population inversion in the active medium [15].
atoms of active medium are pumped from the ground state to level 3 by a
pumping process that can be optical or electrical. From level 3 they decade
rapidly to level 2, creating a population inversion with respect to level 1, from
which atoms decade back rapidly to the ground state. The transition used to
obtain the laser light involve the level 2 and 1 and it is characterized by the
lineshape function gω(ω) centered at ω0 = (E2 − E1)/ h.
Assuming that the frequency dependence of the Einstein coefficient B21 =
B12 follows the spectral lineshape function gω(ω) of the transition [15], the
gain coefficient that is achieved for a population inversion
∆N = N2 −N1 (2.66)
is given by
γ(ω) =
λ2
4n2τl
∆Ngω(ω) , (2.67)
where λ is the vacuum wavelength of radiated light, n is the refractive index
of the active medium and τl is the radiative lifetime of the level 2.
In condition of normal operation the population inversion will be propor-
tional to the pumping rate R and so to the power supplied by the pump
external source. The behavior of the gain coefficient in the active medium
as a function of the pumping rate is shown in Figure 2.17. When the gain
is sufficient to initiate laser operation, i.e., for a value of the pumping rate
R = Rth called laser threshold, the oscillator begins to emit light and the gain
coefficient gets clamped at the threshold value γth.
Neglecting the effect of gain-saturation, in stable oscillation conditions the
increase of the intensity due to amplification must balance the losses due to
imperfect reflectivity of the two mirrors and the other losses due, for example,
to scattering of light in the active medium. This condition for laser oscillation
can be written as
R1R2σe
2γL = 1 , (2.68)
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Figure 2.17: The dependence of the gain coefficient γ and of the intensity of light output I on the pumping rate R
[15].
where L is the length of the gain medium and σ accounts for the other losses.
The equation (2.68) define the threshold gain
γth = −
1
2L
ln(R1R2) −
1
2L
lnσ (2.69)
required to make the laser oscillates. For pumping rates larger than Rth the
gain can not increase further because it is clamped by the oscillation condition.
The extra energy given by the pumping process thus increases the intensity of
the laser output as shown in Figure 2.17.
The cavity and the medium are the essential part of the laser and determine
the properties of the laser beam, as we describe now.
2.4.2 Properties of laser beam
The spectral distribution of the generated laser light is determined both by
the atomic lineshape of the active medium and by the modes allowed by the
cavity. The intracavity field is a standing wave and the allowed frequencies are
those of the spherical resonator we find in (2.45) and are separated in angular
frequency by
ωF = 2piνF = 2pi
c
2d
=
pic
d
. (2.70)
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Figure 2.18: Longitudinal modes selection [2].
The length of the cavity determine all the possible longitudinal modes, but
only the modes whose angular frequencies lie within the linewidth ∆ω of the
laser transition described by the lineshape function gω(ω) are amplified by
the active medium, as shown in Figure 2.18. A single-mode laser, i.e., a laser
in which only one longitudinal mode can oscillate, is typically achieved by
introducing a frequency-selective element into the cavity.
The spatial distribution of the emitted laser light depends on the geometry
of the resonator and on the shape of the active medium that determine the
transverse mode structure of the beam. As we have shown in section 2.2.3 the
spherical resonator supports, for example, the Gaussian beam and so it gives
rise to an output that takes the form of a Gaussian beam. More complicated
modes supported by the spherical resonator lead to the Hermite-Gaussian
beam, other solution of the paraxial Helmholtz equation (2.15) that reduce to
the Gaussian beam in the simplest case.
The last important property of the laser beam regards the mode of operation.
Often is desirable to operate lasers in a pulsed mode since the optical power can
be greatly increased when the output pulse has a limited duration. Efficient
pulsing schemes are based on turning the laser itself on and off using an
internal modulation process and common methods used are gain switching,
Q-switching and mode-locking [2].
In the mode-locking method pulsed laser action is obtained by coupling
together more modes of the laser and locking their phases to each other: in
this way they behave like the Fourier components of a periodic function of
time of period
TF = 1/νF =
2d
c
(2.71)
and therefore form a periodic pulse train. The light in a mode-locked laser
can be regarded as a single narrow pulse of photons reflecting back and
forth between the mirrors of the resonator, as shown in Figure 2.19. At each
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reflection from the output mirror, a fraction of the photons is transmitted
in the form of a pulse of light. The frequencies spacing νF = 1/TF gives the
repetition rate of the pulsed laser.
Figure 2.19: Scheme for the mode-locking operation of a laser to product pulses [2].
The question remains open is how the modes can be locked together so that
they have the same phase. This can be achieved using an active or passive
modulator (switch) placed inside the resonator.
We can think to a optical active switch controlled by an external applied
signal that blocks the light inside the cavity at all times, except when the
pulse is about to cross it, whereupon it opens for the duration of the pulse.
The pulse is not affected by the switch and so it is permitted to pass. When
the condition of phase locking is not satisfied the individual modes have
different phases determined by the random condition at the onset of their
oscillation. It can happen, by accident, that the phases take on equal values
and so the sum of the modes will form a pulse that would not be affected by
the modulator. Any other combination of phases would be blocked by the
switch and only when the modes have equal phases lasing can occur and they
continue to be locked together. Mathematically, the optical switch determine
the boundary condition of the wave equation that the field must satisfy. The
different modes of the field inside the cavity respect the wave equation, but
only if the modes have equal phases they respect also the boundary condition
and so the mode-locked pulse train is the unique solution.
Alternatively, if we put a passive switch like a saturable absorber inside the
cavity we can also achieve mode locking. The absorption coefficient of the
absorber decreases as the intensity of light passing through it increases and
so it transmits only intense pulses, i.e., light passes when the phases of the
modes are locked together to form an intense pulse.
A mode-locking oscillator is the master oscillator that we will use in the
experimental realization in Matera and the temporal characteristics of the
output pulses will play a fundamental role to test time-bin encoding method
along a space channel as we will explain in section 6.3.
2.5 non-linear optics and second harmonic generation
In this section we present some aspects of non linear optics, introducing
in particular the effect called Second Harmonic Generation (SHG) that we have
used in the experimental test in Matera.
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Previously the invention of the laser, it was thought that all optical media
were linear, but now it is clear that optical media can exhibit nonlinear behavior.
For example, the refractive index of a medium depends on light intensity
and the principle of superposition is violated in a nonlinear optical medium
because the wave equation is not linear.
The most important nonlinear effect that we will use in the experimental
realization of time-bin setup is the fact that frequency of light can be altered
by passing through a nonlinear medium; the light can change from red to
green, for example, in a SHG crystal, as we will describe in the following.
The nonlinearity resides in the medium and not in the light itself. A linear
dielectric medium is characterized by a linear relation between the polarization
density P and the electric field E. If the medium is isotropic, these two vectors
are parallel and the relation can be written using the components as
P = 0χE , (2.72)
where 0 is the permittivity of free space and χ is the electric susceptibility of
the medium, defined as
χ = n2 − 1 (2.73)
where n is the refractive index of the medium.
The nonlinearity can have microscopic or macroscopic origin. The polariza-
tion density is the product of the individual dipole moments induced by the
applied electric field and the density of dipole moments. The relation between
P and E is linear when the electric field is small and becomes non linear when
E takes values comparable to interatomic electric fields (∼ 105− 108 V/m). The
external applied optical fields are typically smaller than the interatomic fields
and so, for non linear media, the relation between the polarization density
and the field can be expanded in a Taylor series about E = 0 as
P = 0χE+ 0χ
(2)E2 + 0χ
(3)E3 + . . . . (2.74)
The propagation of light in a non linear medium is described by the wave
equation derived from Maxwell’s equations for an arbitrary homogeneous
isotropic dielectric medium:
∇2E− n
2
c2
∂2E
∂t2
= −S , (2.75)
where
S ≡ −µ0∂
2PNL
∂t2
(2.76)
is the radiation source with µ0 the magnetic permeability of free space and
PNL ≡ P− 0χE = 0χ(2)E2 + 0χ(3)E3 + . . . (2.77)
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is the non linear part of the polarization density.
An iterative solution of equation (2.75) can be found by noting that the
radiation source S = S(E) is a function of the field that, itself, radiates. If
an electric field E0 engraves on a non linear medium it creates a radiation
source S(E0) that radiates another field E1 and so on, as shown in Figure
2.20. The first step of the iterative solution is called first Born approximation:
Figure 2.20: The first Born approximation [2].
light propagation through the non linear medium is described as a scattering
process in which the scattered field is determined from the incident light. We
can use the incident field E0 to determine the non linear polarization density
PNL that gives the frequency components of the radiation source and so of the
scattered field.
For example, we take a non linear medium for which only the second order
of the expansion (2.74) is important, i.e.,
PNL = 0χ
(2)E2 . (2.78)
If the incident light is an harmonic field of angular frequency ω and wave-
length λ0 = 2pic/ω where c is the speed of light in the vacuum
E(t) = Re
[
E˜ωe
iωt
]
, (2.79)
the corresponding polarization density is obtained by substituting (2.79) in
(2.78). In this way we get [2]
PNL =
0χ
(2)
2
|E˜ω|
2 +Re
[
E˜2ωe
i(2ω)t
]
, (2.80)
and so the radiation source and the radiative field have optical frequencies 0
and 2ω.
The scattered field has a component at the second harmonic of the incident
field, or, in other words, with a half wavelength λ = λ0/2; for this reason this
non linear effect is called second harmonic generation.
The intensity of the second harmonic scattered field I2ω results proportional
to the square of the intensity Iω of the incident field and the efficiency of the
second harmonic generation can be defined as
ηSHG =
I2ω
Iω
∝ L
2
A
P , (2.81)
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where L is the length of the interaction volume, P is the incident power and A
is the cross-sectional area of the interaction volume. To have the maximum
efficiency the incident light must have the largest possible power, the incident
wave must be focused to the smallest possible area A and provide the longest
possible interaction length L.
In our setup we will focalize an intense pulsed laser with 1064 nm of
wavelength into a SHG crystal to generate the 532 nm green pulsed lasers
used in the experiment, as described in section 6.1.
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C O H E R E N C E A N D I N T E R F E R E N C E P H E N O M E N A
When two or more electromagnetic waves are simultaneously present in
the same region of space and time, accordingly to the principle of superposition,
the resultant wave is the sum of the individual waves. Conversely, the optical
intensity does not respect such a principle: the intensity of the sum of two
waves is not necessarily the sum of their intensities. The disparity is associated
classically with the phenomenon of interference and it depends on the phase
relationship between the superimposed waves. The concept of coherence plays
an essential role in all classical and quantum interference phenomena and so
also in the time-bin experiment that is the central topic of this thesis.
For this reason, we introduce in this chapter the statistical optics that studies
the properties of random light and then we present the classical and the
quantum description of optical coherence. We finally present the description
of a linear optical multiport that we will use to predict the detection probabilities
in our time-bin setup.
Figure 3.1: Wave interference [https://soundpossibilities.wordpress.com/2013/08/11/the-coherence-of-
interference].
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3.1 introduction to statistical optics
Randomness in light arises from unpredictable fluctuations of light sources
or of the medium through which light propagates. The study of random
fluctuations of light is also called theory of optical coherence. In order to describe
the quantum theory of optical coherence we have to perform the quantization
of electromagnetic field. For these reasons, we start describing a classical
electromagnetic random field inside a volume of finite dimension V , following
the treatment in [16].
We can think to the field inside the cavity as a sum of monochromatic waves
that oscillate at the frequencies imposed by the boundary conditions given
by the cavity. Taken the general form of a monochromatic complex wave
U(r, t) = U(r)eiωt given by (2.7) we get a discrete set of mode functions {Uk(r)},
requiring that the complex amplitude U(r) obey the Helmholtz equation (2.8)
and the set of boundary conditions of the cavity. In this way we define a set
of allowed angular frequencies {ωk} and have a complete and orthonormal set
of mode functions {Uk(r)}, i.e.,∫
V
U∗k(r)Ul(r)d
3r = δkl. (3.1)
The general form of the time dependent wave function is so a sum over all
the allowed frequencies of the monochromatic functions Uk(r)e±iωk. In the
classical treatment, it is convenient to express the real field E(r, t) inside the
volume as the sum of two complex conjugate terms
E(r, t) = E(+)(r, t) + E(−)(r, t) , (3.2)
where E(+)(r, t) is the positive frequency part of the field, i.e., the sum of
all the terms varying with time as e−iωkt for ωk > 0, and E(−)(r, t), on the
contrary, is the negative frequency part and contain all terms varying as eiωkt
for ωk < 0 and (
E(±)(r, t)
)∗
= E(∓)(r, t) . (3.3)
The use of this complex field in classical context is a mathematical convenience
rather than a physical necessity since classical measuring devices tend to
respond only to the real field E = 2Re
[
E(±)
]
.
In terms of the set mode function {Uk(r)}, the positive frequency part of the
field can be written as
E(+)(r, t) =
∑
k
AkUk(r)e−iωkt , (3.4)
where {Ak} is the set of complex constants that represent the Fourier ampli-
tudes of the field E(+)(r, t).
In practice, we rarely know the set of numbers Ak with more than limi-
ted certainty because the fields we examine are radiated by systems whose
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behavior can be described only in statistical terms. We must regard these
coefficient as random variables in general, and the most we can say about them
can be expressed through a probability distribution P({Ak}) = P(A1,A2, . . . ).
The field itself is so random and its characteristics can be formulated only in
statistical terms. If we measure some function F of E(+)(r, t), we can predict
only its mean value, i.e., the statistical average
〈F(E(+))〉 =
∫
P({Ak})F(E
(+)({Ak}))
∏
k
d2Ak , (3.5)
where d2Ak = d(ReAk)d(ImAk) and the normalization condition on the dis-
tribution of Ak is ∫
P({Ak})
∏
k
d2Ak = 1 . (3.6)
The average (3.5) is an ensemble average and so, in principle, to measure it
we must repeat the experiment many times by using the same procedure for
preparing the field. The theory of optical coherence deals with the definitions
of these statistical averages, with the laws that govern them and with the mea-
sures by which light is classified as coherent, partially coherent or incoherent
as we will see describing the Young experiment in the next section.
If the statistical description of the field is time-invariant, we say that the field
is stationary. This term does not mean that nothing is happening; it means
that our knowledge about the field does not change with time. In other words,
stationarity does not mean constancy, but it signifies constancy of the average
properties. When the field is stationary, the statistical averaging operation
(3.5) can usually be carried out by time averaging over a long time duration
〈F(E(+))〉 = lim
T→+∞ 12T
∫T
−T
F(E(+)(r, t))dt (3.7)
by virtue of the ergodic hypothesis that ensure that, in this hypothesis, the two
averages are equivalent.
We will see in the next section that the classical correlation functions used
to describe interference phenomena is a function like F(E(±)) and so the
statistical description is necessary to explain coherence properties.
3.2 classical coherence functions
The most famous experiment that exhibits the coherence properties of light is
the Young’s two slits experiment shown in Figure 3.2. A plane monochromatic
wave obtained focalizing a spherical wave impinges on a screen Σ where there
are two parallel slits at the positions P1 and P2. The two waves emerging from
the slits, neglecting diffraction effects, give raise to an interference pattern on
the screen Σ ′. We want to give the classical description of such a interference
phenomenon.
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Figure 3.2: Young’s two slits experiment [16].
The field at point P (at position r from the origin) at time t may be approxi-
mated by a certain linear superposition of the fields present at the two slits at
positions r1 and r2 at earlier time
E(+)(r, t) = K1E(+)(r1, t1) +K2E(+)(r2, t2) , (3.8)
where the times are given by t1,2 = t− d1,2/c and K1, K2 are two geometrical
coefficients independent of the properties of the field.
In the classical treatment, a classical detector placed in P measure the
squared absolute value of some component of the complex field strength, i.e.,
the intensity of light on the detector is proportional to
|E(+)(r, t)|2 = |K1|2E(−)(r1, t1)E(+)(r1, t1) + |K2|2E(+)(r2, t2)E(+)(r2, t2)
+ 2Re{K∗1K2E
(−)(r1, t1)E(+)(r2, t2)} . (3.9)
The intensity is a function of field E(+) and so, for what we have seen in the
last section, the only thing we can predict is its ensemble average I(r, t) taken
over the set of random coefficients {Ak}, i.e.,
I(r, t) ≡
〈
|E(+)(r, t)|2
〉
= |K1|
2
〈
|E(+)(r1, t1)|2
〉
+ |K2|
2
〈
|E(+)(r2, t2)|2
〉
+ 2Re
{
K∗1K2
〈
E(−)(r1, t1)E(+)(r2, t2)
〉}
. (3.10)
The first two terms are just the intensities associated with the fields from
each of the slits while the third term gives rise to interference. We set now
I1 ≡ |K1|2
〈
|E(+)(r1, t1)|2
〉
, (3.11)
I2 ≡ |K2|2
〈
|E(+)(r2, t2)|2
〉
, (3.12)
and introduce the first order normalized mutual coherence function [17] between
two points (r, t) and (r ′, t ′) defined by
g(1)(r, t; r ′, t ′) =
〈
E(−)(r, t)E(+)(r ′, t ′)
〉
√〈
|E(+)(r, t)|2
〉 〈
|E(+)(r ′, t ′)|2
〉 . (3.13)
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The function g(1)(r, t; r ′, t ′) describe the correlation coefficient of the random
variables E(−)(r, t) and E(+)(r ′, t ′). Its absolute value is bounded
0 6 |g(1)(r, t; r ′, t ′)| 6 1 , (3.14)
and it is a measure of the degree of correlation between the fluctuations of the
field E(+) at (r, t) and those at (r ′, t ′).
We can now rewrite (3.10) in terms of component intensities plus a coherence
term
I(r, t) = I1 + I2 + 2Re
{
K∗1K2g
(1)(r1, t1; r2, t2)
√〈
|E(+)(r1, t1)|2
〉√〈
|E(+)(r2, t2)|2
〉}
= I1 + I2 +
√
I1I2 2 Re
{
g(1)(r1, t1; r2, t2)
}
= I1 + I2 + 2
√
I1I2 |g
(1)
12 | cosφ12 (3.15)
where we have assumed equal the two geometrical coefficients K1 = K2 and
written the first order coherence function as
g(1)(r1, t1; r2, t2) ≡ |g(1)12 |eiφ12 . (3.16)
The equation (3.15) is the interference equation: it shows that the optical
intensity of the sum of two waves is not the sum of their optical intensities.
The disparity is associated with the first order normalized mutual coherence
function and depends on the phase relationship φ12 between the two su-
perimposed waves. Because of it changes from point to point it forms the
interference pattern on the screen Σ ′ and we are able to predict such a pattern
knowing the coherence function g(1)(r1, t1; r2, t2).
When |g12| = 1 the two superimposed waves are completely coherent; on
the contrary, when |g12| = 0 the waves are completely incoherent and there is
no interference; in the intermediate case, the two waves are partially coherent.
It is important to give an experimental criterion to measure the coherence
of two superimposed waves. In general, the intensity versus the phase φ12
assumes the form of a sinusoidal pattern. The strength of the interference is
measured by the visibility, defined as
V =
Imax − Imin
Imax + Imin
, (3.17)
where Imax and Imin are the maximum and the minimum values the intensity
takes as φ12 is varied, i.e., when cosφ12 = 1 or −1 respectively
Imax = I1 + I2 + 2
√
I1I2|g12| ,
Imin = I1 + I2 − 2
√
I1I2|g12| .
The visibility results
V =
2
√
I1I2
I1 + I2
|g12| (3.18)
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and so it is proportional to the absolute value of the first order normalized
mutual coherence function.
The visibility is one of the most important parameter to be determined in a
interference experiment and we will estimate it in the interferometry satellite
time-bin experiment in chapter 6.
3.3 temporal coherence and interferograms
In this section we present the concept of temporal coherence that leads to
the definition of coherence time and we present an experimental method to
measure it that we will use in section 6.2 applied to the laser beam used at
MLRO Observatory.
We consider now the fluctuations of a stationary light E(+)(r, t) at a fixed
position r as a function of time. The random fluctuations of E(+)(r, t) are
characterized by a time-scale that represents the memory of the random
function. After this time, the process “forgets” itself, i.e., fluctuations at
temporal points separated by a time delay longer than this memory time are
independent.
A quantitative measure of this temporal behavior is given by valuating
the coherence function g(1)(r, t; r ′, t ′) given in (3.13) at the same spatial point
r = r ′ and at two temporal points separated by a time delay t ′ ≡ t+ τ.
g(1)(r, t; r, t ′ = t+ τ) =
〈
E(−)(r, t)E(+)(r, t+ τ)
〉
√〈
|E(+)(r, t)|2
〉 〈
|E(+)(r, t+ τ)|2
〉 . (3.19)
Due to stationarity, the statistical description of the beam under displacements
of the time variable must be invariant and this implies that the temporal
coherence function can only depend on the time difference τ and so we can
define the temporal coherence function, neglecting the spatial dependence on r,
as
g(τ) ≡ g(1)(r, t; r, t ′ = t+ τ)
=
〈
E(−)(t)E(+)(t+ τ)
〉
√〈
|E(+)(t)|2
〉 〈
|E(+)(t+ τ)|2
〉
=
〈
E(−)(t)E(+)(t+ τ)
〉
√〈
|E(+)(t)|2
〉 〈
|E(+)(t)|2
〉
=
〈
E(−)(t)E(+)(t+ τ)
〉
〈
E(−)(t)E(+)(t)
〉 (3.20)
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where we used the ergodic property that implies〈
|E(+)(t+ τ)|2
〉
= lim
T→+∞ 12T
∫T
−T
|E(+)(t+ τ)|2d(t+ τ)
= lim
T→+∞ 12T
∫T
−T
|E(+)(t)|2dt =
〈
|E(+)(t)|2
〉
. (3.21)
The absolute value of the temporal coherence function gives a measure of
the degree of temporal correlation between E(+)(t) and E(+)(t+ τ) and cannot
exceed the unity
0 6 |g(τ)| 6 1 . (3.22)
For example, when the light is deterministic and monochromatic it is
described by E(+)(t) = E0e−iωt with E0 a complex constant and the temporal
coherence function is
g(τ) =
〈
E0e
iωtE0e
−iω(t+τ)
〉
〈E0eiωtE0e−iωt〉 = e
−iωτ (3.23)
and so |g(τ)| = 1 for all τ and E(+)(t) and E(+)(t+ τ) are completely correlated
for all τ.
For most sources of light, |g(τ)| decreases from its maximum value |g(0)| = 1
as τ increases. If it decreases monotonically, the value τc at which it drops to
a prescribed value (i.e. 1/2 or 1/e) gives a measure of the memory time of the
fluctuations and it is called coherence time. In other words, the coherence time
is a measurement of the width of |g(τ)|. Another definition of the coherence
time is given by
τc ≡
∫+∞
−∞ |g(τ)|2dτ . (3.24)
The coherence time is determined primarly by the spectral width of the
light ∆ω [15] according to
τc ≈ 1
∆ω
. (3.25)
A perfectly monochromatic source with ∆ω = 0 has an infinite coherence
time, while the coherence time for a spectral broadened source is inversely
related to the spectral width.
For example, for light with a Lorenztian lineshape of half width ∆ω given
by (2.57) the temporal coherence function results [15, 18]
gL(τ) = e−iω0τe−|τ|/τc (3.26)
where in this case τc = 1/∆ω. Instead, for a Gaussian lineshape function (2.59)
we have [15, 18]
gG(τ) = e−iω0τe−
pi
2 (
τ
τc
)
2
(3.27)
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where τc =
√
8pi ln 2/∆ω ≈ 4/∆ω.
Associated to the concept of coherence time is the coherence length, defined
as
lc ≡ cτc . (3.28)
In an optical system, the light can be treated as effectively coherent if the
coherence length is much greater than all optical path-length differences
encountered. We will see the importance of coherence time and length in the
description of the time-bin encoding technique.
We now present an experimental method to measure the coherence time of
a light source. The idea is to superimpose to the field E(+)(t) a replica of itself
delayed by the time τ, i.e., E(+)(t+ τ). We can use the interference equation
that we obtain for the sum of the two waves (at a fixed position r) at two
temporal point t1 = t and t2 = t+ τ given by
E
(+)
1 (t1) ≡ E(+)(t) , (3.29)
E
(+)
2 (t2) ≡ E(+)(t+ τ) . (3.30)
These two waves have the same optical intensities I0
I1 =
〈
|E
(+)
1 (t1)|
2
〉
=
〈
|E(+)(t)|2
〉
= I0 , (3.31)
I2 =
〈
|E
(+)
2 (t2)|
2
〉
=
〈
|E(+)(t+ τ)|2
〉
=
〈
|E(+)(t)|2
〉
= I0 , (3.32)
where we used again the stationarity of the field.
The total field is
E
(+)
tot (t) = E
(+)
1 (t1) + E
(+)
2 (t2) = E
(+)(t) + E(+)(t+ τ) (3.33)
and so, repeating the calculations that led to (3.15), we obtain
I =
〈
|E
(+)
tot (t)|
2
〉
=
〈
|E
(+)
1 (t1) + E
(+)
2 |
2
〉
= I1 + I2 + 2
√
I1I2|g
(1)(r, t1; r, t2)| cosφ12
= 2I0 (1+ |g(τ)| cosφ12) (3.34)
where |g(τ)|eiφ ≡ |g(1)(r, t1; r, t2)| cosφ12 is the first order normalized mutual
coherence function that reduces to the temporal coherence function because
the total wave is the sum of a wave and an its delayed replica. The interference
term is governed by the temporal coherence function that describes the ability
of a wave to interfere with a delayed replica of itself.
Experimentally, this kind of superposition may be achieved using a Michel-
son interferometer (see Figure 3.3). A stationary wave impinges on a beam
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Figure 3.3: The Michelson interferometer used to measure the coherence time of a light source.
splitter (a semi-reflecting mirror, see section 3.7 for more details) that generates
two identical waves that propagate in the two orthogonal directions shown.
The two optical paths can have different lengths di with i = 1, 2 and so the
two waves recombe them at the beam splitter after the reflection at the mirrors
having a time delay one respect to the other. We can think to keep one mirror
fixed at the distance d1 from the beam splitter and move the other mirror at
some distance d2. The time delay between the two waves is so
τ =
2(d2 − d1)
c
(3.35)
and we can obtain, changing the distance d2, the value of the intensity given
by (3.34) for different value of τ.
If we represent the normalized intensity I/2I0 as a function of the time delay
τ we obtain the interferogram (see Figure 3.4), from which we can extract |g(τ)|.
We will use this procedure to measure the coherence time of the pulsed
laser used in the experimental realization of time-bin experiment at MLRO
Observatory (see section 6.2).
Figure 3.4: The interferogram shows the normalized intensity I/2I0 as a function of the time delay τ for the
Michelson interferometer [2].
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3.4 quantization of electromagnetic field
In this section we will introduce the quantization of the electromagnetic field
and the coherent states by using the formalism of creation and annihilation
operators that we will use also in the following to describe some aspects of
quantum optics.
The quantization of electromagnetic field in the vacuum is obtain promoting
the classical real field E(r, t) and B(r, t) to hermitian operators Eˆ(r, t) and
Bˆ(r, t). We will focalize only to the electric field as before.
The field operator Eˆ(r, t) can be separated into its positive and negative
frequency parts
Eˆ(r, t) = Eˆ(+)(r, t) + Eˆ(−)(r, t) (3.36)
The two parts are mutually adjoint
Eˆ(±)(r, t) =
(
Eˆ(∓)(r, t)
)†
(3.37)
to ensure that Eˆ(r, t) is hermitian Eˆ(r, t) = Eˆ†(r, t).
We can expand the operator Eˆ(r, t) in terms of the set of mode function
discussed earlier. Now, the classical Fourier coefficients {Ak} must be replace
by quantum mechanical mode operators that are generally written as {aˆk} and are
normalized to have [16]
Eˆ(+)(r, t) = i
∑
k
√
 hωk
2
aˆkuk(r)e−iωkt . (3.38)
The operators {aˆk} and their adjoints {aˆ
†
k} satisfy the canonical commutation
relations [
aˆk, aˆ
†
l
]
= δkl , (3.39)[
ak,al
]
=
[
aˆ
†
k, aˆ
†
l
]
= 0 . (3.40)
These relations are the familiar algebraic relations used for the simple har-
monic oscillator and so they define the amplitude operators for an infinite set
of oscillators, one for each mode of the field.
The Hamiltonian operator for the electromagnetic field can be written in
the form
Hˆ =
∑
k
 hωkaˆ
†
kaˆk + constant (3.41)
and so it is evident that the electromagnetic field in the vacuum is so equivalent
in its dynamical properties to an infinite sequence of harmonic oscillators.
The product
nˆk ≡ aˆ†kaˆk (3.42)
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defines the number operator for the k-th mode. This operator has eigenvalues
nk = 0, 1, 2, . . . and eigenstates |nk〉 and represent the number of photons in the
k-th mode. The operators aˆk and aˆ
†
k act in the Fock space, i.e. the infinite
dimensional Hilbert space of “number representation” where a generic state
with nk1 photons in the mode k1, nk2 photons in the mode k2 and so on has
the form
|nk1nk2 · · · 〉 ≡ |nk1〉 ⊗ |nk2〉 ⊗ · · · . (3.43)
The operators aˆ†k and aˆk are called creation and annihilation operators
because they respectively create and destroy one photon in the k-th mode, i.e.
aˆ
†
k| · · ·nk · · · 〉 =
√
nk + 1| · · ·nk + 1 · · · 〉 , (3.44)
aˆk| · · ·nk · · · 〉 =
√
nk| · · ·nk − 1 · · · 〉 . (3.45)
The ground state of the electromagnetic field is the vacuum state where there
are no photons
|vac〉 ≡ |{0k}〉 . (3.46)
Applying each one of the annihilation operators to the vacuum state we obtain
aˆk|vac〉 = 0 (3.47)
because there are no photons to destroy. We can also generate the quantum
state |{nk}〉 that has n =
∑
k nk photons by applying the creation operators aˆ
†
k
to the vacuum state,
|{nk}〉 =
∏
k
(
aˆ
†
k
)nk
√
nk!
|vac〉 . (3.48)
The state vectors |{nk}〉 for all values of the integers {nk} form a complete
orthonormal set and span the whole Fock space.
But, they are only one set of basis vectors available in the Fock space and
now we construct another important set. Let use define for the k-th mode
alone the state |αk〉 with the property
aˆk|αk〉 = αk|αk〉 . (3.49)
The state |αk〉 is so the eigenstate of the annihilation operator aˆk and it is
called coherent state. We now derive the form of a coherent state in terms of
the states of “number representation”. Firstly we drop the index k for brevity
because the problem is the same for all modes k: we want to find the coherent
state |α〉 that satisfies
aˆ|α〉 = α|α〉 . (3.50)
We assume that there exists a unitary operator Dˆ(β), called displacement
operator, which carries out the translation
Dˆ−1(β)aˆDˆ(β) = aˆ+β (3.51)
Dˆ−1(β)aˆ†Dˆ(β) = aˆ† +β∗ (3.52)
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on the operators aˆ and aˆ†. We can now write starting from (3.50) and using
(3.51)
Dˆ−1(α) aˆ 1|α〉 = Dˆ−1(α) α|α〉
Dˆ−1(α) aˆ Dˆ(α)Dˆ−1(α)|α〉 = Dˆ−1(α) α|α〉
(aˆ+α) Dˆ−1(α)|α〉 = Dˆ−1(α) α|α〉
aˆDˆ−1(α)|α〉 = 0
from which it follows that the coherent state is just a displaced form of the
vacuum state
|α〉 = Dˆ(α)|vac〉 . (3.53)
It can be checked using the commutation relations (3.39) and (3.40) that a
suitable form for the operator Dˆ(β) is given by
Dˆ(β) = eβaˆ
†−β∗aˆ (3.54)
because it respect (3.51) and (3.52) and it is unitary.
So, the coherent state can be written as
|α〉 = eαaˆ†−α∗αˆ|vac〉 . (3.55)
Using the theorem that state that for two operator Aˆ and Bˆ whose commutator
[Aˆ, Bˆ] commutes with each of them one has
eAˆeBˆ = eAˆ+Bˆ+
1
2 [Aˆ,Bˆ] , (3.56)
choosing Aˆ = αaˆ† and Bˆ = −α∗aˆ we have
eαaˆ
†
e−α
∗αˆ = eαaˆ
†−α∗αˆ−12 |α|
2[aˆ†,aˆ] = eαaˆ
†−α∗αˆ+12 |α|
21 ⇒
⇒ Dˆ(α) = eαaˆ†e−α∗αˆe−12 |α|2 = eαaˆ†−α∗αˆ .
The operator Dˆ(α) is written in normal order, i.e., the annihilation operators all
stand to the right of the creation operators. This form is convenient because
we have
e−α
∗aˆ|vac〉 = 1|vac〉 = |vac〉 (3.57)
and so we can write finally
|α〉 = Dˆ(α)|vac〉
= e−
1
2 |α|
2
eαaˆ
†
|vac〉
= e−
1
2 |α|
2
∞∑
n=0
(αaˆ†)n
n!
|vac〉
= e−
1
2 |α|
2
∞∑
n=0
αn√
n!
(aˆ†)n√
n!
|vac〉
= e−
1
2 |α|
2
∞∑
n=0
αn√
n!
|n〉 (3.58)
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where we used the state with n photons in the selected mode
|n〉 = (aˆ
†)n√
n!
|vac〉 . (3.59)
The coherent state (3.58) can be rewritten in a more expressive way. If
we calculate the expectation value of the number operator nˆ = aˆ†aˆ for the
coherent state (3.58) we find
〈n〉 = 〈α|nˆ|α〉 = |α|2 . (3.60)
So, it is clear that
µ ≡ |α|2 (3.61)
is the average number of photon in the coherent state |α〉 that we can write as
|α〉 ≡ |√µeiφ〉 =
∞∑
n=0
√
e−µ
µn
n!
einφ|n〉 . (3.62)
The probability that the coherent state contains exactly m photons is given by
P(m) = |〈m|α〉|2 = e−µµ
m
m!
, (3.63)
that is the Poisson distribution with a mean of µ that we used in section 1.2.3 to
describe optical implementations of QKD system with faint laser pulses.
We have found the form of the coherent state for a single mode. The state
vectors given by products of the coherent states of all modes
|{αk}〉 ≡
∏
k
|αk〉 (3.64)
span the Fock space and are another important set of basis vectors. The name
coherence states characterized these vectors because they are the states with
full quantum coherence, as we will show in the next section.
3.5 quantum coherence functions
In this section we introduce the concept of quantum coherence following the
treatment presented in [16]. We will describe briefly a quantum model of a
ideal detector and then we will introduce the quantum coherence functions
that lead to the definition of quantum coherence.
The quantum theory of coherence is mostly due to Glauber (see for example
[16]). He constructed this theory in a manner that closely parallels the classical
theory of coherence. The fundamental idea is that the intensity of a light must
be measured by devices that attenuate the beam by absorbing photons in one
or another way. The use of any absorption process means in effect that the
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field we are measuring is the one associated with photon annihilation, i.e., the
quantum field Eˆ(+)(r, t).
It is not necessary to discuss the details of the photoabsorption process to
find its the matrix element. If the field makes a transition from the initial
(pure) state |i〉 to a final state |f〉 in which one photon has been absorbed, the
matrix element must be proportional to
〈f|Eˆ(+)(r, t)|i〉 . (3.65)
We now define an ideal photon detector as a system like a single-atom counter
with a frequency-independent photoabsorption probability. In this way, the
rate, that we will continue to indicate with I and call “intensity”, at which it
records a photon is proportional to the sum over all final states of the field |f〉
of the squared absolute values of the probability amplitude (3.65). So, we have
that the probability per unit time that a photon is absorbed by the detector at
position r and time t is proportional to∑
f
|〈f|Eˆ(+)(r, t)|i〉|2 =
∑
f
〈i|Eˆ(−)(r, t)|f〉〈f|Eˆ(+)(r, t)|i〉
= 〈i|Eˆ(−)(r, t)Eˆ(+)(r, t)|i〉 (3.66)
where we have used the fact that the set of final states may be regarded as
complete and it is to note the normal ordering of the operators.
If the field is initially not in a pure state |i〉 but in a mixed state described
by
ρˆ =
∑
i
pi|i〉〈i| , (3.67)
the expectation value in (3.66) is replaced, following the rules stated in section
1.1.1, by
Tr
{
ρˆEˆ(−)(r, t)Eˆ(+)(r, t)
}
=
∑
i
pi〈i|Eˆ(−)(r, t)Eˆ(+)(r, t)|i〉 . (3.68)
This field average determines the counting rate of an ideal photodetector
and it is a particular form of a more general type of expression where the
fields Eˆ(−) and Eˆ(+) are valuated at different space space-time points. These
more general expressions are statistical averages that measure the quantum
correlation of fields at separated positions and times. For this reason, in
analogy with the classical treatment, we define a first order (quantum) correlation
function [16, 17] as
G(1)(r, t; r ′, t ′) ≡ Tr
{
ρˆEˆ(−)(r, t)Eˆ(+)(r ′, t ′)
}
. (3.69)
Recording photon intensities with single-atom counter does not exhaust
the measurements we can make upon the field. For example, we can use
two single-atom detector at different positions r and r ′ to count photon
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coincidences or we can use a detector where not just one atom acts as a
detector, but two atoms at positions r and r ′. If the initial field state is
pure, the matrix element used to calculate the probability that the two atoms
undergo detected photoabsorption process must be proportional to
〈f|Eˆ(+)(r ′, t ′)Eˆ(+)(r, t)|i〉 (3.70)
that gives a total probability per unit time∑
f
|〈f|Eˆ(+)(r ′, t ′)Eˆ(+)(r, t)|i〉|2 = 〈i|Eˆ(−)(r, t)Eˆ(−)(r ′, t ′)Eˆ(+)(r ′, t ′)Eˆ(+)(r, t)|i〉 .
(3.71)
We can now generalize the last relation defining a second order quantum correla-
tion function, i.e.,
G(2)(r1, t1; r2, t2; r3, t3; r4, t4) =
= Tr
{
ρˆEˆ(−)(r1, t1)Eˆ(−)(r2, t2)Eˆ(+)(r3, t3)Eˆ(+)(r4, t4)
}
. (3.72)
It is now natural to define an infinite succession of correlation functions G(n)
in view of the possibility of discussing n-photon coincidence experiments, or
the behavior of a n-atoms photon detector. Commonly, the pair of coordinates
(ri, ti) is replaced by a single symbol xi = (ri, ti) for brevity. We can define the
n-th order correlation function as
G(n)(x1; . . . ; xn; xn+1; . . . ; x2n) =
= Tr
{
ρˆEˆ(−)(x1) · · · Eˆ(−)(xn)Eˆ(+)(xn+1) · · · Eˆ(+)(x2n)
}
. (3.73)
The coherence functions have many important properties that are listed in
[16] for example.
We can now define the concept of quantum coherence. Let us assume that the
first n correlation functions G(1), . . . ,G(n) all factorize in the form
G(m)(x1; . . . ; xm; xm+1; . . . ; x2m) = E∗(x1) · · ·E∗(xm)E(xm+1) · · ·E(x2m)
(3.74)
for 1 6 m 6 n, where E is the same function in all cases and it is a complex
solution of the wave equation for the field. A field which obeys the condition
(3.74) for the first n correlation functions will be called n-th order coherent. If
the condition (3.74) holds for all n we speak of full coherence.
We can find the quantum mechanical states for which the fields have the
property of full coherence. We shall consider for brevity the case of a pure
normalized state |Ψ〉 for which the density operator have the form ρˆ = |Ψ〉〈Ψ|
and so the the n-th order correlation function takes the form
G(n)(x1; . . . ; xn; xn+1; . . . ; x2n) =
= 〈Ψ|Eˆ(−)(x1) · · · Eˆ(−)(xn)Eˆ(+)(xn+1) · · · Eˆ(+)(x2n)|Ψ〉 . (3.75)
61
coherence and interference phenomena
We have to find what kind of pure state leads to the factorization of this
expression. Since the operators Eˆ(+) and Eˆ(−) do not commute it is impossible
to diagonalize them simultaneously and have a common eigenstate. However,
the products are normally ordered and so is sufficient to find the eigenstate
for the operator Eˆ(+). If the tried state |Ψ〉 satisfies
Eˆ(+)(x)|Ψ〉 = E(x)|Ψ〉 (3.76)
where the eigenvalue E(x) is an ordinary complex function that must satisfy
the same wave function of Eˆ(+)(x), then the correlation function G(n) factorize
accordingly to
G(n)(x1; . . . ; xn; xn+1; . . . ; x2n) =
= E∗(x1) · · ·E∗(xn)E(xn+1) · · ·E(x2n)〈Ψ|Ψ〉 (3.77)
and so the state ρˆ = |Ψ〉〈Ψ| is fully coherent.
To have the explicit form of |Ψ〉 we have to solve equation (3.76). We note
that |Ψ〉 cannot have a fixed number of photons because Eˆ(+) is an annihilation
operator and so the number of photons must be undefined. We can use the
expansion (3.38) for the field operator and the corresponding expansion that
must be available for the eigenvalue function
E(r, t) = i
∑
k
√
 hωk
2
αkuk(r)e−iωkt . (3.78)
In this way, the eigenvalue equation (3.76) implies that the state |Ψ〉 satisfies
aˆk|Ψ〉 = αk|Ψ〉 , (3.79)
i.e., the equation (3.49) that holds for the coherent state |αk〉 and so the tried
state |Ψ〉 has the form
|Ψ〉 = |{αk}〉 =
∏
k
|αk〉 =
∏
k
e−12 |αk|2 ∞∑
nk=0
α
nk
k√
nk!
|nk〉
 (3.80)
that we derived in the last section. This is the motivation for the name coherent
state given to the eigenstate of the annihilation operator.
So, the full coherence conditions impose very stringent restrictions on the
density operator for the fields, but electromagnetic fields which satisfy this
condition quite accurately in large space-time volumes is no longer difficult to
generate in practice. For example, the beam generated by a laser operating
well above its threshold, like them we have discussed section 2.4, possesses full
coherence because its density operator may be written ([16], section 2.13.1) in
the form ρˆ = |αk0〉〈αk0 | where |αk0〉 is the coherent state for the single excited
mode k0 corresponding to the frequency ω0.
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3.6 quantum mechanical interpretation of interference
In this section we will see how coherence functions emerge in interference
phenomena and we will give a quantum mechanical interpretation of such
phenomena that will help us in the description of time-bin protocol.
We start with the quantum treatment of Young’s interference of Figure 3.2.
As we make in section 3.2, we assume that the source of light is monochro-
matic and we assume that the two slits have dimensions of the order of the
wavelength of the light. This latter assumption lets us to ignore diffraction
effects. The field at the screen at position r at time t is the sum of the operators
at the two slits
Eˆ(+)(x) = K1Eˆ
(+)(x1) +K2Eˆ
(+)(x2) . (3.81)
We assume that the two slits are equal in size to have K1 = K2 = K and that our
observations of the interference pattern on the screen are made with an ideal
photon detector now. We have seen that the probability per unit time that a
photon is absorbed by the detector at position r and time t is proportional to
the “intensity”
I(r, t) ≡ G(1)(x, x) = Tr
{
ρˆEˆ(−)(x)Eˆ(+)(x)
}
=
= |K|2
{
G(1)(x1, x1) +G(1)(x2, x2) + 2ReG(1)(x1, x2)
}
. (3.82)
If we write
G(1)(x1, x2) = |G(1)(x1, x2)|eiΦ12 (3.83)
the probability becomes
I(r, t) = |K|2
{
G(1)(x1, x1) +G(1)(x2, x2) + 2|G(1)(x1, x2)| cosΦ12
}
. (3.84)
and the oscillation of the cosine term led to the familiar interference fringes.
This quantum description of Young’s experiment is so close to the classical
one that it may not be clear in what way the interference phenomenon is a
quantum mechanical one. Interference phenomena occur in quantum mecha-
nics whenever the probability amplitude for reaching a given final state
for a system from a given initial state is the sum of two or more partial
amplitude with well defined phase relations one between the other. Each
partial amplitude represent an alternative way in which the system can evolve
from the initial state to the final one.
In the quantum description of Young’s experiment, the correlation function
depend on the state ρˆ of the field before the absorption of a photon by the
photodetector. This state can be any quantum mechanical allowed state.
For example, we may consider as the initial state of the field a single-photon
state |γ〉 incident on the slits. The final state of the field will be the vacuum
state |vac〉, where the photon has been absorbed. The amplitude for reaching
this final state is the sum of two amplitudes, each associated with the passage
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of the photon through one of the two slits. The existence of the interference
fringes is related to our inability to tell which of the possible paths the photon
actually takes: any attempt to determine which of the two paths the photon
has followed will cancel the interference fringes and this fact is essentially
due to the Heisenberg principle. The different paths by which a system may
evolve will contribute to the total amplitude with partial amplitudes with well-
defined phase relationship and this idea is the fundamental idea of Feynman
path integral method to calculate the transition probability in a quantum system.
3.7 linear optics and interference with single photons
In this section we present the description of linear optics, i.e., of the optical
components largely used in all optical experimental realizations of quantum
information. Firstly, we will describe the classical treatment and secondly the
quantum one following [19]. Finally, we will see how linear optics can bring
to interference phenomena with single photons.
An optical component is linear if the output fields are linearly related to
the input fields. We consider the component like a multiport (see Figure 3.5)
with N input fields and N output fields. In the conventional treatment of
linear optical networks the fields are usually assumed to be monochromatic,
but in all practical realizations the optical signals have finite duration so a
time-domain formulation is necessary and we will present it in the following.
Figure 3.5: A linear multiport with N input and output modes [19].
We do not pay attention to the complete description of the field’s depen-
dence on space and time, as we made in the previous sections, and so we
denote the complex classical fields in the input and output ports with their
mode coefficients ai and bi respectively (i = 1, . . . ,N). Input and output
modes with the same index may share the same physical port if they propa-
gate in different directions, but they also may share the same physical port if
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they are separated for example in frequency or polarization. Input and output
fields are related by the linear relation
bi =
N∑
j=1
Sijaj (3.85)
where Sij are the element of a N x N matrix S called scattering matrix. In a
vector notation
b =
 b1...
bN
 , a =
 a1...
aN
 (3.86)
and the relation (3.85) is
b = Sa . (3.87)
We assume that the multiport is lossless so that the output intensity must be
equal to the input intensity. We can write the complex conjugate of (3.85)
b∗i =
N∑
j=1
S∗ija
∗
j . (3.88)
Defining the row vectors
b† = (b∗1 · · ·b∗N) , a† = (a∗1 · · ·a∗N) (3.89)
the equation (3.88) becomes in a matrix form
b† = a†S† = (Sa)†, (3.90)
and so we have for the conservation of intensity that
Ia =
N∑
j=1
|aj|
2 = a†a = Ib = b†b = (Sa)†(Sa) = a†S†Sa (3.91)
for any input vector a and it follows that the scattering matrix S for a lossless
multiport must be unitary
S†S = 1N . (3.92)
For example, we consider the 50:50 beam splitter (BS) of Figure 3.6. The beam
splitter is a optical component that has two input ports and two outputs ports
so its scattering matrix is a 2 x 2 matrix. Physically, it is a semireflecting mirror
with equal transmission and reflection coefficients. The phase shift between
the reflected and transmitted fields depend on the construction of the beam
splitter and if it is constructed as a single dielectric layer, the reflected and
transmitted beams will differ in phase by a factor of eipi/2 = i. Assuming that
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Figure 3.6: Input-output modes representation of a beam splitter.
the reflected field suffers a pi/2 phase shift, the input a and output b modes
are related according to the matrix
SBS =
1√
2
(
i 1
1 i
)
. (3.93)
We conclude this classical description of linear optics noting that a cascade
of M multiport whose scattering matrix are S1,S2 . . . SM is equivalent to a
single multiport of scattering matrix S = SM · · ·S2S1.
Now, we consider the lossless multiport from a quantum mechanical per-
spective. This description is based on the field quantization presented in
section 3.4 where we used the discrete frequency domain, but in the following
we will see how the theory can be formulated for time-localized photons so
that modes separation in time is possible as well.
The N input and N output monochromatic fields of the multiport are
described quantum mechanically replacing the ai and bi fields with the
quantum annihilation operators aˆi and bˆi respectively. Input operators respect
the commutation relations[
aˆi, aˆ
†
j
]
= δij,
[
aˆi, aˆj
]
= 0 , (3.94)
because modes with different index are independent. We have replaced the
classical fields with annihilation operators, but the relation between bˆi and aˆi
still can be written using (3.85) as
bˆi =
N∑
j=1
Sijaˆj . (3.95)
We have also to replace the complex conjugates field a∗i and b
∗
i with creation
operators aˆ†i and bˆ
†
i and use the analogue of equation (3.88)
bˆ
†
i =
N∑
j=1
S∗ijaˆ
†
j . (3.96)
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Using the commutation relations (3.94) we have
[
bˆi, bˆ
†
j
]
=
[
N∑
k=1
Sikaˆk,
N∑
l=1
S∗jlaˆ
†
l
]
=
N∑
k,l=1
SikS
∗
jl
[
aˆk, aˆ
†
l
]
=
N∑
k,l=1
SikS
∗
jlδkl = δij
(3.97)
where in the last passage we used also the fact that the scattering matrix is
unitary. It is to note that the scattering matrix used in the quantum description
is the same of the classical description and this simplify the transition between
the two treatments.
In the context of quantum linear multiport is commonly used the Heisenberg
picture, where the vector states are constant and the operators evolve. It is
very simple to write the constant state of the system using the input or the
output operators because we have
bˆ† = aˆ†S† ⇒ aˆ† = bˆ†S (3.98)
that explicitly reads
aˆ
†
i =
N∑
j=1
bˆ
†
jSji . (3.99)
The constant state of the system, i.e., the input state that is in the form
|in〉 = F({aˆ†i })|vac〉 , (3.100)
where |vac〉 is the vacuum state of the linear multiport and F indicates a
generic combination of input photons, can be rewritten in terms of the output
operators as
|out〉 = |in〉 = F({aˆ†i })|vac〉 = F

N∑
j=1
bˆ
†
jSji

 |vac〉 . (3.101)
This state can be used to determine the probabilities for detecting a certain
number n of photons at certain outputs bj. The general procedure described in
section 3.5 gives the behavior of a n-photon counter. The treatment described
above must be adapted for the formalism of the linear multiport. In our
description we do not pay attention to the spatial and temporal dependence
of fields because we have described the system in terms of input and output
fields. In this way, the field Eˆ(+)(r, t) that appears in (3.65) and annihilates a
photon at position r and time t must be replaced by the annihilation operator
at output port bj, i.e., the field operator bˆj. So, we can write the probability of
detection of n photons at the j-th port as
Inbj = 〈out| bˆ
†
j · · · bˆ†j︸ ︷︷ ︸
n times
bˆj · · · bˆj︸ ︷︷ ︸
ntimes
|out〉 (3.102)
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because the state ρˆ of the field before the detection is the pure constant state
|out〉.
Let us make an example to explain this point. We can think to a single-
photon input state impinging at port a1 of the 50:50 beam splitter of Figure
3.6. The input state is
|in〉 = |1〉a1 = aˆ†1|vac〉 (3.103)
We rewrite it using (3.101)
|in〉 = |out〉 =
N∑
j=1
bˆ
†
jSj1|vac〉. (3.104)
In terms of the output operators it becomes
|1〉a1 = aˆ†1|vac〉 =
1√
2
(
ibˆ
†
1|vac〉+ bˆ†2|vac〉
)
=
1√
2
(
i|1〉b1 + |1〉b2
)
. (3.105)
We can now calculate the probability to detect the photon at one of the two
output ports, for example b1 using (3.102)
I1b1 = 〈out|bˆ
†
1bˆ1|out〉
= 〈out|nˆb1
[
1√
2
(i|1〉b1 + |1〉b2)
]
=
1
2
(−i)(i)b1〈1|1〉b1 =
1
2
, (3.106)
where we used the properties of number operator nˆbj = bˆ
†
j bˆj and the orthonor-
mality of the states
bk〈m|l〉bj = δmlδkj . (3.107)
So, we can detect the single input photon in each of the two output ports b1
and b2 with equal probability 1/2.
A more interesting calculation bring to a quantum interference phenomena
with single-photon. We consider the balanced Mach-Zender interferometer of
Figure 3.7. This interferometer is composed by two 50:50 beam splitter and a
phase shift in one of the arms. The scattering matrix for this optical system is
given by
S = SBS
(
1 0
0 eiθ
)
SBS
=
1
2
(
eiθ − 1 i(1+ eiθ)
i(1+ eiθ) 1− eiθ
)
(3.108)
where we use the rule that states that the total scattering matrix of a composed
system is the product of the scattering matrix of its components.
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Figure 3.7: The balanced Mach-Zender interferometer [17].
We consider as input state a single-photon entering at port a1
|in〉 = |1〉a1 = aˆ†1|vac〉 (3.109)
that becomes, in terms of the output operator,
|out〉 = 1
2
[
(eiθ − 1)bˆ†1 + i(e
iθ + 1)bˆ†2
]
|vac〉
=
1
2
[
(eiθ − 1)|1〉b1 + i(eiθ + 1)|1〉b2
]
. (3.110)
We can calculate the probability to get the photon at the output ports, for
example for b1 we have
I1b1 = 〈out|bˆ
†
1bˆ1|out〉
=
1
4
|1− eiθ|2 = sin2
θ
2
(3.111)
and for b2 we have correctly
I1b2 = cos
2 θ
2
. (3.112)
We note that I1b1 + I
1
b2
= 1 gives correctly the total probability to detect the
input photon at one of the two output ports. Moreover, we can see that, if the
additional phase shift θ between the two arms of the interferometer is null
θ = 0 the input photon can be detected only at port b2.
This is an quantum mechanical interference phenomena realized with single
photons. In fact, to arrive at one of the two detectors D1 or D2 the photon can
take one on the two paths given by each of the two arms of the interferometer.
We cannot say which of the possible paths the photon actually takes and so the
two quantum amplitude related to the two different path have a well-defined
phase relationship and interfere.
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3.7.1 Time-domain formulation for linear quantum optics
In all practical experiments the photons are more or less localized in time.
We now analyze the effect of the linear multiport on a localized input pulse to
give the machinery to calculate the photon-detection probabilities in time-bin
like experiments.
A pulse, such the coherent laser pulse we have described in section 2.4,
contains necessarily a continuous band of (angular) frequencies ω centered
about a central frequency ω0. Generalizing the the case of discrete frequencies
described above we can define continuous frequency creation aˆ†i(ω) and
annihilation aˆi(ω) operators (i = 1, . . . ,N) for each one of the N input modes
of a linear lossless multiport.
Similarly to equation (3.94), we can fix the normalization to be:[
aˆi(ω), aˆ
†
j (ω
′)
]
= δijδ(ω−ω
′) , (3.113)
where δ(ω−ω ′) is the delta function.
To create localized photons in a pulse centered about time t0 we use the
photon-wavepacket creation operator [18]:
aˆ
†
i,t0
=
∫
dω ξt0(ω)aˆ†i(ω) , (3.114)
where the function ξt0(ω) describes the pulse amplitude in the frequency
domain that is strictly related to the lineshape function gω(ω) of the source and
has the form
ξt0(ω) ≡ ei(ω−ω0)t0
√
gω(ω) (3.115)
where ω0 is the central (angular) frequency of the pulse spectrum and t0
to is the time at which the peak of the pulse passes the coordinate origin.
The lineshape function gω(ω), given by the square modulus of ξt0(ω), has
bandwidth ∆ω (see section 2.3.2) assumed throughout to be small relative to
the central frequency, i.e., ∆ω ω0 and so the integration domain in (3.114)
can be extended from −∞ to∞. For a pulsed light, the bandwidth ∆ω and
the coherence time τc are inversely related as we have seen in (3.25)
τc ≡ 1
∆ω
. (3.116)
With the definition (3.115), the pulse amplitude is correctly normalized to 1:∫
dω|ξt0(ω)|2 =
∫
dωgω(ω) = 1 (3.117)
for what we have seen in section 2.3.2.
We can find the commutation rules for the photon wave-packet operators:[
aˆi,t0 , aˆ
†
j,t1
]
∝ δijeiω0(t2−t1)gt(t2 − t1) , (3.118)
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where we have indicated with gt the Fourier transform of the lineshape
function, that corresponds substantially to the temporal coherence function
for the pulse that is null for times greater than the coherence time, i.e., |gt(t)|
is zero for t & τc. So, two pulses in the same j-th input mode at time t1 and
t2 with |t2 − t1| & τc can be treated as independent because their separation
in time is greater than the coherence time.
For concreteness, a Gaussian pulse is described in the frequencies-domain by
ξt0(ω) =
1
(2pi∆ω2)1/4
e
i(ω−ω0)t0−
(ω−ω0)
2
4∆ω2 , (3.119)
The formalism that follows is valid for any square-normalized functions ξt0(ω)
but the Gaussian form is used to illustrate the results in the following. Using
(3.119), (3.116) and (3.113) we find, for the photon wave-packet operators, the
following commutation rules
[
aˆi,t0 , aˆ
†
j,t1
]
= δije
−
(t1−t0)
2
2τ2c (3.120)
ans so, if |t1 − t0| τc, two Gaussian pulses in the same j-th input mode can
be treated as we have already seen.
If we take two independent Gaussian pulses centered about t1 and t2
respectively entering the first port a1 of the multiport
|t
a1
1 〉 = aˆ†1,t1 |vac〉 , (3.121)
|t
a1
2 〉 = aˆ†1,t2 |vac〉 , (3.122)
(3.123)
we can see using (3.113) and the properties of annihilation operators that their
quantum states are orthogonal because
〈ta11 |ta12 〉 = 〈vac|aˆ1,t1aˆ†1,t2 |vac〉 = e
−
(t2−t1)
2
2τ2c (3.124)
that reduces to zero if the two pulses are separated in time more than the
coherence time.
We note that, generalizing equation (3.95) and (3.97), also the output con-
tinuous operators of the linear multiports respect the same commutation
relations [
bˆi,t0 , bˆ
†
j,t1
]
= δije
−
(t1−t0)
2
2τ2c , (3.125)
and so two pulses in the same j-th output mode can be treated as independent
and orthogonal if their separation in time is greater than the coherence time.
It is this type of separation used time-bin qubit encoding, as we will see in
chapter 5.
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Finally, generalizing (3.99) we have
aˆ
†
i,t0
=
N∑
j=1
∫
dω ξt0(ω)Sjibˆ
†
j (ω). (3.126)
This last equation let us calculate the detection probabilities at output ports of
an optical system as we will show in section 5.1 applied to time-bin qubits.
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T O WA R D S PA C E Q U A N T U M C O M M U N I C AT I O N S
Communications security is today a primary necessity in the life of go-
vernments, businesses and individual citizens. QKD, as we have seen, repre-
sents the most promising resource to ensure secure communications because
it is based on the fundamental principles of Nature, described by the theory of
Quantum Mechanics. Although it is already available in commercial products,
at present the QKD can guarantee links that do not exceed few hundreds of
kilometers. For this reason, it is very important to be able to extend QKD on
global scale and one of the most important approaches to achieve this purpose
is represented by Satellite Quantum Communications (SQCs).
In this chapter we present SQCs describing the motivations and the state of
the art of this challenging field of research. Then we analyze more in detail
the most relevant experiments that have shown the feasibility of SQCs testing
the exchange of single photons along a quantum link between a satellite and a
ground station and the preservation of single photon polarization that makes
polarization encoding possible along a quantum space channel.
Figure 4.1: Future scenario of Space Quantum Communication.
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4.1 motivations and state of the art
The aim of SQCs is to extend the frontiers of Quantum Communications
(QCs) to satellite distances, by exploiting novel methods and techniques for
qubit transmission. The main objective of SQCs is to develop a global network
aimed at provide secure communications by means of satellite-to-ground,
ground-to-satellite and satellite-to-satellite quantum links. This objective is
crucial particularly in this moment, in which large scale violations of the
privacy in the exchange of confidential informations were perpetrated against
governmental, industrial and individual customers and then discovered and
exposed to the public. The risk of neglecting the development of Quantum
Communication technologies is that future secret communications will not be
possible, because, for example, a new classical fast algorithm for factorization
or the implementation of a quantum computer would render current secure
communications instantaneously vulnerable.
First demonstrations of QKD performed out of laboratories were mainly
implemented in optical telecommunication fiber networks via light pulses
containing one photon on average as we have discussed in section 1.2.3, where
either the polarization or the phase of the photon is used to encode the qubit.
Quantum communication in a metropolitan area in optical fibers was already
shown in the United States [20] and in Europe [21]. A remarkable use of QKD
has been demonstrated in 2007 for ensuring the integrity of the dedicated
line used for counting the voting ballots of the Swiss national elections on
October of that year [21]. It has been shown [22] that free space optical
links are more suitable for long distance QCs among metropolitan areas or
even continents. Within this two technologies it has been possible to achieve
a maximum quantum link distances of few hundreds kilometers (307 km
with optical fibers [23] and 144 km in free space [24]). Nevertheless, further
improvements seem to be unrealistic due mostly to photon absorption in fiber
optic long cables and to obstruction of objects in the line of sight or to the
Earth’s curvature in free space links.
To overcome these limitations, focusing on the realization of a global QKD
network, there are two possible solutions. The first one consists in the use of
several ground stations that connect Alice and Bob. To have a trusted server
scheme, a third figure called Charlie shares via QKD a key both with Alice
and Bob. The problem is that Charlie has full access to the cryptographic key
and therefore he could eavesdrop any information. Because of the presence of
many intermediate ground stations, to reach long distance quantum commu-
nications this approach may bring to a severe security weakening. To have an
untrusted scheme, it is necessary to use a quantum entangled state to share
the key without disclosing it to Charlie. Even though entanglement based
protocols are very promising, they need the use of a quantum memory that is
still under study.
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Figure 4.2: Future scenario of QKD network: dedicated quantum terminals orbiting around the Earth exchanging
keys with optical ground station.
The second solution relies on the use of satellites as trusted nodes. The
feasibility of exchanging single photons from-and-to a ground station via
a satellite was already demonstrated by two experiments [25, 26]. These
experiment were aimed at showing that a photon could be detected at the
expected time and its properties, like polarization, measured for Quantum
Communication purpose. In 2014, the QuantumFuture Group of the University
of Padua realized the first experimental satellite quantum communication [27]
by exploiting the photon polarization as carrier of quantum information. We
will dedicate particular attention to this last experiment, because its setup
is the basis of the satellite time-bin feasibility test that we will describe in the
following chapters.
Satellite Quantum Communications are part of the European road map for
Quantum Information Processing and Communication [28], but also outside
Europe the are a lot of projects about satellite QKD. In Japan a collaboration
between JAA (Japan National Spatial) and the University of Tokyo wants to
demonstrate and improve actual quantum and classical optical communica-
tions [29]. In the month of May 2014 it had been launched the first satellite of
the project that is able to send polarized weak coherent pulse between Space
and an optical ground station. Then, it should demonstrate the possibility
to generate a single qubit into Space and send it to the Earth, a realization
that has yet to be proven with an orbiting satellite. In China there is a bigger
project called Quantum Science Satellite [30]. The first satellite will be launched
in the January 2016 and it will be equipped with a decoy state BB84 source
and will be visible and trackable for a lot of optical ground stations. This
satellite should also have an entangled source to perform experiments like
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Bell’s violation and teleportation protocol. Also the Canadian Space Agency
has a project in collaboration with Canadian universities, like IQC of Waterloo,
to realize a satellite for quantum communications [31].
An important aspect of SQCs is the implementation of QKD with moving
terminals, something not possible with fiber based links. Furthermore, a
satellite terminal is visible only for some minutes from the ground and one
is therefore faced with a finite key that cannot approach its asymptotic limit
(1.45) and mathematical criteria were developed to address this problem [32].
Then, the methodology developed for SQCs is also suitable for the investi-
gation of very fundamental questions of Nature. Quantum Mechanics was
developed to describe the behavior of the smallest dimensions in Physics.
Quantum channels over several thousand of kilometers can pave the way for
future tests of Quantum Mechanics on an entirely different scale. The fact that
this theory was not meant for this scale raises the question as to whether all
predictions are still valid at these distances or in strong gravitational fields
(e.g., the gravitational field of the Sun).
The extension to Space of QCs is motivated by the vision of a network of
quantum terminals on satellites that may provide the exchange of crypto-
graphic key in the first place, but later also the teleportation of states and the
distributed quantum computation via quantum repeaters. The most realis-
tic scenario of global QKD system will consist of short distance fiber based
quantum key exchanges supported by long distance quantum key exchanges
between states or continent via satellite quantum links. Furthermore, commu-
nications among a flotilla of dedicated quantum terminals orbiting around
the Earth exchanging keys with optical ground station (as in Figure 4.1 and
4.2) is not a too distance.
4.2 experimental steps towards satellite quantum communica-
tions
In this section we present the early experimental works that have demon-
strated the feasibility of SQCs. As we have already noted, at the moment no
orbiting satellites dedicated specifically to quantum communications are in
operation. The three works that we present ([25, 26, 27]) are all characterized
by the idea of mimicking a quantum transmitter in orbit exploiting low orbit
satellites equipped with corner-cube retroreflectors (CCRs), devices that reflect
back the incident light in the origin direction. The power of the incoming
light can be set to mimic a pseudo single photon source at the satellite that
plays in this way the role of Alice, while Bob is at the ground station where
the retroreflected photons are detected and analyzed.
Firstly, we will describe the two works [25, 26] that demonstrate the feasibil-
ity of the exchange of single photons between a satellite and a Earth-based
station and then we will preset the recent work [27] where is shown that
polarization encoding is possible along such type of quantum channel.
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4.2.1 Exchange of single photons between a satellite and a Earth-based station
Villoresi and colleagues in [25] report the first experimental investigations
on the exchange of single photon between a low Earth orbiting (LEO, orbits
ranging in amplitude 0 - 2000 km) satellite transmitter and a ground-based
receiver, the Matera Laser Ranging Observatory (MLRO) in Matera.
Their experiment is based on the exploitation of the Satellite Laser Ranging
(SLR) technique. Typically, satellite laser-ranging systems are used for geody-
namical studies (crustal dynamics, polar motion, time-varying geopotential
monitoring) by means of a series of measurements of the round trip time (rtt) of
optical laser pulses that propagate from a station on the Earth, are then retrore-
flected at the satellite and are finally detected at the ground station. From the
measure of the flying time (rtt) of the pulse they can obtain the distance of
the satellite with great resolution. The International Laser Ranging Service
(ILRS) network provides to the various stations the trajectory’s previsions that
are used to follow the orbiting satellite during its passage.
Figure 4.3: The scheme of the satellite single photon link [25].
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The operating principle of the experiment is to use the excellent satellite
tracking system of the MLRO station to perform precise measurements of
single photons returns. They mimic a single photons source on a satellite
using the retroreflection of a weak laser pulse from a SLR satellite, as shown
in Figure 4.3. A laser pulse (wavelength 532 nm, repetition rate 17 kHz) is
directed toward the satellite (uplink). A fraction of the beam in the uplink is
retroreflected into the field-of-view (FOV) of the telescope of MLRO, whose
primary mirror has 1.5 m aperture. The radiation in the downlink constitutes
the single photons channel because, by means of link budget calculation, they
show that the number of photons in the downlink is of the order of one.
To achieve this result, differently from the SLR technique, they are not
interested in measuring the round trip time, but they measure the number of
detected photons per second, the detector count rate (DCR), and compare it
with the expected value given by the Degnan radar link-budget equation [33] that
we will explain in the following (section 4.2.2).
Exploiting the SLR tracking system they correlate the detection events with
the transmitted laser pulses and computed the deviation D = texp − tref
between the expected return time texp and the detection event time stamp
tref. The values of the deviation D, grouped in several bins of varying widths
(from 1 to 20 ns), were accumulated over short arcs of the total satellite pass.
Figure 4.4 shows the histogram of the deviations D for the Ajisai satellite
obtained with bin size of 5 ns. The evidence of the single photon exchange
is given by the peak centered at D = 0 that is larger the mean value of the
background counts by 4.5 standard deviations.
Figure 4.4: Histogram of the differences D between expected and observed detections for Ajisai satellite [25].
According to the link-budget equation they estimated that, for each laser
shot, about 1.2 · 105 photons leave the satellite in the whole solid angle sub-
tended by the downlink FOV, while an average of 0.4 photon per pulse are
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directed in the downward channel, thus realizing the condition of the sin-
gle photon channel and attesting the feasibility of a satellite-based quantum
channel.
The other work about the single photon exchange between a satellite and
a ground station is due to Yin and colleagues [26]. Their setup for single
photon link from satellite to ground was installed at the Shangai Observatory.
Differently from the previous work, the telescope employed a binocular struc-
ture with a transmitting and a receiving telescope. In their setup they couple
the beam of the SLR of Shangai Observatory with a laser beam (wavelength
702 nm, repetition rate 76 MHz) used for the single photon exchange. This
coupled beams were transmitted to the CHAMP satellite that reflected them to
the receiving telescope and the acquisition system where photons are detected.
About the temporal synchronization, the quantum system and the SRL one
are independent. They estimate the deviation D between the experimental and
the theoretical transmitting time and represent the histogram the D values, as
shown in Figure 4.5. The peak of the histogram is centered at 0 ns, as expected
and the time accuracy is given by the full width at half maximum (FWHM) of
the Gaussian fit (1.35± 0.03 ns).
Figure 4.5: Histogram of the differences D between the experimental and the theoretical transmitting time [26].
Then, analyzing the data with 2 ns of bin size they estimate the effective
echo signals counts N ′ = 1000 and the effective dark counts of the detector
N ′b = 58, from which they obtain the signal to noise ratio (SNR)
SNR =
N ′ −N ′b
N ′b
= 16.2 , (4.1)
which is good enough to generate quantum links for unconditionally secure
QKD [34].
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4.2.2 Satellite Quantum Communication with polarization encoding
The last important work about experimental Satellite Quantum Commu-
nication is due again to the group of Villoresi [27] and can be viewed as the
continuation of the previous works: they not only realized the single photon
exchange between a satellite and a ground station, but also demonstrate that
single photon polarization preservation and discrimination between different
polarization encoded quantum states can be realized.
Figure 4.6: Scheme of the satellite quantum communication demonstration with polarization encoding [27].
They exploit the same laser ranging station in Matera of the previous
work, but with a modified synchronization system: it lets them to collect
the SLR data and the “quantum data” at the same time with two separated
detection systems well synchronized with the MLRO atomic clock. Figure 4.6
sketched the operation of the quantum transmitter, Alice, and of the quantum
receiver, Bob: Alice is simulated by CCRs of a LEO orbiting satellite while
the discrimination of the different polarization states is done by Bob at the
ground station.
Alice qubit stream is realized from a 100 MHz (temporal separation 10 ns)
train of polarized pulses (532 nm, horizontal, vertical, left or right circular
polarization) synchronized with the 10 Hz (temporal separation 100 ms) train
of strong SLR pulses. The two beams are coupled at a beam splitter and sent
upward from the ground to the satellite and then they are reflected to the
ground. Estimating the uplink attenuation, they set the pulse energy for the
qubit stream such that the pulses reflected from satellites have an average
photon number close to one. At Bob, they measure a Quantum Bit Error
Rate (QBER) typically lower than 5%, a level suitable for several quantum
information protocols, like QKD as we have discussed in section 1.2.3.
The setup of this experiment is very similar to the setup of the satellite
time-bin experiment that we will present in the following with great details. It
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is important to note that the retroreflected qubit stream is collected by Bob’s
qubit state analyzer that can change between two receiving mutually unbiased
bases, horizontal-vertical {|H〉, |V〉} and left-right circular {|L〉, |R〉}. In this
experiment is essential that CCRs can preserve the polarization state during
the reflection. They use four different LEO satellites with such polarization
preserving CCRs (Jason-2, Larets, Starlette and Stella) and one satellite (Ajisai)
that does not preserve the polarization for comparison.
Figure 4.7: The passage of Larets satellite used to demonstrate polarization preservation along the quantum channel
[27].
Figure 4.7 shows a passage of Larets satellite they collected: the whole
passage is divided into four interval of 10 seconds corresponding to four
different polarized input states: horizontal |H〉, vertical |V〉, left circular |L〉
and right circular |R〉. At the receiver, they used two single photon detectors
measuring two orthogonal polarizations: the four histograms in the figure
report the obtained counts at the receiver for each single photon detector in
function of the measured detection time. So, they estimate the QBER as
Q =
nwrong + 1
ncorr +nwrong + 2
, (4.2)
where ncorr and nwrong are the number of detections in the transmitted
and orthogonal polarization respectively. For the passage in the figure they
estimated ncorr = 199, nwrong = 13 that give a QBER of 6.5%± 1.7% that is
suitable for QKD with polarization encoding.
Then, they demonstrate the feasibility of polarization encoding also with
other satellites as shown in Figure 4.8. They divide the detection period in 5
seconds intervals. They fix the sent polarization to |V〉 and measure in two
orthogonal polarization |H〉 and |V〉. For each satellite, they show the bare
QBER (blue dots) and QBER calculated after background subtraction (red
dots) and their average values for the whole passage that result below 11% for
satellite with coated CCRs, demonstrating the feasibility of the BB84 protocol
from satellite to ground. As expected, for Ajisai, having non polarization
preserving CCRs, the QBER is above 40%.
In the figure is reported also the number of photons per pulse leaving the
satellite µsat that is estimated dividing the the average number of photons
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Figure 4.8: Feasibility of polarization encoding with satellites using coated CCRs [27].
per pulse detected at the receiver µrx, by the transmittivity of the quantum
channel. To predict the detected number of photons per pulse they use the
Degnan link-budget radar equation [33]
µrx = µtxηtxGtΣ
(
1
4piR2
)2
T2aAtηrxηdet , (4.3)
where µtx is the source mean photon per pulse, ηtx is the optical transmission
efficiency, Gt is the transmission gain, Σ and R are the satellite cross-section
and slant distance, Ta is the atmospheric transmittivity, At is the telescope area,
ηrx is the optical receiving efficiency and ηdet is the single photon detector
efficiency. They factorize (4.3) into uplink and downlink contributions:
uplink: µsat = µtxηtxGtρAeff
(
1
4piR2
)
Ta , (4.4)
downlink: µrx = µsatGdown
(
1
4piR2
)
TaAtηrxηdet , (4.5)
where they have splitted the satellite cross-section according to Σ = ρAeffGdown
where ρ and Aeff correspond to the CCR reflectivity and to the effective
satellite retroreflective area and they contribute to the uplink, while Gdown
expresses the effective downlink gain and so it contributes to the downlink
term.
Using these expressions they extrapolate the transmitter gain Gt and use it
to predict the number of received photons to compare it with the measured
one. They show in Figure 4.9 that the Degnan radar equation and equations
(4.4)-(4.5) provide a precise fit for the measured counts so that the estimated
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Figure 4.9: Fit of the measured detection rate realized with the link-budget equation for the different satellites used
in the experiment [27].
µsat values reported in Figure 4.8 for different satellites are correct and of the
order of one, as required by realistic QKD scenario.
In this way, they experimentally demonstrate the preservation of single pho-
ton polarization over a satellite-to-ground channel, covering an unprecedented
length (more than 1000 kilometers) compared to ground experiments and
showing the feasibility of quantum information protocols such as QKD along
a space channel. In this test-experiment the information is encoded in the
polarization of the photon. However, it is necessary to study other protocols
and encoding techniques along space channel, like the time-bin encoding that
we will present in the next chapter.
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5
T I M E - B I N E N C O D I N G F O R S PA C E Q U A N T U M
C O M M U N I C AT I O N
In this chapter we describe the time-bin encoding for Quantum Communi-
cation: a weak laser pulse is brought through interferometry technique in a
quantum superposition of states characterized by the propagation time. The
relative phase between the two states can be controlled and used to encapsulate
the information that Alice and Bob want to share.
Firstly, we will show how to realize a time-bin qubit and how to calculate the
detection probabilities in the typical setup used for this encoding technique.
Then, we will present the simplest experimental configuration that one can
use to implement the QKD-BB84 protocol with phase encoding. Finally, we will
describe how the time-bin encoding technique can be exploited in a space
quantum channel between an orbiting satellite and a ground station, as it is
pictorially represented in Figure 5.1.
Figure 5.1: The exploitation of the satellite orbit using the time-bin encoding technique.
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5.1 time-bin qubit and quantum interference
In this section we use the results of section 3.7 to study the dynamics of a
linear multiport with localized photons as input state to calculate the detection
probabilities for the optical setup typically used in time-bin experiments.
Figure 5.2: Input-output modes representation for a Mach-Zender unbalanced interferometer.
We consider an input pulse entering a Mach-Zender unbalanced interferometer
as show in Figure 5.2. We can describe the interferometer as a linear filter
consisting of a delay element (the long arm) and a phase modulator of value
α sandwiched between two 50:50 beam splitters. The two arms short S and
long L are unbalanced, i.e., the path difference l = L− S is not null, so that at
the output ports we will get two well separated pulses, as we will show now.
The difference between the two arms l is set to avoid single photon interfer-
ence: this can be achieved taking the path difference greater than the coherence
length lc (see section 3.3) of the pulse that is related to the bandwidth ∆ω:
l lc = cτc = c
∆ω
. (5.1)
Setting
l ≡ c∆t , (5.2)
S ≡ ctS , (5.3)
the scattering matrix of the interferometer (viewed as a cascade of three
multiports) is given by
SA = SBS
(
eiφA 0
0 1
)
SBSe
i(ω−ω0)tS
=
1
2
(
1− eiφA i(eiφA + 1)
i(eiφA + 1) eiφA − 1
)
ei(ω−ω0)tS (5.4)
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where ei(ω−ω0)tS represents the propagation of the pulse in the short path
within the time tS = S/c and
eiφA ≡ ei(ω−ω0)∆t+iα (5.5)
is the delay parameter [19] relative to the short arm that represents the delay ∆t
introduced by the long one and a possible supplementary phase α introduced
by the phase modulator.
Now, we take as input state of the interferometer a single photon pulse1
entering the first port a1 centered about t0 as shown in Figure 5.3:
|in〉 = aˆ†1,t0 |vac〉 . (5.6)
Setting
t1 = t0 + tS , (5.7)
t2 = t1 +∆t = t0 + tS +∆t , (5.8)
(5.9)
and using (3.126), we can get the output state of the unbalanced Mach-Zender
interferometer described by the scattering matrix SA in (5.4),
|out〉 = |in〉 = aˆ†1,t0 |vac〉
=
2∑
j=1
∫
dωξt0(ω)SAj1bˆ
†
j (ω)|vac〉
=
∫
dω ξt0(ω)SA11bˆ
†
1(ω)|vac〉+
∫
dωξt0(ω)SA21bˆ
†
2(ω)|vac〉
=
∫
dω ξt0(ω)
1
2
(1− eiφA)ei(ω−ω0)tSbˆ†1(ω)|vac〉
+
∫
dω ξt0(ω)
i
2
(eiφA + 1)ei(ω−ω0)tSbˆ†2(ω)|vac〉
=
∫
dω
2
[
ξt1(ω)bˆ†1(ω) − e
iαξt2(ω)bˆ†1(ω)
]
|vac〉
+
∫
dω
2
[
ieiαξt2(ω)bˆ†2(ω) + iξ
t1(ω)bˆ†2(ω)
]
|vac〉
=
1
2
(
bˆ
†
1,t1
− eiαbˆ†1,t2 + ie
iαbˆ
†
2,t2
+ ibˆ†2,t1
)
|vac〉 , (5.10)
where we have used
ξt0(ω)ei(ω−ω0)tS = ξt0+tS(ω) = ξt1(ω) , (5.11)
eiφAξt0(ω)ei(ω−ω0)tS = ei(ω−ω0)∆teiαξt0(ω)ei(ω−ω0)tS = eiαξt2(ω) (5.12)
and the definition (3.114) applied to the output operators.
1 We use the formalism of single photons even if practical implementations use attenuated
pulsed laser to mimic single photon states as described in section 1.2.3
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Figure 5.3: The time-bin qubit.
We can now explain the idea of time-bin qubit. We neglect the output port
b2 and consider only the output state |Ψ〉 at the port b1 (see Figure 5.3). This
state is a superposition of the states that give the two pulses well separated
emerging from port b1 and we can write it as
|Ψ〉 = 1
2
(
bˆ
†
1,t1
− eiαbˆ†1,t2
)
|vac〉 . (5.13)
We define
|S〉 ≡ bˆ†1,t1 |vac〉 (5.14)
and
|L〉 ≡ bˆ†1,t2 |vac〉 (5.15)
to indicate the pulses that have taken the short and the long path respectively
and so the state can be written as:
|Ψ〉 = 1
2
(
|S〉− eiα|L〉
)
. (5.16)
The idea of time-bin qubit is that each pulse is brought into a superposition
of two time-bins, an early one, |S〉, corresponding to time t1 and a delayed
one, |L〉, relative to time t2. The probability amplitude of each time-bin and
their relative phase allow one to prepare any possible qubit state. The relative
phase between the two pulses can be measured by using interferometry
technique, as we will do in our experiment (see section 5.4). This possibility
of qubit encoding was called time-bin for the first time in [35], but the idea
was presented in various works: in [36] where Franson used a similar setup
to test a Bell inequality for position and time, in [37] and in [38] where Rarity
and Bennet respectively applied the idea to quantum key distribution.
We now consider the output state at port b1 as a new input state of another
Mach-Zender interferometer (see Figure 5.4) with the same path lengths S
and L, but with scattering matrix SB that is in the form of (5.4) with delay
parameter
eiφB ≡ ei(ω−ω0)∆t+iβ , (5.17)
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Figure 5.4: Double Mach-Zender configuration for time bin encoding technique.
i.e., the two interferometers are characterized by two different phase modula-
tors.
The input state of the second interferometer is made up of the two pulses
emerging from port b1 of the first one and entering the second one centered
at time T1 and T2 determined by the distance d of the two interferometers
T1 = t1 + d/c , (5.18)
T2 = t2 + d/c , (5.19)
and so we can write it as
|in ′〉 = 1
2
(
bˆ
†
1,T1
− eiαbˆ†1,T2
)
|vac〉 . (5.20)
This state is a linear superposition of two pulse states that are well separated
in time if the time difference
T2 − T1 = t2 − t1 = ∆t (5.21)
is longer than the coherence time of the pulse, i.e., ∆t  τc as we have
assumed in (5.1).
We can get the output state after the second Mach-Zender interferometer
that has scattering matrix SB writing the input state in terms of the output
operators cˆi (i = 1, 2) using the result in (5.10). Now, we have two entry times
T1 and T2 and so we expect four exit times
τSS = T1 + tS , (5.22)
τSL = τSS +∆t , (5.23)
τLS = T2 + tS , (5.24)
τLL = τLS +∆t (5.25)
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to obtain:
|out ′〉 = 1
2
1
2
(
cˆ
†
1,τSS
− eiβcˆ†1,τSL + ie
iβcˆ
†
2,τSL
+ icˆ†2,τSS
)
|vac〉
−
1
2
eiα
1
2
(
cˆ
†
1,τLS
− eiβcˆ†1,τLL + ie
iβcˆ
†
2,τLL
+ icˆ†2,τLS
)
|vac〉
=
1
4
[
cˆ
†
1,τSS
− eiβcˆ†1,τSL − e
iαcˆ
†
1,τLS
+ ei(α+β)cˆ†1,τLL
]
|vac〉
+
i
4
[
cˆ
†
2,τSS
+ eiβcˆ†2,τSL − e
iαcˆ
†
2,τLS
− ei(α+β)cˆ†2,τLL
]
|vac〉 .
(5.26)
We can define, for each exit port ci, a state with a pulse centered at one of
the four final times:
|SS〉i ≡ cˆ†i,τSS |vac〉 (5.27)
|SL〉i ≡ cˆ†i,τSL |vac〉 (5.28)
|LS〉i ≡ cˆ†i,τLS |vac〉 (5.29)
|LL〉i ≡ cˆ†i,τLL |vac〉 (5.30)
and write the output state after the second interferometer as
|out ′〉 = 1
4
(
|SS〉1 − eiβ|SL〉1 − eiα|LS〉1 + ei(a+β)|LL〉1
)
+
i
4
(
|SS〉2 + eiβ|SL〉2 − eiα|LS〉2 − ei(a+β)|LL〉2
)
.
(5.31)
Figure 5.5: Representation of the pulse propagation in the double Mach-Zender configuration that leads to quantum
interference.
We can interpret this final state in a simple way, referring to Figure 5.5. The
input pulse |in〉 enters the interferometer at port a1. It can arrive at one of
the output ports of the second interferometer following one the four different
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paths described by the four finale state. By monitoring detector counts as a
function of the time since the emission of the photons, you obtain a three-peaks
histogram as shown in the figure. Indeed, each pulse can pass through the
short arm in both the interferometers (|SS〉i path), or through the long arm in
both the interferometers (|LL〉i path). But it also can pass the first time through
the short and the second one through the long (|SL〉i path) and vice versa
(|LS〉i path). These two last possibilities are characterized by close arriving
times if the interferometers are stable for the duration of the time of flight. So,
the superposition between |SL〉i and |LS〉i leads to quantum interference because
we can not distinguish between the two paths. A timing window can be used
to discriminate between interfering and non-interfering events as we explain
now.
Suppose we want to detect the pulse in the final state |out’〉 at a specified
time τ at the output port cj (j = 1, 2). Its probability can be calculated in the
same way we followed in section (3.7) generalizing formula (3.102) and the
number operator for discrete annihilation operators to pulse number operator
nˆcj,τ = cˆ
†
j,τcˆj,τ (5.32)
and write the detection probability at the port cj at time τ as:
Icj(τ) = 〈out’|cˆ†j,τcˆj,τ|out’〉 . (5.33)
If we want to detect the pulse in a temporal window ∆τ centered at time
τ = τSL ≈ τLS at exit port c2, its probability is given by
Ic2(∆τ) = 〈out’|cˆ†2,∆τcˆ2,∆τ|out’〉
= 〈out’|nˆc2,∆τ |out’〉
= 〈out’|
[
i
4
(
eiβ|SL〉2 − eiα|LS〉2
)]
=
(
−i
4
)(
i
4
)[
e−iβ|SL〉2 − e−iα|LS〉2
] [
eiβ|SL〉2 − eiα|LS〉2
]
=
1
16
(
1−VQe
−i(α−β) −VQe
i(α−β) + 1
)
=
1
8
[
1−VQ cos(α−β)
]
, (5.34)
where we have defined the quantum visibility that characterizes quantum
interference as
VQ = 〈SL|LS〉 , (5.35)
i.e., it is the overlap between the two pulses |SL〉i and |LS〉i and it is a real
number in [0, 1] by using (3.124). We introduce this definition of visibility to
emphasize the importance of the interferometer stability: the two arriving
times of the interfering pulses are close one to each other only if the temporal
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unbalance ∆t of the interferometers is stable for the duration of the pulse
propagation from the source to the detector. We will estimate the quantum
visibility obtained in our experiment in the last chapter.
In the following of this chapter we will suppose that interferometer stability
holds so that the visibility is unitary. In this case, the detection probability
(5.34) reduces to
1
4
sin2(
α−β
2
) . (5.36)
If the phase difference ∆ϕ ≡ α−β imposed by the two modulators is null we
get destructive interference at port c2 and constructive interference at port c1
(see Figure 5.5). We obtain this situation in the preliminary tests we realized at
Luxor Laboratory that we will describe in section 5.3. The interference effect
described in this double Mach-Zender configuration can be achieved also with
a simpler implementation that we will present in the next section.
5.2 “two ways” setup and bb84 protocol
As we have seen in section 1.2.3 practical implementations of QKD rely on
faint laser pulses that approximate single-photon Fock space. In the time-bin
encoding protocol information is encoded in the phase of the transmitted pulse
using an interferometry setup like that we have described in the last section,
hence the name phase encoding.
We can think that the first interferometer of Figure 5.5 belongs to Alice and
the second one to Bob and that they want to share a secret key. However, to
prevent the practical and difficult necessity to align two interferometers the
double-interferometer configuration can be changed into a simpler one, called
“Two-ways” (or “Plug&Play”) [39], where it is used one interferometer, as in
Figure 5.6.
Figure 5.6: “Two-Ways” interferometry setup for QKD.
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Alice’s setup consists of a sending-back mirror and a phase modulator,
while Bob’s setup is composed by a pulsed laser source, the interferometer
with a phase modulator and two single-photon detector connected to the
output ports even if for practical purpose only one detector is sufficient as
shown in the figure.
Bob can send pulses to Alice: due to the unbalance l = L− S between the
two arms of the interferometer (greater then the coherence length lc of the
laser source), after the Bob’s interferometer the state of the pulse is a linear
superposition of two different states characterized by the followed path, as
described above. In the first passage through the interferometer Bob does
not impose an additional phase β with its modulator. The pulse propagates
to Alice and the losses along the channel can be controlled to reach a mean
number of one photon per pulse when the pulse bounces back at Alice’s mirror.
Alice can add with her modulator the relative phase α between the two
quantum states and the pulse propagates to Bob’s side after the reflection. So,
the pulse enters in the Bob’s interferometer for the second time and it is finally
detected at the exit port. In the second passage through the interferometer
Bob can add the phase β with his modulator.
With this configuration we have simplified the situation of Figure 5.5 but
the results for the detection probabilities are the same. The photon in its
travel from the laser source to the detector can follow four different paths:
short-short (SS), long-long (LL), short-long (SL) or long-short (LS). This last
two paths are quantum mechanically indistinguishable and so we find the
same quantum interference phenomenon of the last section.
The detection probability at central time τLSSL at the exit port with the detector
depends on the phase difference α−β and it is proportional to
sin2
α−β
2
, (5.37)
because it corresponds to the c2 output port of Figure 5.5.
This setup can be used to implement BB84 QKD protocol ([3, 8] and section
1.2.2) based on single photon interference as we explain now. Alice chooses
to apply one of four phase shifts α = 0,pi/2,pi, 3pi/2. She associates 0 and
pi/2 with bit 0, and pi/2 and 3pi/2 with bit 1. On the contrary, Bob randomly
applies a phase shift of either 0 or pi/2. He associates to a detected pulse the
bit 1 and to a transmitted but not detected pulse the bit 0.
After they have exchanged a big number of pulses, the two parties can
determine a shared key. For each transmitted pulse, Bob tells his phase shift
to Alice which calculates the phase difference α−β (modulo 2pi) and tells to
Bob to keep only the pulses with phase difference equal to 0 or pi. In this way,
she can predict the result of the detection on Bob’ side and the bit encoding
procedure ensure the same results, as shown in Table 5.1.
This QKD configuration is advantageous because the pulse passes through
the same interferometer twice, simplifying the problems connected to align-
ment and stability. The latter must kept only for the flying time of the pulse
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Alice’s Bit α β α−β Detection’s probability Bob’s bit To keep?
0 0 0 0 0 0 Yes
0 0 pi/2 3pi/2 1/2 ? No
1 pi 0 pi 1 1 Yes
1 pi pi/2 pi/2 1/2 ? No
0 pi/2 0 pi/2 1/2 ? No
0 pi/2 pi/2 0 0 0 Yes
1 3pi/2 0 3pi/2 1/2 ? No
1 3pi/2 pi/2 pi 1 1 Yes
Table 5.1: Implementation of the BB84 protocol with phase encoding.
and this brings to the idea of a a satellite implementation of Two-Ways system,
as we will describe in the following.
The Two-Ways configuration is an important milestone in fiber-based practi-
cal QKD. Most real systems for long-distance QKD uses the Plug&Play setup
(or similar) [40, 23]. In particular, the first commercial QKD systems are based
on it [41].
We will test the feasibility of the phase encoding technique with a opti-
cal setup similar to the Two-Ways one along a free-space quantum channel
between a Low Earth Orbit satellite and a ground station in the last chapter.
5.3 preliminary tests at luxor laboratory
We tested the Two-Ways setup at LUXOR Laboratory (CNR - IFN Padua)
in the preliminary studies for the experimental satellite realization at Matera
Laser Ranging Observatory (MLRO) of the Italian Space Agency (ASI) in
Matera.
Due to the repetition rate of the laser beam used at MLRO (νF = 100
MHz, corresponding to TF = 10 ns) and to the single photon detector timing
resolution (∼ 1 ns), the temporal separation between the two pulses long |L〉
and short |S〉 must be approximately of 3 ns to distinguish the three-peaks
in the counts histogram. So, the unbalance between the two arms of the
interferometer must be of the order of one meter.
This strong unbalance implies that the beam propagating in the long arm
must be reshaped for being well superimpose to the beam propagating in
the short arm. To obtain such a good condition we have implemented in the
long arm a double 4f-system, like that described in section 2.2 and shown in in
Figure 5.7.
In this way, the propagation in both the arms of the interferometer is the
same. Indeed, the first 4f-system reverses the image at the first beam splitter
BS1 on the first mirror M1, then there is a propagation for a distance equal to
the short arm and finally the image at the second mirror M2 is reverted at the
second beam splitter BS2.
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Figure 5.7: The implementation of the double 4f-system in the unbalanced Mach-Zender interferometer.
Experimentally, the interferometer is realized using two-inches Thorlabs R©
optical elements. The two beam splitters are 50 : 50 plate beam splitter model
BSW16 and the model of the two mirrors is BB2-E02.
Regarding the four lenses, due to the unbalance of the order of one meter,
their focal length must be about 125mm. More precisely, each lens is a doublet
(250 mm meniscus plus 250 mm plano-convex lens) of equivalent focal length
125 mm. We chose to use the doublet to correct the spherical aberration.
To avoid problems related to defocus aberration the two mirrors of the interfer-
ometer were mounted on a micrometer sled to adjust the nominal unbalance
to the practical one. To guarantee the stability and the alignment of the
interferometer the two beam splitters and the four lenses were mounted
rigidly.
The laser source used at LUXOR Laboratory was a pulsed laser (λ = 532
nm, νF = 17 kHz) with a coherence length less than one meter to avoid single
pass interference.
Figure 5.8: Interference fringes obtained in the preliminary test at Luxor Laboratory.
At one port of the interferometer we placed a sending back mirror to realize
the Two-Ways configuration shown in Figure 5.6. In this way, at the exit
port corresponding to the first beam splitter BS1 we obtained the interference
fringes shown in Figure 5.8 on the right. More precisely, on the left we can see
the two beam spots corresponding to the unused port of the interferometer in
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the single pass: they are deliberately not well superimposed. However, on the
right the interference fringes due to the interfering path are self-evident. The
fringes are very narrow and circular and this fact indicates that the optical
system is not well aligned, as it is clear by looking at the two spots on the
left. The spots at the center of the image are due to the retro-reflections of the
lenses and they do not matter.
Once optimized the interferometer, we collected the intensity of the in-
terfering spot with a fast photo-diode. This let us to visualize, using an
oscilloscope, the expected image of the three-peaks. If the phase introduced
in the interferometer is null, we will expect destructive interference. Indeed,
in Figure 5.9 on the left you can see only two peaks, corresponding to the
non-interfering paths SS and LL, while the interfering peak is well extinct.
Then, we introduced a phase shift in the interferometer and we collected an
image for the constructive interference, as you can see in Figure 5.9 on the
right.
Figure 5.9: Image of destructive (on the left) and constructive (on the right) interference obtained with a fast photo-
diode at Luxor Laboratory.
5.4 time-bin experiment in space: the idea
As we have shown in chapter 4, experimental feasibility tests for Space Quan-
tum Communication have been realized by exploiting corner cube retrore-
flectors of satellites used for geodynamical studies. The idea of a time-bin
feasibility test in Space is very simple: corner cube retroreflectors can play
the role of the sending-back mirror of the Two-Ways setup of Figure 5.6. As
shown in Figure 5.10, the satellite plays the role of Alice and the ground
station where there is the interferometer is Bob.
A great difference compared to the standard Two-Ways setup, as well the
use of a satellite at thousands of kilometers from the interferometer, is given
by the fact that the satellite moves. Thus, the sending-back mirror it is not
fixed, but it moves and its motion implies that the satellite introduces a phase
shift ϕ between the two quantum states |S〉 and |L〉. As we have shown above,
the losses in the quantum channel guarantee that the mean photon number
96
5.4 time-bin experiment in space: the idea
Figure 5.10: The idea of time-bin experiment using moving satellites.
per retroreflected pulse is close to one. So, the phase shift ϕ rules the detection
probability that, at the exit port represented in the figure, is proportional to
sin2
ϕ
2
(5.38)
according to what we described in section 5.2.
Figure 5.1 at the beginning of this chapter shows this variable interference
effect due to the satellite motion. This quantum interference modulation is
what we have measured in the experimental realization that we will describe
in the following chapter. We have to note that with such implementation
we have performed an interferometry experiment with orbiting terminals
at satellite distances at single photon level. By modulating and controlling
the phase shift introduced by the satellite one can obtain a specified level of
interference and thus realize a complete quantum communication.
One of the main advantages of this architecture is the fact that the pulse
passes twice in the same interferometer simplifying the problems connected
to its stability which must be preserved only for a round trip time, i.e.,
few tens of milliseconds for Low Earth Orbit satellite or at most for 200
milliseconds for Medium Earth Orbit. This fact simplifies the implementation
and makes this satellite quantum communication setup competitive respect to
the others (for example, it is not necessary that Alice and Bob share the choice
of the horizontal-vertical axes as in polarization encoding). Furthermore,
it is not necessary to use satellite with polarization preserving corner cube
retroreflectors and so the number of usable orbiting terminals is bigger.
The phase shift introduced by the satellite motion is due to the optical path
difference d existing between the propagation of the short |S〉 and the long |L〉
pulse, according to
ϕ = kd =
2pi
λ
d , (5.39)
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where k is the wavenumber of the pulse, related to its wavelength λ.
The two pulses emerging from the interferometer have a temporal separation
∆t determined by the unbalance l between the two arms
∆t =
l
c
, (5.40)
where c is the speed of light. As it is shown in Figure 5.11, between the instant
t = 0 at which the short pulse S is reflected by the satellite and the instant
t = τ at which the long one L is reflected, the satellite has moved at radial
velocity vs that can be assumed constant for a distance
∆r = vsτ . (5.41)
The optical path difference d is so twice the distance ∆r
d = 2∆r . (5.42)
Figure 5.11: The phase shift introduced by the satellite motion.
We have to estimate ∆r. From the figure, it is clear that
cτ = c∆t+ vsτ (5.43)
and so
τ =
c∆t
c− vs
=
∆t
1− vsc
≈ ∆t
(
1+
vs
c
)
≈ ∆t . (5.44)
Due to the fact that the two pulse propagate at the speed of light, it results
that the instant τ can be approximated with the temporal unbalance ∆t
between the two arms of the interferometer.
Finally, we have
∆r = vs∆t (5.45)
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and so the phase shift introduced by the intrinsic motion of the satellite is
given by
ϕ =
2pi
λ
d =
2pi
λ
(2∆r) =
4pi
λ
vs∆t . (5.46)
We will use the last equation in the following chapter to analyze the data
collected in the experimental realization at MLRO and to test the feasibility of
the time-bin encoding technique along a space quantum channel.
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S PA C E T I M E - B I N F E A S I B I L I T Y T E S T AT M L R O
In this chapter we describe the realization of the space time-bin experiment
presented in the last section. As in the case of the experimental quantum
communication with polarization encoding, it has been performed at MLRO
Observatory in Matera and the quantum channel is a link between a LEO
satellite and the optical ground station.
Firstly, we will describe in details the optical and the electronic setup. Then
we will measure the coherence time of the laser used and the synchroniza-
tion between the MLRO system and the setup for Quantum Communication.
Finally, we will present the data analysis and the results which have demon-
strated the feasibility of the phase encoding along a space quantum channel.
Figure 6.1: The Matera Laser Ranging Observatory (MLRO).
101
space time-bin feasibility test at mlro
6.1 generation of the laser beams
The experiments involving Quantum Communication realized at MLRO are
based on the setup used for Laser Ranging activities. The weak pulse train
used for quantum experiments (qubit pulses) is obtained from the same master
oscillator that produces the Satellite Laser Ranging pulses (SLR pulses). In this
way the two photon streams are locked together and well synchronized with
the atomic clock of MLRO. The setup used for the beams production realized
in the optical transmission table (TX Table) is represented in Figure 6.2.
Figure 6.2: The transmission optical table (TX Table) for the production of SLR and qubit laser pulses.
A mode-locking master oscillator like that described in section 2.4.2 (in blue
in the figure) generates a pulse train characterized by λ = 1064 nm, repetition
rate νF = 100 MHz (TF = 10 ns). This beam enters in a Faraday isolator, a
device that allows the transmission of light in only one direction, used to
avoid unwanted retroreflections. Then, it passes through a Brewster plate and
a half-wave plate. Brewster plates are often inserted into laser setup with
the purpose of introducing polarization-dependent losses. This can force the
laser to emit light with a stable linear polarization, the direction of which
corresponds to p polarization at the Brewster plate. Furthermore, the half-
wave plate can rotate the polarization direction of a linearly polarized wave.
The combination of these two devices aims to control the polarization of the
beam and ultimately the optical power of the two beams generated in this
optical table.
After the half-wave plate the beam passes through another Brewster plate.
The transmitted beam impinges on some mirrors and it is focused by a lens in
a SHG crystal (see section 2.5) to produce the qubit pulses (λ = 532 nm, mean
optical power ≈ 120 mW) that have the same repetition rate of the master
pulses.
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On the contrary, the beam reflected by the Brewster plate enters a pulse-
picker made up of two Pockels cells and a regenerative amplifier. A Pockels
cell is an electro-optical device based on the Pockels’ effect, i.e., the capacity of
some crystals under voltage to transform linearly polarized light in circularly
polarized. Regenerative amplification is a process used to generate short
but strong pulses of laser light. It is based on a pulse trapped in a laser
resonator, which stays in there until it extracts all of the energy stored in the
amplification medium. The regenerative amplifier selects as seed one pulse
of the master oscillator every 107 and it is trapped and amplified. In this
way, the pulse-picker produces a train of pulses amplified and with repetition
rate equal to 10 Hz (and time separation equal to 100 ms). Each pulse is
synchronized with the atomic clock, is amplified by two single-pass amplifiers
followed by a SHG crystal that produces the SLR pulses (λ = 532 nm, mean
optical power ≈ 1 W) at the repetition rate of 10 Hz.
Figure 6.3: The synchronization between the SLR pulses and the qubit pulses.
Summarizing, the TX Table produces the qubit and the SLR pulse train
that are well synchronized as shown in Figure 6.3. Between two SLR pulses
separated by 100 ms there are 107 qubit pulses separated by 10 ns. The instant
at which each SLR pulse is generated is known with picoseconds accuracy
and controlled by the MLRO system.
The use of the FPGA and of the shutter shown in the figure will be described
in the following.
6.2 measurement of the coherence time of the qubit pulses
The coherence time of the light source plays a fundamental role in our
experiment. For this reason we have experimentally measured the coherence
time of the qubit pulses. We realized a Michelson interferometer like that
described in section 3.3 and collected the intensity of the light with a power-
meter for many values of the path difference to obtain the interferogram shown
in Figure 6.4.
The fitting of the interferogram envelope gives a temporal coherence func-
tion that is Gaussian, with a FWHM equal to 54.9± 0.7 ps. From the FWHM
we can estimate the coherence time that depends on the pulse lineshape
function [42]. The qubit pulses have Gaussian lineashape function and so the
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Figure 6.4: Interferogram for measurement of the coherence time of the qubit pulses.
coherence time results τc =
√
2FWHM = 78± 1 ps, and the coherence length
is about 3 cm.
The unbalance used in the Mach-Zender interferometer in our experiment
is about one meter and so it is well enough to avoid single pass interference.
It is clear that a smaller unbalance would be sufficient, but, as we pointed out
in section 5.3, the unbalance is fixed by the timing resolution of the single
photon detectors and by the timing window (10 ns) imposed by the repetition
rate of the qubit laser.
6.3 the experimental setup
In this section we will describe both the optical and electronic setup, as well
as the data acquisition system and the synchronization between MLRO and
the “quantum” system.
The unbalanced Mach-Zender interferometer is the fundamental part of the
optical receiving table (RX Table) that is represented in Figure 6.5.
The two beams emerging from the TX Table of Figure 6.2 enter the RX Table.
The SLR beam passes through a collimation system that controls its divergence,
two beam splitters and then it is directed to the telescope through the Coudè
path (see Figure 6.6). The MLRO telescope is a 1.5 m Nasmyth-Cassegrain
telescope (mirrors M1 to M3) and it is connected to the RX Table by the Coudè
path (mirrors M4 to M7). The qubit stream is focused by a 500 mm lens, than
it passes through the interferometer, another 500 mm lens an a divergence
control module consisting of other two lenses.
The two beams are superimposed at the coupling beam splitter: in this way
they propagate together in the Coudè path and are directed to the satellite in
the same way. The returning two beams are collected by the telescope, then
they arrive at the coupling beam splitter through the Coudè path and they are
finally detected by the photomultipliers (PMT) of the two different detection
systems.
The MLRO detection system consists of a photomultiplier ad a signal
controller. The detection system for qubit laser consist of a focusing lens,
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Figure 6.5: The receiving optical table (RX Table) with the optical setup and the detection system.
a mechanical shutter that we will describe in the following and a single
photon photomultiplier Hamamatsu H7360-02 (dark counts< 50 cps, detection
efficiency ηdet ∼ 10%, 22 mm diameter, detection accuracy equal to the timing
jitter σ = 0.5 ns).
Figure 6.6: The Coudè path and the MLRO telescope.
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So far we have described the optical setup and we can now move to the
electronic one. Four of the electronic signals controlled by MLRO are important
for our purposes. The clock signal (Clock) is given by the atomic clock and it
is necessary to synchronize and correlate temporally all the other signals. The
signal of the trajectory previsions (Prev) it is necessary to let the telescope to
track the satellites during their passages. The Start and Stop signals represent
the starting time and the arriving time of a SLR pulse respectively and they
are characterized by a temporal resolution of few picoseconds. The Start
signal is generated by the pulse picker of Figure 6.2 at the moment in which
the SLR pulse is extracted, while the Stop signal is produced by a detection
event in the MLRO photomultiplier. The time difference between a Start signal
and the following Stop signal gives the satellite round trip time, from which
we can reconstruct the distance and definitely the satellite trajectory with a
sub-centimeter resolution.
The synchronization between the SLR and the qubit pulses is achieved as
described above: between two SLR pulses there are 107 qubit pulses. In this
way, by dividing the interval between two consecutive SLR detections in 107
equidistant subintervals, we determine the arriving time of the qubits tref and
we can compare it with the measured one tmeas. This technique automatically
compensates for the variation of the round trip time duration due to the
satellite motion and air refraction.
In both the TX Table and in the RX Table there is a mechanical shutter that
we will call TX Shutter and RX Shutter respectively. Their use is fundamental
to curb the problem of fluorescence: it is emitted by the beam splitter BS1
irradiated by the outgoing beam. The two shutters implement a separation
between the transmission phase and the receiving one as shown in Figure 6.7.
In the first half of the 100 ms slot between two SLR pulses, the transmitter
Figure 6.7: Shutter transition.
shutter is opened while the receiver one is closed, to protect the receiver PMT.
In the second half of the slot, the shutter controls are reversed and the detector
receives the qubits from the satellites. In this way, the effective transmission
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time during a slot cannot be larger than the round trip time. The shutter
transition must be controlled real time during the satellite passage. To perform
this operation a Field Programmable Gate Array device (FPGA) is used. A
FPGA is a integrated circuit which functionalities can be programmed via
software. The FPGA has as input signals Start and Prev and it use them to
control the TX Shutter and the RX Shutter respectively.
The electronic setup is completed by a Time Tagger (quTAU: Time-to-Digital
Converter for Time-correlated Photon Counting) with 81 ps resolution. It
records the four signals of the MLRO system (Start, Stop, Clock and Prev) and
the temporal signals due to the single photon detections.
In Figure 6.8 it is shown a typical acquisition screen: the time taggers for
each channel are saved by the acquisition system controlled by a PC. The
time tagger data are files with two columns: the first one represents the
channel recorded and the second the time-tag in a numerical format that can
be converted in time by using the Clock signal.
Figure 6.8: A typical screen of the Time-Tagger acquisition system.
6.4 preliminary operations and data acquisition
Due to the insufficient background rejection in the daylight, the data ac-
quisition is realized only during the nigh. Before each acquisition session it
is necessary to perform some preliminary operations to control the correct
alignment of the system.
We will describe here only the two main operations. The first is the control
of the fringe interference pattern obtained at the optical table using a sending-
back mirror as in the preliminary test performed at LUXOR Laboratory (see
section 5.3). The expected interference effect depends on the exit port of the
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beam splitter BS1. The setting up of the interferometer is achieved looking
at the spot with the interference fringes, called interferogram (but it is not the
interferogram used to measure the coherence time of a light source).
Typically, one obtains spot figures like that represented in Figure 6.9.
Without explaining the details of interferometry techniques, typically a spot
Figure 6.9: Typical fringe patterns obtained in an interferometry experiment.
with parallel fringes indicates that the wave vectors of the two interfering
beam are not parallel (Figure 6.9 a), while a spot with concentric fringes arises
when the two beams have a different curvature (Figure 6.9 b). There are
many other cases and possible interferograms related to the different optical
aberrations that can exist in the optical system (for example, astigmatism,
spherical aberration, defocus, coma . . . ).
The alignment procedure consist in the optimization of the interferogram:
it must show a only wide fringe that fills all the spot as you can see in Figure
6.10. Furthermore, this control is performed with the sending-back mirror at
two different positions in the optical table to verify that the interference effect
holds independently of the distance between the mirror and the interferometer
and of the focusing conditions.
Figure 6.10: Control of aberrations of the interference pattern at MLRO.
The second operation is the control of the double 4f-system observing the
light coming from a star. It that can be considered as a plane wave: if the
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optical system is correct, the images of the telescope pupil lighted by the star
obtained with only one of the two arms of the interferometer open would be
equal. Indeed, the light propagation in the two arms would be equivalent for
what we have described in 5.3. The two images collected with the star Vega
are shown in Figure 6.11: the pupil image on the left refers to the short arm,
while the pupil image on the right refers to the long one. As you can see, the
two images are well-defined and of the same size and so the double 4f-system
is well realized.
Figure 6.11: Images of the telescope pupil collected pointing to Vega: on the left there is the image of the short arm
of the interferometer, on the right the image of the long one.
After the alignment of the system, the data acquisition starts in the following
way. After the choice of the interesting satellite (a LEO satellite for this
experiment) MLRO technical operators track it and collect their data. At the
same time, the qubit laser is sent to the satellite and the single photon returns
are recorded. Each satellite passage goes on for ten minutes on average and
the quality of the passage depends on the climate conditions and on the
overlap between the two beams. For these reasons there can be good and bad
acquisition intervals also in the same passage.
Data acquisition is performed during all night and typically ten passages
are collected. Each passage is then analyzed off-line as we will describe in the
following section.
6.5 data analysis
We will describe in this section the analysis of the data collected in July 2015
at MLRO Observatory in Matera. We will show the analysis steps to perform
for pointing out the expected interference effect described in section 5.4. The
data analysis, splitted in three parts, is realized with the software MATLAB R©.
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6.5.1 Satellite trajectory and qubits return frequencies
The first three graphs that are realized are presented Figure 6.12. In parti-
cular, it is shown the passage of Beacon-C satellite at 23.38 CEST on 10th July
2015.
Figure 6.12: A typical screen of the data acquired for a LEO satellite (Beacon-C, 10.07.2015, h. 23.38 CEST). Image a)
represents the satellite round trip time as a function of the acquisition time; image b) gives the return
frequencies of the single photon detector; image c) shows the experimental shutter transition.
In the a) graph it is represented the satellite round trip time (rtt) as a function
of the acquisition time (from the switching on of the time tagger). Each red
point is a measured rtt given by the time difference between a MLRO Start
signal and the consecutive Stop (MLRO data). By fitting the rtt points with a
polynomial function we get the satellite trajectory as a function of the time,
because its radial distance R is proportional to the rtt according to
R = c
rtt
2
, (6.1)
where c is the speed of light. Trajectory reconstruction is the preliminary step
we must perform to continue the analysis with the following step.
In the b) image it is represented the single photon detection frequency as a
function of the time. There are two lines: the green one are the good single
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photon detections and the blue one represents the background. Indeed, the
goodness of a single photon return is determined by the shutter transition: as
we have already said in section 6.3 and shown in Figure 6.7, there is only a
narrow temporal window in which the detection signals are good due to the
mechanical transition of the shutter which experimental behavior is shown
in image c). As you can see, in the 100 ms between two Start signals there is
a first zone (in red) in which the detector collects only fluorescence photons,
then there is the good zone (in green) and then there is a background zone
(in blue) in which the detector collects photons that we have not sent. This
frequency histogram is realized by averaging all the good Start-Stop data
recorded in the temporal window selected by the two vertical brown lines
shown in the a) graph.
6.5.2 Experimental phase shift and unbalance estimation
As we have explained in section 5.4, the satellite introduces a phase shift ϕ
in the interferometer given by (5.46):
ϕ =
4pi
λ
vs∆t . (6.2)
It depends on the wavelength of the pulse λ, on the satellite radial velocity vs
and on the temporal unbalance ∆t of the interferometer.
We have to estimate experimentally this phase shift for analyzing the qubits
returns by selecting which satisfy strictly conditions on their phase shift to
point out the interference effect.
To achieve this goal, it is useful to describe the interference between the two
quantum indistinguishable paths LS and SL of the Two-Ways configuration in
the following way. We consider the two paths as two waves of same intensity
I0 that interfere according to the interference equation (3.15):
I = ILS + ISL + 2
√
ILSISLV cos(pi+φ)
= 2I0 (1−V cosϕ) (6.3)
where we use the fact that the two beam splitters introduce for each reflection
a pi/2 phase shift as described in section 3.7 and the definition of visibility V
given in (3.18). If the visibility would be unitary, the intensity of the interfering
peak (the central in the expected three peaks figure) should be modulated by
the term
1− cosϕ = 2 sin2
ϕ
2
∝ sin2 ϕ
2
(6.4)
as we have said in (5.38). Equation (6.3) is analogue to equation (5.34) that
rules the detection probability for this quantum interference effect.
In Figure 6.13 it is shown another passage of Beacon-C satellite (12.07.2015,
h. 00.56 CEST). The two graphs on the upper left and the one in the upper
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Figure 6.13: A screen of the data analysis used to estimate the correct value for the unbalance∆t (Beacon-C satellite,
12.07.2015, h 00.56 CEST).
right are the images constructed in the first step of the analysis as described
above and shown in Figure 6.12.
Due to channel losses the qubit beam is attenuated at single photon level and
so for each sent pulse we expect one detection event at most. For each detected
photon we can estimate the time difference between the arriving measured
time tmeas and the expected one tref as described in 6.3. By representing the
histogram of the qubits returns as a function of the time difference tmeas− tref
(modulo 10 ns due to the repetition rate) we expect that the distribution
presents the three peaks figure. Each peak is centered at one of the three
expected time of arrival, corresponding to the short-short path (SS), the
interfering short-long (SL) plus long-short (LS) one and the long-long one
(LL).
Indeed, taking all the good data of the passage we obtain a histogram like
that shown in Figure 6.14. As you can see, the three peaks figure is clear: the
histogram has three well defined Gaussian peaks. Their standard deviation is
determined by the detector jitter (σ = 0.5 ns). The two lateral peaks have the
same height while the central one is higher. Indeed, the two peaks of the same
size represent the photons that take the SS or the LL path and have the same
intensity I0. With the word intensity, we will indicate the counts below the
Gaussian and we assign to its value a Poisson error. The central peak, on the
contrary, gives the number of photons that take the interfering path. The two
interfering paths would have the same intensity I0, but, due to their quantum
indistinguishability, they should interfere according to (6.3). However, as you
can see, the central peak is equal to the sum of the two lateral peaks (within
few percent).
This fact indicates that, taking all the data, we are averaging the interference
effect canceling it. Indeed, we have represented in this histogram all the
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Figure 6.14: Histogram of the qubits return without any data selection.
returns taken along the trajectory, but the phase shift (and so the expected
interference) introduced by the satellite varies many times along a single
passage and we need to select the qubits depending on their phase to point
out the expected effect.
Now, we will see how to estimate experimentally the phase shift introduced
by the satellite (6.2). The satellite radial velocity is assumed to be constant
for time of the order of 100 ms. We estimate the satellite velocity using the
fit of the round trip time rtt (dashed blue line in the first graph of Figure
6.13) that gives the satellite distance R according to (6.1). The ratio of the
difference between two consecutive distances R± and the difference between
two consecutive Start signal T± gives the experimental velocity of the satellite
along the trajectory
vs =
R+ − R−
T+ − T−
=
c
2
rtt+ − rtt−
T+ − T−
=
c
2
∆rtt
∆T
. (6.5)
In our analysis, we fix the wavelength of the pulse to λ = 532 nm, while
the unbalance ∆t of the interferometer is used as a free parameter and it is
determined by maximizing the expected interference effect.
The second step of the data analysis starts with the construction of the
curve that described the interference term expected. We choose a value for the
unbalance ∆t, for example ∆t = 3.455 ns as shown in the red box in Figure 6.13.
Given a value for ∆t, we calculate the phase shift ϕ along the all trajectory
and the expected interference term is given by sin2(ϕ/2), as you can see in
the lower left graph in Figure 6.13. The expected interference term is given
by the red line, while the green point correspond to the MLRO data points.
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Given this curve as a function of the time we can assign to each qubit return
its phase shift. Depending on this, we select only the returns characterized
by a phase shift that leads to constructive or destructive interference. More
precisely, we select the qubits for which the phase ϕ is in the two bands:
0 6 sin2 ϕ
2
6 0.4 ⇒ destructive interference , (6.6)
or
0.6 6 sin2 ϕ
2
6 1 ⇒ constructive interference , (6.7)
as set in the blue box in Figure 6.13.
Figure 6.15: The histogram of the constructive and destructive interference used to calculate the visibility for a given
value of the unbalance ∆t.
After the qubits selection, we realize the two histograms of Figure 6.15:
the upper one represents the qubits that should give constructive interfer-
ence, while the lower one the qubits that should give destructive interference
according to the expected interference term.
Now, differently from the histogram of Figure 6.14, the central peak is not
the sum of the two lateral peaks. When we expect constructive interference
it is more than 20% bigger than the sum, while in the case of destructive
interference is more then 20% smaller than the sum
With these two histograms, we can estimate the visibility obtained. Indeed,
the intensity of the central peak can be rewritten as a function of the percentage
p by which it is different from the sum (2I0) of the two other peaks (that is
also the sum of the intensities of two interfering peaks) according to
I = 2I0
(
1+
p
100
)
. (6.8)
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From the two histograms we obtain the maximum and the minimum intensity
and by using (3.17)
V =
Imax − Imin
Imax + Imin
(6.9)
we calculate the visibility V in terms of the the constructive interference
percentage pc and of the destructive interference percentage pd:
Vexp =
pc − pd
200+ pc + pd
. (6.10)
In this way we obtain the value Vexp = 25.8± 2.4 represented as Vis in Figure
6.15.
So far, we have described the estimation of the visibility for a single value
of the unbalance ∆t. In fact, we use ∆t as a free parameter because its value
depends on the alignment conditions determined by the entry direction of the
returning beam. We repeat all the procedure to construct the two histograms
for many values of ∆t separated by 5 ps (around the expected value about
3.40 ns due to the one meter unbalance).
The result of this analysis is the last graph of Figure 6.13. Red points are
the experimental values of the visibility given as a function of the parameter
∆t used for the data analysis. As you can see, the trend is similar to that of a
beat: the visibility oscillates and has a maximum value. We take the ∆t value
corresponding to this maximum value for the visibility as the correct value
(within few picoseconds) of the unbalance ∆t. For the passage presented
above, the maximum of the visibility is achieved with the value for ∆t used
above to present the different graphs (∆testimated = 3.455 ns).
Superimposed to the experimental red points, you can see the theoretical
curve obtained by calculating the expected interference according to the phase
shift of the detected qubits. The experimental visibility is clearly smaller than
the theoretical one, but the oscillating trend is good.
All this analysis is performed for different passages and, for each passage,
on narrower temporal intervals to check the consistency of the estimated
∆t value. For example, in Figure 6.16 you can see four different temporal
windows for the passage used above. The unbalance value estimated in all
the four intervals is the same and we will use this value in the next step of the
analysis.
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Figure 6.16: Consistency check for the estimated value of the unbalance ∆t.
6.5.3 Experimental verification of the interference effect
We will show now how the value for the unbalance estimated in the second
step of the analysis allows to point out the interference effect expected.
As we showed above, the intensity of the central peak I of the return qubits
histogram is a function of the phase shift ϕ introduced by the satellite. It is
given by (6.3) and can be rewritten as a 2pi periodic function:
I
2I0
(ϕ) = 1−V cosϕ , (6.11)
where I0 are the counts in a lateral peak.
Figure 6.17: The ten histograms of the return qubits selected on the basis of their phase shift ϕ (modulo 2pi).
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Now, to point out the expected interference effect we separate the oscillation
period in ten intervals with equal width 2pi/10. For each interval we realized
the return histogram by selecting only the qubits that are characterized by a
phase shift (modulo 2pi) that falls in the selected range. The ten histograms
obtained in this way for the passage of Beacon-C satellite used above are
represented in Figure 6.17.
All the ten histograms are characterized by the three peaks figure. From the
counts in the central Gaussian peak we can estimate the intensity I, while the
other two peaks give the intensity I0. In this way we can calculate the ratio
I/2I0 for each phase interval as shown in the figure.
To verify the expected interference effect we represent the trend of the ratio
I/2I0 as a function of the phase shift ϕ (modulo 2pi), as shown on upper right
in Figure 6.18. In this graph, the experimental trend in red is fitted by the
dashed blue line given by (6.11) to extrapolate the value for the visibility V
(for this passage it is about 34%). The yellow curve represents the theoretical
trend obtained with unitary visibility.
Figure 6.18: Passage of Beacon-C satellite, 12.07.2015 h. 00.56 CEST. It shows the experimental intensity trend as a
function of the phase shift introduced by the satellite motion.
To check the goodness of the visibility extrapolated by fitting the curve,
the last graph in Figure 6.18 shows the histograms obtained by selecting
only the two phase shift intervals that give constructive (around ϕ = pi) and
destructive (around ϕ = 0 and ϕ = 2pi) interference. From the two histograms
we calculate the visibility as described above using the percentage by which
the central peak is different from a lateral one according to (6.10).
We have described the data analysis in details for a single passage of Beacon-
C satellite. In the following section we will present the results also for other
passages by showing only figures like 6.18 and we will discuss the obtained
results.
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6.6 results and conclusions
In this section we present the results obtained by performing the analysis
described above. We will show that the expected interference effect due to
phase encoding is clear and so the feasibility of time-bin encoding technique
along a space quantum channel is demonstrated. The phase shift between the
two time-bin states holds in the propagation and it would be controlled and
used to implement a quantum communication.
We present the following five passages, relative to three different satellites:
• Beacon-C, 10.07.2015, h 23.38 CEST - Figure 6.19;
• Beacon-C, 11.07.2015, h 1.33 CEST - Figure 6.20;
• Beacon-C, 12.07.2015, h 00.56 CEST - Figure 6.18;
• Stella, 12.07.2015, h 3.08 CEST - Figure 6.21;
• Ajisai, 12.07.2015, h.3.42 CEST - Figure 6.22.
Figure 6.19: Passage of Beacon-C satellite, 10.07.2015, h. 23.28 CEST.
In all the five figures (one is in the previous section), the fundamental result
is the trend of the ratio I/2I0 as a function of the phase shift introduced by the
satellite. Each graph of such type is realized by using a value for ∆t estimated
according to the analysis described above and by selecting a wide temporal
window for the passage characterized by a good signal-to-noise ratio for the
qubits return frequencies.
As you can see, all the five images show a good oscillation of the intensity:
the experimental points are well fitted by the blue curve and they provide
values for the visibility V always greater than 30%. This estimation is then
checked by the two final histograms.
In particular, the passage of Beacon-C shown in Figure 6.20, provided
a visibility greater then 50%. It is the most interesting passage because
the intensity curve and the histograms are very statistically significant: the
temporal window takes almost the passage and it is characterized by a good
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Figure 6.20: Passage of Beacon-C satellite, 12.07.2015, h. 1.33 CEST.
Figure 6.21: Passage of Stella satellite, 12.07.2015, h. 3.08 CEST.
qubits return frequency. It is to note that in the histogram for the destructive
interference the central peak is lower than the two lateral peaks. This is a clear
and irrefutable result that the interference effect is well verified.
It is to emphasize also the fact that the interference effect is realized not only
with the Beacon-C satellite, but also with other two satellites (Stella and Ajisai),
as you can see in Figure 6.21 and 6.22. For Stella and Ajisai the background is
higher than for Beacon-C (this is clear by looking at the background return
frequencies in blue for Ajisai) and this fact makes the results for them worse
than for the best passage of Beacon-C.
We have to note also that the oscillating curve presents a small angular shift
(of the order of 0.2 radiants at most) respect to the phase shift calculated with
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Figure 6.22: Passage of Ajisai satellite, 12.07.2015, h. 3.42 CEST.
the estimated ∆t that is known with an accuracy of few picoseconds. The
origin of this fact is still under investigation.
The values for the visibility obtained in this experiment is not sufficient to
implement a quantum communication because the QBER obtainable is too
high (more than 11%) according to (1.44). We think that the low value of the
visibility is due to the weak stability of the optical system that can be improve
in future experiments.
We conclude this thesis with the following considerations. The experiment
described is the first interferometry experiment performed at single photon
level at satellite distances involving moving terminals. It is a feasibility test: we
want to check the possibility to use phase encoding along a space quantum
channel that connects a Leo satellite and a ground station. The Two-Ways
configuration has been used so far only with optical fibers for distances
up to 100 kilometers. Being able to show that the quantum interference
effect is measured with a low visibility, but unequivocally, for distance up
to 1000 kilometers it is sure a great physical result. The phase used for the
time-bin encoding holds in the propagation and this shows the feasibility of
this encoding technique along a space quantum channel. Following studies
must firstly improve the visibility and then try to control the phase shift
introduced by the satellite for realizing a true space quantum communication
with time-bin qubit.
Quantum interference (as that realized in this experiment) is a direct con-
sequence of the coherent superposition of quantum states, while in classical
wave-mechanics interference arises from the coherent superposition of clas-
sical waves. The characteristic trait of quantum interference is the fact that
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it is associated with a nonphysical quantity, i.e., the wave function, while
classical waves describe a physical magnitude, e.g., the electromagnetic field.
Quantum interference is important at a conceptual and fundamental level to
test the limits of quantum superposition. In the last years it is tested in many
experimental realizations involving, for example, atom and molecular interfe-
rometry or superconducting quantum interference devices [43]. Showing that
time-bin quantum superposition holds in free space long distances is part of
the debate that wants to investigate wheter Quantum Mechanics is universally
valid, an empirical question that will be answered only by future experiments.
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