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Première partie
INDÉPENDANCE DE VARIABLES
ALÉATOIRES
5
Chapitre 1
Système de variables aléatoires
indépendantes
1.1 Introduction
On va construire, pour différentes familles de mesures, des suites de variables aléa-
toires indépendantes.
Pour cela on va transporter des suites de Rademacher généralisée sur notre espace me-
suré via les fonctions de répartitions des mesures considérées. Dans un premier temps
on regardera le cas de mesures discrètes et dans un deuxième temps on s’intéressera à
des mesures diffuses pour ensuite généraliser au cas de mesures avec un seul saut.
Définition 1.1.1. On dit qu’une suite, (bk)k, de variables aléatoires est indépen-
dante si, pour tous entiers naturels k1 < · · · < kN , les variables aléatoires bk1 , . . . , bkN
sont mutuellement, ou globalement, indépendantes.
1.2 Mesures discrètes
Soient :
– a1, . . . , an des éléments distincts d’un certain ensemble E,
6
–
(
bk
)
k=1,...,N
:
(
Ω = {a1, . . . , an},F = P(Ω)
)
→
(
lR,B(lR)
)
des applications mesu-
rables.
Il existe des partitions
nk⊔
j=1
Akj = Ω telle que :
bk =
nk∑
j=1
xkj1Akj .
Posons Ikj = {l |al ∈ Akj}.
Proposition 1.2.1. Supposons :
1. ∀(j1, . . . , jN) ∈ {1, . . . , n1} × · · · × {1, . . . , nN} :
N⋂
k=1
Ikjk 6= ∅
et soit (p1, . . . , pn) ∈]0, 1[n vérifiant :
2. ∀(j1, . . . , jN) ∈ {1, . . . , n1} × · · · × {1, . . . , nN} :
N∏
k=1
∑
l∈Ikjk
pl =
∑
l∈⋂Nk=1 Ikjk
pl.
Alors les variables aléatoiresX1, . . . , XN , sont mutuellement indépendantes sur L
2
(
Ω,F , P
)
,
avec P =
n∑
k=1
pkδak .
Remarque
Cela oblige 2N−1 ≤ n et fournit une caractérisation de l’indépendance globale.
Démonstration
Soit Γ1 × · · · × ΓN ⊂ {x11, . . . , x1n1} × · · · × {xN1 , . . . , xNnN }.
P
([
(X1, . . . ,XN ) ∈ Γ1 × · · · × ΓN
])
= P
(
X−11 (Γ1)
⋂
. . .
⋂
X−1N (ΓN )
)
= P
(
B1
⋂
· · ·
⋂
BN
)
7
où Bν =
⋃
kν∈Jν
Aνkν avec Jν ⊂ {1, . . . , nν}, Jν = {l|xνl ∈ Γν}.
P
(
B1
⋂ · · ·⋂BN) = ∑
(j1,...,jN )
∈J1×···×JN
P
(
A1j1
⋂
· · ·
⋂
ANjn
)
=
∑
(j1,...,jN )
∈J1×···×JN
∑
l∈⋂Nk=1 Ikjk
pl
=
∑
(j1,...,jN )
∈J1×···×JN
N∏
k=1
∑
l∈Ik
jk
pl
=
∑
(j1,...,jN )
∈J1×···×JN
N∏
k=1
P
(
Akjk
)
=
N∏
k=1
P
( ⋃
jk∈Jk
Akjk
)
=
N∏
k=1
P
(
Bk
)
.
△
Remarque
En fait il suffit de regarder ce qu’il se passe sur les atomes de la tribu engendrée par
b1, . . . , bN , puisque :
P
(
A1k1
⋂
· · ·
⋂
ANkN
)
=
∑
l∈⋂Nj=1 Ijkj
pl =
N∏
i=1
∑
l∈Ij
kj
pl =
N∏
j=1
P
(
Ajkj
)
.
Exemple
– Ω = {0, 1}2N
– bk =
(
bk(i)
)
i=1...,2N
k = 1 . . . , N avec :
bk(i) =

1 si 2j2N−k ≤ i ≤ (2j + 1)2N−k
j = 0, . . . , 2k − 1
0 si (2j + 1)2N−k ≤ i ≤ (2j + 2)2N−k
j = 0, . . . , 2k − 1
– bk : Ω→ {−1, 1}
 1 → 10 → −1
– pk =
1
2N
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b0 = 1
b1 =
(
1, . . . , 1︸ ︷︷ ︸
2N−1
, 0, . . . , 0︸ ︷︷ ︸
2N−1
)
b2 =
(
1, . . . , 1︸ ︷︷ ︸
2N−2
0, . . . , 0︸ ︷︷ ︸
2N−2
1, . . . , 1︸ ︷︷ ︸
2N−2
0, . . . , 0︸ ︷︷ ︸
2N−2
)
A0k0
⋂
A1k1
⋂ · · ·⋂ANkN = A1k1⋂ · · ·⋂ANkN = ak ⇒ P(A1k1⋂ · · ·⋂ANkN)= 12N
et P
(
A1k1
)
· · ·P
(
ANkN
)
=
2N−1
2N
× · · · × 2
N−1
2N
=
1
2N
1.3 Mesures diffuses
Dans toute la suite on va considérer un espace mesuré (Ω,F , P ) où Ω = [0, 1],
F = B([0, 1]) et où la mesure P sera précisée dans chaque cas. On appellera F la fonction
de répartition de la mesure P.
1.3.1 P=λ, mesure de Lebesgue
F (x) = x
✲
✻
 
 
 
 
 
 
 
 
 
 
  
1
1
Posons 
r˜0 = 1
r˜k =
2k−1∑
j=0
(−1)j1] j
2k
, j+1
2k
] k ≥ 1
C’est le système de Rademacher, ce sont des variables aléatoires globalement indépen-
dantes sur (Ω,F , P ). On peut le généraliser de la façon suivante :
On pose r0 = 1, après avoir choisi α1 ∈]0, 1[, on prend
r1 = 1]0,α1] − 1]α1,1].
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Ensuite on découpe chacun des intervalles, après avoir préalablement fixé un α2 ∈]0, 1[,
proportionnellement à α1 et 1− α1 :
r2 = 1]0,α1α2] − 1]α1α2,α1] + 1]α1,α1+(1−α1)α2] − 1]α1+(1−α1)α2,1].
On va construire de façon récurrente notre suite :
étant donné rk =
2k−1∑
j=0
(−1)j1]ak
j
,ak
j+1]
, on choisit αk+1 ∈]0, 1[ et on découpe chacun des
intervalles proportionnellement à αk+1 et 1− αk+1 :
rk+1 =
2k−1∑
j=0
(
1]
akj ,a
k
j+αk+1
(
akj+1−akj
)] − 1]
akj+αk+1
(
akj+1−akj
)
,akj+1
]).
En posant :  a
k+1
2j = a
k
j
ak+12j = αk+1(a
k
j+1 − akj )
on a :
rk+1 =
2k+1−1∑
j=0
(−1)j1]ak+1j ,ak+1j+1 ].
Introduisons maintenant, pour N fixé dans IN, quelques notations :
– βi0(N) = αi
– βi1(N) = 1− αi pour i = 1, . . . , N
– βν(N) = β
1
j1
(N) · · ·βNjN (N)
où (j1, . . . , jN) est le ν
ième terme pour l’ordre lexicographique dans {0, 1}N .
Dans ces conditions :
– aNν − aNν−1 = βν(N) (par récurrence).
Lemme 1.3.1. Etant donnés des entiers naturels 1 ≤ k1 < · · · < kN :
rkN · · · rk1 =
2k1−1∑
iN−1=0
(−1)iN−1
(iN−1+1)d2−1∑
iN−2=iN−1d2
(−1)iN−2 · · ·
(i1+1)dN−1∑
i0=i1dN
(−1)i01]
a
kN
i0
,a
kN
i0+1
]
où dj = 2
kj−kj−1.
Démonstration
Par récurrence
k1 < k2
10
rk1rk2 =
2k1−1∑
j1=0
2k2−1∑
j2=0
(−1)j1+j21]
a
k1
j1
,a
k1
j1+1
]⋂]
a
k2
j2
,a
k2
j2+1
]
1]
a
k1
j1
,a
k1
j1+1
]⋂]
a
k2
j2
,a
k2
j2+1
] =

1]
a
k2
j2
,a
k2
j2+1
] pour j2 ∈ {j1d2, j1d2 + 1, . . . , (j1 + 1)d2 − 1}
0 ailleurs
On suppose que c’est vrai jusqu’au rang N :
rkN+1rkN · · · rk1 =
2kN+1−1∑
jN+1=0
(−1)jN 1]
a
kN+1
jN+1
,a
kN+1
jN+1+1
] 2k1−1∑
iN−1=0
(−1)iN−1 · · ·
(i1+1)dN−1∑
i0=i1dN
(−1)i01]
a
kN
i0
,a
kN
i0+1
]
1]
a
kN+1
jN+1
,a
kN+1
jN+1+1
]rkN · · · rk1 = 2k1−1∑
iN−1=0
(−1)iN−1 · · ·
(i1+1)dN−1∑
i0=i1dN
(−1)i01]
a
kN
i0
,a
kN
i0+1
]⋂]
a
kN+1
jN+1
,a
kN+1
jN+1+1
]
1]
a
kN
i0
,a
kN
i0+1
]⋂]
a
kN+1
jN+1
,a
kN+1
jN+1+1
] =

1]
a
kN+1
jN+1
,a
kN+1
jN+1+1
] si jN+1 ∈ {i0dkN+1 , . . .
. . . , (i0 + 1)dkN+1 − 1}
0 sinon
On réinjecte dans la somme précédente et, à une réindexation près, on a le résultat.
△
Proposition 1.3.1. (rk)k∈IN est une suite indépendante sur (Ω,F , P ).
Démonstration
Commençons par fixer quelques notations. N étant un entier strictement positif, prenons
(k1, . . . , kN ) ∈ INN tel que : 0 < k1 < · · · < kN et
(
ε1, . . . , εN
)∈ {−1, 1}N .
On aura également besoin de :
ϕj(x) =
1
2
[
(1− αj)(1− x) + (1 + x)αj
]
(j = 1, . . . , N).
On voit facilement que
P
([
bk = εk
])
= ϕk(εk),
puisque
P
([
bk = εk
])
= ϕk(εk)
2k−1−1∑
ν=0
βν(k − 1).
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D’autre part on peut montrer que :
P
([
bk1 = εk1 , bk2 = εk2
])
= ϕk1(εk1)
2k1−1−1∑
ν1=0
[
βν1(k1 − 1)ϕk2(εk2)
2k2−1−1∑
ν2=0
βν2(k2 − 1)
]
= ϕk1(εk1)ϕk2(εk2)
De proche en proche on a :
P
([
bk1 = εk1 , . . . , bkN = εkN
])
=
ϕk1(εk1)
2k1−1−1∑
ν1=0
[
βν1(k1 − 1)
[
· · ·
[
ϕkN (εkN )
2kN−1−1∑
νN=0
βνN (kN − 1)
]
· · ·
]
= ϕk1(εk1) · · ·ϕkN (εkN ).
△
1.3.2 P=µ est une mesure diffuse sur lR
Notons F la fonction de répartition de µ.
Proposition 1.3.2. (rk ◦ F )k et (r˜k ◦ F )k sont des suites indépendantes sur(
lR,B(lR), µ
)
.
Démonstration
Prenons des entiers naturels 0 < k1 < · · · < kN , notons bk pour rk ou r˜k, alors :
bk :
(
[0, 1],B([0, 1]), λ
)
→ {−1, 1}
et
F :
(
lR,B(lR), P
)
→ [0, 1].
D’une part pour ε ∈ {−1, 1} :
P
([
bk ◦ F = ε
])
= P
(
{x ∈ lR|F (x) ∈ (bk)−1(ε)})= P(⋃
j
F−1
(
B˜j
))
.
Où
B˜j =
 ]ak2j , ak2j+1] si ε = 1]ak2j+1, ak2j+2] si ε = −1.
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Les B˜j sont disjoints donc :
P
([
bk ◦ F = ε
])
=
∑
j
P
(
F−1
(
B˜j
))
=
∑
j
P
(]
F−1(aj), F−1(aj+1)
])
où
F−1(x) = inf{y|F (y) = x}
et donc
P
([
bk ◦ F = ε
])
=
∑
j
λ
(
]aj , aj+1]
)
= λ
(⋃
j
]aj, aj+1]
)
= · · · = λ
([
bk ◦ F = ε
])
.
D’autre part pour (ε1, . . . , εN ) ∈ {−1, 1}N :
P
([
bk1 ◦ F = ε1, . . . , bkN ◦ F = εN
])
= P
(
{x ∈ lR|F (x) ∈
p⋃
ν=1
Bjν}
)
,
où Bjν =]a
kN
jν
, a
kN
jν+1
], pour certains jν , sont des intervalles disjoints, donc :
P
([
bk1 ◦ F = ε1, . . . , bkN ◦ F = εN
])
=
p∑
ν=1
λ
(
Bjν
)
= λ
( p⋃
ν=1
Bjν
)
= λ
([
bk1 = ε1, . . . , bkN = εN
])
.
△
1.4 Mesures avec sauts
1.4.1 Cas d’un seul saut
On suppose que F est continue en dehors de X0 (plus précisément sur [0, X0]
⋃
]X0, 1])
où elle fait un saut de hauteur ∆ avec F (X0) + ∆ < 1.
Proposition 1.4.1. Soit bk =
rk∑
j=0
(−1)j1Akj , où Akj =]akj , akj+1], l’une des suites
(rk)k ou (r˜k)k.
Si pour tous entiers naturels k1 < · · · < kN on a :(
∃j ∈ IN
)(
]F (X0), F (X0) + ∆] ≡ I ⊂ AkNj
)
.
Alors la suite
(
bk ◦ F
)
k
est indépendante sur (lR,B(lR), P ).
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Remarque
Les conditions de la proposition excluent implicitement le cas ]F (X0), F (X0) +∆] =
AkNj (car si tel était le cas, au rang kN + 1, il existerait un indice jν tel que I =
AkN+1jν
⋃
AkN+1jν ).
Démonstration
Les calculs sont sensiblement les mêmes que dans la démonstration de la proposition 1.3.2.
On doit simplement distinguer le cas où I ⊂ Bj0 pour un certain j0 ∈ {0, . . . , 2kN − 1}.
F−1
(
Bj0
)
= F−1
(
]aj0 , F (X0)]
⋃
]F (X0), F (X0) + ∆]
⋃
]F (X0) + ∆, aj0+1]
)
=]F−1(aj0),X0]
⋃
]X0,X0]
⋃
]X0, F
−1(aj0+1)]
=]F−1(aj0), F
−1(aj0+1)].
Finalement :
µ
(
F−1
(
Bj0
))
= λ
(
Bj0
)
.
△
Exemples
1) Considérons F (x) =
 x si 0 ≤ x ≤ X0 = 12x+ 1
4
si 3
4
≤ x ≤ 1
✲
✻
 
 
 
 
 
 
 
 
 
-1/2
-3/4
-1
|
X0
r1 = 1]0, 1
2
] − 1] 1
2
,1]
r2 = 1]0, 1
4
] − 1] 1
4
, 1
2
] + 1] 1
2
, 3
4
] − 1] 3
4
,1]
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E
(
r1 ◦ F · r2 ◦ F
)
=
1
4
6= E(r1 ◦ F )E(r2 ◦ F )= − 1
16
r1 ◦ F et r2 ◦ F ne sont pas indépendantes.
2) Considérons F (x) =
 x si 0 ≤ x ≤ X0 = 38x+ 1
4
si 5
8
≤ x ≤ 1
✲
✻
 
 
 
 
 
 
 
 
3/8 -
5/8 -
-1
|
X0
E
(
r1◦F ·r2◦F
)
= 1
4
6= E(r1◦F )E(r2◦F )= 0, r1◦F et r2◦F ne sont pas indépendantes.
i) Une première construction
On va construire une suite de Rademacher généralisée en choisissant les αk de façon
à découper l’intervalle I ≡]F (X0), F (X0) +∆] après F (X0) +∆ (pour appliquer la pro-
position 1.4.1.).
b0 = 1
on choisit α1 > F (X0) + ∆ dans ]0,1[,
b1 = 1]0,α1] − 1]α1,1] = 1]0,F (X0)+∆]⋃]F (X0)+∆,α1] − 1]α1,1]
on choisit α2 ∈]0, 1[ tel que α1α2 > F (X0) + ∆,
b2 = 1]0,F (X0)+∆]
⋃
]F (X0)+∆,α1α2] − 1]α1α2,α1] + 1]α1,α1+(1−α1)α2] − 1]α1+(1−α1)α2,1].
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CONDITION TECHNIQUE
On prend une suite (αk)k≥1 vérifiant :
∀N ∈ IN− {0, 1} :
(C1)
N∏
k=1
αk > F (X0) + ∆.
Supposons, qu’au rang N, l’intervalle contenant I soit de la forme :
]0, α1 · · ·αN ] =]a, b].
On le découpe en deux, comme dans le paragraphe 1.3.1, proportionnellement à αN+1
et 1− αN+1 :
]a, a + (a− b)αN+1]
⋃
]a+ (a− b)αN+1, b].
Pour respecter le modèle de construction imposé il faut :
a+ (a− b)αN+1 > F (X0) + ∆.
En remplaçant a et b par leur valeur, (C1) donne le résultat, à savoir : I ⊂]0, α1 · · ·αN+1[.
Lemme 1.4.1. On utilise les même notations
1) Si ∀k ≥ 1 αk = α ∈]0, 1[ alors on ne peut pas construire la suite (bk)k≥0.
2) La suite dont le terme générique est :
αk =
 F (X0) + ∆ + a k = 11− ak−1(1−a)
F (X0)+∆+ak−1
k ≥ 2
avec a ∈]0, 1− F (X0)−∆[ convient à la construction des bk suivant le modèle imposé.
Démonstration
On va poser p(N) =
N∏
i=1
αi.
1)
Si αk = α ∀k ≥ 1 alors p(N) = αN et p = lim
N→∞
p(N) = 0. Comme F (Xo) + ∆ > 0, la
16
condition (C1) n’est pas vérifiée.
2)
αk = 1− a
k−1(1− a)
F (X0) + ∆ + ak−1
=
F (Xo) + ∆ + a
k
F (Xo) + ∆ + ak−1
p(N) = (F (Xo) + ∆ + a)
F (Xo) + ∆ + a
2
F (Xo) + ∆ + a
· · · F (Xo) + ∆ + a
N
F (Xo) + ∆ + aN−1
= F (Xo) + ∆ + a
N .
p(N) est une suite décroissante vers F (Xo) + ∆, (C1) est donc vérifiée.
△
Proposition 1.4.2. La suite
(
bk ◦ F
)
k
est indépendante sur (Ω,F , P ).
Démonstration
Elle découle immédiatement de la nature du découpage en utilisant la proposition 1.4.1.
△
Remarque
L’inconvénient de cette méthode réside dans le fait que l’intervalle [0, F (Xo) + ∆]
n’est pas découpé. Même si F (Xo) + ∆ est "très petit", il existe un rang pour lequel
F−1
([
0, F (Xo) + ∆]
)
est le plus grand intervalle.
ii) Une deuxième construction
On va construire une suite de Rademacher généralisée en choisissant les αk de façon à
découper l’intervalle I ≡]F (X0), F (X0)+∆] avant F (X0) (pour appliquer la proposition
1.3.2.).
b0 = 1
on choisit α1 < F (X0) dans ]0,1[,
b1 = 1]0,α1] − 1]α1,1] = 1]0,α1] − 1]α1,F (X0)]⋃]F (X0),1]
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pour α2 ∈]0, 1[ tel que :
α1 + (1− α1)α2 < F (X0)
b2 = 1]0,α1α2] − 1]α1α2,α1] + 1]α1,α1+(1−α1)α2] − 1]α1+(1−α1)α2,F (X0)]⋃]F (X0),1].
CONDITION TECHNIQUE
On prend une suite (αk)k≥1 vérifiant :
∀N ∈ IN− {0, 1} :
(C2) α1 +
N∑
k=2
αk
∏
1≤j≤k−1
(1− αj) < F (X0).
Supposons, qu’au rang N, l’intervalle contenant I soit de la forme :
]
α1 +
N∑
k=2
αk
∏
1≤j≤k−1
(1− αj), 1
]
=]a, b].
On le découpe en deux, avec la méthode du 1.3, proportionnellement à αN+1 et 1−αN+1 :
]a, a + (a− b)αN+1]
⋃
]a+ (a− b)αN+1, b].
Pour respecter le modèle de construction imposé il faut :
a+ (a− b)αN+1 < F (X0).
En remplaçant a et b par leur valeur, (C2) donne le résultat, à savoir :
I ⊂
]
α1 +
N∑
k=2
αk
∏
1≤j≤k−1
(1− αj) , 1
]
.
Lemme 1.4.2. On conserve le mêmes hypothèses
1) Si ∀k ≥ 1 αk = α ∈]0, 1[ alors on ne peut pas construire la suite (bk)k≥0.
2) Etant donné a ∈]0, 1[, la suite (αk)k≥1 définie par αk = ak vérifie la condition (C2)
si :
0 ≤ a
1− a(a+ 1) < F (X0).
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Démonstration
On va étudier
S = α1 +
∞∑
k=2
αk
∏
1≤j≤k−1
(1− αj).
1) Si ∀k αk = α alors
S = α
( ∞∑
j=2
(1− α)k−1 + 1
)
= 1.
La condition (C2) s’écrit
1 < F (X0)
ce qui est faux.
2) On remplace αk par ak :
S = a+
∞∑
j=1
ak+1
∏
1≤j≤k−1
(1− aj).
On va utiliser l’identité :
(1− x1) · · · (1− xk) = 1 +
k∑
j=1
(−1)j
∑
1≤i1<···<ij≤k
xi1 · · · xij
pour majorer le produit.
S = a+
∞∑
j=1
ak+1
(
k∑
j=1
(−1)j
∑
1≤i1<···<ij≤k
ai1+···+ij + 1
)
≤ a
1− a +
∞∑
j=1
ak+1
k∑
j=1
(
k
j
)
a
j(j+1)
2 ,
car
1 + · · · + j ≤ i1 + · · · + ij.
Comme
j ≤ j(j + 1)
2
et
a
j(j+1)
2 ≤ aj
on a :
S ≤ a
1− a +
∞∑
j=1
ak+1
k∑
j=1
(
k
j
)
aj =
a
1− a +
∞∑
j=1
ak+1
[
(1 + a)k − 1
]
=
a
1− a(1 + a) .
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Si on note S(N) les sommes partielles alors
(
S(N)
)
N
est une suite croissante. Par hypo-
thèse S ≤ F (X0) et la condition (C2) est donc vérifiée.
△
Remarque
Posons f(a) = a
1−a(1+a) sur ]0,
√
5−1
2
[. C’est une fonction continue croissante de 0 à
+∞ ; donc {x|f(x) < F (X0)} 6= ∅, on choisit a dans cet ensemble.
Proposition 1.4.3. La suite
(
bk ◦ F
)
k
est indépendante sur (Ω,F , P ).
Démonstration
Elle découle immédiatement de la nature du découpage en utilisant la proposition 1.4.1.
△
Remarque
L’inconvénient de cette méthode réside dans le fait que l’intervalle ][F (X0), 1] n’est
pas découpé. Même si F (X0) est proche de 1, il existe un rang pour lequel F
−1
(
]F (X0), 1]
)
est le plus grand intervalle.
iii) Une troisième construction
On va construire une suite de Rademacher généralisée en choisissant les α2k (resp.
les α2k+1) de façon à découper l’intervalle contenant I après F (Xo) + ∆ (resp. avant
F (X0)) :
b0 = 1
on choisit α1 < F (X0) dans ]0,1[,
b1 = 1]0,α1] − 1]α1,1] = 1]0,α1] − 1]α1,F (X0)]⋃]F (X0),1]
on choisit α2 ∈]0, 1[ tel que :
α1 + (1− α1)α2 > F (Xo) + ∆
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b2 = 1]0,α1α2] − 1]α1α2,α1] + 1]α1,F (X0)]⋃]F (X0),α1+(1−α1)α2] − 1]α1+(1−α1)α2,1].
CONDITION TECHNIQUE
On prend une suite (αk)k≥1 vérifiant :
(C3)

g(k) ≡
k−1
2∑
j=0
D(2j + 1) < F (X0) k impair
d(k) ≡
k
2
−1∑
j=0
D(2j + 1) + U(k) > F (Xo) + ∆ k pair
Où
D(2j + 1) =
j−1∏
i=0
(
1− α2i+1
)( j∏
i=1
α2i
)
α2j+1
U(2j) =
j−1∏
i=0
(
1− α2i+1
)( j∏
i=1
α2i
)
.
Supposons qu’au rang 2N (resp. 2N+1), l’intervalle contenant I soit de la forme :
]g
(
2(N − 1) + 1), d(2N)]
(resp. ]g
(
2N + 1
)
, d(2N)]).
On fait le découpage au rang 2N+1 :
]g(2N − 1), g(2N − 1) +
(
d(2N)− g(2N − 1)
)
α2N+1]
⋃
]g(2N − 1) +
(
d(2N)− g(2N − 1)
)
α2N+1, d(2N)](
d(2N)− g(2N − 1)
)
α2N+1 = U(2N)α2N+1 = D(2N + 1).
Donc
g(2N − 1) +
(
d(2N)− g(2N − 1)
)
α2N+1 = g(2N + 1),
comme
g(2N + 1) < F (X0),
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l’intervalle contenant I est :
]g(2N + 1), d(2N)]
On fait le découpage au rang 2N+2 :
]g(2N + 1), g(2N + 1) +
(
d(2N)− g(2N + 1)
)
α2N+2]
⋃
]g(2N + 1) + (d(2N)− g(2N + 1))α2N+2, d(2N)].
Avec (
d(2N)− g(2N + 1)
)
α2N+2 = U(2N)
(
1− α2N+1
)
α2N = U
(
2(N + 1)
)
et
g(2N + 1) + U
(
2(N + 1)
)
= d
(
2(N + 1)
)
.
Comme
d
(
2(N + 1)
)≥ F (Xo) + ∆
l’intervalle contenant I est
](g(2N + 1), d
(
2(N + 1)
)
].
Ce qui termine la récurrence pour le cas pair. On vérifie aisément le résultat pour le cas
impair.
Remarque
Pour k ≥ 1 :
g(2k + 1) = α1 + (1− α1)α2α3 + (1− α1)
k∑
j=2
α2jα2j+1
j−1∏
i=1
(1− α2i+1)α2i
Pour k ≥ 2 :
d(2k) = α1 +
k−1∑
j=2
(
α2j+1
j−1∏
i=0
(1− α2i+1)
j∏
i=1
α2i
)
+
k−1∏
i=0
(1− α2i+1)
k∏
i=1
α2i
= g(2k + 1) + (1− α1)
k∏
i=1
(1− α2i+1)α2i.
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Récapitulons :

g(1) = α1
k ≥ 1
g(2k + 1) = α1 + (1− α1)α2α3 + (1− α1)
k∑
j=2
α2jα2j+1
j−1∏
i=1
(1− α2i+1)α2i
d(2) = α1 + (1− α1)α2
k ≥ 2
d(2k) = g(2k + 1) + (1− α1)
k∏
i=1
(1− α2i+1)α2i
Monotonie(
g(2k + 1)
)
k
est une suite croissante, majorée donc convergente.
Pour k ≥ 2 :
d(2k + 2)− d(2k) = (1− α1)
( k∏
i=1
(1− α2i+1)α2i
)
(α2k+2 − 1) ≤ 0.
(
d(2k)
)
k
est une suite décroissante, minorée donc convergente.
Posons 
g = lim
k→∞
g(2k + 1)
d = lim
k→∞
d(2k).
Lemme 1.4.3. On conserve les mêmes notations
1) Si pour tout entier naturel k, αk = α alors on ne peut pas construire la suite
(
bk
)
k≥0
.
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2) La suite
(
αk
)
k≥1
définie par :

α1 = 1− A(∆˜− a)
k ≥ 1
α2k =
∆˜ + a
2k
∆˜ + a
2k−1
α2k+1 = 1−
∆˜ + a
2k+1
∆˜ + a
2k
.
Avec : • A = 1
ln 2
• ∆˜ =
(
∆+
1
10p
)
ln 2
• a = 1−
(
F (Xo) + ∆ +
1
10p+1
)
.
p étant choisit pour que F (Xo) + ∆ +
1
10p+1
< 1, vérifie la condition (C3)
Démonstration
1) Supposons ∀k ≥ 1 αk = α
g(2k + 1) = α+
k∑
j=1
(1− α)jαj+1
= α+ α2(1− α)
1−
(
(1− α)α
)k
1− (1− α)α .
α ∈]0, 1[⇒ lim
k→∞
g(2k + 1) =
α
1− (1− α)α.
Par des calculs similaires on obtient :
lim
k→∞
d(2k) =
α
1− (1− α)α.
A la limite on aurait :
F (Xo) + ∆ ≥ α
1− (1− α)α ≥ F (X0)
ce qui est impossible car ∆ > 0.
2) On va vérifier que d ≥ F (Xo) + ∆ et g ≤ F (X0) de cette façon (C3) sera vérifiée.
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On remplace αk par sa valeur dans les expressions donnant g et d pour obtenir :
g = 1−A
(
∆˜ + a ln 2
)
= F (X0)− 9
10p+1
d = g +A∆˜ = F (Xo) + ∆ +
1
10p+1
.
△
Remarque
On a : (
F (X0)− g
)∨(
d− (F (Xo) + ∆)
)
≤ 1
10p+1
.
Proposition 1.4.4. La suite
(
bk ◦ F
)
k
est indépendante sur (Ω,F , P ).
Démonstration
Elle découle immédiatement de la nature du découpage en utilisant la proposition 1.4.1.
△
Remarques
1) En prenant ∆˜ = ∆ ln 2
a = 1−
(
F (Xo) + ∆
)
.
On obtient g = 1−∆− a = F (X0)
d = 1− a = F (Xo) + ∆.
Comme la suite
(
g(2k+1)
)
k
(resp.
(
d(2k)
)
k
) est décroissante (resp. croissante), la condi-
tion (C3) est toujours vérifiée.
2) Ce découpage est plus intéressant que les deux précédents car seul I n’est pas découpé
et comme
F−1(I) = ∅
quand on fait opérer F−1, cela n’apparaît pas.
25
1.4.2 Cas d’un nombre fini de sauts
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Chapitre 2
Système maximum de variables
aléatoires indépendantes
2.1 Position du problème
On fixe : • des éléments a1, . . . , an, distincts, dans un ensemble Ω
• µ =
n∑
k=1
pkδak avec
n∑
k=1
pk = 1, pk ∈ ]0,1[, k = 1, . . . , n
• l’espace probabilisé (Ω,F , P ).
On se pose la question suivante : étant donnée une variable aléatoire c=
n∑
k=1
ck1{ak} (où
ck ∈ lR), quelle est la taille d’un système maximum de variables aléatoires globalement
indépendantes ?
Modélisation
On construit l’isomorphisme naturel :
L2lR(µ)→ lRn
n∑
k=1
xk1{ak} 7→
n∑
k=1
ckek
où
(
ek
)
k=1,...,n
est la base canonique de lRn.
La variable aléatoire c s’écrit alors c =

c1
...
cn
.
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2.2 Caractérisation
Théorème 2.2.1. Une variable aléatoire b =

b1
...
bn
 est indépendante de c ssi
pour toutes fonctions mesurables f et g sur
(
lR, B(lR)
)
:(
f(b), Ag(c)
)
lRn
= 0
où A =
(
aij
)
1≤i,j≤n
avec aij =
 p2i − pi si i = jpipj si i 6= j
Démonstration
b et c sont indépendantes ssi E
(
f(b)g(c)
)
= E
(
f(b)
)
E
(
g(c)
)
pour toutes fonctions f, g
mesurables sur
(
lR, B(lR)
)
.
f(b) =
n∑
k=1
f(bk)1{ak}, g(c) =
n∑
k=1
g(ck)1{ak}.
En explicitant la première égalité :
n∑
k=1
(
p2k − pk
)
f(bk)g(ck) =
∑
j 6=k
pjpkf(bj)g(ck).
△
Remarques
1. Ce théorème n’est que la traduction sur lRn via l’isomorphisme, de ce qu’il se passe
dans L2(µ).
2. Le noyau de A est le lR-espace vectoriel engendré par 1lRn (on vérifie aisément que
Ax = 0 ⇐⇒ ∀i
n∑
k=1
pkxk = xi).
2.3 Cas général
2.3.1 Notations
– On notera plutôt 1 que 1lRn
– NCD =nombre de coordonnées distinctes de c,
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– G=[g(c), g] c’est le lR-espace vectoriel engendré par les éléments g(c), g parcourant
l’espace des fonctions mesurables sur
(
lR, B(lR)
)
,
– F(b) =[f(b),f],
– ImA∣∣G = l’image de l’opérateur A restreint au sous espace vectoriel G,
– Ak = la k
ième colonne de A,
– Ak(j) = la j
ième coordonnée du vecteur Ak (le cœfficient ajk de la matrice A),
– cu1 , . . . , cuNCD les coordonnées distinctes de c,
– Ii = {j|cj = cui}, i = 1, . . . , NCD,
– Ni = ♯Ii pour i=1,. . . ,NCD,
– bv1 , . . . , bvq les coordonnées distinctes de b,
– Ji = {j|bj = bvi}, i = 1, . . . , q,
– Mi = ♯Ji pour i=1,. . . ,q.
2.3.2 Indépendance, première approche
Lemme 2.3.1. On a les propriétés suivantes :
1. dim G = NCD
2. 1 ∈ G
3. 1 ∈ (ImA∣∣G)⊥.
Démonstration
(a) Si nous posons, pour tout j = 1, . . . , NCD : εj(c) =
∑
k∈Ij
ek, on peut écrire c =
NCD∑
j=1
cujεj(c).
Pour tout g, g(c) ∈ [ε1(c), . . . , εNCD(c)] ≡ G˜ donc G ⊂ G˜.
Soit z ∈ G˜, z =
NCD∑
k=1
zkεk(c), il existe g mesurable sur
(
lR, B(lR)
)
(l’interpolation
de Lagrange nous fournit un polynôme qui convient) telle que g(cuk ) = zk pour
k = 1, . . . , NCD.
(b) Il suffit de prendre g=1.
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(c)
(
1, Ag(c)
)
lRn
=
n∑
k=1
pkg(ck)−
∑
j,k
pjpkg(ck) =
n∑
k=1
pkg(ck)−
(
n∑
j=1
pj
)
n∑
k=1
pkg(ck) = 0.
△
Remarques
1. dim
(
ImA∣∣G)= NCD − 1 puisque 1 ∈ G.
2. On peut raisonner pour le point 1) du lemme 2.3.1. sur l’espace probabilisé. G est
l’image, par l’isomorphisme naturel, de l’espace vectoriel engendré par les indica-
trices des ensembles c−1
(
{cuν}
)
, ν = 1, . . . , NCD. Ces ensembles étant disjoints
et au nombre de NCD, la dimension de cet espace est NCD.
3. Si c a toutes ses coordonnées distinctes alors :
– Sur lRn
dim
(
ImA∣∣G)= n− 1 donc dim (ImA∣∣G)⊥ = 1 et par suite la variable aléatoire
constante égale à 1 est la seule variable aléatoire indépendante de c (pour être
précis il faut dire que toutes les variables aléatoires de l’espace vectoriel engendré
par la variable aléatoire 1 sont indépendantes de c).
– SurL2(µ)
La tribu engendrée par c, est la tribu discrète, donc seule la variable aléatoire 1
lui est indépendante.
Dans la suite on pourra supposer NCD < n.
4. Si toutes les coordonnées de c sont égales alors :
– Sur lRn
ImA∣∣G = {0}. C’est à dire, toutes les variables aléatoires sont dans (ImA∣∣G)⊥
et par suite, lui sont indépendantes.
– Sur L2(µ)
La tribu engendrée par c, est la tribu grossière qui est indépendante de toute
tribu.
Dans la suite on pourra supposer NCD > 1.
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5. On va utiliser la caractérisation suivante de l’indépendance de b et c :
ImA∣∣G ⊂ (F (b))⊥.
A partir de maintenant on prend : NCD ∈ {2, . . . , n− 1}
Lemme 2.3.2. Soit une variable aléatoire b telle que dim F(b) = q 6= 1. Les
éléments,
(
xi
)
i=1,...,n
de
(
F (b)
)⊥
vérifient un système de la forme :

∑
j∈Ji
xj = 0
i = 1, . . . , q
Démonstration
On a vu ( point 1 de la démonstration du lemme 2.3.1.) que le système {ε1(b), . . . , εq(b)}
forme un base de F(b) donc :
x ∈ F⊥ ⇐⇒ ∀k ∈ {1, . . . , q}
(
x, εk(b)
)
= 0 ⇐⇒
(
x,
∑
j∈Jk
ej
)
= 0
⇐⇒

∑
j∈Jk
xj = 0
k = 1, . . . , q
△
Lemme 2.3.3. S’il existe k ∈ {1, . . . , NCD} tel que Nk = 1 alors la variable
aléatoire constante égale à 1 est la seule variable aléatoire indépendante de c.
Démonstration
Supposons Nk = 1 et que b6= 1 est indépendante de c. Alors par le théorème 2.2.1. pour
toutes fonctions boréliennes f, g
(
f(b), Ag(c)
)
= 0.
Prenons en particulier g(c) = euk alors :
– Pour f=I, on a
n∑
i=1
bipi = b1
– Pour f(x) = x2 on a
n∑
i=1
b2i pi = b
2
1
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Ce qui donne :
n∑
i=1
b2i pi =
( n∑
i=1
bipi
)2
et donc bi = bj pour tout (i,j)∈ {1, . . . , n}2, c’est à
dire b ∈ [1].
△
2.3.3 Conditions nécessaires d’indépendance
Proposition 2.3.1. On suppose que pour tout j dans {1, . . . , NCD}, 2 ≤ Nj <
n.
Pour tout k ∈ {1, . . . , NCD} les vecteurs :
Vν =
∑
i∈Iν
Ai
ν ∈ {1, . . . , NCD} − {k}
forment une base de ImA∣∣G.
De plus, si on note Vν(j) la j
ième coordonnée de Vν alors :
Vν(j) 6= 0 pour tout (ν, j) ∈ {1, . . . , p} × {1, . . . , n}.
Corollaire 2.3.1. On conserve les notations de la proposition 2.3.1.
Prenons b 6= 1 et posons
F (b)⊥ =
x =

x1
...
xn

∣∣∣∣∣
{ ∑
j∈Ji
xj = 0
i = 1, . . . , q

Deux conditions nécessaires pour que ImA∣∣G ⊂ F (b)⊥ sont :
– Mν ≥ 2 pour ν = 1, . . . , q
– q ≤ min
j∈{1,...,NCD}−{k}
{
Nν , n−Nν
}
.
Démonstration de la proposition 2.3.1.
•
(
Aεi(c)
)
i 6=k
est un système générateur de ImA∣∣G puisque on peut prendre {1, εi(c), i ∈
{1, . . . , NCD} − {k}
}
comme base de G . On sait d’autre part que dim
(
ImA∣∣G)=
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NCD − 1. Ce système forme donc une base de ImA∣∣G.
• Vν(j) =
∑
i∈Iν
Ai(j) =

pj
(∑
i∈Iν
pi
)
> 0
ou
pj
(∑
i∈Iν
pi − 1
)
< 0
△
Démonstration du corollaire 2.3.1.
• S’il existe ν tel que Nν = 1 alors l’équation xvν = 0 est une des équations définissant
F (b)⊥. D’après la proposition 2.3.1. aucune coordonnée des vecteurs de la base de ImA∣∣G
n’est nulle donc ImA∣∣G n’est pas contenue dans F (b)⊥.
• Fixons j dans {1, . . . , NCD}− {k}, Vj =
∑
i∈Ij
Ai. On additionne Nj colonnes donc Vj a
Nj termes < 0 et n−Nj termes> 0.
En effet : Vj =

p1
(∑
i∈Ij
pi − ε˜1(Ij)
)
...
pn
(∑
i∈Ij
pi − ε˜n(Ij)
)

où ε˜ν(Ij) =
 1 si ν ∈ Ij0 sinon
et les ε˜ν(Ij) valent exactement Nν fois 1, j étant fixé.
• Si on a plus de Nj (resp. n − Nj) équations, q > Nj (resp. q > n − Nj), alors il y en
a une dans laquelle il n’y a que des termes > 0 (resp. < 0), elle ne s’annule donc pas.
On en déduit qu’on doit avoir q ≤ min(Nj , n − Nj) pour que Vj soit dans F (b)⊥. Un
raisonnement similaire pour chaque vecteur de la base nous donne :
q ≤ min
j∈{1,...,NCD}−{k}
(
Nj , n−Nj
)
△
Théorème 2.3.1. Soit une variable aléatoire c telle que dim G = p avec 1≤
p < n. Une condition nécessaire pour que les variables aléatoires c,b1, . . . , bN , bi 6= 1
i = 1, . . . , N , forment un système globalement indépendant est :
p
N∏
i=1
n(bi) ≤ n
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où n(bi) = dim F (bi) i = 1 . . . , N .
Démonstration
On regarde les tribus engendrées par chacune des variables aléatoires :
Fc = σ
(
Γ01, . . . ,Γ
0
p
)
où Γ0j = {ai|i ∈ Ij} = c−1
(
{cuj}
)
.
Et pour i = 1, . . . , N Fbi = σ
(
Γi1, . . . ,Γ
i
n(bi)
)
où Γiν = b
−1
i
(
{xirν}
)
, xir1 , . . . , x
i
rn(bi)
étant les coordonnées distinctes de bi.
Pour avoir l’indépendance il faut que les intersections Γ0k0
⋂ · · ·⋂ΓNkN soient non vides
pour tout (k0, . . . , kN ) ∈ {1, . . . , p} × {1, . . . , n(b1)} × · · · × {1, . . . , n(bN )}. Ce qui nous
fait p
N∏
i=1
n(bi) conditions à vérifier.
D’autre part on a
(
A0k0
⋂ · · ·⋂ANkN)⋂(A0l0 ⋂ · · ·⋂ANlN)= ∅ pour tout :(
(k0, . . . , kN ), (l0, . . . , lN )
)
∈
(
{1, . . . , p} × {1, . . . , n(b1)} × · · · × {1, . . . , n(bN )}
)2
puisque pour tout j ∈ {0, . . . , N} et tous η 6= ν, Γjη
⋂
Γjν = ∅.
Ainsi pour avoir l’indépendance on doit nécessairement avoir p
N∏
i=1
n(Xi) ≤ n = ♯Ω.
△
Corollaire 2.3.2. Le nombre maximun de variables aléatoires globalement indé-
pendantes est :
Nmax = max
{
k ∈ IN|2k−1 ≤ n
}
.
Démonstration
Pour tout ensemble, E(N) = {b1, . . . , bN}, de variables aléatoires globalement indépen-
dantes on a :
– 1 ∈ E(N)
–
k∏
i=2
n(bi) ≤ n
– Nmax = max
{
N |
N∏
i=2
n(bi) ≤ n avec b2, . . . , bN ind., 6= 1
}
Pour toute variable aléatoire bi, n(bi) ≥ 2, donc
N∏
i=2
n(bi) ≥ 2N−1 et par suite :
Nmax ≤ max
{
N |2N−1 ≤ n
}
.
Pour finir il suffit de prendre bi = xi11Ai1 + x
i
21Ai2
i = 1, . . . , N pour avoir Nmax ≥
34
max
{
N |2N−1 ≤ n
}
.
△
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Deuxième partie
DENSITÉ DE VARIABLES
ALÉATOIRES
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Chapitre 3
Polynômes de Wick
3.1 Introduction
On fixe : • (M,Σ,µ) un espace probabilisé,
• f, g∈ Lp(M,Σ, µ) ∀p ≥ 1 ,
on note : • mp =
∫
M
f pdµ, map =
∫
M
|f |pdµ, nombres qui sont finis,
• Hn = [fk, k = 0, . . . , n].
Remarque
On peut se demander quelle est la dimension de Hn. Ici on va prendre comme hypo-
thèse, dim(Hn)= n+1, c’est le cas quand le support de f est d’intérieur non vide. Cette
condition n’est pas automatique, comme le montre l’exemple suivant :
en prenant µ = 1
2
(δ−1 + δ1), f =
 +1−1 on obtient H0 = [1], H1 = [1, f ], Hk = H1
pour tout k ≥ 2.
Définition 3.1.1. On définit l’opérateur Df sur Hn par :
Df(
n∑
k=0
akf
k) =
n∑
k=1
kakf
k−1.
Proposition 3.1.1. On peut définir cet opérateur sur
⋃
n
Hn et le prolonger dans
L2(M,Σ, µ) :
Df(
∑
k≥0
akf
k) =
∑
k≥1
kakf
k−1,
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sur l’ensemble des séries convergentes,
∑
k≥0
akf
k, dans L2(M,Σ, µ).
Proposition 3.1.2. On a les propriétés suivantes :
1) Df est linéaire,
2) si h = af+b alors Hn = [h
k, k = 0, . . . , n] et
Df [(af + b)
n] = aDh(h
n),
3) on a :
Df
( N1∑
k=0
akf
k
N2∑
k=0
bkf
k
)
= Df
( N1∑
k=0
akf
k
) N2∑
k=0
bkf
k +
N1∑
k=0
akf
kDf
( N2∑
k=0
bkf
k
)
.
Démonstration
1) Simples calculs.
2) On développe (af + b)n avec la formule du binôme de Newton.
3) On développe le produit, on lui applique Df :
N1+N2∑
n=0
n∑
k=0
nakbn−kfn−1
on écrit n = (n− k) + k et on a le résultat.
△
Remarque
Quand on se place sur l’espace image, Df devient une vraie dérivation.
Plus précisément, si à g ∈ ⋃Hn on associe le polynôme P(x), dans L2(µf), (g =∑
finie
akf
k 7→
∑
akx
k = P (x)
)
on a Df(g) =
dP
dx
of .
Définition 3.1.2. On définit une suite (f n˜)n≥0, appelée nième puissance de
Wick de f, par :
f 0˜ = 1
Df(f
n˜+1) = (n+ 1)f n˜, n ≥ 1, vérifiant

∫
M
f n˜+1dµ = 0
f n˜+1 ∈ Hn+1.
Proposition 3.1.3. On a :
si h = af + b, b 6= 0, alors hn˜ = anf n˜.
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Démonstration
Par récurrence :
f 0˜ = h0˜ = 1, f 1˜ = f −m1, h1˜ = h− E(h) = a(f −m1) = af 1˜
Supposons que hn˜ = anf n˜.
Df (h
n˜+1) = aDh(h
n˜+1) (proposition 3.1.2.)
= a(n+ 1)hn˜
H.R.
= an+1(n+ 1)f n˜
= an+1Df (f
n˜+1)
Df (h
n˜+1 − an+1f n˜+1) = 0⇒ hn˜+1 − a(n+ 1)f n˜+1 = const. ;
finalement comme E(hn˜+1 − an+1f n˜+1) = 0, const.= 0.
△
3.2 Exponentielle de Wick
- On suppose qu’on a exp |t| · |f | ∈ L2(M,Σ, µ) pour tout t ∈ V (V étant un voisinage
de zéro).
- La transformée de Laplace de f est donnée par : φf(t) =
∫
M
exp(tf)dµ. Une condi-
tion suffisante pour que Sn(t, f) =
n∑
k=0
tk
k!
fk converge dans L1(M,Σ, µ) est que :
∑
n≥0
|t|n
n!
mn <∞.
Définition 3.2.1. On définit :
Exp(tf) ≡ e
tf
φf(t)
qu’on appelle exponentielle de Wick.
Exemples : EXPONENTIELLES DE WICK
1) pour f ∼ N (0, 1) : Exp(tf) = etf− t
2
2 ,
on reconnaît la fonction génératrice des polynômes de Hermite,
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2) pour f ∼ exp(λ) (λ > 0) : Exp(tf) = etf λ− t
λ
,
3) pour f ∼ Γ(a, b) : Exp(tf) = etf
(
b
b− t
)−a
,
4) pour f ∼ Γ(1/2, 1/2) : Exp(tf) = etf√1− 2t,
5) pour f ∼ Γ
(
α
(
a1
b1
)
, β
(
a2
b2
))
: etf
(
b1
b1 − αt
)−a1( b2
b2 − βt
)−a2
,
6) pour f ∼ P(a), a > 0 : Exp(tf) = exp(tf − a(et − 1)).
Proposition 3.2.1. Sous les conditions énoncées plus haut, Exp(tf) est, dans
un voisinage de zéro, développable en série entière (convergente dans L1(M,Σ, µ)) et on
a :
E(Exp) = 1.
Notations
- Exp(tf) =
∑
n≥0
Wn(f)
tn
n!
,
- φf(t) =
∑
n≥0
mn
tn
n!
,
- (φf(t))
−1 =
∑
n≥0
an
tn
n!
,
- Sn(t, f) =
n∑
k=0
tk
k!
fk,
- Pour x ∈ lR et k ∈ IN on pose :
(
x
k
)
=
x(x− 1) · . . . · (x− k + 1)
k!
,
- On notera [x] pour la partie entière du réel x.
- On a :
n∑
k=0
(
n
k
)
mkan−k = 0.
Démonstration
Il existe un voisinage, V’, de zéro sur lequel φf (t) ainsi que (φf (t))−1 sont développables
en série entière (φf (t) ne s’annule pas). Voyons la convergence dans L2(M,Σ, µ) :
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Posons An =
∑
k+l=n
tk
k!
tl
l!
akf
l on a :
m∑
n=1
|An| ≤
m∑
k=1
m∑
l=1
|t|k
k!
|t|l
l!
|ak| · |f |l
≤
m∑
k=1
|t|k
k!
|ak|︸ ︷︷ ︸
C(t)
m∑
l=1
|t|l
l!
|f |l
|Sn(t, f)| ≤
m∑
n=1
|Am| ≤ C(t) exp |t| · |f | ⇒ convergence dans L1(M,Σ, µ).
La convergence dans L2(M,Σ, µ) en découle car :
|Sn(t, f)| − exp(tf)φf (t) |2 ≤ C(t) exp(2|t||f |).
△
Proposition 3.2.2. On a :
f n˜ = Wn(f) =
n∑
k=0
(
n
k
)
akf
n−k.
Démonstration
f 0˜ = 1, W0(f) = 1 ; f 1˜ = f−m1,W1(f) = f+a1, mais
n∑
k=0
(
n
k
)
akmn−k = 0 pour n ≥ 1,
donc (n=1) a1 = −m1.
Supposons que f n˜ = Wn(f) =
n∑
k=0
(
n
k
)
akf
n−k comme Dff n˜+1 = (n+1)f n˜ on en déduit :
f n˜+1 = (n + 1)
n∑
k=0
(
n
k
)
ak
(
f
˜n−k+1 −mn−k+1
n− k + 1
)
=
n+1∑
k=0
(
n+ 1
k
)
akf
˜n−k+1 − an+1 −
n∑
k=0
(
n+ 1
k
)
akmn−k+1
=
n+1∑
k=0
(
n+ 1
k
)
akf
˜n−k+1
△
Exemples : FORMULATIONS EXPLICITES
1) pour f ∼ N (0, 1)
Wn(f) ≡ Hn(f) = n!
[n/2]∑
k=0
(−1)kfn−2k
2kk!(n− 2k)! (n
ième polynôme de Hermite),
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2) pour f ∼ exp(λ) (λ > 0) :
Wn(f) ≡ Eλn(f) = fn −
n
λ
fn−1,
3) pour f ∼ Γ(a, b) :
Wn(f) ≡ Γabn (f) = n!
n∑
k=0
(
a
n− k
)
fk
k!
(−1
b
)n−k
,
4) pour f ∼ Γ(1/2, 1/2) :
Wn(f) ≡ Γ
1
2
1
2
n (f) = f
n − n!
2n−1
n−1∑
k=0
2k
n− k
(
2(n− k − 1)
n− k − 1
)
fk
k!
,
5) pour f ∼ Γ
(
α
(
a1
b1
)
, β
(
a2
b2
))
:
Wn(f) ≡ Qn(f) =
n∑
k=0
(−1)k
(
n
k
)
k!
k∑
p=0
(
a1
p
)(
a2
k − p
)(
α
b1
)p(
β
b2
)k−p
fn−k,
6) pour f ∼ P(a), a > 0 (D = d
da
) :
Wn(f) ≡ P an (f) =
n∑
k=0
(
n
k
)
fn−k
[
ea
(
aD
)k·(e−a)].
Proposition 3.2.3. On a les propriétés suivantes :
1) Df(Exp(tf)) = tExp(tf),
2) Exp(tf) = exp
(
t(f −m1)
)
φf−m1(t)
,
3) Exp(λ(sf + tg)) = Exp(λsf)Exp(λtg)φf(λs)φg(λt)
φ(f,g)(λs, λt)
.
Démonstration
1) On utilise le prolongement de Df .
2) Simple vérification.
3) Il suffit d’écrire : φsf+tg(λ) =
φsf+tg(λ)
φsf (λ)φtg(λ)
φsf (λ)φtg(λ).
△
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Remarque
Exp(λ(sf + tg)) = exp(λ(sf + tg))
φ(f,g)(λs, λt)
=
exp(λ(sf + tg))
φ(sf+tg)(λ)
.
Pour avoir des précisions sur les propriétés des puissances et de l’exponentielle de Wick
confère [1].
3.3 Propriétés des puissances de Wick
3.3.1 Introduction
Il est connu (voir par exemple [2]) que les polynômes orthogonaux classiques ont une
somme importante de propriétés en commun dont :
- ils ont • une formule de récurrence
• une équation différentielle
• une formule de Rodriguez...
(en fait, toutes ces propriétés découlent, y compris les propriétés d’orthogonalité, de la
formule de Rodriguez, confère [2]). On a vu que les puissances de Wick de la variable
aléatoire X (ici on s’intéresse aux propriétés polynômiales on notera X pour f pour le
notifier) sont des polynômes en X de formule explicite :
Wn(X) =
n∑
k=0
(
n
k
)
akX
n−k.
On peut se demander si cette suite de polynômes est orthogonale, cette situation nous
permettrait de puiser dans les outils de la théorie des polynômes orthogonaux.
Quand ces polynômes ne sont pas orthogonaux, existe-t-il des propriétés communes à
toutes ces familles (formule de récurrence, équation différentielle...).
3.3.2 Orthogonalité
Théorème 3.3.1. Etant donnée une variable aléatoire X telle que exp |t||X| ∈
L2(M,Σ, µ), t ∈ V , on a :
∀n 6= m
∫
M
Wn(X)Wm(X)dµ = 0⇔ X ∼ N (m1, m2 −m21).
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Démonstration
On suppose m1 = 0 (quitte à prendre X −m1).
X 1˜ = X ⇒ ∫M XWn(X)dµ = 0 pour n 6= 1.
φX(t)Exp(tX) = exp(tX)⇒
n∑
k=0
(
n
k
)
Wn−kmn−k = Xn
Pour n 6= 1 mn+1 = E(X ·Xn) =
n∑
k=0
(
n
k
)
mn−kE( XWk(X) )
=
(
n
1
)
mn−1m2
= nmn−1m2
⇒
 m2n+1 = 2nm2n−1m2 , m1 = 0m2n = (2n − 1)m2n−2m2 , m0 = 1
⇒
 m2n+1 = 0m2n = (2n − 1)(2n − 3) · . . . · 1m0mn2 = (2n)!2nn!mn2
On a donc une variable aléatoire qui a les moments et la transformée de Laplace d’une
variable aléatoire suivant une loi N (0,m2), on peut donc conclure que X ∼ N (0,m2).
△
Remarque
Ce théorème règle le problème de l’orthogonalité. Dans le cas où X suit une loi
normale on a vu que Wn = Hn. C’est un objet bien connu (dans le cadre classique de
la décomposition en chaos de L2
(
(lR,B(lR), 1√
2pi
e−x
2/2)
)
. On va essayer de trouver des
propriétés communes à toutes les suites de polynômes de Wick.
3.3.3 Formules de récurrence
On sait que Exp(tX) =
∑
n≥0
Wn(X)
tn
n!
où Exp(tX) est une fonction connue qu’on veut
développer en série entière. En fait Exp(tX) n’est rien d’autre que la fonction génératrice
des puissances de Wick, que nous appellerons également polynômes de Wick.
On va puiser dans la théorie des fonctions génératrices (confère [3]) pour trouver une
formule de récurrence.
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i) Première formule de récurrence
Théorème 3.3.2. Les polynômes de Wick vérifient la formule de récurrence :

W0(X) = 1
W1(X) = X −m1
Wn(X) = (X −m1)Wn−1(X)− 1
n
n−2∑
k=0
(
n
k
)
bn−kWk(X).
Où bn =
n∑
k=0
(
n
k
)
k ·mkan−k.
Démonstration
On part de l’égalité :
etX(φX(t))
−1 =
n∑
k=0
Wn(X)
tn
n!
pour t ∈ V.
V étant un certain voisinage de zéro inclus dans le disque de convergence de la série.
Comme le membre de gauche est strictement positif on peut en prendre le logarithme,
puis on dérive par rapport à t, puis on multiplie par t pour obtenir :
tX −
∑
n≥1
n ·mn t
n
n!
∑
n≥0
an
tn
n!
=
∑
n≥1
nWn
tn
n!∑
n≥0
Wn
tn
n!
Ce qui nous donne :∑
n≥1
[
XWn−1
(n− 1)! −
1
n!
n∑
k=0
(
n
k
)
bkWn−k(X)
]
tn =
∑
n≥1
nWn(X)
tn
n!
Où on a posé :
bn =
n∑
k=0
(
n
k
)
k ·mkan−k.
On identifie les cœfficients de chaque côté et on a le résultat attendu.
△
Exemples : FORMULES DE RECURRENCE 1
1) X ∼ N (0, 1) :
Hn(X) = XHn−1(X)− (n− 1)Hn−2(X),
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2) X ∼ exp(λ) (λ > 0) :
Eλn(X) = (X −
1
λ
)Eλn−1(X)− (n− 1)!
n−2∑
k=0
Eλk (X)
k!λn−k
,
3) X ∼ Γ(a, b) :
Γabn (X) = (X −
a
b
)Γabn−1(X)− a(n− 1)!
n−2∑
k=0
Γabk (X)
k!
(
1
b
)n−k,
4) X ∼ Γ(1/2, 1/2) :
Γ
1
2
1
2
n (X) = (X − 1)Γ
1
2
1
2
n−1(X)− (n− 1)!
n−2∑
k=0
2n−k−1
k!
Γ
1
2
1
2
k (X),
5) X ∼ Γ
(
α
(
a1
b1
)
, β
(
a2
b2
))
:
Qn(X) =
(
X − αa1
b1
− βa2
b2
)
Qn−1(X)− (n− 1)!
n−2∑
k=0
Qk(X)
k!
[
a1
(
α
b1
)n−k
+a2
(
β
b2
)n−k]
,
6) X ∼ P(a), a > 0 :
P an (X) = ( X − a )P an−1(X)− a
n−2∑
k=0
(
n− 1
k
)
P ak (X).
Remarque
Cette formule de récurrence n’est pas très maniable, le calcul du cœfficient bn est
souvent délicat, voir même impossible, ce qui nous oblige, pour obtenir la formule finale,
à refaire tous les calculs.
ii) Seconde formule de récurrence
Théorème 3.3.3. Les polynômes de Wick vérifient la formule de récurrence :

W0(X) = 1
W1(X) = X −m1
nWn(X) =
n∑
k=1
(
n
k
)
Wn−k(X)(kXmk−1 − nmk)
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Démonstration
On agit de la même façon que précédemment mais en multipliant par φX(t)
∑
k≥0
Wn(X)
tn
n!
au lieu de
∑
k≥0
Wn(X)
tn
n!
.
△
Exemples : FORMULES DE RECURRENCE 2
1) X ∼ N (0, 1) :
Hn(X) = −n!
[n/2]∑
k=1
Hn−2k(X)
(n− 2k)!2kk! + (n− 1)!X
[(n−1)/2]∑
k=0
Hn−2k−1(X)
(n− 2k − 1)!2kk! ,
2) X ∼ exp(λ) (λ > 0) :
Eλn(X) = (n− 1)!
n∑
k=1
(
n
k
)
Eλn−k(X)
(n− k)!
(
λX − n
λk
)
,
3) X ∼ Γ(a, b) :
nΓabn (X) =
n∑
k=1
(
n
k
)
a(a+ 1) · . . . · (a+ k − 2)
bk−1
(
kX − n
b
(a+ k − 1)
)
Γabn−k(X),
4) X ∼ Γ(1/2, 1/2) :
nΓ
1
2
1
2
n (X) =
n∑
k=1
(
n
k
)(
2k − 2
k − 1
)
(k − 1)!
2k−1
(
kX − 2n(k − 1
2
)
)
Γ
1
2
1
2
n−k(X),
5) X ∼ Γ
(
α
(
a1
b1
)
, β
(
a2
b2
))
:
nQn(X) =
n∑
k=0
(
n
k
)
Qn−k(X)k! ·
{
k−1∑
p=0
[(
a2 + p− 1
p
)(
a2 + k − p− 2
k − p− 1
)(
α
b1
)p(
β
b2
)k−1−p
·
(
X − n
(a2 + k − p− 1
k − p
) )]
−n
(
a1 + k − 1
k
)(
α
b1
)k}
,
6) X ∼ P(a), a > 0 :
nP an (X) = e
−a
n∑
k=1
(
n
k
)(
kX(aD)k−1 (ea)− n(aD)k (ea)
)
P an−k(X).
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Remarque
Cette formule de récurrence est beaucoup plus maniable, il n’y a plus de calculs
intermédiaires à effectuer. Cela vient du fait qu’on n’utilise plus le développement en
série de l’inverse de la transformée de Laplace, objet souvent difficile à déterminer.
Cependant, dans le cas N (0,1), la formule obtenue est moins intéressante. Ainsi, en
fonction des situations, on pourra choisir l’une où l’autre de ces formules de récurrence.
3.3.4 Equations différentielles
i) Première équation différentielle
Théorème 3.3.4. Les polynômes de Wick vérifient une équation différentielle
donnée, pour n ≥ 0, par :
nWn(X)− (X −m1)W ′n(X) +
n∑
k=2
bk
k!
W (k)n (x) = 0.
Démonstration
Comme W ′n(X) = nWn−1(X) on a pour n ≥ k Wk(X) = k!n!W
(n−k)
n (X) on remplace cette
valeur dans la formule de récurrence et on a le résultat.
△
Exemples : EQUATIONS DIFFERENTIELLES 1
1) X ∼ N (0, 1) :
nHn(X)−XH ′n(X) +H ′′n(X) = 0.
2) X ∼ exp(λ) (λ > 0) :
nEλn(X) = (X −
1
λ
)( Eλn )
′(X)−
n∑
k=2
( Eλn )
(k)(X)
λk
3) X ∼ Γ(a, b) :
nΓabn (X) = (X −
a
b
)( Γabn )
′(X)− a
n∑
k=2
( Γabn (X) )
(k)
(
1
b
)k
.
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4) X ∼ Γ(1/2, 1/2) :
nΓ
1
2
1
2
n (X) = (X − 1)( Γ
1
2
1
2
n )
′(X)−
n∑
k=2
2k−1(Γ
1
2
1
2
n )
(k)(X).
5) X ∼ Γ
(
α
(
a1
b1
)
, β
(
a2
b2
))
:
nQn(X) =
(
X − αa1
b1
− βa2
b2
)
Q′n(X)−
n∑
k=2
Q(k)n (X)
[
a1
(
α
b1
)k
+a2
(
β
b2
)k]
,
6) X ∼ P(a), a > 0 :
nP an (X) = ( X − a )(P an )′(X)− a
n∑
k=2
( P an )
(k)
k!
(X)
ii) Seconde équation différentielle
Théorème 3.3.5. Les polynômes de Wick vérifient une équation différentielle
donnée par :
nWn(X)−
n∑
k=1
kXmk−1 − nmk
k!
W (k)n (X) = 0.
Démonstration
C’est exactement la même chose que précédemment.
△
Remarque
Cette équation différentielle n’est pas une réécriture de la première (confère le premier
exemple). On a ainsi trouver deux équations différentielles vérifiées par les polynômes
de Wick.
Exemples : EQUATIONS DIFFERENTIELLES 2
1) X ∼ N (0, 1) :
nHn(X) + n
[n/2]∑
k=1
H
(2k)
n (X)
2kk!
−X
[(n−1)/2]∑
k=0
H
(2k+1)
n (X)
2kk!
= 0.
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2) X ∼ exp(λ) (λ > 0) :
nEλn(X)−
n∑
k=1
( Eλn )
(k)
(
λX − n
λk
)
= 0
3) X ∼ Γ(a, b) :
nΓabn (X)−
n∑
k=1
a(a + 1) · . . . · (a+ k − 2)
k!bk−1
( kX − n
b
(a+ k − 1) )( Γabn (X) )(k)(X) = 0
4) X ∼ Γ(1/2, 1/2) :
nΓ
1
2
1
2
n (X)−
n∑
k=1
kX − 2n(k − 1
2
)
k2k−1
(
2k − 2
k − 1
)
( Γ
1
2
1
2
n )
(k)(X) = 0.
5) X ∼ Γ
(
α
(
a1
b1
)
, β
(
a2
b2
))
:
nQn(X) =
n∑
k=0
Q(K)n (X) ·
{
∑k−1
p=0
[(
a2+p−1
p
)(
a2+k−p−2
k−p−1
)(
α
b1
)p(
β
b2
)k−1−p
·
(
X−n
(
a2+k−p−1
k−p
) )]
−n(a1+k−1
k
)(
α
b1
)k}
,
6) X ∼ P(a) :
nP an (X) = e
−a
n∑
k=1
(
kX(aD)k−1 (ea)− n(aD)k (ea)
)
( P an )
(k)(X)
k!
.
3.4 Quelques lois en probabilités
3.4.1 Loi NORMALE, N (0, 1)
- Densité : f(x) =
e
−x2
2√
2π
,
- transformée de Laplace : φX(t) = e
t2
2 .
3.4.2 Loi GAMMA de paramètres a > 0 et b > 0, Γ(a, b)
- Densité : f(x) = 1]0,∞[(x)
ba
Γ(a)
e−bxxa−1, a > 0, b > 0,
- transformée de Laplace : φX(t) = (
b
b− t)
a pour |t| < b.
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3.4.3 Combinaison linéaire de Lois GAMMA, Γ
(
α
(
a1
b1
)
, β
(
a2
b2
))
Les paramètres étant tous des réels strictement positifs, c’est la loi d’une variable
aléatoire Z pouvant s’écrire Z = αX + βY où X et Y sont des variables aléatoires
indépendantes de loi respective Γ(a1, b1) et Γ(a2, b2).
Notons f1α la densité de αX (qui suit une loi Γ(a1,
b1
α
)) et f2β la densité de βY ( qui
suit une loi Γ(a2,
b2
β
)).
- Densité : f(x) = f1α ∗ f2β(x),
- transformée de Laplace : φX(t) =
(
b1
b1 − αt
)a1( b2
b2 − βt
)a2
pour |t| < b1 ∧ b2.
3.4.4 Loi EXPONENTIELLE de paramètre λ, Exp(λ)
C’est une loi Γ(1, λ).
- Densité : f(x) = λe−λx1]0,∞[(x),
- transformée de Laplace : φX(t) =
λ
λ− t pour |t| < λ.
3.4.5 Loi de POISSON de paramètre λ, P(λ)
- Loi (discrète) : P (X = k) = e−λ
λk
k!
,
- transformée de Laplace : φX(t) = exp( λ(e
t − 1) ).
3.4.6 Loi BINOMIALE de paramètres N,p,q : B(N ; p, q)
C’est la loi d’une variable aléatoire sur {0, . . . , N}, avec p+ q = 1 (p > 0, q > 0, N ∈
IN) :
- loi : P (X = k) =
(
N
k
)
pkqN−k,
- transformée de Laplace : φX(t) = (e
tp+ q)N .
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3.5 Quelques rappels sur les polynômes de LAGUERRE
généralisés, Lαn(x)
Intervalle d’étude :
[0,+∞).
Standardisation :
[xn]Lαn(x) =
(−1)n
n!
.
Fonction poids :
w(x) = xαe−x , α > −1.
Norme :
hn =
Γ(n+ α + 1)
n!
.
Formulation explicite :
Lαn(x) =
n∑
m=0
(−1)m
(
n + α
n−m
)
1
m!
xm.
Formule de récurrence :
(n+ 1)Lαn+1(x) = [(2n+ α + 1)− x]Lαn(x)− (n+ α)Lαn−1(x)
Lα0 (x) = 1
Lα1 (x) = 1 + α− x.
Equation différentielle :
xy′′ + (α+ 1− x)y′ + ny = 0 , y = Lαn(x).
Formule de Rodriguez :
Lαn(x) =
1
n!xαe−x
dn
dxn
{xn+αe−x}.
Fonction génératrice :
Fα(t, x) = (1− z)−α−1 exp( xz
z − 1) =
∑
n≥0
Lαn(x)z
n , |z| < 1.
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3.6 Une relation avec les polynômes de Laguerre
On va noter Γa,b(t, x) la fonction génératrice des polynômes de Wick, Γ
a,b
n (x), associée
à une variable aléatoire suivant une loi Γ(a, b).
Proposition 3.6.1.
Γa,b(t, x) = Fa−1(
t
t− b , bx).
Démonstration
C’est une simple vérification.
△
Proposition 3.6.2.
Γa,b0 (x) = L
a−1
0 (bx)
Γa,bn (x) =
n!
bn
n−1∑
k=0
(−1)n−k
(
n− 1
k
)
La−1n−k(bx), n ≥ 1.
Démonstration
Fa−1( tt−b , bx) =
∑
k≥0
La−1n (bx)
(
t
t− b
)n
.
Pour n ≥ 1 ( 11−x )n =
∑
k≥0
(
k + n− 1
k
)
xk donc :
Fa−1( tt−b , bx) =
∑
k≥1
[
La−1n (bx)(
−t
b
)n
∑
k≥0
(
k + n− 1
k
)
(
t
b
)n
]
+La−10 (bx)
Fa−1( tt−b , bx) =
∑
m≥1
m−1∑
k=0
(−1)m−kLa−1m−k(bx)
(
m− 1
k
)
(
t
b
)m + La−10 (bx)
Ou encore :
∑
n≥0
Γa,bn (x)
tn
n!
=
∑
m≥1
m−1∑
k=0
(−1)m−k
bn
La−1m−k(bx)
(
m− 1
k
)
m!
tm
m!
+ La−10 (bx)
d’où le résultat.
△
53
3.7 Les premiers polynômes de Wick
1) X ∼ N (0, 1) : X n˜ = Hn(X) = n!
[n/2]∑
k=0
(−1)kXn−2k
2kk!(n− 2k)!
H0(x) = 1 H3(x) = x
3 − 3x
H1(x) = x H4(x) = x
4 − 6x2 + 3
H2(x) = x
2 − 1 H5(x) = x5 − 10x3 + 15x.
2) X ∼exp(λ) : X n˜ = Eλn(X) = Xn −
n
λ
Xn−1
Eλ0 (x) = 1 E
λ
3 (x) = x
3 − 3
λ
x2
Eλ1 (x) = x−
1
λ
Eλ3 (x) = x
4 − 4
λ
x3
Eλ2 (x) = x
2 − 2
λ
Eλ3 (x) = x
5 − 5
λ
x4.
3) X ∼ Γ(a, b) : X n˜ = Γabn (X) = n!
n∑
k=0
(
a
n− k
)
Xk
k!
(−1
b
)n−k
Γab0 (x) = 1
Γab1 (x) = x−
a
b
Γab2 (x) = x
2 − 2a
b
x+
a(a− 1)
b2
Γab3 (x) = x
3 − 3a
b
x2 + 3
a(a− 1)
b2
x− a(a− 1)(a− 2)
b3
Γab4 (x) = x
4 − 4a
b
x3 + 6
a(a− 1)
b2
x2 − 4a(a− 1)(a− 2)
b3
x+
a(a− 1)(a− 2)(a− 3)
b4
Γab5 (x) = x
5 − 5a
b
x4 + 10
a(a− 1)
b2
x3 − 10a(a− 1)(a− 2)
b3
x2 + 5
a(a− 1)(a− 2)(a− 3)
b4
x
−a(a− 1)(a− 2)(a− 3)(a− 4)
b5
.
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4) X ∼ Γ(1/2, 1/2) : X n˜ = Γ
1
2
1
2
n (X) = Xn − n!
2n−1
n−1∑
k=0
2k
n− k
(
2(n− k − 1)
n− k − 1
)
Xk
k!
Γ
1
2
1
2
0 (x) = 1 Γ
1
2
1
2
3 (x) = x
3 − 3x2 − 3x− 3
Γ
1
2
1
2
1 (x) = x− 1 Γ
1
2
1
2
4 (x) = x
4 − 4x3 − 6x2 − 12x− 15
Γ
1
2
1
2
2 (x) = x
2 − 2x− 1 Γ
1
2
1
2
5 (x) = x
5 − 5x4 − 10x3 − 30x2 − 75x− 105.
5) X ∼ P(a) : X n˜ = P an (X) =
n∑
k=0
(
n
k
)
Xn−k
[
ea
(
aD
)k·(e−a)]
P a0 (x) = 1
P a1 (x) = x− a
P a2 (x) = x
2 − 2ax+ (a2 − a)
P a3 (x) = x
3 − 3ax2 + 3(a2 − a)x+ (−a3 + 3a− a)
P a4 (x) = x
4 − 4ax3 + 6(a2 − a)x2 + 4(−a3 + 3a− a)x+ (a4 − 6a3 + 7a2 − a)
P a5 (x) = x
5 − 5ax4 + 10(a2 − a)x3 + 10(−a3 + 3a− a)x2 + 5(a4 − 6a3 + 7a2 − a)x
+(−a5 + 10a4 − 25a3 + 15a2 − a).
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Chapitre 4
Densité de variables aléatoires discrètes
4.1 Introduction
Les fonctions de Rademacher, r0 = 1, n ≥ 1 rn =
2n−1∑
k=0
(−1)k1] k
2n
, k+1
2n
], forment un
système souvent utilisé et dont les propriétés sont bien connues. Ce sont notamment des
variables aléatoires de
(
[0, 1], B([0, 1]), λ
)
à valeurs dans {-1,1}, centrées, indépendantes.
On sait, si on pose Fn = σ(r1, . . . , rn), que B([0, 1]) =
∨
n
Fn et construire à partir des
(rn)n un sous-espace vectoriel (sev) dense de L
2
(
[0, 1], B([0, 1]), λ
)
.
Cet espace vectoriel est celui engendré par les produits
n∏
i=1
rki où 1 ≤ k1 < · · · < kn ,
n ∈ IN. (On appelle ce système, "système de Walsh" pour J.L.Walsh).
Avant de généraliser ce résultat, voyons deux propositions faciles.
Proposition 4.1.1. Etant donnée une suite de variables aléatoires indépen-
dantes centrées (vaic) du second ordre, on ne peut pas construire (sans en prendre les
produits) un sev dense de L2.
Démonstration
soit Xn : (Ω,F , P )→ (E, E), comme E
(
(X0X1)Xj
)
= 0 ∀j ≥ 0 on a trouvé une variable
aléatoire 6≡ 0 orthogonale à l’espace vectoriel engendré par les Xj , j ∈ IN, il n’est donc
pas dense dans L2(Ω,F , P ).
△
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Remarque
Une suite de vaic réduites fournit un système orthonormal ce qui pourrait nous
pousser à essayer de montrer que c’est une base de L2(Ω,F , P ). Cette proposition nous
en dissuade immédiatement.
Proposition 4.1.2. Soient X : (Ω,FX , P )→
(
lR, B(lR), PX
)
, (Qn)n une famille
de polynômes de L2(lR) formant un sev dense.
Alors
(
Qn(X)
)
n
, forme un sev dense de L2(Ω).
Démonstration
f ∈ L2(Ω) telle que E
(
fQn(X)
)
= 0 ∀n. f est FX -mesurable donc f = g ◦X (g : lR→ lR).
La condition s’écrit :(∫
lR
g(x)Qn(x)dPX (x) = 0 ∀n
)
⇒
(
g ≡ 0
)
⇒
(
f ≡ 0
)
.
△
Remarque
Cette proposition nous dit qu’un moyen d’investigation, dans la recherche de sous-
espaces vectoriels denses, est d’étudier des familles de polynômes dans les espaces image.
4.2 Suite de variables aléatoires prenant 2 valeurs
On se donne une suite de vaic réduites (vaicr) (Xn)n≥1 : (Ω,F , P )→ {a1, a2} où F =∨
n
Fn avec Fn = σ
(
X1, . . . , Xn
)
. Posons
 Hn0 = [1]Hnk = [Xi1 · · ·Xik : 1 ≤ i1 < · · · < ik ≤ n] 1 ≤ k ≤ n
Hn =
⋃
k≥0
Hnk
Ajk =
(
Xj
)−1
(ak)
Ak = A
1
k1
∩ · · · ∩Ankn avec k = (k1, . . . , kn) ∈ {1, 2}n.
Les Hnk sont les espaces vectoriels engendrés par tous les monônes de degré k qu’on peut
obtenir avec les n premiers termes de la suite. (Il est assez facile de voir que pour tout
j, Xkj s’exprime avec 1 et Xj pour tout k ≥ 2.)
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Théorème 4.2.1.
⋃
n≥0
Hn est dense dans L2(Ω,F , P ).
Lemme 4.2.1.
Hnk⊥Hnk′ k 6= k′.
Démonstration du lemme 4.2.1.
Posons Ekk′ = E
(
Xi1 · · ·XikXj1 · · ·Xjk′
)
, supposons k < k′, il existe une permutation σ
de Σk′ telle que :
Ekk′ = E
(
Xi1 · · ·XikXσ(j1) · · ·Xσ(jk)
)
E
(
Xσ(jk+1)
)
· · ·E
(
Xσ(jk′ )
)
Les variables aléatoires étant centrées, Ekk′ = 0.
△
Lemme 4.2.2.
∀n ≥ 1 L2(Ω,Fn, P ) = Hn.
Démonstration du lemme 4.2.2.
D’une part Fn = σ(X1, . . . ,Xn) = σ
(
Ak, k ∈ {1, 2}n
)
, par indépendance des variables
aléatoires aucun des Ak n’est vide, les systèmes
{
A
j
1, A
j
2
}
j ∈ {1, . . . , n} sont des parti-
tions de Ω. Il en est de même du système
{
Ak, k ∈ {1, 2}
}
(on le voit facilement par
récurrence).
Fn est donc engendrée par 2n éléments qui forment une partition de Ω et , par suite,
dim
(
2(Ω,Fn, P )
)
= 2n (engendré par les 1Ak).
D’autre part les éléments de Hnk sont linéairement indépendants, en effet :
soit
∑
1≤i1<···<ik≤n
λi1···ikXi1 · · ·Xik = 0 en multipliant par Xj1 · · ·Xjk puis en prenant l’es-
pérance on trouve λj1···jk = 0.
Chaque Hnk possède
(n
k
)
éléments (qui sont libres), de part l’orthogonalité, Hn possède
n∑
k=0
(
n
k
)
= 2n éléments.
Finalement, comme Hn ⊂ L2(Ω,Fn, P ) le lemme est démontré.
△
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Démonstration du théorème 4.2.1.
Prenons f dans L2(Ω,F , P ) orthogonale Ĺ ⋃Hn. Par le lemme 4.2.2., f est orthogo-
nale à chaque L2(Ω,Fn, P ), n ≥ 1, donc pour tout F dans
⋃
n≥1
Fn, E
(
1F f
)
= 0, mais{
F, E
(
1F f
)
= 0
}
est une classe monotone contenant algèbre
⋃
n≥1
Fn donc, par le théo-
rème de la classe monotone, E(1F f) = 0 pour tout F dans F et par suite f ≡ 0 d’où le
résultat.
△
4.3 Suite de variables aléatoires prenant un nombre
fini de valeurs
Soit Xn : (Ω,F , P ) →
{
a1, . . . , aN
}
, n ≥ 1 une suite de vaic ayant des moments de
tous ordres, F =
∨
n
Fn où Fn = σ(X1, . . .Xn).
Proposition 4.3.1. Pour tout j ≥ 1 fixé dans IN, le système
{
1, Xj, . . . , X
N−1
j
}
est une base de L2(Ω,FXj , P ).
Remarque
Cela veut dire que dans un ensemble générateur on ne peut pas avoir de puissances
supérieures à N-1 de chacune des variables aléatoires .
Démonstration
Posons comme précédemment Ajk =
(
Xj
)−1
(ak) k ∈ {1, . . . , N}n.
Alors Xj = a11Aj1
+ · · ·+ aN1Aj
N
.
D’une part
{
1
Aj1
, . . . , 1
Aj
N
}
est une base de L2(Ω,FXj , P ).
D’autre part si X0j , . . . ,X
N−1
j est un système libre de L
2(Ω,FXj , P ) alors c’est une base.
Formons :
N−1∑
k=0
λkX
k
j = 0
⇔
N−1∑
k=0
λk
(
a11Aj1
+ · · ·+ aN1Aj
N
)
= 0⇔
N−1∑
l=0
1
Aj
l
(
λ0 + λ1a
1
l + · · · + λN−1aN−1l
)
= 0
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⇔
1 a1 a
2
1 · · · aN−11
...
...
1 aN a
2
N · · · aN−1N


λ0
...
λN−1
 = 0 ⇔ λ0 = · · · = λN−1 = 0 (déterminant
de Vandermonde).
△
Remarque
On a envie de faire la même construction que précédemment en posant Hnk pour
l’ensemble des monômes de degré k ce qu’on peut écrire grace à la proposition 4.3.1. :
Hnk =
[
X
αi1
i1
· · ·Xαinin 1 ≤ αi1 < · · · < αin ≤ n , αi1 + · · · + αin = k , αiν ∈
{0, . . . , N − 1}
]
et en posant Hn =
n(N−1)⋃
k=0
Hnk .
Cette décomposition n’a plus de sens pour N ≥ 3 car les Hnk ne sont plus orthogonaux.
Exemple, N=3
n=1

H10 = [1]
H11 = [X1]
H12 = [X
2
1 ]
E(X1 ·X21 ) = E(X31 )
n=2

H20 = [1]
H21 = [X1, X2]
H22 = [X
2
1 , X
2
2 , X1X2]
H23 = [X
2
1X2, X1X
2
2 ]
H24 = [X
2
1X
2
2 ]
E(X1 ·X21 ) = E(X31 ) ; E(X1X2 ·X21X2) = E(X31 )E(X22 )
En prenant X = −1 · 1]0,1] + 3 · 1]1,2] − 2 · 1]2,3], P = λ3 , E(X3) = 6
Théorème 4.3.1. Posons : H0 = [1]Hn = [Xα11 · · ·Xαnn , (α1, . . . αn) ∈ {0, . . .N − 1}n ] n ≥ 1
.
Alors
⋃
n≥0
Hn est dense dans L2(Ω,F , P ).
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Lemme 4.3.1. Le système
{
Xα11 · · ·Xαnn , (α1, . . . , αn) ∈ {0, . . . , N − 1}n
}
est
libre.
Démonstration du lemme 4.3.1.
Formons
∑
(α1,...,αn)
∈{0,...,N−1}n
λα1···αnX
α1
1 · · ·Xαnn = 0
Le système
{
1Ak , k ∈ {1, . . . , N}n
}
forme un base de L2(Ω,Fn, P ) (c’est le même rai-
sonnement que dans le cas de deux valeurs, confère lemme 4.2.2.).
On peut écrire : Xαkk =
N∑
νk=1
aαkνk 1Akνk
.
Si 0 = (α1, . . . , αn), 1 = X
α1
1 · · ·Xαnn =
∑
(ν1,...,νn)
∈{1,...,N}n
1A1ν1∩···∩Anνn (partition).
Supposons maintenant que 0 6= (α1, · · · , αn) ∈ {0, . . . , N − 1}n :
∃ (i1, . . . , ik) ∈ {1, . . . , N − 1}k, i1 < . . . < ik :
Xα11 · · ·Xαnn = X
αi1
i1
· · ·Xαikik =
∑
(ν1,...,νk)
∈{1,...,N}k
a
αi1
ν1 · · · a
αik
νk 1Ai1ν1∩···∩A
ik
νk
mais 1
A
i1
ν1
∩···∩Aikνk
=
∑
(νk+1,...,νn)
∈{1,...,N}n−k
1
(A
i1
ν1
∩···∩Aikνk )∩(A
ik+1
νk+1
∩···∩Ainνn )
(partition)
où ik+1 < · · · < in et {ik+1, . . . , in} = {1, . . . , N} − {i1, . . . , ik}
On peut écrire :
X
αi1
i1
. . . X
αik
ik
=
∑
(ν1,...,νk)
∈{1,...,N}k
a
αi1
ν1 · · · a
αik
νk
∑
(νk+1,...,νn)
∈{1,...,N}n−k
1
A
i1
ν1
∩···∩Ainνn
=
∑
(ν1,...,νn)
∈{1,...,N}n
a
αi1
ν1 · · · a
αik
νk 1Ai1ν1∩···∩A
in
νn
∃ σ ∈ Σn (permutations d’ordre n) telle que Ai1ν1 ∩ · · · ∩Ainνn = A1νσ(1) ∩ · · · ∩Anνσ(n)
X
αi1
i1
· · ·Xαikik =
∑
(ν1,...,νn)
∈{1,...,N}n
a
αi1
ν1 · · · a
αik
νk 1A1νσ(1)∩···∩Anνσ(n)
=
∑
(ν1,...,νn)
∈{1,...,N}n
a
αi1
νi1
· · · aαikνik 1A1ν1∩···∩Anνn .
Comme αik+1 = · · · = αin = 0 on peut écrire :
Xα11 · · ·Xαnn =
∑
(ν1,...,νn)
∈{1,...,N}n
a
αi1
ν1 · · · aαinνn 1A1ν1∩···∩Anνn .
Donc :∑
(α1,...,αn)
∈{0,...,N−1}n
λα1···αnX
α1
1 · · ·Xαnn = 0⇔
∑
(α1,...,αn)
∈{0,...,N−1}n
λα1···αn
∑
(ν1,...,νn)
∈{1,...,N}n
aα1ν1 · · · aαnνn 1A1ν1∩···∩Anνn =
0.
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⇔
∑
(ν1,...,νn)
∈{1,...,N}n
( ∑
(α1,...,αn)
∈{0,...,N−1}n
λα1···αna
α1
ν1 · · · aαnνn
)
1A1ν1∩···∩Anνn = 0.
Comme le système
{
1Ak , k ∈ {1, . . . , N}n
}
est libre on a :
∀(ν1, . . . , νn) ∈ {1, . . . , N}n ,
∑
(α1,...,αn)
∈{0,...,N−1}n
λα1···αna
α1
ν1 · · · aαnνn = 0.
Regardons le cas n=2 : ∀(α1, α2) ∈ {0, . . . , N − 1}2
∑
(ν1,ν2)
∈{1,...,N}2
λα1α2a
α1
ν1 a
α2
ν2 = 0
En utilisant l’ordre lexicographique pour ranger le vecteur colonne
(
λα1α2
)
(α1α2)
, on ob-
tient l’écriture matricielle suivante :

AN a1AN · · · aN−11 AN
AN a2AN · · · aN−12 AN
...
...
...
...
AN aNAN · · · aN−1N AN


λ00
...
λ01
...
λN−1N−1

= 0.
Où on a posé AN =

1 a1 · · · aN−11
...
...
1 aN · · · aN−1N

Ce qu’on peut réécrire :
AN
0
. . . 0
AN


I a1I · · · aN−11 I
...
...
I aN I · · · aN−1N I
 = 0
où I = IdNxN .
det AN 6= 0 (déterminant de Vandermonde), on peut appeler le déterminant de la
deuxième matrice "déterminant de Vandermonde généralisé" (on le calcule par la même
méthode que le déterminant classique).
Prenons comme hypothèse de récurrence que le système s’écrit :(
Mn
)(
λα1···αn
)
= 0 avec det Mn = 0 ( Mn ∈ MNnxNn). Voyons le rang n+1. On vérifie
aisément qu’on a :
(
Mn+1
)(
λα1···αn+1
)
= 0 avec
Mn+1 =

Mn a1Mn · · · aN−11 Mn
...
...
Mn aNMn · · · aN−1N Mn

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(en utilisant l’ordre lexicographique pour ranger le vecteur λα1···αn+1)
Mn+1 =

Mn
0
. . . 0
Mn


I a1I · · · aN−11 I
...
...
I aNI · · · aN−1N I
 = 0 où I = IdNnxNn .
On utilise l’hypothèse de récurrence pour déduire : det Mn+1 6= 0. Par suite on peut
conclure que λα1···αn+1 = 0 ∀(α1, . . . , αn+1) ∈ {0, . . . , N − 1}n+1, c’est à dire que le
système est libre, ce qui démontre le lemme 4.3.1.
△
Lemme 4.3.2.
∀n ≥ 0 L2(Ω,Fn, P ) = Hn.
Démonstration
Comme Fn = σ
(
Ak , k ∈ {1, . . . , N}n
)
, L2(Ω,Fn, P ) est engendré par
{
1Ak , k ∈
{1, . . . , N}n
}
(puisque {Ak, k} est une partition de Ω).
Donc dim
(
L2(Ω,Fn, P )
)
= Nn (aucun des Ak n’est vide par indépendance des variables
aléatoires ; comme aucun des Ajkj n’est de probabilité nulle, p(Ak) 6= 0 ∀k ∈ {1, . . . , N}n).
On voit aisément que : card
{
Xα11 · · ·Xαnn , (α1, . . . , αn) ∈ {0, . . . , N − 1}n
}
= Nn
(on a une bijection {0, . . . , N − 1}n →Hn (α1, . . . , αn)→ Xα11 · · ·Xαnn ).
Le lemme 4.3.1. nous permet d’en déduire : dim(Hn) = Nn
Ainsi
 Hn ⊂ L2(Ω,Fn, P )Hn et L2(Ω,Fn, P ) ont le même nombre de générateurs
donc Hn = L2(Ω,Fn, P ).
△
Démonstration du théorème 4.3.1.
Prenons f dans L2(Ω,F , P ) orthogonale à ⋃Hn. Par le lemme 4.3.2. f est orthogo-
nale à chaque L2(Ω,Fn, P ), n ≥ 1, donc pour tout F dans
⋃
n≥1
Fn, E
(
1F f
)
= 0, mais{
F, E
(
1F f
)
= 0
}
est une classe monotone contenant algèbre,
⋃
n≥1
Fn donc, par le théo-
rème de la classe monotone, E(1F f) = 0 pour tout F dans F et par suite f ≡ 0 d’où le
résultat.
△
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Chapitre 5
Densité de produit de variables
aléatoires continues
5.1 Densité
5.1.1 Notations, premiers résultats
Le but de ce paragraphe est d’étudier l’espace engendré par les produits des termes
d’une suite de variables aléatoires .
Pour cela, donnons nous une suite de variables aléatoires réelles, centrée réduites(
Xn
)
n∈IN∗
définies sur un espace probabilisé (
E, E , ν
)
E étant la tribu engendrée par la suite considérée
E := E∞ := σ
(
Xk|k ∈ IN∗
)
et E un espace vectoriel normé.
Nous noterons :
En := σ
(
Xk|k = 1, . . . , n
)
EXk := σ
(
Xk
)
où k ∈ IN∗.
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Il s’agit donc d’étudier l’espace des polynômes lR
[
(Xn)n∈IN∗
]
. Plus précisément, notre
étude va porter sur le lR-espace vectoriel engendré par les produits de la forme :
Xα11 · . . . ·Xαnn
(
n ∈ IN∗
)(
(α1, . . . , αn) ∈ (IN∗)n
)
.
Notons :
Xn := V ectlR
{
Xα11 · . . . ·Xαnn |(α1, . . . , αn) ∈ (IN∗)n
}
:= Xn
X :=
⋃
n∈IN∗
Xn
Théorème 5.1.1. Supposons que pour tout n ∈ IN∗, Xn soit dense dans L2
(
E, En, ν
)
,
alors
X ⊂
dense
L2
(
E, E , ν
)
.
Remarque
Les raisonnements donnant des résultats de densité s’inspirent souvent du théorème
que nous rappelons ici dans sa version hilbertienne. Sa démonstration utilise le théorème
de Hahn-Banach sous sa deuxième forme géométrique (confère [5] p.7).
Théorème 5.1.2. Soient H un espace de Hilbert et G un sous-espace vectoriel
de H.
Si pour tout h ∈ H
(
(∀g ∈ G)(< h, g >= 0)
)
=⇒
(
h = 0
)
où <,> désigne le produit scalaire de H, alors G = H, ce qu’on peut aussi écrire :
G⊥ = {0}.
Démonstration
Soit f ∈ L2
(
E, E , ν
)
∩X⊥.
La suite
(
E(f |En)
)
n∈IN∗
est une martingale de carré intégrable (càd qui vérifie supnEM
2
n <
∞) relativement à la filtration
(
En
)
n∈IN∗
, elle converge dans L2
(
E, E , ν
)
vers E(f |
∨
n
En) =
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f (puisque E =
∨
n
En), confère par exemple [6] p.49 et p.62.
Fixons n ∈ IN∗, comme f ∈ X⊥ on a :(
∀(α1, . . . , αn) ∈ INn
)(
E
(
E(f |En)Xα11 · . . . ·Xαnn
)
= E
(
fXα11 · . . . ·Xαnn
)
= 0
)
.
En particulier, n étant fixé dans N∗,
E(f |En) ∈ L2
(
E, En, ν
)
∩X⊥,
et par densité de Xn dans L2
(
E, En, ν
)
E(f |En) = 0.
ce qui entraîne f = 0 et par suite
X⊥ = {0}
i.e. X est dense dans L2
(
E, E , ν
)
.
△
5.1.2 Quelques conditions suffisantes
i) Existence de moments exponentiels
Nous allons voir que l’hypothèse d’existence de moments exponentiels est une condi-
tion suffisante de densité (confère [7] chap. 2).
Définition 5.1.1. On dira qu’une variable aléatoire U admet des moments ex-
ponentiels si : (
∃t0 > 0
)(
∀|t| < t0
)(
E(etU ) <∞
)
.
Nous noterons Exp(U) cette hypothèse.
La proposition suivante donne le lien entre la condition Exp
(
X
)
et la densité des poly-
nômes, commençons par rappeler une propriété de telles variables aléatoires .
Lemme 5.1.1. Toute variable aléatoire X vérifiant Exp
(
X
)
admet des moments
de tous ordres : (
∀α ∈ IN
)(
E(|X|α) <∞
)
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Proposition 5.1.1. Soit X une variable aléatoire réelle définie sur
(
E, EX , ν
)
vérifiant Exp
(
X
)
alors
X := V ectlR
{
Xα|α ∈ IN
}
⊂
dense
L2
(
E, EX , ν
)
.
Démonstration de la proposition 5.1.1.
Soit g ∈ L2
(
E, EX , ν
)
∩X⊥.
∃f ∈ L2
(
lR, B(lR), νX
)
telle que g = f ◦X, où νX est la loi image de X par ν.
Posons :
ϕ(t) := Eν
(
eitXg
)
comme g ∈ L2
(
E, EX , ν
)
, ϕ(t) est bien définie, pour tout t ∈ lR. En passant dans l’espace
image on a :
ϕ(t) =
∫
lR
eitxf(x)dνX(x).
• Régularité de ϕ
Soit α ∈ IN
ϕα(t) :=
∫
lR
|xα| · |eitxf(x)|dνX(x)
≤
CS
||f ||2
(∫
lR
|x2α|dνX(x)
) 1
2
≤ +∞.
La dernière inégalité étant vraie par le lemme 5.1.1. On a noté CS pour exprimer qu’on
utilise l’inégalité de Cauchy-Schwartz. Le théorème de dérivation de Lebesgue assure
l’existence de toutes les dérivées de ϕ.
• Existence d’un ouvert où ϕ et toutes ses dérivées sont nulles
f étant orthogonale aux polynômes, on va développer eitx en série entière de façon à faire
apparaître les monômes xα (α ∈ IN).
Il faut qu’on puisse inverser
∫
et
∑
, vérifions le.
Regardons :
ψ(t) :=
∫
lR
∑
k∈IN
|(itx)
k
k!
|f(x)|dνX(x)
=
∫
lR
e|tx||f(x)|dνX(x)
≤
CS
||f ||2
(∫
lR
e2|tx|dνX(x)
) 1
2
< +∞ pour |t| < t0
2
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On peut intégrer terme à terme la série
∑
k∈IN
(itx)k
k!
sur l’intervalle D :=]− t02 ,+ t02 [ et
ϕ(t) =
∑
k∈IN
(it)k
k!
∫
lR
xkf(x)dνX(x) =
∑
k∈IN
(it)k
k!
Eν
(
Xkg
)
de la même façon, pour j ∈ IN∗ :
ϕ(j)(t) =
∑
k∈IN
tk
k!
∫
lR
(ix)k+jf(x)dνX(x) =
∑
k∈IN
tkik+j
k!
Eν
(
Xk+jg
)
Comme g ∈ X⊥, ϕ(j)|D = 0 (j ∈ IN).
• Prolongement
Posons :
- D0 := D
- Dp :=]− t02 + p t02 , t02 + p t02 [ p ∈ IN∗
On a ϕ|D0 = 0, c’est le point précédent.
Pour prolonger ce résultat à lR faisons un raisonnement par récurrence sur p.
Soient j ∈ IN et t ∈ Dp+1, ∃tp ∈ Dp tel que |t− tp| < t02 ,
ϕ(j)(t) =
∫
lR
(ix)jei(t−tp)xeitpxf(x)dνX(x).
• |(ix)jeitpxf | = |(x)jf |
• |t− tp| < t0
 =⇒

on peut intégrer terme à terme
la série
∑
k∈IN
(i(t− tp)x))k
k!
(ix)jeitpxf(x).
Ce qui nous donne
ϕ(j)(t) =
∑
k∈IN
(t− tp)k
k!
ϕ(k+j)(tp) = 0
et donc ϕ(j)|∪p∈INDp
= 0.
D’autre part (
∀t ∈ lR
)(
(∃p ∈ IN)(|t| < t0
2
+ p
t0
2
=
p+ 1
2
t0)
)
puisque lim
p→+∞(
p+ 1
2
t0)) = +∞
donc
⋃
p∈IN
Dp = lR et finalement, pour toutj ∈ IN ϕ(j) ≡ 0.
• Conclusion
Par injectivité de la transformée de Fourier, on déduit que f = 0 puis g = 0,
il s’ensuit :
X = L2
(
E, EX , ν
)
.
△
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Remarque
Dans [9] pX on pourra trouver une autre démonstration de ce résultat. Dans le cas
de variables aléatoires ayant une densité par rapport à la mesure de Lebesgue, cette
proposition relève de la théorie des polynômes. Dans [4] p133, on trouvera une démons-
tration basée sur le principe du prolongement analytique ; une généralisation à lRn de
cette méthode impose l’utilisation de la théorie des fonctions holomorphes de plusieurs
variables. Nous avons choisi une démonstration plus constructive, comme nous le verrons
plus loin, qui se généralise assez facilement.
Définition 5.1.2. On dira qu’une suite de variables aléatoires
(
Uk
)
k∈IN
admet
des moments exponentiels si :(
∀k ∈ IN
)(
∃τk > 0
)(
∀|t| < τk
)(
E(etUk) <∞
)
.
Nous noterons Exp
(
(Uk)k∈IN
)
cette hypothèse.
ii) Deux corollaires au théorème 5.1.1.
Corollaire 5.1.1. On suppose de plus que les variables aléatoires (Xn)n∈IN∗ sont
indépendantes.
Si (
∀k ∈ IN∗
)(
V ectlR
{
Xαk |α ∈ IN
}
⊂
dense
L2
(
E, EXk , ν
))
alors, ⋃
n∈IN∗
V ectlR
{
Xα11 · . . . ·Xαnn |(α1, . . . , αn) ∈ INn
}
⊂
dense
L2
(
E, E , ν
)
.
Démonstration
soit νk (resp. νX) la loi de Xk
(
resp. X := (X1, . . . ,Xn)
)
alors νX = ν1 ⊗ · · · ⊗ νn.
Dans les espaces images(
E, E , ν
)
−→ (lRn, B(lRn), νX)
ω 7−→
(
X1(ω), . . . ,Xn(ω)
)
:= (x1, . . . , xn).
L’indépendance nous assure l’isomorphisme :
L2
(
lRn, B(lRn), νX
)
≃
n⊗
k=1
L2
(
lR, B(lR), νk
)
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ce qui fournit la solution :{
xαk |α ∈ IN
}
est un système générateur de L2
(
lR, B(lR), νk
)
,
{ n⊗
k=1
x
αk
k |(α1, . . . , αn) ∈ INn
}
est donc générateur de
n⊗
k=1
L2
(
lR, B(lR), νk
)
. Par l’isomorphisme, on remonte à l’espace
source et utilise le théorème 5.1.1. pour conclure.
△
Remarque
Dans le corollaire suivant, on ne suppose plus les variables aléatoires indépendantes,
ce qui impose une hypothèse plus forte à chacune d’entre elles.
Corollaire 5.1.2. Avec les notations du théorème 5.1.1., on suppose que la suite
de variables aléatoires
(
Xk
)
k∈IN∗
vérifie l’hypothèse Exp
(
(Xk)k∈IN∗
)
;
alors :
⋃
n∈IN∗
V ectlR
{
Xα11 · . . . ·Xαnn |
(
(α1, . . . , αn) ∈ INn
)}
⊂
dense
L2
(
E, E , ν
)
.
Démonstration
Elle va consister en une généralisation de la démonstration de la proposition 5.1.1.
Fixons n ∈ IN∗ : (
X1, . . . ,Xn
)
:
(
E, En, ν
)
−→
(
lRn, B(lRn)
)
Soit g ∈ L2
(
E, En, ν
)
∩X⊥n
∃f ∈ L2
(
lRn, B(lRn), νX
)
telle que g = f ◦ (X1, . . . ,Xn
)
.
Notons :
ϕ(t) := Eν
(
ei<t,X>g
)
.
Comme g ∈ L2
(
E, En, ν
)
, ϕ(t) est bien définie pour tout t ∈ lRn. En passant dans l’espace
image on a :
ϕ(t) =
∫
lRn
ei<t,x>f(x)dνX(x).
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• Régularité de ϕ
Soit (α1, . . . , αn) ∈ INn
ϕ(α1,...,αn)(t) :=
∫
lRn
|
n∏
k=1
x
αk
k | · |ei<t,x>f(x)|dνX(x)
≤
CS
||f ||2
(∫
lRn
|
n∏
k=1
x
2αk
k |dνX(x)
) 1
2
≤
lois marginales
et CSG
||f ||2
(
n∏
k=1
∫
lR
|x2nαkk |dνk(x)
) 1
2n
≤ +∞.
La dernière inégalité est vraie par l’existence de moments exponentiels qui assure l’in-
tégrabilité de tout polynôme. On a noté CSG pour exprimer qu’on utilise l’inégalité de
Cauchy-Schwartz Généralisée. Le théorème de dérivation de Lebesgue assure l’existence
de toutes les dérivées de ϕ.
• Existence d’un ouvert où ϕ et toutes ses dérivées sont nulles
f étant orthogonale aux polynômes, on va développer ei<t,x> en série entière de façon à
faire apparaître des produits
n∏
k=1
x
αk
k .
Comme
ψ(t) :=
∫
lRn
∑
k∈IN
|(i < t, x >)
k
k!
|f(x)|dνX(x)
=
∫
lRn
e|<t,x>||f(x)|dνX(x)
≤
CS
||f ||2
(∫
lRn
e
2
n∑
k=0
|tkxk|
dνX(x)
) 1
2
≤
lois marginales
et CSG
||f ||2
(
n∏
k=1
∫
lR
e2n|tkxk|dνk(x)
) 1
2n
< +∞ pour |tk| < τk
2n
.
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Sur D :=
n∏
k=1
]− τk
2n
,+
τk
2n
[ on peut intégrer terme à terme la série
∑
k∈IN
(i < t, x >)k
k!
.
ϕ(t) =
∑
k∈IN
ik
k!
∫
lRn
< t, x >k f(x)dνX(x)
< t, x >k =
(
k∑
j=1
tjxj
)k
=
∑
k1+···+kn=k
k!
k1! · · · kn!
n∏
j=1
(tjxj)
kj
ϕ(t) =
∑
k∈IN
ik
k!
∑
k1+···+kn=k
k!
k1! · · · kn!
n∏
j=1
(tj)
kj
∫
lRn
n∏
j=1
(xj)
kjf(x)dνX(x)
ϕ(t) =
∑
k∈IN
ik
k!
∑
k1+···+kn=k
k!
k1! · · · kn!
n∏
j=1
(tj)
kjEν
(
n∏
j=1
(Xj)
kjg
)
.
De la même façon on montre que, pour p = p1 + · · ·+ pn
(
(p1, . . . , pn) ∈ INn
)
:(
∂pϕ
∂t
p1
1 · . . . · ∂tpnn
)
(t) =
∑
k∈IN
ik+p
k!
∑
k1+···+kn=k
k!
k1! · · · kn!
n∏
j=1
(tj)
kjEν
(
n∏
j=1
(Xj)
kj+pjg
)
.
Comme g ∈
(
Xn
)⊥
, ϕ|D ≡ 0 et pour tout p = p1 + · · · + pn
(
(p1, . . . , pn) ∈ INn
)
,(
∂pϕ
∂t
p1
1 · . . . · ∂tpnn
)
|D
≡ 0.
• Prolongement
Commençons par réduire l’ensemble D pour le rendre symétrique et plus facile à mani-
puler.
Posons :
- τ0 := inf
{
τ1
2n , . . . ,
τn
2n
}
- |t|∞ := sup
k=1,...,n
|tk|
- Dp :=
{
t ∈ lRn | |t|∞ < τ02n + p τ02n p ∈ IN
}
pour p = 0 on a D0 = D.
On a ∂
kϕ
∂x
k1
1 ·...·∂xknn |D0
= 0, c’est le point précédent.
Un raisonnement par récurrence sur p permet de prolonger ce résultat à lRn .
Soient des entiers naturels j, j1, . . . , jn tels que j1 · · · jn = j et t ∈ Dp+1, ∃tp ∈ Dp tel
que |t− tp| < τ02n , on peut écrire :(
∂jϕ
∂x
j1
1 · . . . · ∂xjnn
)
(t) =
∫
lRn
n∏
r=1
(ixr)
jrei<t−tp,x>ei<tp,x>f(x)dνX(x).
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• |
n∏
r=1
(ixr)
jrei<tp,x>f | = |
n∏
r=1
(xr)
jrf |
• |t− tp| < τ02n
 =⇒

on peut intégrer terme à terme
la série
∑
k∈IN
(i < t− tp, x >)k
n∏
r=1
(ixr)
jr
k!
.
Ce qui nous donne(
∂jϕ
∂x
j1
1 · . . . · ∂xjnn
)
(t) =
∑
k∈IN
∑
k1+···+kn=k
n∏
j=1
(tj − (tp)j)k
kj !
(
∂k+jϕ
∂x
k1+j1
1 · . . . · ∂xkn+jnn
)
(tp) = 0
et par suite
(
∂jϕ
∂x
j1
1 · . . . · ∂xjnn
)
∣∣∣∣∣∣∣∣
⋃
p∈IN
Dp
= 0.
D’autre part (
∀t ∈ lRn
)(
(∃p ∈ IN)(|t|∞ < τ0
2n
+ p
τ0
2n
=
1 + p
2n
τ0)
)
puisque lim
p→+∞
(1 + p
2n
τ0
)
= +∞
donc
⋃
p∈IN
Dp = lR
n d’où finalement
∂jϕ
∂x
j1
1 · . . . · ∂xjnn
≡ 0.
• Conclusion
Par injectivité de la transformée de Fourier, on déduit que f = 0 puis g = 0,
il s’ensuit :
Xn = L2
(
E, En, ν
)
.
Le théorème 5.1.1. nous permet alors de conclure.
△
Remarque
Sous les hypothèses du corollaire 5.1.2., les variables aléatoires étant indépendantes,
le résultat découle immédiatement du corollaire 5.1.1. et de la proposition 5.1.1.
5.2 Application
5.2.1 Explicitation du modèle
Considérons :
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- L2
(
E, E , ν
)
donné en 1
- un espace de Hilbert H, séparable, muni d’un produit scalaire <,>
-
(
ek
)
k∈IN∗
une base hilbertienne de H.
Notre modèle va être la donnée de ces deux espaces de Hilbert, le premier muni de sa base
hilbertienne, le second de la suite de variables aléatoires
(
Xk
)
k∈IN∗
et d’une application
φ les liant l’un à l’autre de la façon suivante :
φ : H −→ L2
(
E, E , ν
)
h =
∑
k∈IN∗
< h, ek > ek 7−→
∑
k∈IN∗
< h, ek > Xk.
Je renvois à [7] chap. 1 pour avoir plus détails.
5.2.2 Etude de la convergence dans tous les Lp
i) Convergence exponentielle
On se place dans les conditions d’application du corollaire 5.1.2. On va avoir besoin
d’une hypothèse plus forte, il nous faudra un intervalle non trivial sur lequel toutes les
variables aléatoires admettent des moments exponentiels.
Proposition 5.2.1. (Convergence exponentielle)
Supposons que δ := inf
k∈IN
τk > 0 et soit
(
hk
)
k∈IN∗
une suite d’éléments de H,
alors : (
hn
H−→ 0
)
=⇒
((
∀|t| < δ
4
) (
e|tφ(hn)|
L1(ν)−→ 1
))
.
Pour démontrer cette proposition on va borner uniformément (en n),
(
e|tφ(hn)|
)2
, ceci
découlera du résultat suivant :
Lemme 5.2.1. (Proposition 2.2 [7])
Soient
(
ak
)
k∈IN
∈ l2(IN) et
(
Vk
)
k∈IN
une suite de variables aléatoires indépendantes
centrées, réduites (vaicr). On suppose Exp
(
(Vk)k∈IN
)
.
Si τ := inf
τk
|ak| > 0
alors U :=
∑
n
anVn vérifie E(U) sur l’intervalle ]− τ2 ,+ τ2 [ et EetU ≤ e
9
8
t2
∑
a2
k .
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Démonstration de la proposition 5.2.1.
Idée : utiliser le théorème de convergence de Vitali
• Convergence en probabilité
Soit η > 0
ν
(
[e|tφ(hn)| > 1 + η]
)
= ν
([
|tφ(hn)| > ln(1 + η)
])
≤ t
2||hn||2
ln(1 + η)
B.Tchebychef
La convergence de
(
hk
)
k∈IN
donne alors le résultat.
• Equi-intégrabilité :
0 ≤ e2|tφ(hn)| ≤ e2tφ(hn) + e−2tφ(hn).
Posons ank :=< hn, ek >, alors |akn| < ||hn||.
Comme hn
H−→ 0 :
(∃N ∈ IN)(∀n > N)(∀k ∈ IN, |akn| < 1)
pour n > N , inf
τk
|ank |
> τ .
Le lemme 5.2.1. nous montre alors que Ee2tφ(hn) ≤ e 98 (2t)2 ||h||2 (t ∈] − τ4 ,+ τ4 [), d’où
l’encadrement
suivant :
0 ≤ Ee2|tφ(hn)| ≤ 2e 92 t2||hn||2 ≤ 2e 92 t2 (t ∈]− δ
4
,+
δ
4
[).
On a ainsi majoré uniformément supnE
(
e|tφ(hn)|
)2
ce qui implique l’équi-intégrabilité.
Le théorème de convergence de Vitali donne le résultat, à savoir, la convergence dans
L1(ν) :
Ee|tφ(hn)| −→ 1.
△
ii) Convergence dans tous les Lp
Proposition 5.2.2. (Convergence dans tous les Lp)
Sous les hypothèses d’application de la proposition 5.2.1. on a :(
∀p ≥ 1
)(
φ(hn)
Lp(ν)−→ 0
)
.
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Remarque
Dans l’ensemble des suites ayant des moments exponentiels cette proposition nous
offre une réciproque à la précédente. En effet, on peut affirmer en particulier que φ(hn)
L2(ν)−→ 0.
La réciproque découle alors de l’isométrie :
||hn||H = ||φ(hn)||L2(ν).
Démonstration
Fixons n ∈ IN et t ∈]− τ4 ,+ τ4 [. On a le développement en série entière suivant :
Ee|tφ(hn)| =
∑
k∈IN
|t|k
k!
E|φ(hn)|k
(série à termes positifs, à valeurs dans lR+). On veut prendre la limite des deux membres
quand n tend vers +∞. Vérifions qu’on peut inverser lim
n→∞ et
∑
k∈IN
.
Pour cela fixons t0 ∈]0,+ τ4 [,(
∃N ∈ IN
)(
∀n ∈ IN, n > N
)
=⇒
(
||hn|| ≤ 1
)
.
Prenons n > N , |t| < t0 et k ≥ 1 un entier naturel. Nous devons montrer que la série
converge uniformément sur IN :
|φ(hn)|k ≤ k!
tk0
et0|φ(hn)| ≤ k!
tk0
(
et0φ(hn) + e−t0φ(hn)
)
E|φ(hn)|k ≤ k!
tk0
2e
9
8
t20||hn||2 par le lemme 2.1
≤ k!
tk0
2e
9
8
t20 car n ≥ N.
Mais (
k!
tk0
2e
9
8
t20
)(
|t|k
k!
)
= 2e
9
8
t20
(
|t|
t0
)k
est le terme général d’une série géométrique convergente, ainsi
∑
k∈IN
E|φ(hn)|k |t|
k
k!
converge normalement donc uniformément sur IN ; par suite
1 = lim
n→+∞Ee
|tφ(hn)| = 1 +
∑
k∈IN∗
lim
n→+∞E|φ(hn)|
k |t|k
k!
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et
0 =
∑
k∈IN∗
lim
n→+∞E|φ(hn)|
k |t|k
k!
d’où pour tout k ∈ IN∗ :
lim
n→+∞E|φ(hn)|
k = 0
• Généralisation
Comme nous travaillons avec des probabilités
 Lp ⊂ Lq p > q|| ||q ≤ || ||p.
D’autre part (
∀p > 1
)(
[p] ≤ p < [p] + 1
)
(partie entière).
Pour toute suite
(
Uk
)
k∈IN
de L[p]+1 on a :
||Un||p ≤ ||Un||[p]+1
Ce qui nous démontre la proposition 5.2.1 pour tout p ≥ 1.
△
5.2.3 Une application
Tous ces préliminaires nous permettent d’énoncer le résultat qui nous intéresse dans
cette partie. Nous conservons les hypothèses précédentes et utiliserons un espace de
Hilbert particulier. On va prendre H := L2
(
lR, B(lR), µ
)
où µ est une mesure bornée.
Introduisons quelques notations :
– W0 := lR
– Wn := V ectlR
{
Wt1 · . . . ·Wtn |(t1, . . . , tn) ∈ lRn
}
(n ≥ 1)
– W :=
⋃
n∈IN
Wn
Théorème 5.2.1. Dans les conditions d’application des propositions 5.2.1. et
5.2.2. ⋃
n∈IN
Wn ⊂
dense
L2
(
lR, B(lR), µ
)
77
Démonstration
Pour tout k ∈ IN∗ ek ∈ L2
(
lR, B(lR), µ), il existe une suite de fonctions simples
(
e
j
k
)
j∈IN
convergeant dans L2
(
µ
)
(par densité) vers ek.
C’est à dire, pour tout k fixé dans IN∗, il existe :
–
(
N(j, k)
)
j∈IN
suite strictement croissante d’éléments de IN,
–
(
j ∈ IN
)(
αi(j, k) ∈ lR
(
i = 1, . . . , N(j, k)
))
– t0(j, k) < · · · < tN (j, k) des réels
tels que :
||
N(j,k)∑
i=0
αi(j, k)1]ti(j,k),ti+1(j,k)[ − ek ||2 −→j→+∞ 0.
Pour simplifier on omettra de préciser le couple (j,k), on notera
(
e
j
k
)
j∈IN
cette suite et(
X
j
k
)
j∈IN
son image par φ.
(a)
(
j ∈ IN
)(
∀k ∈ IN
)(
X
j
k ∈W1
)
Il suffit de voir que :
φ(ejk) =
N∑
i=0
αi
(
Wti+1 −Wti
)
.
(b)
(
∀p ≥ 1
)(
X
j
k
Lp→Xk
)
Cela résulte de la proposition 2.1.
(c)
(
∀n ∈ IN∗
)(
∀(k1, . . . , kn) ∈ INn
)(
Xk1 · . . . ·Xkn ∈W
)
Par récurrence sur n.
n=1 : (
∀p ≥ 1
)(
X
j
k
Lp→Xk
)
(point 1).
HR : fixons n ∈ IN∗ et supposons que :(
∀s ∈ {1, . . . , n}
)(
∀p ≥ 1
)(
∀(k1, . . . , ks) ∈ INs
)(
X
j
k1
· . . . ·Xjks
Lp−→Xk1 · . . . ·Xks
)
Prenons maintenant (k1, . . . , kn+1) ∈ (IN∗)n+1. Alors :
||Xjk1 · . . . ·X
j
kn+1
−Xk1 · . . . ·Xkn+1 ||2
≤ ||
(
X
j
k1
· . . . ·Xjkn −Xk1 · . . . ·Xkn
)
Xkn+1 ||2 + ||Xk1 · . . . ·Xkn
(
X
j
kn+1
−Xkn+1
)
||2
≤ ||Xjk1 · . . . ·X
j
kn
−Xk1 · . . . ·Xkn ||4||Xkn+1 ||4+ ||Xk1 · . . . ·Xkn ||4||Xjkn+1 −Xkn+1 ||4.
Or
(
X
j
kn+1
L4→Xkn+1
)
donc(
∃j0 ∈ IN
)(
∀j ≥ j0
)(
||Xjkn+1 ||4 ≤ ||Xkn+1 ||4 + 1
)
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en utilisant l’hypothèse de récurrence (HR) et le point 1), on a :
Xk1 · . . . ·Xkn+1 ∈Wn+1 ⊂W
et par suite (
∀n ∈ IN∗
)(
∀(k1, . . . , kn) ∈ INn
)(
Xk1 · . . . ·Xkn ∈W
)
finalement X ⊂W ⊂ L2 donc
X = W = L2
(
E, E , ν
)
.
△
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Troisième partie
CONSTRUCTION ET ÉTUDE
D’UNE INTÉGRALE
80
Chapitre 6
Construction d’une intégrale
6.1 Résultats techniques
6.1.1 Modèle
Nous utiliserons les données suivantes :
i) – E un espace vectoriel normé
– E une tribu sur E
– (En)n∈IN∗ une filtration de E
– ν une probabilité sur (E,E)
– (Xk)k∈IN∗ une suite de vaicr lR sur (E, E , ν) pour laquelle il existe, pour tout
p > 1, une contante Kp telle que :
sup
k∈IN∗
E|Xk|p < Kp
ii) – µ une probabilité diffuse sur (lR, B(lR))
– (ej)j∈IN∗ une base hilbertienne de H :=L
2(E, E , ν)
iii) – Φ : H → L2
(
lR, B(lR), µ
)
h 7→
∑
k∈IN∗
〈h, ek〉Xk. Nous noterons Φ(h)n la somme
partielle
n∑
k=1
〈h, ek〉Xk
Remarques
– Pour n ≥ 1 la famille
(
ej1 ⊗ · · · ⊗ ejn
)
(j1,...,jn)∈
(
IN∗
)n est naturellement une base
hilbertienne de H⊗
n
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– Pour toute fonction f ∈ H⊗n on a f =
∑
(j1,...,jn)∈(N∗)n
〈f, ej1⊗· · ·⊗ ejn〉ej1⊗· · ·⊗ ejn
– Dans le cas où les variables aléatoires
(
Xk
)
k∈IN∗ sont gaussiennes on sait, confère
par exemple [7], qu’il existe un mouvement brownien β pour lequel :
Φ(h) =
∫ t
0
h(s)dβs
Nous généraliserons cette idée dans la suite en construisant une intégrale dans le
cas où les variables aléatoires
(
Xk
)
k∈IN∗ ne sont pas gaussiennes.
Proposition 6.1.1. Φ est une isométrie pour les normes usuelles
6.1.2 Lemmes
Lemme 6.1.1. Considérons les données suivantes :
1.
(
Mn
)
n∈IN∗
une martingale sur
(
E, E , (En)n∈IN∗ , ν
)
2.
(
Yn
)
n∈IN∗
un processus prévisible sur
(
E, E , (En)n∈IN∗ , ν
)
Si l’on suppose les deux hypothèses suivantes satisfaites :
1. sup
k≥2
E
(
Mk −Mk−1
)2
<∞
2.
∑
k≥1
EY 2k <∞
alors la martingale transformée :(
Y ∗M
)
n
:=
n∑
k=2
Yk
(
Mk −Mk−1
)
est de carré intégrable.
Démonstration
Choisissons un entier naturel n supérieur ou égal à deux, on a :
E |
(
Y ∗M
)
n
|2≤ sup
k≥2
E
(
Mk −Mk−1
)2 n∑
k=0
EY 2k
△
Lemme 6.1.2. Pour un élément f de H ⊗H les deux suites
•
(
N∑
j=1
〈f, ej ⊗ ej〉(X2j − 1)
)
N≥1
=:
(
ϕ
(2)
N (f)
)
N≥1
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•
(
N∑
j=2
( j−1∑
k=1
〈f, ej ⊗ ek〉Xk
)
Xj
)
N≥2
=:
(
ϕ
(1,1)
N (f)
)
N≥2
convergent dans L2
(
lR, B(lR), µ
)
Notation
Nous noterons ϕ(2)(f) et ϕ(1,1)(f) leur limite respective.
Démonstration
On utilise le lemme 6.1.1.
Pour la première suite on pose :
•

Yk = 〈f, ek ⊗ ek〉
Mk =
k∑
j=1
(X2j − 1)
∣∣∣∣∣∣∣∣∣∣∣
E(Mk −Mk−1)2 ≤ K4 + 1
∑
k≥1
EY 2k ≤ ‖ f ‖2H⊗H
pour la seconde suite on pose :
•

Yk =
k−1∑
j=1
〈f, ek ⊗ ej〉Xj
Mk =
k∑
j=1
Xj
∣∣∣∣∣∣∣∣∣∣∣
E(Mk −Mk−1)2 = 1
∑
k≥2
EY 2k ≤
∑
1≤j<k
〈f, ej ⊗ ej〉 ≤‖ f ‖2H⊗H
△
Lemme 6.1.3. ϕ(2) et ϕ(1,1) sont des applications linéaires continues de H⊗H →
L2
(
E, E , ν)
Démonstration
Soit f ∈ H ⊗H on a, en utilisant, le lemme 6.1.2. :
(a) Eν |ϕ(2)(f)|2 ≤ (K4 + 2K2 + 1) ‖ f ‖2H⊗H
(b) Eν |ϕ(1,1)(f)|2 ≤‖ f ‖2H⊗H
△
Remarques
• On a donc en particulier
 ‖ ϕ(2) ‖ ≤
√
K4 + 2K2 + 1
‖ ϕ(1,1) ‖ ≤ 1
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• Dans le cas où les variables aléatoires Xk (k ∈ IN∗) sont équidistribuées on a
‖ ϕ(2) ‖= M4 + 2M2 + 1. Pour le voir il suffit de considérer U1 ∈ H et U1 6= 0 avec
U2 =
U1
‖U2‖2 (on peut également considérer f = e1 ⊗ e2).
• En prenant f = e2 ⊗ e1 on a E|
∑
n≥2
n−1∑
k=1
〈f, en ⊗ ek〉XkXn|2 = E|X1X2|2 = 1 donc
‖ ϕ(1,1) ‖= 1
Lemme 6.1.4. Pour f1, f2 dans H ⊗H on a :
i) Eν
(
ϕ(1,1)(f1)ϕ
(1,1)(f2)
)
=
∑
j≥2
j−1∑
k=1
〈f1, ej ⊗ ek〉〈f2, ej ⊗ ek〉
ii) Eν
(
ϕ(1,1)(f1)ϕ
(2)(f2)
)
= 0
iii) Eν
(
ϕ(2)(f1)ϕ
(2)(f2)
)
=
∑
j≥1
〈f1, ej ⊗ ej〉〈f2, ej ⊗ ej〉
Démonstration
Il suffit de polariser les résultats du lemme précédent
△
Lemme 6.1.5. Si les variables aléatoires Xk (k ∈ IN∗) sont équidistribuées, on a
pour f1, f2 ∈ H ⊗H :
Eν
(
ϕ(2)(f1)ϕ
(2)(f2)
)
= (M4 − 2M2 + 1)
∑
j≥1
〈f1 ⊗ f2, e⊗4j 〉
Eν
(
ϕ(1,1)(f1)ϕ
(1,1)(f2)
)
= 〈f1, f2〉 − 1M4−2M2+1Eν
(
ϕ(2)(f1)ϕ
(2)(f2)
)
Remarque
On vérifie assez facilement que
‖ f ‖2H⊗H=‖ ϕ(1,1)(f) ‖2 +
1
M4 − 2M2 + 1 ‖ ϕ
(2)(f) ‖2
Ce résultat nous incitera dans la suite à considérer un opérateur Φ(2) globalisant les deux
opérateurs ϕ(1,1) et ϕ(2).
Nous garderons, cependant, ces deux derniers dans le but de simplifier les calculs.
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Démonstration
On utilise la remarque précédente et la polarisation du produit scalaire.
△
6.2 Construction d’une intégrale
6.2.1 Etude de produits
Nous avons vu au chapitre précédent qu’on obtient un sous-espace dense de L2 en
considérant les produits Xk1 · . . . ·Xkn
(
(k1, . . . , kn) ∈ (IN∗)n, n ∈ IN∗
)
, sous l’hypothèse
d’existence de moments exponentiels pour les variables Xk.
Notre but, dans cette thèse, est l’obtention d’une décomposition en chaos. Nous allons,
dans un premier temps, considérer les chaos d’ordre 2 et pour cela construire une inté-
grale.
Proposition 6.2.1. Pour des fonctions f et g de H on a :
1. Φ(h)Φ(g) ∈ L2
2. Φ(h)Φ(g) = ϕ(2)(h⊗ g) + ϕ(1,1)(h⊗ g + g ⊗ h) + 〈h, g〉 dans L2
Remarque
Cette écriture nous poussera dans la suite à considérer des fonctions symétriques de
H ⊗H pour faire apparaître des propriétés particulières mais intéressantes.
Démonstration
n∑
j=1
j−1∑
k=1
〈h⊗ g, ej ⊗ ek〉XjXk = ϕ(1,1)n (h⊗ g + g ⊗ h) + ϕ(2)n (h⊗ g) +
n∑
k=1
〈h⊗ g, ek ⊗ ek〉
Il ne reste plus qu’à prendre la limite de chacun des termes dans L2.
△
Proposition 6.2.2. Si nous prenons une suite de partitions de [0, 1] : 0 = tn0 <
· · · < tn0 = 1 dont le pas tend vers zéro, alors nous obtenons le résultat suivant :
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n∑
k=0
Φ
(
h1]0,tn
k
]
)
Φ
(
g1]tn
k
,tn
k+1]
)
L2→ ϕ(1,1)(h⊗ g1C + g ⊗ h1C˜) + ϕ(2)(h⊗ g1C)
où
1C = {(x, y) ∈ lR2|0 ≤ x < y ≤ 0}
et
1C˜ = {(x, y) ∈ lR2|0 ≤ y < x ≤ 0}.
Démonstration
On utilise la proposition 6.2.1. :
n∑
k=0
Φ
(
h1]tn
k
,tn
k+1]
)
=
n∑
k=0
[
ϕ(1,1)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1]
+ g ⊗ h1]tn
k
,tn
k+1]
⊗ 1]0,tn
k
]
)
+ϕ(2)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1]
)
+〈h1]0,tn
k
], g1]tn
k
,tn
k+1]
〉
]
On remarque que 〈h1]0,tn
k
], g1]tn
k
,tn
k+1]
〉 = 0
On va maintenant étudier les termes :
Nn1 :=
∥∥∥∥∥
n∑
k=0
ϕ(1,1)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1]
)
−ϕ(1,1)
(
h⊗ g1C
)∥∥∥∥∥
L2(ν)
Nn2 :=
∥∥∥∥∥
n∑
k=0
ϕ(1,1)
(
g ⊗ h1]tn
k
,tn
k+1]
⊗ 1]0,tn
k
]
)
−ϕ(1,1)
(
g ⊗ h1C˜
)∥∥∥∥∥
L2(ν)
Nn3 :=
∥∥∥∥∥
n∑
k=0
ϕ(2)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1]
)
−ϕ(2)
(
h⊗ g1C
)∥∥∥∥∥
L2(ν)
Nn1 =
∥∥∥∥∥
n∑
k=0
ϕ(1,1)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1]
− h⊗ g1C
)∥∥∥∥∥
L2(ν)
≤
∥∥∥∥∥h⊗ g
( n∑
k=0
1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1]
− 1C
)∥∥∥∥∥
L2(µ⊗2 )
Nous avons :
•
(
h⊗ g
)2( n∑
k=0
1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1]
− 1C
)2
≤ 4
(
h⊗ g
)2
∈ L2(µ⊗2)
•
( n∑
k=0
1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1]
− 1C
)2
µ⊗
2
−→
ps
0
=⇒
(
h⊗ g
)2( n∑
k=0
1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1]
− 1C
)2
µ⊗
2
−→
ps
0
En appliquant le théorème de convergence dominée de Lebesgue on a :
∥∥∥∥∥h⊗ g
( n∑
k=0
1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1]
− 1C
)∥∥∥∥∥
L2(µ⊗2 )
−→
n→∞0
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d’où
n∑
k=0
ϕ(1,1)
(
h⊗ g1]0,tn
k
] ⊗ 1]tn
k
,tn
k+1]
)
L2(ν)−→
n→∞ϕ
(1,1)
(
h⊗ g1C
)
Les termes Nn2 et N
n
3 se traitent de la même façon.
△
6.2.2 Définition de l’intégrale
Nous avons maintenant tous les matériaux pour définir l’intégrale qui nous intéresse,
on la notera, pour h et g dans H : ∫
Φ(h)sdΦ(g)s
où Φ(h)s := Φ(h1]0,s]).
Définition 6.2.1.∫
Φ(h)sdΦ(g)s := ϕ
(1,1)
(
h⊗ g1C + g ⊗ h1C˜
)
+ϕ(2)
(
h⊗ g1C
)
Remarque
C’est une intégrale dans le sens suivant :∫
Φ(h)sdΦ(g)s = lim
L2
n∑
k=0
Φ(h)tn
k
(
Φ(g)tn
k+1
− Φ(g)tn
k
)
= lim
L2
n∑
k=0
Φ
(
h1]0,tn
k
]
)
Φ
(
g1]tn
k
,tn
k+1]
)
6.3 Une autre présentation du même objet
6.3.1 Motivation
La décomposition précédente est faite selon la base des polynômes xy et x2 − 1. On
pense soit aux polynômes de Wick, on a recentré, soit aux polynômes orthogonaux. On
sait associer à la mesure µ (confère [2]) une famille de polynômes orthogonaux (Pn)n∈IN
où pour tout entier naturel n le degré du polynôme Pn est exactement n.
En considérant les produits Pi1(Xj1)·. . .·Pin(Xjn), où les n-uples (i1, . . . , in) et (j1, . . . , jn)
sont formés d’entiers naturels distincts, nous obtenons une décomposition de L2(ν) selon
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les chaos sur la famille de variables aléatoires (Xk)k∈IN∗ . L’indépendance des variables
aléatoires et l’orthogonalité des polynômes nous donne une famille orthogonale, mais
plus normée ; nous aurons l’occasion de résoudre ce problème dans la suite.
Nous allons réécrire cette décomposition selon ces polynômes orthogonaux de façon à
rendre les calculs qui suivent plus simples. Cette décomposition nous offre, de plus, une
généralisation plus aisée.
6.3.2 Le modèle
Nous allons utiliser deux opérateurs. Comme nous l’avons déjà remarqué, l’introduc-
tion de fonctions symétriques simplifie l’écriture de notre intégrale. Pour garder toute
la généralité nous allons symétriser f ∈ H ⊗H et considérer des opérateurs sur H ◦H .
Pour n ≥ 1, H◦n est naturellement muni de la base orthogonale formée des (ej1 ◦· · ·◦ejn)(
(j1, . . . , jn) ∈ (IN∗)n
)
. Dans cette base toute fonction f de H◦
n
admet la décomposition
suivante :
f =
∑
(j1,...,jn)
∈
(
IN∗
)n
〈f, ej1 ◦ · · · ◦ ejn〉
‖ej1 ◦ · · · ◦ ejn‖
ej1 ◦ · · · ◦ ejn
De façon à retrouver les résultats que l’on connaît ([10]) dans le cas gaussien nous allons
introduire les polynômes de Hermites associés à la mesure de Lebesgue sur lR pondérée
par e−
1
2
x2 et adapter l’opérateur d’anihilation introduit par P.A Meyer ([10]).
Nous allons utiliser les notations suivantes :
• Hn : le nième polynôme de Hermite, avec H0 = 1
• On rappelle la formule de Rodriguez des polynômes de Hermite :
Hn(x) = (−1)ne 12x2
dn
(
e−
1
2
x2
)
dxn
.
• Dans la base des polynômes de Hermite on écrira pour n ∈ IN :
Xn =
n∑
k=0
Γn,kHk(X).
• Dans la base des polynômes associés à la mesure µ on écrira pour n ∈ IN :
Xn =
n∑
k=0
γn,kPk(X).
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• Nous pouvons donner la table des premiers cœfficients Γn,k et γn,k :
Γn,k k = 0 k = 1 k = 2 k = 3 k = 4
n = 0 1 0 0 0 0
n = 1 0 1 0 0 0
n = 2 1 0 1 0 0
n = 3 0 3 0 1 0
n = 4 3 0 6 0 1
γn,k k = 0 k = 1 k = 2 k = 3
n = 0 1 0 0 0
n = 1 0 1 0 0
n = 2 1 m3 1 0
Les premiers polynômes :
Hermite

H0 = 1
H1 = X
H2 = X
2 − 1
H3 = X
3 − 3X
Polynômes associés à µ

P0 = 1
P1 = X
P2 = X
2 −m3X − 1
Nous pouvons maintenant définir nos deux opérateurs :
Définition 6.3.1. Fixons

• n ∈ IN∗
• (r, k) ∈ {1, . . . , n}2
• (α1, . . . , αr) ∈ INn tels que α1 + · · ·+ αr = n
• (j1, . . . , jr) ∈ INn tels que 1 ≤ j1 < · · · < jr
On définit les deux opérateurs qui suivent :
1. Φ◦
n
:
H◦
n → L2(ν)
r
©
i=1
e◦
αi
ji
7→ Pα1(Xj1) · . . . · Pαr(Xjr)
2. ank :
H◦
n → H◦n−k
r
©
i=1
e◦
αi
ji
7→
∑
(k1+···+kr=k)
ki≥0
∏
(ki 6=0)
[(
γαi,αi−ki − Γαi,αi−ki
)
1[αi≥ki]
] r
©
p=1
e
αp−kp
jp
Remarques
– En passant sur l’espace H◦
n
nous n’avons plus une base normale. Cela va nous obli-
ger à transformer le produit scalaire pour conserver l’isométrie que nous proposait
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Φ.
– On peut également remarquer que pour n=1, Φ◦
n
n’est autre que Φ.
6.3.3 Première propriété du modèle généralisé
Nous allons regarder ici des propriétés de nature topologique. Nous commencerons
naturellement par préciser les normes sur chacune des espaces entrant en action.
– Nous prendrons le produit scalaire usuel sur L2(ν) ainsi que sur H⊗
n
.
– On va considérer le produit scalaire 〈 , 〉H◦nA sur H⊗n défini par :
〈 , 〉H◦nA := n!〈A· , A· 〉H⊗n .
Où A : H◦
n → H◦n
r
©
i=1
eαiji 7→
∑
A j1,...,jr
α1,...,αr
r
©
i=1
eαiji
avec A j1,...,jr
α1,...,αr
:=
r∏
i=1
E |Pαi(Xji)|2
r∏
i=1
αi!
.
Cet opérateur apparaît de façon naturelle dans la recherche d’une isométrie.
Notations
– Posons
– C k1,...,kr
α1,...,αr
:=
∏
ki 6=0
[
(γαi,αi−ki − γαi,αi−ki) 1[αi≥ki]
]
– C(k,n) := sup
k1+···+kr=k
α1+···+αr=n
Cα1,...,αr
k1,...,kr
– A(k,n) := sup
k1+···+kr=k
α1+···+αr=n
A k1,...,kr
α1,...,αr
– On prend le produit scalaire usuel sur H◦
n
, à savoir :
‖ · ‖H◦n := n!‖ · ‖H⊗n
– Les normes des opérateurs sont :
– ‖T (f)‖A := sup
‖f‖6=0
‖T (f)‖L2(ν)
‖f‖A
– ‖T (f)‖H◦n := sup
‖f‖6=0
‖Tk(f)‖H◦n−k
‖f‖H◦n−k
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Proposition 6.3.1. On peut étendre par linéarité et continuité les opérateurs
Φ◦
n
et ank à toute fonction f de H
◦n.
De plus :
– ‖Φ◦n‖A = 1
– ‖ank‖A ≤ C(n,k)A(n,k)
(k+r+1
k
) ∑
k1+···+kr=k
∏
(αi − ki)!1[αi≥ki]∏
αi!
Remarque
Le premier point de cette proposition nous dit, entre autre, que Φ◦
n
est une isométrie
de (H◦
n
, ‖ ‖A) dans L2(ν).
Démonstration
– ‖Φ◦n(f)‖2L2(ν) =
n∑
r=1
∑
1≤j1<···<jr
〈f,
r
©
i=1
eαiji 〉2
r∏
i=1
E
(
Pαi
(
Xji
)2)
– ‖f‖2A =
n∑
r=1
〈f,
r
©
i=1
eαiji 〉2A j1,...,jrα1,...,αr n!‖
r
©
i=1
eαiji ‖2H⊗n
– ‖
r
©
i=1
eαiji ‖2H⊗n = 1n!
∏n
i=1 αi! (confère [10])
d’où l’isométrie.
–
∥∥∥∥ank ( r©
i=1
eαiji
)∥∥∥∥2
H◦n
=
∑
k1+···+kr=k
ki≥0
∣∣∣∣Cα1+···+αr
k1+···+kr
∣∣∣∣2 ∥∥∥∥ r©
i=1
eαi−kiji
∥∥∥∥
A
≤ C(k,n)A(k,n)
∑
k1+···+kr=k
ki≥0
r∏
i=1
[
(αi − ki)1[αi≥ki]
]
!
 k + r − 1
k

≤ C(k,n)A(k,n)(n− k)!♯{(k1, . . . , kr) ∈ IN | k1 + · · ·+ kr = k}
comme
∥∥∥∥ r©
i=1
eαi−kiji
∥∥∥∥
H◦n
=
∏
αi on a le résultat.
△
6.3.4 Réécriture de l’intégrale
On va ici regarder ce qu’il se passe, après un rapide rappel de la définition de l’inté-
grale, pour nos opérateurs dans le cas où n=2.
1. On a défini I(h, f) := ϕ(1,1)
(
h⊗g1C+g⊗h1C˜
)
+
(
h⊗g1C
)
, son écriture sous forme
de série étant :
I(f, g) =
∑
j≥2
j−1∑
k=1
〈h⊗ g1C + g ⊗ h1C˜ , ej ⊗ ek〉XkXj +
∑
j≥1
〈h⊗ g1C , e⊗2j 〉(X2j − 1)
91
= 2
∑
j≥2
j−1∑
k=1
〈(h⊗ g1C)◦, ej ⊗ ek〉XkXj +∑
j≥1
〈h⊗ g1C, e⊗2j 〉(X2j − 1)
d’une part
〈(h⊗ g1C)◦, ej ⊗ ek〉 = 〈(h⊗ g1C)◦, ek ⊗ ej〉
donc
2〈(h⊗ g1C)◦, ej ⊗ ek〉 = 〈(h⊗ g1C)◦, ek ◦ ej〉
d’autre part
〈(h⊗ g1C)◦, ej ⊗ ej〉 = 〈(h⊗ g1C)◦, ej ◦ ej〉
2. soit f ∈ H◦2 et regardons Φ◦2(f) :
Φ◦
2
(f) =
∑
1≤j 6=k
〈f ◦, ej ◦ ek〉P1(Xj)P1(Xk) +
∑
j≥1
〈f ◦, e◦2j 〉P2(Xj)
= 2
∑
j≥2
j−1∑
k=1
〈f ◦, ej ◦ ek〉XjXk +
∑
j≥1
〈f ◦, e◦2j 〉
(
X2j −m3Xj − 1
)
3. Soit f ∈ H◦2 et regardons a21 :
a21
(
ej ◦ ek
)
=
 0 si j 6= kγ2,1 si j = k avec γ2,1 = m3
Nous pouvons rassembler tous ces résultats dans la proposition suivante :
Proposition 6.3.2.
I(f, g) =
(
Φ◦
2
+ Φ ◦ a21
)(
[h⊗ g1C ]◦
2
)
Remarque
Dans le cas gaussien on retrouve la décomposition de P.A. Meyer :
I(f, g) = Φ◦
2
(
[h⊗ g1C]◦2
)
6.4 Intégration par partie
Nous allons établir une formulation du type formule de Itô pour les produits Φ(h)Φ(g)
(h, g ∈ H).
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Théorème 6.4.1. Soient h, g ∈ H, on a :
Φ(h)Φ(g) =
∫
Φ(h)sdΦ(g)s +
∫
Φ(g)sdΦ(h)s + [Φ(h),Φ(g)]
avec [Φ(h),Φ(g)] :=
(
Φ◦
2
+ a21
)
(h⊗ g1∆) + 〈h, g〉 où ∆ := {(x, x) | x ∈ lR}
Démonstration
Posons ∆k,k+1Φ(h) := Φ(h)tk+1 − Φ(h)tk
n∑
j=0
∆j,j+1Φ(h)
n∑
k=0
∆k,k+1Φ(g) =
n∑
j=0
Φ
(
h1]tj ,tj+1]
) n∑
k=0
Φ
(
g1]tk ,tk+1]
)
=
n∑
j=0
Φ
(
h1]tj ,tj+1]
)
Φ
(
g1]tj ,tj+1]
)
+
n∑
j=1
j−1∑
k=0
Φ
(
g1]tk ,tk+1]
)
Φ
(
h1]tj ,tj+1]
)
+
n∑
k=1
k−1∑
j=0
Φ
(
h1]tj ,tj+1]
)
Φ
(
g1]tk ,tk+1]
)
.
Appelons Sni (i ∈ {1, 2, 3}) la iième somme du membre de droite.
(a) On utilisant les calculs faits dans la démonstration de la proposition 6.2.2.
Sn1 =
(
Φ◦
2
+Φ ◦ a21
)h⊗ g n∑
j=0
1]tj ,tj+1] ⊗ 1]tj ,tj+1]

+
n∑
j=0
〈h1]tj ,tj+1], g1]tj ,tj+1]〉.
• D’une part :
n∑
j=0
1]tj ,tj+1] ⊗ 1]tj ,tj+1]
L2(µ⊗
2
)−→ 1∆
et 〈h⊗ g1∆, ek1 ⊗ ek2〉 = 0.
• D’autre part
n∑
j=0
〈h1]tj ,tj+1], g1]tj ,tj+1]〉 = 〈h, g〉.
Donc Sn1
L2(ν)−→
n→∞〈h, g〉
(b)
Sn2 =
(
Φ◦
2
+Φ ◦ a21
)g ⊗ h n∑
j=1
j−1∑
k=0
1]tk ,tk+1] ⊗ 1]tj ,tj+1]

+
n∑
j=1
j−1∑
k=0
〈h1]tk ,tk+1], g1]tj ,tj+1]〉.
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• D’une part :
n∑
j=1
j−1∑
k=0
1]tk ,tk+1] ⊗ 1]tj ,tj+1] =
n∑
j=0
1]0,tj ] ⊗ 1]tj ,tj+1]
L2(µ⊗
2
)−→ 1C .
• D’autre part 〈h1]tk ,tk+1], g1]tj ,tj+1]〉 = o car j 6= k.
Donc Sn2
L2(ν)−→
n→∞
(
Φ◦
2
+Φ ◦ a21
)
(g ⊗ h1C) =:
∫
Φ(g)sdΦ(h)s
(c)
Sn3 =
(
Φ◦
2
+Φ ◦ a21
)h⊗ g n∑
k=1
k−1∑
j=0
1]tj ,tj+1] ⊗ 1]tk ,tk+1]

on procède sensiblement de la même façon que dans le point précédent et on a :
Sn3
L2(ν)−→
n→∞
∫
Φ(h)sdΦ(g)s
△
6.5 Norme
Proposition 6.5.1.∥∥∥∥∫ Φ(h)sdΦ(g)s∥∥∥∥2
L2(ν)
= ‖h⊗ g1C‖2L2(ν) +
∑
j≥0
〈h⊗ g, ej ⊗ ej〉2
(
EX4j − 3
)
Remarque
Dans le cas gaussien (équidistribuées, normales, centrées) on a EX4j = 3 et donc :∥∥∥∥∫ Φ(h)sdΦ(g)s∥∥∥∥2
L2(ν)
= ‖h⊗ g1C‖2L2(ν) .
Ce qui est conforme au résultat concernant l’intégrale de Ito.
Démonstration
Notons f := h⊗ g1C alors :
I(h, g) = ϕ(1,1)(f + f˜) + ϕ(2)(f)
E
(
|I(h, g)|2
)
= E
(∣∣ϕ(1,1)(f)∣∣2)+ E(∣∣∣ϕ(1,1)(f˜)∣∣∣2)+ E (∣∣ϕ(2)(f)∣∣2)
+2
[
E
(
ϕ(1,1)(f)ϕ(1,1)(f˜)
)
+ E
(
ϕ(1,1)(f)ϕ(2)(f)
)
+E
(
ϕ(1,1)(f˜)ϕ(2)(f)
)]
.
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Les lemmes 6.1.3. et 6.1.4. nous donnent :
E
(
|I(h, g)|2
)
=
∑
j≥2
j−1∑
k=1
〈f, ej ⊗ ek〉2 +
∑
j≥2
j−1∑
k=1
〈f˜ , ej ⊗ ek〉2
+
∑
j≥1
〈f, ej ⊗ ej〉2
(
EX4j − 1
)
+2
∑
j≥2
j−1∑
k=1
〈f, ej ⊗ ek〉〈f˜ , ej ⊗ ek〉.
• D’une part 〈f˜ , ej ⊗ ek〉 = 〈f, ek ⊗ ej〉.
• D’autre part : ‖f‖
H⊗2
=
∑
(j,k)∈(
IN∗
)2 〈f, ej ⊗ ek〉
2
=
∑
j≥2
j−1∑
k=1
〈f, ej ⊗ ek〉2 +
∑
j≥2
j−1∑
k=1
〈f, ek ⊗ ej〉2
+
∑
j≥1
〈f, ej ⊗ ej〉2.
On a donc, en ajoutant et retranchant le terme
∑
j≥1
〈f, ej ⊗ ej〉2 :
E |I(h, g)|2 = ‖h⊗ g1C‖2L2(µ⊗2 ) +
∑
j≥1
∑
j≥1
〈f, ej ⊗ ej〉2
(
EX4j − 2
)
+2
∑
j≥2
j−1∑
k=1
〈f, ej ⊗ ek〉〈f˜ , ej ⊗ ek〉.
• D’une part 2
∑
j≥2
j−1∑
k=1
〈f, ej ⊗ ek〉〈f˜ , ej ⊗ ek〉 =
∑
j 6=k
〈f, ej ⊗ ek〉〈f˜ , ej ⊗ ek〉.
• D’autre part 〈f, f˜〉 =
∑
(j,k)∈(
IN∗
)2 〈f, ej ⊗ ek〉〈f˜ , ej ⊗ ek〉.
En ajoutant et retranchant 〈f, ej ⊗ ej〉〈f˜ , ej ⊗ ej〉 =
∑
j≥1
〈f, ej ⊗ ej〉2 on a donc :
E |I(h, g)|2 = ‖h⊗ g1C‖2L2(µ⊗2 ) +
∑
j≥1
〈f, ej ⊗ ej〉
(
EX4j − 3
)
+ 〈f, f˜〉.
Pour finir il suffit d’expliciter 〈f, f˜〉 et remarquer que 1C · 1C˜ = 0
△
6.6 Isométries partielles
6.6.1 Notations
1. Pour f ∈ H ⊗H on notera : J2(f) :=
(
Φ◦
2
+ Φ ◦ a21
)
(f).
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2. S2 := {f ∈ H ⊗H | f(x, y) = f(y, x)} le sous-espace de H ⊗ H des fonctions sy-
métriques.
3. On utilisera l’opérateur :
B : H ⊗H → H ⊗H
ej ⊗ ek 7→
 ej ⊗ ek j 6= kE(X2j − 1)2ej ⊗ ej j = k
4. H(1,1) := Vect {ej ⊗ ej | j ∈ IN∗}
H(2) := Vect {ej ⊗ ek | j, k ∈ IN∗, j 6= k}
6.6.2 Isométries
Proposition 6.6.1. Les applications
ϕ(1,1) :
(
H(1,1), ‖ ‖B
)→ L2(ν)
ϕ(2) :
(
H(2), ‖ ‖B
)→ L2(ν)
sont des isométries.
Démonstration
• Soit f ∈ H(1,1) on a :∥∥∥ϕ(1,1)(f)∥∥∥2
L2(ν)
=
∑
j 6=k
〈f, ej ⊗ ek〉2 = ‖f‖B
• Soit f ∈ H(2) on a :∥∥ϕ(2)(f)∥∥2
L2(ν)
=
∑
j≥1
〈f, ej ⊗ ej〉2E(X2j − 1)2
=
∑
j≥1
〈f,B(ej ⊗ ej)〉2
‖B(ej ⊗ ej)‖H⊗H
=
∑
j≥1
〈f, ej ⊗ ej〉2B
‖ej ⊗ ej‖B
= ‖f‖B
△
96
6.6.3 Isométrie sur S2
Dans le cas gaussien J2 = Φ
(◦2) est une isométrie sur S2. Dans le cas général nous
perdons l’isométrie mais conservons une relation entre les normes de L2(ν) et S2 :
Proposition 6.6.2.
‖ ‖H◦H et ‖ ‖L2(ν) ◦ J2
sont des normes équivalentes sur S2.
Démonstration
Soit f ∈ S2, des calculs déjà faits dans la proposition 6.5.1. nous donnent :
‖J2(f)|2L2(ν) = 2
∑
j 6=k
〈f, ej ◦ ek〉2 +
∑
j≥1
〈f, ej ◦ ej〉2.
On pose :
 a := min{E(X2j − 1)2 (j ∈ IN
∗), 2}
b := max{E(X2j − 1)2 (j ∈ IN∗), 2}
on trouve :
a ‖f‖2S2 ≤ ‖J2(f)‖2L2(ν) ≤ b ‖f‖2S2
△
Remarque
L’ensemble de ces calculs fournit l’opérateur qu’il faut utiliser pour obtenir une iso-
métrie. Les opérateurs A et B introduits précedemment ne conviennent pas. On va donc
en introduire un troisième, C, sur H ⊗H :
C(ej ⊗ ek) :=
 2ej ⊗ ek j 6= kE(X2j − 1)2ej ⊗ ej j = k
Proposition 6.6.3.
J2 :
(
S2, ‖ ‖C
)→ L2(ν)
est une isométrie.
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Démonstration
Il suffit de remarquer que ‖ej ◦ ek‖C =
 2 j 6= kE(X2j − 1)2 j = k
et ‖ej ◦ ek‖L2(ν) =
∑
(j,k)∈(
IN∗
)2
〈f, ej ◦ ek〉2C
‖ej ◦ ek‖C
△
6.6.4 Vers une généralisation
Pour des fonctions h, g ∈ F , nous pouvons définir un processus (Zt)t>0 de la façon
suivante :
Zt :=
∫
Φ(h)sdΦ
(
g1]0,t]
)
s
.
Nous noterons plutôt : Zt :=
∫ t
0
Φ(h)sdΦ (g)s.
Nous allons étudier l’existence de modifications continues puis la variation quadratique
de ce processus.
Au préalable, nous établirons des résultats techniques utiles pour mener à bien ces études.
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Chapitre 7
Résultats techniques
7.1 Etude de Z2t
Pour simplifier l’écriture des calculs nous allons expliciter les calculs de (J2(f))
2 pour
f ∈ H ◦H et noterons :
 ajk := 〈f, ej ◦ ek〉aj := ajj
Lemme 7.1.1. On a pour f ∈ H ◦H
(J2(f))
2 =
(ordre 0) 4
∑
j2<j1
a2j1j2 + (γ4,0 − 1)
∑
j≥1
a2j
(ordre 1) + 4γ3,0
∑
j2<j1
aj1j2aj1P1 (Xj2)
+ 4γ3,0
∑
j2<j1
aj1j2aj2P1 (Xj1)
+ (γ4,1 − 2m3)
∑
j≥1
a2jP1 (Xj)
(ordre 2) + 8
∑
j3<j2<j1
aj1j2aj1j3P1 (Xj2)P1 (Xj3)
+ 8
∑
j3<j2<j1
aj1j2aj2j3P1 (Xj1)P1 (Xj3)
+ 8
∑
j3<j2<j1
aj2j3aj1j3P1 (Xj1)P1 (Xj2)
+ 4
∑
j2<j1
a2j1j2 (P2 (Xj1) + P2 (Xj2))
+
∑
j2<j1
[
4m22a
2
j1j2 + 2m
2
3aj1aj2 + 4(γ3,1 − 1) (aj1j2aj1 + aj1j2aj2)
]
P1 (Xj1)P1 (Xj2)
+ (γ4,2 − 2)
∑
j≥1
a2jP2 (Xj)
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(ordre 3) + m3
∑
j3<j2<j1
[8 (aj1j2aj1j3 + aj1j2aj2j3 + aj1j3aj2j3) +
4 (aj1aj2j3 + aj1j3aj2 + aj1j2aj3)]P1 (Xj1)P1 (Xj2)P1 (Xj3)
+
∑
j2<j1
(
4m3a
2
j1j2 + 2m3aj1aj2 + 4γ3,2aj1j2aj1
)
P2 (Xj1)P1 (Xj2)
+
∑
j2<j1
(
4m3a
2
j1j2
+ 2m3aj1aj2 + 4γ3,2aj1j2aj2
)
P1 (Xj1)P2 (Xj2)
+ γ4,3
∑
j≥1
a2jP3 (Xj)
(ordre 4) + 8
∑
j4<j3<j2<j1
(aj1j2aj3j4 + aj1j3aj2j4 + aj2j3aj1j4)
4∏
i=1
P1 (Xji)
+
∑
j3<j2<j1
(8aj1j2aj1j3 + 4aj1aj2j3)P2 (Xj1)P1 (Xj2)P1 (Xj3)
+
∑
j3<j2<j1
(8aj1j2aj2j3 + 4aj1j3aj2)P1 (Xj1)P2 (Xj2)P1 (Xj3)
+
∑
j3<j2<j1
(8aj1j3aj2j3 + 4aj1j2aj3)P1 (Xj1)P1 (Xj2)P2 (Xj3)
+
∑
j2<j1
4aj1j2aj1P3 (Xj1)P1 (Xj2)
+
∑
j2<j1
4aj1j2aj2P1 (Xj1)P3 (Xj2)
+
∑
j2<j1
(
4a2j1j2 + 2aj1aj2
)
P2 (Xj1)P2 (Xj2)
+
∑
j≥1
a2jP4 (Xj1)
Démonstration
On peut écrire :
(
Φ◦2(f) + φ(a21f)
)2
= 4
∑
j2<j1
〈f, ej1 ◦ ej3〉Xj1Xj2
2
+
∑
j≥1
〈f, ej ◦ ej〉(X2j − 1)
2
+
∑
j2<j1
〈f, ej1 ◦ ej3〉Xj1Xj2
∑
j3≥1
〈f, ej3 ◦ ej3〉(X2j3 − 1)
On va procéder en quatre étapes, une pour le calcul de chacun des termes du membre de
droite et une dernière dans laquelle nous sommerons ces trois résultats.
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Etape 1 : calcul de
(∑
j2<j1
〈f, ej1 ◦ ej3〉Xj1Xj2
)2
=: M2
M2 =
n∑
j1≥2
j1−1∑
k1=1
aj1k1Xk1
Xj1 n∑
j2≥2
j2−1∑
k2=1
aj2k2Xk2
Xj2
=
∑
0≤k1<j1
0≤k2<j2
aj1k1aj2k2Xk1Xj1Xk2Xj2
On va réordonner la somme en ordonnant les paramètres.
On fixe k1 < j1, on a cinq cas à voir :
(a) j2 < j1
Il y a cinq sous cas
i. j2 < k2 < j1 < k1
ii. j2 < k2 = j1 < k1
iii. j2 < j1 < k2 < k1
iv. j2 < j1 < k2 = k1
v. j2 < j1 < k1 < k2
(b) j2 = j1
Il y a trois sous cas :
i. j1 = j2 < k2 < k1
ii. j1 = j2 < k1 = k2
iii. j1 = j2 < k1 < k2
(c) j1 < j2 < k1
Il y a trois sous cas :
i. j1 < j2 < k2 < k1
ii. j1 < j2 < k2 = k1
iii. j1 < j2 < k1 < k2
(d) j1 < j2 = k1
Il y a un sous cas :
j1 < j2 = k1 < j2
(e) j1 < k1 < k2
Il y a un sous cas :
j1 < k1 < j2 < k2
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Nous allons maintenant réécrire la somme en prenant chacune de ces indexations et en
ordonnant les sommes par ordre décroissant du nombre d’indices :
M2 =
∑
0≤j2<k2<j1<k1
aj1k1aj2k2Xk1Xk2Xj1Xj2 (a-i)
(4 ind.) +
∑
0≤j2<j1<k2<k1
aj1k1aj2k2Xk1Xk2Xj1Xj2 (a-iii)
+
∑
0≤j2<j1<k1<k2
aj1k1aj2k2Xk1Xk2Xj1Xj2 (a-v)
+
∑
0≤j1<j2<k2<k1
aj1k1aj2k2Xk1Xk2Xj1Xj2 (c-i)
+
∑
0≤j1<j2<k1<k2
aj1k1aj2k2Xk1Xk2Xj1Xj2 (c-iii)
+
∑
0≤j1<k1<j2<k2
aj1k1aj2k2Xk1Xk2Xj1Xj2 (e)
(3 ind.) +
∑
0≤j2<k2<k1
ak1k2aj2k2X
2
k2Xj2Xj1 (a-ii)
+
∑
0≤j2<j1<k1
aj1k1aj2k1X
2
k1Xj1Xj2 (a-iv)
+
∑
0≤j1<k2<k1
aj1k2ak1j1X
2
j1Xk2Xk1 (b-i)
+
∑
0≤j1<k1<k2
aj1k2ak1j1X
2
j1Xk1Xk2 (b-iii)
+
∑
0≤j1<j2<k1
aj1k1aj2k2X
2
k1Xj1Xj2 (c-ii)
+
∑
0≤j1<j2<k2
aj1j2aj2k2X
2
j2Xj1Xk2 (d)
(2 ind.) +
∑
0≤k<j
a2jkX
2
jX
2
j (b-ii)
On range les indices j4 < j3 < j2 < j1, j3 < j2 < j1 et j2 < j1, puis on factorise :
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M2 =
∑
j4<j3<j2<j1
(aj1j2aj3j4 + aj1j3aj2j4 + aj2j3aj1j4 + aj1j4aj2j3 + aj2j4aj1j3
+aj3j4aj1j2)Xj4Xj3Xj2Xj1
+
∑
j3<j2<j1
(aj1j2aj1j3 + aj1j3aj1j2)Xj3Xj2X
2
j1
+
∑
j3<j2<j1
(aj1j2aj2j3 + aj2j3aj1j2)Xj3X
2
j2Xj1
+
∑
j3<j2<j1
(aj2j3aj1j3 + aj1j3aj2j3)X
2
j3Xj2Xj1
+
∑
j2<j1
a2j1j2Xj3X
2
j2X
2
j1
Il ne nous reste plus qu’à exprimer ces résultats dans la base des polynômes (Pn)n asso-
ciée à µ.
On rappel les relations suivantes :

1 = P0
Xj = P1(Xj)
X2j = P2(Xj) +m3P1(Xj) + 1
Xnj =
n∑
k=0
γn, kPk(Xj)
On remplace, on calcule et on trouve :
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∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
M2 =
(ordre 0)
∑
j2<j1
a2j1j2
(ordre 1) + m3
∑
j2<j1
a2j1j2 (P1(Xj1) + P1(Xj2))
(ordre 2) + 2
∑
j3<j2<j1
aj1j2aj1j3P1(Xj2)P1(Xj3)
+ 2
∑
j3<j2<j1
aj1j2aj2j3P1(Xj1)P1(Xj3)
+ 2
∑
j3<j2<j1
aj2j3aj1j3P1(Xj1)P1(Xj2)
+
∑
j2<j1
a2j1j2 (P2(Xj1) + P2(Xj2))
+ m23
∑
j2<j1
a2j1j2P1(Xj1)P1(Xj2)
(ordre 3) + 2m3
∑
j3<j2<j1
(aj1j2aj1j3 + aj1j2aj2j3
+aj2j3aj1j3)P1(Xj1)P1(Xj2)P1(Xj3)
+ m3
∑
j2<j1
a2j1j2 (P2(Xj1)P1(Xj2) + P2(Xj2)P1(Xj1))
(ordre 4) + 2
∑
j4<j3<j2<j1
(aj1j2aj3j4 + aj1j3aj2j4
+aj2j3aj1j4)P1(Xj1)P1(Xj2)P1(Xj3)P1(Xj4)
+ 2
∑
j3<j2<j1
aj1j2aj1j3P2(Xj1)P1(Xj2)P1(Xj3)
+ 2
∑
j3<j2<j1
aj1j2aj2j3P1(Xj1)P2(Xj2)P1(Xj3)
+ 2
∑
j3<j2<j1
aj1j3aj2j3P1(Xj1)P1(Xj2)P2(Xj3)
+
∑
j2<j1
a2j1j2P2(Xj1)P2(Xj2)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Etape 2 : calcul de
(∑
j≥1
〈f, ej ◦ ej〉(X2j − 1)
)2
=: N2
N2 =
∑
j≥1
a2j
(
X2j − 1
)2
+ 2
∑
k<j
akaj
(
X2kX
2
j −X2j −X2k + 1
)
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On regarde maintenant dans la base des polynômes :
N2 =
∑
j≥1
a2j
[
P4(Xj) + γ4,3P3(Xj) + γ4,2P2(Xj) + γ4,1P1(Xj) + γ4,0
−2P2(Xj)− 2m3P1(Xj)− 2 + 1
]
+ 2
∑
k<j
[(
P2(Xk) +m3P1(Xk) + 1
)(
P2(Xj) +m3P1(Xj) + 1
)
−
(
P2(Xk) +m3P1(Xk) + 1
)
−
(
P2(Xj) +m3P2(Xj) + 1
)
+1
]
On calcule et ordonne :
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
N2 =
(ordre 4)
∑
j≥1
a2jP4(Xj) + 2
∑
k<j
akajP4(Xk)P4(Xj)
(ordre 3) + γ4,3
∑
j≥1
a2jP3(Xj) + 2m3
∑
k<j
akaj (P2(Xk)P1(Xj) + P1(Xk)P2(Xj))
(ordre 2) + (γ4,2 − 2)
∑
j≥1
a2jP2(Xj) + 2m
2
3
∑
k<j
akajP1(Xk)P1(Xj)
(ordre 1) + (γ4,1 − 2m3)
∑
j≥1
a2jP1(Xj)
(ordre 0) + (γ4,0 − 1)
∑
j≥1
a2j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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Etape 3 : calcul de
∑
j2<j1
〈f, ej1 ◦ ej3〉Xj1Xj2
∑
j3≥1
〈f, ej3 ◦ ej3〉(X2j3 − 1)
MN =
∑
j1≥1
j1−1∑
j2=0
aj1j2Xj2Xj1
∑
j3≥1
aj3(X
2
j3 − 1)
=
∑
j1≥1
(∑
j2<j1
aj1j2Xj2
)
aj1(X
2
j1 − 1) j1 = j3
+
∑
j3≥1
∑
j1<j3
∑
j2<j1
aj1j2aj3Xj1Xj2(X
2
j3 − 1) j1 < j3
+
∑
j1≥1
∑
j2<j1
aj1j2Xj2
∑
j3<j1
aj3(X
2
j3 − 1)
Xj1 j3 < j1
=
∑
j2<j1
aj1aj1j2(X
3
j1 −Xj1)Xj2
+
∑
j3<j2<j1
aj2j3(X
2
j1 − 1)Xj2Xj3
+
∑
j1≥1
[
Xj1
∑
j2<j1
aj1j2aj2Xj2(X
2
j2 − 1) j2 = j3
+
∑
j2<j1
∑
j3<j2
aj1j2aj3Xj2(X
2
j3 − 1) j3 < j2
+
∑
j3<j1
∑
j2<j3
aj1j2aj3Xj2(X
2
j3 − 1)
]
j2 < j3
=
∑
j3<j2<j1
aj1aj2j3(X
2
j1 − 1)Xj2Xj3
+
∑
j3<j2<j1
aj1j3aj2Xj1(X
2
j2 − 1)Xj3∑
j3<j2<j1
aj1j2aj3Xj1Xj2(X
2
j3 − 1)
+
∑
j2<j1
aj1j2aj1(X
3
j1 −Xj1)Xj2
+
∑
j2<j1
aj1j2aj2Xj1(X
3
j2 −Xj2)
On ordonne et on utilise la base des (Pn)n :
MN =
∑
j2<j1
aj1j2aj1
(
P3(Xj1) + γ3,2P2(Xj1) + γ3,1P1(Xj1) + γ3, 0 − P1(Xj1)
)
P1(Xj2)
+
∑
j2<j1
aj1j2aj2P1(Xj1)
(
P3(Xj2) + γ3,2P2(Xj2) + γ3,1P1(Xj2) + γ3, 0 − P1(Xj2)
)
+
∑
j3<j2<j1
aj1aj2j3
(
P2(Xj1) +m3P1(Xj1)
)
P1(Xj2)P1(Xj3)
+
∑
j3<j2<j1
aj1j3aj2P1(Xj1)
(
P2(Xj2) +m3P1(Xj2)
)
P1(Xj3)
+
∑
j3<j2<j1
aj1j2aj3P1(Xj1)P1(Xj2)
(
P2(Xj3) +m3P1(Xj3)
)
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On calcule et on réordonne :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
MN =
(ordre 4)
∑
j2<j1
aj1j2aj1P3(Xj1)P1(Xj2)
+
∑
j2<j1
aj1j2aj2P1(Xj1)P3(Xj2)
+
∑
j3<j2<j1
aj1aj2j3P2(Xj1)P1(Xj2)P1(Xj3)
+
∑
j3<j2<j1
aj1j3aj2P1(Xj1)P2(Xj2)P1(Xj3)
+
∑
j3<j2<j1
aj1j2aj3P1(Xj1)P1(Xj2)P2(Xj3)
(ordre 3) + γ3,2
∑
j2<j1
aj1j2aj1P2(Xj1)P1(Xj2)
+ γ3,2
∑
j2<j1
aj1j2aj2P1(Xj1)P2(Xj2)
+ m3
∑
j3<j2<j1
(
aj1aj2j3 + aj1j3aj2 + aj1j2aj3
)
P1(Xj1)P1(Xj2)P1(Xj3)
(ordre 2) + (γ3,1 − 1)
∑
j2<j1
(
aj1j2aj1 + aj1j2aj2
)
P1(Xj1)P1(Xj2)
(ordre 1) + γ3,0
∑
j2<j1
(
aj1j2aj1P1(Xj2) + aj1j2aj2P1(Xj1)
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Etape 4 : sommation
On calcule simplement 4M2 +N2 + 4MN et on a le résultat annoncé.
△
7.2 identification
L’expression trouvée n’est, pour le moins, pas très maniable. Nous allons identifier
chacun des termes, ordre par ordre, de façon à pouvoir, par la suite, calculer EM4 pour
montrer l’existence de modification continues et expliciter la variation quadratique. Nous
noterons Ok
([(
Φ◦
2
+ Φ ◦ a21
)
(f)
]2)
les termes d’ordre k de
[(
Φ◦
2
+ Φ ◦ a21
)
(f)
]2
7.2.1 Calculs préliminaires
Dans cette section nous allons utiliser le développement en série de f ◦ f et un
opérateur introduit par P. A. Meyer [10].
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Lemme 7.2.1. Soit f ∈ H ◦H on a :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f ◦ f =
∑
j4<j3<j2<j1
8(aj1j2aj3j4 + aj1j3aj2j4 + aj1j4aj2j3)ej1 ◦ ej2 ◦ ej3 ◦ ej4
+
∑
j3<j2<j1
(8aj1j2aj1j3 + 4aj1aj2j3)e
◦2
j1
◦ ej2 ◦ ej3
+
∑
j3<j2<j1
(8aj1j2aj2j3 + 4aj2aj1j3)ej1 ◦ e◦
2
j2 ◦ ej3
+
∑
j3<j2<j1
(8aj1j3aj2j3 + 4aj1j2aj3)ej1 ◦ ej2 ◦ e◦
2
j3
+
∑
j2<j1
4aj1aj1j2e
◦3
j1
◦ ej2
+
∑
j2<j1
4aj1j2aj2ej1 ◦ e◦
3
j2
+
∑
j2<j1
(4a2j1j2 + 2aj1aj2)e
◦2
j1
◦ e◦2j2
+
∑
1≤j
a2je
◦4
j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Démonstration
f =
∑
(j1,j2)
〈f, ej1 ◦ ej2〉ej1 ◦ ej2
f ◦ f =
∑
(j1,j2,j3,j4)
〈f, ej1 ◦ ej2〉〈f, ej3 ◦ ej4〉ej1 ◦ ej2ej3 ◦ ej4
On va maintenant réécrire cette somme en fonction du nombre d’indices égaux, cela re-
vient à regarder les différentes écritures du nombre quatre en somme d’entiers.
4 indices égaux (4 = 4)
∑
j≥1
〈f, ej ◦ ej〉e◦4j
3 indices égaux (4 = 3+1)
Dans chacune des sommes on appellera j1 l’indice distinct :
j1 6= j2 = j3 = j4 ∑
j1≥1
∑
j2≥1
〈f, ej2 ◦ ej1〉〈f, ej1 ◦ ej1〉e◦
3
j1 ◦ ej2
j2 6= j1 = j3 = j4 ∑
j1≥1
∑
j2≥1
〈f, ej1 ◦ ej2〉〈f, ej1 ◦ ej1〉e◦
3
j1 ◦ ej2
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j3 6= j1 = j2 = j4 ∑
j1≥1
∑
j2≥1
〈f, ej1 ◦ ej1〉〈f, ej2 ◦ ej1〉e◦
3
j1 ◦ ej2
j4 6= j1 = j2 = j3 ∑
j1≥1
∑
j2≥1
〈f, ej1 ◦ ej1〉〈f, ej1 ◦ ej2〉e◦
3
j1 ◦ ej2
On fait la somme de ces trois termes et on trouve :
4
∑
j1≥1
∑
j2≥1
〈f, ej1 ◦ ej1〉〈f, ej1 ◦ ej2〉e◦
3
j1 ◦ ej2
= 4
∑
j1≥1
j1−1∑
j2=1
〈f, ej1 ◦ ej2〉〈f, ej1 ◦ ej1〉e◦
3
j1 ◦ ej2 j1 < j2
+ 4
∑
j2≥1
j2−1∑
j1=1
〈f, ej1 ◦ ej2〉〈f, ej1 ◦ ej1〉e◦
3
j1 ◦ ej2 j2 < j1
+ 4
∑
j1≥1
j1−1∑
j2=1
(
aj1j2aj2e
◦3
j1 ◦ ej2 + aj1aj1j2ej1 ◦ e◦
3
j2
)
2 indices égaux les autre distincts (4=2+1+1)
j1 = j2
+
∑
j1 6=j2 6=j3
〈f, ej1 ◦ ej1〉〈f, ej2 ◦ ej3〉e◦
2
j1 ◦ ej2 ◦ ej3
j1 = j3
+
∑
j1 6=j2 6=j3
〈f, ej1 ◦ ej2〉〈f, ej1 ◦ ej3〉e◦
2
j1 ◦ ej2 ◦ ej3
j1 = j4
+
∑
j1 6=j2 6=j3
〈f, ej1 ◦ ej3〉〈f, ej2 ◦ ej1〉e◦
2
j1 ◦ ej2 ◦ ej3
j2 = j3
+
∑
j1 6=j2 6=j3
〈f, ej2 ◦ ej1〉〈f, ej1 ◦ ej3〉e◦
2
j1 ◦ ej2 ◦ ej3
j2 = j4
+
∑
j1 6=j2 6=j3
〈f, ej2 ◦ ej1〉〈f, ej3 ◦ ej1〉e◦
2
j1 ◦ ej2 ◦ ej3
j3 = j4
+
∑
j1 6=j2 6=j3
〈f, ej2 ◦ ej3〉〈f, ej1 ◦ ej1〉e◦
2
j1 ◦ ej2 ◦ ej3
= 2
∑
j1 6=j2 6=j3
〈f, ej1 ◦ ej1〉〈f, ej2 ◦ ej3〉e◦
2
j1 ◦ ej2 ◦ ej3
+4
∑
j1 6=j2 6=j3
〈f, ej1 ◦ ej2〉〈f, ej1 ◦ ej3〉e◦
2
j1 ◦ ej2 ◦ ej3
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Pour expliciter ces deux sommes on va considérer les différentes permutations suivantes,
qui constitue une partition de l’ensemble {(j1, j2, j3) | j1 6= j2 6= j3} :
j1 < j2 < j3 j2 < j1 < j3 j2 < j3 < j1
j1 < j3 < j2 j3 < j1 < j2 j3 < j2 < j1
Première somme
après réindexaton on trouve :
2
∑
j3<j2<j1
[
〈f, ej3 ◦ ej3〉〈f, ej2 ◦ ej1〉ej1 ◦ ej2 ◦ e◦
2
j3
+〈f, ej2 ◦ ej2〉〈f, ej1 ◦ ej3〉ej1 ◦ e◦
2
j2
◦ ej3
+〈f, ej1 ◦ ej1〉〈f, ej3 ◦ ej3〉e◦
2
j1
◦ ej2 ◦ ej3
]
deuxième somme
après réindexaton on trouve :∑
j3<j2<j1
[
aj1j2aj1j3e
◦2
j1
◦ ej2 ◦ ej3 + aj2j1aj2j3ej1 ◦ e◦
2
j2
◦ ej3
+aj3j1aj3j2ej1 ◦ ej2 ◦ e◦
2
j3
+ aj1j3aj1j2e
◦2
j1
◦ ej2 ◦ ej3
+aj2j3aj2j1ej1 ◦ e◦
2
j2
◦ ej3 + aj3j2aj3j1ej1 ◦ ej2 ◦ e◦
2
j3
]
=
∑
j3<j2<j1
(aj1j2aj1j3 + aj1j3aj1j2)e
◦2
j1 ◦ ej2 ◦ ej3
+
∑
j3<j2<j1
2aj1j2aj2j3ej1 ◦ e◦
2
j2 ◦ ej3
+
∑
j3<j2<j1
2aj1j3aj2j3ej1 ◦ ej2 ◦ e◦
2
j3
On réunit ces deux résultats et on trouve :∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
j3<j2<j1
(
4aj1aj2j3 + 8aj1j2aj1j3
)
e◦
2
j1 ◦ ej2 ◦ ej3
+
∑
j3<j2<j1
(
4aj2aj1j3 + 8aj1j2aj2j3
)
ej1 ◦ e◦
2
j2 ◦ ej3
+
∑
j3<j2<j1
(
4aj1j2aj3 + 8aj1j3aj2j3
)
ej1 ◦ ej2 ◦ e◦
2
j3
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2 termes égaux 6= deux termes égaus (4=2+2)
On a quatre cas à considérer :
j1 = j2 6= j3 = j4
j1 = j3 6= j2 = j4
j1 = j4 6= j2 = j4
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On a alors la somme :∑
j1 6=j2
(
aj1aj2 + 2a
2
j1j2
)
e◦
2
j1 ◦ e◦
2
j2
∣∣∣∣∣ =
∑
j1≥1
∑
j2<j1
(
aj1aj2 + 2a
2
j1j2
)
e◦
2
j1 ◦ e◦
2
j2
∣∣∣∣∣
Tous les indices distincts (4=1+1+1+1)
On doit considérer l’ensemble {(j1, j2, j3, j4) | j1 6= j2 6= j3 6= j4}, puisque nous étudions
la somme : ∑
j1 6=j2 6=j3 6=j4
aj1j2aj3j4ej1 ◦ ej2 ◦ ej3 ◦ ej4
Les 24 permutations ne sont pas à regarder puisque échanger j1 et j2 ou j3 et j4 n’a
aucun effet. Il reste en fait 3 termes qui se répètent 8 fois :∣∣∣∣∣
∑
j4<j3<j2<j1
8
(
aj1j2aj3j4 + aj1j3aj2j4 + aj1j2aj2j3
)
ej1 ◦ ej2 ◦ ej3 ◦ ej4
∣∣∣∣∣
Pour terminer il ne reste qu’à sommer tous ces résultats
△
Définition 7.2.1.
(
f ∼
1
f
)
(s1, s3) :=
∫
f(s1, s2)f(s3, s2)dµ(s2)
Lemme 7.2.2. Pour f ∈ H ◦H :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(
f ∼
1
f
)
=
∑
j3<j2<j1
2
(
aj1j2aj2j3ej1 ◦ ej3 + aj1j3aj2j3ej1 ◦ ej2 + aj1j2aj1j3ej2 ◦ ej3
)
+
∑
j2<j1
2
(
aj1j2aj2 + aj1j2aj1
)
ej1 ◦ ej2
+
∑
j2<j1
a2j1j2
(
e◦
2
j1
+ e◦
2
j2
)
+
∑
j≥1
a2je
◦2
j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Démonstration
f ∼
1
f =
∑
(j1,j2,j3,j4)
aj1j2aj3j4
(
〈ej1 , ej3〉ej2 ⊗ ej4 + 〈ej1 , ej4〉ej2 ⊗ ej3 + 〈ej2 , ej3〉ej1 ⊗ ej4 +
〈ej2 , ej4〉ej1 ⊗ ej3
)
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∫
f(s1, s2)f(s2, s3)dµ(s2)
=
∑
(j1,j2)
〈f, ej1 ◦ ej2〉
∑
(j3,j4)
〈f, ej3 ◦ ej4〉
∫
ej1 ◦ ej2(s1, s2)ej3 ◦ ej4(s2, s3)dµ(s2)
=
1
4
∑
(j1,j2,j3,j4)
aj1j2aj3j4
∫ (
ej1 ⊗ ej2(s1, s2) + ej2 ⊗ ej1(s1, s2)
)
·
(
ej3 ⊗ ej4(s2, s3) + ej4 ⊗ ej3(s2, s3)
)
dµ(s2)
=
1
4
∑
(j1,j2,j3,j4)
aj1j2aj3j4
(
ej1 ⊗ ej4δj2j3 + ej1 ⊗ ej3δj2j4 + ej2 ⊗ ej4δj1j3
+ej2 ⊗ ej3δj1j4
)
(s1, s3)
=
1
4
∑
(j1,j2,j3)
aj1j2aj2j3ej1 ⊗ ej3(s1, s3) +
1
4
∑
(j1,j2,j3)
aj1j2aj3j2ej1 ⊗ ej3(s1, s3)
+
1
4
∑
(j1,j2,j3)
aj1j2aj1j3ej2 ⊗ ej3(s1, s3) +
1
4
∑
(j1,j2,j3)
aj3j1aj3j2ej2 ⊗ ej3(s1, s3)
=
1
2
∑
(j1,j2,j3)
aj1j2aj2j3ej1 ⊗ ej3(s1, s3) +
1
2
∑
(j1,j2,j3)
aj1j2aj1j3ej2 ⊗ ej3(s1, s3)
(en échangeant j1 et j2 dans la deuxième somme)
=
∑
(j1,j2,j3)
aj1j2aj2j3ej1 ⊗ ej3(s1, s3)
1+1+1
∑
j1 6=j2 6=j3
aj1j2aj2j3ej1 ⊗ ej3(s1, s3)
j1 < j2 < j3 ; j2 < j1 < j3 ; j2 < j3 < j1
j1 < j3 < j2 ; j3 < j1 < j2 ; j3 < j2 < j1
(après réindexation)
=
∑
j3<j2<j1
[
aj3j2aj2j1ej3 ⊗ ej1(s1, s3) + aj2j3aj3j1ej2 ⊗ ej1(s1, s3)
+aj1j3aj3j2ej1 ⊗ ej2(s1, s3) + aj3j1aj1j2ej3 ⊗ ej2(s1, s3)
+aj2j1aj1j3ej2 ⊗ ej3(s1, s3) + aj1j2aj2j3ej1 ⊗ ej3(s1, s3)
]
= 2
∑
j3<j2<j1
(
aj1j2aj2j3ej1 ◦ ej3(s1, s3) + aj1j3aj2j3ej1 ◦ ej2(s1, s3)+
+aj1j2aj1j3ej2 ◦ ej3(s1, s3)
)
2+1
∑
j2 6=j1
j2=j3
aj1j2aj2ej1 ⊗ ej2(s1, s3) +
∑
j2 6=j1
j1=j2
aj1aj2j3ej1 ⊗ ej2(s1, s3)+
+
∑
j2 6=j1
j1=j3
aj1j2aj2j3ej1 ⊗ ej1(s1, s3)
= 2
∑
j2<j1
aj1j2aj2ej1 ◦ ej2(s1, s3) + 2
∑
j2<j1
aj1aj1j2ej1 ◦ ej2(s1, s3)+
+2
∑
j2<j1
a2j1j2
(
ej1 ◦ ej1 + ej2 ◦ ej2
)
(s1, s3)
3
∑
j
a2jej ◦ ej
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Pour conclure il suffit de réunir tous ces résultats.
△
7.2.2 Identification des termes d’ordre 4
Proposition 7.2.1.
O4
([
(Φ◦
2
+ Φ ◦ a21)(f)
]2)
= Φ◦
4
(f ◦ f)
Démonstration
C’est une simple comparaison des termes en question.
△
7.2.3 Identification des termes d’ordre 3
Lemme 7.2.3.∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a41(f ◦ f) =
∑
j3<j2<j1
γ2,1
[
8
(
aj1j2aj1j3 + aj1j2aj2j3 + aj1j3aj2j3
)
+4
(
aj1aj2j3 + aj2aj1j3 + aj3aj1j2
)]
ej1 ◦ ej2 ◦ ej3
+
∑
j2<j1
[
4γ3,2aj1aj1j2 + γ2,1(4a
2
j1j2
+ 2aj1aj2)
]
e◦
2
j1
◦ ej2
+
∑
j2<j1
[
4γ3,2aj1j2aj2 + γ2,1(4a
2
j1j2
+ 2aj1aj2)
]
ej1 ◦ e◦
2
j2
+
∑
1≤j
γ4,3a
2
je
◦3
j
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Démonstration
Fixons le 4-uple (j1, j2, j3, j4) tel que j4 < j3 < j2 < j1 :
a41 : H
◦4 → H◦3
ej1 ◦ ej2 ◦ ej3 ◦ ej4 7→ 0
e◦2j1 ◦ ej2 ◦ ej3 7→ γ2,1ej1 ◦ ej2 ◦ ej3
e◦
3
j1
◦ ej2 7→ γ3,2e◦
2
j1
◦ ej2
e◦2j1 ◦ e◦
2
j2
7→ γ2,1e◦2j1 ◦ ej2 + γ2,1ej1 ◦ e◦
2
j2
e◦4j1 7→ γ4,3e◦
3
j1
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△Proposition 7.2.2.
O3
([
(Φ◦
2
+ Φ ◦ a21)(f)
]2)
= Φ◦
3(
a41(f ◦ f)
)
Démonstration
C’est une simple comparaison des termes en question.
△
7.2.4 Identification des termes d’ordre 2
Proposition 7.2.3.
O2
([
(Φ◦
2
+ Φ ◦ a21)(f)
]2)
= Φ◦
2
(
4f ∼
1
f + a42(f ◦ f)
)
Démonstration
O2
([
(Φ◦
2
+Φ ◦ a21)(f)
]2)−Φ◦2(4f ∼
1
f
)
=
∑
j2<j1
[
4m23a
2
j1j2 + 2m
2
3aj1aj2 + 4(γ3,1 − 3)(aj1j2aj1 + aj1j2aj2)
]
P1(Xj1)P1(Xj2)
+
∑
1≤j
(γ4,2 − 6)ajP2(Xj)
Il nous reste à calculer Φ◦
2(
a42(f ◦ f)
)
.
Fixons le 4-uple (j1, j2, j3, j4) tel que j4 < j3 < j2 < j1 :
a42 : H
◦4 → H◦3
ej1 ◦ ej2 ◦ ej3 ◦ ej4 7→ 0
e◦2j1 ◦ ej2 ◦ ej3 7→ 0
e◦3j1 ◦ ej2 7→ (γ3,1 − Γ3,1)ej1 ◦ ej2
e◦
2
j1
◦ e◦2j2 7→ (γ2,0 − Γ2,0)2ej1 ◦ ej2
e◦4j1 7→ (γ4,2 − Γ4,2)e◦
2
j1
△
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7.2.5 Identification des termes d’ordre 1
Lemme 7.2.4.
a43(f ◦ f) = 4γ3,0
(∑
j2<j1
aj1aj1j2ej2 +
∑
j2<j1
aj1j2aj2ej1
)
+γ4,1
∑
j≥1
a2jej
Démonstration
Fixons le 4-uple (j1, j2, j3, j4) tel que j4 < j3 < j2 < j1 :
a43 : H
◦4 → H◦3
e◦3j1 ◦ ej2 7→ (γ3,1 − Γ3,1)ej1 ◦ ej2
e◦
2
j1
◦ e◦2j2 7→ 0
e◦4j1 7→ (γ4,1 − Γ4,1)ej1
△
Lemme 7.2.5.
a21(f ∼
1
f) = m3
∑
j2<j1
a2j1j2(ej1 + ej2) +m3
∑
1≤j
a2jej
Démonstration
Fixons le couple (j1, j2) tel que j2 < j2 :
a21(ej1 ◦ ej2) = 0
a21(e
◦2
j1 ) = (γ2,1 − Γ2,1) = m3
△
Proposition 7.2.4.
O1
([
(Φ◦
2
+ Φ ◦ a21)(f)
]2)
= Φ
(
a43(f ◦ f) + 4a21(f ∼
1
f)− 6(a21 ◦ π1)(f ∼
1
f)
)
où π1 est la projection orthogonale sur {ej ◦ ek | j = k}
Remarque
Nous noterons π2 la projection sur {ej ◦ ek | j 6= k}
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Démonstration
Pour cette identification il suffit de remarquer que :
O1
([
(Φ◦
2
+Φ ◦ a21)(f)
]2)−Φ(a43(f ◦ f) + 4a21(f ∼
1
f)
)
= −6m3
∑
1≤j
a2jP1(Xj)
et :
(
a21 ◦ π1
)
(f ∼
1
f) = m3
∑
1≤j
a2jej
△
7.2.6 Identification des termes d’ordre 0
Proposition 7.2.5.
O0
([
(Φ◦
2
+ Φ ◦ a21)(f)
]2)
= 2 ‖ f ‖2 +a44(f ◦ f)
Démonstration
On vérifie que a44(f ◦ f) = (γ4,0 − Γ4,0)
∑
1≤j
a2j et ‖ f ‖2= 2
∑
j2<j1
a2j1j2 +
∑
1≤j
a2j
O0
([
(Φ◦
2
+Φ ◦ a21)(f)
]2)
= 4
∑
j2<j1
a2j1j2 + (γ4,0 − 1)
∑
1≤j
a2j
= 2 ‖ f ‖2 +(γ4,0 − 3)
∑
1≤j
a2j
= 2 ‖ f ‖2 +a44(f ◦ f)
△
7.2.7 Identification
En réunissant les résultats des précédentes sections on a la proposition suivante :
Proposition 7.2.6.∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
[
(Φ◦
2
+ Φ ◦ a21)(f)
]2
= Φ◦
4
(f ◦ f) (ordre 4)
+ Φ◦
3(
a41(f ◦ f)
)
(ordre 3)
+ Φ◦
2
(
4f ∼
1
f + a42(f ◦ f)
)
(ordre 2)
+ Φ
(
a43(f ◦ f) + 4a21(f ∼
1
f)− 6(a21 ◦ π1)(f ∼
1
f)
)
(ordre 1)
+ 2 ‖ f ‖2 +a44(f ◦ f) (ordre 0)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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7.3 Etude d’une limite
Soient h1, h2 ∈ H et 0 = t0 < t1 < · · · < tn = t une suite de partitions de [0, t] dont
le pas tend vers 0.
Nos noterons fk := h1 ⊗
(
h21]0,tk]
)
1C
Lemme 7.3.1. Pour Ψ = Φ◦2 ou Ψ = Φ ◦ a41 on a :
lim
k→∞
E
[
4Ψ
(∑
k
fk∼
1
fk
)−∫ t
0
h22Ψ
([
h11]0,.]
]◦2)
dµ
]2
= 0
Démonstration
Nous commençons par le cas Ψ = Φ◦2 . Nous Introduisons quelques notations :
– Sk :=
[
4Φ◦2
(∑
k
fk∼
1
fk
)− ∫ t
0
h22Φ
◦2
([
h11]0,.]
]◦2)
dµ
]2
– hk := h1]0,tk ]
4fk ∼
1
fk(s1, s3) =∫
h⊗
2
1 (s1, s2)h
k⊗2
2 (s2, s3)1C(s1, s2)1C(s2, s3)dµ(s2)
(
:= Ik1 (s1, s2)
)
+
∫
h⊗
2
1 (s1, s3)h
k⊗2
2 (s2, s2)1C(s1, s2)1C(s3, s2)dµ(s2)
(
:= Ik2 (s1, s2)
)
+
∫
h⊗
2
1 (s2, s2)h
k⊗2
2 (s1, s3)1C(s2, s1)1C(s2, s3)dµ(s2)
(
:= Ik3 (s1, s2)
)
+
∫
h⊗
2
1 (s2, s3)h
k⊗2
2 (s1, s2)1C(s2, s1)1C(s3, s2)dµ(s2)
(
:= Ik4 (s1, s2)
)
L’inégalité de convexité nous permet d’écrire :
Sk ≤ 4E
[
Φ◦
2
∑
k
Ik1
]2
+4E
[
Φ◦
2
∑
k
Ik2 −
∫ t
0
h22Φ
◦2[(h11]0,.])◦2]dµ]2
+4E
[
Φ◦
2
∑
k
Ik3
]2
+4E
[
Φ◦
2
∑
k
Ik4
]2
Etape 1 : Calcul de lim
k→∞
E
[
Φ◦
2 ∑
k I
k
1
]2
EΦ◦
2
(Ik1 )
2 =‖ Ik1 ‖2L2(µ⊗2 ) (isométrie)
=
∫ (∑
k
∫
h⊗
2
1 (s1, s2)h
k⊗2
2 (s2, s3)1C(s1, s2)1C(s2, s3)dµ(s2)
)2
dµ⊗
2
(s1, s3)
=
∫ [∑
k
∫
h⊗
4
1 (s1, s2, s1, t2)h
k⊗4
2 (s2, s3, t2, s3)1C4(s1, s2, s2, s3, s1, t2, t2, s3)dµ
⊗2(s2, t2)
+2
∑
k<j
∫
h⊗
4
1 (s1, s2, s1, t2)h
k⊗2
2 (s2, s3)h
j⊗2
2 (t2, s3)
1C4(s1, s2, s2, s3, s1, t2, t2, s3)dµ
⊗2(s2, t2)
]
dµ⊗2(s1, s3)
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– D’une part
∑
k
1]tk ,tk+1]4(s2, s3, t2, s3)
L2(µ⊗
4
)−→
k→∞
1[s2=s3=t2]
– D’autre part :
∑
k<j
1]tk,tk+1]2×[tj ,tj+1]2(s2, s3, t2, s3) = 0
car (k < j)⇒ (]tk, tk+1]
⋂
[tj , tj+1] = ∅)
Le théorème de convergence dominée de Lebesgue nous donne :
lim
k→∞
E
[
Φ◦
2
∑
k
Iki
]2
=
∫
h⊗
2
1 (s1, s2)h
k⊗2
2 (s2, s3)1[s2=s3=t2]dµ
⊗4(s1, s2, t2, s3) = 0
Etape 2 Calcul de lim
k→∞
E
[
Φ◦
2
∑
k
Iki
]2
pour i ∈ {3, 4}
On procède de la même façon et on a également :
lim
k→∞
E
[
Φ◦
2
∑
k
Ik3
]2
= lim
k→∞
E
[
Φ◦
2
∑
k
Ik4
]2
= 0
Etape 3 : Calcul de lim
k→∞
E
[
Φ◦
2
∑
k
Ik2 −
∫ t
0
h22Φ
◦2([h11]0,.]]◦2)dµ]2
∑
k
Ik2 (s2, s3) =
∑
k
∫ tk+1
tk
h22(s2)h
⊗2
1 (s1, s3)1C(s2, s3)1C˜(s2, s3)dµ(s2)
=
∫ t
0
h22(s2)h
⊗2
1 (s1, s3)1C(s2, s3)1C˜(s2, s3)dµ(s2)
=
∫ t
0
h22(s2)
(
h11]0,s2] ⊗ h11]0,s2]
)
(s1, s3)dµ(s2)
Il s’agit donc de montrer que :
Φ◦
2
(∫ t
0
h22(s2)h11
⊗2
]0,s2]
dµ(s2)
)
L2
=
∫ t
0
h22(s2)Φ
◦2
((
h11]0,s2]
)◦2)
dµ(s2)
Pour cela on va décomposer 1C en produit tensoriel :
1C(s1, s2)
L2
= lim
k→∞
1]0,tk−1]×]tk,tk+1](s1, s2)
1C˜(s3, s2)
L2
= lim
k→∞
1]tk ,tk+1]×]0,tk−1](s3, s2)
Nous allons noter Ck1 := 1]0,tk−1] et C
k
2 := 1]tk ,tk+1]∫ t
0
h22(s2)h
⊗2
1 (s1, s3)1C(s2, s3)1C˜(s2, s3)dµ(s2)
= h⊗
2
1
∫ t
0
h22(s2) lim
k→∞
l→∞
∑
k
∑
l
1Ck1×Ck2 (., s2)1Cl2×Cl1(s2, .)dµ(s2)
=
cvg
dominée
lim
k→∞
l→∞
∑
k,l
h⊗
2
1 1Ck1
1Cl1
∫ t
0
h22(s2)1Ck2
(s2)1Cl2
(s2)dµ(s2)
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Φ◦2
(∫ t
0
h22(s2)h
⊗2
1 1C(., s2)1C˜(s2, .)dµ(s2)
)
= Φ◦2
 lim
k→∞
l→∞
∑
k,l
h⊗
2
1 1Ck1
1Cl1
∫ t
0
h22(s2)1Ck2
(s2)1Cl2
(s2)dµ(s2)

= lim
k→∞
l→∞
Φ◦2
∑
k,l
h⊗
2
1 1Ck1
1Cl1
∫ t
0
h22(s2)1Ck2
(s2)1Cl2
(s2)dµ(s2)
  t fixécont. de Φ◦2(Prop. 6.3.1.)
= lim
k→∞
l→∞
Φ◦2
∑
k,l
h⊗
2
1 1Ck1
1Cl1
∫ t
0
h22(s2)1Ck2
(s2)1Cl2
(s2)dµ(s2)
lim
k→∞
l→∞
∫ t
0
Φ◦
2
∑
k,l
h⊗
2
1 1Ck1
1Cl1
h22(s2)1Ck2 (s2)1Cl2(s2)dµ(s2)
On peut donc écrire :
E
[∑
k
Φ◦
2
(Ik2 )−
∫ t
0
h22(s2)Φ
◦2[(h11]0,s2])◦2]dµ(s2)]2
= E
[
lim
k→∞
l→∞
[∫ t
0
h22(s2)
(
Φ◦
2(
h1 ⊗ h1
∑
(k,l)
1Ck1×Ck2 (., s2)1Cl2×Cl1(s2, .)
)−
Φ◦
2(
h1 ⊗ h11C(., s2)1C˜(s2, .)
))
dµ(s2)
]]2
Dans la suite on va noter :
– Zk(., ., s2) := Φ◦
2(
h1 ⊗ h1
∑
(k,l)
1Ck1×Ck2 (., s2)1Cl2×Cl1(s2, .)
)
– Z(., ., s2) := Φ◦
2(
h1 ⊗ h11C(., s2)1C˜(s2, .)
)
– Yk := |Zk − Z|
E
[[∫ t
0
h22(s2)
(
Φ◦
2(
h1 ⊗ h1
∑
(k,l)
1Ck1×Ck2 (., s2)1Cl2×Cl1(s2, .)
)−
Φ◦2
(
h1 ⊗ h11C(., s2)1C˜(s2, .)
))
dµ(s2)
]]2
≤ E
(∫ t
0
h22(s2) |Zk(., ., s2)− Z(., ., s2)| dµ(s2)
)2
= E
(∫ t
0
∫ t
0
(
h22
)⊗2
(s2, t2)Yk(s2)Yk(t2)dµ(s2, t2)
)
=
∫ t
0
∫ t
0
(
h22
)⊗2
(s2, t2)E (Yk(s2)Yk(t2)) dµ(s2, t2)
≤
∫ t
0
∫ t
0
(
h22
)⊗2
(s2, t2)
(
E |Yk(s2)|2
) 1
2
(
E |Yk(t2)|2
) 1
2
dµ(s2, t2)
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Pour finir il suffit de voir que :
E |Yk(s2)|2 = E
[
Φ◦2
(
h1 ⊗ h1
∑
(k,l)
1Ck1×Ck2 (., s2)1Cl2×Cl1(s2, .)−
h1 ⊗ h1
∑
(k,l)
1C(., s2)1C˜(s2, .)
)]2
=
∥∥∥∥∥∥h1 ⊗ h1
[
1C(., s2)1C˜(s2, .)−
∑
(k,l)
1Ck1×Ck2 (., s2)1Cl2×Cl1(s2, .)
]∥∥∥∥∥∥
2
△
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Chapitre 8
Existence de modifications continues
8.1 Méthode
8.1.1 Un résultat technique
On va utiliser la variante, un peu plus générale, du théorème de Kolmogorov-Centsov
qui suit (confère [12]) :
Lemme 8.1.1. On suppose qu’un processus X :=
(
Xt
)
0≤t≤T sur un espace proba-
bilisé
(
Ω,F , P ) satisfasse la condition :
E |Xt −Xs|α ≤ C |F (t)− F (s)|1+β
Où :
– α, β et C sont des constantes strictement positives.
– F est une fonction réelle, continue sur [0, T ] et à variation bornée.
Alors il existe des modifications continues de X
Démonstration
Pour l’essentiel on reprend la démonstration de [12]. On a deux points à vérifier :
(a) P
([|Xt −Xs| > ε])≤ E|Xt −Xs|α
εα
≤ Cε−α|F (t)− F (s)|1+β
et la continuité de F entraîne : Xs−→
s→tXt en probabilité.
(b) On prend t = k2n , s =
k−1
2n et ε = 2
−γn (0 < γ < βα)
P
([|X k
2n
−Xk−1
2n
| ≥ 2−γn|])≤ C2−γn|F ( k2n )− F (k−12n )|
121
P([
max
0≤k≤2n
|X k
2n
−Xk−1
2n
|
])≥ 2−γn)≤ P ( 2n⋃
k=0
[
|X k
2n
−Xk−1
2n
| ≥ 2−γn
])
≤ C2−γn
2n∑
k=0
∣∣∣∣F ( k2n
)
− F
(
k − 1
2n
)∣∣∣∣ ≤ C varF2γn
où l’on a noté varF pour la variation de F.
Tous les autres arguments sont repris sans changement.
△
8.1.2 Position du problème
– On choisit h1, h2 ∈ H , t ∈ lR
– On pose Znt :=
(
Φ◦
2
+ Φ ◦ a21
)
n
(
h1 ⊗
(
h21]0,t]
)
1C
)
– On sait que la suite
(
Znt
)
converge dans L2 vers
∫ t
0
Φ(h1)sdΦ(h2)s =: Zt et on veut
montrer l’existence de modifications continues pour le processus
(
Zt
)
.
Pour ce faire, on va étudier E|Znt −Zns |4 dans le but d’utiliser la variante précédente
du théorème de Kolmogorov-Centsov.
On peut remarquer que Znt − Zns =
(
Φ◦
2
+ Φ ◦ a21
)
n
(
h1 ⊗
(
h21]s,t]
)
1C
)
.
Dans le but de simplifier les écritures nous noterons fst := h1 ⊗
(
h21]s,t]
)
1C .
8.1.3 Méthode
Pour calculer E|Znt − Zns |4 nous allons utiliser les calculs de
(
Φ◦
2
+ Φ ◦ a21
)2
et l’or-
thogonalité des termes d’ordre différent. Les identifications établies précédemment nous
permettrons de faire cette étude sur chacun des ordres, ordre après ordre. A cet effet on
rappel :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
O4
(|Znt − Zns |2) = Φ◦4n (f ◦st ◦ f ◦st)
O3
(|Znt − Zns |2) = (Φ◦3n ◦ a21)
n
(
f ◦st ◦ f ◦st
)
O2
(|Znt − Zns |2) = Φ◦2n (4f ◦st∼
1
f ◦st + a
4
1
(
f ◦st ◦ f ◦st
))
O1
(|Znt − Zns |2) = Φn (a43(f ◦st ◦ f ◦st)+4a41(f ◦st∼
1
f ◦st
)−6a41 ◦ π1(f ◦st∼
1
f ◦st
))
O0
(|Znt − Zns |2) = 2 ‖ fst ‖2A +a44(f ◦st ◦ f ◦st)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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8.2 Termes d’ordre 4
Lemme 8.2.1.
E
(
O4
(|Znt − Zns |2))2≤‖ h1 ‖4A‖ h21]s,t] ‖4A
Démonstration
Eν
(
O4
(|Znt − Zns |2))2≤ EµA(f◦st ◦ f◦st)2
mais
f◦st ◦ f◦st = f◦st ⊗ f◦st
= 14
(
h1 ⊗
(
h21]s,t]
)
1C +
(
h21]s,t] ⊗ h1
)
1
C˜
)⊗2
= 14
(
h1 ⊗ hst2 ⊗ h1 ⊗ hst2 1C ⊗ 1C + h1 ⊗ hst2 ⊗ hst2 ⊗ h11C ⊗ 1C˜
+hst2 ⊗ h1 ⊗ h1 ⊗ hst2 1C˜ ⊗ 1C + hst2 ⊗ h1 ⊗ hst2 ⊗ h11C˜ ⊗ 1C˜
)
Eν
(
O4
(|Znt − Zns |2))2 ≤ 14[‖ h1 ⊗ hst2 ⊗ h1 ⊗ hst2 1C ⊗ 1C ‖2A
+ ‖ h1 ⊗ hst2 ⊗ hst2 ⊗ h11C ⊗ 1C˜ ‖2A
+ ‖ hst2 ⊗ h1 ⊗ h1 ⊗ hst2 1C˜ ⊗ 1C ‖2A
+ ‖ hst2 ⊗ h1 ⊗ hst2 ⊗ h11C˜ ⊗ 1C˜
)
‖2A
]
‖ h1 ⊗ hst2 ⊗ h1 ⊗ hst2 1C ⊗ 1C ‖2A ≤
∫ (
h1 ⊗ h1
)2
(x1, x3)
(
hst2 ⊗ hst2
)2
(x2, x4)dµ
⊗4
A (x1, x2, x3, x4)
= ‖ h1 ‖4A‖ hst2 ‖4A
Les trois autres termes se traitent de la même façon et donnent le même résultat, ce qui
établit le lemme.
△
8.3 Termes d’ordre 3
Lemme 8.3.1.
E
(
O3
(|Znt − Zns |2))2≤ C4,1 ‖ h1 ‖4A‖ h21]s,t] ‖4A
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Démonstration
Eν
(
O3
(|Znt − Zns |2))2 ≤ C4,1 ‖ a41(f◦st ◦ f◦st)‖2A
≤ C4,1 ‖ f◦st ◦ f◦st ‖2A
≤ C4,1 ‖ h1 ‖4A‖ h21]s,t] ‖4A
△
8.4 Termes d’ordre 2
Lemme 8.4.1.
E
(
O2
(|Znt − Zns |2))2≤ (12 + C4,2
)
‖ h1 ‖4A‖ h21]s,t] ‖4A
Démonstration
E
(
O2
(|Znt − Zns |2))2≤ 4∥∥∥f◦st∼
1
f◦st
∥∥∥+ ∥∥a42(f◦st ◦ f◦st)∥∥∥∥∥f◦st∼
1
f◦st
∥∥∥ = ∫ [∫ f◦st(s1, s2)f◦st(s2, s3)dµA(s2)]2 dµ⊗2A (s2, s3)
≤
Hölder
∫ (∫ (
f◦st(s1, s2)
)2
dµA(s2)
)(∫ (
f◦st(s2, s3)
)2
dµA(s2)dµ
⊗2
A (s2, s3)
)
≤
Fubini
‖ f◦st ‖4A
‖ f◦st ‖4A =
∫ [(
h1 ⊗ h21]s,t]
)◦2]2
dµ⊗
2
A
≤ 12 ‖ h1 ‖4A‖ h21]s, t] ‖4A
‖ a42
(
f◦st ◦ f◦st
)‖2A ≤ C4,2 ‖ h1 ‖4A‖ h21]s,t] ‖4A d’où le résultat.
△
8.5 Termes d’ordre 1
Lemme 8.5.1.
E
(
O1
(|Znt − Zns |2))2≤ (C4,3 + 52C4,1
)
‖ h1 ‖4A‖ h21]s,t] ‖4A
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Démonstration
∥∥a43(f◦st ◦ f◦st)∥∥2A ≤ C4,3 ‖ h1 ‖4A‖ h21]s,t] ‖4A∥∥a41(f◦st ◦ f◦st)∥∥2A ≤ C4,1 ‖ f◦st∼1 f◦st ‖2A≤ 12C4,1 ‖ h1 ‖4A‖ h21]s,t] ‖4A∥∥∥a41 ◦ π1(f◦st∼
1
f◦st
)∥∥∥2
A
≤ C4,1
∥∥∥π1(f◦st∼
1
f◦st
)∥∥∥4
A
≤ C4,1
∥∥∥f◦st∼
1
f◦st
∥∥∥4
A
≤ ‖ h1 ‖4A‖ h21]s,t] ‖4A
△
8.6 Termes d’ordre 0
Lemme 8.6.1.
E
(
O0
(|Znt − Zns |2))2≤ (C4,4 + 12
)
‖ h1 ‖4A‖ h21]s,t] ‖4A
Démonstration
∥∥a44(f◦st ◦ f◦st)∥∥2A ≤ C4,4 ‖f◦st ◦ f◦st‖2A ≤ C4,4 ‖ h1 ‖4A‖ h21]s,t] ‖4A
‖f◦st‖2A =
∫ [(
h1 ⊗
(
h21]s,t]
)
1C
)◦2]2
dµ⊗
2
A ≤
1
2
‖ h1 ‖4A‖ h21]s,t] ‖4A
△
8.7 Modifications continues
La réunion des résultats précédents donne le lemme :
Lemme 8.7.1.
E
(|Znt − Zns |2)2 ≤ (72C4,1 + C4,2 + C4,3 + C4,4 + 2) ‖ h1 ‖4A‖ h21]s,t] ‖4A
Théorème 8.7.1. Le processus
(∫ t
0
Φ(h1)sdΦ(h2)s
)
t
admet des modifications
continues.
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Démonstration
‖ h21]s,t] ‖2A=
∫
h221]s,t]dµA
On applique le lemme 8.1.1. avec F (t) =
∫
h221]s,t]dµA
△
126
Chapitre 9
Variation quadratique
9.1 Position du problème
On veut mettre en évidence la variation quadratique du processus :(∫ t
0
Φ(h1)sdΦ(h2)s
)
t≥0
.
Nous conservons la notation Zt :=
∫ t
0
Φ(h1)sdΦ(h2)s.
Plus précisément, étant donnée une suite de partitions 0 = t0 < t1 < · · · < tn = t de
[0,t], nous cherchons la limite dans L2 de la suite :(
n∑
k=0
∣∣Ztk+1 − Ztk∣∣2
)
n∈IN
Nous avons déjà établi que (en notant fk pour ftktk+1)∣∣Ztk+1 − Ztk ∣∣2 = Φ◦4n (f ◦k ◦ f ◦k)
+
(
Φ◦
3 ◦ a21
)
n
(
f ◦k ◦ f ◦k
)
+ Φ◦
2
n
(
4f ◦k∼
1
f ◦k + a
4
1
(
f ◦k ◦ f ◦k
))
+ Φn
(
a43
(
f ◦k ◦ f ◦kt
)
+4a41
(
f ◦k∼
1
f ◦k
)−6a41 ◦ π1(f ◦k∼
1
f ◦k
))
+ 2 ‖ fst ‖2A +a44
(
f ◦k ◦ f ◦k
)
La linéarité et la continuité des opérateurs nous incite, avant d’identifier la variation
quadratique, à étudier les deux limites de L2 suivantes :
lim
k→∞
∑
k
f ◦k ◦ f ◦k
lim
k→∞
4a41
(∑
k
(
f ◦k∼
1
f ◦k − 6π1
(
f ◦k∼
1
f ◦k
)))
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Pour ce qui concerne la deuxième on se reportera au lemme 7.3.1.
9.2 Lemmes techniques
Lemme 9.2.1.
L2
lim
k→∞
∑
k
f ◦k ◦ fk = 0
Démonstration
On a déjà vu que :
f◦k ◦ f◦k = 14
(
h1 ⊗ hk2 ⊗ h1 ⊗ hk21C ⊗ 1C + h1 ⊗ hk2 ⊗ hk2 ⊗ h11C ⊗ 1C˜+
hk2 ⊗ h1 ⊗ h1 ⊗ hk21C˜ ⊗ 1C + hk2 ⊗ h1 ⊗ hk2 ⊗ h11C˜ ⊗ 1C˜
)
∥∥∥∥∥∑
k
f◦k ◦ f◦k
∥∥∥∥∥
2
≤
∫ ∑
k
∑
σ∈Σ4
(
h1 ⊗ hk2 ⊗ h1 ⊗ hk21C ⊗ 1C
)
σ
2 dµ⊗4
≤ (4!)2
∑
σ∈Σ4
[∑
k
∫ (
h1 ⊗ hk2 ⊗ h1 ⊗ hk21C ⊗ 1C
)2
σ
dµ⊗
4
+2
∑
k<j
∫ (
h1 ⊗ hk2 ⊗ h1 ⊗ hk21C ⊗ 1C
)
σ
(
h1 ⊗ hj2 ⊗ h1 ⊗ hj21C ⊗ 1C
)
σ
dµ⊗
4
]
(inégalité de convexité)
≤ (4!)2
∑
σ∈Σ4
[∑
k
∫ [
h⊗
4
1
]
σ
dµ⊗
4
∫ [
h⊗
4
2
(
1]tk ,tk+1]
)⊗4]
σ
dµ⊗
4
+2
∑
k<j
∫
h⊗
4
1 (xσ(1), xσ(3), yσ(1), xσ(3))h
⊗4
2 (xσ(2), xσ(4), yσ(2), xσ(4))
1
C×4
(xσ, yσ)
(
1]tk,tk+1]×]tj ,tj+1](xσ(2), xσ(4), yσ(2), xσ(4))
)⊗2]
dµ⊗
8
(xσ, yσ)
On sait que∑
k
(
1]tk,tk+1]
)⊗4 L2(µ⊗4)−→ 1[xσ(2)=xσ(4)=yσ(2)=yσ(4)]∑
k<j
(
1]tk,tk+1]×]tj ,tj+1]
)⊗2 L2(µ⊗4)−→ 1[xσ(2)<xσ(4),xσ(2)=yσ(2),xσ(4)=yσ(4)]
Pour établir le dernier point il suffit de remarquer :
– d’une part que

1[x=y] =
L2
lim
k→∞
∑
k
1]tk ,tk+1]×]tk,tk+1](x, y)
1[x<y] =
L2
lim
j→∞
∑
k<j
1]tk ,tk+1]×]tj ,tj+1](x, y)
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– et d’autre part que

1[x=y]1[z=t]1[x<z]1[y<t]
=
L2
lim
k,j→∞
[∑
k
1]tk ,tk+1]2(x, y) ·
∑
k
1]tk,tk+1]2(z, t)·∑
k<j
1]tk,tk+1]×]tj ,tj+1](x, z) ·
∑
k<j
1]tk ,tk+1]×]tj ,tj+1](y, t)
]
– car

[∑
k
1]tk, tk+1]
2(x, y) ·
∑
k
1]tk, tk+1]
2(z, t)·
∑
k<j
1]tk, tk+1]×]tj, tj+1](x, z) ·
∑
k<j
1]tk, tk+1]×]tj , tj+1](y, t)
]
=
∑
k<j
1]tk, tk+1]
2 ⊗ 1]tj ,tj+1]2(x, y, z, t)
Finalement, en utilisant le théorème de convergence dominée de Lebesgue et la mesure
nulle de ces ensembles on a le résultat annoncé.
△
Lemme 9.2.2.(
Φ
(
h11]0,s]
))2
= Φ◦
2
([
h11]0,s]
]◦2)
+Φ ◦ a21
([
h11]0,s]
]◦2)
+
∥∥h11]0,s]∥∥2
Démonstration
On utilise la proposition 6.2.1. :
Φ
(
h11]0,s]
)2
= ϕ(2)
(
h11]0,s] ⊗ h11]0,s]
)
+ϕ(1,1)
(
2h11]0,s] ⊗ h11]0,s]
)
+
∥∥h11]0,s]∥∥2
La proposition 6.3.2. nous permet alors de conclure
△
9.3 Variation Quadratique
Les lemmes et calculs précédents donnent le résultat final, à savoir :
Théorème 9.3.1.
L2
lim
k→∞
∑
k
∣∣Ztk+1 − Ztk ∣∣2 = ∫ t
0
h22(s)Φ
(
h11[0,s]
)2
dµ(s) +
∫ t
0
h22(s)Φ ◦ a21 ◦ π1
(
h11]0,s]
)◦2
dµ(s)
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Remarques
– On peut écrire
∫ t
0
h22(s)Φ
(
h11[0,s]
)2
dµ(s) =
∫ t
0
h22(s)
(∫ s
0
h1(u)dµ(u)
)2
dµ(s)
– Dans le cas où les variables
(
Xk
)
k
suivent une loi normale on retrouve la variation
quadratique gaussienne puisqu’alors a21 ◦ π1
(
h11]0,s]
)◦2
= 0
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