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Waves in the unseen : theory of spin excitations in a quantum spin-nematic
Andrew Smerald1, 2 and Nic Shannon1, 2
1Okinawa Institute of Science and Technology, Onna-son, Okinawa 904-0412, Japan
2H. H. Wills Physics Laboratory, University of Bristol, Tyndall Av, BS8–1TL, UK.
(Dated: August 17, 2018)
The idea that a quantum magnet could act like a liquid crystal, breaking spin-rotation symmetry
without breaking time-reversal symmetry, holds an abiding fascination. However, the very fact
that spin nematic states do not break time-reversal symmetry renders them “invisible” to the most
common probes of magnetism — they do not exhibit magnetic Bragg peaks, a static splitting of
lines in NMR spectra, or oscillations in µSR. Nonetheless, as a consequence of breaking spin-rotation
symmetry, spin-nematic states do possess a characteristic spectrum of dispersing excitations which
could be observed in experiment. With this in mind, we develop a symmetry-based description
of long-wavelength excitations in a spin-nematic state, based on an SU(3) generalisation of the
quantum non-linear sigma model. We use this field theory to make explicit predictions for inelastic
neutron scattering, and argue that the wave-like excitations it predicts could be used to identify the
symmetries broken by the otherwise unseen spin-nematic order.
PACS numbers: 75.10.Jm, 75.40.Gb
I. INTRODUCTION
The search for quantum spin liquids, magnets which
do not order at any temperature, has become one of the
cause ce´le`bre of modern physics1. Another equally in-
triguing possibility is that the spins of a quantum mag-
net do order, but in a way which does not transform like
a spin. Such a state would be almost invisible to the
usual probes of magnetism, and could therefore appear
as a “hidden order”. A concrete example of this is the
quantum spin-nematic — a magnetic analogue of a liquid
crystal2–8.
Conventional nematic order is associated with the di-
rectional order of rod- or disk-like molecules. Spin-
nematic order occurs where the fluctuations of a spin
mimic a uniaxial molecule, selecting an axis without se-
lecting a direction along it. For example, a system could
exhibit fluctuations such that 〈(Sx)2〉 = 〈(Sy)2〉 6= 〈(Sz)2〉
while maintaining 〈S〉 = 0. Such a phase would break
spin-rotation symmetry without breaking time-reversal
symmetry. This particular type of spin-nematic state
can be described as “ferro-quadrupolar” (FQ), since the
fluctuations form a quadrupole moment of S with a com-
mon axis on all sites (for an introduction, see [9]). More
generally, quadrupole moments tend to select orthogonal
axes. Examples of this kind of “antiferroquadrupolar”
(AFQ) order are shown in Fig. 1–3.
There are now good theoretical reasons to believe
that spin-nematic order should occur in a range of low-
dimensional and frustrated systems. However, because
the spin-nematic state does not break time-reversal sym-
metry, it is “invisible” to the tests commonly used to
discern magnetic order, namely the existence of magnetic
Bragg peaks in elastic neutron scattering, the splitting of
lines in NMR spectra, or through the asymmetry of os-
cillations in µSR spectra. Nevertheless, since excitations
of the spin-nematic state induce a fluctuating dipole mo-
ment, spin-nematic order can, in principle, be detected
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FIG. 1: (Color online). 3-sublattice antiferroquadrupolar (AFQ)
spin-nematic state, found in the spin-1 bilinear-biquadratic model
on a triangular lattice, and studied in the context of NiGa2As2 [39–
41]. The probability distribution of spin fluctuations (shown as a
blue surface) define orthogonal directions on neighbouring sites.
The directors describing this AFQ state are represented by red
cylinders.
by dynamic probes of magnetism, such as inelastic neu-
tron scattering or the NMR 1/T1 relaxation rate. This
hints at an interesting question — if we can’t measure
the symmetry breaking in a spin-nematic state directly,
can we infer it from the associated excitations ?
In this paper, we set aside all questions of the micro-
scopic origin of spin-nematic order, and attempt to say
something about what the excitations of a spin-nematic
state would look like, assuming it existed. To this end
we develop a phenomenological, symmetry-based descrip-
tion of long-wavelength excitations in AFQ spin-nematic
states, based on an SU(3) generalisation of the quantum
non-linear sigma model, and use it to make concrete pre-
dictions for inelastic neutron scattering and the dynam-
ical quadrupolar susceptibility.
We build on a long history of studying spin-nematic
states. In one dimension, theoretical studies support the
existence of Luttinger liquids with dominant power-law
23
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FIG. 2: (Color online). The 3-sublattice, bond-centred, antifer-
roquadrupolar (AFQ) spin-nematic state proposed to exist in thin
films of 3He [34,35]. This system can be modelled using a multiple
spin exchange model of 3He atoms with nuclear spin-1/2 (repre-
sented by green spheres), on a two-dimensional triangular lattice.
For a range of parameters bordering on ferromagnetism, the ground
state of this model is a 3-sublattice AFQ order in which spin fluc-
tuations (shown as a blue surface) are orthogonal on neighbouring
bonds. The directors describing this AFQ state are represented by
red cylinders.
correlations of spin-quadrupole moments (and in some
cases, higher-order spin-multipoles), in frustrated ferro-
magnetic spin chains10–23, in spin-1/2 ladders with cyclic
exchange24,25 and for spin-1 models with biquadratic
interactions26–28.
In two dimensions, theoretical studies suggest the ex-
istence of a bond-centred, spin-nematic ground state
in models of spin-1/2 frustrated ferromagnets on the
square29–33 [Fig. 3)] and the triangular lattices34,35, and
of a generalised chiral nematic phase on the square
lattice6,36. Similarly, two-dimensional, spin-1 models
with biquadratic interactions support T = 0 nematic
order5,37–45. Entropy-driven nematic order has also been
widely studied in the context of the classical Heisenberg
model on the Kagome lattice46,47.
In three dimensions, quantum Monte Carlo calcu-
lations find evidence for a spin-1 nematic state in
the bilinear-biquadratic model45, and classical spin-
nematic states have been proposed on various frustrated
lattices46–51. Weakly-coupled chains in magnetic field
also exhibit long-range spin-nematic order52.
Recently, the study of spin-nematic order has been re-
energised by the proposal that it might occur in a num-
ber of real materials. The unusual magnetic ground state
of the spin-1 layered magnetic insulator NiGa2S4
53 has
been discussed in terms of both FQ39,54 and AFQ40,41
order [cf. Fig. 1], and spin-freezing in the presence of
FQ correlations55, with the bilinear-biquadratic model
on a triangular lattice used as a prototype for calcula-
tions. Exact diagonalization studies of the relevant mul-
tiple spin-exchange model suggest that the “spin liquid”
ground state of thin films of 3He might be associated
with a 3-sublattice, bond-centred, AFQ phase34,35, [cf.
Fig. 2)]. Related calculations suggest that a 2-sublattice,
bond-centered, AFQ spin-nematic state [cf. Fig. 3] might
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FIG. 3: (Color online). Two-sublattice, bond-centred, antifer-
roquadrupolar (AFQ) spin-nematic state found bordering the fer-
romagnetic state in both the spin-1/2 J1 − J2 Heisenberg model
and the spin-1/2 multiple spin exchange model on the square
lattice29–33. Magnetic ions are denoted by green spheres, and the
probability distribution of spin fluctuations on each bond is shown
as a blue surface. The directors describing this AFQ state are
represented by red cylinders.
also be also be realised in the spin-1/2 frustrated Heisen-
berg model relevant to a family of square lattice vana-
dates29. And finally, magnetisation measurements on the
spin-chain system LiCuVO4 show a phase transition close
to saturation, which has been interpreted as the onset of
a bond-centred, AFQ state56,57.
In parallel with this new work on magnetic insula-
tors, there has been an explosion of interest in electronic-
nematic states in itinerant transition-metal compounds,
and a resurgence of interest in the study of multipolar
“hidden order” phases in rare-earth materials58. Since
these systems are typically metallic and/or subject to
strong spin-orbit coupling, somewhat different consider-
ations apply, and we will not attempt to review either
subject here. We concentrate instead on local moments
with a high degree of spin-rotational symmetry.
While this brings some simplifications, the microscopic
models needed to describe thin films of 3He [35] and
LiCuVO4 [21,57] are already very complex, with dom-
inant nearest-neighbour ferromagnetic interactions frus-
trated by a large number of competing antiferromagnetic
exchange pathways. The complexity of these models
points to the need for a phenomenological description of
AFQ order which makes explicit the physical nature of
its excitations, and parameterizes them in terms of the
smallest possible number of experimentally-measurable
parameters.
In this article, we develop a symmetry-based descrip-
tion of the long-wavelength excitations of 3-sublattice
AFQ order on the triangular lattice. Our approach,
based on an SU(3) generalisation of the quantum non-
linear sigma model, could be applied equally to the spin-
1 magnet NiGaS2 [39–41], or to thin films of
3He [34,35].
With minor modifications, the action we derive also of-
fers a description of the 2-sublattice AFQ order proposed
to occur in LiCuVO4 [21,57], and square lattice frus-
trated ferromagnets29. In fact, it can be modified to de-
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FIG. 4: (Color online). Prediction for inelastic neutron-scattering from a powder sample of a triangular-lattice magnet with a 3-sublattice
antiferroquadrupolar (AFQ) spin-nematic ground state. Spectral weight is found predominantly in the upper, spin-wave band, but
vanishes approaching q = 0. Intensity in the lower, quadrupole-wave band is weaker, and vanishes approaching the magnetic ordering
vector |q| = 4pi/3. Results are taken from the linear “flavour wave” analysis of the spin-1 bilinear-biquadratic model [Eq. (1)], as described
in Ref. [40] and Section II of this paper, for parameters J1 = 1, J2 = 1.22. The prediction for the dynamic structure factor S(q, ω) has
been integrated over angle and convoluted with a Gaussian of FWHM ω = 0.042∆, where ∆ = 6
√
J2(J1 − J2).
scribe any system where spin-quadrupoles display short-
or long-range, non-collinear order. The only requirement
is that the Hamiltonian either has a continuous symmetry
(e.g. SU(2) or U(1)), or is close to having a continuous
symmetry.
In order to demonstrate the validity of this approach,
we show explicitly how our sigma-model like action
can be derived from a microscopic model exhibiting 3-
sublattice AFQ order, the spin-1 bilinear-biquadratic
(BBQ) model on a triangular lattice39–41. At long wave-
length, the resulting continuum theory exactly repro-
duces published results for “flavour-wave” analysis of the
lattice model39,41. However, the continuum theory is
both independent of the “flavour-wave” theory and far
more general, and could equally well be parametrised
from experiment, or from analysis of a more-complicated
microscopic model where the “flavour-wave” approach is
not applicable.
Good reviews exist of “flavour wave” techniques for
spin-nematic order9, but sigma-model approaches have
yet to be reviewed, and have so far been restricted to FQ
order59–62. We therefore provide a complete and peda-
gogical account of the steps needed to derive a non-linear
sigma-model description of AFQ order.
The fact that different branches of excitation corre-
spond to different rotations of the order parameter, al-
lows us to assign each branch of excitations a clear phys-
ical meaning. In the case of 3-sublattice AFQ order, we
identify two, physically-distinct types of magnetic excita-
tion — three degenerate branches of “quadrupole waves”,
the gapless, linearly-dispersing Goldstone modes of AFQ
order, and three degenerate branches of gapped, high-
energy “spin-wave” excitations. The spin-wave excita-
tions have a substantial fluctuating dipole moment, and
so should be clearly visible in experiment.
Having constructed a general theory for the long-
wavelength excitations of the 3-sublattice AFQ spin-
nematic states, we are in position to make explicit pre-
dictions for inelastic neutron scattering experiments. An
example is given in Fig. 4. Observation of these features
in experiment would provide strong evidence for spin-
nematic order, and a means of distinguishing between
different types of spin-nematic states.
We also show predictions for the dynamic quadrupole
susceptibility. This may be measurable using, for exam-
ple, resonant x-ray scattering.
When calculating the experimental response we neglect
interaction between the modes. Since we are primarily
interested in the universal, long wavelength features it is
expected that this is a good approximation. We will re-
turn to the role of interactions in a future publication63.
We note that any treatment of the 2-particle continuum
excitations must take the role of 3- and 4-particle in-
teractions into account if it is to obey the symmetry-
constrained sum rules, and for this reason we do not dis-
cuss the continuum in this publication.
The remainder of this article is structured as follows.
In Section II we develop a theory of long-wavelength ex-
citations in a 3-sublattice AFQ spin-nematic state. In
Section III, we explore how the excitations of each of
these states would manifest themselves in inelastic neu-
tron scattering experiments. In Section IV we consider
the dynamical quadrupolar susceptibility. Finally, in Sec-
tion V we conclude with a summary of results and dis-
cussion of their experimental context. Readers who are
already expert in sigma models, or simply uninterested
in these technical details, are invited to pass directly to
Section III, where all key results are summarised. Results
for spin-nematic states in 2-sublattice states, in applied
magnetic field and predictions for the NMR 1/T1 relax-
ation rate, will be presented in a separate publication63.
4II. CONTINUUM THEORY OF 3-SUBLATTICE
AFQ ORDER
A. Minimal microscopic model
To keep our continuum theory grounded in microscopic
reality, it is helpful to be able to derive it directly from
a concrete lattice model, even though the resulting field
theory will have far broader applicability. The simplest
microscopic model with an AFQ ground state is the
spin-1 bilinear-biquadratic (BBQ) model on a triangu-
lar lattice2,5,39. This model is defined by
HBBQ△ =
∑
〈ij〉
J1Si.Sj + J2 (Si.Sj)
2 , (1)
where the sum on 〈ij〉 runs over the nearest-neighour
bonds of a triangular lattice.
The mean-field phase diagram for the spin-1 BBQ
model on a triangular lattice9,39, reproduced in Fig. 5,
exhibits an extended region of 3-sublattice AFQ order for
J2 > 0, terminating in a point for J1 = J2 where the sym-
metry of the model is enlarged from SU(2) to SU(3) [5].
AFQ order is accompanied by a ferroquadrupolar (FQ)
phase for J2 < 0. Conventional ferromagnetic (FM) and
3-sublattice “120◦” antiferromagnetic (AFM) phases sep-
arate these two spin-nematic states. A very similar phase
diagram is found in exact diagonalisation39, and the ex-
istence of AFQ and FQ phases for closely related BBQ
models has been independently confirmed by density ma-
trix renormalisation group calculations66, and quantum
Monte Carlo simulations45.
For J2 > J1 > 0,HBBQ△ [Eq. (1)] favours states in which
the quadrupole moments on neighbouring sites take on
perpendicular directions. The relative simplicity of this
model follows from the fact that each spin-1 can form
a quadrupole by itself, and the triangular lattice is tri-
partite, and so naturally supports a 3-sublattice state
in which all quadrupoles are orthogonal to one another.
The fact that an approximate ground-state wave func-
tion can be written in a site-factorized form9 makes it
possible to calculate physically interesting quantities per-
turbatively from the Hamiltonian using “flavour-wave”
theory5,37–41,67–69 — the SU(3) generalization of the more
usual SU(2) spin-wave theory.
The “flavour-wave” approach does not generalise eas-
ily to the complicated spin-1/2 models that are relevant
to systems such as 3He and LiCuVO4. However it pro-
vides an important benchmark for the field-theoretical
approach developed in this article. In what follows we
briefly review some of the features of the spin-1 BBQ
model on a triangular lattice, including a useful mean-
field parametrisation in terms of spin coherent states,
which makes explicit the director nature of the order
parameter9,39,59.
Following [39–41] the Hamiltonian, Eq. (1), can be
FM
AFQ
AFM
FQ
J1/J
J2/J
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FIG. 5: (Color online). The mean-field, ground-state phase di-
agram for the spin-1 bilinear-biquadratic (BBQ) model on a tri-
angular lattice HBBQ
△
[Eq. (1)], following Ref [9,39], showing two
distinct regions of spin-nematic order. In the ferro-quadrupolar
(FQ) phase, all directors are aligned. In the 3-sublattice antifer-
roquadrupolar (AFQ) phase, directors on different sublattices are
orthogonal. The model also supports two conventional magnetic
phases — the ferromagnet (FM); and the 3-sublattice “120◦” an-
tiferromagnet (AFM). For J1 = J2, the symmetry of the model is
increased from SU(2) to SU(3).
rewritten in the form,
HBBQ△ =
∑
〈ij〉
(
J1 − J2
2
)
Si · Sj + J2
2
Qi ·Qj + J2
3
S2(S + 1)2,
(2)
where the quadrupole operator Q is given by,
Q =


Qx
2−y2
Q3z
2−r2
Qxy
Qyz
Qxz

 =


(Sx)2 − (Sy)2
1√
3
[2(Sz)2 − (Sx)2 − (Sy)2]
SxSy + SySx
SySz + SzSy
SxSz + SzSx

 .
(3)
The operator Q encodes the 5 linearly independent de-
grees of freedom contained in the traceless, symmetric
tensor,
Qαβ = −2
3
S(S + 1)δαβ + SαSβ + SβSα. (4)
It is common practice to parametrise the two magnetic
exchange interactions as,
J1 = J¯ cos θ, J2 = J¯ sin θ, (5)
5and to plot phase diagrams on a circle, as in Fig. 5. In
this article we concentrate on the AFQ phase, bounded
by the SU(3) point at θ = pi/4.
Since spin-nematic states are time-reversal invariant,
it is useful to introduce a set of basis states that respect
this symmetry. Following5,9,59, we consider the following
linear superpositions of the usual spin-1 basis states,
|x〉 = i |1〉 − |1¯〉√
2
, |y〉 = |1〉+ |1¯〉√
2
, |z〉 = −i|0〉. (6)
A general wavefunction for an spin-1 spin at a site j can
then be written in the form,
|dj〉 = dxj |x〉 + dyj |y〉+ dzj |z〉, (7)
where dj = (d
x
j , d
y
j , d
z
j) is a 3 vector of complex numbers.
It is sometimes convenient to write this out explicitly in
real and imaginary components as,
dj = uj + ivj . (8)
Requiring the wavefunction to be normalised gives the
constraint,
dj · d¯j = 1 or u2j + v2j = 1, (9)
while the overall phase is set by the equation,
d2j = d¯
2
j or uj · vj = 0. (10)
Since the phase does not affect any physical observables,
one is free to choose this convenient value. As a conse-
quence of Eq. (9) and Eq. (10), there are 4 degrees of
freedom associated with each site.
Within the spin-coherent state framework, the opera-
tor products appearing in the Hamiltonian, Eq. (2), can
be calculated as
Si.Sj = |di · d¯j |2 − |di · dj |2
Qi.Qj = |di · d¯j |2 + |di · dj |2 − 2
3
, (11)
where the spin value has been set to spin-1. As a result,
the Hamiltonian is,
HBBQ△ =
∑
〈ij〉
J1|di · d¯j |2 + (J2 − J1)|di · dj |2 + J2. (12)
By minimising this equation, a mean-field, low temper-
ature phase diagram can be mapped out, as shown in
Fig. 5).
Purely real or purely imaginary values of d correspond
to static nematic states, in which the quadrupole opera-
tors take on finite expectation values, but the spin-dipole
operators do not. The associated director is parallel to
the “director vector”, d. When d has both real and imag-
inary components, this corresponds to mixing in a non-
zero, static dipole moment, given within the coherent
state representation by,
Sj = 2uj × vj . (13)
The largest dipole moment occurs when u and v are equal
in magnitude (although even in this state there remain
quadrupole operators with non-zero expectation values).
The physical observables in the system are expectation
values of the dipole and quadrupole operators, S and Q.
It is useful to write these in the coherent state represen-
tation, terms of the vectors d, u and v, as,

Sx
Sy
Sz
Qx
2−y2
Q3z
2−r2
Qxy
Qyz
Qxz


=


idzd¯y − idyd¯z
idzd¯x − idxd¯z
idxd¯y − idyd¯x
|dy|2 − |dx|2
1√
3
(|dx|2 + |dy|2 − 2|dz|2)
dxd¯y + dyd¯x
dyd¯z + dzd¯y
−dxd¯z − dzd¯x


=


2(uyvz − vyuz)
2(uzvx − vzux)
2(uxvy − vxuy)
(uy)2 + (vy)2 − (ux)2 − (vx)2
1√
3
[(ux)2 + (vx)2 + (uy)2 + (vy)2 − 2(uz)2 − 2(vz)2]
2(uxuy + vxvy)
2(uyuz + vyvz)
−2(uxuz + vxvz)


(14)
B. Continuum theory at the SU(3) point
1. Why start here ?
For J1 = J2, the symmetry of the spin-1 BBQ model
HBBQ△ [Eq. (1)] is enlarged from SU(2) to SU(3). Exactly
at this point, the ground states of HBBQ△ include both
the 3-sublattice AFQ state and the 3-sublattice “120◦”
Ne´el antiferromagnet. Moreover, generic 3-sublattice
ground states can be constructed from both dipole and
quadrupole moments of spins. These physically distinct
building blocks are connected by SU(3) rotations that
transform S into Q, — and vice versa — as well as rotat-
ing one spin (or quadrupole) configuration into another.
These SU(3) rotations are precisely what is needed to
describe the long-wavelength excitations of spin-nematic
order, and the SU(3) point (J1 = J2) therefore provides
a very natural starting point for building a continuum
theory of 3-sublattice AFQ order.
In the remainder of Section II B below, we construct a
sigma model description of long-wavelength excitations
of 3-sublattice AFQ order at the SU(3) point. We ar-
rive at a field theory comprising of six identical, linearly-
dispersing Goldstone modes, associated with rotations
of a triad of d vectors. Then, in Section II D, we ex-
plore the consequence of those terms in the Hamilto-
nian which break this SU(3) symmetry down to the more
generic SU(2), introducing these as perturbations about
the SU(3) point. This leads to a completely general
theory of long-wavelength excitations in a 3-sublattice
6AFQ state, comprising three gapless Goldstone modes
and three gapped spin-wave excitations.
The structure of this field theory is completely deter-
mined by the symmetries of the order parameter, and
therefore independent of its derivation. However starting
from the SU(3) point of the spin-1 BBQ model allows us
to achieve a controlled derivation of a field theory for a 3-
sublattice AFQ state from a microscopic model, in a way
which keeps the physical nature of its excitations in view.
This approach draws inspiration from earlier work on FQ
order in one dimension59–61, and for the 3-sublattice 120◦
AFM state on the triangular lattice70,71. In order to keep
the text accessible and reasonably self-contained, the nec-
essary steps are described in some detail below.
2. Brief summary of calculation
Before embarking on the calculation, it is useful to
briefly summarise the main steps. We start with a sin-
gle triangular plaquette, which hosts a triad of orthog-
onal director vectors, and define matrices that describe
all the physically relevant, infinitesimal rotations of this
triad in the complex vector space of d (ie. those span-
ning the coset SU(3)/H, where H defines the isotropy
subgroup). By the successive action of these matrices,
any physical configuration of the three directors can be
accessed. Some of these matrices perform global rota-
tions of the director triad, within its complex vector
space, and therefore leave the energy invariant. The re-
mainder perform local rotations of the director configu-
ration and thus change the energy of the configuration
[see Fig. 6 and Fig. 7]. In analogy with the collinear
antiferromagnet72,73, which undergoes a local ferromag-
netic canting, these matrices can be described as a ‘cant-
ing’ of the orthogonal director configuration.
The triangular plaquette acts as the basic unit from
which to build the triangular lattice [see Fig. 8]. By defin-
ing fields at the centre of plaquettes, it is possible to move
from a lattice theory written in terms of a Hamiltonian to
a continuum theory in terms of a Lagrangian. The fields
inherit the properties of the rotation matrices. As in the
case of the collinear antiferromagnet72,73, in moving from
the lattice Hamiltonian to the continuum Lagrangian, it
is necessary to introduce a dynamical term, which arises
from the quantum mechanical overlap of director config-
urations.
Since we wish to describe the low temperature excita-
tions of the antiferroquadrupolar state, it is reasonable
to assume that the directors are approximately orthogo-
nal to one another on short lengthscales. In consequence,
the Lagrangian can be expanded in terms of the ‘cant-
ing’ fields. These can then be eliminated by a Gaussian
integral, and the resulting action is an SU(3) symmetric
non-linear sigma model.
One way to gain a better physical understanding of the
resulting theory is to linearise the fields. This allows a
natural division of the modes into those with predomi-
x
yz
A
B
C
FIG. 6: (Color online). The basic building-block of 3-sublattice
antiferroquadrupolar (AFQ) order — a triangular plaquette with
directors (red cylinders) orientated as described in Eq. (16). These
directors describe the spontaneous breaking of spin-rotation sym-
metry in the AFQ phase, and are orthogonal on each of the three
sublattices. The probability of a spin fluctuation vanishes paral-
lel to the directors, and is maximal in the plane perpendicular to
them — the associated probability distribution is shown as a blue
surface.
nantly quadrupole-fluctuation character and those with
spin-fluctuation character. This forms the starting point
for calculations of the experimental signatures that could
prove the existence of nematic order [see Section III].
3. Structure of the ground state manifold
The order parameter for the AFQ phase of HBBQ△
[Eq. (1)] can be defined on a triangular plaquette con-
taining a triad of directors [cf. Fig. 6]. These directors,
which we will label A, B and C, could in principle be lo-
cated on the sites of the lattice, as is the case here, or
on the bonds, as is the case in multiple spin exchange
models relevant to thin films of 3He.
At the high symmetry SU(3) point, J1 = J2 = J , the
Hamiltonian, HBBQ△ [Eq. (12)], simplifies to,
HSU(3) = J
(|dA · d¯B|2 + |dB · d¯C|2 + |dC · d¯A|2)+ 3J.
(15)
This can be minimised by requiring di.d¯j = 0 on every
bond, resulting in a 3-sublattice order in which neigh-
bouring d vectors are orthogonal. There is no require-
ment that d should be real (or imaginary) and there-
fore the ground state manifold includes both quadrupo-
lar, dipolar and mixed phases.
One choice for the ground state of such a system is,
d
gs
A = (1, 0, 0), d
gs
B = (0, 1, 0), d
gs
C = (0, 0, 1). (16)
This corresponds to an AFQ state in which the three
directors lie along the principle axes, (x, y, z), and is il-
lustrated in Fig. 6.
The Hamiltonian, Eq. (15), is invariant under the
global rotation d→ Ud, provided that U−1 = U†, mak-
7x
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(b) (c)(a)
FIG. 7: (Color online). Real component of the complex director configurations for antiferroquadrupolar (AFQ) order on a triangular
plaquette [see Fig. 6], showing the action of global rotations U(φ) and local rotations associated with the canting fields l. Directors (red
cylinders) on the three sites of the plaquette are combined at the plaquette centre. (a) shows the orthogonal ground state given in Eq. (16).
(b) shows the result of acting on this particular ground state with D△(φ1, 0, . . . ) [see Eq. (20)]. This performs a global rotation of the
directors around the z-axis, and a different orthogonal ground state is generated. (c) shows the result of acting with D△(0, . . . , l
z
1, 0, . . . ),
which is seen to rotate directors orientated along the x- and y-axes in opposite directions around the z-axis. In consequence the angle
between the directors changes, and this costs energy according to the Hamiltonian 〈HBBQ
△
〉 [Eq. (12)].
ing clear the SU(3) symmetry of the ground state. How-
ever not all of the ground states generated by these ro-
tations are physically distinct, since one is free to fix the
phase on a site. There are in fact 6 distinct generators
of rotations that transform the system between inequiv-
alent ground states. These are conveniently represented
using six of the eight Gell-Mann matrices,
λ1 =

 0 −i 0i 0 0
0 0 0

 λ2 =

 0 0 −i0 0 0
i 0 0


λ3 =

 0 0 00 0 −i
0 i 0

 λ4 =

 0 1 01 0 0
0 0 0


λ5 =

 0 0 10 0 0
1 0 0

 λ6 =

 0 0 00 0 1
0 1 0

 . (17)
The other two Gell-man matrices are diagonal, and are
not physically relevant, as they change the phase of the
directors.
Starting from a particular ground state of the triangu-
lar plaquette, such as the one described in Eq. (16), the
global rotation matrix,
U(φ) = exp
[
i
6∑
p=1
λpφp
]
, (18)
can be used to explore all other possible ground state
configurations, where φ = (φ1, . . . , φ6). This matrix acts
globally on all three d-vectors, and thus preserves the
angle between them in the complex vector space. In con-
sequence these rotations have a zero energy cost, and a
real space illustration of this is shown in Fig. 7b.
The global rotations of the order parameter can be split
into two categories. In order to see this, it is useful to
use the shorthand notation U1 = U(φ1, 0, 0, 0, 0, 0) and
similarly for U2, . . .U6. The matrices U1, U2 and U3
perform rotations of the directors which are real in the
sense that, if d is real [as in Eq. (16)], it will remain so
under these transformations. Applied to the AFQ ground
state, they act only to rotate the quadrupole moments.
However the matrices U4, U5 and U6 transform a real
d vector into a complex one in such a way as to mix a
dipolar component into the AFQ ground state. We will
return to this point below when classifying spin excita-
tions.
C. Canting of a plaquette
Our ultimate aim is to describe the long-wavelength,
director-wave fluctuations about the ‘invisible’ AFQ spin-
nematic ground state — the ‘waves in the unseen’. This
involves canting of the director triad out of the orthogo-
nal ground state.
A necessary first step, is to construct a matrix, D△,
that can be used to access any configuration of three d-
vectors on a triangular plaquette. In order to do this, it
is useful to introduce a second set of generators,
µ1 =

 0 −i 0−i 0 0
0 0 0

 µ2 =

 0 0 −i0 0 0
−i 0 0


µ3 =

 0 0 00 0 −i
0 −i 0

 µ4 =

 0 1 0−1 0 0
0 0 0


µ5 =

 0 0 −10 0 0
1 0 0

 µ6 =

 0 0 00 0 1
0 −1 0

 . (19)
When these act on a triad of d vectors [see Fig. 7a], they
change the angles between the vectors, thus changing the
energy, according to Eq. (15) [see Fig. 7c]. Any configura-
tion of the three d vectors can be accessed from Eq. (16)
8using,
D△(φ, l) = exp
[
i
6∑
p=1
λpφp + iµ1l
z
1 + iµ2l
y
1 + iµ3l
x
1
+iµ4l
z
2 + iµ5l
y
2 + iµ6l
x
2] , (20)
where the vector l is defined by,
l =

 lzlx
ly

 =

 lz1 + ilz2lx1 + ilx2
ly1 + il
y
2

 . (21)
This notation may appear unnatural at first sight, but
will prove convenient for calculation. A completely gen-
eral configuration of the three d vectors is thus given by,
dA = D△ ·

 10
0

 , dB = D△ ·

 01
0

 , dC = D△ ·

 00
1


(22)
We now make the assumption that the system has at
least short-range order, and thus expand for small cant-
ing fields l. Retaining fields up to O(l),
dA = U ·

 1l¯z
ly

 , dB = U ·

 lz1
l¯x

 , dC = U ·

 l¯ylx
1

 ,
(23)
and it follows that the length and phase constraints of
Eq. (9) and Eq. (10) hold to O(l2).
The eventual aim is to eliminate the canting fields l
from the partition function by integration. What will
remain is a theory describing the dynamics of the order
parameter matrix, U, in terms of the variables φ.
1. Continuum limit
We now consider how to pass from a lattice theory to
a continuum theory of the AFQ state. The lattice can be
partitioned into clusters based on triangular plaquettes,
as shown in Fig. 8). The director fields are defined at the
centre of these clusters, and the physical location of the
directors is taken into account by performing a gradient
expansion. The continuum limit involves the assump-
tion that physically interesting variation takes place on a
lengthscale much larger than the lattice constant, a, and
so gradients within the plaquette are small.
One of the requirements of a continuum field theory is
that it should describe the dynamics of both the broken
symmetry state and the nearby paramagnetic region, in
which the order parameter is assumed to be locally robust
but slowly varying over macroscopic length scales. It
is therefore necessary to allow the fields to fluctuate in
A
A
B
B
C
C
FIG. 8: (Color online). The partitioning of the triangular lattice
used in the derivation of the field theory for the 3-sublattice an-
tiferroquadrupolar (AFQ) spin-nematic state. The lattice is split
into clusters containing 3 sites and 9 bonds, such that each cluster
retains the point group symmetries of the lattice. Fields are de-
fined at the centre of the clusters (blue dots), and the fact that the
directors are associated with the vertices of the lattice is built into
the continuum theory by a gradient expansion about this point.
space and time,
dA(r, τ) = U(r, τ)

 1l¯z(r, τ)
ly(r, τ)

+O(l2),
dB(r, τ) = U(r, τ)

 lz(r, τ)1
l¯x(r, τ)

+O(l2),
dC(r, τ) = U(r, τ)

 l¯y(r, τ)lx(r, τ)
1

+O(l2). (24)
A useful parametrisation of the matrix U is,
U(r, τ) =

 nxA(r, τ) nxB(r, τ) nxC(r, τ)nyA(r, τ) nyB(r, τ) nyC(r, τ)
nzA(r, τ) n
z
B(r, τ) n
z
C(r, τ)

 , (25)
where the complex fields ni(r, τ), with i = {A,B,C}, in-
herit the length and phase constraints of the d vectors
(Eq. (9) and Eq. (10)),
ni · n¯i = 1, n2i − n¯2i = 0, (26)
and are also required to be orthogonal to one another
according to,
ni · n¯j = 0, i 6= j. (27)
The apparent 18 degrees of freedom of the ni fields is re-
duced to 6 by the 12 constraints, as expected. The reason
that the parametrisation in terms of ni(r, τ), is useful is
that these fields are mutually orthogonal, of unit length,
and of fixed phase, and can therefore be interpreted as
a ground-state director configuration. In consequence
there are two equivalent formulations of the field the-
ory: in terms of the rotation matrix U(r, τ); or in terms
of the fields ni(r, τ). We will make use of both in what
follows.
9Differentiating the constraints, Eq. (26) and Eq. (27),
leads to the relations,
ni · ∂λn¯i = −n¯i.∂λni, ni · ∂λni = n¯i.∂λn¯i,
ni · ∂λn¯j = −n¯j.∂λni, i 6= j, (28)
where the partial derivative ∂λ can be with respect to any
space-time variable. These relations prove very useful for
simplifying subsequent expressions.
The partition function can be written in terms of a
functional integral over all director configurations,
ZSU(3)△ =
∫
D[d]e−SSU(3)△ [d], (29)
where SSU(3)△ [d] is the Euclidean action and the integra-
tion measure D[d] includes the delta function constraints
on the length and phase of the director. The action can
be split into Hamiltonian and kinetic terms,
SSU(3)△ = Skin + SH[SU(3)], (30)
where Skin is a dynamic, geometric-phase term and
SH[SU(3)] accounts for the energy cost of static director
configurations at the SU(3) point.
2. The Hamiltonian term
The energy cost of a particular static configuration of
directors is given by Eq. (12). In principle, the Hamilto-
nian term in the action, SH, takes into account all static
configurations of directors. However, we make the ap-
proximation that only those with a slow spatial variation
are important.
The Hamiltonian term is given by,
SH[SU(3)] =
∫ β
0
dτHSU(3)
=
2
3
√
3a2
∫ β
0
dτ
∫
d2rHSU(3),clus, (31)
where HSU(3),clus refers to the Hamiltonian for a single
cluster, and the numerical prefactor is related to the area
of the cluster.
The gradient expansion of the fields in terms of the
small parameter a is given by,
dj(r+ ǫi, τ) = dj(r, τ) + a(ǫi · ∇)dj(r, τ)
+
a2
2!
(ǫi · ∇)2dj(r, τ) +O(a3), (32)
where ǫi is the vector connecting the centre of the cluster
to the lattice sites within it (cf. Fig. 8).
Expanding the Hamiltonian to second order in the lat-
tice parameter a gives,
HSU(3),clus ≈ 3J
(|d¯A(r, τ) · dB(r, τ)|2
+|d¯B(r, τ) · dC(r, τ)|2 + |d¯C(r, τ) · dA(r, τ)|2
)
+
3Ja2
2
∑
λ=x,y
[|d¯A · ∂λdB|2 + |d¯B · ∂λdC|2 + |d¯C · ∂λdA|2] .
(33)
The first term in this expression vanishes if the system
is an AFQ ground state. Fluctuations about this can be
expanded in terms of the canting field l using,
d¯A(r, τ) · dB(r, τ) ≈ 2lz(r, τ)
d¯B(r, τ) · dC(r, τ) ≈ 2lx(r, τ)
d¯C(r, τ) · dA(r, τ) ≈ 2ly(r, τ). (34)
Since the gradient terms are already O(a2), the fields
d(r, τ) can be replaced by the orthogonal fields n(r, τ),
giving the Hamiltonian,
HSU(3),clus ≈ 12J l · l¯
+
3Ja2
2
∑
λ=x,y
[|n¯A · ∂λnB|2 + |n¯B · ∂λnC|2 + |n¯C · ∂λnA|2] .
(35)
3. The kinetic term
The action describing long wave-length fluctuations of
the AFQ state also contains a kinetic energy term. This is
quantum-mechanical in origin, and a consequence of the
overcompleteness of the coherent states used to represent
spin configurations. At a semiclassical level it describes
the rotational motion of the directors, and can therefore
be interpreted as a geometrical phase. For a more de-
tailed explanation we refer the interested reader to the
chapters on spin path integrals in [72,73].
The contribution of the kinetic term to the action is,
Skin ≈
∫ β
0
dτ
2
3
√
3a2
∫
d2r
∑
i
d¯i · ∂τdi (36)
where spatial gradient terms have been ignored. To first
order in the canting field l,∑
i
d¯i · ∂τdi ≈ Tr[U† · ∂τU] + 2
[
s · l− s¯ · l¯] , (37)
where the complex field s(r, τ) is defined as,
s =

 (U† · ∂τU)21(U† · ∂τU)32
(U† · ∂τU)13

 =

 n¯B · ∂τnAn¯C · ∂τnB
n¯A · ∂τnC

 . (38)
The kinetic term gives an imaginary contribution to the
Euclidean Lagrangian. Derivatives of the field l vanish,
since they are total derivatives and can therefore be con-
verted to a vanishing surface integral.
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4. Integrating out fluctuations
Having derived an action for long-wavelength fluctu-
ations of the AFQ state, the task which remains is to
eliminate the canting fields l(r, τ), so as to arrive at an
action written entirely in terms of the order parameter
n(r, τ). Taking into account both potential and kinetic
energy terms in the Hamiltonian, we start from the par-
tition function,
ZSU(3)△ ∝
∫ ∏
i 6=j
DniDn¯iDlDl¯ δ(ni · n¯i − 1) δ(n2i − n¯2i )
δ(ni · n¯j) e−S
SU(3)
△
[nA,n¯A,nB,n¯B,nC,n¯C,l,¯l], (39)
where the action,
SSU(3)△ [nA, n¯A,nB, n¯B,nC, n¯C, l, l¯]
=
∫ β
0
dτ
2
3
√
3a2
∫
d2rLSU(3)△ , (40)
is written in terms of the Lagrangian,
LSU(3)△ ≈ Tr[U† · ∂τU] + 2
[
s · l− s¯ · l¯]+ 12J l · l¯
+
3Ja2
2
∑
λ=x,y
[|n¯A · ∂λnB|2 + |n¯B · ∂λnC|2 + |n¯C · ∂λnA|2] .
(41)
The canting fields l and l¯ enter the Lagrangian at a
quadratic level and can therefore be eliminated via a
Gaussian integral, or, equivalently, using the steepest-
descent approximation. This process is slightly simpler
if the two fields are decoupled by the linear transforma-
tion,
l = l1 + il2, l¯ = l1 − il2, (42)
where l1 and l2 are real. Taking functional derivatives
with respect to these fields gives,
δLSU(3)△
δl1
≈ 2(s− s¯) + 24J l1 ≈ 0
δLSU(3)△
δl2
≈ 2i(s+ s¯) + 24J l2 ≈ 0, (43)
and these equations are resolved as,
l1 ≈ − 1
12J
(s− s¯)
l2 ≈ − i
12J
(s+ s¯). (44)
At this point it is helpful to introduce a ‘director stiff-
ness’,
ρd = Ja
2, (45)
describing the energy cost of twisting the order parame-
ter, and the generalised susceptibility,
χ⊥ =
2
9J
, (46)
associated with fluctuations of the canting field l.
Substituting the canting fields, Eq. (44), into the La-
grangian, Eq. (41), and using Eq. (38) and Eq. (25) to
re-express this in terms of the fields ni, we arrive at
SSU(3)△ [nA, n¯A,nB, n¯B,nC, n¯C]
=
1√
3a2
∫ β
0
dτ
∫
d2r
{
2
3
∑
i
n¯i · ∂τni
+ χ⊥
[|n¯A · ∂τnB|2 + |n¯B · ∂τnC|2 + |n¯C · ∂τnA|2]
+ρd
∑
λ=x,y
[|n¯A · ∂λnB|2 + |n¯B · ∂λnC|2 + |n¯C · ∂λnA|2]

 ,
(47)
with associated partition function,
ZSU(3)△ ∝
∫ ∏
i 6=j
DniDn¯i δ(ni · n¯i − 1) δ(n2i − n¯2i )
δ(ni · n¯j) e−S
SU(3)
△
[nA,n¯A,nB,n¯B,nC,n¯C], (48)
where the canting fields have been eliminated at a Gaus-
sian level.
Equivalently, Eq. (25) can be used to write the action,
Eq. (47), in terms of the unitary matrices, U(r, τ), as,
SSU(3)△ [U] =
1
2
√
3a2
∫ β
0
dτ
∫
d2r
{
4
3
Tr[U† · ∂τU]
+ χ⊥
[
Tr[∂τU
† · ∂τU]−
∑
m
∣∣[U† · ∂τU]mm∣∣2
]
+ρd
∑
λ=x,y
[
Tr[∂λU
† · ∂λU]−
∑
m
∣∣[U† · ∂λU]mm∣∣2
]

(49)
where m = {1, 2, 3} labels matrix elements. This formu-
lation of the action is further removed from the physical
state than Eq. (47), but makes explicit the SU(3) sym-
metry of the Hamiltonian.
5. Linearising the order parameter fields
The physical nature of the excitations of the AFQ state
— and in particular the division into quadrupole-wave
and spin-wave modes — is easier to understand once
the action describing them has been linearized. This
can be achieved by expanding fluctuations about the
AFQ ground state to leading order in φ. We will con-
sider in detail the interaction of the φ fields in a future
publication63.
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After linearization, the unitary matrix field U(r, τ)
[Eq. (18)] is approximated by,
U(r, τ) ≈

 1 φ1 + iφ4 −φ2 + iφ5−φ1 + iφ4 1 φ3 + iφ6
φ2 + iφ5 −φ3 + iφ6 1

 , (50)
where the angular variables φp = φp(r, τ) fluctuate in
both space and time. It follows from Eq. (25) that the
fields ni(r, τ) are given by,
nA(r, τ) ≈

 1−φ1 + iφ4
φ2 + iφ5

 ,
nB(r, τ) ≈

 φ1 + iφ41
−φ3 + iφ6

 ,
nC(r, τ) ≈

 −φ2 + iφ5φ3 + iφ6
1

 . (51)
making explicit that the fields φp(r, τ) have a simple in-
terpretation in terms of small, local angles of rotation
away from the direction of spontaneous symmetry break-
ing.
Eq. (14) can now be used to reconstruct the fluctuating
dipolar and quadrupolar moments on each sublattice. To
leading order in φp(r, τ), these can be written as,
SA ≈ 2

 0−φ5
φ4

 , SB ≈ 2

 φ60
−φ4

 , SC ≈ 2

 −φ6φ5
0

 ,
(52)
and
QA ≈


−1
1/
√
3
−2φ1
0
−2φ2

 , QB ≈


1
1/
√
3
2φ1
−2φ3
0

 , QC ≈


0
−2/√3
0
2φ3
2φ2

 .
(53)
This shows that the fields φ1, φ2 and φ3 are primar-
ily associated with fluctuations of the quadrupole mo-
ments, and so justifies the name “quadrupole-waves”.
Since the fields φ4, φ5 and φ6 are primarily associated
with transverse fluctuations of the dipole moments, we
refer to them as “spin-waves”. In Section II D we ex-
tend this analysis to also include time derivatives of the
φ fields. The supplemental material contains animations
showing the nature of the quadrupole-wave64 and spin-
wave64 modes that follow from Eq. (53).
Linearizing the action SSU(3)△ [U] [Eq. (49)] also enables
us to eliminate the delta function constraints from the
partition function ZSU(3)△ [Eq. (48)], to give
ZSU(3)△ ∝
∫
Dφe−SSU(3)△ [φ], (54)
where the linearised action is,
SSU(3)△ [φ] ≈
1√
3a2
∫ β
0
dτ
∫
d2r
6∑
p=1
χ⊥(∂τφp)2 + ρd ∑
λ=x,y
(∂λφp)
2

 . (55)
At this level of approximation the equations of motion
for each field are independent of one another and given
by, [
χ⊥∂2τ + ρd∂
2
x + ρd∂
2
y
]
φp = 0. (56)
These can be solved by the ansatz,
φp = Ape
iq.r+ωqτ , (57)
and in consequence the dispersion (shown in Fig. 9) is,
ωq =
√
ρd
χ⊥
|q| = v|q|, (58)
with the director-wave velocity,
v =
√
ρd
χ⊥
=
3Ja√
2
. (59)
Here the vector q measures the distance in reciprocal
space from the centre of the magnetic Brillouin zone
(mbz), which is centred on the K point, kK = (4pi/3, 0),
as shown in Fig. 10.
Thus, at the SU(3) point, there are 6 gapless excita-
tions, which disperse linearly with the same velocity, re-
gardless of whether they have spin-wave or quadrupole-
wave character. This reflects the large ground state man-
ifold at the SU(3) point, which consists of all 3-sublattice
orthogonal arrangements of the d vectors, and therefore
includes both the AFQ and AFM states [cf. Fig. 5]. In
Section IID we show that, as J2 is increased and dipolar
order becomes energetically unfavourable, only three lin-
early dispersing modes remain — the quadrupole-wave
modes, which are the Goldstone modes of AFQ order.
We note that Tsunetsugu and Arikawa40,41 have pre-
viously determined the dispersion of Eq. (1) in the AFQ
phase using a linearised “flavour-wave” theory. At the
high symmetry SU(3) point they find,
ωk = 3J
√
1− |γk|2, (60)
where,
γk =
1
3
(
eikxa + 2e
−ikxa
2 cos
√
3kya
2
)
. (61)
As k → 0 the limiting value of Eq. (60) is ωk ≈ v|k|,
where the velocity v = 3Ja/
√
2 is identical to the one
predicted by the field theory [Eq. (59)].
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(a) (b)
FIG. 9: (Color online). The dispersion of magnetic excitations at the SU(3) point. (a) prediction of the continuum field theory
SSU(3)
△
[Eq. (55)]. (b) prediction of the spin-1 bilinear-biquadratic (BBQ) model on a triangular lattice, HBBQ
△
[Eq. (1)] for J1=J2.
Approaching the ordering vector k = kM (q = 0), the continuum theory and the lattice theory match exactly. At this high-symmetry
point there is a 6-fold degenerate branch of linearly-dispersive, gapless excitations. These can be split into 3 modes that primarily de-
scribe fluctuations of quadrupole moments (quadrupole waves) and 3 that primarily describe fluctuations of dynamically generated dipole
moments (spin waves). These 3 spin-wave fields become gapped on entering the antiferroquadrupolar (AFQ) phase bordering the SU(3)
point.
D. Continuum theory away from the SU(3) point
1. Symmetry breaking terms
The SU(3) point of HBBQ△ [Eq. (1)], J2 = J1 = J , has
an artificially high symmetry. For J2 > J1 the symmetry
ofHBBQ△ is reduced to SU(2), with important implications
for the excitations of the AFQ state. In what follows, we
construct a continuum field theory for the AFQ phase by
perturbing away from the SU(3) point. The most signif-
icant change, required for the stability of AFQ order, is
the opening of a gap to the 3 spin-wave modes.
qx
qy
ΓK' K
mbz
fbz
kx
ky
M
FIG. 10: (Color online). The full Brillouin zone (fbz) of the tri-
angular lattice, together with the reduced magnetic Brillouin zone
(mbz) for 3-sublattice order. Important symmetry points are la-
belled Γ [kΓ = (0, 0)], M [kM = (2pi/3, pi/
√
3)], K [kK = (4pi/3, 0)]
and K′ [k−K = −kK]. In the field theory for the 3-sublattice anti-
ferroquadrupolar (AFQ) state, the Γ and K′ points are folded onto
the K point, and the wavevector q measures the deviation from this
point. The circuit in reciprocal space Γ-K-M-Γ followed when plot-
ting the inelastic neutron scattering intensity in Fig. 12 is indicated
in red.
Following the notation of Section II B, the Hamiltonian
HBBQ△ [Eq. (1)] can be written
HBBQ = HSU(3) +∆HSU(2) (62)
where
∆HSU(2) = (J2 − J1)
∑
〈ij〉
|di · dj |2, (63)
and HSU(3) is defined by Eq. (15). In order to develop a
pertubative expansion around the high-symmetry SU(3)
point, we make the assumption that J2 − J1 ≪ J1, J2.
This assumption breaks down for θ → pi/2, and places a
limit on the range of wavelengths for which the sigma-
model description developed in this Section is a valid
description of HBBQ△ [Eq. (1)].
The kinetic term in the action Skin [Eq. (31)] is un-
changed since it is a property of the coherent state repre-
sentation of the spin states, not of the Hamiltonian. The
change to the Hamiltonian term in the action SH for a
3-sublattice AFQ state can be calculated by performing
a gradient expansion for the 3-site, 9-bond cluster shown
in Fig. 8, following the example of Eq. (32). This gives
∆HSU(2),clus ≈ 3(J2 − J1)
(|dA(r, τ) · dB(r, τ)|2
+|dB(r, τ) · dC(r, τ)|2 + |dC(r, τ) · dA(r, τ)|2
)
+
3(J2 − J1)a2
2
∑
λ=x,y
[|dA · ∂λdB|2 + |dB · ∂λdC|2
+|dC · ∂λdA|2
]
− 3(J2 − J1)a
2
4
∑
λ=x,y[
(dA · dB)(∂λd¯A · ∂λd¯B) + (d¯A.d¯B)(∂λdA · ∂λdB)
+ (dB · dC)(∂λd¯B · ∂λd¯C) + (d¯B.d¯C)(∂λdB · ∂λdC)
+ (dC · dA)(∂λd¯C · ∂λd¯A) + (d¯C.d¯A)(∂λdC · ∂λdA) ] ,
(64)
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where the expansion has been truncated at second order
in a.
Consider the product,
dA(r, τ) · dB(r, τ) ≈
(
1, l¯z, ly
) ·UTU ·

 lz1
l¯x

 , (65)
where the matrices can be expressed as,
UTU =

 n2A nA · nB nC · nAnA · nB n2B nB · nC
nC · nA nB · nC n2C

 . (66)
The ground state of the system involves purely real (or
purely imaginary) d vectors, and therefore at low T it is
reasonable to approximate,
n2i ≈ 1, (67)
and,
ni · nj ≪ 1, i 6= j. (68)
It follows that,
ni · nj ≈ −n¯i · n¯j, (69)
and therefore,
dA(r, τ) · dB(r, τ) ≈ lz + l¯z + nA · nB
dB(r, τ) · dC(r, τ) ≈ lx + l¯x + nB · nC
dC(r, τ) · dA(r, τ) ≈ ly + l¯y + nC · nA. (70)
Using these approximations, the first term in Eq. (64)
can be re-expressed as,
|dA(r, τ) · dB(r, τ)|2 + |dB(r, τ) · dC(r, τ)|2
+ |dC(r, τ) · dA(r, τ)|2 ≈
(lz + l¯z)2 + (lx + l¯x)2 + (ly + l¯y)2
+ |nA · nB|2 + |nB · nC|2 + |nC · nA|2. (71)
Following the same procedure as in Section II B results
in the Lagrangian,
LSU(2)△ ≈Tr[U† · ∂τU] + 2 [(s− s¯).l1 + i(s+ s¯)l2]
+ 12J2l1.l1 + 12J1l2.l2
+ 3(J2 − J1)(|nA · nB|2 + |nB · nC|2 + |nC · nA|2)
+ gradient terms. (72)
The canting fields l can once again be eliminated within
a saddle-point approximation. Performing the necessary
functional derivative, and using Eq. (38) to write the re-
sult in terms of n, we find
l1 ≈ − 1
12J2

 n¯B.∂τnA − nB · ∂τ n¯An¯C · ∂τnB − nC · ∂τ n¯B
n¯A · ∂τnC − nA · ∂τ n¯C


l2 ≈ − i
12J1

 n¯B · ∂τnA + nB · ∂τ n¯An¯C · ∂τnB + nC · ∂τ n¯B
n¯A · ∂τnC + nA · ∂τ n¯C

 . (73)
These two canting fields correspond to physically dis-
tinct spin– and quadrupole wave excitations. These are
no longer degenerate once the SU(3) symmetry is bro-
ken, and to parameterise them, we need to introduce two
distinct susceptibilities,
χQ⊥ =
2
9J1
, χS⊥ =
2
9J2
, (74)
and two distinct director stiffnesses (which for this par-
ticular model, happen to be equal),
ρQd = ρ
S
d = J2a
2. (75)
It also proves convenient to reparamaterize the term in
LSU(2)△ which breaks SU(3) symmetry in terms of a gap
to spin wave excitations, i.e.
δLSU(2)△ =
3
8
χS⊥∆
2(|nA · nB|2 + |nB · nC|2 + |nC · nA|2)
(76)
where
∆ =
√
36J2(J2 − J1) (77)
Collecting these facts together, the action describing
long-wavelength excitations of 3-sublattice AFQ order is,
SSU(2)△ [nA, n¯A,nB, n¯B,nC, n¯C]
=
1
4
√
3
∫ β
0
dτ
∫
d2r
{
8
3
∑
i
n¯i · ∂τni
+ χQ⊥
[
(n¯A · ∂τnB + nA · ∂τ n¯B)2
+(n¯B · ∂τnC + nB · ∂τ n¯C)2
+(n¯C · ∂τnA + nC · ∂τ n¯A)2
]
− χS⊥
[
(n¯A · ∂τnB − nA · ∂τ n¯B)2
+(n¯B · ∂τnC − nB · ∂τ n¯C)2
+(n¯C · ∂τnA − nC · ∂τ n¯A)2
]
+ ρQd
∑
λ=x,y
[
(n¯A∂λnB + nA∂λn¯B)
2
+ (n¯B∂λnC + nB∂λn¯C)
2
+(n¯C∂λnA + nC∂λn¯A)
2
]
− ρSd
∑
λ=x,y
[
(n¯A∂λnB − nA∂λn¯B)2
+ (n¯B∂λnC − nB∂λn¯C)2
+(n¯C∂λnA − nC∂λn¯A)2
]
+χS⊥∆
2(|nA · nB|2 + |nB · nC|2 + |nC · nA|2)
}
(78)
where the relevant parameters for the microscopic model
HBBQ△ [Eq. (1)] are given in Table I, and the partition
function is defined as in Eq. (48).
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(a) (b)
FIG. 11: (Color online). Dispersion of magnetic excitations in a 3-sublattice antiferroquadrupolar (AFQ) spin-nematic state on a triangular
lattice. (a) prediction of the continuum field theory SSU(2)
△
[φ] [Eq. (80)], with dispersion given by ωQq [Eq. (81)] and ω
S
q [Eq. (82)]. (b)
prediction of the microscopic model HBBQ
△
[Eq. (1)] in the magnetic Brillouin zone (mbz) [see Fig. 10], for parameters J1 = 1 and
J2 = 1.22. The dispersion is given by ω
±
q [Eq. (83)]. In both cases a three-fold degenerate branch of gapless, quadrupole-wave excitations,
are centered on the ordering vector k = kK [ie. q=0]. These are the Goldstone modes of the AFQ order. They are accompanied by a
three-fold degenerate branch of gapped, spin-wave excitations. Approaching the centre of the mbz, q → 0, the continuum theory and the
lattice theory match exactly.
Eq. (25) can be used to re-express this action in terms
of the unitary matrix field, U(r, τ), as,
SSU(2)△ [U] =
1
8
√
3a2
∫ β
0
dτ
∫
d2r
{
16
3
Tr[U† · ∂τU]
+ χQ⊥Tr
(
U† · ∂τU+UT · ∂τ U¯
)† (
U† · ∂τU+UT · ∂τ U¯
)
+ χS⊥
[
Tr
(
U† · ∂τU−UT · ∂τ U¯
)† (
U† · ∂τU−UT · ∂τ U¯
)
−4
∑
m
∣∣[U† · ∂τU]mm∣∣2
]
+ ρQd Tr
(
U† · ∂λU+UT · ∂λU¯
)† (
U† · ∂λU+UT · ∂λU¯
)
+ ρSd
[
Tr
(
U† · ∂λU−UT · ∂λU¯
)† (
U† · ∂λU−UT · ∂λU¯
)
−4
∑
m
∣∣[U† · ∂τU]mm∣∣2
]
+χS⊥∆
2
[
3−
∑
i
∣∣[UT.U]mm∣∣2
]}
. (79)
This reduces to Eq. (49) when χQ⊥ = χ
S
⊥ and ∆ = 0 (ie.
J1 = J2), as required.
2. Linearising the order parameter fields
The physical content of the action SSU(2)△ [n] [Eq. (78)],
becomes clear on linearisation of the fields. Once again,
we use Eq. (51) to expand small fluctuations about the
S
SU(2)
△
[U] HBBQ△
χQ
⊥
2/(9J1)
χS⊥ 2/(9J2)
ρQd J2a
2
ρSd J2a
2
∆
√
36J2(J2 − J1)
TABLE I: Dictionary for translating between the parameters of
the continuum field theory for 3-sublattice AFQ order, SSU(2)
△
[U]
[Eq. (79)], and the parameters of the relevant microscopic model
HBBQ
△
[Eq. (1)], in the vicinity of the SU(3) point J1 = J2.
ground state in terms of φ. This leads to the action
SSU(2)△ [φ] ≈
1√
3a2
∫ β
0
dτ
∫
d2r
∑
p=1...3

χQ⊥(∂τφp)2 + ρQd ∑
λ=x,y
(∂λφp)
2


+
∑
p=4...6

χS⊥(∂τφp)2 + ρSd ∑
λ=x,y
(∂λφp)
2 + χS⊥∆
2φ2p


(80)
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We immediately see that there are three gapless,
quadrupole-wave modes, φ1, φ2 and φ3, with dispersion,
ωQq ≈ vQ|q|, vQ =
√
ρQd
χQ⊥
= 3
√
J1J2
2
a, (81)
and three gapped, spin-wave modes φ4, φ5 and φ6, with
dispersion
ωSq ≈
√
∆2 + v2Sq
2, vS =
√
ρSd
χS⊥
= 3
J2a√
2
. (82)
These are shown in Fig. 11. The Goldstone modes cor-
respond to real rotations of the order parameter fields,
while the gapped modes (gap ∆) correspond to rotations
into complex space.
The microscopic ‘flavour-wave’ theory developed by
Tsunetsugu and Arikawa [40,41] predicts a dispersion,
ω±k = 3J2
√
(1± |γk|)
(
1±
(
1− 2J1
J2
)
|γk|
)
, (83)
where γk is given by Eq. (61). This is shown in Fig. 9.
In the long wavelength limit, and for small J2 − J1, the
dispersion reduces to Eq. (81) and Eq. (82).
We re-emphasise that the validity of the continuum
theory breaks down approaching the FM phase for
θ → pi/2 (J1 → 0, J2 > 0). Crossing the AFQ phase,
there is a progressive reduction in the area of reciprocal
space over which the quadrupole-wave dispersion, ω−k ,
is linear. This is also a feature of the lattice theory
—exactly at the phase boundary with the ferromagnet
(J1 = 0, J2 > 0) the dispersion, ω
±
k
[Eq. (83)], becomes
quadratic even for |k| → 0. This signals that it is no
longer appropriate to describe the system in terms of the
quantum non-linear sigma model, SSU(2)△ [U], [Eq. (79)].
E. The low temperature, low energy limit
For temperature and energy scales lower than the spin
wave gap, ∆, the high-energy, spin-wave modes can
be neglected. This considerably simplifies the action,
SSU(2)△ [n] [Eq. (78)], and is a useful approximation when
considering low temperature thermodynamic properties.
Neglection of the spin-wave modes is equivalent to
making the assumption that the fields ni, are real. The
simplified action is then given by,
SSO(3)△ [nA,nB,nC] ≈
1
2
√
3a2
∫ β
0
dτ
∫
d2r
{χQ⊥
[
(∂τnA)
2 + (∂τnB)
2 + (∂τnC)
2
]
+ ρQd
∑
λ=x,y
[
(∂λnA)
2 + (∂λnB)
2 + (∂λnC)
2
]}, (84)
with canting field,
l ≈ il2 ≈ 3
4
χQ⊥

 nB · ∂τnAnC · ∂τnB
nA · ∂τnC

 , (85)
and the partition function is,
ZSO(3)△ ∝
∫ ∏
i 6=j
Dni δ(n2i − 1) δ(ni · nj) e−S
SU(2)
△
[nA,nB,nC].
(86)
This is an SO(3) symmetric non-linear sigma model76,
a fact which is clearer if the action is written in matrix
form,
SSO(3)△ [R] ≈
1
2
√
3a2
∫ β
0
dτ
∫
d2r
{χQ⊥Tr
[
∂τR
T · ∂τR
]
+ ρQd
∑
λ=x,y
Tr
[
∂λR
T · ∂λR
]},
(87)
where R is a real-valued rotation matrix given by,
R(r, τ) =

 n
x
A(r, τ) n
x
B(r, τ) n
x
C(r, τ)
nyA(r, τ) n
y
B(r, τ) n
y
C(r, τ)
nzA(r, τ) n
z
B(r, τ) n
z
C(r, τ)

 . (88)
The simplified action, Eq. (84), describes the 3
quadrupole-wave modes shown in Fig. 11 but ignores
the 3 spin-wave modes which dominate experimental re-
sponses at higher energy.
F. Comparision with other forms of magnetic order
It is interesting to compare the continuum theory
of long-wavelength excitations in a 3-sublattice AFQ
state, SSU(2)△ [U] [Eq. (79)], with sigma-model approaches
to other forms of magnetic order. Perhaps the most
widely known example is the sigma-model treatment
of the collinear antiferromagnet (AFM) [72–75]. The
collinear nature of this state means that it does not
break the full SU(2) spin-rotation symmetry, but instead
SU(2)/U(1). As a consequence the resulting sigma model
describes only two, degenerate, linearly-dispersing Gold-
stone modes, both with the character of spin-wave excita-
tions. The only gapped excitation possible at long wave-
length is a longitudinal fluctuation of the order param-
eter, explicitly absent from the sigma model. Collinear-
ity also imposes constrains on the interactions which can
arise between different spin excitations, restricting these
to vertices involving an even number of excitations.
The key features of the continuum theory of
3-sublattice AFQ order, SSU(2)△ [U] [Eq. (79)], are
three degenerate, linearly-dispersing “quadrupole-wave”
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modes associated with the breaking of spin-rotation sym-
metry, and three degenerate, gapped “spin-wave” modes,
associated with dipolar excitations of the underlying
quadrupolar order. The two actions therefore differ in
both the number and the character of the modes they
describe. It is also worth noting that, the structure of
the interactions between these excitations (not described
in this article) is profoundly different, and includes ver-
tices with an odd number of excitations. This topic will
be explored further elsewhere63.
The action SSU(2)△ [U] [Eq. (79)] finds more parallels
with non-collinear magnetic ordering. A good example
of this is the 120◦ state on the triangular lattice70,71.
This fully breaks the SU(2) symmetry, and therefore has
three, linearly-dispersing Goldstone modes, all with the
character of spin waves. Interactions between odd num-
bers of spin excitations are also now permitted by sym-
metry. However, as with the collinear antiferromagnet,
the 120◦ state has no low-energy gapped modes at long-
wavelength. Also, the coplanar nature of this state means
that the spin stiffness’ associated with the three Gold-
stone modes are not all equal, and only two of the three
Goldstone modes are degenerate.
Finally it is interesting to compare SSU(2)△ [U] [Eq. (79)]
with field theories describing FQ order59–62. As with
the collinear AFM, FQ states have only two Goldstone
modes. These are degenerate, linearly dispersing, and
have the character of quadrupole waves at long wave-
length. Only interactions between even numbers of spin
excitations are permitted by symmetry. Both of these
points clearly distinguish the present theory of AFQ or-
der from the earlier work on FQ order.
In fact the theory derived in Ref. [59] has the same
action as the collinear AFM, albeit with a different phys-
ical interpretation. However, in reducing the action to
this form, imaginary fluctuations of the director d have
been explicitly integrated out, eliminating much of the in-
formation concerning excitations with “spin-wave” char-
acter. An important feature of the SU(3)-derived ap-
proach developed in this article is its ability to describe
gapped excitations with dipolar character, such as the
“spin-wave” modes of AFQ order, which cannot be ac-
cessed in the SO(3) approach of Ref. [59]. Such modes
are particularly interesting since they will be the easiest
to observe in, e.g., inelastic neutron scattering.
G. Machinery for calculating correlation functions
In order to make predictions for inelastic neutron scat-
tering and for the dynamical quadrupole susceptibility,
it is necessary to translate the continuum field theory,
SSU(2)△ [U] [Eq. (79)] — which is written in terms of ro-
tations of directors — back into the language of spins
and quadrupoles. Following Eq. (24) and Eq. (50), the
directors on the three sublattices can be approximated
as,
dA ≈

 1−φ1 + iφ4 + l¯z
φ2 + iφ5 + l
y


dB ≈

 φ1 + iφ4 + l
z
1
−φ3 + iφ6 + l¯x


dC ≈

 −φ2 + iφ5 + l¯
y
φ3 + iφ6 + l
x
1

 , (89)
with the canting fields,
l1 ≈ −3
4
χS⊥

 ∂tφ4∂tφ6
∂tφ5

 , l2 ≈ 3
4
χQ⊥

 ∂tφ1∂tφ3
∂tφ2

 , (90)
where the real time t = −iτ has been used. It follows
that the d vectors are,
dA ≈

 1−φ1 + iφ4 − 34χS⊥∂tφ4 − i 34χQ⊥∂tφ1
φ2 + iφ5 − 34χS⊥∂tφ5 + i 34χQ⊥∂tφ2


dB ≈

 φ1 + iφ4 −
3
4χ
S
⊥∂tφ4 + i
3
4χ
Q
⊥∂tφ1
1
−φ3 + iφ6 − 34χS⊥∂tφ6 − i 34χQ⊥∂tφ3


dC ≈

 −φ2 + iφ5 −
3
4χ
S
⊥∂tφ5 − i 34χQ⊥∂tφ2
φ3 + iφ6 − 34χS⊥∂tφ6 + i 34χQ⊥∂tφ3
1

 . (91)
Substituting these expressions into Eq. (14) leads to
the fluctuating dipole moments,
SA ≈

 0−2φ5 − 32χQ⊥∂tφ2
2φ4 − 32χQ⊥∂tφ1


SB ≈

 2φ6 −
3
2χ
Q
⊥∂tφ3
0
−2φ4 − 32χQ⊥∂tφ1


SC ≈

 −2φ6 −
3
2χ
Q
⊥∂tφ3
2φ5 − 32χQ⊥∂tφ2
0

 , (92)
where terms linear in the φ fields have been retained.
Eq. (92) provides the starting point for the theory of
inelastic neutron scattering developed in Section III of
this paper.
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The quadrupole moments are given by,
QA ≈


−1
1√
3
−2φ1 − 32χS⊥∂tφ4
0
−2φ2 + 32χS⊥∂tφ5


QB ≈


1
1√
3
2φ1 − 32χS⊥∂tφ4
−2φ3 − 32χS⊥∂tφ6
0


QC ≈


0
− 2√
3
0
2φ3 − 32χS⊥∂tφ6
2φ2 +
3
2χ
S
⊥∂tφ5

 . (93)
The supplemental material contains animations showing
the nature of the quadrupole-wave64 and spin-wave65 ex-
citations.
III. PREDICTIONS FOR INELASTIC
NEUTRON SCATTERING
A. General considerations : waves in the unseen
Since each “spin” in a quantum magnet posseses a
magnetic dipole, conventional dipolar magnetic order
gives rise to a static internal magnetic field. Neutrons,
which also posses a dipole moment, diffract from this
static field to give magnetic Bragg peaks. As in conven-
tional crystallography, the form of magnetic order present
is encoded in the wave number and intensity of these
magnetic Bragg peaks. However, since spin-nematic or-
der corresponds to a quadrupolar order of spins, it does
not break time-reversal symmetry and cannot give rise
to static magnetic fields4,9. For this reason, it does not
manifest itself through magnetic Bragg peaks in elastic
neutron scattering.
An elegant solution to this problem, in the presence
of an anisotropy that breaks SU(2) symmetry, was pro-
posed by Barzykin and Gorkov8, who suggested using an
external magnetic field to break time-reversal symmetry.
In the presence of magnetic anisotropy, applying a uni-
form magnetic field to an AFQ state induces a small,
staggered, dipole moment which can, in principle, be ob-
served in elastic neutron scattering. Resonant magnetic
X-ray scattering, which is sensitive to quadrupole mo-
ments of spins, has also been used to identify AFQ order
in the rare-earth magnet UPd3
77–79 However a very di-
rect and appealing route to identifying spin-nematic or-
der, even in the absence of magnetic anisotropy, would
be to map out its magnetic excitations using inelastic
neutron scattering.
Since spin-nematic order breaks spin-rotation sym-
metry it must possess Goldstone modes. The long-
wavelength excitations are generated by real SU(2) ro-
tations of the underlying quadrupolar order parameter,
and so can best be thought of as “quadrupole waves”.
Quadrupole waves possess a small fluctuating dipole mo-
ment, and will reveal themselves as linearly-dispersing
excitations — visible waves in the unseen spin-nematic
order. As we will see in what follows, the size of this
dipole moment is directly proportional to the speed at
which the quadrupoles rotate, and so the intensity of
scattering from a quadrupole wave vanishes linearly with
its energy.
However, precisely because the building blocks of spin-
nematic order are quadrupole moments of spins, these
Goldstone modes do not exhaust the possible excitations
of a spin-nematic state. Neutrons can also drive transi-
tions between different triplet states, which mix a strong
spin-dipole into the underlying quadrupole moment. In
AFQ spin-nematic states, this leads to a second, dis-
tinct, type of long-wavelength excitation, with a gapped
spectrum and a pronounced intensity in inelastic neu-
tron scattering. Identifying this gapped excitation in ex-
periment, together with the appropriate set of gapless
Goldstone modes, would provide strong evidence for the
existence of spin-nematic order.
In Section II of this paper we have developed the tools
needed to make distinctive, quantitative predictions for
both types of excitation of a spin-nematic — a contin-
uum field-theory of the excitations of AFQ order based
on the symmetries of the underlying order parameter.
This SU(3) “sigma-model” approach offers a quantitative
description of excitations — in terms of the minimum set
of physically meaningful parameters — without the need
to specify a microscopic model.
In what follows we use this continuum theory to make
predictions for inelastic neutron scattering carried out
on a 3-sublattice AFQ state. These predictions are exact
at long wavelength, and fully constrain the symmetries
broken by the AFQ state. We make explicit comparison
with the predictions of a microscopic, spin-1 lattice model
that realises the same ordered state. In order to keep
the discussion reasonably self-contained, key results from
Section II are quoted in the text.
B. Sum rules and correlation functions
Inelastic neutron scattering measures the imaginary
part of the dynamical spin susceptibility,
ℑm{χαβS (k, ω)}
= (gµB)
2ℑm{i
∫ ∞
0
dteiωt〈δSα(k, t)δSβ(−k, 0)〉}
(94)
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where α, β = x, y, z label spin components. In the case of
the 3-sublattice AFQ state described in Section II, this
tensor is diagonal, and fluctuations are isotropic in spin
space, i.e.
ℑm{χxxS (k, ω)} = ℑm{χyyS (k, ω)} = ℑm{χzzS (k, ω)}.
An important check on any calculation of the dynam-
ical susceptibility is that it obeys the relevant sum rules.
For any theory with SU(2) spin symmetry, as is the case
for the 3-sublattice AFQ state, it is required that,
lim
q→0
∫
dω eiωtωχαβS (k, ω) = 0. (95)
This says that at k = 0, the dynamical susceptibility
must vanish for all ω 6= 0. The sum rule is related to
a Ward-Takahashi identity, and thus holds at each order
in perturbation theory. For single particle excitations
it is sufficient to consider the non-interacting theory de-
scribed by SSU(2)△ [φ] [Eq. (80)]. However, in order to un-
derstand the 2-particle continuum it is necessary to take
three and four field interactions into account and form
a Dyson equation for the self energy. Since this is an
involved process, we postpone discussion until a future
publication63. We note that the linear flavour wave anal-
ysis of Tsunetsugu and Arikawa [40] obeys the sum rule,
Eq. (97), at leading order, but has finite weight at k = 0
and ω 6= 0 arising from the 2-particle continuum.
In Section IV we also consider the dynamical
quadrupole susceptibility. This is given by,
ℑm{χαβγδQ (k, ω)}
= (gµB)
4ℑm{i
∫ ∞
0
dteiωt〈δQαβ(k, t)δQγδ(−k, 0)〉}.
(96)
In the general case of SU(2) spin symmetry, there is no
analogous sum rule to Eq. (97), and one expects to find
finite weight at k = 0 and ω 6= 0. However, exactly
at the SU(3) point the expanded symmetry leads to the
quadrupolar sum rule,
lim
k→0
∫
dω eiωtωχαβQ (k, ω) = 0 [SU(3) point]. (97)
C. Neutron scattering in a 3-sublattice AFQ
1. Spin excitations in a 3-sublattice AFQ state
Predictions for inelastic neutron scattering from a 3-
sublattice AFQ state have previously been published
by Tsunetsugu and Arikawa40,41, based on flavour-wave
calculations for the spin-1 bilinear-biquadratic (BBQ)
model on the triangular lattice HBBQ△ [Eq. (1)]. In what
follows we show how the universal, long-wavelength fea-
tures of these results are completely described by the field
theory developed in Section II of this paper. The tools
needed to calculate ℑm{χαβS (k, ω)}—namely a theory of
long-wavelength spin excitations in a spin-nematic state
— were developed in Section II of this paper. Here we
briefly reprise the most relevant results.
Small fluctuations about the 3-sublattice AFQ ordered
state can be described by the linearized action, SSU(2)△ [φ]
[Eq. (80)], viz :
SSU(2)△ [φ] ≈
1√
3a2
∫ β
0
dτ
∫
d2r
∑
p=1...3

χQ⊥(∂τφp)2 + ρQd ∑
λ=x,y
(∂λφp)
2


+
∑
p=4...6

χS⊥(∂τφp)2 + ρSd ∑
λ=x,y
(∂λφp)
2 + χS⊥∆
2φ2p

 .
The long-wavelength properties of the 3-sublattice AFQ
state are completely characterised by the four parameters
χQ⊥, χ
S
⊥, ρ
Q
d = ρ
S
d and ∆. Table I in Section IID provides
a “dictionary” for converting between the parameters of
the continuum theory, and the parameters of the minimal
microscopic model HBBQ△ [Eq. (1)].
The dispersion of the spin excitations of this spin-
nematic state then follow from the usual Euler-Lagrange
equations. The three fields φ1, φ2 and φ3 describe Gold-
stone modes with linear dispersion ωQq [Eq. (81)], viz :
ωQq ≈ vQ|q|, vQ =
√
ρQd
χQ⊥
while the three fields φ4, φ5 and φ6, describe gapped
excitations with dispersion ωSq [Eq. (82)], viz :
ωSq ≈
√
∆2 + v2Sq
2, vS =
√
ρSd
χS⊥
The remaining challenge is to correctly reference the
continuum theory back to the lattice, and to calculate
the intensities associated with each branch of excitation.
To do this it is necessary to transcribe the spin degrees
of freedom (Sx, Sy, Sz) in terms of the fields φ, and then
decompose spin-spin correlations 〈SαSβ〉 as contractions
of the φ fields. These can contain contributions from
more than one kind of excitation. A worked example of
this type of calculation is given in Appendix A of Ref. 80.
It follows from Eq. (92) [Section IIG] that, to leading
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order in φ,
δS(r, t) ≈
− χ
Q
⊥
2

 (2 − e
ikK.r − e−ikK.r)∂tφ3
(2 + [1 + e−i
2pi
3 ]eikK.r + [1 + ei
2pi
3 ]e−ikK.r)∂tφ2
(2 + [1 + ei
2pi
3 ]eikK.r + [1 + e−i
2pi
3 ]e−ikK.r)∂tφ1


+
2
3

 (e
i 2pi3 − e−i 2pi3 )(eikK.r − e−ikK.r) φ6
([−1 + e−i 2pi3 ]eikK.r + [−1 + ei 2pi3 ]e−ikK.r) φ5
([1− ei 2pi3 ]eikK.r + [1− e−i 2pi3 ]e−ikK.r) φ4

 .
(98)
From Eq. (98), we can immediately identify the three
fields φ1, φ2 and φ3 with quadrupole waves whose contri-
bution to scattering vanishes as χQ⊥∂tφ ∼ χQ⊥ωQq . Mean-
while, the three fields φ4, φ5 and φ6 are spin waves with
a robust dipole moment.
2. Single particle scattering near to k = kK
Let us consider first scattering involving a single exci-
tation near to the ordering vector, k = kK. Here the field
theory predicts a gapless Goldstone mode with dispersion
ωQq [Eq. (81)], for small q = k − kK. This is accompa-
nied by a gapped spin-wave excitation with dispersion ωSq
[Eq. (82)]. The associated single-particle contribution to
the dynamical susceptibility is,
ℑm{χxxS (kK + q, ω)} ≈
pi
8
(gµB)
2χQ⊥ω
Q
q δ(ω − ωQq )
+
2pi
3
(gµB)
2 1
χS⊥ωSq
δ(ω − ωSq), (99)
where q ≈ 0. Scattering close to the K ′ point is ex-
actly equivalent. From Eq. (99) we see that the in-
tensity of scattering from the quadrupole wave van-
ishes as χQ⊥ω
Q
q ∼ χQ⊥vQ|q| for q → 0. Meanwhile the
scattering from the spin-wave excitation is enhanced as
1/(χS⊥ω
S
q) ∼ 1/(∆χS⊥) in the same limit. The spin-wave
excitation will therefore dominate the response seen in
experiment. These features are illustrated in Fig. 12.
Exactly the same quadrupole and spin wave excita-
tions are found in flavour-wave calculations40,41 for the 3-
sublattice AFQ phase of the spin-1 BBQmodel on the tri-
angular lattice HBBQ [Eq. (1)]. These predict a 1-particle
contribution to the dynamical susceptibility which be-
haves as,
ℑm{χxxS (k, ω)} ≈
pi(1 + cos θk)(gµB)
2 J2(1− |γk|)
ω−k
δ(ω − ω−k )
+ pi(1− cos θk)(gµB)2 J2(1 + |γk|)
ω+k
δ(ω − ω+k ),
(100)
where ω±k is given in Eq. (83), γk in Eq. (61) and,
eiθq =
γk
|γk| . (101)
Matching this to the predictions of the field theory for
k ≈ kK, and translating parameters using Table I, we
find exact, quantitative, agreement between the two ap-
proaches at long wavelength. This comparison is illus-
trated in Fig. 12.
3. Single particle scattering near k = 0
Close to the Γ point, we find a one-particle contribu-
tion to the dynamical susceptibility
ℑm{χxxS (q, ω)} ≈
pi
2
(gµB)
2χQ⊥ω
Q
q δ(ω − ωQq ), (102)
where ωQq is given by Eq. (81) and q ≈ 0. This corre-
sponds to a linearly-dispersing quadrupole wave, whose
intensity vanishes linearly for q→ 0, but with 4 times the
prefactor for scattering near kK. Once again this result
is in quantitative agreement with the predictions of the
lattice model HBBQ [Eq. (1)].
While spin-wave excitations are defined for all k, they
do not contribute to single-particle scattering in the
vicinity of the Γ point. This is because the dipole fluc-
tuations on neighbouring sublattices are exactly in anti-
phase, and therefore cancel for k→ 0. This cancellation
is not accidental, but required by the SU(2) symmetry of
the spin-nematic state, and is a manifestation of the sum
rule, Eq. (97).
4. Adding it all up
Fig. 12 shows the result of summing all the 1-particle
contributions to the T = 0 dynamic susceptibility, to give
an overall prediction for inelastic neutron scattering from
a 3-sublattice AFQ state. Most of the spectral weight
resides close to the K- and K′-points, in the spin-wave
band. In contrast, quadrupole-waves contribute very lit-
tle to scattering.
IV. DYNAMICAL QUADRUPOLAR
SUSCEPTIBILITY
It is possible that a resonant technique, such as res-
onant x-ray scattering, could directly probe the 4-spin
correlation function. This would provide access to the
dynamical quadrupolar susceptibility. In the f-electron
system UPd3, resonant x-ray scattering has been used to
access the quadrupolar order parameter77–79. While this
is a different type of quadrupolar order, formed from a
combination of spin and orbital degrees of freedom, the
idea may carry over to the pure spin quadrupole consid-
ered in this publication. We therefore present predictions
for ℑm{χαβγδQ (k, ω)}.
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FIG. 12: (Color online). Prediction for inelastic neutron scattering from a state with 3-sublattice antiferroquadrupolar (AFQ) spin
nematic order of the type shown in Fig. 6. Animations showing the nature of the spin-dipole fluctuations associated with the gapless64 and
gapped65 excitations are shown in the supplemental material. (a) prediction of the microscopic ‘flavour wave’ theory, as calculated from
HBBQ [Eq. (1)] for J1 = 1, J2 = 1.22 (cf. Ref. [40,41]). The dashed white lines show the one-particle dispersion relations ω±k [Eq. (83)],
where the gap to spin-wave excitations is ∆ = 6
√
J2(J2 − J1). (b) prediction of the continuum theory SSU(2)△ [φ] [Eq. (80)] for the same
set of parameters. The dashed white lines show the one-particle dispersion relations ωQ
k
[Eq. (81)] and ωS
k
[Eq. (82)]. The majority of the
spectral weight is found in the spin-wave band, in the vicinity of the 3-sublattice AFQ ordering vector kK = (4pi/3, 0). All predictions
have been convoluted with a gaussian of FWHM 0.042∆ to mimic experimental resolution. The circuit Γ-K-M -Γ in reciprocal space is
shown in Fig. 10.
A. Quadrupolar excitations in a 3-sublattice AFQ
state
It follows from Eq. (93) [Section IIG] that, to linear
order in φ,
δQ(r, t) ≈
− 2
3


0
0
([1 − ei 2pi3 ]eikK.r + [1− e−i 2pi3 ]e−ikK.r) φ1
(ei
2pi
3 − e−i 2pi3 )(eikK.r − e−ikK.r) φ3
([1 − e−i 2pi3 ]eikK.r + [1− ei 2pi3 ]e−ikK.r) φ2


− χ
S
⊥
2


0
0
(2 + [1 + ei
2pi
3 ]eikK.r + [1 + e−i
2pi
3 ]e−ikK.r)∂tφ4
(2 − eikK.r − e−ikK.r)∂tφ6
−(2 + [1 + e−i 2pi3 ]eikK.r + [1 + ei 2pi3 ]e−ikK.r)∂tφ5


(103)
In this basis, and at leading order in the perturbation
expansion, the only non-zero entries in the susceptibility
tensor are,
ℑm{χxyxyQ (k, ω)} = ℑm{χyzyzQ (k, ω)} = ℑm{χxzxzQ (k, ω)},
(104)
and those related by the symmetry of the Qαβ tensor.
From Eq. (103) we can see that the φ1, φ2 and φ3 Gold-
stone mode fields give a diverging contribution to the
quadrupolar susceptibility approaching the Bragg peak
at k = kK. Conversely, the quadrupole fluctuations in-
duced dynamically by the gapped, spin wave modes are
small as χS⊥∂tφ ∼ ωSq.
1. Single particle scattering near to k = kK
The dynamical quadrupolar susceptibility can be de-
termined in an analogous manner to the spin susceptibil-
ity [see Section III C]. Close to k = kK the field theory
predicts,
ℑm{χxyxyQ (kK + q, ω)} ≈
2pi
3
(gµB)
4 1
χQ⊥ω
Q
q
δ(ω − ωQq )
+
pi
8
(gµB)
4χS⊥ω
S
qδ(ω − ωSq),
(105)
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FIG. 13: (Color online). Prediction for the dynamical quadrupolar susceptibility, ℑm{χxyxyQ (k, ω)}, for a state with 3-sublattice anti-
ferroquadrupolar (AFQ) spin nematic order of the type shown in Fig. 6. Animations showing the nature of the spin-dipole fluctuations
associated with the gapless64 and gapped65 excitations are shown in the supplemental material. (a) prediction of the microscopic ‘flavour
wave’ theory, as calculated from HBBQ [Eq. (1)] for J1 = 1, J2 = 1.22. The dashed white lines show the one-particle dispersion relations
ω±
k
[Eq. (83)], where the gap to spin-wave excitations is ∆ = 6
√
J2(J2 − J1). (b) prediction of the continuum theory SSU(2)△ [φ] [Eq. (80)]
for the same set of parameters. The dashed white lines show the one-particle dispersion relations ωQ
k
[Eq. (81)] and ωS
k
[Eq. (82)]. The
dominant feature is a diverging ‘Bragg peak’ associated with the gapless, quadrupole-wave mode in the vicinity of the 3-sublattice AFQ
ordering vector kK = (4pi/3, 0). All predictions have been convoluted with a gaussian of FWHM 0.042∆ to mimic experimental resolution.
The circuit Γ-K-M -Γ in reciprocal space is shown in Fig. 10.
where q ≈ 0. Scattering close to the K ′ point is ex-
actly equivalent. Eq. (105) shows that the intensity
of scattering due to the quadrupolar modes diverges as
1/(χQ⊥ω
Q
q ) ∼ 1/|q| for q → 0. Thus there is a ‘Bragg
peak’ in the quadrupolar susceptibililty, as one expects
for quadrupolar order. The gapped spin-wave modes in-
duce a small quadrupole fluctuation, and this gives only
a weak contribution to the susceptibility.
Linear flavour wave theory for the spin-1 BBQ model
on the triangular lattice, HBBQ [Eq. (1)], predicts,
ℑm{χxyxyQ (k, ω)} ≈
pi(1− cos θk)(gµB)4 J2(1− |γk|) + 2J1|γk|
ω−k
δ(ω − ω−k )
+ pi(1 + cos θk)(gµB)
4 J2(1 + |γk|)− 2J1|γk|
ω+
k
δ(ω − ω+k ),
(106)
and this is quantitative agreement with the field theory,
Eq. (105), approaching the high symmetry points.
2. Single particle scattering near k = 0
Close to the Γ point, we find a one-particle contribu-
tion to the dynamical quadrupolar susceptibility,
ℑm{χxyxyQ (q, ω)} ≈
pi
2
(gµB)
4χS⊥ω
S
qδ(ω − ωSq). (107)
The quadrupole fluctuations induced dynamically by the
gapped, spin-wave modes are suppressed by a factor
χS⊥ω
S
q and have low intensity compared to the diverging
Goldstone mode at the K point. One interesting feature
is that the gapless quadrupole mode at the Γ point does
not appear in the field theory calculation of the suscepti-
bility, due to the fact that neighbouring quadrupoles beat
in antiphase [see Eq. (93)]. This is in agreement with the
flavour wave theory, Eq. (106), where the susceptibility
turns on very slowly as ℑm{χxyxyQ (q, ω)} ∼ q5.
3. Adding it all up
Fig. 13 shows the result of summing all the 1-particle
contributions to the T = 0 dynamic quadrupolar suscep-
tibility, to give an overall prediction for scattering from
a 3-sublattice AFQ state. The dominant feature is the
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presence of ‘Bragg peaks’ at the K- and K′-points. There
is also a faint band where the gapped, spin-wave excita-
tions dynamically induce a small, fluctuating quadrupole
moment.
V. DISCUSSION AND CONCLUSIONS
Spin-nematic order remains an enigma. First proposed
almost 40 years ago, and now studied in a wide range
of theoretical models, it has never yet been unambigu-
ously observed in experiment. Much of the difficulty in
identifying a spin-nematic state arises from the fact that
spin-nematic order does not break time-reversal symme-
try. As a consequence, it cannot give rise to the internal
magnetic fields measured by the common probes of static
magnetic order — neutron scattering, NMR and muon
spin rotation. In this respect, spin-nematic order has
much in common with multipolar ‘hidden order’ phases
in rare earth magnets58. In principle, spin nematic or-
der could be probed through its excitations. However,
because of the complexity of the problem, these remain
relatively poorly understood.
In this paper we have attempted to narrow the gap be-
tween theory and experiment, by constructing a contin-
uum field theory of a three-sublattice antiferroquadrupo-
lar (AFQ) spin-nematic state. This field theory offers
a ‘model-independent’ approach to interpreting experi-
ment, and can be used to explore the physical nature
of the magnetic excitations of AFQ states. In the ab-
sence of magnetic field, we find that the long-wavelength
excitations of AFQ states naturally divide into a set of
three gapless, quadrupole-wave modes, — the Goldstone
modes — together with three gapped excitations with a
strong spin-dipole character.
This field theory can also be used to make concrete
predictions for the fluctuating spin-dipole fields associ-
ated with each type of excitation, and its associated sig-
nature in experiment. In this paper we have focused
on the most direct probe of spin-dipole fluctuations —
inelastic neutron scattering. We find that quadrupole
waves couple only weakly with neutrons, with the in-
tensity of scattering vanishing linearly at low energies.
However the gapped modes possess a substantial dipole
moment and couple strongly to neutrons. The obser-
vation of this gapped excitation, together with a set of
ghostly low-energy Goldstone modes, in the absence of
magnetic Bragg peaks, would constitute strong evidence
for AFQ spin-nematic order.
Finally we make predictions for the dynamical
quadrupole susceptibility. This exhibits diverging Bragg-
peak like intensity approaching the Goldstone modes,
along with a very faint gapped mode. As in the f-electron
systems, this may be measurable using resonant x-ray
scattering. Such experiments would directly probe the
order parameter, and could in consequence provide com-
pelling evidence for the existence of spin-nematic order.
How these excitations evolve with field, and what their
consequences are for NMR 1/T1 relaxation rates will be
explored in separate publications63,80,81.
An obvious question for future work is the role of in-
teractions. As in the case of FQ order [62], interac-
tions between the Goldstone modes of the AFQ state
endow these excitations with a finite, k2-dependent life-
time. There is also a corresponding renormalisation of
the director stiffness, ρQd , leading to small changes in the
velocity of the Goldstone modes. However, the most
interesting features come from the interaction between
the Goldstone modes and the gapped, long-wavelength
“spin-wave” modes. This is true both from an experi-
mental point of view, since the gapped modes support
large spin-dipole fluctuations, and a theoretical point of
view, where these type of interactions have not been as
thoroughly explored as those between Goldstone modes.
We will return to these effects in a future paper63.
In conclusion, the SU(3) generalisation of the non-
linear sigma model developed in this text provides a ro-
bust means of characterising spin-nematic states with an-
tiferroquadrupolar order, which is independent of any
particular microscopic model. This sigma model ap-
proach provides an excellent starting point for under-
standing the universal behaviour of spin-nematic states,
and leads to concrete, testable predictions for experi-
ment. For this reason, it can serve as an important tool
for establishing whether spin-nematic order exists in a
wide variety of real materials. We hope that the waves
predicted by the sigma model will, in the near future, be
seen.
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