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Abstract
Given an observable system defined by a pair of matrices (C,A) we obtain a cellular
decomposition of the manifold of (C,A)-conditioned invariant subspaces with fixed observ-
ability indices of the restricted system and we apply this decomposition to compute their
homology groups. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Given a controllable time-invariant multivariable system
x˙(t) = Ax(t)+ Bu(t),
y(t) = Cx(t),
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the notion of (C,A)-conditioned invariant subspace in the terminology of [1] or (A
C
)
-
invariant subspace in [11] plays a fundamental role in geometric control theory (see
for example [19]). However, and as it is pointed out in [16], there are only very few
studies on the geometry and topology of the set of these subspaces. We refer to the
papers [5–9,14,16,17], where some problems arising in this study have been tackled
using very different techniques.
In this paper we deal with the problem of obtaining an explicit cellular decom-
position of the manifold Inv(k, h) of conditioned invariant subspaces with fixed
observability indices h of the restricted system ((C,A) is assumed to be observ-
able with observability indices k). The existence of a cellular decomposition can
be derived from the fact that Inv(k, h) is a vector bundle with base space, the gen-
eralized flag manifold studied in [13] (see Theorem 3.1). Our goal in this paper
is to find an explicit description of each cell through a canonical representative
of each element of Inv(k, h). This canonical representative depends uniquely for
each S in Inv(k, h) on an n-tuple n, which will be called the multiindex of S. We
will proceed as follows: first we obtain a generalized Hermite form for the (1, 1)-
block of any matrix basis of S ∈ Inv(k, h), and then we apply a similar technique
to the one used in [17] where a coordinate system for the manifold Inv(k, h) was
found. We also derive a formula for the number of free parameters in this canonical
form. Then, a cellular decomposition of Inv(k, h) is obtained by defining as cells
the sets of subspaces having the same multiindex and the dimension of each cell is
the number of free parameters of the corresponding canonical form. The key point
for proving that the decomposition obtained is, in fact, a cellular decomposition,
consists in showing that the map assigning to every subspace the number of free
parameters of the corresponding canonical form is a lower semicontinuous function
(Theorem 5.4).
Once one has this cellular decomposition the structure of the homology groups of
Inv(k, h) follows easily from a theorem of Massey [15] (see also [12]). This provides
an alternative way of computing the Betti numbers of the above manifold to that
given in [16] based on the existence of a deformation retract of Inv(k, h) onto the
mentioned generalized flag manifold of [13].
The organization of this paper is as follows. In Section 2 we recall the basic
results concerning the structure of the manifold Inv(k, h). In Section 3 we prove the
vector bundle structure of this manifold. This result was conjectured by Helmke. In
Section 4 we obtain for every matrix representative of a subspace in Inv(k, h)
a canonical reduced form and we give an explicit formula for the number of free
parameters in this form. Next, in Section 4 we describe explicitly a cellular de-
composition of Inv(k, h) using the above canonical form. In Section 6 we apply
the results of the previous section to compute the homology groups of
Inv(k, h).
In this paper we use the following notation. K is the field of either the complex
or real numbers. Mp,q denotes the set of p × q matrices with entries in K and
M∗p,q the set of full rank ones. If p = q, we simply write Mp and M∗p, respec-
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tively. Given an observable pair (C,A) ∈Mq,n ×Mn with observability indices
k = (k1, . . . , kr ) and a set of indices h = (h1, . . . , hs) compatible with k, that is
to say, such that s  r and hi  ki for i = 1, 2, . . . , we denote by Inv(k, h) the
set of (C,A)-conditioned invariant subspaces for which the restriction of (C,A)
to each one of them has observability indices h (see [17] for the definition of this
restriction).
2. Preliminaries
In this section we review the orbit space structure of the manifold Inv(k;h) as
presented in [17] (see this reference for more details and proofs).
Let the conjugate partitions of k and h be r = (r1, . . . , rk) and s = (s1, . . . , sh),
respectively, with r = r1  · · ·  rk > 0 and s = s1  · · ·  sh > 0. (Recall that if
k = (k1, k2, . . .) then r = (r1, r2, . . .) is its conjugate partition if and only if rj =
#{i : ki  j}, where # stands for cardinality). From now on we will assume that
si := 0 for i > h and ri := 0 for i > k. Notice that ki  hi for i = 1, 2, . . . , r if and
only if ri  si for i = 1, 2, . . . , k. In other words h and k are compatible if and only
if s and r are compatible. In the sequel we also assume that s and r are compatible
partitions.
Definition 2.1. (i) Let M(r, s) denote the set of matrices X ∈Mn,d
which are partitioned into blocks X = (Xij ), 1  i  k, 1  j  h, in such a way
that
1. Xij ∈Mri ,sj .
2. Xij = 0 if i < j .
3. If i  j,Xij can be partitioned into blocks Xij = (Zi−j+1iα ), 1  α  h− j + 1,
where
Z
i−j+1
iα =
(
Y
i−j−1
iα
0
)
with Y i−j+1iα having size rh−α+i−j+1 × (sh−α+1 − sh−α+2).
4. Xi+1,j+1 is obtained from Xij by removing the last sj − sj+1 columns and the
last ri − ri+1 rows for 1  i  k, 1  j  h.
5. rankXii = si, 1  i  k.
The block decomposition of Xij in (3) will be called its standard block
decomposition.
(ii) We denote G(s) :=M(s, s).
Example 2.2. For example, if k = (4, 3, 2, 1, 1) and h = (3, 2, 2), then k = 4,
h = 3, r = (5, 3, 2, 1) and s = (3, 3, 1). In this case, matrices in M(r, s) have the
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following form for any choice of the nonzero parameters


x1 y1 y2
x2 y3 y4
0 y5 y6 0 0
0 0 0
0 0 0
zk t1 t2 x1 y1 y2
0 t3 t4 x2 y3 y4 0
0 0 0 0 y5 y6
0 u1 u2 z1 t1 t2 x1
0 0 0 0 t3 t4 x2
0 0 0 0 u1 u2 z1


.
Further, in this example, a typical element G(s) would be


t11 t12 t13
0 t22 t23 0 0
0 t32 t33
0 t42 t43 t11 t11 t13
0 t52 t53 0 t22 t23 0
0 0 0 0 t32 t33
0 0 0 0 0 0 t11


.
Theorem 2.3. With the notation of Definition 2.1:
1. G(s) is a subgroup of Gl(Kd).
2. G(s) acts freely on M(r, s) on the right by matrix multiplication.
3. If X ∈M(r, s), T ∈ Gl(Kd) and XT ∈M(r, s), then T ∈ G(s).
4. The orbit spaceM(r, s)/G(s) has a differentiable structure such that the natural
projection M(r, s) →M(r, s)/G(s) is a submersion.
There is a natural bijection between Inv(k;h) and M(r, s)/G(s). We consider in
Inv(k;h) the differentiable structure defined through this bijection.
Corollary 2.4. If for j = 1, . . . , h, mj = sj − sj+1 then
dim Inv(k;h) =
h∑
i=1
k∑
j=1
mi
(
ri+j−1 − si+j−1
)
.
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Definition 2.5. A matrix Y ∈M(r, s) is said to be in reduced form if there exists
a set of pairwise different positive integers n = {nij , 1  i  h, 1  j  mh−i+1}
such that for i = 1, 2, . . . , h,
1  ni1 < ni2 < · · · < nimh−i+1  rh−i+1,
and Y can be partitioned into blocks Y = (Yij ), 1  i  k, 1  j  h, satisfying
the following conditions:
1. Yij ∈Mri ,sj .
2. Yij = 0 if i < j .
3. For i = 1, 2 . . . , h, Yii can be partitioned into blocks Yii = L1iβ , 1 
β  h− i + 1 in such a way that for β = 1, 2, . . . , h− i + 1, L1iβ ∈Mri ,mh−β+1
is a matrix whose last ri − rh−β+1 rows are zero, the rows nij , 1  i  β −
1, 1  j  mh−i+1, are also zero, and the rows nβ1, nβ2, . . . , nβmh−β+1 are unit
vectors eβ1 , e
β
2 , . . . , e
β
mh−β+1 :
e
β
j =
(
0 · · · 0 (j1 0 · · · 0) ∈ Kmh−β+1 .
4. For i > j , Yij can be partitioned into blocks Yij = (Li−j+1iβ ), 1  β  h− j + 1,
in such a way that Li−j+1iβ ∈Mri ,mh−β+1 is a matrix whose last ri − rh−β+i−j+1
rows are zero and for β  i − j + 1, the rows npq , 1  p  β − i + j, 1  q 
mh−p+1, are also zero. (Note that the entries of Yij are prescribed by the
entries of Yi−j+1,1.)
5. The number of parameters of Y coincide with the dimension of Inv(k, h).
We denote by N11 the number of free parameters in Y11 and by δ the number of
free parameters in Yj1, 2  j  k. Notice that according to the above corollary,
dim Inv(k, h) = N11 + δ.
Proposition 2.6. For every X ∈M(r, s), there exists a matrix P ∈ G(s) such that
XP is a matrix in reduced form. Then, the set of integres n is called an admissible
set of indices for X and XP a reduced form of X.
This admissible set of indices for X depends only on the block X11 and
completely determines the structure of the reduced form Y. However, they are not
uniquely determined by X11; that is to say several sets may be admissible for the
same matrix.
Example 2.7. In Example 2.2, if x1 /= 0, a reduced form of X is
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

1 0 0
x 1 0
0 0 1 0 0
0 0 0
0 0 0
y 0 0 1 0 0
0 z t x 1 0 0
0 0 0 0 0 1
0 u v y 0 0 1
0 0 0 0 z t x
0 0 0 0 u v y


,
where n11 = 1, n21 = 2 and n22 = 3. Moreover, if x2 /= 0, another reduced form of
X is 

x 1 0
1 0 0
0 0 1 0 0
0 0 0
0 0 0
y z t x 1 0
0 0 0 1 0 0 0
0 0 0 0 0 1
0 u v y z t x
0 0 0 0 z t 1
0 0 0 0 u v y


,
where n11 = 2, n21 = 1 and n22 = 3. Actually, these are the only two possible cases.
Proposition 2.8. (i) Let X ∈M(r, s) and Q ∈ G(s). If n is an admissible
set of indices for X, it is also an admissible set of indices for XQ.
(ii) Let Y and Y be matrices of M(r, s) in reduced form with the same set of
indices n. If there is a matrix P ∈ G(s) such that Y = YP, then Y = Y .
In Section 3 we will also need the description of a coordinate atlas of Inv(k;h):
Let I be the set of all n verifying the conditions in Definition 2.5 and Un the set
of matrices X ∈M(r, s) such that n is admissible for X. Let U˜n denote the natural
projection of Un on M(r, s)/G(s) and let θn be the mapping
θn : U˜n → KN, N = dim Inv(k;h),
defined in the following way: for every XG(s) ∈ U˜n, θn(XG(s)) is the point in KN
defined by the parameters of the rdeuced form of X (or XQ for any Q ∈ G(s)) corre-
sponding to n given in a fixed order.
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Proposition 2.9. With the above notation θn is a diffeomorphism and {U˜n, n ∈ I }
is a coordinate atlas of M(r, s)/G(s).
As we have pointed out the block X11 determines the possible admissible set of
indices for a matrix X ∈M(r, s), which in turn determines the reduced forms of X.
So, it is convenient to introduce the following definition.
Definition 2.10. LetB(r, s) denote the set of matrices A ∈Mr1,s1 of the following
form:
A = (A1, A2, . . . , Ah),
where Ai =
(
Ai
0
)
, with Ai of size rh−i+1 ×mh−i+1, 1  i  h, and let GB(s) be the
subgroup of the general lineal group Gl(s1) of block triangular matrices
of the form


T11 T12 · · · T1h
0 T22 · · · T2h
...
...
.
.
.
...
0 0 · · · Thh

 ,
where Tij is of size mh−i+1 ×mh−j+1, 1  i, j  h. A matrix B ∈ B(r, s) is said
to be in reduced form if B has the form of the block Y11 of a matrix Y ∈M(r, s) in
reduced form (Definition 2.5).
Remark 2.11. The group GB(s) acts on B(r, s) by right multiplication so that we
can consider the orbit space B(r, s)/GB(s). The proofs of the following results are
very similar to the corresponding ones for M(r, s)/G(s):
1. B(r, s)/GB(s) has a differentiable structure such that the natural projection
B(r, s) → B(r, s)/GB(s) is a submersion.
2. dimB(r, s)/GB(s) =∑ki=1 mi(ri − si) = N11.
We leave for the reader the care of stating the results analogous to Propositions
2.6, 2.8 and 2.9 for this case.
3. The vector bundle Inv(k, h)→ Flag(a, b;Kn)
There is a nice relationship between Inv(k, h) and the generalized flag manifold
studied by Helmke and Shayman in [13]. Let us recall firstly this definition. Let
n be a positive integer, a = (a1, . . . , ar ), b = (b1, . . . , br ) nonnegative integer se-
quences with 0  a1  · · ·  ar , 0  b1  · · ·  br and aj  bj = 1, . . . , r . Let
e1, . . . , en denote the standard basis for Kn. Using the identification of Kbj and
[e1 e2 · · · ebj ], set
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Flag(a, b;Kn) = {(S1, . . . , Sr ) ∈ Flag(a,Kn); Sj ⊂ Kbj , j = 1, . . . , r},
where Flag(a,Kn) is the usual flag manifold consisting of r-tuples (S1, . . . , Sr ) with
Si an ai-dimensional subspace of Kn.
Next, we observe that if we take aj = sh−j+1, bj = rh−j+1, r = h and n = r1,
the mapping
AGB(s) → ([A1], [A1A2], . . . , [A1 · · ·Ah])
identifies B(r, s)/GB(s) and Flag(a, b;Kn).
Then we have the following theorem conjectured by Helmke.
Theorem 3.1. The natural mapping M(r, s) → B(r, s) defined by X → X11 in-
duces a mapping
ϕ :M(r; s)/G(s) → B(r; s)/G,B(s),
which is a δ-dimensional vector bundle.
Proof. If A ∈ B(r, s), let A˜ denote the point in B(r, s)/GB(s) defined by the or-
bit AGB(s) and analogously for X ∈M(r, s). Let n be an admissible set of in-
dices for A, let U˜n(V˜n) be the (open) coordinate chart defined by those points in
M(r, s)/G(s) (B(r, s)/GB(s)) having n as an admissible set of indices and let θn :
U˜n → KN(θ11n : V˜n → KN11 , respectively) be the corresponding coordinate map-
ping, N11 = dimB(r, s)/GB(s) (Remark 2.11) and N = N11 + δ.
Then, taking into account the definition of ϕ, it is clear that ϕ−1(V˜n) = U˜n. Fur-
thermore, X˜ ∈ ϕ−1(V˜n) if and only if X˜11 ∈ V˜n, so that X˜ has δ parameters which
are arbitrary. Thus, there is a natural mapping α : ϕ−1(V˜n) → V˜n × Kδ making the
following diagram commutative:
where β is the natural identification mapping. Hence α is a diffeomorphism and ϕ is
a δ-dimensional vector bundle, as desired. 
Remark 3.2. If K = C, the vector bundle ϕ is orientable. Then, it is known (see
for example [2, (6.13)]) that
H
q
c (Inv(k, h))∼=Hq−2δc (Flag(a, b;Kr1))
and by the Poincaré duality
H2N−q(Inv(k, h))∼=H2N11−q+2δ(Flag(a; b;Kr1)).
Since the homology of the generalized flag manifold has been obtained in [13], the
above isomorphism allows us to compute the homology of Inv(k, h).
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4. The canonical reduced form
In this section we are interested in finding a canonical representative of each
element of Inv(k, h).
We know by Proposition 2.6 that we can associate to every X ∈M(r, s) a matrix
in reduced form but, as we have pointed out, we may have several admissible set of
indices n for such a matrix. In this section we are going to see that it is possible to
associate to X a unique matrix in reduced form.
Theorem 4.1. For every matrix A ∈ B(r, s), there exists a matrix P ∈ GB(s) such
that H = AP has the following properties:
(i) H = (H 1, H 2, . . . , Hk), where Hi =
(
H1
0
)
with Hi of size rh−i+1 ×mh−i+1,
1  i  h.
(ii) Let 2(i)kj be the (k, j) entry of Hi . There exists a set of pairwise different positive
integers {nij : 1  i  h, 1  j  mh−i+1} such that for 1  i  h, 1  ni1 <
· · · < nimh−i+1  rhi+1 and
(a) 2(1)nit t = 1 and 2(1)nit j = 0 for j /= t, 1  t  mh−i+1.
(b) 2(i)pt = 0 for p < nit , 1  t  mh−i+1.
(c) 2(1)njtp = 0 for 1  j < i, 1  t  mh−j+1, 1  p  mh−i+1.
(d) The remainder elements of Hi are arbitrary.
Proof. The proof is by induction on h. If h = 1,GB(s) = Gl(Ks) and H1 = A1P
is the right Hermite normal form of A1. In this case n11, . . . , n1mh are the m1 first
linearly independent rows of A1. Assume now that the theorem holds up to h− 1
and let A = (A¯1, . . . , A¯h−1, A¯h). Put Aˆ = (A¯1, . . . , A¯h−1). By induction hypothesis
there is Q ∈ GB(s′), s′ = (s2, . . . , sh), such that AˆQ = Hˆ satisfies (i) and (ii). By
(ii) the only nonzero entries in rows n11, . . . , n1mh, . . . , nh−1,1, . . . , nh−1,m2 appear
in different columns and are equal to 1. So, there is R ∈Ms−m1,m1 such that the
above rows in Aˆh = A¯h + HˆR are also zero.
Let H¯h = A¯hP be the right Hermite normal form of Ah. Then
H = (Hˆ H¯h) = A
(
Q QRP
0 P
)
satisfies the desired properties.
Since the matrix H in the previous theorem is constructed from Hermite forms
of blocks associated to A, we will call H a generalized Hermite form of A. The
following result proves its uniqueness. 
Theorem 4.2. The generalized Hermite form of A is unique.
Proof. We proceed again by induction on h. If h = 1, there is nothing to prove
because in this case H is the usual Hermite form of A which is well known to be
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unique. Assume then that the result holds up to h− 1 and suppose that A admits two
generalized Hermite forms, say, H and K . Hence there are P,Q ∈ GB(s),
P =
(
P1 P2
0 P3
)
, Q =
(
Q1 Q2
0 Q3
)
,
such that if A = (AˆAh) then
AP = H = (HˆHh), AQ = K = (KˆKh)
with Hˆ = AˆP1, Kˆ = AˆQ1 and Hˆ = Kˆ by the induction hypothesis.
On the other hand, asGB(s) is a group, fromAP = H andAQ = K we conclude
that H = KS with S = Q−1P and S ∈ GB(s). Hence if we write
S =
(
S1 S2
0 S3
)
we have that Hk = KˆS2 +KhS3 = HˆS2 +KhS3.
Condition (ii) (c) applied to H implies that the rows n11, . . . , n1mh, . . . , nh−1,1,
. . . , nh−1,m2 of Hh are zero. The same condition applied to K, and bearing in mind
that Hˆ = Kˆ , gives that the same rows of Kh are also zero. Furthermore, the subm-
atrix of Hˆ formed by these rows is invertible (it is the identity matrix up to a
permutation of the columns). Identifying the submatrices of Hh and HˆS2 +KhS3
formed with these rows, we get 0 = LS2 + 0 with L invertible. Then S2 = 0 and
Hh = KhS3.
Since Hh and Kh satisfy condition (ii) of Theorem 4.1 they are in Hermite normal
form, so Hh = Kh and the theorem follows. 
Definition 4.3. A matrix Y ∈M(r, s) will be said to be in canonical form if it is in
reduced form and Y11 is in generalized Hermite form.
Lemma 4.4. Let Y and Y ′ be matrices ofM(r, s) in canonical form such that Y ′ =
YP for some P ∈ G(s). Then Y = Y ′.
Proof. Since Y ′ = YP and P ∈ G(s) we have that Y ′11 = Y11P11 with P11 ∈ GB(s)
and Y ′11, Y11 are generalized Hermite forms. By theorem 3.2, Y11 = Y ′11 and Y ′, Y
have a same sequence of admissible indices. The lemma follows from Proposition
2.8(ii). 
Now, the proof of the following theorem is straightforward.
Theorem 4.5. For each matrix X ∈M(r, s), there is a matrix P ∈ G(s) such that
XP is in a canonical reduced form. This reduced form is unique and it will be called
the canonical reduced form of X. The admissible indices of this canonical form are
uniquely determined by X and they will be called the multiindex set associated to X.
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Example 4.6. For the matrix in Example 2.2 we have the following possible ca-
nonical reduced forms: If x1 /= 0 then
Y1 =


1 0 0
x 1 0
0 0 1 0 0
0 0 0
0 0 0
y 0 0 1 0 0
0 z t x 1 0 0
0 0 0 0 0 1
0 u v y 0 0 1
0 0 0 0 z t x
0 0 0 0 u v y


is the canonical form and the multiindex set associated to X is n11 = 1, n21 = 2 and
n22 = 3. Moreover, if x1 = 0 then x2 /= 0, and the canonical reduced form of X is
Y2 =


0 1 0
1 0 0
0 0 1 0 0
0 0 0
0 0 0
y z t 0 1 0
0 0 0 1 0 0 0
0 0 0 0 0 1
0 u v y z t 0
0 0 0 0 z t 1
0 0 0 0 u v y


,
where n11 = 2, n21 = 1, n22 = 3 is the multiindex set associated to X.
The uniqueness statement in Theorem 4.5 means that if XP and XP ′ are matrices
in canonical reduced form, then P ′ = P . So, if X and XQ are representative matrices
of a subspace S of Inv(k, h), then X and XQ have the same canonical reduced form.
Hence the following definition makes sense.
Definition 4.7. Let S ∈ Inv(k, h). We call the canonical representative of S the ca-
nonical reduced form of any matrix X ∈M(r, s) such that S = [X], i.e. such that
the columns of X span S.
This canonical representative Y is completely determined by the multiindex set n
associated to X which will be called the multiindex of S and a family of scalars which
are the possible nonzero elements which appear in the noncompulsory zero or unit
rows of the blocks Yij , 1  j  h. From now on these scalars will be called the free
parameters of Y.
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In order to compute this number of free parameters of the canonical reduced form
Y we introduce the following notation: let n = {nij : 1  i  h, 1  j  mhi+1} be
the multiindex set associated to Y and for 1  i  h, let
σ i = {σ i < · · · < σish−i+1
}
be the set of integers
rh−i+1 − n1mh + 1, . . . , rh−i+1 − n11 + 1,
rh−i+1 − n2mh−1 + 1, . . . , rh−i+1 − n21 + 1,
...
rh−i+1 − nimh−i+1 + 1, . . . , rh−i+1 − ni1 + 1,
arranged in increasing order. These are the positions, counting from bottom to top,
of the unit vectors in the “principal” submatrix of Y11 formed by the rh−i+1 first
rows and sh−i+1 first columns. Notice that for some i, we may have mh−i+1 = 0.
In this case we agree that σ i = ∅. For example for matrix Y1 in Example 4.6 we
have σ 1 = {2}, σ 2 = {1, 2, 3} and σ 3 = ∅. And for matrix Y2 in the same example
σ 1 = {1}, σ 2 = {1, 2, 3} and σ 3 = ∅.
Analogously to Definition 2.5, we denote by p(n) the number of free parameters
in Y11 and by δ the number of free parameters in Yj1, 2  j  k.
Proposition 4.8. With the above notation, the following equalities hold:
(i)
p(n) =
h∑
i=1
sh−i+1∑′
j=1
(σ ij − j),
where
∑′
means that, in this sum, the term σ ij − j is omitted if either σ i = ∅ or
σ ij − rh−i+1 + rh−2+1 ∈ σ2 for some 2 < i (compare with [10](14.7.6)).
(ii) δ =∑hi=1∑kj=2 mi(ri+j−1 − si+j−1).
Proof. By using the same notation as in Definition 2.5 we write
Y11 =
(
L111 L
1
12 · · · L11h
)
with L11j a matrix of size r1 ×mh−j+1, j = 1, . . . , h.
(i) For i = 1, sh = mh and σ 1j − j = rh − n1mh−j+1 + 1 − j is the number
of free parameters in the mh − j + 1 columns of the first block L111, 1  j  mh.
So, the number of free parameters in L111 is
∑Sh
j=1(σ ′j − j).
For i = 2, and in order to compute the number of free parameters in L112,
we have to eliminate from the sum
∑sh−1
j=1 (σ 2j − j) those summands corresponding
to the indices σ 2j coming from σ 1 (because these rows are zero), or more
precisely, such that σ 2j − rh−1 + rh ∈ σ 1. The sum of the remainder ones gives the
number of free parameters in L112. For i = 3, . . . , k we argue similarly.
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Part (ii) follows easily from the form of the canonical representative as it has been
shown in [17, (2.9)]. 
Since p(n)+ δ is the number of free parameters of Y, we have proved the follow-
ing result.
Proposition 4.9. The number of free parameters of Y is given by
h∑
i=1
sh−i+1∑′
j=1
′(
σ ij − j
)+
h∑
i=1
k∑
j=2
mi
(
ri+j−1 − si+j−1
)
.
It is worth noticing that in this formula δ does not depend on n.
Remark 4.10. There are two bounds for the number of free parameters of Y, that
we discuss below
(i) If n0 = [(1, 2, . . . , sh), (sh + 1, . . . , sh−1), . . . , (s2 + 1, . . . , s1)], it is easily
checked that
p(n0) = mh(rh − sh)+ · · · +m1(r1 − s1).
Then the number of free parameters of Y is
h∑
i=1
mi(ri − si)+
h∑
i=1
k∑
j=2
mi(ri+j−1 − si+j−1)
=
h∑
i=1
k∑
j=1
mi(ri+j−1 − si+j−1) = dim Inv(k;h).
For any other multiindex n /= n0 it is clear that p(n) < p(n0). That is to say Y has
the maximum number of free parameters if nij takes the minimum possible value.
(ii) In the opposite side is the case when p(n) = 0. This situation is attained for
n = n1, n1 being the multiindex such that nij takes the maximum possible value. So,
n1 is the only multiindex such that the corresponding Y has the minimum number of
free parameters: δ.
In the example that we have been considering these are exactly the only two pos-
sible situations.
5. Cellular decomposition
The aim of this section is to prove that the partition of Inv(k, h) associated to the
canonical representatives obtained in the previous sections is a cellular decomposi-
tion.
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We first recall that, following [15], a cellular decomposition of a Haussdorf space
X is a nested sequence of closed spaces of X: X0 ⊂ X1 ⊂ · · · ⊂ XN ⊂ · · · such
that:
(i) X =⋃i0Xi .
(ii) X0 is either empty or a discrete subspace of X.
(iii) For q  1,Xq −Xq−1 is the disjoint union of open subsets, each one of which
is homeomorphic to Rq . These subsets are called q-dimensional cells of X.
As in Section 2 I denotes the set of all possible multiindex associated to M(r, s):
I = {[(n11, . . . , n1mh), . . . , (nh1, . . . , nhm1)] : nij /= nlt (i, j) /= (l, t),
1  ni1 < · · · < nimh−i+1  rhi+1, 1  i  h
}
.
For n ∈ I let Wn be the subset of subspaces of Inv(k, h) with n as multiindex. As
shown in the previous section, each one of these subspaces is in one-to-one corre-
spondence with a matrix Y ∈M(r, s) in reduced canonical form and each one of
these matrices is completely determined by its multiindex n and the free parameters
of Y . It turns out that all subspaces of Wn have the same multiindex and consequently
the same number of free parameters. Different specific free parameters correspond,
of course, to different subspaces but all of them are in Wn as long as they have the
same multiindex. Our aim in this section is to prove that the set {Wn : n ∈ I } are the
cells of a cellular decomposition of Inv(k, h). In order to attain this goal we will pay
attention to the (1, 1)-block of matrices in M(r, s), i.e. matrices in B(r, s).
We have seen in the previous section that each matrix in this set can be reduced,
through the action of GB(s), to a unique generalized Hermite normal form. For
A ∈ B(r, s) we define p(A) to be the number of free parameters of the generalized
Hermite normal form of A (actually this number has been computed in Proposition
4.8). Since this number is unique for each matrix, p defines a function onB(r, s)with
values in N. We will prove that this is a lower semicontinuous function on each ele-
ment ofB(r, s). In other words we will see that for each A ∈ B(r, s) there is ε ∈ R+
such that for any B ∈ B(r, s) with ‖B − A‖ < ε we have that p(B)  p(A), ‖ · ‖
being any matrix norm.
We will use the fact that if n = [(n11, . . . , n1mh), . . . , (nh1, . . . , nhm1)] is the mul-
tiindex of A ∈ B(r, s) and we reorder the elements of the set {nij : 1  i  h, 1 
j  mh−i+1} in increasing order to obtain, say, the set {l1, . . . , ls1}, then the rows
indexed by l1 < l2 < · · · < ls1 are the first s1 linearly independent rows of A.
Lemma 5.1. If h = 1 then p is a lower semicontinuous function on B(r, s).
Proof. In this case if l1 < l2 < · · · < ls1 is the multiindex of A ∈ B(r, s) then by
Proposition 4.8
p(A) =
s1∑
i=1
(σi − i)
with σi := r1 − ls1−i+1 + 1, 1  i  s1.
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It is clear that if A˜ is close enough to A and l′1 < · · · < l′s1 are its first linearly
independent rows then l′i  li , 1  i  r1. Thus σ ′i  σi and p(A)  p(A). 
The case h > 1 is more involved because although we also have an expression to
compute p(A) it is more difficult to handle. Our approach is based on some technical
lemmas. The first one says that there is no loss of generality if we assume that the
given matrix A is in generalized Hermite normal form. The second one leads us to
consider only perturbed matrices that differ from A by a single row.
Lemma 5.2. Let A ∈ B(r, s) and H its generalized Hermite normal form. There
exists ε ∈ R+ such that p(B)  p(A) for all B ∈ B(r, s) satisfying ‖B − A‖ < ε
if and only if there is η ∈ R+ such that p(B˜)  p(H) for all B˜ ∈ B(r, s) satisfying
‖B˜ −H‖ < η.
Proof. Let Q ∈ GB(s) so that H = AQ. Assume that there is an ε > 0 such that for
all B ∈ B(r, s) with ‖B − A‖ < ε we have that p(B)  p(A). Put η = ε/‖Q−1‖
and let B˜ ∈ B(r, s) be a matrix such that ‖B˜ −H‖ < η. Set B = B˜Q−1. Then B ∈
B(r, s) and p(B) = p(B˜). In addition
‖B − A‖ = ‖B˜Q−1 −HQ−1‖  ‖B˜ −H‖‖Q−1‖ < ε.
Therefore p(B˜) = p(B)  p(A) = p(H).
The converse is proved similarly. 
Assume now that A is in generalized Hermite normal form. Let {nij : 1  i 
h, 1  j  mh−i+1} be its multiindex set. This is an admissible set of indices for A
and if E ∈ B(r, s) is a matrix whose nij rows are zero then it is also an admissible
set of indices for A+ E. This means that A+ E is in the same local coordinate
neigborhood as A, which is an open set of B(r, s). For such a type of matrices E we
can reduce the problem to the perturbation of a single row of A.
Lemma 5.3. Let Li ∈ B(r, s) denote a matrix whose rows are all zero but the ith
one. Assume that for A ∈ B(r, s) in generalized Hermite normal form we have that
p(A+ Lt)  p(A) provided that t is not in n := {nij : 1  i  h, 1  j  mh−i+1},
the multiindex set of A. If A ∈ B(r, s) is in generalized Hermite normal form with
n as multiindex set and E ∈ B(r, s) is a matrix whose rows nij are zero, then
p(A+ E)  p(A).
Proof. Let q be the number of nonzero rows of E and let these rows be i1, . . . , iq .
Let Lij be the matrix obtained by making zeros all rows of E but the ij th one. We
will proceed by induction on q. For q = 1 there is nothing to prove. So, assume that
the property holds up to q − 1. Consider the matrix A1 = A+ Li1 + · · · + Liq−1
and let H1 be its generalized Hermite normal form. Thus H1 = A1Q for some Q ∈
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GB(s) and hence p(A1) = p(H1). By the induction hypothesis p(H1) = p(A1) 
p(A).
On the other hand A+ E = A1 + Liq and so
A+ E = (H1 + LiqQ)Q−1 = (H1 + Fiq )Q−1,
where Fiq = LiqQ is a matrix whose only nonzero row is the iq th one. In order to
conclude that p(H1 + Fiq )  p(H1), and then p(A+ E) = p(H1 + Fiq )  p(H1)
 p(A), we have to verify that the hypothesis of the lemma holds for H1. In other
words we must show that iq is not in the multiindex set of H1.
Let {l1 < · · · < ls1} be the set of elements of n arranged in increasing order.
These are the first s1 linearly independent rows of A. Since i1, . . . , iq−1 /∈ n, rows
l1, . . . , ls1 of A1 are also linearly independent and if l′1 < · · · < l′s1 are the first lin-
early independent rows of A1 (and then of H1) it follows that li  l′i , i = 1, . . . , s1.
As iq /∈ {l1 < · · · < ls1} we have that row iq of A is linearly dependent on, say, rows
l1, . . . , lt . But rows iq and lq , . . . , lt of A and A1 are the same, and l1, . . . , lt are
either linearly independent rows of A1 or some of them are linear combinations of
rows l′1, . . . , l′s1 of A1. In any case iq /∈ {l′1, . . . , l′s1}. So we are under the hypothesis
of the lemma and the statement follows. 
Theorem 5.4. For each A ∈ B(r, s), there is an ε ∈ R+ such that if ‖E‖ < ε then
p(A+ E)  p(A).
Proof. Let A ∈ B(r, s). By Lemma 5.2 we can assume that A is in generalized
Hermite normal form. Let {nij : 1  i  h, 1  j  mh−i+1} be its multiindex set.
Since the set of matrices with {nij } as admissible set of indices is an open set of
B(r, s), there is an ε > 0 such that if ‖E′‖ < ε then A+ E′ has {nij } as admissible
set of indices. Let Q ∈ GB(s) be a matrix such that (A+ E′)Q is in reduced form
with {nij } as admissible set of indices (i.e. the rows nij are unit vectors). Then we
can write (A+ E′)Q as A+ E with E a matrix whose nij rows are zero. In addition
p(A+ E′) = p(A+ E).
By Lemma 5.3 we can assume that A+ E differs from A by a single row, the pth
one, say. Put
A = [A1 A2 · · · Ah], E = [E1 E2 · · · Eh]
with Ai,Ei ∈ Fr1×mh−i+1 , 1  i  h. We will use induction on h. The case h = 1 is
Lemma 5.1, so assume that the theorem holds up to h− 1. Set
A1 = [A2 · · · Ah], E1 = [E2 · · · Eh],
and let A2, E2 be the matrices obtained from A1 and E1, respectively, by removing
rows n11, . . . , n1mh . Recall that mh = sh and observe that if s′ := (s1, . . . , sh−1)
and r ′ = (r1 −mh, . . . , rh−1 −mh) then A1, E1 ∈ B(r, s′) and A2, E2 ∈ B(r ′, s′).
Furthermore, both A1 and A2 are in generalized Hermite normal form and p(A) =
p(A1)+ p(A2).
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If the pth row of A1 + E1 is a linear combination of the previous rows in this
matrix then A1 + E1 is a matrix in Hermite normal form and p(A1 + E1) = p(A1).
Let us analyze the generalized Hermite normal form of A2 + E2. First, A1 + E1 dif-
fers from A1 by a single row, the pth one, and p /= n1j for j = 1, . . . , mh. Since zero
rows are preserved through the computation of the generalized Hermite normal forms
we conclude that rows n1j , j = 1, . . . , mh, of the generalized Hermite from of A1 +
E1 are zero. It follows then that in this case p(A+ E) = p(A1 + E1)+ p(A2 +
E2). By the induction hypothesis p(A2 + E2)  p(A2) and therefore p(A+ E) 
p(A).
If the pth row of A1 + E1 is not a linear combination of the previous rows in A1 +
E1 then there is an index t < mh such that n1t < p < n1t+1 and if [xp1 · · · xpα
0 · · · 0], xpα /= 0, is the pth row of A1 + E1 then α > t . Notice that if the number
of free parameters in the pth row of A1 + E1 then α > t . Notice also that the number
of free parameters in the pth row of A1 is exactly t. Now we multiply the αth column
of A1 + E1 by 1/xpα to make the entry (p, α) equal to 1. As the element in posi-
tion (n1α, α) of A1 + E1 is 1, after this transformation this entry becomes 1/xpα .
Next, with the 1 in position (p, α) we make zero all elements in row p of A1 + Ei ,
i = 1, 2, . . . , h. This corresponds to multiply A+ E by a matrix of GB(s). We call
A˜ the obtained matrix and write
A˜ = [A˜1 A˜2 · · · A˜h].
Since A˜ = (A+ E)Q for some Q ∈ GB(s) we have that p(A˜) = p(A+ E).
On the other hand, if A′1 denotes the matrix obtained from A1 by exchanging rows
p and n1α and A′2 is the matrix obtained from A′1 by removing rows n11, . . . , n1t , p,
n1t+1, . . . , n1α−1, n1α+1, . . . , n1,mh (which are all zero) we have that A′2 ∈ B(r ′, s′)
is in Hermite normal form. Now, if the pth and (n1α − 1)th rows of A1 are, say, the
q1th and q2th rows of A2, respectively, then A′2 is obtained from A2 by successively
interchanging rows q1, q1 + 1, . . . , q2. Since the unit vectors or A2 and A′2 keep its
relative positions it is easily seen that p(A′2)  p(A2).
Let A˜2 be the matrix obtained from [A˜2 · · · A˜h] by removing rows n11, . . . , n1t ,
p, n1t+1, . . . , n1α−1, n1α+1, . . . , n1,mh , which are all zero. Since A˜2 is in Hermite
normal form it follows that p(A˜) = p(A˜1)+ p(A˜2) = p(A1)+ (α − t)+ p(A˜2)
with (α − t) > 0. But A˜2 = A′2 + E′2 where E′2 is a matrix with only one possi-
bly nonzero row. As A˜2 ∈ B(r ′, s′), by the induction hypothesis p(A˜2)  p(A′2)
 p(A2) and we conclude that p(A+ E) = p(A˜) > p(A1)+ p(A2) = p(A)
as desired. 
We come back now to the cellular decomposition of Inv(k, h). We define for
q  0,
χq =
⋃
p(n)+δq
Wn.
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Notice that p(n)+ δ = 0 means that δ = p(n) = 0. In this case, h = k and ri =
si, i = 1, . . . , k, so that Inv(k, h) is formed by a single element and we have nothing
to prove. Assume then that p(n)+ δ > 0 and χ0 = ∅, which satisfy condition (ii). It
is also clear that χq−1 ⊂ χq for q  1.
Next, for any A ∈ B(r, s), we have seen in Remark 4.10 that
p(A) 
h∑
j=1
(rj − sj )mj =: P.
Thus p(n)  P + δ, χP+δ = Inv(k, h) and condition (i) is satisfied.
For q  P + δ, we have that
χq − χq−1 =
⋃
p(n)+δ=q
Wn,
where Wn is homeomorphic to Rp(n)+δ . Finally we have to show that χq is closed
for q  0, or equivalently that its complement
(χq)c =
⋃
p(n)+δ>q
Wn
is open. In fact, take S = [X] ∈ (χq)c, and denote by p˜(X) the number of free
parameters of a reduced canonical form of X.
Then p˜(X) = p(X11)+ δ, where X11 is the (1,1)-block of X. We know
(Theorem 5.4) that there exists ε > 0 so that E ∈ B(r, s) and ‖E‖ < ε implies
p(X11 + E)  p(X11).
Then, if we take U ∈M(r, s) such that ‖U11‖ < ε, the following relations
hold:
p˜(X + U) = p(X11 + U11)+ δ  p(X11)+ δ = p˜(X).
Hence, [X + U ] ∈ (Xq)c, and our claim follows.
Let us summarize the above result in the following theorem.
Theorem 5.5. Let I be the set of
(
rh
sh
) (
rh−1 − rh
sh−1 − sh
)
· · ·
(
r1 − r2
s1 − s2
)
possible multiindices for subspaces in Inv(k, h). For n ∈ I let Wn ⊂ Inv(k, h)
be the subset formed by all subspaces with multiindex n. Then for n ∈ I,Wn is
either the (p(n)+ δ)-cell if F = R or the 2(p(n)+ δ)-cell if F = C of a cellular
decomposition of Inv(k, h).
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Remark 5.6. Notice that according to Remark 4.10 there is one and only
one cell of maximal dimension equal to dim Inv(k;h). It corresponds to the case
where
n = {1, 2, . . . , sh, sh + 1, . . . , sh−1, . . . , d2 + 1, . . . , s1}.
In this case the cell Wn is an open and dense coordinate chart of Inv(k;h).
Remark 5.7. The reader can observe that the role played by the parameters
in the block X11 and those in the blocks X21, . . . , Xk1 are quite different. In fact,
as we have seen the term δ in the formula giving the number of free parameters
of a reduced canonical form is independent of the multiindex n, and in the proof
of the last theorem, in order to see that (χq)c is open, the parameters in Xj1 for
2  j  k play no role at all.
6. Homology groups of Inv(k, h)
The homology groups of Inv(k, h) can be derived from [16], where a strong
deformation retract from Inv(k, h) to a generalized flag manifold is proved. We
present here a self-contained computation based on the cellular decomposition
obtained in the previous sections. The singular homology groups with coeficients in
Z of Inv(k, h) will follow immediately from the following result.
Theorem 6.1. Let X be an orientable smooth manifold, (Xi)i∈I a finite cellular
decomposition of X and denote by cq(X) the number of cells of (real) codimension
q and if Xi is one of these cells, denote by [Xi] the cohomology class in the Al-
exander–Spanier cohomology group Hn−qc (X). Then if the dimension of all cells is
even,
1. Hq(X)∼= Zcq (X). In particular, H∗(X) is torison free and cq(X) is the qth Betti
number of X.
2. The Poincaré duals [Xi]′ of [Xi] when Xi runs over the set of cells of codimension
q define a basis for Hq(X).
As pointed out in [12], this is a result implicitly contained in [15]. However the
only detailed proof that we know is the one in [12, (6.2.1)]. So we refer to this
reference for the proof.
We apply the above result to Inv(k, h) when K = C . Since, in this case Inv(k, h)
is a complex manifold and the cells have even dimension (Theorem 5.5), the
hypotheses of the foregoing theorem are satisfied. With the notation in
Theorem 5.5, we denote by βq(k;h) the number of cells Wn of real codimension
q. We know that
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codimWn = 2

 k∑
i=1
mi(ri − si)−
h∑
i=1
sh−i+1∑′
j=1
(σ ij − j)

 .
So, βq(k, h) is the number of multiindices n yealding the same value for p(n).
Then, we have the following result.
Theorem 6.2. With the above notation
Hq(Inv(k, h))∼= Zβq(k;h), q  0.
In particular H∗(Inv(k, h)) is torsion free and βq(k, h) is the qth Betti number of
Inv(k, h).
According to Remark 5.6(i) we have that β0(k, h) = 1. So, we find again the
result on connectivity proved in [5, (5.2)]:
Corollary 6.3. The manifold Inv(k, h) is connected.
Analogously, from Remark 4.10(ii) we conclude
Corollary 6.4. Hq(Inv(k, h)) = 0 if q > 2∑hi=1 mi(ri − si).
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