The aim of this study is to extend the applicability of an eighth convergence order method from the k− dimensional Euclidean space to a Banach space setting. We use hypotheses only on the rst derivative to show the local convergence of the method. Earlier studies use hypotheses up to the eighth derivative although only the rst derivative and a divided di erence of order one appear in the method. Moreover, we provide computable error bounds based on Lipschitz-type functions.
Introduction
Let F : Ω ⊆ B −→ B be a di erentiable operator in the sense of Fréchet between the Banach spaces B and B and Ω be a convex set. In this study, we consider the problem of approximating the solution x * of nonlinear equation F(x) = (1.1)
We consider the following eighth order method considered in [3] for approximating x is an important problem in mathematics due to its wide applications. So improving the order of convergence of iterative method for solving (1.1) is also an important problem in mathematics. In [3] the existence of the Fréchet derivative of F of order up to the eighth was used to show the eighth order of convergence of method (1.2) in the special case when B = B = R k . This assumption on the higher order Fréchet derivatives of the operator F restricts the applicability of method (1.2). For example consider the following:
and consider the nonlinear integral equation of the mixed Hammerstein-type [1, 2, [6] [7] [8] [9] 12] de ned by
where the kernel G is the Green's function de ned on the in-
The solution x * (s) = is the same as the solution of equation
Notice that
Then, we have that
One can see that, higher order derivatives of F do not exist in this example. Our goal is to weaken the assumptions in [3] and apply the method for solving equation (1.1) in Banach spaces, so that the applicability of the method (1.2) can be extended using hypotheses only on the rst derivative and the divided di erence of order one which actually appear in method (1.2). We rely on COC and ACOC for the determination of the order of convergence. Our technique can be used on other iterative methods along the same lines .
The rest of the paper is organized as follows. In Section 2 we present the local convergence analysis. We also provide a radius of convergence, computable error bounds and a uniqueness result not provided in [3] . Special cases and numerical examples are given in the last section.
Local Convergence analysis
We introduce some scalar functions appearing in the local convergence analysis of method (1. 
and
Let φ : [ , ρ) −→ R and g : [ , ρ) −→ R be continuous and nondecreasing functions with φ ( , ) = . Furthermore, de ne functions g and h on the interval [ , ρ)
Using hypothesis (2.1), we obtain h i ( ) = − < and 
Denote the radius of convergence r by
The local convergence analysis is based on the conditions (A):
(a3) There exists a continuous and nondecreasing function φ : R −→ R with φ ( ) = such that for each
a5) There exists continuous and nondecreasing functions
and 
for each x, y, z ∈ Ω . and (a7) B(p, r) ⊆ Ω, where the radius r is de ned by (2.3) Next, we provide the local convergence analysis of method (1.2) using the conditions (A) and the previously introduced notation. 
Proof. Sequence {xn} shall be shown to be convergent to p so that error bounds (2.5)-(2.8) hold using mathematical induction. Let x ∈ B(p, r). Then, using (2.1) (a2) and (a3), we have in turn that
(2.10) The Banach lemma on invertible operators [4, 9, 22, 24] and (2.10) assert that F (x) − ∈ L(B .B ) and
In particular, (2.11) holds for x = x , since x ∈ B(p, r), and y , z , w and x are well de ned by method (1.2). We can have by (2.3), (2.4) (for i = ) and (a5) that
which shows (2.5) for n = and y ∈ B(p, r). In view of (a1), (a2) and (a5) we get
where we also used that
. Then, by (2.3), (2.4) (for i = , ), (2.11) and (2.14), we get in turn that 16) which shows (2.6), (2.7) for n = , respectively and z , w ∈ B(p, r). We need an upper bound on s . Notice by (a5), (a6), we have that
In view of (2.3), (2.4) (for i = ), (2.11), (2.14) (for w = x ), (2.17) and (2.18) we obtain in turn that 19) which shows (2.8) for n = and x ∈ B(p, r). The preceding estimates can be repeated, if we replace x , y , z , w , x by x k , y k , z k , w k , x k+ . This way we complete the induction for (2.5)-(2.8). Then, by the estimate 20) where
, we deduce that lim k−→∞ x k = p and x k+ ∈ B(p, r). To complete the proof, let p * ∈ Ω be such that F(p * ) = . Using (a3) and (2.9) for
we conclude that p * = p.
Remark 2.2. (a) In the case when φ (t) = L t, φ(t) = Lt
and Ω = Ω, the radius r A = L +L was obtained by Argyros in [2] as the convergence radius for Newton's method under condition (2.7)- (2.9) . Notice that the convergence radius for Newton's method given independently by Rheinboldt [15] and Traub [27] is given by ρ = L < r A .
As an example, let us consider the function H(x)
. Moreover, the new error bounds [2] are:
whereas the old ones [5, 7] 
Clearly 
condition (2.6) can be dropped and can be replaced by v(t) = + φ (t) or v(t) = + φ (ρ), since t ∈ [ , ρ).
Numerical Examples
We present two examples in this section using [x, y; F] = F (x + θ(y − x))dθ and Q(s) = I in both examples. 
Using (2.5)-(2.7), we can choose φ (t) = L t, φ(t)
= e L t, φ (t) = e L , φ (s, t) = e L and g(t) = with L = e − .
Then, the radius of convergence r is given by r = r = .
< r = .
< r = . .
Example 3.2. Returning back to the motivational example given at the introduction of this study, we can choose (see also Remark 2.2 (5) for function v) φ (t) = φ(t) = (
√ t + t) and φ (t) = + φ (ρ), ρ . , φ (s, t) = + φ (ρ) and g(t) = . Then, the radius of convergence r is given by r = r = .
.
