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Abstract Quantitative estimation of hypnosis susceptibility is a crucial factor for psychotherapists.
Waterloo–Stanford is the gold-standard qualitative index of measuring the hypnosis dept but still is not
as correct as hypnotizers expect. In this way, a robust criterion is presented uses electroencephalogram
(EEG) signal features to quantitatively estimate the hypnosis depth. Thirty two subjects were voluntarily
participated in our study and their EEG signals from 19 channels were recorded during hypnosis
induction. Several features, such as fractal dimension, autoregressive (AR) coefficients, wavelet entropy,
and band power were extracted from the signals. Regarding high dimensionality of the extracted features,
Sequential Forward Selection (SFS) is employed to reduce the size of input features. To categorize the
hypnosis susceptibility of the participants based on their EEG features, Nearest Neighbor (NN), Fuzzy NN
(FNN), and a Fuzzy Rule-Based Classification System (FRCBS) were utilized. Subjects were classified into
three hypnosis ability classes including lows, mediums and highs. Leave-one(subject)-out cross validation
method was utilized for validation of our results. Experimental results are completely matched to that of
Waterloo–Stanford, such that degrees of hypnotic susceptibility for 32 (out of 32) subjects were correctly
determined.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Hypnotic therapy is a well-known psychotherapy method
that is used to cure several psycho-neurotic disorders, such as
stress, anxiety, depression, and fading the catastrophic memo-
ries in unconsciousness of patients’ mind [1–3]. Hypnosis ther-
apy is also successfully used to quit smoking and lose weight.
Research findings have shown that hypnotic susceptibility for
different people are not equal [4]; therefore, this technique can
be useful just for people with high susceptibilities to hypnosis.
In a comprehensive study, subjects have been divided into three
categories according to their hypnosis susceptibilities [5]. The
hypnosis levels were standardized by different criteria which
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doi:10.1016/j.scient.2012.07.015the main one was Waterloo–Stanford criterion. This criterion
is widely used to estimate the hypnotic depth. This criterion
includes 12 dichotomies that for each item 5 levels are consid-
ered and finally the depth of hypnosis for a subject is deter-
mined based on the summation of scores for all 12 items. For
instance, if someone gets the highest level (5) in all 12 items,
his final value becomes 60. Regard to broad variation of this in-
dex, they [5] roughly divide this range into three classes of lows
(0–22), mediums (22–42), and highs (42–60).
Thus, specialists categorize hypnotic depth of their cases
into the three classes of lows, mediums and highs. Although
this criterion gives a real value in the interval of 0–60, these
values are calculated based on qualitative criteria (behavioral
scores), which are not very accurate. To make this index more
reliable, this research is aimed at finding an accurate quanti-
tative index to estimate depth of hypnosis by analyzing elec-
troencephalogram (EEG) signals.Much research has empirically
shown that hypnotic state creates changes in the brain wave of
the subject [6–14].
Most of these studies were concerned to find a statistical
relation between hypnotic susceptibility and EEG variations
evier B.V. Open access under CC BY-NC-ND license.
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et al. [10] showed that energy of EEG signals in the theta
band (4–8 Hz) increased in participants with low susceptibility
to hypnosis. Conversely, subjects with high ability of being
hypnotized showed a decrease in their theta band during
the induction. Nevertheless, they did not find any significant
difference in the alpha activity among the subjects with
high and low abilities of hypnosis. In contrast, Williams and
Gruzelier [9] investigated EEG activity in theta and alpha bands.
They recorded EEG signals before, during, and after hypnosis for
subjects with high and low ability of being hypnotized. They
found a direct relation between the signal energy in the alpha
band for highs compared to lows. They also showed that theta
activity is a good index to show the amount of relaxation.
White et al. [13] determined coherence of EEG signal
in different channels as an informative index to evaluate
depth of hypnosis. They showed coherence in highs group
is decreased while the lows group showed an increase in
coherence between medial frontal and lateral left prefrontal
sites. De Pascalis et al. [6] showed that EEG signal amplitudes
in high hypnotizable participants during waking and hypnosis
conditions were higher in the right hemisphere at frontal
regions. They also showed that the highs group produces bigger
energy in their theta-I (4–6 Hz) band in left and right frontal
and right posterior rather lows. Moreover, highs’ subjects had
smaller alpha-I (8.25–10 Hz) amplitude over left and right
frontal area compared to low ones.
Nevertheless, the gold-standard criterion of psycho-
analyzers isWaterloo–Stanford and none of the suggested EEG-
based methods could generate a very similar index to this
criterion. Hence, there is still a challenge to extract a more ac-
curate index from the EEG signals to estimate the hypnosis
susceptibility of subjects as accurate as Waterloo–Stanford.
To propose an accurate index, in this study EEG signals
are recorded from 32 subjects, familiar with our hypnosis
paradigm, and then several informative features, such as band
power, wavelet entropy, autoregressive coefficients and the
fractal dimension were extracted from 19 channels. Corre-
sponding to high number of features and channels, two feature
selection methods and an efficient feature extractor scheme
were applied to feature vectors in order to reduce the re-
dundancy and increase the separatebility. Silhouette value is
determined in the feature space to show themulti-modal distri-
butions of the features. Therefore, the reduced feature vectors
were applied to nearest neighbor, fuzzy nearest neighbor, and
Fuzzy Rule-Based Classification System (FRBCS) discriminators,
which act locally, to roughly categorize the EEG features of sub-
jects into the three groups of highs, mediums and lows.
The rest of this paper is organized as follows. Data acquisi-
tion features and classifiers are briefly explained, and results are
shown in Experimental Result’s part. Finally in discussion sec-
tion our experiments is discussed and interpreted.
2. Methodology
In this part, first the data acquisition is expressed. Then the
employed features include auto-regressive coefficients, fractal
dimension (Higuchi method), band power in six frequency
bands, and wavelet entropy are introduced. To reduce the
feature dimension, two feature reduction methods explained.
Next, silhouette method is expressed to show the multi-
modal structure of the extracted features and at last, the local
classifiers include NN, FNN, and FRBCS are briefly explained.3. Data acquisition
In our study, 32 subjects were participated who were all
men (right-handed) whose ages ranged from 24 to 36 years
old. The subjects were asked to be sited on a comfortable chair
and listened to a recorded tape. EEG signals were recorded
from 19 electrodes located on Fp1, Fp2, F7, F8, F3, F4, Fz,
C3, C4, Cz, T5, T6, T4, T3, P3, P4, Pz, O1 and O2 positions,
according to the 10–20 standard recording system. Connected
ears were selected as the reference. The impedance between
the electrodes and scalp during the recording was less than
5 k. All cases were hypnotized at the similar time interval
of day from 4 to 8 P.M. in the same condition. Recorded EEG
signals were amplified by a multichannel biosignal amplifier
(pass band, 0.1–100 Hz) and sampled at rate of 256 Hz with
resolution of 12 bits for each channel. All signals contaminated
by artifact were detected by time regression method [15]
and removed from our dataset. To make our cases get used
to being hypnotized while the electrodes molded on their
scalp, the recording process repeated several times. After the
training phase, the recording stage is started. The signals were
recorded from the beginning of the induction till the end of
it (15 min). Waterloo–Stanford protocol is the gold-standard
criterion to qualitatively estimating the depth of anesthesia.
This criterion includes 12 dichotomies that each includes five
levels. If someone gets the highest level (5) in all items, his total
score will become 60. In this study, a professional psychiatrist
measured the score of all subjects that was ranged from
12 to 52.
4. Features
To characterize the EEG signals, several features have been
suggested to reveal the underlying information hidden through
them. Among the vast variety of the introduced features,
band power, entropy of wavelet coefficients, fractal dimension
and auto-regressive parameters are chosen in order to better
represent the signals in the time, time–frequency, and state-
space domains. What follows is a brief description of the
features.
4.1. Band power
Experiments demonstrate that most significant variation
of EEG signals occur in the following frequency bands: delta
(0–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta-I (12–22 Hz),
beta-II (22–34 Hz), and gamma (34–44 Hz). The mentioned
intervals are mostly utilized in Brain Computer Interface (BCI)
application [16–18], classification of the mental disorders [19],
and clustering of the sleep stages. When the mental state is
changed, energy of thementioned frequency bands are changed
accordingly; therefore, it is logical to employ the power of these
bands as a good candidate for characterizing hypnosis stages.
In this way, each windowed signal was filtered into the six
intervals and average of samples’ energy within each frequency
band was determined as the band power features.
4.2. Wavelet entropy
Wavelet is a versatile mathematical tool [20] that is vastly
employed in different signal processing applications. Wavelet
transform can represent the content of a time-domain signal
into the time–frequency plane. As far aswavelet decomposition
has a dyadic form, this transform is suitable to decompose
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measures how energy distribution of wavelet coefficients in the
decomposed sub-spaces is irregular. To calculate this index for
a signal, first, the wavelet coefficients Ci,j should be determined
at each resolution j and time shift i, therefore, energy of k’th
windowed signal at the j’th sub-space is determined as:
Ek,j = 1N j
i0+1t
i0
C2i,j, (1)
where i0 is the first sample of the k’th windowed signal, 1t is
the window length. Afterward, this summation is normalized
by Nj (number of samples) and the total energy of the signal in
the k’th window is determined by:
Ek =

j
Ek,j. (2)
To determine the entropy, we need to calculate the probability
at each scale. In this way, the energy at each scale is divided by
the total energy over all scales as the probability of j’th scale
within the k’th window:
Pk,j = Ek,jEk . (3)
Finally, the wavelet entropy is determined as:
WEk =
N
j=1
Pk,j ∗ log Pk,j, (4)
whereN is the number of scales andWEk is thewavelet entropy
of k’th windowed signal [21].
4.3. Fractal dimension
Fractal Dimension (FD) can estimate the roughness, irregu-
larity or complexity of a signal. FD is relatedwith entropy or the
amount of information captured inside a signal. Many meth-
ods are suggested to determine fractal dimension that among
them, Higuchi algorithm is fairly accurate and acted success-
fully in many real applications [18,22]. To determine the FD us-
ing Higuchi method, consider a time series that its samples are
denoted by x(1), x(2), . . . , x(n). The algorithm produces some
embedded time series (sub-signals) that are defined as:
xkm = x(m), x (m+ k) , . . . , x

m+ K N −m
k

, (5)
where m indicates the index of the first sample and k is
the number of samples in each sub-signal. Then, the average
envelope length of each sub-signal is calculated as follows:
Lm(k) =
(N − 1)

N−m
k

i=1
x (m+ ik)− x (m+ (i− 1) k)N−m
k

k
, (6)
where N is the number of samples in the time series. Then an
average of L(k) over K time series is determined by:
L(k) =
k
m=1
Lm(k). (7)
It should be noted that L(k) is proportional to kD, where D is the
fractal dimension. Hence, D is the slope of the best approximate
line that would be fitted according to the least square criterion
through the curve Ln(L(k)) versus Ln(1/k) [23]. This process
is performed for k = 1, . . . , kmax to find the best value of k
according to the minimum line regression error criterion.4.4. AR coefficients
Autoregressive (AR) model is a powerful method to model
the global information inside a signal. AR Coefficients were re-
peatedly utilized to analyze EEG signals for different purposes,
such as estimation of anesthesia depth [24], Brain Computer
Interface (BCI) [17,25], and analysis of sleep stages. In an AR
model, each sample is predicted according to weighted sum-
mation of its pervious instances which is described as follows:
y(t) =
n
i=1
a(i)y (t − i)+ ε(t), (8)
where n is the order of themodel, a(i) (i = 1, . . . , n) are the AR
coefficients, y(t) is observation sample, ε(t) is the prediction
error that should obey from a Gaussian distribution [26]. The
model order, plays a critical role in AR performance, determines
the number of previous samples that are used for prediction of
the present sample. Here, the Burg method (optimized based
on the least square error criterion) was employed and the
model order for our signals was set to 20 which reveals the
various local dominant harmonics in the EEG signal through the
hypnosis.
5. Feature selection algorithms
Regarding high number of channels and features, classifying
of these high dimensional features is a very complex and
time consuming process. Hence, to reduce the computational
complexity, two efficient feature reductionmethods containing
Sequential Forward Selection (SFS) and Linear Discriminant
Analysis (LDA) are implemented and briefly described in this
part.
5.1. Sequential Forward Feature Selection (SFS)
SES (Sequential forward feature) is an efficient and simple
method which has been used in a lot of pattern recognition
applications [27,28]. It uses a greedy search to find its best
subset solution. To do this, it is started with an empty set and
tries to add it up with the most compatible and informative
feature at each epoch. First, the feature with the highest fitness
is added; next, the second feature is searched, so that the
combination of it with the first selected feature resulted in the
best. This process continues till the time that adding a feature
does not enhance the performance. The fitness of feature sets is
evaluated based on maximizing the classification accuracy.
5.2. Linear Discriminant Analysis (LDA)
LDA is a linear transform which tries to find discriminative
directions to project the input data into them. Therefore,
it is expected after data projection, the reduced features in
the project space become more separable. Fisher proposed
a brilliant criterion in which discriminative directions are
determined, such that the between to within class scatter
matrix of the project samples are maximized. In other words,
LDA tries to reduce the input dimensionwith preserving classes’
separability. Let us consider a C class problem, the within and
between scatter matrices are calculated as follows:
Within class scatter matrix:
Sw =

i
Si, Si =

xϵCi
(x−mi)(x−mi)T . (9)
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Sb =

iϵCi
(M −mi) (M − mi)T , M =

i
mi/c, (10)
where x is the sample of i’th class, mi is the mean of i’th class,
and C is the number of classes. Finally the projection matrixW
is determined by maximizing the Relation 11.
W = argmax{Sb/Sw}, (11)
where W is the eigenvectors corresponding to the largest
eigenvalues of S−1w Sb.
6. Feature evaluation and classifiers
6.1. Silhouette validation method
The silhouette coefficient [29] for a cluster of samples
measures the validity of that cluster whether samples of that
cluster are highly similar and belong to a specific category or
not. The silhouette value for an instancemeasures the similarity
value of that instance to its assigned cluster compared to the
samples of other clusters. Silhouette value is ranged from −1
to+1 in which−1 for a sample shows this sample is definitely
not belonged to the assigned cluster, and in contrast, value of
+1 gives the exact confirmation that the sample is precisely
belonged to the assigned cluster. In other words, this value
determines the uncertainty of a sample to its assigned cluster.
Practically, to determine the number of valid clusters which
specify a class distribution, it is just enough mean silhouette
value of all samples within each cluster become positive.
This method calculates the silhouette width for each sample,
average silhouette width for each cluster, and overall average
silhouette width for a class of data. Therefore, low and high
silhouette width for each cluster can represent its scattering
and tightness, respectively. The silhouette value for i’th sample
S(i) is determined as follows:
S(i) = (b(i)− a(i))
max(a(i), b(i))
, (12)
where a(i) is the average dissimilarity of the i’th sample to all
other samples in the same cluster and b(i) is the minimum
average dissimilarity of i’th sample to all samples belonging
to the closest cluster. Thus, when S(i) = 1, b(i) should be
much higher than a(i) that means the i’th sample belong to the
correct cluster and S(i) = −1 for the i’th sample shows this
sample is not belonged to the assigned cluster. When S(i) = 0,
it reveals that the i’th sample is a marginal sample and can
be assigned to the closest cluster as well. In other words, the
sample lies equally far away from both clusters. When the
average silhouette over all clusters is maximized, it indicates
that the number of selected clusters is correct.
6.2. Nearest neighbor (NN)
Nearest Neighbor (NN) is a well-known method which is
vastly employed in many data mining and pattern recognition
applications [16]. NN classifier is almost usedwhen distribution
of a class is partially scattered in a multi-modal form. In other
words, when our samples in the feature space are scattered
in different subspaces, parametric classifiers cannot work well
and classifiers which acts locally on the data, such as NN, fuzzy
NN, and Naïve Bayes are normally used. For this reason, in this
research NN is used to classify our test samples.
In this algorithm, a test sample is labeled according to the
label of its nearest neighbor. This classifier is a bit sensitive to
noisy data but in the circumstances that data is preprocessed
successfully, its performance is nearly optimal. Here, Euclidean
distance is used as the distance metric in this study.6.3. Fuzzy Nearest Neighbor (FNN)
Hong [30] employed the fuzzy set theory to improve the
performance ofNNalgorithmanddenoted it as ‘‘fuzzyNN (FNN)
classifier’’. This algorithm benefits both advantages of fuzzy set
flexibility and locality of NN. In FNN, each sample could have
different degree of belongingness to all classes regarding its
membership value in each class. This membership function has
been defined as:
µi(y) = µi(y)d(y, x)
−2
p−1
d(y, x)
−2
p−1
, (13)
where P is the fuzzy coefficient,µi(y) is the membership of y to
the i’th class, and d(y, x) is the distance between the test sample
y and its neighbor x. According to this algorithm, each neighbor
has a weight which is related both to its distance from the
input sample and its membership value for each class. Similar
to NN, Euclidean distance is used as the distance metric in this
study [31].
6.4. Fuzzy Rule-Based Classification System (FRBCS)
Methods and fuzzy classifier have shown good results in
different applications. Fuzzy rule base classifier system (FRBCS)
is a special case of fuzzy modeling which outputs are discrete
and class labels. This system is a set of fuzzy If_Then rules that
is created with training samples. Then new samples will be
classified with these rules [32].
The general form of rule is as follow:
Antecedent
Rj : if x1 is Aj1 and x2 is Aj2 and . . . ,
Consequent
then class Ci
,
in which X = (x1, x2, . . . , xh) is input feature space, Ci is class
of each rule and Ajk is fuzzy partition.
Algorithm.
• Normalized input samples.
• Perform a fuzzy partition of the input feature space and
assign a membership function to each partition.
• All possible combination of antecedent part is created. Then
confidence of each rule j is determined as:
C

Aj ⇒ classci
 =

xpϵclassci
µj

Xp

m
p=1
µj

Xp
 . (14)
• In this formula µj(Xp) is compatibility of rule j with sample
p that is calculated as follow:
µj(Xp) =
n
i=1
µAji(xpi). (15)
• Finally class with maximum confidence is selected as
consequent for each rule.
• To decrease rules, first all rule are grouped according to their
consequent parts, then from each group some rules with
maximum confidence are selected.
• Compatibility of each new samplewith all rules is calculated
and rule with max compatibility is selected as winner rule.
Then consequent of this rule is associated to new sample.
WinerRule = argmax
1<j<n
(µj (Xt)), (16)
Class (Xt) = consequent (WinerRule). (17)
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# of subjects 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Waterloo–Stanford score 19 42 44 37 34 14 34 38 35 49 42 45 26 12 39 38
# of subjects 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
Waterloo–Stanford score 37 38 41 28 34 38 34 14 35 35 48 52 42 48 44 40Figure 1: Silhouette value for the last 100 feature vectors which confirms the multi-modal structure of features in the deep hypnotic stage.7. Experimental results
In this part, the aim is to exhibit the significant changes
of hypnotize susceptibility among the cases using their EEG
features.
First, the preprocessed EEG signals were segmented into
successive windows with 50% overlap where each window
takes 2 s. Then, the introduced features were extracted from
each channel within each frame. Therefore, in 15 min (900 s),
899 feature vectors were generated for each subject.
Each feature vector is generated within each time frame
contains several features. The constructed features for each
channel include: 20 AR coefficients, one fractal dimension
(Higuchi), wavelet entropy, and 6 band power features that
totally lead to generate 28 attributes. Therefore, in each time
frame, the extracted features from all (19) channels were
arranged in a vector with 28 ∗ 19 = 532 features.
Regarding high dimensionality of features (532) and 899
instances for each individual, the results and validation phase
imposes a high computational burden. To avoid such this
problem, two feature reduction methods are implemented
(containing SFS and LDA) to reduce run-time and also improve
the accuracy by eliminating the redundant features.
The EEG-based results of all subjects should be quantita-
tively compared to that of their Waterloo–Stanford. To do this
comparison, we divide the Waterloo–Stanford scores into the
three intervals (as similarly done in [5]) including class-1 (Lows)
ranked from 12 to 22, class-2 (Mediums) ranked from 22 to 42,
and class-3 (Highs) ranged from 42 to 60. The scores for the in-
dividuals are illustrated in Table 1.
To find a suitable classifier, first, feature space should
be assessed to see how the instances of the three classes
are scattered. Here, according to Eq. (12) silhouette value is
determined for the reduced feature vectors of each class to
examine whether each class is multi-modal (include some
clusters) or muni-modal (include just one cluster). For all
subjects, silhouette values of their last 100 feature vectors(when the subjects are in their ultimate hypnotic dept) were
determined and drawn in Figure 1.
Negative silhouette values indicate the multi-modal struc-
ture of our data. As far as local-based classifiers are efficient to
classify instances belonged to the classes withmulti-modal dis-
tribution, NN, FNN, and FRBCS are found suitable for our data.
In this research the results are determined and evaluated by
three different scenarios to chase the EEG variations through
the hypnosis process. In the first scenario, all 899 feature
vectors of each subject are evaluated. Second, just 100 vectors
from first of induction (when subject has step in the hypnosis
state) are utilized. Finally, in the third scenario, the last 100
vectors that subjects were in their ultimate hypnotic depth.
For each scenario, the selected vectors were applied to the
classifiers and assessed using Leave-One(subject)-Out (LOO)
method. In the validation phase in each epoch, the feature
vectors of an individual were considered as test set and the rest
was used for training. In addition,we assess the resultswith and
without the feature reduction using the three scenarios. In the
first experiment, all original vectors were applied to NN, FNN,
and FRBCS methods.
Each subject has 899 vectors, but the classifier may not
assign all of them to a certain class while each subject should
have just one label. For NN and fuzzy classifier, this label is
found by voting among all labeled vectors and assigned the
subject to the label with themajority vote. In contrast, to assign
a label for each subject by using Fuzzy NN (FNN), at first, the
score of each person is subtracted from that of each class center
in order to construct the initial membership value for each
training sample denoted by µi(y) in Eq. (13). Next, for each
subject the belonging degree of his feature vectors to each class
was estimated separately and an average was taken over all
of his vectors. The class with majority membership value is
assigned to that subject.
The classification results of all scenarios (without consider-
ing the feature reduction), for the states of considering single
feature type and all feature types, are shown in Table 2. In some
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classifiers are shown. The value of each cell shows number of subjects (out
of 32) who are classified correctly.
Classifier All
features
AR Wavelet
entropy
Band
power
Higuchi
Last 100
NN 40.625 28.125 62.5 40.625 43.75
FNN 46.875 28.125 56.25 46.875 31.25
Fuzzy 15.625 12.5 37.5 12.5 25
First 100
NN 50 37.5 56.25 53.125 37.5
FNN 56.25 31.25 31.25 56.25 59.375
Fuzzy 25 25 28.125 18.75 34.375
All 900
NN 59.375 43.75 59.375 53.125 40.625
FNN 59.375 43.75 62.5 59.375 34.375
Fuzzy 28.125 34.375 28.125 43.75 46.875
Table 3: The results with applying LDA to the feature vectors for different
features and classifiers are shown. The value of each cell shows number of
subjects (out of 32) who are classified correctly.
Classifier All
features
AR Wavelet
entropy
Band
power
Higuchi
Last 100
NN 37.5 25 50 34.375 43.75
FNN 46.875 31.25 56.25 37.5 40.625
FUZZY 21.875 31.25 43.75 34.375 46.875
First 100
NN 53.125 37.5 50 40.625 43.75
FNN 53.125 46.875 50 40.625 37.5
FUZZY 37.5 43.75 21.875 43.75 18.75
All 900
NN 37.5 34.375 53.125 34.375 43.75
FNN 53.125 43.75 50 43.75 37.5
FUZZY 40.625 21.875 40.625 34.375 46.875
occasions, the results were less than 50% accuracy which was
not acceptable. As a comparison, wavelet results entropy totally
produces the best compared to the other features.
In the next attempt, LDAwas applied to the samples in order
to reduce the input dimension. Afterward, the reduced features,for the states of considering single feature type and all feature
types, were applied to the classifiers and their results were
shown in Table 3. The run-time decreases dramatically because
LDA projects all features in just two dimensions due to the
number of classes. Surprisingly, wavelet entropy again could
generate the best results among the other employed features.
As we see, no remarkable improvement is achieved compared
to the former. Although number of extracted features using
LDA is dramatically declined, lots of information is seemingly
eliminated.
In the last effort, SFS technique was used for feature se-
lection. The results of applying the selected features, for the
states of one and multiple feature types, to the classifiers
are depicted in Table 4. Obviously, the results of this experi-
ment are significantly improved compared to the previous ex-
periments.
In this part, the aforementioned approaches were executed,
for the states of considering single feature type and all
feature types, according to the three mentioned scenarios. The
results indicate that considering SFS feature selection along
with FRBCS classifier produces the best classification accuracy
among the three categories of hypnosis susceptibility results.
So selected channel with SFS feature selection were shown in
Table 5.
To validate our results, T -test was performed on the results
of classifying the hypnosis classes. This is done by considering
them in the pairs of two by two and the p-value of each pairs
was determined (see Table 6). As it can be seen, p-value for
all pairs is less than 0.05 that show the significant of our
results.
8. Discussion and conclusion
Recently, some research is conducted to evaluate the
hypnosis susceptibility using EEG features [7,33]. The EEG-
based indexes can be reliable because they translate the
integration of neurons activity into the consciousness level.Table 4: The results by applying SFS to the feature vectors and the selected features for different features and classifiers (number of feature that is selected).
# of feature vectors Classifier All features AR Wavelet entropy Band power Higuchi
Last 100
NN 81.25(37) 84.375(10) 71.875(3) 78.125(19) 81.25(8)
FNN 90.625(26) 81.25(25) 71.875(19) 81.25(29) 62.625(8)
FUZZY 100(12) 96.875(14) 56.25(3) 62.75(5) 78.125(5)
First 100
NN 87.5(7) 90.625(56) 71.875(2) 81.25(4) 62.625(5)
FNN 87.5(5) 87.5(35) 59.375(5) 78.125(7) 62.5(3)
FUZZY 93.75(3) 100(33) 56.25(5) 81.25(5) 62.625(6)
All 900
NN 81.25(4) 78.125(5) 62.625(3) 78.125(4) 68.75(5)
FNN 81.25(3) 75(3) 62.75(3) 71.875(5) 62.5(3)
FUZZY 100(20) 84.375(13) 62.625(5) 90.625(37) 62.5(5)Table 5: The channels that are selected by SFS for different features and classifiers in last 100 feature vector (repeated each channel).
Classifier All features AR Wavelet entropy Band power Higuchi
NN Fp1, Fp2, F7, F8, F3, F4(3),
Fz, C3(2), C4(2), Cz(5),
T5(2), T4, T3(4), P3, P4,
Pz(2), O1, O2
Fp2, F7, F3, C3, T6(2),
T4(2), P3, Pz
T6, T4, P3 F7, F8, F4, Fz(2), C3, C4,
Cz, T5, T4(2), T3, P3, P4,
C4, Pz, O1, O2(2),
C3, Cz, T5, T4, T3, P3, O1, O2
FNN Fp2(2), F7(4), F8F4, Fz,
C3(2), C4, Cz, T5(2), T6(3),
T4(4), T3, P3, O1, O2
Fp2, F7, F8(2), F4(2),
C3(2), C4(3), Cz, T5, T6,
T4(2), P3, P4(2), Pz(2),
O2(4),
Fp1, Fp2, F8, F3, F4, Fz, C3,
C4, Cz, T6, T3, P3, P4, Pz,
O2(2)
Fp1, Fp2(2), F8(2), F3,
F4(2), Fz(2), C3, C4(3), Cz,
T5(2), T4(2), T3(2), P3, P4,
Pz, O1, O2
Fp1, Fp2, Fz, C3, T6, T4, P3, P4
Fuzzy Fp1, F7, F8(3), Fz, C3, T3,
O1(3), O2
Fp1, F3, F4, Fz, C3, C4(3),
Cz, P4(2), Pz(2), O2
Fp1, F4, T4 C3(2), Fp1, P4(2), O2 Fp1, Fp2, F4, Fz, T5
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Two by two classes P-value
Lows against highs 1.5167e–006
Lows against mediums 3.1450e–004
Mediums against highs 4.7903e–010
From the Engineers’ view point, quantitative indexes are more
reliable and robust than qualitative criteria, but psychologists
still believe in their traditional qualitative criteria. In order
to assure specialists using quantitative EEG-based indexes are
better than qualitative criteria. first, we should demonstrate
that quantitative indexes can roughly mimic their gold-
standard criterion. Therefore, the goal of this paper is to
introduce a new index which produces very similar results
to the Waterloo–Stanford scores. To indicate the effectiveness
of our approach, the methodologies of similar research are
implemented and compared.
Band power has been employed in many studies to analyze
the prognosis of patients, through successive hypnotic therapy
sessions like phobia, in terms of EEG power variations in
different frequency bands and channels. Although band power
is known very effective to show the trend of therapy, our results
indicate that considering energy of all frequency bands leads to
a very poor performance for distinguishing the subjects into the
mild, moderate, and deep hypnosis susceptibility classes (see
Table 2).
Crawford [32] showed that subjects with high hypnotic
susceptibility showed higher theta activity in their anterior
temporal lobe (T3 and T4 channels) versus lows group.
To make a comparison between the proposed method and
features suggested by Crawford [32], the theta activity of our
individuals on T3 and T4 channels were applied to NN and
FNN classifiers for categorizing them into the three groups
(see Table 7). As we can see, considering just left temporal
channel T3 theta activity, 25 subjects were classified by NN
classifier while our method classified 29 subjects correctly.
It is interesting that the theta activity on T4 channel could
not add any discriminating information; consequently, the
number of correctly classified subjects did not increase. In a
similar approach, De Pascalis et al. [7] and Trippe et al. [33]
suggested that energy variation in gamma band is tightly
related to the hypnosis depth. To illustrate the effectiveness of
our approach, energy of gamma band in the channels located
on the right hemisphere at frontal lobe (F4, F8, Fp2), were
applied to the NN and FNN classifiers. The classification results
are brought in Table 8 in which, in the best situation, just
22 (out of 32) subjects are correctly classified. To assess the
performance of each feature type, results from Tables 3 and 4
indicate that AR coefficient and band power features provide
higher accuracy compared to the others. Employing these two
features in other EEG-based applications (BCI, sleep analysis,
depth of anesthesia, etc.) confirms their effectiveness to reveal
changes of EEG underlying information in different brain
state [18].
Clinical observations show that alpha waves are rhythmic
and dominated when a subject is awaked while his eyes are
closed. Theta waves occur in parietal and temporal regions in
children. Theta activity is also dominated in adults through
the third sleep stage while delta waves are dominated in
deep sleep (stage 4). The discussed other attempts in the
introduction, demonstrate similar EEG behavior to that of
hypnosis observations.Table 7: Number of correctly classified subjects by considering the theta
activity on channels T3 and T4 (anterior temporal lobe) along with using
NN and FNN classifiers.
Classifier type Selected channels # of subjects
NN
T3 25
T4 13
T3, T4 12
FNN
T3 14
T4 14
T3, T4 13
Table 8: Number of correctly classified subjects by considering the gamma
activity on right hemisphere at the frontal lobe along with using NN and
FNN classifiers.
Classifier type Selected channels # of subjects
NN F4, F8, Fp2 21
FNN F4, F8, Fp2 22
Due to comprehensive capability of AR model to reveal the
signals’ characteristics, it is expected that among the selected
features, AR coefficients do not eliminate as much as other
features. Fortunately, the achieved results by the mentioned
two feature selection techniques confirm our claim; therefore,
in this study, AR model is empirically chosen as a suitable
technique to provide discriminant features to classify the three
groups.
Fractal-based features were led to the worst performance.
It can be interpreted that dynamic of EEG signals during the
different level of hypnotic induction does not significantly
change. Another positive point of our research is to employ
four well-known feature types compared to utilizing only one
feature type. According to the results, in average, combination
of all features together provide better results rather using
just one feature type. This achievement rises from this fact
that various features represent the signals’ content in different
domains and provide more discriminating information. Thus,
it is logical considering variety of suitable feature types can
remarkably enhance the classification performance.
Among the feature selection techniques, the results in
Table 5, exhibit the superiority of SFS technique to eliminate
the redundant features and preserve themost informative ones,
compared to LDA and mRMR methods (see Tables 3 and 4).
This supremacy is originated from the greedy structure
of SFS feature selection which tries to heuristically find a
near-optimal subset among all possible feature combinations.
Nevertheless, SFS method suffers from lack of backtracking;
however, using sequential feature selection equippedwith back
tracking like L-plus R-minus can improve the feature selection
stage.
One of the highlighted achievements of this research is
employing feature selection with the objective of channel
selection. In other words, when the selected features are
especially traced, it can be seen that from some channels
no feature is selected. It means that these channels are
automatically eliminated when feature selection techniques
removing their features.
As we expected, FRBCS classifier could classify the selected
features better than NN and FNN in the noise-free environment.
In addition, FRBCS can demonstrate its capability in the noisy
environment because it considers a degree of uncertainty for
each instance and acts more flexible. In addition, FRBCS can
handle the noisy data better than NN and FNN, while NN
classifier is highly sensitive to the noisy samples.
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