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ABSTRAKT
Tato bakala´ˇrska´ pra´ce se zaby´va´ optimalizac´ı za´kladn´ıch algoritmu˚ rˇ´ıdic´ıch aplikac´ı
pro DSC Texas Instruments rˇady c2000. V prvn´ı cˇa´st jsou shrnuty metody rˇ´ızen´ı a
regulace elektricky´ch pohonu˚ s asynchronn´ımi motory. Na´sleduj´ıc´ı cˇa´st je veˇnova´na
obecny´m za´sada´m optimalizace a metoda´m vy´pocˇtu neˇktery´ch matematicky´ch funkc´ı
a operac´ı. Znacˇna´ cˇa´st textu se zaby´va´ mj. goniometricky´mi funkcemi, ktere´ jsou pro
tuto oblast nepostradatelne´. Da´le navazuje prakticke´ oveˇˇren´ı uvedeny´ch postupu˚ na
za´kladn´ım algoritmu skala´rn´ıho rˇ´ızen´ı frekvencˇn´ıho meˇnicˇe. Ten je v neˇkolika varianta´ch,
vcˇetneˇ asemblerove´ podoby, odladeˇn na vy´vojove´ desce ezDSP se signa´lovy´m procesorem
TMS320F2808 od firmy Texas Instruments. Text je doplneˇn podstatny´mi cˇa´stmi zdro-
jovy´ch ko´du˚ a strucˇny´m popisem vy´vojove´ho prostˇred´ı Code Composer Studio. V za´veˇru
pra´ce jsou rozebra´ny vy´sledky jednotlivy´ch optimalizac´ı a zhodnocen jejich pˇr´ınos vzhle-
dem k na´rok˚um na cˇas programa´tora.
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ABSTRACT
This bachelor thesis is focused on control algorithms optimization, especially using the
Texas Instruments c2000 digital signal controllers family. The first part roughly describes
an AC induction motor controlling and regulation techniques. Later on the control soft-
ware optimization basics are covered. Particular attention is payed for trigonometric
functions which are mandatory for such software. Next part shows practical use of the
previously described optimization techniques using an example of the scalar frequency
inverter control even going down to the assembly instructions level. At the end the results
themselves as well as facing the invested price of optimization are discussed.
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U´VOD
Tato bakala´rˇska´ pra´ce se zaby´va´ implementac´ı za´kladn´ıch algoritmu˚ pro rˇ´ızen´ı frek-
vencˇn´ıch meˇnicˇ˚u a metodami optimalizace teˇchto algoritmu˚, psany´ch v jazyce C. Op-
timalizace ma´ za u´kol maxima´lneˇ zefektivnit vy´sledny´ strojovy´ ko´d programu, a to
v neˇkolika smeˇrech. Prˇedevsˇ´ım jsou to rychlost programu, jeho velikost a pameˇt’ove´
na´roky. Pozˇadavky kladene´ na program, a t´ım i jeho optimalizaci, jsou ale znacˇneˇ
za´visle´ jak na druhu aplikace jako takove´, tak na vy´pocˇetn´ıch schopnostech pro-
cesoru, na ktere´m program pobeˇzˇ´ı. Je zrˇejme´, zˇe zcela jinak mus´ıme prˇistupovat
k psan´ı uzˇivatelske´ apikace pro PC a programu pro rˇ´ızen´ı a regulaci v rea´lne´m cˇase.
V prˇ´ıpadeˇ rˇ´ıdic´ıch programu˚ jsou na´roky na jejich optimalizaci obvykle znacˇne´.
Nezrˇ´ıdka potrˇebujeme naprˇ´ıklad vypocˇ´ıtat hodnoty cˇ´ıslicove´ regulacˇn´ı smycˇky v
kazˇde´ periodeˇ vzorkova´n´ı, trvaj´ıc´ı pouze des´ıtky mikrosekund. Algoritmus regula´toru
se tedy vykona´va´ mnohotis´ıc-kra´t v kazˇde´ vterˇineˇ a mus´ı by´t co mozˇna´ nejrychlejˇs´ı,
aby bylo mozˇne´ procesor vyuzˇ´ıt i k dalˇs´ım u´loha´m.
U´rovenˇ optimalizace, ktere´ mu˚zˇe dany´ programa´tor za urity´ cˇas dosa´hnout, je
do znacˇne´ mı´ry da´na jeho znalostmi jazyka (v nasˇem prˇ´ıpadeˇ C), procesu kompilace
zdrojove´ho ko´du a vlastnost´ı pouzˇite´ho mikroprocesoru (µP). Zkusˇeny´ programa´tor,
znaj´ıc´ı do detail˚u architekturu c´ılove´ho µP, bude schopny´ dosa´hnout vy´sledk˚u, ktere´
se na dane´ architekturˇe bl´ızˇ´ı teoreticke´mu maximu. Protozˇe je vsˇak optimalizace
cˇasoveˇ znacˇneˇ na´rocˇna´, je vzˇdy trˇeba zva´zˇit, nen´ı-li vy´hodneˇjˇs´ı pouzˇ´ıt vy´konneˇjˇs´ı
µP a usˇetrˇit tak cˇas a t´ım i na´klady veˇnovane´ d˚usledne´ optimalizaci. Mu˚zˇeme
rˇ´ıci, zˇe mı´ra optimalizace programu je zhruba u´meˇrna´ logaritmu cˇasu optimalizac´ı
stra´vene´ho. Tuto za´vislost vyjadrˇuje Obr. 1. Za´meˇrneˇ na neˇm nejsou uvedeny hod-
noty, protozˇe ty jsou pro kazˇde´ho programa´tora i program jine´.
0.1 Cˇleneˇn´ı pra´ce
Prvn´ı cˇa´st pra´ce, kapitola 1, se zaby´va´ popisem za´kladn´ıch metod rˇ´ızen´ı frekven-
cˇn´ıch meˇnicˇ˚u. Pozornost je veˇnova´na skala´rn´ı regulaci asynchronn´ıch pohon˚u. Jej´ı
implementaci a zejme´na optimalizaci se pozdeˇji veˇnuje prakticka´ cˇa´st pra´ce.
Druha´ kapitola je veˇnova´na obecny´m za´sada´m optimalizace zdrojove´ho ko´du
v jazyce C a algoritmu˚m pro matematicke´ vy´pocˇty. Nejdrˇ´ıve je popsa´na metoda
vyjadrˇova´n´ı desetinny´ch cˇ´ısel pomoc´ı celocˇ´ıselny´ch promeˇnny´ch a vliv za´kladn´ıch
matematicky´ch operac´ı na tato cˇ´ısla. Na´sledneˇ jsou rozebra´ny nejd˚ulezˇiteˇjˇs´ı matem-
aticke´ funkce a mozˇnosti jejich realizace. Pozornost je veˇnova´na prˇedevsˇ´ım gonio-
metricky´m funkc´ım. Pote´ jsou popsa´ny neˇktere´ ze za´sad pro psan´ı zdrojovy´ch ko´du v














Obr. 1: Za´vislost mı´ry optimalizace ko´du na cˇasove´ na´rocˇnosti optimalizace.
efekt, ktery´ jejich dodrzˇen´ı (cˇi nedodrzˇen´ı) ma´ na vy´sledny´ strojovy´ ko´d.
Prakticka´ cˇa´st pra´ce, kapitola 3, seznamuje nejdrˇ´ıve s detaily architektury digi-
ta´ln´ıho signa´love´ho kontrole´ru (DSC) typu TMS320F2808 firmy Texas Instruments,
ktere´ jsou pro optimalizaci podstatne´. Zhruba popisuje i obecne´ rysy tohoto DSC a
dalˇs´ıch za´stupc˚u rˇady c2000. Poda´va´ take´ za´kladn´ı informace o pouzˇite´m prˇekladacˇi
a vy´vojove´m prostrˇed´ı. Na u´ryvc´ıch zdrojovy´ch ko´d˚u jsou na´sledneˇ popsa´ny pouzˇite´
algoritmy.
Zhodnocen´ı vy´sledk˚u optimalizac´ı a srovna´n´ı neˇkolika verz´ı programu je uvedeno
v kapitole 4. Jsou zde tabulky zjiˇsteˇny´ch hodnot, grafy srovna´vaj´ıc´ı dosazˇene´ c´ıle a
zmeˇrˇene´ pr˚ubeˇhy vy´stupn´ıch signa´l˚u.
V prˇ´ıloze A je neˇkolik ilustracˇn´ıch fotografiı vy´vojove´ho pracoviˇsteˇ i fotografie
obrazovky pouzˇite´ho vy´vojove´ho software. Prˇ´ıloha B popisuje pomocny´ program,
napsany´ pro usnadneˇn´ı zkousˇen´ı iteracˇn´ıch algoritmu˚, vyuzˇ´ıvaj´ıc´ıch Newtonovu me-
todu. Na prˇilozˇene´m CD jsou k dispozici vesˇkere´ zdrojove´ texty, grafy obsazˇene´ v
pra´ci, volneˇ prˇ´ıstupna´ literatura, z n´ızˇ bylo cˇerpa´no a samotny´ text pra´ce v elek-
tronicke´ podobeˇ. Adresa´rˇova´ struktura CD je popsa´na v prˇ´ıloze C
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1 REGULACE ASYNCHRONNI´CH POHONU˚
K regulaci pohon˚u s asynchronn´ımi motory s kotvou nakra´tko se pouzˇ´ıvaj´ı frekvencˇn´ı
meˇnicˇe — strˇ´ıdacˇe. V dnesˇn´ı dobeˇ je jejich pouzˇit´ı sta´le v´ıce rozsˇ´ıˇrene´ od maly´ch
pohon˚u naprˇ. v oblasti vzduchotechniky azˇ po trakcˇn´ı motory lokomotiv a lod´ı
s vy´kony rˇa´du MW. U´kolem frekvencˇn´ıho meˇnicˇe je napa´jet statorova´ vinut´ı asyn-
chronn´ıho elektricke´ho stroje s kotvou nakra´tko tak, abychom doc´ılili plynule´ zmeˇny
jak ota´cˇek, tak momentu stroje v co nejˇsirsˇ´ım rozsahu. Toho doc´ıl´ıme vhodnou
kombinac´ı sepnut´ı jednotlivy´ch sp´ınac´ıch prvk˚u strˇ´ıdacˇe. Zjednodusˇene´ sche´ma jeho
vy´konove´ cˇa´sti je na obra´zku 1.1. (Na sche´matu jsou nakresleny na mı´steˇ sp´ınac´ıch
prvk˚u bipola´rn´ı tranzistory, ty vsˇak jsou obvykle nahrazeny tranzistory MOS-FET,
IGBT nebo tyristory IGCT prˇ´ıpadneˇ GTO.) Kombinace sp´ına´n´ı jsou rˇ´ızeny rˇ´ıdic´ım
Obr. 1.1: Zjednodusˇene´ sche´ma silove´ cˇa´sti strˇ´ıdacˇe
mikroprocesorem, ktery´ tak cˇin´ı podle zvolene´ho regulacˇn´ıho algoritmu a stavu vs-
tupn´ıch a zpeˇtnovazebn´ıch a signa´l˚u. Algoritmy rˇ´ızen´ı frekvencˇn´ıch meˇnicˇ˚u mu˚zˇeme
rozdeˇlit na neˇkolik za´kladn´ıch typ˚u, z nichzˇ kazˇdy´ ma´ sve´ vy´hody a nevy´hody.
Za´kladn´ı cˇleneˇn´ı je na:
• Skala´rn´ı regulace pracuje pouze se skala´rn´ımi hodnotami jak zˇa´dany´ch (sta-
torove´ napeˇt´ı a kmitocˇet, prˇ´ıpadneˇ proud), tak i meˇrˇeny´ch velicˇin ve zpeˇtne´
vazbeˇ (fa´zove´ proudy, ota´cˇky hrˇ´ıdele). Jedna´ se o nejstarsˇ´ı a nejjednodusˇsˇ´ı
metodu regulace. Jej´ı hlavn´ı nevy´hodou je horsˇ´ı dynamika vy´sledne´ho pohonu.
Vy´hodou je jednoduchost rˇ´ıdic´ıch algoritmu˚ ve srovna´n´ı s pokrocˇilejˇs´ımi meto-
dami rˇ´ızen´ı.
• Vektorova´ regulace vyuzˇ´ıva´ oproti skala´rn´ı jak amplitudu, tak fa´zi jednotlivy´ch
velicˇin. Pracuje na r˚uzny´ch metoda´ch rˇ´ızen´ı magneticke´ho toku a vnitrˇn´ıho
elektromagneticke´ho momentu asynchronn´ıho stroje. Tyto velicˇiny nejsou prˇ´ımo
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meˇrˇitelne´, proto je k jejich vy´pocˇtu vyuzˇ´ıva´n matematicky´ model stroje. Vy´-
sledkem je pohon s lepsˇ´ı dynamikou a sˇ´ırsˇ´ım rozsahem regulace rychlosti i
momentu.
• Prˇ´ıma´ regulace prˇina´sˇ´ı ve srovna´n´ı s vektorovou regulac´ı podobne´ nebo jesˇteˇ o
neˇco lepsˇ´ı vy´sledky. Je zalozˇena na prˇ´ıme´ regulaci momentu motoru v urcˇite´m
tolerancˇn´ım pa´smu (moment motoru roste nebo klesa´ podle zvolene´ kombinace
sepnut´ı strˇ´ıdacˇe). Moment motoru je i zde pocˇ´ıta´n z fa´zovy´ch proud˚u a napeˇt´ı
meziobvodu pomoc´ı matematicke´ho modelu asynchronn´ıho motoru.
Na´sleduj´ıc´ı cˇa´st je veˇnova´na shrnut´ı za´kladn´ıch informac´ı o skala´rn´ı regulaci, na
jej´ımzˇ prˇ´ıkladeˇ bude v dalˇs´ım textu prˇedvedena implementace za´kladn´ıch algoritmu˚
a zejme´na jejich optimalizace.
1.1 Skala´rn´ı regulace
Skala´rn´ı regulace by´va´ zalozˇena na konstantn´ım pomeˇru amplitudy a kmitocˇtu




Je-li tento pomeˇr konstantn´ı, je konstantn´ı i sycen´ı magneticke´ho obvodu motoru. To
vsˇak neplat´ı v oblasti n´ızky´ch kmitocˇt˚u, kdy se projev´ı vliv stejnosmeˇrne´ho odporu
vinut´ı statoru motoru. Opacˇna´ strana charakteristiky je omezena maxima´ln´ım vy´s-
tupn´ım napeˇt´ım strˇ´ıdacˇe, prˇ´ıpadneˇ maxima´ln´ım napa´jec´ım napeˇt´ım stroje. Muzˇeme
sice da´le zvysˇovat kmitocˇet, ne vsˇak napeˇt´ı. Snizˇuje se tedy moment zvratu motoru,
s cˇ´ımzˇ mus´ıme prˇi dimenzova´n´ı pohonu pocˇ´ıtat.
Moment, jaky´m je motor zat´ızˇen, zp˚usob´ı sn´ızˇen´ı rychlosti ota´cˇen´ı motoru o
skluz a odpov´ıdaj´ıc´ı zvy´sˇen´ı statorove´ho proudu. To plat´ı azˇ do momentu zvratu,
kdy se motor zastav´ı a chova´ se jako ve stavu nakra´tko. Tomu mus´ı zaba´nit nad-
proudova´ ochrana, hl´ıdaj´ıc´ı jednotlive´ fa´zove´ proudy. Meˇrˇen´ı statorove´ho proudu lze
tedy vyuzˇ´ıt k odhadu zat´ızˇen´ı motoru a t´ım i korekci zˇa´dane´ho kmitocˇtu o kmitocˇet
skluzovy´. T´ım se uzavrˇe zpeˇtnovazebn´ı smycˇka a mu˚zˇeme mluvit o regulaci pohonu
i v prˇ´ıpadeˇ, zˇe nebudeme meˇrˇit (a regulovat) skutecˇnou rychlost ota´cˇen´ı rotoru.
1.2 Modulace strˇ´ıdacˇe
Modulac´ı se rozumı´ metoda sp´ına´n´ı vy´konovy´ch prvk˚u strˇ´ıdacˇe. Pro jednoduchost
bude popsa´no pouze neˇkolik za´kladn´ıch typ˚u modulac´ı dvouhladinove´ho strˇ´ıdacˇe (viz
zjednodusˇene´ sche´ma na obr. 1.1). V za´vislosti na vy´konove´ u´rovni strˇ´ıdacˇe, ktera´
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urcˇuje vy´beˇr sp´ınac´ıch prvk˚u a t´ım i jejich maxima´ln´ı sp´ınac´ı kmitocˇet1, vol´ıme
i modulacˇn´ı algoritmy. Vı´ce na toto te´ma pojedna´va´ naprˇ. [8, kap. 6].
Existuj´ı dva za´kladn´ı typy modulacˇn´ıch algoritmu˚ a to synchronn´ı a asynchronn´ı.
Prvn´ı z nich ma´ pevneˇ dany´ pocˇet sepnut´ı vy´konovy´ch prvk˚u na periodu za´kladn´ı
harmonicke´ vy´stupn´ıho napeˇt´ı, u druhe´ho je pevneˇ da´na perioda sp´ına´n´ı prvk˚u,
neza´visle na te´to periodeˇ. Aby nedocha´zelo k nerovnomeˇrne´mu rozlozˇen´ı pulz˚u asyn-
chronn´ı modulace v jednotlivy´ch perioda´ch generovane´ho napeˇt´ı, a t´ım k nebezpecˇ´ı
vzniku interferenc´ı, jsou asynchronn´ı modulace pouzˇ´ıva´ny pokud mu˚zˇeme dosa´hnout
alesponˇ o rˇa´d vysˇsˇ´ıho kmitocˇtu sp´ına´n´ı vy´konovy´ch prvk˚u ve srovna´n´ı s pozˇadovany´m
vy´stupn´ım kmitocˇtem.
U strˇ´ıdacˇ˚u nejvysˇsˇ´ıch vy´kon˚u (rˇa´doveˇ megawatty), osazeny´ch IGCT nebo GTO
(viz [9]), je dosazˇitelny´ sp´ınac´ı kmitocˇet jen stovky Hz azˇ jednotky kHz. Ten uzˇ
mu˚zˇe by´t srovnatelny´ s nejvysˇsˇ´ım napa´jec´ım kmitocˇtem dane´ho stroje. V tomto
prˇ´ıpadeˇ zvol´ıme pravdeˇpodobneˇ obde´ln´ıkove´ rˇ´ızen´ı. Jeho vy´hodou je nejnizˇsˇ´ı mozˇny´
pocˇet komutac´ı (sp´ına´n´ı a vyp´ına´n´ı). Zrˇejmy´mi nevy´hodami je znacˇne´ harmonicke´
zkreslen´ı fa´zovy´ch proud˚u i sdruzˇene´ho napeˇt´ı. Proto se tato modulace vyuzˇ´ıva´ jen
v oblasti nejvysˇsˇ´ıch kmitocˇt˚u a prˇi nizˇsˇ´ıch kmitocˇtech se prˇecha´z´ı na jiny´ modulacˇn´ı
algoritmus, naprˇ´ıklad cˇtyrˇpulzn´ı modulaci [8, str. 63].
U pohon˚u nizˇsˇ´ıch vy´kon˚u (od stovek W do des´ıtek kW) s tranzistory IGBT nebo
MOS-FET se pouzˇ´ıva´ pulzneˇ–sˇ´ıˇrkova´ modulace (PWM). Ta mu˚zˇe by´t bud’ symet-
ricka´ nebo asymetricka´ podle toho, zda cˇ´ıtacˇ modula´toru cˇ´ıta´ jen jedn´ım smeˇrem
nebo smeˇry obeˇma. Obvykle se pouzˇ´ıvaj´ı symetricke´ PWM, protozˇe strˇ´ıdacˇ pak
produkuje me´neˇ rusˇen´ı. Jednotlive´ veˇtve mu˚stku (na Obr. 1.1 znacˇeny a, b a c)
totizˇ nekomutuj´ı za´rovenˇ. Zada´vac´ı signa´l pro PWM mu˚zˇe mı´t sinusovy´ pr˚ubeˇh, po-
tom se jedna´ o tzv. sinusovou modulaci. Pr˚ubeˇh fa´zovy´ch napeˇt´ı motoru (vzhledem
ke strˇedu napt´ı UDC, ktery´ je v prˇ´ıpadeˇ dvouhladinovy´ch strˇ´ıdacˇ˚u pouze mysˇlenou

























kde K je modulacˇn´ı konstanta, uda´vaj´ıc´ı u´hel otevrˇen´ı vy´konovy´ch prvk˚u strˇ´ıdacˇe v
rozsahu <0;1>, cozˇ odpov´ıda´ strˇ´ıdeˇ <0;50)%. UDC je napeˇt´ı stejnosmeˇrne´ho meziob-
vodu, ω je u´hlova´ rychlost rotace magneticke´ho pole statoru napa´jene´ho motoru a t
je cˇas.
Pr˚ubeˇh fa´zovy´ch napeˇt´ı ale mu˚zˇe by´t jiny´, neˇzˇ sinusovy´. Cˇasto pouzˇ´ıvana´ je
metoda zvana´ Space Vector Modulation (SVM, cˇesky modulace prostorove´ho vek-
toru, popsa´na naprˇ´ıklad cˇesky v [8] nebo anglicky v [5]). Jej´ı vy´hodou oproti sinusove´
1Prˇi rozumne´ velikosti prˇep´ınac´ıch ztra´t, ktere´ jsou prˇ´ımo u´meˇrne´ kmitocˇtu sp´ına´n´ı prvk˚u.
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modulaci je prˇedevsˇ´ım dosazˇen´ı vysˇsˇ´ı hodnoty sdruzˇeny´ch napeˇt´ı napa´jene´ho stroje
prˇi zachova´n´ı jejich harmoncke´ho pr˚ubeˇhu.
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2 OPTIMALIZACE ALGORITMU˚
Druhy optimalizace mu˚zˇeme rozdeˇlit podle u´rovneˇ, na jake´ je prova´deˇna. Ta mu˚zˇe
by´t na´sleduj´ıc´ı:
1. U´rovenˇ na´vrhu algoritmu, tedy v˚ubec prˇ´ıstupu k rˇesˇen´ı dane´ho proble´mu.
V te´to fa´zi je optimalizace nejv´ıce ovlivneˇna znalostmi programa´tora a jeho
schopnost´ı analyticke´ho mysˇlen´ı a invence.
2. U´rovenˇ zdrojove´ho ko´du programu, tedy za´pisu zvolene´ho algoritmu v dane´m
jazyce. Zde za´lezˇ´ı nejv´ıce na
”
umeˇn´ı“ programa´tora nakla´dat s dany´m jazykem
a do urcˇite´ mı´ry take´ na optimaliza´toru prˇekladacˇe. Ten totizˇ mu˚zˇe neˇktere´
navhodne´ za´pisy zjednodusˇit a zefektivnit.
3. U´rovenˇ prˇekladu zdrojove´ho ko´du, tedy jeho automatizovane´ho prˇevodu do
ko´du strojove´ho. Na te´to u´rovni je mı´ra optimalizace da´na nastaven´ım opti-
maliza´toru i prˇekladacˇe a jejich kvalitou.
4. U´rovenˇ asembleru, kde za´lezˇ´ı opeˇt na
”
umu“ programa´tora a hloubce jeho
znalost´ı dane´ho mikroprocesoru, p´ıˇse-li ovsˇem prˇ´ımo v asembleru. Pokud p´ıˇseme
jen ve vysˇsˇ´ım jazyce, jako je C, nema´me te´meˇrˇ zˇa´dne´ mozˇnosti tento stupenˇ
optimalizace ovlivnit. (Vy´jimkou jsou tzv. prˇeddefinovane´ funkce — intrinsics,
popsane´ v kapitole 2.2.13.)
Plat´ı, zˇe prvn´ı dva stupneˇ jsou prakticky neza´visle´ na pouzˇite´ platformeˇ, pouzˇijeme-
li naprˇ. jazyk C. Trˇet´ı jizˇ mu˚zˇe by´t na r˚uzny´ch platforma´ch mı´rneˇ odliˇsny´. Cˇtvrta´,
nejnizˇsˇ´ı u´rovenˇ optimalizace je u´zce va´za´na na pouzˇity´ hardware a nen´ı tedy prˇeno-
sitelna´. Pro dosazˇen´ı v pozˇadovane´m smeˇru (viz da´le) maxima´lneˇ efektivn´ıho ko´du
je trˇeba veˇnovat optimalizaci kazˇde´ u´rovneˇ na´lezˇitou pozornost. Tato kapitola je da´le
zhruba cˇleneˇna pra´veˇ podle u´rovneˇ optimalizace.
C´ıle optimalizace algoritmu mohou by´t r˚uzne´ v za´vislosti na vlastnostech pou-
zˇite´ho mikroprocesoru, velikost´ı pameˇt´ı, a hlavneˇ pozˇadavc´ıch na vy´sledny´ ko´d.
Mu˚zˇeme je rozdeˇlit na neˇkolik za´kladn´ıch c´ıl˚u:
• Vysoka´ rychlost algoritmu je zrˇejmeˇ nejcˇasteˇjˇs´ım c´ılem optimalizace. Zvla´sˇteˇ
v prˇ´ıpadeˇ algoritmu˚, jezˇ jsou opakovaneˇ vykona´va´ny.
• Mala´ velikost algoritmu je pozˇadova´na v prˇ´ıpadeˇ, zˇe jsme omezeni velikost´ı
pameˇti programu. Maly´ program je vsˇak cˇasto i rychlejˇs´ı nezˇ rozsa´hla´ aplikace.
• Male´ na´roky na pameˇt’ dat jsou nejen v prˇ´ıpadeˇ rˇ´ıdic´ı elektroniky v´ıta´ny.
I u modern´ıch stoln´ıch pocˇ´ıtacˇ˚u s operacˇn´ı pameˇt´ı rˇa´du GB, je zˇa´douc´ı s pameˇt´ı
sˇetrˇit, protozˇe algoritmus, ktery´ s pameˇt´ı ply´tva´, je cˇasto i pomalejˇs´ı, nezˇ al-
goritmus, ktery´ s n´ı sˇetrˇ´ı.
• Velka´ prˇesnost vy´pocˇt˚u je specificky´m pozˇadavkem, ktery´ patrˇ´ı sp´ıˇse do oblasti
matematicky´ch knihoven a SW pro osobn´ı pocˇ´ıtacˇe. Urcˇita´ prˇesnost vy´pocˇt˚u
matematicky´ch funkc´ı (goniometricke´ funkce, odmocnina, logaritmus, ale i deˇ-
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len´ı a podobneˇ) je ale zapotrˇeb´ı v kazˇde´ aplikaci. Mu˚zˇeme rˇ´ıci, zˇe prˇesneˇjˇs´ı
algoritmy jsou vy´pocˇetneˇ, tedy i cˇasoveˇ nebo pameˇt’oveˇ na´rocˇneˇjˇs´ı.
Jak je videˇt, jsou spolu jednotlive´ c´ıle do velke´ mı´ry sva´za´ny. Dobrou optimalizac´ı
cˇasto zpocˇa´tku dosa´hneme zlepsˇen´ı v´ıce, prˇ´ıpadneˇ i vsˇech, parametr˚u. To vsˇak plat´ı
jen do urcˇite´ meze, od ktere´ dosa´hneme zlepsˇen´ı jednoho parametru na u´kor jine´ho
nebo i vsˇech zby´vaj´ıc´ıch. Naprˇ´ıklad veˇtsˇ´ıho zrychlen´ı programu neˇkdy dosa´hneme
pouze za cenu podstatne´ho zveˇtsˇen´ı jeho velikosti a sn´ızˇen´ı prˇesnosti.
Algoritmy pro rˇ´ızen´ı vy´konove´ elektroniky, jejichzˇ optimalizac´ı se tato pra´ce
zaby´va´, musej´ı by´t v prvn´ı rˇadeˇ co nejrychlejˇs´ı. Jake´koliv zpozˇdeˇn´ı mu˚zˇe mı´t za
na´sledek hava´rii cele´ho zarˇ´ızen´ı, cˇasto je proto i snahou psa´t takove´ algoritmy, je-
jichzˇ doba trva´n´ı je prˇedem definovana´ a nejle´pe konstantn´ı. Z omezeny´ch zdroj˚u
pouzˇ´ıvany´ch vy´pocˇetn´ıch syste´mu˚ vyply´vaj´ı omezen´ı mozˇne´ velikosti programu i dat.
Nejcˇasteˇji by´vaj´ı tyto syste´my schopne´ vy´pocˇt˚u pouze s pevnou rˇa´dovou cˇa´rkou z
cˇehozˇ vyply´vaj´ı mozˇne´ proble´my s prˇesnost´ı, rozsahem promeˇnny´ch a tedy i vy´pocˇt˚u.
V za´veˇru kapitoly jsou kra´tce shrnuty neprˇ´ıznive´ jevy, ktere´ s sebou optimalizace
prˇina´sˇ´ı.
2.1 Matematicke´ operace a funkce
Volba spra´vne´ho algoritmu rˇesˇen´ı dane´ho vy´pocˇtu je prvn´ım krokem v optimal-
izaci. Tato cˇa´st pra´ce se pokus´ı popsat cˇa´st za´kladn´ıch algoritmu˚ a jejich vlastnosti.
Neˇktere´ z algoritmu˚ jsou porovna´ny s jejich ekvivalenty z volneˇ dostupne´ matem-
aticke´ knihovny IQmath od Texas Instruments. Ta je urcˇena pro digita´ln´ı signa´love´
kontrole´ry (DSC) rˇady c2000 od te´zˇe spolecˇnosti.
Algoritmy, pouzˇ´ıvane´ v oblasti rˇ´ıdic´ı elektroniky jsou cˇasto zalozˇene´ na neprˇ´ıliˇs
trivia´ln´ıch vy´pocˇtech. Jak bylo uvedeno, je trˇeba, aby tyto vy´pocˇty byly maxima´lneˇ
optimalizovane´ ve smyslu jejich rychlosti. V podstateˇ jaky´koliv vy´pocˇet by bylo
mozˇne´ realizovat pomoc´ı tabulky hodnot, cozˇ je prakticky vyzˇdy nejrychlejˇs´ı. Jej´ı
pameˇt’ova´ na´rocˇnost ale neu´meˇrneˇ roste s pozˇadovanou prˇesnost´ı a rozsahem vs-
tupn´ı promeˇnne´ cˇi promeˇnny´ch. Proto se pouzˇ´ıva´ jen u teˇch funkc´ı, ktere´ jsou velmi
cˇasto pouzˇ´ıva´ny a jej´ı vyuzˇit´ı je vy´razneˇ rychlejˇs´ı v porovna´n´ı s jiny´mi metodami,
naprˇ´ıklad aproximac´ı funkce Taylorovou rˇadou nebo Newtonovou iteracˇn´ı metodou.
V na´sleduj´ıc´ıch cˇa´stech budou rozebra´ny neˇktere´ metody vhodne´ pro vy´pocˇet ob-
vykle pouzˇ´ıvany´ch funkc´ı i za´kladn´ıch operac´ı. Pozornost bude veˇnova´na prˇedevsˇ´ım
algoritmu˚m vhodny´m pro 16- a 32-bitove´ syste´my s pevnou rˇa´dovou cˇa´rkou (fixed
point).
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2.1.1 Desetina´ cˇ´ısla a jejich vyja´drˇen´ı
DSC rˇady c280x pracuj´ı s 32-bitovy´mi a 16-bitovy´mi cely´mi cˇ´ısly, neˇkolik instrukc´ı
pracuje s promeˇnny´mi o rozsahu 64 bit˚u. Za´porna´ cˇ´ısla jsou vyja´drˇena pomoc´ı
druhe´ho doplnˇku. Rozsah cˇ´ısel, ktere´ takto mu˚zˇeme vyja´drˇit, je zrˇejmy´ z tabulky
2.1 Desetina´ cˇ´ısla mu˚zˇeme vyja´drˇit pomoc´ı pevneˇ umı´steˇne´ desetinne´ cˇa´rky, kterou
rozsah datove´ho typu
datovy´ typ od do
unsigned int 0 216 − 1 = 65 535
signed int −215 = -32 768 215 − 1 = 32 767
unsigned long 0 232 − 1 = 4 294 967 296
signed long −231 = -2 147 483 648 231 − 1 = 2 147 483 647
unsigned long long 0 264 − 1 .= 1, 8447 · 1019
signed long long −263 .= 9, 2234 · 1018 263 − 1 .= 9, 2234 · 1018
Tab. 2.1: Rozsah za´kladn´ıch datovy´ch typ˚u
pomyslneˇ umı´st´ıme na takove´ mı´sto v promeˇnne´, abychom zarucˇili, zˇe se promeˇnna´
v cele´m sve´m rozsahu vejde do noveˇ urcˇene´ho rozsahu a za´rovenˇ zajistili dostatecˇnou
prˇesnost vyja´drˇen´ı cˇ´ısla. Naprˇ´ıklad u osmibitove´ promeˇnne´ s pomyslnou desetinnou
cˇa´rkou mezi 3. a 4. bitem (bity cˇ´ıslova´ny zprava od 0 v souladu s mocninou 2 dane´
cifry) vyjadrˇuj´ı jednotlive´ bity na´sleduj´ıc´ı hodnoty.
0xFFQ4 = 2
3 + 22 + 21 + 20 + 2−1 + 2−2 + 2−3 + 2−4 =
= 8 + 4 + 2 + 1 + 0, 5 + 0, 25 + 0, 125 + 0, 0625 =
= 15 + 15/16 = 15, 9375 (2.1)
Z tohoto vid´ıme, zˇe cˇ´ıslo ma´ rozsah 0 azˇ 15,9375 s krokem 0,0625. Vliv umı´steˇn´ı
desetinne´ cˇa´rky na rozsah promeˇnne´ a krok mezi dveˇma sousedn´ımi hodnotami
vyjadrˇuje tabulka 2.1.1. V cele´ pra´ci je pro vyja´drˇen´ı zvolene´ho umı´steˇn´ı mysˇlene´
desetinne´ cˇa´rky pouzˇito tzv.
”
Q“ notace, ktera´ je pouzˇ´ıvana´ mj. i spolecˇnost´ı TI
v jejich dokumentech. Naprˇ. oznacˇen´ı promeˇnne´ jako Q4 ve vy´pocˇtu 2.1 znamena´,
zˇe posledn´ı 4 bity promeˇnne´ jsou jej´ı desetinnou cˇa´st´ı. Pro nejmensˇ´ı krok cˇ´ısla ve
forma´tu Qn tedy plat´ı:
krok = 2−n (2.2)
Tabulka 2.1.1 je pro 16-bitove´ promeˇnne´, krok vsˇak plat´ı i pro promeˇnne´ delˇs´ı
— cˇasto 32-bitove´. Naprˇ´ıklad tabulka hodnot funkce sinus (respektive i kosinus)
v pameˇti ROM DSC je ulozˇena pra´veˇ v signed forma´tu Q30. Ulozˇena´ cˇ´ısla tedy
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mohou naby´vat hodnot 〈





= 〈 − 2; 2) (2.3)
signed unsigned
krok od do1 do1
Q1 0,5 -16 384 16 383 32 767
Q2 0,25 -8 192 8 191 16 383
Q3 0,125 -4 096 4 095 8 191
Q4 0,0625 -2 048 2 047 4 095
Q5 0,03125 -1 024 1 023 2 047
Q6 0,015625 -512 511 1 023
Q7 0,0078125 -256 255 511
Q8 0,00390625 -128 127 255
Q9 0,001953125 -64 63 127
Q10 0,0009765625 -32 31 63
Q11 0,00048828125 -16 15 31
Q12 0,000244140625 -8 7 15
Q13 0,0001220703125 -4 3 7
Q14 0,00006103515625 -2 1 3
Q15 0,000030517578125 -1 0 1
Tab. 2.2: Rozsah a prˇesnost 16-bitovy´ch cˇ´ısel s pevnou rˇa´dovou cˇa´rkou
Scˇ´ıta´n´ı/odecˇ´ıta´n´ı desetinny´ch cˇ´ısel
Scˇ´ıta´n´ı nebo odecˇ´ıta´n´ı cˇ´ısel, ktere´ maj´ı shodneˇ umı´steˇnou pomyslnou desetinnou
cˇa´rku, prova´d´ıme stejneˇ jako scˇ´ıta´n´ı prˇirozeny´ch cˇ´ısel. Pokud vsˇak cˇ´ısla nemaj´ı stejny´
pocˇet desetinny´ch cifer, mus´ıme je pomoc´ı bitovy´ch posun˚u prˇeve´st na stejny´ forma´t.
Ma´me trˇi mozˇnosti, jak postupovat:
1. Prˇeve´st oba scˇ´ıtance na forma´t s nizˇsˇ´ım pocˇtem desetinny´ch cifer, cˇ´ımzˇ
zachova´me cˇ´ıselny´ rozsah vy´sledku a t´ım i omez´ıme mozˇnost prˇetecˇen´ı. Nevy´-
hodou je orˇ´ıznut´ı prˇeby´vaj´ıc´ıch desetinny´ch mı´st prˇesneˇjˇs´ıho scˇ´ıtance a tedy
sn´ızˇen´ı prˇesnosti vy´sledku. Zlepsˇen´ı mu˚zˇeme dosa´hnout zaokrouhlen´ım vy´sledku
podle hodnoty orˇ´ıznute´ cˇa´sti.
1Jsou uvedeny pouze celocˇ´ıselne´ cˇa´sti. Skutecˇne´ nejvysˇsˇ´ı cˇ´ıslo bude rovno soucˇtu uvedene´ho a
cˇ´ısla 1-krok.
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2. Nebo scˇ´ıtance prˇeve´st na forma´t s vysˇsˇ´ım pocˇtem desetinny´ch cifer, cˇ´ımzˇ
zachova´me prˇesnost, avsˇak za cenu sn´ızˇen´ı rozsahu promeˇnne´ a t´ım nebezpecˇ´ı
prˇetecˇen´ı, ktere´ho si mus´ıme by´t veˇdomi.
3. Pouzˇ´ıt kombinaci uvedeny´ch mozˇnost´ı a cˇa´stecˇneˇ zachovat prˇesnost za urcˇite´ho
sn´ızˇen´ı rozsahu vy´sledku oproti scˇ´ıtanci s vysˇsˇ´ım rozsahem.
Pro u´plnost budizˇ rˇecˇeno, zˇe ALU DSC rˇady c2000 umozˇnˇuje namı´sto prˇetecˇen´ı
vy´sledku a nastaven´ı bit prˇenosu (carry) i saturaci promeˇnne´ a nastaven´ı odpov´ıda-
j´ıc´ıho bitu. T´ım se mu˚zˇeme vyhnout neˇktery´m proble´mu˚m spojeny´m s prˇetecˇen´ım,
ale tento stav by prˇesto u dobrˇe napsane´ho programu bud’to neˇmeˇl nastat, nebo mu˚zˇe
by´t i vyuzˇit, jak je tomu v prˇ´ıpadeˇ realizovane´ho programu (viz kapitolu 3.3.2).
Na´soben´ı desetinny´ch cˇ´ısel
Prˇi vyna´soben´ı cˇ´ısla A forma´tu Qa a B forma´tu Qb dostaneme vy´sledek C forma´tu
Qc. Plat´ı, zˇe
c = a+ b (2.4)
Toho se da´ vyuzˇ´ıt (jak je uka´za´no na realizovane´m programu v kapitole 3.3.2) tak,
zˇe zvol´ıme forma´t 16-bitovy´ch cˇ´ısel A a B tak, aby soucˇet 2.4 byl naprˇ´ıklad 16.
Potom ma´me ve vysˇsˇ´ım sloveˇ vy´sledku prˇ´ımo jeho celocˇ´ıselnou cˇa´st a v nizˇsˇ´ım cˇa´st
desetinnou.
Deˇlen´ı desetinny´ch cˇ´ısel
Pro vy´sˇe uvedene´ promeˇnne´ plat´ı prˇi A/B = C pro forma´t vy´sledku Qc
c = b− a. (2.5)
Bude-li a > b, vyjde na´m c < 0, cozˇ znamena´, vy´sledek deˇlen´ı je vlastneˇ roven
C · 2−c.
Mocnina, odmocnina
Cˇtverec promeˇnne´ A je vlastneˇ A ·A, tedy forma´t vy´sledku bude Q(a+a). Pro n-tou
mocninu A tedy Q(n · a). Podobneˇ pro n-tou odmocninu plat´ı
n
√
A · 2−a = n
√
A · 2−a/n. (2.6)
2.1.2 Za´kladn´ı operace
Za´kladn´ı matematicke´ operace s vy´jimkou deˇlen´ı (a neˇkdy i na´soben´ı) je schopna´
rychle vykona´vat aritmeticko-logicka´ jednotka (ALU) dane´ho mikroprocesoru. V
prˇ´ıpadeˇ, zˇe na´m naprˇ´ıklad nestacˇ´ı rozsah cˇ´ısel se ktery´mi ALU pocˇ´ıta´, jsme i v jejich
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prˇ´ıpadeˇ nuceni realizovat vy´pocˇet programoveˇ. ALU DSC rˇady c2000 pracuje se
signed i unsigned cˇ´ısly v rozsahu 32 bit˚u, prˇicˇemzˇ saturaci a bitove´ posuvy je
mozˇne´ prova´deˇt i s promeˇnny´mi de´lky 64 bit˚u (typ long long).
V prˇ´ıpadeˇ deˇlen´ı jsme obvykle odka´za´ni na softwarove´ rˇesˇen´ı. Dı´ky tomu je
znacˇna´ snaha se deˇlen´ı vyhnout pomoc´ı jiny´ch operac´ı.
Scˇ´ıta´n´ı, odecˇ´ıta´n´ı
Scˇ´ıta´n´ı je v ALU realizova´no bina´rn´ımi scˇ´ıtacˇkami. Rodina c2000 disponuje 32-
bitovou scˇ´ıtacˇkou. V prˇ´ıpadeˇ pozˇadavku scˇ´ıta´n´ı cˇ´ısel veˇtsˇ´ıho rozsahu, mus´ıme secˇ´ıst
nejdrˇ´ıve nejnizˇsˇ´ıch 32 bit˚u scˇ´ıtanc˚u a da´le secˇ´ıtat vysˇsˇ´ı 32-bitove´ rˇa´dy plus prˇ´ıpadny´
prˇenos z rˇa´d˚u nizˇsˇ´ıch — v asembleru instrukc´ı ADDCL, v C pomoc´ı prˇeddefinovane´
funkce long __addcu(long, unsigned int); nebo pouzˇ´ıt pro vy´sledek typ long
long. Pro aplikace, kde potrˇebujeme scˇ´ıtat nebo odecˇ´ıtat veˇtsˇ´ı mnozˇstv´ı cˇ´ısel male´ho
rozsahu (naprˇ. 4 8-bitova´ cˇ´ısla), mu˚zˇeme ulozˇit tyto cˇ´ısla do jednoho 32-bitove´ho
dvouslova a scˇ´ıta´n´ı/odecˇ´ıta´n´ı prova´deˇt se vsˇemi cˇ´ısly najednou. Je vsˇak zapotrˇeb´ı
zajistit, aby nemohl nastat prˇenos z ktere´hokoli bajtu do bajtu vysˇsˇ´ıho. Podle [7,
kap. 2-17] mu˚zˇeme napsat ko´d pro soucˇet s = x+y s osˇetrˇen´ım prˇetecˇen´ı na´sledovneˇ:
s = (x ∧ 0x7F7F7F7F) + (y ∧ 0x7F7F7F7F)
s = ((x⊕ y) ∧ 0x80808080)⊕ s (2.7)
A pro odecˇ´ıta´n´ı
s = (x ∨ 0x80808080)− (y ∧ 0x7F7F7F7F)
s = ((x⊕ y) ∨ 0x7F7F7F7F) ≡ s (2.8)
V prˇ´ıpadeˇ, zˇe nemu˚zˇe doj´ıt k prˇetecˇen´ı vy´sledku do vysˇsˇ´ıho bajtu, stacˇ´ı samozrˇejmeˇ
pouhe´ secˇten´ı scˇ´ıtanc˚u.
Na´soben´ı
Rodina c2000 disponuje 32-bitovou na´sobicˇkou, ktera´ pracuje jak se signed, tak
unsigned cˇ´ısly a da´va´ 64-bitovy´ vy´sledek, ulozˇeny´ v registrech ACC (vysˇsˇ´ıch 32
bit˚u) a P (nizˇsˇ´ıch 32 bit˚u). Prˇi na´soben´ı ma´ totizˇ vy´sledek na´soben´ı cˇ´ısela A o de´lce
nA a B o de´lce nB bit˚u ne´lku n = nA+nB. V prˇ´ıpadeˇ, zˇe potrˇebujeme vyna´sobit cˇ´ısla
delˇs´ı nezˇ 32 bit˚u, budeme postupovat podobneˇ, jako prˇi na´soben´ı dvou v´ıceciferny´ch
cˇ´ısel na za´kladn´ı sˇkole. Pouze nezapisujeme vy´sledky na´soben´ı jednotlivy´mi rˇa´dy
na´sobitele, ktere´ bychom posle´ze secˇetli, ale vy´sledky d´ılcˇ´ıch na´soben´ı prˇicˇ´ıta´me ke
konecˇne´mu vy´sledku rovnou s patrˇicˇny´m posunem. Pro na´soben´ı dvou 64-bitovy´ch
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cˇ´ısel A ·B = C by postup vypadal na´sledovneˇ: (indexy znacˇ´ı bity promeˇnne´)
C63−0 = A31−0 ∗B31−0
C95−0 = C63−0 + (A63−32 ∗B31−0) << 32
C96−0 = C95−0 + (A31−0 ∗B63−32) << 32
C127−0 = C96−0 + (A63−32 ∗B63−32) << 64
(2.9)
To vsˇak plat´ı v prˇ´ıpadeˇ na´soben´ı cˇ´ısel typu unsigned, pro cˇ´ısla se zname´nkem je
trˇeba bra´t v u´vahu zname´nka obou promeˇnny´ch. Konkre´tneˇ bychom uvedeny´ postup
zmeˇnili na vyhodnocen´ı zname´nek (jsou-li r˚uzna´, je vy´sledek za´porny´), vyna´soben´ı
absolutn´ıch hodnot obou cˇ´ısel a na´slednou korekci zname´nka vy´sledku.
Pomeˇrneˇ cˇasto vyuzˇ´ıvany´m algoritmem prˇi vy´pocˇtu polynomu˚ druhe´ho a vysˇsˇ´ıho
rˇa´du, je Hornerovo sche´ma. Ma´me polynom n-te´ho stupneˇ zada´n v na´sleduj´ıc´ım
tvaru
P (x) = a0 + a1x+ a2x
2 + . . .+ anx
n, (2.10)
ktery´ mu˚zˇeme postupny´m vyty´ka´n´ım x prˇeve´st na tvar
P (x) = a0 + x ·
(
a1 + x ·
(
a2 + . . . x · (an−1 + an · x)
))
. (2.11)
Prˇi samotne´m vy´pocˇtu potom postupujeme od vnitrˇn´ı za´vorky. Pro vy´pocˇet poly-
nomu v tomoto tvaru je tedy zapotrˇeb´ı prove´st n na´soben´ı a n scˇ´ıta´n´ı, kdezˇto prˇi
vy´pocˇtu polynomu ve tvaru vy´razu 2.10 azˇ (n2 + n)/2 na´soben´ı a n scˇ´ıta´n´ı.
DSC rˇady c2000 maj´ı, stejneˇ jako digita´ln´ı signa´love´ procesory DSP, nav´ıc oproti
beˇzˇny´m µP hardwarovou na´sobicˇku rˇozsˇ´ıˇrenou o tzv. MAC (Multiply and ACcumu-
late) jednotku. Ta kromeˇ na´soben´ı dvou cˇ´ısel jesˇteˇ prˇicˇte vy´sledek k dalˇs´ı promeˇnne´,
to vsˇe beˇhem jednoho instrukcˇn´ıho cyklu. MAC rˇady c2000 podporuje i dveˇ 16-
bitove´ MAC operace beˇhem jednoho instrukcˇn´ıho cyklu prostrˇednictv´ım instrukce
DMAC. Instrukce MAC jsou velmi cˇasto pouzˇ´ıva´ny naprˇ´ıklad v algoritmech cˇ´ıslicove´
filtrace (IIR a FIR filtry, . . . ). Lze je vyuzˇ´ıt take´ prˇi vy´pocˇtu polynomu˚ ve tvaru
vy´razu 2.11.
Na platforma´ch, kde je na´soben´ı pomalejˇs´ı nezˇ sˇcˇ´ıta´n´ı a bitove´ posuny, se cˇasto
realizuje rychle´ na´soben´ı konstantou pra´veˇ pomoc´ı bitovy´ch posun˚u a scˇ´ıta´n´ı. V
prˇ´ıpadeˇ DSC rˇady c2000 bychom vsˇak ky´zˇene´ho efektu nedosa´hli, protozˇe instrukce
na´soben´ı i MAC trva´ pouze jeden instrukcˇn´ı cyklus. Vı´ce o teˇchto metoda´ch najdeme
naprˇ´ıklad v [7].
Deˇlen´ı
Deˇlen´ı je prakticky vzˇdy pomalejˇs´ı nezˇ jine´ za´kladn´ı perace, a to i v prˇ´ıpadeˇ, zˇe je
implementova´no hardwaroveˇ. DSC rˇady c280x vsˇak instrukc´ı deˇlen´ı nedisponuj´ı a je
proto trˇeba se deˇlen´ı vyhnout pouzˇit´ım jine´ho postupu vy´pocˇtu, prˇeve´st jej na jinou
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opearaci nebo, v krajn´ım prˇ´ıpadeˇ, jej implementovat softwaroveˇ. V te´to pra´ci bude
rozebra´na zejme´na druha´ mozˇnost. Prvn´ı totizˇ je plneˇ na d˚uvtipu programa´tora,
zat´ımco softwarova´ implementace je natolik vy´pocˇetneˇ na´rocˇna´, zˇe se pro pouzˇit´ı
v rychly´ch rˇ´ıdic´ıch algoritmech prakticky nehod´ı. V knihovneˇ IQmath (viz [3]) je
definova´na funkce long __IQdiv(long, long);, ktera´ vyuzˇ´ıva´ Newtonovu iteracˇn´ı
metodu deˇlen´ı s pocˇa´tecˇn´ı hodnotou danou tabulkou, ulozˇenou v pameˇti ROM. Tato
funkce trva´ 63 instrukc´ı (podle [3, kap. 5.3]), cozˇ je o dost v´ıce, nezˇ n´ızˇe popsane´
postupy.
Budeme se tedy snazˇit prˇeve´st deˇlen´ı na jinou operaci. Nejjednodusˇsˇ´ım prˇ´ıpadem
je deˇlen´ı konstantou, ktera´ je nav´ıc mocninou 2. Potrˇebujeme-li deˇlit kladnou
konstantou A (pro kterou plat´ı A = 2n), potom stacˇ´ı deˇlenec posunout o n bit˚u
doprava.




Vy´sledek odpov´ıda´ celocˇ´ıselne´mu deˇlen´ı, zbytek je zahozen prˇi bitove´m posunu.
V prˇ´ıpadeˇ, zˇe na´s zaj´ıma´ i desetinna´ cˇa´st vy´sledku, je elegantn´ım rˇesˇen´ım pouze
pohl´ızˇet beˇhem dalˇs´ıch vy´pocˇt˚u na vy´sledek jakoby byl ve forma´tu Qn a nijak jej
neupravovat. Nebo mu˚zˇeme prˇedchoz´ı prˇ´ıstupy spojit, deˇlenec posunout o m bit˚u
doprava (plat´ı m < n) a cˇ´ıslo da´le bra´t jako forma´t Q(n−m). Pro zvy´sˇen´ı prˇesnosti
vy´sledku prˇi jeho posunova´n´ı doprava jej mu˚zˇeme zaokrouhlit. To nejle´pe provedeme
prˇicˇten´ım cˇ´ısla 2m−1 k vy´sledku prˇed jeho posunut´ım o m mı´st doprava.
Pokud potrˇebujeme deˇlit prakticky libovolnou konstantou (jinou nezˇ mocnina
2), prˇevedeme deˇlen´ı na na´soben´ı prˇepocˇ´ıtanou konstantou a na´sledny´ bitovy´ po-
sun vpravo. Soucˇasneˇ mu˚zˇeme vyuzˇ´ıt metod, popsany´ch o odstavec vy´sˇe k z´ıska´n´ı
vy´sledku pozˇadovane´ prˇesnosti. Potrˇebujeme-li naprˇ´ıklad vydeˇlit cˇ´ıslo A ve tvaru Qa
cely´m cˇ´ıslem B = 100, mu˚zˇeme postupovat takto:
C = A · b216/Be = a · b216/100e
C = C >> 16
(2.13)
V souladu s prˇedchoz´ım textem mu˚zˇeme vynechat bitovy´ posuv a s vy´sledkem C
nakla´dat jako s cˇ´ıslem ve forma´tu Qc =Q(a+ 16). Prˇesnost vy´sledku ale nemus´ı by´t











= 655 = 0x028F, (2.14)
ktere´ je zaokrouhlene´. Pro zvy´sˇen´ı prˇesnosti vy´sledku stacˇ´ı, kdyzˇ uprav´ıme konstantu
k tak, aby v bina´rn´ı podobeˇ neobsahovala pocˇa´tecˇn´ı nuly a vy´sledek C bude prˇeneˇjˇs´ı
o takovy´ pocˇet mı´st, kolik nul jsme odstranili z k. Naprˇ´ıklad pouzˇita´ konstana 0x028F











= 41943 = 0xA3D7. (2.15)
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Vy´sledek na´soben´ı C = A·k′ je potom roven cˇ´ıslu C = A/B ve forma´tu Q(a+16+6).
Konstantn´ı deˇlitel B mu˚zˇe samozrˇejmeˇ by´t i ve tvaru Qb. Vy´sledny´ pod´ıl C pak
bude ve tvaru Q(c + b). Dı´ky zaokrouhlova´n´ı konstanty je i vy´sledek zaokrouhleny´,
cozˇ mu˚zˇe v neˇktery´ch prˇ´ıpadech (pokud potrˇebujeme naprˇ. zbytek po celocˇ´ıselne´m
deˇlen´ı) by´t proble´m. Potom stacˇ´ı k resp. k′ mı´sto norma´ln´ıho zaokrouhlova´n´ı je-li
B > 1 zaokrouhlit vzˇdy dol˚u, jeli B < 1 zaokrouhlit vzˇdy nahoru.
V prˇ´ıpadeˇ, zˇe se prˇesto deˇlen´ı promeˇnnou nevyhneme, prˇevedeme deˇlen´ı na
na´soben´ı prˇevra´cenou hodnotou. To se nejcˇasteˇji prova´d´ı pomoc´ı Newtonovy metody
(take´ by´va´ oznacˇova´na jako metoda Newton–Raphsonova nebo metoda tecˇen). Prin-
cip metody je zrˇejmy´ z jej´ıho defincˇn´ıho vztahu
yn+1 = yn − f(yn)
f ′(yn)
, n ≥ 0 (2.16)
kde yn+1 je vy´sledek iterace n+ 1, yn je vy´sledek prˇedchoz´ı iterace, f(yn) je funkce,
jej´ızˇ hodnotu chceme v dane´m bodeˇ x prˇiblizˇneˇ zjistit a f ′(yn) je jej´ı derivace.
Dosazen´ım f(y) = y−1 − x dostaneme pro n-tou iteraci
yn+1 = yn (2− x · yn) . (2.17)
Rychlost konvergence rˇady je za´visla´ na volbeˇ pocˇa´tecˇn´ıho odhadu y0. Ten se mu˚zˇe
vypocˇ´ıtat naprˇ´ıklad jako rozd´ıl logaritmu˚ deˇlence a deˇlitele (viz prˇ´ıslusˇna´ kapi-
tola o vy´pocˇtu logaritmu˚). T´ım totizˇ z´ıska´me alesponˇ prˇedpola´dany´ rˇa´d vy´sledku.
Prˇ´ıpadneˇ mu˚zˇeme vyuzˇ´ıt tabulku pocˇa´tecˇn´ıch hodnot, kterou t´ımto meziva´y´sledkem
indexujeme. Pro volbu pocˇa´tecˇn´ıho odhadu je mozˇne´ take´ vyuzˇ´ıt program popsany´
v prˇ´ıloze B.
2.1.3 Goniometricke´ funkce
Vy´pocˇet goniometricky´ch funkc´ı lze opeˇt rˇesˇit neˇkolika zp˚usoby. Zvolen´ı konkre´tn´ıho
postupu je v prˇ´ıpadeˇ rˇ´ıdic´ıch algoritmu˚ da´no pozˇadavky na maxima´ln´ı rychlost,
prˇesto vsˇak co mozˇna´ nejmensˇ´ı velikost a za´rovenˇ dostatecˇnou prˇesnost. To jsou
ale pozˇadavky znacˇneˇ protich˚udne´ a konecˇne´ rˇesˇen´ı je tedy vzˇdy kompromisem.
Pokud bychom nepozˇadovali co nejvysˇsˇ´ı rychlost algoritmu, zvol´ıme zrˇejmeˇ aproxi-
















+ . . . (2.18)
Uvedeny´ polynom 7. stupneˇ ma´ na rozsahu −1 < x < 1 chybu jen 0,003%. Ta
se vsˇak da´le zvysˇuje se cˇtvercem x, takzˇe pro prˇesny´ vy´pocˇet bychom potrˇebovali
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bud’to zvy´sˇit stupenˇ polynomu nebo vyuzˇ´ıt periodicity funkce sinus a symetrie jej´ıho
pr˚ubeˇhu podle osy x. Stacˇilo by na´m tedy zna´t hodnoty pouze prv´ı cˇtvrtperiody a pro
ostatn´ı u´hly vyuzˇ´ıt teˇchto vlatnost´ı. Podobneˇ mu˚zˇeme vyuzˇ´ıt Taylorova polynomu















+ . . . (2.19)
V rˇ´ıdic´ıch algoritmech je ale rychlost prioritou a proto se vy´pocˇty goniomet-
ricky´ch funkc´ı prova´deˇj´ı pomoc´ı tabulky hodnot. Pozˇadujeme-li vysokou prˇesnost
vy´sledku, mu˚zˇeme aproximovat hodnoty dane´ tabulkou. V nejjednodusˇsˇ´ım prˇ´ıpadeˇ
linea´rn´ı aproximac´ı, chceme-li jesˇteˇ vysˇsˇ´ı prˇesnost, pak pomoc´ı slozˇiteˇjˇs´ıch aproxi-
mac´ı na za´kladeˇ v´ıce hodnot. Da´le bude v te´to cˇa´sti pra´ce zhodnoceno neˇkolik metod
vy´pocˇtu funkce sinus, ktera´ je velmi cˇasto pouzˇ´ıva´na. Uvedene´ postupy je mozˇne´
aplikovat i na mnohe´ jine´ funkce.
Tabulka hodnot
Tabulku hodnot funkce mu˚zˇeme rˇesˇit dveˇma zp˚usoby, z nichzˇ kazˇdy´ ma´ sve´ vy´hody
i nevy´hody, ktere´ budou da´le rozvedeny. Pocˇet hodnot tabulky vol´ıme obvykle roven
mocnineˇ 2, aby bylo mozˇne´ tabulku jednodusˇe indexovat a prˇi vhodne´ normalizaci
indexu t´ım za´rovenˇ zamez´ıme mozˇny´m chyba´m prˇi prˇekrocˇen´ı rozsahu tabulky.
1. Prostou tabulkou hodnot funkce. Graf, odpov´ıdaj´ıc´ı jej´ım hodnota´m prˇi de´lce
tabulky 32 hodnot, zna´zornˇuje obra´zek 2.1.
2. Tabulkou hodnot, ktere´ odpov´ıdaj´ı aritmeticke´mu pr˚umeˇru hodnoty prˇ´ıslusˇ´ı-
c´ımu aktua´ln´ımu a na´sleduj´ıc´ımu indexu tabulky. Jej´ı podobu ilustruje graf na
obra´zku 2.2.
Hodnoty tabulky T1 tedy budou pro vsˇechny indexy a tabulky funkce sinus o de´lce





















Na grafech 2.1 a 2.2 jsou vyneseny i chyby ∆ pouzˇity´ch tabulek, pro ktere´ plat´ı
∆(a) = Tx(a%n)− sin(a) (2.22)
kde symbol % vyjadrˇuje celocˇ´ıselne´ deˇlen´ı. Z pr˚ubeˇhu chyb je zrˇejme´, zˇe tabulka
T2 poskytuje hodnoty s te´meˇrˇ polovicˇn´ı chybou oproti tabulce T1. Maximum chyby
∆max se u obou tabulek bl´ızˇ´ı hodnoteˇ
∆max = max












Obr. 2.1: Graf funkce sinus a jej´ı tabelace prvn´ıho typu vcˇetneˇ chyby tabelace.
Da´le z graf˚u vid´ıme, zˇe chyba se zveˇtsˇuje se strmost´ı funkce, tedy s velikost´ı jej´ı
derivace. V mı´stech, kde je zada´vac´ı funkce nejstrmeˇjˇs´ı, je nejvysˇsˇ´ı i diference odpo-
v´ıdaj´ıc´ıch hodnot tabulky. Naopak ve vrcholech funkce sinus, kdy se jej´ı derivace
bl´ızˇ´ı 0, jsou chyby obou tabulek nejnizˇsˇ´ı. Mu˚zˇeme tedy prˇ´ımo vycˇ´ıslit chybu tabulky

































Skutecˇna´ maxima´ln´ı chyba se bude limitneˇ bl´ızˇit ∆max tak, jak se bude rea´lny´ u´hel




Vy´razne´ho zmensˇen´ı chyb uvedeny´ch tabulek dosa´hneme pouzˇit´ım aproximace hod-
not, ktere´ jsou mezi libovolny´mi dveˇma indexy tabulky. Nejjednodusˇsˇ´ı je linea´rn´ı
aproximace, ktera´ spocˇ´ıva´ v proste´m prolozˇen´ı sousedn´ıch hodnot tabulky prˇ´ımkou.
Jej´ı obecny´ vztah ma´ tvar
ya = y0 + (xa − x0) · y1 − y0
x1 − x0 , (2.25)
kde y0 = f(x0), y1 = f(x1) jsou hodnoty, mezi ktery´mi povede aproximacˇn´ı prˇ´ımka a
ya je aproximovana´ hodnota v bodeˇ xa. Deˇlen´ı se nasˇteˇst´ı v nasˇem prˇ´ıpadeˇ vyhneme,












Obr. 2.2: Graf funkce sinus a jej´ı tabelace druhe´ho typu vcˇetneˇ chyby tabelace.
-1, postupujeme-li od konce tabulky). Vztah 2.26 se tedy zjednodusˇsˇ´ı na
ya = y0 · (1− xa + x1) + y1 · (xa − x1). (2.26)
Je zrˇejme´, zˇe linea´rn´ı aproximace nema´ smysl pro tabulku T2. Dosˇlo by totizˇ k







Pouzˇijeme tedy tabulku T1. Z principu linea´rn´ı aproximace je videˇt, zˇe se bude od
hodnot aproximovane´ funkce nejv´ıce odchylovat v teˇch cˇa´stech pr˚ubeˇhu, ktere´ jsou
nejv´ıce vzda´leny od linea´rn´ıho. V prˇ´ıpadeˇ funkce sinus i kosinus jsou to jejich extre´my
v bodech pi/2 +kpi resp. kpi. Naopak v bodech, kdy je hodnota teˇchto funkc´ı limitneˇ
bl´ızka´ nule je mu˚zˇeme povazˇovat za linea´rn´ı, a chyba aproximace je tedy minma´ln´ı.
To vid´ıme i z pr˚ubeˇhu chyby na grafu 2.4.
Knihovna IQmath poskytuje k pouzˇit´ı goniometricke´ funkce sinus a kosinus,
prˇicˇemzˇ obeˇ maj´ı cˇa´st tabulky hodnot spolecˇnou. Je to cˇa´st mezi indexy 128 azˇ 512,
ktere´ odpov´ıdaj´ı rozsahu <pi/2; 2pi> pro funkci sin a <0;3pi/2> pro kosinus. Jejich
vlastnosti shrnuje na´sleduj´ıc´ı tabulka. Vid´ıme, zˇe rychlost 46 (resp. 44) instrukcˇn´ıch
cykl˚u nen´ı vzhledem k dosazˇene´ prˇesnosti mala´. Prˇesnost 30 bit˚u je vsˇak v rˇ´ıdic´ıch al-
goritmech zrˇ´ıdkakdy nutna´. Vzˇdyt’ naprˇ´ıklad PWM modula´tor, pro ktery´ se pocˇ´ıtaj´ı
hodnoty v da´le uvedene´m programu, pracuje s hodnotami v rozsahu <0;1666>.
To nen´ı ani cely´ rozsah 12-bitove´ promeˇnne´. Je tedy nasnadeˇ, zˇe popsana´ linea´rn´ı





















Obr. 2.3: Detail linea´rn´ı aproximace sin(a) mezi indexy a = 32 a 33 tabulky T1
rychlost prˇesnost velikost
funkce instr. cykly bity 16-bitova´ slova
__IQsin 46 30 49
__IQcos 44 30 47
Tab. 2.3: Goniometricke´ funkce knihovny IQmath. Funkce maj´ı jeden parametr typu
long a vrac´ı typ long ve tvaru dane´m opeˇt pouzˇitou promeˇnnou (viz [3]).
2.1.4 Cyklometricke´ funkce
Inverzn´ı funkce k funkc´ım goniometricky´m, funkce cyklometricke´, by´vaj´ı v prˇ´ıpadeˇ
porˇeby pocˇ´ıta´ny podobneˇ, jak bylo uvedeno v prˇedcha´zej´ıc´ı cˇa´sti na prˇ´ıkladu funkce





Je vyuzˇ´ıva´na naprˇ´ıklad prˇi transformac´ıch sourˇadnic pro vy´pocˇet u´hlu vektoru z















+ . . . (2.29)
Mu˚zˇeme se take´ setkat s funkc´ı arctg2(x, y), jej´ımzˇ vy´sledkem je u´hel v radia´nech,
ktere´ sv´ıra´ osa x s bodem x, y (vrchol u´hlu je v pocˇa´tku — bodeˇ 0, 0). Pro y > 0
















Obr. 2.4: Linea´rn´ı aproximace sin(a) mezi hodnotami tabulky T1 s vy´slednou chybou
(vynesena na vedlejˇs´ı osu y). Pr˚ubeˇh funkce sin(a) (tecˇkovaneˇ) je prˇekryt aproxi-
movany´m pr˚ubeˇhem (cˇervena´ plna´ cˇa´ra), od ktere´ho se jen ma´lo liˇs´ı.
takto
arctg 2(x, y) =

arctg(y/x) x > 0
pi + arctg(y/x) y ≥ 0, x < 0
−pi + arctg(y/x) y < 0, x < 0
pi/2 y > 0, x = 0
−pi/2 y < 0, x = 0
nedefinova´no y = 0, x = 0
. (2.30)
Mu˚zˇeme take´ postupovat pomoc´ı vzorc˚u pro polovicˇn´ı u´hel funkce tangens
arctg 2(x, y) = 2 arctg
y√
x2 + y2 + x
= 2 arctg
√
x2 + y2 − x
y
. (2.31)
V knihovneˇ IQmath jsou definova´ny funkce arcsin, arccos, arctg a arctg2 (ta ma´
2 parametry — de´lky odveˇsen — a vrac´ı de´lku prˇepony pomyslne´ho pravou´hle´ho
troju´heln´ıku). Funkce a jejich vlastnosti jsou shrnuty v na´sleduj´ıc´ı tabulce.
2.1.5 Odmocnina
Je nejcˇasteˇji pocˇ´ıta´na pomoc´ı Newtonovy iteracˇn´ı metody, popsane´ v za´veˇru cˇa´sti
zaby´vaj´ıc´ı se deˇlen´ım. Pro vy´pocˇet odmocniny budeme rˇesˇit funkci y2 − x = 0 pro












funkce instr. cykly bity 16-bitova´ slova
__IQasin 154 — 82
__IQacos 170 — 93
__IQatan 109 25 123
__IQatan2 109 26 123
Tab. 2.4: Cyklometricke´ funkce knihovny IQmath. Funkce maj´ı jeden parametr typu
long (resp. 2 u IQatan2) a vrac´ı typ long ve tvaru dane´m opeˇt pouzˇitou promeˇnnou
(viz [3]).
Pro dosazˇen´ı konvergence je (zvla´sˇteˇ v prˇ´ıpadeˇ pouzˇit´ı celocˇ´ıselne´ matematiky) za-
potrˇeb´ı vhodneˇ volit pocˇa´tecˇn´ı odhad y0. K tomu mu˚zˇe napomoci program, jehozˇ
zdrojovy´ ko´d je uveden v prˇ´ıloze B, kde jsou i dalˇs´ı informace o pouzˇit´ı tohoto
programu a jeho mozˇnostech. Prˇi vhodne´ volbeˇ pocˇa´tecˇn´ıho odhadu stacˇ´ı i jedina´
iterace pro z´ıska´n´ı odmocniny s prˇesnost´ı lepsˇ´ı nezˇ 0,2%, ale rozsah pocˇa´tecˇn´ıch
hodnot, pro ktere´ toto plat´ı, je tak maly´, zˇe se veˇtsˇ´ımu pocˇtu iterac´ı nevyhneme.
Hlavn´ı nevy´hodou je zde ale nutnost deˇlen´ı promeˇnnou yn.
Dalˇs´ı mozˇnost´ı vy´pocˇtu odmocniny, ktera´ nevyzˇaduje deˇlen´ı, je pouzˇ´ıt metodu
p˚ulen´ı interval˚u. V kazˇde´ iteraci postupujeme na´sledovneˇ
a = a >> 1
y =
 y + a pro y2 < xy − a pro y2 > x , (2.33)
kde a je pocˇa´tecˇn´ı odhad, ktery´ zvol´ıme nejcˇasteˇji jako polovinu maxima´ln´ıho vy´sledku,
y je vy´sledny´ odhad odmocniny po n-te´ iteraci a x je odmocnˇovane´ cˇ´ıslo. Je evi-
dentn´ı, zˇe s kazˇdou iterac´ı se zvy´sˇ´ı prˇesnost vy´sledku o jeden rˇa´d.
Knihovna IQmath nab´ız´ı funkci long __IQsqrt(long);, ktera´ pocˇ´ıta´ pomeˇrneˇ
prˇesneˇ (s prˇesnost´ı na 29 bit˚u podle [3, str. 26]) odmocninu. Tato funkce vyuzˇ´ıva´
pro pocˇa´tecˇn´ı odhad Newtonovy metody tabulku hodnot v ROM pameˇti. Podle [3,
str. 26] trva´ 63 instrukcˇn´ıch cykl˚u a jej´ı velikost je 66 slov.
2.1.6 Inverzn´ı odmocnina
Prˇevra´cena´ hodnota odmocniny se nejcˇasteˇji pocˇ´ıta´ Newtonovou iteracˇn´ı metodou.










Pro dosazˇen´ı konvergence je (zvla´sˇteˇ v prˇ´ıpadeˇ pouzˇit´ı celocˇ´ıselne´ matematiky) za-
potrˇeb´ı vhodneˇ volit pocˇa´tecˇn´ı odhad y0. K tomu mu˚zˇe napomoci program, jehozˇ
zdrojovy´ ko´d je uveden v prˇ´ıloze B, kde jsou i dalˇs´ı informace o pouzˇit´ı tohoto
programu a jeho mozˇnostech. Prˇi vhodne´ volbeˇ pocˇa´tecˇn´ıho odhadu stacˇ´ı i jedina´
iterace pro z´ıska´n´ı odmocniny s prˇesnost´ı lepsˇ´ı nezˇ 0,2%.
V knihovneˇ IQmath najdeme funkci long __IQisqrt(long);, ktera´ pocˇ´ıta´ in-
verzn´ı odmocninu s podobny´mi vy´sledky, jako prˇedchoz´ı funkce pro vy´pocˇet odmoc-
niny. Vyuzˇ´ıva´ take´ tabulku hodnot v ROM pameˇti pro pocˇa´tecˇn´ı odhad, trva´ 64
instrukcˇn´ıch cykl˚u, jej´ı prˇesnost je take´ 29 bit˚u a velikost 69 slov [3, str. 26].
2.1.7 Logaritmus
Logaritmus je opeˇt nejcˇasteˇji pocˇ´ıta´ Newtonovou iteracˇn´ı metodou. Pro logaritmus
o za´kladu 2 f(yn) = 2
x − a plat´ı









Zaj´ımave´ je, zˇe metoda konverguje (podle [7]) i prˇi zokrouhlen´ı 1/ ln 2
.
= 1, 4427
na 1 cˇi 2. Konvergence se t´ım ale zpomal´ı. Logaritmus o za´kladu 2 vrac´ı cˇ´ıslo
shodne´ s pocˇtem bit˚u logaritmovane´ho cˇ´ısla x. DSC rodiny c2000 maj´ı instrukci
CSB ACC, ktera´, jak uva´d´ı [1, str. 240], zjist´ı prˇ´ımo pocˇet stejny´ch u´vodn´ıch bit˚u
(postupuje od nejvy´znamneˇjˇs´ıch bit˚u, tedy zleva), odecˇte 1 a vy´sledek ulozˇ´ı do
registru T. Tato instrukce je pra´veˇ vyuzˇ´ıva´na knihovnou IQmath k indexaci tab-
ulek pocˇa´tecˇn´ıch odhad˚u neˇktery´ch funkc´ı, k cˇemuzˇ se tato instrukce velmi hod´ı. V
prˇ´ıpadeˇ psan´ı ko´du pro architekturu, ktera´ podobnou funkc´ı nedisponuje, lze nale´zt
neˇkolik jednoduchy´ch a pomeˇrneˇ rychly´ch algoritmu˚ (102˜0 za´kladn´ıch instrukc´ı) k
jej´ımu nahrazen´ı v [7, kap. 5].
Kinhovna IQmath zˇa´dnou funkci k vy´pocˇtu logaritmu neobsahuje.
2.2 Optimalizace zdrojove´ho ko´du
Jak jizˇ bylo rˇecˇeno, u´kolem optimalizace je zefektivneˇn´ı generovane´ho strojove´ho1
ko´du. V kompilovany´ch vysˇsˇ´ıch programovac´ıch jazyc´ıch, mezi neˇzˇ C patrˇ´ı, odpov´ıda´
za prˇeklad zdrojove´ho ko´du do asembleru2 dane´ho procesoru kompila´tor (prˇekladacˇ).
1Strojovy´ ko´d je bina´rn´ı reprezentac´ı instrukc´ı dane´ho mikroprocesoru, na za´kladeˇ ktere´ mikro-
procesor ko´d vykona´va´.
2Asembler, take´ nazy´vany´ jazyk symbolicky´ch instrukc´ı, je prˇehledny´m za´pisem instrukc´ı pro-
cesoru, rozsˇ´ıˇreny´ o symbolicke´ za´pisy adres, konstant, promeˇnny´ch, na´veˇsˇt´ı, makra a jine´ veˇci,
usnadnˇuj´ıc´ı za´pis programu. Jedna instrukce v asembleru odpov´ıda´ jedne´ strojove´ instrukci (ale
jej´ı trva´n´ı mu˚zˇe by´t delˇs´ı nezˇ jeden strojovy´ cyklus). Asembler je i program, zajiˇst’uj´ıc´ı prˇeklad
ko´du v asembleru do strojove´ho ko´du.
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U´rovenˇ kompila´toru a jeho optimalizacˇn´ıch schopnost´ı je tedy rozhoduj´ıc´ı a jeho
vy´beˇru je dobre´ veˇnovat na´lezˇitou pozornost. Pro platformy jako x86, x86 64, Pow-
erPC, ARM, SPARC a jine´, patrˇ´ı bezesporu mezi sˇpicˇku open source3 prˇekladacˇ
GCC. Da´le existuje mnozˇstv´ı komercˇn´ıch prˇekladacˇ˚u, jejichzˇ pouzˇit´ı se v prˇ´ıpadeˇ
neˇktery´ch mikroprocesor˚u (jako jsou naprˇ´ıklad pra´veˇ neˇktere´ DSC Texas Instru-
ments) nevyhneme.
S optimalizac´ı zacˇ´ına´me u (zat´ım neoptimalizovane´ho) ko´du, ktery´ postupneˇ
uravujeme k dosazˇen´ı zlepsˇen´ı pozˇadovane´ho parametru. Pomoc´ı simula´toru, emula´-
toru nebo proste´ho secˇten´ı strojovy´ch cykl˚u (respektive odecˇten´ı pocˇa´tecˇn´ı od kon-
cove´ adesy prˇi optimalizaci velikosti) vygenerovane´ho strojove´ho ko´du zjist´ıme jake´ho
zlepsˇen´ı jsme dosa´hli. Je-li vy´sledek postacˇuj´ıc´ı, nen´ı dalˇs´ı optimalizace nutna´ a
mu˚zˇeme ji tedy ukoncˇit.
Da´le jsou uvedeny r˚uzne´ metody optimalizace v jazyce C. Porˇad´ı jejich aplikace
mu˚zˇe by´t v r˚uzny´ch prˇ´ıpadech odliˇsne´, za´lezˇ´ı na postupu programa´tora. Vy´sledna´
optimalizace je prakticky vzˇdy kombinac´ı neˇkolika nebo i vsˇech uvedeny´ch postup˚u.
Samozrˇejmost´ı je, zˇe programa´tor nejprve provede rozbor mozˇny´ch rˇesˇen´ı proble´mu
a zvol´ı nejlepsˇ´ı mozˇne´ rˇesˇen´ı.
2.2.1 Datove´ typy
Datove´ typy promeˇnny´ch je trˇeba volit tak, abychom se vyhnuli nutnosti cˇaste´ho
prˇetypova´n´ı, ktere´ mu˚zˇe (ale ne vzˇdy mus´ı, v za´vislosti na dane´m prˇ´ıpadeˇ i ar-
chitekturˇe) zp˚usobovat prˇi prˇekladu vkla´da´n´ı dalˇs´ıch instrukc´ı a t´ım jak zveˇtsˇova´n´ı
velikosti ko´du, tak jeho zpomalova´n´ı. Dobry´m pomocn´ıkem zde by´va´ datovy´ typ
union, d´ıky ktere´mu mu˚zˇeme prˇistupovat jak kuprˇ´ıkladu k promeˇnne´ typu long
jako celku nebo jeho polovina´m typu int (resp. unsigned int) kazˇde´ zvla´sˇt’. Zde
je trˇeba mı´t na veˇdomı´, je-li typ signed cˇi unsigned a vyvarovat se tak prˇ´ıpadny´ch
chyb.
Pozornost zaslouzˇ´ı take´ pouzˇit´ı kl´ıcˇove´ho slova volatile, ktere´ zp˚usob´ı, zˇe prˇe-
kladacˇ prˇi optimalizaci nezkop´ıruje obsah takto definovane´ promeˇnne´, obvykle v
ra´mci zrychlen´ı smycˇky, do neˇktere´ho registru procesoru. Vzˇdy se tak vyhodnocuje
aktua´ln´ı hodnota promeˇnne´, tedy i s prˇ´ıpadny´mi zmeˇnami zp˚usobeny´mi obsluhou
prˇerusˇen´ı. Pouzˇit´ı tohoto kl´ıcˇove´ho slova v prˇ´ıpadech, kdy to nen´ı nutne´, zabra´n´ı
prˇekladacˇi v optimalizaci a t´ım mu˚zˇe zpomalit vy´sledny´ ko´d.
3S otevrˇeny´m zdrojovy´m ko´dem, dostupny´ zdarma.
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2.2.2 Prˇeda´va´n´ı parametr˚u
Prˇi vola´n´ı funkc´ı ma´me v C neˇkolik mozˇnost´ı jak jim prˇeda´vat parametry. Je jasne´,
zˇe nejhorsˇ´ı mozˇnost´ı je prˇeda´vat veˇtsˇ´ı mnozˇstv´ı dat (pole, strukturu, rˇeteˇzec a pod.)
hodnotou. T´ım dojde ke zkop´ırova´n´ı dat na za´sobn´ık, cozˇ mu˚zˇe trvat pomeˇrneˇ dlouho
a nav´ıc t´ım ply´tva´me pameˇt´ı dat. V takove´m prˇ´ıpadeˇ je lepsˇ´ı mozˇnost´ı prˇeda´vat
pouze ukazatel na prvn´ı prvek pole nebo datove´ struktury. Dalˇs´ı mozˇnost´ı, ktera´ je
ve sveˇteˇ osobn´ıch pocˇ´ıtacˇ˚u cˇasto povazˇova´na za sˇpatnou s ohledem na modularitu
a rozsˇiˇritelnost software, je pouzˇit´ı globa´ln´ıch promeˇnny´ch. Jejich pouzˇit´ı na´m da´va´
veˇtsˇ´ı prˇehled o na´roc´ıch programu na pameˇt’ dat, protozˇe se parametry neukla´daj´ı na
za´sobn´ık. Zvy´sˇen´ı rychlosti programu, oproti rˇesˇen´ı s prˇeda´va´n´ım parametr˚u hodno-
tou, mu˚zˇeme zaznamenat pouze u funkc´ı s veˇtsˇ´ım pocˇtem parametr˚u (nebo parame-
try, jejichzˇ velikost prˇesahuje mez danou konkre´tn´ı architekturou a prˇekladacˇem), u
ktery´ch t´ım usˇetrˇ´ıme pra´ci se za´sobn´ıkem. Da´le si vyuzˇit´ım globa´ln´ıch promeˇnny´ch
usnadn´ıme pouzˇit´ı inline funkc´ı (viz 2.2.9).
2.2.3 Prˇ´ıma´ vs. neprˇ´ıma´ adresace
Obecneˇ mu˚zˇeme rˇ´ıci, zˇe algoritmy vyuzˇ´ıvaj´ıc´ı promeˇnne´ na prˇedem zna´my´ch adresa´ch,
tedy prˇ´ıme´ adresace, by´vaj´ı rychlejˇs´ı. Za´lezˇ´ı vsˇak na instrukcˇn´ım souboru dane´ ar-
chitektury. Ta totizˇ mu˚zˇe zahrnovat (jako v prˇ´ıpadeˇ DSC rodiny c2000) rezˇimy
adresace, kdy je mozˇne´ beˇhem jedine´ho strojove´ho cyklu prove´st nejen operaci s
operandy dane´ instrukce, ale i inkrementaci/dekrementaci ukazatele — CPU ob-
sahuje i tzv. aritmetickou jednotku adres (v´ıce naprˇ. viz [1, kap. 2.1]). Vhodny´m
pouzˇit´ım neprˇ´ıme´ adresace tedy mu˚zˇeme v neˇktery´ch prˇ´ıpadech (zpracova´n´ı pole
hodnot ve smycˇce a pod.) dosa´hnout zefektivneˇn´ı programu.
2.2.4 Podmı´nky
Dalˇs´ı veˇc´ı, ktera´ si zaslouzˇ´ı pozornost, je za´pis podmı´nek. Je trˇeba zvolit vy´pocˇetneˇ
co mozˇna´ nejjednodusˇsˇ´ı porovna´vany´ vy´raz a zamyslet se nad koncepc´ı prˇ´ıpadny´ch
vnorˇeny´ch podmı´nek. Zvla´sˇteˇ u neˇktery´ch modern´ıch µP, disponuj´ıc´ıch pipeline4,
zp˚usobuje totizˇ kazˇdy´ skok zpomalen´ı beˇhu programu. Z pipeline se totizˇ mus´ı vy-
hodit jizˇ prˇedzpracovane´ instrukce a mus´ı se zacˇ´ıt s deko´dova´n´ım od instrukce na
c´ılove´ adrese skoku. Zde vsˇak opeˇt za´lezˇ´ı na nuanc´ıch pouzˇite´ architektury. Neˇktere´
(naprˇ. ARM) vyuzˇ´ıvaj´ı tzv. delayed branch (spozˇdeˇne´ veˇtven´ı programu), kdy se
zpracuje jesˇteˇ jedna nebo i neˇkolik instrukc´ı po instrukci veˇtven´ı bez ohledu na to,
zda se bude ska´kat jinam cˇi ne. Dı´ky tomu se nemus´ı zahazovat tyto jizˇ zpracova´vane´
4Pipeline umozˇnˇuje paraleln´ı zpracova´n´ı instrukc´ı — v prˇ´ıpadeˇ DSC rodiny c2000 je
osmiu´rovnˇova´ a najednou se tedy mu˚zˇe v r˚uzne´ fa´zi zpracova´n´ı vyskytovat azˇ osm instrukc´ı.
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instrukce z pipeline. Je zrˇejme´, zˇe tohle lze prove´st pouze s instrukcemi, ktere´ by byly
vykona´ny v obou situac´ıch (skok/beˇh bez skoku) a prˇitom jejich prˇesunut´ı neovlivn´ı
vyhodnocen´ı veˇtven´ı. Ani v asemblerovy´ch zdrojovy´ch ko´dech ale nemus´ıme na toto
chova´n´ı bra´t zrˇetel, protozˇe o vhodne´ prˇeskupen´ı instrukc´ı se postara´ asembler sa´m
prˇi prˇekladu do strojove´ho ko´du.
2.2.5 Cykly
Chceme-li dosa´hnout maxima´ln´ı rychlosti programu, je mozˇne´ kratsˇ´ı cykly s kon-
stantn´ım pocˇtem opakova´n´ı rozvinout na proste´ opaova´n´ı teˇla cyklu. T´ım usˇetrˇ´ıme
instrukce skoku, ktere´ patrˇ´ı k cˇasoveˇ na´rocˇneˇjˇs´ım (naprˇ. u ja´dra c28xx jsou 7 resp.
4 strojove´ cykly dlouhe´). Na druhou stranu se t´ım ale mu˚zˇe pomeˇrneˇ znacˇneˇ zveˇtsˇit
velikost vy´sledne´ho ko´du.
Neˇktere´ prˇekladacˇe samy umı´ cykly, u ktery´ch to je mozˇne´ a v dane´m prˇ´ıpadeˇ i
vy´hodne´, rozvinout, vola´me-li je s odpov´ıdaj´ıc´ım prˇep´ınacˇem.
2.2.6 Rekurzivn´ı funkce
Rekurzivn´ı funkce (funkce volaj´ıc´ı samy sebe), jsou cˇasto dobre´ z hlediska u´spory
velikosti programu, avsˇak rychlost vy´sledne´ho ko´du sn´ızˇ´ı a to zejme´na d´ıky velke´mu
pocˇtu vola´n´ı funkce v pomeˇru k
”
uzˇitecˇne´mu“ ko´du a t´ım i znacˇne´ rezˇii prˇi pra´ci se
za´sobn´ıkem. V oblasti rˇ´ıdic´ıch programu˚ se tak s nimi setka´me jen vy´jimecˇneˇ.
2.2.7 Tabulky hodnot
Znacˇne´ho urychlen´ı slozˇiteˇjˇs´ıch matematicky´ch operac´ı dosa´hneme pouzˇit´ım prˇedem
vypocˇteny´ch tabulek hodnot, ktere´ indexujeme secˇten´ım pocˇa´tecˇn´ı adresy tabulky
a vstupn´ı promeˇnne´. Tato metoda je pouzˇita pro vy´pocˇet funkce sinus v prakticke´
cˇa´sti pra´ce. V tomto prˇ´ıpadeˇ spocˇ´ıva´ cely´ vy´pocˇet pouze ve vhodne´m sˇka´lova´n´ı
vstupn´ı promeˇnne´ tak, aby jej´ı hodnota 0 azˇ 512 odpov´ıdala u´hlu 0 azˇ 2pi. Vlastn´ı
zjiˇsteˇn´ı odpov´ıdaj´ıc´ı hodnoty funkce sinus vypada´ narˇ´ıklad takto:
// x = {0;512} odpovı´da´ {0;2*PI}
// sin = {-2^30;2^30} odpovı´da´ {-1;1} - forma´t Q30
const long* const ptr = (long*) 0x3FF000;
long sin = *(ptr + x);
Forma´t ukla´da´n´ı desetinny´ch cˇ´ısel, jako naprˇ´ıklad uvedeny´ Q30, je bl´ızˇe popsa´n v
kapitole 2.1.1.
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Vlastn´ı tabulka je ulozˇena v pameˇti programu. V uvedene´m prˇ´ıkladeˇ byla vyuzˇita
tabulka funkce sinus, ulozˇena´ v pameˇti ROM jizˇ od vy´robce. Pokud chceme vytvorˇit
vlastn´ı tabulku, mu˚zˇe pouzˇity´ ko´d vypadat na´sledovneˇ:
unsigned int tabulka[] = { // prˇevra´cene´ hodnoty ve forma´tu Q15
32768, // 1/2 = 0,5
21845, // 1/3 = 0,33...
16384, // 1/4 = 0,25
13107, // 1/5 = 0,2
...
1040}; // 1/63 = 0,015873
unsigned int div = tabulka[x]; // div = 1/x
2.2.8 Tabulky skok˚u
Dalˇs´ı mozˇne´ zefektivneˇn´ı programu spocˇ´ıva´ ve vyuzˇit´ı v prˇedesˇle´m odd´ıle popsany´ch
tabulek hodnot. Ne vsˇak pro zjiˇst’ova´n´ı hodnot, ale pro adresy blok˚u programu,
na ktere´ se skocˇ´ı v prˇ´ıpadeˇ, zˇe promeˇnna´ (cˇasto uda´vaj´ıc´ı naprˇ´ıklad aktua´ln´ı stav
stavove´ho automatu) ma´ odpov´ıdaj´ıc´ı hodnotu. Tyto tabulky (tzv. switchtables)
vytva´rˇ´ı automaticky i neˇktere´ prˇekladacˇe pro konstrukce typu switch(promeˇnna´){
case n: ... }.
2.2.9 inline funkce
Pouzˇit´ım kl´ıcˇove´ho slova inline u cˇasto volany´ch funkc´ı dosa´hneme vlozˇen´ı jejich
teˇla na vsˇechny mı´sta jejich vola´n´ı. T´ım sice opeˇt znacˇneˇ naroste velikost vy´sledne´ho
ko´du, ale eliminuj´ı se t´ım instrukce vola´n´ı podprogramu, ukla´da´n´ı na´vratove´ adresy
na za´sobn´ık a podobneˇ. Toto rˇesˇen´ı se tedy vyplat´ı prˇedevsˇ´ım u funkc´ı, ktere´ jsou
vola´ny pouze z male´ho pocˇtu mı´st. V opacˇne´m prˇ´ıpadeˇ mu˚zˇe by´t na´r˚ust velikosti
ko´du neu´nosny´.
Samotny´ prˇekladacˇ se prˇi prˇekladu s volbou -o3 (viz kapitolu 2.2.12) mu˚zˇe
u neˇktery´ch funkc´ı rozhodnout, zˇe budou inline. Jestli tak ucˇin´ı, cˇi nikoliv, se
rozhodne na za´kladeˇ pocˇtu vola´n´ı funkce a de´lky jej´ıho ko´du. My mu˚zˇeme ovlivnit
toto rozhodova´n´ı pomoc´ı prˇep´ınacˇe -oivelikost prˇi vola´n´ı prˇekladacˇe z prˇ´ıkazove´ho
rˇa´dku. Je-li parametr velikost roven 0, pak je automaticke´ vkla´da´n´ı funkc´ı vypnuto.
Pokud je velikost cele´ kladne´ cˇ´ıslo, budou vkla´da´ny ty funkce, jejichzˇ soucˇin pocˇtu
vola´n´ı a velikosti (ve slovech) je mensˇ´ı nezˇ dany´ pra´h. Ostatn´ı budou standardneˇ
vola´ny. Existuje vsˇak neˇkolik vy´jimek, ktere´ nebudou nikdy vlozˇeny. Jsou to prˇ´ıpady
pokud:
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1. funkce deklaruje loka´ln´ı static promeˇnnou nebo promeˇnnou typu struct,
union, enum
2. je parametrem funkce promeˇnna´ typu struct, union nebo volatile
3. obsahuje promeˇnnou typu static, volatile
4. ma´ promeˇnny´ pocˇet argument˚u
5. je rekurzivn´ı
6. obsahuje direktivu preprocesoru #pragma
7. vyuzˇ´ıva´ prˇ´ıliˇs za´sobn´ık (ma´ mnoho loka´ln´ıch promeˇnny´ch)
2.2.10 static inline funkce
Jejich efekt je podobny´, jako u inline funkc´ı, ale prˇekladacˇ je vzˇdy vkla´da´ na
pozˇadovana´ mı´sta, bez kontroly uvedeny´ch pravidel. Funkce se tedy chova´ do jiste´
mı´ry jako makro v jazyce C, nav´ıc jsou vsˇak kontrolova´ny typy parametr˚u. Stejneˇ
jako makra se take´ static inline funkce uva´d´ı v hlavicˇkovy´ch souborech. Pokud
chceme program prˇelozˇit bez optimalizac´ı (pro ladeˇn´ı a pod.), mus´ıme pomoc´ı pod-
mı´neˇne´ho prˇekladu zajistit, zˇe bude dostupny´ i standardn´ı ekvivalent dane´ funkce.
K tomu se vyuzˇ´ıva´ symbol preprocesoru _INLINE, ktery´ je definova´n v prˇ´ıpadeˇ, zˇe
kompila´tor bude optimalizovat vy´sledny´ ko´d.
2.2.11 Makra v C
Funkce mu˚zˇeme v jazyce C definovat take´ jako makra pomoc´ı direktivy preproce-
soru #define. Vy´sledny´ efekt je prakticky stejny´ jako v prˇ´ıpadeˇ static inline
funkc´ı. Vy´hodou je, zˇe se vyhneme podmı´neˇne´mu prˇekladu a v neˇktery´ch prˇ´ıpadech
dosa´hneme zvy´sˇen´ı rychlosti ko´du (prˇekladacˇ le´pe optimalizuje pouzˇit´ı jednotlivy´ch
registr˚u — viz [2, kap. 3.3]), nevy´hodou to, zˇe nen´ı prˇi prˇekladu kontolova´no dodrzˇen´ı
odpov´ıdaj´ıc´ıch datovy´ch typ˚u u
”
parametr˚u funkce“. Jednoduchy´ prˇ´ıklad makra pro
soucˇet dvou vektor˚u ve slozˇkove´m tvaru, mu˚zˇe vypadat naprˇ´ıklad takto:
#define vadd(ax,ay,bx,by) {\
(ax) += (bx); \
(ay) += (by);}
2.2.12 Optimalizace prˇekladu
Samotne´ prˇekladacˇe umozˇnˇuj´ı prostrˇednictv´ım r˚uzny´ch parametr˚u prˇ´ıkazove´ rˇa´dky
nastaven´ı u´rovneˇ optimalizace. Obvykle jsou to prˇedevsˇ´ım parametry -o0 azˇ -o3,
jejichzˇ vy´znam je na´sleduj´ıc´ı:
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• -o0 povol´ı optimalizace na u´rovni registr˚u. To zahrnuje na´sleduj´ıc´ı typy opti-
malizac´ı:
– Alokace promeˇnny´ch do volny´ch registr˚u procesoru.
– Odstranˇuje ko´d, ktery´ se nikdy nevykona´. (Podmı´nky typu if(0){} a pod.)
– Kde je to mozˇne´, prˇesune vyhodnocen´ı podmı´nky ukoncˇen´ı smycˇky na
jej´ı konec, cˇ´ımzˇ se usˇetrˇ´ı skok na na´sleduj´ıc´ı instrukci prˇi jej´ım ukoncˇen´ı.
– Zjednodusˇuje vy´razy. Naprˇ´ıklad vy´raz a=(b+2)*2; upav´ı na a=b*2+4;,
je-li to na dane´ platformeˇ vy´pocˇetneˇ jednodusˇsˇ´ı.
– Zefektivnˇuje veˇtven´ı programu ve smyslu sloucˇen´ı nadbytecˇny´ch podmı´nek
a pod. Lepsˇ´ı optimalizace zde mu˚zˇeme dosa´hnout profilova´n´ım ko´du,
kdy se statisticky zjiˇst’uje, ktere´ podmı´nky jsou jak vyhodnocova´ny a
podle vy´sledku se zpeˇtneˇ zoptimalizuje program tak, abychom dosa´hli
minima´ln´ıho mozˇne´ho mnozˇstv´ı skok˚u prˇi beˇhu programu srovnatelne´m
s beˇhem prˇi profilaci.
– Vkla´da´ teˇla inline funkc´ı na mı´sta jejich vola´n´ı, je-li to mozˇne´ (viz kapi-
tola 2.2.9).
• -o1 provede optimalizace na u´rovni blok˚u ko´du. Tedy optimalizace u´rovneˇ -o0
plus:
– Vytva´rˇ´ı loka´ln´ı kopie konstant const.
– Odstranˇuje prˇiˇrazen´ı, ktera´ nemaj´ı v ra´mci dane´ho bloku vy´znam nebo
jsou nadbytecˇna´.
– Sjednot´ı spolecˇne´ cˇa´sti vy´raz˚u dane´ho bloku ko´du a jejich vy´sledek pouzˇije
na mı´sto p˚uvodn´ıch cˇa´st´ı vy´raz˚u.
• -o2 provede optimalizaci na u´rovni funkc´ı. Zahrnuje kroky -o0 i -o1 plus:
– Optimalizuje smycˇky.
– Sjednot´ı spolecˇne´ cˇa´sti vy´raz˚u (jako u -o1), avsˇak globa´lneˇ, ne pouze na
u´rovni dane´ho bloku.
– Odstan´ı prˇiˇrazen´ı, ktera´ nemaj´ı z globa´ln´ıho pohledu vy´znam nebo jsou
nadbytecˇna´.
• -o3 optimalizuje kazˇdy´ soubor jako celek. Zahrnuje vsˇechny prˇedchoz´ı opti-
malizace plus:
– Odstran´ı funkce, ktere´ nejsou nikde vola´ny.
– Zjednodusˇsˇ´ı funkce, jejichzˇ na´vratove´ hodnoty nejsou pouzˇ´ıva´ny. Tedy
uprav´ı je v podstateˇ na tvar void funkce(parametry);.
– Automaticky zmeˇn´ı funkce, ktere´ jsou dostatecˇneˇ male´ na inline (pra´h
porovna´n´ı lze meˇnit prˇep´ınacˇem -oihodnota — v´ıce viz kapitolu 2.2.9 a
na´poveˇdu CCS).
– Zmeˇn´ı porˇad´ı deklarac´ı funkc´ı tak, aby byly zna´my jejich parametry prˇed
t´ım, nezˇ je optimalizova´n ko´d volaj´ıc´ı tyto funkce.
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– V prˇ´ıpadeˇ, zˇe je neˇktery´ z argument˚u funkce prˇi kazˇde´m jej´ım vola´n´ı
stejny´, prˇesune se jeho hodnota do teˇla funkce a ta je pak vola´na bez
tohoto argumentu.
V prˇ´ıpadeˇ, zˇe pouzˇijeme prˇep´ınacˇ -o3, mu˚zˇeme vyuzˇ´ıt i na´sleduj´ıc´ı prˇep´ınacˇe, ktere´
na´m umozˇn´ı dalˇs´ı optimalizaci:
• -onn zaka´zˇe nebo povol´ı vytva´rˇen´ı souboru informac´ı o optimalizaci podle
hodnoty n:
– n = 0: Nevytva´rˇet informacˇn´ı soubor.
– n = 1: Vytva´rˇet informacˇn´ı soubor.
– n = 2: Vytva´rˇet informacˇn´ı soubor se vsˇemi informacemi.
• -pm aplikuje optimalizaci stupneˇ -o3 na cely´ program jako celek. Tedy ne
pouze na kazˇdy´ soubor zvla´sˇt’.
Mu˚zˇe se zda´t, zˇe prˇekladacˇ udeˇla´ optimalizaci ko´du za na´s, to je vsˇak mylne´. Vzˇdy
se vyplat´ı napsat ko´d maxima´lneˇ efektivneˇ a prˇekladacˇ jej jesˇteˇ v´ıce zoptimalizuje.
Pokud ale nap´ıˇseme ko´d, ktery´ obsahuje zbytecˇnosti a nen´ı efektivn´ı, prˇekladacˇ jej
sice znacˇneˇ
”
ucˇesˇe“, ale vy´sledek s nejveˇtsˇ´ı pravdeˇpodobnost´ı nebude tak dobry´.
Popsany´ vy´znam jednotlivy´ch prˇep´ınacˇ˚u plat´ı pouze v prˇ´ıpadeˇ Code Generation
Tools verze 4.1.0 (ktere´ jsou soucˇa´st´ı Code Composer Studio verze 3.1.0). V prˇ´ıpadeˇ
jiny´ch prˇekladacˇ˚u se mu˚zˇe liˇsit nebo mohou by´t pouzˇity zcela jine´ prˇep´ınacˇe. Jelikozˇ
je ale uvedeny´ prˇekladacˇ v soucˇasnosti zrˇejmeˇ jediny´m rozsˇ´ıˇreny´m rˇesˇen´ım pro DSC
Texas Instruments, zaby´va´ se da´le tato pra´ce pouze t´ımto vy´vojovy´m softwarem.
2.2.13 Intrinsics — prˇeddefinovane´ funkce
”
Intrinsics“ jsou v podstateˇ kra´tke´ funkce, sesta´vaj´ıc´ı z jednoho azˇ neˇkolika prˇ´ıkaz˚u
asembleru dane´ho procesoru. Vyuzˇ´ıvaj´ı prˇ´ıkazy dane´ho mikroprocesoru, ktere´ by
byly v C podstatneˇ slozˇiteˇji zapsa´ny a vedly by k neefektivn´ımu vy´sledne´mu ko´du.
Nejsou vsˇak vola´ny, jsou prˇ´ımo vkla´da´ny na pozˇadovana´ mı´sta — jsou tedy ob-
dobou maker nebo inline funkc´ı. Kompila´tor architektury c2000 nab´ız´ı neˇkolik
takovy´ch funkc´ı. Naprˇ´ıklad pro omezen´ı rozsahu hodnot promeˇnne´ je to funkce
long __IQsat(long promeˇnna´, long maximum, long minimum);. Ta vyuzˇ´ıva´
instrukc´ı MINL (viz [1, str. 312]) a MAXL (viz [1, str. 309]), ktere´ nejsou z C jinak
dostupne´. Pouzˇit´ı te´to funkce znacˇneˇ urychl´ı i zprˇehledn´ı program, nemus´ı se totizˇ
vyhodnocovat podmı´neˇne´ skoky.
2.2.14 Asemblerove´ funkce a jejich vola´n´ı z C
Zrˇejmeˇ nejefektivneˇjˇs´ım rˇesˇen´ım, kdy si u cˇasoveˇ nena´rocˇny´ch cˇa´st´ı programu za-
chova´me pohodl´ı jazyka C, zato pro obsluhy prˇerusˇen´ı a jine´ na rychlost na´rocˇne´
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procedury vyuzˇijeme v maxima´ln´ı mı´ˇre mozˇnosti procesoru, je pouzˇit´ı asemblerovy´ch
funkc´ı uvnitrˇ programu, psane´ho v jazyce C. Protozˇe vsˇak komplia´tor nemu˚zˇe mı´t
poneˇt´ı o funkc´ıch psany´ch prˇ´ımo v asembleru, je vesˇkera´ zodpoveˇdnost za spra´vnost
funkce, jej´ı vola´n´ı, pra´ci se za´sobn´ıkem a podobneˇ, plneˇ na programa´torovi. Ten
mus´ı prˇesneˇ veˇdeˇt, jak kompila´tor postupuje prˇi alokaci registr˚u a pameˇti pro ulozˇen´ı
parametr˚u volane´ funkce a kam ma´ funkce ukla´dat na´vratovou hodnotu. V prˇ´ıpadeˇ
pouzˇite´ architektury c2000 a prˇekladacˇe Code Generation Tools verze 4.1.0 je postup
na´sleduj´ıc´ı:
1. Meˇn´ı-li funkce hodnotu ktere´hokoliv z registr˚u XAR1, XAR2 nebo XAR3, mus´ı
jeho hodnotu ulozˇit. Volaj´ıc´ı funkce totizˇ prˇedpokla´da´, zˇe tyto hodnoty se
nezmeˇn´ı. Jake´koliv jine´ registry mohou by´t meˇneˇny bez ukla´da´n´ı.
2. Volana´ funkce alokuje na za´sobn´ıku mı´sto pro vsˇechny loka´ln´ı promeˇnne´ a
argumenty funkc´ı, ktere´ mu˚zˇe volat. To provede pouze jednou na sve´m zacˇa´tku
zvy´sˇen´ım hosnoty ukazatele za´sobn´ıku SP.
3. Na´sleduje vlastn´ı ko´d funkce, prˇicˇemzˇ argumenty j´ı prˇeda´vane´ jsou umı´steˇny
podle na´sleduj´ıc´ıch krite´ri´ı:
• Je-li argumentem 64-bitova´ promeˇnna´ (typ long long), je horn´ıch 32
bit˚u umı´steˇno do akumula´toru ACC, spodn´ıch 32 bit˚u do registru P. Jaka´koli
dalˇs´ı 64-bitova´ promeˇnna´ je umı´steˇna na za´sobn´ık.
• Je-li argumentem 32-bitova´ promeˇnna´ (typ long, prˇ´ıpadneˇ float), je
prvn´ı umı´steˇna do ACC (je-li volny´), kazˇda´ na´sleduj´ıc´ı je ulozˇena na za´-
sobn´ık. Tak se deˇje posupneˇ pocˇ´ınaje posledn´ım argumentem k prvn´ımu.
• Argumenty – ukazatele jsou ulozˇeny do registr˚u XAR4 a XAR5. Prˇ´ıpadne´
dalˇs´ı na za´sobn´ık.
• Zbyle´ 16-bitove´ argumenty jsou zkop´ırova´ny do volny´ch registr˚u v porˇad´ı
AL (nizˇsˇ´ı slovo ACC), AH (vysˇsˇ´ı slovo ACC), XAR4, XAR5.
• Jake´koliv dalˇs´ı argumenty jsou umı´steˇny na za´sobn´ık v porˇad´ı od posled-
n´ıho neulozˇene´ho argumentu po prvn´ı argument (nejv´ıce vlevo).
• Je-li argumentem struktura, prˇeda´va´ a ukazatel na ni, prˇ´ıpadneˇ se zkop´ı-
ruje na za´sobn´ık. Situace je vsˇak v tomto prˇ´ıpadeˇ slozˇiteˇjˇs´ı, viz na´poveˇdu
CCS.
4. Volana´ funkce ulozˇ´ı na´vratovou hodnotu podle jej´ıho datove´ho typu:
• 16-bitova´ hodnota (int, short, char, enum): AL
• 32-bitova´ hodnota (long): ACC
• 64-bitova´ hodnota (long long): ACC:P
• ukazatel: XAR4
5. Volana´ funkce odalokuje mı´sto na za´sobn´ıku, alokovane´ v kroku 2. Odecˇte tedy
od SP dany´ pocˇet slov.
6. Navra´t´ı hodnoty registr˚u ulozˇene´ v kroku 1.
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7. Pomoc´ı instrukce LRETR se navra´t´ı zpeˇt na instrukci na´sleduj´ıc´ı po instrukci,
ktera´ funkci zavolala.
2.3 Cena optimalizace
Je evidentn´ı, zˇe optimalizace mu˚zˇe by´t znacˇneˇ cˇasoveˇ na´rocˇna´. To vsˇak nen´ı jedina´
cena, kterou za ni plat´ıme. Neprˇ´ıznive´ d˚usledky optimalizace jsou na´sleduj´ıc´ı:
1. Nebezpecˇ´ı vytvorˇen´ı chyb v programu, vznikaj´ıc´ı s kazˇou jeho u´pravou. Mu˚zˇeme
jej eliminovat d˚uslednou kontrolou a rozdeˇlen´ım programu na bloky s jasneˇ
definovanou jednoduchou strukturou. Jizˇ toto na´s ale mu˚zˇe svy´m zp˚usobem
omezit v mozˇnostech optimalizace.
2. Zhorsˇen´ı prˇehlednosti ko´du, ktere´ s sebou prˇina´sˇ´ı podobna´ nebezpecˇ´ı, jako bod
prˇedchoz´ı. Nav´ıc zteˇzˇuje prˇ´ıpadne´ rozsˇiˇrova´n´ı aplikace nebo jej´ı zmeˇny.
3. Zhorsˇena´ prˇenositelnost optimalizovane´ho ko´du. V prˇ´ıpadeˇ psan´ı v asembleru
je ko´d v p˚uvodn´ı podobeˇ prakticky neprˇenositelny´.
4. Horsˇ´ı mozˇnosti ladeˇn´ı ko´du, cozˇ je cˇa´stecˇneˇ zp˚usobeno i bodem 2.
5. Zhorsˇen´ı neˇktery´ch z parametr˚u ko´du (zveˇtsˇen´ı velikosti, sn´ızˇen´ı prˇesnosti,
zvy´sˇen´ı pameˇt’ovy´ch na´rok˚u nebo zpomalen´ı) prˇi veˇtsˇ´ı mı´ˇre optimalizace.
Je tedy vzˇdy namı´steˇ zva´zˇit, zda nen´ı celkova´ cena za optimalizaci vysˇsˇ´ı nezˇ cena
vy´koneˇjˇs´ıho mikroprocesoru (je-li ovsˇem dostupny´).
Na druhou stranu je trˇeba uve´st, zˇe i na optimalizaci software lze uplatnit tzv.
Paret˚uv princip, ktery´ rˇ´ıka´ zˇe 80% cˇasu prova´deˇn´ı programu zab´ıra´ pouhy´ch 20%
algoritmu˚. Pra´veˇ teˇchto 20% (nezrˇ´ıdka i vy´razneˇ me´neˇ) vyzˇaduje pecˇlivou optimal-
izaci, kdezˇto zby´vaj´ıc´ıch 80% ji cˇasto te´meˇrˇ nepotrˇebuje. To jsou naprˇ´ıklad algoritmy
pro komunikaci s uzˇivatelem, inicializace, zaznamena´va´n´ı stavu stroje nebo meˇnicˇe,
hl´ıda´n´ı velicˇin s velkou cˇasovou konstantou (teplota) a podobneˇ.
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3 PRAKTICKA´ IMPLEMENTACE
Tato cˇa´st pra´ce se zaby´va´ uka´zkou postup˚u optimalizace, popsany´ch v prˇedchoz´ı
kapitole. Budou oveˇrˇeny na implementaci za´kladn´ıho algoritmu skala´rn´ıho trˇ´ıfa´zove´ho
sinusove´ho modula´toru. Ten je za´kladem pro jednoduche´ aplikace frekvencˇn´ıch meˇnicˇ˚u.
Pohon napa´jeny´ takto rˇ´ızeny´m strˇ´ıdacˇem nema´ dynamicke´ vlastnosti srovnatelne´ s
vektorovy´m rˇ´ızen´ım, ale c´ılem pra´ce je prˇedevsˇ´ım popsat optimalizacˇn´ı postupy. Ty
jsou platne´ i pro ktere´koliv jine´ rˇ´ıdic´ı programy.
3.1 Architektura DSC rodiny c2000
Aby bylo mozˇne´ efektivneˇ vyuzˇ´ıt mozˇnosti, ktere´ maj´ı DSC rˇady TMS320x280x, je
trˇeba mı´t poveˇdomı´ o architekturˇe jak jejich CPU, tak o DSC jako celku. Rˇada c280x
je na trhu cca. od roku 2005 a jej´ım prˇedch˚udcem je rˇada TMS320x240. I ta jizˇ byla
vyv´ıjena specia´lneˇ pro pouzˇit´ı v syste´mech rˇ´ızen´ı a regulace elektricky´ch pohon˚u
a silove´ konverze — DC/DC meˇnicˇe, korekce u´cˇin´ıku (PFC), frekvencˇn´ı meˇnicˇe,
regulace bezkarta´cˇovy´ch stejnosmeˇrny´ch motor˚u (oznacˇovane´ BLDC) atd. Na rozd´ıl
od popisovane´ rˇady c2000, ktera´ je 32-bitova´, ale byla jejich architektura 16-ti bitova´
a maxima´ln´ı hodinovy´ kmitocˇet CPU byl 60MHz. Do rodiny DSC, oznacˇovane´ jako
c2000, dnes patrˇ´ı neˇkolik rˇad, o nichzˇ bl´ızˇe pojedna´vaj´ı na´sleduj´ıc´ı odstavce. Vsˇechny
maj´ı neˇkolik spolecˇny´ch znak˚u. Jsou to zejme´na CPU (a tedy i instrukcˇn´ı soubor) a
cˇa´st periferi´ı. Liˇs´ı se jak rychlost´ı, mnozˇstv´ım periferi´ı, velikost´ı pameˇt´ı, pouzdrem,
maxima´ln´ım hodinovy´m kmitocˇtem, tak i ALU (aritmeticko-logickou jednotkou).
3.1.1 Popis TMS320F2808
Hlavn´ımi rysy pouzˇite´ho DSC jsou:
• napa´jec´ı napeˇt´ı 1,8 V (CPU) a 3,3V (vstupy/vy´stupy, flash pameˇt’, periferie)
• hodinovy´ kmitocˇet azˇ 100MHz (instrukcˇn´ı cyklus 10ns)
• 32-bitove´ CPU modifikovane´ Harwardske´ architektury
• osmiu´rovnˇova´
”
pipeline“ s HW ochranou proti cˇten´ı z adresy na kterou teprve
ma´ by´t prˇedchoz´ı instrukc´ı zapisova´no
• 32*32 bit jednotka MAC (na´soben´ı a prˇicˇten´ı vy´sledku)
• programova´ sbeˇrnice — sˇ´ıˇrka 32 bit˚u, adresa 22 bit˚u
• datova´ sbeˇrnice — dvojna´sobna´ (zvla´sˇt’ pro cˇten´ı a za´pis), sˇ´ıˇrka 32 bit˚u pro
data i adresu
• 128kB flash pameˇti na cˇipu (64k 16bitovy´ch slov)
• 36kB RAM pro program a data (18k 16bitovy´ch slov)
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• 8kB boot ROM pro programova´n´ı v aplikaci (ISP) a tabulky matematicky´ch
funkc´ı (viz kapitolu 2.1)
• 128bitovy´ kl´ıcˇ k ochraneˇ pameˇti proti neopra´vneˇne´mu cˇten´ı
• 16 PWM vy´stup˚u, 4 z nich s
”
vysoky´m rozliˇsen´ım“ (150ps!)
• azˇ 6 32bitovy´ch nebo 16bitovy´ch cˇasovacˇ˚u
• 2 asynchronn´ı se´riove´ porty (UART) s 16 byte FIFO
• 4 porty SPI, 1 I2C, 2 CAN
• 12-bitovy´ A/D prˇevodn´ık, multiplexovany´ na 2*8 vstup˚u prˇes dva vzorkovacˇe,
doba trva´n´ı A/D prˇevodu 160ns
• azˇ 35 cˇ´ıslicovy´ch vstup˚u/vy´stup˚u s filtrova´n´ım za´kmit˚u hran vstupn´ıch signa´l˚u
(nastavitelny´ pocˇet cykl˚u, kdy se nesmı´ zmeˇnit logicka´ u´rovenˇ vstupu aby byla
zmeˇna hodnoty procesorem vyhodnocena)
• JTAG emulacˇn´ı rozhran´ı
• 3 n´ızkoprˇ´ıkonove´ rezˇimy
• doda´va´n pouzdrech TQFP100 nebo PBGA100
• rozsah pracovn´ıch teplot -40 – 85◦C nebo -40 – 125◦C
3.1.2 Prˇehled rˇad rodiny c2000
Celkem patrˇ´ı do rodiny c2000 k 20. kveˇtnu 2010 58 typ˚u z na´sleduj´ıc´ıch rˇad.
TMS320x280n je rˇadou, do n´ızˇ patrˇ´ı i pouzˇity´ DSC TMS320F2808. P´ısmeno
”
F“
na mı´steˇ x znamena´, zˇe DSC je vybaven Flash pameˇt´ı programu, zat´ımco
rˇada s p´ısmenem
”
C“ obsahuje pameˇt’ typu ROM programovanou vy´robcem.
Posledn´ı cˇ´ıslice na mı´steˇ n oznacˇuje velikost pameˇti dat i programu DSC a
mnozˇstv´ı periferi´ı integrovany´ch na cˇipu. Tato rˇada DSC mu˚zˇe pracovat s hodi-
novy´m kmitocˇtem 60 – 100MHz. Ma´ pouze ALU prova´deˇj´ıc´ı vy´pocˇty v pevne´
rˇa´dove´ cˇa´rce. Vsˇechny typy jsou pinoveˇ kompatibiln´ı, v pozdrech TQFP100
nebo PBGA100.
TMS320x281n je, na rozd´ıl od prˇedchoz´ı rˇady, schopna´ beˇhu do 150MHz. Jej´ı
periferie jsou obecneˇjˇs´ı, me´neˇ specializovane´ na rˇ´ızen´ı pohon˚u a vy´konove´ elek-
troniky. Pocˇet pin˚u je 128-176.
TMS320x282nn beˇzˇ´ı, stejneˇ jako u prˇedchoz´ı rˇada, do 150MHz. Nav´ıc disponuje
sˇestikana´lovou jednotkou DMA pro prˇ´ımy´ prˇ´ıstup periferi´ı k datove´ pameˇti.
Ma´ veˇtsˇ´ı pocˇet pin˚u — 176 azˇ 179.
TMS320x283nn —
”
Delfino“ je pinoveˇ shodna´ s prˇedchoz´ı rˇadou. CPU te´to
rˇady ale pracuje s cˇ´ısly s plovouc´ı desetinnou cˇa´rkou — floating-point. Beˇzˇ´ı na
kmitocˇtech od 100 do 300MHz. Dostupne´ v pouzdrech se 176 azˇ 256 vy´vody.
TMS320x2802n —
”
Piccolo“ ma´ CPU s pevnou rˇa´dovou cˇa´rkou. Vsˇechny typy
te´to rˇady beˇzˇ´ı od 40 do 60MHz. Jsou urcˇeny pro me´neˇ na´rocˇne´ aplikace, jak
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napov´ıdaj´ı i jejich pouzdra se 38 a 48 vy´vody.
TMS320x2803n —
”
Piccolo“ je vy´konneˇjˇs´ı variantou prˇedchoz´ı rˇady
”
Piccolo“.
Beˇzˇ´ı na 60MHz, v pouzdrech o 64 a 80 vy´vodech. Disponuje floating-point
koprocesorem pro paraleln´ı vy´pocˇet rychly´ch regulacˇn´ıch smycˇek. Obeˇ rˇady
”
Piccolo“ maj´ı vy´hodu pouze jednoho napa´jec´ıho napeˇt´ı 3,3V oproti ostatn´ım
rˇada´m, ktere´ maj´ı jesˇteˇ 1,8 nebo 1,9V pro napa´jen´ı CPU.
3.2 Vy´vojove´ prostrˇed´ı
Algoritmy jsou oveˇrˇeny na vy´vojove´ desce eZdsp od firmy Spectrum Digital Inc., os-
azene´ digita´ln´ım signa´lovy´m kontrole´rem (DSC) typu TMS320F2808 od firmy Texas
Instruments Inc. (da´le TI). Prostrˇednictv´ım te´to desky je mozˇne´ naprogramovat
DSC a na´sledneˇ program ladit prˇes emulacˇn´ı rozhran´ı JTAG. Pro tyto u´cˇely je
deska USB kabelem propojena s osobn´ım pocˇ´ıtacˇem vybaveny´m prˇ´ıslusˇny´m SW.
T´ım je integrovane´ vy´vojove´ prostrˇed´ı (IDE) Code Composer Studio (te´zˇ od TI).
3.2.1 Code Composer Studio
Toto IDE je dostupne´ v podobeˇ cˇasoveˇ omezene´ plne´ verze z webovy´ch stra´nek TI1
nebo placene´ neomezene´ verze. Umozˇnˇuje kompletn´ı vy´voj firmware pro DSC TI
od editace zdrojovy´ch ko´d˚u, prˇes prˇeklad azˇ po ladeˇn´ı a profilova´n´ı ko´du pomoc´ı
simula´toru nebo emula´toru. Editor CCS (viz obra´zek A.4) usnadnˇuje pra´ci pro-
grama´tora zvy´raznˇova´n´ım syntaxe i automaticky´m doplnˇova´n´ım ko´du. Ve stejne´m
okneˇ je mozˇne´ po prˇelozˇen´ı zdrojovy´ch ko´d˚u prˇej´ıt k ladeˇn´ı a optimalizaci pro-
gramu. Velice uzˇitecˇny´ pro optimalizaci i ladeˇn´ı je na´hled ko´du soucˇasneˇ v podobeˇ
zdrojove´ho ko´du v C a jeho prˇelozˇene´ podobeˇ v asembleru. CCS spolupracuje prˇ´ımo
s desticˇkou ezDSP, takzˇe je mozˇne´ sledovat a meˇnit stav promeˇnny´ch, nastavovat
breakpointy a podobneˇ opeˇt prˇ´ımo v hlavn´ı okneˇ editoru.
3.2.2 Zkusˇebn´ı pracoviˇsteˇ
Zkusˇebn´ı pracoviˇsteˇ bylo zapojeno podle obra´zku 3.1. Deska ezDSP je napa´jena ste-
jnosmeˇrny´m napeˇt´ım 5V ze s´ıt’ove´ho adapte´ru. RC cˇla´nky jsou vytvorˇeny zasunut´ım











Obr. 3.1: Zapojen´ı pracoviˇsteˇ s deskou ezDSP. Pro zobrazen´ı signa´lu na osciloskopu
byly generovane´ obde´ln´ıkove´ signa´ly filtrova´ny RC cˇla´nky R=10kΩ a C=100nF.
3.3 Implementace, optimalizace
Zvoleny´ uka´zkovy´ algoritmus trojfa´zove´ho sinusove´ho modula´toru byl implemen-
tova´n nejdrˇ´ıve cˇisteˇ v jazyce C. Program byl od pocˇa´tku koncipova´n s ohledem na
dosazˇen´ı co mozˇna´ nejvysˇsˇ´ı rychlosti vykona´va´n´ı. Po odladeˇn´ı funkcˇnosti za´kladn´ıho
programu v C byl tento program postupneˇ prˇekla´da´n s r˚uzny´mi optimalizacˇn´ımi
parametry prˇekladacˇe. Kazˇda´ prˇelozˇena´ verze programu byla nahra´na do DSC na
desticˇce ezDSP, na ktere´ byla v profilovac´ım okneˇ CCS zmeˇrˇena minima´ln´ı a maxi-
ma´ln´ı rychlost vykona´va´n´ı algoritmu. Z informac´ı uvedeny´ch linkerem v souboru s
prˇ´ıponou .map, byla zjiˇsteˇna velikost vygenerovane´ho ko´du. Vy´sledky byly zazna-
mena´ny pro pozdeˇjˇs´ı graficke´ zpracova´n´ı.
Na´sledneˇ byl ko´d da´le optimalizova´n pouzˇit´ım prˇeddefinovane´ funkce __IQsat.
Opeˇt byly vyzkousˇeny a zaznamena´ny r˚uzne´ stupneˇ optimalizace a zanamena´ny jak
vy´sledne´ rychlosti, tak velikosti generovany´ch strojovy´ch ko´d˚u.
V posledn´ı fa´zi optimalizace byl po prˇekladu maxima´lneˇ optimalizovane´ho ko´du
(prˇep´ınacˇe -o3 -pm -op0 -oi32) pomoc´ı prˇep´ınacˇe -k ulozˇen soubor obsahuj´ıc´ı
zdrojovy´ ko´d funkce sin_mod() v asembleru. Tento soubor (sin mod.asm) byl pote´
rucˇneˇ upraven tak, aby vyuzˇ´ıval me´neˇ pameˇti ze za´sobn´ıku a naopak v´ıce registr˚u
procesoru. Neˇktere´ bloky instrukc´ı byly prˇeorganizova´ny, aby docha´zelo me´neˇ cˇasto
ke konflikt˚um za´pisu a cˇten´ı stejny´ch dat instrukcemi v pipeline CPU. Byly take´
zmeˇneˇny neˇktere´ instrukce.
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Jednotlive´ fa´ze optimalizace jsou i s prˇ´ıslusˇny´mi komenta´rˇi zdrojovy´ch ko´d˚u
podrobneˇji rozebra´ny v dalˇs´ım textu.
3.3.1 Koncepce programu
Po inicializaci hodin a Flash pameˇti DSC, ktera´ je v u´vodu funkce main() (na
prˇilozˇene´m CD v adresa´rˇi src), je provedena inicializace modulu pulzneˇ–sˇ´ıˇrkove´ mod-
ulace PWM. Ten je nakonfigurova´n na symetricou PWM (cˇ´ıta´ nahoru i dol˚u) s
periodou 33,33 µs. Modulacˇn´ı kmitocˇet tedy bude roven 30kHz. Protozˇe mozˇnosti
emula´toru s pouzˇitou vy´vojovou deskou ezDSP nezahrnuj´ı pohodlnou pra´ci s ob-
sluhami prˇerusˇen´ı, je funkce sin mod() napsa´na jako standardn´ı funkce. Po vykona´n´ı
potrˇebny´ch inicializac´ı se zavola´ funkce main loop(), ktera´ zajist´ı vola´n´ı funkce
modula´toru sin mod() pra´veˇ kazˇdy´ch 33,33 µs. Prˇi norma´ln´ım beˇhu (tzn. ne prˇi
ladeˇn´ı aplikace) se o vola´n´ı modulacˇn´ı funkce a za´rovenˇ spusˇteˇn´ı prˇ´ıslusˇny´ch A/D
prˇevod˚u postara´ modul ePWM DSC [6]. Modulacˇn´ı funkce se totizˇ stane funkc´ı ob-
sluhy prˇerusˇen´ı modulu ePWM. Z tohoto d˚uvodu nesmı´ mı´t zˇa´dne´ parametry ani
vracet zˇa´dnou hodnotu. Vesˇkere´ potrˇebne´ promeˇnne´ jsou tedy rˇesˇeny jako globa´ln´ı.
3.3.2 Zdrojove´ ko´dy
Da´le jsou komentova´ny zdrojove´ ko´dy funkce sin_mod() a to ve trˇech podoba´ch,
liˇs´ıc´ıch se v podobeˇ a v˚ubec prˇ´ıtomnosti ko´du, zajiˇst’uj´ıc´ıho orˇeza´n´ı vy´sledku. Ve
cˇtvrte´ cˇa´sti je vypsa´na asemblerova´ podoba funkce. Kompletn´ı zdrojove´ ko´dy ap-
likace jsou ulozˇeny na prˇilozˇene´m CD v adresa´rˇi src.
Sinusova´ modulace v C
Nı´zˇe je uveden vy´pis zdrojove´ho ko´du funkce sin_mod, ktera´ pocˇ´ıta´ sinusovou PWM
modulaci trˇ´ıfa´zove´ho dvouhladinove´ho frekvencˇn´ıho meˇnicˇe. Funkce pouzˇ´ıva´ loka´ln´ı
promeˇnne´ typu T_I32, ktery´ je definova´n na´sledovneˇ:
typedef union // Datovy´ typ T_I32
{
long all; // Pro prˇı´stup k cele´ 32-bitove´ promeˇnne´
struct
{
unsigned int lsw; // Pro prˇı´stup k nizˇsˇı´mu




Jeho u´cˇel je, jak naznacˇuj´ı komenta´rˇe, umozˇnit programa´torovi jednoduchy´ prˇ´ıstup
k obeˇma cˇa´stem promeˇnne´. Podobneˇ je deklarova´na i globa´ln´ı promeˇnna´ phase,
ktera´ slouzˇ´ı jako suma´tor fa´ze pro modula´tor.
union T_UI32 // Datovy´ typ union:T_UI32
{
unsigned long all; // Pro prˇı´stup k cele´ 32-bitove´ promeˇnne´
struct
{
unsigned int lsw; // Pro prˇı´stup k nizˇsˇı´mu
unsigned int msw; // a vysˇsˇı´mu 16-ti bitove´mu slovu promeˇnne´
}half;
}phase;
Da´le funkce vyuzˇ´ıva´ neˇkolik prˇeddefinovany´ch konstant, definovany´ch na´sledovneˇ:
#define FI120 21845 // fa´ze 120◦
#define FI240 43691L // fa´ze 240◦
#define HALF_AMPL 833*65536






06: const long* const ptr = (long*) 0x003FF000;
07: s0.all = *(ptr+(phase.half.msw>>7));
08: s120.all = *(ptr+((phase.half.msw+FI120)>>7));
09: s240.all = *(ptr+((unsigned int)(phase.half.msw+FI240)>>7));
10: s0.all = ((long) s0.half.msw * ampl) + HALF_AMPL;
11: s120.all = ((long) s120.half.msw * ampl) + HALF_AMPL;
12: s240.all = ((long) s240.half.msw * ampl) + HALF_AMPL;
13: phase.all += f_add;
14: EPwm1Regs.CMPA.half.CMPA = s0.half.msw;
15: EPwm2Regs.CMPA.half.CMPA = s120.half.msw;
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16: EPwm3Regs.CMPA.half.CMPA = s240.half.msw;
17: }
Na rˇa´dc´ıch 3–5 jsou deklarova´ny pomocne´ loka´ln´ı promeˇnne´ s0,s120 a s240. Jsou
typu union (viz drˇ´ıve uvedenou definici datove´ho typu T_I32) aby bylo mozˇne´
snadno prˇistupovat k jejich jednotlivy´m cˇa´stem namı´sto prˇ´ıpadny´ch bitovy´ch po-
sun˚u a pod. Jsou da´le pouzˇity pro ukla´da´n´ı mezivy´sledk˚u pro jednotlive´ fa´ze.
Na rˇa´dku 6 je definova´n konstantn´ı ulazatel na konstantu, urcˇuj´ıc´ı pocˇa´tek tab-
ulky funkce sinus v ROM pameˇti DSC.
Na rˇa´dc´ıch 7–9 jsou do pomocny´ch promeˇny´ch ulozˇeny hodnoty funkce sinus
odpov´ıdaj´ıc´ı u´hlu dane´mu suma´torem fa´ze phase (v prˇ´ıpadeˇ promeˇnne´ s120 zveˇtsˇe-
ne´mu o hodnotu odpov´ıdaj´ıc´ı 120◦, resp. 240◦ u s240). Jeho horn´ı slovo je posunuto
doprava o 7 bit˚u, cˇ´ımzˇ z´ıska´me promeˇnou o rozsahu 9 bit˚u. To odpov´ıda´ de´lce
tabulky funkce sinus, ktera´ je pra´veˇ 29 = 512 hodnot. Je zrˇejme´, zˇe hodnota bude
prˇesna´ pouze pokud jsou zahozene´ bity fa´ze rovny 0, tedy pokud je fa´ze na´sobkem
(360/512)◦. Pro rea´lne´ pouzˇit´ı by toto zjednodusˇen´ı nemuselo prˇine´st proble´my, jak
je rozebra´no n´ızˇe.
Na rˇa´dc´ıch 10–12 je hodnota funkce sinus vyna´sobena pozˇadovanou amplitu-
dou ampl a je prˇicˇtena hodnota HALF_AMPL, odpov´ıdaj´ıc´ı polovineˇ amplitudy (prˇi
pozˇadavku na vy´stupn´ı amplitudu 0 tedy bude strˇ´ıda sp´ına´n´ı vsˇech tranzistor˚u 50%).
Na rˇa´dku 13 je k suma´toru fa´ze prˇicˇtena hodnota u´meˇrna´ pozˇadovane´mu vy´-
stupn´ımu kmitocˇtu. Jedna´ se o cˇ´ıslicovou obdobu integrace pozˇadovane´ hodnoty
kmitocˇtu, kterou take´ z´ıska´me fa´zi vy´stupn´ıho napeˇt´ı v˚ucˇi pocˇa´tku. Vhodnou vol-
bou rozsahu promeˇnne´ a konstant bylo za´meˇrneˇ dosazˇeno prˇetecˇen´ı promeˇnne´ prˇi
dosazˇen´ı hodnoty odpov´ıdaj´ıc´ı 360◦. Promeˇnna´ tedy poda´va´ informaci o fa´zi aktua´lneˇ
generovane´ periody v˚ucˇi jej´ımu pocˇa´tku.
Na rˇa´dc´ıch 14–16 jsou vypocˇene´ hodnoty ulozˇeny do odpov´ıdaj´ıc´ıch registr˚u mod-
ulu ePWM digita´ln´ıho signa´love´ho kontrole´ru.
Jelikozˇ je funkce koncipova´na jako obsluha prˇerusˇen´ı (viz cˇa´st 3.3.1), nelze ji
deklarovat jako inline.
Pro vy´pocˇet hodnoty funkce sinus byla pouzˇita prˇ´ımo hodnota z tabulky (typu
T1), ulozˇene´ v pameˇti ROM. Jak jizˇ bylo uvedeno, obsahuje 512 hodnot na cele´







= 0, 0123 = 1, 23%. (3.1)
Tato hodnota byla uva´zˇena jako vyhovuj´ıc´ı z neˇkolika d˚uvod˚u. Prvn´ı d˚uvod je,
zˇe tato hodnota je po dalˇs´ıch u´prava´ch pouzˇita jako modulacˇn´ı konstanta PWM
modula´toru, ktery´ prˇedevsˇ´ım svou cˇasovou diskretizac´ı vna´sˇ´ı do skutecˇne´ vy´stupn´ı
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hodnoty mnohdy veˇtsˇ´ı chybu. Da´le je zrˇejme´, zˇe tato chyba symetricka´ a nemu˚zˇe
tedy docha´zet naprˇ. ke vznik˚um nezˇa´douc´ı stejnosmeˇrne´ slozˇky. Je ovsˇem pravda,
zˇe zˇa´dany´ kmitocˇet mu˚zˇe spolu s chybou vy´pocˇtu (ktera´ je za´visla´ na fa´zi), vytva´rˇet
nezˇa´douc´ı interference, ktere´ se superponuj´ı na za´kladn´ı pozˇadovany´ pr˚ubeˇh vy´-
stupn´ıho napeˇt´ı. Pokud by se jejich amplituda, dosahuj´ıc´ı prˇiblizˇneˇ velikosti chyby
tabulky, uka´zala by´t prˇ´ıliˇs vysoka´, bude nutne´ prˇistoupit k linea´rn´ı aproximaci tab-
ulky, popsane´ v kapitole . Potm bude zrˇejmeˇ rychlejˇs´ı pocˇ´ıtat hodnoty funkce sinus
pouze pro prvn´ı dveˇ fa´ze. Trˇet´ı fa´zi pak vypocˇ´ıta´me, vyjdeme-li z pravidla, zˇe soucˇet
fa´zovy´ch napeˇt´ı je v kazˇde´m okamzˇiku 0.
uU + uV + uW = 0 (3.2)
Dosazen´ım vztahu 1.2 dostaneme
UDC
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Sinusova´ modulace s orˇezem v C
Ko´d funkce je shodny´ s prˇedchoz´ım (funkce sin_mod()), pouze mezi rˇa´dky cˇ. 13 a
14 je vlozˇeno na´sleduj´ıc´ıch 12 rˇa´dk˚u:
01: if(s0.half.msw > SMAX)
02: s0.half.msw = SMAX;
03: else if(s0.half.msw < SMIN)
04: s0.half.msw = SMIN;
05: if(s120.half.msw > SMAX)
06: s120.half.msw = SMAX;
07: else if(s120.half.msw < SMIN)
08: s120.half.msw = SMIN;
09: if(s240.half.msw > SMAX)
10: s240.half.msw = SMAX;
11: else if(s240.half.msw < SMIN)
12: s240.half.msw = SMIN;
A prˇed vlastn´ı funkc´ı jsou definova´ny pouzˇite´ konstanty jako:
#define SMIN 0 // Dolnı´ mez orˇeza´nı´
#define SMAX 1666 // Hornı´ mez orˇeza´nı´
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Z vy´pisu ko´du je evidentn´ı, zˇe pouze zajist´ı orˇeza´n´ı rozsahu promeˇnny´ch s0.half.msw,
s120.half.msw a s240.half.msw do rozsahu <SMIN;SMAX>. U tohoto ko´du z´ıska´me
r˚uznou hodnotu minima´ln´ıho a maxima´ln´ıho pocˇtu instrukcˇn´ıch cykl˚u, potrˇebny´ch
k proveden´ı algoritmu, a to d´ıky pomı´neˇny´m skok˚um. Tento stav nastane, prˇekrocˇ´ı-
li zadana´ amplituda ampl hodnotu 3332. V opacˇne´m prˇ´ıpadeˇ je cˇas algoritmu da´n
optimaliza´torem prˇekladacˇe, tedy t´ım, jestli se bude ska´kat nebo ne.
Sinusova´ modulace s orˇezem pomoc´ı intrinsics
Za´klad funkce je opeˇt shodny´ s funkc´ı sin_mod(), jen mı´sto vlozˇen´ı podmı´nek podle
prˇedchoz´ı cˇa´sti, vlozˇ´ıme mezi rˇa´dky cˇ. 13 a 14 na´sleduj´ıc´ı trˇi rˇa´dky:
01: s0.all = __IQsat(s0.all, SMAX, SMIN);
02: s120.all = __IQsat(s120.all, SMAX, SMIN);
03: s240.all = __IQsat(s240.all, SMAX, SMIN);
Kazˇdy´ rˇa´dek prova´d´ı saturaci jedne´ z fa´z´ı, a to opeˇt do rozsahu <SMIN;SMAX>, ktery´
je definova´n stejneˇ, jako v prˇ´ıpadeˇ orˇezu podmı´nkami v prˇedchoz´ı cˇa´sti te´to kapitoly.
Sinusova´ modulace s orˇezem v asembleru
Jak jizˇ bylo uvedeno, optimalizace spocˇ´ıva´ nejdrˇ´ıve v u´prava´ch asemblerove´ho ko´du
generovane´ho prˇekladacˇem. Vhodny´m prˇemı´steˇn´ım promeˇnny´ch mezi registry t´ım
mu˚zˇeme sn´ızˇit na´roky funkce na za´sobn´ık a take´ usˇetrˇit neˇkolik instrukcˇn´ıch cykl˚u.
Neˇkdy mu˚zˇeme pro dosazˇen´ı stejne´ho vy´sledku pouzˇ´ıt jine´ instrukce, nezˇ jake´
zvolil prˇekladacˇ. Dalˇs´ı mozˇnost´ı je minimalizace kra´tky´ch smycˇek pomoc´ı instrukce
RPT, na´sledovane´ teˇlem smycˇky, vyja´drene´m jednou opakovatelnou instrukc´ı. Jej´ı
pouzˇit´ı popisuje [1, str. 469].
Vy´sledny´ optimalizovany´ ko´d vypada´ takto:
01: .global _phase 34: MOVL ACC,*+XAR4[0]
02: .global _ampl 35: MOVL *-SP[4],ACC
03: .global _f_add 36: MOVL ACC,@_f_add
04: .global _EPwm1Regs 37: MOV AR6,@_ampl
05: .global _EPwm2Regs 38: ADDL @_phase,ACC
06: .global _EPwm3Regs 39: MPYXU ACC,T,@AR6
07: .global _sin_pwm 40: MOVW DP,#_EPwm1Regs+9
41: ADD ACC,#1666 << 15
08:_sin_pwm: 42: MOV T,*-SP[1]
09: MOVW DP,#_phase+1 43: MOV AL,#0
10: MOVL XAR4,#4190208 44: MAX AH,@AL
11: ADDB SP,#4 45: MOV AL,#1665
12: MOV AL,@_phase+1 46: MIN AH,@AL
13: MOVL XAR6,XAR4 47: MOV @_EPwm1Regs+9,AH
49
14: LSR AL,7 48: MOVW DP,#_EPwm2Regs+9
15: MOV ACC,AL<<1 49: MPYXU ACC,T,@AR6
16: ADDL ACC,XAR4 50: ADD ACC,#1666 << 15
17: MOVL XAR4,ACC 51: MOV T,*-SP[3]
18: MOVL ACC,*+XAR4[0] 52: MOV AL,#0
19: MOV T,AH 53: MAX AH,@AL
20: MOV AL,@_phase+1 54: MOV AL,#1665
21: ADD AL,#21845 55: MIN AH,@AL
22: LSR AL,7 56: MOV @_EPwm2Regs+9,AH
23: MOV ACC,AL<<1 57: MOVW DP,#_EPwm3Regs+9
24: ADDL ACC,XAR6 58: MPYXU ACC,T,@AR6
25: MOVL XAR4,ACC 59: ADD ACC,#1666 << 15
26: MOVL ACC,*+XAR4[0] 60: MOV AL,#0
27: MOVL *-SP[2],ACC 61: MAX AH,@AL
28: MOV ACC,@_phase+1 62: MOV AL,#1665
29: SUB AL,#21845 63: MIN AH,@AL
30: LSR AL,7 64: MOV @_EPwm3Regs+9,AH
31: MOV ACC,AL<<1 65: SUBB SP,#4




Na zkusˇebn´ı desce ezDSP bylo odzkousˇeno neˇkolik uvedeny´ch algoritmu˚ pro si-
nusovou modulaci. Vsˇechny popisovane´ funkce byly prakticky oveˇrˇeny meˇrˇen´ım
vy´stupn´ıch pr˚ubeˇh˚u osciloskopem a optimalizova´ny. Pomoc´ı optimalizacˇn´ıch na´stroj˚u
Code Composer Studia byla zmeˇrˇena rychlost vykona´va´n´ı funkc´ı a jejich velikost v
za´vislosti na stupni optimalizace. Tyto hodnoty jsou uvedeny v prˇ´ıslusˇny´ch tab-
ulka´ch a grafech.
4.1 Optimalizace sinusove´ modulace
Jako prvn´ı byl optimalizova´n algoritmus proste´ sinusove´ modulace bez omezen´ı
rozsahu vypocˇtene´ modulacˇn´ı konstanty. Algoritmus byl napsa´n pouze v jazyce C
tak, jak je uveden v kapitole 3.3.2. Cˇasy zmeˇrˇene´ pomoc´ı na´stroje Profiler, ktery´
je soucˇa´st´ı CCS, jsou pro jednotlive´ stupneˇ optimaliace shrnuty v na´sleduj´ıc´ı tab-
ulce. Pro srovna´n´ı je na posledn´ım rˇa´dku uveden vy´sledek optimalizace funkce
jej´ım prˇepsa´n´ım v asembleru. Z grafu je patrne´, zˇe optimalizace sinusove´ modu-
rychlost zlepsˇen´ı rychl. velikost zlepsˇen´ı vel.
optimalizace strojove´ cykly % slova %
-g 75 0,0 83 0,0
-o0 75 0,0 83 0,0
-o1 69 8,0 78 6,0
-o2 69 8,0 78 6,0
-o3 69 8,0 78 6,0
-o3 -pm -op0 -oi32 65 13,3 73 12,0
asembler 58 22,6 60 29,4
Tab. 4.1: Pr˚ubeˇh optimalizace funkce sin mod() a dosazˇene´ zlepsˇen´ı oproti prˇekladu
bez optimalizace.
lace neprˇinesla azˇ tak razantn´ı efekt, jak je uva´deˇno naprˇ. v [2, kapitoly 3.3 azˇ 3.5].
Azˇ prˇeveden´ı do asembleru prˇineslo zrychlen´ı ko´du o cca. 22%. Du˚vodem je patrneˇ
to, zˇe ko´d sinusove´ modulace je oproti prˇ´ıklad˚um v [2] bl´ızˇe strojove´mu ko´du a tak
se prˇ´ıliˇs neuplatn´ı schopnosti optimaliza´toru. V prˇ´ıpadeˇ, zˇe by byl ko´d napsa´n v C
neefektivneˇ, dosˇlo by patrneˇ k veˇtsˇ´ım rozd´ıl˚um u jednotlivy´ch stupnˇ˚u optimalizace.
Funkcˇnost cele´ho algoritmu byla oveˇrˇena meˇrˇen´ım vy´stupn´ıch pr˚ubeˇh˚u podle zapo-
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Obr. 4.1: Pr˚ubeˇh optimalizace funkce sin mod() a porovna´n´ı s asemblerovou verz´ı.
prˇicˇemzˇ prˇi skla´da´n´ı pr˚ubeˇh˚u vsˇech trˇ´ı fa´z´ı do jednoho obra´zku bylo vyuzˇito vstupu
extern´ı synchronizace. Ten byl sta´le prˇipojen na jednu z fa´z´ı, cˇ´ımzˇ bylo dosazˇeno
spra´vne´ho vza´jemne´ho posunu fa´z´ı i na ulozˇeny´ch obra´zc´ıch. Ty byly potom sloucˇeny
do jednoho obra´zku cˇ. 4.2.
Prˇi kmitocˇtu PWM modula´toru 30 kHz, cozˇ odpov´ıda´ ve zkousˇene´m programu
zvolene´ periodeˇ 33,32 µs, je algoritmus vola´n v kazˇde´ vterˇineˇ n-kta´t:
n = fPWM = 30 · 103. (4.1)
Pokud tedy pouzˇijeme nepomalejˇs´ı variantu (-g), zabere modula´tor m-procentn´ı
cˇa´st vy´pocˇetn´ı kapacity DSC (s dobou trva´n´ı instrukcˇn´ıho cyklu Tinstr=10 ns).
m = 100 · n · TalgTinstr = 100 · 30 · 103 · 75 · 10 · 10−9 = 2, 25% (4.2)
Naopak pro nejv´ıce optimalizovanou verzi (-o3 -pm -op0 -oi32) to bude
m = 100 · 30 · 103 · 65 · 10 · 10−9 = 1, 95%. (4.3)
Je zrˇejme´, zˇe algoritmus zab´ıra´ nepatrnou cˇa´st vy´pocˇetn´ıho vy´konu DSC. V rea´lne´
aplikaci vsˇak bude zat´ızˇen dalˇs´ımi priodicky vykona´vany´mi operacemi, jako naprˇ´ıklad
vyhodnocen´ım a hl´ıda´n´ım fa´zovy´ch proud˚u, regulac´ı rychlosti, momentu a pod.
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Obr. 4.2: Pr˚ubeˇh vyfiltrovany´ch napeˇt´ı jednotlivy´ch fa´z´ı prˇ´ımo z PWM vy´stup˚u
DSC.
4.2 Optimalizace sinusove´ modulace s orˇeza´n´ım v
jazyce C
Ko´d je od prˇedchoz´ıho rozsˇ´ıˇren o saturaci vy´sledny´ch modulacˇn´ıch konstant. Ta
je rˇesˇena pomoc´ı podmı´nek, cozˇ zp˚usobuje promeˇnnou de´lku vykona´va´n´ı funkce v
za´vislosti na jejich vyhodnocen´ı.
Funkcˇnost algoritmu byla opeˇt vyzkousˇena pomoc´ı prˇipojene´ho osciloskopu. Ten-
tokra´t je zobrazen pr˚ubeˇh pouze jedne´ fa´ze, ale s postupneˇ se meˇn´ıc´ı hodnotou
zˇa´dane´ amplitudy. Amplituda byla zmeˇneˇna prˇ´ımo zmeˇnou promeˇnne´ ampl, a to
v rˇadeˇ 1000, 2000, 3000, 4000, 6000. Amplituda 1000 odpov´ıda´ na obra´zku 4.4
neorˇezane´mu pr˚ubeˇhu s nejmensˇ´ım rozkmitem, amplituda 6000 naopak pr˚ubeˇhu
nejv´ıce orˇezane´mu. Z pr˚ubeˇhu signa´lu je zrˇejme´, zˇe prˇi orˇ´ıznut´ı vrchol˚u pr˚ubeˇhu
nen´ı vy´stupn´ı napeˇt´ı harmonicke´. Zveˇtsˇuje se sice jeho efektivn´ı hodnota, ale take´
obsah lichy´ch vysˇsˇ´ıch harmonicky´ch, jak vid´ıme z frekvencˇn´ıho spektra na obra´zku
4.5. To mu˚zˇe by´t neprˇ´ıpustne´ z hlediska vytva´rˇene´ho rusˇen´ı i napa´jene´ho stroje.
Pro zjiˇsteˇn´ı vy´pocˇetn´ı na´rocˇnosti algoritmu mus´ıme uvazˇovat nejhorsˇ´ı prˇ´ıpad,
tedy maxima´ln´ı mozˇnou de´lku trva´n´ı algoritmu. V prˇ´ıpadeˇ nejle´pe optimalizovane´
verze (-o3 -pm -op0 -oi32) tedy bude procentua´ln´ı zat´ızˇen´ı DSC (vztah 4.2)




optimalizace min. max. min. max.
-g 108 112 0,0 0,0
-o0 90 96 16,7 14,3
-o1 96 102 11,1 8,9
-o2 93 99 13,9 11,6
-o3 90 96 16,7 14,3
-o3 -pm -op0 -oi32 83 92 23,1 17,9
asembler 70 70 35,2 37,5
Tab. 4.2: Pr˚ubeˇh optimalizace funkce sin mod() se saturac´ı v jazyce C a dosazˇene´
zlepsˇen´ı oproti prˇekladu bez optimalizace.
4.3 Optimalizace sinusove´ modulace s orˇeza´n´ım
pomoc´ı intrinsics
Namı´sto prˇedchoz´ıho orˇeza´n´ı pomoc´ı podmı´nek je nyn´ı pouzˇito intrinsics (prˇed-
definovany´ch funkc´ı). T´ım bylo dosazˇeno odstraneˇn´ı podmı´nek a tedy neza´vislosti
rychlosti funkce na vstupn´ıch datech i celkove´ho zrychlen´ı.
rychlost zlepsˇen´ı velikost zlepsˇen´ı
optimalizace strojove´ cykly % slova %
-g 89 0,0 92 0,0
-o0 79 11,2 89 3,3
-o1 82 7,9 90 2,2
-o2 75 15,7 84 8,9
-o3 75 15,7 84 8,9
-o3 -pm -op0 -oi32 75 15,7 84 8,9
asembler 70 21,3 81 12,0
Tab. 4.3: Pr˚ubeˇh optimalizace funkce sin mod() se saturac´ı pomoc´ı intrinsics a
dosazˇene´ zlepsˇen´ı oproti prˇekladu bez optimalizace.
Pr˚ubeˇhy vy´stupn´ıch napeˇt´ı byly podle ocˇeka´va´n´ı shodne´ s prˇedchoz´ımi, algo-






























































Obr. 4.3: Pr˚ubeˇh optimalizace funkce sin mod() se saturac´ı v jazyce C a porovna´n´ı
s asemblerovou verz´ı.
podle vztahu 4.2
m = 100 · 30 · 103 · 75 · 10 · 10−9 = 2, 25% (4.5)
vy´pocˇetn´ıho vy´konu DSC, cozˇ je stejneˇ, jako nejme´neˇ optimalizovana´ verze algoritmu
bez saturace vy´sledku.
4.4 Vy´sledky implementace v asembleru
Vy´sledky asemblerove´ verze jak algoritmu s orˇeza´n´ım vy´sledku, tak bez neˇj, jsou
pro srovna´n´ı uvedeny v grafech a tabulka´ch pro tyto vy´sˇe uvedene´ verze funkce
sin mod(), psane´ v jazyce C. Vid´ıme, zˇe asemblerova´ verze byla vzˇdy znatelneˇ lepsˇ´ı.
Beˇh verze bez saturace vy´sledk˚u zab´ıra´ podle vztahu 4.2 1,74% vy´pocˇetn´ı kapacity
DSC. Se saturac´ı je to 2,1%.
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Obr. 4.4: Pr˚ubeˇh vyfiltrovane´ho napeˇt´ı jedne´ z fa´z´ı v za´vislosti na zadane´ amplitudeˇ
ampl.
Obr. 4.5: V leve´ cˇa´sti je spektrum filtorvane´ho vy´stupn´ıho napeˇt´ı z PWM teˇsneˇ
pod hranic´ı saturace (ampl = 3000), v prave´ cˇa´sti saturovane´ho napeˇt´ı (ampl =
4000). Vid´ıme, zˇe nesaturovany´ pr˚ubeˇh je sinusovka s minima´ln´ım harmonicky´m
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Obr. 4.6: Pr˚ubeˇh optimalizace funkce sin mod() se saturac´ı pomoc´ı intrinsics,




Z uvedeny´ch graf˚u a tabulek je zrˇejme´, zˇe kazˇdy´ stupenˇ optimalizace, vcˇetneˇ posled-
n´ıho, ktery´m byla realizace funkce modula´toru v asembleru, prˇinesla jiste´ zlepsˇen´ı a
to jak co se ty´ka´ rychlost ko´du, tak jeho velikosti. Z vy´pocˇteny´ch hodnot vyt´ızˇen´ı
vy´pocˇetn´ıho vy´konu DSC je zrˇejme´, zˇe jeho rychlost na´m bez proble´mu˚, ovsˇem
prˇi alesponˇ minima´ln´ıch optimalizac´ıch ko´du, umozˇn´ı realizaci pomeˇrneˇ slozˇity´ch
algoritmu˚, jako naprˇ´ıklad vektorova´ cˇi prˇ´ıma´ regulace momentu asynchrnonn´ıho
motoru. Z u´daj˚u o rychlosti jednotlivy´ch funkc´ı matematicke´ knihovny IQmath je
zrˇejme´, zˇe se hod´ı bud’to pro jednodusˇsˇ´ı algoritmy nebo v prˇ´ıpadech, kdy vyzˇadujeme
maxima´ln´ı prˇesnost vy´pocˇt˚u. Jejich rychlost vsˇak nemus´ı by´t pro rea´lna´ zarˇ´ızen´ı,
ktera´ nav´ıc mus´ı komunikovat s uzˇivatelem cˇi nadrˇazeny´m syste´mem, dostacˇuj´ıc´ı —
jsou optimalizova´ny pro maxima´ln´ı prˇesnost i za cenu nizˇsˇ´ı rychlosti. Proto je velka´
cˇa´st textu veˇnova´na metoda´m vy´pocˇtu neˇktery´ch funkc´ı, ktere´ se mohou sta´t jejich
na´hradou. Vy´hoda knihovny IQmath tak spocˇ´ıva´ prˇedevsˇ´ım v mozˇnosti rychle´ho
oveˇrˇen´ı postupu vy´pocˇt˚u v pocˇa´tecˇn´ı fa´zi vy´voje programu.
Srovna´me-li dosazˇene´ hodnoty rychlosti a velikosti funkce, vid´ıme, zˇe ta, napsana´
v jazyce symbolicky´ch adres — asembleru, je vzˇdy znatekneˇ rychlejˇs´ı, nezˇ jej´ı ekvi-
valent psany´ v C. V prˇ´ıpadeˇ prvn´ı varianty programu, bez orˇeza´n´ı vy´sledny´ch mod-
ulacˇn´ıch konstant, je to o 10,7%, v prˇ´ıpadeˇ orˇeza´n´ı podmı´nkami v jazyce C o 23,9%
a konecˇneˇ v prˇ´ıpadeˇ orˇeza´n´ı pomoc´ı intrinsics o 6,7%, tedy pouze peˇt instrukcˇn´ıch
cykl˚u. Mu˚zˇeme tedy rˇ´ıct, zˇe ke psan´ı jednotlivy´ch funkc´ı prˇ´ımo v asembleru, se
uchy´l´ıme pouze v krajn´ıch prˇ´ıpadech, kdy vyzˇadujeme skutecˇneˇ nejvysˇsˇ´ı rychlost
algoritmu˚ bez kompromis˚u, a to i za cenu znacˇne´ho zvy´sˇen´ı cˇasove´ na´rocˇnosti ne-
jen psan´ı vlastn´ıho ko´du, ale take´ jeho pozdeˇjˇs´ıho rozsˇiˇrova´n´ı a u´drzˇby. Naopak
pouzˇit´ı prˇeddefinovany´ch funkc´ı, intrinsics, nevyzˇaduje mnoho cˇasu programa´tora
nav´ıc, avsˇak jejich pouzˇit´ı prˇinese cˇasto pomeˇrneˇ znacˇny´ efekt.
Za´veˇrem bych ra´d uvedl, zˇe na za´kladeˇ podrobne´ho studia DSC Texas Instru-
ments typu TMS32F2808, jeho periferi´ı i instrukcˇn´ıho souboru, jsem meˇl mozˇnost se
prˇesveˇdcˇit, zˇe jeho nasazen´ı v oblasti vy´konove´ elektroniky je nadmı´ru opodstatneˇne´.
Jeho periferie, architektura, instrukcˇn´ı soubor, ale i pomeˇr cena1/vy´kon a kvalita
vy´vojove´ho software, jsou te´to oblasti takrˇ´ıkaj´ıc
”
sˇity na mı´ru“.
1V dobeˇ psan´ı pra´ce okolo $ 12 v mnozˇstv´ı 1000 kus˚u, v mensˇ´ım mnozˇstv´ı pochopitelneˇ v´ıce.
58
LITERATURA
[1] TMS320C28x CPU and Instruction Set Reference Guide [online]. Texas Instru-
ments Inc., 2001. Posledn´ı aktualizace leden 2009 [cit. 21. 3. 2010]. Dostupne´
z URL: <http://focus.ti.com/lit/ug/spru430e/spru430e.pdf>. ID: SPRU430E
[2] Optimizing Digital Motor Control (DMC) Libraries [online]. Texas Instruments
Inc., 2007. Posledn´ı aktualizace 15. 3. 2007 [cit. 17. 3. 2010]. Dostupne´ z URL:
<http://focus.ti.com/lit/an/spraak2/spraak2.pdf>. ID: SPRAAK2
[3] C28x IQmath Library [online]. Texas Instruments Inc., 2009.
Posledn´ı aktualizace 1. 7. 2009 [cit. 10. 4. 2010]. Dostupne´ z URL:
<http://focus.ti.com/docs/toolsw/folders/print/sprc087.html>. ID: SPRC087
[4] TMS320F280x Data Manual [online]. Texas Instruments Inc., 2007.
Posledn´ı aktualizace cˇerven 2009 [cit. 28. 4. 2010]. Dostupne´ z URL:
<http://focus.ti.com/lit/ds/symlink/tms320f2808.pdf>. ID: SPRS230K
[5] AC Induction Motor Control Using Constant V/Hz Principle and Space
Vector PWM Technique with TMS320C240 [online]. Texas Instruments
Inc., 1998. Posledn´ı aktualizace 1998 [cit. 15. 3. 2010]. Dostupne´ z URL:
<http://focus.ti.com/lit/an/spra284a/spra284a.pdf>. ID: SPRA284A
[6] TMS320x280x, 2801x, 2804x Enhanced Pulse Width Modulator (ePWM)
Module Reference Guide [online]. Texas Instruments Inc., 2008.
Posledn´ı aktualizace cˇervenec 2009 [cit. 2. 4. 2010]. Dostupne´ z URL:
<http://focus.ti.com/lit/ug/spru791f/spru791f.pdf>. ID: SPRU791F
[7] WARREN, Henry S. Hacker’s delight. 1. vyd. Boston: Pearson education, Inc.,
2003. 301 s., ISBN 0-201-91465-4
[8] JAVU˚REK, J. Regulace modern´ıch elektricky´ch pohon˚u. 1. vyd. Praha:
GRADA, 2003. 264 s., ISBN 80-247-0507-9
[9] Vy´konove´ sp´ınac´ı prvky: Ucˇebn´ı texty [online]. Ostrava: Vysoka´ sˇkola ba´nˇska´ —
Technicka´ univerzita Ostrava. Fakulta elektrotechniky a informatiky. Katedra
elektroniky, 2003. Elektronicka´ skripta. Posledn´ı aktualizace 2003 [cit. 10. 5.
2009]. Dostupne´ z URL: <http://fei1.vsb.cz/kat448/data/vsp/vsp-predn.pdf>
59







⊕ vy´lucˇny´ logicky´ soucˇet,
”
nerovnost“ – XOR
A/D Analog/Digital – analogoveˇ/cˇ´ıslicovy´
CAN Controller Area Network – sbeˇrnice CAN je se´riova´ komuninikacˇn´ı
sbeˇrnice pouzˇ´ıvana´ prˇedevsˇ´ım v automobilove´m pr˚umyslu, ale i v
jiny´ch odveˇtv´ıch
CCS Code Composer Studio – komercˇn´ı vy´vojove´ prostrˇed´ı od firmy Texas
Instruments pro µP, DSC i DSP z jejich produkce
CPU Central Processing Unit – centra´ln´ı procesorova´ jednotka, vy´pocˇetn´ı
ja´dro mikroprocesoru
DSC Digital Signal Controller – digita´ln´ı signa´lovy´ kontrole´r je modern´ı
rˇ´ıdic´ı obvod vycha´zej´ıc´ı aritmeticko-logickou jednotkou z DSP, ale
integruj´ıc´ı v na jednom cˇipu i flash pameˇt’ programu a rˇadu periferi´ı
urcˇeny´ch specia´lneˇ pro rˇ´ıdic´ı aplikace (naprˇ. A/D prˇevodn´ıky, PWM
vy´stupy, komunikacˇn´ı rozhran´ı a pod.). Viz str. 41 a [4]
DSP Digital Signal Processor – digita´ln´ı signa´lovy´ procesor
ePWM Enhanced Pulse–Width Modulator – je pulzneˇ–sˇ´ıˇrkovy´ modula´tor,
periferie DSC rˇady c2000, v´ıce v [6]
GTO Gate Turn Off thyristor – vypinatelny´ tyristor, v´ıce viz [9, kap. 1.4]
IGBT Insulated gate bipolar transistor – bipola´rn´ı tranzistor s izolovanou
ba´z´ı, v´ıce v [9, kap. 1.8]
IGCT Integrated Gate Commutated Thyristor – vypinatelny´ tyristor s
integrovany´mi budicˇi rˇ´ıdic´ı elektrody, v´ıce viz [9, kap. 1.5]
MOS-FET Metal Oxide Semiconductor Field Effect Transistor – unipola´rn´ı
vy´konovy´ tranzistor s izolovany´m hradlem, v´ıce viz [9, kap. 1.7]
PWM Pulse–Width Modulation – pulzneˇ–sˇ´ıˇrkova´ modulace
TQFP Thin Quad Flat Pack – tenke´ cˇtvercove´ pouzdro pro SMT integrovane´
obvody s vy´vody na vsˇech strana´ch
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µP mikroprocesor, v obecne´m pojet´ı souhrny´ na´zev pro mikrokontrole´ry,
DSC, DSP, mikroprocesory a podobneˇ
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A FOTOGRAFIE PRACOVISˇTEˇ
Fotografie jsou pro lepsˇ´ı vyuzˇit´ı prostoru stra´nky otocˇeny o 90◦.
Obr. A.1: Fotografie univerza´ln´ı vy´vojove´ desky ezDSP s digita´ln´ım signa´lovy´m kon-
trole´rem TMS320F2808 (v patici na prave´ cˇa´sti desky).
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Obr. A.2: Fofografie prˇipojen´ı osciloskopu k desce ezDSP. Dutinky cˇ. 7 a 8 na´lezˇ´ı
vy´stup˚um PWM1A a PWM1B, 9 a 10 jsou PWM2A/B a 11,12 jsou PWM3A/B.
Osciloskop prˇipojen prˇes filtracˇn´ı RC cˇla´nky na piny 7 a 9, tedy PWM1A a PWM2A.
Dutinky 39 a 40 jsou, stejneˇ jako do nich vsunute´ vy´vody 100nF keramicky´ch kon-
denza´tor˚u RC cˇla´nk˚u, prˇipojeny na zem.
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Obr. A.3: Fotografie cele´ho pracoviˇsteˇ s vy´vojovou deskou ezDSP, pocˇ´ıtacˇem a os-
ciloskopem Tektronix TDS1002B.
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Obr. A.4: Sn´ımek obrazovky IDE Code Composer Studio. V leve´m sloupci je
adresa´rˇova´ struktura projektu, v prostrˇedn´ı cˇa´sti zdrojovy´ ko´d programu. V prave´
cˇa´sti okno Profilova´n´ı, kde mu˚zˇeme vybrat cˇa´sti ko´du, funkce nebo smycˇky, ktere´
hodla´me optimalizovat. Vy´sledek profilova´n´ı (pocˇet a de´lku vykona´va´n´ı jednotlivy´ch
cˇa´st´ı) ko´du vid´ıme v prave´ spodn´ı cˇa´sti okna. Uprostrˇed mu˚zˇeme sledovat nebo meˇnit
hodnoty jednotlivy´ch promeˇnny´ch a v leve´ spodn´ı cˇa´sti vid´ıme vy´sledek prˇekladu
zdrojovy´ch ko´d˚u aplikace.
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B POCˇ. ODHAD NEWTONOVY METODY
Tato kapitola popisuje jednoduchy´ program, ktery´ zkousˇ´ı zadany´ interval pocˇa´tecˇn´ıch
hodnot Newtonovy metody. Pro kazˇdou hodnotu zjist´ı, kolik iterac´ı je trˇeba k
dosazˇen´ı dane´ prˇesnosti vy´sledku. Vy´stupem programu je, mimo hlavicˇky a ukon-
cˇovac´ıho rˇa´dku, pole cˇ´ısel, oddeˇleny´ch strˇedn´ıkem (tzv. CSV forma´t). Kazˇdy´ rˇa´dek
plat´ı pro hodnotu pocˇa´tecˇn´ıho odhadu, vypsanou na prvn´ı pozici. Jednotlive´ sloupce
odpov´ıdaj´ı vstupn´ım hodnota´m x ze zadane´ho rozsahu. Vy´sledky vyp´ıˇse na stan-
dardn´ı vy´stup ve forma´tu cˇ´ısel oddeˇleny´ch strˇedn´ıkem.
Program obsahuje iteracˇn´ı algoritmus pro celocˇ´ıselny´ vy´pocˇet inverzn´ı odmoc-
niny. Je deˇlany´ pomeˇrneˇ univerza´lneˇ tak, aby jej bylo mozˇne´ jakkoli upravit, do-
plnit algoritmy pro vy´pocˇty jiny´ch funkc´ı nebo zmeˇnou prvn´ıho for cyklu pocˇ´ıtat
pocˇa´tecˇn´ı odhad na za´kladeˇ x. Zmeˇny parametr˚u jsou pro jednoduchost rˇesˇeny
u´pravami zdrojove´ho ko´du. Po kazˇde´ u´praveˇ je tedy trˇeba program prˇelozˇit a spustit.
To usnadnˇuje program GNU make, ktery´ na za´kladeˇ souboru makefile zavola´ prˇekla-
dacˇ a spust´ı prˇelozˇeny´ program. Vy´stup programu prˇesmeˇruje do souboru vystup.csv,
ktery´ mu˚zˇeme da´le zpracovat tabulkovy´m editorem (naprˇ. MS Excel).
Algoritmus byl v n´ızˇe uvedene´ podobeˇ prˇelozˇen prˇekladacˇem GCC 3.4.5 v pro-
strˇed´ı MingW32. Spustitelny´ bina´rn´ı soubor ulozˇeny´ na CD byl odzkousˇen pod
operacˇn´ım syste´mem Windows XP, meˇl by vsˇak snad bez proble´mu˚ beˇzˇet na vsˇech
32-bitovy´ch verz´ıch OS Windows.
#include <stdio.h>
#include <math.h>
// volbou na´sledujı´cı´ch konstant zmeˇnı´me chova´nı´ programu
#define FQ 16 // internı´ reprezentace cˇı´sel - Q forma´t, viz kap. 2.3.1
#define TOLER 0.2/100 // tolerance vy´sledku Newtonovy metody (0.2/100 = 0,2%)
#define PMIN 2 // minima´lnı´ pocˇa´tecˇnı´ odhad
#define PMAX 20000 // maxima´lnı´ pocˇa´tecˇnı´ odhad
#define PDIF 1 // krok pocˇa´tecˇnı´ho odhadu
#define XMIN 2 // pocˇa´tecˇnı´ hodnota vstupnı´ promeˇnne´
#define XMAX 50 // maxima´lnı´ hodnota vstupnı´ promeˇnne´
#define XDIF 1 // krok vstupnı´ promeˇnne´
#define STEPS 50 // maxima´lnı´ pocˇet iteracı´
#define K1 ((unsigned long)1<<FQ) // = 2^16 = 1,0 ve forma´tu Q16
#define K1p5 ((unsigned long)(1.5*(K1))) // 1,5 ve forma´tu Q16
#define SQRT 1 // vy´pocˇet odmocniny
#define ISQRT 2 // inverznı´ odmocniny
#define INV 3 // prˇevra´cene´ho cˇı´sla
#define FUNKCE ISQRT // volba funkce, ktera´ se pouzˇije
// Na´sledujı´cı´ funkce vra´tı´ pocˇet iteracı´ pro dosazˇenı´ dane´ho vy´sledku
// unsigned long ini - pocˇa´tecˇnı´ odhad
// long x - vstupnı´ promeˇnna´
// float spravne - hodnota spra´vne´ho vy´sledku








// Podobneˇ mu˚zˇeme definovat i jine´ iteracˇnı´ funkce:
#if (FUNKCE == ISQRT)
#define FKON (1.0/sqrt(j)) // kontrolnı´ funkce pro oveˇrˇenı´ vy´sledku
pom = (i*i)>>FQ; // iterace podle vztahu 2.34
pom = (pom*(x>>1))>>FQ;
i = (i*(K1p5 - pom))>>FQ;
#endif
if((((float)i/K1) < (1.0+(TOLER))*spravne) && (((float)i/K1) > (1.0-(TOLER))*spravne))
return j; // je-li vy´sledek v toleranci, vra´tı´me pocˇet iteracı´
}




unsigned long i, j;
float res;
short iter;
printf(" Program ITERACE - A. Vasicek 2010\n");
printf("---------------------------------------\n");
printf("Sloupec 1: pocatecni odhad iterace\n");
printf("Dalsi sloupce: pocet iteraci pro\n");
printf(" toleranci vysledku do 0.2%%\n");
printf("=======================================\n");
printf("y0; %d; ....(krok %d)....; %d;\n", XMIN, XDIF, XMAX);
printf("---------------------------------------\n");
for(i = PMIN; i<PMAX+PDIF; i+=PDIF)
{
printf("%d;", i); // prvnı´ vypsanou polozˇkou bude pocˇa´tecˇnı´ odhad y0
for(j=XMIN; j<XMAX+XDIF; j+=XDIF)
{ // da´le pro vsˇechny vstupnı´ hodnoty z rozsahu...
res = FKON; // ...zjistı´me pocˇet iteracı´...
iter = iteraci(i, (long)j*K1, res);
printf("%d;", iter); // ...a vypı´sˇeme jej
}







C ADRESA´RˇOVA´ STRUKTURA CD
Vy´pis adresa´rˇove´ struktury CD, ktere´ je prˇ´ılohou pra´ce, je tvorˇen na´zvy jednotlivy´ch
adresa´rˇ˚u, psany´ch bezpatkovy´m p´ısmem. U jednotlivy´ch adresa´rˇ˚u je standardn´ım
patkovy´m p´ısmem popsa´n jejich obsah.
• Korˇenovy´ adresa´rˇ obsahuje elektronickou podobu pra´ce ve forma´tu PDF.
• kody obsahuje zdrojove´ ko´dy optimalizovane´ho programu a soubory potrˇebne´
CCS.
– coff obsahuje jednotlive´ verze programu, prˇelozˇene´ do objektove´ho forma´tu
COFF.
– include obsahuje hlavicˇkove´ soubory pro pra´ci s periferiemi DSC a pro
jednotlive´ zdrojove´ soubory.
– sources obsahuje zdrojove´ ko´dy dalˇs´ıch funkc´ı, nutny´ch pro u´speˇsˇne´ prˇelozˇen´ı
programu.
– vysledky obsahuje vy´sledky profilova´n´ı ko´du ve forma´tu CSV.
• literatura obshuje literaturu, ktera´ je volneˇ dostupna´ na internetu, ve forma´tu
PDF. Jedna´ se o dokumenty platne´ v kveˇtnu 2010, cˇasem se vsˇak jejich inter-
netova´ podoba mu˚zˇe meˇnit.
• newton obsahuje komentovany´ zdrojovy´ ko´d programu pro urcˇen´ı pocˇa´tecˇn´ıch
odhad˚u Newtonovy iteracˇn´ı metody, prˇelozˇeny´ program, soubor makefile pro
automatizaci prˇekladu a vytvorˇen´ı vy´sledku a uka´zkovy´ vy´stupn´ı soubor va
forma´tu CSV.
• obrazky obsahuje vesˇkere´ obra´zky, grafy, sche´mata a pr˚ubeˇhy z te´to pra´ce ve
forma´tech PDF, PNG, JPEG nebo SVG.
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