In this paper, an explicit Exponential Method (EM), which is an off-shoot of Jibunoh's spectral decomposition is developed for the accurate and automatic integration of nonlinear (stiff and nonstiff) ODE systems. In particular, the Vanderpol system of equations is solved. The method is also applicable to linear systems, including linear oscillatory systems or systems with complex eigenvalues. It has simplicity of implementation by automatic computation using the QBASIC Codes and produces high accuracy or the exact theoretical solutions in any nonlinear or linear systems. The EM is, therefore, superior to many traditional methods which are less accurate and which integrate nonlinear systems with cumbersome procedures.
Introduction
The general nonlinear Ordinary Differential system, an IVP, may be given by The numerical integration of (1.1) e.g. by Rosenbrock method, the Euler Scheme or the RK method etc., is generally by Jacobian evaluation at each step of the integration. This is often a manual procedure which is slow and tedious. The attempt to apply the numerical spectral decomposition (NSD) of Jibunoh [1] will, no doubt, have attendant difficulty because if A n is the Jacobian at step n, it will amount to decomposing e h A n at each nth step, usually by isolating the eigenvalues of A n for each n. No program has been fashioned to take care of repeated decomposition of e h A n for each n, by automatic computation. It will be worse if the eigenvalues of the Jacobian are complex. Some authors, notably Lee and Preiser [2] or Steihaug and Wolfbrandt [3] have suggested a linearization of (1.1) by use of an arbitrary constant matrix, as a constant Jacobian but experience has shown that, for many numerical methods, such a constant matrix would lead to solutions which are, perhaps, initially accurate for small values of n, if h is small, but become divergent as n −→ ∞. So an arbitrary constant matrix is generally something of a fiction.
In this paper, we shall approach the integration of (1.1) by following the procedure in Jibunoh [1] but without actual decomposition of e h A n , where A n is the general Jacobian at step n. As a prelude to Jibunoh's spectral decomposition in [1] , we have the integration formula for the linear system:
which is given by y n+1 = e h A y n + (e where A is the constant Jacobian and
and where the term h 2 is 'Jibunoh's correction for continuity' [1] . For the nonlinear system (1.1), let Since e h A n is in general, not to be decomposed to isolate the eigenvalues in terms of t n and y n , our procedure will be to expand e h A n to any desired order. Generally a method of order two or three will be adequate provided h ≤ 0.001. The formulas do not depend on any linearization of the system. They are also efficient even if A n has complex eigenvalues.
Deriving the automatic integration formulas
It is possible to write (1.1) in the form of (1.2) i.e.
f n = A n y n + b(t n , y n ) (2.1)
at step n, which we may rewrite as f n = A n y n + b n , (2.2) and A n is given by (1.5) . Substituting for b n = ( f n − A n y n ) in (1.6) and expanding e h A n , for example, to order 3, we obtain
A method of order two is then given by
The integration formulas (2.3) and (2.4) are Explicit Exponential formulas which avoid matrix inversions. They are subject to automatic computation using, for example, the QBASIC codes.
Integration of nonlinear nonstiff systems
For nonlinear nonstiff systems we shall take the stepsize h = 0.001, since no entry of the Jacobian of the system is usually considered large. So, if h = 0.001, observe that
approximately. Since the entries of A n are not too large being entries of Jacobians of nonstiff systems, we find or assume in (2.3) that
approximately. Hence the method (2.4) of order two, namely:
is adequate for nonlinear nonstiff systems, provided h ≤ 0.001. However, for peculiar cases of non-stiff systems the following definition is applicable to choose h.
be the Jacobian of the nonstiff system at (t 0 , y 0 ). If the largest entry of A 0 , by absolute value, is a real number of r digits, to the nearest whole number, such that r > 2, then take h = 10 −(r +1) .
Integration of nonlinear stiff systems
The nonlinear stiff systems shall be integrated using the exponential method of order three i.e. (2.3) namely
Because of the large negative entries of A n , in a stiff system, the choice of stepsize is determined as follows, by definition.
be the constant Jacobian at the origin, for a k-dim system, such that
where the α i j are real entries. For some i, j, let α i j be such that |α i j | is the largest modulus of all the entries of A 0 , which we write to the nearest integer as an integer of r digits. Then the initial stepsize for the integration is defined by
This stepsize is bound to be very small if the system is very stiff but more often h 0 = 0.0001. If the required ultimate step of the integration is not too large, the integration can be continued with this stepsize h 0 to the end. But suppose the required ultimate step is large, especially if h 0 is very small. Assume that t N is this ultimate step. Then it is possible to have a change of stepsize mid integration, so as to reduce the computer time wastage.
As known generally and especially from [1] the theoretical or numerical solution of any K -dim system is a function of the exponentials of the eigenvalues λ 1 , λ 2 , . . . , λ k of the Jacobian. Thus as in [1] the numerical analogue of the theoretical solution at step n, with a stepsize h, may be written in the form
where for a stiff system some eigenvalues are transient, while others are not. First, suppose that the system is 2-dimensional. Let the eigenvalues of A 0 be given by λ 1 and λ 2 , where λ 1 is transient and λ 2 is not, i.e.
Then since Reλ 1 and Reλ 2 are negative, e λ 1 h 0 n will vanish faster than e λ 2 h 0 n , as n −→ ∞, where (λ 1 is taken to mean Reλ 1 ). Suppose that with a certain positive integer n = m, e λ 1 h 0 n vanishes. The positive integer m, can be found by substituting for different values of m in the exponential function. The number m is the number of steps of the integration required to arrive at the point t m , where the transient eigenvalue λ 1 vanishes. This point t m is given by 5) while the corresponding solution at t m is y m . So the integration proceeds with the small stepsize h 0 = 10 −(r +1) up to the point t m in order to secure the contribution of λ 1 , where it is assumed that λ 1 , does not change appreciably during these initial points of the integration. This completes the first phase of the integration.
To move to the second phase, a change of step size to h = 0.001 would be implemented from the point t m . The inputs for the second phase are obtained from the first phase as follows. We take y 0 = y m , t 0 = t m while h = 0.001. The number of steps N , required to arrive at the known ultimate point t N is obtained from the equation 6) where in the computer program the original file is renamed due to the replacements of y 0 , t 0 and h 0 by y m , t m and h = 0.001, respectively. It implies from (4.6) that the number of steps required to arrive at t N is
Note that N is always a whole number of steps (due to the initially defined choices of m and h 0 ). Thus generating the additional N steps in (4.7) leads to the ultimate point of the integration. This completes the second and the final phase of the integration.
However, with the same step size h = 0.001, it is still possible to proceed to a third phase of integration (although this is rare) if N , obtained from (4.7) is still considered very large. In this case we first implement the second phase which will terminate at 1 2 t N say, using the usual inputs from the first phase as explained above to obtain the number of steps N 1 < N given by
with a corresponding terminal solution y ( 
Thus at t N , the corresponding terminal solution is then y t N . This will complete the third phase of the integration.
In the general case in which dim k > 2, there may be other transient eigenvalues of A 0 apart from the most transient. If λ 1 λ 2 , . . . , λ k are the eigenvalues, and λ 1 say, is the most transient, then suppose e λ 1 h 0 m = 0. It will follow that m is the number of steps required for λ 1 to vanish. Because of other transient eigenvalues of smaller magnitudes which may not vanish exactly at the mth step, the simple practical rule, usually, is to proceed with the first phase of the integration using h 0 = 10 −(r +1) as defined, and to terminate this first phase after the number of steps m * which are reasonably beyond the calculated value m, so as to be certain that all the transient eigenvalues have vanished.
If the eigenvalues of the k × k matrix A 0 in (4.1) cannot be easily obtained because k is large, we assume the most transient eigenvalue to be α i j , such that |α i j | is the largest modulus of all the entries of A 0 .
Note that a two phase integration is required only when the ultimate step is considered too large by using h 0 = 10 −(r +1) , as defined.
Component by component presentation of the integration formulas
For a general k-dim system:
where a i j is a function of t n and y n . Let
Then the integration formula (2.4) of order two is given by
Hence on component by component basis, we write
where h ≤ 0.001 for nonstiff systems.
Similarly the component by component integration formula (2.3) of order three is obtained by expanding and simplifying the matrix form
where h = h 0 = 10 −(r +1) initially, or finally, for stiff systems.
Modifications in the QBASIC program
The integration formulas written as component by component formula in Section 5, above are subject to automatic computation using the QBASIC program in Jibunoh [1] for linear systems. Slight modifications are, however, introduced in the case of nonlinear systems, as follows:
1. The first input data shall be taken as the zero matrix of dim k, for a k-dim system. 2. The second input data shall be the identity matrix of order k. 3. The X -inputs are then the various component inputs of the integration formulas.
For example,
for a particular k-dim system.
All other basic ingredients of the QBASIC program remain unchanged.
Solutions of the general 2 × 2 nonstiff systems with the exponential method of order two
For a 2 × 2 nonlinear nonstiff system, let the general Jacobian be given by
at (t = t n , y = y n ), where a i j are functions of t n and y n . Then by (5.4) the component by component integration formulas of order two are given by
In the QBASIC program for automatic computation, we let
Also we let
Thus in the QBASIC format, the component by component solutions of order two for a 2 × 2 system take the forms
where Y , Z and F with different subscripts, are defined in (6.3).
6.2. Solutions of a 2 × 2 stiff system with the exponential method of order three
As in (6.1), let
Then by (5.5) the component by component integration formulas are given by
In the context of the QBASIC program, for automatic computation, we have
also,
The equivalents of (6.4) for the Exponential Method of Order Three are given by
where Y , Z and F with different subscripts, are defined in (6.7). Similarly, as in Sections 6.1 and 6.2 we can build up the QBASIC Exponential Formulas of orders two and three respectively, for any K × K systems. Now, for a general K × K system, the general Jacobian at (t n , y n ) is given by
where as usual a 11 = D 1 , a 12 = D 2 etc., and D j is in general a function of (t n , y n ).
Then by the use of dot products, we have
where, for example
Therefore on component by component basis we have the following formulas of order 3, in compact form, for the general K × K system
The component by component formulas of order 2, are obtained for y 1,n+1 , y 2,n+1 , . . . , y k,n+1 respectively, by setting h 3 6 = 0, in each component of (6.11).
As usual the variables Z 1 , Z 2 , . . . , Z K 2 in the EM formulas which are functions of D j , are coefficients of F 1 , F 2 , . . . , F k respectively. Hence the QBASIC integration formulas of order 2 or 3, for the K × K system, take the general forms
The formulas (6.11) and (6.12) are for any K × K systems, where K ≥ 1, in general.
Numerical applications
We shall apply the Exponential Method of this paper (otherwise known as the EM) to nonlinear stiff and nonstiff systems. The integrations are carried out by automatic computation using the QBASIC codes but modified in the forms explained in Section 6.
The theoretical solutions are given by
This is a nonlinear nonstiff 2 × 2 system adapted from Krasnov et al. Let x = y 1 , y = y 2 and h = 0.001, then noting that t n = t 0 + nh + is 'Jibunoh's correction for continuity', we have Applying the QBASIC integration formulas (6.4) of order two, for the nonstiff 2×2 system, we obtain the automatic numerical solutions which are compared with the theoretical solutions in Table 7 .1 in the interval 0.1 ≤ t ≤ 1.
From Table 7 .1 the EM solutions coincide with the theoretical solutions in the interval of the integration. This shows that the EM is very efficient for nonlinear nonstiff systems. A sample program with the output for this example is given in Appendix A. This is the Vanderpol system of equations which has not been solved theoretically. For small λ ≥ 0, the system is nonstiff while for λ ≥ 20, the system is stiff. We shall obtain the theoretical solution in the case λ = 0, using Jibunoh's spectral decomposition [1] and also obtain the numerical solutions for other values of λ ≥ 0, using the EM of this paper. Now, if λ = 0, the system is a homogeneous linear system given by the matrix equation
is the constant Jacobian, with complex eigenvalues, λ 1 = −i and λ 2 = i. By Jibunoh's NSD [1] ,
where A 1 and A 2 are obtained from
Then from (7.2)
the exact theoretical solution (if λ = 0). To apply the EM, we obtain the general Jacobian of the system at step n, as
or we may write
where
By the QBASIC convention: y 1n = Y1, y 2n = Y2. We consider two broad cases: namely the case λ is small and the case λ is large. 
The case λ is small such that the system is nonstiff
If λ is small, in which case the system is nonstiff, the EM (2.4) of order two, is applicable with h = 0.001. Applying the value of a i j , f 1n , f 2n given in (7.7), the component by component solutions of order two reduce to
By substituting the values of a 21 , a 22 , f 1n , and f 2n from (7.7) we have The integration formulas (7.10) may be applied for automatic integration, by writing in QBASIC codes as follows:
However, the general QBASIC integration formulas (6.3) and (6.4) of order two are applied using the Vanderpol data listed in (7.7) by taking λ = 0 and h = 0.001. The automatic numerical solutions are given to six decimal places while the theoretical solutions are obtained from (7.5) and compared with the numerical solutions in Table 7 .2 in the interval, 0 ≤ t ≤ 2.
From Table 7 .2 the EM solutions coincide with the theoretical solutions at all points of the integration.
The case λ is large such that the system is stiff
If λ is large in which case the system is stiff, then the general EM (2.3) of order three is applicable with initial h 0 = 10 −(r +1) , by Definition 4.1. Using (7.7) as A n , with entries a 11 , a 12 , a 21 , a 22 , f 1n and f 2n as given for the Vanderpol system, we apply the QBASIC integration formulas (6.7) and (6.8) of Order Three, for different values of λ and h. As explained in Section 4, for stiff systems, a first phase integration is applied with stepsize h 0 as defined, and if the ultimate step is too large, a second phase integration is applied with a change of stepsize to h = 0.001 ≥ h 0 .
The automatic numerical solutions for the cases λ = 20, λ = 50 are exhibited in Table 7 .3(a) while those for λ = 100 and 200 respectively are given in Table 7 .3(b).
As observable from Tables 7.3(a) and 7.3(b) there is a steady increase of the first and second components of the solution at any particular point t, as λ increases. Check, for example, at t = 1.0, for each of λ = 20, 50, 100 and 200.
By the coincidence of the EM with the theoretical solutions in Table 7 .2, for λ = 0, we infer that the solutions for the above chosen values of λ must invariably be the exact theoretical solutions.
A sample QBASIC program and the automatic output for the case λ = 20, are given in Appendix B.
Example 3.
This is a stiff nonlinear system obtained from Lambert [5] and Fatunla [6] where it was solved by other numerical methods. The system has not been solved theoretically but an assumed theoretical solution at the terminal point, t = 100, is given in Lambert [5] , as obtained with the explicit RK methods of order four, with h = 0.0005. Now,
12) at (t = t n , y = y n ), where From A n , we find that
with eigenvalues λ 1 = −1012.000109 and λ 2 = −0.0098915. By the entries of A 0 , a first phase integration is applied with h 0 = 0.00001 and a second with h = 0.001 as explained in Section 4, using the EM of order three. After reducing the EM to the QBASIC formulas (6.7) and (6.8) of Order 3, which are applied to the system, the numerical solutions are obtained by automatic computation and compared in Table 7 .4(a), with the solutions obtained by Fatunla [6] in the interval 0 ≤ t ≤ 100.
Solutions of Fatunla [6] in Table 7 .4(a) appear to be close to the EM solutions at all points t < 100, although EM solutions are clearly superior. This is evidenced in the solution at the terminal point t = 100, in Table 7 .4(b), where the EM solution and the assumed theoretical solution are approximately coincident. The EM produced an error of only 0.0002 in both components of the solution, while the solutions of Fatunla [6] and Lambert [5] produced errors of 0.0074 and 0.0107 in first and second components respectively, to four decimal places. Not minding the unavoidable and small round off errors inherent in a small computer used for this problem, it can be said that the EM produced the exact theoretical solutions in the whole interval, 0 ≤ t ≤ 100.
The terminal solution at t = 100, of the assumed y(t) with that of the EM, is compared with those of Fatunla [6] and Lambert [5] , in Table 7 .4(b), to four decimals places.
Conclusion
The Exponential Method of this paper, which is an off-shoot of Jibunoh's spectral decomposition, has demonstrated its capacity to obtain the accurate and automatic integration of nonlinear ODE systems. In particular, the Vanderpol system of equations is solved. The Exponential method is easily applicable to linear systems, since in this case A n = A, the constant Jacobian, which is independent of n.
Linear oscillatory systems or systems with complex eigenvalues are particularly handled by the EM with exemplary accuracy. Examples of such systems which are stiff, as obtained from Burden and Faires [7] , and Lambert [8] , respectively, are: The above systems have been integrated accurately in [1] , by Jibunoh's spectral decomposition. It is to be noted that the EM is, however, more efficient than the strict Jibunoh's NSD in nonstiff systems with non distinct eigenvalues. The EM is therefore generally applicable to all systems which are nonlinear or linear. It has simplicity of application by automatic computation and exhibits high accuracy. These attributes make the EM superior to many traditional methods which produce less accuracy and which integrate nonlinear systems with cumbersome procedures.
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