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Abstract 
A lot of practical systems are described by Partial Differential Equations (PDE) such as the fluid flow, 
heat conductor and chemical reactor processes. Direct computation and analysis on these PDE systems 
are time-consuming and difficult. Since almost all control theories are based on Ordinary Differential 
Equations (ODE) and cannot be applied to PDE systems directly, modeling and control algorithms have 
to be developed for PDE systems. 
This proposed research is aimed to develop a novel modeling and control algorithm for the PDE 
described systems. When dealing with time-dependent PDE problems, the partial derivatives of a function 
over spatial variables are obtained by approximating the function values at interpolation nodes and their 
corresponding neighbors as a finite summation of polynomial series. A cluster of interpolation nodes 
guarantees the boundedness of the residual derivatives. Substituting these approximations in the PDE and 
discretizing the spatial domain of variables while keeping the time domain continuous yields a system of 
ODEs. By using an eigenvalue-based technique, a reduced-order model is derived, which is incorporated 
with unmodeled dynamics described as bounded-input, bounded-output (BIBO) stable. To establish the 
equivalence with original PDE, the reduced-order ODE is augmented with nonlinear time-varying 
uncertainties and unmodelled dynamics. The final goal is to design an L1 adaptive controller for handling 
of model mismatch and delivering a good tracking performance.  
The main contributions of this study include: 1) compared with other traditional finite basis functions-
based methods for PDE transformation, our proposed modelling framework avoids the problem of ill-
conditioned interpolation matrix, guarantees the boundedness of the approximation error between original 
PDE system and reduced-order ODE system; 2) a detailed analysis on how to guarantee the boundedness 
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of the approximation error between original PDE and reduced-order ODEs is provided from mathematical 
theory; 3) a discussion on comparing the effectiveness of the proposed approximation method with the 
usual methods like that based on finite element approximation is given, in terms of feasibility and 
accuracy; 4) establish the equivalence with original PDE by augmenting the reduced-order ODE with 
nonlinear time-varying approximation error and dynamic uncertainties; 5) design an L1 adaptive 
controller to appropriately control the reduced-order system for nonlinear time-varying uncertainty 
handling and good tracking delivering. The uniform performance bounds are derived for the control 
signal and the system state as compared to the corresponding signals of a bounded closed-loop reference 
system, which assumes partial cancelation of uncertainties within the bandwidth of the control channel. 
 A lot of research work on extension of L1 adaptive control theory has been explored. A modification of 
L1 adaptive control architecture incorporated with deadzone mechanism in a state feedback setup is used 
for measurement noise reduction. A filtered high-gain output feedback controller which features the 
advantages of L1 adaptive control (insertion of a low-pass filter at the input for robustness recovery) and 
high-gain observer (handling of nonlinear uncertainties) is developed for a class of nonlinear systems in 
the presence of unknown state-dependent and time-varying nonlinearities. For simultaneous estimation of 
all the hidden states, nonlinear uncertainties and measurement noises in an output feedback setup, a novel 
L1 adaptive descriptor where two design parameters provide additional degrees of freedom is proposed. 
Because in many practical problems, not all state variables are measurable due to technical or economic 
cost, extension of L1 adaptive output feedback controller to multivariable nonlinear systems is also 
explored.  
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1 Chapter 1 
Introduction 
It is known that a large number of industrial processes are inherently distributed in space, and their 
dynamics depend both on spatial position and time such as the fluid flow, heat conduction, and chemical 
reactor processes [1-6]. The mathematical models of these processes are generally expressed by partial 
differential equations (PDEs) that are derived from the fundamental balances of energy, momentum, and 
materials. Due to the infinite-dimensional nature of PDE systems, it is difficult to directly apply the 
existing control methodologies for ODE systems to control design of PDE systems. Therefore, it is of 
great theoretical and practical significance to investigate the analysis and synthesis issues of PDE 
systems. 
1.1 Literature Review on PDE Systems Modeling and Analysis 
 
    Many physical processes are often described by PDE such as heat transfer and string vibration. The 
commonly used methods for computing PDEs include finite differences method (FDM), finite elements 
method (FEM) and spectral method [7]. FDM is well known for using a rectilinear grid, which is difficult 
to represent complex geometry accurately [8]. FEM is more flexible in dealing with complex geometry, 
but the data structure and computer coding is complicated, and in order to maintain accuracy, the mesh 
generation over irregularly shaped domains is often 70% in excess of the total computational cost [9]. 
Refining the meshes is required in order to increase the accuracy of FDM and FEM. As a result, there is 
an inherent difficulty in increasing the accuracy without increasing the complexity of the two numerical 
methods. What’s more, there is a lack of research on the control of PDE systems using FDM or FEM. 
     As almost all control theories are based on ODE systems and cannot be applied to PDE systems 
directly, we have to transform the PDE described system into an ODE described system first through 
spatial discretization and then apply the canonical control strategies on them.  
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The most common way to transform a PDE to ODE is the spectral method, in which the solution of the 
PDE is expanded as the finite summation of products of space-dependent basis functions (polynomials, 
trigonometric function, Radial Basis Functions (RBF) and so on) and time-dependent coefficients. 
According to the types of geometry, there are many approaches to get the coefficients, pseudo-spectral 
method (PSM) [10], Galerkin method [11], Tau approach [12] and so on. A general expression for the 
PSM is: f(x, t) = ∑ an(t)φn
N
n=1 (x)  . Since the spatial and temporal variables are separated in the 
approximation function, the partial derivatives over them can also be implemented conveniently. 
Substituting these approximations in the PDE and discretizing the spatial domain of variables while 
keeping the time domain continuous yields a system of ODEs, on which the majority of existing control 
strategies can be applied. 
Spectral method is extensively used due to the greater precision achievement with a smaller number of 
points compared with FEM and FDM [13]. The spectral method takes on a global approach, in which the 
approximation of a function at a certain point is the linear combination of all values at the remaining 
points. In contrast, FDM and FEM take on a local approach, in which only a few adjacent points are used. 
For this reason, spectral method has excellent error properties, being “exponentially convergent” when 
the solution is smooth. To achieve the same accuracy, less grid points are needed by spectral method than 
by FDM and FEM, allowing faster computation and lower memory requirement. 
Galerkin method and the Proper Orthogonal Decomposition (POD), is an effective and canonical way 
in PDE discretization and model reduction [14]. Galerkin approach ensures the accuracy of the 
approximation by forcing the residual (the difference between the approximation and the original PDE) to 
be orthogonal to the trivial functions  φn(x) . It can be shown that the projection of the residual onto the 
subspace spanned by each trial function represents the energy of the residual in the direction in function 
space associated with each trial function, respectively [15]. If the trial functions are determined using the 
POD, the optimality property of the Karhunen-Loève expansion applies, and the energy in the residual 
vanishes in those directions for which the energy in the flow is minimized. POD theory is in fact the 
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theory of compact, self-adjoint operators, mainly the Karhunen-Loève decomposition theorem, which 
states that for a stochastic process, the eigenfunctions of the integral operator whose kernel is the process 
correlation function form an orthogonal basis for the function space in which the process resides [13-16]. 
Snapshot method was brought up by Sirovich in 1987 [17], and is a practical way of determining the 
empirical eigenfunctions in the Karhunen-Loève theorem by sampling the empirical data at equally 
spaced time intervals and using these samples to perform the required computations. 
The POD-derived bases have higher accuracy because they are derived directly from the data, while the 
other orthonormal bases are defined without any relation to the data [15]. However, an obvious 
disadvantage of POD involves the integral calculations included in its computation. For instance, both the 
basis function and the weights are obtained through integration. On one hand, integration increases the 
computation and facility complexity; on the other hand, measurement or interpolation errors will 
propagate during this progress. When converting the PDE to an ODE, the states are just the weights, so 
the propagated error will make the states estimation inaccurate.   Additionally, POD basis functions 
depend on the data and geometry from which they were extracted [18]. Since it is very difficult to 
compute the orthogonal basis of complex geometries, POD is only applicable to simple geometries [7].  
In the last two decades, radial basis functions (RBFs) have enjoyed considerable success as basis 
functions for interpolating scattered data in higher-dimensional spaces [8]. Its theoretical basis and 
convergence properties have been well established [19, 20]. The direct application of RBF to solve PDE 
was first attempted by Kansa [21]. In this method, multiquadric was used as interpolant to approximate 
the solution and point collocation was applied to enforce the governing equation and boundary conditions. 
Much effort has been made to understand and apply RBFs to the solution of several types of PDEs since 
then [21-24]. Another method that can fall into this category is the method of fundamental solutions 
(MFS) [25, 26], as MFS can be considered as a form of RBF [8]. Gaussian Radial Basis Functions 
(GRBF)-based approximation approach is a good candidate which formulates the solution of the PDE as a 
finite summation of the product of space-dependent polynomials and time-dependent given values at 
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interpolation nodes. Despite of innovative features such as high accuracy and exponentially convergence, 
there still remain some obstacles in the application of GRBF method. One is the Runge phenomenon 
where approximated function is divergent or fluctuates around the boundaries of the space. Even though 
this ill-posed problem is resolved by using a potential theory-related method [7], we are still faced with 
the problem of non-full rank interpolation matrix, which means we have to further reduce the dimension 
of the derived high-order ODE. Hence, using Krylov subspace method [27-29] or singular value 
decomposition (SVD) method, a low-order ODE which describes the dominant dynamics of the PDE 
system is required. What’s more, the approximation error between the original PDE and the reduced-order 
ODE is a combination of residual and residual partial derivatives. To our knowledge, there has been no 
clear statement about the boundedness of the approximation error. 
1.2 Literature Review on Control of PDE Systems 
Based on the properties of the spatial differential operator, PDE systems can be classified as parabolic, 
hyperbolic, elliptic and so on [2, 5]. Classifying the PDE system as of a particular type indicates that it is 
associated with very specific physical behavior, and the type of PDE systems essentially determines the 
methods for solving their related analysis and synthesis problems. For parabolic PDE systems, due to the 
fact that the eigenspectrum of the spatial differential operator can be decomposed into a finite-
dimensional slow one and an infinite-dimensional stable fast complement, their dominant dynamics can 
be characterized by finite-dimensional ODE systems approximately. Thus, a typical method to control of 
parabolic PDE systems is to use Galerkin’s approach to the PDE system to derive an approximate ODE 
model as the basis for the controller design [2, 4, 5]. In particular, the Takagi-Sugeno (T-S) fuzzy model-
based approach combined with Galerkin’s method has been recently utilized to the finite-dimensional 
robust fuzzy controller design for a class of nonlinear parabolic PDE systems in [30]. In contrast with 
parabolic PDE systems, the eigenmodes of spatial differential operator of hyperbolic PDE systems 
contain the same or nearly the same amount of energy. Therefore, an infinite number of modes are needed 
to describe their dynamical behavior accurately. Judging from this fact, it has been well recognized that 
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the space-distributed nature of hyperbolic PDE systems should be incorporated for the controller analysis 
and design, and some elegant approaches have been developed over the past decades such as the linear 
quadratic optimal control [31, 32], model predictive control [33, 34], geometric control [35], robust 
control with spatiotemporal norm-bounded uncertainties and Markov jumping parameters [36][], and 
sliding-mode control [37, 38]. 
Control of PDE systems is tricky due to the presence of nonlinear time-varying uncertainties and 
unmodeled dynamics. Uncertain variables, if they are not appropriately accounted for in the controller 
design, can significantly deteriorate the nominal closed-loop performance, and even lead to closed-loop 
instability. Motivated by this, the problem of synthesizing controllers that compensate for the effect of 
uncertainty (called robust controllers) in PDE systems has received considerable attention in the past. A 
popular approach for the design of controllers for linear PDE systems with uncertainties involves the use 
of adaptive control methods [39-41]. Adaptive control theory is an important tool for controller synthesis. 
At the beginning, research was focused on the problem of controlling and identifying linear time invariant 
(LTI) plants. Recent advances in nonlinear control theory, and in particular feedback linearization 
techniques [42], has inspired the development of adaptive control schemes for nonlinear plants [43-47][]. 
However, it is well known that global stability properties of model reference adaptive control (MRAC) 
[48, 49] are guaranteed under the “matching assumption” that the model order is not lower than that of the 
unknown plant. This restrictive assumption is likely to be violated in applications. Hence, it is important 
to determine the stability and robustness properties of adaptive schemes with respect to modeling errors.  
L1 adaptive control theory [50] is a modification of MRAC that adopts fast and robust adaptation to 
reduce the undesired transient from the adaptation process and handle nonlinear time-varying 
uncertainties instead of constant or slowly varying parameters in conventional adaptive control. The L1 
algorithm consists of a State Predictor, Adaptive Law, and Control Law. The state predictor is a dynamic 
system that consists of a linear system plus a vector of adaptive parameters that represent uncertainty 
estimates. The adaptive law is used to generate adaptive parameters such that the error between the 
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predicted state and the real state is driven to zero at every integration time-step, and the control law is 
designed such that the predicted output tracks a given reference. The prediction error can be made 
arbitrarily small by decreasing the integration time. However, this kind of fast adaptation often leads to 
aggressive control signals with large magnitudes and rates, as well as loss of time-delay margin, one of a 
system’s robustness indicators. To prevent the entire system from becoming a high-gain feedback loop, a 
low-pass filtering mechanism is added in the control law, which filters away aggressive signals and 
recovers robustness. The combination of high gain and low-pass filter guarantees fast adaptation with 
satisfactory transient response for both input and output. We can take driving a car as an analogy. The 
adaptation loop is like our observation, the control loop is like our action on the steering wheels and gas 
paddle. We want our observation to be fast because we want to know the situation in advance for the 
preparation of next action, but we do not want aggressive movement on the steering wheels or hard brake 
on the gas paddle. The control actions should be slow down in our hand but the observation should be 
quick in our eyes.  
1.3 Main Contributions and Thesis Organizations 
    In our study, when dealing with time-dependent PDE problems, the partial derivatives of a function 
over spatial variables are obtained by approximating the function values at interpolation nodes and their 
corresponding neighbors as a finite summation of polynomial series. A cluster of interpolation nodes 
guarantees the boundedness of the residual derivatives. Substituting these approximations in the PDE and 
discretizing the spatial domain of variables while keeping the time domain continuous yields a system of 
ODEs. By using an eigenvalue-based technique, a reduced-order model is derived, which is incorporated 
with unmodeled dynamics described as bounded-input, bounded-output (BIBO) stable. To establish the 
equivalence with original PDE, the reduced-order ODE is augmented with nonlinear time-varying 
approximation error and dynamic uncertainties. An extension of L1 adaptive control to multi-input multi-
output (MIMO) nonlinear systems in the presence of general unmatched uncertainties or, alternately, 
unknown time- and state-dependent nonlinear cross-coupling is explored. A novel adaptive law, being 
piecewise constant, which is directly related to the sampling parameter of the CPU, is introduced. There 
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are certain advantages to this new type of adaptive law. It updates the parametric estimate based on the 
hardware (CPU) provided specification. At the sampling times, the adaptive law reduces one of the 
components of the identification error to zero, with the residual being proportional to the sampling 
interval of integration. This implies that by increasing the rate of sampling, one can reduce the influence 
of the residual term on the performance bounds. For the realization of nonlinear time-varying uncertainty 
handling and good tracking delivering, a control law is designed with a given trajectory and uncertainty 
estimates cancellation part. The adaptive algorithm guarantees semiglobal uniform performance bounds 
for the system’s signals, both input and output, simultaneously, and thus ensures uniform transient 
response in addition to steady-state tracking. 
The main contributions of this study include: 1) compared with other traditional finite basis functions-
based methods for PDE transformation, our proposed modelling framework avoids the problem of ill-
conditioned interpolation matrix, guarantees the boundedness of the approximation error between original 
PDE system and reduced-order ODE system; 2) a detailed analysis on how to guarantee the boundedness 
of the approximation error between original PDE and reduced-order ODEs is provided from mathematical 
theory; 3) a discussion on comparing the effectiveness of the proposed approximation method with the 
usual methods like that based on finite element approximation is given, in terms of feasibility and 
accuracy; 4) establish the equivalence with original PDE by augmenting the reduced-order ODE with 
nonlinear time-varying approximation error and dynamic uncertainties; 5) design an L1 adaptive 
controller to appropriately control the reduced-order system for nonlinear time-varying uncertainty 
handling and good tracking delivering. The uniform performance bounds are derived for the control 
signal and the system state as compared to the corresponding signals of a bounded closed-loop reference 
system, which assumes partial cancelation of uncertainties within the bandwidth of the control channel. 
In Chapter 2, we first introduce the L1 adaptive controller architecture, which is the mostly used 
control tool in this thesis. The design philosophy of L1 adaptive control which combines low-pass filter 
and high adaptation gain is specified. Then a modified L1 adaptive controller augmented with dead-zone 
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mechanism is proposed, which is very effective in handling of measurement noise. Following the design 
philosophy of L1 adaptive controller, a low-pass filtered high-gain output feedback controller is designed 
for handling of nonlinear time-varying uncertainties. For simultaneous estimation of all the hidden states, 
nonlinear uncertainties and measurement noises in an output feedback setup, a novel L1 adaptive 
descriptor where two design parameters provide additional degrees of freedom is proposed. Because in 
many practical problems, not all state variables are measurable due to technical or economic cost, 
extension of L1 adaptive output feedback controller to multivariable nonlinear systems is also explored.  
Chapter 3 formulates a general time-dependent PDE problem over the region of nR . A polynomial 
interpolation approximation method for PDE transformation is proposed, and the framework is extended 
to PDE systems in 2D. A detailed analysis on how to guarantee the boundedness of the approximation 
error between original PDE and reduced-order ODEs is provided from mathematical theory, and a 
discussion on comparing the effectiveness of the proposed approximation method with the usual methods 
like that based on finite element approximation is given, in terms of feasibility and accuracy. To validate 
the availability and feasibility of the new framework, 1D and 2D heat diffusion equations are 
demonstrated as examples. 
In Chapter 4, an eigenvalue-based model reduction technique is developed for high-order ODE 
systems. The equivalence between original PDE and reduced-order ODE is established by augmenting the 
reduced-order ODE with nonlinear time-varying uncertainties and unmodelled dynamics. An extension of 
L1 adaptive control to multi-input multi-output (MIMO) nonlinear systems in the presence of general 
unmatched uncertainties or, alternately, unknown time- and state-dependent nonlinear cross-coupling is 
explored. Simulation studies on a heat transfer process are presented. 
In Chapter 5, a new way that applies active control technology to simultaneously control the flexural 
and torsional vibration of shaft system is brought forth. For dealing with the highly nonlinear coupled 
PDE described system, we synthesize a controller which combines the theory of mechanical vibration and 
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the technique of electromagnetic exciters on the basis of the polynomial interpolation-based 
approximation approach. 
 Finally, this thesis ends with concluding remarks and future research in Chapter 6. 
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2 Chapter 2 
Mathematical Preliminaries 
This Chapter specify the design philosophy of L1 adaptive controller which combines the low-pass 
filter and high adaptation gain, and proposes some modifications while retaining all the benefits of 
existing L1 adaptive controllers.  
2.1 Overview on L1 Adaptive Control 
 
L1 adaptive control theory adopts fast and robust adaptation for improved tracking performance and 
handling of time-varying uncertainties without redesigning parameters. The L1 algorithm consists of a 
State Predictor, Adaptive Law, and Control Law. The state predictor is a dynamic system that consists of 
a linear system plus a vector of adaptive parameters that represent uncertainty estimates. The adaptive law 
is used to generate adaptive parameters such that the error between the predicted state and the real state is 
driven to zero at every integration time-step, and the control law is designed such that the predicted output 
tracks a given reference. The prediction error can be made arbitrarily small by decreasing the integration 
time. However, this kind of fast adaptation often leads to aggressive control signals with large magnitudes 
and rates, as well as reduced robustness. To prevent the entire system from becoming a high-gain 
feedback loop, a low-pass filter is introduced in the control law for recovering robustness. In this way, the 
L1 adaptive control can achieve good tracking delivery with guaranteed robustness at the same time.  
In L1 adaptive control, the techniques of high gain and low-pass filter must be used together. Use either 
of these two techniques alone will bring negative effects. However, combination of these two techniques 
together is a good design which mitigates negative effects of each single technique. This is the most 
crucial idea of L1 architecture. The insertion of low-pass filter at the input can help eliminate the high 
frequency components in the control signal and recover the time delay margin, which enables the 
utilization of much higher adaptation gain and increases the robustness of the system. The design 
philosophy of L1 adaptive control which combines low-pass filter and high adaptation gain guarantees 
better performance than the standard MRAC with a lower adaptation gain. We can take driving a car as an 
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analogy. The adaptation loop is like our observation, the control loop is like our action on the steering 
wheels and gas paddle. We want our observation to be fast because we want to know the situation in 
advance for the preparation of next action, but we do not want aggressive movement on the steering 
wheels or hard brake on the gas paddle. The control actions should be slow down in our hand but the 
observation should be quick in our eyes. 
The L1 adaptive control architecture is shown in Figure 2.1.  
 
Figure 2.1. L1 adaptive control architecture. 
Consider the following single input single output (SISO) system 
                                                      
0( ) ( ) ( ) ( ), (0)
( ) ( )
x t Ax t bu t t x x
y t cx t
= + + =
=
                                         (2.1.1) 
where  𝑥(𝑡) ∈ 𝑅𝑛  is the system state vector (measured),  𝑢(𝑡) is the control signal,  𝑦(𝑡) ∈ 𝑅  is the 
regulated output;  𝐴 is a known 𝑛 × 𝑛 Hurwitz matrix, 𝑏 and 𝑐 are known constant matrices,  system 
0 ( , , )A b c =  is controllable and observable, and  𝜎(𝑡) ∈ 𝑅
𝑛  is uncertainty.       
    Design a state predictor as below 
                                                   0
ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ), (0)
ˆ ˆ( ) ( )
x t Ax t bu t t x x
y t cx t
= + + =
=
                                             (2.1.2) 
where  𝑥(𝑡) ∈ 𝑅𝑛  is the predicted state,  ?̂?(𝑡) ∈ 𝑅 is the predicted output,  ?̂?(𝑡) ∈ 𝑅𝑛  is a vector of 
adaptive estimates.                                                                                                                                          
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    The update law for  ?̂?(𝑡)  is given by 
                                                          
1
0
( )
ˆ ˆ( ) ( ), [ , )
ˆ ( ) [ ( ) ] ( ) ( )
AT
T
T e
t iT t iT iT T
iT T d T x iT
 
   −
 =
=  +
= −  − 
                                          (2.1.3) 
where 
                                                           ˆ( ) ( ) ( )x t x t x t= −                                                                          (2.1.4) 
Then decompose the uncertainties into matched and unmatched components. This is done via the 
transformation 
                                                       
11 1
22
ˆ ( )
ˆ[ ] ( )
ˆ ( )
t
b b t
t



−  = 
 
                                                                 (2.1.5) 
where  ?̂?11(𝑡)  and  ?̂?22(𝑡)  are the matched and unmatched components of  ?̂?(𝑡)  respectively and  ?̅?  is 
the null space of  𝑏 . That means  𝑏𝑇?̅? = 0 . 
    Let  𝑢(𝑡) = 𝑢1(𝑡) + 𝑢2(𝑡) + 𝑢3(𝑡) , then (2.1.2) is rewritten as 
                                             1 2 3
ˆ ˆ ˆ( ) ( ) ( ( ) ( ) ( )) ( )
ˆ ˆ( ) ( )
x t Ax t b u t u t u t t
y t cx t
= + + + +
=
                                             (2.1.6) 
    This can be viewed as a system with 4 inputs,  𝑢1(𝑡), 𝑢2(𝑡), 𝑢3(𝑡)  and  ?̂?(𝑡) .  𝑢1(𝑡)  is designed as 
follows such that  ?̂?(𝑡) can track  𝑟(𝑡)  
                                                      1( ) ( )gu t k r t= , ( )11gk cA b−= − .                                                     (2.1.7) 
However, for  ?̂?(𝑡)  to track  𝑟(𝑡) , we must cancel the effects of  ?̂?(𝑡) .  
The matched component can be canceled directly by simply choosing the opposite of  ?̂?11(𝑡)  . 
However, we have to notice that the adaptive law with high gain will result in aggressive performance 
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both in magnitude and rate, as well as reduced time-delay margin. In order to prevent the entire system 
from becoming a high-gain feedback loop and also recover robustness, L1 adaptive control proposes 
inserting a low-pass filter  𝐶1(𝑠)  at  𝑢2(𝑡) . Then we have 
                                                             2 1 11ˆ( ) ( ) ( )u t C s t= −                                                                  (2.1.8) 
Because  ?̂?22(𝑡)  is unmatched uncertainty, it cannot be canceled directly by choosing its opposite in the 
control signal. However, we can perform a dynamic inversion of the state predictor to cancel the effects 
of ?̂?22(𝑡)  on  ?̂?(𝑡) . Here, we also apply a low-pass filter,  𝐶2(𝑠)  to  𝑢3(𝑡) , then we have  
                                                  
1
3 2 221
( )
ˆ( ) ( ) ( )
( )
c sI A b
u t C s t
c sI A b

−
−
−
= − 
−
                                                   (2.1.9) 
At last, the control signal is given by 
                                    
1
1 11 2 221
( )
ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )
( )
g
c sI A b
u t k r t C s t C s t
c sI A b
 
−
−
−
= − − 
−
                                (2.1.10) 
    Our final goal is to achieve good tracking delivery with guaranteed stability by using L1 adaptive 
control. If matrix  𝐴  is not Hurwitz, we need to stabilize it by applying Linear Quadratic Regulator 
(LQR) and get the Hurwitz matrix  𝐴𝑚 = 𝐴 − 𝑏𝑘 . 
2.2 Measurement Noise Reduction Enabled by L1 Adaptive Controller Augmented with Dead 
Zone Mechanism 
    Although the L1 adaptive controller has demonstrated theoretical benefits in system coverage and 
transient performance over conventional adaptive approaches, currently its application still faces various 
challenges. The proposed modification will further enhance the capability of the L1 adaptive control in the 
handling of measurement noise. Due to the nature of the adaptive law, additive noise in the estimation 
error is squared and integrated, causing an undesired drift in the integral adaptation gain [51]. In order to 
counter this problem, a method based on the “𝜎-modification” of Ioannou and Kokotovic was proposed in 
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[52-54]. This modification effectively replaces the pure integral action in the adaptation algorithm with a 
first-order filter, allowing the gain to “leak” out through the additional terms. It is shown in [51] that 
although the leakage terms are sufficient to keep the adaptive gains from drifting, the overall control 
demand remains unrealistically high. In order to reduce the control demand and circumvent the instability 
problem, a “branch filter” allowing filtering of the output error without introducing phase lag into the 
adaptive loop is proposed in [51]. Hence, noise can be effectively attenuated while guaranteeing global 
stability of the overall adaptive system. A convergent iterative learning control (ILC) algorithm using a 
deterministic adaptive gain adjustment technique (adaptive in trial number) is proposed in [55] to deal 
with plants in the presence of measurement noise. The basis of the algorithm is online determination of 
the Markov parameter of the system. In the case where the output measurements are corrupted by noise, 
the Markov parameters are computed using parameter estimation in both trial number and in time and 
updated using a standard iterative learning control algorithm.  Output feedback control using high-gain 
observers in the presence of measurement noise for a class of nonlinear systems are widely studied. A 
switch-gain mode based on the tradeoff between fast reconstruction of the states and rejection of 
modeling error versus the immunity to measurement noise is introduced in the high-gain observer [56]. 
The idea is to use high gain during the transient to quickly recover the state estimates. Then once the 
estimation error has reached a steady-state threshold, it will be switched to a second gain to reduce the 
effect of measurement noise. A similar idea was explored in [57] for linear discrete-time filters. The 
authors of [57] combined two linear filters by switching gains based on the estimation error reaching a set 
containing the origin. A large gain is used outside this set to increase the filter bandwidth which reduces 
the estimation settling time. When operating inside the set, a smaller gain is used to reduce bandwidth in 
order to accommodate the measurement noise. Switched-gain observers have also been considered in 
[58], where a high-gain observer was combined with a sliding term for estimation of nonlinear systems. 
The idea was to use low-gain along with the sliding term to provide stability and avoid the large transients 
associated with high gain. At a predetermined time, after the transient period, the gain is switched to a 
high value to provide better estimation and tracking. In this scheme, the effect of measurement noise was 
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not considered. In [59], a “low-noise estimator” was constructed by using dead-zone nonlinearity. Their 
estimator was designed to estimate the first and second derivatives of a measured signal corrupted by 
noise and exploit the variable bandwidth of this signal. 
A modified L1 adaptive controller with dead-zone augmentation for handling of measurement noise is 
proposed here. As we all know, low-pass filtering mechanism could mitigate the impact of high-
frequency noise. However, a more efficient way to handle bounded random measurement noise is to 
introduce a dead-zone modification into the L1 adaptive control structure. In order to minimize the effect 
of measurement noise, the error between the predicted state and the measured state has to go through a 
dead-zone mechanism. Then the processed error will be discretized by the adaptive law to generate 
adaptive parameters which represent uncertainty estimates such that the error between the predicted state 
and the real state is driven to zero at the subsequent time-step. However, the unknowns have to be 
neglected for solving the error dynamic equation. Of course, neglecting this term will introduce an 
estimation error in the adaptive parameter. In order to lessen the magnitude of this error and 
accommodate the dead-zone modification, adaptive law in the L1 adaptive control architecture has to be 
changed from a simple high gain feedback to a PI type. This is an important improvement on relaxing 
hardware requirement because sampling time limitation exists in any real-world application.  
2.2.1 Problem Formulation 
    Consider the following single-input single-output system with full state feedback 
                                                   
0
( ) ( ) ( ) (0) 0
( ) ( )
( ) ( ) ( )
T
n
x t Ax t bu t x x
y t c x t
x t x t n t
= + + = =
=
= +
                                           (2.2.1)                                                                  
where ( )
nx t   is the system vector, ( )u t   is the control signal, ,
n
b c  are known constant vectors, 
A  is a known  n n  Hurwitz matrix, ( )y t    is the system output, and 
n   is a constant  
disturbance. ( )
n
x t  is measured system state vector corrupted by bounded noise ( )n t , system ( , , )A b c =  
is controllable and observable. 
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    For any 0t  , there exist 0B   and 0nB   such that 
                                                                           
( )
n
B
n t B

 

                                                                    (2.2.2) 
The control objective is for system output ( )y t  to track a given continuous reference signal ( )r t , which 
is bounded by 
                                                                               ( )
r
r t B                                                                  (2.2.3) 
More rigorously, the control objective is for the system to track a desired system      
                                                                      
( ) ( ) ( )
( ) ( )
des des g
T
des des
x t Ax t bk r t
y t c x t
= +
=
                                                  (2.2.4) 
 where 
1 1
( )
T
g
k c A b
− −
= − . 
2.2.2 Adaptive State Feedback Controller with Dead Zone 
    Consider the following state predictor 
                                                                  
0
1 2
ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) (0) 0
ˆ ˆ( ) ( )
ˆ ˆ ˆ( ) ( ) ( )
T
x t Ax t bu t t x x
y t c x t
t t t

  
= + + = =
=
= +
                                      (2.2.5) 
where ˆ( ) nx t   is the predicted state, ˆ( )y t   is the predicted output, ˆ ( ) nt   is the vector of 
disturbance estimates, 1ˆ ( )
n
t   is the vector of adaptive parameter, and 2ˆ ( )
n
t   is the memorizing 
mechanism term.  
    Define ˆ( ) ( ) ( )
n n
x t x t x t= − , after going through a dead-zone mechanism, ( )
d
x t  is derived as 
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( ) , ( )
( ) 0, ( )
( ) , ( )
n n
d n
n n
x t thr if x t thr
x t if thr x t thr
x t thr if x t thr
− 
= −  
+  −





                                                (2.2.6) 
where thr  is threshold of the Dead Zone. 
    The update law for the adaptive parameter 1ˆ ( )t  is given by 
                                                     
1 1
1
1
0
( )
ˆ ˆ( ) ( ), [ , )
ˆ ( ) [ ( ) ] ( ) ( )
AT
T
d
T e
t iT t iT iT T
iT T d T x iT
 
   −
 =
=  +
= −  − 
                                                (2.2.7) 
    To update the memory term, 2ˆ ( )t , we apply a low-pass filter, ( )D s  to the signal 1 2ˆ ˆ( ( ) ( ))t t + . Note 
that 1 2ˆ ˆ( ( ) ( ))t t +  is an approximation of the total uncertainty, ( )t . We have 
                                                            2 1 2ˆ ˆ ˆ( ) ( )( ( ) ( ))t D s t t  = +                                                        (2.2.8) 
    By rearranging (2.2.8), we obtain the update law for 2ˆ ( )t , 
                                                                    2 1
( )
ˆ ˆ( ) ( )
1 ( )
D s
t t
D s
 =
−
                                                        (2.2.9) 
    In general, ( )D s  has the form 
                                                                          ( )
( )
m
m
D s
s


=
+
                                                        (2.2.10) 
where   is the filter bandwidth, and m  is the order of the filter. Then  
                                                                      
( )
1 ( ) ( )
m
m m
D s
D s s

 
=
− + −
                                              (2.2.11) 
    From (2.2.11), we see that the zero-order term in the denominator cancels out, and thus s  can be 
factored out. Thus 1ˆ ( )t  is always integrated to generate the memory term. This is where the title 
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“memorizing mechanism” comes from, as the integrator sums all previous data. In the case of 1m = , 
(2.2.9) simply becomes  
                                                                     
2 1
ˆ ˆ( ) ( )t t
s

 =                                                                (2.2.12) 
    The discretized expression of 2ˆ ( )t  is given by 
                                              
2
1
2 2
0
ˆ (0) 0
ˆ ˆ( ) (( 1) ) [ ( ) ] ( ) ( ) *
T
d
iT i T T d T x iT T

    −
=
= − −  − 
                            (2.2.13) 
The design of control law is the same as in Section 2.1. We will not give details here. 
2.2.3 Convergence Analysis of Dynamic Error 
    The adaptive law updates the adaptive parameters based on the processed error between two dynamic 
systems, which drives the error to zero at the subsequent time-step. 
 
    The error between xˆ  and x  is defined as 
                                                                    ˆ( ) ( ) ( )x t x t x t− =                                                               (2.2.14) 
    The error between 
2
ˆ ( )t  and   is defined as 
                                                                      
2
ˆ ( ) ( )t t  − =
                                                              (2.2.15)
 
    The error dynamics between xˆ  and x  is derived as 
                                                               
1 2
ˆ ˆ( ) ( ) ( ) ( )x t Ax t t t  = + + −                                                (2.2.16)  
which can be viewed as a system with inputs 
1
ˆ ( )t , 
2
ˆ ( )t , − . The solution to (2.2.16) over the interval 
[ , ( 1) ]iT i T+  is given by 
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1 2
ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
t t t
iT iT iT
x t t iT x iT t d iT t d iT t d     =  − +  − +  − −  −                    (2.2.17) 
where 0,1,2,3...;i =    is the dummy variable. 
1 2
ˆ ˆ( ), ( )iT iT   and   can be taken out because they do not 
depend on  . 
    Since ( ), ( )x iT iT  are known, at ( 1)t i T= + , (( 1) )x i T+  is derived as 
                            
1 2
0 0
ˆ ˆ(( 1) ) ( ) ( ) ( ) ( ) ( ) ( ( ) )
T T
x i T T x iT T d iT T d iT     + =  +  − +  − −                     (2.2.18) 
    Substituting (2.2.7) and (2.2.15) into (2.2.18), we can get 
                                    
0
(( 1) ) ( ) ( ) ( ) ( ) ( ) ( ( ))
T
d
x i T T x iT T x iT T d iT  + =  − +  −                                
(2.2.19) 
    As the integration step T  is chosen small enough, (( 1) )x i T+  can be derived in a simplified form by 
using Taylor expansion on ( )
AT
T e = , 
                                                        (( 1) ) ( ) ( ) ( )
d
x i T x iT x iT T iT+ = − +                                              (2.2.20) 
    Based on (2.2.15), we have 
                                                              
2
(( 1) ) (( 1) )i T i T  + = + −                                                    (2.2.21) 
    Substituting (2.2.7) and (2.2.13) into (2.2.21), we have 
                        
2 2 1 1
1
0
(( 1) ) (( 1) ) ( ) (( 1) ) ( ) (( 1) )
( ) ( ) ( ) (( 1) ) ( ) (( 1) )
T
d d
i T i T iT T i T iT T i T
iT T T d T x i T iT x i T
       
   
−
+ = + − = + + − = + +
= + −  −  + = − +
 
 
 

            (2.2.22) 
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    Following above derivations, probability density function (PDF) is widely used to analyze the 
convergence of the error between the two dynamic systems. Because the PDF are closely dependent on 
the value ranges of the variables, analysis is given case by case. We do not give detailed proof here. 
2.2.4 Examples Demonstration  
    Consider the below system  
                                   
0 10 0 4
, , [1 0], ( )
1 1.4 1 2
T
A b c t= = = =
− −
     
     
     
                                 (2.2.23) 
    Here 
2
1 2
[ ]
T
x x x R=   is an unmeasured vector, the control objective is to design ( )u t  for system 
output ( )y t  to track a given continuous reference signal ( )r t . In the implementation of L1 adaptive 
controller, two low pass filters are designed as 1 ( ) 20 ( 20)C s s= +  and 2 ( ) 20 ( 20)C s s= + . 
The simulation results for L1 adaptive controller with constant reference input ( ) 1r t =  are shown in 
following figures. Figure 2.2 demonstrate the performance of original L1 adaptive controller without the 
presence of measurement noise; Figure 2.3 and Figure 2.4 demonstrate the performance of the 
augmented L1 adaptive controller with dead-zone in the presence of measurement noise bounded by 
1 4thr e= −  and 1 2thr e= − ; Figure 2.5 and Figure 2.6  demonstrate the performance of the original L1 
adaptive controller in the presence of measurement noise bounded by 1 4thr e= −  and 1 2thr e= − .  
            
 
 
21 
 
               
Figure 2.2. Performance of L1 adaptive controller without the presence of measurement noise.  
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Figure 2.3. Performance of augmented L1 adaptive controller with dead-zone in the presence of 
measurement noise bounded by 1 4thr e= − . 
            
                  
Figure 2.4. Performance of augmented L1 adaptive controller with dead-zone in the presence of 
measurement noise bounded by 1 2thr e= − . 
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Figure 2.5. Performance of original L1 adaptive controller in the presence of measurement noise bounded 
by 1 4thr e= − . 
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Figure 2.6. Performance of original L1 adaptive controller in the presence of measurement noise bounded 
by 1 2thr e= − . 
Discussion: As we can see from the simulation results, although both original and modified L1 adaptive 
controller can handle measurement noise bounded by 1 4thr e= − , however, in the presence of  
measurement noise bounded by 1 2thr e= − , there exist great oscillations in the performance  of original 
L1 adaptive controller, which will lead to instability of the system; on the contrary, the modified L1 
adaptive controller with dead-zone augmentation demonstrate its capability for handling of big 
measurement noise and relaxing hardware limitations just as we expected. 
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2.2.5 Conclusions 
The key advantage of dead-zone augmentation to the existing L1 control algorithm is its capability for 
handling of measurement noise and relaxing hardware requirement.  What’s more, modification of this 
enhanced L1 adaptive controller in the presence of large time-delay will also be explored. 
2.3 Handling of Nonlinear Systems Using Filtered High-gain Output Feedback Controller              
Nonlinear systems subject to various time-varying uncertainties are widespread in engineering 
disciplines. The complexity of nonlinear feedback control challenges us to come up with systematic 
design procedures to meet control objectives and design specifications.  
Control of systems with nonlinear time-varying uncertainties in an output feedback setup remains a 
challenge in theory so far. Most of the existing output feedback results impose restrictive assumptions on 
nonlinearities. For example, in [60, 61], nonlinearities can only depend on the measurement y; in [62], 
nonlinearities linearly depend on the unmeasured states; in [63], the nonlinear systems satisfy a global 
Lipschitz condition; in [64], it proposed a feedback domination design method to construct a linear output 
compensator for output feedback control under the condition of a constant growth rate for nonlinear 
functions. Another popular approach is the internal model based output feedback control scheme which 
used to handle the output regulation problem with desired trajectories generated by an exosystem [65]. 
Adaptive control aims to handle large uncertainties, which is inevitable in most practical systems. 
However, its results for output feedback setup are quite-limited and hard to extend to systems with 
relative order larger than one.  
    Luenberger observer is a well known approach for output feedback linear time-invariant (LTI) systems. 
Researchers have done many works on handling with nonlinear systems using observers. For example, a 
fuzzy adaptive observer combined with backstepping design techniques is developed for a class of multi-
input multi-output (MIMO) nonlinesr systems with unmeasured states in [66]. In [67], an estimation 
problem for a class of partially observable nonlinear systems is investigated, where the existence of a 
change of coordinates which can transform the studied system into the proposed partial observer normal 
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form needs to be guaranteed. A sliding mode observer is designed to estimate the coupled disturbances 
and system states of nonlinear systems in [68].  In [69-71], an observer-based adaptive fuzzy controller is 
used to handle nonlinear systems with different kinds of unknowns. High-gain observer, using high gain 
in the Luenberger observer, works for a wide class of nonlinear systems and guarantees that the output 
feedback controller recovers the performance of the state feedback controller when the observer gain is 
sufficiently high by using a separation principle [64, 72-82]. High-gain observer is one of the few 
effective approaches in control theory that can handle nonlinear uncertain systems in a general output 
feedback setup. However, the high gain will result in high frequency oscillations because it generates 
aggressive signals both in magnitude and rate, this high frequency signals will excite the unmodeled 
dynamics and lead to unpredictable system behaviors once they enter the real system, which is known as 
the intrinsic feature of peaking phenomenon for high-gain observer. Another disadvantage of the high 
gain is that it reduces the time delay margin [50, 83], one indicator of robustness. Right now, saturation 
signal or magnitude constraint is used to mitigate the negative effects of a high-gain observer and 
maintain stability [42]. However, following the same design philosophy of L1 adaptive control, a low-pass 
filtered mechanism will be a better way to overcome cons of high-gain observer [42, 50, 56, 84-94]. 
L1 adaptive control can be extended to control output feedback systems more than relative degree one. 
However, some restrictions still apply. It is noted that the L1 adaptive control shares the same structure as 
high-gain observers if we reorganize the equations (Figure 2.7). The observer is in fact a high gain 
feedback in the internal loop, which plays the same role as fast adaptation. The cons of high-gain observer 
described above are similar to the shortcoming of fast adaptation.  
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Figure 2.7. Schemes of filtered high-gain output feedback controller. 
The theoretical research proposed here is to use high-gain observer as the adaptive law in the L1 
adaptive architecture, or equivalently, add a filtering mechanism in high-gain observer to confine control 
signal’s bandwidth, magnitude and rate. This will be the first special design of a controller that features 
the advantages of L1 adaptive control (insertion of a low-pass filter at the input for robustness recovery) 
and high-gain observer (handling of nonlinear uncertainties). The presence of high-gain observer in the 
adaptive law delivers a good property of disturbance rejection at the cost of peaking phenomenon. The 
insertion of a low-pass filtering mechanism overcomes the peaking phenomenon and makes the high-gain 
observer robust to uncertainties in modeling nonlinear functions. The control law of the filtered high-gain 
output feedback controller consists of two components. As we can see from Figure 2.7, the second 
component is designed to compensate for the nonlinear disturbances, and the first component is designed 
to track a given command by applying inversion dynamics. In this way, the proposed technique 
guarantees that the output feedback controller stabilizes the system and achieves good tracking when the 
observer gain is sufficiently high. 
2.3.1 Problem Formulation 
    Consider the following single-input single-output (SISO) system 
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0
( ) ( ) ( ) ( , , )
( ) ( ), (0)
m m m
m
x t A x t b u t b f t x u
y t c x t y y
= + +
= =
                                                 (2.3.1) 
where ( ) nx t   is the system state vector (unmeasured), ( )u t   is the control signal, ( )y t   is the 
system output, mA  is a known n n  Hurwitz matrix, ,
n
m mb c  are known constant vectors, system 
0 ( , , )m m mA b c =  is controllable and observable, and :
nf   →  is an unknown nonlinear 
function. 
Assumption 1: [Semiglobal Lipschitz condition on x ] For any 0  , there exists ( ) 0L    such that  
                                                
( , , ) ( , , ) ( ) ,
( ,0, )
f t x u f t x u L x x
f t u B


−  −

                                               (2.3.2) 
for all x 

  and x 

  uniformly in u  and t .                  
    Our final goal is to design an output feedback controller such that the system output ( )y t  tracks the 
desired system output ( )desy t  described by 
                                                      
( ) ( ) ( )
( ) ( )
des m des m g
des m des
x t A x t b k r t
y t c x t
= +
=
                                                       (2.3.3) 
where 1 1( )g m m mk c A b
− −= − , ( )r t  is a given bounded reference input signal with ( )
L
r t r

 . 
2.3.2 Controller Design 
    The filtered high-gain output feedback controller is taken as 
                                          0
0
ˆ ˆ ˆ ˆ( ) ( ) ( ) ( , , ) ( ( ) ( ))
ˆ ˆ ˆ( ) ( ), (0)
m m m m
m
x t A x t b u t b f t x u H y t c x t
y t c x t y y
= + + + −
= =
                                  (2.3.4) 
                        2 11 2 1 1 2 1 1
TT n n
n n n n n
H h h h h        −− − 
 = =                   (2.3.5)  
                                                        0 ˆ( ) ( ) ( ) ( , , )gu s k r s C s f t x u= − L                                                  (2.3.6)                                               
 where 0 :
nf   →  is a nominal model of the unknown nonlinear function, H  is the observer 
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gain, 1 2, , , n    and   are positive constants with 1 , and ( )C s  is a low-pass filter with unit DC 
gain,  0 ˆ( , , )f t x uL  is the Laplace transform of 0 ˆ( , , )f t x u . The design of high-gain observer is proposed 
in [95], it is used to eliminate the dynamic errors caused by nonlinear disturbance estimation. Based on 
this idea, in our work, we use high-gain observer as the adaptive law in the L1 adaptive architecture, or 
equivalently, add a filtering mechanism in high-gain observer to confine control signal’s bandwidth, 
magnitude and rate. The presence of high-gain observer in the adaptive law delivers a good property of 
disturbance rejection at the cost of peaking phenomenon. The insertion of a low-pass filtering mechanism 
overcomes the peaking phenomenon and makes the high-gain observer robust to uncertainties in 
modeling nonlinear functions, this is one novelty of our work. Besides that, our objective is to deliver a 
good tracking performance with the compensation of nonlinear disturbances, so we design a control law 
as in (6), this is another one novelty of our work. 
Assumption 2: [Semiglobal Lipschitz condition on xˆ ] For any 0  , there exists 0 ( ) 0L    such that                       
                                                     
0 0 0
0 0
ˆ ˆ ˆ ˆ( , , ) ( , , ) ( ) ,
( ,0, )
f t x u f t x u L x x
f t u B


−  −

                                           (2.3.7) 
for all xˆ 

  and xˆ 

  uniformly in u  and t .   
For the proof of stability and uniform performance bounds, the choice of ( )C s  with system dynamics 
needs to ensure that there exists x  such that                                                                                            
                   
11 1
1
1
ˆ ˆ1 0 1 0 0
1
0
( ) ( ) ( )(1 ( )) ( ( ) )
ˆ( ) (0)
L L
g m x x xLL
y z xLL
G s k r sI A Hc G s C s L B
sI A x
  
  


−
−
+ − + − +
+ − + + 
               (2.3.8) 
where 0 m mA A Hc= − , 
1
1 0( ) ( ) mG s sI A b
−= − . 
Define 
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11 1
1
1
ˆ ˆ ˆ1 0 1 0 0
1
0
( ) ( ) ( )(1 ( )) ( ( ) )
ˆ( ) (0)
L L
x g m x x xLL
LL
G s k r sI A Hc G s C s L B
sI A x
   


−
−
= + − + − +
+ −
             (2.3.9) 
                       ( )
11
1
ˆ ˆ0 1 0 0
(0)
( ) ( ) ( ) ( )
(0)
y m m x x x xLL
L
y
c sI A c G s L B L B
z
    

−  = − + + + + 
 
              (2.3.10) 
                       ( )
11
1
ˆ ˆ0 1 0 0
(0)
( ) ( ) ( ) ( )
(0)
z x x x xLL
L
y
S sI A SG s L B L B
z
    

−  = − + + + + 
 
                 (2.3.11) 
where 
( 1)
0 1 0 0
0 0 1 0
0
0 0 1 0
0 0 0 1
n n
S
− 
 
 
 
 =
 
 
  
  .                                                                     
    Due to the intrinsic feature of the high-gain observer, which is known as the peaking phenomenon, we 
introduce a low-pass filter ( )C s  here. Another way to avoid such unintended behavior is by saturating the 
control signal, as proposed in [42], where the control signal is taken as 
                                                              0 ˆ( ) ( ) ( ( , , ))gu t k r t sat f t x u= −                                                 (2.3.12) 
A comparison between filtered controller and saturated controller will be given later. 
2.3.3 Analysis 
In this section, performance of filtered high-gain output feedback controller will be analyzed in the 
perspectives of nonlinear uncertainty handling, robustness recovery, and tracking delivering.  
2.3.3.1 Disturbance rejection 
    The system is given by 
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0 2 11 1 1
0 1 0 0 0 1
0 0 1 0 0 0
, ,
0 0 1 0 0
1 0
T
m m m
n n n nn n
A b c
a a aa − −  
     
     
     
     = = =
     
     
     − − −−     
                                   (2.3.13) 
which is expressed in a controllable canonical form. 
Theorem 1 For the system described in (2.3.1) with defined matrix in (2.3.13), which is subject to the 
high-gain observer defined in (2.3.4)-(2.3.5) , we have 
                                                                
1
1
0
lim ( ) 0
L
G s
→
=                                                              (2.3.14) 
where 1( )G s  is the transfer function from the disturbance term to the estimation error between two 
dynamic systems with smaller terms neglected. 
Proof 
The estimation error between the real system and high-gain observer  
                                           1 2 1 1 2 2ˆ ˆ ˆ
T T
n n nx x x x x x x x x x= = − − −                       (2.3.15)                                                                  
satisfies the equation 
                                                              0( ) ( ) ( , , )mx t A x t b x x u= +                                                     (2.3.16) 
which can be expanded as 
                                           
1 1 1 2
2 2 1 3
1 1 1
0 1 1 2 1
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( , , )
n n n
n n n n
x t h x t x t
x t h x t x t
x t h x t x t
x t h a x t a x t a x t x x u
− −
−
= − +
= − +
= − +
= − − − − − +
                      (2.3.17)                                                                                                                                                                                                                                                                                                                                                            
where 0 ˆ( , , ) ( , , ) ( , , )x x u f t x u f t x u = − , 0 m mA A Hc= − . We want to design the observer gain H  such that 
lim ( ) 0
t
x t
→
= . In the absence of the disturbance term ( , , )x x u , asymptotic error convergence is achieved 
by designing H  such that 
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1
2
0
1
0 11
1 0 0
0 1 0
10 0n
n n
h
h
A
h
h a aa
−
−
− 
 −
 
 =
 
− 
 − − −− 
                                                (2.3.18) 
is Hurwitz, which means the positive constants i  in (2.3.5) are chosen such that the roots of 
0det 0sI A− =  are in the open left-half plane. In the presence of ( , , )x x u , the observer gain H  should 
be designed with additional goal of rejecting the effect of ( , , )x x u  on x . As we can see from (2.3.5), 
given a specified  , the observer gain H  satisfies 1 1 1n nh h h− . With the smaller terms 
neglected, the transfer function from ( , , )x x u  to ( )x t  can be expressed as 
                        
1
1
1 1 1
2 3
1 3 2
1 2
1 2 1
1
( ) ( )n n n n
n n
n n
n n
n n
s h
G s s h s h s h
s h s h s h
s h s h s h
−
−
− −
− −
− −
− −
 
 +
 
 = + + + +
 
+ + + + 
 + + + + 
                  (2.3.19) 
which can also be written as 
        
1
1 2
1
1 1
1 1 1 2 2 3 2
1 3 2
1 1 2 2
1 2 1
( )
( ) ( ) ( )
n
n n
n n
n n n n n n
n n
n n n n
n n
s
G s
s s s
s s s
s s s

  

     
     
    
−
− −
−
− − − − −
− −
− − − −
− −
 
 
+ 
 =
 + + + +
+ + + + 
 + + + + 
     (2.3.20) 
Hence, 
1
1
0
lim ( ) 0
L
G s
→
= . This completes the proof. 
2.3.3.2 Filtering mechanism           
    Although the high-gain observer can diminish the effect of ( , , )x x u  with small  , it will also bring 
unintended behavior to the system, which is known as the peaking phenomenon. We can take the 
following 2 2  state-space model as an example and analyze its response in time domain. 
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1 2
2 0 1 1 2
1 0
( ) ( )
( ) ( ) ( ) ( ) ( , , )
( ) ( ), (0)
x t x t
x t a x t a x t u t f t x u
y t x t y y
=
= − − + +
= =
                                         (2.3.21) 
    The output feedback controller using high-gain observer is given by 
                                     
1 2 1 1
2 0 1 1 2 0 2 1
1 0
ˆ ˆ ˆ( ) ( ) ( ( ) ( ))
ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( , , ) ( ( ) ( ))
ˆ ˆ ˆ ˆ( ) ( ), (0)
x t x t h y t x t
x t a x t a x t u t f t x u h y t x t
y t x t y y
= + −
= − − + + + −
= =
                         (2.3.22)                                                          
    The estimation error satisfies the equation 
                                               
1 1 1 2
2 0 2 1 1 2
( ) ( ) ( )
( ) ( ) ( ) ( ) ( , , )
x t h x t x t
x t a h x t a x t x x u
= − +
= − + − +
                                          (2.3.23) 
    From (2.3.23), we can get
1
0
0 2 1
1
( )
h
A
a h a
− 
=  − + − 
. Suppose 0 0yˆ y , which means 1 1ˆ (0) (0)x x . Then 
calculate the transition matrix 0exp( )A t  with the small terms neglected and noting that its (2,1)  element 
is given by 
                                                 
2
2 12 1
2
2 1
42 2
sin
24
t h hh h t
e
h h
 −− −
 
 −  
                                                (2.3.24) 
when 
2
2 14h h  and 
                                   
2 2
1 1 2 1 1 22
2
1 2
4 4
{exp[ ( ) ] exp[ ( ) ]}
2 24
h h h h h hh
t t
h h
− − + −−
 − − −
−
                (2.3.25) 
when 
2
2 14h h . The amplitude of the exponential mode is greater than 2h  in the first case and 2 1h h  in 
the second case. Following (2.3.5), 1 1h  = , 
2
2 2h  = , we can notice that (0)x  will be (1 )O   due 
to 1 1ˆ (0) (0)x x . Consequently, ( )x t  will contain a term of the form 1(1 ) (0)
at
e x


−
, which is the 
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product of (2.3.24) or (2.3.25) and non-zero (0)x . Thus, if we increase 1h  and 2 1h h , the exponential 
mode decays rapidly, and it exhibits an impulsive-like behavior where the transient peaks to (1 )O   
values before it decays rapidly towards zero. In fact, the function 1(1 ) (0)
at
e x


−
 approaches an 
impulse function as   tends to zero. Such peaking phenomenon is an intrinsic feature of any high-gain 
observer with 2 1 1h h and it could destabilize the system [42]. To get a better feel for the peaking 
phenomenon, we simulate a 2 2  system in Figure 2.8 by choosing 0.001 = . 
         
Figure 2.8. Performance of system state under high-gain output feedback. 
    As we can see, the system state exhibits the intuitive behavior as we expected earlier. Another 
disadvantage of high-gain feedback is that it reduces the time delay margin, which is demonstrated in 
Figure 2.9. 
 t
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Figure 2.9. Response of system with time delay under high-gain feedback. 
Fortunately, these disadvantages of high-gain observer can be overcome by the addition of a filtering 
mechanism. That is why we introduce a low-pass filter in the control signal. Figure 2.10 demonstrates the 
effects of filtering mechanism comparing to a pure high-gain observer which brings peaking phenomenon 
in control signal. 
 
Figure 2.11. Effects of filtering mechanism in high-gain output feedback. 
The low-pass filter filters away aggressive signals and recovers robustness. Hence, the generated 
control signal is confined to the control channel bandwidth and a reasonable time delay in the actuation 
and measurement channels can be tolerated. 
2.3.3.3 Stability and tracking analysis 
Theorem 2 Given the system in (2.3.1) and the controller defined in (2.3.4)-(2.3.6) subject to (2.3.8), if 
(0) xx   , and ˆ(0)x  in the output predictor is chosen such that ˆˆ(0) xx   , (0) yy   , and  
(0) zz   , then we have 
                                                                 yLy 
                                                                        (2.3.26) 
                                                                 zLz 
                                                                         (2.3.27) 
                                                                 xLx 
                                                                        (2.3.28) 
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                                                                 uLu 
                                                                        (2.3.29) 
                                                                 des xLx x 
−                                                                (2.3.30) 
                                                                  des yLy y 
−                                                               (2.3.31) 
ˆ( ) ( ) ( )
ˆ ˆ( ) , ( ) , ( ) ( ) ( )
ˆ( ) ( ) ( )
y t y t y t
x t x t x t x t x t
z t z t z t
     
= = = − =     
     
, xˆ , y  and  z  are respectively introduced in (2.3.9) - 
(2.3.11), x  is a positive constant, and 
                                                   
1
ˆ ˆ0 0( ) ( ( ) )u g x xLL
k r C s L B  

= + +                                          (2.3.32)   
                                           
1
1
1( ) ( ) (0)
L
x g m des xL L
H s k r sI A x 

−= + − +                                (2.3.33) 
                                                                  
L
y m xc 

=                                                                 (2.3.34) 
where 
1
1( ) ( )m mH s sI A b
−= − .                                                                                                                                                                                                                                                                                        
Proof 
Since (0) xx    and ( )x t  is continuous, then assuming the opposite implies that there exists 
't  such 
that 
                                                                 '( ) xx t 
=                                                                    (2.3.35) 
while 
                                                           
'( ) [0, ]xx t t t                                                         (2.3.36) 
which implies that ' xt L
x 

=   holds.  
Since ˆˆ(0) xx    and ˆ( )x t  is continuous, then assuming the opposite implies that there exists 
''t  such 
that  
                                                                     '' ˆˆ( ) xx t 
=                                                                 (2.3.37) 
while  
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                                                           ''ˆˆ( ) [0, ]xx t t t                                                        (2.3.38) 
which implies that '' ˆˆ xt L
x 

=  holds.  
    Assuming ' ''t t .    At first, we prove that for all  't t   one has 
                                                                             
t yL
t zL
y
z






                                                          (2.3.39) 
It follows from (2.3.16) that 
                                      10 1
(0)
( ) ( ) ( ) ( , , )
(0)
m m
y
y s c sI A c G s x x u
z
−
 
= − + 
 
L                                     (2.3.40) 
                                     10 1
(0)
( ) ( ) ( ) ( , , )
(0)
y
z s S sI A SG s x x u
z
−
 
= − + 
 
L                                       (2.3.41) 
Due to the Lipschiz conditions on x  and xˆ , we have 
   ˆ ˆ0 0 0 0ˆ ˆ( , , ) ( , , ) ( , , ) ( , , ) ( , , ) ( ( ) ) ( ( ) )x x x xx x u f t x u f t x u f t x u f t x u L B L B    = −  +  + + +    (2.3.42) 
Because 
                                                        (0) yy   , (0) zz                                                          (2.3.43) 
Then, for all  0, 't t , it follows from (2.3.40) - (2.3.43) and definitions of y  in (2.3.10) and z  in 
(2.3.11) that 
                                                         ,t y t zL Ly z  
                                                       (2.3.44) 
Since ˆ( ) ( ) ( )x t x t x t= − , we have 
                                                           ˆ( ) ( ) ( )x t x t x t +                                                            (2.3.45) 
It is known that 
                                                                     
( )
( )
( )
y t
x t
z t
 
=  
 
                                                              (2.3.46) 
Then, the upper bound of ( )x t  is written as 
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                                                        ( ) ( ) ( )x t y t z t
  
 +                                                         (2.3.47) 
Furthermore, it follows from (2.3.4) that 
 
 
1 1 1 1
0 0 0 0 0
1 1
1 0 1 0 0
ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) (1 ( )) ( , , ) ( ) (0)
ˆ ˆ( ) ( ) ( ) ( ) ( )(1 ( )) ( , , ) ( ) (0)
m g m m
g m
x s sI A b k r s sI A Hc x s sI A b C s f t x u sI A x
G s k r s sI A Hc x s G s C s f t x u sI A x
− − − −
− −
= − + − + − − + −
= + − + − + −
L
L
 
                                                                                                                                                             (2.3.48)                                                                                         
Then, we arrive at following upper bound of 
                
'
11 1
1
1
ˆ ˆ1 0 1 0 0
1
0
ˆ ( ) ( ) ( )(1 ( )) ( ( ) )
ˆ( ) (0)
L L
g m x x xLt LL
LL
x G s k r sI A Hc G s C s L B
sI A x
  
 

−
−
 + − + − +
+ −
       (2.3.49) 
Finally, following from (2.3.45), (2.3.47) and (2.3.49), we obtain the upper bound of ( )x t  
            
'
11 1
1
1
ˆ ˆ1 0 1 0 0
1
0
( ) ( ) ( )(1 ( )) ( ( ) )
ˆ( ) (0)
L L
g m x x xLt LL
y zLL
x G s k r sI A Hc G s C s L B
sI A x
  
 
 

−
−
 + − + − +
+ − + +
       (2.3.50) 
By considering stability condition, (2.3.50) becomes 
                                                                 ' xt L
x 

                                                                       (2.3.51) 
which contradicts (2.3.35) and proves (2.3.28).                                                                                     
Following from (2.3.28) and (2.3.49), at ''t t= , we further obtain  
                                                                  '' ˆˆ xt L
x 

                                                                      (2.3.52) 
which contradicts (2.3.37).    
Following from (2.3.28), (2.3.44) and (2.3.52), we further obtain results (2.3.26) and (2.3.27).                                                                                                                                                                                                                                   
With the definition of control signal in (2.3.6) and Assumption 2, we have 
                                                
1
ˆ ˆ0 0( ) ( ( ) )g x xL LL
u k r C s L B 
 
 + +                                         (2.3.53) 
which leads to the result in (2.3.29). 
Deduct (2.3.1) from (2.3.3), we derive the Laplace transform below 
                                     
1( ) ( ) ( ) ( ( ) (0)) ( )des m m g desx s x s sI A b k r s x x s
−− = − + −                                 (2.3.54) 
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Based on the result derived in (2.3.28), we have 
                                   
1
1
1( ) ( ) (0)
L
des g m des xL L L
x x H s k r sI A x 
 
−−  + − +                          (2.3.55) 
which proves (2.3.30) and leads to (2.3.31)                                                                                                                                                                                                                                                                                                                             
                                                                  
L
des m xL
y y c 


−                                                    (2.3.56) 
The proof is completed. 
Remark 1: Because 
1
1
0
lim ( ) 0
L
G s
→
= , and 0A  is Hurwitz, when t → , ( ) 0y t = , ( ) 0z t = . By making 
the bandwidth of low pass filter ( )C s  large enough, the control law (2.3.6) can ensure that 
0
ˆlim ( ) ( )s desy s y s→ = . The result (2.3.26) and (2.3.27) in Theorem 2 together with the control law 
guarantee that the difference between ( )y t  and ( )desy t  is bounded, as we can see from (2.3.31). 
2.3.4 Simulation Results 
2.3.4.1 Guidance on picking up design parameters 
Many people care about the impact of design parameters of the high-gain observer on the stability and 
tracking performance of the system. There is no doubt that the key point for the design of the filtered 
high-gain output feedback controller is how to find the high-gain vector H . Generally speaking, you can 
pick up   between [0.001, 0.1], however, it also depends on specified cases. If you choose a bigger  , 
the error dynamics due to nonlinear disturbance estimation will not be eliminated; another case is, when 
you are handling with a nonlinear system of high-order using the filtered high-gain output feedback 
controller, if you choose a smaller  , it will really hurt the robustness of the system.  
Here, I still take the system in (2.3.21) as an example to explain further on the picking up of design 
parameters. I think many people will care about the case where 2
2 1
4h h= , since when 2
2 1
4h h= , it means the 
error dynamics have two identical eigenvalues. Hence, I want to explore further on the stability of the 
system in such case and gain some insight into the picking up of design parameters.  
If we neglect the smaller terms, we can derive the response of the error dynamics in (25) in time 
domain as below: 
 
 
40 
 
             ( )
1 1 1 1
1 11 1 1
( )12 2 2 2
01 1
( ) ( )
12 22 212 2 2
2 0
( )( ) (0)2
, ,
( ) (0)
( )
22
h h h ht t t t t
h hh h h t t tt t t
h
e te te t e dx t x
x x u
hx t xh
e t e dh te e te

 
 

 
− − − − −
− − − −− − −
   − −      
= +      
      + −− +
     


        (2.3.57) 
We can see clearly from the equation (67), although t  is really small, the high gain 
1 2
,h h are really 
large, hence, the elements in the transfer matrix are still quite large, which may lead to the divergence of 
the error dynamics due to the nonlinear disturbance. In practice, in the case where 2
2 1
4h h= , if we take the 
smaller terms into consideration, we can get the Laplace transformation as below: 
                          ( ) ( )( )1 21 20 1 1 1 1 0 1
0 2 1
1
( ) 2 2 4
a
sI A s a h a h a a
a h h
− − − 
− = + + + + − 
+ − 
                               (2.3.58) 
If we want to avoid the same case as in (67) where the error dynamics have two identical eigenvalues, 
we can pick up an 
1
h  to satisfy 2
1 1 0 1
2 4 0a h a a+ −  , and 
2 1 1h h . Indeed, given the nonlinear system, 
we can test in a prior step whether the chosen high-gain vector can lead to good tracking delivery, 
meanwhile, maintain the robustness of the system. 
 
2.3.4.2 Numerical simulation results and analysis 
    Consider the system in (2.3.1) with  
                       
0 10 0 (0) 0.1
, , [1 0],
ˆ1 1.4 1 (0) 0
T
y
A b c
y
       
= = = =       − −       
                              (2.3.59) 
Here 
2
1 2[ ]
Tx x x R=   is an unmeasured vector, the control objective is to design a high-gain observer 
H  and control signal ( )u t  such that the system can achieve nonlinear disturbance rejection and good 
tracking delivering with guaranteed stability. In the implementation of controller, set integration step 
1 3T e= − , the observer gain is designed as  100 10000
T
H = , a low-pass filter is chosen as 
( ) 20 ( 20)C s s= + , the saturation points are -5 and 5. The simulation results for the filtered high-gain 
output feedback controller and the saturated controller are demonstrated as below. 
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Figure 2.12.  System response with filtered high-gain output feedback controller when ( ) 1r t =  and 
1 2( , , )f t x u x x u= + . 
          
Figure 2.13.  System response with saturated controller when ( ) 1r t =  and 1 2( , , )f t x u x x u= + . 
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Figure 2.14.  System response with filtered high-gain output feedback controller when ( ) sin(0.3 )r t t=  
and 21 2 1 2( , , ) sin( ) cos( )f t x u x ux x x= + + . 
              
Figure 2.15.  System response with saturated controller when ( ) sin(0.3 )r t t=  and 
2
1 2 1 2( , , ) sin( ) cos( )f t x u x ux x x= + + . 
            
Figure 2.16.  System response with filtered high-gain output feedback controller when ( ) sin(0.3 )r t t=  
and 1 2 1( , , )f t x u x x ux= + . 
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Figure 2.17.  System response with saturated controller when ( ) sin(0.3 )r t t=  and 1 2 1( , , )f t x u x x ux= + . 
            
Figure 2.18.  System response with filtered high-gain output feedback controller when ( ) sin(0.3 )r t t=  
and 
2
1 2 1( , , )f t x u x x u x= + . 
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Figure 2.19.  System response with saturated controller when ( ) sin(0.3 )r t t=  and 21 2 1( , , )f t x u x x u x= + . 
Remark 2: It demonstrates clearly that the filtered high-gain output feedback controller delivers good 
tracking performance with satisfactory robustness. In the case 1 where ( ) 1r t = , 
1 2( , , )f t x u x x u= + , the 
control input u  of the filtered high-gain output feedback controller is within [0.75, 1] (Figure 2.12); 
however, for the saturated controller, the control input u  ranges between [0.2, 1.2] (Figure 2.13). In the 
case 2 where ( ) sin(0.3 )r t t= , 21 2 1 2( , , ) sin( ) cos( )f t x u x ux x x= + + , the control input u  of the filtered high-
gain output feedback controller is within [-1.2, 0.4] (Figure 2.14); however, for the saturated controller, 
the control input u  ranges between [-6, 6] (Figure 2.15). In the  case 3 where ( ) sin(0.3 )r t t= , 
1 2 1( , , )f t x u x x ux= + , the control input u  of the filtered high-gain output feedback controller is within [-8, 
2] (Figure 2.16); however, for the saturated controller, the control input u  ranges between [-50, 10] 
(Figure 2.17). In the case 4 where ( ) sin(0.3 )r t t= , 21 2 1( , , )f t x u x x u x= + , the control input u  of the filtered 
high-gain output feedback controller is within [-0.8, 0.6] (Figure 2.18); however, for the saturated 
controller, the control input u  demonstrates unexpected behavior (Figure 2.19). Given all the cases, 
compare the performance of the filtered high-gain output feedback controller and the saturated controller, 
although both controllers can deliver good tracking performance, it can be obviously seen that the 
saturated controller have higher requirement for the input due to the peaking phenomenon. Especially in 
case 3 and case 4, the time history of control input in these two cases are not desired. The higher 
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requirement on control input means higher cost in practical industrial applications. Just as we mentioned 
above, the filtering mechanism added in high-gain observer confines control signal’s bandwidth, 
magnitude, and rate, and a reasonable time delay is yielded. However, for the saturated controller, it can 
only set a limitation on the magnitude, which does not do any help to the aggressive signals with high rate 
or high frequency. So we can conclude that the filtered high-gain output feedback controller is a better 
choice than the saturated controller. 
2.3.5 Conclusion 
    Nonlinear systems subject to uncertainties are widespread in engineering disciplines. Output feedback 
control design for these systems to meet the objectives of tracking and robustness is a challenging task. 
Faced with such challenge, our proposed controller design not only delivers a good property of 
disturbance rejection with the presence of high-gain observer, but also guarantees robustness of the 
system with addition of a filtering mechanism at the input. It is expected that this novel filtered high-gain 
architecture can handle a broad class of output feedback systems with nonlinear model inaccuracies and 
time-varying uncertainties. The knowledge obtained is essential for not only engineers understanding but 
also control of practical systems. It can help the monitoring, control and optimization of industry systems 
for improved efficiency and economy. 
Extensive algorithm modification and theoretical work is still needed to push the boundaries of the 
proposed architecture. It will also lead to a better understanding of the role of high-gain plays in feedback 
theory. The hypotheses are: 1. High-gain is the key to realize separation principles for non-LTI systems. 
2. Additional filtering mechanism can realize the trade-off between robustness and performance while 
maintaining the separation principles.  
Although the proposed control strategy can handle uncertainties, it does not mean a black-box 
controller design is feasible. A reasonable dynamic model with some fidelity is still required and, in fact, 
is needed for almost any control theory.  
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2.4 Estimation Using L1 Adaptive Descriptor for Multivariable Nonlinear Systems in the 
Presence of Measurement Noises              
In many practical problems, not all state variables are measurable, or we may choose not to measure 
some of them due to technical or economic reasons [96]. Hence, the observer-based schemes have to be 
developed for online estimation of all the hidden states. Of course, state estimation of multivariable 
systems with measurements constraints in the presence of nonlinear uncertainties and measurement noises 
is an important and challenging problem. 
Three main challenges arise when it comes to solving the state estimation problems for multivariable 
nonlinear systems. Due to measurement constraints, ill-posedness poses a general challenge existing in 
estimation problems. Dealing with this source of ill-posedness means satisfying the equivalent property of 
detectability or observability in observers design. Besides that, the nonlinear uncertainties existing in the 
multivariable systems are also unknowns, which need to be identified online. For joint estimation of all 
the hidden states and model uncertainties, additional rank conditions have to be explored and satisfied at 
the same time.   
Handling of uncertain nonlinear systems is quite tricky. Owing to the particular importance in model-
based fault detection and diagnosis [97-99], the observer design for state estimation of uncertain nonlinear 
systems has been a popular field of research over the past few decades. Sliding mode control has been an 
effective approach in dealing with disturbances and modeling uncertainties through the concepts of 
sliding surface design and equivalent control [100]. On the basis of the same concept, sliding mode 
observers (SMO) have been developed to robustly estimate the system states [101, 102]. High-gain 
observer is one of the few effective approaches in control theory that can handle nonlinear uncertain 
systems in a general output feedback setup. In [103], a high-gain observer with a gain adapted online can 
handle with measurement noises and uncertainties. Due to the peaking phenomenon, which is known as 
the intrinsic feature of high-gain observer, it is hard to extend high-gain observers to systems with high 
order. A sliding mode high-gain observer is designed for state and unknown input estimations for a 
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special class of single-output systems [104]. The disturbance can be estimated from the sliding surface if 
the observability of the unknown input with respect to the output is ensured. An adaptive observer is 
proposed for asymptotic reconstruction of the state and parameter values for a class of systems of which 
the unknowns are allowed to be nonlinearly parameterized functions of state and time [105]. The problem 
is resolved based on the concepts of weakly attracting sets and non-uniform convergence with the 
persistent excitation condition satisfied. Neural networks (NN) and fuzzy logic systems provide an 
effective approximation method that facilitates new observer designs, improving and complementing the 
base of conventional observer design approaches. In [106], a stable adaptive neural sliding mode 
controller is developed for a class of multivariable uncertain nonlinear systems, where an adaptive neural 
system is constructed to model unknown functions using the state estimations; in [107], an observer 
structure which consists of a dynamic neural network to estimate the system dynamics online, a dynamic 
filter to estimate the unmeasurable state and a sliding mode feedback term to account for modeling errors 
and exogeneous disturbances is presented; in [108], an observer-based composite adaptive fuzzy scheme 
which uses feedback error functions as input to approximate and adaptively compensate the unknown 
uncertainties and external disturbances of the system is proposed.  
Designing an observer for a system with measurement noise is much more challenging and important 
in the modern control theory [109]. A modified proportional, derivative and integral observer technique is 
presented to asymptotically estimate states, input disturbances, and output noises at the same time [110]. 
In the context [110], the input disturbance is assumed to be a constant vector signal. A high-gain observer 
which switches between two gain values to recover the system state and to reduce the effect of 
measurement noise on estimation error [108]. Joint estimation of system states, actuator faults, and sensor 
faults for systems with input disturbance and measurement noise based on descriptor system is enabled by 
applying a high-gain estimation technique [111]. The problems of the state estimation and the 
simultaneous unknown input and measurement noise reconstruction when the observer matching 
condition is not satisfied based on associated observers are considered [112]. 
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Based on a descriptor system, an L1 adaptive descriptor observer (in Figure 2.20) is designed for 
multivariable systems with nonlinear uncertainties and measurement noises. If the system is detectable, 
noises are bounded and some rank conditions are satisfied, an L1 adaptive observer can be constructed to 
asymptotically estimate states, nonlinear uncertainties and measurement noises at the same time. Firstly, 
the original system is augmented with all the system states and measurement noises, two design 
parameters provide additional degrees of freedom. The freedom of selecting these parameters allows us to 
choose the derivative gain to reduce the noise amplification, the proportional gain to ensure the stability 
of the estimated error dynamics. An adaptive law will update the adaptive parameters which represent the 
uncertainty estimates such that the estimation error between the predicted state and the real state is driven 
to zero at every integration time-step. Of course, neglection of the unknowns for solving the error 
dynamic equations will introduce an estimation error in the adaptive parameters. The magnitude of this 
error can be lessened by choosing the time step as small as possible, however, hardware requirement 
applies some restrictions on the picking up of time step. The two design parameters and adaptive 
algorithm guarantee the performance bounds for the estimation errors, both states and nonlinear 
uncertainties.   
 
 Figure 2.20. The architecture of L1 adaptive descriptor observer. 
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2.4.1 Problem Formulation 
The multi-input multi-output (MIMO) system with nonlinear uncertainties and measurement noises is 
described as below: 
                                                      
( ) ( ) ( ) ( , ),
( ) ( ),
( ) ( ) ( )n
x t Ax t Bu t Mf x t
y t Cx t
y t y t n t
= + +
=
= +
                                                        (2.4.1) 
where ( ) nx t   is the system state vector (unmeasured), ( ) mu t   is the control signal, ( ) py t   is the 
system output, ( ) pn t   is measurement noise, the measured system output ( )ny t  is corrupted by 
measurement noise ( )n t . , , ,n n n m n q p nA B M C        are all known constant matrices, and 
: n qf  →  are unknown nonlinear functions which represent the model uncertainties. 
    Assumption 1: [Semiglobal Lipschitz condition on x ] For any 0  , there exists ( ) 0L    such that  
                                      0( , ) ( , ) ( ) , (0, )f x t f x t L x x f t B −  −                                             (2.4.2)                                                                                                                   
for all x 

  and x 

  uniformly in t .    
Assumption 2: There exist 0u  , 0nB   such that  
                                                                  
( ) ,
( )
u
n
u t
n t B




                                                                      (2.4.3)                                                                                                         
for all 0t  , where the numbers ,u nB  can be arbitrarily large.  
    Our final goal is to construct an L1 adaptive observer for asymptotically estimation of all the hidden 
states, model uncertainties, and measurement noises at the same time. 
2.4.2 Original L1 Adaptive Observer Design 
For the original L1 adaptive observer design, the adaptive law will update the adaptive parameters 
which represent the uncertainty estimates such that the estimation error between the predicted state and 
the real state is driven to zero at every integration time-step. The unknowns including the hidden states, 
nonlinear uncertainties and measurement noises are neglected for solving the error dynamic equations. In 
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order to lessen the magnitude of the error caused by the neglection, the sampling time step should be set 
as small as possible. Despite of this, the estimation accuracy will still be affected by the measurement 
noises because the original L1 adaptive observer has nothing to do with handling of measurement noises. 
2.4.2.1 Original L1 Adaptive Observer Design 
If the pair ( ),A C  is detectable, the MIMO system described in (2.4.1) can also be written as below: 
                                              
( )( ) ( ) ( ) ( , ) ( ),
( ) ( ),
( ) ( ) ( )n
x t A KC x t Bu t Mf x t Ky t
y t Cx t
y t y t n t
= − + + +
=
= +
                                         (2.4.4) 
    Based on the plant described in (2.4.4), the following output predictor is considered: 
                                             
( )ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ),
ˆ ˆ( ) ( )
nx t A KC x t Bu t M t Ky t
y t Cx t
= − + + +
=
                                              (2.4.5) 
where ˆ ( ) qt   are the adaptive parameters, which represent the estimation of ( , )f x t . 
Letting ˆ( ) ( ) ( )ny t y t y t= − , the adaptive law for ˆ ( )t  is given as: 
            
( ) )
( ) ( ) ( )
1
( )( ) ( )( ) ( )( ) ( )
1
0 0 0
ˆ ˆ( ) ( ), , 1 ,
ˆ ( ) ( )
s s s
s s s s
s s s
T T
T T T
A KC T A KC T A KC T A KC T
s s
t iT t iT i T
iT e Md e Md e Md e y iT
  
 
    
−
− − − − − − −
=  +
 
= −  
 
  
      (2.4.6) 
where 0sT   is the adaptation sampling time.  
Define  
                                                                       
1
1 2
C
C
 
−
 
= 
 
                                                           (2.4.7) 
where ( )n p nC −   is the null space of C , and ( )1 2,
n p n n p   −  . 
Hence,  
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                                                          1 2
( ) ( )
( ) ,
( )
y t n t
x t
z t
 
+ 
=  
 
                                                       (2.4.8) 
where ˆ( ) ( ) ( )x t x t x t= − , ˆ( ) ( ) ( )z t z t z t= − , and ˆˆ( ) ( ), ( ) ( )z t Cx t z t Cx t= =  which are unobservable. 
2.4.2.2 Transient and Steady-state Performance 
The error dynamics are derived as below based on (2.4.4-2.4.5): 
                                         ( ) ˆ( ) ( ) ( ) ( , ) ( )x t A KC x t M t Mf x t Kn t= − + − +                                              (2.4.9) 
For the proofs of stability and performance bounds, besides Assumption 2, the control signal ( )u t  is 
designed to ensure that, for a given 
0 , there always exists x  such that the following L1-norm condition 
holds: 
           
( )( ) ( )( ) ( )( )
( )( ) ( )( )
1 1 1
1 1
1 1 1
0 0
1 1
1 ( )
u
L L L
x
x
L L
sI A KC B sI A KC M B sI A KC
sI A KC M L sI A KC KC
 


− − −
− −
− − + − − + − −

− − − − − −
                 (2.4.10) 
where 0 0 0(0) ,x x x =    . 
Next we will demonstrate that the tracking error between the real system state and estimated state can 
be systematically reduced in both transient and steady-state by reducing 
sT . 
Lemma 1 Given the system in (2.4.4) and the L1 adaptive observer defined via (2.4.5-2.4.6), subject to 
the L1-norm condition in (2.4.10), if  
                                                                     ' xt L
x 

                                                                    (2.4.11) 
and ˆ(0)x  is chosen such that 0(0) ( )sLx T
 , we have  
                                                                       ' 0 ( )st L
x T

                                                                (2.4.12) 
and 
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                                                                          0
0
lim ( ) 0
s
s
T
T
→
=                                                               (2.4.13) 
where 
                                     ( ) ( )0 1 3 2 4 4 0( ) ( ) ( ) ( ) ( ) ( ) ( )s s s n s s x x sT T T B T T L T B       = + + + +                      (2.4.14) 
0 , ,n xB B   are introduced in (2.4.2), (2.4.3) and (2.4.10) respectively, and 
                                      
( ) ( )
1 1 2 2
2 2
( )( ) ( )( )
3 4
2 20 0
( ) , ( ) ,
( ) , ( ) .
s s
s s
s s
A KC T A KC T
s s
T T
A KC T A KC T
s s
T e T e
T e K d T e M d
 
   
   
− −
− − − −
= =
= = 
                           (2.4.15) 
Proof. It follows from the error dynamics in (2.4.9) that 
                               
( ) ( )( )
0
( )( ) ( )( )
0 0
ˆ( ) ( ) ( )
( , ) ( )
t
A KC t A KC t
s s s
t t
A KC t A KC t
s s
x iT t e x iT e M iT d
e Mf x iT d e Kn iT d

 
 
  
− − −
− − − −
+ = +
− + +

 
                                 (2.4.16) 
which can also be rewritten as below following from (8) 
                            
 ( ) ( )( )1 2
0
( )( ) ( )( )
0 0
( ) ( )
ˆ( ) ( )
( )
( , ) ( )
t
s sA KC t A KC t
s s
s
t t
A KC t A KC t
s s
y iT n iT
x iT t e e M iT d
z iT
e Mf x iT d e Kn iT d

 
   
  
− − −
− − − −
+ 
+ = + 
 
− + +

 
                         (2.4.17) 
Define the signals 
1( )siT t +  and 2 ( )siT t +  as below: 
                                
( ) ( )( )
1 1
0
( ) ( )
2 1 2
( )( ) ( )( )
0 0
ˆ( ) ( ) ( )
( ) ( ) ( )
( , ) ( )
t
A KC t A KC t
s s s
A KC t A KC t
s s s
t t
A KC t A KC t
s s
iT t e y iT e M iT d
iT t e n iT e z iT
e Mf x iT d e Kn iT d

 
   
  
  
− − −
− −
− − − −
+ = +
+ = +
− + +

 
                                (2.4.18) 
Because ˆ(0)x  is chosen such that 
0(0) ( )sLx T
 , consider the time interval  ), ( 1)s siT i T+ , with 
'( 1) si T t+  . The estimation error at the sampling instant ( 1) si T+  is given by 
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( ) ( ) ( )1 2
( ) ( )( )
1
0
( ) ( )
1 2
( )( ) ( )( )
0 0
( 1) ( 1) ( 1)
ˆ( ) ( )
( ) ( )
( , ) ( )
s
s s
s s
s s
s s
s s s
T
A KC T A KC T
s s
A KC T A KC T
s s
T T
A KC T A KC T
s s
x i T i T i T
e y iT e M iT d
e n iT e z iT
e Mf x iT d e Kn iT d

 
 
  
 
  
− − −
− −
− − − −
+ = + + +
= +
+ +
− + +

 
                                 (2.4.19) 
Substitute the adaptive law (2.4.6) into (2.4.19), it leads to 
                                                                   ( )1 ( 1) 0si T + =                                                                   (2.4.20) 
Hence, 
                                                            ( ) ( )2( 1) ( 1)s sx i T i T+ = +                                                           (2.4.21) 
According to the definitions in (2.4.14-2.4.15), we have 
                                                                  ( ) 0( 1) ( )s sx i T T+                                                               (2.4.22) 
for all '( 1) si T t+  , which confirms the upper bound in (2.4.12). 
It can be easily seen that 
                                                        
1 2
0 0
3 4
0 0
lim ( ) 0, lim ( ) 0,
lim ( ) 0, lim ( ) 0.
s s
s s
s s
T T
s s
T T
T T
T T
 
 
→ →
→ →
= =
= =
                                                 (2.4.23) 
which implies that  
                                 ( ) ( )( )1 3 2 4 4 0
0
lim ( ) ( ) ( ) ( ) ( ) ( ) 0
s
s s n s s x x s
T
T T B T T L T B      
→
+ + + + =                        (2.4.24) 
This completes the proof.                                                                   
2.4.3 Modified L1 Adaptive Descriptor Design 
In this Section, based on a descriptor system, a modified L1 adaptive descriptor observer is designed for 
multivariable systems with nonlinear uncertainties and measurement noises. If the system is detectable, 
noises are bounded and some rank conditions are satisfied, an L1 adaptive descriptor observer can be 
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constructed to asymptotically estimate states, nonlinear uncertainties and measurement noises at the same 
time. Firstly, the original system is augmented with all the system states and measurement noises, two 
design parameters provide additional degrees of freedom. The freedom of selecting these parameters 
allows us to choose the derivative gain to reduce the noise amplification, the proportional gain to ensure 
the stability of the estimated error dynamics. An adaptive law will update the adaptive parameters which 
represent the uncertainty estimates such that the estimation error between the predicted state and the real 
state is driven to zero at every integration time-step. 
2.4.3.1 Modified L1 Adaptive Descriptor 
    Consider the following augmented descriptor plant 
                                                  
( ) ( ) ( ) ( , ) ( )
( ) ( )n
Ex t Ax t Bu t Mf x t Nn t
y t Cx t
= + + +
=
                                          (2.4.25) 
where 
1
( ) 0
( ) , , , ,
( ) 0 0p p
x t B M
x t B M N
n t I
      
= = = =      
      
 
0 0
, , .
0 0 0
n n p n p
p
p n p p p n p
I A
E A C C I
I
 
  
   
 = = =     −   
 
Based on the augmented descriptor plant described in (2.4.25), the modified L1 adaptive descriptor 
observer is established as below: 
                         ( ) ( ) ( )
1
ˆ( ) ( ) ( ) ( ) ( )nE LC t A KC t Bu t A E LC Ly t M t  
−
+ = − + + + +                      (2.4.26) 
                                                       ( )
1
ˆ ( ) ( ) ( )nx t t E LC Ly t
−
= + +                                                     (2.4.27) 
( )( ) ( )( ) ( )( )
1
1 1 1( ) ( ) ( )
0 0 0
3
ˆ ( )
( )
s s s
m s m s m s
m s
T T
T T T
A T A T A T
s
A T
n s
iT e d E LC M e d E LC M e d E LC M
e y iT
     

−
− − −− − − = − + + + 
 

     (2.4.28) 
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Denote 
( )( ) ( )( ) ( )( )
1
1 1 1( ) ( ) ( )
3
0 0 0
s s s
m s m s m s m s
T T
T T T
A T A T A T A T
K e d E LC M e d E LC M e d E LC M e
  
    
−
− − −− − − = + + + 
 
     
                                                                                                                                                             (2.4.29)                                                                                                                                                                                
In (2.4.28), ( ) ( )
1
mA E LC A KC
−
= + − . It can be seen from (2.4.26-2.4.27), state transformation is 
applied here. The reason is that in this way, the derivative of the output is avoided appearing in the 
proposed observers, which makes them easy to be performed in control system synthesis. Details will be 
provided later. 
2.4.3.2 Modified L1 Adaptive Descriptor Synthesis 
If the system is detectable, noises are bounded and some rank conditions are satisfied, an L1 adaptive 
descriptor observer can be constructed to asymptotically estimate states, nonlinear uncertainties and 
measurement noises at the same time. 
Theorem 1. If the original system ( ),A C  is detectable, 
0
A M
rank n q
C
 
= + 
 
, the measurement noises 
( )n t  is bounded, there exist gain matrices 
( )
,
n p p
L K
+ 
 , and q pK
  for the observer established in 
(2.4.26-2.4.28) such that ˆ ( )x t is an asymptotic estimate of ( )x t  in (2.4.25), and ˆ ( )t  is an asymptotic 
estimate of ( , )f x t . 
Proof. It can be easily seen that 
                                                
0
0 0
n n p
p n p p
p
I
E
rank rank n p
C
C I

 
  
   
= = +   
   
    
                                            (2.4.30) 
hence, there exists ( )
n p p
L
+ 
  such that  
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                                                              ( )rank E LC n p+ = +                                                           (2.4.31) 
which means ( )E LC+  is invertible. 
Define  
                                                                   1
2
L
L
L
 
=  
 
                                                                           (2.4.32) 
where 1 2,
n p p pL L   , it has been shown that [110] 
                                                              ( )
1
pC E LC L I
−
+ =                                                               (2.4.33) 
Substitute ( )
1
ˆ( ) ( ) ( )nt x t E LC Ly t
−
= − +  into (2.4.26), we can derive 
                               
( ) ( )ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )
ˆˆ ( ) ( )
n n
n
E LC x t A KC x t Bu t Ky t Ly t M t
y t Cx t
+ = − + + + +
=
                      (2.4.34) 
Add ( )nLy t  to both sides of (2.4.25) yields  
                      ( ) ( ) 1( ) ( ) ( ) ( ) ( ) ( ) ( , )n n pE LC x t A KC x t Bu t Ky t Ly t Nn t Mf x t+ = − + + + + +             (2.4.35) 
Following from (2.4.34-2.4.35), the error dynamics is derived as below: 
                               ( ) ( ) 1ˆ( ) ( ) ( ) ( , ) ( )pE LC x t A KC x t M t Mf x t Nn t + = − + − −                              (2.4.36) 
where ˆ( ) ( ) ( )x t x t x t= − . 
The error dynamics in (2.4.36) can also be written as below: 
                                    
( ) ( ) ( )
( ) ( )
1 1
1 1
1
ˆ( ) ( ) ( )
( , ) ( )p
x t E LC A KC x t E LC M t
E LC Mf x t E LC Nn t

− −
− −

= + − + +
− + − +
                                    (2.4.37) 
 
 
57 
 
The measurement noise term in (2.4.37) can also be expressed as below: 
                                           ( ) ( )
1 11
1 2 1
1
( ) ( )p p
p
L
E LC Nn t L n t
I CL
− −
 
− 
+ =  + 
                                        (2.4.38) 
It means that we can choose a low gain 1L , for example, 1 0n pL = , and a high-gain 2L  to reduce the 
amplification of the measurement noise 1( )pn t .  We can choose ( )2 1 2, ,..., pL diag   = , where 
( )1 2, ,..., p    are large positive numbers, meanwhile, the matrix ( )E LC+  should be guaranteed 
nonsingular. 
It can be noticed that 
                                   
( ) ( )
1
0
0
n p
n n p
p
p
n
s E LC AsI E LC A
rank rank
CC
sI A
sE A
rank rank I
C
C I
sI A
rank p
C
−
+

   + −− +
  =  
     
 −
 −  
= =   
   
 
− 
= + 
 
                                     (2.4.39) 
Since ( ),A C  is detectable, (2.4.39) means that ( )( )1 ,E LC A C−+  is detectable. Then there exists K  such 
that ( )
1
E LC A K C
−  + −
  
 is stable, where ( )K E LC K = + . 
It follows from the error dynamics in (2.4.37) that 
                 
( )
( ) ( )
1( )
0
1 1( ) ( )
0 0
ˆ( ) ( ) ( )
( , ) ( )
m m
m m
t
A t A t
s s s
t t
A t A t
s s
x iT t e x iT e E LC M iT d
e E LC Mf x iT d e E LC Nn iT d

 
 
  
−−
− −− −
+ = + +
− + + + +

 
                     (2.4.40) 
Denote 
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                                                                    
1
3 4
C
C
 
−
 
= 
  
                                                               (2.4.41) 
It can be derived that 
                                                                 3 4
( )
( )
( )
n
n
y t
x t
z t
 
 
=  
 
                                                          (2.4.42) 
Hence, (2.4.40) can also be rewritten as below: 
                     
  ( )
( ) ( )
1( )
3 4
0
1 1( ) ( )
0 0
( )
ˆ( ) ( )
( )
( , ) ( )
m m
m m
t
n sA t A t
s s
n s
t t
A t A t
s s
y iT
x iT t e e E LC M iT d
z iT
e E LC Mf x iT d e E LC Nn iT d

 
   
  
−−
− −− −
 
+ = + + 
 
− + + + +

 
                 (2.4.43) 
The adaptive law (2.4.28) is derived by solving the error dynamic equation (2.4.43) with neglection of the 
unknowns. 
Denote 
                                
( )
( )
( )
1( )
1 3
0
1( )
2 4
0
1( )
0
ˆ( ) ( ) ( )
( ) ( ) ( )
( , )
m m
m m
m
t
A t A t
s n s s
t
A t A t
s n s s
t
A t
s
iT t e y iT e E LC M iT d
iT t e z iT e E LC Nn iT d
e E LC Mf x iT d



   
  
 
−−
−−
−−
+ = + +
+ = + +
− + +



                                     (2.4.44) 
It follows from (2.4.43-2.4.44) that 
                                              ( ) ( ) ( )1 2( 1) ( 1) ( 1)s s sx i T i T i T + = + + +                                                     (2.4.45) 
Substitute (2.4.28) into (2.4.45), it yields 
                                                                  ( )1 ( 1) 0si T + =                                                                    (2.4.46) 
Hence, 
                                                              ( ) ( )2( 1) ( 1)s sx i T i T+ = +                                                         (2.4.47) 
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    It follows from Lemma 1 that, the tracking error between the real system state and estimated state can 
be systematically reduced in both transient and steady-state by reducing 
sT . 
    Because the original system states ( )
nx t   and nonlinear uncertainties ( , ) qf x t   are all unknowns, 
hence, the rank condition 
0
A M
rank n q
C
 
= + 
 
 has to be satisfied for solving such inverse problems. 
This completes the proof.                                                                                                             
2.4.4 Numerical Examples 
Consider the multivariable system described as below: 
                                             
 
0 2 0 1
( ) ( ) ( ) ( , )
3 4 1 1
( ) 1 0 ( ) ( )n
x t x t u t f x t
y t x t n t
      
= + +      − −      
 = +
                                             (2.4.48) 
where ( )u t  is the step input signal with the magnitude of 4, ( ) 0.5 0.1cos(20 ) 0.2sin(50 )n t t t= + +  is the 
measurement noise; ( , )f x t  is model uncertainties, which is defined as below 
                                   
10 0.1sin[30( 1)] 0.2sin[60( 1)], 1 ,
( , )
0, 1
t t t s
f x t
t s
+ − + − 
= 

                                   (2.4.49) 
In the text below three different observers are presented for performance comparison, which are 
original L1 adaptive observer, modified PID observer and L1 adaptive descriptor observer respectively. 
For all observers, the sampling time step are chosen as 1 3sT e= − . 
2.4.4.1 Original L1 Adaptive Observer 
The original L1 adaptive observer is established according to (2.4.5-2.4.6), the adaptive law updates the 
adaptive parameters by solving the error dynamic equations with neglection of the unknowns. However, 
the original L1 adaptive observer has nothing to do with handling of measurement noises. The numerical 
simulation results are shown in Figure 2.21. 
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Figure 2.21. Estimation performance of original L1 adaptive observer. 
2.4.4.2 PID Descriptor  
In the context [110], a modified PID observer is constructed to asymptotically estimate states, unknown 
disturbances, and measurement noises at the same time. The PID observer is designed by transforming the 
multivariable system with measurement noises and model uncertainties into an augmented descriptor 
system.  
For the plant described in (2.4.48), the corresponding augmented descriptor plant is written as below 
based on (2.4.25), where 
                                      
 
1 0 0 0 2 0 0
0 1 0 , 3 4 0 , 1 ,
0 0 0 0 0 1 0
0 1
0 , 1 , 1 0 1 .
1 0
E A B
N M C
     
     
= = − − =
     
     −     
   
   
= = =
   
      
                                          (2.4.50) 
The derivative gain is chosen as below: 
                                                            1
2
0
0
10
L
L
L
 
   = =   
    
                                                                     (2.4.51) 
such that the effect of measurement noises is reduced and ( )E LC+  is guaranteed to be nonsingular. 
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The proportional and integral gain are derived as below: 
                                                            
1.3922
0.7092
14.1276
1.0000
P
I
K
K
 
 −   =    
 
 
                                                                 (2.4.52) 
The simulation results are demonstrated in Figure 2.22. 
 
Figure 2.22. Estimation performance of PID observer. 
2.4.4.3 Modified L1 Adaptive Descriptor  
Based on a descriptor system, a modified L1 adaptive observer is designed for multivariable systems 
with nonlinear uncertainties and measurement noises. Firstly, the original system is augmented with all 
the system states and measurement noises, two design parameters provide additional degrees of freedom. 
The freedom of selecting these parameters allows us to choose the derivative gain to reduce the noise 
amplification, the proportional gain to ensure the stability of the estimated error dynamics. An adaptive 
law will update the adaptive parameters by solving the error dynamic equations such that the estimation 
error between the predicted state and the real state is driven to zero at every integration time-step. 
The design procedure of modified L1 adaptive descriptor observer is the same as in Subsection 2.4.4.2 
according to (2.4.25-2.4.27). Different from PID observer, an adaptive law (2.4.28) will update the 
adaptive parameters by solving the error dynamic equations such that the estimation error between the 
predicted state and the real state is driven to zero at every integration time-step. 
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The feedback gain is selected as below: 
                                                                    
0.4088
0.2290
13.4629
K
 
 = −
 
  
                                                              (2.4.53) 
The numerical simulation results are demonstrated in Figure 2.23. 
 
Figure 2.23. Estimation performance of modified L1 adaptive descriptor observer. 
Remark:   Both PID observer and modified L1 adaptive descriptor observer can reject the measurement 
noise to some extent. Actually, the choice of derivative gain is a trade-off between convergence speed and 
estimation error for PID observer. A larger derivative gain will reduce the amplification of measurement 
noise greatly, but the convergence speed is really slow; a smaller gain will speed up the convergence 
process, but the estimation error caused by measurement noise is amplified. Different from PID observer, 
the modified L1 adaptive descriptor observer guarantees robustness with fast adaptation due to the 
adaptive law design with a high feedback gain. Hence, the modified L1 adaptive descriptor observer is a 
preferred choice for online estimation.                                                                                                                                                                                                                                                                      
2.4.5 Conclusions 
By transforming a multivariable system with measurement noises to an augmented descriptor system, a 
modified L1 adaptive descriptor observer is formulated. The original L1 adaptive observer has nothing to 
do with measurement noises handling, hence, the estimation error will be corrupted by measurement 
noises. Compared with the original L1 adaptive observer, the existence of two design parameters in 
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modified L1 adaptive descriptor observer provide more degrees of freedom, especially the derivative gain, 
which is chosen to reject the measurement noises. Asymptotic estimation of all the system states, model 
uncertainties, and measurement noises is enabled by using the proposed design techniques. Besides that, 
the proposed observer approaches can be directly applied to the fault detection and diagnosis. It is 
expected that the proposed design techniques can also be extended to other control problems for 
delivering good tracking performance, meanwhile handling of nonlinear disturbances and measurement 
noises. 
    As I mentioned before, the uncertainty estimates are updated by solving the error dynamic equations, 
where the neglection of the unknowns in the solutions will introduce an estimation error in the adaptive 
parameters. Although the magnitude of this error can be lessened by choosing the time step as small as 
possible, the hardware requirement applies restrictions on the picking up of the sampling time. In this 
respect a related question arises: Is there any other approach that can compensate for the estimation error 
caused by the neglection of the unknowns and relax the hardware requirement? One promising suggestion 
is that the adaptive law in the L1 adaptive observer architecture should be changed from a simple high-
gain feedback to a proportional plus integral (PI) type, which is like a memorizing mechanism. 
Quantitative evaluation of the performance of the modified L1 adaptive descriptor observer augmented 
with memorizing mechanism is required. We do not provide analysis here, but it will be addressed in the 
future. 
2.5 Estimation Using L1 Adaptive Descriptor for Multivariable Nonlinear Systems in the 
Presence of Measurement Noises              
In many practical problems, not all state variables are measurable, or we may choose not to measure 
some of them due to technical or economic reasons [113]. Hence, the output feedback schemes have to be 
developed for meeting design specifications. Of course, it is a challenging problem to reconstruct the 
nonlinear uncertainties and track a given trajectory for multivariable systems in an output feedback setup. 
 
 
64 
 
    In the past few decades, the output feedback control of nonlinear systems is a hot research topic. A 
global adaptive output feedback tracking controls for single-input single-output (SISO) nonlinear systems 
which are linear with respect to the input and an unknown constant parameter vector is synthesized [45]. 
A semiglobal adaptive output feedback controller which ensures that the output of the system tracks any 
given bounded reference signal is designed for SISO nonlinear systems represented by an input-output 
model [113]. Book [114] summarizes adaptive output feedback control design strategies for nonlinear 
systems. The systems considered in above-mentioned works all assume linearly parameterization with the 
known functions. However, many practical systems are often corrupted by completely unknown 
disturbances, which motivates us to handle with the unknown functions. 
To meet with design specifications, an output feedback controller can be designed to eliminate the 
unknown functions directly or reconstruct the unknown functions and then compensate them. High-gain 
observer [74, 113] is one of the few effective approaches in control theory that can handle with nonlinear 
uncertain systems in a general output feedback setup. It delivers a good property of disturbance rejection 
at the cost of peaking phenomenon which is known as the intrinsic feature of high-gain observer. In order 
to recover the robustness of the system, a low-pass filtering mechanism is added to the high-gain observer 
in [115]. However, it is still hard to extend high-gain observers to systems with high order.  
Over the past decade, neural networks or fuzzy logic control has found extensive applications for 
nonlinear systems with unknown functions. Fuzzy logic or neural network approximation-based adaptive 
observer control approaches are developed for handling of nonlinear affine and nonaffine systems [116-
119]. What they have in common is the matching condition requirement. To overcome the matching 
condition limitation, a new fuzzy adaptive control approach is developed for a class of SISO strict-
feedback nonlinear systems with unmeasured states [120], and an adaptive controller for nonlinear pure-
feedback systems with high-order sliding mode observer is presented in [121]. The problem of observer-
based adaptive control for large-scale pure-feedback systems with unknown time-delayed nonlinear 
interactions is solved in [122]. [69] demonstrates the observer-based adaptive fuzzy control for a class of 
nonlinear stochastic systems, and [123] extends the previous work to a class of non-strict feedback 
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stochastic nonlinear systems. The problem of nonlinear stochastic systems with time delay is addressed in 
[124]. In [125], observer and command-filter-based adaptive fuzzy output feedback control is proposed 
for a class of strict-feedback systems with parametric uncertainties and unmeasured states. For uncertain 
nonlinear systems that are subject to unknown hysteresis, external disturbances, and unmeasured states, 
an adaptive neural output feedback control scheme is proposed using disturbance observer [126]. 
Extension of adaptive fuzzy output feedback control to nonlinear systems with constant constraints [127], 
time-varying constraints [128, 129], unmodeled dynamics [130], and full-state constraints [131, 132] is 
also explored. 
As a modification of model reference adaptive control (MRAC), L1 adaptive control theory adopts fast 
and robust adaptation to reduce the undesired transient from the adaptation process and handle nonlinear 
time-varying uncertainties instead of constant or slowly varying parameters in conventional adaptive 
control. [133] proceeds with an extension of L1 adaptive controller to multi-input multi-output (MIMO) 
nonlinear systems in the presence of general unmatched uncertainties or, alternately, unknown time- and 
state-dependent nonlinear cross-coupling, which cannot be controlled by recursive design methods. 
However, this control approach is strictly restricted on the state feedback control field. In [83], an L1 
adaptive output feedback controller is designed for a class of SISO nonlinear systems in the presence of 
unknown state-dependent and time-varying nonlinearities. It considers that the nonlinear function satisfies 
a semiglobal Lipschitz condition.  
We extend the L1 adaptive output feedback controller to the multivariable nonlinear systems. With 
some rank conditions being satisfied, the uniform performance bounds are derived for the control signal 
and the system state as compared to the corresponding signals of a bounded closed-loop reference system, 
which assumes partial cancelation of uncertainties within the bandwidth of the control channel.  
2.5.1 Problem Formulation 
The multi-input multi-output (MIMO) system with nonlinear uncertainties is described as below: 
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( ) ( ) ( ) ( , ),
( ) ( )
x t Ax t Bu t Mf x t
y t Cx t
= + +
=
                                                        (2.5.1) 
where ( ) nx t   is the system state vector (unmeasured), ( ) mu t   is the control signal, ( ) py t   is the 
system output, n nA  is Hurwitz matrix, , ,n m n q p nB M C      are all known constant matrices, the 
zeros of ( )C sI A B−  lie in the open left half s  plane, and : n qf  →  are unknown nonlinear 
functions which represent the model uncertainties or nonlinear disturbances. M  is a matrix with all 
elements being 0 in a row or with just one element being 1 and all the others being 0 in a row. 
    Assumption 1: [Semiglobal Lipschitz condition on x ] For any 0  , there exists ( ) 0L    such that  
                                ( , ) ( , ) ( ) , (0, ) , 1,2.i i i i if x t f x t L x x f t B i −  −  =                                  (2.5.2) 
for all x 

  and x 

  uniformly in t .    
Our final goal is to design an L1 adaptive output feedback controller ( )u t  such that the system output 
( )y t  tracks the desired reference system output ( )desy t  described by 
                                                  
( ) ( ) ( ),
( ) ( )
des des g
des des
x t Ax t Bk r t
y t Cx t
= +
=
                                                                 (2.5.3) 
where ( )
1
1
gk CA B
−
−= − , and ( )r t  is a given bounded reference input signal with ( )
L
r t r

 .  
2.5.2 L1 Adaptive Output Feedback Controller for Multivariable Nonlinear Systems 
The system described in (2.5.1) can also be written as below 
                                       
( )1 2( ) ( ) ( ) ( , ) ( , ),
( ) ( )
umx t Ax t B u t f x t B f x t
y t Cx t
= + + +
=
                                                   (2.5.4) 
where ( )n n m
umB R
 −  is a constant matrix such that 0T umB B = and also  ( )umrank B B n= , while 
1 :
n mf R R R →  and 2 :
n n mf R R R − →  are unknown nonlinear functions that satisfy 
                                                     
11
2
( , )
( , )
( , )
um
f x t
B B Mf x t
f x t
− 
= 
 
                                                            (2.5.5) 
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Based on the plant described in (2.5.4), the following output predictor is considered: 
                                                
( )1 2ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ),
ˆ ˆ( ) ( )
umx t Ax t B u t t B t
y t Cx t
 = + + +
=
                                                   (2.5.6) 
where 
1
ˆ ( )t  and 2ˆ ( )t  are the adaptive parameters, which represent the matched and unmatched nonlinear 
uncertainties respectively. 
Letting ˆ( ) ( ) ( )y t y t y t= − , the adaptive law for 1ˆ ( )t  and 2ˆ ( )t  are given as: 
   
( ) )
  ( ) ( ) ( )
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22
1
11 ( ) ( ) ( )
1
0 0 0
2
ˆˆ ( )( )
, , 1 ,
ˆˆ ( )( )
ˆ ( ) 0
( )
ˆ ( ) 0
s s s
s s s s
s
s s
s
T T
T T T
s m A T A T A T AT
um s
s n m
iTt
t iT i T
iTt
iT I
B B e d e d e d e y iT
iT I
  



   

−
− − − −
−
  
=  +   
   
     
= −     
    
  
       (2.5.7) 
where 0sT   is the adaptation sampling time.  
Define  
                                                                   
1
1 2
C
C
 
−
 
= 
 
                                                               (2.5.8) 
where ( )n p nC −   is the null space of C , and ( )1 2,
n p n n p   −  . 
Hence,  
                                                                1 2
( )
( ) ,
( )
y t
x t
z t
 
 
=  
 
                                                          (2.5.9) 
where ˆ( ) ( ) ( )x t x t x t= − , ˆ( ) ( ) ( )z t z t z t= − , and ˆˆ( ) ( ), ( ) ( )z t Cx t z t Cx t= = .      
The control law is defined as below: 
                                       
( )
( )
1
1 1 2 21
ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )
um
g
C sI A B
u s k r s C s s C s s
C sI A B
 
−
−
 −
 = − −
 − 
                             
(2.5.10) 
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where ( )r s  is the Laplace transformation of the reference signal ( )r t , both 1( )C s  and 2 ( )C s are low pass 
filters, 
1
ˆ ( )s  and 2ˆ ( )s  are the Laplace transformation of 1ˆ ( )t  and 2ˆ ( )t  respectively. The L1 adaptive 
output feedback controller consists of (2.5.6-2.5.7) and (2.5.10). 
For the proofs of stability and performance bounds, the choice of 
1( )C s  and 2 ( )C s  needs to ensure that, 
there always exists 
r  such that the following L1-norm condition holds: 
          
( ) ( ) ( ) ( )
1 11
1
1 1 1 2 2 2
1
( ) ( ) 1 ( ) ( ) ( ) 1 ( ) ( )
( ) (0)
L
g r r um r rL LL
rLL
G s k r G s C s L B G s C s L B
sI A x
   



−
+ − + + − +
+ − 
           (2.5.11) 
where 1 1( ) ( ) , ( ) ( )um umG s sI A B G s sI A B
− −= − = − .       
2.5.3 L1 Adaptive Output Feedback Controller Synthesis 
    In this section, the transient and steady-state performance of the L1 adaptive output feedback controller 
is characterized for stability proof. With some rank conditions being satisfied, the uniform performance 
bounds are derived for the control signal and the system state as compared to the corresponding signals of 
a bounded closed-loop reference system, which assumes partial cancelation of uncertainties within the 
bandwidth of the control channel. 
2.5.3.1 Closed-loop Reference System 
Consider the following closed-loop reference system: 
                 
( )
 
( )
( )
 
1 2
1
1 1 2 21
( ) ( ) ( ) ( , ) ( , ),
( ) ( ) ( ) ( , ) ( ) ( , )
( ) ( )
ref ref ref ref um ref
um
ref g ref ref
ref ref
x t Ax t B u t f x t B f x t
C sI A B
u s k r s C s f x t C s f x t
C sI A B
y t Cx t
−
−
= + + +
 −
 = − −
 − 
=
L L                        (2.5.12) 
where  1( , )reff x tL  and  2 ( , )reff x tL  are the Laplace transformation of 1( , )reff x t  and 2 ( , )reff x t  
respectively. 
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Lemma 1 For the closed-loop reference system in (2.5.12), subject to the L1-norm condition in (2.5.11), if 
0 rx 

 , then 
                                                                    
,
.
ref rL
ref urL
x
u








                                                                   (2.5.13) 
where ( )
( )
( )
( )
11
1
1
1 1 1 2 2 21
( ) ( ) ( ) ( )
L
um
ur g r r r rLL
L
C sI A B
k r C s L B C s L B
C sI A B
    

−
−
 −
 = + + + +
 − 
. 
Proof. Substitute the definition of ( )refu s  into the dynamic equation in (2.5.12), we have 
   ( )   ( )   11 1 2 2( ) ( ) ( ) ( ) 1 ( ) ( , ) ( ) 1 ( ) ( , ) ( ) (0)ref g ref um refx s G s k r s G s C s f x t G s C s f x t sI A x−= + − + − + −L L      (2.5.14) 
If the bound (2.5.13) is not true, since 
0 rx 

 , and ( )refx t  is continuous, there exists a time 
' (0, ]t   
such that  
                                                                     
'( ) ,ref rx t 

=                                                                 (2.5.15) 
which implies that 
                                                                       ' rreft L
x 

=                                                                    (2.5.16) 
It follows from (2.5.2) and (2.5.14) that 
      
( ) ( ) ( ) ( )'
1 11
1
1 1 1 2 2 2
1
( ) ( ) 1 ( ) ( ) ( ) 1 ( ) ( )
( ) (0)
L
g r r um r rreft L LLL
LL
x G s k r G s C s L B G s C s L B
sI A x
   


−
 + − + + − +
+ −
  (2.5.17) 
Because the closed-loop reference system in (2.5.12) subject to (2.5.11), hence, (2.5.17) leads to  
                                                                          ' rreft L
x 

                                                                 (2.5.18) 
which contradicts (2.5.16) and proves the bound in (2.5.13).  
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The upper bound on ( )refu t  follows from (2.5.12) and (2.5.18),                                     
         ( )
( )
( )
( )
11
1
1
1 1 1 2 2 21
( ) ( ) ( ) ( )
L
um
ref g r r r rLL L
L
C sI A B
u k r C s L B C s L B
C sI A B
    
 
−
−
 −
  + + + +
 − 
          (2.5.19)                         
which proves (2.5.13).    
2.5.3.2 Transient Performance  
The error dynamics are derived as below based on (2.5.4) and (2.5.6): 
                                    1 1 2 2ˆ ˆ( ) ( ) ( ) ( , ) ( ) ( , )um umx t Ax t B t Bf x t B t B f x t = + − + −                                      (2.5.20) 
Next we will demonstrate that the tracking error between the real system state and predicted state can 
be systematically reduced in both transient and steady-state by reducing 
sT . 
Lemma 2 Given the system in (2.5.4) and the L1 adaptive output feedback controller defined via (2.5.6-
2.5.7) and (2.5.10), subject to the L1-norm condition in (2.5.11), if  
                                          ' ' ', ,x u zt t tL L L
x u z  
  
                                                  (2.5.21) 
and ˆ(0)x  is chosen such that 0(0) ( )sLx T
 , we have  
                                                                         ' 0 ( )st L
x T

                                                               (2.5.22) 
and 
                                                                           0
0
lim ( ) 0
s
s
T
T
→
=                                                              (2.5.23) 
where 
                                                                 ˆ 1 2x x y zL L      
= + + ,                                                (2.5.24) 
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( ) ( )
111
1
ˆ ˆ ˆ ˆ ˆ1 1 1 2 2 2
1
( ) ( ) 1 ( ) ( ) ( )(1 ( )) ( ( ) )
ˆ( ) (0)
L
x g x x um x xLLL
LL
G s k r G s C s L B G s C s L B
sI A x
    


−
= + − + + − +
+ −
        (2.5.25) 
                          
( )
( )
11
1
1
ˆ ˆ1 1 1 1
ˆ ˆ2 2 2 2
(0)
( ) ( ) ( ) ( )
(0)
( ) ( ) ( )
y x x x xLL
L
um x x x xL
y
C sI A CG s L B L B
z
CG s L B L B
    
   

−  = − + + + + 
 
+ + + +
                        (2.5.26) 
                         
( )
( )
1 1
1
1
ˆ ˆ1 1 1 1
ˆ ˆ2 2 2 2
(0)
( ) ( ) ( ) ( )
(0)
( ) ( ) ( )
z x x x x
L L
L
um x x x x
L
y
C sI A CG s L B L B
z
CG s L B L B
    
   

−  = − + + + + 
 
+ + + +
                         (2.5.27) 
              ( )
( )
( )
( )
11
1
1
ˆ ˆ ˆ ˆ1 1 1 2 2 21
( ) ( ) ( ) ( )
L
um
u g x x x xLL
L
C sI A B
k r C s L B C s L B
C sI A B
    

−
−
 −
 = + + + +
 − 
              (2.5.28) 
                            ( ) ( )0 1 2 1 1 3 2 2( ) ( ) ( ) ( ) ( ) ( )s s z s x x s x xT T T L B T L B        = + + + +                                 (2.5.29) 
1 2 1 2, , ,L L B B  are introduced in (2.5.2), and 
                          ( ) ( )1 2 2 3
2 2 20 0
( ) , ( ) , ( ) .
s s
s s s
T T
AT A T A T
s s s umT e T e B d T e B d
      − −= = =                         (2.5.30) 
Proof. It follows from the error dynamics in (2.5.20) that 
                              
( ) ( )
1 1
0 0
( ) ( )
2 2
0 0
ˆ( ) ( ) ( ) ( , )
ˆ ( ) ( , )
t t
At A t A t
s s s s
t t
A t A t
um s um s
x iT t e x iT e B iT d e Bf x iT d
e B iT d e B f x iT d
 
 
   
   
− −
− −
+ = + − +
+ − +
 
 
                           (2.5.31) 
which can also be rewritten as below following from (2.5.9) 
                     
  ( ) ( )1 2 1 1
0 0
( ) ( )
2 2
0 0
( )
ˆ( ) ( ) ( , )
( )
ˆ ( ) ( , )
t t
sAt A t A t
s s s
s
t t
A t A t
um s um s
y iT
x iT t e e B iT d e Bf x iT d
z iT
e B iT d e B f x iT d
 
 
     
   
− −
− −
 
+ = + − + 
 
+ − +
 
 
                  (2.5.32) 
Define the signals 
1( )siT t +  and 2 ( )siT t +  as below: 
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( ) ( )
1 1 1 2
0 0
( ) ( )
2 2 1 2
0 0
ˆ ˆ( ) ( ) ( ) ( )
( ) ( ) ( , ) ( , )
t t
At A t A t
s s s um s
t t
At A t A t
s s s um s
iT t e y iT e B iT d e B iT d
iT t e z iT e Bf x iT d e B f x iT d
 
 
     
     
− −
− −
+ = + +
+ = − + − +
 
 
                      (2.5.33) 
Because ˆ(0)x  is chosen such that 
0(0) ( )sLx T
 , consider the time interval  ), ( 1)s siT i T+ , with 
'( 1) si T t+  . The estimation error at the sampling instant ( 1) si T+  is given by   
                
( ) ( ) ( )1 2
( ) ( )
1 1 2
0 0
( ) ( )
2 1 2
0 0
( 1) ( 1) ( 1)
ˆ ˆ( ) ( ) ( )
( ) ( , ) ( , )
s s
s s s
s s
s s s
s s s
T T
AT A T A T
s s um s
T T
AT A T A T
s s um s
x i T i T i T
e y iT e B iT d e B iT d
e z iT e Bf x iT d e B f x iT d
 
 
 
    
    
− −
− −
+ = + + +
= + +
+ − + − +
 
 
                      (2.5.34) 
Substitute the adaptive law (2.5.7) into (2.5.34), it leads to 
                                                                      ( )1 ( 1) 0si T + =                                                                (2.5.35) 
Hence, 
                                                               ( ) ( )2( 1) ( 1)s sx i T i T+ = +                                                        (2.5.36) 
According to the definitions in (2.5.29-2.5.30), we have 
                                                                ( ) 0( 1) ( )s sx i T T+                                                                 (2.5.37) 
for all '( 1) si T t+  , which confirms the upper bound in (2.5.22). 
It can be easily seen that 
                                          1 2 3
0 0 0
lim ( ) 0, lim ( ) 0, lim ( ) 0.
s s s
s s s
T T T
T T T  
→ → →
= = =                                    (2.5.38) 
which implies that  
                                  ( ) ( )1 2 1 1 3 2 2( ) ( ) ( ) ( ) ( ) 0s z s x x s x xT T L B T L B       + + + + =                                  (2.5.39) 
This completes the proof.    
 
 
73 
 
2.5.3.3 Steady-state Performance  
With some rank conditions being satisfied, an L1 adaptive output feedback controller can be constructed 
to compensate for the nonlinear uncertainties and deliver a good tracking performance at the same time. 
Theorem 1. If the original system (2.5.1) satisfies 
0
A M
rank n q
C
 
= + 
 
. Given the system in (2.5.1) and 
the controller defined in (2.5.6-2.5.7) and (2.5.10) subject to (2.5.11), if (0) xx   , and ˆ(0)x  in the 
output predictor is chosen such that ˆˆ(0) xx   , (0) yy   , and  (0) zz   , then we have 
                                                                       
yL
y 

                                                                   (2.5.40) 
                                                                       
zL
z 

                                                                    (2.5.41) 
                                                                        
xL
x 

                                                                   (2.5.42) 
                                                                        
uL
u 

                                                                   (2.5.43) 
                                                                     ref xL
x x 

−                                                              (2.5.44) 
                                                                      ref yL
y y 

−                                                             (2.5.45) 
where 
x , xˆ , y , z  and u  are respectively introduced in (2.5.24) - (2.5.28), and  
                                                                        
x r x  = +                                                                   (2.5.46) 
                                                                        
L
y xC 

=                                                                  (2.5.47) 
Proof. Since (0) xx    and ( )x t  is continuous, then assuming the opposite implies that there exists 
't  
such that 
                                                                   '( ) xx t 
=                                                                    (2.5.48) 
while 
                                                             '( ) [0, ]xx t t t                                                         (2.5.49) 
which implies that ' xt L
x 

=  holds.   
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Since ˆˆ(0) xx    and ˆ( )x t  is continuous, then assuming that there exists 
''t  such that  
                                                                    '' ˆˆ( ) xx t 
=                                                                   (2.5.50) 
while  
                                                            ''ˆˆ( ) [0, ]xx t t t                                                          (2.5.51) 
which implies that '' ˆˆ xt L
x 

=  holds.   
Assuming ' ''t t .    At first, we prove that for all  't t   one has 
                                                           ,t y t zL Ly z  
                                                        (2.5.52) 
It follows from (2.5.20) that   
               ( )  ( )1 1 1 2 2
(0)
ˆ ˆ( ) ( ) ( ) ( ) ( , ) ( ) ( ) ( , )
(0)
um
y
y s C sI A CG s s f x t CG s s f x t
z
 −
 
= − + − + − 
 
L L                (2.5.53)                            
                 ( )  ( )1 1 1 2 2
(0)
ˆ ˆ( ) ( ) ( ) ( ) ( , ) ( ) ( ) ( , )
(0)
um
y
z s C sI A CG s s f x t CG s s f x t
z
 −
 
= − + − + − 
 
L L              (2.5.54)                           
It follows from the Lipschiz condition in (2.5.2) that 
                       ( ) ( )ˆ ˆ1 1 1 1 1 1 1 1ˆ ˆ( ) ( , ) ( ) ( , ) ( ) ( )x x x xL L Lt f x t t f x t L B L B       −  +  + + +                       (2.5.55) 
Hence, it yields that 
                        
( )
( )
11
1
1
ˆ ˆ1 1 1 1
ˆ ˆ2 2 2 2
(0)
( ) ( ) ( ) ( )
(0)
( ) ( ) ( )
t x x x xL LL
L
um x x x x yL
y
y C sI A CG s L B L B
z
CG s L B L B
   
    


−   − + + + + 
 
+ + + + =
                     (2.5.56)                                                                                                                                                                                                
                        
( )
( )
1 1
1
1
ˆ ˆ1 1 1 1
ˆ ˆ2 2 2 2
(0)
( ) ( ) ( ) ( )
(0)
( ) ( ) ( )
t x x x xL L L
L
um x x x x z
L
y
z C sI A CG s L B L B
z
CG s L B L B
   
    


−   − + + + + 
 
+ + + + =
                     (2.5.57)                                                                                                                                                                                                   
which proves (2.5.40-2.5.41). 
Because ˆ( ) ( ) ( )x t x t x t= − , we have 
                                                            ˆ( ) ( ) ( )x t x t x t +                                                              (2.5.58) 
It follows from (2.5.9) that the upper bound of ( )x t  is yielded as 
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1 2( ) ( ) ( )L Lx t y t z t    
 +                                                   (2.5.59) 
Furthermore, it follows from (2.5.6) and (2.5.10) that 
( ) ( )
( ) ( )
1 1 1 1
1 1 2 2
1
1 1 2 2
ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) 1 ( ) ( ) ( ) 1 ( ) ( ) ( ) (0)
ˆ ˆ ˆ( ) ( ) ( ) 1 ( ) ( ) ( ) 1 ( ) ( ) ( ) (0)
g um
g um
x s sI A Bk r s sI A B C s s sI A B C s s sI A x
G s k r s G s C s s G s C s s sI A x
 
 
− − − −
−
= − + − − + − − + −
= + − + − + −
 (2.5.60)                      
The upper bound is yielded as  
                            
( ) ( )
( ) ( )
'
11
1 1
ˆ ˆ1 1 1
1
ˆ ˆ2 2 2
ˆ ( ) ( ) 1 ( ) ( )
ˆ( ) 1 ( ) ( ) ( ) (0)
L
g x xt LLL
um x x LL L
x G s k r G s C s L B
G s C s L B sI A x
 
 
 

−
 + − +
+ − + + −
                            (2.5.61) 
It follows from (2.5.58), (2.5.59) and (2.5.61) that  
        
( ) ( ) ( ) ( )'
1 11
1
ˆ ˆ ˆ ˆ1 1 1 2 2 2
1
1 2
ˆ 1 2
( ) ( ) 1 ( ) ( ) ( ) 1 ( ) ( )
ˆ( ) (0) ( ) ( )
L
g x x um x xt L LLL
L L LL
x y zL L
x G s k r G s C s L B G s C s L B
sI A x y t z t
   
 
    
 
  
 
−
 
 + − + + − +
+ − + +
= + +
    (2.5.62) 
It follows from (2.5.24) that     
                                                                      ' xt L
x 

                                                                       (2.5.63) 
which contradicts (2.5.48) and proves (2.5.42).  
                                                                                    
Following from (2.5.61), at ''t t= , we further obtain      
                                                                    '' ˆˆ xt L
x 

                                                                     (2.5.64) 
which contradicts (2.5.50).    
Following from (2.5.53-2.5.54) and (2.5.63-2.5.64), we further obtain results (2.5.40) and (2.5.41).                                                                                                                                                                                                                                   
It follows from (2.5.2) and (2.5.10) that 
        ( )
( )
( )
( )
11
1
1
ˆ ˆ ˆ ˆ1 1 1 2 2 21
( ) ( ) ( ) ( )
L
um
g x x x x uL LL
L
C sI A B
u k r C s L B C s L B
C sI A B
    


−
−
 −
  + + + + =
 − 
          (2.5.65)               
which leads to the result in (2.5.43). 
It follows from (2.5.13) and (2.5.42) that  
                                                                      ref xL
x x 

−                                                                 (2.5.66) 
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which proves (2.5.44) and leads to (2.5.45)                                                                                                                                                                                                                                                                                                                             
                                                         
L
ref xL
y y C 
 
−                                                                 (2.5.67) 
The proof is completed.                            
2.5.4 Numerical Simulations 
Example 1: Consider the multivariable system described in (2.5.1) where 
                          
2
1 2 1 3
2 2
2 3 3 1
2
2 1 1
1 0 0 1 0 0 1 0 0
0 0 1 , 0 0 1 , 0 1 0 ,
0 1 2 1 1 0 0 0 1
1 0 0 sin ( ) sin( )
0 1 0 , ( , ) cos( )sin( ) 0.1
0 0 1 0.5 tanh(0.1 )
A B C
x x x t x t
M f x t x x x t t x
x x x
−     
     = = =
     
     − −     
 + + 
  = = + +  
   +   
                                        (2.5.68) 
Our objective is to design an L1 adaptive output feedback controller for estimating and compensating 
the nonlinear uncertainties at the same time, and delivering a good tracking performance with guaranteed 
robustness. In the implementation of the L1 adaptive output feedback controller, the sampling time step is 
chosen as 1 3sT e= − , and the low pass filter is designed as below:  
                                             
100
0 0
100
100
( ) 0 0
100
100
0 0
100
s
C s
s
s
 
 +
 
 =
 +
 
 
 + 
                                                       (2.5.69) 
The tracking command is given as below: 
                                                                  ( ) 2 4 6
T
r t =                                                                  (2.5.70) 
And the control law is designed as below: 
                                                             1 ˆ( ) ( ) ( ) ( )gu s k r s B C s s
−= −                                                       (2.5.71) 
The simulation results are demonstrated in Figure 2.24 (a)-(d). 
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                                            (a)                                                                      (b) 
              
                                                  (c)                                                                   (d) 
Figure 2.24. (a) State vector of real plant and L1 adaptive output feedback controller; (b) Nonlinear 
uncertainties estimation; (c) Response of real plant and L1 adaptive output feedback controller; (d) Time 
history of control input. 
Example 2: Consider the multivariable system described in (2.5.1) where 
                                 
2 2
1 3
3 2 2
1 0 0 1 0
1 0 0
0 0 1 , 0 0 , ,
0 1 0
0 1 2 0 1
1 0
sin ( ) cos ( )
0 1 , ( , )
sin( ) 0.1tanh( )
0 0
A B C
x t x t
M f x t
x t x x
−   
    
= = =     
    − −   
 
 + 
= =    +   
                                       (2.5.72) 
Our objective is to design an L1 adaptive output feedback controller for estimating and compensating 
the nonlinear uncertainties at the same time, and delivering a good tracking performance with guaranteed 
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robustness. In the implementation of the L1 adaptive output feedback controller, the sampling time step is 
chosen as 1 3sT e= − , and the low pass filter is designed as below:  
                                                            
100
0
100
( )
100
0
100
s
C s
s
 
 +
=  
 
 + 
                                                      (2.5.73) 
The tracking command is given as below: 
                                                                    
0.1sin( )
( )
0.2sin(0.1 )
t
r t
t
 
=  
 
                                                          (2.5.74) 
And the control law is designed as below: 
                                                    ( )
1
ˆ( ) ( ) ( ) ( )T Tgu s k r s B B B MC s s
−
= −                                                  (2.5.75) 
The simulation results are demonstrated in Figure 2.25 (a)-(d). 
        
      (a)                                                                        (b) 
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                                                   (c)                                                                   (d) 
Figure 2.25. (a) State vector of real plant and L1 adaptive output feedback controller; (b) Nonlinear 
uncertainties estimation; (c) Response of real plant and L1 adaptive output feedback controller; (d) Time 
history of control input. 
2.5.5 Conclusions 
This paper extends the L1 adaptive output feedback controller to the multivariable nonlinear systems. 
The L1 adaptive output feedback architecture consists of an output predictor, an error dynamics-based 
adaptive law, and a predictor-based feedback control law. With some rank conditions being satisfied, the 
uniform performance bounds are derived for the control signal and the system state as compared to the 
corresponding signals of a bounded closed-loop reference system, which assumes partial cancelation of 
uncertainties within the bandwidth of the control channel.  
    As I mentioned before, the uncertainty estimates are updated by solving the error dynamic equations, 
where the neglection of the unknowns in the solutions will introduce an estimation error in the adaptive 
parameters. Although the magnitude of this error can be lessened by choosing the time step as small as 
possible, the hardware requirement applies restrictions on the picking up of the sampling time. In this 
respect a related question arises: Is there any other approach that can compensate for the estimation error 
caused by the neglection of the unknowns and relax the hardware requirement? One promising suggestion 
is that the adaptive law in the L1 adaptive architecture should be changed from a simple high-gain 
feedback to a proportional plus integral (PI) type, which is like a memorizing mechanism. Quantitative 
evaluation of the performance of the modified L1 adaptive output feedback controller augmented with 
memorizing mechanism is required. We do not provide analysis here, but it will be addressed in the 
future. 
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3 Chapter 3 
Modeling of PDE Described Systems 
When dealing with time-dependent PDE problems, the partial derivatives of a function over spatial 
variables are obtained by approximating the function values at interpolation nodes and their 
corresponding neighbors as a finite summation of polynomial series. A cluster of interpolation nodes 
guarantees the boundedness of the residual derivatives. Substituting these approximations in the PDE and 
discretizing the spatial domain of variables while keeping the time domain continuous yields a system of 
ODEs. 
3.1 Problem Formulation 
A general time-dependent PDE system over a region  nD  for the function ( )1,..., ,nu x x t  can be 
described as follows   
               
( )
( )
( ) ( ) ( )
( )
1
1
1
1 1 1
1
0
,..., ,
,..., , , ,... 0, 0,..., ; 0,.... ,
,...,
,..., , ,..., , * ; ,..., ,
,..., ,
( ), * .
i j
n
n i j
n
k n k n n
l
n
t ll
F
u x x t
x x t i p j q
x x t
u x x t g x x k p n x x D
u x x t
f x l q n
t
+
=
  
= = = 
    

= = 

 = =
 

                        (3.1.1) 
where  𝐹  is a differential equation of multivariable functions ( )1,..., ,nu x x t  and its partial derivatives. p 
is the highest order derivative with respect to spatial variables, q is the highest order derivative with 
respect to t, k is the total number of boundary conditions, and l is the total number of initial conditions. In 
general, the number of initial/boundary conditions for an independent variable that one needs to solve a 
partial differential equation is equal to the highest order derivative with respect to that independent 
variable. 
    Since almost all control theories are based on finite dimensional ODEs, a reduced-order ODE is 
preferred for analysis of the process and any controller design. Polynomial interpolation approximation 
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method is proposed here for converting a PDE described system into an ODE described system on the 
basis of state space theory. And then L1 adaptive control strategy is applied on the yielded system of 
ODEs. The overview of the new framework is illustrated in Figure 3.1. 
 
Figure 3.1. Modeling and control of PDE described systems. 
3.2 Transformation from PDE to ODE 
3.2.1 Polynomial Interpolation Approximation Method           
    For the system  𝑢(𝑥, 𝑡) described in (3.1.1), we define 
                                  0 1 0 1( , ), ( , ),..., ( , ) [ , ,..., ]
T T
N NU u x t u x t u x t u u u= =                                                (3.2.1) 
                       ( ) ( ) ( ) ( ) 0 10 1
( , ) ( , )( , )
[ , ,..., ] , ,...,
T
j jj
j j j j T N
N j j j
d u x t d u x td u x t
U u u u
dt dt dt
 
= =  
 
                            (3.2.2) 
where  𝑥0, 𝑥1, … , 𝑥𝑁  are a cluster of interpolation nodes. 
    To resolve the partial derivatives of function  𝑢(𝑥, 𝑡)  over spatial variable  𝑥 , we can approximate the 
function values at interpolation nodes and their corresponding neighbors as a finite summation of 
polynomial series, from which a set of coefficients will be yielded. In this way, the partial derivatives of 
function  𝑢(𝑥, 𝑡)  over spatial variable  𝑥  will be approximated by the product of an interpolation matrix 
and a column vector. A cluster of interpolation nodes guarantees boundedness of the approximation error.  
The specification of details is drawn as below. 
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    For 
( , )
k
i
x xi
u x t
x
=


, suppose 𝑙  is the highest order derivative of  𝑢(𝑥, 𝑡)  with respect to 𝑥 , define a 
polynomial ( )kP x  of degree 𝑙 , where  
                                                  
1
0 1 ( 1)( )
l l
k k k k l klP x a x a x a x a
−
−= + + + +                                             (3.2.3) 
If l  is an even number, take 
                                  
1
2 0 2 1 2 ( 1) 2 2
1
0 1 ( 1)
1
2 0 2 1 2 ( 1) 2 2
( ) ( , )
( ) ( , )
( ) ( , )
l l
k k l k k l k k l k l k l kl k l
l l
k k k k k k k l k kl k
l l
k k l k k l k k l k l k l kl k l
P x a x a x a x a u x t
P x a x a x a x a u x t
P x a x a x a x a u x t
−
− − − − − −
−
−
−
+ + + − + +
= + + + + =
= + + + + =
= + + + + =
                         (3.2.4)                                                                                                 
Suppose  𝑖 ≤ 𝑙 , take the  𝑖𝑡ℎ  order derivative of  𝑢(𝑥, 𝑡)  with respect to  𝑥 , we have                           
                
1
22 2
22 2
( , )1( 1) ( 1)
( , )
( , )1!
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T l il i
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    
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    
    
                (3.2.5)      
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jT l il i
k l k lk
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 
 
   − − +
   
       =
     
   
   
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 
          (3.2.6)                                                                                                                                                                                                                                                                                                                                                                                                                                                                                
If l  is an odd number, take  
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and 
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Suppose  𝑖 ≤ 𝑙 , take the  𝑖𝑡ℎ  order derivative of  𝑢(𝑥, 𝑡)  with respect to  𝑥 , we have                                   
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Substituting these approximations in the PDE and discretizing the spatial domain of variables while 
keeping the time domain continuous yields a system of ODEs, on which the majority of existing control 
strategies can be applied.  
3.2.2 Example: Heat Transfer Equation in 1D 
    Take one dimensional heat transfer equation as an example 
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                                     (3.2.11) 
where 𝑇(𝑥, 𝑡)  is the temperature distribution regarding both position and time, 𝛼  is a positive real 
coefficient,  𝑓(𝑥, 𝑡) is the heat source. 
    Based on (3.2.1) and (3.2.2), we have 
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    (3.2.16)                                 
    The first boundary condition means  𝑇0 = 0  and also  ?̇?0 = 0 . The second boundary condition means  
𝑇𝑁 = 0   and also  ?̇?𝑁 = 0 . 
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    The state-space model for one dimensional heat transfer equation is established as 
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
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with initial conditions 
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                1 2 2 1 1 2 2 1(0) (0) (0) (0) (0) ( ) ( ) ( ) ( )
T T
N N N NT T T T T x x x x   − − − −= =   (3.2.25) 
where  𝑇   is the state vector,  1 2 2 1( ) ( , ) ( , ) ( , ) ( , )
T
N NF t f x t f x t f x t f x t− −= is the input, 𝑦  is the 
output. Our final goal is to achieve good tracking delivering with guaranteed stability for some point by 
using L1 adaptive controller and monitor the temperature distribution over the region.   
3.2.3 Boundedness Analysis and Precision Improvement for Approximation Error 
    Our proposed modeling framework perform polynomial interpolation approximation at each time step, 
hence, the approximation error only comes from the residual and the partial derivatives of residual with 
respect to spatial variable. To guarantee the boundedness of the approximation error, the order of 
polynomial approximation functions should be no lower than the highest order derivative of PDE with 
respect to spatial variable [134]. For example, there exist a PDE system defined as ( )u  , ( )x =  in 1D, 
( , )x y =  in 2D and ( , , )x y z =  in 3D. For the PDE system in 3D, if the highest order derivative of 
( , , )u x y z  with respect to , ,x y z  are , ,l m n respectively, when we perform polynomial interpolation 
approximation during each time step, at every interpolation node ( , , )x y z
  
, we should define a 
polynomial as below 
                                    
, ,
0 0 0
( , , ) , , , .
j si r k t
i j k
i j k
i j k
p x y z x y z r l s m t n
== =
  
= = =
=                                  (3.2.26) 
This is also applicable for PDE systems in 1D and 2D. 
To derive the bound of the approximation error between original PDE system and reduced-order ODE 
system, for simplicity, we take the PDE system in 1D as an example for demonstration.  
If we want to approximate the PDE solution ( )u   at each time step with high accuracy, we can use 
polynomial interpolation functions with really high orders. Suppose we have a cluster of interpolation 
nodes, the dimension of the cluster is infinity, which is denoted as 
0 1
[ , , , , ]
n
   , then at each time 
step, we can formulate the PDE solution ( )u   as below 
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(3.2.27)                                                                                                                                  
where we denote 
1 0 1
0
0
[ , , ] [ , , ]
[ , , ] n n
n
n
u u
u
   
 
 
−
−
=
−
, 
0 0 1 0 0 1 2 0 1
0 0 1
( ) ( ) [ , ]( ) [ , , ]( )( )
[ , , ]( ) ( )
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n n
p u u u
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            
     
−
= + − + − −
+ + − −
.   
And then we can rewrite (3.2.27) as below 
                                     0 0 1
1
1
( ) ( ) [ , , ]( ) ( )
!
n i i
i n
u p u
i
       

−
= +
= + − −                                
(3.2.28) 
    If we pick up 
0 1
[ , , , ]
n
    for interpolation approximation, then we can derive the approximation error 
as below 
                               0 0 1
1
1
( ) ( ) [ , , ]( ) ( )
!
n i i
i n
u p u
i
       

−
= +
− = − −                                (3.2.29)                                                                                       
    To reconstruct the approximation error for the partial derivative of ( )u   with respect to  , we have 
      
( )0 1
0
1
( ) ( )( )( ) 1
[ , , ] , 0,1,..., .
!
jj
in
nj j j
i n
pu
u where j n
i
   
 
  

−
= +
 − −
− = =
  
       (3.2.30) 
As we can see from (3.2.29) and (3.2.30), if we choose n  large enough, or the distance between 
interpolation nodes is small enough, the approximation error will tend towards zero. To ensure the 
convergence of the approximation of derivatives up to the order n , the order of polynomial basis cannot 
be smaller than n . To improve the precision of our approximation, we should reduce the errors defined 
in (3.2.29) and (3.2.30). There are some techniques that we can use for error reduction: (1) Decrease the 
distance between interpolation nodes, with consequent increase in the number of interpolation nodes 
needed to represent the whole domain; (2) Increase the order of the approximation polynomials [134]. 
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    I want to mention that the theoretical evidence above also applies to PDE systems in high dimension. 
Due to the intrinsic property of polynomial interpolation approximation approach, when extends to 2D or 
3D PDE systems, the numbers and positions of interpolations nodes are greatly different from PDE 
systems in 1D, which will lead to higher computation complexity, hence, an explicit analytical expression 
of the bound for approximation error of PDE in 2D and 3D are difficult to quantity by manual, but it is 
feasible using computation software. 
3.2.4 Comparison between Proposed Modeling Framework and GRBF-based Approach 
    GRBF-based approach formulates the solution of the PDE as a finite summation of the product of 
space-dependent polynomials and time-dependent given values at interpolation nodes. The description of 
system 𝑢(𝑥, 𝑡) based on GRBF interpolation approximation method takes a variable-separated form                                                          
                                                     
0
( , ) ( , ) ( ) ( , )
N
k k
k
u x t u x t x x t 
=
= +                                                     (3.2.31) 
where 𝑥𝑘  is the predefined interpolation node that will be studied; 𝛿(𝑥, 𝑡)  is the residual between 
approximation function and original PDE;  𝜑𝑘(𝑥)  is the GRBF cardinal function, which takes the 
expression 
                                                  
2 2(( 1) ( 1) )
4
0
( )
( )
( )
k
l
k l
x x
xxN
k x x
l
l k
e e e
x
e e


 

−
+ − +
=

−
=
−
                                               (3.2.32) 
    We can notice that in (3.2.31),  𝑢(𝑥𝑘 , 𝑡)  is only related to variable  𝑡  but not  𝑥  ( 𝑥𝑘  is predefined and 
is not a variable), and  𝜑𝑘(𝑥)  is only related to variable  𝑥  but not  𝑡 . So the differentiations on  𝑥  and  𝑡 
can be separately implemented. Take the  𝑖𝑡ℎ  order derivative of  𝑢(𝑥, 𝑡)  with respect to  𝑥  and the  𝑗𝑡ℎ 
order derivative with respect to  𝑡  (  𝑖, 𝑗  are natural numbers), we have 
                                           
0
( , ) ( )( , ) ( , )
j ii j i jN
k k
i j j i i j
k
d u x t d xu x t x t
x t dt dx x t
 + +
=
 
= +
   
                                        (3.2.33) 
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Follow the same definitions in (3.2.1) - (3.2.2) and define  𝑢𝑘
(𝑗)
=
𝑑𝑗𝑢(𝑥𝑘, 𝑡)
𝑑𝑡𝑗
  and  𝜀𝑘(𝑖, 𝑗) =
𝜕𝑖+𝑗𝛿(𝑥,𝑡)
𝜕𝑥𝑖𝜕𝑡𝑗
|
𝑥=𝑥𝑘
, we have 
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 (3.2.34)    
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= +
 
                                                                                                                                                             (3.2.35)                                                                                                                                                                                                                                                                                                                                        
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                                                                                                                                                             (3.2.36)                                                                                                                                                                                                                                                                                                                                                                 
where                                         
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0 ( 1) ( 1)N NN I +  +=                                                          (3.2.38) 
                                                  0 1[ (0, ), (0, ),..., (0, )] [0,...,0]
T T
Nj j j   =                                          (3.2.39) 
There exist two main problems in the traditional finite basis function-based approach. The first problem 
is that, after rearrangement of the interpolation matrix  𝑁𝑖   , the state matrix of the derived ODEs tends to 
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be ill conditioned in most of the times as the approximations get more accurate, to the extent that global 
interpolants are rarely computed for more than a couple of hundred of node [7], which means we have to 
further reduce the dimension of the derived high-order ODE. Hence, using Krylov subspace method or 
singular value decomposition (SVD) method, a low-order ODE which describes the dominant dynamics 
of the PDE system is required. Compared with traditional PDE transformation methods (i.e., GRBF), our 
proposed modeling framework avoids the problem of non-full rank interpolation matrix, which can be 
seen from the derivation process, explicitly (3.2.37) states why. When we formulate the original PDE in a 
variable-separated form on some basis, in avoidance of much mismatch or missing useful information, we 
want to pick up as many interpolation nodes as possible. If we do so, for the interpolation matrix in 
(3.2.37), the values between neighboring rows or columns are very close to each other, which will lead to 
numerical singularity problems, and result in the failure of controller design. Our proposed polynomial 
interpolation-based approximation method avoids this problem by writing the interpolation matrix in a 
sparse-element form, some kind like the Jordan matrix but different, we give detailed mathematical 
expression in the following text. The second problem is that, the approximation error between the original 
PDE and the reduced-order ODE is a combination of residual and residual partial derivatives, see 
(3.2.33). It has been proved that the partial derivatives of residual with respect to spatial variables are 
bounded in subsection 3.2.3, the readers can also refer to [134, 135] for details. Despite that, to our 
knowledge, there has been no clear statement about the boundedness of the partial derivative of residual 
with respect to time, maybe the last term on the right side of (3.2.33) goes to infinity in some cases. 
Instead of taking risk without boundedness guarantee, our proposed modeling framework perform 
polynomial interpolation approximation at each time step, which avoids the partial derivative of residual 
with respect to time in the approximation error. In this way, the approximation error only comes from the 
residual and the partial derivatives of residual with respect to spatial variable, a cluster of interpolation 
nodes guarantees boundedness of the approximation error. 
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3.3 Extension to PDE Functions in 2D 
3.3.1 General PDE Functions in 2D 
For the system  𝑢(𝑥, 𝑦, 𝑡)  described by 2D dimensional PDE, we define 
                                                               0 1, , ,
T
Mx x x x=                                                               (3.3.1) 
                                                              0 1, , ,
T
Ny y y y=                                                                (3.3.2) 
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    For ,
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i j
x x y yi j
u x y t
x y
+
= =

 
, suppose  𝑠  is the highest order derivative of  𝑢(𝑥, 𝑦, 𝑡)  with respect to  𝑥 , 
and  𝑟 is the highest order derivative of  𝑢(𝑥, 𝑦, 𝑡)  with respect to  𝑦, define a polynomial ( , )mnP x y  of 
degree  𝑠 + 𝑟, where  
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    Besides ( , , )m nu x y t , we still have to choose sr s r+ +  elements surrounding ( , , )m nu x y t  from u  (as 
shown in Figure 3.2), which is written as 
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Figure 3.2. Interpolation nodes. 
    Substitute the spatial position of nodeu  and mnu  into ( , )mnP x y , which equals to the function values 
𝑢(𝑥, 𝑦, 𝑡)   at these interpolation nodes, then a set of coefficients 
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    Suppose  𝑖 ≤ 𝑠, 𝑗 ≤ 𝑟 , then we have 
 
 
94 
 
                        
1
1
,
( 1) ( 1)
( 1) ( 1)
( 1)( 2) ( )
( 1)( 2) ( )
( 1)!( , , )
( 1)!
!
!
0
0
m n
T
s i
sm
s i r
m n
s i
m
s i r
m n
i
m
x x y yi
r
m n
r
n
as s s i x
s s s i x y
s s s i x
s s s i x y
i xu x y t
x
i x y
i
i y
−
−
− −
− −
= =
 − − +
 
 
 − − +
 
− − − 
 
 
− − − 
 
 
 +
=  
  
 +
 
 
 
 
 
 
 
 
 
 
0
( 1)0
( 1)
( 1)0
( 1)
0
( 1)0
0
mn
mn
sr
mn
s
mn
s r
mn
i
mn
i r
mn
i
mn
ir
mn
i
mn
r
a
a
a
a
a
a
a
a
a
−
−
+
+
−
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                       (3.3.8) 
1
1
,
( 1) ( 1)
( 1) ( 1)
( 1)( 2) ( )
( 1)( 2) ( )
( 1)!( , , )
( 1)!
!
!
0
0
m n
s i
m
s i r
m n
s i
m
s i r
m n
i k
m
x x y yi k
r
m n
r
n
s s s i x
s s s i x y
s s s i x
s s s i x y
i xu x y t
x t
i x y
i
i y
−
−
− −
− −
+
= =
 − − +
 
 
 − − +
 
− − − 
 
 
− − − 
 
 
 +
=  
   
 +
 
 
 
 
 
 
 


 
1
1
1 1
1 1
1
( , , )
( , , )
( , , )
T
k
m n
k
s p q r
m m n n k
s p q r m n
m m n n k
s p q r
m m n n k
m n
k
d u x y t
dtx x y y
d u x y t
x x y y
dt
x x y y
d u x y t
dt
−
−
− −
+ +
+
 
 
  
  
  
  
  
  
     
 
 


 
                                                                                                                                                               (3.3.9) 
 
 
95 
 
                            
1
1
,
1
0
!
( 1)!
( 1) ( 1)
0
!
( , , )
( 1)!
( 1) ( 1)
0
!
( 1)!
( 1) ( 1)
m n
s
m
s
m n
s r j
m n
s
mj
s
x x y y m nj
s r j
m n
n
r j
n
j x
j x y
r r r j x y
j x
u x y t
j x y
y
r r r j x y
j
j y
r r r j y
−
−
−
= =
− −
−
 
 
 
 
 
+ 
 
 
− − + 
 
 
 
 
 
 = +
  
 
 − − +
 
 
 
 
 
 
 
 +


 − − + 
0
( 1)
( 1)0
( 1)
( 1)( 1)
( 1)
00
0
0( 1)
0
mnT
s
mn
sj
mn
s j
mn
sr
mn
s
mn
s j
mn
s j
mn
s r
mn
mn
j
mn
j
mn
r
a
a
a
a
a
a
a
a
a
a
a
a
+
−
−
− +
−
+
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
                           (3.3.10) 
 
 
96 
 
1
1
,
1
0
!
( 1)!
( 1) ( 1)
0
!
( , , )
( 1)!
( 1) ( 1)
0
!
( 1)!
( 1) ( 1)
m n
s
m
s
m n
s r j
m n
s
mj k
s
x x y y m nj k
s r j
m n
n
r j
n
j x
j x y
r r r j x y
j x
u x y t
j x y
y t
r r r j x y
j
j y
r r r j y
−
−
+
−
= =
− −
−
 
 
 
 
 
+ 
 
 
− − + 
 
 
 
 
 
 = +
   
 
 − − +
 
 





 +


 − − + 
1
1
1 1
1 1
1
( , , )
( , , )
( , , )
T
k
m n
k
s p q r
m m n n
k
s p q r m n
m m n n k
s p q r
m m n n k
m n
k
d u x y t
dtx x y y
d u x y t
x x y y
dt
x x y y
d u x y t
dt
−
−
− −
+ +
+
 
 
  
  
  
  
  
  
     
 
 








 
                                                                                                                                                             (3.3.11) 
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                                                                                                                                                             (3.3.13)  
3.3.2 Example: Heat Transfer Equation in 2D                                                                                                                                                                                                                                                                      
    The heat problem on the 2D rectangle is formulated as 
                              
( ) ( )
( ) ( )
( ) ( ) ( )
2 2
2 2
( , , ) ( , , ) ( , , )
, , , , , 0,
, , 0, , ,
, ,0 , , , ,
T x y t T x y t T x y t
f x y t x y D t
t x y
T x y t x y D
T x y x y x y D
  
= + +  
  
= 
= 
                            (3.3.14) 
where  𝑇(𝑥, 𝑦, 𝑡)  is the temperature distribution regarding both position and time, D  is the rectangle
( ) , : 0 ,0D x y x M y N=     . 
Define 
                                                              0 1, , ,
T
Mx x x x=                                                                  (3.3.15) 
                                                              0 1, , ,
T
Ny y y y=                                                                  (3.3.16) 
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 
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 
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                    (3.3.17) 
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dt dt dt
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dt dt dt
  
  
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
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           (3.3.18) 
    For 
,
( , , )
m n
i j
x x y yi j
T x y t
x y
+
= =

 
, as the highest order derivative of ( ), ,T x y t  with respect to x  and y  are 
both 2, define a polynomial ( , )mnP x y  as 
                
2 2 2 2 2 2
20 21 22 10 11 12 00 01 02( , )
mn mn mn mn mn mn mn mn mn
mnP x y a x a x y a x y a x a xy a xy a a y a y= + + + + + + + +           (3.3.19) 
    Besides ( , , )m nT x y t , we still have to choose 8 elements surrounding ( , , )m nT x y t  from T , which is 
written as 
                                                 
( 1)( 1)1 1
( 1)1
( 1)( 1)1 1
( 1)1
( 1)1
1 1 ( 1)( 1)
1 ( 1)
1 1 (
( , , )
( , , )
( , , )
( , , )
( , , )
( , , )
( , , )
( , , )
m nm n
m nm n
m nm n
m nm n
node
m nm n
m n m n
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 
 
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 
 
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 
 
                                                 (3.3.20) 
    Substitute the spatial position of nodeT  and mnT  into ( , )mnP x y , take 
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                                                 (3.3.21) 
    Then a set of coefficients 
20 21 22 10 11 12 00 01 02
T
mn mn mn mn mn mn mn mn mna a a a a a a a a    is obtained as below 
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    Then we have 
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(3.3.23) 
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(3.3.24)                                                                                                                                                                                     
    The boundary conditions ( ) ( ), , 0, ,T x y t x y D=   means 
( )
( )
, ,
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T x y t
x y D
t

= 

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                                                (3.3.25) 
then we have 
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(3.3.26) 
                                                                                               
where 
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    Define 
                ( )( )( )
( )( )( )
( )( )( )
( )( )( ) ( )( )( )
( )( )( ) ( )( )( )
( )( )( )
( )( )( ) ( )( )( )
( )( )( ) ( )( )( )
1 1 1 1 1 111
1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1
m N n M N
m N n m N n m N n m N n M N
M N M N m N n M N M N
d dd
d d dA
d d d
− − + − −
− − + − − + − − + − − + − −
− − − − − − + − − − −
 
 
 
 
=  
 
 
 
 
                    (3.3.28) 
                                                            
( )( )( ) ( )( )( )1 1 1 1M N M N
B
− −  − −
=                                                           (3.3.29) 
                                                           ( )( )( )1 1 10 0 1 0 0 M NC  − −=                                   (3.3.30) 
    The state-space model for 2D heat transfer equation is established as 
                                                                
( ) ( ) ( )
( ) ( )
T t AT t BF t
y t CT t
 = +

=
                                                        (3.3.31) 
with initial conditions 
( ) ( ) ( )
( ) ( ) ( )
1 1 1 2 1 ( 1)11 12 1( 1)
( 1)1 ( 1)2 ( 1)( 1) ( 1) 1 ( 1) 2 ( 1) ( 1)
, , , , , , ;(0), (0), , (0) ;
(0)
(0), (0), , (0) , , , , , ,
TT
NN
T T
M M M N M M M N
x y x y x yT T T
T
T T T x y x y x y
  
  
−−
− − − − − − − −
          
  = =
  
          
           
                                                                                                                                                             (3.3.32) 
where T is the state vector, ( ) ( ) ( )1 1 1 1( ) , , , , , ,
T
m n M NF t f x y t f x y t f x y t− −=     is the input, 𝑦  is the 
output. 
Our final goal is to achieve good tracking delivering with guaranteed stability for some point by using 
L1 adaptive controller and monitor the temperature distribution over the region.    
 
 
103 
 
3.4 Simulation Examples 
3.4.1 Heat Transfer Equation in 1D 
    Based on polynomial interpolation approximation method and state space theory, 51 interpolation 
nodes are picked from the defined region [0, 1], due to the boundary conditions, the PDE described heat 
transfer equation in 1D is reduced to a system of ODEs with state matrix  𝐴49×49, input matrix  𝐵49×49, 
and output matrix  𝐶1×49. 
    By taking the copper rod as an example, whose thermal conductivity  𝐾 = 420 𝑊/(𝑚℃), density 𝜌 =
8.82 ∗ 103𝑘𝑔/𝑚3, specific heat capacity 𝑐 = 401 𝐽/(𝑘𝑔℃), we simulate the heat transfer process. 
In Figure 3.3, we demonstrate the cooling down process of a rod, which is subject to the initial 
condition  𝑇(𝑥, 0) = 25℃  for 𝑥 ∈ (0,1)  and boundary condition  𝑇(𝑥, 𝑡) = 0  for  𝑥 = 0, 𝑥 = 1 . The 
time history of temperature variation over the region [0, 1] is shown below. 
 
Figure 3.3. Time history of temperature variation at interpolation nodes over [0, 1]. 
In Figure 3.4, in the implementation of L1 adaptive controller, the time step is chosen as  T = 1𝑒 − 2 . 
The control law is designed for the middle point to track a given command  r(0.5, t) = 50℃ , the heat 
source  𝑄(0.5, 𝑡) = 4.2442 ∗ 1𝑒6 𝐽/(𝑚3𝑠) . 
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                                        (a)                                                                              (b) 
Figure 3.4. (a) Response of middle point with L1 adaptive controller when r(t) = 50℃ ; (b) Time history 
of temperature variation at interpolation nodes with L1 adaptive controller. 
    In Figure 3.5, in the implementation of L1 adaptive controller, the time step is chosen as  T = 1𝑒 − 2 . 
The control law is designed for several points to track their own given command  r(𝑥, t)  respectively, 
which is demonstrated in Figure 3.5. (a). The heat source 𝑄(0.1, 𝑡) = 5.8358 ∗ 1𝑒6 𝐽/(𝑚3𝑠)  , 
𝑄(0.9, 𝑡) = 1.1141 ∗ 1𝑒7 𝐽/(𝑚3𝑠) . Time history of temperature variation at other interpolation nodes 
are also plotted in Figure 3.5. (b). 
 
  (a)                                                                                 (b) 
r(0.1,t)=30°C r(0.3,t)=35°C r(0.5,t)=40°C
r(0.7,t)=45°C r(0.9,t)=50°C
T(0.1,t)
T(0.7,t)
T(0.3,t)
T(0.9,t)
T(0.5,t)
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Figure 3.5. (a) Response of controlled points with L1 adaptive controller; (b) Time history of temperature 
variation at interpolation nodes with L1 adaptive controller. 
3.4.2 Heat Transfer in 2D 
    According to polynomial interpolation approximation-based modeling framework for 2D PDE 
transformation, a rectangle area D of size  𝑥 ∈ (0, 10), 𝑦 ∈ (0, 4)  is chosen for simulation. The heat 
transfer equation is described as in (3.3.14). Define 𝑥0, 𝑥1, … , 𝑥𝑀 and  𝑦0, 𝑦1 … , 𝑦𝑁 , where = 50, 𝑁 = 20 
.  
    In Figure 3.6, we demonstrate the cooling down process of this area D, which is subject to the 
boundary condition  𝑇(𝑥, 𝑦, 𝑡) = 0   for (𝑥, 𝑦) ∈ 𝜕𝐷  , and initial condition 𝑇(𝑥, 𝑦, 0) =
25sin (0.2√(5𝑥 + 1)2 + (5𝑦 + 1)2  for  (𝑥, 𝑦) ∈ 𝐷  . Both the temperature distribution over the whole 
region D at sampled times and time history of temperature variation at some interpolation nodes are 
drawn. 
 
                                      (a)                                                                                    (b) 
Figure 3.6. (a) Temperature distribution over the whole region at sampled times without heat source; (b) 
Time history of temperature variation at interpolation nodes without heat source. 
T(1,0.4,t) T(5,0.8,t) T(9,0.2,t) T(3,1.2,t) T(7,1.6,t)
T(2,2,t) T(6,2.4,t) T(10,2.8,t) T(4,3.2,t) T(8,3.6,t)
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In Figure 3.7, both boundary condition and initial condition are the same as in Figure 3.6. The 
difference is that a heat source 𝑓(𝑥, 𝑦, 𝑡) = 25cos (0.2𝑡√(5𝑥 + 1)2 + (5𝑦 + 1)2   for  (𝑥, 𝑦) ∈ 𝐷   is 
given. Both the temperature distribution over the whole region D at sampled times and time history of 
temperature variation at some interpolation nodes are drawn. 
 
                                          (a)                                                                               (b) 
Figure 3.7. (a) Temperature distribution over the whole region at sampled times with heat source  
𝑓(𝑥, 𝑦, 𝑡) = 25cos (0.2𝑡√(5𝑥 + 1)2 + (5𝑦 + 1)2) ; (b) Time history of temperature variation at 
interpolation nodes with heat source  𝑓(𝑥, 𝑦, 𝑡) = 25cos (0.2𝑡√(5𝑥 + 1)2 + (5𝑦 + 1)2). 
3.5 Conclusions 
    The proposed polynomial interpolation approximation approach will lead to a computationally more-
efficient model of PDE systems. It is more compatible with industrial applications due to its efficiency 
and capability to capture the physics of practical systems more concisely, which further facilitates the 
modeling, simulation and control of such systems. It is also convenient and user-friendly in both 
simulation and control design.   
 
 
T(1,0.4,t) T(5,0.8,t) T(9,0.2,t) T(3,1.2,t) T(7,1.6,t)
T(2,2,t) T(6,2.4,t) T(10,2.8,t) T(4,3.2,t) T(8,3.6,t)
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4 Chapter 4 
Control of PDE Described Systems 
By using an eigenvalue-based technique, a reduced-order model is derived, which is incorporated with 
unmodeled dynamics described as bounded-input, bounded-output (BIBO) stable. To establish the 
equivalence with original PDE, the reduced-order ODE is augmented with nonlinear time-varying 
approximation error and dynamic uncertainties. An extension of L1 adaptive control to multi-input multi-
output (MIMO) nonlinear systems in the presence of general unmatched uncertainties or, alternately, 
unknown time- and state-dependent nonlinear cross-coupling is explored. A novel adaptive law, being 
piecewise constant, which is directly related to the sampling parameter of the CPU, is introduced. There 
are certain advantages to this new type of adaptive law. It updates the parametric estimate based on the 
hardware (CPU) provided specification. At the sampling times, the adaptive law reduces one of the 
components of the identification error to zero, with the residual being proportional to the sampling 
interval of integration. This implies that by increasing the rate of sampling, one can reduce the influence 
of the residual term on the performance bounds. For the realization of nonlinear time-varying uncertainty 
handling and good tracking delivering, a control law is designed with a given trajectory and uncertainty 
estimates cancellation part. The adaptive algorithm guarantees semiglobal uniform performance bounds 
for the system’s signals, both input and output, simultaneously, and thus ensures uniform transient 
response in addition to steady-state tracking. 
4.1 Model Reduction 
    To further reduce the dimension of high-order ODE, an eigenvalue-based technique is employed to 
derive a reduced-order model. 
Suppose the high-order ODE is derived as below 
                                                      
0
( ) ( ) ( ) ( ( ), ),
(0)
x t Ax t Bu t x t t
x x
= + +
=
                                                     (4.1.1) 
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where 
nx , pu , and : n n  →  are unknown nonlinear functions satisfying the standard 
assumptions on existence and uniqueness of solutions. 
Now, we equivalently rewrite (4.1.1) as a coupled ODE system with subsystems  𝑥𝑚   and  𝑧   of 
dimensions 𝑚  and  n − m  respectively 
                                    
0
0
( ) ( ) ( ) ( ) ( ( ), ( ), )
( ) ( ) ( ) ( ) ( ( ), ( ), )
(0)
(0)
m x m xz m x m
z zx m z z m
m m
x t A x t A z t B u t x t z t t
z t A z t A x t B u t x t z t t
x x
z z


= + + +
= + + +
=
=
                                    (4.1.2) 
where  
 1,...,
T m
m mx x x=  ,  1,...,
T n m
m nz x x
−
+=  , 
 1( , , ) ( , , ),..., ( , , )
T m
x m m m mx z t x z t x z t  =  , 
 1( , , ) ( , , ),..., ( , , )
T n m
z m m m n mx z t x z t x z t  
−
+=  , 
  
0 0 0, ,
T T T
T T T T T T T T T
m x z mx z x x z x       = = =      , 
, , , , ,x xz z zx mA A A A B  and zB  are block matrices of appropriate dimensions that satisfy
,
x xz m
zx z z
A A B
A B
A A B
   
= =   
  
. 
    Let   1 2ˆ ˆ ˆ( ) , ,...,z n mA    −=  be the eigenvalues of  𝐴𝑧 .  ˆRe 0i   for all  𝑖 = 1,2, … , 𝑛 − 𝑚 . 
According to the fact that  ˆRe 0, 1,2,...,i i n m  = − , the subsystem  𝑧  is bounded-input bounded-
output (BIBO) stable. Then, a reduced-order ODE can be equivalently given as 
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0 0
( ) ( ) ( ) ( ( ), ( ), )
( ) ( ( ), ( ), ( ), )
(0) , (0)
( ) ( )
m x m m m
m
m m
m
x t A x t B u t f x t z t t
z t g z t x t u t t
x x z z
y t Cx t
= + +
=
= =
=
                                        (4.1.3) 
where 
py  is the regulated output; 
p mC   is a known full-rank constant matrix; ( ) n mz t −  is 
internal unmodeled dynamics; and :
m n m mf −  → , : n m m p n mg − −   →  are unknown 
nonlinear functions satisfying the standard assumptions on existence and uniqueness of solutions. 
    Since the subsystem  𝑧  is BIBO stable with respect to both initial conditions 
0z  and input ( ), ( )mx t u t , 
i.e., there exist 1 2 0, , 0zL L B   such that for all  t ≥ 0 
                                                       1 2 0t mt t zL L Lz L x L u B  
 + +                          (4.1.4) 
4.2 L1 Adaptive Controller Synthesis 
    In this section, based on the reduced-order model (4.1.3), an L1 adaptive controller for nonlinear time-
varying uncertainty handling and good tracking delivering is developed. At the same time, the uniform 
performance bounds are derived for the control signal and the system state as compared to the 
corresponding signals of a bounded closed-loop reference system, which assumes partial cancelation of 
uncertainties within the bandwidth of the control channel.  
Consider the control structure 
                                                    ( ) ( ) ( ), ( ) ( )m ad m m mu t u t u t u t k x t= + = −                                          (4.2.1) 
where 
p m
mk
  renders m x m mA A B k= −  is Hurwitz, while ( )adu t  is the adaptive component, to be 
defined shortly. The static feedback gain mk  leads to the following partially closed-loop system 
                                             
0 0
( ) ( ) ( ) ( ( ), ( ), )
( ) ( ( ), ( ), ( ), )
(0) , (0)
( ) ( )
m m m m ad m
m ad
m m
m
x t A x t B u t f x t z t t
z t g z t x t u t t
x x z z
y t Cx t
= + +
=
= =
=
                                           (4.2.2) 
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    We note that the system in (4.2.2) can also be written in the form 
                              
( )1 2
0 0
( ) ( ) ( ) ( ( ), ( ), ) ( ( ), ( ), )
( ) ( ( ), ( ), ( ), )
(0) , (0)
( ) ( )
m m m m ad m um m
m ad
m m
m
x t A x t B u t f x t z t t B f x t z t t
z t g z t x t u t t
x x z z
y t Cx t
= + + +
=
= =
=
                    (4.2.3) 
where ( )m m pumB
 −  is a constant matrix such that  0Tm umB B =  and also rank ( )[ , ]m umB B m= , while 
1 :
m n m pf −  →  and ( )2 :
m n m m pf − −  →  are unknown nonlinear functions that verify 
                                          
1 1
2
( , , )
( , , ), [ , ]
( , , )
m
m m um
m
f x z t
B f x z t B B B
f x z t
−  = 
 
                                           (4.2.4) 
In this problem formulation, 1( )f   represents the matched component of the uncertainties, whereas 
2 ( )umB f   represents the unmatched component. 
    Let ,
T
T T
mX x z =   , and with a slight abuse of language let ( , ) ( , , )i i mf X t f x z t= ,  i = 1,2 . The system 
above verifies the following assumptions. 
Assumption 1: [Boundedness of (0, )if t ] There exists 0iB  , such that (0, )i if t B   holds for all 0t   
and for 1,2i = . 
Assumption 2: [Semiglobal Lipschitz condition] For arbitrary 0  , there exists 1 2,K K  , such that  
                                            1 2 1 2( , ) ( , ) , 1,2,i i if X t f X t K X X i −  − =                                      (4.2.5) 
for all X 

  uniformly in t .                                                                               
Assumption 3: [Stability of matched transmission zeros] The transmission zeros of the transfer matrix 
1( ) ( )m m mH s C sI A B
−= −  lie in the open left half plane. 
The control objective is to design an adaptive state feedback controller to ensure that ( )mx t  tracks the 
output response of a desired system ( )M s  defined as 
                                                           
1( ) ( ) ( )m m gM s C sI A B k s
−−                                                      (4.2.6) 
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where ( )gk s  is a feedforward prefilter, to a given bounded piecewise-continuous reference signal ( )r t  in 
both transient and steady-state, while all other signals remain bounded.     
4.2.1 L1 Adaptive Control Architecture 
[Definitions and L1-Norm Sufficient Condition for Stability] 
    Let  
                                                
1
1
1
1
( ) ( ) ,
( ) ( ) ,
( ) ( ) ( ) ,
( ) ( ) ( ) ,
xm m m m
xum m m um
m xm m m m
um xum m m um
H s sI A B
H s sI A B
H s CH s C sI A B
H s CH s C sI A B
−
−
−
−
−
−
= −
= −
                                               (4.2.7) 
and also let ( )inx t  be the signal with Laplace transform 
1
0( ) ( )in m m mx s sI A x
−− ,
1
1
0( )in m m L
s sI A −− . 
Since mA  is Hurwitz and 0mx  is assumed to be inside an arbitrarily large known set, i.e., 0 0mx     
for some 0 0  , then in inLx 
 .  
    Further, for every 0  , let  
                                             
 
( )
1 1 1 2 2 0
( )
,
( ) max , ( ) ( )
i i
ur z
L K
L L B
  
 

       + + + + +
                                (4.2.8) 
where 1 2, , ur    are positive constants to be defined later. 
The design of the L1 adaptive controller involves a feedback gain matrix 
p pK   and a p p  strictly 
proper transfer matrix ( )D s , which lead to a strictly proper stable  
                                                              ( )
1
( ) ( ) ( )pC s KD s I KD s
−
= +                                                   (4.2.9) 
with DC gain (0) pC I= . The choice of ( )D s  needs to ensure also that 
1( ) ( )mC s H s
−
 is a proper stable 
transfer matrix. 
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    For the proofs of stability and performance bounds, the choice of K  and ( )D s  also needs to ensure 
that, for a given 0 , there exists r in   such that the following L1-norm condition holds: 
                            1
1 1
0
1 0
( ) ( ) ( )
( ) ( )
r
r xm g inLL
m umL L
r
H s C s k s r
G s G s l
L B
 


− −
+ 
+
                                 (4.2.10) 
where  ( )( ) ( ) ( )m xm pG s H s I C s− , ( )1( ) ( ) ( ) ( ) ( )um m xm m xumG s I H s C s H s C H s−− , while 
2
0
1
r
r
L
l
L


, 
2
0 1
0
max ,
B
B B
l
 
 
 
. 
    Further, let   be defined as 
                                                                      1r  +                                                                     (4.2.11) 
and let 1  be given by 
                                                     1
1 1
1
1 0
1 2
( ) ( ) ( )
1 ( ) ( )
r r
xm m L
m umL L
H s C s H s C
G s L G s L 
  
−
+
− −
                                (4.2.12) 
where 0  and   are arbitrarily small positive constants such that 1 1  . Let  
                                                                    2u ur  +                                                                     (4.2.13) 
where ur  and 2  are defined as 
           
11 1
1
1 1 2 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )r rur g r m um rL LL L
C s k s r C s L B C s H s H s L B   

−+ + + +            (4.2.14) 
                         ( )
1 1 1
1 1
2 1 2 1 0( ) ( ) ( ) ( ) ( ) ( )r rm um mL L L
C s L C s H s H s L C s H s C   
− −+ +                    (4.2.15) 
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    Further, let 0sT   be the adaptation sampling time, which can be associated with the sampling rate of 
the available CPU, and let ( )sT  be 
                                                           1 1 2 2( ) ( ) ( )s s sT T T   +                                                       (4.2.16) 
where 1( )sT  and 2 ( )sT  are defined as 
                                                             
( )
1
20
( ) ,
s
m s
T
A T
s mT e B d
 −                                                   (4.2.17) 
                                                             
( )
2
0 2
( ) ,
s
m s
T
A T
s umT e B d
 −                                                  (4.2.18) 
where 1  and 2  are given by 
                                                                   ( )1 1 1L B p +                                                          
(4.2.19) 
                                                                ( )2 2 2L B m p + −                                                     (4.2.20) 
Also, let 1 2 3( ), ( ), ( ),t t t    and 4 ( )t  be defined as 
                                                                  
1
2
( ) 1
2
0 2
( )
3
20
( )
4
0 2
( ) ,
( ) ( ) ,
( ) ,
( ) ,
m
m m s
m
m
A t
t
A t A T
s
t
A t
m
t
A t
um
t e
t e T e d
t e B d
t e B d




 
 
 
− −
−
−



                                   (4.2.21) 
where ( )sT  is an m m  matrix defined as 
                                                                  ( )1( ) m sA Ts m mT A e I− −                                                      (4.2.22) 
Let                                    
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   
1 1 2 2
0, 0,
( ) max ( ), ( ) max ( ),
s s
s s
t T t T
T t T t   
 
                                     (4.2.23) 
                                                       
   
3 3 4 4
0, 0,
( ) max ( ), ( ) max ( ).
s s
s s
t T t T
T t T t   
 
                                      (4.2.24) 
    Finally, let        
                                            0 1 2 3 1 4 2( ) ( ( ) ( )) ( ) ( ) ( )s s s s s sT T T T T T     + +  +                              (4.2.25) 
And we can see that 
                                                                    0
0
lim ( ) 0.
s
s
T
T
→
=                                                                  (4.2.26) 
[State Predictor] 
Consider the following state predictor: 
                                                 
( )1 2
0
ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ),
ˆ (0)
ˆ ˆ( ) ( )
m m m m ad um
m m
m
x t A x t B u t t B t
x x
y t Cx t
 = + + +
=
=
                               (4.2.27) 
where 1ˆ ( )
pt   and 2ˆ ( )
m pt −  are the adaptive estimates. 
[Adaptive Law] 
The adaptation laws for 1ˆ ( )t  and 2ˆ ( )t  are defined as 
                                                 
11
22
1 1 1
2
ˆˆ ( )( )
, [ ,( 1) ),
ˆˆ ( )( )
0ˆ ( )
( ) ( ),
0ˆ ( )
s
s s
s
ps
s s
m ps
iTt
t iT i T
iTt
IiT
B T iT
IiT





− −
−
  
=  +  
   
  
= −   
   
                                      (4.2.28) 
for 0,1,2, ,i =  where ˆ( ) ( ), ( ) ( ) ( ).m s
A T
s m s m m miT e x iT x t x t x t = = −  
[Control Law] 
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The control signal is generated as the output of the feedback system 
                                                               ˆ( ) ( ) ( )adu s KD s s= −                                                            (4.2.29) 
where ˆ( )s  is the Laplace transform of the signal 
                                                        1 2ˆ ˆ ˆ( ) ( ) ( ) ( ) ( )ad m gt u t t t r t  + + −                                              (4.2.30) 
with ( ) ( ) ( )g gr s k s r s , 
1
2 2
ˆ ˆ( ) ( ) ( ) ( )m m ums H s H s s 
−
, 1 1ˆ ˆ( ) ( )t t   and 2 2ˆ ˆ( ) ( )t t  . 
If one chooses ( )gk s  as the constant matrix 
1 1( )g m mk CA B
− −= − , then the diagonal elements of the desired 
transfer matrix 1( ) ( ) ( )m m gM s C sI A B k s
−−  have DC gain equal to one, while the off-diagonal elements 
have zero DC gain. 
The L1 adaptive controller consists of (4.2.27) - (4.2.29), subject to the L1-norm condition in (4.2.10). 
4.2.2 Analysis of the L1 Adaptive Controller 
[Closed-Loop Reference System] 
Consider the following closed-loop reference system: 
                                 
( )
1
2
0
1
1 2
( ) ( ) ( ( ) ( ( ), ))
( ( ), ),
(0) ,
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ,
( ) ( ),
ref m ref m ref ref
um ref
ref m
ref ref m um ref g
ref ref
x t A x t B u t f X t t
B f X t t
x x
u s C s s H s H s s k s r s
y t Cx t
 −
= + +
+
=
= − + −
=
                           (4.2.31) 
where ( )iref s  is the Laplace transform of ( ) ( ( ), ), 1,2.iref i reft f X t t i =  
Lemma 1 For the closed-loop reference system in (4.2.31), subject to the L1-norm condition (4.2.10), if  
0 0mx   , and 
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( ) ( )1 1 2 2 0t ref t ref t zL L Lz L x L u B    + + + +  
then 
                                                                     ,ref t rL
x 

                                                                   (4.2.32) 
                                                                     .ref t urL
u 

                                                                  (4.2.33) 
Proof.  
    It follows from (4.2.31) and the definitions of ( )mG s  and ( )umG s  that 
                       1 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ref m ref um ref xm g inx s G s s G s s H s C s k s r s x s = + + +                       (4.2.34) 
    Then, for all  0,t   we have 
              
1 1 1
1 2( ) ( ) ( ) ( ) ( ) .ref t m ref t um ref t xm g inL L LL L L L
x G s G s H s C s k s r  
  
 + + +            (4.2.35) 
    If the bound (4.2.32) is not true, since 0(0)ref m rx x 
=   and ( )refx t  is continuous, there exists a 
time 1 (0, ]   such that 
1
1
( ) , [0, ),
( ) ,
ref r
ref r
x t t
x
 
 


  
=
 
which implies that 
                                                                   
1
.ref r
L
x  

=                                                                    (4.2.36) 
If the bound (4.2.33) is not true, since (0) 0ref uru 
=   and ( )refu t  is continuous, there exists a time 
2 (0, ]   such that 
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2
2
( ) , [0, ),
( ) ,
ref ur
ref ur
u t t
u
 
 


  
=
 
which implies that 
                                                                
2
.ref ur
L
u  

=                                                                     (4.2.37) 
    Suppose 1 2  , it follows from (4.1.4) and the bound in (4.2.36) - (4.2.37) that 
( )
1 1 1 2 2 0
( )r ur z
L
z L L B    

 + + + + , 
and hence, from the definition of ( )   in (4.2.8), we have 
 
1
1
1 1 1 2 2 0( ) max , ( ) ( )
T
T T
ref ref r r r r ur z
L L
X x z L L B 
       


 =  = + + + + +   
    Then, it follows from Assumption 1 and Assumption 2 that 
1 1( ) ( )
( ) , 1,2,
r r r riref i ref i i r r iL L
K X B K B i       
 
 +  + =  
and the redefinition in (4.2.8) leads to the following bounds: 
                                                           
1
, 1,2,
riref i r iL
L B i  

 + =                                              (4.2.38) 
    These bounds, together with the upper bound in (4.2.35), lead to 
( ) ( )
1 1 1 1
1 1 2 2( ) ( ) ( ) ( ) ( ) .r rref m r um r xm g inL L LLL
x G s L B G s L B H s C s k s r    

 + + + + +  
    The condition in (4.2.10) can be solved for r  to obtain the bound 
( )( )
1 1 1
0 1 0( ) ( ) ( ) ( ) ( ) ,rm um r xm g in rL L LL
G s G s l L B H s C s k s r   

+ + + +   
which leads to 
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1
.ref r
L
x  

  
    This contradicts the equality in (4.2.36), thus proving the bound in (4.2.32). This further implies that 
the upper bounds in (4.2.38) hold for all  20,t   with strict inequality, which in turn implies that 
                                          
2 21 1 1 2 2 2
,
r rref r ref rL L
L B L B      
 
 +  +                                   (4.2.39) 
    The bound on ( )refu t  follows from (4.2.31) and the two bounds above, 
2 11 1
1
1 1 2 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )r rref g r m um rL LL LL
u C s k s r C s L B C s H s H s L B   

− + + + +  
which contradicts the equality in (4.2.37) and proves (4.2.33). 
[Transient and Steady-state Performance] 
The error dynamics can be derived from (4.2.2) and (4.2.27), 
                                              1 2( ) ( ) ( ) ( ), (0) 0m m m m um mx t A x t B t B t x = + + =                                (4.2.40) 
where 
                                                                1 1 1ˆ( ) ( ) ( )t t t  −                                                              (4.2.41) 
                                                                2 2 2ˆ( ) ( ) ( )t t t  −                                                             (4.2.42) 
with ( ) ( ( ), ( ), ), 1,2.i i mt f x t z t t i = =  
    Next we show that if sT  is chosen to ensure that 
                                                                     0 0( )sT                                                                        (4.2.43) 
then the tracking error between the state of the system and the state predictor can be systematically 
reduced in both transient and steady-state by reducing sT . 
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Lemma 2 Let the adaptation rate be chosen to satisfy the design constraint in (4.2.43). Given the system 
in (4.2.3) and the L1 adaptive controller defined via (4.2.27) - (4.2.29), subject to the L1-norm condition in 
(4.2.10), if  
                                                             , ,m ad uL Lx u   
                                                   (4.2.44) 
we have 
0m L
x  

 . 
Proof.  
    If the bounds in (4.2.44) hold, then it follows from (4.1.4) that 1 2 0u zLz L L B  
 + + , which leads to 
( ).m LX   
  
    From Assumption 1 and Assumption 2, and the redefinition in (4.2.8), one finds 
1 1 1,L L B  
 +  
this implies that 
                                                            ( )  1 1 12( ) , 0, .t L B p t   +                                    (4.2.45) 
    Similarly, one can show that  
                                                        ( )  2 2 22( ) , 0, .t L B m p t   + −                                (4.2.46) 
    It follows from the error dynamics in (4.2.40) that 
               
( ) ( )
1 2
( ) ( )
1 2
ˆ ˆ( ) ( ) ( ) ( )
( ) ( )
s s
m m s m s
s s
s s
m s m s
s s
iT t iT t
A t A iT t A iT t
m s m s m s um s
iT iT
iT t iT t
A iT t A iT t
m um
iT iT
x iT t e x iT e B iT d e B iT d
e B d e B d
 
 
   
     
+ +
+ − + −
+ +
+ − + −
+ = + +
− −
 
 
         (4.2.47) 
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which can be written as 
1( ) ( ) ( )
1 2
0 0 0
2
ˆ ( )
( ) ( ) ( ) ( )
ˆ ( )
m m m m
t t tsA t A t A t A t
m s m s m s um s
s
iT
x iT t e x iT e B d e B iT d e B iT d
iT
         

− − − + = + − + − + 
 
                      
                                                                                                                                                             (4.2.48) 
    Define the signals 1( )siT t +  and 2 ( )siT t +  as 
1( )
1
0
2
ˆ ( )
( ) ( )
ˆ ( )
m m
t sA t A t
s m s
s
iT
iT t e x iT e B d
iT
  

−  + +  
 
  
( ) ( )
2 1 2
0 0
( ) ( ) ( )m m
t t
A t A t
s m s um siT t e B iT d e B iT d
       − −+ − + − +   
    Next, we prove that 
                                                           
2
( ) ( ), .m s s sx iT T iT                                                   (4.2.49) 
    Because (0) 0mx = , it follows that 2(0) ( )m sx T . Consider the time interval [ ,( 1) )s sjT j T+ , with 
( 1) sj T +  . The prediction error at the sampling instant ( 1) sj T+  is given by 
1 2(( 1) ) (( 1) ) (( 1) ),m s s sx j T j T j T + = + + +  
with 
                                        
1( )
1
0
2
ˆ ( )
(( 1) ) ( )
ˆ ( )
s
m s m s
T sA T A T
s m s
s
jT
j T e x jT e B d
jT
  

−  + +  
 
                              (4.2.50) 
( ) ( )
2 1 2
0 0
(( 1) ) ( ) ( )
s s
m s m s
T T
A T A T
s m s um sj T e B jT d e B jT d
       − −+ − + − +   
    Substituting the adaptive law (4.2.28) into (4.2.50) leads to 
1(( 1) ) 0.sj T + =  
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    Then, it follows that 
2(( 1) ) (( 1) ),m s sx j T j T+ = +  
and the bounds in (4.2.45) and (4.2.46) together with definitions of 1 2 1( ), ( ), ,s sT T    and 2 , imply that 
1 1 2 22
(( 1) ) ( ) ( ) ( ).m s s s sx j T T T T  +   +  =  
    This confirms the upper bound for arbitrary ( 1) sj T +  , and hence, the upper bound in (4.2.49) holds 
for all siT  . 
    For all siT t +  , with (0, ]st T , we can write 
1( ) ( ) ( )
1 2
0 0 0
2
ˆ ( )
( ) ( ) ( ) ( )
ˆ ( )
m m m m
t t tsA t A t A t A t
m s m s m s um s
s
iT
x iT t e x iT e B d e B iT d e B iT d
iT
         

− − − + = + − + − + 
 
    
    The bounds in (4.2.45) and (4.2.46) and the definitions of 1 2 1 2 3, , ( ), ( ), ( ),        and 4 ( )   imply that 
1 2 3 1 4 22 2 2
( ) ( ) ( ) ( ) ( ) ( ) ( )m s m s m sx iT t t x iT t x iT t t   +  + +  +   
    For all siT t +  , the upper bound in (4.2.49) and the definitions of   1 2 3 4( ), ( ), ( ), ( )s s s sT T T T     lead 
to  
1 2 3 1 4 22
( ) ( ( ) ( )) ( ) ( ) ( ) .m s s s s s sx iT t T T T T T    +  + +  +   
    Further, because the right-hand side coincides with the definition of 0 ( )sT , we have 02( ) ( )m sx t T , 
which holds for all  0,t  , which, along with the design constraint in (4.2.43), yields 
 02( ) 0, ,mx t t     
which implies that 
0.m Lx  
  
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    The proof is complete. 
Theorem 1 Let the adaptation rate be chosen to satisfy (4.2.43). Given the closed-loop system with the L1 
adaptive controller defined via (4.2.27) - (4.2.29), subject to the L1-norm condition in (4.2.10), and the 
closed-loop reference system in (4.2.31), if 
0 0 ,mx    
then we have 
                                                                       ,m Lx 
                                                                    (4.2.51) 
                                                                       ,ad uLu 
                                                                  (4.2.52) 
                                                                       0 ,m Lx 
                                                                   (4.2.53) 
                                                                      
1,ref m L
x x 

−                                                             (4.2.54) 
                                                                      
2 ,ref ad L
u u 

−                                                           (4.2.55) 
                                                                    
1.ref L
y y C 


−                                                        (4.2.56) 
Proof.  
    Assume that the bounds in (4.2.54) and (4.2.55) do not hold. Then, since 1(0) (0) 0 ,ref mx x 
− =   
2(0) (0) 0 ,ref adu u 
− =   and     ( ), ( ), ( ), ( )m ref ad refx t x t u t u t  are continuous, there exists   such that 
1( ) ( )ref mx x  
− = or 
2( ) ( ) ,ref adu u  
− =  
while 
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1 2( ) ( ) , ( ) ( ) , [0, ).ref m ref adL L
x t x t u t u t t  
 
−  −     
    This implies that at least one of the following equalities holds: 
                                                  
1 2( ) , ( ) .ref m ref adL L
x x u u  
 
− = − =                                    (4.2.57) 
    It follows from (4.1.4) that 
                                             ( ) ( )1 1 2 2 0ref ref zL L Lz L x L u B      + + + +                                 (4.2.58) 
    Then, Lemma 1 implies that 
                                                         , .ref r ref urL L
x u  
 
                                                   (4.2.59) 
    Using the definition of   and u , it follows from the bounds in (4.2.57) that 
                                                            1m rLx    
 +                                                                 (4.2.60) 
                                                             2ad ur uLu    
 +                                                             (4.2.61) 
    Hence, if one chooses the adaptation sampling time sT  according to (4.2.43), Lemma 2 implies that 
                                                                     0.m Lx  
                                                                     (4.2.62) 
    Next, let 1 2( ) ( ) ( )mt t t  + , with 2 ( )m t  being the signal with its Laplace transform 
1
2 2( ) ( ) ( ) ( )m m ums H s H s s 
−
, it follows from (4.2.29) that 
( )11 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ad ad m um gu s KD s u s s H s H s s k s r s s  −= − + + − +  
    Consequently, 
                  ( ) ( )
1
1
1 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ad p m um gu s KD s I KD s s H s H s s k s r s s  
− −= − + + − +              (4.2.63) 
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    Using the definition of ( )C s , one can write 
( )11 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ad m um gu s C s s H s H s s k s r s s  −= − + − +  
and the system in (4.2.3) consequently takes the form  
                1 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )m m um xm xm g inx s G s s G s s H s C s s H s C s k s r s x s  = + − + +         (4.2.64) 
    From the definition of the closed-loop reference system in (4.2.31) and (4.2.64) we have 
1 1 2 2( ) ( ) ( )( ( ) ( )) ( )( ( ) ( )) ( ) ( ) ( )ref m m ref um ref xmx s x s G s s s G s s s H s C s s    − = − + − +  
    Moreover, it follows from the error dynamics in (4.2.40) that 
1
1 2( ) ( ) ( ) ( ) ( )m m mH s Cx s s s s  
− = + =  
which leads to  
1
1 1 2 2( ) ( ) ( )( ( ) ( )) ( )( ( ) ( )) ( ) ( ) ( ) ( )ref m m ref um ref xm m mx s x s G s s s G s s s H s C s H s Cx s   
−− = − + − +  
    Therefore, we have 
1 1 1
1
1 1 2 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ref m m ref um ref xm m mL L LL L L L
x x G s G s H s C s H s C x      
  
−−  − + − +  
                                                                                                                                                             (4.2.65) 
    Substituting (4.2.59) in (4.2.58) one obtains 
( )
1 1 1 2 2 0
( )r ur z
L
z L L B    

 + + + +  
    From the definition of ( )   in (4.2.8), we have 
 
 
1 1 1 2 2 0
1 1 2 2 0
max , ( ) ( )
max , ( ) ( )
r r ur zL
ref r r ur zL
X L L B
X L L B


     
    


 + + + + +
 + + + +
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    Assumption 1 implies that, for 1,2,i =  we have 
                           
( ) ( )( ) ( ) ( ) .r r r riref i i ref i ref mL L L
K X X K x x       
  
−  − = −                           (4.2.66) 
    Then, from (4.2.65) we have 
1 1
1
1 ( ) 2 ( )
1
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
r r r rref m m ref m um ref mL LL L L
xm m m LL
x x G s K x x G s K x x
H s C s H s C x
      

  

−
−  − + −
+
 
    From the redefinition in (4.2.8), it follows that 1 ( ) 1 2 ( ) 2,r r r r r rK L K L       , and therefore, we obtain 
1 1
1
1 2
1
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
r rref m m ref m um ref mL LL L L
xm m m LL
x x G s L x x G s L x x
H s C s H s C x
    

  

−
−  − + −
+
 
    The upper bound in (4.2.62) and the L1-norm condition in (4.2.10) lead to the upper bound 
1
1 1
1
0
1 2
( ) ( ) ( )
( )
1 ( ) ( )
r r
xm m L
ref m L
m umL L
H s C s H s C
x x
G s L G s L

 


−
− 
− −
 
along with the definition of 1  leads to 
                                                         
1 1( )ref m L
x x    

−  −                                                         (4.2.67) 
    On the other hand, it follows from (4.2.31) and (4.2.63) that 
1 1
1 1 2 2( ) ( ) ( )( ( ) ( )) ( ) ( ) ( )( ( ) ( )) ( ) ( ) ( )ref ad ref m um ref m mu s u s C s s s C s H s H s s s C s H s Cx s   
− −− = − − − − +  
    One can obtain 
1 1 1
1 1
1 1 2 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ref ad ref m um ref m mL LL L LL L
u u C s C s H s H s C s H s C x      
  
− −−  − + − +  
and the bound in (4.2.66) leads to  
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1 1
1
1
1 2
1
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
r rref ad ref m m um ref mLL L LL
m m LL
u u C s L x x C s H s H s L x x
C s H s C x
    

  

−
−
−  − + −
+
 
    The bounds (4.2.62) and (4.2.67) lead to 
( )
1 1 1
1 1
1 2 1 0 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )r rref ad m um mLL L L
u u C s L C s H s H s L C s H s C      

− −−  + − +    (4.2.68) 
Finally, we note that the upper bounds in (4.2.67) and (4.2.68) contradict the equalities in (4.2.57), 
which prove the bounds in (4.2.54) and (4.2.55). The results in (4.2.51) - (4.2.52) and (4.2.56) follow 
directly from the bounds in (4.2.67) - (4.2.68) and from the fact that ( ) ( ) ( ( ) ( ))ref ref my t y t C x t x t− = − .       
4.3 Validation & Verification     
    Example 1: Cooling down of a rod from a constant initial temperature 
                                                    
2
2
: (1, ) 0, 0
( , ) ( , )
: 0 1,
: ( ,0) ( ), 0 1
BC u u t t
u x t u x t
PDE x
t x
IC u x f x x
= = 
 
=    

=  



                                           (4.3.1) 
where  𝑥, 𝑡  are physical position and time. Suppose the initial temperature distribution  𝑓(𝑥)  in the rod is 
constant, i.e.  𝑓(𝑥) = 𝑢0 . The solution for the temperature in the rod is given as 
                                             ( )2 20
1
4 sin((2 1) )
( , ) exp (2 1)
(2 1)n
u n x
u x t n t
n




=
−
= − −
−
                                 (4.3.2) 
    And the approximation solution to (4.3.1) is given as 
                                                     
2
0
2
4 1
( , ) sin( ) ,t
u
u x t x e for t
 
−                                              (4.3.3) 
Based on polynomial interpolation approximation method and state space theory, 51 interpolation 
nodes are picked up from the defined region [0, 1], due to the boundary conditions, the PDE described 
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heat transfer equation in 1D is reduced to a system of ODEs with state matrix 𝐴49×49, input matrix 
𝐵49×49, and output matrix 𝐶1×49. 
Set  𝑢0 = 25℃, time history of temperature variation  𝑢(𝑥, 𝑡)  described by original PDE and high-
order ODE are both simulated in Figure 4.1.  
As we can see from Figure 4.1, there is almost no difference between original PDE and high-order 
ODE system. Hence, the equivalence between original PDE and high-order ODE is established. 
 
Figure 4.1. Temperature variation  𝑢(𝑥, 𝑡)  described by original PDE and derived ODE. 
    Example 2: Track a given desired temperature with guaranteed stability for some point by using L1 
adaptive controller and monitor the temperature distribution over the region.    
                                              
2
2
: (0, ) (1, ) 0, 0
( , ) ( , )
: ( , ) 0 1,
: ( ,0) ( ), 0 1
BC u t u t t
u x t u x t
PDE f x t x
t x
IC u x x x
= = 
 
= +    

=  



                                    (4.3.4) 
Since the equivalence between original PDE and high-order ODE system is established, vital 
information and physics contained in the original PDE system will also be available by using high-order 
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ODE system instead of original PDE for controller design, which can also help us simplify the 
computation process.  
For order reduction process, two examples are demonstrated: 1) 51 interpolation nodes are picked up 
from the region [0, 1], defined as  (𝑢1, 𝑢2, … , 𝑢51) .  (𝑢2, 𝑢4, … , 𝑢50)  and  (𝑢1, 𝑢51) will be chosen as 
system states, (𝑢3, 𝑢5, … , 𝑢49) is unmodeled dynamics; 2) 51 interpolation nodes are picked up from the 
region [0, 1], defined as  (𝑢1, 𝑢2, … , 𝑢51) .  (𝑢10, 𝑢20, 𝑢30, 𝑢40, 𝑢50)  is unmodeled dynamics, and the 
remaining interpolation nodes are all system states. For each example, we will analyze both single-input 
single-output (SISO) and multiple-input multiple-output (MIMO) cases for simulation. 
For the first example, the two cases are: 1) a reduced-order system of ODEs with state matrix  𝐴25×25, 
input matrix  𝐵25×1, and output matrix  𝐶1×25 is established; 2) a reduced-order system of ODEs with 
state matrix  𝐴25×25 , input matrix  𝐵25×5 , and output matrix  𝐶5×25  is established. And then an L1 
adaptive controller is developed to appropriately control the reduced-order system for nonlinear time-
varying uncertainty handling and good tracking delivering. The simulation results are demonstrated as 
below. 
Case 1: SISO 
   
                                           (a)                                                                              (b) 
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                                           (c)                                                                                  (d) 
Figure 4.2. (a) Response of low-order ODE and high-order ODE; (b) Time history of input; (c) Time 
history of temperature variation at other interpolation nodes; (d) Response of unmodeled dynamics. 
Case 2: MIMO 
 
                                           (a)                                                                               (b) 
 
 
130 
 
 
                                        (c)                                                                                  (d) 
Figure 4.3. (a) Response of low-order ODE and high-order ODE; (b) Time history of input; (c) Time 
history of temperature variation at other interpolation nodes; (d) Response of unmodeled dynamics. 
For the second example, the two cases are: 1) a reduced-order system of ODEs with state matrix  
𝐴44×44, input matrix  𝐵44×1, and output matrix  𝐶1×44 is established; 2) a reduced-order system of ODEs 
with state matrix  𝐴44×44, input matrix  𝐵44×2, and output matrix  𝐶2×44  is established. And then an L1 
adaptive controller is developed to appropriately control the reduced-order system for nonlinear time-
varying uncertainty handling and good tracking delivering. The simulation results are demonstrated as 
below. 
Case 1: SISO 
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                                           (a)                                                                             (b) 
 
                                          (c)                                                                              (d) 
Figure 4.4. (a) Response of low-order ODE and high-order ODE; (b) Time history of input; (c) Time 
history of temperature variation at other interpolation nodes; (d) Response of unmodeled dynamics. 
Case 2: MIMO 
 
                                            (a)                                                                           (b) 
 
 
132 
 
 
                                            (c)                                                                            (d) 
Figure 4.5. (a) Response of low-order ODE and high-order ODE; (b) Time history of input; (c) Time 
history of temperature variation at other interpolation nodes; (d) Response of unmodeled dynamics. 
4.4 Conclusions 
     The L1 adaptive controller provides a controller design tool for a wide range of systems with nonlinear 
model inaccuracies and time-varying uncertainties. The knowledge obtained is essential for not only 
engineers understanding but also control of practical systems. It can help the monitoring, control and 
optimization of industry systems for improved efficiency and economy. 
The novel approach combination of model reduction and L1 adaptive controller will be used to control a 
PDE described system with uncertainties and modeling error. The approach can be extended to control 
any general system described by PDE such as the fluid flow, heat conduction, and chemical reactor 
processes. 
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5 Chapter 5 
Highly Nonlinear Coupled Flexural-torsional Vibration Control and Stability Analysis of Shaft 
Systems by Using Electromagnetic Exciters 
5.1 Introduction 
    Vibration in the shaft systems is a major concern in industries, as it creates operational difficulties, 
inaccuracies, power loss, fatigue and even failure of the system [136]. It is known that flexural vibration 
and torsional vibration co-exist in shaft system and they are also coupled with each other. Study on 
coupled flexural-torsional vibration characteristics is not only necessary for an accurate grasp of their 
dynamics, but also provides more effective protection for the safe operation of the shaft system.  Based on 
a highly nonlinear coupled PDE described model where unbalance, gyroscopic, rotary inertia, shear 
deformation and damping are all taken into consideration, a new active control technology is synthesized 
to simultaneously control the flexural and torsional vibration of the shaft system. 
    Reduction of undesired vibration is very important for safe and efficient functioning of shaft systems. 
In reality, no machine operation is vibration-free due to various excitations and so researchers have made 
many attempts to minimize the vibration level. The most common of several sources of excitations is the 
mass unbalance [137], which may at best be minimized by precise balancing. Changing the damping of 
the whole system is another popular technique for reducing undesired vibration due to unbalance. Many 
studies on both passive and active means for vibration minimization have been carried out in the 
literature. These techniques attempt to find suitable stiffness-damping combinations of the system to 
avoid or minimize resonant response. The passive category includes the use of flexible-damped supports 
[138, 139], squeeze-film dampers [140-144] and viscoelastic bearing supports [144-146]. Of several 
active means, Active Magnetic Bearings (AMB) provide an active way of bearing action (levitation as 
well as rotation) and vibration control over an air gap and so are more elegant. By virtue of the fact that 
electromagnetic control force is applied over an air gap, [136, 147] attempts a theoretical investigation on 
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vibration control of rotors due to unbalance by placing electromagnetic exciters, at a convenient location 
on the span of the rotor away from the bearings. 
In this thesis, a new way that applies active control technology to simultaneously control the flexural 
and torsional vibration of shaft system is brought forth. For dealing with the highly nonlinear coupled 
PDE described system, we synthesize a controller which combines the theory of mechanical vibration and 
the technique of electromagnetic exciters on the basis of the polynomial interpolation-based 
approximation approach. We initially use the polynomial interpolation approach to approximate the 
spatial differentiations.  The PDE system is formulated as a finite dimensional model of ODEs by 
substituting these approximations in the PDE and discretizing the spatial domain of variables while 
keeping the time domain continuous. For the reduction of undesired flexural vibration, the technique 
using electromagnetic exciters for applying suitable force of actuation over an air gap to compensate the 
excitations due to unbalance is proposed. Suitable force of actuation is achieved by varying the control 
current in the exciters depending on a proportional and derivative control law applied to the displacement 
of the shaft section fed back by pick-ups with respect to the non-rotating position of the section taken as 
the reference. Finally, simulation results demonstrate that applying vibration active control technology 
will efficiently control the flexural and torsional vibration of the shaft system. Therefore, in a certain 
degree, this paper could direct the application of the vibration active control technologies in practice. 
5.2 Description of Coupled Flexural-torsional Vibration of Shaft Systems 
5.2.1 Establishment of Coordinate System 
    Take a fixed Cartesian coordinate system (Figure 5.1), the origin of the coordinate system is taken at 
one end of the shaft, x-axis coincides with the shaft line when flexural vibration does not occur and points 
to the other end; y-axis, z-axis are taken along the vertical and horizontal direction respectively, with the 
downward direction being the positive direction of y-axis. 
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x
y
z
 
Figure 5.1. Shaft systems. 
Divide the shaft system into a number of shaft sections with equal diameter, take each section as a 
continuous quality and derive their vibration differential equations, which yield the motion for each 
section. The assumptions are made for each section: 1) each shaft section is a circular section, the 
diameter keep unchanged for the same shaft section; 2) the deformation conforms to the plane hypothesis; 
3) excluding the internal damping of flexural vibration, only the linear damping is considered for the 
external damping of flexural vibration; 4) for rotational damping, only the damping around the x-axis is 
considered. 
5.2.2 Coupled Flexural-torsional Vibration Model for Shaft Systems 
Suppose the shaft system is fixed on both ends with an attached motor. The description of the coupled 
flexural-torsional vibration for shaft system based on piecewise continuous mass model is given as 
2 2 2 2 3
2 '
2 2 2 2 2
( ) [ sin( ) cos( )] 0p pe e e pe
y z
I Ae GI Ae I f
t x t t x t t t

    
       
      
+ − − + − + − − + =
       
            
                                                                                                                                                               (5.2.1)                                                                                          
     
2 2 4 4
2 2 2
2 2 4 2 2
3 3
2 2
2 2
[ sin( ) ( ) cos( )] [ sin ( )]
[(2 ) 2 cos( )sin( )] 0
e e de d e
d e e y
y y y
A Ae EI I Ae
t t t x x t
z y y
I Ae Ae F
x t x t t t
 
        

     
    
− + + + + − + +
     
   
− + + + + − + =
     
   (5.2.2)                                                                                               
      
2 2 4 4
2 2 2
2 2 4 2 2
3 3
2 2
2 2
[ cos( ) ( ) sin( )] [ cos ( )]
[(2 ) 2 cos( )sin( )] 0
e e de d e
d e e z
z z z
A Ae EI I Ae
t t t x x t
y z z
I Ae Ae F
x t x t t t
 
        

     
    
− − + + + + − + +
     
   
+ + + + + − + =
     
(5.2.3)                                                                                                      
which is subject to the boundary conditions  
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0( , ) 0, ( , ) 0x x lx t x t = == =                                                            (5.2.4) 
                                       
0 0
( , ) ( , )
( , ) 0, 0, ( , ) 0, 0x x x l x l
y x t y x t
y x t y x t
x x
= = = =
 
= = = =
 
                         (5.2.5) 
                                   
0 0
( , ) ( , )
( , ) 0, 0, ( , ) 0, 0x x x l x l
z x t z x t
z x t z x t
x x
= = = =
 
= = = =
 
                              (5.2.6) 
where 𝑙   is the length of the shaft; , ,y z  are rotation angle, vertical displacement and horizontal 
displacement respectively, all of them are functions of axial position  𝑥  and time  𝑡 ; suppose 'o  is the 
center of the section, c  is centroid, e  is the eccentricity of the corresponding shaft section, and e  is the 
angle between  
'o c  and the positive direction of y-axis at  t = 0; , ,G E  are respectively material density, 
shear modulus and elastic modulus; A  is area of the cross section; ,p peI I are respectively the polar 
moment of inertia of the cross section and deformation section; ,d deI I  are respectively diameter moment 
of inertia of the cross section and deformation section; f  is the applied torque on the unit axial length 
produced by the motor; ,y zF F  are the projections of external force on y-axis and z-axis respectively in 
unit axial length; ' ,   are rotational damping coefficients, and   is the flexural vibration damping 
coefficient in unit axial length. 
5.3 Coupled Flexural-torsional Vibration Model Reduction of Shaft System 
Define 
                                    0 1 0 1( , ), ( , ),..., ( , ) [ , ,..., ]
T T
N Nx t x t x t      = =                                          (5.3.1) 
                                                          
( ) ( ) ( ) ( )
0 1[ , ,..., ]
j j j j T
N   =                                                           (5.3.2) 
                                         0 1 0 1( , ), ( , ),..., ( , ) [ , ,..., ]
T T
N NY y x t y x t y x t y y y= =                                        (5.3.3) 
                                                          
( ) ( ) ( ) ( )
0 1[ , ,..., ]
j j j j T
NY y y y=                                                          (5.3.4) 
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                                             0 1 0 1( , ), ( , ),..., ( , ) [ , ,..., ]
T T
N NZ z x t z x t z x t z z z= =                                      (5.3.5)     
                                                              ( ) ( ) ( ) ( )
0 1[ , ,..., ]
j j j j T
NZ z z z=                                                       (5.3.6) 
    As the highest order derivative of  ф(𝑥, 𝑡) with respect to x  is 2, define a polynomial  
                                                              
2
0 1 2( )k k k kP x a x a x a= + +                                                         (5.3.7) 
   Take 
                                                      
2
1 0 1 1 1 2 1
2
0 1 2
2
1 0 1 1 1 2 1
( ) ( , )
( ) ( , )
( ) ( , )
k k k k k k k k
k k k k k k k k
k k k k k k k k
P x a x a x a x t
P x a x a x a x t
P x a x a x a x t



− − − −
+ + + +
= + + =
= + + =
= + + =
                                     (5.3.8) 
       
 
1
1
1
2
1 1 12
2
12 2
1 1 1 12
1 1 1
2 2
1 1 1 1 1 1 1 1
1 ( , )
( , ) 2
2 0 0 1 ( , ) ( , )
1 ( , )
2 2
( , ) (
k
k
k k
k k k
x x k k k k
k k k k k k
k k k
k
k k k k k k k k k k k k
x x x t
x t
x x x t x t
x x x x x x x x
x x x t
x t
x x x x x x x x x x x x x x


 

 
−
+
−
− − −
= −
− − + +
+ + +
− − + + − − + +
   
 −   = =    + − −
     
−
+ +
− + − − − +
1, )kx t+
(5.3.9)                                
      
 
1
1
1
2
1 13
2 (1)
12 2
1 1 1 12
1 1
1
(1)
2
1 1 1 1 1 1 1
( , )
1
( , )( , ) 2
2 0 0 1
1
( , )
2 2
k
k
k
k
k k
k
x x k k k
k k k k k k
k k
k
k
k k k k k k k k k k
d x t
dtx x
d x tx t
x x
x t dt x x x x x x x
x x
d x t
dt
x x x x x x x x x x x





−
−
−
− −
= −
− − + +
+ +
+
− − + + − − +
 
 
   
 −   = =     + − −
    
 
  
−
+ +
− + − −
1
(1)
12
1 k
k
k kx x x

+
+
+− +
    (5.3.10)                              
    As the highest order derivative of  𝑦(𝑥, 𝑡)  with respect to x  is 4, define a polynomial  
                                                    
4 3 2
0 1 2 3 4( )k k k k k kQ x b x b x b x b x b= + + + +                                         (5.3.11) 
    Take 
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    As the highest order derivative of  𝑧(𝑥, 𝑡)  with respect to x  is 4, define a polynomial  
                                                     4 3 20 1 2 3 4( )k k k k k kR x c x c x c x c x c= + + + +                                              (5.3.15) 
    Take 
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    For the torsional vibration described in (5.2.1), we have boundary conditions 0 0, 0l = = , which 
means 0 0 0 = =  and 0l l = = . Then we have 
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    For the flexural vibration described in (5.2.2) and (5.2.3), we have boundary conditions 0 0, 0ly y= = , 
0 0, 0lz z= =  which means 0 0 0l ly y y y= = = = , 0 0 0l lz z z z= = = = . Then we have 
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                                                                                                                                                             (5.3.30) 
    As we can see from (5.3.20), (5.3.26) and (5.3.29), each motion equation of the shaft system under 
external excitation can be generally given by  
                                                        ( , ) ( )sMX CX KX X t D F t+ + +  =                                             (5.3.31) 
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where  𝑀, 𝐶 and  𝐾  are respectively the mass matrix, damping matrix and stiffness matrix of the shaft 
system, 𝛥(𝑋, 𝑡)  is nonlinear function, and  𝐷𝑠  is the position matrix of the external excitation force.  
The eigenvalues of the second-order system (5.3.31) are in general complex, where the sign of the real 
part decides stability. Negative real part confirms asymptotic stability whereas a non-negative value 
indicates instability. So far for a particular speed of rotation, the maximum real part of the system 
eigenvalues should be negative for the stable operation of the shaft at that speed. Even though the system 
is not stable, instability can be postponed by introducing external forces. In order to simultaneously 
control flexural and torsional vibration of the shaft system, the generally applied active control 
technology is by installing several controllers on the shaft, the corresponding position matrix of control 
force is given as  𝐵𝑠.         
    The motion equation of the shaft system under control is given by 
                                              ( , ) ( ) ( )s sMX CX KX X t D F t B U t+ + +  = +                                           (5.3.32) 
     An important feature of vibration active control is feedback, suppose there exists linear feedback  𝑈(𝑡)  
as below 
                                              0 1 2 3( ) ( ) ( ) ( ) ( )U t G F t G X t G X t G X t= − − − −                                         (5.3.33) 
where  𝐺𝑖 (𝑖 = 0,1,2,3)  is feedback gain matrix, the specific form is related to the adopted active control 
algorithm. Substitute (5.3.33) into (5.3.32), we have  
                            3 2 1 0( ) ( ) ( ) ( , ) ( ) ( )s s s s sM B G X C B G X K B G X X t D B G F t+ + + + + +  = −             (5.3.34) 
    As the displacement column vector and the velocity column vector are independent variables, we 
define the state vector as below 
                                               , ,
T TT
Y ZX X Y Y X Z Z     =   = =     
                                           (5.3.35) 
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    Then the state space model for the coupled flexural-torsional vibration of the shaft system is described 
as 
                                           ( )( ) ( ) ( ) ( , )X t A X t B U t X t F     = + +  +                                        (5.3.36) 
         ( )
1
1
1
( 1) ( 1)
1
1
0
( ) ( ) ( ) ( , )
0
Y Y Y Y Y Y Y N N d y
N
N
X t A X t B U t X t B AI I F

 

−
−  −
−
−
  
  
= + +  + +  
  
  
       (5.3.37) 
        ( )
1
1
1
( 1) ( 1)
1
1
0
( ) ( ) ( ) ( , )
0
Z Z Z Z Z Z Z N N d z
N
N
X t A X t B U t X t B AI I F

 

−
−  −
−
−
  
  
= + +  + +  
  
  
       (5.3.38) 
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On the basis of the reduced-order model (5.3.36) - (5.3.38), we synthesize a controller which combines 
the theory of mechanical vibration and the technique of electromagnetic exciters to simultaneously 
control the flexural and torsional vibration of shaft system. 
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5.4 Controller Synthesis with Electromagnetic Exciters 
    The control system has an actuator comprising of two pairs of electromagnetic exciters (each exciter 
has one pair of poles), which are symmetrically placed around the circumference of the shaft (Figure 
5.2). The geometry has the advantage that the magnetic control forces along Y and Z directions are 
uncoupled and can be calculated separately. Details of derivation of the expressions of linearized force 
components generated by the actuator with necessary assumptions are given in detail [148]. Following 
them, the magnetic exciters may be modelled to have a combined stiffness of  (𝑘𝑔𝑘𝑖𝑘𝑝 − 𝑘𝑆) and a 
combined damping coefficient of  𝑘𝑔𝑘𝑖𝑘𝑣 , when the control force applied by the electromagnetic actuator 
along Y and Z directions may be expressed as 
                            ( )Y g i p S g i vF k k k k y k k k y= − − − ( )Z g i p S g i vF k k k k z k k k z= − − −                              (5.4.1) 
In the above equations  𝑘𝑔 ,  𝑘𝑝 and  𝑘𝑣 are the power amplifier gain (in A/V), displacement feedback 
gain (V/m) and velocity feedback gain (V s/m). 
 
Figure 5.2. Schematic diagram of the electromagnetic actuator. 
Figure 5.3 shows the block diagram of the proportional-derivative control action for each magnet by 
feeding back the transverse displacement component of the shaft and its derivative with gains  𝑘𝑝 and  𝑘𝑣 
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respectively using so-located displacement sensors. A power amplifier converts the output voltage of the 
DA converter to control current ( cYi  and cZi  in Y and Z direction coils, respectively), which powers the 
exciter-electromagnetics. Expression of the control currents are given by 
                                       cY g p vi k k y k y= − + ;  cZ g p vi k k z k z= − +                                                    (5.4.2) 
    In (5.4.1), ik  and Sk  stand for the force-current factor and force-displacement factor, which are given 
by 
                                                    0
2
0
4i mag
i
k k
g
= ; 
2
0
3
0
4S mag
i
k k
g
= −                                                           (5.4.3) 
where 0i  and 0g  are the bias current in the exciter coils and the nominal air-gap between the pole-face 
and the shaft surface, respectively, and 20( 4)cos( )mag pk A N =  is the magnetic exciter constant, where 
pA  is the pole-face area (𝑚
2), N the number of coil turns, and 0  the absolute permeability of free air,   
is the semi-included angle between the adjacent poles. It should be noted that the linearized expressions 
for the components of control force are valid as long as the displacement of the shaft section from its 
nominal (stationary) position and the control current are sufficiently small compared to 0g  and 0i , 
respectively.  
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Figure 5.3. Schematic representation of the proportional-derivative control strategy for controlling 
vibration along Y direction. 
If the above feedback control law is applied on the shaft system, the equations of motion for the closed-
loop system are modified such that the influence of actuation may be represented by the terms 
( )g i p Sk k k k−  and g i vk k k , the additional stiffness and the damping coefficient of a spring and a damper, 
respectively. 
5.5 Simulation Results 
5.5.1 System Details 
The details of the shaft system are given in Table 1.                                       
Based on polynomial interpolation approximation method and state space theory, the shaft system is 
discretized into 51 equal shaft sections of length 0.4 m and the electromagnetic exciters (4 such each 
having 2 poles with an included angle of 45°) are located around the shaft system to control the unbalance 
vibration. Due to the boundary conditions, the PDE described coupled flexural-torsional vibration model 
is reduced to three systems of ODEs, each is identified with state matrix  𝐴98×98, input matrix  𝐵98×49, 
and output matrix  𝐶49×98. 
A nominal gap of 2.5 mm between the pole-faces and the shaft surface and the corresponding bias 
current of 5 A are assumed when the shaft does not vibrate. Assumed values of the control parameters are  
𝑘𝑝 (position feedback gain) =2000 V/m,  𝑘𝑣 (velocity feedback gain) =3500 V s/m,  𝑘𝑔 (power amplifier 
gain) =0.8 A/v. 
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Table 1 
Shaft diameter              7 cm 
Shaft length              20 m 
Young’s modulus of shaft material              200 GPa 
Density of the shaft material              7800kg/m3 
Torque              160 KW 
Shear modulus of the shaft material              80 GPa 
Damping factor              600 N s/m 
Eccentricity of the shaft              1e-4 m 
Initial phase angle of mass-unbalance w.r.t. Y-axis 𝜋 360⁄  
 
5.5.2 Comparison between Uncontrolled Responses with and without Mass Unbalance   
 
            (a)                                                                          (b) 
Figure 5.4. (a) Uncontrolled response without mass unbalance; (b) Uncontrolled response with mass 
unbalance. 
As we can see from Figure 5.4, the shaft system is vibration-free without mass unbalance. Hence, mass 
unbalance is one of the main sources of excitation that leads to flexural vibration. When there exists mass 
unbalance, for subsystem 
Y
X  and 
Z
X , there are two eigenvalues of both 
Y
A  and  
Z
A without negative real 
part. One eigenvalue has real part 117.9, another eigenvalue has real part 1.7416*1e-4. Hence, without 
external control forces, the displacements in Y and Z directions will become unbounded, which may 
cause fatigue and even failure of the system. 
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5.5.3 Influence of Exciter-parameters on the Response and Control Current 
Number of coil turns (N) and the pole-face area (𝐴𝑝) are defined as the exciter-parameters. Figure 5.5 
show the effects of the number of coil turns and the pole-face area on the vibration control when the 
exciters are located at all nodes. It can be seen that the flexural vibration is reduced with increase in both 
the pole-face area and the number of exciter coil turns, and increasing number of turns is found to have 
higher influence on the reduction than increasing pole-face area. This is due to fact that the magnetic 
exciter constant  𝑘𝑚𝑎𝑔  and the resulting stiffness and damping of the exciters increase with both N and  
𝐴𝑝 ; however, the influence of N is higher as 
2
magk N . Corresponding values of  𝑘𝑚𝑎𝑔 are shown in 
Table 2. 
Table 2 
Figure Case N 𝐴𝑝 (cm
2) 𝑘𝑚𝑎𝑔 
410  
Figure 5.5 (a) 1 1000 5 1.1110 
Figure5.5 (b) 2 1500 5 2.4998 
Figure 5.5 (c) 3 2000 5 4.4440 
Figure 5.5 (a) 1 1000 5 1.1110 
Figure 5.5 (e) 2 1000 10 2.2220 
Figure 5.5 (f) 3 1000 15 3.3330 
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(a) 
 
(b) 
 
(c) 
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(d) 
 
(e) 
Figure 5.5. (a) System response when  𝑁 = 1000,  𝐴𝑝 = 5𝑐𝑚
2; (b) System response when  𝑁 =
1500,  𝐴𝑝 = 5𝑐𝑚
2; (c) System response when  𝑁 = 2000,  𝐴𝑝 = 5𝑐𝑚
2; (d) System response when  𝑁 =
1000,  𝐴𝑝 = 10𝑐𝑚
2; (e) System response when  𝑁 = 1000,  𝐴𝑝 = 15𝑐𝑚
2. 
 
 
154 
 
5.5.4 Influence of the Location of Exciters on the Response and Stability 
The eigenvalues of the shaft system are in general complex, where the sign of the real part decides 
stability. Negative real part confirms asymptotic stability whereas a non-negative value indicates 
instability. So far for a particular speed of rotation, the maximum real part of the system eigenvalues 
should be negative for the stable operation of the shaft at that speed. Even though the system is not stable, 
instability can be postponed by introducing external forces with electromagnetic exciters, the closed-loop 
system are modified such that the influence of actuation may be represented by the terms ( )g i p Sk k k k−  
and 
g i vk k k , the additional stiffness and the damping coefficient of a spring and a damper, respectively, 
and are added to 2 2 3 3, , ,A B A B . The whole shaft system is guaranteed to be stable if the state matrix is a 
Hurwitz matrix after modification.  
As we can see from Figure 5.5, the responses of the system become steady at smaller values of 
amplitude after very short time. That is because under these cases, the location of exciters makes the 
subsystem 
Y
X  and 
Z
X  all stable. That means all the eigenvalues of both 
Y
A  and  
Z
A  are on the left half 
plane. 
To show the influence of the location of exciters on the system’s response and stability, we have tested 
other cases. The simulation results are demonstrated in Figure 5.6. For Figure 5.6 (a), when the exciter is 
located at node (25), there is one eigenvalue of both 
Y
A  and  
Z
A without negative real part. The eigenvalue 
has real part 120. This will lead to unbounded displacements in Y and Z directions, which may cause 
fatigue and failure of the system. For Figure 5.6 (b), when the exciter is located at node (5, 25, 45), there 
is one eigenvalue of both 
Y
A  and  
Z
A without negative real part. The eigenvalue has real part 230. This 
will lead to unbounded displacements in Y and Z directions, which may cause fatigue and failure of the 
system.  
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(a) 
 
(b) 
Figure 5.6. (a) System response when  𝑁 = 2000,  𝐴𝑝 = 5𝑐𝑚
2, the exciter is located at node (25); (b) 
System response when  𝑁 = 2000,  𝐴𝑝 = 5𝑐𝑚
2, the exciters are located at nodes (5, 25, 45). 
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5.6 Conclusions 
    On the basis of a highly nonlinear coupled PDE described flexural-torsional vibration model where 
unbalance, gyroscopic, rotary inertia, shear deformation and damping are all taken into consideration, a 
combination method of polynomial interpolation approximation-based model reduction approach and   
active vibration control technique is synthesized, which achieves real-time monitoring and control 
purposes.  
Compared with traditional finite element PDE transformation methods, the proposed polynomial 
interpolation approximation-based approach avoids the issue of ill-conditioned interpolation matrix, 
guarantees the boundedness of the approximation error between original PDE system and reduced-order 
ODE system. This proposed polynomial interpolation approximation-based approach will lead to a 
computationally more-efficient reduced-order model of PDE systems. It is more compatible with 
industrial applications due to its efficiency and capability to capture the physics of practical systems more 
concisely, which further facilitates the modeling, simulation and control of such systems. Besides that, it 
is also convenient and user-friendly in both simulation and control design. A novel combination approach 
of polynomial interpolation approximation-based method and canonical controller design can be used to 
control a PDE described system with uncertainties and modeling error. The approach can be extended to 
control any general system described by PDE such as the fluid flow, heat conduction, and chemical 
reactor processes.     
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6 Chapter 6 
Conclusion and Future Research 
6.1 Conclusion 
    The proposed polynomial interpolation approximation approach will lead to a computationally more-
efficient reduced-order model of PDE systems. It is more compatible with industrial applications due to 
its efficiency and capability to capture the physics of practical systems more concisely, which further 
facilitates the modeling, simulation and control of such systems. It is also convenient and user-friendly in 
both simulation and control design. 
The L1 adaptive controller provides a controller design tool for a wide range of systems with nonlinear 
model uncertainties. The knowledge obtained is essential for not only engineering understanding but also 
control of practical systems. It can help the monitoring, control and optimization of industry systems for 
improved efficiency and economy. 
 The novel approach combination of model reduction and L1 adaptive controller will be used to control 
a PDE described system with uncertainties and modeling error. The approach can be extended to control 
any general system described by PDE such as the fluid flow, heat conduction, and chemical reactor 
processes. 
6.2 Future Research 
6.2.1 Fiber-optic Enabled Medical Snake Robot          
    An autonomous and sub-millimeter scale snake robot has great potential in medical diagnosis and 
treatment, such as minimally invasive surgery (MIS), for example, it can be used to detect and remove 
arteriosclerosis in blood vessels. It can also be used in laser-ablation of cancer cells in near range. Due to 
its compact size, the fiber-optic-enabled snake robot could reach tissues deep inside the human body by 
taking advantage of the body’s natural channels, like blood vessels, bronchi and other tiny passages. 
Autonomous driving and steering will facilitate easy operation and high precision. This can also create 
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new avenues for broader applications, such as structural health monitoring (SHM), surveillance, search 
and rescue operations, inspection, maintenance and disease diagnosis and treatment. 
    we aim to add mobility to optical fibers and transform them into a snake robot for medical and other 
applications. Three metal wires with multiple actuators are embedded around the wall of the optical fiber. 
The actuators (“legs”) of the optical fibers will be realized by using photothermal materials, which expand 
when exposed to an optical source. The photothermal material will form an “inchworm” motor bonded to 
the underside of the metal wire. When exposed to laser, the actuators will be activated and the heat is 
transferred from regions of higher temperature to regions of lower temperature, which results in the 
expansion of metal material, and pushes forward the optical fiber. For real time monitoring and control of 
the locomotion and orientation of the snake robot, a 1D Partial Differential Equations (PDEs) described 
longitudinal thermal dynamic elastic model of metal wire is established. Because direct computation and 
analysis on the PDE system is time-consuming and difficult, polynomial interpolation approximation 
method is utilized to transform a PDE described system into a reduced-order Ordinary Differential 
Equations (ODEs) described system on the basis of state space theory. And then an L1 adaptive controller 
is developed for locomotion and orientation guidance of the snake robot. 
The proposed fundamental research will guide the creation of the first locomotive fiber-optic-enabled 
micro-robot. This all-optical platform can carry all-optical sensors, actuators and other optical devices. 
Take advantage of the optical fiber which is small size, light weight, immune to electromagnetic 
environment, and can survive in harsh environments, this all optical system on this locomotive optical 
fiber platform will bring in breakthrough applications, such as medical diagnosis, in-vivo surgery, 
pipeline monitoring, and structural health monitoring. 
6.2.2 Efficient Navier-Stokes Solvers for Incompressible Flows 
    Numerically solving the incompressible Navier-Stokes equations are challenging for a variety of 
reasons. First is the nonlinear nature of the partial differential equations. Especially for flows of high 
velocity or low viscosity, the equations can produce highly unstable flows in the form of eddies. There is 
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also the matter of the coupling between the velocity and the pressure imposed by the incompressibility 
constraint. Any algorithm must ensure a divergence-free flow field at any given time during the 
calculation. This matter leads to the question of how to recover the pressure from the velocity considering 
the equations do not provide any boundary conditions for the pressure.  
    An efficient and accurate solver for the incompressible Navier-Stokes equations based on a primitive 
variable formulation in which the incompressibility constraint has been replaced by a Pressure Poisson 
equation (PPE) can be developed. By using the PPE and determining the proper boundary conditions, we 
are able to overcome the weak coupling between the velocity and the pressure. Since direct computation 
and analysis on these highly nonlinear coupled Navier-Stokes equations are time-consuming and difficult, 
polynomial interpolation approximation-based approach, which formulates the PDE described system as a 
finite dimensional ODE described system can be used. Additionally, explicit treatment of the pressure 
term is enabled by using the finite difference method at each time step. The system of ODEs enables real 
time monitoring and control of the fluid mechanics. This will lead to breakthroughs in designs and 
general understanding of important area of science and engineering.         
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