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Abstract
Let P be a partially ordered set. The function La#(n, P ) denotes the size of the largest family
F ⊂ 2[n] that does not contain an induced copy of P . It was proved by Methuku and Pálvölgyi that
there exists a constant CP (depending only on P ) such that La
#(n, P ) < CP
(
n
⌊n/2⌋
)
. However, the order
of the constant CP following from their proof is typically exponential in |P |. Here, we show that if the
height of the poset is constant, this can be improved. We show that for every positive integer h there
exists a constant ch such that if P has height at most h, then
La#(n, P ) ≤ |P |ch
(
n
⌊n/2⌋
)
.
Our methods also immediately imply that similar bounds hold in grids as well. That is, we show that
if F ⊂ [k]n such that F does not contain an induced copy of P and n ≥ 2|P |, then
| F | ≤ |P |chw,
where w is the width of [k]n.
A small part of our proof is to partition 2[n] (or [k]n) into certain fixed dimensional grids of large
sides. We show that this special partition can be used to derive bounds in a number of other extremal set
theoretical problems and their generalizations in grids, such as the size of families avoiding weak posets,
Boolean algebras, or two distinct sets and their union. This might be of independent interest.
1 Introduction
Let us introduce the basic notation related to partially ordered sets (posets) used throughout the paper,
which is mostly conventional. If P is a poset, we denote by ≤P the partial order acting on the elements P .
If it is clear from the context which poset is under consideration, we may use ≤ instead of ≤P . A chain is
a poset, in which any two elements are comparable, and an antichain is a poset, in which any two elements
are incomparable. The height of P is the size of the largest chain in P , and the width of P is the size of the
largest antichain in P . The dimension of P is the smallest positive integer d for which there exist d linear
orderings π1, . . . , πd : P → [|P |] such that for x, y ∈ P , we have x <P y if and only if πi(x) < πi(y) for
i = 1, . . . , d.
Let P and Q be posets. A weak copy of P in Q is a subset P ′ of Q for which there exists a bijection
π : P → P ′ such that whenever x ≤P y, we have π(x) ≤Q π(y). Moreover, P ′ is an induced copy of P , if
x ≤P y holds if and only if π(x) ≤Q π(y). For example, every chain of size |P | is a weak copy of P , but not
an induced copy, unless P is also a chain. We say that a subset F ⊂ Q is (weak P )-free, or (induced P )-free
if F does not contain a weak copy of P , or an induced copy of P , respectively.
In this paper, we consider forbidden subposet problems in the Boolean lattice. The Boolean lattice 2[n]
is the power set of [n] = {1, . . . , n} ordered by inclusion. For a poset P , we define the two functions
La(n, P ) = max{| F | : F ⊂ 2[n] is (weak P )-free},
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and
La#(n, P ) = max{| F | : F ⊂ 2[n] is (induced P )-free}.
Forbidden weak and induced subposet problems in the Boolean lattice 2[n] are extensively studied. One
of the first such results is the classical theorem of Sperner [27], which states that if P is a chain of size 2,
then La(n, P ) = La#(n, P ) =
(
n
⌊n/2⌋
)
. This is equivalent to the statement that the width of 2[n] is
(
n
⌊n/2⌋
)
.
Erdős [9] generalized this result in the case P is a chain of size k; in this case,
La(n, P ) = La#(n, P ) = max
l
l+k−1∑
i=l+1
(
n
l
)
≤ (k − 1)
(
n
⌊n/2⌋
)
.
Note that this implies that for any poset P on k elements, we have the following bound on the weak subposet
problem: La(n, P ) ≤ (k−1)( n⌊n/2⌋). The value of La(n, P ) was also studied for a number of fixed posets such
as forks and brooms [7, 19, 28], diamond [14, 22], butterfly [8], cycles C4k on two levels [15]. In case the Hasse
diagram of P is a tree, it was proved by Bukh [3] that La(n, P ) < (h− 1+ o(1))( n⌊n/2⌋), where h is the height
of P , and Boehnlein and Jiang [2] improved this result by showing that La#(n, P ) < (h − 1 + o(1))( n⌊n/2⌋)
also holds.
In general, Burcsi and Nagy [4] and Chen and Li [6] derived bounds on La(n, P ) depending on the height
and size of P , which was improved by Grósz, Methuku and Tompkins [17] to the asymptotically optimal
bound.
Theorem 1. (Grósz, Methuku and Tompkins [17]) Let P be a poset of height h. Then
La(n, P ) = O(h log(|P |/h+ 2))
(
n
⌊n/2⌋
)
.
However, it seems that getting general upper bounds in the forbidden induced subposet problem is more
challenging. The value of La#(n, P ) was studied for small posets such as the 2-fork [5] and diamond [23]. Lu
and Milans [23] proved that if P is a poset of height 2, then La#(n, P ) = O(|P |( n⌊n/2⌋)) and they conjectured
that for any poset P , La#(n, P )/
(
n
⌊n/2⌋
)
is bounded by a constant depending only on P . This conjecture
was settled by Methuku and Pálvölgyi [26].
Theorem 2. (Methuku and Pálvölgyi [26]) Let P be a poset. There exists a constant CP such that
La#(n, P ) ≤ CP
(
n
⌊n/2⌋
)
.
However, the constant CP produced by their proof is of the form 2
dKP , where d is the dimension of P ,
and the constant KP comes from a forbidden matrix pattern problem and is also typically exponential in the
size of P , even for posets of height two. (We shall discuss this in more detail in Section 1.2 and Section 1.3.)
Later, Méroueh [25] proved that the Lubell mass of any (induced P )-free family F ⊂ 2[n] is also bounded by
a constant C′P , but this constant is also expontial in |P |. On the other hand, it is not known whether CP
can be chosen to be linear in |P |.
The goal of our paper is to show that if the height of P is a constant, then La#(n, P )/
(
n
⌊n/2⌋
)
is bounded
by a polynomial in |P |. Due to the nature of our proof method, our results immediately generalize to yield
bounds on the size of (induced P )-free families in grids as well, which might be of independent interest.
Thus, to be able to state our results in their full generality, we shall first define the notion of grids and
cartesian product of posets.
Definition 1. If P1 = (X1,≤1), . . . , Pn = (Xn,≤n) are partially ordered sets, their cartesian product,
denoted by P1×· · ·×Pn, is the poset P = (X,≤), where X = X1×· · ·×Xn and for (x1, . . . , xn), (y1, . . . , yn) ∈
X we have (x1, . . . , xn) ≤ (y1, . . . , yn) if xi ≤ yi holds for i ∈ [n].
Definition 2. Let k1, . . . , kn be positive integers larger than 1. The cartesian product [k1] × · · · × [kn]
is endowed with a natural point-wise ordering : if (a1, . . . , an), (b1, . . . , bn) ∈ [k1] × · · · × [kn], then
(a1, . . . , an)  (b1, . . . , bn) if a1 ≤ b1,. . . ,an ≤ bn. We shall refer to this poset structure (and every
poset isomorphic to it) as an n-dimensional grid. The sides of the grid [k1] × . . . [kd] are k1, . . . , kd. If
k1 = · · · = kn = k, we shall write [k]n instead of [k1]× · · · × [kn].
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Note that the Boolean lattice 2[n] is isomorphic to [2]n, and the cartesian product of n chains is a
n-dimensional grid. If C1, . . . , Cn are chains, the function π : C1 × · · · × Cn → [|C1|] × · · · × [|Cn|] defined
by π((c1, . . . , cn)) = (l1, . . . , ln), where ci is the li-th smallest element of the chain Ci for i ∈ [n], is called
the natural bijection. Also, note that the dimension of a poset P is equal to the least positive integer d such
that P is an induced subposet of [|P |]d.
Forbidden subposet problems in grids are less studied. If P is a chain of size l, then it is a simple
consequence of the so called normalized matching property of [k]n that any P -free family F ⊂ [k]n has size
at most (l − 1)w, where w is the width of [k]n, see [1] for the related definitions and results. The author of
this paper [30] proved the following general result, which extends Theorem 2: for any poset P , there exists a
constant CP such that if k, n are positive integers, where n is at least the dimension of P , then any (induced
P )-free family F ⊂ [k]n satisfies | F | ≤ CPw, where w is the width of [k]n.
1.1 Our results
Now let us state the main theorem of this manuscript, which not only implies the previous result for large
n, but it gives a bound on the constant CP in terms of the size and the height of P , which can be viewed as
an induced analog of Theorem 1.
Theorem 3. For any positive integer h there exists a constant ch such that the following holds. Let k and n
be positive integers, w be the width of [k]n, and let P be a poset of height h such that n > 2|P |. If the family
F ⊂ [k]n does not contain an induced copy of P , then
| F | ≤ |P |chw.
In particular,
La#(n, P ) ≤ |P |ch
(
n
⌊n/2⌋
)
for n sufficiently large.
Unfortunately, the dependence of ch on h we are able to prove is quite poor, we get that ch = 2
O(h log h).
In case h = 2, our proof yields the following bound, which depends asymmetrically on the two vertex classes
of P . Here, the two vertex classes of P refer to the set of maximal and minimal elements of P .
Theorem 4. Let P be a poset of height 2 and let a ≤ b be the sizes of the two vertex classes of P . Let k
and n be positive integers such that n > a+Θ(log b), and let w be the width of [k]n. If the family F ⊂ [k]n
does not contain an induced copy of P , then
| F | = aO(1)(log b)O(1)w.
In particular,
La#(n, P ) = aO(1)(log b)O(1)
(
n
⌊n/2⌋
)
for n sufficiently large.
As a byproduct of the proof of Theorem 3, we get a short proof of a bound on the size of (weak P )-free
families in grids as well, which is only a slightly worse in the case of the Boolean lattice than the one in
Theorem 1.
Theorem 5. Let P be a poset of height h and let k and n be positive integers such that n ≥ 2 log2 |P |. Also,
let w be the width of [k]n. If the family F ⊂ [k]n does not contain a weak copy of P , then
| F | ≤ O(wh log3/2 |P |).
In particular,
La(n, P ) ≤ O
((
n
⌊n/2⌋
)
h log3/2 |P |
)
.
Finally, let us remark that in Section 2, we present a general technique which might be used to derive
bounds for other extremal set theoretical problems as well, and for their generalizations in grids. See Section
2.2 for two applications, one involving Boolean algebras, and one on the size of families not containing two
distinct sets and their union.
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1.2 Matrix patterns
Let us describe the matrix pattern problem mentioned in the Introduction. The topic discussed in this
section is not necessary for our results, but it shares a lot of similarity with the topic of forbidden subposet
problems. Also, our proof ideas are partially motivated by the techniques used in this area.
A d-dimensional matrix pattern is a d-dimensional 0 − 1 matrix. If A and M are d-dimensional matrix
patterns, we say that M contains A, if we can change some 1 entries of M to 0 so that the resulting matrix
contains A as a submatrix. We say that M avoids A if M does not contain A. The weight of a matrix M is
the number of 1-s in M and is denoted by ω(M). A d-dimensional permutation pattern is a d-dimensional
matrix pattern A such that every (d − 1)-dimensional axis-parallel hyperplane of A contains exactly one 1
entry. Finally, if A is a d-dimensional matrix pattern, let
ex(n,A) = max{ω(M) : M is an n× · · · × n sized d-dimensional matrix pattern avoiding A}.
The celebrated result of Marcus and Tardos [24] is that if A is a k × k sized 2-dimensional permutation
pattern, then there exists a constant KA such that ex(n,A) ≤ KAn. It was proved by Fox [12] that
KA = 2
O(k), and he proved that KB = 2
Ω(k1/2) for certain k×k sized permutation patterns B. These results
were generalized to higher dimensional permutation patterns by Klazar and Marcus [20] and Geneson and
Tian [13]. In the latter paper, it is proved that for any k×· · ·×k sized d-dimensional permutation pattern A,
we have ex(n,A) = 2Od(k)nd−1, and there exist k× · · · × k sized d-dimensional permutation patterns B such
that ex(n,A) = 2Ωd(k
1/d)nd−1. Here, and in the rest of our paper, Op1,...,ps(.), Ωp1,...,ps(.) and Θp1,...,ps(.)
mean that the constant hidden in the notation O(.), Ω(.) and Θ(.) may depend on the parameters p1, . . . , ps.
1.3 Overview of the proof
To motivate the proof of Theorem 3, we shall briefly sketch the proof of Theorem 2 by Methuku and Pálvölgyi
[26]. Firstly, they note the following correspondence between forbidden subposet problems and forbidden
matrix pattern problems. If P is a d-dimensional poset, then there is a |P | × · · · × |P | sized d-dimensional
permutation pattern A such that every (induced P )-free family F ⊂ [l]d corresponds to an l × · · · × l sized
d-dimensional matrix patternM avoidingA and satisfying ω(M) = | F |. But then there exists some constant
KP such that | F | ≤ KP ld−1. Secondly, using a certain averaging argument in 2[n], they prove that having
the bound | F | ≤ KP ld−1 for (induced P )-free families in [l]d implies that La#(n, P ) ≤ 2dKP
(
n
⌊n/2⌋
)
.
Now let us sketch our proof of Theorem 3 in the light of the previous reasoning. First, using a certain
partitioning argument, we show that if someone can find two constants d and KP such that for every l ∈ Z+
and every (induced P )-free family F ′ ⊂ [l]d, we have | F ′ | ≤ KP ld−1, then | F | ≤ O(
√
dKPw) holds for
every (induced P )-free family F ⊂ [k]n, where n ≥ d and w is the width of [k]n. This can be found in Section
2. We remark that the same idea was also presented in [30] by the author of this paper, but in a less general
form and with a weaker quantitative bound.
Then, the hearth of the proof is in Section 3, where we show that we can choose d ≤ |P |+O(log |P |) and
KP = |P |c(h), where c(h) is a function depending only on h, the height of P .
2 Partitioning into grids
2.1 Partitioning lemma
The following estimate on the width of [k]n, which can be found on p.63-68 in [1], will come in handy later.
Lemma 6. Let k, n be positive integers such that k ≥ 2. Then the width of [k]n is Θ(kn−1/√n).
The first idea in the proof of Theorem 3 is the following heuristic, which can applied in similar problems
as well. Instead of trying to bound the size of the maximal (induced P )-free family in [k]n, where we think
of k as fixed and n is tending to infinity (such as the Boolean lattice), we try to find a bound for the same
question in [l]d, where we think of d as fixed and l is tending to infinity. The following partitioning type
lemma and its corollary is the key in connecting these two problems. This lemma was proved in a more
general form by the author of this paper in [29], and in this special form in [30].
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Lemma 7. Let k, n be positive integers and let w be the width of [k]n. Then [k]n can be partitioned into w
chains such that the size of each chain is at least Ω(kn/w) = Ω(k
√
n).
Let us remark that the exact bound appearing in [29] gives kn/2w − 1/2, but it is more convenient to
work with the form Ω(k
√
n), which is a consequence of Lemma 6. The following immediate corollary of
Lemma 7 is what we shall use.
Corollary 8. Let k, n, d be positive integers such that k ≥ 2 and n ≥ d. Let m1, . . . ,md be positive
integers such that m1 + · · · +md = n and m1, . . . ,md ∈ {⌊n/d⌋, ⌈n/d⌉}. Then [k]n can be partitioned into
d-dimensional grids G1, . . . , Gs such that for each i ∈ [s], Gi = Ci,1 × · · · × Ci,d, where Ci,j ⊂ [k]mj is a
chain of size Ω(k
√
n/d) for j ∈ [d].
Proof. By Lemma 7, [k]mj can be partitioned into chains Dj,1, . . . , Dj,sj for j ∈ [d] such that
|Dj,l| = Ω(k√mi) = Ω(k
√
n/d)
for l ∈ [sj ]. But then the family of the d-dimensional grids
{D1,l1 × · · · ×Dd,ld}(l1,...,ld)∈[s1]×···×[sd]
satisfies the conditions.
Finally, the following theorem shows the connection between bounds in small dimensional grids and
bounds in large dimensional grids for (induced P )-free and (weak P )-free families.
Theorem 9. Let P be a poset and d be a positive integer. Suppose that the constant C satisfies that for
every positive integer m, we have | F ′ | ≤ Cmd−1 for every family F ′ ⊂ [m]d not containing an induced (or
weak) copy of P . Then for every positive integer n ≥ d and k, if F ⊂ [k]n does not contain an induced (or
weak) copy of P , then | F | = O(C√dw), where w is the width of [k]n.
Proof. Let G1, . . . , Gs be a partition of [k]
n into d-dimensional grids satisfying the properties of Corollary 8.
Then every side of Gi is Ω(k
√
n/d). Let F ⊂ [k]n be a family not containing an induced (or weak) copy of
P and let F i = F ∩Gi. Let m be the smallest side of Gi, then by a simple averaging argument, Gi contains
an m× · · · ×m sized subgrid G′i such that |G′i ∩ F i | ≥ | F i |md/|Gi|. But we have |G′i ∩ F i | ≤ Cmd−1 as
G′i ∩F i is a subfamily of a grid isomorphic to [m]d and G′i ∩F i does not contain an induced (or weak) copy
of P . Thus, we have
|Fi| ≤ |G
′
i ∩ Fi||Gi|
md
≤ C|Gi|
m
= O
(
C|Gi|
k
√
n/d
)
.
But then
|F| =
s∑
i=1
|Fi| = O
(
C
∑s
i=1 |Gi|
k
√
n/d
)
= O
(
Ckn
k
√
n/d
)
= O(C
√
dw),
where the last equality holds by Lemma 6.
2.2 Applications
Corollary 8 is not only applicable in forbidden subposet problems. In this section, we present two immediate
applications of this result, where we bound the size of certain families of [k]n avoiding a fixed substructure.
A subset B of 2[n] is a d-dimensional Boolean algebra, if there exist disjoint sets X0, X1, . . . , Xd ⊂ [n]
such that
B =
{
X0 ∪
⋃
i∈I
Xi : I ⊂ [d]
}
.
Let b(n, d) denote the size of a maximal sized family in 2[n] not containing a d-dimensional Boolean algebra.
A 1-dimensional Boolean algebra is a pair of comparable sets in 2[n], so Sperner’s theorem [27] gives us that
b(n, 1) =
(
n
⌊n/2⌋
)
= Θ(2nn−1/2). In case d = 2, Erdős and Kleitman [11] proved that b(n, 2) = Θ(2nn−1/4).
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In general, Gunderson, Rödl and Sidorenko [16] showed that b(n, d) = Od(2
nn−1/2
d
), where the constant
hidden in Od(.) is super exponential in d. This was improved by Johnston, Lu and Milans [18] to b(n, d) =
O(2nn−1/2
d
). Here, we present a short proof of the latter bound b(n, d) = O(2nn−1/2
d
), and show a similar
bound for a natural generalization of the problem in grids.
Let us extend the definition of Boolean algebra in grids. Say that two vectors v,w ∈ {0, 1, . . . , k − 1}d
are disjoint, if at most one of v(i) and w(i) is nonzero for i ∈ [d]. Then B ⊂ [k]n is a Boolean algebra,
if there exist d + 1 vectors v0 ∈ [k]n and v1, . . . ,vd ∈ {0, 1, . . . , k − 1}n such that v1, . . . ,vd are pairwise
disjoint and
B =
{
v0 +
∑
i∈I
vi : I ⊂ [d]
}
.
Note that a Boolean algebra in [2]n corresponds to a Boolean algebra in 2[n] in the natural way.
Theorem 10. Let k, n, d be positive integers such that k ≥ 2 and n ≥ d. If F ⊂ [k]n does not contain a
d-dimensional Boolean algebra, then
| F | = O(kn−1/2d−1n−1/2d).
In particular,
b(n, d) = O(2nn−1/2
d
).
Proof. First, let us consider the case n = d. In this case, B ⊂ [k]d is a d-dimensional Boolean algebra if and
only if there exist v0,v1 ∈ [k]d such that v0(i) < v1(i) for i ∈ [d] and
B = {(vi1 (1), . . . ,vid(d)) : (i1, . . . , id) ∈ {0, 1}d}.
But then the problem under consideration is equivalent to an extremal hypergraph Turán problem. Consider
the d-uniform d-partite hypergraph H with each vertex class being a copy of [k], where x1 . . . xd forms a
hyperedge if (x1, . . . , xd) ∈ F . Then F does not contain a d-dimensional Boolean algebra if and only if H
does not contain the complete d-partite d-uniform hypergraph K2,...,2. But then by a result of Erdős [10],
H has at most kd−1/2d−1 hyperedges, so | F | ≤ kd−1/2d−1 .
Now suppose that n > d and let F ⊂ [k]n be a family not containing a d-dimensional Boolean algebra.
From now on, we shall follow a similar line of proof as in Theorem 9. Let m1, . . . ,md be positive integers
and G1, . . . , Gs be a partition of [k]
n into d-dimensional grids defined in the same way as in Corollary 8.
That is, Gi = Ci,1 × · · · × Ci,d for i ∈ [s], where Ci,j ∈ [k]mj is a chain of size Ω(k
√
n/d) for j ∈ [d].
Again, let m be the smallest side of Gi, then by a simple averaging argument, Gi contains a subgrid
G′i = C
′
i,1 × . . . C′i,d such that C′i,j ⊂ Ci,j , |C′i,j | = m and |G′i ∩ F | ≥ |F i |md/|Gi|. Consider the natural
bijection π : G′i → [m]d. Then it is easy to see that π(F ∩G′i) ⊂ [m]d also does not contain a d-dimensional
Boolean algebra, so we have |G′i ∩ F | ≤ md−1/2
d−1
. But then
|Gi ∩ F | ≤ |G
′
i ∩ Fi||Gi|
md
≤ |Gi|m−1/2d−1 = O(|Gi|(k
√
n/d)−1/2
d−1
),
which yields
|F| =
s∑
i=1
|Gi ∩ F | ≤ O(
s∑
i=1
|Gi|(k
√
n/d)−1/2
d−1
) = O(kn−1/2
d−1
n−1/2
d
),
where the last equality holds noting that 1/2 < d−1/2
d ≤ 1.
Let us show another quick application of Corollary 8. Kleitman [21] proved that if a family F ⊂ 2[n] does
not contain three distinct sets A,B,C such that A = B ∪ C, then | F | ≤ ( n⌈n/2⌉) + 2n/n. We shall prove a
generalization of a somewhat weaker bound in grids. For v,w ∈ [k]n, let
v ∨w = (max{v(1),w(1)}, . . . ,max{v(n),w(n)}).
Theorem 11. Let k, n be positive integers larger than 1. Suppose that the family F ⊂ [k]n does not contain
three distinct elements u,v,w such that u = v ∨w. Then | F | = O(w), where w is the width of [k]n.
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Proof. First, suppose that F ⊂ [k]× [l] is a family not containing three distinct elements u,v,w such that
u = v ∨w. In this case, we show that | F | ≤ k + l. To this end, suppose that | F | ≥ k + l+ 1. Say that an
element (a, b) ∈ F is x-bad, if there is no (a′, b) ∈ F with a′ < a, and say that (a, b) is y-bad, if there is no
(a, b′) ∈ F such that b′ < b. Every row of [k] × [l] contains at most one x-bad element, and every column
has at most one y-bad element, so F has at most k + l elements that are either x-bad or y-bad. Hence, F
has an element u = (a, b) for which there exist v = (a′, b),w = (a, b′) ∈ F such that a′ < a and b′ < b. But
then u = v ∨w, contradiction.
Now let n ≥ 2 and let F ⊂ [k]n such that F does not contain three distinct elements u,v,w such
that u = v ∨ w. Apply Corollary 8 to find a partition of [k]n into the 2-dimensional grids G1, . . . , Gs
such that Gi = Ci × Di, where Ci ∈ [k]⌊n/2⌋ and Di ∈ [k]⌈n/2⌉ are chains of size Ω(k
√
n). Note that if
π : Gi → [|Ci|]× [|Di|] is the natural bijection, then π(F ∩Gi) also does not contain three distinct elements
u,v,w such that u = v ∨w. Hence, we have
|Gi ∩ F | ≤ |Ci|+ |Di| ≤ 2|Gi|
min{|Ci|, |Di|} = O
( |Gi|
k
√
n
)
.
But then
| F | =
s∑
i=1
| F ∩Gi| ≤ O
(
kn
k
√
n
)
= O(w),
where the last equality holds by Lemma 6.
3 Bounds in fixed dimension
The aim of this section is to prove the following theorem.
Theorem 12. There exists a constant c(h) depending only on h such that the following holds. Let k be a
positive integer, d = 2|P |. If the family F ⊂ [k]d does not contain an induced copy of P , then
| F | ≤ |P |c(h)kd−1.
Let us sketch the proof of Theorem 12 while introducing the notation used in this section.
Definition 3. The complete multivel poset, Kr1,...,rh , is defined as follows. Let A1, . . . , Ah be disjoint sets
such that |Ai| = ri for i = 1, . . . , h. Let K = Kr1,...,rh be the poset on the set A1 ∪ · · · ∪ Ah, where x <K y
holds if and only if x ∈ Ai and y ∈ Aj for some 1 ≤ i < j ≤ h. If r1 = · · · = rh = r, write Khr instead of
Kr1,...,rh .
Fix a poset P of height h and let p = |P |. Then P can be partitioned into h antichains A1, . . . , Ah such
that every element of Ai is smaller than or incomparable to any element of Aj for 1 ≤ i < j ≤ h. Take Ai
to be the set of elements x ∈ P for which the size of the largest chain starting from x is i, for example. We
refer to the sets A1, . . . , Ah as the levels of P . Let the rank of x ∈ P , denoted by rk(x), be i if x ∈ Ai.
Our idea to find an induced copy of P in a family F ⊂ [k]d is to first find an induced copy of K|A1|,...,|Ah|
in some lower dimensional slice of F , which we shall correct vertex by vertex to resemble more and more to
P by using one new dimension each time.
To this end, let q = p − |Ah| and define the sequence of posets P0, . . . , Pq as follows. First of all, let
z1, . . . , zp be an enumeration of the elements of P , which satisfies rk(z1) ≤ · · · ≤ rk(zp). Let P0 be the poset
on the elements of P such that x <P0 y if rk(x) < rk(y). Then P0 is isomorphic to K|A1|,...,|Ah|. If Pl is
already defined, where l < p, define Pl+1 as follows. For a poset Q, let
R(Q) = {(x, y) ∈ Q2 : x <Q y}
be the set of comparable pairs of Q. We shall define Pl+1 by setting R(Pl+1). Let
S = {x ∈ P : zl+1 ≤P x},
then set
R(Pl+1) = R(Pl) \ (S × (P \ S)).
7
In other words, we change Pl to resemble more to P by correcting the comparabilities involving zl+1, and
some other comparabilities necessary to keep the transitivity property of ≤Pl , the resulting poset being Pl+1.
It is clear that Pl+1 is a subposet of Pl, and it can be easily proved by inducton on l that if 1 ≤ i < j ≤ p
and i ≤ l, then zi <Pl zj if and only if zi <P zj . Hence, Pq = P , as the elements of Ah are already forming
an antichain in P0.
Section 3.1 is devoted to finding bounds on the size of (induced P0)-free families. Then, in Section 3.2,
we prepare the proof of Theorem 12, which is presented in Section 3.3.
3.1 Chains and complete h-partite posets
Definition 4. Let Q be a poset and let k, n be positive integers. Q′ ⊂ [k]n is a strong copy of Q if Q′ is an
induced copy of P , and whenever x,y ∈ Q′ satisfy x ≺ y, we have strict inequality in every coordinate, that
is, x(i) < y(i) for i ∈ [n]. Note that we allow incomparable pairs of Q′ to have some of their coordinates
equal.
The notion of strong copy is useful for the following reason. Let F ⊂ [k]n be a family not containing a
strong copy of P . Often, when trying to bound the size of F , we shall use induction on k in the following
fashion. With some suitable positive integer s, we divide [k]n into s × · · · × s sized blocks Bx indexed by
x ∈ [k/s]n. If F1 ⊂ [k/s]n is the family of indices x such that F ∩Bx is non-empty, then F1 does not contain
a strong copy of P either, so we can use our induction hypothesis to bound the size of F1.
Note that this is not necessarily true if the notion of strong copy is replaced with induced copy: if
F = {(1, 2), (3, 1)} ⊂ [4]2, then F does not contain a chain of size 2; however, if s = 2, then F1 =
{(1, 1), (2, 1)} ⊂ [2]2, which does contain a chain of size 2.
Now, our goal is to prove a bound on the size of the maximal family in [k]d not containing a strong copy
of P0 ∼= K|A1|,...,|Ah|. To this end, we first prove a bound on the size of families not containing a strong copy
of a chain of fixed size.
Lemma 13. Let k, d, h be positive integers and let Ch be a chain of size h. If F ⊂ [k]d does not contain a
strong copy of Ch, we have
| F | ≤ d(h− 1)kd−1.
Proof. We proceed by induction on h. In case h = 1, the statement is trivial.
Suppose that h > 1 and let F ⊂ [k]d such that F does not contain a strong copy of Ch. Let Fd = F and
define the families Fd−1, . . . ,F0 as follows. Suppose that F i is already defined. Say that an element x ∈ F i
is bad, if there is no y ∈ F i such that x(j) = y(j) for [j] ∈ [d] \ {i} and x(i) < y(i). Let
Fi−1 = Fi \ {x ∈ Fi : x is bad}.
Each row of [k]d in the direction of the i-th coordinate can contain at most one bad element, so there are at
most kd−1 bad elements in F i. Hence, we have | F i−1 | ≥ | F i | − kd−1, which implies | F0 | ≥ | F | − dkd−1.
Also, note that F0 does not contain a strong copy of Ch−1. To this end, suppose that C ⊂ F0 is a strong
copy of Ch−1 with maximal element x0. Then, there exist x1, . . . ,xd such that for i ∈ [d], xi ∈ F i, and
xi−1(j) = xi(j) if j ∈ [d] \ {i} and xi−1(i) < xi(i). But then x0(j) < xd(j) for j ∈ [d], so C ∪ {xd} is a
strong copy of Ch in F , contradiction.
By induction, we have | F0 | ≤ d(h− 2)kd−1, so | F | ≤ d(h− 1)kd−1.
Now we are ready to bound the size of families not containing a strong copy of a complete multilevel
poset.
Lemma 14. Let k, d, h, r be positive integers such that 2d−2/(d + 1) ≥ r. If F ⊂ [k]d does not contain a
strong copy of Khr , then
| F | ≤ 4d(h− 1)kd−1.
Proof. First, we shall prove by induction on s, that if k = 2s, then | F | ≤ 2d(h− 1)kd−1.
If s = 0, the statement is trivial. Suppose that s > 0 and let F ⊂ [k]d be a family not containing a strong
copy of Khr . Divide [k]
d into 2× · · · × 2 sized blocks, that is, for x ∈ [k/2]d, let Bx = {2x− ǫ : ǫ ∈ {0, 1}d}.
8
Define the families F1,F2 ⊂ [k/2]d as follows. For x ∈ [k/2]d, let x ∈ F1 if Bx ∩ F is non-empty, and
let x ∈ F2 if |Bx| ≥ r(d + 1). Clearly, we have
| F | ≤ r(d+ 1)|F1|+ 2d|F2| ≤ 2d−2|F1|+ 2d|F2|.
Firstly, note that F1 does not contain a strong copy of Khr . Indeed, if S ⊂ F1 is a strong copy of Khr ,
then the set S′ ⊂ F we get by taking an arbitrary element from each of the blocks Bx, x ∈ S, is also a strong
copy of Khr in F , contradiction. Hence, by our induction hypothesis, we have | F1 | ≤ 2d(h− 1)(k/2)d−1.
Secondly, we claim that F2 does not contain a strong copy of a chain of size h. Suppose to the contrary,
that S ⊂ F2 is a strong copy of a chain of size h. For each x ∈ S, Bx∩F contains at least r(d+1) elements.
As the size of the largest chain in Bx is d + 1, Bx ∩ F also contains an antichain Sx of size r. But then⋃
x∈S Sx is a strong copy of K
h
r , contradiction. Hence, Lemma 13 yields that | F2 | ≤ d(h− 1)(k/2)d−1.
We conclude as
| F | ≤ 2d−2|F1|+ 2d|F2| ≤ 2d−22d(h− 1)(k/2)d−1 + 2dd(h− 1)(k/2)d−1 = 2d(h− 1)kd−1.
The only case remaining is when k is not a power of 2. Let 2s < k < 2s+1 and let F ⊂ [k]n be a family
not containing a strong copy of Khr . By a simple averaging argument, [k]
n contains a 2s × · · · × 2s sized
subgrid G such that |G ∩ F | ≥ (2s/k)d| F |. But we have |G ∩ F | ≤ 2d(h− 1)2s(d−1), which implies
| F | ≤ 2d(h− 1)kd−1(k/2s) < 4d(h− 1)kd−1.
An immediate corollary of Lemma 14 combined with Theorem 9 is Theorem 5.
Proof of Theorem 5. As P is a poset of height h, it is a weak subposet of Kh|P |. Setting d = ⌈2 log2 |P |⌉+ 5,
we have 2d−2/(d + 1) ≥ |P |. Set C = 4d(h − 1), then C = O(h log |P |), and by Lemma 14, we have
| F0 | ≤ Ckd−1 for every family F0 ⊂ [k]d not containing an induced copy of Kh|P |.
But then Lemma 9 implies that | F | = O(C√dw) = O(wh log3/2 |P |).
3.2 Finding P in dense families
In this section, we prove a bound of the form O|P |(k
d−1/h) on the size of (induced Pl)-free families in [k]
d.
This result is too weak on its own, as we are looking for a bound of the form O|P |(k
d−1), but it provides
a strong estimate when k is bounded by some polynomial of |P |. We shall use this bound in the proof of
Theorem 12 to handle certain irregular cases, when a family F has unusually high density in some small
parts of [k]d.
Let r = max1≤i≤h |Ah| and let d0 be the smallest positive integer such that 2d0−2/(d0 + 1) ≥ r.
Lemma 15. Let k be a positive integer, l ∈ {0, 1, . . . , q} and d = d0 + l. If the family F ⊂ [k]d does not
contain a strong copy of Pl, then
| F | ≤ (8d0(h− 1) + 4lhk(h−1)/h)kd−1.
Proof. If k ≤ (8h)h, the statement is trivial as
| F | ≤ kd < (8d0(h− 1) + 4lhk(h−1)/h)kd−1.
Hence, we can assume that k ≥ 2h.
First, suppose that k = sh, where s is a positive integer. The general case will follow using an averaging
argument similar to that of in the proof of Lemma 14. We shall prove by induction on l that
| F | ≤ (4d0(h− 1) + 2lhk(h−1)/h)kd−1
for any F ∈ [k]d not containing a strong copy of Pl. (Let us remark that d is a function of l, which we
chose to not denote.) For l = 0, we have d = d0 and Pl = K|A1|,··· ,|Ah|, which is an induced subposet of K
h
r .
Hence, Lemma 14 implies the desired result.
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Now suppose that l ≥ 1 and let F ⊂ [k]d be a family not containing a strong copy of Pl. For i = 0, . . . , h,
define the equivalence relation ≡i on [k] such that a ≡i b if ⌈a/si⌉ = ⌈b/si⌉. Also, in case i ≥ 1, let a→i b, if
a < b, a ≡i b but a 6≡i−1 b. Finally, for x,y ∈ [k]d, let x ≡i y if x(j) = y(j) for j ∈ [d− 1] and x(d) ≡i y(d),
and let x →i y if x(j) = y(j) for j ∈ [d− 1] and x(d) →i y(d).
We shall use the following property of →i. If i < j and a→i b, a→j c, then b→j c, in particular, b < c.
Also, if b→i a and c→j a, then c→j b, in particular, b < c.
Say that an element x ∈ F is good if for i = 1, . . . , h, there exist x(−i),x(i) ∈ F such that x(−i) →i x
and x →i x(i). We can think of the good elements in the following way as well: divide [k]d perpendicular to
the direction of the d-th dimension into equal blocks of height si for i = 1, . . . , h. Then x ∈ F is good if for
i = 1, . . . , h there are elements of F below and above x that are in the same si sized block as x, but not in
the same si−1 sized block.
Let G be the family of the good elements of F .
Claim 16.
|G| ≥ |F | − 2hkd−1sh−1.
Proof. Let Bi be the family of elements x ∈ F such that there is no x(−i) or x(i) as defined above.
Note that [k]d has kd−1sh−i pieces of ≡i equivalence classes, each of size si. Let E be such an equivalence
class. Also, ≡i−1 further divides E into s pieces of ≡i−1 equivalence classes E1, . . . , Es in increasing order,
each of size si−1. However, Bi ∩ E contains those elements of F that fall into Ea and Eb, where a is the
smallest index such that F ∩Ea 6= ∅ and b is the largest index such that F ∩Eb 6= ∅ (if E ∩F is non-empty).
But then |Bi ∩ E| ≤ |Ea| + |Eb| ≤ 2si−1, and as this is true for every ≡i equivalence class E, we get
|Bi| ≤ 2kd−1sh−1. Then we are finished as
|G| = | F \
h⋃
i=1
Bi| ≥ | F | − 2hkd−1sd−1.
By averaging, there exists t ∈ [k] such that the (d− 1)-dimensional slice
Gt = {(x1, . . . , xd−1) : (x1, . . . , xd−1, t) ∈ G} ⊂ [k]d−1
contains at least |G|/k elements. We shall conclude the proof of this lemma by showing that Gt does not
contain a strong copy of Pl−1. Suppose to the contrary that U = {u1, . . . ,up} ⊂ Gt is a strong copy of Pl−1,
where ui corresponds to the vertex zi ∈ P . We use these vertices as a reference to find a strong copy of Pl
in F .
For i ∈ [p], let xi = (ui(1), . . . ,ui(d − 1), t) ∈ G, and let X = {x1, . . . ,xp}. Also, define the bijection
π : P → X by setting π(zi) = xi.
Define the points yi ∈ F as follows. Let r = rk(zi) and S = {z ∈ P : zl ≤Pl z}. Then
yi =
{
x
(r)
i if zi ∈ S,
x
(r−1−h)
i if zi 6∈ S.
See Figure 1 for an illustration of X and Y .
Claim 17. Y = {y1, . . . ,yp} is a strong copy of Pl.
Proof. First, we show that Y is an induced copy of P . Let t1, . . . , tp be the d-th coordinates of y1, . . . ,yp,
respectively. Clearly, we have yi  yj if and only if xi  xj and ti ≤ tj .
Let R = {(zi, zj) ∈ P 2 : yi < yj}, R1 = {(zi, zj) ∈ P 2 : xi < xj} and
R2 = {(zi, zj) ∈ P 2 : i ≤ j and ti < tj}.
We have R1 = R(Pl−1) as X is an induced copy of Pl−1, moreover R = R1 ∩ R2. We want to show
that R = R(Pl). Let zi ∈ Aa, zj ∈ Ab such that i < j and a ≤ b. If a = b, then (zi, zj) 6∈ R1 as
R1 = R(Pl−1) ⊂ R(P0). Now suppose that a < b. If zi ∈ S, we have t →a ti, and if zi 6∈ S, ti →h+1−a t.
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xd
pi(A1)
pi(A2)
xl
yl
Gt
Figure 1: An illustration of how we construct the strong copy of the height 2 poset Pl after finding a strong
copy of Pl−1 in Gt. Here, • is used for the elements of π(S) and their image in the copy of Pl, and ◦ is used
for the elements of π(P \ S) and their image.
Similarly, if zj ∈ S , we have t →b tj , otherwise, tj →h+1−b t. Hence, ti 6< tj if and only if zi ∈ S and
zj ∈ P \ S. But then
R = R1 ∩R2 = R1 \ (S × (P \ S)) = R(Pl),
so Y is truly an induced copy of P .
But Y is also a strong copy of P . To this end, let 1 ≤ i < j ≤ p such that yi < yj . Then rk(zi) < rk(zj).
Also, the first d− 1 coordinates of yi and yj form ui and uj , respectively, and U is a strong copy of Pl−1, so
we have strict inequality in the first d− 1 coordinates. Moreover, we have ti < tj as ti = tj can only occur
if rk(zi) = rk(zj).
We showed that Gt does not contain a strong copy of Pl−1, so our induction hypothesis yields that
|Gt| ≤ (4d0(h− 1) + 2(l− 1)hsh−1)kd−2.
But we also have
|Gt| ≥ |G|/k ≥ (| F | − 2hkd−1sh−1)/k,
which implies
| F | ≤ (4d0(h− 1) + 2lhsh−1)kd−1.
This finishes the proof of the case when h
√
k is an integer. Now suppose that sh < k < (s+ 1)h, where s
is a positive integer. As k > (8h)h, we have s ≥ 4h, so k/sh < (s+ 1)h/sh < (1 + 1/4h)h < 2. Let F ⊂ [k]d
be a family not containing a strong copy of Pl. By a simple averaging argument, [k]
d contains a sh×· · ·× sh
sized subgrid G such that |G ∩ F | ≥ (sh/k)d| F |. But we have |G ∩ F | ≤ (4d0(h − 1) + 2lhsh−1)sh(d−1),
which implies
| F | ≤ (4d0(h− 1) + 2lhsh−1)sh(d−1)(k/sh)d < (8d0(h− 1) + 4lhk(h−1)/h)kd−1.
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Let us remark that Lemma 15 shows a real difference between the forbidden matrix pattern problem
and the forbidden induced subposet problem. Fox [12] showed the existence of an l × l sized 2-dimensional
permutation pattern A such that for k = 2Ω(l
1/4), we have
ex(k,A)
k2
> 1−O(l−1/2).
In other words, there are exponentially sized matrices of unusually high relative weight avoiding A. In
contrast, Lemma 15 tell us that families in [k]d of positive density must contain an induced copy of P , if
k = |P |Ωh(1).
3.3 Finding P in sparse families
Now Theorem 12 is an immediate consequence of the following lemma, noting that Pq = P and d0+ q+1 ≤
2|P |. Here, d0 is the constant defined in the beginning of Section 3.2.
Lemma 18. There exists a constant c(h) depending only on h such that the following holds. Let k be a
positive integer, l ∈ {0, 1, . . . , q} and d = d0 + l+1. If the family F ⊂ [k]d does not contain a strong copy of
Pl, then
| F | ≤ |P |c(h)kd−1.
The proof of this lemma shares similar elements with the proof of Marcus and Tardos [24] on matrix
patterns, but it is more involved. Being familiar with their proof might be helpful, but it is not necessary.
Before we can embark on our proof, we need the following technical lemma.
Lemma 19. Let 0 < α < 1/2, let V be a finite set and let V1, . . . , Vm ⊂ V such that |Vi| ≥ α|V |. If
m ≥ 2h/α, then there exists I ⊂ [m], |I| = h such that∣∣∣∣∣
⋂
i∈I
Vi
∣∣∣∣∣ ≥ (α/12)h+1|V |.
Proof. Let M = ⌈2h/α⌉. Let W be the set of elements v ∈ V that are contained in at least h different sets
among V1, . . . , VM . Then
h|V |+M |W | ≥
M∑
i
|Vi| ≥ αM |V |,
which gives |W | ≥ (α − h/M)|V | ≥ α|V |/2. For each element of v ∈ W , choose h sets among V1, . . . , VM
containig v. As there are at most
(
M
h
) ≤ (eM/h)h ≤ (12/α)h choices for these h sets, there are h different
sets Vi1 , . . . , Vih , whose intersection has size at least
|W |(α/12)h ≥ |V |(α/12)h+1.
Proof of Lemma 18. To overcome certain divisibility conditions and to avoid the use of floors and ceilings,
we first consider the case when k is a power of 2, and also set certain other parameters to be powers of 2.
Then, the inequality for general k follows from the same averaging argument as in Lemma 14, where we
lose only a factor of 2, which is absorbed by the term |P |c(h). Define the sequence s0, . . . , sh as follows. Let
s0 = 1, and if si is already defined for i ∈ {0, . . . , h− 2}, set si+1 to be the smallest power of 2 larger than
(100p3hsi)
2h2 .
Finally, set sh = k. Note that for i ∈ [h− 1], si = p2O(i log h) . In particular, sh−1 = p2O(h log h) .
Also, define the constants C0, . . . Cq as follows. Let C0 = 2h
2p3s2h−1 and if Cl is already defined, let
Cl+1 = (1 + 8h/p)Cl. Note that Cq < (1 + 8h/p)
pC0 < e
8hC0, so there exists a function c(h) = 2
O(h log h)
such that Cq < p
c(h).
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We shall prove by induction on l that if F ⊂ [k]d does not contain a strong copy of Pl, then | F | ≤ Clkd−1.
Let us draw the attention of our reader to the detail that d is a function of l both here and in the rest of
the proof, which we choose not to denote for easier readability. Also, this d is exactly 1 larger than the
corresponding d defined in Lemma 15.
If l = 0, we have Pl = K|A1|,...,|Ah| for which Claim 14 implies | F | ≤ 4d(h−1)kd < C0kd−1. Now suppose
that l ≥ 1. We shall proceed by induction on k0, where k = 2k0 . If k ≤ Cl, then the statement is trivial as
| F | ≤ kd ≤ Clkd−1. So suppose that k > Cl, then k > sh−1 holds as well.
For a subset A ⊂ [k]d, let pr(A) denote the (d− 1)-dimensional projection of A along the d-th coordinate
axis, that is,
pr(A) = {(x1, . . . , xd−1) : ∃xd s.t. (x1, . . . , xd) ∈ A}.
For i = 1, . . . , h− 1, divide [k]d into si × · · · × si sized blocks Biu, where u ∈ [k/si]d and
Bi
u
= {siu− v : v ∈ {0, . . . , si − 1}d}.
As we choose k and si to be powers of 2, and k ≥ sh−1, k/si is an integer. Let us label the elements
u ∈ [k/si]d (and therefore the blocks) according to the behaviour of Biu ∩ F . Say that
u is


empty, if Bi
u
∩ F = ∅;
light, if 1 ≤ |Bi
u
∩ F | ≤ sd−1i /p;
fat, if | pr(Bi
u
∩ F)| ≥ sd−1i /p2si−1;
medium, otherwise.
Let Ii1 be the family of light elements of [k/si]d, Ii2 be the family of fat elements, and Ii3 be the family
of medium elements. Also, for j ∈ [3], let F ij =
⋃
u∈Iij
(Bi
u
∩ F).
Claim 20. |Ii1| ≤ Cl(k/si)d−1.
Proof. Note that Ii1 does not contain a strong copy of Pl. Otherwise, if x1, . . . ,xp ∈ Ii1 are the vertices of a
strong copy of Pl, then for any choice y1 ∈ Bix1 , . . . ,yp ∈ Bixp , the vertices y1, . . . ,yp form a strong copy of
Pl in F . Hence, by our induction hypothesis, we have |Ii1| ≤ Cl(k/si)d−1.
Now let us bound the number of elements of F contained in a fat box.
Claim 21. |Ii2| ≤ 2hp2si−1(k/si)d−1.
Proof. Let α = 1/p2si−1 and m = 2hp
2si−1 = 2h/α. It is enough to show that there exists no
(x1, . . . , xd−1) ∈ [k/si]d−1 such that the row
{(x1, . . . , xd−1, t) : t ∈ [k/si]}
contains more than m fat elements.
Suppose to the contrary that there exist w1, . . . ,wm ∈ Ii2 having the same first d − 1 coordinates. Let
V = pr(Bi
w1
) and let Vj = pr(B
i
wj
∩ F). Then Vj ⊂ V , and |Vj | ≥ α|V | by the definition of fat.
But then Lemma 19 implies that there exist h sets among V1, . . . , Vm, whose common intersection has size
at least (α/12)h+1|V |. Without loss of generality, suppose that V1, . . . , Vh are such sets, the d-th coordinates
of w1, . . . ,wh are in increasing order, and let G =
⋂h
j=1 Vj . (See Figure 2.)
But G is a subfamily of V ∼= [si]d−1, where d = d0 + l, so Lemma 15 tells us that G contains a strong
copy of Pl provided
|G| > (8d0(h− 1) + 4lhs(h−1)/hi )sd−2i .
But this inequlaity holds, as we have |G| ≥ (1/12p2si−1)h+1sd−1i and si ≥ (100p3hsi−1)2h
2
. (Let us omit the
simple but messy calculations.)
Let S be a strong copy of Pl in G and let π : Pl → S be an isomorphism. Define the injection π′ : Pl → F
as follows: if z ∈ Pl such that r = rk(z), then let π′(z) be an arbitrary element x ∈ Biwr ∩ F for which
pr(x) = π(z). Then π′(Pl) is a strong copy of Pl in F , contradiction.
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P =
xd
Bw1 Bw2 Bw3
Projection
x
x
′
Figure 2: Illustration for Claim 21. Here, • is used for the elements of F whose projection is the same for all
three blocks, and ◦ are the positions of the other elements. (The projections of the • points form G.) First,
we find a strong copy S of P in G. Then, for each element x ∈ S we pick x′ in the preimage of x from the
block corresponding to the rank of x in the poset induced on S.
For i ∈ [h], define the equivalence classes ≡i similarly as in Lemma 15. For x, y ∈ [k], let x ≡i y if
⌈x/si⌉ = ⌈y/si⌉. Also, let x →i y if x < y and x ≡i y, but x 6≡i−1 y. Moreover, if x,y ∈ [k]d, let x ≡ y if
x(d) ≡i y(d), and let x→i y if x(d) →i y(d).
Say that an element x ∈ F is good if for i ∈ [h], there exist x(−i),x(i) such that x(−i) →i x and x→i x(i).
Let G be the family of good elements.
Claim 22. |G| ≤ Cl−1kd−1.
Proof. Suppose that |G| > Cl−1kd−1. Then there exists t such that
Gt = {(x1, . . . , xd−1) : (x1, . . . , xd−1, t) ∈ G}
has more than Cl−1k
d−2 elements. But then by our induction hypothesis, Gt contains a strong copy of Pl−1.
In the exact same way as in the proof of Lemma 15, we can use this strong copy of Pl−1 to build a strong
copy of Pl in F , contradiction.
Now let us bound the size of G by considering medium blocks. Let Hi be the set of elements x ∈ F such
that there exist no x(−i) or x(i).
Claim 23. If i ∈ [h− 1], we have |Hi| ≤ | F i1 |+ | F i2 |+ 2| F i3 |/p.
If i = h, |Hh| ≤ 2sh−1kd−1.
Proof. First, suppose that i ∈ [h− 1]. It is enough to show that if u ∈ [k/si]d is medium, then |Biu ∩Hi| ≤
2|Bi
u
∩ F |/p.
Let (x1, . . . , xd−1) ∈ pr(Biu ∩ F) and let t1 < · · · < tr be the d-th coordinates of the points y1, . . . ,yr ∈
Bi
u
∩F , whose first d− 1 coordinates are (x1, . . . , xd−1). Clearly, y1 ≡i · · · ≡i yr. However, yj 6≡i−1 yj+si−1
for 1 ≤ j < j + si−1 ≤ r. Hence, if si−1 < j ≤ r − si−1, then y1 →i yj and yj →i yr, which means that Hi
contains at most 2si−1 points among y1, . . . ,yr.
But this is true for every element of the projection pr(Bi
u
∩ F), so
|Hi ∩Biu| ≤ 2si−1| pr(Biu ∩ F)| < 2sd−1i /p2 ≤ 2|Biu ∩ F |/p,
where the last two inequality holds because u is medium.
Now let h = i. Just as before, each row of [k]d parallel to the d-th coordinate axis can contain at most
2sh−1 elements of Hh. Hence, |Hh| ≤ 2sh−1kd−1.
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By using the trivial bound | F | ≥ |F i3 |, we also have
|Hi| ≤ |F i1|+ |F i2|+ 2| F |/p
for i ∈ [h− 1].
Note that G = F \(⋃hi=1Hi), so Claim 23 implies
|G| ≥ |F | −
h∑
i=1
|Hi| ≥ (1− 2h/p)| F | −
h−1∑
i=1
|F i1| −
h−1∑
i=1
|F i2| − 2sh−1kd−1. (1)
In what comes, we shall bound the three negative terms of the right hand side of this inequality using
our earlier claims. First, we have the trivial bound that 2sh−1k
d−1 ≤ Clkd−1/p.
Now let us move on to the first sum on the right hand side of (1). We have | F i1 | ≤ |Ii1|sd−1i /p as every
light block contains at most sd−1i /p elements. Combining this with Claim 20, we get
h−1∑
i=1
|F i1| ≤
h−1∑
i=1
Cl(k/si)
d−1sd−1i /p < hClk
d−1/p.
Finally, let us consider the second sum on the right hand side of (1). As any block of size si can contain
at most sdi elements, we have | F i2 | ≤ sdi |Ii2|. Hence, Claim 21 implies that
h−1∑
i=1
|F i2| ≤
h−1∑
i=1
2hp2si−1sik
d−1 ≤ 2h2p2s2h−1kd−1 ≤ Clkd−1/p.
Plugging these three upper bounds in (1), we arrive to the inequality
|G| ≥ (1 − 2h/p)| F | − (h+ 2)Clkd−1/p ≥ (1 − 2h/p)| F | − 2hClkd−1/p.
But Claim 22 also provides an upper bound on |G|. Hence, we have
Cl−1k
d−1 ≥ (1 − 2h/p)| F | − 2hClkd−1/p,
which yields
| F | ≤ (Cl−1 + 2hCl/p)kd−1/(1− 2h/p) ≤ Clkd−1,
where the last inequality holds by the definition of Cl. This finishes the proof.
Now we are in a position to easily conclude the proof of our main theorem, by combining Theorem 12
and Theorem 9.
Proof of Theorem 3. Let d = 2|P | and let c(h) be a function given by Theorem 12. Then every (induced
P )-free family F ′ ⊂ [k]d satisfies | F ′ | ≤ |P |c(h)kd−1. But then by Theorem 9, for every n ≥ 2|P | and
every (induced P )-free F ⊂ [k]n, we have | F | ≤ O(√2|P ||P |c(h)w), where w is the width of [k]n. Setting
ch = c(h) +O(1) finishes our proof.
Now let us turn to the special case of h = 2, which is Theorem 4. The proof of this theorem is the same
as the proof of Theorem 3, but we choose our parameters more carefully. We shall only sketch the proof.
Proof of Theorem 4 (Sketch). Let P be a poset of height 2. Let A be the set of minimal elements of P , and
let B be the set of maximal elements of P . Without loss of generality, let a = |A|, b = |B|, a ≤ b. Then
q = a and d0 = O(log b). Also, Lemma 15 yields that for l ∈ {0, 1, ..., a}, if F ⊂ [k]d0+l does not contain a
strong copy of Pl, then | F | = O(akd0+l−1/2 + kd0+l−1 log b).
Now consider the proof of Lemma 18 for this special case. One can choose the parameters s1 =
aΘ(1)(log b)Θ(1), C0 = a
Θ(1)(log b)Θ(1) and Ci+1 = Ci(1 + O(1/a)) to show that if the family F ⊂ [k]d0+l+1
does not contain a strong copy of Pl, then | F | ≤ Clkd0+l. But then Cq = Ca = aΘ(1)(log b)Θ(1), so if the
family F ⊂ [k]d0+a+1 does not contain a strong copy of Pq = Pa = P , then | F | = aΘ(1)(log b)Θ(1)kd0+a.
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But then by Theorem 9, for every n ≥= d0 + a = a+ Θ(log b) and every (induced P )-free F ⊂ [k]n, we
have
| F | = aΘ(1)(log b)Θ(1)w,
where w is the width of [k]n.
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