SEEPROC : un modèle de processeur à chemin de données reconfigurable pour le traitement d'images embarqué by Roudel, Nicolas
SEEPROC : un mode`le de processeur a` chemin de
donne´es reconfigurable pour le traitement d’images
embarque´
Nicolas Roudel
To cite this version:
Nicolas Roudel. SEEPROC : un mode`le de processeur a` chemin de donne´es reconfigurable pour
le traitement d’images embarque´. Autre. Universite´ Blaise Pascal - Clermont-Ferrand II, 2012.
Franc¸ais. <NNT : 2012CLF22234>. <tel-00864180>
HAL Id: tel-00864180
https://tel.archives-ouvertes.fr/tel-00864180
Submitted on 20 Sep 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
N d’ordre : D. U : 2234
E D S P I C : 561
Universite´ Blaise Pascal - Clermont II
Commissariat a` l’e´nergie atomique - Fontenay-aux-Roses
E´cole doctorale




pour obtenir le grade de
Docteur d’universite´
Spe´cialite´ : Vision pour la Robotique
SeePROC : Un mode`le de processeur a` chemin de donne´es
reconﬁgurable pour le traitement d’images embarque´
The`se soutenue le 18/04/2012 devant le jury compose´ de
Se´bastien Pillement Pre´sident et Rapporteur
Fan Yang Rapporteur et examinateur




3« À mon amour,
Aurélie »
« À mes ﬁlles,
Rose et Ambre »
4
Table des matie`res
1 Contexte et introduction 17
1.1 Proble´matique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Organisation du manuscrit . . . . . . . . . . . . . . . . . . . . . . . . . 20
2 Traitement d’images et architectures 23
2.1 Vision artiﬁcielle et traitement d’images . . . . . . . . . . . . . . 23
2.2 Architectures embarque´es pour le traitement d’images . . . . . . . 25
2.2.1 L’approche architecture inte´gre´e . . . . . . . . . . . . . . . 27
2.2.1.1 les re´tines avec traitements de´die´s . . . . . . . . . 27
2.2.1.2 Les re´tines programmables . . . . . . . . . . . . . 30
2.2.2 L’approche syste`me de vision . . . . . . . . . . . . . . . . 32
2.2.2.1 Architectures a` base de processeurs ge´ne´ralistes . 33
2.2.2.2 Architectures a` base de DSP . . . . . . . . . . . 35
2.2.2.3 Architectures a` base de GPU . . . . . . . . . . . 39
2.3 Architectures pour le traitement d’images a` base de FPGAs . . . 41
2.3.1 Pre´sentation des FPGAs . . . . . . . . . . . . . . . . . . . 41
2.3.2 Couche de conﬁguration . . . . . . . . . . . . . . . . . . . 42
2.3.3 Couche d’interconnexions des FPGAs SRAM . . . . . . . . 44
2.3.4 Couche logique des FPGAs SRAM . . . . . . . . . . . . . 45
2.3.5 Techniques de reconﬁguration . . . . . . . . . . . . . . . . 46
2.3.5.1 Reconﬁguration Statique . . . . . . . . . . . . . . 48
2.3.5.2 Reconﬁguration Dynamique . . . . . . . . . . . . 50
2.3.5.2.1 Reconﬁguration dynamique globale . . . 50
2.3.5.2.2 Reconﬁguration dynamique locale . . . . 51
2.3.6 FPGA et quelques applications de traitement d’images . . 52
2.3.7 Comparaison des performances des FPGAs et des GPUs
pour des applications de traitement d’images . . . . . . . . 56
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3 Les processeurs a` chemin de donne´es reconﬁgurable 61
3.1 Les processeurs a` chemin de donne´es reconﬁgurable . . . . . . . . 61
3.1.1 Les topologies d’interconnexion . . . . . . . . . . . . . . . 63
5
6 TABLE DES MATIE`RES
3.2 Processeurs a` chemin de donne´es reconﬁgurable et leur technique
de programmation . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2.1 Acadia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.2.2 ROMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.3 ConvNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.2.4 Chameleon CS2000 . . . . . . . . . . . . . . . . . . . . . . 73
3.2.5 X.P.P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.2.6 IMAPCAR . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.2.7 Systolic Ring . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.2.8 DRIP RTR . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.2.9 DART . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4 Architecture propose´e : SeeProc 89
4.1 Description fonctionnelle de SeeProc . . . . . . . . . . . . . . . . 90
4.2 Architecture du chemin de donne´es . . . . . . . . . . . . . . . . . 93
4.2.1 De´ﬁnition et formalisation des unite´s de traitement . . . . 94
4.2.1.1 Exemples d’ope´rations de voisinage re´alisables avec
une ALUM . . . . . . . . . . . . . . . . . . . . . 96
4.2.1.1.1 Convolution . . . . . . . . . . . . . . . . 96
4.2.1.1.2 Corre´lation . . . . . . . . . . . . . . . . 97
4.2.1.1.3 Diﬀe´rence d’images . . . . . . . . . . . . 97
4.2.1.1.4 Transformations morphologiques . . . . 98
4.2.2 Implantation des ALUs matricielles . . . . . . . . . . . . . 100
4.2.2.1 Inte´gration mate´rielle . . . . . . . . . . . . . . . 100
4.2.2.2 Le dispositif de reconﬁguration du chemin de donne´es102
4.2.2.3 Acce`s aux donne´es . . . . . . . . . . . . . . . . . 103
4.2.2.4 Dimensionnement des bus d’interconnexion . . . 108
4.2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.3 Architecture de la partie controˆle . . . . . . . . . . . . . . . . . . 109
4.3.1 L’unite´ de controˆle . . . . . . . . . . . . . . . . . . . . . . 110
4.3.1.1 Gestion des horloges . . . . . . . . . . . . . . . . 111
4.3.2 Jeu d’instructions de SeeProc . . . . . . . . . . . . . . . . 112
4.3.2.1 Instructions de traitement . . . . . . . . . . . . . 112
4.3.2.2 Instructions pour l’interfac¸age avec les e´le´ments
pe´riphe´riques . . . . . . . . . . . . . . . . . . . . 118
4.3.2.3 Instructions de controˆle du programme . . . . . . 121
4.3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5 Outils de de´veloppement pour le processeur Seeproc 125
5.1 Conversion du programme assembleur . . . . . . . . . . . . . . . . 127
5.2 Ge´ne´ration de l’architecture du processeur SeeProc . . . . . . . . 131
TABLE DES MATIE`RES 7
5.2.1 E´tape d’extraction d’information et de re´duction mate´rielle 131
5.2.2 E´tape de ge´ne´ration des e´le´ments VHDL du SeeProc . . . 133
5.2.2.1 Ge´ne´ration des composants e´le´mentaires de l’en-
tite´ SeeProc Decoder (Phase B) . . . . . . . . 133
5.2.2.2 Ge´ne´ration des composants e´le´mentaires de l’en-
tite´ SeeProc DPR (Phase C) . . . . . . . . . . 134
5.2.2.3 Ge´ne´ration des composants des unite´s principales
SeeProc Decoder et SeeProc DPR (Phase D
et E) . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.2.3 E´tape d’instanciation mate´rielle . . . . . . . . . . . . . . . 138
5.3 Environnement de simulation . . . . . . . . . . . . . . . . . . . . 139
6 Re´sultats expe´rimentaux 143
6.1 Plateforme d’expe´rimentation SeeMOS . . . . . . . . . . . . . . . 143
6.2 E´tude des performances de l’architecture SeeProc implante´e sur la
plateforme SeeMOS . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.3 E´tude de l’impact des proce´de´s de minimisation . . . . . . . . . . 153
6.4 E´tude de l’impact de la dimension des feneˆtres d’inte´reˆt . . . . . . 155
6.5 Applications re´alise´es avec le processeur SeeProc . . . . . . . . . . 156
6.5.1 Application 1 : Interfac¸age de SeeProc avec un processeur
de controˆle . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.5.1.1 Pre´sentation de l’application . . . . . . . . . . . 157
6.5.1.2 Implantation mate´rielle . . . . . . . . . . . . . . 158
6.5.2 Application 2 : Traitements multi-echelles . . . . . . . . . 161
6.5.2.1 Pre´sentation de l’application . . . . . . . . . . . 161
6.5.2.2 Implantation mate´rielle . . . . . . . . . . . . . . 161
6.5.3 Application 3 : Extraction de points d’inte´reˆt . . . . . . . 165
6.5.3.1 Pre´sentation de l’application . . . . . . . . . . . 165
6.5.3.2 Implantation mate´rielle . . . . . . . . . . . . . . 166
7 Conclusion et Perspectives 171
A Pre´sentation de Lex & Yacc 175
B Grammaire du langage assembleur 177
C Correspondance Alias - Valeur Hexade´cimale 179
D Comparaison de la syntaxe des ﬁchiers .mif pour Altera et .coe
pour Xilinx 183
E Algorithmes de ge´ne´ration des ﬁchiers VHDL du SeeProc 185
E.1 E´le´ments de la partie de controˆle . . . . . . . . . . . . . . . . . . 185
E.2 E´le´ments du chemin de donne´es . . . . . . . . . . . . . . . . . . . 187
8 TABLE DES MATIE`RES
F Pre´sentation de SystemC 191
G Pre´sentation du processeur SeeCore 195
Bibliographie 206
Table des ﬁgures
1.1 μDrone d’exploration du CEA LIST . . . . . . . . . . . . . . . . . 18
1.2 Ve´hicule autonome Cycab du LASMEA . . . . . . . . . . . . . . . 18
1.3 Came´ra intelligente BiSeeMOS . . . . . . . . . . . . . . . . . . . . 19
1.4 Came´ra intelligente SeeMOS. . . . . . . . . . . . . . . . . . . . . 19
2.1 Illustration des diﬀe´rents types d’ope´rateurs du traitement d’images 25
2.2 Pre´vision de l’e´volution du marche´ des capteurs d’images (source :
IHS iSuppli 2011) . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Classiﬁcation des architectures pour le traitement d’images . . . . 27
2.4 Sche´ma synoptique de l’approche architecture inte´gre´e. . . . . . . 28
2.5 Classiﬁcation des re´tines suivant leur mode d’inte´gration des trai-
tements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6 Illustration de la re´tine de´veloppe´ au laboratoire LE2I. . . . . . . 29
2.7 Aperc¸u du capteur intelligent propose´e par Johansson et al. . . . 31
2.8 Sche´ma synoptique de la re´tine programmable propose´e par Lin et
al. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.9 Sche´ma synoptique d’un syste`me de vision. . . . . . . . . . . . . . 32
2.10 Architecture du microcontroˆleur NXP Cortex M4 . . . . . . . . . 33
2.11 Architecture des processeurs OMAP . . . . . . . . . . . . . . . . . 34
2.12 Architecture du syste`me de vision MeshEye . . . . . . . . . . . . 35
2.13 Architecture du DSP C64x de Texas Instruments . . . . . . . . . 36
2.14 Architecture du syste`me de vision M.Bramberger et al . . . . . . 37
2.15 Aperc¸u du syste`me de vision M.Bramberger et al . . . . . . . . . 37
2.16 Architecture du processeur me´dia TriMedia TM3270 . . . . . . . 38
2.17 Architecture de ste´re´o vision propose´e par Horst[67] . . . . . . . . 39
2.18 Architecture des GPU Tesla . . . . . . . . . . . . . . . . . . . . . 40
2.19 Architecture des unite´s de traitements SIMD des GPU Tesla . . . 41
2.20 Sche´ma simpliﬁe´ de l’architecture d’un FPGA . . . . . . . . . . . 42
2.21 Classiﬁcation des FPGAs selon leur re´seau d’interconnexion. . . . 44
2.22 Sche´ma synoptique d’une LUT re´alisant un OU Exclusif a` 3 entre´es. 46
2.23 E´le´ment logique des FPGAs Altera Cyclone II . . . . . . . . . . . 47
2.24 E´le´ment logique des FPGAs Xilinx 4000 series . . . . . . . . . . . 47
2.25 Sche´ma synoptique d’un e´le´ment de calcul de base des FPGAs. . . 48
9
10 TABLE DES FIGURES
2.26 Flot de de´veloppement sur FPGA. . . . . . . . . . . . . . . . . . 49
2.27 Diﬀe´rents modes de reconﬁguration d’un FPGA. . . . . . . . . . . 49
2.28 Reconﬁguration statique d’un FPGA . . . . . . . . . . . . . . . . 50
2.29 Reconﬁguration dynamique d’un FPGA . . . . . . . . . . . . . . 50
2.30 Re´solution temporelle de l’e´quation y = a× x2 + b× x+ c . . . . 52
2.31 Re´solution spatialle de l’e´quation y = a× x2 + b× x+ c . . . . . 52
2.32 Came´ra rapide du laboratoire Le2i . . . . . . . . . . . . . . . . . 54
2.33 Re´solution spatiale de l’algorithme d’extraction de ﬂux optique . . 55
2.34 Extraction du ﬂux optique suivant la me´thode de Lucas et Kanade 55
2.35 Came´ra intelligente BiSeeMOS . . . . . . . . . . . . . . . . . . . . 56
2.36 Performances pour un ﬁltrage 2-D . . . . . . . . . . . . . . . . . . 58
2.37 Performances pour une SAD . . . . . . . . . . . . . . . . . . . . . 58
2.38 Performances pour une classiﬁcation par K-moyennes . . . . . . . 58
3.1 Sche´ma synoptique simpliﬁe´ de l’architecture d’une processeur a`
chemin de donne´es reconﬁgurable. . . . . . . . . . . . . . . . . . . 62
3.2 Reconﬁguration du chemin de donne´es. . . . . . . . . . . . . . . . 62
3.3 Bus simple. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4 Bus hie´rarchique. . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.5 Crossbar complet. . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.6 Surface d’un crossbar complet. . . . . . . . . . . . . . . . . . . . . 65
3.7 Crossbar partiel. . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.8 Bus a` anneaux. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.9 Architecture du processeur Acadia. . . . . . . . . . . . . . . . . . 68
3.10 Architecture du processeur ROMA. . . . . . . . . . . . . . . . . . 69
3.11 Architecture du processeur ConvNet. . . . . . . . . . . . . . . . . 71
3.12 Architecture de l’ALU vectorielle du ConvNet responsable des cal-
culs de convolution. . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.13 Architecture Chameleon CS2000. . . . . . . . . . . . . . . . . . . 73
3.14 Architecture d’un DPU. . . . . . . . . . . . . . . . . . . . . . . . 74
3.15 Flot de de´veloppement sur l’architecture Chameleon. . . . . . . . 75
3.16 Architecture X.P.P. . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.17 Architecture des e´le´ments de traitement de l’architecture X.P.P. . 77
3.18 Flot de de´veloppement sur l’architecture X.P.P. . . . . . . . . . . 78
3.19 Architecture du processeur IMAPCar. . . . . . . . . . . . . . . . . 78
3.20 Architecture du processeur Systolic Ring. . . . . . . . . . . . . . . 79
3.21 Exemple d’algorithme pour le processeur Systolic Ring. . . . . . . 81
3.22 Sche´ma synoptique du DRIP RTR. . . . . . . . . . . . . . . . . . 81
3.23 Sche´ma synoptique d’un e´le´ment de calcul du processeur DRIP . . 83
3.24 Sche´ma synoptique d’un e´le´ment de calcul minimise´ du processeur
DRIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.25 Architecture DART. . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.26 Architecture d’un cluster de l’architecture DART. . . . . . . . . . 84
TABLE DES FIGURES 11
3.27 Architecture d’un DPR de l’architecture DART. . . . . . . . . . . 85
3.28 Flot de de´veloppement associe´ a` l’architecture DART. . . . . . . . 86
4.1 Sche´ma synoptique du processeur SeeProc . . . . . . . . . . . . . 91
4.2 Sche´ma synoptique de la partie de traitement du processeur Seeproc 93
4.3 Sche´ma synoptique d’une ALU matricielle . . . . . . . . . . . . . 95
4.4 Exemple de dilatation et d’e´rosion binaire avec 2 e´le´ments struc-
turants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.5 Inte´gration mate´rielle des ALUMs . . . . . . . . . . . . . . . . . . 100
4.6 Sche´ma synoptique d’une ALUM inte´grant la gestion dynamique
de la gamme des pixels re´sultats . . . . . . . . . . . . . . . . . . . 101
4.7 Sche´ma synoptique d’un Crossbar . . . . . . . . . . . . . . . . . . 102
4.8 Principe de mise en œuvre d’un SPG . . . . . . . . . . . . . . . . 105
4.9 Principe de mise en œuvre d’un SPG . . . . . . . . . . . . . . . . 105
4.10 Sche´ma synoptique du Seeproc PixelGrabber pour une dimension
de 3 et une largeur d’image de 7 pixels a` un instant T puis de 5
pixels a` un instant T+1 . . . . . . . . . . . . . . . . . . . . . . . 107
4.11 Exemple de concate´nation pour l’adaptation des dimensions de bus 109
4.12 Exemple de se´lection du cœur pour l’adaptation des dimensions de
bus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.13 Sche´ma synoptique de la partie de controˆle et d’ordonnancement
du Seeproc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.14 Exemple de sche´ma synoptique l’unite´ de controˆle . . . . . . . . . 111
5.1 Flot de de´veloppement du Seeproc . . . . . . . . . . . . . . . . . . 126
5.2 Conversion du programme assembleur . . . . . . . . . . . . . . . . 127
5.3 Ge´ne´ration de l’architecture du processeur SeeProc . . . . . . . . 131
5.4 Distribution des informations pour la ge´ne´ration de l’architecture
du processeur SeeProc . . . . . . . . . . . . . . . . . . . . . . . . 132
5.5 Sche´ma synoptique de la ge´ne´ration des e´le´ments de base de See-
Proc Decoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.6 Sche´ma synoptique de la ge´ne´ration des e´le´ments de base de See-
Proc DPR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.7 Sche´ma synoptique de la ge´ne´ration des e´le´ments SeeProc DPR et
SeeProc Decoder . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.8 Exemple d’instanciation mate´rielle du SeeProc l’environnement de
de´veloppement Quartus II . . . . . . . . . . . . . . . . . . . . . . 139
5.9 Principe d’utilisation du mode`le SystemC du processeur SeeProc . 141
6.1 Prototype de la came´ra intelligente SeeMOS. . . . . . . . . . . . . 144
6.2 Came´ra intelligente SeeMOS. . . . . . . . . . . . . . . . . . . . . 146
6.3 Came´ra intelligente SeeMOS. . . . . . . . . . . . . . . . . . . . . 146
6.4 Sche´ma synoptique de la came´ra intelligente SeeMOS. . . . . . . . 147
12 TABLE DES FIGURES
6.5 Illustration des diﬀe´rentes cartes composant la plateforme See-
MOS, ainsi que de sa conception modulaire. . . . . . . . . . . . . 148
6.6 Illustration de la sce`ne de re´fe´rence pour les applications. . . . . . 157
6.7 Illustration du protocole de communication handshaking. . . . . . 158
6.8 Re´sultats graphiques de l’application 1 . . . . . . . . . . . . . . . 160
6.9 Masques de traitements pour l’application 2. . . . . . . . . . . . . 161
6.10 Re´sultat graphique de l’e´rosion. . . . . . . . . . . . . . . . . . . . 163
6.11 Re´sultat graphique du gradient horizontal. . . . . . . . . . . . . . 164
6.12 Re´sultat graphique du ﬁltre gaussien. . . . . . . . . . . . . . . . . 164
6.13 De´composition de l’algorithme de Harris et Stephen. . . . . . . . . 167
6.14 Re´sultat graphique de l’application 3. . . . . . . . . . . . . . . . . 169
A.1 Exemple d’analyse lexicale et grammaticale d’un programme avec
LEX et YACC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
F.1 Architecture logiciel de SystemC . . . . . . . . . . . . . . . . . . . 191
G.1 Sche´ma synoptique du SeeCORE. . . . . . . . . . . . . . . . . . . 195
G.2 Sche´ma synoptique du ﬂot d’imple´mentation du processeur See-
CORE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
Liste des tableaux
2.1 Comparaison des performances entre un FGPA, un GPU et un
CPU pour l’exe´cution d’une convolution 2D en MP/s. . . . . . . . 57
2.2 Tableau comparatif des composants de calcul pour le traitement
d’images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.1 Tableau de comparaison entre diverses architecture de PCDR. . . 87
4.1 Format des instructions . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2 Liste des possibilite´s de traitements d’une ALU matricielle. . . . . 95
4.3 Liste des ope´rations re´alisables par FD, FM et FR. . . . . . . . . 96
4.4 Format des instructions . . . . . . . . . . . . . . . . . . . . . . . . 101
4.5 Exemple de possibilite´s de connexion au Crossbar avec un mot de
controˆle de 72 bits . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.6 Instructions de traitement . . . . . . . . . . . . . . . . . . . . . . 113
4.7 Opcodes des ope´rations re´alisables par FD, FM et FR. . . . . . . 113
4.8 Format de l’instruction LOAD . . . . . . . . . . . . . . . . . . . . 113
4.9 Exemple de l’instruction de traitement : LOAD . . . . . . . . . . 114
4.10 Format de l’instruction COEF . . . . . . . . . . . . . . . . . . . . 115
4.11 Format de l’instruction ROUT . . . . . . . . . . . . . . . . . . . . 116
4.12 Exemple de l’instruction de traitement : CFG IMW . . . . . . . . 117
4.13 Exemple de l’instruction de traitement : CFG RANGE . . . . . . 118
4.14 Instructions d’interfac¸age du processeur SeeProc . . . . . . . . . . 118
4.15 Format des instructions WAIT, SET et RESET . . . . . . . . . . 119
4.16 Liste des diﬀe´rents parame`tre de l’instruction ADDR . . . . . . . 119
4.17 Format de l’instruction ADDR pour les parame`tres START, STOP
et RES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.18 Format de l’instruction ADDR pour les parame`tres BASE, SIZE
et MODE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.19 Instructions de controˆle du programme . . . . . . . . . . . . . . . 121
4.20 Format de l’instruction JUMP . . . . . . . . . . . . . . . . . . . . 121
4.21 Liste des diﬀe´rentes conditions de l’instruction IFRES . . . . . . . 121
4.22 Format de l’instruction IFRES pour les conditions BPOS, BNEG
et BZERO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
13
14 LISTE DES TABLEAUX
4.23 Format de l’instruction IFRES pour les conditions SUP, INF et EQU122
4.24 Format de l’instruction TEMPO . . . . . . . . . . . . . . . . . . . 122
5.1 Format des instructions du SeeProc . . . . . . . . . . . . . . . . . 128
5.2 Ge´ne´ration des ﬁchiers VHDL de la partie SeeProc Decoder du
processeur SeeProc . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.3 Ge´ne´ration des ﬁchiers VHDL de la partie SeeProc DPR du pro-
cesseur SeeProc . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.4 Algorithme de cre´ation du Crossbar . . . . . . . . . . . . . . . . . 136
6.1 Caracte´ristiques du dispositif FPGA inte´gre´ dans la SeeMOS . . . 145
6.2 E´valuation des performances de diverses architecture . . . . . . . 149
6.3 Programme assembleur pour un ﬁltre laplacien 3× 3 . . . . . . . 150
6.4 Programme assembleur pour une convolution avec un masque de
dimension 5× 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.5 Programme assembleur pour une convolution avec un masque de
dimension 7× 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.6 Programme assembleur pour une convolution avec un masque de
dimension 8× 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.7 Programme 1 de test pour e´valuer l’impact des proce´de´s de mini-
misation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.8 Programme 2 de test pour e´valuer l’impact des proce´de´s de mini-
misation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.9 Re´sultats de Synthe`se du programme MiN1 avec et sans minimisation154
6.10 Re´sultats de Synthe`se du programme MiN2 avec et sans minimisation155
6.11 Impact de la dimension de la feneˆtre d’inte´reˆt . . . . . . . . . . . 156
6.12 Re´sultats de Synthe`se de l’application 1 . . . . . . . . . . . . . . . 159
6.13 Re´sultats de Synthe`se de l’application 2 . . . . . . . . . . . . . . . 165
6.14 Extraction du gradient horizontal . . . . . . . . . . . . . . . . . . 168
6.15 Extraction du gradient vertical . . . . . . . . . . . . . . . . . . . 168
6.16 Calcul des primitives . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.17 Re´sultats de Synthe`se de l’application 3 . . . . . . . . . . . . . . . 170
A.1 Exemples d’expressions re´gulie`res . . . . . . . . . . . . . . . . . . 175
C.1 Correspondance Opcodes . . . . . . . . . . . . . . . . . . . . . . . 179
C.2 Correspondance Flags d’entre´e . . . . . . . . . . . . . . . . . . . . 179
C.3 Correspondance Flags de sortie . . . . . . . . . . . . . . . . . . . 180
C.4 Correspondance des ALUMs et de leurs ope´rations . . . . . . . . . 180
C.5 Correspondance des ports d’entre´e du Crossbar . . . . . . . . . . 181
C.6 Correspondance des ports de sortie du Crossbar . . . . . . . . . . 182
D.1 Syntaxes ﬁchiers MIF et COE . . . . . . . . . . . . . . . . . . . . 183
LISTE DES TABLEAUX 15
E.1 Algorithme de cre´ation de la me´moire programme . . . . . . . . . 185
E.2 Algorithme de cre´ation de l’unite´ de controˆle . . . . . . . . . . . . 185
E.3 Algorithme de cre´ation du SeeProc Decoder . . . . . . . . . . . . 186
E.4 Algorithme de cre´ation du compteur programme . . . . . . . . . . 186
E.5 Algorithme de cre´ation du module d’adressage . . . . . . . . . . . 187
E.6 Algorithme de cre´ation du registre . . . . . . . . . . . . . . . . . . 187
E.7 Algorithme de cre´ation des SPG . . . . . . . . . . . . . . . . . . . 187
E.8 Algorithme de cre´ation des ALUMs . . . . . . . . . . . . . . . . . 188
E.9 Algorithme de cre´ation du SeeProc DPR . . . . . . . . . . . . . . 189
16 LISTE DES TABLEAUX
Chapitre 1
Contexte et introduction
L’inte´reˆt de la vision artiﬁcielle n’est, aujourd’hui, plus a` de´montrer, ne serait-
ce que par l’attrait qu’elle procure en terme de richesse d’informations. Cependant
cette richesse d’informations implique aussi une chaˆıne de traitements adapte´s
a` la complexite´ inhe´rent a` cette richesse. En eﬀet, la quantite´ d’informations
contenue dans le signal vide´o et la complexite´ des traitements requie`rent des
ressources de calculs colossales. Cette exigence a conduit les chercheurs et les
inge´nieurs a` de´velopper des machines de´die´es a` la perception visuelle. Le but est
d’accroˆıtre la capacite´ de calcul des syste`mes de vision a` partir d’une ade´quation
entre la proble´matique de vision et la cible d’implantation mate´rielle. Ces ma-
chines de´die´es se basent sur une organisation mate´rielle qui permet d’ame´liorer
l’eﬃcacite´ des unite´s de traitements constituant le syste`me de vision. Pour mettre
en œuvre cette optimisation, divers unite´s de traitements sont de´localise´es le long
de la chaˆıne de perception au sein de dispositifs de´die´s. Cette de´localisation per-
met d’exploiter des syste`mes de traitement conc¸us pour imple´menter eﬃcacement
un algorithme spe´ciﬁque.
Cet aspect s’ave`re encore plus crucial, voire critique, lorsque l’imple´mentation
de ces algorithmes se fait sur des cibles embarque´es et ne´cessite un traitement
des donne´es en temps re´el. Les Fig. 1.1 et Fig. 1.2 sont de parfaits exemples
de´montrant l’importance, pour ces applications de navigation, d’avoir a` disposi-
tion les informations ne´cessaires au bon moment aﬁn d’assurer leur propre se´curite´
et celle de leur environnement.
A l’heure actuelle, la plupart des architectures mises en œuvre dans ces types
de projets, sont souvent base´es sur des ordinateurs de types PC. Ainsi, les donne´es
visuelles sont acquises par une ou plusieurs came´ras et les images sont directe-
ment transmises vers le PC hoˆte. Cette transmission de gros volumes de donne´es
est un proble`me re´current bien connue dans les syste`mes de vision. Une solution
permettant de re´pondre a` ce proble`me, et qui constitue le cadre applicatif de cette
the`se, est l’utilisation d’un syste`me de vision embarque´ de type came´ra intelli-
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Figure 1.1 – μDrone d’exploration du
CEA LIST
Figure 1.2 – Ve´hicule autonome Cycab
du LASMEA
gente ou smart camera. L’un des objectifs des came´ras intelligentes est d’oﬀrir la
possibilite´ d’extraire des primitives (ﬂux optique, de´tection de coin, transforme´e
de Hough, etc...) de la sce`ne observe´e directement au sein du syste`me d’acquisi-
tion. Une fois ces primitives calcule´es, elles sont ensuite envoye´es vers le PC hoˆte
re´duisant ainsi notablement le volume de donne´es transmis.
1.1 Proble´matique
Aﬁn de re´pondre au besoin d’extraction de primitives au niveau du capteur,
plusieurs syste`mes de came´ras intelligentes ont e´te´ de´veloppe´s au sein du LAS-
MEA. Les Fig. 1.3 et Fig. 1.4 illustrent deux exemples de ces syste`mes. Le point
commun entre les diﬀe´rents syste`mes est que leur architecture s’articule autour
d’un dispositif de traitement reconﬁgurable de type FPGA. Ce type de composant
autorise une forte paralle´lisation, lorsque cela est possible, des traitements. Les
FPGAs permettent e´galement de controˆler chaque e´le´ment de l’architecture aﬁn
d’optimiser la performance de chacun d’entre eux. L’inconve´nient majeur des FP-
GAs est leur programmabilite´ qui ne´cessite de fortes compe´tences en e´lectronique
nume´rique ainsi qu’une connaissance des langages de programmation HDL.
Plusieurs travaux ont e´te´ re´alise´s sur ces plateformes dans le but de simpliﬁer
leur utilisation. Dans ce sens, au cours de ses travaux de the`se, F. Dias Real
de Oliveira [20] a de´veloppe´ une interface de programmation mate´rielle (HPI)
permettant le controˆle, de manie`re simple, des diﬀe´rents organes d’une came´ra
intelligente a` base de FPGA.
La proble´matique de nos travaux est de permettre l’imple´mentation, de
manie`re simple, de traitements d’images en temps re´el et en optimi-
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Figure 1.3 – Came´ra intelligente Bi-
SeeMOS
Figure 1.4 – Came´ra intelligente See-
MOS.
sant les ressources mate´rielles ne´cessaires a` leur exe´cution.
Cette proble´matique peut se scinder en deux aspects. Le premier aspect est un
proble`me d’optimisation mate´rielle et consiste en la mutualisation des ressources
mate´rielles pour avoir un chemin de donne´es optimal. En eﬀet, on sait que lors
du de´roulement d’un programme certaines ope´rations sont utilise´es uniquement
a` un moment t et d’autres uniquement a` un instant t+1. Il est donc inte´ressant,
en terme de ressources mate´rielles, de trouver une factorisation mate´rielle de ces
ope´rations de´die´es au traitement de l’image bas niveau aﬁn d’obtenir des blocs
ge´ne´riques de traitement de granularite´ plus importante que la granularite´ des
blocs de traitement de base d’un FPGA. Ces blocs peuvent ainsi eˆtre conﬁgure´s
et reconﬁgure´s dynamiquement selon les besoins de l’application.
Le second aspect est lie´ a` la programmabilite´ intrinse`que des dispositifs FP-
GAs. En eﬀet, si les FPGAs sont attractifs de par leur faible couˆt, leurs hautes
performances ou encore leur ﬂexibilite´, le principal frein a` leur utilisation, hormis
leur consommation, reste leur programmation, qui se fait encore essentiellement
avec des langages ”bas niveau” -entendre ici niveau RTL- comme VHDL[91] ou
Verilog[92]. La simpliﬁcation du de´veloppement d’applications sur FPGAs re´side
alors en la conception d’outils permettant a` un utilisateur de de´crire son pro-
gramme dans un langage plus haut niveau ge´ne´rant automatiquement les ﬁchiers
HDL ne´cessaires a` l’exe´cution de son application.
La mise en œuvre de traitements de´die´s au traitement d’images avec les
notions inhe´rentes a` ce domaine, a` savoir paralle´lisme, reconﬁguration dynamique
en temps re´el ou encore optimisation de l’occupation mate´rielle, conjugue´s a` une
programmation intuitive reste un challenge et motive la de´ﬁnition du nouveau
type de processeur pre´sente´ dans ce manuscrit.
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Les objectifs qui de´coulent des proble´matiques pre´sente´es pre´ce´demment peuvent
eˆtre scinde´s en cinq points comme suit :
Facilite´ d’utilisation : La programmation mate´rielle en VHDL/Verilog ne´cessitant
de larges compe´tences en e´lectronique nume´rique, une interface de program-
mation mate´rielle, plus accessible aux programmeurs logiciel et leur rendant
transparent ces aspects mate´riels, doit eˆtre mise au point.
Flexibilite´ : Selon les besoins de l’utilisateur et/ou de l’environnement, l’ap-
plication doit eˆtre capable d’e´voluer, de manie`re fonctionnelle, dynamique-
ment, d’ou` la ne´cessite´ d’une solution ﬂexible.
Performance : Il faut que la solution propose´e puisse eˆtre capable d’exe´cuter
des applications de traitement de l’image bas niveau en temps re´el.
Faible occupation des ressources mate´rielles : Le traitement d’image bas
niveau n’e´tant qu’un pre´ambule de l’application ﬁnale, il est primordial que
les ressources requises pour ces traitements soient optimise´es et minimales.
Portabilite´ : Aux vues du nombre grandissant d’architectures de vision base´es
sur un FPGA, il nous a paru essentiel que l’approche de´veloppe´e soit por-
table sur n’importe quel composant FPGA.
Organisation du manuscrit
La suite de ce document se de´compose en six chapitres qui se re´partissent
comme suit :
Le chapitre 2 - Traitement d’images et architectures - s’attache a` pre´senter
des notions ge´ne´rales sur le domaine du traitement d’images. Il est e´galement
propose´ un e´tat de l’art sur les diverses architectures et composants de trai-
tement capable, exclusivement ou non, d’exe´cuter ce type de traitement.
Il est ainsi de´crit des syste`mes a` base de processeurs ge´ne´ralistes (CPU),
de processeurs de traitement du signal (DSP), de processeurs graphiques
(GPU) et de composants reprogrammables (FPGA).
Le but de ce chapitre, au dela` de l’introduction de notions ge´ne´rales sur le
traitement d’images et les architectures associe´es, est de mettre en exergue
que les dispositifs FPGA sont particulie`rement adapte´s au domaine du trai-
tement d’images.
Le chapitre 3 - Les processeurs a` chemin de donne´es reconﬁgurable -
pre´sente le principe de processeurs a` chemin de donne´es reconﬁgurable. On
explore notamment les diverses topologies d’interconnexion existantes pour
terminer sur un e´tat de l’art des processeurs a` chemin de donne´es reconﬁ-
gurable.
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Le but de ce chapitre est de lister les solutions existantes pour montrer un
manque de solutions de´die´es spe´ciﬁquement au traitement d’images. L’autre
objectif de ce chapitre est de pouvoir extraire de cet existant des e´le´ments
pertinents aﬁn de proposer une architecture pouvant re´pondre aux attentes
pre´sente´es pre´ce´demment et de pre´senter les aspects me´thodologiques, s’ils
existent, inhe´rents a` chacun d’entre eux
Le chapitre 4 - Architecture propose´e : SeeProc - pre´sente l’architecture
du SeeProc de´veloppe´ durant cette the`se. SeeProc est un processeur a`
chemin de donne´es reconﬁgurable comprenant notamment des unite´s de
traitement de´die´es au domaine du traitement d’images.
En premier lieu, la partie de traitement est de´taille´e. Construite autour
d’un re´seau d’interconnexion de type Crossbar, cette partie inte`gre un en-
semble d’e´le´ments de calculs reconﬁgurable de´die´s au domaine du traite-
ment d’images en temps re´el.
Ensuite l’architecture de la partie controˆle est pre´sente´e. Les e´le´ments mate´riels
ainsi que le jeu d’instruction associe´ a` cette partie sont expose´s.
Le chapitre 5 - Outils de de´veloppement pour le processeur Seeproc -
explique et de´taille les outils de de´veloppement associe´s au processeur See-
PROC. Ces outils proposent au programmeur une phase de simulation graˆce
a` un mode`le SystemC, permettant de pre´-visualiser les re´sultats des appli-
cations de´veloppe´es, et une phase d’imple´mentation graˆce a` un langage
assembleur et a` un compilateur permettant d’obtenir les ﬁchiers HDL op-
timise´s et minimise´s du processeur.
Le chapitre 6 - Re´sultats expe´rimentaux - pre´sente une e´valuation des per-
formances de l’architecture propose´e comparativement a` des solutions exis-
tantes. Diﬀe´rentes applications de´veloppe´es sur le processeur SeePROC sont
ensuite pre´sente´es aﬁn d’e´valuer l’eﬃcacite´ a` la fois au niveau performance
des traitements mais e´galement au niveau de la pertinence des outils de
de´veloppement propose´s.
Le chapitre 7 - Conclusion et perspectives - termine ce manuscrit, en ex-
plicitant les solutions apporte´es permettant de re´pondre a` nos proble´matiques
et objectifs. Enﬁn des perspectives de travaux futurs sont exprime´es.




Ce chapitre a pour objectif d’introduire la vision artiﬁcielle dont un de ses
sous-ensembles, le traitement d’images, constitue le domaine d’applications de
nos travaux. Il est ensuite pre´sente´ diﬀe´rentes architectures, base´es sur divers
composants, qui permettent de re´aliser ce type de traitements. On e´tudie notam-
ment les architectures a` base de processeurs DSP 1 ou GPU 2.
Une section est ensuite de´die´e aux architectures a` base de composants FPGA 3
qui ont l’avantage d’eˆtre particulie`rement adapte´s au domaine du traitement
d’images.
2.1 Vision artiﬁcielle et traitement d’images
La vision artiﬁcielle est ge´ne´ralement compose´e d’une chaˆıne de traitements
que l’on peut scinder en trois e´tapes :
Le traitement d’images (Image Processing) : Concerne les traitements ou`
les donne´es sont de type image en entre´e et image en sortie. Ils s’appa-
rentent a` des ﬁltrages (e´limination de bruit,...) et/ou a` des transforme´es
(transforme´e de Fourier, transforme´e en ondelettes...).
La reconnaissance de formes (Pattern recognition) : Dans ce domaine d’ap-
plication, les donne´es d’entre´e sont les images (re´sultats ou non du traite-
ment d’images), tandis que les sortie seront des primitives pouvant eˆtre
ge´ome´trique, de texture, morphologique...
1. DSP : Digital Signal Processor
2. GPU : Graphics Processing Unit
3. FPGA : Field programmable Gate Array
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La vision par ordinateur (Computer Vision) : Ce dernier domaine com-
porte tous les algorithmes de´cisionnels que ce soit de la reconnaissance,
de la classiﬁcation ou bien encore des lois de commande pour agir sur des
actionneurs robotiques.
Le traitement d’images traite ainsi de large quantite´s de donne´es repre´sentant
une image nume´rique. La structure de base des donne´es utilise´es en traitement
d’images est un tableau a` 2 dimensions repre´sentant la distribution spatiale de
l’intensite´ lumineuse (en niveau de gris ou en couleur). Le volume de donne´es
manipule´, et donc le calcul a` eﬀectuer, de´pend ainsi de la taille de l’image et est
augmente´ lors des traitements de se´quences temps re´el.
Classiquement, les ope´rateurs de traitement d’images peuvent eˆtre divise´s en
deux types (Fig. 2.1) :
– Les ope´rateurs dit ”pixel” dont le re´sultat ne de´pend que de la valeur
d’entre´e au meˆme pixel comme un ajustement de l’intensite´ lumineuse,
le passage d’un espace colorime´trique a` un autre (RGB vers YUV par
exemple), une diﬀe´rence d’image ou encore des ope´rations logiques (or, and,
xor etc...),
– les ope´rateurs locaux dont le re´sultat en un pixel de´pend du meˆme pixel
en entre´e ainsi que du voisinage de ce pixel. On retrouve dans ce type
d’ope´rations les convolutions permettant d’eﬀectuer des ﬁltrages d’image
(gaussien, laplacien, gradients etc...), des transformations morphologiques
(e´rosion, dilatation) ou encore des corre´lations.
Ainsi, les calculs associe´s au traitement d’images sont re´pe´titifs et peuvent
eˆtre re´alise´s soit sur une partie de l’image, soit sur l’image entie`re. En eﬀet, dans
ces traitements les ope´rations sont souvent simples et s’appliquent le plus sou-
vent sur des groupes de pixels adjacents comme par exemple la convolution ou
la corre´lation. Ces ope´rations de voisinage requie`rent donc de nombreux acce`s
me´moire et peuvent rapidement devenir de ve´ritables goulots d’e´tranglement
si le syste`me mate´riel n’est pas correctement dimensionne´. Ce sont des trai-
tements de´terministes en temps admettant une faible de´pendance de donne´es,
ce qui facilite grandement leur paralle´lisation. Ils sont par conse´quent plus en
ade´quation avec des processeurs de type SIMD (Single Instruction Multiple Data)
de la taxonomie de Flynn[82] ou des composants reconﬁgurables tels que les
FPGA. L’exploitation du paralle´lisme potentiel est alors une opportunite´, voire
une ne´cessite´. De plus, ces traitements devant souvent eˆtre re´alise´s en temps-re´el,
la paralle´lisation apparaˆıt alors comme une ne´cessite´.










Figure 2.1 – Illustration des diﬀe´rents types d’ope´rateurs du traitement d’images
Par opposition a` ces ope´rations ”de masse”, les phases de reconnaissance de
formes ou de vision par ordinateur (qualiﬁe´es de moyen niveau et haut niveau)
requie`rent souvent des e´tapes algorithmiquement plus complexes telles que des
optimisations ce qui se traduit par des ope´rations ite´ratives et/ou re´cursives et
surtout non re´gulie`res. Ces e´tapes se re´ve`lent alors eˆtre des challenges calcula-
toires en particulier dans les contextes embarque´s ou` il n’est souvent pas possible
de disposer de la puissance de calcul classique des ordinateurs et surtout de
leur programmabilite´. Les traitements dit de plus haut niveau, ne´cessitent des
algorithmes plus complexes tout en travaillant sur de plus faibles quantite´s de
donne´es. Des processeurs de type DSP sont alors privile´gie´s, ces derniers admet-
tant une bonne programmabilite´ tout en gardant des optimisations mate´rielles
pour les calculs de masse.
2.2 Architectures embarque´es pour le traitement
d’images
L’industrie de l’imagerie utilise principalement deux technologies pour fabri-
quer des capteurs d’images : la technologie CCD et la technologie CMOS. La
technologie CCD (a` transfert de charges) a domine´ le marche´ des capteurs pen-
dant plus de trente ans. Cette technologie met en œuvre des proce´de´s de fabri-
cation particuliers largement maˆıtrise´s. L’atout majeur des capteurs CCD est
de fournir des images de haute re´solution avec un bruit tre`s faible. Graˆce aux
fortes e´volutions des processeurs ge´ne´ralistes base´s sur la technologie CMOS, les
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Parts de marché des capteurs d ’image
Figure 2.2 – Pre´vision de l’e´volution du marche´ des capteurs d’images (source :
IHS iSuppli 2011)
capteurs utilisant cette technologie ont vu leur performances grandir a` tel point
que ces capteurs concurrencent, et meˆme de´passent en terme de parts de marche´
(Fig. 2.2), leur homologue CCD. Du fait des possibilite´s croissantes d’inte´gration
les capteurs CMOS sont devenus incontournables dans divers domaines comme
par exemple la te´le´phonie mobile.
Les capteurs CMOS posse`dent plusieurs avantages par rapport aux capteurs
CCD vis-a`-vis du traitement d’images. L’un des plus remarquable est que, a` l’in-
verse des capteurs CCD, les capteurs CMOS oﬀrent, the´oriquement, un acce`s
ale´atoire a` chaque pixel de la zone photosensible. Ceci permet la se´lection d’une
partie de l’image en permettant d’augmenter les cadences d’acquisition. L’autre
avantage majeur des capteurs CMOS consiste en la possibilite´ d’inte´grer des trai-
tements plus ou moins avance´s soit au niveau de chaque pixel soit apre`s la chaˆıne
de conversion analogique/nume´rique.
Parmi l’e´tat de l’art, on distingue deux solutions architecturales pour le traite-
ment d’images. La premie`re solution, qualiﬁe´e d’architecture inte´gre´e ou capteur
intelligent, consiste en l’inte´gration de traitements au sein du meˆme composant
que la zone photosensible. La seconde solution, les syste`mes de vision et plus
pre´cise´ment les smart cameras, est l’association d’un imageur avec un composant
de traitements de´porte´. La Fig. 2.3 pre´sente ces solutions et les diverses options
inhe´rentes a` chacune.











Figure 2.3 – Classiﬁcation des architectures pour le traitement d’images
2.2.1 L’approche architecture inte´gre´e
La Fig. 2.4 pre´sente le sche´ma synoptique de l’approche architecture inte´gre´e.
Dans ce cas, une seule puce est utilise´e pour a` la fois re´aliser l’acquisition de
l’image et les traitements d’images. La partie de traitement peut eˆtre inte´gre´e
de fac¸ons diﬀe´rentes. Elle peut eˆtre re´alise´e de manie`re analogique sur la zone
photosensible ou de manie`re nume´rique apre`s la conversion en signal nume´rique
du signal analogique re´sultant de la zone photosensible.
2.2.1.1 les re´tines avec traitements de´die´s
Les re´tines avec traitements de´die´s permettent d’optimiser la surface en sili-
cium ne´cessaire a` l’exe´cution de taˆches de traitement d’images. En contrepartie,
les possibilite´s de traitements sont ﬁge´es et ne peuvent eˆtre modiﬁe´es ou enrichies.
On trouve dans l’e´tat de l’art un grand nombre de re´tines visant une large
gamme de traitements d’images. Trois grandes classes de re´tines peuvent eˆtre
de´ﬁnies selon le mode d’insertion des traitements (Fig. 2.5) :
– Le mode traitement par pixel. Dans cette architecture, chaque pixel dispose
de son propre circuit de traitement.
– Le mode traitement par colonne. Dans cette architecture, un circuit de
traitement est disponible pour chaque colonne de la matrice photosensible.

























Figure 2.4 – Sche´ma synoptique de l’approche architecture inte´gre´e.
– Le mode traitement par matrice entie`re. Dans ce dernier cas, un seul circuit
de traitement est disponible pour le capteur.
Chaque mode de traitement est adapte´ a` un certain spectre d’algorithmes.
Ainsi, les traitements par matrice sont particulie`rement eﬃcaces pour des al-
gorithmes dont la sortie d’un pixel ne de´pend que de l’entre´e de ce dernier. A`
contrario, les traitements par pixel et colonne sont plus eﬃcaces sur des algo-
rithmes spatiales ou spatio-temporels.
Le point commun entre ces approches est le fait que, dans la plupart des cas,
la partie de traitements est re´alise´e de manie`re analogique. En d’autres termes,
les concepteurs ont ajoute´ de l’e´lectronique de traitement au sein meˆme du circuit
d’acquisition de chaque pixel avant le bloc de conversion analogique/nume´rique.
A` titre d’exemple Chen et al. [78] propose une re´tine de re´solution 64 × 64
pixels capable d’eﬀectuer une diﬀe´rence d’images ou encore Ni et al. [43] qui ap-
plique une e´galisation d’histogramme toujours sur une re´tine de re´solution 64×64
pixels. Les re´fe´rences [69, 50, 86] proposent des re´tines dans lesquelles une partie
analogique permet une de´tection de contours. On peut e´galement noter les divers
travaux re´alise´s sur ce type de re´tine au sein du laboratoire LE2I de l’universite´
de Bourgogne avec par exemple la re´fe´rence [33], qui propose une re´tine (Fig. 2.6)
de re´solution 64× 64 avec une cadence d’image de 10.000 IPS 4 pouvant re´aliser
des traitements comme une extraction de gradients et des convolutions avec par
exemple l’application de ﬁltre de Sobel ou de Laplace.
La force des re´tines pre´sente´es ci-dessus est le paralle´lisme massif oﬀert par
4. IPS pour Images Par Seconde
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Multiplexeur
(a) Traitement par pixel.
Multiplexeur
(b) Traitement par co-
lonne.
Multiplexeur
(c) Traitement par ma-
trice.
Figure 2.5 – Classiﬁcation des re´tines suivant leur mode d’inte´gration des trai-
tements.
(a) Layout de la re´tine comple`te. (b) Layout de quatre pixels.
Figure 2.6 – Illustration de la re´tine de´veloppe´ au laboratoire LE2I.
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ces dernie`res, dans le cas du mode de traitement au niveau pixel ou colonne, ce
qui est en ade´quation avec le traitement d’images. Ne´anmoins, le fait d’avoir des
traitements ﬁge´s limite fortement l’utilisation de ce genre d’approche. De plus,
le taux de remplissage des pixels (le Fill factor 5 en anglais) de ces re´tines est
ge´ne´ralement faible (de l’ordre de 10%) ce qui rend ces re´tines peu sensibles et
limite leur re´solution.
2.2.1.2 Les re´tines programmables
Une re´tine programmable est un seul et unique composant dans lequel on
trouve une partie photosensible, une interface de conversion analogique nume´rique,
une partie de traitements (analogique, nume´rique ou les 2) et un bus de commu-
nication. Parmi les re´tines programmables inte´grant une partie de traitement
nume´rique, on peut par exemple citer la re´tine VCS-IV [68] qui est une matrice
(64×64) de processeurs SIMD programmables pouvant re´aliser divers traitements
d’images tels que la de´tection de contours, le lissage ou le ﬁltrage. Johansson
et al.[54] proposent e´galement un capteur intelligent de re´solution 1536 × 524
pixels inte´grant une matrice de 1536 processeurs SIMD. Ce capteur (Fig. 2.7)
est capable d’eﬀectuer divers traitements d’images tels que du ﬁltrage gaussien
ou de Sobel. Lin et al. [77] propose une re´tine programmable fonctionnant a`
1000 IPS avec une re´solution d’image de 64× 64, dont le sche´ma synoptique est
donne´ en Fig. 2.8. Cette re´tine permet d’eﬀectuer des ope´rations de morpholo-
gie mathe´matique comme l’e´rosion et la dilatation en niveau de gris et en binaire.
Il existe e´galement des re´tines programmables dont la partie de traitement
est analogique. La re´tine SCAMP-3 [23] est une matrice de processeurs qui
imple´mente une varie´te´ de traitements d’images bas niveaux a` haute cadence
(1000 IPS 6). Il existe une re´alisation ou` des processeurs de traitements d’images
”MIMD IP” (Multiple Instruction Multiple Data Image Processing) [81] per-
mettent d’exe´cuter a` haute cadence (9600 IPS) des convolutions locales utilisant
des noyaux de dimensions variables (de 3 × 3 a` 11 × 11). La conﬁguration, la
dimension et les coeﬃcients du masque sont programmables.
Enﬁn la re´tine programmable ACE16k inte`gre une matrice d’e´le´ments de trai-
tements (PEs) mixtes (analogiques et nume´riques), suivant le principe des pro-
cesseurs SIMD, organise´e en re´seaux de neurones cellulaires CNN 7. Chaque PE
permet, par exemple, le calcul d’une convolution de dimension 3 × 3 avec un
5. Le ﬁll factor de´ﬁnit le rapport entre la surface du pixel et la surface re´ellement utilise´e
pour produire l’image soit la partie photodiode. Plus ce ration est proche de 100% plus le pixel
(donc le capteur) est sensible
6. IPS pour Images Par Seconde
7. CNN pour Cellular Neural Network
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Figure 2.7 – Aperc¸u du capteur intelligent propose´e par Johansson et al.
Figure 2.8 – Sche´ma synoptique de la re´tine programmable propose´e par Lin et
al.
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masque reconﬁgurable.
L’atout principal des capteurs intelligents est le fait, qu’a` l’inverse des re´tines
pre´ce´demment pre´sente´es, ils peuvent inte´grer un plus large spectre d’applica-
tions. L’inconve´nient de ces architectures est qu’elles impliquent un grand nombre
de transistors donc une grande surface de pixel ou un boˆıtier de grande dimen-
sion. Or meˆme si le fait de re´aliser des traitements directement sur la re´tine est
inte´ressant, la taille du pixel/boˆıtier est ge´ne´ralement trop important ce qui li-
mite la re´solution de ces capteurs ou donne lieu a` des composants de dimensions
imposantes.
2.2.2 L’approche syste`me de vision
La Fig. 2.9 illustre l’architecture minimale d’un syste`me de vision. Un syste`me
de vision est ainsi compose´, au moins, d’un imageur de technologie CCD ou
CMOS qui envoie des images via un bus de communication a` un composant dans











Figure 2.9 – Sche´ma synoptique d’un syste`me de vision.
Cette section a pour but de pre´senter les diverses architectures de syste`mes de
vision a` base de composants programmables que l’on trouve dans la litte´rature.
A` ce titre, nous pre´sentons des architectures a` base de processeurs ge´ne´ralistes,
mediaprocesseurs, DSP ou encore GPU. A` l’instar des re´tines intelligentes caˆble´es,
on trouve e´galement des syste`mes de vision a` base de composants caˆble´s qui sont
ge´ne´ralement des composants ASIC. A` titre d’exemple, les re´fe´rences [19, 57]
proposent des syste`mes de vision a` base d’ASIC pour de l’interaction avec un
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Figure 2.10 – Architecture du microcontroˆleur NXP Cortex M4
ordinateur portable et pour de l’extraction de ﬂot optique. De la meˆme fac¸on
que les re´tines caˆble´es, ces syste`me sont tre`s performants pour un ou plusieurs
traitements mais peˆchent au niveau de la ﬂexibilite´ et du couˆt de de´veloppement.
2.2.2.1 Architectures a` base de processeurs ge´ne´ralistes
Les processeurs ge´ne´ralistes permettent a` un concepteur d’implanter tous les
algorithmes qu’il souhaite et sont les composants dont la programmation est
la plus accessible parmi tous ceux pre´sente´s ci-apre`s. Les principaux types de
processeurs utilise´s dans un syste`me de vision sont des processeurs et des mi-
crocontroˆleurs de type RISC. Ces composants sont parfois associe´s a` une par-
tie ope´rative de type SIMD et/ou DSP permettant d’acce´le´rer les calculs de
traitement d’images. On peut citer par exemple le microcontroˆleur Cortex-M4
de´veloppe´ par la socie´te´ NXP [16] (Fig. 2.10) qui est base´ sur un cœur de pro-
cesseur ARM7TDMI (une extension des cœurs RISC) inte´grant une partie DSP
et une unite´ de calcul en codage ﬂottant. Ceci permet d’eﬀectuer des ﬁltrages de
fac¸on relativement simple et optimise´e. On peut e´galement citer les processeurs
OMAP [101] de Texas Instruments qui proposent, dans un seul chip, l’association
d’un ou plusieurs cœurs de processeurs ge´ne´ralistes associe´s a` une partie de´die´e
au traitement d’images (Fig. 2.11).
Le syste`me de vision, et plus pre´cise´ment la came´ra intelligente, MeshEye
[35], de´veloppe´e par l’Universite´ de Stanford, est construite autour d’un micro-
controˆleur ATMEL AT91SAM7S. Ce microcontroˆleur, a` l’instar du NXP Cortex-
M4, est base´ sur un cœur de processeur ARM7TDMI. Ce syste`me est utilise´ pour
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Figure 2.11 – Architecture des processeurs OMAP
de la surveillance par de´tection d’objet. Ce syste`me multi-capteurs a` re´solution
hybride permet l’optimisation du processus d’acquisition. Par exemple, un des
capteurs basse re´solution peut eˆtre utilise´ pour la de´tection de mouvement dans la
sce`ne. Lorsqu’un objet mouvant est de´tecte´, le deuxie`me capteur basse re´solution
est active´ aﬁn de re´aliser un appariement ste´re´o. Une fois la position et la taille
de l’objet mouvant estime´es, une feneˆtre d’inte´reˆt contenant cet objet peut ﬁna-
lement eˆtre acquise par l’imageur haute re´solution. Cette feneˆtre d’inte´reˆt peut
ensuite eˆtre traite´e par le syste`me de vision graˆce a` la programmation du micro-
controˆleur.
Les processeurs ge´ne´ralistes ou GPPs 8 fonctionnent a` des fre´quences par-
ticulie`rement e´leve´es ce qui leur permet d’approcher les performances de pro-
cesseurs de type DSP. L’ajout d’unite´s fonctionnelles (par exemple une deuxie`me
unite´ de calcul sur les entiers, une unite´ de calcul ﬂottant, des ge´ne´rateurs d’adresse,.
. . ) permet aussi d’exe´cuter plusieurs instructions a` chaque cycle, sous re´serve
qu’il n’y ait pas de de´pendance entre les instructions. Cette e´volution a e´te´ ac-
compagne´e par l’introduction de jeux d’instructions comple´mentaires permettant
d’adresser des unite´s fonctionnelles spe´cialise´es. Ainsi Intel avec la technologie
MMX 9[118], AMD avec la technologie 3DNow ![100] des Athlon ou encore AIM 10
avec la technologie Altivec sur les PowerPC[117] sont des exemples de ces exten-
sions architecturales.
8. GPPs pour General Purpose Processors
9. MMX pour MultiMedia eXtensions
10. AIM est une alliance entre Apple, IMB et Motorola
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Figure 2.12 – Architecture du syste`me de vision MeshEye
L’avantage principal des GPPs est sans conteste leur facilite´ de program-
mation permettant a` un concepteur de de´velopper des applications sans avoir de
notion sur l’architecture du processeur. En contrepartie, ces processeurs adoptent
un paradigme d’exe´cution temporelle en opposition avec le paralle´lisme ne´cessaire
des applications de traitement d’images.
2.2.2.2 Architectures a` base de DSP
Les DSP sont des processeurs de´die´s au traitement du signal et vise les do-
maines du traitement d’images et de reconnaissance de formes. Ces processeurs
sont relativement semblables aux microprocesseurs. Leur particularite´ re´side dans
le fait que ces composants sont conc¸us pour eﬀectuer des calculs en temps re´el et
inte`grent donc de nombreux ope´rateurs en plus du cœur calculatoire symbolise´
par un ope´rateur de MAC ope´rations. Leur jeu d’instructions est de ce fait souvent
plus re´duit que celui d’un processeur ge´ne´raliste. De plus, ces processeurs ont la
possibilite´ de re´aliser plusieurs instructions en paralle`le (architecture VLIW 11).
Leur architecture est, comme celle des processeurs ge´ne´ralistes, ﬁge´e et comprend
un ensemble d’e´le´ments qui, suivant les mode`les, permettent d’exe´cuter des cal-
culs sur des donne´es code´es en virgule ﬁxe ou ﬂottante. L’e´volution technologique
permet l’obtention de composants de plus en plus performants en terme de puis-
sance de calcul. La taille des donne´es manipule´es a e´galement augmente´ passant
de 16 bits a` 96 bits. A` titre d’exemple, la Fig. 2.13 pre´sente l’architecture du DSP
TI C64x.
11. VLIW pour Very Large Instruction Word
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Figure 2.13 – Architecture du DSP C64x de Texas Instruments
Aﬁn d’exploiter le paralle´lisme au niveau instruction, le C64x est un proces-
seur VLIW 8 voies, re´parties sur deux chemins de donne´es se´pare´s comme le
montre la Fig. 2.13. Elles incluent six ALUs et deux unite´s de chargement et de
stockage des donne´es. De plus, des instructions SIMD sont inte´gre´es, lui permet-
tant de manipuler des vecteurs de donne´es.
On peut voir dans la litte´rature et l’industrie que les syste`mes de vision
inte´grants des DSPs admettent tre`s souvent, si ce n’est syste´matiquement, un
processeur ge´ne´raliste. On peut par exemple citer les came´ras NI 17xx de Natio-
nal Instruments [1] qui associent un GPP PowerPC pour la gestion globale du
syste`me avec un DSP de chez Texas Instruments en acce´le´rateur de calcul.
De plus, on remarque e´galement que, pour re´pondre aux contraintes temps re´el
des applications, l’association de plusieurs DSPs peut eˆtre ne´cessaire. M.Bramberger
et al. ont de´veloppe´ un syste`me de vision embarque´ (Fig. 2.14) base´ sur 2 DSP
TMS320DM642 de Texas Instruments fonctionnant a` une fre´quence de 600MHz
[47]. Un des deux DSP est en charge du controˆle du capteur d’image et de la
compression vide´o. Le second permet d’appliquer des traitements permettant
d’utiliser ce syste`me dans le cadre du domaine de la surveillance.
Les processeurs me´dia peuvent eˆtre conside´re´s comme une classe de DSP. Ce






















Figure 2.14 – Architecture du syste`me de vision M.Bramberger et al
Figure 2.15 – Aperc¸u du syste`me de vision M.Bramberger et al
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Figure 2.16 – Architecture du processeur me´dia TriMedia TM3270
qui distingue les processeurs me´dia des DSPs traditionnels est le fait que les
processeurs me´dia sont de´die´s aux traitements vide´o/audio. Pour ce faire, les
processeurs me´dia inte`grent ge´ne´ralement une partie ope´rative sous forme SIMD
avec un nombre conse´quent d’unite´s fonctionnelles aﬁn d’augmenter leurs perfor-
mances vis-a`-vis des traitements d’images/vide´o comme par exemple le processeur
me´dia NXP TriMedia TM3270[120] (Fig. 2.16). L’architecture VLIW du Trime-
dia comporte 5 slots, signiﬁant que chaque instruction re´alise jusqu’a` 5 ope´rations
simultane´ment. Les 128 registres de 64 bits chacun permettent l’exploitation du
paralle´lisme SIMD, via des ope´rations vectorielles.
Le syste`me propose´ par Wolf et al. [27] est une carte PCI comportant 2 pro-
cesseurs Trimedia TM1300 inte´gre´e dans un PC hoˆte. Deux came´ras Hi8 four-
nissent les images a` cette carte via une connexion composite. Ce syste`me est
utilise´ notamment pour de l’extraction de re´gion ou encore du suivi de contours.
Horst et al. [67] pre´sentent un syste`me ou` deux came´ras DICA 321 sont utilise´es
pour constituer une plateforme de ste´re´o-vision (Fig 2.17). L’application propose´e
est le calcul de disparite´ entre deux images, aﬁn d’obtenir une estimation de la
profondeur de la sce`ne, cependant la plateforme est conc¸ue pour eˆtre un syste`me
ge´ne´raliste de vision et traitement d’images. Les came´ras DICA 321 sont e´quipe´es
d’un CPLD permettant le controˆle de l’imageur et d’un processeur Trimedia pour
eﬀectuer les traitements.
En re´sume´, les DSPs oﬀrent des performances, pour le traitement d’images,
supe´rieures aux processeurs ge´ne´ralistes pre´sente´s pre´ce´demment. Ne´anmoins,
nous pouvons constater que l’utilisation seule d’un DSP ne permet pas a` la fois
la gestion du syste`me et le traitement d’images temps re´el.
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Figure 2.17 – Architecture de ste´re´o vision propose´e par Horst[67]
2.2.2.3 Architectures a` base de GPU
Les processeurs graphiques (GPU 12) ont subi un essor inde´niable ces dernie`res
anne´es a` travers les besoins de rendu 3-D. Ces composants sont ainsi de plus en
plus ﬂexibles et leurs performances les rendent compatibles avec le traitement
vide´o en temps re´el. Leur inte´gration au sein de processeurs ge´ne´ralistes augure
une poursuite de leur de´mocratisation. Ceci est d’autant plus vrai qu’avec l’ap-
parition du calcul ge´ne´raliste sur processeur graphique (GPGPU 13) la pertinence
de l’utilisation de GPU en dehors du rendu graphique tend a` se conﬁrmer.
Aﬁn de donner un aperc¸u architectural des GPUs actuels, nous nous sommes
inte´resse´s a` la gamme Tesla produit par Nvidia. Dans un article paru en jan-
vier 2010, S. Collange [8] pre´sente en de´tails l’architecture des GPU Nvidia Tesla
(Fig. 2.18).
La partie ope´rative est compose´e d’un certain nombres, en fonction de la
gamme, de cluster (jusqu’a 10) relie´s aux autres e´le´ments par un bus d’intercon-
nexion de type crossbar. Chaque cluster contient plusieurs cœurs de traitement
qui sont des unite´s de traitements de type SIMD (Fig. 2.19).
Ces ope´rateurs inte`grent 8 unite´s (MAD 14 sur la Fig. 2.19) en charge des
calculs arithme´tiques ge´ne´ralistes. Une unite´ MAD est un pipeline compose´ d’un
multiplieur puis d’un additionneur et d’une unite´ d’arrondi. Ces unite´s MAD
sont capables de re´aliser des calculs en virgule ﬁxe ou en virgule ﬂottante simple
pre´cision. L’unite´ FMA est utilise´e pour re´aliser les calculs en virgule ﬂottante
12. GPU pour Graphics processing unit
13. http ://gpgpu.org
14. MAD pour Multiplications et Additions










Figure 2.18 – Architecture des GPU Tesla
double pre´cision. Enﬁn les unite´s SFU re´alisent l’e´valuation de fonctions e´le´mentaires,
l’interpolation d’attributs (coordonne´es de texture, couleurs...) ou encore des mul-
tiplications. Elle est subdivise´e en un circuit d’interpolation suivi de multiplieurs
en virgule ﬂottante.
Les GPU sont de plus en plus pre´sents dans divers domaines. On peut ainsi
noter leur utilisation pour le domaine me´dical [38] ou automobile [49]. Graˆce a`
leur possibilite´ en terme de paralle´lisation, plus avance´e vis-a`-vis des GPP et DSP,
les GPU oﬀrent des performances supe´rieures pour des applications de traitement
d’images. Par exemple, Umairy et al. [25] montrent que pour une ope´ration de
convolution, les performances d’un GPU sont nettement supe´rieures a` celles d’un
CPU (du double au quadruple en fonction de la dimension de la feneˆtre d’inte´reˆt).
Il est ainsi inde´niable que les composants GPUs sont, parmi ceux pre´sente´s jus-
qu’ici, les composants oﬀrant les meilleures performances pour les applications de
traitement d’images. Ceci s’explique en grande partie par leur plus grande possibi-
lite´ de paralle´lisation des applications. Ne´anmoins, les GPU sont des composants
particulie`rement diﬃciles a` embarquer, qui ont une consommation e´nerge´tique
importante et dont la programmation est nettement plus complexe que pour des
composants du type GPP.
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Lecture des opérandes











Figure 2.19 – Architecture des unite´s de traitements SIMD des GPU Tesla
2.3 Architectures pour le traitement d’images a`
base de FPGAs
Les architectures pre´ce´dentes ont toute la particularite´ d’eˆtre base´es sur des
composants dont l’architecture est ﬁge´e. Hormis les re´tines, les composants pre´sente´s
oﬀrent ne´anmoins des possibilite´s de programmation permettant d’augmenter
leur spectre d’applications. Dans cette section, nous nous inte´ressons a` un type
de composant dont l’architecture interne est fabrique´e en fonction de l’applica-
tion a` exe´cuter : les FPGAs.
Dans un premier temps, une pre´sentation ge´ne´rale de l’architecture d’un
FPGA est donne´e. Puis les techniques de reconﬁguration sont aborde´es. Enﬁn,
l’utilisation et l’inte´reˆt des FPGAs dans le domaine du traitement d’images sont
de´taille´s.
2.3.1 Pre´sentation des FPGAs
Invente´s par Xilinx [32] en 1985, les circuits FPGA ont connu une rapide
e´volution depuis plusieurs anne´es, accompagne´s d’une popularite´ croissante dans
divers domaines allant du militaire a` la recherche. Graˆce a` l’e´volution des tech-
niques d’inte´gration permettant une augmentation du nombre d’e´le´ments logiques
(LE’s) et de me´moires internes disponibles par composant, l’augmentation des
fre´quences d’horloge et la possibilite´ d’exploiter massivement le paralle´lisme po-
tentiel des applications, les FPGAs sont actuellement, en termes de performances,
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Figure 2.20 – Sche´ma simpliﬁe´ de l’architecture d’un FPGA
de plus en plus proche de celles des composants ASIC. De plus, les FPGAs
pre´sentent l’avantage non-ne´gligeable d’oﬀrir de forte possibilite´s de reconﬁgura-
tion, augmentant ainsi la ﬂexibilite´ des syste`mes base´s sur ces dispositifs. Enﬁn,
la possibilite´ d’implanter au sein d’un FPGA des processeurs de type soft-core,
ainsi que des e´le´ments ﬁxes de type IP (Intellectual Property) viennent renforcer
cette ﬂexibilite´, et constituent un attrait supple´mentaire important en faveur de
cette solution.
L’architecture ge´ne´rale des FPGAs, pre´sente´e en Fig. 2.20, est essentiellement
constitue´e de trois e´le´ments :
– Une matrice de blocs logiques conﬁgurables (CLB 15) ;
– Des blocs d’entre´e/sortie conﬁgurables ;
– Un re´seau d’interconnexions programmables.
La programmation d’un circuit FPGA consiste a` spe´ciﬁer la fonctionnalite´ de
chaque bloc logique et a` organiser le re´seau d’interconnexion aﬁn de re´aliser la
fonction demande´e.
L’architecture interne d’un FPGA peut eˆtre vue de manie`re hie´rarchique sous
la forme de trois plans virtuels superpose´s. Ces trois couches sont de´taille´es dans
les sections suivantes.
2.3.2 Couche de conﬁguration
Les FPGAs actuels sont base´es sur trois technologies de conﬁguration :
15. CLB pour Conﬁgurable Logic Bloc
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Technologie de conﬁguration par anti-fusibles : La technologie de conﬁgu-
ration par anti-fusible consiste, lors du processus de conﬁguration, a` laisser
intacts les anti-fusibles (en e´tat de haute impe´dance) ou bien de les de´truire
par l’application d’une tension (c’est ce que l’on appel le claquage), ceci
aﬁn de connecter deux e´le´ments. La conﬁguration est donc de´ﬁnitive et
non-re´versible. Par conse´quent les FPGAs e´quipe´s de cette technologie ne
peuvent pas eˆtre reconﬁgure´s et s’apparentent a` une PROM 16. la gamme
de FPGAs Axcelerator de la socie´te´ Actel utilise cette technologie.
Technologie de conﬁguration par me´moires SRAM : La technologie de conﬁ-
guration a` base de me´moires SRAM est la technologie la plus courante
car elle oﬀre des possibilite´s de reconﬁguration et e´galement car elle est
base´e sur la technologie CMOS particulie`rement bien adapte´e aux proce´de´s
d’inte´gration. En pratique, les cellules SRAM sont utilise´es pour cre´er le
re´seau d’interconnexion en connectant ou non les diﬀe´rentes lignes de com-
munication. Les cellules restantes sont utilise´es pour charger les LUTs 17
(tables de correspondance) qui seront ge´ne´ralement utilise´es pour re´aliser les
fonctions logiques. Une SRAM e´tant une me´moire volatile, les composants
base´s sur cette technologie doivent eˆtre reconﬁgure´s a` chaque mise sous ten-
sion. Ne´anmoins, les donne´es de conﬁguration peuvent eˆtre stocke´es dans
une me´moire externe non-volatile qui sera lue par le FPGA au de´marrage.
Technologie de conﬁguration par me´moires ﬂash : La technologie de conﬁ-
guration a` base de me´moire Flash oﬀre plusieurs avantages, dont le principal
est la non-volatilite´. Cette caracte´ristique e´limine le besoin de ressources ex-
ternes pour stocker et charger les donne´es de conﬁguration inhe´rente a` la
technologie SRAM. De plus, un dispositif a` base de me´moire ﬂash peut
fonctionner imme´diatement apre`s sa mise sous tension sans devoir attendre
le chargement des donne´es de conﬁguration. Le de´savantage majeur de la
technologie ﬂash re´side dans le fait que le nombre de conﬁguration est li-
mite´. En eﬀet, les charges re´siduelles pre´sentes dans l’oxyde empeˆchent les
dispositifs a` bas de Flash d’eˆtre correctement eﬀace´s et conﬁgure´s [62]. A`
titre d’exemple, le nombre de conﬁgurations possibles de certains dispositifs
comme le Actel ProASIC [3] est estime´ a` seulement 500.
Le domaine du traitement d’images ne´cessite une ﬂexibilite´ importante. En
eﬀet, ces traitements e´tant une e´tape initiale a` des traitements de plus haut ni-
veau, il est indispensable qu’ils puissent e´voluer au cours d’une application. Ainsi,
la technologie a` base d’anti-fusibles n’est pas envisageable dans le cadre de notre
e´tude a` cause du fait qu’ils ne soient pas reconﬁgurables. Ce proble`me peut eˆtre
16. PROM pour Programmable Read Only Memory
17. LUT pour Look-Up Table











(c) Sea of Gates
Figure 2.21 – Classiﬁcation des FPGAs selon leur re´seau d’interconnexion.
e´tendu aux FPGAs a` base de me´moire Flash qui n’oﬀrent pas un grand nombre
de reconﬁgurations possibles.
Au niveau des technologies de conﬁguration, seule la technologie a` base de
me´moires SRAM permet actuellement de re´pondre a` la ﬂexibilite´ ne´cessaire au
traitement d’images. La suite de la pre´sentation des FPGAs s’axe donc unique-
ment sur les FPGAs dote´s de cette technologie.
2.3.3 Couche d’interconnexions des FPGAs SRAM
En fonction de la disposition des e´le´ments logiques et du re´seau d’intercon-
nexion associe´, un FPGA peut eˆtre classe´ dans une des trois cate´gories repre´sente´es
par la Fig. 2.21.
La Topologie Island Style : Cette topologie consiste en un tableau a` 2 di-
mensions de CLBs connecte´s graˆce a` des canaux de communication hori-
zontaux et verticaux. L’entre´e ou la sortie d’un CLB peut eˆtre connecte´e
a` un de ces canaux par l’interme´diaire d’une boˆıte de connexions com-
pose´e ge´ne´ralement de plusieurs transistors programmables. Ces boˆıtes de
connexions permettent ainsi de relier plusieurs CLBs ou encore de cre´er
une connection entre les canaux de communication horizontaux et verti-
caux. Une grande majorite´ des FPGAs a` base de me´moires SRAM adopte
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ce type de topologie [4, 124].
La Topologie hie´rarchique : Cette topologie divise l’architecture d’un FPGA
en plusieurs groupes de blocs logiques. Les connexions entre CLBs d’un
meˆme groupe sont assure´es par des canaux de communication repre´sentant
le plus bas niveau hie´rarchique (niveau 1) de communication. La connexion
entre CLBs de groupe distincts est permise par des canaux de hie´rarchie
supe´rieure. Dans l’exemple de la Fig. 2.21(b), deux niveaux de canaux per-
mettent la connexion entre CLBs de groupe distincts. Le niveau 2, en orange
sur la Fig. 2.21(b), permet d’e´tablir la connexion entre deux groupes voi-
sins. Le niveau 3, en bleu, assure la communication entre deux groupes non
voisins. L’avantage de cette approche est qu’elle permet une estimation plus
pre´visible des de´lais de propagation et qu’elle diminue le nombre de switch
ne´cessaires. La contrepartie est que les de´lais de propagation peuvent eˆtre
plus longs que pour d’autres topologies. En eﬀet, deux groupes de CLBs
peuvent eˆtre physiquement voisins (c’est le cas des groupe 2 et 5 sur la
Fig. 2.21(b)) mais ne peuvent communiquer que par l’interme´diaire de 2
voir 3 niveaux hie´rarchiques de communication.
La Topologie Sea of Gates : Cette topologie est utilise´e dans les FPGAs Xi-
linx XC6200 et Atmel AT94KAL Series [2, 6]. Contrairement aux deux to-
pologies pre´ce´dentes, qui adoptent le principe de se´parer ressources logiques
(CLBs) et de routage, l’approche Sea of Gates, initialement propose´e dans
l’architecture Triptych[31], mutualise ces ressources. Ainsi, les CLBs clas-
siques pre´sents dans les autres topologies sont replace´s par des RLBs 18 qui
sont en charge a` la fois de la partie logique et de la partie de routage. Un
RLB peut ainsi eˆtre conﬁgure´ pour communiquer avec les RLBs voisins dans
quatre directions (nord, sud, est et ouest). Des canaux de communication
globaux peuvent e´galement eˆtre inte´gre´s aﬁn de permettre la communica-
tion entre RLBs non voisins.
2.3.4 Couche logique des FPGAs SRAM
La fonction d’un bloc logique (CLB) au sein d’un FPGA est de fournir les
e´le´ments de calcul et de stockage e´le´mentaire. Le composant de base d’un CLB
est une table de correspondance ou Look-Up Table en anglais. Une LUT est un
e´le´ment purement combinatoire compose´ de N entre´es, de 2N cellules me´moire
SRAM, d’un multiplexeur 2N vers 1 et d’une sortie (Fig. 2.22). Elle est capable de
re´aliser toutes les fonctions combinatoires a` N entre´es en conﬁgurant les cellules
me´moires SRAM selon la table de ve´rite´ de la fonction voulue. A` titre d’exemple,
la Fig. 2.22 repre´sente une fonction OU Exclusif a` 3 entre´es.
18. RLB pour Routing & Logic Blocks















Multiplexeur 8 vers 1
Figure 2.22 – Sche´ma synoptique d’une LUT re´alisant un OU Exclusif a` 3
entre´es.
Le nombre de LUT au sein d’un CLB est variable d’un fabricant et d’une
gamme de FPGAs a` l’autre. L’association des plusieurs LUTs permet de re´aliser
des fonctions a` grand nombre de variables d’entre´e. Les Fig. 2.23 et Fig. 2.24
pre´sentent le sche´ma synoptique d’un e´le´ment de calcul de base pour un FPGA
Altera Cyclone II et un Xilinx 4000 series.
Aﬁn d’inclure la possibilite´ d’eﬀectuer des calculs se´quentiels, des registres de
type ﬂip ﬂop sont inte´gre´s dans l’e´le´ment de calcul de base et un multiplexeur
permet de choisir ou non l’utilisation de l’approche se´quentielle. La Fig. 2.25
pre´sente le principe d’une cellule.
A` titre d’exemple, un additionneur a` 2 ope´randes de 32 bits, sur un FPGA
Altera Cyclone III, ne´cessite 264 LUTs et 927 bascules D. Un multiplieur a` 2
ope´randes de 32 bits re´servera 443 LUTs et 540 bascule D.
2.3.5 Techniques de reconﬁguration
L’un des principaux atout des composants FPGAs SRAM est qu’ils sont re-
conﬁgurables ”a` volonte´”. Ainsi, le concepteur de´crit une application a` l’aide,
ge´ne´ralement, d’un langage HDL (Hardware Description Language). Le code est
ensuite synthe´tise´ sous forme RTL 19. Il s’en suit une e´tape de synthe`se physique
19. RTL pour Register Transfer Logic
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Figure 2.23 – E´le´ment logique des FPGAs Altera Cyclone II
Figure 2.24 – E´le´ment logique des FPGAs Xilinx 4000 series












Figure 2.25 – Sche´ma synoptique d’un e´le´ment de calcul de base des FPGAs.
a` partir du niveau RTL donnant un sche´ma de placement et routage. Enﬁn, ce
sche´ma est charge´ dans la me´moire de conﬁguration du FPGA, via un bitstream 20,
conﬁgurant les blocs logiques ainsi que les interconnexions entre ces blocs logiques
et les I/Os (Fig. 2.26).
Il existe diﬀe´rents modes de reconﬁguration des FPGAs. On peut les classer
suivant 2 niveaux. Le premier niveau exprime l’aspect dynamique de la reconﬁ-
guration. Le second niveau indique la taille de la zone du FPGA a` reconﬁgurer.
La Fig. 2.27 pre´sente les modes de reconﬁguration de´taille´s par la suite.
2.3.5.1 Reconﬁguration Statique
La reconﬁguration statique (ou compile-time reconﬁguration : CTR)] est uti-
lise´e lorsqu’une seule conﬁguration est ne´cessaire au de´roulement de l’application.
Si une modiﬁcation doit eˆtre apporte´e, il est alors ine´vitable d’interrompre l’ap-
plication en cours comme explicite´ sur la Fig. 2.28.
La reconﬁguration statique peut eˆtre eﬀectue´e en transfe´rant le contenu d’une
me´moire non volatile (EPROM ou Flash), dans la me´moire de conﬁguration du
FPGA. Dans ce cas, c’est le FPGA qui adresse la me´moire externe et met a` jour
sa me´moire de conﬁguration. La conﬁguration peut e´galement eˆtre charge´e dans
le FPGA via une interface JTAG 21[123]. Une fois la conﬁguration termine´e, le
20. bistream : ensemble de bits permettant la conﬁguration du FPGA
21. JTAG pour Joint Test Action Group
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Figure 2.27 – Diﬀe´rents modes de reconﬁguration d’un FPGA.
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Mise sous
tension
Reconfiguration Exécution Arrêt de l ’exécution
Figure 2.28 – Reconﬁguration statique d’un FPGA
Mise sous
tension
Reconfiguration Exécution Arrêt de l ’exécution
Figure 2.29 – Reconﬁguration dynamique d’un FPGA
FPGA fonctionne jusqu’a` l’arreˆt du composant ou au chargement d’une nouvelle
conﬁguration.
2.3.5.2 Reconﬁguration Dynamique
La reconﬁguration dynamique (ou run-time reconﬁguration : RTR). oﬀre la
possibilite´ de stocker, dans la me´moire de conﬁguration du FPGA, plusieurs conﬁ-
gurations. Pour reconﬁgurer le FPGA, il suﬃt alors de charger une des conﬁgu-
rations disponibles. Cette technique oﬀre ainsi une ﬂexibilite´ plus importante
qu’avec une reconﬁguration statique. En contrepartie la reconﬁguration dyna-
mique ne´cessite des me´canismes plus complexes pour la gestion des bitstreams de
reconﬁguration.
La reconﬁguration dynamique peut eˆtre scinde´e en deux cate´gories :
– la reconﬁguration dynamique globale (Global Run Time Reconﬁguration :
GRTR) pre´sente´e en Sec. 2.3.5.2.1
– la reconﬁguration dynamique locale (LRTR pour Local Run Time Recon-
ﬁguration) de´taille´e Sec. 2.3.5.2.2).
2.3.5.2.1 Reconﬁguration dynamique globale Dans ce mode, un ensemble
de bitstreams de conﬁguration est disponible et chacun d’entre eux permet d’ap-
pliquer une conﬁguration monopolisant l’ensemble des ressources mate´rielles du
FPGA. Ainsi, une seule conﬁguration est active a` un instant t et conﬁgure la
totalite´ du composant. Le passage d’un plan a` l’autre ne´cessite alors un temps
de latence, durant lequel le FPGA sera inactif, de l’ordre de 5 millisecondes [66].
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Aﬁn de re´duire le temps de passage d’une conﬁguration a` une autre, plusieurs
travaux ont e´te´ re´alise´s. Ainsi, des architectures comme GARP [51] ou encore
celle utilise´e dans [29] ont opte´ pour l’utilisation de me´moire cache de reconﬁgu-
ration. Cette me´moire, locale dans le but d’avoir un acce`s plus rapide, contient
un certain nombre de conﬁgurations et permet d’en changer plus rapidement en
cours d’exe´cution.
2.3.5.2.2 Reconﬁguration dynamique locale Ici, la reconﬁguration est
applique´e a` seulement une partie du composant. Cette approche permet de re´duire
les temps de reconﬁguration, tout en permettant au reste du syste`me de rester
dans son e´tat de conﬁguration initial.
C’est en 1997 que la socie´te´ Xilinx [32] commercialisa le premier FPGA per-
mettant une reconﬁguration dynamique, globale ou locale : le XC6200 [13]. Ce
FPGA oﬀrait une densite´ d’inte´gration relativement inte´ressante pour l’e´poque
comparativement aux FPGAs concurrents visant e´galement la reconﬁguration
dynamique. Malgre´ un succe`s aupre`s de la communaute´ scientiﬁque, la commer-
cialisation XC6200 fuˆt rapidement stoppe´e devant le faible inte´reˆt que lui ont
porte´ le monde industriel, notamment a` cause d’une interface de reconﬁguration
complexe.
La course a` la densite´ d’inte´gration auraient pu avoir raison de la volonte´ a`
de´velopper cet aspect de reconﬁguration dynamique. Ne´anmoins, la socie´te´ Xilinx
a continue´ d’inclure la notion de reconﬁguration dynamique au sein de ses com-
posants FPGAs en de´veloppant e´galement des outils de´die´s a` la mise en œuvre de
la reconﬁguration dynamique [14, 34]. Ce choix s’ave`re de nos jours eˆtre payant
puisqu’avec l’inte´reˆt grandissant pour les composants reconﬁgurables, d’autres
manufacturiers, comme Altera[83], se sont e´galement lance´s dans ce domaine de
manie`re plus intensive. Les re´fe´rences [96, 72, 45, 88, 76] pre´sentent diﬀe´rents
travaux re´alise´s sur des architectures permettant la reconﬁguration dynamique.
On peut distinguer deux principaux modes de reconﬁguration dynamique lo-
cale :
– La reconﬁguration partielle : Ce mode permet de reconﬁgurer une zone
du FPGA tandis que le reste du syste`me est inactif tout en conservant
ses informations de conﬁguration. Le temps de reconﬁguration dans ce cas
de´pend de la granularite´ de la zone a` reconﬁgurer.
– La reconﬁguration partielle a` chaud ou active : Ce mode permet de recon-
ﬁgurer se´lectivement une zone du FPGA tandis que le reste du composant
continue de fonctionner. Cela suppose bien suˆr que la partie reconﬁgure´e
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Figure 2.30 – Re´solution temporelle








Figure 2.31 – Re´solution spatialle de
l’e´quation y = a× x2 + b× x+ c
n’est pas exploite´e au moment de la reconﬁguration.
2.3.6 FPGA et quelques applications de traitement d’images
Les FPGAs oﬀrent une tre`s forte ﬂexibilite´ architecturale couple´e a` de tre`s
bonnes performances dans le cas d’applications de traitement d’images qui sont
deux des aspects importants de´ﬁnis dans les objectifs de nos travaux. La ﬂexibilite´
des FPGAs permet de cre´er l’architecture mate´rielle en fonction de l’application
a` exe´cuter. De ce fait, les performances de cette dernie`re s’en trouvent optimise´es.
Par opposition au paradigme d’imple´mentation temporelle des processeurs
classiques, les FPGAs oﬀrent la possibilite´ d’eﬀectuer une imple´mentation spa-
tiale des applications. Par exemple, la Fig. 2.31 illustre la re´solution de l’e´quation
y = a× x2 + b× x+ c suivant le paradigme temporel et spatial.
De part leur architectures les FPGAs apparaissent comme une solution tre`s
performante pour le traitement embarque´ et notamment pour les applications
de traitement d’images. Aﬁn d’e´tayer ces propos, W.J. MacLean propose une
e´valuation de la pertinence de l’utilisation des FPGAs pour les syste`mes de vi-
sion embarque´s [99]. Ses conclusions peuvent se re´sumer ainsi :
• Points positifs :
– La ﬂexibilite´ pour exploiter la nature intrinse`quement paralle`le de beaucoup
d’algorithmes de traitement d’images,
– un temps de de´veloppement, de test et de mise au point bien infe´rieur a`
celui des ASICs,
– un temps de reconﬁguration de quelques millisecondes,
– un faible sensibilite´ aux perturbations par rapport aux CPUs (du fait d’une
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horloge plus lente) et aux ASIC (empreinte mate´rielle plus petite),
– une forte protection face au reverse engineering (RE) graˆce a` l’utilisation
de conﬁgurations par bit-stream crypte´s,
– un couˆt mate´riel et logiciel relativement faible.
• Points ne´gatifs :
– Le de´veloppement d’algorithmes utilisant des donne´es code´es en virgule ﬂot-
tante n’est pas impossible mais peut tre`s rapidement saturer les ressources
du FPGA,
– Les ressources d’un FPGA sont ﬁxes et dans le cas ou` trop de ressources
sont ne´cessaires, le concepteur est bloque´ (a` l’inverse des CPUs classiques
ou` seul le temps de traitement est modiﬁe´) 22,
– Les performances des FPGAs sont moindres que celle des ASICs,
– Le de´veloppement d’application sur FPGA demande des connaissances so-
lides en e´lectronique nume´rique et en programmation en langage HDL
(VHDL[91] ou Verilog[92]).
En conclusion, W.J. MacLean estime que la technologie FPGA est promet-
teuse pour les applications de vision embarque´es principalement graˆce aux avan-
tages de leur reconﬁgurabilite´ et leur forte pre´disposition a` l’exploitation du
paralle´lisme. Ceci est nuance´ par les restrictions induites par la quasi obliga-
tion d’utiliser des donne´es code´es en virgule ﬁxe. A` ces conside´rations, s’ajoute
e´galement la ne´cessite´ de connaissances en e´lectronique nume´rique aﬁn de re´pondre
a` la diﬃculte´ du de´veloppement d’algorithmes sur FPGA.
On peut trouver dans la litte´rature un grand nombre de syste`mes de vision
inte´grant un dispositif FPGA en tant que module de traitement permettant
d’exe´cuter un large e´ventail d’algorithmes de traitement d’images de manie`re
optimale.
Un syste`me de vision a e´te´ de´veloppe´ par le laboratoire Le2i de l’Universite´ de
Bourgogne [48]. Ce syste`me (Fig. 2.32), inte`gre un capteur CMOS haute-vitesse
de 1.3 Mpixels, un circuit FPGA de la famille Virtex II de chez Xilinx et une
interface USB 2.0. Le capteur d’images employe´ est capable d’acque´rir jusqu’a`
500 ips, soit une cadence de sortie de 6.55 Gbits/s. Aﬁn de permettre la trans-
mission d’un tel ﬂot vide´o via le lien USB 2.0 (480 Mbits/s), des algorithmes de
compression sont imple´mente´s et exe´cute´s au sein du circuit FPGA. Des taˆches
de traitement d’images sont e´galement imple´mente´es, comme le ﬁltre de Sobel ou
des ope´rations d’e´rosion/dilatation.
22. On peut nuancer cet argument graˆce aux possibilite´s d’inte´gration de processeurs soft-core
au sein d’un FPGA lui permettant d’exe´cuter un algorithme de manie`re temporelle.
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Figure 2.32 – Came´ra rapide du laboratoire Le2i
Nous avons e´galement, au LASMEA, deux syste`mes de vision base´s sur un
composant FPGA. La premie`re plateforme baptise´e SeeMOS et pre´sente´e en
de´tails en Sec. 6.1 inte`gre notamment un FPGA STRATIX I, un imageur LUPA
4000 et une carte de communication FireWire. Plusieurs applications de traite-
ment d’images ont e´te´ re´alise´es sur cette plateforme. On peut citer l’imple´mentation
de l’algorithme d’extraction de ﬂux optique suivant la me´thode de Lucas et Ka-
nade [42] (Fig. 2.34). Cet algorithme met particulie`rement en avant l’avantage
de la paralle´lisation oﬀert par les composants FPGAs. Par exemple, la premie`re
e´tape de cet algorithme consiste a` calculer, pour chaque point d’une image, le
gradient vertical, horizontal et temporel. Graˆce a` l’utilisation d’un FPGA, ces
trois calculs peuvent eˆtre re´alise´s en paralle`le la` ou` sur un CPU classique il aurait
e´te´ ne´cessaire de se´quencer leur calcul. Ainsi, suivant notre imple´mentation, on
obtient, pour une re´solution d’image de 800 × 600, une cadence d’image de 30
IPS 23. A` titre de comparaison, Marzat et al. [79] obtiennent une cadence de 15
IPS pour une re´solution d’image de 640× 480 en utilisant un dispositif GPU.
La seconde plateforme, la came´ra intelligente BiSeeMOS[40], est de´die´e aux
traitements ste´re´o. Pour ce faire la came´ra BiSeeMOS (Fig. 2.35) dispose de
deux capteurs d’image CMOS. La partie de traitement est base´e sur un FPGA
Altera Cyclone III EP3C120. Enﬁn, la communication est assure´ par un module
de communication Camera Link. A` titre d’exemple, la camera BiSeeMOS permet
d’appliquer une transforme´e de Census sur une image de re´solution 1024× 1024
a` la cadence de 100 images par seconde [39].
23. IPS pour Images Par Seconde.
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Figure 2.33 – Re´solution spatiale de l’algorithme d’extraction de ﬂux optique
Figure 2.34 – Extraction du ﬂux optique suivant la me´thode de Lucas et Kanade



































Figure 2.35 – Came´ra intelligente BiSeeMOS
2.3.7 Comparaison des performances des FPGAs et des
GPUs pour des applications de traitement d’images
Les sections pre´ce´dentes ont permis de mettre en avant que seuls les com-
posants FPGAs et GPUs admettent un niveau de paralle´lisation pouvant eˆtre
satisfaisant dans le cadre d’applications de traitement d’images. Le but de cette
section est de comparer les performances, en termes de temps de traitement ou
de bande passante de sortie, de ces deux dispositifs.
Une premie`re comparaison nous est propose´e par B. Cope [9]. Dans ce papier,
l’auteur e´value les performances des dispositifs FPGAs, GPU et CPU dans le
cadre d’un calcul de convolution 2D. Ce type de calcul est typique du traitement
d’images puisqu’il permet l’application de divers ﬁltrages sur l’image. Les com-
posants utilise´s sont un Virtex II-Pro pour le FPGA, un GPU NVidia 6800 Ultra
et un CPU Intel Pentium 4 cadence´ a` 3 GHz. Le Tab. 2.1 dresse les re´sultats
obtenus par B. Cope.
Le Tab. 2.1 met en avant que, par son manque de paralle´lisme, le processeur
ge´ne´raliste est, en termes de performances, largement de´passe´ par les deux autres
dispositifs. Il est e´galement notable que pour des tailles re´duites du masque de
convolution, le dispositif GPU est le plus performant. Ceci s’explique de part
le faible niveau de paralle´lisme requis pour ces dimensions de masques. Ainsi,
graˆce a` son horloge interne nettement supe´rieure a` celle d’un FPGA, le GPU
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Taille du masque de convolution FPGA GPU CPU
2× 2 221 1070 14
3× 3 202 278 9.7
5× 5 112 54 5.1
7× 7 90 22 2.6
9× 9 73 9 1.6
11× 11 23 4.7 1.2
Table 2.1 – Comparaison des performances entre un FGPA, un GPU et un CPU
pour l’exe´cution d’une convolution 2D en MP/s.
surclasse ce dernier. Lorsque le niveau de paralle´lisme augmente, donc pour des
tailles de masque plus importantes, le FPGA propose de meilleures performances.
Un autre article [26] propose l’imple´mentation d’un algorithme d’extraction
de ﬂux optique sur un FPGA (Virtex-4) et un GPU (NVIDIA GeForce 8800
GTX). Cet algorithme est de´compose´ en 5 e´tapes :
– E´tape 1 : extraction de 3 gradients. Le premier gradient est un gradient tem-
porel, soit une diﬀe´rence d’images successives pixel a` pixel. Les deux autres
sont des gradients verticaux et horizontaux extraits par l’interme´diaire
d’une convolution avec un masque de taille 5× 5,
– E´tape 2 : ponde´ration des gradients graˆce a` un masque de convolution de
taille 7× 7,
– E´tape 3 : ge´ne´ration de 5 nouvelles matrices en multipliant diverses combi-
naisons des 3 gradients issus de l’e´tape 2,
– E´tape 4 : application d’une convolution de taille 3× 3 sur les 5 re´sultats de
l’e´tape 4,
– E´tape 5 : calcul des composantes verticale et horizontale du vecteur de
de´placement de chaque pixel. Pour ce faire, des ope´rations de multiplica-
tion, de soustraction et de division sont applique´es.
L’e´valuation des performances a e´te´ faite graˆce au jeu d’images de synthe`se Yo-
semite[21]. Ainsi pour une re´solution d’images de 640×480, l’imple´mentation sur
GPU a permis d’atteindre une cadence d’images de 150 IPS la` ou` l’imple´mentation
sur FPGA a donne´ un re´sultat de plus de 300 IPS.
Une troisie`me comparaison est pre´sente´e par S. Asano [74]. Ce papier propose
une e´valuation des performances des dispositifs FPGAs, GPUs et CPUs dans
le cadre d’applications de traitement d’images. Les composants utilise´s sont un
Xilinx XC4VLX160 pour le FPGA, une XFX GeForce 280 GTX 1024MB DDR
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Figure 2.36 – Performances pour un
ﬁltrage 2-D
Figure 2.37 – Performances pour une
SAD
Figure 2.38 – Performances pour une
classiﬁcation par K-moyennes
pour le GPU et un Intel Core 2 Extrem QX6850 a` 3 GHz pour le CPU. Trois
traitements ont e´te´ imple´mente´s sur ces dispositifs. Le premier traitement est un
ﬁltrage 2-Dimensions pour lequel plusieurs tailles de masque ont e´te´ applique´es
et re´pondant a` l’Eq. 2.1. Le second traitement re´alise une SAD 24 dans le cadre
de vision ste´re´o (Eq. 2.2). Enﬁn le dernier traitement est une classiﬁcation par






I(x+ dx, y + dy).G(dx, dy) (2.1)


















24. SAD pour Sum of Absolute Diﬀerence
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La Fig. 2.36 rapporte les performances concernant l’application d’un ﬁltrage 2
dimensions. Elle montre que pour les tailles de masque teste´es, les performances
oﬀertes par le GPU sont les plus importantes. La taille maximale de masque
teste´e est de 15 × 15 pixels, soit 225 pixels traite´s. Or le GPU utilise´ permet le
traitement de 240 donne´es en paralle`le. Du fait de l’horloge interne plus impor-
tante pour le GPU que pour le FPGA, le GPU reste meilleur que le dispositif
FPGA. Ne´anmoins, on peut facilement conside´rer que le FPGA sera plus eﬃcace
pour des tailles de masque plus importantes graˆce a` ”sa meilleure pre´disposition”
au paralle´lisme. Il est e´galement notable que pour une taille de masque 3× 3, le
CPU est plus performant que le FPGA mais de`s lors que la dimension augmente,
le CPU devient bien moins performant que le FPGA (facteur 8 en faveur du
FPGA pour une dimension 15× 15.
La Fig. 2.37 montre que pour une SAD dont la taille de feneˆtre d’inte´reˆt est
de 7× 7 le dispositif FPGA est bien supe´rieur aux deux autres composants. Au
dela` d’une certaine valeur de D, qui de´ﬁnit le nombre de feneˆtres de Il a` compa-
rer, le FPGA admet un diminution de ses performances. Ce phe´nome`ne est duˆ
a` une limitation physique du FPGA en termes de blocs RAM. Ne´anmoins, pour
D = 240 le GPU est moins performant d’un facteur 30.
Enﬁn la Fig. 2.38 conﬁrme l’expe´rimentation pre´ce´dente en montrant que
pour une classiﬁcation en 48 clusters le FPGA outrepasse les 2 autres compo-
sants d’un facteur de 7 a` 9 graˆce a` son paralle´lisme massif et au proble`me d’acce`s
aux donne´es inhe´rent a` l’utilisation d’un GPU.
En conclusion, pour des applications de traitement d’images, le paralle´lisme
est un aspect plus que primordial pour l’obtention de performances e´leve´es. De ce
fait, les FPGAs posse´dant le paralle´lisme le plus massif rendent ces composants
parfaitement adapte´s au domaine du traitement d’images.
2.4 Conclusion
Dans ce chapitre, plusieurs types de composants de traitements ont e´te´ pre´sente´s.
Le Tab. 2.2 propose une comparaison de ces composants en fonction de trois
crite`res. Le premier crite`re concerne l’aspect embarquable des composants de
traitements. En eﬀet, nos travaux sont axe´s sur le de´veloppement d’un mode`le
de processeur embarque´ pour le traitement d’images. Le second crite`re permet de
classiﬁer les composants suivant leur possibilite´ de paralle´lisme, ne´cessaire a` l’ob-
tention de hautes performances en traitement d’images. Enﬁn, un dernier crite`re
permet d’e´tablir la facilite´ de programmation inhe´rente au de´veloppement d’ap-
plication sur chacun de ces composants.
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Composant Embarquabilite´ Paralle´lisme Facilite´ de programmation
GPP + – ++
DSP o - +
Processeur Me´dia o o +
GPU – + o
FPGA ++ ++ –
Table 2.2 – Tableau comparatif des composants de calcul pour le traitement
d’images
Ce tableau permet de mettre en e´vidence que les dispositifs de traitement
FPGAs, de par leur architecture, sont particulie`rement adapte´s au domaine du
traitement d’images.
Au niveau de la reconﬁguration des FPGAs, la reconﬁguration dynamique
locale semble eˆtre le mode le plus adapte´. En eﬀet, il permet une optimisation
mate´rielle des ressources ne´cessaires et ce a` chaque instant de l’application graˆce
a` un temps de reconﬁguration tre`s faible comparativement a` la reconﬁguration
dynamique globale. D’un point de vue performances, cette option est donc par-
faitement envisageable pour les applications de traitement d’images. Ne´anmoins,
la reconﬁguration dynamique est une technologie qui n’est pas encore mature et
uniformise´e. Ainsi, chaque fondeur de FPGAs dispose de ses propres me´thodes
de reconﬁguration dynamique locale ce qui rend le portage d’un composant a` un
autre impossible.
S’agissant de la reconﬁguration dynamique globale, e´tant donne´ le contexte de
nos travaux, des ve´hicules en mouvement, le temps ne´cessaire a` la reconﬁguration
du FPGA (de l’ordre de 5 ms pour rappel) par ce mode peut s’ave´rer critique
pour la se´curite´ du ve´hicule et/ou de son environnement. La dure´e du temps de
reconﬁguration dynamique globale est duˆ au fait que la granularite´ des e´le´ments
logiques est tre`s ﬁne. Ainsi, pour passer d’une ope´ration a` une autre, un grand
nombre de CLBs doivent eˆtre reconﬁgure´s ce qui a pour conse´quence un temps
de reconﬁguration non ne´gligeable.
Dans le cadre de nos travaux, la reconﬁguration statique a ainsi e´te´ choisie.
Aﬁn de compenser la perte de ﬂexibilite´ vis-a`-vis des me´thodes de reconﬁguration
dynamique, nous avons opte´ pour l’implantation d’un processeur a` chemin de
donne´es reconﬁgurable. Ce processeur nous permet de modiﬁer dynamiquement
les traitements exe´cute´s et peut admettre une programmation plus haut niveau
que les langages HDL. Le principe de ces processeurs est pre´sente´ dans le chapitre
suivant.
Chapitre 3
Les processeurs a` chemin de
donne´es reconﬁgurable
Dans le but de faciliter l’imple´mentation de traitements d’images sur FPGA et
ainsi e´viter le codage en langage HDL tout en conservant une ﬂexibilite´ ne´cessaire
a` ce type de traitements, ce chapitre pre´sente un mode`le de calculateur de´die´. Ce
mode`le est un processeur ou` le chemin de donne´es est reconﬁgurable.
Dans un premier temps, le principe et l’architecture des processeurs a` chemin
de donne´es reconﬁgurable sont pre´sente´s. On e´tudiera notamment les diverses
topologies d’interconnexion existantes. Un e´tat de l’art des processeurs a` chemin
de donne´es reconﬁgurable (PCDR) est ensuite propose´.
3.1 Les processeurs a` chemin de donne´es recon-
ﬁgurable
Dans un processeur, les registres, bus et ope´rateurs par lesquels transitent
des donne´es forment ce qu’on appelle le chemin de donne´es, ou encore la par-
tie ope´rative. Ce chemin de donne´es est charge´ d’exe´cuter l’instruction, lors-
qu’il s’agit d’une instruction de traitement, pre´alablement de´code´e par la partie
controˆle du processeur.
L’architecture d’un processeur a` chemin de donne´es reconﬁgurable (PCDR)
est ge´ne´ralement compose´ d’un cœur de processeur (RISC ou CISC la plupart
du temps) responsable du chargement et du de´codage des instructions pre´sentes
dans une me´moire programme. Elle comporte e´galement des unite´s de traitement
de´die´es (PEs 1), reconﬁgurables ou non, relie´es par un re´seau d’interconnexion
reconﬁgurable (Fig. 3.1).
1. PE pour Processing Element
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Figure 3.1 – Sche´ma synoptique simpliﬁe´ de l’architecture d’une processeur a`
chemin de donne´es reconﬁgurable.
Un PCDR a la particularite´ de pouvoir modiﬁer dynamiquement l’agencement
de ces unite´s de calcul aﬁn de re´aliser l’instruction souhaite´e. La Fig. 3.2 met en
avant ce principe. Un PCDR a e´galement la possibilite´ de reconﬁgurer la fonction
de chaque unite´ de traitement. Ainsi, la reconﬁguration au sein d’un PCDR est









Chemin de données pour l ’instruction X
Chemin de données pour l ’instruction Y
PE 2 PE 3 Donnéesde sortie
Figure 3.2 – Reconﬁguration du chemin de donne´es.
2. La reconﬁguration des FPGAs est une reconﬁguration dite mate´rielle de par le fait
qu’elle modiﬁe le comportement de l’architecture au niveau porte
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3.1.1 Les topologies d’interconnexion
Comme pre´sente´ dans la section pre´ce´dente, un des e´le´ments de base des
PCDR est le re´seau d’interconnexion. Il nous a donc paru essentiel de parcourir
les diverses topologies d’interconnexion existantes.
Les dispositifs de communication a` base de bus sont varie´s et agissent direc-
tement sur le couˆt, la complexite´, la consommation et les performances des ar-
chitectures. La topologie la plus simpliste est le bus simple pre´sente´e en Fig 3.3.
Ici, tous les composants du syste`me sont relie´s a` un bus partage´. Cette conﬁ-
guration est eﬃcace pour des architectures ne comportant que peu d’e´le´ments.
En eﬀet, une seule communication d’un e´le´ment a` un autre est permise a` la fois.
Les communications sont ge´re´es par un arbitre qui va permettre, ou refuser -en
cas de requeˆtes simultane´es-, l’utilisation du bus par un couple de composants.
Plusieurs bus base´s sur ce principe ont e´te´ de´veloppe´s :
– le bus PCI,
– le bus Avalon de Altera [10],




Figure 3.3 – Bus simple.
Une topologie permettant plusieurs transferts de donne´es en paralle`le est la
topologie de bus hie´rarchique de´crite en Fig. 3.4. Les composants sont connecte´s
a` plusieurs bus qui sont interface´s les uns avec les autres graˆce a` des ponts
(ou Bridge en anglais). Des transferts concurrents de donne´es sont possibles sur
chaque bus, a` condition que les composants soient re´partis sur les bus de telle
sorte qu’il y ait une interaction minimale entre les composants de bus diﬀe´rents.
Par exemple, en rapport avec la Fig. 3.4, si l’OP1 communique la majorite´ du
temps avec l’OP7, il sera plus inte´ressant de les mettre sur le meˆme bus. Inver-
sement, si tre`s peu de transactions ont lieu entre les 2, il est inte´ressant de les
connecter sur des bus diﬀe´rents. Les bus pouvant avoir des fre´quences d’horloge
diﬀe´rentes, le pont peut eˆtre relativement complexe aﬁn de manipuler les tran-
sactions inter-bus, les temporisations donne´es (data buﬀering), les conversions
64CHAPITRE 3. LES PROCESSEURS A` CHEMIN DE DONNE´ES RECONFIGURABLE
de fre´quence, etc. Plusieurs SoCs commerciaux embarquent aujourd’hui un bus
hie´rarchique, comme le ARM PrimeXsys SoCs [105] qui est largement utilise´ dans







Figure 3.4 – Bus hie´rarchique.
Pour les syste`mes hautes performances qui ne´cessitent de nombreux transferts
de donne´es en paralle`le, la topologie Crossbar complet, (Fig. 3.5) oﬀre un choix
tre`s inte´ressant. Dans ce cas de ﬁgure, chaque e´le´ment est relie´ avec tous les autres
e´le´ments par l’interme´diaire de connexions directes. Le grand nombre de liaisons
permet ainsi d’eﬀectuer plusieurs transferts de donne´es en paralle`le. Plusieurs tra-
vaux [37, 59] ont montre´ l’utilite´ d’un Crossbar complet qui oﬀre une plus grande
bande passante comparativement aux topologies simple bus et bus hie´rarchique.
Ne´anmoins, plus le nombre d’e´le´ments connecte´s au crossbar est grand, plus la
complexite´ de ce dernier est important, impactant directement sur la consomma-
tion, les ressources mate´rielles ou encore les de´lais de propagation. En eﬀet, si
beaucoup d’e´le´ments sont connecte´s sur le crossbar, le routage de toutes les pos-
sibilite´s de connections devient tre`s complexe, allongeant ainsi les de´lais de pro-
pagation et monopolisant des ressources mate´rielles supple´mentaires. La Fig. 3.6
extraite de [95], permet de mettre en e´vidence l’augmentation conse´quente en
termes de ressources lorsque le nombre de ports augmente. Un exemple com-
mercial d’un syste`me utilisant un crossbar complet est le multiprocesseur SoC
Niagara de SUN [104].









Figure 3.5 – Crossbar complet.
Figure 3.6 – Surface d’un crossbar complet.
Aﬁn de repousser la limitation en nombre de ports du crossbar complet, il est
possible d’opter pour une topologie de type Crossbar partiel pre´sente´e en Fig. 3.7.
Il s’agit d’un re´seau d’interconnexion hybride entre une topologie point a` point
et partage´e. Ceci se traduit par une diminution du nombre de bus, de la surface,
de la consommation et en encombrement des ﬁls de communication [53, 60]. En
contrepartie, le regroupement d’e´le´ment induit une baisse du paralle´lisme, et plus
pre´cise´ment du nombre de transactions simultane´ment possibles, et par voie de
conse´quence de la performance.
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Op8Op5 Op6 Op7
Op1 Op2 Op3 Op4
Figure 3.7 – Crossbar partiel.
Enﬁn, une autre topologie commune´ment utilise´e dans le cadre de syste`me
haute performance est la topologie de bus en anneaux (ou ”ring bus topology” en
anglais). Comme le montre la Fig. 3.8, les diﬀe´rents composants sont connecte´s
a` un ou plusieurs bus a` anneaux concentriques. Les donne´es peuvent eˆtre en-
voye´es de la source a` la destination dans le sens horaire ou anti-horaire selon, par
exemple, la distance la plus courte ou encore la disponibilite´ du bus. Un exemple
de l’utilisation de ce type de topologie peut eˆtre trouve´ dans l’IBM Cell multipro-
cesseur [106] notamment utilise´ dans la PlayStation 3. Dans ce cas, le ring bus a
e´te´ pre´fe´re´ a` une topologie crossbar complet principalement en raison de la plus
faible surface ne´cessaire a` son imple´mentation. Ne´anmoins, les performances de
cette topologie reste infe´rieures a` celle d’un crossbar complet, dans l’hypothe`se
ou` le nombre de ports reste dans les limitations exprime´es pre´ce´demment.
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Op2 Op4Op1 Op3
Op7 Op5Op8 Op6
Figure 3.8 – Bus a` anneaux.
3.2 Processeurs a` chemin de donne´es reconﬁgu-
rable et leur technique de programmation
Cette section a pour vocation de pre´senter plusieurs re´alisations inte´grant
un processeur a` chemin de donne´es reconﬁgurable dote´ d’un re´seau d’intercon-
nexions pre´-caˆble´. Nous nous attacherons a` e´tudier le type de topologie utilise´e, la
granularite´ des e´le´ments de traitement employe´s et l’architecture mise en œuvre
pour l’exploitation du chemin de donne´es. On s’inte´resse aussi a` la me´thodologie
de de´veloppement inhe´rente a` chacun de ces syste`mes. En eﬀet, les langages de
descriptions mate´riel (ou HDLs pour Hardware Description Languages), comme
le VHDL ou le Verilog, sont encore largement employe´s pour la programmation
des FGPAs. Ces langages sont tre`s spe´ciﬁques et contraignent les concepteurs a`
avoir de larges notions d’e´lectronique nume´rique en plus de la connaissance de la
syntaxe du langage. Ceci rend diﬃcile le de´veloppement d’applications sur FP-
GAs par des concepteurs non initie´s au domaine. Il est donc essentiel d’e´tudier les
me´thodologies de de´veloppement associe´es aux architectures a` chemin de donne´es
reconﬁgurable aﬁn d’e´valuer la programmabilite´ des architectures propose´es. En
d’autres termes comment de´velopper, utiliser et reconﬁgurer des e´le´ments de cal-
cul performants au sein d’un tel dispositif ?
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Figure 3.9 – Architecture du processeur Acadia.
Avec l’appui de la Defense Advanced Research Projects Agency (DARPA)
ame´ricaine, la socie´te´ Sarnoﬀ a de´veloppe´ un processeur de vision nomme´ Aca-
dia [121] (Fig. 3.9). Ce processeur oﬀre jusqu’a` 80 GOPS 3 permettant d’exe´cuter
des traitements de vision a` vitesse vide´o. La topologie d’interconnexion utilise´e
est un crossbar (Cross Point Switch sur la Fig. 3.9) sur lequel se greﬀe une gamme
d’e´le´ments de traitements (PE’s) varie´e.
Le processeur Acadia permet d’eﬀectuer des ope´rations de corre´lation, d’esti-
3. GOPS : Giga Ope´rations Par Seconde
3.2. PROCESSEURS A` CHEMIN DE DONNE´ES RECONFIGURABLE ET LEUR TECHNIQUE DE
mation de mouvement ou encore de SAD 4. De plus, l’ajout d’une ALU 5 permet
d’eﬀectuer additions, multiplications et divisions sur 1 ou 2 octets. Au niveau
performance, comme dit pre´ce´demment ce processeur oﬀre jusqu’a` 80 GOPS lui
permettant notamment de fournir des cartes de profondeur VGA a` 30 IPS 6[73].
Le grande nombre de PE’s impact ine´vitablement les ressources mate´rielles
ne´cessaires. De plus, le processeur Acadia n’inte´grant pas de me´thode de mini-
misation de ressources, l’application de cette solution est compromise dans le
cadre de notre e´tude. En eﬀet, si l’on souhaite simplement appliquer un ﬁltrage
Gaussien il n’est pas ne´cessaire d’avoir, par exemple, un module de ste´re´o vision
implante´.
Au niveau programmation, peu d’informations sont donne´es dans [121]. Ne´anmoins,
les modules de traitements ont e´te´ mode´lise´s en langage C permettant de repre´senter



















PE 2 PE 3 PE 4
Réseau PEs - mémoires
Réseau PEs - PEs
Figure 3.10 – Architecture du processeur ROMA.
4. SAD : Somme des diﬀe´rences absolues ou Sum of absolute diﬀerences
5. ALU : Arithmetic and Logical Unit
6. IPS : Image Par Seconde
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ROMA [22], pour Reconﬁgurable Operators for Multimedia Applications, est
issu du projet ANR ”Architectures du Futur” re´unissant des acteurs acade´miques
et industriels. L’objectif de ce projet est la conception d’un processeur reconﬁ-
gurable capable d’adapter sa structure de traitement aux motifs de calcul pour
lesquels un gain signiﬁcatif en termes de puissance de calcul et de consommation
est attendu. Le domaine d’applications vise´ est le domaine vide´o.
La Fig. 3.10 pre´sente l’architecture du processeur ROMA. Ce processeur
inte`gre deux re´seaux d’interconnexion reconﬁgurables. Le premier permet de
connecter les ope´rateurs entre eux et le second de connecter les ope´rateurs aux
me´moires. La gestion de la reconﬁguration est ge´re´e par une structure de controˆle
disposant d’un jeu d’instructions de´die´es.
Les ope´rateurs permettent d’exe´cuter des ope´rations arithme´tiques (ADD,
SUB, MUL, ABS, SQRT), logiques (AND, OR, XOR), de de´calage ou encore
des ope´rations d’accumulation (SAD, MAC). Un aspect inte´ressant concernant
ces ope´rateurs est le fait qu’ils soient e´galement reconﬁgurables permettant ainsi
d’optimiser chaque e´tape de traitement.
Un eﬀort tout particulier a e´te´ porte´ sur la me´thodologie de de´veloppement du
processeur ROMA. On peut distinguer 2 axes sur lesquels la me´thodologie se foca-
lise. Le premier est l’optimisation de la taille des donne´es. Cette optimisation peut
s’ave´rer tre`s productive au niveau de la pre´servation de ressources mate´rielles. En
eﬀet, le besoin de dynamique est tre`s diﬀe´rent entre, par exemple, une multipli-
cation et une soustraction. Graˆce a` une pre´-e´tude des ope´rations eﬀectue´es, la
taille des donne´es peut ainsi eˆtre minimise´e et permettre une pre´servation des
ressources mate´rielles ainsi qu’un potentiel gain en performance. Le second axe a
pour objectif de se´lectionner les parties critiques de l’application et de re´aliser les
transformations ne´cessaires a` l’optimisation du placement sur l’architecture puis
de ge´ne´rer les conﬁgurations de l’architecture.
Enﬁn au niveau de la programmation du processeur ROMA, le concepteur
de´crit son application en langage C. Cette application est ensuite transforme´e en
un graphe HCDG 7 (Hierarchical Conditional Dependency Graph) graˆce au com-
pilateur GECOS[107]. La me´thodologie de de´veloppement s’appuie ensuite sur ce
formalisme et sur une librairie d’ope´rateurs pour a` la fois cre´er le programme C
du processeur de controˆle et les e´le´ments HDLs correspondants aux ope´rateur.
7. Un graphe HCDG est un graphe oriente´ compose´ de nœuds et d’areˆtes type´s. Il sert a`
repre´senter les diﬀe´rentes de´pendances entre les ope´rations d’un programme.






































Figure 3.11 – Architecture du processeur ConvNet.
Farabet & al.[30] ont propose´ l’imple´mentation sur FPGA d’un syste`me de
vision et de reconnaissance base´ sur un re´seau de convolution (convolution net-
work). Ce syste`me est programmable et peut appliquer la plupart des ope´rations
base´es sur des convolutions avec des masques de taille re´duite. Le processeur
ConvNet inte`gre un cœur de processeur RISC 32bits associe´ a` un jeu d’instruc-
tions vectorielles pour conﬁgurer les e´le´ments de calcul de base de l’architecture.
Le processeur ConvNET est compose´ d’un re´seau d’interconnexion simple. Un
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arbitre est en charge de la gestion de la communication entre les divers e´le´ments
de l’architecture.
Le second e´le´ment cle´ du processeur ConvNet est l’ALU vectorielle, ou VALU.
Ce composant permet de re´aliser des ope´rations de multiplication, division ou
encore racine carre´e. Mais cette VALU inclue e´galement des ope´rations de convo-
lution 2D ou de groupement et de sous-e´chantillonnage spatial. Les ope´rations
sont re´alise´es avec des mots de 16 bits au format virgule ﬁxe pour les coeﬃcients
et des mots de 8 bits pour les ope´randes. La reconﬁguration intervient au niveau
de l’interconnexion entre les divers ope´rateurs ainsi que dans le parame`trage
d’e´ventuels coeﬃcients de masques. A` titre d’exemple, la Fig. 3.12 de´taille la
partie de la VALU responsable du calcul de convolution suivant un masque de
dimension 3×3. On peut noter la pre´sence de FIFOs permettant la mise en forme
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Figure 3.12 – Architecture de l’ALU vectorielle du ConvNet responsable des
calculs de convolution.
Un exemple d’application de´veloppe´e sur le ConvNet, a` savoir une reconnais-
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sance de visage, est fourni dans [30]. On peut ainsi voir que le taux d’occupation
des ressources est de 89% des ressources d’un FPGA Virtex IV.
La programmation du processeur se fait a` travers le langage Lush qui est une
extension du langage Lisp[63]. Le programme Lush, une fois compile´ avec un com-
pilateur mise au point par Farabet & al., donne le se´quencement des appels sur le
processeur ConvNet. Ce compilateur permet ainsi d’obtenir un code source don-
nant a` la fois la conﬁguration des e´le´ments de la VALU ou encore les coeﬃcients
des masques et les interconnexions entre les divers e´le´ments de l’architecture.
3.2.4 Chameleon CS2000
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Figure 3.13 – Architecture Chameleon CS2000.
La socie´te´ Chameleon Systems. Inc.[115] a de´veloppe´ une architecture nomme´e
Chameleon CS2000, pre´sente´e en Fig. 3.13, regroupant sur un seul circuit un cœur
de processeur RISC 32 bits particulier (cœur ARC), un controˆleur de me´moire
complet, un controˆleur PCI, le tout connecte´ a` une unite´ de traitement reconﬁ-
gurable.
Cette unite´ est constitue´e, en fonction de la gamme du composant, d’un cer-
tain nombre de Tranches (4 dans la Fig. 3.13) inte´grant 3 Tuiles chacun. Chaque
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Tuiles regroupe quatre me´moires locales, sept unite´s de traitement, deux multi-
plieurs et de la logique de controˆle.
Les unite´s de traitement (Fig. 3.14) disposent d’un ope´rateur 32 bits multi-
fonctions : ADD, ADD16 (2 additions 16 bits en paralle`le), MAX, MAX16, MIN,
MIN16, PENC (encodeur de priorite´), SADD (addition jusqu’a` saturation) et
SADD16. Les ope´randes sont se´lectionne´s par des multiplexeurs (24 vers 1) et
passent ensuite a` travers un ope´rateur de de´calage et des masques.
La conﬁguration de chacun de ces e´le´ments est me´morise´e dans un registre
d’instruction (Fig. 3.14). Huit instructions peuvent eˆtre pre´-programme´es pour
chaque unite´ de traitement. La se´lection de l’instruction courante est re´alise´e par














Figure 3.14 – Architecture d’un DPU.
Le ﬂot de programmation du Chameleon est donne´ en Fig. 3.15. Le syste`me
Chameleon inte`gre un environnement de de´veloppement, nomme´ C∼side per-
mettant de concevoir, mettre au point et ve´riﬁer le design du Chameleon. C∼side
propose un compilateur C GNU optimise´ pour le cœur de processeur RISC et un
synthe´tiseur Verilog optimise´ pour l’unite´ de traitement reconﬁgurable. Le code
objet et le bitstream sont ensuite regroupe´s dans un exe´cutable. C∼side propose
e´galement un simulateur, baptise´ Chipsim, mode´lisant l’ensemble de l’architec-
ture.
















Figure 3.15 – Flot de de´veloppement sur l’architecture Chameleon.







Figure 3.16 – Architecture X.P.P.
L’architecture X.P.P. 8, de´veloppe´e par la socie´te´ PACT XPP Technologies,
Inc.[111], est articule´e autour d’une matrice d’e´le´ments de traitement reconﬁgu-
rables connecte´s par un re´seau de communication packet-oriented [44].
Le routage des e´le´ments de traitement est assure´ par le controˆleur de conﬁgu-
ration. Il charge les conﬁgurations via une interface externe depuis une S-RAM,
dans son cache interne. Puis, il charge la conﬁguration (opcodes, routage des ca-
naux et constantes) dans la matrice.
L’architecture de la partie ope´rative du X.P.P. (Fig. 3.17) inte`gre, pour chaque
e´le´ment de traitement, une ALU permettant des ope´rations de multiplication, ad-
dition, comparaison et de´calage. On trouve e´galement un BREG (Back REGis-
ter) qui autorise le routage du bas vers le haut du chemin de donne´es et qui est
aussi compose´ d’une ALU qui peut eˆtre utilise´e pour une addition, un de´calage
ou une taˆche de normalisation. Un FREG (Forward REGister) permet un rou-
tage de shaut en bas et inte`gre une ALU de´die´e a` des ope´rations de routage des
8. X.P.P. pour eXtrem Processing Platform
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donne´es telles que le multiplexage et la permutation. Les diﬀe´rents e´le´ments de
traitement sont relie´s a` un re´seau de communication permettant des connexions
point a` point ainsi que point a` multi-points entre les entre´es/sorties des diﬀe´rents













Figure 3.17 – Architecture des e´le´ments de traitement de l’architecture X.P.P.
Aﬁn d’exploiter les possibilite´s de l’architecture X.P.P., la conﬁguration de
cette dernie`re est de´crite selon un langage proprie´taire de la socie´te´ PACT XPP
Technologies, Inc., le Native Mapping Language (NML). NML est un langage
structurel qui donne acce`s au concepteur a` toutes les caracte´ristiques mate´rielles
du X.P.P. Les conﬁgurations sont de´ﬁnies en instanciant et en plac¸ant les divers
e´le´ments de traitements puis en spe´ciﬁant leurs connexions. Le ﬂot de de´veloppement
sur l’architecture X.P.P. est donne´ en Fig. 3.18. L’outil XMAP proce`de au place-
ment des e´le´ments de traitement et aux conﬁgurations du re´seau d’interconnexion
selon la description NML. Le ﬁchier re´sultat (.xbin) est ensuite utilise´ pour conﬁ-
gurer l’architecture X.P.P. Le reste du ﬂot de de´veloppement permet la mise au
point, inte`gre un simulateur (XSIM) et un outil de visualisation (XVIS) qui ana-
lyse l’e´tat de la matrice de XPP tout au long du processus de simulation.
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Figure 3.19 – Architecture du processeur IMAPCar.
Le processeur IMAPCar (Integrated Memory Array Processor for Car) [71],
de la socie´te´ NEC, est de´die´ au traitement d’images embarque´ pour l’automobile.
Ce processeur, dont l’architecture est pre´sente´e en Fig. 3.19, inte`gre un processeur
de type RISC [28] aﬁn de ge´rer l’ensemble du syste`me. La topologie d’intercon-
nexion utilise´e dans le processeur IMAPCar est une topologie de bus en anneaux.
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Graˆce a` ses 128 PEs, connecte´s sur le bus en anneaux, inte´grant un chemin de
donne´es de 4 voies de 16 bits, 2 ALUs et un composant MAC de 24 bits, l’IMAP-
car oﬀre de remarquables performances de calcul allant jusqu’a` 100 GOPS 9. Un
aspect original de ce processeur est qu’il traite l’image d’entre´e de manie`re pa-
ralle`le ligne par ligne. Ne´anmoins, l’imple´mentation d’une telle architecture au
sein d’un FPGA requiert d’importantes ressources mate´rielles.
La programmation de l’IMARCAR est faite a` travers une extension du lan-
gage C, appele´e 1DC [24] (pour one dimensional C). 1DC inte`gre un nouveau
type de variable, sep (pour des e´le´ments se´pare´s sur chaque PE), et six exten-
sions au langage C tels que des ope´rations arithme´tiques paralle`les, des de´calages














































Figure 3.20 – Architecture du processeur Systolic Ring.
Le laboratoire LIRMM de Montpellier a de´veloppe´ une architecture de´die´e
aux traitements en ﬂot de donne´es [122]. Cette architecture, nomme´e le Systolic
Ring [84], est compose´e de 2 e´le´ments de base. Le premier est le Dnode et consti-
tue l’e´le´ment de base de calcul. Le second est le Switch permettant d’alimenter
9. GOPS : Giga Ope´rations Par Seconde
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les Dnodes en donne´es. En plus des controˆleurs inte´gre´s a` ces deux e´le´ments de
base, le Systolic Ring dispose e´galement d’un controˆleur de conﬁguration globale.
Ce controˆleur se pre´sente sous la forme d’un processeur RISC et ge`re la structure
reconﬁgurable.
Le Systolic Ring dispose de deux re´seaux d’interconnexion diﬀe´rents. Le pre-
mier est inclus dans le Dnode et permet de re´aliser diverses ope´rations entre les
2 entre´es, la banque de registres et l’accumulateur de sortie d’un Dnode. Le se-
cond dispositif de communication est base´ sur une topologie de bus en anneaux
et de´ﬁnit le chemin de donne´es entre les diﬀe´rents Dnode avec une propagation
des donne´es unidirectionnelles.
L’aspect traitement est donc symbolise´ par un ensemble de Dnodes. Un Dnode
est compose´ d’une ALU proposant toutes les fonctions logiques et arithme´tiques
classiques comme addition, soustraction mais aussi multiplication. De plus, est
e´galement pre´sente une banque de registres qui sera principalement utilise´e pour
le stockage des re´sultats de calculs interme´diaires. La taille des mots manipule´s
choisie est de 16 bits. Enﬁn une ope´ration MAC (Multiplication-ACcumulation) a
e´te´ ajoute´e au jeu d’instructions. Cette instruction permet ainsi l’exe´cution d’une
somme de produits de n termes en n cycles d’horloge ce qui impacte sur l’aspect
temps re´el d’e´ventuelles applications.
Le Systolic Ring est programme´ a` partir d’une description en langage C.
A` partir du code C, un graphe de ﬂot de donne´es est ge´ne´re´ sous contraintes de
latence minimale. Le graphe repre´sentant le ﬂot de donne´es est ensuite partitionne´
par un algorithme le parcourant a` la recherche de motifs issus d’une bibliothe`que
d’ope´rateurs connus. Une fois ces sous-graphes identiﬁe´s, leurs parame`tres propres
sont extraits (latences, coeﬃcients, etc.) puis passe´s a` un module d’assemblage
qui re´alise le code ﬁnal a` exe´cuter sur le controˆleur de conﬁguration. La Fig. 3.21
pre´sente un exemple d’algorithme et son re´sultat architectural sur le Systolic
Ring.
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Figure 3.22 – Sche´ma synoptique du DRIP RTR.
Boschetti & al. [46] proposent une architecture a` chemin de donne´es recon-
ﬁgurable dynamiquement visant des applications de traitement de l’image : Le
DRIP RTR[36] (Fig. 3.22). Le chemin de donne´es est organise´ en matrice bidi-
mensionnelle d’e´le´ments de calcul. La reconﬁguration du chemin de donne´es est
ge´re´ par la multicontext control management unit (MCMU) qui va communiquer
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avec la me´moire de contextes ou` les conﬁgurations sont stocke´es. Deux modes
de reconﬁguration sont disponibles : le mode paralle`le dans lequel toutes les co-
lonnes sont reconﬁgure´es en un seul cycle d’horloge et le mode pipeline ou`, a`
chaque cycle d’horloge, une nouvelle colonne est reconﬁgure´e.
Le processeur d’I/O ge`re la communication avec le frame buﬀer et alimente
le ge´ne´rateur de voisinage (voisinage 3x3 dans le cas de la Fig. 3.22). Il rec¸oit
e´galement les conﬁgurations du chemin de donne´es aﬁn de les stocker dans la
me´moire de contextes.
L’aspect traitement est assure´ par une matrice d’e´le´ments de traitement (PEs)
de granularite´ faible, Fig. 3.23. En eﬀet, seulement deux ope´rations sont dispo-
nibles sur chaque PE : MAX et ADD. Ne´anmoins, il est possible d’aﬀecter des
poids (-1,0 ou 1) aux ope´randes augmentant ainsi les capacite´s de traitements de
ce processeur a` 11 fonctions disponibles par PE. De ce fait, et malgre´ un taux
d’occupation ressources mate´rielles acceptable, les possibilite´s de traitement of-
fertes par le DRIP RTR sont tre`s restreintes.
Coˆte´ me´thodologie de de´veloppement, Boschetti & al ont pris en compte
le fait que tous les algorithmes potentiellement applicables sur le DRIP sont
seulement compose´s par les 11 fonctions disponibles dans chaque PE, permet-
tant ainsi une forte re´utilisation des PEs d’un algorithme a` l’autre. Ainsi, le
temps de reconﬁguration peut eˆtre minimise´. Boschetti & al ont ainsi de´veloppe´
un outil, baptise´ VDR pour Visual Interface for Dynamic Reconﬁguration, aﬁn
de de´crire avec un formalisme graphique de type ﬂot de donne´es, Data Flow
Graph (DFG), divers algorithmes de traitement de l’image sur le DRIP. Cet
outil exe´cute, au niveau pre´-synthe`se, une analyse de similitudes topologiques
des diﬀe´rents algorithmes a` implanter. Il en re´sulte un mode`le VHDL optimise´ de
l’application de´veloppe´e. A` titre d’exemple, un PE devant exe´cuter les ope´rations
MAX(X1,X2) et MAX(X1,0) sera minimise´ pour obtenir le mode`le de´crit en
Fig. 3.24.
L’aspect de minimisation des e´le´ments de traitement en fonction de l’appli-
cation de´crite par l’utilisateur est un e´le´ment inte´ressant de cette me´thodologie.
Ne´anmoins, le fait d’avoir jusqu’a` 81 PEs a` reconﬁgurer, ou au moins a` comman-
der, risque d’engendrer des pertes de performance non ne´gligeable.
















Figure 3.23 – Sche´ma synoptique d’un










Figure 3.24 – Sche´ma synoptique d’un
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Figure 3.25 – Architecture DART.
L’architecture DART [17], de´veloppe´e a` l’universite´ de Rennes 1, est une ar-
chitecture reconﬁgurable pour des applications mobiles. Cette architecture a e´te´
conc¸ue de manie`re hie´rarchique aﬁn, notamment, de facilite´ la mise en place d’ou-
tils de programmation.
Le plus haut niveau hie´rarchique de l’architecture DART (Fig. 3.25) est com-
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pose´ d’un controˆleur de taˆches en charge de la gestion globale de l’architecture,
de ressources de me´morisation et d’un ensemble d’e´le´ments de calculs appele´s
clusters.
Chaque cluster inte`gre 6 DPR 10 relie´s par un re´seau de bus segmente´s, une
me´moire de conﬁguration et son controˆleur permettant de parame`trer les diﬀe´rents
DPR et une me´moire de donne´es et son controˆleur permettant d’alimenter les
DPR (Fig. 3.26). On peut ainsi noter que chaque DRP de chaque cluster acce`dent
aux meˆme donne´es. Le re´seau de bus permet d’agencer dynamiquement l’inter-
connexion des DPR et leur fournit les donne´es a` traiter. Il est ainsi possible
d’eﬀectuer des traitements inde´pendants dans chaque DRP ou de re´aliser un pi-

































Figure 3.26 – Architecture d’un cluster de l’architecture DART.
10. DPR pour Data Path Reconﬁgurable
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Enﬁn, le dernier niveau hie´rarchique repre´sente l’architecture de chaque DPR
(Fig. 3.27). Cette architecture s’articule autour d’un re´seau multi-bus de type
crossbar. Le crossbar permet de connecter n’importe quel e´le´ment du DPR a` un
autre et fait la liaison avec le niveau hie´rarchique pre´ce´dent par l’interme´diaire
des bus globaux. Chaque DRP comporte deux multiplieurs/additionneurs (MUL1
et MUL2 sur la Fig. 3.27), travaillant sur des donne´es d’entre´e de 16 bits et
fournissant un re´sultat sur 32 bits, et deux ALUs (ALU1 et ALU2) admet-
tant des ope´randes code´s sur 40 bits. Ces ALUs sont capables d’eﬀectuer des
ope´rations arithme´tique (addition, soustraction, valeur absolue, valeur minimale,
valeur maximale) et logique (et, ou, ou exclusif, non). Ces unite´s de traite-
ment disposent de 4 me´moires SRAM locales controˆle´es par des ge´ne´rateurs
d’adresses (AG sur la Fig. 3.27). On peut e´galement noter la pre´sence de 2
registres supple´mentaires permettant de cre´er un de´calage ou de stocker tem-
porairement des donne´es. Enﬁn, il est important de signaler qu’un DPR peut
fonctionner selon deux paradigmes d’exe´cution. Le premier, qualiﬁe´ de hardware,
oﬀre une ﬂexibilite´ totale des DPR, en d’autres termes, les ope´rations ou en-
core les interconnexions sont modiﬁables. Le second, qualiﬁe´ de software, bride
la ﬂexibilite´ d’un DPR et ne permet de re´aliser que des se´quencements du type
Read-Modify-Write. Ne´anmoins, la reconﬁguration de ce dernier se fait en un seul













Figure 3.27 – Architecture d’un DPR de l’architecture DART.
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Le ﬂot de de´veloppement associe´ a` l’architecture DART admet un programme
en langage C comme entre´e. L’environnement SUIF [97] et les modiﬁcations, ap-
porte´es par les auteurs de l’architecture DART, transforme ce programme en un
graphe de ﬂot de donne´es et de controˆle (CDFG) optimise´ permettant de se´parer
les cœurs de boucles et le code irre´gulier d’une application. Pour cre´er les conﬁgu-
rations software l’architecture DART a e´te´ de´crite en langage ARMOR [18] puis
cette description est compiler avec le compilateur CALIFE [75] aﬁn de ge´ne´rer les
mots de conﬁguration. Les conﬁgurations hardware sont cre´e´es a` partir de l’outil
GAUT [52] qui admet en entre´e le cœur des boucles provenant de l’environne-
ment SUIF. Enﬁn, le code des ge´ne´rateurs d’adresses est obtenu, comme pour les
conﬁgurations software, graˆce au compilateur CALIFE. Un mode`le SystemC de
l’architecture DART a e´galement e´te´ de´veloppe´ dans l’optique de pouvoir estimer
le temps de calcul et la consommation.
Code C



























Figure 3.28 – Flot de de´veloppement associe´ a` l’architecture DART.
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3.3 Conclusion
Architecture Partie controˆle Topologie re´seau Granularite´ des PEs
Acadia [121] externe Crossbar Multiple
ROMA [22] Controˆleur personnalise´ n.c 11 Ope´rateurs ADD, MULT, SAD
ConvNet [30] RISC 32bits Bus simple ALU vectorielle
CS2000[115] ARC (RISC 32bits) Matrice 2D Ope´rateurs ADD, MAX, MIN, PENC
XPP [111] Controˆleur personnalise´ Crossbar ALU
IMAPCAR [71] RISC 32bits Anneaux 2 ALUs et unite´ MAC
Systolic Ring [84] RISC Anneaux ALU et unite´ MAC
DRIP [46] MCMU Matrice 2D Ope´rateurs ADD, MAX
DART [17] 12 RISC Crossbar 2 ALUs et 2 Additionneurs/multi-
plieurs
Table 3.1 – Tableau de comparaison entre diverses architecture de PCDR.
Concernant la partie de controˆle, le cœur du processeur, on remarque que la
plupart des architectures pre´sente´es pre´ce´demment adoptent un cœur de proces-
seur RISC auquel sont ajoute´es des instructions de´die´es au controˆle de la partie
ope´rative. L’avantage des processeurs RISC est que le temps de de´codage d’une
instruction est ﬁxe et ne de´pend pas de l’instruction (a` l’inverse des processeurs
CISC).
La topologie de type crossbar complet est la solution qui oﬀre les meilleures
performances et une possibilite´ de paralle´lisme parfaitement adapte´e au domaine
du traitement d’images bas niveau. Ne´anmoins, il convient de prendre garde aux
nombres d’e´le´ments qui seront susceptibles d’eˆtre connecte´s sur ce re´seau aﬁn
de ne pas aboutir a` un trop grand besoin en termes de ressources mate´rielles ce
qui aurait pour conse´quence une diminution importante des performances de ce
composant.
Au niveau des e´le´ments de traitement, on constate que deux approches peuvent
eˆtre utilise´es. La premie`re consiste a` inte´grer une large gamme d’ope´rateurs de
granularite´ diﬀe´rentes (Acadia). L’avantage de cette approche est qu’elle peut
s’adapter a` divers domaines d’application. Dans le cas de nos travaux, seul le
traitement bas niveau de l’image est vise´. De ce fait, cette approche ne corres-
pond pas a` nos besoins.
La seconde approche consiste en la duplication d’un e´le´ment de cas de base
(Systolic, Imapcar, Xpp etc...). La diﬃculte´ de ce genre d’approche est de trou-
ver l’ope´rateur de base ayant la granularite´ ade´quate au domaine vise´. Il serait
11. n.c. pour non communique´
12. On conside`re ici uniquement l’architecture d’un DPR
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donc inte´ressant de trouver une factorisation mate´rielle aux divers traitements
d’image bas niveau aﬁn d’extraire des e´le´ments minimaux de base. Cette factorisa-
tion permettrait la mise en e´vidence d’une bibliothe`que d’ope´rateurs e´le´mentaires
qui, en les associant, autoriserait la plupart des traitements d’image bas niveau.
L’inte´reˆt d’une telle factorisation permettrait ainsi de pouvoir optimiser les res-
sources mate´rielles associe´es a` la partie ope´rative.
Ces travaux de prospection nous ont permis d’extraire un squelette d’architec-
ture, a` savoir un cœur de processeur RISC associe´ a` un re´seau d’interconnexion
de type crossbar, en ade´quation avec notre objectif de reconﬁgurabilite´ dyna-
mique. Il est de´sormais important de de´velopper un composant de traitement de
base pour le traitement de l’image bas niveau. A` partir de ce composant, des
spe´ciﬁcations peuvent eˆtre apporte´es au squelette d’architecture aﬁn de l’adapter
aux objectifs ﬁxe´s en introduction. Enﬁn la mise en place d’une me´thodologie de
de´veloppement permettant une programmation simple de cette architecture est
e´galement a` inte´grer.
Chapitre 4
Architecture propose´e : SeeProc
Ce chapitre pre´sente l’architecture du processeur a` chemin reconﬁgurable
de´veloppe´, et baptise´ SeeProc. SeeProc est un co-processeur de traitement de´die´
au traitement d’image bas-niveau. Le but principal de SeeProc n’est pas de
controˆler l’imageur ou la carte de communication d’une came´ra intelligente mais
bel et bien d’eﬀectuer des traitements d’image bas-niveau. SeeProc est donc un
co-processeur.
Du chapitre pre´ce´dent est extrait un ensemble de choix architecturaux en
ade´quation avec les objectifs pre´sente´s en introduction. A` ce titre, un cœur de
processeur de type RISC[28] est privile´gie´ pour pour la partie controˆle. Le re´seau
d’interconnexions choisi est un re´seau de type Crossbar complet. Cette topologie
de re´seau oﬀre les meilleures performances en termes de bande passante mais
e´galement en terme de ﬂexibilite´. Au niveau des ope´rateurs de traitement, le
chapitre pre´ce´dent a permis de mettre en avant un manque d’e´le´ment de cal-
cul ge´ne´rique de´die´ au domaine du traitement d’image bas niveau. En eﬀet, les
PCDRs 1, pre´sente´s en Chap. 3, inte`grent soit une large gamme d’ope´rateurs de
granularite´ de calculs varie´s (Processeur Acadia), soit un ope´rateur de base, de
granularite´ plus ou moins faible, duplique´ un certain nombre de fois (Systolic
Ring ou encore Chameleon CS2000). Dans le premier cas, une sous-utilisation
du syste`me en terme de ressources mate´rielles instancie´s est fortement probable
en cas d’applications de traitement de l’image bas niveau. Dans le second cas,
la granularite´ des ope´rateurs impacte les performances du chemin de donne´es. Si
la granularite´ est trop ﬁne, alors pour eﬀectuer une ope´ration de base du traite-
ment de l’image bas niveau -lorsque celle-ci est re´alisable (une convolution par
exemple)- plusieurs ope´rateurs sont ne´cessaires. Ceci incluant donc plus de bus de
communication voir plus de cycles d’horloge ne´cessaires pour re´aliser l’ope´ration
qu’avec un e´le´ment de traitement de granularite´ optimale pour le domaine vise´.
Dans le cas d’une granularite´ trop grande, une sous-utilisation des ressources
1. PCDR pour Processeur a` Chemin de Donne´es Reconﬁgurable
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mate´rielles a lieu.
Aﬁn de contourner cette proble´matique, SeeProc inte`gre un e´le´ment de calcul
ge´ne´rique de granularite´ adapte´e au domaine du traitement de l’image bas niveau.
On s’attache dans un premier temps a` donner une description fonctionnelle de
SeeProc. L’e´le´ment de calcul de base et le chemin de donne´es complet sont ensuite
de´crits. Enﬁn, la partie de controˆle permettant d’exploiter ce chemin de donne´es
est pre´sente´e.
4.1 Description fonctionnelle de SeeProc
Aﬁn de re´pondre aux objectifs expose´s en introduction, le processeur SeeProc
doit :
– permettre une reconﬁguration rapide du chemin de donne´es entre les e´le´ments
de calculs,
– utiliser un minimum de ressources mate´rielles,
– avoir une cadence de fonctionnement temps re´el,
– pouvoir s’interfacer facilement avec les autres e´le´ments de l’architecture
(Capteurs, me´moires, bus de communication etc...),
– avoir un langage de programmation simple.
L’architecture de SeeProc s’articule autour de trois grands e´le´ments :
– une partie de controˆle et d’ordonnancement base´e sur un cœur de processeur
RISC[28],
– un ensemble d’e´le´ments de calculs,
– un dispositif d’interconnexion reconﬁgurable.
L’architecture du processeur a` chemin de donne´es reconﬁgurable SeeProc est
de´taille´e en Fig. 4.1. Classiquement, ce processeur peut eˆtre scinde´ en deux par-
ties. Le SeeProc Decoder regroupe le cœur de processeur RISC et ses comple´ments
formant ainsi la partie controˆle. Le SeeProc DPR est l’association des e´le´ments
de calculs et du crossbar, en somme le chemin de donne´es ou la partie ope´rative. Le
processeur SeeProc peut eˆtre conside´re´ comme un co-processeur de calculs de´die´
au traitement d’image bas niveau. En eﬀet, SeeProc ne permet pas le controˆle
d’une re´tine ou encore d’une carte de communication. Meˆme si, comme pre´sente´
par la suite en Sec. 4.3, il inte`gre un certain nombre de signaux de controˆle, son
but n’est pas le controˆle des divers e´le´ments d’une came´ra intelligente.
Le chemin de donne´es, SeeProc DPR sur la Fig. 4.1, est compose´ d’un en-
semble d’e´le´ments ge´ne´riques de calculs de´die´s au domaine du traitement d’image
bas niveau : c’est ce que nous appellerons des ALUMs 2 par la suite. Ce terme
2. ALUM pour ALU Matricielle
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est duˆ au fait que chaque e´le´ment de base admet 2 ope´randes d’entre´e chacun
sous forme d’une matrice carre´e de taille ﬁxe et de´ﬁnissable par le programmeur.
Chaque ALUM posse`de e´galement 3 sorties. La raison de la pre´sence de 3 sorties
(de 2 dimensions diﬀe´rentes) est que chaque ALUM est de´compose´e en 3 unite´s
chaˆıne´es (FD, FM et FR sur la Fig. 4.1). L’architecture des ALUMs est de´crite
en Sec. 4.2.1. Enﬁn, 4 entre´es de conﬁguration (1 entre´e de conﬁguration par unite´
et une entre´e de parame`trage pour FM) permettent de de´ﬁnir la fonction re´alise´e.
Programme
Assembleur





































































































Figure 4.1 – Sche´ma synoptique du processeur SeeProc
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Aﬁn d’assurer une interconnexion, ﬂexible tout en conservant une bande pas-
sante acceptable entre les diverses ALUMs, un crossbar a e´te´ inte´gre´. Le crossbar
comporte une entre´e de conﬁguration commande´e par la partie controˆle permet-
tant de de´ﬁnir et rede´ﬁnir dynamiquement les connexions entre les diﬀe´rents
e´le´ments de calculs, les donne´es d’entre´e et de sortie. Comme dit pre´ce´demment,
chaque ALUM dispose de 3 sorties qui ont des dimensions diﬀe´rentes (les sorties
de FD et FM sont sous forme matricielle n×n et la sortie de FR est un scalaire).
Une banque de registre est e´galement inte´gre´e dans le chemin de donne´es. Ainsi
la sortie FR d’une ALUM peut alimenter un ope´rande d’une autre ALUM. De la
meˆme fac¸on, si une ALUM admet des ope´randes de taille 3 × 3, ses sorties FD
ou FM peuvent tout a` fait alimenter les ope´randes d’une ALUM admettant des
ope´randes de taille 5× 5 et vice-versa. Les processus de dimensionnement de bus
sont de´taille´s en Sec. 4.2.2.4.
La partie controˆle, SeeProc Decoder sur la Fig. 4.1, assure le de´codage et
l’exe´cution des instructions pre´sentes en me´moire programme.
Classiquement, le SeeProc Decoder inte`gre :
– une me´moire programme, dans laquelle est stocke´ le programme a` exe´cuter
en format binaire,
– un compteur programme pointant sur l’adresse, dans la me´moire programme,
de l’instruction a` exe´cuter,
– une unite´ de controˆle cable´e responsable du de´codage et de l’exe´cution de
l’instruction.
La partie ope´rative de SeeProc e´tant spe´ciﬁque, la partie controˆle admet de
ce fait des parties personnalise´es adapte´es au controˆle du chemin de donne´es.
Ainsi si une instruction spe´ciﬁque au chemin de donne´es est de´code´e, l’unite´ See-
Proc Decoder mettra a` jour les signaux de conﬁguration des ALUMs ou le mot
de conﬁguration du crossbar par exemple. L’unite´ de controˆle dispose, a` cette ﬁn,
notamment, d’un bus de sortie de 72 bits aﬁn de controˆler directement le crossbar.
Aﬁn de s’inte´grer au mieux a` son environnement - dans notre cas les divers
composants d’une came´ra intelligente - le SeeProc Decoder dispose de signaux
de controˆle propres permettant la mise en place d’un protocole de synchronisation
par handshaking. En eﬀet, dans l’hypothe`se ou` un imageur de´livre des images avec
un temps de latence entre 2 images (ce qui est le cas le plus souvent), ce protocole
permet de mettre le SeeProc en attente et ainsi de ne pas eﬀectuer de calcul sur
des donne´es errone´es. Enﬁn, un module d’adressage a e´galement e´te´ inclus dans
l’unite´ SeeProc Decoder. Ce choix se justiﬁe dans la mesure ou` il est commun
d’avoir une ou plusieures me´moires dans une came´ra intelligente. SeeProc est ainsi
capable, de manie`re autonome, d’e´crire ou lire des donne´es pre´sentes en me´moire.
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SeeProc se programme a` l’aide d’un ensemble d’instructions. Ces instructions
sont e´crites de manie`re se´quentielle au sein d’un programme assembleur. Ce pro-
gramme est ensuite transforme´, de manie`re automatique, en format binaire puis
est charge´ dans la me´moire programme. Seeproc se charge ensuite de de´coder
et d’exe´cuter se´quentiellement les instructions pre´sentes en me´moire programme.
Ces instructions peuvent eˆtre des instructions de conﬁguration, de controˆle ou
encore de test. Les instructions sont compose´es, comme le montre le Tab. 4.1,
d’un opcode de 8 bits, et de deux ope´randes de 32 bits. Les instructions sont
de´taille´es en Sec. 4.3.2.
Opcode Ope´rande 1 Ope´rande 2
8bits 32bits 32bits
Table 4.1 – Format des instructions
4.2 Architecture du chemin de donne´es
Le chemin de donne´es est construit autour d’un re´seau d’interconnexion de
type crossbar, d’un certain nombre d’unite´s de calcul ge´ne´riques et reconﬁgurables
et d’une banque de registres en se´rie. Le sche´ma synoptique de cette partie, bap-






















































Figure 4.2 – Sche´ma synoptique de la partie de traitement du processeur Seeproc
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On de´crit dans un premier temps les e´le´ments de traitement qui peuvent
eˆtre assimile´s a` des unite´s arithme´tiques et logiques travaillant sur des groupes
de pixels. Puis la mise en œuvre des ces composants au sein du crossbar est
explique´e.
4.2.1 De´ﬁnition et formalisation des unite´s de traitement
A` partir des travaux pre´sente´s dans [41], il a e´te´ possible de de´composer la
plupart des traitements d’images bas niveau sous la forme d’une composition de
3 fonctions e´le´mentaires. Cette de´composition est faite de la manie`re suivante :
{
Q(n,n) = FM(FD(A(n,n), B(n,n)))
x = FR(Q(n,n))
(4.1)
ou` A(n,n) et B(n,n) sont des ope´randes d’entre´e (images, motifs, masques etc...),
sous forme de matrice carre´e de taille n × n, Q(n,n) est une image re´sultat de
meˆme forme que les ope´randes d’entre´e et x est un scalaire re´sultat.
• La premie`re fonction FD : (Zn2 ,Zn2) → Zn2 est applique´e inde´pendamment
pour chaque paire d’e´le´ments des ope´randes A(n×n) et B(n×n). Le re´sultat de la
fonction FD est une image R(n×n) ou` :
R(n,n) = FD(A(n,n), B(n,n)) (4.2)
Typiquement, la fonction FD est une simple ope´ration SIMD logique ou
arithme´tique.
• La seconde fonction FM : Zn2 → Zn2 admet seulement une ope´rande de type
image. Cette fonction est applique´e de fac¸on inde´pendante pour chaque e´le´ment
de R, et produit le re´sultat de type image Q(n,n) telle que :
Q(n,n) = FM(R(n,n)) (4.3)
Classiquement, la fonction FM peut eˆtre une normalisation, un seuillage, un
calcul de valeur absolue,...
• La dernie`re ope´ration est une fonction de re´duction note´e FR : (Zn2) → Z,
applique´e sur les n2 e´le´ments de l’image (Q(n,n), et donnant un re´sultat scalaire
x tel que :
x = FR(Q(n,n)) (4.4)
A partir de ces 3 fonctions, il est alors possible de composer un certain nombre
de pre´-traitements comme cela est montre´ dans le Tab. 4.2.1.
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Ope´rations FD FM FR
Convolution A * B R/k
∑
Q
Correlation par SAD A - B |R| ∑Q
Correlation par SSD A - B R2
∑
Q
Filtrage Max A * 1 R Max Q
Diﬀe´rence d’images A - B |R| -
Binarisation A - B thold(R) -
Diﬀe´rence binaire e´rode´e A - B thold(R) AND Q
Dilatation binaire A and B R OR Q
Erosion binaire A or !B R AND Q
Dilatation en NdG A + B R Max Q
Erosion en NdG A - B R Min Q
Table 4.2 – Liste des possibilite´s de traitements d’une ALU matricielle.
A partir de la formalisation propose´e pre´ce´demment, il a e´te´ possible de de´ﬁnir
des e´le´ments de calculs ge´ne´riques dont le sche´ma synoptique est donne´ en Fig. 4.3
et de montrer que de tels e´le´ments, baptise´s ALUs matricielles (ALUMs), sont






















n x n x b
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n x n x b
n x n x b n x n x b
Figure 4.3 – Sche´ma synoptique d’une ALU matricielle
La premie`re unite´ SIMD, FD, est capable d’exe´cuter n2 ope´rations simul-
tane´ment, n × n e´tant la taille de la feneˆtre d’inte´reˆt de l’image d’entre´e. Les
ope´rations possibles sont l’addition, la soustraction et la multiplication, plus les
ope´rations logiques AND, OR et XOR. Il est e´galement possible d’appliquer une
ope´ration d’identite´, c’est a` dire de court-circuiter l’ope´rande d’entre´e opA vers
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la sortie. La sortie de cette unite´ (Rout) est disponible en sortie de l’ALU. En
fait, l’ALUM comple`te admet 3 sorties permettant d’acce´der aux sorties des 3
diﬀe´rentes unite´s la composant. L’utilisation de Rout peut s’ave´rer utile lorsque,
par exemple, on de´sire faire une diﬀe´rence d’image puis en extraire le gradient.
Le format de Rout est donc de n× n× b bits 3.
La seconde unite´ SIMD, FM, oﬀre la possibilite´ d’eﬀectuer des ope´rations
telles qu’un calcul de valeur absolue, un seuillage, un de´calage a` gauche ou a`
droite de bits ou encore la fonction logique NOT. Pour cette unite´, une entre´e
supple´mentaire est pre´vue pour ﬁxer un parame`tre (seuil, de´calage). De manie`re
analogue a` la pre´ce´dente unite´, FM , fournit Qout a` la sortie de l’ALU. Le format
de Qout est e´galement de n× n× b bits.
La troisie`me unite´, FR, est une fonction de re´duction. Les ope´rations dis-
ponibles sont les fonctions logiques AND et OR, la somme et l’extraction de la
valeur maximale ou minimale. Ces ope´rations sont applique´es sur les donne´es
d’entre´e en les combinant deux a` deux, dans une structure d’arbre dyadique. Le
format de Xout est de 1× b bits.
La liste des ope´rations possibles par e´tage est donne´e par le Tab. 4.3.
Fonction FD Fonction FM Fonction FR
Rout = opA Qout = Rout Xout = Qout(pixel central)
Rout = opA + opB Qout = -Rout Xout =
∑
Qout(n,n)
Rout = opA - opB Qout = |Rout| Xout = MAX(Qout(n,n))
Rout = opA * opB Qout = Rout2 Xout = MIN(Qout(n,n))
Rout = opA AND opB Qout = SL 4(Rout,FM param) Xout = AND(Qout(n,n))
Rout = opA OR opB Qout = SR 5(Rout,FM param) Xout = OR(Qout(n,n))
Rout = opA XOR opB Qout = seuil(Rout,FM param) Xout = XOR(Qout(n,n))
Table 4.3 – Liste des ope´rations re´alisables par FD, FM et FR.
4.2.1.1 Exemples d’ope´rations de voisinage re´alisables avec une ALUM
4.2.1.1.1 Convolution La convolution est une des ope´rations de bas-niveau
le plus souvent utilise´e. Selon le masque de convolution employe´, diﬀe´rents re´sultats
3. b repre´sente la re´solution en nombre de bits d’un pixel
1. SL signiﬁe de´calage a` gauche (shift left)
2. SR signiﬁe de´calage a` droite (shift right). Dans ce cas les bits introduits pour re´aliser le
de´calage adoptent la valeur du MSB du mot d’origine aﬁn de conserver le signe.
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peuvent eˆtre obtenus (gradient vertical, horizontal, ﬁltrage gaussien, etc...). L’e´quation
Eq. 4.5 repre´sente la formule ge´ne´rale de l’ope´ration, ou` A est une feneˆtre de taille
(n× n) autour du pixel (i, j) de l’image d’entre´e, et B est le masque de convolu-













La matrice k est une matrice de ponde´ration, de´pendant de la nature et de la
taille (w) du masque utilise´. Cette matrice peut eˆtre inte´gre´e a` la matrice B. Dans
notre cas, il est plus simple de l’extraire aﬁn de permettre une de´composition plus
ﬁne des l’ope´ration de convolution. L’ope´ration de´crite ci-dessus est applique´e
pour chaque pixel de l’image d’entre´e, et produit un pixel de l’image re´sultante
(dans le cas de la formule ci-dessus, la gestion des bords n’est pas pris en compte).
Il est possible de de´composer le calcul de la convolution autour du pixel (i, j) en
une multiplication pour la fonction FD, une division (ou un de´calage de k bits si
k est une puissance de 2) pour FM et une somme pour FR.
4.2.1.1.2 Corre´lation Un autre exemple d’ope´ration de voisinage fre´quemment
utilise´e est le calcul de corre´lation. Cette me´thode est tre`s courante pour l’ap-
pariement de primitives, aﬁn de de´tecter la pre´sence d’un certain motif (objet
ou partie d’objet par exemple) dans une zone de l’image. Le motif recherche´ est
de´ﬁni par un e´chantillon d’image de taille (n × n), qui est ensuite compare´ a`
chaque portion de l’image d’entre´e aﬁn de de´tecter sa pre´sence et position. Une
des fonctions de corre´lation les plus utilise´es est la somme des diﬀe´rences abso-
lues, ou SAD, de´crite dans l’e´quation Eq. 4.6, ou` A est un e´chantillon d’image











On peut de´composer une corre´lation SAD par une soustraction pour FD, un
calcul de valeur absolue pour FM et une somme pour FR.
4.2.1.1.3 Diﬀe´rence d’images D’autres exemples de traitements d’image
bas niveau sont les diﬀe´rences d’images (Eq. 4.7) et diﬀe´rences d’images bina-
rise´es par seuillage (Eq. 4.8).
Diff(i, j) = |A(i, j)− B(i, j)| (4.7)
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Diffthr(i, j) = thold(A(i, j)− B(i, j)) (4.8)
Ces ope´rations peuvent eˆtre applique´es pour la de´tection de mouvement [61].
Les ope´randes A et B correspondent a` deux images, ou partie d’images, conse´cutives
d’une se´quence. Dans ce cas, la fonction FD est une soustraction, FM est la
fonction valeur absolue pour Diﬀ ou la fonction seuillage pour Diﬀthr . Comme
le re´sultat de ces ope´rations est une image, et non pas un scalaire, l’application
de la fonction de re´duction FR n’est pas ne´cessaire.
La fonction thold() binarise une donne´e en fonction de sa valeur et d’un seuil
constant et pre´-de´ﬁni :
thold(x) = (1 si |x| > seuil) , (0 sinon) (4.9)
Stricto sensu, la diﬀe´rence d’images n’est pas une ope´ration de voisinage, car
le re´sultat relatif a` un pixel ne de´pend pas de ses pixels voisins. Ne´anmoins, le
mode`le de calcul propose´ peut eˆtre facilement adapte´ a` cette ope´ration, en court-
circuitant la fonction FR. Cela veut dire que si un module de traitement est
capable d’imple´menter ce mode`le de calcul, il sera e´galement capable d’eﬀectuer
des ope´rations de diﬀe´rence d’images en routant la sortie de la fonction FM vers
la sortie de la VALU.
4.2.1.1.4 Transformations morphologiques Des ope´rations de morpholo-
gie mathe´matiques, telles que la dilatation (Eq. 4.10 en niveau de gris) et l’e´rosion
(Eq. 4.11 en niveau de gris), sont souvent utilise´es pour la de´tection de contours
et la segmentation d’images. Ces ope´rateurs peut e´galement eˆtre de´crits dans le
mode`le propose´, en conside´rant que l’ope´rande B est l’e´le´ment structurant de
l’ope´ration.
(A⊕ B)(i, j) = max
(i−x),(j−y)∈DI ,(x,y)∈DB
(A(i− x, j − y) +B(x, y)) (4.10)
ou` DI est le domaine de l’image (resp. de l’e´le´ment structurant).
(A B)(i, j) = min
(i+x),(j+y)∈DI ,(x,y)∈DB
(A(i+ x, j + y)− B(x, y)) (4.11)
ou` DI (resp. DB) est le domaine de l’image (resp. de l’e´le´ment structurant).
Ainsi pour une dilatation (resp. e´rosion) en niveau de gris, on aura une addi-
tion (resp. soustraction) pour FD, un court-circuit pour FM et une se´lection de
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maximum (resp. minimum) pour FR.
La Fig. 4.4 pre´sente le principe d’une dilatation binaire et celui de l’e´rosion
binaire avec deux e´le´ments structurant (E.S.).
Elément stucturant 1 Elément stucturant 2
Image d ’entrée
Dilatation avec E.S. 1 Dilatation avec E.S. 2
Erosion avec E.S. 1 Erosion avec E.S. 2
Figure 4.4 – Exemple de dilatation et d’e´rosion binaire avec 2 e´le´ments struc-
turants
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4.2.2 Implantation des ALUs matricielles
4.2.2.1 Inte´gration mate´rielle
D’un point de vue mate´riel, les trois unite´s FD, FM et FR ont e´te´ imple´mente´es
de deux fac¸ons. Le point commun entre les 2 approches est le fait que la partie
combinatoire, comme illustre´ sur la Fig. 4.5, est encapsule´e entre des registres. La
but de cette encapsulation est de synchroniser la fre´quence des traitements avec
la fre´quence des pixels d’entre´e. De plus, tous les traitements de chaque unite´
n’ont pas le meˆme temps de calcul. Typiquement, la fonction SUM de l’unite´
FR a un temps de calcul plus long que la fonction OR. Les registres place´s en
sortie imposent ainsi que les re´sultats et les pixels d’entre´e soient produits (resp.
lus) a` la meˆme cadence, cette cadence e´tant 1
Tclk
). Ce dispositif est mis en place















n x n x b
n x n x b ALUM
Figure 4.5 – Inte´gration mate´rielle des ALUMs
La premie`re approche, appele´e me´thode directe, n’inte`gre pas de registres in-
terme´diaires et est e´crite pour produire un re´sultat tous les cycles d’horloge, sans
phase de remplissage de pipeline. Ici la cadence maximale correspond a` 1
Tdir
) ou`
Tdir = TFD + TFM + TFR.
La seconde me´thode, que l’on appellera me´thode pipeline par la suite et
sche´matise´e par la Fig. 4.6 , se distingue de par le fait que des registres sont
e´galement inte´gre´s entre chaque unite´ de traitement (FD,FM et FR) toujours aﬁn
de synchroniser l’obtention des donne´es mais cette fois-ci au niveau de la sortie
de chaque unite´ de traitement. Il faut donc 3 cycles d’horloge par ALUM aﬁn de
remplir le pipeline de registres et obtenir des re´sultats valides. Mais en contrepar-
tie, la cadence maximale est de´sormais de 1
Tpip
) ou` Tpip = Max(TFD, TFM , TFR).
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Figure 4.6 – Sche´ma synoptique d’une ALUM inte´grant la gestion dynamique
de la gamme des pixels re´sultats
Aﬁn d’illustrer les diﬀe´rences de performance, un programme assembleur est
compile´ avec les 2 me´thodes et les performances des ALUMs ge´ne´re´es, sur un
Stratix I, sont rapporte´es dans le Tab. 4.4.
Me´thode Fre´quence de fonctionnement maximale
Direct 75,84 MHz
Pipeline 103,21 MHz
Table 4.4 – Format des instructions
Soit un gain de 26.5%. Pour cette raison, la me´thode pipeline a e´te´ privile´gie´e
et mise en place.
Dans la version actuelle de SeeProc, chaque unite´ de traitement (FD,FM,FR)
admet en entre´e des donne´es sous la forme n×n×9 bits. Or, on peut voir que parmi
les ope´rations disponibles au niveau de chaque unite´ la pre´sence d’ope´rations de
multiplication, de mise au carre´ ou encore de somme de plusieurs re´sultats. Ces
ope´rations impliquent un re´sultat sur 18 bits maximum. Le programmeur dispose
donc d’une instruction (Sec. 4.3.2.1) lui permettant de se´lectionner les 9 bits du
re´sultat a` placer en sortie. Ce choix peut eˆtre amene´ a` e´voluer au cours de l’ap-
plication. Pour permettre une modiﬁcation dynamique de la se´lection, une entre´e
supple´mentaire est rajoute´e sur chaque unite´ de chaque ALUM. Ainsi, le sche´ma
synoptique ﬁnal d’une ALUM est donne´ la Fig. 4.6.
Concernant la re´solution des donne´es de chaque pixel d’entre´e (b sur la Fig. 4.5),
elle est ﬁxe´e a` 9 bits. Ce choix se justiﬁe par le fait que ge´ne´ralement les pixels
de´livre´s par un imageur sont code´s 8 bits. Ne´anmoins, les ope´rations d’une ALUM
sont pre´vues pour traiter des nombres signe´s. Ainsi, aﬁn de conserver la re´solution
102 CHAPITRE 4. ARCHITECTURE PROPOSE´E : SEEPROC
pixelique d’origine, un bit place´ en MSB doit eˆtre ajoute´. Dans la version actuelle
de SeeProc cet ajout est encore manuel et doit ainsi eˆtre re´alise´ en VHDL.
4.2.2.2 Le dispositif de reconﬁguration du chemin de donne´es
La partie Seeproc DPR du processeur SeeProc inte`gre un dispositif de Cross-
bar (Fig. 4.7) permettant la reconﬁguration en temps re´el du chemin de donne´es.
Ce dernier est un e´le´ment de´terminant de cette architecture. En eﬀet, comme
explique´ en Sec. 3.1.1, il autorise des modiﬁcations dynamiques du chemin de
donne´e sans avoir recours a` une reconﬁguration du FPGA.
Un autre aspect, de´terminant dans le choix de cet e´le´ment, est le fait qu’il
oﬀre une meilleure bande passante comparativement aux topologies simple bus
et bus hie´rarchique. Ne´anmoins, comme dit pre´ce´demment en Sec. 3.1.1, il est
commune´ment admis qu’au dela` de dix unite´s connecte´es le crossbar n’est plus
adapte´ [95]. Aﬁn de contourner cette limitation, nous proposerons, au Chap. 5,
une me´thodologie de de´veloppement qui inte`gre un processus de minimisation du









Figure 4.7 – Sche´ma synoptique d’un Crossbar
La conﬁguration du Crossbar est re´alise´e a` partir d’un mot de controˆle indi-
quant a` quelle sortie chaque entre´e est relie´e. La largeur du mot a arbitrairement
e´te´ ﬁxe´e a` 72 bits mais peut eˆtre augmente´e ou diminue´e en fonction des besoins
architecturaux. Une largeur de mot de controˆle de 72 bits permet la connexion
de 6 ALUs matricielles. Le nombre d’ALU maximal en fonction de la taille du
mot de controˆle du Crossbar peut eˆtre calcule´ de la fac¸on suivante :
– Les sorties des ALUMs sont les entre´es du Crossbar,
– Chaque ALUM proce`de 3 sorties (Rout, Qout, Xout),
– Pour chaque ALU, il faut pre´voir 2 entre´es supple´mentaires au niveau du
Crossbar aﬁn de fournir les ope´randes A et B (In DATAn),
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– Le mot de controˆle est divise´ en fonction du nombre d’entre´es du Crossbar.
Le nombre d’entre´es du Crossbar re´pond ainsi a` la formule suivante :
Nentrees = 3×NALUM + 2×NALUM .
Ce nombre, une fois code´ en binaire, permet de fractionner le mot de controˆle
du crossbar. Le Tab. 4.5 liste de manie`re non exhaustive le nombre de sorties
possibles en fonction du nombre d’ALU connecte´es au Crossbar. Ce nombre de
sorties du Crossbar peut e´galement eˆtre calcule´ avec la formule suivante :
Nsorties = 2×NALU + 2.
En eﬀet, le Crossbar fournit les ope´randes aux ALUMs, d’ou` le 2 ∗NALU aux-
quels il convient d’ajouter les deux sorties globales repre´sente´es par Xout DATA
et OUT DATA sur la Fig. 4.2.
NALUM Nentrees Taille du diviseur Nsorties Nombre de sorties possible
2 10 4 bits 6 72/4 = 18
3 15 4 bits 8 72/4 = 18
5 25 5 bits 12 72/5  14
6 30 5 bits 14 72/5  14
7 35 6 bits 16 72/6 = 12
8 40 6 bits 18 72/5 = 12
Table 4.5 – Exemple de possibilite´s de connexion au Crossbar avec un mot de
controˆle de 72 bits
D’apre`s le Tab. 4.5, on peut voir qu’il n’est donc pas permis, par exemple,
avec un mot de controˆle de 72 bits, d’exploiter plus de 6 ALUMs en paralle`le.
Ne´anmoins, graˆce a` la me´thodologie de de´veloppement (Chap. 5), on peut contour-
ner cette limitation puisqu’il est fort possible que les entre´es/sorties de ces 6
ALUMs ne soient pas toutes utilise´es.
4.2.2.3 Acce`s aux donne´es
Dans le domaine du traitement d’images bas niveau, le principal goulot d’e´tranglement
se situe en ge´ne´ral au niveau de l’acce`s aux donne´es, plus pre´cise´ment entre
l’imageur ou la me´moire contenant l’image et le processeur charge´ de re´aliser les
diﬀe´rents traitements.
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Le proble`me est exacerbe´ lorsque, comme dans le cas de Seeproc, les traite-
ments sont re´alise´s sur des feneˆtres. En eﬀet, il est alors ne´cessaire de stocker
temporairement tous les pixels de la zone d’inte´reˆt dans, par exemple, une ﬁle de
registres (FIFO).
Plusieurs travaux [108], [15] proposent des me´thodes d’optimisation de sto-
ckage et d’acce`s aux donne´es en me´moire pour des architectures embarque´es.
Seeproc pouvant eˆtre vu comme un co-processeur dans le sens ou` il n’est pas
conc¸u pour controˆler directement un imageur par exemple, la gestion de la mise
en forme d’un ﬂot de pixel en matrice carre´e peut eˆtre conside´re´e comme e´tant
a` la charge du processeur principal. Ne´anmoins, SeeProc peut assurer la mise
en forme d’un ﬂot de pixels graˆce a` un composant que l’utilisateur peut choisir
d’utiliser ou non. Ce mode de mise en forme est ce que l’on appellera par la suite
l’acce`s pixel.
L’acce`s pixel est re´alise´ a` l’aide d’un pipeline compose´ de registres en se´rie
et appele´ Seeproc PixelGrabber (SPG). Les Fig. 4.8 et Fig. 4.9 pre´sentent le
principe de la mise en forme re´alise´e par un SPG pour une image de largeur 5
pixels et un ope´rande d’entre´e de 3× 3 pixels 6 :
6. Dans sa version actuelle, le composant SPG ne ge`re pas les eﬀets de bords
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Figure 4.9 – Principe de mise en œuvre d’un SPG
Le nombre de registres ne´cessaires est de´pendant de la largeur de l’image
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traite´e mais e´galement de la dimension des ope´randes. Il est donne´ par la formule
suivante :
Nreg = (n− 1)× L+ n (4.12)
Ou` L repre´sente la largeur de l’image traite´e et n la dimension d’un coˆte´ de
l’ope´rande.
Ne´anmoins, il est important de noter que chaque ALUM peut avoir une taille
de feneˆtre d’inte´reˆt diﬀe´rente et que la largeur de l’image d’entre´e peut varier
au cours de l’application (par exemple, si l’on a cible´ une zone d’inte´reˆt sur une
image, il est appre´ciable de pouvoir focaliser un traitement uniquement sur cette
zone). Pour re´pondre a` ce proble`me, deux approches ont e´te´ e´tudie´es :
– un premie`re approche consiste a` simplement cre´er un SPG pour chaque
taille de feneˆtre d’inte´reˆt et pour chaque largeur d’image d’entre´e. Mais, il
est e´vident que le volume de ressources mate´rielles instancie´ et inutilise´ au
cours de l’application est alors important,
– la seconde approche consiste a` cre´er un SPG pour chaque taille de feneˆtre
d’inte´reˆt et de lui permettre de s’adapter a` des changements de largeur
d’image.
Le principe de la seconde me´thode repose sur l’ide´e qu’un SPG pre´vu pour
alimenter un ope´rande a` partir d’une image de largeur M contient les informations
pouvant alimenter un ope´rande, de meˆme dimension, depuis une largeur d’image
N, avec M > N . Aﬁn d’illustrer le principe d’un SPG selon cette approche pre-
nons l’exemple d’une ALUMs de dimension d’entre´e 3×3. Cette ALUM travaille,
dans un premier temps, sur une largeur d’image de 7 pixels puis dans un second
temps sur une image de largeur de 5 pixels. La Fig. 4.10 repre´sente le re´seau de
registres du SPG correspondant qui permet de fournir les donne´es a` l’ALUM
pour les 2 largeurs d’image.




vers ALUM à T
vers ALUM à T + 1
Figure 4.10 – Sche´ma synoptique du Seeproc PixelGrabber pour une dimension
de 3 et une largeur d’image de 7 pixels a` un instant T puis de 5 pixels a` un instant
T+1
D’un point de vue mate´riel le SPG, est construit de la manie`re suivante : on
cre´e un registre e´le´mentaire, on le reproduit un certain nombre de fois, suivant
l’Eq. 4.12, en fonction de la dimension de l’ope´rande a` alimenter et la largeur
d’image maximale puis on cre´e les connections entre ces divers registres. Le chan-
gement d’une conﬁguration de re´seau a` une autre est active´ par l’interme´diaire
d’une bus de commande : Controˆle largeur sur la Fig. 4.2.
En pratique, on dote chaque composant SPG d’une entre´e supple´mentaire
indiquant la largeur de l’image traite´e. Cette entre´e est ensuite controˆle´e par la
partie SeeProc Decoder.
L’approche ﬁle de registres est particulie`rement inte´ressante d’un point de
vue temporel, car apre`s une latence pour le remplissage du pipeline, une nou-
velle feneˆtre d’inte´reˆt sera disponible a` chaque cycle d’horloge. Ainsi le syste`me
s’adapte parfaitement a` la vitesse de la source de donne´es. Un autre avantage
de cette me´thode est que cette ﬁle de registres peut eˆtre synthe´tise´e comme des
e´le´ments de me´moire interne du FPGA et, de ce fait, ne consommera que peu
d’e´le´ments logiques.
Ne´anmoins, si cette me´thode semble eˆtre ide´ale pour des images du type S-
VGA (800 × 600)ou XVGA(1024 × 768) avec des tailles de feneˆtres d’inte´reˆt
re´duites (ne de´passant pas 21 × 21 avec un FPGA Stratix I), au dela` elle de-
vient diﬃcile a` mettre en œuvre pour plusieures raisons. La premie`re est que
la consommation de me´moire interne devient tre`s importante et peut fortement
limiter le spectre d’applications susceptible d’intervenir a` la suite de SeeProc.
A` titre d’exemple, pour une image S-VGA et une taille de feneˆtre d’inte´reˆt de
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17×17 un seul SPG consomme 115.353 bits me´moire (soit 13% de la me´moire in-
terne d’un FPGA Stratix I EP1S10). La seconde raison est lie´e au routage de ces
registres. En eﬀet, le grand nombre d’interconnexions diminue les performances
de l’unite´ de traitement. Les lignes physiques de connexion se voient eˆtre de plus
en plus longues ce qui augmente ine´vitable le temps de propagation des donne´es.
Ne´anmoins, avec l’e´volution et les capacite´s des FPGAs actuels, cette approche
registres reste viable.
4.2.2.4 Dimensionnement des bus d’interconnexion
Le programmeur peut aﬀecter une taille de feneˆtre d’inte´reˆt diﬀe´rente a` chaque
ALUM. Il a donc e´te´ ne´cessaire de pre´voir des adaptateurs aﬁn de permettre la
communication entre ces ALUMs. Trois cas possibles ont e´te´ identiﬁe´s :
1. une sortie Xout, donc de dimension 1, doit alimenter une entre´e de dimen-
sion N,
2. une sortie Rout/Qout de dimension n doit alimenter une entre´e de dimen-
sion N avec N > n,
3. une sortie Rout/Qout de dimension N doit alimenter une entre´e de dimen-
sion n avec N > n.
Le premier cas peut eˆtre ge´re´ de manie`re analogue a` l’acce`s pixel de´crit dans
la section pre´ce´dente. Dans ce cas, c’est la sortie Xout de l’ALUM qui fournit le
ﬂot de pixels en entre´e du SPG.
Le second cas survient lorsque la dimension de la source est infe´rieure, et
diﬀe´rente de 1, de la dimension de la destination. On prend, par exemple, la sor-
tie Rout d’une l’ALUM, qui est de dimension 3 × 3, pour alimenter l’ope´rande
A d’une autre ALUM2, qui est de dimension 7 × 7. Dans ce cas on va eﬀectuer
une ope´ration de remplissage (padding en anglais) avec des ’0’ logiques aux pixels
non connus. La Fig. 4.11 illustre ce proce´de´.
Enﬁn, le dernier cas advient lorsque la dimension de la source est plus grande
que la dimension de la destination. Dans ce cas de ﬁgure, on se´lectionne le cœur
de la source permettant de remplir la destination, en somme on eﬀectue une tron-
cature de la source. Une illustration de la se´lection du cœur pour une source de
dimension 5 et une destination de dimension 3 est donne´e par la Fig. 4.12.
Toutes les combinaisons possibles sont supporte´es par insertion automatique
d’ope´rateur de remplissage ou de troncature. La me´thodologie de de´veloppement
permet ensuite de ne ge´ne´rer que les e´le´ments utiles au bon fonctionnement de
l’application aﬁn de minimiser les ressources mate´rielles.
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Figure 4.11 – Exemple de
concate´nation pour l’adaptation
des dimensions de bus
Figure 4.12 – Exemple de se´lection du
cœur pour l’adaptation des dimensions
de bus
4.2.3 Conclusion
En conclusion, le chemin de donne´es pre´sent au sein du processeur SeeProc
propose un mode`le ge´ne´rique, base´ sur une factorisation mate´rielle, d’unite´ de
traitement de´die´e au traitement d’image bas niveau. Aﬁn d’utiliser pleinement
les possibilite´s oﬀertes par la combinaison de plusieures de ces unite´s, un crossbar
associe´ a` un re´seau de registres en se´rie assure toutes les communications et les
dimensionnements des bus ne´cessaires pour le bon fonctionnement du chemin
de donne´es. Il est maintenant ne´cessaire de s’inte´resser a` la partie de controˆle
permettant la conﬁguration et reconﬁguration de ce chemin de donne´es.
4.3 Architecture de la partie controˆle
La partie controˆle, Seeproc Decodeur sur la Fig. 4.1, est le cœur du pro-
cesseur. Cette partie est base´e sur une architecture de type RISC [28] avec
des spe´ciﬁcite´s permettant le controˆle et la conﬁguration du chemin de donne´es
pre´sente´ pre´ce´demment. Classiquement l’unite´ de controˆle est charge´ du de´codage
et de l’exe´cution des instructions contenues dans la me´moire programme. Elle est
e´galement en charge du controˆle du programme a` travers le compteur programme.
Dans notre cas, elle doit en plus eˆtre capable de fournir au chemin de donne´es
les diﬀe´rents parame`tres, codes ope´rations et parame`tres aux ALUMs. Elle doit
e´galement ge´ne´rer le mot de controˆle du crossbar et ge´rer la conﬁguration des
SGPs. Enﬁn, elle est e´galement responsable de la gestion de l’inte´gration du
co-processeur SeeProc au sein d’un syste`me complet et de son interfac¸age avec
d’autres e´le´ments.
La partie controˆle de´code et exe´cute des instructions compose´es (Tab. 4.1)
d’un opcode de 8 bits, et de deux ope´randes de taille e´gale a` 32 bits. Pour ce faire
elle est compose´e de cinq e´le´ments, de´taille´s par la suite, selon la Fig. 4.13 :












































Figure 4.13 – Sche´ma synoptique de la partie de controˆle et d’ordonnancement
du Seeproc
4.3.1 L’unite´ de controˆle
L’unite´ de controˆle (UC) est le cœur de la partie controˆle. L’UC est compose´e
d’une machine a` e´tats ﬁnis permettant d’implanter les trois cycles classiques que
sont le fetch, decode et execute, et ce pour chacune des instructions :
1. 1er cycle → fetch : chargement du registre d’instruction et incre´ment du
compteur programme,
2. 2nd cycle → decode : de´codage et de´ﬁnition du chemin de donne´es selon
l’opcode,
3. 3ieme cycle → execute : exe´cution de l’instruction (mise a` jour des ﬂags, des
opcodes, du mot de controˆle du crossbar ...etc).
L’UC est charge´e de la ge´ne´ration du mot de controˆle pour le crossbar, de la
mise a` jour des ﬂags de sortie, de la re´ception des ﬂags d’entre´e, de la mise a` jour
du compteur programme ou encore du parame`trage de l’unite´ d’adressage.
De plus, l’UC aura pour roˆle, le controˆle et la mise a` jour des codes ope´rations,
des parame`tres et des ope´randes de toutes les ALUMs. L’UC aura ainsi pour sor-
tie les trois opcodes, le parame`tre FM et les trois parame`tres de se´lection de
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gamme des re´sultats pour chaque ALUM (pre´sente´s en Sec. 4.2). Ces sorties se-
ront ensuite directement relie´es aux diﬀe´rentes entre´es des ALUMs. Dans le cas
ou` le programmeur aurait de´cide´ de ﬁxer un ope´rande, l’UC inte´grera une sortie
supple´mentaire pouvant fournir les valeurs de´ﬁnies dans le programme assem-
bleur. La Fig. 4.14 pre´sente l’UC dans le cas de ou` 2 ALUMs sont utilise´es dans
le chemin de donne´es et l’une d’elle, ALUM1 sur la ﬁgure, dispose d’une ope´rande

































































































































































Figure 4.14 – Exemple de sche´ma synoptique l’unite´ de controˆle
Lors du premier cycle de chaque instruction, l’unite´ de controˆle est charge´e
avec le contenu de la me´moire programme indique´ par l’adresse stocke´e dans le
compteur programme. Ce dernier est ensuite incre´mente´, c’est l’e´tape de fetch.
Puis les e´tapes de decode et execute sont re´alise´es. Les e´tapes de fetch et decode
sont exe´cute´es en un cycle d’horloge. L’e´tape execute ne´cessite un nombre de
cycle d’horloge de´pendant de l’instruction.
4.3.1.1 Gestion des horloges
L’UC dispose de deux entre´es d’horloge. La premie`re entre´e (clk prog sur la
Fig. 4.14) est trois fois plus rapide que la seconde entre´e qui correspond a` l’horloge
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d’acquisition des pixels. Cette premie`re horloge permet de charger l’instruction
contenue en me´moire programme en un seul cycle d’horloge ”pixel”. En eﬀet,
la me´moire programme est de type RAM synchrone. De ce fait 3 cycles d’hor-
loge sont ne´cessaires a` l’obtention de l’instruction. Ces 3 cycles sont l’envoie de
l’adressage me´moire, le de´codage de cette adresse puis la re´ception de la donne´e
contenue a` l’adresse envoye´e.
Ide´alement, trois horloges permettraient une optimisation du processeur. La
premie`re horloge (clk pix) correspondrait a` la cadence d’acquisition des pixels.
La seconde (clk fde), trois fois plus rapide que clk pix, permettrait d’eﬀectuer
les 3 cycles de fetch, decode et execute en un seul cycle de clk pix (dans le cas
ou` l’execute ne ne´cessiterait qu’un seul cycle). Enﬁn la troisie`me (clk prog), trois
fois plus rapide que clk fde, permettrait d’eﬀectuer le chargement de l’instruction
depuis la me´moire programme en un seul cycle de clk fde. Ne´anmoins, cette so-
lution n’a pas e´te´ mise en place pour des raisons de limitation technologique des
FPGAs. Par exemple, si la fre´quence d’acquisition des pixels est de 60 MHz, alors
on aurait clk fde a` 180 Mhz et clk prog a` 540 MHz. Or la fre´quence maximale
permise, avec un FPGA Stratix I EP1S60, est d’environ 390 MHz. C’est pour
cette raison que seulement 2 horloges sont utilise´es dans le processeur SeeProc.
4.3.2 Jeu d’instructions de SeeProc
Le jeu d’instructions permet, de manie`re simple, a` un utilisateur de de´crire
l’application qu’il souhaite exe´cuter. Il peut ainsi conﬁgurer les ope´rations que les
diﬀe´rents e´le´ments de calcul devront re´aliser, le re´seau de communication entre ces
e´le´ments ainsi que l’ordre dans lequel les ope´rations devront eˆtre exe´cute´es. L’en-
semble des instructions de´crivant une application est organise´ de fac¸on se´quentielle
au sein d’un programme. Comme dit pre´ce´demment, une instruction est compose´e
d’un opcode d’un octet suivi de deux ope´randes de quatre octets.
Les instructions disponibles sont au nombre de onze et sont de´crites, dans les
sections suivantes, par cate´gorie, selon leur fonction.
4.3.2.1 Instructions de traitement
Pour cre´er une application, l’utilisateur dispose de plusieurs instructions de´die´es
a` la conﬁguration des ALUMs, a` l’interconnexion entre ces derniers et avec les
donne´es d’entre´e, ou encore a` la largeur de l’image traite´e. Ces instructions sont
liste´es dans le Tab. 4.6. Ajoute´ a` ces instructions, l’enteˆte du programme devra
spe´ciﬁer la taille de la feneˆtre d’inte´reˆt de chaque e´le´ment de calcul. Pour ce
faire, l’utilisateur rajoutera la directive ALUMn MATRIX SIZE XX, ou` n
repre´sente le nume´ro du ALUM concerne´ et XX la valeur en nombre de pixels
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d’un coˆte´ de la feneˆtre d’inte´reˆt (qui, pour rappel, est ne´cessairement carre´e).
Instruction Ope´randes
Mne´monique code machine Ope´rande 1 Ope´rande 2
LOAD 0x01 Alum id. FD opocde FM opcode FR opcode FM param
COEF 0x06 Alum id. Liste des coeﬃcients de l’ope´rande ﬁxe
ROUT 0x05 Source Destination
CFG 0x07 Parame`tre valeur
Table 4.6 – Instructions de traitement
L’instruction LOAD permet de parame`trer les diﬀe´rents opcodes et parame`tres
de l’ALUM de´signe´e par l’ope´rande 1. L’ope´rande 2 spe´ciﬁe les 3 opcodes et le
parame`tre de la seconde unite´ (voir Sec. 4.2.1) . Le Tab. 4.7 de´taille les opcodes af-
fecte´s aux diﬀe´rentes ope´rations. Ainsi, par exemple l’instruction LOAD ALUM2
1 1 2 56 conﬁgurera l’ALUM2 avec l’opcode 0 pour FD, 1 pour FM, 2 pour FR et
56 pour FM param. L’ope´rande 2 est ainsi partitionne´ en 4 octets, chaque octet
correspondant a` un opcode/parame`tre. Le Tab. 4.8 de´taille la correspondance
entre la ligne de code assembleur et le code machine obtenu.
Opcode Fonction FD Fonction FM Fonction FR
0 Rout = opA Qout = Rout Xout = Qout(pixel central)
1 Rout = opA + opB Qout = -Rout Xout =
∑
Qout(n,n)
2 Rout = opA - opB Qout = |Rout| Xout = MAX(Qout(n,n))
3 Rout = opA * opB Qout = Rout2 Xout = MIN(Qout(n,n))
4 Rout = opA AND opB Qout = SL 7(Rout,FM param) Xout = AND(Qout(n,n))
5 Rout = opA OR opB Qout = SR 8(Rout,FM param) Xout = OR(Qout(n,n))
6 Rout = opA XOR opB Qout = seuil(Rout,FM param) Xout = XOR(Qout(n,n))
Table 4.7 – Opcodes des ope´rations re´alisables par FD, FM et FR.
Opcode Ope´rande 1 Ope´rande 2
7 0 31 0 31 24 23 16 15 8 7 0
0x01 ALUM vise´e FD opocde FM opcode FR opcode FM param
Table 4.8 – Format de l’instruction LOAD
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LOAD ALUM3 MULT INV SUM 0
0x01 0x00000003 0x03 0x01 0x00 0x00
Table 4.9 – Exemple de l’instruction de traitement : LOAD
Le code machine hexade´cimal complet correspondant a` la ligne assembleur
du Tab. 4.9 est donc 010000000303010000. L’inte´reˆt de ce de´coupage est de per-
mettre a` l’UC, lors de l’e´tape d’execute, de conﬁgurer simultane´ment et en un
seul cycle d’horloge tous les signaux de controˆle d’une ALUM. Le partie du code
VHDL de l’UC permettant l’exe´cution de l’instruction LOAD est le suivant :
CASE opcode i s
. . .
when conv_std_logic_vector ( 1 , 8 ) => −− I n s t r u c t i o n LOAD
CASE op1 IS
when conv_std_logic_vector (1 , 8) => −− Op1 des igne ALUM1
ALUM1_FD <= op2 (31 downto 24) ;
ALUM1_FM <= op2 (23 downto 16) ;
ALUM1_FR <= op2 (15 downto 8) ;
ALUM1_FMPARAM <= op2 (7 downto 0) ;
when conv_std_logic_vector (2 , 8) => −− Op1 des igne ALUM2
ALUM2_FD <= op2 (31 downto 24) ;
ALUM2_FM <= op2 (23 downto 16) ;
ALUM2_FR <= op2 (15 downto 8) ;





L’instruction COEF permet de de´ﬁnir la valeur d’un ope´rande de l’ALUM
indique´e par l’ope´rande 1. Ainsi, on peut aise´ment de´ﬁnir tout type de masques
a` appliquer a` un ﬂux d’images ou encore un motif de recherche. Par exemple,
l’instruction COEF ALUM3 1 1 1 1 -8 1 1 1 1 permet d’appliquer a` une ope´rande
de l’ALUM3 un masque de la forme suivante :
⎡




Le format de l’instruction COEF est de´pendante de la dimension des ope´randes
d’entre´e de l’ALUM de´signe´e par l’ope´rande 1. En eﬀet, le nombre de coeﬃcients
a` appliquer est de n × n ou` n repre´sente la dimension d’un coˆte´ de la matrice
d’inte´reˆt. Le programme ci-dessous donne deux exemples d’utilisation de l’ins-
truction COEF.
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Exemple de l’utilisation de l’instruction COEF
ALUM1 MATRIX SIZE 3
ALUM2 MATRIX SIZE 5
...
... // Autres instructions
...
...
COEF ALUM1 1 1 1 1 -8 1 1 1 1
COEF ALUM2 1 1 1 1 1 2 2 2 2 2 0 0 0 0 0 -2 -2 -2 -2 -2 -1 -1 -1 -1 -1
Il est e´vident que tous les coeﬃcients ne peuvent eˆtre inclus dans une seule
et meˆme instruction machine. Ainsi, pour chaque coeﬃcient, une instruction,
exe´cute´e en un cycle d’horloge, en code machine est cre´e´e. Ces instructions
re´pondent au format suivant :
Opcode Ope´rande 1 Ope´rande 2
7 0 31 24 23 0 31 0
0x06 Nume´ro du coeﬃcient ALUM vise´e valeur du coeﬃcient
Table 4.10 – Format de l’instruction COEF










La partie de code de l’UC correspondante a` la gestion de l’instruction COEF
est la suivante :
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CASE opcode i s
. . .
when conv_std_logic_vector ( 6 , 8 ) => −− I n s t r u c t i o n COEF
CASE op1 (3 downto 0) i s −− Numero de l ALUM v i s e e
when conv_std_logic_vector ( 1 , 4 ) => −− Detect ion de l ALUM1
ind1 := conv_integer ( op1 (31 downto 24) ) ; −− Numero du ←↩
c o e f f i c i e n t v i s e
COEF_ALUM1 ( ind1 9−1 downto ind1 9−9) <= op2 (8 downto 0) ; −− ←↩
Af f e c t a t i on de l a va l eur au c o e f f i c i e n t
when conv_std_logic_vector ( 2 , 4 ) => −− Detect ion de l ALUM2
ind1 := conv_integer ( op1 (31 downto 24) ) ; −− Numero du ←↩
c o e f f i c i e n t v i s e
COEF_ALUM1 ( ind1 9−1 downto ind1 9−9) <= op2 (8 downto 0) ; −− ←↩






L’instruction ROUT permet de de´ﬁnir le chemin de donne´es en controˆlant
les diﬀe´rentes entre´es/sorties du crossbar. Ainsi, l’instruction ROUT ALUM1
ALUM2 OPA connectera la sortie de l’ALUM1 a` l’ope´rande A de l’ALUM2. Le
format de l’instruction est le suivant :
Opcode Ope´rande 1 Ope´rande 2
7 0 31 0 31 0
0x05 Num. port d’entre´e du crossbar (08x) Num. port de sortie du crossbar (08x)
Table 4.11 – Format de l’instruction ROUT
Le mot de controˆle est, dans la version actuelle du SeeProc, de largeur 72 bits.
Il est partitionne´ en 14 ensembles de 5 bits 9, comme le rappelle le Tab. 4.5. Le
contenu d’un ensemble indique le port de sortie du crossbar auquel est connecte´
l’entre´e correspondante a` l’ensemble. Par exemple si les 5 MSBs, repre´sentant
la sortie Xout Data sur le sche´ma en Fig. 4.1, du mot de controˆle du crossbar
valent ”10011” alors la sortie X de l’ALUM3 est interconnecte´e avec la sortir
Xout Data. Un tableau de correspondance des ports d’entre´es et de sorties est
donne´ en Annexe. C.
Pour ﬁnir avec les instructions de´die´es a` la partie ope´rative, l’utilisateur dis-
pose e´galement d’une instruction de conﬁguration CFG. Cette instruction admet
en ope´rande 1 le parame`tre a` conﬁgurer et en ope´rande 2 la valeur a` aﬀecter a` ce
parame`tre. Dans la version actuelle du SeeProc, deux parame`tres sont conﬁgu-
rables. Le premier parame`tre, IMW, indique la largeur de l’image traite´e. Ainsi,
9. De ce fait les 2 MSB ne sont pas utilise´s
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l’instruction CFG IMW 512 permet de spe´ciﬁer que l’image d’entre´e est de largeur
512 pixels. Les e´ventuels changements de ce parame`tre sont ge´re´s mate´riellement
graˆce au bus controˆle largeur pre´sent sur la Fig. 4.13 qui permet de parame`trer
les diﬀe´rents SPGs. L’inte´reˆt d’une telle instruction est qu’elle permet de modi-
ﬁer en temps re´el la largeur de l’image traite´e. Le format en code machine de
l’ope´rande 2 ne repre´sente pas la valeur de´cimale e´crite dans le code assembleur.
Elle repre´sente le nume´ro de changement de largeur d’image dans le programme
assembleur. Par exemple, si dans un programme deux instructions CFG IMW 125
et CFG IMW 200 sont successivement pre´sentes, alors l’ope´rande 2 en code ma-
chine de la premie`re sera 0x00000000 et la seconde 0x00000001. Graˆce aux outils
de de´veloppement pre´sente´s au chapitre suivant, le SPG sait que lorsqu’il aura
son bus d’entre´e Controˆle largeur e´gale a` 1, alors la largeur de l’image a` traiter
est de 200. L’inte´reˆt d’une telle conversion est que la taille du bus Controˆle lar-
geur aurait e´te´ bien plus grande s’il avait fallu indiquer directement la largeur
de l’image. Dans la version actuelle du SeeProc, la dimension du bus Controˆle
largeur est de 4 bits, permettant ainsi 16 changements de largeur d’image pos-
sible au sein d’une application.
Opcode Ope´rande 1 Ope´rande 2
7 0 31 0 31 0
0x07 0x00000000 Nume´ro du changement
Table 4.12 – Exemple de l’instruction de traitement : CFG IMW
Le second parame`tre modiﬁable graˆce a` l’instruction CFG permet de se´lectionner
les 9 bits, parmi les 18 disponibles, d’un re´sultat interme´diaire d’une ALUM qui
seront transmis a` l’unite´ suivante. Le format de l’instruction CFG avec ce pa-
rame`tre, RANGE, est donne´e en Tab. 4.13. Le programmeur spe´ciﬁe l’ALUM
vise´e, puis le nombre de de´calage vers la droite (SR) pour FD, FM et FR. Aﬁn
de conserver le signe de re´sultat, le MSB est conserve´ et est concate´ne´ avec les 8
bits indique´s par l’utilisateur. Par exemple l’instruction CFG RANGE ALUM1
4 2 0, aura pour eﬀet de se´lectionner le bit 17 concate´ne´ avec les bits 13 a` 6 10 du
re´sultat de FD , le bit 17 concate´ne´ avec les bits 15 a` 8 pour FM et 17 a` 9 pour
FR. En cas d’absence de l’instruction CFG RANGE, les 9 bits se´lectionne´s sont
par de´faut les 9 MSBs, soit les bits 17 a` 9.
10. Le MSB est le bit 17 et le LSB le bit 0
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Opcode Ope´rande 1 Ope´rande 2
7 0 31 0 31 24 23 16 15 8 7 0
0x07 0x00000001 ALUM vise´ SR pour FD SR pour FM SR pour FR
Table 4.13 – Exemple de l’instruction de traitement : CFG RANGE
4.3.2.2 Instructions pour l’interfac¸age avec les e´le´ments pe´riphe´riques
Dans le but d’interfacer SeePROC avec des e´le´ments pe´riphe´riques, 4 instruc-
tions ont e´te´ pre´vues. Comme dit pre´ce´demment, SeeProc est un co-processeur
de traitement. Il doit donc pouvoir s’inte´grer aise´ment au sein d’une architec-
ture comple`te de type came´ra intelligente. Ces instructions permettent la mise
en œuvre de protocoles d’interfac¸age, tel que le handshaking. Les instructions
d’interfac¸age sont liste´es dans le Tab. 4.14 ci-dessous :
Mne´monique (code machie)
SET (0x02) Flag out ID
RESET (0x03) Flag out ID
WAIT (0x00) Flag in ID Valeur
ADDR (0x09) Parame`tre Valeur
Table 4.14 – Instructions d’interfac¸age du processeur SeeProc
L’instruction WAIT permet de ve´riﬁer si un ﬂag, spe´ciﬁe´ en ope´rande 1, est
e´gal a` la valeur indique´e par l’ope´rande 2. Un ﬂag correspond a` un signal sur 1
ou plusieurs bits. Dans le cas ou` la valeur du ﬂag est diﬀe´rente de l’ope´rande 2,
alors le programme est mis en pause jusqu’a` obtention de cette dernie`re.
Les instructions SET et RESET sont utilise´es pour modiﬁer la valeur du ﬂag
de sortie indique´ en ope´rande 1. L’instruction SET permet d’aﬀecter un niveau
logique haut au ﬂag de´signe´ par l’ope´rande 1. De meˆme manie`re, l’instruction
RESET aﬀectera un niveau logique bas.
Dans la version actuelle, le processeur SeeProc dispose de 8 ﬂags d’entre´e (7
correspondent a` des signaux de 1 bit et 1 correspondant a` un signal code´ sur 32
bits) et 8 ﬂags de sortie correspondant a` des signaux de 1 bit. Graˆce aux outils
de de´veloppement, l’utilisateur peut aise´ment changer le nom attribue´ (alias) a`
chacun de ces ﬂags aﬁn de facilite´ l’e´criture du programme assembleur. A` titre
d’exemple, l’Annexe C liste, entre autre, les alias attribue´s a` certains ﬂags utilise´s
par la suite.
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Opcode Ope´rande 1 Ope´rande 2
7 0 31 0 31 0
WAIT 0x00 Id du ﬂag ou du bus teste´ Valeur attendue
SET 0x02 Id du ﬂag manipule´ 0x00000000
RESET 0x03 Id du ﬂag manipule´ 0x00000000
Table 4.15 – Format des instructions WAIT, SET et RESET
Aﬁn d’illustrer l’inte´reˆt de telles instructions, prenons l’exemple suivant : Le
SeeProc est autorise´, par un e´le´ment pe´riphe´rique quelqu’il soit, a` fonctionner uni-
quement lorsque le ﬂag d’entre´e, nomme´ STARTPROC, passe a` un niveau logique
haut. SeeProc doit ensuite indiquer a` cet e´le´ment, via un ﬂag de sortie, qu’il est
en phase de traitement. La gestion de ce protocole se fera de la manie`re suivante :
WAIT STARTPROC 1 // Attente de l a requete de l   element pe r i phe r i que
SET OPERATING // Requete recue et debut du tra i t ement
. . .
. . . // Autres i n s t r u c t i o n s
. . .
. . .
RESET OPERATING // Fin du tra i t ement
JUMP 12 // Retour a l a l i g n e ”WAIT STARTPROC 1”
La dernie`re instruction, ADDR, permet d’utiliser un ge´ne´rateur d’adresse
inte´gre´ dans le module d’adressage de la Fig. 4.13. L’inte´reˆt d’une telle instruc-
tion est de donner une certaine autonomie a` SeeProc vis-a`-vis de la lecture et
du stockage de donne´es en me´moire. SeeProc peut ainsi aller lire des donne´es
stocke´es dans une me´moire, les traiter puis sauvegarder le re´sultat en me´moire.
Pour ce faire, l’instruction ADDR admet plusieurs parame`tres, e´nume´re´s dans le
Tab. 4.16 :
Parame`tre Fonction
START De´marre le compteur
STOP Met en pause le compteur
RES Remet le compteur a` l’adresse de base
BASE Valeur De´ﬁnit l’adresse de de´but
SIZE Valeur De´ﬁnit le nombre d’adresse a` ge´ne´rer
MODE Valeur De´ﬁnit le mode d’adressage
Table 4.16 – Liste des diﬀe´rents parame`tre de l’instruction ADDR
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Les deux ope´randes BASE et SIZE permettent de de´ﬁnir la plage d’adresses
a` ge´ne´rer. Par exemple si l’on a ADDR BASE 20 et ADDR SIZE 1280 alors la
plage d’adresses sera de 20 a` 1300, 1300 correspondant a` la somme des valeurs de
BASE et SIZE. Le parame`tre MODE permet de spe´ciﬁer un mode d’adressage
particulier. Dans sa version actuelle SeeProc permet d’eﬀectuer un adressage nor-
mal et sous-e´chantillonne´. L’incre´ment du sous-e´chantillonnage peut eˆtre modiﬁe´
a` tout moment de l’application. Les Tab. 4.17 et Tab. 4.17 donnent le format de
l’instruction ADDR.
Opcode Ope´rande 1 Ope´rande 2
7 0 31 0 31 0
0x09 Parame`tre traite´ 0x00000000
Table 4.17 – Format de l’instruction ADDR pour les parame`tres START, STOP
et RES
Opcode Ope´rande 1 Ope´rande 2
7 0 31 0 31 0
0x09 Parame`tre traite´ Valeur
Table 4.18 – Format de l’instruction ADDR pour les parame`tres BASE, SIZE
et MODE
Il est a` noter que la gestion du signal de se´lection E´criture/Lecture d’une
me´moire n’est pas pris en compte par l’instruction ADDR. Ne´anmoins, il suﬃt
de controˆler un des diﬀe´rents ﬂag disponibles avec les instructions SET et RE-
SET. Le programme ci-dessous montre un exemple de l’utilisation des diﬀe´rentes
instructions d’adressage. Dans ce programme, lorsque le ﬂag STARTPROC sera
e´gal a` 1, le processeur de´clenchera un compteur allant de 1 a` 307200 par pas de 1.
// Chargement des parametres
ADDR BASE 1
ADDR SIZE 307200 // 640 480
ADDR MODE NORMAL
. . .
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4.3.2.3 Instructions de controˆle du programme
Le controˆle du programme est assure´ par 3 instructions pre´sente´es dans le
Tab. 4.19.
Mne´monique (code machine)
JUMP (0x04) nume´ro de ligne
TEMPO (0x08) Valeur
IFRES (0x0A) Conditions Valeur nume´ro de ligne
Table 4.19 – Instructions de controˆle du programme
Les sauts inconditionnels sont possibles graˆce a` l’instruction JUMP. Ils peuvent
eˆtre utilise´s aﬁn de re´aliser une boucle inﬁnie. L’instruction JUMP admet un
ope´rande indiquant le nume´ro de la ligne du programme assembleur a` laquelle
il souhaite eﬀectuer son branchement. L’outil assembleur (Chap. 5) fera auto-
matique la conversion entre la ligne de code assembleur et l’adresse me´moire
correspondante.
Opcode Ope´rande 1 Ope´rande 2
7 0 31 0 31 0
0x04 Nume´ro de ligne 0x00000000
Table 4.20 – Format de l’instruction JUMP
Les sauts conditionnels sont re´alise´s graˆce a` l’instruction IFRES. Cette ins-
truction est suivie d’un code de condition permettant de tester plusieurs pa-
rame`tres sur le bus d’entre´e de l’UC. Si la condition est ve´riﬁe´e alors le branche-
ment est re´alise´ sinon le programme se poursuit. Cette condition est une compa-
raison avec le bus d’entre´e de l’unite´ de controˆle. Le Tab. 4.21 liste les diﬀe´rentes
conditions disponibles pour re´aliser un branchement conditionnel.
Condition (code machine) Branchement si
BPOS (0x00000000) Valeur du bus d’entre´e positive
BNEG (0x00000001) Valeur du bus d’entre´e ne´gative
BZERO (0x00000002) Valeur du bus d’entre´e nulle
SUP (0x00000003) Valeur Donne´es du bus d’entre´e supe´rieure a` valeur
INF (0x00000004) Valeur Donne´es du bus d’entre´e infe´rieure a` valeur
EQU (0x00000005) Valeur Donne´es du bus d’entre´e e´gale a` valeur
Table 4.21 – Liste des diﬀe´rentes conditions de l’instruction IFRES
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Opcode Ope´rande 1 Ope´rande 2
7 0 31 0 31 0
0x0A Condition teste´e Nume´ro de ligne
Table 4.22 – Format de l’instruction IFRES pour les conditions BPOS, BNEG
et BZERO
Opcode Ope´rande 1 Ope´rande 2
7 0 31 24 23 0 31 0
0x0A Nume´ro de ligne Condition teste´e Valeur
Table 4.23 – Format de l’instruction IFRES pour les conditions SUP, INF et
EQU
L’instruction TEMPO permet de mettre en pause le programme pendant le
nombre de cycles d’horloge indique´ en ope´rande 1. Cette instruction permet, par
exemple, a` l’utilisateur de changer la conﬁguration d’une ALUM au bout de 100
images traite´es sans avoir besoin d’activer un ﬂag. La partie VHDL du code de
l’UC ge´rant l’instruction TEMPO est donne´e ci-dessous et son format dans le
Tab. 4.24 :
CASE opcode i s
. . .
WHEN conv_std_logic_vector (8 , 8) => −− I n s t r u c t i o n TEMPO
ind := conv_integer ( op1 ) ; −− Conversion en e n t i e r de l a va l eur ←↩
contenue dans l   operande1 / ind e s t i n i t i a l i s e a 1
i f i < ind then −− Tant que i i n f a ind
i <= i+1; −− on incremente i
state <= ”11” ; −− on r e s t e dans l   etape d   execute
e l s e
i <= 1 ; −−





Opcode Ope´rande 1 Ope´rande 2
7 0 31 0 31 0
0x08 Nombre de cycles d’horloge 0x00000000
Table 4.24 – Format de l’instruction TEMPO
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4.3.3 Conclusion
La partie controˆle du processeur SeeProc a e´te´ conc¸ue pour exploiter au maxi-
mum les capacite´s du chemin de donne´es. Pour ce faire, des instructions de´die´es
a` ce dernier ont e´te´ inte´gre´es a` un jeu d’instruction classique des processeurs
de type RISC. On peut notamment conﬁgurer les ALUMS, modiﬁer les intercon-
nexions entre les e´le´ments du chemin de donne´es de manie`re dynamique ou encore
adapter la partie ope´rative a` des changements de largeur de l’image d’entre´e en
temps re´el.
4.4 Conclusion
Ce chapitre a permis de de´tailler l’architecture comple`te du processeur a` che-
min de donne´es reconﬁgurable SeeProc. Parmi les originalite´s de ce processeur,
on peut noter les e´le´ments de traitement, les ALUMs, dont la granularite´ est
en ade´quation avec les traitements bas niveau de l’image. Aﬁn de controˆler ces
e´le´ments, une partie controˆle personnalise´e a e´galement e´te´ mise en œuvre. Cette
partie, articule´e autour d’un cœur de processeur RISC, dispose d’un jeu d’ins-
truction permettant, en plus du controˆle classique du programme, la gestion des
reconﬁguration des e´le´ments de traitement ainsi que l’agencement de ces unite´s.
Il reste de´sormais a` rendre la programmation du processeur SeeProc accessible
a` des programmeurs non initie´s aux langages HDL. Il est e´galement ne´cessaire
d’e´valuer si des possibilite´s de minimisation architecturale en fonction de l’ap-
plication de´veloppe´e sont envisageables. Ce travail est pre´sente´ dans le chapitre
suivant intitule´ Me´thodologie de de´veloppement sur le processeur SeeProc.
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Chapitre 5
Outils de de´veloppement pour le
processeur Seeproc
Le chapitre pre´ce´dent de´crit l’architecture mate´rielle du processeur SeeProc.
Un des objectifs ﬁxe´s en introduction est de rendre sa programmation intui-
tive pour des programmeurs non familiers des architectures et des langages de
de´veloppement mate´riels. Un autre aspect important de nos travaux est l’opti-
misation des ressources mate´rielles. Dans cette optique un ensemble d’outils ont
e´te´ de´veloppe´s ayant pour but de :
– faciliter la programmation,
– donner acce`s aux programmeurs aux possibilite´s de personnalisation du
processeur,
– minimiser, en termes de ressources mate´rielles, les e´le´ments VHDLs ge´ne´re´s,
– proposer un environnement de simulation aﬁn de faciliter le prototypage
d’applications.
Le ﬂot de de´veloppement complet d’une application sur le processeur Seeproc
est pre´sente´ en Fig. 5.1. Il est scinde´ en 3 parties qui sont traite´es dans les sections
suivantes. La premie`re partie permet de re´aliser la conversion du code assembleur
en code machine. La seconde partie permet de ge´ne´rer une description optimise´e
- en VHDL - de l’architecture du processeur. Enﬁn, la troisie`me partie, propose a`
l’utilisateur un environnement de simulation lui permettant la mise au point de
son application.
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1 - Conversion Programme
3 - Environnement 
de simulation
2 - Génération du SeeProc
Figure 5.1 – Flot de de´veloppement du Seeproc
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5.1 Conversion du programme assembleur





























1 - Conversion Programme
Figure 5.2 – Conversion du programme assembleur
Pre´sente´ dans la Sec. 4.3.2, et rappele´ dans le Tab. 5.1 1, le jeu d’instructions
est compose´ de 11 instructions au total. Un assembleur (Fig. 5.2) de´die´ est en
charge de la conversion des lignes textuelles du programme en code machine,
chaque instruction assembleur correspondant a` une instruction en code machine
(hormis pour l’instruction COEF). La me´moire programme du processeur See-
Proc est initialise´e avec ce code machine. Le de´codage des instructions est ensuite
pris en charge par l’unite´ de controˆle. L’outil assembleur est de´crit en langage C
a` l’aide des outils d’analyse lexicale et grammaticale Lex et Yacc [94] pre´sente´s
en Annexe A. Il supporte certaines fonctionnalite´s permettant d’alle´ger la pro-
grammation et d’ame´liorer la lisibilite´ du programme. La Fig. 5.2 pre´sente les
e´le´ments logiciels utilise´s pour cette partie de la me´thodologie.
Outre la traduction des instructions en code machine, l’assembleur se charge
de la ve´riﬁcation de la syntaxe du programme et de la gestion des diﬀe´rents alias
qui permettent de manipuler symboliquement (via un nom et non une adresse)
les diﬀe´rents ﬂags, registres ou encore codes ope´rations de l’architecture. Une liste
des alias est donne´e en Annexe C.
1. les indications du type (08x) indiquent le nombre de bits he´xade´cimaux de codage
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Mne´monique Opcode Ope´rande 1 Ope´rande 2
WAIT 0x00 Id du ﬂag ou du bus teste´ (08x) Valeur attendue (08x)
LOAD 0x01 ALUM vise´e (08x) FD (02x) - FM (02x) - FR (02x) - FMparam (02x)
SET 0x02 Id du ﬂag manipule´ (08x) 0x00000000
RESET 0x03 Id du ﬂag manipule´ (08x) 0x00000000
JUMP 0x04 Num. de ligne (08x) 0x00000000
ROUT 0x05 Num. port d’entre´e du crossbar (08x) Num. port de sortie du crossbar (08x)
COEF 0x06 Num. du coef.(02x) - ALUM vise´e (06x) valeur du coeﬃcient (08x)
CFG 0x07 Parame`tre traite´ (08x) Valeur (08x)
TEMPO 0x08 Nmb de cycles d’horloge (08x) 0x00000000




Condition teste´e (08x) Nume´ro de ligne (08x)
Nume´ro de ligne (02x) - Condition teste´e (06x) Valeur (08x)
Table 5.1 – Format des instructions du SeeProc
Au niveau de la syntaxe du programme assembleur, outre les instructions for-
mant le programme proprement dit, le programme doit ne´cessairement comporter
un enteˆte (header). Cet enteˆte doit indiquer le nombre d’ALUM utilise´es dans
le programme et les dimensions de ces dernie`res. Enﬁn, pour signiﬁer a` l’outil
assembleur de de´but des instructions, une ligne de commentaire ﬁnissant par le
mot instructions est place´e avant le de´but des instructions. Un exemple d’enteˆte
est donne´ dans le programme ci-dessous :




// Debut des i n s t r u c t i o n s
. . .
. . . // i n s t r u c t i o n s
. . .
L’enteˆte est analyse´ par l’outil assembleur aﬁn d’initialiser 2 parame`tres,
NALU indiquant le nombre d’ALUM pre´sent dans l’application et DIM spe´ciﬁant
la dimension de chacune d’entre elles, utilise´es dans les autres outils du ﬂot de
de´veloppement aﬁn notamment de ge´rer la ge´ne´ricite´ de l’architecture.
L’outil assembleur permet, a` partir du programme assembleur, de cre´er un
ﬁchier au format MIF, permettant d’instancier la me´moire programme du pro-
cesseur SeeProc. Le format MIF est un format compatible avec les composants
Altera. Ne´anmoins, il est tre`s proche du format COE correspondant aux com-
posants Xilinx. Ainsi, il est rapide de modiﬁer le ﬁchier mif.c aﬁn d’obtenir la
syntaxe voulue. L’Annexe. D pre´sente un comparatif syntaxique des deux for-
5.1. CONVERSION DU PROGRAMME ASSEMBLEUR 129
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Le cas de l’instruction COEF est particulier. Lorsque cette instruction est
de´tecte´e, le programme stocke le nume´ro de ligne correspondant ainsi que la di-
mension de l’ALUM vise´e. La raison de ce traitement est due au fait qu’une seule
ligne assembleur de l’instruction COEF correspond a` plusieures lignes d’instruc-
tion en code machine. Il est en eﬀet ne´cessaire de connaˆıtre le nombre de ligne en
code machine supple´mentaires introduites par les e´ventuelles instructions COEF
aﬁn de faire correspondre de manie`re automatique les nume´ros de ligne des ins-
tructions JUMP et IFRES. Prenons l’exemple du programme assembleur suivant :
// Chargement des parametres
ALUM_NUM 1
ALUM1_MATRIX_SIZE 3
// Debut des i n s t r u c t i o n s
0 LOAD ALUM1 MULT ID SUM 0
1 COEF ALUM1 1 1 0 1 0 −1 0 −1 −1
2 CFG RANGE ALUM1 4 0 2
3 ROUT IN_DATA_1 ALUM1_OPA
4 ROUT IN_DATA_2 ALUM1_OPB
5 ROUT ALUM1_XOUT X_OUT_DATA
6 CFG IMW 512
7 WAIT STARTPROC 1
8 CFG IMW 256
9 SET OPERATING
10 WAIT STOPPROC 1
11 RESET OPERATING
12 JUMP 7
Sans la gestion du nombre de lignes supple´mentaires introduit par l’instruction
COEF, le ﬁchier mif serait le suivant :
2. Un ajout simple permettant le passage automatique d’un format a` l’autre serait l’ajout
d’un parame`tre dans l’enteˆte aﬁn de spe´ciﬁer la cible mate´rielle (TARGET Altera par exemple).
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WIDTH=72; DEPTH=1024;








6 : 0606000001 ffffffff ;
7 : 060700000100000000;
8 : 0608000001 ffffffff ;












[ 2 1 . . 1 0 2 3 ] : ffffffffffffffffff ;
END ;
On peut voir que l’adresse 7 du ﬁchier mif ne correspond pas a` la ligne 7 du
programme assembleur. Cela introduit dans le cas de ce programme une erreur au
niveau de la largeur de l’image d’entre´e. Il est donc ne´cessaire de ge´rer une conver-
sion correcte du nume´ro des lignes. Dans l’exemple ci-dessus, l’outil assembleur
de´tecte une instruction COEF ayant pour cible une ALUM de dimension 3×3. Il
faut donc ajouter 8 lignes au code mif pour obtenir le bon branchement (ligne 15).
Une autre instruction est convertie de manie`re spe´ciﬁque. Il s’agit de l’instruc-
tion CFG suivie de IMW. En eﬀet, comme pre´ce´demment explique´, en Sec. 4.3.2.1,
la valeur correspondant a` la largeur de l’image n’est pas pre´sente dans le code
machine. A chaque fois qu’une instruction CFG IMW xx est de´tecte´e et que la
valeur (xx) n’a pas e´te´ utilise´e dans les instructions pre´ce´dentes, un compteur
est incre´mente´ et fait oﬃce de second ope´rande en code machine. Lors de l’e´tape
suivante, la ge´ne´ration du SeeProc, le ﬁchier responsable de la cre´ation des SPGs
prend en compte le nombre de largeur d’image diﬀe´rente et ge´ne`re les SPGs en
fonction.
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5.2 Ge´ne´ration de l’architecture du processeur
SeeProc
La seconde partie du ﬂot de conception a pour roˆle la ge´ne´ration des e´le´ments
constituant l’architecture mate´rielle du processeur SeeProc. Cette partie est illustre´e
en Fig. 5.3. Elle est de´compose´e en 3 phases. La premie`re phase, a` travers l’ex-
traction d’informations depuis le programme assembleur, permet de minimiser les
ressources mate´rielles ne´cessaires a` l’exe´cution de ce dernier. La seconde phase
est la ge´ne´ration a` proprement parler - en VHDL - des e´le´ments de SeeProc en se
basant sur les informations extraites lors de la premie`re phase. Enﬁn la troisie`me
phase consiste en l’instanciation mate´rielle des e´le´ments obtenus.


































Figure 5.3 – Ge´ne´ration de l’architecture du processeur SeeProc
5.2.1 E´tape d’extraction d’information et de re´duction
mate´rielle
La premie`re phase de la ge´ne´ration de l’architecture du processeur SeeProc
consiste en l’extraction de caracte´ristiques du ﬁchier assembleur. Cette phase
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vise a` re´duire l’ensemble des ressources mate´rielles requises. Pour cela, deux
programmes (MiniUC.c et MiniDPR.c) spe´cialise´s parcourent le programme as-
sembleur et extraient des informations ne´cessaires a` la minimisation de chaque
e´le´ment de l’architecture ﬁnale. Les informations, et leur variable associe´e, ex-
traites sont :
– Le nombre d’ALUM utilise´es Nalu,
– la dimension des ope´randes de chaque ALUM Dim,
– les ope´rations que chaque ALUM eﬀectue au cours de l’application MinA-
lum,
– la pre´sence ou non d’ope´rande ﬁxe pour chaque ALUM Coef,
– la relation entres les diﬀe´rents ports d’entre´e/sortie du crossbar MinCross,
– l’utilisation ou non d’instruction d’adressage MinAddr,
– la pre´sence d’un ou plusieurs changements de la largeur d’image traite´e
Imw,
– Le nombre d’instructions pre´sent dans le programme assembleur NumInst.
Une variable supple´mentaire est utilise´e par l’ensemble des ﬁchiers de ge´ne´ration
VHDL. Cette variable (preﬁx) aﬀecte un pre´ﬁxe au nom de tous les e´le´ments
VHDL ge´ne´re´s. Cette variable est entre´e par l’utilisateur lors de la compilation
de son programme assembleur. L’inte´reˆt d’une telle instruction est que, dans l’hy-
pothe`se ou` le programmeur de´cide de ge´ne´rer 2 SeeProc diﬀe´rents et de les utiliser
simultane´ment, ce pre´ﬁxe est indispensable aﬁn d’e´viter des erreurs de compila-
tion a` cause de ﬁchier VHDL ayant le meˆme nom mais pas le meˆme contenu.
Les informations extraites sont ensuite distribue´es dans les diﬀe´rents pro-
grammes responsables de la ge´ne´ration (en VHDL) des divers e´le´ments de l’ar-
chitecture du processeur SeeProc. La Fig. 5.4 illustre la distribution des informa-



























Figure 5.4 – Distribution des informations pour la ge´ne´ration de l’architecture
du processeur SeeProc
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5.2.2 E´tape de ge´ne´ration des e´le´ments VHDL du See-
Proc
L’e´tape pre´ce´dente a permis d’extraire un certain nombre de caracte´ristiques
en fonction du code assembleur a` compiler. L’e´tape suivante est l’e´tape de ge´ne´ration
du code VHDL de´crivant l’architecture du processeur SeeProc. Dans un premier
temps, les composants de base des deux entite´s que sont le SeeProc DPR et
le SeeProc Decoder sont ge´ne´re´s de fac¸on minimale en termes de ressources
mate´rielles (phases B et C sur la Fig. 5.3) en fonction des caracte´ristiques ex-
traites lors de la premie`re e´tape. Ces e´le´ments sont ensuite instancie´s et route´s
aﬁn de former les deux entite´s du SeeProc (phases D et E sur la Fig. 5.3).
5.2.2.1 Ge´ne´ration des composants e´le´mentaires de l’entite´ SeeProc Decoder
(Phase B)
Chaque e´le´ment VHDL est parame´tre´ par un ensemble de caracte´ristiques
spe´ciﬁques. Le Tab. 5.2 liste les programmes, le composant VHDL qu’ils cre´ent
et les parame`tres utilise´s.
Programme C E´le´ment cre´e´ Parame`tres
Mem prog Me´moire programme preﬁx - NumInst
Compteur Module d’adressage preﬁx - MinAddr
CU Unite´ de controˆle preﬁx - Nalu - Dim - Coef - Imw - MinAddr
PC Compteur programme preﬁx
Table 5.2 – Ge´ne´ration des ﬁchiers VHDL de la partie SeeProc Decoder du
processeur SeeProc
La cre´ation du composant mate´riel Me´moire programme est de´pendante,
en plus du preﬁx, du nombre de lignes du code machine ge´ne´re´ (variable NumInst.
Ceci permet de spe´ciﬁer la profondeur minimale et suﬃsante de la me´moire pro-
gramme ne´cessaire a` l’exe´cution du programme machine.
Le module d’adressage est cre´e´ si et seulement si la variable MinAddr indique
la pre´sence d’instructions d’adressage dans le programme assembleur. Si aucune
de ces instructions n’est de´tecte´e alors le module d’adressage ne sera pas cre´e´.
La ge´ne´ration de l’unite´ de controˆle est faite en fonction de plusieurs ca-
racte´ristiques. Les parame`tres Nalu, Dim et Coef indique au programme le nombre
de sorties, permettant le controˆle des diﬀe´rentes ALUM, sont ne´cessaires. De
134CHAPITRE 5. OUTILS DE DE´VELOPPEMENT POUR LE PROCESSEUR SEEPROC
manie`re analogue au module d’adressage, si la variable MinAddr indique que le
programme contient des instructions d’adressage, alors les sorties de l’unite´ de
controˆle permettant de ge´rer ce module sont cre´e´es. Il en est de meˆme avec la va-
riable Imw qui autorise ou non la cre´ation du bus de controˆle Controˆleur largeur
pre´sent sur la Fig. 4.1.
Enﬁn, le composant Compteur programme ne de´pend que de la variable
preﬁx. L’Annexe E donne les algorithmes des programmes pre´sente´s ci-dessus et





































            
prefix_Seeproc_PC;
           
in std_logic;
in std_logic;
in std_logic_vector(9 downto 0);
in std_logic;
in std_logic;











abase, asize : 
addr : 
);
            
prefix_Seeproc_addr;
           
in std_logic;
in std_logic_vector(3 downto 0);
in std_logic_vector(31 downto 0);















            
prefix_Seeproc_memprog;
           
 in std_logic_vector(9 downto 0);
n std_logic;
in std_logic_vector(71 downto 0);
n std_logic;



















            
prefix_Seeproc_uc;
           
in std_logic;
in std_logic_vector(71 downto 0);
out std_logic_vector(3 downto 0);
out std_logic_vector(9 downto 0);
out std_logic_vector((7*7*9)-1 downto 0);
out std_logic_vector(71 downto 0)
Figure 5.5 – Sche´ma synoptique de la ge´ne´ration des e´le´ments de base de See-
Proc Decoder
5.2.2.2 Ge´ne´ration des composants e´le´mentaires de l’entite´ SeeProc DPR
(Phase C)
La partie SeeProc DPR de l’architecture du processeur SeeProc est construite
a` partir de 4 programmes liste´s dans le Tab. 5.3.
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Programme C E´le´ment VHDL cre´e´ Parame`tres
ALUM ALUM preﬁx - Nalu - Dim - Minalum
SPG SeeProc PixelGrabber preﬁx - Dim - Imw
Crossbar Crossbar preﬁx - Nalu - Dim - Imw - Mincross
reg Registre preﬁx
Table 5.3 – Ge´ne´ration des ﬁchiers VHDL de la partie SeeProc DPR du pro-
cesseur SeeProc
Le premier programme, ALUM, ge`re la cre´ation de la ou des ALUMs ne´cessaires
au fonctionnement du programme assembleur. Le nombre d’ALUMs a` cre´er est
de´ﬁni par le parame`tre Nalu. La dimension des ope´randes des ALUMs est conte-
nue dans le parame`tre Dim. Enﬁn, la liste des ope´rations re´alise´es par ALUMs
est indique´e par le parame`tre MinALUM. Ce dernier parame`tre permet de ne pas
cre´er inutilement des ope´rations qui ne sont jamais utilise´es au cours de l’appli-
cation. On minimise ainsi les ressources mate´rielles requises par ALUM.
Le programme SPG est en charge de la cre´ation des diﬀe´rents SeeProc PixelGrabber.
La ge´ne´ration est de´pendante des parame`tres Dim et Imw (en plus du preﬁx).
L’algorithme utilise´ est de´crit en Annexe E.
La cre´ation du Crossbar est re´alise´e, en plus du preﬁx, en fonction des pa-
rame`tres :
– Nalu : permet de de´ﬁnir le nombre d’entre´es/sorties du crossbar,
– Dim : permet de caracte´riser les diﬀe´rentes entre´es/sorties du crossbar,
– Imw : permet de ge´rer les modiﬁcations de dimensions entre les diﬀe´rentes
connections,
– MinCross : permet de ne cre´er que les connections applique´es dans le pro-
gramme assembleur.
Le programme ci-dessous donne l’algorithme du programme en charge de la
cre´ation du composant Crossbar.
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Debut
I − Ouvrir/creer un fichier nomme ” p r e f i x s e e p r o c c r o s s b a r . vhd” .
II − Extraire la dimension maximale , dimmax , depuis le param\ {e}tre dim
III − Ecrire les ports d entree/sortie du crossbar en fonction des
param\ {e}tres dim et nalu .
IV − Appeler les composants SPGs en fonction de la param\ {e}tre dim .
V − Tester l existance de connections depuis les ALUM  n  _XOUT_Data
vers OUT_DATA pour gerer le dimensionnement de 1 vers dimmax .
Si existance alors
| Creation de la connection en fonction de imw
VI − Tester l existance de connections depuis les ALUM  n  _ROUT et
ALUM  n  _QOUT vers OUT_DATA pour gerer le dimensionnement de dim [ n ]
vers dimmax .
Si existance alors
| Creation de la connection en fonction de imw
VII − Tester l existance de connections depuis les ALUM  n  _Xout vers
ALUM  m  _OPA et ALUM  m  _OPB pour gerer le dimensionnement de 1 vers
dim [ m ] .
Si existance alors
| Creation de la connection en fonction de imw
VIII − Tester l existance de connections depuis les ALUM  n  _Rout et
ALUM  n  _Qout vers ALUM  m  _OPA et ALUM  m  _OPB pour gerer le
dimensionnement de dim [ n ] vers dim [ m ] .
Si existance alors
| Creation de la connection en fonction de imw
IX − Tester les autres possibilites de connections ( celles dont les
dimensions entre entree et sortie sont les meme )
Si existance alors
| Creation de la connection independamment de imw
Fin
Table 5.4 – Algorithme de cre´ation du Crossbar
Enﬁn, le programme Reg ge´ne`re le composant Registre, qui est l’e´le´ment
de base pour le composant SPG. Il ne de´pend que du parame`tre preﬁx. Les al-
gorithmes associe´s a` chaque programme sont donne´s en Annexe. E. La Fig. 5.6
pre´sente le sche´ma synoptique de cette phase.

































);            
prefix_Seeproc_Crossbar;
           
in std_logic;
in std_logic_vector(7 downto 0);
 in unsigned(71 downto 0);             
 in std_logic_vector((7*7*9)-1 downto 0);
 in std_logic_vector((7*7*9)-1 downto 0);
 in std_logic_vector((7*7*9)-1 downto 0);
out std_logic_vector((7*7*9)-1 downto 0);






















            
prefix_Seeproc_spg3;
           
integer := 512;
integer := 3
in std_logic_vector(8 downto 0);
in std_logic_vector(7 downto 0);
in std_logic;


























            
prefix_Seeproc_ALUM1;
           
in std_logic;
in std_logic_vector(3 downto 0);
in std_logic_vector(9 downto 0);
 in std_logic_vector((7*7*9)-1 downto 0);
out std_logic_vector((7*7*9)-1 downto 0);













            
prefix_Seeproc_reg;           
 in std_logic;
 in std_logic_vector(8 downto 0);
 out std_logic_vector(8 downto 0)
Figure 5.6 – Sche´ma synoptique de la ge´ne´ration des e´le´ments de base de See-
Proc DPR
5.2.2.3 Ge´ne´ration des composants des unite´s principales SeeProc Decoder
et SeeProc DPR (Phase D et E)
Les dernie`res phases (D et E sur la Fig. 5.3) de la ge´ne´ration des e´le´ments
mate´riels de l’architecture du processeur SeeProc sont la cre´ation du composant
SeeProc Decoder (phase D) et du composant SeeProc DPR (phase E). Dans les 2
cas, un programme va router les e´le´ments d’architecture de base ge´ne´re´s dans les
phases pre´ce´dentes aﬁn d’obtenir un e´le´ment de hie´rarchie supe´rieure. L’inte´reˆt
de ces ge´ne´rations est de simpliﬁer l’instanciation mate´rielle qui vient en dernie`re
e´tape. Il est en eﬀet plus simple pour un utilisateur de router 2 e´le´ments (en l’oc-
currence SeeProc Decoder et SeeProc DPR) que d’en router 8. Les 2 programmes
responsables de ces ge´ne´rations prennent ainsi en caracte´ristique d’entre´e, les ca-
racte´ristiques d’entre´e de l’ensemble des e´le´ments a` inte´grer dans le composant
de hie´rarchie supe´rieure. La Fig. 5.7 expose les sche´mas synoptiques de ces 2 pro-
grammes.





















);            
prefix_Seeproc_Crossbar;
           
in std_logic;
in std_logic_vector(7 downto 0);
 in unsigned(71 downto 0);             
 in std_logic_vector((7*7*9)-1 downto 0);
 in std_logic_vector((7*7*9)-1 downto 0);
 in std_logic_vector((7*7*9)-1 downto 0);
out std_logic_vector((7*7*9)-1 downto 0);





































            
prefix_Seeproc_PC;
           
in std_logic;
in std_logic;
in std_logic_vector(9 downto 0);
in std_logic;
in std_logic;




















);            
prefix_Seeproc_Decoder;




 : out std_logic_vector(7 downto 0);
: out std_logic_vector(31 downto 0);
: out std_logic_vector(3 downto 0);
: out std_logic_vector(9 downto 0);
: out std_logic_vector(440 downto 0);




















);            
prefix_Seeproc_DPR;
           
in std_logic;
in std_logic_vector(7 downto 0);
 in unsigned(71 downto 0);             
 in std_logic_vector((7*7*9)-1 downto 0);
 in std_logic_vector((7*7*9)-1 downto 0);
 in std_logic_vector((7*7*9)-1 downto 0);
out std_logic_vector((7*7*9)-1 downto 0);











abase, asize : 
addr : 
);
            
prefix_Seeproc_addr;
           
in std_logic;
in std_logic_vector(3 downto 0);
in std_logic_vector(31 downto 0);















            
prefix_Seeproc_memprog;
           
 in std_logic_vector(9 downto 0);
n std_logic;
in std_logic_vector(71 downto 0);
n std_logic;



















            
prefix_Seeproc_uc;
           
in std_logic;
in std_logic_vector(71 downto 0);
out std_logic_vector(3 downto 0);
out std_logic_vector(9 downto 0);
out std_logic_vector((7*7*9)-1 downto 0);













            
prefix_Seeproc_reg;           
 in std_logic;
 in std_logic_vector(8 downto 0);























































































































            
prefix_Seeproc_ALUM1;
           
in std_logic;
in std_logic_vector(3 downto 0);
in std_logic_vector(9 downto 0);
 in std_logic_vector((7*7*9)-1 downto 0);
out std_logic_vector((7*7*9)-1 downto 0);

























            
prefix_Seeproc_spg3;
           
integer := 512;
integer := 3
in std_logic_vector(8 downto 0);
in std_logic_vector(7 downto 0);
in std_logic;
out std_logic_vector(5*5*9-1 downto 0)
Figure 5.7 – Sche´ma synoptique de la ge´ne´ration des e´le´ments SeeProc DPR et
SeeProc Decoder
5.2.3 E´tape d’instanciation mate´rielle
Une fois les e´le´ments VHDL ge´ne´re´s, l’e´tape d’instanciation mate´rielle va clore
le ﬂot de de´veloppement du SeeProc. Cette e´tape n’est pas automatique et est,
de ce fait, a` la charge du programmeur. Ne´anmoins elle reste relativement simple
a` re´aliser. En fonction du type de FGPA sur lequel le SeeProc doit eˆtre implante´,
l’utilisateur exe´cute l’environnement de de´veloppement associe´. A` partir des deux
e´le´ments VHDL de plus haute hie´rarchie obtenus lors de l’e´tape pre´ce´dente, a` sa-
voir la partie SeeProc Decoder et SeeProc DPR de SeeProc, l’utilisateur
peut soit cre´er les symboles correspondant pour ensuite les connecter graphique-
ment (mapping), soit cre´er un ﬁchier vhdl et eﬀectuer un routage textuel qui reste
nettement moins simple que la premie`re approche.
Une solution plus simple consiste, a` partir des composants SeeProc Decoder
et SeeProc DPR, de ge´ne´rer un seul e´le´ment de hie´rarchie maximale aﬁn d’e´viter
au concepteur de devoir re´aliser un routage a` la main. Dans sa version actuelle,
le processeur SeeProc n’inte`gre pas cette solution. Ceci se justiﬁe par le fait que
le processeur SeeProc est un support de recherche et qu’il est appre´ciable d’avoir
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la possibilite´ d’eﬀectuer des tests sur les signaux transitant d’un composant a`
l’autre de fac¸on simple.
Dans le cadre de nos travaux, nous avons implante´ l’architecture du processeur
SeeProc sur cible FPGA de marque ALTERA. L’environnement de de´veloppement



















Figure 5.8 – Exemple d’instanciation mate´rielle du SeeProc l’environnement de
de´veloppement Quartus II
La Fig. 5.8 ne repre´sente que les e´le´ments de SeeProc. Pour rappel, SeeProc
est un co-processeur, il est donc ne´cessaire de connecter les diﬀe´rents IOs de
SeeProc a` un processeur maˆıtre permettant l’utilisation de SeeProc.
5.3 Environnement de simulation
La dernie`re partie du ﬂot de de´veloppement sur le processeur SeeProc consiste
en un environnement de simulation utilisant un langage de mode´lisation au ni-
veau syste`me(SLDL 3).
Le but de cette e´tape est de permettre a` l’utilisateur d’e´valuer le re´sultat
de son programme assembleur sans avoir a` ge´ne´rer et a` implanter l’architecture
3. SLDL pour Sytem Level Design Language
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correspondante sur un FPGA cible. Il peut ainsi plus rapidement eﬀectuer des
modiﬁcations aﬁn d’ajuster son programme assembleur en fonction de l’applica-
tion qu’il souhaite exe´cuter.
Les langages SLDL permettent la mode´lisation de syste`mes nume´riques mate´riels
et logiciels a` l’aide d’un seul et unique langage. Ils permettent ainsi de mode´liser
des syste`mes mate´riels, logiciels ou encore mixtes. L’objectif de la mode´lisation
d’un syste`me est d’aboutir a` sa simulation aﬁn de ve´riﬁer l’exactitude du com-
portement attendu[85].
Deux langages ont e´te´ envisage´s dans le cadre de nos travaux : SpecC[112]
et SystemC[93]. Le langage SpecC est un sur-ensemble du langage C. Il inte`gre
en plus des fonctionnalite´s lui permettant de mode´liser des syste`mes mate´riels.
Ne´anmoins, ce langage n’a eu que peu de succe`s ce qui justiﬁe le fait que Sys-
temC ait e´te´ privile´gie´. Le langage SystemC est pour sa part fonde´ sur le langage
C++[113]. Un programme SystemC est donc un programme C++. SystemC est
implante´ sous forme d’une bibliothe`que de´ﬁnissant un ensemble de classe C++
permettant de mode´liser un syste`me de manie`re hie´rarchise´e en se´parant les as-
pects fonctionnels et les aspects de communication. SystemC inte`gre e´galement
un noyau de simulation et des outils de trac¸age. SystemC a e´galement l’avantage
d’eˆtre open-source. Une pre´sentation plus approfondie de SystemC est disponible
en Annexe F.
L’architecture de SeeProc a ainsi e´te´ mode´lise´e en langage SystemC. En pra-
tique, un programme spe´cialise´ parcourt le ﬁchier assembleur et ge´ne`re les divers
composants en SystemC. Cette approche est analogue a` celle de la cre´ation des
ﬁchier VHDL. Le programme admet en parame`tre les parame`tres nalu, imw et
dim vues pre´ce´demment. Ces parame`tres permettent la cre´ation des ALUMs avec
les dimensions d’ope´randes spe´ciﬁe´es dans le ﬁchier assembleur, les SPGs selon
les largeurs d’image et les dimensions des ALUMs. Les minimisations mate´rielles
ne sont pas prises en compte dans le mode`le SystemC puisqu’il n’y a pas de li-
mitation en termes ressources mate´rielles au niveau de ce mode`le. Le contenu de
la me´moire programme est simule´ par sous programme du mode`le SystemC.
Le SeeProc e´tant un co-processeur, les instructions d’interfac¸age (WAIT, SET,
RESET et ADDR) sont simule´es et ge´ne´re´es via la console de commande. Ainsi,
lors d’une instruction SET, RESET ou ADDR, les changements de valeur des si-
gnaux aﬀecte´s par ces instructions sont transmis a` l’utilisateur par l’interme´diaire
de cout dans la console. L’instruction WAIT demande a` l’utilisateur, par l’in-
terme´diaire de cin, la valeur du signal de´signe´ par l’ope´rande 1 de l’instruction
WAIT.
L’option de re´aliser un testbench peut e´galement eˆtre envisage´e mais dans ce
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cas deux charges sont impose´es au concepteur. La premie`re re´side dans la cre´ation
a` proprement parler du testbench. La seconde est que les changements, inhe´rents
aux modiﬁcations de la valeur des ﬂags, s’ope`rent de manie`re ﬁge´e selon l’or-
donnancement de´crit dans le testbench. Avec la premie`re option, l’utilisateur n’a
pas a` concevoir de testbench et est libre d’appliquer les changements quand il le
souhaite.
Enﬁn, il est e´galement ne´cessaire d’alimenter le mode`le SystemC en donne´es,
et de pouvoir visualiser les re´sultats en sortie du mode`le. Pour fournir les donne´es
d’entre´e, l’utilisateur dispose d’un module SystemC qui lit une image au format
pgm et qui a` chaque coup d’horloge, envoie les donne´es formate´es selon la di-
mension des ope´randes a` alimenter sur les bus In Data n. Les re´sultats peuvent
ensuite eˆtre visualise´s sous 2 formes : une forme graphique avec l’utilisation de
la bibliothe`que Cimg [98] ou sous forme de chronogrammes avec la fonction trace
inte´gre´e a` SystemC et pre´sente´e en Annexe. F. Le ﬂot complet d’utilisation du
mode`le SystemC du SeeProc est re´sume´ dans la Fig. 5.9.
Modèle SystemC du
processeur SeeProc
Gestion des Flags d ’entrée Gestion des Flags de sortie
Figure 5.9 – Principe d’utilisation du mode`le SystemC du processeur SeeProc
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Chapitre 6
Re´sultats expe´rimentaux
Aﬁn d’e´valuer les performances du SeeProc et de valider la me´thodologie de
de´veloppement propose´e, une plateforme d’expe´rimentation a e´te´ utilise´e. Cette
plateforme, la came´ra intelligente SeeMOS, sera pre´sente´e en Sec. 6.1. Ensuite,
en Sec. 6.2 les performances du SeeProc seront compare´es aux re´sultats propose´s
dans [55]. Les impacts des divers processus de minimisation seront pre´sente´s en
Sec. 6.3. Enﬁn, plusieurs applications comple`tes de´veloppe´es sur SeeProc seront
pre´sente´es en Sec. 6.5.
6.1 Plateforme d’expe´rimentation SeeMOS
Le projet SeeMOS est un projet de recherche mene´ au LASMEA. Son princi-
pal objectif est de proposer une plateforme de recherche de´die´e a` la vision active.
Ce projet a consiste´ dans un premier temps dans le de´veloppement d’un proto-
type de came´ra intelligente base´e sur un imageur CMOS et un dispositif FPGA
[7]. Ce prototype est illustre´ en Fig. 6.1.
La came´ra SeeMOS est une architecture mate´rielle modulaire de traitement
embarque´. La version actuelle de la came´ra (Fig. 6.2 et Fig. 6.3) est compose´e
de :
– un capteur d’images CMOS,
– une unite´ inertielle,
– un dispositif FPGA,
– 5 blocs de me´moires SRAM inde´pendants,
– un carte de co-processing base´e sur un DSP,
– une interface de communication Firewire.
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Figure 6.1 – Prototype de la came´ra intelligente SeeMOS.
Le capteur CMOS est un mode`le LUPA-4000 de chez Cypress Semiconduc-
tor. Il s’agit d’un capteur d’images monochrome et de re´solution 4 Mpixels
(2048x2048). Il est capable d’acque´rir jusqu’a` 66 Mpixels par seconde, chaque
pixel e´tant code´ sur 10 bits. L’ acquisition est faite en mode ”global shutter”. La
fre´quence d’acquisition permet l’obtention d’une cadence d’image de plus de 200
fps 1 pour une re´solution VGA (640x480).
Le choix d’un imageur CMOS se justiﬁe principalement par ses capacite´s
d’adressage ale´atoire. Ceci s’ave`re extreˆmement utile pour des applications telles
que le suivi d’objets, avec la possibilite´ d’acque´rir uniquement une feneˆtre d’inte´reˆt
contenant l’objet a` suivre. L’adressage ale´atoire permet donc d’allier, au sein d’un
meˆme dispositif, la haute-re´solution du capteur a` une haute cadence d’acquisition
si ne´cessaire, par l’adressage uniquement d’une petite portion de la matrice pho-
tosensible. La conception de la came´ra SeeMOS permet d’exploiter pleinement
l’adressage ale´atoire, obtenant par exemple des cadences de 1000 fps pour des
images de re´solution 140x140 pixels.
1. fps : Frame per Second, ou image par seconde
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L’unite´ inertielle est compose´e de 3 acce´le´rome`tres, aligne´s sur les axes X, Y ,
et Z du capteur, et de 3 gyroscopes. Les donne´es inertielles permettent l’estima-
tion des mouvements 3D de la came´ra (ego-motion), ainsi que de son orientation
et de sa position.
L’ensemble des composants de la plateforme sont connecte´s au dispositif
FPGA (Fig. 6.4). Ce dernier, de la famille ALTERA Stratix mode`le EP1S60F1020C7,
joue un roˆle central dans le syste`me, e´tant responsable de l’interconnexion, du
controˆle et de la synchronisation des modules sensoriels (imageur + unite´ iner-
tielle), des RAMs externes, ainsi que des cartes de communication (interface Fire-
wire) et de co-processing (carte DSP). Les principales caracte´ristiques du FPGA
utilise´ sont de´taille´es dans le Tab. 6.1.
Mode`le Altera Stratix EP1S60F1020F7
LEs (Logic Elements) 57.120
M512 RAM blocks (32 x 18 bits) 574
M4K RAM blocks (128 x 36 bits) 292
M-RAM blocks (4k x 144 bits) 6
Embedded multipliers (9 x 9 bits) 144
Package 1.020-Pine FineLine BGA
User I/O pins 773
Pitch (mm) 1,00
Area (mm2) 1.089
Length x width (mm x mm) 33 x 33
Speed grade 7
Table 6.1 – Caracte´ristiques du dispositif FPGA inte´gre´ dans la SeeMOS
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Figure 6.2 – Came´ra intelligente SeeMOS.
Figure 6.3 – Came´ra intelligente SeeMOS.
La carte FPGA inte`gre e´galement 5 blocs de me´moire RAM statique. Chaque
bloc a une capacite´ de stockage de 2 Mo, divise´s en 1M mots de 16 bits. Cha-
cun d’entre eux dispose de son propre bus d’adresse et donne´es. Ceci permet
des acce`s concurrents aux diﬀe´rents blocs, constituant une caracte´ristique essen-
tielle aﬁn d’exploiter pleinement les possibilite´s de paralle´lisme oﬀertes par le
circuit FPGA. Un connecteur situe´ sur le dessous de la carte permet l’ajout d’un
6.1. PLATEFORME D’EXPE´RIMENTATION SEEMOS 147
bloc supple´mentaire de me´moire SDRAM (SODIMM 144 broches, 133/100 MHz),
d’une capacite´ de jusqu’a` 64 Mo.
Figure 6.4 – Sche´ma synoptique de la came´ra intelligente SeeMOS.
Une carte DSK (DSP Starter Kit) de chez Texas Instruments a e´galement
e´te´ inte´gre´e a` la plateforme. Cette carte dispose d’un dispositif DSP mode`le
TMS320C6455-1000, base´ sur l’architecture VLIW VelociTI. Il s’agit d’un DSP
virgule ﬁxe, fonctionnant a` une fre´quence d’horloge de 1GHz. Il posse`de un cache
L1 de 64Ko (32Ko programme, 32Ko donne´es), et un cache L2 de 2Mo.
L’interface entre la came´ra et le syste`me hoˆte est assure´e par un module Fire-
wire (IEEE 1394), de´livrant un de´bit descendant (came´ra vers PC) de 20 Mo/s,
et un de´bit ascendant (PC vers came´ra) de 10 Mo/s.
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Figure 6.5 – Illustration des diﬀe´rentes cartes composant la plateforme SeeMOS,
ainsi que de sa conception modulaire.
Une de forces majeures de la plateforme mate´rielle SeeMOS provient de sa
modularite´, les diﬀe´rents e´le´ments mate´riels e´tant inte´gre´s dans diﬀe´rentes cartes
(Fig. 6.5). Ceci facilite fortement l’e´volution de la plateforme, les cartes pouvant
eˆtre aise´ment remplace´es. On peut donc proce´der a` une modiﬁcation ou upgrade
d’une partie du syste`me, sans pour autant le re-concevoir dans son inte´gralite´.
Graˆce a` cette caracte´ristique la plateforme a connu des e´volutions constantes,
comme en te´moignent les ﬁgures Fig. 6.1, Fig. 6.2 et Fig. 6.3. D’autres e´volutions
sont actuellement en vue, notamment l’inte´gration d’une carte de co-processing
DSP de´die´e (a` la place du DSK Texas), et le passage vers une nouvelle ge´ne´ration
de composant FPGA (Stratix III ou Stratix IV).
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6.2 E´tude des performances de l’architecture See-
Proc implante´e sur la plateforme SeeMOS
Aﬁn d’e´valuer les performances du SeeProc en terme de rapidite´ de calcul,
nous avons, dans un premier temps, programme´ ce dernier avec plusieurs pro-
grammes assembleur pre´sente´s ci-apre`s. Ces programmes ont e´te´ e´cris dans l’op-
tique de comparer ensuite les performances du SeeProc avec d’autres architectures
exe´cutant des algorithmes similaires. Le Tab. 6.2 est extrait de [55] et recense di-
verses architectures et leur performance en terme de rapidite´ de traitement.
Syste`me Application Res. Image Temps
1 TMS320C80 [64] 5x5 Convolution Gaussienne 512x512 40 ms
2 TMS320C80 [64] 3x3 Dilatation niv. gris 512x512 32.7 ms
3 Splash2 [56] 3x3 Filtre me´dian 512x512 27 ms
4 PDSP16488 40MHz [109] 8x8 Convolution 512x512 6.56 ms
5 PPIP [116] 5x5 Convolution Gaussienne 256x256 730 μs
6 LSI Logic’s L64240[12] 8x8 Convolution 512x512 13.11 ms
7 Blue wave sys. C6200 [114] 3x3 Convolution 512x512 7.2 ms
8 Alacron’s AI-860 [5] 8x8 Convolution 512x512 66.1 ms
9 UWGSP5 [80] 3x3 Convolution 512x512 19 ms
10 IMAP vision [70] 3x3 Convolution 256x256 650 μs
11 IMAP vision [70] 3x3 Dilatation niv. gris 256x256 310 μs
12 DECChip 21064 [87] 5x5 Convolution 512x512 220 ms
13 MAP1000 200MHz [65] 7x7 Convolution 512x512 7.9 ms
14 VP24000/10 8x8 template matching 512x512 40 ms
15 Pentium III 500 MHz [11] 8x8 Convolution 512x512 56.5 ms
16 Torres-Huitzil & al. [55] 7x7 windows-based operator 512x512 8.35 ms
Table 6.2 – E´valuation des performances de diverses architecture
Le premier programme applique une ﬁltrage Laplacien 3 × 3 sur une image
d’entre´e de re´solution 512 × 512 pixels. Le masque de convolution applique´ est




Cette application nous permet de comparer les performances du SeeProc avec
les syste`mes 3, 7, 9 et 10 Le code assembleur correspondant est donne´ par le





// Debut des i n s t r u c t i o n s
CFG IMW 512
LOAD ALUM1 MULT ID SUM 0




Table 6.3 – Programme assembleur pour un ﬁltre laplacien 3× 3
Re´sultats de Synthe`se : Programme 1
Utilise´s Total Pourcentage
E´le´ments logiques 987 57.120 2%
Bits me´moire interne 10.149 5.215.104 < 1%
E´le´ments DSP bloc 9-bit 8 144 6%
Vitesse Maximale 108,4 MHz soit 2,41 ms de traitement pour une image
Le second programme assembleur de´veloppe´ applique un masque de convolu-
tion de taille 5× 5 sur des images de re´solution 512× 512. Ce programme permet
de positionner le SeeProc, en terme de vitesse de calcul, par rapport aux syste`mes
1,5 et 12. Le masque de convolution applique´ est le suivant 2 :
-1 -1 -1 -1 -1
-2 -2 -2 -2 -2
0 0 0 0 0
2 2 2 2 2
1 1 1 1 1
2. Les valeurs du masque de convolution applique´ n’ont pas d’importance dans le cas de
l’e´valuation des performances. En eﬀet, quelque soit le masque de convolution applique´, la
fre´quence maximale de fonctionnement est la meˆme.




// Debut des i n s t r u c t i o n s
CFG IMW 512
LOAD ALUM1 MULT ID SUM 0




Table 6.4 – Programme assembleur pour une convolution avec un masque de
dimension 5× 5
Re´sultats de Synthe`se : Programme 2
Utilise´s Total Pourcentage
E´le´ments logiques 2.033 57.120 4%
Bits me´moire interne 20.293 5.215.104 < 1%
E´le´ments DSP bloc 9-bit 24 144 17%
Vitesse Maximale 67,83 MHz soit 3,86 ms de traitement pour une image
Le troisie`me programme assembleur de´veloppe´ applique un masque de convo-
lution de taille 7×7 sur des images de re´solution 512×512 permettant de comparer




// Debut des i n s t r u c t i o n s
CFG IMW 512
LOAD ALUM1 MULT ID SUM 0
COEF ALUM1 −1 −1 −1 −1 −1 −1 −1 −2 −2 −2 −2 −2 −2 −2 −4 −4 −4 −4 −4 −4 −4 0 0 ←↩




Table 6.5 – Programme assembleur pour une convolution avec un masque de
dimension 7× 7
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Re´sultats de Synthe`se : Programme 3
Utilise´s Total Pourcentage
E´le´ments logiques 3.776 57.120 7 %
Bits me´moire interne 30.901 5.215.104 1%
E´le´ments DSP bloc 9-bit 44 144 33%
Vitesse Maximale 36,6 MHz soit 7,16 ms de traitement pour une image
Enﬁn le dernier programme assembleur de´veloppe´ applique un masque de
convolution de taille 8× 8 sur des images de re´solution 512× 512 permettant de




// Debut des i n s t r u c t i o n s
CFG IMW 512
LOAD ALUM1 MULT ID SUM 0
COEF ALUM1 −1 −1 −1 −1 −1 −1 −1 −1 −2 −2 −2 −2 −2 −2 −2 −2 −4 −4 −4 −4 −4 −4 ←↩
−4 −4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 2 2 2 2 2 2 2 2 1 1 ←↩




Table 6.6 – Programme assembleur pour une convolution avec un masque de
dimension 8× 8
Re´sultats de Synthe`se : Programme 4
Utilise´s Total Pourcentage
E´le´ments logiques 4.933 57.120 9 %
Bits me´moire interne 36.449 5.215.104 1%
E´le´ments DSP bloc 9-bit 63 144 44%
Vitesse Maximale 25,46 MHz soit 10,02 ms de traitement pour une image
D’un point de vue comparatif, le SeeProc obtient des performances relative-
ment bonnes vis-a`-vis des architectures pre´sente´es dans le Tab. 6.2. De plus, on
peut voir que le taux d’occupation du FPGA est faible avec les applications de
bases applique´es ici. Il est e´galement notable une certaine variation au niveau
des vitesses de traitement. Les causes de ces variations sont de´taille´es dans la
Sec. 6.4.
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6.3 E´tude de l’impact des proce´de´s de minimi-
sation
Aﬁn d’e´valuer l’impact des proce´de´s de minimisation mis en place, deux pro-
grammes ont e´te´ compile´s avec et sans processus de minimisation. Le premier
programme (MiN1) n’est compose´e que d’une seule ALUM tandis que le second
(MiN2) en utilise 6. Ces programmes sont compile´s puis synthe´tise´s sous l’en-
vironnement Quartus II distribue´ par Altera. Les re´sultats sont disponible en




// Debut des i n s t r u c t i o n s
CFG IMW 512
LOAD ALUM1 MULT ID SUM 0




Table 6.7 – Programme 1 de test pour e´valuer l’impact des proce´de´s de minimi-
sation









// Debut des i n s t r u c t i o n s
CFG IMW 512
LOAD ALUM1 MULT ID SUM 0 0
COEF ALUM1 −1 −1 −1 −1 8 −1 −1 −1 −1
LOAD ALUM2 OR ABS AND 0 0
LOAD ALUM3 ADD INV MAX 0 0
COEF ALUM3 128 128 128 50 50 50 0 0 0
LOAD ALUM4 XOR THR MIN 20 0
LOAD ALUM5 ID SL ID 2 0












Table 6.8 – Programme 2 de test pour e´valuer l’impact des proce´de´s de minimi-
sation
Re´sultats de Synthe`se du programme MiN1
Sans minimisation Avec minimisation Gain
E´le´ments logiques 3.594 987 72,5%
Bits me´moire interne 76.656 10.149 86,7%
E´le´ments DSP bloc 9-bit 18 8 55,5%
Vitesse Maximale 79,06 MHz 108,4 MHz 27%
Table 6.9 – Re´sultats de Synthe`se du programme MiN1 avec et sans minimisa-
tion
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Re´sultats de Synthe`se du programme MiN2
Sans minimisation Avec minimisation Gain
E´le´ments logiques 27.621 4.003 85,5%
Bits me´moire interne 122.376 43.700 64,2%
E´le´ments DSP bloc 9-bit 108 8 92,5%
Vitesse Maximale 56,35 MHz 75,7 MHz 25,5%
Table 6.10 – Re´sultats de Synthe`se du programme MiN2 avec et sans minimi-
sation
Les re´sultats propose´s dans les Tab. 6.9 et Tab. 6.10 montrent les avantages,
tant en termes de ressources mate´rielles que de performance, des proce´de´s de mi-
nimisation mis en place dans la me´thodologie de de´veloppement du SeeProc. Au
niveau de la diminution des ressources mate´rielles, celle ci s’explique par le fait
que seules les ope´rations ne´cessaires sont compile´es. De plus, sans proce´de´s de
minimisation, toutes les connections possibles entres les e´le´ments de traitements
sont instancie´es au niveau du crossbar, d’ou` les ressources supple´mentaires, entre
autres, au niveau des e´le´ments de me´moires interne. Pour ce qui est des per-
formances, a` savoir la fre´quence maximale de l’horloge, l’augmentation est no-
tamment du au fait que les connexions du crossbar sont minimise´es. Ainsi, le
routage mate´riel est mieux optimise´, car il y a moins de connexions a` re´alise´es,
et, par voix de conse´quence, le chemin critique est diminue´, augmentant ainsi la
fre´quence maximale du syste`me.
6.4 E´tude de l’impact de la dimension des feneˆtres
d’inte´reˆt
Aﬁn de ve´riﬁer l’impact d’un changement de la dimension de la feneˆtre d’inte´reˆt,
le re´sultats de synthe`se des programmes 1,2 et 3 de la section Sec. 6.2 sont re-
pris dans le Tab. 6.11. Ces programmes appliquent tous les 3 une ope´ration de
convolution, permettant ainsi d’e´valuer l’impact, en terme de fre´quence d’horloge
maximale, de la dimension des feneˆtres d’inte´reˆt.
On peut ainsi noter une diminution de la vitesse maximale de fonctionnement
quand on augmente la dimension de la feneˆtre d’inte´reˆt. Ce phe´nome`ne est prin-
cipalement du au fait que le routage mate´riel des, par exemple, 7 lignes de la
feneˆtre d’inte´reˆt augmente le chemin critique et diminue la fre´quence maximale
de fonctionnement.
Il est e´galement notable que la vitesse de traitement est tre`s fortement de´pendante
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FPGA Stratix EPIS60F1020C7
ALUM1 Matrix Size 3 5 7
Nombre de LE’s 987 2.033 3.776
Bits me´moire 10.149 20.293 30.901
Blocs DSP 8 24 44
Vitesse max. 108,4 MHz 67,83 MHz 36,6 MHz
Table 6.11 – Impact de la dimension de la feneˆtre d’inte´reˆt
de la fonction de re´duction FR. En eﬀet, si l’on change l’ope´ration SUM de FR
par l’ope´ration OR, par exemple, la fre´quence maximale d’horloge augmente a`
116,96 MHz pour une dimension d’ope´rande 7× 7. Ceci s’explique de par le fait
que les ope´rations de FR sont applique´es sur les donne´es d’entre´e en les com-
binant deux a` deux, dans une structure d’arbre dyadique. Pour une ope´rande
d’entre´e de dimension (n ∗n), 2 ∗ log2n e´tages internes sont ne´cessaires. Lorsqu’il
s’agit d’ope´rations logiques (AND, OR, XOR ...etc), le chemin critique est moins
impacte´ que lors d’ope´rations arithme´tiques ou de tests (SUM, MAX, MIN).
Enﬁn, le FPGA de la plateforme SeeMOS est, pour rappel, un Stratix I.
Cette gamme de FPGAs est ancienne, pour ne pas dire obsole`te. Si l’on compile
le programme 3 avec un FPGA Stratix III (EP3SL340H1152C2), la fre´quence
maximale de fonctionnement atteint 147,36 MHz.
6.5 Applications re´alise´es avec le processeur See-
Proc
Aﬁn de ve´riﬁer l’eﬃcacite´ du ﬂot de de´veloppement et les performances du
processeur SeeProc dans le cas d’applications comple`tes, deux applications sont
pre´sente´es. La premie`re montre l’eﬃcacite´ de l’interfac¸age du co-processeur See-
Proc avec un processeur de hie´rarchie supe´rieure. La seconde application met
en avant la ﬂexibilite´ de l’architecture propose´e en appliquant divers traitements
de diverses dimensions sur des images de diverses re´solutions. Enﬁn la dernie`re
application est l’extraction de points d’inte´reˆt suivant la me´thode propose´e par
Harris et Stephen[58].
Ces applications sont re´alise´es sur des sce`nes re´elle dont un exemple d’image
est donne´ ci dessous :
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Figure 6.6 – Illustration de la sce`ne de re´fe´rence pour les applications.
6.5.1 Application 1 : Interfac¸age de SeeProc avec un pro-
cesseur de controˆle
6.5.1.1 Pre´sentation de l’application
La premie`re application consiste a` ve´riﬁer l’inte´gration du co-processeur See-
Proc en tant qu’e´le´ment de traitement au sein d’un processeur de hie´rarchie
supe´rieure. Le processeur choisit est le SeeCore de´veloppe´ par F. Dias de Olivera
[20]. Une pre´sentation de ce processeur est donne´e en Annexe G.
Le protocole de communication utilise´ dans le processeur SeeCore est un pro-
tocole de type handshaking illustre´ en Fig. 6.7. Le traitement applique´ est une
diﬀe´rence d’images binarise´e suivant l’Eq. 6.1.
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Partie contrôle
Activation d ’une requête
Saisie de la requête Fin de l ’opération






Figure 6.7 – Illustration du protocole de communication handshaking.
R(i, j) = thold(A(i, j)− B(i, j)) (6.1)
Ou` la fonction thold re´pond a` l’algorithme suivant :
Si A (i , j ) − B (i , j ) < seuil alors
R (i , j ) = 0
Sinon
R (i , j ) = 1
fin
6.5.1.2 Implantation mate´rielle
Le programme assembleur correspondant a` cette application est le suivant :
// Chargement des parametres
ALUM_NUM 1
ALUM1_MATRIX_SIZE 1





LOAD ALUM1 SUB THR ID 15
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Dans le cas de l’application 1, seule une ALUM est ne´cessaire pour re´aliser
le traitement souhaite´. Le traitement est applique´ sur chaque couple 3 de pixel et
ne de´pend d’aucun pixel avoisinant. De ce fait, on justiﬁe les parame`tres pre´sents
en enteˆte du programme. La re´solution des images d’entre´e e´tant de 800 × 600
pixels le parame`tre IMW est ﬁxe´ a` 600.
Aﬁn de ge´rer le protocole de handshaking deux ﬂags sont utilise´s. Le ﬂag
d’entre´e CSU FLAG permet ainsi de recevoir la requeˆte envoye´e par le proces-
seur SeeCore tandis que le ﬂag de sortie OPERATING permet d’indiquer a` ce
dernier que la requeˆte a e´te´ rec¸ue et que le traitement est en cours.
Le SeeCore fournit les 2 images successives dans 2 me´moires externes et auto-
rise l’e´criture du re´sultat dans une troisie`me. Aﬁn de controˆler ces me´moires, les
ﬂags de sortie nWe1 et nWe2 sont utilise´s. nWe1 conﬁgure les 2 me´moires conte-
nant les images en mode lecture. nWe2 est charge´ de la gestion de la me´moire
ou` est stocke´ le re´sultat du traitement. Le module d’adressage du co-processeur
SeeProc est alors en charge de l’adressage de ces me´moires via les instructions
ADDR.
Le Tab. 6.12 pre´sente les re´sultats de synthe`se associe´ a` l’application 1. Il est
notable la faible utilisation en terme de ressources, 4%, dont seulement 1% sont
imputables u processeur SeeProc. Pour une re´solution d’image de 800 × 600 la
cadence d’image est de 41.6 IPS 4. Cette cadence est bride´e par le dispositif de
communication de la plateforme SeeMOS qui ne permet l’envoi d’un octet toutes
les 50ηs (soit a` une fre´quence de 20 MHz). La Fig. 6.8 illustre les re´sultats visuels
de l’application 1.
Re´sultats de Synthe`se de l’application 1
Ressources Utilise´es Disponibles
E´le´ments logiques 2.473 (4%) 57.120
Bits me´moire interne 75.088 (1%) 5.215.104
E´le´ments DSP 9-bit 0 144
Table 6.12 – Re´sultats de Synthe`se de l’application 1
3. Un couple de pixel est de´ﬁni par le pixel de coordonne´es (x,y) de l’image I associe´ au
pixel de meˆmes coordonne´es de l’image I+1.
4. IPS pour Images Par Seconde
160 CHAPITRE 6. RE´SULTATS EXPE´RIMENTAUX
Figure 6.8 – Re´sultats graphiques de l’application 1
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6.5.2 Application 2 : Traitements multi-echelles
6.5.2.1 Pre´sentation de l’application
Aﬁn de ve´riﬁer la ﬂexibilite´ de l’architecture SeeProc, trois traitements sont
re´alise´s de manie`re se´quentielle sur des images de diverses re´solutions. Cette ap-
plication permet ainsi de ve´riﬁer l’eﬃcacite´ du chemin de donne´es reconﬁgurable
ainsi que des composants responsables de l’alimentation en donne´es. L’applica-
tion est divisible en trois e´tapes :
1. La premie`re partie de l’application applique une e´rosion en niveau de gris
avec un e´le´ment structurant de dimension 7× 7 pixels sur un ﬂux d’images
de re´solution 512× 512 pixels (Fig. 6.9(c)).
2. La seconde partie de l’application extrait un gradient vertical sur une zone
d’inte´reˆt de dimension 5 × 5 sur un ﬂux d’images de re´solution 256 × 256
pixels (Fig. 6.9(b)).
3. La troisie`me e´tape applique re´alise un ﬁltre gaussien de dimension 3 × 3
pixels sur un ﬂux d’images de re´solution 128× 128 pixels (Fig. 6.9(a)).
⎡









−1 −3 −5 −3 −1
−2 −6 −8 −6 −2
0 0 0 0 0
2 6 8 6 2
1 3 5 3 1
⎤
⎥⎥⎥⎥⎦




0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
255 255 255 255 255 255 255
255 255 255 255 255 255 255
255 255 255 255 255 255 255
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(c) E´le´ment structurant pour e´rosion en ni-
veau de gris
Figure 6.9 – Masques de traitements pour l’application 2.
6.5.2.2 Implantation mate´rielle
Le programme assembleur correspondant a` cette application est le suivant :
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// Debut des i n s t r u c t i o n s
LOAD ALUM1 MULT ID SUM 0
CFG RANGE ALUM1 7 10 10
COEF ALUM1 1 2 1 2 4 2 1 2 1
LOAD ALUM2 MULT ID SUM 0
CFG RANGE ALUM2 8 10 10
COEF ALUM2 −1 −3 −5 −3 −1 −2 −6 −8 −6 −2 0 0 0 0 0 2 6 8 6 2 1 3 5 3 1
LOAD ALUM3 SUB ID MIN 0
CFG RANGE ALUM3 10 10 10
COEF ALUM3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
255 255 255 255 255 255 255 255 255 255 255 255 255 255 255 255 255





















Les trois traitements propose´s travaillant sur des dimensions de feneˆtre d’inte´reˆt
diﬀe´rentes, trois ALUMs sont utilise´es. L’ALUM1 est en charge du ﬁltrage lapla-
cien, l’ALUM2 de l’extraction d’un gradient vertical et l’ALUM3 de l’e´rosion en
niveau de gris. C’est ainsi l’ALUM3 qui ope`re en premier lieu sur une image de
re´solution 512× 512 pixels.
Aﬁn de signiﬁer au controˆleur de l’imageur la re´solution d’image a` acque´rir,
deux ﬂags de sorties,OPERATING et DONE, sont utilise´s par le processeur
SeeProc de la manie`re suivante :
– Lorsque OPERATING = DONE = ’0’ alors on acquiert une image de
re´solution 512× 512 pixels.
– Lorsque OPERATING = ’1’ et DONE = ’0’ alors on acquiert une image
de re´solution 256× 256 pixels.
– Lorsque OPERATING = ’0’ et DONE = ’1’ alors on acquiert un image de
6.5. APPLICATIONS RE´ALISE´ES AVEC LE PROCESSEUR SEEPROC 163
re´solution 128× 128 pixels.
Le passage d’une re´solution a` une autre est ge´re´ par le ﬂag d’entre´eCSU FLAG.
Cet indicateur est controˆle´ par un compteur externe qui compte 300 images de
la re´solution courante avant d’inverser le signal CSU FLAG et ainsi de spe´ciﬁer
un changement de re´solution.
Figure 6.10 – Re´sultat graphique de l’e´rosion.
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Figure 6.11 – Re´sultat graphique du gradient horizontal.
Figure 6.12 – Re´sultat graphique du ﬁltre gaussien.
Le Tab. 6.13 expose les re´sultats de synthe`se de l’application. Les taux d’uti-
lisation des e´le´ments logiques est cette fois de 37%. Ceci s’explique de par le fait
que trois ALUMs sont utilise´es et qu’elles admettent des ope´randes de dimensions
diﬀe´rentes. Ainsi, un SPG diﬀe´rent est ne´cessaire pour chacune d’entre elles, aug-
mentant ainsi le nombre d’e´le´ments logiques utilise´s. L’application d’ope´rations
de multiplication impact e´galement le nombre d’e´le´ments DSP. Enﬁn, on constate
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que la me´moire interne utilise´e reste faible.
Il est e´galement notable la fre´quence maximale du processeur SeeProc qui
avoisine les 4 MHz. Ceci est du a` la pre´sence de l’ope´ration MIN eﬀectue´e au
niveau de l’ALUM3 qui impact fortement sur le chemin critique. De plus, la
dimension des ope´randes de l’ALUM3 sont de 7×7 ce qui augmente e´galement le
chemin critique. Ne´anmoins, cette vitesse est a` ponde´rer dans le sens ou` le FPGA
utilise´ dans ces applications est un FPGA tre`s ancien et actuellement obsole`te.
Re´sultats de Synthe`se de l’application 2
Ressources Utilise´es Disponibles
E´le´ments logiques 20.850 (37%) 57.120
Bits me´moire interne 56.136 (1%) 5.215.104
E´le´ments DSP 9-bit 34 (24%) 144
Fre´quence maximale du SeeProc 4.16 MHz
Table 6.13 – Re´sultats de Synthe`se de l’application 2
6.5.3 Application 3 : Extraction de points d’inte´reˆt
6.5.3.1 Pre´sentation de l’application
La troisie`me application de´veloppe´e est l’exe´cution de l’algorithme de de´tection
de points d’inte´reˆt d’Harris et Stephen [58]. Cet algorithme, fre´quemment utilise´
dans le domaine de la vision pour la navigation, permet d’extraire les primitives
d’une image. Les primitives de´tecte´es peuvent eˆtre de deux sortes : un contour
ou un coin. C’est ce second type de primitive qui est commune´ment appele´ point
d’inte´reˆt de Harris.
L’algorithme de Harris&Stephen caracte´rise l’auto-corre´lation d’une image
multiplie´e par une fonction de lissage (Gaussienne). On va ainsi calculer les valeurs
propres de la la matrice de Harris pre´sente´e en Equ. 6.2. Ces valeurs propres
renseignent sur les caracte´ristiques de l’image. Si les deux valeurs propres ont des
valeurs proches et e´leve´es, alors on est en pre´sence d’un coin. Si seulement une
des deux valeurs propres est e´leve´e alors il s’agit d’un contour. Sinon, on est dans
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Ou` w repre´sente le masque de convolution gausien. Il est ensuite possible












A2 + 4C2 − 2AB + B2) (6.4)
Le calcul de ces deux valeurs propres e´tant peu aise´, notamment au niveau
mate´riel, Harris&Stephen ont propose´ l’ope´rateur exprime´ en Equ. 6.5 aﬁn de
facilite´ la caracte´risation du point traite´ :
R = Det(M)− k ∗ Trace(M)2 (6.5)
avec : Det(M) = AB − C2, Trace(M) = A+ B et k ∈ [0.04, 0.06] 5
Ainsi, les points d’inte´reˆt, autrement dit les coins, sont de´tecte´s lorsque R > 0.
6.5.3.2 Implantation mate´rielle
L’algorithme peut eˆtre de´compose´ suivant la Fig. 6.13. Dans le cadre de
cette application, le processeur SeeProc est en charge du calcul des primitives
interme´diaires A,B et C. La suite du calcul est re´alise´e par des ope´rateurs ex-
ternes meˆme si le processeur SeeProc aurait pu les prendre en charge. Ce choix
se justiﬁe de par le fait que les primitives A,B et C sont des scalaires et qu’il
est dommage, ne serait-ce qu’en termes de ressources mate´rielles, d’utiliser un
processeur pour eﬀectuer des additions et multiplications scalaires.
5. k est une valeur de´termine´e empiriquement. Qui s’appuie seulement sur l’expe´rience
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Image
d ’entrée
1  2  1
2  4  2
1  2  1
MULT ID SUM 0
MULT ID SUM 0







0  0  0
-1 0  1
0  0  0
0 -1  0
0  0  0







MULT ID SUM 0
MULT ID SUM 0
Calcul de
IxIy
MULT ID ID 0
Calcul de
Ix²
MULT ID ID 0
Calcul de
Iy²



















Figure 6.13 – De´composition de l’algorithme de Harris et Stephen.
Dans sa version actuelle, le processeur SeeProc n’admet qu’une seule sortie
scalaire. De ce fait, pour cette application plusieurs instanciations sont ne´cessaires.
Ainsi, cinq processeurs SeeProc sont instancie´s pour le calcul des primitives A, B
et C. Les deux premiers processeurs permettent le calcul des gradients verticaux
et horizontaux (Tab. 6.14 et Tab. 6.15). Les trois suivants sont identiques et cal-
culent chacun une des trois primitives (Tab. 6.16).
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// Chargement des parametres
ALUM_NUM 1
ALUM1_MATRIX_SIZE 3
// Debut des i n s t r u c t i o n s
CFG IMW 512
LOAD ALUM1 MULT ID SUM 0
CFG RANGE ALUM1 10 10 10




Table 6.14 – Extraction du gradient horizontal
// Chargement des parametres
ALUM_NUM 1
ALUM1_MATRIX_SIZE 3
// Debut des i n s t r u c t i o n s
CFG IMW 512
LOAD ALUM1 MULT ID SUM 0
CFG RANGE ALUM1 10 10 10




Table 6.15 – Extraction du gradient vertical




// Debut des i n s t r u c t i o n s
CFG IMW 512
LOAD ALUM1 MULT ID ID 0
CFG RANGE ALUM1 8 10 10
LOAD ALUM2 MULT ID SUM 0
COEF ALUM2 1 2 1 2 4 2 1 2 1






Table 6.16 – Calcul des primitives
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Figure 6.14 – Re´sultat graphique de l’application 3.
Le Tab. 6.17 donne les re´sultats de synthe`se de cette application. On peut voir
que 14% des ressources, en terme d’e´le´ments logiques, du FPGAs sont utilise´es.
Duˆ au nombre important de multiplication de l’algorithme, 35% des e´le´ments
DSP sont utilise´s. Enﬁn la fre´quence maximale obtenue est de 46.67 MHz, ce qui
en d’autre terme permet d’obtenir the´oriquement une cadence d’images de 175
IPS pour une re´solution d’image de 512× 512.
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Re´sultats de Synthe`se de l’application 3
Ressources Utilise´es Disponibles
E´le´ments logiques 8.220 (14%) 57.120
Bits me´moire interne 47.796 (1%) 5.215.104
E´le´ments DSP 9-bit 51 (35%) 144
Fre´quence maximale du SeeProc 46.67 MHz
Table 6.17 – Re´sultats de Synthe`se de l’application 3
Chapitre 7
Conclusion et Perspectives
Les travaux pre´sente´s dans ce manuscrit ont e´te´ re´alise´s au sein du groupe
GRAVIR (GRoupe d’Automatique : VIsion et Robotique) au LASMEA (La-
boratoire des Sciences et Mate´riaux pour l’E´lectronique et d’Automatique) de
Clermont-Ferrand en collaboration avec le Commissariat Europe´en Atomique
(CEA) de Fontenay-aux-Roses. Ils s’inscrivent dans la the´matique ”Syste`mes de
Perception”.
Le de´veloppement de l’architecture pre´sente´e dans ce manuscrit a e´te´ re´gie
par plusieurs objectifs qui sont rappele´s ci-dessous :
Facilite´ d’utilisation : La programmation mate´rielle en VHDL/Verilog ne´cessitant
de larges compe´tences en e´lectronique nume´rique, une interface de program-
mation mate´rielle, plus accessible aux programmeurs logiciel et leur rendant
transparent ces aspects mate´riels, doit eˆtre mise au point.
Flexibilite´ : Selon les besoin de l’utilisateur et/ou de l’environnement, l’applica-
tion doit eˆtre capable d’e´voluer, fonctionnellement parlant, dynamiquement,
d’ou` la ne´cessite´ d’une solution ﬂexible.
Performance : Il faut que la solution propose´e puisse eˆtre capable d’exe´cuter
des applications de traitement d’images temps re´el.
Faible occupation des ressources mate´rielles : Le traitement d’image bas
niveau n’e´tant qu’un pre´ambule de l’application ﬁnale, il est primordial
que les ressources requises pour ces traitements soient optimise´es.
Portabilite´ : Au vu du nombre grandissant d’architecture de vision base´es sur
un FPGA, il nous a paru essentiel que l’approche de´veloppe´e soit portable
sur n’importe quel composant FPGA.
Les solutions apporte´es a` ces objectifs sont les suivantes :
Concernant la Facilite´ d’utilisation, la mise au point d’un jeu d’instructions
de´die´e au processeur SeeProc associe´ a` un outil assembleur permet de manie`re
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simple a` un concepteur oriente´ logiciel de de´crire une application sur le proces-
seur SeeProc. Aﬁn de permettre un prototypage rapide d’application, un mode`le
complet, utilisant le langage SystemC, est e´galement a` disposition du concepteur.
Ce mode`le permet d’avoir une estimation aussi proche du re´sultat ﬁnal que pos-
sible et d’oﬀrir la possibilite´ d’eﬀectuer des mises au points rapidement.
La Flexibilite´ permise par le SeeProc s’appuie sur une architecture de type
processeur a` chemin de donne´es reconﬁgurable (Sec. 3.1). Ce type de proces-
seur permet la reconﬁguration dynamique, dans le cas du SeeProc en controˆlant
un re´seau d’interconnexion de type Crossbar complet pre´-caˆble´, de l’agencement
entre les diﬀe´rents e´le´ments de traitement. Il permet e´galement une reconﬁgura-
tion fonctionnelle des unite´s de traitement.
La de´ﬁnition d’un syste`me ayant une Faible occupation en termes de res-
sources mate´rielles est permise par l’interme´diaire de processus de minimisa-
tion mate´rielles inte´gre´s dans les outils de de´veloppement associe´e au processeur
SeeProc. Ces processus permettent, en fonction du code assembleur decrivant
l’application, d’extraire un certain nombre de parame`tres utilise´s ensuite lors de
la ge´ne´ration des e´le´ments VHDL aﬁn de minimiser, en termes de ressources
mate´rielles, chacun de ces e´le´ments.
Aﬁn d’avoir un processeur ayant des Performances optimales dans le cadre
d’applications de traitement d’images, nous avons propose´ un ope´rateur de´die´ a`
ces applications. Cet ope´rateur, baptise´ ALUM, permet d’eﬀectuer eﬃcacement
la plupart des traitements d’images graˆces a` trois unite´s SIMD. L’aspect per-
formance est aussi intrinse`quement lie´ a` l’aspect pre´ce´dent. En eﬀet, graˆce a` la
minimisation des ressources, nous avons pu observer un gain non ne´gligeable en
termes de performance.
Enﬁn, laPortabilite´ du processeur est assure´e par les outils de de´veloppement
associe´s au SeeProc. En eﬀet, au sein de ces outils, un e´tape de ge´ne´ration des
diﬀe´rents e´le´ments du processeur SeeProc a e´te´ inte´gre´e aﬁn de fournir tous ces
e´le´ments en langage VHDL. Ainsi, le processeur SeeProc peut eˆtre instancie´ sur
n’importe quelle famille de FPGA.
Les travaux pre´sente´s dans ce manuscrit laissent de nombreuses voies ou-
vertes pour des ame´liorations et de´veloppements futurs. Une de ces voies est le
de´veloppement d’un compilateur capable de ge´ne´rer, a` partir d’un langage haut
niveau, textuel ou graphique, le code assembleur permettant de programmer l’ar-
chitecture SeeProc. Ceci dans le but d’appre´hender plus facilement la program-
mation du processeur SeeProc.
D’un point de vue architectural, les applications, pre´sente´es dans le chapitre
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pre´ce´dent, ont permis de mettre en avant certaines limitations dans l’architecture
actuelle. En premier lieu, on a pu voir que que le fait de ne disposer que d’une
seule sortie scalaire par ALUM oblige parfois le concepteur a` instancier plusieurs
processeurs pour re´pondre a` ses besoins. Une autre ame´lioration inte´ressante
serait d’avoir la possibilite´ de parame`trer la dimension des bus de chaque ALUM.
En eﬀet, actuellement les bus intra-ALUM sont limite´s a` un taille de 9 bits, ceci
pouvant impacter sur la pre´cision des re´sultats obtenus.
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Annexe A
Pre´sentation de Lex & Yacc
LEX (LEXical parser) & YACC (Yet Another Compiler Compiler) sont des
outils qui engendrent des programmes d’analyse de texte. Les programmes ge´ne´re´s
oﬀrent des fonctionnalite´s de reconnaissance, de structuration, de traduction d’un
texte e´crit dans un langage donne´. Leurs imple´mentations GNU se nomment res-
pectivement Flex [103] et Bison [102].
LEX permet de ge´ne´rer des se´quences de lexe`mes a` partir de la se´quence de
caracte`res pre´sente en entre´e. Ces lexe`mes sont de´ﬁnis sous la forme d’expressions
re´gulie`res. Le Tab. A.1 pre´sente divers exemples d’expressions re´gulie`res (E.R.).
Ensuite, a` chaque lexe`me reconnu, une valeur (un token) est associe´ et sera uti-
lise´e par l’analyseur syntaxique. Par analogie, on peut conside´rer que l’outil LEX
permet de de´couper le texte en mots.
E.R. Recherche...
abc la chaˆıne ”abc”
a* les chaˆınes forme´es de 0 ou plusieurs ”a” ; par ex : ,a,aaa,...
a+ les chaˆınes forme´es de 1 ou plusieurs ”a” ; par ex : a,aaa,...
a(bc) ? la chaˆıne ”a” suivie e´ventuellement de la chaˆıne ”bc”
a—(bc) la chaˆıne ”a” ou la chaˆıne ”bc”
a.c toute chaˆıne dont le premier caracte`re est un ”a” et le dernier un ”c”
[a-z] tous les caracte`res en minuscules
[ˆ ab] tous les caracte`res sauf ”a” et ”b”
. n’importe quel caracte`re
Table A.1 – Exemples d’expressions re´gulie`res
YACC va ge´ne´rer des analyseurs syntaxiques. Un analyseur syntaxique per-
met de de´clencher des actions quand des structures grammaticales sont reconnues.
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YACC accepte la description d’une grammaire et ve´riﬁe que la se´quence de to-
kens produites par LEX est conforme a` cette grammaire. YACC transforme la
description d’une grammaire en un automate a` pile qui :
– lit les tokens produits par LEX ;
– a` chaque nouveau token de´cide si une re`gle peut-eˆtre applique´e ou s’il faut
garder le token en re´serve ;
– de´cide en ﬁnale si la se´quence comple`te de tokens satisfait la re`gle principale.
La Fig. A.1 propose un exemple d’analyse lexicale et grammaticale utilisant













[0-9]+              { return ENTIER;     }    
marche             { return MARCHE;       }
avant|arriere    { return SENS;              }
arret                 { return ARRET;           }
vitesse              { return VITESSE;        }
=                      { return EGALE;          }
\n                     /* ignorer */;
[ \t]+                /* ignorer */;






%token MARCHE SENS ARRET EGALE
%token VITESSE ENTIER
%%
commandes: /* rien */
                    | commandes commande
                    ;
commande:    marche
                    |arret
                    |vitesse
                    ;
marche:         MARCHE SENS
                         {printf(”Marche\n”); }
                      ;
arret:              ARRET
 
vitesse
                         {printf(”Arret\n”); }
                      ;
:            VITESSE EGALE ENTIER
                         {printf(”vitesse\n”); }
                      ;
%% 
parser.y





































| ROUT SOURCE DESTINATION
| COEF NUM_ALU coeff
| CFG IMW VAL
| CFG RANGE NUM_ALU VAL VAL VAL
| TEMPO VAL
| ADDR ADDROPT1 // ADDROPT1: i n s t r u c t i o n s Sta r t /Stop/Res
| ADDR ADDROPT2 VAL // ADDROPT2: i n s t r u c t i o n s Base/ S i z e
| ADDR MODE ADDROPT3 // ADDROPT3: mode d   inc rementat ion
| IFRES IFOPT1 VAL // IFOPT1 : i n s t r u c t i o n Bpos/Bneg/Bzero






Correspondance Alias - Valeur
Hexade´cimale
Les tableaux ci-dessous donnent la correspondance entre les mne´moniques
utilise´s lors de l’e´criture des instructions assembleur et les valeurs hexade´cimales
correspondantes en code machine












Table C.1 – Correspondance Opcodes





Table C.2 – Correspondance Flags d’entre´e
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Table C.3 – Correspondance Flags de sortie




























Table C.4 – Correspondance des ALUMs et de leurs ope´rations
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Mne´monique Opcode en codage hexade´cimal
IN DATA 1 1
IN DATA 2 2
IN DATA 3 3
IN DATA 4 4
IN DATA 5 5
IN DATA 6 6
IN DATA 7 7
IN DATA 8 8
IN DATA 9 9
IN DATA 10 A
IN DATA 11 B



















Table C.5 – Correspondance des ports d’entre´e du Crossbar
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Mne´monique Opcode en codage hexade´cimal














Table C.6 – Correspondance des ports de sortie du Crossbar
Annexe D
Comparaison de la syntaxe des
ﬁchiers .mif pour Altera et .coe
pour Xilinx
FORMAT MIF | FORMAT COE
|
WIDTH=16; | DEPTH=16;
ADDRESS_RADIX=UNS ; | memory_initialization_radix=16;
DATA_RADIX=HEX ; | memory_initialization_vector=
|
CONTENT BEGIN |
0 : ff ; | ff ,
1 : ab ; | ab ,
2 : f0 ; | f0 ,
3 : 11 ; | 11 ,
4 : 11 ; | 11 ,
5 : 00 ; | 00 ,
6 : 01 ; | 01 ,
7 : aa ; | aa ,
8 : bb ; | bb ,
9 : cc ; | cc ;
[ 1 0 . . 1 5 ] : 00 ; |
END ; |
Table D.1 – Syntaxes ﬁchiers MIF et COE
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Annexe E
Algorithmes de ge´ne´ration des
ﬁchiers VHDL du SeeProc
E.1 E´le´ments de la partie de controˆle
Parametre utilise : prefix , numlig
Debut
I − Ouvrir/creer un fichier nomme ”pref ix Seeproc Memoire programme . vhd←↩
”
II − Ecrire le code VHDL de la memoire programme en
fonction de numlig
Fin
Table E.1 – Algorithme de cre´ation de la me´moire programme
Parametre utilise : prefix , nalu , dim minadrr , imw et coef
Debut
I − Ouvrir/creer un fichier nomme ” p r e f i x S e e p r o c un i t e c o n t r o l e . vhd”
II − Ecrire les ports d entree/sortie en fonction des
param\ {e}tres nalu , dim , minaddr , imw et coef
III − Ecrire la machine d etat pour les etapes de fetch et
decode
IV − Ecrire l etape execute en fonction des param \ {e}tres nalu , dim , ←↩
minaddr , imw et coef
Fin
Table E.2 – Algorithme de cre´ation de l’unite´ de controˆle
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Parametre utilise : prefix , nalu , dim , minaddr et coef Debut
I − Ouvrir/creer un fichier nomme ” pre f i x Seep roc Decode r . vhd”
II − Ecrire les ports d entree/sortie en fonction des
param\ {e}tre nalu , dim , minaddr et coef
III − Ecrire la declaration composant ”pref ix Seeproc Memoire programme←↩
”
IV − Ecrire la declaration du composant ” pre f i x Seeproc Program counte r←↩
”
V − Ecrire la declaration du composant
” p r e f i x S e e p r o c Un i t e c on t r o l e ” en fonction des param\ {e}tres nalu , ←↩
dim ,
coef et minaddr
VI − Si minaddr vaut 1 alors
| Ecrire la declaration du composant ” pre f i x Seeproc compteur ”
VII − Ecrire les signaux internes pour le routage des divers
elements en fonction des param\ {e}tres nalu , dim , coef et minaddr
VIII − Ecrire le routage du composant ”pref ix Seeproc Memoire programme←↩
”
XI − Ecrire le routage du composant ” pre f i x Seeproc Program counte r ”
X − Ecrire le routage du composant ” p r e f i x S e e p r o c Un i t e c on t r o l e ” en ←↩
fonction des param \ {e}tres nalu , dim ,
coef et minaddr
XI − Si minaddr vaut 1 alors
| Ecrire le routage du composant ” pre f i x Seeproc compteur ”
Fin
Table E.3 – Algorithme de cre´ation du SeeProc Decoder
Parametre utilise : prefix
Debut
I − Ouvrir/creer un fichier nomme ” pre f i x Seeproc Program counte r . vhd”
II − Ecrire le code VHDL du compteur programme
Fin
Table E.4 – Algorithme de cre´ation du compteur programme
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Parametre utilise : prefix , minaddr
Debut
Si minaddr vaut 1 alors
| I − Ouvrir/creer un fichier nomme ” pre f i x Seeproc compteur . vhd”
|
| II − Ecrire le programme VHDL du compteur programme
Fin
Table E.5 – Algorithme de cre´ation du module d’adressage
E.2 E´le´ments du chemin de donne´es
Parametre utilise : prefix
Debut
I − Ouvrir/creer un fichier nomme ” p r e f i x S e e p r o c r e g . vhd”
II − Ecrire le code VHDL du registre
Fin
Table E.6 – Algorithme de cre´ation du registre
Parametre utilise : prefix , nalu , dim , et imw
Debut
Faire nalu fois
I − Ouvrir/creer un fichier nomme ” pre f ix Seeproc PG   j   . vhd”
avec j = dim [ nalu ]
II − Ecrire les port d entree/sortie du composant
” pre f ix Seeproc PG   j   ” en fonction des param\ {e}tres dim [ j ] et
imw
III − Ecrire la declaration composant ” p r e f i x S e e p r o c r e g ”
IV − Ecrire les signaux internes de routage en fonction de
dim [ j ] et de imw
V − Ecrire le reseau de registre en fonction de dim [ j ] et de
imw
Fin
Table E.7 – Algorithme de cre´ation des SPG
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Parametre utilise : prefix , dim , nalu et minALUM
Debut
Faire nalu fois
I − Ouvrir/creer un fichier nomme ”prefix seeproc ALUM   j   . vhd”
avec j indice d iteration .
II − Ecrire les ports d entree/sortie de l ALUM   j   en fonction
de la param\ {e}tre dim [ j ] .
III − Ecrire le ” proce s s ” FD .
Tester la presence des differentes operations de FD .
Si presence alors
| Ecrire de l operation FD correspondante .
IV − Ecrire le ” proce s s ” FM .
Tester la presence des differentes operations de FM .
Si presence alors
| Ecrire de l operation FM correspondante .
V − Ecrire le ” proce s s ” FR .
Tester la presence des differentes operations de FR .
Si presence alors
| Ecrire de l operation FR correspondante .
Fin
Table E.8 – Algorithme de cre´ation des ALUMs
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Parametre utilise : prefix , minCross , imw , nalu , dim et MinALU
Debut
I − Ouvrir/creer un fichier nomme ” pref ix Seeproc DPR . vhd”
II − Extraire la dimension maximale , dimmax , depuis le param\ {e}tre ←↩
dim
II − Ecrire les port d entree/sortie du composant
” pref ix Seeproc DPR” en fonction des param\ {e}tres dim , dimmax et
nalu
IV − Ecrire la declaration composant
” p r e f i x S e ep ro c Cro s sba r ” en fonction des param\ {e}tres nalu et
dim
V − Faire nalu fois
| Ecrire la declaration du composant ”prefix Seeproc ALUM   j   ” en ←↩
fonction de j = indice d iteration et de dim [ j ]
VI − Ecrire les signaux interne de routage en fonction de
dimmax , nalu et dim
VII − Ecrire le routage du composant ” p r e f i x S e ep ro c Cro s sba r ”
XI − Faire nalu fois
| Ecrire le routage des composants
”prefix Seeproc ALUM   j   ” en fonction de j = indice d
iteration
Fin
Table E.9 – Algorithme de cre´ation du SeeProc DPR
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Annexe F
Pre´sentation de SystemC
SystemC est une bibliothe`que du langage de programmation C++ [113] per-
mettant de mode´liser des syste`mes complexes tels que des SoCs. Un des prin-
cipaux avantages de SystemC est de pouvoir mode´liser un syste`me a` diﬀe´rents
niveaux d’abstraction. La version 2.1 de SystemC est de´ﬁnie par un standard
IEEE [89] et une version open source est disponible sur le site de l’OSCI 1. L’ar-
chitecture logiciel de SystemC est pre´sente´e en Fig. F.1.
Figure F.1 – Architecture logiciel de SystemC
Le langage C++ oﬀre une vitesse de simulation importante et permet une
re´utilisation graˆce a` l’aspect objet de sa programmation. SystemC apporte en
plus la possibilite´ d’exe´cuter en paralle`le des processus ainsi qu’une librairie pour
1. Open SystemC Initiative : http ://www. systemc.org.
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la mode´lisation mate´rielle. Un mode`le SystemC est donc un programme C++ qui
peut eˆtre compile´ aﬁn d’obtenir un mode`le exe´cutable simulant son comporte-
ment. Ainsi, la prise en main par un nouvel utilisateur est relativement accessible
et l’utilisation d’outils existants en C++ possible.
Un composant est de´crit a` l’aide de la classe sc module. Cette classe permet de
de´ﬁnir les ports d’e/s ainsi que le comportement du composant. Les ports d’e/s
sont e´galement de´ﬁnis au sein d’une classe, sc port, re´unissant divers types de
port dont les plus utilise´s sont sc signal et sc ﬁfo. Pour de´crire le comportement
d’un composant, trois types de processus sont disponibles :
Sc Method : – Fonctions appele´es a` chaque notiﬁcation d’un e´ve´nement dans
leur liste de sensibilite´,
– Exe´cute´es en entier a` chaque appel,
– La liste de sensibilite´ est construite avec la fonction sensitive().
Sc Thread : – Lance´s une fois au de´but de la simulation,
– Ce sont des boucles inﬁnies qui sont mise en veille par la fonction wait(),
– Ils sont re´veille´s par l’interme´diaire de leur liste de sensibilite´.
Sc CThread : Semblables a` Sc Thread mais uniquement sensible a` un front
d’horloge, ce qui les rend tre`s bien adapte´s aux syste`mes synchrones.




sc in<bool> A ;
sc in<bool> B ;
sc in<bool> C ;
sc out<bool> D ;
void compute and()
{




SC METHOD(compute and) ;
sensitive << A ;
sensitive << B ;
sensitive << C ;
} ;
} ;




sc in<bool> appel pieton ;
sc in<bool> clk ;




feux=0 ; //feux vert
wait(appel pieton)
for(int i=0 ;i<50 ;i++)
wait() ;
feux=1 ; //feux orange
for(int i=0 ;i<50 ;i++)
wait() ;
feux=2 ; //feux rouge






SC THREAD(compute feu) ;
sensitive << clk.pos() ;
} ;
} ;




sc in<bool> clk ;




feux=0 ; //feux vert
wait(1000)
feux=1 ; //feux orange
wait(50) ;






SC CTHREAD(compute feu) ;




La bibliothe`que SystemC inte`gre e´galement un simulateur e´ve´nementiel ra-
pide. La classe Sc time permettant de mesurer le temps est compose´e d’une
partie nume´rique et d’une partie spe´ciﬁant son unite´. Ainsi, la ligne de code
sc time ctrl(10, SC US) ; permet de de´ﬁnir un signal ctrl de pe´riode 10μs. La
classe Sc clock permet de de´ﬁnir un signal d’horloge en spe´ciﬁant le nom associe´
a` ce signal, la pe´riode, le rapport cyclique ou encore l’instant de de´part. Enﬁn,
la classe Sc start permet a` l’utilisateur de de´marrer la simulation ainsi que d’en
de´ﬁnir la dure´e.
Aﬁn d’enregistrer des simulations, via des chronogrammes, SystemC dispose
de la classe Sc trace qui permet de ge´ne´rer des ﬁchiers au format VCD. Le pro-
gramme ci-dessus explique comment fonctionne cette classe :
Exemple de cre´ation de chronogrammes avec SystemC
sc trace ﬁle *Chrono = sc create vcd trace ﬁle(”Exemple Chrono) ;
sc trace(Chrono, clk50, ”Horloge”) ;
sc trace(Chrono, A, ”Entree A”) ;
sc trace(Chrono, B, ”Entree B”) ;
sc trace(Chrono, C, ”Entree C”) ;
sc trace(Chrono, D, ”Resultat D”) ;
sc start(50, SC US) ;
sc close vcd trace ﬁle(Chrono) ;









































































































Figure G.1 – Sche´ma synoptique du SeeCORE.
Dans le cadre de ses travaux de the`se, F. Dias [20] a de´veloppe´ un processeur
de´die´ a` la gestion des divers composant d’une came´ra intelligente a` base de FP-
GAs. Ce processeur, baptise´ SeeCORE, est pre´sente´ en Fig. G.1. Le but de ce
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processeur est de donner a` un utilisateur non avertit une certaine transparence
des aspects mate´riels lors de l’utilisation d’une came´ra intelligente.
Ce processeur est construit autour d’un cœur de processeur RISC avec cer-
taines fonctionnalite´s supple´mentaires aﬁn de re´pondre a` des exigences de ges-
tion en paralle`le des divers modules d’une came´ra intelligente et de permettre
une gestion souple du parcours des donne´es entre les capteurs, les traitements et
l’interface de communication.
E´cris en VHDL, des pilotes pe´riphe´riques sont utilise´s pour controˆler, via
les instructions du processeur RISC, les composants d’une came´ra intelligente
comme par exemple la re´tine, les capteurs inertiels, les banques me´moire ou en-
core le dispositif de communication. Ces pilotes communiquent via un re´seau
d’interconnexion point a` point et un protocole de communication de type hand-
shaking.
La topologie utilise´e au sein du SeeCORE est un crossbar complet. Comme
explicite´ en Sec. 3.1.1, ce dispositif de communication permet l’exploitation si-
multane´e de plusieurs blocs me´moires, ainsi que de rede´ﬁnir le chemin de donne´es
de fac¸on dynamique, sans faire appel a` une reconﬁguration du FPGA. Dans le
cadre du processeur SeeCORE, le crossbar permet d’implantation des strate´gies
telle que le memory swapping.
La me´thodologie de de´veloppement propose´e s’appuie sur quatre e´le´ments :
– Un langage de programmation du type assembleur, reposant sur un jeu
d’instructions re´duit,
– Un outil assembleur, capable de transformer le code textuel du programme
assembleur en code machine binaire,
– Un mode`le virtuel d’une architecture de processeur RISC, capable de de´coder
et exe´cuter les instructions assembleur. Ce mode`le est e´crit en langage
SpecC[112],
– Une version de ce meˆme processeur, de´crit en langage VHDL.
Cette me´thodologie comporte 2 niveau de de´veloppement comme le montre la
Fig. G.2. Le premier niveau de de´veloppement est une phase oﬀ-line : une fois en
possession du code binaire de l’application, ge´ne´re´ par l’outil assembleur depuis
un programme e´crit avec l’assembleur personnalise´, celui-ci peut eˆtre exe´cute´ en
simulation par la version virtuelle du processeur e´crite en SpecC. Le mode`le SpecC
est ensuite compile´. Le re´sultat obtenu est une version exe´cutable du mode`le vir-
tuel du processeur, capable d’exe´cuter les instructions du programme assembleur.
En fonction des re´sultats de simulation, le programmeur pourra de´boguer ou op-
timiser son programme.
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La seconde phase de de´veloppement est le niveau temps re´el : apre`s validation
du code assembleur par l’utilisateur graˆce au mode`le SpecC, l’outil assembleur
ge´ne`re un ﬁchier bit-stream. Ce ﬁchier va permettre de conﬁgurer la me´moire pro-
gramme, a` la compilation, de la version VHDL du processeur et ainsi permettre
l’exe´cution temps-re´el de l’application.
Figure G.2 – Sche´ma synoptique du ﬂot d’imple´mentation du processeur See-
CORE
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Les travaux pre´sente´s dans ce manuscrit proposent une architecture de proces-
seur a` chemin de donne´es reconﬁgurable (PCDR) de´die´e aux traitements d’images
bas niveau. Aﬁn de re´pondre aux exigences de ce domaine de traitements, le pro-
cesseur, baptise´ SeeProc et base´ sur une architecture RISC, inte`gre dans son
chemin de donne´es des unite´s de calcul spe´ciﬁquement de´die´es au traitement de
donne´es pixeliques sous forme matricielle. Ces unite´s pouvent eˆtre conﬁgure´es en
nombre et en fonctionnalite´ en fonction de l’application vise´e. La topologie d’in-
terconnexion du chemin de donne´es est assure´e dynamiquement via un dispositif
de type crossbar. De plus, pour rendre la programmation de SeeProc accessible
a` des utilisateurs n’ayant pas de notions d’e´lectronique nume´rique, un langage
assembleur de´die´ et une me´thodologie d’optimisation ont e´te´ de´veloppe´s.
Mots-clefs :Vision par ordinateur, smart camera, FPGA, traitement d’images,
SOPC, processeur a` chemin de donne´es reconﬁgurable
Abstract
The work presented in this manuscript suggest an architecture of a reconﬁ-
gurable datapath processor (RDP) dedicated to low-level image processing. To
meet the requirements of this ﬁeld, the processor, called SeeProc and based on a
RISC architecture, includes in its datapath customs processing elements speciﬁ-
cally dedicated to the computation of image data in matrix form. These units can
be conﬁgured in number and functionality depending on the application. The da-
tapath interconnection topology is provided dynamically using a crossbar device.
In addition, to make the programming accessible to users with no knowledge of
electronics digital, a dedicated assembly language and an optimization methodo-
logy have been developed.
Keywords : Computer vision, smart camera, FPGA, image processing, SOPC,
reconﬁgurable datapath processor
