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Uma das pressuposic¸o˜es, no processo de estimac¸a˜o dos paraˆmetros dos mode-
los tradicionais de resposta ao item, e´ a independeˆncia condicional entre as respostas
de diferentes indiv´ıduos. Pore´m, muitas vezes essa pressuposic¸a˜o e´ relaxada, por ex-
emplo, quando aplicada em larga escala nas avaliac¸o˜es de sistemas educacionais, o
que pode ocasionar variabilidade extra na˜o considerada pelos modelos usuais. A pro-
posta e´ usar potenciais fontes de heterogeneidade como varia´veis explicativas de um
efeito aleato´rio multiplicativo no modelo de Rasch. Esse efeito, consequentemente,
acomodara´ a superdispersa˜o presente nos dados e controlara´ a pressuposic¸a˜o de inde-
pendeˆncia condicional entre clusters de indiv´ıduos. O modelo foi ajustado aos dados
da Prova Brasil 2007, trazendo novas interpretac¸o˜es de grupos. Contudo, a nova abor-
dagem probabil´ıstica de considerar informac¸o˜es extras dos indiv´ıduos no momento do
ajuste se mostra u´til na fase de calibrac¸a˜o dos itens.
Palavras Chave: 1. Teoria da resposta ao item 2. Modelo de Rasch 3.Hetero-
geneidade 4. Superdispersa˜o 5. Prova Brasil.
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Abstract
One of the assumptions in the estimation process of the parameters of the
traditional models of item response is conditional independence between the responses
of different individuals. Nonetheless, this assumption is often relaxed, for example,
when applied to large-scale evaluations of educational systems, which can cause extra
variability not considered by usual models. The proposal is to use potential sources
of heterogeneity as explanatory variables in a random effect multiplicative Rasch
model. This effect, therefore, will accommodate the overdispersion in the data and
control the conditional independence assumption between clusters of individuals. The
model was adjusted to data from ProvaBrasil 2007 (Brazil Test 2007), bringing new
interpretations of groups. However, the new probabilistic approach on considering
extra information of individuals at the time of adjustment proves to be useful in the
calibration phase of the items.




Os estudos de Lord (1952) e Rasch (1960, apud Andrade, Tavares e Valle, 2000)
deram o passo inicial para a Teoria da Resposta ao Item - TRI. Esses estudos foram
e continuam sendo bastante empregados em Psicometria e em avaliac¸a˜o educacional.
Essa teoria propo˜e modelos parame´tricos para trac¸os latentes, isto e´, medidas que
na˜o sa˜o observadas diretamente. Na TRI, basicamente, e´ apresentada ao sujeito uma
se´rie de est´ımulos, como itens de um teste, e ele responde aos mesmos. Com base
na ana´lise das respostas dadas a cada item em espec´ıfico, infere-se sobre o trac¸o
lantente do sujeito (conhecimento, aptida˜o, sentimento), hipotetizando a existeˆncia
de uma relac¸a˜o entre as respostas dadas e o n´ıvel do trac¸o latente (PASQUALI,
2009). Devido a`s grandes aplicac¸o˜es e possibilidades de ana´lises comparativas, a TRI
despertou o interesse em orga˜os de avaliac¸a˜o educacional. Podemos citar o Sistema
Nacional de Avaliac¸a˜o da Educac¸a˜o Ba´sica (SAEB), o Projeto PDF/Fundescola e o
Exame Nacional de Ensino Me´dio (ENEM) coordenado pelo Instituto Nacional de
Estudos e Pesquisas Educacionais An´ısio Teixeira (INEP), do MEC. Atualmente, a
teoria vem se aperfeic¸oando cada vez mais, motivada pela necessidade de melhor
representar os fenoˆmenos educacionais.
Sabe-se que uma das pressuposic¸o˜es no processo de estimac¸a˜o dos paraˆmetros dos
modelos tradicionais de resposta ao item e´ a independeˆncia condicional entre as res-
postas de diferentes indiv´ıduos, ou seja, os indiv´ıduos respondem independentemente
o teste. Pore´m, muitas vezes essa suposic¸a˜o e´ relaxada, por exemplo, quando aplicada
em larga escala nas avaliac¸o˜es educacionais (grupos de alunos pertencentes a uma
mesma sala sofrem influeˆncia das caracter´ısticas de uma mesma escola, cidade ou
regia˜o). Usualmente, nas grandes avaliac¸o˜es, a correlac¸a˜o entre as respostas aos
itens, ignorando o conhecimento do aluno, e´ considera´vel. Ate´ o momento, ha´ poucas
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alternativas para contornar esse problema. Motivado por essa deficieˆncia, a proposta
deste trabalho e´ usar potenciais fatores geradores de heterogeneidade, como, por
exemplo: se o aluno possui reprovac¸a˜o ou na˜o, ou se e´ de origem de escola pu´blica
ou privada, que sa˜o geralmente desprezadas no momento do ajuste dos modelos da
TRI, como varia´veis explicativas de um efeito multiplicativo no modelo de Rasch
(RASCH, 1960). Entretanto, sera´ utilizado a ide´ia da famı´lia de Modelos Lineares
Generalizados Mistos Conjugados de Molenberghs, Verbeke, Deme´trio e Vieira (2010).
Ha´ algumas vantagens com essa abordagem. Pode-se dar destaque ao fato de lidar
com a estrutura naturalmente hiera´rquica das fontes de variac¸a˜o e de se ter resultados
conhecidos dessa famı´lia, Silva (2012).
Contudo, este trabalho contribuira´ com uma nova proposta de modelos de resposta
ao item que estime de forma mais real´ıstica a precisa˜o dos paraˆmetros, levando em
conta a heterogeneidade atribu´ıda a fatores conhecidos. Sera´ apresentada, tambe´m,
a implementac¸a˜o de um algoritmo computacional de estimac¸a˜o dos paraˆmetros do
modelo adaptado por meio da abordagem Bayesiana, bem como a compararac¸a˜o
da efica´cia do modelo proposto para dados heterogeˆneos frente ao tradicional, uti-
lizando as bases de dados da Prova Brasil 2007 (SAEB), disponibilizadas gratuita-
mente pelo Instituto Nacional de Estudos e Pesquisas Educacionais - INEP/MEC
(www.inep.gov.br).
Com esse intuito, aborda-se uma revisa˜o metodolo´gica no Cap´ıtulo 1 tratando
especificamente do modelo de Rasch utilizado na a´rea de avaliac¸a˜o educacional. De-
fine-se as famı´lias de modelos que servira˜o de estrutura para o modelo proposto: os
Modelos Lineares Generalizados, os Modelos Lineares Generalizados Mistos e os Mo-
delos Lineares Generalizados Mistos Conjugados (MLGMC). Apresenta-se tambe´m
uma sec¸a˜o no Cap´ıtulo 1 sobre noc¸o˜es de infereˆncia bayesiana. Discute-se os aspectos
importantes da estimac¸a˜o como o problema das integrais e suas soluc¸o˜es em me´todos
aproximados e a selec¸a˜o de modelos. Discute-se tambe´m o modelo adaptado de Silva
(2012), que trata da heterogeneidade atribuida a fatores desconhecidos.
No Cap´ıtulo 2, e´ tratada a proposta de modelagem probabil´ıstica de TRI com
controle de heterogenidade atribu´ıdo a fatores conhecidos, usando o modelo de Rasch
de 1 paraˆmetro. A ide´ia e´ usar fatores conhecidos que causam heterogeneidade por
meio de um preditor linear, que se relaciona a um efeito multiplicativo no modelo
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de Rasch atrave´s da ligac¸a˜o log´ıstica. Sera´ focada a utilizac¸a˜o da metodologia de
infereˆncia bayesiana via Monte Carlo por Cadeias de Markov (MCMC), ja´ que essa
metodologia contempla bem a estrutura natural hiera´rquica dos dados. No Cap´ıtulo
3, e´ feita uma comparac¸a˜o da efica´cia do modelo proposto para dados heterogeˆneos
simulados frente ao tradicional e aplica-se o mesmo a` base de dados da Prova Brasil




1.1 Teoria da Resposta ao Item - TRI
Esta teoria propo˜e modelos parame´tricos para ca´lculo de probabilidades assu-
mindo a existeˆncia de trac¸os latentes, isto e´, medidas que na˜o sa˜o observadas direta-
mente, de grande interesse na psicometria e avaliac¸a˜o educacional. Na TRI, basica-
mente, e´ apresentada ao sujeito uma se´rie de est´ımulos, como itens de um teste ou um
questiona´rio, e ele responde aos mesmos. Com base na ana´lise das respostas dadas
a cada item espec´ıfico, infere-se sobre o trac¸o latente atribu´ıdo ao sujeito (conheci-
mento, aptida˜o, sentimento), hipotetizando uma relac¸a˜o entre as respostas dadas e o
n´ıvel do trac¸o latente. Existem diversos modelos de TRI que buscam a relac¸a˜o entre
uma resposta coerente do indiv´ıduo a um item e seus trac¸os latentes. Na literatura
estat´ıstica e psicome´trica predominam treˆs modelos para respostas dicotoˆmicas, que
se diferenciam pelos paraˆmetros abordados, a saber: modelo que considera apenas a
dificuldade do item, que considera a dificuldade e a discriminac¸a˜o do item (capaci-
dade do item de separar sujeitos com magnitudes pro´ximas do mesmo trac¸o) e por
fim o modelo que considera a dificuldade, discriminac¸a˜o e a resposta dada ao acaso
(ou seja, o paraˆmetro do item que representa a probabilidade de indiv´ıduos com baixa
habilidade responderem corretamente).
Pode-se dizer que a TRI estende ou ate´ mesmo substitui parte dos conceitos da
Teoria Cla´ssica dos Testes - TCT, tambe´m chamada de Teoria Cla´ssica da Medida.
Essas duas metodologias se destacam em avaliac¸o˜es educacionais e em ana´lises psi-
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come´tricas (testes cognitivos). Pore´m, a TRI e´ uma metodologia mais sofisticada que
supera certas limitac¸o˜es da TCT, a saber (PASQUALI, 2009):
• os paraˆmetros dos itens na˜o dependem da amostra de respondentes;
• os escores dos respondentes independem do teste utilizado;
• o modelo quantifica caracter´ısticas do item e na˜o do teste como um todo (TCT),
ou seja, a ana´lise na˜o fica associada ao particular conjunto de itens, e sim ao
grau de dificuldade do item.
• o modelo oferece medida de precisa˜o para cada n´ıvel do trac¸o latente;
Basicamente, a TCT tem por objetivo explicar o resultado final total, considerando o
teste como um todo, apresentado o escore total ou o percentual de acerto do indiv´ıduo.
Por outro lado, como ja´ comentado, a TRI e´ mais refinada e se preocupa em modelar
a probabilidade de acerto ou de aceitac¸a˜o (em testes de prefereˆncia) por tra´s de
cada item. E, assim, e´ poss´ıvel realizar estudos em diversas a´reas, como por exem-
plo, na Psicometria, Cu´ri (2006) estuda as propriedades psicome´tricas e a validade
transcultural do BDI (instrumento para medir a gravidade dos sintomas depressivos).
Castro (2008) aplica a teoria na avaliac¸a˜o da intensidade de sintomas depressivos.
Na a´rea da Sau´de, Mesbah et al. (2002) utiliza a TRI no estudo da qualidade de
vida. Na a´rea da Educac¸a˜o, por exemplo, pode-se medir o conhecimento de um aluno
em relac¸a˜o a outros, avaliar o desenvolvimento da aprendizagem de alunos de uma
determinada se´rie de um ano para outro (mesmo com provas distintas) ou comparar o
conhecimento de alunos de regio˜es distintas ou de escolas diferentes (com pelo menos
alguns itens em comum), ver Andrade e Klein (1999). Devido a estas aplicac¸o˜es,
a TRI despertou o interesse de grandes orga˜os que realizam avaliac¸a˜o educacional:
o Sistema de Avaliac¸a˜o da Educac¸a˜o Ba´sica (Saeb), o Projeto PDF/Fundescola, a
Prova Brasil e o Exame Nacional de Ensino Me´dio (Enem) coordenado pelo Instituto
Nacional de Estudos e Pesquisas Educacionais An´ısio Teixeira (Inep), do MEC. Neste
trabalho, a TRI sera´ usada na avaliac¸a˜o da Educac¸a˜o usando como base o modelo de
Rasch (1960). Andrade et al. (2000) revisaram muito bem a teoria nesse campo como
um conjunto de modelos matema´ticos que procuram representar a probabilidade de
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um indiv´ıduo responder corretamente um item como func¸a˜o dos paraˆmetros do item
e do trac¸o latente do respondente.
1.1.1 Definic¸a˜o do modelo de Rasch para respostas dicotoˆmicas
Considere que n indiv´ıduos respondam I itens (verdadeiro ou falso) de um teste.
Seja Uij uma varia´vel aleato´ria dicotoˆmica tomando valor 1 quando o respondente j
acerta o item i e 0 quando o respondente j erra o item i, j = 1, 2, . . . , n e i = 1, 2, . . . , I.
A probabilidade do respondente j acertar o item i (Uij = 1) e´ dada por:




em que θj corresponde ao trac¸o latente (conhecimento ou habilidade) do respondente
j e bi ao paraˆmetro de dificuldade do item i, tomado na mesma escala da habilidade.
Note que a probabilidade e´ dada pela func¸a˜o log´ıstica de θj − bi. Tradicionalmente,
a curva formada por essa probabilidade em func¸a˜o de θj e´ chamada de Curva Carac-
ter´ıstica do Item - CCI. Existe uma versa˜o desse modelo que introduz uma constante
multiplicativa D = 1, 7 em (θj − bi) para tornar a curva log´ıstica aproximada a` curva
da distribuic¸a˜o normal acumulada. A probabilidade de acerto do item cresce na˜o
linearmente, de acordo com o trac¸o latente θ (conhecimento ou habilidade), na forma
de uma sigmo´ide (S). Note que, se θj = bi, a probabilidade de acerto e´ de 50%. Visto
de outra forma pela Curva Caracter´ıstica do Item, o paraˆmetro de dificuldade bi do
item corresponde ao ponto na escala do trac¸o latente θ onde a probabilidade de acerto
e´ 0,5, de forma que se θj > bi a probabilidade de acerto e´ maior que 50% e vice-versa.
Conve´m destacar que o modelo de Rasch e´ um modelo unidimensional da TRI .
Ou seja, o processo de estimac¸a˜o do modelo pressupo˜e que os itens esta˜o medindo um
u´nico trac¸o latente. Assim, a habilidade θ do indiv´ıduo que se busca estimar deve ser o
u´nico fator responsa´vel pelas respostas dadas. Usualmente, essa pressuposic¸a˜o e´ auto-
maticamente assumida, reforc¸ada pela ide´ia de que exista uma habilidade dominante.
Pore´m, modelos desse tipo sofrem uma limitac¸a˜o considera´vel que, dependendo do
teste, na˜o trata da influeˆncia, por exemplo, da l´ıngua portuguesa na probabilidade de
acerto de um item em um teste de matema´tica, uma vez que o respondente pode errar
por na˜o ter suficiente domı´nio de estrutura da l´ıngua e na˜o compreender corretamente
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a questa˜o envolvida no item. Apesar de existirem modelos da TRI multidimensio-
nais que tratam desta abordagem, estes na˜o sera˜o tratados aqui, pois esta´ fora do
escopo desta dissertac¸a˜o. Outros modelos de TRI podem ser encontrados em Bock e
Zimowski (1997) e em Reckase (2009).
1.1.2 Pressuposic¸o˜es do modelo
Pode-se dizer que na TRI treˆs pressuposic¸o˜es sa˜o necessa´rias para o processo de
estimac¸a˜o. A primeira e´ a independeˆncia condicional entre as respostas fornecidas por
respondentes distintos. A segunda e´ que as respostas fornecidas aos itens pelo mesmo
respondente sa˜o independentes, dada sua habilidade (independeˆncia local). Ou seja,
o indiv´ıduo na˜o adquire conhecimento no decorrer da prova, pois as respostas sa˜o
independentes entre si. A terceira pressuposic¸a˜o, como ja´ citada anteriormente, diz
respeito aos testes unidimensionais (geralmente assumida como verdadeira). Sa˜o os
testes em que apenas uma aptida˜o ou trac¸o latente e´ responsa´vel pela realizac¸a˜o de
seus itens. Em outras palavras, e´ esse fator que se supo˜e estar sendo medido pelo
teste. Assim, para os testes unidimensionais (o que sera´ tratado aqui) supo˜e-se que
apenas uma habilidade esta´ envolvida na realizac¸a˜o do teste, isto e´, ha´ uma habilidade
dominante.
1.1.3 Estimac¸a˜o por Ma´xima Verossimilhanc¸a Marginal
O processo de estimac¸a˜o por Ma´xima Verossimilhanc¸a Marginal proposto inicial-
mente por Bock e Lieberman (1970) apud Andrade et al. (2000) e´ mais utilizado
na abordagem frequentista. Isso se deve ao fato de contornar poss´ıveis problemas de
identificabilidade na estimac¸a˜o dos paraˆmetros dos itens, no caso da estimac¸a˜o con-
junta de θj e bi, encontrados por Andersen (1973). Um aperfeic¸oamento desse me´todo,
dado por Bock e Aitkin (1981), exigiu menos esforc¸o computacional. Eles reformula-
ram as equac¸o˜es dos paraˆmetros dos itens e adaptaram o algoritmo EM (proposto por
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Dempster, Laird e Rubim, 1977), preservando ainda as propriedades assinto´ticas. A
ide´ia desse me´todo e´ dividir o processo de estimac¸a˜o em duas etapas: na primeira, os
paraˆmetros dos itens sa˜o estimados atrave´s da marginalizac¸a˜o da func¸a˜o de verossimi-
lhanc¸a conjunta, de modo que sejam independentes do efeito aleato´rio θ; na segunda
etapa, estima-se as habilidades, considerando os paraˆmetros dos itens conhecidos e
iguais aos obtidos na primeira etapa. Como os paraˆmetros das habilidades sa˜o des-
conhecidos, Andersen (1980) sugeriu considerar a existeˆncia de uma distribuic¸a˜o de
probabilidade latente (denotada na literatura por Π) associada a`s habilidades, e que
os dados obtidos com a realizac¸a˜o dos testes correspondem a uma amostra dessa
populac¸a˜o. Dessa forma, a estimac¸a˜o parte do princ´ıpio de marginalizar a verossi-
milhanc¸a integrando-a com relac¸a˜o a` distribuic¸a˜o das habilidades, eliminando, assim,
esses paraˆmetros. Considere g(θ|η) uma func¸a˜o densidade de probabilidade associada
ao trac¸o latente (conhecimento), que seja duplamente diferencia´vel. As componentes
de η sa˜o os paraˆmetros associados a Π, conhecidos e finitos. Seja IP (U.j = u.j|bi, θj,η)
a func¸a˜o de probabilidade condicional da varia´vel aleato´ria dicotoˆmica representando
o acerto do indiv´ıduo j dado o paraˆmetro de dificuldade do item, trac¸o latente do
indiv´ıduo j e o conjunto de paraˆmetros associados a` distribuic¸a˜o de probabilidade do
trac¸o latente. Com isso, a probabilidade marginal de U.j e´ dada por:
IP (U.j = u.j|bi,η) =
∫
IR




IP (U.j = u.j|bi, θj)g(θ|η)dθ, (1.2)
pois a distribuic¸a˜o de U.j na˜o e´ func¸a˜o de η. Pela suposic¸a˜o de que as respostas sa˜o















[(ril − f ilPil)Wil]g∗j (θ) = 0, (1.4)
em que: ril =
∑n
j=1 uijg








, Pi = {1+e(−θ−bi)}−1, g∗j (θ) =
IP (U.j |bi,θ)g(θ,η)∫
IP (U.j |bi,θ)g(θ,η)dθ .
Como a equac¸a˜o na˜o possui soluc¸a˜o anal´ıtica expl´ıcita, deve-se usar me´todos ite-
rativos, em particular o algoritmo EM, ver Azevedo (2003) ou Andrade et al. (2000).
1.2 Modelos Lineares Generalizados - MLG
Os modelos lineares generalizados (MLG) sa˜o uma extensa˜o dos modelos lineares
cla´ssicos, proposta por Nelder e Wedderburn (1972). Nesses modelos, assume-se que
a varia´vel resposta possa ter qualquer distribuic¸a˜o da famı´lia exponencial na forma
canoˆnica com a introduc¸a˜o de um paraˆmetro de perturbac¸a˜o. Uma das vantagens
desses modelos e´ escolher uma relac¸a˜o funcional mais apropriada entre a me´dia da
varia´vel resposta e o preditor linear, ale´m de na˜o se restringir ao erro seguindo uma dis-
tribuic¸a˜o normal, no caso do modelo cla´ssico de regressa˜o. Felizmente, essa metodolo-
gia ja´ esta´ bastante difundida na literatura, como em Cordeiro (1986), McCullagh e
Nelder (1989), Collet (1991), Deme´trio (2002), Dobson (2001) e Paula (2004), e serviu
de base para o desenvolvimento dos Modelos Lineares Generalizados Mistos.
1.2.1 Especificac¸a˜o do MLG
Sejam Y1, Y2, . . . , Yn varia´veis aleato´rias independentes com me´dia µ1, µ2, . . . , µn
de uma distribuic¸a˜o da famı´lia exponencial na forma canoˆnica com a introduc¸a˜o
de um paraˆmetro de pertubac¸a˜o ai(φ) > 0, ou seja:
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f(yi, θi, φ) = exp{ai(φ)−1[yiθi − b(θi)] + c(yi, φ)}, (1.5)





(θi) = ai(φ)Vi, com V = ∂µ/∂θ denominado de func¸a˜o de variaˆncia
dependendo unicamente de µ. Esse conjunto de varia´veis aleato´rias e´ definido como
componente aleato´ria, que correspondera˜o a` amostra da varia´vel resposta. Seja a
componente sistema´tica:
η = Xβ. (1.6)
Tem-se que η = (η1, . . . , ηn)
> e´ o preditor linear, X representa a matriz que
conte´m os fatores e covaria´veis do modelo e β = (β1, . . . , βp)
>, p < n, o vetor de
paraˆmetros desconhecidos a serem estimados.
Enta˜o os MLG’s sa˜o definidos pela especificac¸a˜o da componente aleato´ria (1.5) e
pela componente sistema´tica (1.6) sendo relacionados por uma func¸a˜o de ligac¸a˜o,
ηi = g(µi), sendo g(.) uma func¸a˜o mono´tona e diferencia´vel. Note que na definic¸a˜o
na˜o existe um erro aleato´rio ε adicionado a` componente sistema´tica do modelo, como
no caso de modelos de regressa˜o linear, uma vez que o componente aleato´rio e´ implici-
tamente definido pela especificac¸a˜o da distribuic¸a˜o pertencente a` famı´lia exponencial.
A escolha dessa distribuic¸a˜o vai depender da natureza dos dados, quase sempre
levado em conta o suporte da func¸a˜o. Por exemplo: para dados cont´ınuos, as mais u-
sadas sa˜o normal, normal inversa e gama (dados com assimetria a` direita); para dados
de contagens, teˆm-se a binomial negativa, a Poisson e outras pertencentes a` classe
de distribuic¸a˜o em se´rie de poteˆncias modificada (DSPG) (BRITO; CORDEIRO;
DEME´TRIO, 2010); e para proporc¸o˜es, utiliza-se a binomial ou beta-binomial (en-
saios do tipo dose-resposta). A matriz do modelo vai definir matematicamente o
desenho experimental ou estudo observacional.
1.2.2 Estimac¸a˜o do vetor de paraˆmetros β
Existem va´rios me´todos de se estimar o vetor de paraˆmetros β . Aqui utiliza-se
o me´todo da ma´xima verossimilhanc¸a. Assim, para um MLG, o valor estimado do
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vetor β e´ o que maximiza o logaritmo da func¸a˜o de verossimilhanc¸a:







a(φ)−1[yiθi − b(θi)] + c(yi, φ)
}
. (1.7)
Precisa-se obter a func¸a˜o escore, pois os valores dos β’s que maximizam a func¸a˜o
l(θ) sa˜o dados pela soluc¸a˜o do sistema Uβ =
∂l
∂β









= a(φ)−1XTW 1/2V −1/2(y − µ),
em que a matriz W (matriz de pesos) e V sa˜o definidas por:



























pois pela regra da cadeia, tem-se que l e´ func¸a˜o de θi (l(θ) = f(θ1, . . . , θi, . . . , θn)),
que e´ func¸a˜o de µi (θi =
∫
V −1i dµi = q(µi)), que por sua vez e´ func¸a˜o de ηi (µi =
g−1(ηi) = h(ηi)), e finalmente ηi e´ func¸a˜o de β (ηi =
∑p
r=1 xirβr). Assim, a expressa˜o











Fazendo a substituic¸a˜o de b
′
(θ) por µi = e
dµi
dθi











Aplica-se o processo iterativo de Newton-Raphson para a obtenc¸a˜o da soluc¸a˜o
do sistema U(β) = dl
dβ
= 0 , ja´ que geralmente o sistema na˜o apresenta soluc¸a˜o
anal´ıtica, por se tratar de um sistema de equac¸o˜es na˜o lineares. Este processo pode
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ser reescrito como um processo iterativo de mı´nimos quadrados dado por:
β(m+1) = (X>W (m)X)−1X>W (m)z(m), m = 0, 1, . . . , (1.10)
em que, z(m) = η(m) + W−1/2(m)V −1/2(m)(y − µ)(m). O processo acima pode ser
utilizado para qualquer MLG. Para mais detalhes sobre a estimac¸a˜o, veja Deme´trio
(2002) e Paula (2004).
1.3 Modelos Lineares Generalizados Mistos
- MLGM
Breslow e Clayton (1993) propuseram a classe dos Modelos Lineares Generalizados
Mistos - MLGM (Generalized Linear Mixed Models). Os autores tomaram como base
os Modelos Linerares Generalizados e adicionaram ao preditor linar (Xβ) um vetor
de efeitos aleato´rios u (tambe´m chamado de efeito latente), com o objetivo de captar
variac¸o˜es na˜o consideradas no modelo e que podem influenciar nos resultados. No
MLG, modela-se uma func¸a˜o do vetor de me´dias (η), ja´ nessa classe, modela-se uma
func¸a˜o do vetor de me´dias condicionais µ = IE(Y|u). Com isso, consegue-se analisar
dados com diferentes estruturas de dependeˆncia, como acomodar a informac¸a˜o serial
contida nas medidas longitudinais na˜o balanceadas ou controlar a superdispersa˜o em
dados na˜o longitudinais. Piepho (1999), por exemplo, poˆde controlar a superdispersa˜o
existente em dados acrescentando efeitos aleato´rios ao modelo.
1.3.1 Especificac¸a˜o do MLGM
Seja uma distribuic¸a˜o condicional de Y|u seguindo alguma distribuic¸a˜o da famı´lia
exponencial. O vetor Y representa a varia´vel resposta do modelo e os seus elementos









Tem-se que a me´dia condicional de yi dado u e´ µi (IE[Yi|u] = µi = db(θi)dθi ). Esta
me´dia relaciona-se com o preditor linear atrave´s de uma func¸a˜o de ligac¸a˜o, mono´tona,
diferencia´vel e pre´-definida (como nos MLG’s):
g(µi) = x
>
i β + z
>
i u, (1.12)
com x>i representado a i-e´sima linha da matriz do modelo para efeitos fixos, β e´ o
vetor de paraˆmetros dos efeitos fixos, z>i e´ a i-e´sima linha da matriz do modelo para os
efeitos aleato´rios e u o vetor de efeitos aleato´rios. Define-se, ainda, uma distribuic¸a˜o
para os efeitos aleato´rios:
u ∼ fu(U). (1.13)
Geralmente, adota-se u ∼ INq(0,D). Lee e Nelder (1996) apresentam estudos
sobre efeitos aleato´rios na˜o-normais usando distribuic¸o˜es conjugadas.
Em s´ıntese, alguns resultados importantes dos MLGM’s:
E(Yi) = E[E(Yi|u)] = E[µi]
= E[g−1(x>i β + z
>
i u)]
Var[Yi] = Var[E(Yi|u)] + E[Var(Yi|u)]
= Var[g−1(x>i β + z
>
i u)] + E
[wi
φ
Var{g−1(x>i β + z>i u)}
]
Cov[Yi, Yj] = Cov[E(Yi|u), E(Yj|u)] + E[Cov(Yi, Yj|u)]
= Cov[µi, µj] + E(0)
= Cov[g−1(x>i β + z
>
i u), g





A seguir, aborda-se o me´todo de Ma´xima Verossimilhanc¸a, sugerido por Schall
(1991), para a estimac¸a˜o dos paraˆmetros do modelo (11). Geralmente sera´ necessa´rio
aplicar algum me´todo iterativo, como o algoritmo EM (ver Dempster, Laird e Rubin
(1977)). Outros me´todos de estimac¸a˜o podem ser encontrados em Breslow e Clayton
(1993), McGilchrist (1994) ou em Lee e Nelder (1996). O processo de estimac¸a˜o aqui
descrito servira´ apenas a t´ıtulo de revisa˜o, pois neste trabalho utilizar-se-a´ a abor-
dagem bayesiana para a estimac¸a˜o dos paraˆmetros. Denotando por γ os paraˆmetros
dos efeitos aleato´rios da distribuic¸a˜o fU (u), a func¸a˜o de log-verossimilhanc¸a e´ dada
por:
l(β, γ) = log
∫
fY|u(y|u)fU (u)du = logfY(y),
a qual, para os paraˆmetros fixos β, e´ maximizada de acordo com a relac¸a˜o abaixo:
X>IE[W ∗|y] = X>IE[W ∗µ|y], (1.14)






. Com respeito ao paraˆmetro γ da func¸a˜o fU (u),












McCulloch e Searle (2001) apresentam diversas te´cnicas computacionais para en-
contrar os estimadores de ma´xima verossimilhanc¸a dos MGLM’s como, por exemplo,
quadratura nume´rica, algoritmo EM, Markov Chain Monte Carlo (MCMC) e algo-
ritmo de aproximac¸a˜o estoca´stica. A seguir sera˜o mostrados os passos do algoritmo
EM para calcular as estimativas.
Etapas do algoritmo:
1. Passo inicial (m=0): adotam-se valores iniciais para β(0), θ(0) e D(0);
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2. Calculam-se:
• β(m+1) e θ(m+1) para maximizar IE(logf
y|U (u,β,θ|y));
• D(m+1) para maximizar IE(fU (u|D)|y);
• Fac¸a m = m+ 1.
3. Se a convergeˆncia ocorre, os valores obtidos sa˜o as estimativas de ma´xima ver-
rossimilhanc¸a, caso contra´rio, retorna-se ao passo 2.
1.4 Modelos Lineares Generalizados Mistos Con-
jugados - MLGMC
Os Modelos Lineares Generalizados Mistos Conjugados, proposto por Molen-
berghs, Verbeke, Deme´trio e Vieira (2010), sa˜o uma das mais recentes e flex´ıveis
famı´lias de modelos combinados. O modelo tem como base a estrutura dos MLGM’s,
e como ja´ discutido, sa˜o modelos que se adaptam bem a`s medidas repetidas na˜o-
normais. Sabe-se que dados bina´rios, de proporc¸a˜o ou de contagens com medi-
das repetidas podem apresentar superdispersa˜o (conhecido tambe´m como “sobredis-
persa˜o” ou variac¸a˜o “extra-Bernoulli/binomial/Poisson”). O fenoˆmeno da superdis-
persa˜o ocorre quando a variabilidade dos dados na˜o e´ adequadamente descrita pelo
modelo. Isto e´ causado, dentre outros motivos, pela ma´ especificac¸a˜o do preditor li-
near, pela variabilidade do material experimental, gerando um componente aleato´rio
que na˜o e´ considerado no modelo, por varia´veis na˜o-observa´veis omitidas, outliers ou
pela func¸a˜o de ligac¸a˜o inadequada. Contudo, a na˜o considerac¸a˜o da superdispersa˜o
presente nos dados pelo modelo gera subestimac¸a˜o dos erros padro˜es, levando a uma
inflac¸a˜o do erro tipo I. Os MLGM sa˜o utilizados tambe´m para modelagem da su-
perdispersa˜o quando os dados na˜o sa˜o medidos longitudinalmente, dando a esta classe
uma grande flexibilidade (BRESLOW e CLAYTON, 1993). Pore´m, quando ocorrem
medidas repetidas e superdispersa˜o (ou tambe´m efeitos de fragilidade, no caso de
tempos de sobreviveˆncia) simultaneamente, os MLGMC demonstam ser uma alterna-
tiva de interesse (MOLENBERGHS et al., 2010). Desse modo, a famı´lia de modelos
proposto pelos autores combina tanto a estrutura dos modelos para superdispersa˜o
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(incluindo uma varia´vel de efeito aleato´rio com distribuic¸a˜o conjugada a` varia´vel res-
posta) quanto o efeito aleato´rio normal, separadamente, na classe dos MLG’s, para
modelar a estrutura de dependeˆncia temporal das medidas repetidas. A seguir, define-
se modelos dessa famı´lia para dados bina´rios.
1.4.1 Especificac¸a˜o do Modelo Combinado Logit-Bernoulli-
Normal-Beta
Seja Yij uma varia´vel aleato´ria representando a ocorreˆncia (Yij = 1) ou na˜o (Yij =
0) de um evento do i -e´simo elemento no j -e´simo per´ıodo, sendo i = 1, . . . , N e j =
1, . . . , ni. Denotando por γij o paraˆmetro aleato´rio para a superdispersa˜o (variac¸a˜o
extra-Bernoulli) na (ij)−e´sima observac¸a˜o, uiq×1 o vetor aleato´rio q dimensional para
a correlac¸a˜o serial, associado ao vetor z>ij1×q com q fatores e/ou covaria´veis; βp×1
o vetor de paraˆmetros fixos de dimensa˜o p associado ao vetor x>ij1×p com p fatores
e/ou covaria´veis; D a matriz de variaˆncias e covariaˆncias, com paraˆmetros fixos e
desconhecidos e IPij a probabilidade de sucesso para a (ij)-e´sima observac¸a˜o.
Yij|ui ∼ Bernoulli(piij) (1.15)
piij = γij
exp{x>ijβ + z>ijui}
1 + exp{x>ijβ + z>ijui}
γij ∼ Beta(α, κ)
ui ∼ INq(0,D)
Note que o paraˆmetro de superdispersa˜o entra na forma de um efeito multiplicativo
no preditor linear e tem distribuic¸a˜o Beta com paraˆmetros fixos e desconhecidos. O
modelo assume ainda que os paraˆmetros aleato´rios γij e ui sa˜o independentes. Assim,
pode-se escrever o seguinte resultado:
















1 + exp{x>ijβ + z>ijui}
]1−yij
.
Uma outra versa˜o desse modelo para dados bina´rios e´ utilizar a func¸a˜o de ligac¸a˜o
probito em (1.15). Assim, a mudanc¸a ocorre na probabilidade de sucesso que passa




ijui). Para mais detalhes sobre esse modelo e o
processo de estimac¸a˜o, ver Vieira (2008) e Molenberghs et al. (2010).
1.4.2 Estimac¸a˜o por Ma´xima Verossimilhanc¸a
Para obter os estimadores de ma´xima verossimilhanc¸a de β e D, sera´ necessa´rio
encontrar a distribuic¸a˜o marginal de Yi. Desse modo, tomando a expressa˜o (1.17) e





Pela especificac¸a˜o do modelo em (1.15), assume-se que as func¸o˜es de densidade de














, γij ∈ [0, 1]. (1.20)
Pelas expresso˜es (1.18), (1.19) e (1.20), tem-se a func¸a˜o de verossimilhanc¸a ainda
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condicionada a γ:



























No entanto, uma alternativa para retirar a influeˆncia desse efeito aleato´rio e´
integrar f(yij|γij,ui) analiticamente sobre o domı´nio de γij. Utilizando-se do ar-














ij (1− γij)κ−1[b(α, β)]−1dγij
= kij
Γ(α + 1)Γ(κ)
Γ(α + κ+ 1)
Γ(α + κ)
Γ(α)Γ(κ)
= αkij(α + κ)
−1. (1.22)
Similarmente, obte´m-se que:
f(yij = 0|ui) = (1− kij)α + κ
α + κ
. (1.23)
Com isso, substituindo as expresso˜es (1.22) e (1.23) em (1.21), chega-se a` func¸a˜o
de verossimilhanc¸a marginal, dependendo das soluc¸o˜es das integrais sobre ui:








yij [(1− kij)α + κ]1−yijf(ui|D)dui. (1.24)
Pore´m, a func¸a˜o de verossimilhanc¸a marginal fica dependendo de integrais sem
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soluc¸a˜o anal´ıtica, necessitando usar te´cnicas de otimizac¸a˜o e me´todos iterativos. Por
outro lado, expresso˜es bem mais simplificadas foram encontradas ao se utilizar a
func¸a˜o de ligac¸a˜o probito, tornando o me´todo menos intensivo computacionalmente,
uma vez que as integrais foram solucionadas anal´ıticamente (Vieira, 2008). Assim,
pode-se utilizar as estimativas do modelo com ligac¸a˜o probito para obter aproximac¸o˜es
para as estimativas do modelo caso se utilize a ligac¸a˜o logito. Bastando, para isso,
multiplicar o preditor linear pela constante c = 16
√
3/15pi.
1.4.3 Adaptac¸a˜o do Modelo de Rasch aos MLGMC para He-
terogeneidade Atribu´ıda a` Fonte Desconhecida
Viu-se na sec¸a˜o 1.4 que os MLGMC tratam de uma variac¸a˜o extra-Bernoulli, cap-
tando toda a heterogeneidade provinda de fonte desconhecida. Com base nisso, Silva
(2012) propoˆs adaptar o modelo de resposta ao item com 1 paraˆmetro (modelo de
Rasch) a essa famı´lia. A mudanc¸a diz respeito ao ı´ndice i do modelo, que a princ´ıpio
era designado para representar a resposta do indiv´ıduo j no tempo, passando a indicar
a qual item esta resposta esta´ relacionada. Existem algumas vantagens ao se fazer
essa abordagem. A primeira diz respeito a` estrutura de covariaˆncia: o modelo adap-
tado permite admitir outros tipos de estruturas da matriz de variaˆncias e covariaˆncias
(entre as respostas de um mesmo indiv´ıduo, antes designado para as medidas longi-
tudinais), relaxando a suposic¸a˜o de que as respostas dos itens sejam independentes.
A segunda vantagem leva em conta a abordagem na classe dos MLG’s, aproveitando,
desta forma, os resultados e propriedades espec´ıficas conhecidas dessa famı´lia. Uma
outra vantagem trata da possibilidade de se acomodar a heterogeneidade atribu´ıda
a uma fonte desconhecida. Foi visto que os modelos Bernoulli podem apresentar su-
perdispersa˜o e que esta variac¸a˜o extra pode ser oriunda de fontes desconhecidas ou
varia´veis como: faixa eta´ria, n´ıveis socioeconoˆmicos, escola pu´blica ou privada etc,
mas que na˜o sa˜o consideradas no modelo. Deste modo, pode-se controlar a violac¸a˜o
do pressuposto de independeˆncia entre indiv´ıduos. O modelo pode ser descrito como:
23
Yij|θi ∼ Bernoulli(piij) (1.25)
piij = γiΦ(θi − bj)
γi ∼ Beta(α, κ)
θi ∼ IN(0, 1)
em que θi e´ o trac¸o latente (conhecimento) do respondente; bi e´ paraˆmetro de difi-
culdade do item; γi e´ trac¸o latente que ira´ acomodar a heterogeneidade atribu´ıda a`
fonte desconhecida ou superdisperc¸a˜o com distribuic¸a˜o Beta, e piij e´ probabilidade do
respondente i acertar o item j do teste.
Com essa adaptac¸a˜o, toda a fonte de heterogeneidade fica alocada em γ, pore´m
desconsidera n´ıveis de fatores como renda, origem de escola pu´blica ou privada de cada
indiv´ıduo. Como γ varia entre 0 e 1, a probabilidade de sucesso de todos os respon-
dentes da amostra e´ reduzida na mesma intensidade, levando a uma subestimac¸a˜o de
uns ou superestimac¸a˜o para outros.
1.5 Estat´ıstica Bayesiana
A estat´ıstica Bayesiana na presenc¸a de incerteza atribui distribuic¸o˜es probabil´ısticas
aos paraˆmetros de um modelo, e utilizando resultados da teoria da probabilidade
estima-se os paraˆmetros, juntamente com os dados. Esta e´ uma teoria de contra-
ponto a` escola cla´ssica da Estat´ıstica, que assume o paraˆmetro do modelo como um
valor fixo e desconhecido e utiliza somente os dados para estima´-lo. Agregado a isso,
tem-se um fundamento bayesiano: permitir incorporar informac¸o˜es a priori a respeito
dos paraˆmetros de interesse. E essa informac¸a˜o pode e deve ser aumentada com a
informac¸a˜o dos dados observa´veis.
Contudo, na metodologia bayesiana a informac¸a˜o sobre o vetor de paraˆmetros
θ deve ser expressa (resumida) por meio de uma distribuic¸a˜o de probabilidade, de-
nominada de distribuic¸a˜o a priori pi(θ). A amostra (y|θ), por sua vez, fornecera´ a
verossimilhanc¸a (plausibilidade) de cada valor poss´ıvel de θ, ou seja, com os dados
fixos variam-se os paraˆmetros com o intuito de achar uma combinac¸a˜o mais veross´ımil
24
para os dados observados. Pelo teorema de Bayes, essas duas informac¸o˜es sa˜o combi-
nadas, resultando na distribuic¸a˜o a posteriori pi(θ|y). A distribuic¸a˜o a posteriori
e´ utilizada para fazer infereˆncia sobre os paraˆmetros. Seja θ um vetor de paraˆmetros
de interesse e pi(θ) sua distribuic¸a˜o a priori. Definindo tambe´m a func¸a˜o de veros-







pi(θ,y)dθ = f(y) na˜o depende de θ. Portanto, trata-se apenas de
uma constante no que diz respeito a` distribuic¸a˜o a posteriori. O enfoque da infereˆncia
bayesiana baseia-se na distribuic¸a˜o a posteriori de θ, por conter toda a informac¸a˜o
probabil´ıstica a respeito do paraˆmetro de interesse. Geralmente, resume-se essa in-
formac¸a˜o atrave´s de estimac¸a˜o pontual (me´dia, mediana, moda ou quantis) ou por
intervalo (intervalo de credibilidade). Diversos livros tratam de detalhes sobre esses
conceitos infereˆnciais, em particular, Migon e Gamerman (1999), Hoff (2009) e Gel-
man et al. (2004).
1.5.1 Distribuic¸a˜o a priori
A informac¸a˜o a priori sobre um vetor de paraˆmetros deve ser incorporada na
forma de uma distribuic¸a˜o de probabilidade. A distribuic¸a˜o a priori representa o
estado atual do conhecimento ou ignoraˆncia sobre o vetor de paraˆmetros (antes de
obter os dados). Essa informac¸a˜o em grande parte das vezes e´ subjetiva e se origina
de um especialista da a´rea ou enta˜o parte de estudos estat´ısticos anteriores. Pore´m,
em modelagens em que se trabalham com va´rios paraˆmetros, torna-se dif´ıcil definir
uma distribuic¸a˜o a priori. Nesse caso, faz-se necessa´rio definir uma priori que na˜o
influencie na ana´lise dos dados, conhecida por flat, vaga, difusa ou na˜o informativa.
Portanto, ha´ dois tipos de priori : as informativas e as na˜o informativas.
Uma ide´ia para adotar priori na˜o informativa e´ utilizar a distribuic¸a˜o uniforme
(pi(θ) ∝ const.). A literatura Bayesiana classifica uma distribuic¸a˜o de duas formas:
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pro´pria ou impro´pria. Uma distribuic¸a˜o sera´ pro´pria se a integral sobre o espac¸o
parame´trico resulta em valor finito, e impro´pria se resulta em ∞ (∫ pi(θ)dθ = ∞).
Prioris na˜o informativas podem ser pro´prias ou impro´prias. Sabe-se que ao se utilizar
prioris pro´prias, as posterioris marginais resultantes sera˜o tambe´m pro´prias. Pore´m,
prioris impro´prias podem resultar tanto em posterioris marginais pro´prias quanto
impro´prias. O problema de se ter posteriori impro´pria e´ que a infereˆncia sobre os
paraˆmetros fica inviabilizada. Desse modo, faz-se necessa´rio verificar se a posteriori
e´ pro´pria ao utilizar uma priori impro´pria. Teˆm-se tambe´m as densidades na˜o nor-
malizadas, que resultam em uma constante positiva, ou seja, sa˜o densidades a menos
de uma constante que na˜o depende dos paraˆmetros de interesse. Essas geralmente
sa˜o utilizadas, pois simplificam os ca´lculos das integrais envolvidas na obtenc¸a˜o das
marginais a posteriori.
E´ importante que se tenha uma boa interac¸a˜o entre o pesquisador e o estat´ıstico
para que a informac¸a˜o sobre o fenoˆmeno seja bem compilada na forma de uma dis-
tribuic¸a˜o. A distribuic¸a˜o a priori, como qualquer outra, possui paraˆmetros, que sa˜o
denominados de hiperparaˆmetros para diferencia´-los de fato dos paraˆmetros de in-
teresse θ. Existe uma classe de prioris pro´prias que e´ bastante utilizada, denominadas
prioris conjugadas. Isso quer dizer que as distribuic¸o˜es a priori e a posteriori devem
pertencer a` mesma classe de distribuic¸o˜es. Assim, a atualizac¸a˜o do conhecimento
que se tem de θ envolve apenas uma mudanc¸a nos hiperparaˆmetros. Esse artif´ıcio
simplifica os ca´lculos da posteriori que geralmente sa˜o complicados e necessitam de
aux´ılio computacional. Comumente, a conjugac¸a˜o e´ feita por membros da famı´lia
exponencial.
Em modelos mais complexos (com efeitos fixos e aleato´rios), a distribuic¸a˜o a priori
e´ dividida em esta´gios, pois ale´m de facilitar a especificac¸a˜o do mesmo, a abordagem
se torna natural em determinadas situac¸o˜es experimentais e observacionais. Modelos
deste tipo sa˜o denominados de modelos hiera´rquicos. Assim, os paraˆmetros da dis-
tribuic¸a˜o a priori tambe´m seguem alguma distribuic¸a˜o, configurando, no caso, uma
hierarquia em 2 esta´gios. Os n´ıveis de hierarquia condizem com as quantidades de dis-
tribuic¸o˜es especificadas para os hiperparaˆmetros. Contudo, a distribuic¸a˜o a posteriori
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no caso de 2 esta´gios e´ dada por:
pi(θ,φ|y) ∝ L(θ,φ|y)pi(θ|φ)pi(φ) ∝ L(θ|y)pi(θ|φ)pi(φ)
Mais detalhes sobre os modelos bayesianos podem ser encontrados em Gelman et
al. (2004).
1.5.2 Aproximac¸o˜es a posteriori
Uma das desvantagens da metodologia bayesiana e´ a complexidade das integrais
envolvidas nos ca´lculos que geralmente aparecem em modelos com grandes dimenso˜es
do espac¸o parame´trico. E, na maioria das vezes, isso faz com que a obtenc¸a˜o da
posteriori se resuma em ca´lculo de integral, que geralmente na˜o sa˜o analiticamente
trata´veis. Ou seja, na˜o e´ poss´ıvel encontrar uma soluc¸a˜o exata das integrais. Pode-se
dizer que, devido a esse problema, houve um atraso dos modelos bayesianos, ja´ que
a implementac¸a˜o destes dependiam de computadores capazes de executar algoritmos
intensivos. Pore´m, com o avanc¸o computacional na de´cada de 90, juntamente com
a publicac¸a˜o do trabalho de Gelfand e Smith (1990), surgiram va´rios me´todos de
simulac¸a˜o nesta a´rea.
Existem diversos me´todos de aproximac¸a˜o, como os determin´ısticos e o de si-
mulac¸a˜o. Neste trabalho sera˜o explorados os principais me´todos de simulac¸a˜o es-
toca´stica, os me´todos de Monte Carlo via cadeias de Markov. Dentre os mais utiliza-
dos para a construc¸a˜o da cadeia de Markov esta´ o Amostrador de Gibbs, proposto
por Geman e Geman (1984) apud Resende (2011) e o me´todo de Metropolis-Hastings.
Esses me´todos sa˜o bem explorados e descritos na literatura bayesiana, e a ide´ia
ba´sica e´ gerar uma amostra da distribuic¸a˜o a posteriori atrave´s da construc¸a˜o de uma
cadeia de Markov de modo que a distribuic¸a˜o estaciona´ria desta seja a distribuic¸a˜o
de interesse.
1.5.2.1 Metropolis-Hastings
O algoritmo de Metropolis-Hastings foi proposto por Metropolis et al. (1953)
e posteriormente estendido por Hastings (1970) apud Resende (2011). A ide´ia do
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me´todo e´ gerar amostras de uma distribuic¸a˜o (a posteriori) atrave´s de valores gera-
dos por uma distribuic¸a˜o auxiliar (proposta) e aceitos com dada probabilidade. A
probabilidade de aceitac¸a˜o de cada valor faz com que seja atingida a convergeˆncia da
cadeia para a distribuic¸a˜o.
Seja p(.) uma func¸a˜o de probabilidade de interesse e q(.) uma func¸a˜o de probabi-
lidade proposta. O algoritmo segue os seguintes passos:
I Determina-se um valor inicial arbitra´rio ψ(0) para ψ e inicializa-se o contador
j=1;
II Gera-se um valor ξ da distribuic¸a˜o proposta q(ξ|ψ(j−1)).







for aceito, ψ(j) = ξ. Caso contra´rio, a cadeia na˜o se move e ψ(j) = ψ(j−1).
IV Atualiza-se o contador de j para j + 1 e retorna-se ao passo II ate´ que a con-
vergeˆncia seja obtida.
Considerando que, a partir da k-e´sima iterac¸a˜o, a cadeia atinja a convergeˆncia (k
suficientemente grande), enta˜o os valores simulados (ψ(k), ψ(k+1), . . . , ψ(k+n)) podem
ser usados como uma amostra da distribuic¸a˜o p(.), a posteriori. Na˜o se sabe ao certo
quantas iterac¸o˜es do processo sa˜o necessa´rias para que se tenha uma cadeia esta-
ciona´ria, pore´m, pode-se verificar a convergeˆncia da mesma atrave´s de ana´lise gra´fica
e de te´cnicas de diagno´stico de convergeˆncia e, assim, escolher um valor apropriado
de k. Esse assunto sera´ visto na sec¸a˜o 1.5.2.3. Uma vantagem desse me´todo e´ que ele
pode ser implementado apenas conhecendo parcialmente a distribuic¸a˜o de interesse,
isto e´, a func¸a˜o de probabilidade a menos de uma constante que na˜o dependa do
paraˆmetro de interesse. Esse fato e´ importante pois facilita os ca´lculos bayesianos
para achar a distribuic¸a˜o a posteriori.
1.5.2.2 Gibbs Sampling
E´ um caso particular do algoritmo de Metropolis-Hastings. Aqui as distribuic¸o˜es
propostas sa˜o as distribuic¸o˜es condicionais completas de cada paraˆmetro e a pro-
babilidade de aceitac¸a˜o e´ igual a 1. A distribuic¸a˜o condicional completa de um
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paraˆmetro e´ a distribuic¸a˜o deste paraˆmetro condicional a` informac¸a˜o de todos os
outros paraˆmetros, dada da forma pi(θi|θ−i), onde θ−i = (θ1, . . . , θi−1, θi+1, . . . , θd)>.
Nesse caso na˜o existe mecanismo de aceitac¸a˜o e a cadeia ira´ sempre se mover para
um novo valor. A seguir as etapas do algoritmo:
I Determinam-se valores iniciais θ(0) = (θ
(0)
1 , . . . , θ
(0)
d )
> e inicializa-se o contador
j=1;




1 ∼ pi(θ(t−1)1 |θ(t−1)2 , θ(t−1)3 , . . . , θ(t−1)d )
θ
(t)




d ∼ pi(θ(t−1)d |θ(t)1 , θ(t)2 , . . . , θ(t)d−1)
III Atualiza-se o contador de j para j + 1 e retorna-se ao passo II ate´ que a con-
vergeˆncia seja obtida.
E´ importante destacar que mesmo para um problema de grandes dimenso˜es en-
volvendo distribuic¸a˜o a priori hiera´rquica, o algoritmo trata as simulac¸o˜es de modo
univariado, o que vem a ser uma vantagem computacional. Pore´m, e´ necessa´rio co-
nhecer as distribuic¸o˜es condicionais completas para que seja poss´ıvel gerar amostras
a partir delas.
1.5.2.3 Avaliac¸a˜o da Convergeˆncia da Cadeia de Markov
Alguns cuidados devem ser tomados para se ter uma boa amostra da distribuic¸a˜o
a posteriori, atrave´s das simulac¸o˜es de MCMC. E´ necessa´rio verificar se a cadeia
atingiu a estacionariedade, de forma a representar uma amostra independente da
distribuic¸a˜o de interesse. Sabe-se que os vetores de paraˆmetros iniciais simulados pelos
amostradores citados anteriormente, em geral, sa˜o auto-correlacionados, tornando-
se um problema para as infereˆncias. Gilks et al. (1996) e Cowles e Carlin (1996)
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apresentam estudos sobre o diagno´stico da cadeia. O nu´mero de iterac¸o˜es a ser
definido vai depender da estrutura de correlac¸a˜o, que, consequentemente, implicara´
na rapidez da convergeˆncia.
Usualmente, uma maneira direta de avaliar a convergeˆncia e´ considerar alguns
valores iniciais da cadeia e monitorar graficamente a trajeto´ria. Espera-se que a partir
de uma certa iterac¸a˜o as cadeias se estabilizem em torno de uma me´dia (comum) e
variaˆncia constante. E´ importante avaliar a convergeˆncia de todos os paraˆmetros e
na˜o apenas aqueles de interesse. Cowles e Carlin (1996) compararam diversos testes
estat´ısticos de diagno´sticos como o de Gelman e Rubin (1992), Raftery e Lewis (1992),
Heidelbelger e Welch (1983) e Geweke (1992). Pore´m, o autor na˜o poˆde dizer qual era
o mais eficiente. Esses testes tratam de condic¸o˜es necessa´rias, mas na˜o suficientes, de
convergeˆncia da cadeia. Na˜o ha´ testes conclusivos que indiquem de fato que a cadeia
convergiu, ha´ apenas ind´ıcios.
Alguns procedimentos sa˜o utilizados para contornar o problema da auto-correlac¸a˜o
e assim obter uma “boa” amostra. A primeira e´ considerar o Burn-in (aquecimento)
que consiste em descartar as primeiras (500, 1.000 ou 2.000, dependendo do modelo)
iterac¸o˜es, buscando eliminar o efeito dos valores iniciais (fase transiente). Um outro
procedimento, denominado thin, trata de definir um valor k, gerar (se for poss´ıvel)
uma cadeia mais longa e tomar um valor amostrado a cada k valores gerados, de forma
a burlar o efeito da correlac¸a˜o entre as amostras simuladas. No entanto, essa te´cnica
pode reduzir consideravelmente o tamanho amostral simulado. Recomenda-se na˜o
utiliza´-la para fazer infereˆncias sobre medidas de posic¸a˜o. A seguir sera´ apresentado
um breve relato sobre os principais testes de avaliac¸a˜o de convergeˆncia.
Crite´rio de Gelman e Rubin
Proposto por Gelman e Rubin (1992), o crite´rio utiliza cadeias paralelas, ou seja,
simula va´rias cadeias com diferentes valores iniciais do espac¸o parame´trico. Os u´ltimos
50% dos valores de cada cadeia sa˜o comparados no que diz respeito aos valores in-
fereˆnciais. Se forem bem similares, isto indica que a cadeia alcanc¸ou ou esta pro´xima
da convergeˆncia. O teste se baseia na raza˜o de variaˆncias e indica aceitac¸a˜o de con-
vergeˆncia se o fator de reduc¸a˜o de escala Rˆc estiver entre 1 e 1,1.
Crite´rio de Raftery e Lewis
Crite´rio proposto por Raftery e Lewis (1992) que busca definir o nu´mero de ite-
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rac¸o˜es a serem descartadas (burn-in), o espac¸amento entre as iterac¸o˜es (Thin) e o
nu´mero total de iterac¸o˜es de forma a considerar uma subamostra independente. O
interesse desse teste e´ avaliar a precisa˜o dos quantis estimados, e na˜o diz respeito a`
convergeˆncia em si da cadeia. Mais detalhes em Brooks e Roberts (1999).
Crite´rio de Geweke
Geweke (1992) propoˆs esse teste para detectar a falta de convergeˆncia. Baseia-se
no teste de igualdade de me´dias (Teste Z bilateral) do comec¸o e do fim dos valores
da iterac¸a˜o da cadeia, usualmente utiliza-se os 10% primeiros e os u´ltimos 50%.
Crite´rio de Heidelberger e Welch
O teste, proposto por Heidelberger e Welch (1981), e´ dividido em duas partes.
Primeiro testa a hipo´tese de estacionariedade da cadeia atrave´s da estat´ıstica de
Crame´r -von Mises. Esse teste pode ser feito sucessivamente eliminando as primeiras
iterac¸o˜es ate´ identificar a t-e´sima em que o mesmo passa a ser aceito. A segunda parte
do teste consiste em verificar se a cadeia, a partir da t-e´sima iterac¸a˜o, possui dados
suficientes para estimar precisamente a me´dia a posteriori com uma certa precisa˜o,
usando o teste half-width.
1.5.3 Selec¸a˜o de Modelos
E´ bem comum em experimentos e pesquisas existir o questionamento filoso´fico
sobre como algumas varia´veis de medidas esta˜o relacionadas (interligadas) e quais
afetam o resultado investigado. Diante disso, as escolas estat´ısticas durante anos se
posicionaram sobre o assunto criando e aprimorando crite´rios de selec¸a˜o de modelos.
A seguir sera˜o apresentados os principais me´todos de selec¸a˜o e avaliac¸a˜o de qualidade
de ajuste. Kadane e Lazar (2004) apresentam me´todos e crite´rios de selec¸a˜o de mo-
delos, e essa publicac¸a˜o servira´ de refereˆncial para a revisa˜o que se segue.
Crite´rio de Informac¸a˜o de Akaike
Proposto por Akaike (1974), o Crite´rio de Informac¸a˜o de Akaike (AIC) e´ usado
para comparar modelos, no sentido de escolher o mais ajustado aos dados. Na˜o e´ um
teste e nem indica se o modelo selecionado pelo crite´rio esta´ ou na˜o bem ajustado,
apenas compara com os demais. Contudo, o melhor modelo e´ aquele que possui menor
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medida de AIC, dada por:
AIC(Mi) = 2di − 2L(θ) (1.27)
em que Mi, com i = 1, . . . , q, e´ a classe de modelos alternativos e di o nu´mero
de paraˆmetros. Uma outra versa˜o desse crite´rio, o AICc (corrigido para amostras
finitas) e´ apresentado em Burnham e Anderson (2002), recomendado para utilizac¸a˜o
em pequenas amostras ou d (nu´mero de paraˆmetros) grande:
AICc(Mi) = AIC(Mi) + 2di(di + 1)
n− k − 1 (1.28)
sendo n o tamanho amostral. Burnham e Anderson (2002) sugerem o uso do AICc
quando a raza˜o n/p e´ pequena (< 40). Note que ambos os crite´rios penalizam modelos
com muitos paraˆmetros, desencorajando superajustes.
Crite´rio de Informac¸a˜o Bayesiano
O Crite´rio de Informac¸a˜o Bayesiano (Bayesian Information Criterion), tambe´m
conhecido por BIC, foi proposto por Schwarz (1978) e modificado por Carlin e Louis
(1996). Deve-se preferir o modelo que apresenta a maior medida de BIC, dado pela
expressa˜o a seguir:
BIC(Mi) = IE(ln[L(θ)])− 1
2
diln(n). (1.29)
sendo IE(ln[L(θ)]) o valor esperado em relac¸a˜o a densidade a posteriori, da func¸a˜o
log-verossimilhanc¸a.
Crite´rio Desvio-Informac¸a˜o
Proposto por Spiegelhalter et al. (2002), o Crite´rio Desvio-Informac¸a˜o (DIC) e´
uma generalizac¸a˜o do BIC. Esse crite´rio se destaca dos outros por poder ser incor-
porado em modelos para os quais a posteriori foi obtida por meio de simulac¸o˜es de
Monte Carlo via cadeias de Markov.
Considerando {θ(1)i , . . . ,θ(r)i } a amostra a posteriori dos paraˆmetros do modelo
Mi, a implementac¸a˜o computacional do DIC e´ dada por:






i ) + 2logL(θˆi) (1.30)
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i e´ uma estimativa de θ˜i. Brooks (2002) traz mais detalhes
sobre o crite´rio e a implementac¸a˜o.
Fator de Bayes
Esse me´todo de selec¸a˜o e´ usado para comparac¸a˜o entre dois modelos, fazendo uso









Desse modo, se Bij e´ maior que 1, e´ prefer´ıvel escolher o modelo i. Por outro
lado, se Bij for menor que 1, e´ prefer´ıvel escolher o modelo j. O Fator de Bayes pode
ser interpretado a favor de um modelo de acordo, segundo Jeffreys (1961), com as
seguintes categorias:
Tabela 1.1: Interpretac¸a˜o do Fator de Bayes.
Bij Log(Bij) Evideˆncia a favor do modelo Mi
1 a 3,2 < 0, 5 Muito Fraca
3,2 a 10 0,5 a 1 Fraca
10 a 100 1 a 2 Forte
> 100 > 2 Muito Forte
Fonte: Meyes, 2009
Uma proposta computacional para a implementac¸a˜o desse me´todo (ver Raftery,













devendo preferir o modelo Mi se Bˆij < 1.
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Cap´ıtulo 2
Modelo de Resposta ao Item
Adaptado ao Controle da
Heterogeneidade
A seguir sera´ apresentada a definic¸a˜o do modelo de resposta ao item proposto
neste trabalho. O modelo propo˜e buscar ajuste em dados que esta˜o sujeitos a fatores
externos (conhecidos), ja´ que essa presenc¸a, entre outros efeitos, causa um aumento
da heterogeneidade.
A heterogeneidade nos modelos da TRI, usada em avaliac¸a˜o educacional, pode
ser devida aos agrupamentos (clusters) de alunos gerados por fatores conhecidos ou
desconhecidos (por na˜o se ter dados dispon´ıveis), por exemplo, se na˜o fosse medido
quem estudou em escola pu´blica ou privada. Sabe-se empiricamente que esse fator
gera probabilidades de acerto diferentes para os dois grupos e, certamente, vai com-
prometer o pressuposto de independeˆncia condicional entre os respondentes, gerando
assim heterogeneidade. Por outro lado, se esse fator e´ medido, mas na˜o e´ levado em
conta pelo modelo, ele continua gerando heterogeneidade. A Figura 2.1 mostra bem
esse exemplo pelas curvas caracter´ıstica dos itens de 1 a 9 da prova de matema´tica
da 8.a se´rie do ano de 2005 do Sistema nacional de avaliac¸a˜o ba´sica - SAEB. O ajuste
foi feito pelo modelo de Rasch com 1 paraˆmetro para cada grupo de rede de ensino.
Observa-se que para alunos da rede privada as probabilidades de acerto sa˜o maiores
para todos os itens aqui analisados, dado uma mesma habilidade. Realizou-se tambe´m
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o ajuste nos mesmos dados para cada grupo de cor de pele considerado pelo estu-
dante, utilizando modelo de Rasch com 1 paraˆmetro, ver Figura 2.2. Nota-se que a
cor da pele tambe´m influeˆncia nas respostas dadas. Alunos considerados com cor de
pele branca e amarela levam ligeira vantagem sobre os de cor negra e ind´ıgena. Esse
fato e´ mais acentuado nos itens 4 e 7.



















































































































































































































































Figura 2.1: Curvas caracter´ısticas dos itens 1 a 9 da prova de matema´tica 8.a se´rie do
ano de 2005 - SAEB, por rede de ensino.
O modelo aqui tratado sera´ capaz de usar essas e outras informac¸o˜es no ajuste dos
paraˆmetros de interesse, contribuindo em estimativas mais precisas, pois levara´ em
conta a heterogeneidade atribu´ıda a fatores conhecidos. O mesmo tera´ abordagem
bayesiana e a metodologia MCMC sera´ aplicada para o seu ajuste, atrave´s dos pacotes
MCMCpack e R2WinBUGS do ambiente computacional R. Apesar do modelo ser
essencialmente bayesiano, o mesmo pode ser visto de modo frequentista, bastanto
para isso desconsiderar as distribuic¸o˜es a priori para θj, bi e βk das expresso˜es (2.3),
(2.4) e (2.5), respectivamentes. O modelo de TRI com controle da heterogeneidade
atribu´ıda a fatores conhecidos e´ definido por:
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Figura 2.2: Curvas caracter´ısticas dos itens 1 a 9 da prova de matema´tica 8.a se´rie do
ano de 2005 - SAEB, por grupo de cor.
f(Yij = 1|θj) = e
(θj−bi)
1 + e(θj−bi)




θj ∼ N(0, 1); (2.3)
bi ∼ N(0, σ2b ); (2.4)
βk ∼ N(0, σ2β), k = 1, . . . , p; (2.5)
em que Yij representa a varia´vel aleato´ria que assume valor 1 caso o indiv´ıduo j
acerte o item i, e assume valor 0 caso contra´rio; θj corresponde ao trac¸o latente (co-
nhecimento ou habilidade) do respondente j, j = 1, . . . , n, assumindo que θj possui
distribuic¸a˜o a priori normal padra˜o; bi e´ paraˆmetro de dificuldade do item i, medido
na mesma escala do trac¸o latente. Assume-se que bi possui distribuic¸a˜o a priori
normal com hiperparaˆmetros 0 e σ2b . ψj e´ o efeito multiplicativo com informac¸o˜es
do respondente j, ligado por meio da func¸a˜o logit ao preditor linear xjβ, e β e´ o
vetor p dimensional de paraˆmetros desconhecidos cuja distribuic¸a˜o a priori e´ normal.
Para um espec´ıfico βk, essa distribuic¸a˜o possui hiperparaˆmetros 0 e σ
2




(x1j, x2j, . . . , xpj) representa as caracter´ısticas do indiv´ıduo j com as potenciais fontes
de heterogeneidade do indiv´ıduo. Define-se, ainda, que X = (x1
>,x2>, . . . ,xn>)> e´
a matriz com as informac¸o˜es de todos os indiv´ıduos da amostra. Denota-se por
θ = (θ1, θ2, . . . , θn)
> e b = (b1, b2, . . . , bI)> os vetores contemplando os paraˆmetros de
trac¸os latentes e de dificuldades dos itens, respectivamente.
Note que e´ necessa´rio ter dispon´ıvel os poss´ıveis fatores causadores da heterogenei-
dade, a fim de serem alocados na matriz X. De acordo com as definic¸o˜es tomadas,












































Pelo Teorema de Bayes, tem-se a func¸a˜o de densidade de probabilidade conjunta
a posteriori :
f(β,θ, b|X,Y) ∝ L(θ, b,β|X,Y)f(θ)f(b)f(β). (2.9)
Considerando que Yij ∼ Bin(pijψj), em que logit(p)=θj − bi e logit(ψj) = x>j β, a














1 + exp{θj − bi}
exp{x>j β}
1 + exp{x>j β}
)yij(
1− exp{θj − bi}
1 + exp{θj − bi}
exp{x>j β}








exp{θj − bi + x>j β}





[1 + exp{θj − bi}][1 + exp{x>j β}]− exp{θj − bi + x>j β}









exp{θj − bi + x>j β}
[1 + exp{θj − bi}][1 + exp{x>j β}]
)yij( 1 + exp{θj − bi}+ exp{x>j β}





[1 + exp{θj − bi}][1 + exp{x>j β}]







(exp{θj − bi + x>j β})yij
(
(1 + exp{θj − bi}+ exp{x>j β})1−yij













(1 + exp{θj − bi}+ exp{x>j β})1−yij
[1 + exp{θj − bi}][1 + exp{x>j β}]
)






[1 + exp{θj − bi}+ exp{x>j β}]1−yij
[1 + exp{θj − bi}][1 + exp{x>j β}]
)
(2.10)
Aplicando (2.6), (2.7), (2.8), (2.10) em (2.9) tem-se a seguinte func¸a˜o de densidade
conjunta a posteriori :
P (β,θ, b|X,Y) ∝ L(θ, b,β|X,Y)P (θ)P (b)P (β)






[1 + exp{θj − bi}+ exp{x>j β}]1−yij









































[1 + exp{θj − bi}+ exp{x>j β}]1−yij
[1 + exp{θj − bi}][1 + exp{x>j β}]
)
. (2.11)
2.1 Aplicac¸a˜o em Dados Simulados
Aqui apresentamos resultados nume´ricos da aplicac¸a˜o do modelo em dados simu-
lados computacionalmente. Nesse ambiente controlado, poˆde-se analisar a viabilidade
do modelo e o pacote computacional mais adequado para seu ajuste. Adotou-se aqui
a sigla MACH para se referir ao modelo adaptado ao controle da heterogeneidade.
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Pre´-Teste
Foi realizada a implementac¸a˜o computacional do modelo proposto atrave´s do pa-
cote MCMCpack utilizado a func¸a˜o MCMCmetrop1R e, em seguida, atrave´s da func¸a˜o
gibbs do pacote LearnBayes, ambos do ambiente computacional R. No pre´-teste do
modelo, os dados simulados tiveram a seguinte configurac¸a˜o: 500 respondentes, 5 itens
e 2 covaria´veis para heterogeneidade. De modo que os trac¸os latentes dos respondentes
foram amostrados de uma distribuic¸a˜o Normal padra˜o, o vetor de paraˆmetros de difi-
culdade dos itens dado por b = (−2,−1, 0, 1, 2) e os paraˆmetros das covaria´veis para
a superdispersa˜o β = (1, 1.5). A matriz de caracter´ısticas X500×2 foi constru´ıda de
forma a possuir 4 grupos de respondentes (4 n´ıveis de ψ). Assim, para cada coluna
da matrix X500×2, foram sorteados 250 respondentes para assumir caracter´ıstica de
valor 1, e os demais passaram a assumir caracter´ıstica de valor 2. De forma que
possua 4 grupos de 125 respondentes, em me´dia. Portanto, os n´ıveis de ψ assumem
os valores: 0.993, 0.982, 0.971 e 0.924. Para a gerac¸a˜o da cadeia foram consideradas
1.000 iterac¸o˜es, thin 1 e Burn in de 100 iterac¸o˜es. A utilizac¸a˜o do algoritmo de
Metropolis, pela func¸a˜o MCMCmetrop1R, foi inviabilizada devido ao grande nu´mero
de paraˆmetros, fazendo com que a taxa de aceitac¸a˜o tendesse a zero. Por outro lado,
o amostrador de gibbs, executado pela func¸a˜o gibbs, apresentou estimativas plaus´ıveis
em relac¸a˜o aos dados simulado, ver Tabela 2.1. A simulac¸a˜o levou em torno de duas
horas e meia para ser conclu´ıda em um computador Dual Core E2140 1.60 GHz, 2
GB DDR3 com sistema operacional Windows XP 32 bit.
Tabela 2.1: Resultados do ajuste do modelo com 500 respondentes, 5 itens e 2 fatores
de heterogeneidade. Pre´-teste com 1.000 iterac¸o˜es do amostrador de Gibbs.
Valor estimado
Paraˆmetros Valor Real Estat´ısticas
Mı´nimo 1◦ Quartil Mediana Me´dia 3◦ Quartil Ma´ximo
b1 -2 -2,662 -2,059 -1,946 -1,947 -1,826 -1,507
b2 -1 -1,473 -1,066 -0,979 -0,981 -0,889 -0,548
b3 0 -0,358 -0,107 -0,019 -0,023 0,058 0,398
b4 1 0,579 0,876 0,958 0,958 1,040 1,335
b5 2 1,465 1,801 1,905 1,906 2,000 2,389
β1 1 -0,560 0,937 0,346 1,405 1,833 4,203
β2 1,5 -0,687 1,004 1,400 1,442 1,874 4,420
Os resultados preliminares do modelo mostraram-se satisfato´rios. Os valores reais
dos paraˆmetros pertenceram ao intervalo entre o 1◦ e o 3◦ quartil das amostras gera-
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Figura 2.3: Gra´fico de iterac¸o˜es do amostrador de Gibbs para os paraˆmetros de dificul-
dade e de superdispersa˜o.
das por Gibbs. Pore´m, nota-se claramente que as cadeias de β1 e β2 na˜o atingiram
a convergeˆncia. Ver Figura 2.3. Ressalta-se ainda o fato de se ter utilizado uma
amostra simulada relativamente pequena de 500 respondentes, 5 itens e 2 covaria´veis
para heterogeneidade, com apenas 1.000 iterac¸o˜es de Gibbs. Apesar do pacote Learn-
Bayes ter se mostrado mais via´vel que o MCMCmetrop1R para esse problema, na˜o foi
poss´ıvel realizar simulac¸a˜o com grandes amostras devido ao esforc¸o computacional se
intensificar exponencialmente com o aumento das iterac¸o˜es e do tamanho amostral.
Parecendo, assim, ser invia´vel em uma aplicac¸a˜o real, passando mais de sete dias para
se obter estimativas a partir de dados com 2.000 alunos e 5.000 iterac¸o˜es.
Desse modo, foi necessa´rio explorar em outros softwares estat´ısticos meios de
se ajustar o modelo em tempo ha´bil. O software Winbugs 14 manipulado pelo R
atrave´s do pacote R2WinBugs mostrou-se bem superior que o algoritmo de gibbs
executado pelo LearnBayes, pelo fato de monitorar apenas as cadeias de interesse, b e
β. Finalizando o processo de estimac¸a˜o com 1.500 respondentes e 100.000 iterac¸o˜es,
com paraˆmetros ideˆnticos ao do pre´-teste, em torno de 4 horas (computador Atom




Pelos resultados do pre´-teste, viu-se que a execuc¸a˜o da simulac¸a˜o pelo Winbugs
14 atrave´s do pacote R2WinBugs do R foi mais via´vel. Assim, optou-se por utilizar
esse pacote para uma simulac¸a˜o com amostra grande.
A simulac¸a˜o foi realizada em um computador i7 - 2.2ghz, 8gb ddr3, placa de v´ıdeo
GEFORCE 630M com sistema operacional Microsoft Windows 7 - 64 bits. Os dados
tiveram a seguinte configurac¸a˜o: 5.000 respondentes, 23 itens e 2 covaria´veis para a
heterogeneidade. A matriz de caracter´ısticas X5000×2 foi constru´ıda de forma a possuir
4 grupos de respondentes (4 n´ıveis de ψ). Desse modo, para cada coluna da matriz
X5000×2, foram sorteados 2.500 respondentes para assumir caracter´ıstica de valor 1,
e os demais passaram a assumir caracter´ıstica de valor 2. De forma que possua 4
grupos de 1.250 respondentes, em me´dia. Os trac¸os latentes dos respondentes foram
amostrados de uma distribuic¸a˜o Normal padra˜o. O vetor de paraˆmetros de dificuldade
dos itens foi composto por 5 repetic¸o˜es de cada um dos seguintes valores: -2,-1,0,1,
respectivamente, treˆs repetic¸o˜es de 2 e uma de 3, totalizando 23 paraˆmetros. Os
paraˆmetros das covaria´veis para a superdispersa˜o foram β = (1, 1.5). De acordo como
X5000×2 e β foram definidos, os valores de ψ assumem os valores: 0.993, 0.982, 0.971
e 0.924. Monitorou-se apenas os vetores de paraˆmetros b e β. Foram geradas duas
cadeias para cada paraˆmetro com a seguinte configurac¸a˜o: 1.000.000 iterac¸o˜es, thin 10
e Burn in de 500.000 iterac¸o˜es. Definiu-se esses dados gerados, por convenieˆncia, de
simulac¸a˜o 1. O tempo gasto na simulac¸a˜o foi de 19 dias. Os resultados se encontram
na Tabela 2.2.
Observa-se pelos gra´ficos de diagno´sticos, em anexo, um ind´ıcio de convergeˆncia
das cadeias. Observa-se que as 2 cadeias geradas para cada paraˆmetro oscilam em
torno de uma me´dia comum, sem apresentar tendeˆncias, com variaˆncia constante. Os
testes de Geweke, mostrado na Figura 2.14 em anexo, tambe´m indicam que as cadeias
convergiram.
Nota-se que as estimativas obtidas para os paraˆmetros de dificuldade sa˜o plaus´ıveis,
dado que o intervalo entre os quantis de ordem 97,5% e 2,5% conte´m o verdadeiro valor
do paraˆmetro. Ale´m disso, as medidas de posic¸a˜o se encontram bem pro´ximas destes
reais valores. Por outro lado, as estimativas dos paraˆmetros para a superdispersa˜o
na˜o foram ta˜o satisfato´rias, apesar de o intervalo conter o valor real.
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Tabela 2.2: Resultados do ajuste com 5.000 respondentes, 24 itens e 2 fatores de hete-
rogeneidade. Simulac¸a˜o MCMC com 1.000.000 iterac¸o˜es do amostrador de Gibbs.
Valor estimado
Paraˆmetros Valor Real Estat´ısticas
Me´dia Desvio Padra˜o 2,5% 25% 50% 75% 97,5%
beta[1] 1 1.271 0.153 0.984 1.166 1.266 1.371 1.586
beta[2] 1.5 1.313 0.154 1.025 1.208 1.309 1.414 1.630
b[1] -2 -2.033 0.053 -2.137 -2.068 -2.033 -1.997 -1.930
b[2] -2 -1.986 0.052 -2.088 -2.020 -1.985 -1.950 -1.886
b[3] -2 -1.942 0.051 -2.043 -1.976 -1.942 -1.908 -1.844
b[4] -2 -1.976 0.052 -2.079 -2.010 -1.975 -1.941 -1.876
b[5] -2 -1.937 0.051 -2.038 -1.971 -1.937 -1.902 -1.838
b[6] -1 -0.960 0.040 -1.040 -0.987 -0.960 -0.933 -0.882
b[7] -1 -1.003 0.040 -1.082 -1.030 -1.003 -0.976 -0.924
b[8] -1 -1.002 0.040 -1.081 -1.029 -1.002 -0.974 -0.923
b[9] -1 -0.972 0.040 -1.051 -0.998 -0.972 -0.945 -0.894
b[10] -1 -0.991 0.040 -1.069 -1.017 -0.990 -0.964 -0.912
b[11] 0 0.035 0.036 -0.035 0.011 0.035 0.059 0.105
b[12] 0 0.013 0.036 -0.057 -0.011 0.013 0.037 0.083
b[13] 0 -0.020 0.036 -0.091 -0.044 -0.020 0.004 0.050
b[14] 0 0.028 0.036 -0.042 0.004 0.028 0.052 0.098
b[15] 0 0.074 0.036 0.004 0.050 0.074 0.098 0.144
b[16] 1 0.964 0.037 0.891 0.939 0.964 0.989 1.037
b[17] 1 1.002 0.038 0.929 0.977 1.002 1.028 1.076
b[18] 1 1.029 0.038 0.955 1.003 1.029 1.054 1.103
b[19] 1 1.024 0.038 0.951 0.999 1.024 1.050 1.098
b[20] 1 1.027 0.038 0.954 1.002 1.027 1.053 1.101
b[21] 2 2.070 0.046 1.981 2.039 2.070 2.100 2.159
b[22] 2 1.983 0.045 1.896 1.953 1.982 2.012 2.071
b[23] 2 2.037 0.045 1.949 2.007 2.037 2.068 2.127
b[24] 3 2.939 0.060 2.823 2.899 2.939 2.979 3.057
2.2 Comparac¸a˜o entre o modelo adaptado e o tradi-
cional de Rasch
Comparou-se nesta sec¸a˜o os ajustes feitos pelo modelo adaptado para hetero-
geneidade com o modelo tradicional de Rasch. Foram utilizados os mesmos dados
heterogeˆneos da simulac¸a˜o 1, sec¸a˜o anterior, para se estimar os paraˆmetros do modelo
tradicional de Rasch. As curvas caracter´ısticas dos 23 itens desse ajuste se encon-
tram na Figura 2.4. A Tabela 2.3 mostra os valores estimados para os paraˆmetros de
dificuldade dos dois modelos.
Com o modelo adaptado para heterogeneidade, um item qualquer passa a ter mais
de uma curva caracter´ıstica, ou seja, tantas curvas quantos forem os n´ıveis de ψ. Isto
e´, os grupos (clusters) que causam heterogeneidade nos dados passam a ser contro-
lados. Com isso, apesar de o item possuir o mesmo n´ıvel de dificuldade para todos
respondentes, as covaria´veis dos mesmos fazem com que a probabilidade de acerto
seja diferente entre os grupos. Note que, para dados heterogeˆneos, o modelo tradi-
cional superestima a dificuldade em todos os itens, ver Tabela 2.3. Esse fato fica mais
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Figura 2.4: Gra´fico das Curvas Caracter´ısticas do Itens ajustadas pelo modelo tradi-
cional de Rasch, dados da simulac¸a˜o 1.
evidente no pro´ximo ajuste feito a partir dos dados simulados, com heterogeneidade
acentuada. Pela Figura 2.5, observa-se as curvas caracter´ısticas do item 1 do ajuste de
ambos os modelos. E´ importante destacar o fato que ocorre no ajuste feito pelo mo-
delo tradicional frente ao adaptado. Nota-se que, pelo ajuste do MACH, cada grupo
possui um limite superior de probabilidade diferente na CCI. O Modelo tradicional
superestima a dificuldade do item a fim de contemplar um ajuste que satisfac¸a todos
os grupos existentes. Por outro lado, o MACH estima corretamente a dificuldade do
item para todos os alunos, pore´m, penaliza na probabilidade de acerto de acordo com
as caracter´ısticas, uns mais e outros menos. Esse fato na˜o foi ta˜o evidente pois a
heterogeneidade nos dados foi relativamente baixa.






























Tabela 2.3: Comparac¸a˜o entre o ajuste do modelo adaptado e o ajuste do modelo
tradicional de Rasch. Dados da simulac¸a˜o 1. MCMC com 2 cadeias de 1.000.000
iterac¸o˜es do amostrador de Gibbs.
Estimativas
Paraˆmetros Valor Real Modelo Adaptado (MCMC) Modelo Tradicional Diferenc¸a
Me´dia (a) Mediana DP Estimativa (b) EP (a-b)
beta[1] 1 1,271 1,266 0,153 - -
beta[2] 1,5 1,313 1,309 0,154 - -
b[1] -2 -2,033 -2,033 0,053 -1,813 0,042 -0,220
b[2] -2 -1,986 -1,985 0,052 -1,779 0,042 -0,207
b[3] -2 -1,942 -1,942 0,051 -1,735 0,041 -0,207
b[4] -2 -1,976 -1,975 0,052 -1,761 0,042 -0,215
b[5] -2 -1,937 -1,937 0,051 -1,722 0,041 -0,215
b[6] -1 -0,960 -0,960 0,040 -0,836 0,036 -0,124
b[7] -1 -1,003 -1,003 0,040 -0,878 0,036 -0,125
b[8] -1 -1,002 -1,002 0,040 -0,871 0,036 -0,131
b[9] -1 -0,972 -0,972 0,040 -0,853 0,036 -0,119
b[10] -1 -0,991 -0,990 0,040 -0,868 0,036 -0,123
b[11] 0 0,035 0,035 0,036 0,106 0,034 -0,071
b[12] 0 0,013 0,013 0,036 0,081 0,034 -0,068
b[13] 0 -0,020 -0,020 0,036 0,051 0,034 -0,071
b[14] 0 0,028 0,028 0,036 0,097 0,034 -0,069
b[15] 0 0,074 0,074 0,036 0,140 0,034 -0,066
b[16] 1 0,964 0,964 0,037 1,004 0,036 -0,040
b[17] 1 1,002 1,002 0,038 1,044 0,037 -0,042
b[18] 1 1,029 1,029 0,038 1,069 0,037 -0,040
b[19] 1 1,024 1,024 0,038 1,066 0,037 -0,042
b[20] 1 1,027 1,027 0,038 1,069 0,037 -0,042
b[21] 2 2,070 2,070 0,046 2,093 0,045 -0,023
b[22] 2 1,983 1,982 0,045 2,007 0,044 -0,024
b[23] 2 2,037 2,037 0,045 2,062 0,045 -0,025
b[24] 3 2,939 2,939 0,060 2,960 0,059 -0,021
Nota: DP e EP representam desvio padra˜o e erro padra˜o, respectivamente.
No cena´rio a seguir foi acentuada a heterogeneidade nos dados para se perceber
com mais clareza o que acontece com os dois modelos. Foram consideradas nessa
simulac¸a˜o as mesmas configurac¸o˜es dos dados do pre´-teste, com excec¸a˜o do nu´mero
de respondentes, que passaram para 2.000, e dos paraˆmetros para superdispersa˜o,
assumindo β = (0.5, 1). De acordo como β e X2.000×2 foram definidos, os n´ıveis de ψ
passam a ser mais acentuados: 0.952, 0.924, 0.881 e 0.817. Denominou-se esses dados
gerados por simulac¸a˜o 2. A Tabela 2.4 apresenta os resultados dos ajustes. A Figura
2.6 apresenta as cadeias dos paraˆmetros geradas pelo ajuste (via MCMC) do modelo
adaptado.
Observa-se a partir das duas comparac¸o˜es feitas que o erro padra˜o das estimati-
vas do modelo tradicional e´ menor que o desvio padra˜o das estimativas do modelo
adaptado. Esse fato e´ mais percept´ıvel na simulac¸a˜o 2, onde os dados sa˜o mais hete-
rogeˆneos. Uma justificativa para esse fenoˆmeno e´ que o modelo tradicional subestima
a variabilidade existente nos dados heterogeˆneos (com superdisperc¸a˜o). Consequente-
mente, isso acarreta na inflac¸a˜o do erro do tipo I, obtendo, assim, valores de P arti-
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Tabela 2.4: Comparac¸a˜o entre o ajuste do modelo adaptado e o ajuste do modelo
tradicional de Rasch. Dados da simulac¸a˜o 2. MCMC com 100.000 iterac¸o˜es.
Estimativas
Paraˆmetros Valor Real Modelo Adaptado Modelo Tradicional Diferenc¸a
Me´dia (a) Mediana DP Estimativa (b) EP (a-b)
beta[1] 0,5 0,437 0,437 0.153 - - -
beta[2] 1 1,048 1,045 0.154 - - -
b[1] -2 -1,940 -1,997 0.053 -1,269 0,038 -0,666
b[2] -1 -0,997 -0,997 0.052 -0,585 0,035 -0,412
b[3] 0 0,002 0,003 0.051 0,275 0,043 -0,273
b[4] 1 1,019 1,020 0.052 1,209 0,037 -0,190
b[5] 2 1,947 1,947 0.051 2,097 0,045 -0,150
Nota: DP e EP representam desvio padra˜o e erro padra˜o, respectivamente.
Figura 2.6: Gra´fico de iterac¸o˜es do amostrador de Gibbs para os paraˆmetros de dificul-
dade e de superdispersa˜o. Simulac¸a˜o 2.
ficialmente significativos (VIEIRA, 2008). Outro ponto que merece destaque e´ o fato
do modelo tradicional apresentar maiores superestimativas para itens fa´ceis quando
comparados com os mais dif´ıceis.
Note que os fatores externos conhecidos que interferem na probabilidade de acerto
do item entram no modelo apenas penalizando os grupos, uns mais e outros menos,
conservando a dificuldade dos itens. Essa penalizac¸a˜o e´ dada pelo efeito multiplicativo
ψ, e serve de base na comparac¸a˜o entre grupos. Por outro lado, esse efeito tambe´m
esta´ controlando a heterogeneidade existente.
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Figura 2.7: CCI 1 ajustada pelo
modelo tradicional de Rasch e pelo
MACH, dados da simulac¸a˜o 2.


























Figura 2.8: CCI 5 ajustada pelo
modelo tradicional de Rasch e pelo
MACH, dados da simulac¸a˜o 2.
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Cap´ıtulo 3
Aplicac¸a˜o do modelo adaptado aos
dados da Prova Brasil 2007
Neste cap´ıtulo foi feita a aplicac¸a˜o do modelo tradicional de Rasch e do adaptado
para heterogeneidade aqui proposto, bem como a comparac¸a˜o entre os mesmos. A
seguir, explanou-se sobre o banco de dados da Prova Brasil, e como foi extra´ıda uma
parte para realizar este estudo.
Sobre a Prova Brasil
A Prova Brasil e´ um exame nacional de larga escala aplicado a cada dois anos a
alunos da Educac¸a˜o Ba´sica, 4a e 8a se´rie (quinto e nono anos) do Ensino Fundamental,
das escolas pu´blicas urbanas e rurais. E´ um dos instrumentos de avaliac¸a˜o do sistema
educacional brasileiro do Inep/MEC (INEP, 2012). Segundo o MEC, a Prova Brasil
tem objetivo de auxiliar nas tomadas de deciso˜es do Governo Federal, Estadual e
Municipal, na direc¸a˜o de escola, professores e comunidade escolar, em relac¸a˜o a` busca
da melhoria da qualidade de ensino. A avaliac¸a˜o dos alunos e´ feita sob a o´tica de duas
habilidades: l´ıngua portuguesa - associada a competeˆncias de leitura e interpretac¸a˜o
de texto - e matema´tica, associada a` competeˆncia em resoluc¸a˜o de problemas. A partir
dessas avaliac¸o˜es pode-se acompanhar ao longo do tempo a evoluc¸a˜o das escolas,
das redes e do sistema como um todo, ale´m de subsidiar os ca´lculos do I´ndice de
Desenvolvimento da Educac¸a˜o Ba´sica (Ideb). Assim, e´ poss´ıvel realizar ac¸o˜es voltadas
para a correc¸a˜o de distorc¸o˜es e direcionar recursos te´cnicos e financeiros para as a´reas
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priorita´rias, visando a reduc¸a˜o das desigualdades nelas existentes, (INEP, 2012).
A Prova Brasil surgiu no ano de 2005, quando o Sistema de Avaliac¸a˜o da E-
ducac¸a˜o Ba´sica foi reestruturado. O SAEB dividiu-se em duas avaliac¸o˜es comple-
mentares: Avaliac¸a˜o Nacional da Educac¸a˜o Ba´sica (Aneb) e a Avaliac¸a˜o Nacional do
Rendimento Escolar (Anresc). A Anresc, conhecida como Prova Brasil, abrange de
maneira censita´ria os estudantes das redes pu´blicas e oferece resultados de cada escola
participante, das redes no aˆmbito dos munic´ıpios, dos estados, das regio˜es e do Brasil.
A Aneb, conhecida tambe´m como SAEB , abrange de maneira amostral os estudantes
das redes pu´blicas e privadas do pa´ıs. Ela oferece resultados de desempenho apenas
para o Brasil, regio˜es e unidades da Federac¸a˜o, ou seja, na˜o ha´ resultado por escola e
por munic´ıpio.
Quando realizado a prova, os envolvidos na avaliac¸a˜o, como os alunos, profes-
sores e o diretor da escola, respondem a um questiona´rio onde ha´ perguntas sobre
eles, sobre o ensino e sobre a escola. Ha´ tambe´m o questiona´rio socioeconoˆmico em
que os estudantes fornecem informac¸o˜es sobre fatores que podem estar associados ao
desempenho. O propo´sito do questiona´rio e´ construir um perfil das caracter´ısticas
desses envolvidos, e tambe´m possibilitar a investigac¸a˜o de fatores que podem inter-
ferir positivamente ou negativamente sobre o aprendizado dos alunos (INEP, 2012). O
questiona´rio do aluno, ver Figuras 3.23 e 3.24 em anexo, foi usado neste trabalho para
identificar os fatores que causam heterogeneidade nos dados, e, assim, incorpora´-los
ao modelo adaptado, como segue a proposta.
Quanto a` organizac¸a˜o da prova, sa˜o feitos 21 tipos de cadernos de provas e cada
aluno responde apenas um. Cada caderno possui quatro blocos de questo˜es, dois de
portugueˆs e dois de matema´tica. As questo˜es sa˜o de mu´ltipla escolha, com quatro
ou cinco alternativas de resposta. Para os alunos do 5◦ ano, o caderno de provas
possui 22 itens de portugueˆs e 22 itens de matema´tica. Ja´ para os alunos do 9◦ ano,
o caderno possui 26 itens para cada disciplina. O tempo para a realizac¸a˜o da prova e´
2 horas e 30 minutos. Os bancos de dados das avaliac¸o˜es passadas esta˜o dispon´ıveis
gratuitamente no site do INEP (www.inep.gov.br).
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Selec¸a˜o de uma parte do banco de dados
A avaliac¸a˜o da Prova Brasil e´ quase que censita´ria. Cerca de 5,5 milho˜es de alunos
fizeram a prova no ano de 2007, em mais de 50 mil escolas em todo o pa´ıs. Para este
estudo foi extra´ıda uma parte do banco de dados da Prova Brasil 2007. Selecionou-se
os alunos da 4a se´rie (quinto ano) da prova de Matema´tica que realizaram o caderno
de provas nu´mero “1”. Essa porc¸a˜o corresponde a 109.939 alunos para os 22 itens
da prova de matema´tica, mesmo banco utilizado por Silva (2011) para controlar a
heterogeneidade oriunda de fatores desconhecidos. Pore´m, essa quantidade de alunos
(paraˆmetros de habilidade) ainda e´ problema de esforc¸o real para se ajustar o modelo
proposto aqui via MCMC. Desse modo, sorteou-se 5.000 alunos dessa parcela para
compor os dados que sera˜o utilizados nos ajustes a seguir.
3.1 Ajuste do modelo tradicional de Rasch
Realizou-se o ajuste usando o modelo tradicional de Rasch atrave´s do pacote ltm
do ambiente computacional R. Primeiramente, foi feito o ajuste geral com todos os
estudantes, sem estratifica´-los por alguma caracter´ıstica. A Tabela 3.2, em anexo,
mostra as estimativas obtidas. A Figura 3.1 apresenta as curvas caracter´ısticas ajus-
tadas pelo modelo de Rasch para os 22 itens da prova.
Note que esse ajuste foi realizado sem considerar poss´ıvel existeˆncia de hetero-
geneidade nos dados. Observe que, se forem levadas em considerac¸a˜o as informac¸o˜es
extras dispon´ıveis no questiona´rio do aluno, e´ poss´ıvel investigar quais fatores inter-
ferem no seu desempenho. Se esse fenoˆmeno ocorrer, enta˜o e´ poss´ıvel que alunos
(ou grupos de alunos) na˜o respondem independentemente a prova, ou seja, os fatores
alteram a probabilidade de acerto entre grupos, prejudicando, assim, o pressuposto
da independeˆncia condicional.
Silva (2011) mostra que o banco de dados da Prova Brasil 2007 (parcela com
109.939 alunos da 4a se´rie submetidos ao caderno 1 da prova de matema´tica) apresenta
heterogeneidade. A fim de comprovar esse fenoˆmeno, considerou-se os itens “2”, “35”
e “38” do questiona´rio do aluno para se ajustar modelos separados para cada n´ıvel
de resposta dos respectivos itens. A seguir sa˜o apresentadas algumas estat´ısticas
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Figura 3.1: CCI ajustada pelo modelo tradicional de Rasch, dados da Prova Brasil
2007.
descritivas de cada n´ıvel de fator.
Tabela 3.1: Estat´ısticas descritivas dos fatores avaliados.
FATOR ESTATI´STICAS
Nu´mero de alunos % geral de acerto % geral de erro Na˜o responderam
Trab. fora de casa Trabalha fora 768 0,304 0,696 474
Na˜o trabalha fora 3758 0,352 0,648
Reprovac¸a˜o Nenhuma 2969 0,365 0,636 495
Pelo menos uma 1536 0,307 0,693
Branco e amarelo 1357 0,345 0,655
E´tnico-Racial Pardo 2535 0,353 0,647 434
Preto e ı´ndio 674 0,320 0,680
Fator 1: Trabalhar fora de casa - Questa˜o 35
Esse fator possui dois n´ıveis: se o aluno trabalha fora de casa (x=1) ou na˜o
trabalha (x=0). Ajustou-se um modelo para ambos os extratos. Observa-se nas
Tabelas 3.7 e 3.8, em anexo, que as estimativas de quase todos os paraˆmetros de
dificuldade b sa˜o superiores para os alunos que trabalham fora casa, ou seja, quem na˜o
trabalha fora tem mais chance de acerto nos itens da prova. Nos gra´ficos das curvas
caracter´ısticas de alguns itens, esse fato e´ claramente notado, Figura 3.2. No entanto,
o fator “Trabalhar fora de casa” prejudica o pressuposto de independeˆncia condicional
e causa heterogeneidade. Devendo, assim, considera´-lo no modelo proposto.
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Figura 3.2: CCI ajustada pelo modelo tradicional de Rasch, comparac¸a˜o sobre trabalho
fora de casa. Dados da Prova Brasil 2007.
Fator 2: Reprovac¸a˜o - Questa˜o 38
O fator “Reprovac¸a˜o” possui originalmente 3 n´ıveis: “o aluno na˜o possui re-
provac¸a˜o”, “possui uma reprovac¸a˜o” e “mais de uma reprovac¸a˜o”. As duas u´ltimas
categorias foram agregadas por possu´ırem ajustes parecidos, passando a compor a
categoria “pelo menos uma reprovac¸a˜o”. Assim, definiu-se: x=0 se o aluno na˜o pos-
sui reprovac¸a˜o; e x=1 se o aluno possui pelo menos uma reprovac¸a˜o. E´ evidente
tambe´m a interfereˆncia do fator na probabilidade de acerto dos itens. Nota-se nas
Tabelas 3.5 e 3.6, em anexo, que as estimativas dos paraˆmetros de dificuldade b sa˜o
superiores para os alunos que reprovaram pelo menos uma vez, com excec¸a˜o do itens
15 e 17. Isto e´, o fator causa heterogeneidade. Na Figura 3.3 e´ mostrado algumas
curvas caracter´ısticas que explicitam o fenoˆmeno.
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Figura 3.3: CCI ajustada pelo modelo tradicional de Rasch, comparac¸a˜o sobre re-
provac¸a˜o. Dados da Prova Brasil 2007.
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Fator 3: E´tnico-Racial - Questa˜o 2
Este fator possui 5 categorias: branco, pardo, preto, amarelo e ı´ndio. Dois pares
dessas categorias foram agregados por dois motivos: primeiro, por possu´ırem ajustes
similares, e, segundo, para reduzir esforc¸o computacional do ajuste via MCMC do
modelo proposto. Assim, este banco de dados passou a ter as treˆs categorias: “branco
e amarelo” (x=0), “pardo” (x=1) e “´ındio e preto” (x=2). Mais uma vez e´ evidente a
perturbac¸a˜o que esses fatores geram nas probabilidades de acerto dos itens ao criarem
certos grupos. As Tabelas 3.7, 3.8 e 3.9, em anexo, apresentam as estimativas dos
paraˆmetros dos modelos. Pela Figura 3.4, nota-se que as estimativas dos paraˆmetros
de dificuldade dos pardos sa˜o ligeiramente superiores que as dos considerados pretos
e ı´ndios. Indicando que os itens sa˜o relativamente mais fa´ceis para aquele grupo.








































































Figura 3.4: CCI ajustada pelo modelo tradicional de Rasch, comparac¸a˜o e´tnico-racial.
Dados da Prova Brasil 2007.
3.2 Ajuste do modelo com controle da hetero-
geneidade atribu´ıda a fatores conhecidos
O modelo adaptado para heterogeneidade, proposto neste trabalho, foi submetido
ao ajuste para os dados da Prova Brasil 2007. Viu-se na sec¸a˜o anterior que os fa-
tores: “trabalhar fora de casa”, “reprovac¸a˜o” e “e´tnico-racial” sa˜o causadores poten-
ciais de heterogeneidade. No entanto, esses fatores foram incorporados ao modelo
como covaria´veis do efeito ψ. Utilizou-se a ide´ia do procedimento de selec¸a˜o Forward
(DRAPER e SMITH, 1981) para obter melhor ajuste com base nessas covaria´veis. A
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ide´ia e´ ajustar modelos adicionando cada covaria´vel por vez, e incorpora´-las quando
forem significativas. A seguir e´ apresentado ajustes para cada uma das covaria´veis. Os
mesmos foram realizados atrave´s do pacote computacional R2WinBugs do software
R 2.15. As simulac¸o˜es MCMC tiveram 500.000 iterac¸o˜es, burn in de 250.000 e thin
igual a 10 iterac¸o˜es, com 1 cadeia para cada paraˆmetro. Monitorou-se os paraˆmetros
b e β. O tempo gasto no processamento dos ajustes foi de 5 dias em um computador
Intel Xeon 2.40 GHz - 2 processadores, 16 GB de memo´ria, com sistema operacional
Windows Server Standart 64 bit.
Fator 1: Trabalhar fora de casa
A Tabela 3.10, em anexo, mostra as estimativas obtidas do modelo. Os gra´ficos de
diagno´sticos indicam a convergeˆncia das cadeias de β, ver Figura 3.5. Os paraˆmetros
da superdispersa˜o foram significativos de acordo com o intervalo de credibilidade,
ver Figura 3.6. Comparando as curvas caracter´ısticas dos itens, observa-se similar
comportamento ao estudo de simulac¸a˜o, Figura 3.7. De acordo com o preditor linear
do efeito estimado, logit(ψˆ) = 0, 909 + 1, 158x, o grupo que “na˜o trabalha fora”
(x=1) possui acre´scimo de 1,158 unidades, ou seja, o efeito ψ desse grupo e´ de 0,887
contra 0,713 do grupo que “trabalha fora”, Figura 2.15. Sabe-se que esse efeito
incorpora-se ao modelo tradicional de Rasch multiplicando-o. Com base nisso, pode-
se dizer que o grupo que “trabalha fora de casa” (ψˆ = 0, 713) tem uma reduc¸a˜o na
probabilidade de acerto maior que no grupo que “na˜o trabalha fora”, pois o ψˆ desse
foi de 0,887, que reduz pouco a probabilidade em relac¸a˜o ao outro efeito. Assim,
considerando estes dois valores (0,713; 0,887) para efeito de comparac¸a˜o entre grupos,
e´ poss´ıvel dizer que o desempenho do grupo que na˜o trabalha fora de casa e´ 24%
(0, 887/0, 713 = 1, 24) maior que o desempenho do grupo que trabalha fora. Note que,
ale´m de controlar a heterogeneidade causada pelo fator em estudo, e´ poss´ıvel utilizar
ψj para comparar os n´ıveis desse mesmo. Outra observac¸a˜o que merece destaque e´ o
fato das estimativas das dificuldades dos itens serem menores e com desvios padro˜es
maiores quando comparadas com as estimativas do modelo tradicional. Esse fenoˆmeno
tambe´m ocorreu no estudo de simulac¸a˜o, indicando possivelmente a captac¸a˜o de maior
variabilidade nas estimativas.
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Figura 3.5: Gra´ficos de diagno´stico das cadeias dos paraˆmetros β1 e β2 do ajuste pon-
derado pelo fator “Trabalha fora de casa”, simulac¸a˜o MCMC.
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beta[1]
Figura 3.6: Intervalos de credibilidade dos paraˆmetros ajustados, ao n´ıvel de 95% e
99%. Modelo ponderado pelo fator “Trabalha fora de casa”, simulac¸a˜o MCMC.
Fator 2: Reprovac¸a˜o
Os gra´ficos de diagno´sticos na˜o indicam satisfato´ria convergeˆncia das cadeias de β,
o que levou a utilizar um thin adicional de 10 iterac¸o˜es, melhorando a independeˆncia
entre os valores amostrados, sendo poss´ıvel, assim, fazer infereˆncias sobre os mesmos,
ver Figura 3.8. Pela Figura 3.10, observa-se que ajuste feito somente com o fator
reprovac¸a˜o tambe´m e´ significativo em relac¸a˜o aos paraˆmetros da superdispersa˜o. A
Tabela 3.11 em anexo mostra as estimativas obtidas. Neste caso, os paraˆmetros
estimados do preditor linear foram: logit(ψˆ) = 2, 099−1, 280x, lembrando que adotou-
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Figura 3.7: Curvas caracter´ısticas dos itens 1, 5 e 8 ajustada pelo modelo tradicional
e adaptado, pelas linhas cont´ınuas e tracejadas, respectivamente - controlando o fator
“Trabalha fora de casa”.
se no ajuste a notac¸a˜o x=0 se o aluno na˜o foi reprovado e x=1 se o aluno que foi
reprovado pelo menos 1 vez. Assim, quem possui pelo menos uma reprovac¸a˜o obteve
ψˆ = 0, 694, e para quem nunca foi reprovado o ψˆ foi de 0,891. Ou seja, como explicado
anteriormente, o desempenho de quem nunca foi reprovado e´ 28% (0,891/0,694=1,28)
maior em relac¸a˜o aqueles que reprovaram pelo menos uma vez. A Figura 3.10 mostra
as curvas caracter´ısticas de alguns itens deste ajuste, comparando com o modelo
tradicional.
Figura 3.8: Gra´ficos de diagno´stico das cadeias dos paraˆmetros β1 e β2 do ajuste sob o
fator “Reprovac¸a˜o”, simulac¸a˜o MCMC.
Fator 3: E´tnico-Racial
Neste ajuste as cadeias dos paraˆmetros simulados, via MCMC, atingiram satis-
fato´ria convergeˆncia. Os gra´ficos de diagno´sticos encontram-se na Figura 3.11. Os
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Figura 3.9: Intervalos de credibilidade dos paraˆmetros ajustados, ao n´ıvel de 95% e
99%. Modelo ponderado pelo fator “reprovac¸a˜o”, simulac¸a˜o MCMC.
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Figura 3.10: Curvas caracter´ısticas dos itens 1, 3 e 16 ajustada pelo modelo tradicional
e adaptado, pelas linhas cont´ınuas e tracejadas, respectivamente - controlando o fator
“reprovac¸a˜o”.
paraˆmetros do preditor linear do efeito ψ foram significativos, de acordo com os
intervalos de credibilidades apresentados na Figura 3.12. Aqui, como o fator possui
3 n´ıveis, a matriz X de covaria´veis foi formulada da seguinte forma: a primeira
coluna com todos os valores iguais a 1; a segunda coluna, x1, assumindo valor 1 se o
aluno e´ classificado com “pardo” e 0 caso contra´rio; a terceira coluna, x2, assumindo
valor 1 se o aluno e´ considerado “preto ou ı´ndio” e 0 caso contra´rio. Desse modo,
o grupo de refereˆncia para efeito de comparac¸a˜o e´ o “branco ou amarelo’. O efeito
multiplicativo estimado foi de logit(ψˆ) = 1, 732 + 0, 276x1 − 0, 456x2. Ou seja, o
grupo “branco ou amarelo” possui ψˆ = 0, 850, o grupo “pardo” em relac¸a˜o a esse
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possui ψˆ = 0, 881 e o grupo “preto ou ı´ndio”, tambe´m em relac¸a˜o a`quele, possui
ψˆ = 0, 782. Contudo, pode-se dizer que o grupo “pardo” tem aumento de 3,7%
(0, 881/0, 849 = 1, 037) no desempenho em relac¸a˜o ao grupo “branco e amarelo”. Por
outro lado, o grupo “branco e amarelo” apresenta aumento de 8,7% (0, 850/0, 782 =
1, 087) no desempenho quando comparado com o grupo “preto e ı´ndio”. Pelas curvas
caracter´ısticas dos itens, Figura 3.13, observa-se as diferenc¸as entre os grupos. E´
noto´rio o fato de existir diferentes desempenhos entre os grupos nos diferentes itens,
como e´ visto no ajuste pelo modelo tradicional para cada grupo. Pore´m, o modelo
adaptado estima essa diferenc¸a entre grupos com base em todos os itens. Isto e´, o
efeito existente em cada grupo e´ igual para todos os itens. E´ importante frisar que o
modelo supo˜e a existeˆncia de heterogeneidade, e na˜o o funcionamento diferencial do
item - DIF, ver Adriola (2001).
Figura 3.11: Gra´ficos de diagno´stico das cadeias dos paraˆmetros β1, β2 e β3 do ajuste
sob o fator “e´tnico-racial”, simulac¸a˜o MCMC.
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Figura 3.12: Intervalos de credibilidade dos paraˆmetros ajustados, ao n´ıvel de 95% e
99%. Modelo ponderado pelo fator “e´tnico-racial”, simulac¸a˜o MCMC.








































































Figura 3.13: Curvas caracter´ısticas dos itens 1, 10 e 16 ajustada pelo modelo tradicional
e adaptado, pelas linhas cont´ınuas e tracejadas, respectivamente - controlando o fator
“e´tinco-racial”.
Fatores: trabalha fora de casa × reprovac¸a˜o
Ajustou-se aqui o modelo controlando os fatores “trabalha fora de casa” e “re-
provac¸a˜o”, bem como a interac¸a˜o entre os mesmos, pois ambos foram significativos
individualmente. As cadeias foram melhoradas quanto a` independeˆncia dos valores
amostrados adicionado thin de 10 iterac¸o˜es, pore´m na˜o houve grandes mudanc¸as nos
valores estimados, Figura 3.14. Nota-se que as circunstaˆncias que prejudicam o de-
sempenho do aluno como reprovac¸a˜o ou trabalhar fora de casa sa˜o potencializadas
quando ambas ocorrem simultaneamente, ver Figura 3.15. O efeito ψ estimado foi de
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logit(ψˆ) = 1, 455 + 0, 497x1 − 1, 055x2, em que x1 e´ a varia´vel dummy representando
o aluno que na˜o trabalha fora por valor 1 e 0 caso contra´rio; e x2 a varia´vel dummy
para o fator reprovac¸a˜o, com valor 1 para quem tem pelo menos uma reprovac¸a˜o e
0 caso contra´rio. Assim, o grupo de refereˆncia e´ o que trabalha fora e na˜o tem re-
provac¸a˜o. Com isso, tem-se que para o grupo sem reprovac¸a˜o, na˜o trabalhar aumenta
o desempenho em 18,6%. Para o grupo que trabalha fora, ter reprovac¸a˜o reduz o de-
sempenho em 18,8%. Por fim, para o grupo que trabalha fora e na˜o tem reprovac¸a˜o,
na˜o trabalhar fora e ter pelo menos 1 reprovac¸a˜o reduz o desempenho em 0,2%.
Figura 3.14: Gra´ficos de diagno´stico das cadeias dos paraˆmetros β1, β2 e β3 do ajuste
sob os fatores “reprovac¸a˜o e trabalho fora de casa”, simulac¸a˜o MCMC.
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Figura 3.15: Curvas caracter´ısticas dos itens 1, 3 e 8 ajustada pelo modelo adaptado -
controlando os fatores “reprovac¸a˜o e trabalho fora de casa”.
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Conclusa˜o
O objetivo deste trabalho foi apresentar uma proposta de modelo de resposta ao
item com controle da heterogeneidade. O modelo proposto incorpora ao tradicional
de Rasch um efeito multiplicativo cujo preditor linear contempla caracter´ısticas de
indiv´ıduos que sa˜o potenciais geradoras de grupos (clusters). Esta proposta segue
uma linha paralela a que foi apresentada em Silva (2012), que propo˜e modelos de
TRI controlando a heterogeneidade oriunda de fatores desconhecidos.
O processo de estimac¸a˜o adotado para o modelo foi baseado no me´todo bayesiano.
Primeiramente, pensou-se em utilizar a abordagem do algoritmo de Metropolis usando
o ambiente computacional R, pore´m, foi invia´vel trabalhar com tal me´todo, pois o
modelo incorpora uma grande quantidade de paraˆmetros e causa intenso esforc¸o com-
putacional. Devido a esse problema, trabalhou-se com o software WinBugs atrave´s
do R pelo pacote R2WinBUGS, no qual pode-se monitorar apenas as cadeias de in-
teresse, b e β. Com isso, va´rios ajustes foram realizados a partir de dados simulados
a fim de estudar o comportamento do modelo. Verificou-se que o mesmo estimou sa-
tisfatoriamente os paraˆmetros definidos no gerador de amostras heterogeˆneas. Isto e´,
os intervalos de credibilidades dos ajustes contemplam os verdadeiros paraˆmetros da
amostra. Verificou-se tambe´m que o modelo tradicional apresentou certas deficieˆncias
quando se comparou com o adaptado para dados heterogeˆneos. Os paraˆmetros de di-
ficuldades foram superestimados por aquele modelo, principalmente para itens mais
fa´ceis. Ale´m disso, observou-se a partir das comparac¸o˜es feitas que os erros padro˜es
das estimativas do modelo tradicional foram menores que os desvios padro˜es das
estimativas do modelo adaptado. Esse fato foi mais percept´ıvel na Simulac¸a˜o 2 do
cap´ıtulo 2, onde os dados sa˜o mais heterogeˆneos. Uma justificativa para esse fenoˆmeno
e´ que o modelo tradicional subestima a variabilidade existente nos dados heterogeˆneos
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(com superdispersa˜o). Consequentemente, isso acarreta na inflac¸a˜o do erro do tipo I,
obtendo, assim, valores de P artificialmente significativos (VIEIRA, 2008).
A aplicac¸a˜o do modelo proposto nos dados do SAEB - Prova Brasil 2007 foi uma
das motivac¸o˜es do trabalho, visto que esse banco de dados apresenta questiona´rios com
caracter´ısticas de alunos que podem ser utilizadas como fatores no modelo. Ajustou-
se individualmente um modelo para cada fator analisado, a saber: se trabalha ou
na˜o fora de casa, se possui ou na˜o reprovac¸a˜o e fatores e´tnico-raciais, “branco ou
amarelo”, “pardo” ou “preto ou ı´ndio”. Em seguida um ajuste foi realizado com os
fatores “trabalho fora de casa” e “reprovac¸a˜o”, simultaneamente. A comparac¸a˜o entre
os ajustes do modelo proposto e do tradicional de Rasch para esses dados tambe´m
apresentou comportamento similar a` comparac¸a˜o feita no estudo de simulac¸a˜o. No
modelo tradicional, os paraˆmetros de dificuldades dos itens foram superestimados e
os desvios padro˜es foram menores em relac¸a˜o aos obtidos pelo adaptado.
O modelo proposto conseguiu atingir seu objetivo de controlar a heterogeneidade,
retornando, consequentemente, estimativas bem melhores que o tradicional. Ale´m
disso, foi poss´ıvel tambe´m estudar descritivamente a comparac¸a˜o entre os n´ıveis dos
fatores atrave´s do efeito para cada grupo. Esse estudo indica aplicabilidade na fase
de calibrac¸a˜o dos itens, pois se pode entender ou ate´ mesmo tentar criar itens que
sofram menos efeitos da heterogeneidade intr´ınsecos a populac¸a˜o.
Apesar das vantagens do modelo proposto, o mesmo apresenta certa limitac¸a˜o no
que diz respeito ao esforc¸o computacional empregado no ajuste. Com o aumento da
amostra em mais de 5.000 indiv´ıduos e no nu´mero de covaria´veis, acima de 3, o tempo
no processo cresce exponencialmente passando de mais de cinco dias, com me´dia de
500.000 iterac¸o˜es. Assim, uma possibilidade de expansa˜o desse trabalho seria adotar
a metodologia da infereˆncia bayesiana aproximada para modelos latentes Gaussianos
usando integrais aproximadas de Laplace - INLA, proposta por Rue et al. (2009),
metodologia que pode tornar o processo de estimac¸a˜o mais via´vel em tempo e efica´cia.
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n=5000;mu=0 # n: Nu´mero de respondentes; mu: Me´dia do trac¸o latente.
b=c(rep(-2,5),rep(-1,5),rep(0,5),rep(1,5),rep(2,3),3) # b: Vetor de para^metros de dificuldade dos itens.
Beta=c(1,1.5) # Beta: Vetor de para^metros de superdispers~ao.
theta=rnorm(n,mu) # Gerando amostra das habilidades/proficie^ncias.
X=matrix(c(sample(c(1,2),n,"T"),sample(c(1,2),n,"T")),ncol=2) # X: Matriz de covaria´veis.
logit=function(x){ # Definindo a func¸~ao logit.
(l=1/(1+exp(-x)))}
psi=logit(X%*%Beta) # Definido psi.
y1=matrix(,ncol=24,nrow=n) # Definindo a matriz de dados (respostas).
for(i in 1:24){ # Para cada item gera uma amotra para os n respondentes.
y1[,i]=rbinom(n,1,p=logit(theta-b[i])*psi)}
plot(psi) # Ver nı´veis de psi.
##### Estimac¸~ao pelo pacote R2WinBUGS via WinBUgs














data2<-list(n=n,It=length(b),Y=y1,X=X,c=2) # entrando com os dados
parameters2 <- c("beta","b") # parametros a serem monitorados























#### Estimac¸~ao pelo pacote library(MCMCpack)










B=rep(0,n+7) # Definindo os valores iniciais para n+7 para^metros.
## Metropolis
post.samp1 <- MCMCmetrop1R(funpost, theta.init=B,x=X,y=y1,N=n,
thin=1, mcmc=10000, burnin=100,logfun=TRUE,verbose=1000,force.samp = TRUE)
summary(post.samp1)
#Problema: Taxa de aceitac¸~ao 0.
## Gibbs
B=rep(0,n+7) # Definindo os valores iniciais para n+7 para^metros.
s=gibbs(funpost,start=B,m=500,scale=rep(1,(n+7)),x=X,y=y1,N=n)
bB=matrix(,nrow=6,ncol=7) # Calculando estatı´sticas da amostra gerada
for(i in 1:7){bB[,i]=summary(s$par[,i])} # para os 7 para^metros.
bB
plot(s$par[,8],ty=’l’,main="t1") # Ver cadeia de theta1
plot(s$par[,9],ty=’l’,main="t2") # Ver cadeia de theta2
# Estima!
## Outro comando do Pacote LearnBayes para metropolis




#Problema: Taxa de aceitac¸~ao 0.
bB=matrix(,nrow=6,ncol=n) # Calculando estatı´sticas da amostra gerada
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# Muito esforc¸o. Algoritmo de Gibbs com atualizac¸~oes internas de metropolis
B=rep(0,n+7) # Definindo os valores iniciais para n+7 para^metros.
mc_mvn <- gibbs_met(log_f=funpost,no_var=(n+7),
ini_value=B,iters=3,iters_met=(n+7),stepsizes_met=rep(1,(n+7)), x=X, y = y1,N=n)
Tabela 3.2: Estimativas do Modelo de Rasch tradicional para os dados da Prova Brasil
2007 (Resumido - 5.000 alunos).
Modelo Tradicional Modelo Tradicional
PARAˆMETROS Estimativas PARAˆMETROS Estimativas
Valor Estimado Erro Padra˜o Valor Estimado Erro Padra˜o
b[1] -0,192 0,034 b[12] 0,914 0,036
b[2] 1,548 0,040 b[13] 0,317 0,034
b[3] 0,496 0,034 b[14] 1,728 0,042
b[4] -0,189 0,034 b[15] 1,110 0,037
b[5] -0,289 0,034 b[16] -0,253 0,034
b[6] 0,823 0,035 b[17] 0,393 0,034
b[7] 1,252 0,038 b[18] 1,307 0,038
b[8] 1,750 0,042 b[19] 0,503 0,034
b[9] 1,620 0,041 b[20] 1,422 0,039
b[10] 0,979 0,036 b[21] 0,882 0,036
b[11] 0,030 0,035 b[22] 1,948 0,046
Tabela 3.3: Estimativas do Modelo de Rasch tradicional para os dados da Prova Brasil
2007 (Resumido - 5.000 alunos). Somente alunos que trabalham fora de casa.
Modelo Tradicional Modelo Tradicional
PARAˆMETROS Estimativas PARAˆMETROS Estimativas
Valor Estimado Erro Padra˜o Valor Estimado Erro Padra˜o
b[1] 0,166 0,085 b[12] 0,762 0,089
b[2] 1,564 0,102 b[13] 0,527 0,087
b[3] 0,558 0,087 b[14] 1,695 0,105
b[4] 0,190 0,085 b[15] 0,950 0,091
b[5] 0,125 0,085 b[16] 0,273 0,085
b[6] 0,895 0,090 b[17] 0,659 0,088
b[7] 1,430 0,099 b[18] 1,372 0,098
b[8] 1,993 0,114 b[19] 0,758 0,089
b[9] 1,607 0,104 b[20] 1,555 0,103
b[10] 1,296 0,098 b[21] 1,103 0,095
b[11] 0,377 0,088 b[22] 2,032 0,121
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Tabela 3.4: Estimativas do Modelo de Rasch tradicional para os dados da Prova Brasil
2007 (Resumido - 5.000 alunos). Somente alunos que na˜o trabalham fora de casa.
Modelo Tradicional Modelo Tradicional
PARAˆMETROS Estimativas PARAˆMETROS Estimativas
Valor Estimado Erro Padra˜o Valor Estimado Erro Padra˜o
b[1] -0,301 0,039 b[12] 0,919 0,041
b[2] 1,516 0,046 b[13] 0,252 0,039
b[3] 0,459 0,039 b[14] 1,715 0,048
b[4] -0,303 0,039 b[15] 1,126 0,042
b[5] -0,389 0,039 b[16] -0,432 0,039
b[6] 0,783 0,040 b[17] 0,308 0,039
b[7] 1,196 0,043 b[18] 1,248 0,043
b[8] 1,704 0,048 b[19] 0,413 0,039
b[9] 1,613 0,047 b[20] 1,369 0,045
b[10] 0,894 0,041 b[21] 0,836 0,041
b[11] -0,062 0,040 b[22] 1,937 0,053
Tabela 3.5: Estimativas do Modelo de Rasch tradicional para os dados da Prova Brasil
2007 (Resumido - 5.000 alunos). Somente alunos com pelo menos 1 reprovac¸a˜o.
Modelo Tradicional Modelo Tradicional
PARAˆMETROS Estimativas PARAˆMETROS Estimativas
Valor Estimado Erro Padra˜o Valor Estimado Erro Padra˜o
b[1] 0,176 0,060 b[12] 0,865 0,063
b[2] 1,621 0,073 b[13] 0,582 0,061
b[3] 0,642 0,062 b[14] 1,766 0,075
b[4] 0,070 0,060 b[15] 0,939 0,064
b[5] 0,058 0,060 b[16] 0,152 0,060
b[6] 0,991 0,064 b[17] 0,734 0,062
b[7] 1,323 0,068 b[18] 1,362 0,0690
b[8] 1,958 0,080 b[19] 0,794 0,063
b[9] 1,670 0,074 b[20] 1,578 0,073
b[10] 1,059 0,066 b[21] 1,033 0,066
b[11] 0,223 0,062 b[22] 1,876 0,081
Tabela 3.6: Estimativas do Modelo de Rasch tradicional para os dados da Prova Brasil
2007 (Resumido - 5.000 alunos). Somente alunos sem reprovac¸a˜o.
Modelo Tradicional Modelo Tradicional
PARAˆMETROS Estimativas PARAˆMETROS Estimativas
Valor Estimado Erro Padra˜o Valor Estimado Erro Padra˜o
b[1] -0,455 0,044 b[12] 0,942 0,046
b[2] 1,485 0,051 b[13] 0,138 0,044
b[3] 0,373 0,044 b[14] 1,677 0,053
b[4] -0,381 0,044 b[15] 1,178 0,048
b[5] -0,539 0,044 b[16] -0,550 0,044
b[6] 0,704 0,045 b[17] 0,182 0,044
b[7] 1,192 0,048 b[18] 1,226 0,049
b[8] 1,632 0,053 b[19] 0,304 0,044
b[9] 1,567 0,052 b[20] 1,292 0,049
b[10] 0,887 0,047 b[21] 0,792 0,046




Tabela 3.7: Estimativas do Modelo de Rasch tradicional para os dados da Prova Brasil
2007 (Resumido - 5.000 alunos). Somente alunos considerados brancos e amarelos.
Modelo Tradicional Modelo Tradicional
PARAˆMETROS Estimativas PARAˆMETROS Estimativas
Valor Estimado Erro Padra˜o Valor Estimado Erro Padra˜o
b[1] -0,184 0,064 b[12] 0,763 0,067
b[2] 1,689 0,079 b[13] 0,299 0,064
b[3] 0,469 0,065 b[14] 1,64 0,078
b[4] -0,269 0,064 b[15] 1,076 0,070
b[5] -0,302 0,064 b[16] -0,234 0,064
b[6] 0,779 0,067 b[17] 0,35 0,065
b[7] 1,344 0,073 b[18] 1,214 0,072
b[8] 1,685 0,079 b[19] 0,525 0,066
b[9] 1,641 0,078 b[20] 1,366 0,074
b[10] 0,936 0,069 b[21] 0,840 0,069
b[11] -0,022 0,066 b[22] 1,910 0,087
Tabela 3.8: Estimativas do Modelo de Rasch tradicional para os dados da Prova Brasil
2007 (Resumido - 5.000 alunos). Somente alunos considerados pardos.
Modelo Tradicional Modelo Tradicional
PARAˆMETROS Estimativas PARAˆMETROS Estimativas
Valor Estimado Erro Padra˜o Valor Estimado Erro Padra˜o
b[1] -0,278 0,047 b[12] 0,966 0,050
b[2] 1,499 0,055 b[13] 0,220 0,047
b[3] 0,429 0,047 b[14] 1,783 0,059
b[4] -0,313 0,047 b[15] 1,105 0,051
b[5] -0,431 0,047 b[16] -0,449 0,047
b[6] 0,787 0,049 b[17] 0,297 0,047
b[7] 1,173 0,052 b[18] 1,291 0,053
b[8] 1,739 0,058 b[19] 0,352 0,047
b[9] 1,542 0,056 b[20] 1,365 0,054
b[10] 0,894 0,050 b[21] 0,807 0,050
b[11] -0,045 0,048 b[22] 1,916 0,064
Tabela 3.9: Estimativas do Modelo de Rasch tradicional para os dados da Prova Brasil
2007 (Resumido - 5.000 alunos). Somente alunos considerados pretos e ı´ndios.
Modelo Tradicional Modelo Tradicional
PARAˆMETROS Estimativas PARAˆMETROS Estimativas
Valor Estimado Erro Padra˜o Valor Estimado Erro Padra˜o
b[1] -0,092 0,091 b[12] 0,952 0,097
b[2] 1,474 0,106 b[13] 0,431 0,092
b[3] 0,593 0,093 b[14] 1,615 0,110
b[4] 0,009 0,091 b[15] 1,131 0,099
b[5] -0,132 0,091 b[16] -0,044 0,091
b[6] 0,936 0,097 b[17] 0,615 0,093
b[7] 1,241 0,101 b[18] 1,338 0,103
b[8] 1,725 0,1139 b[19] 0,701 0,094
b[9] 1,800 0,115 b[20] 1,530 0,108
b[10] 1,193 0,102 b[21] 1,073 0,100
b[11] 0,203 0,094 b[22] 1,981 0,126
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Tabela 3.10: Estimativas do Modelo adaptado para heterogeneidade, controlando o
fator “trabalha fora de casa”.
Modelo Tradicional Modelo Tradicional
PARAˆMETROS Estimativas PARAˆMETROS Estimativas
Me´dia Desvio Padra˜o Me´dia Desvio Padra˜o
beta[1] 0,909 0,082 beta[2] 1,158 0,123
b[1] 0,166 0,085 b[12] 0,762 0,089
b[2] 1,564 0,102 b[13] 0,527 0,087
b[3] 0,558 0,087 b[14] 1,695 0,105
b[4] 0,190 0,085 b[15] 0,950 0,091
b[5] 0,125 0,085 b[16] 0,273 0,085
b[6] 0,895 0,090 b[17] 0,659 0,088
b[7] 1,430 0,099 b[18] 1,372 0,098
b[8] 1,993 0,114 b[19] 0,758 0,089
b[9] 1,607 0,104 b[20] 1,555 0,103
b[10] 1,296 0,098 b[21] 1,103 0,095
b[11] 0,377 0,088 b[22] 2,032 0,121
Tabela 3.11: Estimativas do Modelo adaptado para heterogeneidade, controlando o
fator “reprovac¸a˜o’.
Modelo Tradicional Modelo Tradicional
PARAˆMETROS Estimativas PARAˆMETROS Estimativas
Me´dia Desvio Padra˜o Me´dia Desvio Padra˜o
beta[1] 2,099 0,107 beta[2] -1,28 0,089
b[1] -0,842 0,063 b[12] 0,574 0,048
b[2] 1,244 0,049 b[13] -0,174 0,053
b[3] 0,036 0,052 b[14] 1,436 0,05
b[4] -0,786 0,061 b[15] 0,75 0,048
b[5] -0,918 0,062 b[16] -0,911 0,062
b[6] 0,443 0,048 b[17] -0,062 0,05
b[7] 0,926 0,048 b[18] 0,963 0,048
b[8] 1,468 0,049 b[19] 0,054 0,051
b[9] 1,326 0,048 b[20] 1,095 0,047
b[10] 0,601 0,048 b[21] 0,526 0,049
b[11] -0,489 0,057 b[22] 1,68 0,053
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Figura 3.16: Gra´ficos de diagno´stico
das cadeias dos paraˆmetros β1, β2, b1
e b2 da simulac¸a˜o MCMC.
Figura 3.17: Gra´ficos de diagno´stico
das cadeias dos paraˆmetros b4, b3, b5
e b6 da simulac¸a˜o MCMC.
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Figura 3.18: Gra´ficos de diagno´stico
das cadeias dos paraˆmetros b7, b8, b9
e b10 da simulac¸a˜o MCMC.
Figura 3.19: Gra´ficos de diagno´stico
das cadeias dos paraˆmetros b11, b12,
b13 e b14 da simulac¸a˜o MCMC.
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Figura 3.20: Gra´ficos de diagno´stico
das cadeias dos paraˆmetros b15, b16,
b17 e b18 da simulac¸a˜o MCMC.
Figura 3.21: Gra´ficos de diagno´stico
das cadeias dos paraˆmetros b19, b20,
b21 e b22 da simulac¸a˜o MCMC.
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Figura 3.22: Gra´ficos de diagno´stico
da cadeias do paraˆmetro b23 da sim-
ulac¸a˜o MCMC.
Figura 3.23: Gra´ficos de diagno´stico
da cadeia do paraˆmetro b24 da sim-
ulac¸a˜o MCMC.
Figura 3.24: Intervalo de 95% e 68%
de credibilidade para os paraˆmetros
β’s da simulac¸a˜o MCMC.
Figura 3.25: Intervalo de 95% e 68%
de credibilidade para os paraˆmetros
b’s da simulac¸a˜o MCMC.
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Figura 3.26: Gra´ficos de diagno´stico Geweke para os paraˆmetro da simulac¸a˜o MCMC.
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Figura 3.27: Questiona´rio de aluno da Prova Brasil 2007, parte 1.
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Figura 3.28: Questiona´rio de aluno da Prova Brasil 2007, parte 2.
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