Abstract. Depth image based rending (DIBR) is a common technology for synthesis virtual viewpoint in 3DTV. The main problem is how to effectively reduce and fill the holes in the virtual viewpoint. In this paper, a novel hole filling method based on projection onto convex set is proposed to solve this problem. To achieve the hole-filling, the proposed method projects the pixels of the observed frame onto the holes position of reference frame by forming the convex set. The experimental results show that our method can improve the quality of virtual view images and solve the hole-filling problem efficiently.
Introduction
DIBR [1] is currently used for rendering new views by using one color image and its correlative depth-image. The most significant problem in DIBR is how to deal with newly exposed areas appearing in the virtual images. The main reason is that the occluded region of reference viewpoint would have been visible in the new viewpoint.
To eliminate the tiny holes in virtual viewpoint, an asymmetrical 2D Gaussian filter is proposed by Zhang [3] to smooth the depth image. Chen [4] proposed an edge-dependent Gaussian filter that only smoothed the depth regions with sharp depth transition. Lee [6] ameliorated the filtering method and adopted an adaptive edge-oriented smoothing method. While these methods decrease the number of holes, changes of whole depth values bring the problem of object geometrical dis-tortion in the warped image. Liu [7] filled the holes by pre-processing depth images and image merging. However, it needs too much desired images and the calculations are too complicated.
In this paper, a novel hole filling method based on projection onto convex set [10] in DIBR is proposed. The proposed method can fill the holes effectively and reduce the distortion of the generated images by forming the convex set and projecting the pixels from the observed frame into the corresponding holes position of the reference frame.
The remaining sections of this paper are organized as follows: Depth-image based rending is briefly introduced in section 2. The proposed algorithm would be presented in section 3. In section 4, we show the experimental results. Conclusion and future work is given in section 5.
DEPTH IMAGE BASED RENDERING
DIBR can render target view image by warping one color image and its associated depth-image. DIBR method has three processes: smoothing depth-image, 3D warping and hole filling. Pre-processing of depth-Image and 3D image warping is briefly introduced in section 2 and hole-filling method is depicted in section 3.
Pre-processing of Depth-Image
Depth image is a gray scale image .The gray values represent the depth information of the point in the world. The sharp changes in depth image cause holes after image warping, so the pre-process of depth image is necessary. In this paper, we perform morphological operations on depth images with 3×3 mask.
3D image warping
Combined with the depth information and camera parameters, we can map a pixel in reference image into 3D space firstly, and remap it onto target view image by 3D image warping [1] . Assuming the system with two cameras, the perspective projection equation is given as follows:
Where and
′ are the coordinates of pixels in the reference image and the target image. and ′ indicate the depth value in the first camera and the second camera. The 3×3 matrix and ′ specify the intrinsic parameters of the first camera and the second camera. R and T are the rotation matrix of 3×3 and the translation matrix of 3×1 of the second camera.
In 3D warping, several original image points are warped to the same location in the new image plane, which leads to overlapping. A so-called Z-buffer algorithm [5] can be used to solve this problem.
THE PROPOSED ALGORITHMS

Projection onto Convex Sets
Assuming continuous observation frames is { ( , )} ∈ [1, ] , (m,n) represents the coordinate, t means time and p is the number of the frames. We can define the following convex sets:
is the image to be reconstructed. 0 represents the credibility of the observation model , which is determined by the point spread function. By using the mapping operator P, the arbitrary of ( , ) can be mapped to convex sets , , . The definition is described as follows: 
The core steps
The algorithm involves three core steps: construction of reference frame and observation frame, pixel projection and point spread function estimation.
Construction of reference frame and observation frame
Aimed at reducing needle-holes, but not altering the whole image, we perform morphological processing on the depth image firstly and process the warped images by median filter. However, there are a large number of holes in the boundary of image as shown in Fig1 (a).
After projecting pixels to the holes positions, it needs to calculate the estimated value in the range of its PSF, but the pixels around holes is unknown, so the reference frame should be pre-filled. This paper selects the reference frame by using areas interpolation to pre-fill holes. Target view image synthesized by Zhang [3] or Lee [6] 
Blocking effects will appear in the edge of holes as shown in Fig1 (d). By using the POCS method and correcting pixel, blocking effects can be eliminated.
Pixel projection
POCS method is intended to recover the detailed information of the image. In this paper, affine transformation [9] is proposed to project the observation frame' pixels onto the hole positions of reference frame accurately.
Image registration based on affine transformation is using the similarity between observed frame and reference frame to obtain affine transformation model with the following formula: 
In the formula, ( , ) represents the coordinates of pixel in observed frame. ( , ) represent the incremental coordinates after the affine transformation. represents a vector which includes six parameters of the affine tion. is a matrix of rotation, expansion and contraction. 
Point spread function estimation
After projecting pixels to the holes positions in reference frame, it needs to calculate the estimated value of each point in the range of its PSF and compare it to the real value of observation frame. If the error is beyond the permitted range, we should amend pixel value of reference frame to make sure that the error between estimated value and real value is reduced to the allowable range. The estimated value of projected pixel is as following:
, represents the pixel in the reference frame. Therefore, with formulation (9), pixel error between the actual value of observed frame and estimated value can be calculated by the following equation: = , − ( 0 , 0 ) (10) If the absolute value of r is larger than the specified threshold value e, we should amend the pixels of reference frame within the PSF window by the following equation:
Implementation
As mentioned above, our proposed holes filling method is described as follows:
1. Construct reference frame by performing morphological processing on the depth image and median filter. Use the image which synthesized by Zhang or Lee algorithm as the observation frame. 2. Convert the reference frame and the observation frame to grayscale image.
Calculate and get the affine transformation model 3. Define the convex set by using the affine transformation in step 2. 4. Project the pixel onto the corresponding holes positions of reference frame.
Correct the projected pixels of reference frame by using formulation (11).
Experimental Results
In order to prove our proposed algorithm, we use the video test sequences Breakdancers of Microsoft research institute. The sequence has 8 views with 20 cm ho-rizontal spacing between each, and = 44.0， = 120.0. The video images have a resolution of 1024×768. The depth images are point based. In our research, the fifth camera is considered as target view camera and the fourth camera is considered as reference camera. represents that only vertical edges of the depth image is pre-processed by asymmetric smoothing filter. Overall, three methods can achieve satisfactory subjective results. However, there are some'ghost' artifacts around the edge of image and some pixels of right hand fingers are projected to the wrong positions. Though not perfect, the overall image quality is greatly improved.
In this paper, we simulate three algorithms by using Matlab, and the average absolute peak signal to noise ratio (PSNR) is regarded as a measure of objective indicators of test results as is showed in Fig4 and Table 1 . We refer to the PSNR of Newly double-side algorithm [10] and algorithm of Xue [11] .
The experimental results show that our proposed algorithm is better than all of the above in PSNR. 
CONCLUSIONS
In this paper, we first perform morphological operations on depth images to reduce needle-holes and preserve the depth information of non-holes regions. Finally, a POCS-based method is proposed for hole-filling. Experiment results show that our proposed method can improve the quality of virtual view images to a large extent.
Because of the hole pixel information is unknown when constructing reference frame, the affine matrix is not entirely accurate. Projection of pixels has a certain deviation. As to the future work, we are focused on improving the resolution for target image.
