We study the problem of recognizing the cluster structure of a graph in the framework of property testing in the bounded degree model. Given a parameter ε, a d-bounded degree graph is defined to be (k, ϕ)-clusterable, if it can be partitioned into no more than k parts, such that the (inner) conductance of the induced subgraph on each part is at least ϕ and the (outer) conductance of each part is at most c d,k ε 4 ϕ 2 , where c d,k depends only on d, k. Our main result is a sublinear algorithm with the running time O( √ n · poly(ϕ, k, 1/ε)) that takes as input a graph with maximum degree bounded by d, parameters k, ϕ, ε, and with probability at least 2 3 , accepts the graph if it is (k, ϕ)-clusterable and rejects the graph if it is ε-far from (k, ϕ * )-clusterable for ϕ * = c ′ d,k ϕ 2 ε 4 log n , where c ′ d,k depends only on d, k. By the lower bound of Ω( √ n) on the number of queries needed for testing graph expansion, which corresponds to k = 1 in our problem, our algorithm is asymptotically optimal up to polylogarithmic factors.
INTRODUCTION
Cluster analysis is a fundamental task in data analysis that aims to partition a set of objects into maximal subsets (called clusters) of similar objects. In graph clustering, the objects to be clustered are the vertices of a graph and the edges of a graph describe relations between them. These relations may have interpretations for data analysis. For example, if the graph is the friendship graph of a social network, i.e., the vertices are the users of a social network and the edges correspond to friendship relations, edges may indicate that the users are socially related and/or have similar interests. In a co-author graph, where the vertices are authors and edges describe co-authorships, edges may be interpreted as a sign that the authors work in the same scientific community. A cluster is then a maximal subset of vertices that are well-connected to each other, where the precise meaning of being well-connected can be defined in various ways.
In many cases, once we know the interpretation of a single edge, there is a natural interpretation of clusters. For example, clusters in a friendship graph correspond to social groups or clusters in a co-author graph correspond to scientific communities. For similar reasons, a vast amount of graph clustering methods are applied to many different kinds of social/information/biological networks to reveal hidden cluster structure, etc. (see, e.g., surveys [11, 29, 33] ).
Many efficient algorithms for finding clusters in a graph have been developed. However, with the increasing focus on the study of very large networks, we have to concentrate on new features of the clustering algorithms. For example, if one tries to find clusters in the World Wide Web or in a big social network, even linear time algorithms might be too slow. This is particularly important if one wants to study the temporal development of the clusters, which require to solve the problem on many instances (each for a different point of time). In such cases, we need sublinear time algorithms. We develop such an algorithm in this paper. Our algorithm can be used to test, if a given graph has a cluster structure, i.e., is composed of at most k clusters.
We will develop the algorithm in the framework of Property Testing for bounded degree graphs [15] . In this framework, an algorithm has oracle access to an undirected graph G = (V, E) with a bound d on the maximum degree, with d typically assumed to be constant. An algorithm is called a property tester for a given property Π (in our case, the property of all graphs that have a cluster structure with at most k clusters), if it accepts with probability at least 2 3 every graph that has the property Π and rejects with probability at least 2 3 every graph that is ε-far from Π. Here the notion of ε-far means that one has to change more than εdn edges to obtain a graph of maximum degree d that has property Π. If G is not ε-far from Π, then it is called ε-close. To give a property tester on a bounded degree graph G, we assume that G is given as an oracle, which allows us to perform neighbor queries to G such that for any input pair (v, i), the oracle returns the ith neighbor of vertex v if i ≤ dG (v) , and a special symbol if i > dG (v) , where dG(v) is the degree of v. This framework of graph property testing was initiated by Goldreich and Ron [15] . In this model, it is known that several properties are testable in constant time, such as hyperfinite properties [24] (see also [7, 15] and the references therein). We now also know that properties such as bipartiteness [13] and expansion [9, 14, 17, 23] are testable in time O( √ n), with a nearly matching lower bound, and we need to perform at least Ω(n) queries to test 3-colorability [15] . For more results, see recent surveys [12, 31] .
There are several ways to assess the cluster structure of a graph, such as k-means, cliques, modularity etc. One typically would want to argue that vertices in the same cluster should be well-connected and vertices from different clusters should be poorly-connected. In this paper, we use the concept of conductance to measure the quality of the cluster structure of a graph. Given a graph G = (V, E) with maximum degree bounded by d, and a subset S ⊆ V , the conductance of S is defined as ϕG(S) := e(S,V \S) d|S| , where e(S, V \ S) denotes the number of edges coming out of S. Note that ϕG(V ) = 0. The conductance of the graph G, denoted as ϕ(G), is defined as the minimum conductance value over all possible subsets S of V with |S| ≤ |V |/2. (For convenience, we define ϕ(G) = 1 d if G is the singleton graph, that is, the graph consisting of a single isolated vertex with no edges.) For any S ⊆ V , let G[S] be the induced subgraph of G on the vertex set S. Define the inner conductance of S to be the conductance of subgraph G[S], namely, ϕ(G[S]). To avoid confusion, we will also call the conductance ϕG(S) of S in G the outer conductance of S.
Kannan et al. [18] introduced conductance as a measure of the quality of a cluster and this notion has been later used in numerous more applied works (see, e.g., [33] ). Further intuition has been employed to assert that a set S with small outer conductance has few connections to the outside of S, and a graph G with large conductance means that the vertices of G are well-connected with each other. Following this intuition, Oveis Gharan and Trevisan [27] and Zhu et al. [37] proposed to combine both outer conductance and inner conductance of a set S to measure whether S is a good cluster or not. That is, a set S is considered to be a good cluster if ϕG(S) is small and ϕ(G[S]) is large. In [27] , a graph G is defined to be clusterable if G can be partitioned into a number of disjoint parts so that each of them is such a good cluster. In this paper, we will use a related definition to characterize graphs with cluster structure.
Our results
We begin with the formal definition characterizing graphs with a cluster structure and state our main results. The following definition is inspired by the work of Oveis Gharan and Trevisan [27] . Definition 1. For a d-degree bounded undirected graph G = (V, E) with n vertices and parameters k, ϕ, ε, we define G to be (k, ϕ)-clusterable if there exists a partition of V into h sets C1, . . . , C h such that 1 ≤ h ≤ k, and for each i, 1 ≤ i ≤ h, ϕ(G[Ci]) ≥ ϕ and ϕG(Ci) ≤ c d,k ε 4 ϕ 2 , where for fixed d, k, c d,k is a universal constant. We call each Ci a ϕ-cluster and the corresponding h-partition an (h, ϕ)clustering.
The above definition formalizes the idea that the existence of an edge is an indicator that two vertices are similar, i.e., two persons are friends or two authors belong to the same scientific community, while the lack of an edge is a (weaker) sign of the opposite statement. Therefore, a cluster should be, intuitively, well-connected in the inside and poorly-connected to the outside. (We remark that the gap between the conductance of Ci and G [Ci] in Definition 1 is a feature of our approach rather than an inherent property of the problem.)
In this paper, we develop an algorithm that with probability at least 2 3 , accepts every (k, ϕ)-clusterable graph and rejects every graph that is ε-far from every (k, ϕ * )-clusterable graph, where ϕ * = O d,k ( ϕ 2 ε 4 log n ). (Throughout the paper we use the notation O d,k () to describe a function in the Big-Oh notation assuming that d and k are constant.) Our main result is that in sublinear time we can distinguish a clusterable graph from all graphs that are far from being clusterable.
be a suitable constant depending on d and k. There exists an algorithm that accepts every (k, ϕ)-clusterable graph of maximum degree at most d with probability at least 2 3 , and rejects every graph of maximum degree at most d that is ε-far from being (k, ϕ * )-clusterable with probability at least 2 3 
log n . The running time of the algorithm is √ n ϕ 2 (k log n/ε) O (1) .
One can question whether the gap between ϕ * and ϕ in the form ϕ * = O d,k ( ϕ 2 ε 4 log n ) or similar is really required. We believe that for an algorithm with a somewhat similar time complexity, both the log n and the ε factors in the gap between ϕ and ϕ * are necessary. For further discussion about this gap size we refer to Section 1.2.
Note also that in our results we allow for clusterings with at most k clusters (rather than with exactly k clusters). This can be justified by the fact that in the property testing framework, every (k, ϕ)-clusterable graph with exactly h ≤ k clusters is ε-close to some (k, ϕ * )-clusterable graph with exactly k clusters, for any reasonable choice of parameters (one can simply remove all edges that are incident to k − h vertices).
Comparison with testing expansion and discussion of the gap size
For k = 1, our problem is equivalent to that of testing graph expansion, the problem which has received significant attention in the past. Goldreich and Ron [14] were the first to study this problem in details and proved a lower bound Ω( √ n) on the number of queries for testing graph expansion in the bounded degree model. This result has been complemented by a proposed algorithm, which Goldreich and Ron conjectured to be a property tester for the second largest eigenvalue (denoted by η2) of the normalized adjacency matrix of a regularized version of the graph, in the sense that it accepts every graph with η2 ≤ η and rejects every graph that is ε-far from having η2 ≤ η Θ(µ) for any µ > 0. Note that by Cheeger's inequality, resolving of this conjecture would imply that the algorithm is also a property tester that accepts any graph with ϕ(G) ≥ ϕ and rejects every graph that is ε-far from being a ϕ * -expander for ϕ * = O(µϕ 2 ), where a graph G is called a ϕ-expander if ϕ(G) ≥ ϕ. Czumaj and Sohler [9] proved a weaker version of this conjecture by showing that the algorithm from [14] can distinguish in time O( √ n) any ϕ-expander graph from graphs that are εfar from being a ϕ * -expander for ϕ * = O( ϕ 2 log n ). Kale and Seshadhri [17] and Nachmias and Shapira [23] extended this result and proved that in O(n 0.5+µ ) time the algorithm accepts graphs with expansion ϕ and reject graphs which are ε-far from having expansion ϕ * = O(µϕ 2 ).
Since the best known methods require a gap between ϕ and ϕ * already for the special case k = 1, it is clear that our work will also need a similar gap. It seems to be tempting to conjecture that -similarly to the case of testing expansion -it will suffice to reject (in the soundness) graphs that are ε-far from being (k, Θ(µϕ 2 ))-clusterable for any µ > 0, instead of having a log n factor dependency between ϕ and ϕ * , as in our result. However, we do not think that this is possible and in the following we briefly sketch the differences from testing expansion and argue why the approach that led to a better gap for testing expansion is likely to fail (of course, this does not rule out other approaches, but this points to substantial obstacles to obtain an improved result).
Let u, v be any two vertices in the graph G, which for simplicity is now assumed to be d-regular and connected. Let λi be the i-th smallest eigenvalue and vi be the corresponding eigenvector of the (normalized) Laplacian of G. It is known that the lazy random walk on G converges to the uniform distribution on its end-vertex. One can write (cf. the full version for details) the l 2 2 -distance between the distribution p ℓ v and p ℓ u of the endpoints of the lazy random walks on G of length ℓ starting at v and u, respectively, as
Since a lazy random walk on a regular graph converges to the uniform distribution, we have v1(u) = v1(v) = 1/ √ n. Therefore, in the case k = 1, by the fact that 0 = λ1 ≤ λ2 ≤ · · · ≤ λn ≤ 1, we can upper bound ∥p ℓ v − p ℓ u ∥ 2 2 by bounding the second smallest eigenvalue and by making a proper choice of the length of the walk ℓ.
If we want to extend this approach to k > 1, then our definition implies (cf. [19] ) that in a (k, ϕ)-clusterable graph there is a significant gap between λ h and λ h+1 for some h, 1 ≤ h ≤ k, where h corresponds to the number of clusters in the instance. Now, assume for simplicity that h = k. Then we obtain that
We can upper bound ∑ n i=k+1 (vi(u) − vi(v)) 2 (1 − λ i 2 ) 2ℓ by using the bound for λ h+1 in a similar way we can bound the entire term by bounding λ2 in the case k = 1. However, the critical part is the first summand. It turns out that there are instances where the average l 2 2 -distance between u, v from the same cluster is Ω( ϕ * d 3 n ) for a certain reasonable choice of ℓ, such that the random walk mixes well in the cluster while does not escape from some non-expanding set containing the cluster too often (for more details, see discussions below and the full version of the paper). This seems to rule out an approach similar to [17, 23] , as this approach requires a significantly smaller distance between p ℓ v and p ℓ u .
Our techniques
We develop the first sublinear algorithm for testing if a graph is (k, ϕ)-clusterable, significantly extending earlier works on testing the expansion of a graph. Our algorithm draws a random sample set and tests for every pair of sample vertices if the distributions of the endpoints of a random walk starting at the two vertices are close in the l 2 2 -distance. If this is the case, then it connects the two sample vertices by an edge in a similarity graph. At the end, the algorithm accepts the input graph if the similarity graph is a collection of at most k connected components.
Our main new contributions are as follows.
• Our algorithm is the first property tester that directly makes use of testing pairwise closeness of distributions induced by random walks. Previous related algorithms [9, 14, 16, 17, 23] tested if the distribution of the endpoints a random walk starting at a vertex v is close to the uniform distribution and then drew their conclusions about the structure of the graph. In our case, we do not know how the distribution looks like (it will be close to uniform inside every cluster, but this is not very helpful since the cluster is unknown to us and the support size of a distribution is hard to estimate [30] ) and it may have significant distance from the uniform distribution.
• It is the first property tester that exploits (in the completeness case) a "somewhat stable" behaviour of the random walk distribution at a length where it is significantly different from the stationary distribution, i.e., we pick the length of the random walk in such a way that it is almost stable on its own cluster, and most of the probability mass will stay in some non-expanding set containing the cluster.
In order to test closeness of distribution, we use a recent tester for closeness of distributions in l2-norm by Chan et al. [5] , which gives slightly better bounds than the corresponding tester of Batu et al. [3] . A combination with a necessary condition on the l2-norm of the distribution of the endpoints of the random walk from the sample vertices leads to improved bounds. It is tempting to think of this problem in the setting of l1-norm since, for example, the distance between a random walk starting from different clusters is typically Ω(1) in l1-norm. But this is misleading. It is known that no stable l1-tester exists, i.e., l1-testers cannot distinguish the case that distributions are close from the case that they are not [36] (l1-testers can only distinguish between identical (or almost identical) distributions and distributions that are far away from each other). However, as already explained in the previous section, we cannot hope for distributions to be arbitrarily close even if the random walks start in the same cluster. To address this difficulty, we will use the fact (noted earlier by Batu et al. [3] ) that an l1-tester can be reduced to an l2-tester if the probability of every item is O(n −1 ), which is likely to be the case if the graph is (k, ϕ)-clusterable.
We note that in the l 2 2 -distance, a typical distance between the distribution of the endpoints of the random walks starting in two vertices from different clusters can be very small. For example, if we have two disconnected expanders (clusters) on n/2 vertices each, then for a sufficiently long random walk the distribution of the endpoints of the walk will be (almost) uniform on the cluster of the starting vertex. Therefore the distance between the distributions of the endpoints of random walks starting in different clusters will be O(1/n). Furthermore, as we have argued above, the distance between the distributions of the endpoints of random walks will not be much smaller in the case that they come from the same cluster. Analyzing these two cases is one of the central technical challenges of our paper.
Other related work
In the context of property testing, Alon et al. [1] studied the problem of testing if a set of points in R d is clusterable (see also [8] ), but both their problem definition and techniques are quite different from ours. Kale et al. [16] gave a sublinear expansion reconstruction algorithm that outputs the neighborhood of any input vertex v in a Ω( ϕ 2 log n )expander G ′ that is ϕε log n -close to the input graph G, which is assumed to be ε-close to a ϕ-expander. In particular, they designed an algorithm that runs in O( √ n)-time and distinguishes vertices from a large set that induces an expander from vertices that belong to a bad cut, by using uniform averaging random walks and testing if the distribution of endpoints of the walk is close to uniform distribution (in the l1-norm distance) or not. This work does not (directly) compare distributions of the endpoints of the random walks starting from different vertices, as we do in our paper.
Our work is closely related to works on testing distributions. Batu et al. [2, 3] were the first to give sublinear time algorithms for testing the closeness of two discrete distributions and since then, a large body of work has been devoted to the problem of estimating the properties of distributions from a small number of samples (see the recent survey [32] and the reference therein). In particular, Levi et al. [20] gave an algorithm with complexity O(n 2/3 ) to test whether a set of distributions over a domain of size n can be partitioned into k clusters. Very recently, Chan et al. [5] gave asymptotically optimal testers for the closeness of two distributions under both l1 and l2 settings.
Besides the related works in the literature of property testing, our work is also closely related to the area of graph partitioning and spectral clustering. Ng et al. [25] and Shi et al. [34] used the first few eigenvectors of some matrices to partition a graph (or a set of data) into sparsely connected clusters. Different ways of measuring clustering based on intra-cluster density vs. inter-cluster sparsity and some experimental results were given in [4] . Kannan et al. [18] proposed a bicriteria to measure the quality of a clustering, in which a good clustering is defined to be a partition of vertex sets such that each set in the partition has large inner conductance and few edges lying between different sets. They gave spectra based approximation algorithm for finding such a clustering. Lee et al. [19] and Louis et al. [21] recently gave theoretical analysis of some spectral algorithms that use the first k eigenvectors of the normalized Laplacian matrix for finding a k-partition of a graph such that each part is of small (outer) conductance, without any restriction on the inner conductance of the cluster. Zhu et al. [37, 26] gave personal PageRank based and flow based local algorithms for finding a set of large inner conductance and small outer conductance. Makarychev et al. [22] studied a semidefinite programming based algorithm in the semi-random model to find such a set. Tanaka [35] and Oveis Gharan and Trevisan [27] recently studied the existence and construction of a k-clustering such that each cluster is of large inner conductance and of small outer conductance, under the assumption that there is some gap between ρG(k) and ρG(k + 1), where ρG(k) is the minimum conductance of any k disjoint subsets of the graph (cf. Section 5). Dey et al. [10] considered the performance of a spectral clustering algorithm that applies a greedy algorithm for k-centers on some embedding induced by the first k eigenvectors of the graph Laplacian. Peng et al. [28] studied the eigenvector structures of the Laplacian of well-clustered graphs (which is very related to our definition of clusterable graphs) and the approximation ratio of k-means clustering algorithms on these graphs.
Organization of the paper
In Section 2, we give notations and definitions used throughout the paper. In Section 3, we give a formal description of our tester for clusterable graphs. We then present in Section 4 some central properties, which we use for proving our main result -Theorem 1.1. In Section 5, we show two spectral properties that will be used for proving our central properties. Section 6 has final conclusions. All missing proofs are deferred to the full version.
PRELIMINARIES
Let G = (V, E) be an undirected and unweighted graph with maximum degree bounded by a constant d. Let n := |V |. For a vertex v ∈ V , let dG(v) be the degree of v. We assume that G is represented by its adjacency list and that we can access G through an oracle, which allows us to perform the neighbor query to G. That is, when the oracle is given as input a vertex v and an integer i, it outputs the i-th neighbor of v if dG(v) ≥ i, and a special symbol otherwise (in constant time).
As mentioned in the introduction, we will use Definition 1 of (k, ϕ)-clusterable graphs and ϕ-clusters inspired by [27] to characterize the cluster structure of graphs and the clusters therein. Note that a (1, ϕ)-clusterable graph is an expander graph with conductance ϕ, which we abbreviate as ϕ-expander (this should not be confused with ϕ-cluster).
We are interested in testing if a given graph is (k, ϕ)clusterable in sublinear time in the framework of property testing. Formally speaking, we will study the following problem: given parameters k, ϕ, ε, and a d-degree bounded graph G, we want to test if G is (k, ϕ)-clusterable or ε-far from being (k, ϕ * )-clusterable with as few queries as possible, for ϕ * being as close to ϕ as possible. We have the following definition of graphs that are ε-far from clusterable graphs.
Definition 2.
A graph G (of maximum degree at most d) is ε-far from (k, ϕ)-clusterable if we have to add or delete more than εdn edges to obtain a (k, ϕ)-clusterable graph of maximum degree at most d. If G is not ε-far from (k, ϕ)clusterable then it is ε-close to (k, ϕ)-clusterable.
THE ALGORITHM
In this section, we describe our algorithm used in Theorem 1.1. We first introduce the following random walk on a dbounded degree graph G that will be used in our algorithm. In this walk, if we are currently at vertex v, then in the next step, we choose randomly an incident edge (v, u) with probability 1 2d and move to u. With the remaining probability, which is at least 1 2 , we stay at v. Note that if we let Greg denote the weighted d-regular graph that is obtained from G by adding an appropriate number of half-weighted selfloops, then this random walk is exactly a lazy random walk on Greg. We will let p ℓ v denote the distribution of endpoints of such a random walk of length ℓ starting at v. Our testing algorithm is given as follows. (G, s, ℓ, σ, k) 1. Sample a set S of s vertices independently and uniformly at random from V .
k-Cluster-Test
2. For any v ∈ S, let p ℓ v be the distribution of endpoints of random walk of length ℓ starting at v.
For any
if so, then abort and reject.
For each pair u, v ∈ S: if l2 distribution tester
accepts that ∥p ℓ u − p ℓ v ∥ 2 2 ≤ 1 4n , then add an edge (u, v) in "similarity graph" H on vertex set S.
5.
If H is the union of at most k connected components, then accept; otherwise, reject.
If the graph is (k, ϕ)-clusterable then we will show that (for the right choice of parameters) the distributions of the endpoints of random walks will be close if they come from the same cluster. Furthermore, Step 3 tests a necessary condition for the efficient l2 distribution tester that will be used in Step 4, i.e., ||p ℓ v || 2 2 is small, which is satisfied for almost all vertices in a (k, ϕ)-clusterable graph. The small l 2 2 -norm property of distributions can then be exploited in the testing for closeness of distributions in Step 4 to obtain a better running time.
Implementation of distribution testing
Our algorithm relies on an efficient tester for the l2-closeness of two distributions p and q. The tester used in Step 4 of k-Cluster-Test was recently proposed by Chan et al. [5] and is similar to the l2 distance tester in [3] that uses the statistics of collisions in the sample sets from both distributions p, q. The following is a direct corollary of Theorem 1.2 from [5] . ξ ln 1 δ . There exists an algorithm, denoted by l2-Distribution-Test, that takes as input r samples from each distribution p, q, and accepts the distributions if ∥p − q∥ 2 2 ≤ ξ, and rejects the distributions if ∥p − q∥ 2 2 ≥ 4ξ, with probability at least 1 − δ. The running time of the tester is linear in its sample size.
We also need an efficient algorithm to estimate the l 2 2norm of the probability distribution of the endpoints of a random walk in a graph. In Step 3 of our algorithm k-Cluster-Test we will use l 2 2 -norm tester, the performance of which is guaranteed in the following lemma (the proof follows almost directly from the proof of Lemma 4.2 in [9] that in turn is built on Lemma 1 in [14] ). 
ANALYSIS OF K-CLUSTER-TEST
We outline the proof of our main theorem, Theorem 1.1. Our techniques are based on two intuitions. The first intuition is that if two "typical" vertices u, v are from the same large cluster, then the distributions of the endpoints of two sufficiently long random walks starting at u, v, respectively, are close; and if u, v are separated by a non-expanding cut, then the distributions of the endpoints of two not so long random walks from u, v, respectively, are far away from each other. If this intuition holds, then we can reduce our problem to the problem of testing the closeness of two distributions, and then use the returned results to decide whether the distributions induced by the random walks from different sampled vertices can be divided into k groups or not. In particular, if our input graph G is (k, ϕ)-clusterable, then we can get at most k connected components in our "similarity graph" H. (Actually, as will be seen from our proof, sampled vertices from the same cluster form a clique in H.) On the other hand, if G is far from being (k, ϕ * )-clusterable, then we expect that we can get at least k + 1 connected components in H . The latter is based on our second intuition that if G is far from being (k, ϕ * )-clusterable, then there are at least k + 1 (large) well separated sparse cuts. We present several lemmas that formalize these intuitions in Section 4.1 and then give the proof of Theorem 1.1 in Section 4.2.
Key properties
In this section, we state several lemmas describing the properties used in our analysis of k-Cluster-Test.
In the following we will formally state these key properties under the definition of a more general class of clusterable graphs, even though our main focus is on the study of properties of (k, ϕ)-clusterable graphs. To study detailed properties of (k, ϕ)-clusterable graphs and their dependencies on all parameters, we will use the following, more general definition of (k, ϕin, ϕout)-clusterable graphs, which follows the framework from [27] .
Definition 3.
For an undirected graph G, and parameters k, ϕin, ϕout, we define G to be (k, ϕin, ϕout)-clusterable if there exists a partition of V into h subsets C1, . . . , C h such that 1 ≤ h ≤ k and for each i, 1 ≤ i ≤ h, ϕ(G[Ci]) ≥ ϕin, ϕG(Ci) ≤ ϕout. We call each Ci a (ϕin, ϕout)-cluster and the corresponding h-partition an (h, ϕin, ϕout)-clustering.
We can define a graph G to be ε-far from (k, ϕin, ϕout)clusterable similarly to Definition 2. Note that a (k, ϕ)clusterable graph from Definition 1 is exactly a (k, ϕ, c d,k ε 4 ϕ 2 )clusterable graph from Definition 3.
We first show that if the graph is (k, ϕin, ϕout)-clusterable then for any large cluster C with ϕ(G[C]) ≥ ϕin, there exists a large subgraph C such that the distributions of the endpoints of two random walks of length large enough starting from any two vertices u, v ∈ C are close in the l2-norm (that is, the l2 distance between p ℓ u and p ℓ v is small). The proof of this result relies on spectral properties of clusterable graphs given in Section 5. α4.1(k, α, β, d) and a universal constant c4.1 > 0 such that for any t ≥ c 4.1 k 4 log n ϕ 2 in , ϕout ≤ α4.1ϕ 2 in , there exists a subset C ⊆ C with | C| ≥ (1 − α)|C| such that for any u, v ∈ C, the following holds:
In order to use an efficient distribution tester (e.g., as the one given in Theorem 3.1), we need to guarantee that for a large fraction of vertices a sufficiently long random walk starting from a typical vertex will induce a distribution of its endpoints with small l2-norms. We will prove the following lemma using spectral analysis of clusterable graphs. 
Note that the above lemma does not require any assumption about ϕout, and thus applies directly to any (k, ϕ)clusterable graphs by substituting ϕ for ϕin in the lemma.
For the soundness of our algorithm, we need the following lemma that shows that given two well separated sets A, B ⊆ V , for any two "typical" vertices u ∈ A, v ∈ B, the l2-norm of the difference between the corresponding distributions of endpoints of random walks of short length starting from u, v will be large. Our proof relies on the fact that any set A with small outer conductance has a large subset A such that the random walk starting from any vertex in A will stay inside A for a relatively long time. Then for any t ≥ 1, there exists a subset A ⊆ A with | A| ≥ (1 − α)|A| such that for any v ∈ A, the probability that the random walk of length t starting from vertex v never leaves A in all t steps is at least 1 − tψ 2α . Furthermore, for any t, 1 ≤ t ≤ α 2ψ , any two disjoint subsets A, B ⊆ V with ϕG(A), ϕG(B) ≤ ψ, and any two vertices u, v such that u ∈ A, v ∈ B, the following holds:
Remark. We note that the above lower bound is almost tight up to constants. Consider the graph that is composed of two disconnected parts such that each of them is a ϕinexpanders of size n/2. Then for any two starting vertices u, v from two different parts, for t = Θ( log n ϕ 2 in ), both p t u and p t v will be very close to the uniform distribution on each cluster, and therefore, the l 2 2 distance between these two distributions will be O(1/n).
For the analysis showing that graphs far from clusterable will be rejected, we will use a property that if a graph G = (V, E) is ε-far from any (k, ϕ * in , ϕ * out )-clusterable graph, then its vertex set V can be partitioned into k + 1 subsets V1, . . . , V k+1 , each of linear size and of small outer conductance. c4.4(d, k ) and for any 0 ≤ ϕ * out ≤ 1.
Proof of main result -Theorem 1.1
We will use Lemmas 4.1-4.4 to prove our main result -Theorem 1.1. In the rest of this section, we prove the completeness, soundness and analyze the running time of the tester k-Cluster-Test.
In the algorithm k-Cluster-Test, we set s = 1536k ln(8(k+1)) 
Completeness
We begin with showing that the algorithm k-Cluster-Test will accept k-clusterable graphs.
Lemma 4.5. If the input graph G is (k, ϕ)-clusterable, then with probability at least 2 3 , the algorithm k-Cluster-Test accepts G.
Proof. As indicated in the algorithm, we consider random walks of length ℓ. We apply Lemmas 4.1 and 4.2 to the (k, ϕ)-clusterable graph G, and we set ϕin = ϕ, ϕout = c d,k ε 4 ϕ 2 , t = ℓ, α = 1 24s , and β = 1 24ks in the lemmas. Note that by our definition of ϕ-cluster, the outer conductance of the cluster is at most c d,k ε 4 ϕ 2 ≤ α4.1ϕ 2 , since c d,k ε 4 = α4.1(k, 1  24s , 1  24ks , d) , which implies that the conditions of Lemma 4.1 are satisfied for any ϕ-cluster of size at least βn in G. Since ℓ = max{c 4.1 ,c 4.2 }·k 4 log n ϕ 2 in , we know that the chosen parameters meet all the preconditions in these lemmas.
Since G is (k, ϕ)-clusterable, there exists some h, 1 ≤ h ≤ k, and a partition of the vertex set of G into h subsets C1, . . . , C h , such that for every i, 1 ≤ i ≤ h, we have ϕ(G[Ci]) ≥ ϕ and ϕG(Ci) ≤ c d,k ε 4 ϕ 2 . For any vertex v, define C(v) to be the unique cluster Ci to which v belongs.
We call a vertex v good if the following three conditions are satisfied:
The success probability of the algorithm depends on the random coins of sampling and random walks. We show that with probability at least 7 8 (over random coins of sampling), all vertices in the sample set S are good; and if all these vertices are good, then our tester will accept with probability at least 5 6 (over random coins of random walks). Together, this means that with probability at least 7 8 · 5 6 = 35 48 ≥ 2 3 the tester will accept. This will conclude the proof of the lemma.
Claim 4.6. With probability at least 7 8 , all vertices in the sampled set S are good.
Proof. Let v be any vertex that is sampled uniformly at random from V . By Lemma 4.2, the probability that ∥p ℓ v ∥ 2 2 > 48sk n is at most α = 1 24s . Since there are at most k clusters, the probability that v belongs to a cluster of size at most 1 24ks n is at most the probability that v is one of at most k · n 24ks vertices in these small clusters, which is 1 24s . In addition, since | C(v)| ≥ (1 − α)|C(v)|, the probability that v / ∈ C(v) is at most α = 1 24s . Overall, the probability that v is not good is at most 1 24s + 1 24s + 1 24s = 1 8s . By the above analysis and the union bound, with probability at least 1 − 1 8s · s = 7 8 , all sampled vertices in S are good.
Claim 4.7. Conditioned on the event that all the sampled vertices v ∈ S are good, our tester will accept G with probability at least 5 6 . 
ξ ln 1 δ , and we can ensure that with probability at least 1 − δ, any call to l2-Distribution-Test will accept the distributions p t u , p t v if u, v belong to the same large cluster. By the union bound, the probability that there exist some call such that the distribution tester does not accept u, v if u, v are from the same cluster is at most s 2 δ ≤ 1 12 . Therefore, the probability that the algorithm does not reject at step 3 and all the calls to the l2-Distribution-Test return the correct answer is at least 1 − 1 12 − 1 12 = 5 6 . Now note that if for any u, v ∈ S such that u, v belong to the same cluster, the distribution tester with input p ℓ u , p ℓ v accepts, then there will an edge (u, v) in the "similarity graph" H. This further implies that all the vertices in S that are in the same cluster will form a clique. (But note that two sampled vertices from two different clusters might also be connected in H.) Since there are at most k clusters, we will get at most k connected components in H, and thus the tester will accepts G.
Soundness
We present now a proof of the soundness of our tester.
sℓ , then the algorithm k-Cluster-Test rejects G with probability at least 2 3 .
Proof. We will use γ = min{ 
Let us call the sample set S chosen by the algorithm k-Cluster-Test to be representative if Vi ∩ S ̸ = ∅ for every i,
Claim 4.9. The probability that the sample set S is representative is at least 5 6 .
Proof. For any set X ⊆ V , Pr[X ∩ S = ∅] = (1 − |X|/|V |) s ≤ e −s|X|/|V | . Therefore, since | Vi| ≥ (1−α)κ1ε 2 |V |, the probability that S does not contain any element from Vi is smaller than or equal to e −s V i /|V | ≤ e −s(1−α)κ 1 ε 2 . Hence, the union bound implies that the probability that there exists some i ≤ k + 1 such that S does not contain any element from Vi is at most (k + 1) · e −s(1−α)κ 1 ε 2 . In addition, the probability that there exists some vertex in S that belongs
Vi) is at most s · α. Therefore, the probability that S is representative is greater than or equal to 1 − (k + 1) · e −s(1−α)κ 1 ε 2 − sα. Since s = 1536k ln(8(k+1)) ε 2 and α = 1 24s , we have s(1 − α)κ1ε 2 ≥ ln(8(k + 1)), and hence we can conclude that this probability is at least 5 6 .
Claim 4.10. If S is representative then the algorithm k-Cluster-Test rejects G with probability at least 5 6 .
Proof. Let Si := Vi ∩ S. Since S is representative, then S = ∪ k+1 i=1 Si. Recall that the algorithm k-Cluster-Test rejects G if one of the following two cases happen:
• there is a v ∈ S such that l 2 2 -norm estimator passes the testing of ∥p t v ∥ 2 2 > σ.
• for any 1 ≤ i < j ≤ k +1, and any vertex pair u, v such that u ∈ Si and v ∈ Sj, (u, v) is not an edge in the "similarity graph" (because in that case the resulting graph H could not be a union of at most k connected components).
If there exists some v ∈ S with ∥p t v ∥ 2 2 > σ, then by Lemma 3.2, l 2 2 -norm tester with rejects v with probability at least 1 − 16 √ n r > 2 3 and we are done. Therefore, we assume in the following that for every v ∈ S, ∥p t v ∥ 2 2 < σ. Let us now observe that the probability that the algorithm k-Cluster-Test would reject G is lower bounded by the probability that for any 1 ≤ i < j ≤ k + 1, and any vertex pair u, v such that u ∈ Si and v ∈ Sj, l2-Distribution-Test rejects the distributions p ℓ u , p ℓ v . Our definition of sets V1, V2, . . . , V k+1 and the assumption on ϕ * in (which implies that ℓ ≤ α
) ensure that for any 1 ≤ i < j ≤ k + 1, and any vertex pair u, v such that u ∈ Si and v ∈ Sj, we can apply Lemma 4.3 to obtain ∥p ℓ u − p ℓ v ∥ 2 2 ≥ 1 n . We know, by Theorem 3.1 and our choice of b, ξ, δ in that theorem, that for every such pair vi, vj, l2-Distribution-Test will accept the distributions p ℓ v i , p ℓ v j with probability at most δ. Therefore, the probability that there exists some vertex pair u, v such that u ∈ Si, v ∈ Sj, 1 ≤ i < j ≤ k + 1 and (u, v) is selected as an edge in the "similarity graph" (which would mean that l2-Distribution-Test will accept p ℓ u , p ℓ v ) is at most s 2 · δ. Therefore we can conclude that the algorithm k-Cluster-Test rejects G with probability at least 1 − s 2 · δ ≥ 5 6 .
Now, the proof of Lemma 4.8 follows directly from Claims 4.9 and 4.10.
We set c ′ ϕ 2 ε 4 log n ≤ γε 2 sℓ in Theorem 1.1. By our choice of s and ℓ, we can find a constant c ′ = c ′ d,k that depends on d and k satisfying this condition, and we then require that ϕ * ≤ c ′ ϕ 2 ε 4 log n .
Running time
Now we analyze the running time of the algorithm k-Cluster-Test. First note that to sample from distributions p ℓ v for any v ∈ V , we need to perform r random walks of length ℓ from v and the corresponding time is O(ℓr). Note that each invocation of either distribution tester runs in time linearly in the number of samples, that is r. Since we sampled s vertices, invoked l 2 2 -norm tester for each vertex in the sample set S, and invoked l2-Distribution-Test for each vertex pair in S, we know that the total running time of the algorithm is O(ℓsr + rs + s 2
). This completes the proof of Theorem 1.1, which follows directly from Lemmas 4.5 and 4.8 and our analysis of the running time given above.
SPECTRAL PROPERTIES OF CLUSTER-ABLE GRAPHS
We present in this section two spectral properties of clusterable graphs, which will be used for proving the foregoing central properties, i.e., Lemma 4.1 -4.4. We first observe that it will be sufficient for us to consider weighted d-regular clusterable graphs. This is true since our algorithm actually performs the lazy random walk on the (virtual) weighted dregularized version Greg of the input d-bounded degree graph G. In addition, under our definition, for any set S ⊆ V , the outer conductance ϕG(S) and inner conductance ϕ(G[S]) of S in G are the same as outer conductance ϕG reg (S) and inner conductance ϕ(Greg[S]) of S in Greg, respectively. For this reason, in the rest of this section, we will assume that G is a weighted d-regular graph.
The proofs of spectral properties of clusterable graphs rely on a recent high-order Cheeger inequality by Lee et al. [19] . To state the inequality, we first introduce some notations.
Let A denote the adjacency matrix of G. Let L = I − 1 d A be the Laplacian matrix of G, where I is the identity matrix. Let λi be the ith smallest eigenvalue of the Laplacian matrix L and let vi denote the corresponding (unit) eigenvector. Note that the probability transition matrix of the lazy random walk on G is W :=
, and it is straightforward to see that {1 − λ i 2 } 1≤i≤n is the set of eigenvalues of W with corresponding eigenvectors {vi} 1≤i≤n .
For a d-regular graph G, let ρG(k) denote the minimum value of the maximum conductance over any possible k disjoint nonempty subsets. That is, ρG(k) := min disjoint S 1 , . . . , S k max 1≤i≤k ϕG(Si) .
Lee et al. [19] proved the following higher-order Cheeger's inequality.
Theorem 5.1 ([19] ). For any weighted d-regular graph G and any k ≥ 2, it holds that
where c5.1 is some universal constant.
Remark. Lee et al. actually proved a stronger version of the above theorem that applies to any weighted graph, by using a volume-based definition of conductance. The weaker version given by Theorem 5.1 will be enough for our application.
Now we are ready to state the spectral properties of clusterable graphs, which are given in the following two lemmas. The first lemma says that in a k-clusterable graph there is a large gap between λ h and λ h+1 for some h ≤ k. Proof. Since G is (k, ϕin, ϕout)-clusterable, then for some h, 1 ≤ h ≤ k, there exists a partition of V into h sets C1, . . . , C h , such that ϕ(G[Ci]) ≥ ϕin and ϕG(Ci) ≤ ϕout for any i ≤ h. From the latter, we obtain that ρG(h) ≤ maxi ϕG(Ci) ≤ ϕout and then by Theorem 5.1, λ h ≤ 2ϕout, and thus for any i ≤ h, λi ≤ λ h ≤ 2ϕout.
Next, let us consider an arbitrary (h + 1)-partitioning P1, · · · , P h+1 of V . We note that there must be at least one set in the partition, say Pi 0 , such that |Pi 0 ∩ Cj| ≤ 1 2 |Cj| for every 1 ≤ j ≤ h. This is true since otherwise, for every i, 1 ≤ i ≤ h + 1, each Pi would contain more than half of the vertices of some cluster, say C π(i) , that is, |Pi ∩ C π(i) | > 1 2 |C π(i) |. Then, since there are h clusters C1, . . . , C h , by the pigeonhole principle there would have to exist two indices i and j, 1 ≤ i < j ≤ h + 1, such that π(i) = π(j). This would
