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HIGHER INTEGRABILITY FOR PARABOLIC SYSTEMS
WITH NON-STANDARD GROWTH AND DEGENERATE
DIFFUSIONS
Verena Bo¨gelein and Frank Duzaar
Abstract
The aim of this paper is to establish a Meyer’s type higher inte-
grability result for weak solutions of possibly degenerate parabolic
systems of the type
∂tu− div a(x, t,Du) = div
(|F |p(x,t)−2F ).
The vector-field a is assumed to fulfill a non-standard p(x, t)-
growth condition. In particular it is shown that there exists ε > 0
depending only on the structural data such that there holds:
|Du|p(·)(1+ε) ∈ L1loc,
together with a local estimate for the p(·)(1 + ε)-energy.
1. Introduction
In this paper we establish higher integrability properties of solutions
to second order parabolic systems with non-standard p(z)-growth and
possibly degenerate diffusion of the type:
(1.1) ∂tu− div a(z,Du) = div
(|F |p(z)−2F ) in ΩT .
Here, ΩT denotes the space time cylinder Ω × (0, T ) over a bounded
domain Ω ⊆ Rn with dimension n ≥ 2. We write z = (x, t) for points
in Rn+1, Du for the spatial gradient of u and ∂tu for the derivative
with respect to time. The function u : ΩT → RN with N ≥ 1 can
possibly be vector valued, so that we include in our considerations the
case of parabolic systems. The precise structural assumptions on the
vector-field a and the exponent function p(·) will be presented later in
Section 2, but the principal prototype we have in mind is the parabolic
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p(z)-Laplacean system:
(1.2) ∂tu− div
(|Du|p(z)−2Du) = div(|F |p(z)−2F ) in ΩT .
As usual we consider weak solutions u of (1.1), meaning that they belong
to a certain parabolic Sobolev space inheriting the growth of the vector-
field a; the precise definition of a weak (energy) solution will be given in
Section 2.
As already mentioned above the primary purpose of this paper is
to establish a Meyer’s type higher integrability result for the spatial
gradient of weak solutions of parabolic systems as in (1.1); to be more
precise it will be shown that there exists a constant ε > 0, depending
only on the structural data and on the degree of integrability of the
right-hand side F such that
|Du|p(·)(1+ε) ∈ L1loc(ΩT ).
In addition to the previous qualitative higher integrability a precise quan-
titative estimate is established. Therefore our result ensures that weak
solutions of (1.1) belong to a slightly higher Sobolev space than the natu-
ral energy space determined uniquely by the growth of the vector-field a
and therefore obey a certain self-improving property of integra-
bility. This is the p(z)-analogue of the higher integrability result of
Kinunnen and Lewis [29] concerning parabolic systems with a standard
p-growth condition. Moreover, it generalizes the result of Antontsev
and Zhikov [6] for homogeneous p(z)-Laplacean equations to the case of
general systems considered in (1.1).
1.1. A short introduction to the self-improving property of in-
tegrability. For elliptic equations and systems with constant polyno-
mial growth p ≡ const ∈ (1,∞) it is a by now classical fact that weak
solutions are locally (and, depending on the boundary data, globally)
higher integrable in the sense mentioned before and therefore admit the
self-improving property of integrability. This was first observed for the
Jacobian of a quasi conformal mapping by Gehring [21] and later on
for solutions to elliptic systems by Meyers and Elcrat [35] (see also [23]
and the monograph [22] for further references therein). In principle the
argument of the proof is based on certain reverse Ho¨lder inequalities
and an application of Gehring’s lemma. Such reverse Ho¨lder inequali-
ties are typically derived from a Caccioppoli type inequality —an esti-
mate having the structure of a reverse Poincare´ inequality— followed by
an application of Sobolev-Poincare´’s inequality to the right-hand side.
The first treatment of the higher integrability for solutions to elliptic
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equations with non-standard p(x)-growth goes back to Zhikov [41]. Im-
provements of this result can be found for instance in [13], [42]. At this
stage we point out that a complete Caldero´n-Zygmund theory for the p-
Laplacean equation was essentially obtained by Iwaniec [27], while the
vectorial case, i.e. the case of systems, was treated by DiBenedetto and
Manfredi [18]. For similar results concerning equations with VMO-co-
efficients we refer to [31], [32] and the references therein. Finally, a
complete Caldero´n-Zygmund theory for equations with non-standard
p(x)-growth was achieved by Acerbi and Mingione [3]. In their proof
the higher integrability of the solutions plays an important role.
The main idea to deal with the non-standard p(x)-growth condition,
which leads to non-homogeneous estimates, is a localization technique
that allows to homogenize the estimates. In this way one obtains a
reverse Ho¨lder type inequality which is comparable to the one from the
constant growth case and which is the key to the higher integrability.
In the parabolic setting the elliptic techniques to prove higher inte-
grability cannot be applied directly for several obstructions. Already in
the simplest case of linear growth p ≡ 2 the application of a Sobolev-
Poincare´ inequality is not possible due to the definition of a weak so-
lution which a priori admits no regularity with respect to time. The
second main obstruction in the case p ≡ const 6= 2 results from the non-
homogeneous scaling of the parabolic system in the sense that a solution
of the parabolic p-Laplacean system does not remain a solution under
multiplication by a constant different form 0 and 1. However, reverse
Ho¨lder inequalities should take a form which persists invariant under
scaling. Therefore, one is forced to choose a system of parabolic cylin-
ders different from the standard ones whose space-time scaling depends
on the local behavior of the solution itself, and which, in a certain sense,
re-balances the non-homogeneous scaling of the parabolic system. Such
kind of cylinders were introduced in the pioneering work of DiBenedetto
and Friedman [14], [15], [16], [17]. The strategy is to find parabolic
cylinders of the form
(1.3) Q(λ)% (z0) := B%(x0)× (t0 − λ2−p%2, t0 + λ2−p%2), z0 ≡ (x0, t0),
such that the scaling parameter λ > 0 and the average of |Du|p over
Q
(λ)
% (z0) are coupled in the following way:
−
∫
Q
(λ)
% (z0)
|Du|p dz ≈ λp.
Such cylinders are called intrinsic cylinders or cylinders with intrin-
sic coupling. The delicate aspect in this coupling clearly relies in the
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fact that the value of the integral average must be comparable to the
scaling factor, which itself is involved in the construction of its support.
On such intrinsic cylinders, i.e. when |Du| is comparable to λ in the
above sense, the parabolic p-Laplacean system ∂tu = div(|Du|p−2Du)
behaves heuristically like ∂tu = λ
p−2∆u. Therefore, using intrinsic cylin-
ders of the type Q
(λ)
% (z0) we can re-balance the occurring multiplicative
factor λp−2, which has the same effect as re-scaling u in time by a fac-
tor λ2−p. Finally, the construction of such intrinsic cylinders is a delicate
issue and can be achieved in the context of higher integrability by certain
stopping time arguments. These techniques allow the proof of a reverse
Ho¨lder type inequality on such intrinsic cylinders, which together with
suitable covering arguments yield the higher integrability.
The case of linear growth p ≡ 2 was treated by Giaquinta and Stru-
we [24]. Note that this case is much easier since it falls into the realm of
non-degenerate problems which can be treated without using the intrin-
sic geometry. The case 2nn+2 < p 6= 2 goes back to the work of Kinnunen
and Lewis [29], and for a global version we refer to [38]. The restriction
on the growth exponent from below is unavoidable and already occurs
in the parabolic regularity theory for p-Laplacean systems and equa-
tions; see [14]. Finally, the case of higher order parabolic systems with
degenerate diffusions was treated in [7], [11].
For differentiable vector-fields, i.e. vector-fields being differentiable
with respect to x —or at least Lipschitz continuous with respect to x—
higher integrability results can be found in [5], [19], [39]. Under such an
assumption it is possible to differentiate the system with respect to x, es-
tablishing the existence of second order spatial derivatives, which when
combined with a certain parabolic embedding yields a reverse Ho¨lder
inequality. Note that this technique produces an explicit higher integra-
bility exponent. For the case p = 2 a global version valid up to the lateral
and initial boundary was achieved in [9]; note that the proof of the lat-
eral boundary version is much more delicate, since one can differentiate
the system only with respect to the tangential spatial derivatives.
We should also mention that a complete Caldero´n-Zygmund theory for
degenerate parabolic equations and for p-Laplacean type systems with
a quasi-diagonal Uhlenbeck structure, i.e. systems of the type ∂tu −
div(g(|Du|)Du) = div(|F |p−2F ) where g(|Du|) ≈ |Du|p−2, has been
established by Acerbi and Mingione in [4]; a corresponding result for
general systems without a Uhlenbeck structure can be inferred from [19].
Finally, we should also mention related higher integrality results for
very weak solutions to elliptic and parabolic systems. Here, the problem
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is to show that a very weak solution, i.e. a solution belonging to a slightly
worse Sobolev space than the natural energy space (determined by the
growth of the vector-field), actually belongs to the natural energy space
(see [35], [28], [33] for the case of elliptic systems, [30], [8] for parabolic
systems, and [12] for very weak solutions to elliptic systems with non-
standard p(x)-growth). The major difficulty in dealing with very weak
solutions is that the solution multiplied by a cut-off function cannot be
used as a testing function in the weak formulation of the system. This
can be overcome by a variety of different techniques such as the non-
linear Hodge decomposition from [28] or a Whitney type construction
of suitable test functions from [33], [30]. We note that the proof in the
parabolic setting is again more delicate due to the missing regularity of
solutions with respect to time and the non-homogeneous scaling behavior
of the system as explained above.
The only higher integrability result available for parabolic problems
with p(z)-growth is to our knowledge the result by Antontsev and Zhi-
kov [6] which we already mentioned before. This result, however, is
concerned with the pure homogeneous parabolic p(z)-Laplacean equa-
tion, i.e. (1.2) for the scalar case N = 1 and F ≡ 0. We note that the
basic difference with respect to the general case (1.1) is that solutions can
be shown to be bounded (by a variant of Moser’s iteration scheme) and
therefore certain integrability exponents occurring in the course of the
proofs can be diminished. Moreover, in contrast to our result the con-
stants in the final quantitative higher integrability estimate depend on
the solution itself via the L∞−L2- norm of u and the Lp(·)-energy of Du.
In particular, the improvement in the integrability exponent depends on
the solution itself, while in the main result of our paper, i.e. in Theo-
rem 2.2, the gain in integrability can be determined in a universal way in
dependence of the structural assumptions and is therefore independent
of the solution itself. The only dependence on the solution occurs in the
size of the cylinders on which the quantitative higher integrability esti-
mate is established. The fact that the integrability exponent does not
depend on the solution is even new for the corresponding elliptic case,
to which our technique certainly also applies. It is also worth to men-
tion that our methods allow the treatment of general parabolic systems
with p(z)-growth, i.e. the vector valued case N > 1, with non-vanishing
right-hand sides.
Our result can be helpful in different directions, since the starting
point of any localization procedure in the regularity theory for para-
bolic systems with non-standard p(z)-growth will be a suitable local-
ization technique based on the higher integrability. Therefore, possible
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applications are a partial regularity theory for general parabolic systems
with p(z)-growth without degeneration (cf. [1], [2] for the elliptic case),
the C1,α-regularity for degenerate parabolic systems with quasi-diagonal
structure, i.e. a structure prescribing that the gradient non-linearities
depend only on the explicit scalar quantity |Du|, or a related partial
regularity theory for parabolic systems with degenerate p(z)-diffusion
(cf. [14], [10] for related results in the case p ≡ const).
1.2. Plan of the paper. The paper is structured as follows. In Sec-
tion 2 we give the precise assumptions for the vector-field a, the definition
of a weak solution to (1.1) and the statement of the main higher inte-
grability result. Section 3 includes the technical preliminaries as well as
a description of the intrinsic geometry and a localization principle. In
the subsequent Section 4 we give the proof of the Cacciopoli-inequality
for solutions of parabolic p(z)-systems. This is formulated on general
parabolic cylinders of the type
Q(λ)% (z0) := B%(x0)×
(
t0 − λ
2−p(z0)
p(z0) %2, t0 + λ
2−p(z0)
p(z0) %2
)
without assuming a priori an intrinsic coupling. At a first glance this
looks very much the same as a formulation on parabolic cylinders
from (1.3) as one could substitute λ by λ
1
p(z0) . Anyhow, in contrast
to the cylinders defined in (1.3) and used for the case p ≡ const, now
the scaling factor λ
2−p(z0)
p(z0) depends on the center z0 of the cylinder and
therefore varies from point to point. Moreover, we use this non-standard
scaling factor in the definition of the intrinsic cylinders with intrinsic
coupling as follows:
−
∫
Q
(λ)
% (z0)
|Du|p(·) dz ≈ λ.
This has the advantage that the right-hand side is independent of p(z0)
and this is crucial for the multiplicative gain in the integrability expo-
nent. Section 5 is now devoted to the derivation of suitable Poincare´ and
Sobolev-Poincare´ type inequalities which are necessary to obtain the re-
verse Ho¨lder type inequality. Again the Poincare´ inequality is established
on general parabolic cylinders, while for the Sobolev-Poincare´ inequal-
ity one has to work under the assumption of an intrinsic coupling. The
latter assumption is necessary in order to re-balance the inhomogeneous
scaling behavior of the system. In Section 6 we give the proof of the
reverse Ho¨lder type inequality on intrinsic cylinders. Section 7 is then
dedicated to the proof of the main result. Therein, by use of a suitable
stopping time argument we construct a covering of the super-level set of
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the spatial gradient by intrinsic cylinders on which the reverse Ho¨lder
inequality can be applied. Due to the non-standard growth condition
the covering has to capture a situation with intrinsic scaling parame-
ters varying with respect to space and time; i.e. the cylinders Q
(λ)
% (z0)
are re-scaled in time direction by the scaling factor λ
2−p(z0)
p(z0) depending
additionally on the center z0 of the intrinsic cylinder. This makes nec-
essary the use of a Vitali-type covering for a collection of non-uniformly
scaled intrinsic cylinders. However, the global energy bound yields an
upper bound for the size of the radii, a crucial fact used in the proof
of the Vitali-type covering lemma; see Lemma 7.1. In this respect the
proof of the main theorem differs form the known ones of the previous
higher integrability results. Moreover, instead of working globally with
a re-scaled function of the type dP(z, ∂Q%)α|Du|p(z), with a suitable ex-
ponent α, on the parabolic cylinder Q% in question —which allows to
re-absorb a certain integral— we work directly with |Du|p(z) on nested
cylinders Q%/2 ⊆ Qt ⊂ Qs ⊆ Q%. This idea was first successfully applied
in the context of measure data problems in [36]. This allows to re-absorb,
roughly speaking, an integral of the form
∫
Qs
|Du|p(·)(1+ε) dz —which
naturally occurs in right-hand sides of the estimates in the course of the
proof— in the left-hand side. Thereby, the problem that such integrals
are a priori not known to be finite, can be resolved as usual by a trun-
cation argument. This is one of the technical novelties of the paper and
simplifies also the proof of higher integrability in the elliptic case. In
the final Section 8 we indicate how the methods can be used to treat a
right-hand side of the type b(z,Du) with controllable p(z)-growth. By
this we understand that |b(z, w)| . |w|p(z)−1.
Acknowledgements. This work is supported by the ERC grant 207573
“Vectorial Problems”. We would like to thank P. Baroni for useful com-
ments on a preliminary version of the paper leading to a more neat
formulation of the statement of the main result.
2. Statements
In the following Ω will denote a bounded domain in Rn with n ≥ 2
and ΩT := Ω × (0, T ), T > 0 will be the space-time cylinder over Ω.
Points in Rn+1 will be denoted by z = (x, t). Differentiation with re-
spect to the spatial variables will be denoted by Du, while the differ-
entiation with respect to time by ∂tu or ut. The spaces L
p(Ω,RN ) and
W 1,p(Ω,RN ) stand for the usual Lebesgue, respectively Sobolev spaces.
Concerning parabolic cylinders we use symmetric parabolic cylinders of
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the form Q%(z0) := B%(x0) × (t0 − %2, t0 + %2) instead of the standard
cylinders B%(x0) × (t0 − %2, t0). Here, B%(x0) denotes the ball of ra-
dius % > 0 with center x0 ∈ Rn.
We shall consider vector fields a : ΩT×RNn → RNn which are assumed
to be Carathe´odory regular and to satisfy the following non-standard
p(z)-growth and ellipticity assumptions:
(2.1) |a(z, w)| ≤ L (|w|+ 1)p(z)−1, a(z, w) · w ≥ ν |w|p(z),
whenever z ∈ ΩT and w ∈ RNn. Here, 0 < ν ≤ 1 ≤ L are fixed structural
parameters. The exponent function p : ΩT → ( 2nn+2 ,∞) is assumed to
be continuous with a modulus of continuity ω : [0,∞) → [0, 1]. More
precisely, we shall assume that ω is a concave, non-decreasing function
with lims↓0 ω(s) = 0 = ω(0) and that there exist constants γ1, γ2 < ∞
such that
(2.2) 2nn+2 < γ1 ≤ p(z) ≤ γ2 and |p(z1)− p(z2)| ≤ ω
(
dP(z1, z2)
)
,
holds for any choice of z1, z2 ∈ ΩT . Here the parabolic distance is
given by
(2.3) dP(z1, z2) := max
{|x1 − x2|,√|t1 − t2|},
for z1 = (x1, t1), z2 = (x2, t2) ∈ Rn+1. At this stage it is worth to
mention that assuming the existence of such γ1, γ2 is not restrictive since
the result we are going to prove is of local nature. We mention that the
previous lower bound on γ1 is a typical assumption in the regularity
theory for non-linear parabolic equations and systems. Finally, for the
modulus of continuity ω we assume the following weak logarithmic
continuity condition to hold:
(2.4) lim sup
%↓0
ω(%) log
(
1
%
)
< +∞.
By virtue of (2.4) we may assume for a constant L1 > 0 depending
on ω(·) that
(2.5) ω(%) log
(
1
%
) ≤ L1, for all % ∈ (0, 1].
For k ∈ N we define Lp(·)(ΩT ,Rk) to be the set of those measurable
functions v : ΩT → Rk such that |v|p(·) ∈ L1(ΩT ); i.e.
Lp(·)(ΩT ,Rk) :=
{
v : ΩT → Rk :
∫
ΩT
|v|p(·) dz < +∞
}
.
Finally, for the right-hand side we assume F ∈ Lp(·)(ΩT ,RNn), at least.
We are now ready to give the definition of a weak solution to the non-
linear parabolic system (1.1):
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Definition 2.1. We identify a function u ∈ L1(ΩT ,RN ) as a weak
solution of the parabolic system (1.1) if and only if u ∈ L2(ΩT ,RN ),
Du ∈ Lp(·)(ΩT ,RNn) and
(2.6)
∫
ΩT
[
u · ϕt − a(z,Du) ·Dϕ
]
dz =
∫
ΩT
|F |p(·)−2F ·Dϕdz
holds, whenever ϕ ∈ C∞0 (ΩT ,RN ).
The following theorem is our main result:
Theorem 2.2. Let σ > 0 and p : ΩT → [γ1, γ2] satisfy (2.2) and (2.4).
Then, there exists ε0 = ε0(n,N, ν, L, L1, γ1, γ2, σ) ∈ (0, σ] such that the
following holds: Whenever u is a weak solution of the parabolic sys-
tem (1.1), where (2.1) is in force and F ∈ Lp(·)(1+σ)(ΩT ,RNn) then
|Du|p(·)(1+ε0) ∈ L1loc(ΩT ).
Moreover, for M ≥ 1 there exists a radius r0 ≡ r0(n,L1, γ1, γ2,M) > 0
such that there holds: If
(2.7)
∫
ΩT
(|Du|+ |F |+ 1)p(·) dz ≤M
and ε ∈ (0, ε0], then for any parabolic cylinder Q2r ≡ Q2r(z0) ⊆ ΩT with
r ∈ (0, r0] there holds
(2.8) −
∫
Qr
|Du|p(·)(1+ε) dz ≤ c
(
−
∫
Q2r
(|Du|+ |F |+ 1)p(·) dz
)1+εd
+ c−
∫
Q2r
(|F |+ 1)p(·)(1+ε) dz,
for a constant c = c(n,N, ν, L, L1, γ1, γ2). Here we used the abbreviation:
(2.9) d ≡ d(p0) :=

2p0
p0(n+ 2)− 2n, if p0 < 2,
p0
2
, if p0 ≥ 2,
where p0 := p(z0).
3. Preliminaries and notations
3.1. Notations. As mentioned already in Section 2 we shall always
write z0 = (x0, t0) for a point z0 ∈ Rn+1 and we shall consider —as we
did for instance in the statement of Theorem 2.2— symmetric parabolic
cylinders around z0 of the form Q%(z0) := B%(x0) × (t0 − %2, t0 + %2).
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Moreover, in the course of the proof of our main result, in order to re-
balance the non-homogeneity of the parabolic system, we shall deal with
certain scaled cylinders of the form
Q(λ)% (z0) := B%(x0)× Λ(λ)% (z0),
where
Λ(λ)% (z0) :=
(
t0 − λ
2−p0
p0 %2, t0 + λ
2−p0
p0 %2
)
.
In any case, when considering a certain cylinder Q
(λ)
% (z0) with center z0
by p0 we denote the value of p(·) at the center of the cylinder, i.e. p0 ≡
p(z0). Note that such a system of scaled cylinders is non-uniform in the
sense that the scaling λ
2−p0
p0 depends on the particular point z0 via p0 ≡
p(z0). Moreover, we denote by p1, p2 the infimum resp. supremum of p(·)
over the intrinsic cylinder Q
(λ)
% (z0), i.e.
p1 ≡ inf
Q
(λ)
% (z0)
p(·), p2 ≡ sup
Q
(λ)
% (z0)
p(·).
In any case, where it is clear from the context which cylinder is meant,
we refer to this notation; otherwise we shall give precise definitions.
3.2. Preliminaries. In order to “re-absorb” certain terms, we will use
the following iteration lemma, which is a standard tool and can for in-
stance be found in [22].
Lemma 3.1. Let 0 < ϑ < 1, A,C ≥ 0 and β > 0. Then there exists a
constant c = c(β, ϑ) such that there holds: For any non-negative bounded
function satisfying
φ(t) ≤ ϑφ(s) +A(s− t)−β + C for all 0 < r ≤ t < s ≤ %,
we have
φ(r) ≤ c [A(%− r)−β + C].
Finally, we state Gagliardo-Nirenberg’s inequality in a form which
shall be suitable for our purposes later.
Lemma 3.2. Let B%(x0) ⊂ Rn with 0 < % ≤ 1, 1 ≤ σ, q, r < ∞ and
ϑ ∈ (0, 1) such that −nσ ≤ ϑ(1 − nq ) − (1 − ϑ)nr . Then there exists a
constant c = c(n, σ) such that for any u ∈W 1,q(B%(x0)) there holds:
−
∫
B%(x0)
∣∣∣∣u%
∣∣∣∣σ dx ≤ c
(
−
∫
B%(x0)
∣∣∣∣u%
∣∣∣∣q+|Du|q dx
)ϑσ
q
(
−
∫
B%(x0)
∣∣∣∣u%
∣∣∣∣r dx
)(1−ϑ)σ
r
.
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3.3. Intrinsic geometry and localization. In order to re-balance
the non-homogeneous behavior of the parabolic system we shall use
the so called intrinsic geometry which —in the case of standard growth
conditions— was introduced by DiBenedetto [14], [15], [16], [17]. More
precisely, denoting by u a weak solution of (1.1) in ΩT , a cylinder
Q(λ)% (z0) ≡ B%(x0)×
(
t0 − λ
2−p0
p0 %2, t0 + λ
2−p0
p0 %2
) ⊆ ΩT
with p0 ≡ p(z0) is called intrinsic if the following property holds (in a
quantifiable sense):
−
∫
Q
(λ)
% (z0)
(|Du|+ |F |+ 1)p(z) dz ≈ λ.
On such cylinders we can prove homogeneous estimates although the
parabolic system (1.1) is non-homogeneous. In order to deal with the
non-standard growth property of the vector field a(·) we shall use —as it
is usual in the elliptic case— suitable localization arguments, i.e. argu-
ments employing the fact that locally the system behaves like a system
of constant p-growth modulo small perturbations. These localization ar-
guments have to be combined with the intrinsic geometry and this makes
the problem technically much more involved than the corresponding el-
liptic one. In the following we shall briefly explain the argument. Sup-
pose that on some cylinder Q
(λ)
% (z0) ⊆ ΩT with 0 < % ≤ 1 and λ ≥ 1 we
have the following intrinsic coupling:
(3.1) λ ≤ κ−
∫
Q
(λ)
% (z0)
(|Du|+ |F |+ 1)p(z) dz for some κ ≥ 1.
Then, using |Q(λ)% (z0)| = 2αn%n+2λ
2−p0
p0 (where αn denotes the measure
of the unit ball in Rn) and (2.7) in (3.1) we find
λ
2
p0 ≤ κ
2αn%n+2
∫
Q
(λ)
% (z0)
(|Du|+ |F |+ 1)p(z) dz ≤ c(n)κM
%n+2
.
This immediately leads us to a bound of λ in terms of % and the energy
bound M ; more precisely with a constant βn ≡ βn(n) ≥ 1 we get:
(3.2) λ ≤
(
βnκM
%n+2
) p0
2
.
On Q
(λ)
% (z0) we now define
p1 := inf
Q
(λ)
% (z0)
p(·) and p2 := sup
Q
(λ)
% (z0)
p(·).
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Then, from (2.2), the fact that λ ≥ 1 and p0 ≥ γ1 we obtain the following
preliminary bound for the oscillation of p(·) on Q(λ)% (z0):
p2 − p1 ≤ ω
(
2%+
√
2λ
2−p0
p0 %2
)
.
In the case p0 ≥ 2 this leads us to
p2 − p1 ≤ ω(4%),
while in the case 2nn+2 < p0 < 2 we infer from (3.2) that
p2 − p1 ≤ ω
(
4λ
2−p0
2p0 %
)
≤ ω
(
4
(
βnκM
) 2−γ1
4 %1−
(2−γ1)(n+2)
4
)
≤ ω(4√βnκM%γ1 n+24 −n2 ) = ω(Γ%γ1 n+24 −n2 ),
where we have defined Γ := 4
√
βnκM ≥ 4. Note that the restriction γ1 >
2n
n+2 ensures that the exponent of % is positive, i.e. γ1
n+2
4 − n2 > 0.
Combining the estimates from the cases γ1 ≥ 2 and γ1 < 2 we finally
arrive at:
(3.3) p2 − p1 ≤ ω(Γ%α), where α := min
{
1, γ1
n+2
4 − n2
}
.
Using the preceding inequality and the logarithmic bound (2.5) we infer
that
%−(p2−p1) ≤ %−ω(Γ%α) = exp[ω(Γ%α) log 1%] = exp[α−1ω(Γ%α) log 1%α ]
= exp
[
α−1ω(Γ%α)
(
log 1Γ%α + log Γ
)]
≤ eL1α exp[α−1ω(Γ%α) log Γ].
At this point we choose
(3.4) %0 ≤ Γ− 2α ≡
(
4
√
βnκM
)− 2α .
Keeping in mind the definition of α this determines %0 as a constant
depending on n, γ1, κ, M . Now, we assume that 0 < % ≤ %0 and
use (2.5) again to estimate further
%−(p2−p1) ≤ eL1α exp[α−1ω(Γ%α0 ) log Γ]
≤ eL1α exp[α−1ω( 1Γ ) log Γ] ≤ e 2L1α .(3.5)
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Together with (3.2), the definition of Γ, (3.3), (3.4) and (2.5) this finally
implies
λ
p2−p1
p0 ≤ (Γ%−n+22 )p2−p1 ≤ Γω(Γ%α0 )eL1(n+2)α
≤ Γω(Γ−1)eL1(n+2)α ≤ eL1(n+2)α +L1 ≤ e 4nL1α .
(3.6)
3.4. Steklov averages. Since weak solutions of parabolic systems do
not necessarily admit a time derivative in L2 it is in general not possible
to test the systems with the solution itself. To overcome this problem
it is a standard tool in the theory of parabolic systems to use a certain
mollification with respect to time when testing the parabolic system.
Particularly the so called Steklov averages serve as such a suitable
mollification. The precise definition is as follows: Given a function f ∈
L1(ΩT ) and 0 < h < T the Steklov-mean [f ]h of f is defined by
[f ]h(x, t) ≡

1
h
∫ t+h
t
f(x, τ) dτ, t ∈ (0, T − h),
0, t ∈ (T − h, T ).
By use of Steklov-means of the solution u the parabolic system (1.1)
can be re-written in the following equivalent formulation (cf. [14, Chap-
ter II]):
(3.7)
∫
Ω
(∂t[u]h ·ϕ+[a(·, Du)]h·Dϕ)(·, t) dx=−
∫
Ω
[|F |p(·)−2F ]
h
(·, t)·Dϕdx
whenever ϕ ∈W 1,p(·)0 (Ω,RN ) ∩ L2(Ω,RN ).
4. Caccioppoli inequality
It is a well know fact that the first step towards a higher integra-
bility result for solutions to elliptic and parabolic systems is a suitable
Caccioppoli-type inequality (see for example [29], [30], [7], [8]). Such
inequalities when combined with Sobolev-type estimates yield a reverse
Ho¨lder-type inequality on intrinsic parabolic cylinders.
Lemma 4.1. Suppose that u is a weak solution of (1.1) in ΩT under
the assumptions (2.1) and let F ∈ Lp(·)(ΩT ,RNn). Then, there ex-
ists a constant c = c(ν, L, γ1, γ2) such that for all parabolic cylinders
Q
(λ)
% (z0) ⊆ ΩT with 0 < % ≤ 1, λ > 0 and for all r ∈ [%/2, %) and
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A ∈ RN there holds:
sup
t∈Λ(λ)r (z0)
−
∫
Br(x0)
λ
p0−2
p0
∣∣∣∣u(·, t)−Ar
∣∣∣∣2 dx+−∫
Q
(λ)
r (z0)
|Du|p(·) dz
≤ c−
∫
Q
(λ)
% (z0)
[
λ
p0−2
p0
∣∣∣∣u−A%− r
∣∣∣∣2+ ∣∣∣∣u−A%− r
∣∣∣∣p(·)+ |F |p(·) + 1
]
dz.
Proof: In our notation we shall omit the reference point z0 writing for
instance Q
(λ)
% instead of Q
(λ)
% (z0). Next, we choose two cut-off func-
tions η ∈ C∞0 (B%) and ζ ∈ C1(R) satisfying 0 ≤ η ≤ 1, η ≡ 1 in Br,
|∇η| ≤ c/(% − r) and 0 ≤ ζ ≤ 1, ζ ≡ 0 on (−∞,−λ
2−p0
p0 %2], ζ ≡ 1 on
[−λ
2−p0
p0 r2,∞), 0 ≤ ζ ′ ≤ 2λ
p0−2
p0 /(%2 − r2). Choosing in the Steklov-
formulation (3.7) (for a.e. τ ∈ Λ(λ)% ) the test-function
ϕh ≡ ηγ2ζ2([u]h −A)
and taking into account that ∂τA = 0 we obtain∫
B%
(∂τ ([u]h −A) · ϕh + [a(·, Du)]h ·Dϕh) (·, τ) dx
= −
∫
B%
[|F |p(·)−2F ]
h
(·, τ) ·Dϕh dx,
for a.e. τ ∈ Λ(λ)% . Next, we integrate the preceding identity with respect
to τ over Λ
(λ)
%,t := Λ
(λ)
% ∩ {τ ∈ R : τ ≤ t}, where t ∈ Λ(λ)% . Since
ζ(−λ
2−p0
p0 %2) = 0, we obtain for the first term on the left-hand side for
a.e. t ∈ Λ(λ)% that∫
Λ
(λ)
%,t
∫
B%
(∂τ [u]h −A) · ϕh dx dτ
=
∫
Q
(λ)
%,t
1
2 ∂τ
(|[u]h −A|2ζ2)ηγ2 − |[u]h −A|2ηγ2ζζ ′ dz
= 12
∫
B%
|[u]h(·, t)−A|2ηγ2ζ(t)2 dx−
∫
Q
(λ)
%,t
|[u]h −A|2ηγ2ζζ ′ dz,
with the obvious abbreviation Q
(λ)
%,t := Q
(λ)
% ∩ {(x, τ) ∈ Rn+1 : τ ≤ t}.
Inserting this above and passing to the limit h ↓ 0 we find that for a.e.
Higher Integrability 215
t ∈ Λ(λ)% there holds:
1
2
∫
B%
|u(·, t)−A|2ηγ2ζ(t)2 dx+
∫
Q
(λ)
%,t
a(·, Du) ·Duηγ2ζ2 dz
=
∫
Q
(λ)
%,t
[|u−A|2 ηγ2ζζ ′ − γ2a(·, Du) · ∇η ⊗ (u−A)ηγ2−1ζ2] dz
−
∫
Q
(λ)
%,t
|F |p(·)−2F ·Dϕdz.
Here we defined ϕ ≡ ηγ2ζ2(u − A). Using the ellipticity and growth
conditions for the vector field a(·) from (2.1), Young’s inequality, ζ ′ ≤
2λ
p0−2
p0 /(%2 − r2) ≤ 2λ
p0−2
p0 /(% − r)2, |∇η| ≤ c/(% − r) together with
0 ≤ η, ζ ≤ 1 and (γ2 − 1) · p(z)p(z)−1 ≥ γ2 we infer that
1
2
∫
B%
|u(·, t)−A|2 ηγ2ζ2(t) dx+ ν
∫
Q
(λ)
%,t
|Du|p(·)ηγ2ζ2 dz
≤
∫
Q
(λ)
%,t
[
2λ
p0−2
p0
∣∣∣∣u−A%− r
∣∣∣∣2+ cLγ2(|Du|+ 1)p(·)−1∣∣∣∣u−A%− r
∣∣∣∣ ηγ2−1ζ2
]
dz
+
∫
Q
(λ)
%,t
|F |p(·)−1
[
|Du|ηγ2ζ2 + cγ2
∣∣∣∣u−A%− r
∣∣∣∣] dz
≤ ν2
∫
Q
(λ)
%,t
|Du|p(·)ηγ2ζ2 dz
+ c
∫
Q
(λ)
%
[
λ
p0−2
p0
∣∣∣∣u−A%− r
∣∣∣∣2 + ∣∣∣∣u−A%− r
∣∣∣∣p(·) + |F |p(·) + 1
]
dz,
for a constant c = c(ν, L, γ1, γ2). At this stage we re-absorb as usual the
first term of the right-hand side into the left-hand side. Recalling the
choices of η and ζ, in particular that η ≡ 1 on Br and ζ ≡ 1 on Λ(λ)r , we
arrive —after taking mean values— at the following estimate valid for
a.e. t ∈ Λ(λ)r :
−
∫
Br
λ
p0−2
p0
∣∣∣∣u(·, t)−Ar
∣∣∣∣2 dx+−∫
Q
(λ)
r,t
|Du|p(·) dz
≤ c−
∫
Q
(λ)
%
[
λ
p0−2
p0
∣∣∣∣u−A%− r
∣∣∣∣2 + ∣∣∣∣u−A%− r
∣∣∣∣p(·) + |F |p(·) + 1
]
dz,
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where c = c(ν, L, γ1, γ2). From this we immediately conclude the desired
Caccioppoli inequality by taking in the first term on the left-hand side
the supremum with respect to t ∈ Λ(λ)r and letting t ↑ λ
2−p0
p0 r2 in the
second one.
5. Poincare´ type inequalities
Due to the character of the weak formulation of (1.1) a weak solu-
tion u does not admit the necessary regularity properties for an imme-
diate application of a Poincare´ inequality for maps defined on Rn+1.
Nevertheless, it is possible to establish certain Poincare´-type inequali-
ties for solutions employing the parabolic system. For the spatial direc-
tions it is possible to apply slice-wise the standard Poincare´ inequality
from Rn, while for the time direction it is possible to gain —by testing
the system— a certain kind of regularity with respect to time. More
precisely, it can be shown that the so called weighted means of u are
absolutely continuous, and this when combined with a slice-wise appli-
cation of the Poincare´ inequality from Rn leads to suitable Poincare´-type
inequalities for weak solutions. Since all estimates have to take into ac-
count the non-homogeneous character of the parabolic system we shall
establish the Poincare´-type inequalities on intrinsic cylinders Q
(λ)
% (z0).
We start with the following version:
Lemma 5.1. Suppose that u is a weak solution of (1.1) under the as-
sumptions (2.1) and let F ∈ Lp(·)(ΩT ,RNn). Furhtermore, let Q(λ)% (z0)⊆
ΩT be a parabolic cylinder with 0 < % ≤ 1 and λ > 0. Then, for all
ϑ ∈ [1, p1] there holds
−
∫
Q
(λ)
% (z0)
∣∣∣∣∣u− (u)(λ)z0;%%
∣∣∣∣∣
ϑ
dz ≤ c−
∫
Q
(λ)
% (z0)
|Du|ϑ dz
+ c
(
λ
2−p0
p0 −
∫
Q
(λ)
% (z0)
(|Du|+ |F |+ 1)p(·)−1 dz
)ϑ
,
where c = c(n,N,L, γ2).
Proof: In the following we shall omit again the reference point z0 in our
notation. Let η ∈ C∞0 (B%) be a nonnegative weight-function satisfying
η ≥ 0, −
∫
B%(x0)
η dx = 1 and ‖η‖∞ + %‖Dη‖∞ ≤ cη.
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Note that we can arrange η in such a way that cη = cη(n). Then, for
a.e. t ∈ Λ(λ)% we define the weighted mean of u(·, t) on B% by
(u)η(t) := −
∫
B%
u(·, t) η dx.
Having the weighted means of u(·, t) at hand the slice-wise (meaning
slice-wise in time) application of the standard Poincare´’s inequality with
respect to the spatial variable x on Rn is allowed and this will be em-
ployed as follows: We first estimate the ϑ-mean deviation of u on Q
(λ)
%
(i.e. the deviation of u from its mean on Q
(λ)
% in Lϑ) by adding and
subtracting the weighted means of u in the following way:
−
∫
Q
(λ)
%
∣∣∣∣∣u− (u)(λ)%%
∣∣∣∣∣
ϑ
dz ≤ 3ϑ−1
[
−
∫
Q
(λ)
%
∣∣∣∣u− (u)η%
∣∣∣∣ϑ dz
+ %−ϑ −
∫
Λ
(λ)
%
∣∣∣∣∣−
∫
Λ
(λ)
%
[
(u)η(t)− (u)η(τ)
]
dτ
∣∣∣∣∣
ϑ
dt
+
∣∣∣∣∣1% −
∫
Λ
(λ)
%
(u)η(τ) dτ − (u)(λ)%
∣∣∣∣∣
ϑ

= 3ϑ−1
[
I + II + III
]
,
(5.1)
with the obvious meaning of I, II and III . In estimating I we apply
the standard Poincare´ inequality from Rn “slice-wise” to u(·, t) and infer
that
I ≤ c(n, ϑ)−
∫
Q
(λ)
%
|Du|ϑ dz.
For III a similar argument yields
III ≤ I ≤ c(n, ϑ)−
∫
Q
(λ)
%
|Du|ϑ dz.
Since 1 ≤ ϑ ≤ p1 ≤ γ2 and the dependence of the constant c(n, ϑ) in
the Poincare´ inequality upon ϑ is continuous we can replace c(n, ϑ) by
a constant depending only on n and γ2.
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For the estimate of II we shall use the parabolic system (1.1) in order
to obtain an estimate for the difference |(u)η(t)−(u)η(τ)| of the weighted
means for a.e. t, τ ∈ Λ(λ)% . The precise argument is as follows: For
i ∈ {1, . . . , N} we choose ϕ : Rn+1 → RN with ϕi = η and for the
remaining components ϕj = 0, j 6= i, as test-function in the Steklov-
formulation (3.7) of the parabolic system. Then, for t, τ ∈ Λ(λ)% we get
(
[ui]h
)
η
(t)−([ui]h)η(τ)=∫ t
τ
∂s
(
[ui]h
)
η
ds
=−
∫ t
τ
−
∫
B%
(
[ai(·, Du)]h+[|F |p(·)−2Fi]h
)
·Dη dx ds.
Using the growth condition (2.1)1 for the vector field a(·) and the bound
‖Dη‖∞ ≤ cη/% we find for a.e. t, τ ∈ Λ(λ)% , after passing to the limit h ↓ 0,
that
|(ui)η(t)− (ui)η(τ)| ≤ L
∫ t
τ
−
∫
B%
[
(|Du|+ 1)p(·)−1 + |F |p(·)−1
]
|Dη| dx ds
≤ c % λ
2−p0
p0 −
∫
Q
(λ)
%
(|Du|+ 1)p(·)−1 + |F |p(·)−1 dz
for a constant c = c(L, cη) = c(n,L). Summing over i = 1, . . . , N we
infer the following estimate for II :
II ≤ c(n,N,L, γ2, )
(
λ
2−p0
p0 −
∫
Q
(λ)
%
(|Du|+ |F |+ 1)p(·)−1 dz
)ϑ
.
Joining the estimates obtained for I–III with (5.1) we obtain the desired
Poincare´-type inequality.
The previous Poincare´-type inequality has —due to the second inte-
gral of the right-hand side— a non-homogeneous character, meaning that(
λ
2−p0
p0 −∫
Q
(λ)
%
(|Du|+ |F |+ 1)p(·)−1 dz)ϑ has the wrong exponent p(·)− 1.
In the following corollary we compensate this by introducing a specific
intrinsic scaling of the cylinders, which will depend on the solution itself.
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Corollary 5.2. Let κ ≥ 1 and M > 1 be fixed. Then, there exist
%0 = %0(n, γ1, κ,M) > 0 and c = c(n,N,L, L1, γ1, γ2, κ) such that the
following holds: Suppose that u is a weak solution of (1.1) under the
assumptions (2.1), (2.2), (2.4), satisfying the energy bound (2.7) for the
given number M , and let F ∈ Lp(·)(ΩT ,RNn). Furthermore, assume
that for some parabolic cylinder Q
(λ)
% (z0) ⊆ ΩT with 0 < % ≤ %0 and
λ ≥ 1 the following intrinsic coupling holds:
(5.2) κ−1 λ ≤ −
∫
Q
(λ)
% (z0)
(|Du|+ |F |+ 1)p(·) dz ≤ κλ.
Then, for all ϑ ∈ [1, p1] we have
−
∫
Q
(λ)
% (z0)
∣∣∣∣∣u− (u)(λ)z0;%%
∣∣∣∣∣
ϑ
dz ≤ c λ ϑp0 .
Proof: Again we omit the reference point z0 in our notation. First, we
apply the Poincare´-type inequality from Lemma 5.1 and obtain
(5.3) −
∫
Q
(λ)
%
∣∣∣∣∣u− (u)(λ)%%
∣∣∣∣∣
ϑ
dz ≤ c−
∫
Q
(λ)
%
|Du|ϑ dz
+ c
(
λ
2−p0
p0 −
∫
Q
(λ)
%
(|Du|+ |F |+ 1)p(·)−1 dz
)ϑ
,
for a constant c = c(n,N,L, γ2). In the following, by βn ≡ βn(n) we
denote the constant from (3.2) and by α ≡ α(n, γ1) ≤ 1 the exponent
defined in (3.3). Then, we fix the radius %0 = %0(n, γ1, κ,M) > 0 in such
a way that
(5.4) %0 ≤
(
4
√
βnκM
)− 2α
.
This choice allows us to use (3.6) in the sequel. To estimate the first term
on the right-hand side of (5.3) we use Ho¨lder’s inequality (note that ϑ ≤
p1), hypothesis (5.2), the fact that κ, λ ≥ 1 and (3.6). Proceeding in this
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way we find
−
∫
Q
(λ)
%
|Du|ϑ dz ≤
[
−
∫
Q
(λ)
%
|Du|p1 dz
] ϑ
p1
≤
[
−
∫
Q
(λ)
%
(|Du|+ 1)p(·) dz
] ϑ
p1
≤ κ ϑp1 λ ϑp1
≤ κλ
ϑ(p0−p1)
p1p0 λ
ϑ
p0 ≤ κλ
p2−p1
p0 λ
ϑ
p0
≤ κ e 4nL1α λ ϑp0 = c(n,L1, γ1, κ) λ
ϑ
p0 .
To estimate the second term on the right-hand side of (5.3) we first recall
that ω(·) ≤ 1 and therefore by (3.3) we have p2 − p1 ≤ 1 or equivalently
p1
p2−1 ≥ 1. Using Ho¨lder’s inequality, hypothesis (5.2), κ, λ ≥ 1, ϑ ≤ p1
and (3.6) we find(
λ
2−p0
p0 −
∫
Q
(λ)
%
(|Du|+ |F |+ 1)p(·)−1 dz
)ϑ
≤
(
λ
2−p0
p0 −
∫
Q
(λ)
%
(|Du|+ |F |+ 1)p2−1 dz
)ϑ
≤
λ 2−p0p0 (−∫
Q
(λ)
%
(|Du|+ |F |+ 1)p1 dz
) p2−1
p1
ϑ
≤
λ 2−p0p0 (−∫
Q
(λ)
%
(|Du|+ |F |+ 1)p(·) dz
) p2−1
p1
ϑ
≤ κ
ϑ(p2−1)
p1
[
λ
2−p0
p0 λ
p2−1
p1
]ϑ
= κ
ϑ(p2−1)
p1 λ−
ϑ(p0−p1)
p1p0 λ
ϑ(p2−p1)
p1 λ
ϑ
p0
≤ κγ2λp2−p1λ ϑp0 ≤ κγ2e 4nγ2L1α λ ϑp0 = c λ ϑp0 ,
where c = c(n,L1, γ1, γ2, κ). Joining the previous estimates with (5.3)
we infer the desired homogeneous Poincare´-type inequality.
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The next lemma can be viewed as an upgrade of Corollary 5.2 with
respect to the integrability level. In this sense it can be interpreted as a
kind of Sobolev-inequality on intrinsic parabolic cylinders.
Lemma 5.3. Let κ ≥ 1 and M > 1 be fixed. Then, there exist %0 =
%0(n,L1, γ1, κ,M) > 0 and c=c(n,N, ν, L, L1, γ1, γ2, κ) such that the fol-
lowing holds: Suppose that u is a weak solution of (1.1) where the struc-
ture conditions (2.1), (2.2) and (2.4) are in force and F ∈Lp(·)(ΩT ,RNn).
Moreover, assume that u satisfies the energy bound from (2.7) for the
given number M . Finally, suppose that on some parabolic cylinder
Q
(λ)
2% (z0) ⊆ ΩT with 0 < % ≤ %0 and λ ≥ 1 the following intrinsic
coupling holds true:
(5.5) κ−1λ ≤ −
∫
Q
(λ)
2% (z0)
(|Du|+ |F |+ 1)p(·) dz ≤ κλ.
Then, with σ ≡ max{2, p2} and p2 ≡ supQ(λ)2% (z0) p(·) there holds:
−
∫
Q
(λ)
% (z0)
∣∣∣∣∣u− (u)(λ)z0;%%
∣∣∣∣∣
σ
dz ≤ c λ σp0 .
Proof: In the following we shall as before omit the reference point z0 in
our notation. We denote p1 ≡ infQ(λ)2% p(·). Moreover, we let βn ≡ βn(n)
be the constant from (3.2) and denote by α ≡ α(n, γ1) ≤ 1 the exponent
from (3.3). Then, we fix the radius %0 = %0(n,L1, γ1, κ,M) > 0 small
enough to have
(5.6) 2%0 ≤
(
4
√
βnκM
)− 2α and ω(8√βnκM%α0 ) ≤ 2n .
Note that (5.6)2 can always be achieved via (2.5), since ω(s)≤L1log−1( 1s ),
and this yields the dependencies of %0 on the indicated parameters. Fur-
thermore, (5.6)1 is exactly the radius bound in (3.4) on Q
(λ)
2% (z0) and
therefore we are allowed to apply (3.6) on Q
(λ)
2% , of course with p1, p2
the infimum, respectively supremum of p(·) on Q(λ)2% . Finally, (5.6)2 and
(3.3) yield that
p2
p1
= 1 +
p2 − p1
p1
≤ 1 + p2 − p1 ≤ 1 + ω
(
4
√
βnκM(2%)
α
)
≤ 1 + ω(8√βnκM%α0 ) ≤ n+2n .
Next, we choose % ≤ r < s ≤ 2% and apply Gagliardo-Nirenberg’s in-
equality, i.e. Lemma 3.2 with (σ, q, r, ϑ) replaced by (σ, p1, 2,
p1
σ ) “slice-
wise” to (u − (u)(λ)r )(·, t). The restriction on the parameters necessary
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for the application of the Gagliardo-Nirenberg’s inequality can be easily
verified using p2p1 ≤ n+2n when p2 ≥ 2, while in the case p2 < 2 it follows
from the lower bound p1 >
2n
n+2 . In this way we obtain:
−
∫
Q
(λ)
r
∣∣∣∣∣u− (u)(λ)rr
∣∣∣∣∣
σ
dz ≤ c−
∫
Λ
(λ)
r
−
∫
Br
∣∣∣∣∣u− (u)(λ)rr
∣∣∣∣∣
p1
+|Du|p1 dx
−∫
Br
∣∣∣∣∣u− (u)(λ)rr
∣∣∣∣∣
2
dx

σ−p1
2
dt
≤ c−
∫
Q
(λ)
r
∣∣∣∣∣u− (u)(λ)rr
∣∣∣∣∣
p1
+|Du|p1 dz
 sup
t∈Λ(λ)r
−
∫
Br
∣∣∣∣∣u(·, t)−(u)(λ)rr
∣∣∣∣∣
2
dx

σ−p1
2
,
where c = c(n, σ). We note that we can replace σ by γ2 in the Gagliardo
Nirenberg constant, as the constant depends continuously on the pa-
rameter σ ∈ [2, γ2]. Next, (5.5) guarantees that the assumption (5.2) of
Corollary 5.2 is fulfilled on Q
(λ)
2% . Moreover, the restriction (5.6)1 on %0
implies the radius restriction (5.4) on Q
(λ)
2% . Therefore, replacing (u)
(λ)
r
by (u)
(λ)
2% via
(5.7) |(u)(λ)r −(u)(λ)2% |θ≤−
∫
Q
(λ)
r
|u−(u)(λ)2% |θ dz≤2n+2 −
∫
Q
(λ)
2%
|u−(u)(λ)2% |θ dz,
with θ ≡ p1, enlarging the integrability exponent of |Du|, applying Corol-
lary 5.2 (for the choice ϑ = p1) and using (5.5) and (3.6) we obtain
−
∫
Q
(λ)
r
∣∣∣∣∣u−(u)(λ)rr
∣∣∣∣∣
p1
+|Du|p1 dz≤c(n, γ2)−
∫
Q
(λ)
2%
∣∣∣∣∣u−(u)
(λ)
2%
2%
∣∣∣∣∣
p1
+(|Du|+1)p(·)dz
≤c λ
p1
p0 + c λ ≤ c λ
p1
p0 ,
where c ≡ c(n,N,L, L1, γ1, γ2, κ). Inserting this above we arrive at
(5.8) −
∫
Q
(λ)
r
∣∣∣∣∣u−(u)(λ)rr
∣∣∣∣∣
σ
dz ≤ c λ
p1
p0
 sup
t∈Λ(λ)r
−
∫
Br
∣∣∣∣∣u(·, t)−(u)(λ)rr
∣∣∣∣∣
2
dx

σ−p1
2
,
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where c depends as above on n, N , L, L1, γ1, γ2 and κ. To proceed
further we analyze the sup-term in (5.8) with the help of Caccioppoli’s
inequality from Lemma 4.1 and (5.5). Taking also into account that λ ≥
1 we arrive at
−
∫
Q
(λ)
r
∣∣∣∣∣u− (u)(λ)rr
∣∣∣∣∣
σ
dz
≤c λ
p1
p0
−∫
Q
(λ)
s
∣∣∣∣∣u−(u)(λ)rs−r
∣∣∣∣∣
2
+λ
2−p0
p0
∣∣∣∣∣u−(u)(λ)rs−r
∣∣∣∣∣
p(·)
+λ
2−p0
p0 (|F |+1)p(·)dz

σ−p1
2
≤c λ
p1
p0
−∫
Q
(λ)
s
∣∣∣∣∣u−(u)(λ)rs−r
∣∣∣∣∣
2
+ λ
2−p0
p0
∣∣∣∣∣u−(u)(λ)rs−r
∣∣∣∣∣
p2
+ λ
2
p0 dz

σ−p1
2
,
for a constant c = c(n,N, ν, L, L1, γ1, γ2, κ). Next, we replace (u)
(λ)
r
by (u)
(λ)
s on the right-hand side via the argument from (5.7), apply
Ho¨lder’s and Young’s inequality (note that the occurring exponents are
less than or equal to 1 due to our choice of %0) and finally use (3.6). In
this way we find that
−
∫
Q
(λ)
r
∣∣∣∣∣u− (u)(λ)rr
∣∣∣∣∣
σ
dz
≤ c λ
p1
p0
(
−
∫
Q
(λ)
s
∣∣∣∣∣u− (u)(λ)ss− r
∣∣∣∣∣
σ
dz
)σ−p1
σ
+ c λ
2σ−p0(σ−p1)
2p0
(
−
∫
Q
(λ)
s
∣∣∣∣∣u− (u)(λ)ss− r
∣∣∣∣∣
σ
dz
) p2(σ−p1)
2σ
+ c λ
σ
p0
≤ 12 −
∫
Q
(λ)
s
∣∣∣∣∣u− (u)(λ)ss
∣∣∣∣∣
σ
dz
+ c
[(
s
s−r
)σ(σ−p1)
p1
λ
σ
p0 +
(
s
s−r
) σp2(σ−p1)
2σ−p2(σ−p1)
λ
σ
p0
+
σ(p2−p0)(σ−p1)
p0[2σ−p2(σ−p1)] +λ
σ
p0
]
≤ 12 −
∫
Q
(λ)
s
∣∣∣∣∣u− (u)(λ)ss
∣∣∣∣∣
σ
dz + c
(
2%
s−r
)β
λ
σ
p0 ,
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where β ≡ max{σ(σ−p1)p1 ,
σp2(σ−p1)
2σ−p2(σ−p1)} and c = c(n,N, ν, L, L1, γ1, γ2, κ).
Applying Lemma 3.1 with the choices ϑ = 12 , A = c(2%)
βλ
σ
p0 , C = 0 and
φ(s) = −
∫
Q
(λ)
s
∣∣∣∣∣u− (u)(λ)ss
∣∣∣∣∣
σ
dz
we obtain the desired Sobolev-type estimate.
6. Reverse-Ho¨lder type inequality
The following lemma is an essential tool in proving the main result,
i.e. the higher integrability of the spatial gradients. It roughly states that
on intrinsic parabolic cylinders the spatial gradient of a weak solution
satisfies a reverse Ho¨lder-inequality in the sense that the p(·)-energy of u
on Q
(λ)
% (z0) is controlled by the p(·)/ϑ-energy over Q(λ)2% (z0) plus some
extra term taking into account the inhomogeneity F . The reverse Ho¨lder-
type inequality has exactly the structure from the case p(·) ≡ const;
see [29] for the case of parabolic systems of p-Laplacean type, or [7]
for the corresponding case of higher order, degenerate resp. singular
parabolic systems.
Lemma 6.1. Let M > 1. Then there exist a radius
%0 = %0(n,L1, γ1, γ2,M) > 0 and a constant c ≡ c(n,N, ν, L, L1, γ1, γ2)
such that the following holds: Suppose that u is a weak solution of (1.1)
where the structure conditions (2.1), (2.2) and (2.4) are in force and
with F ∈ Lp(·)(ΩT ,RNn). Moreover, assume that u fulfills the energy
bound (2.7) for the given number M . Then, on any parabolic cylinder
Q
(λ)
8% (z0) ⊆ ΩT with 0 < % ≤ %0 and λ ≥ 1 on which an intrinsic coupling
is given, in the sense that on Q
(λ)
% (z0) the lower bound
(6.1) λ ≤ −
∫
Q
(λ)
% (z0)
(|Du|+ |F |+ 1)p(·) dz,
holds, while on Q
(λ)
8% (z0) the upper bound
(6.2) −
∫
Q
(λ)
8% (z0)
(|Du|+ |F |+ 1)p(·) dz ≤ λ,
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is fulfilled, there holds the following reverse Ho¨lder inequality
(6.3) −
∫
Q
(λ)
% (z0)
|Du|p(·) dz ≤ c
(
−
∫
Q
(λ)
2% (z0)
|Du| p(·)ϑ dz
)ϑ
+ c−
∫
Q
(λ)
2% (z0)
(|F |+ 1)p(·) dz,
where
(6.4) ϑ ≡ min
{
γ1(n+ 2)
2n
,
√
n+ 2
n
,
2γ2
2γ2 − 1
}
> 1.
Proof: Throughout the proof we shall omit again the reference point z0
in our notation. From the Caccioppoli inequality, i.e. Lemma 4.1, we
obtain
−
∫
Q
(λ)
%
|Du|p(·) dz≤c−
∫
Q
(λ)
2%
λ p0−2p0 ∣∣∣∣∣u− (u)
(λ)
2%
%
∣∣∣∣∣
2
+
∣∣∣∣∣u− (u)
(λ)
2%
%
∣∣∣∣∣
p(·)
+ |F |p(·) + 1
 dz
≤c(ν, L, γ1, γ2)
[
λ
p0−2
p0 I2+Ip2+1 +−
∫
Q
(λ)
2%
|F |p(·) dz
]
,
(6.5)
where, for σ = 2 or σ = p2, we have abbreviated
Iσ ≡ −
∫
Q
(λ)
2%
∣∣∣∣∣u− (u)
(λ)
2%
%
∣∣∣∣∣
σ
dz.
The exponents p1 and p2 are taken on Q
(λ)
4% (z0), i.e. we have
p1 := inf
Q
(λ)
4% (z0)
p(·) and p2 := sup
Q
(λ)
4% (z0)
p(·).
Our goal now is to estimate Iσ for σ = 2 and σ = p2 in terms of the
right-hand side of (6.3). We start by defining
(6.6) q := max
{
2n
n+ 2
,
np2
n+ 2
, p2 − 1
}
.
Reducing the value of %0 eventually we can ensure that
(6.7) q ≤ p1
ϑ
,
226 V. Bo¨gelein, F. Duzaar
where ϑ is defined in (6.4). Indeed, this can be seen as follows: First, we
choose the radius %0 = %0(n,L1, γ1, γ2,M) > 0 small enough to have:
ω
(
16βn
√
M%α0
) ≤ min{√n+ 2
n
− 1, γ1
2γ2
}
.
This is possible thanks to (2.5). Remember that the exponent α has been
defined in (3.3), while βn is from (3.2). In the following we separately
consider the different possibilities for the maximum in (6.6). When q =
2n
n+2 we have
2n
n+ 2
≤ p1 · 2n
γ1(n+ 2)
≤ p1
ϑ
,
while in the case q = np2n+2 we use (3.3) (with κ = 1) to infer
np2
n+ 2
=
np1
n+ 2
[
1 +
p2 − p1
p1
]
≤ np1
n+ 2
[
1 + ω
(
4βn
√
M(4%)α
)]
≤ np1
n+ 2
[
1 + ω
(
16βn
√
M%α0
)] ≤ p1√ n
n+ 2
≤ p1
ϑ
.
In the remaining case q = p2 − 1 we once again use (3.3) to find that
p2 − 1 = p1
[
p1 − 1
p1
+
p2 − p1
p1
]
≤ p1
[
γ2 − 1
γ2
+
ω
(
16βn
√
M%α0
)
γ1
]
≤ p1
[
γ2 − 1
γ2
+
1
2γ2
]
= p1 · 2γ2 − 1
2γ2
≤ p1
ϑ
.
Altogether this shows that (6.7) holds.
Now from (6.7) we trivially have q < p1 and therefore |Du| ∈ Lq(Q(λ)2% ).
Hence, we can apply Gagliardo-Nirenberg’s inequality —i.e. Lemma 3.2
with (σ, q, r, ϑ) replaced by (σ, q, 2, qσ )— “slice-wise” to (u− (u)(λ)2% )(·, t).
The restriction on the parameters is fulfilled due to the particular choice
of q in (6.6) (especially the first two entries from the maximum construc-
tion). We infer
Iσ≤ c−
∫
Λ
(λ)
2%
−
∫
B2%
∣∣∣∣∣u−(u)
(λ)
2%
%
∣∣∣∣∣
q
+|Du|q dx
−∫
B2%
∣∣∣∣∣u−(u)
(λ)
2%
%
∣∣∣∣∣
2
dx

σ−q
2
dt
≤c J σ−q2 −
∫
Q
(λ)
2%
∣∣∣∣∣u− (u)
(λ)
2%
%
∣∣∣∣∣
q
+ |Du|q dz,
(6.8)
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where c = c(n, γ2); note that σ ∈ {2, p2} and therefore we can replace
the dependence in the Gagliardo-Nirenberg constant upon σ by the one
on γ2. In (6.8) we abbreviated:
J ≡ sup
t∈Λ(λ)2%
−
∫
B2%
∣∣∣∣∣u(·, t)− (u)
(λ)
2%
%
∣∣∣∣∣
2
dx.
In order to estimate J we apply the Caccioppoli inequality from Lem-
ma 4.1 yielding that
J ≤ c−
∫
Q
(λ)
4%
∣∣∣∣∣u− (u)
(λ)
2%
%
∣∣∣∣∣
2
+ λ
2−p0
p0
∣∣∣∣∣u− (u)
(λ)
2%
%
∣∣∣∣∣
p(·)
+ λ
2−p0
p0 (|F |+ 1)p(·) dz
≤ c−
∫
Q
(λ)
4%
∣∣∣∣∣u− (u)
(λ)
4%
%
∣∣∣∣∣
2
+ λ
2−p0
p0
∣∣∣∣∣u− (u)
(λ)
4%
%
∣∣∣∣∣
p2
+ λ
2
p0 dz,
for a constant c = c(ν, L, γ1, γ2). Here we have used (6.2) and λ ≥ 1 in
the last line. Moreover, as in in the proof of Lemma 5.3 (see (5.7) there)
we replaced (u)
(λ)
2% by (u)
(λ)
4% .
Next, reducing eventually the value of %0 —without changing the
dependencies upon the various parameters— we may apply Lemma 5.3
with (4%, 8n+2) instead of (%, κ). Note that this further restriction on
the size of %0 (see (5.6)1) also ensures the validity of (3.6). At this stage
we apply Lemma 5.3 with exponents σ = 2 and σ = p2 on Q
(λ)
4% ; this is
possible due to the hypothesis (6.1) and (6.2), one only has to replace κ
by 8n+2 in the application. We arrive at
J ≤ c (λ 2p0 + λ 2−p0+p2p0 ) ≤ c(n,N, ν, L, L1, γ1, γ2)λ 2p0 .
Here, we have used (3.6) in order to control λ
p2−p0
p0 by e
4nL1
α . Plugging
this into (6.8) we get
(6.9) Iσ ≤ c λ
σ−q
p0 −
∫
Q
(λ)
2%
∣∣∣∣∣u− (u)
(λ)
2%
%
∣∣∣∣∣
q
+ |Du|q dz,
where c = c(n,N, ν, L, L1, γ1, γ2). In order to estimate the integral
−
∫
Q
(λ)
2%
∣∣∣∣∣u− (u)
(λ)
2%
%
∣∣∣∣∣
q
dz
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in (6.9) we shall use the Poincare´-type inequality from Lemma 5.1. Re-
calling that q ≤ p1 by (6.7) the application is possible and yields
(6.10) −
∫
Q
(λ)
2%
∣∣∣∣∣u− (u)(λ)%%
∣∣∣∣∣
q
dz ≤ c−
∫
Q
(λ)
2%
|Du|q dz
+ c λ
q(2−p0)
p0
(
−
∫
Q
(λ)
2%
(|Du|+ |F |+ 1)p(·)−1 dz
)q
,
for a constant c = c(n,N,L, γ2). In the second integral on the right-hand
side we first enlarge the exponent from p(·) to p2 and then apply Ho¨lder’s
inequality (which is allowed since by (6.7) we have that p2−1 ≤ q ≤ p1ϑ )
as follows:(
−
∫
Q
(λ)
2%
(|Du|+|F |+1)p(·)−1 dz
)q
≤
(
−
∫
Q
(λ)
2%
(|Du|+ |F |+ 1)p2−1 dz
)q
≤
(
−
∫
Q
(λ)
2%
(|Du|+ |F |+ 1) p1ϑ dz
)ϑq(p2−1)
p1
≤
(
−
∫
Q
(λ)
2%
(|Du|+ |F |+ 1) p(·)ϑ dz
)ϑq(p2−1)
p1
.
Similarly, we obtain
−
∫
Q
(λ)
2%
|Du|q dz ≤
(
−
∫
Q
(λ)
2%
(|Du|+ 1) p(·)ϑ dz
)ϑq
p1
.
Inserting the preceding inequalities into (6.10) and joining the result
with (6.9) we arrive at
(6.11) Iσ≤c
λσ−qp0 (−∫
Q
(λ)
2%
(|Du|+ 1) p(·)ϑ dz
)ϑq
p1
+λ
σ−q+q(2−p0)
p0
(
−
∫
Q
(λ)
2%
(|Du|+|F |+1) p(·)ϑ dz
)ϑq(p2−1)
p1
 ,
for a constant c = c(n,N, ν, L, L1, γ1, γ2). To bound the second integral
on the right-hand side of (6.11) we distinguish between the cases p2 ≥ 2
and p2 < 2. When p2 ≥ 2 we apply Ho¨lder’s inequality, enlarge the
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domain of integration from Q
(λ)
2% to Q
(λ)
8% and then use (6.2). Finally, we
recall λ ≥ 1 and utilize (3.6). In this way we obtain:
λ
q(2−p0)
p0
(
−
∫
Q
(λ)
2%
(|Du|+ |F |+ 1) p(·)ϑ dz
)ϑq(p2−2)
p1
≤ λ
q(2−p0)
p0
(
4n+2 −
∫
Q
(λ)
8%
(|Du|+ |F |+ 1)p(·) dz
) q(p2−2)
p1
≤ c λ
q(p2−p1)
p1
− 2q(p0−p1)p1p0 ≤ c λp2−p1
≤ c e 4nγ2L1α = c(n,L1, γ1, γ2).
Combining this with (6.11) we find
Iσ ≤ c λ
σ−q
p0
(
−
∫
Q
(λ)
2%
(|Du|+ |F |+ 1) p(·)ϑ dz
)ϑq
p1
,
again for a constant c = c(n,N, ν, L, L1, γ1, γ2). In the case p2 < 2 we
use (3.6) and apply Young’s inequality to find for δ > 0 that there holds:
λ
σ−q+q(2−p0)
p0
(
−
∫
Q
(λ)
2%
(|Du|+ |F |+ 1) p(·)ϑ dz
)ϑq(p2−1)
p1
= λ
σ(2−p2)
p0 λ
q(p2−p0)
p0 λ
(σ−q)(p2−1)
p0
(
−
∫
Q
(λ)
2%
(|Du|+|F |+1) p(·)ϑ dz
)ϑq(p2−1)
p1
≤ λ
σ(2−p2)
p0 e
4nL1γ2
α λ
(σ−q)(p2−1)
p0
(
−
∫
Q
(λ)
2%
(|Du|+|F |+1) p(·)ϑ dz
)ϑq(p2−1)
p1
≤ δ λ σp0 + c δ−
2−p2
p2−1 λ
σ−q
p0
(
−
∫
Q
(λ)
2%
(|Du|+|F |+1) p(·)ϑ dz
)ϑq
p1
,
where c = c(n,L1, γ1, γ2). Inserting this into (6.11), reducing the value
of δ eventually (i.e. replacing δ by δ/c) and finally noting that 2−p2p2−1 ≤
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1
γ1−1 , we obtain
(6.12) Iσ ≤ δ λ
σ
p0 + c δ−
1
γ1−1λ
σ−q
p0
(
−
∫
Q
(λ)
2%
(|Du|+ |F |+ 1) p(·)ϑ dz
)ϑq
p1
,
for a constant c = c(n,N, ν, L, L1, γ1, γ2). Altogether we have shown that
in any case (6.12) holds. Joining (6.12) for σ = 2 and σ = p2 with (6.5)
and taking again (3.6) into account (in order to have λp0−p1 ≤ e 4nγ2L1α
and λp2−p1 ≤ e 4nγ2L1α ) we arrive at
−
∫
Q
(λ)
%
|Du|p(·) dz ≤ c δ− 1γ1−1λ
p1−q
p0
(
−
∫
Q
(λ)
2%
(|Du|+ |F |+ 1) p(·)ϑ dz
)ϑq
p1
+ c δλ+ c−
∫
Q
(λ)
2%
(|F |+ 1)p(·) dz,
where c ≡ c(n,N, ν, L, L1, γ1, γ2). We can further estimate the right-
hand side with Young’s inequality; for µ > 0 to be chosen later we have:
−
∫
Q
(λ)
%
|Du|p(·) dz≤[µ+c δ]λ+c δ− γ2γ1−1µ−γ2(−∫
Q
(λ)
2%
(|Du|+|F |+1)p(·)ϑ dz
)ϑ
+ c−
∫
Q
(λ)
2%
(|F |+ 1)p(·) dz.
Here we used λ
p1
p0 ≤ λ since λ ≥ 1 and p1q(γ1−1) ≤
γ2
γ1−1 and
p1−q
q ≤ γ2.
At this stage we use (6.1) in order to bound λp0 in the following form:
λ ≤ c(γ2)−
∫
Q
(λ)
% (z0)
|Du|p(·) dz + c(n, γ2)−
∫
Q
(λ)
2% (z0)
(|F |+ 1)p(·) dz.
Using this above and choosing µ ≡ 14c(γ2) and δ ≡ 14cc(γ2) we can re-
absorb the integral 12−
∫
Q
(λ)
% (z0)
|Du|p(·) dz into the left-hand side and arrive
at
−
∫
Q
(λ)
%
|Du|p(·) dz≤c
(
−
∫
Q
(λ)
2%
(|Du|+ |F |+ 1) p(·)ϑ dz
)ϑ
+c−
∫
Q
(λ)
2%
(|F |+1)p(·) dz,
where c ≡ c(n,N, ν, L, L1, γ1, γ2). From this the asserted reverse Ho¨lder
inequality (6.3) follows by applying Young’s and Ho¨lder’s inequality.
This finally completes the proof of the lemma.
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7. Proof of the higher integrability
As we have seen in the previous section a reverse Ho¨lder inequality is
available on intrinsic parabolic cylinders only; see Lemma 6.1. Therefore,
the main objective in the proof of the higher integrability theorem is
to find parabolic cylinders covering the upper-level set of the spatial
gradient in the sense of a Vitali-type covering, such that on each cylinder
the intrinsic coupling in the form of (6.1) and (6.2) holds. In order to
find such intrinsic cylinders we will use a stopping time argument,
which exploits in a certain way the continuous dependence of the integral
on the domain of integration. The system of intrinsic cylinders covering
the upper-level set of |Du| however does not yield a Vitali-type covering
in the usual sense. The peculiarity thereby is that the family of intrinsic
cylinders is not uniform —even if the scaling factor λ is fixed— in the
sense that the scaling of a cylinder around a point z0 is λ
2−p0
p0 and hence
depends on p0 = p(z0). In order to overcome this technical point we
need to have the following version of Vitali’s covering theorem for non-
uniformly intrinsic parabolic cylinders. To formulate the lemma we recall
the definitions of βn ≡ βn(n) from (3.2) and α ≡ α(n, γ1) from (3.3).
Lemma 7.1. Let M ≥ 1, λ ≥ 1 and let p : ΩT → (γ1, γ2) fulfill the
assumptions (2.2) and (2.4). Then, there exists χ ≡ χ(n,L1, γ1) ≥ 5
such that the following is true: Let F = {Qi}i∈I be a family of axially
parallel parabolic cylinders of the form
Qi ≡ Q(λ)%i (zi) ≡ B%i(xi)×
(
ti − λ
2−p(zi)
p(zi) %2i , ti + λ
2−p(zi)
p(zi) %2i
)
with uniformly bounded radii, uniformly in the sense that
(7.1) %i ≤ min
{
%0,
[
(βnM)
p(zi)
2 λ−1
] 2
p(zi)(n+2)
}
∀ i ∈ I,
where
%0 :=
[
6
√
βnM
]− 2α .
Then, there exists a countable sub-collection G ⊆ F of disjoint parabolic
cylinders, such that
(7.2)
⋃
Q∈F
Q ⊂
⋃
Q∈G
χQ,
where χQ denotes the χ-times enlarged cylinder Q, i.e. if Q ≡ Q(λ)% (z)
then χQ ≡ Q(λ)χ% (z).
Proof: We set
R := sup{% : Q(λ)% (z) ∈ F} ≤ %0.
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Moreover, for j = 1, 2, . . . we define
(7.3) Fj :=
{
Q(λ)% (z) ∈ F :
R
2j
< % ≤ R
2j−1
}
and choose disjoint subcollections Gj ⊂ Fj as follows. Let G1 be any max-
imal disjoint collection of cylinders in F1. Assuming that G1,G2, . . . ,Gk−1
have been selected, we choose Gk to be any maximal disjoint subcollec-
tion of Q ∈ Fk : Q ∩ Q̂ = ∅ for all Q̂ ∈
k−1⋃
j=1
Gj
 .
Finally, we define
G :=
∞⋃
j=1
Gj .
Obviously G ⊆ F is a countable collection of pair-wise disjoint cylinders
and it only remains to establish the covering property (7.2). This follows
once we can show that for every Q ∈ F there exists Q̂ ∈ G such that
Q ∩ Q̂ 6= ∅ and Q ⊆ χQ̂. Let Q ≡ Q(λ)% (z) ∈ F . Then, we find
j ∈ N, such that Q ∈ Fj . Due to the maximality of Gj there exists
Q̂ ≡ Q(λ)%ˆ (zˆ) ∈
⋃j
k=1 Gk with Q ∩ Q̂ 6= ∅. From the definition of Fj
in (7.3) we infer that % ≤ R2j−1 ≤ 2%ˆ. This immediately implies
B%(x) ⊆ B5%ˆ(xˆ).
The inclusion with respect to the time-direction can be inferred by the
following argument: Initially, we have
|t− tˆ|+ λ 2−p(z)p(z) %2 ≤ 2λ 2−p(z)p(z) %2 + λ 2−p(zˆ)p(zˆ) %ˆ2.
To proceed further, slightly different arguments are needed to handle the
cases p(z) ≥ p(zˆ) and p(z) < p(zˆ). We start with the case p(z) ≥ p(zˆ).
Since λ ≥ 1 and % ≤ 2%ˆ we conclude that
(7.4) |t− tˆ|+ λ 2−p(z)p(z) %2 ≤ 9λ 2−p(zˆ)p(zˆ) %ˆ2.
In the case p(z) < p(zˆ) we obtain
(7.5) |t− tˆ|+ λ 2−p(z)p(z) %2 ≤ 9λ 2−p(z)p(z) %ˆ2 = 9λ 2−p(zˆ)p(zˆ) %ˆ2λ p(zˆ)−p(z)p(zˆ)p(z) .
Here, we still have to bound the factor λ
p(zˆ)−p(z)
p(zˆ)p(z) by a universal constant
depending only on the structural data. For this aim we first shall bound
the difference p(zˆ)− p(z) which can be achieved via (2.2) as follows:
(7.6) p(zˆ)− p(z) ≤ ω(dP(zˆ, z)) ≤ ω(%+ %ˆ+ λ 2−p(z)2p(z) %+ λ 2−p(zˆ)2p(zˆ) %ˆ).
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In the case p(zˆ) ≥ 2 we immediately have λ 2−p(zˆ)2p(zˆ) %ˆ ≤ %ˆ while in the
case 2nn+2 < γ1 ≤ p(zˆ) < 2 we use the bound (7.1) in the form λ ≤
[βnM%ˆ
−(n+2)]
p(zˆ)
2 to get
λ
2−p(zˆ)
2p(zˆ) %ˆ ≤ [βnM%ˆ−(n+2)]
2−p(zˆ)
4 %ˆ ≤
√
βnM%ˆ
1− (n+2)(2−γ1)4 .
Hence, in any case we have
λ
2−p(zˆ)
2p(zˆ) %ˆ ≤
√
βnM%ˆ
1− (n+2)(2−γ1)4 ,
and by the same argument applied with (%ˆ, zˆ) replaced by (%, z) we also
obtain
λ
2−p(z)
2p(z) % ≤
√
βnM%
1− (n+2)(2−γ1)4 ≤ 2
√
βnM%ˆ
1− (n+2)(2−γ1)4 ,
where we used % ≤ 2%ˆ in the last inequality. Inserting the last two
estimates into (7.6) we arrive at
p(zˆ)− p(z) ≤ ω
(
6
√
βnM%ˆ
1− (n+2)(2−γ1)4
)
≤ ω
(
Γ%ˆγ1
n+2
4 −n2
)
,
with Γ ≡ 6√βnM . Note that %0 ≡ Γ− 2α . Taking into account the
definition of α from (3.3) we have shown that
p(zˆ)− p(z) ≤ ω(Γ%ˆα).
This allows us to use (2.5) as follows:
%ˆ−(p(zˆ)−p(z)) ≤ %ˆ−ω(Γ%ˆα) =exp
[
ω(Γ%ˆα) log
1
%ˆ
]
=exp
[
α−1ω(Γ%ˆα) log
1
%ˆα
]
= exp
[
α−1ω(Γ%ˆα)
(
log
1
Γ%ˆα
+ log Γ
)]
≤ eL1α exp[α−1ω(Γ%ˆα) log Γ]
≤ eL1α exp[α−1ω(Γ%α0 ) log Γ].
At this stage we use %0 := Γ
− 2α and (2.5) to obtain that
%ˆ−(p(zˆ)−p(z)) ≤ eL1α exp[α−1ω(Γ−1) log Γ] ≤ e 2L1α .
Using λ ≥ 1, the bound (7.1) in the form λ ≤ [Γ2%ˆ−(n+2)] p(zˆ)2 , the
preceding estimate, the definition of %0 and (2.5) we find
λ
p(zˆ)−p(z)
p(zˆ)p(z) ≤ λ p(zˆ)−p(z)p(zˆ) ≤ Γp(zˆ)−p(z)%ˆ−n+22 (p(zˆ)−p(z)) ≤ Γω(Γ%ˆα)eL1(n+2)α
≤ Γω(Γ%α0 )eL1(n+2)α = Γω(Γ−1)eL1(n+2)α ≤ eL1(n+2)α +L1 ≤ e 4nL1α .
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Combining this with (7.5) yields
|t− tˆ|+ λ 2−p(z)p(z) %2 ≤ 9λ 2−p(zˆ)p(zˆ) %ˆ2λ p(zˆ)−p(z)p(zˆ)p(z) ≤ 9 e 4nL1α λ 2−p(zˆ)p(zˆ) %ˆ2.
Joining this with the corresponding estimate (7.4) from the case p(z) ≥
p(zˆ) we arrive at the final estimate for the time direction:
|t− tˆ|+ λ 2−p(z)p(z) %2 ≤ χ2 λ 2−p(zˆ)p(zˆ) %ˆ2,
where we have defined
(7.7) χ ≡ 3 e 2nL1α ≥ 5.
This implies the inclusion with respect to the time direction(
t− λ 2−p(z)p(z) %2, t+ λ 2−p(z)p(z) %2) ⊆ (tˆ− λ 2−p(zˆ)p(zˆ) (χ%ˆ)2, tˆ+ λ 2−p(zˆ)p(zˆ) (χ%ˆ)2),
which together with the spatial inclusion B%(x) ⊆ B5%ˆ(xˆ) from above,
proves the assertion Q ⊆ χQ̂.
Now we have all pre-requisites at hand to give the
Proof of Theorem 2.2: We define
(7.8) λ
1
d(pm)
+ 2pM
− 2pm
0 := −
∫
Q2r
(|Du|+ |F |+ 1)p(·) dz ≥ 1,
where
pm := inf
Q2r
p(·) and pM := sup
Q2r
p(·)
and d(pm) is defined according to (2.9) with pm instead of p(z0). For
fixed r ≤ r1 < r2 ≤ 2r we consider the concentric parabolic cylinders
Qr ⊆ Qr1 ⊂ Qr2 ⊆ Q2r.
Then, for λ ≥ λ0 and z0 ∈ Qr1 , parabolic cylinders of the type Q(λ)s (z0)
with s ≤ min{λ pm−22pm , 1}(r2 − r1)/2 are contained in Qr2 . With the help
of a stopping time argument we now want to construct an appropriate
cylinder around z0 on which the conditions (6.1) and (6.2) are fulfilled
and we therefore may apply Lemma 6.1. At first, we shall be concerned
with the validity of (6.1). By Lebesgue’s differentiation theorem for
a.e. z0 ∈ Qr1 satisfying |Du(z0)|p0 > λ we have:
(7.9) lim
s↓0
−
∫
Q
(λ)
s (z0)
(|Du|+ |F |+ 1)p(·) dz ≥ |Du(z0)|p0 > λ.
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This can be seen as follows: We know that in the Lebesgue points z0
of Du we have (cf. [20], [25], [26])
lim
s↓0
−
∫
Qs(z0)
|Du|p(·) dz = |Du(z0)|p0 .
Note here, that the means are taken with respect to the usual parabolic
cylinders while in (7.9) we need to have means on cylinders Q
(λ)
s (z0).
Since Q
(λ)
s (z0) ⊆ Qµs(z0) for µ ≡ max{λ
2−p0
2p0 , 1} we have
lim
s↓0
−
∫
Q
(λ)
s (z0)
∣∣|Du|p(·) − |Du(z0)|p0 ∣∣ dz
≤ µ
n+2
λ
2−p0
p0
lim
s↓0
−
∫
Qµs(z0)
∣∣|Du|p(·) − |Du(z0)|p0∣∣ dz = 0.
In the following we denote by χ ≡ χ(n,L1, γ1) ≥ 5 the corresponding
constant from Lemma 7.1. We let
(7.10) B
1
d(pm)
+ 2pM
− 2pm :=
(
8χr
r2 − r1
)n+2
and consider values of λ satisfying
(7.11) λ > Bλ0
and radii s with
(7.12)
min{λ pm−22pm , 1}(r2 − r1)
4χ
≤ s ≤ min{λ
pm−2
2pm , 1}(r2 − r1)
2
.
Recalling the definition of λ0 we get by enlarging the domain of integra-
tion from Q
(λ)
s (z0) to Q2r the following estimate:
−
∫
Q
(λ)
s (z0)
(|Du|+ |F |+ 1)p(·) dz ≤ |Q2r|
|Q(λ)s (z0)|
−
∫
Q2r
(|Du|+ |F |+ 1)p(·) dz
=
(
2r
s
)n+2
λ
p0−2
p0 λ
1
d(pm)
+ 2pM
− 2pm
0 .
In order to estimate the right-hand side from above we shall distinguish
the cases 2 ≤ pm ≤ γ2 and γ1 ≤ pm < 2. When pm ≥ 2 we have
d(pm) =
pm
2 and min{λ
pm−2
2pm , 1} = 1 and therefore by the definition of B
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from (7.10) and the choices of λ and s as in (7.11) and (7.12) we get
−
∫
Q
(λ)
s (z0)
(|Du|+ |F |+ 1)p(·) dz ≤
(
8χr
r2 − r1
)n+2
λ
p0−2
p0 λ
2
pM
0
<
(
8χr
r2 − r1
)n+2
λ
B
2
pM
= λ.
(7.13)
When γ1 ≤ pm < 2 we have 1d(pm) = n+22 − npm and min{λ
pm−2
2pm , 1} =
λ
pm−2
2pm . Arguing as for (7.13) we deduce that
−
∫
Q
(λ)
s (z0)
(|Du|+ |F |+ 1)p(·) dz
≤
(
8χr
λ
pm−2
2pm (r2 − r1)
)n+2
λ
p0−2
p0 λ
1
d(pm)
+ 2pM
− 2pm
0
=
(
8χr
r2 − r1
)n+2
λ
2
pm
− 1
d(pm)λ
p0−2
p0 λ
1
d(pm)
+ 2pM
− 2pm
0
≤
(
8χr
r2 − r1
)n+2
λ
1+ 2pm−
2
pM
− 1
d(pm)λ
1
d(pm)
+ 2pM
− 2pm
0
<
(
8χr
r2 − r1
)n+2
λ
B
1
d(pm)
+ 2pM
− 2pm
= λ.
(7.14)
Therefore, (7.13), respectively (7.14) and (7.9) yield on the one hand
a cylinder, namely Q
(λ)
s (z0), on which the integral possesses a value
larger than λp0 , and on the other hand a cylinder on which the value
of the integral is smaller than λp0 . More precisely, according to (7.9)
and (7.13) when pm ≥ 2, respectively (7.14) when pm < 2 the absolute
continuity of the integral yields the existence of a maximal radius 0 <
%z0 < min{λ
pm−2
2pm , 1}(r2 − r1)/(4χ) such that
(7.15) −
∫
Q
(λ)
%z0
(z0)
(|Du|+ |F |+ 1)p(·) dz = λ,
while for any s ∈ (%z0 ,min{λ
pm−2
2pm , 1}(r2 − r1)/2] there holds
(7.16) −
∫
Q
(λ)
s (z0)
(|Du|+ |F |+ 1)p(·) dz < λ.
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At this stage we note that Q
(λ)
2χ%z0
(z0) ⊆ Qr2 and therefore by (7.15)
and (7.16) for s = 8%z0 we conclude, that the assumptions (6.1) and (6.2)
of Lemma 6.1 are fulfilled. Note here that 8 ≤ 2χ and therefore 8%z0 ∈
(%z0 ,min{λ
pm−2
2pm , 1}(r2−r1)/2]. In order to proceed further and to apply
Lemma 6.1 we need to impose a bound on the radius r of the form
r ≤ r0 ≡ r0(n,L1, γ1, γ2,M).
Here M is the upper bound for the total energy from (2.7) and r0 de-
notes the radius bound from Lemma 6.1 (i.e. r0 ≡ %0 where %0 is from
Lemma 6.1). Then, we are allowed to apply Lemma 6.1 yielding the
following Reverse-Ho¨lder inequality:
(7.17) −
∫
Q
(λ)
%z0
(z0)
|Du|p(·) dz ≤ c
(
−
∫
Q
(λ)
2%z0
(z0)
|Du| p(·)ϑ dz
)ϑ
+ c−
∫
Q
(λ)
2%z0
(z0)
(|F |+ 1)p(·) dz,
where ϑ has been defined in (6.4) and c ≡ c(n,N, ν, L, L1, γ1, γ2).
Now, for η ∈ (0, 1) to be fixed later we consider the upper level sets
of |Du| and |F |+ 1 defined by
Φr1ηλ := {z ∈ Qr1 : |Du(z)|p(z) > ηλ}
and
Ψr1ηλ := {z ∈ Qr1 : (|F (z)|+ 1)p(z) > ηλ}.
If ηλ > Bλ0, then for a.e. z0 ∈ Φr1ηλ there exists a parabolic cylin-
der Q
(λ)
%z0
(z0) on which (7.15), (7.16) and (7.17) hold, and, moreover that
Q
(λ)
2χ%z0
(z0) ⊆ Qr2 . We let
p0 ≡ p(z0), p1 ≡ inf
Q
(λ)
2%z0
(z0)
p(·) and p2 ≡ sup
Q
(λ)
2%z0
(z0)
p(·).
Our next aim is to infer a suitable estimate for the Lp(·)-norm of Du
on the cylinder Q
(λ)
2χ%z0
(z0). Using in turn (7.17), (7.15) and Ho¨lder’s
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inequality we obtain:
−
∫
Q
(λ)
%z0
(z0)
(|Du|+ |F |+ 1)p(·) dz
≤ 2γ2−1 −
∫
Q
(λ)
%z0
(z0)
|Du|p(·) dz + 2γ2−1 −
∫
Q
(λ)
%z0
(z0)
(|F |+ 1)p(·) dz
≤ c
(
−
∫
Q
(λ)
2%z0
(z0)
|Du| p(·)ϑ dz
)ϑ
+ c−
∫
Q
(λ)
2%z0
(z0)
(|F |+ 1)p(·) dz
≤ c 2ϑ−1ηλ+ c 2ϑ−1
 1
|Q(λ)2%z0 (z0)|
∫
Q
(λ)
2%z0
(z0)∩Φr2ηλ
|Du| p(·)ϑ dz
ϑ
+ c ηλ+
c
|Q(λ)2%z0 (z0)|
∫
Q
(λ)
2%z0
(z0)∩Ψr2ηλ
(|F |+ 1)p(·) dz
≤ c ηλ
+
c
|Q(λ)2%z0 (z0)|
∫
Q
(λ)
2%z0
(z0)∩Φr2ηλ
|Du| p(·)ϑ dz
(
−
∫
Q
(λ)
2%z0
(z0)
|Du| p(·)ϑ dz
)ϑ−1
+
c
|Q(λ)2%z0 (z0)|
∫
Q
(λ)
2%z0
(z0)∩Ψr2ηλ
(|F |+ 1)p(·) dz
= c η −
∫
Q
(λ)
%z0
(z0)
(|Du|+ |F |+ 1)p(·) dz
+
c
|Q(λ)2%z0 (z0)|
∫
Q
(λ)
2%z0
(z0)∩Φr2ηλ
|Du| p(·)ϑ dz
(
−
∫
Q
(λ)
2%z0
(z0)
|Du|p(·) dz
)ϑ−1
ϑ
+
c
|Q(λ)2%z0 (z0)|
∫
Q
(λ)
2%z0
(z0)∩Ψr2ηλ
(|F |+ 1)p(·) dz,
where c = c(n, ν, L, L1, γ1, γ2). Choosing η ≡ η(n, ν, L, L1, γ1, γ2) >
0 small enough —i.e. of the form η ≡ 1/(2c)— we can re-absorb the
first integral appearing on the right-hand side into the left. Moreover,
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from (7.16) we know that
−
∫
Q
(λ)
2%z0
(z0)
|Du|p(·) dz < λ.
Proceeding in this way and multiplying the resulting inequality by
|Q(λ)2%z0 (z0)| we obtain∫
Q
(λ)
%z0
(z0)
(|Du|+ |F |+ 1)p(·) dz ≤ c
∫
Q
(λ)
2%z0
(z0)∩Φr2ηλ
λ
ϑ−1
ϑ |Du| p(·)ϑ dz
+ c
∫
Q
(λ)
2%z0
(z0)∩Ψr2ηλ
(|F |+ 1)p(·) dz,
where c ≡ c(n, ν, L, L1, γ1, γ2). Using in turn (7.15) and (7.16) with s =
2χ%z0 we can bound the left-hand side of the preceding inequality from
below by
−
∫
Q
(λ)
2χ%z0
(z0)
|Du|p(·) dz
which leads us to
(7.18)
∫
Q
(λ)
2χ%z0
(z0)
|Du|p(·) dz ≤ c
∫
Q
(λ)
2%z0
(z0)∩Φr2ηλ
λ
ϑ−1
ϑ |Du| p(·)ϑ dz
+ c
∫
Q
(λ)
2%z0
(z0)∩Ψr2ηλ
(|F |+1)p(·) dz,
for a constant c ≡ c(n,N, ν, L, L1, γ1, γ2).
At this stage we impose a further bound for the radii r ≤ r0 of the
following form:
(7.19) r ≤ r0 ≤
[
6
√
βnM
]− 2α ,
where α is defined in (3.3). Moreover, we note that (7.15) implies (3.1)
with κ = 1 and therefore from (3.2) we get
(7.20) λ ≤
(
βnM
%n+2z0
) p0
2
,
where βn ≡ βn(n).
Thus, so far we have shown that for any λ > Bλ0 the level set Φ
r1
λ is
covered by a family F ≡ {Q(λ)2χ%z0 (z0)} of parabolic cylinders with cen-
ter z0 ∈ Φr1λ whose radii %z0 are bounded by [(βnM)
p0
2 λ−1]
2
p0(n+2) which
is a consequence of (7.20) and the radius r0 from (7.19). Furthermore,
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on each cylinder of the covering we have (7.18) at our hands. From
Vitali’s covering theorem, i.e. the version for non-uniformly parabolic
cylinders, provided in Lemma 7.1 we infer the existence of a countable
subfamily {Q(λ)2%zi (zi)}
∞
i=1 ⊆ F of pair-wise disjoint parabolic cylinders,
such that the χ-times enlarged cylinders Q
(λ)
2χ%zi
(zi) cover the set Φ
r1
λ ,
i.e. up to a set of measure zero there holds (note that Q
(λ)
2χ%zi
(zi) ⊆ Qr2
by construction)
Φr1λ ⊆
∞⋃
i=1
Q
(λ)
2χ%zi
(zi) ⊆ Qr2 .
Recalling that the cylinders {Q(λ)2%zi (zi)}
∞
i=1 are pair-wise disjoint we infer
from (7.18) that∫
Φ
r1
λ
|Du|p(·) dz ≤
∞∑
i=1
∫
Q
(λ)
2χ%zi
(zi)
|Du|p(·) dz
≤ c
∞∑
i=1
[∫
Q
(λ)
2%zi
(zi)∩Φr2ηλ
λ
ϑ−1
ϑ |Du| p(·)ϑ dz
+
∫
Q
(λ)
2%zi
(zi)∩Ψr2ηλ
(|F |+ 1)p(·) dz
]
≤ c
∫
Φ
r2
ηλ
λ
ϑ−1
ϑ |Du| p(·)ϑ dz + c
∫
Ψ
r2
ηλ
(|F |+ 1)p(·) dz,
with a constant c ≡ c(n,N, ν, L, L1, γ1, γ2). Moreover, on Φr1ηλ\Φr1λ we
have |Du|p(·) ≤ λ and therefore∫
Φ
r1
ηλ\Φ
r1
λ
|Du|p(·) dz ≤
∫
Φ
r1
ηλ\Φ
r1
λ
λ
ϑ−1
ϑ |Du| p(·)ϑ dz ≤
∫
Φ
r1
ηλ
λ
ϑ−1
ϑ |Du| p(·)ϑ dz.
Combining this with the second last estimate we infer the following
Reverse-Ho¨lder inequality for super-level sets with increasing domains:∫
Φ
r1
ηλ
|Du|p(·) dz ≤ c
∫
Φ
r2
ηλ
λ
ϑ−1
ϑ |Du| p(·)ϑ dz + c
∫
Ψ
r2
ηλ
(|F |+ 1)p(·) dz,
where c ≡ c(n,N, ν, L, L1, γ1, γ2). Here we replace ηλ by λ and recall
that η < 1 depends only on n, ν, L, L1, γ1, γ2. We obtain for any λ ≥
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Bλ0/η ≡ λ1 that∫
Φ
r1
λ
|Du|p(·) dz ≤ c η−ϑ−1ϑ
∫
Φ
r2
λ
λ
ϑ−1
ϑ |Du| p(·)ϑ dz + c
∫
Ψ
r2
λ
(|F |+ 1)p(·) dz
≤ c
∫
Φ
r2
λ
λ
ϑ−1
ϑ |Du| p(·)ϑ dz + c
∫
Ψ
r2
λ
(|F |+ 1)p(·) dz,
for a constant c = c(n,N, ν, L, L1, γ1, γ2). Having arrived at this stage
we would like to multiply the preceding inequality by λε−1 with ε ∈ (0, 1]
and then integrate with respect to λ over (λ1,∞). This, formally, would
lead in a standard way to the desired higher-integrability of |Du|, where
ε has to be chosen small enough in between in order to re-absorb certain
terms on the left-hand side. However, there is a difficulty in moving
terms to the left-hand side since they may be infinite. This technical
problem can be treated, for example, by truncating |Du| (see [29] for
example). The precise argument is as follows: For k > λ1 we define
|Du|k :=min{|Du|, k} and Φriλ,k :={z∈Qri : |Du(z)|p(z)k >λ}, i=1, 2
and deduce from the preceding inequality that
(7.21)
∫
Φ
r1
λ,k
|Du|
p(·)(ϑ−1)
ϑ
k |Du|
p(·)
ϑ dz ≤ c
∫
Φ
r2
λ,k
λ
ϑ−1
ϑ |Du| p(·)ϑ dz
+ c
∫
Ψ
r2
λ
(|F |+ 1)p(·) dz.
Note that (7.21) trivially holds when k ≤ λ since in this case Φr1λ,k = ∅,
while in the case k > λ (7.21) follows from the second last inequality since
Φr2λ,k ≡ Φr2λ and |Du|k ≤ |Du|. Now, we multiply (7.21) by λε−1, where
ε ∈ (0, 1] will be fixed later, and integrate with respect to λ over (λ1,∞).
We obtain∫ ∞
λ1
λε−1
∫
Φ
r1
λ,k
|Du|
p(·)(ϑ−1)
ϑ
k |Du|
p(·)
ϑ dz dλ
≤ c
∫ ∞
λ1
∫
Φ
r2
λ,k
λ
ϑ−1
ϑ +ε−1|Du| p(·)ϑ dz dλ
+ c
∫ ∞
λ1
λε−1
∫
Ψ
r2
λ
(|F |+ 1)p(·) dz dλ.
(7.22)
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To the integral on the left-hand side we apply Fubini’s theorem and find
that
∫ ∞
λ1
λε−1
∫
Φ
r1
λ,k
|Du|
p(·)(ϑ−1)
ϑ
k |Du|
p(·)
ϑ dz dλ
=
∫
Φ
r1
λ1,k
|Du|
p(·)(ϑ−1)
ϑ
k |Du|
p(·)
ϑ
∫ |Du(z)|p(z)k
λ1
λε−1 dλ dz
=
1
ε
∫
Φ
r1
λ1,k
[
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ − λε1|Du|
p(·)(ϑ−1)
ϑ
k |Du|
p(·)
ϑ
]
dz.
The first integral on the right-hand side is treated similarly. Here we
obtain that
∫ ∞
λ1
∫
Φ
r2
λ,k
λ
ϑ−1
ϑ +ε−1|Du| p(·)ϑ dz dλ
=
∫
Φ
r2
λ1,k
|Du| p(·)ϑ
∫ |Du(z)|p(z)k
λ1
λ
ϑ−1
ϑ +ε−1 dλ dz
≤
∫
Φ
r2
λ1,k
1
ϑ−1
ϑ + ε
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ dz
≤ ϑ
ϑ− 1
∫
Φ
r2
λ1,k
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ dz.
Finally, for the second integral on the right-hand side we get
∫ ∞
λ1
λε−1
∫
Ψ
r2
λ
(|F |+ 1)p(·) dz dλ
=
∫
Ψ
r2
λ1
(|F |+ 1)p(·)
∫ (|F (z)|+1)p(z)
λ1
λε−1 dλ dz
≤ 1
ε
∫
Ψ
r2
λ2
(|F |+ 1)p(·)(1+ε) dz.
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Joining the preceding estimates with (7.22) and multiplying by ε we
arrive at∫
Φ
r1
λ1,k
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ dz
≤ λε1
∫
Φ
r1
λ1,k
|Du|
p(·)(ϑ−1)
ϑ
k |Du|
p(·)
ϑ dz + c
∫
Ψ
r2
λ1
(|F |+ 1)p(·)(1+ε) dz
+
εc ϑ
ϑ− 1
∫
Φ
r2
λ1,k
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ dz
for a constant c = c(n,N, ν, L, L1, γ1, γ2). Using∫
Qr1\Φ
r1
λ1,k
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ dz
≤ λε1
∫
Qr1\Φ
r1
λ1,k
|Du|
p(·)(ϑ−1)
ϑ
k |Du|
p(·)
ϑ dz
we obtain∫
Qr1
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ dz≤ εc ϑ
ϑ− 1
∫
Qr2
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ dz
+λε1
∫
Q2r
|Du|
p(·)(ϑ−1)
ϑ
k |Du|
p(·)
ϑ dz
+c
∫
Q2r
(|F |+ 1)p(·)(1+ε) dz.
At this stage we perform the choice of ε. Choosing
0 < ε ≤ ε0 ≡ ε0(n,N, ν, L, L1, γ1, γ2, σ) ≡ min{σ, (ϑ− 1)/(2cϑ)},
recalling the definitions of λ1, i.e. λ
ε
1 = (Bλ0/η)
ε ≤ Bλε0/η since B/η ≥
1, ε ≤ 1, and of B from (7.10) we arrive at∫
Qr1
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ dz≤ 12
∫
Qr2
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ dz
+
c∗(2r)βλε0
(r2−r1)β
∫
Q2r
|Du|
p(·)(ϑ−1)
ϑ
k |Du|
p(·)
ϑ dz
+c
∫
Q2r
(|F |+ 1)p(·)(1+ε) dz,
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where
c∗ ≡ (4χ)
β
η
and β ≡ n+ 21
d(pm)
+ 2pM − 2pm
.
Since r ≤ r1 < r2 ≤ 2r are arbitrary we are in the position to apply
Lemma 3.1 with β, ϑ = 12 ,
φ(s) ≡
∫
Qs
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ dz
and
A ≡ c∗(2r)βλε0
∫
Q2r
|Du|
p(·)(ϑ−1)
ϑ
k |Du|
p(·)
ϑ dz,
C ≡ c
∫
Q2r
(|F |+ 1)p(·)(1+ε) dz.
This allows to move the first integral from the right-hand side to the left
and leads to∫
Qr
|Du|
p(·)(ϑ−1)
ϑ +εp(·)
k |Du|
p(·)
ϑ dz
≤c(β)
[
2βc∗λε0
∫
Q2r
|Du|
p(·)(ϑ−1)
ϑ
k |Du|
p(·)
ϑ dz+c
∫
Q2r
(|F |+1)p(·)(1+ε) dz
]
.
Letting k → ∞ (here we apply Fatou’s lemma on the left-hand side
and Lebesgue’s dominated convergence theorem on the right-hand side
integrals) we get∫
Qr
|Du|p(·)(1+ε) dz ≤ c
[
λε0
∫
Q2r
|Du|p(·) dz +
∫
Q2r
(|F |+ 1)p(·)(1+ε) dz
]
,
for a constant c ≡ c(n,N, ν, L, L1, γ1, γ2). At this stage we mention that
the dependence on β can be eliminated since pm ∈ [γ1, γ2] and p 7→ d(p)
is a continuous map. In this way we have c(β) = c(n, γ1, γ2). Finally,
passing to averages and recalling the definition of λ0, i.e. (7.8), we deduce
that
−
∫
Qr
|Du|p(·)(1+ε)dz≤c
(
−
∫
Q2r
(|Du|+|F |+1)p(·)dz
)1+ε[ 1
d(pm)
+ 2pM
− 2pm ]
−1
+ c−
∫
Q2r
(|F |+ 1)p(·)(1+ε) dz.
(7.23)
Finally, we want to replace in the preceding estimate [ 1d(pm) +
2
pM
− 2pm ]−1
by d(p0), where p0 ≡ p(z0) denotes the value of p(·) evaluated at the
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center z0 of Q2r ≡ Q2r(z0). Using (2.2) we obtain
0≤
[
1
d(pm)
+
2
pM
− 2
pm
]−1
−d(p0)≤
[
1
d(pm)
− 2ω(4r)
γ21
]−1
− d(p0)
=
d(pm)
1− 2γ−21 d(pm)ω(4r)
− d(p0)
=
d(pm)−d(p0)+2γ−21 d(pm)d(p0)ω(4r)
1− 2γ−21 d(pm)ω(4r)
≤ d(pm)− d(p0) + 2γ
−2
1 D2ω(4r)
1− 2γ−21 Dω(4r)
where we denoted D := max{d(γ1), d(γ2)}. At this point we impose a
further restriction on r0 of the form:
(7.24) ω(4r0) ≤ min
{
γ21
4D ,
2
n+ 2
}
,
leading us to the bound
(7.25)
[
1
d(pm)
+
2
pM
− 2
pm
]−1
−d(p0) ≤ 2
[
d(pm)−d(p0)+2γ−21 D2ω(4r)
]
.
It remains to bound the difference d(pm)−d(p0). In the case 2 ≤ pm ≤ p0
we have
d(pm)− d(p0) = pm
2
− p0
2
≤ 0.
In the case pm ≤ p0 ≤ 2 we have
d(pm)− d(p0) = 2pm
pm(n+ 2)− 2n −
2p0
p0(n+ 2)− 2n
=
4n(p0 − pm)
(pm(n+ 2)− 2n)(p0(n+ 2)− 2n)
≤ 4nω(4r)
[(γ1(n+ 2)− 2n]2 .
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In the remaining case pm < 2 ≤ p0 we use the fact pm ≥ p0 − ω(4r) ≥
2− ω(4r) and (7.24) to infer
d(pm)− d(p0) = 2pm
pm(n+ 2)− 2n −
p0
2
≤ 2pm
(2− ω(4r))(n+ 2)− 2n −
pm
2
=
2pm
4− ω(4r)(n+ 2) −
pm
2
=
pm(n+ 2)ω(4r)
8− 2ω(4r)(n+ 2)
≤ γ2(n+ 2)ω(4r)
4
.
Hence, in any case we have d(pm)− d(p0) ≤ c(n, γ1, γ2)ω(4r). Inserting
this into (7.25) we conclude that
0 ≤
[
1
d(pm)
+
2
pM
− 2
pm
]−1
− d(p0) ≤ c(n, γ1, γ2)ω(4r).
The preceding estimate together with ε ≤ 1 and (2.7) implies(
−
∫
Q2r
(|Du|+ |F |+ 1)p(·) dz
)ε[[ 1
d(pm)
+ 2pM
− 2pm ]
−1−d(p0)]
≤
(
−
∫
Q2r
(|Du|+ |F |+ 1)p(·) dz
)c(n,γ1,γ2)ω(4r)
≤
(
c(n) (2r)−(n+2)ω(4r)Mω(4r)
)c(n,γ1,γ2)
≤ c(n, γ1, γ2)
(
(4r)−ω(4r)Mω(4r)
)c(n,γ1,γ2)
.
In the last step we used M ≥ 1. In order to proceed further we use the
logarithmic continuity condition (2.5) twice to infer for the two terms in
the last bracket that
(4r)−ω(4r) ≤ c(L1) and Mω(4r) ≤ c(L1).
The second assertion is obtained as follows:
Mω(4r) = exp
[
ω(4r) logM
] ≤ exp[ω(1/M) logM] ≤ eL1 ,
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provided r ≤ r0 ≤ 14M This restriction on the size of r0 is already implied
by the restriction from (7.19). Joining the preceding estimates we find(
−
∫
Q2r
(|Du|+ |F |+ 1)p(·) dz
)ε[[ 1
d(pm)
+ 2pM
− 2pm ]
−1−d(p0)]
≤ c(n,L1, γ1, γ2),
which together with (7.23) yields the desired estimate (2.8). This finally
completes the proof of Theorem 2.2.
8. Possible extensions
Using the same techniques we can also treat other types of right-hand
sides as for example inhomogeneities depending on Du. Here, we
consider parabolic systems of the type
(8.1) ∂tu− div a(z,Du) = b(z,Du) in ΩT ,
where the vector-field a satisfies (2.1), while the right-hand side fulfills
|b(z, w)| ≤ L (|w|+ 1)p(z)−1,
whenever z ∈ ΩT and w ∈ RNn. In this setting, we can show again
the higher integrability statement of Theorem 2.2. The proof can be
achieved by simple modifications, since the terms resulting from the
inhomogeneity and containing Du can be re-absorbed into the left-hand
side in the course of the proof of the Caccioppoli inequality; cf. [29].
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