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Summary: It becomes increasingly popular to perform mediation analysis for complex data from sophisticated
experimental studies. In this paper, we present Granger Mediation Analysis (GMA), a new framework for causal
mediation analysis of multiple time series. This framework is motivated by a functional magnetic resonance imaging
(fMRI) experiment where we are interested in estimating the mediation effects between a randomized stimulus time
series and brain activity time series from two brain regions. The stable unit treatment assumption for causal mediation
analysis is thus unrealistic for this type of time series data. To address this challenge, our framework integrates
two types of models: causal mediation analysis across the variables and vector autoregressive models across the
temporal observations. We further extend this framework to handle multilevel data to address individual variability
and correlated errors between the mediator and the outcome variables. These models not only provide valid causal
mediation for time series data but also model the causal dynamics across time. We show that the modeling parameters
in our models are identifiable, and we develop computationally efficient methods to maximize the likelihood-based
optimization criteria. Simulation studies show that our method reduces the estimation bias and improve statistical
power, compared to existing approaches. On a real fMRI data set, our approach not only infers the causal effects of
brain pathways but accurately captures the feedback effect of the outcome region on the mediator region.
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1. Introduction
Mediation analysis is a popular statistical approach for many social and scientific studies. It
aims to assess the role of an intermediate variable or mediator sitting in the pathway from
a treatment variable to an outcome variable. In many studies, observations from multiple
units or subjects are collected, and existing mediation methods usually impose the assump-
tion of independent units explicitly or implicitly. For example, the original Baron-Kenny
method (Baron and Kenny, 1986; MacKinnon, 2008), under the structural equation modeling
framework, relies on the independence assumption to carry out estimation and inference.
Causal mediation analysis, widely studied in the statistical literature, was developed to
infer the causal effects in mediation models, see a review Imai et al. (2010). Under the
potential outcomes framework for causal inference (Rubin, 1974), most methods require
additional assumptions. One assumption, the Stable Unit Treatment Value Assumption
(SUTVA) (Rubin, 1978, 1980), implies the independence of units or “no interference”. All
these methods mentioned before, however, cannot be applied to time series data, because
clearly the independence assumption is violated.
In this paper, we will focus on the time series data generated from a functional Magnetic
Resonance Imaging (fMRI) experiment when each participant performs a motor task re-
sponding to randomized experimental stimuli. During the experiment, brain activities are
measured by fMRI using the blood-oxygen level dependent (BOLD) contrast. Here, we are
interested in quantifying how the activities in the presupplementary motor area (preSMA)
mediate the activities in the primary motor cortex (M1) responding to the stimulus input
series following a standard BOLD model (Friston, 2009). In this data example, the stimulus
is the treatment variable, and the BOLD activities in preSMA and M1 are the mediator and
outcome variables respectively. All these variables are time series from each participant, and
an example of these three time series from one participant is shown in Figure 1.
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[Figure 1 about here.]
It has been well established before that BOLD time series by fMRI have non-ignorable
temporal correlations, which can be effectively modeled by autoregressive (AR) models with
a small lag order, see the review Lindquist (2008).
Indeed, autoregressive modeling is an important approach for time series analysis, espe-
cially for fMRI data. One earlier approach, named as Granger causality (Granger, 1969,
1980), assesses if the current value of time series x can be predicted by the past values of
time series x and another time series y. This approach is later generalized for multiple time
series by multivariate autoregressive models (Harrison et al., 2003; Goebel et al., 2003).
All these methods use prediction to assess the temporal relationships between multiple
variables, without using the potential outcomes framework to define causality formally. More
importantly, they cannot quantify the pathway effects as in mediation analysis.
Mediation analysis for fMRI data is becoming an increasingly popular topic. Atlas et al.
(2010) applied mediation analysis to study the brain mediators of a self-reported behavioral
outcome. They utilized a general linear model (GLM) approach to model the coefficients for
brain activities or single-trial betas, and thus these coefficients in their mediation model may
be considered independent assuming that the temporal correlations in fMRI time series are
removed by the GLM. Lindquist (2012) proposed a functional mediation model with fMRI
mediator and a scalar and non-time series outcome. With also a scalar behavioral outcome,
Che´n et al. (2015) recently proposed multiple mediator models where none of the mediators is
modeled as time series. Using the single-trial beta approach, Zhao and Luo (2014) proposed a
multilevel causal mediation framework for single-trial betas as the mediator and outcome. It
addresses the unmeasured confounding and individual variation issues, but did not directly
model the temporal dependence in fMRI time series as all the other fMRI mediation methods
mentioned before.
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In a related data setting for longitudinal data, marginal structural models for causal
mediation analysis were proposed to infer causal pathways for time-varying treatments and
mediators (Robins et al., 2000; van der Laan and Petersen, 2008; VanderWeele, 2009). These
marginal models usually study a single outcome at one time point, which is also different
from our time series setting. They were also developed mostly for longitudinal data with
fewer temporal observations, and thus the temporal dependence relationships are not the
focus of modeling or experiments.
We address these methodological limitations by proposing a new framework, called Granger
Mediation Analysis (GMA). It allows modeling time series for all the three variables in
mediation analysis. A conceptual diagram of our model is illustrated in Figure 2.
[Figure 2 about here.]
At each time point t, randomized treatment Zt influences both mediator Mt and outcome Rt
as a mediation model, and the errors in the model are autoregressive across time. In our fMRI
example, Zt is the randomized stimulus input, Mt and Rt are the BOLD time series from
the preSMA and M1. To some extent, our model thus aims to infer the temporal and spatial
dependence in fMRI time series, which is an important scientific problem (Roebroeck et al.,
2005; Eichler, 2005; Londei et al., 2006; Friston, 2009). We further develop the multilevel
modeling idea in Zhao and Luo (2014) to model individual variations across subjects and
to correct for the bias introduced by unmeasured confounders Ut. This bias is an important
issue for fMRI mediation analysis, as many papers have shown that there exist unmeasured
or unmodeled factors in fMRI experiments that influence BOLD signals across the brain,
see Fox et al. (2006), Fair et al. (2007), Mason et al. (2007) and the discussion in Zhao and
Luo (2014).
This paper is organized as follows. In Section 2, we introduce the Granger Mediation
Analysis framework, which consists of a lower-level mediation model for individual time series
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(Section 2.1) and a regression model for population-level causal inference (Section 2.4). We
compare our method with existing methods through simulation studies in Section 3 and an
analysis of the fMRI data set in Section 4. Section 5 summarizes this paper with discussions
and future work.
2. Model
2.1 A mediation model for time series
In this section, we first introduce our single-level GMA model for time series data, and this
is our model for the fMRI time series for each participant i. We will extend this model to
multi-level data from multiple participants in Section 2.4. To keep the following discussion
uncluttered, we drop the participant index i hereafter for this first level model.
Using the structural equation modeling (SEM) framework, our mediation model is first
written as
Mt = ZtA+ E1t, (1)
Rt = ZtC +MtB + E2t, (2)
where Zt is the random treatment assignment at time t, Rt and Mt are the outcomes; A, C
and B are the coefficients of interest; and E1t and E2t are the model errors. To characterize
the interregional and temporal dependencies, we propose a multivariate autoregressive model
of order p (MAR(p)) for (E1t, E2t) as
E1t =
p∑
j=1
ω11jE1,t−j +
p∑
j=1
ω21jE2,t−j + 1t, (3)
E2t =
p∑
j=1
ω12jE1,t−j +
p∑
j=1
ω22jE2,t−j + 2t,
where the error vector (1t, 2t)
> is assumed to be a Gaussian white noise process as1t
2t
 ∼ N (0,Σ) , Σ =
 σ21 δσ1σ2
δσ1σ2 σ
2
2
 ,
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and (1t, 2t)
> is independent of (1s, 2s)
> for s 6= t. Standard mediation models take the
same form in appearance as ours in (1) and (2), but usually under the assumption that
the two errors are mutually independent and independent across t. Here, we introduce a
temporal dependence of the errors using (3), and a mediator-outcome dependence due to
unmeasured confounding using δ 6= 0 in Σ. We illustrate the latter point using the following
model with an unmeasured confounding factor Ut as
E1t =
p∑
j=1
ω11jE1,t−j +
p∑
j=1
ω21jE2,t−j + g1Ut + e˜1t, (4)
E2t =
p∑
j=1
ω12jE1,t−j +
p∑
j=1
ω22jE2,t−j + g2Ut + e˜2t,
where Ut, e˜1t and e˜2t are mutually independent stochastic processes; Ut is independent of Us,
and e˜rt is independent of e˜rs, for s 6= t and r = 1, 2. Under this additive confounding effect
model, E1t and E2t are correlated when g1g2 6= 0. In fMRI, we expect δ 6= 0 due to various
confounding factors discussed in Zhao and Luo (2014).
We impose the following stationary condition: the eigenvalues of the companion matrix
F =

Ω>1 Ω
>
2 · · · Ω>p−1 Ω>p
I2 0 · · · 0 0
0 I2 · · · 0 0
...
...
. . .
...
...
0 0 · · · I2 0

, where Ωj =
ω11j ω12j
ω21j ω22j
 ,
have modulus less than one. This is a standard condition for stationary autoregressive pro-
cesses, see the textbook Shumway and Stoffer (2010) for example. This stationary condition
is deemed satisfied for fMRI data after removing the stimulus effects, as in our model, see
Harrison et al. (2003); Chang and Glover (2010).
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2.2 Assumptions and causal interpretation
Using Rubin’s potential outcome framework (Rubin, 2005), we impose the following causal
assumptions:
(A1) the treatment assignment regime is the same at each time point t;
(A2) models (1), (2) and (3) are correctly specified;
(A3) at each time point t, the observed outcome is one realization of the potential outcome
with observed treatment assignment z;
(A4) Zt is sequentially randomly assigned with 0 < P(Zt = z) < 1 for every z,
{Rt((z′, {zs}s<t), {mt}t),Mt((z, {zs}s<t)} |= Zt | {Zs = zs}s<t,
{E1t(z, {zs}s<t), E2t(z′, {zs}s<t)} |= Zt | {Zs = zs}s<t,
and {1t(z), 2t(z′)} |= Zt for ∀z, z′;
(A5) the unmeasured confounding factor Ut affects the outcome only at time t, and this
impact is assumed to be additive and linear.
Assumption (A1) is expected to hold in our experiment because the treatment Zt is
randomized. The stable unit treatment value assumption (SUTVA) (Rubin, 1978, 1980)
actually includes (A1) and additionally that the potential outcome of one trial is unrelated
to the treatment assignment of other trials. The latter is not satisfied for time series,
and thus we consider this relaxed assumption (A1). Assumptions (A2)-(A4) are standard
regularity assumptions in causal mediation inference (Rubin, 1978; Holland, 1988; Robins,
2000; Imai et al., 2010; Imai and Yamamoto, 2013; VanderWeele, 2015). Similar to the
multilevel framework in Zhao and Luo (2014), (A5) relaxes the standard assumption on the
ignorability of the mediator. In Section A.1 of the supplementary materials, we show that
the causal estimands are identifiable. Assumptions (A1)-(A5), together with the stationarity
assumption of {(E1t, E2t)}t, guarantee that our proposed estimators consistently estimate
the causal effects, see Theorem 2 and Theorem A.1 of the supplementary materials.
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2.3 Method
Given models (1), (2) and (3), it is difficult to derive the explicit form of the joint distribu-
tion of (Mt, Rt), because of the spatio-temporal dependence between E1t and E2t. We first
introduce the following equivalent formulation of our GMA model
Mt = ZtA+
p∑
j=1
φ1jZt−j +
p∑
j=1
ψ11jMt−j +
p∑
j=1
ψ21jRt−j + 1t, (5)
Rt = ZtC +MtB +
p∑
j=1
φ2jZt−j +
p∑
j=1
ψ12jMt−j +
p∑
j=1
ψ22jRt−j + 2t, (6)
with
ηj ,

φ1j
φ2j
ψ11j
ψ21j
ψ12j
ψ22j

=

−A −C 0 0
0 0 −A −C
1 −B 0 0
0 1 0 0
0 0 1 −B
0 0 0 1


ω11j
ω21j
ω12j
ω22j

,Dωj. (7)
This new formulation shows that both Mt and Rt not only can be influenced by Zt, but
also by (Zt−1,Mt−1, Rt−1, . . . , Zt−p,Mt−p, Rt−p). This allows the treatment to affect future
observations in the time series setting, even if the treatment has already ended. Figure 3
illustrates the causal diagram of models (5) and (6) using the case of p = 1.
[Figure 3 about here.]
Besides the advantage of this interpretation, another benefit of models (5) and (6) is
that (1t, 2t) are Gaussian white noises, which are uncorrelated in time. We thus propose
to maximize the conditional likelihood (see Shumway and Stoffer (2010)) to estimate the
parameters, conditioning on the initial p observations. This is a popular approach for time
series estimation, because it eases the computation and implementation burden for general
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p and usually yields approximately the same estimates as maximizing the unconditional
likelihood.
This formulation essentially absorbs the autoregressive model (3) into models (1) and (2),
and the new modeling parameter ηj is a linear transformation of the autoregressive model
parameter ωj as stated in (7). Reversely, it is easy to show that D has full column rank and
thus ωj is recovered from the parameters in the new formulation.
Lemma 1: Given any ηj and (A,B,C), ωj is uniquely determined by ωj = (D
TD)−1DTηj,
and DTD is always invertible.
Based on Lemma 1, we propose to estimate first the parameters in models (5) and (6), i.e.,
{A,B,C, (ηj)}. To simplify the notation, we introduce the following matrix representations:
θ1 =

A
φ1
ψ11
ψ21

, θ2 =

C
φ2
ψ12
ψ22

, φ1 =

φ11
...
φ1p
 , φ2 =

φ21
...
φ2p
 ,
ψ11 =

ψ111
...
ψ11p
 , ψ21 =

ψ211
...
ψ22p
 , ψ12 =

ψ121
...
ψ12p
 , ψ22 =

ψ221
...
ψ22p
 ,
Z
(p)
t−1 =

Zt−1
...
Zt−p
 , M (p)t−1 =

Mt−1
...
Mt−p
 , R(p)t−1 =

Rt−1
...
Rt−p
 , X t =

Zt
Z
(p)
t−1
M
(p)
t−1
R
(p)
t−1

.
Models (5) and (6) can be written in the following form
Mt = X
>
t θ1 + 1t, (8)
Rt = MtB +X
>
t θ2 + 2t. (9)
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Given the initial p observations, the conditional log-likelihood (ignoring constants) is
` (θ1,θ2, B,Σ) =− T − p
2
log σ21σ
2
2(1− δ2)−
1
2σ21
‖M −Xθ1‖22
− 1
2σ22(1− δ2)
‖(R−MB −Xθ2)− κ(M −Xθ1)‖22,
(10)
where ‖x‖2 is the `2-norm of vector x; R = (Rp+1, . . . , RT )>, M = (Mp+1, . . . ,MT )>,
X = (Xp+1, . . . ,XT )
>; and κ = δσ2/σ1.
In our model, δ accounts for the effect of unmeasured confounding. For independent
observations, it has been shown that δ is not identifiable with the existence of unmeasured
confounding (Imai et al., 2010; Zhao and Luo, 2014). For time series data, we prove that this
nonidentifiable issue cannot be alleviated in the single-level GMA either, and we will later
show that it can be identified in our multilevel GMA model in Section 2.4.
Theorem 1: For every fixed δ ∈ (−1, 1), given the initial p observations, `(θ1,θ2, B,Σ)
achieves the same maximum conditional likelihood value, where the maximum is taken over
parameters {θ1,θ2, B, σ1, σ2}.
Given δ, the conditional maximum likelihood estimator (CMLE) of the remaining param-
eters, however, is given in explicit forms by the following theorem.
Theorem 2: Given the initial p observations (Z1,M1, R1) , . . . , (Zp,Mp, Rp), for a fixed
δ value, the conditional maximum likelihood estimator of the rest parameters in models (5)
and (6) are
θˆ1 = (X
>X)−1X>M ,
θˆ2 =
(
X>(I− PM)X
)−1
X>(I− PM)R+ κˆ(X>X)−1X>M ,
Bˆ = (M>M )−1M
(
I−X(X>(I− PM)X)−1X>(I− PM)
)
R− κˆ,
σˆ21 =
1
T − pM
>(I− PX)M ,
σˆ22 =
1
(T − p)(1− δ2)R
>(I− PMX − PM)R,
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where κˆ = δσˆ2/σˆ1; PX = X(X
>X)−1X>, PM = M(M>M )−1M>, and PMX = (I −
PM)X(X
>(I− PM)X)−1X>(I− PM) are projection matrices.
From Theorem 2, the estimator of θ1 is independent of δ since Zt is randomized. The
estimators of B and θ2 contain additional terms that are functions of κˆ or δ. These terms
serve as bias correction due to unmeasured confounding.
Under the stationary condition, the impact of the initial p observations is negligible when
evaluating the likelihood (Akaike, 1973). We show that our estimator in Theorem 2 is
consistent, and the asymptotic covariance matrix is derived in Theorem A.1.
We illustrate these theorems using a toy simulated data set. We assume a MAR(1) model
for (E1t, E2t) with true δ = 0.5. In Figure 4a, the (profile) conditional likelihood yields
the same maximum value for varying δ as predicted by Theorem 1. Therefore, δ cannot be
estimated by further maximizing this maximum (profile) conditional likelihood over δ alone.
Alternatively, one may consider δ as a sensitivity parameter, and perform sensitivity analysis
as δ varies. Figure 4b presents the estimates for AB as δ varies, where the confidence intervals
are calculated from the asymptotic formula (Theorem A.5). As shown in the figure, the
estimated AB value is sensitive to the choice of δ. If assuming no unmeasured confounding
(δ = 0), the estimate of AB even falls outside the confidence interval under the true δ.
This motivates us to consider an extension to model our two-level data jointly in the next
section, although the single-level method without the extension can be applied to time series
if unmeasured confounding is not a concern.
[Figure 4 about here.]
2.4 Extension to two-level data
In this section, we extend our GMA model to our two-level data, adapting the multilevel
mediation method for independent data proposed by Zhao and Luo (2014).
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2.4.1 Model. We will refer to the two levels as participant and scan time in this paper.
For the time series of participant i (i = 1, . . . , N), we model the first-level scan-time data by
our single level GMA models (1), (2) and (3) as
Mit = ZitAi + Ei1t
Rit = ZitCi +MitBi + Ei2t
, (11)

Ei1t =
∑p
j=1 ωi11jEi1,t−j +
∑p
j=1 ωi21jEi2,t−j + i1t
Ei2t =
∑p
j=1 ωi12jEi1,t−j +
∑p
j=1 ωi22jEi2,t−j + i2t
,
where i1t
i2t
 ∼ N (0,Σi) , Σi =
 σ2i1 δiσi1σi2
δiσi1σi2 σ
2
i2
 ; (12)
Ai, Bi and Ci are the model coefficients of participant i. In order to estimate the population
level causal effects after accounting for the between-participant variation, we employ the
following multivariate linear model
bi =

Ai
Bi
Ci
 =

A
B
C
+

Ai
Bi
Ci
 = b+ ηi, (13)
where A, B and C denote the population level coefficients; and Ai , 
B
i and 
C
i are the random
errors of participant i, which are assumed to be identically distributed from a trivariate
normal distribution with mean zero and covariance matrix Λ. The population direct effect is
C, and the population indirect effect is AB by the product method. There is an alternative
definition of the population indirect effect by the difference method, see the discussion in
Kenny et al. (2003). This approach would also require fitting a total effect model by regressing
outcome R on treatment Z only for each participant, and a population equation analogous
to model (13). For the sake of space, we omit the description of this alternative approach in
this paper, because they yield very similar numerical results for the indirect effect.
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As discussed in Section 2.3, we estimate the parameters in (11) through the transformed
model,
Mit = ZitAi +
p∑
j=1
φi1jZit−j +
p∑
j=1
ψi11jMit−j +
p∑
j=1
ψi21jRit−j + i1t
= X>itθi1 + i1t ,
(14)
Rit = ZitCi +MitBi +
p∑
j=1
φi2jZit−j +
p∑
j=1
ψi12jMit−j +
p∑
j=1
ψi22jRit−j + i2t
= MitBi +X
>
itθi2 + i2t ,
(15)
where X it , θi1 and θi2 are defined the same as in Section 2.3 for participant i, i = 1, . . . , N .
As shown in Theorem 1, δi is not identifiable from the likelihood function for each partici-
pant i, and thus it is easy to see that one cannot identify different δi from the overall likelihood
function of N independent participants. To identify δi from data, we adapt the optimization
methods in Zhao and Luo (2014), and we need to impose the following assumption.
(A6) δi is constant across participants, i.e., δi = δ for all i.
It is also worth noting that one alternative proposal is to perform sensitivity analysis using
different δi for each i without assuming (A6). However, the number of sensitivity parameters
makes this proposal unrealistic for large N . Under (A6), we will introduce in the next section
two data-driven methods to estimate δ by pooling data across participants.
2.4.2 Method. The principal idea in Zhao and Luo (2014) is to estimate δ by maximizing
the joint likelihood of N participants. We adapt this idea for our GMA model here. Let
Υ = (δ, b,Λ, (θi1 ,θi2 , Bi), (σ1i , σ2i)), the likelihood function (conditional on the initial p
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observations) is written as
h(Υ) =
N∑
i=1
Ti∑
t=p+1
logP
(
Rit ,Mit | Zit ,Z(p)it−1 ,M (p)it−1 ,R(p)it−1 ,θi1 ,θi2 , Bi, δ, σi1 , σi2
)
+
N∑
i=1
logP (bi | b,Λ)
=h1 + h2,
(16)
where bi = (Ai, Bi, Ci), Ai and Ci are the first element of θi1 and θi2 , respectively; h1 is the
sum of N log-likelihood functions (10), and h2 is the log-likelihood function of model (13).
It is challenging to optimize these many parameters that grow with N . In particular, our
GMA model contains more parameters than the previous multilevel mediation model, since
we include those temporal dependence parameters as well. We thus propose two algorithms
for maximizing the joint likelihood, with different computational complexity and numerical
accuracy.
A two-stage algorithm. This algorithm is inspired by the two-level GLM method com-
mon for fMRI analysis, see for example Kenny et al. (2003) and Lindquist (2008). In the first
stage, we estimate, for each participant i, the coefficients in the single level model with a given
δ using Theorem 2. This stage splits the computation cost by maximizing the summands
in h1 for each participant, and can be computed in parallel. In the second stage, we plug
in the estimated coefficients from the first stage into the left-hand side of the second level
regression model (13), and we can easily maximize its likelihood function h2. To identify δ, we
repeat the two-stage computation for different δ while using a one-dimensional optimization
algorithm (e.g. Newton’s method) to find the δ that yields the maximum joint likelihood h.
The key challenge for proving the consistency of this algorithm is to show that δ is
identifiable and is estimated consistently using the above algorithm, as the consistency of the
remaining parameters (given δ) are guaranteed by the standard maximum likelihood theory
under regularity conditions. For example, the consistency of the first level estimates is given
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in Theorem A.1 of the supplementary materials. We address this challenge in the following
theorem.
Theorem 3: Assume assumptions (A1)-(A6) are satisfied, and the stationary condition
of the single level model holds. Assume E(Z2it) = q <∞, for i = 1, . . . , N . Let T = mini Ti.
(a) If Λ is known, then the two-stage estimator δˆ maximizes the profile likelihood of model (13)
asymptotically, and δˆ is
√
NT -consistent.
(b) If Λ is unknown, then the profile likelihood of model (13) has a unique maximizer δˆ
asymptotically, and δˆ is
√
NT -consistent, provided that 1/$ = κ¯2/%2 = Op(1/
√
NT ),
κi = σi2/σi1, κ¯ = (1/N)
∑
κi, and %
2 = (1/N)
∑
(κi − κ¯)2.
Based on the consistency for δ, we prove the consistency of all other parameters in the
following corollary.
Corollary 1: Under assumptions in Theorems 2, A.1 and 3, the estimators of model
coefficients introduced in Theorem 2 are consistent with asymptotic joint distribution as
in Theorem A.1. Further, the estimator of population-level parameters in model (13) are
consistent.
To verify the identifiability in practice, we plot the maximum log-likelihood value against
δ. Figure 5a illustrates such a plot for the toy simulated data set analyzed before. The
likelihood is unimodal, while the single level likelihood in Figure 4a is flat. The two-stage
estimator of δ at the peak is 0.466 with the true δ = 0.5.
A block coordinate-descent algorithm. Though the two-stage algorithm is compu-
tationally light and asymptotically consistent, it only approximately maximizes the joint
likelihood h. To improve the finite sample performance, we propose a block coordinate-
descent algorithm for better maximizing h. Some finite sample improvement was observed
by a similar strategy in Zhao and Luo (2014).
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Algorithm 2.1 A block coordinate-descent algorithm to compute all other parameters
given δ and estimate δ in our two-level model using likelihood function (16).
Compute the likelihood value and coefficient estimates for a given δ:
(1) Estimate (σi1 , σi2), (θi1 ,θi2 , Bi), b and Λ by maximizing the likelihood (16) over these
remaining parameters using block coordinate descent.
(2) Return the maximum likelihood value.
When δ is unknown, apply an optimization algorithm (e.g., Newton’s method)
to maximize over δ using the maximum likelihood value at Step 2.
We formally formulate the following optimization problem
max
Υ:((σi1 ,σi2 ),Λ)∈S
h(Υ), (17)
where S is a constraint set for the variance components. We put a positive constraint on
each (σi1 , σi2), and a positive definite constraint on Λ. We divide these many variables into
blocks based on the following theorem.
Theorem 4: Assume δ is given. The negative of likelihood function (16) is conditional
convex in the parameter sets (σ−1i1 , σ
−1
i2
), (θi1 ,θi2 , Bi), b and Λ
−1, respectively. The conditional
optimizer for each parameter set is given in explicit forms in Section A.9.
For a given δ, each block/set of variables in the theorem are given in explicit forms for each
iterative update, which eases the computation. As before, we estimate δ by a one-dimensional
optimization algorithm. The full algorithm is summarized in Algorithm 2.1.
We propose to check the solution of δ graphically as before. Figure 5b presents the
likelihood h for our toy simulated data set. It is a unimodal function of δ peaked at our
block-coordinate algorithm estimate δˆ = 0.492, which is closer to the truth 0.5 in this
numerical example.
[Figure 5 about here.]
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2.5 Inference
Because the distribution of the product AˆBˆ can be far from Gaussian, we propose to employ
bootstrap over participants to perform statistical inference on the population causal effects.
3. Simulation Study
We compare our GMA estimators with other methods on simulated data in this section.
We simulate both single-level data and two-level data, with and without unmeasured con-
founding, to assess the performance under different scenarios. For single-level mediation
models, we consider the GMA (GMA-δ) estimator in Section 2.3 with the true δ given, the
GMA estimator (GMA-0) assuming no unmeasured confounding or δ = 0, the method for
independent observations proposed by Zhao and Luo (2014) (MACC-δ, implemented using
R macc package) with also the true δ, and the Baron-Kenny (BK) method (Baron and
Kenny, 1986). The MACC-δ method is shown to correct the bias due to δ, and has similar
performance with other cause mediation methods (e.g. Imai et al. (2010)) when δ = 0.
For two-level mediation models, we consider our two-stage (GMA-ts) and block coordinate-
descent (GMA-h) approaches in Section 2.4.2, the two-level methods in Zhao and Luo (2014)
(MACC-h and MACC-ts), the multilevel SEM method proposed by Kenny et al. (2003)
(KKB), and the BK method. All other non-GMA methods considered here are developed
for independent observations. GMA-h, GMA-ts, MACC-h and MACC-ts are developed to
estimate δ from data, and thus correct for unmeasured confounding, while KKB and BK are
not.
3.1 Single level mediation analysis
We simulate data sets of 100 time points from the following models. At each time point
t, Zt is generated from a Bernoulli distribution with probability 0.5 to be one. The null
hypothesis for the direct effect is H0 : C = 0; the null hypothesis for the indirect effect under
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the product definition is H0 : AB = 0, where at least one of A and B is zero. We here
present the results when B = 0 and A 6= 0. Under the alternative, we set the coefficients as
A = 0.5, B = 1, and C = 0.5. For simplicity, in this simulation study, we consider a MAR(1)
model for (E1t, E2t). The marginal variances of the Gaussian white noise (1t, 2t) are σ1 = 1
and σ2 = 2, respectively. The correlation δ is set to be either 0.5 or 0. The initial joint
distribution of (E10, E20) is assumed to follow a bivariate normal distribution with mean
zero and covariance 2Σ. To make the stationary condition satisfied, i.e.,
2Σ = Ω> (2Σ) Ω + Σ, (18)
where Ω is the transition matrix, the elements in Ω are specified as
Ω =
ω11 ω12
ω21 ω22
 =
−0.809 −0.618
0.154 −0.500
 (when δ = 0.5);
Ω =
−0.5 −1
0.25 −0.5
 (when δ = 0).
For each simulation setting, we drop the first 1000 samples from the model as the burn-in
samples, in order to stabilize the time series. All simulations are repeated 1000 times.
We compare the estimates of the direct effect C, the indirect effect AB, the variances σ21
and σ22, and the transition matrix Ω in Table 1.
[Table 1 about here.]
For all the settings, both GMA-δ and MACC-δ yield estimates of C and AB close to
the true values, but GMA-δ yields closer variance estimates for σ21 and σ
2
2. For the GMA-δ
method, Theorem A.1 and Theorem A.5 guarantee its asymptotic unbiasedness. MACC-δ
also accounts for the unmeasured confounding effect but treats each time point as an inde-
pendent sample. Though ignoring the temporal correlations by MACC-δ does not introduce
asymptotic bias similar to the unbiasedness of the ordinary least squares estimator for time
series (see for example Theorem 3.11 of Shao (2003)). The variance estimates for σ21 and
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σ22 are biased and thus the asymptotic variance formulas cannot be used for inference. The
difference in the asymptotic variance estimates are due to the MAR parameters, see our
Theorem A.1. Due to the difference in variance estimates, GMA-δ has more statistical
power as seen the simulations results. Both GMA-0 and BK fail to account for unmeasured
confounding and time series correlations, they both yield biased estimates for the causal
effects and variances.
Our GMA methods also yield estimates for the transition matrix Ω. GMA-δ yields esti-
mates close to the truth across all scenarios while GMA-0 introduces biases for some elements
in Ω when δ 6= 0. The reason is that δ influences the transition parameter estimates, as
predicted by our Theorem 2.
3.2 Two-level mediation analysis
We simulate two-level mediation data from the following settings. The total number of
participant is N = 50. For each participant, the number of time points (trials) is a random
draw from the Poisson distribution with mean 100, and the length of burn-ins is 2000. The
population-level coefficients are set to be A = 0.5, B = −1 and C = 0.5. The errors in the
coefficient regression model (13) are assumed to be normally distributed with mean zero and
covariance matrix Λ = diag {0.5, 0.5, 0.5}. For each participant, similar to the single level
simulation setting, we assume a MAR(1) model for (Ei1t , Ei2t). The marginal variance of the
Gaussian white noise (i1t , i2t) are σi1 = σ1 = 1 and σi2 = σ2 = 2 (for i = 1, . . . , N),
respectively. We consider varying δ in our simulations. The initial joint distribution of
(Ei10 , Ei20) is assumed to be a bivariate normal distribution with mean zero and covariance
2Σ (for i = 1, . . . , N), and the transition matrix Ω is calculated to satisfy the stationary
condition for each δ value. The simulations are repeated 200 times.
We first compare the mediation effect estimates under different δ values (Figure 6). From
the figure, GMA-h has the smallest bias overall. GMA-ts and the two MACC methods also
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yield small bias, while the KKB and BK estimates have large and increasing bias as |δ|
increases. This shows that GMA-h improves GMA-ts in finite samples. Though the MACC
methods are developed to correct for nonzero δ, they yield larger bias here partly because
the likelihood formulation (Zhao and Luo, 2014) is misspecified for time series data without
accounting for the temporal correlations. KKB and BK cannot correct for the unmeasured
confounding factor δ, and thus their estimates are sensitive to δ.
In Figure 6e, we present the GMA-h estimate of the transition matrix Ω. The estimates
are averaged over all participants to simplify the plot. The transition matrix estimates are
close to the truth, which demonstrates that our GMA-h method produces low bias after
correcting for the confounding effect due to nonzero δ.
[Figure 6 about here.]
We also consider increasing sample sizes to validate the consistency theory in Theorem 3.
For a fixed δ = 0.5, we consider sample size N = Ti = 50, 200, 500, 1000, 5000. Figure 7 shows
that the GMA-ts estimates of δ and AB converge to the true value as N and Ti increase.
GMA-h shows a slight improvement over GMA-ts when N < 200, but the differences become
negligible for larger N . Finally, we also present the estimate of Ω from GMA-h method in
Figures 7c and 7f, which shows that the estimates of all elements in Ω converge to the true
values as N increases.
[Figure 7 about here.]
4. The fMRI Experiment
The data set was obtained from the OpenfMRI database, and the accession number is
ds000030. In the experiment, N = 121 right-handed participants in healthy condition were
recruited. The participants were asked to perform motor responses to two types of random-
ized stimuli: GO or STOP. The STOP/GO stimuli were randomly intermixed with 96 GO
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and 32 STOP stimuli, with randomly jittered time intervals between the stimuli. Under the
GO stimulus, the participants should respond with button presses, when seeing the stimuli;
under the STOP stimulus, the participant should withhold from pressing when a stop signal
(a 500 Hz tone presented through headphones) was presented after the GO stimulus. Each
participant was scanned using Siemens Trio 3T scanners. The experiment was about six
minutes with 128 trials for each participant. For each participant, 184 images were acquired
(34 slices with slice thickness 4 mm, TR = 2 s, TE = 30 ms, flip angle = 90◦, matrix 64×64,
and FOV = 192 mm, oblique slice orientation). More details about the experiment can be
found in Poldrack et al. (2016).
The preprocessing for both anatomical and functional images was conducted using Statisti-
cal Parametric Mapping version 5 (SPM5) (Wellcome Department of Imaging Neuroscience,
University College London, London, UK), including slice timing correction, realignment,
coregistration, normalization, and smoothing. The BOLD series of Ti = T = 184 time
points were extracted by averaging over the voxels within 10 mm radius sphere centered at
preSMA (MNI coordinate: (−4,−8, 60)) and M1 (MNI coordinate: (−41,−20, 62)). Our main
objective is to study how the preSMA activity mediates the STOP/GO stimulus effect on
the M1 activity, as well as how these two brain regions are temporally related. Following the
standard SPM approach to model the BOLD response, we convolute the stimulus sequence
with the Canonical hemodynamic response function (HRF) (Friston, 2009) to generate the
treatment time series.
We compare the mediation effect estimates from the proposed GMA-h and GMA-ts meth-
ods with the MACC-h, KKB and BK methods. Because other competing methods do not
provide estimates for the transition matrix, we also compare the transition matrix esti-
mates with the MAR fits by Harrison et al. (2003), which does not model the mediation
effects. It is usually sufficient to use AR(1) or AR(2) to model the temporal correlations in
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fMRI (Lindquist, 2008). Thus, we set the lag parameter p = 2 in our GMA approach. We
also analyze our data using p = 3 but the lag-three temporal correlation estimates are close
to zero (Section C.2 of the supplementary materials). All methods use 200 bootstrap samples
for inference.
[Table 2 about here.]
Table 2 presents the estimates (and the 95% bootstrap confidence intervals) of δ, direct
effect C, and indirect effect AB. The estimate of δ from our GMA methods are negative and
significant from zero, which provides the evidence of the existence of unmeasured confounding
in the data. The estimates for δ by GMA-ts and GMA-h are close in this data set. Consistent
with the simulation results, MACC-h produces a larger estimate for δ.
Our GMA-ts and GMA-h also yield similar estimates for C and AB, different from all other
methods. In particular, our GMA methods yield the largest indirect effect estimates in mag-
nitude. MACC-h yields a much smaller estimate (about 30% less) in magnitude. KKB and
BK yield similar and the smallest estimates, because they fail to account for the confounding
effect due to nonzero δ. Though all these estimates give the same qualitative interpretation
for the role of preSMA, which is consistent with the current scientific understanding, our
quantitative estimates suggest a much larger role of preSMA than other methods.
[Figure 8 about here.]
Another advantage of our GMA methods is that it also estimates the temporal dependencies
between two brain regions, which are represented by the transition matrix Ω. The bootstrap
estimate for Ω is shown in Figure 8a, where we observe significant feedback effects from M1 to
preSMA at both lag levels (ωˆ211 = 0.100 and ωˆ212 = −0.077). Comparing with the estimates
by the MAR method (see Figure 8b), we find that it, without modeling the direct and indirect
effects like ours, produces larger point estimates for the diagonals and have larger bootstrap
22 Biometrics, XXX XXX
variability overall. It also yields wider confidence intervals for the off-diagonals than ours,
though the point estimates are similar to ours.
5. Discussion
In this paper, we propose a mediation analysis framework for time series data. Our approach
integrates multivariate autoregressive models and mediation analysis to yield a better un-
derstanding of such data. Our approach is also embedded in a causal mediation model for
correlated errors, in order to address the unmeasured confounding issue. We prove that a
simple two-stage algorithm will yield asymptotically unique and consistent estimates, and
its finite sample performance is improved by a more sophisticated optimization algorithm
with increased computational cost. Using both simulations and a real fMRI data set, we
demonstrate the numerical advantages of our proposal.
Our model setup is motivated by several important statistical models for task-related fMRI
data. It is likely that other scientific experiments or studies will require different modeling
components, using other types of data with different data structures for the treatment,
mediator and outcome. For example, some variables are scalars at the participant level,
instead of time series, see the discussion of various multilevel data sets in Kenny et al.
(2003). Time series modeling is also a topic with a long history, and some other time series
models, other than multivariate autoregressive models, may be more suitable for certain
experiments. We will leave exploring these different settings to future research.
We focus on randomized treatment in this paper, and this may not hold in observational
studies. It is interesting to further develop our proposal using the tools for observational
studies to relax the randomization requirement.
Many extensions of mediation models have also been considered in the literature, see
VanderWeele (2015). These models can also include interactions and covariates, which are
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common in many social studies. We are interested in extending our proposal to these more
complicated settings in the future.
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Figure 1: The stimulus input series (Zt), and the preSMA (Mt) and M1 (Rt) fMRI BOLD
time series from one of the 121 participants.
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Figure 2: A conceptual diagram of the first level mediation model for time series data.
At each time point t (t = 1, . . . , T ), the task-related signals are overlayed with the
random fluctuations, E1t and E2t, between which there exist both interregional and temporal
dependencies. Ut denotes the unmeasured confounding effect influencing both E1t and E2t;
e˜1t and e˜2t are independent errors, which are also independent of Ut, t = 1, . . . , T .
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Figure 3: A conceptual diagram of models (5) and (6) when p = 1. At each time point
t (t = 1, . . . , T ), there is an unmeasured confounding variable Ut influencing both Mt
and Rt. Meanwhile, both the treatment and the outcomes of the peovious time point
(Zt−1,Mt−1, Rt−1) have an impact on the current Mt and Rt.
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(a) Conditional likelihood of our single level model.
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Figure 4: (a) Conditional log-likelihood and (b) sensitivity analysis of the indirect effect
(AB) under our single level GMA model with p = 1.
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(a) Profile log-likelihood of the second stage regres-
sion model using the two-stage algorithm.
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(b) Profile log-likelihood of the two-level model
using the block coordinate-descent algorithm.
Figure 5: The log-likelihood functions under the two-level models of a simulated data set.
The true δ value is 0.5. The red dashed line is the estimate from the two-stage and block
coordinate-descent algorithms.
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Figure 6: Point estimates and bias of δ, the product estimates and the relative bias of AB,
and point estimates of the transition matrix Ω under different true δ values.
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Figure 7: Average point estimates and MSEs of δˆ, ÂB from GMA-h and GMA-ts, as well
as Ωˆ from GMA-h.
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Figure 8: Estimates of the transition matrix Ω using (a) the GMA-h method and (b) the
MAR method, from 200 bootstrap samples.
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Supplementary to Granger Mediation Analysis of
Multiple Time Series with an Application to fMRI
Yi Zhao and Xi Luo
Department of Biostatistics, Brown University
A Theory and Proof
In this section, we present the proof of theorems in the main text, as well as some additional
results.
A.1 Identifiability of causal estimands
We first proof the identifiability of causal estimands under imposed causal assumptions. Un-
der the potential outcome framework, let {Zt}t be the sequentially randomly assigned treat-
ments, {(Mt(zt, {zs}s<t), Rt(zt, {zs}s<t))}t the bivariate potential mediator and outcome and
{(Mt(Zt, {Zs}s<t), Rt(Zt, {Zs}s<t))}t the bivariate observed data. In Theorem 2, we show
that the estimator of causal parameters are functions of correlation parameter δ and ob-
served data. Here, we use a generic function hδ(·) to represent these estimators. Let yt =
((Mt(zt, {zs}s<t), Rt(zt, {zs}s<t)), zt)>, y = {yt}t and Yt = ((Mt(Zt, {Zs}s<t), Rt(Zt, {Zs}s<t)), Zt)>,
1
Y = {Yt}t. We can show that
E [hδ({(Mt(zt, {zs}s<t), Rt(zt, {zs}s<t)), zt})]
=
∫
hδ(y)f({(Mt(zt, {zs}s<t), Rt(zt, {zs}s<t)), zt}) dy
=
∫
hδ(y)
∏
t
f(((Mt(zt, {zs}s<t), Rt(zt, {zs}s<t)), zt) | {Zs = zs}s<t) dy
=
∫
hδ(y)
∏
t
f(((Mt(zt, {zs}s<t), Rt(zt, {zs}s<t)), zt) | Zt = zt, {Zs = zs}s<t) dy
=
∫
hδ(Y )
∏
t
f(((Mt(Zt, {Zs}s<t), Rt(Zt, {Zs}s<t)), Zt) | Zt = zt, {Zs = zs}s<t) dY .
From line 3 to line 4, we use the sequential randomization assumption (A4); and from
line 4 to line 5, use assumption (A3). Therefore, our estimators in Theorem 2 has causal
interpretations.
A.2 Proof of Lemma 1
Proof. For ∀ A,C,B, D cannot be a zero matrix. Thus, we can multiply D> on both sides
of Equation (7), and yield (
D>D
)
ωj = D
>ηj.
If D>D is of full rank, then we prove the lemma.
D>D =

A2 + 1 AC −B 0 0
AC −B C2 +B2 + 1 0 0
0 0 A2 + 1 AC −B
0 0 AC −B C2 +B2 + 1

,
2
which is a block matrix and is of full rank for ∀ A,C,B ∈ R, since
det

 A2 + 1 AC −B
AC −B C2 +B2 + 1

 = (AB + C)2 + A2 + 1 > 0, ∀ A,C,B ∈ R.
Therefore, ωj is uniquely determined as
ωj =
(
D>D
)−1
D>ηj.
A.3 Proof of Theorem 2
Proof. Under models (5) and (6), at time t (t ≥ p + 1), the conditional distribution of Mt
and Rt are
Mt | X t ∼ N
(
µ(M)t, σ
2
1
)
,
Rt | Mt,X t ∼ N
(
µ(R|M)t, σ22(1− δ2)
)
,
where
µ(M)t = ZtA+ φ
>
1 Z
(p)
t +ψ
>
11M
(p)
t +ψ
>
21R
(p)
t = X
>
t θ1,
µ(R|M)t = Zt(C − κA) +Mt(B + κ) + (φ2 − κφ1)>Z(p)t + (ψ12 − κψ11)>M (p)t + (ψ22 − κψ21)>R(p)t
= MtB +X
>
t θ2 + κ(Mt −X>t θ1),
and κ = δσ2/σ1.
3
Given the initial p observations, the joint density function of {Mt, Rt}Tt=p+1 is
f ((Mp+1, Rp+1), . . . , (MT , RT )) =
T∏
t=p+1
f (Rt | Mt,X t) f (Mt | X t) ,
and the conditional log-likelihood is
` (θ1,θ2, B,Σ)
=
T∑
t=p+1
[log f (Rt | Mt,X t) + log f (Mt | X t)]
=− T − p
2
log σ21σ
2
2(1− δ2)−
T∑
t=p+1
[
1
2σ21
(Mt − µ(M)t)2 + 1
2σ22(1− δ2)
(Rt − µ(R|M)t)2
]
=− T − p
2
log σ21σ
2
2(1− δ2)−
1
2σ21
(M −Xθ1)> (M −Xθ1)
− 1
2σ22(1− δ2)
((R−MB −Xθ2)− κ(M −Xθ1))> ((R−MB −Xθ2)− κ(M −Xθ1)) ,
where R = (Rp+1, . . . , RT )
>, M = (Mp+1, . . . ,MT )
>, X = (Xp+1, . . . ,XT )
>. To maximize
`, we fix the δ value, and take partial derivatives over the rest parameters. First, we start
with taking partial derivative over B,
∂`
∂B
=
1
σ22(1− δ2)
[−M>MB + (M>(R−Xθ2)−RM>(M −Xθ1))] = 0,
⇒ Bˆ = (M>M)−1M> ((R−Xθ2)− κ(M −Xθ1)) .
4
We plug Bˆ into `, and yield
`θ2(Bˆ) = −
1
2σ22(1− δ2)
((I− PM)R− (I− PM)Xθ2 + κPM(M −Xθ1))>
((I− PM)R− (I− PM)Xθ2 + κPM(M −Xθ1))
+
κ
σ22(1− δ2)
((I− PM)R− (I− PM)Xθ2 + κPM(M −Xθ1))> (M −Xθ1),
where PM = M(M
>M)−1M> is the projection matrix of M . Next, we optimize the
function over θ2,
∂`θ2(Bˆ)
∂θ2
= − 1
σ22(1− δ2)
[
X>(I− PM)Xθ2 −
(
X>(I− PM)R− κX>(I− PM)(M −Xθ1)
)]
= 0,
⇒ θˆ2 =
(
X>(I− PM)X
)−1
X>(I− PM)(R+ κXθ1),
and this yields the profile function of θ1 as
`θ1(Bˆ, θˆ2) = −
1
2σ21
(M −Xθ1)>(M −Xθ1)− κ
2
2σ22(1− δ2)
(M −Xθ1)>(M −Xθ1)
− 1
2σ22(1− δ2)
((I− PM − PMX)R+ κM − κ(PMX + PM)Xθ1)>
((I− PM − PMX)R+ κM − κ(PMX + PM)Xθ1)
+
κ
σ22(1− δ2)
((I− PM − PMX)R+ κM )> (M −Xθ1)
− κ
2
σ22(1− δ2)
θ>1X
>(PMX + PM)(M −Xθ1),
where PMX = (I − PM)X(X>(I − PM)X)−1X>(I − PM). Lastly, using this profile log-
likelihood function, we have
∂`θ1(Bˆ, θˆ2)
∂θ1
= − 1
σ21
X>Xθ1 +
1
σ21
X>M = 0,
5
⇒ θˆ1 = (X>X)−1X>M ,
which is independent of δ. To estimate the variances, by plugging in the maximizers of
(θ1,θ2, B), we have
`(θˆ1, θˆ2, Bˆ) = −T − p
2
log σ21σ
2
2(1−δ2)−
1
2σ21
M>(I−PX)M− 1
2σ22(1− δ2)
R>(I−PMX−PM)R.
Therefore,
`(θˆ1, θˆ2, Bˆ)
∂σ21
= −T − p
2σ21
+
1
2σ41
M>(I− PX)M = 0, ⇒ σˆ21 =
1
T − pM
>(I− PX)M ,
`(θˆ1, θˆ2, Bˆ)
∂σ22
= −T − p
2σ22
+
1
2σ22(1− δ2)
R>(I− PMX − PM)R,
⇒ σˆ22 =
1
(T − p)(1− δ2)R
>(I− PMX − PM)R,
where PX = X(X
>X)−1X>. Then, we replace the unknown parameters in the formulas
with its corresponding maximizers, and this finishes the proof.
A.4 Asymptotic properties of the CMLE in Theorem 2
Theorem A.1. Let θ> =
(
θ>1 ,θ
>
2 , B
)
, under the stationary condition, the CMLE of θ in
Theorem 2 are consistent with
√
T
(
θˆ − θ
) D−→ N (0, I−1 (θ)) , (1)
where
I (θ) = E
[−∇2`(θ)] (2)
is the Fisher information matrix.
6
Proof. Following the second Bartlett identity, we first calculate the second order partial
derivatives of θ. Given the conditional log-likelihood function (10), we have the following
first order partial derivatives,
∂`
∂θ1
=
1
σ21(1− δ2)
X>(M −Xθ) = κ
σ22(1− δ2)
X>(R−MB −Xθ2),
∂`
∂θ2
=
1
σ22(1− δ2)
X>(R−MB −Xθ2)− κ
σ22(1− δ2)
X>(M −Xθ1),
∂`
∂B
=
1
σ22(1− δ2)
M>(R−MB −Xθ2)− κ
σ22(1− δ2)
M>(M −Xθ1);
and the second order
∂2`
∂θ1∂θ
>
1
= − 1
σ21(1− δ2)
X>X,
∂2`
∂θ1∂θ
>
2
=
κ
σ22(1− δ2)
X>X,
∂2`
∂θ1∂B
=
κ
σ22(1− δ2)
X>M ,
∂2`
∂θ2∂θ
>
2
= − 1
σ22(1− δ2)
X>X,
∂2`
∂θ2∂B
= − 1
σ22(1− δ2)
X>M ,
∂2`
∂B2
= − 1
σ22(1− δ2)
M>M .
Thus,
∇2`(θ) =

− 1
σ21(1−δ2)X
>X κ
σ22(1−δ2)X
>X κ
σ22(1−δ2)X
>M
− 1
σ22(1−δ2)X
>X − 1
σ22(1−δ2)X
>M
− 1
σ22(1−δ2)M
>M
 ,
where
X>X =
T∑
t=p+1
X tX
>
t , X
>M =
T∑
t=p+1
X tMt, M
>M =
T∑
t=p+1
M2t .
7
Now we first calculate E
[
X>t X t
]
.
X tX
>
t =

Z2t ZtZ
(p)>
t−1 ZtM
(p)>
t−1 ZtR
(p)>
t−1
Z
(p)
t−1Z
(p)>
t−1 Z
(p)
t−1M
(p)>
t−1 Z
(p)
t−1R
(p)>
t−1
M
(p)
t−1M
(p)>
t−1 M
(p)
t−1R
(p)>
t−1
R
(p)
t−1R
(p)>
t−1

.
From our proposed models (1) and (2),

Mt = ZtA+ E1t
Rt = ZtC +MtB + E2t
,
we have the same formulation for the vector representations as

M
(p)>
t−1 = Z
(p)>
t−1 A+E
(p)>
1,t−1
R
(p)>
t−1 = Z
(p)>
t−1 C +M
(p)>
t−1 B +E
(p)>
2,t−1
. (3)
Let Et = (E1t, E2t)
>, t = (1t, 2t)
>, we have the matrix form of the MAR(p) model (3) as
Et =
p∑
j=1
Ω>j Et−j + t.
From the model, the current Et depends on (Et−p, . . . ,Et−1). To derive the covariance
matrix, we let
ξt =

Et
Et−1
...
Et−p+1

, vt =

t
0
...
0

,
8
then
ξt = Fξt−1 + vt,
where F is the companion matrix, and
Cov(vt) =

Σ 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

, Ξ.
Therefore,
Π , Cov(ξt) = FCov(ξt−1)F> + Cov(vt) = FΠF> + Ξ.
Taking the vectorization on both sides of the equation, we have
vec(Π) = (F ⊗ F ) vec(Π) + vec(Ξ), ⇒ vec(Π) = (I− F ⊗ F )−1 vec(Ξ),
Π = Cov(ξt) = E(ξtξ>t ) =

Γ0 Γ1 · · · Γp−1
Γ>1 Γ0 · · · Γp−2
...
...
. . .
...
Γ>p−1 Γ
>
p−2 · · · Γ0

, where

Γ0 = E
(
EtE
>
t
)
Γj = E
(
EtE
>
t−j
) .
For 1 ≤ j ≤ p, the covariance between ξt and ξt−j (j-step time lag) is
Πj , E(ξtξ>t−j) = FE(ξt−1ξ>t−j) + E(vtξ>t−j) = FΠj−1 = · · · = F jΠ.
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Let e
(2)
1 = (1, 0)
> and e(2)2 = (0, 1)
>, then

E
(p)
1,t−1 = (Ip ⊗ e(2)>1 )ξt−1 , J>1 ξt−1
E
(p)
2,t−1 = (Ip ⊗ e(2)>2 )ξt−1 , J>2 ξt−1
,
and model (3) is represented as

M
(p)
t−1 = Z
(p)
t−1A+ J
>
1 ξt−1
R
(p)
t−1 = Z
(p)
t−1C +M
(p)
t−1B + J
>
2 ξt−1 = Z
(p)
t−1(C + AB) +BJ
>
1 ξt−1 + J
>
2 ξt−1
.
Assume E(Zt) = 0 (without loss of generality), E(Z2t ) = q, and under the randomization
assumption, Zt |= Zs for t 6= s and Zt |= ξs for ∀ t, s, then we have
E
(
ZtZ
(p)>
t−1
)
= 0,
E
(
ZtM
(p)>
t−1
)
= E
(
Zt
(
Z
(p)
t−1A+ J
>
1 ξt−1
)>)
= 0,
E
(
ZtR
(p)>
t−1
)
= E
(
Zt
(
Z
(p)
t−1(C + AB) +BJ
>
1 ξt−1 + J
>
2 ξt−1
)>)
= 0,
E
(
Z
(p)
t−1Z
(p)>
t−1
)
= qIp,
E
(
Z
(p)
t−1M
(p)>
t−1
)
= E
(
Z
(p)
t−1
(
Z
(p)
t−1A+ J
>
1 ξt−1
)>)
= AqIp,
E
(
Z
(p)
t−1R
(p)>
t−1
)
= E
(
Z
(p)
t−1
(
Z
(p)
t−1(C + AB) +BJ
>
1 ξt−1 + J
>
2 ξt−1
)>)
= (C + AB)qIp,
E
(
M
(p)
t−1M
(p)>
t−1
)
= E
(
Z
(p)
t−1A+ J
>
1 ξt−1
)(
Z
(p)
t−1A+ J
>
1 ξt−1
)>
= A2qIq + J
>
1 ΠJ1 , QMM ,
E
(
M
(p)
t−1R
(p)>
t−1
)
= E
(
Z
(p)
t−1A+ J
>
1 ξt−1
)(
Z
(p)
t−1(C + AB) +BJ
>
1 ξt−1 + J
>
2 ξt−1
)>
= A(C + AB)qIp +BJ
>
1 ΠJ1 + J
>
1 ΠJ2 , QMR,
E
(
R
(p)
t−1R
(p)>
t−1
)
= E
(
Z
(p)
t−1(C + AB) +BJ
>
1 ξt−1 + J
>
2 ξt−1
)(
Z
(p)
t−1(C + AB) +BJ
>
1 ξt−1 + J
>
2 ξt−1
)>
= (C + AB)2qIp +B
2J>1 ΠJ1 +BJ
>
1 ΠJ2 +BJ
>
2 ΠJ1 + J
>
1 ΠJ1 , QRR.
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Using these quantities, we have E
[
X>t X t
]
.
The next step is to calculate E [X tMt], where
X tMt =

ZtMt
Z
(p)
t−1Mt
M
(p)
t−1Mt
R
(p)
t−1Mt

,
and
Mt = ZtA+Z
(p)>
t−1 φ1 +M
(p)>
t−1 ψ11 +R
(p)>
t−1 ψ21 + 1t.
We have
E (ZtMt) = E
(
Zt
(
ZtA+Z
(p)>
t−1 φ1 +M
(p)>
t−1 ψ11 +R
(p)>
t−1 ψ21 + 1t
))
= Aq,
E
(
Z
(p)
t−1Mt
)
= E
(
Z
(p)
t−1
(
ZtA+Z
(p)>
t−1 φ1 +M
(p)>
t−1 ψ11 +R
(p)>
t−1 ψ21 + 1t
))
= qφ1 + Aqψ11 + (C + AB)qψ21,
E
(
M
(p)
t−1Mt
)
= E
(
M
(p)
t−1
(
ZtA+Z
(p)>
t−1 φ1 +M
(p)>
t−1 ψ11 +R
(p)>
t−1 ψ21 + 1t
))
= Aqφ1 +QMMψ11 +QMRψ21,
E
(
R
(p)
t−1Mt
)
= E
(
R
(p)
t−1
(
ZtA+Z
(p)>
t−1 φ1 +M
(p)>
t−1 ψ11 +R
(p)>
t−1 ψ21 + 1t
))
= (C + AB)qφ1 +Q
>
MRψ11 +QRRψ21.
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For E [M2t ], since
E(M2t )
= E(ZtA+ φ>1 Z
(p)
t−1 +ψ
>
11M
(p)
t−1 +ψ
>
21R
(p)
t−1 + 1t)(ZtA+Z
(p)>
t−1 φ1 +M
(p)>
t−1 ψ11 +R
(p)>
t−1 ψ21 + 1t)
= A2q + σ21 + φ
>
1 E
(
Z
(p)
t−1Z
(p)>
t−1
)
φ1 + φ
>
1 E
(
Z
(p)
t−1M
(p)>
t−1
)
ψ11 + φ
>
1 E
(
Z
(p)
t−1R
(p)>
t−1
)
ψ21
+ψ>11E
(
M
(p)
t−1Z
(p)>
t−1
)
φ1 +ψ
>
11E
(
M
(p)
t−1M
(p)>
t−1
)
ψ11 +ψ
>
11E
(
M
(p)
t−1R
(p)>
t−1
)
ψ21
+ψ>21E
(
R
(p)
t−1Z
(p)>
t−1
)
φ1 +ψ
>
21E
(
R
(p)
t−1M
(p)>
t−1
)
ψ11 +ψ
>
21E
(
R
(p)
t−1R
(p)>
t−1
)
ψ21,
using the quantities derived above, we can calculate the Fisher information matrix I (θ) as
well as the asymptotic covariance matrix.
A.5 Asymptotic property of ÂBp
Corollary A.2. Under the same condition of Theorem A.1, the asymptotic distribution of
ÂBp is
√
T
(
ÂBp − AB
) D−→ N (0,θ>J1dI−1(θ)J1dθ) , (4)
where d = 6p+ 3 is the dimension of θ,
J1d = e1e
>
d + ede
>
1
with e1 = (1, 0, . . . , 0)
> and ed = (0, . . . , 0, 1)
>, thus the (1, d) and (d, 1) elements in J1d are
one and the rest are zero; and I−1(θ) is the inverse Fisher information in Theorem A.4.
Proof. Based on the definition of θ,
A = e>1 θ, B = e
>
d θ,
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then
AB , g (θ) =
(
e>1 θ
) (
e>d θ
)
= e>1
(
θθ>
)
ed. (5)
The multivariate Delta method gives
√
T
(
g(θˆ)− g(θ)
) D−→ N (0,∇g(θ)>I−1(θ)∇g(θ)) , (6)
where
∇g(θ) = (e>1 ed + e>d e1)θ = J1dθ.
This proves the corollary.
A.6 Proof of Theorem 1
Proof. Plug the estimators in Theorem 2 into the conditional likelihood (10), we have
`
(
θˆ1, θˆ2, Bˆ, σˆ1, σˆ2
)
=− T − p
2
log
(
1
(T − p)2
(
M>(I− PX)M
) (
R>(I− PMX − PM)R
))− (T − p),
which is a constant function of δ.
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A.7 Proof of Theorem 3
Proof. In the single level model, for each participant, under assumption (A6), the estimators
of the coefficients in the reparametrized models (14) and (15) are
θˆi1 = (X
>
i X i)
−1X>i M i,
θˆi2 =
(
X>i (I− PMi)X i
)−1
X>i (I− PMi)Ri +
δ√
1− δ2
√
R>i (I− PMXi − PMi)Ri
M>i (I− PXi)M i
(X>i X i)
−1X>i M i
, θ˜i2 + τξi2 ,
Bˆi = (M
>
i M i)
−1M i
(
I−X i(X>i (I− PMi)X i)−1X>i (I− PMi)
)
Ri
− δ√
1− δ2
√
R>i (I− PMXi − PMi)Ri
M>i (I− PXi)M i
, B˜i − τbi,
where
τ =
δ√
1− δ2 , bi =
√
R>i (I− PMXi − PMi)Ri
M>i (I− PXi)M i
, ξi2 = biθˆi1 .
Ci is the first element in θi2 , thus
Cˆi = e
>
1 θˆi2 = e
>
1 θ˜i2 + τe
>
1 ξi2 , C˜i + τci,
where e1 is a (3p + 1) × 1 vector with first element one and the rest zero. Following the
notations in the proof of Theorem 3 of Zhao and Luo (2014), by maximizing the profile
likelihood of τ in model (13), we have
(1) if Λ is known,
τˆ =
∆B˜,b/λ
2
β −∆C˜,c/λ2γ
∆b/λ2β + ∆c/λ
2
γ
;
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(2) if Λ is unknown, the estimator of τ should satisfy the following cubic function
2τ 3∆b∆c+τ
2(3∆b∆C˜,c−3∆B˜,b∆c)+τ(∆B˜∆c+∆b∆C˜−4∆B˜,b∆C˜,c)+(∆B˜∆C˜,c−∆B˜,b∆C˜) = 0.
Implementing the same strategy as in Zhao and Luo (2014), for the single level model, under
the stationary condition,
bi =
√
R>i (I− PMXi − PMi)Ri
M>i (I− PXi)M i
, and bi | θi1 ,θi2 , Bi,Σi =
√
1− δ2σi2
σi1
+Op
(
1√
Ti
)
,
where Ti is the number of time points of participant i, i = 1, . . . , N . The rest of the proof
follows (for details, see the proof of Theorem 3 in Zhao and Luo (2014)).
A.8 Proof of Corollary 1
Given the results in Theorem A.1 and Theorem 3, the conclusion for parameters in the
first-level model is straightforward following the Slutsky’s theorem. For the population level
parameter, conclusion for estimator of A is trivial as Aˆi’s are in independent of δ. For B
and C, as Bˆi and Cˆi are functions of δˆ, Bˆi and Bˆi′ for i 6= i′ are dependent, same for Cˆi’s.
From Theorem 3, δˆ− δ = Op(1/
√
NT ), and we have Cov(Bˆi, Bˆi′) = Cov(B˜i− δˆσˆi2/σˆi1 , B˜i′ −
δˆσˆi′2/σˆi′1)→ 0 as N →∞, T →∞, where B˜i is the estimator when assuming δ = 0 and thus
independent across subjects. Based on the results in Kozlov et al. (2004), the estimator of
population-level parameter B is consistent. Proof for C can be derived analogously.
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A.9 Proof of Theorem 4
Proof. Using the same matrix notation as in Section 2.3 for participant i, the transformed
single level model is written as
Mit = X
>
itθi1 + i1t ,
Rit = MitBi +X
>
itθi2 + i2t .
(7)
Let
Ri =

Rip+1
...
RiTi
 , M i =

Mip+1
...
MiTi
 , X i =

X>ip+1
...
X>iTi
 , θi =

θi1
θi2
Bi
 ,
then
h(Υ) =
N∑
i=1
T∑
t=1
logP
(
Rit ,Mit | Zit ,Z(p)it−1 ,M (p)it−1 ,R(p)it−1 ,θi1 ,θi2 , Bi, δ, σi1 , σi2
)
+
N∑
i=1
logP (bi | b,Λ)
= −1
2
N∑
i=1
[
(Ti − p) log σ2i1σ2i2(1− δ2) +
1
σ2i1
(M i −X iJ1θi)>(M i −X iJ1θi)
+
1
σ2i2(1− δ2)
(
(Ri −M iJ3θi −X iJ2θi)− κi(M i −X iJ1θi)
)>
(
(Ri −M iJ3θi −X iJ2θi)− κi(M i −X iJ1θi)
)]
− 1
2
N∑
i=1
[
log |Λ|+ (Jθi − b)>Λ−1(Jθi − b)
]
,
where Ti is the number of time points of participant i; κi = δσi2/σi1 ; and
J1 =
(
I3p+1 03p+1 0
)
(3p+1)×(6p+3)
, J2 =
(
03p+1 I3p+1 0
)
(3p+1)×(6p+3)
,
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J3 =
(
0> 0> 0
)
1×(6p+3)
, J =

1 0 · · · 0 0 0 · · · 0 0
0 0 · · · 0 0 0 · · · 0 1
0 0 · · · 0 1 0 · · · 0 0

3×(6p+3)
.
We first prove the conditional convexity of h. For
(
σ−1i1 , σ
−1
i2
)
,
∂2(−h)
∂σ−2i1
=
Ti − p
σ−2i1
+
1
1− δ2e
>
i1
ei1 ,
∂2(−h)
∂σ−2i2
=
Ti − p
σ−2i2
+
1
1− δ2e
>
i2
ei2 ,
∂2(−h)
∂σ−1i1 σ
−1
i2
= − δ
1− δ2e
>
i1
ei2 ,
where
ei1 = M i −X iJ1θi,
ei2 = Ri −M iJ3θi −X iJ2θi.
(8)
Let
∆ =
1 δ
δ 1
 , Si =
e>i1ei1 e>i1ei2
e>i2ei1 e
>
i2
ei2
 ,
then the Hessian matrix is
(Ti − p)/σ−2i1 + ∆−1(1, 1)Si(1, 1) ∆−1(1, 2)Si(1, 2)
∆−1(2, 1)Si(2, 1) (Ti − p)/σ−2i2 + ∆−1(2, 2)Si(2, 2)

=
(Ti − p)/σ−2i1 0
0 (Ti − p)/σ−2i2
+ ∆−1 ◦ Si,
(9)
where ∆−1 ◦ Si is the Hadamard product of ∆−1 and Si, which is positive semidefinite.
Therefore, the negative full likelihood (−h) is convex in (σ−1i1 , σ−1i2 ) conditional on the rest
parameters.
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For θi and b, the second-order partial derivatives are
∂2(−h)
∂θi∂θ
>
i
=
1
σ2i1
J>1X
>
i XiJ1 +
1
σ2i2(1− δ2)
(M iJ3 +XiJ2 − κiXiJ1)> (M iJ3 +XiJ2 − κiXiJ1) + J>Λ−1J ,
∂2(−h)
∂b∂b>
=NΛ−1,
both of which are positive semidefinite.
For Λ−1, the second-order partial derivative can be calculated as
∂
(
∂(−h)
∂Λ−1
)
=
N
2
Λ
(
∂Λ−1
)
Λ.
This finishes the proof of the conditional convexity of the negative likelihood function (16)
when δ is given.
Next, we show that given δ, the optimization for h is separable and derive the optimizers
in explicit forms. After taking the first-order partial derivatives, the optimizers are
σˆ2i1 =
1
(Ti − p)(1− δ2)
[
Si(1, 1)− δSi(1, 2)
√
Si(1, 1)
Si(2, 2)
]
,
σˆ2i2 =
1
(Ti − p)(1− δ2)
[
Si(2, 2)− δSi(2, 1)
√
Si(2, 2)
Si(1, 1)
]
,
θˆi =
[ 1
σ2i1
J>1X
>
i XiJ1 +
1
σ2i2(1− δ2)
(M iJ3 +XiJ2 − κiXiJ1)>(M iJ3 +XiJ2 − κiXiJ1) + J>Λ−1J
]−1
[ 1
σ2i1
J>1X
>
i M i +
1
σ2i2(1− δ2)
(M iJ3 +XiJ2 − κiXiJ1)>(Ri − κiM i) + J>Λ−1b
]
,
bˆ =
1
N
N∑
i=1
Jθi,
Λˆ =
1
N
N∑
i=1
(Jθi − b)(Jθi − b)>.
Since S is a convex set, if the updates of the variance components are interior points of S,
the updating formula above will be applied; otherwise the solutions will be projected onto
the set S.
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B Additional Simulation Results
B.1 Estimate of B and C in the setting of Figure 5 with varying
δ. (Figure B.1)
The estimates of B and C with varying δ are shown in Figure B.1. GMA-h yields lower bias
−0.5 0.0 0.5
−
2
−
1
0
δ
B^ l lllllllllllllllllllllllllllllllll l
l l l l l l l l l l l l l l l l
l
l
GMA−h
GMA−ts
MACC−h
KKB (δ = 0)
BK (δ = 0)
True (B = −1)
(a) Bˆ.
−0.5 0.0 0.5
0.
0
0.
5
1.
0
1.
5
δ
B^
−
B
B
l llllllllllllllllllllllllllllllll
l l
l l l l
l l l l l l l l l l l l l l l l
l l l l l l l l l l l
l
l
GMA−h
GMA−ts
MACC−h
KKB (δ = 0)
BK (δ = 0)
(b) |Bˆ −B|/|B|.
−0.5 0.0 0.5
−
0.
5
0.
0
0.
5
1.
0
δ
C^ l lllllllllllllllllllllllllllllllll ll l l l l l l l l l
l l l l l l l l l l l l l
l
l
GMA−h
GMA−ts
MACC−h
KKB (δ = 0)
BK (δ = 0)
True (C = 0.5)
(c) Cˆ.
−0.5 0.0 0.5
0.
0
0.
5
1.
0
1.
5
δ
C^
−
C
C
l
lllllllllllllllllllllllllllllllll
l
l l l l l l l l l l l l l l l
l l l l l l l l
l l l l
l
l
l
GMA−h
GMA−ts
MACC−h
KKB (δ = 0)
BK (δ = 0)
(d) |Cˆ − C|/|C|.
Figure B.1: Point estimate B and C and the relative bias under different true δ values.
than CMA-h and GMA-ts. The bias of KKB and BK increase as |δ| increases.
B.2 Estimate of B and C in the setting of Figure 6. (Figure B.2)
Figure B.2 shows the estimates and the corresponding MSE in estimating B and C from
GMA-h and GMA-ts as N and Ti increase. From the figure, the estimates from both methods
50 100 200 500 1000 2000 5000
−
1.
00
−
0.
95
−
0.
90
−
0.
85
N
B^
l
l l
l l
l GMA−h
GMA−ts
True (B = −1)
(a) Bˆ.
50 100 200 500 1000 2000 5000
0.
00
0.
02
0.
04
0.
06
N
M
SE
(B^ ) l
l
l
l l
l GMA−h
GMA−ts
(b) MSE of Bˆ.
50 100 200 500 1000 2000 5000
0.
42
0.
44
0.
46
0.
48
0.
50
N
C^
l
l
l l l
l GMA−h
GMA−ts
True (C = 0.5)
(c) Cˆ.
50 100 200 500 1000 2000 5000
0.
00
0
0.
00
5
0.
01
0
0.
01
5
0.
02
0
0.
02
5
0.
03
0
N
M
SE
(C^
)
l
l
l
l l
l GMA−h
GMA−ts
(d) MSE of Cˆ.
Figure B.2: Average point estimates and MSEs of Bˆ and Cˆ from GMA-h and GMA-ts.
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converge to the true value as sample sizes increase. GMA-h has lower bias than the GMA-ts
does.
C Additional results of the fMRI study
C.1 Estimate of Ω using GMA-h and Granger causality (Harrison
et al., 2003)
Table C.1 presents the estimate, as well as the corresponding 95% confidence interval, of the
transition matrix Ω with p = 2 using our GMA-h and the Granger causality approaches.
From the table, the estimate of off-diagonal elements from the two approaches are very close.
Table C.1: The estimates of the transition matrix Ω and the corresponding 95% confidence
intervals (CIs) using the GMA-h and the Granger causality methods, from 200 participant-
level bootstrap samples.
GMA-h Granger causality
Estimate 95% CI Estimate 95% CI
ω111 0.436 (0.401, 0.426) 0.359 (0.316, 0.404)
ω121 0.133 (0.104, 0.161) 0.135 (0.097, 0.167)
ω211 0.100 (0.072, 0.132) 0.100 (0.074, 0.130)
ω221 0.357 (0.321, 0.395) 0.460 (0.427, 0.493)
ω112 -0.095 (-0.119, -0.071) -0.033 (-0.058, -0.005)
ω122 -0.019 (-0.034, -0.001) -0.029 (-0.051, -0.006)
ω212 -0.076 (-0.096, -0.053) -0.074 (-0.092, -0.051)
ω222 -0.025 (-0.046, -0.003) -0.089 (-0.114, -0.063)
However, we observe significant difference in the estimate of diagonal elements.
C.2 Estimate of Ω under a MAR(3) model for the errors.
Figure C.1 shows the estimates of Ω1, Ω2 and Ω3 under MAR(3) model for data without
motion correction using the GMA-h method. From the figure, the estimates of Ω1 and Ω2
20
are very close to the estimates under MAR(2) model, and the estimates of the elements in
Ω3 are close to zero. This suggests that for our fMRI dataset, MAR(1) is sufficient for the
errors in model (11).
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Figure C.1: The estimates of the transition matrix Ω for data without motion correction
from 500 subject-level bootstrap samples under MAR(3) model using the GMA-h method.
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