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ABSTRACT
We proposed a modified regularized dual averaging method for training sparse
deep convolutional neural networks. The regularized dual averaging method has
been proven to be effective in obtaining sparse solutions in convex optimization
problems, but not applied to deep learning fields before. We analyzed the new ver-
sion in convex conditions and prove the convergence of it. The modified method
can obtain more sparse solutions than traditional sparse optimization methods
such as proximal-SGD, while keeping almost the same accuracy as stochastic gra-
dient method with momentum on certain datasets.
1 INTRODUCTION
In recent decades, deep neural network models have achieved unprecedented success and state-of-
the-art performance in various tasks of machine learning or artificial intelligence, such as computer
vision, natural language processing and reinforcement learning Lecun et al. (2015). Deep learning
models usually involve a huge number of parameters to fit variant kinds of datasets, and the number
of data may be much less than the amount of parameters He et al. (2016). This may implicate that
deep learning models have too much redundancy. This can be validated by the literatures from the
general pruning methods Pratt (1988) to the newly compressing models Han et al. (2015).
The idea of sparsifying machine learning models has attracted much attention in the last ten years
in machine learning Donoho (2006); Xiao (2010). When considering the memory and computing
cost for some certain applications such as Apps in mobile, the sparsity of parameters plays a very
important role for model compressing Han et al. (2015); Cheng et al. (2017). It is natural to consider
the sparsfication of deep neural networks.
There are many sparse methods in machine learning models such as logistic regression. FOBOS
method Duchi and Singer (2009), also known as proximal stochastic gradient descent (prox-SGD)
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method, was proposed for general regularized convex optimization problem, where ℓ1 is a common
regularization term. One drawback of prox-SGD is that the thresholding parameters will decay in
the training process, which results in a loss of sparsity Xiao (2010). Apart from that, the regularized
dual averaging (RDA) method, proposed to obtain better sparsity, has been proved to be convergent
with specific optimization parameters in convex problem, but has not been applied to deep learning
field.
In this paper, we analyzed the relation between simple dual averaging (SDA) method and the
stochastic gradient descent (SGD) method, as well as the relation between SDA and RDA. As for
now, SGD and its variants algorithms work quite well in training deep learning. However, there is
no literature in applying the RDA or it variants to deep CNN models with ℓ1 regularization. We pro-
pose a modified RDA (MRDA) method with ℓ1 regularization for some CNN models, and prove the
convergence under convex conditions. Numerically, we compare prox-SGDwith MRDA, where the
latter can achieve better sparsity results while keeping accuracy on MNIST and CIFAR-10. Also, by
comparing MRDA with different CNN models Simonyan and Zisserman (2014); He et al. (2016),
we show that there is indeed much redundancy in deep CNN model. Finally, we compare the per-
formance of RDA on datasets of different scales, such as MNIST, CIFAR10, CIFAR100, ImageNet,
to show the change of redundancies.
2 RELATED WORKS
The topic of computing sparse neural networks can be included in the bigger topic on the compres-
sion of neural networks, which usually further involves the speedup of the compressed models.
Cheng et al. (2017) reviews the work on compressing neural network models, and categorizes the
related methods into four schemes: parameter pruning and sharing, low-rank factorization, trans-
fered/compact convolutional filters and knowledge distillation. Apart from that, Liu et al. (2015)
also uses sparse decomposition on the convolutional filters to get sparse neural networks, which
could be classified to the second scheme. Generally speaking, these methods separate the training
process and the sparsification process. Although the compression of a CNN in general does not
require the sparsity, a sparse CNN can naturally be compressed by removing its zero parameters.
RDA belongs to none of the above schemes. It zeros out unimportant parameters by minimizing
an ℓ1 norm, which happens in each training step, unlike the pruning process in Han et al. (2015),
which removes specific connections once and then trains the rest neural network for a final result.
RDA does not involve matrix decomposition, transfered/compact convolutional filters, or the ideas
in knowledge distillation. For ℓ1 regularization problem, the sparsity solution brings better general-
ization performance to the machine learning model. It was verified that regularized dual averaging
(RDA) method achieves the same convergence rate with Prox-SGD but better sparsity in convex
problem.
3 ALGORITHMS
Let z = z(x, y) be an input-output pair of data, where (x, y) is an input-output pair, such as a
picture and its corresponding label in a classification problem, and f(w, z) is the loss function of
neural networks, i.e. a stochastic scalar function that is differentiable w.r.t. weights w. We are
interested in the expected risk minimization, which has the form
min
w
{Ezf(w, z)} . (1)
The empirical risk minimization is an approximation of (1) based on some finite given samples
{z1, z2, . . . , zT }, which has the form
min
w
{
1
T
T∑
t=1
f(w, zt)
}
, (2)
where T is the size of the sample set.
Regularization is a useful technique for deep learning to improve the generalization ability, such
as adding an ℓ2-norm of w to (2). Optimization community usually adds a regularization term to
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objective directly. The regularized expected risk minimization has the form
min
w
{φ(w) = Ezf(w, z) + Ψ(w)} , (3)
where Ψ(w) is a regularization term with certain effect. For example, ℓ1-norm, as a replacement
of ℓ0-norm, can give the solution sparsity. As a result, the corresponding regularized empirical risk
minimization has the form
min
w
{
φ(w) =
1
T
T∑
t=1
f(w, zt) + Ψ(w)
}
. (4)
Simple dual averaging (SDA) was first proposed by Nesterov. In 2010, Xiao proposed regularized
dual averaging (RDA) method for online convex and stochastic optimization. It has been proved that
RDA not only keeps the same convergence rate as Prox-SGD, but also achieves more sparsity.
In this paper, we discussed the connections between SDA and SGD, RDA and Prox-SGD. We then
apply RDA to ℓ1 regularized problem of deep neural networks.
3.1 SIMPLE DUAL AVERAGING METHODS
As a solution of (2), Nesterov’s simple dual averaging (SDA) method takes the form
wt+1 = argmin
w
{
1
t
t∑
τ=1
〈gτ (wτ ), w〉+ βt
t
h(w)
}
. (5)
The first term
∑t
τ=1 〈gτ , w〉 is a linear function obtained by averaging all previous stochastic gra-
dient. gt is chosen stochastically from the set of subfunctions. The second term h(w) is a strongly
convex function, and βt is a nonnegative and nondecreasing sequence which determines the con-
vergence rate. Since gτ (wτ ), τ = 1, . . . , t − 1 is constant in current iteration, we use gτ instead
for simplicity in the following. This subproblem (5) is strongly convex, so it has unique optimal
solution wt+1.
Assume h(w) = 12‖w−w0‖22, and w0 = argminw h(w) as the initial point, the iteration scheme can
be written as
wt+1 = w0 − 1
βt
t∑
τ=1
gτ = w0 − t
βt
g¯t, (6)
where g¯t =
1
t
∑t
τ=1 〈gτ , w〉. In this case, assume βt = γtα, SDA can be rewritten in a recursion
scheme
wt+1 = w0 − 1
γtα
t∑
τ=1
gτ
= w0 − 1
γtα
(
(t− 1)α
(t− 1)α
t−1∑
τ=1
gτ + gt
)
=
(
1− (t− 1)
α
tα
)
w0 +
(t− 1)α
tα
(
w0 − 1
γ(t− 1)α
t∑
τ=1
gτ
)
− 1
γtα
gt
=
(
1−
(
1− 1
t
)α)
w0 +
(
1− 1
t
)α
wt − 1
γtα
gt,
(7)
where
(
1− (1− 1
t
)α) → 0 and (1− 1
t
)α → 1 as t → ∞. Thus, SDA can be viewed as perturba-
tion of SGD.
3.2 PROXIMAL STOCHASTIC GRADIENT DESCENT AND REGULARIZED DUAL AVERAGING
For the regularized problem (4), we recall the well-known Prox-SGD and RDA method first.
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At each iteration, proximal stochastic gradient descent (Prox-SGD) solves the subproblem
wt+1 = argmin
w
{
〈gt, w〉+ 1
2αt
‖w − wt‖22 +Ψ(w)
}
. (8)
Specifically, αt =
1
γ
√
t
obtains the best convergence rate. The first two terms are an approximation
of original objective function, which are equivalent to SGD without the regularization term Ψ. It
can be written in forward-backward splitting (FOBOS) scheme
wt+ 1
2
= wt − αtgt,
wt+1 = argmin
w
{
1
2
‖w − wt+ 1
2
‖22 + αtΨ(w)
}
.
(9)
Different from Prox-SGD, each iteration of RDA takes the form
wt+1 = argmin
w
{
1
t
t∑
τ=1
〈gτ , w〉+Ψ(w) + βt
t
h(w)
}
. (10)
Similarly, taking h(w) = 12‖w − w0‖22, RDA can be written as
wt+1 = argmin
w
{
〈g¯t, w〉 + βt
2t
‖w − w0‖22 +Ψ(w)
}
(11)
= argmin
w
{
1
2
‖w − (w0 + t
βt
g¯t)‖22 +
t
βt
Ψ(w)
}
, (12)
or equivalently,
wt+ 1
2
= w0 − t
βt
g¯t, (13)
wt+1 = argmin
w
{
1
2
‖w − wt+ 1
2
‖22 +
t
βt
Ψ(w)
}
, (14)
where βt = γ
√
t. From (13), one can see that the forward operator is actually SDA method and the
backward operator is the standard proximal process.
Algorithm 1 Regularized Dual Averaging(RDA) Method
Input:
• A strongly convex function h(w) = 12‖w − w0‖22, and satisfies
argmin
w
h(w) ∈ Argmin
w
Ψ(w).
• A nonnegative and nondescreasing sequence {βt}t≥1.
Initialize: set w1 = w0 = argmin
w
h(w), g¯0 = 0.
for t=1,2,3, ... do
Given the sample zit and corresponding loss function fit .
Compute the stochastic gradient
gt = ∇fit(wt). (15)
Update the average gradient:
g¯t =
t− 1
t
g¯t−1 +
1
t
gt. (16)
Compute the next weight vector:
wt+1 = argmin
w
{
〈g¯t, w〉+Ψ(w) + βt
2t
‖w − w0‖22
}
. (17)
4
3.3 ℓ1 REGULARIZATION AND THE SPARSITY
Since ℓ1 regularization can produce sparse solutions, consider Ψ(w) = λ‖w‖1. The problem (4)
then becomes
min
w
T∑
t=1
ft(w) + λ‖w‖1, (18)
where λ is a hyper-parameter that determines sparsity.
In this case, from Xiao’s analysis of RDA method Xiao (2010), the expected cost Eφ(w¯t)− φ⋆ as-
sociated with the random variable w¯t converges with rateO(
1√
t
)when βt = γ
√
t. This convergence
rate is consistent with FOBOS method Duchi and Singer (2009). However, both results assume f to
be a convex function, which can not be guaranteed in deep learning. Although there is no conver-
gence guarantee for non-convex case, we can still verify this observation from our experiments on
neural networks.
We conclude the closed form solutions of Prox-SGD and RDA for (18)
1. The subproblem of Prox-SGD
wt+1 = argmin
w
{
gTt w +
1
2αt
‖w − wt‖22 + λ‖w‖1
}
(19)
has the closed form solution
w
(i)
t+1 =


w
(i)
t − αt(g(i)t + λ), w(i)t − αtg(i)t > αtλ,
0, |w(i)t − αtg(i)t | ≤ αtλ,
w
(i)
t − αt(g(i)t − λ), w(i)t − αtg(i)t < −αtλ.
(20)
2. The subproblem of RDA
wt+1 = argmin
w
{
g¯Tt w +
βt
2t
‖w − w0‖22 + λ‖w‖1
}
(21)
has the closed form solution
w
(i)
t+1 =


w
(i)
0 − tβt (g¯
(i)
t + λ), w
(i)
0 − tβt g¯
(i)
t >
t
βt
λ,
0, |w(i)0 − tβt g¯
(i)
t | ≤ tβtλ,
w
(i)
0 − tβt (g¯
(i)
t − λ), w(i)0 − tβt g¯
(i)
t < − tβtλ.
(22)
3. Modified proximal gradient methods
wt+ 1
2
= wt − 1√
t
gt
wt+1 = argmin
w
{
1
2
‖w − wt+ 1
2
‖22 +
√
tΨ(w)
}
.
(23)
has the closed form solution
w
(i)
t+1 =


w
(i)
t − αtg(i)t −
√
tλ, w
(i)
t − αtg(i)t >
√
tλ,
0, |w(i)t − αtg(i)t | ≤
√
tλ,
w
(i)
t − αtg(i)t +
√
tλ, w
(i)
t − αtg(i)t < −
√
tλ.
(24)
It’s equivalent to
wt+1 = argmin
w
{
gTt w +
√
t
2
‖w − wt‖22 + tλ‖w‖1,
}
(25)
and is actually an approximation of
f(w) + tλ‖w‖1. (26)
We can easily conclude that this iteration will converge to w = 0.
Now comparing the threshold λPG = αtλ of PG and the threshold λRDA = λ of RDA: with
αt =
1
γ
√
t
, we have λPG → 0 as t → 0. It is clear that RDA uses a much more aggressive
truncation threshold, thus is able to generate significantly more sparse solutions.
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3.4 MODIFIED RDA METHODS
Note that when Ψ = λ‖w‖1, RDA requires w1 = w0 = 0. However, this will make a deep neural
network a constant function, with which the parameters can not be updated. Thus, we proposed
the modified RDA method in Algorithm 2, where w1 can be chosen randomly. We also prove the
convergence rate for convex problem is O( 1√
t
) when choosing βt = O(
√
t).
Theorem 3.1 Assume there exists an optimal solution w⋆ to the problem (3) with Ψ(w) = λ‖w‖1
that satisfies h(w⋆) ≤ D2 for some D > 0, and let φ⋆ = φ(w⋆). Let the sequences {wt}t≥1 be
generated by modified RDA method, and assume ‖gt‖∗ ≤ G for some constantG. Then the expected
cost Eφ(w¯t) converges to φ
⋆ with rate O( 1√
t
)
Eφ(w¯t)− φ⋆ ∼ O( 1√
t
).
Algorithm 2 The modified RDA method for ℓ1 regularized DNNs
Input:
• A strongly convex function h(w) = ‖w‖22.
• A nonnegative and nondescreasing sequence βt = γ
√
t.
Initialize: set w0 = 0, g¯0 = 0 and randomly choose w1.
for t=1,2,3, ... do
Given the sample zit and corresponding loss function fit .
Compute the stochastic gradient
gt = ∇fit(wt). (27)
Update the average gradient:
g¯t =
t− 1
t
g¯t−1 +
1
t
gt. (28)
Compute the next weight vector:
wt+1 = argmin
w
{
〈g¯t, w〉 + λ‖w‖1 + βt
2t
‖w‖22
}
. (29)
4 EXPERIMENTS
In this section, σ denotes the sparsity of a model, i.e.
σ =
quantity of zero parameters
quantity of all parameters
. (30)
4.1 PARAMETERS TEST
We first provide a full test on different hyper-parameters, so as to give an overview of their effects
on performance. The results are shown in the following tables.
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Table 1: Fix γ = 1.0 and test different λ. The architecture is ResNet18 and the dataset is CIFAR-10.
This table shows the top-1 accuracies on the validation dataset. We have shown why prox-SGD will
give poor sparsity, and although
√
t-prox-SGD may introduce greater sparsity, it is not convergent.
Finally, RDA gives the best result, on both the top-1 accuracy and the sparsity.
λ 10−2 10−3 10−4 10−5 10−6 10−7 10−8
RDA 10.00 38.73 74.04 86.39 90.67 90.14 88.38
σ 1.00 1.00 1.00 0.99 0.94 0.61 0.16√
t-prox-SGD 10.00 10.00 10.00 10.00 8.43 49.20 82.47
σ 1.00 1.00 1.00 1.00 1.00 0.99 0.72
prox-SGD 17.90 75.11 88.740 88.20 89.02 86.92 87.75
σ 1.00 0.97 0.52 0.01 0.00 0.00 0.00
Table 2: Test different λ and γ on RDA. The architecture is ResNet18 and the dataset is CIFAR-10.
This table shows the top-1 accuracies on the validation dataset.
γ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
λ = 10−6 90.73 91.68 91.88 92.07 91.68 90.33 90.88 89.40 89.72 90.67
σ 0.78 0.81 0.82 0.84 0.89 0.83 0.92 0.94 0.94 0.94
λ = 10−7 90.87 91.39 91.88 90.77 91.80 90.46 90.04 N/A 90.19 90.14
σ 0.41 0.45 0.49 0.55 0.53 0.55 0.60 N/A 0.61 0.61
λ = 10−8 91.42 91.00 91.62 92.25 91.06 89.71 87.11 90.45 86.31 88.38
σ 0.09 0.12 0.14 0.12 0.13 0.14 0.13 0.15 0.16 0.16
Table 3: Test differentλ and γ on prox-SGD. The architecture is ResNet18 and the dataset is CIFAR-
10. This table shows the top-1 accuracies on the validation dataset.
γ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
λ = 10−5 84.36 80.86 86.34 84.02 86.58 85.85 87.37 89.80 89.10 88.20
σ 0.64 0.36 0.15 0.06 0.02 0.03 0.02 0.03 0.01 0.01
λ = 10−6 79.23 85.39 81.66 84.45 86.49 88.25 89.40 88.57 89.43 89.02
σ 0.13 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4.2 MAIN RESULTS
We compare RDA with several methods including prox-SGD,
√
t−SGD and normal SGD, on dif-
ferent datasets including MNIST, CIFAR-10, CIFAR-100 and ImageNet(ILSVRC2012). The main
results are shown in Table 4. Furthermore, table 5 shows the performance of RDA on different ar-
chitectures including ResNet18, VGG16 and VGG19. Table 6 shows the performance of RDA on
different datasets including MNIST, CIFAR-10, CIFAR-100 and ImageNet(ILSVRC2012). In all
tables, SGD denotes stochastic gradient methods with momentum.
Table 4: The main results of different methods. The architecture is ResNet18, and the dataset is
CIFAR-10. All models are trained for 120 epochs. This table shows the top-1 and top-5 accuracies
on the validation dataset.
Method TOP 1 TOP 5 σ λ γ√
t-prox-SGD 82.47 99.07 0.72 10−8 1.0
prox-SGD 89.80 99.40 0.03 10−5 0.8
RDA 90.67 99.53 0.94 10−6 1.0
SGD 89.27 99.57 0.00 N/A N/A
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Table 5: RDA with different Architectures. The dataset is CIFAR-10. The model is trained for 120
epochs. The corresponding results from SGD with momentum are shown in brackets. This table
shows the top-1 and top-5 accuracies on the validation dataset.
Architecture TOP 1 TOP 5 σ λ γ
ResNet18 90.67(89.27) 99.53(99.57) 0.94 10−6 1.0
VGG16 89.01(93.42) 99.36(99.79) 0.76 10−6 1.0
VGG19 89.50(91.70) 99.21(99.40) 0.97 10−5 1.0
Table 6: RDA on different datasets. The architecture is ResNet18. This table shows the top-1 and
top-5 accuracies on the validation dataset. For CIFAR-100, we use weight decay and train it for 1900
epochs. Others are trained without weight decay and for 120 epochs. The results from SGD with
momentum are in the brackets. This table shows the top-1 and top-5 accuracies on the validation
dataset.
Dataset TOP 1 TOP 5 σ λ γ
MNIST 99.63(99.65) 100.00 0.95 10−6 0.1
CIFAR-10 90.67(89.50) 99.53(99.21) 0.94 10−6 1.0
CIFAR-100 72.29(73.69) 89.94(92.43) 0.56 10−8 0.09
ImageNet 63.13(70.58) 84.92(89.64) 0.36 10−8 0.1
5 CONCLUSION
Many deep neural networks trained by RDA can achieve good sparsity while keeping the same
validation accuracy as those trained by SGD with momentum on certain datasets. This result shows
RDA is a powerful method for deep learning. However, it is also observed that RDA shows poor
generalization ability on certain large datasets, such as ImageNet(ILSVRC2012).
6 FURTHER WORK
Sparse neural network can be naturally compressed by removing the zero parameters. Based on
RDA, it is possible to compress a deep neural network in an effective way. Our future research will
concentrate on the compression based on RDA. Also, how to improve the results on large datasets
is an important problem.
7 APPENDIX
The only difference between RDA method Xiao (2010) and the modified RDA method is that the
former one takes w1 = argmin
w
h(w) whereas the latter one choosesw1 randomly. In the following,
we will prove the convergence of modified RDA method for convex problem. The proofs used the
Lemma 9, Lemma 10, Lemma 11 directly and modified Theorem 1 and Theorem 2 in Xiao (2010).
For clarity, we have some general assumptions:
• The regularization term Ψ(w) is a closed convex function with convexity parameter σ and
domΨ is closed.
• For each t ≥ 1, ft(w) is convex and subdifferentiable on domΨ.
• h(w) is strongly convex on domΨ and subdifferentiable on rint(domΨ) and also satisfies
w0 = argmin
w
h(w) ∈ Argmin
w
Ψ(w). (31)
Without loss of generality, assume h(w) has convexity parameter 1 andminw h(w) = 0.
• There exist a constant G such that
‖gt‖∗ ≤ G, ∀t ≥ 1. (32)
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• Require {β}t≥1 be a nonnegative and nondecreasing sequence and
β0 = max{σ, β1} > 0. (33)
Moreover, we could always choose β1 ≥ σ such that β0 = β1.
• For a random choosing w1, we assume
Ψ(w1) ≤ Q. (34)
First of all, we define some support functions:
Ut(s) = max
w∈FD
{〈s, w − w0〉 − tΨ(w)}, (35)
Vt(s) = max
w
{〈s, w − w0〉 − tΨ(w)− βth(w)}. (36)
The maximum in (35) is always achieved because FD = {w ∈ domΨ|h(w) ≤ D2} is a nonempty
compact set. Because of (33), we have σt+βt ≥ β0 > 0 for all t ≥ 0, which means tΨ(w)+βth(w)
are all strongly convex, therefore the maximum in (36) is always achieved and unique. As a result,
we have domUt = domVt = E
∗ for all t ≥ 0. Moreover, by the assumption (31), both of the
functions are nonnegative.
Let st denote the sum of the subgradients obtained up to time t in RDA method,that is
st =
t∑
τ=1
gτ = tg¯t, (37)
and πt(s) denotes the unique maximizer in the definition of Vt(s)
πt(s) = argmax
w
{〈s, w − w0〉 − tΨ(w) − βth(w)}
= argmin
w
{〈−s, w〉+ tΨ(w) + βth(w)},
(38)
which then gives
wt+1 = πt(−st). (39)
Lemma 7.1 For any s ∈ E∗ and t ≥ 0, we have
Ut(s) < Vt(s) + βtD
2. (40)
Lemma 7.2 The function Vt is convex and differentiable. Its gradient is given by
∇Vt(s) = πt(s)− w0 (41)
and the gradient Lipschitz continuous with constant 1/(σt+ βt), that is
‖∇Vt(s1)−∇Vt(s2)‖ ≤ 1
σt+ βt
‖s1 − s2‖∗, ∀s1, s2 ∈ E∗. (42)
Moreover, the following inequality holds:
Vt(s+ g) ≤ Vt(s) + 〈g,∇Vt(s)〉+ 1
2(σt+ βt)
‖g‖2∗, ∀s, g ∈ E∗. (43)
Lemma 7.3 For each t ≥ 1, we have
Vt(−st) + Ψ(wt+1) ≤ Vt−1(−st) + (βt−1 − βt)h(wt+1). (44)
Since h(wt+1) ≥ 0 and the sequence {βt}t≥1 is nondecreasing, we have
Vt(−st) + Ψ(wt+1) ≤ Vt−1(−st), ∀t ≥ 2, (45)
V1(−s1) + Ψ(w2) ≤ V0(−s1) + (β0 − β1)h(w2), t = 1. (46)
We could always choose β1 ≥ σ such that β1 = β0 and
V1(−s1) + Ψ(w2) ≤ V0(−s1), t = 1. (47)
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The learner’s regret of online learning is the difference between his cumulative loss and the cumu-
lative loss of the optimal fixed hypothesis, which is defined by
Rt(w) =
t∑
τ=1
(fτ (wτ ) + Ψ(wτ ))−
t∑
τ=1
(fτ (w) + Ψ(w)), (48)
and bounded by
∆t = Q+ βtD
2 +
G2
2
t−1∑
τ=0
1
στ + βτ
. (49)
Lemma 7.4 Let the sequence {wt}t≥1 and {gt}t≥1 be generated by RDA method, and assume (32)
and (33) hold. Then for any t ≥ 1 and any w ∈ FD = {w ∈ domΨ|h(w) ≤ D2}, the regret defined
in (48) is bounded by∆t
Rt(w) ≤ ∆t (50)
Proof. First, we define the following gap sequence which measures the quality of the solutions
w1, .., wt:
δt = max
w∈FD
{
t∑
τ=1
(〈gτ , wτ − w〉 +Ψ(wτ ))− tΨ(w)
}
, t = 1, 2, 3, .... (51)
and δt is an upper bound on the regret Rt(w) for all w ∈ FD, to see this, we use the convexity of
ft(w) in the following:
δt ≥
t∑
τ=1
(fτ (wτ )− fτ (w) + Ψ(wτ ))− tΨ(w) = Rt(w). (52)
Then, We are going to derive an upper bound on δt. For this purpose, we subtract
∑t
τ=1〈gτ , w0〉 in
(51), which leads to
δt =
t∑
τ=1
(〈gτ , wτ − w0〉+Ψ(wτ )) + max
w∈FD
{〈st, w0 − w〉 − tΨ(w)} , (53)
the maximization term in (53) is in fact Ut(−st), therefore, by applying Lemma 7.1, we have
δt ≤
t∑
τ=1
(〈gτ , wτ − w0〉+Ψ(wτ ))+ Vt(−st) + βtD2. (54)
Next, we show that ∆t is an upper bound for the right-hand side of inequality (54). We consider
τ ≥ 2 and τ = 1 respectively.
For any τ ≥ 2, we have
Vτ (−sτ ) + Ψ(wτ+1) ≤ Vτ−1(−sτ−1) + 〈−gτ , wτ − w0〉+ ‖gτ‖
2
∗
2(σ(τ − 1) + βτ−1) ,
where (45),(37),(43) and (41) are used. Therefore, we have
〈gτ , wτ − w0〉+Ψ(wτ+1) ≤ Vτ−1(−sτ−1)− Vτ (−sτ ) + ‖gτ‖
2
∗
2(σ(τ − 1) + βτ−1) , ∀τ ≥ 2.
For τ = 1, we have a similar inequality by using (47)
〈g1, w1 − w0〉+Ψ(w2) ≤ V0(−s0)− V1(−s1) + ‖g1‖
2
∗
2β0
.
Summing the above inequalities for τ = 1, ..., t and noting that V0(−s0) = V0 = 0, we arrive at
t∑
τ=1
(〈gτ , wτ − w0〉+Ψ(wτ+1))+ Vt(−st) ≤ t∑
τ=1
‖gτ‖2∗
2(σ(τ − 1) + βτ−1) .
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SinceΨ(wt+1) ≥ 0, we subtract it from the left hand side and add Ψ(w1) to both sides of the above
inequality yields
t∑
τ=1
(〈gτ , wτ − w0〉+Ψ(wτ ))+ Vt(−st) ≤ Ψ(w1) + 1
2
t∑
τ=1
‖gτ‖2∗
2(σ(τ − 1) + βτ−1) . (55)
Combing (52), (54), (55) and using assumption (32) and (34)we conclude
Rt(w) ≤ δt ≤ ∆t = Q+ βtD2 + G
2
2
t−1∑
τ=0
1
στ + βτ
.
Lemma 7.5 Assume there exists an optimal solution w⋆ to the problem (3) that satisfies h(w⋆) ≤
D2 for some D > 0, and let φ⋆ = φ(w⋆). Let the sequences {wt}t≥1 be generated by modified
RDA method, and assume ‖gt‖∗ ≤ G for some constant G. Then for any t ≥ 1, the expected cost
associated with the random variable w¯t is bounded as
Eφ(w¯t)− φ⋆ ≤ 1
t
∆t.
Proof. First, from the definition (48), we have the regret at w⋆
Rt(w
⋆) =
t∑
τ=1
(f(wτ , zτ ) + Ψ(wτ ))−
t∑
τ=1
(f(w⋆, zτ ) + Ψ(w
⋆)),
Let z[t] denote the collection of i.i.d. random variables (z,..., zt). We note that the random variable
wτ , where 1 ≤ w ≥ t, is a function of (z1, ..., zτ−1) and is independent of (zτ , ..., zt). Therefore
E
z[t] (f(wτ , zτ ) + Ψ(wτ )) = Ez[τ−1] (Eτf(wτ , zτ ) + Ψ(wτ )) = Ez[τ−1]φ(wτ ) = Ez[t]φ(wτ ),
and
E
z[t] (f(w
⋆, zτ ) + Ψ(w
⋆)) = Eτf(w
⋆, zτ ) + Ψ(w
⋆) = φ(w⋆) = φ⋆.
Since φ⋆ = φ(w⋆) = min
w
φ(w), we have the expected regret
E
z[t]Rt(w
⋆) =
t∑
τ=1
E
z[t]φ(wτ )− tφ⋆ ≥ 0. (56)
Then, by convexity of φ, we have
φ(w¯t) = φ
(
1
t
t∑
τ=1
wτ
)
≤ 1
t
t∑
τ=1
φ (wτ ) . (57)
Finally, from (57) and (56), we have
E
z[t]φ(w¯t)− φ⋆ ≤
1
t
(
t∑
τ=1
E
z[t]φ(wτ )− tφ⋆
)
=
1
t
E
z[t]Rt(w
⋆).
Then the desired follows from that of Lemma 7.4.
From Lemma 7.5, the expected cost associated with the random variable w¯t is bounded as
Eφ(w¯t)− φ⋆ ≤ 1
t
(
Q+ βtD
2 +
G2
2
t−1∑
τ=0
1
στ + βτ
)
, (58)
Here, we consider ℓ1 regularization function Ψ(w) = λ‖w‖1 and it is a convex but not strongly
convex function, which means σ = 0. Now, we consider how to choose βt for t ≥ 1 and β0 = β1.
First if βt = γt, we have
1
t
· γtD2 = γD2, which means the expected cost does not converge. Then
assume βt = γt
α, α > 0 and α 6= 1, the right hand side of the inequality (58) becomes
1
t
(
Q+ γD2tα +
G2
2γ
t−1∑
τ=0
1
τα
)
≤ 1
t
[
Q+ γD2tα +
G2
2γ
(
2 +
t−1∑
τ=2
1
τα
)]
≤ 1
t
[
Q+ γD2tα +
G2
2γ
(
2 +
∫ t−1
1
1
τα
)] ∼ O(tα−1 + t−α).
From above, we see that if 0 < α < 1, the expected cost converges and the optimal convergence
rate O(t−
1
2 ) achieves when α = 12 . Then we proved the Theorem 3.1.
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