Abstract. An algorithm is proposed for constructing conditions that ensure the preservation of properties of many-sorted algebraic systems. The functions and relations of such systems are defined on arbitrary steps in the sense of Bourbaki. Preservation conditions are generated as solutions of logic-algebraic equations. The coupling mappings between systems have a nature of morphisms and their canonical expansions to steps. The method is illustrated by the example of analysis of a dynamical property of a discrete-event system.
Introduction
In mathematical systems theory, the productivity of interdisciplinary research is well known. In particular, in the context of this paper, we should note studies at the junction of algebra and logic (A. I. Maltsev, A. Tarski, Yu. L. Ershov, Yu. I. Zhuravlev, S. S. Goncharov, etc.), and system dynamics and algebra (S. Lee, L. V. Ovsyannikov, M. A. Arbib, and others). The present paper lies at the intersection of system dynamics, algebra, and logic, presenting a method of mathematical systems theory that allows one to algorithmically synthesize criteria for preservation of properties of systems under some special mappings -morphisms (these and other mappings between two systems under consideration will be referred to as coupling mappings, and the conditions a priori imposed on them as coupling conditions). One of the main applications of the preservation criteria is the reduction of some complex systems to much simpler ones.
In 1974, to algorithmically form certain criteria for preservation of properties of dynamical systems, Matrosov [10] proposed the logic based comparison method, which was later developed widely in his school (Anapol sky, Vasil ev, Kozlov). The comparison method provides preservation criteria for simple properties (the so-called properties of degree 1), but for a broad class of dynamical systems and in terms of the coupling mappings called comparison vector functions (CVF). In development of this method, Vasil ev proposed a more general comparison method in the form of logical equations (LE, [4] ) with the structure X & M & F → F, where M, F , F are known, F is a property of the system S, F is a property of the another system S , M is the coupling condition, and X is to be found. The LE method is suitable for the study of general properties F (of any degree), and for various mathematical models. Moreover, in the case of the Matrosov method the coupling condition M is the requirement of the majorizability of CVF at solutions of a dynamical system under consideration by the corresponding solutions of some auxiliary system (less complex comparison system). However, in the case of the LE method this condition may have another meaning: of a morphism, or of the requirement of topological equivalence for S, S , and so on. The method of solving more general logical equations of the form X & &{C i : i = 1, 2, . . . , n} → F, where n ≥ 1, is known as the reduction method [3] .
It should be noted that the case of morphisms of dynamical systems is especially useful, for example, when we study stability and other dynamic properties that require a change of variables, because we must ensure that the property under consideration in old variables is equivalent to that in new variables, or at least guarantee its unidirectional preservation [6] . The case where the coupling mappings are morphisms is important in connection with the problem of stabilization of programmed motions for controlled systems via converting these systems into equivalent canonical forms [7] . Currently, morphisms are also used in the qualitative study of dynamical systems, including the controlled ones, in a number of papers; see [15] . So it makes sense to design algorithms for obtaining preservation criteria that only involve preservation conditions for operations and relations (i.e., criteria expressed in the form of traditional morphisms).
The starting point for this study was the method of solving logical equations of the form X &F → F, where F and F are known properties of single-sorted algebraic systems (Vasil ev [5] ). Here coupling conditions are not specified a priori, and this fact increases algorithmizability of the method. To obtain fairly efficient preservation criteria, we increase the load on the algorithms that form conditions X , by narrowing the diversity of Skolem functions corresponding to existential quantifiers in X . Applying these algorithms to specific F helps in the nonalgorithmical generating of preservation criteria for various classes of single-sorted algebraic systems properties. However, dynamical systems are specific in the following sense: algebraization of their models usually leads to manysorted algebraic systems where the basic sets have the meaning of a state space, a time scale, etc. Therefore, it was necessary to extend the LE-method to the many-sorted case, what is done in this paper.
It should also be noted that the greater complexity, compared to traditional algebraic systems, of the definitions of the mathematical objects that are studied in the system dynamics requires to consider many-sorted algebraic systems (MASs), with functions and relations determined not only on the basic sets or their Cartesian products, but also on arbitrary steps in the sense of Bourbaki, and moreover, on steps with some additional extensions (in particular, this is needed to include the case of discrete-event systems). So, in view of the general nature of the MASs under study, additional expressing tools are included in the logical language, not only to represent schemes and steps (generated with these schemes) but also to represent canonical expansions of mappings (CEMs) of the basic sets to the steps. It is up to the class of these functions, CEMs, that we algorithmically narrow the variety of Skolem functions mentioned above, which are critical for the efficiency of preservation criteria. To specialize the equations in this extended (logical-algebraic) language, we call them logical-algebraic equations (LAE) and consider two types of such equations: X & P → P and X & P → P (the second equation corresponds to the study of preservation of properties in the direction opposite to coupling mappings acting from S to S ).
In [11] we used the algorithm presented here to investigate dynamical properties of a state-machine net and Nemytsky's general dynamical systems. In the present paper ( §4), we show an application of the LAE-method to the study of properties of discrete-event systems (DESs), whose main distinctive feature is modeling the system evolution by considering the occurrence of some events. Development of the DESs theory is driven by the rapid progress of manufacturing systems and communication networks, transportation networks and other, primarily man-made systems. At the same time, despite of the large number of studies devoted to DESs, there is still no general apparatus for studying them, which eventually could turn into an analog of differential equations in the study of dynamical systems with continuous variables. In §4 we explore a property of a DES as a dynamical system, by using the method of logic-algebraic equations. §1. A general many-sorted algebraic system of finite type Let A = {A λ | λ = 1, . . . , k} be a finite family of sets A λ . It is well known that the set theory operations of constructing Cartesian product and Boolean over the sets of A generate sets that are called steps over the family A; see [1] . More precisely, (1) each set A λ is a step; (2) if sets M 1 and M 2 are steps then each of the sets M 1 × M 2 and 2 M 1 is a step; (3) a set is a step if and only if this follows from (1) and (2) . To discuss properties of a larger class of dynamical systems and, in particular, discreteevent systems whose model includes phase and event trajectories as sequences of states and events, it is useful to extend the notion of the Bourbaki step to cover the third operation, namely, that constructing a set of sequences. Suppose B is a nonempty set. We denote by b (lowercase bold letters) an infinite sequence of elements of B:
It is obvious that b is a mapping b : N → B of natural numbers into the set B. B N denotes the set of all sequences of elements of B, i.e., B N = {b | b : N → B}. Consider the set of k symbols σ a = {a λ | λ = 1, . . . , k} (k > 0) and the signature σ 0 = { × , P, N }. We define a step scheme over σ a (or simply a scheme for brevity) as follows:
(1) for all λ = 1, . . . , k, a λ is a scheme; (2) if S 1 , S 2 are schemes then (S 1 × S 2 ) is a scheme; (3) if S is a scheme then P(S) and N (S) are schemes; (4) an expression is a scheme if and only if this follows from rules (1)-(3). St[σ a ] will denote the set of all step schemes over σ a . Given a family of sets A = {A λ | λ = 1, . . . , k}, for any step scheme S ∈ St[σ a ] we can naturally and unambiguously define the set S[A] -a step over the family A (built using the scheme S). This is done by induction on the construction of S. Moreover, (1) the symbols a λ ∈ σ a are interpreted as sets A λ ∈ A (λ = 1, . . . , k); (2) the binary symbol × ∈ σ 0 is interpreted as the operation of constructing Cartesian product, i.e., for any schemes
3) the functional symbol P ∈ σ 0 denotes the operation of forming the Boolean, i.e., for the scheme
; (4) the symbol N ∈ σ 0 denotes the operation of forming the set of sequences, i.e., for the scheme
Hence, the classical concepts of a scheme and a Bourbaki step are extended by introducing the extra character N in σ 0 and the corresponding interpretation of schemes. By analogy with [1] , the set of all steps generated as above is called the generalized scale of steps (sets) over A and is denoted by St [A] .
In the study of many-sorted algebraic systems, the language of the extended first-order predicate calculus is usually employed. Consider the signature σ = σ P ∪ σ F ∪ σ E , where:
. . }} is the set of functional symbols, and to each symbol F n β β we assign n β + 1 schemes S 1β , S 2β , . . . , S n β β , S n β +1,β ∈ St[σ a ], where the last scheme allows us to fix the range of F n β β interpreted as an n β -place function, and the other schemes allow us to fix the ranges of its arguments;
. . }} is the set of relation symbols, together with the associated schemes T 1γ , . . . ,
For each step scheme associated with symbols of the signature σ, we introduce (infinitely many) individual variables, and in what follows z α will be used to denote variables bound by quantifiers, and x μ will be free variables. We also use the logical connectives (¬, →, &, etc.) with their common meaning, and auxiliary characters (parentheses, commas). In addition, we use symbols "=" (equality) and , (an ordered pair). Although these characters can connect elements of different pairs of steps, we use the same symbols for any such pair, i.e., we apply the "liberal option" (see [13] ) to all characters implying substitution. Now, we define the set of the well-formed expressions denoting objects, that are called terms; at the same time, we introduce the notion of the sort of a term:
(1) each individual variable s is a term; the sort of this term is the corresponding step scheme S, this will be denoted by |s| = S; the range of possible values of the variable s under interpretation (i.e., under choosing basic sets) will be the
. . , k F (the inner brackets will be omitted); (5) an expression is a term only when this follows from rules (1)-(4).
We also define special expressions called type quantifiers (TQs):
Here Z α is the so-called type condition.
To formulate statements about objects, we define well-formed expressions that are called formulas as follows:
(1) if t 1 , t 2 are terms and |t 1 | = |t 2 |, then the expression "t 1 = t 2 " is a formula;
. . t n γ , and P n γ γ is a relation symbol with the associated schemes T 1γ , . . . ,
F 2 ) are formulas; (4) if F and Z α are formulas and z α is an individual variable, then the expressions
are formulas; (5) the expression is a formula if and only if this follows from rules (1)- (4) . Formulas built by rules (1) and (2) are said to be atomic. Let L denote the language of terms and formulas built according to the rules stated. It includes only elements of σ as functional symbols, predicate symbols, and symbols of distinguished elements, and the additional symbols "=" and , .
By a general many-sorted algebraic system of finite type (GMAS) and of signature σ, we shall mean an object A = A, Ω F , Ω P , Ω E that consists of a family of sets A = {A λ | λ = 1, . . . , k} and the following sets, corresponding to σ F , σ P , and σ E : a set of functions
Note that, in contrast to [5] , [9] , [14] , elements of the set Ω F ∪ Ω P ∪ Ω E may be defined on extended steps over A. The generalization of the concepts of a Bourbaki scheme and a step allows us to easily represent various models of dynamical systems and, in particular, DESs, in the form of a GMAS.
Consider two mappings ψ 1 :
is called the canonical extension of the given mappings to the Cartesian product; see [1] . The mapping p
is called the canonical extension of ψ 1 to the Boolean; see [1] .
, we denote by S[A ] the step over A formed from the sets A λ by using the same scheme S that was exployed when we formed S[A] from the sets A. For any family of mappings
. . , k} and each step S[A] ∈ St[A] we inductively define the canonical extension of mappings
as follows: 
Unlike positive formulas used, for example, in the theory of general algebraic systems [8] , such formulas will be referred to as generalized positive formulas. This notion is similar to the notion of the "negation normal form" (see, e.g., [13] ) except that generalized positive formulas are built with type quantifiers. The number M is called the degree of a property.
We write J F to denote subformulas J that arise in the process of building F from its concluding statements. The formulas F ν and formulas that arise in the process of building F by adding connectives and type quantifiers are called the main subformulas of the formula F (for example, a type condition Z α is not a main subformula).
Since only TQs will be used in what follows, they are referred to simply as quantifiers for short. Assume that all quantifying variables z α are pairwise different. Without loss of generality, the free variables x μ of the formula F are also assumed to be pairwise distinct and different from the z α . Moreover, it is assumed that F does not include unessential quantifiers, that is, those whose scope does not involve the variable of the quantifier.
For the given interpretation (choosing a GMAS A with the family of basic sets A) each formula of the language L without free variables (a closed formula) represents a true or false sentence. The formula F(s x) with free variables x 1 , . . . , x p expresses a formula predicate F A , i.e., some p-place relation over A that may be satisfied at some [A] , and it is a valid formula (respectively, contradiction) if it is true (respectively, false) in any interpretation.
Let A, A be two GMASs of the same type and of signature σ with basic sets families A = {A λ |λ = 1, . . . , k} and A = {A λ |λ = 1, . . . , k}, respectively. "Same type" means that the powers of the sets A and A , Ω F and Ω F , and so on coincide pairwise, and the
, respectively) is formed from the sets A λ by using the same scheme as was employed when
, respectively) was formed from the sets A λ .
Consider the p-place formula predicate F A defined by the formula F(s x) on the system A. Our aim is to find a way of synthesizing conditions ensuring that F A is preserved under the mappings (1.1). Note that in the general theory of algebraic systems [8] , the term "stability" is often used instead of the term "preservation", and the term "transferring" is employed in the Bourbaki theory of structures [1] .
In other words, it is necessary to construct an algorithm for finding nontrivial conditions X that guarantee that, whenever F(s x) is satisfied with some fixed values c 1 , . . . , c p of the variables x 1 , . . . , x p of the system A, it is also satisfied with the corresponding values ϕ
It is convenient to seek X also as a first-order language formula. To do so, to the signature σ we add a set σ = σ a ∪ σ P ∪ σ F ∪ σ E of symbols that duplicate the symbols of the signature σ, σ ∩ σ = ∅. The formula
will be of signature σ and the expression X /X means the substitution of the symbol X for all entries of the symbol X, i.e., each symbol P ∈ σ P , F ∈ σ F , E ∈ σ E , . . . , is replaced with a new corresponding symbol P ∈ σ P , F ∈ σ F , E ∈ σ E , . . . , μ = 1, . . . , p, α = 1, . . . , n. It is assumed that the new variables x μ , z α are pairwise different and do not coincide with the variables of F(s x).
Let f λ be new functional symbols, which for all λ = 1, . . . , k are always interpreted on a set of single-valued functions ϕ λ : A λ → A λ total on the basic set A λ .
Denote
Let the language L * be built on the basis of σ * in the same way as L was built on the basis of σ but with the additional expansions mentioned above. The list of them is augmented with three functional symbols • , B( ), N , which will be interpreted as the operations * , p , | N of constructing CEMs of (1.1) to the Cartesian product, the Boolean, and sequences sets, respectively. The term f S is formed from the symbols f λ by using the scheme S of CEM building and these three operations. It is defined in a natural way.
So, the problem stated above can be formulated as that of finding a nontrivial solution of the logic-algebraic equation (LAE)
where
, and conditions X should be constructed in the signature σ * . If σ F ∪ σ E = ∅, we transform F(s x) into some new formula in such a way that its concluding statements do not contain entries of symbols of σ F ∪ σ E . The transformation is defined in the following way: first, in F ν , ν = 1, . . . , M, we look for a term of the form either a
• 
Here 
In the process of consecutive transformation of the formula F, the literals F ν are transformed into expressions that are called the traces of these literals (in contrast to the added literals, such as y 1 = t 1 ).
Consider Φ 1 . If there are still symbols F ∈ σ F in the traces of the literals F ν , then we choose a term t 2 either of the form a
• ) E 2 , or of the form b
where y 2 is a new variable. Continuing this process if necessary, we obtain a formula Ψ(s x) = Ψ(x 1 , . . . , x p ) without symbols E ∈ σ E and F ∈ σ F in the traces of the literals
. Let y ε * be the last of the added variables y ε , i.e., ε = 1, . . . , ε * . Denote by p y ε (respectively, r y ε ) the quantifiers ∀y ε (y ε = t ε → ) (respectively, ∃y ε (y ε = t ε & )). For any formula Θ, denote by |Θ, e| a word composed of all quantifiers controlling an element e in the formula Θ, and denote by Θ, e the same word where all existential quantifiers are replaced by the corresponding universal quantifiers. HΘ denotes the result of deleting all unessential (in the above sense) quantifiers from Θ .
Also, we introduce the notation
accordance with cases a
• and b
• , ε = 1, . . . , ε * . We agree that if there is no ε with q y ε ∈ Ψ (respectively, p y ε ∈ Ψ ), then we consider C (respectively, C ) as being identically true. Let
Proof. It is easy to show that
and we are done.
The following notation will be used below. Ψ ν denotes the trace of the literal
Let
, the sum of the number of the variables bounded with quantifiers in the initial formula, and the number of new variables),
The expression (q v j : V j ) is understood in a similar way. Next Ξ (1)- (3), we replace all x μ with f |x μ | (x μ ) and denote the result by R 1 .
Proof. First, we show the validity of the implication
and then use Lemma 1. The validity of the implication will be proved by induction on the length of the formula R 1 . Note that the algorithm proposed above builds the formulas Ψ and R 1 over the formula Ψ in such a way that the structures of the formulas Ψ and Ψ are identical, and the only TQs entering R 1 are those that enter Ψ and Ψ . Also, the quantifiers in R 1 follow in the same order as the corresponding quantifiers in Ψ and Ψ , and the c-formulas Ξ ν in R 1 correspond to the c-formulas Ψ ν and (Ψ ) ν (by obvious semantic considerations, we assume that Ξ ν are c-formulas of R 1 ). Therefore, some main subformulas Ψ * , (Ψ ) * of Ψ, Ψ correspond unambiguously to each main subformula R * 1 R 1 . Denoting by K the number of TQs and logical connectives in R 1 (the induction parameter), suppose that there exists K * ≥ 0 such that for all K ≤ K * the implication (2.2) holds true:
Now we want to show that the role of K * can be played, for example, by 0. In fact, the case where K * = 0 means that either 
The inductive step from R * 1 to a overformula r 
It is required to prove that
where L is either ∨ or &. This easily follows from (2.4) and (2.5).
Case 2. r R 1 is built from R * 1 by adding a vertex v j corresponding to either a TQ variable y ε or a variable z α . Four subcases are possible in this case.
Then, by the construction of R 1 , a subformula q v j Ψ(s x) * Ψ(s x) corresponds to the subformula r R 1 . We must prove that
given the inductive hypothesis (2.3). Note that the formula (Ψ ( Ę f (x))) * does not depend on the variable v j . The proof is obvious.
is obvious, because Ψ(s x) * does not depend on the variable v j .
3). Let a be a value of the variable v j such that conditions V j and R * 1 are satisfied. Then, by the inductive hypothesis, Ψ(s x) * → (Ψ ( Ę f (x))) * is true for a. For TQ-formulas, the validity of the implication q
is known, where F 2 does not depend on z α . This readily implies the claim.
) corresponds to r R 1 by construction. We must prove that
3). In this case we use the well-known implication
with F 1 not depending on z α .
Now, from (2.2) and Lemma 1 we immediately obtain
). This finishes the proof of Lemma 2.
The above method of constructing conditions R 1 for a given formula F(s x) determines an algorithm of synthesis for solutions
of the LAE (2.1) that guarantee the preservation of the truth values of formula predicates under mappings of many-sorted algebraic systems to one another. Lemma 2 proves that this algorithm is consistent.
It is easy to realize that, in a similar way, we can obtain conditions sufficient for preservation of GMAS properties in the "reverse" direction, i.e., when we pass from images to preimages. Indeed, suppose, given mappings (1.1), we want to find nontrivial conditions that guarantee that, whenever the formula 
. , p), the formula F(s x) is satisfied on A.
We will seek preservation conditions as the solution of the LAE
The algorithm of constructing the formula s X preserves the main features of the algorithm of constructing X . However, on the stage of excluding functional symbols and symbols of distinguished elements from the c-formulas of F, we choose the following auxiliary formulas:
where the entire notation has the same meaning.
and the claim follows.
The formula Ψ will be transformed in the following way: 
Lemma 4. s
The proof of this lemma is the same as that of Lemma 2 and is omitted for this reason. Lemma 4 justifies the admissibility of the solution
of the LAE (2.6), where s C, s C , and s R 1 are built by using the modified algorithms and present conditions sufficient for the preservation of GMAS properties when we pass from images to preimages. §3. The transformation of conditions into more efficient criteria
The preservation conditions R 1 and s R 1 , obtained by the algorithm described differ from the morphisms used traditionally in the general algebraic system theory, including universal algebra and model theory. The stage of excluding functional symbols ensures that no functional and relation symbols will appear simultaneously in any concluding (atomic) formula R 1 . Yet, intense alternation of quantifiers of different types in the condition R 1 hardens its verification compared to conditions imposed on standard morphisms. Therefore, we seek certain conditions R that ensure R 1 and represent more usual morphism-like conditions or obviously follow from them. For this, we use the algorithm for obtaining comparison theorems from comparison lemmas [5, 16] . Like the algorithm in [10] , it consists in splitting R 1 into simpler formulas that include (in some sense) a "minimal" number of existential quantifiers. However, this algorithm is formulated in a more general (in particular, logic but not set theory) form, which deals with formulas with type conditions and concluding statements taken from some fixed variety in the language of systems of processes [10] (and then the logic symbolism ∃, ∀ is used merely to shorten expressions of a natural language). Moreover, the procedure described below allows us to pass eventually to the conjunction of conditions that, when fulfilled simultaneously, are sufficient for R 1 . Each of them represents a condition of preserving a single symbol of the signature, functional, or relation, in accordance with the traditional definitions of morphisms of algebraic systems.
Henceforth, the following notation will be used. Let Θ * be some subset of concluding statements of Θ. The expression [Θ, Θ * ] denotes the result of excluding from Θ all concluding statements Θ ν such that Θ ν / ∈ Θ * , and also the quantifiers that became unessential during this process, and the logical connectives that lose at least one subformula joined by them in Θ. Let (Θ, Θ * ) denote the result of the replacement in Θ of all concluding statements Θ ν such that Θ ν ∈ Θ * by an identically true predicate P t . A{Θ : Δ} denotes the result of inversion of the sense of all quantifiers q w α in Θ satisfying the condition Δ. Let W (Θ) denote the set of all occurrences of unessential quantifiers in the formula Θ.
The first transformation is splitting the formula R 1 into parts with respect to its concluding statements. Let E(R 1 ) be the set of all concluding statements of R 1 , and let a collection of pairwise disjoint sets E 1 , E 2 , . . . , E ρ , ∅ = E δ ⊆ E(R 1 ), δ = 1, . . . , ρ, be given, with ρ ≥ 0. For each δ, we specify some condition Δ A δ . The transformation is defined recursively:
is the result of replacing of the c-formulas (R 1 ) ν ∈ Σ δ in r U δ−1 by the identically true predicate P t , followed by application of the operation A to existential quantifiers that occur in U δ ),
(in the formula r r U δ all subformulas J & P t are replaced with J , where J denotes any formula differing from P t , and then all unessential quantifiers are eliminated in the resulting formula),
(I δ is the conjunction of the formulas corresponding to the existential quantifiers that were eliminated while constructing conditions r U δ from r r U δ ). The following implication holds [5, 16] :
In general, the formulas in U admit splitting into conjunctions of simpler conditions by means of the transformation below applied to some universal TQs.
In formula U ∈ U we choose some existential quantifiers q w τ = ∃w τ : Z τ and for each of them specify a condition Δ τ , τ = 1, . . . , η. We put r V 0 = U,
we select all elements controlling the quantifier q w τ , then build the formula
eliminate all unessential quantifiers, and then replace with universal quantifiers only those existential quantifiers that satisfy the condition Δ τ ),
(in the formula r V τ −1 we invert the quantifier q w τ and all universal quantifiers that occur in V τ ), and
Since V(U) → U for all U ∈ U (see, [5, 16] ), we take
For C, C , R 1 built by the algorithms described in §2, the following theorem is true.
So, we have constructed the required formula
which is a solution of the LAE (2.1) in question and provides conditions ensuring that, whenever the formula F(s x) is satisfied at some values of the variables x 1 , . . . , x p in the system A, the formula F(s x) is also satisfied at the corresponding values of CEMs
Similar theorem may be stated for preservation of properties "in the opposite direction".
Here the formula s R is built by the same algorithms but on the basis of s R 1 . So, the formula
presents a solution of the LAE (2.3) and provides conditions ensuring that, whenever the formula F(s x) is satisfied at the values of CEMs ϕ
the formula F(s x) is also satisfied at the corresponding values of the variables x 1 , . . . , x p in A. §4. A property of a discrete-event system
A (logical) discrete-event system is a quintuple [15] 
Here X is the set of states of the system; E is the set of events denoted by the letter e with some index; g :
is the set of all events enabled at a current state x ∈ X . The definition of a logical DES does not involve time (in the common sense, like, e.g., systems of differential equations). However, a kind of analog of the time variable is a counter that shows how many events have passed and, therefore, how many times states have changed. So, let there be a discrete "time" scale in the form of a scale of the counter values N = {0, 1, 2, . . . }, and let x k ∈ X present the state of DES at the time moment k ∈ N (i.e., when the counter is in the state k).
For each e ∈ E, the operator f e : X → X transfers the system from one state to another whenever an event e occurs. It is natural to require that f e (x) be defined only if e ∈ g(x). If at this moment an event e k ∈ E occurs (of course, in the case of e k ∈ g(x k )), then the next state x k+1 is given by application of the operator f e k , i.e., x k+1 = f e k (x k ).
Any sequence
, where e k ∈ g(x k ) for all k, is called a state trajectory (phase trajectory). Any sequence e = {e 0 , e 1 , e 2 , . . . } ∈ E N such that there exists a state trajectory x ∈ X N (where e k ∈ g(x k ) and x k+1 = f e k (x k ) for all k) is an event trajectory. Therefore, each initial state x 0 and each event trajectory e determining the order of applying the operators f e k , give rise to a unique phase trajectory provided e 0 ∈ g(x 0 ) (the converse is not true in general).
E (E ⊂ E N ) denotes the set of all event trajectories. E v ⊂ E ⊂ E N is the set of all valid event trajectories, i.e., the trajectories that are physically possible in G. Therefore, if x k ∈ X and e k ∈ g(x k ), an event e k may occur only if it lies on a valid event trajectory. In some cases it is appropriate to consider a set E a ⊂ E v of allowed event trajectories. It helps to limit the occurrence of events to some required sequence of events.
In the general form, a DES G may be regarded as a triple-based algebraic system
representation of a DES as a GMAS may change depending on the formula expressing a given property. It should be noted that, to formalize phase and event trajectories of DESs, the step with the operation of forming sets of sequences is used.
We fix a DES G and consider the property of the existence, for any initial state, of a valid event trajectory such that k * is the first moment of attaining the given set X * by the corresponding phase trajectory, while any other valid event trajectory attains this set later (the property degree is M = 3):
In this case G can be regarded as a general triple-based algebraic system of finite type
* ⊂ X , and X * (x) is true if and only if x ∈ X * . Here X is the unary predicate identically coincident with the state space X , essential to represent the formula in the constructed type-quantifiers language L. Assume X (x) to be true for all x ∈ X . For the binary predicate q E v , a pair (x 0 , e) belongs to q E v if and only if e ∈ E v (x 0 ), i.e., if e is a valid trajectory started at the state x 0 ( q E v ∈ 2 X ×E N ). Finally, < is the relation "less than" on natural numbers. Let G = (X , E , {f e } e ∈E , g , E v ) be another DES, and suppose we are given mappings
It is required to find conditions ensuring that, whenever G has property (4.1), the system G possesses it as well. We are going to use the above-described algorithm of constructing conditions that preserve GMAS properties.
First, we exclude the functional symbol h out of the c-formulas F, introducing new variables y 1 , y 2 , and y 3 , and building the formula Ψ by the algorithm described previously. Then we build the formula R 1 taking into account that |k * | = N. Furthermore,
In this case,
For splitting the formulas from U , choose Δ τ = P f as the parameters for all existential TQs. Then for U 1 we obtain the following conditions:
and the condition r V 3 (U 1 ) constructed by inverting all existential TQs in U 1 . Now consider the case of r V 0 = U 2 :
and the formula r V 2 (U 2 ) contains no existential quantifiers. In the case of r V 0 = r U 2 :
We interpret the conditions obtained. The first of them, V 1 (U 1 ), means the requirement that the mapping ϕ 1 : X → X be a surjection.
The conditions V 1 (U 2 ) and V 2 ( r U 2 ) impose constrains on the correspondence of time indices of the trajectories. They can be satisfied automatically by choosing ϕ 3 to be an identity mapping, which seems natural. Therefore, assume ϕ 3 = 1.
The condition V 3 (U 1 ) is a requirement for the system operation to be preserved:
it is satisfied if ϕ is a homomorphism of the GMAS A to A . Then the similar conditions
The condition r V 3 (U 1 ) may be rewritten in the form ϕ 1 (X * ) ⊆ X * . On the other hand, r V 2 (U 2 ) and r V 3 ( r U 2 ) are equivalent to the requirement X * ⊆ ϕ 1 (X * ). The conditions V 2 (U 1 ), V 1 ( r U 2 ) impose requirements on the relationship of event trajectories of the systems under consideration. V 2 (U 1 ) may be rewritten in the form
is a little bit more complicated. We rewrite it in an equivalent form in a less formal language: (ϕ 1 (x 0 )) , then the system G also possesses property (4.1).
The following definition generalizes the well-known definition of a strong homomorphism of single-sorted algebraic systems to many-sorted algebraic systems. We call ϕ a strong homomorphism of GMAS A on A if ϕ is a homomorphism of this GMAS and for all z α 1 ∈ T 1γ [A], . . . , z α n γ ∈ T n γ γ [A] we have (P In the formulas r V 2 (U 2 ) and r V 3 ( r U 2 ), let us keep the meaning of the quantifiers of variables y 2 and y 3 unchanged, not including them in the sets of quantifiers q w τ for the formulas U 2 and r U 2 . Then these formulas present a condition of strong homomorphism for the systems G and G . x 0 )) , then the system G also possesses property (4.1).
Conclusion
In this paper, a new method is presented for generating conditions sufficient for the preservation of system properties under its mappings to another (auxiliary) system. This is done by combining algebraic and logical approaches. A prerequisite for its applicability to dynamical systems is the algebraization of their models. After that, criteria for preservation of properties are generated algorithmically and are formulated in terms of morphisms. The important stage of the algorithm presented is the choice of parameters of splitting the formula R 1 . In forthcoming papers, it will be shown that the simplest choice of parameters of splitting (called a "standard splitting") allows us to formulate preservation criteria merely on the basis of the structure of the formula and without numerous formal manipulations. Classes of properties will be determined that are preserved under morphisms of similar type. We shall analyze the relationship between the LAEmethod and the representability method [2] , which also allows one to generate conditions for preservations of properties of dynamical systems.
The example of studying the DES property has been given only to illustrate the stages of the algorithm. In [12] , we investigate the DES-model for the public railway transportation network by using the approach described. The interpretation of the generated conditions made it possible to obtain criteria of nondeterioration for the properties of the timetable when new railway paths are added to the network.
