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Abstract
The subpolar regions of the North Atlantic ocean are crucial for the global cli-
mate in terms of deep water formation, which is a major driver for the Atlantic
Meridional Overturning Circulation (AMOC) that transports heat into north-
ern latitudes and returns cold deep water masses southward. The influence of
a high horizontal resolution (5-15 km) on the general circulation and hydrogra-
phy in the North Atlantic is investigated using the finite element sea ice-ocean
model FESOM. A stronger shift of the upper ocean circulation and water mass
properties during the model spinup is found in the high-resolution model ver-
sion compared to the low-resolution (∼1◦) control run. In quasi-equilibrium,
the high-resolution model is able to reduce typical low-resolution model biases.
Especially, it exhibits a weaker salinification of the North Atlantic subpolar
gyre and a reduced mixed layer depth in the Labrador Sea. However, during
the spinup adjustment, initially improved high-resolution features partially re-
duce over time: the strength of the Atlantic overturning and the path of the
North Atlantic Current are not maintained, and hence hydrographic biases
known from low-resolution ocean models return in the high-resolution quasi-
equilibrium state. Long baroclinic Rossby waves are identified as a potential
cause for the strong upper ocean adjustment of the high-resolution model. In
addition, the high-resolution model is able to represent turbulent processes
on the meso- and submesoscale within the Labrador Sea interior. Mesoscale
eddies transport buoyant seawater into regions of strong convection, thereby
contributing significantly to restratification. In particular, ageostrophic veloc-
ities associated with baroclinic instability were found to play a crucial role
on length scales on the order of O(10) km. Until now, the dynamics on such
scales were rarely modeled with a realistic global high-resolution ocean model
in quasi-equilibrium.
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1 Introduction
Numerical climate models operate on increasingly finer grid sizes as the per-
formance of parallelized super computers increases. Whether a model can
represent a geophysical process depends on the model formulation and dis-
cretization. Since the spatial scale of oceanic eddies is on the order of O(1-100)
km (first baroclinic Rossby radius of deformation λR,1, Chelton et al., 1998),
the ocean model grid resolution needs to be on the same order to represent
these ubiquitous small-scale features (Chelton et al., 2011). Alternatively,
their effects must be parameterized. This is necessary as in state-of-the-art
general circulation models (GCMs) the oceanic components run on horizontal
resolutions of ∼1◦ (e.g., Han et al., 2016).
Furthermore, a spinup is necessary to let the model adjust from initial condi-
tions towards its own dynamics. While the geostrophic adjustment as well as
boundary and Kelvin wave adjustments occur after a few model days to years,
long baroclinic Rossby wave basin-crossing travel times reach several decades
at high latitudes (Cherniawsky and Mysak, 1989; Chelton and Schlax, 1996).
Moreover, the deep ocean adjustment needs several thousand model years to
reach a quasi-equilibrium state because of the slow diffusion of active tracers
(Danabasoglu et al., 1996; McWilliams, 1998). Due to the high computational
costs, many high-resolution ocean modeling studies have much shorter simula-
tion lengths on the order of O(1-20) years (Treguier et al., 2005; Bryan et al.,
2007; Rattan et al., 2010; Talandier et al., 2014; Marzocchi et al., 2015; Dupont
et al., 2015; Hewitt et al., 2016; Iovino et al., 2016).
However, low-resolution model deficiencies such as a too weak overturning, in-
correct current pathways or hydrographic biases are partially corrected using
a high horizontal model resolution (e.g., Hurlburt and Hogan, 2000; Treguier
et al., 2005; Bryan et al., 2007; Talandier et al., 2014; Marzocchi et al., 2015).
On the other hand, incorrect circulation pathways, missing small-scale pro-
cesses or an insufficient vertical model resolution lead to model biases such as
a too saline subpolar gyre (Treguier et al., 2005; Brandt et al., 2007; Chanut
et al., 2008; Rattan et al., 2010; Xu et al., 2013; Marzocchi et al., 2015) as well
as too deep mixed layer depths (MLDs) in the Labrador Sea (Oschlies, 2002;
Fox-Kemper et al., 2008; Danabasoglu et al., 2014, 2016; Heuzé, 2017).
1.1 Aims of this Study
In this study, the impact of a 5-15 km horizontal resolution on the modeled
North Atlantic Ocean large-scale circulation and water mass structure is eval-
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uated. The global finite element sea ice-ocean model FESOM (Danilov et al.,
2004; Wang et al., 2014b) with the capability of a local mesh refinement is
used. To achieve a quasi-equilibrium model state, the model is integrated for
∼300 model years. The combination of a high spatial resolution and a long
model integration time opens the route to systematically study the effects of
explicitly resolved features and the effect of spinup cycles on the large-scale
circulation. The findings are presented in chapter 3.
Through the relatively high heat capacity of water, dynamic processes in the
ocean such as convection or mixing are slow compared to similar processes in
the atmosphere and are strongly affected by the rotation of the earth. The
oceanic horizontal mesoscale ranges from tens to hundreds of km, close to the
first baroclinic Rossby radius of deformation λR,1 (McWilliams, 2008). At the
same time, the length scale of maximum eddy growth rates is a function of λR,1
(Stammer, 1997). That means that if an mesoscale eddy evolves in the ocean,
its size is on the order of λR,1. This is an important implication for modeling
mesoscale ocean dynamics since λR,1 dictates the horizontal resolution of any
ocean model with which ocean dynamics are approximated. How mesoscale
eddies interact with the mean flow under enhanced forcing is investigated in
chapter 4.
The vortices in the North Atlantic illustrated on the frontcover define a distinct
regime of turbulence on which tracer variance is transported across spatial
scales and finally dissipated via molecular diffusion. In the high-resolution
model, the magnitude of the Rossby number Ro = ζ |f |−1 is on the order of
O(0.1-1) everywhere in the North Atlantic. Hence, the flow is all but laminar
and the rotation of the flow ζ is as equally important as the planetary vorticity
f . In the low-resolution model, in contrast, Ro yields values much smaller
than 0.1 in the North Atlantic interior. How energy is transported across the
mesoscale and submesoscale regimes is analyzed in chapter 5.
In the following, the numerical ocean model FESOM and its boundary condi-
tions are introduced, preceded by flow decomposition definitions. Finally, flux
calculation aspects on an irregular grid are considered.
2
2 Methods
In this study the global finite element sea ice-ocean model (FESOM, Danilov
et al., 2004; Wang et al., 2008) version 1.4 of Wang et al. (2014b) is used in a
locally eddy-resolving resolution in the North Atlantic (5-15 km, 61 vertical lev-
els) and a ∼1◦ low-resolution control run (from 10-200 km, 39 vertical levels).
The model code can be obtained via https://fesom.de/models/fesom14.
FESOM consists of a dynamic-thermodynamic ocean and sea ice component.
This study focuses on the ocean part, which is described in the next section.
The sea ice model is presented in Timmermann et al. (2009).
The model is used in an ocean-only or stand-alone configuration. This means
that an external atmosphere is used to force the ocean at the sea surface
by momentum, mass and heat fluxes. Consequently, there are no dynamical
feedbacks between the atmosphere and the ocean at every model time step.
Additionally, for the initialization of the model, a global climatology of the
ocean temperature and salinity is needed. Section 2.2 provides further details
about the initialization and forcing data. In addition, definitions on flow com-
position and overturning calculation on an irregular grid are added in sections
2.3 and 2.4.
FESOM was successfully used for modeling the general oceanic circulation,
variability of the North Atlantic deep-water formation rates and sea ice distri-
bution (Sidorenko et al., 2011; Scholz et al., 2013, 2014) as well as chlorophyll
distributions (biogeochemical coupling, Schourup-Kristensen et al., 2014). FE-
SOMs local mesh refinement allows for a realistic modeling of water mass prop-
erties in domains with high complexity including small spatial scales e.g. Fram
Strait (Ionita et al., 2016), the Canadian Arctic Archipelago (Wekerle et al.,
2013), Greenland (Wang et al., 2012) or the Ross Sea (Wang et al., 2010).
2.1 FESOMs Ocean Model Component
The governing equations of the ocean model component are split into two parts
not to solve nonlinear dynamics and thermodynamics simultaneously (Danilov
et al., 2004). In the next section the model strategy is summarized following
Danilov et al. (2004), Wang (2007) and Wang et al. (2008, 2014b).
Declaration: parts of this section were published in Danek et al. (2019).
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2.1.1 Dynamic part
The model performs in a three-dimensional space Ω with an upper boundary
Γs (the free surface), a lower boundary Γb (the seafloor) and closed (Γn, vertical
walls) and open (Γo) lateral boundaries such that the boundary ∂Ω = Γs ∪
Γb ∪ Γn ∪ Γo (Fig. 2.1). The vertical thickness D of the water column is
defined as the sum of the horizontally varying depth H(x, y) and the free
surface height or elevation η(x, y, t) which changes in both horizontal space
and time, yielding D(x, y, t) = H(x, y)+ η(x, y, t). That means that the rigid-
lid approximation, ∂tη = 0, is not applied (∂t is short hand for the partial
derivative in time ∂
∂t
). The vertical coordinate z is defined such that z = 0
at the sea surface Γs when the ocean is at rest and z = η otherwise. z = −H
at the bottom Γb. Within this domain, FESOM solves differential equations
for several prognostic variables, from whose additional variables are diagnosed
from.
Figure 2.1: FESOMs three-dimensional model domain Ω bounded by the seafloor
Γb, the free sea surface Γs and lateral walls Γn. When the sea surface is not per-
turbend, i.e. when the ocean is at rest, η = z = 0 as denoted by T (dotted lines).
Modified from White et al. (2008).
The first prognostic variable that is calculated in the dynamical part of the
model is the ocean pressure p (in Pa = kg m−1 s−2 or dbar = 104 Pa). p is
determined under the common approximation that vertical water parcel accel-
erations due to vertical pressure variations as well as the vertical component of
the planetary vorticity are neglected (hydrostatic balance or relation, Marshall
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et al., 1997). As a consequence, the vertical component of the Navier Stokes
or momentum equation for a unit volume water parcel reduces to
∂zp = −gρ (2.1)
and vertical integration from z = 0 to the ocean floor (z = −H) yields p with
the upper boundary condition p = 0 on Γs (g is the gravitational acceleration
in m s−2 and in the model ρ is implemented as the deviation from a mean
density ρ0).
In the next step, the acceleration of the horizontal velocity component, ∂tuh,
of a unit volume water parcel is calculated by the horizontal Navier Stokes or
momentum equation (from Danilov et al., 2004)
∂tuh = −u ·∇uh − f k× uh − g∇hη − 1
ρ0
∇hp+∇h · Ah∇huh + ∂zAv∂zuh
(2.2)
1 2 3 4 5 6
with the three-dimensional velocity vector of the ocean flow u = iu+ jv + kw
(in m s−1), unit vectors i, j, k and the three-dimensional spatial differential
operator ∇ = i∂x + j∂y + k∂z.
This differential equation represents the balance between all forces acting on
the water parcel (according to Newton’s second law of motion) which are in-
cluded in the model. Term 1 is the advection or transport of momentum.
As the thermodynamic equation of state (section 2.1.2), this term introduces
nonlinearities to the flow due to the product of the velocity component and
its derivative. Term 2 arises due to the rotation of the earth with an angular
frequency ω = 2 π (day)−1. The resulting inertial force is proportional to the
Coriolis parameter f = 2ω sinϕ (in s−1) at latitude ϕ (in ◦). The terms 3 and
4 yield horizontal velocity accelerations due to horizontal sea surface height
and pressure gradients. For numerical stability in the presence of fast currents,
term 5 introduces an anisotropic (larger in direction of fast flow) viscosity Ah
(in m2 s−1) that reduces momentum. To keep this nonphysical momentum fric-
tion as small as possible, the biharmonic background value Ah,0 = −3 × 1013
m4 s−1 is scaled that it 1) decreases with grid size to the third power (Ah = Ah,0
at 100 km grid size), 2) doubles in a ±10◦ latitude band around the equator,
and 3) increases in regions of large horizontal shear (Smagorinsky, 1963; Wang,
2007; Wang et al., 2008). Similarly, term 6 applies a vertical viscosity Av de-
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rived by the KPP scheme in the thermodynamic part of the model (section
2.1.2).
Boundary conditions are necessary on all outer boundaries of Ω to solve eq.
2.2:
Av∂zuh = τ on Γs ,
Av∂zuh + Ah∇hH ·∇huh = Cd uh|uh| on Γb ,
uh · nh = 0 on Γn ,
uh = 0 on Γn .
(2.3)
The latter two imply that there is no flow normal and tangential (no-slip
condition) to vertical walls with the outward pointing normal vector nh =
inx + jny. At the sea surface, energy is introduced to the system by the
horizontal wind stress vector τ = ρairCD|∆uh|∆uh (in kg m−1 s−2) with ∆uh
as the difference between the horizontal components of the atmospheric wind
velocity in 2 m height and the seawater velocity at z = 0. ρair is the air
density and CD the dimensionless atmosphere-ocean drag coefficient which
increases with the horizontal wind velocity in a quadratic form (see Figure 1
and Section 2.1 of Large and Yeager (2004) and section 2.2). At the bottom,
energy is dissipated by friction, parameterized by the bottom drag coefficient
Cd = 0.0025. Since eq. 2.2 depends on the initially unknown horizontal
velocity uh and sea surface height η, both are set to zero in the first model
time step, i.e. when the model is initialized from rest.
In the next step the sea surface height η is calculated. For this, a seawater
parcel with infinitesimal volume dV = dx dy dz (in m3) is considered. In the
real world, the massM (in kg) of that parcel is conserved, so that the material
time derivative d/dt (dM) = d/dt (ρ dV ) = 0. However, in FESOM (as in the
most ocean models), the Boussinesq approximation yields the conservation of
volume rather than mass and the mass continuity equation ∂tρ = −∇ · (u ρ)
(Section 4.2 of Gill, 1982) reduces to
∇ · u = 0 . (2.4)
This simplification is due to very small dynamic horizontal density changes
compared to the mean density ρ0 (on the order of 0.1%) and so the density ρ
of a water parcel is taken as a constant (Section 9.3 of Griffies and Adcroft,
2008). Under this approximation, the modeled flow is non-divergent and a
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change of the sea surface height ∂tη is determined by depth-integration of 2.4,
yielding
∂tη = −∇h ·
∫︂ z=η
z=−H
uh dz + FFW
lin. free
surface
= −∇h ·
∫︂ z=0
z=−H
uh dz . (2.5)
The terms ∂tη and FFW arise from the kinematic boundary conditions
w = ∂tη + uh ·∇hη − FFW
lin. free
surface
= ∂tη on Γs ,
w = −uh ·∇hH on Γb ,
(2.6)
where FFW is the net freshwater volume flux per unit area due to precipitation
(rain and snow), evaporation, river runoff and sea ice growth. Here, FESOM
uses the linear free surface formulation which means that the sea surface height
η can change in time with the volume of the discrete mesh kept constant (upper
integration limit becomes 0 in 2.5). This arises through linearization of 2.5
based on the fact that η ≪ H on climatic time scales (White et al., 2008).
As a consequence, FFW can not contribute directly to eq. 2.5 since this would
induce a change in volume (Wang et al., 2014b). Instead, FFW is added to
the tendency equation of salinity (eq. 2.8) via the boundary condition 2.9 as
a virtual salt flux (section 2.2.2).
The last dynamic model step is the derivation of the vertical velocity w. Since
the modeled ocean flow is divergence-free (eq. 2.4), w is immediately given by
vertical integration of eq. 2.4,
∂zw =∇h · uh , (2.7)
with the kinematic boundary condition 2.6.
2.1.2 Thermodynamic part
The first thermodynamic model step is the calculation of the in-situ seawater
density ρ(θ, SP, z) (in kg m−3) based on the potential temperature θ (in ◦C)
and practical salinity SP (in g kg−1 or practical salinity units; psu) distribution
by the equation of state (“EOS-80”, Fofonoff and Millard, 1983). Here, θ is
the temperature a seawater parcel would have if it was moved adiabatically
from any depth z to the surface in order to remove the warming of the water
parcel due to increased pressure with depth. The equation of state introduces
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nonlinearities to the flow as does the horizontal advection term in eq. 2.2. This
is due to diapycnal velocities (normal to lines of constant density) through
e.g. cabbeling and thermobaricity (IOC et al., 2010). Note that although the
EOS-80 seawater equations are deprecated and replaced by the “TEOS-10”
equations (IOC et al., 2010, Intergovernmental Oceanographic Commission),
the current FESOM version 1.4 still uses EOS-80. Section 2.2 provides details
about the in-situ temperature T and SP fields used to initialize the model
run.
Then, the tendency for any tracer concentration C (of e.g. temperature T or
salinity S) is given by the advective and diffusive contributions (from Danilov
et al., 2004)
∂tC = −u ·∇C +∇h ·Kh∇hC + ∂zKv∂zC . (2.8)
Kh and Kv (in m2 s−1) are horizontal and vertical diffusion coefficients and
parameterize the dynamic effects of tracer mixing along isopycnals (“Redi diffu-
sion”, Redi, 1982) and tracer advection due to adiabatic stirring (“GM”, an ad-
ditional “bolus” velocity is added to the tracer equation, Gent and McWilliams,
1990). Since these processes occur on small spatial scales, Kh and Kv are also
called eddy diffusivity coefficients. Both Redi diffusion and GM advection are
formulated together as Griffies skew flux (Griffies, 1998; Griffies et al., 1998)
with a background horizontal diffusion Kh,0 = 1500 m2 s−1 (see Section 2.9
of Wang (2007) for details about their implementation in FESOM). Boundary
Conditions for C are given as
Kv∂zC = −FC on Γs ,
∇C · n = 0 on Γb ∪ Γn .
(2.9)
with the unit vector n of the respective boundary. The thermodynamic surface
fluxes FC are described in section 2.2.2.
The horizontal tracer diffusivity Kh depends on the stability of the flow ex-
pressed by the Richardson Number Ri = N2 [(∂zu)2 + (∂zv)2]−1 with the
squared Brunt–Väisälä (or buoyancy) frequency N2 = −gρ−1 ∂zρ. In addi-
tion, Kh is scaled with the horizontal grid resolution. This scaling is limited
by 2 m2 s−1 at the lower end and the background horizontal diffusion Kh,0
above 50 km local horizontal resolution (Fig. 2.2). At grid resolutions on the
order of O(1-10) km the obtained subgrid scale (SGS) flux is very small, but
not disabled.
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Figure 2.2: Scaling of Redi diffusion and GM advection with horizontal resolution
(in km). The scaling is limited by 2 m2 s−1 at the lower end and the background
horizontal diffusion Kh,0 = 1500 m2 s−1 above 50 km local horizontal resolution.
The vertical (diapycnal) mixing is implemented via the k-profile parameteriza-
tion (“KPP”, Large et al., 1994). The idea behind this and most other vertical
mixing parameterizations is to render the vertical turbulent (“eddy”) flux of
any property x by the local property gradient, proportional to the vertical
eddy diffusivity of that property Kxv . This diffusion is assumed downgradient
so that
w′x′ = −Kxv ∂zx KPP= −Kˆ
x
v ∂z(x− γx) , (2.10)
where the overbars and primes denote the temporal mean and the deviation
from that mean, respectively (see section 2.3 on how modeled eddy fluxes
are defined in this study). Here, x can be any tracer (e.g. T , S) as well
as momentum M and the last term of eq. 2.8 is implemented via this KPP
formulation in FESOM.
The KPP vertical diffusivity coefficient Kˆxv is composed of boundary layer and
interior diffusivities such that Kˆxv = f(Kˆ
x
v,bl, Kˆ
x
v,in), where the former acts from
the surface down to the depth to which boundary layer eddies can penetrate
and the latter below that depth. Kˆxv,bl is defined via turbulent velocity scales
distributed over the boundary layer via non-dimensional vertical shape func-
tions. In our FESOM setup KˆMv,bl ̸= Kˆ
T
v,bl = Kˆ
S
v,bl. The interior contribution
Kˆ
x
v,in depends on 1) the stability of the flow (Ri), 2) internal wave breaking and
3) double diffusion. In our model configuration, however, the double diffusion
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contribution is disabled and in summary is KˆMv,in ̸= Kˆ
T
v,in = Kˆ
S
v,in. In addition,
when x is a tracer such as temperature or salinity, a “nonlocal” transport term
γx is added to eq. 2.10 that is non-zero in unstable (convective) situations
and zero otherwise as well as for momentum (γM = 0, Large et al., 1994). As
shown in a model study by Griffies et al. (2015, cyan lines in their Figure 12),
the contribution of γT to the global vertical heat flux can be important in the
upper part of the water column by transporting a part of the negative surface
heat flux into the deeper cells of the boundary layer. As a consequence, γT
cools the deeper levels of the boundary layer and warms the surface. Note that
γT ̸= γS since both depend on their respective surface fluxes provided by the
atmospheric forcing (see section 2.2.2).
Av and Kˆ
x
v are scaled from the background vertical viscosityAv,0 = 10−4 m2 s−1
and diffusivityKv,0. The latter increases from 10−5 m2 s−1 at the sea surface to
10−4 m2 s−1 at the ocean floor (see Figure 11 of Wang et al., 2014b). In case
of static instability (high-density above low-density water) both coefficients
equal 1 m2 s−1 to ensure a rapid mixing (convective adjustment). Vertical
mixing due to tides as well as the shortwave radiation penetration module are
disabled.
2.1.3 Discretization
In contrast to many other climate models, FESOM is spatially discretized
on irregular sized triangles at the surface. These 2D triangles (“elements”)
are repeated in the vertical direction (z coordinate) so that the 3D “nodes”
(vertices of elements) have their horizontal position aligned with the surface
nodes. The resulting prisms are cut into three tetrahedral elements, on which
the model performs (Fig. 2.3 a and b). This spatial discretization allows
an adjustable element size in regions of interest and along irregular terrain.
Hence, an irregular “mesh“ can be constructed which is of great advantage for
an ocean model due to the highly irregular structure of the ocean coast and
floor. Also, no nesting of subdomains is necessary as FESOM meshes cover the
global domain by default. However, this flexibility generally leads to higher
numerical costs compared to FD methods (Danilov et al., 2005). The irregular
meshes utilized in this study are described in section 2.1.4.
The obtained prismatic elements demand a non-standard way of numerical
techniques. While most numerical ocean models approximate the introduced
differential equations via finite differences (FD), FESOM utilizes a continuous
10
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Figure 2.3: FESOMs irregular surface triangles (elements) are repeated in the
vertical direction (a). Each of the obtained prisms is divided into three tetrahedral
elements (b). A basis function equals 1 at node (or vertex) i and goes linearly to
zero at neighboring horizontal and vertical vertices (blue lines in c). Modified from
Wang et al. (2014b).
finite element (FE) approach with all variables placed at the nodes of an ele-
ment (P1−P1 elements, i.e. polynomials of degree 1; Danilov, 2013). The FD
equivalent would be an A-grid variable placement.
Now, following White et al. (2008), the procedure of the FE method is exem-
plarily described for the sea surface height η. First, a discrete approximation
Ωh is chosen as a subspace of Ω so that ∂Ωh = Γhs ∪ Γhb ∪ Γhn ∪ Γho . Then,
eq. 2.5 is weighted by a ”test-function“ ˜︁η and integrated over the Γns (since η
is defined at the upper boundary only) such that
∫︂
Γhs
(︃
∂tη +∇h ·
∫︂ z=0
z=−H
uh dz
)︃ ˜︁η dτ = 0 (2.11)
for all ˜︁η ∈ H where H is a suitable functional space (e.g. Sobolev space,
Wekerle, 2013) and
∫︁
dτ is the two-dimensional integration over faces of the
surface elements. Then, integration by parts of the divergence term yields∫︂
Γhs
(︃
∂tη ˜︁η −∇h˜︁η · ∫︂ z=0
z=−H
uh dz
)︃
dτ +
∫︂
Γhn
uh · nh ˜︁η dΓ , (2.12)
where
∫︁
dΓ is the two-dimensional integration over vertical faces of prisms.
From the third boundary condition in 2.3 and the independence of ∇h˜︁η of z
follows that ∫︂
Γhs
∂tη ˜︁η dτ − ∫︂
Ωh
uh ·∇h˜︁η dΩ = 0 , (2.13)
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with the three-dimensional integration over prisms
∫︁
dΩ. All η ∈ H, that fulfill
this variational form of 2.5, are considered weak solutions due to the use of˜︁η.
In the next step, ”basis functions“ ψ are defined which span a finite-dimensional
subset Hh of H. Within Hh, an approximation ηh of η is defined such that
η ≃ ηh =
nη∑︂
i=1
ηi(t)ψi(x, y) , (2.14)
where ηi is the modeled sea surface height on node i ∈ (1, . . . , nη) and since
this is a two-dimensional variable, nη equals the number of surface nodes of
the irregular mesh (see section 2.1.4). In FESOM, the basis functions ψ are
defined as continuous piecewise polynomials which equal 1 at node (or vertex)
i and go linearly to zero at neighboring horizontal and vertical vertices (blue
lines in Fig. 2.3 c).
Finally, the discrete variational form of the sea surface height equation 2.5 is
obtained by the ”Galerkin“ method by substituting η with ηh and ˜︁η with ψ in
2.13, yielding ∫︂
Γhs
∂tη
h ψi dτ −
∫︂
Ωh
uhh ·∇hψi dΩ = 0 , (2.15)
for all i ∈ (1, . . . , nη). This equation yields a set of linear functions for the
model values ηi at surface node i. In principle, the same procedure is applied
to the momentum and tracer equations 2.2 and 2.8 to obtain uhh and Ch, whose
dimensions nuh and nC equal the number of 3D nodes of the irregular mesh.
The FE method comes with a number of additional necessary considerations
in order to discretize the governing equations. For example, the vertical ve-
locity w is solved column-by-column via the velocity potential ∂zΦ = w. This
involves the vertical derivative which is defined in element-space and so w is
approximated as the mean over neighboring elements. The horizontal momen-
tum equation 2.2 is solved in several steps via an auxiliary velocity u∗h due
to semi-implicit and implicit treatment of the Coriolis and vertical diffusion
terms. Furthermore, numerous stabilization schemes are necessary to obtain
a numerically stable solution. Danilov et al. (2004), Wang (2007) and Wang
et al. (2008) provide details on these numerical aspects. The described proce-
dure of FESOMs ocean model component and the wall clock time needed for
each operation (based on 20 150 model time steps) is shown in Fig. 2.4.
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Figure 2.4: Operations of FESOMs ocean component in one model time step with
the first operation in the top row and so on. Circles indicate each components
average wall clock time in seconds (lower axis) and as % (upper axis) of the total
time used by the ocean component (bottom row). Horizontal bars show ±1 standard
deviation (nsteps = 20 150, the number of surface nodes of the used mesh nn2D =
800 260 and nCPU = 1920). When the model is initialized, ρ is obtained from a
T and S climatology and the dynamic components uh and η are set to zero. The
model procedure is described in sections 2.1.1 and 2.1.2.
2.1.4 Mesh refinement
In this study I used two different mesh configurations with locally refined
resolutions (low- and high-resolution, Fig. 2.5). Both model grids have an
increased resolution along the coastline and at the equator to ensure that
oceanic currents along the coastline as well as coastal and equatorial upwelling
processes can be adequately simulated. Furthermore, the low-resolution model
mesh (Fig. 2.5 a) has an increased resolution in the northern hemispheric deep
water formation areas and is described in Scholz et al. (2013, 2014).
The high-resolution model configuration (Fig. 2.5 b) features additionally
increased resolution in the subpolar North Atlantic and in areas with 1) en-
hanced sea surface height (SSH) variability as measured by satellite altimeter
data (AVISO), 2) steep bathymetric slopes based on ETOPO1 (Amante and
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Eakins, 2009), and 3) high horizontal temperature gradients in 200 m depth
(World Ocean Atlas 2013, Locarnini et al., 2013).
Figure 2.5: Horizontal mesh resolution (in km) of the low- (a) and high- (b) res-
olution models. The resolution is increased at the boundaries, the equator, in the
subpolar gyre (a and b) and in areas of high SSH variability, steep bathymetry and
high horizontal temperature gradients as detected by observations (b only, see meth-
ods). The two boxes show Nordic Sea (1) and Labrador Sea (2) areas for sea ice
extent time series and the dashed lines mark the index area in the Labrador Sea and
the ∼60◦ N cross section in the eastern North Atlantic.
This high-resolution mesh exhibits horizontal resolutions (∆i =
√︂√
3Ae2Di
with the area Ae2Di of 2D element i) of ∼10 km along the North Atlantic
coastline (∼5 km along Greenland and Labrador), an increased resolution along
the equator (from ∼45 km at 10◦ S to ∼14 km at 20◦ N) and a varying
resolution of ∼8-15 km in the subtropical gyre. The average resolution of the
subpolar gyre is ∼5 km up to the Fram Strait.
Table 2.1: Characteristics of the two irregular
FESOM meshes.
Low High
surface nodes 53 882 800 260
3D nodes 1 070 276 29 518 037
vertical z levels 39 61
smallest ∆t (min) 30 10
CPUs 192 1 920
The Arctic Ocean is resolved by
∼15 km grid size. With this
mesh configuration which has a
resolution in the Atlantic that
is close to the deformation ra-
dius of eddies we ensured that
the model is able to resolve im-
portant oceanic currents along
the coast line as well as ener-
getic fronts. The model time
step ∆t is determined by the
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smallest mesh element (see sec-
tion 5.3 of Wang et al., 2018). Table 2.1 summarizes the main characteristics
of the two utilized irregular meshes. In both models the vertical resolution is
finer in the upper 200 meter to better resolve the boundary layer and becomes
coarser with depth. The high-resolution model exhibits 61 vertical levels and
therefore resolves the first baroclinic mode of the ocean (Stewart et al., 2017).
In contrast, the low-resolution control model is discretized on 39 vertical levels,
not capturing this mode. The depth intervals range from 10 to 300 m in the
low- and from 10 to 150 m in the high-resolution model.
The influence of the irregular mesh refinement on the modeled SGS fluxes as
described in section 2.1.2 becomes clear by comparing Fig. 2.5 with Fig. 2.6.
The depth-integrated total horizontal SGS temperature flux is several orders
of magnitude weaker when the high-resolution mesh is used, compared to the
low-resolution mesh. In addition, areas of different dynamics may be identified.
For example, the SGS flux is larger in the high-resolution western boundary
current along the Greenland coast compared to the Labrador Sea interior,
although the horizontal mesh resolution does not differ between these areas.
It is rather the vertical shear associated with the fast boundary current that
leads to higher SGS fluxes in this region through scaling by the Richardson
number Ri (see section 2.1.2).
2.1.5 Model spinup strategy
Previous FESOM studies of Sidorenko et al. (2011); Wang et al. (2012); Scholz
et al. (2013) have shown that a spinup time of 250-300 years is necessary to
bring the upper and intermediate ocean into a quasi-equilibrium state. For
that reason I performed five consecutive spinup cycles each with a length of
62 years in order to reach a quasi-equilibrium model state (310 years in total,
monthly model output was saved). For each spinup cycle the last output of
the preceding spinup was used as a new initialization as it is suggested in the
CORE and CORE-II protocols (Griffies et al., 2012; Danabasoglu et al., 2014)
and applied in other ocean modeling studies (Lohmann et al., 2009; Karspeck
et al., 2017; He et al., 2016).
Hereafter, the performed model experiments are named L1, L2, . . . , L5 and
H1, H2, . . . , H5 for the combination of the two model resolutions (‘L’ow and
‘H’igh, Fig. 2.5) and the number of the spinup cycle (1-5). If time average
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Figure 2.6: Norm of the average (1948-2009) depth-integrated total horizontal
subgrid scale (SGS) temperature flux (in ◦C m2 s−1) of the low- (a) and high-
resolution (b) models. The product of the eddy-induced velocity uSGS,h and potential
temperature T was calculated at every model time step (see section 2.3).
periods are not given explicitly, the whole spinup period 1948-2009 (62 years)
is used.
2.2 Atmospheric Forcing CORE-II
The model runs were initialized from the Polar Science Center Hydrographic
Climatology (PHC3, Steele et al., 2001, temperature and salinity on 1◦ hori-
zontal resolution and 33 depth levels). Sea surface fluxes for momentum and
tracers (boundary conditions 2.3 and 2.9) were provided by the atmospheric re-
analysis dataset ”CORE-II“ (Coordinated Ocean Research Experiments Large
and Yeager, 2009) covering the period 1948-2009 on a T62 grid (∼1.875◦ hor-
izontal resolution). Among others, this forcing data was used in a model
intercomparison by Danabasoglu et al. (2014) and Danabasoglu et al. (2016).
CORE-II provides the following atmospheric variables:
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• every six hours: horizontal wind direction and velocity (in m s−1), air
temperature (in K) and specific humidity (in kg kg−1) at 10 m height
• every day: downward shortwave (or solar) and longwave radiation (in W
m−2)
• every month: rain and snow (in kg m−2 s−1)
In addition, the continental river runoff into the ocean is provided by a global
1◦ monthly climatology of Dai et al. (2009) (that means the runoff in Jan-
uary is the same for all modeled years). The next sections summarize the
implementation of the forcing data into FESOM to obtain the dynamic and
thermodynamic boundary conditions for the ocean model. Information about
the sea ice model component can be found in Timmermann et al. (2009) and
Wekerle (2013).
2.2.1 Dynamic sea surface forcing
Fig. 2.7 shows the average (1948-2009) atmospheric circulation pattern in the
North Atlantic sector as well as the average winter (JFM) sea surface heat flux
Qnet (in W m−2, negative values indicate a heat loss of the ocean) for the low-
and the high-resolution. A westerly geostrophic flow between a low pressure
system over Greenland and a high pressure system over the subtropical North
Atlantic gyre is the dominant atmospheric wind pattern. The center of the low
(∼1000 hPa) is located between the southern tip of Greenland and Iceland.
During winter a heat transfer from the ocean to the atmosphere on the order
of 100 to 200 W m−2 occurs throughout the North Atlantic.
The largest heat loss occurs in the vicinity of the Gulf Stream, the Nordic
Seas, the Irminger Sea and the Labrador Sea. On average, the latter looses
more than 375 W m−2 each winter. Generally, the obtained net surface heat
fluxes of the low- and high-resolution models are similar. A notable exception
is a warm spot around 40◦ W and 45◦ N, that is pronounced in the low-
but absent in the high-resolution model. For illustration, the average (1979-
2009) winter (JFM) sea ice extent (sea ice concentration > 15%) as observed
(dashed, Cavalieri et al., 1996) and modeled (solid) is added as red lines. The
interactions between the modeled surface circulation and sea ice are described
in section 3.4.
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Figure 2.7: Average (1948-2009) winter (JFM) sea level pressure (in hPa, contours)
and horizontal wind velocity (in m s−1) and direction (arrows) at the sea surface
as provided by CORE-II (Large and Yeager, 2009) and applied to the low- (top)
and high-resolution (bottom) models (5th spinup cycle). Colors show the average
winter net sea surface heat flux Qnet derived by the bulk formulae of Large and
Yeager (2004) (in W m−2, negative values indicate a heat flux from the ocean to
the atmosphere). The observed (Cavalieri et al., 1996) and modeled average (1979–
2009) winter sea ice concentration of 15% is shown as dashed and solid red lines,
respectively. White index areas show Labrador Sea interior regions.
Figure 2.8 a shows the 3-year low-pass filtered temporal evolution of the glob-
ally averaged horizontal wind velocity |uh,wind| at the sea surface for the 1st
and 5th model spinup cycles after (i.e. model years 1–62 and 249–310). Since
the wind forcing is the same in every cycle, there are no differences between
the first and fifth spinup cycles in both models.
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Figure 2.8: Globally averaged norm of horizontal wind velocity at the sea surface
uh,wind (in m s−1, a), globally integrated norm of wind stress τ = ρairCD|∆uh|∆uh
as implemented in FESOM (in 1012 N, b) and global total kinetic energy input
through the wind on the ocean surface circulation uh · τ (in PW, c, see section 2.3
for how a total flux is decomposed in a temporal mean and temporal varying eddy
part) of the 1st and 5th spinup cycles of the low- (blue) and high- (red) resolution
models. In c, black solid and dashed lines show estimates of the model studies of
von Storch et al. (2007, 2012). All monthly time series are low pass filtered by a
3-year running mean.
The high-resolution model, however, exhibits differences between H1 and H5
around the year 1980. It is unclear to us what caused this deviation but the
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effect on the model solution is likely to be small as indicated in Fig. 2.8 c.
A spatial interpolation between the regular CORE-II grid and the irregular
FESOM meshes is necessary to provide the atmospheric forcing at each corre-
sponding ocean mesh node. Despite the large horizontal FESOM mesh resolu-
tion range from a few km up to a few hundred km, as well as the locally large
differences between the fine FESOM mesh and the coarse CORE-II grid, the
obtained wind forcing is very similar over the different low- and high-resolution
setups (blue against red lines in Fig. 2.8 a).
The force that acts on the sea surface is modeled via the wind stress τ (defined
in sec. 2.1.1) and provides momentum at the upper boundary via drag (see
boundary condition 2.3). Fig. 2.8 b indicates the direct proportionality be-
tween uh,wind and the globally integrated τ as well as their similarity between
the used FESOM meshes. The global total kinetic energy input through the
wind on the general ocean surface circulation uh · τ is shown in Fig. 2.8 c.
Here, the total flux of τ includes contributions from time scales ranging from
the model time step ∆t to months, the model output interval (see section 2.3
for how a total flux is decomposed in a temporal mean and temporal varying
eddy part in this study). Note that the total τ flux was not saved in the first
spinup of the low-resolution model (L1) and is therefore not shown. Again,
uh · τ generally follows the atmospheric forcing uh,wind. The spinup adjustment
leads to a slight increase of the high-resolution energy input from H1 to H5.
Here, the anomaly in uh,wind between H1 and H5 was filtered out due to the
interaction with the general ocean circulation. The total kinetic energy input
is similar for both the low- and high-resolution models. The black solid and
dashed lines in Fig. 2.8 c show similar global estimates of the modeling studies
by von Storch et al. (2007) and von Storch et al. (2012) using, respectively,
the ocean models OFES and MPI-OM with a 0.1◦ horizontal resolution and
the NCEP/NCAR atmospheric forcing.
2.2.2 Thermodynamic sea surface forcing
Sea surface temperature and salinity fluxes determine the dynamically mean-
ingful density field at the sea surface via the boundary condition 2.9. Tem-
perature changes at the sea surface occur directly through a change in Qnet,
the sum of the downwelling shortwave (or solar) and longwave radiation, QS,dn
and QL,dn as well as turbulent sensible and latent heat fluxes QH and QE and
the upwelling longwave radiation QL,up (all in W m−2, W = kg m2 s−3). The
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former two are provided by the CORE-II forcing and the latter were calculated
using the bulk formulae following Large and Yeager (2004), yielding the sea
surface temperature flux FT as
FT =
1
ρ cp
(QS,dn +QL,dn +QH +QE +QL,up) =
Qnet
ρ cp
. (2.16)
Here, FT is expressed as a heat flux in K m s−1 via sea surface density ρ and the
specific heat capacity of sea water at constant pressure cp (in m2 s−2 K−1).
The sea surface salinity (SSS) only changes through the growth and decay of sea
ice. A surface freshwater flux FFW , in addition, changes the salt concentration
of a sea water parcel through a volume change due to e.g. precipitation or
evaporation. However, the Boussinesq approximation is applied (see section
2.1.1) and a direct volume change is not allowed since the used FESOM mesh
is constant in time and eq. 2.4 must hold true (an adaptive mesh whose surface
elements may change in time was not used). Thus, freshwater effects on the
salinity concentration are provided via a ”virtual salinity“ flux FV S that adds
a negative salinity to the right hand side (RHS) of the salinity equation 2.8
while conserving the volume. In this study, surface freshwater fluxes FFW arise
through precipitation P in form of rain and snow, evaporation E (all provided
by CORE-II), continental river runoff R (Dai et al., 2009) and the growth or
decay of sea ice G as provided by FESOMs sea ice model component (all in m
s−1). These freshwater fluxes are converted to the virtual salt flux via
F ∗V S = Sref (P + E +R +G) = Sref FFW , (2.17)
where every freshwater component is defined such that it is positive if fresh-
water is added to the sea surface. Here, the reference sea surface salinity Sref
(in psu) is chosen to be the modeled SSS at the respective surface node. With
this formulation, the local effect of freshwater on the SSS is captured. How-
ever, since Sref is not a constant, the global integral of 2.17 is not necessarily
zero even if the global integral of FFW would be and global salt conservation
may not be given (Wang et al., 2014b). Hence, the global mean of 2.17 is
substracted, yielding the corrected virtual salt flux
FV S = F ∗V S −
∫︁
Γs F
∗
V S dΓs∫︁
Γs dΓs
. (2.18)
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In addition, a SSS relaxation (or restoring) FSR towards the climatology with
a typical piston velocity vp = 50 m (300 days)−1 ≈ 1.93×10−6 m s−1 is applied
for numerical stability, yielding
F ∗SR = vp (Sclim − S) . (2.19)
If this unphysical term restoring is disabled, the SSS becomes unrealistically
high at single nodes around Greenland (not shown), possibly due to missing
sea ice-ocean interactions as noted in Marsh et al. (2010) (the restoring is
largest in the presence of sea ice). The same correction as for the virtual salt
flux is applied here:
FSR = F ∗SR −
∫︁
Γs F
∗
SR dΓs∫︁
Γs dΓs
. (2.20)
In summary, the upper boundary condition for the salinity tracer (in psu m
s−1, eq. 2.9) is given by the sum of the virtual salinity and salinity relaxation
fluxes,
FS = FV S + FSR . (2.21)
Further details on how the turbulent fluxes as well as the sea ice contribu-
tions to the SSS forcing are implemented in FESOM can be found in Wekerle
(2013).
After Josey (2003), the sea surface heat and salt fluxes can be expressed as
the sea surface density flux Fρ in in kg m2 s−1 as
Fρ = −ρ
(︄
α
Qnet
ρ cp
− β S1− S/1000 (E − P )
)︄
, (2.22)
with the thermal expansion and haline contraction coefficients α and β in K−1
and psu−1 and S short hand notation for SSS. Inserting the modeled heat and
freshwater fluxes introduced above as well as adding the salinity relaxation
term (as done in Scholz, 2012; Scholz et al., 2014) yields
Fρ = ρ
(︄
−αFT + β S1− S/1000 FFW + β FSR
)︄
. (2.23)
Fig. 2.9 summarizes these thermal and haline upper boundary conditions that
drive the sea surface density via eq. 2.9 exemplarily for the interior region
of the Labrador Sea (index region shown in Fig. 2.7) as modeled by the 5th
spinup cycle of the high-resolution model run (H5). A positive contribution to
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Fρ indicates an increase of the sea surface density. To a first order, the total sea
surface density change (black line) is determined by the thermal sea surface flux
contributions (first term in 2.23). Downwelling short- and longwave radiation
during summer lead to a buoyancy gain at the sea surface which is opposed
by the upward longwave radiation as well as a heat loss induced through the
turbulent sensible and latent heat fluxes (Fig. 2.9 a). In addition, the haline
contribution due to evaporation increases the sea surface density. Precipitation
(rain and snow) and the unphysical salinity relaxation, in contrast, lead to a
sea surface buoyancy gain. The contribution of continental runoff is negligible
in this Labrador Sea interior region where coastal areas are excluded.
The temporal evolution of all contributions to Fρ over the whole forcing period
1948-2009 is shown in Fig. 2.9 b (here, the monthly time series in are low
pass filtered by a 3-year running mean). Approximately the same balance is
obtained as for the average annual cycle. The total surface density tendency
is negative, indicating a sea surface buoyancy gain throughout the forcing
period. During the 1970s, 1980s, and 1990s, however, this balance is shifted
towards a sea surface density increase due to the turbulent sensible and latent
heat flux contributions. These events are aligned with positive North Atlantic
Oscillation (NAO) phases as indicated by gray bars in Fig. 2.9 b (Hurrel,
2003). During positive NAO events, increased differences in air pressure over
the subtropical and subpolar North Atlantic gyres lead to enhanced horizontal
wind velocities in the westerly flow (see Fig. 2.7). Thereby, cold air is advected
over the relatively warm sea surface that leads to an increased heat loss due to
sensible and latent heat fluxes. Note that these effects vanish if the components
of Fρ were integrated globally. Then, all contributions to Fρ are rather constant
in time (not shown).
To validate the methodology described above, Fρ can alternatively be ob-
tained by the saved output surface forcing variables qnet, virtual_salt and
relax_salt, which represent the introduced variables Qnet (eq. 2.16), FV S
(eq. 2.18) and FRS (eq. 2.20), respectively. Then, eq. 2.23 may be written
as
Fˆ ρ = − α
cp
qnet+ ρ β (virtual_salt+ relax_salt) . (2.24)
The comparison of eq. 2.23 and eq. 2.24 yields two differences between the
haline contributions (2nd terms in both equations). First, the reference salin-
ities used for converting the freshwater into a salinity flux are the sea surface
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Figure 2.9: Average (1948-2009) annual cycle (a) and temporal evolution (b) of
thermal and haline surface density forcing flux Fρ components (colors) and their sum
(black, all in 106 kg s−1, see eq. 2.23) as modeled by the H5 run, area-integrated over
the Labrador Sea interior region indicated in Fig. 2.7 b. Positive values represent
a sea surface density increase. The blue line in a, that ends in June, represents
the haline sea surface density contribution from the growth/decay of sea ice. All
monthly time series in b are low pass filtered by a 3-year running mean and gray
bars show the NAO index on an arbitrary scale (Hurrel, 2003).
salinity of the local model node in the former and S (1 − S/1000)−1 in the
latter (S also being the modeled SSS Josey, 2003). Second, the global mean
of the virtual salinity flux was removed in the Fˆ ρ formulation before saving
virtual_salt on disk. This correction step was not done in the Fρ calcula-
tion. Fig. 2.10 exemplarily compares Fρ and Fˆ ρ as modeled by the H5 run.
Here, Fρ (black line) is the same as in Fig. 2.9 b. Generally, both derivations
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of the sea surface density flux yield similar results. The two differences stated
above lead to higher sea surface densities when the Fρ formulation is used
compared to Fˆ ρ. However, these differences are considered negligible for the
temperature budget calculations in chapter 4.
Figure 2.10: Comparison of sea surface density forcing Fρ obtained by eq. 2.23
(black, same as in Fig. 2.9 b) against Fˆ ρ (eq. 2.24, red dashed). The anomaly
Fρ − Fˆ ρ is shown in blue. Positive values indicate an increase of the sea surface
density. Results are from the H5 run, area-integrated over the Labrador Sea interior
region indicated in Fig. 2.7 b.
2.3 Definition of modeled eddy fluxes
Since the ocean circulation takes place on a variety of spatial and temporal
scales, modeling results as well as observations of oceanographic variables are
obtained in an averaged way. In the high-resolution FESOM setup used in this
study, for example, the smallest model time step ∆t equals 10 minutes (see
Tab. 2.1). This implies that a process on time scales shorter than 10 minutes
can not be modeled. This is also the case for very long time scales as well
as for the spatial dimension of the modeled processes. It is thus convenient
to represent the modeled or observed variable of interest C as a temporal or
spatial average C and a deviation from that average, C ′, with the condition
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that C ′ = 0. This yields the ”Reynolds“ averaging (see e.g. chapter 11 of
Vallis, 2017)
C = C + C ′ . (2.25)
Based on this rationale, the average ”total” transport of the tracer C, that
arises through the advection term of the Boussinesq thermodynamic tracer
equation 2.8 in flux form, ∇ · uC, may be written as
uC
model
reali-
zation
= uC = (u+ u′) (C + C ′) = uC + uC ′ + u′C + u′C ′ = uC + u′C ′ ,
(2.26)
where the condition C ′ = 0 and the equalities C = C and A+B = A + B
were used. Hence, the average total transport uC occurs through an average
mean part (uC) and an average varying (”eddy“1) part (u′C ′).
This composition raises a constraint on the model strategy since the average
eddy transport
u′C ′ = uC − uC , (2.27)
in turn, requires the knowledge of the average total flux uC. Earlier obser-
vational and model studies, e.g. Stammer and Wunsch (1999); Penduff et al.
(2004), defined the eddy part as a deviation of a longer time-mean so that eq.
2.27 becomes
u′C ′mon = umonCmon
year − umonmonCmonmon , (2.28)
if, for example, only monthly realizations of C = Cmon are available (Cmon
mon =
Cmon). In this case, the monthly averaged eddy transport would arise as the
deviation from the annually averaged total transport. In contrast, this study
follows e.g. von Storch et al. (2012) by calculating the necessary total transport
of C in every time step during the model run and subsequent saving its monthly
mean. With the notation above this yields
u′C ′mon = u∆tC∆t
mon − u∆tmonC∆tmon , (2.29)
with C∆t being the model realization of C over the model time step ∆t (see
Tab. 2.1). Hence, a monthly-averaged eddy quantity defined as in eq. 2.28
contains variations on time scales from a month to a year, while formulation
2.29 captures the variability from the model time step to a month. This is
1Already Stokes (1845) (p. 304) used this terminology.
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important to note since Rieck (2014) showed that the influence of the used
averaging period on the obtained eddy quantity may be large. Figure 2 from
Rieck (2014) is shown here to illustrate this behavior (Fig. 2.11). Results
from the ocean model ORCA in a 1/12◦ configuration indicate that a larger
averaging period generally leads to a larger eddy contribution as shown for the
modeled horizontal eddy kinetic energy EKE = 0.5u′h2 in the Gulf Stream
region (black lines in Fig. 2.11).
Figure 2.11: Figure 2 from Rieck (2014) to illustrate the influence of the used
averaging period on the obtained eddy quantity. A larger averaging period, e.g. 26
years (solid), a year (dashed) or a season (dot-dashed black lines), generally leads
to a larger eddy contribution.
2.4 Meridional overturning calculation on an irregular grid
The meridional overturning circulation (MOC), i.e. the total northward (or
southward) transport in an ocean basin integrated from west to east induced
through external forcing (e.g. wind) as well as internal density differences
(thermohaline circulation) can be described via a stream function ψ (Olbers
et al., 2012). For a steady (∂tu = 0) and incompressible (∇ ·u = 0) fluid, lines
of constant ψ (stream lines) show the direction of the velocity at a fixed time
point. Let drs = j dy+k dz be an element of the stream line s of infinitesimal
length pointing in the same direction as the local 2-dimensional velocity vector
uψ = jv + kw in the y–z-plane (Fig. 2.12).
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Figure 2.12: The stream function ψ results from the volume flux integrated over
the curve from O to P . Modified from Batchelor (2000).
In cartesian coordinates drs × uψ = 0 and hence
w dy − v dz = 0 . (2.30)
Defining a total (or exact) differential dψ(y, z) = w dy − v dz ensures the
existence of ψ related to v and w if dψ(y, z) = ∂yψ(y, z) dy + ∂zψ(y, z) dz.
As already noted by Lagrange (1781) (p. 720), this is ensured due to the
incompressibility of the flow2 and it follows that
v = −∂zψ and w = +∂yψ . (2.31)
Note that the + and − signs solely depend on the choice of the total differential
dψ and may be interchanged by starting from uψ × drs = 0 instead.
To obtain a measure for the complete northward (southward) meridional trans-
port, the zonally integrated velocity from west (x = xW) to east (x = xE)
Uψ(y, z) = jV (y, z) + kW (y, z)
= j
∫︂ xE
xW
v(x, y, z) dx+ k
∫︂ xE
xW
w(x, y, z) dx
(2.32)
2dψ(y, z) = w(y, z) dy − v(y, z) dz (I) is a total (or exact) differential if dψ(y, z) = ∂yψ(y, z) dy +
∂zψ(y, z) dz (II). This is the case if w(y, z) = ∂yψ(y, z) and v(y, z) = −∂zψ(y, z)
(III). Because of the incompressibility of the flow (∂yv = −∂zw) and Schwarz’s theorem(︁
∂2yzψ(y, z) = ∂2zyψ(y, z)
)︁
, (III) is true. v and w (2.31) are found by comparing (I) and (II).
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is used. Integration along the ocean basin (e.g. from bottom to the surface or
from south to north) provides the solution for the transport ψ(y, z) in m3 s−1
as
ψ(y, z) = ψ0 +
∫︂ P
O
(W dy − V dz) , (2.33)
where ψ0 is a constant and most often set to zero (e.g. Lamb, 1916, p. 60;
Batchelor, 2000, p. 76). The flux along a line of constant ψ > 0 is clockwise
in the y–z-plane and anticlockwise if ψ < 0.
Through FESOMs irregular mesh, however, the described method poses nu-
merical difficulties as described by Sidorenko et al. (2009) and its implemen-
tation is not straight forward. Alternatively, ψ may be determined via the
relative vorticity ζ of the flow in the y–z-plane defined as
ζ(y, z) = i ·∇(y, z)×Uψ(y, z) = ∂yW (y, z)− ∂zV (y, z) =∇2(y, z)ψ(y, z) ,
(2.34)
where subsequent solving yields ψ. This, however, involves interpolation of
the irregular data onto a regular grid. Another approach is the calculation
of the overturning stream function by ”binning“. For this, the ocean basin of
interest is segmented in latitudinal bins from south yS to north yN by a constant
∆y. Then, the meridionally cumulative sum of the element area A weighted
element-averaged vertical velocity <w>, summed over all 3D-elements within
latitude bin yi at depth level zj, yields
ψ∗(yi, zj) =
∑︂
e3D∈ (yi,zj)
Ae3D <w>e3D
ψ(yi, zj) =
i∑︂
k=1
ψ∗(yk, zj) .
(2.35)
This is possible through the regular vertical alignment of the nodes (Sidorenko
et al., 2009) and no interpolation onto a regular grid is necessary. The stream
function calculation via eq. 2.35 was performed with the program fpost by
Dmitry Sidorenko (https://fesom.de/tools/fpost/) and analyses of ψ are
provided in chapter 3.
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3 Effects of high resolution and spinup time on
the North Atlantic circulation
The North Atlantic circulation as modeled with the low- and high-resolution
FESOM setups as introduced in the preceding chapter is presented here. The
high-resolution general circulation, long Rossby wave propagation as well as
deep convection variability in the Labrador Sea are compared to the low-
resolution control run. The results are then discussed in terms of the com-
bined effect of the high horizontal model resolution (see section 2.1.4) and a
long spinup time (see section 2.1.5).
Declaration: this chapter was published in Danek et al. (2019).
3.1 General circulation
The average (1961-2009) modeled horizontal North Atlantic barotropic cir-
culation is composed of a clockwise rotating subtropical and anti-clockwise
rotating subpolar gyre, separated by the Gulf Stream and its extension the
North Atlantic Current (NAC, Fig. 3.1, in Sverdrup, 1 Sv = 106 m3 s−1).
The high-resolution model exhibits a stronger subpolar and subtropical gyre
transport, as well as enhanced small scale features when compared to the low-
resolution control run. After the first spinup cycle (L1 and H1, Fig. 3.1 a, b)
the high-resolution Gulf Stream separates from the North American coast sev-
eral degrees further south, is of narrower shape and exhibits transports around
100 Sv (peak values around 120 Sv), around twice the transports of the low-
resolution Gulf Stream. North of the Gulf Stream (south of Newfoundland)
an anticlockwise re-circulation cell of 30-40 Sv is present in the H1 run but
almost absent in the L1 run. Further downstream, the high-resolution model
shows a distinct transition behavior between the Gulf Stream and its extension
the North Atlantic Current comprising a North West Corner-like circulation
pattern. The average (1993-2009) position of zero SSH as derived by satel-
lite altimetry (AVISO) in Fig. 3.1 (thick black line) indicates the observed
boundary between the subtropical and subpolar gyres. The subpolar gyre is
also intensified in the high-resolution model with enhanced transports in the
Labrador, Irminger, Iceland and Nordic Seas.
The gyre structures change from the 1st to the 5th spinup cycles (i.e. after
∼300 model years, Fig. 3.1 c, d) in the high-resolution model, whereas re-
main rather unchanged in the low-resolution control run. The anticlockwise
re-circulation cell north of the Gulf Stream axis decreased by ∼50 % to 15 Sv.
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Figure 3.1: Average (1961-2009) horizontal barotropic stream function (colors, in
Sv, 1 Sv = 106 m3 s−1, positive clockwise, 10 Sv contour interval) of 1st (a, b) and
5th (c, d) spinups of low- (left column) and high- (right column) resolution models.
Thick black line shows the average (1993-2009) zero sea surface height (SSH) as
derived by satellite altimetry (AVISO). Thin black lines are 1 and 2 km isobaths.
The transition area between Gulf Stream and North Atlantic Current including
the North West Corner exhibits reduced transports with increasing number of
spinup cycles. Although the general shape and strength of the Gulf Stream
west of ∼50◦ W persists through the spinup cycles, the current penetrates fur-
ther east in H5 compared to H1 (Fig. 3.1 b, d) – the Gulf Stream becomes
more zonal with spinup time. The high-resolution North Atlantic Current
shows a similar behavior: the anticlockwise transports in the Iceland Basin
(south of Iceland) increased around 20 Sv meaning that the North Atlantic
Current shifted from its northeast direction in the 1st spinup to a more east-
ward directed flow in the 5th spinup. Similarly, the cyclonic circulation in the
Greenland Iceland Norwegian (GIN) Seas increases by ∼10 Sv. In contrast, the
cyclonic circulations in the Labrador and Irminger Sea decrease with spinup
time by 10-15 Sv. The low resolution model does not show these changes of
the horizontal barotropic stream function with spinup time.
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The average (1961-2009) Atlantic meridional overturning circulation (AMOC,
in Sv, Fig. 3.2) shows generally increased maximum transports in the high-
compared to the low-resolution model. In particular, the maximum of the up-
per clockwise circulation cell in H1 (∼23 Sv) approximately doubles compared
to L1 (∼13 Sv). An anticlockwise circulation cell in the deep ocean is almost
absent in both models in the 1st model spinup. After 5 spinup cycles the upper
clockwise circulation maxima decreased to 11 Sv in L5 (15 % reduction), and
16 Sv in H5 (30 % reduction) respectively.
Figure 3.2: Average (1961-2009) Atlantic Meridional Overturning Circulation
(AMOC, in Sv, positive clockwise, 2 Sv contour interval) of 1st (a, b) and 5th (c, d)
low- (left column) and high- (right column) resolution models. A local smoothing
window was applied for plotting.
In contrast, the strength of the lower anticlockwise circulation cell increased
from –1 to –3 Sv in both models and is stronger in the low-resolution model.
This change is also reflected in a shallower interface between both circulation
cells from 3.8 km (L1) to 3 km (L5) and from 3.8 km (H1) to 3.4 km (H5) in
the tropics and sub-tropics.
The decadal evolution of the overturning maxima at different latitudes shows
a similar variability in time, independent of model resolution and number of
spinup cycles (Fig. 3.3). Generally, the overturning maxima are increased by
∼50 (15) % in the high- compared to the low-resolution model at 26.5◦ (41◦)
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N. From the 1st to the 5th spinup cylces the average (1948-2009) overturning
decreases around 20 % in both models and at both latitudes towards quasi-
equilibrium. The low-resolution overturning reduces by 14 (12), 10 (8.5) and
2.5 (1.8) % from the 1st to 2nd to 3rd to 4th spinup cycle at 26.5◦ (41◦) N.
Similar values are obtained for the high-resolution model with 12 (15), 6.6
(6.7) and 1.6 (0.5) % at 26.5◦ (41◦) N.
Figure 3.3: Decadal evolution of AMOC maximum at 26.5◦ N (a) and 41◦ N (b)
of all 5 spinups of low- and high-resolution models. In a), thick green and black
lines show respectively overturning rates as observed (RAPID, Smeed et al. (2017),
shading shows uncertainty given by authors) and an updated version of the SSH-
based estimate of Frajka–Williams (2015). In b), they are an updated version of
measured and SSH-based overturning rates from Willis (2010) (shading shows one
standard deviation). All time series are low pass filtered by a 3-year running mean.
In both models this spinup adjustment “converges” after 4 spinup cycles (248
model years) in the sense that the change from the 4th to the 5th cycle changes
sign and is of similar magnitude as the change from the 3rd to the 4th: 0.8 (1.2)
and 0.7 (0.4) % increase in the low- and high-resolution models respectively
at 26.5◦ (41◦) N. At 26.5◦ N, the overturning of the H1 run shows an overlap
from the years 2004-2009 with observations of the RAPID array (Smeed et al.,
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2017, green line in Fig. 3.3 a) as well as an SSH-based estimate of Frajka–
Williams (2015) (black line in Fig. 3.3 a). However, the spinup adjustment
leads to transports weaker than observed at that latitude. At 41◦ N the situa-
tion is different: here, the high-resolution maximum overturning rates exceed
these measured by Willis (2010) even after the spinup adjustment (within the
observed upper uncertainty bounds). Initially, the L1 run exhibits the best
agreement with the observations (green line in Fig. 3.3 b). The L5 run, how-
ever, underestimates the overturning within the observed lower uncertainty
bounds.
The total meridional North Atlantic Ocean heat transport
OHT = ρref cp
∫︂ East
West
∫︂ Surface
Bottom
vθ dz dx (3.1)
is shown in Fig. 3.4 (in PW, 1 PW = 1015 W, positive northward, overbar
denotes the temporal mean, with meridional velocity v in m s−1, potential
temperature θ in ◦C, constant reference density ρref = 1027 kg m−3 and the
specific heat capacity of sea water cp = 3985 m2 s−2 K−1, the product vθ
was calculated at every model time step, see section 2.3). The high-resolution
OHT increases by 50-70 % compared to the low-resolution model with largest
transports up to 1.2 PW in the subtropics in the H1 run.
The spinup adjustment leads to an average OHT reduction of ∼0.2 PW in
both models. H1 covers the observed OHT range at 26.5◦ N from Johns et al.
(2011), a total heat flux vθ estimate taking spatial covariabilities of v and θ
into account (diamond in Fig. 3.4), while all other heat transports are too
weak. At 47◦ N, in contrast, H1 overestimates the OHT and H3 and H5 show
the best agreement with an inverse estimate from Ganachaud and Wunsch
(2003), which is a mean heat flux vθ where correlated temporal variations are
neglected (triangles in Fig. 3.4). At 30◦ S, all high-resolution model runs over-
estimate the Ganachaud and Wunsch (2003) solution while the low-resolution
model runs are in the observed OHT range. North of 55◦ N until the pole the
differences between the spinup runs of the respective models diminish.
The observed average (1993-2009) geostrophic surface velocity as derived by
satellite altimetry (AVISO, Fig. 3.5 a) shows a vigorous extension of the
Gulf Stream in form of fast (> 25 cm s−1) and narrow meanders. From the
North West Corner around 44◦ W and 51◦ N the North Atlantic Current flows
eastward and further downstream northeastward in the Iceland Basin (with
∼15 cm s−1).
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Figure 3.4: Average (1961-2009) total North Atlantic meridional heat transport
(in PW, 1 PW = 1015 W, positive northward) of low- and high-resolution spinup
runs (colored lines). GW03 (triangles) shows the inverse estimate of Ganachaud and
Wunsch (2003) (uncertainties given by authors) and J11 (diamond) the observation
at 26.5◦ North (MOCHA, Johns et al., 2011, uncertainty is one standard deviation).
In the models, the product vθ was calculated at every time step (see section 2.3).
H1 shows a Gulf Stream extension with features similar in strength, shape,
and position as observed (Fig. 3.5 b, full and not geostrophic modeled veloc-
ities are used since the results apply to both, not shown). The North West
Corner, however, is half as strong as observed and the North Atlantic Cur-
rent corresponds with the measured position but is stronger than observed (up
to ∼25 cm s−1). Similarly, the Western Boundary Current (WBC) exhibits
larger velocities along the coasts of Greenland and Newfoundland. After 5
spinup cycles the modeled high-resolution North West Corner is hardly visible
and the whole Gulf Stream extension structure is shifted to the southeast with
large (> 15 cm s−1) northeastward directed velocities east of 40◦ W (Fig. 3.5
d). The low-resolution model, in contrast, exhibits neither narrow and fast
meanders as Gulf Stream extension nor a North West Corner-like structure
(Fig. 3.5 c; here, only the 5th spinup is shown since the differences to the 1st
spinup are negligible). The Gulf Stream extension is broad, slow and almost
entirely eastward directed. From 40◦ W the current continues eastward more
than twice as fast as measured (similar as in H5). At around 33◦ W the broad
and slow current in L5 turns northeastward into the North Atlantic Current.
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Figure 3.5: Average (1993-2009) horizontal surface velocity norm (in cm s−1, ir-
regular levels) and direction (arrows of constant length, not all plotted). a) shows
geostrophic velocities as derived by satellite altimetry (AVISO), b) the 1st spinup of
the high-resolution model and c) and d) the 5th spinups of low- and high-resolution
models respectively (differences between 1st and 5th low-resolution spinups are neg-
ligible). For the models the full (not geostrophic) velocities are shown.
3.2 Long Rossby Wave Propagation
Fig. 3.6 shows depth anomalies of the 17 ◦C isotherm across the North Atlantic
basin at 30◦ N of the 5th spinups of both models as a function of longitude and
time (in m; seasonal mean 1948-2009 removed; positive values indicate deeper
depths). On average, this isotherm is located at approximately 250 m depth in
both models. Depth anomaly contours of several tens of meters travel westward
in the high-resolution model throughout the forcing period with a velocity of
3.12 ± 0.07 cm s−1 as inferred by Radon transform (straight line starting from
the lower right in Fig. 3.6 b; see chapter 6.4 of Robinson (2010) and references
therein for a description of the Radon transform; the velocity uncertainty was
derived via equation A3 of Alvera-Azcárate et al. (2009), dotted lines in b).
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Figure 3.6: 17 ◦C isotherm depth anomalies of the 5th spinups of low- (a) and
high-resolution (b) models as a function of longitude and time along 30◦ N in the
Atlantic (colors, in m, seasonal mean 1948-2009 removed, positive values indicate
deeper depths). The anomalies were smoothed with a Gaussian Nadaraya–Watson
filter with a bandwidth of 3◦ in longitude direction. The model bathymetry is added
as black line (in km; axis on the lower right of b). The straight black and dotted
lines in b show a westward velocity of 3.12 ± 0.07 cm s−1 as determined by Radon
transform (see text for details). The average (1948-2009) depth of the 17 ◦C isotherm
is around 250 m in both models.
In the low-resolution model, in contrast, vertical isotherm displacements west
of the Mid-Atlantic-Ridge (MAR) are rather stationary in space (Fig. 3.6 a;
the model bathymetry in km is added as black line with corresponding axis
on the lower right of b). The isotherm depth anomalies were filtered with a
Gaussian Nadaraya–Watson filter (Fan and Gijbels, 1996) with a bandwidth
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of 3◦ in longitude direction to reduce small-scale noise as used similarly in e.g.
Abe et al. (2016).
Furthermore, similar westward wave propagations of several cm magnitude
can be detected in the SSH anomalies (not shown) as well as in the first m
baroclinic WKB approximated horizontal velocity modes
Rm
WKB≈ cg,mN S0,m g−1 cos
(︃
c−1g,m
∫︂ z
−H
N(z)dz
)︃
, (3.2)
where cg,m
WKB≈ (mπ)−1 ∫︁ 0−H N(z)dz represents the m-th baroclinic gravity
wave speed with buoyancy frequency N = (−gρ−1 ∂zρ)1/2, acceleration due
to gravity g and in situ density ρ. S0,m = (cg,mN−1)1/2 serves as a dimension-
less normalization constant (see equation 3.72 on page 117 in Vallis, 2017).
These modes represent wave solutions to the horizontal part of the linearized
quasigeostrophic potential vorticity equation of a flat bottom ocean with zero
background flow and associated vertical wave number m (equation 3.56 on
page 115 in Vallis, 2017). Further information can be found in section 6.11
of Gill (1982). The average vertical structure of Rm, showing a surface in-
tensification and m zero crossings of each m-th mode, does not differ much
between the models as shown in Fig. 3.7. Similarly as in Fig. 3.6, Fig. 3.8
shows exemplarily R1 and R2 in 500 meters depth as a function of longitude
and time. Spatio-temporal anomalies (seasonal mean 1948-2009 removed) are
much larger in the high- compared to the low-resolution model, travel west-
ward with a similar propagation velocity as the isotherm depth anomalies (3.4
± 0.02 cm s−1) and are enhanced west of the MAR. With increasing wave
number m, the differences between the two models diminish (not shown).
3.3 Hydrography
The average (1965-2004) upper ocean (0-100 m) temperature difference to the
World Ocean Atlas 2013 (WOA, Locarnini et al., 2013) shown in Fig. 3.9 (in
◦C; model minus WOA) features warm as well as cold biases in the modeled
North Atlantic. L1 exhibits a large (> 5 up to 8 ◦C) warm bias north of the
Gulf Stream axis and a large (< –5 up to –9.5 ◦C) cold bias at the Gulf Stream
extension around 40◦ W (Fig. 3.9 a). The Irminger Sea and the area of the
Labrador Sea boundary current is ∼2 ◦C warmer than observed. The Nordic
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Figure 3.7: Exemplary stratification N2 = gρ−1 ∂zρ (in s−2 × 10−4, upper axis,
thin black lines) and associated first five WKB approximated baroclinic horizontal
velocity mode amplitudes Rm (unitless, lower axis, eq. 3.2) of 5th spinups of the
low- (dashed) and high- (solid) resolution models in the North Atlantic at 47.4◦ N
and 20◦ W of the modeled year 1983.
Seas (between Greenland and Norway) show a dipole of too cold (–4 ◦C at 70◦
N) and too warm (2 ◦C at 75◦ N) anomalies.
In H1, the mentioned large biases at the Gulf Stream and its extension are not
visible (Fig. 3.9 b). In contrast, the vicinity of the North Atlantic Current
(around 30◦ W and 55◦ N) is 2-3 ◦C warmer than observed as well as the East-
and West Greenland Current and Labrador Current. A similar cold bias as in
L1 exists in the Greenland Sea that is surrounded by a too warm boundary
current (3 ◦C) along the coastline of Norway, Spitzbergen, and Greenland.
The temperature anomaly structure of the low-resolution model does not
change with additional spinup cycles (Fig. 3.9 c, e). Only the warm bias
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Figure 3.8: Anomalies of the 1st (a, b) and 2nd (c, d) WKB approximated baro-
clinic horizontal velocity mode amplitudes R1 and R2 in 500 m depth of the 5th
spinups of low- (a, c) and high-resolution (b, d) models as a function of longitude and
time along 30◦ N in the Atlantic (colors, unitless ×10−3, seasonal mean 1948-2009 re-
moved, eq. 3.2). The anomalies were smoothed with a Gaussian Nadaraya–Watson
filter with a bandwidth of 3◦ in longitude direction. The model bathymetry is added
as black line (in km; axes on the lower right of b and d). The straight black and
dotted lines in b and d show a westward velocity of 3.4 ± 0.02 cm s−1 as determined
by Radon transform performed in the area west of the Mid-Atantic-Ridge.
of the subpolar gyre reduces by ∼1 ◦C from L1 to L5. The solution of the
high-resolution model, in contrast, shows several changes during the spinup
procedure. The North Atlantic Current warm bias in H1 vanishes in favor of
a large (< –5 ◦C) cold bias in the Gulf Stream extension around 40◦ W from
the 1st to the 3rd model spinup comparable with the one of the low-resolution
control runs (Fig. 3.9 a, c).
This behavior continues with spinup time and reaches very cold temperature
anomalies up to –9 ◦C similar as the low-resolution model (Fig. 3.9 e). The
warmer than observed temperature anomalies in the northern Nordic Seas
also increase with spinup time by up to a 4 ◦C. As in the low-resolution model,
the Irminger and Labrador Sea become colder with spinup time and exhibit
larger cold anomalies in the high-resolution model (–2 to –3 ◦C). Large scale
salinity anomalies (observations from Zweng et al. 2013) show similar model
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Figure 3.9: Average (1965-2004, 0-100 meters) potential temperature anomalies
(model minus observation, in ◦C) of low- (left column) and high- (right column)
resolution models. Observations are from World Ocean Atlas 2013 (Locarnini et al.,
2013). 1st (2nd, 3rd) row shows anomalies of 1st (3rd, 5th) model spinup minus
observations.
resolution- and spinup length dependencies as described for temperature (Fig.
3.10).
Fig. 3.11 shows the average summer (June-July, 2002-2008) potential density
σθ distribution of the north- and southward flowing water masses across ∼60◦
N in the North Atlantic (integrated in 0.01 kg m−3 potential density bins,
northward positive). All models transport light water masses northward above
a southward directed high-density water flow. The low-resolution (L1, L5)
northward flow peaks around σθ = 27.50 kg m−3, with the peak in L1 slightly
shifted towards denser water masses in the 5th spinup cycle.
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Figure 3.10: Average (1965-2004, 0-100 meters) salinity anomalies (model minus
observation, in psu) of low- (left column) and high- (right column) resolution models.
Observations are from World Ocean Atlas 2013 (Zweng et al., 2013). 1st (2nd, 3rd)
row shows anomalies of 1st (3rd, 5th) model spinup minus observations.
In contrast, the H1 northward transport has a maximum at σθ = 27.425 kg m−3
and exhibits a transition towards a broad range of lighter water masses due
to colder and fresher conditions from H1 to H5. L1, L5, and H1 resemble the
observed northward flow (Sarafanov et al., 2012, black crosses) in magnitude
but are shifted towards denser water masses compared to the observations. H5
is generally lighter and distributed over a broader density range (smaller am-
plitude) than observed. All modeled dense southward flows exhibit noticeable
peaks and become lighter with spinup time. H5 matches the observed maxi-
mum southward transport at σθ = 28.85 kg m−3, while H1 being denser and L1
and L5 both being lighter. No clear pattern exists in the intermediate waters
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Figure 3.11: Average summer (June-July, 2002-2008) transports (in Sv, integrated
in 0.01 kg m−3 bins, positive northward) across ∼60◦ N in the eastern North At-
lantic (red line in inset; black lines show 1 and 2 km isobaths). Black crosses show
density and strength of observed maximum northward and southward transports
(Sarafanov et al., 2012). Dashed vertical lines indicate the observed boundaries be-
tween upper northward (σθ < 27.55 kg m−3), deep southward (σθ > 27.8 kg m−3),
and intermediate waters in between. Numbers in parenthesis show net transport
across the section and uncertainties (in Sv, given by authors for the observation and
one standard deviation of this 14-month period for the models). Note that the shape
and strength of the modeled transports does not change significantly if the annual
long term average (January-December, 1961-2009) is used.
(27.55 ≤ σθ ≤ 27.80 kg m−3). The average (June-July, 2002-2008) observed
net transport across ∼60◦ N has no distinct direction (0.1 ± 3 Sv, the rather
large uncertainties are due to combination of different data sets, Sarafanov
et al., 2012). All model solutions lie within these error bars. However, the
H1 and H5 runs tend to show similar small net southward transports of –0.9
± 0.9 Sv and –0.1 ± 0.6 Sv as the observations in contrast to the generally
stronger L1 and L5 northward transports +1.2 ± 0.5 Sv and +1.3 ± 0.4 Sv,
respectively. Here, the model uncertainty is given by one standard deviation of
the same 14-month period as the observations. Note that these density distri-
butions (Fig. 3.11) do not change the general results if the long term average
(January-December 1961-2009) is used (not shown).
Fig. 3.12 shows the southward directed deep Denmark Strait overflow (v < 0
m s−1, σθ > 27.8 kg m−3) through a section from Iceland to ∼29◦ W (solid
lines) as well as through a section from Iceland to Greenland (dashed lines).
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The observed Denmark Strait overflow from Jochumsen et al. (2017) through a
section from Iceland to 29◦ W is shown as reference (black and gray lines). The
overflow transport through the section from Iceland to 29◦ W of L1 (light blue
solid line) features a mean value of ∼–2 Sv, while the correpsonding transport
in H1 shows an enhancement by ∼75 % to a mean value of ∼–3.5 Sv. With
ongoing spinup the overflow transport is decreasing from L1 to L5 and from
H1 to H5 by ∼0.3 Sv and ∼0.6 Sv, respectively. There is a larger variability on
interannual time scales in the high-resolution model including periods of weaker
(e.g. late 60s and late 70s) and stronger (e.g. mid 70s, mid 80s, and 2000s)
transports in H5 compared to L5. In the late 90s, H5 exhibits a pronounced
deep overflow increase of ∼1 Sv in a few years, followed by a slower ∼0.75 Sv
decrease in the years 2000-2010 (the ∼0.75 Sv reduction is also seen in the low-
resolution model). This rather steep overflow increase is somewhat weaker in
the observations of Jochumsen et al. (2017) (black solid line) and accompanied
by a much larger variability. The high-resolution overflows are in the range
of the observations being approximately in the upper (H5) and lower (H1)
bounds of the observed variability (20-day low pass filtered measurements,
gray line in Fig. 3.12). Taking the deep overflow over the Greenland shelf
into account (i.e. the full transport across Denmark Strait, dashed lines in
Fig. 3.12), additional ∼0.5-1 Sv are transported southward. In general, no
further temporal variability is added if the whole cross section is considered
compared to the section from Iceland to 29◦ W. In H5, however, the eastern
branch (from Iceland to 29◦W) contributes almost entirely to the total overflow
during phases of low overflow (e.g. late 60s and late 70s), which is not the case
in H1.
Neither significant trends nor a seasonal cycle exist in the Denmark Strait
overflow observations between 1996 and 2016 (Fig. 3.12 b). Linear trends
between 1996 and 2009 of the modeled dense overflow (monthly time series)
exhibit small p-values, indicating a significant trend. However, the correspond-
ing coefficients of determination, R2, are all close to zero why we reject the
hypothesis that there are statistical significant trends (not shown). The high-
resolution modeled overflow transport indicates a clear seasonal cycle with a
maximum transport in winter and a minimum transport in summer (Fig. 3.12
b). With ongoing spinup, the H5 run shows an enhanced transport in Febru-
ary, March as well as in October and a minimum around June. The seasonal
cycle of the overflow transport in L1 and L5 indicates a much weaker variabil-
ity and resembles better the negligible seasonal cycle of the observed overflow
45
3 Effects of high resolution and spinup time on the North Atlantic circulation
Figure 3.12: Deep overflow (in Sv, negative southward, σθ > 27.8 kg m−3) across
Denmark Strait from Iceland to 29◦ W (solid) and the full section from Iceland to
Greenland (dashed, both cross section locations shown in b, thin black line shows
500 m isobath). a) Colored lines show 3-year low pass filtered 1st and 5th low- and
high-resolution model results. Gray (black) line shows 20-day (6-month) low pass
filtered measurements of Jochumsen et al. (2017). b) Average (1996-2009) annual
cycle of deep overflow. Black circles and lines show the mean and one standard
deviation of the observations. Red bars in a) show deep Labrador Sea MLD periods
of the 5th high-resolution model spinup (H5, Fig. 3.17 b).
data but at a transport strength that is around 1 Sv weaker than the observed
one.
Further downstream the WBC leaves the Irminger Sea southward along the
Greenland coast. Fig. 3.13 shows the southward flow across ∼60◦ N de-
composed in the upper light (v < 0 m s−1, σθ < 27.8 kg m−3) East Green-
land/Irminger Current (EGIC) and the lower deep (v < 0 m s−1, σθ > 27.8 kg
m−3) WBC (DWBC) in summer (June-July, 2002-2008) integrated from South
Greenland until 38◦ W.
In both models the DWBC transport decreases in favor of the EGIC from the
1st to 5th spinup (due to colder and fresher conditions, not shown). In L5,
the resulting DWBC transport is weaker than observed (black cross and box,
Sarafanov et al., 2012). In H5, in contrast, both the EGIC and DWBC are
in the range of observations after an initial too strong DWBC in the H1 run.
Note that these density distributions do not change the general results if the
long term average (January-December 1961-2009) is used (not shown).
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Figure 3.13: Monthly summer (June-July, 2002-2008) transports (in Sv, southward
negative) of the East Greenland/Irminger Current (EGIC, σθ < 27.8 kg m−3) and
Deep Western Boundary Current (DWBC, σθ > 27.8 kg m−3) across ∼60◦ N from
Southern Greenland until 38◦ W (red line in inset; black lines show 1, 2, and 3 km
isobaths). Colored arrows show transition from 1st to 5th spinups of low- (blue) and
high-resolution (red) model runs. Black cross and box show mean and uncertainty
of observations from (Sarafanov et al., 2012) for the same time period and location.
Note that the shape of the modeled transports does not change significantly if the
annual long term average (January-December, 1961-2009) is used.
3.4 Labrador Sea mixed layer restratification
Fig. 3.14 shows the water mass properties as a function of depth in the central
Labrador Sea temporally and horizontally averaged over the period 1965-2004
and the index area shown in Fig. 2.5 and 3.15. Both models show in general
denser waters than observed in almost the entire water column (Fig. 3.14 a
and d, WOA13 from Locarnini et al. 2013 and Zweng et al. 2013, blue crosses;
EN4 from Good et al. 2013, version 4.2.1, black dashed line). The dense biases
reduce from the 1st to the 5th spinup due to colder (Fig. 3.14 b, e) and fresher
(Fig. 3.14 c, f) conditions. In the upper ∼100 meter, H5 is the only run where
the density as well as the salinity lie in the observed range (Fig. 3.14 a, c)
although a notable cold water patch exists at the subsurface (∼50-150 m, Fig.
3.14 b).
This patch is absent in the L1 and H1 runs and weaker in L5. All other
runs than H5 are too salty and too dense and exhibit a weaker stratification
compared to observations. At mid-depth, L5 is closest to the observed salinity
range, while all other model runs being too salty (Fig. 3.14 f). Below 2500
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Figure 3.14: Average (1965-2004) upper 500 m (top row) and deeper (lower row)
potential density σθ (a and d, in kg m−3− 1000), potential temperature (b and e, in
◦C) and salinity (c and f, in psu) in the central Labrador Sea (white polygons in Fig.
3.15). Observations are from Locarnini et al. (2013) and Zweng et al. (2013) (both
WOA13, blue crosses) and Good et al. (2013) (EN4, black dashed line) averaged
over the same time period and area and linearly interpolated to regular depth levels.
Red and blue shading in a) and d) shows upper and deeper (or classical) Labrador
Sea Water density ranges.
meters, all models exhibit a warm bias (Fig. 3.14 e) that leads to lighter waters
than observed (Fig. 3.14 d).
The average March (1961-2009) modeled North Atlantic mixed layer depth
(MLD), defined as the depth at which the potential density deviates from
the 10 m depth value by ∆σθ = 0.125 kg m−3 (Monterey and deWitt, 2000;
Danabasoglu et al., 2014), is confined to two areas: the Labrador Seas and the
Nordic Seas (Fig. 3.15).
Observed (EN4, Good et al., 2013, Fig. 3.15 a) and modeled winter MLDs are
very deep (> 3000 m and up to bottom) in the Labrador Sea and shallower
(∼2000 m) in the Nordic Seas. A longer model spinup leads to shallower
MLDs in the high-resolution model (Fig. 3.15 d). The low-resolution MLD,
in contrast, remains rather unchanged after 5 spinups (Fig. 3.15 c, differences
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Figure 3.15: Average (1961-2009) March mixed layer depth (MLD, in km, defined
as the depth at which the potential density σθ deviates from its 10 m depth value
by 0.125 kg m−3) of EN4 observations (a, Good et al., 2013), 1st high- (b) and 5th
low- and high-resolution (c, d) spinups. Thin black lines are 1 and 3 km isobaths.
Thick white polygons enclose the 3 km low-resolution model bathymetry in the
Labrador Sea interior that is used for area averaging. Blue and magenta lines show
the average (March, 1979-2009) 15 and 50 % sea ice concentration as modeled (solid)
and measured (dashed) by satellites (NSIDC, Cavalieri et al., 1996). MLD differences
between L1 and L5 are negligible and not shown.
to L1 are negligible and not shown). The average March (1979-2009) sea
ice concentration (in %) as modeled (solid lines) and observed (dashed lines,
NSIDC, Cavalieri et al., 1996) is added to Fig. 3.15. In both models the 15
and 50 % sea ice concentrations generally resemble those observed (Fig. 3.15 c
and d). However, both models underestimate the sea ice concentration in the
Labrador Sea. L5, in addition, overestimates the 15 % sea ice concentration in
the Nordic Seas. A distinct sea ice change in the Nordic Seas is visible between
the H1 and H5 runs, where the sea ice extent decreases with spinup time.
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Especially the 50 % sea ice concentration is reduced in H5 and underestimates
the one observed.
Figure 3.16: March sea ice extent (total area with sea ice concentration > 15 %,
in km2 × 104) in a) Nordic Sea and b) Labrador Sea basins (summation areas are
shown in b). NSIDC (black line) are satellite observations from Cavalieri et al.
(1996). Red bars show deep Labrador Sea MLD periods of the 5th high-resolution
model spinup (H5, Fig. 3.17 b).
The March sea ice extent evolution in the Nordic Seas and the Labrador Sea
is shown in Fig. 3.16 (total area with sea ice concentration > 15 %, in km2 ×
104). In both domains periods of lesser and greater sea ice extent are visible.
In the Labrador Sea, periods of increased sea ice extent are in line with the
modeled deep convection activity, indicated by red bars in Fig. 3.17 b. The
high-resolution model exhibits a transition from the 1st to the 5th spinup:
while the sea ice extent decreases in the Nordic Seas (Fig. 3.16 a), an increase
is visible in the Labrador Sea especially during periods of deep convection
(mid 1970s, mid 1980s, early to mid 1990s; Fig. 3.16 b). In both domains,
this spinup transition yields sea ice extent as observed in the H5 run (black
lines, NSIDC, Cavalieri et al., 1996). The low-resolution model, in contrast,
overestimates (underestimates) the sea ice extent in the Nordic Sea (Labrador
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Sea) and the spinup transition seen in the high-resolution model is almost
absent.
Figure 3.17: Decadal variability of average March MLD (in km; defined as the
depth at which the potential density σθ deviates from the 10 m depth value by 0.125
kg m−3; central Labrador Sea as indicated in Fig. 2.5 and 3.15) as modeled by low-
(a) and high- (b) resolution models and observed (black, derived from EN4 data
(Good et al., 2013) with the same MLD criterion as used in the models; identical
in a and b; different maximum depths in the area yield different maximum MLDs
compared to models). Note that a and b have the same y-axis. Red bars show deep
Labrador Sea MLD periods of the 5th high-resolution model spinup (H5).
The decadal variability of the average March MLD in the Labrador Sea is
shown in Fig. 3.17 (index areas indicated in Fig. 2.5 and 3.15). The modeled
low-resolution winter MLD remains at great depths (∼3 km) throughout the
entire simulated period and do not change with the number of spinup cycles
(Fig. 3.17 a). In the high-resolution model, in contrast, a large interannual
variability evolves with an increasing number of spinup cycles (Fig. 3.17 b).
After 3 spinups, periods of shallow MLDs (e.g. late 1960s, around 1980, around
2005) are visible between periods of deep MLDs (e.g. early 1970s, around 1984,
early 1990) indicating a restratification of the mixed layer. This restratifica-
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tion is also visible in the observations (black crosses in Fig. 3.17, calculated
based on the EN4, Good et al. (2013) with the same MLD criterion). Note
that different maximum depths in the area yield different maximum MLDs
compared to the models.
The average winter (January-March, 1965-2004) Labrador Sea hydrography is
shown in Fig. 3.18. Similarly as for the annual mean (Fig. 3.14), a transition
towards lighter waters is seen from the 1st to the 5th spinups in both models
(Fig. 3.18 a) through colder (Fig. 3.18 b) and fresher conditions (Fig. 3.18
c).
Figure 3.18: As Fig. 3.14 but for winter (January-March).
In particular the upper ocean pycnocline of the H5 run (red line in Fig. 3.18
a) is shallower and covers a wider density range compared to all other model
runs, caused by fresh waters. Below 1 km depth the L5 run exhibits lighter
conditions compared to all other runs, also caused by a lower salinity.
3.5 Discussion
Decreasing the horizontal model grid size down to the order of the first baro-
clinic deformation radius (O(1-10) km, e.g. Chelton et al., 1998) yields stronger
and narrower currents with vigorous meanders in the North Atlantic Ocean
compared to the low-resolution control experiment with a typical ∼1◦ ≈ 100
km resolution. The strength, position, and shape of the circulation in the H1
run generally resembles observations better (e.g. AMOC and total meridional
oceanic heat transport; Fig. 3.3 and 3.4). The correct position of strong cur-
rents such as the Gulf Stream and North Atlantic Current (Fig. 3.5 b) leads
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to distinct improvements of the upper ocean hydrography with respect to ob-
servations (Fig. 3.9 b). Similar improvements were observed in other high-
resolution ocean modeling studies (e.g., Hurlburt and Hogan, 2000; Treguier
et al., 2005; Bryan et al., 2007; Talandier et al., 2014; Marzocchi et al., 2015).
However, in both models (low- and high-resolution) the intermediate and deep
circulation needs several spinup cycles (∼150-300 years) to develop (Fig. 3.2
and 3.3). During this spinup time the position of strong currents is not main-
tained in the high-resolution model and its positive effects seen in the H1 run
partially vanish. In fact, H5 resembles the low-resolution control run L5 in
terms of a too zonal Gulf Stream extension (Fig. 3.5) and upper ocean hy-
drographic biases (Fig. 3.9). This unexpected result was not seen in other
high-resolution ocean modeling studies due to their rather short simulation
lengths on the order of O(1-20) years (Treguier et al., 2005; Bryan et al., 2007;
Rattan et al., 2010; Talandier et al., 2014; Marzocchi et al., 2015; Dupont et al.,
2015; Hewitt et al., 2016; Iovino et al., 2016). For example, Marzocchi et al.
(2015) found similar hydrographic improvements in the North Atlantic using
a 1/12◦ configuration of the ocean model ORCA in a 30 years long simulation
compared to a 1◦ control run (compare their Figure 4 a, c with Fig. 3.9 a,
b).
The model biases in NAC and associated North Atlantic hydrography are also
seen in other high-resolution ocean modeling studies (e.g., Sein et al., 2017).
The incorporation of atmosphere-ocean corrections (Weese and Bryan, 2006)
or feedbacks (Renault et al., 2016), on the other hand, yield realistic current
paths and reduced hydrographic biases in ocean-only models. However, similar
biases are known problems also in coupled atmosphere-ocean GCMs (Wang
et al., 2014a; Menary et al., 2015). Wang et al. (2014a) attribute the cold
bias to an AMOC reduction. We do see the same relationship (Fig. 3.3 and
3.9), however, it remains unclear why the position of the NAC is not stable
throughout the spinup cycles.
Earlier studies found that the ocean model adjustment for Kelvin and Rossby
waves strongly depends on the model resolution and viscosity, respectively
(Cherniawsky and Mysak, 1989). In our high-resolution model, vertical dis-
placements of several tens of meters magnitude propagate through the ther-
mocline with a westward velocity of 3.12 ± 0.07 cm s−1 (Fig. 3.6 b; similar
patterns of several cm magnitude exist in the modeled high-resolution SSH
field, not shown). In accordance with mid-latitude long planetary wave theory
as well as observations we identify these propagations as long baroclinic Rossby
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waves (Kessler, 1990; Chelton and Schlax, 1996; Chelton et al., 1998) and as
a potential cause for the relatively strong upper ocean adjustment during the
high-resolution model spinup. For example, the westward thermocline propa-
gation identified in Fig. 3.6, representing the 1st baroclinic mode, would need
around 8 years to cross the Atlantic (at 30◦ N the Atlantic basin width mea-
sures approximately 7891 km in both models). According to theory, long baro-
clinic Rossby waves with increasing vertical wave numbers m, each traveling
with a velocity cR,m = −βλ2R,m
WKB≈ m−2 {−β[(fπ)−1 ∫︁ 0−H N(z)dz]2} where the
m-th baroclinic (or internal) Rossby radius of deformation λR,m = cg,m|f |−1 for
latitudes ϕ ≥ 5◦ with Coriolis parameter f and its meridional change β = ∂yf ,
would exhibit a reduced speed by the factor m−2 (Chelton et al., 1998, a
negative velocity indicates a westward directed Rossby wave). This implies
that the associated 2nd and 3rd baroclinic modes already need around 32 and
72 years respectively to cross the Atlantic Ocean. In our model comparison
we find that spatio-temporal propagation patterns of the first two baroclinic
horizontal velocity modes R1 and R2 are of much larger amplitude in the
high- compared to the low-resolution model (Fig. 3.8). Hence, in accordance
with e.g. Cherniawsky and Mysak (1989); Chelton and Schlax (1996); Wunsch
(1997); Clément et al. (2014) we argue that long baroclinic Rossby waves mod-
ify the upper ocean circulation and thereby lead to a stronger adjustment of the
high-resolution upper ocean throughout the spinup cycles. In this context two
technical aspects may need to be considered: 1) The unphysical jump, that is
introduced at the beginning of every consecutive forcing cycle, may affect the
wave propagation mechanism (Griffies et al., 2012). 2) The large differences
between the horizontal resolutions also affect the strength the applied subgrid
scale (SGS) closures for momentum and tracers. In areas of mesh refinement
the average (1948-2009) depth-integrated SGS temperature flux is smaller by
several orders of magnitude in the high- compared to the low-resolution model
(compare Fig. 2.5 with Fig. 2.6; SGS temperature flux in ◦C m2 s−1; the
product of the eddy-induced velocity uSGS,h and potential temperature T was
calculated at every model time step). The effects of the low-resolution SGS
temperature fluxes on the modeled small-scale dynamics in the Labrador Sea
will be described in chapter 4.
While the correctly modeled surface circulation (position and strength) of the
H1 run is not maintained throughout the spinup cycles, a pronounced decadal
variability of deep convection evolves in the Labrador Sea (Fig. 3.17 b), simi-
larly to the one derived from observational EN4 data (Good et al., 2013). This
variability is nearly absent in the low-resolution model and in H1 (and H2):
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these runs show deep winter mixed layers through the whole forcing period
(Fig. 3.17 a). Too deep winter MLDs are a typical problem of ocean gen-
eral circulation models (Oschlies, 2002; Fox-Kemper et al., 2008; Danabasoglu
et al., 2014, 2016; Heuzé, 2017) due to wrong current pathways, an insuffi-
cient vertical resolution, unresolved mixing processes but also an ill-defined
mixed layer depth (usually via property difference to surface) through e.g.
temperature-salinity compensation (Courtois et al., 2017).
Observations and models show a primarily wind-driven temporal variability of
Labrador Sea deep convection (Kieke et al., 2007; Rhein et al., 2011; Yashayaev
and Loder, 2016a; Scaife et al., 2014; Ortega et al., 2017). Since we use the
same atmospheric forcing in all our model runs, we can conclude that the mean
Labrador Sea hydrography is responsible for the agreement between the high-
resolution modeled and observed MLD (Fig. 3.15 and 3.17 b). Only in the
H5 run the slope of the winter (January-March) pycnocline is shallow enough
(Fig. 3.18 a) to cover a density range large enough that the traditional MLD
definition is meaningful (here via a potential density σθ difference of 0.125 kg
m−3, Monterey and deWitt, 2000; Danabasoglu et al., 2014, see e.g. Holte and
Talley (2009); Courtois et al. (2017) for an improved MLD definition based on
linear fits of the full set of water mass properties, i.e. temperature, salinity,
and density).
These lighter water masses in the Labrador Sea in the H5 run (Fig. 3.14 and
3.18) originate from the southeastward shifted NAC that is more zonal (Fig.
3.1 and 3.5), weaker (the maximum overturning at 41◦ N is reduced towards
observations; Fig. 3.3 b) and transports lighter water masses across ∼60◦ N
northward (Fig. 3.11) compared to all other model runs. As a consequence,
the southward directed Denmark Strait overflow is strongly reduced from H1
to H5, but still being in the observed range (Fig. 3.12, Jochumsen et al.,
2017). The low-resolution Denmark Strait overflow, in contrast, is clearly
weaker than observed albeit the relatively high horizontal resolution of ∼15
km at the Denmark Strait (Fig. 2.5 a). This adaption of the deep overflow
water with respect to lighter source water was also observed in Zhang et al.
(2011). Further downstream the Western Boundary Current (WBC) leaves the
Irminger Sea southward consisting of ∼70 % upper East Greenland/Irminger
Current (EGIC, σθ < 27.8 kg m−3) and ∼30 % deep WBC (DWBC, σθ >
27.8 kg m−3) as observed during summer (June-July) 2002-2008 (Sarafanov
et al., 2012, black cross and box in Fig. 10). This water mass distribution is
represented in the H5 run after a transition from too dense waters in H1 (red
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arrow in Fig. 10). The DWBC transport decreases by ∼30 % (from ∼19 to
∼13 Sv) as the lighter EGIC transport slightly increases. This transition also
exists in the low-resolution model (∼50 % reduction of DWBC from L1 to L5),
however, in L5, the WBC is too light (blue arrow in Fig. 10).
In addition, the southeastward shift of the NAC from the H1 to the H5 run
affects the Nordic Sea and Labrador Sea maximum (March) sea ice extent.
While the models agree in the general spatial distribution (Fig. 3.15, blue and
magenta solid and dashed lines), they generally overestimate (underestimate)
the sea ice extent in the Nordic Sea (Labrador Sea) basins (Fig. 3.16). It is
the H5 run that shows agreement with satellite observations in both basins
(Cavalieri et al., 1996). The sea ice reduction in the Nordic Sea from H1 to
H5 on the one hand and the increase in the Labrador Sea on the other results
from the southeastward shift of the NAC (Fig. 3.5 b, d). In quasi-equilibrium,
the NAC transports warm waters into the Nordic Seas across the sill between
Iceland and Scotland which leads to a warm upper ocean temperature bias
(Fig. 3.9 f) that reduces the overestimated sea ice of the H1 run (Fig. 3.16 a).
At the same time the amount of heat transported along Reykjanes Ridge into
the Labrador Sea decreases which leads to increased sea ice extent there (Fig.
3.16 b).
Hence, in our high-resolution model, the interplay of a long spinup adjustment
and the large-scale circulation in the North Atlantic subpolar gyre seems to
reduce typical model biases related to a salinification (Treguier et al., 2005;
Brandt et al., 2007; Chanut et al., 2008; Rattan et al., 2010; Xu et al., 2013;
Marzocchi et al., 2015) and a too deep mixed layer depth in the Labrador
Sea (Oschlies, 2002; Fox-Kemper et al., 2008; Danabasoglu et al., 2014, 2016;
Heuzé, 2017).
3.6 Conclusions
With the global coupled finite element sea ice-ocean model FESOM we in-
vestigated the influence of a regionally increased resolution up to 5-15 km on
the North Atlantic Ocean circulation and hydrography. Compared to our low-
resolution (∼1◦) control run, this high horizontal resolution leads to distinct
improvements of the modeled oceanic circulation and water mass characteris-
tics such as correctly positioned strong and narrow boundary currents, vigorous
small-scale meanders and reduced upper ocean hydrographic biases. Similar
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improvements were found in earlier studies (e.g., Hurlburt and Hogan, 2000;
Treguier et al., 2005; Bryan et al., 2007; Talandier et al., 2014; Marzocchi et al.,
2015).
However, we find that in our high-resolution model configuration, the upper
ocean circulation changed considerably throughout the first three spinup cycles
(∼180 model years) before reaching a quasi-equilibrium state. During that
spinup, a southeastward shift of the NAC decreases the upper ocean heat
and salt transports into the Labrador Sea, leading to a reduced subpolar gyre
salinification, shallower winter mixed layer depths in the Labrador Sea as well
as a realistic sea ice extent. This adjustment of the upper ocean circulation was
much weaker in our ∼1◦ control run. On the other hand, in quasi-equilibrium,
the high-resolution model exhibits similar biases seen in the low-resolution
model such as a too weak overturning and a pronounced North Atlantic upper
ocean cold bias through the misplaced NAC.
We assume that the ocean adjustment is different for high and low model
resolutions due to different representations of long baroclinic Rossby waves,
consistent with earlier studies (Cherniawsky and Mysak, 1989). Slow westward
wave propagations may be responsible for altering the modeled upper ocean
dynamics on a decadal timescale in the high-resolution model as they are
nearly absent in the low-resolution control run. Further research is necessary
to identify the influence of baroclinic wave dynamics on the ocean model spinup
adjustment.
Our study highlights the need of a spinup long enough to bring the model
in a quasi-equilibrium state if a high horizontal resolution is used. With our
current technology we are approaching high-resolution model studies in climate
models (e.g., Haarsma et al., 2016; Hewitt et al., 2016). Our results suggest
that such experiments should be carefully compared to known low-resolution
GCM deficits (Wang et al., 2014a; Menary et al., 2015). As a logical next step,
we will evaluate the spinup dynamics in coupled climate models.
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4 Decadal variability of eddy temperature fluxes
in the Labrador Sea
The interaction between the large-scale North Atlantic circulation and high-
latitude deep convection was introduced in the preceding chapter. Here, the
dynamics associated with small spatial and temporal scales is examined exem-
plarily for deep convection events.
Declaration: this chapter is the final form of a manuscript that will be submitted
for publication.
4.1 Labrador Sea eddy temperature fluxes
Eddies are ubiquitous in the world ocean, particularly in vicinity of strong
currents (e.g. Gulf Stream or North Atlantic Current, Chelton et al., 2011).
Small-scale temperature T and salt S transports by mesoscale eddies modify
sea water properties and thereby change the ocean circulation (i.e. T and S are
“active” tracers). Similarly, biogeochemical nutrient fluxes such as chlorophyll
concentrations are altered, affecting phytoplankton concentration and biomass
production (e.g. Danabasoglu et al., 1994; Zhang et al., 2014).
In the Labrador Sea, Chanut et al. (2008) and Spall (2004) suggest to distin-
guish between three different types of eddies, convective eddies (CE), boundary
current eddies (BCE) and Irminger Rings (IR). The first type is directly linked
to the baroclinic mixing that occurs when the weakly stratified water masses
is surrounded by water masses of different densities. In this unstable situa-
tion, lateral mixing occurs and convective eddies (CE) form (Chanut et al.,
2008; Lilly et al., 2003). Spall (2004) and Straneo (2006) state that heat loss
within a marginal sea is offset by lateral eddy fluxes originating in the bound-
ary current. Hence, boundary current eddies (BCE) that are formed in the
boundary current of the Labrador Sea such as the West Greenland Current
(WGC) form the second type. The third type follows from barotropic insta-
bilities triggered by horizontal sheer of the velocity field, induced by changes
of the bottom topography of the Irminger Current (IC) near Cape Desola-
tion (Eden and Böning, 2002). In contrast to the BCE, these Irminger Rings
(IR) are related to an enhanced eddy kinetic energy (EKE) and represent high
energetic instabilities (Saenko et al., 2014).
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To disentangle the involved dynamic and thermodynamic processes, the Boussi-
nesq tendency eq. 2.8 for temperature T may be written in flux form as
∂tT = −∇ · (u+ uSGS⏞ ⏟⏟ ⏞
Redi +
GM
)T + Forcing⏞ ⏟⏟ ⏞
eq. 2.16
+ Rest⏞ ⏟⏟ ⏞
diffusion and
γT from eq. 2.10
(4.1)
To distinguish between temperature fluxes from long and short time scales,
Reynolds averaging as introduced in section 2.3 and splitting the horizontal
and vertical temperature flux components yields
∂tT = −∇h·(uhT+u′hT ′)−∂z(wT+w′T ′)−∇h·uSGS,hT−∂zwSGST+
Qnet
ρ cp
+Rest ,
(4.2)
where the overbar denotes a temporal mean and the prime a deviation from
that mean (see section 2.3). As any vector transport may be given by a di-
vergent and rotational component, uT = (uT )D+(uT )R (Helmholtz theorem,
see e.g. chapter 6 of Zdunkowski and Bott, 2003), using the flux form here is
advantageous since the rotational part of the vector field does not affect the dy-
namics of the flow as noted by Marshall and Shutts (1981), Jayne and Marotzke
(2002) and Fox-Kemper et al. (2003), and, by definition, ∇ · (uT )R = 0, i.e.
the rotational part is divergence-free. In the following, the modeled tempera-
ture budget in the dynamically important Labrador Sea is analyzed according
to the relation above.
4.1.1 Mean state
Since the Labrador Sea (LS) looses heat to the atmosphere through outgoing
longwave radiation as well as sensible and latent heat fluxes (Fig. 4.1 c-d and
Fig. 2.9), a dynamical counterpart is required by eq. 4.2. The average (1993-
2009) horizontal surface circulation is characterized by the fast (>25 cm s−1)
West Greenland Current (WGC) following the southwest coast of Greenland
northwestward and further downstream the eastern coast of Canada as the
Labrador Current (LC) southeastward (Fig. 4.1 e-f). In contrast, the LS
interior (region enclosed by the ∼3 km isobath) exhibits slow recirculation
patterns and a southeastward directed stream at the boundary towards the
open ocean. In the high-resolution model (5 km local horizontal resolution),
the boundary currents are narrower and faster compared to the low-resolution
control run (∼20 km local horizontal resolution, Fig. 4.1 e-f). The transition
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between the WGC and LC is separated into two main branches in the H5 run,
while being one broad structure in the L5 run.
Figure 4.1: Horizontal mesh resolution of low- (a) and high-resolution (b) FESOM
model configurations in the Labrador Sea (in km). Average (1948-2009) sea surface
temperature flux FT (eq. 2.16, negative values for temperature loss to the atmo-
sphere in 10−6 ◦C m s−1) of 5th spinups of low- (L5, c) and high-resolution (H5, d)
models. Average (1993-2009) sea surface velocity (in cm s−1, colors) and direction
(arrows, e-f). Blue polygon shows Labrador Sea interior index region. Black lines
show the 1, 2 and 3 km model isobaths.
The average (1948-2009) depth-integrated horizontal divergence of the mean
temperature advection is similarly structured as the mean circulation with
main features along the coasts of Greenland and Canada (Fig. 4.2 a-b, positive
values indicate negative divergence, i.e. a convergence, and hence a tempera-
ture or heat gain). The L5 run exhibits a large dipole structure of temperature
loss on the onshore and temperature gain on the offshore side of the WGC.
The sharp boundary between these two patches follows the mean circulation
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throughout the LS basin (Fig. 4.1 e). Onshore of the LC, in addition, tem-
perature is gained near the Canadian coast. The mean temperature advection
is weaker in the LS interior compared to the boundary regions. Here, patches
of heat divergence and convergence coexist next to each other. In the high-
resolution model, in contrast, the mean advection exhibits a large number of
heat divergence and convergence patches on relatively small spatial scales of
tens to a few hundreds of km. Enhanced transports along the WGC and LC
are also visible as in the L5 run. Here, however, the general structure is not as
homogenous as in the low-resolution model. Several patches of heat divergence
and convergence with small-scale features exist next to each other, similarly as
for the mean circulation (Fig. 4.1 f). These features are nearly absent in the
low-resolution model despite the relatively high horizontal model resolution of
∼20 km.
The eddy temperature advection, i.e. fluctuations of the temperature trans-
port on temporal scales from the model time step to months (see section 2.3),
is generally smaller by ∼1-2 orders of magnitude compared to the mean tem-
perature advection (Fig. 4.2 c-d). The largest fluctuations occur along the
WGC and LC in both model setups. In the broad low-resolution WGC, tem-
perature is lost in the region confined to the 2 and 3 km isobaths, where the
mean current is located. At the on- and offshore sides of this patch, heat is
gained. This feature of enhanced eddy temperature divergence/convergence is
spatially limited to the WGC and weakens in magnitude directly after separa-
tion from the coast at ∼53◦ W. The low-resolution LC features a similar dipole
as the mean advection with eddy heat convergence in the region bounded by
the 1-2 km isobaths and eddy heat loss in the region of 2-3 km depth. The
eddy and mean fluxes are of opposite sign in these areas (Fig. 4.2 a and c). In
the LS interior, this is only the case in the southern part of the shown index
area (blue line in Fig. 4.2). In the northern part of the LS interior, the mean
and eddy fluxes are of the same sign. Here, similarly as for the mean advec-
tion, patches of eddy temperature flux divergence and convergence coexist. In
the high-resolution model, temperature is lost due to eddy fluxes along the
narrow WGC and gained on its onshore and offshore sides. In contrast to the
L5 run, enhanced eddy advection persists after the separation from the coast
(Fig. 4.2 d). In addition, the H5 run exhibits a second branch of enhanced
eddy temperature fluxes along the WGC at ∼64◦ N. In contrast to the L5 run,
mean and eddy advection along the high-resolution WGC and LC are of the
same sign, especially along the 2 km isobath (Fig. 4.2 b and d). In the LS
interior, however, mean and eddy fluxes are generally of opposite sign. As for
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Figure 4.2: Average (1948-2009) depth-integrated mean (a-b), eddy (c-d) and sub-
grid scale (SGS, e-f) horizontal temperature advection divergence of low- (L5, left)
and high-resolution (H5, right) models in the Labrador Sea (positive values indicate
temperature gain in ◦C m s−1). Black lines show the 1, 2 and 3 km isobaths.
the high-resolution mean advection, numerous small-scale features are visible
here as well as in the open ocean.
The temperature advection due to the parameterized sub-grid scale (SGS)
fluxes is ∼1-2 orders of magnitude smaller than the modeled eddy advection
(Fig. 4.2 e-f). SGS fluxes are active along the fast boundary currents in both
models and larger in amplitude in the low- compared to the high-resolution
model. In both models, SGS and eddy advection have the same sign in the
WGC region. In the LC region, in contrast, these fluxes are generally of
opposite sign. In the LS interior, the SGS fluxes are small compared to the
boundary current regions in both models.
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4.1.2 Decadal variability
The sea surface temperature forcing FT (eq. 2.16) in the LS interior (area-
integrated over index region as shown in Fig. 4.1 and Fig. 4.2) exhibits
periods of relatively strong heat loss to the atmosphere during e.g. the early
1970s, mid 1980s and early 1990s (in 106 ◦C m3 s−1, that can be considered as
a volume temperature flux in ◦C Sv, pink lines in Fig. 4.3). The modeled LS
interior volume-integrated temperature tendency ∂t
∫︁
T dV (LHS, orange lines)
directly responds to this atmospheric forcing via heat loss at the same time
(negative values in Fig. 4.3). In the high-resolution model, the heat loss due to
the atmospheric forcing is balanced by the volume-integrated total horizontal
temperature advection (black line in Fig. 4.3 b) so that the sum of the forcing
and the total advection nearly balance the modeled LHS (the negligible SGS
advection is also included in the RHS). In this temperature budget, the residual
between the LHS and RHS is given by the volume-integrated vertical advection,
vertical SGS fluxes, horizontal and vertical diffusion as well as the non-local
transport γT as introduced in section 2.1.2 and summarized in eq. 4.1 and 4.2.
In the low-resolution model, in contrast, the shown equilibrium between total
horizontal advection, SGS fluxes and atmospheric forcing is not given (Fig. 4.3
a). In fact, there is a large imbalance between the LHS and RHS, indicating
that the diffusion and non-local transport terms play an important role in the
low-resolution model run.
This imbalance arises through the horizontal mean and eddy temperature ad-
vection components (blue and red lines in Fig. 4.3). While in the H5 run the
mean and eddy advection terms generally lead a temperature increase as op-
posed to the sea surface temperature forcing, a heat loss due to the mean advec-
tion is present in the L5 run throughout the forcing period. The temperature
increasing but overall weak eddy and SGS contributions cannot compensate
this heat loss (red and cyan lines in Fig. 4.3 a). In the high-resolution model, in
contrast, the eddy part of the horizontal advection contributes significantly to
the total advective temperature increase if volume-integrated over the whole
LS interior (Fig. 4.3 b). If integrated over the mixed layer only, however,
this high-resolution mean and eddy advection relationship changes. In this
case, the mean temperature advection yields a temperature loss throughout
the forcing period, as in low-resolution model (Fig. 4.4 b). As a consequence,
eddy fluxes work against the mean circulation by providing heat to the mixed
layer, yielding periods of a net advective heat gain during the mid-1980s and
mid-1990s, whereas otherwise the mixed layer losses heat through advection.
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Figure 4.3: Temporal evolution of volume-integrated (index area shown in Fig. 4.1)
temperature change ∂t
∫︁
T dV (LHS, orange) of the low- (a) and high-resolution (b)
models (positive values indicate a temperature gain in 106 ◦C m3 s−1). The sum of
the total (black) and sub-grid scale (SGS, cyan) horizontal temperature advection
as well as the atmospheric forcing FT (eq. 2.16, area-integrated, pink) is shown in
gray (RHS). The total horizontal advection is given by mean (blue) and eddy (red)
contributions as defined in section 2.3. A 3-year running mean is applied to all time
series. Red (blue) bars in background indicate years with a positive (negative) NAO
index on an arbitrary scale.
The strength of this eddy contribution varies similarly as the atmospheric sea
surface temperature forcing FT (pink lines in Fig. 4.3). The low-resolution
eddy fluxes within the mixed layer, in contrast, do not balance the heat loss
due to the mean circulation, also if the additional SGS fluxes are considered
(Fig. 4.4 a).
Fig. 4.5 depicts the absolute eddy contribution as a fraction of the absolute
total advection (in %), integrated over the whole volume (solid) and the mixed
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Figure 4.4: As Fig. 4.3 but integrated over the LS interior mixed layer only (index
area shown in Fig. 4.1). Solid (dashed) black, blue and red lines show total, mean
and eddy (SGS) advective terms, respectively.
layer (dotted lines). Around 1975 and 1985, during the mid- and late 1990s and
early- to mid-2000s the high-resolution eddy fluxes contribute 40-60% to the
total advection if integrated over the whole LS interior (solid red line in Fig.
4.5 b). During the mid-1950s, around 1970 and early 1980s, the contribution
is smaller with ∼20%. The average LS interior winter (March) mixed layer
exhibits a similar temporal evolution (black lines in Fig. 4.5, as in Fig. 3.17).
However, a temporal lag exists between the volume-integrated eddy advection
contribution and winter MLD with an enhanced eddy activity several years
after deep MLDs. If, in contrast, the advection terms are integrated over
the mixed layer only, this lag vanishes and periods of large eddy advection
contributions and deep winter MLDs are congruent (dotted red line in Fig.
4.5 b). During these events, the mixed layer-integrated high-resolution eddy
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Figure 4.5: Temporal evolution of the eddy contribution to the total volume-
integrated temperature advection in the Labrador Sea interior (in %, left axes)
of low- (a) and high-resolution (b) models. Solid lines result from integration over
the whole volume, dotted lines from integration over the mixed layer depth (MLD)
only (index area shown in Fig. 4.1). Black lines show March MLDs (in km, right
axes, same as in Fig. 3.17). A 3-year running mean is applied to the eddy fraction
time series. Red (blue) bars in background indicate years with a positive (negative)
NAO index on an arbitrary scale.
advection fraction ranges from ∼30% in the early 1970s to ∼55% around
1985 and in the early 1990s. During phases of shallow MLDs, integration over
the mixed layer only yields eddy advection fractions of ∼15%, slightly lower
compared to the full LS interior volume-integration.
In the low-resolution model, the eddy temperature flux generally contributes
∼10% to the total advection if integrated over the whole LS interior. However,
from the early 1960s to early 1970s as well as during the late 1990s and early
to mid-2000s the eddy fraction increases to 30-40% and 70-80%, respectively
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(solid blue line in Fig. 4.5 a). During the former of these two periods, the low-
resolution MLD is shallower compared to the remaining forcing period, hence
showing the opposite behavior compared to the H5 run. During the second
period of enhanced eddy fluxes, the MLD exhibits almost no variability and
remains at large depths. Integration of the low-resolution advection terms
over the mixed layer only yields no shift in time as seen in the high-resolution
model. However, the magnitude of the eddy fraction during the two mentioned
periods is strongly reduced to ∼20% (dotted blue line in Fig. 4.5 a).
4.2 Ambiguous salinity budget
The LS interior salinity S budget as derived for temperature outlined in the
preceding section is shown in Fig. 4.6 for the high-resolution model run H5.
In contrast to the atmospheric sea surface temperature forcing FT (eq. 2.16),
which leads to a cooling and hence an increased sea surface density throughout
the forcing period (Fig. 4.3 b), the SSS forcing FS (eq. 2.21) generally leads to
a sea surface freshening and hence a reduction of the sea surface density (pink
line in Fig. 4.6 b). This freshening results from the combined effect of precip-
itation, salinity relaxation and the (negligible) continental freshwater runoff,
that exceeds the SSS increasing evaporation (see Fig. 2.9 for the individual
components). As shown by the volume-integrated salinity change ∂t
∫︁
S dV
(LHS, orange lines in Fig. 4.6 b), periods of salinity gain/loss exist, similarly
as for temperature. The total salinity advection divergence, however, is ∼2
orders of magnitude larger than the SSS forcing as well as the eddy advection
and hence dominates the whole budget (RHS, gray line in Fig. 4.6 a). For
clarity, the vertical mean salinity advection divergence is also shown here (blue
dashed line). As a consequence, the remaining diffusion and non-local trans-
port terms are supposed to balance the large mean salinity advection, although
not playing a significant role for temperature (Fig. 4.3). Since these terms are
not saved on disk, however, it remains unclear to us what causes this ambigu-
ous salinity budget. Moreover, the density budget shows the similar imbalance
between the forcing and total advection (not shown).
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Figure 4.6: Temporal evolution of volume-integrated (index area shown in Fig.
4.1) salinity change ∂t
∫︁
S dV (LHS, orange) of the high-resolution model (positive
values indicate a salinity gain). The sum of the total (black) and horizontal sub-
grid scale (SGS, cyan) salinity advection as well as the atmospheric forcing FS (eq.
2.21, area-integrated, pink) is shown in gray (RHS). The total horizontal advection
is given by mean (blue) and eddy (red) contributions as defined in section 2.3. The
fluxes are given in 106 psu m3 s−1 (a) and in 104 psu m3 s−1 (b). A 3-year running
mean is applied to all time series.
4.3 Discussion
The modeled small-scale temperature fluxes in the Labrador Sea exhibit a
large variability in space and time, depending on the utilized model resolution.
In the high-resolution run (∼5 km), eddies transport sufficient heat into the
mixed layer to balance the temperature decreasing mean circulation. The eddy
activity is further enhanced during periods of strong atmospheric forcing and
deep convection (Fig. 4.3 b, 4.4 b and 4.5 b), in line with Labrador Sea water
mass analyses and altimetry data (Yashayaev and Loder, 2016b; Zhang and
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Yan, 2018). In the ∼20 km resolution control run, in contrast, the combined
eddy and SGS fluxes are too weak to obtain this balance.
Other realistic ocean modeling studies utilizing a high horizontal resolution
have shown a large eddy contribution to heat and freshwater convergence from
the boundary current towards the Labrador Sea interior and associated restrat-
ification effects after deep convection events (Chanut et al., 2008; McGeehan
and Maslowski, 2011; Saenko et al., 2014; Zhang and Yan, 2014; Kawasaki
and Hasumi, 2014; Dukhovskoy et al., 2016). For example, multi-year average
eddy advection contributions of 88%, 86% and 78% in the LS interior are
found by Chanut et al., 2008 (their Table 2), Saenko et al., 2014 (their Table
1, buoyancy is used as tracer) and Kawasaki and Hasumi, 2014 (their Table 1),
respectively. Our high-resolution model run does not show this relatively high
eddy contribution, which peaks at ∼55% during periods of strong convection
(dotted line in Fig. 4.5 b). Chanut et al. (2008) and Saenko et al. (2014)
defined their eddy fluxes as deviations from a 5-year mean based on instanta-
neous fields every 2 days in the former and 2-day averages in the latter. These
definitions yield eddy fluxes which represent rather an upper estimate since
the variability from 2 days to 5 years is captured using these definitions. In
contrast, our estimate includes the variability from the model time step to a
month. As noted by Rieck (2014) and von Storch et al. (2012), and shown in
section 2.3, these longer averaging periods likely yield higher eddy fluxes, and
hence, their interpretation may be difficult. For example, our high-resolution
total heat advection (around −0.5 ◦C Sv, black line in Fig. 4.4 b) does not
balance the stronger atmospheric forcing (around −3 ◦C Sv, pink line Fig. 4.3
b) within the mixed layer, as it is the case in Saenko et al. (2014) (their Figure
10 a). This may originate from a lack of horizontal resolution since the utilized
∼5 km constitute rather the minimum possible resolution to capture subme-
soscale mixed layer instabilities on the order of O(1-10) km (Boccaletti et al.,
2007, and chapter 5). However, how the eddy part is derived with respect to
the mean, i.e. which temporal variability is captured, may be an important
aspect, too.
As presented in chapter 3, the low-resolution mean circulation is in a differ-
ent thermodynamic state compared to the high-resolution model run. Strong
upper ocean salt transports into the LS interior yield too steep pycnoclines
which prohibits mixed layer restratification (Fig. 3.14 and 3.18 in section 3.4).
As such, these mean fluxes affect the volume-integrated tracer budgets. On
average, the low-resolution mean circulation yields a temperature decrease, in
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contrast to the temperature increasing high-resolution mean circulation (blue
lines in Fig. 4.6). Observations indicate that eddies formed within or advected
with the boundary current transport heat and salt (or freshwater) into the LS
interior (Jones and Marshall, 1997; Lilly et al., 2003; Straneo, 2006; Rykova
et al., 2009; de Jong et al., 2014; Rykova et al., 2015). This implies that the
seawater properties of the boundary current directly set the restratification
ability of the eddies. If no buoyant water is advected, as it is the case in our
low-resolution model run, small scale fluxes may not contribute to restratifi-
cation. This view is supported by model results of Gelderloos et al. (2011),
Zhang and Yan (2014), Scholz et al. (2014) and de Jong et al. (2016), where, in
the former two, a misplaced WGC leads to an underestimation of transports
of heat into and convective water masses out of the LS interior by Irminger
Rings. Hence, the limited capabilities of our low-resolution model to represent
1) small scale tracer fluxes and 2) the mixed layer restratification are due to
a too large horizontal resolution of ∼20 km (Irminger Rings and boundary
current eddies in this area were reported to exhibit radii of 11-50 km (Prater,
2002; Lilly et al., 2003; Hátún et al., 2007; Rykova et al., 2009; de Jong et al.,
2014)) as well as the large-scale circulation upstream of the Labrador Sea that
advects too dense water masses (see chapter 3).
The high-resolution boundary current, in contrast, provides buoyant seawater
that can enter the LS interior via the mean flow and contribute to a temper-
ature increase (Fig. 4.3 b), similarly as in Saenko et al. (2014). This balance
between the atmospheric forcing and the modeled dynamics over the whole
water column indicates a stabilizing effect from depths below the mixed layer.
This is in contradiction to Kawasaki and Hasumi (2014) who find a destabiliz-
ing effect of mean heat fluxes when integrated over the whole water column.
This may be explained through different index areas used for the budget cal-
culation, as in our case a large negative contribution of the mean temperature
advection between the index area and the 3 km isobath is excluded in the
budget calculation (Fig. 4.2 b). This region of pronounced heat loss is also
seen in Kawasaki and Hasumi (2014) and included in their heat budget for
the LS interior (their Figure 8 b). Similar small-scale effects were found in
Chanut et al. (2008), where the WGC bottom slope alone determined whether
the mean heat advection leads to a heat gain or loss in the LS interior. Hence,
vertical velocities near the steep bottom may be a potential explanation for the
ambiguous salinity budget seen in our high-resolution model run (Fig. 4.6).
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4.4 Conclusions
In this high-resolution ocean model study we show that the mean and small-
scale eddy temperature fluxes contribute equally to the total temperature ad-
vection during phases of deep convection in the Labrador Sea interior. In
addition, we find a large decadal variability of the eddy flux contribution,
which was not simulated before with a realistic high-resolution ocean model
on a ∼5 km horizontal resolution. Our results confirm earlier findings that the
variability of the eddy strength is linked to the atmospheric forcing as well as
the boundary current circulation upstream. The latter indicates that increas-
ing the resolution locally may not be sufficient to model deep convection and
restratification events and all involved dynamics. Instead, the boundary cur-
rent needs to provide water masses buoyant enough to enable restratification
when transported into the LS interior.
Following e.g. von Storch et al. (2012), we defined an eddy flux as the devia-
tion from the mean, capturing the variability from the model time step (Tab.
2.1) to one month (see section 2.3). This methodological aspect may have
a significant influence on the obtained eddy flux strength as shown by Rieck
(2014) and noted by von Storch et al. (2012) and should be evaluated further
in a systematic comparison in order to relate the involved spatial and temporal
scales.
In addition, utilizing an ocean-only model configuration excludes important
feedbacks between the ocean and the atmosphere. As shown recently, a de-
creased storm activity as expected through global warming leads to a reduction
of sea surface heat loss and drastically reduced formation rates of water masses
associated with deep convection in the Labrador Sea (Garcia-Quintana et al.,
2019). Similarly, eddies affect the local atmospheric wind and precipitation
conditions via turbulent heat fluxes in the eddy-rich Southern Ocean (Frenger
et al., 2013). Hence, the interactions between the boundary current system
and the LS interior during deep convection events will be investigated in a
high-resolution coupled climate model study.
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In the last chapter significant contributions of small-scale temperature fluxes
were identified in the high-resolution model run. The kinetic energy required
to generate these small scale fluxes is provided through non-linear exchange
processes across different spatio-temporal scales, referred to as the “inertial”
range. Under the geostrophic assumption, when the flow is considered two-
dimensional, two inertial ranges emerge for the conserved quantities energy
and vorticity (or enstrophy, see section 11.3.2 of Vallis, 2017, and Fig. 5.1).
Figure 5.1: Energy spectrum ac-
cording to two-dimensional turbu-
lence: energy ϵ and vorticity (or en-
strophy) η are supplied at a forcing
scale k−1f and subsequently trans-
ferred towards larger and smaller
scales, respectively. Modified from
Vallis (2017).
While the latter is carried from large
to small scales within the vorticity iner-
tial range due to turbulent interactions,
the former is carried upscale from small
to large scales within the energy inertial
range. Vorticity, once arrived at very small
scales, gets dissipated by molecular viscos-
ity. At large scales, in contrast, energy
is dissipated by friction. These aspects
can be understood when considering the
modeled vorticity and stream function in
steady-state. While the former is repre-
sented by a large number of small-scale
features which fill the ocean (see front-
cover), the latter yields rather large cir-
culation patterns such as gyres (see Fig.
3.1). Both represent, respectively, the
“mesoscale” forward vorticity cascade and the inverse energy cascade, indi-
cated by arrows pointing towards higher and lower wavenumbers in Fig. 5.1.
Based on this, different theories for quasi-geostrophic turbulence (QG) evolved,
where the interior-QG (Charney, 1971) and the surface-QG (Blumen, 1978) are
the most prominent. In the former, instabilities arise from potential vortic-
ity gradients at depth. In the latter, they remain trapped to the surface in
response to frontogenesis due to horizontal buoyancy gradients while maintain-
ing a constant interior potential vorticity. Based on scaling laws, the kinetic
energy spectrum as depicted in Fig. 5.1 rolls off proportional to the wavenum-
ber k−3 in the interior-QG and proportional to k−3/5 in the surface-QG, i.e.
flatter (Callies and Ferrari, 2013). Other sources of instability (or turbulence)
exist, e.g. internal waves, tides, oscillations due to the planetary vorticity or
turbulent flows within the mixed layer (mixed layer instabilities, MLIs). Ap-
proaching smaller scales, i.e. leaving the geostrophic regime towards Rossby
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numbers Ro on the order of O(1), routes to the “submesoscale” range. Re-
cently, this most baroclinically unstable oceanic regime on the order of O(1-10)
km is thought to play a key role in MLIs especially during winter, as observed
by D’Asaro et al. (2011); Callies and Ferrari (2013); Shcherbina et al. (2013);
Callies et al. (2015). Theoretical and modeling studies suggest that buoyancy
gradients induce an ageostrophic circulation with high vertical velocities when
isopycnals are sloped, which then lead to an efficient restratification of the
mixed layer (Haine and Marshall, 1998; Lapeyre et al., 2006; Boccaletti et al.,
2007; Fox-Kemper and Ferrari, 2008; Capet et al., 2008; Mensa et al., 2013;
Sasaki et al., 2014; Brannigan et al., 2015). In this sense, submesoscale dynam-
ics represent the vertical counterpart to the mostly two-dimensional effects of
mesoscale eddies as shown in chapter 4. In the following, the modeled kinetic
energy spectrum of the Labrador Sea interior is derived and discussed in terms
of the dominant processes which yield or remove eddy kinetic energy (EKE).
Declaration: this chapter is in preparation for submission.
5.1 Wavenumber Spectrum of a limited area
The spatial characteristics of a geophysical variable in wavenumber space pro-
vide insight about involved dynamics and quantify (non-linear) scale interac-
tions, e.g. energy redistribution between different wavenumbers (Nastrom and
Gage, 1985; Frisch, 1995; Lindborg, 1999). In addition, from a model per-
spective, resolved and unresolved processes can be distinguished (Skamarock,
2004; Olbers et al., 2012). Different methods for obtaining one-dimensional
(i.e. depending on a one-dimensional wavenumber k) energy spectra S(k) were
utilized before (see Laprise, 2003, for an overview). Since we are interested in
the kinetic energy spectrum of specific areas representing a dynamically consis-
tent region (e.g. an ocean basin), we follow the limited area approach of Errico
(1985) that was used in previous model studies (e.g. Castro et al., 2005; Bierdel
et al., 2012; Zentek et al., 2016) and explained in the following section.
5.1.1 Spatial detrending
Let the two-dimensional variable ψ(x, y) along longitude x and latitude y
directions be available on a regular grid ai,j of dimension (nx × ny) with
i = (1, . . . , nx), j = (1, . . . , ny) and constant grid spacing ∆. If ai,j represents
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a limited and not global domain, unresolved scales larger than the domain
must be removed from the data to obtain a periodic boundary. This is done
by the removal of spatial trends given by the boundary values of ai,j. First,
the spatial trend in y-direction, sj, is removed from ai,j for all longitudes so
that
sj =
anx,j − a1,j
nx − 1 , a˜i,j = ai,j −
sj
2 (2 i− nx − 1) . (5.1)
Then, the spatial trend in x-direction, si, is removed from a˜i,j for all lati-
tudes:
si =
a˜i,ny − a˜i,1
ny − 1 , a˜i,j = a˜i,j −
si
2 (2 j − ny − 1) . (5.2)
Note that a is replaced by the detrended field a˜ from step 5.1 to 5.2.
5.1.2 One-dimensional wavenumber spectrum
The longitude x and latitude y directions can be represented by lx = (0,±1, . . . ,±nx/2)
zonal and ly = (0,±1, . . . ,±ny/2) meridional wavenumbers p and q, evenly
spaced by ∆p = 2π/[∆(nx − 1)] and ∆q = 2π/[∆(ny − 1)], as
p = lx∆p , q = ly∆q , (5.3)
with the last nx/2 and ny/2 wavenumbers truncated in case of odd nx or ny.
The discrete two-dimensional Fourier transform of a˜i,j over p and q yields the
two-dimensional spectral coefficients
cp,q =
1
(nx − 1)(ny − 1)
nx−1∑︂
i=1
ny−1∑︂
j=1
a˜i,j exp{−ı∆[p(i− 1) + q(j − 1)]} . (5.4)
A common one-dimensional wavenumber k can be defined by the minimum
fundamental (l = 1) wavenumber ∆k = min(∆p,∆q) such that k = l∆k
with l = (0, 1, . . . , nx/2) if nx ≥ ny or l = (0, 1, . . . , ny/2) otherwise (last
wavenumber truncated). The energy at a particular wavenumber S(k) can be
inferred by summing the spectral coefficients cp,q over discrete annuli Ak ∈
(k − 1/2∆k < (p2 + q2)1/2 < k + 1/2∆k) so that
S(k) =
∑︂
p,q∈Ak
cp,q c
∗
p,q , (5.5)
where ∗ denotes the complex conjugate. The real part of S(k) represents
the one-dimensional wavenumber spectrum of the two-dimensional variable
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ψ(x, y). Then, following Lilly and Petersen (1983), the horizontal kinetic en-
ergy wavenumber spectrum is defined by the mean of the two zonal and merid-
ional velocity wavenumber spectra Su and Sv as SKE = 1/2 (Su + Sv). Here,
we use the monthly averaged horizontal surface velocity components u and v
as modeled by FESOM to obtain SKE.
5.1.3 Modeled kinetic energy wavenumber spectra
Fig. 5.2 shows the average (1961-2009) winter (March, solid) and summer
(July, dashed lines) sea surface kinetic energy spectra SKE as modeled by the
low- and high-resolution models as well as inferred from observed geostrophic
velocities (AVISO).
The high-resolution model exhibits two distinct regimes. First, a shallow spec-
trum proportional to k−5/3 on scales from ∼300-100 km, with no seasonality.
Then, from about 100 km, the spectrum continues steeper, following approx-
imately the k−3 law towards smaller scales. In addition, a seasonality evolves
with shallower slopes in winter compared to summer. At ∼30 km, the spec-
trum rolls off steeper than k−3. The low-resolution kinetic energy spectrum,
in contrast, does not show neither the k−5/3 nor the k−3 dependency, and is
falling off steeper on all mentioned scales. A seasonality exists but is weaker in
amplitude and appears throughput all spatial scales. The observed spectrum
based on geostrophic velocities (AVISO) exhibits a k−5/3 spectrum at around
100-200 km and contains also higher energy levels than the low-resolution run.
However, the energy is weaker compared to the H5 run and at around 100 km,
the spectrum falls off stepper than both the H5 and the L5 runs.
The seasonal variability of the spectra is shown in Fig. 5.3. On scales smaller
than 100 km, the H5 run exhibits spectral slopes shallower than −2.5 in late
winter (maximum in March-April), followed by steeper slopes around −3 in
summer (minimum in July), and a subsequent increase in autumn towards
shallower slopes. The low-resolution spectrum falls off much steeper on these
scales, proportional to k−4 in winter and k−4.5 in summer (the AVISO spectrum
is even steeper and not shown here). If smaller scales are included in the
linear regression to obtain the spectral slope (down to 25 km as indicated
in Fig. 5.2), a drop towards steeper slopes is visible in the high-resolution
spectrum and −3 slopes are reached only in winter. The seasonality, however,
remains (dashed and dotted lines in Fig. 5.3 a). Considering the whole forcing
period, the high-resolution SKE slopes are shallower during periods of enhanced
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Figure 5.2: Average (1948-2009) March (solid) and July (dashed) sea surface kinetic
energy wavenumber spectrum SKE in the LS interior (index area shown in Fig. 4.1)
of low- (black) and high-resolution (red) models. Blue lines shows average (1993-
2009) spectrum derived from geostrophic velocities (AVISO). The spectrum is given
in m2 s−2 per cycles per km as a function of wavenumber k (in cycles per km, lower
axis) and wavelength (in km, upper axis). Thick black solid and dashed lines indicate
slopes of k−5/3 and k−3, respectively. Vertical dashed gray line indicates the first
baroclinic Rossby radius of deformation λR,1 = (π |f |)−1
∫︁ 0
−H N(z)dz = 13.86 km
based on average (1955-2012) WOA 2013 data (Locarnini et al., 2013; Zweng et al.,
2013). Vertical black lines show wavenumber ranges for linear regressions of SKE.
atmospheric forcing and deep convection events. Thereby, the slopes approach
−2 in the early 1990s (Fig. 5.3 b; see chapters 3 and 4). This relation is not
as pronounced in the low-resolution model. Including smaller scales around
25 km yields the same behavior as for the seasonal cycle. While the spectral
slopes are well above −3 on scales from 100 to ∼40 km during the whole forcing
period, they continuously drop to steeper values below −3 if scales around 25
km are included (dotted line in Fig. 5.3 b).
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Figure 5.3: Average (1948-2009) annual cycle (a) and decadal evolution (b) of
spectral slopes of the kinetic energy spectrum SKE inferred by linear regression
between the indicated scales for low- (blue) and high-resolution (red) models. Larger
values indicate a shallower slope. Horizontal dashed lines mark the −3 slope. A 3-
year running mean is applied to the decadal time series. In b, red (blue) bars in
background indicate years with a positive (negative) NAO index on an arbitrary
scale.
5.2 EKE variability
While kinetic energy passes across scales as shown above, turbulent kinetic en-
ergy is generated or removed from the system. To identify the processes which
determine the eddy kinetic energy (EKE), the Lorenz Energy Cycle (LEC,
Lorenz, 1955) of the ocean was used in modeling studies by e.g. Marchesiello
et al. (2003); von Storch et al. (2012); Renault et al. (2016); Wekerle et al.
(2017). The volume-integrated EKE tendency equation, which can be derived
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from the hydrostatic Boussinesq momentum balance (see chapter 12 of Olbers
et al., 2012), yields the following four EKE conversion terms
FeKe =
1
ρ0
(u′h · τ ′) (5.6)
HRS = −u′2 ∂u
∂x
− u′v′ ∂u
∂y
− u′v′ ∂v
∂x
− v′2 ∂v
∂y
(5.7)
VRS = −u′w′ ∂u
∂z
− v′w′ ∂v
∂z
(5.8)
PeKe = w′b′ = − g
ρ0
w′ρ′ (5.9)
FeKe represents eddy growth due to wind anomalies at the sea surface and
can be understood as a mechanical source of instability. The horizontal and
vertical Reynolds stresses HRS and VRS yield EKE from barotropic shear
instabilities of the mean flow involving horizontal and vertical shear (VRS
likewise represents Kelvin-Helmholtz instability). Formulated together, HRS
and VRS yield the transfer from mean kinetic to eddy kinetic energy. The last
term PeKe is associated to baroclinic instability through the exchange between
turbulent potential and kinetic energy. These energy conversions are defined
such that if positive, EKE is generated at the expense of the mean flow. In
turn, if negative, EKE is transferred back to the mean flow by turbulence.
Fig. 5.4 shows the average (1948-2009) barotropic and baroclinic EKE gen-
eration terms in the LS interior as a function of depth (in 10−10 m2 s−3).
Barotropic instability generally removes turbulent kinetic energy, especially
near the surface. The high-resolution HRS is additionally intensified near the
bottom. In the low-resolution model, in contrast, this term yields weak EKE
generation between surface and bottom (blue line in Fig. 5.4 b). The horizon-
tal shear leads to a stronger EKE removal by 1-2 orders of magnitude compared
to the vertical counterpart in both models. The depth-integrated barotropic
instability is several times large in the high- compared to the low-resolution
model run (Fig. 5.4 b, d). Baroclinic instability, in contrast, generates EKE
throughout the water column in both models. In addition to large values near
the surface, w′b′ is also enhanced in the upper 1-2 km depth. This aspect is
pronounced much more in the high-resolution run. Hence, depth-integrated
values of baroclinic instability are much larger in magnitude compared to the
barotropic instabilities (Fig. 5.4 f).
The wind generates a large amount of turbulent kinetic energy, especially dur-
ing winter in both models (Fig. 5.5 a). The interactions between the sea
79
5 Eddy kinetic energy and mixed layer instabilities
Figure 5.4: Average (1948-2009) barotropic horizontal (HRS, eq. 5.7, a-b) and
vertical (VRS, eq. 5.8, c-d) Reynold stresses and baroclinic instabilities (PeKe, eq.
5.9, e-f, all in 10−10 m2 s−3) of low- (blue) and high-resolution (red) models, area-
averaged over the LS interior (index area shown in Fig. 4.1) as a function depth
(left) and integrated from the bottom (right). A positive term generates EKE at
the expense of the mean flow. Note the different scales.
surface and variable winds lead to an enhanced EKE generation in the high-
resolution model in early to late winter (January to March). This effect is
not present in late autumn. In contrast, the high-resolution depth-integrated
barotropic and baroclinic conversion terms are enhanced only in late winter,
mainly March, while remaining at lower levels during the rest of the year.
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This aspect is almost absent in the low-resolution control run (Fig. 5.5 c,
e, g). Likewise, this is the case over the whole forcing period from 1948 to
2009. The depth-integrated high-resolution barotropic and baroclinic insta-
bility terms are strongly enhanced during phases of intensified atmospheric
forcing and deep convection in the early 1970s, mid-1980s and early to mid-
1990s (Fig. 5.5 d, f, h; see Fig. 5.3 and Fig. 3.17 for comparison). The EKE
generation through variable winds, on the other hand, does not show these
pronounced events (Fig. 5.5 b). Here, moreover, the differences between the
models are small, in contrast to all other terms. The combined EKE generat-
ing effects of mechanic and baroclinic instabilities are by far larger than the
EKE removing barotropic instabilities HRS and VRS in both models.
5.3 Discussion
In accordance with two-dimensional turbulence theory the kinetic energy spec-
tra as modeled with FESOM yield two distinct inertial ranges in the dynami-
cally active Labrador Sea interior. The high-resolution (∼5 km) spectrum ex-
hibits a wavenumber k−5/3 dependency on scales of O(100) km. Hence, these
scales are characterized by surface-QG turbulence associated with surface-
intensified fronts induced through mesoscale eddies, which act to restratify the
mixed layer (Lapeyre and Klein, 2006; Lapeyre et al., 2006). On smaller scales
from 100 to∼25 km the kinetic energy spectrum is proportional to k−3, thereby
representing interior-QG turbulence. Here the spectrum exhibits a pronounced
seasonality, with shallower slopes during winter, in line with in-situ observa-
tions from dynamically active regions in the vicinity of the Kuroshio and Gulf
Stream (D’Asaro et al., 2011; Callies and Ferrari, 2013; Callies et al., 2015)
as well as high-resolution model studies (Mensa et al., 2013; Sasaki et al.,
2014; Brannigan et al., 2015; Renault et al., 2016). This feature is associ-
ated with submesoscale turbulence and distinct from surface-QG turbulence
(Callies et al., 2015). The shallower winter kinetic energy spectral slopes ex-
hibit values around −2.5 and approach −2 during periods of strong convection
(Fig. 5.3). This was also observed by Callies and Ferrari (2013); Callies et al.
(2015). The reason for these shallower slopes, however, remain unclear. La-
Casce (2012) infers a −2 slope for surface-QG flow with constant stratification.
This could be a similar case here since the mixed layer in the Labrador Sea
interior yield a deep near-constant stratification. Ageostrophic velocities, on
the other hand, are not considered in two-dimensional turbulence and may
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Figure 5.5: Average (1948-2009) annual cycle (left) and decadal evolution (right)
of eddy wind work at the sea surface (FeKe, eq. 5.6, a-b) and depth-integrated
barotropic horizontal (HRS, eq. 5.7, c-d) and vertical (VRS, eq. 5.8, e-f) Reynold
stresses and baroclinic instabilities (PeKe, eq. 5.9, g-h, all in 10−6 m3 s−3) of low-
(blue) and high-resolution (red) models, area-averaged over the LS interior (index
area shown in Fig. 4.1). A positive term generates EKE at the expense of the mean
flow. A 3-year running mean is applied to the decadal time series. Note the different
scales.
be a potential explanation for the obtained −2 slope in the quasi-QG regime
(Callies and Ferrari, 2013). Here, the spatial range of enhanced turbulence
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is restricted to scales rather larger than the O(1-10) km associated with the
submesoscale. The spectral slopes fall off steeper when increasingly smaller
scales are included, yielding the quasi-QG regime (red lines in Fig. 5.3).
Intensified turbulence contributes to the kinetic energy cascade and leads to
higher energy levels to during winter compared to summer (solid lines in Fig.
5.2). Baroclinic instabilities are identified as the main driver of this additional
EKE generation during winter, representing by far the largest internal contri-
bution (Fig. 5.4 and 5.5). Wind anomalies excited at the sea surface provide
more EKE (Renault et al., 2016), however, these contributions are nearly equal
in the low- and high-resolution model solutions. Barotropic instabilities asso-
ciated with horizontal and vertical shear, in contrast, are orders of magnitude
smaller than the baroclinic contribution, likely due to the homogenized mixed
layer with small, especially vertical, shear. The baroclinic instabilities yield
large vertical velocities during deep convection, converting potential energy
stored in steep isopycnals into EKE. As reported, these instabilities occur on
the order of O(1-10) km (Haine and Marshall, 1998; Boccaletti et al., 2007).
Here, however, the range of the shallower winter kinetic energy spectra with
slopes approaching −2 during phases of strong convection (Fig. 5.3 b) is lo-
cated between 25 and 100 km. Since MLIs scale with the actual MLD (Callies
et al., 2015), instabilities grow large in deep mixed layers. Hence, since the
modeled winter MLD is generally rather deep (in both models, Fig. 3.17),
MLIs may grow large and yield amplifications in the kinetic energy spectrum
at scales on the order of O(10-100) km.
Through the coarser resolution (∼20 km) in the low-resolution model, these
aspects are not seen as the kinetic energy spectrum falls off much steeper
due to missing baroclinic instability. Even on large scales on order of O(100)
km, where the geostrophic regime yields surface-QG turbulence in the high-
resolution model as well as in geostrophic altimeter derived velocities (Fig.
5.2), the circulation is not energetic enough. In addition, the broad low-
resolution boundary current as shown in Fig. 4.1 e) may imprint on the EKE
budget as indicated by the weak but positive HRS contribution. Although
the AVISO data and the low-resolution model exhibit approximately the same
horizontal resolution, spatial filtering during the gridding of along track data
likely removes energy which leads to the steeper spectrum (Callies and Ferrari,
2013). Moreover, the Labrador Sea interior may represent a distinct dynamic
regime, since spectral slopes of −3 were reported by Wang et al. (2010); Khatri
et al. (2018) for the Gulf Stream. This, in turn, could be related to the large
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ageostrophic velocities whose imprint on the sea surface height field may not
be captured by altimetry.
5.4 Conclusions
EKE budget analyses of the high-resolution FESOM ocean model supports re-
cent findings that submesoscale baroclinic mixed layer instabilities (MLIs) are
essential for restratifying the water column after convection. Baroclinic insta-
bility induced through large ageostrophic velocities draws turbulent potential
energy from steep isopycnals, which thereby flatten.
This represents an important process since the large vertical tracer exchange
between the deep and surface waters may yield different distributions of nutri-
ents which could e.g. affect the oceanic primary production (Lévy et al., 2010).
However, the Labrador Sea is a region of very deep convection and prone to
numerical errors due to steep bottom slopes. Thereby, FESOMs ability of local
mesh refinement enables us to identify the involved dynamics across all spatial
scales. A multi-resolution sensitivity study would be the next step in order to
relate instabilities from the mesoscale and the submesoscale.
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This study investigated the effects of a high spatial ocean model resolution on
the order of the first baroclinic Rossby radius of deformation on the modeled
North Atlantic dynamics and thermodynamics in comparison to a ∼1◦ control
run. The following conclusions were made, from large to small spatial scales:
• The high-resolution ocean model needs a considerably longer time to
adjust from initial conditions in order to reach a quasi-equilibrium mean
state, likely through long baroclinic Rossby waves that affect the model
spinup adjustment on basin scales.
• Vivid interactions between the boundary current and mesoscale eddies
contribute a significant amount of horizontal tracer fluxes. These fluctu-
ations were shown to contribute to restratification after deep convection
events in the Labrador Sea.
• Turbulent kinetic energy exchanged across spatial scales from 5 to 300
km yields an additional way of model adjustment to forcing. Large
ageostrophic velocities were seen to add an important contribution to
baroclinically unstable conditions.
These aspects must be studied in greater detail in future to obtain better
numerical representations of the world ocean. For this, research programs
should focus on improved physical parameterizations of low-resolution ocean
(and climate) models. Increasing the resolution certainly is not the only route
of progress. Moreover, increasing the resolution on a large scale as done in
this study imposes difficulties in separating effects on different spatial and
temporal scales. The transition from the low- to the high-resolution mesh, for
example in terms of the used 3D mesh nodes (Tab. 2.1), yields an increase
of the degrees of freedom of factor ∼30, which certainly induces ambiguities.
Moreover, all derived results and conclusions only hold in an ocean-only world.
Consideration of global coupled climate models, and, most importantly, real
observations, is crucial for understanding.
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