Handwritten signature recognition has a wide application prospect in the field of identity identification. This paper presents a shape feature, dynamic feature extraction and recognition technology of LSVM state based on the combination of handwritten signature recognition system. Objective function changes in the experimental model of SVM, to LSVM, to avoid decomposition when solving the multiple solution algorithm of the problems existing in the SVM, for the purpose of improving the operating time of the system. The experimental results show that it has a high recognition rate and faster recognition rate.
Introduction
As a behavior characteristic, handwritten signature has its own biological features as relative stability and imitative difficulty. In many cases such as signing a contract, agreement or making any certificate, handwritten signature is usually indispensable and has irreplaceable legal status and importance. Hence, handwritten signature recognition has a wide application prospect in the field of identity identification [1] . However, as the dynamic feature of handwritten signature loses during the writing process, factors that can represent the signer's feature become less, which leads to a low recognition rate of handwritten signature. This paper introduces a LSVM based handwritten signature recognition system which has a high recognition rate and fast recognition speed according to the experimental result of imitation.
LSVM based handwritten signature recognition system
The design idea of the handwritten signature recognition system in this paper is: conduct a pre-treatment of the image of the handwritten signature, including the smoothing, binarization, normalization and refinement of the signature image; extract the features of the pre-treated image from the aspects of shape features and pseudo dynamic characteristics [2] , and select them with Bhattacharyya algorithm; at last, use LSVM as the algorithm for the recognition and get the handwritten signature recognition system [3] . The process of LSVM based handwritten signature recognition system is shown in Figure 1 . 
LSVM (Lagrangian Support Vector Machine)
LSVM is a new machine learning method [4] proposed by Vapnik et al. Due to its outstanding learning performance, LSVM has a wide application in various fields such as detecting and discriminating human faces, recognizing handwriting letters and categorizing articles.
The idea that supports the LSVM is: to make the sample information compromise between the model complexity and learning capability so as to obtain the best generalization ability that is the ability of predicting future output accurately. The idea is based on the VC theory in statistical theory and the principle of the minimum structure risk, and LSVM is to find out the optimal classification plane between two different categories of samples on the basis of minimum structure risk. H . The optimal plane means a plane that can not only separate the two categories accurately but also has a maximum classification interval between the two categories.
Figure 2 Optimal classification plane
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According to Figure 2 , the classification interval of the two categories is w 
The quadratic programming problem with linear constraints in Formula (3) can be solved by using Lagrange multiplier method and is defined as following Lagrange function:
If the two sides of Formula (4) take the partial derivatives 0 of w and b , the optimal question should satisfy the following formula according to Kuhu-Tucker condition:
There will be very few i a (that is Lagrange multiplier) that is not 0. ）to replace the dot product in the optimal classification plane, the optimal function will be:
Other conditions in the algorithm will keep the same. This is the nonlinear SVM. However, as standard support vector machine solves dual problems mainly by quadratic programming, the training speed is very low. Besides, there will be plenty of matrix operations with this algorithm. As a result, in recently years, many scientists introduced the LSVM (Lagrangian Support Vector Machine), which is proposed by OlviL Mangasarian in 2001 [6] . LSVM made a small change on the objective function of SVM model so that to change the dual problem into a minimum quadratic function which has no upper limits, then solve with iteration. In this way, LSVM can avoid the problem of decomposition for many times and improve the algorithm training speed greatly.
If there are m sample points in the n dimensional space that need to be categorized and are 
Take the derivatives respectively of w ，  ， y in the above formula and set them 0, we gain:
Substitute them into Formula (15), we get the dual problem:
As shown, the revised problem was changed to an optimization problem without upper constraint condition and can be simplified as: 
（18）
We assume e Qa    , then the KKT（Karush Kuhu Tucher） condition of the optimization problem for the Formula (16) will be:
means both a and  should be non-negative vectors Any two real numbers (or vectors) a and b can satisfy the following theorem:
Formula (19) (that is KKT condition) can be changed into following equation form (  can be any positive number):
According to the KKT condition above, we can get Formula (21), which is an iterative formula that will lay an important basis for LSVM algorithm. The formula is shown as: 
Instruction of the samples used in the system and experimental results
In the experiment, we collected 400 handwritten signatures from 10 different age groups. First we asked the 10 subjects to sign 20 signatures in different time and environment so that we obtained 200 real signatures; then we asked them to imitate 20 signatures from others, and we got 200 false signatures. So we have 400 signatures in total, 50% of real signatures and 50% of false signatures. During the experiment, we divided the real signatures into two groups, 100 of them were combined with 40 false signatures and were treated as the training samples. Both of the training samples and the rest samples were regarded as the sample of experiment recognition.
Here we take "林建书"as an example to analyze the experimental results. Figure 3 and Figure 4 are some of the real and false signatures of "林建书". Figure 4 False signatures of "Lin Jianshu" First, we conduct a pre-treatment on the original image and extract 9 features of the treated image from the aspects of shape and pseudo dynamic characteristics. But not all the features will be used. We would use Bhattacharyya to select the features and get 7 of the features for the distinction and recognition, which include: depth-width ratio of the level-compressed signature, black dot area and total area ratio, relative gravity in the horizontal and vertical directions, gray feature of skeleton direction, high gray level stability feature, grayscale distribution histogram of the handwritten signature.
The experiment was conducted with the LSVM Handwritten signature recognition algorithm. The experimental results are shown in Table 1 : 
Conclusion
This paper proposed a handwritten signature recognition system based on LSVM recognition technology combined with extraction of shape feature and dynamic feature. The system extracted 9 different features of the handwritten signature image from the aspects of still and dynamic characteristics and eventually selected 7 features as the level for distinction and recognition so that to obtain a better recognition rate with minimum features. Based on the off-line LSVM algorithm recognizer, the experiment changed the objective function of SVM model into LSVM, which avoided the multiple solution problem existed in the SVM and improved the operation time of the system.
