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Imagen: Jodie Barringer Myers





















«La mera formulación de un 
problema es muchas veces más 
importante que su solución, que 
puede ser meramente una 
cuestión de habilidad matemática 
o experimental. Plantear nuevas 
cuestiones, nuevas 
posibilidades, considerar viejos 
problemas desde un nuevo 
ángulo, todo ello requiere de una 
imaginación creadora y marca los 





Revisión de la literatura
RFPs
Ocurrencia
Revisión de la literatura
C Johannes Jansson/norden.org
Imagen: reviewproductnetwork.tk







































































Datos cuantitativos en ciencias sociales: 










Cómo de bien mide el 
concepto
Fiabilidad
Apropiado para el contexto


























































Adquisición y valoración sistemática de la información para 
proporcionar realimentación útil acerca de un objeto
Imagen: www.actionableresearch.org








Evaluación de los resultados







• Formulación del problema
• Conceptualización
• Detalle de alternativas e 
implicaciones
• Evaluación de alternativas
• Implementación de la selecciónFormulación de preguntas •







para toma de decisiones•
C Bibliotecas Municipais da Coruña
Validez externa
Modelado de la muestra
Identificación para generalización
Similaridad proximal
Contextos de generalización: tiempo, lugar, personas, contexto
Muestreo aleatorio* (pero de verdad) para mejorarla
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Muestreo






























Selección cada n puestos
Muestreo aleatorio de área (clúster)
Imagen: pixar.wikia.com
Muestreo no probabilístico
En general, considerado menos riguroso
Accidental (muestreo de conveniencia)
Disponibilidad
Intencional




Muestreo de expertos (panel)
Muestreo de cuota: proporcional o no* proporcional
Muestreo de heterogeneidad
Muestreo bola de nieve
















Alta correlación Baja correlación
Validez convergente y 
discriminante
X1 X2 Y1 Y2
X1 1,000 0,931 0,121 0,051
X2 0,931 1,000 0,090 0,106
Y1 0,121 0,090 1,000 0,955























Teoría del valor verdadero







C Fir0002  www.flagstaffotos.com.au
Tipos de fiabilidad



























































Cómo crear una encuesta
Imagen: oasishr.com
1. Determinar el contenido, alcance y propósito de las preguntas.
2. Elegir el formato de respuestas.




Niveles de medida: nominal, ordinal (preferencias),
intervalo (Likert), diferencial semántico, Guttman (acumulativa).
Preguntas filtro (condicionales).
No más de dos niveles.
Gráfico de salto.
Escalas
Asignación de objetos a números,
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Regresión (a la media)








Selección-Regresión (a la media)
Múltiples grupos



















N O X O
N O O
X O


























Si X, entonces Y











Estamos interesados en determinar si los dos grupos son 




















Efecto del tiempo de










r 1 5 5 5








r 1 5 7 6








r 1 5 5 5








r 1 5 7 6








r 1 5 5 5








r 1 7 5 6








Diseño en bloques aleatorizados

























R O X O
R O O
Permite eliminar heterogeneidad causada por covariables.




Diseño de grupos no equivalentes
C USDA
N O X O
N O O
Los grupos deben ser tan similares como sea posible…








Selección-Regresión (a la media)




















































Selección-Regresión (a la media)
Diseño de regresión discontinua
Asignación basada en
umbral de puntuación
en medida antes del
programa
C USDA
C O X O
C O O
Diseño de regresión discontinua
C USDA
www.socialresearchmethods.net www.socialresearchmethods.net
Diseño de regresión discontinua
C USDA
Necesitan 2.75 veces el número de participantes
de un experimento aleatorio















No permite emparejar respuestas pre y post.








No susceptible a selección-madurez
N
N
N O O X O











N O X O O











N(n=1) O X O
N O O
Reduciendo amenazas a la 
validez
Imagen: wiki.cantara.no












Evitar explicaciones alternativas (p.ej., añadir grupos, medidas…)













1. Expandir en el tiempo
(Establece línea base)
Imagen: www.yourbusybee.com




(útil si no hay pretest; ej. memoria, recuerdo)
Imagen: www.yourbusybee.com
4. Expandir grupos
Reglas del buen diseño
Imagen: www.yourbusybee.com
Imagen: www.yourbusybee.com
1. Fuerte base teórica
Imagen: www.yourbusybee.com
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Análisis
Imagen: blog.udacity.com
1. Preparación de los datos
2.Descripción de los datos (estadística descriptiva)
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Validez de las conclusiones
Imagen: powerlisting.wikia.com
Posibles amenazas
1. No hay relación pero concluimos que sí
2. Hay relación pero concluimos que no
¿Por qué podemos errar?
Imagen: powerlisting.wikia.com
1. Violar las suposiciones de los test estadísticos
2. “Ir de pesca”
3. Fiabilidad de las medidas
4. Fiabilidad del programa
5. Heterogeneidad de los participantes
Potencia estadística
C 365psd
Probabilidad de que la hipótesis nula sea rechazada
cuando la hipótesis alternativa es verdadera
Potencia estadística
C 365psd
Probabilidad de que la hipótesis nula sea rechazada
cuando la hipótesis alternativa es verdadera
Componentes
1. Tamaño de la muestra
2. Tamaño del efecto
3. Nivel de significación
Potencia estadística
C 365psd
H0 verdadera, H1 falsa. En realidad…
• No existe relación
• No hay diferencia
• Nuestra teoría es errónea
H0 falsa, H1 verdadera. En realidad…
• Sí hay relación
• Sí hay diferencia




• “No hay relación”
• “No hay diferencias”




Las probabilidades de decir que no hay relación o 
diferencias cuando en realidad no existen.
Las probabilidades de correctamente no confirmar
nuestra teoría.
El 95% de las veces, cuando no hay efecto, diremos
que éste no existe
β (e.g., .20)
ERROR DE TIPO II
Las probabilidades de decir que no hay relación o 
diferencias cuando en realidad sí existen.
Las probabilidades de no confirmar nuestra teoría
cuando es cierta.





• “Sí hay relación”
• “Sí hay diferencia”
• “Nuestra teoría es 
correcta”
𝜶 (e.g., .05)
ERROR DE TIPO I
(NIVEL DE SIGNIFICACIÓN)
Las probabilidades de decir que sí hay relación o 
diferencias cuando en realidad no existen.
Las probabilidades de confirmar incorrectamente
nuestra teoría.




Las probabilidades de decir que sí hay relación o 
diferencias cuando sí existen.
Las probabilidades de confirmar que nuestra teoría
es correcta.
En el 80% de los casos, cuando decimos que existe































Grupos no equivalentes ANCOVA con corrección de fiabilidad
Regresión discontinua Regresión polinómica









(Hair et al., 2010)
Reglas selección
técnicas análisis
(Field, 2013)
Imagen: www.threespiresbrewing.com
