Abstract. Analytical models exist for evaluating gossip-based information propagation. Up to now these models were developed only for fully connected networks. We provide analytical models for information propagation of a push-pull gossiping protocol in a wireless mesh network. The underlying topology is abstracted away by assuming that the wireless nodes are uniformly deployed. We compare our models with simulation results for different topologies.
Introduction
In traditional distributed computing, one or more nodes in a network, called servers, organize all other nodes in the network, centrally. The emergence of new distributed networks like peer to peer, ad hoc and sensor networks has introduced new challenges in organizing networks to efficiently route or disseminate information in a distributed manner. The topology of these networks is mostly partially connected and can change over time. Nodes can join and leave the network without informing other nodes. Each node has just a partial view of other nodes, which may continuously change. Mostly, partial views contain some information about neighbors or a history of information from a fraction of other nodes. In peer to peer networks, a node's neighbors are a random subset of other nodes, while in wireless ad hoc or sensor networks they are located in the radio range of that node. This makes it very hard to obtain some sort of global view in such networks. In contrast, information propagation in such networks has been demonstrated to be feasible. To this aim, nodes continuously exchange information with their neighbors, to acquire some recent information about e.g. their proximity or the network state. Nowadays, a lot of research concerns this challenge, considering scalability, fault tolerance and robustness, graceful degradation, and adaptability.
Epidemic-style or gossip-based protocols [5] are a fundamental solution for information propagation in dynamic networks. These protocols are simple, probabilistic in nature, and based on local operations. They are in general periodic and execute in a fully distributed manner. They have been exploited primarily to provide the required underlying infrastructure. Their performance has been evaluated by empirical evaluation, simulation and analytical models, see e.g. [10, 2, 7] . Empirical evaluation is helpful to study protocols or their implementation in a real deployment. However, it is costly and mostly performed in a small-scale experiment, which may not reflect the large-scale behavior of a protocol. In contrast, simulation and analytical models may help to extract the large-scale, longtime behavior of a protocol, as well as its correctness and performance. However, these approaches do not consider all aspects of real deployment scenarios.
Related works. Analytical models tend to abstract away from the behavior of a protocol with regard to some performance measures, and can provide a good view to tune parameters of a protocol to improve performance. Models for the aggregation of information by gossip-based protocols (e.g. [3, 4, 9, 8] ) draw their inspiration from the mathematical theory of epidemics, or use Markov chains or random walks. In [1] mean-field analysis is used for modeling gossip-based protocols in networks with a very large number of identical nodes. These models all assume a fully connected network, which is a reasonable assumption for peer to peer networks. It is sometimes hidden behind a peer sampling service which allows nodes to select a node uniformly at random. In [2] a model has been developed for information propagation by a simple push-pull gossip-based protocol, called the shuffle protocol [6] . The local behavior of protocol, i.e. the pairwise node interaction which is considered as an atomic operation, is modeled by a probabilistic state transition system. Through differential equation, two properties of the shuffle protocol are expressed as functions of protocol parameters:
replication ratio The fraction of nodes having a copy of a given item at a certain moment in time coverage ratio the fraction of nodes that have seen a copy of a given item before a certain moment in time
The model from [2] is also only valid for fully connected networks. In a wireless network, a node can only communicate directly to nodes in its radio range. A path between two nodes may pass through other nodes, so for propagating a piece of information, cooperation and coordination among nodes are needed. Different topologies for wireless networks have been introduced in the literature, such as grid, partial or fully connected mesh, star and tree to name a few. Among these, we consider a partial mesh network in which nodes are deployed uniformly in a disk-like area and connected to each other according to their proximity. There is assumed to be a path between all pairs of nodes. Disk-like grid and fully connected mesh networks are also covered by our model, as they are cases of uniformly deployed wireless mesh networks (WMNs). In this paper, we adapt the model from [2] to model the propagation of information for the shuffle protocol on uniformly deployed WMNs. We use a probabilistic state transition system and convergence or steady state characteristics of the shuffle protocol to model propagation of an item in a WMN. Next to a symbolic analysis, we compare our model against simulations with an implementation of the shuffle protocol, for different topologies and parameter settings. These simulation results demonstrate that our model provides a good prediction of the behavior of the shuffle protocol. To the best of our knowledge, this is the first attempt to model information propagation of a gossip-based protocol in WMNs.
The paper is organized as follows. Sect. 2 gives a brief description of the shuffle protocol from [6] , and of the analytical model of its local behavior from [2] . In Sect. 3, analytical models are developed for WMNs, which are evaluated in Sect. 4. Finally Sect. 5 contains conclusions and future work.
Shuffle Protocol
Gossip-based protocols are pairwise and probabilistic in nature. In a network of size N , these protocols consist of N local, pairwise and periodical gossiping operations between neighboring nodes which lead to some global characteristic for the network, like robustness or convergence. The locality of operations in these protocols makes them robust to network churn, while their probabilistic nature can provide convergence. Gossip-based protocols can be push-based, pullbased or a combination of them.
Our paper is based on a gossip-based protocol named the shuffle protocol, introduced in [6] . It is a push-pull protocol in which each node has a cache of items of size c and periodically exchanges a random subset of size s from these items with a random neighbor.
Description
Nodes periodically initiate a shuffle. Although nodes are not synchronized, they all have an inner timer which periodically times out with approximately the same frequency and changes the state of a node from passive to active. We call such a period a round hereafter, and assume that it takes one time unit. When a node switches to the active state, it initiates a shuffle and then switches back to the passive state. In the passive state, a node is waiting for shuffles which are initiated by others. Below a brief description of a shuffle in this protocol is given. For more details we refer the reader to [6] .
1. Node A selects one of its neighbors B uniformly at random, and sends a copy of a random subset of size s from items in its local cache to B. 2. Node B receives s items from node A, in response sends a copy of a random subset of size s from items in its local cache to A, and updates its cache (step 4). 3. Node A receives s items from node B, and updates its local cache (step 4). 4. Received items for which a copy is already present in the local cache, are redundant. To update the cache, each node replaces non-redundant sent items with non-redundant received items.
This protocol ensures that no item will disappear completely from the network. When a new item is introduced into the network at one of the nodes, the number of nodes which hold (or have seen) a copy of this item will increase over time. If the number of distinct items in the network does not exceed the capacity of local caches (c ≥ n), all nodes will eventually hold a copy of this item, and the replication ratio and coverage ratio will both converge to 1. But if c < n, the replication ratio does not converge to 1.
Probabilistic state transition system
To model the propagation of a given item in the network, in [2] a shuffle between two nodes is modeled by a probabilistic state transition system, depicted in Fig. 1 . A node is in state 1 if it has the given item, and in state 0 otherwise. All probabilities are of the form P (a 2 b 2 |a 1 b 1 ) with a 1 , a 2 , b 1 , b 2 ∈ {0, 1}. Given an information exchange between two nodes in state a 1 and b 1 respectively, it indicates the probability that after the exchange these nodes are in state a 2 and b 2 respectively. [2] determined the transition probabilities for one shuffle, i.e., for one information exchange between two nodes. They are presented below; in the formulae, n refers to the number of items, and c and s to the cache and exchange buffer size respectively:
These probabilities model local behavior of the shuffle protocol. In [2] these probabilities were used to model the global behavior (replication and coverage ratio) in fully connected mesh networks using differential equations. In this paper we carry over this work to WMNs.
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01 00 10 11 Based on the state transition system of a shuffle, shown at the left-hand side of Fig. 1 , a state transition system for each node can be derived, as shown at the right-hand side of Fig. 1 . For instance the transition probability P (0|1) or P (1|0) denotes the probability that a node loses or gains the given item in a shuffle, respectively. Thus P (0|1) = P (01|10)·P 0 +P (01|11)·P 1 and P (1|0) = (P (10|01)+ P (11|01)) · P 1 . In the shuffle protocol, after convergence of the replication ratio for the given item, the average number of nodes which go from state 0 to state 1 is equal to the average number of nodes which go from state 1 to state 0 during a round. This property expresses a steady state for all nodes, giving the following equation:
In the above equations, P 1 (P 0 ) is the probability that a node has (does not have) the given item. Replacing P (0|1) and P (1|0) by the formulas above (and P 0 by 1 − P 1 ) yields P 1 = c n . That is, the replication ratio should converge to c n , which is in line with a uniformly random distribution of all items over the network.
WMN Model of the Shuffle Protocol
We want to model propagation of information by the shuffle protocol in a uniformly deployed WMN. At time 0, a fresh item is introduced at the central node of the network. The shuffle protocol propagates this item in the network.
Our model aims to estimate the average behavior of all possible propagation scenarios. When the item is inserted into the network, its replication ratio and coverage ratio are both 1 N , where N is the number of nodes. We assume c < n. As mentioned in Sect. 2.2, the replication and coverage ratio should converge to c n and 1 respectively. The nodes which have a copy of the given item are called source nodes. We assume a disk-like area with radius R; the initial source node is located at the center of this disk and the other nodes are uniformly deployed throughout this area. Thus the node density (d) is N π·R 2 . Nodes can communicate to nodes which are located in their radio range; we assume all nodes have radio range r ≤ 2 · R. The neighbors of a node are uniformly distributed in the intersection of the disk-like area and the radio range of the node. So the average number of neighbors (H) for each node is less than π ·r 2 ·d−1. Substituting
The average length of a hop (L) is approximately the radius of a circle around the node which contains half of the π · r 2 · d − 1 nodes. The node itself is inside too, so there are 
At the left side of Fig. 2 , a sample of a disk-like uniformly deployed WMN with parameters r = 2, R = 10 √ 10 and N = 3150 is shown. The distribution of neighbors, the number of nodes having a certain number of neighbors, is given at the right. The vertical dotted line in this figure shows the average number of neighbors, which is 11.6102. The aforementioned formula for the average number of neighbors yields H = 11.6000, which is close to the real scenario depicted in We aim to model the propagation of the given item by the shuffle protocol according to the replication and coverage ratios. We exploit the convergence characteristic of the shuffle protocol to mathematically analyze how the replication ratio α(t + 1) (given α(t)) and coverage ratio β(t + 1) (given α(t) and β(t)) change over time. Our problem has six parameters: network parameters r, R and N , and protocol parameters c, s and n. In a snapshot of an execution of the shuffle protocol at some time t before convergence, we can observe a circular area around the central node in which the relative replication ratio has converged to c n , while in the remaining area it is less than c n . We implemented the shuffle protocol, and ran it on a uniformly deployed WMN with parameters r = 2, R = 10 √ 10, N = 3150, c = 100, s = 50 and n = 500. Fig. 3 shows some snapshots of an execution of this implementation. In each snapshot, the circle indicates the convergence circle: the largest circular area in which the relative replication ratio has converged to c n . We denote the replication and coverage ratio inside a convergence circle by α and β respectively. We also denote the number of interior nodes and source nodes in such a circle by N and S respectively; so α = S N . Let r c (t) and α(t) denote the convergence circle radius and the replication ratio in a snapshot at time t. By definition the number of source nodes at time t is N · α(t). We have N = π · r c (t) 2 · d. Substituting c · α(t). We define r cmax (t) as the maximum possible r c (t) in a snapshot at time t, so r cmax (t) = R · n c · α(t). Thus: Given a snapshot at time t, the propagation circle is the smallest circle centered by the central node which contains all source nodes and has a relative replication ratio of at most c n (or the entire disk of radius R if α(t) ≥ c n ). Let r p (t) denote the radius of the propagation circle at time t. Clearly,
To illustrate the applicability of r p (t), consider a snapshot of an execution of the shuffle protocol in a WMN at time t. Only nodes inside or just outside the propagation circle of this snapshot had a chance to perform a shuffle with source nodes during the previous round. Possibly some nodes further than r p (t) had the given item during round t but dropped it in the same round.
Lower bound on r p (t + 1)
In this section, we obtain a lower bound on the average of all possible values of r p (t + 1), denoted by r p (t + 1), for a given snapshot at time t, in which the replication ratio is α(t). This provides a lower bound on the average number of nodes which will have a chance to perform a shuffle with source nodes during the next round. This lower bound will in turn help us to find a lower bound of the average of all possible replication and coverage ratios in the next round.
To this aim, we assume a situation in which r p (t) takes the lowest possible value for the given replication ratio α(t). Thus, according to inequality 3, we assume r p (t) = r cmax (t), which implies r c (t) = r cmax (t). We calculate the average of all possible values of r p (t + 1), which provides a lower bound for r p (t + 1). Fig. 4 . A scenario in which the given item travels multiple hops away from the central node in one round. Fig. 4 illustrates the mentioned scenario at the start of round t+1. The arc is a portion of the maximum possible convergence circle area with radius r cmax (t). In this scenario, at the start of the next round, all source nodes (empty bullets) are inside or on the circle. Some of them (like s) may exchange the given item to nodes outside this circle during the next round. In Fig. 4 , D and A,B,C are groups of neighbors of s which are nearer to and further from the central node than s, respectively. In the next round, s may shuffle and send the given item to a node in group A, then that node may send it to a node in group B, and so on. Clearly, in such a scenario, r p (t + 1) is greater than r cmax (t). On the other hand, in round t + 1, s may shuffle and send the given item to a node in group D and drop it. In this case, r p (t + 1) might decrease, but only if all other source nodes that are located near the the convergence circle in round t act in this same fashion in round t + 1. Consequently, the probability that r p (t + 1) decreases has a probability close to 0. Thus, to find a lower bound on the average of all possible values of r p (t + 1), for each i ≥ 0 we calculate the probability that the given item travels i hops further than r cmax (t) in round t + 1, and we ignore the case i < 0.
The neighbors of an arbitrary node s are divided into two groups: D contains the neighbors closer to the central node than s, and A contains the neighbors further away. (On average, the number of neighbors of s with exactly the same distance to the central node is almost zero, so these can be ignored.) The fraction of neighbors of s which are closer to or further from the central node can be approximated by the areas of D and A. The area of D can be calculated as follows, where is the distance of s to the central node. On average approximately half of the neighbors of a node s are in D. Clearly, on average each node shuffles twice in each round, once as an initiator and on average once as a selected node. Therefore we assume that in a round each node shuffles once with a nearer node in D and once with a further node in A.
We assume r c (t) = r cmax (t), so the relative replication ratio inside the arc is close to c n , and outside it is close to 0. For each i ≥ 0, we calculate the probability P ( h = i) that the given item in a source node like s travels i hops away from the central node in the next round. To find the transition probabilities, we use P s and P d (introduced in [2] ), which denote the probability that a node selects respectively drops the given item in a shuffle. We define one more probability P n , which expresses the chance of the given item to go one hop nearer to the central node and be removed from a source node s, when s shuffles with a nearer node u. The given item will be removed from s and go to u if (1) s selects the given item and sends it to u with probability P s , (2) u does not send the item to s because either it does not have the item with probability n−c n , or it has the item with probability c n but does not select it with probability (1 − P s ), and (3) s drops the item with probability P d . So:
Replacing P s and P d by 
We write P ¬n and P ¬s for (1 − P n ) and (1 − P s ) respectively. By assumption, in a round, each node on average shuffles once with a nearer node and once with a further node. The probability that s remains as a source node and does not send the given item further is:
In the above equations, 1 2 in each term denotes the probability of each of two possible scenarios: the shuffle with a nearer node or with a further node executes first. The other two parts of each term denote that the given item stays at s and does not move further. Replacing P s and P n by s c and n−c n−s yields:
When the given item passes through a path of i hops from s to a node e in one round, the following three steps should take place: 1. In s, one of the following two scenarios should happen. Either the first shuffle is with a nearer node and the given item is not removed from s, and then in the second shuffle it moves to a further node. Or the first shuffle is with a further node and the given item moves to it.
2. For nodes in the middle of the path from s to e, the shuffle with a nearer node should be executed first to take the given item, and then the shuffle with a further node should be executed to send it further. 3. When the given item reaches e, one of the following two scenarios should happen. Either the given item reaches e in the second shuffle. Or the given item reaches e in the first shuffle with a nearer node, and does not move further in the second shuffle.
According to the above steps, P ( h = i) for i ≥ 1 is:
Replacing P s and P n in this equation yields:
Let denote a random variable that expresses the distance of an arbitrary node to the central node. According to uniform deployment, for any value between 0 and R, the cumulative density function 4 F ( ), which expresses the probability that ≤ , equals
3 . On average the given item goes at most distance R − beyond a source node s. On average this distance is covered by
hops. (Recall that L denotes the average length of each hop, see equation 1.) Thus, we approximate the average of h as follows:
Concluding we arrive at the following lower bound for r p (t + 1):
This lower bound will help us to find an estimation of the replication and coverage ratio in the next round.
Modeling replication and coverage ratio with differential equations
We now construct two differential equations that approximate the replication and coverage ratio of the given item from a round-based perspective. They express the long-term behavior of the system as a function of the six parameters. We need to know the probabilities of a node in a given state (0 or 1) to interact with another node in a given state. In WMNs, before convergence, the density of source nodes decreases from the central node to the edge of the disk, so the distribution of source nodes over the disk is not uniform. Given a snapshot at time t with replication ratio α(t), we found a lower bound of r p (t + 1). We model the protocol behavior considering a greedy scenario in which r p (t+1) is equal to this lower bound. With this greedy scenario we use the fact that when the propagation radius does not increase much, the distribution of source nodes inside becomes uniform relatively fast. We call the circle with a radius one hop (of average length) more than the propagation radius the shuffle circle, and denote its radius by r sh (t + 1). All nodes in the shuffle circle have approximately the same chance to shuffle with a source node in round t + 1. According to inequality 4 and the definition of the shuffle circle:
At time t there are π · r sh (t + 1) 2 · d nodes in the shuffle circle. Approximately N · α(t) of them are source nodes, so the relative replication ratio of the shuffle circle is α = N π·r sh (t+1) 2 ·d · α(t). The shuffles that can influence the number of source nodes in the next round are restricted to the shuffle circle. So the variation of α per round, dα dt , can be derived from α and the probability that the given item replicates or disappears in each shuffle in the shuffle circle:
The first part, between brackets, indicates the probability that the given item replicates or disappears during a shuffle within the shuffle circle during the next round. The first term expresses the probability that a source node shuffles with a non-source node in the shuffle circle and replication increases by one, while the second term expresses the probability that two source nodes shuffle in the shuffle circle and replication decreases by one. The second part normalizes the result as a differential equation for all networks. Simplifying the right-hand side of the equation yields
where σ(t) denotes [2] for fully connected networks, we have the extra stepwise coefficient σ(t), which reflects the impact of uniformly deployed WMN topologies on the speed of information propagation. In our model, if the network is fully connected then r = 2 · R, and so σ(t) = 1. Hence our model coincides with [2] for fully connected networks.
To model the coverage ratio β(t) over time, the same approach is followed. At time t there are about β(t) · N covered nodes in the shuffle circle, and β = N π·r sh (t+1) 2 ·d · β(t) is the fraction of nodes in the shuffle circle that are covered nodes. A non-covered node will be covered in the next round if it receives the given item from a source node and does not lose it in the remaining time of the next round. Namely, each node only checks its cache for new items at the end of each round, so new items which come and leave during a round are not covered. Thus the variation of β per time slot (round) dβ dt can be derived from α and β and the probability that the given item replicates to a non-covered node and does not disappear until the end of this round:
The first part, between brackets, indicates the probability of increase in the number of covered nodes during the next round inside the shuffle circle, and the second part normalizes the result as a differential equation for all networks. There are two terms between brackets, showing two scenarios: the first and second term refer to the scenarios in which a node is covered in its first or second shuffle, respectively. The factor 1 2 needs to be included because when a node is covered this happens with 50% chance in its first shuffle and with 50% chance in its second shuffle in a round. In the first term, the P (1|1) ensures that the node that receives the given item in its first shuffle, will not lose it in its next shuffle in the same round. We have
Substituting P (1|0) and P (1|1) in the differential equation of the coverage ratio and simplifying the right-hand side of the equation yields:
To evaluate our model, we will perform a stepwise calculation of α and β for a given parameter setting, taking into account that α(0) = β(0) = 1 N .
Evaluation of the Model
The model from Sect. 3.2 gives the replication and coverage ratio of the shuffle protocol in a uniformly deployed WMN, for a parameter setting c, s, n, r, R, N . As mentioned before, we also implemented the shuffle protocol. To evaluate our model, we compare its outcomes with simulations of our implementation of the shuffle protocol, for a disk-like area with radius R = 10 √ 10 and N = 3150. In the first experiment, we considered a radio range of r = 1 for all nodes, and deployed them in a grid structure. We simulated the shuffle protocol for different settings of n, c, s, and compared the results of these simulations to our model. Coverage ratio s=50 s=100 s=150 s=200 Fig. 6 . Coverage ratio in simulations and model for r = 1, n = 2100, c = 300 and different values of s for s. In each of these figures, the curves in the graph at the left represent the average and standard deviation over 100 simulation runs, and the curves in the graph at the right are calculated with our model. We separated the results of the model and the simulations to avoid having a tangled view of the curves. These figures demonstrate that our model gives a good estimation of the growth of the replication and coverage ratios over time. Experiments with other values of n, c, s gave similar good results.
In the second experiment, we compared simulation results for two types of topology and the model. We considered a radio range of r = 2 for all nodes, and deployed them in a grid as well as in a uniform at random network. Simulation results in both deployments, for different settings of n, c, s, were compared to our model. Figs 7 and 8 present the outcomes for n = 2100, c = 300 and n = 500, c = 100 respectively and different values for s. For clarity of presentation we leave out the standard deviations in these figures. The curves in each figure contain the average over 100 simulation runs and the outcomes of our model in both deployments. In these figures, the graph at the left represents the comparisons of the replication ratios and the graph at the right represents the comparison of the coverage ratios. The figures demonstrates that our model gives a good estimation of the behavior of the shuffle protocol. Experiments with other values of n, c, s gave similar good results.
In all figures, we expect that our model gives an underestimate of the behavior of the shuffle protocol, but some rounds before the convergence we face to a more speed in our model. This is the result of using the h in our model instead of h for simplification which overestimate it when the given item reaches near the border of area. Thus some rounds before convergence r sh (t + 1) increases faster until it reaches to R and consequently the model estimates (not underestimate) the behavior of the shuffle protocol some rounds before the convergence. Coverage ratio grid,s=50 random,s=50 model,s=50 grid,s=200 random,s=200 model,s=200 
Conclusion and Future Work
The analytical models for information propagation of a push-pull gossiping protocol are the main contribution of our paper. We have demonstrated that information propagation of a push-pull gossip-based protocol can be analytically modeled in WMNs. To this aim, we considered a disk-like and uniform deployed area in which all nodes have the same radio power. We assumed that links and nodes do not crash and the network topology is connected. Our models support different uniformly deployed topologies like grids and fully or partially connected meshes.
We have developed differential equations for computing how the replication and coverage ratio of a given item in the network develops over time, for the pushpull gossip-based shuffle protocol; the given item is introduced at the central node at time 0. Simulations with an implementation of the shuffle protocol showed that our analytical models provide an accurate prediction. Our models can help to find optimal parameter settings for the shuffle protocol.
For the future we would like to extend our models for different deployments and areas with different shapes or density. We also intend to extend our models to take into account that nodes may crash or links may be down. We are also curious to explore the usefulness of our approach in modeling other gossip-based protocols in wireless networks.
