The paper is mainly focused upon the study of a class of second order degenerate elliptic operators on unbounded intervals.
Introduction
In the papers [4, 6, 10] The three above-mentioned approximation processes fall within a more general class of positive operators, referred to as exponential-type operators, which are generated by an analytic function p ∈ C([0, +∞[) which is strictly positive on ]0, +∞[ [11, 8] .
So, we are naturally led to investigate whether, also in this more general situation, the differential operator Au = 1 2 pu , defined on a suitable domain, generates a C 0 -semigroup of positive operators and whether the semigroup can be represented as a limit of iterates of the exponential-type operators corresponding to p.
We prove that, under suitable assumptions on the growth at infinity of p and its derivatives, the above problem has a positive answer.
In addition, by using results of [2, 3] , we show that the semigroup is the transition semigroup of a continuous Markov process on [0, +∞].
In the particular case p(x) = x 2 (x 0), starting from the stochastic differential equation associated with A, we also find an integral representation of the semigroup and we determine its asymptotic behaviour on bounded continuous functions. 
Preliminaries on exponential-type operators
For any m 1 set
The space E m will be endowed with the Banach norm
E 0 m is a closed subspace of E m . Moreover, for every m 1,
For the sake of brevity we shall also set
From now on we shall fix an analytic function p ∈ C ([0, +∞[) such that
We shall assume that there exists a family ( n,x ) n 1,x 0 of probability Borel measures on [0, +∞[ such that
By considering (2.9) as a differential equation in the sense of the theory of generalized functions [15] and by using methods developed in [8] in several cases it is possible to describe a family ( n,x ) n 1,x 0 satisfying (2.8) and (2.9).
Here we present some examples (see [8] for more details):
where each ε k/n denotes the unit mass concentrated at k/n.
where n,x (u) = 
and I 1 is a modified Bessel function of the first kind. Under assumptions (2.8) we can define a sequence of positive linear operators on E ∞ by setting, for every n 1 and f ∈ E ∞ ,
The operators L n (n 1) are also referred to as the exponential-type operators associated with the function p.
In cases (i), (ii) and (iii) above, they reduce to Szász-Mirakjan operators, Baskakov operators, Post-Widder operators, respectively.
In the sequel we shall also assume that
In particular we get
In particular, for f = 1, e 1 , e 2 , e 3 , we obtain
As regards the behaviour of the operators on the subspaces E m we have the following result.
Theorem 2.1. Assume that
Proof. Let n 1 be fixed. By using induction on m 1 we shall prove that Suppose that it is true for a given m 2. By using (2.14) for f = e m we obtain
.
where
By using Leibniz's differentiation formula it is easy to verify that for all r 0,
This completes the proof of (2.17).
, and so
This yields
which means that L n (f ) ∈ E m and
Thus L n is continuous from E m into itself and
m and ε > 0. Then there exists a 0 such that
For x b we have
which implies
The generator (A, D m (A))
Under the same assumptions of the previous section, for every m 1 consider the differential operator
We proceed to show that the operators (A, D m (A)) and ( 
Moreover, the restrictions of (T m (t)) t 0 to the spaces
Feller semigroups whose generators are ( 
Proof. We shall apply Theorems 2.3 and 2.6 of [3] and, to this end, it is enough to verify conditions (2.6), (2.7) and (2.8) of that paper.
In fact, conditions (2.6) and (2.7) are satisfied because of (2.16) (with r = 0). As regards (2.8) we have to show that the following supremum is finite:
A direct calculation yields indeed
and hence the proof is complete. 
Clearly,
In the sequel we shall suppose that Let us remark that 
This means that 
is a core for (A, D m (A)).

Finally, if u ∈ D(
Before stating the main result, we need the following Proposition 3.4. Consider the subspace D 0 described by (3.5) . Then, for m 2,
Proof. We shall prove part (i) by applying Proposition 5.1 of [5] (See also [1] , Theorem 1). First note that, by using formula (2.15), for every x 0 we obtain
where x is defined by (2.12). From these formulae one can easily check that all the assumptions of Proposition 5.1 of [5] are satisfied and so part (i) follows because for every u ∈ D 0 we have lim 
Theorem 3.5. Denote by (T m (t)) t 0 the semigroup generated by (A, D m (A)) in
. Then for all f ∈ E 0 m and t 0,
10) where (k(n)) n 1 is an arbitrary sequence of positive integers such that k(n)/n − → t and L k(n) n stands for the iterate of order k(n) of L n . In particular, the limit in (3.10) is uniform on compact subsets of [0, +∞[.
Proof
. From Theorem 2.1 (ii) it follows that for all n 1 and p 1,
Combining this estimate, Theorems 3.1 and 3.3, and Proposition 3.4, the result follows by using a theorem of Trotter ([14, Theorem 5.3] ; see also [13, Chapter 3, Theorem 6.7] ). Therefore, denoted by E x (Z t ) and V ar x (Z t ) the expected value and the variance of Z t with respect to P x (x 0, t 0), by using (i) and (iii) of Theorem 3.1 with m = 2, we obtain
Remark 3.6. 1. Theorem 3.3 in the cases
According to the terminology introduced by Feller ([7] ; see also [3, pp. 220-221] ), +∞ is a natural boundary point for the process and so, according to Theorem 3.1, (i), as well, the process cannot reach +∞ in a finite time.
The boundary point 0 can be exit or natural according to the behaviour of the function p as x → 0 + .
More precisely, if lim x 2 ∈ R\ {0}, then 0 is a natural boundary point and so it cannot be reached by the process in a finite time.
On the semigroup associated with the Post-Widder operators
We start with some introductory remarks. Let
Consider the evolution problem
where g ∈ K 2 (R). It corresponds to the differential operator
(A more general problem, corresponding to the differential operator ( 
(See [12, Exercise 5.6) . Consider the function u(x, t) := Eg(X x t ), t 0, x ∈ R. By Theorem 8.1.1 in [12] , it satisfies (4.1). Moreover, for t > 0 and x ∈ R we have
has compact support} and consider the evolution problem
Then g ∈ K 2 (R) and so u(x, t) := Eg(X x t ) (x ∈ R, t 0) is a solution of (4.1). It follows that u(x, t) = Ef (X x t ) provided that x 0, t 0 and hence u(x, t) (x 0, t 0) is a solution of (4.3). For t > 0 we have
So we are led to consider the operators
Our aim is now to show that the operators V (t) act on E 0 m as well and V (t) = T m (t) on E 0 m for every t > 0, where (T m (t)) t 0 is the C 0 -semigroup considered in Theorem 3.1 for p(x) = x 2 (x 0).
We shall proceed in several steps. First of all we point out that, if f ∈ E 0 m , then for every t > 0 and x 0 the integral 
Proof. Let f ∈ E 0 m . We have first to show that V (t)f ∈ E 0 m . It is easy to show that V (t)f is continuous by using the Lebesgue's dominated convergence theorem, the continuity of f and the uniform estimate
which holds true for every u ∈ R and x ∈ [0, b], and for every b > 0. In order to evaluate the asymptotic behaviour of
so that the absolute value of the integrand in (2) is majorized by f m where
and is Lebesgue integrable on R. So, by the Lebesgue's dominated convergence theorem
Hence from the first inequality in (3) it follows that 
A further property of the operators V (t) is indicated below. Recall that
Proof. Fix t > 0 and f ∈ K 2 (]0, +∞[).
For simplicity write
and
with g 2 ∈ L 1 (R). So it is possible to differentiate under the sign of the integral and 
Now, the integrand in (3) goes to 0 as x → +∞. Furthermore, there exists M 0 such that x 2 |f (x)| M (x 0) and hence, for x 0 and u ∈ R,
Again from the Lebesgue's dominated convergence theorem it follows that lim We are now in the position to show our main result. In conclusion, |T 1 (t)f (x) − f (0)| ε, and the proof is complete.
