Abstract Nine methods to determine local-scale aerodynamic roughness length (z 0 ) and zero-plane displacement (z d ) are compared at three sites (within 60 m of each other) in London, UK. Methods include three anemometric (single-level high frequency observations), six morphometric (surface geometry) and one reference-based approach (look-up tables). A footprint model is used with the morphometric methods in an iterative procedure. The results are insensitive to the initial z d and z 0 estimates. Across the three sites, z d varies between 5 and 45 m depending upon the method used. Morphometric methods that incorporate roughness-element height variability agree better with anemometric methods, indicating z d is consistently greater than the local mean building height. Depending upon method and wind direction, z 0 varies between 0.1 and 5 m with morphometric z 0 consistently being 2-3 m larger than the anemometric z 0 . No morphometric method consistently resembles the anemometric methods. Wind-speed profiles observed with Doppler lidar provide additional data with which to assess the methods. Locally determined roughness parameters are used to extrapolate wind-speed profiles to a height roughly 200 m above the canopy. Wind-speed profiles extrapolated based on morphometric methods that account for roughness-element height variability are most similar to observations. The extent of the modelled source area for measurements varies by up to a factor of three, depending upon the morphometric method used to determine z d and z 0 .
Introduction 3 Determination of Aerodynamic Parameters in Urban Areas

Reference-Based Methods
Reference-based approaches require comparison between site photography and first-order height and/or density estimates to reference tables (e.g. Grimmond and Oke 1999; Wieringa et al. 2001 ). Wieringa's (1993) comprehensive review of roughness length data provides tables for homogenous surfaces, whilst Grimmond and Oke (1999) focus upon urban areas, therefore the latter is used here.
Morphometric Methods
Relations Between Aerodynamic Parameters and Roughness-Element Geometry
Morphometrically-determined aerodynamic parameters in urban areas traditionally consider three flow regimes-isolated, wake interference and skimming (Oke 1987) . These are related to the plan area index (ratio of plan built area occupied by roughness elements (A p ) to total area under consideration (A T ): λ p = A p /A T ) and frontal area index (ratio of the windward facing area of roughness elements (A f ) to A T : λ f = A f /A T ). As surface cover (A p ) increases the magnitude of z d scaled by H av is traditionally observed to produce a convex curve asymptotically increasing from zero to 1 (Fig. 1a) . In contrast, the relation between λ f and z 0 /H av has a peak at λ f between 0.1 and 0.4 depending on the method used to determine z 0 (Fig. 1b) . The maximum possible λ p is unity, although λ f can exceed this.
Staggered and non-uniformly oriented groups of roughness elements generate a larger drag force than regular arrays, causing a more pronounced peak in z 0 , as well as larger values of z d (Macdonald 2000; Cheng et al. 2007; Hagishima et al. 2009; Zaki et al. 2011; Claus et al. 2012) . Roughness-element height variability also influences flow and turbulent characteristics, as the taller roughness elements generate a disproportionate amount of drag (Xie et al. 2008; Mohammad et al. 2015b ). This suggests z d can be greater than the average roughness-element height (e.g. Jiang et al. 2008; Xie et al. 2008; Hagishima et al. 2009; Zaki et al. 2011; Millward-Hopkins et al. 2011; Tanaka et al. 2011; Kanda et al. 2013) , with a peak z 0 up to five times greater and displaced to higher λ f (Hagishima et al. 2009; Zaki et al. 2011) . Roughness-element staggering, orientation and most importantly height heterogeneity therefore need to be considered in morphometric calculations; especially in complex city centres, such as the current study site (Sect. 4.1).
Morphometric-Method Application in Urban Areas
Numerous morphometric methods exist ("Appendix") and each method has its own assumptions and intended range of applicability. Newer methods have incorporated increasingly complex geometric features or theoretical ideas pertaining to the relation between aerodynamic parameters and surface morphology.
Here, six morphometric methods (Table 1) are selected for assessment that meet the following criteria: (i) both z d and z 0 are included in the formulations; (ii) the method is applicable to a wide range of urban densities and environments; (iii) geometric data required are readily obtainable in complex urban environments; (iv) given resources available, the method is computationally feasible. Hereafter, the methods assessed are referred to by their abbreviation in Table 1 . When followed by subscript z d or z 0 the abbreviation refers to the zero-plane displacement or aerodynamic roughness length, respectively. The geometric parameters required by each method are shown in Table 1 .
The simplest, "rule of thumb" method (RT), only requires the average roughness-element height (H av ) which is linearly related to RT z d and RT z 0 ,
where the initial value used for f d is 0.7 and for f 0 is 0.1 (Grimmond and Oke 1999) . However, the value of f d is revisited in Sect. 5.1.2. 
Morphometric methods
RT
Rau
Bot
Mac
Mho Kan
Morphometric-method abbreviations: RT rule of thumb (Grimmond and Oke 1999) , Rau Raupach (1994) , Bot Bottema and Mestayer (1998) , Mac Macdonald et al. (1998 ), Mho Millward-Hopkins et al. (2011 , Kan Kanda et al. (2013) . Geometric parameters: H av average roughness-element height, λ p plan area index, λ f frontal area index, H max maximum roughness-element height, σ H standard deviation of roughness-element heights
Originally derived for vegetated surfaces, the Raupach (1994) method (Rau) provides reasonable results in urban environments (e.g. Bottema and Mestayer 1998; Grimmond and Oke 1999) ,
with
Here u z is the wind speed at roof height and empirical constants include: C Dv (the drag coefficient for vegetation = 0.3), C S (the drag coefficient for the substrate surface in the absence of roughness elements = 0.003), Ψ h (the roughness-sublayer influence functionaccounting for the correction to the logarithmic wind profile in the RSL = 0.193), C dl (a free parameter = 7.5) and (u * /u z ) max = 0.3. These constants suggested by Raupach (1994) are used here, but they do vary depending on roughness elements (Bottema and Mestayer 1998) . The Bottema and Mestayer (1998) method (Bot) is a simplified version of more complex formulations (Bottema 1995 (Bottema , 1997 specifically designed for urban areas. In the Bot method, a mutual sheltering parameter is used and it is assumed all of the drag experienced by the flow is due to roughness elements (therefore: u * = 0.5ρC Db u 2 z λ f , where ρ is the density of air, and C Db = 0.8 is the drag coefficient for buildings),
The Macdonald et al. (1998) Macdonald et al. (1998) suggest C Db = 1.2 and from wind-tunnel data (Hall et al. 1996) values of α = 4.43, β = 1.0 for staggered arrays, and α = 3.59, β = 0.55 for square arrays (Macdonald et al. 1998) . The suitability of these experimental data as a fit to the constants has been questioned because of the short fetch used and lack of direct shear-stress measurement (Cheng et al. 2007 ). Ratti et al. (2002) propose a correction to the Mac method to account for roughness-element height variability
where σ H is the standard deviation of roughness-element heights). However, the correction is not considered here as no basis is provided and z d is not addressed. Kastner-Klein and Rotach's (2004) empirically derived relationship using wind-tunnel results from a scaled physical model of Nantes, France, is also not considered because it does not incorporate λ f , a parameter that is regarded as important (Millward-Hopkins et al. 2011; Mohammad et al. 2015a) . Two morphometric methods that directly incorporate roughness-element height variability are explored: the Mho (Millward-Hopkins et al. 2011) and Kan (Kanda et al. 2013) methods.
Both are yet to be independently evaluated. The Mho method describes the viscous drag associated with the unsheltered frontal area of roughness elements (A * f ) and their rooftops when density is below a critical threshold. The urban canopy is divided into layers and a cumulative-height normalized z d and drag balance is calculated. This process is computationally intensive and complex to operate (Tomlin, 2015, pers. comm.) , therefore, a relation based on the more accessible standard deviation of roughness-element heights has been developed (Millward-Hopkins et al. 2011 ),
where
The Kan method uses large-eddy simulations for real urban areas in Japan (107 grid squares of size 1000 m (x) by 1000 m (y) by 600 m (z) with a 2-m resolution) and 23 simple arrays from the literature (Cheng et al. 2007; Hagishima et al. 2009; Leonardi and Castro 2010; Zaki et al. 2011) . Horizontally-averaged turbulent statistics, surface drag and wind-speed profiles were derived for each model grid and aerodynamic parameters determined through a least squares regression. Kanda et al. (2013) 
where a 0 , b 0 and c 0 are taken as 1.29, 0.36 and −0.17. X is the representative building height above the average building height (σ H + H av ), relative to the maximum building height,
for 0 ≤ X ≤ 1. For z 0 , the Kan method is a modification to Mac z 0 ,
where a 1 , b 1 and c 1 are empirically derived coefficients (0.71, 20.21 and −0.77) , and Y accounts for the impact of λ p and σ H on z 0 , tending to zero for homogeneous arrays (i.e. where σ H = 0),
for 0 ≤ Y . The six morphometric methods are applied across a range of roughness-element densities with homogeneous (Fig. 1a, b) and heterogeneous (Fig. 1c, d ) height. Their comparison demonstrates that aerodynamic parameters determined using the RT, Rau, Bot and Mac methods are independent of the height array used. Hereafter, these methods are collectively referred to as RE av (i.e. based upon average roughness-element height). In contrast, obvious differences occur for aerodynamic parameters determined using the Mho and Kan methods because of their direct consideration of height heterogeneity. Hereafter, the Mho and Kan methods are collectively referred to as RE var (i.e. they account for variable roughness-element heights).
Across (Fig. 1a, c) . For the homogeneous array (Fig. 1a, b for homogeneous arrays, respectively. As the methods were derived from datasets with 0.05 < λ p < 0.50 this is beyond their limits, and is uncommon for real cities (e.g. Fig. 1 ).
When roughness-element height heterogeneity is introduced (Fig. 1c, d For each method, z 0 increases to a maximum 'critical' frontal area index (λ f −crit ), and when roughness elements have homogeneous heights (Fig. 1b) , λ f -crit varies from a minimum of 0.11 (Mho z 0 ) to a maximum of 0.3 (Bot z 0 ). The peak magnitude is similar for In both cases, frontal area index (λ f ) and plan area index (λ p ) are varied from 0 to 1, note λ f can become larger than 1. The Mac method is shown for square (Sq) and staggered (St) arrays. Real city limits are based on Grimmond and Oke (1999) . Curves shown may extend beyond the extent to which the model was originally developed Mac z 0 for square arrays, Mho z 0 and Kan z 0 (0.1H av ), which is smaller than Mac z 0 for staggered arrays, Rau z 0 and Bot z 0 (0.15H av ). The decrease in z 0 beyond λ f -crit is most obvious for Mac z 0 , whilst Bot z 0 remains larger across its wider peak. When height heterogeneity (σ H ) is introduced (Fig. 1d) , an increase in Kan z 0 and especially Mho z 0 (up to a factor of four) is a response to the additional drag imposed by roughness elements of variable heights (Eqs. 12, 18). The Kan z 0 peak broadens to cover a wider range of densities.
Anemometric Methods
Multiple anemometric methods exist ("Appendix") that use slow and fast response sensors located at appropriate heights for which the logarithmic wind law is valid (Sect. 2.2). As single-level observations are more frequently available, two methods to determine z d and one to determine z 0 from single level, high frequency measurements are assessed. These use the meteorological variables indicated in Table 2 . 
EC Neutral
Methods TVM temperature variance method (Rotach 1994) , WVM wind variance method (Toda and Sugita 2003) , EC eddy covariance method (Grimmond et al. 1998 To determine z d the 'temperature variance' (Rotach 1994, Eq. 20) and 'wind variance' (Toda and Sugita 2003, Eq. 21 ) methods are used. These methods, based upon surface-layer scaling (Monin-Obukhov similarity theory), use the relation between the non-dimensional temperature variance, vertical velocity variance, and stability parameter z/L (Wyngaard et al. 1971; Tillman 1972) ,
where σ T and σ w are the standard deviation of temperature and vertical velocity respectively, T * is the temperature scale (T * = − w T /u * ), L is the Obukhov length (L = −T u 2 * κgT * , with g the acceleration due to gravity). Constants C 1 to C 4 are derived from observations, which vary across experiments and surfaces (e.g. Sorbjan 1989; Hsieh et al. 1996; Roth 2000) . Using constants where z d is assumed negligible (C 1 = 0.99, C 2 = 0.06, C 3 = 1.25 and C 4 = 3, Toda and Sugita 2003) , the differences between observed (φ obs ) and estimated (φ est ) φ T and φ w are compared. The z d is incrementally increased providing a new φ est value (for n iterations) and the z d value, which minimizes the root-mean-square error (RMSE) is taken as the appropriate value of z d ,
With z d determined and a direct observation of u * , the eddy-covariance (EC) method allows calculation of z 0 , through rearrangement of the logarithmic wind law,
whereū z and u * are determined from observations at z. The EC method is applicable during near-neutral stability if stationarity is met (Foken and Wichura 1996) . At least 20 observations (2014) are required to determine z 0 for a given wind-direction sector (Beljaars 1987; Grimmond et al. 1998 ). In addition, low wind speeds (ū z < 1 ms −1 ) are excluded (Liu et al. 2009 ).
Methods
Site Description
Three London Urban Meteorological Observatory network (http://micromet.reading.ac.uk/) sites in the central activities zone of London ( Fig. 2a) are used, where prior analyses have been undertaken (e.g. Kotthaus and Grimmond 2014a, b; Björkegren et al. 2015; Ward et al. 2015) . Instrumentation at the Strand campus of King's College London (KCL) has been mounted on towers upon the King's building (KSK), the Strand building (KSS), and to the west on the Strand building (KSSW) ( Table 3 ). Although geometric parameters and land cover vary with direction and meteorological conditions (through the measurement source area, Sect. 7), values based on a 1-km radius are provided in Table 3 .
Observations
The period analysed for aerodynamic parameter determination is 2014 for the KSSW site and 2011 for the KSS and KSK sites. During independent assessment of the methods (Sect. 6), an additional 2 months in 2010 are considered at the KSS site. Identical instrumentation is used at the KSS and KSSW sites, as the equipment was moved along the Strand building ( Fig. 2c ) in 2012 preventing temporal overlap across all sites. The periods analyzed allow for seasonal variability of meteorological conditions, whilst limiting surface cover changes (e.g. construction).
A sonic anemometer (CSAT3, Campbell Scientific, US) measured the three-dimensional wind velocity and sonic temperature at a sampling frequency of 10 Hz at each site. The anemometers were supported by a single tube mast at the KSK site (Clark Masts CSQ T97/HP) and a triangular tower at the KSSW and KSS sites (Aluma T45-H). Instrument orientation was south-westerly to minimize potential mast-induced distortion for the prevailing wind directions.
The sensor heights are at z = 1.97H av (KSK), 2.48H av (KSS) and 2.55H av (KSSW) for H av in the surrounding area of 1-km radius (Table 3) . Although relative heights vary with direction and meteorological conditions (e.g. Sect. 7), measurements at the KSK site are closest to the top of the RSL and therefore more likely to be affected by roughness-element wakes. In contrast the sensors at the KSS and KSSW sites are assumed to be at heights above the RSL. To evaluate this assumption, analysis of drag coefficient and turbulence intensities was undertaken around the sites to identify potential flow disturbance from nearby roughnesselement wakes (e.g. Barlow et al. 2009) . The analysis at the KSK site reveals that flow from the northern sector is disturbed by the Strand building (Fig. 2c , as noted by Kotthaus and Grimmond 2014b) . At the KSS site, disturbance of flow is aligned with a nearby rooftop microscale anthropogenic source of moisture and heat that has previously been shown to influence turbulent fluxes (Kotthaus and Grimmond 2012) . At the KSSW site, potential disturbance is aligned with a tall slender structure protruding from the Strand building roof (Fig. 2c) . Elsewhere, no disturbance is identified, indicating the measurements at the KSS and KSSW sites are predominantly clear of roughness-element wakes and therefore above z = H RSL .
Data are pre-processed following Kotthaus and Grimmond (2014a) . Eddy-covariance planar fit coordinate transformation is performed using 'ECpack' software (Van Dijk et al. 2004 ) and a yaw rotation provides wind speed aligned to the mean direction (Kaimal and Finnigan 1994) . Humidity corrections are applied to the sonic temperature (Schotanus et al. 1983) and 30-min flux calculations are used to capture both the high and low end of the energy spectrum. An Ogive test (Moncrieff et al. 2004) ensured that this was an appropriate time period.
A Halo Photonics Streamline pulsed Doppler lidar situated at the KSSW site for 8 months (Table 3 ) operated in Doppler beam swinging mode, as outlined by Lane et al. (2013) . The lidar, measuring wind speed and direction, has 30-m gates with the mid-point of the first usable gate 141 m above ground level. The sampling interval of 120 s allows 1-h averages to be calculated, which reduces error in the mean wind speed, whilst also ensuring stationarity (Lane et al. 2013) . 
Determination of Aerodynamic Parameters
Flow Diagram Illustrating Framework of Analysis
At each of the measurement sites, local aerodynamic parameters are determined using the reference-based, morphometric and anemometric methods (Fig. 3) and evaluated (Sect. 5). Wind-speed profiles are then extrapolated using the logarithmic wind law (Eq. 1) and aerodynamic parameters from each method for comparison to wind speeds observed aloft using Doppler lidar (Fig. 3 , L 1 ) (Sect. 6). An example of the impacts upon the source area for measurements is also shown (Sect. 7). Application of the reference-based approach only requires aerial photography (Fig. 3 , R 1 ) to provide aerodynamic parameters (Fig. 3, R 2 ) . The more involved anemometric and morphometric determination of z d and z 0 are expanded upon in Sects. 4.3.2 and 4.3.3, respectively. Decisions or available resources at each step potentially influence results; e.g. if a source area footprint model is used (Fig. 3, M 4 ).
Anemometric Determination of Aerodynamic Parameters
To determine z d with the temperature and velocity variance methods (Fig. 3, A 3 ), 10 • directional sectors are used (000 • −010 • , etc) to provide sufficient observations whilst allowing for varying fetch. As the methods require unstable conditions (0.05 ≤ z /L ≤ 6.2, Roth 2000, where z = z − z d ), an a priori assumption of z d is required (Fig. 3, A 2 ). The methods are applied by defining stability with several values of z d , ranging from zero to the measurement height in 5-m increments, providing a range of solutions for each 10 • sector. If the denominator in φ T (T * ) or φ w (u * ) (Eqs. 20, 21, respectively) approaches zero, periods are removed. The additional criteria of u * > 0.05 m s −1 and T * < −0.05 K may remove difficulties encountered using the methods in previous studies (e.g. De Bruin and Verhoef 1999; Rooney 2001). The methods are applied using rural (C 1 − C 4 , Sect. 3.3) and urban (Roth 2000) constants, as well as those determined using non-linear regression (Bates and Watts 1988) of Eqs. 20 and 21 to observations at each site. However, the two latter methods require an a priori assumption of z d and therefore provide a solution that is similar to the initial z d , and not useful.
The z d value from both the temperature and velocity variance methods for each 10 • sector are used to determine neutral conditions |z /L| ≤ 0.05 (Fig. 3, A 4 ) , and subsequently to calculate z 0 (Fig. 3, A 5 ) using the EC method (Eq. 23).
Morphometric Determination of Aerodynamic Parameters
A 4-m resolution surface elevation dataset (Lindberg and Grimmond 2011 ) is used to determine the geometric parameters required to apply the morphometric methods (Fig. 3, M 1 ). For each morphometric method an initial estimation of z d and z 0 is made for 1 • sectors and a 1-km fetch (Miz d , Miz 0 ) (Fig. 3, M 3 ). During this process, four annuli are used (0-250, 250-500, 500-750 and 750-1000 m; e.g. Fig. 2b for the KSSW site) to weight surface geometry (50.00, 31.25, 12.5 and 6.25%, respectively), based on Kotthaus and Grimmond's (2014b) footprint climatology. The Kormann and Meixner (2001) analytical footprint model (Fig. 3, M 4 ) is then used to indicate the probable extent of the turbulent flux source area for each 30-min period of meteorological observations. The footprint model requires the measurement height and the observed σ v (standard deviation of the lateral velocity component), L, u * and wind direction. It also requires z d and z 0 , hence their initial estimation (Miz d and Miz 0 ) that is averaged across σ v for each period of observations (Kotthaus and Grimmond 2014b) .
The 80% cumulative source area for each measurement (30-min) is used to weight the fractional contribution of each grid square in the surface elevation database (Fig. 3, M 5 ). A weighted geometry is then determined, allowing for source area specific aerodynamic parameters (Mz d and Mz 0 ) to be calculated for each morphometric method (Fig. 3, M 6 ). The Mz d and Mz 0 values for each observation period are iteratively provided to the source area model until the mean absolute difference of the parameter between iterations is < 5% or four iterations are performed. The latter is deemed appropriate given computational requirements and the range of values across the methods (Sect. 5). The methodology implies that Mz d and Mz 0 vary for each 30-min time period as a consequence of the varying source area. When the source area becomes so small that it covers only the nearest few roughness elements (e.g. during very unstable conditions or large z d ) a morphometrically determined z d or z 0 is inappropriate. Therefore, only source areas extending horizontally beyond 100 m from the measurement sensor are considered.
The initially-estimated aerodynamic parameters (Fig. 3 , step M 3 : Miz d and Miz 0 ) were found to be independent of the solution, irrespective of source area model (Kormann and Meixner 2001; Kljun et al. 2015 models used) . Thus, it is possible to omit steps M 2 and M 3 (Fig. 3 ) and initialize the model with any reasonable roughness parameters (e.g. open country: z 0 = 0.03 m, z d = 0.2 m). Here, steps M 2 and M 3 are retained for completeness. In addition, the Kormann and Meixner (2001) model is used, as the Kljun et al. (2015) model requires specification of the boundary-layer height, which is not available for all observations.
Results
Zero-Plane Displacement (z d )
z d Determined by Anemometric Methods
The stages of the application of the temperature and velocity variance methods are demonstrated for the KSSW site in Fig. 4 . The z d values determined by each method are unbiased by the initial z d used to define stability (Sect. 4.3.2), which causes <5-m variability in any wind direction (indicated by the range in each method, Fig. 5 ). In addition, the impact of varying the empirical coefficients C 1 − C 4 (Sect. 3.3.) (based on Sorbjan 1989 and Hsieh et al. 1996 ) is < 5 m in any 10 • sector, and therefore generates similar uncertainty to that of the stability definition (Fig. 5a-c) .
The similarity relations (Eqs. 20, 21) for temperature are consistently associated with a larger RMSE value compared to those for vertical velocity (e.g. Fig. 4d, e) , because the temperature data have a relatively larger spread. Across sites, RMSE values for the velocity variance method relation varies between 0.18 and 0.49, whilst it is 0.35-0.97 for the temperature variance method. The larger RMSE values associated with the temperature data may be caused by the thermal inhomogeneity of the area. The RMSE value for the temperature data increases with height (i.e. the largest RMSE value is observed at the KSSW site), which is attributable to the larger extent of the source area and more numerous sources and sinks of heat. Tables 1 and 2 Toda and Sugita (2003) suggest application of both the temperature and velocity variance methods assist in the determination of z d . This is true at both the KSSW and KSK sites where z d determined using each method varies by approximately 5 m for each 10 • sector (Figs. 4f,  5a, c) . In comparison, the method solutions at the KSS site consistently vary by > 13 m (Fig. 5b) . The large variability at the KSS site is most likely associated with the nearby rooftop microscale anthropogenic sources of moisture and heat (Kotthaus and Grimmond 2012) influencing turbulent fluxes.
The z d based on the temperature variance method is consistently larger than that for the velocity variance method (Fig. 5a-c) . Previous studies found z d may be larger than H av in urban areas using both the temperature (Grimmond et al. 1998 (Grimmond et al. , 2002 Feigenwinter et al. 1999; Kanda et al. 2002; Christen 2005; Chang and Huynh 2007; Tanaka et al. 2011 ) and velocity (Tsuang et al. 2003) Table 3 ).
No obvious association is evident between the directional variability of z d and surface characteristics. For the temperature variance method, z d is similar for all directions at each site ( Fig. 5a-c ), varying by < 5 m. Whereas, the velocity variance method z d varies by up to 10 m, possibly because of occasional flow interference from roughness-element wakes. The parks (1-2 km upwind to the west) do not obviously influence z d , but considering the extent of the source area for the measurements (Sect. 7) this is expected. The River Thames (Fig. 5a -c, blue shading) and small parks (Fig. 2b) closer to the measurement sites also do not affect the z d values. Following Jackson (1981) , z d is the centroid of the drag profile of the roughness elements. The lack of directional variability in anemometric z d indicates the surface drag is dominated by taller roughness elements (maximum building height is 40-60 m in all directions). This is consistent with the disproportionate amount of drag observed to be exerted by taller roughness elements in a heterogeneous mix (Xie et al. 2008; Mohammad et al. 2015b ).
z d Determined by Morphometric Methods
There is less inter-site variability in z d values determined using each morphometric method, compared to the anemometric methods (Fig. 5a-c) . However, the range of values between morphometric methods (intra-site variability) is larger than for the anemometric methods. There is an obvious separation between the methods based upon uniform (RT, Bot, Rau, Mac: RE av ) and heterogeneous (Kan and Mho: RE var ) roughness-element heights. Across the sites, the former range between 5 and 20 m, whereas the latter are between 25 and 40 m (or almost twice the RE av methods). The river, between directions 092 • −223 • (site dependent, see Table 1 ), causes a reduction in average height and therefore also in z d determined by the RE av methods. In comparison, the RE var methods are unresponsive because σ H becomes larger in these directions. The variability between the morphometric methods therefore becomes at least a factor of four in directions where the river is located.
When the measurement footprint has higher urban densities (non-river directions) z d determined by the RE av methods varies between 15 and 20 m across all three sites, with an approximate inter-method variability of ±5 m. This increases to ±10 m when the river sector is included, with z d values as low as 5 m at the KSK site. The variability of the RE av methods in the river sector (Fig. 5a-c) is proportional to the extent of the source area that is occupied by the river, which reduces λ p . Between the methods, Bot z d is consistently smallest and Mac z d is the largest for more densely packed directions.
As expected from the sensitivity analysis (Fig. 1) , Kan z d is consistently up to 5 m larger than Mho z d (Fig. 5a-c) . Both methods indicate z d ≥ 1.5H av for the surrounding area-a value typically used to estimate the minimum RSL depth (Roth 2000) . Such high z d values support the contention that roughness-element height variability is important when considering the determination of H RSL , in addition to, for example, H av and roughness-element spacing (Cheng and Castro 2002 ). An effective mean building height has been suggested as a more appropriate scaling parameter for H RSL that incorporates building-height variability (Millward-Hopkins et al. 2011, their Eq. 21 ). It may also be possible to consider the influence of height variability on H RSL through directly considering σ H or H max (e.g. H RSL = 2H av + σ H ). At the KSK site, the z d value determined by the RE var methods is consistently of the order of the measurement height, or greater, suggesting that the flux footprint either cannot be calculated or is consistently smaller than 100 m in horizontal extent and therefore few values are reported here (Fig. 5c, f) .
If the f d constant used in the RT method is doubled (Eq. 2), the predicted z d value aligns reasonably well with the z d value estimated by the RE var methods (Fig. 5a-c, 2RT 
Aerodynamic Roughness Length (z 0 )
z 0 Determined by Anemometric Methods
The aerodynamic roughness length determined using the EC method is a function of both observations (i.e.ū z and u * for each 30-min observation) and the z d determined using the temperature and velocity variance methods. Therefore, the consistently larger z d determined using the temperature variance method (Fig. 5a-c) implies that the associated z 0 is consistently lower than that of the velocity variance method. For each method, the interquartile range of z 0 (Fig. 5d-f In directions without the river, the median z 0 varies between 0.25 and 3 m, tending towards the lower end of typical z 0 values reported for cities (Grimmond and Oke 1999) . This is likely because the dense packing of roughness elements (λ f and λ p ≥ 0.5) creates a flow more characteristic of skimming than chaotic (e.g. Oke 1987) .
When the flow is aligned with the river (Fig. 5d-f , between 090 • −120 • and 190 • −210 • ), z 0 values become smallest at the KSSW and KSS sites (as low as 0.1 m) because of flow along the smoother more homogeneous surface. This reduction is not obvious at the KSK site because of its lower siting and associated smaller source area (i.e. these measurements tend not to be affected by the river) (Sect. 7). At the KSSW site a reduction in z 0 to 0.25 m also occurs when the flow is aligned with the adjacent Strand street canyon (060 • , Fig. 2) , because of the reduction of drag as flow is channelled along the canyon. The effect of the channelling is not observed at the KSK site because of its lower and more southerly siting, nor at the KSS site because of the microscale anthropogenic heat and moisture source in the same direction (Sect. 4.2).
z 0 Determined by Morphometric Methods
The morphometric methods (except for the Mho method) have relative peaks in z 0 at the edges of the river sector (Fig. 5 blue shading) similar to where the anemometric z 0 becomes lowest (Sect. 5.2.1). This is because, although the majority of a source area may lack roughness elements and be smooth, the morphometric methods are responsive to the geometry calculated within the source area, which according to the morphometric method formulations generates disrupted flow. The peaks in the morphometrically-determined z 0 occur when the source area falls upon both river and buildings causing λ f to be close to λ f −crit (Fig. 1) . When most of the source area is river, λ f becomes smallest (λ f = 0.2). Here, the Mho method indicates the highest z 0 because the maximum Mho z 0 occurs at these smaller λ f values (Fig. 1) .
All morphometric methods indicate increased roughness to the north of the sites, in response to increased roughness-element height (H av up to 30 m). The variable surface morphology implies that inter-method variability is largest in these directions, varying between 1 and 4 m. In comparison, inter-method variability is least in the river sector (1.0-3.5 m), associated with the most consistent surface morphology. The directional variability of z 0 is primarily a function of λ f for all methods (except the RT method). The λ f value varies between 0.2 and 0.8 with wind direction, and the greater sensitivity of Bot z 0 and Mac z 0 to λ f (Fig. 1 ), implies they vary most with direction. Bot z 0 is consistently 2 m larger than all other morphometric methods because of its more pronounced peak of z 0 (Fig. 1) . In comparison, Mac z 0 tends to be lowest, especially where there is a greater frontal area index of roughness elements (e.g. 240 • − 300 • where λ f ≥ 0.5) because of its comparatively steep reduction of z 0 at higher λ f (e.g. Fig. 1 ).
The inclusion of Mac z 0 in Kan z 0 means that they vary similarly with direction. However, Kan z 0 tends to be 1-2 m larger than Mac z 0 in directions with higher frontal area, as the former does not have the steep drop off found in Mac z 0 at higher λ f (e.g. 240 • − 300 • at the KSSW and KSS sites). An increasingly smaller source area occurs as the RE var method values of z d become similar to the measurement height at the KSK site. This explains the spread and lack of calculated Kan z 0 and Mho z 0 here (Fig. 5f ).
Comparison Between Anemometric and Morphometric Aerodynamic Parameters
Application of the anemometric and morphometric methods at the London sites indicates that no individual value or method is optimum for aerodynamic parameter determination. Furthermore, the variability within and between the anemometric methods suggest it is not straightforward to use these as a basis for assessing morphometric methods. Therefore, the morphometric and anemometric z d are compared using the root-mean-squared error (RMSE z d ). For comparison of z 0 the logarithmic influence (e.g. Eq. 1) is accounted for by using the root-mean-squared geometric error (RMSGE z 0 ) (Jachner et al. 2007 )
where Az 0 and Mz 0 are the anemometric and morphometrically determined z 0 , respectively. The RMSE z d and RMSGE z 0 values between each morphometric and anemometric method at each site are plotted against each other in Fig. 6 (smaller symbols), with the larger circles representing the values for all observations. (Fig. 6, large circles) . The morphometrically-determined z 0 is consistently greater than the anemometric z 0 (Fig. 5d-f) , which is more obvious for the temperature variance method (RMSGE z 0 up to 2.70 m) than the wind variance method (RMSGE z 0 of up to 2 m) (Fig. 6) . No individual morphometric method calculates z 0 that is consistently similar to the anemometric methods, with RMSGE z 0 values for all observations ranging between 1.75 and 2 m (Fig. 6, circles) . However, Bot z 0 deviates the furthest from observations (RMSGE z 0 > 2.2 m) given its considerably larger magnitude (Fig. 5d-f) .
Both aerodynamic parameters (z d and z 0 ) are required for use in the logarithmic wind law. The difference in z d between the RE var and RE av methods is not compensated for in their respective z 0 values. Therefore, z d and z 0 determined by the RE var methods are consistently almost twice that of the RE av methods. The 2RT method (2RT z d + 2RT z 0 ) is closest to observations for both z d and z 0 , despite being a simple method to bring the RT method in line with the RE var methods. In contrast, the Bot method is consistently furthest from observations for both aerodynamic parameters.
Reference-Based Approach
Aerodynamic parameters from numerous field studies using observations and morphometric methods (the RE av methods only) informed Grimmond and Oke's (1999, their Table 6 and Fig.  7 ) synthesis, which is complemented with photography for application. Use of a referencebased approach to determine aerodynamic parameters at the KCL sites indicates only that z d > 7 m and z 0 > 0.8 m for all directions. This demonstrates the limitations of using reference-based approaches in complex urban areas, as they offer a broad range of values. In addition, the reference-based approach does not have sufficient detail to resolve the directional variability in z d and z 0 with local features, such as the channelling of wind flow along the River which lowered z 0 determined from observations (Sect. 5.2.1). The variability in both land cover and roughness-element height are only coarsely considered in reference classes. In addition, use of aerial photography remains subjective-for example 'high' and 'high-rise' categories (Grimmond and Oke 1999 their Fig. 7) both occur in the vicinity of the KCL sites, so selection may be inconsistent.
Independent Method Assessment-Wind-Speed Profile Extrapolation
With an observed wind speed (ū ref ) at a reference height (z ref ) during neutral conditions, locally determined aerodynamic parameters can be used to estimate the wind speed (ū z ) at a second height (z) using the logarithmic wind law (e.g. Wieringa 1993; Verkaik 2000)
The different methods to determine z d and z 0 are independently assessed through comparing wind speeds estimated using the logarithmic law by each method (Eq. 25) to wind-speed profiles observed with Doppler lidar (Fig. 3, L 1 ). For the comparison, the lidar is located at the KSSW site location (Sect. 4.2). Therefore, observations from the KSS site (45 m east of the KSSW site, Fig. 2 ) provideū re f (z ref = 48.9 m) and other variables (Eq. 25). Hourly data are used to ensure acceptable errors in the lidar data (Lane et al. 2013 ). The wind speed for each method is calculated at 1-m height intervals and then averaged over 30-m "gates" to correspond to the vertical resolution of the lidar. Observations at a greater height have a larger source area. Identical fetch in any direction is rare in an urban area, therefore, it is likely that z d and z 0 should also adjust with source area. To constrain changes in z d and z 0 throughout the profile, as well as the likelihood of overlapping internal boundary layers from surface discontinuities (e.g. Garratt 1990 ), the analysis is undertaken for the most homogeneous fetch within 10 km of the KSSW site (Fig. 2) . This is deemed to be the 000 • −045 • direction based upon 500-m grid squares of average ground height and the H av , H max and σ H values of roughness elements from the surface elevation database (Lindberg and Grimmond 2011) .
Outside of neutral stability, corrections are required to the logarithmic wind profile. These are based upon empirical fits to observations aloft of idealized surfaces and can vary considerably (Högström 1996) . Such corrections therefore introduce a source of uncertainty into extrapolated wind speeds and given the objective to evaluate aerodynamic parameters determined by different methods, only neutral stability is considered here. To ensure windspeed profiles are most likely for neutral stability, the highest (upper quartile) wind speeds are used (Drew et al. 2013) . Regression between the inverse of the Obukhov length (1/L) and wind speed measured at the KSS site for the same times confirms the tendency of the stability parameter z /L towards zero (neutral) as wind speeds increase. To ensure the depth of the urban boundary layer is sufficient, analysis is restricted to the lowest 200 m of daytime (0900-1700 h) profiles so the logarithmic wind law is appropriate (Cook 1997; Tieleman 2008; Li et al. 2010; Drew et al. 2013) . After filtering the lidar data, 33 profiles are available from the 000 • − 045 • sector with upper quartile wind speeds. Data are analyzed from the lowest three gates (mid-points: 141, 171 and 201 m). The mean observed wind speeds in each 30-m gate are 10.4, 10.9 and 11.4 m s −1 (lowest to highest, Fig. 7a ). These are most similar to the greater wind speeds extrapolated using aerodynamic parameters from the Kan, Mho and temperature variance methods (Fig. 7a) . Both z d and z 0 are free parameters in Eq. 25, therefore two different pairs of values can predict the same wind speed aloft. However, the comparatively lower z d of the RE av methods and lack of compensation for this in z 0 means that their extrapolated wind speeds are less than those from both the RE var methods and observations (Fig. 7) .
The differences (U diff ) between wind speeds extrapolated using the different methods and wind speeds observed by the lidar (for each of the 33 profiles compared) are summarized in Fig. 7b . Over 95% of observed wind speeds are underestimated by the RE av methods, with median underestimation between 1.5 a and 2.9 m s −1 (Fig. 7b) . The higher extrapolated wind speeds using the RE var methods have a median U diff < 0.6 m s −1 for all three lidar gates, which is within 6% of the mean observed wind speed. In addition, wind speeds extrapolated using the RE var methods most resemble the distribution of observed wind speeds, tending to evenly underestimate or overestimate observations (approximately 50% of cases respectively). The temperature variance method's largest z d and smallest z 0 produce a consistent overestimate in the wind speed (75% of cases), however it still shows a median U diff < 1.1 m s −1 for all gates (Fig. 7b) .
Results suggest that if high wind speeds are of concern, aerodynamic parameters determined using the Mho, Kan or temperature variance methods may be the most appropriate methods to estimate the neutral vertical profile of wind speed. No relation is observed between the individual U diff values and either meteorological conditions (e.g. L,ū ref , u * ) or the time of day. However, there are other potential reasons why differences in wind speed occur. Although the most homogeneous direction was selected (000 • −045 • ), the difference in source area between the sensor used for extrapolation (z = 48.9 m) and lidar (z = 126−216 m) implies that the flow is likely in equilibrium with different upwind surfaces. Accounting for the changes in upwind surface morphology may therefore improve wind-speed estimation. The concept of a blending height (z b ) above which the wind-speed profile is respond to an entire heterogeneous surface (Grimmond and Oke 1999; Roth 2000; Barlow 2014 ) may support this hypothesis, however there is uncertainty in the determination of z b (Grimmond and Oke 1999; Grimmond et al. 2004; Barlow 2014) . A further consideration is the depth of the ISL and therefore the theoretical validity of the logarithmic wind-speed profile to the heights assessed. However, the comparison was limited to daytime profiles below 216 m and the individual observed wind-speed profiles (Fig. 7a) indicate profiles compared are logarithmic in nature.
Source-Area Modelling Using the Morphometric Methods
The EC turbulent flux source area is a function of the aerodynamic parameters and meteorological conditions. The surface characteristics within the source area of an EC measurement are of interest, not only for explaining the flux partitioning (Kotthaus and Grimmond 2014b) and CO 2 exchange (Ward et al. 2015) , but also for determination of aerodynamic parameters themselves (which is why the iterative methodology is used, Sect. 4.3.3) . To assess the impact of the aerodynamic parameters determined by each morphometric method on the modelled source area, a footprint climatology for each method is generated at each site. The sum of all 80% cumulative weight source areas (Sect. 4.3.3) for each 30-min mean observation is normalized by the total sum of weights. As different years are analyzed (2014 at the KSSW site; 2011 at the KSS and KSK sites) direct comparison is not undertaken. However, the lower the height of the sensor, the smaller the modelled source area (i.e. KSSW, KSS to KSK site- Fig. 8 ). In addition, the source-area climatology is biased towards the dominant south-westerly wind direction. The greatest wind speeds from the south-west, as well as more frequent neutral conditions, means the source areas also extend furthest upwind in this direction.
The surface characteristics weighted by the footprint climatology (Fig. 8, Table 4 ) are different to those of the unweighted surrounding 1-km radius (Table 3 ). The similar measurement heights at the KSSW and KSS sites implies that their footprint climatology characteristics are similar. In comparison, the lower siting of the KSK site produces a smaller source area (Fig. 8d) , which is predominantly built and paved, with only 0.7% water. A wide range of geometric parameters occur in the source areas (Table 4a) , which modifies the ratio of the measurement height to roughness-element heights. The median H av for all sites is approximately 23 m and roughness-element height varies between 9.2 and 9.5 m (median σ H ). The smallest H av recorded is 10 m, in which case the measurement height = 5H av and well above the RSL (Sect. 2.1). However, some source areas have H av = 30 m, in which case measurements are at z = 1.67H av and therefore more likely influenced by roughness-element wakes.
The source areas modelled using the RE av methods are larger than the RE var methods because the greater zero-plane displacement of the latter leads to a smaller effective height of the measurements. For example, Mho z d is typically twice Mac z d and a comparison of the source areas modelled at the KSSW site using each respective method demonstrates this difference (Fig. 8a, b) . The upwind distance contributing to the 80% cumulative source area is consistently over three times further in all directions for the Mac method. This influences the surface characteristics that are determined for the source area. For example, the parks to the south-west of the sites (Sect. 4.1) are not within the Mho method source area, but fall within the 80% of the Mac method, explaining the larger proportion of vegetated land cover Table 4 Characteristics of the annual source area (80%) for each site (Fig. 8): (a) Geometric parameters and (b) Surface cover. See Tables 1 and 3 for measurement time periods and method/ geometry abbreviations
Site
Morphometric method (grass and trees) using the latter (Table 4b) . Geometric parameters are also influenced, which subsequently influence morphometrically-determined aerodynamic parameters. For example, the larger source area modelled using aerodynamic parameters from the Mac method gives a relatively larger H max , σ H , λ p , λ f and lower H av than within the Mho method source area (Table 4a ).
Conclusions
Morphometric and anemometric analysis of aerodynamic parameters for three adjacent sites in Central London give estimates of zero-plane displacement (z d ) between 5 and 45 m and aerodynamic roughness length (z 0 ) between 0.1 and 5 m. A source-area footprint model (Kormann and Meixner 2001 ) is used to apply the morphometric methods in an iterative procedure. Although a first-order estimate of z d and z 0 is required, the final z d and z 0 values are similar, independent of the initial estimation. This conclusion is true for another sourcearea model (Kljun et al. 2015) , indicating that an iterative procedure removes the need for initial site specific values. This saves time and also ensures more appropriate values of the aerodynamic parameters and source area dimensions. Two methods that rely on surface-layer scaling during unstable conditions are used to determine z d from observations (Rotach 1994; Toda and Sugita 2003) . The methods, not obviously sensitive to the initial z d used to define stability, agree that z d is larger than the average roughness-element height (H av ) in the surrounding 1-km fetch. Although this conclusion is supported by the literature, previously these values have been considered unreasonably large (Grimmond et al. 1998 (Grimmond et al. , 2002 Feigenwinter et al. 1999; Kanda et al. 2002; Tsuang et al. 2003; Christen 2005; Chang and Huynh 2007) .
Morphometric methods to determine z d can be split into two types based on the attributes of roughness-element height used, i.e. the average height (RE av ) or the variability/ maximum height (RE var ). The zero-plane displacement determined by the RE var methods is consistently larger than H av and twice the magnitude of that from the RE av methods, which is approximately 0.7H av . A simple doubling of z d determined by a rule-of-thumb morphometric method that is based only upon average roughness-element height, brought values more in line with the z d values determined using the RE var methods.
There is agreement between anemometric methods and the morphometric methods which consider height variability, that z d is larger than H av . This conclusion is supported by numerical and physical experiments (e.g. Jiang et al. 2008; Hagishima et al. 2009; Zaki et al. 2011; Millward-Hopkins et al. 2011; Tanaka et al. 2011; Kanda et al. 2013) indicating the taller roughness elements in a heterogeneous mix exert a disproportionate amount of drag on the flow (Xie et al. 2008; Mohammad et al. 2015b ) lifting the drag-profile centroid (Jackson 1981) above z = H av . The results verify Kanda et al.'s (2013) proposition that the maximum height (H max ) is a more suitable scaling parameter for z d and the standard deviation of the roughnesselement height (σ H ) (also used by Millward-Hopkins et al. 2011 ) is useful to parametrize roughness-element height heterogeneity. This conclusion has implications for the interpretation of output from anemometers (and potentially other meteorological sensors) in the heterogeneous urban environment. Sensors may need to be located higher above roughness elements to provide a local-scale (or neighbourhood), rather than microscale, measurement.
Morphometric-based z 0 values are consistently larger than the anemometric z 0 by 2-3 m. Although the two classes of morphometric methods (RE av and RE var ) do not demonstrate an obvious difference, root-mean-square error analysis demonstrates the RE var methods are most similar to observations. Individual RE av methods consistently result in the largest (Bottema and Mestayer 1998) and smallest (Macdonald et al. 1998 ) z 0 values.
The ability of each method to correctly estimate wind speed with height is assessed using locally determined aerodynamic parameters and the logarithmic wind law. Wind speeds observed with Doppler lidar (up to 200 m above the canopy) are underestimated with the RE av morphometric methods (median underestimation: 1.5 − 2.9 m s −1 for average wind speeds: 10.4 − 11.4 m s −1 ). Whereas, the larger z d determined using the RE var methods provides similar results to the observations (median differences < 0.62 m s −1 ), demonstrating the importance of considering roughness-element height heterogeneity when estimating the wind-speed profile.
The modelled eddy-covariance source area is typically a third (or smaller) of the size when RE var methods are used, as the effective measurement height (i.e. with z d accounted for) tends to be half that of the RE av methods. This has implications for land-cover and geometric parameters determined for a source area and their subsequent uses.
The tools for morphometric determination of z d and z 0 (including the two footprint models used) are available in the Urban Multi-Scale Environmental Predictor (UMEP, http://www. urban-climate.net/umep/UMEP, Lindberg et al. 2016) , which is an extension to the open source geographical information software QGIS. Bottema (1995 Bottema ( , 1997 for use in urban areas *Macdonald et al. (1998) Mac From fundamental principles and wind-tunnel data (Hall et al. (1996) 
