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Abstract
We prove that the classical normal distribution is infinitely divisible with respect to the free additive
convolution. We study the Voiculescu transform first by giving a survey of its combinatorial implications
and then analytically, including a proof of free infinite divisibility. In fact we prove that a sub-family of
Askey–Wimp–Kerov distributions are freely infinitely divisible, of which the normal distribution is a special
case. At the time of this writing this is only the third example known to us of a nontrivial distribution
that is infinitely divisible with respect to both classical and free convolution, the others being the Cauchy
distribution and the free 1/2-stable distribution.
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1. Introduction
Many concepts from classical probability have strikingly close analogues in Free Probabil-
ity. One of these concepts is infinite divisibility, for which an exact correspondence between
the domains of attractions in the classical and free world has been established by Bercovici
and Pata [6]. This correspondence suggests that classical and free probability lead parallel lives
in different worlds. From this point of view the main result of the present paper, as indicated
in the title, might come as a surprise, since the classical Gaussian distribution has no special
role in free probability theory, its counterpart being Wigner’s semicircle law according to the
Bercovici–Pata correspondence. However, Pérez-Abreu conjectured the -infinite divisibility of
the classical Gaussian distribution at a meeting in Guanajuato in 2007, based on joint work with
Arizmendi [3].
In the following we want to give some kind of context for this question, with the notion of a
generalized Brownian Motion (GBM).
In [11] two of the present authors introduced the class of GBM as families of self-adjoint
operators G(f ) (f ∈ H, for some real Hilbert space H) and a state ϕ on the algebra generated
by the G(f ), given by
ϕ
(
G(f1) · · ·G(f2n)
)= ∑
π∈P2(2n)
t (π)
∏
(i,j)∈π
〈fi, fj 〉.
Here P2(2n) denotes the set of pairings of 2n elements, and t is a weight function for such
pairings. The concrete form of t determines the specific Brownian motion.
The most natural example for such a GBM is classical Brownian motion, where t (π) = 1 for
all pairings π ; in this case one gets the normal law for G(f ). The q-Brownian motion fits into this
frame by putting tq(π) = qcr(π) (where cr(π) denotes the number of crossings of the pairing π );
in this case the law of the random variable G(f ) is related with the theta function of Jacobi,
and called q-Gaussian distribution γq , see [2,10,12]. If the parameter q changes from −1 to 1,
one gets an interpolation between the fermionic Brownian Motion (q = −1), the free Brownian
Motion (q = 0), and the classical Brownian Motion (q = 1).
In [11], the model of the free product of classical Brownian motions resulted in a new class
of GBM, with the function t given by
ts(π) = scc(π), (1.1)
where cc(π) is the number of connected components of the pairing π . Here s has to be bigger
than 1. This contains as a special case the following result: The 2n-th moment of the free additive
power of the normal law γ1 is given as follows:
m2n
(
γs1
)= ∑
π∈P2(2n)
scc(π),
for s > 1.
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yond their primary domain of applicability (see, e.g., [8]), it was natural to ask whether this
relation could also make any sense for s < 1. So, in this context, a natural problem is whether
the sequence on the right side of the above formula is a moment sequence for all s > 0? This
question is equivalent to the free infinite divisibility of the normal law! One can check easily that
the corresponding more general question on generalized Brownian motions (i.e., whether the ts
from Eq. (1.1) is still positive for s < 1) has a negative answer. From this point of view, the free
infinite divisibility of the classical Gauss seemed quite unlikely. However, numerical evidence
suggested the validity of that conjecture. In this paper we will give an analytical proof for this
conjecture. We want to point out that it still remains somehow a mystery whether the -infinite
divisibility of the Gauss distribution is a singular result or whether there is a more conceptual
broader theory behind this.
Another example of this phenomenon was found in [30], namely that the 1/2-free stable law
[6] is also classically infinitely divisible, being a β-distribution of the second kind with density
(4x − 1)1/2/x2.
1.1. Related questions
One way to describe certain probability distributions on R is by specifying their orthog-
onal polynomials. The orthogonal polynomials of the classical Gaussian distribution are the
so-called Hermite polynomials [23]. In [4], Askey and Wimp describe a family of deforma-
tions, indexed by c ∈ (−1,+∞), of the Hermite polynomials, called the associated Hermite
polynomials. These polynomials are orthogonal with respect to a family of probability measures
{μc: c ∈ (−1,+∞)}, which can be described in terms of a continued fraction expansion of their
Cauchy–Stieltjes transform as
Gμc(z) =
1
z − c + 1
z − c + 2
z − . . .
. (1.2)
The Cauchy–Stieltjes transform of a measure μ on the real line is defined by
Gμ(z) =
∫
R
1
z − t dμ(t), z ∈ C
+; (1.3)
when μ is a positive measure, this function maps C+ into the lower half-plane. For details we
refer to the excellent book by Akhiezer [1]. For c = 0, we have μ0 = γ , the normal distribution
[23], and one can easily check that one can extend this family continuously to c = −1 by letting
μ−1 = δ0, the probability giving mass one to {0}. This family, introduced in [4], plays an im-
portant role in [23]; we shall call its members the Askey–Wimp–Kerov distributions. It will turn
out from our proof that {μc: c ∈ [−1,0]} are freely infinitely divisible. Numerical computations
show that for several values of c > 0, μc is not freely infinitely divisible. Numerical evidence
seems also to indicate that μc is classically infinitely divisible only when c = 0 or c = −1.
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An interesting interpolation between the normal and the semicircle law was constructed by
Bryc, Dembo and Jiang [16] and further investigated by Buchholz [17]. This leads to a general-
ized Brownian motion, given by a weight function (0 < b < 1)
tb(π) = bn−h(π),
where for a pairing π of 2n elements we denote by h(π) the number of connected components
which have only one block with 2 elements. It was calculated in [16,17], that the measures satisfy
νb2 = Dbγ1 D1−bγ0,
where Db is the dilation of a measure by parameter b > 0. With the results of the present paper it
is immediate that these measures are infinitely divisible with respect to free convolution. However
a short calculation shows that these measures are not infinitely divisible with respect to classical
convolution unless b = 1.
Numerical evidence suggests yet another family of distributions as candidates for free infinite
divisibility, namely distributions whose densities are powers of the Wigner density. A positive
answer to this question would provide another proof that the normal distribution is freely in-
finitely divisible. The “opposite” questions, namely whether the Wigner law and its powers are
classically infinitely divisible, has a negative answer: as shown in [36, Proposition 2.3], there are
no nontrivial compactly supported classically infinitely divisible distributions. For a survey of
these questions, see [3].
In the next section we will consider the combinatorial aspects of the free infinite divisibility
of the classical Gaussian distribution; in particular, we will give some new combinatorial inter-
pretations for the free cumulants of the Gaussian distribution. In Section 3, we will then give an
analytical proof of our free infinite divisibility result.
2. Combinatorial considerations
2.1. Partitions
First we review a few properties of set partitions which will be needed below. As usual, set
partitions will be depicted by diagrams like the ones shown in Fig. 1.
Definition 2.1. A partition of [n] = {1,2, . . . , n} is called
(1) connected if no proper subinterval of [n] is a union of blocks; this means that any diagram
depicting the partition is a connected graph;
(2) noncrossing if its blocks do not intersect in their graphical representation, i.e., if there are
no two distinct blocks B1 and B2 and elements a, c ∈ B1 and b, d ∈ B2 s.t. a < b < c < d .
Equivalently one could say that a partition is noncrossing if each of its connected components
consists of exactly one block.
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Finally, let us denote by In the lattice of interval partitions, i.e. the lattice of partitions consisting
entirely of intervals.
2.2. Cumulants
Cumulants linearize convolution of probability measures coming from various notions of in-
dependence.
Definition 2.2. A non-commutative probability space is a pair (A, φ) of a (complex) unital alge-
bra A and a unital linear functional φ. The elements of A are called (non-commutative) random
variables.
Given a notion of independence, convolution is defined as follows. Let a and b be “inde-
pendent” random variables. Then the convolution of the distributions of a and b is defined to
be the distribution of the sum a + b. In all the examples below, the distribution of the sum of
“independent” random variables only depends on the individual distributions of the summands
and therefore convolution is well defined on the level of probability measures. Moreover, the
n-th moment mn(a + b) is a polynomial function of the moments of a and b of order less than
or equal to n. The n-th cumulant of a is a polynomial in m1(a), . . . ,mn(a) with leading term
mn(a) so that kn(a + b) = kn(a)+ kn(b) for “independent” random variables a, b (for a precise
definition, we refer to [25]).
Möbius inversion on the partition lattices plays a crucial role in the combinatorial approach to
cumulants. We need two kinds of cumulants here, corresponding to classical and free indepen-
dence, which involve the lattices of set partitions and noncrossing partitions, respectively. Let X
be a random variable with distribution ψ and moments mn = mn(X) =
∫
xn dψ(x).
2.3. Classical cumulants
Let
F(z) =
∫
exz dψ(x) =
∞∑
n=0
mn
n! z
n
be the formal Laplace transform (or exponential moment generating function). Taking the formal
logarithm we can write this series as
F(z) = eK(z)
where
K(z) =
∞∑
n=1
κn
n! z
n
is the cumulant generating function and the numbers κn are called the (classical) cumulants of
the random variable X.
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κ|πp |, then we can express moments and cumulants mutually using the Möbius function μ on the
partition lattice Πn as follows:
mπ =
∑
σπ
κσ , κπ =
∑
σπ
mσμ(σ,π).
For example, the standard Gaussian distribution γ = N(0,1) has cumulants
κn(γ ) =
{
1, n = 2,
0, n = 2.
It follows that the even moments m2n = 2n!2nn! of the standard Gaussian distribution count the
number of pairings of a set with the corresponding number of elements.
2.4. Free cumulants
Free cumulants were introduced by Speicher [33] in his combinatorial approach to Voicules-
cu’s free probability theory. We note that, according to (1.3), the Cauchy–Stieltjes transform of
the distribution of X has a formal expansion
G(z) =
∞∑
n=0
mn
zn+1
.
The formal series
φ(z) =
∞∑
n=−1
sn
zn+1
,
defined by φ(1/G(z)) = z − (1/G(z)) has as coefficients the shifted free cumulants of X. Fol-
lowing the paper [6] of Bercovici and Pata, we shall call φ the Voiculescu transform of the
(distribution of the) random variable X. It is shown in [7] that φ(1/z) is in fact an analytic func-
tion on a Stolz angle in the lower half-plane, with vertex at zero. For more details and important
properties of this transform, we refer to [7]. It has been shown in [33] that the moments and free
cumulants of X are related via
mπ =
∑
σ∈NCn
σπ
cσ , cπ =
∑
σ∈NCn
σπ
mσμNC(σ,π), (2.1)
where sn = cn+2, n  −1, are the free cumulants of X and μNC is the Möbius function on the
lattice of noncrossing partitions.
The connection between free and classical cumulants is provided by the following theorem
(see also [11] for the case of pairings).
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Then the free cumulants of mn are equal to
cn =
∑
π∈Pconnn
κπ . (2.2)
2.5. The normal law and pair partitions
Let dγ (t) = 1√
2π
e− t
2
2 dt be the standard normal (classical Gaussian) distribution. Its mo-
ments are given by
mk :=
∫
R
tk dγ (t) =
{
(k − 1)!! := (k − 1)(k − 3)(k − 5) · · ·5 · 3 · 1, k even,
0, k odd.
A more combinatorial description of this is that the moments count all pairings, i.e.,
mk = #P2(k).
From Theorem 2.3 it follows then that the free cumulants cn of γ are given by the number of
connected pairings,
cn = #
{
π ∈ P2(n)
∣∣ π is connected}.
The question whether γ is infinitely divisible in the free sense is equivalent to the question
whether the sequence (cn)n∈N is conditionally positive, which is the same as the question whether
the shifted sequence (sn)n0, where sn := cn+2, is positive definite, i.e., the moment sequence
of some measure. See Section 13 of [29] for more details on this (note that there only com-
pactly supported measures are considered, but the theory also extends to measures which have a
uniquely solvable moment problem).
The first few values of the free cumulants of the Gaussian distribution are
c2 = 1, c4 = 1, c6 = 4, c8 = 27, c10 = 248, c12 = 2830, . . . .
This sequence of the numbers of connected diagrams of 2n nodes has been well studied from
a combinatorial point of view, see, e.g., [34,35]; it appears for example as sequence A000699
in Sloane’s Encyclopedia of Integer Sequences [32]. For a recent bibliography of this sequence
see [24] where it is shown that the sequence is not holonomic, i.e., it does not satisfy a linear
recurrence with polynomial coefficients. However, positivity questions for this sequence have
never been considered. It might be interesting to point out that these numbers appear also in the
perturbation expansion in quantum field theory for the spinor case in 4 spacetime dimensions [13]
and in renormalization of quantum electrodynamics [14]; however, the meaning of this remains
quite mysterious for the present authors.
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It has been shown by Riordan [31] that the sequence (sn)n0 satisfies
s2n = n
n−1∑
i=0
s2i s2(n−i−1). (2.3)
The recursion (2.3) can be interpreted in terms of planar rooted binary trees. These are planar
rooted trees such that each vertex has at most 2 successors, called children. A vertex without
successors is called a leaf. Denote the set of such trees with n vertices by PRBT n. The number
of these trees is the n-th Catalan number. The tree factorial is defined as follows. For n = 0 there
is only one binary tree (the empty tree), whose factorial is defined to be 1. Let t be a binary tree
with n > 0 vertices. Then t can be decomposed into its root vertex, a left branch t1 with k vertices
and a right branch t2 with n− 1 − k vertices and we define
t ! = n · t1!t2!.
Then we have the following identity.
Proposition 2.4.
s2n =
∑
t∈P RBT n
t !. (2.4)
Indeed using the above decomposition it is easy to see that the numbers on the right-hand side
also satisfy the recursion (2.3). For more information on tree factorials see, e.g., [27, Section 2]
and [26, Section 2] and Section 2.8 below.
Note that these interpretations are canonical for the shifted sequence (sn) and not for the
original sequence (cn); for example, c8 = 27 is the number of connected pairings of 8 points, but
s6 = 27 is given in terms of connected pairings of 6 points or, equivalently, in terms of planar
binary trees with 3 = 6/2 nodes.
2.7. Two Markov chains
2.7.1. MTR on binary search trees
The tree factorial appears in the stationary distribution of the move-to-root Markov chain on
binary trees [19]. Binary trees are used in computer science to arrange data such that it can be
accessed using binary search. To reduce search time, every time an entry is searched it is moved
to the root of the tree by repeating the so-called simple exchange shown in the following picture
until the root position is reached. Choosing a vertex randomly (each with probability 1/n)
induces a Markov chain on the state space PRBT n. By Perron–Frobenius theory there is a
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unique stationary distribution π for this Markov chain and it is shown in [19] that it is given by
π(t) = 1/t !. Equivalently, it describes the distribution of a randomly grown tree.
2.7.2. The Naimi–Trehel algorithm on planar rooted trees
The tree factorial also appears in the so-called Naimi–Trehel algorithm [37,28]. This is a
queuing model based on yet another Catalan family, namely planar rooted trees PRT . It solves
a scheduling problem for n clients (e.g., computers) who access some resource (e.g., a printer)
which can serve at most one client at a time. In order to reduce the number of messages needed
to schedule the printer jobs, the queue is arranged as a planar rooted tree and each time a request
is sent, the queue is rearranged. The average number of messages is then a certain statistic on
these trees. This can be modeled as a Markov chain on labeled rooted trees where at each step a
random client sends a request and the tree is transformed accordingly. In the end only the shape
of the tree matters and it suffices to consider the corresponding Markov chain on the unlabeled
planar rooted trees. By means of bijection this can be transformed into a Markov chain on Dyck
paths where we have the following algebraic rule for the transition probabilities [28], formulated
in the language of Dyck paths.
Let us consider words in the two letter alphabet {x, x∗} where x is an upstep or NE step and
x∗ is a downstep or SE step. A Dyck word is a word in x and x∗ such that each left subword
contains not more downsteps than upsteps and the whole word contains an equal number of up-
and downsteps. Dyck words can be visualized by Dyck paths, see Fig. 2. These are lattice paths
which do not descend below the x-axis. We denote by 1 the Dyck word of length 0 and Dn the
set of Dyck words of length 2n.
The recursive structure of rooted planar binary trees has a counterpart in the unique decom-
position of a Dyck word w as concatenation
w = uxvx∗
such that both u and v are again Dyck words. Using this recursive structure we get a natural bijec-
tion α from planar rooted binary trees to Dyck words by setting recursively α(t) = α(t1)xα(t2)x∗
if t has left and right subtrees t1 and t2. Under this bijection the tree factorial on Dyck words can
be recursively computed as
1! = 1, (uxvx∗)! = n · u!v!.
Dyck words form a monoid with the concatenation product and following [28] we recursively
define a linear operator on the monoid algebra of formal linear combinations of Dyck words by
letting
μ(w) = w + ν(w)
where
ν(1) = 0, ν(uxvx∗)= ν(u) (xvx∗)+μ(v)xux∗
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uxvx∗ w = uxvwx∗.
For example, using these rules we have
Then it is easy to see by induction that μ maps a Dyck path w of length 2n to a linear combination
of Dyck paths of the same length and that the coefficients are nonnegative integers which sum up
to n+1. We interpret the matrix representation A of this map as a weighted adjacency matrix and
obtain a digraph with vertex set Dn. Dividing the matrix by n + 1 we obtain a stochastic matrix
P = 1
n+1A. It was shown in [28] that this is exactly the transition matrix of the Naimi–Trehel
Markov chain discussed above. Again there is a unique stationary distribution π for this Markov
chain, and it is shown in [28] that π(w) = 1
w! where w! is the tree factorial defined above.
2.7.3. A probabilistic interpretation
For both Markov chains discussed above our sequence appears as
s2n =
∑
w∈Dn
1
π(w)
=
∑
EwTw = CnET (2.5)
where by standard Markov chain theory
EwTw = 1
π(w)
(2.6)
is the expected time of a random walker starting in w to come back to w for the first time and ET
is the expected return time of a random walker starting at a randomly chosen state w, each chosen
with probability 1/Cn (Catalan number). Although this setting is very close to the Lindström–
Gessel–Viennot theory of determinants, we did not manage to exploit it for a combinatorial proof
of our theorem.
2.8. Loday–Ronco Hopf algebra
Hopf algebras of trees have enjoyed increasing interest recently in renormalization theory and
non-commutative geometry [18] and pure algebra (“dendriform algebras”) [26]. Hopf algebras
of labeled trees have been studied by Foissy [20,21].
We provide here yet another Hopf algebra on labeled trees whose Hilbert series is related to
our problem.
Definition 2.5. Let t be a planar rooted binary tree. A labeling of t is a function from the vertices
of t to the integers. A labeling is called anti-increasing if the labels are distinct and for every
vertex v of t , the labels of the left subtree (with root v) are strictly smaller than the labels of
the right subtree. In other words, if we interpret the tree as the Hasse diagram of a poset, every
antichain has increasing labels. Two trees with anti-increasing labelings are called equivalent
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increasingly ordered trees.
Proposition 2.6. Let t be a planar rooted binary tree with n vertices. Then the tree factorial t !
counts the number of anti-increasing orderings or equivalently the anti-increasing labelings with
different numbers 1,2, . . . , n.
The proof is a simple induction using the recursive definition of the tree factorial.
The formal linear combinations of labeled planar rooted binary trees form a graded vector
space, the grading being given by the number of vertices of the trees. It is then straightforward to
generalize the coproduct of Loday and Ronco [26] to labeled trees as follows [20,21]. Let s and
t be labeled binary trees. We define a new labeled binary tree s ∨k t by grafting them on a new
root with label k.
Contrary to the Butcher–Connes–Kreimer Hopf algebra of rooted trees, binary trees cannot be
grafted from forests. Therefore the left part of the Loday–Ronco coproduct does not consist of
forests, but rather a certain non-commutative “dendriform” product of binary trees. The product
of two labeled binary trees s = s1 ∨k s2 and t = t1 ∨l t2 is recursively defined as
s ∗ t = s1 ∨k (s2 ∗ t)+ (s ∗ t1)∨l t2 (2.7)
with the convention that for the empty tree | the product is
| ∗ t = t ∗ | = t.
This operation is associative and the coproduct of t = u∨k v is recursively defined as
(t) = (u)k (v)+ t ⊗ |
where in Sweedler’s notation we define for (u) =∑u(1) ⊗ u(2) and (v) =∑v(1′) ⊗ v(2′)
(u)k (v) =
∑∑
(u(1) ∗ v(1′))⊗ (u(2) ∨k v(2′)).
Proposition 2.7.
(1) Let s and t be anti-increasingly labeled trees such that the labels of s are smaller than the
labels of t . Then s ∗ t is a sum of anti-increasingly labeled trees.
(2) Let t be an anti-increasingly labeled tree. Then all terms of (t) contain anti-increasingly
labeled trees only.
Proof. (1) By induction, let s = s1 ∨k s2 and t = t1 ∨l t2, then s ∗ t = s1 ∨k (s2 ∗ t)+ (s ∗ t1)∨l t2.
By induction hypothesis, the monomials of both s2 ∗ t and s ∗ t1 are anti-increasingly labeled, the
labels of s1 are smaller than the labels of s2 ∗ t and the labels of s ∗ t1 are smaller than the labels
of t2.
(2) Assume that t = u∨k v has anti-increasing labels and its children have coproducts (u) =∑
u(1) ⊗u(2) and (v) =∑v(1′) ⊗ v(2′), then by the preceding calculation each term u(1) ∗ v(1′)
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therefore
(t) =
∑∑
(u(1) ∗ v(1′))⊗ (u(2) ∨k v(2′))+ t ⊗ |
only contains anti-increasingly labeled terms. 
It follows that the anti-increasingly labeled trees form a graded sub-coalgebra, but not a subal-
gebra because the product of anti-increasingly labeled trees does not consist of anti-increasingly
labeled trees in general. Passing to anti-increasingly ordered trees we obtain a Hopf algebra.
Corollary 2.8. The anti-increasingly ordered trees span a Hopf algebra whose Hilbert series is
the generating series of our sequence (sn).
Proof. We have seen that anti-increasingly labeled trees form a coalgebra. Define the product of
anti-increasingly ordered trees s and t as follows: Put arbitrary anti-increasing labelings on s and
t such that the labels of s are smaller than the labels of t . Then s ∗ t consists of anti-increasingly
labeled trees and the corresponding anti-increasingly ordered equivalence classes do not depend
on the choice of the labellings for s and t . Define the coproduct of an anti-increasingly ordered
tree by choosing an anti-increasing labeling compatible with the anti-increasing order, compute
the coproduct of the obtained anti-increasingly labeled tree and replace the anti-increasingly
labeled terms of the result by the corresponding anti-increasingly ordered trees. Again the choice
of the initial anti-increasing labeling has no influence on the final result; moreover, the obtained
coalgebra is graded and connected, i.e., the first homogeneous component is one-dimensional,
and the existence of the antipode follows by standard Hopf algebra theory. 
Remark 2.9. One can play a similar game with the “charge Hopf algebra” of Brouder and Frabetti
defined in [15] and also mentioned in [22, Section 2.6]. It is defined by another coproduct which
is also compatible with monotone trees.
2.9. Conclusion
These interpretations of the sequence sn are reminiscent of Fock space like constructions. Our
positivity result for this sequence, proved in the following section, shows that sn does indeed
occur as a moment sequence for a self-adjoint operator with respect to a positive functional.
A “natural” Fock space realization of such an operator, however, eludes us.
In the next section we will give an analytic proof of the positive definiteness of the se-
quence sn. Essentially, it will consist in showing that the generating power series
φ(z) :=
∞∑
n=0
sn
1
zn+1
is actually the Cauchy transform of a probability measure. We are not able to determine this
measure directly, but we will show its existence.
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In this section we shall give an analytic proof of the free infinite divisibility of the classical
normal distribution. We shall obtain the free infinite divisibility of the classical Gaussian as a
limiting case of a more general family of freely infinitely divisible distributions with noncom-
pact support, namely the Askey–Wimp–Kerov distributions, defined in the introduction. A certain
sub-family of the Askey–Wimp–Kerov distributions appears in [9]. Recall that the distributions
{μc: c ∈ (−1,+∞)} are determined by the continuous fraction expansion, noted in (1.2), of
their Cauchy–Stieltjes transforms. (Definition of the Cauchy–Stieltjes transform was provided
in (1.3).) In this section, we shall prove the following theorem:
Theorem 3.1. With the notations from above, the probability measures μc are freely infinitely
divisible for all c ∈ [−1,0].
To prove this result, we shall use the well-known characterization of free infinite divisibility
provided by Bercovici and Voiculescu. Recall [7] that
Theorem 3.2. A Borel probability measure μ on the real line is -infinitely divisible if and only
if its Voiculescu transform φμ(z) extends to an analytic function φμ :C+ → C−.
We remind the reader that the Voiculescu transform of a probability measure μ is defined
by the equality φμ(1/z) = G−1μ (z)− 1/z, for z in some Stolz angle in the lower half-plane, with
vertex at zero. In particular, this theorem guarantees that taking weak limits preserves free infinite
divisibility. Our main source for the analysis of the function Gμc will be Kerov’s work [23] and
the paper [4] of Askey and Wimp. It is shown there that μc is absolutely continuous with respect
to the Lebesgue measure on the real line and
dμc(u)
du
= 1√
2πΓ (c + 1)
1
|D−c(iu)|2 , u ∈ R, (3.1)
where for c > 0,
D−c(z) = e
−z2/4
Γ (c)
∞∫
0
e−zx−
x2
2 xc−1 dx.
This integral representation does not hold for c ∈ (−1,0], but the function D−c(iu) is still well
defined for c ∈ (−1,0), according to the theorem of Askey and Wimp [23, Theorem 8.2.2].
Moreover, as remarked in [4, Section 4], the function D−c(z) is an entire function of both c
and z.
Remark 3.3.
(1) We observe that, for fixed c > −1, Eq. (3.1) together with the analyticity of D in c and z,
guarantees that D−c(iu) = 0 for all u ∈ R. Indeed, a zero of R  u → D−c(iu) ∈ C would
have to be of order at least one, hence the function 1|D−c(iu)|2 would not be integrable around
that particular zero.
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In the same paper of Kerov [23] it is shown that Gμc(z) satisfies the Riccati equation
G′μc(z) = cGμc(z)2 − zGμc(z)+ 1, z ∈ C+. (3.2)
It is also shown that this expression is equivalent, via the substitution
Gμc(z) = −
1
c
ϕ′(z)
ϕ(z)
,
which holds for any c = 0, to the second order linear differential equation
ϕ′′(z)+ zϕ′(z) + cϕ(z) = 0, z ∈ C+. (3.3)
(The function ϕ does depend on c.) The density dμc
du
is analytic around zero, so, according to
[5, Lemma 2.11], it follows that the function Gμc has an analytic extension to a small enough
neighborhood of zero. Clearly Gμc(0) = 0, so ϕ has an analytic extension around zero. Using
(3.3), we obtain a convergent power series expansion for ϕ, namely ϕ(z) =∑∞n=0 cnzn, where
cn+2 = − c+n(n+1)(n+2) cn. We conclude that
c2k = (−1)k c(c + 2)(c + 4) · · · (c + 2k)
(2k)! c0
and
c2k+1 = (−1)k (c + 1)(c + 3) · · · (c + 2k − 1)
(2k + 1)! c1.
Trivially, these coefficients provide a power series with an infinite radius of convergence. Thus,
ϕ is an entire function. We immediately conclude that Gμc extends to a meromorphic function
defined on all of C, whose poles coincide with the zeros of ϕ. We shall denote this extension also
by Gμc . (It may be worth noting that ϕ is entire for any c ∈ C, and that when c → −1, we have
ϕ(z) → z, hence μc tends in the weak topology to the Dirac point mass at zero, δ0.) We shall
denote
Fμc(z) =
1
Gμc(z)
, z ∈ C. (3.4)
Again, from the above it is clear that Fμc is meromorphic, its poles coinciding with the critical
points of ϕ. It satisfies the differential equation
F ′μc(z) = −Fμc(z)2 + zFμc(z)− c, z ∈ C. (3.5)
(This follows easily when we divide by −Gμc(z)2 in Eq. (3.2).) Dividing Eq. (3.5) by Fμc(z)
gives
F ′μc(z) = (z − Fμc(z))− c .Fμc(z) Fμc(z)
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function Fμc maps some simply connected domain containing the upper half-plane bijectively
onto C+. This, together with Theorem 3.2, will allow us to conclude. For further reference, we
shall split the proof in a succession of remarks and lemmas. For the rest of the proof, we shall
fix a c ∈ (−1,0) (open interval!). Let us start by studying the critical points of Fμc . It is known
[1, Chapter III] that Fμc(z) > z for all z ∈ C+. Moreover, if Fμc(z) ∈ C+ while z /∈ C+, then
it is clear that (z − Fμc(z)) < 0. In addition, as c < 0, (− cFμc (z) ) < 0 whenever Fμc(z) ∈ C+.
This, together with Remark 3.3, implies
Remark 3.4. If Fμc(z) 0, then F ′μc(z) = 0. In particular, Fμc has no critical points anywhere
in the closure of the upper half-plane.
It will be of use to also study the behavior of Fμc(iy), y ∈ R.
Remark 3.5. The continued fraction expansion of Gμc indicates that the probability measure
μc is symmetric with respect to the origin, so in particular Gμc(i[0,+∞)) ⊆ i(−∞,0]. This,
of course, together with the meromorphicity of Fμc and Gμc , requires that Gμc(iR),Fμc(iR) ⊆
iR ∪ {∞}.
Part of the following lemma will not be used directly in the proof of the current theorem, but
we find that it is nevertheless worth mentioning these results.
Lemma 3.6.
(1) There exists −∞ < q0 < 0 so that Fμc maps i[q0,+∞) bijectively onto i[0,+∞).
(2) Fμc(i(−∞, q0)) is a bounded subset of i(−∞,0). In particular, Fμc has no poles on the
imaginary line.
(3) We have Fμc(iy) > y for all y ∈ R.
(4) The function Fμc has a unique (simple) critical point is ∈ i(−∞,−2
√−c). In addition,
limy→−∞ F ′μc(iy) = limy→−∞ i−1Fμc(iy) = 0.(5) F ′μc(iy) < 1 for all y ∈ R.
Proof. For convenience, we denote f (r) = i−1Fμc(ir). Clearly, from the above remark, f :R →
[−∞,+∞] is real analytic, with the exceptions of a possible number of points which are poles
of Fμc . It is an easy exercise to observe that all poles of Fμc must be simple: indeed, otherwise
both Gμc and G′μc would vanish in that point, and it would follow from Eq. (3.2) that all deriva-
tives of Gμc vanish at the same point, hence Gμc must be identically equal to zero. Eq. (3.5) is
re-written for f as
f ′(r) = f (r)2 − rf (r)− c, r ∈ R. (3.6)
In particular, F ′μc(ir) = f ′(r) ∈ R. It is known [1] that limy→+∞ F ′μc(iy) = 1, and f (r) =Fμc(ir) > r for all r ∈ (0,+∞). We claim that in fact this must hold for all r ∈ R, fact which
excludes the existence of poles on the imaginary axis for Fμc . Indeed, continuity of f requires
that for this inequality to be reversed, there must be a point y ∈ R so that f (y) = y. Then, from
(3.6), it follows that f ′(y) = −c ∈ (0,1). But for the real analytic f (r) to cross below the first
bisector as r moves towards y from the right, we clearly must have that f ′(y) 1. Contradiction.
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the limit from the right cannot be +∞ at any real point is trivial: that would make, according
to (3.6), f ′ tend to +∞, instead of −∞, at the same point when r approaches the point from
the right. This proves half of (2) and all of (3). Next, the critical points of f : First, f ′(s) = 0 is
equivalent to
f (s) = s ±
√
s2 + 4c
2
.
Since f (s) must be real, this excludes points s ∈ (−2√−c,2√−c) (recall that c ∈ (−1,0)).
Assuming such a point s > 0 exists, we must have, from part (3), f (s) > s. However, that is
clearly impossible, since c < 0. Thus, only negative s are possible, and for such an s −2√−c,
we have
f (s) = s ±
√
s2 + 4c
2
< 0,
or, differently stated, both any critical point and any critical value of f must be negative. We
shall establish that indeed there exists a unique such s (depending of course on c), but in order
to do that, we will first prove part (1) of the lemma. We claim that there exists −∞ q0 < 0 so
that f maps [q0,+∞) onto [0,+∞). Indeed, otherwise f (R) ⊆ (0,+∞) and, as seen above,
then f ′(r) > 0 for all r ∈ R. Lagrange’s theorem would require that there exists a sequence {rn}n
which tends to minus infinity so that f ′(rn) → 0. But this is impossible, since it would require
lim
n→∞f (rn)
(
f (rn)− rn
)= c < 0,
while both terms of the product are nonnegative. So 0 ∈ f (R). Choose the largest point in
f−1({0}) to be q0. Now it is clear that in addition f maps [q0,+∞) bijectively onto [0,+∞);
since f ′(q0) = −c > 0, it follows that, first, f−1({0}) = {q0}, and second, that the bijective cor-
respondence extends to a strictly larger interval. We show next that this larger interval cannot
be R. To do this, first let us assume towards contradiction that f ′(r) > 0 for all r ∈ R. Then, of
course, limr→−∞ f (r) = d exists and belongs to [−∞,0). We first assume that d ∈ (−∞,0).
Then, by Lagrange’s theorem again, we must be able to find a sequence {rn}n which tends to
minus infinity so that f ′(rn) → 0. As seen above, then
lim
n→∞f (rn)
(
f (rn)− rn
)= c < 0,
or, differently said, either
lim
n→∞f (rn) = 0, or limn→∞
(
f (rn)− rn
)= 0.
The first case cannot happen, since it would require that there exists a critical point of f in
(−∞, q0), which we assumed not to happen. The second case would require that
lim f (rn) = −∞,
n→∞
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To fulfill this condition, and in addition to avoid that f ′(s) = 0 for some s ∈ (−∞, q0), it is
necessary that
r < f (r) <
r − √r2 + 4c
2
,
for all r < −2√−c. (The necessity of the first inequality was proved before.) However, recall
that f (q0) = 0 ⇒ f ′(q0) = −c ∈ (0,1), so there must be then some point t ∈ (−∞, q0) so that
f ′(t) = 1. This implies
f (t) = t ±
√
t2 + 4(c + 1)
2
{
> 0 if choosing +,
< t if choosing −
which is an obvious contradiction. This, in addition, forbids the case of f ′(t) = 1 for any
t ∈ (−∞,0]. Thus, there must be a critical point s ∈ (−∞,−2√−c) of f . Since by Eq. (3.6)
f ′(s) = 0 ⇒ f ′′(s) = −f (s) > 0, any critical value of f is a local minimum, hence there exists
only one such s, and f (s) is the global minimum of f . So f (r) ∈ (f (s),0) for all r ∈ (−∞, s).
The previous arguments about the behavior of f near −∞ can be easily reapplied to show
that limr→−∞ f (r) = limr→−∞ f ′(r) = 0. Finally, from our proof of (4) above it follows that
f ′(r) < 1 for all r ∈ (−∞,0]. Thus, f ′(t) > 1 for some t ∈ R implies first that t > 0 and second,
that there exists a t0 > 0 so that f ′(t0) = 1. Differentiating in (3.6) and using part (3) gives
f ′′(t0) = f (t0)− t0 > 0.
Thus, f ′ increases at t0 whenever f ′(t0) = 1. In particular, this can happen for only one t ∈ R,
and thus f ′(r) must tend to one with values strictly greater than one when r → +∞. However,
we also know that limr→+∞ f (r) − r = 0 from the symmetry of μc. As it follows from (3),
f (t0)− t0 = k0 > 0, so since f ′(r) > 1 = (r)′ for all r > t0, we must have f (r)− r > k0 > 0 for
all r > t0, so limr→+∞ f (r)− r > k0 > 0, a contradiction. 
The following lemma is trivial:
Lemma 3.7. For a fixed c ∈ (−1,+∞) there exists a t > 0 depending on c so that Fμc(C+) ⊃
R + it .
Proof. Since Fμc is analytic, hence open, on the upper half-plane, and it increases the imaginary
part, it is clearly enough to show that (i) limx→±∞ Fμc(x + i) = ±∞ and (ii) there exist M >
N ∈ [0,+∞) so that N  Fμc(x+ i)M for all x ∈ R. To prove (i), just observe that, since μc
is symmetric and has all moments, there exists a positive measure λc , also having all moments,
so that λc(R) =
∫
R
u2 dμc(u) and
Fμc(z) = z −Gλc(z), z ∈ C+. (3.7)
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is equally simple. We have that
1 < Fμc(x + i) = 1 +
∫
R
1
1 + (x − u)2 dλc(u) 1 + λc(R) = 1 +
∫
R
u2 dμc(u).
So the lemma is true for any t  1 + ∫
R
u2 dμc(u). 
It follows now easily that Fμc is injective on the upper half-plane and Fμc(C+) contains
C
+ + it for some t > 0 depending on c ∈ (−1,0]. However, in order to prove our theorem, we
need to find a larger set C ⊃ C+ which is mapped by Fμc bijectively onto the upper half-plane. To
do this, we will show that for any t > 0 there exists a Ct ⊃ C++ it so that Fμc(Ct ) = C++ it and
Fμc is injective on Ct . This will clearly guarantee that φμc has an analytic extension to C+ + it
for any t > 0, and hence (based on the previous lemma) a unique extension to C+, concluding
the proof of Theorem 3.1 by an application of Theorem 3.2. Our strategy will be as follows: for a
fixed t > 0 there exists, by Lemma 3.6, a unique s > q0 so that t = 1i Fμc(is). On the other hand,
Eq. (3.7) guarantees that there must be a number N = N(t, c) > 0 so that Fμc(x + it/2) < t
for all x ∈ R, |x| > N . Since, by Remark 3.4, Fμc is locally injective around all these points,
we conclude that there are three simple paths, one around s and two in {z ∈ C+: z > N} and
{z ∈ C+: z < −N}, respectively, which are mapped by Fμc in R + it . We shall argue that
these paths can be extended to a simple path pt containing all of them, with the property that
Fμc(pt ) = R + it . The correspondence, if existing, must be bijective, by Remark 3.4, and we
will define Ct to be the simply connected component of C \ pt which contains numbers with
arbitrarily large imaginary part. It will then be easy to prove that Ct has the desired properties
for all t > 0.
Lemma 3.8. With the above notations, there exists exactly one simple curve p = pt , symmetric
with respect to the imaginary axis, passing through the point is ∈ iR and so that Fμc(pt ) =
R + it. Moreover, Fμc maps pt bijectively onto R + it.
Before proving our lemma, let us mention that there are in fact infinitely many preimages
of R + it via Fμc in C. However, no two paths in F−1μc (R + it) intersect each other (or, for
that matter, self-intersect). Indeed, if there were paths p,q mapped by Fμc inside R + it so
that z ∈ p ∩ q , then Fμc would be at least 2-to-1 around z0, and hence F ′μc(z0) = 0, while
Fμc(z0) ∈ R + it ⊂ C+, contradicting our Remark 3.4.
Proof of Lemma 3.8. For an arbitrary t > 0, it is a consequence of Remark 3.4 and Lemma 3.6
that Fμc is conformal on a small enough ball centered at is. Thus, there exists a simple path pεt ,
symmetric with respect to the imaginary axis, which is mapped bijectively by Fμc onto some
interval (−ε, ε) + it for ε > 0 small enough. We shall show that p = pεt extends analytically to
an infinite path, denoted by pt , sent by Fμc in R + it , on which Fμc has no critical points and
so that the limit at infinity of Fμc along either half of pt is infinite. Since Fμc is meromorphic,
hence open, this will suffice to prove our lemma. Indeed, let us consider the connected component
p+t of F−1μc ([0,+∞) + it) which contains is. It is clear that, as Fμc is meromorphic on C, the
path p+t must end either at infinity or at a pole of Fμc , call it ζ . If it ends at a pole, it follows
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t ) = [0,+∞)+ it and the correspondence (by Remark 3.4) is bijective.4 Let us
consider the second case, namely when p+t ends at infinity. In this case, the possibility of having
Fμc(p
+
t ) = [0, d) + it for some 0 < d < +∞ must be discarded first: this would correspond to
when Fμc has d + it as an asymptotic value at infinity along p+t . Thus, let us show that
lim
z→∞, z∈p+t
Fμc (z) = ∞.
Assume towards contradiction that this limit is finite, and call it x (the case when the limit
does not exist is easily discarded). Of course, x = t > 0, x = d > 0. We shall use Eq. (3.5) to
obtain a contradiction: it follows from it that the differential equation satisfied by the inverse F−1μc
(defined on a neighborhood of [0, d)+ it and with values in a neighborhood of p+t ) is
(
F−1μc
)′
(w) = 1−w2 +wF−1μc (w)− c
. (3.8)
Define r(v) = F−1μc (v + it), ι(v) = F−1μc (v + it), 0 v < d . Eq. (3.8) translates into
r ′(v) = v(r(v)− v)+ t (t − ι(v))− c[v(r(v)− v)+ t (t − ι(v))− c]2 + [t (r(v)− 2v)+ vι(v)]2 , (3.9)
ι′(v) = − t (r(v) − 2v)+ vι(v)[v(r(v)− v)+ t (t − ι(v))− c]2 + [t (r(v) − 2v)+ vι(v)]2 . (3.10)
As noted before, limv↑d F−1μc (v + it) = ∞, so at least one of r(v), ι(v) must be unbounded.
Thus, at least one of r ′(v), ι′(v) must be unbounded. From Eqs. (3.9) and (3.10) it follows that
in order for any of r ′(v), ι′(v) to be unbounded, it is necessary that there exists a sequence
{vn}n∈N ⊂ [0, d) tending to d so that
lim
n→∞
[
vn
(
r(vn)− vn
)+ t(t − ι(vn))− c]2 + [t(r(vn)− 2vn)+ vnι(vn)]2 = 0.
As noted in the comments preceding Remark 3.4, ι(vn)  t . Let us choose a subsequence of
{vn}n∈N, also denoted by vn, on which ι(vn) converges. If it converges to  ∈ (−∞, t], then
we know that r(vn) → ∞ (since F−1μc (vn) → ∞). But then, in order for the above displayed
limit to hold, it is also necessary that ι(vn) tend to infinity, a contradiction. So we must have
that both r(vn) and ι(vn) tend to infinity (plus or minus). Then limn→∞[vn(r(vn) − vn) +
t (t − ι(vn)) − c]2 = 0 ⇒ limn→∞ vn r(vn)ι(vn) = t, or equivalently limn→∞ r(vn)ι(vn) = td . Similarly,
limn→∞ r(vn)ι(vn) = limn→∞ r(vn)−2vnι(vn) = − dt . So dt = − td , which implies d2 = −t2, a contradiction.
Thus, it is impossible for F−1μc (vn) to tend to infinity when vn → d , so Fμc cannot have a finite
asymptotic value along p+t . Since μc is symmetric, this concludes the proof of our lemma. 
By proving the previous lemma, we have also proved that the inverse F−1μc of Fμc admits an
analytic extension around i(0,+∞) and around R+ it for any t > 0. We shall argue that all these
4 This situation will turn out later not to occur, but at this moment this is not important for our proof.
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decreases the imaginary part, and (2) satisfies limy→+∞ F−1μc (iy)/iy = 1. Let us denote
t0 = inf
{
t > 0
∣∣R + ir ⊂ Fμc(C+ ∪ R) ∀r  t},
and s0 the unique number greater than q0 so that Fμc(is0) = it0. As noted after the proof of
Lemma 3.7, it is clear that F−1μc : C+ + it0 → C+ satisfies both (1) and (2). Clearly, this function
has, by Remark 3.4 and Lemma 3.6, a unique analytic continuation to a small enough neighbor-
hood of i[0,+∞) in C+, which we will still denote by F−1μc . Now, for an arbitrary t ∈ (0, t0), we
have proved in Lemma 3.8 that F−1μc admits an analytic continuation to a small enough neighbor-
hood of R+ it which coincides on a neighborhood of it with F−1μc . Since C+ is simply connected
and C+ = (C+ + it0) ∪⋃t∈(0,t0)(R + it), we conclude that F−1μc admits a unique extension to
the upper half-plane, with values in C. Let us denote C = F−1μc (C+). It follows easily from the
identity principle for analytic functions that F−1μc (Fμc(z)) = z for all z ∈ C and Fμc(F−1μc (z)) = z
for all z ∈ C+. Moreover, Fμc(z) > z for all z ∈ C+ ∪ R, and if z ∈ C−, Fμc(z) ∈ C+, then it
is obvious that the inequality Fμc(z) > z still holds. Thus, we conclude that both (1) and (2)
are satisfied by F−1μc . Now our theorem follows: we define φμc(z) = F−1μc (z) − z, z ∈ C+. This
function is obviously well defined, and maps the upper half-plane into C−, thus satisfying the
requirements of Theorem 3.2. 
Since the classical Gaussian γ equals μ0, we are now able to conclude its free infinite divisi-
bility from Theorems 3.1 and 3.2.
Corollary 3.9. The classical normal distribution dγ (t) = 1√
2π
e−t2/2 dt is freely infinitely divis-
ible.
As mentioned in the introduction, numerical computations show that μc is not freely infinitely
divisible for certain values of c > 0. More specific, direct (computer assisted) calculation of the
Hankel determinants of the free cumulants of μ9/10, for example, shows that the 97-th determi-
nant is negative, and thus the cumulant series of μ9/10 is not the moment sequence of a positive
measure on R; Theorem 3.2 allows us then to conclude that μ9/10 is not freely infinitely divis-
ible. (More such computations have been performed, and they seem to indicate that the size of
the first Hankel matrix whose determinant is negative rather tends to decrease as c > 0 increases:
for example, the 83-th Hankel determinant corresponding to μ1 is negative.)
Acknowledgments
The last three authors would like to thank Professor Götze for the kind invitations and hospi-
tality at SFB 701, Bielefeld in the fall of 2008, where this project was started. S.T.B. would also
like to thank Michael Anshelevich for many useful discussions, especially regarding the Riccati
equation.
References
[1] N.I. Akhiezer, The Classical Moment Problem and Some Related Questions in Analysis, translated by N. Kemmer,
Hafner Publishing Co., New York, 1965.
S.T. Belinschi et al. / Advances in Mathematics 226 (2011) 3677–3698 3697[2] Michael Anshelevich, q-Lévy processes, J. Reine Angew. Math. 576 (2004) 181–207.
[3] O. Arizmendi, V. Pérez-Abreu, Power semicircle laws. A review, preprint, 2008.
[4] Richard Askey, Jet Wimp, Associated Laguerre and Hermite polynomials, Proc. Roy. Soc. Edinburgh Sect. A 96 (1–
2) (1984) 15–37.
[5] S.T. Belinschi, F. Benaych-Georges, A. Guionnet, Regularization by free convolution, square and rectangular cases,
Complex Anal. Oper. Theory 3 (3) (2009) 611–660.
[6] Hari Bercovici, Vittorino Pata, Stable laws and domains of attraction in free probability theory, Ann. of Math.
(2) 149 (3) (1999) 1023–1060, with an appendix by Philippe Biane.
[7] Hari Bercovici, Dan Voiculescu, Free convolution of measures with unbounded support, Indiana Univ.
Math. J. 42 (3) (1993) 733–773.
[8] Marek Boz˙ejko, Remarks on q-CCR relations for |q| > 1, in: Noncommutative Harmonic Analysis with Applica-
tions to Probability, in: Banach Center Publ., vol. 78, Polish Acad. Sci., Warsaw, 2007, pp. 59–67.
[9] Marek Boz˙ejko, Ma˘da˘lin Gut¸a˘, Functors of white noise associated to characters of the infinite symmetric group,
Comm. Math. Phys. 229 (2) (2002) 209–227.
[10] Marek Boz˙ejko, Roland Speicher, An example of a generalized Brownian motion, Comm. Math. Phys. 137 (3)
(1991) 519–531.
[11] Marek Boz˙ejko, Roland Speicher, Interpolations between bosonic and fermionic relations given by generalized
Brownian motions, Math. Z. 222 (1) (1996) 135–159.
[12] Marek Boz˙ejko, Burkhard Kümmerer, Roland Speicher, q-Gaussian processes: non-commutative and classical as-
pects, Comm. Math. Phys. 185 (1) (1997) 129–154.
[13] D.J. Broadhurst, D. Kreimer, Combinatoric explosion of renormalization tamed by Hopf algebra: 30-loop Padé–
Borel resummation, Phys. Lett. B 475 (1–2) (2000) 63–70.
[14] Christian Brouder, On the trees of quantum fields, Eur. Phys. J. C 12 (2000) 535–549.
[15] Christian Brouder, Alessandra Frabetti, QED Hopf algebras on planar binary trees, J. Algebra 267 (1) (2003) 298–
322.
[16] Włodzimierz Bryc, Amir Dembo, Tiefeng Jiang, Spectral measure of large random Hankel, Markov and Toeplitz
matrices, Ann. Probab. 34 (1) (2006) 1–38.
[17] A. Buchholz, New interpolation between classical and free Gaussian processes, Infin. Dimens. Anal. Quantum
Probab. Relat. Top., in press.
[18] Alain Connes, Dirk Kreimer, Hopf algebras, renormalization and noncommutative geometry, Comm. Math.
Phys. 199 (1) (1998) 203–242.
[19] Robert P. Dobrow, James Allen Fill, On the Markov chain for the move-to-root rule for binary search trees, Ann.
Appl. Probab. 5 (1) (1995) 1–19.
[20] L. Foissy, Les algèbres de Hopf des arbres enracinés décorés. I, Bull. Sci. Math. 126 (3) (2002) 193–239.
[21] L. Foissy, Les algèbres de Hopf des arbres enracinés décorés. II, Bull. Sci. Math. 126 (4) (2002) 249–288.
[22] Ralf Holtkamp, Comparison of Hopf algebras on trees, Arch. Math. (Basel) 80 (4) (2003) 368–383.
[23] Sergei Kerov, Interlacing measures, in: Kirillov’s Seminar on Representation Theory, in: Amer. Math. Soc. Transl.
Ser. 2, vol. 181, Amer. Math. Soc., Providence, RI, 1998, pp. 35–83.
[24] Martin Klazar, Non-P -recursiveness of numbers of matchings or linear chord diagrams with many crossings, Adv.
in Appl. Math. 30 (1–2) (2003) 126–136.
[25] Franz Lehner, Free cumulants and enumeration of connected partitions, European J. Combin. 23 (8) (2002) 1025–
1031.
[26] Jean-Louis Loday, María O. Ronco, Hopf algebra of the planar binary trees, Adv. Math. 139 (2) (1998) 293–309.
[27] Christian Mazza, Simply generated trees, B-series and Wigner processes, Random Structures Algorithms 25 (3)
(2004) 293–310.
[28] Mohamed Naimi, Michel Trehel, André Arnold, A log(n) distributed mutual exclusion algorithm based on path
reversal, J. Parallel Distrib. Comput. 34 (1996) 1–13.
[29] Alexandru Nica, Roland Speicher, Lectures on the Combinatorics of Free Probability, London Math. Soc. Lecture
Note Ser., vol. 335, Cambridge University Press, Cambridge, 2006.
[30] Victor Pérez-Abreu, Noriyoshi Sakuma, Free generalized gamma convolutions, Electron. Commun. Probab. 13
(2008) 526–539.
[31] John Riordan, The distribution of crossings of chords joining pairs of 2n points on a circle, Math. Comp. 29 (1975)
215–222.
[32] N. Sloane, Encyclopedia of integer sequences, http://www.research.att.com/~njas/sequences/.
[33] Roland Speicher, Multiplicative functions on the lattice of noncrossing partitions and free convolution, Math.
Ann. 298 (4) (1994) 611–628.
3698 S.T. Belinschi et al. / Advances in Mathematics 226 (2011) 3677–3698[34] Paul R. Stein, On a class of linked diagrams. I. Enumeration, J. Combin. Theory Ser. A 24 (3) (1978) 357–366.
[35] P.R. Stein, C.J. Everett, On a class of linked diagrams. II. Asymptotics, Discrete Math. 21 (3) (1978) 309–318.
[36] Fred W. Steutel, Klaas van Harn, Infinite Divisibility of Probability Distributions on the Real Line, Monogr. Textb.
Pure Appl. Math., vol. 259, Marcel Dekker Inc., New York, 2004.
[37] Michel Trehel, Mohamed Naimi, Un algorithme distribué d’exclusion mutuelle en log(n), TSI 6 (2) (1987) 141–150.
