In this paper, we discuss the existence of positive solutions of fractional differential equations on the infinite interval (0, +∞). The positive solution of fractional differential equations is gained by using the properties of the Green's function, Leray-Schauder's fixed point theorems, and Guo-Krasnosel'skii's fixed point theorem.
Introduction
In this article, we investigate the positive solutions for fractional differential equations Recently, many kinds of fractional differential equations have been generally studied, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . As everyone knows, fractional differential equations are used in many fields, for instance, control theory, mechanics, polymer rheology and engineering, and so on, for the details, see [16] [17] [18] [19] [20] [21] . From the references, we can obtain that many authors have used the cone expansion and cone compression fixed point theorem to prove their conclusions, see [5, [22] [23] [24] [25] [26] .
In [4] , the authors studied the following equations: Li et al. in [7] investigated the following fractional: Liang and Zhang [23] considered the following fractional boundary value problem:
By using Banach contraction mapping principle, the writers gave some new results for existence and uniqueness of positive solutions for the above problem in [12] . As far as we can see, there are still very few papers (such as [22] ) discussing the fractional coupled systems. To prove our conclusions, we put forward some necessary basic concepts in Sect. 2. In Sect. 3, we obtain the positive solutions of BVP (1.1) by using the relevant fixed point theorem. In Sect. 4, two examples are presented to verify our results.
Preliminaries and correlative lemmas
To prove our conclusion, we first introduce some basic concepts, see [5, 9] . 
Definition 2.2 ([9])
The Riemann-Liouville fractional derivative of order α > 0 of a function u : R + → R is given by
where n = [α] + 1.
In this way, we need the following conclusions: 
where c i ∈ R, i = 1, 2, . . . , n, n = [α] + 1.
, the following boundary value problem:
where
3)
Proof From Lemma 2.2 and (2.1), we have
and
By the boundary conditions, we can get
G(t, s)h(s) ds,
where G(t, s), G 1 (t, s), and G 2 (t, s) are defined by (2.3)-(2.5).
Lemma 2.4 The function G(t, s) defined by
Furthermore, we have
Lemma 2.5 ([23], Leray-Schauder fixed point theorem) Let B be a bounded, nonempty, convex, and closed subset of Banach space E, and let F : B → E be a completely continuous operator with F(B) ⊂ B. Then F has a fixed point in B.

Lemma 2.6 ([9]) Let k > 1 and denote λ(k)
} for a fixed number 
Thus, (2.6) holds. According to the definition of λ(k), obviously (2.8) holds. 
Lemma 2.7 ([25])
Then A has at least one fixed point in P ∩ ( 2 \ 1 ).
In this article, we use the following space E to study (1.1), which is denoted by
Denote P r = {u ∈ P : 0 ≤ u < r}, ∂P r = {x ∈ P : x = r} and P r = {x ∈ P : x ≤ r} where r > 0.
Main results
Define an operator T : P → E as follows:
G(t, s)q(s)f s, u(s) ds.
For any u ∈ P ⊂ E, t, s ∈ [0, +∞), we have
G(t, s)q(s)f s, u(s) ≤ G(t, s)q(s)ϕ
So, for any t 0 ∈ [0, +∞), we have |Tu(t) -Tu(t 0 )| → 0. Thus, Tu(t) = +∞ 0 
G(t, s)q(s)f (s, u(s)) ds is convergent, then T : P
, for all u ≤ r, and a.e. t ∈ [0, +∞).
Throughout this article, we hypothesize that the condition holds:
is nonnegative and ∞ 0 q(s)ϕ r (s) ds < ∞ for any r > 0. Denote
Theorem 3.1 Assume that (H 1 ) holds, q(t)f (t, 0) ≡ 0 in any subinterval
then BVP (1.1) has at least one positive solution.
Proof
Step 1: We show that T : P → P. Obviously, Tu(t) is continuous with respect to t ∈ R + . For any u ∈ P ⊂ E, there ex-
1+t α-1 < +∞, then
So Tu ∈ E. Because G, f , q are nonnegative, in that way Tu(t) ≥ 0, which signifies Tu ∈ P for any u ∈ P.
Step 2: we prove that T is a continuous operator. Let u n , u ∈ P, n = 1, 2, . . . , such that u n -u → 0 as n → ∞, that is,
By using the Lebesgue dominated convergence theorem, we get
So, we have
Hence, Tu n -Tu → 0 as n → ∞, thus T is a continuous operator.
Step 3: T is relatively compact. Let B ⊂ P be a nonempty bounded closed subset, that is, there exists k > 0 such that
(1) For any u ∈ B,
So, T(B) is uniformly bounded.
For notational convenience, denote
(2) For any A > 0, let I = [0, A] be a compact interval and t 1 , t 2 ∈ I, t 2 > t 1 .
On the other hand, we have
Similarly, we have
So, we have
Therefore, V 1 is locally equicontinuous on R + .
(3) For any u ∈ B, we have
that is, for any ε > 0, there exists N > 0 such that, for all t 1 , t 2 > N and Tu ∈ P, we have
Hence, V 1 is equiconvergent at infinity. So T is a completely continuous operator.
Step 4: T(B) ⊂ B. Because f 0 < ρ, there exists r 1 > 0 such that
So T(B) ⊂ B. According to Lemma 2.5, we get that BVP (1.1) has at least one positive solution.
hold. Suppose that F satisfies one of the following conditions:
Then BVP (1.1) has at least one positive solution u * with r 1 ≤ u * ≤ r 2 .
Proof Firstly, we assume that (A1) holds. According to Theorem 3.1, T : P r 2 \P r 1 → P is a completely continuous operator. By Lemma 2.8, the proof is as follows.
Step 1. Let u ∈ ∂P r 1 , t ∈ [0, +∞), then
1+t α-1 ≤ r 1 . We get the following conclusion by using (A1): Tu ≥ u , u ∈ ∂P r 1 .
Step 2. Let u ∈ ∂P r 1 , t ∈ [0, +∞), then Similarly, condition (A2) has the same conclusion when it is established. . It is easy to calculate that ) ≈ 11.6319, (α -1) = ( 7 2 ) ≈ 3.3234, where ϕ r (t) = r 2 (1+ 
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