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Abstract
In this paper we prove a global existence result for nonlinear Klein–Gordon equations with small data
in infinite homogeneous waveguids, R2 × M, where M = (M,g) is a Zoll manifold. The method is based
on the normal forms, the eigenfunction expansion for M and the special distribution of eigenvalues of
Laplace–Beltrami on Zoll manifold.
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1. Introduction
Let M = (M,g) be a Zoll manifold, i.e. any compact Riemannian manifold all of whose
geodesics are periodic with the same period. In [2] the authors studied long time existence for
solutions to nonlinear Klein–Gordon equations of type(
∂2t −Δg +m2
)
u = f (u, ∂tu,∇gu) (1.1)
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22 D. Fang et al. / J. Math. Anal. Appl. 331 (2007) 21–37on (M,g) with smooth Cauchy data of size ε → 0, where Δg is the Laplace–Beltrami operator,
∇g is the gradient, and prove results of long time existence and Hs -boundedness to (1.1) for
almost all values of the mass m> 0.
In this paper, we will consider nonlinear Klein–Gordon (K–G) equations in infinite homoge-
neous waveguides R2 × M,{
(+m2)u = f (y,u, ∂tu, ∂xu,∇gu), (t, x, y) ∈ R+ ×R2 × M,
u(0, x, y) = u0(x, y), ∂tu(0, x, y) = u1(x, y),
(1.2)
where = ∂2t − Δx − Δg , x ∈ R2, Δx = ∂2∂x21 + ∂
2
∂x22
, Δg is also the Laplace–Beltrami operator,
∇g is the gradient as well, and f is an homogeneous polynomial of degree 2.
We assume the initial data are sufficiently small and compactly-supported, i.e.
u0(x, y) = εu˜0(x, y), u1(x, y) = εu˜1(x, y),
where u˜0 and u˜1 are real valued, belong to C∞0 (R2 × M), and ε > 0 is a small parameter.
In [5], the authors solved wave and K–G equations with small initial data of the form⎧⎪⎨⎪⎩
(+m2)u = Q(u,u′, u′′), (t, x, y) ∈ R+ ×Rn ×Ω,
u(0, x, y) = u0(x, y), ∂tu(0, x, y) = u1(x, y),
u|∂Ω = 0,
where = ∂2t −Δx −ΔΩ , x ∈ Rn, n 3, Δx =∑nj=1 ∂2∂x2j , ΔΩ denotes the standard Laplacian
ΔΩ =∑dj=1 ∂2∂y2j , Ω ⊂ Rd denotes a nonempty, bounded domain with smooth boundary ∂Ω ,
and u′ = (∂t , ∂x, ∂y)u, u′′ = (u′)′, Q is a quadratic function in its arguments, and affine linear
in u′′, it can be written as
Q(u,u′, u′′) =
∑
0j,k,ln+d
A
jk
l ∂lu∂j ∂ku+ u
∑
0j,k,ln+d
Ajk∂j ∂ku+R(u,u′), (1.3)
where R is a quadratic function in u and u′. Here x0 = t , and xn+j = yj , 1 j  d . The authors
of this paper solved this high dimension problem by the classical argument of wave and K–G
equations, i.e. uniform estimate and energy estimate in a fashion similar to that used by Klainer-
man [4]. Thanks to the Dirichlet boundary conditions, since there are no zero eigenvalues, they
can reduce matters to proving uniform estimates for K–G equation R1+n + μ2 in R×Rn with
μ  1. It is well known that one does not expect global solutions for arbitrary nonlinearities in
low space dimension.
The authors of [3] dealt with n = 1 on a Zoll manifold or a compact revolution hypersurface.
They prove that with a convenient nonlinearity the solution would be global for (x, y) ∈ R× M.
In this paper, we will study the n = 2 case.
We know for n = 2 that the quadratic nonlinearity plays the role of a long-range perturbation
of the left-hand side of the equation. More precisely, the linear solutions to the Klein–Gordon
equation decay like t−1 as t → +∞. If k is the order of vanishing of nonlinear potential f
at 0, we see that f computed on such a linear solution decays like t−k as t → +∞. Quadratic
nonlinearities in two space dimension is just in the critical case. Because of that, we shall in
the main result concentrate ourselves on quadratic nonlinearities. In fact, we can extend the
nonlinearity to a more general case f (y, ∂tu, ∂xu,∇gu) +Q(u,u′, u′′), where Q is the sum of
the at least cubic homogeneous expressions of u, u′ and u′′, and is affine linear in u′′.
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following condition: there are constants τ > 0, α ∈R, c0 > 0, δ > 0, C0 > 0, D  0 and a family
of disjoint compact intervals {In}n∈N∗ with I1 at the left of I2 and for n 2,
In =
[
2π
τ
n+ α − c0
nδ
,
2π
τ
n+ α + c0
nδ
]
, (1.4)
such that
σ(P ) ⊂
⋃
n∈N∗
In (1.5)
and

(
σ(P )∩ In
)
 C0nD. (1.6)
To simplify the notations, we shall take τ in (1.4) to be 2π , and for n ∈ N∗, we set πn(λ) =
1In(λ), and Πn = πn(P ).
Let H = σ(P ), Hn = σ(P ) ∩ In, n ∈ N∗, then by condition (1.4)–(1.6), if ξ ∈Hn, we have
|ξ − (n+ α)| c0
nδ
and Hn  C0nD . In another word, for every ξ ∈H, there is a unique integer
n = n(ξ) in N∗ with ξ ∈Hn(ξ).
Then our main result is as following.
Theorem 1.1. Let M be a Zoll manifold. There is a zero measure subset N of ]0,+∞[ and for
any m ∈ ]0,+∞[ −N , for any pair (u˜0, u˜1) of real valued C∞0 functions on R2 × M, there is
ε0 > 0 such that for any ε ∈ ]0, ε0[, problem (1.2) admits a global smooth solution u ∈ C∞(R+×
R
2 × M).
We solve this problem combining the ideas of [1,2,6].
First of all, the local existence is ensured by the well-known local existence theorem.
Then, we take some proper hyperbolic coordinate (τ, z), and consider a new unknown function
v defined in terms of u. The aim is to reduce the PDE to an abstract ordinary differential equation.
Then in this new coordinates we control a convenient energy ENs of the solution under some L∞
assumption which is used to deal with the nonlinear term. Finally, by the continuity method, and
the help of [2], the result can be gotten by combining the normal form method to this abstract
ODE, the eigenfunction expansion for M and the special distribution of eigenvalues of Laplace–
Beltrami on Zoll manifold.
The rest of the paper is organized as follows. In Section 2, we will give some notations and
reduction of the problem, and then state our main result. In Section 3, we will state some known
results used in the rest of the paper, while in Section 4, the main part of the proof for Theorem 1.1
is given.
2. Notations and reduction
Let Dt = 1i ∂t , Λm =
√
−Δg +m2, and by the definition of Πn we have ‖u‖2Hsy ∼∑
n∈N∗ n2s
∫
M |Πnu|2 dy for s ∈R.
Let B be a positive constant which satisfies
suppu0 ∪ suppu1 ⊂
{
x ∈R: |x| B}, (2.1)
and let τ0 be a fixed positive number strictly greater than 1 + 2B , then we may treat the problem
(1.2) as the Cauchy problem on the hyperbola {(t, x, y) ∈ R+ × R2 × M: (t + 2B)2 − |x|2 =
24 D. Fang et al. / J. Math. Anal. Appl. 331 (2007) 21–37τ 20 , t > 0, y ∈ M}, with sufficiently smooth, small, compactly-supported data. This is a conse-
quence of the local existence theorem and the finite speed of propagation. One can refer to [1].
Next, we will introduce the hyperbolic coordinate (τ, z, y) ∈ [τ0,+∞)×R2 × M,
t + 2B = τ cosh |z|, x = τz sinh |z||z| , for |x| < t + 2B. (2.2)
Then by calculating,
∂t = cosh |z|∂τ − z1 sinh |z||z|
∂z1
τ
− z2 sinh |z||z|
∂z2
τ
, (2.3)
∂x1 = −z1
sinh |z|
|z| ∂τ +
[
cosh |z| z
2
1
|z|2 +
z22
|z| sinh |z|
]
∂z1
τ
− z1z2|z| sinh |z|
(
1 − cosh |z| sinh |z||z|
)
∂z2
τ
, (2.4)
∂x2 = −z2
sinh |z|
|z| ∂τ −
z1z2
|z| sinh |z|
(
1 − cosh |z| sinh |z||z|
)
∂z1
τ
+
[
cosh |z| z
2
2
|z|2 +
z21
|z| sinh |z|
]
∂z2
τ
, (2.5)
and then,
∂2t −Δx −Δg +m2 = ∂2τ −
(
z
|z| ·
∂z
τ
)2
− 1
sinh2 |z|
(
z⊥ · ∂z
τ
)2
− 1
τ
cosh |z|
sinh |z|
(
z
|z| ·
∂z
τ
)
−Δg +m2 + 2
τ
∂τ, (2.6)
where z⊥ = (−z2, z1).
Let
A(z) = (aij ) =
(1 − z22φ(|z|) z1z2φ(|z|)
z1z2φ(|z|) 1 − z21φ(|z|)
)
, (2.7)
where φ(ρ) = 1
ρ2
− 1
sinh2 ρ , and ψ(ρ) = 1sinhρ −
coshρ
ρ
. Then
∂2t −Δx +Λ2m = ∂2τ −
∑
1i,j2
aij (z)
∂zi
τ
∂zj
τ
+ 1
τ
ψ(|z|)
sinh |z|
(
z · ∂z
τ
)
+ 2
τ
∂τ +Λ2m. (2.8)
Define
u(t, x, y) = χ(z)
τ
v(τ, z, y), (2.9)
where χ(z) = (cosh(κ|z|))−1 ∈ C∞(R2) and κ is a positive number to be chosen large enough.
Then v satisfies
Pv = G(τ, z, y, v, ∂τ v, ∂zv,∇gv) (2.10)
if u is the solution of (1.2), where
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1
τ 2
{ ∑
1i,j2
aij
(
χ ′′
χ
zizj
|z|2 +
χ ′
χ
(
δ
j
i
|z| −
zizj
|z|3 +
zi
|z|
)
+ χ
′
χ
zi
|z|∂zj + ∂zi ∂zj
)
− ψ(|z|)
sinh |z|
(
χ ′
χ
|z| + z · ∂z
)}
+Λ2m
= ∂2τ −
∑
aij
∂zi
τ
∂zj
τ
+ 1
τ
ψ(|z|)
sinh |z|
(
z · ∂z
τ
)
+ 1
τ 2
P1 +Λ2m, (2.11)
P1 = −
∑
i,j
aij
(
χ ′′
χ
zizj
|z|2 +
χ ′
χ
(
δ
j
i
|z| −
zizj
|z|3 +
zi
|z|
)
+ χ
′
χ
zi
|z|∂zj
)
+ ψ(|z|)
sinh |z|
χ ′
χ
|z|
= −
∑
i,j
aij
(
χ ′′
χ
zizj
|z|2 +
χ ′
χ
zi
|z| +
χ ′
χ
zi
|z|∂zj
)
+ χ
′
χ
cosh |z|
sinh |z| ,
and
G(τ, z, y, v, ∂τ v, ∂zv,P v) = χ
τ
f
(
y, v, cosh |z|∂τ v,− z|z| sinh |z|∂τ v,∇gv
)
+R(τ, z, y),
(2.12)
R(τ, z, y) is a linear combination of expressions of the form
χ
τ
a(z, y)vl1
(
v
τ
)l2
(∂τ v)
k
(
∂z1v
τ
)j1(∂z2v
τ
)j2
(∇gv)i, (2.13)
where a(z, y) is smooth enough with respect to both z and y, l1, k, and i  1, and l1 + l2 + k +
j1 + j2 + i = 2 (therefore, the degree of 1τ in R is at least 2), and
(v, ∂τ v)|τ=τ0 = (εv˜0, εv˜1), (2.14)
where v˜0 and v˜1 are C∞ with compact support.
Definition 2.1. Let r ∈ R. We denote by E r the space of C∞ functions z → a(z) defined on R2,
such that for any family α of indices, there is Cα > 0 with∣∣∂αz a(z)∣∣ Cαer|z|. (2.15)
Let
ENs (τ) =
∑
n∈N∗
∑
0|α|s
n2N
1
2
∫
M
∫
R2
{∣∣∂τ ∂αz Πnv∣∣2
+
t(∂z∂αz Πnv
τ
)
A(z)
(
∂z∂
α
z Πnv
τ
)
+ ∣∣∂αz ΛmΠnv∣∣2} sinh |z||z| dzdy.
To prove Theorem 1.1, we need to obtain the following proposition.
Proposition 2.2. Let δ > 0 be a given small enough number, and v0, v1 be given smooth, com-
pactly supported, real valued functions. For s,N large enough, there are ε0 > 0, C1 > 0, C2 > 0
and for any T > τ0, such that the solution v of (2.10)–(2.14) extends smoothly on [τ0, T ], one
has for any τ ∈ [τ0, T [
ENs (τ) C1ε2τ 2δ (2.16)
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τ
∣∣∂zv(τ, z, y)∣∣ C2ε. (2.17)
From the above proposition, we can get Theorem 1.1 immediately. In fact, using the result of
Proposition 2.2, and the relation
∂2τ v = Pv +
∑
1i,j2
aij
∂zi
τ
∂zj
τ
v − 1
τ
ψ(|z|)
sinh |z|
(
z · ∂z
τ
v
)
− 1
τ 2
P1v −Λ2mv
= G(τ, z, y, v, ∂τ v, ∂zv,∇gv)+
∑
1i,j2
aij
∂zi
τ
∂zj
τ
v − 1
τ
ψ(|z|)
sinh |z|
(
z · ∂z
τ
v
)
− 1
τ 2
P1v −Λ2mv,
we have by (2.16), for a constant C depending on T ∗, the estimate
sup
τ∈[τ0,T ∗[
∑
j+|β|+|α|2
∥∥∥∥∂jτ (∂zτ
)α
∇βg v(τ, ·)
∥∥∥∥
L∞
 Cε,
where T ∗ denotes the lifespan of the smooth solution. Thus the classical blow up criterion yields
the global smooth solution. Going back to the original variables, we get that u is a global smooth
solution.
3. Some results from [2]
For the convenience of the reader, we recall Definition 2.1.1 of [2] at first. To this end, denote
μ(n1, . . . , np+1) = max3(n1, . . . , np+1)+ 1
where n1, . . . , np+1 are nonnegative real numbers, and max3 is the third largest element of this
family, and
S(n1, . . . , np+1) =
p+1∑
l=1
[
nl −
∑
j =l
nj
]
+
+μ(n1, . . . , np+1),
where [a]+ = max(a,0).
Definition 3.1. Let ν ∈ [0,+∞[, N ∈ N, p ∈ N∗. We denote by Mν,Np the space of all p-linear
operators E×· · ·×E→ L2(M) (E is the algebraic direct sum of the ranges of the Πn’s which has
been defined after (1.6)), such that there is C > 0 satisfying: for every (n1, . . . , np+1) ∈ (N∗)p+1,
u1, . . . , up ∈ E, one has
∥∥Πnp+1[M(Πn1un1, . . . ,Πnpunp )]∥∥L2  Cμ(n1, . . . , np+1)ν+NS(n1, . . . , np+1)N
p∏
1
‖uj‖L2 .
The best constant C in the right-hand side of above inequality defines a norm ‖M‖Mν,Np for
whichMν,Np is a Banach space.
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will be used in our paper.
(1) There is ν > 0 depending only on p and the dimension such that the map (u1, . . . , up) →
u1u2 · · ·up is inMν,Np for any N ∈ N.
(2) Let ν ∈ [0,+∞), s ∈ R, s > ν + 32 , N ∈ N, N > s + 1, then any element M ∈Mν,Np
extends to a bounded operator from Hs(M) × · · · × Hs(M) to Hs(M). Moreover, for any s0 ∈
(ν + 32 , s] there is C > 0 such that for any M ∈Mν,Np , and u1, . . . , up ∈ Hs(M),∥∥M(u1, . . . , up)∥∥Hs(M)  C‖M‖Mν,Np p∑
j=1
[
‖uj‖Hs
∏
k =j
‖uk‖Hs0
]
. (3.1)
(3) Let p,q ∈ N∗, ν1, ν2 ∈ [0,+∞), 1  l  q . For M1 ∈Mν1,Np , M2 ∈Mν2,Np with N >
1 + max(ν1, ν2), define a (p + q − 1)-linear operator on Ep+q−1,
(u1, . . . , up+q−1) → M(u1, . . . , up+q−1)
by
M(u1, . . . , up+q−1) = M2
(
u1, . . . , ul−1,M1(ul, . . . , ul+p−1), ul+p, . . . , up+q−1
)
. (3.2)
Then M ∈Mν1+ν2+1,N−max(ν1,ν2)−1p+q−1 and the map (M1,M2) → M is bounded from Mν1,Np ×
Mν2,Np into that space.
At last, let ρ : {1, . . . , p + 1} → {1,−1} be given and for B ∈Mν,Np , define a operator Lρ(B)
acting on E × · · · × E by
Lρ(B)(u1, . . . , up) =
p∑
j=1
ρ(j)B(u1, . . . ,Λmuj , . . . , up)+ ρ(p + 1)ΛmB(u1, . . . , up).
(3.3)
Definition 3.2. Let p ∈ N∗, ρ : {1, . . . , p + 1} → {−1,1} be given, ν ∈ [0,+∞[, N ∈N.
• If ∑p+1j=1 ρ(j) = 0, we set M˜ν,Np (ρ) =Mν,Np .
• If ∑p+1j=1 ρ(j) = 0, we denote by M˜ν,Np (ρ) the closed subspace ofMν,Np (ρ) given by those
M ∈Mν,Np (ρ) such that Πp+1[M(Πn1u1, . . . ,Πnp)] ≡ 0 for any (n1, . . . , np+1) such that
there is σ ∈Sp+1 with σ 2 = 1, ρ ◦ σ = −ρ and for any j = 1, . . . , p + 1, nj = nσ(j).
Then from Proposition 3.2.4 of [2], we know that, for every m ∈ (0,+∞) −N (for some N
which is a zero measure subset of (0,+∞)), there is ν ∈ R+ such that for any (ν,N) ∈ R+ ×N
there is a bounded operator L−1ρ :M˜ν,Np (ρ) → M˜ν+ν,Np (ρ) such that for any M ∈ M˜ν,Np (ρ) one
has Lρ(L−1ρ (M)) = M .
4. Proof of the main result
4.1. Energy inequality
To prove Proposition 2.2, we start with the following energy inequality.
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dENs
dτ
C‖Pv‖Hsz HNy
√
ENs +
C
τ 2
ENs +
C
τ l+1
ENs+l , l = 0 or 1, (4.1)
where ‖ · ‖Hsz HNy denotes the standard norm of Sobolev space HNy with respect to variable y and
Hsz with respect to the variables z.
Proof. Note that
dENs
dτ
=
∑
n∈N∗
∑
0|α|s
Ren2N
∫
M
∫
R2
{
∂τ ∂
α
z Πnv∂
2
τ ∂
α
z Πnv
+
t(∂z∂αz Πnv
τ
)
A(z)
(
∂z∂τ ∂
α
z Πnv
τ
)
+ (∂αz ΛmΠnv)(∂τ ∂αz ΛmΠnv)} sinh |z||z| dzdy
−
∑
n∈N∗
∑
0|α|s
Ren2N
∫
M
∫
R2
(
2
τ
t(∂z∂αz Πnv
τ
)
A(z)
(
∂z∂
α
z Πnv
τ
))
sinh |z|
|z| dzdy,
and A(z) is positive from (2.7), we have
dENs
dτ

∑
n∈N∗
∑
0|α|s
Ren2N
∫
M
∫
R2
{
∂τ ∂
α
z Πnv∂
2
τ ∂
α
z Πnv
+
t(∂z∂αz Πnv
τ
)
A(z)
(
∂z∂τ ∂
α
z Πnv
τ
)
+ (∂αz ΛmΠnv)(∂τ ∂αz ΛmΠnv)} sinh |z||z| dzdy.
Thanks to (2.11), we get
dENs
dτ

∑
n,α
Ren2N
∫
M
∫
R2
{
∂τ ∂
α
z ΠnvP∂
α
z Πnv + ∂τ ∂αz Πnv
(∑
i,j
aij
∂zi
τ
∂zj
τ
∂αz Πnv
)
− 1
τ
∂τ ∂
α
z Πnv
ψ(|z|)
sinh |z|
(
z · ∂z
τ
∂αz Πnv
)
− 1
τ 2
∂τ ∂
α
z ΠnvP1∂
α
z Πnv
− ∂τ ∂αz ΠnvΛ2m∂αz Πnv +
t(∂z∂αz Πnv
τ
)
A(z)
(
∂z∂τ ∂
α
z Πnv
τ
)
+ (∂αz ΛmΠnv)(∂τ ∂αz ΛmΠnv)} sinh |z||z| dzdy
=
∑
n,α
Ren2N
{
(1)+ (2)+ (3)+ (4)+ (5)+ (6)+ (7)}. (4.2)
Since
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∫
M
∫
R2
∂τ ∂
α
z Πnv
(∑
i,j
aij
∂zi
τ
∂zj
τ
∂αz Πnv
)
sinh |z|
|z|
=
∑
i,j
∫
M
∫
R2
aij
sinh |z|
|z|
∂zi
τ
∂zj
τ
∂αz Πnv∂τ ∂
α
z Πnv
= −
∑
i,j
1
τ
∫
M
∫
R2
∂zj
(
aij
sinh |z|
|z|
)
∂zi
τ
∂αz Πnv∂τ ∂
α
z Πnv
−
∑
i,j
∫
M
∫
R2
aij
sinh |z|
|z|
∂zi
τ
∂αz Πnv
∂zj
τ
∂τ ∂
α
z Πnv,
we have (2)+ (6) = −∑i,j 1τ ∫M ∫R2 ∂zj (aij sinh |z||z| ) ∂ziτ ∂αz Πnv∂τ ∂αz Πnv.
Using the identity
∑2
j=1 ∂zj (aij
sinh |z|
|z| ) = − zi|z|ψ(|z|), we have
(2)+ (6)+ (3) = 0. (4.3)
On the other hand,∑
n
Ren2N
∫
M
∂αz ΛmΠnv∂τ ∂
α
z ΛmΠnv =
∑
n
Ren2N
∫
M
∂αz Λ
2
mΠnv∂τ ∂
α
z Πnv,
∑
n,α
Ren2N
{
(5)+ (7)}= 0. (4.4)
Combining the above estimates, (4.2) becomes
dENs
dτ

∑
n,α
Ren2N
∫
M×R2
{
∂τ ∂
α
z ΠnvP∂
α
z Πnv −
1
τ 2
∂τ ∂
α
z ΠnvP1∂
α
z Πnv
}
sinh |z|
|z| dzdy.
(4.5)
Since
P∂αz Πnv =
[
P ,∂αz
]
Πnv + ∂αz PΠnv,
(4.5) equals to
dENs
dτ

∑
n,α
Ren2N
∫
M×R2
{
∂τ ∂
α
z Πnv∂
α
z PΠnv + ∂τ ∂αz Πnv
[
P ,∂αz
]
Πnv
− 1
τ 2
∂τ ∂
α
z ΠnvP1∂
α
z Πnv
}
sinh |z|
|z|
= (1)+ (2)+ (3). (4.6)
From the definition of ENs ,
(1) C‖Pv‖Hsz HNy
√
ENs . (4.7)
To get the estimate of (2) and (3), we need the following lemma:
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P ,∂αz
]= 1
τ 2
∑
|β||α|+1
Cβ∂
β
z , (4.8)
where Cβ ∈ E0, and all the coefficients of P belong to E0.
Since A(z) c Id, the square root of the energy is larger than the L2 norm of ∂z
τ
∂αz v when the
length of α is s, hence, we have
(2) C
√
ENs
(√ENs+l
τ 1+l
+
√
ENs
τ 2
)
C
(
ENs+l
τ 1+l
+ E
N
s
τ 2
)
, l = 0 or 1. (4.9)
Finally,
(3) C
(
ENs
τ 2
+ E
N
s+l
τ 1+l
)
, l = 0 or 1, (4.10)
by the expression of P1 and Lemma 4.2.
Hence, with the above estimates, we have the result of Lemma 4.1. 
Proof of Lemma 4.2. First of all, let us remark that an expansion of φ at 0 shows that φ(ρ) is
a smooth even function. Therefore the estimates on a neighborhood of 0 are trivial. One has just
to check that the estimates are true close to infinity, which is easy. Hence, all the coefficients of
P belong to E0.
Then, since[
P ,∂αz
]= [∂2τ −∑
i,j
aij
∂zi
τ
∂zj
τ
+ 1
τ
ψ(|z|)
sinh |z|
(
z · ∂z
τ
)
+ 1
τ 2
P1 +Λ2m, ∂αz
]
= 1
τ 2
[
−
∑
i,j
aij ∂zi ∂zj +
ψ(|z|)
sinh |z| (z · ∂z)+ P1, ∂
α
z
]
= 1
τ 2
(
−
∑
i,j
[
aij ∂zi ∂zj , ∂
α
z
]+ [ ψ(|z|)
sinh |z| (z1∂z1 + z2∂z2), ∂
α
z
]
+ [P1, ∂αz ])
= 1
τ 2
(
−
∑
|β1|+|β2|=|α|+2|β2||α|+1
1i,j2
Cβ1∂
β1
z aij ∂
β2
z +
∑
|β1|+|β2|=|α|+1|β2||α|
1i2
Cβ1∂
β1
z
(
ψ(|z|)
sinh |z|zi
)
∂β2z
+ [P1, ∂αz ]),
and [
P1, ∂
α
z
]= [−∑
i,j
aij
(
χ ′′
χ
zizj
|z|2 +
χ ′
χ
zi
|z| +
χ ′
χ
zi
|z|∂zj
)
+ χ
′
χ
cosh |z|
sinh |z| , ∂
α
z
]
=
∑
|β1|+|β2|=|α|
Cβ1∂
β1
z
(
−aij
(
χ ′′
χ
zizj
|z|2 +
χ ′
χ
zi
|z|
)
+ χ
′
χ
cosh |z|
sinh |z|
)
∂β2z1i,j2
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∑
|β1|+|β2|=|α|+1|β2||α|
1i,j2
Cβ1∂
β1
z
(
aij
χ ′
χ
zi
|z|
)
∂β2z ,
with the help of the first step, the result of Lemma 4.2 is proved. 
4.2. Time growth of the energy
If v is a solution of (2.10)–(2.14), define
M̂(τ ) = sup
(σ,z,y)∈[τ0,τ )×R2×M
(∣∣Λmv(σ, z, y)∣∣+ ∣∣∂τ v(σ, z, y)∣∣+ 1
τ
∣∣∂zv(σ, z, y)∣∣). (4.11)
Lemma 4.3. Let C > 0, s1,N ∈ N. There are ε0 > 0, C′ > 0, and δ > 0 such that for any
ε ∈ ]0, ε0[, any T > τ0, any solution v of (2.10)–(2.14) on [τ0, T ] satisfying M̂(T ) Cε 12 , one
has the estimate
ENs1 (τ ) C
′ε2τ 2δ, τ0  τ  T . (4.12)
Proof. By using (2.12), (2.13), the definition of χ and the Leibnitz rule, we have
‖Pv‖Hsz HNy =
∥∥G(τ, z, y, ∂τ v, ∂zV ,∇gv)∥∥Hsz HNy
=
∥∥∥∥χτ f
(
y, v, cosh |z|∂τ ,− z|z| sinh |z|∂τ ,∇gv
)
+R
∥∥∥∥
Hsz H
N
y
 1
τ
∥∥∥∥χf(y, v, cosh |z|∂τ v,− z|z| sinh |z|∂τ v,∇gv
)∥∥∥∥
Hsz H
N
y
+ ‖R‖Hsz HNy
 C M̂
τ
(
‖∂τ v‖Hsz HNy + ‖v‖Hsz HNy + ‖∇gv‖Hsz HNy +
∥∥∥∥∂zvτ
∥∥∥∥
Hsz H
N
y
)
 C M̂
τ
√
ENs 
Cε1/2
τ
√
ENs ,
and
dENs
dτ

(
Cε1/2
τ
+ C
τ 2
)
ENs +
C
τ l+1
ENs+l l = 0 or 1. (4.13)
Let us apply this formula with l = 0, s = s0 + s1 + 1 at first, where s0 is a large integer to be
fixed later, and s1 is an arbitrary integer. Thus we get
dENs0+s1+1
dτ

(
Cε
1
2 +C
τ
+ C
τ 2
)
ENs0+s1+1 
( 1
2 + s0
τ
+ C
τ 2
)
ENs0+s1+1
by taking s0 >C. So we obtain
ENs0+s1+1(τ )E
N
s0+s1+1(τ0) exp
( τ∫
τ0
( 1
2 + s0
τ
+ C
τ 2
)
dσ
)
 Cε2τ s0+ 12 . (4.14)
Then applying formula (4.13) with l = 1 and s = s0 + s1, we get
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dτ
 C
τ 2
ENs0+s1+1 +
(
Cε
τ
+ C
τ 2
)
ENs0+s1
Cε2τ s0− 32 +
(
Cε
τ
+ C
τ 2
)
ENs0+s1 .
Do the integral on [τ0, τ ], it becomes
ENs0+s1(τ )Cε
2 +Cε2τ− 12 +s0 −Cε2τ−
1
2 +s0
0 +
τ∫
τ0
(
Cε
σ
+ C
σ 2
)
ENs0+s1(σ ) dσ.
Thus from Gronwall’s lemma ENs0+s1  Cε
2τ− 12 +s0τCε = Cε2τ− 12 +s0+Cε .
Repeating this procedure for n times, we have
ENs0+s1+1−n  Cε
2τ
1
2 +s0−(1−Cε)n (4.15)
as long as 12 + s0 − (1 −Cε)(n− 1)− 1 > 0. By taking n = s0 in (4.15),
ENs1+1 Cε
2τ
1
2 +Cεs0 .
Taking this result back to (4.13), it follows
dENs1
dτ

(
Cε
τ
+ C
τ 2
)
ENs1 +
C
τ 2
ENs1+1
Cε2τ− 32 +s0Cε +
(
Cε
τ
+ C
τ 2
)
ENs1 .
Because s0 is independent on ε, we can takes ε small enough so that Cεs0 < 12 . Then using
Gronwall’s lemma again, we have
ENs1  C
′ε2τCε. (4.16)
Denoting Cε = 2δ, this becomes
ENs1  C
′ε2τ 2δ.  (4.17)
4.3. End the proof of Proposition 2.2
Lemma 4.4. Let C > 0. There are ε0 > 0, C′′ > 0 such that if v is a solution of (2.10)–(2.14) on
an interval [τ0, T [ satisfying M̂(T ) Cε1/2, then M̂(T ) C′′ε.
Remark that Lemma 4.4 implies the theorem: Actually, by smoothness of the Cauchy data,
there are C > 0, T > τ0 such that M̂(T )Cε1/2, holds true on [τ0, T [. By Lemma 4.3, we then
have a control of the energy on that interval, so v can be continued beyond T . Consequently, by
Lemma 4.4, for ε small enough, the supremum of those T for which there is a solution on [τ0, T [
satisfying M̂(T )Cε1/2 is +∞. This provides a global solution to our problem.
Proof of Lemma 4.4. We note Dτ = 1i ∂τ . Equation (2.10) becomes(
D2τ −Λ2m
)
v = −G(τ, z, y, ∂τ v, ∂zv,∇gv)− 1
τ 2
(∑
aij ∂zi ∂zj −
ψ(|z|)
sinh |z| (z · ∂z)− P1
)
v
= −χ
τ
f
(
y, v, cosh |z|∂τ v,− z|z| sinh |z|∂τ v,∇gv
)
− 1
τ 2
P˜ v −R(τ, z, y),
where P˜ =∑aij ∂zi ∂zj − ψ(|z|) (z · ∂z)− P1.sinh |z|
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1
2 (v+ − v+).
Thus,(
D2τ −Λ2m
)
v = −χ
τ
f
(
y,
1
2
Λ−1m (v+ + v+), cosh |z|
i
2
(v+ − v+),
− z|z| sinh |z|
i
2
(v+ − v+), 12∇gΛ
−1
m (v+ + v+)
)
−R − 1
τ 2
P˜ v. (4.18)
By Lemma 3.3.1 of [2] and the definition of M˜ν,Np , 2+1 is an odd integer (thus∑2+1j=1 ρ(j) =
0) there exists Ml ∈ M˜ν,+∞2 (ρl), for some ν > 0, such that χτ f = 1τ
∑2
l=0 Ml(vel(1) , vel(2) ) where
el(i) =
{+, i  l,
−, i > l.
Consequently, we may write (4.18) to be
(Dτ −Λm)v+ = −1
τ
2∑
l=0
Ml(el(1), el(2))−R − 1
τ 2
P˜ v. (4.19)
Define, using notation (3.3),
Bl = L−1ρl
(
Ml
)
for all l. (4.20)
Therefore, from Section 3 we get that Bl ∈ M˜ν+ν,+∞2 (ρl) ⊂Mν+ν,+∞2 . For s large enough
(s > d2 = 1 and satisfies property (2) of Section 3), define
E˜s(v+)(τ, z) =
∑
n∈N∗
n2s+1
(
1
2
∫
M
∣∣Λ− 12m Πnv+∣∣2 dy
+ 1
τ
Re
2∑
l=0
∫
M
ΠnΛ
−1
m v+Bl(vel(1) , vel(2) ) dy
)
. (4.21)
It is easy to see, using (3.1), that
E˜s(v+)(τ, z) C‖v+‖2Hsy −
2∑
l=0
C
τ
∥∥Λ−1m v+∥∥Hs+1y ‖B‖Hsy  C‖v+‖2Hsy − Cτ ‖v+‖3Hsy .
(4.22)
Denote E˜s(v+)(τ, z) = I + II, then dE˜sdτ = dIdτ + dIIdτ .
First, using (4.19),
dI
dτ
=
∑
n∈N∗
n2s+1 Re
∫
M
Λ
− 12
m Πnv+Πn∂τΛ
− 12
m v+
=
∑
n∈N∗
n2s+1 Re i
∫
Λ−1m Πnv+ΠnDτv+
M
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∑
n∈N∗
n2s+1 Re i
∫
M
{
Λ−1m Πnv+ΠnΛmv+ −
2∑
l=0
1
τ
ΠnΛ
−1
m v+ΠnMl
−ΠnΛ−1m v+ΠnR −
1
τ 2
ΠnΛ
−1
m v+ΠnP˜ v
}
= (1)+ (2)+ (3)+ (4).
Then for each term of above, we have
(1) =
∑
n
n2s+1 Re i
∫
M
|Πnv+|2 = 0,
(2) = −1
τ
∑
n,l
n2s+1 Re i
∫
M
ΠnΛ
−1
m v+ΠnMl
= 1
τ
Im
∑
n,l
n2s+1
∫
M
ΠnΛ
−1
m v+ΠnMl,
(3) C‖v+‖L∞z H sy ‖R‖L∞z H sy 
C
τ 2
‖v+‖L∞z H sy Es4
 Cε
2
τ 2−2δ
‖v+‖L∞z H sy
and
(4) C
τ 2
‖v+‖L∞z H sy ‖v‖H 4z H sy 
C
τ 2
‖v+‖L∞z H sy
√
Es4 
Cε
τ 2−δ
‖v+‖L∞z H sy .
Now, we calculate dII
dτ
.
dII
dτ
= d
dτ
1
τ
Re
∑
n,l
n2s+1
∫
M
ΠnΛ
−1
m v+ΠnBl
= − 1
τ 2
Re
∑
n,l
n2s+1
∫
M
ΠnΛ
−1
m v+ΠnBl +
1
τ
Re
∑
n,l
n2s+1
∫
M
ΠnΛ
−1
m ∂τ v+ΠnBl
+ 1
τ
Re
∑
n,i,l
n2s+1
∫
M
ΠnΛ
−1
m v+ΠnBl(. . . , ∂τ vel(i) , . . .)
= III + IV + V.
First
III 
∑
l
C
τ 2
‖v+‖L∞z H sy
∥∥Bl∥∥
L∞z H sy
 C
τ 2
‖v+‖3L∞z H sy
by using (3.1) and B ∈ M˜ν+ν,+∞2 . Next
IV = −1
τ
Re i
∑
n,l
n2s+1
∫
ΠnΛ
−1
m Dτv+ΠnBlM
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τ
Re i
∑
n,l
n2s+1
∫
M
ΠnΛ
−1
m Λmv+ΠnBl +
1
τ 2
∑
n,l,p
Re i
∫
M
ΠnΛ
−1
m M
pΠnB
l
+ 1
τ
Re i
∑
n,l
n2s+1
∫
M
ΠnΛ
−1
m RΠnB
l
+ 1
τ 3
Re i
∑
n,l
n2s+1
∫
M
ΠnΛ
−1
m P˜ vΠnB
l
= (5)+ (6)+ (7)+ (8),
where
(5) = −1
τ
Re i
∑
n,l
n2s+1
∫
M
ΛmΠnΛ
−1
m v+ΠnBl
= 1
τ
Im
∑
n,l
n2s+1
∫
M
ΛmΠnΛ
−1
m v+ΠnBl,
(6) C
τ 2
∑
p,l
∥∥Mp∥∥
L∞z H sy
∥∥Bl∥∥
L∞z H sy
 C
τ 2
‖v+‖4L∞z H sy ,
(7) C
τ
‖v+‖2L∞z H sy ‖R‖L∞z H sy 
Cε2
τ 3−2δ
‖v+‖2L∞z H sy ,
and
(8) C
τ 3
‖v+‖2L∞z H sy ‖v‖H 4z H sy 
C
τ 3
√
Es4‖v+‖2L∞z H sy 
Cε
τ 3−δ
‖v+‖2L∞z H sy .
Finally,
V = 1
τ
Re
∑
n,i,l
n2s+1
∫
M
ΠnΛ
−1
m v+ΠnBl(. . . , ∂τ vel(i) , . . .)
= 1
τ
Re i
∑
n,i,l
n2s+1el(i)
∫
M
ΠnΛ
−1
m v+ΠnBl(. . . ,Dτ vel(i) , . . .)
= 1
τ
Re i
∑
n,i,l
n2s+1el(i)
∫
M
ΠnΛ
−1
m v+ΠnBl(. . . ,Λmvel(i) , . . .)
− 1
τ 2
Re i
∑
n,i,l,p
n2s+1el(i)
∫
M
ΠnΛ
−1
m v+ΠnBl
(
. . . ,M
p
el(i) , . . .
)
− 1
τ
Re i
∑
n,i,l
n2s+1el(i)
∫
M
ΠnΛ
−1
m v+ΠnBl(. . . ,Rel(i) , . . .)
− 1
τ 3
Re i
∑
n,i,l
n2s+1el(i)
∫
M
ΠnΛ
−1
m v+ΠnBl(. . . , P˜ v, . . .)
= (9)+ (10)+ (11)+ (12),
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Mel(i) =
{
M if i  l,
M if i > l
and Rel(i) =
{
R if i  l,
R if i > l.
Using (3.2) and (3.1), we get
(10)
∑
l,p
C
τ 2
‖v+‖L∞z H sy
∥∥Bl(. . . ,Mpel(i) , . . .)∥∥L∞z H sy  Cτ 2 ‖v+‖4L∞z H sy ,
(11)
∑ C
τ
‖v+‖L∞z H sy
∥∥B(. . . ,Rel(i) , . . .)∥∥L∞z H sy  Cε2τ 3−2δ ‖v+‖2L∞z H sy ,
and
(12)
∑ C
τ 3
‖v+‖L∞z H sy
∥∥Bl(. . . , P˜ v, . . .)∥∥
L∞z H sy
 C
τ 3−δ
ε‖v+‖2L∞z H sy =
Cε
τ 3−δ
‖v+‖2L∞z H sy .
From the definition of Lρl ,
(5)+ (9) = −1
τ
Im
∑
n,l
n2s+1
∫
M
ΠnΛ
−1
m v+ΠnLρl
(
Bl
)
= −1
τ
Im
∑
n,l
n2s+1
∫
M
ΠnΛ
−1
m v+ΠnMl.
Therefore, (2)+ (5)+ (9) = 0.
Combining these estimates, we have
dE˜s
dτ
 Cε
2
τ 2−2δ
‖v+‖L∞z H sy +
Cε
τ 2−δ
‖v+‖L∞z H sy
+ C
τ 2
‖v+‖4L∞z H sy +
Cε2
τ 3−2δ
‖v+‖2L∞z H sy
+ C
τ 2
‖v+‖4L∞z H sy +
Cε
τ 3−δ
‖v+‖2L∞z H sy +
Cε2
τ 3−2δ
‖v+‖2L∞z H sy .
By using Sobolev imbedding theory, one has
‖v+‖L∞z H sy  C‖∂τ v‖L∞z H sy +C‖v‖L∞z H s+1y
 C‖∂τ v‖H 2z H sy +C‖v‖H 2z H s+1y
 Cετδ,
and
dE˜s
dτ
 Cε
2
τ 2−4δ
,
where δ = Cε
1
2
2 small enough.
By integration, we have E˜s Cε2.
Combining this estimate with (4.22), it holds
‖v+‖2L∞z H sy  Cε2 +
Cε3
τ 1−3δ
 Cε2. (4.23)
That is, ‖v+‖L∞Hs  Cε.z y
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∥∥∥∥
L∞z,y
 1
τ
√
Es3 
Cε
τ 1−δ
 Cε.
Therefore,
M̂  sup
τ∈[τ0,T [
sup
z
{∣∣Λmv(τ, z, y)∣∣+ ∣∣∂τ v(τ, z, y)∣∣}+Cε
C1 sup
τ∈[τ0,T [
sup
z
(∥∥Λmv(τ, z, ·)∥∥Hsy + ∥∥∂τ v(τ, z, ·)∥∥Hsy )+Cε
C2 sup
τ∈[τ0,T [
sup
z
∥∥v+(τ, z, ·)∥∥Hsy +Cε  C′′ε.
That is what we want to get. 
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