Maximum likelihood estimation is commonly used as a training method of HMMs for speech recognition.
INTRODUCTION
Recently, hidden Markov models (HMMs) have been widely researched as an effective method for speech recognition. Several training methods of HMMs have been proposed to obtain the model parameters which appropriately describe observed training data. Maximum likelihood estimation 1, 2) is commonly used as a training method of HMMs. It trains each HMM only using the data of its own category to maximize the likelihood for the data, as shown in Fig. 1(a) . However, typical HMMs are based on assumptions about speech production processes in speech recognition, such as output in -dependence and Markov process, which are con -sidered to be inaccurate. 3, 4) Such inaccuracy of assumptions substantially weakens the rationale of maximum likelihood estimation. Improving dis -criminative ability of HMMs should be considered rather than maximization of the likelihood of those in speech recognition. Other training methods have been proposed to improve recognition accuracy with respect to relations among categories. 5-10) Especial -ly, corrective training has been shown to work better than either maximum likelihood estimation or maximum mutual information estimation. 4)
Corrective training adjusts HMM parameters to improve the correct models and suppress the nearest models on "misrecognized" or "near-misrecog -nized" data, as shown in Fig. 1(b) . In corrective training, values for the adjustments of HMM param -eters are obtained only from the "misrecognized" and "near-misrecognized" data, and the adjust -ments are not evaluated over all training data before replacements of the HMM parameters. Therefore a training method which evaluates the adjustments on all training data at each training step is expected to yield better results than corrective training.
We propose a new HMM learning algorithm with evaluation on all training data at each step. This algorithm searches optimal HMMs which minimize an error function on all training data by perturbing (2)
The first term represents the log-likelihood in the case where Omn is generated from the nearest cate -gory.
Let F(x) be a monotonous increasing function which satisfies following conditions: 
[STEP2] Perturbation The HMM of category m is represented by using the compact notation: (8) 
where amij is the state transition probability from state i to j, bmijk is the output probability of symbol 
and the other was the following function ( Fig. 4) :
where the parameter s and k were positive constants.
In the first place, the perturbation parameter p and the sigmoid parameter s were investigated when the sigmoid function was used. The perturbation Fig. 3 The sigmoid function. Fig. 4 The penalty function. 6 The error rate for training data. Fig. 7 The error rate for unknown data. the error rates reduced to 0.2% for training data and 3.5% for unknown data at u=2.0, He is a member of the IEEE and the IEICE of Japan.
