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Abstract
We consider the uniform random d-regular graph onN vertices, with d ∈ [Nα, N2/3−α] for
arbitrary α > 0. We prove that in the bulk of the spectrum the local eigenvalue correlation
functions and the distribution of the gaps between consecutive eigenvalues coincide with
those of the Gaussian Orthogonal Ensemble.
1. Introduction and results
1.1. Introduction. The universality of local eigenvalue statistics is one of the central questions
in randommatrix theory. Randommatrix statistics are believed to apply to very general complex
systems, including the zeros of the Riemann ζ-function on the critical line. However, proofs of
random matrix statistics have so far been limited mostly to matrix ensembles, with the notable
exception [32]. There are two classes of matrix ensembles for which random matrix statistics
have been established under very general conditions: invariant ensembles and ensembles with
independent entries. For ensembles of random matrices that are invariant under the unitary or
orthogonal group (invariant ensembles), much has been understood via the method of orthogonal
polynomials (see e.g. [6,14,38]) and, more recently, general results have been obtained by direct
comparision of ensembles with different potentials [4,8,40]. For Wigner matrices and generalized
Wigner matrices, whose entries are independent and typically nonzero, the universality problem
has also essentially been solved completely [9,18,20–22,24,25,29,44]. For random sparse matrices
with independent entries, significant progress has been made as well. In particular, for Erdo˝s-
Re´nyi graphs, in which each edge is chosen independently with probability p, random matrix
statistics for both the bulk eigenvalues and the second largest eigenvalue of the adjacency matrix
were established in [18] under the condition pN > N2/3+α with any α > 0. For the bulk
eigenvalues, the lower bound on pN was recently extended to pN > Nα for any α > 0 in [27], and
GOE statistics for the eigenvalue gaps was also established. Finally, aside from the approaches
discussed above, supersymmetry has been used to obtain results on the local eigenvalue statistics
for some special classes of distributions with independent entries (see e.g. [41]). In addition, local
random matrix statistics have been established by an analysis of transfer matrices (see e.g. [46]).
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In this paper we study random regular graphs, which are not invariant and do not have
independent entries. We show that the eigenvalues of their adjacency matrices obey random
matrix statistics in the bulk of the spectrum. The universality of local eigenvalue statistics
for non-invariant matrix ensembles with correlated entries has recently been studied in a few
other cases. In particular, after the appearance of this paper, GOE eigenvalue statistics were
proved for the Laplacian matrix of sparse Erdo˝s-Re´nyi graphs in [26], and for random matrices
with certain short-range correlations in [1,11]; these results do not cover the hard constraints of
random regular graphs.
1.2. Main results. Let A be the adjacency matrix of the uniform random d-regular graph (RRG)
on N vertices, i.e. a uniformly chosen symmetric matrix with entries in {0, 1} such that all rows
and columns have sum equal to d and all diagonal entries vanish. For d →∞ as N →∞, it is
known [3,15,45] that the eigenvalue density of (d− 1)−1/2A converges to the Wigner semicircle
law whose density is ̺(x) ..= 12pi
√
[4− x2]+. For d at least (logN)4, three of the authors
recently proved a local semicircle law for random regular graphs [3], giving precise estimates on
the Green’s function and the eigenvalue density, down to spectral scales comparable with the
typical eigenvalue spacing (up to a logarithmic correction). In this paper, we consider the local
eigenvalue statistics of random regular graphs in the bulk of the spectrum.
As the adjacency matrix of a d-regular graph, the matrix A has the trivial uniform eigenvector
e ..= N−1/2(1, . . . , 1)∗ with eigenvalue d. We denote by λ1 > . . . > λN−1 the ordered nontrivial
eigenvalues of (d − 1)−1/2A, and by ERRG the expectation with respect to the induced law on
λ1 > . . . > λN−1. By comparison, we denote by EGOE the expectation with respect to the law
of the ordered eigenvalues λ1 > . . . > λN−1 of the Gaussian Orthogonal Ensemble (GOE) on
R
(N−1)×(N−1), normalized so that the off-diagonal entries have variance N−1.
The typical locations γi of the eigenvalues under the semicircle law are defined by
i
N
=
∫ 2
γi
̺(x) dx . (1.1)
Theorem 1.1. Fix α > 0, and suppose that d ∈ [Nα, N2/3−α]. Then, in the limit N →∞, the
bulk gap statistics of the random d-regular graph coincide with those of the GOE. More precisely,
for any fixed κ > 0, n ∈ N, and φ ∈ C∞c (Rn), we have(
ERRG − EGOE
)
φ
(
N̺(γi)(λi − λi+1), . . . , N̺(γi)(λi − λi+n)
)
= o(1) (1.2)
as N →∞, uniformly in i ∈ [[κN, (1 − κ)N ]].
Next, let p# ≡ p#,N denote the symmetrized joint law of the eigenvalues of the ensemble
# = RRG,GOE. The correlation functions are defined for n ∈ [[1, N − 1]] by
p
(n)
# (dλ1, . . . ,dλn)
..= p#
(
dλ1, . . . ,dλn,R
N−1−n) . (1.3)
Theorem 1.2. Fix α > 0, and suppose that d ∈ [Nα, N2/3−α]. Then, in the limit N →∞, the
locally averaged local correlation functions of the random d-regular graph coincide with those of
the GOE. More precisely, fix a small enough constant c > 0, and define b ≡ bN ..= N−1+c. Then
for any fixed n ∈ N, φ ∈ C∞c (Rn), and E ∈ (−2, 2) we have
1
2b
∫ E+b
E−b
dE′
∫
Rn
φ(x1, . . . , xn)N
n
(
p
(n)
RRG − p(n)GOE
)(
E′ +
dx1
N̺(E)
, . . . , E′ +
dxn
N̺(E)
)
= o(1) .
(1.4)
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For the GOE, the eigenvalue correlation functions are known explicitly; see e.g. [35]. Hence,
the quantities for the GOE appearing on the left-hand sides of (1.2) and (1.4) can be computed
explicitly. In fact, the eigenvalue gap distribution has only been computed in the sense of
averages over the gap index; for the GUE, the computation for a fixed gap was performed
in [43].
The proofs of Theorems 1.1–1.2 follow the general three-step strategy developed in [20–
22]; see e.g. [23] for a survey. In our setup, the strategy is formulated precisely in Section 2.
The general idea is to study the convergence of eigenvalue statistics under Dyson Brownian
motion (DBM) [16]. The three steps consist of (i) a local law providing precise estimates on
the eigenvalue density down to the scale of individual eigenvalues, as well as the complete
delocalization of the eigenvectors; (ii) the universality of the local eigenvalue statistics after the
short time t = N−1+δ; and (iii) effective approximation of the local eigenvalue statistics of the
original matrix ensemble at t = 0 by the one evolved up to time t = N−1+δ.
In all previous instances of the three-step strategy outlined above, the independence of the
matrix entries was crucial for steps (i) and (iii). For the random regular graph, a new approach is
required for both of these steps, the last one of which is the main content of this paper. The local
law for random regular graphs was recently established in [3], thus performing step (i). As for
step (ii), the convergence of the local eigenvalue statistics under DBM with deterministic initial
data was recently established in [33], under the sole assumption that the eigenvalue density be
bounded at the scale N−1+δ. Therefore the local semicircle law provides sufficient control on
the eigenvalues so that using [3, 33] we can perform step (ii).
Thus, the main difficulty is step (iii). There are several known methods for performing this
step, including Lindeberg’s proof of the central limit theorem combined with higher moment
matching conditions [44], or the Green’s function comparison theorem [25]. For short times, a
more direct method is to prove the stability of the eigenvalues under the DBM by analysing
the dynamics of the individual matrix entries [10]. In all of these approaches, the independence
of the matrix entries is used in an essential way. In contrast, the entries of random regular
graphs are subject to hard constraints, and are therefore not independent. Tracking carefully
the dependence of the matrix entries (using the methods from [3]), we find that the eigenvalue
evolution is stable under a constrained DBM, for times t 6 N−1+δ. Here, by stability, we mean
that the changes in the local eigenvalue statistics are negligible.
This stability can also be interpreted as follows: there is a class of reasonably well-behaved
observables, which completely characterize the local bulk eigenvalue statistics, and whose time
evolution under the constrained DBM can be well approximated by a switching dynamics of
random regular graphs. We note that it has been proposed that, for random regular graphs,
the dynamics provided by DBM should be replaced with a switching dynamics; see in partic-
ular [31]. However, obtaining rigorous results on the local eigenvalue statistics using only a
switching dynamics is difficult, because the induced eigenvalue process is neither continuous nor
autonomous [30]. Our strategy crucially relies on the fact that the eigenvalue process under
DBM is continuous and satisfies an autonomous system of SDEs.
Theorem 1.1 and Theorem 1.2 hold also for sparse random matrices with independent entries;
see [27]. We will use parts of that analysis which are applicable here. The main effort and novelty
of this paper is in the control of eigenvalues under constrained DBM up to time t = N−1+δ using
switchings.
1.3. Further related results. Large regular graphs have been proposed as a testing ground for
quantum chaos [42]. It is conjectured [7] that chaotic quantum systems (i.e. quantum systems
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obtained by quantization of ergodic classical systems) exhibit random matrix statistics. Regular
graphs are random matrices with a local structure, and as such a step in the direction of un-
derstanding highly structured systems. It is believed that the eigenvalues of random d-regular
graphs obey random matrix statistics for any d > 3. Indeed, there is numerical evidence that the
local spectral statistics in the bulk of the spectrum are governed by those of the GOE [28, 37],
and further that the distribution of the appropriately rescaled second largest eigenvalue con-
verges to the Tracy-Widom distribution of the GOE [36]. Our assumption d > Nα for arbitrary
α > 0 is purely technical, since some of the results used in our proof have only been established
up to multiplicative errors of order N c (with arbitrary c > 0). We believe that our results can be
extended to d > (logN)O(1) with the same method. Furthermore, our results also extend to the
other models of random regular graphs considered in [3], such as the permutation model. Other
results about the eigenvalue and eigenvector distribution of d-regular graphs on mesoscopic and
macroscopic scales, with d→∞ and with d fixed, are discussed in [3].
Our proof relies on switchings that leave the random regular graph invariant. Switchings
of random regular graphs were introduced to obtain enumeration results in [34]; see [47] for a
survey of subsequent developments. They are also used for simulation of random regular graphs;
see e.g. [13] and references therein. Recently, switchings were used to bound the singularity
probability of directed random regular graphs [12]. They also played an important role in our
recent proof of the local semicircle law for random regular graphs [3].
Notation. We use a = O(b) to mean that there exists an absolute constant C > 0 such that
|a| 6 Cb, and a ≫ b to mean that a > Cb for some sufficiently large absolute constant C > 0.
We use c for an arbitrarily small positive constant that may change from line to line. Moreover,
we abbreviate [[a, b]] ..= [a, b] ∩ Z. We use the standard notations a∧ b ..= min{a, b} and a∨ b ..=
max{a, b}. Every quantity that is not explicitly a constant may depend on N , which we almost
always omit from our notation. Throughout the paper, we tacitly assume N ≫ 1. Unless
otherwise stated, all sums of indices are over the set [[1, N ]].
2. Strategy of proof
Our goal is to prove that, in the bulk on the spectrum, the local eigenvalue statistics of A/
√
d− 1
are the same as those of the GOE. As mentioned in Section 1, in order to show this, we interpolate
between the RRG and the GOE using Dyson Brownian motion, or more precisely its Ornstein-
Uhlenbeck version.
2.1. Constrained Dyson Brownian motion. The adjacency matrix A of a regular graph is subject
to the hard constraints that its rows and columns have fixed sum (i.e. it has the eigenvector
e = N−1/2(1, . . . , 1)∗). Therefore, instead of the usual Dyson Brownian motion, we use Dyson
Brownian motion constrained to the subspace of symmetric matrices whose row and column
sums vanish.
We begin with the notion of an Ornstein-Uhlenbeck process on a general finite-dimensional
space.
Definition 2.1. Let H be a real finite-dimensional Hilbert space. Let (fα)α be an orthonormal
basis of H.
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(i) Let (wα)α be i.i.d. standard normal random variables. Then we define the standard Gaus-
sian measure on H as W ..=∑α wαfα.
(ii) Let (hα)α be i.i.d. Ornstein-Uhlenbeck processes satisfying
dhα = dBα − 1
2
hα dt ,
where (Bα)α is a family of i.i.d. standard Brownian motions. Then we define the standard
Ornstein-Uhlenbeck process on H as H(t) ..=∑α hα(t) fα.
It is easy to verify that the laws of W and the process H do not depend on the choice of the
orthonormal basis (fα), and that the standard Gaussian measure is invariant under the standard
Ornstein-Uhlenbeck process. We use these properties tacitly from now on.
For example, let H ..= {H ∈ RN×N .. H = H∗} be the Hilbert space of real symmetric N×N
matrices with inner product
〈X ,Y 〉 ..= N
2
Tr(XY ) . (2.1)
Then the usual N -dimensional Dyson Brownian motion is the standard Ornstein-Uhlenbeck
process H(t) on H. More explicitly, H(t) is the Markov process satisfying the SDE
dH =
1√
N
dB − 1
2
H dt , (2.2)
where B(t) is Brownian motion on the space of N ×N real symmetric matrices with quadratic
covariation 〈Bij , Bkl〉(t) = (δikδjl + δilδjk)t.
More intrinsically, given a finite-dimensional Hilbert space V , we denote the Hilbert space of
symmetric linear maps on V with inner product (2.1) by H(V ). Then we define Dyson Brownian
motion (DBM) on V to be the standard Ornstein-Uhlenbeck process on H(V ). With this point
of view, the usual N -dimensional DBM is the DBM on V = RN , and the constrained DBM is
the DBM on V = e⊥. Note that the normalization N in (2.1) does not need to agree with the
dimension of V , which is N − 1 for V = e⊥. We make the convention to always normalize the
inner product (2.1) by N , no matter the dimension of V , and always denote the dimension of
V by M . Finally, we denote the inner product on V by v ·w for v,w ∈ V .
Definition 2.2 (Constrained DBM and GOE). The constrained DBM is the DBM on e⊥,
i.e. the standard Ornstein-Uhlenbeck process on H(e⊥) with inner product (2.1). The constrained
GOE is the standard Gaussian measure on H(e⊥) with inner product (2.1).
Thus, up to a change of basis, the constrained DBM is equivalent to the usual (N − 1)-
dimensional DBM, with the minor difference of normalization by N rather than N−1. However,
since the definition of the d-regular graph is tied to the standard basis of RN , it is frequently
convenient to work with the constrained DBM in the standard basis of RN .
Next, in accordance with the decomposition RN = e⊥ ⊕ span(e), we have a canonical iso-
morphism H 7→ H˜ ..= H ⊕ 0 from H(e⊥) to the set of matrices
M ..= {H ∈ RN×N .. H = H∗,He = 0} . (2.3)
Throughout this paper, we tacitly identify H and H˜.
We denote by Cn(M) the space of functions F ..M→ C with continuous bounded derivatives
up to order n. Sometimes it will be convenient to compute derivatives of functions F ∈ Cn(M)
in directions of RN×N that do not lie inM, which is made possible by the following convention.
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Figure 2.1. A simple switching is given by replacing the solid edges by the dashed edges.
Definition 2.3. Let P = I − ee∗ be the orthogonal projection from RN onto e⊥. We extend
any function F ∈ Cn(M) to a Cn-function on RN×N through
H 7−→ F
(
1
2
P (H +H∗)P
)
,
and denote this extended function also by F . Finally, for any F ∈ C1(M) and i, j ∈ [[1, N ]], we
use the abbreviation ∂ijF (H) ≡ ∂F∂Hij (H).
From now on, we take W to be the constrained GOE and H ≡ H(t) to be the constrained
DBM, with initial condition
H(0) ..=
1√
d− 1(A− dee
∗) ∈ M . (2.4)
Here A is the adjacency matrix of the random d-regular graph. In particular, the eigenvalues of
H(0) as an element of H(e⊥) are the rescaled nontrivial eigenvalues of A.
2.2. Switchings. Simple switchings are an especially convenient generating set of M; they play
a central role throughout this paper. For any i, j, k, l ∈ [[1, N ]] we define the simple switching
ξklij ∈ M by
ξklij
..= ∆ij +∆kl −∆ik −∆jl where (∆ij)pq ..= δipδjq + δiqδjp . (2.5)
The action of a simple switching ξklij on an adjacency matrix, given by A 7→ A+ ξklij , amounts to
adding the edges {i, j}, {k, l} and removing the edges {i, k}, {j, l}; this is illustrated in Figure 2.1
and made precise in (3.14) below. In this section, the four vertices need not be distinct.
Next, we define the abbreviations
Hklij
..= Tr(ξklijH) , ∂
kl
ij
..= ∂ξklij
= Tr(ξklij ∂) , (2.6)
for all i, j, k, l ∈ [[1, N ]]. Here ∂X denotes the directional derivative in the direction X. Explicitly,
expressed in the standard basis on RN , we have
Hklij = 2(Hij +Hkl −Hik −Hjl) , (2.7)
∂klijF (H) = 2(∂ij + ∂kl − ∂ik − ∂jl)F (H) , (2.8)
where F ∈ C1(M). With these abbreviations, the generator of the constrained DBM can be
expressed in terms of switchings as stated in the following proposition.
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Proposition 2.4. The generator of the constrained DBM from Definition 2.2 is
L ..=
1
16N3
∑
i,j,k,l
(∂klij )
2 − 1
32N2
∑
i,j,k,l
Hklij ∂
kl
ij . (2.9)
This means that for any F ∈ C2(M) we have
d
dt
E[F (H(t))] = E[LF (H(t))] . (2.10)
Proof. Let Hˆ(t) be the standard Ornstein-Uhlenbeck process from Definition 2.1 on the space
H(RN−1) with inner product (2.1). As in the example (2.2), we obtain the quadratic covariation
〈Hˆij , Hˆkl〉(t) = 1
N
(δikδjl + δilδjk)t . (2.11)
Next, let R ∈ O(N) satisfy ReN = e. Then, since the inner product (2.1) is invariant under
orthogonal conjugations, we can express the constrained DBM as H(t) = R(Hˆ(t) ⊕ 0)R∗. We
abbreviate H ≡ H(t) and write for F ∈ C2(M), using Itoˆ calculus,
dEF (H) = −1
2
∑
i,j
E
[
Hij(∂ijF )(H)
]
dt+
1
2
∑
i,j,k,l
E
[
(∂ij∂klF )(H) d〈Hij ,Hkl〉
]
.
By definition of R we have RiN =
1√
N
for all i, so that (2.11) yields
d〈Hij,Hkl〉 = 1
N
N−1∑
m,n=1
(
RimRjnRkmRln +RimRjnRknRlm
)
dt
=
1
N
(
δik − 1
N
)(
δjl − 1
N
)
dt+
1
N
(
δil − 1
N
)(
δjk − 1
N
)
dt .
Thus, for any F ∈ C2(M) we have (2.10) with
L =
1
N3
∑
i,j,k,l
∂ij(∂ij + ∂kl − ∂il − ∂jk)− 1
2
∑
i,j
Hij∂ij . (2.12)
Finally, using
∑
j Hij =
∑
j Hji = 0 for H ∈M, we observe that L from (2.12) can be rewritten
as (2.9).
2.3. Outline of proof of Theorems 1.1–1.2. Theorems 1.1–1.2 are an immediate consequence of
the following two propositions. As in [3], we set
D ..= d ∧ N
2
d3
. (2.13)
We always assume d ∈ [Nα, N2/3−α], which implies D > Nα. To state the two propositions
concisely, we introduce the following definition. It will also be convenient in the proofs.
Definition 2.5. Given H ∈ M, we denote by λ1 > · · · > λN−1 the eigenvalues of H|e⊥.
Consider two random matrix ensembles H1 and H2 in M. Then we say that
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(i) the bulk eigenvalue gap statistics of H1 and H2 coincide if for any n ∈ N, φ ∈ C∞c (Rn),
and κ > 0, we have(
EH1 − EH2
)
φ
(
N̺(γi)(λi − λi+1), . . . , N̺(γi)(λi − λi+n)
)
= o(1) (2.14)
as N →∞, uniformly in i ∈ [[κN, (1 − κ)N ]];
(ii) the averaged bulk eigenvalue correlation functions of H1 and H2 coincide if for any n ∈ N,
φ ∈ C∞c (Rn), c > 0 small enough, and E ∈ (−2, 2), we have for b ..= N−1+c
1
2b
∫ E+b
E−b
dE′
∫
Rn
φ(x1, . . . , xn)N
n
(
p
(n)
H1
− p(n)H2
)(
E′ +
dx1
N̺(E)
, . . . , E′ +
dxn
N̺(E)
)
= o(1) ,
(2.15)
where the correlation functions p
(n)
Hi
are defined as in (1.3).
Moreover, we say that the bulk eigenvalue statistics of H1 and H2 coincide if (i) and (ii) hold.
Proposition 2.6. For any fixed δ > 0 and t 6 N−1−δD1/2, the bulk eigenvalue statistics of
H(0) and H(t) coincide.
Proposition 2.7. For any fixed δ > 0 and t > N−1+δ, the bulk eigenvalue statistics of H(t)
and H(∞) d=W coincide.
Propositions 2.6–2.7 are proved in Section 5. As mentioned in Section 1, our main effort
and novelty is in proving Proposition 2.6. Proposition 2.7 is essentially a consequence of general
results on universality of local eigenvalue statistics with small Gaussian component [33]. The
local semicircle law of [3] is an important input in the proofs of both propositions.
Proof of Theorem 1.2. The proof is immediate from Propositions 2.6–2.7, with δ 6 α/4.
3. Switchings and short-time comparision
The main result of this section is Proposition 3.1 below. To state it, we introduce the following
Sobolev-type seminorms, whereby the derivatives are taken in the directions of all switchings
X ..= {ξklij ∈ RN×N : i, j, k, l ∈ [[1, N ]]} . (3.1)
First, for r > 1, we define an Lr-seminorm on C0(M) through
‖F‖r,t ..=
(
E|F (H(t))|r)1/r . (3.2)
Then, we extend this seminorm to include derivatives: for F ∈ Cn(M) we define
‖∂nF‖r,t ..=
∥∥∥∥ sup
θ∈[0,1]n
sup
X∈Xn
∣∣∂X1 · · · ∂XnF ( · + (d− 1)−1/2 θ ·X))∣∣
∥∥∥∥
r,t
, (3.3)
where ∂Y denotes the directional derivative in the direction Y , and for θ ∈ [0, 1]n and X ∈ X n
we abbreviate
θ ·X ..= θ1X1 + · · · + θnXn .
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Proposition 3.1. Let H(t) be the constrained Dyson Brownian motion from Definition 2.2 with
initial condition (2.4). Fix ε > 0 and let r ≡ r(ε) be large enough depending on ε. Then for any
F ∈ C4(M) we have
EF (H(t))− EF (H(0)) = O
(
D−1/2N1+ε max
16i64
∫ t
0
‖∂iF‖r,s ds
)
. (3.4)
In the applications in Section 5, we will use functions F satisfying ‖∂iF‖r,s 6 N c for i 6 4
and a constant c > 0 that can be chosen arbitrarily small. Thus, for t 6 N−1−δD1/2 the
right-hand side of (3.4) will be O(N−δ+ε+c) which is o(1) provided that c+ ε < δ.
The starting point for the proof of Proposition 3.1 is the idea of [10, Lemma A.1], namely
to estimate the left-hand side of (3.4) by estimating E(LF (H(t))). However, since the entries
of H(t) are not independent, a different approach from [10] is needed to control E(LF (H(t))).
We do this by approximating the constrained DBM by a Markovian jump process induced by
switchings. This process is defined as follows.
3.1. Switching dynamics. We introduce a Markovian jump process on simple regular graphs by
defining its generator
Qf(A) ..=
1
8Nd
∑
i,j,m,n
Imnij (A)
(
f(A− ξmnij )− f(A)
)
, (3.5)
where we recall the definition of a switching from (2.5) and introduce the indicator function
Imnij (A)
..= AijAmn(1−Aim)(1−Ain)(1 −Ajm)(1−Ajn) . (3.6)
The indicator function Imnij (A) ensures that the graph encoded by A contains the edges {i, j} and
{m,n} but no other edges between the four vertices {i, j,m, n} (i.e. its restriction to {i, j,m, n}
is 1-regular).
Thus, the process generated by Q is a Markovian jump process whose jump times are the
events of a Poisson clock with a constant rate; at each event of the clock, four vertices are
selected uniformly at random, and a switching as in Figure 2.1 is performed on the graph if
the four vertices are connected by exactly two edges. It is not hard to show that the uniform
measure on d-regular graphs is invariant under this jump process.
Proposition 3.2. The uniform measure on simple d-regular graphs is invariant under Q. This
means that for any function f on the set of simple d-regular graphs we have E(Qf(A)) = 0.
The proof of the proposition is given in Section 3.2, in a slightly more general context. The
following proposition shows that the switching jump process generated by Q is well approximated
by the constrained DBM generated by L.
The generator L acts naturally on functions of H (denoted henceforth by an uppercase F ),
and the generator Q on functions of A (denoted henceforth by a lowercase f). It is therefore
convenient to introduce, for any F ∈ Cn(M), the abbreviations
H = HA ..=
1√
d− 1(A− dee
∗) , f(A) = fF (A) ..= F (HA) . (3.7)
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Proposition 3.3. For any F ∈ C4(M) and using the notation (3.7) we have
Qf(A) = LF (H) +R , (3.8)
where
ER = O(D−1/2N1+ε) max
16i64
‖∂iF‖r,0 . (3.9)
Here E denotes expectation with respect to the uniform measure on random d-regular graphs A.
The proof of this proposition is also deferred to Section 3.2 below. Roughly, the idea of the
proof is as follows. By Taylor expansion, we obtain
Qf(A) ≈ 1
8Nd
∑
i,j,m,n
AijAmn
(
−∂mnij f(A) +
1
2
(∂mnij )
2f(A)
)
(3.10)
with high probability. Now EAij =
d
N if i 6= j. By expanding AijAmn = ( dN + (Aij − dN ))( dN +
(Amn − dN )), and keeping only the leading terms, we find that the right-hand side of (3.10)
becomes by LF (H). Here, for the second-order term on the right-hand side of (3.10), the
leading term from AijAmn is
d2
N2 ; for the first-order term on the right-hand side of (3.10), the
leading term from AijAmn is
d
N (Aij − dN ) + dN (Amn − dN ). Further error terms result from the
dependence of the entries of the adjacency matrix.
Before giving the proofs of Propositions 3.2–3.3, we deduce Proposition 3.1 from them.
Proof of Proposition 3.1. By (2.10), it suffices to estimate E[LF (H(t))]. By explicit solu-
tion of the constrained DBM, H(t), we find for any fixed t > 0 that
H(t)
d
= e−t/2H(0) + (1− e−t)1/2W (3.11)
where W is a copy of the constrained GOE independent of H(0). For the remainder of the
proof, we identify the right-hand side with H(t), abbreviate H ≡ H(0), and introduce the two
functions
FW (H) = FH(W ) ..= F
(
e−t/2H + (1− e−t)1/2W ) ,
where the choice of the argument determines the variables on which the generator L acts. We
recall the generator L from (2.9),
L =
1
16N3
∑
i,j,k,l
(∂klij )
2 − 1
32N2
∑
i,j,k,l
Hklij ∂
kl
ij .
From ∂2 = (e−t + (1 − e−t))∂2, e−t/2∂F = ∂FW , and (1 − e−t)1/2∂F = ∂FH , we then deduce
that LF
(
e−t/2H + (1− e−t)1/2W ) = LFW (H) + LFH(W ). We therefore get
E[LF (H(t))] = E[LFW (H)] + E[LFH(W )] = E[LFW (H)] ,
where in the second step we used that the constrained GOE, W , is invariant with respect to the
generator L.
Next, we define fW (A) ..= FW (H) where H ≡ HA is defined as (3.7). By Proposition 3.2,
the random d-regular graph A is invariant with respect to the generator Q, and Proposition 3.3
therefore yields
E[LFW (H)] = E[QfW (A)] +O(D
−1/2N1+ε) max
16i64
‖∂iFW ‖r,0 = O(D−1/2N1+ε) max
16i64
‖∂iF‖r,t .
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Figure 3.1. Given four vertices i, j, k, l with two edges between them, there are two possible switchings.
By equipping the edges with directions, one of these two switchings can be selected canonically.
Thus, with (2.10), we have shown that
d
dt
E[F (H(t))] = O(D−1/2N1+ε) max
16i64
‖∂iF‖r,t ,
and the claim follows by integrating over t.
3.2. Proofs of Propositions 3.2–3.3. Propositions 3.2–3.3 concern switchings of regular graphs.
Switchings played an important role in the proof of the local semicircle law for random regular
graphs [3]. Here we use simple switchings instead of the double switchings needed in [3].
Given two disjoint edges of a regular graph such that the graph has no other edges between
the vertices incident to these two edges, there are two possible switchings; see Figure 3.1. To
specify one of these two switchings, it is convenient to assign to each of the edges to be switched
a direction; there is then a canonical choice between the two possible switchings. We write ij
for the edge {i, j} directed from i to j.
We consider sets S of two directed edges of the complete graph, which we write in the form
S = {ij, kl}. We denote by [S] = {i, j, k, l} the set of vertices incident to the edges of S. For
two such sets S and S′, we define the indicator functions
I(S) ≡ I(S;A) ..= 1(|[S]| = 4 and E|[S] is 1-regular) , (3.12)
J(S, S′) ≡ J(S, S′;A) ..= 1([S] ∩ [S′] = ∅) , (3.13)
where E ≡ E(A) ..= {{i, j} : Aij = 1} is the set of (undirected) edges of the graph encoded by
A, and E|B ..= {e ∈ E : e ⊂ B} is the restriction of the graph E to the subset of vertices B. The
indicator functions are illustrated in Figure 3.2. Note that Imnij = AijAmnI({ij,mn}) (recall
(3.6)).
Remark 3.4. The definitions (3.12)–(3.13) are similar to those given in [3, Section 6], with the
following differences. First, the current set S consists of two directed edges instead of the three
undirected edges in [3]. Because of the directions contained in the current set S, it effectively
incorporates the extra parameter s of [3, Section 6]. Second, the edges in S are edges of the
complete graph, and we do not assume that they are contained in some regular graph A; we will
ultimately define the switching associated with the set S to act trivially unless S is contained
in the edges E of the given graph.
For a set S = {ij, kl} of two directed edges, we define the switching
TS(A) ..=


A− ξklij if I(S) = 1, Aij = 1, Akl = 1
A+ ξklij if I(S) = 1, Aik = 1, Ajl = 1
A otherwise ,
(3.14)
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S S
Figure 3.2. In the left diagram, I(S) = 0 since the restricted graph is not 1-regular. In the right
diagram, J(S, S′) = 0 since the two sets of vertices intersect.
where we recall the definition of ξklij from (2.5). In words, TS(A) switches the edges S if they are
contained in A and are switchable in the sense that the switching results again in a d-regular
graph. Moreover, for S, S′ as above, we define
TS,S′(A)
..=
{
TS′(TS(A)) if J(S, S
′) = 1
A otherwise .
(3.15)
In words, TS,S′(A) switches the edges in S and S
′ if they are contained in A and the two
switchings do not interfere with each other.
Lemma 3.5. For any fixed S, S′ we have A d= TS(A) and A
d
= TS,S′(A).
Proof. It is easy to check that TS(A) is a d-regular graph if and only if A is. Moreover,
TS(TS(A)) = A, so TS is a bijection on the set of d-regular graphs. Since the distribution of A is
uniform, we obtain A
d
= TS(A). The second claim follows similarly from TS,S′(TS,S′(A)) = A.
Now Proposition 3.2 follows easily.
Proof of Proposition 3.2. For any f , we get∑
i,j,m,n
E
(
Imnij (A)f(A)
)
=
∑
i,j,m,n
E
(
AijAmnI({ij,mn};A)f(A)
)
=
∑
i,j,m,n
E(AimAjnI({ij,mn};A + ξmnij )f(A+ ξmnij ))
=
∑
i,j,m,n
E
(
AijAmnI({ij,mn};A)f(A − ξmnij )
)
=
∑
i,j,m,n
E(Imnij (A)f(A− ξmnij )) ,
where the first and last steps follows from the definition of Imnij , the second step from Lemma 3.5,
and the third step from the exchangability of i, j,m, n and using I(S;A) = I(S;TS(A)). This
concludes the proof.
For the proof of Proposition 3.3 we shall need estimates on the moments of entries of the ad-
jacency matrix, as well as estimates on such moments restricted to low-probability events where
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the indicator functions (3.12)–(3.13) are zero. These estimates are collected in the following
sequence of lemmas.
The following two lemmas show that moments of the entries of the adjacency matrix behave
roughly like those of an Erdo˝s-Re´nyi graph.
Lemma 3.6. Let b ≪ N and i1, j1, . . . , ib, jb ∈ [[1, N ]]. Then for any p ∈ [[1, N ]] and q ∈
[[1, N ]] \ {i1, j1, . . . , ib, jb}, we have
E(Ai1j1 · · ·AibjbApq) = O
( d
N
)
E(Ai1j1 · · ·Aibjb) , (3.16)
where we use the convention E(Ai1j1 · · ·Aibjb) = 1 if b = 0.
Proof. Set X ..= Ai1j1 · · ·Aibjb and I ..= {i1, j1, . . . , ib, jb, p}. Then, since
∑
nApn = d for any
p, we find for any q /∈ I that
E(X) =
1
d
∑
n
E(XApn) =
1
d
∑
n 6∈I
E(XApn) +
1
d
∑
n∈I
E(XApn)
>
1
d
∑
n 6∈I
E(XApn) =
N − |I|
d
E(XApq) ,
where in the third step we used that XApn > 0 and in the last step that the law of A is
invariant under permutation of vertices. Using that |I| 6 N/2 by assumption on b, the claim
now follows.
As a consequence of Lemma 3.6, we obtain the following explicit bounds.
Lemma 3.7. Suppose that |{i, j,m, n}| = 4− a and |{i, j, k, l,m, n, p, q}| = 8− b. Then
E(AijAmn) = O
( d
N
)2−⌊a/2⌋
, (3.17)
E(AijAmnAklApq) = O
( d
N
)4−⌊b/2⌋
. (3.18)
Proof. Since Ass = 0 for all s, we can assume that i 6= j, m 6= n, k 6= l, and p 6= q, and thus
a 6 2 and b 6 4. Then (3.17)–(3.18) follow easily from Lemma 3.6.
In the next two lemmas, we estimate moments restricted to low-probability events where the
indicator functions (3.12)–(3.13) vanish, i.e. we estimate the contribution of graphs A that are
not switchable. Throughout the rest of this section, for given indices i, j, k, l,m, n, p, q we use
the abbreviations
I1 ..= I({ij,mn};A) , I2 ..= I({kl, pq};A) , (3.19)
J12 ..= J({ij,mn}, {kl, pq};A) , I12 ..= I1I2J12 , (3.20)
with I and J defined in (3.12)–(3.13).
Lemma 3.8. Let |{i, j,m, n}| = 4− a and |{i, j, k, l,m, n, p, q}| = 8− b. Then
E((AijAmn +AimAjn)(1 − I1)) = O
( d
N
)3−a
. (3.21)
E((AijAmn +AimAjn)(AklApq +AkpAlq)(1− I12)) = O
( d
N
)5−b
. (3.22)
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Proof. First, assume that i, j, k, l,m, n, p, q are all distinct, i.e. we consider the case a = b = 0.
Then, since |{i, j,m, n}| = 4 and I1 = 0 implies that the graph A restricted to {i, j,m, n} is not
1-regular, we find
E(AijAmn(1− I1)) 6 E(AijAmn(Aim +Ain +Ajm +Ajn)) ,
E(AimAjn(1− I1)) 6 E(AimAjn(Aij +Amn +Ain +Ajm)) ,
and Lemma 3.6 implies that the right-hand sides are bounded by O(d/N)3. The proof of (3.22)
for b = 0 is analogous. We only consider the term AijAklAmnApq; the others dealt with similarly.
First, note that J12 = 1 if |{i, j, k, l,m, n, p, q}| = 8. Since |{i, j, k, l,m, n, p, q}| = 8 and I1I2 = 0
imply that E|{i,j,m,n} or E|{k,l,p,q} has at least three edges, we find
E
(
(AijAmnAklApq(1− I1I2J12)
)
= E
(
(AijAmnAklApq(1− I1I2)
)
6 E
(
(AijAmnAklApq(Aim +Ain +Ajm +Ajn +Akp +Akq +Alp +Alq)
)
= O
( d
N
)5
,
where the last step follows from Lemma 3.6.
Finally, if a > 0 we have I1 = 0, and if b > 0 we have I12 = 0. In these cases, we can directly
apply (3.17) and (3.18), respectively, and the claim follows since 2− ⌊a/2⌋ > 3− a if a > 0 and
4− ⌊b/2⌋ > 5− b if b > 0.
As a consequence of Lemma 3.8, we obtain the following averaged estimates.
Lemma 3.9. If |{i, j}| = 2− a and |{i, j, k, l}| = 4− b, then
1
N2
∑
m,n
E((AijAmn +AimAjn)(1 − I1)) = O
( d
N
)3−a
, (3.23)
1
N4
∑
m,n
∑
p,q
E((AijAmn +AimAjn)(AklApq +AkpAlq)(1− I12)) = O
( d
N
)5−b
. (3.24)
Moreover,
1
N4
∑
i,j,m,n
E((AijAmn +AimAjn)(1− I1)) = O
( d
N
)3
, (3.25)
1
N8
∑
i,j,m,n
∑
k,l,p,q
E((AijAmn +AimAjn)(AklApq +AkpAlq)(1 − I12)) = O
( d
N
)5
. (3.26)
Proof. To prove (3.23), we split the summation over m,n by fixing |{i, j,m, n}| = 4 − a − s
where s ∈ [[0, 2]]; there are O(N2−s) terms corresponding to each s ∈ [[0, 2]]. By (3.21), the
left-hand side of (3.23) is bounded by
O
( d
N
)3−a
+
2∑
s=1
O(N−s)O
( d
N
)3−a−s
= O
( d
N
)3−a
.
The proofs of (3.24)–(3.26) are analogous.
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Finally, as a consequence of Lemmas 3.6–3.9 and the Ho¨lder inequality, we obtain the follow-
ing estimates incorporating an arbitrary function f(A). These and the remainder of the proof of
Proposition 3.3 are simplest to state in terms of versions of the seminorms (3.2)–(3.3) for t = 0
without rescaling by (d− 1)−1/2. Thus, instead of (3.2) and (3.3), we use the seminorms
‖f‖r ..=
(
E|f(A)|r)1/r
and
‖∂nf‖r ..=
∥∥∥∥ sup
θ∈[0,1]n
sup
X∈Xn
∣∣∂X1 · · · ∂Xnf( · + θ ·X)∣∣
∥∥∥∥
r
.
Lemma 3.10. Fix ε > 0 and let r ≡ r(ε) be large enough depending on ε. Let f ∈ C0(M) satisfy
‖f‖r 6 1. Then if |{i, j}| = 2− a and |{i, j, k, l}| = 4− b, we have
1
N2
∑
m,n
E
(
AijAmnf(A)
)
= O
( d
N
)2−⌊a/2⌋−ε
, (3.27)
1
N4
∑
m,n,p,q
E
(
AijAmnAklApqf(A)
)
= O
( d
N
)4−⌊b/2⌋−ε
, (3.28)
1
N2
∑
m,n
E
(
(AijAmn +AimAjn)I¯1f(A)
)
= O
( d
N
)3−a−ε
, (3.29)
1
N4
∑
m,n
∑
p,q
E
(
(AijAmn +AimAjn)(AklApq +AkpAlq)I¯12f(A)
)
= O
( d
N
)5−b−ε
, (3.30)
1
N4
∑
i,j,m,n
E
(
(AijAmn +AimAjn)I¯1f(A)
)
= O
( d
N
)3−ε
, (3.31)
1
N8
∑
i,j,m,n
∑
k,l,p,q
E
(
(AijAmn +AimAjn)(AklApq +AkpAlq)I¯12f(A)
)
= O
( d
N
)5−ε
, (3.32)
where I¯1 ..= 1 − I1, I¯12 ..= 1 − I12, and the indicator functions I1 and I12 were defined in
(3.19)–(3.20).
Proof. We only prove (3.31); the other estimates are proved similarly and we comment on the
differences at the end of the proof. By Ho¨lder’s inequality, applied twice, first to E(·) and then
to the sum over m,n, we obtain from (3.25) that
1
N4
∑
i,j,m,n
E
(
(AijAmn +AimAjn)(1 − I1)f(A)
)
6
1
N4
∑
i,j,m,n
[
E
(
(AijAmn +AimAjn)(1 − I1)
)]1−1/r‖f‖r
6
(
1
N4
∑
i,j,m,n
E((AijAmn +AimAjn)(1 − I1))
)1−1/r
‖f‖r
6 O
( d
N
)3−3/r‖f‖r = O( d
N
)3−ε‖f‖r ,
where we chose r large enough that 3/r 6 ε.
To prove (3.32), we use (3.26) instead of (3.25), and to prove (3.27)–(3.28) we apply (3.16)
instead of (3.21). To prove (3.29)–(3.30), we use (3.23)–(3.24). This concludes the proof.
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The next lemma estimates the effect of replacing Aij by its mean d/N , or, equivalently, of
conditioning on {Aij = 1}. Since the entries of A are not independent, we use switchings to
analyse such a conditioning.
Lemma 3.11. Fix ε > 0 and let r ≡ r(ε) be large enough depending on ε. For any f ∈ C2(M)
and any i, j, k, l with |{i, j}| = 2− a and |{i, j, k, l}| = 4− b, we have
E
(
f(A)
(
Aij − d
N
))
= O
( d
N
)1−ε‖∂f‖r +O( d
N
)2−a−ε‖f‖r , (3.33)
E
(
f(A)
(
Aij − d
N
)(
Akl − d
N
))
= O
( d
N
)2−ε‖∂2f‖r +O( d
N
)3−b−ε‖f‖r . (3.34)
Proof. We begin with (3.33). Since A ∈ M+ dee∗, we have ∑m,nAmn = Nd and ∑mAim =∑
nAjn = d for all i, and the left-hand side of (3.33) is therefore equal to
E
(
f(A)
(
Aij − d
N
))
=
1
Nd
∑
m,n
E
(
f(A)(AijAmn −AimAjn)
)
. (3.35)
Using (3.29), using the notation from (3.19), we therefore find
E
(
f(A)
(
Aij − d
N
))
=
1
Nd
∑
m,n
E
(
f(A)(AijAmn −AimAjn)I1
)
+O
( d
N
)2−a−ε‖f‖r .
Because of the indicator function I1, the first term on the right-hand side vanishes unless a = 0.
Therefore we may assume that a = 0 when estimating it. By Lemma 3.5, and since I1(A) =
I1(TS(A)) with S = {ij,mn}, the first term on the right-hand side equals
1
Nd
∑
m,n
E
((
f(A)− f(A− ξmnij )
)
AijAmnI1
)
. (3.36)
The difference of the f ’s is bounded in absolute value by supθ∈[0,1] supX∈X |∂Xf(A+θX)|. Hence,
(3.27) implies that (3.36) is bounded by
O
( d
N
)1−ε
‖∂f‖r .
This concludes the proof of (3.33).
The proof of (3.34) is similar. As in (3.35), we write
(
Aij − d
N
)(
Akl − d
N
)
=
1
(Nd)2
∑
m,n,p,q
(AijAmn −AimAjn)(AklApq −AkpAlq) .
As above, we write 1 = I12 + (1 − I12) inside the expectation on the left-hand side of (3.34).
The second term yields a contribution of order O( dN )
3−b−ε‖f‖r, by (3.30). The first term is
zero unless b = 0 because of the factor J12 in I12. We may therefore assume that b = 0 for the
estimate of the first term. Using Lemma 3.5, as in (3.36), we find that the first term is equal to
1
(Nd)2
∑
m,n,p,q
E
((
f(A)− f(A− ξmnij )− f(A− ξpqkl ) + f(A− ξmnij − ξpqkl )
)
AijAmnAklApqI12
)
.
(3.37)
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The difference of the four f ’s is bounded in absolute value by
sup
θ1,θ2∈[0,1]
sup
X1,X2∈X
∣∣∂X1∂X2f(A+ θ1X1 + θ2X2)∣∣ .
By (3.28), we therefore find that (3.37) is bounded in absolute value by
O
( d
N
)2−ε‖∂2f‖r .
This concludes the proof.
Finally, with the preparations provided by the previous lemmas, we now complete the proof
of Proposition 3.3.
Proof of Proposition 3.3. First note that Imnij = AijAmnI1. By Taylor expansion, and
writing I1 = 1 + (I1 − 1), we therefore have
Qf(A) =
1
8Nd
∑
i,j,m,n
AijAmn
(
−∂mnij f(A) +
1
2
(∂mnij )
2f(A))
)
+N2(R1 +R2) , (3.38)
where
R1 = O
(N
d
) 1
N4
∑
i,j,m,n
AijAmn(1− I1) sup
θ∈[0,1]
sup
X∈X
|∂Xf(A+ θX)| ,
R2 = O
(N
d
) 1
N4
∑
i,j,m,n
AijAmn sup
θ∈[0,1]3
sup
X∈X 3
|∂X1∂X2∂X3f(A+ θ ·X)| .
By (3.31) and (3.27), respectively, the two error terms are estimated by
ER1 = O
( d
N
)2−ε‖∂f‖r , ER2 = O( d
N
)1−ε‖∂3f‖r .
Next, we estimate the main terms in (3.38), which we write as
1
8Nd
∑
i,j,k,l
AijAkl
(
−∂klij f(A) +
1
2
(∂klij )
2f(A))
)
. (3.39)
The idea is to write Aij =
d
N + (Aij − dN ) and likewise for Akl. For the second-order term
in (3.39), the term obtained by selecting both factors dN yields the main contribution. More
precisely, we write
1
16Nd
∑
i,j,k,l
AijAkl(∂
kl
ij )
2f(A) =
d
16N3
∑
i,j,k,l
(∂klij )
2f(A) +N2(R3 +R4) ,
where
R3 =
N
8d
1
N4
∑
i,j,k,l
((
(∂klij )
2f(A)
)(
Aij − d
N
)
d
N
)
,
R4 =
N
16d
1
N4
∑
i,j,k,l
((
(∂klij )
2f(A)
)(
Aij − d
N
)(
Akl − d
N
))
.
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By (3.33) and (3.34), respectively, with f replaced by (∂klij )
2f , we obtain
E(R3 +R4) = O
( d
N
)1−ε(‖∂3f‖r + ‖∂4f‖r)+O( d
N
)2−ε‖∂2f‖r .
Next, we estimate the first-order term in (3.39) using a similar argument. Here the term
obtained by selecting both factors dN from Aij and Akl vanishes because
∑
i,j,k,l ∂
kl
ij = 0; the
main contribution is given by the mixed term. More precisely, we write
1
8Nd
∑
i,j,k,l
AijAkl∂
kl
ij f(A) =
d
8N3
∑
i,j,k,l
∂klij f(A) +
1
4N2
∑
i,j,k,l
(
Aij − d
N
)
∂klij f(A) +N
2R5
=
√
d− 1
4N2
∑
i,j,k,l
Hij∂
kl
ij f(A) +N
2R5
=
√
d− 1
32N2
∑
i,j,k,l
Hklij ∂
kl
ij f(A) +N
2R5 ,
where
R5 =
N
8d
1
N4
∑
i,j,k,l
((
∂klij f(A)
)(
Aij − d
N
)(
Akl − d
N
))
.
By (3.34), with f replaced by ∂klij f , we obtain
ER5 = O
( d
N
)1−ε‖∂3f‖r +O( d
N
)2−ε‖∂f‖r .
We conclude that
Qf(A) =
d
16N3
∑
i,j,k,l
(∂klij )
2f(A)−
√
d− 1
32N2
∑
i,j,k,l
Hklij ∂
kl
ij f(A) +N
2
5∑
i=1
Ri
=
d− 1
16N3
∑
i,j,k,l
(∂klij )
2f(A)−
√
d− 1
32N2
∑
i,j,k,l
Hklij ∂
kl
ij f(A) +N
2
6∑
i=1
Ri ,
where we defined
R6 ..=
1
16N
1
N4
∑
i,j,k,l
(∂klij )
2f(A) .
Clearly, ER6 = O
(
1
N
)‖∂2f‖r.
Using the notations introduced in (3.7), we have
√
d− 1 ∂f(A) = ∂F (H). Hence we obtain
(3.8) with R ..= N2
∑6
i=1Ri. The error term R is estimated, using the above estimates on ERi,
as
ER = O(N2+ε)
[( d
N
)2(‖∂f‖r + ‖∂2f‖r)+ 1
N
‖∂2f‖r + d
N
(‖∂3f‖r + ‖∂4f‖r)
]
= O(D−1/2N1+ε)
[
‖∂F‖r,0 +D−1/2‖∂2F‖r,0 + ‖∂3F‖r,0 +D−1/2‖∂4F‖r,0
]
,
as claimed.
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4. Stability of eigenvectors and eigenvalues
In this section we derive basic stability properties for the eigenvalues and eigenvectors of the
Dyson Brownian motion H(t). These allow us to deduce estimates on the eigenvalues and
eigenvectors of H(t), assuming similar estimates have been proved for H(0).
As discussed in Section 2.1, we consider a general Dyson Brownian motion H(t) on an M -
dimensional Hilbert space V , with normalization constant N as in (2.1). For the usual DBM
we have N = M , while for the constrained DBM we have M = N − 1; we always assume that
N and M are comparable. We denote by λ1(t) > · · · > λM (t) the eigenvalues of H(t), and by
v1(t), . . . ,vM (t) ∈ V the associated normalized eigenvectors of H(t). Moreover, we define the
Stieltjes transform of the empirical spectral measure of H(t) by s(t; z) ..= 1M
∑M
i=1
1
λi(t)−z .
Throughout the rest of the paper, we use the following notion of high probability events and
high probability bounds, introduced in [17].
Definition 4.1. (i) We say that an event Ξ has high probability if for every ζ > 0 there
exists an N0(ζ) > 0 such that P(Ξ
c) 6 N−ζ for N > N0(ζ).
(ii) For nonnegative random variables A,B, we write A ≺ B or A = O≺(B) if for any ζ > 0
there exists an N0(ζ) such that P(A > N
1/ζB) 6 N−ζ for N > N0(ζ).
If the event Ξ from (i) and the random variables A and B from (ii) depend on some additional
parameter u ∈ U in some possibly N -dependent set U , we we say that (i) and (ii) hold uniformly
in u if N0(ζ) does not depend on u.
Throughout the following, the definitions (i) and (ii) will always be uniform in all parameters,
such as z, any matrix indices, and deterministic vectors. Note that ≺ is compatible with the
usual algebraic operations, so that for instance we have
∑
iAi ≺
∑
iBi provided that Ai ≺ Bi
for all i and the size of the index set for i is NO(1).
4.1. Delocalization of eigenvectors. The following result shows that if all eigenvectors of H(0)
are uniformly delocalized in some direction q ∈ V , then with high probability they remain
delocalized in this direction under the DBM on V , for any time t > 0.
Lemma 4.2. Suppose that H(t) is the DBM on an M -dimensional space V . Let q ∈ V and
suppose that maxi |q · vi(0)| 6 B. Then, for any t > 0, any i ∈ [[1,M ]], and ξ ≫ 1,
P (|q · vi(t)| > ξB) 6 e− 12 ξ2 . (4.1)
In particular,
|q · vi(t)| ≺ B . (4.2)
Lemma 4.2 is a simple consequence of the eigenvector moment flow (EMF) introduced in [10].
Suppose for simplicity that the eigenvalues of H(0) are distinct. Then the eigenvalue process
(λi(t)) is almost surely continuous and simple for all t > 0; see [10] for more details. We study
the dynamics of the eigenvectors vi(t) by conditioning on the eigenvalue process; see again [10]
for a precise construction. Hence, for the following argument, we condition on (λi(t)) and regard
the eigenvalue process as deterministic.
We give the definition of the EMF restricted to moments of a fixed order p ∈ N. The
configuration space is Ωp ..=
{
η = (ηi)
M
i=1 ∈ NM ..
∑M
i=1 ηi = p
}
. The configurations η ∈ Ωp
are interpreted as configurations of p particles on the lattice [[1,M ]], whereby a single site of
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[[1,M ]] may be occupied by multiple particles. We denote by ηi,j ..= η + 1(ηi > 0)(ej − ei) the
configuration obtained from η by moving one particle from i to j. The time-dependent generator
R(t) of the EMF is defined by
(R(t)f)(η) ..=
∑
i 6=j
Wij(t)2ηi(1 + 2ηi)(f(η
i,j)− f(η)) ,
where
Wij(t) ..=
1
N(λi(t)− λj(t))2 .
For our purposes, the precise form of the coefficients Wij(t) is not important; we only use
that they are nonnegative and continuous in t. The p-particle EMF is given by the equation
∂tft(η) = (R(t)ft)(η) , f0 : Ωp → R given . (4.3)
This is a linear (time-dependent) ODE on a finite dimensional vector space, and thus well-posed.
It is also easy to see that it is contractive on L∞(Ω) in the sense that ‖ft‖L∞(Ωp) 6 ‖f0‖L∞(Ωp).
Next, for deterministic η ∈ Ωp and q ∈ V , we define
ft(η) ..= E
[
M∏
i=1
1
(2ηi − 1)!! (q · vi(t))
2ηi
∣∣∣∣∣ (λi(t) .. i ∈ [[1,M ]], t > 0)
]
, (4.4)
where n!! ..= n · (n− 2) · · · 3 · 1 for odd n, and by convention (−1)!! = 1. In [10, Theorem 3.1] it
is shown that ft solves (4.3).
Remark 4.3. In [10], Dyson Brownian motion is defined without the Ornstein-Uhlenbeck drift
term in the SDE (2.2), and the SDEs for the eigenvalues and eigenvectors are stated in [10,
Definition 2.2]. In the present case, with drift term, the SDEs for eigenvalue and eigenvector
flows are given by
dλi =
dBii√
N
+
1
N
∑
j:j 6=i
1
λi − λj dt−
λi
2
dt ,
dvi =
1√
N
∑
j:j 6=i
dBij
λi − λj vj −
1
2N
∑
j:j 6=i
dt
(λi − λj)2vi ,
for i = 1, 2, . . . ,M , and with B(t) a Brownian motion on the space of M ×M real symmetric
matrices with quadratic covariation 〈Bij , Bkl〉(t) = (δikδjl + δilδjk)t. Thus, the SDEs for the
eigenvectors are the same with or without the drift term. Therefore the arguments of [10,
Section 3] apply verbatim in our setting as well.
Proof of Lemma 4.2. Suppose first that H(0) has simple spectrum. Let ft be the given by
(4.4), which solves (4.3) as remarked above. Then, since the EMF (4.3) is a contraction on
L∞(Ωp), we obtain from the assumption of Lemma 4.2 that
max
η∈Ωp
|ft(η)| 6 max
η∈Ωp
|f0(η)| 6 B2p .
Therefore, choosing η = p ei, we get
E
[
(q · vi(t))2p
]
= (2p − 1)!!E[ft(η)] 6 (2p− 1)!!B2p ,
from which the claim follows. Finally, if H(0) does not have simple spectrum, the same estimate
holds by a simple approximation argument using the continuity of the eigenvectors as functions
of the matrix.
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4.2. Stability of eigenvalues. The following result shows that if the empirical spectral measure
at t = 0 is close to the semicircle law, this remains true for t > 0. For its statement, recall that
s(t, z) denotes the Stieltjes transform of the empirical spectral measure of H(t). We denote the
Stieltjes transform of the semicircle law by m. It can be characterized as the unique holomorphic
function m : C+ → C+ such that m2 +mz + 1 = 0 and m(z) ∼ 1/z as |z| → ∞; see e.g. [2].
Lemma 4.4. Suppose that C−1M 6 N 6 CM . Fix ε > 0. If for some B 6 N−ε we have
|s(0; z) −m(z)| ≺ B + 1
(Nη)1/4
(4.5)
uniformly for z = E + iη with η > N−1+ε, then for any t 6 B we have
|s(t; z)−m(z)| ≺ B + 1
(Nη)1/4
. (4.6)
uniformly for z = E + iη with η ∈ [N−1+ε, 1].
Proof. Define sfc,t(z) as the unique solution C+ → C+ of the self-consistent equation
sfc,t(z) =
1
M
M∑
i=1
1
e−t/2λi(0) − z − (1− e−t)sfc,t(z)
. (4.7)
Thus, sfc,t(z) is the Stieltjes transform of the free convolution of the empirical eigenvalue dis-
tribution of e−t/2H(0) and the semicircle law rescaled by (1 − e−t)1/2. We refer to [5] for the
existence and uniqueness of sfc,t(z) and relative properties on the free convolution with semicircle
law.
As in (3.11), we find that H(t)
d
= e−t/2H(0) + (1 − e−t)1/2W , where W is the standard
Gaussian measure on H(V ) with inner product (2.1). Under the assumptions of the lemma, [33,
Corollary 7.11] implies that for t 6 N−ε we have
|s(t; z)− sfc,t(z)| ≺ 1
(Nη)1/3
(4.8)
uniformly for z = E + iη with η > N−1+ε. (Note that in [33], the Stieltjes transform is denoted
by mV instead of s, and that sfc,t is denoted mfc,t. Moreover, [33, Corollary 7.11] is stated for
a diagonal matrix H(0); however, since W is invariant under orthogonal transformations which
diagonalize H(0), the results of [33] trivially apply to any symmetric matrix H(0).)
Set ϑt ..= 1−e−t 6 t. Note that the Stieltjes transform of the empirical eigenvalue distribution
of e−t/2H(0) is given by et/2s(0, et/2z), and that (4.7) can be rephrased as
sfc,t(z) = e
t/2s(0, et/2(z + ϑtsfc,t(z))) .
For any z = E + iη such that η > N−1+ε, we have Im et/2(z + ϑtsfc,t(z)) > Im et/2z > N−1+ε,
where we used that Im sfc,t(z) > 0. From the assumption (4.5) we therefore get
sfc,t(z) = e
t/2m(et/2(z + ϑtsfc,t(z))) +O≺
(
B +
1
(Nη)1/4
)
. (4.9)
Next, note that
m(z) = et/2m(et/2(z + ϑtm(z))) . (4.10)
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(This may be interpreted as the fact that the semicircle law with variance t is a semigroup with
respect to free convolution.) Moreover, from the definition of m(z) it is easy to deduce the
continuity estimate
|m(z) −m(w)| 6 2|z − w|1/2 , (4.11)
for any z, w ∈ C+.
By (4.11), and using that t = O(1), the difference between (4.9) and (4.10) is
|sfc,t(z) −m(z)| = et/2
∣∣∣m(et/2(z + ϑtsfc,t(z))) −m(et/2(z + ϑtm(z)))∣∣∣ +O≺
(
B +
1
(Nη)1/4
)
6 O(t1/2)
∣∣sfc,t(z)−m(z)∣∣1/2 +O≺
(
B +
1
(Nη)1/4
)
6 max
{
O(t1/2)
∣∣sfc,t(z) −m(z)∣∣1/2, O≺
(
B +
1
(Nη)1/4
)}
.
Therefore either |sfc,t(z)−m(z)| = O(t) or |sfc,t(z) −m(z)| ≺ B + (Nη)−1/4, and we get
|sfc,t(z) −m(z)| ≺ B + 1
(Nη)1/4
+ t ≺ B + 1
(Nη)1/4
, (4.12)
where we used t 6 B. Combining (4.8) and (4.12) and using η 6 1, the claim (4.6) follows.
5. Proof of Propositions 2.6–2.7
With the preparations provided by Sections 3–4, and using results of [3,27,33], we now complete
the proofs of Propositions 2.6–2.7. First, recall that α > 0 is fixed, and that we always assume
D > Nα. We also use the notation z = E + iη for the real and imaginary parts of the spectral
parameter z ∈ C+.
Throughout this section, H(t) denotes the constrained DBM from Definition 2.2 with H(0)
given by (2.4). We use the notations of Section 4 applied to the constrained DBM. In particular,
M ..= N − 1
is the dimension of the space V ..= e⊥.
5.1. A priori estimates on eigenvalues and eigenvectors. We begin by collecting some results
on the eigenvalues and eigenvectors of H(t)|
e
⊥ required for the proofs of Propositions 2.6–2.7.
For any H ∈M, we denote the eigenvalues of H|
e
⊥ by λ1(H) > · · · > λM (H), and the corre-
sponding normalized eigenvectors by v1(H), . . . ,vM (H). The components of the eigenvectors in
the standard basis on RN are denoted vk(H; i)
..= ei · vk(H), i ∈ [[1, N ]], k ∈ [[1,M ]]. Moreover,
for H ∈ M, we denote by Gij(H; z) the entries of the Green’s function of H restricted to e⊥
in the standard basis of RN , and by s(H; z) the Stieltjes transform of the empirical spectral
measure. Explicitly,
Gij(H; z) ..=
M∑
k=1
vk(H; i)vk(H; j)
λk(H)− z , (5.1)
s(H; z) ..=
1
M
TrG(H; z) =
1
M
M∑
k=1
1
λk(H)− z . (5.2)
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Finally, we set
Γ(H) ≡ Γ(H; z) ..= max
i,j
|Gij(H; z)| ∨ 1 . (5.3)
We also recall the definition of the typical location γi of the i-th eigenvalue from (1.1).
The following proposition summarizes the input we need from the local semicircle law of [3].
The local semicircle law, as proved in [3], only applies for t = 0, and the extension to t > 0 is
provided by the results of Section 4.
Proposition 5.1. For any z ∈ C+, i ∈ [[1, N ]], k ∈ [[1,M ]], and 0 6 t 6 D−1/4, we have
|vk(H(t); i)| ≺ N−1/2 , Γ(H(t); z) ≺ 1 + 1
Nη
. (5.4)
Moreover, for any fixed κ > 0 and any i ∈ [[κN, (1 − κ)N ]], we also have
|λi(H(t)) − γi| ≺ D−1/4 . (5.5)
Proof. First, as special cases of [3, Theorem 1.1 and Corollary 1.2], for any z = E + iη with
E ∈ R and η > N−1+ε, for arbitrary ε > 0, we have
|s(H(0); z) −m(z)| ≺ 1
D1/4
+
1
(Nη)1/4
, |vk(H(0); i)| ≺ N−1/2 . (5.6)
(Note that the local semicircle law from [3] also includes the trivial eigenvalue at 0; it is easy to
see that its contribution to s is negligible compared to the error bounds in (5.6).)
Next, we extend these bounds from t = 0 to t > 0. For i ∈ [[1, N ]] define eˆi = ei−(ei·e)e ∈ e⊥.
Since vk(H(t); i) = eˆi · vk(H(t)), from (5.6) and Lemma 4.2, applied to the constrained DBM
with q = eˆi, we find |vk(H(t); i)| ≺ N−1/2, for any t > 0. Similarly, for t 6 D−1/4, the extension
of the bound on the Stieltjes transform follows immediately from Lemma 4.4 with B = D−1/4.
Summarizing, for any η > N−1+ε and 0 6 t 6 D−1/4, we have
|s(H(t); z)−m(z)| ≺ 1
D1/4
+
1
(Nη)1/4
, |vk(H(t); i)| ≺ N−1/2 . (5.7)
This proves the first estimate of (5.4).
In order to prove the second estimate of (5.4), we use a dyadic decomposition (see e.g. [25,
(8.2)]) to obtain, for any matrix H ∈ M,
|Gij(z)| 6
M∑
k=1
|vk(i)vk(j)|
|λk − E + iη| 6 4N maxk,l |vk(l)|
2
(
1 +
⌈log2 η−1⌉∑
n=0
Im s(E + i2nη)
)
.
We apply this estimate to the matrix H(t). By (5.7), we have maxk,l |vk(l)|2 ≺ 1/N . Moreover,
since η Im s(E + iη) is increasing in η (as may be easily seen from the right-hand side of (5.2)),
and since |m| 6 1, the first bound in (5.7) implies Im s(z) ≺ 1+1/(Nη) for any η > 0, and thus
Im s(E + i2nη) ≺ 1 + 2−n/Nη. For η > 1/NO(1) we then have log η−1 ≺ 1 and obtain Γ(z) ≺ 1
as desired. For arbitrary η > 0 the claim then follows by [3, Lemma 2.1]. (In fact, we shall only
need (5.4) with η > 1/NO(1).)
Finally, we deduce (5.5) from the bound on the Stieltjes transform in (5.7). We abbreviate
λk ≡ λk(H(t)), and denote by
̺(I) ..=
∫
I
̺(x) dx , ν(I) ..=
1
M
M∑
k=1
1(λk ∈ I)
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the semicircle and empirical spectral measures, respectively, applied to an interval I. Then,
following a standard application of the Helffer-Sjo¨strand functional calculus along the lines
of [19, Section 8.1], we find from (5.7) and D 6 N that for any interval I ⊆ [−3, 3] we have
|ν(I)− ̺(I)| ≺ 1
D1/4
+
1
N1/4
≺ 1
D1/4
. (5.8)
(We note that previously (5.8) for t = 0 was given in [3, Corollary 1.3].) Using (5.8), we may
estimate λi − γi as follows. By (5.8) applied to I = [−3, 3], we find that there are at most
O≺(ND−1/4) eigenvalues outside [−3, 3]. Defining f(E) ..= ̺([E,∞)), we therefore find from
(1.1) and (5.8) that
f(γi) =
i
N
= ν([λi,∞)) +O
( 1
N
)
= ν([λi, 3)) +O≺
( 1
D1/4
)
= ̺([λi, 3)) +O≺
( 1
D1/4
)
= f(λi) +O≺
( 1
D1/4
)
.
Since i ∈ [[κN, (1 − κN)]], we have |f ′| > c > 0 in a neighbourhood of γi, and we therefore get
(5.5). This concludes the proof.
The next result shows that the suprema in (3.3) do not essentially change the size of Γ.
Corollary 5.2. Fix n ∈ N. For any z ∈ C+ and 0 6 t 6 D−1/4, we have
sup
θ∈[0,1]n
sup
X∈Xn
Γ
(
H(t) + (d− 1)−1/2 θ ·X; z) ≺ 1 + 1
Nη
. (5.9)
Moreover, for any i ∈ [[1, N ]] and k ∈ [[1,M ]], we have
sup
θ∈[0,1]n
sup
X∈Xn
∣∣vk(H(t) + (d− 1)−1/2 θ ·X; i)∣∣ ≺ N−1/2 . (5.10)
Proof. We abbreviate H ≡ H(t). Without loss of generality, by an argument analogous
to [3, Lemma 2.1], we may assume that η > 1/N . Hence, by (5.4), we have Γ(H; z) ≺ 1. It
therefore suffices to show that if Γ(H; z) 6 (d− 1)1/2/(16n) then for any θ ∈ [0, 1]n and X ∈ X n
we have
Γ
(
H + (d− 1)−1/2 θ ·X; z) 6 2Γ(H; z) . (5.11)
To show (5.11), we use the resolvent identity to obtain (omitting the argument z for brevity)∣∣Gij(H + (d− 1)−1/2θ ·X)∣∣
=
∣∣∣Gij(H)− (d− 1)−1/2(G(H)(θ ·X)G(H + (d− 1)−1/2 θ ·X))
ij
∣∣∣
6 Γ(H) + 8n(d− 1)−1/2Γ(H)Γ(H + (d− 1)−1/2 θ ·X)
6 Γ(H) + Γ
(
H + (d− 1)−1/2 θ ·X)/2 .
Taking the maximum over i and j yields (5.11). Finally, (5.10) follows from (5.9), as in the
proof of [3, Corollary 1.2].
Note that since Gij(H; z¯) = Gij(H; z), the estimates (5.4) and (5.9) for Γ also hold with
η < 0 if η is replaced by |η| on the right-hand sides. We shall use this tacitly in the following.
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5.2. Proof of Proposition 2.6: eigenvalue correlation functions. We now prove that the locally
averaged local correlation functions of the matrix H(0)|
e
⊥ converge to those of H(t)|
e
⊥ for times
t 6 N−1−δD1/2. The main ingredient of the proof is the following lemma comparing functions of
Green’s functions with spectral parameter η slightly smaller than 1/N . Its proof follows easily
from Proposition 3.1 and Lemma 5.1. For random matrices with independent entries, analogous
results were previously proved by the Green’s function comparison theorem [25], and by direct
analysis of the evolution of the matrix entries under Dyson Brownian motion [10]. We also
remark that, in [44], eigenvalues are compared directly without involving the Green’s function.
Lemma 5.3. Fix n ∈ N, and let κ, γ, δ > 0 be sufficiently small. Then the following holds
for any η ∈ [N−1−γ , N−1], any sequence of positive integers k1, k2, . . . , kn, any set of complex
parameters zmj = E
m
j ± iη, where j ∈ [[1, km]], m ∈ [[1, n]], |Emj | 6 2 − κ, and the ± signs are
arbitrary. Let φ ∈ C∞(Rn) be a test function such that for any multi-index m = (m1, · · · ,mn)
with 1 6 |m| 6 4 and for any ω > 0 sufficiently small,
max {|∂mφ(x)| .. |x| 6 Nω} 6 NO(ω) , (5.12)
max
{|∂mφ(x)| .. |x| 6 N2} 6 NO(1) . (5.13)
Then, with the notations G1(z) ..= G(H(0); z) and G2(z) ..= G(H(t); z), for any t 6 D
1/2N−1−δ,
we have∣∣∣∣∣∣Eφ

N−k1 Tr

 k1∏
j=1
G1(z
1
j )

 , . . . , N−kn Tr

 kn∏
j=1
G1(z
n
j )



− Eφ(G1 → G2)
∣∣∣∣∣∣
= O(N−δ/2+O(γ)) . (5.14)
Here, φ(G1 → G2) is the expression obtained from the one to its left by replacing G1 with G2.
The implicit constants depend on n, k1, . . . , kn, m1, . . . ,mn, and the constants in (5.12)–(5.13).
Proof. For simplicity of notation, we show (5.14) only for n = 1 and k1 = 1; the general case
is analogous. We then write z instead of z11 . To show the claim, it then suffices to show that∣∣Eφ (N−1TrG(H(t); z)) − Eφ (N−1TrG(H(0); z))∣∣ = O(tD−1/2N1+δ/2NO(γ)) . (5.15)
Set F (H) ..= φ(N−1 TrG(H; z)). We claim that if r and n are fixed (arbitrarily, independently
of N), and if t 6 D−1/4, for any sufficiently large N (depending on r, n, δ), we have
sup
06s6t
‖∂nF‖r,s 6 N δ/4+O(γ) . (5.16)
Given (5.16), Proposition 3.1 with ε = δ/4 yields (5.15).
Thus, it only remains to show (5.16). Recall that the derivative of the Green’s function in
the direction of a matrix X ∈ X is given by ∂XG = −GXG (using that elements in X act on
e⊥). Therefore, by the Leibniz rule, for any X1, . . . ,Xn ∈ X and any H ∈ M, we have
∂X1 · · · ∂XnG = (−1)n
∑
σ∈Sn
GXσ(1)G · · ·GXσ(n)G ,
where Sn is the set of permutations of n elements, and we omit the dependence on H on both
sides in our notation. Since (with respect to the standard basis of RN ) each X ∈ X has at most
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8 nonvanishing entries, and since these are in {±1}, by definition of Γ it follows that
|N−1Tr ∂X1 · · · ∂XnG| 6 N−1
N∑
i=1
n! max
σ∈Sn
∣∣∣(GXσ(1)G · · ·GXσ(n)G)ii
∣∣∣ 6 8nn!Γn+1 .
From this and the chain rule, we obtain that there exist constants Cn such that
|∂X1 · · · ∂Xnφ(N−1 TrG)| 6 CnΓ2n max
06m6n
|φ(m)| . (5.17)
By Corollary 5.2 and since |η| > N−1−γ , we have supθ∈[0,1]n supX∈Xn Γ(H(s)+(d−1)−1/2θ ·X) ≺
Nγ , for any 0 6 s 6 t. For n 6 4, by assumption (5.12) and (5.17) therefore
sup
θ∈[0,1]n
sup
X∈Xn
∣∣∂X1 · · · ∂Xnφ(N−1 TrG(H(s) + (d− 1)−1/2θ ·X))∣∣ ≺ NO(γ) . (5.18)
On the complement of the high-probability event of ≺ in (5.18), we use the trivial bound
Γ 6 η−1 6 N1+γ and (5.13). We obtain
sup
θ∈[0,1]n
sup
X∈Xn
∣∣∂X1 · · · ∂Xnφ(N−1 TrG(H(s) + (d− 1)−1/2θ ·X))∣∣ 6 Cnη−2nNO(1) 6 NO(1) ,
(5.19)
for any 0 6 s 6 t. By combining the estimates (5.18)–(5.19), for any constant r = O(1), we
have
‖∂nF‖r,s 6 N1/ζ+O(γ) +N−ζ/r+O(1) 6 N δ/4+O(γ) , (5.20)
where ζ is as in Definition 4.1 and chosen sufficiently large, depending on r. This concludes the
proof.
The following lemma is essentially [25, Theorem 6.4]. It transforms the statement about the
Green’s function of Lemma 5.3 to a statement about the local correlation functions.
Lemma 5.4. Consider two random matrix ensembles H1 and H2 with Green’s functions G1(z)
and G2(z). Suppose that, for all φ and parameters as in the statement of Lemma 5.3, the estimate
(5.14) holds. Then the local bulk eigenvalue correlation functions of H1 and H2 coincide.
Proof of Proposition 2.6: correlation functions. The proof follows directly by com-
bining Lemmas 5.3–5.4, with δ given as in the assumption of Proposition 2.6.
5.3. Proof of Proposition 2.6: eigenvalue gap statistics. To prove that the eigenvalue gap statis-
tics are stable for short times, we require a weak level repulsion estimate. Such an estimate was
derived in [27, Theorem 4.1] for sparse matrices with independent entries, using a level repulsion
estimate for t > N−1+c established in [33]. Here we adapt the proof of [27, Theorem 4.1] to
random regular graphs. The nontrivial dependence is dealt with by Proposition 3.1.
If λi(H) is a simple eigenvalue of H|e⊥ , we define
Qi(H) ..=
1
N2
∑
j:j 6=i,j6M
1
(λj(H)− λi(H))2 , (5.21)
and extend this definition by Qi(H) ..= ∞ if λi(H) is not a simple eigenvalue. This quantity
plays an important role in [44], where it is observed that it captures the singularities of the
derivatives of λi(H). In [27], it is found that Qi is stable under DBM and can thus be used to
show weak level repulsion from such an estimate for larger times (when a Gaussian component
is present).
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Proposition 5.5 (Level repulsion). Fix κ > 0. Then for any sufficiently small τ > 0, any
i ∈ [[κN, (1 − κ)N ]], and any s > 0, we have
P
(
Qi(H(s)) > N
2τ
)
= O(N−τ/2) . (5.22)
In particular,
P
(
λi(H(s))− λi+1(H(s)) 6 N−1−τ
)
= O(N−τ/2) . (5.23)
Proof. The proof is analogous to that of [27, Theorem 4.1], with H|
e
⊥ instead of H. We here
focus on the differences. These result from the replacement of [27, Lemma 4.3] by Proposition 3.1,
which takes into account the nontrivial correlation structure of the random regular graph. As
in [27], if λi(H) is a simple eigenvalue of H|e⊥ , we define the matrix
Ri(H) ..=
∑
j:j 6=i,j6M
1
λi(H)− λj(H)vj(H)vj(H)
∗ =
1
2πi
∮
|z−λi(H)|=ω
G(H; z)
λi(H)− z dz ,
where ω is chosen such that the contour |z − λi(H)| = ω encloses only λi(H). Then we have
Qi(H) =
1
N2
Tr(Ri(H)
2) .
Given τ > 0, define a cutoff function χ satisfying the following two properties: (1) χ is
smooth, and the first four derivatives are bounded, i.e. |χ(k)(x)| = O(1), for k = 1, 2, 3, 4; (2)
On the interval [0, N2τ ], |χ(x)− x| 6 1, and for x > N2τ , χ(x) = N2τ . Then χ ◦Qi extends to
a smooth function on the space of symmetric matrices.
The proof of (5.22) consists of three steps. The first step is the estimate
E[χ(Qi(H(s)))] = O(N
3τ/2) , (5.24)
for s > t ..= N−1+c. This estimate follows from [33, Theorem 3.6], whose assumptions are
satisfied with high probability for the random d-regular graph by Proposition 5.1. In particular,
independence of the entries of H is not used.
In the second step, we derive the comparison estimate∣∣E[χ(Qi(H(t)))] − E[χ(Qi(H(s)))]∣∣ 6 1 , (5.25)
for s ∈ [0, t]. Instead of using [27, Lemma 4.3], which requires that the entries of the random
matrix H(s) are independent, we use Proposition 3.1, which takes into account the nontrivial
correlation structure of the random regular graph. By Proposition 3.1 with F (H) ..= χ(Qi(H)),
it suffices to bound
‖∂nF‖r,s = E
[
sup
θ∈[0,1]n
sup
X∈Xn
∣∣∣∂X1∂X2 · · · ∂XnF (H(s) + (d− 1)−1/2 θ ·X)∣∣∣r
]1/r
, (5.26)
for any (large) fixed integer r and n = 1, 2, 3, 4. To this end, the computation of the proof of [27,
Proposition 4.6] applies, by simply replacing the derivatives ∂
(n)
ab by ∂X1 · · · ∂Xn with Xl ∈ X .
Here the formulas [27, (4.16)–(4.18)] remain valid after replacing V by the Xl appropriately,
and similarly the formula below [27, (4.18)] remains valid after replacing Vij by v
∗
i (H)Xlvj(H).
Moreover, an analogous formula holds for n = 4; see e.g. [39, p.8]. The same formulas are valid
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with H replaced by H + (d− 1)−1/2 θ ·X. Since the Xl have only 8 nonvanishing entries (in the
standard basis on RN ), and these are equal to ±1, Corollary 5.2 then implies
sup
θ∈[0,1]n
sup
X∈Xn
∣∣v∗i (H(s) + (d− 1)−1/2 θ ·X)Xl vj(H(s) + (d− 1)−1/2 θ ·X)∣∣ ≺ N−1
for any s ∈ [0, t]. As in the proof of [27, Proposition 4.6], we therefore get
sup
θ∈[0,1]n
sup
X∈Xn
∣∣∂X1∂X2 · · · ∂XnF (H(s) + (d− 1)−1/2 θ ·X)∣∣ ≺ N (n+2)τ .
From this, bounding (5.26) as in (5.20), we obtain
‖∂nF‖r,s 6 N c+(n+2)τ . (5.27)
for arbitrarily small c > 0 and N large enough. Then (5.25) follows from Proposition 3.4 since
O(tD−1/2N)N c+6τ 6 O(N−α/2+2c+6τ ) 6 1 for t 6 N−1+c and D > Nα, by chooosing c and τ
sufficiently small.
In the last step, we combine (5.24) and (5.25), and thus obtain
E[χ(Qi(H(s)))] = O(N
3τ/2) ,
for any s > 0. Then (5.22) follows easily by Markov’s inequality and the definition of χ.
Proof of Proposition 2.6: gap statistics. Throughout the proof, we use the abbreviation
λi(t) ≡ λi(H(t)). Fix κ > 0, δ > 0, and t 6 N−1−δD1/2. Since ̺(γi) is bounded above and
below for i ∈ [[κN, (1 − κ)N ]], it suffices to prove (2.14) with ̺(γi) replaced by 1. Moreover, for
any n ∈ N and φ ∈ C∞(Rn) with bounded first four derivatives, it suffices to show the stronger
claim
Eφ
(
Nλi(0), . . . , Nλi+n(0)
)
= Eφ
(
Nλi(t), . . . , Nλi+n(t)
)
+ o(1) (5.28)
as N → ∞, uniformly in i ∈ [[κN, (1 − κ)N ]]. For simplicity of notation, we only prove (5.28)
for n = 1; the general case is analogous and we comment on the differences at the end of the
proof. Thus, for any i ∈ [[κN, (1 − κ)N ]] and φ ∈ C∞(R) with bounded first four derivatives, we
show
E[φ(Nλi(0))] − E[φ(Nλi(t))] = o(1) . (5.29)
Given a small constant τ > 0, we choose a cutoff function ρ such that ρ(x) = 1 for x 6 N2τ
and ρ(x) = 0 for x > 2N2τ . Using (5.22), we can first remove a bad event on which Qi is large:
|E[φ(Nλi(0))] − E[φ(Nλi(t))]|
6
∣∣E[φ(Nλi(0))ρ(Qi(H(0)))] − E[φ(Nλi(t))ρ(Qi(H(t)))]∣∣
+ ‖φ‖∞
(
P(Qi(H(0)) > N
2τ ) + P(Qi(H(t)) > N
2τ )
)
6
∣∣E[φ(Nλi(0))ρ(Qi(H(0)))] − E[φ(Nλi(t))ρ(Qi(H(t)))]∣∣ +O
(‖φ‖∞
N τ/2
)
.
To estimate the right-hand side, we apply Proposition 3.1 with F (H) ..= φ(Nλi(H))ρ(Qi(H)).
By an argument analogous to that used to obtain (5.27), for any r and n = 1, 2, 3, 4, we find the
bound
‖∂nF‖r,s 6 N c+O(τ) (5.30)
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for arbitrarily small c > 0 (and N sufficiently large). More precisely, by the product rule, the
derivatives act either on φ(Nλi) or ρ◦Qi. In the bound of any of these derivatives, by definition
of ρ, we can assume that Qi 6 2N
2τ . Then the derivatives of ρ ◦ Qi are bounded exactly as
in the proof of Proposition 5.5. For the derivatives of φ(Nλi), by the chain rule and since φ is
smooth, it suffices to bound the derivatives of the eigenvalues λi. This is again done similarly to
the bounds on the derivatives of Qi. Indeed, the derivatives of the eigenvalues can be expressed
in terms of the eigenvalues and eigenvectors as done in [27, (4.16)–(4.18)] (and with [39, p.8] for
n = 4). The latter expressions are bounded using the delocalization of eigenvectors (5.4), and
using that
∑
j:j 6=i
1
|λi(s)− λj(s)| ≺ NQ
1/2
i (H(s)) ,
∑
j:j 6=i
1
|λi(s)− λj(s)|k 6 N
kQ
k/2
i (H(s)) ,
as in [27, (4.11)–(4.12)].
As a consequence of Proposition 3.1 and (5.30), with t 6 N−1−δD1/2, we finally obtain
|E[φ(Nλi(0))ρ(Qi(H(0)))] − E[φ(Nλi(t))ρ(Qi(H(t)))]| = O(N c+O(τ)−δ) ,
and (5.29) then follows by taking c and τ small enough that c+O(τ) < δ.
In the general case of a test function φ(Nλi, . . . , Nλi+n), we use the product of cutoff func-
tions (ρ ◦Qi) · · · (ρ ◦Qi+n) instead of ρ ◦Qi, and proceed otherwise analogously.
5.4. Proof of Proposition 2.7.
Proof of Propositions 2.7. Given the estimates (5.4)–(5.5), the same argument as in [27,
Section 3] applies.
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