We study adaptive learning behavior in a sequence ofn-period endowment overlapping generations economies with fiat currency, where n refers to the number of periods in agents' lifetimes. Agents initially have heterogeneous beliefs and seek to form multi-step-ahead forecasts offuture prices using a forecast rule chosen from a vast set of possible forecast rules. Agents take optimal actions given their forecasts offuture prices.
Introduction

Overview
Macroeconomic research is frequently conducted using general equilibrium models in which agents must forecast endogenous variables many periods ahead in order to make consumption and savings decisions. Examples in this class include Ramsey-type growth models and multi-period overlapping generations models. Much of the recent literature on adaptive learning behavior, however, focuses on models where agents must plan only one period ahead.' In this paper, we examine adaptive learning behavior in an environment where agents must form plans many periods ahead. Our analysis involves computational experiments with artificial adaptive agents who populate a sequence of nperiod endowment overlapping generations economies, where n refers to the number of periods in agents' lifetimes. We assume that agents within and across generations initially have heterogeneous beliefs about the future path of prices and rates of return. The questions we seek to address are (1) how do initially heterogeneous agents learn over time to forecast the future correctly in general equilibrium environments, and (2) can such a learning process be used to isolate a particular stationary equilibrium solution in a model with multiple stationary equilibria.
In order to address the first question, we develop a model that makes use of Holland's (1975) genetic algorithm, a stochastic directed search algorithm that is based on principles of population genetics.
2 The genetic algorithm processes a finite population of objects each of which can be thought of as representing an individual agent. In our case, the objects represent agents' forecast rules. The objects are encoded as strings in a finite (usually binary) alphabet. Strings can be decoded and evaluated according to some fitness criterion. In every iteration, the genetic algorithm replaces the fixed population of strings by choosing among existing strings in a manner that is consistent with the principle of natural selection; strings with high fitness values are more likely to he chosen than strings with low fitness values. The chosen strings also undergo genetic operations of recombination and mutation which serve to advance the search for higher fitness. When this process is applied repeatedly, eventually only highly fit strings remain in the population, and often a single string will come to dominate the population. Holland (1975) has argued that genetic algorithms optimize on the trade-off between searching for new solutions and utilizing information discovered in the past. 3
1 For a survey of the literature, see Sargent (1993) . 2 See Goldberg (1989) or Michalewicz (1994) for an introduction to genetic algorithms. 3 Holland's "schema theorem" is proved by an analogy with the two~-armedbandit problem and is found in Holland (1975, pp. 75~88) . Goldberg (1989, pp. 28-33) provides a less technical description of Holland's result.
A
The genetic algorithm is a natural choice for modeling the manner in which a heterogeneous population of agents might go about learning to forecast future prices. However the genetic algorithm as it is typically implemented is not well-suited for handling an important aspect of our relatively standard general equilibrium problem. In particular, the standard genetic algorithm does not allow objects that are part of the system for more than one iteration to be updated. Agents who are in the middle of life in our model may want to change their forecast rule over the remaining periods of life instead of maintaining their original forecast rule (the one they adopted in the first period of life). We therefore augment the genetic algorithm with an additional procedure that allows each agent in our model to emulate the behavior of other agents. Even the most casual observation suggests that emulation of other agents' is a large part of adaptive learning behavior. We show how the desire to emulate other agents' forecast rules arises naturally in the n-period overlapping generations environment that we consider.
We interpret our learning and emulation model as describing a process by which ideas are exchanged in a large, competitive economy with heterogeneous beliefs. We view the genetic algorithm as capturing a trial-and-error learning process through which successful ideas (forecast rules) are propagated while new ideas continually emerge. These new ideas come from two sources: (I) the newly created forecast rules of "newborn" agents, and (2) emulation. Our interpretation of the model is intended to de-emphasize the obvious biological undertones of both the overlapping generations model and the genetic algorithm.
In answer to the second question that we posed, as to whether such a learning process can be used to isolate a particular equilibrium in an environment with multiple equilibria, we report the results of computational experiments using many different parameterizations of our model of learning and emulation. In each of these experiments, the initial population of forecast rules is randomly generated. We examine what happens to this population o~' forecast rules over many iterations using our genetic-algorithm-based model of learning and emulation.
Summary of findings and conclusions
We find that three different outcomes are possible after we simulate our system for a long period of time. First, we often observe coordination on a stationary equilibrium with a relatively low inflation rate. There are two stationary perfect foresight equilibria in the model, one with a relatively low inflation rate and one with a relatively high inflation rate, but coordination on the stationary 2 equilibrium with the relatively high inflation rate is never observed. This first result is consistent with the findings of many earlier analyses of adaptive learning behavior in two period overlapping generations economies. 4
Second, we often observe persistent currency collapse. It can happen that some agents' forecast rules yield predictions of very high inflation rates. These agents will then decide to hold little or no currency, and by itself (that is, holding the decisions of the other agents constant) this effect will tend to push next period's inflation higher. Higher inflation can then validate the forecasts of higher inflation, so that the forecast rules of this group turn out to be successful (they achieve high levels of fitness). This can lead to a propagation of forecast rules that predict high inflation, which can in turn cause actual inflation to remain high. In this way, a self-fulfilling hyperinflation can be achieved and sustained. We interpret this outcome as a currency collapse, as flat money would cease to have value were it not for some restrictions that we place on agent's portfolio decisions. In our computational experiments, this currency collapse outcome appears to become more frequent as the number of periods that agents live increases and as the level of the government deficit increases. 5
The third result is that the population of adaptive agents sometimes does not achieve coordination on any stationary outcome within the allotted time. We can only speculate that these nonconvergent cases might eventually converge to a perfect foresight equilibrium outcome or to a self-fulfilling hyperinflation if the simulations were allowed to continue for a longer period.
Our general conclusions are as follows. First, our algorithm can be given an appealing economic interpretation as a model of trial-and-error learning through which older, successful ideas arc retained and propagated while some new ideas are developed and exchanged among agents with heterogeneous beliefs and planning horizons, all of whom are participants in a large competitive economy. Second, our model of learning and emulation is a useful search algorithm that may enable researchers to select from among multiple stationary equilibrium outcomes in the highly nonlir~ar and multi-period environments that are increasingly being studied by macroeconomists. Third, our computational experiments suggest that currency collapse is a distinct possibility under our trialand-error learning scheme, even when the government is following an otherwise sustainable deficit policy. Of particular interest is our finding that forecasts may interact with the general equilibrium price level dynamics in such a way as to generate a self-fulfilling hyperinflation.
4 See, for instance, Marcet and Sargent (1989) , Woodford (1990) , Marimon and Sunder (1993), and Arifovic (1995) . 5 Ramey (1995, 1996) can also generate currency collapse outcomes under the assumption that it is costly for agents to form expectations. 3
Recent related literature
Computational experiments with adaptive algorithms (such as genetic algorithms) in economic settings have been suggested by Holland and Miller (1991) and Sargent (1993) , and have been performed by Andreoni and Miller (1995) , Arifovic (1994 Arifovic ( , 1995 Arifovic ( , 1996 , Arthur (1994) , Axeirod (1987) , Binmore and Samuelson (1992) , Ho (1996) , Marimon, McGratten and Sargent (1990), Miller (1996) and Rust, Miller, and Palmer (1994) among others. These applications have generally not been in competitive general equilibrium environments like we have in mind. An important exception is the work of Arifovic (1995 Arifovic ( , 1996 , who studies genetic algorithm learning in two period overlapping generations economies with government issued fiat currency. Arifovic (1995) , in particular, reports that the genetic algorithm learning model converges to a low inflation, stationary perfect foresight equilibrium of the two period overlapping generations model even in cases where Marcet and Sargent (1989) found that the model with least squares learning failed to converge. Later in this paper we argue that Arifovic's (1995) non-overlapping information structure is not very promising when agents' lifetimes are extended to n periods. This observation motivates our development of a modified genetic algorithm learning model in which "middle-aged" agents can choose to emulate one another.
The rest of the paper is organized as follows. Section two presents the n-period overlapping generations economy that we study. Section three provides the details of our genetic-algorithmbased model of learning and emulation, and section four reports the results from our computational experiments. Section five concludes with a summary of our findings.
An ri-period overlapping generations model
We consider a sequence of n-period endowment overlapping generations economies where n represents the number of periods in an agent's lifetime. Time t is discrete and may take on integer values from the infinite past to the infinite future. At any time t, there are n generations of agents alive, with each generation having a different birth date corresponding to times t -n + 1, t -n + 2, .
The number of agents in each generation is finite and there is no population growth. For simplicity, we shall assume in this section that there is a single representative agent alive in every generation. We shall also assume for now that each of these agents has perfect foresight knowledge of future prices and rates of return. This last assumption allows us to characterize the stationary 4 equilibria of the model. We will relax both of these assumptions later when we study adaptive learning behavior in this environment. All agents, regardless of the period in which they were born, receive the same lifetime endowment profile for the single, perishable consumption good in the n periods of life. This endowment profile is denoted by {w 1 , w 2 , ..., w~}, and it is further assumed that Agents in this economy can save only by holding government issued fiat currency. Our assumption that the endowment profile is strictly decreasing over the n periods of each agent's lifetime implies that agents of all generations will always be able to achieve their optimal consumption and savings decisions by holding fiat currency. We explicitly rule out the possibility of a private consumption loan market, but the elimination of the consumption loan market does not prevent agents from achieving the optimal outcome. 6
Fiat currency is introduced into this economy by a government that endures forever. This government has control over the fixed level of its real deficit,~,which it finances entirely through seignorage:
Here H(t) denotes the stock of currency in circulation at time t, and P(t) is the price of the consumption good in terms of fiat money. We assume that all government revenue leaves the economy.
Agents of all generations seek to maximize the same time separable logarithmic utility function.
The agent born at time t seeks to maximize
where Ct (t + i) We rule out the possibility of consumption loans so as to avoid some difficulties in modelling how a heterogeneous population of agents might meet and agree to borrowing and lending decisions when they lack agreement about. future rates of return.
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The solution to the maximization problem of the young agent born at time t yields a lifetime consumption and savings plan. The consumption and savings plans of the representative agents born at earlier dates t -1, t -2, ..., t -n +1 can be calculated in a similar manner simply by changing the horizon over which the maximization problem is defined. Solving all n of these problems, it is possible to construct the amount of aggregate savings (asset holdings) in the economy at any date t, S(t), by summing together the time t savings amounts of all n individuals alive in the economy at time t. It can be shown that this aggregate savings function is given by:
where
Since all savings must be held in the form of fiat currency, the market clearing condition for this economy is given by:
Equilibria in this economy are characterized by positive sequences for prices and fiat currency that satisfy equations (1) and (2). Combining equations (1) and (2) one obtains an equilibrium law of motion for prices:
Stationary perfect foresight equilibria for the general n-period model are solutions to equation (3) under the assumption that the forecast price is equal to the actual price P(t + j) for all j. Bullard (1992) has shown for the case where e = 0, that there are at most two such stationary values forf or any value of n; this result generalizes to the case studied here of a positive government deficit.
To ensure that both of these stationary equilibria exist and involve the use of positive valued fiat currency, we need one further assumption. We require that~E (0,~),where~is the maximum amount of revenue the government can collect through seignorage. 8 That is, the deficit cannot be so high as to cause nonexistence of equilibria. 
6
In summary, the general n-period model that we consider in this paper has two stationary perfect foresight equilibria in which fiat currency has positive value. We shall denote the stationary equilibrium with the relatively low inflation rate by~and we shall denote the stationary equilibrium with the relatively high inflation rate by / 3 h, where~< fib. The general n-period model under perfect foresight is therefore analogous to the more familiar two period endowment overlapping generations economy that has been the focus of previous analyses of adaptive learning behavior, We now turn to our model of how agents learn in the n-period overlapping generations environment when they lack perfect foresight and when there are many heterogeneous agents within each generation.
A model of learning and emulation
We begin this section by discussing how a heterogeneous population of agents in a large competitive economy might exchange ideas. We then describe how our heterogeneous population of agents can be represented and how their forecast rules can be evaluated in a manner that is consistent with the application of a genetic algorithm. We also discuss how agents use their forecast rules to generate optimal consumption and savings decisions. Next, we describe how the genetic algorithm can be applied to update the forecast rules of the heterogeneous population of agents and how the genetic algorithm can be augmented to include an emulation procedure. Finally, we provide a summary of the entire algorithm.
Non-overlapping information structures
The manner in which ideas are exchanged among agents of different generations becomes a critical issue in the general n-period environment that we consider. Arifovic (1995) studies genetic algorithm learning in a two period overlapping generations framework, and imagines that newborn agents inherit ideas from the generation born two periods ago-the newborn agent's "grandparents."
Generations that overlap with one another do not exchange ideas at all. We refer to this situation as a non-overlapping information structure. If we adopted a non-overlapping information structure for our sequence of n-period overlapping generations economies, there would be no interaction between the oldest generation and members of the "middle generations" who overlap with the oldest generation. Agents in middle generations are neither "old" (agents who are in the last period of their productive lives) nor "newborn" (agents who are just beginning the first period of their productive lives). A non-overlapping information structure, applied to our system, would not allow for the 7 possibility that members of these middle generations are also learning from one date to the next.
The lack of a learning role for these middle generations is a shortcoming that becomes especially troublesome as the number of periods, n, becomes large. As Sargent (1993, pp. 101-2) The "wait" that Sargent refers to is a burden borne by the middle generations, who cannot determine the relative fitness of their forecast rules until they are in the nt~'1period of life and have knowledge of the last n market prices. It is implausible to think that agents would wait their entire lifetime before revising their forecast rules and consumption and savings plans, especially when a new market price level realization is revealed to them in every period. For this reason, we do not use a non-overlapping information structure in our model. 9 Our main idea is to instead augment the genetic algorithm with an "emulation" procedure.
We now turn to a detailed discussion of our learning and emulation algorithm. 
Representation of a heterogeneous population
There is another, more practical, difficulty with a non-overlapping information structure. Consider the n-period model, where n is a large number, Virtually all of the agents alive at date t were also alive at date t -1. If the only way to inject new forecast rules into the system is through a single, "newborn" generation of agents. then the fraction of new, updated decision rules at each date t will only be 1/n. The injection of new decision rules through the creation of offspring thus appears to be a rather poor device, especially if the goal is to design a system that adapts quickly to new circumstances. The result of the emulation procedure is that in every period outside of equilibrium, almost all agents have an incentive to alter their forecast rules, so that the fraction of new, updated forecast rules may be as high as (n -1)/n.
The binary representations of agents' forecast rules can be decoded as follows. The first L -1 bits reading from left to right specify whether or not to include certain lagged values in either a linear least-squares autoregression on past price levels or a linear least-squares autoregression on past first differences in prices. If the bit in position £ is set to 1, then the £t~'lagged value is to be included in the autoregression; if it is set to 0, then the £tul lagged value is not included in the autoregression.
The last bit (the bit furthest to the right) specifies whether the autoregression is to be performed using price levels or first differences in prices. If this last bit is set to 1, then the forecast rule involves an autoregression of price differences on lagged price differences. If it is set to 0, the rule specifies an autoregression of price levels on past price levels. A constant term is always included in the specification of any autoregression.'°O nce the forecast rule specification is decoded, the model parameters are estimated using the first half of the available data on past prices. 1 ' The fitted forecast model is used to generate a sequence of point forecasts for price levels over the period of the second half of the available data on past prices.' 2 The criterion used to assess forecast accuracy is then the mean squared error (MSE) between the model forecasts and the actual data over the second half of the price data set. Each forecast rule's fitness value is simply the inverse of its MSE based on this calculation. In the genetic algorithm, rules with higher fitness will be more likely to be chosen by agents for the purpose of forecasting future inflation.
Almost every member of this class of forecast rules will accurately forecast inflation at either of the two stationary perfect foresight equilibria.' 3 Outside of equilibrium, however, different forecast rules in the class will often yield very different forecasts of future prices based on the same data.' 4
WAs an example, consider A~~(t) = 1001101010. The rightmost bit, which is set to zero, indicates that the forecast rule will involve an autoregression of the price level P(t) on lagged values of the price level, P(t -j). The first L -1 = 9 bits, starting from the left, provide the specification of this agent's linear autoregressive forecast. rule which we can write as
where the -y terms denote the coefficients to be estimated by fitting this model to the data set on past prices. If the rightmost bit had been set to one rather than zero, then the forecast rule specification would instead have been:ĩ~P
UWe always insure that there is enough data to run the most demanding regression in the first period. i 2 We did not allow the agents to forecast negative prices, even if that is what their forecast rule prescribed. We substituted a lower bound, a very small positive number, for a negative price forecast. ' 3 The only forecast rule specification that is feasible but clearly inaccurate in an equilibrium with positive inflation is a string where every bit is set equal to 0. Such a rule would involve a regression of the price level P(t) on a constant alone, and could not capture the inflationary trend.
14 FOF one fairly trivial example, if the price level was relatively high in some period t -,y. compared with other recent periods, a time t forecast rule that includes this 3 th lagged value of the price level or of the difference in prices can lead to substantially different forecasts of future rates of return relative to other rules that do not include this This represents our claim that when we initialize our systems randomly, as we will in the implementation, we are considering systems with a initially rich diversity of beliefs concerning future prices.
These agents with diverse opinions therefore take quite different actions with respect to holding fiat currency. In addition, we allow for a sufficiently large set of rules to make the problem of choosing from among the various rules interesting and nontrivial. In our implementation, we chose a string length of L = 21, so that there were in fact 221, or approximately 2.1 miffion different forecast rules that agents could choose from. This large set of rules helps to justify our use of a genetic-based search algorithm; the genetic algorithm is very adept at searching large solution spaces because of its use of a population of candidate strings to process many different solutions simultaneously, in parallel.
How forecasts are used
An agent is completely described by a forecast rule. At each date t, agents fit their rules to the set of past price data using the entire history of prices through period t -1. Forecasts of future price levels are then generated and converted into forecasts of rates of return-gross inflation factors-over the remainder of the agent's planning horizon. An agent in the kth period of life, where 1~k < n will require n -k forecasts of future gross inflation factors in order to make consumption and savings decisions over the remaining periods of life. Given the sequence of inflation forecasts generated by each forecast rule, each agent solves the optimization problem stated in section 2, defined over the remaining number of periods in their lives and using the given sequence of endowments that is relevant to their planning horizon. ' 5 The solution to the optimization problem results in a sequence of consumption and savings amounts that is optimal for each agent given the forecasts generated by the rule they are using a time t.
We are particularly interested in each agent's optimal savings decision in period t, which we denote by s(t). By summing together all of these savings decisions, we are able to calculate aggregate savings in the economy at time t:
jth lagged value. ' 5 We note that while agents in our model may lack perfect foresight knowledge of future prices, they do know how to solve a constrained optimization problem. Thus, we depart from previous analyses involving genetic algorithm learning (e.g. Arifovic (1995 Arifovic ( , 1996 ) in that the agents in our model are not learning how to optimize, but are rather learning about which forecast rules provide good forecasts.
Using this value together with aggregate savings from the previous period, S(t -1), and the previous price level, P(t -1), we can generate the realization for the price level at time t, P(t), according to the law of motion (3). Each new price level realization gets added to the data set on past prices.
We now turn to a description of the process by which the set of forecast rules is updated following each new realization of the price level.
Genetic operators
Prior to making consumption and savings decisions in the first period of life, the members of the "newborn" generation have to adopt forecast rules that they can use to forecast future gross inflation.
We imagine that these newborn agents construct forecast rules based on an exchange of ideas with members of the current population of agents. We do this by using a series of genetic operators:
reproduction, recombination, mutation and election. These operators are all part of the genetic algorithm.
The process of attaching a forecast rule to a newborn agent begins with the first genetic operator,
reproduction. The reproduction operator involves choosing two agents (forecast rules) randomly, with replacement, from the entire ii x m population of agents alive at time t -1,16 One can think of each newborn agent as meeting with two other agents who have been alive for one or more periods, and considering each of these two agents' forecast rules for adoption. The newborn calculates the fitness of the two forecast rules and ranks the one with highest fitness as the candidate for adoption. If reproduction were the only operator, the newborn would adopt this forecast rule with the highest fitness value, and, repeating the process for all newborn agents, the forecast rules with higher fitness would tend to be adopted by the newborn generation. Reproduction provides most of the evolutionary pressure in our model. But other operators are necessary in order to introduce new forecast rules into the population.
To do this, we imagine that the newborn agent uses the two ranked forecast rules from the reproduction operator to develop two alternative forecast rules. The creation of these two alternative forecast rules involves the use of the genetic operators of crossover (recombination) and mutation. The crossover operator involves taking the two strings and swapping portions of the elements of these two strings. To illustrate, suppose that our newborn agent meets with two agents 16 The fact that we create newborns from the entire stock of genetic information available at time t, instead of just from the oldest generation (as in Arifovic (1995) ), is what we call seizing. Mixing substantially reduces the potential of the system to cycle near the steady state.
11
(already alive in the population) who have the following forecast rules: 010100110010111010101 and 111001010101101101010. With fixed probability pC, an integer is chosen from the interval [1,
Let us suppose that an integer is chosen, and it turns out to be 12. In this case, the two strings are each divided into two parts with the dividing point to the right of bit position 12:
010100110010 111010101
101101010
The two parts to the right of bit position 12 are then swapped. The two resulting strings,
may take the place of the two strings in the newborn population; for the moment we simply set them aside. With probability 1 -pC, no integer is chosen, and crossover is not performed on the randomly paired agents' forecast rules; in this case, the two post-crossover strings are the same as the two pre-crossover strings. The purpose of crossover is to combine blocks of bits with other blodcs of bits- Holland (1975) calls these blocks schema-in an effort to advance the search for improved forecast rules. The rationale is that schema (blocks of bits) that are highly fit will not only survive into successive generations but will also spread throughout the population. The other genetic operatormutation-also serves to advance the search for better forecast rules. The mutation operator is applied to each bit in each of the two recombined, post-crossover strings. With fixed probability p", the bit is changed: if the bit was a 0, it is changed to a 1, and if the bit was a 1 it is changed to a 0.
With probability 1 -p'~', the bit is left unchanged. The newborn agent then calculates the fitness of the two alternative strings and ranks the string with the highest fitness as a candidate for adoption.
The newborn agent now has two candidate strings for adoption: the more highly fit of the two strings produced by the reproduction operator, and the more highly fit of the two alternative strings produced by the crossover and mutation operators. We use the election operator to allow the newborn to make the decision about which one to adopt.' 7 Election simply means that the agent will adopt the candidate string with the highest fitness. The idea of election is to allow agents to consider alternative forecast rules, possibly ones that have never been in the population before,
The election operator was first proposed and used by Arifovic (1995) .
without forcing them to adopt "bad ideas," forecast rules with fitness worse that they could have had by simply copying an existing rule.
Altogether, then, we imagine that each newborn agent meets with two older agents, experiments with their rules by combining and mutating them, and then chooses the best forecast rule of the four based on past forecast accuracy.'
8 We interpret this process as one by which young agents learn from their elders and also inject new ideas into the society. The basic idea of the genetic algorithm is to advance the search for highly fit strings. The reproduction operator serves to copy existing forecast rules so that the building blocks for new forecast rules are rules that have already been used by the population. The crossover and mutation operators allow agents to experiment with new forecast rules, some of which may be very different from those used by members of the current population.
While agents experiment with new possibilities for their forecast rules, they also avoid adoption of "bad" rules-forecast rules with high MSEs-an effect which is due to the election operator. 19
Once the m members of the newborn generation have chosen their forecast rules, these newborn agents emerge at time t as members of the youngest generation-generation 1. It is at this point that the oldest generation-generation n-ceases to exist. The m members of generations i = 1,2 n-i alive at time t -1 are redesignated as members of generations i = 2,3, ..., n at time t. As we have emphasized, however, it is important that the m(n -1) members of these "middle" generations also update their forecast rules over the remaining horizons of their lives, since in every period there is a new realization of the price level.
Emulation
We now want to think of the agents who are members of these middle generations as also searching for new ideas about how to improve their forecast rules in the next period of their lives. The search by members of the middle generations for new and improved forecast rules constitutes the emulation part of our model. These "middle-aged" agents already have a forecast rule-they are not "blank slates" like the newborns. Thus we imagine that these middle-aged agents continue to consider their current forecast rule as a candidate for the rule they will choose to use in the next period of life.
The 'tournament' selection process we employ has several advantages over the "biased roulette wheel" selection method used by Arifovic (1995) and advocated by Goldberg (1989) . See Fogel (1994) for a discussion of the problems with roulette wheel selection. ' 9 The fact that agents consider alternatives but do not necessarily adopt them is an important feature of our model because it means that agents are still experimenting with alternative forecast. rules even after the system has converged to a steady state. Thus the system has the potential to react effectively to some change in the environment, such as a perturbation of a model parameter.
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However, they also explore new possibilities.
In particular, each of the m members of every generation i, 1 <i < n-i meets one randomly chosen member from the entire n x m population of agents. The random selection of another agent from the population is made with replacement. Each middle-aged agent considers adopting-emulatingthe forecast rule of this randomly chosen 'partner agent.' The middle-aged agents calculate the fitness of thefr existing forecast rules as well as the fitness of their partner agents' forecast rules. For each agent, the forecast rule with higher fitness is a candidate for use in the next period of life. The middle-aged agents also experiment with new forecast rules. They take their own forecast rule and the forecast rule of their randomly selected partner agent, and they apply the genetic operators of crossover and mutation in order to create two alternative forecast rules in the same maimer as was described for the newborn agents. They then calculate the fitness of the two alternatives, and the better of the two becomes a candidate for adoption in the next period of life. We then employ the election operator to allow the agents to choose to adopt the better of the two candidate forecast rules. The result is that each middle-aged agent has one, possibly new, forecast rule for purposes of decision-making in the next period of life. 20
We interpret this process as one where middle-aged agents exchange ideas with other members of society. At the same time, they experiment with new possibilities through crossover and mutation, in order to try to improve the accuracy of their forecast rules and therefore increase their utility by making good consumption and savings decisions. While middle-aged agents may choose to emulate the forecast rule of their partner agent, or may have chosen to adopt one of the two alternative rules they created via experimentation (crossover and mutation), a third possibility is that these middle-aged agents continued to use the same forecast rule they used in the previous period.
We note that forecast rules created via this emulation process may never have appeared before in the population of agents. These new decision rules are in addition to those reated by the newborn agents, and provide another source of "new ideas" in every period. The number of new forecast rules per period due to emulation may be as high as m(n -2), while the number of new forecast rules per period that can be attributed to the newborn generation can be no higher than m. Thus, the emulation feature of our model can inject many more new ideas into the system relative to the number of new ideas provided by the newborn generation alone.
20 Agents who are members of generation n -1 in period t -1 do not engage in emulation. Their planning horizon consists of only one period, the last period of their lives, and consumption in the last period of life is predetermined as 100 percent of wealth, so there is no need to experiment with forecast rules.
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Summary of the algorithm
Before turning to the results, we provide a brief summary of our learning and emulation algorithm.
Given a population of strings at time t -1, our learning and emulation algorithm operates on this population of agents in the following sequence of steps:
1. A set of m newborns enters the model without forecast rules. These agents decide on a forecast rule by "exchanging ideas" with some of the members of the population currently alive. This process is implemented via the application of the genetic operators reproduction, crossover, mutation, and election. The result is m newborn agents. 4. Aggregate savings is determined. Each agent~i < a fits his forecast rule using the entire history of prices through time t -1. The fitted forecast rule is then used to generate a sequence of forecasts of the gross inflation factor over the relevant planning horizon of agent~Given these forecast values, the agent solves the optimization problem over the remaining period of
Emulation takes place. Agents of all generations A~3,i <ii
his life. This results in a savings decision for period t, denoted by sjj (t). Aggregate savings is n-i in then given by S(t) =~~s~3(t).
Using aggregate savings at dates t -1 and t, a new market price level realization, P(t), is determined according to equation (3).
6. This process is repeated to some maximum number of iterations.
This completes our description of the sequence of steps involved in our model of learning and emulation. We now turn to the design and results of our computational experiments.
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Parameterization and initialization
The endowment sequence we chose is based on a 55-period (annual) model where the endowment in period k is given by wk = 56-k. Conversion from a 55-period model to an n < 55 period model was accomplished by integrating this endowment sequence using appropriate limits on the integration.
We then normalized the condensed profile so that the first period endowment was always equal to unity. 2 ' By following this procedure, we ensure that the endowment profile is consistent across the sequence of n-period economies that we study.
We chose values for the parameters of our learning and emulation model based on results in the artificial inteffigence literature. We maintained a constant total population size, ps, of approximately 60 agents where possible. The number of agents in each generation was set in most cases according to the formula m = ps/n. When we reached n = 7, the highest value of n that we considered, we chose to set ps = 56, so that in = 8.
We set the bitstring length L = 21, creating a set of about 2.1 million possible forecast rules.
The probability of mutation p"~was set equal to the inverse of the string length, 1/21 .048. A low probability of mutation, in particular, a probability that is inversely proportional to the string length, is standard in the artificial intelligence literature. There is less consensus regarding the choice for the probability of crossover, p", although it is generally believed that a genetic algorithm is most effective with p~' 0.5, For our simulations, we chose to set pC equal to 1.0.22 The initial population of agents (forecast rules) in each simulation was randomly generated; each bit in every bitstring of the initial n x m population of bitstrings was assigned the value 0 or 1 with probability .5. We also began each simulation with an initial set of past market prices which were chosen as follows. First, given the model parameters (discussed below), we numerically solved for the two stationary inflation factors, fit and 13 h' We then chose random values for past gross inflation over the uniform interval [/3~, j3,~];this procedure ensures that past inflation has been in a range that is theoretically plausible given the particular parameterization of the model. We then converted these randomly chosen inflation factors into a sequence of past market prices. This initial 2t For example, when n = 3, we integrate the formula wk = 56 -k from 1 to 19.33, then from 19.33 to 37.67, and finally from 37.67 to 56. Normalizing the first period endowment to unity, this process yields a three period endowment sequence of {1.0,0.6,0.2}. 22 These parameter values are consistent with those suggested by Grefenstette (1986) and Goldberg (1989) . We note that since the election operator assures that bad forecast rules will not be adopted, agents can experiment with alternatives through crossover without penalty.
16 set of market prices was made large enough to accommodate initial forecast rules involving up to 20 lagged values, and also allows for the testing of these rules so that MSEs on the initial population of forecast rules can be calculated.
The goal of our computational experiments was to assess whether the population of artificially adaptive agents could learn to create and adopt forecast rules that are consistent with perfect foresight knowledge of future prices. Since there are always just two stationary perfect foresight equilibria in this model, we were also interested in which of the two (if any) the population of agents might settle on. Since the population of initial forecast rules and the initial set of prices were randomly generated, our experiments can be viewed as a test of whether either perfect foresight steady state is globally stable under an evolutionary learning scheme.
Satisfaction of the government's budget constraint
Outside of a stationary equilibrium, where agents have not yet discovered and coordinated upon a forecast rule that is consistent with perfect foresight knowledge of future prices, it can be the case that some or all of the agents' forecast rules yield forecasts of inflation that are so high that these agents optimally choose not to hold any fiat currency; that is, they optimally choose not to save, and instead they simply consume their endowments. If enough of the forecast rules in the population lead to such zero (or near zero) savings decisions, the government's deficit borrowing constraint, as given in equation (1), may fail to hold. We interpret this situation as one of currency collapse.
While we allow for the possibility of such currency collapse outcomes, we also wanted to observe what happened to the evolution of the system after such collapses had occurred. We therefore implemented the following taxation scheme. After aggregate savings has been determined, but prior to the end of the period, the government checks that the level of aggregate savings is sufficient to meet its revenue requirements according to equation (1). If aggregate savings is too low, the government computes the extent of the shortfall and forces each agent (regardless of their savings decision) to give up some small amount of the consumption good and instead hold some small amount of currency. The government chooses the amount of the tax that all agents must pay so that summing up across all agents, the government is able to make up its shortfall plus a small additional amount which ensures that the deficit financing constraint is more than exactly satisfied.
The imposition of the tax prevents a currency collapse outcome from violating the government's budget constraint, which would lead to a breakdown of the law of motion for prices (equation (3)) and cause our algorithm to terminate following the first period of the currency collapse outcome.
The taxation scheme thus creates a third stationary outcome for the model, which is associated with near-violation of the government budget constraint. We chose the definition of "near-violation" to be so close to violating the budget constraint that the associated stationary inflation rate was one to two orders of magnitude greater than fl~.
Our taxation scheme is a simple device that allows our system to continue evolving regardless of the forecasts being made by the agents. In the description of our results (section 4) we report the number of times, if any, that the tax was imposed. One can then interpret any computational experiment in which the tax was imposed as a currency collapse outcome. However, since our taxation scheme allows the system to continue following a currency collapse we can continue to characterize the evolution of our system beyond any currency collapse outcome. Following a currency collapse we can observe one of two further developments. The first is that a number of agents choose to adopt forecast rules that forecast lower inflation and using these rules they choose to save enough so that the level of aggregate savings exceeds the level necessary to meet the government's revenue requirements. In this case, the system can continue indefinitely without further imposition of the tax, possibly converging eventually to one of the stationary perfect foresight equilibria of the model.
We observed this type of outcome in our computational experiments. On the other hand, some or all agents may continue to forecast very high inflation so that the taxation scheme continues to be implemented every period. In this case, the system can remain in a state of persistent currency collapse. We observed this outcome as well.
Design of computational experiments
Computational experiments with our learning and emulation algorithm were conducted in a sequence of n-period endowment overlapping generations economies. The model parameters that we allowed to vary were the number of periods in agents' lives, i~, and the level of the government's deficit,~.
In particular, the number of periods in agents' lives was allowed to vary from n = 3 on up to n = 7.
The level of the government's deficit was chosen as a certain fraction, x E (0, 1), of the maximum feasible deficit level~,that is,~= x~.For each of the 5 different values for n, we considered cases where x = .1, .3 and .5. We used our model of learning and emulation to perform 10 simulations for each of these 15 model economies for a total of 150 computational experiments. Each simulation ran for 125 iterations.
Simulation results
General summary
Our computational experiments yielded three qualitatively different types of outcomes. The most common outcome was that the population of agents eventually achieved coordination on the low inflation, stationary perfect foresight equilibrium of the model. That is, all agents' forecast rules eventually yielded forecasts for gross inflation that were equal to the value of fit for the given model economy. In such cases, the forecasts of inflation became self-fulfilling in that agents could not do better (in terms of lower MSE) by shifting to other forecast rules. In tandem with the low inflation outcome, we never observed coordination on the stationary perfect foresight equilibrium with relatively high inflation, / 3 h. This finding is consistent with earlier analyses of learning behavior in the context of two period overlapping generations economies.
The second qualitative outcome that we observed was that of a persistent, self-fulfilling currency collapse. In this case, at the end of the computational experiment all (or almost all) agents' forecast rules were forecasting very high inflation causing agents to save little or nothing. Given these savings decisions, actual inflation tended to be high, and so the expectations of high inflation became selffulfilling. The government's taxation scheme was imposed in every period, and the system never deviated away from experiencing the very high rates of inflation associated with the taxation scheme.
We refer to this outcome as a persistent currency collapse because in the absence of the government's taxation scheme fiat currency would have ceased to have any value.
The intuition behind the persistent currency collapse outcome is fairly straightforward. It can happen that, by chance, some agents' forecast rules yield forecasts of very rapid increases in the price level, and hence very high inflation rates. These agents then decide to hold little or no currency, and in particular, less currency than they held in the previous period. If we hold the other agents' decisions constant, equation (3) indicates that this effect tends to push the next period's inflation rate higher. The genetic algorithm then tends to reward (assign higher fitness to) the forecast rules that forecast higher inflation. This means that the forecast rules belonging to these agents tend to he copied and propagated in the economy. This process can lead to more agents forecasting high 23 Data accumulates in the algorithm, and since a great number of regressions have to be run during each iteration, we found significant slowing of the algorithm as the number of iterations increased. This effect is somewhat offset by the tendency of the algorithm to create similar populations, in which case certain evaluations do not have to be done multiple times. Generally, however, our experimental design exhausted our available computational resources.
inflation, these agents then choosing to hold little or no currency, actual inflation rising again, and still more agents choosing rules that forecast high inflation. In this way, a self-fulfflling hyperinflation can be achieved and sustained.
A third outcome was that the population of agents failed to coordinate on either of the two stationary perfect foresight equilibria within the allotted number of iterations. This failure-to-converge outcome does not imply that the system would not have eventually converged to a stationary equilibrium if the system had been allowed to run for a longer number of periods. We simply note that after 125 iterations, the system had not achieved anything resembling convergence.
Detailed summary
A detailed summary of the main results from our 150 computational experiments is provided in Table   1 , which is partitioned according to the value of n. For each different value for n, n = 3,4,5,6,7, there were three different values for the fraction of the maximum deficit, x = .1, .3, .5. The left column of Table 1 reports the various different combinations of n and x that we considered in our simulation analysis and the associated values for /3, and / 3 h' To the right of this column are various summary statistics on each of the replications (numbered 1 through 10) that we conducted for each (n,x) pair.
The first statistics that are reported are the mean, /1,0, and standard deviation, U~ij, of the actual gross inflation factor, /3, from the last 10 iterations of each experiment. These statistics can be used to assess whether the system has achieved either of the two stationary perfect foresight equilibrium values, /3, or / 3 h. For example, in the case where a = 3 and x = .1, we see that in experiment 1, j~= 1.019 and n~= 0.000. For this (n, x) pair, the value for /3, = 1.019. We may therefore conclude that the system did coordinate on the low inflation, stationary perfect foresight equilibrium of the model within 125 iterations. The~~125statistic is the standard deviation of 13 over all 125 iterations of each experiment. This statistic provides a characterization of the volatility of the actual gross inflation factor over the 125 periods of each simulation. Generally, we found gross inflation factors could be quite volatile in the course of our experiments, with the level of inflation often many orders of magnitude higher than levels consistent with stationary equilibria, even in cases where coordination on a stationary perfect foresight outcome eventually attained. Finally, the entries under the heading cc indicate the number of periods in each experiment (out of 125) in which a currency collapse occurred-that is, the number of times the tax scheme that ensures satisfaction of the government's budget constraint had to be imposed. One can simply interpret any experiment in which this entry is not zero as a currency collapse outcome. If we take the tax device more literally, we note that one or more periods of currency collapse need not prevent the system from ultimately achieving coordination on the low inflation stationary perfect foresight equilibrium. Notice also that there are several instances of persistent currency collapse, where agents are continually forecasting high inflation and the government is forced to impose its taxation scheme in every period. These instances can be identified in Table 1 as experiments where [Lb is greater than /iãnd / 3 h by one or two orders of magnitude, and in addition a 10 = 0.0000 and cc> 10. As an example, see experiment #1 for the case where a = 5 and x = .5. The value for~in these cases is the stationary inflation factor associated with the case where all agents optimally choose to save zero, and all government revenue is derived from the imposition of the taxation scheme.
The statistics in Table 1 provide us with some sense of relative likelihood of the three observed outcomes as we vary both n and x. We note that for relatively low values of a (and any value for x), the system is more likely to achieve coordination on the low inflation stationary perfect foresight equilibrium where /3 = fl~.Indeed as n increases we see that persistent currency collapse outcomes 21 become increasingly likely. One can interpret this as less tendency for the system to coordinate on the low inflation steady state when agents are allowed to change their forecast rules more and more often during their lifetimes. We also observe that for a given value of n, convergence to the low inflation stationary perfect foresight equilibrium appears to be more likely for relatively lower values of x than for relatively higher values of x. Indeed, the average number of periods of currency collapse is highest when x = .5, and most of the self-fulfilling currency collapse situations occur when x = .5. This can be interpreted as saying that as the government presses toward the maximum amount of revenue from seignorage, the risk of destabilizing the economy increases. Interestingly, the government does not have to attempt an unsustainable policy (>~,a case where no rational expectations equilibria exist) to run this risk. Merely getting relatively close to such a policy, but keeping~<~, is sufficient.
Some illustrations
Figures 1, 2 and 3 provide illustrations of the three different qualitative outcomes that we observed.
Each figure plots the evolution of the gross inflation factor (/3) over the 125 iterations of three different experiments. To make the comparison as simple as possible we considered three experiments from the same (n, x) pair-all three experiments were for the case where n = 5 and x = .5. We stress that the volatility of gross inflation tended to be surprisingly high in these experiments, as evidenced by our use of logarithmic scaling in the figures. Figure 1 is an illustration of one experiment (#7) where the system achieved coordination on the stationary perfect foresight equilibrium, /3, = 1.069, within the allotted 125 iterations. As Table   1 indicates, the mean and standard deviation of the last 10 values for /3 in this experiment were /1io = 1.069 and a 10 = 0.000. Furthermore, there were no instances of any currency collapse along the way. The standard deviation in /3 over all 125 iterations was ai2s = 0.591; as Figure 1 shows, the system never deviated very far from the low inflation stationary equilibrium. However, there are other examples where the system ultimately converged upon the low inflation stationary equilibrium, but where some episodes of currency collapse were experienced along the way. Figure 2 illustrates the path of /3 for another experiment (#1) involving the same model economy.
Here we see that the path of the gross inflation factor /3 starts to become rather volatile after only a few iterations. The first currency collapse occurs in period 56 when inflation soars to nearly 4,000 percent. 24 Aggregate savings falls to a very low level, and the government is forced to require 24 Currency collapse episodes may be identified in these figures by a discontinuity in the line connecting gross inflation factors from one period to the next.
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agents to hold some fiat currency to meet its budget constraint. Following the currency collapse and the government's implementation of the tax scheme, gross inflation returns to relatively low levels only to eventually rise once again to very high levels precipitating another currency collapse. This same pattern is repeated several more times before the currency collapse outcome becomes a selffulfilling event beginning with period 84. Thereafter, the gross inflation factor remains approximately constant at the level 125.3. This is the gross inflation factor that is compatible with the government meeting its budget constraint in every period by requiring all agents to hold some small amount of fiat currency.
Finally, Figure 3 illustrates another experiment (#8) involving the same model economy where the value of /3 had failed to achieve any kind of convergence after 125 iterations. The evolution of this system is characterized by numerous currency collapse episodes; were allowed to run for a longer length of time, we speculate that it would either eventually converge to the low inflation stationary equilibrium or it would end up at a self-fulfilling currency collapse outcome.
Evolution of forecast rules
In addition to considering the behavior of the gross inflation factor over 125 iterations, it is also of interest to consider the evolution of the population of forecast rules. The initial population of rules was randomly generated. The average Hamming distance between all pairings of the initial randomly generated forecast rules should be approximately one-half the stringlength: H = L/2 = 2 1/2, or 10.5. In most cases, the final populations of rules, following iteration 125, are considerably less heterogeneous, judging from the average Hamming distances (H) reported in Table 1 .
Looking at these average Hamming distances we see that with a single exception, H is never equal to zero, indicating that after 125 iterations, there always remains some heterogeneity in the specification of agents' forecast rules, even in cases where the system has converged to a stationary outcome. This is not a surprising finding, however, since nearly all the forecast rules that agents can use will accurately forecast future prices when the system has achieved a stationary perfect foresight 
Conclusion
We have interpreted our model of learning and emulation as describing a process by which heterogeneous agents in a large competitive economy exchange and experiment with new ideas about how to forecast the future. Newborn agents form forecast rules by communicating with some members of the population they are about to enter and by experimenting with new possibilities. Middle-aged agents also exchange ideas with other agents in the population and experiment with alternative forecast rules. These middle-aged agents may adopt an alternative forecast rule if they find that it yields a lower MSE relative to their existing forecast rule. Thus our model envisions agents both emulating others and also contemplating new, untried possibilities. We think that this model provides a good description of trial-and-error learning for use in macroeconomic models. We also regard our emulation procedure involving the middle-aged members of the population as an improvement on a simple genetic algorithm approach in the context of our large competitive economy.
Based on a set of computational experiments in which we have considered a variety of model economies, we find three possible long-run outcomes. The first and most common outcome is that the population of agents eventually achieves coordination on the low inflation, stationary perfect foresight equilibrium of the model. This outcome appears to be more likely for low values of n (agents consider changing their forecast rules relatively less often during their lifetimes) and x (the government raises relatively less revenue from seignorage) than for higher values of these parameters. While th~. .i.gents in our economies often coordinated on the low inflation stationary perfect foresight equilibrium, we never observed coordination on the high inflation stationary perfect foresight equilibrium of the model. Instead, our second outcome is that the system experiences persistent currency collapse.
This persistent currency collapse outcome appears to become more likely as n and~are increased.
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There is no penalty for unparsimonious forecast rule specifications. 26 We note that agents' choice of a forecast rule specification based on either price levels or on first differences in prices does not appear to have had any effect on whether or not the system converged (or failed to converge) to a stationary outcome. Most final populations of forecast rules included some mixture of price level and first difference specifications.
In this scenario, some agents' forecast rules by chance yield forecasts of very high inflation rates.
These agents then decide to hold little or no currency; and this effect tends to push the next period's inflation higher and thus rewards the agents that forecast high inflation. The forecast rules belonging to these agents then tend to be copied and propagated in the economy. In this way, a self-fulfilling hyperinflation can be achieved and sustained. Our third outcome is one of non-convergence-after 125 iterations the dynamics were still inconclusive.
Our environment has many features we think are interesting from the perspective of studying learning in macroeconomic models. In our formulation of the learning problem, the agents are choosing from among a vast set of potential forecast rules, as opposed to learning about the correct parameterization of a single forecast rule. We consider the decisions made by a relatively large population of initially heterogeneous agents, all of whom are interacting with one another in competitive general equilibrium environment. The artificial agents in our model, rather than learning how to optimize, are learning which forecast rules yield the best forecasts. We think that these features constitute a plausible formulation of the learning problem that economic agents face. Finally, our multi-period overlapping generations framework begins to place agents in a realistically complex environment, one where expectations have to be formed many periods into the future before decisions can be made today. 0  10  20  30  40  50  60  70  80  90  100  110  120  130  Iterations 
