El problema de Cauchy para la ecuación de Korteweg-De Vries en espacios de Bourgain by Rojas, Cesar Loza
Journal homepage http://revistas.unitru.edu.pe/index.php/SSMM
SELECCIONES MATEMA´TICAS
Universidad Nacional de Trujillo
ISSN: 2411-1783 (Online)
Vol. 04(02): 162 - 174 (2017)
El problema de Cauchy para la ecuacio´n de Korteweg-De Vries en espacios de
Bourgain.
The Cauchy problem for the Korteweg-De Vries equation in Bourgain’s spaces.
Cesar Loza Rojas∗
Received, Jun. 18, 2017 Accepted, oct. 27, 2017
DOI: http://dx.doi.org/10.17268/sel.mat.2017.02.03
Resumen
En este artı´culo, estudiamos el problema de Cauchy a la ecuacio´n de Korteweg-De Vries en Hs con
s > − 34 . Para ello utilizamos los espacios de Bourgain, Xs,b, y obtenemos buena formulacio´n local al
problema de Cauchy.
Palabras clave.Teorema de existencia local y unicidad, transformaciones integrales, aplicaciones de EDP en a´reas
distintas de la fı´sica.
Abstract
In this paper, we study Cauchy’s problem to the Korteweg-De Vries equation in Hs with s > − 34 . For this
purpose we use the Bourgain spaces, Xs,b, and we get good local formulation to the Cauchy problem.
Keywords. local existence and uniqueness theorems, integral transforms, applications of PDE in areas other than
physics.
1. Introduccio´n. En este artı´culo, tenemos como objetivo demostrar la buena fo´rmulacio´n local del
problema de Cauchy asociado a la ecuacio´n de Korteweg-De Vries en Hs, con s > − 34 ,
(1.1)
{
∂tu (x, t) + ∂
3
xu (x, t) + u
p (x, t) ∂xu (x, t) = 0
u (x, 0) = u0.
donde p ∈ N.
La ecuacio´n (1.1) en el caso p = 1, denominada ecuacio´n de Korteweg-De Vries, [1], [5], [6], [7];e´sta
ecuacio´n es un modelo de propagaciones de ondas de´biles dispersivas no-lineales, [4], [9], [10], [11], [12].
Para establecer la buena formulacio´n local para el PVI asociado a la ecuacio´n de KdV, utilizaremos los
espacios de la funcio´n Xs,b, denominados los espacios de Bourgain,[2].
Estos espacios de funciones, tienen una norma dada en te´rminos cuyo sı´mbolo, es el operador lineal
asociado
(
en el caso ∂t + ∂3x
)
, han sido muy u´tiles para comprender la interaccio´n entre los efectos no-
lineales y los efectos dispersivos. En este punto, las llamadas estimaciones bilineales, [8], desempen˜an un
papel principal para obtener resultados deseados.
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2. Los espacios de Bourgain. En esta seccio´n definimos los espacios de Bourgain [2], adema´s de [3,
pa´g 278] y [1] obtenemos
DEFINICIO´N 2.1. Sean s, b ∈ R, el espacio de Bourgain, denotado por Xs,b, es el subconjunto de
S′
(
R2
)
definido por
(2.1) Xs,b =
{
u ∈ S ′ (R2) : ‖u‖2Xs,b = ∫R2 〈ξ〉2s 〈σ〉2b |û (ξ, τ)|2 dξ dτ <∞
}
donde σ = τ − ξ3 y 〈ξ〉 = (1 + |ξ|).
Los espacios Xs,b son espacios de Banach. Las siguientes propiedades de los espacios de Bourgain
sera´n utilizadas en las siguientes demostraciones.
PROPOSICIO´N 2.1. Si s, b ∈ R, el espacio de Schwarts S (R2) es denso en Xs,b.
Demostracio´n: Sean u ∈ Xs,b y ε > 0 arbitrarios. Consideremos la aplicacio´n v definida sobre R2, es
decir
v : R2 → R2
(ξ, τ) 7→ v (ξ, τ) = û (ξ, τ + ξ3)
entonces v ∈ L2
(
〈ξ〉2s 〈τ〉2b dξdτ
)
pues
‖v‖2L2(〈ξ〉2s〈τ〉2bdξdτ) =
∫
R2
〈ξ〉2s 〈τ〉2b |v (ξ, τ)|2 dξ dτ
=
∫
R2
〈ξ〉2s 〈τ〉2b ∣∣û (ξ, τ + ξ3)∣∣2 dξ dτ
=
∫
R2
〈ξ〉2s 〈τ − ξ3〉2b |û (ξ, τ ′)|2 dξ dτ ′ = ‖u‖2s,b <∞.
Como el espacio S (R2) es denso en L2 (〈ξ〉2s 〈τ〉2b dξdτ), existe una
ϕ ∈ S (R2) tal que
‖ϕ− v‖L2(〈ξ〉2s〈τ〉2bdξdτ) < ε
y para ϕ
(
ξ, τ − ξ3) ∈ S (R2), existe ψ ∈ S (R2) tal que ψ̂ (ξ, τ) = ϕ (ξ, τ − ξ3). Por lo tanto
‖ψ − u‖Xs,b =
∥∥∥ψ̂ − û∥∥∥
L2(〈ξ〉2s〈σ〉2bdξdτ)
= ‖ϕ− v‖L2(〈ξ〉2s〈τ〉2bdξdτ) < ε.
lo que demuestra la proposicio´n.
PROPOSICIO´N 2.2. Sean s ∈ R y b > 12 , entonces
Xs,b ↪→ C (R : Hsx (R))
Demostracio´n: Sea ϕ ∈ S (R2), tenemos,
‖ϕ‖2L∞t (R:Hsx) = supt∈R ‖ϕ (t)‖
2
Hs = sup
t∈R
∫
R
〈ξ〉2s
∣∣∣ϕ̂ (t) (ξ)∣∣∣2 dξ
≤
∫
R
〈ξ〉2s sup
t∈R
∣∣∣ϕ̂ (t) (ξ)∣∣∣2 dξ = ∫
R
〈ξ〉2s sup
t∈R
∣∣∣e−itξ3 ϕ̂ (t) (ξ)∣∣∣2 dξ
=
∫
R
〈ξ〉2s
∥∥∥e−itξ3 ϕ̂ (t) (ξ)∥∥∥2
L∞t
dξ.(2.2)
Como b > 12 , obtenemos por inmersio´n de Sobolev H
s ↪→ C∞ ⊂ C ∩L∞. Asi, utilizando (2.2) escribimos
‖ϕ‖2L∞t (R:Hsx) ≤ C
∫
R
〈ξ〉2s
∥∥∥e−itξ3 ϕ̂ (t) (ξ)∥∥∥2
Hbt (R)
dξ
= C
∫
R
〈ξ〉2s
∫
R
〈τ〉2b
∣∣∣∣[e−itξ3 ϕ̂ (t) (ξ)]∧ (τ)∣∣∣∣2 dτdξ
= C
∫
R
〈ξ〉2s
∫
R
〈τ〉2b ∣∣ϕ̂ (ξ) (ξ, τ + ξ3)∣∣2 dτdξ
= C ‖ϕ‖2Xs,b .(2.3)
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Por lo tanto, la aplicacio´n t ∈ R 7→ ϕ (t) ∈ Hs es acotada. Resta probar que tal aplicacio´n es continua.
Para ello tenemos que estimar
(2.4) ‖ϕ (t+ h)− ϕ (t)‖2Hs =
∫
R
〈ξ〉2s
∫
R
〈τ〉2b
∣∣∣ ̂ϕ (t+ h) (ξ)− ϕ̂ (t) (ξ)∣∣∣2 dξ.
Como ϕ ∈ S (R2), podemos mostrar que ϕ (t) ∈ L1t . Adema´s de esto, tenemos
(2.5) ϕ̂ (ξ, τ) =
[
ϕ̂ (t) (ξ)
]∧
(τ) ,
donde adoptaremos siempre la convencio´n que las variables x y t son llevadas en las variables ξ y τ res-
pectivamente por la transformada de Fourier. Definiendo, para casi todo ξ, la aplicacio´n gξ (t) = ϕ̂ (t) (ξ),
sigue de (2.5) que ĝξ ∈ L1τ . Ası´ tiene sentido usar la fo´rmula de inversio´n de Fourier en gξ. Entonces en
(2.4), obtenemos
‖ϕ (t+ h)− ϕ (t)‖2Hs =
∫
R
〈ξ〉2s
∣∣∣∣∨ĝξ (t+ h)− ∨ĝξ (t)∣∣∣∣2 dξ
= C
∫
R
〈ξ〉2s
∣∣∣∣∫
R
eitτ ĝξ (τ)
(
eihτ − 1) dτ ∣∣∣∣2 dξ
≤ C
∫
R
〈ξ〉2s
[∫
R
∣∣(eihτ − 1) ϕ̂ (ξ, τ)∣∣ dτ]2 dξ.(2.6)
Ası´ obtenemos
(2.7)
∫
R
∣∣(eihτ − 1) ϕ̂ (ξ, τ)∣∣ dτ ≤ 2 ∫
R
|ϕ̂ (ξ, τ)| dτ <∞,
para casi todo punto ξ, pues integrando la desigualdad (2.7) en la variable ξ, tenemos que la integral doble
de ϕ es finita, por que ϕ ∈ S (R2) . Luego la integral interna tambie´n es finita. Asi mismo, considerando
el lı´mite cuando h→ 0, y el teorema de la convergencia dominada de Lebesgue obtenemos la continuidad
de ϕ (t). Asi mismo, podemos denotar la desigualdad (2.3), de la siguiente forma
(2.8) ‖ϕ‖Cb(R:Hs) ≤ C ‖ϕ‖Xs,b , ∀ϕ ∈ S
(
R2
)
.
Para el caso general, consideremos u ∈ Xs,b. Por la proposicio´n 2.1, existe una sucesio´n {ϕm}m∈N en
S (R2) tal que ϕm → u en Xs,b. Como el espacio de Bourgain es un subconjunto de S ′ (R2), tenemos
(2.9) ϕm → u en S ′
(
R2
)
.
Por la desigualdad (2.8), la sucesio´n {ϕm}m∈N es de Cauchy en Cb (R : Hs), como tal espacio es un
espacio de Banach, se sigue que existe f ∈ Cb (R : Hs) tal que ϕm → f en Cb (R : Hs) , asi mismo
tenemos
(2.10) ϕm → f en S ′
(
R2
)
.
Por la unicidad del lı´mite tenemos u = f . De esta forma pasamos al lı´mite en (2.8), obtenemos
(2.11) ‖u‖Cb(R:Hs) ≤ C ‖u‖Xs,b para todo u ∈ Xs,b,
lo que muestra la inmersio´n continua.
3. El estimado bilineal. Establecidas las principales propiedades de los espacios de Bourgain, de [9,
pa´g 170],[8], tenemos
DEFINICIO´N 3.1. Sean s, b ∈ R. Definamos la forma bilineal
(3.1) B (u, v) =
1
2
∂x (uv) .
para todo u, v ∈ Xs,b.
El principal resultado de esta´ seccio´n es garantizado por:
TEOREMA 3.1. Sea s ∈ ]− 34 , 0], entonces existe b ∈ ] 12 , 1] tal que
(3.2) ‖B (u, u)‖Xs,b−1 ≤ C ‖u‖
2
Xs,b
,
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donde u ∈ Xs,b.
Demostracio´n: Para demostrar este teorema escribiremos la estimativa (3.2) en una forma equivalente
que sera´ ma´s conveniente para nuestros ca´lculos. Definiendo δ = −s ∈ [0, 34[ sigue, que si Xs,b = X−δ,b,
(3.3) f (ξ, τ) =
〈
τ − ξ3〉b 〈ξ〉−δ û (ξ, τ) ∈ L2 (R2)
y
(3.4) ‖f‖L2ξL2τ = ‖u‖Xs,b = ‖u‖X−δ,b .
Utilizando el hecho
(3.5) ∂̂x (u2) (ξ, τ) = Cξ (û ∗ û) (ξ, τ)
podemos escribir (3.2) de la siguiente forma
‖B (u, u)‖Xs,b−1 =
∥∥∥〈τ − ξ3〉b−1 〈ξ〉−δ ∂̂x (u2)∥∥∥
L2ξL
2
τ
= C
∥∥∥〈τ − ξ3〉b−1 〈ξ〉−δ ξ (û ∗ û)∥∥∥
L2ξL
2
τ
.(3.6)
Aplicando la definicio´n del producto de convolucio´n en la igualdad (3.5) y utilizando (3.3) podemos escribir
(3.2) en te´rminos de la funcio´n f como
‖B (u, u)‖Xs,b−1 = C
∥∥∥∥∥∥∥k˜
∫
R2
f (ξ − ξ1, τ − τ1) 〈ξ − ξ1〉δ〈
(τ − τ1)− (ξ − ξ1)3
〉b f (ξ1, τ1) 〈ξ1〉δ〈τ1 − ξ31〉b dξ1dτ1
∥∥∥∥∥∥∥
L2
ξ
L2τ
≤ C ‖u‖2Xs,b = C ‖f‖
2
L2ξL
2
τ
,(3.7)
donde k˜ = k˜ (ξ, τ) = ξ〈τ−ξ3〉1−b〈ξ〉δ .
Asi mismo, el teorema 3.1 puede ser escrito de la siguiente forma equivalente
TEOREMA 3.2. Sea δ = −s ∈ [0, 34[, entonces existe b ∈ ] 12 , 1[ tal que∥∥∥∥∥∥∥
ξ
〈τ − ξ3〉1−b 〈ξ〉δ
∫
R2
f (ξ − ξ1, τ − τ1) 〈ξ − ξ1〉δ〈
(τ − τ1)− (ξ − ξ1)3
〉b f (ξ1, τ1) 〈ξ1〉δ〈τ1 − ξ31〉b dξ1dτ1
∥∥∥∥∥∥∥
L2
ξ
L2τ
≤ C ‖f‖2L2ξL2τ(3.8)
donde f ∈ L2 (R2) .
Probaremos la siguiente versio´n del teorema 3.2, que es un resultado ma´s general.
TEOREMA 3.3. Sea δ = −s ∈ ] 12 , 34[ , entonces existe b ∈ ] 12 , 1[ tal que para cualquier b′ ∈ ] 12 , b]
con b− b′ ≤ mı´n{b− 12 ; 14 − b3} sigue que∥∥∥∥∥∥∥
ξ
〈τ − ξ3〉1−b 〈ξ〉δ
∫
R2
f (ξ − ξ1, τ − τ1) 〈ξ − ξ1〉δ〈
(τ − τ1)− (ξ − ξ1)3
〉b′ f (ξ1, τ1) 〈ξ1〉δ〈τ1 − ξ31〉b′ dξ1dτ1
∥∥∥∥∥∥∥
L2
ξ
L2τ
≤ C ‖f‖2L2ξL2τ(3.9)
donde la constante c = C (δ, b, b− b′) . Adema´s de esto, (3.9) tambie´n vale para δ = 0, con b ∈ ] 12 , 34[ y
b′ ∈ ] 12 , b].
En un primer momento puede hasta aparecer extran˜o cuando afirmamos que el teorema 3.3 es una
versio´n ma´s general que el teorema 3.2, pues repare que hicimos una restriccio´n de la hipo´tesis sobre el
valor de δ, el ma´ximo que podrı´amos afirmar por cuanto es que (3.8) sigue de (3.9), tomando b = b′, desde
que tomamos δ = 0 o δ ∈ ] 12 , 34[. En tanto, mostraremos, el caso δ ∈ ]0, 12], seguira´ de los casos δ = 0 o
δ ∈ ] 12 , 34[. Por tanto, el teorema 3.3 es realmente un resultado ma´s fuerte que el teorema 3.2.
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Demostracio´n: Teorema 3.3. Dividiremos la demostracio´n en etapas para facilitar la comprensio´n.
Etapa 1.
Cuando δ = 0. Utilizando las notaciones λ = (ξ, τ) y λ1 = (ξ1, τ1), observamos que mostrar la desigual-
dad (2.11), es equivalente a mostrar la siguiente desigualdad
(3.10)
∥∥∥∥∫
R2
f (λ1) f (λ− λ1) k (λ, λ1) dλ1
∥∥∥∥
L2λ
≤ C ‖f‖L2λ ,
donde
(3.11) k (λ, λ1) =
(
ξ
〈τ − ξ3〉1−b
)
.
(
1
〈τ1 − ξ31〉b
′
)
.
 1〈
(τ − τ1)− (ξ − ξ1)3
〉b′
 .
Asi mismo utilizando, la desigualdad de Cauchy-Schwarz, proposiciones anteriores, el teorema de Fubbini,
un cambio de variable y denotando por I, el te´rmino de la izquierda en la desigualdad (3.10), obtenemos las
siguientes mayoraciones
I ≤
∥∥∥∥∥
(∫
R2
|f (λ1) f (λ− λ1)|2 dλ1
)1/2(∫
R2
|k (λ, λ1)|2 dλ1
)1/2∥∥∥∥∥
L2λ
=
∥∥∥∥‖f (λ1) f (λ− λ1)‖L2
λ1
‖k (λ, λ1)‖
L2
λ1
∥∥∥∥
L2λ
≤
∥∥∥∥‖f (λ1) f (λ− λ1)‖L2
λ1
sup
λ
‖k (λ, λ1)‖
L2
λ1
∥∥∥∥
L2λ
= ‖k (λ, λ1)‖
L∞
λ
L2
λ1
‖f (λ1) f (λ− λ1)‖
L2
λ1
L2
λ
≤ C
(∫
R2
|f (λ1)|2
∫
R2
|f (λ− λ1)|2 dλdλ1
)1/2
≤ C
(∫
R2
|f (λ1)|2
∫
R2
|f (λ2)|2 dλ2dλ1
)1/2
= C
[(∫
R2
|f (λ)|2 dλ
)2]1/2
= C
[(∫
R2
|f (λ)|2 dλ
)1/2]2
(3.12)
= C ‖f‖2L2λ
que vale para cualquier b ∈ ] 12 , 34] y cualquier b′ ∈ ] 12 , b].
Etapa 2.
Cuando δ ∈ ] 12 , 34]. En este caso observemos que si
(3.13) |ξ1| ≤ 1 o |ξ − ξ1| ≤ 1,
tenemos
(3.14) 〈ξ1〉δ 〈ξ − ξ1〉δ ≤ C 〈ξ〉δ ,
que reduce la estimativa al caso δ = 0. De esta forma podemos asumir que
(3.15) |ξ1| ≥ 1 o |ξ − ξ1| ≥ 1.
Por sime´tria podemos asumir tambie´n
(3.16)
∣∣∣(τ − τ1)− (ξ − ξ1)3∣∣∣ ≤ ∣∣τ1 − ξ31∣∣ ,
pues si consideramos los cambios de variables τ2 = τ − τ1 y ξ2 = ξ − ξ1 el te´rmino de la izquierda en
(3.9) no se altera y adema´s de eso por (3.16), obtenemos
(3.17)
∣∣τ2 − ξ32∣∣ ≤ ∣∣∣(τ − τ2)− (ξ − ξ2)3∣∣∣ .
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Ahora dividiremos la regio´n de integracio´n en (3.9) en dos partes
(3.18)
∣∣τ1 − ξ31∣∣ ≤ ∣∣τ − ξ3∣∣ y ∣∣τ − ξ3∣∣ ≤ ∣∣τ1 − ξ31∣∣ ,
que son justamente las regiones A y B.
Para acotar el te´rmino de la izquierda en (3.9) en la regio´n A basta utilizar la desigualdad de Cauchy-
Schwarz, proposicio´n anterior y aplicar el raciocinio empleado en (3.12), para obtener la misma acotacio´n.
Para acotar la regio´n B, consideremos
(3.19) F (λ) =
∫
R2
f (λ1) f (λ− λ1)χ (B) k1 (λ, λ1) dλ1
donde
(3.20) k1 (λ, λ1) =
(
ξ
〈τ − ξ3〉1−b 〈ξ〉δ
)
.
(
〈ξ〉δ
〈τ1 − ξ31〉b
′
)
.
 〈ξ − ξ1〉δ〈
(τ − τ1)− (ξ − ξ1)3
〉b′

λ = (ξ, τ), λ1 = (ξ1, τ1) y χ (B) es la funcio´n caracterı´stica del conjunto B. Tenemos que mostrar la
siguiente desigualdad
(3.21) ‖F (λ)‖L2λ ≤ C ‖f‖L2λ .
Para mostrar la desigualdad anterior, utilizaremos el siguiente hecho del ana´lisis funcional
(3.22) ‖f‖Lp(X) = sup
{∣∣∣∣∫
X
fgdx
∣∣∣∣ , g ∈ Lq (X) , ‖g‖q ≤ 1}
que es verdadera para p, q ∈ [1,∞〉, satisfaciendo p−1 + q−1 = 1. Asi mismo para mostrar (3.21) es
suficiente mostrar la siguiente desigualdad
(3.23)
∣∣∣∣∫
R2
fgdx
∣∣∣∣ ≤ C ‖f‖2L2λ ‖χ (B) k1 (λ, λ1)‖L2λL2λ1 ‖g‖L2λ , ∀g ∈ L2λ,
que es obtenida aplicando el teorema de Fubbini y la desigualdad de Cauchy-Schwarz dos veces al te´rmino
de la izquierda. De ahı´, basta utilizar proposicio´n anterior y tomar g = 1 para obtener (3.21). De esta forma
el teorema 3.3 esta probado.
Observemos que el teorema 3.3 es equivalente al siguiente resultado.
COROLARIO 3.1. Sea s ∈ ]− 34 , 12[ entonces existe b ∈ ] 12 , 1[ tal que para cualquier b′ ∈ ] 12 , b[ con
b− b′ ≤ mı´n{ρ− 12 , 14 − δ3} se cumple
(3.24) ‖B (u, u)‖Xs,b−1 ≤ C ‖u‖
2
Xs,b′
donde la constante C = C (s, b, b− b′) y la forma bilineal B es definida en (3.1). Por otra parte, (3.24)
tambie´n vale para s = 0, con b ∈ ] 12 , 34] y b′ ∈ ] 12 , b].
COROLARIO 3.2. Sea s ∈ ]− 34 , 12[, entonces existe b ∈ ] 12 , 1[ tal que para cualquier b′ ∈ ] 12 , b[ con
b− b′ ≤ mı´n{ρ− 12 ; 14 − δ3} se cumple
(3.25) ‖B (u, v)‖Xs,b−1 ≤ C ‖u‖Xs,b′ ‖v‖Xs,b′
donde la constante C = C (s, b, b− b′) y la forma bilineal B es definida en (3.1). Por otra parte, (3.25)
tambie´n vale para s = 0, con b ∈ ] 12 , 34] y b′ ∈ ] 12 , b].
El corolario anterior nos informa que la aplicacio´n
(3.26) (u, v) ∈ Xs,b′ ×Xs,b′ 7→ B (u, v) ∈ Xs,b−1
es continua.
Observamos que el teorema 3.3 y en consecuencia los corolarios 3.1, 3.2 tambie´n valen cuando consi-
deramos δ = −s ∈ ]0, 12].
Ası´ mismo, en lo sucesivo, cuando nos referimos al teorema 3.3 y los corolarios 3.1, 3.2, se entiende
que estamos utilizando s ∈ ]− 34 , 0].
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4. Resultado de buena formulacio´n local. En [9, pa´g 163], θδ (t) = θ
(
δ−1t
)
, δ ∈ ]0, 1] , respaldado
tambie´n en [5, pa´g 306] y el trabajo realizado en [7], se tienen las siguientes proposiciones
PROPOSICIO´N 4.1. Para cualquier b > 12 y s ∈ R,
(4.1)
∥∥θ (δ−1t)V (t)u0∥∥Xs,b ≤ cδ(1−2b)/2 ‖u0‖Hs ,
Demostracio´n: Se tiene
θδ (t)u (t) = θ
(
δ−1t
) ∫
R
∫
R
eixξeitτδ
(
t− ξ3) û0 (ξ) dξdτ ,
ası´ que
(
θ
(
δ−1t
)
V (t)u0
)∧
(ξ, τ) = δθ̂
(
δ
(
t− ξ3)) û0 (ξ). De esto,
‖θ (t)V (t)u0‖2Xs,b
= cδ2
∫
R
∫
R
∣∣∣θ̂ (δ (t− ξ3))∣∣∣2 (1 + ∣∣τ − ξ3∣∣)2b (1 + |ξ|)2s |û0 (ξ)|2 dξdτ
= c
∫
R
(1 + |ξ|)2s |û0 (ξ)|2
(
δ2
∫
R
∣∣∣θ̂ (δ (t− ξ3))∣∣∣2 (1 + ∣∣τ − ξ3∣∣)2b dτ) dξ.
Usando que b > 12 y δ ∈ ]0, 1[ tenemos el siguiente estimado
δ2
∫
R
∣∣∣θ̂ (δ (t− ξ3))∣∣∣2 (1 + ∣∣τ − ξ3∣∣)2b dτ
≤ cδ2
∫
R
∣∣∣θ̂ (δ (t− ξ3))∣∣∣2 dτ + cδ2 ∫
R
∣∣∣θ̂ (δ (t− ξ3))∣∣∣2 ∣∣τ − ξ3∣∣2b dτ
≤ cδ + cδ1−2b
≤ cδ1−2b.
Entonces
‖θ (t)V (t)u0‖2Xs,b ≤ cδ1−2b
∫
R
(
1 + |ξ|2
)s
|û0 (ξ)|2 dξ = cδ1−2b ‖u0‖2Hs ,
y la prueba de la proposicio´n esta completa.
PROPOSICIO´N 4.2. Para cualquier s ∈ R y b ∈ ] 12 , 1] se cumple
(4.2)
∥∥θ (δ−1t) v∥∥
Xs,b
≤ cδ(1−b)/2 ‖v‖Xs,b .
Demostracio´n: Como
(
θ
(
δ−1t
)
v (x, t)
)∧
=
(
δθ̂ (δ·)
)
∗t v̂, por la definicio´n de la norma ‖·‖Xs,b , la
prueba se reduce a demostrar que, para a ∈ R se cumple que∫
R
∣∣∣(δθ̂ (δ·)) ∗t v̂ (τ)∣∣∣2 (1 + |τ − a|)2b dτ ≤ cδ1−2b ∫
R
|v̂ (τ)|2 (1 + |τ − a|)2b dτ .
Desde que ∫
R
∣∣∣δθ̂ (δτ)∣∣∣2 dτ < +∞,
sigue ∫
R
∣∣∣(δθ̂ (δ·)) ∗ v̂ (τ)∣∣∣2 dτ ≤ c∫
R
|v̂ (τ)|2 dτ .
Regresando a ∫
R
∣∣∣(δθ̂ (δ·)) ∗ v̂ (τ)∣∣∣2 |τ − a|2b dτ = ∫
R
∣∣Db (eiatv (t) θ (δ−1τ))∣∣2 dt.
La regla de Leibniz muestra que∥∥Db (eiatvθ (δ−1·))− eiatvDbθ (δ−1·)∥∥
L2
≤ c∥∥Db (eiatv)∥∥
L2
‖θ‖L∞ .
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Notando que ‖θ‖L∞ ≤ c y ∥∥Db (eiatv)∥∥
L2
=
∫
R
|v̂ (τ)|2 |τ − a|2b dτ ,
solamente debemos acotar el te´rmino ∫
R
∣∣eiatvDbθ (δ−1t)∣∣2 dt.
Pero el teorema de inmersio´n de Sobolev y el hecho que b > 12 lleva a
c
∫
R
∣∣eiatvDbθ (δ−1t)∣∣2 dt ≤ c(∫
R
∣∣eiatv (t)∣∣2 dt+ ∫
R
∣∣Db (eiatv)∣∣2 dt)∥∥Dbθ (δ−1·)∥∥2
L2
≤ c
(∫
R
|v (t)|2 dt+
∫
R
|τ − a|2b |v̂ (τ)|2 dτ
)∥∥Dbθ (δ−1·)∥∥2
L2
.
Por la identidad de Plancherel y puesto que b > 12 tenemos∥∥Dbθ (δ−1·)∥∥2
L2
=
∫
R
|τ |2b δ2
∣∣∣θ̂ (δτ)∣∣∣2 dτ ≤ cδ1−2b ‖θ‖21 .
La prueba de la proposicio´n se concluye.
COROLARIO 4.1. Para cualquier s ∈ R y b ∈ ] 12 , 1] se cumple
(4.3)
∥∥θ (δ−1t) v∥∥
Xs,b
≤ cδ(1−b)/2 ‖v‖Xs,b .
PROPOSICIO´N 4.3. Si s ∈ R y b ∈ ] 12 , 1], entonces
(4.4)
∥∥∥∥θ (δ−1t) ∫ t
0
W (t− t′)w (t′) dt′
∥∥∥∥
Xs,b
≤ cδ(1−2b)/2 ‖w‖Xs,b−1 .
Demostracio´n: Empezamos escribiendo
θ
(
δ−1t
) ∫ t
0
W (t− t′)w (t′) dt′
= θ
(
δ−1t
) ∫
R
∫
R
eixξŵ (ξ, τ) θ
(
τ − ξ3) eitτ − eitξ3
τ − ξ3 dξdτ
+θ
(
δ−1t
) ∫
R
∫
R
eixξŵ (ξ, τ) (1− θ) (τ − ξ3) eitτ − eitξ3
τ − ξ3 dξdτ
= I + II(4.5)
Por un desarrollo de Taylor tenemos
(4.6) I =
∞∑
k=1
iktk
k!
θ
(
δ−1t
) ∫
R
ei(xξ+tξ
3)
(∫
R
ŵ (ξ, τ)
θ
(
τ − ξ3)
τ − ξ3 dτ
)
dξ.
Sea
tkθ
(
δ−1t
)
= δk
(
t
δ
)k
θ
(
δ−1t
)
= φk (t) , k ≥ 1,
entonces, siguiendo el argumento en la demostracio´n de la proposicio´n 4.1 y las asunciones b ≤ 1 y δ ≤ 1,
encontramos que
δ2
∫
R
∣∣∣φ̂k (δτ)∣∣∣2 (1 + |τ |)2b dτ ≤ cδ2(∫
R
∣∣∣φ̂k (δτ)∣∣∣2 dτ + δ2 ∫
R
∣∣∣φ̂k (δτ)∣∣∣2 |τ |2b dτ)
≤ cδ1−2b
(
‖φk‖2L2 + ‖Dtφk‖2L2
)
≤ cδ1−2b (1 + k)2 .
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Ası´, por la prueba de (4.1) y (4.6)
‖I‖Xs,b ≤
∞∑
k=1
1 + k2
k!
δkδ1−2b
∥∥∥∥∥
(∫
R
ŵ (ξ, τ)
θ
(
τ − ξ3)
(τ − ξ3)1−k
dτ
)∨∥∥∥∥∥
Hs
.
Pero ∥∥∥∥∥
(∫
R
θ
(
τ − ξ3)
(τ − ξ3)1−k
ŵ (ξ, τ) dτ
)∨∥∥∥∥∥
2
Hs
≤
∫
R
(1 + |ξ|)2s
(∫
R
∣∣∣∣∣ŵ (ξ, τ) θ
(
τ − ξ3)
(τ − ξ3)1−k
∣∣∣∣∣ dτ
)2
dξ
≤
∫
R
(1 + |ξ|)2s
(∫
|τ−ξ3|<1
|ŵ (ξ, τ)| dτ
)2
dξ
≤
∫
R
(1 + |ξ|)2s
(∫
R
|ŵ (ξ, τ)|
(1 + |τ − ξ3|)1−b (1 + |τ − ξ3|)b
dτ
)2
dξ
≤
∫
R
(1 + |ξ|)2s
∫
R
|ŵ (ξ, τ)|2
(1 + |τ − ξ3|)2(1−b)
dτ dξ
≤ c ‖w‖2Xs,b−1 ,
puesto que b > 12 , lo cual prueba la cota requerida para el te´rmino I de (4.5).
Ahora acotemos al te´rmino II de (4.5). Primero escribimos
II = −θ (δ−1t) ∫
R
ei(xξ+tξ
3)
(∫
R
(1− θ) (τ − ξ3)
τ − ξ3 ŵ (ξ, τ) dτ
)
dξ
+θ
(
δ−1t
) ∫
R
∫
R
ei(xξ+tτ)
(1− θ) (τ − ξ3)
τ − ξ3 ŵ (ξ, τ) dτdξ
= II1 + II2.
Usando la proposicio´n 4.1, la desigualdad de Cauchy-Schwarz y b > 12 se deduce que
‖II1‖Xs,b ≤ cδ(1−2b)/2
∥∥∥∥∥
(∫
R
(1− θ) (τ − ξ3)
(τ − ξ3)1−k
ŵ (ξ, τ) dτ
)∨∥∥∥∥∥
Hs
≤ cδ(1−2b)/2
∫
R
(1 + |ξ|)2s
(∫
|τ−ξ3|≤ 12
|ŵ (ξ, τ)|
1 + |τ − ξ3| dτ
)2
dξ
1/2
≤ cδ(1−2b)/2
∫
R
(1 + |ξ|)2s
(∫
|τ−ξ3|≤ 12
|ŵ (ξ, τ)|
(1 + |τ − ξ3|)1−b (1 + |τ − ξ3|)b
dτ
)1/2
dξ
≤ cδ(1−2b)/2 ‖w‖Xs,b−1 .
Finalmente, por (4.3) y la definicio´n del espacio de Bourgain Xs,b−1
‖II2‖Xs,b ≤ cδ(1−2b)/2
∥∥∥∥∥
∫
R
∫
R
ei(xξ+tτ)
(1− θ) (τ − ξ3)
τ − ξ3 ŵ (ξ, τ) dτdξ
∥∥∥∥∥
Xs,b
≤ cδ(1−2b)/2
(∫
R
∫
R
|ŵ (ξ, τ)|2
(1 + |τ − ξ3|)2
(
1 +
∣∣τ − ξ3∣∣)2b (1 + |ξ|)2s dξ dτ)1/2
≤ cδ(1−2b)/2 ‖w‖Xs,b−1 .
Esto completa la prueba de la proposicio´n.
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La prueba de la siguiente proposicio´n sigue los mismos argumentos a los usados en la demostracio´n de
la proposicio´n 4.3, ası´ que sera´ omitida.
PROPOSICIO´N 4.4. Sean s ∈ R y b ∈ ] 12 , 1], entonces
(4.7)
∥∥∥∥θ (δ−1t) ∫ t
0
W (t− t′)w (t′) dt′
∥∥∥∥
s
≤ cδ(1−2b)/2 ‖w‖Xs,b−1 .
Demostracio´n: Similar a 4.3
PROPOSICIO´N 4.5. Si s ∈ R, b, b′ ∈ ] 12 , 18[ con b < b′ y δ ∈ ]0, 1[, entonces para v ∈ Xs,b′−1 tenemos
(4.8)
∥∥θ (δ−1t) v∥∥
Xs,b−1
≤ cδ(b′−b)/8(1−b) ‖v‖Xs,b′−1 .
Demostracio´n: Para demostrar (4.8) usaremos dualidad, ası´ que probaremos el estimado
(4.9)
∥∥θ (δ−1t) v∥∥
X−s,1−b′
≤ cδ(b′−b)/8(1−b) ‖v‖X−s,1−b
Este resultado seguira´ por interpolacio´n. Para esto necesitamos establecer las siguientes desigualdades
(4.10)
∥∥θ (δ−1t) v∥∥
X−s,0
≤ cδ1/8 ‖v‖X−s,1−b
y
(4.11)
∥∥θ (δ−1t) v∥∥
X−s,1−b
≤ c ‖v‖X−s,1−b .
De, las desigualdades de Ho¨lder y Sobolev, tenemos∥∥θ (δ−1t) v∥∥
X−s,0
=
∥∥J−sx V (t) θ (δ−1·) v∥∥L2tL2x = ∥∥θ (δ−1·)V (t) J−sx v∥∥L2tL2x
≤ cδ1/8 ∥∥V (t) J−sx v∥∥L2xL8/3t ≤ cδ1/8 ∥∥V (t) J−sx v∥∥L2xH1/8t
= cδ1/8 ‖v‖X−s,1/8 ≤ cδ1/8 ‖v‖X−s,1−b ,
en donde usamos que 1− b > 18 . Esto prueba (4.10).
Para probar (4.10) usaremos un argumento similar al utilizado para probar la proposicio´n 4.2. Puesto que(
θ
(
δ−1t
)
v (x, t)
)∧
= θ̂δ−1 ∗t v̂,
por la definicio´n del espacio de Bourgain Xs,b es suficiente probar que para a ∈ R
(4.12)
∫
R
∣∣∣θ̂δ−1 ∗t v̂∣∣∣2 (1 + |τ − a|)2(1−b) dτ ≤ c∫
R
|v̂|2 (1 + |τ − a|)2(1−b) dτ .
Puesto que
∥∥∥δθ̂ (δ·)∥∥∥
L1t
< +∞ tenemos que
∫
R
∣∣∣θ̂δ−1 ∗t v̂∣∣∣2 dτ ≤ c∫
R
|v̂|2 dτ .
A continuacio´n estimamos∫
R
∣∣∣θ̂δ−1 ∗t v̂∣∣∣2 |τ − a|2(1−b) dτ = ∫
R
∣∣D1−bt eiatv (t) θ (δ−1t)∣∣2 dt.
Usando la regla de Leibniz, tenemos
(4.13)
∥∥D1−bt (eiatvθδ)− eiatvD1−bt θδ∥∥L2 ≤ c∥∥D1−bt (eiatv)∥∥L2 ‖θδ−1‖L∞ .
El primer factor en el segundo miembro de (4.13) se estima como sigue. Primero notemos que ‖θδ‖L∞ <
+∞. De esto, la identidad de Plancherel nos da
(4.14)
∥∥D1−bt (eiatv)∥∥L2 = (∫R |v̂ (τ)|2 |τ − a|2(1−b) dτ
)1/2
.
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Para acotar
∥∥eiatvD1−bt θδ∥∥L2 , usamos la desigualdad de Ho¨lder para obtener∥∥eiatvD1−bt θδ∥∥L2 ≤ ∥∥eiatv∥∥L2p ∥∥D1−bt θδ∥∥L2q
con 1p +
1
q = 1. Entonces elegimos p tal que
1
2 − 12p = 1− b. Usando
(4.15)
∥∥eiatv∥∥
L2p
≤ ∥∥eiatv∥∥
1−b = c
∫
R
|v̂ (τ)|2 (1 + |τ − a|)2(1−b) dτ .
Como la transformada de Fourier inversa es acotada de L2q/(2q−1) (R) en L2q (R) tenemos
∥∥D1−bt θδ∥∥L2q ≤ (∫R
∣∣∣|τ |1−b δθ̂δ (δτ)∣∣∣ 2q2q−1 dτ) 2q−12q(4.16)
=
(∫
R
∣∣∣|τ |1−b θ̂ (τ)∣∣∣ 2q2q−1 dτ) 2q−12q < +∞.
Combinando (4.15) y (4.16) tenemos
(4.17)
∥∥eiatvD1−bt θδ∥∥L2 ≤ c∫R |v̂ (τ)|2 (1 + |τ − a|)2(1−b) dτ .
Ası´ (4.14) y (4.17) dan (4.12). Los estimados (4.10), (4.11) e interpolacio´n dan la desigualdad (4.9) y la
proposicio´n queda probada
Ahora podemos enunciar el resultado principal de e´ste artı´culo.
TEOREMA 4.1. Para cualquier u0 ∈ Hs (R), s > − 34 y b ∈
]
1
2 , 1
[
, existe T = T (‖u0‖Hs) y una
solucio´n u´nica de (1.1) en el intervalo de tiempo [−T, T ] satisfaciendo
(4.18) u ∈ C ([−T, T ] ;Hs (R)) ,
(4.19) u ∈ Xs,b ⊆ Lpx,loc
(
R : L2t (R)
)
, para 1 ≤ p ≤ ∞,
(4.20) ∂xu2 ∈ Xs,b−1,
y
(4.21) ∂tu ∈ Xs−3,b−1.
Adema´s, dado T ′ ∈ ]0, T [, la aplicacio´n u0 7→ u (t) es suave de Hs (R) a C ([−T ′, T ′] ;Hs (R)).
Demostracio´n: Definimos
Xα =
{
u ∈ Xs,b : ‖u‖Xs,b ≤ α
}
,
Sin pe´rdida de generalidad, podemos asumir que α > 1.Entonces Xα es un espacio me´trico completo con
norma,
‖u‖Xα = ‖u‖Xs,b .
Para u0 ∈ Hs, s > − 34 , definimos el operador
(4.22) Φu0 (u) = ψ1 (t) e
−t∂3xu0 − ψ1 (t)
2
∫ t
0
e−(t−τ)∂
3
xψδ (τ) ∂xu
2 (τ) dτ.
Probemos que la aplicacio´n Φ define una contraccio´n sobre Xα .
Sea β = b−b
′
8(1−b′) . Usando las proposiciones (4.1), (4.2), (4.3) y teorema(3.1) deducimos
‖Φu0 (u)‖Xα = ‖Φu0 (u)‖Xs,b
≤
∥∥∥ψ1 (t) e−t∂3xu0∥∥∥
Xs,b
+
∥∥∥∥ψ1 (t)2
∫ t
0
e−(t−τ)∂
3
xψδ (τ) ∂xu
2 (τ) dτ
∥∥∥∥
Xs,b
≤ C1 ‖u0‖Hs + C
∥∥ψδ∂xu2∥∥Xs,b−1
≤ C1 ‖u0‖Hs + Cδβ
∥∥∂xu2 (t)∥∥Xs,b′−1
≤ C1 ‖u0‖Hs + C2δβ ‖u (t)‖2Xs,b
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Como u ∈ Xα con nuestra eleccio´n de α
‖Φu0 (u)‖Xs,b ≤
α
2
+ C1δ
θα2.
Si escogemos δ tal que
δθ ≤ 1
2 ma´x {C1, α2} ,
entonces,
‖Φu0 (u)‖Xs,b ≤ α.
Por lo tanto,
Φu0 (u) ∈ Xα.
Un argumento similar demuestra que para u, v ∈ Xα
‖Φu0 (u)− Φu0 (v)‖Xs,b ≤
∥∥∥∥ψ1 (t)2
∫ t
0
e−(t−τ)∂
3
xψδ (τ) ∂x
(
u2 (τ)− v2 (τ)) dτ∥∥∥∥
Xs,b
≤ cρβα ‖u+ v‖Xs,b ‖u− v‖Xs,b
≤ 2cρβα ‖u− v‖Xs,b
≤ 1
2
‖u− v‖Xs,b .
Por lo tanto, la aplicacio´n Φ es una contraccio´n de Xα en sı´ mismo. Por el teorema de punto fijo de Banach,
existe exactamente un punto fijo u de Φu0 (u) en Xα solucio´n de la ecuacio´n para T < ρ, es decir
(4.23) u (t) = ψ1 (t) e−t∂
3
xu0 − ψ1 (t)
2
∫ t
0
e−(t−τ)∂
3
xψδ (τ) ∂xu
2 (τ) dτ.
La regularidad adicional
u ∈ C ([0, T ] : Hs (R))
se prueba como sigue. Usando la ecuacio´n integral(4.23) y las proposiciones (4.4) y (4.5), para 0 ≤ τ <
t ≤ 1 y t− τ ≤ ∆t resulta que
‖u (t)− u (τ)‖Hs ≤
∥∥∥e(t−τ)∂3xu (t)− u (τ)∥∥∥
Hs
+c
∥∥∥∥∫ t
τ
e−(t−τ)∂
3
xψ2
(
t− τ
∆t
)
∂xu
2 (τ) dτ
∥∥∥∥
Hs
≤
∥∥∥e(t−τ)∂3xu (t)− u (τ)∥∥∥
Hs
+ c
∥∥∥∥ψ2( t− τ∆t
)
∂xu
2
∥∥∥∥
Xs,b−1
≤
∥∥∥e(t−τ)∂3xu (t)− u (τ)∥∥∥
Hs
+ c (∆t)
b−b′
8(b−b′)
∥∥∂xu2∥∥Xs,b′−1
≤
∥∥∥e(t−τ)∂3xu (t)− u (τ)∥∥∥
Hs
+ c (∆t)
b−b′
8(b−b′) ‖u‖2Xs,b′
= o (1)
cuando ∆t→ 0, esto da la propiedad de persistencia.
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