Fokkink ((1994) Inf. Process. Lett. 52: 333-337) has recently proposed a complete equational axiomatization of strong bisimulation equivalence for MPA * δ (A τ ), i.e., the language obtained by extending Milner's basic CCS with prefix iteration. Prefix iteration is a variation on the original binary version of the Kleene star operation p * q obtained by restricting the first argument to be an atomic action. In this paper, we extend Fokkink's results to a setting with the unobservable action τ by giving a complete equational axiomatization of Milner's observation congruence over MPA * δ (A τ ). The axiomatization is obtained by extending Fokkink's axiom system with two of Milner's standard τ -laws and the following three equations that describe the interplay between the silent nature of τ and prefix iteration:
Introduction
The research literature on process theory has recently witnessed a resurgence of interest in the study of Kleene star-like operations (cf., e.g., the papers [11, 3, 9, 8, 23, 7] ).
Some of these studies, notably [3] , have studied the expressive power of variations on standard process description languages in which infinite behaviours are defined by means of Kleene's star operation [17, 6] rather than by means of systems of recursion equations. Some others (see, e.g., [11, 23, 9, 10] ) have investigated the possibility of giving finite equational axiomatizations of strong bisimulation equivalence [21, 19] over simple process algebras that include variations on Kleene's star operation. De Nicola and his co-workers have instead focused on the study of tree-based models for what they call "nondeterministic Kleene algebras", and on the proof systems these models support to reason about regular expressions and more expressive languages built on top of those; see, e.g., [8, 7] for details on this line of research.
This paper aims at giving a contribution to the study of complete equational axiomatizations for Kleene star-like operations from the point of view of process theory. Our starting point is the work presented in [9] . In that reference, Fokkink has proposed a complete equational axiomatization of strong bisimulation equivalence for MPA * δ (A τ ), i.e., the language obtained by extending the fragment of Milner's CCS [20] containing the basic operations needed to express finite synchronization trees with prefix iteration. Prefix iteration is a variation on the original binary version of the Kleene star operation p * q [17] obtained by restricting the first argument to be an atomic action. Intuitively, at any time the process term µ * p can decide to perform action µ and evolve to itself, or an action from p, after which it exits the µ-loop. The behaviour of µ * p is captured very clearly by the rules that give its Plotkin-style structural operational semantics:
Equationally, as shown by Fokkink, such an operation can be completely characterized by the following two natural laws:
The reader familiar with Hennessy's work on complete axiomatizations for the delay operation of Milner's SCCS [13, 14] will have noticed the similarity between the above laws and those presented in [13] (see also [2, Page 40] ). This is not surprising as such a delay operation is nothing but an instance of the prefix iteration construct studied by Fokkink. In this paper, we extend Fokkink's results to a setting with the unobservable action τ by giving a complete equational axiomatization of Milner's observation congruence [20] over MPA The first of these equations was introduced in [3] under the name of Fair Iteration Rule, and expresses a fundamental property of observation congruence, namely the abstraction from τ -loops, that underlies the soundness of Koomen's Fair Abstraction Rule [4] . The other two equations are, to the best of our knowledge, new. They describe a rather subtle interplay between prefix iteration and τ , and will play a crucial role in the proof of our completeness theorem. Using a technique due to Groote [12] , we also show that the resulting axiomatization is ω-complete, i.e., complete for equality of open terms over the signature of MPA * δ (A τ ). The paper is organized as follows. Section 2 introduces the language of minimal process algebra with prefix iteration, MPA * δ (A τ ), and its operational semantics. In that section we also review the definition of observation congruence, and present several properties of this relation that will be used in the remainder of the paper. The set of equations that will be shown to completely characterize observation congruence over MPA * δ (A τ ) is analyzed in Sect. 3. Section 4 is entirely devoted to a detailed proof of the completeness of our axiom system with respect to observation congruence over MPA * δ (A τ ). The structure of the proof the completeness theorem (Thm. 4.9) follows standard lines in the process algebra literature and bears strong connections with the proofs of results in Hennessy's paper [13] . The details, however, are very different and rather involved. For this reason, we have chosen to present the proof of Thm. 4.9 in full detail to allow the reader to judge its correctness. Finally, we prove in Sect. 5 that our axiomatization is also strong enough to completely characterize observation congruence of open terms over the signature of MPA * δ (A τ ).
Minimal Process Algebra with Iteration
We assume a countably infinite set A of observable actions not containing the distinguished symbol τ . Following Milner [20] , the symbol τ will be used to denote an internal, unobservable action of a system. We define A τ ∆ = A ∪ {τ}, and use a, b to range over A and µ, γ to range over A τ . We also assume a countable set of process variables Var, ranged over by x, y, w, z.
The language of minimal process algebra with prefix iteration, denoted by MPA * δ (A τ ), is given by the following BNF grammar:
where x ∈ Var and µ ∈ A τ . We shall use P, Q, T (possibly subscripted and/or superscripted) to range over MPA the smallest subsets of MPA * δ (A τ ) × MPA * δ (A τ ) satisfying the rules in Fig. 1 . We say that a term p ∈ MPA *
Following Milner [20] , we shall useμ to stand for ε if µ = τ , and for µ otherwise. The derived transition relations ε ⇒ and µ ⇒ are defined in the standard way as follows:
stands for the reflexive, transitive closure of 
The following basic fact can be easily shown by structural induction on terms: Fact 2.2 For every p ∈ MPA * δ (A τ ), the set of derivatives of p is finite.
The notion of equivalence over process terms in MPA * δ (A τ ) that will be considered in this study is that of observation congruence [20] . This we now proceed to define for the sake of completeness.
Definition 2.3 (Bisimulation and Observation Equivalence) A binary relation
Two process terms p, q are observation equivalent, denoted by p ≈ q, iff there exists a bisimulation R such that p R q.
As it is well-known [20] , ≈ is an equivalence relation over MPA * δ (A τ ). However, for the standard reasons explained at length in, e.g., Milner's textbook [20] , observation equivalence is not a congruence with respect to the summation operation of MPA * δ (A τ ). In fact, it is also the case that ≈ is not preserved by the prefix iteration operation. As a simple example of this phenomenon, consider the terms b.δ and τ.b.δ. As it is wellknown, b.δ ≈ τ.b.δ; however, it is not difficult to check that a * (b.δ) ≈ a * (τ.b.δ). The largest congruence over MPA * δ (A τ ) contained in ≈, denoted by ≈ c , will be referred to as observation congruence, and can be described in the following well-known way:
The following standard characterization of ≈ c will be useful in what follows. The interested reader is invited to consult [20, Chapter 7] for details.
Fact 2.4 For all
Observation congruence can be naturally extended to open terms as follows:
In the remainder of this paper, we shall make use of several basic properties of the relations of observation congruence and observation equivalence that may mostly be found in [20, Chapter 7] . For ease of reference, we collect these properties in the following lemma.
Lemma 2.6
For every p, q ∈ MPA * δ (A τ ), the following statements hold:
3. If p ≈ q and p, q are stable, then p ≈ c q.
Assume that a
Proof: The proofs of statements 1-3 may be found in [20, Chapter 7] . Statements 4-5 are easy to check using the characterization of ≈ c given in Fact 2.4. P Definition 2.7 Let p ∈ MPA * δ (A τ ) and let a n | n ∈ N be an infinite sequence of actions in A. We say that p exhibits the sequence a n | n ∈ N iff there exist terms p n , n ∈ N, such that p 0 ≡ p and p n an ⇒ p n+1 , for every n ≥ 0.
The following small result about the expressivity of the language MPA * δ (A τ ) will be useful in the proof of the main result of this paper.
Proposition 2.8
1. Let p ∈ MPA * δ (A τ ) and let a n | n ∈ N be an infinite sequence of actions in A. Assume that p exhibits the sequence a n | n ∈ N . Then this sequence must be eventually constant, i.e., there exist k ∈ N and a ∈ A such that a n = a for all n ≥ k.
Let a, b ∈
Proof: The first statement can be easily shown by structural induction on terms. To prove the second, assume, towards a contradiction, that a * p ≈ b * q. Then there exist terms p , q ∈ MPA * δ (A τ ) such that:
This implies that a * p and b * q both exhibit, for example, the infinite sequence a n | n ∈ N , where a n = a for even n, and a n = b otherwise. This contradicts the first statement of the proposition. P
Axiomatization and Soundness
The main aim of this study is to provide a complete equational axiomatization of the relation of observation congruence over the language MPA * δ (A τ ). In this section, we present the axiom system that will be shown to completely characterize observation congruence over the language MPA * δ (A τ ), and prove its soundness. We also present some derived equations that will be useful in the proof of the promised completeness theorem.
Consider the set E of equations in Fig. 3 . This set of equations contains all of the equational theory F in Fig. 2 . Apart from the law
which is derivable in the presence of the other equations, the axiom system F is the one that was shown in [9] to characterize strong bisimulation over MPA * δ (A τ ). In addition, the equational theory E includes equations which express the unobservable nature of the τ action. Two of these laws, namely (T1) and (T3), are well-known from the theory of observation congruence over CCS-like languages (cf., e.g., [20] ). The remaining three laws, namely (FIR) and (MT1)-(MT2), describe the interplay between τ and prefix iteration. Equation (FIR) was introduced in [3] under the name of (FIR 1 ) (Fair Iteration Rule). In [3] it is also noted that this law is an equational formulation of Koomen's Fair Abstraction Rule [4] 1 . This powerful equation will play a major role in our completeness theorem, and, together with the laws in the axiom system F , can be used to derive, for instance, Milner's second τ -law, namely
Equations (MT1)-(MT2) are, to the best of our knowledge, new. They express a rather subtle interplay between prefix iteration and τ , and will play a crucial role in reducing terms to normal forms (cf. Lem. 4.7) and in our completeness proof, respectively. Notation 3. 1 We write E P = Q iff the equation P = Q is provable from the axiom system E using the rules of equational logic. We also write P = AC Q iff the terms P, Q are identical modulo commutativity and associativity of +, i.e., iff the equality P = Q can be proved from the equations (A1)-(A2).
For I = {i 1 , . . . , i n } a finite index set, we write
Figure 3: The axiom system E is F plus the above equations
First of all, we establish the soundness of the axiom system E.
Proposition 3.2 For all
Proof: As ≈ c is a congruence, it is sufficient to show that each equation in E is sound with respect to it. The equations in the axiom system F are known to be sound with respect to strong bisimulation equivalence over MPA * δ (A τ ); therefore they are, a fortiori, sound with respect to ≈ c . The soundness of equations (T1) and (T3) is well-known, and that of (FIR) and (MT1)-(MT2) is easy to check. P
In the following lemma we present several derived equations to illustrate the power of the axiom system E. Some of these laws will be very useful in the technical developments to follow.
Lemma 3.3 The following equations are derivable from those in E:
We only show how to derive equation MT3, and leave the remaining verifications to the reader. To derive MT3, we argue as follows:
Axiom (MT1) is not necessary to derive equation (MT3). In fact, there is an alternative derivation of this equation from the axiom system E that uses only (MI1) and (T3). P We conclude this section by addressing the issue of the relative independence of the equations (FIR) and (MT1)-(MT2). More precisely, we shall prove that these laws cannot be derived from each other.
Proposition 3.4
1. E \ {FIR} FIR.
2. E \ {MT1} MT1.
E \ {MT2} MT2.
Proof: From Birkhoff's classic completeness theorem for equational logic [5] (see, e.g., [15, Chapter 1] for a modern textbook presentation), an equation is derivable from an equational theory iff it is valid in every model of the theory. To show each of the above statements, it is therefore sufficient to exhibit a model of the equational theory under consideration in which the equation we are trying to disprove does not hold. As this kind of argument is quite tedious, we shall only present the details of the construction of the model used in the proof of statement 2, and limit ourselves to giving the intuition underlying the construction of the models used in the proofs of statements 1 and 3.
Sketch of the Proof of 1: Intuitively, the reason why equation FIR is not derivable from the theory E \ {FIR} is that FIR is the only equation that can be used to completely eliminate occurrences of the operation τ * from terms.
Proof of 2: Intuitively, the reason why MT1 cannot be derived from the other equations is that all of the axioms in E \ {MT1} preserve the maximum depth of the nesting of a-prefixes within the scope of an a * operation, while MT1 does not.
Formally, define a denotational semantics for MPA * δ (A τ ) in the domain of natural numbers N by:
where ρ : Var → N. It is now simple to check that this is a model for the equational theory E \ {MT1}, but
and so it is not a model of E.
Sketch of the Proof of 3:
The construction of the model proceeds along the lines presented above, but now one counts the maximum depth of the nesting of τ -prefixes within the scope of an a * operation.
P 4 Completeness
This section is entirely devoted to a detailed proof of the completeness of the axiom system E with respect to observation congruence over the language MPA * δ (A τ ). Before tackling the proof of completeness, we present several intermediate results that will be most useful in the technical developments to follow.
The following lemma is a standard tool in proofs of completeness theorems for process algebras (cf., e.g., [13, 20] ), and we shall use it heavily in the proof of our main result.
Lemma 4.1 (Absorption Lemma
Proof: By induction on the length of the derivation p µ ⇒ q. The proof of the inductive basis, i.e. when p µ → q, proceeds by induction on the depth of the proof of the transition, and uses only axioms (A1)-(A3) and (MI1). The proof for the inductive step uses in addition axioms (T2) and (T3). The details are standard and are therefore omitted. P As a first application of the properties in Lem. 2.6 and of the above results, we establish a decomposition property of prefix iteration with respect to the relation of observation congruence that will find application in the main result of this paper. A similar decomposition property for the delay operation of Milner's SCCS [19] with respect to a notion of strong bisimulation preorder was, to our knowledge, first shown by Hennessy in [13] .
Proof: The "if" implication follows immediately from the fact that ≈ c is a congruence and the soundness of equation MI2. To show the "only if" implication, it is sufficient to prove that:
We prove that (1) 
This we now proceed to show. Assume that p γ → p . By the operational semantics, this implies that 
This contradicts the assumption that p ≈ c µ * q. P It is interesting to note that the above lemma does not hold for terms that are not initially µ-saturated. Consider, for example, the terms p ≡ a * (τ.δ + a.δ) and q ≡ a * (τ.δ). It is not hard to see that p ≈ c q. However, none of the possible decompositions of this equality afforded by Lem. 4.3 applies. Note that q is not initially a-saturated, whereas p is. As it will become clear from the technical developments to follow (see Lem. 4.7), axiom (MT1) will be used to make sure that every sub-term of the form a * t of a normal form will be initially a-saturated. This will allow us to use Lem. 4.3 to reason about equalities between such terms.
Definition 4.4 For
The proof of the completeness theorem relies, as usual, on the isolation of some notion of normal form for terms. This is introduced in the following definition. We now show that, using the axiom system E, every term is provably equal to a normal form. Not surprisingly, axioms (FIR) and (MT1) play a vital role in the proof of the following result.
Definition 4.5 (Normal Forms)
A term p ∈ MPA * δ (A τ ) is τ * -free iff
Lemma 4.7 (Normalization) For every
Proof: By structural induction on p. To illustrate the use of axioms (FIR) and (MT1), we only give the proof for the case p ≡ µ * q for some q ∈ MPA * δ (A τ ). First of all, note that, by applying the inductive hypothesis to q, we can infer that
In this case we are done because τ.nf(q) is easily seen to be a normal form.
Otherwise, µ = a ∈ A. In this case we argue as follows (using the fact that, by Fact 2.2, the set der(r, τ) is finite for every r ∈ MPA * δ (A τ )):
(By repeated use of Lem. 4.1)
(By repeated use of (MT1))
We claim that the term nf(p) ≡ a * nf(q) + a.q | q ∈ der(nf(q), τ) is a normal form. This follows from the fact that nf(q) is a normal form by the inductive hypothesis, the fact that each q ∈ der(nf(q), τ) is a normal form by Fact 4.6(2) and the construction of nf(p). P For example, the normal form associated with the term a * (τ.δ) is, modulo = AC , the term a * (τ.δ + a.δ).
In the proof of the completeness result to come, we shall make use of a weight function on terms w : MPA * δ (A τ ) → N. This is defined by structural recursion on terms as follows:
The following lemma collects some basic facts about the interplay between the above weight function and the operational semantics for processes. 
We are now in a position to prove our main result of the paper, namely that the set of equations E in Fig. 3 is complete with respect to ≈ c over the language MPA * δ (A τ ). This is the import of the following result. Unfortunately, the proof of the completeness theorem is combinatorial in nature and consists of the examination of a fairly large number of cases. For this reason, we have chosen to present the proof in a structured style following the spirit, albeit not the letter, of the proposal in [18] . We hope that this type of presentation will help the reader judge the correctness of the proof, in much the same way as it has helped us convince ourselves that the proof is, to the best of our knowledge, correct.
Theorem 4.9 (Completeness) For all
Proof: In view of Lem. 4.7, it is sufficient to prove the claim for normal forms in MPA * δ (A τ ). In fact, it is even sufficient to prove that for all normal forms p, q ∈ MPA *
In fact, let us assume that we have established the above claim and that p and q are normal forms such that p ≈ c q. For such terms, both the equivalences p ≈ c p + q and q ≈ c q + p hold. Then claim (3) and (A1) give E p = p + q = q + p = q, and we are done.
We now proceed to prove (3). The proof proceeds by complete induction on w(p) + w(q). Let us assume, as inductive hypothesis, that p, q are normal forms in MPA * δ (A τ ), that p ≈ c p + q and that (3) holds for all pairs of normal forms p , q ∈ MPA * δ (A τ ) such that p ≈ c p +q and w(p )+w(q ) < w(p)+w(q). We show that, under these assumptions, E p = p + q. Note that, by a reasoning similar to the one in the previous paragraph, the inductive hypothesis gives that, for all normal forms p , q ∈ MPA * δ (A τ ):
We shall make use of the above fact repeatedly in the proof below. First of all, as q is a normal form, it follows that q can have one of the following forms:
2. q ≡ t + r, for some normal forms t, r ∈ MPA * δ (A τ ); 3. q ≡ τ.r, for some normal form r ∈ MPA * δ (A τ ); 4. q ≡ a.r, for some normal form r ∈ MPA * δ (A τ ); or 5. q ≡ a * r, for some normal form r.
The proof of (3) proceeds by a case analysis on the form q takes. Throughout the proof, we shall make repeated use, without further mention, of the fact that, by Fact 4.6(1)- (2), the set of normal forms is closed under transitions and taking sub-terms.
The claim follows immediately by applying (A4).
Case: q ≡ t + r.
First of all, note that p ≈ c p + q and q ≡ t + r imply that p ≈ c p + t and p ≈ c p + r. As w(t) < w(q) and w(r) < w(q), we may apply the inductive hypothesis to both these equalities to derive that:
We now argue as follows:
and we are done.
3. Case: q ≡ τ.r.
As p ≈ c p + q and q ≡ τ.r τ → r, there exists a term p such that p
As p is τ * -free and q ≡ τ.r, we have that w(p ) < w(p) and w(r) < w(q). Thus we may apply (4) to each one of the disjuncts in (7) to derive that:
In each one of the above cases, after possibly applying (T1), we infer that
Therefore,
and we are done. 
Moreover, by Lem. 4.8(1), the weight of p is no greater than that of p, i.e. w(p ) ≤ w(p). We proceed by considering the following two sub-cases:
We examine these two possibilities in turn.
(a) Case:
In both of the cases, as w(r) < w(q), we may apply (4) to the relevant disjuncts in (10) , and possibly (T1), to derive that:
and we are done. (4), it must be the case that p ≡ a * t for some t ∈ MPA * δ (A τ ), and that p
it must be the case that either of these two statements hold:
i. there exists a term r such that r τ → r , p ≡ p ≡ a * t ≈ r , and r is inequivalent to every τ -derivative of a * t; or, symmetrically,
ii. there exists a term t such that a * t τ → t , t ≈ r, and t is inequivalent to every τ -derivative of r.
We proceed by examining these two possibilities in turn. i. Case: there exists a term r such that r τ → r , p ≡ p ≡ a * t ≈ r , and r is inequivalent to every τ -derivative of a * t. With the above hypotheses, an application of Lem. 2.6(1) to the equivalence p ≡ a * t ≈ r gives that:
As r τ → r and r is τ * -free, by Lem. 4.8(2) and the form of q, it follows that w(r ) < w(r) < w(q). Thus we may apply (4) to both the disjuncts in (12) to derive that:
In both the above cases, after possibly applying (T1), we obtain that:
The above equality will be used repeatedly in the remainder of the proof for this case.
We now proceed by a case analysis on the form that the term r may take. As r τ → r and r is τ * -free, an examination of the rules in Fig. 1 
and we are done. B. Case: r = AC r 1 + r 2 for terms r 1 , r 2 such that r 1 τ → r . As p ≡ a * t ≈ r = AC r 1 + r 2 , by Propn. 3.2 and the fact that ≈ c is contained in ≈, we have that
Lem. 2.6(5) now gives that:
We aim at applying the inductive hypothesis to both the above pairs of observation congruent terms. This is indeed possible because, for i = 1, 2,
Therefore, by the inductive hypothesis, we derive that:
We can now argue as follows:
and we are done. C. Case: r ≡ a * u for some term u such that u τ → r . In this case, as p ≡ p ≡ a * t ≈ r by (9) and u τ → r ≈ a * t, by Lem. 2.6(4) we derive that
As w(u) + 2 = w(r) < w(a.r) = w(q), we may apply (4) to (17) to infer that:
and we are done. As we have considered all the possible forms r may take, the proof for this sub-case is complete. ii. Case: there exists a term t such that p ≡ a * t τ → t , t ≈ r, and t is inequivalent to every τ -derivative of r. By Lem. 2.6(1) and the hypotheses for this case, t ≈ r implies
By the operational semantics, the transition a * t τ → t must hold because t τ → t . Thus, as t is τ * -free, w(t ) < w(t) < w(a * t) = w(p). Hence, as w(τ.r) = w(q), we may apply (4) to both the disjuncts in (19) to derive that:
In both cases, after possibly applying (T1), we can infer that:
Now we argue as follows:
The proof for the case w(p) = w(p ) and p ≈ c r is now complete.
This completes the proof for the case q ≡ a.r.
First of all, let us note that, as p ≈ c p + q and q ≡ a * r, it follows that:
In fact,
As w(r) < w(q), we may apply the inductive hypothesis to (21) to derive that:
We shall repeatedly make use of this fact to show that E p = p + a * r.
As p ≈ c p + a * r and p + a * r a → a * r, there exists a term p such that:
By Lem. 2.
We now proceed by examining the relationship between w(p ) and w(p). We know, by Lem. 4.8 (1) , that w(p ) ≤ w(p). We consider two possibilities, depending on whether w(p ) + 2 ≤ w(p) or not.
In this case, we may apply (4) to each of the disjuncts in (24) to obtain that:
By possibly applying equation (T1), in each case we derive that:
We now reason as follows:
In this case, p must consist of a single summand, otherwise the a-transition leading from p to p would have to discard other summands and w(p ) + 2 ≤ w(p) would then follow. As p a ⇒ p by (23) and p is τ * -free, such a p can only take one of the following forms:
Note that the case p ≡ b * t for some b = a does not apply here. In fact, if b = a and p ≡ b * t a ⇒ p , it would have to be the case that t a ⇒ p . In this case, we would be able to infer that
(t) and w(t) + 2 = w(p).
We proceed by examining the three cases above separately.
i. Case: p ≡ τ.t for some t such that t a ⇒ p . To proceed with the proof, note, first of all, that, as we are assuming that w(p ) + 2 > w(p), it can only be the case that w(p ) = w(t). In fact, if w(p ) < w(t), then
w(p ) < w(t) and w(t) + 1 = w(p)
would hold, i.e., w(p ) + 2 ≤ w(p). Hence, let us assume that w(p ) = w(t). As t a ⇒ p , by Lem. 4.8(2) and Lem. 4.8(4), this is only possible if t ≡ p ≡ a * t for some t ∈ MPA * δ (A τ ). Instantiating (24), we obtain that:
If t ≡ a * t ≈ c a * r, then, as w(t) < w(p), we may apply (4) to derive that
Thus: 
As t ≈ a * r, it follows by Lem. 2.6(2) that
By the above considerations on the relationship between w(t ) and w(p), we may apply (4) to (28) to derive that
Therefore, 
We now reason as follows: 
As w(p ) ≤ w(p ) < w(p), we may now apply (4) to (31) to derive that:
Therefore, In each of the above cases, we may apply (4) to obtain that
In each case, after possibly applying (MI2), we derive that
from which E p = p + q follows immediately by (A3). 
In each one of these cases, after possibly applying (T1), we have that
The proof for the case q ≡ a * r is now complete.
As we have examined all the possible forms that q may take, the proof of theorem is complete. P
ω-Completeness
In the previous section we showed that the equational theory E is complete with respect to observation congruence over the language MPA * δ (A τ ). We shall now prove that E is in fact ω-complete, i.e., that for all P, Q ∈ MPA * δ (A τ ),
This we show by using a technique based on inverted substitutions which is due to Groote [12] , and that can often be used to give elegant, model-independent proofs of ω-completeness results. Before applying Groote's technique to prove (35), we outline its general ideas in the setting of this study. Assume that P, Q ∈ MPA * δ (A τ ) are observation congruent, i.e., that for every substitution σ :
Theorem 4.9 then gives that, for every substitution σ :
We show that (36) implies that:
The 
2. For all p 1 , q 1 ∈ MPA * δ (A τ ) and µ ∈ A τ :
and
4. For each axiom (P 1 = Q 1 ) ∈ E and substitution σ :
If for every pair of terms P, Q ∈ MPA * δ (A τ ) for which (36) holds we may find such a ρ and R, then Thm. 3.1 in [12] gives that:
Therefore, all we need to do to show the ω-completeness of our axiomatization is to devise appropriate functions ρ and R for each pair of observation congruent terms P, Q ∈ MPA * δ (A τ ), and prove that conditions (38)-(42) are satisfied by them. This we now proceed to do. The interested reader is referred to [12, 1] for further examples of applications of the technique outlined above.
Let P, Q ∈ MPA * δ (A τ ) be terms for which (36) holds. We define ρ :
where, for each x ∈ Var, a x is a distinguished action in A which occurs neither in P nor in Q. (Note that such an injective assignment of actions in A to variables can always be found because A is countably infinite and the set of actions occurring in P or Q is, of course, finite.) The function R :
is instead defined by structural recursion on closed terms as follows:
Note that R is well-defined because the assignment of actions to variables is injective. We now show that conditions (38)- (42) are met by such a ρ and R, thus establishing the ω-completeness of the equational theory E.
Lemma 5.2 Statements (38)-(42) hold for ρ and R.

Proof:
We proceed by checking each of the conditions in turn.
Proof of Statement (38).
The result follows immediately from the following stronger claim, that may easily be proven by structural induction on T ∈ MPA * δ (A τ ).
Claim: For every T ∈ MPA * δ (A τ ) not containing occurrences of actions a x , x ∈ Var, R(T ρ) ≡ T .
The straightforward details of the proof of this claim are omitted.
Proof of Statements (39)-(41).
We only give the details of the proof for statement (40). Assume that p 1 , q 1 ∈ MPA * δ (A τ ) and µ ∈ A τ . We show that (40) holds by distinguishing two cases, depending on whether µ = a x for some x ∈ Var, or not.
1. Assume that µ = a x for some x ∈ Var. Then we can argue as follows:
2. Assume that µ = a x for all x ∈ Var. Then we can argue as follows:
E ∪ {p 1 = q 1 , R(p 1 ) = R(q 1 )} R(µ * p 1 ) = µ * R(p 1 ) (47) = µ * R(q 1 ) (R(p 1 ) = R(q 1 )) = R(µ * q 1 ) (47) and we are done.
The statements corresponding to the other operations in the signature of MPA * δ (A τ ) may be shown in similar fashion.
Proof of Statement (42).
Let σ : Var → MPA * δ (A τ ) be a substitution. We show that for every axiom (P 1 = Q 1 ) ∈ E, E R(P 1 σ) = R(Q 1 σ) .
As the reader can easily imagine, this verification is long and extremely tedious.
Hence we only present a few selected cases. In what follows, we assume, for notational convenience, that σ(x) = p and σ(y) = q for some process terms p, q ∈ MPA * δ (A τ ).
Axiom (MI1).
We distinguish two cases, depending on whether µ = a w for some w ∈ Var or not.
1. Assume that µ = a w for some w ∈ Var. Then:
Axiom (MT1).
Again, we distinguish two cases, depending on whether a = a w for some w ∈ Var or not.
1. Assume that a = a w for some w ∈ Var. Then: 
Axiom (MT2).
As before, we distinguish two cases, depending on whether a = a w for some w ∈ Var or not.
and we are done. 2. Assume that µ = a w for all w ∈ Var. Then: This completes the proof of the lemma. P For each pair of observation congruent terms P, Q ∈ MPA * δ (A τ ) we have thus shown how to construct mappings ρ and R that, by the above lemma, satisfy Groote's conditions (38)-(42). By Thm. 3.1 of [12] , we have therefore proven Thm. 5.1.
