Abstract-In this paper, we introduce and evaluate the systems submitted to the first Overlapping Cervical Cytology Image Segmentation Challenge, held in conjunction with the IEEE International Symposium on Biomedical Imaging 2014. This challenge was organized to encourage the development and benchmarking of techniques capable of segmenting individual cells from overlapping cellular clumps in cervical cytology images, which is a prerequisite for the development of the next generation of computer-aided diagnosis systems for cervical cancer. In particular, these automated systems must detect and accurately segment both the nucleus and cytoplasm of each cell, even when they are clumped together and, hence, partially occluded. However, this is an unsolved problem due to the poor contrast of cytoplasm boundaries, the large variation in size and shape of cells, and the presence of debris and the large degree of cellular overlap. The challenge initially utilized a database of 16 high-resolution (×40 magnification) images of complex cellular fields of view, in which the isolated real cells were used to construct a database of 945 cervical cytology images synthesized with a varying number of cells and degree of overlap, in order to provide full access of the 
I. INTRODUCTION
C ERVICAL cancer is a common occurring condition primarily caused by the infection of some types of human papillomavirus. According to a report by WHO published in 2012 [1], cervical cancer is the second most common gynecological cancer in less developed regions. In Australia, current reports estimate 885 new cases of cervical cancer to be diagnosed in 2015, and 250 deaths due to this disease [2] . Currently, Pap smear test [3] is an important routine screening in the early detection of this type of cancer. In this screening process, a clinician collects a sample of cells from the uterine cervix, which are then stained using the Papanicolaou technique to enable visual inspection on a microscope, where the appearance of each cell provides features that indicate the stages of cervical cancer. The development of automated cell deposition techniques, such as monolayer preparations, has facilitated both manual and automated slide analysis techniques by removing a large portion of blood, mucus, and other debris, reducing cellular overlap and producing specimens that are more likely to occur in a single focal plane. However, the manual analysis of cell abnormalities on Pap-stained specimens is a time-consuming and error-prone procedure, where sensitivity is affected by the number of cells inspected, the overlap among these cells, the poor contrast of the cell cytoplasm, and the presence of mucus, blood, and inflammatory cells [4] (see examples in Fig. 1 ).
The issues involved in the manual analysis have motivated the development of automated systems for the analysis of Pap smear images. This is exemplified by the relatively large number of publications proposing methodologies that automatically segment the nuclei and (sometimes) cytoplasm from cervical cell images [5] . Early attempts focused on segmenting the nuclei of isolated or partially overlapping cells [6] - [8] . Current systems can now successfully delineate the nucleus and cytoplasm of single isolated cells [9] , [10] , the cytoplasm of single cells partially overlapping with other cells [11] , and the nuclei and cytoplasm from whole regions representing a clump of cells [4] , Fig. 1 . Examples of the original EDF cervical cytology images and synthetic images. The real EDF images contain isolated cells, clumps of overlapping cells and distractors, such as of blood, mucus, and other debris. Columns 1 and 2 are real EDF images and columns 3 and 4 are synthetic images. [12] . However, a complete segmentation of both the nucleus and associated cytoplasm for each cell has only been addressed much more recently, and with varying degrees of success [13] , [14] . It is worth noting that the segmentation of overlapping cells in cytological images is challenging due to the same issues that affect the manual analysis mentioned previously (number of cells, their variability, occlusion, and poor contrast). Therefore, it is important that further research be undertaken on this problem to identify and validate methodologies that can automatically produce precise segmentations of the large number of both isolated and overlapping cells typically present in cytology images.
In this paper, we present a thorough quantitative and qualitative evaluation of the methodologies submitted to the first Overlapping Cervical Cytology Image Segmentation Challenge held in conjunction with the IEEE International Symposium on Biomedical Imaging (ISBI) 2014. The challenge addressed the following issues involved in cell segmentation from cytology images: 1) automated nucleus detection and 2) individual cytoplasm segmentation from clumps of overlapping cells. Using 16 extended depth field (EDF) cervical cytology images [15] , we developed a database consisting of 945 synthetic cytology images. The data were split into 45 training images and 900 test images, where the segmentation difficulty varied as a function of number of cells and degree of overlap within the cell clumps present in the synthetic images. The challenge utilized synthetic images for two reasons: 1) to provide an effective way to control the difficulty of the segmentation task, and 2) to provide precise ground truth annotation for each cell nucleus and cytoplasm within the synthesized clumps of overlapping cells. This allows for a more effective use of limited training and testing images than if we had used the original 16 EDF images, which have annotations only for nuclei and cytoplasm of isolated cells.
The quantitative evaluation of the proposed methodologies is based on typical measures that assess detection and segmentation accuracy (e.g., Dice, false negative, and true positive rates) as a function of the number of cells and degrees of overlap in the cell clumps present in the synthetic test images. This evaluation allows the study of how these two factors affect the performance of the methodologies. The qualitative evaluation is based on a visual inspection and discussion of the segmentation of the original EDF images. Two teams obtained competitive results and submitted fully working systems that could detect and segment overlapping cells, and we also present results from an extension of a previously proposed algorithm [13] that was used to judge the baseline performance. All three methods are effective when segmenting clumps containing at most three cells with overlapping coefficients up to 0.3, but they fail in a similar manner outside this framework. To the best of our knowledge, this is the first segmentation challenge for the problem of overlapping cell segmentation from cervical cytology images. In addition, the database used in this challenge is currently publicly available in order to increase the attention of researchers to this important problem and enable further progress to be made (Evaluation code and Dataset: http://goo.gl/FT5EGs).
II. CHALLENGE

A. Organization
This segmentation challenge (Challenge website: http://goo. gl/gLzEIK) is divided into the following two problems: 1) the detection of multiple nuclei (which are used as a proxy for cell detection) and 2) the delineation of individual cytoplasm from clumps containing overlapping cervical cells. Teams from academia and industry were invited to submit new methodologies (in the form of an executable system), where only fully automated segmentation methods that could solve both the problems listed above were accepted. The challenge was first promoted in December 2013 with announcements on the conference web page and relevant mailing lists, and also via e-mails to key researchers in the field. On January 11, 2014, we released the first set of 45 training and 90 testing synthetic cytology images (all with manual annotations) and 8 EDF cytology images for quantitative and qualitative assessment. On February 5, (2014), the test set containing 810 synthetic cytology images and the remaining 8 EDF cytology images (we withheld the annotations from this test set) were released and the participating teams had until March 30, (2014) to submit their final code with results on all of the test images. The organizers then evaluated all quantitative results and published the results online on May 1, (2014), with a ranking of the participating teams with respect to each quantitative evaluation.
B. Description of Image Datasets
We assessed the submitted algorithms using a comprehensive dataset of 945 synthetic cervical cytology images, with a varying number of cells and differing degree of cell overlap. All the cells used to generate the synthetic images were extracted from 16 nonoverlapping fields-of-view (FOV) images obtained from four cervical cytology specimens. The specimens were prepared using the AutoCyte PREP technology [16] and so each specimen is around 20-μm "thick" in the focal dimension. Images were acquired on an Olympus BX40 microscope with a ×40 objective and a four megapixel SPOT Insight camera, with square pixels of size of 7.4 μm and a 100% fill factor, which gives an image resolution of around 0.185 μm per pixel. The ×40 objective has a numerical aperture of 0.75, which gives a depth of field of approximately 1 μm. Each FOV consists of 20 to 60 Papanicolaou stained cervical cells that form a set of clumps, in which each clump contains varying number of cells with different degrees of overlap. Therefore, for each FOV, a stack of at least 20 focal plane images were acquired with a focal depth separation of 1 μm. All the focal planes of each FOV was then converted to an EDF image, where all cellular objects are in focus, using a computationally efficient one-pass algorithm based on the overcomplete discrete wavelet transform [15] . All of the cervical cell nuclei, which were not touching the edge of the EDF image, were manually delineated by an experienced cytotechnologist. Note that due to the poor cytoplasm contrast in a number of the cell clumps, no attempt was made to manually delineate individual cytoplasm boundaries in the overlapping cells.
We divide the 16 EDF images (with 645 nuclei) into a training set containing 4 images, and testing set with 12 images. In addition, we manually annotate the cytoplasm of 12 isolated cervical cells (i.e., free-lying cells that do not overlap with other cells in the same image) in the 4 EDF images from the training set and 41 isolated cervical cells in the 12 images from the testing set. Finally, we also manually annotate the background region of the 16 EDF images. Using these annotated isolated cells and background, we constructed the synthetic images (size of 512 × 512 pixels) as follows: 1) form the background using the annotated background pixels randomly selected from the EDF images [see Fig. 2 (a)]; 2) pick one of the isolated cells, apply a random rigid transform (rotation, translation, and scale) and a random linear brightness transform, and place it on the image using an alpha channel (sampling from 0.88 to 0.99) that simulates the translucency of the cell [see Fig. 2 (b) and (c)]; and 3) pick additional isolated cells and apply the transformations described in step 2) above, but make sure that each newly added cell overlaps with at least one of the current cells in the image with an overlap coefficient in one of the following ranges:
Step 3) repeats until reaching the desired number of cells in an image, which in this paper varies from 2 to 10 cells per image. The overlap coefficient is defined as max( Since the primary target of this challenge is to evaluate the performance of the latest methods on overlapping cervical cells segmentation, we did not involve the mucus or debris in the synthetic images that may make the problem too complicated. We build 945 synthetic images in total, which contains 45 training images (taken from the 4 training EDF images) and 900 testing images (from the 12 test images). This imbalance in the number of training and testing images is explained by the fact that the dataset has been designed during the development of the baseline algorithm [13] , which is based on a level set method that does not need large amounts of training data. Incidentally, all methods that participated in the challenge also do not need large amounts of training data. Nevertheless, the option of generating more training images from the 4 EDF images was offered to the participants and is available from the public repository (http://goo.gl/KcpLrQ).
C. Participation in the Challenge
After the first call for participation, six teams were registered for participation in the challenge, but only the following two teams successfully submitted their working systems: 1) D. Ushizima, A. Bianchi and C. Carneiro. Segmentation of subcellular compartments combining superpixel representation with Voronoi diagrams (USA and Brazil); and 2) M. Nosrati and G. Hamarneh . A variational approach for overlapping cell segmentation (Canada). These two teams submitted fully automated methods for the detection of nuclei and segmentation of cytoplasm. We also provided the results of an extension [17] of the latest method developed by the challenge organizers [13] to be used as a baseline for the challenge. We explain in detail each one of these algorithms and the evaluation in the sections below.
D. Submission of Results
Each participating team submitted a two-page abstract to describe the proposed methodology and the results achieved on the challenge database. In addition, the teams also needed to submit a working system that could detect nuclei and segment the cytoplasm border of cells lying in clumps of overlapping cells, as the ones shown in the EDF and synthetic cytology images in Fig. 1 . For nuclei detection, the system must present all detected nuclei from a cytology image in the form of a binary image (1 representing the detected pixels of the nuclei and 0 denoting background). For the cytoplasm segmentation, the system must produce a set of binary images, with each image representing the binary mask of a single cell (1 representing cytoplasm and 0 denoting background). 
III. EVALUATION METRICS
We assess the performance of each algorithm both quantitatively and qualitatively using a set of evaluation metrics. Specifically, for nuclei detection, a detected region A is accepted as a correct detection against an annotation B if it meets the following conditions [4] :
where τ = 0.6 [4] . We compute the Dice coefficient (DC) and the object-based and pixel-based precision and recall of these detections [4] , where
For the cytoplasm segmentation, we compute the average DC (2) over the "good" cell segmentation, where a "good" segmentation is considered as the Dice value of the corresponding cell segmentation being DC > 0.7, on the synthetic images. In addition, the object-based false negative rate (FN o ) is presented as the proportion of cells having a DC ≤ 0.7. The pixel-based true positive rate (TP p ) and false positive rate (FP p ) are also shown using the "good" segmentations.
We also assessed the Dice and FN o performance of each methodology as a function of the number of cells and degree of overlap. Specifically, the 810 testing images were divided into 45 subsets, where each subset is composed of 18 images with the same number of cells and degree of overlap; and the "good" cell segmentation criterion, defined above, is applied when assessing the metrics on each subset. This evaluation allows for a better understanding of how each method works with an increasing level of segmentation difficulty.
The remaining point to be discussed in this section is the problem of associating automated segmentation with the ground truth annotation of cells, which is an important issue because the large degree of overlap among the cells in the synthetic images. We propose the following method to match each segmented region A i (where i ∈ {1, . . . , N} indexes the "good" cell segmentations) to a corresponding annotation B j (where j ∈ {1, . . . , M} indexes the ground truth annotation). We first compute the ratio of intersection and the union between A i and each of the annotations B j on the test image, as follows:
then the best ground truth annotation for A i is obtained with
IV. METHODS
In this section, we summarize the two submissions and the baseline method. [18] : This multistage algorithm, illustrated in Fig. 3 , benefits from the dark staining of the nuclear material to identify the nuclei, followed by its use as seeds to detect cytoplasm boundaries based on geometrical constructs. The proposed method consists of four stages: 1) preprocessing: this step includes the application of the bilateral filter [19] for minimizing intensity noise, followed by brightness improvement using the contrast-limited adaptive histogram equalization [20] for improving contrast, which enhances nuclei that often appears brighter due to cytoplasm overlap or staining artifacts [see Fig. 3(b) ]; 2) identification of cellular clumps through superpixel definition: this code merges regions based on pixel adjacency and intensity similarity using a graph-based linear-time algorithm [21] , followed by a global search cutoff algorithm [22] on the oversegmented (superpixel) map as shown in Fig. 3(c) ; 3) splitting cell clumps into nuclei [see Fig. 3(d) ] and a rough approximation of cytoplasmastic regions, using a local thresholding algorithm [23] , based on the properties within a subwindow of radius 15 pixels or 5.7 μm, which is approximately the diameter of the superficial squamous epithelium cell nucleus; 4) finally, a narrow-band [see Fig. 3(e) ] around each candidate nuclei is used as the seeds for a region growing process that considers both geometric and photometric information about the pixels [24] to identify cytoplasm clumps, followed by an image partitioning into convex polygons through Voronoi diagrams [see Fig. 3(f) ], so that the boundaries dividing neighboring cells have the equal distance to its nearest nucleus. Fig. 3(g) shows final result of segmentation, highlighting all nuclei in red, and individual cytoplasm boundaries in different colors. Notice that Fig. 3(b) is an intensity-based image, but it appears with pseudocolor to emphasize intensity variations. [25] : The first step consists of the nuclei detection based on the union of the output of MSER [26] and a random decision forest (RF) with nonelliptical connected components excluded [see Fig. 4 is optimized with respect to cytoplasms and nuclei level set functions, where this energy functional is a linear sum of the following five terms: 1) the regional term that measures the agreement of an image pixel with background, cytoplasm, and nucleus statistical models, where the probability of a given pixel belonging to the background is estimated by training a random forest classifier using the provided ground truth segmentation in the training set as in [27] [see Fig. 4 (c)-(e)]; 2) the distance prior between the boundary of the cytoplasm and its corresponding nucleus (defined using a spatially varying weight w [28] ) ensures that the nucleus φ n i is contained within the cytoplasm φ c i , while maintaining a distance of d pixels between them with w being used due to the large variation in the size of the cells and the distance between the nucleus and the cytoplasm (note that in regions with large nuclei density, the distance prior is enforced more strongly to prevent the cytoplasm's contour from growing too far from its nucleus, while in regions with no or sparse nuclei the distance prior is relaxed and the regional term steers the contour, so w = e SDM(all nuclei)/20 ); 3) the shape prior term which is defined as in [13] ; 4) the overlap constraint that limits the overlapping between two neighboring cytoplasms and penalizes the common area between two neighboring cells, where the cytoplasms that belong to the same clump [see Fig. 4(f) ] are considered as neighboring cells, and the clumps are detected by thresholding the cytoplasm probability obtained from RF; and 5) the regularization term which ensures smooth boundaries. Fig. 5 ) [17] : This is the baseline method proposed by the organizers, which is based on a joint optimization of multiple level set functions, where each function represents a cell within a clump that have both unary (intracell) The highlighted results represent the results from the other methods that use a subset of our challenge dataset.
1) Segmentation of Subcellular Compartments Combining Superpixel Representation With Voronoi Diagrams by D. Ushizima, A. Bianchi, and C. Carneiro
2) A Variational Approach for Overlapping Cell Segmentation by M. Nosrati and G. Hamarneh
3) Joint Optimization of Multiple Level Set Functions for the Segmentation of Overlapping Cervical Cells by Z. Lu, G. Carneiro, and A. Bradley (see
and pairwise (intercell) constraints. The unary constraints are based on contour length, edge strength, and cell shape, while the pairwise constraint is computed based on the area of the overlapping regions. A significant contribution of this method is the generation of an initial contour for the level set optimization, which is located at the cell overlapping regions and between cells and background. This method consists of an extension of the work by Lu et al. [13] , and the main steps of the methodology are depicted in Fig. 5 , and can be summarized as follows: 1) given a cervical cytology image in Fig. 5(a) , detect superpixels using the quick-shift algorithm [29] [see 
V. EXPERIMENTAL RESULTS
In this section, we first present a quantitative evaluation for the three algorithms in terms of nuclei detection and cytoplasm segmentation using the 810 synthetic cervical cytology test image dataset, and then we show a qualitative assessment using a subset of the synthetic test images and 8 EDF test images. Finally, we also include the results of two other methods (published after the ISBI 2014 challenge) that use a subset of our challenge dataset, and compare them with the three methods of the challenge. Table II shows the quantitative comparison among the three proposed methods, using Dice, objectbased, and pixel-based precision and recall. All three algorithms are comparable, with Ushizima et al.'s method slightly superior in terms of the object-based measure, and the baseline by Lu et al. ' s marginally superior for the pixel-based measure. 
A. Quantitative Assessment 1) Nuclei Detection:
2) Cytoplasm Segmentation From Overlapping Cervical Cells:
First, we present the results from the parameter tuning process for the three submitted methods in Table I . The method proposed by Ushizima et al. [18] has three parameters, which are based on biological properties of real cells: the intensity values in bilateral filter (IV BF ), the number of super-pixels (#SP ) and the radius for local thresholding (RLT ). For Nosrati et al.'s method [25] , the parameters λ i (where i ∈ {1, 2, 3, 4}) represent the weights of the terms in their energy function. Similarly, for the baseline method, κ and χ are the weights of the unary and binary terms, which are defined in [17, eqs. (4) and (7)]. We present the parameter tuning process using the training set for these three methods in Table I .
The first assessment of the cytoplasm segmentation (see Table II ) is based on the average values of the pixel-based Dice (DC), true positive rate (TP p ), and false positive rate (FP p ) for the "good" segmentations (those with DC > 0.7), and the object-based false negative rate (FN o ) for the segmentations having DC ≤ 0.7. The cytoplasm segmentation performance of the three algorithms are comparable with high DC values (close to 0.9), but the baseline method has a slight advantage for the pixel-based Dice and TP p measures, and Nosrati et al.'s method has a large advantage in terms of FN o . The difference between the best result of each measure in Table II and the other two methods is statistically significant for all cases, according to the unpaired t-test performed, assuming that p-value < 0.05 represents a statistically significant result (more specifically, for all measures, the p-value is significantly smaller than 0.0001, except for Recall (pixel), where p-value = 0.0238).
The second assessment, shown in Fig. 6 , consists of studying how the performance (in terms of pixel-based Dice and objectbased FN o ) of each method varies with respect to different number of cells and degree of overlap. In order to compute this result, we divided the 810 synthetic test images into 45 subsets, where each subset contains 18 images with the same number of cells and same degree of overlap, as defined in Section II-B. Fig. 6 shows that once there are more than three cells in a clump, all algorithms are not strongly sensitive to the number of cells. However, the performance (of the three methods) clearly deteriorates with an increase in the degree of overlap among
The average running time on the synthetic dataset of the method by Ushizima et al. [18] is about 2 s per cell segmentation using an unoptimized Fiji script on a Cray XC30 supercomputer with a 12-core Intel "Ivy Bridge" processor at 2.4 GHz with 64 GB RAM. Using an unoptimized MATLAB code running on a 3.4 GHz CPU with 16 GB RAM, the method proposed by Nosrati et al. [25] segments each cell in about 4 s, while the baseline [17] has a running time of around 50 s per cell segmentation. 
B. Qualitative Inspection
C. Other Methods Using the Challenge Dataset
In this section, we present the results of two papers that use a subset of our challenge dataset to evaluate their proposed methods [30] , [31] . The assessment of the method in [30] is performed on the 90 testing images (see Table III ) released during the first round of the challenge together with the annotations. This method is an extension of Nosrati et al.'s method submitted for the challenge, in which a star-shape prior is employed in their level set method. Tareef et al. [31] propose a coarse-to-fine method, in which the superpixels are generated and then used in a classification to distinguish the nucleus and cytoplasm. Finally, the cytoplasm contour of individual cervical cells is determined by edge enhancement techniques. This method is evaluated on the 45 training images (see Table III ). Please note that the evaluation results by the same methods are different between the tables because of the different subsets used (indicated in the table caption).
VI. DISCUSSION
This paper presented a comprehensive quantitative and qualitative assessment of a selection of state-of-the-art methods submitted to the first Overlapping Cervical Cytology Image Segmentation Challenge. The methodology proposed by Ushizima et al. was considered to be the challenge winner because it produces marginally better quantitative results in terms of nucleus detection and cytoplasm segmentation than the other approaches. Furthermore, the qualitative nuclei detection produced by Ushizima et al.'s method can also be regarded as the best among the three approaches given that, visually, it misses few nuclei and the true positives are detected with high precision. However, it is worth noticing that the qualitative comparison based on the visual appearance of the cytoplasm segmentation shows that Ushizima et al.'s approach produces relatively unrealistic results. We can reach many conclusions from these results. First, from the nuclei detection results (see Table II ), it is clear that a preprocessing step based on denoising and contrast enhancement (Ushizima et al.'s) is important to facilitate the detection of nuclei. Second, in this comparison, the level set methods produced the most accurate cytoplasm segmentation results, particularly when considering the qualitative visual results. Nevertheless, it is worth noticing that both methods based on level set (i.e., Nosrati et al.'s and Lu et al.'s) require quite elaborate methods for initializing the level set optimization for each cell. For instance, the baseline method based on an extension of the work by Lu et al. [13] has the best cytoplasm segmentation performance in terms of pixel-based Dice and true positive rate, but it also produces the highest object-based false negative rate, which occurs because poorly initialized level set functions never converge to the cell boundaries.
In general, the results shown in this paper indicate that the segmentation of isolated, or partially overlapping, cervical cells can be performed with high accuracy (Dice > 0.9 and FN o < 0.1) under certain limits. Specifically, as the clumps of cells become more complex with more than three cells, with overlap coefficients larger than 0.3, then the segmentation of individual cells become unreliable. This imposes a constraint on the methods proposed in this paper, which is that they should only operate within the limits shown in Fig. 6 . This introduces some research questions. For instance, is it possible to formulate methodologies that can produce results that are more accurate than the ones shown in this paper? Should we modify the input data in order to facilitate the accurate segmentation of individual cells from large clumps of overlapping cells? Is it possible to develop an evaluation process consisting of quantitative experiments that reflect well the qualitative visual results?
The first question can be addressed by a combination of the preprocessing and nuclei detection introduced by Ushizima et al. and the level set methods by Nosrati et al. and Lu et al., where the simple and fast Voronoi diagram method can be used to generate the initial estimation of the level set functions, which are then used in the level set evolution. Regarding the second question, we can modify the input data such that it consists of a multilayer cytology volume [32] , which means that the input data are now a volume consisting of a set of multifocal images acquired from the same specimen, where cells are no longer overlap (note that the cell overlapping happens during the 2-D EDF image formation that essentially projects this multilayer cytology volume data onto a 2-D image plane). The evaluation process can be modified with the participation of a cytopathologist, who can rank the segmentation results produced by each method. Alternatively, we can run a study that tries to correlate qualitative and quantitative experiments, and then only use the quantitative experiments that correlated well with the qualitative results. We hope that with the availability of this challenge dataset, we can get a better engagement from the community for the development of better methods to solve the overlapping cell segmentation problem presented in this paper. It is important to notice that this engagement is already happening, as shown in Section V-C, and we expect an increase in the use of this dataset in the next few years. 
