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We study the asymptotics related to the following matching cri-
teria for two independent realizations of point processes X ∼X and
Y ∼Y. Given l > 0, X ∩ [0, l) serves as a template. For each t > 0, the
matching score between the template and Y ∩ [t, t+ l) is a weighted
sum of the Euclidean distances from y − t to the template over all
y ∈ Y ∩ [t, t + l). The template matching criteria are used in neu-
roscience to detect neural activity with certain patterns. We first
consider Wl(θ), the waiting time until the matching score is above
a given threshold θ. We show that whether the score is scalar- or
vector-valued, (1/l) logWl(θ) converges almost surely to a constant
whose explicit form is available, when X is a stationary ergodic pro-
cess andY is a homogeneous Poisson point process. Second, as l→∞,
a strong approximation for − log[Pr{Wl(θ) = 0}] by its rate function
is established, and in the case where X is sufficiently mixing, the
rates, after being centered and normalized by
√
l, satisfy a central
limit theorem and almost sure invariance principle. The explicit form
of the variance of the normal distribution is given for the case where
X is a homogeneous Poisson process as well.
1. Introduction. In neuroscience, it is well accepted that neurons are the
basic units of information processing. By complex biochemical mechanisms
governing the ion flows through its membrane, a neuron generates very nar-
row and highly peaked electric potentials, or “spikes,” in its soma (main
body) [6]. These spikes can propagate along the neuron’s axons, which are
cables that extend over relatively long distance to reach the other cells. The
spikes can then influence the activities of those cells. The temporal pat-
tern in which a neuron generates spikes dynamically depends on its inputs,
which are either stimuli from the environment or biochemicals induced by
the spikes from the other neurons. In this way, information is processed
Received September 2003; revised January 2004.
AMS 2000 subject classifications. Primary 60F10; secondary 60G55.
Key words and phrases. Waiting times, template matching, large deviations, point pro-
cesses, central limit theorem.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Applied Probability,
2005, Vol. 15, No. 1A, 153–174. This reprint differs from the original in
pagination and typographic detail.
1
2 Z. CHI
through the neural network. Because spikes are very narrow and peaked,
point processes are the most commonly used models for neuronal activity,
with points representing the temporal locations of spikes.
For many studies in neuroscience, it is necessary to detect segments of
neuronal activity that exhibit certain patterns [1, 10, 11]. Recently, in a
study on the activity of brain during sleep, a template matching algorithm
was developed which uses linear filtering to quickly detect such segments
(cf. [3]). The algorithm is template based. Suppose S = {x1, . . . , xn} is a
nonempty sequence of spikes generated by a neuron under some specific
condition between time 0 and l. This sequence is used as a template. Given
a data sequence of spikes Y = {y1, y2, . . .} generated by the same neuron but
at a different time, the goal is to find segments in Y that have a temporal
pattern similar to S. To do this, for each time point t, collect all y’s between
t and t + l and shift them back to the origin. If the temporal distances
between the shifted y’s and S are small on average, then it indicates that
the temporal pattern of the activity recorded in Y between t and t+ l is
similar to that of S. Therefore one can use the following matching score
M(t) =
1
l
∑
y between t and t+l
f(d(y − t, S))
to measure the overall distance, where f(x) is a function of x ≥ 0 that
is nonincreasing, and d is the Euclidean distance such that for any y ∈ R
and S ⊂ R, d(y,S) = inf{|y − s| : s ∈ A}. Let θ be a threshold value fixed
beforehand. If M(t)≥ θ, then output t as a location of matching segment,
or “target.” To improve accuracy, the detection was modified to involve
multiple matching criteria so that both f and θ are vector-valued. Then t
is a target location only if M(t)≥ θ (cf. [3]), where, for u= (u1, . . . , un) and
v = (v1, . . . , vn), “u≥ v” denotes “uj ≥ vj for all j.” For later use, let “u > v”
denote “u≥ v and u 6= v.”
In the above studies, it is necessary to evaluate how difficult it is to get
false targets if a data sequence is noise. A useful criterion for this is the wait-
ing time until the matching score is larger than or equal to θ. Presumably,
when the template is longer, that is, l is larger, it would be more difficult
to find false targets. But how much more difficult? In this article, we study
the asymptotics of the waiting time under certain assumptions on the point
processes underlying the template and the data.
To fix notation, realizations of a point process on R will be regarded as
point sequences. For a < b and S ⊂R, denote
Sba = S ∩ [a, b), S − a= {t− a :a ∈ S}.
We will think of the template S as an initial segment of an infinite se-
quence X of points on R. That is, S = X l0 for some l > 0. Given f =
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(f1, . . . , fn) :{0} ∪R→Rn, if Y is another sequence of points, then for each
t > 0, define
ρl(X
l
0, Y
t+l
t ) =

1
l
∑
y∈Y t+lt
f(d(y − t,X l0)), if X l0 6=∅,
(−∞, . . . ,−∞), otherwise.
In practice, it is reasonable to require that fk(x), k = 1, . . . , n, be non-
increasing functions in x ≥ 0. However, to get the asymptotics of W , this
requirement can be dropped. Given a threshold θ ∈ Rn, the waiting time
until the first false target is detected is
Wl(θ,X,Y ) = inf{t≥ 0 :ρl(X l0, Y t+lt )≥ θ}.
To study the asymptotics of Wl as l increases, assume X and Y are
random realizations of two point processes X and Y on R, respectively. One
would think of stationary Poisson point processes as signals that contain the
least amount of information. In other words, they are plainly noise. We will
mainly focus on the case where Y is Poisson.
The asymptotics of waiting times for pattern detection using random
templates have been studied for the case where X= {Xn, n≥ 1} and Y =
{Yn, n ≥ 1} are integer indexed processes (cf. [2, 7, 13, 14] and references
therein). In these works, the matching score is defined for (X1, . . . ,Xn) and
(Y1, . . . , Yn) as the average of ρ(Xj , Yj) for some function ρ. Whereas the
temporal relations between points are essential in the asymptotics considered
here, it is apparent such relations are not relevant in the above results.
When f is scalar-valued function f , the first main result is:
Theorem 1. Suppose that X and Y are point processes on R that are
independent of each other and f is a bounded scalar function. Assume:
1. X is a stationary and ergodic point process with mean density
N =ENX[0,1) ∈ (0,∞),
where NX(·) is the random counting measure associated with X (cf. [5]).
2. Pr{d(0,X) is a continuity point of f}= 1.
3. Pr{f(d(0,X))> 0}> 0.
4. Y is a Poisson point process with density λ ∈ (0,∞).
Define
φ := λE[f(d(0,X))],(1.1)
Λ(t) := λE[etf(d(0,X)) − 1].(1.2)
Then, given θ > φ,
lim
l→∞
1
l
logWl(θ,X,Y) = sup
t≥0
{θt−Λ(t)} w.p.1.(1.3)
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Theorem 1 can be generalized to the case where the signal is a com-
pound Poisson process. Such a process can be characterized as a pair Y˜ =
(Y,{Q(y), y ∈R}), whereY is a common Poisson point process with density
λ and Q(y) i.i.d. ∼Q ∈ N are random variables independent of X and Y.
For Y ∼Y, each y ∈ Y is interpreted as a location where there is at least one
point, and Q(y) is the number of points at y. Then for Y˜ ∼ Y˜, the matching
score between X l0 and the segment of Y˜ in [t, t+ l), denoted by Y˜
t+l
t , is
ρl(X
l
0, Y˜
t+l
t ) =
1
l
∑
y∈Y t+lt
Q(y)f(d(y − t,X l0)).
Proposition 1. Suppose all the assumptions in Theorem 1 are satisfied.
In addition, suppose G(t) := E[etQ]<∞ for all t > 0. Then, given θ > φ :=
λE[f(d(0,X))]E[Q],
lim
l→∞
1
l
logWl(θ,X, Y˜) = sup
t≥0
{θt− Λ˜(t)} w.p.1,
where Λ˜(t) = λE[G(tf(d(0,X)))− 1].
The asymptotic in Theorem 1 can also be proved when n = dimf > 1.
Because the monotonicity property of R used in the proof of Theorem 1 is
lost in this case, some changes in the assumptions are needed.
Theorem 2. Assume X, Y and f satisfy all but condition 3 in Theo-
rem 1. Instead, assume:
3′. For any v 6= 0, Pr{〈v, f(d(0,X))〉> 0}> 0.
Define Λ(t) = λE[e〈t, f(d(0,X))〉 − 1] and φ as in (1.1). Then for any θ > φ,
lim
l→∞
1
l
logWl(θ,X,Y) = inf
z≥θ
Λ∗(z) w.p.1,(1.4)
where
Λ∗(z) = sup
t∈Rn
{〈z, t〉 −Λ(t)}
is bounded and continuous.
The proofs for Theorems 1 and 2 rely on the conditional large deviations
principle (LDP) of a family of random variables, because X ∼X is a fixed
realization (cf. [2, 4, 7, 8]). These random variables have close relationship to
ρl(X
l
0,Y
l
0). We next consider the asymptotics of the latter and restrict our
focus to the case where f is scalar-valued. First, the following approximation
for the conditional LDP for ρl(X
l
0,Y
l
0) holds.
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Theorem 3. Under the same assumption as in Theorem 1, for any set
of points S ⊂R, let
ΛS,l(t) =

1
l
logE
[
exp
{
t
∑
y∈Yl0
f(d(y,S))
}]
=
λ
l
∫ l
0
[etf(d(y,S)) − 1]dy,
if S 6=∅,
0, otherwise,
(1.5)
Λ∗S,l(θ) = sup
t∈R
[θt−ΛS,l(t)].(1.6)
Then, given θ > φ, almost surely, for X ∼X,
− logPr{ρl(X l0,Yl0)≥ θ}− lΛ∗Xl0,l(θ) = o(
√
l ).(1.7)
Note that Pr{ρl(X l0,Yl0)≥ θ}=Pr{Wl(θ) = 0}.
Remark. Despite the higher-order approximation in Theorem 3, the
difference between the aforementioned random variables and ρl(X
l
0,Y
l
0) does
not allow the approximation to be applied to the proof of Theorem 1 and it
is not clear to me how to derive a similar higher-order approximation to Wl.
Finally, under suitable conditions, − logPr{ρl(X l0,Yl0) ≥ θ} after being
centered and normalized is asymptotically normal, as the following result
combined with (1.7) shows.
Theorem 4. Assume X, Y and f satisfy all but condition 2 in The-
orem 1. Instead, assume f 6= 0 is continuous. Given θ > φ, let t0 be the
(unique) point with Λ∗(θ) = θt0−Λ(t0). If X is a Poisson point process with
density ρ, then almost surely, for X ∼X,
l{Λ∗Xl0,l(θ)− [θt0−ΛXl0,l(t0)]} = o(
√
l ), l→∞,(1.8)
√
l(θt0−ΛXl0,l(t0)−Λ
∗(θ)) D→N(0,4ρσ2),(1.9)
with
σ2 =Var
{
G
(
U
2ρ
)
−UE
[
g
(
U
2ρ
)
U
2ρ
]}
+
{
E
[
G
(
U
2ρ
)
− g
(
U
2ρ
)
U
2ρ
]}2
,(1.10)
where U ∼Exp(1), g(x) = et0f(x) and G(x) = ∫ x0 g.
Remark. Following the proof of Theorem 4, it can be shown that, in-
stead of assuming X to be a Poisson process, if
∫∞
0 ψ(t)dt <∞ and ei-
ther f has bounded support or Eτ2 <∞, where ψ(t) = sup{|P (A ∩ B)−
P (A)P (B)| :A ∈ σ(X0−∞),B ∈ σ(X∞t )} and τ = min(X∞0 ), then (1.8) and
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the asymptotic normality of
√
l(θt0 − ΛXl0,l(t0)− Λ
∗(θ)) still hold. Indeed,
under the assumptions, the left-hand side of (1.9) is
√
n(ΛX,n(t0)−Λ(t0))+
o(1), w.p.1, with n= ⌊l⌋, and the random variables Zn = λ
∫ n+1
n [e
t0f(d(y,X))−
1]dy satisfy the mixing condition in [12], Theorem 1, yielding the asymptotic
normality. However, in general, the explicit form of the limit distribution is
not readily obtained.
The rest of the article is organized as follows. In Sections 2 and 3, Theo-
rem 1 is proved. In Section 4, Theorem 2 is proved. In Section 5, Theorem 3
is proved. Finally, in Section 6, Theorem 4 is proved.
2. Waiting times for scalar-valued matching scores. In this section, sup-
pose X and Y satisfy the conditions in Theorem 1. For any function g,
denote g+ =max(g,0) and g− =max(−g,0), and for ε > 0,
gε(x) = sup
|t−x|≤ε
g(t).
For integer n> 1 and X,Y ⊂R with Y discrete, define
An(X,Y ) =
1
n
∑
y∈Y n−10
inf
n−1≤l≤n
f+(d(y,X l0))
− 1
n− 1
∑
y∈Y n0
sup
n−1≤l≤n
f−(d(y,X l0)),
Bn,ε(X,Y ) =
1
n− 1
∑
y∈Y n+ε0
sup
n−1≤l≤n
f+ε (d(y,X
l
0))
− 1
n
∑
y∈Y n−1ε
inf
n−1≤l≤n
f−ε (d(y,X
l
0)).
Since
f+ε (x) = sup
|t−x|≤ε
f+(t)≥ f+(x), f−ε (x) = inf|t−x|≤εf
−(t)≤ f−(x),(2.1)
it is seen that Bn,ε(X,Y )≥An(X,Y ). The following lemmas are needed for
the proof of Theorem 1.
Lemma 1. Given θ ∈R, almost surely, for X ∼X, as n→∞, eventually
there are
αn,X,θ := Pr{An(X,Y)≥ θ}> 0, βn,ε,X,θ := Pr{Bn,ε(X,Y)≥ θ}> 0.
Because of Lemma 1, the logarithms in the results below are well defined
almost surely.
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Lemma 2 (Upper bounds for Wl). Let θ be an arbitrary number. Then
Pr
{
lim sup
l→∞
1
l
log[α⌈l⌉,X,θ ×Wl(θ,X,Y)]≤ 0
}
= 1.(2.2)
Lemma 3 (Lower bounds for Wl). Let θ be an arbitrary number. Then
Pr
{
lim inf
l→∞
1
l
log[β⌈l⌉,ε,X,θ ×max(Wl(θ,X,Y),1)]≥ 0
}
= 1.(2.3)
Lemma 4 (LDP). Almost surely, for X ∼ X, the conditional laws of
An(X,Y), n≥ 2, satisfy the LDP with a good rate function
Λ∗(θ) = sup
t∈R
{θt−Λ(t)},(2.4)
and the conditional laws of Bn,ε(X,Y), n≥ 2, satisfy the LDP with a good
rate function
Λ∗ε(θ) = sup
t∈R
{θt− λE[etfε(d(0,X)) − 1]}.
Assume for now that the above lemmas hold. For θ > φ, by Lemmas 2
and 4, almost surely, for X ∼X, Y ∼Y,
lim sup
l→∞
1
l
logWl(θ,X,Y )≤ inf
z>θ
Λ∗(z).(2.5)
It is known that Λ is strictly convex (e.g., [9]). Because f is bounded, Λ is
smooth everywhere with Λ′(0) = φ. By condition 3 of Theorem 1, Λ(t)→∞
exponentially as t→∞. These imply that for any z > φ, Λ∗(z)> 0 is finite
and achieved on (0,∞), and Λ∗ is a continuous strictly increasing convex
function on (φ,∞). Then by (2.5), it is seen that
lim sup
l→∞
1
l
logWl(θ,X,Y )≤ Λ∗(θ),(2.6)
and to complete the proof of (1.3), it remains to show
lim inf
l→∞
1
l
logWl(θ,X,Y )≥ Λ∗(θ).(2.7)
By Lemmas 3 and 4, for any ε > 0,
lim inf
l→∞
1
l
logmax(Wl(θ,X,Y ),1)≥ inf
z≥θ
Λ∗ε(z).
Similar to the above argument, it is seen that almost surely, for X ∼ X,
Y ∼Y,
lim inf
l→∞
1
l
logmax(Wl(θ,X,Y ),1)≥Λ∗ε(θ) = sup
t≥0
{θt−Λε(t)},(2.8)
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where Λε(t) = λE[e
tfε(d(0,X))− 1]. Let t∗ be the unique point where Λ∗(θ) =
θt∗ − Λ(t∗). Then Λ∗ε(θ) ≥ θt∗ − Λε(t∗). By condition 2 of Theorem 1 and
dominated convergence, Λε(t
∗)→Λ(t∗), leading to lim infε→0Λ∗ε(θ)≥ Λ∗(θ)>
0. So by (2.8)
lim inf
l→∞
1
l
logmax(Wl(θ,X,Y ),1)≥ Λ∗(θ)> 0.
The lower bound also implies Wl(θ,X,Y )→∞. These combined with (2.8)
prove (2.7). 
3. Proofs of lemmas.
Proposition 2. For X satisfying condition 1 of Theorem 1,
Pr
{
lim
l→∞
l− sup{x :x ∈Xl0}
l
= 0
}
= 1,
where, for Xl0 =∅, sup{x :x∈Xl0} is defined to be −∞.
Proof. BecauseX is stationary and ergodic, almost surely, for a realiza-
tion X of X, as l→∞, NX [0, l)/l→N > 0, implying that for any ε ∈ (0,1),
NX [(1− ε)l, l)→∞. Now
l− sup{X l0}
l
≥ ε =⇒ NX((1− ε)l, l) = 0,
leading to
Pr
{
lim sup
l→∞
l− sup{x :x ∈Xl0}
l
≥ ε
}
= 0,
which completes the proof. 
Proof of Lemma 1. Because Bn,ε ≥ An, it is enough to show that
almost surely, for X ∼ X, αn,X,θ := Pr{An(X,Y) ≥ θ} > 0 eventually, as
n→∞. Let X be a realization of X and sn =min(Xn−10 ), τn =max(Xn−10 ),
for n≥ 2. It is easy to see sn/n→0 w.p.1. By Proposition 2, almost surely,
τn is well defined for all large n and (n− τn)/n→0. Note that for y ∈ Y τnsn ,
d(y,Xn−10 ) = d(y,X). By the ergodicity of X and condition 3 of Theorem 1,
almost surely,
lim
n→∞E
[
1
n
∑
y∈Yτnsn
1{f(d(y,Xn−10 ))>0}
]
= lim
n→∞
λ
n
∫ τn
sn
1{f(d(y,X))>0} dy
= lim
n→∞
λ
n
∫ n
0
1{f(d(0,X−y))>0} dy
= λPr{f(d(0,X))> 0}> 0.
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Then it is seen that for n large enough, there is ηn > 0 such that
Pr
{
1
n
∑
y∈Yτn0
f+(d(y,Xn−10 ))> ηn
}
> 0.
Define
Cn =
{
Y :Y n0 = Y
τn
sn ,
1
n
∑
y∈Y n0
f(d(y,Xn−10 ))> ηn
and ∀ y ∈ Y n0 , f(d(y,Xn−10 ))> 0
}
.
By the property of Poisson processes, it is not hard to see that Pr{Y ∈Cn}>
0. Fix N ∈N with N > θ/ηn. Let Dn consist of all Y with Y n0 being the union
of Z1∩ [0, n), . . . , ZN ∩ [0, n) for some Z1, . . . ,ZN ∈Cn with Zi∩Zj ∩ [0, n) =
∅, i 6= j. Then Pr{Y ∈ Dn} > (Pr{Y ∈ Cn})N > 0 and for any Y ∈ Dn,
An(X,Y )≥Nηn ≥ θ. 
Proof of Lemma 2. Let {Kn} be a sequence of positive numbers to be
determined later. Fix n≥ 2. Let X be a realization of X with αn,X,θ > 0 and
Y a realization of Y. If there is l ∈ (n− 1, n], such that Wl(θ,X,Y )>Kn,
then for all t ∈ [0,Kn],
1
l
∑
y∈Y t+lt
f(d(y − t,X l0))< θ
=⇒ 1
l
∑
y∈Y t+lt
f+(d(y − t,X l0))
< θ+
1
l
∑
y∈Y t+lt
f−(d(y − t,X l0))
=⇒
(a)
1
n
∑
y∈Y t+n−1t
inf
n−1≤l≤n
f+(d(y − t,X l0))
< θ+
1
n− 1
∑
y∈Y t+nt
sup
n−1≤l≤n
f−(d(y − t,X l0))
=⇒ An(X,Y − t)< θ,
with (a) due to f+, f− ≥ 0. In particular,Wl(θ,X,Y )>Kn implies An(X,Y −
kn)< θ for k = 0, . . . , ⌊Kn/n⌋. Because An(X,Y − kn) only depends on X
10 Z. CHI
and Y
(k+1)n
kn , by the fact that Y
(k+1)n
kn are i.i.d.,
Pr{∃ l ∈ (n− 1, n] s.t. Wl(θ,X,Y)>Kn}
≤ Pr
{⌊Kn/n⌋⋂
k=0
{An(X,Y− kn)< θ}
}
=
⌊Kn/n⌋∏
k=0
Pr{An(X,Y− kn)< θ} ≤ (1−αn,X,θ)Kn/n ≤ e−αn,X,θKn/n.
Choose Kn = c(n)n/αn,X,θ, with
∑
e−c(n) <∞ and 1n log c(n)→0. Then
Pr
{
∃ l ∈ (n− 1, n] s.t. 1
l
log[αn,X,θ ×Wl(θ,X,Y)]> 1
l
log[c(n)n]
}
≤ e−c(n).
Because the above bound is uniform over X with αn,X,θ > 0 and summable,
by the Borel–Cantelli lemma and Lemma 1, (2.2) is therefore proved. 
Proof of Lemma 3. Fix n ≥ 2, ε ∈ (0,1) and L > 0. Let X be a re-
alization of X with βn,ε,X,θ > 0 and let Y be a realization of Y. If there is
l ∈ (n− 1, n] such that Wl(θ,X,Y )≤L, then there is τ ∈ [0,L] such that
1
l
∑
y∈Y τ+lτ
f(d(y − τ,X l0))≥ θ,
which implies that for some t= kε, k = 0,1, . . . , ⌊L/ε⌋,
1
l
sup
τ∈[t,t+ε]
∑
y∈Y τ+lτ
f(d(y − τ,X l0))≥ θ.
Since for any τ ∈ [t, t+ε], Y t+n−1t+ε ⊂ Y τ+lτ ⊂ Y t+n+εt , the above equality leads
to
1
n− 1 supτ∈[t,t+ε]
∑
y∈Y t+n+εt
f+(d(y − τ,X l0))
− 1
n
inf
τ∈[t,t+ε]
∑
y∈Y t+n−1t+ε
f−(d(y − τ,X l0))≥ θ.
Because |d(y − τ,X l0) − d(y − t,X l0)| ≤ ε for any y ∈ R and τ ∈ [t, t + ε],
by (2.1), the above inequality implies
1
n− 1
∑
y∈Y t+n+εt
f+ε (d(y − t,X l0))−
1
n
∑
y∈Y t+n−1t+ε
f−ε (d(y − t,X l0))≥ θ
=⇒ Bn,ε(X,Y − t)≥ θ.
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Because t= kε, for some k = 0,1, . . . , ⌊L/ε⌋, by the stationarity of Y,
Pr{∃ l ∈ (n− 1, n] s.t. Wl(θ,X,Y)≤L}
≤ Pr
{⌊L/ε⌋⋃
k=0
{Bn,ε(X,Y− kε)≥ θ}
}
≤
⌊L/ε⌋∑
k=0
Pr{Bn,ε(X,Y− kε)≥ θ}= (L/ε+1)βn,ε,X,θ.
For L≥ 1, this implies
Pr{∃ l ∈ (n− 1, n] s.t. max(Wl(θ,X,Y),1)≤ L} ≤ 2Lβn,ε,X,θ/ε.
The above bound holds for L ∈ (0,1) as well. Choose L= L(n) = e−c(n)/βn,ε,X,θ
with
∑
e−c(n) <∞ and c(n)n →0 to get
Pr
{
∃ l ∈ (n− 1, n] s.t. 1
l
log[βn,ε,X,θ ×max(Wl(θ,X,Y),1)]≤−c(n)
l
}
≤ 2e−c(n)/ε.
By an argument similar to the end of the proof of Lemma 2, (2.3) is proved.

Proof of Lemma 4. The proof is an application of the Ga¨rtner–
Ellis theorem. We will only consider the LDP of An(X,Y). The LDP of
Bn,ε(X,Y) can be similarly treated.
The first step is to show that almost surely, for X ∼X,
1
n
logE[entAn(X,Y)]→Λ(t) for all t ∈R.(3.1)
Let gn(y) = infn−1≤l≤n f+(d(y,X l0)) and hn(y) = supn−1≤l≤n f
−(d(y,X l0)).
Then given t ∈R,
1
n
logE[entAn(X,Y)] =
1
n
logE
[
exp
{
t
( ∑
y∈Yn−10
gn(y)− n
n− 1
∑
y∈Yn0
hn(y)
)}]
= I1 + I2,
with
I1 =
λ
n
∫ n−1
0
[
exp
{
t
(
gn(y)− n
n− 1hn(y)
)}
− 1
]
dy,
I2 =
λ
n
∫ n
n−1
[
exp
{
− tn
n− 1hn(y)
}
− 1
]
dy.
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Because f is bounded, I2→0 as n→∞. Letting sn =min(Xn−10 ) and τn =
max(Xn−10 ), it is seen that if sn ≤ y ≤ τn, then d(y,X l0) = d(y,X), yielding
gn(y) = f
+(d(y,X)) and hn(y) = f
−(d(y,X)). Let
F (y) = exp
{
t
(
f+(d(y,X))− n
n− 1f
−(d(y,X))
)}
− 1.
Clearly sn/n→0. By Proposition 2, we can assume (n − τn)/n→0. Let
Jn = [0, sn]∪ [τn, n− 1]. Then by the boundedness of f , as n→∞,
I1 =
λ
n
∫ n−1
0
F − λ
n
∫
Jn
F +
λ
n
∫
Jn
[
exp
{
t
(
gn(y)− n
n− 1hn(y)
)}
− 1
]
dy
=
λ
n
∫ n
0
[
exp
{
t
(
f+(d(0,X − y))− n
n− 1f
−(d(0,X − y))
)}
− 1
]
dy + o(1).
Because X is ergodic, it is seen that I1→λE[etf(d(0,X)) − 1], proving (3.1)
for fixed t. It follows that almost surely, (3.1) holds for t in a countable
dense subset of R. On the other hand, by the boundedness of f , it is not
hard to show that 1n logE[e
ntAn(X,Y)], n ≥ 1, are equicontinuous functions
in t on any bounded region and Λ(t) is continuous. Therefore, almost surely,
for X ∼X, the convergence in (3.1) holds for all t ∈R.
The function Λ(t) is smooth and strictly convex. By condition 3 of The-
orem 1, Λ(t)→∞ exponentially fast as t→∞. To finish the proof, consider
the event E = {f(d(0,X))< 0}. If Pr(E)> 0, then, as t→−∞, Λ(t)→∞ ex-
ponentially fast and hence Λ is essentially smooth (cf. [[9]], Definition 2.3.5).
By the Ga¨rtner–Ellis theorem, the LDP holds for An(X,Y) with the good
rate function Λ∗. If Pr(E) = 0, or equivalently, f(d(0,X)) ≥ 0 w.p.1, then
by Theorem 2.3.6 and Lemma 2.3.9 of [9], for any open set G,
lim inf
n→∞
1
n
logPr{An(X,Y) ∈G} ≥− inf
α∈G∩(0,∞)
Λ∗(α).
Since for α< 0, Λ∗(α) =∞, and for 0≤ α < φ, Λ∗(α)<∞ is decreasing, the
above inequality implies
lim inf
n→∞
1
n
logPr{An(X,Y) ∈G} ≥ − inf
α∈G
Λ∗(α).
Therefore the LDP is proved. 
4. Waiting times for vector-valued matching scores. Let comparison or
maximization of vectors be made component-wise, for example, if f = (f1, . . . , fn),
then f+ = (f+1 , . . . , f
+
n ), supx∈A f(x) = (supx∈A f1(x), . . . , supx∈A fn(x)), and
for vectors u= (u1, . . . , un), v = (v1, . . . , vn), max(u, v) = (max(u1, v1), . . . ,max(un, vn)).
Given θ ∈Rn, define Wl(θ,X,Y ) as in the case where f is scalar-valued.
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Proof of Theorem 2. Lemmas 1–3 still hold. Following the proof for
Lemma 4,
1
n
logE[en〈t,An(X,Y)〉]→Λ(t).(4.1)
Let ζ = f(d(0,X)). Since Λ(t) <∞ on Rn and is differentiable, to show
that the laws of An(X,Y) follow the LDP with the good rate function
Λ∗(z), by the Ga¨rtner–Ellis theorem, it is enough to show that |∇Λ(t)| =
|E[ζe〈t, ζ〉]|→∞ as |t|→∞. Assume for a sequence tj ∈ Rn with |tj |→∞,
|E[ζe〈tj , ζ〉]| ≤M . Then there is a subsequence of τj := tj/|tj | converging to
some v with |v|= 1. Without loss of generality, assume the whole sequence
τj converges to v. Then |E[〈v, ζ〉e〈tj , ζ〉]| ≤M . By condition 3′, there is ε > 0
such that Pr{〈v, ζ〉 > 3ε} > 0. Because f is bounded, for j large enough,
|τj − v||ζ|< ε. Then
|E[〈v, ζ〉e〈tj , ζ〉]| ≥ E[〈v, ζ〉e〈tj , ζ〉1{〈v, ζ〉≥3ε}] +E[〈v, ζ〉e〈tj , ζ〉1{〈v, ζ〉≤0}]
≥ E[〈v, ζ〉e|tj |(〈v, ζ〉−ε)1{〈v, ζ〉≥3ε}]
+E[〈v, ζ〉e|tj |(〈v, ζ〉+ε)1{〈v, ζ〉≤0}]
≥ 3εPr{〈v, ζ〉 ≥ 3ε}e2ε|tj | −E|ζ|eε|tj |→∞,
which is a contradiction.
LetM(t) =E[e〈t, ζ〉]. For any a > 1, let V = {t :M(t)≤ a}. BecauseM(t) is
convex and continuous, V is a convex closed set. Assume V is unbounded,
then there are tj ∈ V with |tj |→∞ and τj = tj/|tj |→v for some v with
length 1. Given r > 0, |tj|> r for all large j. As 0, |tj |τj ∈ V , rτj ∈ V , imply-
ing rv ∈ V . As a result, M(rv)≤ a for all r > 0, which is impossible due to
condition 3′. Therefore, V is bounded. Suppose |v| ≤R for all v ∈ V . Then
for t with |t|>R, by the Ho¨lder inequality, M(t)≥ (M(Rt/|t|))|t|/R ≥ a|t|/R,
and hence Λ(t) =M(t)− 1→∞ exponentially fast in |t|. Therefore, Λ∗(z)≤
supt∈R{|z||t| − Λ(t)} is bounded on any bounded set. Since Λ∗ is convex,
then it is seen Λ∗ is continuous.
By (2.2) and the LDP for the conditional laws of An, almost surely, for
X ∼X and Y ∼Y,
lim sup
l→∞
1
l
logWl(θ,X,Y )≤− lim inf
n→∞
1
n
Pr{An(X,Y)> θ}
(4.2)
≤ inf
z>θ
Λ∗(z) = inf
z≥θ
Λ∗(z),
with the last equality due to the continuity of Λ∗. For z ≥ θ > φ, 〈1, z〉 ≥
〈1, θ〉> 〈1, φ〉= λE[〈1, ζ〉]. Then by Theorem 1
Λ∗(z)≥ sup
t≥0
{t〈1, z〉 − λE[et〈1, ζ〉 − 1]} ≥ sup
t≥0
{t〈1, θ〉 − λE[et〈1, ζ〉 − 1]}> 0.
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On the other hand, by the Ga¨rtner–Ellis theorem,
lim inf
l→∞
1
l
logmax{1,Wl(θ,X,Y )} ≥ − lim sup
n→∞
1
n
Pr{Bn,ε(X,Y)≥ θ}
(4.3)
≥ inf
z≥θ
Λ∗ε(z).
Similarly to the proof for Theorem 1, it just remains to show
lim
ε→0
inf
z≥θ
Λ∗ε(z) = inf
z≥θ
Λ∗(z),(4.4)
where Λ∗ε(z) = supt∈R{〈z, t〉 −E[e〈t, fε(d(0,X))〉 − 1]}.
Let M = supx≥0 |f(x)|. Since
Λ∗ε(z)≥ sup
t≥0
{|z|t− etM}→∞, |z|→∞,
uniformly for ε > 0, for some bounded closed set A⊂ {z : z ≥ θ}, infz≥θΛ∗ε(z) =
infz∈AΛ∗ε(z). Next show that as a family of functions parameterized by ε > 0,
Λ∗ε is equicontinuous on A for all small ε.
By the boundedness of f and conditions 2 and 3′, for any v ∈Γ= {z : |z|= 1},
there are η = η(v)> 0, δ = δ(v)> 0, and an open neighborhood U =U(v)⊂
Γ, such that
Pr{〈v, fε(d(0,X))〉 ≥ 2η}> η for all ε≤ δ
and M |v − u|< η, for all u ∈ U . Because Γ is compact, there are v1, . . . , vn
such that Γ =
⋃n
k=1U(vk). Let δ =mink=1 δ(vk) and η =min
n
k=1 η(vk). For
any v ∈ Γ, there is k such that v ∈ U(vk). Then for any ε≤ δ, when 〈vk, fε(d(0,X))〉 ≥
2η(vk),
〈v, fε(d(0,X))〉 ≥ 〈vkfε(d(0,X))〉 − |v− vk|M ≥ 2η(vk)− η(vk)≥ η,
implying Pr 〈v, fε(d(0,X))〉> η > η. Fix L> 0 such that |z| ≤ L for all z ∈A.
For t ∈R \ {0}, write t= |t|v. Then as |t|→∞,
〈z, t〉 − λE[e〈t, fε(d(0,X))〉 − 1]
≤L|t| − λE[(e|t|〈v, fε(d(0,X))〉 − 1)1{〈v, fε(d(0,X))〉>η}] + λ
≤L|t| − ηλeη|t| + λ→ −∞,
uniformly for z ∈ A and ε ≤ δ. Since Λ∗ε(z) ≥ 0, this implies that there is
R > 0 such that for all z ∈ A and ε ≤ δ, the maximizer t∗(z, ε) of 〈z, t〉 −
λE[e〈t, fε(d(0,X))〉 − 1] is in BR := {z : |z| ≤R}. Then for any z1, z2 ∈A, it is
seen Λ∗ε(z1) − Λ∗ε(z2) ≤ 〈t∗(z1, ε), z1 − z2〉 ≤ R|z1 − z2|. Likewise, Λ∗ε(z2) −
Λ∗ε(z1)≤R|z1 − z2|. So Λ∗ε(z) is equicontinuous.
Choose εn such that limn infz≥θΛ∗n(z) = lim infε→0 infz≥θΛ∗ε(z), where
Λ∗n := Λ∗εn . Let zn ∈ A be such that Λ∗n(zn) = infz∈AΛ∗n(z). Then zn has
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a convergent subsequence. Without loss of generality, suppose zn→z ∈ A.
Following the same argument as in the proof of Theorem 1, Λ∗n(z)→Λ∗(z).
Then by the equicontinuity of Λ∗ε ,
lim inf
ε→0 infz≥θ
Λ∗ε(z) = limn→∞Λ
∗
n(zn) = limn→∞Λ
∗
n(z) = Λ
∗(z)≥ inf
z≥θ
Λ∗(z)> 0.
Therefore, (4.3) can be replaced by
lim inf
l→∞
1
l
logWl(θ,X,Y )≥ inf
z≥θ
Λ∗ε(z).
This together with (4.2) implies that
lim sup
ε→0
inf
z≥θ
Λ∗ε(z)≤ inf
z≥θ
Λ∗(z),
which completes the proof of (4.4). 
5. An approximation for large deviations. Given θ > φ := λE[f(d(0,X))],
it is easy to see that θt−Λ(t) achieves Λ∗(θ) at a unique point t0. Further-
more, t0 ∈ (0,∞) and
θ =Λ′(t0) = λE[f(d(0,X))et0f(d(0,X))].(5.1)
Lemma 5. Almost surely, for X ∼ X, when l is large, θt − ΛXl0,l(t)
achieves Λ∗
Xl0,l
(θ) on (0,∞) and the maximizer t∗ = t∗(X, l) is unique. Fur-
thermore, t∗ satisfies
θ =Λ′Xl0,l(t
∗) =
λ
l
∫ l
0
f(d(y,X l0))e
t∗f(d(y,Xl0)) dy(5.2)
and, as l→∞, t∗→ t0, ΛXl0,l(t
∗)→Λ(t0) and Λ′′Xl0,l(t
∗)→Λ′′(t0).
Proof. Almost surely, for X ∼X, for all large l, ΛXl0,l(t) is smooth,
strictly convex, ΛXl0,l
(0) = 0, and Λ′
Xl0,l
(t)→∞ exponentially fast as t→∞.
Furthermore, following the proof of Lemma 1,
lim
l→∞
λ
l
∫ l
0
f(d(y,X l0))dy = lim
l→∞
λ
l
∫ l
0
f(d(y,X))dy =E[f(d(0,X))].
and hence Λ′
Xl0,l
(0) < θ, implying θt− ΛXl0,l(t) has a unique maximizer t
∗
which is in (0,∞). By differentiation, (5.2) is proved. For any t > t0, by
(5.1) and (5.2), as l→∞,
Λ′Xl0,l(t)→Λ
′(t)> Λ′(t0) = θ =ΛXl0,l(t
∗).
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Therefore, t∗ < t eventually, giving limsupl→∞ t∗ ≤ t0. Likewise, lim infl→∞ t∗ ≥
t0. This proves t
∗→ t0. Finally, following the equicontinuity argument as in
the previous sections,
ΛXl0,l
(t∗) =
λ
l
∫ l
0
[et
∗f(d(y,Xl0)) − 1]dy→λE[et0f(d(0,X)) − 1] = Λ(t0)
and
Λ′′Xl0,l(t
∗)=
λ
l
∫ l
0
f2(d(y,X l0))e
t∗f(d(y,Xl0)) dy
→λE[f2(d(0,X))et0f(d(0,X))] = Λ′′(t0)> 0. 
Proof of Theorem 3. GivenX ∼X such that ΛXl0,l has the properties
described in Lemma 5, let
Jl = exp(lΛ
∗
Xl0,l
(θ))Pr
{ ∑
y∈Yl0
f(d(y,X l0))≥ lθ
}
.
First, because Jl ≤ exp(lΛ∗Xl0,l(θ))E[exp{t
∗(
∑
y∈Yl0 f(d(y,X
l
0)) − lθ)}] = 1,
we have
limsup
l→∞
1√
l
logJl ≤ 0.
It remains to show that
lim inf
l→∞
1√
l
logJl ≥ 0.(5.3)
For l > 0 large enough, let g(y) := f(d(y,X l0)). Let t
∗ > 0 be the maximizer
of θt−ΛXl0,l(t) as in Lemma 5. Define measures ν = νXl0,l and µ= µXl0,l on
[0, l], respectively, by
dν(y)
dy
= λet
∗g(y) and dµ(y) =
dν(y)
K
,
with K =
∫ l
0 dν(y). Then µ is a probability measure. It is easy to see that
K = l(ΛXl0,l
(t∗) + λ) = l(θt∗−Λ∗Xl0,l(θ) + λ) and lθ =KE[g(ξ)],(5.4)
with ξ ∼ µ. Also,
K
l
=ΛXl0,l
(t∗) + λ→Λ(t0) + λ= λE[et0f(d(0,X))]> 0 as l→∞.(5.5)
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Letting m=E[g(ξ)], by (5.4) and the properties of Poisson processes,
Jl = e
lΛ∗
Xl
0
,l
(θ) ∞∑
n=0
e−λl
λn
n!
∫
[0,l]n
1{
∑n
i=1
g(yi)≥lθ} dy1 · · ·dyn
= e
lΛ∗
Xl
0
,l
(θ)−λl+K ∞∑
n=0
e−K
Kn
n!
∫
[0,l]n
1{
∑n
i=1
g(yi)≥lθ} exp
{
−t∗
n∑
i=1
g(yi)
}
×
n∏
i=1
λet
∗g(yi)
K
dy1 · · ·dyn
= elθt
∗
∞∑
n=0
e−K
Kn
n!
E
[
1{
∑n
i=1
g(ξi)≥lθ} exp
{
−t∗
n∑
i=1
g(ξi)
}]
=
∞∑
n=0
e−K
Kn
n!
E
[
1{
∑n
i=1
(g(ξi)−m)≥(K−n)m} exp
{
−t∗
n∑
i=1
(g(ξi)−m)
}]
et
∗(K−n)m,
with ξ1, . . . , ξn i.i.d.∼ µ.
Fix δ > 0. Recall t∗ > 0. If m≥ 0, then
Jl ≥
∑
K≤n≤K+δ
√
K
e−K
Kn
n!
E
[
1{
∑n
i=1
(g(ξi)−m)≥0} exp
{
−t∗
n∑
i=1
(g(ξi)−m)
}]
× e−t∗
√
Kmδ .
A similar bound can be obtained when m< 0, by summing over K− δ√K ≤
n≤K instead. Without loss of generality, assume m≥ 0. Let
Gn =
∑n
i=1(g(ξi)−m)√
nVar[g(ξ)]
.
Let l→∞. Then t∗→ t0 and by (5.5), K→∞. There is a constant c1 =
c1(δ)> 0, such that for large K,
∑
K≤n≤K+δ
√
K e
−KKn/n!≥ c1 and hence
Jl ≥
∑
K≤n≤K+δ
√
K
e−K
Kn
n!
E[1{0≤Gn≤δ}e
−t∗
√
n Var[g(ξ)]Gn ]e−t
∗
√
Kmδ
≥
∑
K≤n≤K+δ
√
K
e−K
Kn
n!
Pr{0≤Gn ≤ δ}e−t∗
√
2K Var[g(ξ)]δe−t
∗
√
Kmδ
≥ c1 min
K≤n≤K+δ
√
K
Pr{0≤Gn ≤ δ}e−t∗
√
KDδ
with D =
√
2Var[g(ξ)] +m. It is not hard to see that for ξ ∼ µ and η =
f(d(0,X)),
Var[g(ξ)] =
∫ l
0 g
2(y)et
∗g(y) dy∫ l
0 e
t∗g(y) dy
−
(∫ l
0 g(y)e
t∗g(y) dy∫ l
0 e
t∗g(y) dy
)2
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→ E[η
2et0η]
E[et0η]
−
(
E[ηet0η]
E[et0η]
)2
> 0
and hence Var[g(ξ)] is uniformly bounded below from 0 for all large l. Be-
cause g(y) = f(d(y,X l0)) is uniformly bounded, Gn satisfy Lindeberg’s con-
dition, giving Gn
D→N(0,1). Together with (5.5), these imply that there is
a constant c2 > 0 which is independent of l and δ, and some ρ= ρ(δ) > 0,
such that Jl ≥ ρe−c2t∗
√
lδ, yielding
lim inf
l→∞
1√
l
logJl ≥−c2t0δ.
Because δ is arbitrary, (5.3) is proved. 
6. Asymptotic normality.
Proof of Theorem 4. From Lemma 5, it is seen that almost surely,
for large l > 0, there are unique τl, tl > 0 with Λ
∗
X,l = θτl−Λ(τl), Λ∗Xl0,l(θ) =
θtl − ΛXl0,l(tl). Furthermore, τl, tl→ t0 as l→∞. Fix δ,M > 0, such that
τl, tl ∈ (t0 − δ, t0 + δ) for all large l > 0 and λ|etf(d(y,Xl0)) − 1| ≤M/2 for
t ∈ (t0−δ, t0+δ) and all y. Following the argument in the proof of Lemma 1,
on (t0 − δ, t0 + δ),
|ΛX,l(t)−ΛXl0,l(t)| ≤ (min(X
l
0) + dl)M/l,(6.1)
where dl = l − max(X l0). Clearly, min(X l0) = O(1) w.p.1. Letting n = ⌊l⌋,
dl ≤ sn = n+ 1−max(Xn−∞) D= 1−max(X0−∞) D= 1+ ρU , with U ∼ Exp(1).
Given ε > 0, Pr{sn ≥
√
εn} ≤ Pr{(U +1)2 ≥ εn}. Since EU2 <∞, applying
the Borel–Cantelli lemma to sn, it is seen that dl = o(
√
l ), w.p.1, and hence
the left-hand side of (6.1) is o(1/
√
l ) w.p.1. Then, by tl, τl ∈ (t0 − δ, t0 + δ),
|Λ∗X,l(θ)−Λ∗Xl0,l(θ)| ≤ sup|t−t0|<δ
|ΛX,l(t)−ΛXl0,l(t)|= o(1/
√
l )
(6.2)
w.p.1.
On the other hand, it is easy to see that for large l > 0 and n= ⌊l⌋,
|ΛX,l(t)−ΛX,n(t)| ≤ 2M/l(6.3)
for all t ∈ (t0 − δ, t0 + δ). In particular, letting t= τn, τl leads to
|Λ∗X,l(θ)−Λ∗X,n(θ)| ≤ sup
|t−t0|<δ
|ΛXl0,l(t)−ΛXl0,l(t)| ≤ 2M/l.(6.4)
From (6.1)–(6.4), it is seen that (1.8) holds if we can show
zn =
√
n [θ(τn − t0)− (ΛX,n(τn)−ΛX,n(t0))] = o(1) w.p.1.
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Since zn =Λ
∗
X,n(θ)−(θt0−ΛX,n(t0))≥ 0, it is enough to prove limsupzn ≤ 0,
or equivalently,
lim inf
n→∞
√
n [ΛX,n(τn)−ΛX,n(t0)− θ(τn − t0)]≥ 0.(6.5)
Because τn ∈ (t0 − δ, t0 + δ) and ΛX,n(t) is smooth, by Taylor’s expansion,
for some t∗ ∈ (t0 − δ, t0 + δ),
ΛX,n(t)−ΛX,n(t0)− θ(t− t0) =An(t− t0) + Bn,t
∗(t− t0)2
2
≥− A
2
n
2Bn,t∗
,
where
An =
1
n
∫ n
0
f(d(y,X))et0f(d(y,X)) dy − θ,
Bn,t =
1
n
∫ n
0
f2(d(y,X))etf(d(y,X)) dy > 0.
Because f is bounded and X is ergodic, there exists a constant η > 0, such
that Bn,t > η for all large n and t ∈ (t0 − δ, t0 + δ). The random variables
Zn =
∫ n
n−1
f(d(y,X))et0f(d(y,X)) dy
are bounded and form a stationary process such that An =
1
n
∑n
k=1Zk − θ.
Since t0 maximizes θt− E[etf(d(0,X)) ], θ = E[f(d(0,X))et0f(d(0,X))] = EZn.
Let α(k) := sup{|P (F1∩F2)−P (F1)P (F2)| :F1 ∈ σ(Zn, n≤m), F2 ∈ σ(Zn, n >
m+ k), m≥ 1}. We shall show ∑∞k=1α(k)<∞, once this is done, it follows
that
√
nA2n→0 almost surely (cf. [12], Theorem 2). Then the left-hand side
of (6.5) is bounded below by lim inf(−√nA2n/2η) = 0, which completes the
proof of (1.8).
Given k ≥ 1, for any m≥ 1, let
I = 1{X∩(m,m+k/3)6=∅} and J = 1{X∩(m+2k/3,m+k)6=∅}.
From the definition of Zn, it is seen that when I = 1, for n≤m, Zn only de-
pends onX
m+k/3
−∞ . Therefore, for any event F1 ∈ σ(Zn, n≤m), F1∩{I = 1} ∈
σ(X
m+k/3
−∞ ). Likewise, for any event F2 ∈ σ(Zn, n > m+ k), F2 ∩ {J = 1} ∈
σ(X∞m+2k/3). Consequently, by the property of Poisson processes, P (F1 ∩ F2, I = 1, J = 1) = P (F1, I = 1)P (F2, J = 1).
Because X is stationary and has density ρ > 0,
0≤ P (F1 ∩F2)−P (F1 ∩F2, I = 1, J = 1)
≤ P{I = 0}+ P{J = 0}= 2P{X ∩ [0, k/3) =∅}= 2e−ρk/3
and similarly, 0≤ P (F1)P (F2)−P (F1, I = 1)P (F2, J = 1)≤ 2e−ρk/3. There-
fore, |P (F1∩F2)−P (F1)P (F2)| ≤ 4e−ρk/3, leading to
∑
α(k)≤ 4∑e−ρk/3<∞.
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By (6.1) and (6.3), in order to show (1.9), it is enough to demonstrate√
n(θt0−ΛX,n(t0)−Λ∗(θ)) D→ N(0,4ρσ2), or
1√
n
(∫ n
0
g(d(y,X))dy − nν
)
D→N(0,4ρσ2),
where ν =E[g(d(0,X))]. Because d(0,X)∼ 12ρU , with U ∼ Exp(1),
ν =E
[
g
(
U
2ρ
)]
= 2ρE
[
G
(
U
2ρ
)]
.
For Xn0 = {x1, . . . , xN}, with xi < xi+1, letting x0 = 0, xN+1 = n and I =∑N
i=0G(
xi+1−xi
2 ),∫ n
0
g(d(y,X))dy
=
∫ x1
0
g(y)dy +2
N−1∑
i=1
∫ (xi+xi+1)/2
xi
g(y − xi)dy +
∫ n
xN
g(y − xN )dy
= 2I +G(x1) +G(n− xN )− 2G(x1/2)− 2G((n− xN )/2).
The last four terms are o(n−1/2), so it suffices to consider 2I . Given a specific
value of N ,
(x1, x2, . . . , xN )∼
(
nU0
(N +1)U
,
n(U0 +U1)
(N + 1)U
, . . . ,
n(U0 +U1 + · · ·+UN )
(N +1)U
)
,
with U0, . . . ,UN i.i.d.∼ Exp(1), and UN = 1N+1
∑N
k=0Uk. So by Taylor’s ex-
pansion,
I
D
=
N∑
i=0
G
(
nUi
2(N + 1)UN
)
=
N∑
i=0
G
(
Ui
2ρ
)
+
N∑
i=0
g
(
n(1− ξ)Ui
2(N + 1)UN
+
ξUi
2(N +1)UN
)[
nρ
(N + 1)UN
− 1
]
Ui
2ρ
=
N∑
i=0
G
(
Ui
2ρ
)
+ (N + 1)AN
[
nρ
(N +1)UN
− 1
]
=
N∑
i=0
[
G
(
Ui
2ρ
)
− AN
UN
(Ui − 1)
]
+
AN
UN
(nρ−N − 1),
where ξ ∈ (0,1) and
AN =
1
N + 1
N∑
i=0
g
(
n(1− ξ)Ui
2(N +1)UN
+
ξUi
2(N + 1)UN
)
Ui
2ρ
.
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Therefore,
1√
n
(
I − nν
2
)
D
=
1√
n
N∑
i=0
[
G
(
Ui
2ρ
)
− ν
2ρ
− AN
UN
(Ui − 1)
]
+
N +1− nρ√
n
(
ν
2ρ
− AN
UN
)
.
As n→∞, (N + 1− nρ)/√nρ D→N(0,1). And as m→∞, Um P→ 1, Am P→
E[g( U2ρ )
U
2ρ ] (because g is continuous). These combined with CLT then give
(1.10).

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