Abstract-This paper considers the design of wavelet tight frames based on iterated oversampled filter banks. The greater design freedom available makes possible the construction of wavelets with a high degree of smoothness, in comparison with orthonormal wavelet bases. In particular, this paper takes up the design of systems that are analogous to Daubechies orthonormal wavelets-that is, the design of minimal length wavelet filters satisfying certain polynomial properties, but now in the oversampled case. Gröbner bases are used to obtain the solutions to the nonlinear design equations. Following the dual-tree DWT of Kingsbury, one goal is to achieve near shift invariance while keeping the redundancy factor bounded by 2, instead of allowing it to grow as it does for the undecimated DWT (which is exactly shift invariant). Like the dual tree, the overcomplete DWT described in this paper is less shift-sensitive than an orthonormal wavelet basis. Like the examples of Chui and He, and Ron and Shen, the wavelets are much smoother than what is possible in the orthonormal case.
INTRODUCTION
Frames, or overcomplete expansions, have a variety of attractive features. With frames, better time-frequency localization can be achieved than is possible with bases. Some wavelet frames can be shift invariant, while wavelet bases cannot be. Frames provide more degrees of freedom to carry out design. Several applications have benefited from the use of frames, for example, denoising [3, 9, 23, 39] and signal coding [15, 25] . There are a number of methods of generating practical frames.
1. The undecimated DWT (UDWT) generates a wavelet frame from an existing wavelet basis by removing the subsampling from an existing critically sampled filter bank, see [9, 18, 26, 29, 36] .
2. A wavelet frame can be obtained by taking the union of two (or more) bases. This can be implemented with two independent filter banks operating in parallel. Kingsbury has shown the advantages of dual-tree DWTs in [19, 20] . 3 . A wavelet frame can also be obtained by iterating a suitably designed oversampled filter bank as developed in [7, 30, 31] , for example. This is the type of frame to be considered in this paper.
Of these three methods, only the undecimated DWT generates a truly time-invariant discrete transform. However, the UDWT has an expansion factor of log N : it expands an N -sample data vector to N log N samples. For very large data sets, like images, this data expansion can make it difficult to use in practice. On the other hand, the dual-tree DWT, and the oversampled DWT to be described below, expands an N -sample data vector to 2N samples-independent of the number of scales over which the signal decomposition is performed. While it does not yield exactly shift-invariant discrete transforms, Kingsbury has shown that, nevertheless, the dual-tree DWT can be made very nearly time invariant by suitably designing two filter banks to work together. 2 This paper describes new wavelet tight frames based on iterated oversampled FIR filter banks, first introduced in [35] . The setting is the same as [7, 30] ; however, the design problem under consideration and the approach are different. In particular, this paper takes up the design of systems that are analogous to Daubechies orthonormal wavelets [12] -that is, the design of minimal length wavelet filters satisfying certain polynomial properties, but now in the oversampled case. It should be noted that in the oversampled case, if a wavelet is very smooth it does not mean that its moments t k ψ(t) dt are zero (or small) for k > 0, in sharp contrast to the orthonormal case. The smoothness and zero moments properties are less related than in the critically sampled case. Like the examples by Chui and He [7] and Ron and Shen [30] , the wavelets presented below are much smoother than what can be achieved in the critically sampled case; however, in this paper the zero moments properties of the wavelets are also taken into account. For a given number of wavelet moments and a given number of zeros at z = −1 of the scaling filter H 0 (z), the wavelets presented below are of minimal length.
In [7, 30] methods are given to generate a tight wavelet frame corresponding to a specified refinable function (scaling function). The approach taken in this paper is to treat the scaling and wavelet functions together as unknown. The nonlinear design equations that arise are then solved using Gröbner bases. As Gröbner bases are used in this paper to carry out the design, we are able to obtain zero wavelet moments for wavelets of minimal length, in contrast to earlier work on wavelet tight frames of this type. Although the high computational and memory cost of Gröbner bases limits their utility, we are able to obtain solutions of practical interest. In addition, software for Gröbner bases is improving with time.
In addition, like Kingsbury's dual-tree DWT, the frames presented in this paper are less shift-sensitive than orthonormal wavelet bases, even though the redundancy rate is only 2, independent of the number of scales over which the signal expansion is performed. Because the frames described in this paper are based on iterated FIR filter banks, a fast discrete frame transform is simple to implement. This paper considers exclusively tight frames.
WAVELET TIGHT FRAMES AND ITERATED OVERSAMPLED FILTER BANKS

Preliminaries
For in-depth analysis of oversampled filter banks and frames, see for example [1, 4, 8, 11, 12, 30, 31] . Here the notation and basic framework is given. We follow a framework that closely resembles the standard multiresolution framework leading to orthonormal dyadic wavelet bases. Each of the wavelet tight frames to be developed in this paper will be based on a single-scaling function φ(t) and two distinct wavelets ψ 1 (t) and ψ 2 (t). (We label the wavelets as ψ 1 , ψ 2 instead of ψ 0 , ψ 1 as it will simplify notation.) Following the theory of dyadic wavelet bases, the scaling space V j and the wavelet spaces W i,j are defined as
(Of course, dyadic wavelet bases are based on a single-scaling function φ and a single wavelet ψ. The extra wavelet here makes this system an overcomplete one.) Following the multiresolution framework, one asks that these signal spaces be nested:
It follows that φ, ψ 1 , ψ 2 satisfy the dilation and wavelet equations
Corresponding to φ, ψ 1 , ψ 2 , we have the scaling filter h 0 (n), the two wavelet filters h 1 (n) and h 2 (n), and the oversampled filter bank illustrated in Fig. 1 . The transfer function H i (z) is given by n h i (n)z −n . Note that throughout the paper,
In this paper we consider φ, ψ i for which any square integrable signal f (t) is given by
where That is, the functions {φ
Note that an orthonormal dyadic wavelet basis can be written in this formwith ψ 2 (t) = 0 and h 2 (n) = 0 one retrieves the multiresolution framework that leads to orthonormal bases. From (1) , it can be shown that both frame bounds A and B are equal to 1. It should be emphasized that even though A = B = 1, the frames to be considered in the paper are not an orthonormal basis because the functions φ, ψ 1 and ψ 2 do not have norm 1. A = B = 1 means the frame is an orthonormal basis only when ψ 1 = ψ 2 = 1, which will not be the case for the tight frames to be described in this paper.
The frame conditions require that 2 . We will use the normalization 1 = φ(t) dt.
Zeros at
The degrees of freedom in the design of oversampled filter banks can be used in a variety of ways. We emphasize that, in contrast to critically sampled filter banks, there are some important differences with respect to zero wavelet moments and the smoothness properties. It is noted that this can be used to improve the smoothness of the wavelets as in [7, 30] . Let K 0 denote the number of zeros H 0 (e ω ) has at ω = π . For i = 1, 2, let K i denote the number of zeros H i (e ω ) has at ω = 0:
For orthonormal bases (ψ 2 (t) = 0), it is necessary that K 0 = K 1 , so no distinction need be made between K 0 and K 1 . However, for tight wavelet frames of the form (1), it is not necessary that K 0 = K 1 = K 2 . K 0 denotes the degree of polynomials representable by shifts of φ(t) and is related to the smoothness of φ(t). K 1 and K 2 denote the number of zero moments of the wavelet filters h 1 (n) and h 2 (n), provided K 0 ≥ K 1 , and
That is, as long as K 0 ≥ K 1 and K 0 ≥ K 2 , one has
resembling the case for orthonormal wavelet bases. (P k denotes the space of polynomials of degree k and less.) The value of K 0 influences the degree of smoothness of φ (and therefore of ψ i ). On the other hand, the values K 1 and K 2 indicate what polynomials are annihilated (compressed) by the given signal expansion. In contrast to orthonormal wavelet bases, with a tight frame one has the possibility of controling these parameters more freely. If it is desired for a given class of signals that the wavelets have two zero moments (for example), then the remaining degrees of freedom can be used to achieve a higher degree of smoothness by making K 0 greater than K 1 and K 2 .
Although the values K i need not all be equal, there is still the constraint
This is obtained from
which is a consequence of the tight frame conditions (3) . So the minimum length of h 0 is
In the orthonormal case K 0 = K 1 and K 2 = ∞ (as h 2 = 0), which gives the minimum length of h 0 to be 2K 0 , which is consistent with Daubechies' orthonormal filters.
Spline-Based Tight Frames
Ron and Shen present a very interesting example in [30, 31] of a family of wavelet tight frames based on spline functions. In that example, there are K 0 wavelets, and the scaling function φ is a spline obtained by convolving the square pulse p(t) with itself K 0 times: φ(t) = p(t) * · · · * p(t) (a B spline). K 0 can be any integer, so φ can be extremely smooth and symmetric, and approaches the Gaussian as K 0 is increased. In addition, all the wavelets are also symmetric or anti-symmetric. The filters h i are given by
In this construction the number of wavelets increases with the increase of the smoothness, and the ith wavelet has i zeros at z = 1. That is, increasing K 0 increases the redundancy and does not raise the minimum K i . In particular, ψ 1 has K 1 = 1 only. More recently, Chui and He [7] also introduced wavelet tight frames for the same φ(t), but with only two wavelets (three if they are to be symmetric and anti-symmetric). This reduces the redundancy; however, in this case at least one of the wavelets does not have more than a single zero moment. Also introduced in [7] are wavelet tight frames based on symmetric interpolating scaling functions, for which
In Section 3, examples of minimal length are given for which the redundancy is limited to 2, and for which K 1 = K 2 > 1. However, the filters h i are not given by a simple formula.
Norms
It should be emphasized that for a tight frame of this kind, it is not necessary that ψ 1 and ψ 2 have the same norms (L 2 norms). While many examples of tight frames given in the literature are based on functions having equal norms, that is not a requirement in general. In particular, for the examples presented below, we have ψ 1 = ψ 2 . It is important to know the value of the norms ψ i in applications where the wavelet coefficients f, ψ i are processed, for example, by quantization in compression, or thresholding in denoising. The quantization and threshold levels must be adjusted according to the norm of ψ i .
Because closed form expressions for φ(t) and ψ i (t) are not available in general, their norms cannot be calculated directly. However, given the filters h i , the norms ψ i , φ can be conveniently calculated by defining the autocorrelation functions s(t) and w i (t) and by then evaluating them at t = 0. Let
Then s(0) = φ(t) 2 and w i (0) = ψ i (t) 2 . It can be shown that the autocorrelation functions s(t) and w i (t) satisfy dilation and wavelet equations, as do φ(t) and ψ i (t),
where r i are the discrete-time autocorrelation sequences of the filters h i :
Therefore, samples of s(t) and w i (t) can be computed using the same methods used to compute samples of φ(t) and ψ(t), described in [5, 37] for example. In particular, s(0) and w i (0) can be obtained.
As φ(t) dt = 1, we also have s(t) dt = 1. (The integral of a convolution is the product of the integrals.) This normalization condition is needed so that the samples of s(t), w i (t) can be obtained correctly.
Filter Banks
Just as Mallat's algorithm for computing a wavelet expansion of a signal from its fine-scale scaling coefficients c(k) can be implemented by iterating a critically sampled two-channel filter bank, a wavelet frame of the type described above corresponds to the oversampled filter bank illustrated in Fig. 1 . It also gives an overcomplete discrete-time signal expansion (a frame for l 2 (Z)).
Wavelet frames, having the form described above, have twice as many wavelets than is necessary. Yet note that the corresponding filter bank illustrated in Fig. 1 is oversampled by 3/2, not by 2. However, if the filter bank is iterated a single time on its lowpass branch (h 0 ), the total oversampling rate will be 7/4. For a three-stage filter bank, illustrated in Fig. 2 , the oversampling rate will be 15/8. When this filter bank is iterated on its lowpass branch indefinitely, the total oversampling rate increases toward 2, which is consistent with the redundancy of the frame for L 2 (R).
The "algorithme á trous" or undecimated DWT, is based on the iteration of an undecimated two-channel filter bank. Note that an l-stage filter bank of this type gives l + 1 output samples for each input sample-it is redundant by a factor of l + 1. Therefore, although this overcomplete expansion system is exactly shift invariant, it has an oversampling rate that increases without bound as the filter bank is iterated indefinitely, and although only a finite number of levels can be implemented in practice, the high degree of redundancy can make the undecimated DWT impractical for very large multidimensional data sets.
Even though both the filter bank illustrated in Fig. 2 and the iterated undecimated filter bank (on which the UDWT is based) are oversampled, they lead to overcomplete signal expansions having very different rates of redundancy. In the first case, the redundancy is bounded by 2, while in the second case, the redundancy grows with the number of scales over which the signal is analyzed.
Frame Conditions
For the oversampled filter bank of Fig. 1 we have by standard multirate identities the relation,
Therefore, for h 0 , h 1 , h 2 to generate a tight frame, it is necessary that they satisfy the perfect reconstruction equations
and
For detailed descriptions of oversampled PR filter banks, see for example [4, 11, 22] .
Discrete-Time Wavelet Tight Frame Expansions
The iterated oversampled filter bank provides an overcomplete discrete-time expansion (a frame for l 2 (Z)). Following the exposition and notation of, for example, [38, Section 3.3.1], we denote the iterated filters that form the discrete-time frame by h (j ) i . In a tight frame filter bank with J stages, the iterated filters are given by
Then any sequence x(n) ∈ l 2 (Z) can be written as a linear combination of h (J )
where the weights are given by h
An important difference between discrete-time orthonormal expansions and tight frame expansion of this type is the following: Not only are the norms of h i unequal, the norms of the iterated filters h . However, as j increases, their norms converge to the norms of the continuous-time functions φ(t), ψ i (t), as will be illustrated in the examples below.
NEW EXAMPLES
We seek to design FIR filters h 0 , h i , h 2 that generate tight frames of the form described in (1). The filters also generate discrete-time tight frames via the iteration of oversampled filter banks. We seek the shortest filters h i having a prescribed number of zeros at z = −1 and z = 1 (specified by the values K i ) that satisfy the tight frame conditions (3), (4) . In the examples, we ask that K 1 = K 2 . If they are unequal, then one wavelet annihilates more polynomials than the other, or one wavelet is doing "more work" than the other.
Note that the conditions (3), (4) are nonlinear equations in the filter coefficients h i (n).
For the design problems considered below, these nonlinear design equations will be handled using Gröbner bases, a powerful but computationally expensive tool from computational algebraic geometry [10] . In a loose sense, Gröbner bases extend the Gaussian elimination of variables to polynomial systems of equations. The Gröbner bases are too big to include in the paper, but they are available on the author's Webpage. For previous applications of Gröbner bases to the design of wavelets and filters, see for example [13, 24, 27, [32] [33] [34] .
Example 1-(K
For the first example, we ask that K 0 = 3, K 1 = K 2 = 1. It was found that the shortest filters h 0 , h 1 , h 2 satisfying (3), (4) are of length 4, 4, and 2, respectively. The filters are given by
This system was found independently in [7] by a different approach. The filters and the wavelet functions are illustrated in Fig. 3 . φ(t) is symmetric, ψ i (t) are anti-symmetric. Note that φ(t) is especially smooth given its support. On the other hand, it is important to note that the wavelets have only one zero moment: ψ i (t) dt = 0, but tψ i (t) dt = 0. The analysis filter bank annihilates constant signals x(n) = c, but does not annihilate ramp signals x(n) = c · n. 
FIG. 3. The generators of a wavelet tight frame with parameters
K 0 = 3, K 1 = K 2 = 1.
Due to the simple form of h 0 , the scaling function φ(t) is a B spline, obtained by convolving a square pulse p(t) with itself: φ(t) = p(t) * p(t) * p(t).
but note also that φ(t) 2 = ψ 1 (t) 2 + ψ 2 (t) 2 ; i.e., the energy of the scaling function equals the total energy of the wavelets. As mentioned above, the iterated filters h (j ) i have different norms at different scales j . The norms of these iterated filters, shown in Table 1 , are needed, so that quantization and thresholding levels can be properly chosen in applications. The norms of the iterated filters converge to the norms of the scaling and wavelet functions, as evident in Table 1 . h
→ ψ i . Therefore, it is important to keep track of the norms only for the first few stages.
Note that the centers of symmetry of h 1 and h 2 are offset by a single sample. Accordingly, the centers of symmetry of ψ 1 and ψ 2 are offset by exactly one-half. h 1 (n) is centered halfway between h 2 (n) and h 2 (n − 1). ψ 1 (t) is likewise centered between ψ 2 (t) and ψ 2 (t − 1). In particular, φ 1 (t) ≈ ψ 2 (t − 1 2 ). Having more wavelets than necessary gives a closer spacing between adjacent wavelets within the same scale. It is this property that makes this system less shift-sensitive than a nonredundant system. Also, note that K 0 + K 1 = 4, the length of h 0 . While K i are more free than in the orthonormal case, there is still the constraint that the minimum length of the filter h 0 is 
Example 2-(K
For the second example, we ask that
It was found that the shortest filters h 0 , h 1 , h 2 satisfying (3), (4) are of length 7, 7, and 5, respectively.
This example does not appear to admit simple expressions for the coefficients h i (n), as the nonlinear design equations are much more complex. In particular, each of the transfer functions H i (z) has zeros away from z = −1 and z = 1, making the system of equations more complicated. However, by utilizing Gröbner basis methods [10] it is possible to solve the equations algebraically. (Singular [16] was used for the Gröbner basis calculations.) The original design equations have only rational coefficients, and we were able to obtain explicit expressions for h i (n) in terms of radicals. The expressions obtained for h i (n) are too long to include here, but are available from the author. However, the expressions for the autocorrelation sequences r i (n), from which h i can be obtained via spectral factorization, are short enough to give in Table 2 . The coefficients of the autocorrelation sequences are not rational, but require a root A of the fourth degree polynomial:
As in the orthonormal case, there are multiple solutions to this problem. However, in contrast to the orthonormal case, (i) the distinct solutions do not all share the same autocorrelation, and (ii) not all of the spectral factors of r i (for a particular root A) are solutions.
In this example, there are four distinct solutions, not counting their time reversals (h i (−n)) and negations (−h i (n)). For none of them are the filters h i symmetric or antisymmetric. One solution, obtained with the root A ≈ 0.5068, is shown in Fig. 4 . The numerical values for this solution are given in Table 2 . For this solution h 0 and h 2 are the minimum-and maximum-phase spectral factors of r 0 , r 2 , respectively.
Because this solution is not symmetric, we cannot say exactly that ψ 1 (t) lies halfway between ψ 2 (t) and ψ 2 (t − 1) , but it is roughly correct. In addition to visual inspection, one way to illustrate that h 1 (n) is approximately offset from h 2 (n) by one sample is to plot the group delay function G i (ω) of h 1 and h 2 , which reveals that
As in the first example, this system is less sensitive to shifts than a similar nonredundant basis.
FIG. 4. The generators of a wavelet tight frame with parameters
The coefficients h i are given in Table 2 . For this example, the scaling function φ is not a spline as it was for the first example. However, the norms of the φ, ψ i can be found as described in Section 2.4 above. Again, their norms are unequal,
TABLE 3 Coefficients h i for Example 3
n h 0 (n) h 1 (n) h 2 (n) 0φ(t) = 0.8221390, ψ 1 (t) = 0.5589626, ψ 2 (t) = 0.6028876, and again φ(t) 2 = ψ 1 (t) 2 + ψ 2 (t) 2 .
The norms of the iterated filters h (j )
i converge to the norms of φ, ψ i to within four decimal places by j = 5.
Example 3-(K
For the third example, we ask that K 0 = 7, K 1 = K 2 = 3, for which the shortest filters h 0 , h 1 , h 2 forming a tight frame are of length 10, 10, and 8, respectively.
Again, we used Gröbner bases to solve the nonlinear design equations and we obtained explicit solutions for h i in terms of radicals. There are exactly eight distinct solutions, not counting their time reversals (h i (−n)) and negations (−h i (n)). One of those eight solutions, the coefficients of which are given in Table 3 , is shown in Fig. 5 . The other seven solutions are tabulated on the author's Webpage. The norms of the scaling and wavelet functions are
The norms of the iterated filters h (j ) i
converge to the norms of φ, ψ i to within four decimal places by j = 4.
MAXIMALLY FLAT FILTERS
Due to the constraint (2), if H 1 (z) and H 2 (z) have at least M zeros at z = 1, then the first M − 1 derivatives of |H 0 (e jω )| at ω = 0 must be zero. Therefore, the minimal length lowpass filter h 0 can be obtained by spectral factorization of a maximally flat symmetric FIR filter, a family of filters originally described by Herrmann [17] . Specifically, letting
FIG. 5. The generators of a wavelet tight frame with parameters
The coefficients h i are given in Table 3 .
where y = 1 2 (1 − cos ω). When M = K 0 , this formula specializes to the Daubechies polynomial, that is, the polynomial that is used in Daubechies' construction of short orthonormal wavelets [12] . The Daubechies polynomial is the halfband instance of the maximally flat filter. The filter here is of the same maximally flat family, but rather than being halfband, it has instead a higher degree of flatness at ω = π than at ω = 0. That makes the passband more narrow than the stopband and increases the smoothness of φ(t).
While formula (6) yields directly a formula for r 0 (n) from which h 0 (n) can be obtained through spectral factorization, it does not yield the filters h 1 (n), h 2 (n).
NEAR SHIFT-INVARIANCE
For the type of tight frame presented above, the (idealized) time-frequency localization of the wavelets are indicated in Fig. 6 . Each scale is represented by twice as many wavelets as in the critically sampled case. In this way, the tight frame DWT approximates the continuous wavelet transform more closely than does the critically sampled DWT, and consequently it is more robust to shifts than the critically sampled DWT.
Kingsbury demonstrated the near shift-invariance of the dual-tree DWT in [19, 21] by reconstructing a shifted discrete-time step function u(n − n 0 ) from only its wavelet coefficients at a single scale j . Varying the shift n 0 in increments of 1, the results reveal the shift-varying properties of the system. Following the same procedure, for j = 1, 2, 3, 4, from only the scaling coefficients at level j = 4. Although the overcomplete expansion of Example 3 is not as shift-insensitive as the dual-tree DWT presented in [21] , it is much less shift-sensitive than the orthonormal basis, as illustrated in Fig. 7 .
It should be noted that other orthonormal bases may be less shift-sensitive than Daubechies' bases, for example, those designed in [2] ; however, the shift-sensitivity properties of orthonormal wavelet bases are naturally limited in comparison with tight wavelet frames due to their nonredundancy.
2D EXTENSION
Separable 2D wavelet frames can be obtained by alternating between rows and columns, as is usually done for 2D separable DWTs. The corresponding filter bank, illustrated in Fig. 8 , is iterated on the lowpass branch (the first branch). While the 1D frames based on the oversampled filter banks described above (iterated indefinitely) are redundant by a factor of 2, the corresponding 2D version is redundant by a factor of 8/3, not by 2 or 4 as one might initially expect.
In the oversampled filter bank for the 2D case, the 1D oversampled filter bank is iterated on the rows and then on the columns. This gives rise to nine 2D branches. One of the branches is a 2D lowpass scaling filter, while the other eight make up the eight 2D wavelet filters. Note that for a critically sampled 2D filter bank, there are three wavelet filters; hence the rate of oversampling, when the structure is iterated indefinitely, is 8/3. In general, the redundancy rate is (3 d − 1)/(2 d − 1) for the extension to d-dimensional signals. Note that as d increases, this ratio approaches (3/2) d , the oversampling rate of the filter bank building block. This is higher than the redundancy of a 2D Laplacian pyramid [6] , but lower than the 2D dual tree. The 2D extension of the dual-tree DWT has a redundancy rate of 4. In general, the d-dimensional dual-tree has a redundancy of 2 d [21] . It should be noted that the steerable pyramid [14] is another example of a system that gives an overcomplete signal decomposition. They are especially designed to yield orientation information of image components. 
Rectangular Artifacts
Following Kingsbury's illustration, the improved behavior of the redundant 2D wavelet frame transform in 2D can be indicated by projecting the image of a disk onto the wavelet spaces and the scaling space. In Fig. 9 the image of a disk is reconstructed from different levels of a 4-scale decomposition. The image is 64 by 64 pixels. On the left side of the figure, the decomposition is performed using the wavelet tight frame illustrated in Fig. 4 . On the right side of the figure, the decomposition is performed using the most symmetric case of Daubechies' orthonormal wavelet D 4 filters (length h 0 = 8). In each column, the top-most panel is obtained by reconstructing the image from the coarse scaling coefficients, while the following panels are obtained by reconstructing from the wavelet coefficients in scales j = 1, 2, 3, 4. It is clear that the decomposition using the tight frame suffers from fewer of the rectangular artifacts than the decomposition using the orthonormal basis. Similar figures are obtained if the other tight frame examples given above are used, or if other orthonormal bases are used.
CONCLUSION
Kingsbury showed that the shift sensitivity of the DWT can be dramatically improved by using a dual tree, an overcomplete expansion that is redundant by a factor of 2 only. So motivated, this paper considered the design of wavelet tight frames based on iterated oversampled filter banks as in [7, 30, 31] . In particular, we consider the design of wavelet tight frames that are analogous to Daubechies orthonormal wavelets bases. As the number of zeros H 0 (z) has at ω = π need not equal the number of zeros H 1 (z) and H 2 (z) have at ω = 0, there is more design freedom than in the orthonormal case. Although the resulting design equations are nonlinear, Gröbner bases can be used to obtain the solutions. By asking that K 0 > K 1 , K 2 , wavelets are obtained that are very smooth in comparison with orthonormal wavelet bases. Like the dual-tree DWT of Kingsbury, the overcomplete DWT described above is less shift-sensitive than an orthonormal wavelet basis (and in the 2D case has fewer rectangular artifacts).
The complete solutions to the examples examined in this paper and other examples are available on the author's Webpage: taco.poly.edu/selesi. Also available are the Singular programs for obtaining the Gröbner bases from which the solutions are obtained.
