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We present a measurement of the first-order azimuthal anisotropy, v1, of deuterons from Au+Au collisions at
4√
sNN = 7.7, 11.5, 14.5, 19.6, 27, and 39 GeV recorded with the STAR experiment at the Relativistic Heavy Ion
Collider (RHIC). The energy dependence of the v1(y) slope, dv1/dy|y=0, for deuterons, where y is the rapidity,
is extracted for semi-central collisions (10-40% centrality) and compared to that of protons. While the v1(y)
slopes of protons are generally negative for
√
sNN > 10 GeV, those for deuterons are consistent with zero, a
strong enhancement of the v1(y) slope of deuterons is seen at the lowest collision energy (the largest baryon
density) at
√
sNN = 7.7 GeV. In addition, we report the transverse momentum dependence of v1 for protons
and deuterons. The experimental results are compared with transport and coalescence models.
I. INTRODUCTION
One of the main goals of high-energy heavy-ion collision
experiments is to explore the state and evolution of nuclear
matter under extreme conditions. These experiments measure
the multiplicities of many different particle species and the
correlations between these particles. The correlations between
the azimuthal angles of these particles are particularly infor-
mative. The directed flow, v1, and the elliptic flow, v2, are
the first and second harmonic coefficients of the Fourier ex-
pansion of the particle azimuthal distributions in momentum
space relative to the reaction-plane [1]. The reaction-plane is
defined by the beam direction and the impact parameter. The
directed flow has two components: a rapidity-even function,
veven1 , and a rapidity-odd function, v
odd
1 . The values of v
even
1
represent the contribution from event-by-event initial nuclei
geometry fluctuations [2, 3]. This work will focus on the
rapidity-odd component. The values of v1 as a function of
rapidity, y, are sensitive to the amount of expansion the colli-
sion system goes through during the early collision stages [4].
The RHIC has completed the first phase of the Beam
Energy Scan (BES) program [5]. The directed flow v1(y) as
a function of rapidity, y, for different mesons and baryons
has been measured in Au+Au collisions over the range of
beam energies of
√
sNN = 7.7 to 200 GeV [6, 7]. The
slopes dv1/dy|y=0 at mid-rapidity for net-protons and net-
Λ hyperons as a function of collision energy show a min-
imum around
√
sNN = 10-20 GeV. According to a hydro-
dynamic model [8], a minimum dv1/dy|y=0 of net-baryons
as a function of collision energy is a signature of a first-
order phase transition between hadronic matter and the quark
gluon plasma. However, no existing hydrodynamic model
can quantitatively reproduce the measured magnitudes of the
meson and baryon directed flow [6, 7].
Besides the charged hadrons, a large number of light nuclei
are produced in heavy-ion collisions. Their production is
sensitive to the properties of cluster formation and fireball
evolution [9–13]. There are two commonly-used and very
different phenomenological pictures for the mechanisms gov-
erning the production of light nuclei. The thermal model
describes deuteron production as occurring throughout the
whole time evolution of the fireball up to chemical freeze-
out via elementary nucleon-nucleon and/or parton-parton in-
teractions [10, 14, 15]. Such models are able to reproduce the
observed deuteron multiplicities [16, 17]. It is, however, dif-
ficult to understand how deuterons formed in the intermediate
stages of the collisions can survive the subsequent evolution,
as their binding energy (2 MeV) is so small compared to
the fireball temperature (∼150 MeV [18]). Another model
describes deuteron production as occurring much later in the
collision, near kinetic freeze-out, when the temperatures are
much lower [19–23]. This is the coalescence model, in which
two nucleons that are near each other in space and traveling
with similar velocities, can form a deuteron. Thus, the
momentum distribution of these formed deuterons is strongly
related to that of protons. The comparison of light nucleus
directed flow with that of protons can provide additional
information to understand the mechanisms involved in light
nucleus production in high-energy heavy-ion collisions.
Both the EOS and FOPI collaborations observed energy
dependence of the directed flow for protons and deuterons
from Au+Au collisions for lab kinetic energies of 0.1A GeV
to 1.5A GeV [24–26]. These observations suggest that the
directed flow of deuterons has a more pronounced energy
dependence than that of protons. Thus, the light nucleus
directed flow may provide a more sensitive measure of the
collective motion than the lighter hadrons.
In this paper, we present the measurement of the directed
flow for deuterons in Au+Au collisions at
√
sNN = 7.7,
11.5, 14.5, 19.6, 27, and 39 GeV from the STAR experi-
ment. The results are discussed and compared with AMPT (A
Multi-Phase Transport) calculation and a simple coalescence
model [27].
II. EXPERIMENT AND DATA ANALYSIS
The data used here are for Au+Au collisions at beam
energies of
√
sNN = 7.7, 11.5, 14.5, 19.6, 27, and 39 GeV
collected by the STAR experiment [28] at the RHIC facility.
A minimum bias trigger was used. The 7.7, 11.5, and 39
GeV data were recorded in 2010. The 19.6 and 27 GeV data
were recorded in 2011, and the 14.5 GeV data were recorded
in 2014. The STAR experiment consists of a solenoidal
magnet and different detectors for tracking, triggering, and
particle identification (PID). The Time Projection Chamber
(TPC) [29] is a charged-particle tracking device which covers
the full azimuth and a pseudo-rapidity range |η| < 1. Charged
particle trajectories are reconstructed with the TPC, and the
momentum components are obtained from the curvature of
the helical path in the 0.5 Tesla magnetic field. The two
momentum components in the plane transverse to the beam-
line define the azimuthal angle of each track. The main
detectors used for PID are the TPC and the Time-of-Flight
system (TOF) [30]. The details of other STAR detectors are
described elsewhere [28].
5A. Event and Track Selection
For each event, the location of the primary vertex can be
reconstructed in three dimensions by extrapolating the TPC
track segments to the beam-axis. The primary vertex is
required to be within certain distances of the center of STAR
in the directions along the beam axis, vz , and transverse to it,
vr, as listed in Table I.
TABLE I. The event selection quality cuts vz and vr (see text), the
number of events, and the baryon chemical potential, µB [31], at
each of the different collision energies studied here. The center of
transverse radial position is located at (vx, vy) = (0, -0.89 cm) for
14.5 GeV.
√
sNN (GeV) |vz| (cm) vr (cm) Events(×106) µB(MeV)
7.7 70 2 4 420
11.5 50 2 12 315
14.5 50 1 11 260
19.6 50 2 36 205
27 50 2 70 155
39 40 2 130 115
The reconstructed tracks used in this analysis were required
to pass basic quality cuts, including having at least 15 TPC
space points assigned to them. Each track is also required
to extrapolate to within 1 cm of the primary vertex location
(distance of closest approach DCA), and has assigned to it
at least half of the possible number of TPC space points
(maximum 45) for its trajectory.
The centrality of each event is determined by comparing
the charged particle multiplicity measured in the event to a
Monte-Carlo Glauber reference [32]. The results presented
in this paper use the 10-40% intermediate centrality region
where the v1(y) measurements are the most significant. The
first-order event plane resolution, and v1 itself, in more central
collisions are relatively smaller, while the deuteron yields are
also relatively smaller in more peripheral collisions.
B. Particle Identification
We use a combination of the TPC and the TOF for the
identification of charged particles. Figure 1(a) shows the av-
erage dE/dx distribution of measured charged tracks versus
momentum at
√
sNN = 19.6 GeV. The curves denote the
Bichsel expectation values, 〈dE/dxB〉, for each species [33].
For each track, the particle speed divided by the speed
of light, β = v/c, can be measured by the combination
of the TPC and TOF systems. The TOF thus provides a
measurement of the track mass-squared, m2, according to
m2 = p2
(
1
β2
− 1
)
, (1)
where p is the track momentum measured in the TPC. Fig-
ure 1(b) shows them2 distribution as a function of momentum
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FIG. 1. (a) The 〈dE/dx〉 of charged tracks versus momentum in
Au+Au collisions at
√
sNN = 19.6 GeV. The curves are Bichsel
predictions for the corresponding particle species. (b) Particle m2
versus momentum at
√
sNN = 19.6 GeV. The bands, from bottom
to top, correspond to pi+, K+, protons, and deuterons, respectively.
at
√
sNN = 19.6 GeV. For the deuteron selection, the mass-
squared values are required to be in the range 3.0 GeV2/c4
< m2 < 4.0 GeV2/c4.
The selection of deuteron tracks using the TPC 〈dE/dx〉
proceeds via the variable z, defined as [34],
z = ln
( 〈dE/dx〉
〈dE/dxB〉
)
. (2)
When using the Bichsel prediction, 〈dE/dxB〉, for deuterons
in Eq. 2 (cf. Fig. 1), the deuterons are those tracks with values
of z near zero. Figure 2 shows the z distributions in different
pT ranges at
√
sNN = 19.6 GeV. In this analysis, the deuteron
selection involves the requirement that |z| < 0.2.
z
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FIG. 2. The z distribution for deuteron in various pT ranges in
Au+Au collisions at
√
sNN = 19.6 GeV. The dashed line is a
Gaussian fit representing the distribution for deuterons. The dot-
dashed curve is a Gaussian fit denoting contributions from pi+, K+,
and protons.
In Ref. [6], the v1(y) of protons was measured over the
range of 0.4 GeV/c < pT < 2.0 GeV/c. For the deuterons in
6this analysis, the transverse momentum range is restricted to
the same range in terms of pT/A, or 0.8 GeV/c < pT < 4.0
GeV/c. The default rapidity window for extracting the v1(y)
slope is |y| < 0.6.
C. Event Plane
The reaction-plane angle, ΨR, is the azimuth of the plane
spanned by the beam direction and the impact parameter vec-
tor. The v1 of the produced particles with respect to ΨR can be
measured as v1 = 〈cos(φ − ΨR)〉, where φ is the azimuthal
angle of the produced particle and the angle brackets imply
averaging over all the particles in all events. As the reaction-
plane angle, ΨR, cannot be measured directly, we will use
the event-plane angle [1] to estimate the reaction-plane angle
ΨR. The event-plane was estimated using the v1 information
of the final-state particles, and hence is called the first-order
event-plane (Ψ1). The self-correlations were eliminated with
the large acceptance gap between the TPC, where the deuteron
directed flow was measured, and the detectors measuring the
final-state particles used to calculate Ψ1.
Two beam-beam counters (BBCs) [35] were used to re-
construct the values of Ψ1. The distribution of reconstructed
Ψ1 values is not uniform due to imperfections in the BBCs.
Therefore, a shifting method [1] was applied to flatten the
distributions. The finite multiplicity of particles in each event
limits the precision of estimating the true reaction-plane via
the reconstructed Ψ1, so the values of v1 have been corrected
for the event plane resolution : v1 = 〈cos(φ − Ψ1)〉/R1.
The resolution correction factor, R1, is determined by the
sub-event plane correlation method [1], where the sub-event
planes are reconstructed separately in the east and west BBCs.
Figure 3 shows the R1 values as a function of the collision
centrality at each collision energy. The resolution peaks
in mid-central collisions. The resolution improves as the
collision energy decreases due to the stronger directed flow
at the rapidity ranges covered by the BBC detectors.
D. Systematic Uncertainties
The systematic uncertainties on the directed flow are esti-
mated by varying the criteria used to select tracks and identify
particles. The absolute difference between the results using
the default and the varied criteria is quoted as the systematic
uncertainty. The systematic uncertainty related to the track
selection procedure is estimated by varying the DCA (from
1 to 0.5 and 2 cm) and the number of TPC space points
(from 15 to 20). Additional systematic uncertainties arising
from the particle misidentification are estimated by varying
the PID cuts on z and m2. The systematic uncertainty corre-
sponding to the chosen range of the dv1/dy fit is estimated
by taking the difference between the best fitted slope, and
the value of the slope within |y| < 0.5. It is the choice
of the dv1/dy fit range that makes the largest contribution
to the total systematic uncertainties. Non-flow contributions
to the systematic uncertainty are reduced due to the large
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FIG. 3. The values of the first-order event plane (Ψ1) resolution R1
as a function of the centrality of Au+Au collisions at
√
sNN = 7.7,
11.5, 14.5, 19.6, 27, and 39 GeV. The Ψ1 was reconstructed with
the BBCs and its resolution is determined by the correlation of the
sub-event-plane angles determined separately by the east and west
BBCs. Data presented later (10-40% centrality) are indicated by the
dashed-line box.
pseudo-rapidity gap between the TPC and BBC detectors.
The possible systematic uncertainty from the first-order event-
plane resolution estimation is discussed in [6] and included in
the total systematic uncertainties. All the sources are added
in quadrature as the final total systematic uncertainties, which
are of a similar magnitude as the statistical uncertainties.
III. RESULTS AND DISCUSSION
Figure 4 shows the rapidity dependence of the directed
flow, v1, of protons and deuterons at each of the studied
collision energies. The v1(y) of deuterons is antisymmetric
about y = 0. As with the protons, the v1(y) of deuterons
increases monotonically with increasing rapidity at
√
sNN =
7.7 GeV. We observe a stronger v1 dependence on rapidity for
deuterons than for protons. The limited event statistics and
relatively lower deuteron production rate at higher energies
makes such comparisons less certain.
The v1(y) slope at mid-rapidity (y < |0.6|) is obtained by
fitting the data with a straight line. For
√
sNN > 7.7 GeV,
the sign of the v1(y) slope is mainly influenced by the two
data points at the extreme rapidity bins. Figure 5 presents
the resulting values of the v1(y) slope versus the collision
energy for 10-40% central collisions. A significantly larger
deuteron v1(y) slope with respect to protons is observed at√
sNN = 7.7 GeV. The deuteron v1(y) slope is observed to
be consistent with zero at all energies above 7.7 GeV, but with
large uncertainties.
The results from the data were compared to those from the
AMPT model [27]. This is a hybrid model which has been
used to describe the charged particle multiplicity, transverse
momentum, and the elliptic flow of identified particles in
relativistic heavy-ion collisions. In this model, scattering
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FIG. 4. Rapidity dependence of v1 for protons [7] (open squares)
and deuterons (solid circles) in 10-40% Au+Au collisions at
√
sNN
= 7.7, 11.5, 14.5, 19.6, 27, and 39 GeV. The dot-dashed and dashed
lines are fits to proton and deuteron v1, respectively, at midrapidity
(|y| < 0.6) with a linear function to extract the slopes. The plotted
uncertainties are statistical only.
among hadrons is described by ART (A Relativistic Trans-
port) model [36]. The deuterons are produced and dissolved
within ART via nuclear reactions. The centrality of the simu-
lated events is determined by integrating the charged particle
multiplicity distribution, as was done for the experimental
data. The comparison between data and the AMPT model
result can be seen in Fig. 5. A decreasing trend for increasing
collision energies is seen in the AMPT simulation, while the
model significantly overpredicts the observed magnitude of
the deuteron directed flow slope.
A commonly-applied picture for light nucleus production
in heavy-ion collisions involves the coalescence of nucleons
which are close to each other in space and have similar
velocities. Then, the spectral distribution of a light nu-
cleus, d3NA/d3pA, depends on the distributions of protons,
d3Np/d
3pp, and neutrons, d3Nn/d3pn, [21],
EA
d3NA
d3pA
∝
(
Ep
d3Np
d3pp
)Z(
En
d3Nn
d3pn
)A−Z
, (3)
where A and Z are nucleus mass number and charge number,
respectively. In this production mechanism, the expected
value of the light nucleus directed flow can be expressed as
a function of the directed flow of its constituent nucleons. As-
suming the protons and neutrons flow similarly, the deuteron
 (GeV)NNsCollision Energy
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FIG. 5. Directed flow slope at mid-rapidity, dv1/dy|y=0, as a
function of beam energy in 10-40% Au+Au collisions. Solid circles
represent deuterons. Open squares are the published results in [7]
for protons. The band denotes the results for deuterons from AMPT
transport model. Statistical uncertainties (bars) and systematic un-
certainties (horizontal brackets) are shown separately. For visibility,
the data points are staggered horizontally.
v1 is given by [37]:
v1,d(y, pT) =
2v1,p(y,
pT
2 )
1 + 2v21,p(y,
pT
2 )
, (4)
where each constituent nucleon has half the pT and the same
rapidity as the deuteron. Then one can calculate the expected
v1 for the deuterons from the measured v1 for protons [7],
assuming as usual the (unmeasured) neutron flow is the same
as that of the (measured) protons. As the proton v1  1, Eq. 4
can be simplified as
v1,d(y, pT) ≈ 2v1,p(y, pT
2
). (5)
This indicates that, in the coalescence mechanism, the v1 of
protons and deuterons will follow an atomic mass-number
scaling. In fact, Eq. 4 and Eq. 5 can be applied to any
anisotropy coefficient. For the elliptic flow of light nuclei,
the STAR collaboration has observed such a mass-number
scaling in
√
sNN = 7.7-200 GeV Au+Au collisions [38]. The
expectation would thus be that the v1(y) slope for deuterons
would have the same sign as that observed for the protons
and have a larger magnitude. In Fig. 5, within the statistical
and systematic uncertainties, the deuteron v1(y) slope at mid-
rapidity is consistent with this expectation at
√
sNN = 7.7
GeV. For
√
sNN >7.7 GeV, the deuteron v1(y) slopes have a
different sign than the corresponding proton v1(y) slopes with
large uncertainties.
To further test the coalescence model, we studied the pT
dependence of the directed flow, v1, at all measured energies,
which is shown in Fig. 6. At
√
sNN = 7.7 GeV, the values of
v1(pT) indicate a mass-number scaling for pT/A > 1 GeV/c
within |y| < 0.6, while the value of the deuteron v1/A shows
an enhancement towards lower pT/A. This enhancement is
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FIG. 6. The pT dependence of v1/A in |y| < 0.6 for protons (open
squares) and deuterons (solid circles) in 10-40% Au+Au collisions
at
√
sNN = 7.7, 11.5, 14.5, 19.6, 27, and 39 GeV. Statistical
uncertainties (bars) and systematic uncertainties (horizontal lines)
are shown separately.
not caused by the knock-out deuteron background with its
negligible production at
√
sNN = 7.7 GeV.
The E877 collaboration also observed such an enhancement
of the v1(pT) of deuterons, tritons, 3He, and 4He at pT <
0.5 GeV/c in Au+Au collisions at a beam energy of 10.8A
GeV [39]. The cause of the low pT enhancement of the
deuteron v1 in the
√
sNN = 7.7 GeV Au+Au collisions is
unclear.
IV. SUMMARY
In summary, we present the mid-rapidity directed flow
v1(y) of deuterons in Au+Au collisions at
√
sNN = 7.7-
39 GeV. At 10-40% centrality, the v1(y) slope, dv1/dy|y=0,
shows a strong increase at the lowest collision energy of√
sNN = 7.7 GeV, and is consistent with zero for energies
above 7.7 GeV. The AMPT transport model significantly
overestimates the values of deuteron v1(y) slopes at most
measured collision energies. The coalescence model for
deuteron production predicts an atomic-mass-number scaling
of the proton and deuteron v1. At
√
sNN = 7.7 GeV, this is
approximately valid for the v1(pT) data at higher pT within
|y| < 0.6, while the v1(pT) show enhancements towards
very low pT. There is at present no explanation for this
enhancement. Stronger conclusions will be possible with
the event statistics achieved with the Beam Energy Scan II
program.
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