The problem of quantile estimation using quantiles Qx( ) in which the order of the auxiliary variable is di erent from that of the main variable to be estimated, Qy(ÿ), is considered. Certain new estimators for the ÿ-quantile have been proposed for any sampling design. The e ect of this modiÿcation on the standard estimators, ratio, position, stratiÿcation, regression and di erence type estimators which use the ÿ-quantile of the auxiliary variable to estimate the ÿ-quantile of the main variable, is studied. On the basis of properties derived and some simulation results, the e ciencies of these estimators are compared. It is shown that by the appropriate choice of the order of the quantile, it is possible to obtain a considerable increase in precision with respect to standard estimators. In simple random sampling, a procedure for choosing the value is proposed.
Introduction
In ÿnite population sampling literature, supplementary population information is often used at the estimation stage to increase the precision of the estimation of a population mean. In particular, customary ratio and regression estimators make use of known population means of auxiliary variables. For the problem of estimating a population quantile the situation is quite di erent. Only recently has this problem been discussed. Most of the research on median estimation (Gross, 1980; Sedransk and Meyer, 1978; Smith and Sedransk, 1983 ) deals exclusively with the survey variable of interest alone and does not make explicit use of auxiliary variables in the construction of estimators. In the presence of one auxiliary variable, however, it is not immediately clear how well-established techniques for e cient estimation of the mean, such as the regression estimator, can be extended to the case of estimating the quantiles. In this respect, the most important studies are those by Rao et al. (1990) , Kuk and Mak (1989) and .
In all the above studies, the quantiles of the auxiliary variable that are taken into consideration to improve the usual estimation are of the same order as the quantile of the principal variable. The main purpose of this article is to show that for estimating a ÿnite population ÿ-quantile through ratio, regression or di erence type estimators an -quantile (with = ÿ) can be used as auxiliary information. The procedures are formulated for the case of any design, d, and a behaviour study was carried out for simple random sampling and stratiÿed sampling.
Section 2 presents the estimators for quantiles which have been proposed previously. Section 3 introduces an alternative estimator and Section 4 describes its properties. A numerical comparison is presented in Section 5 and some conclusions are given in Section 6.
Estimation of quantiles
Let a sample s of size n, n = fN , be drawn from a population U = {1; : : : ; i; : : : ; N }, according to a sampling design d with positive inclusion probabilities i , ij of orders 1 and 2. Let y denote the survey variable, with values y 1 ; : : : ; y N for the N population elements. The ÿnite population distribution function of y is F y (t) = 1 N i∈U (t − y i )
with (a) = 1 if a ¿ 0 and (a) = 0 otherwise. The corresponding ÿnite population ÿ-quantile of y is Q y (ÿ) = F −1 y (ÿ) = inf {t: F y (t) ¿ ÿ}: The general procedure is formulated as follows: ÿrst obtain an estimator of the distribution function,F y (t) and then estimate the quantile by taking the inverse, i.e., is the inverse function. The simple (Horvitz-Thompson) design-based estimator of F y (t) which does not make use of auxiliary information at the estimation stage iŝ F HTy (t) = 1 N i∈s
and then we have the simple estimator
HTy (ÿ) = inf {y i ∈ s |F HTy (y i ) ¿ ÿ}:
Under simple random sampling,F HTy (t) reduces the ordinary sample empirical distribution function andQ y (ÿ) reduces the sample ÿ-quantile of y. Let x denote an auxiliary variable, with values x 1 ; : : : ; x N . By assuming that the ÿnite population ÿ-quantile of x, Q x (ÿ), is known, Rao et al. (1990) proposed two estimators to make use of auxiliary information. The ÿrst one is the ratio estimator
(see also Kuk and Mak, 1989 ) whereQ x (ÿ) is the sample ÿ-quantile of x and the second one is the di erence estimator
whereR = i∈s y i = i = i∈s x i = i estimates the ratio of the population totals, R = Y=X . consider the regression estimator for the quantiles:
withĉ = i∈s x i y i = i = i∈s x 2 i = i . In this paper the authors also propose the di erence method for estimating the ÿnite population ÿ-quantile under a general sampling design. The di erence estimator is deÿned byQ y (ÿ) + b 0 (Q x (ÿ) −Q x (ÿ)), with a ÿxed constant, b 0 , and its variance is minimized with respect to b 0 . This leads to the optimum value b and the resulting optimal estimatorQ y (ÿ) + b(Q x (ÿ)−Q x (ÿ)). Replacing b by its estimator
we get the estimator
where L y (ÿ) is the length of the Woodru interval of level 1 − for Q y (ÿ). The lower and upper limits are given by
where z =2 is the upper =2-point of an N(0; 1) variable (see Woodru , 1952) , and similarly for L x (ÿ). Kovar et al. (1988) have shown that the choice of is not critical, and that the usual choice = 0:05 is quite reasonable. Note that simple random sampling design turns out to be an especially simple case, because there is no need to estimate the variance V (F HTy (Q y (ÿ))) as it contains no unknowns. Similarly, cov(Q y (ÿ);Q x (ÿ)) can be estimated using (15) and (17).
In simple random sampling Kuk and Mak (1989) propose other estimators of the quantiles, which they call position and stratiÿcation estimators, ÿrstly deÿned for the median population case and afterwards extended to any quantile. These estimators use the auxiliary information in a di erent way from the usual procedure.
The position estimator iŝ
where n x is the number of elements in the sample with x 6 Q x (ÿ), p 11 is the proportion of elements in the sample such that y 6Q y (ÿ) and x 6 Q x (ÿ), p 12 is the proportion of elements in the sample such that y 6Q y (ÿ) and x ¿ Q x (ÿ), and p ·j = p 1j + p 2j , j = 1; 2. The stratiÿcation estimator iŝ
withF Y 1 (t) being the proportion of elements in the sample such that x 6 Q x (ÿ) and with values of y less than or equal to t and whereF Y 2 (t) is the proportion of elements in the sample with x ¿ Q x (ÿ) and with values of y less than or equal to t and where N x is the number of elements in the population with x 6 Q x (ÿ). According to the empirical studies of , the di erence estimator for quantiles provides pointwise estimations and conÿdence intervals which are better than those obtained by using the ratio, regression and di erence estimator withR estimators. This is preferable to the position and stratiÿcation estimators, which have the disadvantage of complex estimations of their errors and bad performance for small sample sizes.
Several methods for estimating population distribution functions from sample survey data using auxiliary information are described in Chambers and Dunstan (1986) , Kuo (1988) , Rao et al. (1990) , Kuk (1993) and Wang and Dorfman (1996) . Comparisons between these estimators are made in Silva and Skinner (1995) . They compare the estimators of the ÿnite population distribution function with respect to a number of criteria which may be important in the estimation of associated quantiles. For example, several of these compared estimators are not monotone and therefore it is necessary to transform them to guarantee monotonicity and to be able to take the inverse and calculate the desired estimation of the quantile. Moreover, the computation of the estimators is more intensive or requires the initial speciÿcation of a model and that all x i , i ∈ U , are known. used ratio and di erence estimators of the distribution function to obtain median conÿdence intervals. However, the estimation obtained by inverting a ÿnite population distribution function estimator has not been considered in this paper.
Proposed estimators
In practice, the information about the auxiliary variable is extracted from statistical reports and other secondary sources where a certain summary measure or a grouped frequency distribution of the auxiliary variable is available. It is common for the values of population quantiles of several orders of the x variable to be available. This paper considers the problem of quantile estimation using quantiles Q x ( ) in which the order of the auxiliary variable is di erent from that of the main variable to be estimated, Q y (ÿ). We study the e ect of this modiÿcation on the standard estimators, i.e., the estimators which use the ÿ-quantile of the auxiliary variable to estimate the ÿ-quantile of the main variable.
Assuming that -quantile Q x ( ) is known, with = ÿ, by a suitable choice of the order of the -quantile for auxiliary variable x, it is possible to obtain ratio, di erence, regression, position and stratiÿcation estimators with a precision greater than the conventional estimators presented in Section 2.
We deÿne the modiÿed Rao's ratio and di erence estimatorŝ
the modiÿed regression estimator,
and the modiÿed di erence estimator,
Similarly, we deÿne modiÿed Kuk and Mak position and stratiÿcation estimators. The position estimator is modiÿed as follows: let p ÿ be the proportion of elements in the sample verifying that y 6 Q y (ÿ), estimated bŷ
where n x is the number of elements in the sample with x 6 Q x ( ), p * 11 is the proportion of elements in the sample such that y 6Q y (ÿ) and x 6 Q x ( ) and p * 12 is the proportion of elements in the sample such that y 6Q y (ÿ) and x ¿ Q x ( ). Thus, the population quantile Q y (ÿ) can be estimated usinĝ
The modiÿed stratiÿcation estimator iŝ
whereF Y 1 (t) is the proportion of elements in the sample such that x 6 Q x ( ) and with values of y less than or equal to t,F Y 2 (t) is the proportion of elements in the sample with x ¿ Q x ( ) and with values of y less than or equal to t, and N x is the number of elements in the population with x 6 Q x ( ).
Properties of estimators
In general, all proposed estimators are biased. Via Taylor linearization, approximated expression (of order O(n −2 )) of variances of estimatorsQ *
and following Rao et al. (1990) an estimator of V (Q * 1 ) can be obtained using
If the samples are obtained according to a speciÿed sampling design d, which is non-ordered and quantiÿable, with design matrix = ( km ), variances and covariances of estimatorsF HTy (Q y (ÿ)) andF HTx (Q x ( )) can be obtained from their HorvitzThompson estimates. If design d is of ÿxed size, as is the case of the most common designs, such as simple random sampling, sampling with replacement, stratiÿed sampling, etc., we could consider the variance estimator given by Yates and Grundy as an alternative estimator (see Hedayat and Sinha, 1991) , which in general, presents better properties.
Deÿning
, estimated variances and covariances would be given bŷ
Simple random sampling
Consider the SRSWOR design, with sample size n=fN . This is a particularly simple case, because (see 
where ÿ is Cramer's coe cient associated with the following two way classiÿcation:
where N 11 denotes the number of units in the population verifying that x 6 Q x ( ) and y 6 Q y (ÿ). Thus, a consistent estimator of cov(F HT (Q y (ÿ));F HT (Q x ( ))) can be simply obtained by replacing ÿ with its estimatorˆ ÿ derived from the similar sample classiÿcation.
The asymptotic distribution of theQ y ( 1 2 ) estimator as N → ∞, n → ∞ and n=N → f, 0 6 f ¡ 1 can be seen in Kuk and Mak (1989) . It is assumed that as N → ∞ the distribution of the bivariate variable (x; y) approaches a continuous distribution with marginal densities f x (x) and f y (y) for x and y respectively, and that f x (Q x ( 1 2 )) and f y (Q y ( 
Similarly one can prove thatQ * 1 ,Q * 2 ,Q * 3 ,Q * 4 ,Q * 5 andQ * 6 are asymptotically normal with mean Q y (ÿ). Their variances can be obtained using
where P * 11 denotes the proportion of units in the population with x 6 Q x ( ) and y 6 Q y (ÿ).
EstimatorsQ 0 ,Q for b(s) = 0 (the simple estimator,Q 0 ), b(s) =Q y ( )=Q x ( ) (the ratio estimator,Q * 1 ), b(s) =R (the di erence estimator withR,Q * 2 ), b(s) =ĉ (the regression estimator,Q * 3 ) and b(s) =b (the di erence estimator,Q * 4 ). Note that the di erence estimatorQ * 4 produces minimum variance and, similarly for Q 4 . Thus, using (19), the precision of estimatorsQ * 4 andQ 4 can be compared. We obtain
where P 11 denotes the proportion of units in the population with x 6 Q x (ÿ) and y 6 Q y (ÿ). Therefore, providing ÿ is greater than ÿÿ (or equivalently, if the agreement between the classes y 6 Q y (ÿ) and x 6 Q x ( ) is greater than that between the classes y 6 Q y (ÿ) and x 6 Q x (ÿ)) greater precision is obtained by usingQ * 4 rather thanQ 4 . Moreover, this improved precision is independent of the sampling fraction.
Following a procedure similar to that used by Kuk and Mak (1989) , it is possible to obtain asymptotic variances forQ * 5 andQ * 6 , namely
which coincides with the expression obtained forQ * 4 , that is these three estimators have the same asymptotic precision. Therefore, comparison with the estimatorsQ 5 andQ 6 is also made by means of (20).
The order of the -quantile for the auxiliary variable x to obtain di erence, position and stratiÿcation estimators with a precision greater than conventional estimators can be derived using (20). In fact, the optimum value of corresponds to that of the highest value of ÿ , or equivalently, the value that maximizes agreement between the classes. Note that the e ciency of this depends directly on the probability of concordance rather than on the validity of an assumption of linearity between the variable of interest and the auxiliary variable.
Note 1: The behaviour of the ratio, regression and di erence-type estimators, in comparison with that of the di erence estimator is usually worse , and on some occasions they do not even improve on the precision ofQ 0 . Moreover, the expressions for the quotients V asym (Q * i )=V asym (Q i ) for i = 1; 2; 3 are considerably more complex and harder to interpret than (20). Therefore, the choice of the value is made on the basis of the estimatorsQ * 4 ,Q * 5 andQ * 6 . Note 2: If no prior knowledge is available about the values of ÿ , we can calculate the following from the sample:
where n 11 is the number of units in the sample with y 6Q y (ÿ) and x 6Q y ( ) which are consistent estimators of ÿ .
Empirical study
Comparison of e ciency amongQ andQ * estimators seems to be complicated and is subject to the approximations involved. Some numerical illustrations in three natural populations are given below to compare the e ciency of the standard methods presented in Section 2 with the modiÿed methods proposed in Section 3.
Description of population
The ÿrst population comprises 338 sugar cane farms, used originally by Chambers and Dunstan (1986) , and later by Rao et al. (1990) . We took income from cane as y, and the area assigned for growing cane as x. The MU284 Population consists of the 284 municipalities in Sweden (S arndal et al., 1992) . The variable of interest is RMT85, the revenues from 1985 municipal taxation (in millions of kronor) and the auxiliary variable is CS82, the number of Conservative seats in the municipal councils. The FAM1500 population consists of 1500 families living in an Andalusian province (FernÃ andez GarcÃ a and Mayor Gallego, 1994). The variable of interest, y, denotes the cost of food, and the auxiliary variable x denotes family income. These three populations were also considered by in their simulation studies, although other auxiliary variables were chosen.
The methods
To compare the performance of the alternative estimators in terms of bias and mean squared error, two sample selection schemes are considered. We conÿne our comparisons to sample sizes n = 50 for simple random sampling, and n = 100 for stratiÿed random sampling. However, similar results will be obtained for other sample sizes.
The simulation study consisted of selecting 500 samples of size n = 50, by simple random sampling without replacement and by stratiÿed random sampling with proportional allocation, samples of size n = 100. These values were chosen because they are large enough for variance approximations to be used, and also because they were previously applied in other simulation studies of the estimators in question (Kuk and Mak, 1989; . Nevertheless, a comparative study was made, which revealed only small di erences between the results obtained for 500, 1000 and 5000 samples (see Fig. 10 ).
From each sample and for each estimator in Sections 2 and 3, estimates of the ÿ-quantile of y (with ÿ = 0:25; 0:5 and 0.75) were calculated. The relative absolute bias and mean squared error of each estimator were estimated by RAB(q s ) = 1 500 500
whereq s is the value of a given estimator computed from sample s. (20) is less than 1. Consequently, a wide range containing these values was chosen and the relative MSE (the ratio of the mean squared error to that associated with the simple estimator) of the di erence estimator as modiÿed by these values of was calculated. When no auxiliary information is used, the simple estimatorQ 0 , i.e., the sample ÿ-quantile of y, is the basis to compare the standard and proposed methods. Table 1 shows the relative absolute bias RAB and the ratio of the mean squared error to that associated with the simple estimator, for each estimator considered, R, for selected -values, for estimating the ÿnite population quantiles of order 0.25, 0.5 and 0.75. The same procedure was followed to search for appropriate values in the other two populations. Figs. 3 and 4 show the relative MSE of the di erence estimator for the di erent values in these populations. For the MU284 population, many values improve the unmodiÿed estimator and are considerably displaced to the right with respect to the ÿ values. Tables 2 and 3 show the relative absolute bias RAB and the ratio of the mean squared error to that associated with the simple estimator, for each estimator considered, R, for selected -values, for estimating the ÿnite Table 2 Relative absolute bias (RAB), and ratio (R) of the mean squared error to the mean squared error of the simple estimator, for the MU284 population ÿ = 0:25 = 0:25 = 0:49 = 0:54 population quantiles of order 0.25, 0.5 and 0.75 in the Mu284 and FAM1500 populations, respectively. It can be seen that the relative absolute bias of the estimators is small. We also observed very good results with the standard di erence estimator, which was always more e cient than the simple estimator (except in the MU284 population). The performance of the other indirect estimators was more irregular in terms of precision. For all populations and the three quantiles, the modiÿed di erence estimators,Q * 4 , are more precise than the simple estimator,Q 0 and the standard di erence estimator,Q 4 , with a considerable gain in e ciency. A notable feature of the MU284 population was the poor performance of the estimators that used auxiliary information, particularly for Table 3 Relative absolute bias (RAB), and ratio (R) of the mean squared error to the mean squared error of the simple estimator, for the FAM1500 population ÿ = 0:25 = 0:25 = 0:21 = 0:23 
25. Nevertheless, the modiÿed di erence estimator produced a considerable decrease in the error, and this case was the only one in which the error was less than that of the simple estimator. The variation in the sampling errors generated by each estimator as the sample mean for x varies was also investigated. Following Chambers and Dunstan (1986) , we ordered the 500 selected samples by their means and split them into 20 groups of 25 each and then calculated the ratio R. Figs. 5-7 display these relative errors for the simple, di erence and modiÿed di erence estimators just introduced. It can be observed that the relative errors decrease for the modiÿed estimators, and that the variation with the sample mean of X is less than that described by the standard estimators. The behaviour of the di erence estimators (standard and modiÿed versions) is better than that of the simple estimator.
Note 3: The agreement between the maximum of the ÿ values and the minimum MSE increases with greater sample size, as (20) is obtained from asymptotic variances. Fig. 8 shows the relative MSE for n = 50 and 100 and the 0:5 coecient in the sugar cane population. We see that as the sample size increases, the points remaining below the line approach those remaining above the line in the latter ÿgure. 
Stratiÿed random sampling
From the sugar cane population we also selected 500 samples, with a sample size n = 100, using stratiÿed random sampling with 2 strata of size N 1 = 238 and N 2 = 100 and proportional allocation (population details can be seen in Chambers and Dunstan (1986) ). The matrix design ( ij ) is ii =n h =N h if the unit i is found within the stratum h of size N h from which we obtained the sample size n h and ij =(n h =N h )(n h −1)=(N h −1) if the units i; j are in the same stratum h and ij = (n h =N h )(n h )=(N h ) if the units i; j are in di erent strata, h = h . The estimator used as the basis for comparison was obtained from the simple estimator in stratiÿed random sampling:F st (t) = W 1F 1 (t) + W 2F 2 (t); whereF h (t) is the sample empirical distribution function in the stratum h, h = 1; 2. Fig. 9 shows the relative MSE of the di erence estimator for the di erent values for ÿ = 0:25, 0.5 and 0.75. Table 4 shows the results of the simulations. The proposed estimators are very satisfactory when the selected quantiles are used. Not only do they improve on the standard estimators, but they also improve the precision obtained by the simple estimator. Note that for ÿ = 0:5 and 0.75 the standard estimator (except the di erence estimator) performs worse than the simple estimator. In stratiÿed sampling the relative errors also decrease for the di erence modiÿed estimator. The superior performance of the di erence estimators (standard and modiÿed versions), however, with respect to the other estimators is also notable when a stratiÿed sampling is considered. 
Conclusions
This study proposes various estimators of the quantiles obtained, modifying the standard estimators that use the quantiles of the auxiliary variable, which are of the same order as those of the variable in question, replacing the latter by others of a di erent order. By the appropriate choice of the order of the quantile, it is possible to obtain a considerable increase in precision with respect to standard estimators. In choosing this value in simple random sampling, it is useful to proceed in the following way:
ÿ is evaluated for 0 6 6 1 (if information is not available about the ÿ population values), noting the values where this function is greater than theˆ ÿÿ value and for those values evaluating the errors ofQ * i ( ), choosing the value for that produces the lowest error in the estimations.
The extension to more complex designs presents no problems from a theoretical standpoint. Nevertheless, no simple, signiÿcant expressions are available to deduce the order of the most appropriate auxiliary quantile. This paper presents simulations for the simplest sampling designs, namely simple random sampling and stratiÿed sampling. These simulations illustrate a procedure for selecting the values and show the gain in precision obtained by the proposed estimators with respect to traditional ones. This method used can also be applied when there are various known auxiliary estimators, by constructing multiple estimators that use quantiles of di erent orders for each auxiliary variable. 
