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Abstract
I review the classical and quantum dynamics of systems with local world-line su-
persymmetry. The hamiltonian formulation, in particular the covariant hamiltonian
approach, is emphasized. Anomalous behaviour of local quantum supersymmetry is
investigated and illustrated by supersymmetric dynamics on the sphere S2.
1 Introduction
Standard dynamical systems are described in terms of a set of r real or complex
generalized co-ordinates {ai(τ)}, i = 1, ..., r, defining the manifold of possible
configurations of the system. The evolution of a classical dynamical system
then traces out a continuous curve in this configuration space, and solving the
dynamics amounts to finding a prescription to construct this curve for given
initial data. Borrowing a term from the theory of relativity, this curve is some-
times referred to as the world line of the system. The evolution of a quantum
dynamical system amounts to finding a probability amplitude for the system
to develop from the initial configuration into some specific final configuration;
a heuristic way to construct such amplitudes is in terms of the path integral,
computed by summing complex phases defined in terms of paths in the classical
configuration space.
Many systems of interest also possess discrete degrees of freedom, like spin
or bit variables. Such discrete quantities may conveniently be represented by
anti-commuting Grassmann variables {ψa(τ)}, a = 1, ...., s, with ψaψb = −ψbψa
[1]. For Grassmann variables a complete calculus has been developed [2] defining
operations like differentiation and integration of Grassmann-valued functions,
as a result of which they can be treated as pseudo-classical continuous degrees
of freedom. The configuration space of dynamical systems involving discrete
variables can then be mapped to a graded manifold with both classical and
pseudo-classical co-ordinates {ai, ψa}.
A special class of systems with grassmannian degrees of freedom is formed
by systems with a symmetry relating the dynamics of the classical and pseudo-
classical variables [3]-[7]. This symmetry is known as world-line supersymmetry.
In the following the dynamics of such supersymmetric systems is developed.
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2 D = 1 superfields
One starting point for the construction of systems with world-line supersymme-
try is to complement the continuous real time parameter τ with an grassmannian
parameter θ, θ2 = 0, to form a one-dimensional graded base space spanned by
(τ, θ). The most common degrees of freedom of the system can then be repre-
sented by real Grassmann-even functions
Φ(τ, θ) = a(τ) + iθψ(τ), (1)
representing a graded pair (a(τ), ψ(τ)) of even and odd dynamical degrees of
freedom. The factor of i has been introduced in (1) as neither θ nor ψ are
affected by complex conjugation, but this operation does reverse the order of
the variables.
We consider graded translations of the world-line parameters defined by the
graded pair of shift parameters (ξ, ǫ) and acting on the base-space co-ordinates
as
τ ′ = τ + ξ + iθǫ, θ′ = θ − ǫ. (2)
On the function Φ(τ, θ) these translations act as
Φ(τ ′, θ′) = Φ(τ, θ) + ξ∂τa− iǫψ + iθ (ξ∂τψ + ǫ∂τa) +O[ξ2, ǫξ]
= Φ(τ, θ) + (ξP + iǫQ)Φ(τ, θ) +O[ξ2, ǫξ],
(3)
where the graded translation operators are defined by
P = ∂τ , Q = i∂θ − θ∂τ . (4)
They have the algebraic properties
iQ2 = P, PQ−QP = 0. (5)
The operator P is the usual time-translation operator, whilst the Grassmann-
odd operator Q is the supersymmetry operator. By itself it acts on the compo-
nents in such a way that to first order in the shift parameters
δa = −iǫψ, δψ = ǫ∂τa. (6)
These transformations define infinitesimal supersymmetry transformations on
the graded pair of world-line variables (a, ψ). Now observe that the superderiva-
tive operator
D = i∂θ + θ∂τ (7)
has the properties
−iD2 = P, DQ+QD = 0, DP − PD = 0. (8)
A brief calculations then shows that
I = − i
2
∫
dτ
∫
dθDΦD2Φ =
1
2
∫
dτ
(
(∂τa)
2 + iψ∂τψ
)
(9)
defines an action which is invariant under the supersymmetry transformations
(6) modulo boundary terms.
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3 Local world-line supersymmetry
The supersymmetry transformations in the previous section were defined as the
Grassmann-odd part of the constant graded world-line shifts (2). In this section
we introduce a set of graded local world-line transformations including a local
realization of supersymmetry [4, 8, 10]. Such a formalism is most conveniently
developed in terms of graded pairs of variables, rather than using the D = 1
superfield formalism described in section 2.
As a first step consider local time reparametrizations τ → τ ′ = τ − ξ(τ). As
common in differential geometry we distinguish between world-line scalars A(τ)
and world-line 1-forms N = N(τ)dτ transforming as
A′(τ ′) = A(τ), N ′(τ ′) dτ ′ = N(τ) dτ. (10)
Following the conventions of general relativity for time-reparametrizations we
introduce a specific 1-form N referred to as the lapse function. In terms of this
a reparametrization-invariant derivative and an invariant integral are defined
for scalars by
DA = 1
N
dA
dτ
, I =
∫
dτ N(τ)A(τ). (11)
To first order in ξ(τ) the scalar and lapse function transform as
δA = ξ∂τA, δN = ξ∂τN +N∂τξ = ∂τ (ξN) . (12)
We now also introduce time-dependent supersymmetry transformations in terms
of a Grassmann-odd function ǫ(τ), and generalize the previous discussion to
consider combined time- and super-reparametrizations. First we define a graded
pair of variables G = (N,χ) involving the lapse function and a Grassmann-odd
scalar1 transforming as
δN = ∂τ (ξN)− 2iǫχN, δχ = ξ∂τχ+Dǫ. (13)
These transformations obey the commutation rules
[δ(ξ2, ǫ2), δ(ξ1, ǫ1)] = δ(ξ3, ǫ3), (14)
with
ξ3 = ξ1∂τ ξ2 − ξ2∂τ ξ1 − 2iǫ1ǫ2
N
, ǫ3 = ξ1∂τ ǫ2 − ξ2∂τ ǫ1 + 2iǫ1ǫ2χ. (15)
As the commutator algebra of the transformations closes they form a well-
defined infinitesimal graded transformation group. Two more realizations of
this infinitesimal group will be introduced here. The first is one is in terms of a
graded pair Σ = (a, ψ), where a(τ) is Grassmann-even and ψ(τ) is Grassmann-
odd. On this pair the superparametrizations are defined by
δa = ξ∂τa− iǫψ, δψ = ξ∂τψ + ǫ (Da+ iχψ) . (16)
1 Equivalently one can introduce a graded pair of 1-forms (N, ω) where ω = Nχ; in
applications the use of χ is more convenient.
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The second one is an inversely graded pair Φ = (η, f) where η(τ) is odd and
f(τ) is even, with transformations defined by
δη = ξ∂τη + ǫf, δf = ξ∂τf − iǫ (Dη − fχ) . (17)
In both cases the transformations satisfy the commutation rules (14), (15).
Inversely graded pairs Φ are useful to construct super-invariant integrals, as
δ [dτN (f − iχη)] = d [−iǫη + ξN (f − iχη)] , (18)
and therefore
I =
∫
dτ N (f − iχη) (19)
is invariant modulo boundary terms.
It is possible to compose graded pairs by various simple rules. Scalar multi-
plication with a number λ is obvious:
λΣ = (λa, λψ) , λΦ = (λη, λf) , (20)
and addition and linear combination of graded pairs of same type is straightfor-
ward:
λΣ1 + µΣ2 = (λa1 + µa2, λ ψ1 + µψ2) ,
λΦ1 + µΦ2 = (λ η1 + µ η2, λf1 + µf2) .
(21)
Multiplication of (inversely) graded pairs labeled by i, j, (a, b) is defined by the
following rules:
Σi × Σj = Σij = (aiaj , aiψj + ajψi) ,
−iΦa × Φb = Σab = (−iηaηb, faηb + fbηa) ,
Σi × Φa = Φia = (aiηa, aifa − iψiηa) .
(22)
The above rules allow the construction of arbitrary polynomial functions of
graded pairs, e.g.
F (Σi) = (F (ai), ψj∂j F (ai)) . (23)
Finally one can introduce the superderivative D acting on pairs as
D : Σ
D−→ Φ D−→ Σ′ D−→ Φ′ D−→ ...
by the rules
Φ = DΣ = (ψ,Da+ iχψ) , DΦ = (f,Dη − χf) . (24)
It then follows that
Σ′ = D2Σ = (Da+ iχψ,D − χDa) , Φ′ = D2Φ = (Dη − χf,Df + iχDη) .
(25)
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These components actually define supercovariant derivatives:
∇a = Da+ iχψ, ∇ψ = Dψ − χ∇a, ∇2a−D∇a+ iχ∇ψ, ...,
∇η = Dη − χf, ∇f = Df + iχ∇η, ...,
(26)
with the property that (∇a,∇ψ) and (∇η,∇f) are (inversely) graded pairs if
this holds for (a, ψ) and (η, f), respectively. Clearly there is a rule D2 = ∇,
keeping in mind that ∇ is defined on individual components.
4 Dynamics
The simplest procedure to develop the dynamics of supersymmetric systems is
to construct invariant actions. This can be done by generalization and exten-
sion of the action (9) to representations of local supersymmetry, making use of
the construction (19). In this context we take a set of pairs Σi, i = 1, ..., r,
interpreted as the co-ordinates of some graded manifold which will become the
configuration space of our dynamical system. The first step is to form the
inversely graded pairs
DΣi ×D2Σj = (ψi∇aj ,∇ai∇aj + iψi∇ψj) . (27)
The second step is to complete this expression by contraction with a function
Gij(Σ) acting as a metric on the graded manifold:
Φ = Gij(Σ)×DΣi ×D2Σj
=
(
Gijψ
i∇aj , Gij∇ai∇aj + iGij ψi
(
∇ψj +∇akΓ jkl ψl
))
,
(28)
where Γ jkl (a) is the connection constructed from the metric Gij(a). If we now
substitute the components of Φ into the expression (19) and normalize we get
a supersymmetric action
I =
1
2
∫
dτ N
[
Gij∇ai∇aj + iGijψi
(
∇ψj +∇akΓ jkl ψl
)
− iχGijψi∇aj
]
=
∫
dτ N
[
1
2
GijDaiDaj + i
2
Gijψ
i
(
Dψj +DakΓ jkl ψl
)
+ iχGijψ
iDaj
]
,
(29)
transforming under local supersymmetry into
δI =
∫
d
(
− iǫ
2
Gij ψ
iDaj
)
. (30)
By varying the action (29) with respect to the dynamical degrees of freedom
(ai, ψi), keeping the boundary values fixed, one derives the equations of motion.
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They can be written in manifestly supersymmetric form as
∇2ai + Γ ijk ∇aj∇ak −
i
2
ψkψlR iklj ∇aj = 0,
∇ψi +∇ak Γ ikj ψj = 0,
(31)
where R iklj (a) is the Riemann tensor of the configuration manifold with metric
Gij(a). Furthermore, varying the action with respect to the non-dynamical
variables (N,χ) one finds two first-class constraints related to the local time-
and super-reparametrization invariance:
Q = GijDaiψj = 0, H = 1
2
GijDaiDaj = 0. (32)
They are referred to as the supercharge and hamiltonian constraint, respectively
[11, 12, 13]. Observe that for positive definite metrics Gij the hamiltonian
constraint is extremely restrictive, essentially freezing all degrees of freedom.
To get non-trivial dynamics an indefinite metric is strongly favored.
5 Hamiltonian fomulation
The aim of the hamiltonian formalism is to replace a set of r second-order differ-
ential equations by 2r first-order differential equations. In that spirit we develop
a procedure to recast the dynamics of the supersymmetric systems introduced in
the previous section entirely in terms of first-order differential equations [9]. We
do this by a Legendre transform of the action for the Grassmann-even variables
ai only, as the odd variables ψi already obey first-order equations of motion
[10, 14]. To this effect we define the Grassmann-even momenta pi by
pi =
δI
δa˙i
= Gij
(Daj + iχψj)+ i
2
Gij,kψ
jψk, (33)
where as usual the overdot denotes a derivative with respect to time τ and we
use the comma notation for a partial derivative w.r.t. any of the ai. Replacing
the dynamical velocities Dai in the action by the momenta it takes the form
Ic =
∫
dτ N
(
piDai + i
2
Gijψ
iDψj −Hc
)
, (34)
where the hamiltonian Hc now is a function of the generalized co-ordinates and
momenta:
Hc = 1
2
Gij
(
pi − i
2
Gik,lψ
kψl + iGikχψ
k
)(
pj − i
2
Gjm,nψ
mψn + iGjnχψ
n
)
.
(35)
It is easy to verify that a similar substitution of momenta in the supercharge
results in
Qc = piψi. (36)
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The action (34) with the hamiltonian (35) is guaranteed to produce equations
of motion for the dynamical degrees of freedom which are first-order differential
equations in time:

0 −δji i2Gkj,iψk
δij 0 0
i
2Gik,jψ
k 0 iGij




Daj
Dpj
Dψj


=


∂H
∂ai
∂H
∂pi
∂H
∂ψi


. (37)
These equations can be inverted to give

Dai
Dpi
Dψi


=


0 δij 0
−δji − i4GmnGmk,iGnl,jψkψl 12Gkl,iGljψk
0 − 12GilGlk,jψk −iGij




∂H
∂ai
∂H
∂pi
∂H
∂ψi


.
(38)
The canonical hamiltonian formulation of the dynamics now amounts to the
following: there exists a graded continuum of (gauge-equivalent) phase spaces
labeled by the graded pair (N,χ) of which the dynamical variables (ai, pi, ψ
i)
are the co-ordinates. For any specific choice of (N,χ) the dynamics on that
representative phase space is defined by a bracket
DF = {F,Hc} , (39)
generating the evolution equations of a phase-space function F (ai, pi, ψ
i) for
fixed (N,χ) by application of the canonical brackets
{
ai, pj
}
= −{pj , ai} = δij , {pi, pj} = −{pj , pi} = − i4 GmnGmk,iGnl,jψkψl,
{
ψi, ψj
}
=
{
ψj , ψi
}
= −iGij , {pi, ψj} = −{ψj , pi} = 1
2
Gkl,iG
ljψk.
(40)
The dynamical equations (39) thus represent the appropriate generalization of
the Hamilton equations to locally supersymmetric systems. An obvious choice
of representative phase space it the one labeled by (N,χ) = (1, 0); however these
values are to be substituted only after imposing the first-class constraints (32)
in the form
Qc = 0, Hc = 0. (41)
We close this section by observing that
{Qc,Qc} = 2i (Hc − iχQc) , {Qc,Hc} = 2χHc. (42)
in agreement with the first-class nature of the constraints.
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6 Hamilton-Jacobi equation
Consider the solutions of the equations of motion tracing out curves in phase
space between a fixed initial point at time τ1 and various end points (a
i, pi, ψ
i) at
time τ2. Then one can define a function of the end point S(a
i, ψi) by integrating
the action Ic over the corresponding curve:
S =
∫ τ2
τ1
dτ N
(
piDai + i
2
Gijψ
iDψj −Hc
)
. (43)
To see that this is a function only of (ai, ψi) it suffices to consider variations of
the end point with different corresponding paths in phase space. As along each
path the equations of motion (37) are satisfied the corresponding variation of
S comes from the variation of the boundary point and is given (for fixed initial
point) by
δS =
[
δaipi − i
2
δψiGijψ
j
]
τ2
. (44)
There is no contribution from variations δpi, as the time-derivatives of the mo-
menta do not appear in the action or in the integral (43). As the variations δai
and δψi at the end point are independent, it also follows that the dependence
of S on the end points results in
∂S
∂ai
= pi,
∂S
∂ψi
= − i
2
Gijψ
j . (45)
In view of this the first-class constraint for the supercharge, which is satisfied
for all true solutions, implies that
Gij
∂S
∂ai
∂S
∂ψj
= 0. (46)
This is the supersymmetric variant of the Hamilton-Jacobi equation [10].
7 Covariant hamiltonian formalism
The equations of motion (31) have a purely geometric form, describing the world
line of a spinning particle in r dimensions on which the spin variables ψi move
by parallel transport. In the canonical hamiltonian formulation, obtained in
section 5 by Legendre transform of the same action (29), the manifest geometric
structure is lost. In particular the canonical brackets (40) do not have a direct
geometric representation. Manifestly covariant formulations of the dynamics do
however exist [15]. In this section we develop actually two such formulations.
The first one is obtained by replacing the canonical momenta by covariant
momenta:
pi → Pi = pi − i
2
Gij,kψ
jψk. (47)
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They are covariant as after reparametrizing phase space in terms of (ai,Pi, ψi)
the brackets (40) are replaced by the manifestly covariant expressions
{
ai,Pj
}
= −{Pj , ai} = δij, {Pi,Pj} = −{Pj ,Pi} = − i2 ψkψlRklij ,
{
ψi, ψj
}
=
{
ψj , ψi
}
= −iGij , {Pi, ψj} = −{ψj ,Pi} = Γ jik ψk,
(48)
where the structure functions of the various brackets are defined by the metric,
the connection and the Riemann curvature of the manifold [16].
In addition to a transformation of the phase-space co-ordinates and brackets,
to reobtain the covariant equations of motion (31) we also recast the supercharge
and hamiltonian in covariant form:
Qcov = Piψi, Hcov = 1
2
GijPiPj . (49)
These are obtained from Qc and Hc by the substitution (47) and subsequently
taking
Qcov = Qc, Hcov = Hc + iχQc. (50)
Note that such a recombination of Hc and Qc does not alter the first-class
constraints, as they are equivalent with
Qcov = 0, Hcov = 0. (51)
However, the canonical equations of motion (39) are now replaced by the co-
variant Hamilton equations
∇F = DF + iχ {F,Qcov} = {F,Hcov} , (52)
for any function F (a,P , ψ) on the phase space. To evaluate these expressions
we collect here the phase-space supersymmetry transformations generated by
the supercharge
{
ai,Qcov
}
= ψi, {Pi,Qcov} = Γ kij Pkψj ,
{
ψi,Qcov
}
= −iGijPj . (53)
It then follows in particular that
Pi = Gij∇aj . (54)
Using this expression in the equations of motion for Pi and ψi returns the
covariant equations (31). As concerns the algebra of constraints, with the help
of the relations (53) it is straighforward to establish that
{Qcov,Qcov} = −2iHcov, {Qcov,Hcov} = 0. (55)
Clearly these relations are in full agreement with the constraints (51), confirming
again their first-class character.
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Another covariant formulation, fully equivalent at the level of classical dy-
namics, can be constructed in terms of local tangent frames. These are spanned
at any point of the manifold by an orthonormal set of r vectors eia(a):
Gij e
i
ae
j
b = ηab, a, b = (1, ..., r), (56)
where ηab is the tangent-space euclidean or pseudo-euclidean metric with all
eigenvalues ±1; in locally (pseudo-)cartesian co-ordinates η = diag(±1, ...,±1).
Being non-singular there exist dual 1-forms ea = eai (a) da
i such that
eiae
b
i = δ
b
a, (57)
from which it follows that
eai = Gij e
j
b η
ba, ηab e
a
i e
b
j = Gij . (58)
Parallel transport of the frames now involves local r-dimensional (pseudo-)rotations
in the tangent space, which are kept track of by the spin connection ωab =
ω ai b(a) da
i:
eaj ;i = ∂ie
a
j − Γ kij eak = ω ai b ebj. (59)
Representing a (pseudo-)rotation the spin connection has the anti-symmetry
property
ωab = ηac ω
c
b = −ωba.
From the definition (59) and the Ricci identity it is straightforward to establish
that the covariant field strength of the spin connection is directly related to the
Riemann tensor by
Rijab = ∂iωjab − ∂jωiab − [ωi, ωj]ab = Rijkl ekaelb = Rabij . (60)
In the context of supersymmetric dynamical systems we use the tangent frames
to redefine the Grassmann-odd co-ordinates as taking values in the local tangent
frame:
ψi → φa = eai ψi. (61)
The brackets (48) then are replaced by
{
ai,Pj
}
= −{Pj , ai} = δij , {Pi,Pj} = −{Pj ,Pi} = − i2 φaφbRabij ,
{
φa, φb
}
=
{
φb, φa
}
= −iηab, {Pi, φa} = −{φa,Pi} = −ω ai bφb.
(62)
After the redefinition the supercharge becomes
Qcov = Pieiaφa. (63)
The hamiltonian (49) and the algbera of constraints (55) remain unchanged.
The equations of motion now read
Pi = Gij∇aj , ∇2ai + Γ ijk∇aj∇ak =
i
2
φaφbR iabj ∇aj ,
∇φa +∇ai ω ai b φb = 0.
(64)
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8 Quantum theory
The local tangent-frame formulation of the pseudo-classical dynamics of locally
supersymmetric systems is most convenient for the purpose of canonical quan-
tization [10]. In this procedure the phase-space variables are replaced by self-
adjoint operators in Hilbert space, and the correspondence principle is used to
determine the commutation or anti-commutation relations between these oper-
ators from the classical brackets. For the systems at hand the first step is to
introduce operators corresponding to the physical degrees of freedom
ai → ξi, Pi → πi, φa → 1√
2
γa. (65)
Following the rule
i(phase space brackets) → [(quantum operators)} ,
with square brackets [ , ] denoting commutators and accolades { , } now anti-
commutators, the fundamental operator commutation relations are postulated
to be [
ξi, πj
]
= iδij ,
{
γa, γb
}
= 2ηab,
[γa, πi] = iω
a
i bγ
b, [πi, πj ] =
1
2
σabRabij ,
(66)
with γa acting as the generators of an r-dimensional Clifford algebra and
σab =
1
4
[
γa, γb
]
(67)
as the generators of the associated (pseudo) rotation group SO(r − s, s). Here
s denotes the number of non-compact (time-like) dimensions in tangent space.
The consistency of the commutation relations (66) may be checked from the
graded Jacobi identities, using the Clifford and Bianchi identities
[
σbc, γa
]
= ηacγb − ηabγc, Rab[ij;k] = 0, (68)
which guarantee that for all (A,B,C) ∈ {ξi, πi, γa}
(−1)CA [[A,B} , C}+ (−1)AB [[B,C} , A}+ (−1)BC [[C,A} , B} = 0. (69)
It now remains to find a realization of these operators in some representation of
Hilbert space. The commutation relation of the ξi and πi implies that the πi act
as a set of non-commutative derivatives on functions of the ξi. Next considering
representations of the Clifford algebra spanned by the operators γa, we observe
that there is an irreducible representation of their anti-commutation relations
in terms of Dirac matrices of dimension 2[r/2]×2[r/2], which suggests to take the
elements of Hilbert space to be 2[r/2]-component spinors Ψ. However, to guar-
antee the self-adjointness of the operators some additional steps are necessary.
The precise steps depend on the number s of non-compact directions in tangent
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space. We restrict our discussion to the cases s = 0 and s = 1 corresponding to
euclidean and minkowskian tangent-space geometries, respectively.
For euclidean tangent spaces with positive-definite metric ηab = δab =
diag(+1, ..,+1) the irreducible representations of the Dirac matrices are her-
mitean; therefore one can define an invariant scalar product on the Hilbert
space of spinors by
(Φ,Ψ) =
∫
drξ eΦ†Ψ, (70)
where e = det eai =
√
G is included to make the integration measure invariant
under co-ordinate transformations. Owing to the hermitean property if the
Dirac matrices they represent self-adjoint operators:
(Φ, γaΨ) = (γaΦ,Ψ) . (71)
For minkowskian tangent spaces with indefinite metric ηab = diag(−1,+1, ...,+1)
only the compact (space-like) components of γa, a = 1, ..., r − 1, are repre-
sented by hermitean matrices, whilst γ0 is anti-hermitean. However, it then
follows that one can construct a complete set of hermitean matrices γ0γa for all
a = 0, 1, ..., r − 1: (
γ0γa
)†
= γ0γa (72)
Following Dirac we therefore define a modified invariant scalar product
(Φ,Ψ) =
∫
drξ e Φ¯Ψ, Φ¯ = Φ†γ0, (73)
where now e =
√−G. In view of (72) it is then again guaranteed that the
operators γa are self-adjoint as in (71) with respect to this modified scalar
product.
Having established the conditions for the operators γa to be self-adjoint we
can also provide a self-adjoint representation of the momentum operators πi in
terms of the spin connection:
πi = − i√
e
Di
√
e. Di = ∂i − 1
2
ωiabσ
ab, (74)
as in euclidean space σ†ab = −σab, whilst in the minkowskian case eq. (72) implies
that
γ0σab = − (γ0σab)† . (75)
The first equation (68) then esablishes the commutation relation between γa and
πi, whilst the commutator of two momenta holds because of the Ricci identity:
[πi, πj ] = − 1√
e
[Di, Dj]
√
e =
1
2
σabRabij . (76)
With the operator representations defined above we can construct a self-adjoint
supercharge operator:
Q = 1
2
(
γaeiaπi + πie
i
aγ
a
)
= −iγaeiaDi, (77)
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where in the last step we have used the definition of the spin-connection (59).
The supersymmetry constraint then reduces to the condition
−iγaeiaDiΨ = 0, (78)
which is the massless Dirac equation on the curved manifold with metric Gij [ξ].
The corresponding hamiltonian constraint is
H = 1
2
{Q,Q} = −1
2
D2i −
1
8
R, (79)
where R is the Riemann scalar. Note that any operator-ordering ambiguities
in the definition of the hamiltonian have been solved by its relation to the
supercharge and the condition of self-adjointness of the latter [7]. As in the
classical models the consistency of the constraints follows from (79) and its
consequence
[Q,H] = 0. (80)
9 Examples: supersymmetric S2
The evolution of dynamical quantum operators F (ξ, π, γ) are obtained by straigh-
forward application of the hamiltonian:
DF + iχ [F,Q} = [F,H] . (81)
Here the auxiliary gauge variables (N,χ) are to be considered external param-
eters fixing the representation of the Hilbert space. As alluded to above, it is
perfectly allowed to chose a particular representative, the one with N = 1 and
χ = 0 being the simplest one to work with. This choice is employed below.
It should however be remembered that their role was to impose the first-class
constraints, in the quantum theory on the states in Hilbert space:
QΨ = 0, HΨ = 0. (82)
As the second constraint is an automatic consequence of the first one, the su-
percharge constraint is the fundamental constraint, the hamiltonian one is used
for mathematical simplifications. Thus the physical states of a quantum system
with world-line supersymmetry are characterized by the generalized Dirac equa-
tion (78); the space of solutions consists of the set of zero modes, the kernel, of
the Dirac operator.
The existence of physical states is not guaranteed; if the kernel of the Dirac
operators is empty there is no supersymmetric system in which the dynamical
constraint can be realized. This might be interpreted as an anomaly of the
local world-line supersymmetry at the quantum level. In fact we have already
noticed in section 4 that in the classical theory for positive-definite metrics Gij
the system is frozen, and this is manifested by the absence of normalizable
zero-modes in the quantum theory.
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An explicit example of such a situation is provided by the supersymmetric
sphere S2 [17]. Its tangent space is euclidean R2 and in polar co-ordinates
ξi = (θ, ϕ) the metric and corresponding tangent frame vectors are
Gij =
(
1 0
0 sin2 θ
)
, eai =
(
1 0
0 sin θ
)
. (83)
The tangent-space components of the spin connection 1-form are
ωidξ
i =
(
0 cos θ
− cos θ 0
)
dϕ, (84)
In two dimensions the Dirac matrices are identical with the Pauli matrices:
γa = σa, a = (1, 2). The Dirac operator in this representation is then found to
be
−iγaeiaDi =
(
0 −iD−
−iD+ 0
)
, D± = ∂θ +
1
2
cotan θ ± i
sin θ
∂ϕ. (85)
To find the eigenvalues of this operator solve the equations
−iγaeiaDiΨ = κΨ, Ψ(θ, ϕ) = eimϕ
[
ψ+(θ)
ψ−(θ)
]
, (86)
where m is an integer; the components satisfy
−i
(
∂θ +
1
2
cotan θ +
m
sin θ
)
ψ− = κψ+, −i
(
∂θ +
1
2
cotan θ − m
sin θ
)
ψ+ = κψ−.
(87)
The hamiltonian form is more practical as it diagonalizes the equations:
(
∂2θ + cotan θ ∂θ −
m2 + 14
sin2 θ
± m cos θ
sin2 θ
− 1
4
)
ψ± = −κ2ψ±. (88)
After a change of variable z = cos θ this equation takes the form
[
(1− z2) ∂2z − 2ξ∂z −
m2 + 14
1− z2 ±
mz
1− z2 −
1
4
]
ψ± = −κ2ψ±. (89)
In the case of m ≥ 0 we first take the upper component; the solutions are of the
form
ψ+ = (1− z)
m
2
− 1
4 (1 + z)
m
2
+ 1
4 Jm−1/2,m+1/2n (z), (90)
where Jp,qn is a Jacobi polynomial of degree n. For p = m−1/2 and q = m+1/2
the corresponding eigenvalues are
κ2nm =
(
n+m+
1
2
)2
. (91)
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The corresponding solutions for the lower component in (89) are obtained by
computing
κψ− =
(√
1− z2 ∂z − 1
2
z√
1− z2 +
m√
1− z2
)
ψ+, (92)
and have the same eigenvalue spectrum. For negativem the situation is reversed,
the lower components ψ− being described by (90) and the upper components
by (92). As both n and m are integers it follows that there are no solutions of
eq. (86) with κ = 0.
The same eigenvalue problem in the context of a space with indefinite metric
appears in a cosmological setting [10] if we consider a homogeneous space-time
of Friedmann-Lemaitre type with scale factor a(t) = eξ
0/
√
6 and two spatially
homogeneous scalar fields ξm(t), m = (1, 2) taking values on the sphere S2. The
non-supersymmetric classical action for such a system is
S =
1
2
∫
d4τ N gij DξiDξj , gij =
( −1 0
0 Gmn
)
, (93)
where i, j = (0, 1, 2), m,n = (1, 2) and Gmn is the scalar-field metric on S
2.
Introducing a cosmological time σ defined in terms of the scale factor and polar
co-ordinates such that ξi = (σ, θ, ϕ) the metric reads
gij =

 −1 0 00 1 0
0 0 sin2 θ

 . (94)
The supersymmetric version of the corresponding quantum cosmology in which
γ0 = iσ3, γ1,2 = σ1,2, is defined by the Dirac operator
−iγaeiaDi =
(
∂σ −iD−
−iD+ −∂σ
)
, (95)
where the covariant derivatives D± on the sphere are defined as before, eq. (85).
The eigenfunctions are 2-component spinors
Ψ(σ, θ, ϕ) = eiκσ+imϕ
[
ψ+(θ)
ψ−(θ)
]
, (96)
and now the zero-modes are the solutions of (89) for all allowed values of κ.
Thus we have an infinite set of solutions of then form (90), (92) labeled by
integers (n,m) with the spectrum of allowed values κnm given by (91).
10 Potentials
In the previous sections we have focussed on the description of supersymmetric
dynamical systems with purely geometrical hamiltonians (32). In this section
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we describe how to extend the dynamics with interactions of potential type
[8]. From sect. 3 we recall that supersymmetric actions are constructed from
elementary or composite inversely graded superpairs (η, f) using expression (19).
A straightforward generalization of this construction is to take an elementary
pair Φ = (η, f) and multiply it with some function W [Σ] of the scalar pairs
Σi = (ai, ψi) according to the last rule (22):
ΦW ≡W [Σ]× Φ =
(
W (a)η,W (a)f − i∂iW (a)ψiη
)
. (97)
Another constribution is constructed by taking
DΦ× Φ = (fη, f2 + iη∇η) . (98)
Combine these terms to form
Φpot =
1
2
DΦ× Φ− ΦW , (99)
and insert the components of Φpot into expression (19) to get
Ipot =
∫
dτ N
[
i
2
ηDη + 1
2
f2 −Wf − iηχW − iηψi∂iW
]
. (100)
Now the auxiliary variable f can be eliminated by its algebraic equation of
motion f =W , equivalent to completing the square, to get
Ipot ≃
∫
dτ N
[
i
2
ηDη − iηχW − iηψi∂iW − 1
2
W 2
]
. (101)
Adding this to the action (29) it supplies a scalar potentialW 2(a)/2 plus super-
symmetric completion terms, at the price of having an extra Grassmann-odd
degree of freedom. Of course an arbitrary number of such potentials can be
added in principle, each carrying its own Grassmann-odd variable along. With
the single contribution of the potential terms (101) the equations of motion are
modified to
∇2ai + Γ ijk ∇aj∇ak −
i
2
ψkψlR iklj ∇aj = −Gij
(
W,jW + iηψ
kW,jk + iηχW,j
)
,
∇ψi +∇ak Γ ikj ψj = GijW,jη,
∇η = Dη − χW = ψiW,i,
(102)
where as before we use the comma notation to denote partial derivatives w.r.t.
the ai. In addition we get modified constraints from variations w.r.t. N and χ:
H = 1
2
GijDaiDaj + 1
2
W 2 + iη
(
χW + ψiW,i
)
= 0,
Q = GijDaiψj + ηW = 0.
(103)
16
Upon quantization the additional Grassmann-odd variables will become oper-
ators η → α/√2 extending the Clifford algebra (66) with one or more extra
generators α:
α2 = 1, αγa + γaα = 0. (104)
The supercharge operator (77) is accordingly generalized to
Q = −iγaeiaDi + αW. (105)
This allows for turning the supersymmetry constraint into version of the Dirac
equation extended by a mass term. In the example of the sphere S2 the intro-
duction of a mass term in (85) would be equivalent to consider a single mode
of the cosmological model (95), which we have seen to have normalizable solu-
tions. This amounts to a form of reduction from 2+1 to 2 dimensions, though
not by compactification but by mode selection. Equivalently, the full set of
solutions of the cosmological model corresponds to a full tower of Dirac equa-
tions for massive states on S2, with quantized masses (91). Thus the anomalous
behaviour of local world-line supersymmetry is cured by the introduction of a
mass term accompanied by an extension of the Clifford algebra, signifying an
extra Grassmann-odd degree of freedom in the corresponding pseudo-classical
model.
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