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Abstract
MANY-BODY EFFECTS IN SELECTED
TWO-DIMENSIONAL SYSTEMS
A. Levent Subas¸ı
PhD in Physics
Supervisor: Prof. Bilal Tanatar
August 2009
In this thesis we study many-body effects in three distinct two-dimensional
systems. The two dimensional electron gas is a model system yielding to basic
analytical and computational theoretical ideas of many-body physics and at the
same time allows faithful experimental realizations. In connection to the recently
observed metal-insulator transition in this system, the spin susceptibility is a
relevant observable. The behavior of the spin polarization in a parallel magnetic
field is studied using a parametrized ground-state energy expression from accurate
quantum Monte Carlo simulations and compared with approximate theories. The
critical field to fully polarize the system is calculated. A qualitative difference
for the ferromagnetic transition is found for an interval of density values. Next,
we consider exciton condensation in an electron-hole bilayer system with density
imbalance. Electrons and holes attracting via Coulomb interaction pair up to
form spatially separated excitons and condense at low temperatures. Using mean-
field theory we establish the phase diagram at zero temperature for different
electron and hole densities by comparing the energy of the normal phase with
that of the condensed phase. In the last chapter, the two-dimensional Bose-Fermi
iv
atomic gas mixture which is composed of a condensed boson component and a
spin polarized Fermi component at zero temperature is studied. Confinement
in the third direction affects the density profiles and can induce collapse of the
mixture and spatial separation of components.
Keywords: Two-dimensional electron gas, spin polarization, electron-hole
bilayer, exciton condensation, population imbalance, two dimensional Bose-Fermi
mixture, collapse, demixing
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O¨zet
I˙KI˙ BOYUTLU SEC¸I˙LMI˙S¸ SI˙STEMLERDE C¸OK
PARC¸ACIK ETKI˙LERI˙
A. Levent Subas¸ı
Fizik Doktora
Tez Yo¨neticisi: Prof. Bilal Tanatar
Ag˘ustos 2009
Bu tezde iki boyutlu u¨c¸ deg˘is¸ik sistemde c¸ok parc¸acık etkileri incelenmis¸tir. Hem
kuramsal c¸ok parc¸acık fizig˘i c¸alıs¸maları hem de deneysel uygulamalar ac¸ısından
iki boyutlu elektron gazı halen yog˘un ilgi go¨ren bir model sistemdir. Yakın
zamanda go¨zlemlenen metal-yalıtkan faz gec¸is¸i spin duygunlug˘u ile bag˘lantılıdır.
Giris¸ bo¨lu¨mu¨nden sonra paralel manyetik alan altında spin polarizasyonu
incelendi. Sistemi polarize etmek ic¸in gerekli kritik manyetik alan hesaplandı.
Yaklas¸ık teorilerden farklı olarak kuvantum Monte Carlo simulasyonu sonucu
elde edilen temel durum enerjisini kullanarak ferromanyetik duruma gec¸is¸in
bazı yog˘unluk dereceleri ic¸in ikinci dereceden oldug˘u go¨zlendi. I˙kinci olarak
elektron ve des¸ik katmanlarında, elekron ve des¸ik yog˘unluklarının farklı oldug˘u
durumlarda, egziton yog˘us¸ması c¸alıs¸ıldı. Ortalama alan teorisi kullanarak
egziton yog˘us¸masının sıfır sıcaklıkta temel durum oldug˘u elektron ve des¸ik
yog˘unlukları hesaplandı. Yog˘unluk du¨zlemindeki faz diyagramı olus¸turuldu.
Son kısımda ultra-sog˘uk atomik gaz sistemlerinde iki boyutlu Bose-Fermi
atomik gaz karıs¸ımları incelendi. Ortalama alan teorisi kullanılarak u¨c¸u¨ncu¨
vi
boyuttaki sıkıs¸tırmanın boson ve fermiyon biles¸enlerin yog˘unluk dag˘ılımı c¸alıs¸ıldı,
etkiles¸imlere bag˘lı olarak karıs¸ımda ayrıs¸ma ve c¸o¨ku¨s¸ go¨zlendi.
Anahtar so¨zcu¨kler: I˙ki boyutlu elektron gazı, spin polarizasyonu, elektron-
des¸ik c¸ift-katmanı, egziton yog˘us¸ması, yog˘unluk farkı, iki boyutlu Bose-Fermi
karıs¸ımı, c¸o¨ku¨s¸, ayrıs¸ma
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Chapter 1
Introduction
The homogeneous electron gas [1] is a model system often used in condensed
matter physics to study the behavior of delocalized electrons. At zero
temperature, the system is characterized by the electron density. This basic
model has been extensively studied over the years to understand the correlated
motion of electrons. It widely serves as an input to density functional theory
based calculations within the local density approximation. The two-dimensional
electron gas plays an important role in modeling confined electron and hole
systems realized at interfaces of semiconductor based hetero-structures and has
served as a theoretical model for understanding the many-body nature of this
system [2]. These systems still attract a lot of theoretical and experimental
interest. More recently, graphene, a single sheet of graphite, has become a
major area of research and is another realization for the application of the two-
dimensional models.
In a perpendicular magnetic field, the two-dimensional electron gas enters
the quantum Hall regime, which is an immense research field by itself [3–5].
Another problem which has attracted a great deal of experimental and theoretical
interest is the metal-insulator transition in the two-dimensional electron system
which was observed through recent technological developments allowing to
realize low density and high mobility samples [6, 7]. Exciton condensation in
electron systems provides another area of interesting physics research [8]. In
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particular, bilayer systems are promising candidates to observe effects of exciton
condensation [9–11].
In this thesis we study two problems connected to the two points mentioned
above related to the two dimensional electron gas. The third chapter is related
to condensates in two-dimensions as realized in ultra-cold gas systems. The plan
of the thesis is as follows.
In Chapter 2 we study the magnetic behavior and in particular the spin
magnetization of an interacting two-dimensional electron gas (2DEG) in an in-
plane magnetic field. The ground-state energy of the system is constructed using
the accurate correlation energy based on the recent quantum Monte Carlo (QMC)
simulations as a function of density, spin polarization, and applied magnetic
field. The critical magnetic field Bc required to fully spin polarize the system is
obtained as a function of the electron density. The spin polarization as a function
of the applied field (less than the critical field) for various densities are calculated.
When the QMC parametrization is employed, we find that the two-dimensional
electron system undergoes a first order phase transition to a ferromagnetic state
in the regions 0 < rs < 7 and 20 < rs < 25, where rs is the usual density
parameter. For 7 < rs < 20 our calculations indicate a second order transition
unlike approximate theories. We calculate the susceptibility at finite applied
field in comparison with the zero-field linear susceptibility which is a quantity
of both theoretical and experimental interest in relation to the metal-insulator
transition. As another measurable quantity, we calculate the thermodynamic
compressibility of a two-dimensional electron system in the presence of the in-
plane magnetic field. Inverse compressibility as a function of density shows a kink
or jump like behavior (depending on the nature of the transition) in the presence
of an applied magnetic field which can be identified as Bc. Our calculations
suggest an alternative approach to transport measurements of determining full
spin polarization. The contents of this chapter have been partially published in
Refs. [12, 13].
We turn our attention to exciton condensation in electron-hole bilayer systems
in Chapter 3. Disregarding spin degrees of freedom we study the pairing effects
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between a two dimensional electron system separated from a two dimensional
hole system by a distance. Each layer density is assumed to be controlled
individually. Within mean-field theory we compare energy of the normal state,
which is composed of two-dimensional uniform Fermi gas of electrons and holes,
with that of the condensed phase where electron and holes are paired or bound
in excitons with s-wave pairing. We find that in the case of density imbalance
or unequal electron and hole populations, the condensed phases with s-wave
pairing, called Sarma phases, have lower energy than the normal phase and are
locally stable with bare Coulomb interactions. We discuss the effect of intra-
layer interactions on the phase diagram in the density and population polarization
plane. Using a simple model of screening we show that certain regions of the phase
space become unstable towards an Fulde-Ferrell-Larkin-Ovchinikov (FFLO) type
state signalled by a negative superfluid mass density. Together with intra-plane
interactions this results in a rich phase diagram in the crossover region between
a weakly interacting high density regime and a strongly interacting low density
regime. This is a density driven Bardeen-Cooper-Schrieffer (BCS) - Bose-Einstein
condensation (BEC) crossover for this system.
In the last chapter we direct our attention to another condensed system of
boson-fermion mixture in two-dimensional ultra-cold gas systems. Ultra-cold
atomic systems have enjoyed increasing attention after the realization of BEC
in 1995. Currently, experimental situation has advanced to control system
parameters from trapping to interactions. Such control has made the study
of various condensed matter theories, for example through the realization of
rotating traps to mimic charged particles in a magnetic fields and optical lattices
to create controlled lattice potentials as in crystal materials. At low temperatures
quantum properties of these tunable many-body system become observable.
Using anisotropic traps or optical lattices, two dimensional systems can be
realized. In the last chapter we study the equilibrium properties of boson-fermion
mixtures confined in a harmonic pancake-shaped trap at zero temperature
using mean-field theory. When the modulus of the s-wave scattering lengths
characterizing boson-boson and boson-fermion interactions are comparable to
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the mixture thickness, two-dimensional scattering events introduce a logarithmic
dependence on density in the coupling constants, greatly modifying the density
profiles themselves. We show that for the case of a negative boson-fermion three-
dimensional s-wave scattering length, the dimensional crossover stabilizes the
mixture against collapse and drives it towards spatial demixing. The main results
of this chapter have recently been published in Ref. [14].
Chapter 2
Magnetization of an Interacting
Two-Dimensional Electron Gas
2.1 Introduction
The ground-state properties of the two-dimensional electron gas (2DEG) model
are important not only for their technological implications but also from the
point of view of many-body physics [1, 2]. In the last decade there has been
a huge amount of activity on the transport and thermodynamic properties of
low density 2DEG systems largely motivated by the observed metal-insulator
transition [6, 7]. In these investigations, mostly transport measurements are
performed on low density, high quality samples where the electron-electron
interaction effects are dominant. In a complementary way, there are a few
thermodynamic measurements on the ground state properties of 2D electron
systems such as magnetization (or spin susceptibility) and compressibility. It
is of importance to have a consistent picture emerging from these measurements
of different nature.
The spin susceptibility of a 2DEG is of interest and many experimental studies
are reported[15–24] on Si-MOSFET and GaAs based 2D electron systems.
Experiments with in-plane magnetic field have focused on the spin suscep-
tibility, Lande´ g-factor, and effective mass of the 2D electron systems present
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in Si-MOSFETS and GaAs quantum-well structures [15, 17, 19–21, 25–27].
Thermodynamic measurements of magnetization of a dilute 2D electron system
were reported by Prus et al.[26], Shashkin et al.[27], and Kravchenko et al.[28]
While the measurements of Prus et al.[26] have not found any indication toward
a ferromagnetic instability, Shashkin et al.[27] observed diverging behavior in
spin susceptibility χs at a critical density coinciding with the metal-insulator
transition determined from transport measurements. Irrespective of the material
details the spin susceptibility is found to be enhanced with decreasing carrier
density [29].
In a recent paper Zhang and Das Sarma[30] challenged the interpretation of
most spin susceptibility measurements by studying the spin polarization effects
in a 2DEG in the presence of an applied magnetic field. The paramagnetic
to ferromagnetic transition in electron systems has long been of interest[31–35]
and the recent experiments have revived further theoretical activity[30, 36–40]
including a study on Dirac fermions in graphene [41, 42]. Effects of an in
plane magnetic field in graphene showing a second order transition to fully spin
polarized state have also been considered recently [43].
Another thermodynamic quantity, the compressibility κ, has also been
measured[44–47] using the capacitance technique originated by Eisenstein et
al. [48]. The initial results[44, 45] suggested that 1/κ has a minimum at the
metal-insulator transition density. More recent measurements[47] revealed the
importance of the role played by charged impurities in leading to a minimum in
1/κ.
On the theoretical side, the ground-state energy of the 2DEG is most reliably
assessed from quantum Monte Carlo (QMC) simulations [49, 50]. In particular,
the recent simulations predict a paramagnetic to ferromagnetic transition before
the eventual crystallization of electrons and provide an accurate correlation
energy in parametrized form. This allows the calculation of other thermodynamic
quantities of interest without resorting to perturbation theory approaches.
Experimental observation of spontaneous spin polarization of a 2DEG has been
reported by Ghosh et al.[51] and Winkler et al.[52]. Recent spectroscopic
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measurements on the spin polarization in dilute semimagnetic quantum wells also
shed some light on the exchange-correlation effects in 2D electron systems [53].
Motivated by the recent experiments on 2DEG systems with an in-plane
magnetic field and the associated measurements of thermodynamic quantities,
we revisit the calculation of spin polarization effects taking advantage of the
recent QMC simulation results[50] which provide an accurate correlation energy
with density and spin polarization dependence. As the QMC simulations are
performed for a strictly 2DEG system at zero temperature, T = 0, we consider a
similar system ignoring the finite width of quantum well structure. Thus, coupling
of the magnetic field to the orbital motion does not enter the picture. Because
we do not include any valley degeneracy effects, our calculations should be more
appropriate for GaAs based electron and hole systems. The effects of finite width
and disorder, treated perturbatively, on the spin susceptibility of a 2DEG have
recently been considered by De Palo et al. [54].
In particular, we calculate the spin polarization and the compressibility of
a clean 2D electron gas in the presence of an in-plane magnetic field. Our
calculations making use of the accurate exchange-correlation energy provided by
QMC simulations suggest that the thermodynamic compressibility will exhibit
a distinguishing signature of the full spin polarization. Comparing our results
with those of previous perturbation theory based calculations we find qualitative
as well as quantitative differences for spin susceptibility. We propose that
compressibility measurements may allow to discern the critical field and density
at which the full spin polarization occurs. Such experiments should be amenable
with current technology and could offer an independent way of probing magnetic
properties of 2D systems.
The rest of this chapter is organized as follows. First we provide the
ground-state energy expression as a function of electron density, spin-polarization
parameter, and applied magnetic field, and outline our calculation of the critical
field at full spin polarization. Then we present our numerical results of spin
polarization and compare them with other theoretical approaches. Finally, we
discuss the behavior of the compressibility in the presence of the parallel magnetic
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field and the effect of the onset of full spin polarization.
2.2 Model and Theory
We consider a 2D electron gas interacting via the 1/r Coulomb potential,
embedded in a neutralizing background. This is the two dimensional jellium
model. At zero temperature the system is characterized by two dimensionless
quantities, The Wigner-Seitz radius rs and spin polarization ζ.
The Wigner-Seitz radius rs is defined in terms of the density n and the effective
Bohr radius a∗B by
n =
1
π(a∗Brs)2
(2.1)
gives the average distance between the electrons in units of a∗B (Bohr radius
includes the band mass of electrons and the background dielectric constant of the
host semiconducting material).
The spin polarization is the ratio of the number of excess electron spins to
the total number of electrons given by
ζ =
|n↑ − n↓|
n
(2.2)
and can take values between zero and one, 0 ≤ ξ ≤ 1. In the former case the
system is said to be unpolarized and one talks about a paramagnetic state whereas
in the latter case, the system is fully polarized and is called ferromagnetic.
The system is described by the following Hamiltonian
H =
N∑
i=1
pˆ2i
2m
+
1
2
∑
i6=j
e2
ǫ|ri − rj| (2.3)
The ratio of the average interaction energy V and the average kinetic energy
K is proportional to rs as easily seen from the following estimates.
K ∼ EF ∼ k2F ∼ n ∼ 1/r2s
V ∼ e2/a ∼ e2√n ∼ 1/rs
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where EF is the Fermi energy and a is the average distance between electrons.
Thus small rs values characterize high density and weakly interacting systems
and large rs values characterize low density and strongly interacting systems.
The parameter rs is also called the coupling constant.
The total energy per particle in the absence of any external potential and
fields can be written in terms of the parameters rs and ζ as
Etot
N
= E = Ek(rs, ζ) + Ex(rs, ζ) + Ec(rs, ζ) (2.4)
where
Ek(rs, ζ) =
1 + ζ2
r2s
(2.5)
is the kinetic energy per particle,
Ex(rs, ζ) = −4
√
2
3πrs
[
(1 + ζ)3/2 + (1− ζ)3/2] (2.6)
is the exchange energy in units of effective Rydberg. (i.e. Ryd∗ = ~2/(2m∗a∗B
2) =
e2/2εa∗B = EF r
2
s/2 where EF is the Fermi energy of the unpolarized system).
These two terms constitute the Hartree-Fock (HF) approximation. The remaining
part of the total energy is called the correlation energy Ec which has been the
subject of many theoretical calculations. The most accurate results for Ec(rs, ζ)
are provided by QMC simulations [50, 55, 56].
2.3 2DEG in Parallel B-field
When an in-plane magnetic field is applied to the 2DEG system, the interaction
of the magnetic field with the spin of the electrons gives rise to Zeeman energy
EZ(ζ, B) = −g
2
µBζB (2.7)
(per particle) where g is the effective band g-factor and µB is the effective Bohr
magneton and B is the magnetic field strength. The application of an external
field therefore changes the magnetic properties of the system. Incidentally, as the
magnetic field strength is increased, the system becomes fully spin polarized at
a certain value of the magnetic field.
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2.4 Non-Interacting System
Let us first report the behavior of compressibility and magnetization for the
non-interacting electron system which is obtained by disregarding the Coulomb
interaction. The Hamiltonian of the non-interacting system is the kinetic energy
term plus the Zeeman term when there is an external field. The ground state of
non-interacting electrons in the absence on an external field consists of two equal
Fermi seas of spin-up and spin-down electrons. Thus the non-interacting system
at zero field is unpolarized.
We are interested in two response functions which are measurable quantities.
For purposes of comparison and later convenience we report the non-interacting
values of the compressibility (fractional change in volume with pressure) and
magnetic susceptibility (derivative of magnetization with respect to magnetic
field).
The chemical potential of the unpolarized system is equal to the Fermi energy
which is proportional to the density in two dimensions. Therefore the inverse
compressibility
1
κ
= −V ∂P
∂V
= n2
∂µ
∂n
(2.8)
is proportional to the square of the density for the unpolarized non-interacting
system. In units of effective Rydberg
1
κ0
= 2πn2a2B. (2.9)
When an in-plane magnetic field is applied, in addition to the kinetic energy
there is also the Zeeman energy due to the coupling of the electron spin to the
magnetic field and the total energy per particle becomes now a function of rs, ζ
and the applied field strength B.
E0(rs, ζ, B) =
1 + ζ2
r2s
− gµB
2
Bζ (2.10)
The total energy for a non-interacting system with respect to the spin polarization
ζ is a parabola, the minimum of which is a local minimum for small B (less than
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the critical field) and occurs at ζ∗0
2ζ∗0
r2s
=
gµB
2
B. (2.11)
The critical field B0c, at which the system becomes fully spin polarized, for a
non-interacting system is found by setting ζ∗ = 1 above
B0c =
4
gµBr2s
=
2
g
EF
µB
(2.12)
at which the local minimum occurs at ξ∗ = 1. For higher fields the minimum is
always at ξ∗ = 1. The total energy of the noninteracting system is illustrated
in Fig. 2.1 at a density corresponding to rs = 5 for various values of the
magnetic field. As the magnetic field is increased the minimum of the energy
moves continuously from zero to unity. The qualitative behavior of the energy is
independent of the density. Unlike the interacting case there is no transition to
a partially or fully polarized state as the density is changed.
From the dependence of spin polarization ζ∗ on the magnetic field B, we can
obtain the response of the system, i.e. the rate of change of polarization with the
applied field. The magnetic susceptibility (which is only due to spin here) of the
system is defined as
χ =
∂M
∂B
= n
gµB
2
∂ζ∗
∂B
(2.13)
where M = (gµB/2)nζ is the magnetization and ζ
∗ is the optimum value of spin
polarization which minimizes the energy at given applied field B and density n.
Since ζ∗ depends linearly on B, the susceptibility of the non-interacting system
depends only on density
χ0 =
(gµB/2)
2
ǫF
n (2.14)
The magnetization of the non-interacting electron gas is called Pauli para-
magnetism and the value of the resulting susceptibility is called the Pauli
susceptibility.
It is common to look at susceptibility and compressibility normalized by their
values for the non-interacting system. In this way the explicit density dependence
cancels when the ratio of interacting to non-interacting value is formed. The ratio
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Figure 2.1: (color online) Non-interacting ground-state energy as a function of
spin polarization ζ at rs = 5 for various applied magnetic field values (from top
to bottom, B = 0, 0.25B0c, 0.5B0c, 0.75B0c, B0c, and 1.25B0c).
of the magnetic susceptibility of the interacting to non-interacting system is equal
to the ratio of the spin susceptibilities.
2.5 Interacting System
The total energy per particle in the presence of an in-plane applied magnetic field
B can be written in terms of the variables rs, ζ, and B as
E(rs, ζ, B) = Ek(rs, ζ) + Ex(rs, ζ) + Ec(rs, ζ) + EZ(ζ, B) (2.15)
For the correlation energy Ec we use two models. The first one is given by the
following parametrized expression from QMC calculations of Attaccalite et al.[50]
Ec(rs, ζ) = (e
−βrs − 1)ǫ(6)x (rs, ζ) + α0(rs) + α1(rs)ζ2 + α2(rs)ζ4 , (2.16)
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where
ǫ(6)x (rs, ζ) = Ex(rs, ζ)−
(
1 +
3
8
ζ2 +
3
128
ζ4
)
Ex(rs, 0) , (2.17)
and
αi(rs) = Ai+(Birs+Cir
2
s+Dir
3
s) ln
(
1 +
1
Eirs + Fir
3/2
s +Gir2s +Hir
3
s
)
. (2.18)
The constants Ai, .., Hi in the functions αi (i = 0, 1, 2) are given in tabulated
form by Attaccalite et al [50] which we reproduce here for completeness.
i = 0 i = 1 i = 2
Ai −0.1925∗ 0.117331∗ 0.0234188∗
Bi 0.0863136
∗ −3.394× 10−2 −0.037093∗
Ci 0.0572384 −7.66765× 10−3∗ 0.0163618∗
Di −A0H0 −A1H1 −A2H2
Ei 1.0022 0.4133 1.424301
Fi −0.02069 0∗ 0∗
Gi 0.33997 6.68467× 10−2 0∗
Hi 1.747× 10−2 7.799× 10−4 1.163099
β 1.3386
Table 2.1: Optimal fit parameters for the correlation energy, as parametrized in
Eqs. (2.16) and (2.18). Values labelled with ∗ are obtained from exact conditions.
Table reproduced from Gori-Giorgi et al [57].
As a second model for the correlation energy we use the “polarization
function”
p(rs, ζ) =
Ec(rs, ζ)− Ec(rs, 0)
Ec(rs, 1)− Ec(rs, 0) =
ζ
α(rs)
+ − ζα(rs)− − 2
2α(rs) − 2 (2.19)
introduced by Perrot and Dharma-wardana [36] within the classical-map hyper-
netted-chain (CHNC) approximation calculations. Here ζ± = 1 ± ζ, α(rs) =
C1−C2/rs+C3/r2/3s −C4/r1/3s is a fitting function and the coefficients Ci (i = 1, 4)
are 1.54039, 0.0305441, 0.296208, and 0.239047, respectively [36]. We use the
above polarization function expression imposing the Ec(rs, 0) and Ec(rs, 1) values
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from Attaccalite et al.[50] simulations. This may appear somewhat ad hoc, but it
allows us to perform calculations in the rs range of interest providing qualitatively
different results than the QMC parametrization.
Finally, the last term is the Zeeman energy where g is the Lande´ g-factor
and µB is the Bohr magneton. In the numerical calculations material parameters
(e.g. appropriate for GaAs semiconductor structures) are absorbed in the effective
Bohr radius and the energy unit of effective Rydberg. Therefore the only input
is rs, ζ and the magnetic field B which can be calculated either in terms of the
critical value B0c or the corresponding energy in terms of effective Rydberg. In the
absence of an external magnetic field (B = 0) the recent QMC simulations predict
spontaneous transition from a paramagnetic state to ferromagnetic state around
rs ≈ 25. Unlike the situation[58] in 3D, to the accuracy of simulation results
there is no partially polarized phase for the entire range of densities. However,
when an external magnetic field is applied it becomes possible to polarize the
system partially, and as the magnetic field strength is further increased, the
system becomes fully polarized at a critical value of the magnetic field. In the
case of interacting particles, assuming the energy has only one local minimum as
a function of ζ, we proceed in the same way as for the non-interacting system to
find the critical field. The optimum polarization ζ∗ is again found by minimizing
the total energy. The resulting polarization ζ∗(rs, B) now a function of rs and
applied magnetic field, when set equal to unity yields the critical field Bc which
can be written as
Bc
B0c
= 1− 2
π
rs +
9
√
2− 8
π
(
e−βrs − 1) rs + (α1 + 2α2)r2s . (2.20)
In the above expression the first two terms on the right hand side give the
Hartree-Fock approximation (HFA) for the critical field, and the remaining
terms follow from the parametrized form of the correlation energy Ec from the
QMC simulation. A similar expression for Bc is obtained when we use the
parametrization from CHNC calculations
Bc
B0c
= 1− 2
π
rs +
rs
2
α(rs)2
α(rs)−1
2α(rs) − 2 [Ec(rs, 1)− Ec(rs, 0)] . (2.21)
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The above calculation assumes that a local minimum of total energy at the
critical field Bc occurs at ζ
∗ = 1. However, this is not always the case as a
number of previous works based on the random-phase approximation (RPA) have
already shown [30–32, 39]. If the minimum occurs at ζ∗ = 1 the above formulas
are valid and spin polarization approaches unity continuously yielding a second
order transition to the fully polarized state. As will be discussed in detail later,
for some values of rs the form of the energy curve is fundamentally different
from that of the non-interacting case. At the critical field Bc, the total energy
as a function of polarization has two minima. One of them is at ζ∗ = 1 and
the other one is at 0 < ζ∗ < 1. Since just beyond the critical field the global
minimum occurs at ζ∗ = 1, there is a discrete jump in the spin polarization and
the transition is first order.
2.6 Critical Magnetic Field Bc
We now present our results based on the above constructed ground-state energy
of a 2DEG with an in-plane magnetic field. We have calculated the minimum of
the ground-state energy with respect to spin polarization for various values of rs
and B. The search for the critical field employed here is purely numerical and is
an incremental search. The magnetic field is increased until the minimum of the
energy occurs at ζ = 1.
To find the spin polarization of the 2D electron system ζ∗(rs, B) at a given
magnetic field and density, we minimize the total energy E(rs, ζ, B) in Eq. (1),
with respect to ζ. Setting ζ∗ = 1 allows us to determine the critical magnetic
field Bc(rs) necessary to fully spin polarize the system.
In Fig. 2.2 we show the critical magnetic field Bc in units of Bc0 as a function
of rs for various theoretical models. Bc0 = 2EF/gµB is the critical field for
a non-interacting system. When the QMC correlation energy is used in the
total ground state energy expression, Bc vanishes around rs ≈ 25 indicating the
fact that the system spontaneously magnetizes at this density according to the
QMC results [50]. When the CHNC form for the correlation energy is employed
CHAPTER 2. MAGNETIZATION OF AN INTERACTING 2DEG 16
0
0.2
0.4
0.6
0.8
1
0 5 10 15 20 25 30
B
c/
B
c0
rs
QMC
CHNC
RPA
HF
Figure 2.2: (color online) The critical field Bc to fully polarize the 2DEG as a
function of rs in various approximations, Hartree-Fock (dotted line), RPA (dashed
line), correlation energy from CHNC approximation (long dashed line), and QMC
correlation energy (solid line).
we obtain a similar Bc(rs) curve with some deviations in the intermediate rs
region. Other theoretical approaches such as Hartree-Fock (HF) and random-
phase approximation (RPA) yield qualitatively similar but quantitatively very
different results. For instance, Bc vanishes around rs ≈ 2 and rs ≈ 5.5 in HF and
RPA, respectively [30]. At points above each curve in the rs-B plane the system
is fully polarized in the corresponding model.
The total energy curves at increasing magnetic field as a function of the spin
polarization at three representative values of rs are illustrated in Fig. 2.3. In
this figure, the left panel displays the results using QMC correlation energy of
Attaccalite et al. [50]. At zero field the minimum of the total energy is at
ζ = 0 for rs . 25.5. As the magnetic field is increased the minimum shifts to
nonzero values of ζ. For instance, at rs = 2 and rs = 25 the total energy has two
minima when the field reaches the critical value Bc at the corresponding density
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Figure 2.3: (color online) Ground-state energy as a function of spin polarization
ζ at rs = 2, 10, and 25, for various applied magnetic field values (from top
to bottom, B = 0, 0.25Bc, 0.5Bc, 0.75Bc, Bc, and 1.25Bc). Left panel uses
QMC based correlation energy, right panel shows correlation energy from CHNC
approximation.
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(for rs = 2 the local minimum and the minimum at ζ = 1 are very close and
not visible on this scale). Above Bc the energy has one minimum at the end
point ζ = 1, there is an abrupt change in ζ at Bc. For rs = 10, on the other
hand, we find that the local minimum moves to the right as the field increases
but continuously goes to ζ = 1 at Bc. In the right panel, the results using the
CHNC approach are shown. In this case, we always have two minima at Bc.
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Figure 2.4: (color online) The discontinuous jump in spin polarization ∆ζ∗ at Bc
as a function of rs. Dotted, dashed, long dashed and solid lines represent HFA,
RPA, CHNC, and QMC correlation energy, respectively.
The jump in the spin polarization at the critical field Bc denoted by ∆ζ
∗
describes the nature of the transition to the fully polarized state and is shown
in Fig. 2.4. For the QMC correlation energy in the ranges 0 < rs < 7 and
20 < rs < 25 we find that there is a finite jump in polarization which is
equal to the distance between the two minima of energy. The transition to
the polarized state is first order when ∆ζ∗ 6= 0. Such a phase transition is
known as Bloch ferromagnetism. For intermediate values of rs we find that the
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polarization becomes unity continuously as the magnetic field is increased. In this
region the phase transition to the ferromagnetic state using the QMC correlation
energy appears to be of Stoner type (i.e., second order). In contrast, approximate
theories such as HFA and RPA yield a finite ∆ζ∗ in the whole range of rs regions
of their applicability.
The qualitatively different behavior found for 7 < rs < 20 implying a
continuous phase transition to the ferromagnetic state is a direct result of our
use of the parametrized QMC correlation energy. It is known that the energy
differences between the polarized states are diminishingly small. Thus, the
results of our calculations are limited by the accuracy of the parametrized QMC
expression. The small jump in polarization for 0 < rs < 7 is intriguing. To
further check the robustness of this prediction we have calculated ∆ζ∗ within the
CHNC correlation energy and we have also used the correlation energy expression
recently proposed by Chesi and Giuliani [59]. Input from the CHNC correlation
energy yields ∆ζ∗ which is qualitatively similar to that found in HFA and RPA.
In the work of Chesi and Giuliani differences from QMC results in spin polarized
energies are reported. Although the Gell-Mann-Bruckner type calculation of
Chesi and Giuliani[59] is only valid for rs → 0, we have found that a small
nonzero ∆ζ∗ up to rs ≈ 1. Thus, it appears that for small rs there is a weak first
order transition to the ferromagnetic state.
2.7 Susceptibility and Compressibility
In the following we use the QMC correlation energy to calculate various physical
quantities. The spin polarization ζ∗ that minimizes the ground-state energy is
shown in Fig. 2.5 as a function of B-field at fixed density and as a function of
rs at constant B. In Fig. 2.5(a), when ζ
∗ becomes unity at Bc with a jump,
∆ζ∗ > 0 is consistent with the results presented in Fig. 2.4. As ∆ζ∗ = 0 for
7 < rs < 20, we find that ζ
∗(B) curves approach unity smoothly in this region.
In Fig. 2.5(b) we show ζ∗ as a function of rs at the constant magnetic field values
of Bc(rs = 5), Bc(rs = 15), and Bc(rs = 23) which are the critical field strengths
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Figure 2.5: (color online) Spin polarization ζ∗ (the value of ζ which minimizes
the ground-state energy at a given magnetic field) as a function of (a) the B-
field for several rs values and (b) as a function of rs for several B-field values.
Solid, dashed, and dotted lines indicate B = Bc(rs = 5), B = Bc(rs = 10), and
B = Bc(rs = 20), respectively.
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fully polarization the system at rs = 5, 15 and 23, respectively. Thus the plotted
curves exhibit the onset of full spin polarization as the density is decreased. Note
also that nonzero values of ∆ζ∗ consistent with those shown in Fig. 2.4 are clearly
visible. The behavior of ζ∗ found with CHNC correlation is qualitatively similar
to the HF and RPA results.
Another quantity of interest which can be accessed experimentally is the
magnetic susceptibility of the system defined as χ = n(gµB/2)∂ζ
∗/∂B. It is
common practice to look at the susceptibility normalized by its value χ0 for the
non-interacting system (Pauli susceptibility), i.e. χ0 = nµ
2
B/ǫF , so that the ratio
χ/χ0 = (gǫF/2µB) ∂ζ
∗/∂B is formed. Using the analytic expressions for the
various terms of the ground-state energy, we find
χ
χ0
=
2
r2s
[
2
r2s
−
√
2
πrs
[
(1 + ζ∗)−1/2 + (1− ζ∗)−1/2]+ ∂2Ec
∂ζ2
∣∣∣∣
ζ∗
]−1
. (2.22)
Hence the spin polarization ζ∗(rs, B) for a given density and magnetic field can
be related to the spin susceptibility. Thus, once having obtained ζ∗ numerically,
we can readily calculate the susceptibility. This is shown in Fig 2.6(a) and
Fig 2.6(b) at five different values of density. The values for small field indicate
the enhancement of the susceptibility over the non-interacting value as density is
lowered. The deviation from a horizontal line is a measure of the deviance from
the linear behavior which is more significant for large rs and near full polarization.
The zero-field (linear) susceptibility has been calculated by Attaccalite et
al. [50]. On the other hand, the spin-susceptibility at finite B (nonlinear
susceptibility) should be quantitatively different from calculations based on
perturbation theory (HFA, RPA). The strong dependence on rs at finite fields is
already evident in the magnetization curves of ζ∗(B) shown in Fig 2.5.
Zhang and Das Sarma[30] pointed out that spin-susceptibility measured by
magnetoresistance experiments[15–20, 22, 23] through the polarization field Bc
does not coincide either with the linear or the nonlinear spin-susceptibility, casting
some doubt on the interpretation of experiments. The spin-susceptibility is
extracted from the measured Bc that is related to a model dependence of ζ
∗(B)
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Figure 2.6: Spin susceptibility normalized by its non-interacting value χ/χ0 for
several rs values as a function of the magnetic field B.
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which is typically linear. If the QMC parametrization gives a correct description
with ∆ζ∗ ≈ 0 for a range of rs values, the assumption about the slope of ζ∗ vs.
B appears to be reasonable. This coincides with the region 0 < rs < 20. In fact,
since most experiments[19–24] are performed at rs . 10 experimental procedure
seems to be valid. However, when ∆ζ∗ > 0 as in the case large rs region or as in
the case of CHNC description, then the experimental error would be considerable.
We also mention the recently reported thermodynamic measurements by
Kravchenko et al.[28] of the magnetization in a 2DEG. Spin-susceptibility
obtained by such measurements should provide an independent check of the same
quantity from transport measurements.
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Figure 2.7: The scaled inverse compressibility κ0/κ as a function of rs. The
upper and lower dotted lines indicate unpolarized and fully polarized results,
respectively, in the absence of magnetic field. The intermediate result is at B =
Bc(rs = 5). In this figure, the QMC correlation energy is used. The onset of full
polarization is marked by the kink in the inverse compressibility curve.
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Figure 2.8: The scaled inverse compressibility κ0/κ as a function of rs. The
upper and lower dotted lines indicate unpolarized and fully polarized results,
respectively, in the absence of magnetic field. The intermediate result is at B =
Bc(rs = 5). In this figure, the CHNC correlation energy is used. The onset of
full polarization is marked by the jump in the inverse compressibility curve.
A related quantity of interest, thermodynamic compressibility, also yields
interesting features when the 2DEG is subjected to an in-plane magnetic field
and whose magnetic field dependence attracted less attention. Using the
QMC and CHNC ground state energy we calculate the density dependence of
thermodynamic compressibility
1
κ
= −nrs
4
[
∂E
∂rs
− rs∂
2E
∂r2s
]
, (2.23)
which is shown in Fig. 2.7. More specifically, we plot the inverse compressibility
scaled by the non-interacting value of the unpolarized system, κ0/κ, as a function
of rs, for a 2D electron system under an in-plane magnetic field. The inverse
compressibility for the non-interacting system is given by 1/κ0 = 2n/r
2
s . We
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chose the external field to be equal to Bc(rs = 5), namely the critical field to fully
spin polarize the system at rs = 5. We observe that the inverse compressibility
at a constant magnetic field switches to its fully polarized system value with
a kink like behavior. This suggests that in the compressibility measurements
similar to those performed recently[44–47] the effects of polarizing magnetic
field could be discernible. Thus, an alternative thermodynamic method to the
transport measurements of determining Bc may be provided by compressibility
measurements with in-plane magnetic field. Interestingly, the kink-like behavior
in compressibility is more visible at smaller rs, since the difference between the
ground-state energies of the polarized and unpolarized phases decrease with
increasing rs. On the other hand, for larger rs where our model predicts a
strong first order transition, the signature of the onset of full spin polarization
could, in principle, become stronger. The kink behavior is replaced by a
discontinuity in compressibility due to the sudden jump in polarization. The
jump in compressibility has also been discussed within the Fermi liquid theory
description for a 2DEG near the point of full polarization [60]. However, since
the energy differences get very small at larger rs the jump and even the crossover
becomes less visible. The CHNC approximation has this effect visible at rs = 5
which is shown in Fig 2.8. It would be interesting to perform experiments similar
to those reported by Dultz and Jiang[45], Rahimi et al.[46] and Allison et al.[47] in
parallel magnetic fields to observe the predicted signature of full spin polarization.
Another quantity of interest indicating the full spin polarization is provided by
the thermodynamic relation ∂M/∂n = −∂µ/∂B. Integrating over the electron
density n allows for the calculation of spin-susceptibility. We show in Fig. 2.9
∂µ/∂B as a function of rs at three different magnetic field values. The onset
of full spin polarization is readily identified as a sharp peak at the critical rs
value for respective magnetic fields. This quantity has already been measured
by Kravchenko et al.[28] for Si-MOSFETs. Our calculations which are more
appropriate for single-valley systems such GaAs suggest that qualitatively similar
results should follow.
We remark that the inverse compressibility exhibits a minimum and an upturn
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Figure 2.9: ∂µ/∂B in units of gµB/2 as a function of rs. The three curves from
left to right are for the magnetic field values, Bc(rs = 5), Bc(rs = 10), and
Bc(rs = 15), respectively.
at a larger rs value due to electron-impurity interactions [45, 47]. Therefore
the kink-like behavior in κ0/κ predicted by our calculations could be smeared
depending on the level of disorder present in the experimental samples. The
experimental samples are of quasi-two-dimensional character, so that for realistic
comparison with experiments, the finite width of the quantum wells should be
taken into account.
2.8 Summary and Concluding Remarks
We have considered the effect of in-plane magnetic field on the ground-state
energy and magnetic properties of a 2DEG for a wide range of densities.
To this purpose we have used the recently available QMC simulation based
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correlation energy as a function of rs and ζ. Thus, our calculations
should provide quantitatively more accurate results compared to the previously
employed approximate methods. Interestingly, from the QMC correlation energy
calculations we find that under an externally applied magnetic field the 2D
electron system undergoes a first order phase transition to a ferromagnetic state
in the range 0 < rs < 7 and 20 < rs < 25. That is, as the magnetic field is
increased from just below Bc to above Bc, the polarization minimizing the total
energy ζ∗ jumps from a finite intermediate value to unity abruptly. On the other
hand, in the range 7 < rs < 20, ζ
∗ reaches unity continuously which suggests a
second order phase transition. These findings are in qualitative difference with the
predictions of HFA and RPA based calculations[30] which yield a first order phase
transition to the ferromagnetic state in the whole range of densities corresponding
to 0 < rs . 5.5.
We have provided a simple calculation of in-plane magnetic field dependence
of compressibility of a strongly interacting 2D electron gas. The inverse
compressibility as a function of rs exhibits a crossover from the partially polarized
to fully polarized state, which should be identifiable experimentally.
There are several directions with which our calculations can be extended.
To make better contact with experiments it would be useful to take the finite
quantum well width effects into account. This would require a reliable calculation
of the exchange and correlation energies as a function of rs, ζ, and parameters
describing the finite width of electron layer, which presently are not available from
QMC simulations. Furthermore, disorder effects are also likely to significantly
affect the spin-susceptibility and compressibility. It would be interesting to
include the disorder effects in a realistic way when a direct comparison to the
experiments are made.
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Appendix
In the following sections we provide some details of the susceptibility and
compressibility calculations. The last section gives order of magnitude estimates
for the critical field in GaAs based semiconductor structures.
2.9 Notes on Susceptibility
2.9.1 Non-Interacting Case: Pauli Paramagnetism
The ground state of the non-interacting system is easily found by equating the
Fermi levels of spin-up and spin-down electrons since this will minimize the
energy.
From the following identities
n = 2
πk2F
(2π)2
= 2
2mπ
(2π)2~2
ǫF and n↑,↓ =
1
2
(1± ζ)n (2.24)
we have (take g = 2 for now)
n↑,↓ =
1
4π~2
[2m(ǫF ± µBB)] . (2.25)
The magnetization when there is an applied field B can be easily calculated as
M = µB(n↑ − n↓) = 2m
4π~2
µB [(ǫF + µBB)− (ǫF − µBB)]
=
2m
4π~2
2µ2BB =
µ2B
ǫF
nB
(2.26)
and the susceptibility becomes independent of the applied field B
χ0 =
∂M
∂B
= lim
B→0
∂M
∂B
= lim
B→0
M
B
=
µ2B
ǫF
n (2.27)
but depends on density. Note that this can also be derived from the non-
interacting energy expression which was stated in Sec. 2.4.
ζ∗0 =
r2s
2Ryd
µBB =
r2s
2
2ma2B
~2
µBB =
r2s(kFaB)
2
2
µB
ǫF
B (2.28)
CHAPTER 2. MAGNETIZATION OF AN INTERACTING 2DEG 29
and the susceptibility is found as
χ0 =
M
B
=
µBnζ
∗
0
B
=
µ2B
ǫF
n (2.29)
as before.
2.9.2 Interacting System
In the case of interacting particles, the optimum polarization ζ∗ is again found
by setting the derivative of the total energy equal to zero.
∂E
∂ζ
∣∣∣∣
ζ∗
= 0 ⇒ ζ∗ = ζ∗(rs, B) (2.30)
Put ζ∗ = 1 above to obtain the critical field as a function of density.
ζ∗(rs, B) = 1 ⇒ Bc = Bc(rs) (2.31)
We would like to write down an expression for the critical field. Differentiating
the total energy
E = Ek + Ex + Ec + EZ (2.32)
with respect to ζ and assuming that the derivative vanishes at the minimum for
which the polarization is denoted by ζ∗ we have,
∂E
∂ζ
∣∣∣∣
ζ∗
= 0 =
2
r2s
− 4
√
2
3πrs
3
2
[
(1 + ζ)1/2 − (1− ζ)1/2]+ ∂Ec
∂ζ
∣∣∣∣
ζ∗
− gµB
2
B. (2.33)
When ζ∗ = 1, B = Bc, thus
Bc
B0c
= 1− 2
π
rs +
r2s
2
∂Ec
∂ζ
∣∣∣∣
ζ=1
. (2.34)
Finally, we need the following derivatives to obtain the expression for the
critical field.
∂Ec
∂ζ
=
(
e−βrs − 1) ∂ǫ(6)x
∂ζ
+ 2α1ζ + 4α2ζ
3 (2.35)
∂ǫ
(6)
x
∂ζ
= −4
√
2
3πrs
3
2
(√
1 + ζ −
√
1− ζ
)
+
4
√
2
3πrs
(
3
2
ζ +
3
16
ζ3
)
(2.36)
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The above expression evaluated at ζ = 1 becomes
∂Ec
∂ζ
∣∣∣∣
ζ=1
=
(
e−βrs − 1) −4√2
3πrs
(
3
√
2
2
+
3
2
+
3
16
)
+ 2α1 + 4α2 (2.37)
and we have
Bc
B0c
= 1− 2
π
rs +
9
√
2− 8
π
(
e−βrs − 1) rs + (α1 + 2α2)r2s (2.38)
This method assumes that the minimum of energy is a local minimum and the
derivative at the minimum vanishes.
From the definition of magnetic susceptibility
χ =
∂M
∂B
= µBn
∂ζ∗
∂B
(2.39)
and its value for the non-interacting system at the same density
χ0 =
µ2B
ǫF
n (2.40)
we form the ratio
χ
χ0
=
ǫF
µB
∂ζ∗
∂B
(2.41)
which does not depend on density explicitly. Now, we scale the magnetic field B
by its corresponding critical value at a given density to obtain
χ
χ0
=
ǫF
µBB0c
∂ζ∗
∂(B/B0c)
=
∂ζ∗
∂B˜
(2.42)
where B˜ = B/B0c. This expression is suitable for numerical calculation.
The spin susceptibility is only meaningful when the applied magnetic field B
is less than the critical field Bc. But for B < Bc, we know that the minimum
of the energy as a function of polarization ζ is a local minimum, and then it is
justified to find the optimum value ζ∗ which minimizes the energy by setting the
derivative equal to zero.
∂E
∂ζ
∣∣∣∣
ζ∗
= 0 ⇒ ζ∗ = ζ∗(rs, B) (2.43)
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∂E
∂ζ
∣∣∣∣
ζ∗
= 0 =
2ζ∗
r2s
− 2
√
2
πrs
[
(1 + ζ∗)1/2 − (1− ζ∗)1/2]+ ∂Ec
∂ζ
∣∣∣∣
ζ∗
− µBB
(e2/2aB)
(2.44)
Differentiating the last equation with respect to B
0 =
2
r2s
∂ζ∗
∂B
−
√
2
πrs
[
(1 + ζ∗)−1/2 + (1− ζ∗)−1/2] ∂ζ∗
∂B
+
∂2Ec
∂ζ2
∣∣∣∣
ζ∗
∂ζ∗
∂B
− µB
(e2/2aB)
(2.45)
which after solving for ∂ζ∗/∂B becomes
∂ζ∗
∂B
=
µB
(e2/2aB)
[
2
r2s
−
√
2
πrs
[
(1 + ζ∗)−1/2 + (1− ζ∗)−1/2] ∂2Ec
∂ζ2
∣∣∣∣
ζ∗
]−1
(2.46)
and we find
χ
χ0
=
ǫF
(e2/2aB)
[
2
r2s
−
√
2
πrs
[
(1 + ζ∗)−1/2 + (1− ζ∗)−1/2]+ ∂2Ec
∂ζ2
∣∣∣∣
ζ∗
]−1
= 2/r2s
[
2
r2s
−
√
2
πrs
[
(1 + ζ∗)−1/2 + (1− ζ∗)−1/2]+ ∂2Ec
∂ζ2
∣∣∣∣
ζ∗
]−1 (2.47)
Thus once having obtained ζ∗ numerically, we have an analytical expression for
the normalized susceptibilty.
2.9.3 Onset of Full Spin Polarization
Kravchenko et al. recently report measurements of the quantity dµ/dB [28].
This quantity is related to dM/dn by a Maxwell relation. The free energy F
as a function of the particle number N and magnetic field B at fixed chemical
potential µ, volume V and magnetization M obeys
dF = µdN − VMdB (2.48)
and equating mixed partial derivatives with respect to N and B, one finds
∂2F
∂B∂N
=
∂2F
∂N∂B
∂µ
∂B
= −V ∂M
∂N
− ∂µ
∂B
=
∂M
∂n
.
(2.49)
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Hence, upon integration magnetization M can be obtained. The magnetization
obtained in this way is given in [28]. The onset of full polarization corresponds to
the flat part of this quantity vs. density parameter rs plot as shown in Fig. 2.9.
The magnetization curves at fixed magnetic field B as a function of density
to compare general behavior with the recent experiment which is shown in
Fig. 2.5(b). As the density is decreased the system becomes fully polarized.
This is another way of looking at the critical field vs. rs curve in Fig. 2.2, namely
as a plot of critical density characterized by the onset of full spin polarization as
a function of magnetic field.
The onset of full spin polarization at finite external field B as the density
decreases manifests itself in the compressibilty curve as a function of density
with a kink or a discontinuity depending on the correlation energy involved. (see
Fig. 2.7 and Fig. 2.8) This can provide another experimental way to determine
the critical field Bc.
2.10 Notes on Compressibility
The compressibility is another measurable property of the system defined as
κ = − 1
V
∂V
∂P
(2.50)
in term of the area V and pressure P . Consider the differential free energy
dF = −SdT − PdV + µdN (2.51)
as a function of the thermodynamic quantities temperature T , area V and number
of particles N . S, P and µ denote the entropy, the pressure and the chemical
potential, respectively. From second mixed derivatives we obtain the following
Maxwell relation
∂
∂N
∂F
∂V
=
∂
∂V
∂F
∂N
− ∂P
∂N
=
∂µ
∂V
(2.52)
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which can be written as
− ∂P
∂N
=
∂µ
∂V
−∂P
∂V
∂V
∂N
=
∂µ
∂N
∂N
∂V
−V ∂P
∂V
= V
(
∂N
∂V
)2
∂µ
∂N
−V ∂P
∂V
=
N2
V
∂µ
∂N
(2.53)
where we used the relation N = nV and V represents the area in a two
dimensional system. The inverse compressibility can then be calculated as
1
κ
=
N2
V
∂µ
∂N
(2.54)
and ∂µ/∂n is related to the derivatives of the total energy with respect to the
density n or the parameter rs.
The compressibilty of the interacting system can be plotted using its non-
interacting value as the unit which is calculated below.
µ =
∂Etot
∂N
=
∂
∂n
(nE) = E + n
∂rs
∂n
∂E
∂rs
(2.55)
and
∂µ
∂n
=
∂rs
∂n
[
∂E
∂rs
− 1
2
∂
∂rs
(
rs
∂E
∂rs
)]
= −1
4
(πa2B)r
3
s
[
∂E
∂rs
− rs∂
2E
∂r2s
]
(2.56)
For the non-interacting system this quantity is calculated using
E =
1
r2s
∂E
∂rs
= − 2
r3s
∂2E
∂r2s
=
6
r4s
(2.57)
to be
∂µ0
∂n
= 2πa2B. (2.58)
We find the following relations.
κ0
κ
=
1
2πa2B
∂µ
∂n
and
κ
κ0
=
2πa2B
∂µ/∂n
. (2.59)
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2.11 Estimates
Here we estimate some physical quantities for GaAs based samples in terms of
order of magnitude. In this section we use SI units.
The Bohr radius of the electron is found from
~
2
2ma2B
=
1
2
e24πε0aB ⇒ aB = 4πε0~
2
me2
≈ 0.53 A˚ (2.60)
which is given for vacuum. In a material, we replace the bare mass m with an
effective carrier mass m∗ and use permittivity ε of the specific material instead
of the permittivity of vacuum ε0.
a∗B =
4πε~2
m∗e2
=
κ
m˜∗
aB (2.61)
where κ = ε/ε0 is the dielectric constant and m˜∗ = m∗/m is the effective mass
in terms of the bare mass.
Using the material parameters the Wigner-Seitz radius rs can be calculated
as
rs =
(
1
π(a∗B)2n
)1/2
=
(
m˜∗
2
πκ2a2Bn
)1/2
≈ m˜
∗
κ
(
1
π(0.53× 10−8cm)2n
)1/2
rs ≈ m˜
∗
κ
103√
n
(2.62)
where n is given in 10−10 cm−2. For GaAs, m˜∗ = 0.07 and κ = 13. So, given the
density n we can use the following formula to estimate rs
rs ∼ 6√
n
(2.63)
Thus, the density range n = 1.0 − 4.0 × 10−10 cm−2 roughly corresponds to 3 ≤
rs ≤ 6 in GaAs.
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Observe that the effective Bohr radius in the GaAs becomes approximately
κ/m˜∗ = 13/0.07 ∼ 200 times larger than the Bohr radius corresponding to ∼ 100
A˚.
Similary the effective Rydberg gets multiplied by a factor m˜∗/κ2.
Next, we estimate the critical field Bc to fully polarize a system at a given
density. Since the critical field has the same order of magnitude with its non-
interacting value Bc0 at the same density, we will look at rough estimates of Bc0
which is given by
Bc0 =
ǫ∗F
gµB/2
=
2
gµB
~
2k2F
2m∗
2m∗a∗2B
~2
Ryd∗
=
2
gµB
(kFa
∗
B)
2Ryd∗ =
2
gµB
2
r2s
Ryd∗
(2.64)
where the effective Bohr magneton µB equals
µB =
e~
2m∗
= 9.274× 10−24 J/T. (2.65)
Using the conversion
1J = 4.59× 1017Ryd (2.66)
we obtain
Bc0 =
2
r2s
2
g
1
9.274× 10−24 J/T× 4.59× 1017Ryd/J
m˜∗
κ2
Ryd
≈ 4
r2s
m˜∗
gκ2
2× 105 (T)
(2.67)
For GaAs gb = 0.44 and g ∼ 4gb at rs ∼ 3 and we estimate Bc as
Bc ∼ 10T (2.68)
Chapter 3
Excitonic Condensation in
Electron-Hole Bilayers with Density
Imbalance
3.1 Introduction
Quantum phenomena become observable on a macroscopic scale for condensed
quantum phases. A system of two fermion species displays a crossover behavior
between two limits of a condensed phase as the inter-species interaction is varied.
When the interactions are strongly attractive the particles can form tightly bound
pairs which are bosonic in nature and can thus Bose condense at low temperature.
On the other hand when the interaction is weak the fermions can form a Bardeen-
Cooper-Schriefer (BCS) state where pairs are weakly bound. The BCS theory, [61]
originally developed to explain conventional superconductivity, considers a many-
body state of electrons where a spin up electron with momentum ~k is paired with
a spin down electron with opposite momentum. It is established that these two
limits can be described by the same state. The so called BCS-BEC crossover,
which has been suggested 30 years ago [62–64], is of recent experimental and
theoretical interest. Pairing of fermions plays the key role in understanding
36
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strongly correlated phenomena and the physics of superfluidity in ultracold atoms,
metals, nuclei and neutron stars [65].
Developments in ultra-cold atomic gas experiments with trapped fermionic
atoms provides the possibility to study the crossover physics in a system with
great experimental control [66–68]. In these systems the interaction, which at the
low density and temperatures is essentially a contact interaction, can generally be
characterized by the s-wave scattering length. The interaction can be varied using
Feshbach resonances via the application of a magnetic field. Recently experiments
with population imbalance have also been performed [69–73]. Theoretical studies
have shown the possibility to observe exotic quantum states such as Sarma and
Fulde-Ferrell-Larkin-Ovchinikov (FFLO) phases in these systems [74–78]. In
the Sarma phase pairs have zero center of mass momentum, whereas in the
FFLO states pairs carry a net center of mass momentum resulting in a spatially
modulated energy gap function.
Electron systems in semiconductor devices provide another possible physical
realization where BCS-BEC crossover physics can be observed. Electrons and
holes can form bound states called excitons due to the attractive Coulomb
interaction between them. Excitons are the composite bosons in this system. The
interaction strength can be changed relatively by varying the density. In contrast
to ultra-cold atom systems, the Coulomb interaction between the fermions is
long-ranged.
Exciton condensation in electron-hole (e-h) systems was predicted more
than 40 years ago [79]. Also known as the excitonic insulator [80–82] with
gapped charged excitations exciton condensation is a candidate for the BCS-
BEC crossover [83, 84]. The electron-hole recombination in the bulk causes
small exciton lifetimes and this lead to the proposal of spatially separated
electron-hole systems with a thin barrier preventing recombination [85, 86].
The bilayer quantum-well systems realized in semiconductor hetero-structures
are thus particularly promising [87–93]. Using electrical and optical techniques
exciton condensation has been observed in several different systems. Quantum
Hall experiments at half-filling investigate BEC in electron-electron and hole-hole
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bilayers [91, 92, 94]. Optically generated bilayer excitons also show evidence for
condensation [87, 95]. Recently, excitons coupled to photons to form polaritons
with even smaller mass leading to higher condensation temperatures have
been studied theoretically [96] and experimentally [97, 98]. Finally electrically
generated 2D electron and 2D hole bilayer system provides independent control of
the layer densities. Such systems where the interlayer separation is reduced down
to one effective Bohr radius have been produced very recently [9–11]. In these
systems evidence for increasing electron-hole coupling has been seen in Coulomb
drag measurements. These systems where the electron and hole densities can be
controlled individually with small enough separation at low enough temperatures
(below 1 K) should also be able to see the exotic phases which are studied in this
chapter. The case of equal electron and hole densities leading to full pairing has
been extensively studied theoretically using the mean-field approach in bilayer
systems [99–101].
Recently Pieri et al. [102] studied the BCS-BEC crossover with unequal
electron and hole densities in an e-h bilayer system neglecting the in-
plane Coulomb interactions. The electron and hole densities are controlled
independently to create the population imbalance. This is the analog of the
situation of superconductor in a magnetic field, which is assumed to couple only
to electron spins, and was first studied by Sarma [103]. In that case the spin-up
and spin-down electrons are the Fermi species and the magnetic field takes the
role of chemical potential difference in the semiconductor system. Here we extend
the same mean field approach to include the in-plane interactions. We find that
the effect of intra-layer Fock energy quantitatively changes the phase diagram
moving the normal-condensed phase boundary to lower densities. We study the
effect of screening with a simple model which cures a logarithmic divergence
due to the simultaneous presence of the singularity in the Coulomb potential
and the presence of a Fermi surface at zero temperature. The local stability of
isotropic translationally invariant gapless superfluid states at T = 0, which was
not seen previously by Pieri et al. [102] due to small but finite temperature used
in the calculation, is demonstrated. We calculate the energy of the condensed
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phase and compare it with that of the normal phase which is the Hartree-Fock
energy. In this way we map out the phase diagram in the average density -
population polarization plane. We check the local stability of the condensed
phase by calculating the superfluid mass density and identify a negative superfluid
phase density with an instability towards an FFLO phase. Finally, we study the
effect of screening using a simple model based on ground plane screening [104].
The intra-layer interactions and screening effects give rise to a rich phase diagram
in the crossover region between the BCS-like high density state and the BEC of
low density excitons showing a possibility to observe the phases discussed as the
population polarization is changed.
More recently, exciton condensation has been considered theoretically for
graphene bilayer. In this system the electrons have linear dispersion at the
so called Dirac points of their spectrum. It is being debated whether exciton
condensation can be observed in this system [105–108]. It would be interesting
to study the effects of pairing in the graphene bilayer system with a linear (instead
of quadratic) dispersion relation.
A further motivation for this study is to obtain a wave function which can be
used as a starting point in a more sophisticated quantum Monte Carlo simulation.
QuantumMonte Carlo simulations provide in principle very accurate ground state
energies and have been applied to exciton condensation [109–112] and BCS-BEC
crossover problem to provide benchmark results [113–116].
The plan of the chapter is as follows. In the next two sections we give the
description of the bilayer system and the mean field approach to study the effects
of pairing. The resulting energy gap equations with and without the intra-
plane interactions being present are presented next. In Sec. 3.4.2 we discuss the
screening model used. Numerical solutions of the gap equations are illustrated for
different cases at representative densities in Sec. 3.5. The stability of the solutions
is assessed by the superfluid mass density which is given in Sec. 3.8. The ensuing
phase diagrams are presented at the end and we conclude with a summary. The
details of the derivation of the gap equations, their numerical solution and the
analysis of the logarithmic divergence of the derivative of the gap function at the
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zero-crossings of the excitation spectrum are discussed in detail in the Sec. 3.11.
3.2 Electron-Hole Bilayer System
The Hamiltonian describing fermions of two different type interacting with a
two-body potential can be written in the second quantized form in the following
way
Hˆ =
∑
k
(ǫaka
†
kak + ǫ
b
kb
†
kbk) +
1
2V
∑
k1k2q
Uaaq a
†
k1+q
a†k2−qak2ak1
+
1
2V
∑
k1k2q
U bbq b
†
k1+q
b†k2−qbk2bk1 +
1
V
∑
k1k2q
Uabq a
†
k1+q
b†k2−qbk2ak1
(3.1)
Here, as is common to do for uniform electron gas systems, the basis states chosen
for electrons and holes are plane wave states labeled by wave vectors k
|k〉 = 1√
V
eik·r (3.2)
The operators ak/a
†
k (bk/b
†
k) are creation/annihilation operators for electrons
(holes) respectively. The single particle energies are denoted by ǫak, ǫ
b
k and
the matrix element Uq with respect to plane wave states becomes the Fourier
transform of the corresponding two body interaction U(r)
Uq =
∫
dre−iq·rU(r) (3.3)
Above Uaa, U bb and Uab denote the electron-electron, hole-hole and electron-hole
Coulomb interactions, respectively. Finally V , which stands for the volume in
general, denotes the area in a two-dimensional system. The explicit form of the
Coulomb potentials are
Uaaq =
2πe2
εq
, Uabq =
2πe2
εq
e−qd . (3.4)
Here we consider an electron-hole bilayer system where the electron layer is
separated by a distance d from the hole layer both of which have area denoted
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by V . This geometry models the realization of 2DEG systems in conventional
semiconductor heterostructures.The wave vectors k are two-dimensional vectors
in the plane. We consider that each layer has a uniform neutralizing background,
in general separated by a distance from the layer. This results in the cancellation
of Hartree terms in the above Hamiltonian. There are no q = 0 terms.1 Finally
we neglect the spin degrees of freedom and consider spinless electrons and holes.
3.3 Mean-Field Description
We study the above Hamiltonian in the mean-field approximation and reduce it
to a single particle problem. This can be done replacing akb−k by its ground
state expectation value and defining the gap function ∆k = −
∑
k′ U
ab
kk′ 〈ak′b−k′〉
which becomes the order parameter. We obtain the reduced Hamiltonian
Hˆ =
∑
k
ǫaka
†
kak + ǫ
b
kb
†
kbk −
∑
k
∆ka
†
kb
†
−k +∆
∗
kb−kak (3.5)
This Hamiltonian can be diagonalized by a unitary transformation which is
reproduced in Sec. 3.11.
Equivalently we can start with the full Hamiltonian and the following BCS
type wave function to capture the same kind of k,−k pairing with excess electrons
or holes. Bogoluibov operators α†k and β
†
−k which are linear combinations of
electron/hole creation/annihilation operators defined by
αk = ukak − vkb†−k β−k = ukb−k + vka†k (3.6)
α†k = u
∗
ka
†
k − v∗kb−k β†−k = u∗kb†−k + v∗kak (3.7)
create/annihilate properly normalized states with excess quasi-particles orthog-
onal to |Ψ〉BCS, which has equal number of electrons and holes. The excited
states of BCS theory are states with excess (unpaired) electrons/holes or excited
pairs [117]. For example, a state one electron at q state instead of a ground pair
1We neglect remaining field energy of uniformly charged plates which depends on the
geometry but gives a constant shift to the energy at fixed densities.
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can be written as
|Ψ〉 = α†q |ΨBCS〉 (3.8)
= a†q
∏
k 6=q
(uk + vka
†
kb
†
−k) |0〉 . (3.9)
The form of this wave function is given by the above mean field solution [118, 119].
Generalizing this to a variational form we have
|Ψ〉 =
∏
k
(upk + v
+
k α
†
k + v
−
k β
†
−k)(uk + vka
†
kb
†
−k) |0〉 (3.10)
=
∏
k
(upk + v
+
k α
†
k + v
−
k β
†
−k) |ΨBCS〉 .
We can ensure normalization by choosing |uk|2 + |vk|2 = 1 and |upk|2 + |v+k |2 +
|v−k |2 = 1.
We can use this variational wave function as an ansatz for the variational
principle with the full Hamiltonian subject to particle number constraints.
The amplitudes squared |upvk|2 = |vk|2(1− f+k − f−k ), |v+k |2 = f+k , |v−k |2 = f−k
and |upuk|2 = |uk|2(1− f+k − f−k ) correspond to probabilities of having a pair, a
type a particle, a b particle and no particle in the k quantum state.
This formalism is identical to the finite temperature BCS theory where f±k
are the occupation numbers of quasi-particles. The excited states of BCS theory
are involved here to create the population imbalance since the excited states have
excess electrons or holes. The lower energy of these states at zero temperature is
achieved by lowering the corresponding chemical potential so that the energy of
this state becomes lower than the ground pair [117].
The number of particles is not fixed, the average number of a and b particles
are controlled by the chemical potentials µa and µb respectively. The ground
state of non-interacting fermions with excess a particles corresponding to two
filled Fermi spheres, for example, is obtained by setting upkvk = 1 for |k| ≤ kFb,
vak = 1 for kFb < |k| ≤ kFa and upkuk = 1 otherwise.
In the case of equal populations the above variational function is able to
capture the physics of weakly interacting limit as well as the strongly interacting
regime and can provide a picture for the crossover physics [63].
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3.4 Gap Equations
The solution of the mean-field Hamiltonian is provided by the following coupled
integral equations which are commonly known as the energy gap equations. (Sec.
3.11) At zero temperature, T = 0, they are
∆k = − 1
V
∑
k′
′Uabkk′
∆k′
2Ek′
(1− f+k′ − f−k′) (3.11)
ξk = ǫk − µ− 1
2V
∑
k′
′Uaakk′
[
(1− ξk′/Ek′)(1− f+k′ − f−k′) + f+k′ + f−k′
]
(3.12)
E2k = ξ
2
k +∆
2
k (3.13)
f±k =
{
1 if E±k < 0 E
±
k = Ek ±∆Ek
0 if E±k > 0 ∆Ek = ∆ξk +
1
2V
∑
k′
′Uaakk′(f
−
k′ − f+k′)
(3.14)
where the average and diffence of the single particle energies and chemical
potentials are given by
ǫk =
1
2
(ǫak + ǫ
b
k) and µ =
1
2
(µa + µb) (3.15)
∆ǫk =
1
2
(ǫak − ǫbk) and h =
1
2
(µa − µb) (3.16)
∆ξk =
1
2
(ǫak − µa − ǫbk + µb) = ∆ǫk − h (3.17)
with ǫik = ~
2k2/2mi, i = a, b. U
aa
k , U
ab
k are the Fourier transforms of the intra-
and inter-layer interactions, respectively. At finite temperature, the occupation
functions f±k go from the step function to the Fermi-Dirac distribution.
Given the electron and hole chemical potentails µa and µb, we solve these
equations numerically to obtain the unknown functions ∆k, ξk and ∆Ek which is
described in detail in Sec. 3.11.
For fixed number of particles the chemical potential values have to be adjusted
according to the number equations
na =
1
2V
∑
k
[(
1 +
ξk
Ek
)
f+k +
(
1− ξk
Ek
)
(1− f−k )
]
(3.18)
nb =
1
2V
∑
k
[(
1 +
ξk
Ek
)
f−k +
(
1− ξk
Ek
)
(1− f+k )
]
(3.19)
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3.4.1 Absence of Intra-Plane Interactions
When electron-electron and hole-hole interactions are neglected, the gap
equations simplify [102]
∆k = − 1
V
∑
k′
′Uabkk′
∆k′
2Ek′
(1− f+k′ − f−k′) (3.20)
ξk = ǫk − µ (3.21)
E2k = ξ
2
k +∆
2
k (3.22)
f±k =
{
1 if E±k < 0 E
±
k = Ek ±∆Ek
0 if E±k > 0 ∆Ek = ∆ξk
(3.23)
Here the unknowns are the gap function ∆k and the chemical potential values µa
and µb that give the desired number of electrons and hole densities.
3.4.2 Screening
The screening of the Coulomb potential due to interactions has not been studied
in e-h bilayer for the condensed phase. The 2D screening due to interaction is
difficult to take into account properly. For example, the TF screening length
does not depend on density [120]. Gortel and and Swierkowski attempeted to
include 2D screening for the condensate in the case of equal population within
the RPA [101]. They use the normal phase susceptibilities in the dielectric
function [121]. In that sense it is not a fully consistent calculation. The result
is the drastic reduction of the gap function over-estimating the screening. We
have tried this type of RPA screening for imbalanced layer and found similar
suppression of the gap and discontinuities at the Fermi surface resulting from the
discontinuity in 2D RPA susceptibility.
There is a simple screening mechanism that can be taken into account by a
Yukawa like potential and that is introduced by the presence of the gates which
are necessary to independently control the densities in the e-h bilayer [104]. The
potential due to an electron is altered by the conducting gate layer. This can be
modeled by an image charge behind the gate. At a long distance the electron
plus its image charge are seen as a dipole, the bare Coulomb potential is thus
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screened. In recent experiments with metal gates to control the charge densities
the separation between the gate and 2D layer is about 250 nm [122]. Therefore
the image charge is 500 nm distant from the real charge and we can consider that
at larger distances than 500 nm the Coulomb potential will be seen as dipole
potential. In our calculations we take the screening length to be 300 nm which
in terms of the effective Bohr radius is about 20 aB. We include screening in this
simple form and disregard the 2D screening which is difficult to handle properly.
In this case the screened interactions are written as
Uaaq =
2πe2
ε [q2 + q20]
1/2
Uabq =
2πe2
ε [q2 + q20]
1/2
e−qd (3.24)
where q0 = 1/20aB.
3.4.3 Numerical Solution of the Gap Equations
The implementation of the numerical solution to the gap equations is by a multi-
dimensional Newton-Raphson method for non-linear equations.
Given the inter-plane separation d and densities na, nb, we want to solve for
functions ∆k, ξk, f
+
k , f
−
k represented on a one dimensional grid of k points and
the chemical potentials µa, µb that give the desired densities.
A common method to solve the gap equations is to use an iteration scheme
where an initial guess is iterated using the gap equations, substituting it back
into the equations either directly or by mixing with the initial solution until
convergence is reached. With equal electron and hole density we find that an
iterative method converges to a non-zero gap function for all density values.
With unequal densities the iterative method is sensitive to the starting point and
usually converges to ∆k = 0 solution.
An alternative way is to look at the equations as a non-linear root finding
problem. Typically, we use a mesh of 100 points to represent the unknown
functions of k. Together with chemical potentials this results in 300+2 unknowns.
In the case of inter-planar interactions only, this reduces to 100+2 unknowns. For
unequal populations, the range of k is broken into two or three intervals to handle
the discontinuities at zero temperature.
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Gaussian quadrature is used to carry out the integrations. We use the Newton-
Raphson algorithm from Numerical Recipes [123] to solve for the unknown
variables. The algorithm requires the evaluation of gradients. Therefore, instead
of the zero temperature equations, we work with finite but small temperature to
make the unknowns and integrands smooth functions of wave vector k. We make
sure that we obtain a sharp T = 0 distribution functions and further decreasing
the temperature does not affect our results. Details are given in Sec. 3.11.
3.4.4 Units
We work in Rydberg units , i.e. length is measured in effective Bohr radius aB,
momentum in 1/aB and energy in effective Rydberg (Ryd).
1Ryd =
~
2
2ma2B
=
e2
2εaB
(3.25)
where
aB =
~
2ε
me2
(3.26)
with the reduced mass m defined by
1
m
=
1
ma
+
1
mb
(3.27)
and ma = me and mb = mh are the band mass of the electron and hole
respectively.
3.5 Solutions of the Gap Equations
In this section we illustrate the solutions to the gap equations at representative
density and population polarization. An asymmetry with respect to positive and
negative polarization (excess electrons or holes) is introduced if electron and hole
masses are different.
We use parameters that are relevant for experimental realizations in GaAs
semiconductor structures and take mass ratio to be ma/mb = 0.07/0.30 and
inter-layer separation d = aB.
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We present the solutions with and without the intra-layer (same species)
interactions in order to see the effects of intra-layer interactions. The simple
screening model, which removes a divergence in the derivative of the gap,
smoothens the gap function and quasi-particle energy curves.
3.5.1 Balanced Populations
The gap function and quasi-particle energy at rs = 3 and α = 0 for four different
cases are illustrated in Fig. 3.1-3.4 . Here the electron and hole chemical potentials
are taken to be equal to each other so that their difference vanishes, h = 0. The
reason the E±k branches are different from Ek is that there is a k-dependent
difference ∆ξk due to different electron and hole masses. These calculations
are exactly at zero temperature. At T = 0 the chemical potential values could
be different and still give the same solution provided that E±k > 0 so that the
quasi-particle states are not occupied and we still have equal electron and hole
populations. Different chemical potentials would shift the E±k up or down.
The model screening approximately reduces the gap by half compared to bare
interaction whereas the intra-layer interactions have a smaller effect at the density
corresponding to rs = 3.
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Figure 3.1: Gap function and quasi-particle energies at rs = 3, α = 0 with bare
inter-layer interactions only. Occupation numbers distribution shown on the right
has no Fermi surface.
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Figure 3.2: Gap function and quasi-particle energies at rs = 3, α = 0 with bare
inter- and intra-layer interactions. Occupation numbers are shown on the right.
These BCS solutions have wave functions of the form
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Figure 3.3: Gap function and quasi-particle energies at rs = 3, α = 0 with
screened inter-layer interactions only. Occupation numbers are shown on the
right.
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Figure 3.4: Gap function and quasi-particle energies at rs = 3, α = 0 with
screened inter- and intra-layer interactions. Occupation numbers are shown on
the right.
|ΨBCS〉 =
∏
k
(uk + vka
†
kb
†
−k) |0〉 (3.28)
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where |vk|2 is the distribution function for electrons and holes. (Expressions
for uk, vk in terms of ∆k, Ek are given in Sec. 3.11. Note that due to interactions,
the distribution is broadened and is different from a step function for non-
interacting particles at T = 0.
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Figure 3.5: Maximum value of the gap function ∆max as a function of the density
parameter rs at fixed inter-layer separation d = aB. Blue dashed curves show
the values with inter-layer interactions only and red solid lines show the values
with intra- and inter-layer interactions. The upper two curves correspond to
bare Coulomb interactions whereas the lower set is obtained using screened
interactions.
The main goal of this chapter is to study the effects of intra-layer interactions
and screening on the phase diagram in the average density - density imbalance
(rs−α) plane. In Fig. 3.5 we show the effects of intra-layer interactions for equal
density at fixed interlayer separation d = aB. We see that for large rs values the
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effect of intra-layer interactions becomes smaller as expected because the intra-
layer interactions scale as 1/rs. However, for rs values up to rs = 5, we see a
noticeable decrease in the gap when electron-electron and hole-hole interactions
are present. The simple model of screening employed here diminishes the gap
approximately by half over all the density range.
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Figure 3.6: Maximum value of the gap function ∆max as a function of the density
parameter rs at fixed inter-layer separation d/aBrs = 0.5. Blue dashed curves
show the values with inter-layer interactions only and red solid lines show the
values with intra- and inter-layer interactions. The upper two curves correspond
to bare Coulomb interactions whereas the lower set is obtained using screened
interactions.
In the above comparison the ratio of the inter- to intra-layer interactions
changes with rs because d is kept fixed. The inter-layer interactions scale as
1/d for d > aBrs. For d > aBrs keeping the ratio d/aBrs fixed at different
densities would show the pairing as a function of density at fixed inter-/intra-layer
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interaction. However, this means large values of d for large rs which decreases
the coupling. In order to have comparable gap values we show the maximum
value of the gap function as a function of rs in Fig. 3.6 for d/aBrs = 0.5. The
behavior is qualitatively similar to the case with fixed d. At these values of the
parameters we expect to see the effects of intra-layer interactions up to rs ≈ 5.
3.5.2 Imbalanced Populations
For unequal populations the resulting wave function has a certain range of k (the
set denoted by P below) states occupied with quasi-particles of the BCS theory
giving rise to population imbalance. The region P is where the quasi-particle E±k
energy becomes negative, i.e. less than that of the ground pair energy and the
corresponding quasi-particle occupation becomes unity. Incidentally, the quasi-
particles of BCS theory are just electron or holes states at that wave vector k.
Outside the set P we have pairs k,−k of electrons and holes.2
|Ψ〉 =
∏
k∈P
α†k |ΨBCS〉 (3.29)
=
∏
q∈P
a†q
∏
k/∈P
(uk + vka
†
kb
†
−k) |0〉 (3.30)
At zero temperature we thus have a region in the k space where the electron
(or hole) occupation becomes unity. Therefore, at T = 0 there can be one or two
Fermi spheres depending where the set of k ∈ P vectors are. These topologically
different phases will be called Sarma 1 (S1) and Sarma 2 (S2) phases, respectively.
These states have also been called breached pair states [124–126] because of the
existence of Fermi spheres together with a condensate. The gap function is non-
zero but there are gapless excitations.
Representative solutions displaying the two different type of states at various
average density parameter rs and population polarization α are shown in Fig. 3.7-
3.22 for the inter-layer separation d = aB. The figures show the gap function
∆k and the quasi-particle energies E
±
k on the left and the electron and hole
2For QMC applications this state can be written as a Slater determinant in real space.
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occupation numbers na, nb on the right. Fig. 3.7-3.10 show solution for electron
and holes interacting with the bare inter-layer Coulomb interaction only. For
each interaction model we show examples of Sarma 1 and Sarma 2 phases with
excess electrons (light majority particles) or excess holes (heavy majority carriers.
For example, Fig. 3.7 shows a S2 phase with positive population polarization α
and Fig. 3.10 shows a S1 phase with negative population polarization for the
case of bare inter-layer interactions only. In Fig. 3.11-3.14 in-plane Coulomb
interactions, i.e. electron-electron and hole-hole interactions, are added. We
include gate screening in Fig. 3.15-3.18 neglecting intra-layer interactions and in
Fig. 3.19-3.22 with gate-screened inter-layer and intra-layer interactions.
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Figure 3.7: Gap function and quasi-particle energies at rs = 1.5, α = 0.15 with
bare inter-layer interaction only. This is a Sarma 2 phase with excess electrons.
Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and d = aB.)
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Figure 3.8: Gap function and quasi-particle energies at rs = 5, α = 0.5 with
bare inter-layer interaction only. This is a Sarma 1 phase with excess electrons.
Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and d = aB.)
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Figure 3.9: Gap function and quasi-particle energies at rs = 3, α = −0.3 with
bare inter-layer interaction only. This is a Sarma 2 phase with excess holes.
Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and d = aB.)
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Figure 3.10: Gap function and quasi-particle energies at rs = 10, α = −0.8 with
bare inter-layer interaction only. This is a Sarma 1 phase with excess holes.
Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and d = aB.)
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Figure 3.11: Gap function and quasi-particle energies at rs = 2.5, α = 0.2 with
bare intra- and inter-layer interactions. This is a Sarma 2 phase with excess
electrons. Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and
d = aB.)
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Figure 3.12: Gap function and quasi-particle energies at rs = 5, α = 0.5 with bare
intra- and inter-layer interactions. This is a Sarma 1 phase with excess electrons.
Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and d = aB.)
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Figure 3.13: Gap function and quasi-particle energies at rs = 3, α = −0.3 with
bare intra- and inter-layer interactions. This is a Sarma 2 phase with excess holes.
Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and d = aB.)
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Figure 3.14: Gap function and quasi-particle energies at rs = 10, α = −0.8 with
bare intra- and inter-layer interactions. This is a Sarma 1 phase with excess holes.
Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and d = aB.)
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Figure 3.15: Gap function and quasi-particle energies at rs = 1.5, α = 0.15 with
gate screened inter-layer interaction only. A Sarma 2 phase with excess electrons.
Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and d = aB.)
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Figure 3.16: Gap function and quasi-particle energies at rs = 5, α = 0.5 with
gate screened inter-layer interaction only. This is a Sarma 1 phase with excess
electrons. Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and
d = aB.)
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Figure 3.17: Gap function and quasi-particle energies at rs = 3, α = −0.3 with
gate screened inter-layer interaction only. A Sarma 2 phase with excess holes.
Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and d = aB.)
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Figure 3.18: Gap function and quasi-particle energies at rs = 10, α = −0.8 with
gate screened inter-layer interaction only. This is a Sarma 1 phase with excess
holes. Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and
d = aB.)
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Figure 3.19: Gap function and quasi-particle energies at rs = 2.5, α = 0.2 with
gate screened intra- and inter-layer interactions. A Sarma 2 phase with excess
electrons. Occupation numbers on the right. (me/mh = 0.07/0.30 and d = aB.)
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Figure 3.20: Gap function and quasi-particle energies at rs = 5, α = 0.5 with gate
screened intra- and inter-layer interactions. This is a Sarma 1 phase with excess
electrons. Occupation numbers are shown on the right. (me/mh = 0.07/0.30 and
d = aB.)
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Figure 3.21: Gap function and quasi-particle energies at rs = 3, α = −0.3 with
gate screened intra- and inter-layer interactions. A Sarma 2 phase with excess
holes. Occupation numbers on the right. (me/mh = 0.07/0.30 and d = aB.)
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Figure 3.22: Gap function and quasi-particle energies at rs = 10, α = −0.8 with
gate screened intra- and inter-layer interactions. A Sarma 1 phase with excess
holes. Occupation numbers on the right. (me/mh = 0.07/0.30 and d = aB.)
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3.6 Comparison with the Normal Phase
Since we are interested in the condensed state with population imbalance between
layers, in this section we show the variation of the values of the maximum value
of the gap function, which is related to the energy gain with respect to the normal
phase, as a function of population polarization α.
The maximum value of the gap at fixed average density (fixed rs) as a function
of population polarization α is shown in Fig. 3.23. Also shown is the energy per
particle along with the HF energy. It is seen that the condensed state has lower
energy than the normal state and the difference goes to zero as the gap function
vanishes with increasing density difference.
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Figure 3.23: Energy and maximum value of ∆k as a function of α at rs = 3 for
bare inter-layer interactions only. The red points (plus sign) shows the energy
of the Sarma phase and the green curve shows the energy of the Hartree-Fock
approximation. System parameters are d = aB, me/mh = 0.07/0.30
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Fig. 3.24 shows the effect of in-plane interactions on the maximum value of
the gap function. In general, turning on the inter-plane interactions works in
favor of the normal phase because of the negative exchange term. Therefore the
polarization range for a non-zero gap and a condensed state is smaller.
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Figure 3.24: Parameters are as in Fig.(3.23) but intra-layer interactions are turned
on. Condensed state is present for a smaller window of polarization.
The variation of the maximum of the gap as a function of polarization for
representative values of the average density at three different values of the
interlayer distance with and without bare intra-plane interactions is shown in
Fig. 3.25. Increasing inter-layer distance decreases the coupling and reduces the
gap. The greatest gap values take place close to densities corresponding to zero
average chemical potential µ = 0, [102] which marks the BCS-BEC crossover
boundary.
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Figure 3.25: The maximum value of the gap function ∆max for rs =
2, 5, 10, 20(red, green, blue, purple) at d = 0.5aB(upper panel), d = aB(middle
panel) and d = 2aB(lower panel) as a function of polarization with and without
the in-plane interactions. The asymmetry with respect to positive and negative
polarization α is due me/mh = 0.07/0.30. As the average density moves to lower
values (larger rs) the pairing occurs over the whole α range and the pairing gap
decreases. Reducing the inter-layer distance d reduces the coupling and this the
gap function ∆max.
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3.7 Signature of the Superfluid Phase
In the condensed phase the difference in electron and hole chemical potential
makes a jump as α = 0 is crossed whereas the average chemical potential is
continuous. The jump is also present in electron and hole chemical potential
values. Pieri et al. suggested that this can be used as an indication of the
superfluid state [102]. The discontinuity is shown in Fig. 3.26-3.28 for different
cases.
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Figure 3.26: Electron and hole chemical potential values and their average as
a function of polarization α at rs = 3. Parameters are as in Fig.(3.23) and
intra-layer interactions are turned off.
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Figure 3.27: Parameters are as in Fig.(3.26) but intra-layer interactions are turned
on. The jump at α = 0 is an indication of nonzero gap.
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Figure 3.28: Variation of the chemical potential with polarization at rs = 5
for three different values of d = 0.5, 1, 2aB(upper, middle and lower panels,
respectively) with and without the in-plane interactions. The jump in electron
and hole chemical potential signals the presence of a pairing gap which should be
overcome in opposite directions to create population imbalance for electrons and
holes.
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3.8 Local Stability
The local stability of the Sarma phase is usually assessed by calculating the
superfluid mass density (phase stiffness) [102]. This quantity should be positive
for a locally stable state and a negative value is identified with an instability. This
instability is believed to be towards an FFLO phase [102, 127, 128]. However the
existence of a locally stable Sarma phase does not exclude the possibility that
there can still exist an FFLO phase with still lower energy.
The superfluid mass density is given by [74]
ρs = mene +mhnh − ~
2β
8π
∫
dkkk2
1
2
[
1
cosh2(βE+k /2)
+
1
cosh2(βE−k /2)
]
(3.31)
where β is inverse temperature. At T = 0 this expression can be written as [102]
ρs = mene + mhnh − ~
2
4π
∑
j,λ
(kλj )
3∣∣∣dEλkdk ∣∣∣
k=kλj
. (3.32)
where kλj are the roots of E
λ
k with λ = ±.
At zero temperature the last expression involves the derivative of ∆k (through
the derivative of E±k ) at the zero crossings of E
±
k . Our calculations are carried
out at nonzero but small temperature (which is needed to have a continuously
changing functions for our numerical approach). We find that this derivative
diverges logarithmically as T → 0 for the bare Coulomb interaction. This
divergence is shown in Fig. 3.29-3.31. This means that in this model at T = 0
the Sarma phase is always locally stable because the negative contribution to
ρs vanishes. This confirms the expectations of Wilczek and coworkers [125]
that mass ratio and the momentum structure of the interaction are crucial for
determining the stability of Sarma phases. The divergence is due to the
simultaneous presence of the Coulomb interaction, which is singular at q = 0,
and the discontinuity in the distribution function at T = 0. The log-divergence
at T = 0 was missed in the previous work by Pieri et al. [102] because the
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Figure 3.29: The derivative of the gap function as function of k d∆k/dk at d =
aB, rs = 3, α = 0.3 including intra- and inter-plane interactions with me/mh =
0.07/0.30 at various temperatures.
temperature used for the calculations was not low enough. We study the behavior
of d∆k/dk at the zero crossings of E
±
k as a function of T in detail in Sec. 3.13.
Finite temperature effects and/or screening removes this divergence. Our
calculations with a simple screened interaction show that Sarma phases do
become locally unstable at some region of the rs−α plane which will be discussed
in the next section.
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Figure 3.30: d∆k/dk at the zero crossings of E
+
k , where the spikes develop in
Fig.(3.29) marking the region of full occupation in the distribution function such
as in in Fig.(3.11), as a function of decreasing temperature in units of effective
Rydberg. The x-axis is logarithmic.
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Figure 3.31: Sample plots showing the divergence of the derivative at the zero
crossing of E+k for d = aB, rs = 3, α = 0.3 with no intra-layer interactions.
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3.9 Phase Diagram at d = aB
In this section we discuss the ensuing phase diagrams comparing the energy of the
Sarma phases with the normal phase. We also consider the instability towards an
FFLO phase. We set the inter-layer separation equal to one effective Bohr radius
d = aB and study the phase diagram for the following four cases: (i) bare inter-
layer interactions only, (ii) bare inter- and intra-layer interactions, (iii) screened
inter-layer interactions only and (iv) screened inter- and intra-layer interactions.
The α = 0 line is special in the phase diagram because it corresponds to the
BCS state with equal layer densities.
For bare interactions, we find that the derivative of the gap at the zero
crossings of the quasi-particle energy diverges at T = 0 which enters in the
superfluid mass density calculation. The superfluid density is always positive
and Sarma phase is always stable. Therefore, in the top panel of Fig. 3.32 we do
not show any FFLO phase but our calculations do not rule out the presence of
such a state with even lower energy. We show boundaries between the normal
and Sarma phases. Two topologically different Sarma phases, Sarma 1 with one
Fermi surface and Sarma 2 with two Fermi surfaces, are present in the phase
diagrams. The effect of intra-layer interactions is to move the Normal-Sarma
boundaries to lower density. The exchange interaction lowers the normal phase
energy whereas the gap is not so much affected by intra-layer interactions and
the energy is relatively similar. In the bottom panel of Fig. 3.32 the results are
shown for the screened interaction. With inter-layer interactions only, the Sarma
phase becomes unstable for a large portion of the phase diagram, especially with
excess holes, i.e. α < 0. (lower left panel) There is no stable S2 phase. The
phase diagram including the intra-layer interactions has S2 phase stable in some
region of the phase space and we end up with a rich phase diagram when both
intra-layer and screening effects are present.
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Figure 3.32: Phase diagrams for inter-layer separation d = aB. Superfluid
(S1/S2) - normal (N) phase boundaries are shown with red solid lines. A negative
superfluid mass density showing a local instability is assumed to be towards an
FFLO phase. S1, S2 and FFLO boundaries are shown with green dashed lines.
The four cases shown are: Bare inter-layer interactions only (upper left panel),
bare intra- and inter-layer interaction (upper right), gate screened inter-layer
interactions only (lower left) and gate screened intra- and inter-layer interaction
(lower right). α = 0 line corresponds to the BCS state with equal populations.
3.10 Summary
We have studied exciton condensation in an electron-hole bilayer with population
imbalance. Solving the mean-field gap equations we obtain the phase diagram for
different electron and hole densities. The condensed Sarma phases are found to
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be locally stable with bare Coulomb interactions which is very sensitive to finite
temperature and screening effects. Introducing a simple screening model, we
find that the some regions of phase space become unstable which we identify
as an instability towards an FFLO state. We find a rich phase diagram in
the crossover region with a possibility to observe the mentioned phases in the
crossover regime corresponding to attainable densities and inter-plane separation
with current experiments.
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Appendix
3.11 Derivation of the Mean-Field Equations
We would like to determine the ground state with respect to the variational wave
function
|Ψ〉 =
∏
k
(upk + v
a
kα
†
k + v
b
kβ
†
−k)(uk + vka
†
kb
†
−k) |0〉 (3.33)
=
∏
k
(upk + v
a
kα
†
k + v
b
kβ
†
−k) |ΨBCS〉 .
which is a slightly generalized form of the BCS wave function. Normalization is
ensured by |uk|2 + |vk|2 = 1 and |uk|2 + |vak|2 + |vbk|2 = 1. Bogoluibov operators
α†k and β
†
−k defined below, create properly normalized states with particles and
orthogonal to |Ψ〉BCS by acting on it. Instead of minimizing the energy at zero
temperature, we consider a canonical ensemble of BCS and its excitations and
minimize the free energy. This is the finite temperature BCS theory and gives
the same results as with the above class of variational wave functions at zero
temperature. Alternatively, the reduced BCS Hamiltonian can be diagonalized
with a unitary transformation. The ground state gives the same wave function.
3.11.1 The Bogolioubov Transformation
It is convenient to introduce the Bogolioubov operators through the following
canonical transformation
αk = ukak − vkb†−k β−k = ukb−k + vka†k (3.34)
α†k = u
∗
ka
†
k − v∗kb−k β†−k = u∗kb†−k + v∗kak (3.35)
The inverse transformations are
ak = u
∗
kαk + vkβ
†
−k b−k = u
∗
kβ−k − vkα†k (3.36)
a†k = ukα
†
k + v
∗
kβ−k b
†
−k = ukβ
†
−k − v∗kαk (3.37)
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The BCS state written in Eq.(3.33) is the vacuum state for the Bogolioubov
destruction operators.
αk |ΨBCS〉 = βk |ΨBCS〉 = 0 (3.38)
Together with the canonical commutation relations this property enables one to
use Wick’s theorem to calculate expectation values with respect to the BCS state
easily.
3.11.2 Minimization
In this section we minimize
〈Fˆ 〉 = 〈Hˆ〉 − TS − µa 〈Nˆa〉 − µb 〈Nˆb〉 (3.39)
with respect to the variational parameters. The entropy S for the variational
class of states is given by
S = −kB
∑
kσ
[fσk ln f
σ
k + (1− fσk ) ln(1− fσk )] (3.40)
where f±k are the average occupation numbers of excitations of wave number k
which are taken to be independent.
The expectation value of the Hamiltonian can be written as
〈Hˆ〉 =
∑
k
(ǫak + ǫ
b
k)|vk|2(1− f+k − f−k ) +
∑
k
(ǫakf
+
k + ǫ
b
kf
−
k )
+
1
V
∑
kk′
′Uabq ukv
∗
ku
∗
k′vk′(1− f+k − f−k )(1− f+k′ − f−k′)
− 1
2V
∑
kk′
′Uaaq |vk|2|vk′|2(1− f+k − f−k )(1− f+k′ − f−k′)
− 1
2V
∑
kk′
′Uaaq 2|vk|2(1− f+k − f−k )f+k′ −
1
2V
∑
kk′
′Uaaq f
+
k f
+
k′
− 1
2V
∑
kk′
′U bbq |vk|2|vk′|2(1− f+k − f−k )(1− f+k′ − f−k′)
− 1
2V
∑
kk′
′U bbq 2|vk|2(1− f+k − f−k )f−k′ −
1
2V
∑
kk′
′U bbq f
−
k f
−
k′ (3.41)
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where we assume overall charge neutrality in the system, through additional
uniformly charged layers, thus the primed summations are with q = k − k′ 6=
0 and furthermore we drop the constant Hartree energy stored in the electric
field between the bilayer system and uniformly charged neutralizing layers. This
energy can be absorbed in the definition of chemical potentials.
Now we take uk’s and vk’s to be real numbers and write
uk = cos θk, vk = sin θk (3.42)
and define the following
2ξ+k = ξ
a
k + ξ
b
k 2µ = µa + µb (3.43)
2ξ−k = ξ
a
k + ξ
b
k 2h = µa − µb (3.44)
so that the free energy can be written as
〈Fˆ 〉 =
∑
k
2ξ+k sin
2 θk(1− f+k − f−k ) +
∑
k
(f+k ξ
a
k + f
−
k ξ
b
k)
+
1
4V
∑
kk′
Uabkk′ sin 2θk sin 2θk′(1− f+k − f−k )(1− f+k′ − f−k′)
− 1
V
∑
kk′
Uaakk′ sin
2 θk sin
2 θk′(1− f+k − f−k )(1− f+k′ − f−k′)
− 1
V
∑
kk′
Uaakk′ sin
2 θk(1− f+k − f−k )(f+k′ + f−k′)
− 1
2V
∑
kk′
Uaakk′(f
+
k f
+
k′ + f
−
k f
−
k′)
+
1
β
∑
k
[
f+k ln f
+
k + (1− f+k ) ln(1− f+k )
]
+
1
β
∑
k
[
f−k ln f
−
k + (1− f−k ) ln(1− f−k )
]
(3.45)
Minimizing with respect to θk gives[(
2ξ+k −
1
V
∑
k′
′Uaakk′2 sin
2 θk′(1− f+k′ − f−k′)−
1
V
∑
k′
′Uaakk′(f
+
k′ + f
−
k′)
)
sin 2θk
+
(
1
V
∑
k′
′Uabkk′2 sin 2θk′(1− f+k′ − f−k′)
)
cos 2θk
]
(1− f+k − f−k ) = 0(3.46)
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Figure 3.33: Relations between ∆k, ξk, Ek, sin 2θk and sin θk.
which can be written as
tan 2θk =
− 1
2V
∑
k′
′Uabkk′ sin 2θk′(1− f+k′ − f−k′)
ξ+k − 12V
∑
k′
′Uaakk′
[
2 sin2 θk′(1− f+k′ − f−k′) + f+k′ + f−k′
] ≡ ∆k
ξk
(3.47)
It follows that
sin 2θk =
∆k
(ξ2k +∆
2
k)
1/2
≡ ∆k
Ek
(3.48)
and
sin2 θk =
∆2k
2(∆2k + ξ
2
k + ξkEk)
=
1
2
(1− ξk
Ek
) (3.49)
with ξ2k +∆
2
k = E
2
k.
Imposing ∂ 〈Fˆ 〉 /∂f+k = 0
∂ 〈Fˆ 〉
∂f+k
= −2ξ+k sin2 θk + ξak −
1
2V
∑
k′
′Uabkk′ sin 2θk′(1− f+k′ − f−k′) sin 2θk
+
1
V
∑
k′
′Uaakk′2 sin
2 θk′(1− f+k′ − f−k′) sin2 θk +
1
V
∑
k′
′Uaakk′(f
+
k′ + f
−
k′) sin
2 θk
− 1
V
∑
k′
′Uaakk′ sin
2 θk′(1− f+k′ − f−k′)−
1
V
∑
k′
′Uaakk′f
+
k′
+
1
β
[
ln f+k + 1− ln(1− f+k )− 1
]
= 0
− ln
(
f+k
1− f+k
)
= β
[
Ek + ξ
−
k +
1
2V
∑
k′
′Uaakk′(f
−
k′ − f+k′)
]
≡ β(Ek +∆Ek) ≡ βE+k (3.50)
Similarly minimizing with respect to f−k we find
f−k =
1
eβE
−
k + 1
, E−k = Ek −∆Ek (3.51)
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With the above definitions the coupled gap equations are
∆k = − 1
V
∑
k′
′Uabkk′
∆k′
2Ek′
(1− f+k′ − f−k′) (3.52)
ξk = ξ
+
k −
1
2V
∑
k′
′Uaakk′
[
1− ξk′
Ek′
(1− f+k′ − f−k′)
]
(3.53)
E2k = ξ
2
k +∆
2
k (3.54)
f±k =
1
eβE
±
k + 1
E±k = Ek ±∆Ek
∆Ek = ξ
−
k +
1
2V
∑
k′
′Uaakk′(f
−
k′ − f+k′)
(3.55)
3.12 Scaling
We work in units where length is measured in effective Bohr radius aB, momentum
in 1/aB and energy in Rydberg. Let us denote dimensionless quantities with a
tilde sign. The quantities introduced earlier can be rewritten in a form suitable
for numerical calculation in the following way.
2ξ+k = ξ
a
k + ξ
b
k
=
~
2
2
(
1
ma
+
1
mb
)
k2 − (µa + µb)
=
~
2k2
2m
− 2µ
ξ˜+k =
1
2
k˜2 − µ˜ ≡ ǫ˜k − µ˜
where k˜ = kaB and ξ˜
+
k and µ˜ are in units of Rydberg.
Similarly,
2ξ−k = ξ
a
k − ξbk
=
~
2
2
(
1
ma
− 1
mb
)
k2 − (µa − µb)
=
~
2
m
m
2
(
1
ma
− 1
mb
)
k2 − 2h
ξ˜−k =
β − 1
β + 1
k˜2
2
− h˜, β = mb/ma
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and the Coulomb potential becomes
U(r) =
e2
εr
U˜(r˜) =
1
r˜
.
The dimensionless expressions for the the average inter particle spacing in
terms of Bohr radius rs related to the average density per plane and population
polarization α related to the density difference are
n =
1
2
(na + nb) =
1
πa2Br
2
s
and n˜ =
1
πr2s
(3.56)
α =
na − nb
na + nb
=
n˜a − n˜b
n˜a + n˜b
(3.57)
3.12.1 Numerical Evaluation of Wave Vector Sums
The k sums in the gap equations pose two numerical difficulties at T = 0.
The Coulomb potential is singular at |k − k′| = 0. We treat this singularity
carefully using the following trick of introducing an exponential cut. The second
difficulty arises from the fact that at T = 0 the distribution functions become step
functions and the integrand becomes discontinuous. We evaluate the integrals
using Gaussian quadrature and to handle the discontinuity we break up the
integration grid in to two or tree pieces.
Singularity of the Coulomb Potential
The gap equations involve sums of the form
U =
∑
q
1
|q− k|F (q) and U2 =
∑
q
e−|q−k|d
|q− k| F (q) (3.58)
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where F (q) is a nonsingular function of q. Here the sums U and U2 are functions
of k. The first sum U above can be related to the second one.
U =
∑
q
1
|q− k|F (q)
=
∑
q
1
|q− k|
(
1− e−|q−k|d)F (q) +∑
q
1
|q− k|e
−|q−k|dF (q)
= U1 + U2
(3.59)
where U1 does not have a singularity and can be calculated as an integral in the
thermodynamic limit using
∑
k →
∫
d2k
(2pi)2
,
U1 =
∑
q
1
|q− k|
(
1− e−|q−k|d)F (q)
U1 =
1
4π2
∫ ∞
0
qdq F (q)
∫ 2pi
0
dφ
(
1− e−|q−k|d)
|q− k|
(3.60)
Finally, we rewrite the problematic sum U2 as
U2 =
∑
q
e−|q−k|
|q− k|F (q)
=
∑
q 6=k
e−|q−k|
|q− k| [F (q)− F (k)] + F (k)
∑
q
e−|q−k|
|q− k|
=
∑
q 6=k
e−|q−k|
|q− k|∆F (q, k) + F (k)T (r = 0)
(3.61)
where the sum does not involve q = k and T (r = 0) is the Fourier transform
of e−|q−k|/|q− k| at r = 0. Furthermore, we can express the remaining sum in
terms of a similar integral for U1 in the thermodynamic limit.
U2 =
1
4π2
∫ ∞
0
qdq∆F (q, k)
∫ 2pi
0
dφ
[
e−|q−k| − 1
|q− k| −
1
|q− k|
]
+ F (k)T (0)
U2 =
1
4π2
∫ ∞
0
qdq∆F (q, k)
[∫ 2pi
0
dφ
e−|q−k| − 1
|q− k| −
2
k
K
( q
k
)]
+ F (k)T (0)
(3.62)
where K(q/k) is the complete elliptic integral of the first kind. Below we show
why the angular integration is never carried out for q = k case.
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Numerical Integration
We evaluate integrals using Gaussian quadrature [123]. We approximate the
integral by a weighted sum.∫ ∞
0
f(q)dq =
∑
i
wif(qi) (3.63)
where qi are the abscissae and wi are the Gaussian weights. In fact the qi make
up the mesh points where functions of k are represented. In this way we obtain
the results of the integrals at the mesh points.
U1 =
1
4π2
∫ ∞
0
qdq F (q)
∫ 2pi
0
dφ
(
1− e−|q−k|d)
|q− k|
U1,j =
1
4π2
∑
i
wiqiF (qi)
∫ 2pi
0
dφ
(
1− e−|qi−kj |d)
|qi − kj|
(3.64)
We can represent the results of the integral at grid points as a vector. The above
equations can then be written in matrix form
U¯1 = B¯1F¯ (3.65)
where the components of the vectors are U1,i = U1(ki) and Fi = F (ki) and the
matrix elements are given by
U1,ij =
1
4π2
wiqi
∫ 2pi
0
dφ
(
1− e−|qi−kj |d)
|qi − kj| (3.66)
Since we know that U1,ii vanish, we do not have to calculate them explicitly.
Similarly, for U2 we have
U2 =
1
4π2
∫ ∞
0
qdq∆F (q, k)
[∫ 2pi
0
dφ
e−|q−k| − 1
|q− k| −
2
k
K
( q
k
)]
+ F (k)T (0)
U2,j =
1
4π2
∑
i
wiqi∆F (qi, kj)
[∫ 2pi
0
dφ
e−|qi−kj | − 1
|q− k| −
2
kj
K
(
qi
kj
)]
+ F (kj)T (0)
(3.67)
which can also be written as a vector equation.
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The zero to infinity range for the radial q integration is in practice mapped
to a finite interval using a tangent transformation.
q = q0 tan θ and dq =
q0
cos2 θ
dθ (3.68)
where q0 is a scale factor and is put equal to 1.
Discontinuities for Population Imbalance at T = 0
At zero temperature the quasi-particle occupation numbers f±k become unity over
a finite interval. The factors (1−f+k −f−k ) are then zero over that interval and they
do not contribute to the integral. The multiplication with step function results in
discontinuities which is undesired with Gaussian integration. In order to calculate
the integrals properly we identify the region at finite but small temperature and
while decreasing the temperature we break up the integration grid into two or
three parts such that the discontinuities are at the end points of the intervals.
These are the zero crossings of one branch of E±k . At each step the gap and
quasi-particle energies are transferred to the new mesh using a cubic spline since
lowering the temperature at each step moves the zero crossings.
For small rs, the other length scale in the problem, which is kF , becomes
important. (typically for rs < 1.) For this reason a finer grid around kF becomes
necessary for small rs.
3.12.2 Initial Values
We start from the corresponding balanced situation solution for the same average
density rs which is obtained using the iterative method. We then introduce a
small finite temperature and a chemical potential difference to create imbalance
and lower the temperature until f±k distribution is a sharp step function and
quantities do not depend on temperature.
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3.12.3 Calculation of Energy
Using the definitions for ∆k,∆Ek, the energy expression can be reduced to a one
dimensional integral which is useful for our numerical calculation.
〈H〉 =
∑
k
ǫ+k
(
1− ξk
Ek
)
+
∑
k
ǫakf
+
k +
∑
k
ǫbkf
−
k
+
∑
k
1
2
∆k
Ek
[
1
2V
∑
k′
Uabkk′
∆k′
Ek′
(
1− f+k′ − f−k′
)] (
1− f+k − f−k
)
−
∑
k
1
2
(
1− ξk
Ek
)[
1
2V
∑
k′
Uaakk′
(
1− ξk′
Ek′
)(
1− f+k′ − f−k′
)] (
1− f+k − f−k
)
−
∑
k
1
2
(
1− ξk
Ek
)(
1
2V
+
1
2V
)[∑
k′
Uaakk′
(
f+k′ + f
−
k′
)] (
1− f+k − f−k
)
−
∑
k
[
1
2V
∑
k′
Uaakk′f
+
k′
]
f+k −
∑
k
[
1
2V
∑
k′
Uaakk′f
−
k′
]
f−k
(3.69)
where ǫ+k = (ǫ
a
k + ǫ
b
k)/2. Next we group these terms for contributions coming
from the condensate, unpaired electrons and unpaired holes and simplify the first
double sum using the definition of ∆k.
〈H〉 =
∑
k
[(
ǫ+k +
1
2
(
ξk − ξ+k
))(
1− ξk
Ek
)
− 1
2
∆2k
Ek
] (
1− f+k − f−k
)
+
∑
k
[
ǫak −
1
4V
∑
k′
Uaakk′
{(
1− ξk′
Ek′
)(
1− f+k′ − f−k′
)
+ 2f+k′
}]
f+k
+
∑
k
[
ǫbk −
1
4V
∑
k′
Uaakk′
{(
1− ξk′
Ek′
)(
1− f+k′ − f−k′
)
+ 2f−k′
}]
f−k
(3.70)
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Finally, we eliminate the remaining k′ sums using the definition of ∆Ek.
〈H〉 =1
2
∑
k
[(
2ǫ+k + ξk − ξ+k
)(
1− ξk
Ek
)
− ∆
2
k
Ek
] (
1− f+k − f−k
)
+
1
2
∑
k
[
2ǫak + ξk − ξ+k − ξ−k +∆Ek
]
f+k
+
1
2
∑
k
[
2ǫbk + ξk − ξ+k + ξ−k −∆Ek
]
f−k
(3.71)
which can also be expressed as
〈H〉 =1
2
∑
k
[(
ǫ+k + µ+ ξk
)(
1− ξk
Ek
)
− ∆
2
k
Ek
] (
1− f+k − f−k
)
+
1
2
∑
k
[
2ǫ+k + 2ǫ
−
k + ξk − ξ+k − ξ−k +∆Ek
]
f+k
+
1
2
∑
k
[
2ǫ+k − 2ǫ−k + ξk − ξ+k + ξ−k −∆Ek
]
f−k
(3.72)
or as
〈H〉 =1
2
∑
k
[(
ξ+k + 2µ+ ξk
)(
1− ξk
Ek
)
− ∆
2
k
Ek
] (
1− f+k − f−k
)
+
1
2
∑
k
[
ξ+k + 2µ+ ξk + ξ
−
k + 2h+∆Ek
]
f+k
+
1
2
∑
k
[
ξ+k + 2µ+ ξk − ξ−k − 2h−∆Ek
]
f−k
(3.73)
in terms of quantities appearing in the gap equations.
3.13 Analysis of d∆k/dk at Zero Crossings of E
±
k
The value of the quantity dE±k /dk at zero crossings of E
±
k is important in the
calculation of the superfluid mass density ρs at T = 0. Here we study the behavior
of the the derivative dE±k /dk at k = k
∗, the zero crossings of E±k , in the bilayer
system. We show that this quantity diverges logarithmically at k = k∗ as T → 0
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and as k → k∗ at T = 0 for the bare Coulomb interaction. This divergence is due
to a corresponding divergence of d∆k/dk, where ∆k is the solution of the gap
equation:
∆k = −
∫
d2k′
(2π)2
U ehk,k′
∆k′
2Ek′
[
1− f(E+k′)− f(E−k′)
]
(3.74)
= − 1
2π
∫ ∞
0
k′dk′
{
U¯ eh(k, k′)
∆k′
2Ek′
[
1− f(E+k′)− f(E−k′)
]}
(3.75)
where we have introduced the angle-averaged potential energy
U¯ eh(k, k′) =
1
2π
∫ pi
−pi
dθ U eh
(√
k2 + k′2 − 2kk′ cos θ
)
(3.76)
We use two interaction potentials as given before. One is the bare Coulomb
interaction
U eh(q) = −2πe
2
ε
e−qd
q
(3.77)
and the second is Coulomb interaction with simple model gate screening
U eh(q) = −2πe
2
ε
e−qd√
q2 + q20
(3.78)
where q0 is a momentum cut-off.
A preliminary step in the analysis of the behavior of d∆k/dk is the study of
U¯ eh(k, k′) as k → k′. The unscreened potential U¯ eh(k, k′) diverges logarithmically
as k → k′. The screening cures this divergence. Let us consider then the leading
behavior of
U¯ eh(k, k + δk) = −e
2
ε
×∫ pi
−pi
dθ
exp
[
−d
√
k2 + k2 + 2kδk + (δk)2 − 2k2 cos θ − 2kδk cos θ
]
[2k2 + 2kδk + (δk)2 − 2k2 cos θ − 2kδk cos θ + q20]1/2
(3.79)
We are interested in the ”irregular” part of this integral which arises from the
vanishing of the denominator in the above integral when q0 = 0 for δk → 0 and
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θ → 0. The numerator is regular and we can thus set δk = 0 and θ = 0 there.
We have 3
U¯ irreg(k, k + δk) = −e
2
ε
∫ pi
−pi
dθ
1
[(2k2 + 2kδk)(1− cos θ) + (δk)2 + q20]1/2
(3.80)
We can expand cos θ about the origin as a Taylor series since the divergence arises
for θ → 0. Let θ0 ≪ 1 such that cos θ ≈ 1− θ2/2. Then
U¯ irreg(k, k + δk) ≈ −e
2
ε
∫ θ0
−θ0
dθ
1
[(k2 + kδk)θ2 + (δk)2 + q20]
1/2
≈ −2e
2
ε
∫ θ0
0
dθ
1
[k2θ2 + (δk)2 + q20]
1/2
≈ −2e
2
ε
∫ θ0
0
dθ√
(δk)2 + q20
1[(
kθ/
√
(δk)2 + q20
)2
+ 1
]1/2
≈ −2e
2
εk
∫ kθ0/√(δk)2+q20
0
dx
1√
x2 + 1
When both δk and q0 are small we find
U¯ irreg(k, k + δk) ≈ −2e
2
εk
sinh−1
(
kθ0√
(δk)2 + q20
)
(3.81)
≈ −2e
2
εk
ln
(
2kθ0√
(δk)2 + q20
)
(3.82)
where we have assumed
√
(δk)2 + q20 ≪ kθ0, which can always be satisfied for
sufficiently small q0 and δk.
We now move on to calculate d∆k/dk. Differentiating Eq. 3.75 with respect
to k, we obtain
d∆k
dk
= − 1
2π
∫ ∞
0
k′dk′
{
∂
∂k
U¯ eh(k, k′)
∆k′
2Ek′
[
1− f(E+k′)− f(E−k′)
]}
(3.83)
Using
∂
∂k
U¯ irreg(k, k′) ≈ − ∂
∂k′
U¯ irreg(k, k′) (3.84)
3Note that U¯ irreg is just the angle averaged Coulomb potential in the plane.
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when k ≈ k′, we have
d∆k
dk
≈ 1
2π
∫ ∞
0
k′
∆k′
2Ek′
[
1− f(E+k′)− f(E−k′)
] ∂
∂k′
U¯ irreg(k, k′) dk′ (3.85)
Integrating by parts and keeping the divergent term (surface terms actually vanish
for finite nonzero k), we get
d∆k
dk
≈ − 1
2π
∫ ∞
0
U¯ irreg(k, k′)
d
dk′
{
k′
∆k′
2Ek′
[
1− f(E+k′)− f(E−k′)
]}
dk′ (3.86)
We first analyze the behavior of d∆k/dk at T = 0 as a function of the distance
δk from the zero crossing of E±k and the screening wave vector q0.
Let us assume for definiteness that the relevant zero crossings are for the E+k
branch. The term which is responsible for the divergence of d∆/dk at the zero
crossing is that associated with df(E+k′)/dk
′ in Eq. 3.86. 4 We focus on this term
when k, k′ are close to a zero crossing at k∗.
d∆k
dk
≈ − 1
2π
∫ ∞
0
U¯ irreg(k, k′) k′
∆k′
2Ek′
d
dk′
[−f(E+k′)] dk′ (3.87)
At T = 0, f(x) = Θ(−x) and f ′(x) = −δ(x), so that
d∆k
dk
≈ − 1
2π
∫ ∞
0
U¯ irreg(k, k′) k′
∆k′
2Ek′
δ(E+k′)
dE+k′
dk′
dk′ (3.88)
≈ − 1
2π
∫ ∞
0
U¯ irreg(k, k′) k′
∆k′
2Ek′
δ(k′ − k∗)∣∣∣dE+k′dk′ ∣∣∣
dE+k′
dk′
dk′ (3.89)
≈ − 1
2π
U¯ irreg(k, k∗) k′
∆k′
2Ek′
sgn
(
dE+k′
dk′
∣∣∣∣
k′=k∗
)
(3.90)
Using Eq. 3.82 close to k∗
d∆k
dk
≈ 1
2π
2e2
εk∗
ln
(
2k∗θ0√
(k − k∗)2 + q20
)
k∗
∆∗k
2Ek∗
sgn
(
dE+k∗
dk∗
)
(3.91)
and for q0 = 0 we find ∣∣∣∣d∆kdk
∣∣∣∣ ≈ e2πε ∆∗k2Ek∗ ln
(
2k∗θ0
|k − k∗|
)
(3.92)
4 Note that the derivative of ∆k′/Ek′ gives rise to a divergence ln(k
′−k∗), as we demonstrate
below, which when multiplied by U irreg yield a divergence ln2(k′ − k∗). This term is however
finite when integrated over k’ and thus does not contribute to the divergence of ∆k.
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With no screening and at T = 0 we thus have that d∆k/dk diverges
logarithmically as k → k∗.
With screening, at T = 0 and for k = k∗ we have∣∣∣∣d∆kdk
∣∣∣∣
k=k∗
≈ e
2
πε
∆∗k
2Ek∗
ln
(
2k∗θ0
q0
)
(3.93)
and see that the screening cuts off the logarithmic divergence at k = k∗ and
T = 0.
Finally, we consider the behavior with temperature T at k = k∗ and for
q0 → 0. Going back to Eq. 3.86, we see that the derivative of f(E+k ) at finite
T is not a δ-function but is broadened over an energy interval of width ∼ 2T .
Within the logarithmic accuracy of the present calculation we can approximate
the derivative at finite but small T
− df(x)
dx
≈ δT (x) (3.94)
where
δT (x) =
{
1
2T
, |x| < T
0, elsewhere
(3.95)
Notice that the area under this function is unity. We have then
− df(E
+
k′)
dk′
= δT (E
+
k′)
dE+k′
dk′
(3.96)
and
δT (E
+
k′) =
{
1
2T
, |k − k∗||dE+k′/dk′|k′=k∗ < T
0, elsewhere
(3.97)
so that
d∆k
dk
≈ − 1
2π
∫ ∞
0
U¯ irreg(k, k′)k′
∆k′
2Ek′
δT (E
+
k′)
dE+k′
dk′
dk′ (3.98)
For q0 → 0
d∆k
dk
∣∣∣∣
k=k∗
≈ 1
2π
2e2
εk∗
∫ k∗+∆k
k∗−∆k
ln
(
k∗θ0
|k′ − k∗|
)
k′
∆k′
2Ek′
1
2T
dE+k′
dk′
dk′ (3.99)
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where ∆k = T/|dE+k∗/dk∗|.
d∆k
dk
∣∣∣∣
k=k∗
≈ 1
2π
2e2
εk∗
k∗
∆∗k
2E∗k
1
2T
dE+k∗
dk∗
2
∫ ∆k
0
ln
(
k∗θ0
δk
)
d(δk) (3.100)
≈ e
2
πε
∆∗k
2E∗k
1
T
dE+k∗
dk∗
∫ ∆k
0
ln(k∗θ0)︸ ︷︷ ︸
negligible
− ln(δk)
 d(δk) (3.101)
≈ − e
2
πε
∆∗k
2E∗k
1
T
dE+k∗
dk∗
[∆k ln∆k −∆k] (3.102)
≈ − e
2
πε
∆∗k
2E∗k
1
T
dE+k∗
dk∗
∆k ln∆k (3.103)
≈ − e
2
πε
∆∗k
2E∗k
1
T
dE+k∗
dk∗
T
|dE+k∗/dk∗|
ln
(
T/|dE+k∗/dk∗|
)
(3.104)
(3.105)
and we find ∣∣∣∣d∆kdk
∣∣∣∣
k=k∗
≈ e
2
πε
∆∗k
2E∗k
|lnT | (3.106)
In summary, we have the following behavior for the derivative expressed in our
units.
d∆k
dk
= −σ ∆
∗
k
πE∗k
×

ln |k − k∗| as k → k∗ for T = 0 and q0 = 0
ln q0 as q0 → 0 for T = 0 and k = k∗
lnT as T → 0 for q0 = 0 and k = k∗
(3.107)
and σ = +1 at the first zero crossing of E+k when there are two zero crossings
and σ = −1 at the second crossing or when there is just one zero crossing.
We now check these expressions numerically for an S1 phase with one zero
crossing and an S2 phase with two. We use system parameters me/mh =
0.07/0.30 and d = aB. Fig. 3.34-3.38 show that a corresponding slope from
the logarithmic fit around the divergence region (T ∼ 0 or k ∼ k∗) agrees with
the predicted value within a relative difference of less than 10 % for all cases.
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Figure 3.34: Derivative of the gap function at T = 0 with no screening around
the zero crossing of E+k . Comparison of the value of the logarithmic fit with the
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Figure 3.35: The value of the derivative of the gap at k = k∗ as a function of
temperature T . Comparison of the value of the logarithmic fit with the expected
value.
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Chapter 4
Dimensional Crossover in 2D
Bose-Fermi Mixtures
4.1 Introduction
Fermionic atomic gases were brought together with bosonic atoms to quantum
degeneracy in several alkali atom mixtures, such as 7Li-6Li [129, 130], 23Na-6Li
[131], 87Rb-40K [132–134], and very recently in a mixed gas of ytterbium (Yb)
isotopes, 174Yb-173Yb [135]. The boson-fermion (BF) coupling strongly affects the
equilibrium properties of the mixture and can drive quantum phase transitions,
as collapse [134] in the presence of attractive BF interaction, or spatial demixing
as recently observed in the context of three-dimensional (3D) atomic fermion -
molecular boson mixtures [69, 136], where the strong interspecies repulsion leads
to phase separation.
Such mixtures can be realized from an imbalanced two-component Fermi
gas (40K-40K or 6Li-6Li mixtures) where all minority fermions become bound
with partners from the majority component as bosons and form a Bose-Einstein
condensate (BEC). Though imbalanced Fermi gases allowed to observe spatial
phase separation between bosonic dimers and excess majority fermions, the
advantage of a two atomic species BF mixture is that boson-boson (BB) and
93
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BF interactions can be driven independently and that one can access attractive
BF interactions [137, 138].
The structure and the stability of trapped BF mixtures were studied in 3D by
using the Thomas-Fermi approximation for the fermionic component [139, 140]
and by using a modified Gross-Pitaevskii (GP) equation for the bosons which
self-consistently includes the mean-field interaction generated by the fermionic
cloud [141, 142]. Effects of the geometry induced by the trap deformation were
studied in the Thomas-Fermi regime in a quasi-3D limit, i.e. when collisions can
still be considered as three-dimensional [143]. Such a simple model predicts, in
a pancake-shaped trap, that the stability of the mixture depends only on the
scattering length and the transverse width of the cloud. One should expect, in
a true dimensional crossover, namely including dimensional effects in scattering
events, that the mixture stability depends critically on the energy, and thus on
the number of particles.
The dimensional crossover from a 3D to a 2D trapped mixture may be studied
in the experiments by flattening magnetic or dipolar confinements [144], or by
trapping atoms in specially designed pancake potentials, as rotating traps [145],
gravito-optical surface traps [146], rf-induced two-dimensional traps [147] or in
one-dimensional lattices [148] where a 3D gas can be split in several independent
disks.
In the limit where scattering events are two-dimensional, it is well known that
a hard-core boson gas shows very different features from its 3D counterpart. In
3D, particle interactions can be described by the zero-momentum and zero-energy
limit of T -matrix, leading to a constant coupling parameter. In 2D, T -matrix
vanishes at low momentum and energy [149, 150] and the first-order contribution
to the coupling is obtained by taking into account the many-body shift in the
effective collision energy of two-condensate atoms [151, 152]. This leads to an
energy dependent coupling parameter that greatly affects the equilibrium and
the dynamical properties of the gas [153, 154].
In this chapter we study the equilibrium properties of a mixture of condensed
bosons and spin-polarized fermions, through the dimensional crossover from three
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to two dimensions, by following the procedure outlined by Roth [141] for the 3D
mixture. We neglect fermion-fermion interactions and we include BF s-wave
interaction self-consistently in a suitably modified GP equation for the bosons.
For the case of BF repulsive interaction, the increasing anisotropy softens the
repulsion, and a quasi-3D spatially demixed mixture is mixed in quasi-2D. For the
case of BF attractive interactions, the dimensional crossover acts as a Feshbach
resonance and induces repulsive interactions, so that a Q3D mixture near collapse
can be driven towards spatial demixing in Q2D. In the strictly 2D regime the
results depend on the model one assumes for the two-dimensional scattering
lengths.
The chapter is organized as follows. In Sec. 4.2 we introduce the theoretical
mean-field model for the description of ground-state density profiles of the BF
mixture. The models for the coupling through the dimensional crossover are
outlined in Sec. 4.3. The density profiles obtained for a 6Li-7Li and a 40K-87Rb
mixtures are shown in Sec. 4.4. Sec. 4.5 offers a summary and some concluding
remarks. Details of the numerical calculations are given in Sec. 4.6.
4.2 Mean-Field Model for the Density Profiles
We consider a BF mixture in a 2D geometry, with respective particle numbers
NB and NF , confined in harmonic trap potentials VB(F ) =
1
2
mB(F )ω
2
B(F )r
2. Here
mB(F ) is boson (fermion) mass and ωB(F ) is the radial trap frequency as seen
by boson (fermion) species. Within the mean-field approach the total energy
functional at T = 0 is written as
E[ψB, ψF ] =
∫
d2r
{
~
2
2mB
|∇ψB|2 + VB(r)|ψB|2 + 1
2
gBB|ψB|4
}
+
∫
d2r
{
TF + VF (r)|ψF |2
}
+
∫
d2r gBF |ψB|2|ψF |2,
(4.1)
where ψB is the ground-state wave function of bosons and |ψF |2 = nF gives the
fermion density. In the above boson species are in the condensed state and fermion
component is assumed to be spin-polarized and its kinetic energy is written within
CHAPTER 4. 2D BOSE-FERMI MIXTURES 96
the Thomas-Fermi-Weizacker approximation as [155–157]
TF =
~
2
mF
(
πn2F +
λW
8
|∇nF |2
nF
)
, (4.2)
where nF = |ψF |2 is the fermion density and the Weizsacker constant is λW = 1/4.
Contrary to the boson wave function ψB, the fermionic wave function introduced
above to describe the fermion density is only a mere artifice for having more
symmetric equations. In the mean-field description, the fermion component
is described by the density. Normalization conditions for NB bosons and NF
fermions read
NB =
∫
d2r|ψB|2 (4.3)
and
NF =
∫
d2r|ψF |2. (4.4)
The interaction couplings between the bosons and between bosons and fermions
are denoted by gBB and gBF , respectively. One notable difference between the
form of the energy functional given above and that in 3D, is that the BB and BF
interaction strengths are in general density dependent in contrast to the situation
in 3D. More specifically, in 3D the interaction strengths are proportional to the
scattering lengths aBB and aBF whereas in 2D as we shall explain below they
depend on the density or equivalently the chemical potential. The Euler-Lagrange
equations for the mixture read [156, 157]{
− ~
2
2mB
∇2 + VB + gBB|ψB|2 + gBF |ψF |2 − µB
}
ψB = 0 , (4.5)
and {
− ~
2
2mF
λW∇2 + VF + ~
2
mF
2π|ψF |2 + gBF |ψB|2 − µF
}
ψF = 0 , (4.6)
in which we have introduced the chemical potentials µB,F for bosons and fermions.
The above equations of motion are obtained by functional differentiation from
E[ψB, ψF ] neglecting the higher-order terms involving δg/δψB,F which is valid
in the dilute gas limit nBa
2
BB ≪ 1 and nFa2BF ≪ 1. The dilute gas conditions
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above further maintain that beyond mean-field corrections are not called for.
They can become notable when aBB, aBF and/or NB, NF are large for fixed trap
frequencies. For the systems under consideration we have chosen the parameters
appropriately and verified by numerical calculations so that nBa
2
BB, nFa
2
BF ≪ 1.
Therefore, in the examples we shall discuss subsequently, the beyond mean-field
terms in the energy functional are not important.
It should also be noted that the existence of BEC in 2D needs to be treated
carefully. Initial attempts have concluded that no BEC could occur in 2D
trapped gases but recent considerations within the Hartree-Fock-Bogoliubov
approximation, [158] the density dependent interaction strength [159] and
numerical simulations [160] have established firmly the occurrence of BEC for
such systems. Thus, our assumption of a 2D condensate at T = 0 is justified.
We solve these equations numerically using the method of steepest descend
and also by directly minimizing the energy functional. This is described in Sec.
4.6.
4.3 2D Interaction Models
In cold atom experiments a 2D geometry is obtained by trapping the atoms in
a highly anisotropic trap where the axial confinement is very tight, so that the
axial potential is on the same order or larger than the chemical potentials of the
two components. Within this condition, the axial widths are on the order of the
oscillator lengths for the axial direction ajz =
√
~/mjωjz, ωjz being the axial
trap frequency for bosons (j = B) and for fermions (j = F ). For the sake of
clarity and simplicity, in the following we simply assume that aBz = aFz = az,
a condition that could be realized in the experiments by a suitable choice of the
axial confinement.
The value of az with respect to the modulus of the 3D scattering lengths,
determines whether the scattering events occur in 3D or in 2D, and thus suggests
how to calculate the many-body interaction potentials.
The interaction couplings gBB and gBF are determined microscopically from
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the effective interaction potentials (two-body scattering amplitude, T -matrix are
briefly discussed in Sec. 4.6) in the limit of low energy and momenta. In the
case of a 3D system, the scattering amplitude and gBB and gBF are constants
determined by the s-wave scattering lengths aBB and aBF . In 2D the scattering
theory approaches give rise to a logarithmic dependence on density [149, 150].
Starting from a 3D system and increasing the anisotropy (by increasing the
trap frequencies in the axial direction) the geometry flattens to take a pancake
shape and eventually a genuine 2D system is obtained. In the following we
identify different scattering regimes depending on the relation between the
axial confinement length and scattering lengths and provide expressions for the
interaction couplings in these regimes.
4.3.1 Quasi-3D Scattering
In this regime, the axial oscillator length az of the mixture is assumed to be larger
than the modulus of aBB and aBF , the s-wave scattering lengths for BB and BF
interactions, respectively.
The effective BB interaction strength can be obtained by multiplying the 3D
value of the coupling
g3DBB = 4π~
2a/mB (4.7)
with a factor |φ(0)|2 = 1/√2πaz, φ(z) being the axial wave function. This is
obtained by assuming that the motion in the z-direction is frozen in the ground
state of the harmonic potential with trapping frequency ωjz and integrating the
3D GP equation over z (after multiplying with φ∗(z) in the spirit of taking an
expectation value. The chemical potential µj gets shifted by ~ωjz/2). Assuming
that the profile for fermions also to be Gaussian in the z-direction, we apply the
same idea to the BF interaction g3DBF = 2π~
2a/mBF , where mBF is the reduced
mass. Thus, we obtain
gBB =
2
√
2π~2
mB
aBB
az
, and gBF =
√
2π~2
mBF
aBF
az
, (4.8)
as the effective interaction couplings in the quasi-3D scattering regime.
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4.3.2 Strictly-2D Scattering
This regime corresponds to the limit az ≪ |aBB|, |aBF |. The coupling parameter
we use is from a T -matrix calculation [151, 152, 161] which takes into account
the many-body shift in the effective collision energy of two condensate atoms and
it becomes a self-consistent problem. Since az ≪ |aBB|, |aBF | the calculation
is purely 2D, and the interaction strengths do not depend on the parameters in
the z-direction. Al Khawaja et al. [151] argue that when two condensate atoms
collide at zero momentum they both require an energy µB to be excited from the
condensate and thus the many-body coupling is given by evaluating at −2µB the
two-body T -matrix (T2b) setting gBB = 〈0|T2b(−2µB)|0〉. On the other hand, Lee
et al. [161] calculate T2b at −µB arguing that this result includes the effect of
quasiparticle energy spectrum of the intermediate states in the collision. Gies et
al. [162] claim that Al Khawaja et al. [151] argument that the excitation of a
single condensate atom is associated with an energy of −µB includes on the mean-
field energy of initial and final states and neglects the other many-body effects on
the collision which presumably are included in the result gBB = 〈0|T2b(−µB)|0〉.
With this proviso we take
gBB =
−4π~2
mB
1
ln (µBmBa2BB/4~
2)
(4.9)
and similarly,
gBF =
−2π~2
mBF
1
ln ((µB + µF )mBFa2BF/4~
2]
(4.10)
where the scattering lengths aBB = a
2D
BB and aBF = a
2D
BF are in principle 2D
scattering lengths. Our choice for the 2D scattering lengths will be discussed in
Sec. 4.4. In the case of BF interaction strength we used the reduced mass mBF
and made replacement µ → (µB + µF )/2. Similar considerations to write down
the BF T -matrix were also made by Mur-Petit et al. [163, 164].
In this regime the interaction parameters must be determined self-consistently.
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The chemical potentials are given by
µB =
1
NB
∫
d2r
{
~
2
2mB
|∇ψB|2 + 1
2
mBω
2
Br
2|ψB|2
+gBB|ψB|4 + gBF |ψF |2|ψB|2
} (4.11)
and
µF =
1
NF
∫
d2r
{
~
2
2mF
λW |∇ψF |2 + 1
2
mFω
2
F r
2|ψF |2
+
~
2
mF
2π|ψF |4 + gBF |ψF |2|ψB|2
} (4.12)
We start with initial chemical potentials, calculate g’s and then calculate chemical
potentials using the obtained wave functions in the above equations and require
self-consistency. Note that in this regime the results do not depend on the value
of ωjz, i.e. on the value of the anisotropy parameter λ = ωB,z/ωB.
4.3.3 Quasi-2D Scattering
When az & |aBB|, |aBF | collisions are two-dimensional but influenced by the z-
direction. In this regime, which is in between the previous cases, the 2D scattering
length can be expressed in terms of the 3D scattering length [165]. Substituting
a2Dij = 2
√
2
√
π
B
aze
−
√
pi/2 az
a3D
ij (4.13)
in the coupling strength expressions for strictly 2D regime with B ≈ 0.915, the
coupling strengths now become [161]
gBB =
2
√
2pi~2
mB
aBB
az
1 + 1√
2pi
aBB
az
ln(B~2/2πµBmBa2z)
(4.14)
and
gBF =
√
2pi~2
mBF
aBF
az
1 + 1√
2pi
aBF
az
ln(B~2/2π(µB + µF )mBFa2z)
. (4.15)
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Figure 4.1: Boson and fermion density profiles for 6Li-7Li mixture withNB = 10
6
and NF = 5 × 105, radial trapping frequencies ωB/2π = 4000Hz, ωF/2π =
3520Hz and scattering lengths aBB = 5.1 a0, aBF = 38 a0 where a0 is the Bohr
radius. The length unit is the radial harmonic oscillator length a⊥ =
√
~/mBωB.
The density given is in units of 10−4a−2B,⊥ and is normalized to unity. The three
regimes aBF/az = 0.1, 1, 10 correspond to values of the asymmetry parameter
λ ≈ 103, 105, and 107, respectively.
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µB/~ωBz
aBF
az
Q3D Q2D 2D
0.1 0.19 0.19 n/a
1 0.0056 0.0055 0.018
10 0.00017 0.000085 0.000095
µF/~ωFz
aBF
az
Q3D Q2D 2D
0.1 0.90 0.90 n/a
1 0.010 0.010 0.013
10 0.00016 0.00010 0.00010
Table 4.1: The ratio of the chemical potential in two dimensions to the trapping
energy in the third direction in different models for the Li-Li mixture. Increasing
values of aBF/az corresponding to higher values of the asymmetry parameter λ
show that tighter confinement in the third direction makes the mixture more
and more two-dimensional. The values being less than unity render the system
kinematically two-dimensional.
4.4 Results and Discussion
We first consider a lithium mixture with particle numbers NB = 10
6 and NF =
5× 105, and radial trapping frequencies ωB/2π = 4000Hz and ωF/2π = 3520Hz.
The BB and BF scattering lengths are taken as aBB = 5.1 a0 and aBF = 38 a0,
respectively, in which a0 is the Bohr radius.
In Fig. 4.1 we show the density distributions nB(r) and nF (r) of bosonic
and fermionic components in the three scattering regimes: the quasi-3D, where
the coupling is given by Eq. (4.8), the quasi-2D, where the coupling is given in
Eqs. (4.14) and (4.15), and the strictly 2D, where we use the coupling given in
Eqs. (4.9) and (4.10) and where we set the two-dimensional scattering lengths
equal to a2Dij (Eq. (4.13)) evaluated in the limit of vanishing az/a
3D
ij . This choice
assures the strictly 2D model to be the limiting case of the Q2D, that depicts the
crossover behavior.
When aBF/az = 0.1 (top panel) the mixture has 3D character in terms of
collisions even though the geometrical confinement (λ = 103) renders the system
2D kinematically. The ratio of the chemical potentials in the 2D description to
the trapping energy in the third direction, µB/~ωBz µF/~ωFz, being less than
unity also confirms that the system is geometrically 2D. (see Table 4.1) In this
regime the densities for quasi-3D and quasi-2D models look very similar. The
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boson and fermion components occupy the inner and outer parts of the disk
giving a segregated phase for the chosen parameters. The 2D model is evidently
inapplicable in this regime because aBF/az < 1.
In the middle panels of Fig. 4.1 we show density profiles for the same mixture
with aBF/az = 1 for an anisotropy parameter λ = 10
5. This corresponds to a
completely frozen motion in the z-direction and to the crossover in the scattering
properties from 3D to 2D. Figures 4.1(c) and 4.1(d) reveal that the density profiles
in the three models are very similar, except for the fact that the 2D model predicts
a larger spatial extension of the density profiles.
Finally, in the bottom panel of Fig. 4.1 we consider aBF/az = 10 with λ = 10
7.
az being smaller than in the previous case, the two-dimensional scattering lengths
are smaller and both the 2D and Q2D models predict a mixed phase even in
the center of the trap, while the Q3D curves still show phase separation. For
this anisotropy parameter, the scattering events should be truly 2D and our
corresponding model should yield the most accurate density profiles. Evidently
the Q3Dmodel is not valid anymore, but we plot it just to compare the predictions
of the different models.
From the numerical examples presented above we find that the collisional
properties of different scattering regimes can influence the density profiles nB(r)
and nF (r) in a boson-fermion mixture. Vanishing fermion density in the center
of the trap is a sign of spatial separation (demixing) and the onset of spatial
separation also marks the point where TF approximation fails. This can be seen
in Fig. 4.2 and Fig. 4.3 where we show the TF radii and chemical potential
values as a function of the asymmetry parameter. The bosonic radius decreases
approaching demixing since the boson component is squeezed by the fermions
while the fermionic radius increases due to the fact that fermions being pushed
out by bosons. The inaccessible region corresponding to aBF/az ≈ 1 can be
identified with demixing as the numerical solution of GP equation shows. As λ
is increased further the interactions strengths get smaller, the components mix
again. The boson and fermion radii increase and decrease respectively as the
Q2D model approaches the strictly 2D model.
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Figure 4.2: The Thomas-Fermi radii as a function of the asymmetry parameter λ
for the 6Li-7Li mixture. The color code for the three models is: red for Q3D, blue
for Q2D and green for 2D scattering. The solid lines show boson values and the
dashed lines show fermion values. The inaccessible region corresponds to spatial
separation. For system parameters, see Fig. 4.1.
We now turn our attention to 40K-87Rb mixture having an attractive BF
scattering length. We consider a system with particle numbers NB = 10
6
and NF = 5 × 105, and radial trapping frequencies ωB/2π = 257Hz and
ωF/2π = 378Hz. The BB and BF scattering lengths are taken as aBB = 110 a0
and aBF = −284 a0, respectively [166]. For attractive interactions, the effective
2D BF scattering length is positive [see Eq. (4.13)], namely the dimensional
crossover induces effective repulsive interactions [163, 164], as already predicted
in a condensate with attractive boson-boson interaction [165]. Thus, the strictly
2D couplings (Refs. [151, 161–164]) refer to hard-core collisions [149].
Figure 4.4 illustrates the density profiles nB(r) and nF (r) in quasi-3D and 2D
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Figure 4.3: The chemical potential values within the TF approximation as a
function of the asymmetry parameter λ for the 6Li-7Li mixture. The color code
for the three models is: red for Q3D, blue for Q2D and green for 2D scattering.
The solid lines show boson values and the dashed lines show fermion values.
The inaccessible region corresponds to spatial separation. The black curve with
points is obtained from the numerical solution of GP equation for the Q2D model
which approaches to Q3D and 2D models at the limiting regimes. For system
parameters, see Fig. 4.1.
scattering regimes, characterized by aBF/az = −0.3 (λ ≈ 2× 102) and aBF/az =
−10 (λ ≈ 2× 105), respectively. In the case aBF/az = −0.3, we observe that the
density profiles are similar for quasi-3D and quasi-2D models and show a bump
in the center of the fermionic density due to the attraction with the bosons. For
aBF/az = −10, the Q2D model approaches the 2D one, the only difference being
that the first model predicts complete spatial separation between the bosonic
and the fermionic components, while the second predicts a residual mixed phase
at the center of the trap. The energy in the plane and in the third direction is
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µB/~ωBz
aBF
az
Q3D Q2D 2D
−0.3 0.23 1.2 n/a
−10 n/a 0.0063 0.0070
µF/~ωFz
aBF
az
Q3D Q2D 2D
−0.3 3.0 3.2 n/a
−10 n/a 0.0046 0.0046
Table 4.2: The ratio of the chemical potential in two dimensions to the trapping
energy in the third direction in different models for the K-Rb mixture. Increasing
values of |aBF |/az corresponding to higher values of the asymmetry parameter λ
show that tighter confinement in the third direction makes the mixture more and
more two-dimensional.
compared in Table 4.2 where the use of a 2D description is seen to be proper.
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Figure 4.4: Same as in Fig. 4.1 for the 40K-87Rb mixture with NB = 10
6, NF =
5× 105. The values of |aBF |/az = 0.3, 10 correspond to λ ≈ 2× 102 and 2× 105.
The crossover between the two regimes is shown in Fig. 4.5 and Fig. 4.6 from
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Figure 4.5: The Thomas-Fermi radii as a function of the asymmetry parameter
λ for the 40K-87Rb mixture. The color code for the three models is: red for Q3D,
blue for Q2D and green for 2D scattering. The solid lines show boson values
and the dashed lines show fermion values. The inaccessible region corresponds
to collapse. For system parameters, see Fig. 4.4.
a different perspective where TF radii and chemical potential values are plotted
as a function of the asymmetry parameter λ for the three models. Unlike the
situation in the Li-Li mixture the boson cloud radius increases and fermion cloud
radius decreases at first due to increasing attractive BF interaction and as λ is
increased further the mixture cloud starts to shrink all together. The inaccessible
region around aBF ≈ az corresponds collapse of the system due to attractive
BF interaction. (see also Fig. 4.8) Beyond this region, on the other side of the
resonance, the interaction turns from attractive to repulsive and as it decreases
in strength the components mix again in the 2D limit.
The density profiles on both sides of the crossover region for the Q2D model
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Figure 4.6: The chemical potential values within the TF approximation as a
function of the asymmetry parameter λ for the 40K-87Rb mixture. The color code
for the three models is: red for Q3D, blue for Q2D and green for 2D scattering.
The solid lines show boson values and the dashed lines show fermion values. The
inaccessible region corresponds to collapse. For system parameters, see Fig. 4.4.
are shown in Fig. 4.7. For the first three values of λ ≤ 102, the fermionic density
is enhanced at the center of the trap because of the presence of the bosons. In
this regime the BF coupling term is negative, as shown in Fig. 4.8. At λ = 105 the
fermions are pushed out of the center of the trap because of the large repulsive BF
interaction (see Fig. 4.8). By increasing further and further the anisotropy, the
BF coupling is still positive but decreases and the two components are partially
mixed. For 102 < λ < 105 no stable solutions are found. Thus, as shown
in Fig. 4.8, the dimensional crossover plays the role of a Feshbach resonance.
Squeezing the trap one may naively expect the gas just collapsing, but the
crossover in the scattering geometry changes the nature of the instability from
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Figure 4.7: Density profiles for the 40K-87Rb mixture calculated with the Q2D
model for various values of λ. (Same units as in Fig. 4.1.)
collapse to demixing, and a further squeezing of the trap stabilizes the mixture.
All curves shown in this sections correspond to densities that fulfill the diluteness
conditions nBa
2
BB ≪ 1 and nFa2BF ≪ 1, even at close to the resonance shown in
Fig. 4.8.
4.5 Summary
In summary we have studied the equilibrium properties of a boson-fermion
mixture confined in a pancake-shaped trap, in the dimensional crossover from
3D to 2D. The boson-boson and the boson-fermion couplings used are those
derived from the two-body T -matrix evaluated (i) at zero energy in 3D, (ii)
taking into account the discreteness of the spectrum in the axial direction, in the
crossover, (iii) taking into account the many-body energy shift in the strictly 2D
limit. The density profiles and the couplings have been evaluated self-consistently
using suitable modified coupled Gross-Pitaevskii equations for the bosonic and
the fermionic wave functions.
For the case of a positive 3D boson-fermion scattering length, the dimensional
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Figure 4.8: Effective BF interaction strength for the 40K-87Rb mixture within
the Q2D model as a function of the anisotropy parameter λ. Dots refer to
the numerical calculation performed in the Thomas-Fermi (TF) approximation,
namely neglecting the Laplacian terms in Eqs. (4.5) and (4.6), while triangles
refer to the full solution of the same equations (GPE). The dashed line shows the
Q3D coupling within the validity of the TF approximation.
crossover softens the repulsion, so that the components of a demixed boson-
fermion mixture in 3D can mix in the 2D limit. For the case of a negative 3D
boson-fermion scattering length, the dimensional crossover is more dramatic and
plays the role of a Feshbach resonance. Our study shows that the squeezing of
the pancake-shaped trap may drive a strong-attractive unstable mixture towards
a stable mixed two component mixture passing through a demixed phase. This
numerical study may be reproduced in the actual experiments with BF mixtures.
The goal being to reach a regime where the modulus of the scattering lengths
is comparable or greater than the mixture axial size, one may exploit Feschbach
resonances to increase the magnitude of the 3D scattering lengths, or one may
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engineer very flat traps as already done in the context of experiments with a
single BEC component.
A possibility in these systems is to rotate atomic clouds. It would therefore
be interesting to look at vortex states, critical rotation frequency and the
dimensional scattering effects for rotating mixtures. It would also be interesting
to study similar effects in two species fermion mixtures along the BCS-BEC
crossover by changing the inter-species interaction with possible population
imbalance.
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Appendix
In the rest of this chapter we provide details of the solution of the Gross-
Pitaevskii equation. We briefly describe the numerical implementation and the
TF calculation. A short discussion on scattering length and effective interaction is
followed by the numerical values for the scaled quantities used in the calculations
at the end.
4.6 Numerical Solution of Gross-Pitaevskii
Equation
At T = 0, the total energy functional for a Bose-Fermi mixture in the mean-field
approximation can be written as
E =
∫
d2r
{
~
2
2mB
|∇ψB|2 + VB(r)|ψB|2 + 1
2
gBB|ψB|4
}
+
∫
d2r
{
TF + VF (r)|ψF |2
}
+
∫
d2r gBF |ψB|2|ψF |2,
(4.16)
where VB,F =
1
2
mB,Fω
2
B,F r
2 are harmonic trapping potentials for bosons and
fermions and gBB,BF are boson-boson and boson-fermion interaction strengths
respectively. In the dilute limit where only s-wave scattering is considered there
is no fermion-fermion interaction for a spin polarized gas due to Pauli exclusion
principle. TF is the kinetic energy density for spin polarized fermions in 2D. From
general considerations we take the kinetic energy functional for spin species σ to
be
Tσ = An
2
σ +
B
4
|∇nσ|2
nσ
(4.17)
where A and B are unknown coefficients. For n↑ = n↓ = n/2, we should get the
result used by van Zyl and Zaremba [155] (for electrons)
T =
π
2
n2 +
λW
8
|∇n|2
n
(4.18)
in atomic units where e2/ε = ~ = m = 1. Now,
T↑ =
A
4
n2 +
B
8
|∇n|2
n
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and
T = 2T↑ =
A
2
n2 +
B
4
|∇n|2
n
Comparing with the van Zyl-Zaremba expression we obtain the coefficients
A = π and B = λW/2 (4.19)
Therefore
Tσ = πn
2
σ +
λW
8
|∇nσ|2
nσ
(4.20)
In the case of a fully spin-polarized gas, n↑ = n, n↓ = 0, so the kinetic energy
functional becomes
T = πn2 +
λW
8
|∇n|2
n
(4.21)
Introducing back the dimension full quantities we obtain our Thomas-Fermi-
Weizsacker (TFW) approximation
TF =
~
2
mF
(
πn2F +
λW
8
|∇nF |2
nF
)
, (4.22)
where nF = |ψF |2 is the fermion density. In the TFW expression the first term is
the simple Thomas-Fermi (TF) result, whereas the second term is the Weizsacker
correction. The Weizsacker constant λW is suggested to take the value 1/4.
Normalization conditions for NB bosons and NF fermions read NB =
∫
d2r|ψB|2
and NF =
∫
d2r|ψF |2.
Total energy functional of the boson and fermion wave functions with this
approximation becomes
E =
∫
d2r
{
~
2
2mB
|∇ψB|2 + VB(r)|ψB|2 + 1
2
gBB|ψB|4
}
+
∫
d2r
{
~
2
mF
λW
2
|∇ψF |2 + ~
2
mF
π|ψF |4 + VF (r)|ψF |2
}
+
∫
d2r gBF |ψB|2|ψF |2.
(4.23)
Identifying the energy density E
E =
∫
d2rE , (4.24)
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we obtain the Euler-Lagrange equations from
∂F
∂ψB
−∇ ∂F
∂(∇ψB) = 0 and
∂F
∂ψF
−∇ ∂F
∂(∇ψF ) = 0, (4.25)
where F = E − µB|ψB|2 − µF |ψF |2 with µB and µF , the boson and fermion
chemical potential entering as Lagrange multipliers to satisfy the particle number
equations. The explicit form of the equations of motion are{
− ~
2
2mB
∇2 + VB + gBB|ψB|2 + gBF |ψF |2 − µB
}
ψB = 0 (4.26){
− ~
2
2mF
λW∇2 + VF + ~
2
mF
2π|ψF |2 + gBF |ψB|2 − µF
}
ψF = 0 (4.27)
If the Weizsacker term in the fermion kinetic energy density is omitted, our
equations go over to the more widely used coupled Gross-Pitaevski and Thomas-
Fermi equations for bosons and fermions, respectively. If TF approximation is
adopted both for bosons and fermions the above equations simplify to a coupled
algebraic equations
gBB|ψB|2 + gBF |ψF |2 + VB = µB (4.28)
~
2
mF
2π|ψF |2 + gBF |ψB|2 + VF = µF (4.29)
from which we can identify 2π~2/mF ≡ gFF to be the effective fermion-fermion
interaction. This simplification is due to the fact that in 2D the kinetic energy
of non-interacting fermions is proportional to the density.
As we shall see in the next section, for the models gBB and gBF depend on
the chemical potentials µB and µF which must be determined self-consistently.
The chemical potentials are given by the following expressions.
µB =
1
NB
∫
d2r
{
~
2
2mB
|∇ψB|2 + 1
2
mBω
2
Br
2|ψB|2
+gBB|ψB|4 + gBF |ψF |2|ψB|2
} (4.30)
and
µF =
1
NF
∫
d2r
{
~
2
2mF
λW |∇ψF |2 + 1
2
mFω
2
F r
2|ψF |2
+
~
2
mF
2π|ψF |4 + gBF |ψF |2|ψB|2
} (4.31)
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4.6.1 Scaling
In order to solve the coupled equations on computer (and to simplify them) we
scale length and energy by the typical length and energy of the harmonic oscillator
potential. We introduce
a⊥ =
(
~
mBωB
)1/2
, az =
(
~
mBωBz
)1/2
(4.32)
where ωBz is the trapping frequency for bosons in the third direction. The ratio
ωBz/ωB = λ = a
2
⊥/a
2
z is called the asymmetry parameter and is assumed to be
λ > 1 for a pancake-shaped condensate which we model as being two dimensional.
We furthermore introduce the following ratios
km =
mF
mB
, kω =
ωF
ωB
, kN =
NF
NB
, (4.33)
and dimensionless coupling constants
g′BB = gBB
NB
a2⊥~ωB
, g′BF = gBF
NB
a2⊥~ωB
, (4.34)
g′FF = gFF
NB
a2⊥~ωB
=
2π~2
mF
NB
a2⊥~ωB
= 2π
NB
km
. (4.35)
We rewrite the equations in terms of dimensionless variables r′ = r/a⊥, E ′ =
E/~ωB, ψ
′
B = ψBa⊥/
√
NB, ψ
′
F = ψFa⊥/
√
NB etc. and immediately dropping
the redundant prime, we obtain
E
NB
=
∫
d2r
{
1
2
|∇ψB|2 + r
2
2
|ψB|2 + 1
2
gBB|ψB|4
}
+
∫
d2r
{
λW
2
1
km
|∇ψF |2 + 1
2
gFF |ψF |4 + r
2
2
kmk
2
ω|ψF |2
}
+
∫
d2r gBF |ψB|2|ψF |2.
(4.36)
which we want to minimize subject to the conditions∫
d2r|ψB|2 = 1 , (4.37)
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and ∫
d2r|ψF |2 = kN . (4.38)
Similarly, the EL equations take the following form{
−1
2
∇2 + r
2
2
+ gBB|ψB|2 + gBF |ψF |2
}
ψB = µBψB (4.39){
−λW
kω
1
2
∇2 + kmk2ω
r2
2
+ gFF |ψF |2 + gBF |ψB|2
}
ψF = µFψF (4.40)
where µB, µF are scaled by ~ω⊥.
4.6.2 Virial
In equilibrium, we can find from the spatial scaling properties of the boson and
fermion wave functions under a coordinate transformation r → cr, a relation that
is the virial theorem for this problem [167]. We find that in the energy expression
the terms form two groups scaling as c−2 and c2. The desired relation is obtained
after differentiating with respect to c and setting c = 1
∫
d2r
{
1
2
|∇ψB|2 + 1
2
gBB|ψB|4 + λW
2
1
km
|∇ψF |2 + 1
2
gFF |ψF |4 + gBF |ψB|2|ψF |2
}
−
∫
d2r
{
r2
2
|ψB|2 + r
2
2
kmk
2
ω|ψF |2
}
= 0
(4.41)
We use this equation as a check that the numerical solution has to satisfy.
Typically, we find that our solutions have virial less than 0.1 except when there
is demixing. Spatial separation requires wave functions to change rapidly at
the boson-fermion boundary and numerically kinetic energy calculations are not
accurate.
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4.6.3 Thomas-Fermi (TF) Approximation
We have already written the GP equation when the kinetic energy terms are
neglected.
gBB|ψB|2 + gBF |ψF |2 + VB = µB (4.42)
gFF |ψF |2 + gBF |ψB|2 + VF = µF (4.43)
Obviously, |ψB|2, |ψF |2 ≥ 0. So by defining the TF radii RB, RF where boson
and fermion wave functions go to zero respectively through |ψB(RB)|2 = 0 and
|ψF (RF )|2 = 0, we obtain two equations. Imposing normalization conditions
1 =
∫ RB
0
2πrdr|ψB|2 (4.44)
kN =
∫ RF
0
2πrdr|ψF |2 (4.45)
which give two more equations for the chemical potential values µB, µF in this
description.
Assuming RF ≥ RB (since gFF ≫ gBB, fermions are pushed out further) we
have from the second TF equation
|ψF |2 = 1
gFF
(
µF − 1
2
kmk
2
ωr
2 − gBF |ψB|2
)
(4.46)
and substituting this into the first
|ψB|2 = 1/gBB
1− g2BF/gBBgFF
(
µB − 1
2
r2 − gBF
gFF
µF +
gBF
gFF
1
2
kmk
2
ωr
2
)
(4.47)
Now, from |ψB(RB)|2 = 0
µB − gBF
gFF
µF − 1
2
(
1− gBF
gFF
kmk
2
ω
)
R2B = 0 (4.48)
and from |ψF (RF )|2 = 0
µF − 1
2
kmk
2
ωR
2
F = 0 (4.49)
since |ψB(RF )|2 = 0 when RF ≥ RB. Next, imposing 1 =
∫ RB
0
2πrdr|ψB|2 we get
1 =
2π/gBB
1− g2BF/gBBgFF
[(
µB − gBF
gFF
µF
)
R2B
2
−
(
1− gBF
gFF
kmk
2
ω
)
R4B
8
]
(4.50)
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and from kN =
∫ RF
0
2πrdr|ψF |2
kN =
2π
gFF
[
µF
R2F
2
− 1
2
kmk
2
ω
R4F
4
− gBF/gBB
1− g2BF/gBBgFF
{(
µB − gBF
gFF
µF
)
R2B
2
−
(
1− gBF
gFF
k2ω
)
R4B
8
}]
kN =
2π
gFF
(
µF
R2F
2
− kmk2ω
R4F
8
− gBF
2π
)
(4.51)
We have obtained a similar set of equations for the case when RB > RF . We
solve this system of equations for the four unknowns: the chemical potentials
µB, µF and the TF radii RB, RF .
Actually, these equations can be solved analytically. After some algebra we
get
µ2F =
kmk
2
w
π
(gBF + gFFkN) (4.52)
R2F =
2µF
kmk2ω
(4.53)
µB =
(
gBFµF +
√
(gBBgFF − g2BF )(gFF − gBFkmk2ω)/π
)
/gFF (4.54)
R2B = 2
gFFµB − gBFµF
gFF − gBFkmk2ω
(4.55)
For Q3D model, interaction strengths are given and this is the final answer.
For Q2D and 2D models the first and the third equation form a set of coupled
equations for µB and µF . We use a non-linear equation solver for two unknowns.
This method will not work when gBBgFF − g2BF < 0. We identify this as
demixing for repulsive and collapse for attractive BF interactions [168].
4.6.4 Gaussian Variational Wave Function for Bosons
Another approximate solution to the problem is provided by considering a
Gaussian variational function for bosons and the TF approximation for fermions.
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We use the same energy expression except the Weizsacker term,
E
NB
=
1
2
∫
d2r
{|∇ψB|2 + r2|ψB|2 + gBB|ψB|4}
+
1
2
∫
d2r
{
gFF |ψF |4 + r2kmk2ω|ψF |2
}
+
∫
d2r gBF |ψB|2|ψF |2.
(4.56)
and choose the trial wave function for bosons as
ψB =
√
2α
π
exp[−αr2] (4.57)
where r is scaled by a⊥. We use the TF approximation and the Euler Lagrange
equation to obtain the fermion density
|ψF |2 = 1
gFF
[
µF − kmk2ω
r2
2
− gBF |ψB|2
]
. (4.58)
We find the unknown parameters of this solution, namely the value of α for the
boson wave function, the fermion chemical potential µF and the TF radius RF
through the following three equations. Note that the boson wave function is
properly normalized and we don’t introduce a boson chemical potential.
Using the TF radius definition for fermions; |ψF (RF )|2 = 0, we obtain the
first equation
µF − kmk2ω
R2F
2
− gBF 2α
π
exp[−2αR2F ] = 0 (4.59)
and using the normalization condition kN =
∫ RF
0
2πrdr|ψF |2, we get a second
equation.
1− π
kNgFF
(
µF − kmk2ω
R2F
4
)
R2F +
gBF
kNgFF
(1− exp[−2αR2F ]) = 0 (4.60)
Energy as a function of variational parameter α can be calculated as
E
NB
= α+
1
4α
+
gBB
2π
α+
π
2gFF
µ2FR
2
F −
πkmk
2
ω
24gFF
R6F (4.61)
− g
2
BFα
2πgFF
(1− exp[−4αR2F ])−
gBFkmk
2
ω
4gFFα
(1− (1 + 2αR2F ) exp[−2αR2F ])
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The last equation is obtained by imposing
∂E
∂α
= 0. (4.62)
for the energy minimum. This gives
1− 1
4α
+
gBB
2π
− g
2
BF
2πgFF
[
1− (1− 4αR2F ) exp(−4αR2F )
]
+
1
4α2
gBF
gFF
kmk
2
ω
[
1− (1 + 2αR2F + 4α2R4F ) exp(−2αR2F )
]
= 0
(4.63)
Since the first equation can easily be solved for µF , we solve just two equations
for RF and α numerically.
For Q2D and 2D models the interaction strengths must be determined self-
consistently with chemical potentials. This can be done by calculating the
chemical potential and solving equations for chemical potentials. Since we have
a full numerical solution, we have not proceeded along this direction.
4.6.5 Steepest Descent
In the steepest descend algorithm initial trial states are taken and evolved in
a direction to minimize the energy. This propagation can be described as an
evolution in an imaginary time according to the following equations which evolve
the wave functions in the direction of maximum decrease in energy. Time-
dependent wave functions ψB(r, t) and ψF (r, t) converge to the ground state as
the fictitious time variable t increases. Time evolution is formulated as [169],
∂
∂t
ψB(r, t) = − δE
δψB(r, t)
and
∂
∂t
ψF (r, t) = − δE
δψF (r, t)
, (4.64)
where δ is the constrained functional derivative that assures the normalization.
By adding the normalization condition to the functional derivative, we get
δE
δψB(r, t)
= HBψB(r, t) and
δE
δψF (r, t)
= HFψF (r, t), (4.65)
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where HB and HF depend non-linearly on ψB and ψF . Stationary solutions of
these equations satisfy the EL equations HBψB = µBψB , HFψF = µFψF .
In practice one chooses an arbitrary time step ∆t and iterates the following
equations
ψB(r, t+∆t) ≃ ψB(r, t)−∆tHBψB(r, t) (4.66)
and
ψF (r, t+∆t) ≃ ψF (r, t)−∆tHFψF (r, t) (4.67)
by normalizing ψB and ψF at each iteration. This corresponds to linearizing the
formal solution to the time derivative. The rate of convergence is controlled by
the time step ∆t. The virial theorem provides a check for the solutions.
The way we apply this procedure is by representing the wave function on a
mesh of N points. This discretization suggests using finite difference formulae for
derivatives. Instead we calculate cubic spline coefficients for each interval and
thus obtain a representation of the function and its first and second derivatives
practically at any point. This functional representation enables one to use
available integration subroutines to calculate integrals very easily. Equivalently,
we have also used quadrature formulae for each interval [170].
Conjugate Gradient
The representation in the previous section allows one to calculate the energy
numerically using the energy functional and numerical integration. One can
try to minimize the energy treating the wave function values at N mesh points
as unknown variables. Here we use a conjugate gradient subroutine from the
program of Werner Krauth [170] using this idea as well. This has the advantage
of avoiding the calculation of second derivatives and improves the virial. The
differences with steepest descend are usually at the tail of the wave functions or
in the case of demixing around the spatial phase boundary where calculation of
the derivative is important for the kinetic energy. In general a good representation
of the wave function calls for a high number of mesh points, typically N = 100.
It is also important to start with a good initial guess for the solution. In practice,
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we run our program with the steepest algorithm starting from almost arbitrary
initial wave functions, e.g. constant non-zero value. The steepest descend is less
sensitive to the initial starting point. After steepest descend has converged with
reasonable precision (relative change in energy in successive iterations < 10−6),
we use that solution as an input for the minimization routine which doesn’t
require the second derivative informations.
4.6.6 2D Interaction Models
Effective Interaction and the Scattering Length
Ultra-cold atomic gas systems have the appealing property that the scattering
length a, which characterizes the strength of the interactions, is smaller than
the inter-particle separation. When this diluteness condition (na3 ≪ 1 in 3D,
na2 ≪ 1 in 2D) is satisfied the dominant interactions are two-body collisions.
Therefore the two-body scattering at low energy is significant in Bose-Einstein
condensates.
Two-body interactions at low energies are characterized by their scattering
lengths. This is achieved by integrating out the short-wavelength degrees
of freedom to obtain an effective interaction among the long-wavelength, low
frequency degrees of freedom.
The wave function describing scattering in momentum representation can be
written as [167]
ψ(k′) = (2π)3δ(k′ − k) + ψsc(k′) (4.68)
where k,k′ are the wave vector on incident and scattered waves. This wave
function satisfies the Scro¨dinger equation(
~
2k2
2mr
− ~
2k′2
2mr
)
ψsc(k
′) = U(k,k′) +
1
V
∑
k′′
U(k′,k′′)ψsc(k′′). (4.69)
with U(k,k′) being the Fourier transform of the two-body interaction and mr
being the reduced mass of the scattering particles. This equation may be written
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as
ψsc(k
′) =
(
~
2k2
2mr
− ~
2k′2
2mr
+ iδ
)−1
T (k′,k;E = ~2k2/2mr) (4.70)
where the infinitesimal imaginary part iδ ensures that only outgoing waves are
present and the T matrix satisfies the so-called Lippmann-Schro¨dinger equation
T (k′,k;E) = U(k′,k)+
1
V
∑
k′′
U(k′,k′′)
(
E − ~
2k′′2
2mr
+ iδ
)−1
T (k′′,k;E) (4.71)
The scattering length a is related to the asymptotic from of the scattered
wave function by
ψsc = 1− a
r
(4.72)
and zeroth order phase shift δ0 = −ka (s-wave scattering) which dominates the
scattering cross section.
From the expression of ψsc in terms of the T -matrix we can relate the T matrix
at zero energy by the expression
T (0, 0; 0) =
2π~2
mr
a (4.73)
In the Born approximation, only the first term is taken in the Lippman-
Schwinger equation and we find
U(0) =
2π~2
mr
aBorn (4.74)
Thus the T matrix may be regarded as an effective interaction. Born
approximation is valid at large distances. The correlation effects at short
distances have been implicitly taken into account by replacing U(0) by T . The
effective interaction may be used in place of the bare interaction to make precise
calculations for dilute systems to obtain energies in mean-field calculations.
The two-body T matrix is still an approximate description of the interaction
because the scattering occurs in the presence of the surrounding particles rather
than in a vacuum. The collision is properly described by a many-body T -matrix.
In 3D the many-body T -matrix leads to a relatively small correction to the two-
body T -matrix but in two dimensions the two-body T -matrix vanishes in the zero-
energy, zero-momentum limit and many body effects are of greater importance
[161].
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In practice, a 2D system is created by applying a tight confinement along one
direction so that the gas is kinematically 2D and the particles undergo zero point
oscillations in the frozen direction. In such a quasi-2D situation, the scattering
length depends on the width of the system in the third direction [171].
We provide expressions in dimensionless form for our units for three regimes
as discussed before.
Quasi-3D Scattering
In this regime, the effective interaction strengths can be obtained by multiplying
the 3D values g3DBB = 4π~
2a/mB with a factor |φ(0)|2 = 1/
√
2πaz. This is
obtained by assuming that the motion in the z-direction is frozen in the ground
state of the harmonic potential with trapping frequency ωz and integrating the
3D GP equation over z (after multiplying with φ∗(z) in the spirit of taking an
expectation value. The chemical potential µ gets shifted by ~ωz/2). Assuming
the profile for fermions we apply the same idea to boson-fermion interaction
g3DBF = 2π~
2a/mBF , where mBF is the reduced mass for the boson and fermion
pair.
gBB =
2
√
2π~2
mB
aBB
az
and gBF =
√
2π~2
mBF
aBF
az
, (4.75)
The corresponding dimensionless forms giving the values in our units are
gBB = 2
√
2πNB
aBB
az
and gBF =
√
2πNB
mBF
aBF
az
(4.76)
where mBF = km/(1 + km).
Strictly-2D Scattering
In the strictly 2D regime, the interaction strengths do not depend on the
parameters in the z-direction but have a logarithmic dependence on density which
is approximated here with a constant chemical potential.
gBB =
−4π~2
mB
1
ln [µBmBa2BB/4~
2]
(4.77)
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and similarly,
gBF =
−2π~2
mBF
1
ln [(µB + µF )mBFa2BF/4~
2]
(4.78)
where scattering lengths aBB = a
2D
BB and aBF = a
2D
BF are in principle 2D scattering
lengths. In our approach we take these to be the limiting values of the crossover
model discussed in the next section.
In the units we use, i.e. in terms of scaled quantities,
gBB = −4πNB 1
log(µBa2BB/4)
(4.79)
gBF = −2πNB 1
mBF
1
log((µB + µF )mBFa2BF/4)
(4.80)
where mBF = km/(1 + km).
In this regime the interaction parameters must be determined self-consistently.
The way the equations are written above suggest to solve for wave functions for
given values of gBB and gBF , then calculate chemical potentials
µB =
∫
d2r
{
1
2
|∇ψB|2 + 1
2
r2|ψB|2 + gBB|ψB|4 + gBF |ψF |2|ψB|2
}
and
µF =
1
kN
∫
d2r
{
λW
km
1
2
|∇ψF |2 + kmk2ω
1
2
r2|ψF |2 + gFF |ψF |4 + gBF |ψF |2|ψB|2
}
and check whether the expressions for gBB and gBF are satisfied. To follow
common practice we start with initial chemical potentials, calculate g’s and then
calculate chemical potentials using the obtained wave functions and require self-
consistency. Note that in this regime nothing depends on the value of ωz, i.e. on
the value of λ.
Quasi-2D Scattering
In this crossover regime (az & aBB, aBF ) another model for the scattering length
expresses the 2D scattering length in terms of the 3D scattering length [165].
Substituting
a2D = 2
√
2
√
π
B
aze
−
√
pi/2 az
a3D (4.81)
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in the coupling strength expressions for strictly 2D regime with B ≈ 0.915, the
coupling strengths now become [161]
gBB =
2
√
2pi~2
mB
aBB
az
1 + 1√
2pi
aBB
az
log(B~2/2πµBmBa2z)
(4.82)
and
gBF =
√
2pi~2
mBF
aBF
az
1 + 1√
2pi
aBF
az
log(B~2/2π(µB + µF )mBFa2z)
(4.83)
In our units
gBB =
2
√
2πNB
aBB
az
1 + 1√
2pi
aBB
az
log(λB/2πµB)
(4.84)
gBF =
√
2pi
mBF
NB
aBF
az
1 + 1√
2pi
aBF
az
log(λB/2π(µB + µF )mBF )
(4.85)
where now mBF = km/(1 + km) etc. are dimensionless.
4.6.7 System Parameters
Li-Li Mixture
For 6Li-7Li mixture, we use the following values mB/mF = 7/6, NB = NF = 10
4,
ωB/2π = 4000Hz, ωF/2π = 3520Hz and the scattering lengths are aBB = 5.1a0
and aBF = 38a0 [143]. a0 is the Bohr radius. In our program length unit is a⊥.
We need the following ratio for conversion.
a⊥
a0
= 0.114× 105
a⊥ = 0.60µm
(4.86)
So for az = aBF we have
λ =
ωz
ω⊥
=
a2⊥
a2z
=
(
0.114× 105a0
38a0
)2
= 9× 104 (4.87)
aBB = 5.1a0 = 5.1
a0
a⊥
a⊥ =
5.1
0.114× 105a⊥ = 4.473× 10
−4a⊥ (4.88)
aBF = 38a0 = 38
a0
a⊥
a⊥ =
38
0.114× 105a⊥ = 3.333× 10
−3a⊥ (4.89)
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We always have
az =
1√
λ
a⊥ (4.90)
K-Rb Mixture
For 40K-87Rb mixture we use the same parameters with the experiment of
Ospelkaus et al. [166]: aBF = −284a0, aBB = 110a0, ωB/2π = 257Hz,
ωF/2π = 378Hz, NB = 10
6, NF = 5× 105. We have
a⊥
a0
= 0.1270× 105
a⊥ = 0.67µm
(4.91)
So with aBF/az = 0.1 we have
λ =
ωz
ω⊥
=
a2⊥
a2z
=
(0.1270× 105)2
(284/0.1)2
≈ 20 (4.92)
aBB = 110a0 = 110
a0
a⊥
a⊥ =
110
0.1270× 105a⊥ = 8.657× 10
−3a⊥ (4.93)
aBF = −284a0 = −284 a0
a⊥
a⊥ =
−284
0.1270× 105a⊥ = −2.235× 10
−2a⊥ (4.94)
Chapter 5
Concluding Remarks and Outlook
In this thesis we have studied three two-dimensional many-body systems and
discussed some effects of the many-body nature of the physical system.
In Chapter 2 the two-dimensional electron gas under an in-plane magnetic
field was considered. The parallel field couples only to the spin of the electrons.
We calculate the critical magnetic field fully polarizing the electron spins using
two expressions for the ground state energy and compare our results with those
of approximate theories, namely Hartree-Fock and random phase approximation.
The main result is that using the QMC based ground-state energy expression [50]
results in a qualitatively different phase transition to the ferromagnetic state at
the critical field for a density range corresponding to 7 < rs < 20. In this regime
the transition is second order whereas HF approximation and RPA predict a
first order transition throughout the whole density range. This empasizes that
the QMC based parametrization of the correlation energy needs to be checked
carefully. The onset of full spin polarization shows also in the compressibility
measurement which can be used as an alternative way to determine the critical
field. Depending on the nature of the transition, the compressibility displays
a kink or jump behavior at the critical field. In order to make contact
with experiments one should include effects of the finite thickness of the two-
dimensional layer and disorder.
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The excitonic condensation in an electron-hole bilayer system composed
of a two-dimensional electron layer separated from a similar hole layer by a
distance was studied in Chapter 3. We consider a sample system of two layers
in GaAs separated by a barrier layer where the electron and hole densities
can be controlled independently and study s-wave pairing between electrons
and holes as a function of density and population difference using mean-field
theory. We ignore the spin degrees of freedom. Solving the relevant energy
gap equations we compare the energy of the condensed phase called Sarma
phase with that of the normal state which is the sum of the electron and hole
Fermi liquids described by the Hartree-Fock solution. We include both inter-
and intra-layer interactions generalizing earlier work which did not include in-
plane interactions [102]. In this way the phase boundary for the ground state is
established in the density - population polarization plane. The local stability of
the Sarma phase is checked by calculating the superfluid mass density. We find
that with bare Coulomb interactions the Sarma phase is always locally stable due
to a logarithmic singularity at zero temperature. Employing a simple model of
screening which introduces a finite cut-off to the Coulomb interaction, we find
that some regions in the phase space become unstable. We interpret this as
an instability towards an FFLO phase. Together with intra-plane interactions,
the phase diagram in the crossover regime from the weakly interacting high
density BCS limit to the strongly interacting BEC of dilute excitons has room
for various phases. The topologically different S1 and S2 Sarma phases and
FFLO are present with the inclusion of screening and intra-layer interactions.
On the other hand, without any screening there is no instability towards FFLO
and turning off intra-plane interactions the phase diagram does not show an S2
state. Currently, the experimental situation allows these systems to be realized
and tested. Quantitative comparison would require a more realistic model of
screening and inclusion of spin degrees of freedom which may enter non-trivially
when there are spin dependent interactions such as spin-orbit coupling.
In Chapter 3 we consider a system of two-dimensional bosonic and fermionic
ultra-cold atoms and study the effects of scattering and geometry on the
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density profiles and stability of the mixture. The bosons are taken to be in
the Bose condensed state and the fermion component is assumed to be spin-
polarized. We use a mean-field model for the boson-boson and boson-fermion
interactions which is valid at low temperatures and densities. The confinement
in the third direction which makes the system kinematically two-dimensional
was shown to have an important effect on the energetics of a single BEC
with attractive interactions [165]. Motivated by this observation we study the
dimensional crossover of a boson-fermion mixture from a quasi-three dimensional
situation where the scattering events are still three dimensional to a strictly two-
dimensional limit where the collisions essentially take place in the plane. We
calculate the density profiles of a 6Li-7Li mixture with positive scattering lengths
(repulsive interactions) in 3D and of a 40K-87Rb mixture with a negative boson-
fermion scattering length as the trap asymmetry is increased. We observe phase
separation and collapse as the interactions change due to increasing confinement.
We find that a mixture with attractive boson-fermion interactions can be made
stable by going to a two-dimensional limit. It would be interesting to extend this
work to Bose-Fermi mixture created from two fermionic species with population
imbalance where the minority components can pair to from composite bosons.
This system will be analogous to the electron-hole bilayer having unequal densities
considered in Chapter 2 with short range interactions. We are planning to study
similar effects in rotating traps with vortex states.
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