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Abstract
This article considers particles which can be classified in several sets such that, for each
set, the operators of annihilation and creation of its particles obey a multiparametric quon
algebra. To establish the realizability of that model, we have to compute a determinant
constructed from a set of square matrices, and use it to obtain the Varchenko determinant
of collages. That latter allows to deduce the conditions to obtain Hilbert modules.
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1 Introduction
For i ∈ N∗, denote by C[quvi] the polynomial ring C[quvi | u, v ∈ N∗]. By multiparametric
quon algebra is meant a free algebra Ai = C[quvi]
[
aui
∣∣ u ∈ N∗] subject to the anti-involution
† exchanging aui with a†ui, and to the commutation relations auia†vi = quvi a†viaui + δuv where
δuv is the Kronecker delta. In a Fock representation, the generators of Ai are linear operators
aui, a
†
ui : Vi → Vi satisfying aui|i〉 = 0, where a†ui is the adjoint of aui, and |i〉 is a nonzero
distinguished vector of Vi. The aui’s are the annihilation operators while the a
†
ui’s are the
creation operators. The multiparametric quon algebra subject to the restriction quvi = q¯vui
was investigated independently by Boz˙ejko and Speicher [2, § 3], and by Meljanac and Svrtan
[6, § 1.1]. That subject to the restriction qi,j = qj,i was investigated by Speicher [10]. It is a
generalization of the quon algebra subject to the commutation relations auia
†
vi = q a
†
viaui+δuv
introduced by Greenberg [4] and studied by Zagier [12, § 1]. Recall that the quon algebra is
an approach to particle statistics in order to provide a theory in which the Pauli and Bose
statistics are violated. The algebras associated to those latter correspond to the restrictions
q = 1 and q = −1 respectively. Besides, the intermediate case q = 0 was suggested by
Hegstrom and investigated by Greenberg [3].
The quvi-conjugate of a monomial P = µ
∏
k∈[n]
qukvki ∈ C[quvi] is the monomial
P˜ := µ˜
∏
k∈[n]
q˜ukvki with µ˜ = µ¯ and q˜ukvki = qvkuki.
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Definition 1.1. A Hilbert module is a module Vi over C[quvi] endowed with an indefinite
inner product (, )i : Vi ×Vi → C[quvi] such that, for µ ∈ C, and u, v, w ∈ Vi, we have
• (µu, v)i = µ˜(u, v)i and (u + v, w)i = (u, w)i + (v, w)i,
• (u, v)i = (˜v, u)i,
• and, if u 6= 0, (u, u)i ∈ C[quvi] \ {0}.
We know that the module Hi :=
{
a|i〉 ∣∣ a ∈ Ai} is a Hilbert module for the indefinite inner
product [, ]i : Hi×Hi → C[quvi] defined, for µ, ν ∈ C[quvi], and a, b ∈ Ai, by [8, Theorem 1.3][
µa|i〉, νb|i〉]
i
:= µ˜ν 〈i|a† b|i〉 with 〈i|i〉 = 1.
Moreover, Bi :=
{
a
†
u1i
. . . a†uni|i〉
∣∣ (u1, . . . , un) ∈ (N∗)n} is a basis of Hi [8, Lemma 3.1].
Recall that
((
N∗
n
))
is the set of multisets of n elements in N∗. For I ∈
((
N∗
n
))
, denote by
SI the permutation set of I, and ιI the permutation in SI such that ιI(1) ≤ · · · ≤ ιI(n).
For I ∈
((
N∗
n
))
and I ′ ∈
((
N∗
n′
))
, extend the Kronecker delta by δII′ :=
{
1 if I = I ′,
0 otherwise
.
Furthermore, define βI :=
1 if I ∈
(
N∗
n
)
,
0 otherwise
.
Let r ∈ N∗, q be variable, and define C[q, q⊕] := C
[
q, quvi
∣∣ u, v ∈ N∗, i ∈ [r]]. We construct
an indefinite inner product on the direct sum H⊕ =
⊕
i∈[r]
Hi through the following theorem.
Theorem 1.2. Let I ∈
((
N∗
n
))
, I ′ ∈
((
N∗
n′
))
, σ ∈ SI , and τ ∈ SI′. If 1
1− r < q < 1
and |quvi| < 1, then H⊕ =
⊕
i∈[r]
Hi is a Hilbert module for the indefinite inner product [, ]⊕ :
H⊕ ×H⊕ → C[q, q⊕] defined, for a = a†σ(1)i . . . a†σ(n)i ∈ Ai and a′ = a†τ(1)j . . . a†τ(n′)j ∈ Aj, by
[
a|i〉, a′|j〉]⊕ :=
{
〈i|a† a′|i〉 if i = j,
qδII′βI 〈i|a† a†ιI(1)i . . . a
†
ιI(n)i
|i〉 〈j|aιI′ (n′)j . . . aιI′ (1)j a′|j〉 otherwise
.
In particular, H⊕ becomes a Hilbert space if q¯uvi = qvui.
This article is structured as follows: We compute a determinant constructed from a set of
square matrices in Section 2. Then, we define the Varchenko determinant of collages, and
compute it in Section 3. Using that latter, we can finally prove Theorem 1.2 in Section 4.
2 A Determinant based on a Set of Matrices
The author would like to thank Marcelo Aguiar who made aware him of the determinant
described in Definition 2.1, and guided him for its computation.
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Definition 2.1. Let A1, . . . ,Ar be square matrices such that Ik = {ik1, . . . , iknk} indexes Ak and
Ak = (ai,j)i,j∈Ik for k ∈ [r]. Define the square matrix Mq(A1, . . . ,Ar) = (mi,j)i,j∈I indexed
by I =
⊔
k∈[r]
Ik such that, if i ∈ Ih and j ∈ Ik, then mi,j :=
{
ai,j if h = k,
q · ai,ih1 · aik1 ,j otherwise
.
Example 1. If A =
(
a11 a12
a21 a22
)
and B =
b11 b12 b13b21 b22 b23
b31 b32 b33
, then
Mq(A,B) =

a11 a12 qa11b11 qa11b12 qa11b13
a21 a22 qa21b11 qa21b12 qa21b13
qa11b11 qa12b11 b11 b12 b13
qa11b21 qa12b21 b21 b22 b23
qa11b31 qa12b31 b31 b32 b33
 .
Denote by Dn the set formed by the derangements of order n.
Lemma 2.2. Take an integer n ≥ 2, and n variables a1, . . . , an. Then,
det

a1 1 · · · 1
1 a2 · · · 1
...
...
. . .
...
1 1 · · · an
 = ∏
i∈[n]
ai +
∑
I⊆[n]
#I≤n−2
(−1)n−#I−1(n−#I − 1)
∏
i∈I
ai.
Proof. Denoting by ∆ the aimed determinant, it is clear that
[ ∏
i∈[n]
ai
]
∆ = 1 and for I ⊆ [n]
such that #I = n− 1 we have [∏
i∈I
ai
]
∆ = 0. Now if #I ≤ n− 2, using [9, Theorem 3.2], we
obtain [∏
i∈I
ai
]
∆ =
∏
σ∈Dn−#I
sgnσ = (−1)n−#I−1(n−#I − 1).
Denote by In the identity matrix of order n.
Theorem 2.3. Let A1, . . . ,Ar be square matrices such that Ik = {ik1, . . . , iknk} indexes Ak and
Ak = (ai,j)i,j∈Ik for k ∈ [r]. Then,
detMq(A1, . . . ,Ar) =
(
1 +
∑
K⊆[r]
#K≥2
(−1)#K−1(#K − 1)
∏
k∈K
qaik1 ,ik1
) ∏
k∈[r]
detAk.
Proof. Remark first that Mq(A1, . . . ,Ar) is equal to the product of the square matrix
→⊕
k∈[r]
Ak
with the square matrix D =

D11 D12 · · · D1r
D21 D22 · · · D2r
...
...
. . .
...
Dr1 Dr2 · · · Drr
 where Dhk is the nk × nh matrix such
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that
Dhk =

Inh if h = k,
qaik1 ,ik1
qaik1 ,ik2
qaik1 ,ik3
. . . qaik1 ,iknk
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0
 otherwise.
In Example 1, Mq(A,B) =

a11 a12 0 0 0
a21 a22 0 0 0
0 0 b11 b12 b13
0 0 b21 b22 b23
0 0 b31 b32 b33


1 0 qb11 qb12 qb13
0 1 0 0 0
qa11 qa12 1 0 0
0 0 0 1 0
0 0 0 0 1
 for
instance. Let I =
⊔
k∈[r]
Ik and J =
⊔
k∈[r]
{ik1}. Using the determinantal formula, we obtain
detD = detD[J ] det
(
D[I \ J ]− D[I \ J, J ]D[J ]−1D[J, I \ J ])
where D[J ] is the r×r circulant matrix

1 qai21,i21 · · · qair1,ir1
qai11,i11 1 · · · qair1,ir1
...
. . .
. . .
...
qai11,i11 · · · qair−11 ,ir−11 1
, D[I\J ] = I#I\J ,
and D[I \ J, J ] is the #I \ J × r null matrix. Using Lemma 2.2, we obtain
detD[J ] =
∏
k∈[r]
qaik1 ,ik1
×
∣∣∣∣∣∣∣∣∣∣∣
1
qa
i11,i
1
1
1 · · · 1
1 1qa
i21,i
2
1
· · · 1
...
. . .
. . .
...
1 · · · 1 1qair1,ir1
∣∣∣∣∣∣∣∣∣∣∣
= 1+
∑
K⊆[r]
#K≥2
(−1)#K−1(#K−1)
∏
k∈K
qaik1 ,ik1
.
Finally with det
→⊕
k∈[r]
Ak =
∏
k∈[r]
detAk, we get the result.
3 The Varchenko Determinant of Collages
Let a1, . . . , an, b ∈ R such that (a1, . . . , an) 6= (0, . . . , 0). Recall that a hyperplane in Rn is
a (n − 1)-dimensional affine subspace {(x1, . . . , xn) ∈ Rn ∣∣ a1x1 + · · · + anxn = b}, and a
hyperplane arrangement is a finite set of hyperplanes in Rn. To every hyperplane H in Rn
can be associated two connected open half-spaces H+ and H− such that H+unionsqH0unionsqH− = Rn
and H+ ∩H− = H0, letting H0 := H. A face of a hyperplane arrangement A is a nonempty
subset of Rn having the form F :=
⋂
H∈A
HH(F ) with H(F ) ∈ {+, 0,−}. Denote the set
formed by the faces of A by FA. A chamber of A is a face F ∈ FA such that H(F ) 6= 0 for
every H ∈ A. Denote the set formed by the chambers of A by CA.
Definition 3.1. A pointed arrangement is a pair (A, C), whereA is a hyperplane arrangement
and C ∈ CA is the pointing chamber. A collage is a finite set of pointed arrangements.
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Denote the sets formed by the hyperplanes, faces, and chambers of a collage Γ =
{
(Ai, Ci)
}
i∈[r]
by AΓ :=
⊔
i∈[r]
Ai, FΓ :=
⊔
i∈[r]
FAi , and CΓ :=
⊔
i∈[r]
CAi respectively. For C,D ∈ CAi , the set
of half-spaces containing C but not D is Hi(C,D) :=
{
HH(C)
∣∣ H ∈ Ai, H(C) = −H(D)}.
Assign a variable hεH , ε ∈ {+,−}, to every half-space Hε, H ∈ Ai, and define the polynomial
ring RAi := Z
[
hεH
∣∣ ε ∈ {+,−}, H ∈ Ai]. The Aguiar-Mahajan distance vi : CAi×CAi → RAi
is defined by
vi(C,C) = 1 and vi(C,D) =
∏
Hε∈Hi(C,D)
hεH if C 6= D.
Consider a variable q, and the polynomial ring RΓ := Z
[
q, hεH
∣∣ ε ∈ {+,−}, H ∈ AΓ]. Define
the distance function v : CΓ × CΓ → RΓ on the chambers of Γ by
v(C,D) =

1 if C = D,
vi(C,D) if C,D ∈ CAi and C 6= D,
q vi(C,Ci) vj(Cj , D) if C ∈ CAi , D ∈ CAj and i 6= j.
Definition 3.2. The Varchenko determinant of a collage Γ is det Γ :=
∣∣v(D,C)∣∣
C,D∈CΓ .
The centralization of a collage Γ to a face F ∈ FΓ \ CΓ is the hyperplane arrangement AF
defined by AF := {H ∈ AΓ | F ⊆ H}. The weight of a face F ∈ FΓ \ CΓ is the monomial
bF :=
∏
H∈AF
h+H h
−
H , and its multiplicity the integer βF :=
#{C ∈ CΓ | C ∩H = F}
2
which is
independent of the chosen H ∈ AF as can be seen in [7, Theorem 5.7].
Corollary 3.3. Let Γ =
{
(Ai, Ci)
}
i∈[r] be a collage. Then,
det Γ =
(
1 + (r − 1)q)(1− q)r−1 ∏
F∈FΓ\CΓ
(1− bF )βF .
Proof. Letting Vi =
(
vi(D,C)
)
C,D∈CAi
, we have
(
v(D,C)
)
C,D∈CΓ = Mq
(
V1, . . . ,Vr
)
. From
Theorem 2.3, we obtain det Γ =
(
1 +
r∑
k=2
(−1)k−1(k − 1)
(
r
k
)
qk
) ∏
k∈[r]
detVk. On one side,
(
1 + (r − 1)q)(1− q)r−1 = (1 + (r − 1)q) r−1∑
k=0
(−1)k
(
r − 1
k
)
qk
= 1 + (−1)r−1(r − 1)qr
+
r−2∑
k=0
(
(−1)k(r − 1)
(
r − 1
k
)
+ (−1)k+1
(
r − 1
k + 1
))
qk+1
= 1 + (−1)r−1(r − 1)qr +
r−2∑
k=0
(−1)kk
(
r
k + 1
)
qk+1
= 1 +
r∑
k=2
(−1)k−1(k − 1)
(
r
k
)
qk.
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On the other side, we know from [7, Corollary 1.4] or the notes at the end of [1, § 8] that
detVi =
∏
F∈FAi\CAi
(1− bF )βF .
Remark that the determinant detVi in the proof of Corollary 3.3 is the Varchenko determinant
of hyperplane arrangements. It was originally defined by his author for h+H = h
−
H [11], and
has known several generalizations over time [1, § 8], [5], [7].
Example 2. Consider the collage
{
(A1, C1), (A2, C2)
}
in Figure 1. In order to have a matrix
whose determinant is calculable with SageMath, we assume that, for i ∈ [3], h+Hi = h−Hi = h1,
and h+H = h
−
H = h2. Its Varchenko determinant is∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 h21 h1 h
2
1 h1 h1 h
2
1 q qh2
h21 1 h1 h
2
1 h1 h
3
1 h
2
1 h
2
1q h
2
1qh2
h1 h1 1 h1 h
2
1 h
2
1 h
3
1 h1q h1qh2
h21 h
2
1 h1 1 h
3
1 h1 h
2
1 h
2
1q h
2
1qh2
h1 h1 h
2
1 h
3
1 1 h
2
1 h1 h1q h1qh2
h1 h
3
1 h
2
1 h1 h
2
1 1 h1 h1q h1qh2
h21 h
2
1 h
3
1 h
2
1 h1 h1 1 h
2
1q h
2
1qh2
q h21q h1q h
2
1q h1q h1q h
2
1q 1 h2
qh2 h
2
1qh2 h1qh2 h
2
1qh2 h1qh2 h1qh2 h
2
1qh2 h2 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (1− q2)(1−h21)9(1−h22).
Figure 1: The Collage
{
(A1, C1), (A2, C2)
}
4 Proof of Theorem 1.2
The matrix associated to the sesquilinear form of Theorem 1.2 is M⊕ :=
(
[v, u]⊕
)
u,v∈B⊕ .
From the definition of [, ]⊕ and [8, Lemma 3.2], we know that
∀i, j ∈ [r], ∀σ ∈ SI , τ ∈ SI′ : I 6= I ′ ⇒
[
a
†
τ(1)j . . . a
†
τ(n′)j |j〉, a†σ(1)i . . . a†σ(n)i|i〉
]
⊕ = 0.
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Therefore,
M⊕ =
⊕
n∈N∗
⊕
I ∈
((
N∗
n
))MI with MI =
([
a
†
τ(1)j . . . a
†
τ(n)j |j〉, a†σ(1)i . . . a†σ(n)i|i〉
]
⊕
)
i,j∈[r]
σ,τ∈SI
.
Let Γn =
{
(Ai, Ci)
}
i∈[r] be the collage such that, for every i ∈ [r],
• Ai = {Huvi | u, v ∈ [n], u < v} with Huvi =
{
(x1, . . . , xn) ∈ Rn
∣∣ xu = xv},
• CAi = {Cσi | σ ∈ S[n]}, and Ci =
{
(x1, . . . , xn) ∈ Rn
∣∣ x1 < x2 < · · · < xn}.
Assign the variable quvi to the half-space
{
(x1, . . . , xn) ∈ Rn
∣∣ xu < xv}. The module
generated by the chambers of Γn is MΓn :=
{ ∑
i∈[r]
σ∈S[n]
xσiCσi
∣∣∣ xσi ∈ C[q, q⊕]}. Define the
distance function vn : MΓn ×MΓn → C[q, q⊕], for Cσi, Cτj ∈ CΓn , by
vn(Cσi, Cτj) =

1 if Cσi = Cτj ,∏
{u,v}∈ ([n]2 )
u<v
τ−1◦σ(u)>τ−1◦σ(v)
qσ(u)σ(v)i if i = j and Cσi 6= Cτi,
q
∏
{u,v}∈ ([n]2 )
u<v
σ(u)>σ(v)
qσ(u)σ(v)i
∏
{u,v}∈ ([n]2 )
u<v
τ−1(u)>τ−1(v)
quvj if i 6= j.
Using [8, Lemma 3.3], we get
[
a
†
τ(1)j . . . a
†
τ(n)j |j〉, a†σ(1)i . . . a†σ(n)i|i〉
]
⊕ = vn(Cτj , Cσi). Define
the linear map γn : MΓn → MΓn for Cτj ∈ CΓn by γn(Cτj) :=
∑
i∈[r]
∑
σ∈S[n]
vn(Cτj , Cσi)Cσi.
One can easily see that M[n] is the matrix representation of γn on the basis
⊔
i∈[r]
CAi . Using
Corollary 3.3 and [8, Proposition 2.1], we obtain
det M[n] =
(
1 + (r − 1)q)(1− q)r−1 ∏
i∈[r]
∏
K∈2[n]
#K≥2
(
1−
∏
{u,v}∈(K2 )
quviqvui
)(#K−2)! (n−#K +1)!
.
Take a partition Λ = (p1, . . . , pk) of n. Denote by SΛ the subgroup
∏
u∈[k]
SΛu of S[n], where
SΛu is the permutation group of the set Λu = [pu+pu−1 + · · ·+p1]\ [pu−1 + · · ·+p1]. Consider
a multiset I = {
p1 times︷ ︸︸ ︷
1, . . . , 1,
p2 times︷ ︸︸ ︷
2, . . . , 2, . . . ,
pk times︷ ︸︸ ︷
k, . . . , k} ∈
((
N∗
n
))
\
(
N∗
n
)
. For s ∈ [n], let s˙ := u if
s ∈ Λu. Let p : S[n] → SI be the projection p(σ) := ˙σ(1) ˙σ(2) . . . ˙σ(n). For σ˙ ∈ SI , define
the element Cσ˙i :=
∑
σ∈p−1(σ˙)
Cσi ∈MΓn . Consider the submodule MΛΓn of MΓn defined by
MΛΓn :=
{∑
i∈[r]
∑
σ˙∈SI
xσ˙iCσ˙i
∣∣∣ xσ˙i ∈ C[q, q⊕]}.
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For s, t ∈ [n] with s 6= t, assign the variable qs˙t˙i to the half-space
{
(x1, . . . , xn) ∈ Rn
∣∣ xs < xt},
and suppose that the generators of the quon algebra Ai satisfy the commutation relations
asia
†
ti = qs˙t˙i a
†
tiasi + δst. From [8, Proposition 2.2], we may deduce that γn(M
Λ
Γn
) = MΛΓn .
Since 〈i| aτ˙(n)i . . . aτ˙(1)i a†σ˙(1)i . . . a†σ˙(n)i |i〉 = vn(Cτ˙ i, Cσi) for every σ ∈ p−1(σ˙) [8, Lemma 3.4],
MI is therefore the matrix representation of the linear map γn on the basis
⊔
i∈[r]
{Cσ˙i}σ˙∈SI of
the proper submodule MΛΓn . We conclude that, for every I ∈
((
N∗
n
))
, MI is nonsingular if
1
1− r < q < 1 and |quvi| < 1.
If q¯uvi = qvui, M[n] becomes a Hermitian matrix, then is diagonalizable with real eigenvalues.
As M[n] would be the identity matrix of order n!
r if we set q = 0 and every quvi = 0, we
deduce by continuity that M[n] is positive definite. 
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