Given a set F of n positive functions over a ground set X, we consider the problem of computing x * that minimizes the expression f ∈F f (x), over x ∈ X. A typical application is shape fitting, where we wish to approximate a set P of n elements (say, points) by a shape x from a (possibly infinite) family X of shapes. Here, each point p ∈ P corresponds to a function f such that f (x) is the distance from p to x, and we seek a shape x that minimizes the sum of distances from each point in P . In the k-clustering variant, each x ∈ X is a tuple of k shapes, and f (x) is the distance from p to its closest shape in x.
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INTRODUCTION
Over the last couple of decades, much effort has been put in understanding the combinatorial and computational complexity of a wide range of clustering and shape fitting problems. Given a set of n data elements P , one of the powerful techniques used in this context is that of coresets, i.e., a small set D of representative data elements which approximately represent P , in terms of various objective measures. More precisely, for a set of candidate queries X, and a measure function cost(P, x), the set D is an ε-coreset for P if cost(D, x) approximates cost(P, x) for every x ∈ X, up to a multiplicative factor of 1 ± ε. See e.g. [2] for a nice (but not updated) survey.
Succinct coresets that lead to efficient algorithms appear in a variety of shape fitting and clustering problems. However, their proof of existence and efficient construction is usually tailor made to fit the properties of the problem at hand. Moreover, there are several natural clustering problems for which it is proven that no coresets of size o(n) exist. These include, for example, approximating points in R 3 by a pair of planes [25] , the clustering of weighted points in R 2 by a set of 2 lines [26] , and approximating a point set by k-lines [26] , where k ≥ log n. These kind of clustering problems are usually referred to as projective clustering.
This work
Let F be a set of n functions from X to [0, ∞). Throughout this work, each function f ∈ F will correspond to a data element, and x ∈ X will correspond to a center (or a set of centers). For a center x ∈ X, the value f (x) corresponds to the cost of evaluating f with the center x. The cost of evaluating F with x ∈ X is defined as cost(F, x) = f ∈F f (x).
Intuitively, the cost function should be interpreted in the context of shape fitting, where X represents a set of shapes, and f (x) represents the cost of fitting an element represented by f to the shape x. For a given query shape x ∈ X, the value cost(F, x) represents how well x approximates F . In the context of k-clustering, the "center" x represents a tuple of k centers, and f (x) represents the distance from an element f to its closest center in x. For example, in the well known k-median problem in R d , the corresponding set X is (R d ) k . For a data element p ∈ R d , and a center tuple x = (x 1, . . . , x k ) ∈ (R d ) k , the corresponding function fp is defined as f p(x) = mini dist (p, xi) .
In this work, we present a unified framework for the efficient construction of coresets for clustering problems corresponding to a given function set F . Our coresets are obtained via a new and natural reduction to the well studied notion of ε-approximation from the theory of VC dimension [40] . The reduction from coresets to ε-approximations allows our framework to rely only on the combinatorial complexity of the input family F of functions (i.e., the combinatorial complexity of the clustering problem at hand), and to use the vast literature on ε-approximation to obtain improved results (that are at times deterministic). For several function families F for which coresets are known not to exist, or the corresponding (approximate) optimization problems are hard, our framework yields bicriteria approximation, or coresets that are large, but contained in a low-dimensional space.
In this extended abstract, we give an overview of the contributions of our work. We start by presenting, in Section 2, several concrete results that follow from our algorithmic paradigm, including a detailed comparison with corresponding previous work. We then present the main proof techniques and conceptual novelties in our approach in Section 3. Finally, in Section 4, we present a detailed overview of our algorithms for the construction of corestes and bicriteria approximation. The above discussion will take up the body of this extended abstract. All of the technical details of our results appear in the full version of this work [22] . A first application of our framework (for HD-image processing) already appread in [18] .
CONCRETE CONTRIBUTIONS

Projective clustering
Our concrete results are taking from the broad family of projective clustering problems. In the task of projective clustering we are given a set P ⊂ R d of n ≥ d data elements, a positive integer k ≤ n, and a non-negative integer j ≤ d. A center x ∈ X is a k tuple (x 1, . . . , x k ) where each xi is a j-dimensional affine subspace (flat) in R d . The objective is to find a center x * that minimizes the cost(P, x) = p∈P dist(p, x) over x ∈ X. Here, dist(p, x) denotes the Euclidean distance from a point p to its nearest subspace x i in x = (x1, . . . , x k ). More generally, for a given z ≥ 1, we wish to minimize the sum of distances to the power of z, i.e, p∈P dist(p, x) z . In this section we define three types of coresets for projective clustering:
Strong coresets: A weighted set of points D in R d that approximate the distances to every possible k-tuple of j-flats in R d , up to a multiplicative factor of (1 + ε).
Weak coresets:
A weighted set of points D in R d , such that a (1+ε)-approximation for the optimal solution of D yields a (1+ε)approximation for the optimal solution of the full data set P . That is, any black box algorithm or heuristic that computes a (1 + ε)approximation for the coreset would yield a (1 + ε)-approximation for the original set. Hence, a weak coreset can be viewed as a reduction from the clustering problem with input P to the same problem with input D. We note that in previous papers (e.g., [23, 24] ) the only way to get a PTAS for the original set is to run exhaustive search on the coreset.
Streaming coresets:
A weak coreset D that is updated online during one pass over the n points of P , while using only O(d · |D|)space in memory. Streaming coresets can thus be used online to compute a (1 + ε)-approximation for the optimal solution of the points in P viewed so far.
All the algorithms that are described in this section are randomized, and succeed with probability at least 1/2 (or any other constant approaching 1).
Roughly speaking, the results given in this section are specific applications of our framework which, for general values of j, yields a bicriteria approximation B for the projective clustering problem followed by a so called B-coreset: D = proj(P, B) ∪ S. Here, a bicriteria approximation is a set of possibly more than k centers, that approximates the cost of the optimal solution x * up to some constant factor approximation. The set proj(P, B) denotes the projection of the data set P onto the bicriteria centers B, and S is a set of t points. Our sets D have the qualitative properties of coresets. Namely, for t = O(djk/ε 2 ) the set D we obtain is a strong coreset, for t = O(kj 2 log(1/ε)/ε 3 ) we obtain weak coresets, and for t = O(kj 2 log(1/ε) log 4 n/ε 3 ) streaming coresets.
Our B-coresets are constructed by the union of the two sets S and proj(P, B). While S is of small size t, the set proj(P, B) may be large in size. Nevertheless, our coresets are of substantial interest as they imply a dimension reduction from the set P to the set proj(P, B). Indeed, when our centers are points (i.e., j = 0), we are able find a set B of size k, so proj(P, B) is also of size k. When our centers are lines (i.e., j = 1), the set proj(P, B) is contained in a small set of lines and we use [21] to reduce the size of proj(P, B) to (ε −1 log n) O(k) . We discuss these cases and others (derived from our framework) in the subsections to come.
The construction time of the strong and weak coresets is O(ndjk+ t log n). All our coresets and running times below are generalized to sum of distances to the power of z > 1, after replacing the term ε in the corresponding results by 1/ε 2z .
k-Median and its generalizations
We start by discussing the setting in which the centers X are ktuples of points in R d (i.e., j = 0).
Strong coresets:
For the case j = 0 and z = 1, which is the standard k-median problem, we present a strong coreset of size t = O(dk/ε 2 ). This improves on previous results in [27, 10, 31] , where the construction of ε-coresets of size O(k 3 
, is respectively presented. The termÕ(x) hide factors that are poly-logarithmic in x.
For general metric spaces (e.g., dist(p, x) is defined as the distance between p and x in the given metric), the dimension d is to be replaced by log n, implying strong coresets of size t = O(k log(n)/ε 2 ).
This improves on the result of Ke Chen [10] , which gives a coreset of size O(k 2 log (n)/ε 2 ) for this problem. Both our results and those of [31] are generalized to cost functions which use a power z of the distance, namely cost(P, x) = p∈P (dist(p, x)) z .
Weak coresets. For the k-median problem, our framework yields a weak coreset D of size O(k log(1/ε)/ε 3 ). By computing a (1+ε)approximation to the k-median of D, we are able to compute a set of k centers that gives a (1 + ε) approximation to the optimal centers for P in time O(ndk + 2 poly(1/ε,k) ). Our results generalize to any integer z > 1 by replacing ε with ε 2z in the corresponding time and space term.
For the case of z = 1, 2 (median and mean problems), Ke-Chen [10] suggested an O(ndk) + poly(d, log n) · 2 poly(k/ε) PTAS. For the k-mean case (z = 2), Feldman, Monemizadeh and Sohler [23] improved this result using a weak coreset of size O(k log 2 k log(1/ε)/ε 5 ), that yields a PTAS that takes time O(ndk)+ d · poly(k/ε) + 2Õ (k/ε) .
Streaming coresets. Our framework yields streaming coresets of size t = O(k log(1/ε) log 4 (n)/ε 3 ) for k-median and its generalizations for z > 1. This improves on the result of Ke Chen [10] which suggests a streaming coreset of size O(dk 2 ε −2 log 8 n) for z = 1, 2. We note that Feldman, Monemizadeh and Sohler [23] present a streaming coreset of size poly(k log n/ε) for the special case of k-mean (z = 2). To the best of our knowledge, no streaming coresets of size independent of d were known for the case z > 2.
k-Line median and its generalizations
In this case, we seek to cluster the points in P by k lines in R d (i.e., we take j = 1). Very little is known about this problem in high dimensional space.
Strong coresets.
Combining our results with techniques presented in [21] , we obtain strong coresets for this problem of size (log(n)/ε) O(k) + O(dk/ε 2 ). This improves on the previous work of [21] that for z = 1, 2 introduces coresets of size log O(k) n/ε O(d log d+k) .
Weak coresets. The best PTAS (prior to our work) for this problem takes time dn · poly(k/ε) + n(log n) poly(k/ε) ; see [16] . We suggest a weak coreset for this problem of size (log(n)/ε) O(k) which improves the running time of this result to O(ndk) + (log n) poly(k/ε) .
Streaming coresets.
We construct the first streaming coreset for this problem. Its size is (log(n)/ε) O(k) .
Subspace approximation
In the problem of subspace approximation one seeks a single jflat that approximates the data set P (i.e., in our notation k = 1).
Strong coresets.
We suggest a strong coreset of size t = O(dj/ε 2 ) for any j ≥ 1. This is the first strong coreset of size polynomial in d for approximating the sum of distances to any j-dimensional subspace. In [21] a strong coreset of size
For the case z = 2 and j = d − 1 (sum of squared distances to a hyperplane) Baston, Speilman and Srivastava [4] recently proved that there is a coreset of size O(d/ε 2 ) which is a also a weighted subset of P . Many applications of this construction were suggested in [37] . Such a coreset can be constructed directly from Theorem 4.1 below in time O(nd 2 + d/ε 2 ), with high probability, while [4] provide a deterministic construction in O(nd 4 /ε 2 ) time. Unlike the above constructions, our results can be generalized for any z ≥ 1 and j ≤ d − 1 where ε is replaced by ε 2z in the running time and coreset's size. Deterministic constructions of such coresets can can be computed in time n · (1/ε) d using the derandomization technique of [35] .
Weak coresets. We obtain a weak coreset of size O(j 2 log(1/ε)/ε 3 ) for the subspace approximation problem that yields an O(dnj) + 2 poly(j,1/ε 2 ) ) time PTAS. A result of Shyamalkumar and Varadarajan [39] and subsequent work by Deshpande and Varadarajan [16] gave a (1 + ε)-approximation algorithm for the case z ≥ 1, with running time dn exp(j, 1/ε z ). For the case z = 1, the running time was recently improved to O(dnpoly(j, 1/ε)+O(d+n) exp(j, 1/ε) by Feldman, Monemizadeh, Sohler and Woodruff [24] .
Streaming coresets. Our streaming coresets for subspace approximation are of size t = O(j 2 log(1/ε) log 4 n/ε 3 ), and thus use O(d · t) space. Sarlos [38] provides a streaming algorithm that requires two passes over the data and uses space O(n)(k/ε+k log k) 2 .
For the case of non constant j, Deshpande, Tulsiani, and Vishnoi recently showed that computing a PTAS for this problem is "hard" [1] . However, they suggested a constant factor approximation using a relaxation to convex programming, which takes time d · poly(n). Applying this algorithm on the output coresets of our framework would thus yield a constant factor approximation in O(dn + d · poly(j)) time together with a strong, and streaming coreset.
CUR Decomposition. Given j ≥ 1 and an n × d matrix A, the CUR decompositionÃ = CUR consists of an n × m matrix C, m × j matrix U , and j × d matrix R, such that: (i) The columns of C are subset of columns from A, and the rows of R are a subset of rows from A. (ii)Ã minimizes n i=1 ai −ãi z 2 over everyÃ of rank j, up to a multiplicative factor of (1 + ε). Here, a i andãi are the ith row of A andÃ, respectively.
For the case z = 2, Boutsidis et al. [5] provide (2 + ε) randomized and deterministic CUR decompositions using m = O(j/ε) columns. They also provide an updated reference for this long line of research. Mahoney and Drineas suggested a randomized algorithm that yields a (1 + ε)-approximation for the case z = 2 [34] .
To the best of our knowledge, the CUR a decomposition is not discussed for z = 2 or for the streaming model. Since all the approximated j-subspaces that are described in this paper are spanned by poly(j/ε) input points, our coresets yields corresponding (1 + ε)-approximation for the CUR decomposition in these cases using the observations from [34] .
Linear regression.
In the 1 regression problem, the input is an n × (d − 1) matrix A and a vector b ∈ R n . The the goal is to minimize ||Ay −b|| 1 over all y ∈ R d−1 . By defining a set P of n points in R d that correspond to the rows of the matrix [A|b], and mapping any vector y ∈ R d−1 to the hyperplane x that is orthogonal to the vector [y T , −1] T , it is easy to verify that a strong coreset for the subspace approximation of P with j = d − 1 would yield a strong coreset for the corresponding linear regression problem for A, b.
In particular, our strong coresets for subspace approximation with j = d − 1 yield a strong coreset for the linear regression problem of size t = O(d 2 /ε 2 ). The construction time is O(nd 2 + d 2 ε −2 log n). Computing the 1 regression on the strong coreset would thus take O(nd 2 + poly(d/ε)) time (e.g., using [15] ). Maintaining these strong coresets in the streaming model will yield a streaming algorithm that takes space t = O(d 2 log 2 n/ε 2 ). As mentioned in the beginning of Section 2, the results are generalized for any z ≥ 1 where ε is replaced by ε 2z in our running time and size of coresets.
Efficient approximation algorithms for the regression problem are given by Clarkson [12] for z = 1, Drineas, Mahoney, and Muthukrishnan [17] for z = 2, and Dasgupta et al. [15] for z ≥ 1 in time O(nd 5 log n + poly(d/ε)). All these results are obtained by constructing weak coresets for the corresponding problem. Some small space streaming algorithms are available in the turnstile model (where the points are constrained to be on an integer grid of size n O(1) ) for lz regression where 1 ≤ z ≤ 2 by [24] and [13] for z = 2. However, we are not aware of previous strong or streaming coresets for the original (unconstrained) problem.
Projective clustering
We now discuss the broad setting in which both j and k may be arbitrary. When j ≥ 2 and k is taken to be general, there are no strong coresets (of size o(n)) for these problems, even for j = k = 2 and d = 3; this can be proven using a simple generalization of the results of [25] . Also, for k > log n, the optimization problem cannot be approximated in polynomial time, for any approximation factor, unless P=NP [36] . However, the problem does allow one of the following bicriteria approximations (where one allows some leeway in both the number or dimension of flats and the quality of the objective function). In what follows, an (α, β) bicriteria solution is a set B of β flats such that clustering the points P via B can be done at a cost at most α times the optimal k clustering. We now present our results in this context.
Bicriteria Approximations.
Giving a set of points in R d , whose minimum enclosing ball is of radius r * , suppose we want to compute a set of O(log n) balls of radius at most r * that covers P . There is a generic and simple greedy algorithm that compute such a set in O(nd) time using the theory of VC-dimension [6] . This algorithm works for any family of shapes of small VC-dimension. In this paper we generalize this algorithm for the case of non-covering problems. In general, our bicriteria algorithm has many advantages over previous work (e.g., [30, 14] ), both in the fact that it is widely applicable (for a general families of functions, not necessarily metric spaces), more efficient (in terms of the approximation factors and running time), and implies deterministic constructions.
In the context of projective clustering, in [20] , an (α, β)-bicriteria approximation algorithm was suggested, which produces, with high probability, at most β(k, j, n) = log n · (jk log log n) O(j) flats of dimension j, which exceed the optimal objective value for any k j-dimensional flats by a factor of α(j) = 2 O(j) . The running time is dn log n · (2k) poly(j) . Our framework improves (the running time, α and β) upon this result and yields several bicriteria approximations algorithms. For small values of j and k, we present a bicriteria algorithm that yields an α = 1 + ε approximation. It returns β = k log n flats in time O(dnjk) + d · poly(j, k, 1/ε) + 2 poly(j,k,1/ε) log 2 n. For large values of k, we suggest a (1 + ε, β)approximation that returns β = log n·k poly(j,1/ε) flats of dimension j, and the running time is
Low-Dimensional B-Coresets for large j. Deshpande and Varadarajan [16] describe an algorithm that returns a subspace V spanned by poly(jk/ε) points that is guaranteed, with probability at least 1/2, to contain k j-subspaces whose union is a (1+ε)-approximation to the optimum solution. Using the volume sampling technique their algorithm runs in dnj 3 k 3 (jk/ε) z time for any z ≥ 1.
Note that this result does not have the reduction property of weak coresets as defined in the beginning of this section. That is, even if we have an algorithm that computes the optimal set x * of k jsubspaces for any given set of points, it is not clear how to use it with V in order to have a more efficient solution for the original problem. Similarly, it seems that this result can not be generalized for the streaming model when the subspace V needs to be computed for a stream of n points P using less than O(nd) space.
For these problems (where k, j > 1), we suggest strong, weak, and streaming coresets contained in low-dimensional subspaces, and therefore take sub-linear space. Our coresets, referred to as B-coresets, were described in Section 2.1, and are used as the first step for the construction of all the coresets presented in this section (including when j = 1 or k = 1).
NOVELTIES IN PROOF TECHNIQUES
As specified in Section 2, our unified framework yields a number of improved results in the context of approximate clustering and shape fitting. In what follows, we briefly touch on the major new ideas used in our algorithms allowing theses improved results.
Reduction to ε-approximation: The main reason that our framework is able to address a spectrum of clustering and approximation problems lies in our reduction from the inconsistent definition of coresets to the notion of ε-approximation. Using this reduction we can: (i) use a common ground in our analysis, thus removing the specialized (and sometimes tedious) analysis of the required sampling sizes used in many of the related works mentioned in Section 2. (ii) use smaller sample sizes that improve on those obtained in previous works, due to recent results taken from the context of Machine Learning [33] . (iii) apply numerous results from the field of Computational Geometry, dated back to [29] , regarding the study of VC-dimension and ε-approximations. For example: deterministic constructions [35] , for convex shapes (which have unbounded VC-dimension) [8] , and in the streaming model [3] .
Our reduction includes multiple stages and uses the new notions of robust approximation and robust corests as intermediate points.
We elaborate on our reduction to ε-approximation (including our new notions) in the upcoming Section 4 which addresses a detailed overview of our framework.
Functional representation of data elements and coresets:
To study coresets over a wide range of objectives, we present an abstract framework in which the data points are considered as functions. Namely, for a center x, the value f (x) represents the cost of clustering the data element corresponding to f with x. This representation is not superficial, and is in a sense crucial, as in our setting the coresets we construct are no longer "data elements" (as is common in the literature) but rather functions as well. Indeed, in some cases, our coresets will correspond to a subset of data elements, and thus their representation by functions will have no special meaning. However, in several cases the coreset consists of a small set of functions, that are closely related to the original data functions, however differ in certain behaviors.
For example, several of our coresets use functions g corresponding to the data functions f such that g(x) = f (x) only if f (x) is smaller than a certain threshold; otherwise g(x) will be neglected and equal to zero. Another example includes the use of functions g that correspond fully to data elements f , but appear in the coreset as having negative weight. We extend and generalize results from [24] that had such properties. However, unlike in [24] , a PTAS for the optimization problem can be computed from the coresets without using the original data.
One may argue that this skewed succinct representation of the original data violates the traditional line of thought in which a coreset consists of a subset of "real" data elements, and thus in many cases we make an effort in finding such "standard" coresets. However, when considering the computational objective in the construction of coresets, namely a tool to allow the efficient approximation of clustering problems, our notion of coresets plays a role equiv-alent to that of standard coresets. The flexibility in allowing our coresets to deviate from standard conception is a key point in our ability to obtain improved results.
Generalized range spaces:
In the vast literature on clustering, the notion of coresets is defined in several ways. Two common definitions include strong and weak coresets, which roughly speaking, address the combinatorial and computational aspects of clustering respectively. Namely, strong coresets require a similar behavior when compared to the data set for every set of centers, while weak coresets require "just enough" so that the coreset can be used in the design of efficient algorithms for approximate clustering.
In this work we unify the study of weak coresets that was used recently in [2, 23, 24] with older results related to ε-approximation [9] , called ε-frames. As our work reduces the study of coresets to that of ε-approximation in certain range spaces, this unification is captured by the development of a new notion: a generalized range space and a corresponding generalized dimension.
More specifically, in the standard study of range spaces, an εapproximation captures the propertied of the original space with respect to any range in the space. This intuitively corresponds to the study of strong coresets. For the (more delicate) study of weak coresets, we enhance the standard definition of a range space, to obtain a generalized definition and theory. In our generalized view, an ε-approximation captures the propertied of the original space with respect to a subset of predetermined ranges in the space (and not necessarily all of the ranges). Choosing the predefined subsets carefully, one may capture the essence of weak coresets. The study of generalized range spaces enables us to use the same algorithms in our constructions of coresets, whether weak or strong, where the difference in the obtained results (in size and running time) is now easily traced back to the notion of the generalized dimension of the range space at hand.
FRAMEWORK OVERVIEW
We now review the concept of ε-approximations and ε-coresets followed by a detailed overview of our general framework.
ε-Approximations and coresets
For a multi-set F of non-negative functions on a set X, we say that S ⊆ F is an ε-approximation for F , if for every every x ∈ X and r ≥ 0 we have
For a set F of non-negative functions on a set X, we say that D is an ε-coreset for F , if for every x ∈ X we have
In this paper we forge a link between ε-approximations and εcoresets for general families of queries. As a warm-up, we present the following theorem which is a special case of our main theorem (Theorem 4.11). It relates to the notion of sensitivity that was introduced in [31] for k-median type problems. 
Algorithm BICRITERIA(F, ε, α, β) 
For example, suppose that we are given a set P of n points in R d , and we wish to compute a small set of functions D such that, for every x ∈ R d , we will have that cost(D, x) is a (1 + ε)approximation to the sum of Euclidean distances p∈P p − x 2 . For every p ∈ P and x ∈ X = R d , let fp(x) = p − x 2 and F = {f p | p ∈ P }. Let x * denote the point that minimizes the sum of distances to P , and define
It is not hard to verify that (1) holds for this definition of m(f p) and
f ∈F m(f ) = O(n); see [31] . By the PAC-learning theory, a random sample S ⊆ G of size O(d/ε 2 ) is an ε-approximation of the set G that is defined in Theorem 4.1, with high probability; see [32] . By Theorem 4.1 we conclude that there exists a set D, |D| = O(d/ε 2 ), such that |cost(F, x) − cost(D, x)| ≤ εcost(F, x) as desired. In the next sections we present tools that allow us to compute such a small coreset D efficiently, deal with high dimensional spaces (say, when d = n), and with k-clustering problems (for example, when x = (x 1, · · · , x k ) and fp(x) = mini p − xi ).
Bicriteria approximation
As common in several studies of geometrical clustering, our starting point is that of bicriteria approximation. Given the function family F , and a set of potential centers X, an (α, β) bicriteria solution to the clustering problem (F, X) is a subset B of X of size β such that cost(F, B) ≤ α min x∈X cost(F, x). Here, for a set B, the term cost (F, B) is equal to f ∈F f (B), where f (B) is a slight abuse of notation which represents the expression minx∈B f (x). Efficient bicriteria approximation algorithms for constant values of α and β have been extensively studied over the last decade for a number of function families F . For example, in [28, 10, 21, 23, 19, 24, 31] the starting point for the efficient construction of small ε-coresets for k-median is an efficient bicriteria algorithm for kmedian. Bicriteria approximation was also used as a starting point for computing clustering in the setting of outliers and penalties; see [7, 11] .
The first part of our framework yields a general paradigm for bicriteria approximations, that essentially reduces the task at hand to that of ε-approximations from the theory of Machine/PAC Learning and VC dimension [40, 29] . Roughly speaking our reduction includes three steps. In the first step, we determine the combinatorial complexity of the clustering problem at hand by defining a corresponding generalized range space and studying its generalized VC-dimension (we elaborate on these notions shortly). We then show that an ε-approximation to the corresponding range space, yields a relaxed notion of bicriteria clustering we refer to as a robust median. Finally, we show how to use these robust medians in able to obtain a bicriteria solution. An outline of our framework follows.
Generalized VC dimension:
Given the clustering problem at hand (i.e., the function family F ), one starts by defining a corresponding range space and by studying its combinatorial complexity (i.e., dimension). [33] ). Let F be a finite set of functions from a set X to [0, ∞). The dimension dim(F ) of F is the dimension of the range space F, ranges(F ) , where ranges(F ) is the range space of F , that is defined as follows. For every x ∈ X and r ≥ 0, let range(
To allow the unified study of both strong and weak coresets, we enhance the definition above to that of a generalized range space. In a generalized range space corresponding to F , for every subset S of functions one defines a corresponding subset of important ranges ranges(S) ⊂ ranges(F ). In our context of clustering, the set ranges(S) will be defined by a subset X (S) of centers x ∈ X that are guaranteed to include a good center to be used in the clustering of S. More precisely: DEFINITION 4.3. Let F be a finite set of functions from a set X to [0, ∞). Let X be a function that maps every subset S ⊆ F to a set of items X (S) ⊆ X. The pair (F, X ) is called a generalized function space, if for any S ⊆ S it holds that X (S) ⊆ X(S ). The dimension of (F, X ) is the smallest integer d, such that
where ranges(S) = {range(x, r) | x ∈ X (S), r ≥ 0}.
For a generalized function space (F, X ), we now seek small subsets S ⊆ F that are ε-approximations to the range space (F, ranges(S)). Loosely speaking, such sets will approximate the function set F with respect to the centers in X (S) that are (by definition) of "importance" to the approximation of S. Combining this with a proof that centers that approximate S also approximate F , will yield the weak coresets we desire. Notice that in the above definition we have required the function X to be monotone. This allows us to obtain the following (immediate) connection between random sampling and ε-approximation (e.g., via [32] ). F, ranges(S) ).
To illustrate our definitions, consider the standard problem of kmedian in R d . Here, the range space corresponding to F in Definition 4.2 has dimension O(dk). Thus, using this range space in our work would imply weak coresets and algorithms with running time that depends in an undesired fashion on d. As all our algorithms at their core are based on the notion of ε-approximation, to avoid this dependence on d, it suffices to define a generalized function space of dimension that is independent of d.
Indeed, using the results of [39] it can be shown that every subset S of F has a low dimensional corresponding set of centers (set of k-tuples) X (S) such that min x∈X (S) cost(S, cost(S, x) . Specifically, X (S) will consist of all k-tuples x in the subspaces spanned by ε −1 log(ε −1 ) points in S. It is not hard to verify that the dimension of (F, X ) is now O(kε −1 log(ε −1 )), and thus independent of d. Which finally yields a succinct ε-approximation S via Theorem 4.4 that approximates F on all centers in X (S).
From ε-approximation to robust medians:
In what follows we define the robust median problem, which is a relaxed version of bicriteria clustering which strongly resembles the problem of clustering with outliers. In a nutshell, a robust median for a set of data elements (functions) S, is a set of centers Y ⊂ X that cluster all but a small fraction of the elements in S very efficiently. In the below definition, the parameter α represents to the quality of clustering, the parameter β refers to the size of Y , the parameter γ refers to the amount of outliers, and ε is a slackness parameter. DEFINITION 4.5. Let F be a set of n functions from a set X to [0, ∞). Let 0 < ε, γ < 1, and α > 0. For every x ∈ X, let F x denote the γn functions f ∈ F with the smallest value f (x). Let Y ⊆ X, and let G be the set of the
Notice that a set of centers Y which are a (1, 0, α, β)-median are (by definition) an (α, β) bicriteria approximation. Thus, one is interested in finding good robust medians for F . We show that this is possible via ε-approximations S to the function space (F, X ). In the lemma below we use β = 1. We note that a similar lemma, for general β, also holds, although due to space limitations is not stated in this extended abstract. LEMMA 4.6. Let (F, X ) be a function space of dimension d. Let γ ∈ (0, 1], ε ∈ (0, 1/10), δ ∈ (0, 1/10), α > 0. Let S be a random sample of s = c ε 4 γ 2 d + log 1 δ , i.i.d functions from F , where c is a sufficiently large constant. Suppose that x ∈ X (S) is a ((1 − ε) γ, ε, α, 1)-median of S, and that |F | ≥ s. Then, with probability at least 1 − δ, x is a (γ, 4ε, α, 1)-median of F .
Once the connection between ε-approximation and robust medians is established, one can find robust medians for F via an exhaustive (or sometimes more efficient) algorithm that addresses the εapproximation S.
From robust medians to bicriteria. We are now ready to present our algorithm for bicriteria approximation. Before presenting our algorithm, we note that although an (α, β)-bicriteria approximation is precisely a (1, 0, α, β)-median, we cannot use Lemma 4.6 above to obtain a bicriteria solution (as in Lemma 4.6, ε > 0 and there is a slackness in the reduction w.r.t. γ).
Our algorithm BICRITERIA (F, ε, α, β) for bicriteria approximation appears in Figure 1 . The algorithm receives the function family F and parameters α, β, ε and outputs a subset of centers of size logarithmic (in |F |) that act as a bicriteria approximation to the median problem on F . The main recursive call for "(3/4, ε, α, β)-median" in BICRITERIA is to the computation of a (3/4, ε, α, β)-median for F which is essentially done via the connection to ε-approximation specified above. Namely, to compute a (3/4, ε, α, β)-median for the function set F i (defined in the algorithm), we take a random sample S of F i, find a corresponding robust median for S, and return it as a robust median for F i. Our main theorem in the context of bicriteria approximation follows. THEOREM 4.7. Let F be a set of n functions from a set X to [0, ∞), and let α, β ≥ 0, ε ∈ [0, 1]. Let B be the set that is returned by the algorithm BICRITERIA(F, ε/100, α, β) ; see Fig. 1.  Then B is a ((1 + ε) α, β log n)-approximation for F . That is, |B| ≤ β log 2 n and f ∈F minx∈B f (x) ≤ (1+ε)α·minx∈X cost(F, x). This takes time
where:
• t is an upper bound on the time it takes to compute f (Y ) for a pair f ∈ F and Y ⊆ X such that |Y | ≤ β.
The size and running time are specified in Theorem 4.7 in an abstract manner as a function of α, β, ε, RobustMedian, Exhaus-tiveBicriteria, and implicitly d -the generalized VC dimension of the function space (F, X ). In Section 2, we presented some concrete examples in which the size and running time specified in Theorem 4.7 are computed for specific well studied clustering problems. More examples appear in the full version of this work [22] . As we show, our framework improves upon previously best known results.
From bicriteria to coresets
Once one has established an (α, β) bicriteria approximation for the clustering problem at hand, we present a paradigm for obtaining coresets (both strong and weak as defined in Section 2).
We start the description of our results in the special case that the function set F corresponds to the classical k-median problem in R d . We then turn to present our framework when the function set F corresponds to the problem of clustering points onto k lines in R d (i.e., projective clustering). Finally we present our framework in its most abstract form, addressing general function families F . The algorithms presented in the case study above (presented in Figures 2 and 3 ) are all derived from the general algorithm presented in Figure 4 .
The k-median problem in R d : Let P be a set of data elements in R d . Let the centers X consist of all k-tuples of R d . (In this context, there is a function f p ∈ F corresponding to each point p ∈ P defined as f p(x) = dist(p, x).) Our coreset construction in this case is very simple in nature and consist of two major steps. In the first step, using a bicriteria approximation B, we assign a weight m p to each data element p ∈ P . We then iteratively sample the point set P according to the distribution implied by the weights {m p}, to obtain a small sample S ⊂ P . Our algorithm k-MEDIAN-CORESET is presented in Figure 2 .
This general algorithmic paradigm in itself is the basis of several coreset constructions that have been recently suggested, e.g., [10, 24, 23, 31] . However, the main novelty in our algorithm is in its second step, which essentially adds the bicriteria centers as additional elements in the coreset. Adding the bicriteria centers to 4 Pick a non-uniform random sample S of t points from P , where for every q ∈ S and p ∈ P , we have q = p with probability m p/ q∈P mq. the coreset, combined with a delicate weighting mechanism (that may assign negative weights), enables the proof of the following theorem. In what follows, we assume B is an (O(1), O(k)) bicriteria approximation. This can be obtained from previous works (e.g., [10] ) or by the use of our framework in an enhanced version of Theorem 4.7 (details appear in full version [22] ). Replacing R d by any metric space (M, dist) we obtain an analogous theorem in which the dimension d of the corresponding function space (which effects the sample size t in the theorem) is now log(n). THEOREM 4.9. Let (P, dist) be a metric space of n points. Let 0 < ε, δ < 1/2, and t = c ε 2 · k log n + log(1/δ) , where c is a sufficiently large constant. Then, with probability at least 1 − δ, k-MEDIAN-CORESET (P, B, t, ε) returns a weighted ε-coreset D ⊆ P of size t. The running time needed to compute D is O(nk+ log 2 (1/δ) log 2 n + k 2 + t log n).
The main idea governing the proofs of Theorems 4.8 and 4.9 lies in the fact the the random sample S of algorithm k-MEDIAN-CORESET is an ε-approximation to (a slightly modified version of) the function family F corresponding to k-median clustering of P . To obtain our succinct setting for t, we perform a delicate analysis which determines the weights {m p}, {w(p)} and {w(b)} specified in k-MEDIAN-CORESET. In the case of k-median clustering, our coresets consist of points in the data set P (as common in the study of coresets for approximate clustering). In the coresets to come, this will no longer be the case, and the functional representation of our data will be central.
Clustering onto k-lines:
We now turn to address the more complicated case of clustering onto k lines. Namely, let P be a set of data elements in R d . Let the centers X consist of all k-tuples x of lines in R d . As in the k-median problem, our starting point is a bicriteria approximation B. However, in this case, our algorithm will have three steps instated of two. The first two steps are similar in nature to those of algorithm k-MEDIAN-CORESET, however instead of returning a standard coreset, they will yield a so-called B-coreset (for Bicriteria) -to be discussed in detail shortly. Once a B-coreset is obtained, we take advantage of its structure to obtain a standard coreset.
We start by discussing the first two steps outlined in algorithm METRIC-B-CORESET of Figure 3 . As before, our coreset D is the union of two groups of points in R d : the subset S which is obtained by a (non-uniform) random sampling; and a second subset which is obtained via the bicriteria solution B. However, in this case, the second group cannot consist of the (α, β) bicriteria B itself as it is no longer a succinct set of points -but rather a set of lines! Thus, to proceed we project the points P onto the bicriteria solution to obtain a new subset of points P of size identical to |P |. Namely, for each point p ∈ P we define a new point p on the closest line in B to p such that dist(p, B) = p − p .
Our B-coreset D is now in essence the union of the sample S and the set P denoted by proj(P, B) and acts as a coreset to P . To be more precise, the coreset D is a function family which is a weighted and "threshold" defined version of dist(p, x) for points p in S ∪P . For a point p ∈ S and a center x ∈ X, the corresponding function in D is proportional to dist(p, x) when p = proj(p, B) is close to x and zero otherwise (via the weight function w(p, x)). In a complementary manner, for a point p ∈ P and a center x ∈ X, the corresponding function in D equals dist(p , x) when p is far from x and zero otherwise (via the weight function w(p , x)). Roughly speaking, the combination of functions corresponding to S and P in our coreset allows to prove the quality of D using a case analysis that depends on the query point x ∈ X. Namely, for some centers x we will assign the cost of dist(p, x) to the function in D corresponding to p and for others to the functions corresponding to S. This freedom will allow us to prove that indeed the cost of clustering D is a good approximation to that of clustering P .
However, as the reader may have noticed, the size of our coreset is larger than the set we started with, so where is the gain? The gain is in the structure of the coreset D compared to the data set P : it is (essentially) the union of a small set S with a set P that lies in a low dimensional space. Specifically, P can be partitioned to sets, each consisting of points on a single line (from B). Thus, if B is small (and using Theorem 4.7 it is logarithmic), we have conceptually reduced the problem of finding a coreset for P to that of finding a coreset for D, which can now be done via its specialized structure (e.g., via [21] ). The following theorem summarizes the quality of the resulting algorithm, which (a) first runs METRIC-B-CORESET to obtain D corresponding to S and P , (b) then uses [21] and a few additional ideas to find a small set of points S that are a good approximation to P (including a corresponding weight function), and (c) returns a succinct function set corresponding to S and S . 
The general setting:
We now address the general setting in which we are given a general function family F . As in the previous case, our algorithm first finds a B-coreset, and only then may try to utilize the nature of the B-coreset to obtain a standard coreset. Our algorithm B-CORESET for finding the B-coreset is presented in Figure 4 and is phrased in an abstract manner that captures the previously defined coreset algorithms METRIC-B-CORESET and k-MEDIAN-CORESET.
Roughly speaking, as before, our B-coreset will consist of two subsets of functions, the subset T which is defined by the "projection" of F onto a given bicriteria B; and the function set U which is a weighted random sample of the function set F . However, for a general function set F , there is no natural notion of projection. To address this difficulty, we define the projection of F onto a bicriteria solution B, as an additional function set F given as input to B-CORESET. In our analysis, we will rely on certain properties of F that intuitively correspond to the standard notion of projection that arises in various applications. Additional inputs to algorithm B-CORESET include a threshold function s f : X → [0, ∞) for every f ∈ F , and a weight function m : F → N \ {0}. These will play the role of the threshold and weight functions defined in the previous algorithm METRIC-B-CORESET.
We now turn to discuss the set U returned as output by B-CORESET. Notice, that there is no use of random sampling in algorithm B-CORESET. Instead, to construct the set U we use the more general notion of ε-approximation, again on a weighted and threshold defined variant of F . To be precise, we could have used the notion of ε-approximation in the previously defined coreset algorithms as well, but instead represented them in terms of random sampling for ease of presentation.
All in all, algorithm B-CORESET returns two sets, the function set T that corresponds to a threshold version of F (which intuitively corresponds to a projected version of F onto a given bicriteria solution), and the function set U which corresponds to a small sized ε-approximation to (a threshold and weighted version) of the family F . Our main theorem in the this general setting is now:
Algorithm B-CORESET(F, F , s, m, ε)
1 For each f ∈ F , let t f : X → [0, ∞) be defined as:
3 For each f ∈ F let g f : X → [0, ∞) be defined as: 
Some remarks are in place. Primarily, our presentation of Theorem 4.11 is very general and involves several parameters and function sets. From this presentation, both the the size and quality of our coreset D is hard to decipher. The abstract nature of Theorem 4.11 allows us to apply it on several function families F . In Section 2 we have presented a number of concrete algorithmic applications. These applications are proven in detail in the full version of this work [22] .
Secondly, as discussed in Section 3, the output of algorithm B-CORESET is a new set of functions D that may not be a subset of F . Indeed, this is the case, however we stress that the set U is essentially a subset of F which differs only by our weights m f and threshold cut-off s f . Moreover, the function set F and thus the set T will be a set of functions that are typically easy to compute from a bicriteria of (F, X). As we have shown, in certain cases, such as the k-median problem discussed previously, we are able to slightly modify our algorithm so that it returns a set of points D ⊂ F as the desired coreset and not a function set that may have cut-off thresholds.
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