Abstract-In this paper, a new system equivalence relation, using the framework of differential geometry of jets and prolongations of infinite order, is studied. In this setting, two systems are said to be equivalent if any variable of one system may be expressed as a function of the variables of the other system and of a finite number of their time derivatives. This is a Lie-Bäcklund isomorphism. This quite natural, though unusual, equivalence is presented in an elementary way by the inverted pendulum and the vertical take-off and landing (VTOL) aircraft. The authors prove that, although the state dimension is not preserved, the number of input channels is kept fixed. They also prove that a Lie-Bäcklund isomorphism can be realized by an endogenous feedback, i.e., a special type of dynamic feedback. Differentially flat nonlinear systems, which were introduced by the authors in 1992 via differential algebraic techniques, are generalized here and the new notion of orbitally flat systems is defined. They correspond to systems which are equivalent to a trivial one, with time preservation or not. Trivial systems are, in turn, equivalent to any linear controllable system with the same number of inputs, and consequently flat systems are linearizable by endogenous feedback. The endogenous linearizing feedback is explicitly computed in the case of the VTOL aircraft to track given reference trajectories with stability; simulations are presented.
I. INTRODUCTION
T HE LINKS between system equivalence, system classification, and feedback design have been clarified and widely exploited for many years. To mention but one example, issued from the now well-admitted differential geometric approach to nonlinear systems [36] , [58] , static-state feedbacks and diffeomorphisms provide us with a natural transformation group preserving the state manifold. Two systems are said to be equivalent with respect to this group if they can be transformed into each other by some element of the group. This approach has produced numerous interesting results including the seminal ones of Jakubczyk and Respondek [40] and Hunt et al. [34] on static-state feedback linearization. However, as far as dynamic feedbacks are concerned, this approach might lead to serious difficulties, as demonstrated by the following elementary example: take the simple integrator and the invertible dynamic feedback (invertible in the sense of the invertibility of the input-output mapping ). It yields the system . To recover the original integrator, we need to pose and therefore two controls and such that constant lead to the same answer, which proves that the corresponding transformation is not one-to-one and that invertible dynamic feedbacks do not form a group. Indeed, this remark did not prevent several authors from getting a lot of insight into the problem of dynamic feedback linearization (see for example [11] , [12] , and [37] in the second half of the 1980's and later on [57] , [61] , [69] , and [72] ), but the equivalence question, which is of a more general nature, remains partly open.
For systems that are reminiscent of Fliess's differential algebraic approach [14] , [15] , namely systems that can be expressed in the form , , , , , , where denotes the time derivative of th order of the input vector and where is a polynomial vector in all its arguments, the present authors have proposed in [22] the notion of endogenous equivalence, which circumvents the above problems and provides a natural framework to the study of system classification and linearization by a restricted class of dynamic feedbacks called endogenous. In this setting, the simplest class is made up of flat systems. As a result, differentially flat, or simply flat systems, are those systems that are equivalent, in this sense, to a system without dynamics, described by a collection of independent variables, the flat output, having the same number of components as the number of control variables. Since linear controllable systems with the same number of inputs are also proved to be equivalent, in this sense, to such systems without dynamics, dynamic feedback linearization results are deduced.
In this paper the endogenous equivalence is generalized to get rid of the system differential algebraic limitations and to be able to embrace, in particular, systems defined by a general vector differential equation of the form . The differential-algebraic framework is now replaced by a differential geometric one (see [16] , [20] , [21] , and [24] ). A related and independent approach has also been developed 0018-9286/99$10.00 © 1999 IEEE by Pomet [61] ; see also an algebraic alternative approach by Jakubczyk [38] , [39] . Since dynamic feedbacks require the use of time derivatives of arbitrary order, we are naturally lead to the recent differential geometric theory of jets and prolongations of infinite order, developed, in particular, in Russia, by Vinogradov and his school [76] - [78] , which is already a mainstay in several parts of mathematics and physics (see [2] and [60] ).
The presentation is as elementary as possible, thanks to five introductory examples, all having the same number, two, of input channels: the vertical take-off and landing aircraft (VTOL), the VTOL with a model of the actuators, the explicit and implicit inverted pendulum, and the Huygens oscillation center. With only two of them being equivalent by diffeomorphism and static-state feedback, we demonstrate that they are all equivalent in the following generalized sense: for an arbitrary pair of the above systems, to the trajectories generated by one system, there locally corresponds the trajectories of the other in a one-to-one way, or, more precisely, all the variables of one can be expressed as a function of the variables of the other and a finite number of their time derivatives.
In the differential geometric language under consideration, this equivalence, which is perhaps unusual in control theory, is well-known in physics and often receives the name of Lie-Bäcklund isomorphism [2] , [35] , [80] . Moreover, as will be seen on the five introductory examples, it naturally fits with important physical considerations and confirms the fact that the classic geometric state space approach, where the state lives in a fixed finite-dimensional manifold, and where the allowed transformations (diffeomorphic changes of coordinates and feedbacks) must leave this manifold invariant, is too restrictive for our purpose. Here, we prove that only the number of input variables is preserved by Lie-Bäcklund equivalence (see also [61] ).
However, since, again, Lie-Bäcklund equivalence does not preserve the state dimension, it can be used to decrease the system complexity by reducing both the number of variables and equations. This particularly important property is extensively used all along this paper to extract a minimal set of relations (couplings) between a minimal set of variables that contain all the original informations on the system trajectories.
In this setting, a system is said to be differentially flat if it is Lie-Bäcklund equivalent to a trivial system, i.e., a system without dynamics, or, in other words, described by a set of independent scalar variables for which no relations exist between their derivatives of any order, being the number of inputs. This set of variables is called a flat output. A flat system is also proved to be equivalent to any linear controllable system (of any dimension) with the same number of inputs. We also generalize this definition to include time scalings by introducing the notions of orbital equivalence and orbital flatness. Differentially flat and orbitally flat systems are proved to satisfy the strong accessibility property due to Sussmann and Jurdjevic [74] .
Our main result explains the relationships between Lie-Bäcklund isomorphisms, endogenous feedbacks, and the classic setting of dynamic state feedback. One of the main consequences of this result is a constructive method to compute the dynamic feedback that exactly linearizes a flat system.
In spite of the tight links relating flatness and dynamic feedback linearization, the two concepts are indeed distinct. Following [50] , we may argue that, though any flat system can be feedback linearized using endogenous dynamic feedbacks, flatness is a property of a system, and more precisely of its trajectories. It does not imply that one intends to then transform the system, via a dynamic feedback and appropriate changes of coordinates, to a single linear system. When a system is flat it is an indication that the nonlinear structure of the system is well characterized and one can exploit that structure in the control design. Let us stress that some of the most useful properties of flatness and flat outputs concern the system trajectories and find an immediate application in trajectory generation and tracking. Precisely, according to the flat output properties, system trajectories exactly joining a collection of points with given velocities, accelerations, jerks, etc., are easily generated (see [22] ), thus replacing difficult dynamical computations by static interpolation techniques. Moreover, a tracking architecture for which the controller is fixed once and for all, independently of the particular trajectory to follow, may be obtained with stability (see [16] ). Finally, let us mention the major difficulties to obtain computable criteria for checking flatness. Note that, in this perspective, the fundamental results of [34] , [40] , and [73] may be seen as the first sufficient conditions for checking a special kind of flatness. Nevertheless, a large number of engineering examples from many fields stemming from mechanics to chemical or biological processes, enhance the authors' belief that, since flat outputs contain all the required dynamical informations to run the system, they may often be found by inspection among the key physical variables. This feature is particularly evident on the VTOL example (see [31] , [45] , and [49] ), whose flat output is made up with the coordinates of the Huygens oscillation center and in the numerous applications to food engineering processes [5] , car equipment design [6] , car parking [16] , [22] , [67] , crane control [22] , [27] , [44] , tracking observers [28] , magnetic bearings control [43] , aircraft [48] , [49] , and helicopter control [55] , induction motors [53] , chemical reactors [64] , [65] , etc., recently treated by this approach.
This point of view is here enhanced by sketching both the motion planning and the feedback design of the VTOL example, and some simulations showing the aircraft closedloop behavior in the presence of errors are presented.
Our paper is organized as follows. We first describe carefully our five examples. The calculations for showing their equivalence are presented in order to familiarize the reader with the infinite-dimensional differential geometric language. The second section introduces our infinite-dimensional geometry by associating to a "classic" dynamics a manifold with local coordinates the components of and the time derivatives of any order of the components of . The formalism is developed in such a way that it encompasses nonlinear control systems which are not a priori written in the above form, but as a mixture of differential and nondifferential, i.e., implicit equations (remember that such a situation often occurs in practice; see, e.g., [7] , [22] , [27] , and [54] ). The equivalence we have in mind then becomes in this setting a change of (infinite-dimensional) local coordinates. Trivial systems and linear controllable systems are then introduced and flatness is defined. We also introduce orbital equivalence and orbital flatness where time-scaling is allowed. Various properties of this equivalence such as the invariance of the number of inputs, are proved. The strong accessibility property of a flat system is then deduced. The last section establishes the connection between Lie-Bäcklund isomorphisms and endogenous feedbacks, a special type of dynamic state feedbacks. The controller and simulations of the VTOL example are then presented, followed by a conclusion.
II. FIVE INTRODUCTORY EXAMPLES

A. The VTOL Example
We consider, as in [31] , a very simplified VTOL aircraft whose evolution is restricted in the vertical plane (see Fig. 1 and the notations therein). Let ( , , ) be a fixed inertial frame and ( , , ) be a moving frame attached to the aircraft (body axes). We denote by the angle between the moving frame and the inertial one.
The forces acting on the system are where is a fixed angle. The weight is applied at the center of mass ; the thrusts and are, respectively, applied at the points and , where
The equations of motion written in terms of the center of mass are then where is the velocity of and is the angular momentum about . Projecting these equations in the fixed axes, we get Setting the equations of motion finally read (1) The dimensionless parameter will in general be small because the angle is small by construction. The normalized lengths and represent actual lengths divided by the intensity of the gravitation field, hence a normalized length of 1 represents an actual length of about 10 m.
The two control variables and are proportional to the vertical acceleration and torque, respectively, applied to the center of mass. From now on, (1) will be referred to as the VTOL model.
B. The VTOL with a Model of the Actuators
We now add to (1) a model of the actuators, namely differential equations that describe the way the acceleration and torque are produced (2) The smooth functions , 1, 2, which need not be specified here, are such that the mapping , , , , , , , , , , is invertible for every , , , , , , , where the vector-valued function stands for the vector , . According to this invertibility, and since the variables used to describe (2) can be expressed in terms of the variables of the VTOL system and a finite number of their derivatives, it seems natural to call this new extended system equivalent to (1), though its state dimension is different.
Clearly, to every integral curve of (1), defined by
for in an open interval of , there corresponds an integral curve of (2), defined, on the interval , by , , ,
and (4) We have thus constructed a mapping sending the integral curves on the integral curves . Moreover, preserves tangent vectors since to the tangent vector there corresponds the tangent vector . Conversely, it is immediate to check that is invertible: every point of the integral curve can be uniquely expressed as a function of . This new (inverse) mapping also preserves tangent vectors. It results that the trajectories of (1) and (2) are two different descriptions of the same object. We thus have the right to declare that (1) and (2) are equivalent.
Since the above trajectories live on manifolds with different dimensions, and since their state representations are both strongly accessible (see, e.g., [36] and [58] ), this equivalence relation is indeed an unusual one. Moreover, it may involve derivatives of the input coordinates [see (4) ]. The above invertible mapping is called a Lie-Bäcklund isomorphism, or, sometimes, a Lie-Bäcklund transformation, and the associated equivalence relation, a Lie-Bäcklund equivalence (see Section III-B below). Note that since the model of the actuators can be realized from (1) by the invertible dynamic feedback (5) the above equivalence relation can be interpreted in terms of dynamic feedback. Precise statements concerning this aspect may be found in Sections III-B and III-C. We will see later on that the VTOL is flat, or, in other words, equivalent to a controllable linear system. Therefore, (2) is also flat by the transitivity of the equivalence relation.
It is interesting to remark that this equivalence concept is strongly related to Cartan's absolute equivalence, as noted by Shadwick [69] , and then Sluis [71] , and Murray and his colleagues [57] , by interpreting in the context of controlled systems the original work of Cartan [8] , [9] (see [60] for a recent and nice book on this subject).
Remark also that if, in place of a model of actuators of the first order, we had a higher order dynamic extension, using only the system variables and a finite number of their time derivatives, the same result would still hold true, with the Lie-Bäcklund isomorphism involving higher order derivatives of and . Therefore, it may be more convenient to define such mappings as ranging the manifold with coordinates into itself. This implies in turn that all the notions of systems, manifolds, vector fields, etc. may also be expressed in this setting. This is precisely what we have in mind.
C. The Inverted Pendulum Example
We consider an inverted pendulum in the -plane (see [22] and [45] ), of mass , controlled by means of an exterior force applied to the point located at a distance from the center of mass of the pendulum (see Fig. 2 ). Let ( , , ) be an inertial frame. The force reads in this frame . The force applied to the center of mass is the sum of and the gravitational field:
. Denote by the coordinates of . We have
Denote by the angle between the pendulum and the vertical axis (parallel to ) and the inertia of the pendulum. The vector thus reads and the angular momentum about is given by
We have thus obtained Setting yields (6) where and are the components of the input vector. We call this system the inverted pendulum model.
As with the previous example, it is easily seen that the normalized pendulum dynamics and the VTOL dynamics are equivalent in the sense that to every trajectory of (1), with its associated tangent vector field, there corresponds a unique trajectory of (6) with its associated tangent vector field, and conversely. This results from the formulas (7) and (8) being the same in both systems. Note that since the state dimension is preserved, the above defined mapping is a diffeomorphism: our notion of equivalence coincides here with the classic equivalence by diffeomorphism and static feedback (see, e.g., [36] and [58] ).
D. An Implicit Model of Pendulum
We also consider the following variant of (6), obtained by eliminating the control variables and (9) This is a single implicit differential equation with three unknown functions . Such an implicit differential equation is thus called underdetermined. The number of degrees of freedom is 2, i.e., it is the number of input channels: by posing and , the system becomes determined and the equivalence with the normalized inverted pendulum is clear. Therefore, besides the fact that the control variables are not specified, it contains exactly the same information as (6) . This shows in particular that our notion of equivalence is intrinsic in the sense that it does not depend on the choice of input, state, and other system variables.
The equivalence of (9) to the VTOL model (1) may be proven in the same manner by using the relations (8) .
E. The Huygens Oscillation Center
Finally, we consider the following implicit differential system (see [3] , [18] , [19] , and [45] ) with four unknown functions and two equations (10) This system admits the following geometrical interpretation. Let and be the coordinates of two points, and , respectively, in the plane [( , , ) is the inertial frame associated to ( , , )]. The first equation simply means that the Euclidian distance from to is equal to . The second equation means that the vector, sum of the acceleration of , and of the constant vector , is colinear to the vector 1 (11) These equations are satisfied by a single rigid body, in the vertical (normalized) gravity field , free to turn about a horizontal axis, fixed in the body and parallel to : is then the center of oscillation (often called Huygens oscillation center) and the center of suspension (see [79, p. 132] ). Thus for the VTOL, coincides with ( , ) and (see Fig. 1 ) corresponds to (12) Similarly, for the pendulum, coincides with and is the point belonging to the axis , corresponding to (12) (see Fig. 2 ).
Another property of the oscillation center is that it summarizes in a static way, i.e., without integrating any differential equation, all the information needed to recover the dynamic behavior of the rest of the solid. More precisely, once its trajectory is given, one can completely recover the trajectory 1 Note that the physical properties of Y are directly translated into the implicit differential system (10), whereas decoding them from an explicit statespace realization would not be that easy (see also [27] for a more detailed discussion on this subject).
to be followed by the center of mass and the corresponding force to apply: from (11) and (12), we get or Finally, we have (13) and the force is easily deduced by twice differentiating the expressions of and . This property, called differential flatness, will be studied in greater details in Section III-C.
To prove the equivalence of (10) to (6) or (1), by transitivity, it suffices to prove that (10) and (9) are equivalent. Starting from (10), differentiating twice (12), we get (14) Taking into account the fact that and , we have Therefore, if (10) holds true, then (9) does too, and conversely, which proves the equivalence.
As a consequence, all the variables of (6) or (1) can be expressed, in an invertible way, in terms of and a finite number of their time derivatives , , , , , . Indeed, in the pendulum case, it suffices to compute and by differentiating twice the expressions of and (15) which involve derivatives of and up to fourth order. Accordingly, in the VTOL case, it suffices to use (8) to obtain and , thus also involving derivatives of and up to fourth order.
Comparing this example with the second one, we find that, in (10), the control variables are and . Remember that and and, by (12), we have and , where is the input of the pendulum model (6). Thus, (10) may be seen as a reduced model where we have removed the double integrators of the VTOL or the inverted pendulum.
To summarize, the first three examples are given by state representations with different dimensions, the first and the third example being described by six variables, whereas the second is eight-dimensional, and the last two examples are not given in classic state variable representation. However, they are all equivalent as far as we accept to deal with coordinates and a finite, but a priori unprescribed, number of their derivatives with respect to time. This is why, in the first example, we need to consider coordinates of the form where , , and correspond to the velocity of , , and , respectively, and where corresponds to the derivative of order of , , with respect to time. The manifold associated to (1) is thus the Cartesian product A simple introduction to the basic properties of such infinitedimensional differential manifolds is provided in the next section.
III. INFINITE-DIMENSIONAL DIFFERENTIAL GEOMETRY
A. Infinite Number of Coordinates 1) Explicit State Variable Representations:
Consider the dynamics (16) where is smooth on an open subset , is the state, and is the control input. The mapping is in fact an infinite collection of vector fields parameterized by . More precisely, to define an integral curve of (16), we not only need to specify the initial condition at time , but also the smooth time function on a given time interval. This infinite-dimensional dependence on the input is not well-adapted when considering dynamic feedback. According to the examples of the preceding section, we develop a slightly different standpoint where the integral curves of (16) (17) with . Therefore, (17) defines a vector field, in the classic sense, on the infinite-dimensional manifold . The same conclusion is reached in another way, by considering the next Lie derivative formula: take a smooth function , i.e., smoothly depending on , , and a finite number of derivatives of . We adopt the classic notations and . The time derivative of along a trajectory of (16) is given by (18) at every point , , , , , . Note that, though depends only on derivatives of up to order , the coordinate is required, which is one more motivation to consider the coordinates made up with the whole sequence of derivatives of .
This formula may be interpreted as the Lie derivative of with respect to the infinite-dimensional vector field (19) or, with notations easily understood from the Lie derivative formula (18) (20) Note that each component of is a smooth function, i.e., depends smoothly on a finite number of coordinates.
Therefore, to the controlled system (16), where is a family of vector fields parameterized by , we substitute the following system definition with a "true" vector field on an infinite-dimensional manifold.
Definition 1: A classic system is a pair where is a smooth vector field on . Notations: All along this paper, we shall use the following notations:
, , , , for every , and . Remark 1: To be rigorous we must say something of the underlying topology and differentiable structure of to be able to speak of neighborhoods and smooth objects. This topology is the Fréchet topology (see, e.g., [30] for details), which makes things look as if we were working on the product of copies of for a "large enough" . For our purpose it is enough to know that a basis of the open sets of this topology consists of infinite products of open sets of , all but a finite number of them being equal to , and that a function is smooth, or , if it depends on a finite but arbitrary number of variables and is smooth, or , in the usual sense. In the same way a mapping : is smooth if all of its components are smooth functions.
Notice also that equipped with the Fréchet topology lacks many useful properties (see also [80] ); very useful and familiar theorems in finite-dimensional analysis (see, e.g., [1] and [13] ) such as the implicit function theorem, Frobenius theorem, or the straightening out theorem no longer hold true.
We can also define manifolds modeled on using the standard machinery. The reader not interested in these technicalities can safely ignore the details and will not lose much by replacing "manifold modeled on
" by "open set of ."
Remark 2: We saw above how a "classic" control system of the form (16) fits into our definition. There is nevertheless an important difference: we lose the notion of state dimension (see the VTOL examples with and without a model of the actuators as another illustration of this aspect). Indeed (21) and (22) now have the same description , with in our formalism: indeed the mapping is a trajectory of (21) if and only if the mapping is a trajectory of (22) . This situation is not surprising since the state dimension is of course not preserved by dynamic feedback. On the other hand we will see that there is still a notion of input dimension.
Example 1: The trivial system , with coordinates , , ,
and vector field (23) or with the differential operator notation (24) describes any system made up of independent chains of integrators of arbitrary lengths, and in particular the direct transfer , , , . Example 2: A (classic) linear system with input channels is described by with the infinite vector field given by where is an matrix and an matrix.
2) The General Case: As suggested by the implicit representations of the pendulum (9) and oscillation center (10) of Sections II-D and II-E, it may be interesting to generalize the above considerations to systems without reference to the particular state variable representation we are working with.
Considering the vector field of (20) , it is made up with a drift part and an infinite control part . The infinite control part may be seen as the projection of by the projection mapping :
, where . For any , , which may be identified with the state space , is finite-dimensional; is called a fiber. Thus induces a structure of fibered manifold on the manifold , with finite-dimensional fibers of constant dimension (see [1] for a discussion of these notions in the finite-dimensional case). We now use this property as a guideline for a general definition. A submersion is a mapping which, in suitable local coordinates, is a projection.
We consider a pair where is a smooth manifold-possibly of infinite-dimension-and is a smooth vector field on . This pair does not generally define a system in a satisfactory way since, for instance, the number of input channels may be infinite. Further assumptions are needed to guarantee that depends only on a finite number of independent input channels, as in the classic case.
Definition 2: We say that the pair is a system if, and only if, there exists a smooth submersion to the trivial system 2 with global coordinates , such that every fiber is finite-dimensional with locally constant dimension for every .
As a consequence of the definition, a local system of coordinates is given by , with for some , and with the -tuple playing the role of independent input channels. A control system locally looks like an open subset of with vector field (25) where all the components of depend only on a finite number of coordinates. A trajectory of the system is a mapping such that , or equivalently . Note that the existence of a local solution to this differential equation is once more implied by the fact that depends only on a finite number of coordinates, where the classic local existence result on finite-dimensional manifolds apply.
Note that our definition of system does not distinguish between state and input variables since they are both deduced from the submersion which is assumed to exist, but not fixed a priori. the submersion is just the projection from to the trivial system with .
Example 4:
In the coordinates , , , , , , , ; , , the vector field associated to the system (1) is given by (26) Similar expressions can be easily obtained for the vector fields corresponding to (2) or (6), which correspond to a different choice of submersion. The vector field associated to (9) , in the coordinates , , , , , ,
As we have seen in the first section, the integral curves of (26) and (27) are transformed into each other by a smooth mapping and the respective tangent vectors are transformed accordingly. Therefore, the same transformation should change the vector field (26) into (27) . The underlying equivalence relation will be precised in the next section. Remark 3: Our definition of a system is adapted from the notion of diffiety, due to Vinogradov (see, e.g., [76] ), which deals with some questions on systems of (partial) differential equations. By definition, a diffiety is a pair (see, also, [80] ), where is a smooth manifold-possibly of infinite-dimension-and is a Cartan distribution on , namely an involutive finite-dimensional distribution on . Remember that involutive means that the Lie bracket of any two vector fields of is itself in (see, e.g., [1] ). As we are only working with systems with lumped parameters, hence governed by ordinary differential equations, we consider diffieties with one-dimensional Cartan distributions, which are thus always involutive.
A similar definition of a control system by an infinite vector field (18) is also introduced in [61] .
Until now, we have chosen to single out a particular vector field rather than work with the one-dimensional distribution it spans. The difference is simply explained in terms of time scaling: the distribution spanned by the vector field , noted , is made of vector fields of the form where is a smooth function on . Therefore, changing into can be interpreted as the time-scaling in a neighborhood of a point where . Note that this time change may depend on a finite number of components of . Indeed, becomes . Though not always necessary, it is often useful to introduce an additional coordinate, corresponding to time, to deal with such scalings and the original manifold is thus replaced by with coordinates . The vector field is, in this case, replaced by . Thus, since is a one-dimensional distribution, denoting by a local basis, the diffiety , corresponds to the differential system , , which is equivalent to , corresponding, as before, to the time-scaling. Therefore, the above definition can be slightly generalized, to cope with time-varying systems, by saying that a system is a diffiety , endowed with a one-dimensional distribution and a submersion to the trivial diffiety , inducing a fibration of with finite-dimensional fibers of locally constant dimension.
Remark 4: In place of the distribution spanned by our vector field , we could have worked with codistributions (cf. [1] ), as already done in nonlinear control theory by several authors (see, e.g., [29] ). On the manifold with coordinates , we can indeed define a 1-form as a finite linear combination of ; ;
. The finiteness requirement is implied by the fact that, by definition, a smooth function, and therefore its differential, depends only upon a finite number of variables. The codistribution orthogonal to the vector field is spanned by the 1-forms such that , . If is defined by (20) , its orthogonal codistribution is spanned by the infinite set of 1-forms, often called Cartan 1-forms (see, e.g., [68] and [80] )
A thorough analysis of this setting has been given by van Nieuwstadt et al. [57] .
B. Changes of Coordinates, Lie-Bäcklund Mappings, and System Equivalence
In this section we define an equivalence relation formalizing the idea that two systems are "equivalent" if there is an invertible transformation exchanging their trajectories. As we will see later, the relevance of this rather natural equivalence notion lies in the fact that it admits an interpretation in terms of dynamic feedback.
Consider two systems and and a smooth mapping :
(remember that by definition every component of a smooth mapping depends only on a finite number of coordinates This (differential geometric) notion of equivalence corresponds to the differential algebraic notion of equivalence in [22] when the ground field is a field of constants. The comparison between the differential algebraic and the differential geometric settings is developed in [25] .
In the previous definition, if endogenous transformations are replaced by Lie-Bäcklund isomorphisms, we obtain the coarser notion of orbital equivalence: . Clearly, orbital equivalence includes differential equivalence. Orbital equivalence means that there exists a local one-to-one correspondence between the curves on tangent to ( ) and the curves on tangent to ( ). But, as opposed to differential equivalence, curve parameterization is not necessarily preserved.
Remark 5: Consider the case of two uncontrolled dynamics:
, where , . If , the classic straightening out theorem [1] implies that they are both locally equivalent to , and therefore equivalent in our sense.
Example 5: Consider the two classic systems and , respectively, describing the dynamics
The vector fields are defined by Let us recall the notations and , where is some finite but otherwise arbitrary integer. If the systems are equivalent the endogenous transformation takes the form Note that since , and since is a solution of the implicit equation , then may be expressed as a function of or equivalently as a function of . Accordingly, it is easily seen that is a function of for any . Hence is completely specified by the mappings and , i.e., by the expression of in terms of . Similarly, the inverse of takes the form for some .
As and are inverse mappings we have and vice versa. Moreover, and being -related implies (30) for some large enough . In other words, every time is a trajectory of (28), then is a trajectory of (29), and vice versa.
The adaptation of the above interpretation to Lie-Bäcklund isomorphisms is easily done by locally expressing the time scalings as functions of a common time scale. A convenient way to adapt the above calculations consists of adding the local time as a new coordinate, namely An important property of endogenous transformations and Lie-Bäcklund isomorphisms is that they preserve the number of input channels. Proof: The necessity follows from Theorem 1. Conversely, since a linear controllable system admits a Brunovský controllability canonical form (see, e.g., [41] ), it suffices to prove that two such canonical forms with inputs are differentially equivalent. Consider two such forms: and , where the 's and 's are the associated controllability indexes. It is then straightforward to remark that they are both differentially equivalent to the trivial system (see Example 1).
C. Flatness
Recall from Example 1 that a trivial system is a system , where , , , Corollary 3: Consider a flat system (orbitally or differentially). The number of components of a flat output is equal to the number of input channels.
Reformulating the Theorem 2, yields the following. Corollary 4: A (classic) linear system is flat if, and only if, it is controllable.
Proof: Consider a flat classic linear system , the notations being those of the Example 2, and, for the trivial system, of the Example 1. If the system is not controllable, there exists a linear differential equation (31) independent of the input , with and at least one of the matrices , , nonzero. According to the equivalence to a trivial system, we must have , for some integer , with, as before, and a submersion. Easy calculations show that, for every integer , where is an expression involving at most derivatives of up to the order . Replacing in (31), we get . According to the independence of the components of and to the fact that the mapping is a submersion, is a full rank matrix in an open dense subset and thus we must have . Following the same lines, we get . Finally, we also have , again by the fact that is a submersion, since otherwise, the components of would be dependent by the implicit function theorem, which achieves to prove the controllability. According to Theorem 2, the proof is complete.
The controllability of differentially flat systems is now related to the well-known strong accessibility property of nonlinear systems due to Sussmann and Jurdjevic [74] (see, also, [32] , [36] , [58] , and, for a presentation of the strong accessibility property in the language of infinite jets and prolongations, see [17] and [26] ).
Corollary 5: If a classic nonlinear system is differentially flat around , then it satisfies the strong accessibility property at .
Proof: Our system is differentially equivalent around to a trivial system via an endogenous transformation ; and its inverse give a continuous local isomorphism. Therefore, the image by of an open neighborhood of is an open neighborhood of , which means that every trajectory of the trivial system starting from and passing through any point of this neighborhood is the image of a trajectory of the nonlinear system joining the point and . Therefore, the interior of the reachable set from is an open neighborhood of and, as a consequence of [36] and [58] , the strong accessibility condition holds true. Proof: Consider the mapping with and . Clearly, is a Lie-Bäcklund isomorphism since , and the derivatives of with respect to are computed by the formula for every . Conversely, , , , and is recovered by . Therefore, (32) is orbitally flat. On the other hand, it cannot be differentially flat since, for single input systems, it implies static feedback linearizability [10] , which is clearly not the case (see [34] and [40] ), and the assertion is proved.
An example of a nonorbitally flat system can be found in Hilbert in a different context [33] . Comparable ideas have also been exploited in [22] , [66] , and [72] to derive the ruledmanifold criterion, which is a most useful necessary condition for differential flatness.
Example 7-VTOL Aircraft (Continued): As shown in [49] , this time-invariant system is differentially flat. The flat output is the Huygens oscillation center (33) Consider the manifold with coordinates , , , , , , , and vector field defined by (26) . Let us also consider the trivial system with defined as in Example 1.
The mapping where we have used the convention , , and
is an isomorphic endogenous transformation such that and are -related. The inverse mapping is based on the relations (13), which, in our notation, reads (35) As noted in [22] , differential flatness means that the state and input may be completely recovered from the flat output without integrating the system differential equations. The consequences on the solution to the motion planning problem as well as for trajectory stabilization are immediately understood. The reader may refer once more to [22] , [50] , and the bibliography therein for an extensive collection of examples illustrating the various applications of flatness.
As a consequence of the flatness of the VTOL and of the equivalence relation described in Section I, we have proved the following.
Proposition 7: Systems (1), (2), (6), (9) , and (10) Note that the general case can be reduced to the above case as follows. We have seen that a system may be locally described by a manifold with coordinates and a vector field of the form (25) . Since contains only a finite number of derivatives of , let us denote by the highest order of derivation and . Then setting , we easily see that the vector field in these new coordinates is expressed as a classic vector field. We thus only sketch the results in the classic case since they easily extend to the general case by the same remark. In order to avoid some technicalities related to the intrinsic definition of a general dynamic feedback, 4 the next result, though valid for general systems, is only stated in the classic setting.
If systems (36) and (37) are (differentially) equivalent, we are going to show that it is possible to go from (36) to (37) and vice versa by a dynamic feedback (38) with , in the usual sense, namely by a diffeomorphism of the extended state space . We say that the dynamic feedback (38) is endogenous if the original system (36) is differentially equivalent to the closedloop system (36)- (38) . Such a feedback is called endogenous because the new variables it contains can be expressed as functions of the state and (finitely many) derivatives of the input.
Of course we cannot hope to go from one dynamics to the other without changing the state dimension. But this is in some sense the only thing we lose.
Theorem 8: Assume that the systems and are differentially equivalent. Then, and there exists an endogenous dynamic feedback such that the closed-loop system (36)-(38) is diffeomorphic to (37) prolonged by sufficiently many integrators.
Here "(37) prolonged by sufficiently many integrators" means . . . (39) for large enough.
Proof: Remember that it suffices to prove the result in the classic case. The proof follows [45] and [46] . Let and . Using the notations of Example 5, we see that, for large enough, depends only on and only on , i.e., the endogenous transformation takes the form and (30) now reads (40) where is the prolonged vector field corresponding to (39) .
Let be a splitting of the components of such that the mapping is invertible (such a splitting exists because , being a block of components of the invertible mapping , is full rank). Apply now the dynamic feedback where stands for the projection of corresponding to , to get the closed-loop dynamics (41) Using (40), we have which means that (39) and (41) are diffeomorphic.
Finally, since and for some , we get that , where stands for the mapping and where is the projection of corresponding to . It proves that (36) and its closedloop dynamics (41) are differentially equivalent and thus that the corresponding dynamic feedback is endogenous. 
Remark 6:
The previous theorem may easily be extended to orbital equivalence. The proof is left to the reader.
Since any prolongation of a controllable linear system is again a controllable linear system (see [70] ), we are lead to Corollary 9.
Corollary 9: If a system is differentially flat, there exists an endogenous dynamic feedback such that the closed-loop system is diffeomorphic to a linear controllable system. This result slightly clarifies previous works in dynamic feedback linearization due to Charlet et al. [10] , [11] .
Example 8-VTOL Aircraft (End): According to (35) , the state of (1), i.e., is a function of the linearizing output and its derivatives up to order . Thus, according to the above method, there exists an endogenous dynamic feedback leading to the following closed-loop system ( ):
It yields the following linearizing dynamic feedback ( ): let us denote and . By (34), we have and thus
Inverting this linear system with respect to and yields the following dynamic compensator: (42) Notice that this dynamic feedback is not a simple prolongation where time derivatives of the control are added to the state. For this system, classic results show that, for any and , the prolonged system (1) with and , is not linearizable via static feedback. This point constitutes one of the major difficulties for finite characterization of flat systems.
Let us now show how the dynamic compensator (42) may be used to track given reference trajectories. Set , the state of the VTOL model. Assume that the goal is simply to go from an initial state at time to a final state at time . Thanks to the flatness of the system, the state and input can be expressed in the coordinates . Therefore, the constraints on the state at times and can be translated into constraints on and its derivatives up to fourth order. For example, if we want to go from a given rest point to another rest point, any curve satisfying these constraints, for instance a polynomial of degree seven with respect to time, namely  ,  , satisfying  ,  ,  , , and , , , , will then generate a suitable trajectory of the system by solving two systems of linear equations for the 2 8 coefficients (see [22] for more details). Let us denote by the corresponding reference trajectory. Here, we want such a transfer to take place in 10 s (remember that the distances are normalized with respect to the gravitation field, hence a length of 10 represents about 100 m).
At a second step, we close the loop by stabilizing the reference trajectory . It suffices to use (42) with the coefficients being chosen such that the linear time invariant error dynamics with , are stable.
We illustrate this approach with a simple simulation: the initial rest point is and the final one is with . To show that perturbations may not alter the performances of the closed-loop system, the system is given erroneous initial conditions. The simulation results giving and the thrust are displayed in Fig. 3 and an animation is presented in Fig. 4 .
Remark 7: The flat dynamics (16) with output is a square left and right input-output invertible system (see, e.g., [15] and [58] ), where, moreover, any component of or may be, by definition, recovered from without integrating any differential equation: we will say that it possesses a trivial zero-dynamics or a trivial residual dynamics (see [36] and [58] for a general definition of zero-dynamics) since we are, for instance, not necessarily working at an equilibrium point. It yields the following.
Proposition 10: The system (16) is differentially flat around a point if, and only if, it is possible to find an -dimensional output , which smoothly depends around that point on , , and a finite number of derivatives of , such that the resulting square system is left and right input-output invertible, with a trivial zero-dynamics.
This proposition, which is an easy adaptation of a result of [37] , may be considered as an alternative definition of a flat system. However, with such a definition, the underlying feedback equivalence relation as well as the geometry of the problem would be less apparent.
V. CONCLUSION
We have proposed a differential geometric approach for investigating a new system equivalence, the Lie-Bäcklund equivalence, which can be realized by endogenous feedback, a special type of dynamic feedback. Such a Lie-Bäcklund equivalence is shown to be useful to reduce the dimension of a complex system and to study differentially or orbitally flat systems.
Flat systems should be regarded as justified by the wealth of realistic case studies it is capable of handling, as already mentioned in the introduction. Unfortunately, up to now, no general checkable conditions for flatness have been obtained. This is perhaps the main mathematical problem in this setting and constitutes a currently active field of research, as can be seen in [4] , [11] , [37] , [39] , [50] - [52] , [56] , [57] , [61] - [63] , [69] , and [72] .
More generally, the classification of nonlinear systems, including nonflat systems, via Lie-Bäcklund equivalence remains to be done.
