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Abstract
Motor output from spinal motoneurons is influenced by interneuron networks
in the ventral horn of the spinal cord. This thesis presents electrophysiologi-
cal investigations of two separate but complementary aspects of the neuronal
networks that influence this motor output. The first investigation focuses on
inhibition of lumbar motoneurons. The second characterises the excitatory
synapse formed by motoneuron axon collaterals onto Renshaw cells, which
are interneurons that mediate recurrent inhibition onto motoneurons.
Previous studies on neonatal rats have shown that inhibition of motoneu-
rons is mediated a mixed GABAergic and glycinergic response. Whole-
cell voltage-clamp recordings of spinal motoneurons obtained from juvenile
(P8− 14) mice demonstrated that motoneuron inhibition is mostly mediated by
glycine. GABA currents were not co-detected with glycine during this age range
in the mouse. Further experiments, in which the relative content of pre-synaptic
GABA and glycine was manipulated, showed that GABA is not co-released with
glycine by premotor interneurons.
Quantal analysis of paired recordings of pre-synaptic motoneurons and
post-synaptic Renshaw cells showed that this excitatory synapse exhibits a
large number of release sites and a high probability of release. This is sugges-
tive of highly reliable synaptic transmission between the two cell types. Com-
parison of the number of release sites estimated from paired recordings with
those estimated from responses evoked by ventral root stimulation revealed
that on average six motoneurons project onto every Renshaw cell. We con-
clude that:
• In mature animals motoneuron inhibition is mainly glycinergic.
• The Renshaw cell to motoneuron synapse has a high efficiency of trans-
mission.
• The degree of convergence of motoneurons to Renshaw cells is very
high.
The last two conclusions suggest that firing in motoneurons pools reliably
induces firing in the population of connected Renshaw cells.
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Chapter 1
Introduction
The study of the spinal cord and the neural control of muscles provided much
of the groundwork for our understanding of nervous system. Key discoveries
such as chemical neurotransmission (Eccles et al. 1954, Eccles and Jaeger
1958) and quantal release (Fatt and Katz 1952, Kuno 1964) in fact originate
from investigations of the neuromuscular junction and spinal cord. Compared
with many of the higher functions of the central nervous system (CNS) motor
output is easily measured and manipulated. Motor output however is controlled
by a complex integrative network of neurons. This makes the spinal cord an
attractive system in which to study the neurophysiology of both single cells
and neuronal networks. At the single cell level there are a number of well
defined cell types whose further characterisation is providing more insights into
neuron function. The complex neural networks responsible for the control of
motoneuron firing are an ideal model for studying how neurons work together
to produce a common output.
In this thesis I will investigate two aspects of motoneuron control: first I
will describe the inhibitory control of motoneurons and then I will provide a
detailed description of synapses forming the recurrent inhibitory circuit. In this
introductory chapter I will therefore first discuss the neuronal networks that
govern motor output and thus the control of muscles. I will then discuss synaptic
transmission and techniques that have been developed in order to describe its
properties.
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1.1 Spinal circuits and motor control
Control of the motor system by the CNS can be broadly broken down into three
components. First, there is descending control from supraspinal centres that
initiates voluntary movement and provides modulatory input to spinal networks
(Heckman et al. 2003, Hultborn and Kiehn 1992, Grillner et al. 2005). Second,
neuronal circuits confined to the spinal cord that provide rhythmic and patterned
motor output (Kiehn 2006). Finally, the reflex and sensory feedback circuits that
provide information from proprioceptive and tactile receptors and can modulate
motoneuron activity accordingly (Hultborn 2006).
1.1.1 Supraspinal projections
Descending motor pathways from supraspinal centres can be separated into
three groups of projections, those that project via the corticospinal tract (CST),
those that project via ventromedial tracts and those that project via dorsomedial
tracts. Classically the CST has been considered to be the ’principal’ descend-
ing pathway for motor control as fibres that project via this pathway originate in
the primary motor cortex (M1). The primary motor cortex, located in the pre-
central gyrus (Brodman’s area 4), was identified as such because the thresh-
old for evoking movement via electrical stimulation of the brain was lower here
than elsewhere in the cortex (Leyton and Sherrington 1917, Penfield and Bol-
drey 1937, Woolsey et al. 1952). The CST descends via the internal capsule
to the medullary pyramid in the brain stem. Below the medullary pyramid the
majority of projections decussate and cross the midline before continuing down
the lateral funiculus finally projecting onto spinal motoneurons (see the blue
pathway in Figure 1.1). The axons that do not decussate project via the ante-
rior funiculus, some of which cross the midline once they reach the level of the
spinal cord, innervating motoneurons and interneurons. There is also a subset
of fibres that project from the primary motor cortex and do not project into the
spinal cord but instead follow the corticobulbar pathway. These neurons follow
the same path as the CST until the level of the brainstem where they synapse
with upper motoneurons of the cranial nerves, thus providing input for control
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of muscles of the face, head and neck (see the black pathway in Figure 1.1).
The projections that descend via ventromedial and dorsomedial tracts all
originate at the brainstem level. The ventromedial brainstem pathways include
the interstitiospinal and tectospinal tracts that arise from the midbrain, the lat-
eral and medial vestibulospinal tracts (Sugiuchi et al. 2004), and the reticu-
lospinal and bulbospinal projections that arise from the pontine and medullary
reticular formation (Matsuyama et al. 1997; 1999; see the green pathway 1.1).
These pathways all descend via the ventral and ventrolateral funiculi of the
spinal cord and innervate neurons in Rexed Lamina VII and VIII. The regions of
the spinal cord these pathways innervate give rise to long propriospinal neurons
that project bilaterally and link widely seperated parts of the spinal cord includ-
ing the cervical and lumbar englargements. Lesion studies have suggested
that these groups of pathways could be responsible for bilateral postural con-
trol of the head, neck and trunk as well proximal limb movements (Lawrence
and Kuypers 1968)
The brainstem pathways that descend dorsomedially include the
rubrospinal tract which arises from the magnocellular red nucleus (Kennedy
1990, Muir and Whishaw 2000, Küchler et al. 2002) and the the pontospinal
tract which arises from the ventrolateral pontine tegmentum (see the red path-
way in Figure 1.1). These pathways terminate in the dorsal and lateral regions
of the the intermediate zone (Rexed lamina VII and X). These nerves innervate
propriospinal interneurons and have local, mainly unilateral projections that are
thought to provide additional capacity for flexion based movements at distal
joints such as elbow and wrist (Lemon 2008).
While the principal role of descending projections is to provide conscious
input for voluntary control, the wide range of neurons these pathways inner-
vate suggests a more complex role for descending projections. The CST in
particular has been shown to perform a number of functions (Lemon and Grif-
fiths 2005) which include: descending control of afferent inputs, including noci-
cipetive inputs (Cheema et al. 1984, Wall and Lidierth 1997), selection, gating
and gain control of spinal reflexes (Pierrot-Deseilligny and Burke 2005) and
direct excitation and inhibition of motoneurons (Maier et al. 1998, Porter and
Lemon 1993). While it is therefore possibly not accurate to consider these
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Figure 1.1: Schematic illustration of descending motor control pathways. Corticospinal
tract projections are shown in blue on the left hand anatomical scheme. CST projec-
tions arise in the cortex and descend to the brainstem after which the majority cross
the midline and project via the lateral funicle, while a minority of neurons do not cross
the midline and instead descend via the anterior funiculus, with some fibres crossing
the midline at the spinal cord level. The black pathway on the right hand anatomical
scheme shows the corticobulbar pathway. These neurons also project from the cortex
but instead of descending to the spinal cord synapse with the motoneurons of the cra-
nial nerves that innervate muscles of the head, neck face. The ventromedial pathways
descending from the brainstem to the spinal cord are shown in green on the right hand
scheme. Nerves arising the from the vestibular complex and reticular formation project
into the spinal cord via the ventromedial pathway. The red pathway on the right hand
scheme illustrates the path of the dorsomedial tracts that include the rubrospinal tract
which innervate nerves in the dorsolateral intermediate zone (which is illustrated at the
spinal cord level on the left hand scheme). Adapted from Lemon (2008).
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pathways as purely motor pathways they are still the source of upstream inputs
into neural pathways that determine motor output.
1.1.2 Locomotor circuits
The generation of locomotor behaviour is fundamentally important for move-
ment in both animals and humans and involves complex coordination of many
muscles. The majority of the complex rhythmic coordinated muscle activity is
produced by localized neuronal networks know as central pattern generators
(CPGs). Studies of the lamprey and Xenopus tadpole have provided a detailed
network structure of the CPGs that control swimming (Grillner 2003, McLean et
al. 2000, Roberts et al. 1998) but much less is known about CPGs in mammals
(Clarac et al. 2004, Hultborn et al. 1998, Kiehn and Butt 2003, McCrea 1998).
Early studies showed that lumbar and cervical spinal cord contained neuronal
networks that were sufficient to produce locomotor like activity in the hindlimb
and forelimb respectively (see Grillner 2003). However describing the precise
location of these CPG networks proved a challenging task. The majority of
work investigating mammalian CPGs has focused on the networks that control
movement of the hindlimbs (see Kiehn 2006).
Experiments studying the extent to which lumbar CPG networks extend in
the rostrocaudal axis have been performed in the cat (Grillner and Zangger
1979), neonatal rat (Bracci et al. 1996, Cowley and Schmidt 1997, Gabbay et
al. 2002, Kjaerulff and Kiehn 1996, Kremer and Lev-Tov 1997, Kudo and Ya-
mada 1987) and neonatal mouse (Bonnot and Morin 1998, Bonnot et al. 2002,
Christie and Whelan 2005) by recording either spontaneous or drug-induced
rhythmic activities before and after sectioning of the spinal cord. These studies
found that the capacity of generating rhythmic output is distributed throughout
the lumbar enlargement but that isolated rostral segments (L1-3 in rodents and
L3-5 in cats) have a greater rhytmogenic capacity than isolated caudal seg-
ments (L4-L6 in rodents and L6-S1 in cats).
Studies of the neonatal rat spinal cord in which a bath partition allowed
for selective exposure of the upper and lower lumbar levels showed that when
upper lumbar levels were exposed to 5-HT and N-methyl-D-aspartic (NMDA),
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locomotor-like activity could be recorded in both upper and lower sections of
the cord (albeit weaker in lower segments Bertrand and Cazalets 2002, Caza-
lets et al. 1995). However exposing the lower lumbar levels to 5-HT and NMDA
induced only tonic activity in the upper segments (Cazalets et al. 1995). This
suggests that spinal interneurons directly involved in producing rhythmic activ-
ity are contained entirely within the low thoracic and upper lumber sections (i.e.
T13-L2). Experiments in intact adult rats arrived at similar conclusion when
it was demonstrated that chemical ablation of the grey matter in T13-L2 by
kainate injection greatly impaired locomotor capability but injection of kainate
more caudally had much less effect on locomotion (Magnuson et al. 2005).
However, motoneurons that project from T13-l2 innervate muscles that control
movement of hip. Ablation of these rostral segments therefore would affect the
ability of the animal to move the limb as a whole. The greater impact on loco-
motor movements after chemical ablation of the T13-L2, when compared with
ablation of more caudal segments, therefore could be due to a general effect on
the animals ability to move and not due to a greater loss of CPG networks. In
his review on locomotor circuits Kiehn (2006) suggests that the rhythmogenic
capacity of different lumbar levels is dependent on the neurotransmitters used
to induce rhythmic activity. In the rodent 5-HT alone can produce rhytmic activ-
ity when applied to lower thoracic-upper lumbar levels but has no effect when
applied to lower lumbar levels (Cowley and Schmidt 1997). However low con-
centrations of 5-HT when applied with NMDA and acetylcholine (in combination
with an acetylcholine esterase inhibitor, Cowley and Schmidt 1997, Kjaerulff
and Kiehn 1996) or noradrenaline (Gabbay et al. 2002) could induce rhythmic
activity when applied to isolated parts of both rostral and caudal lumbar seg-
ments. While there may be a rostrocaudal gradient of rhythmogenic capability
it certainly appears that all level of the lumbar spinal cord are capable of rhythm
generation depending on the stimulus.
While there has been some dispute over the rostrocaudal distribution of
CPGs, in the transverse plane there is much more agreement. Spinal neurons
associated with locomotor behaviour have been shown to be located in the
ventral side of the spinal cord (laminae VII, VIII and X) by both activity labelling
(Cina and Hochman 2000, Dai et al. 2005, Kjaerulff et al. 1994) and electro-
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physiological studies (Tresch and Kiehn 1999). This is supported by micro-
lesion studies that showed that spontaneous rhythmic bursts were still present
in preparations where the dorsal horn was ablated (Kjaerulff and Kiehn 1996,
Bracci et al. 1996) and even in an isolated ventral horn preparation (Bracci et
al. 1996). These studies therefore suggest that the neural network responsible
for the generation of locomotor output is contained entirely within the ventral
side of spinal cord.
CPGs however do not act in isolation and receive inputs from commis-
sural interneurons (CINs) that cross the midline via the ventral commissure
and produce the left-right coordination necessary for many locomotor move-
ments. CINs can be subdivided into two groups: intersegmental CINs (that
project between segments) and intrasegmental CINs (that do not project be-
yond segments). Intersegmental can be further subdivided into ascending, de-
scending and bifurcating CINs (Bannatyne et al. 2003, Eide et al. 1999, Hoover
and Durkovic 1992, Matsuyama et al. 2004, Nakayama et al. 2002, Nissen et
al. 2005, Stokke et al. 2002). Descending CINs help bind synergies across
the cord by exciting lower contralateral antagonist muscle groups and inhibiting
lower contralateral agonist muscle groups (Butt et al. 2002a;b, Butt and Kiehn
2003). Spinal interneurons derived from V0 progenitor cells have been shown
to exclusively form ascending commissural connections (Goulding and Pfaff
2005) and genetic ablation of the V0 results in a change in left-right coordination
(Lanuza et al. 2004) which suggest ascending CINs may play a role in left-right
coordination. Intrasegmental connections are also likely to play a role in left-
right coordination. In fact, ablation of ascending CINs did not completely block
left-right coordination suggesting other connections are also involved. Knock-
out mice that have an abnormal increase in intrasegmental connections have
been shown to develop a hopping gait (Kullander et al. 2003). This suggests
that intrasegmental CINs may be involved in producing synergistic movements
between left and right muscle groups to allow for movements such as hopping
or jumping in which both sides move simultaneously.
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1.1.3 Reflex pathways
Reflex pathways in the spinal cord are among some of the first neuronal net-
works to be studied and were the subject of pioneering work by Sir Charles
Sherrington and Sir John Eccles during the early years of modern neuroscience
(see Sherrington 1906, Hultborn 2006; for review). The spinal reflex pathways
provide proprioceptive feedback to the spinal cord during movement. While
reflexes tend to be considered as pathways that take place without input from
other areas of the CNS it should be noted that during movement they are un-
likely to act in isolation and should therefore be considered as part of the inte-
grative system of motor control.
Reflex pathways are arguably the simplest form of neuronal network and are
considered to be stereotyped and constant i.e. the same stimulus will always
results in the same response. The reflex ’arc’ that describes the structural basis
of the generalised reflex consists of five elements: i) an ’afferent receptor’ that
records changes in the limbs and translates them into action potentials. ii) An
afferent nerve that conveys that information back into the CNS. iii) A ’reflex
centre’ in which signals from receptors can be modified by inputs from other
parts of the CNS. iv) An efferent motoneuron is modulated by the information
conveyed via the reflex pathway. v) The ’effector muscle’ that is the target
of the reflex pathway. The only pathway described in this section that does
not conform to this generalised structure is the recurrent inhibitory pathway
mediated by the Renshaw cell. The Renshaw cell is an inhibitory interneuron
that receives inputs directly from motoneurons via collateral projections and
in turn inhibits motoneurons in synergistic motor pools. There is therefore no
information being retrieved from an afferent receptor in this pathway, simply
an efferent copy of motoneuron output. However, since it occurs automatically
during motoneuron activation, and receives input from a reflex pathway, it is
appropriate to describe it here along with the reflex pathways.
Reflex pathways from muscle spindles
Muscle spindles mediate the ‘stretch’ reflex and are arranged in parallel with ex-
trafusal muscle fibres, attached to connective tissue at both ends of the muscle.
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Group Ia and II afferents (grouped due to their size and thus speed of conduc-
tion, group I fibres being larger and faster than group II) innervate muscle spin-
dles and become active at different points during muscle contraction. Group
Ia fibres (which are mainly associated with the nuclear bag interfusal fibres)
become more active during contraction thus conveying information about the
change in length and rate of change in length of muscles. The activity of group
II fibres however is directly proportional to the innvervated muscles instanta-
neous length, increasing during lengthening and decreasing during shortening.
Ia fibres project via the dorsal root into the spinal cord and synapse directly
with homonymous α-motoneurons as well as Ia reciprocal inhibitory interneu-
rons (Jankowska 1992). Ia reciprocal inhibitory interneurons synapse onto and
inhibit antagonist motoneurons, this prevents the direct action of Ia afferents
onto motoneurons resulting in simultaneous activation of both agonist and an-
tagonist muscle groups. As well as receiving excitatory inputs from Ia fibres, Ia
reciprocal inhibitory interneurons receive inhibitory inputs from Renshaw cells
(see figure 1.2, Hultborn et al. 1971a;b;c).
Group II fibres are also known to provide monosynaptic excitation of
homonymous α-motoneurons albeit more weakly than group Ia fibres as well
producing a varying impact on various motoneuron pools depending on the
start of the CNS (Windhorst 2007). In fact, a recent review has suggested that
due to the similar patterns of innervation, the functional subdivision of group II
fibres and group Ib (see below) should be re-assessed and the subpopulation
they innervate should be considered as “group I/II interneurons” (Jankowska
and Edgley 2010).
In terms of their impact on movement in general, muscle spindles and the
stretch reflex are thought to be involved in the maintenance of posture and sta-
bility during movement. Studies involving neurotrophin-3-deficient mice support
this conclusion as these mice do not have muscles spindles or primary afferent
fibres and are unable to support their own weight as well as exhibiting unnatural
postures (Ernfors et al. 1994, Walro and Kucera 1999). It should be noted that
muscle spindles are also themselves innervated by γ-motoneurons and thus
their activity and output can be modulated by the CNS.
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Figure 1.2: Illustration of the reflex pathway of group Ia fibres and of Renshaw cell
mediated recurrent inhibition. Straight lines with T junction ends represent excitatory
synapses whereas those that end with black circles represent inhibtory connections.
On the right hand side of this diagram Ia fibres from the flexor muscles can be seen to
project to both flexor α-motoneurons and Ia reciprocal inhibitory interneurons. The α-
motoneurons project onto Renshaw cells which form inhibitory synapses onto Ia recip-
rocal inhibitory interneurons, other Renshaw cells and synergistic motoneurons.(Note
flexor Renshaw cells are not shown projecting onto synergistic motoneurons for the
sake of maintaining simplicity in the diagram.) Ia reciprocal inhibitory interneurons
project onto antagonist α-motoneurons where they form inhibitory synapses. Adapted
from (Windhorst 2007).
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Reflex pathways from Golgi tendon organ
Golgi tendon organs also provide proprioceptive feedback from muscles to the
spinal cord. They are located close to the musculotendinous junction and pro-
vide information about the ’force’ of muscle contraction. Golgi tendon organs
are comprised of collagen fibres intertwined with a Ib afferent nerve fibre. Dur-
ing stretching of the muscle the golgi tendon organ is squeezed and this elicits
a depolarization of the Ib fibre, which if strong enough will induce an action po-
tential. Ib afferent fibres thus signal changes in muscle tension and the force of
contraction within a muscle. Indeed studies in the cat (Prochazka and Gorassini
1998) and humans (al Falahe et al. 1990) show good correlation between Ib af-
ferent activity and muscle force.
Group Ib afferents have di- and oligosynaptic inhibitory connections to syn-
ergistic motoneurons (‘autogenic inhibition’) and excitatory connections to an-
tagonist motoneuron pools (Schomburg 1990). Ib interneurons receive a wide
range of convergent inputs from Ia afferents, Ib afferents from different mus-
cles and from other sensory afferents including cutaenous and joint receptors
(Schomburg 1990). As well as autogenic actions Ib reflex pathways have been
associated with the attunement of force across different muscles depending on
the requirements of the desired movement (Schomburg 1990). This proposed
action of Ib afferent pathways is supported by the high degree of multisensorial
convergence onto Ib interneurons as they this allows incorporation of a large
amount of complex information concerning skin, contact, limb movement and
the length/tension of muscles.
1.1.4 Recurrent inhibition
In early electrophysiological recordings of spinal cord activity Renshaw (1941)
demonstrated that ‘antidromic motor volleys’ that produced excitation in a sub-
set of motoneurons also resulted in the inhibition of neighbouring motoneurons.
Later Renshaw (1946) showed that the same antidromic motor volleys resulted
in prolonged spike activity in a subset ventral interneurons. These ventral in-
terneurons are now known as Renshaw cells (being named after their discov-
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erer by Sir John Eccles, Eccles et al. 1954) and mediate recurrent inhibition of
α-motoneurons. Renshaw cells receive excitatory input from motoneurons and
project back onto homonymous motoneurons as well as innervating heterony-
mous Renshaw cell (Ryall et al. 1971, Ryall and Piercey 1971) and homonyous
Ia reciprocal inhibitory interneurons (see figure 1.2 Hultborn et al. 1971a;b;c).
Early studies identified a ‘Renshaw cell area’ in lamina VII using both sin-
gle cell (Thomas and Wilson 1965) and population recordings (Willis 1971).
Anatomical studies along with combined recording and immunolabelling work
has led to a validated criteria for morphological identification (Alvarez et al.
1997, Carr et al. 1998). In particular calbindin immunoreactivity combined with
anatomical location and cell size has proven to be useful in identifying Ren-
shaw cells (Geiman et al. 2000, Mentis et al. 2006). However expression of
calbindin on non-Renshaw cells means that this criterion should be used with
caution (Zhang et al. 1990) and ideally should be combined with the presence
of VAChT positive boutons opposite the cell membrane.
Despite the first description of recurrent inhibition in the spinal cord occur-
ring well over half a century ago (Renshaw 1941) and the ease with which
cells can be identified by both electrophysiological and anatomical techniques,
there is still no consensus on a functional role for recurrent inhibition. While the
isolated circuit appears to have a simple function in limiting motoneuron firing
during repetitive stimulation (Eccles et al. 1954), as our understanding of the
complex circuitry that governs motoneuron output has increased it has become
clear that recurrent inhibition probably fulfils a more nuanced function (Wind-
horst 1996, Hultborn 2006, Windhorst 2007). The possible roles of recurrent
inhibition suggested by more current work shall be discussed in more detail in
later chapters.
1.2 Synaptic transmission at the motoneuron-
Renshaw cell recurrent inhibitory circuit
The recurrent inhibitory circuit formed between motoneurons and Renshaw
cells is comprised of both excitatory and inhibitory synapses. The excitatory
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response of Renshaw cells to motoneuron inputs has been shown to consist of
a mixed nicotinic and glutamatergic response (Lamotte d’Incamps and Ascher
2008). Although the identity of neurotransmitters released at this synapse is
still not entirely clear (Richards et al. 2014). At the Renshaw cell to motoneu-
ron inhibitory synapse co-release of the neurotransmitters GABA and glycine
has been observed in the adult cat (Fyffe 1991) and neonatal rat (Schneider
and Fyffe 1992). However, new evidence now suggests that in older animals
motoneuron inhibition is purely glycineric (Chapter 3 Bhumbra et al. 2012). As
this recurrent inhibitory circuit is the subject of the work in this thesis it is pru-
dent to review briefly the neurotransmitters that are released at these synapse
and the action of their respective receptors.
1.2.1 Motoneuron to Renshaw cell excitatory synapse
Recordings from Renshaw cells were first published by Renshaw (1946) and
showed that a single ventral root stimulation resulted in a high-frequency re-
sponse that lasted tens of milliseconds. Eccles et al. (1954) showed that
an antagonist of nicotinic receptors (nAChRs), di-hydro-β-erythoidine (DHβE),
blocked most of the Renshaw cell response to ventral root stimulation and con-
cluded that the motoneuron to Renshaw cell synapse was cholinergic. Their ini-
tial explanation for the long duration of Renshaw cell activation after ventral root
stimulation was that acetylcholine (ACh) degradation by acetylcholinesterase
(AChE) was slow enough that ACh remained in the synaptic cleft for so long
that it results in a prolonged response. However Eccles and Jaeger (1958)
soon showed that even without AChE, diffusion of ACh from the synaptc cleft
would be quicker than the decay of the response. Eccles et al. (1961b) then
suggested that extra-synaptic receptors and ACh spillover could account for the
long duration of the Renshaw cell response. Studies by Mentis et al. (2005) and
Nishimaru et al. (2005) later showed that AMPARs and NMDARs are present
along with nAChRs at the motoneuron to Renshaw cell synapse in newborn
mice(P0-P4). This led to a new hypothesis that the long duration of the Ren-
shaw cell response was due to the glutamatergic component of the excitatory
response. Not only does glutamate dissociate slowly from NMDARs but activa-
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tion of these receptors requires a ‘priming’ depolarization to remove the Mg2+
block, which could result in a delay in activation of NMDA receptors and there-
fore result in a prolonged depolarization. This would also explain the blockade
of Renshaw cell response to ventral root stimulation by DHβE as this would
block the priming action of ACh thus mask the NMDA mediated glutamatergic
component.
A study by Lamotte d’Incamps and Ascher (2008) showed that four excita-
tory post-synaptic receptors are co-activated at the motoneuron-Renshaw cell
synapse. Lamotte d’Incamps and Ascher (2008) demonstrated that AMPARs,
NMDARs and two nicotinc receptors (which they suggest are α7 homomers
and α4β2 heteromers) are present at the motoneuron-Renshaw cell synapse.
The presence of these four different receptors allows both neurotransmitters to
mediate EPSCs with a wide range of kinetics. Homomeric (putative α7) ACh re-
ceptors mediate a fast excitatory response with a rise time (τr) of ∼ 0.5 ms and
a decay time constant (τd) of ∼ 3.6 ms whereas heteromeric (putative α4β2)
ACh receptors produce a much longer excitatory current with a τr of ∼ 1.8 ms
and τd of ∼ 20.2 ms (Lamotte d’Incamps and Ascher 2008). The glutamate re-
ceptors also provide both fast and slow responses, with AMPA receptors medi-
ating a fast excitatory current (τr =∼ 0.9 ms, τd =∼ 6 ms) and NMDA receptors
mediating a much slower response (τr =∼ 4.7 ms, τd =∼ 54.6 ms, Lamotte
d’Incamps and Ascher 2008). While the presence of several other receptors
appears to support the NMDA receptors ’priming’ hypothesis described above,
in a later paper Lamotte d’Incamps et al. (2012) note that the difficulty of this ex-
planation is that the after hyperpolarising potential (AHP) of the initial action po-
tential would reintroduce the Mg2+ block of the NMDA current thus suppressing
further depolarization. Their proposed mechanism by which this is overcome
is that observed gap junctions between Renshaw cells could “neutralize the re-
setting of the Mg block thus allowing repetitive firing”(Lamotte d’Incamps et al.
2012).
Anatomical studies showed that vesicular ACh transporters (VAChT) and
vesicular glutamate transporters (VGLUTs) are not present at the same
synapses (Mentis et al. 2005, Nishimaru et al. 2005, Walmsley and Tracey
1981, Herzog et al. 2004, Liu et al. 2009). A recent study by Richards et al.
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(2014) has suggested that aspartate, not glutamate could be the co-transmitter
with ACh at Motoneuron to Renshaw cell synapses. Aspartate has a similar
affinity for NMDARs as glutamate (Curras and Dingledine 1992) and its uptake
into cells is independent of VGLUTs (Fremeau et al. 2002, Bellocchio et al.
2000, Herzog et al. 2001, Morland et al. 2013, Varoqui et al. 2002). Richards et
al. (2014) showed that aspartate is not only present at cholinergic synapses on
Renshaw cells but is present in higher concentrations than glutamate. While
this does not preclude co-release of glutamate as well, it does suggest that
aspartate could be the primary co-transmitter along with ACh.
1.2.2 Renshaw cell to motoneuron inhibitory synapse
In the same paper where the motoneuron to Renshaw cell excitatory synapse
was first described to be cholinergic, the authors also showed that application
of strychnine reduced recurrent inhibition (Eccles et al. 1954). At the time how-
ever it was still not known how strychnine blocked hyperpolarising events nor
was it known that glycine was an inhibitory neurotransmitter. It was just over ten
years later that it was first suggested that glycine may act as a neurotransmitter
when it was noted that glycine concentrations are far higher in the spinal cord
than anywhere else in the brain, with concentrations being particularly high in
the ventral horns (Aprison and Werman 1965). The inhibitory effect of glycine
was first demonstrated in the cat spinal cord, giving the first direct evidence
of glycine’s inhibitory action and the first evidence of glycinergic inhibition of
motoneurons (Curtis et al. 1968; 1971a;b, Werman et al. 1967). It was there-
fore initially assumed that Renshaw cell inhibition of motoneurons was purely
glycinergic. However, a study in the cat spinal cord showed a strychnine resis-
tant component of recurrent inhibition that could be blocked by application of
bicuculline. This suggested that GABA was a co-transmitter with glycine at the
Renshaw cell to motoneuron synapse (Cullheim and Kellerth 1981). This con-
clusion was supported by later work in the neonatal rat spinal cord that showed
that bicuculline reduced recurrent IPSPs and blocked strychnine resistant cur-
rents (Schneider and Fyffe 1992). In the same study, blockade of GABA uptake
by application of nipecotic acid and a guvacine was shown to enhance recur-
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rent synaptic potentials (Schneider and Fyffe 1992). While this work did not
directly show that GABA and glycine were co-released, later work has shown
that co-release of GABA with glycine occurs at motoneuron inhibitory synapses
in the neonatal rat (Jonas et al. 1998, Jean-Xavier et al. 2007). Recent studies
however have suggested that in the adult rodent spinal cord GABA is not co-
released with glycine and that in the mature spinal cord motoneuron inhibition is
likely to be purely glycinergic (see Chapter 3 Bhumbra et al. 2012). It has been
shown that during development of the spinal cord there is a postnatal shift from
GABAergic to glycinergic inhibition (Gao et al. 2001, Ma et al. 1993, Tran et al.
2003, Ma et al. 1992). It is therefore possible that in rodents the GABA medi-
ated inhibitory component of recurrent inhibition decreases with age and is no
longer present in the mature spinal cord (see Chapter 3 for further discussion).
1.3 Synaptic transmission
In the early days of modern neuroscience there was great debate over how
nerve cells communicate with each other. This was known as “the war of the
soup and the sparks” (see Valenstein 2006) because of a disagreement be-
tween researchers claiming that neurotransmission was electrical and those
claiming it was chemical. While early studies demonstrated the existence of
chemical neurotransmitters (Elliott 1905, Loewi 1957) there was still contro-
versy over whether chemical release could occur at a speed that could account
for the fast ’synaptic delay’ observed by Charles Sherrington that only lasted a
fraction of a milisecond (Sherrington 1906). Studies at the neuromuscular junc-
tion eventually proved that neurotransmission was mediated by calcium depen-
dent transmitter release (Fatt and Katz 1951) and that it could occur at a speed
fast enough to agree with the observed ’synaptic delay’. This was subsequently
shown to be true at central synapses as well (Kuno 1964).
We now know that the majority of synaptic transmission is mediated by
chemical neurotransmitters and that only a small proportion operate via gap
junctions that form direct electrical connections between cells (Bennett and
Zukin 2004). In order to understand the structure and function of neural net-
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works it is therefore important to be able to define the properties of identified
synapses. The most important property of a synapse is of course the post-
synaptic effect of the released neurotransmitters as this dictates the type of
message being relayed. We can broadly define the effect of neurotransmitter
binding as either excitatory (binding to post-synaptic receptors results in cell
depolarization and aid generation of action potentials) or inhibitory (binding to
post-synaptic receptors results in cell hyperpolarization and/or inhibits the gen-
eration of action potentials). The effect of a neurotransmitter is determined
not only by the type of post-synaptic receptors present but also by the intrinsic
properties of the cell. For example, due to changing intracellular chloride con-
centrations in the developing spinal cord, GABA transmission is depolarising
and thus excitatory in the embryonic cord but in the mature cord it is hyperpo-
larising and thus inhibitory (see Sibilla and Ballerini 2009; and later chapters
for further discussion).
However, the strength of a synaptic connection is not determined by the type
of neurotransmitter released but is instead dependent on the synaptic architec-
ture of the connections between the two cells. Connected neurons are known
to make multiple connections between each other. The number of connections
and where these connections are will influence the effect that neurotransmit-
ter release has on the post-synaptic cell. It is therefore important to provide a
quantitative description of synaptic connections.
Recordings of spontaneous end-plate potentials (EPPs) at the neuromus-
cular junction (NMJ) gave the first evidence that neurotransmitter release is a
stochastic process (Fatt and Katz 1952). The observation that the variance
of spontaneous EPPs was very low and that of evoked EPPs was high led
to the idea that neurotransmitters are released in discrete all-or-none units (i.e.
’quanta’) and that the synaptic response is composed of multiple quantal events
(Del Castillo and Katz 1954). The concept of quantal release was supported
by electron microscopy studies of synapses that showed vesicles are present
at the pre-synaptic density (De Robertis and Bennett 1955, Palay and Palade
1955), giving a structural basis for the mechanism of neurotransmitter release.
We now know that neurotransmitters are packaged into presynaptic vesicles
and that during calcium influx vesicles fuse with the cell releasing neurotrans-
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mitters into the synaptic cleft (Jessell and Kandel 1993).
The three basic parameters that are used to describe the operation of a
synapse are: the quantal size q (which is defined as the post-synaptic response
to a single ’quantal event’ i.e. vesicle), the number of release sites n and the
probability of release p (this is normally given as the average probability of
release across all release sites as it is known that p can vary between sites
Rosenmund et al. 1993, Murthy et al. 1997). However defining these synap-
tic properties experimentally has proven challenging and various methods of
’quantal analysis’ that estimate these parameters have been developed. These
methods have mainly involved analysis of electrophysiological recordings, oc-
casionally combined with anatomical techniques. Modern imaging techniques
have even allowed the estimation of quantal parameters at the level of single
release sites. For example, labelling the cell membrane with FM dyes (Branco
et al. 2008, Murthy et al. 1997, Zakharenko et al. 2001) and tagging vesicle pro-
teins with pHlourins (Granseth et al. 2006, Gandhi and Stevens 2003) allows
quantification of vesicle exocytosis and thus measurement of p.
1.4 Quantal Analysis
Initially statistical models were applied to electrophysiological data in order
to validate the ’quantal hypothesis’. Modern quantal analysis techniques are
used to estimate quantal parameters and describe of the properties of a given
synapse. In early studies of the NMJ the distribution of quantal events was
modelled using Poisson statistics (Del Castillo and Katz 1954) however a bino-
mial model was soon found to be more appropriate when modelling synaptic
transmission at central synapses (Kuno 1964). Poisson statistics were only ap-
plicable to the NMJ due to the large number of release sites and (experimentally
controlled) low probability of release (Del Castillo and Katz 1954, Kuno 1964).
Binomial or multinomial are more applicable for quantal analysis for central
synapse because neither high n nor low p are likely to be true for connections
in the CNS.
While the binomial model is an appropriate statistical tool to model neu-
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rotransmitter release its application to experimental data is not a simple task.
Attempts to use maximum likelihood estimation to derive quantal parameters
from amplitude distributions resulted in large errors and this technique was
found to be intractable for analysis of most synapses (Robinson 1976a). The
number of release sites has been successfully estimated in studies that have
combined quantal analysis methods with light and electron microscopy (Korn
et al. 1982, Gulyás et al. 1993, Buhl et al. 1997). Most studies estimating
quantal parameters rely on amplitude distributions, using the position of peaks
as a measurement of q and then determining p from the amplitude distribu-
tions (Jack et al. 1981, Redman 1990). While compound binomial distributions
have been applied to account for non-uniform release probabilities (Jack et al.
1981, Walmsley et al. 1988), interpretation of quantal peaks is complicated
when quantal size and probability of release is not uniform (Stricker et al. 1996,
Walmsley et al. 1988). Another complicating factor at central synapses is that,
unlike at the NMJ, the quanta at central synapses are very small resulting from
as few as 10-20 channel openings (Silver et al. 1996). This means that the sig-
nal to noise ratio at most synapses is very poor making quantal events difficult
to distinguish from background noise and quantal peaks hard to separate from
the distribution.
In order to overcome these limitations several techniques based on analy-
sis of the moments of amplitude distributions were developed. The most widely
used of these methods is multiple probability fluctuation analysis (MPFA) which
uses the mean and variance of evoked responses recorded at several different
release probabilities to estimate quantal parameters (Silver et al. 1998, Silver
2003). I will now briefly describe the theory behind MPFA and the issues sur-
rounding its use for the analysis of experimental data.
1.4.1 Multiple probability fluctuation analysis (MPFA)
If synaptic transmission is modelled as a binomial process the mean amplitude
of synaptic response is the product of the three quantal parameters i.e. I¯ =
npq. The variance of responses can therefore be expressed with respect to the
quantal parameters,
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σ2 = nq2p(1− p) (1.1)
The relationship between mean current and variance can be expressed as
a parabolic function,
σ2I = qI¯ −
I¯2
n
(1.2)
MPFA is based on using the above parabolic function to estimate the quan-
tal parameters. By plotting the mean and the variance of synaptic responses
recorded at different probabilities of release and fitting a parabolic curve, the
above equation can be used to derive estimates for q and n (see Figure 1.3).
The quantal size can be calculated from the initial slope of the parabola (see
Figure 1.3D and equation 1.2). The number of release sites can be obtained
from the quotient of the maximal response over the quantal size, which can
both be derived from the parabolic fit (see Figure 1.3D). Probability of release
can then be estimated from the mean current of any data set that was recorded
during a period of constant p using equation 1.1.
The simplicity of this method however does mean that it is subject to a num-
ber of disadvantages as it makes a number of assumptions. MPFA, in its sim-
plest implementation, assumes that transmitter release is synchronous and in-
dependent across sites, and that the quantal size and probability of release are
uniform at all release sites. These assumptions are unlikely to be true at real
synapses. There is an inherent variability at the level of single sites due to the
stochastic nature of release. Individual quanta are not released synchronously
but instead are released over a finite time course (Barrett and Stevens 1972,
Diamond and Jahr 1995, Isaacson and Walmsley 1995). The ‘smearing’ ef-
fect that arises from this variance between different quantal events produces
a mean wave form from a single release site that has a lower peak amplitude
than individual events (see Figure 1.4A). When PSCs have a rapid decay time
constant asynchronous release can also produce an additional variance, be-
cause quanta released at different latencies will have different amplitude at the
time point where peak amplitude is measured, even if the quantal size is the
same. This variance associated with latency of release is a component of the
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Figure 1.3: An illustration of multiple probability fluctuation analysis. Traces in A,B and
C show simulated synaptic currents at a synapse that consists of five release sites
and has a quantal size of 20pA at probabilities of release of 0.1, 0.5 and 0.9 respec-
tively. The open bar shown above trace A designated WB shows an appropriate area
to baseline the traces for the purpose of measuring peak amplitude. The vertical line
designated WN and WP indicate appropriate windows for measuring the mean and
variance of baseline noise and the mean peak of the PSC respectively. The graph
in panel D shows the theoretical relationship between mean and variance of the peak
PSC amplitude. The solid black line shows a parabolic fit of the simulated data dis-
played in panels A–C. Also indicated on the graph are the intial slope of the parabola
that is used to estimate q and the x-intercept that is used to the estimate the product
of n and q. Figure adapted from Silver (2003).
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‘intrasite variance’ (see Figure 1.4A). The other component of intrasite vari-
ance is the variability of quantal size between events at individual release sites
(Bekkers et al. 1990, Forti et al. 1997, Liu et al. 1999, Silver et al. 1996). There
is also variability between the quantal size at different release sites (Bekkers et
al. 1990, Borst et al. 1994). The variance of quantal size between release sites
(Murthy et al. 1997, Hessler et al. 1993, Walmsley et al. 1988, Jack et al. 1981,
Rosenmund et al. 1993) is a further source of variance and is normally referred
to as intersite variability (see Figure 1.4B). While corrections for these added
variances can be incorporated into MPFA (Silver 2003) they require separate
estimation and cannot necessarily be derived from the data set recorded for the
purposes of analysis. For example the total variance associated with both intra-
and intersite variability can be determined by measuring the peak amplitude of
evoked responses aligned by the stimulus in a low probability of release (i.e.
with a failure rate of ∼ 80 − 90%), in the assumption that only currents medi-
ated by single quanta are observed. However, in experiments with a high level
of baseline noise and a small quantal size it may be difficult to distinguish sin-
gle events, which may lead to an incorrect estimation of variance. The variance
associated with different quantal release latencies can then be determined by
measuring the peak amplitude of responses aligned by their rise time and de-
ducting this from the total variance (in order to allow for incorporation of quantal
variances into MPFA).
MPFA not only requires that recordings are made at many different release
probabilities (in order to produce a good parabolic fit) but also requires a larger
number of observations be made at each release probability in order to produce
reliable estimate of n, p and q. Due to the difficulty of producing long recordings
suitable for MPFA between the cell types that are the focus of this thesis, a
quantal analysis method based on Bayesian statistics has been used. This is
a recently published method (Bhumbra and Beato 2013) that will be explained
in detail in the general methods chapter.
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Figure 1.4: An illustration of intrasite and intersite quantal variance. Panel A describes
the variance that arise from differences in release at a single synapse. The traces
beside the synapse illustrate the variation in the precise timing of the response that
can occur during release. Panel B describes the variance associated with differences
due to release sites occuring on different parts of a neuron. The traces beside each
synapses vary in size depending on their distance from cell soma and/or the recording
electrode. Adapted from Silver (2003).
1.5 Aims
The aims of this thesis can be divided into two separate but complementary
investigations of different aspects of spinal cord circuitry. The first investigation
focuses on the co-release of GABA with glycine onto the spinal motoneurons
in the juvenile mouse. The second study investigates the quantal properties of
the motoneuron to Renshaw cell excitatory synapse.
As has been briefly discussed above, co-release of GABA with glycine onto
mototneurons has been demonstrated in the young rodent spinal cord (Jonas
et al. 1998, Jean-Xavier et al. 2007, Schneider and Fyffe 1992) and in the adult
cat (Cullheim and Kellerth 1981). However there is also a known develop-
mental shift postnatally in the rodent spinal cord from GABAergic to glyciner-
gic inhibitory transmission (Gao et al. 2001). We therefore conducted a study
of inhibitory contacts on lumbar motoneuron in order to determine if GABA is
co-released with glycine onto motoneurons in the juvenile mouse spinal cord.
This involved first conducting experiments to determine if GABA is co-detected
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with glycine at motoneuron inhibitory synapses and subsequently assessing
whether GABA is co-released with glycine but not co-detected, and if this has
any effect on inhibitory transmission onto motoneurons.
Even though the motoneuron to Renshaw cell excitatory synapse was first
described 60 years ago (Eccles et al. 1954) there are still some very basic
questions about that synapse that remain unanswered. The second results
chapter in this thesis focuses on estimating the quantal parameters at the mo-
toneuron to Renshaw cell excitatory synapses, as well as determining the de-
gree of convergence of motoneurons onto Renshaw cells. Analysing data from
paired motoneuron to Renshaw cell recordings produced estimates of the num-
ber of contacts between motoneurons and Renshaw cells. Comparing this with
quantal estimates obtained from analysis of Renshaw cell excitatory currents
induced by ventral root stimulation allowed us to determine the degree of the
convergence of motoneurons onto Renshaw cells.
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Chapter 2
Materials and methods
Spinal preparations were dissected from mice in which the enhanced green flu-
orescent protein (EGFP) was expressed under the control of the promoter of
the neuronal glycine transporter GlyT2 (Zeilhofer et al. 2005). The transgenic
strain was used to assist identification of glycinergic neurons during recordings.
All experiments were undertaken in accordance with the Animal (Scientific Pro-
cedures) Act (UK) 1986. The appropriate statistical tests were performed as
indicated in the Results sections.
2.1 Spinal cord preparation
Animals were anaesthetised with urethane 1.8mg/kg I.P.. Following decapi-
tation, spinal cords were extracted using standard techniques (Beato 2008).
After anaesthesia was confirmed by absence of the hindlimb flexor-extensor
reflex following pinching of the paw the animal was pinned down with the ven-
tral side facing up. The ribcage was then removed to expose the heart so
intra-cardiac perfusion could be performed. Intra-cardiac perfusion was per-
formed with ice cold normal artificial cerebrospinal fluid (aCSF) of composition
(in mM) 113 NaCl, 3 KCl, 25 NaHCO3, 1 NaH2PO4, 2 CaCl2, 2 MgCl2 and
11 D-glucose. The use of intra-cardiac perfusion improved the quality of the
slices, due to the protective effect of low temperature on the tissue, that, dur-
ing the dissection procedure, is not supplied anymore through normal blood
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circulation. After intra-cardiac perfusion the animal was decapitated and the
limbs and any remaining skin or viscera were removed. The spine and any
remnants of the ribcage were then moved to a dissection chamber filled with
oxygenated ice cold aCSF. The spine was pinned down ventral side up and the
spinal cord was exposed following a ventral laminectomy. The spinal cord was
rapidly dissected out by cutting away connective tissue until the cord could be
gently removed from the spinal column. Once freed, the cord was ’cleaned’ of
any remaining connective tissue. Preparations were abandoned if time from
decapitation to the cord being ready for slicing was longer than 25 minutes as,
within our age range, this resulted in sub-optimal slice preparations.
Extracted spinal cords were sliced in one of three ways depending on ex-
perimental protocol, either transverse, oblique or coronal. In all slice prepa-
rations the dorsal side of the cord was adhered to an agar block with tissue
glue (Vetbond, WPI Scientific Instruments) and slices were cut in oxygenated
ice cold solution containing (in mM) 130 K-gluconate, 15 KCl, 0.05 EGTA, 20
HEPES, 25 D-glucose , 3 kynurenic acid and pH 7.4 (Dugué et al. 2005) using a
VT1000 vibrating microtome (Leica Microsystems). The choice of a high potas-
sium solution enormously improved the quality of the slices, especially the rate
of motoneurons survival when compared to the more commonly used sucrose
substitute slicing solution. This is possibly due to the fact that during slicing
many of the motoneurons dendrites are cut. Before they spontaneously seal,
the inside of the cell is inevitably exposed to the external solution. By using a
low chloride and high potassium solution, we match the normal intracellular mi-
lieu of the cells. On the contrary, the use of high sucrose solution would cause
the entry of sucrose from the cut arborization. Since sucrose cannot be trans-
ported outside te cell, it would tend to increase the intracellular osmolarity and
therefore lead to swelling of the membranes. The use of high potassium slicing
solution has proved to be particularly effective in cerebellar preparation (Dugué
et al. 2005) as well as in the spinal cord (Lamotte d’Incamps et al. 2012). Since,
in the presence of high potassium, all neurons become depolarized at an equi-
librium potential of ∼ 0mV, spikes are inactivated, thus preventing release of
potentially toxic neurotransmitter. However, since at depolarized potential the
glutamate transporters can reverse their action (Szatkowski et al. 1990), it is
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necessary to block glutamate receptors with kynurenic acid. Also, excitotoxicity
of calcium is prevented by using a calcium chelator (EGTA).
Straight transverse slices of thickness 400µm were cut from the lumbar
segments (L2-L5, see 2.1A). Oblique sections, also of400µm thickness, were
cut from the same lumbar segments at a 35◦ angle relative to the axis of the
spinal cord by cutting an agar block to the required angle prior to gluing the cord
to the agar as described above (see 2.1B). During spinal cord preparations for
oblique slices, ventral roots were preserved to allow for antidromic stimulation of
motoneurons, whose axons project obliquely from the spinal cord in the caudal
direction. For coronal slices, the cord was glued to the agar block in the same
way as for transverse slices but the agar block was glued horizontally to the
base of the vibratome microtome and the dorsal horns cut away just dorsal to
the ventral canal (see 2.1C). This preparation gives visual access to the dorsal
motor nucleai (innervating digits muscle) as well as to the most dorsal parts
of the ventral motor nucleus (innervating mostly the tibalis and gastrocnemius
muscle).
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Figure 2.1: Illustration of spinal cord slicing methods. Diagram A shows a schematic
illustration of a straight transverse slice with a infrared image of a transverse slice
shown below. The diagram shows a spinal cord glue to a rectangular agar block and
the relative position of the blade. Panel B shows a cord glued to an agar block cut, into
a triangular shape, for the purpose of producing oblique slices. During oblique slice
preparations every effort would be made to preserve ventral roots. An infrared image
of an oblique slice is shown below diagram B and a preserved ventral root can be seen
in the top left hand corner of the image. Diagram C shows a cord glued to a rectangular
agar block, but positioned horizontally with respect to the blade, in order to cut away
the dorsal horns.
After slicing tissue preparations were incubated at 37 ◦C in normal extra-
cellular solution for approximately 45 minutes prior to experimentation. Exper-
iments were performed at room temperature and slices were maintained by
continuous perfusion of aCSF bubbled with a 95/5% O2/CO2 mixture at a rate
of 5ml/min to 8ml/min.
37
2.2 Patch recordings
Whole cell voltage-clamp recordings were performed using an Axopatch 200B
amplifier (Molecular Devices) and filtered with an eight-pole Bessel filter at
5 kHz. Both voltage and current signals were sampled at 50 kHz using an
Axon 1440A interface device (Molecular Devices) and the data were acquired
using Clampex 10 software (Molecular Devices).
Electrodes were pulled using a P-1000 Flaming/Brown micropipette puller
(Sutter Instruments) from thick-walled borosilicate glass GC150F capillaries
(Harvard Apparatus). Electrodes used to patch motoneurons for the purpose
of voltage-clamp recordings were pulled to a resistance of ∼ 0.5MΩ and the
tips fire polished to final resistance of ∼ 1.5MΩ. Electrodes used to patch Ren-
shaw cells were pulled to a resistance of ∼ 2MΩ and the tips fire polished to a
final resistance of 3MΩ to 4MΩ. Electrodes for loose cell attached stimulation
of single cells were pulled to a resistance of ∼ 2MΩ and fire polished to a final
resistance of 6MΩ to 7MΩ.
Cells were visualised using infrared differential interference contrast (DIC)
optics on an Eclipse E600FN (Nikon) with a 40× water-immersion objective.
For all voltage clamp recordings the series resistance ranged between 4MΩ to
10MΩ and was compensated by 60% to 80%, if series resistance increased by
more than 20% the recording was abandoned. The typical motoneuron whole-
cell capacitance of ∼ 200pF and uncompensated series resistance of 1MΩ to
4MΩ gave a lowpass corner frequency of 0.2 kHz to 0.8 kHz which would fil-
ter currents. The typical Renshaw cell whole-cell capacitance of ∼ 30pF and
uncompensated series resistance of 1MΩ to 4MΩ gave a lowpass corner fre-
quency of 1 kHz to 5 kHz.
2.2.1 Paired recordings
In order to target EGFP positive interneurons, we used a custom built optical
set up that allowed simultaneous visualization of cells with infrared (differen-
tial interference contrast) and fluorescence. We used a beam splitter that re-
flects the long wavelength (700 nm) infrared signal and transmitted the shorter
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wawelength emitted by EGFP (510 nm). The emitted fluorescence was either
directed to a high sensitivity camera (Qimaging, Retiga) or to a scanning con-
focal D-Eclipse C1 camera (Nikon). The simultaneous visualization (see Figure
2.2) was essential in obtaining a quick and unambiguous identification of green
cells to be targeted for patching and allowed us to test for connectivity up to 3-4
cells every 5 minutes, while maintaining the recording from the post-synaptic
cell.
Figure 2.2: Simultaneous visualisation of eGFP positive interneuons with infrared and
fluorescence images. The picture on the left shows an infrared image (taken with
differential interference contrast) of cells in a lumbar slice taken from a P8 mouse.
The picture on the right shows the same eGFP flourescence emitted by the same
section of cells which allows visualisation of only the eGFP positive cells. Comparison
of the infrared and fluorescence images allows identification of the eGFP postitive in
the infrared image (see the red box in both images for an example).
Inhibitory interneuron to motoneuron paired recordings
Paired recordings of pre-synaptic inhibitory interneurons and post-synaptic mo-
toneurons were performed in transverse slices to maximise the number of con-
nections in each slice and therefore increase the chance of finding pairs of con-
nected cells. Electrodes for post-synaptic motoneuron recordings were filled
with an internal solution of composition (in mM) 140 CsCl, 4 NaCl, 0.5 CaCl2,
10 HEPES, 5 EGTA, 2 Mg-ATP, QX-315 Br 3, pH 7.3 with CsOH, and osmolar-
ity of 290−310 mOsm. High intracellular chloride improves the signal to noise
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ratio by increasing the driving force for chloride across the cell membrane. This
is particularly useful when recordings from motoneurons due to their large re-
sistance resulting in large baseline noise. High intracellular chloride however
does affect both glycinergic (Pitt et al. 2008) and GABAergic (Houston et al.
2009) currents through interactions with amino acids in the pore-lining region
of the channels (Moroni et al. 2011) resulting in a prolonged decay phase of
both types of IPSCs. However this intracellular solution does allow direct com-
parisons with previously published work by Jonas et al. (1998).
After establishing a stable whole cell patch on a motoneuron, a second
electrode of ∼ 6MΩ resistance filled with normal aCSF was introduced into the
Renshaw cell area (Alvarez and Fyffe 2007). Putative pre-synaptic neurons
were patched in a loose cell-attached voltage-clamp configuration to stimulate
the membrane and record evoked spikes (Barbour and Isope 2000). Neurons
were stimulated using a 1V to 1.5V voltage step of 20µs applied from an ELC-
03X (NPI) amplifier.
Connected cells were identified by the presence of time locked motoneu-
ron post-synaptic currents evoked by spikes in the pre-synaptic cell. Figure
2.3 shows a typical loose cell attached recoding in which extracellularly evoked
and recorded spike induces an IPSC in a motoneuron. Typically 1 out of 100
tested interneurons was connected to the recorded motoneuron. After the pre-
synaptic cell was identified the stimulating electrode was removed and the in-
terneuron was patched whole cell with an electrode containing an internal so-
lution of composition (in mM) K-gluconate 125, KCl 6, CaCl2 2, HEPES 10,
Mg-ATP 2, pH 7.3 with KOH, and osmolarity of 290−310 mOsm. In whole cell
current-clamp configuration pre-synaptic cells were stimulated every 10 s us-
ing an ELC-03X amplifier (NPI) by application of the minimum positive current
required to evoke an action potential reliably.
Motoneuron to Renshaw cell paired recordings
Paired recordings of pre-synaptic motoneurons and post-synaptic Renshaw
cells were performed using oblique slices. EGFP positive cells were patched
in a region ventro-medial to the motor nucleus (i.e. the ’Renshaw cell area’ Al-
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Figure 2.3: Paired recordings with extracellular loose cell-attached stimulation of an
interneuron can be used to identify a connection with a motoneuron. The upper trace
illustrates two extracellulary evoked spikes
(see Methods), clearly visible as downward deflections, from an interneuron
patched in a loose cell-attached configuration. Post-synaptic responses of the
motoneuron, illustrated in the lower trace, demonstrate a connection as IPSCs
time-locked to the spikes. Following a 20ms interval a second spike was evoked
to potentiate the synapse and reduce the failure rate.
varez and Fyffe (2007)). Patched cells were identified as Renshaw cells by the
presence of an evoked EPSC following ventral root stimulation. Renshaw cells
were patched whole cell with 3MΩ to 4MΩ electrodes (produced as described
above) filled with a K-gluconate based internal solution composed of (in mM)
K-gluconate 125, KCl 6, CaCl2 2, HEPES 10, Mg-ATP 2, pH 7.3 with KOH, and
osmolarity of 290−310 mOsm.
After whole cell patch of a Renshaw cell an extracellular stimulation elec-
trode filled with normal aCSF was introduced into the motor nucleus. As ex-
plained above, the putative pre-synaptic motoneuron was patched in the loose
cell-attached voltage-clamp configuration and a spike was evoked by delivering
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a short voltage step. A connection was identified in the same way as described
above for interneuron to motoneuron paired recordings (see Figure 2.3). Af-
ter identification of a pre-synaptic motoneuron the loose cell-attached stimu-
lation electrode was carefully removed from the slice and the identified mo-
toneuron re-patched whole cell. Pre-synaptic motoneurons were patched with
an electrode fire polished to a final resistance of ∼ 3MΩ (slightly higher than
that described for voltage clamp motoneuron recordings) in order to improve
chances of a successful and stable patch. Motoneuron electrodes were filled
with the same K-gluconate based solution used for pre-synaptic interneurons in
the paired recordings described above. Pre-synaptic motoneurons were then
held in whole cell current-clamp configuration and stimulated every 10 s using
an ELC-03X amplifier (NPI) by application of the minimum positive current re-
quired to evoke an action potential reliably.
2.2.2 Ventral root stimulation
Ventral roots were stimulated as described by Lamotte d’Incamps and Ascher
(2008) via a glass pippette adapted to the size of the ventral root (60µm to
100µm) filled with aCSF. An electrical current was applied using a DS3 con-
stant current stimulator (Digitimer). Stimulus intensity ranged from 3.2mA to
32mA and stimulus durations varied between 20µs to 500µs. Ventral roots
were stimulated every 10 s at a frequency of 33Hz unless otherwise stated in
the text.
2.3 Quantal analysis
Estimates of quantal parameters were calculated from electrophysiological data
using Bayesian quantal analysis (Bhumbra and Beato 2013; BQA,). BQA has
several advantages over the more commonly used multiple probability fluctua-
tion analysis (MPFA Silver 2003) that make BQA our preferred method. While
MPFA only uses the mean and variance of the measured amplitude of synaptic
currents, BQA estimates the quantal parameters from the whole amplitude dis-
tribution of observed events. The reduction of data sets to only the moments of
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their distribution means that there is substantial loss of information contained
in the data when performing MPFA. This is illustrated in Figure 2.4. Figure 2.4A
shows peak amplitudes of 58 evoked IPSCs recorded at a single probability of
release and the amplitude distribution of the same data set is shown below in
figure 2.4B. The information taken from this data set in order to perform MPFA
is shown in Figure 2.4C as a variance-mean plot. While the error associated
with the mean is relatively small there is a considerable error associated with
the variance (350pA2 Fig.2.4C). The error associated with the variance is cal-
culated as described by Silver (2003) (error of variance=
√
2/n− 1) where n is
the number of observations.) The error on the variance is particularly affected
by the number of observations and since it cannot be assumed that long stable
recordings will always be possible, especially during paired recordings, it is an
error that is likely to confound MPFA estimates.
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Figure 2.4: Example of data set used for quantal analysis. The graph in panel A
shows a scatter plot of EPSCs recorded from a Renshaw cell evoked by ventral root
stimulation. Panel B shows the amplitude histogram of the evoked response shown in
graph A. Panel C shows the mean plotted against the variance of the data described
above
MPFA requires a large number of observations at individual release proba-
bilities, as well as recordings obtained at many different release probabilities in
order to obtain an adequate parabolic fit. BQA on the contrary produces reliable
estimates from recordings at only two probabilities of release with even from a
small number (approximately 50) of observations for each probability (Bhumbra
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and Beato 2013). Due to the difficulty in producing long stable recordings from
our chosen cell types it is advantageous to use BQA instead of MPFA.
The most important advance that BQA provides over earlier quantal analy-
sis methods is that it both models amplitude distributions (Korn et al. 1981) and
allows incorporation of data recorded at multiple probabilities of release (Silver
et al. 1998). Prior to the development of BQA these approaches were gener-
ally considered to be incompatible. In this methods section I will first describe
the quantal likelihood function that BQA uses to model amplitude distributions
at different release probabilities. Then after a brief explanation of the general
concept of Bayesian analysis I will show how BQA uses Bayes’ rule to incor-
porate the information from distributions that represent different release prob-
abilities in the estimation of quantal parameters. The key step in this process
is a re-parameterisation that allows for quantal parameters to be expressed
as variables that are independent of probability of release p. While BQA can
be modified to calculate any given set of parameters, here we use the same
parameters originally used by (Bhumbra and Beato 2013). Our BQA analysis
results in estimates of the quantal size q, the maximal response r (defined as
the product of the number of release sites n and q) and the quantal coefficient
of variations CV . From estimates of the quantal size and maximal response
we can derive the number of release sites by dividing the latter by the former
(i.e. n = q/r). The probability of release in any recording condition can be cal-
culated by the quotient of the mean response size µ and the maximal response
r (i.e. p = µ/r).
2.3.1 Quantal likelihoods
The ‘quantal likelihood function’ describes the amplitude distribution of evoked
responses x as a function of the set of parameters Φ and is denoted byQ (x|Φ)
that indicates the likelihood of observing the response x given the parameters
Φ.
The Q function has to contain at least three elements. Firstly, a probability
density function that describes the amplitude distribution of uniquantal events.
Secondly, a probability mass function to describe the weighting coefficients
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for the relative probabilities of observing (1, 2, . . . , n) numbers of vesicles re-
leased. Finally, a probability density function that describes the baseline noise.
The three elements in our implementation are:
1. A continuous probability density function that models the amplitude dis-
tribution for a single successful quantal event. Here we use a gamma
density function G (x|γ, λ) expressed with respect to the shaping param-
eter γ and the scaling parameter λ:
G(x|γ, λ) = 1
λγΓ(γ)
xγ−1e
−x
λ ,x, γ, λ > 0, Γ(γ) =
∫ ∞
0
gγ−1e−gdg (2.1)
where g is the dummy variable of the integration and the quantal size can
be expressed as the product of the parameters:
q = γλ (2.2)
An example of a gamma probability density function (γ = 11.1, λ =9pA)
is shown in Figure 2.5A. The choice of a gamma function is dictated by
several reasons. The first is that gamma distribution of uniquantal re-
lease gives a better description of data when compared with a gaussian
model due to the possibility of gamma to account for the typical positive
skew in the data (MacLachlan 1975, Robinson 1976b). In fact while intr-
asite variability gives rise to symmetrical distributions (Silver et al. 1996),
there is no reason to assume symmetry for intersite variability (Robinson
1976b). The second is that for large values of γ the gamma distribution
approximates a Gaussian therefore the gamma model can also describe
Gaussian distributions although the opposite is not generally true. Finally,
the convolution of multiple identical gamma probability density functions
can be simply obtained by multiplication of the shaping parameters γ with
the number of convolved components, similar to the convolution of multi-
ple gaussian curves.
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2. Assuming homogeneous probability of release we can use a simple bi-
nomial model to describe the probability of observing i successes from n
quantal events.
B(i|n, p) = n!
i!(n− i)!p
i(1− p)n−i,0 ≤ i ≤ n, 0 ≤ p ≤ 1 (2.3)
An example of a binomial distribution describing six release sites of prob-
ability 0.35 is shown in 2.5B.
3. We used a normal probability density functionN (x|0, 2) where the mean
is zero and the variance is 2 to model the the background noise.
N (x|0, 2) = 1√
2pi2
e−
x2
22 , > 0 (2.4)
2 is calculated directly from raw traces as the variance of failures and is
not estimated by BQA. An example of a normal probability density func-
tion of variance 625pA2 (standard deviation 25pA) is shown in Figure
2.5C.
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Figure 2.5: An illustration of the quantal likelihood function. Panel A shows an example
normal probability density function (of mean 0, variance 625pA2 and standard deviation
25pA) that is used to model baseline noise. Panel B shows an example gamma density
function (γ = 11.1, λ =9pA) that is used to model the amplitude distribution of a
single successful quantal event. Panel C shows a binomial distribution that describes
the probability of observing i Bernoulli successes from six release sites each with a
probability of release of 0.35. Finally, panel D illustrates the quantal likelihood function,
as described by Eq.2.5, that combines the other three components described in this
figure to model the probability distribution of a set of evoked responses. Figure adapted
from Bhumbra and Beato (2013).
We can therefore combine these three elements to express the quantal like-
lihood functionQ (x|n, p, γ, λ, 2) with a gamma function to describe the release
of single quanta, a binomial distribution to the describe multiple quantal events
and a normal distribution to model background noise.
Q(x|n, p, γ, λ, 2) = B(0|n, p)N (x|0, 2) +
n∑
i=1
B(i|n, p)G(x|iγ, λ) (2.5)
As the number of successes increases the additive effects of the the back-
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ground noise become extremely small with respect to the size of multi-quantal
events. We therefore excluded the additive effects of background noise from
the summation. An example of the quantal likelihood function combining the
three elements described above is shown in Figure 2.5D.
For individual sets of data recorded at a single release probability the joint
likelihood L of the data x given the parameters of the quantal likelihood function
above can be expressed as a product (assuming the data are independent and
identically distributed).
L =
∏
x
Q(x|n, p, γ, λ, 2) (2.6)
Using Equation 2.6 the quantal parameters can be obtained by standard
likelihood maximisation procedures (Korn et al. 1981). However, when com-
bining observations obtained with different levels of release probability, the re-
quirement for identically distributed data is not met, because evoked responses
recorded at different release probabilities would be described by different prob-
ability density functions. As a consequence, the likelihood values obtained from
individual conditions, cannot be simply multiplied to obtain a ‘global’ likelihood
value (Huzurbazar 1948).
Even though the numerical values of the likelihood in each condition are not
normalized and thus arbitrary, they will still be proportional to the conditional
probability distribution of the parameters given the data f(Φ|x) (Fisher 1922).
By defining c as a constant of proportionality the likelihood can be scaled to
express the conditional probability density function.
f(Φ|x) = cL (2.7)
The proportionality constant c will differ for each condition, but knowing its
value for each condition would allow multiplication of each probability distribu-
tion (one per experimental conditions) to obtain a global probability distribution
for the set of parameters conditional to the observed sets of data.
The values of c for each of the conditions will be be affected by the number
of observations as well as by the integral of the likelihood calculated over the
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whole parameter space. In the past it has been implicitly assumed that c is the
same for all conditions. This assumptions gives equal weight to all conditions
and lead to a global maximisation of the product of each likelihood, an ap-
proach that is often used for the fitting of single channel recordings to a kinetic
model (see for instance Burzomato et al. 2004). This approach would bias the
estimates towards highly tuned models that perform near-perfects fits to only a
proportion of the data. A large peak in density would occur over a small volume
of parameter space, the corresponding mass in probability would be small and
thus could represent a highly improbable solution. Most importantly, different
amplitude distributions observed at different release probabilities would give
rise to different regions and volumes of likelihood peaks; since they would also
differ in their likelihood integrals across parameter space, any attempt of global
likelihood calculation by multiplication would be confounded.
It would therefore be incorrect to make any arbitrary assumptions about c
and thus it is not possible to use maximum likelihood estimation for simulta-
neous fitting of data described by different probability distributions, as is the
case with quantal analysis, for which in each recording condition, the values for
quantal size and number of release sites are common across conditions, but
the probability of release is not. With our approach, instead of relying on as-
sumptions about c we calculate it directly using the standard rules of probability
and Bayes’ rules as described below.
2.3.2 Bayesian modelling
In order to describe Bayesian modelling briefly, consider A and B to be two
propositions that may be either true or false. The joint probability of both be-
ing true P (A,B) can be expressed with respect to the conditional probability
P (A|B), which represents the probability of A being true ‘given’ B is true, us-
ing a product according to the chain rule.
P (A,B) = P (B)× P (A|B) (2.8)
P (B) can be obtained from the joint probability of P (A,B) by summation
over all possible outcomes for A according to the sum rule.
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P (B) =
∑
A
P (A,B) (2.9)
The joint probability of P (B,A) can be expressed in a similar manner as
P (A,B) is in Eq.2.8 by interchanging the terms A and B.
P (B,A) = P (A)× P (B|A) (2.10)
Since P (A,B) = P (B,A) we can equate the right hand of Eq.2.8 and
Eq.2.10
P (A)× P (B|A) = P (B)× P (A|B) (2.11)
therefore P (B|A) = P (B)× P (A|B)
P (A)
(2.12)
Equation 2.12 is Bayes’ rule. BQA uses this rule to model the distribution of
observed data x with respect to hypothetical parameters φ. Since both x and
φ represent numerical values rather than mutually exclusive events we use a
probability density function f rather than discrete P values. By substituting A
with the observed data x and B with the hypothetical parameters φ we can use
Equation 2.12 to represent a Bayesian model of our data and parameters.
f(φ|x) = f(φ)× f(x|φ)
f(x)
(2.13)
The Bayesian model shown above consists of four terms. The left hand
side represents the outcome of BQA, namely, the probability distribution of the
values of the parameters φ given the observed set of data. This term is the
’posterior’ and the position of its maximum in the parameter space determines
the values of φ that may best describe the data x. The conditional probability of
the data x given the parameters φ, f(x|φ) is the likelihood of the observations
given the set of parameters and can be calculated from the likelihood function
described in Equation 2.5. The term f(φ) is an unconditioned probability and
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can be interpreted as the probability distribution of the hypothetical parame-
ters in the absence of data. In Bayesian statistics this is normally called ’prior’
because its functional form is decided a priori and each of the modelled param-
eters may have its own prior. While this may appear to introduce an arbitrary
assumption, in most applications the exact choice of priors has little effect on
the outcome of the modelling as long as the choice of prior is ‘non-informative’.
‘Non-informative’ priors may be chosen according to mathematical criteria that
minimize the amount of information they represent by the shape of their dis-
tribution (Jaynes 2003) or functional form (Jeffrey’s rule, Jeffrey 1998). For
instance, if we were modelling the outcome of a series of coin throws, we could
model it with a uniform prior centered at values of P = 0.5 for either head or tail
(zero information). If the coin is not fair, the running of the experiment would
gradually modify the posterior, biassing towards the more probable outcome
(be it heads or tails).
The denominator term f(x) is the ’probability of data’ and is sometimes
referred to as the ’evidence’. In analogy with Equation 2.9 we can express f(x)
as the sum of the joint probability of the parameters and the data f(x, φ) over
the whole parameter space. Since the parameters are continuous numerical
values the summation is replaced by integration.
f(x) =
∫
φ
f(x,φ)dφ (2.14)
The ’probability of data’ is just a normalization constant that ensures unity
in the integral of the posterior. The term f(x,φ) can be expressed in a similar
way to that described in Eq. 2.10.
f(x,φ) = f(φ)× f(x|φ) (2.15)
We can therefore substitute Eq. 2.14 into Eq. 2.13 to express the normal-
ization procedure as;
f(φ|x) = f(φ)× f(x|φ)∫
φ
f(φ)× f(x|φ)dφ (2.16)
If we consider f(Φ|x) to constitute the probability of two hypothetical pa-
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rameters, φ1 and φ2, given the data (i.e. Φ = (φ1, φ2)), the posterior becomes
the joint probability distribution f(φ1, φ2|x). The posterior for the parameter φ1
only, f(φ1|x), can be evaluated by integrating the joint probability distribution
over all the possible values of the parameter φ2
f(φ1|x) =
∫
φ2
f(φ1, φ2|x)dφ2 (2.17)
The advantage of this approach is that since we are dealing with proba-
bilities and probability mass functions, the usual rules of probability apply. In
particular, we can choose to reparametrize our distribution according to contin-
uous functions of our initial parameters. We can express a set of parameters Ψ
as a function of our previous set of parameters Φ in the form Ψ = F (Φ) and
that the function F is invertible, namely, there exists a function F−1 such that
Φ = F−1 (Ψ).
We can then reparametrize our posterior with respect to new parameters
ψ. The transformation in probability space can be evaluated by integrating
over regions of probability space in which the initial and final parameters are
constrained by the functional form Φ = F−1 (ψ).
f(ψ|x) =
∫
φ=F−1(ψ)
f(φ|x)dφ (2.18)
We will use reparameterization to estimate quantal parameters from a data
set containing observations recorded at different probabilities of release.
2.3.3 Quantal probabilities
We now consider a data set similar to the data recorded for quantal analysis
with K number of conditions of release probability within the data X. X will
be comprised of K vectors xk (k = {1, 2, ..., K}) that may differ in number of
observations. The model assumes that amplitude distributions will vary only as
a result of differences in release probability pk. We can represent the family of
likelihoods Lk as the conditional probabilities of the data xk given the parame-
ters φk.
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Lk = fk(xk|φk), k = {1, 2, . . . , K} (2.19)
Terms are subscripted with k as they correspond to different likelihoods
associated with different release probabilities. Each likelihood term represents
an unnormalised probability whose absolute value is entirely arbitrary unless it
is multiplied by its respective scalar constant as described in Eq.2.7.
fk(φk|xk) = ckLk = ckfk(xk|φk) (2.20)
Using Bayes’s rule, expressed in Eq.2.12, the constants ck can be substi-
tuted with the quotient of the two unconditioned probabilities (the ’prior’ and the
’evidence’), giving
fk(φk|xk) = fk(φk)fk(xk|φk)
fk(xk)
(2.21)
The equation above illustrates that the product of every likelihood fk(xk|φk)
with the probability of the parameters in the absence of data fk (φk) (the prior)
is proportional to each corresponding conditional probability of the parameters
given the data fk(φk|xk)(the posterior). The denominator terms fk(xk) (the
evidence) are normalization scalars that can be evaluated as described above
in Eq.2.14, giving
fk(φk|xk) = fk(φk)fk(xk|φk)∫
φk
fk(φk)fk(xk|φk)dφk (2.22)
In the BQA implementation used in this thesis we use the likelihood function
shown in Eq.2.5 and assign priors based on the probability of release pk, the
total quantal coefficient of variation v and the number of release sites n, so
φk = (pk, v, n). The variance of the background noise 2 that appears in the
likelihood function is not evaluated as a parameter but it is calculated directly
from the raw traces. Furthermore, in agreement with the binomial model of
release, we assume that the probability of release pk is proportional to the
mean reponse µk. For each of the parameters φk = (pk, v, n) we choose
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a prior probability function that is non-informative but incorporates the known
constraints on each of the parameters. In particular, the coefficient of variation
cannot be less than 0 and the probability of release is constrained in the range
of (0, 1). On the other hand, the number of release sites n has an obvious lower
limit (n = 1) but no upper bound. Upper limits for n are therefore decided on a
case by case basis by the user before analysis and analysis is re-run in cases
where estimates of n tend towards the limit set by the user. For a detailed
description of the rationale and choice of individual priors see Bhumbra and
Beato (2013).
Our parameter space Φ includes a variable that depends on the recording
conditions, namely the release probability pk. As a consequence, posterior dis-
tributions cannot be combined directly. Therefore, we resorted to a change of
variables that removes the explicit dependency of individual posteriors from the
probability of release by using the knowledge of the expression of the mean
amplitude of synaptic responses as µk = nqpk. Our chosen new parameters
are the quantal size q, the maximal response r and the gamma shaping pa-
rameter γ i.e. Ψ = (q, r, γ). Since none of these parameters are dependent
on release probability, we can define a probability density function that applies
to all data sets recorded at different release probabilities. Our joint posterior
f (Ψ|X ) is thus proportional to the product of the posteriors expressed as a
function of the transformed set of parameters
f(ψ|X ) ∝
K∏
k=1
fk(ψ|xk) (2.23)
The two distributions shown in Figure 2.6 A-B represent the individual pos-
terior distributions for two different conditions of release probability (fk(ψ|xk)
with k = 1 and k = 2 corresponding to p = 0.1 and p = 0.8 respectively, using
the notation employed above). Note that for simplicity we performed a summa-
tion over γ and thus are showing the posteriors as a function of two parameters
only (q and r). As in Equation 2.23, the overall posterior f(ψ|X ) is obtained
from the product of the individual ones and is shown in 2.6 C.
Once a normalization is obtained (by dividing by the evidence), the poste-
rior distributions for each individual parameter can be calculated by integrating
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over the remaining parameters, giving rise to one unidimensional probability
density for every parameter (see Figure 2.6 D-F). We obtain the estimates for
q, r and γ from the medians of their individual posteriors. While we do not
model the number of release sites n, probability of release p or coefficient of
quantal variance CV directly we can calculate them using the estimates of pa-
rameters we have modelled. Since we define the maximal response as the
mean response when probability of release equals one then r = nq, we can
therefore use best estimates of r and q to calculate n (i.e. n = r/q). Similarly
we can estimate the probability of release in any condition by dividing the re-
spective mean response µk by the maximal response (i.e. pk = µk/r). Based
on these estimates for n and q the model can be used to produce predicted
distributions for any given p. An example of predicted distributions are shown
overlaid on top of the amplitude distributions of raw data for two p conditions
in Figure 2.6G-H. The coefficient of variation is defined by its relationship with
the gamma shaping parameter CV =
√
1/γ. Therefore we now have esti-
mates for the quantal parameters n, p and q as well as an estimate for the total
quantal coefficient of variation CV derived from the entire data set using all the
individual observations from recorded data.
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Figure 2.6: An illustrative example of BQA results using simulated data. Posterior
distributions for the quantal size and maximal response, for a synapse of q = 100 pA
and n = 6, in a low release probability (p = 0.1) and high release probability (p =
0.8) are shown in panels A and B respectively. The posterior distribution of a low
p condition gives a good estimate of q but a poor estimate of r (panel A, whereas
the posterior distribution of a high p condition give a good estimate of r but a poor
estimate of q (panel B). Combining the two posterior distributions to produce a joint
posterior, as shown in panel C, gives a good estimation of both r and q. Unidimensional
posterior distributions calculated from the joint posterior can then be used to provide
best estimates of quantal parameters. BQA produces estimates for q, r, and the γ
shaping (from which the total quantal variance can be calculated). Distributions for
each of these parameters is shown in panels D (q), E (r) and F (γ). Panels G and H show
amplitude distributions of the data simulated in low and high probability respectively
(bin width= 20pA), with the profile of the amplitude distributions calculated from BQA
estimates overlaid in black. This figure was adapted from Bhumbra and Beato (2013).
57
Chapter 3
Co-release of GABA does not
occur at glycinergic synapses onto
motoneurons in juvenile mice
3.1 Introduction
Fast inhibition in the CNS is mediated by the neurotransmitters γ-aminobutyric
acid (GABA) and glycine. Anatomical studies have shown that GABA and
glycine are both co-localised in nerve terminals in the spinal cord (Bohlhalter et
al. 1994, Örnung et al. 1996, Taal et al. 1994, Todd et al. 1996). Co-release of
GABA with glycine was first demonstrated by Jonas et al. (1998) who showed
that a high percentage of miniature post-synaptic currents (mIPSCs) recorded
from P6-10 rat motoneurons were mediated by both neurotransmitters. This ev-
idence suggests that both neurotranmitters are packaged together, since mIP-
SCs are the post-synaptic response to a release of a single vesicle . Their ob-
servations were strenghtened by paired recordings between inhibitory interneu-
rons and motoneurons that also displayed co-release (Jonas et al. 1998).
Co-release was later demonstrated in the brainstem and cerebellum of ju-
venile rats (O’Brien and Berger 1999, Dugué et al. 2005) and in the dorsal horn
of adult rats (Chéry and De Koninck 1999). O’Brien and Berger (1999) showed
that both GABAergic and glycinergic mIPSCs were present in hypoglossal mo-
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toneurons by distinguishing them on the basis of their decay kinetics and mod-
ulation by pentobarbital. Dugué et al. (2005) showed that a single Golgi cell
can produce pure GABAergic inhibition when projecting onto granule cells and
pure glycinergic inhibition when projecting onto unipolar brush cells. They also
showed that this is due to post-synaptic receptor specialization since GABA and
glycine receptors immunoreactivity was differentially distributed among granule
cells and brush cells, while the Golgi pre-synaptic terminals were positive for
both the GlyT-2 transporter and for GAD, the enzyme responsible for GABA
synthesis. The study by Chéry and De Koninck (1999) showed that lamina I
neurons receive a mostly glycinergic input as inhibitory synaptic currents were
abolished in the presence of strychnine. However, they were able to demon-
strate an underlying GABAergic component by altering the kinetics of mIPSCs
with application of the benzodiazepine flunitrazepam. It has also been demon-
strated that GABA and glycine share a common vesicular transporter (Wojcik
et al. 2006) which provides a mechanism for uptake of both neurotransmitters
into the same vesicle and therefore supports evidence for co-release of the two
neurotransmitters. A possible role has been suggested for GABA release at
glycinergic synapses by Lu et al. (2008), who showed that GABA can act as a
partial agonist on post-synaptic glycine receptors reducing the response size
and speeding up the decay time of IPSCs.
There is evidence that in the dorsal horn co-release decreases during de-
velopment and disappears after maturation of the spinal cord (Keller et al.
2001). In the ventral horn co-release is detected from most interneurons at
a young age and selectively disappears only from Renshaw cells at around P9
(González-Forero and Alvarez 2005). The only electrophysiological evidence
of co-release onto motoneurons comes from a study performed on ’mostly’ P6-
P8 rats (Jonas et al. 1998). This is an intermediate development stage in rats
and at this age animals are not yet weight bearing. During development the
subunit composition of glycinergic receptors changes with age and the α2 ho-
momers found in newborn rats are replaced by α1β heteromeric receptors in
juvenile animals (at ∼P10 Malosio et al. (1991), Takahashi et al. (1992)). The
key difference between these two receptors subtypes is that the decay kinetic
of α2 homomers is slower than that of α1β heteromeric receptors and thus dur-
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ing later developmental stages glycinergic currents decay faster (Takahashi et
al. 1992, Singer et al. 1998). The relatively long decay constants observed by
Jonas et al. (1998) (16.3 ± 3ms at P5-P10) are more comparable with decay
time constants reported by Takahashi et al. (1992) prior to the developmen-
tal shift (12.0 ± 5.7ms at P8) than with those recorded later in development
(5.90 ± 2.2ms at P16). This suggests that the age range in which Jonas et al.
(1998) conducted their experiments was still an early developmental stage for
inhibitory connections in the spinal cord.
Anatomical studies show that Ia interneuron and Renshaw cell inputs onto
motoneurons are mainly glycinergic ( > 80%). However a third of these glycin-
ergic terminals are also immunoreactive for the GABA synthesis enzyme Glu-
tamic Acid Decarboxylase (GAD, Alvarez et al. 2005). This suggests that while
glycine is the dominant inhibitory neurotransmitters in the ventral horn there is
the possibility that a small population of adult spinal cord ventral interneurons
can co-release GABA with glycine.
The majority of experiments presented in this chapter have been conducted
using mice between the ages of P8 and P14. This is still an intermediate de-
velopmental age range but by this time mice are already almost fully weight
bearing. This age range was chosen as it is the latest developmental stage at
which reliable recordings from motoneurons are still feasible.
The function of co-release of two different neurotransmitters is not entirely
clear. If the two transmitters are co-detected, the differences in the deactiva-
tion kinetics of GABA and glycine would result in a fast peak and slow decay
inhibitory response which may prolong the duration of inhibition at the post-
synaptic cell. This would be similar to what has been shown at the excitatory
motoneuron to Renshaw cell synapse where acetylcholine and glutamate are
co-released (Lamotte d’Incamps and Ascher 2008) and activation of NMDA
receptors prolongs the duration of otherwise short ACh mediated component
of the post-synaptic response. On the other hand, if GABA receptors are not
present at the post-synpatic membrane but are still co-released, GABA would
only act as a partial agonist (Lu et al. 2008) and the effect of co-release would
be to shorten the windows of inhibition.
The main aim of the experiments in this Chapter is to determine if GABA
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is released from pre-motor glycinergic interneurons in the mouse spinal cord
and if this has any detectable effect on motoneuron inhibition. In particular we
addressed the following two questions:
• Are GABA and glycine co-detected at inhibitory synapses onto motoneu-
rons?
• Are GABA and glycine co-released by premotor synaptic terminals?
3.2 Methods
3.2.1 Spinal cord preparation and patch recordings
Transverse, coronal and oblique slices (for ventral root stimulation experiments)
as well as aCSF were prepared as described in the General Methods section.
Whole cell patch recordings of motoneurons were performed as described with
a caesium chloride based intracellular solution in the patch pipette (see Gen-
eral Methods for full composition). This is a high chloride internal solution and
was chosen to improve the signal to noise ratio of IPSC recordings. However
the high chloride solution also prolongs the decay phase of both glycinergic
and GABAergic currents (Pitt et al. (2008), Houston et al. (2009), see General
Methods). As a consequence, the decay time we observed does not reflect the
decay time observed in physiological chloride, but it does allow direct compari-
son of results with previously published work by Jonas et al. (1998).
Extracellular stimulation was delivered via an electrical current through a
patch pipette filled with normal aCSF using a constant current DS3 isolated
stimulator (Digitimer). After patching a motoneuron in transverse slices, the
stimulation electrode was manoeuvred within the ventral region of Rexed lam-
ina VIII, in the Renshaw cell area until a response could be elicited. Having
established the minimum intensity required to evoke inhibitory post-synaptic
currents (IPSCs) reliably, the stimulus strenght was fixed at ∼ 1.5× thresh-
old. For experiments performed on the coronal preparation, the stimulation
electrode was placed in the ipsilateral lateral white matter at least two or three
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segments rostral or caudal to the motoneuron which was always recorded from
the dorsolateral motor nucleus of L5.
3.2.2 Pharmacology
Where specified in the text, aCSF contained 3mM kynurenic acid (Sigma)
to block glutamatergic excitatory transmission and isolate inhibitory currents.
Strychnine (0.3µM to 2µM, Sigma) and SR-95331 (5µM, Sigma) were bath
applied via the perfusion system to respectively isolate both GABAergic and
glycinergic IPSCs. Diazepam (1µM, Sigma) was applied as specified in the
text to potentiate the effect of GABA binding onto GABAA receptors (resulting
in larger IPSC amplitudes and longer decay time constants) (Gallager 1978).
In neurons glutamate is the precursor that is used by glutamic acid decar-
boxylase (GAD) to synthesize GABA (Mathews and Diamond 2003). Glutamate
is either transported into cells by vesicular glutamate transporters (VGLUTs) or
synthesized from glutamine by glutaminase. GABA can also be transported
directly into cells by GABA transporters (GATs). In a subset of experiments
we reduced pre-synaptic GABA content by disrupting GABA synthesis and
blocking GABA re-uptake into cells. Glutamine uptake was blocked using α-
(methylamino) isobutyric acid (MeAIB, 4mM Varoqui et al. 2000; Sigma). Glu-
tamate uptake was blocked DL-threo-β-benzyloxyaspartic acid (Shimamoto et
al. 1998; TBOA,1µM, Tocris) and synthesis of GABA from glutamate by GAD
was inhibited by isoniazid (De Koninck and Mody 1997; 20mM, Sigma). GABA
re-uptake into cell was blocked using nipecotic acid (2mM, Tocris). During appli-
cation of isoniazid, 1µM CGP-55845-HCl was applied for the duration of the en-
tire experiment to block activation of metabotropic GABAB receptors that could
have confounding effects on the measured post-synaptic currents.
In experiments where miniature inhibitory post-synaptic currents (mIPSCs)
were recorded,0.5µM tetrodotoxin (Tocris) was perfused after a whole-cell
patch was established. This concentration of tetrodotoxin was maintained dur-
ing control recordings but reduced to 0.2µM during drug application. At least
50 sweeps, of duration 9 s, were recorded for each condition. After the control
period, the agents 5µM SR-95531 or 0.3µM strychnine were included in the
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perfusate to isolate glycinergic or GABAergic mIPSCs respectively.
3.2.3 Concentration jumps
Any direct effect of the GABA-depleting agents on glycine receptors was tested
by performing concentration jump experiments on recombinant rat α1β glycine
receptors, the adult isoform. Receptors were expressed in HEK293 cells using
standard culture and transfection procedures (Burzomato et al. 2003). Con-
centration jumps were performed in an extracellular solution of composition (in
mM) 102.7 NaCl, 20 Na gluconate, 2 KCl, 2 CaCl2, 1.2 MgCl2, 10 HEPES, 14
D-glucose, 15 sucrose, and 20 TEACl, pH adjusted to 7.4 with NaOH (osmolar-
ity ∼320 mOsm). Pipettes were filled with a high chloride solution containing
(in mM): 107.1 KCl, 1 CaCl2, 1 MgCl2, 10 HEPES, 11 EGTA, 20 TEACl, and 2
MgATP.
Outside-out patches were pulled and manoeuvred towards a theta tube, of
tip diameter of 15µm, mounted on a piezo-stepper (Burleigh Instruments). Dur-
ing control conditions one barrel contained normal extracellular soltuion (nECS)
and the other contained nECS with the addition of 1mM glycine. At least 5 fast
applications of the glycine containing barrel lasting 1ms were performed in-
terleaved with 10 s periods for recovery. During testing of the GABA-depleting
agents (i.e. isoniazid, MeAIB, TBOA, and nipecotic acid) the tested drug was
added to both barrels (so one contained nECS with GABA-depleting drug and
the other nECS with GABA-depleting drug and 1mM glycine). Fast applications
were then performed in the same way as described during control experiments.
The patch was first allowed to equilibrate to the new solution containing the
GABA-depleting drug before testing. Effects of fast application in control and
test conditions on responses were measured using the changes in the peak
current.
3.2.4 Analysis of inhibitory currents
Successfully evoked IPSCs were discriminated offline using Clampfit 10.2
(Molecular Devices) whereas mIPSCs were detected using WinEDR 3.2.4
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(Strathclyde Electrophysiology Software). Analysis of currents was performed
using MATLAB 7 (MathWorks). Both evoked IPSCs and mIPSCs were sub-
jected to exponential fitting analysis. Events were excluded for exponential
fitting analysis if their amplitude was less than 3 standard deviations of the
baseline noise, if there were overlapping events within 50ms, or if the asymp-
totic decay did not reach 90% of the current peak. The Levenberg-Marquardt
least-squares iterative algorithm was used to fit one or two exponential com-
ponents to the decay phase of each post-synaptic current from 95% to 5% of
peak amplitude:
Iˆ1(t) = I0 + Ae
− t
τ
Iˆ2(t) = I0 + A1e
− t
τ1 + A2e
− t
τ2
The fit was selected on the basis of the F -test statistics for the two curves
with F > 4.8 as a the threshold for favoring the second. Since the decay con-
stants were normally distributed, they were amenable to parametric test statis-
tics. Comparisons across treatments were undertaken using one-way ANOVA
F statistics, with post-hoc tests based on Student’s t statistics employing Bon-
feronni’s correction for multiple comparisons. Summary data are presented as
mean ± S.E.M.
Since mIPSCs were always recorded in the presence of kynurenic acid,
inward currents could only have resulted from GABAergic or glycinergic events.
We thus quantified the overall inhibitory drive for each sweep by evaluation of
the integral of the entire current trace per unit of time. Using pharmacological
isolation of GABAergic or glycinergic events, we used the integral to estimate
their relative contributions to overall inhibitory drive.
Prior to integral estimation however we first corrected for slow baseline
drifts. We used a low-pass filter at 0.5Hz that cancelled completely the fast-
rising events associated with synaptic activity and subtracted the result from
the original signal to obtain a drift-free trace. Since the subtraction could im-
pose a non-zero centre for the baseline, it was necessary to eliminate any
offsetting effects on the integral evaluation by a further subtraction of this bias.
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We estimated the bias using the mode of the data, which was evaluated by
convolution with a Gaussian kernel of a standard deviation σn−0.3, where n is
the size and σ2 is the variance of the data (Bhumbra and Dyball 2010).
3.3 Results
3.3.1 GABA and glycine are not co-detected in evoked IP-
SCs
Motoneurons receive strong, mainly glycinergic, inhibition from spinal cord in-
terneurons. It has been shown that at an intermediate stage of development
in rats (P6-7) approximately 44% of inhibitory events are mixed GABAergic
and glycinergic responses (Jonas et al. 1998). It is however unclear whether
co-detection and co-release are maintained during development with some ev-
idence suggesting that GABAergic components disappear during maturation
(Keller et al. 2001). In this study spinal cords were extracted from P8-14 mice.
While this is a similar age range to the rats used by Jonas et al. (1998) it con-
stitutes an important difference between the studies. Mice motor development
occurs earlier than it does in rats and while P6-7 mice are already weight bear-
ing, rats do not become weight bearing until about P12. The experiments in
this study are therefore performed at a later developmental stage than those
reported by Jonas et al. (1998).
We started by obtaining a set of paired recordings between glycinergic in-
terneurons (identified through expression of EGFP under the control of the Gly-
T2 transporter) and motoneurons in transverse slices taken from the L5 region
of the spinal cord.
In control conditions the evoked IPSC (eIPSC) decays were best fitted by
a single exponential component (3.3 ± 0.3 ms, n=4). This decay time con-
stant agrees with purely glycinergic currents which are typically 3ms to 7ms.
This observation is in contrast to Jonas et al. (1998) who in 10 out of 11
interneuron-motoneuron pairs found eIPSC decays were best fitted with two
exponential components, a fast putative glycinergic component and a slower
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Figure 3.1: Paired recordings showed no contribution of GABA to evoked IPSCs.
Traces in A illustrate responses from a connected pair representing a single spike
elicited in the interneuron above and the evoked IPSCs recorded from the motoneu-
ron below with the mean current overlayed in black. Bath application of neither 1µM
diazepam (purple) nor 5µM SR-95531 (red) modulated the time constant of evoked
IPSCs whereas 2mM strychnine (blue) abolished all responses. Group data from four
connected pairs are represented in graph B, which illustrates no significant effect of di-
azepam (purple) or SR-95531 (red) on the time constant (see text). Error bars indicate
mean ± S.E.M.
putative GABAergic component (it should be noted that decay times were gen-
erally slower in the study by Jonas et al. (1998) due the developmental stage of
the animals used in their recordings, see introduction). Our results suggest that
in these synapses GABA is not co-detected with glycine. However because of
high baseline noise when recording from motoneurons (due to low input resis-
tance and high capacitance of the cell) and the similar time course of mature
glycine and GABA currents (5 and 10ms respectively, González-Forero and
Alvarez 2005, Chéry and De Koninck 1999) it is possible that GABA currents
could go undetected due to their small amplitude and the difficulty in separating
out the two components in the IPSC.
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We therefore applied 1µM diazepam to enhance any putative GABAergic
component that might be below threshold for detection in control conditions.
Diazepam is known to increase the peak amplitude of GABAergic IPSCs and
prolong their decay time to 50ms (Chéry and De Koninck 1999). If GABAA
receptors are present at the synapse but in a very low density compared to
glycine receptors application of diazepam would help distinguish the smaller
GABAergic response from the larger glycinergic response by increasing the
GABAergic response size and duration. It is also possible that GABAA re-
ceptors are mainly extrasynaptic (Chéry and De Koninck 1999) and therefore,
following release, would be exposed to a much lower concentration of neuro-
transmitter than those receptors found at the post-synaptic density. Application
of diazepam in this situation would result in a larger GABAA receptor response
to smaller concentrations of GABA and thus could allow detection of IPSCs
originating from extrasynaptic receptors. Following diazepam application we
applied SR-95531, a specific GABAA receptor antagonist to abolish any GABA
mediated eIPSC component.
Figure 3.1B shows group data for the four connected pairs. In three out of
four pairs one-way ANOVA statistics showed no statistically significant effect on
the decay time constant (F ≤ 0.11, P ≥ 0.523). In one pair the test statistic
was significant (F = 19.3, P < 0.001) due to a small decrease in the time
constant in the presence of diazepam (τ = 3.2 ± 0.1ms)compared to control
(τ = 3.9±0.1ms, t = 4.64, P < 0.001). However a decrease in time constant is
inconsistent with the effect of Diazepam which should enhance and prolong the
GABA component of evoked IPSCs. Blocking GABAA receptors with SR-95531
had no effect on the decay time of evoked currents (τ = 3.3 ± 0.3ms, n = 3)
thus confirming the lack of a GABAergic response in the evoked ISPCs.
While the decay time constant of eIPSCs did not change during either of the
drug treatments we consistently observed a decrease in the mean amplitude of
synaptic events to 93±8% of control in the presence of diazepam and 82±11%
of control during SR-95531 application. This observation however cannot be
attributed to the action of the drugs for two reasons. Firstly, diazepam should
increase both the duration and strength of a GABAergic IPSC and therefore an
increase in amplitude would be expected. Secondly, slow run down of response
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is common in prolonged paired recordings (see for example, Diana and Marty
2003). A similar 5− 20% decrease in amplitude over an hour of recording has
been observed in a separate set of paired recordings in which no drugs were
applied (Bhumbra, Beato, personal communication). This small but progessive
decrease in amplitude over time prevented detailed analysis of the effect of
diazepam and SR-95531 on eIPSC amplitudes.
The lack of a GABAergic component in the paired recordings suggests that
GABA is not co-released with glycine onto motoneurons. Since it has been
reported that transmission from Renshaw cells onto motoneurones is mediated
by both transmitters in adult cats (Schneider and Fyffe 1992) we recorded re-
current inhibitory currents originating from Renshaw cells. Slices were cut at a
35 ◦ angle with ventral roots preserved to maintain motor axons exiting the slice
(see General Methods). Ventral root stimulation elicited antidromic spikes in
all the motoneurons that had axons in the preserved rootlet, giving rise to the
activation of all Renshaw cells postynaptic to these motoneurons. Renshaw
cells are inhibitory interneurons that receive excitatory inputs from motoneu-
rons collateral fibres and then synapse back onto motoneurons in the same
motor pool (see Introduction). The eIPSCs recorded from motoneurons are
therefore composed of inhibitory inputs from multiple cells and thus we were
able to sample a large number of the inhibitory synapses formed by a distinct
class of pre-synaptic cells.
There is some evidence of a postnatal shift from GABAergic to glycinergic
inhibition in the spinal cord (Gao et al. 2001, Ma et al. 1993, Tran et al. 2003,
Ma et al. 1992). As previously mentioned, the co-release demonstrated by
Jonas et al. (1998) was probably observed at an earlier developmental age
than our paired recordings. It is therefore possible that younger mice would
still exhibit co-release of GABA with glycine and that the lack of co-release in
our paired recordings is due to the increased maturity of the animals that were
used in the present study. We therefore recorded ventral root evoked IPSCs
from motoneurons in slices obtained from both neonatal (P0-3) and juvenile
(P9-10) animals to investigate if co-release is present in younger spinal cords
at the Renshaw cell to motoneuron inhbitory synapse.
In neonatal animals an inhbitory component of eIPSCs was still present
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Figure 3.2: Whole cell motoneuron recordings showing neurotransmitter composition
of Renshaw cell inhibition in neonatal and juvenile animals. Recurrent inibition of mo-
torneurons was evoked by stimulation of ventral rootlets in oblique slices of the lumbar
region of the spinal cord (see Methods). Motoneurons were recorded in voltage-clamp
at 0mV with a low Cl− solution in the pipette to isolate inhibitory currents. In neonatal
animals (figure A) a GABAergic component was still present after the block of glycine
receptors by 0.3µM strychnine. This GABAergic component was enhanced by addi-
tion of 1µM diazepam and abolished in the presence of 5µM SR-95531. Strychnine
completely abolished eIPSCs in slices obtained from P9 animals (panel B).
after addition 0.3µM strychnine (figure 3.2A). This component was potentiated
in the presence of 1µM diazepam and blocked by addition of 5µM SR-95531
suggesting the current was indeed GABAergic (figure 3.2A, n=6). In juvenile
animals inhibitory responses following ventral root stimulation were completely
abolished after addition of strychnine suggesting that at this age inhibtion is
purely glycinergic (figure 3.2B, n=5). We can therefore conclude that while in
immature animlas GABA is co-released with glycine and co-detected at the
Renshaw cell to motoneuron synapses, during development (and already at
P8-P10) the GABA component disappears from the recurrent IPSC originating
from Renshaw cells.
Paired recordings were peformed in transverse slices in order to maximise
the chance of finding interneuron to motoneuron connections and recordings
with ventral root stimulations were performed in similar slices cut at a 35◦ an-
gle to preserve motoneuron axons. Therefore, the recordings described above
were all performed on synapses orginating from interneurons projecting onto
motoneurons within the same segment. Work by Liu et al. (2010) suggests that
axon terminals from transverse and ascending/descending projections may dif-
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fer in neurotransmitter content or are apposed to post-synaptic membranes with
different receptor composition. To ensure our results were not biased towards
transverse pure glycinergic connection we used a coronal preparation to inves-
tigate IPSCs evoked by extracellular stimulation of ascending and descending
fibres.
In seven recordings motoneuronal IPSCs evoked by stimulating ascending
or descending projections were all best fit with a single exponential in control
conditions (n = 223) and in the presence of diazepam (n = 223). The aver-
age time constant across all sweeps and cells was τ¯ = 5.8 ± 0.9 ms. The
short mean time constant and lack of second component to the exponential fits
are consistent with purely glycinergic IPSCs. The lack of any effect on eIP-
SCs during application of diazepam or SR-95531 confirmed that co-detection
of GABA with glycine does not occur at these connections. A representative
example of eIPSCs during drug treatments is shown in Figure 3.3A. Application
of 1µM strychnine completely abolished responses which further supports the
conclusion that these eIPSCs are purely glycinergic.
Group data for the seven motoneurons are illustrated in Figure 3.3B. Paired
t-test statistics evaluated from the average fitted time constant for each cell
across all seven motoneurons confirmed no significant effect on the decay ki-
netics of evoked IPSCs by diazepam (τ = 6.1± 0.9ms, t = −1.51, P = 0.183)
or SR-95531 (τ = 5.7 ± 1.0ms, t = −1.04, P = 0.346). Analysis of the
recordings obtained from coronal preparations thus indicated that there is no
detectable GABAergic component in IPSCs evoked by simulation of ascending
or descending projections.
It is known that GABAA receptors containing β and γ2 and either α4 or α6
subunits show no affinity for diazepam (Wisden et al. 1991, Hadingham et al.
1996, Knoflach et al. 1996) and therefore if these GABA receptor subtypes
were present post-synatpically their response would not be potentiated during
diazepam application. To investigate putative GABAergic components of cur-
rents mediated by diazepam-insensitive GABAA receptors, evoked responses
from four motoneurons were recorded in transverse slices during bath applica-
tion of 200nM THDOC. Group results are shown in Figure 3.3C. In comparison
to control conditions (τ = 5.5±0.3ms), paired t-test statistics showed no signif-
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Figure 3.3: Extracellular stimulation of ascending and descending projections showed
no contribution of GABA to evoked IPSCs. Traces in A illustrate responses of a mo-
toneuron with the mean current overlayed in black. Bath application of neither 1µM
diazepam (purple) nor 5µM SR-95531 (red) modulated the time constant of evoked
IPSCs whereas 2µM strychnine (blue) abolished all responses. Group data shown in
graph B, illustrates no significant effect of diazepam (purple) or SR-95531 (red) on the
time constant (see text). Graph C shows no significant effect of 200nM THDOC(purple)
on the time constant of responses evoked in transverse slices.
icant effect of THDOC on the time constant (τ = 5.6± 0.3ms, t = −0.47, P =
0.672).
3.3.2 GABA and glycine are not co-detected in miniature IP-
SCs
While our initial results have shown there is no GABAergic component to IP-
SCs evoked from glycinergic neurons there is a possibility that our limited sam-
ple of inhibitory inputs onto motoneurons has comprised only a specific sub-
population of purely glycinergic inputs. We therefore recorded spontaneous
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miniature inhibitory post-synaptic potentials (mIPSCs) from motoneurons in the
same age range as the paired recordings above (P8-P10). mIPSCs are the
post synaptic response to the spontaneous release of a single vesicle and can
therefore occur at any of the synaptic contacts. Their properties are represen-
tative of all the synaptic inputs impinging onto the recorded motoneurons. By
recording mIPSCs we are no longer selecting for a limited sub-populations of
synapses (as is the case for evoked IPSCs) but we are sampling the largest
possible number of synaptic contacts.
In control conditions (with only excitatory transmission blocked) both
GABAergic and glycinergic mIPSCs were observed. All miniature events with a
stable baseline and an inter-event interval long enough to allow full restoration
to baseline were selected and fitted with one or two exponential components.
All events were best fit with a single component (see Methods) suggesting that
"mixed" responses were either rare or below our detection threshold.
Miniature events were recorded from seven motoneurons, 5µM SR-9553
was applied in six recordings and 1µM diazepam in four. Exponential fitting
analysis of all recorded mIPSCs showed currents were best fit with a single
exponential in control conditions (n = 1398) and in the presence of diazepam
(n = 992). The averaged time constant fitted for all mIPSCs τ¯ recorded in con-
trol conditions was 6.0 ± 0.9ms. The fast time constant and lack of a second
component to the exponential fits is consistent with purely glycinergic miniature
currents. Assuming that both glycine and GABA are released, the mean de-
cay time of all the fitted mIPSCs would be an average of both their decay times,
weighted by their relative frequency. Therefore, diazepam would be expected to
prolong the mean τ by potentiating any GABAergic response while SR-95531
would make the mean τ faster because it would block the slower GABAergic
component. A representative example of the effects of 1µM diazepam and
5µM SR-9553 on mIPSCs recorded from a motoneuron are shown in 3.4A and
shows very little effect of either drug on mIPSCs. Group data showing mean rel-
ative amplitude of currents compared to control and mean fitted time constant
across all recordings is shown in 3.4B. The relative mean amplitude was not
changed in the presence of SR-95531 (99.1±6.9%) or diazepam (99.4±5.0%).
There was also no significant effect on the mean fitted time constant with di-
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azepam (6.2± 1.3ms, paired t = −0.57, P = 0.607) or SR-95531 (5.9± 0.8ms,
paired t = 0.50, P = 0.618).
Figure 3.4: Effect of diazepam and SR-95531 on decay time and amplitude of mo-
toneuron mIPSCs. Traces in A illustrate mIPSCs recorded from the motoneuron with
the mean current overlayed in black, demonstrating no detectable effect of the two
agents. Group data from all recorded motoneurons are represented in graph B, which
illustrates no significant effect of 1µM diazepam (purple) or 5µM SR-95531 (red) on the
relative amplitude or time constant of mIPSCs.
The lack of effect of diazepam and SR-95531 suggests that release of mixed
GABA and glycine vesicles either does not occur or is at least very rare. These
results also suggest that contribution of GABA to the post-synaptic response
is low compared to glycine. The lack of an effect of SR-95531 on the fitted
τ also indicates that only a small proportion of events were GABAergic. We
therefore wanted to quantify the overall proportion of GABAergic and glyciner-
gic inhibition by measuring the total charge transfer onto motoneurons due to
each inhibitory component.
Motoneuron mIPSCs were recorded in the presence of either 5µM SR-
95531 (to block all GABA currents) or 0.3µM strychnine (to block all glycinergic
currents). As a measure of the contribution of each inhibitory component the
integral of the recorded traces was calculate (see Methods). Figure 3.5A shows
SR-95531 has almost no effect on amplitude or frequency of events whereas
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strychnine almost completely abolished all events. In all seven experiments
strychnine caused a significant reduction in the integral size. In three exper-
iments mIPSC occurrence was completely abolished while in the other four
activity was significantly suppressed (to 24.9 ± 4.1% Figure 3.5B). SR-95531
however did not alter the overall inhibitory drive in five cells (99.0±6.4% of con-
trol) and resulted in a significant reduction in only one recording (to 45.0±25.7%
Figure 3.5B).
Figure 3.5: Effect of SR-95531 and Strychnine on charge of motoneuron mIPSCs. Ex-
ample traces of motoneuron mIPSCs recorded in control (black),5µM SR-95531 (red)
and 0.3µM strychnine (blue) are shown in A. The large downward deflections are the
truncated responses to voltage steps that were delivered every 10 seconds to mon-
itor the series resistance.Group data illustrated in graph B, which shows that overall
inhibitory drive is not significantly affected by SR-95531 (red) but substantially attenu-
ated by strychnine (blue) and abolished in some cases.
3.3.3 GABA depletion did not affect evoked IPSCs
The results so far show that GABA is not co-detected with glycine at synapses
onto motoneurons. However, it is possible that GABA is co-released but there
are no post-synaptic GABA receptors. GABA could still have a post-synaptic
effect on glycine receptors acting as a partial agonist (Lu et al. 2008). We tested
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this possibility by altering the pre-synaptic vesicle content through interfering
with GABA synthesis or re-uptake into pre-synaptic terminals.
In neurons GABA is synthesised from glutamate by GAD, and glutamate
is either transported into cells or synthesised from glutamine by glutaminase.
Therefore we used the glutamine uptake blocker α-(methylamino) isobutyric
acid (MeAIB,4mM Varoqui et al. 2000; Sigma), the glutamate uptake blocker
DL-threo-β-benzyloxyaspartic acid (Shimamoto et al. 1998; TBOA,1µM, Tocris)
and the GAD inhibitor isoniazid (De Koninck and Mody 1997; 20mM, Sigma)
to deplete upstream GABA substrates and directly inhibit its synthesis from
glutamate. GABA uptake into cells was blocked using nipecotic acid (2mM).
Motoneuron IPSCs were evoked by inserting a patch pipette containing
aCSF into the Renshaw cell region and using it as a stimulator to excite in-
hibitory neurons. During application of all four GABA depleting drugs a fast
reduction of extracellular eIPSC amplitudes was observed ( 70% within 5 min-
utes, not shown). This fast action is incompatible with an effect on metabolic
processes and is more likely to be due to direct action on post-synaptic glycine
receptors. Therefore we performed tests on recombinant α1β receptors (the
mature isoform of glycine receptors in the spinal cord) using fast concentrations
jumps (see Methods) to determine which GABA depleting agent had the small-
est direct effect on glycinergic receptors. The response to a 1 ms 1 mM pulse of
glycine was measured in control conditions and after pre-incubation with each
one of the four drugs above and co-application of the same concentration of
glycine. Nipecotic acid was shown to reduce mean amplitudes by 29.0± 4.2%
(n=7) and MeAIB by 25.5± 3.9% (n=7) and TBOA by 34.4± 9.8%, n = 5 (n=5,
figure 3.6). Isoniazid however only reduced glycinergic current amplitudes by
14.0± 3.0%, n = 5 (n=5, figure 3.6).
As isoniazid only had a modest direct effect on glycinergic currents we used
it as a tool to reduce vesicular GABA. We therefore first had to confirm that
isoniazid could deplete or reduce the amount of pre-synaptic GABA. IPSCs
were evoked by extracellular stimulation in the presence of 1µM strychnine,
blocking any glycinergic currents and isolating GABAergic responses.
Evoked GABAergic IPSC traces recorded over the course of 50 minutes
show a steady reduction in current amplitude (Figure 3.7A-C). The decrease
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Figure 3.6: Fast concentration jump experiments showed that isoniazid administration
produced the least attenuation in current among the GABA depleting agents. Traces
in A illustrate an example in which a small reduction in the current is observed in the
presence of 20mM isoniazid. Graph B illustrates isoniazid attenuated the current to the
least extent (see text) compared to 4mM MeAIB,1µM TBOA, and 2mM nipecotic acid.
(shown in figure 3.7D) occurred over a 30min to 40min period, which suggests
that it was not due to direct action onto post-synaptic receptors (which would
be much faster) but instead was due to a pre-synaptic reduction of vesicular
GABA content. GABAergic IPSC amplitudes were reduced in all cases with
an average reduction of 61 ± 5% after 40 minutes in the presence of 20mM
isoniazid (Figure 3.7E, n= 4).
After determining that isoniazid does indeed deplete vesicular GABA (which
is in agreement with observations by De Koninck and Mody 1997), experiments
were performed to determine if changing the pre-synaptic inhibitory neurotrans-
mitter content to favour glycine loading would have any effect on glycinergic IP-
SCs. Therefore, isoniazid was applied in the presence of 5µM SR-95531 while
recording extracellular eIPSCs. This blocked any GABAAR responses leaving
only glycinergic IPSCs. Lu et al. (2008) have shown that GABA acts as a weak
partial agonist at glycine receptors. Therefore if GABA is being co-released
with glycine isoniazid should gradually deplete GABA from pre-synaptic termi-
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Figure 3.7: Application of 20mM isoniazid depleted vesicular GABA over a period of
30min to 40min. In the presence of 1µM strychnine, IPSCs were evoked by extra-
cellular stimulation. The traces illustrate an example of a recording of post-synaptic
responses during the control period (trace A) and two epochs following isoniazid su-
perfusion (traces B and C). Mean responses are overlayed in black. Graph D plots the
changes in amplitude, illustrating the time periods corresponding to A–C, and shows
a gradual but substantial reduction in current. The group data represented in graph E
illustrates that evoked IPSCs in all motoneurons were progressively attenuated during
the ∼ 40minutes of isoniazid superfusion.
nals thus removing GABA’s effect as weak partial agonist on glycine receptors.
This would result in an increase in amplitude and reduction in decay time con-
stant of evoked IPSCs as released glycine would no longer be competing with
GABA for glycine receptor binding sites.
In the presence of isoniazid glycincergic eIPSC amplitudes did not increase
in size (Figure 3.8A-D) as would be expected if GABA was initially being co-
released. However, a fast reduction of 13.5 ± 6.6% was observed in the first
ten minutes after application of isoniazid (Figure 3.8D). This agrees with the
observed direct effect of isoniazid on glycine receptors (Figure 3.6). Mean IPSC
amplitude did not decrease further and was still 15.8 ± 7.6% less than control
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after one hour (Figure 3.8C). IPSC decay time constant showed no significant
change in the presence of isoniazid (5.8± 0.8ms in control to 5.8± 0.8ms after
one hour, paired t = −0.05, P = 0.963, n = 6). This suggests that little or
no GABA is co-released with glycine at the observed synapses as depletion of
pre-synaptic GABA by isoniazid has no effect on the amplitude or decay time
constants of evoked glycinergic IPSCs.
Figure 3.8: Effects on glycinergic IPSCs by application of 20mM isoniazid were not
compatible with vesicular GABA depletion. The traces illustrate an example of a record-
ing of post-synaptic responses during the control period (trace A) and two epochs fol-
lowing isoniazid superfusion (traces B and C). Mean responses are overlayed in black.
Graph D plots the changes in amplitude, illustrating the time periods corresponding to
A–C, and shows a modest but rapid reduction in current. The group data for all mo-
toneurons shows that the attentuation of evoked IPSCs (graph E) after one hour was
no greater than that observed after ∼ 10minutes, and that isoniazid superfusion had
no systematic effect on the decay time constant (graph F).
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3.3.4 Glycine loading did not affect evoked IPSCs
Depletion of GABA from vesicles did not produce any effect on amplitude or
kinetics of post-synaptic responses, we therefore conducted experiments to
determine if increasing the proportion of vesicular glycine had any effect on
IPSCs. In order to favour glycine uptake into vesicles paired recordings were
performed in which the pre-synaptic terminal was loaded with 20mM glycine.
Changes in the neurotransmitter content of pre-synaptic vesicles would be de-
tected as a progressive change in post-synaptic response over time after es-
tablishing a whole cell configuration for the interneuron. Trains of 1000 spikes
at 50Hz were delivered every 10–15 minutes to deplete vesicles in the pre-
synaptic cell.
Shifting pre-synaptic release to favour glycine over GABA did not cause any
detectable effects on eIPSCs (Figure 3.9, n = 4). There was no appreciable
effect on the decay constant, with a mean in control of 4.8 ± 0.4ms and of
4.6±0.4ms ∼ 45 minutes after establishing the whole cell configuration (Figure
3.9C). After an hour of patching with high intracellular glycine in the patch
pipette, there was also almost no change in the mean amplitudes of IPSCs
(98.9 ± 11.7% of control, Figure 3.9D). The lack of any effect on amplitude or
decay time suggests that even if any GABA was present in the pre-synaptic
terminal, it was not in sufficient quantities to be detected.
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Figure 3.9: Loading the pre-synaptic cell with 20mM glycine during paired recordings
resulted in no progressive changes in post-synaptic responses. Traces in A illustrate an
example of inter-neuronal spikes and motoneuronal responses for the first 5 minutes
and 45 minutes after rupturing the membrane of the pre-motor interneuron. Group
data (n = 4) is illustrated graphically to show changes in the decay constant (B) and
amplitude (C), neither of which showed systematic changes during the course of the
loading of glycine into the pre-synaptic vesicles.
3.4 Discussion
The data in this chapter shows that GABA is most likely not co-released with
glycine from glycinergic pre-motor interneurons in the spinal cord and that even
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if it is, the concentration released is too low to cause a detectable post-synaptic
effect. This contrasts with the previously mentioned study by Jonas et al. (1998)
that showed co-release of GABA and glycine from pre-motor interneurons in
neonatal rats. However, there are two important differences between their study
and the work presented here that could explain this disparity. In their study
Jonas et al. (1998) used rats in an age range from P5-P10 (although mostly
P6-7) whereas we used P8-14 mice. Due to the difference in the relative stages
of motor development between these two age groups this is possibly the key
reason for the differing results. A rat aged P5-10 is only capable of producing
a pivoting motion (Altman and Sudarshan 1975) whereas by P8-14 mice can
already crawl and move short distances. Therefore, Jonas et al. (1998) possibly
observed a transient phenomenon occuring at an early developmental stage
that is not present in the adult spinal cord.
There is a postnatal shift in the ventral horn from GABAergic to glycincergic
inhibtion. Studies have previously shown that the frequency of pure GABAer-
gic IPSCs decreases post-natally (Gao et al. 2001) as does GABA and GAD
immunoreactivity (Ma et al. 1993, Tran et al. 2003) and GABAA receptor expres-
sion levels (Ma et al. 1992). If this shift continues into later postnatal stages it is
possible that the lack of co-release observed in this study is more representa-
tive of functional inhibition in the adult spinal cord. Indeed data shown in Figure
3.2 suggests that this could very well be the case as experiments conducted
on tissue from neonates exhibited a GABAergic eIPSC component the same
experiments conducted on juvenile spinal cord tissue did not.
At early developmental stages GABA may have a an important regulatory
role. GABA has been shown to mediate spontaneous oscillations in the spinal
cord (Wu et al. 1992) and retina (Sernagor et al. 2003), and its depolarizing ef-
fect during development is thought to be an essential trophic factor during neu-
ronal circuit maturations (Owens and Kriegstein 2002). It is therefore possible
that mixed GABA and glycine events could also have some early developmental
significance for the maturation of the motor control in the spinal cord.
In order to identify glycinergic interneurons we used transgenic mice in
which EGFP is expressed under control of the gene encoding for the neuronal
glycine transporter. This is obviously another difference between our study and
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the study by Jonas et al. (1998) however it is unlikely this could account for the
disparity in results. The level of protein expression of GlyT-2 has been shown to
be similar in wild type and transgenic animals (Zeilhofer et al. 2005) and there-
fore it is unlikely co-expression of EGFP would affect vesicle filling at glycinergic
terminals.
During paired recordings the intracellular content of pre-synaptic interneu-
rons would have been dialysed over time due to diffusion of the intracellular
pipette solution. There is a possibility that this slow alteration of intracellular
content could have affected the relative vesicular content of GABA and glycine
leading to purely glycinergic currents post-synaptically. However if it was the
case then at least initially during recordings (before dialysis could realistically
have affected vesicular content) we should have observed a double exponen-
tial decay similar to that described by Jonas et al. (1998) but a slower compo-
nent was never observed. Neither were double exponential decays observed
during analysis of mIPSCs and in those experiments intracellular content of
pre-synaptic cells was not dialysed. Similarly evoking IPSCs by extracellular
stimulation does not have any effect on the intracellular composition of pre-
synaptic cells and the time constant of eIPSCs was stable over time and never
exhibited a slow second exponential component.
In a subset of paired recordings a run-down of 10 − 20% in the amplitude
of synaptic responses was observed. This is likely due to washing out of in-
tracellular components that are essential for efficient vesicle filling (Diana and
Marty 2003). The extent of run-down (when present) was only associated with
the duration of the recording and not with drug treatment.
Our results show that in juvenile mice the majority of inhibitory input onto
lumbar motoneurons is glycinergic (Figure 3.5). It is possible that GABA is
still co-loaded into vesicles with glycine but if this was the case either GABA-
receptors are not present post-synaptically or GABA is released in too low a
concentration to have a detectable effect on post-synaptic glycine receptors. If
GABA receptors were present post-synaptically then we would have observed
a subset of mIPSC (and some eIPSCs) with a second slow GABA component,
especially after potentiating of the GABA response by diazepam (Figures 3.4,
3.1 and 3.3). Similarly if vesicular GABA content was too low to have an effect
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on post-synaptic glycine responses then either GABA depletion (Figures 3.7
and 3.8) or loading of the pre-synaptic vesicular loading with glycine (Figure
3.9) should have had an effect on IPSC time courses but neither did.
The role of many inhibitory pre-motor interneurons in the ventral horn of the
spinal cord is not fully understood. Recent work has suggested that inhibitory
synapses may be sufficient for generation of locomotor activity as following ge-
netic ablation of glutamatergic transmission locomotor-like activity can still be
induced pharmacologically (Talpalar et al. 2011). It has also been shown that a
genetically identified subclass of inhibitory interneurons that express the tran-
scription factor Engrailed1 (termed V1, Talpalar et al. 2011) and comprise also
Renshaw cells and Ia inhibitory interneurons regulate the speed of rhythmic lo-
comotor output (Gosgnach et al. 2006) indicating a role for inhibitory interneu-
rons that goes beyond the simple distribution of alternated rhythmic inputs to
antagonist motor pools.
Pre-motor synapses were some of the earliest central synapses to be de-
scribed and as the last modulatory input onto motor output before the neuro-
muscular junction could have an important role in fine control of movement. A
better understanding of how they effect motoneuron activity would be useful
not just in understanding motor control but also could still provide important
information about basic neurophysiology and neuronal computation.
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Chapter 4
Motoneuron to Renshaw cell
excitatory synapse
4.1 Introduction
While the neurotransmitter composition of the motoneuron to Renshaw cell
synapse has been well characterised (see Introduction chapter and Lamotte
d’Incamps and Ascher 2008) there is still much to be learned about the level of
connectivity between the two cell types. Anatomical studies have been useful
in determining the post-synaptic receptor density but they have so far not been
able to make conclusive estimates of the number of motoneuron to Renshaw
cell connections (Alvarez et al. 1999, Lagerbäck et al. 1981).
The aim of the present study is to estimate the quantal parameters of this
synapse and to determine the convergence of motoneurons onto Renshaw
cells by analysing data from both paired recordings and those made during
ventral root stimulations. This will give us a measure of the efficacy of synap-
tic transmission and an insight into the possible effect of firing in motoneuron
pools on Renshaw cell activity.
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4.2 Methods
Lumbar slices were obtained from P8–10 mice, in which the enhanced green
fluorescent protein (EGFP) is expressed under the control of the promoter of
the neuronal glycine transporter GlyT2 (Zeilhofer et al. 2005). Slices were
cut obliquely at a 35◦ angle and ventral rootlets preserved during dissec-
tion. EGFP positive neurons located ventro-medial to the motoneuron nucleus
where patched whole cell and confirmed as Renshaw cells by the presence of
an evoked EPSC after ventral root stimulation. Dissection and slicing meth-
ods as well as protocols for paired recordings, whole-cell patch recordings and
ventral root stimulation are described in detail in the General Methods.
4.2.1 Charge transfer calculation
Ventral root stimulation of Renshaw cells often resulted in excitatory post-
synaptic currents (EPSCs) with multiple peaks (see Figure 4.6). It was therefore
not possible to use peak amplitude as a measure of the size of the response
as this would result in an ambiguous measure of EPSC size and incorrect esti-
mates of quantal parameters. We therefore calculated the total charge of each
response as this allowed for inclusion of currents occurring with a different la-
tency with respect to the stimulation. This was done by selecting the entirety
of the EPSC, beginning at a stable baseline prior to the currents rise and end-
ing once the EPSC had once again reached baseline (or the next stimulus had
begun), taking the sum of all the samples over this period and multiplying by
the total number of samples. We then converted this to charge (Coulomb,C) by
multiplying by the sampling interval (because Q =
∫ tn
t0
Idt where t0 is the start
time and tn is the end time).
However, in a subset of experiments due to high spontaneous activity in
higher extracellular calcium concentrations it was not possible to measure the
charge of responses as it would consistently include a high proportion of EP-
SCs that were not evoked. To allow for comparison of estimated quantal size
between results produced from current and charge measurements it was nec-
essary to convert peak amplitude estimates to charge. In experiments where
85
only mean peak amplitude could be measured the charge of response was
measured (as described above) in low calcium where spontaneous activity was
lower due to a lower probability of release and thus does not interfere with the
measurement of charge. Peak amplitude and charge measurements from low
calcium recordings were then plotted against each other and a linear fit made
to calculate a conversion factor (see 4.1A). This method of conversion was
validated using data sets where there was only a single evoked EPSC peak
and low spontaneous activity in all calcium concentrations. Quantal sizes es-
timated using the measured charge of responses were compared with quantal
sizes estimated using peak amplitude and then converted to charge. No sig-
nificant difference was observed (ranksum z = 0.0947, P = 0.925, see Figure
4.1B).
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Figure 4.1: Illustration of current to charge conversion. The graph in panelA shows a
scatter plot of measured charge against measured current with a linear fit overlaid in
red. Panel B shows a comparison of quantal size in charge taken either from analysis
done using charge as a measure of the size of response (Obs.) or from analysis that
used peak amplitude as a measure of response size and then converted to charge
using the method describe above.
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4.2.2 Stimulus artefact subtraction
Following identification of Renshaw cells, the duration and intensity of ventral
root stimulation was adjusted to find the maximal response. The choice of
applying a maximal stimulation was dictated by the need of evoking a spike
in as many motoneurons as possible, therefore maximising the excitatory in-
put onto the recorded Renshaw cell. Ventral root stimulation that evoked a
maximal response resulted in a stimulus artefact that we were unable to reli-
ably reduce and varied in duration between 0.2ms to 4ms. Since evoked post
synaptic responses occurred 1ms to 2ms after the stimulus it was necessary
to subtract the stimulus artefact from traces to determine the ’true’ PSC ampli-
tudes. This was done in one of two ways depending on whether or not there
were failures (i.e. stimulus with no response) in the experimental condition.
Where an experimental condition resulted in 3 or more failures and the stimu-
lus artefact was stable throughout the recording an averaged trace was made
from all the failures. This averaged failure trace was then subtracted from the
data (figure 4.2A). Averaging of traces and subtraction from data was done us-
ing pClamp (Molecular Devices). Failures were discriminated from successes
using Pyclamp (a software suite developed by G.S.Bhumbra and available at
http://sourceforge.net/projects/pyclamp/) by producing scatter plots of several
parameters (rise time, decay time, amplitude, Fourier coefficients and the first
principal components) of all the responses and then identifying clusters that
contained failures. If there were no failures in a condition then a region of the
trace subsequent to the stimulus but prior to the response was selected and
a single or double exponential curve fitted to the region (figure 4.2B). In these
conditions a fitted curve was produced for each sweep and therefore, unlike
when subtracting the averaged failure trace, stability of the artefact was not crit-
ical, since an exponential fit was obtained for each response and the subtracted
fit matched the time course of the artefact of each response. In conditions with
no failures both fitting and subtraction were done using Pyclamp.
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Figure 4.2: Subtraction of stimulus artefact. Panel A shows subtraction of a stimulus
artefact in an experimental condition with failures and a stable artefact shape. The top
trace shows traces before subtraction in grey with an averaged failure trace overlaid in
red. The bottom trace in figure A shows the traces after subtraction of the averaged
failure trace. The trace in panel B shows artefact subtraction in a condition where there
were no failures. The top trace shows a trace prior to subtraction with an exponential fit
of the stimulus artefact overlaid in red. The trace below shows the trace after subtrac-
tion of the fitted curve from the data. Both examples were taken from the same data
set.
4.3 Results
4.3.1 Quantal analysis of paired motoneuron to Renshaw
cell recordings
First described by Renshaw (1946) the motoneuron-Renshaw cell recurrent in-
hibitory circuit has atracted the interest of neuroscientists for decades since its
discovery (Alvarez and Fyffe 2007). Despite the large amount of work done to
describe the circuit and its function there are still some very basic questions
about the synapses that compose this recurrent inhibitory loop that need to be
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answered. Recent studies have thoroughly characterised the neurotransmitter
composition of the motoneuron to Renshaw cell excitatory synapse (Lamotte
d’Incamps and Ascher 2008, Lamotte d’Incamps et al. 2012). However there is
still little known about the degree of connectivity between the motoneurons and
Renshaw cells. This is important information if we wish to understand the im-
pact of recurrent inhibition on motoneuron firing. In order to further characterise
this synapse we performed BQA on data obtained from paired motoneuron to
Renshaw recordings. This will give us estimates of the number of functional
release sites, quantal size and probability of release thus giving us a measure-
ment of the efficacy of the motoneuron to Renshaw cell synapse
In order to allow for Renshaw cell identification, paired recordings were
made in oblique slices cut at a 35◦ angle with a section of ventral root preserved
to maintain motoneuron axons exiting the slice. EGFP positive (and therefore
glycinergic) cells located in a region ventro-lateral to the motor nucleus were
considered putative Renshaw cells. Once patched, the cells were confirmed
as Renshaw cells by the presence of an EPSCs in response to ventral root
stimulation. Pre-synaptic motoneurons were found by evoking spikes in indi-
vidual motoneurons with a loose cell attached electrode until a post-synaptic
response was observed in the Renshaw cell. The pre-synaptic motoneuron
was then patched, held in a current clamp configuration and 4 spikes were
evoked by current step at a frequency of 33Hz every 10 seconds(see figure
4.3).
Paired whole cell recordings of Renshaw cells and pre-synaptic motoneu-
rons were made at a number of different calcium concentrations to vary the
probability of neurotransmitter release and allow for estimation of the quan-
tal parameters. A representative example of a paired motoneuron-Renshaw
cell recording in 1mM, 2mM and 4mM extracellular calcium is shown in Figure
4.3A-C. In the example traces increasing calcium concentrations increased the
mean current amplitude of all evoked Renshaw cell EPSCs. In low calcium
EPSCs potentiated across all four stimulations whereas in control conditions
the mean response depressed after the second stimulation and in high calcium
depressed after the first.
89
0 100 200
0.6
0.8
1.0
1.2
1.4
0
50
100
150
200
250
C.  B.  
-I 
(p
A)
A.  
0.6
0.8
1.0
1.2
1.4
P
P
R
F.  
1mM Ca2+ 4mM Ca2+2mM Ca2+
100pA
50ms
D.  E.  
50mV
P
P
R
-I (pA)
Figure 4.3: Paired recordings showing Renshaw cell response to stimulation of a single
pre-synaptic motoneuron. Traces in A-C show trains of 4 motoneuron spikes evoked at
a frequency of 33Hz above response EPSCs recorded from a post-synaptic Renshaw
cell with mean current overlaid in red. The probability of neurotransmitter release in-
creases with increasing extracellular calcium concentration as the size of Renshaw cell
EPSCs increases from 1mM calcium to 4mMCa and the mean current changes from
potentiating at all four reponse in 1mM calcium to depressing after the 2nd at 2mM
calcium and depressing after the 1st at 4mMCa. Group data showing mean current
and paired pulse ratio in control conditions (2mM calcium) is displayed as whisker and
box plots in D and E. The box plots show the interquartile range and median, outliers
are shown as whiskers and the mean is displayed as square plot point. A scatter plot
showing paired pulse ratio plotted against mean current is shown in F.
Group data for paired motoneuron-Renshaw cell recordings are shown in
Figure 4.3D-F (n=11). The average mean current amplitude in control was
−70.1±22.9pA. In control conditions in 4 out of 11 paired recordings the EPSC
potentiated from 1st to the 2nd stimulation (paired pulse ratio ranging from 1.16
to 1.27) while the majority of synapses observed were depressing (paired pulse
ratio ranging from 0.7 to 0.92). There was no significant correlation between
paired-pulse ratio and the mean current (Spearman’s r = −0.2, p = 0.558).
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Figure 4.4 illustrates BQA of the recordings shown in Figure 4.3. An ex-
ample motoneuron spike and the first response of a Renshaw cell to a train of
motoneuron spikes in 1mM, 2mM and 4mM extracellular calcium are shown in
4.4A-C. Averaged Renshaw cell EPSC responses are overlaid in red.
BQA produces probability distributions for quantal size (q), maximal re-
sponse (r ) and the gamma shaping parameter (γ) from which estimates of the
quantal parameters are derived (Figure 4.4D-F). The medians of the distribu-
tions for quantal size and maximal response are used to provide best estimates
for q and r (figure 4.4 D-E). The quotient of the best estimate of the maximal re-
sponse (r = −253.2) over the best estimate of quantal size (q = −49.5) gives
the estimated number of release sites (N = 5.1). The shaping parameter γ
gives an estimate of the quantal coefficient of variation (CV) because the co-
efficient of variation of a gamma probability density function is defined by the
inverse of the square root of the gamma shaping parameter (i.e. CV= 1
√
γ,
γ = 11.9, CV= 0.29). The posterior probability distributions for all the parame-
ters have a sharp peak and extend over a very limited range, indicating a good
estimate of the parameters, with a very narrow error band.
Histograms showing the current amplitude distributions in different calcium
conditions are displayed in Figure 4.4G-I. Amplitude distributions calculated
from BQA estimates are shown overlaid in black. Since the final BQA es-
timates are calculated from the entire data set, including observations at all
release probabilities, the overlaid distributions are entirely independent of the
binned amplitude distributions shown in the histograms. A close association of
the calculated distribution with the experimental distribution indicates that our
calculated parameters provide a good description of the observed data.
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Figure 4.4: Quantal analysis of a connected motoneuron to Renshaw cell pair. An il-
lustration of a paired recording in 1mM, 2mM and 4mM extracellular calcium is shown
in panels A-C. A motoneuron spike is shown in black above response Renshaw cell
EPSCs in grey with an average response overlaid in red. Results of BQA are shown
as probability distributions for quantal size (q) , maximal response (r) and the gamma
scaling factor (γ) in panels D-F respectively. The quotient of the maximal response
over the quantal size is used to calculate an estimated number of functional release
(N ) and the inverse of the square root of the gamma scaling factor gives an estimate of
the quantal coefficient of variation(CV). Amplitude distributions for the same conditions
described by graphs A-C are shown in panels G-I respectively. The predicted distribu-
tion calculated from BQA estimates for n, p and q for each of these conditions is shown
overlaid in black (panels G-I).
92
Group results from all eleven paired motoneuron-Renshaw cell recordings
that were suitable for quantal analysis are shown in Figure 4.5. Best estimates
for quantal size were calculated directly from probability distributions produced
by BQA as the median of the distribution (figure 4.5 A). The estimates for the
number of functional release sites (figure 4.5B) were calculated using best es-
timates for the quantal size and maximal response (i.e. N = r/q). Quantal
coefficients of variation (figure 4.5C) were calculated from the gamma scal-
ing factor produced by BQA (as described above). Probability of release was
calculated by dividing the mean response to the first spike in control (2mM) ex-
tracellular calcium by the best estimate of the maximal response (i.e. p = I¯/r
where I¯ is mean amplitude of the response and r = Nq). Plotting the paired
pulse ratio of the first two responses in control conditions against probability
of release (4.5E) showed no significant correlation (Spearman’s r = −0.2636,
P = 0.435). Estimates of the failure rates in control conditions were calculated
from the probability of failure to release (pfail = 1 − psuccess) and the best es-
timate of the number of release sites (failure rate = pNfail). Estimated failure
rates were compared with the failure rate observed during recordings and no
statistically significant difference was found (sign-rank z = 1.689, P = 0.091).
This is validation of the BQA estimates as the observed failure rate is not used
at all during BQA and therefore is independent of the quantal estimates from
which the estimated failure rate is calculated.
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Figure 4.5: Group data showing quantal parameters of the motoneuron to Renshaw
cell synapse obtained from paired recordings. Whisker and box plots of quantal size
(q), the number of functional release sites (N ), quantal coefficient of variation (CV) and
probability of release in control conditions (p) are shown in panels A-D respectively.
A scatter plot of paired-pulse ratio plotted against probability of release is shown in
panel E. Observed failure rate plotted against failure rate estimated from BQA results
is shown in panel F.
These estimates provide information about the properties of the synapse
between individual motoneurons and Renshaw cells. However, multiple mo-
toneurons are known to project onto a single Renshaw cell (Cullheim et al.
1977, Cullheim and Kellerth 1981). While it is important to know the extent
of the conductance change associated with a single motoneuron input to a
Renshaw cell, the overall response of Renshaw cells to firing in motoneurons
will be dependent on how many individual motoneurons contact a single Ren-
shaw cell. In order to understand the transmission properties of the recurrent
inhibitory circuit it is thus necessary to know the degree of convergence of mo-
toneurons onto Renshaw cells.
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4.3.2 Quantal analysis of Renshaw cell ventral root stimula-
tion recordings
Stimulation of the ventral root antidromically excites all motoneurons with ax-
ons still present in the root (which is probably the majority of motoneurons in
the slice). This means that EPSCs recorded from Renshaw cells in response to
ventral root stimulation are the summation of excitatory inputs from all excited
motoneurons. Quantal analysis of ventral root stimulation response provides a
measure of the quantal parameters of the combined inputs from all motoneu-
rons in the slice projecting onto the recorded Renshaw cell and therefore it
can lead to an estimate of the number of motoneurons impinging on a single
Renshaw cell.
Evoking EPSCs in Renshaw cells by ventral root stimulation often resulted
in current amplitude traces with multiple peaks. During ventral root stimula-
tion motoneurons with axons projecting from the slice into the root are stim-
ulated antidromically. However, motoneurons belonging to the same nucleus,
as well as synergistic motoneurons, are known to be connected by excitatory
synapses (Gogan et al. 1977). As a consequence, there is another population
of motoneurons post-synaptic to those firing antidromically that also fire after
ventral root stimulation but do so with a longer latency with respect to the stim-
ulus. This results in different populations of motoneurons firing with different
latencies depending on whether they are excited antidromically or orthodromi-
cally (see Figure 4.6). Since antidromic spikes are followed by a long lasting
(20-30 ms) after hyperpolarization, it is unlikely that an antidromic spike could
be followed by an orthodromic one. We verified this possibility by performing
loose cell-attached recordings from motoneuron and delivering maximal stimu-
lation to the ventral root in a set of experiments performed on oblique slices. In
all the recorded motoneurons(n=10, data not shown), spikes could be evoked
either antidromically (identified by the short and consistent latency of ∼ 1ms)
or orthodromically (characterized by large jitter and a latency of > 4ms), but
a sequence of antidromic-orthodromic spike was never observed in the same
motoneuron. This is most likely due to the refractory period after the action
potential in antidromically stimulated motoneurons preventing repeated firing.
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Figure 4.6: Example traces showing loose cell attached recordings of motoneurons
firing either antidromically (A) or orthodromically (B).The traces shown below are an
example of Renshaw cell EPSCs evoked by ventral root stimulation (n.b. both sets of
traces show the same recording). The multiple peaks evident in the Renshaw EPSCs
correspond to responses from motoneurons firing either antidromically or orthodromi-
cally as shown in the loose cell attached recordings above. (the difference in spike size
between A and B is due to differences in the seal between the two cells recorded in
loose cell-attached
There was therefore a subset of experiments in which the multi-peaked
Renshaw cell response to ventral root stimulation meant that peak amplitude
would be an ambiguous measurement of the size of evoked responses. In
fact, by analyzing for instance the early peak (as in the example of Figure 4.6),
one would exclude the currents originating from the motoneurons who fire later
(presumably orthodromically). As a consequence, the estimate of quantal pa-
rameters would include only early (antidromically) firing motoneurons, leading
to an underestimate of the number of functional release sites. We therefore
calculated the total charge of responses (see Methods) which allowed us to in-
corporate the multiple peaks into our measurement of the size of the response
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and give a correct estimation of quantal parameters. The size of Renshaw
cell response and quantal size in these ventral root stimulation experiments is
therefore reported in coulomb (pC).
A representative example of Renshaw cell responses to ventral root stim-
ulations is shown in Figure 4.7A-B. Similar to the paired recordings protocol,
the ventral root was stimulated 4 times at a frequency of 33Hz every 10 s. In
the example traces shown in Figure 4.7A-B the size of response increased with
higher extracellular calcium (Figure 4.7A-B). At low (1mM extracellular calcium
concentrations the mean response potentiated across all four stimuli. While
at higher (2mM) extracellular calcium concentrations the mean response de-
pressed after the stimulus. Group data showing the mean charge of the re-
sponse and the paired pulse ratio (between the first and second response to
ventral root stimulation) in control conditions are shown in Figure 4.7C-D. A
plot of paired pulse ratio against mean charge showed significant correlation
between the two variables (Spearman’s r = −0.846, P = 0.001).
97
0 4 8 12 16
0.4
0.8
1.2
1.6
B.
20ms
300pA
A.
C.
0
5
10
15
20
E.D.
-Q
 (p
C
)
2mM Ca2+1mM Ca2+
PP
R
-Q (pC)
0.4
0.8
1.2
1.6
PP
R
Figure 4.7: Excitatory post-synaptic currents in Renshaw cells evoked by ventral root
stimulation. Traces in A and B show Renshaw cell EPSCs following ventral root stimu-
lation in 1mM and 2mM extracellular calcium. Individual responses are shown in grey
with an averaged trace overlaid in red. Group data for mean charge and paired pulse
ratio are shown as whisker and box plots in C and D respectively. A scatter plot showing
charge transfer against paired pulse ratio is shown in E.
An illustration of BQA of Renshaw cell ventral root stimulation recordings is
shown in Figure 4.8. Traces shown in figure 4.8A and B show the first response
to ventral root stimulation in 1mM and 2mM extracellular calcium. Probability
distributions produced by BQA for the quantal size (q), the maximal response
(r) and the gamma scaling factor (γ) are shown in Figure 4.8E-G respectively.
The median of distributions provide best estimates for quantal size and the
maximal response, and from these the number of release sites (n) is calcu-
lated (n = r/q). The inverse of the square root of the gamma scaling factor
is used as an estimate of the quantal coefficient of variation (CV = 1
√
γ,
γ = 4.42, CV = 0.475). Histograms showing charge distributions of traces
shown in Figure 4.8A and B are shown in F and G. The black line overlaid on
top of the histograms is a distribution of charge calculated from estimates of
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the quantal parameters derived from BQA results. The quantal parameters es-
timated by BQA are independent on individual probability distributions as they
are calculated from the entire data set which comprises all recorded probabili-
ties of release. The overlaid distribution and amplitude distributions for individ-
ual release probabilities are therefore independent of each other and a close
association between the estimated distribution and the observed experimental
distribution are consistent with a valid estimation of quantal parameters.
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Figure 4.8: Illustration of experimental data and results of BQA. Example traces of the
first response from ventral root stimulation in low (1mM) and control 2mM extracellular
calcium concentrations are shown in panel A and B respectively. BQA yields proba-
bility density distributions for quantal size, the number of release sites and a gamma
scaling factor which are shown in panels C-E. Histograms showing the amplitude distri-
butions of those EPSCs are shown below in red (panels F and G). Estimated amplitude
distributions calculated from BQA results are shown overlaid in black.
Figure 4.9 shows BQA estimates for all Renshaw cell ventral root stimula-
tion recordings that were suitable for analysis (n = 23). The data were split into
three groups depending on the type of analysis that could be performed: in one
set of experiments (n = 8) double or multiple peaks were observed in the post-
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synaptic response, due to synapses formed from a mixed population of mo-
toneurons, some firing antidromically and some firing orthodromically. In these
cases, only measurement of total charge could be taken. In a second subset
(n = 9), the evoked EPSCs had a single well defined peak, indicating that the
recorded Renshaw cell was connected only to motoneurons firing antidromi-
cally. In these cases both charge and peak amplitude measurements could be
used to derive the quantal parameters. In this subset of experiments, BQA was
performed for both measures and the estimates derived for n and p were not
significantly different (see below). In a third group of experiments (n = 6) the
frequency of spontaneous events was high, leading to a contamination of the
tail of the evoked response. In those cases, peak amplitude measurements
were used. In order to compare the quantal size obtained from these ’ampli-
tude only’ measurements, we used the responses recorded in low calcium. In
these conditions of reduced probability of release, spontaneous events were
infrequent and therefore did not interfere with measurement of charge. As de-
scribed in the Methods, we measured both amplitude and charge for the same
data set and used them to calculate a conversion factor from current ampere
to charge coulomb. The same conversion factor was then used to translate the
mean peak amplitude measured in high Calcium into a charge measurement.
Similarly, we converted to charge the q and r parameters obtained from BQA.
In the group data presented in Figure 4.9 n, p and CV (panels B, D and
C respectively) are taken from estimates calculated using the charge where
possible and from peak amplitude where not possible. Mean quantal size of
all experiments was −0.22 ± 0.23pC. The mean number of release sites was
31±3.5 and the mean probability of release was 0.49±0.03. Paired-pulse ratio
of the first two responses in control conditions showed a strong correlation with
probability of release (Spearman’s r = −0.846,P < 0.001, figure 4.9E).
Figure 4.9F shows a comparison between failure rates calculated from
estimates of quantal parameters made using charge or peak amplitude
(failure rate = pNfail) with those observed during recordings. There was no
significant difference between observed failure rate and those estimated using
charge as a measure of response ( sign-rank z = −0.88, P = 0.397) nor be-
tween observed failure rate and those estimated from those estimated using
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peak amplitude as a a measure of response (sign-rank z = −1.29, P = 0.198).
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Figure 4.9: Group data of BQA estimates from Renshaw cell ventral stimulation record-
ings. Box-and-whisker plots for the number of release sites, quantal size, quantal co-
efficient of variation and probability of neurotransmitter release are displayed in panels
A-D. A scatter plot of paired-pulse ratio against probability of release is shown in panel
E. A comparison of observed failure rates, failure rate calculated from from BQA esti-
mates derived using the charge of the response and failure rate calculated from BQA
estimates derived using the mean current amplitude of the response is shown in panel
F.
Figure 4.10 shows a comparison of estimates for number of functional re-
lease sites and probability of release as well as failure rates for experiments in
which both the charge and peak amplitude could be used to measure the size
of response(n = 9). There was no significant difference in the estimates of the
number of functional release sites (sign-rank z = 1.54, P = 0.124) or probabil-
ity of neurotransmitter release (sign-rank z = −0.84, P = 0.401). There was
also no significant difference between observed failure rates and those calcu-
lated from quantal estimates derived from the charge (sign-rank z = −1.18,
P = 0.237) or those calculated from quantal estimates derived from peak cur-
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rent amplitudes (sign-rank z = 0.085, P = 0.933).
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Figure 4.10: Comparison of quantal estimates calculated using either charge or current
peak amplitude as a measure of the size of response. Plots comparing estimate for
number of release sites and probability or release are shown in panels A and B respec-
tively. A comparison of failure rates calculated from estimates of quantal parameters
with failure rates observed during recordings is shown in panel C.
In the eight experiments in which, due to multiple peaks in evoked EPSCs,
only charge could be measured we also measured peak amplitude of the initial
peak (see Figure 4.11A for an illustrative example). This peak amplitude mea-
sure was then used to estimate quantal parameters so a comparison could be
made between the number of release estimated using the whole response (by
measuring the charge) and only part of the response (by measuring peak am-
plitude). The peak amplitude measurement should give lower estimates for n
as it should be sampling from a smaller number of release sites, excluding most
of the EPSCs originating from orthodromically excited motoneuron, occurring
at a longer latency with respect to the stimulation.
While the number of release sites estimated from peak amplitude and
charge were not significantly different (sign-rank z = 1.5, P = 0.1235) in all
but one of the eight multi-peak experiments there was a lower estimate of n us-
ing peak amplitude compared with charge (Figure 4.11B). Probability of release
however was significantly greater when calculated from quantal estimates de-
rived from measurements of peak amplitude (sign-rank z = 2.52, P = 0.011,
Figure 4.11C). Since probability of release is calculated using the mean re-
sponse and the maximal response it is therefore reliant on estimates of quantal
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size and number of release sites (r = nq). A significantly different p therefore
indicates that measurement of only the peak does result in significantly different
estimates of quantal parameters from using the charge.
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Figure 4.11: Comparison of quantal estimates from experiments with multi-peaked
evoked EPSCs obtained from charge and peak amplitude measurements. Panel A
shows an example traces of multipeaked response (mean trace overlaid in red) with
a blue dotted line placed over the first peak to illustrate where mean peak amplitude
was measured. A comparison of estimates for number of release sites and probability
of release calculated using charge and peak amplitude are shown in panels B and C
respectively.
4.3.3 Effect of motoneuron firing on evoked Renshaw cell
EPSCs
Estimates of the quantal parameters shown above give us information about the
properties of the motoneuron to Renshaw cell synapse and a measurement of
the degree of convergence of motoneurons onto Renshaw cells. However, to
understand the role of this synapse in the recurrent inhibtory circuit it is neces-
sary to know how a pre-synaptic spikes is translated into changes in the post-
synaptic potentials and in particular what is the effect of repetitive firing has on
the post-synaptic response. To investigate the reliability of synaptic transmis-
sion we performed paired recordings with both cells recorded in current-clamp
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configuration and spikes evoked in the motoneuron by current step. Figure 4.12
shows examples of two paired recordings where Renshaw cells were recorded
in both voltage and current-clamp configurations and pre-synaptic motoneurons
were recorded in current-clamp. In Figure 4.12A the EPSCs, shown in the top
trace, evoked by spikes in the pre-synaptic motoneuron are small ( mean cur-
rent of first response is−18.8±2.2 pA) but are still able to evoke induce firing on
the second or fourth stimulus (Figure 4.12A bottom trace). While Figure 4.12B
shows another pair in which spikes in evoked in the pre-synaptic motoneuron
evoked large EPSCS (−223± 3.9 pA, top trace) and here action potentials are
reliably induced on the first and third stimulus. The after-hyperpolarising poten-
tials of the spikes evoked by the first and third stimuli is probably responsible for
the lack of response on the second and fourth stimulus (Figure 4.12B bottom
trace).
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Figure 4.12: Reliability of synaptic transmission at the motoneuron to Renshaw cell
synapse. Panels A and B show recordings from two different motoneuron to Renshaw
cell pairs. The top traces in both panels show example traces of Renshaw cell EPSCs
recorded in voltage-clamp evoked by four spikes in the pre-synaptic motoneuron in-
duced at a frequency of 33Hz. The bottom traces show current clamp recordings from
the same Renshaw cell that was recorded in voltage clamp for the top traces. EPSPs
are evoked by spikes induced in the pre-synaptic and result in action potentials in the
post-synaptic cell after the second and fourth stimulus in panel A and first and third
stimulus in panel B.
The ability of the motoneuron to evoke an action potential even in a rela-
tively small synapse (as shown in Figure 4.12A) suggests that this is a very
reliable synapse. During different motor tasks, motoneurons can fire at a very
broad frequency range, from the primary range (15-30 Hz) to the secondary
high frequency range (50-80 Hz). We therefore conducted experiments to eval-
uate the effect of different motoneuron firing frequencies on evoked response
in the Renshaw cell. After whole-cell patch of Renshaw cells ventral roots were
stimulated 20 times at a frequency of 3, 10, 33, 50 or 100Hz every 10 seconds.
Group data in Figure 4.13A shows faster stimulation frequency results in greater
depression of evoked EPSCs. Paired pulse ratio of evoked EPSCs between the
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first and second pulse was similar across all frequencies (Figure 4.13B). Group
data for each frequencies across all cells were fitted with a single exponential
decay to determine the asymptotic value for depression at different frequen-
cies. Motoneuron firing at 3 and 10Hz caused relatively modest depression to
77% and 64% of the first EPSC respectively (Figure 4.13C). Frequency of firing
33Hz and greater reduced evoked EPSCs to less than half the initial response
(45% at 33Hz, 44% at 50Hz and 38% at 100Hz Figure 4.13C).
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Figure 4.13: Effect of motoneuron firing frequency on depression of Renshaw cell
evoked EPSCs. Panel A shows group data showing the effect paired pulse ratio at
each stimulus number across different frequencies of stimulation (n = 4 for 100Hz,
n = 7 for 50Hz, n = 8 for 3Hz, n = 9 for 10Hz and n = 13 for 33Hz). Panels B and
C show paired pulse ratio against frequency of stimulation for the second stimulus and
the 20th stimulus respectively.
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4.3.4 Reciprocal connections between motoneuron and
Renshaw cells
It is known that Renshaw cells receive excitatory input from motoneurons that
are in the same motor pool as the motoneurons they innervate and inhibit.
It is therefore possible that a population of Renshaw cells receive excitatory
input from and deliver an inhibitory output onto the same motoneuron. During
paired recordings we tested for reciprocal connections by holding the ’post-
synaptic’ motoneuron in voltage clamp at 0mV (in order to isolate inhibitory
currents) and the ’pre-synaptic’ Renshaw cell in current clamp, then induced
action potentials in the motoneuron by current step. If the cells had a reciprocal
connection we would see evoked IPSCs in the motoneuron recording. Out of 18
cells tested for a reciprocal connection only 3 pairs featured both an excitatory
and inhibitory connection. An illustrative example of a reciprocal connection is
shown in Figure 4.14.
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Figure 4.14: Recording of a reciprocal connected pair. In panel A the Renshaw cell and
motoneuron are in the same configuration as the paired recordings described in the
quantal analysis experiments. Action potentials are evoked in the motoneuron which is
held in current-clamp configuration (bottom blue trace) and evoked EPSCs can be seen
the Renshaw cell recorded in voltage-clamp configuration (top grey traces with average
trace overlaid in red). The recordings in panel b show recordings from the same cells
but this time the action potentials are evoked in the Renshaw cell which is held in
current clamp (top red trace) and the evoked IPSCs are recorded from the motoneuron
held in voltage-clamp (bottom grey traces with averaged trace in blue). A diagrammatic
scheme of reciprocally connected cells is shown on the left hand side of the figure with
the Renshaw cell in red and motoneuron in blue. An excitatory connection from the
motoneuron to Renshaw cell is shown as a black line and the inhibitory Renshaw cell
to motoneuron projection is shown as a green line.
4.4 Discussion
4.4.1 Number of release sites
The data presented in this chapter show estimations of the quantal parameters
of the motoneuron to Renshaw cell synapse, both between single cells and be-
tween multiple motoneurons and a single Renshaw cell. Importantly this gives
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the first estimate of the functional number of release sites at the motoneuron
to Renshaw cell synapse and the degree of convergence between motoneu-
rons and Renshaw cells. Anatomical studies have previously given estimates
of roughly 50 − 100 motoneurons contacting each Renshaw cell (Alvarez et
al. 1999). This is likely to be an overestimate as it assumes that the density
of cholinergic contacts observed at the soma and proximal dendrites will be
the same at distal projections. It is also a indirect measure of contacts as it
is based on staining techniques that could include cholinergic contacts that
are not necessarily functional synapses. The data in this chapter shows the
mean number of functional release sites estimated from paired recordings was
n = 6.5±1.15 (Figure 4.5B) and from ventral root stimulation was n = 31.9±3.5
(Figure 4.9B). From these results we can estimate that in slice preparations an
average of ∼ 6 motoneurons synapse onto each Renshaw cell. This is com-
parable with an observation made by Lagerbäck et al. (1981) in an anatom-
ical study of cat motoneurons who noted “4 boutons from one (Motoneuron)
collateral were observed in synaptic contact with one single post-synaptic neu-
ron”. While Lagerbäck et al. (1981) did not positively identify Renshaw cells,
post-synaptic neurons were assumed Renshaw due to anatomical position and
morphology. A limiting factor in our own estimates is of course the size of the
slice preparation. Our slices were 400µm thick and therefore it is possible that
some connections will have been lost during cutting. However this would lead
to an underestimate of the number of release sites calculated from both paired
and ventral root stimulation data and therefore our estimation of motoneuron to
Renshaw cell convergence may still be valid.
4.4.2 Quantal size and probability of neurotransmitter re-
lease
Quantal size and probability of release should be shared parameters between
the paired and ventral root stimulation data sets since the paired recordings
are simply a smaller sample of the release sites observed during ventral root
stimulation. Indeed, no significant difference was found between the two data
sets for quantal size (rank sum z = 0.516, P = 0.606) and probability of re-
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lease (rank sum z = −0.737, P = 0.461). This is convincing evidence that the
paired recordings are a representative sample of motoneuron to Renshaw cell
synapses in this slice preparation. BQA estimates were more generally vali-
dated by the lack of significant difference between observed failure rates and
those calculated using estimated quantal parameters (see Results). Failure
rates can be calculated from estimates of quantal parameters but are neither
an input nor output of BQA. The agreement of failure rates observed during
recordings with those predicted by quantal parameters estimated by BQA is
therefore a convincing validation of BQA results.
Studies of the neuromuscular junction (NMJ) in the crayfish (Bittner 1968,
Atwood and Bittner 1971, Frank 1973, Cooper et al. 1996, Parnas 1972) and
frog (Bennett et al. 1986, Robitaille and Tremblay 1987; 1991) have shown het-
erogeneity in probability of release between synapses. It is therefore possible
that p is not uniform across all release sites at the motoneuron to Renshaw cell
synapse. In this study our BQA assumed homogeneity of p and therefore the
p reported is an average probability that desrcibes p across all release sites. It
has been shown that p at pyramidal cell synapses can vary depending on post-
synaptic cell identity (Koester and Johnston 2005). This has also been shown
to be the case in other cell types (Rosenmund et al. 1993, Murthy et al. 1997).
It is therefore possible that post-synaptic cell identity can act as a determinant
of probability of release and therefore p would likely vary between central mo-
toneuron synapse and peripheral motoneuron synapse. Even though we have
not calculated p at individual synapses, if there was a considerable difference
between p at motoneuron to Renshaw cell synapse and p at the NMJ it would
possibly be evident while comparing the average p for each of these connec-
tions. While there have been no studies that have estimated the probability of
neurotransmitter release at the mouse NMJ, experiments by Christensen and
Martin (1970) estimated probability of release at the rat neuromuscular junction
in low Calcium concentration (1.5mM) to be 0.12±0.05. Studies of the frog NMJ
have estimated that the probability of neurotransmitter release at an extracellu-
lar calcium concentration (1.8mM) similar to our control (2mM) to be between
0.32 and 0.65 (Miyamoto 1975). Both these estimates are in agreement with
our estimation of p in control (p¯ = 0.47± 0.03, 2mM) and low (p¯ = 0.14± 0.05,
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1mM) extracellular calcium. While this certainly does not preclude the possibil-
ity of a wider range of p across motoneuron to Renshaw cell synapses it does
suggests that both connections have similar synaptic fidelity. In fact given the
lack of significant differences between estimates of p in paired and ventral root
recordings does imply that p is relatively uniform between connections.
4.4.3 Role of recurrent inhibition
Eccles et al. (1954) initially suggested that the primary role of Renshaw cells
and recurrent inhibition was simply to prevent excessive firing of motoneurons.
However as our understanding of the complexity of spinal cord circuitry has ad-
vanced the role of recurrent inhibition has become less certain (see Windhorst
1996, Hultborn 2006, Windhorst 2007; for extensive reviews on the subject).
It is now known that Renshaw cells receive inputs from neurons that are not
α-motoneurons and therefore cannot be regarded as only part of simple feed-
back circuit (Alvarez and Fyffe 2007). Studies in the cat by Brooks and Wilson
(1958) suggested that Renshaw cells act to ’localize’ the stretch reflex thus aid-
ing the control of fine movement. This however is in disagreement with later
findings that muscles involved in fine movement are not subject to recurrent in-
hibition (Illert and Kümmel 1999). Since Renshaw cells are also know to project
onto group Ia interneurons it has been suggested that they could have a role
in limiting the excitatory effects group Ia neurons have on motoneurons (Katz
and Pierrot-Deseilligny 1999). It has also been suggested that the purpose of
Renshaw cells is to provide an ’efferent copy’ of motor output that estimates
the muscle activation generated by neural excitation (Loeb et al. 1989). Stud-
ies of the human spinal cord have suggested that recurrent inhibition acts as a
variable gain regulator of motor output by varying inhibition depending on the
intensity of muscle use (Hultborn and Pierrot-Deseilligny 1979).
Renshaw cells have been shown to be rhythmically active during fictive loco-
motion (McCrea et al. 1980, Nishimaru et al. 2006, Pratt and Jordan 1987) and
while their role is not clear it does appear that they are not involved in the gen-
eration of rhythmic firing (Pratt and Jordan 1987). Reduction of Renshaw cell
activation by application of a cholinergic antagonist during locomotion results
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in an increase in motoneuron firing (Noga et al. 1987) suggesting they could
reduce motoneuron firing during locomotion. However the same study (Noga
et al. 1987) also showed no loss of inter-burst membrane hyper-polarisation
nor an increase in burst duration in burst duration during inhibtion of Renshaw
cell activity.
While an overall role for recurrent inhibition in motor control is still uncertain
what is clear is that the motoneuron to Renshaw cell synapse is an excep-
tionally reliable step in the recurrent inhibitory circuit. Studies by Ross et al.
(1975; 1976) showed that stimulation of single motoneurons can evoke firing in
Renshaw cells and drive Renshaw cell firing up to a frequency of 60Hz. The
convergence of ∼ 6 motoneurons onto each Renshaw cell therefore suggests
that it is very unlikely that within synergistic motoneuron pools connected Ren-
shaw cells would fail to fire during muscle contraction. This could be considered
to be in agreement with the suggestion that Renshaw cells act as an ’efferent
copy’ of motor output as it can be concluded that the motoneuron to Renshaw
cell synapse exhibits high fidelity of transmission and therefore Renshaw cell
activity would follow motor neuron output very closely. Our data has also shown
that at calcium concentrations of 2mM evoked EPSCs will depress even at low
frequencies of motoneuron firing (27% depression at 3Hz) and are reduced
more that half a frequencies of 33Hz and above (see Figure 4.13). Studies of
recurrent inhibition in humans have shown that while weak muscle contraction
results in strong recurrent inhibition, strong muscle contraction results in weak
recurrent inhibition (Hultborn and Pierrot-Deseilligny 1979). Synaptic depres-
sion at the motoneuron to Renshaw cell synapse could have a role in reduc-
ing the strength of recurrent inhibition during repetitive firing. This could be
functionally useful during intensive use of muscles where recurrently inhibiting
motoneuron firing would be counter-productive.
The role that Renshaw cells and recurrent inhibition play in the control of
motor output remains unclear but is certainly more complex than Eccles et al.
(1954) first suggested when describing the circuit over half a century ago. The
data presented here provides further evidence of the strength and reliability of
the motoneuron to Renshaw cell synapse. The synaptic depression observed
very early during repetitive stimulation (Figures 4.3 and 4.7) also suggests that
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this synapse could be important for modulation of recurrent inhibition. The rel-
atively high p and n, combined with the estimated motoneuron to Renshaw cell
convergence and the comparable p of central synapses observed here and pe-
ripheral observed in other studies suggests that Renshaw cell activity is likely to
be a direct copy of motoneuron activity. Recently developed viral staining tech-
niques are beginning to elucidate the structure of neuronal pre-motor architec-
ture (Stepien et al. 2010). This information along with the quantal parameters
presented in this chapter will hopefully help to inform future modelling studies
that will be able to more fully realise the complexity of spinal cord circuitry and
finally suggest a conclusive functional role for Renshaw cells.
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Chapter 5
General Discussion
Sir Charles Sherrington famously described motor output as the ’final com-
mon pathway’ of the nervous system. Motor control and coordination follow
a complex pathway, from initiation by ’higher functions’ to the fine control of
motoneuron firing by local neuronal circuits. This makes motor control an in-
valuable subject of study for understanding neurophysiology both at a cellular
and network level. Historically, the study of motoneurons and their projections
has given great insights into how the nervous system works. Seminal studies of
the spinal cord provided the first evidence for chemical neurotransmission (Fatt
and Katz 1951) and for the quantal nature of neurotransmitter release (Fatt and
Katz 1952).
Understanding the premotor circuitry of the spinal cord however presents
a number of challenges. One important factor is that the ventral horn lacks
any clear neuroanatomical structure. This prevents easy identification of in-
terneuron cell types purely by morphology and position. In contrast, the dorsal
horn cytoarchitecture is characterized by functionally different types of neurons
that project specifically to different lamina (Wall 1967). In the ventral horn, it
is necessary to rely on genetic tools and electrophysiological criteria to identify
interneuron subtypes. Many of the experiments in this thesis use a genetically
modified mouse to identify inhibitory interneurons and electrophysiological cri-
teria to identify Renshaw cells. Another difficulty that has slowed the progress
of understanding spinal neuronal networks in the ventral horn is the difficulty in
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maintaining healthy in vitro slice preparations from adult animals. While record-
ings from adult spinal cord slices (for example, Husch et al. 2011, Mitra and
Brownstone 2012) have been recently reported, the majority of electrophysio-
logical studies of the ventral horn made use of neonatal tissue preparations.
This, as will be discussed later in this chapter, is still an early developmental
stage and possibly not a true representation of the adult spinal cord.
In this thesis we have extended the normal age range of in vitro recordings
(most commonly P1-P7) to animals up to P14 of age. At this age level, we
have been able to obtain consistently healthy tissue and to perform long dura-
tion electrophysiological recordings. While obtaining slices from older animals
is feasible, our targeted visual patch recordings would have been impossible
due to the extensive degree of myelination, that starts around P10 and makes
the ventral horn completely non transparent (even to infrared light) by P14. The
poor optical access is particularly severe in the ventromedial region near the
motor nuclei, where most motoneurons axon collaterals branch to contact the
Renshaw cells. While the mouse is certainly not fully mature by P14, the mat-
uration of ventral spinal cord does occur much earlier than that of other CNS
regions. Functional maturation of motor circuitry is evident at P8 when ani-
mals are already weight bearing and capable of sustained locomotion. The
chloride reversal has already switched from a depolarising to a hyperpolaris-
ing potential, and the expression of the chloride extruding potassium-chloride
co-transporter type 2 (KCC2) is complete by P6 (for a comparative analysis of
the development of various regions on the CNS (see the comprehensive re-
view by Dehorter et al. 2012). Similarly, a shift from GABA to predominantly
glycine mediated inhibition in the ventral horn commences already at P1 (Gao
et al. 2001), before reaching a steady-state by P9-P15 in the rat ventral horn
((González-Forero and Alvarez 2005), and even earlier in the mouse (Bhumbra
et al. 2012).
This thesis contains two major results that increase our knowledge of the
local neuronal network that governs motor control at the lumbar level of the
mouse spinal cord. Firstly, we have shown that synaptic inhibitory inputs on
motoneurons are mainly glycinergic. This contrasts with previous work that
has shown co-release of GABA with glycine onto spinal motoneurons at a sim-
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ilar age range in the rat (Jonas et al. 1998). Secondly, we have determined
the quantal parameters at the excitatory motoneuron to Renshaw cell synapse
and estimated the degree of convergence of motoneurons onto Renshaw cells.
Both findings will be instrumental in the understanding of the general principles
governing the control of motor output through synaptic inhibition and through
local recurrent feedback circuits.
I have already discussed the more specific aspects of this thesis in the indi-
vidual chapters and I will now broaden the scope and discuss the results within
a more general context of spinal cord circuity. First by looking at the transmis-
sion of GABA and glycine throughout development and considering the impli-
cations of a purely glycinergic inhibition of motoneurons. Then by discussing
recurrent inhibition and how the new data on the motoneuron to Renshaw cell
synapse may inform us about its functional role.
5.1 GABA and glycine transmission during early
development of the spinal cord
GABA synthesis and glycine expression occur around the same time during de-
velopment at ∼E12.5 (Ma et al. 1992, Allain et al. 2004; 2006). A study of the
mouse embryonic spinal cord by Allain et al. (2004) showed that GABA matura-
tion follows a rostrocaudal gradient, occuring first at brachial levels at E11.5 and
then in the lumbar regions a day later. Immunoreactivity spreads from ventro-
medial to ventrolateral regions and subsequently decreases in those same ar-
eas while increasing in the dorsal cord (Allain et al. 2004). Between E12.5 and
E16.5 glycine population parallels that of GABA (Allain et al. 2004) albeit a with
a 24 hours delay (Allain et al. 2006). It is interesting to note that in their study,
Allain et al. (2006) also showed that at E13.5 and E17.5 about a third of neu-
rons located the ventral area are immunoreactive for both GABA and glycine.
Following the embryonic period, a transition from GABA to moslty glycine me-
diated signalling occurs (Gao et al. 2001, Kotak et al. 1998, Nabekura et al.
2003).
GABA and glycine play an essential role during embryonic development,
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since they are both mediators of spontaneous patterned activity. Excitation
waves are a common feature of the early developmental stages of all parts of
the nervous system (Ben-Ari 2001, Penn and Shatz 1999). Spontaneous activ-
ity during early development is important for the differentiation of neuronal phe-
notypes, for axon growth (Mattson and Kater 1987, Mattson et al. 1988), for the
formation of synapse and for the initiation of signalling processes (Moody 1998,
Moody and Bosma 2005, Spitzer 2006). Organized motor patterns are spon-
taneously generated in the embryonic spinal cord of the chick (Bekoff 1992,
Milner and Landmesser 1999, O’Donovan 1999), rat (Ren and Greer 2003)
and mouse (Hanson and Landmesser 2003, Myers et al. 2005), in intact prepa-
ration as well as in organotypic slices (Ballerini et al. 1999). At early prenatal
stages GABAergic and glycinergic signalling are depolarizing, due to high intra-
cellular chloride levels (Ben-Ari et al. 1989) and can trigger Ca2+ influx, bring
the cells closer to threshold for firing (Dehorter et al. 2012) and even induce
action potentials per se (Ben-Ari et al. 1989, Reichling et al. 1994, Obrietan
and van den Pol 1995). During embryionic development, the functional role
of GABA and glycine is excitatory (Ben-Ari et al. 1989). In fact, in the embry-
onic rat spinal cord at E14.5-15-5 spontaneous motor activity can be entirely
abolished by blockade of glycine transmission and greatly reduced by blockade
of GABA (Nishimaru et al. 1996). After E15.5 however the expression of the
Na2+-K+-2Cl− cotransporter isoform 1 (NKCC1), which takes up chloride ions
(Alvarez-Leefmans et al. 1988, Rohrbough and Spitzer 1996, Russell 2000), is
reduced and the reversal for chloride moves away from the spike threshold and
towards the resting potential of the cells (Delpy et al. 2008). At birth, GABA
and glycine currents reverse close to the resting potential in the rat (Takahashi
1984, Jean-Xavier et al. 2006, Stil et al. 2009) and mouse (Stil et al. 2011) due
to the increase in expression of KCC2 and decrease in expression of NKCC1,
that results in progressive lowering of the intracellular chloride levels (Stil et al.
2009; 2011).
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5.2 Co-release of GABA and glycine
Slow GABAergic currents are more effective than fast glycinergic currents at
triggering transient increases in calcium (Gao et al. 1998, Xie and Ziskind-
Conhaim 1995). The longer time course of GABA mediated currents could be
important in a development stage during which motoneurons are not capable of
repetitive firing (Xie and Ziskind-Conhaim 1995), becuase GABA receptors ac-
tivation could keep the membrane potential closer to threshold for longer, thus
favouring the propagation of spontaneous bursts. As mentioned previously, a
subset of neurons in the ventral side of the embryonic spinal cord co-localise
GABA and glycine (Allain et al. 2006). Gao et al. (2001) showed also that be-
fore birth around 25% of inhibitory synaptic activity is mixed GABA and glycine.
Indeed, embryonic motoneurons express GABAA receptors at a higher density
than glycine (Gao and Ziskind-Conhaim 1995) but after birth this situation is
reversed and there is a large increase in both size and frequency of glycine
currents (Gao et al. 2001). It is possible that such bias towards GABAergic
transmission aids the development of neuronal networks by prolonging the ef-
fect of chloride mediated depolarizing currents.
However, after birth the animals gain control of movement and slowly ac-
quire the refined tuning and coordination of each muscle. In this thesis I have
shown that inhibitory transmission onto motoneurons in weight bearing mice is
mostly mediated by glycine. This is consistent with the progressive speeding
up of synaptic inhibition that is observed in the spinal cord (as well as in other
parts of the brain). In fact, following birth, both GABA and glycine receptors
undergo a developmental shift in subunit composition. For instance, α2 homo-
meric glycine receptors are replaced by α1β heteromers, whose decay kinetics
is much faster (Malosio et al. 1991). A similar shift occurs for GABA receptors
(Fritschy et al. 1994). The reduction of GABA mediated and the increase in
glycine mediated synaptic transmission marks another shift towards a regime
of faster synaptic currents. In this context, it is possible that the co-detection of
GABA observed by Jonas et al. (1998) corresponds to an intermediate stage
in the development of inhibitory transmission. By performing experiments at a
later stage of development, we have in fact shown not only that co-detection
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GABA and glycine does not occur, but also that the vast majority of inhibitory
synaptic currents onto motoneurons are solely mediated by glycine. Our re-
sults have been recently supported by evidence coming from in vivo recordings
in adult mice (B. Alstermark, personal communication), showing that glycine is
virtually the only inhibitory neurotransmitter active at lumbar motoneurons. It
is tempting to speculate that the speeding up of the time course of inhibition
during development goes in parallel with the ability of the animals to perform
more complex motor tasks, requiring the fine tuning and coordinated move-
ments of more limbs and joints. Since GABA and glycine share a common
vesicular transporter, it is still possible that the two transmitter are packed to-
gether in the same vesicles. Lu et al. (2008) showed a surprising effect of
co-release of GABA and glycine at a MNTB synapse, where only glycine re-
ceptors are present. In fact, co-released GABA acts as a partial agonist at
glycine receptors, reducing response size and speeding up the decay time by
a factor of 2. This gives rise to glycinergic currents with decay times as fast
as 1-2 ms at physiological chloride and temperature. Such precise timing of
inhibition is necessary to detect small interaural differences, that allows the lo-
calization of sound. By contrast, at least in the spinal cord, we have shown that
even if vesicles were filled by both glycine and GABA, the level of GABA is not
sufficient to produce detectable effects on the time course of post-synaptic cur-
rents. However, our methods for altering the putative GABA/glycine ratio within
the vesicles (blocking GABA synthesis or loading the pre-synaptic terminal with
glycine) may not give rise to a shift in the ratio that is sufficient to observe an
effect at the post-synaptic level.
5.3 Glycinergic inhibition of motoneurons
As discussed above, the decay time of inhibitory currents onto motoneurons
decreases with age. This is due to a shift in receptor subunit composition as
well as to a more general shift from slow GABAergic transmission to faster glyic-
nergic synapses. In a juvenile animal, the decay time course of glycine current
can be as fast as 2ms to 3ms, when measured with intracellular physiological
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chloride at room temperature (Pitt et al. 2008). At physiological temperature,
this can be further reduced to ∼ 1 − 2 ms. It is thus an apparent paradox that
such a fast inhibition could affect cells like motoneurons, whose capacitance
exceeds 300 pF and whose input resistance is extremely low (∼ 10− 20 MΩ).
In fact, the activation of a glycinergic synapse, considering the low input resis-
tance of a motoneuron and the small driving force for chloride, would have little
or no effect on the membrane potential. However, inhibition operates more by
’shunt’ than by effective hyperpolarization. In fact, the activation of an inhibitory
synapse gives rise to a large change in conductance at its location (Gidon and
Segev 2012, Bhumbra et al. 2014). This further decreases the resistance of
the cells, dramatically reducing the effect of simultaneously incoming excitatory
inputs. The fast time constant of motoneurons (∼ 2 − 4 ms) is indeed optimal
for maintaining the timing of inhibition since the duration of the synaptic con-
ductance change will be faithfully reflected in the time course of the changes in
the cell membrane conductance. Fast inhibition may thus allow fine tuning of
the motoneuron activity that would not be possible with prolonged inhibition. In
fact, fast and coordinated motor actions not only require balance between the
intensity of excitation and inhibition, but also a precise timing in their sequence.
Such a timing can be better achieved through a short, rather than a long lasting
inhibitory action. It is therefore possible that GABA transmission at motoneu-
rons is simply a developmental occurrence and that glycinergic transmission is
in general preferable for control of motoneuron excitability in the adult spinal
cord.
5.4 The motoneuron-Renshaw cell recurrent in-
hibitory circuit
As previously discussed motoneurons and Renshaw cells form a well defined
recurrent inhibitory circuit in the ventral horn of the spinal cord that has been
the subject of many studies (see the Introduction chapter as well as Chapter 4
and Alvarez and Fyffe 2007). Despite having gained considerable knowledge
of the architecture of this circuit, we still do not have a quantitative description
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of the individual synapses that form the circuit, nor a full understanding of the
role of Renshaw cell mediated motoneuron inhibition. A study, complementary
to the work presented in Chapter 4, (Bhumbra et al. 2014) describes in detail
the electrophysiological and anatomical features of the Renshaw cell to mo-
toneuron inhibitory synapses, in a similar way to the study of the motoneuron
to Renshaw cell excitatory synapse presented in this thesis. As their study
yields important information when considering the recurrent inhibitory circuit as
a whole, I will briefly discuss their relevant results before discussing the excita-
tory synapse described in Chapter 4.
5.4.1 The Renshaw cell to motoneuron inhibitory synapse
Studies of recurrent inhibition in cats have previously suggested that Renshaw
cells have a limited capacity to inhibit motoneurons. Renshaw cell synaptic
contacts are located on motoneuron dendrites, further from the soma than Ia
inhibitory interneurons whose synapses are located on or near the soma (Burke
et al. 1971, Maltenfort et al. 2004). Windhorst et al. (1978) suppressed Ren-
shaw cell firing by administering cholinergic antagonists and observed only a
modest increase in motoneuron activity. A study of the effect on recurrent IP-
SPs on motoneuron impedance suggested Renshaw cells cause a similarly
modest effect on motoneuron excitability (Maltenfort et al. 2004).
However, direct measure of the strength of the Renshaw cell to motoneu-
ron synapse in the mouse by Bhumbra et al. (2014) proved that Renshaw cells
can effectively inhibit motoneuron firing. Figure 5.1 demonstrates that a single
action potential in a pre-synaptic Renshaw cell can inhibit motoneuron firing for
up to∼ 5ms, which is similar to the actual time course of the glycinergic synap-
tic conductance. Previous studies suggesting Renshaw cells cannot produce
effective inhibition of motoneuron firing have mostly relied on peripheral nerve
stimulation of homonymous (Hultborn et al. 1988) and heteronymous (Lindsay
and Binder 1991, Maltenfort et al. 2004) motoneuron pools. This method syn-
chronizes spikes within motoneuron pools, a pattern of activation that would
not be expected during the execution of normal motor tasks. Furthermore, it is
well known that homonymous motoneurons are connected by both gap junc-
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tions and chemical synapses (Gogan et al. 1977). Synchronous stimulation
of a large number of motoneurons would therefore result in the simultaneous
activation of both excitatory and inhibitory recurrent pathways and the effect of
Renshaw cell inhibition would be unclear due to the confounding effect of the
recurrent excitation. The recording of a synapse between single cells, isolated
from the rest of the circuit, provides direct measurement of the extent of inhibi-
tion exerted by a single Renshaw cell onto the motoneuron it contacts (Figure
5.1).
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Figure 5.1: Inhibition of repetitive motoneuron firing by a single Renshaw cell. Panel A
shows an action potential induced in a Renshaw cell held in a current-clamp configura-
tion (shown in red) and the evoked IPSC in a connected motoneuron held in a voltage
clamp configuration (individual traces shown in grey with the average trace overlaid in
blue). The same configuration of cells is shown in panel b but three spikes are induced
in the Renshaw cell at a frequency of 33Hz. Panels C and D show the effect of spik-
ing in the pre-synaptic Renshaw cell during repetitive of the post-synaptic motoneuron
(which is held in a current-clamp configuration). The Renshaw cell can be seen to
effectively inhibit motoneuron firing for a duration that is similar to the duration of the
evoked synaptic currents shown in panels A and B.
The study by Bhumbra et al. (2014) also estimated the quantal parameters
of single Renshaw cell to motoneuron synapses and found the number of re-
lease sites to be ∼ 6 and the mean probability of release was 0.3. While this is
not a high probability of release, the large number of individual contacts (6-10)
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makes the synapse extremely reliable, with a low failure rate and giving rise
to a large change in the conductance of the post-synaptic cell (Bhumbra et al.
2014). The large paired pulse facilitation (paired pulse ratio of 1.87) leads to
increased inhibition during repetitive motoneuron firing. This is likely to be func-
tionally relevant to the role of the circuit and suggests that recurrent inhibition
may increase with the intensity of muscle contraction.
5.4.2 The motoneuron to Renshaw cell excitatory synapse
The results in Chapter 4 described the quantal parameters of the synapse be-
tween motoneuron and Renshaw cells. Quantal estimates showed that the
motoneuron-Renshaw cell synapse has a mean probability of release of ∼ 0.5
and mean number of release sites between individual cells of 6.5 ± 1.15. This
suggests that it is likely to be a very reliable synapse. In fact, when connected
pairs were recorded both in current clamp (Figure 4.12) even for contacts that
elicited small IPSCs, action potentials were often induced in the Renshaw cell
following one or two spikes in the pre-synaptic motoneuron. In agreement with
our observation, extracellular recordings of Renshaw cells by Ross et al. (1975)
showed that action potentials could be generated by stimulation of single mo-
toneurons (also demonstrated in our preparations and shown in Figure 4.12)
and that motoneuron firing can drive Renshaw cell activation up to a frequency
of at least 40Hz (Ross et al. 1976). Renshaw cells are even able to dynamically
reflect motor output and Renshaw cell activity can follow motoneuron firing over
a frequency range similar to that of physiological motoneuron firing (Christakos
et al. 1987).
While the knowledge of the parameters governing the individual synapses
(both excitatory and inhibitory) in the recurrent inhibition circuit is the first es-
sential building block necessary to gain an understanding of the operation of
the circuit, this knowledge alone is not sufficient for determining the actual re-
sponse of each element of the circuit during physiological patterns of activa-
tion. It is clear that the overall effect of Renshaw cells on motoneurons and
vice versa will be dependent on the degree of convergence of one type of cell
onto the other. With the results presented in Chapter 4 we report the first mea-
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surement of the degree of convergence of motoneurons onto Renshaw cells
suggesting that on average ∼ 6 motoneurons project onto each Renshaw cell.
One possible caveat is that the degree of convergence was determined in a
slice preparation, where inevitably, some of the connections are lost due to
the limited thickness of the tissue. However, since a single synapse is often
powerful enough to elicit a post-synaptic spike, even if ∼ 6 motoneurons is an
underestimate, it is still unlikely that any post-synaptic Renshaw cells will fail to
fire during motoneuron activity.
The degree of convergence was calculated using the number of release
sites estimated from ventral root stimulation recordings as the total number of
motoneuron contacts onto a given Renshaw cell, and the number of release
sites estimated using data from paired recordings as the number of contacts
between individual cells. The quotient of these two estimates therefore gives
an estimate of the total number of motoneurons that project onto each Renshaw
cell. When stimulating the ventral root, most motoneurons contained in the slice
will fire, either antidromically or orthodromically, as shown in Figure 4.6. As a
consequence, ventral root stimulation would inevitably induce firing in differ-
ent motor pools, including those that innervate synergist as well as antagonist
muscle groups. It has always been accepted that Renshaw cell recurrent in-
hibition occurs mostly within synergistic motoneuron pools (Wilson et al. 1960,
Eccles et al. 1961a), while Renshaw cells related to antagonist muscles tend
to inhibit each other (Ryall et al. 1971). This is shown in scheme of Figure 5.2,
where recurrent excitation between motoneurons is restricted to homologous
motoneuron pools and the recurrent feedback loop is segregated between a
flexor and extensor component, while antagonist related Renshaw cells inhibit
each other. During our paired recordings, as well as during the recordings from
single Renshaw cells, we do not have an indication of the motoneuron or Ren-
shaw cell identities, namely, whether they are related to a flexor or an extensor
circuit. We therefore cannot exclude that the number of release sites observed
during ventral root stimulation could include projections from non-synergistic
motoneuron pools. If the motoneuron to Renshaw cell synapse is not segre-
gated between flexor and extensor muscle groups, and Renshaw cells receive
excitatory inputs from motoneurons projecting to antagonistic muscle groups,
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it is possible that our degree of convergence is an overestimate of the ’func-
tional’ connections. However, there are two reasons why this overestimate is
unlikely to be an issue. Firstly, given the effectiveness of a single motoneu-
ron to Renshaw cell synapse (see Figure 4.12), even if there was significantly
less convergence, post-synaptic Renshaw cells are still likely to fire during mo-
toneuron activity. Secondly, since Renshaw cell inhibition is segregated be-
tween antagonistic motor pools it is unlikely that Renshaw cell excitation is not
also segregated. If Renshaw cell receive excitatory inputs from motoneuron
that innervate antagonist muscles, it would mean that a motoneuron could in-
duce recurrent inhibition of an antagonist muscle. This is not observed during
recurrent inhibition and would be counterproductive during many muscle move-
ments. Without being able to identify motoneurons by the muscle groups they
innervate however it is not possible to determine conclusively the functional
convergence and divergence of motoneuron and Renshaw cell connection in
this circuit. Recently developed techniques that utilise the rabies virus to label
motoneurons and their pre-synaptic cells (Stepien et al. 2010) has revealed the
pattern of the premotor innervation and could be used to further investigate the
connectivity of synergistic motoneurons and their respective Renshaw cells.
Given the well known recurrent nature of the motoneuron-Renshaw cell cir-
cuit (as described in Figure 5.2) it would be reasonable to assume a high level
of reciprocal connections between the two cells types. However in our investi-
gations we found that very few motoneuron to Renshaw cell pairs were recip-
rocally connected (only 3 out of 18 pairs tested). This suggests that, even in
the hypothesis of a full segregation between flexor and extensor related recur-
rent circuits, recurrent inhibition operates more on the network level, than at the
level of single cells.
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Figure 5.2: Schematic diagram of the recurrent inhibitory circuit. Recurent inhibition
is segregated between flexor and extensor muscle groups. Extensor associated mo-
toneurons and Renshaw cells are shown in blue and flexor associated cells are shown
in red. Recurrent excitatory connections are shown between motoneurons within each
homonymous group by black lines. Recurrent inhibition mediated by Renshaw cells
is shown with motoneuron excitatory connections projecting from homonymous mo-
torneurons to their associated Renshaw cells (the black lines) and the Renshaw cell
inhibitory projections back onto the same motoneuron group are shown by the green
lines. Mutual inhibition of Renshaw cells between flexor and extensor associated cells
is shown by (green) inhibitory projections between the two groups.
5.5 The functional role of Renshaw cells and re-
current inhibition
As has been previously discussed, despite many decades of research there
is still very little consensus on the role of recurrent inhibition of motoneurons.
One of the more prominent theories is that Renshaw cell mediated inhibition
acts as a variable gain regulator of motoneuron output (Hultborn and Pierrot-
Deseilligny 1979). This suggestion is supported by evidence of a non-linear
input-output relationship between motor activity and recurrent inhibition during
muscles contraction in humans, suggesting that Renshaw cells are not sim-
ply providing a constant negative bias (Hultborn and Pierrot-Deseilligny 1979).
It has also been suggested that the Renshaw cell mediated inhibition works in
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conjunction with proprioceptive feedback from Ia interneurons (Windhorst 1989,
Windhorst and Kokkoroyiannis 1991). The concept being that both propriocep-
tive feedback and recurrent inhibition are relaying information about motoneu-
ron activity, with proprioceptive circuits bringing information from the muscles
and Renshaw cells providing an efferent copy of motoneuron output, in this
paradigm the recurrent inhibition allows the retrieval of feedback information
from noise by mitigating the effect of continued firing thus allowing both feed-
back loops to co-determine - along with motoneuronal after-hyperpolarization
- the firing rate adaptation of the motor unit (Windhorst and Kokkoroyiannis
1991).
A recent study of recurrent inhibition recorded in vivo from rats suggests
that during rapid, forceful movements recurrent IPSPs actually support rather
than impede motor pool activity (Obeidat et al. 2014). The Renshaw cells ap-
pear to achieve this by creating a bias in spike timing without effecting the
average rate of firing, this was observed even at very high frequencies of re-
current inhibition (100Hz, Obeidat et al. 2014). It is of course possible that
the functional role of Renshaw cell activity changes with the intensity of motor
activity and does not solely act by coordinating temporal motoneuron activity.
In fact early hypothesis suggested that Renshaw cell inhibition mainly acted to
coordinate motoneuron activity spatially by de-recruiting smaller motoneurons
thus during repetitive firing stopping slower acting motoneurons from slowing
down movement (see Windhorst 1996; for review). This theory was initially
supported by studies of the cat hindlimb by Eccles et al. (1961b) that showed
the amplitude of recurrent IPSPs were positively correlated with the duration of
motoneuron after-hyperpolarization. However later studies have disputed this
hypothesis and suggested that recurrent inhibition did not effect the rank order
of motoneuron recruitment according to Henneman’s size principle (Henneman
et al. 1974, Clamann et al. 1974).
While the work presented in this thesis does not directly attempt to pro-
vide an answer to the question of the role and function of recurrent inhibition it
does provide information about the circuit that could inform current and novel
theories. In particular the primary findings of the studies in this thesis can
summarised as i) showing the recurrent inhibitory circuit is made up of reliable
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synapses that provide consistent synaptic transmission and effective inhibition
and ii) providing evidence that in mature spinal circuits motor neuron inhibition
is due to purely glycinergic transmission. The reliability of the circuit suggests
that it is most likely to be constantly active during movement and therefore a
necessary feedback step for the modulation of motor output. This is not to
say that the role of recurrent inhibition is static and cannot change depending
on the intensity of motor tasks (for an extensive review see Windhorst 1996).
While frequency of motoneuron firing has little effect on the size of Renshaw
cell EPSCs (Figure 4.13), the Renshaw to motoneuron synapse exhibits a high
paired pulse ratio (∼ 1.8 Bhumbra et al. 2014) suggesting there is scope for
short term synaptic plasticity at the inhibitory synapse. The shift during matu-
ration towards glycinergic inhibition is also suggestive of a circuit that relies on
fast effective inhibition rather than a slower general decrease increase in ex-
citability. This could be interpreted as supporting theories that view Renshaw
inhibition as providing an efferent copy of motoneuron output as it would aid in
producing a fast dynamic feedback during motoneuron firing (Loeb et al. 1989,
Windhorst and Kokkoroyiannis 1991).
At the end of his review of recurrent inhibition Uwe Windhorst makes an
“urgent call” for “a more concrete study of the relation of spinal (and other) net-
works with peripheral biomechanics” (Windhorst 1996). While this is still true
today, it is also important to start using modern techniques such as viral tracing
and optogenetics to dissect the various neuronal networks that influence mo-
tor output. Genetic studies have been very useful in defining the ontogeny of
the various cell types that make up spinal cord networks (Lee and Pfaff 2001,
Alvarez et al. 2005) but due to the complexity of the circuitry and the nervous
systems ability to adapt we cannot rely on genetic knockin/knockout models to
produce an understanding of motor control. Even though we have developed
a much greater understanding of spinal cord systems in the decades since
the pioneering work of Birdsey Renshaw and Sir John Eccles (Hultborn 2006)
many of the confounding elements of the system such as the lack of easily
identifiable interneuron populations still presents problems for experimenters
today. Hopefully by utilising modern viral tracing, electrophysiological and op-
togenetic techniques we can overcome the majority of challenges the spinal
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cord presents and no longer have to ask the question “Can sense be made of
spinal interneuron circuits?”(McCrea 1992)
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