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ABSTRACT. This paper introduces a measure of diffusion of binary outcomes over a large,
sparse, causal graph over two periods. The measure captures the aggregated spillover
effect of the outcomes in the first period on their neighboring outcomes in the second pe-
riod. We associate the causal graph with a set of conditional independence restrictions,
and relate diffusion to observed outcomes using a version of an unconfoundedness condi-
tion which permits covariates to be high dimensional. When the causal graph is known,
we show that the measure of diffusion is identified as a spatio-temporal dependence mea-
sure of observed outcomes, and develop asymptotic inference for the measure. When this
is not the case, but the spillover effect is nonnegative, the spatio-temporal dependence
measure serves as a lower bound for the diffusion. Using this, we propose a confidence
lower bound for diffusion and establish its asymptotic validity. Our Monte Carlo simula-
tion studies demonstrate the finite sample stability of the inference across a wide range
of network configurations. We apply the method to Indian village data to measure the
diffusion of microfinancing decisions over social networks of households and find that the
diffusion parameter is significantly different from zero at 1% level.
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21. Introduction
The phenomenon of diffusion over a network where a change of state in one unit leads
to a change of state in its neighboring units has often been of focus in economics and
sociology such as diffusion of technology, innovation, or product recommendations over
various social, industrial, or community networks. The literature is vast and has a long
history in sociology, economics and marketing research.1
The main purpose of this paper is to propose a simple empirical measure of diffusion
over a large graph which represents a network of causal influence among cross-sectional
units, and to develop methods of statistical inference on the measure. There are chal-
lenges in building up an empirical measure of diffusion in a way that is amenable to
formal statistical inference. First, networks are typically formed and evolve in real time
constantly. While one may avoid modeling the details of the network formation process
by defining a quantity of interest (here, e.g., a measure of diffusion) conditional on the
network, this means that one needs to deal with the cross-sectional dependence of co-
variates which depends on the way they are involved in the network formation process.
Second, diffusion can begin locally around several units initially and spread over the en-
tire set of the cross-sectional units over time. This propagation can be fast over a short
period of time even if the causal graph is sparse, and may induce extensive cross-sectional
dependence of outcomes which hamper statistical inference based on the law of the large
numbers and the central limit theorem. Third, the econometrician rarely observes the
true underlying causal graph, but only its proxies. In such a situation, it is the underlying
causal graph (not the proxy) that determines the cross-sectional dependence ordering of
the observed outcomes. Without knowing the cross-sectional dependence ordering, it is
a nontrivial matter to develop asymptotic inference.
This paper develops a framework of measuring and performing inference on diffusion,
through a deliberate use of conditioning. Our development is made in two parts. In the
first part, we assume that we observe a causal graph and present the main elements of
our framework. First, we adopt the Neyman-Rubin potential outcome approach in the
program evaluations literature, and define a measure of diffusion as a causal parameter
in the form of a weighted average spillover effect by the first period outcomes on their
neighboring outcomes in the second period. In doing so, we define the parameter to
be a quantity that is conditional on the covariates and the graph at the same time. For
1To name but a few examples, see, e.g., Coleman, Katz, and Menzel (1957), Conley and Udry (2001) and
Conley and Udry (2010) for diffusion of technology and innovation, Banerjee, Chandrasekhar, Duflo, and
Jackson (2013)) for diffusion of microfinancing decisions over villages, Leskovec, Adamic, and Huberman
(2007) for diffusion of product recommendations, and de Matos, Ferreira, and Krackhardt (2014) for peer
influence on iPhone purchases among students.
3inference, we treat the covariates and the graph as given common shocks so that the
asymptotic validity of the inference is not affected by the way the graphs are formed and
the way the covariates are cross-sectionally dependent. Second, we associate a causal
graph with a set of conditional independence restrictions and call the graph satisfying
the restrictions a dynamic causal graph. First, any two sets of cross-sectional potential
outcomes in the second period are conditionally independent (given the covariates and
the graph), if the causal parents of the two sets in the previous period do not overlap.
Second, the outcomes in the previous period are conditionally independent among others
given a common shock which includes observed covariates and the graph.2 Therefore,
while individuals can be strongly dependent globally ex ante, they are locally dependent
conditional on a set of the “past variables” including the covariates and the graph.3 This
conditional local dependence facilitates asymptotic inference when we develop formal
statistical inference.
In the second part, we assume that the dynamic causal graph is latent and the econo-
metrician only observes its proxy. In this situation, we propose a confidence lower bound
for the diffusion parameter, and establish its asymptotic validity under two additional
assumptions. The first assumption is a monotone diffusion condition which is satisfied
if the spillover effect from one node to its neighbor is nonnegative. The second assump-
tion is satisfied, for example, if both the true dynamic causal graph and the proxy graph
have bounded maximum degrees and the minimum covariance between two adjacent
outcomes in the dynamic causal graph is permitted to decrease to zero slower than n−1/2.
Similarity in the outcomes among cross-sectional units may stem from similarity in the
characteristics of the units, and can produce what seems like diffusion, even when there
is no diffusion of outcomes over the network. We call this spurious diffusion. The severity
of spurious diffusion depends on how similar the cross-sectional dependence structure
of observed characteristics is to the causal graph of the outcomes. To control for this
effect of similar characteristics, our model allows the conditional mean of each cross-
sectional outcome to rely on observed characteristics of its cross-sectional unit that are
potentially high dimensional. As far as the estimated conditional mean satisfies a certain
convergence rate, various forms of estimation methods developed in the literature of high
dimensional models can be used. However, to the best of our knowledge, estimation of
high dimensional models in the context of both cross-sectional dependence and distribu-
tional heterogeneity such as ours has not been formally studied in the literature. In the
2These assumptions reflect two motivating ideas of conditional independence: two variables are statistically
independent conditional on the common source of their dependence, and conditioning on an immediate
past produces more independence than conditioning on a remote past.
3Local dependence here means that each cross-sectional unit has only a small number of other units that it
is permitted to be strongly correlated with.
4appendix, we provide some basic tools to fill this gap, and low level conditions for the
case of a standard LASSO estimation.
We have tested our statistical inference procedure on diffusion using graphs generated
through two random graph models: the Poisson graph model of Erdo¨s-Re´nyi and the pref-
erential attachment graph of Baraba´si-Albert. While the confidence intervals get longer
as the graph becomes denser, our statistical inference procedure shows a remarkable de-
gree of finite sample stability across a wide range of graphs. This is true even when we
consider high dimensional covariates and use LASSO estimation.
To illustrate the usefulness of our measure, we apply it to measure the diffusion of
micro-financing decisions over various measures of social networks using Indian village
data used by Banerjee, Chandrasekhar, Duflo, and Jackson (2013). The latter study
showed the role of social networks in micro-financing decisions using a panel logit model
where one of the covariates is the fraction of micro-financing participants among those
who informed the given household about the program. We use the same set of covari-
ates used in Banerjee, Chandrasekhar, Duflo, and Jackson (2013) to control for potential
cross-sectional dependence that comes from, for example, homophily among the house-
holds. We find that the estimated diffusions are all significantly different from zero at 1%
level across various social network configurations. This finding strongly supports the role
of the recorded social graphs as a proxy for a causal graph which shapes the diffusion of
micro-financing decisions across the households. We also checked the robustness of our
results using various configurations of graphs and covariates. The finding that the diffu-
sion is away from zero at 1% is quite robust to various alterations of model specifications.
Formulating causal relationships using a graph has received attention in the literature
of statistics and computer science (e.g. Lauritzen (1996) and Pearl (2009) for the litera-
ture review.) To our best knowledge, statistical inference using observations on a single
large causal graph has not been much developed. For example, Bu¨hlmann, Peters, and
Ernest (2014) propose a causal additive model (CAM) where the main object of observa-
tion is a large dimensional Markov random field, but one needs to assume for statistical
inference that many i.i.d. draws of such a random field are observed.
The potential outcome approach in this paper is closely related to the literature of net-
work interference in program evaluations. In fact, our approach applies directly to the
case where the second period outcome is not binary, and the diffusion parameter can
be viewed as a weighted spillover effect from the treatment (in the first period) under
network interference. Furthermore, since treatment always precedes the observed out-
comes, one can view a program evaluation set-up as a two-period panel environment like
this paper’s. Recent research in this area includes Aronow and Samii (2015), van der
Laan (2014), Athey, Eckles, and Imbens (2015), and Leung (2016). Aronow and Samii
5(2015) distinguish treatment assignment (controlled by the random experiment design)
and treatment exposure (not controlled by the design), and allow network interference
among the treatment exposures. Assuming homogeneity of treatment effects and depen-
dency graphs on the cross-section of treatment exposures, the paper produced methods
of asymptotic inference for average treatment effects. van der Laan (2014) proposed
a framework of causal inference with network interference using a dynamic structural
model where exogenous errors are cross-sectional independent conditional on the past
of all N units, and the cross-sectional dependence of potential outcomes come solely
from overlapping treatment exposures. This is in contrast with Leung (2015) and this
paper both of which allow the potential outcomes between neighbors in the network to
be dependent even after controlling for the whole treatment profile. Leung (2015) stud-
ied identification of causal parameters under the assumption that the potential outcomes
do not depend on the labels of the nodes in the graph, and developed asymptotic infer-
ence under weak assumptions that account for the randomness of the underlying graphs.
Athey, Eckles, and Imbens (2015) proposed various tests that are exact in finite samples,
assuming randomized experiments on the network effects. Their exact testing approach
is hard to apply to an estimation problem like ours because we cannot impose the null
restrictions on the distribution of our estimator. Choi (2017) proposed methods of in-
ference for the average treatment effect under network interference, assuming that the
individual treatment effects are monotone, but without requiring any information on the
network.
The first main distinction of our paper from these studies is that it develops a method
of inference for spillover effects (not average treatment effects) which is applicable with
minor modifications even when the underlying causal graph is latent and only a proxy
is observed. The second distinction comes from its emphasis made on the role of co-
variates. When the assumptions that permit our diffusion parameter to be interpreted as
a causal parameter are violated, our inference in this paper can be used for a measure
of covariation between the previous period outcome and their next period neighboring
outcomes. This covariation measure can still be useful to gauge from observational data
the empirical relevance of a recorded graph as a proxy for the underlying causal graph,
after controlling for covariates.
The paper is organized as follows. In Section 2, we introduce a framework of measur-
ing diffusion assuming that the causal graph is observed. In this section, we introduce the
notion of a dynamic causal graph and the diffusion parameter motivating it as a causal
parameter from the potential outcome perspective. The section also discusses spurious
diffusion which arises when omitted covariates have cross-sectional dependence that is
similar in shape to the original causal graph. The section concludes with presenting
6inference methods and establishing its asymptotic validity. In Section 3, we consider
a situation where the dynamic causal graph is latent and the econometrician observes
its proxy. In this section, we provide a consistently estimable lower bound for the dif-
fusion under a monotone diffusion condition. Furthermore, we propose a confidence
lower bound for the diffusion, and present conditions under which this lower bound is
asymptotically valid. Section 4 presents and discusses Monte Carlo simulation results.
In Section 5, we present an empirical application which uses the microfinancing data of
Banerjee, Chandrasekhar, Duflo, and Jackson (2013). Section 6 concludes. In the appen-
dix, we provide a brief set of low level conditions when covariates are high dimensional
and one uses standard LASSO to estimate the conditional mean of the outcomes.
Finally, a word on notation. Given a σ-field G , EG [·], VarG [·], and CovG (·, ·) denote
conditional expectation, conditional variance, and conditional covariance given G . For a
set of numbers {ai}i∈N indexed by N and a set A ⊂ N , we write aA = {ai}i∈A, and aA\j
instead of aA\{j}. At the end of the paper, we give a notation list for readers’ convenience.
2. Measuring Diffusion over a Causal Graph
2.1. Dynamic Causal Graph
Let us first introduce the notion of a directed causal graph for a set of outcomes ob-
served over two periods. Suppose that there is a set N of cross-sectional units constant
over time t ∈ {0, 1}, and let n = |N |. Throughout the paper, we assume that the set
N is large. Let each binary outcome Yi,t be recorded as 1 representing a change of the
state of the cross-sectional unit i such as the iPhone purchase of student i in time t or
the adoption of an agricultural technology by the i-th farmer in time t. The outcome
recorded as 0 represents the absence of such a change. Let G◦ = (N,E◦) be a directed
graph, where each edge ij in E◦ ⊂ N˜ ≡ {ij : i, j ∈ N, i 6= j} indicates the presence of
causation from Yj,0 in period t = 0 to Yi,1 in period t = 1. (A causation from Yi,0 to Yi,1 for
the same cross-sectional unit i is not of focus in our study, and hence a loop of type ii is
not included in E◦.) We write Y1 = (Yi,1)i∈N and Y0 = (Yj,0)j∈N . Also for any set A ⊂ N ,
we write
YA,1 = (Yi,1)i∈A, and YA,0 = (Yj,1)j∈A.
We define the in-neighborhood of each i ∈ N ,
N◦(i) ≡ {j ∈ N : ij ∈ E◦} and N◦(i) ≡ N◦(i) ∪ {i}.
7In other words, N◦(i) is the set of in-neighbors of i, i.e., the set of vertices incidental to an
edge leading to i, so that Yj,0’s with j ∈ N◦(i) influence Yi,1. Also, for a given set A ⊂ N ,
let
N◦(A) ≡
⋃
i∈A
N◦(i), and N◦(A) ≡ N◦(A) ∪ A.
On the other hand the econometrician observes a directed graph G = (N,EG) which
serves as a proxy graph for G◦. Similarly as before, we denote
NG(i) ≡ {j ∈ N : ij ∈ EG} and NG(i) ≡ NG(i) ∪ {i}.
Also, for a given set A ⊂ N , let
NG(A) ≡
⋃
i∈A
N(i), and NG(A) ≡ NG(A) ∪ A.
Let us take G◦ to be the σ-field generated by (X,G,G◦), where X = (Xi)i∈N , Xi ∈ Rp, a
profile of covariate vectors that the econometrician observes. This σ-field plays the role
of a common shock (e.g. Andrews (2005) and Kuersteiner and Prucha (2013)). The
notion of a dynamic causal graph below associates the causal graph G◦ with conditional
independence restrictions given G◦.
Definition 2.1. We say that G◦ is a dynamic causal graph for (Y1, Y0) given G◦, if for any
disjoint A,B,A′, B′ ⊂ N such that
(N◦(A) ∪B) ∩ (N◦(A′) ∪B′) = ∅,(2.1)
random vectors (YA,1, YB∪N◦(A),0) and (YA′,1, YB′∪N◦(A′),0) are conditionally independent
given G◦.
When (Y1, Y0) has G◦ as a dynamic causal graph given G◦, this means that the joint
distribution of (Y1, Y0) satisfies certain conditional independence restrictions. First, given
G◦, Yj,0’s are conditionally independent, which means that any source of cross-sectional
dependence among the first period variables is already included in G◦. Second, given
the same G◦, the second period random vectors Yi,1’s exhibit cross-sectional dependence.
This reflects the notion that there are more conditional independence restrictions among
variables when conditioned on the immediate past than when conditioned on the remote
past.
The dynamic causal graph property permits dependence between the first period and
the second period outcomes. For example, Yj,0 and Yi,1 are allowed to be dependent (after
conditioning on G◦) if either i = j or j ∈ N◦(i), i.e., the vector Yj,0 influences Yi,1. The
8latter influence is captured by the causal graph G◦. (See Figure 1 for an illustration with
four vertexes.)
A dynamic causal graph satisfies a certain monotonicity property. When (Y1, Y0) has
G◦ as a dynamic causal graph, and is a subgraph of a graph G1 on N , the conditional
independence restrictions on (Y1, Y0) implied by having the graph G1 as a dynamic causal
graph follow by those on (Y1, Y0) having G◦ as a dynamic causal graph. Therefore, when
(Y1, Y0) has G◦ as a dynamic causal graph, every graph G1 on N which contains G◦ as a
subgraph is also a dynamic causal graph for (Y1, Y0).4
2.2. Potential Outcomes over a Dynamic Causal Graph
Here we use the Neyman-Rubin framework of potential outcomes. Suppose that unit
i ∈ N has {j1, ..., jd◦(i)} as its in-neighbors in G◦, where d◦(i) denotes the in-degree of unit
i, i.e., the number of unit i’s in-neighbors. When the unit i’s previous period outcome is
di, and its in-neighbors’ previous period outcomes are given as dj1 , ..., djd◦(i), we define
the potential outcome of unit i in period 1 as
Y ∗i,1(di, dj1 , ..., djd◦(i)) = ρi(di, dj1 , ..., djd◦(i) ;Ui,1),(2.2)
where ρi(·, ..., ·;Ui,1) : {0, 1}d◦(i)+1 → {0, 1} is a given map, and Ui,1 is a random vector
that accounts for the heterogeneity of the spillover effects of the neighbors across units i.
Then, the observed outcome Yi,1 is defined as follows:
Yi,1 = Y
∗
i,1(Yi,0, Yj1,0, ..., Yjd◦(i),0).
It is not hard to see that if G◦ is a dynamic causal graph for (U1, Y0) given G◦, then
it is for (Y1, Y0) as well. This assumption permits that the unobserved heterogeneities
Ui,1 and Ui′,1 from different units i and i′ are dependent conditional on G◦ if N◦(i) ∩
N◦(i′) 6= ∅. In other words, the cross-sectional dependence of the potential outcomes
Y ∗i,1(di, dj1 , ..., djd◦(i)) may not disappear even after conditioning on the whole cross-section
of “treatments” (Yj,0)j∈N . For example, the potential outcomes of two friends in a social
network are allowed to be correlated regardless of the configurations of the treatments
that the whole set of the people in the data receive later. This is likely when friendships
are formed based on unobserved characteristics of the individuals. We will discuss in
more detail the issue of network formation in our context later.
4Markov random fields also associate a directed or undirected graph with conditional independence re-
strictions (e.g. Frank and Strauss (1986) and Lauritzen (1996).) See also Chapter 19 of Murphy (2012)
for a brief review of Markov random fields, and Lee and Song (2017) for limit theorems for related random
fields.) The dependence structure in Definition 2.1 is different from Markov random fields, because it does
not involve conditional independence given a subset of Yi,1’s or Yj,0’s.
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FIGURE 1. Illustration of a Dynamic Causal Graph: The left fig-
ure represents a dynamic causal graph among four vertices with six edges (i.e.,
(3,1),(2,1),(1,2),(3,2),(4,3),(2,4)). Corresponding to the graph, we have panel data
(Yi,1, Yj,0) with i = 1, 2, 3, 4. The dashed arrows in the right hand figure indicates depen-
dence that arises merely due to the identity of the cross-sectional units. In this example,
N◦(4) = {3} and N◦(4) = {3, 4}. The assumption that the panel observations have the
illustrated graph as a dynamic causal graph implies, for example, that {Y1,1, Y1,0, Y2,0} is
conditionally independent of {Y4,1, Y4,0, Y3,0} given a common shock G .
2.3. Measuring Diffusion
Our focus now is on quantifying diffusion of outcomes over a dynamic causal graph
when the graph is observed. We make the following assumption.
Assumption 2.1. G◦ is a dynamic causal graph for (Y1, Y0) given G◦.
We define diffusion as a weighted average spillover effect of the neighbors’ outcomes in
period 0. For d ∈ {0, 1}, i ∈ N , and jk ∈ N◦(i), we define an edge-specific counterfactual
outcome as:
Y ∗ijk(d) = ρi(Yi,0, Yj1,0, ..., Yjk−1,0, d, Yjk+1,0, ..., Yjd◦(i),0;Ui,1).(2.3)
Thus Y ∗ijk(d) represents the potential outcome with the fixing of the neighbor jk’s outcome
in period 0 to be d while the unit i’s and the other neighbors’ outcomes are set at the
realized values of the outcomes in period 0 in the data. We define an individual diffusion
of an in-neighbor j on its neighbors:
τj ≡
∑
i∈N :ij∈E◦
EG◦
[
Y ∗ij(1)− Y ∗ij(0)
]
.
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FIGURE 2. Illustration of Diffusion: The two figures represent the same set of
cross-sectional units and a network on them observed over two periods. The filled cir-
cles represent the cross-sectional units that went through a change of state in that period
(Yi,1 = 1), whereas the empty circles those that did not (Yi,1 = 0). Diffusion here quanti-
fies the effect of a change of state of a cross-sectional unit in period 1 on a change of state
of cross-sectional units in its out-neighbors in period 2.
The aggregate version of diffusion over the graph E◦ is defined by
D ≡
∑
j∈N
wjτj,(2.4)
where wj ≥ 0 is a weight given to j such that
∑
j∈N wj = 1. Hence D represents a
weighted average of the spillover effects over j ∈ N , and is the parameter of interest in
this paper.
We can view the diffusion D as a weighted average spillover effect of outcome Yj,0 in
period 0 on the outcomes of unit j’s out-neighbors in period 1. Indeed, if we write
A(d) ≡ 1
n
∑
j∈N
wj
∑
i∈N :ij∈E◦
EG◦
[
Y ∗ij(d)
]
, d ∈ {0, 1},
and view A(d) as the average structural function (Blundell and Powell (2003)), we have
the diffusion D = A(1)−A(0) as the average treatment effect (on the neighboring units.)
This paper proposes using the following weight specification:
wj ≡ µj,0(1− µj,0)∑
`∈N µ`,0(1− µ`,0)
,(2.5)
where µj,0 ≡ EG◦ [Yj,0]. The weight wj specified in (2.5) down-weights the cross-sectional
units j of which the state changes (i.e., Yj,0 = 1) with a very high probability or with
a very low probability. Since those cross-sectional units which always have Yj,0 = 1 or
11
Yj,0 = 0 will not help us learn about the presence of diffusion in the data, the diffusion
parameter excludes such cross-sectional units.
As noted by Crump, Hotz, Imbens, and Mitnik (2006), the choice of wj as above is
useful for dealing with the failure of the so-called overlap condition in the literature of
program evaluations. The literature of program evaluations often assumes the overlap
condition of the form: there exists c > 0 such that µj,0 ∈ (c, 1− c) for all j ∈ N . Choosing
weight wj as in (2.5), however, we require instead that there exists a small c > 0 such
that for all n ≥ 1, with probability one,
v2 ≡ 1
n
∑
j∈N
µj,0(1− µj,0) ∈ (c, 1− c).(2.6)
This latter aggregated overlap condition is much weaker than the overlap condition.5
It is worth noting that we take our diffusion measure as a quantity conditional on G◦
which includes (X,G,G◦). Defining a target parameter to be conditional on X,G,G◦ is
convenient in our context, because we do not need to specify further the cross-sectional
dependence structure of Xi’s and a network formation process for G and G◦ for inference.
In particular, there is no reason to believe that the cross-sectional dependence structure
is aligned with that of Yi,1’s. This is highly unlikely especially when the network G◦ or G
is formed among agents based on the covariates. Thus it is no small advantage that we
can proceed with inference without requiring such specifications.
In many applications, the outcome Yi,0 = 1 implies Yi,1 = 0 such as in the case where
unit i’s state, once changed, becomes irreversible at least over the periods observed in
the data. In this case, the sample units with Yi,0 = 1 do not reveal anything about
the phenomenon of diffusion over a network. Thus we may exclude such units when we
define diffusion by imposing a restriction on ρi(·, ..., ·;Ui,1) in (2.2) so that with probability
one
Y ∗i,1(1, dj1 , ..., djd◦(i)) = 0,(2.7)
for all the possible values of dj1 , ...., djd◦(i).
Since observing a cross-sectional unit i with Yi,0 = 1 reveals nothing about the spillover
effect, we may consider the following weighted average spillover effect on the untreated:
DI ≡
∑
j∈N
wjτ
I
j,(2.8)
5The weight wj takes the same form as an optimal weight for the propensity score matching estimator in
Crump, Hotz, Imbens, and Mitnik (2006) which minimizes the asymptotic variance over all weights under
a homoskedasticity condition with i.i.d. observations.
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where
τ Ij ≡
∑
i∈N :ij∈E◦
EG◦
[
(Y ∗ij(1)− Y ∗ij(0))|Yi,0 = 0
]
,
and wj ’s are as given in (2.5).
2.4. Identifying Diffusion
A lemma below shows that D and DI are identified as a weighted average of covari-
ances between “outcomes” and “treatments” under a type of “unconfounded assumption”.
We give two distinct versions in the assumption, one for D and the other for DI. Let G be
the σ-field generated by (X,G).
Assumption 2.2 (Unconfounded Condition). (A) For each ij ∈ E◦, (Y ∗ij(1), Y ∗ij(0), G◦) is
conditionally independent of Yj,0 given G .
(B) For each ij ∈ E◦, (Y ∗ij(1), Y ∗ij(0), G◦) is conditionally independent of Yj,0 given G
and Yi,0.
This assumption is an “unconfoundedness condition” which says that a “treatment”
Yj,0 is conditionally independent of its associated potential component outcomes Y ∗ij(d)
given G for each i such that ij ∈ E◦. In this situation with unobserved dynamic causal
graph G◦, we put additional restriction in the unconfoundedness condition that Yj,0 is
conditionally independent of G◦. Since we allow the potential outcomes to rely on the
graph G◦, permitting the “treatments” Yj,0 to be dependent on the graph G◦ violates the
assumption of selection on observables. The unconfoundedness condition is frequently
used in the literature of program evaluations. Both Assumptions 2.2(A) and (B) permit
(Y ∗ij(1), Y
∗
ij(0)) to be correlated with Yi,0. Neither of Assumptions 2.2(A) and (B) is implied
by the other. (See Phillips (1988).)
We introduce weighted averages of covariances:
CG =
1
nv2
∑
i∈N
∑
j∈N :ij∈EG
CovG◦(Yi,1, Yj,0), and(2.9)
C IG =
1
nv2
∑
i∈N
∑
j∈N :ij∈EG
CovG◦
(
Yi,1
1− µi,0 , Yj,0
)
,
where CovG◦ denotes the conditional covariance given G◦, and v2 is as defined in (2.6).
The quantities CG and C IG capture the average cross-sectional covariance pattern of Yi,1
and Yj,0 when ij ∈ EG. They can be used as a measure of the empirical relevance of a
given network G◦ in explaining the cross-sectional covariance pattern between Y1 and Y0.
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We provide two results of identification for D (or DI) in terms of CG (or C IG), one for
the case where G = G◦, i.e., the econometrician observes a dynamic causal graph for
(Y1, Y0) and the other for the case where the econometrician does not. Note that as we
shall see later, CG and C IG are consistently estimable under regularity conditions.
2.4.1. Identifying Diffusion When G = G◦. The lemma below shows how D (or DI) is
related to CG (or C IG) when G = G◦.
Lemma 2.1. Suppose that G = G◦. Then the following results hold.
D = CG, under Assumption 2.2(A), and(2.10)
DI = C IG, under Assumption 2.2(B).
Lemma 2.1 shows that the diffusion D (or DI) is identified as CG (or C IG) under the
unconfoundedness condition in Assumption 2.2. Our inference is based on CG and C IG.
When Assumption 2.2 is in doubt, the inference result on CG or C IG is interpreted in non-
causal terms, only as a measure of covariation between the outcomes in one period with
their neighboring outcomes in the next period. When the unconfoundedness condition
is violated, testing whether CG is away from zero can still be a useful way to check
the empirical relevance of the network G in explaining the spillover pattern of (Y1, Y0),
although the magnitude of CG loses its meaning as a causal effect.
2.4.2. Identifying a Lower Bound for Diffusion When G 6= G◦. Consider a situation
where the proxy graph G is not the same as the underlying dynamic causal graph G◦.
For this case, we introduce the following additional assumption of nonnegative spillover
effects.
Assumption 2.3 (Nonnegative Spillover Condition). For each j ∈ N ,
P
 ∑
i∈N :ij∈E◦\EG
(Y ∗ij(1)− Y ∗ij(0)) ≥ 0
 = 1.(2.11)
A sufficient condition for the Nonnegative Spillover Condition is that the map ρi in
(2.3) is non-decreasing in the first d◦(i) + 1 arguments. The Nonnegative Spillover Con-
dition is a variant of the monotone treatment effect assumption used by Manski (1997)
and Choi (2017). It requires that the weighted spillover effect on i is nonnegative. The
Nonnegative Spillover Condition can be restrictive in situations where the spillover is
mostly negative. This is the situation where the outcome represents the purchase of a
sharable good by an individual, so that the purchase of a good by an individual in the
first period induces his friends not to purchase a good of the same kind.
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Lemma 2.2. Suppose that Assumption 2.3 holds. Then,
D ≥ CG, under Assumption 2.2(A), and(2.12)
DI ≥ C IG, under Assumption 2.2(B).
The intuition behing the lemma is as follows. Since G◦ is the true dynamic causal
graph, (not G), for each individual i, only those neighbors in NG(i) ∩ N◦(i) influence i,
and all the neighbors in NG(i)\N◦(i) have their outcomes uncorrelated with i’s outcome.
This gives CG. On the other hand, this CG does not include those in N◦(i) \ NG(i) who
influences i positively by the Nonnegative Spillover Condition, and contributes to the
diffusion D. Thus, CG constitutes a lower bound for D.
The lower bound in the lemma is sharp in the sense that the inequalities are reduced to
equalities when G = G◦, as we saw in Lemma 2.1. Despite the fact that CG involves the
latent causal graph G◦, it is still consistently estimable under rgularity conditions. The
intuition behind this is given after we present our estimation procedure later.
2.5. Spurious Diffusion
When we omit relevant covariates, our measure of diffusion can be different from
zero even when there is no true diffusion. For example, suppose that each outcome Yi,t
represents the indicator of the i-th student purchasing a new iPhone, and G represents
the friendship network of the students. Suppose further that the friendship network
exhibits homophily along the income of the student’s parents, and that a student from a
high-income household is more likely to purchase a new iPhone than a student from a
low-income household. In this case, even if there is no diffusion of a new iPhone purchase
along a friendship network, the estimated diffusion without controlling for heterogeneity
in income may be significantly different from zero. We refer to as spurious diffusion such
a phenomenon. The schematic distinction between the diffusion as a causal process and
the diffusion as a non-causal phenomenon or spurious diffusion is shown in Figure 3.
The consequence of omitting covariates may differ depending on the cross-sectional
dependence pattern of the covariates. To see this, let us assume that G = G◦ and let
S = {1, ..., p} and suppose that Xi = (X ′i,S, X ′i,Sc)′, where the researcher observes only
XS = (Xi,S)i∈N for some S ⊂ S. Let GS = σ(XS, G). Let us denote DS to be the diffusion
defined with GS replacing G . Define
εj,0,S ≡ Yj,0 − E[Yj,0|GS], and εi,1,S ≡ Yi,1 − E[Yi,1|GS],
where XS = (Xi)i∈S. Also, let εi,1 ≡ Yi,1 − µi,1 and εj,0 ≡ Yj,0 − µj,0. Let us write
εj,0,S = εj,0 + µ
∆
j,0,S, and εi,1,S = εi,1 + µ
∆
i,1,S,
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Yi,0 Yj,1
Diffusion as a Causal Process Two Types of Spurious Diffusion
Yi,0 Yj,1
Xi,0 Xj,1
Yi,0 Yj,1
Xi,0 Xj,1
Ci,j
FIGURE 3. Illustration of Spurious Diffusion: The figure illustrates spurious diffu-
sion due to the cross-sectional dependence of the covariates. In both figures, the absence
of an arrow between a pair of vertices represents the absence of causal relations. Cross-
sectional dependence between Xj,0 and Xi,1 can arise due to the causal relation between
them, or because there is a common factor (denoted Ci,j here) which affects both ran-
dom variables. In either case, non-zero correlation between Yj,0 and Yi,1 can arise, and
contribute to the estimated diffusion, even though there is no causal relation Yj,0 and Yi,1.
where µ∆j,0,S ≡ E[Yj,0|G ]− E[Yj,0|GS] and µ∆i,1,S ≡ E[Yi,1|G ]− E[Yi,1|GS]. Then note that
1
n
∑
ij∈E
Cov(Yi,1, Yj,0|GS)(2.13)
=
1
n
∑
ij∈E
Cov(εi,1, εj,0|GS) + 1
n
∑
ij∈E
Cov
(
µ∆i,1,S, µ
∆
j,0,S|GS
)
.
The leading term on the right hand side is zero if D = 0. Even if the diffusion D is zero,
the second term may not be zero, producing spuriously the phenomenon of diffusion.
To analyze this further, let us make the following assumption: for each i ∈ N ,
E[Yi,0|X,G] = E[Yi,0|Xi, G], and E[Yi,0|XS, G] = E[Yi,0|Xi,S, G].
Then the second term on the right hand side of (2.13) is not zero only when Xi’s are
cross-sectionally dependent conditional on GS. The contribution of this term depends
on how the cross-sectional dependence structure of (Xi)i∈N is aligned with the graph
G. For example, suppose that Xi has an undirected graph G′ = (N,E ′) as a conditional
dependency graph given GS (i.e., for each set A ⊂ N , XA is conditionally independent of
{Xi : ij /∈ E ′, for all j ∈ A} given GS) and that
ρi(di, dj1 , , , , djd(i) ;Ui,1) = ρ˜i(di;Ui,1),(2.14)
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i.e., there is no diffusion. Suppose further that Ui,1’s are conditionally independent across
i’s given GS. Then the last term in (2.13) is written as
1
n
∑
ij∈E∩E′
Cov
(
µ∆i,1,S, µ
∆
j,0,S|GS
)
.
which becomes small if for only a small number of units i, the G-neighborhood and G′-
neighborhood of i overlap.
2.6. Network Formation and Diffusion
Networks are usually formed in relation with potential outcomes of individuals. Also,
individual potential outcomes can be influenced by the persons’ network positions as
well. In this subsection, we provide a generic set-up of network formation and see under
what conditions the dynamic causal graph assumption (Assumption 2.1) and the uncon-
foundedness conditions are satisfied.
Let us suppose for simplicity that G = G◦ and that the dynamic causal graph G =
(N,EG) is formed according to the following rule: for i, j ∈ N ,
ϕn,ij(X, η, νi, νj) = 1, if and only if ij ∈ EG,(2.15)
where η = (ηi)i∈N , and ϕn,ij is a nonstochastic map taking values from {0, 1}. The array
X is observed by the econometrician but η and νi and νj are not. The network formation
model can be viewed as a general version of a dyadic regression models with νi repre-
senting degree heterogeneity, where the network G itself is only latent. Since our focus
is not on estimating the network formation process, it suffices for us to write the model
generically as in (2.15) without further details.
As for the initial outcomes (i.e., “treatments”), we specify
Yi,0 = fi(X,Ui,0),(2.16)
for some nonstochastic function fi, where Ui,0 represents unobserved heterogeneity for
individual i. Note that through the sharing of X, the network formation and the initial
outcomes are related. This means that the initial outcomes are permitted to be influenced
in an arbitrary way by part of the observed and unobserved heterogeneities involved in
the network formation.
Let us specify further that the potential outcomes are determined by
Y ∗i,1(di; dj1 , ..., djd(i)) = ρi(di; dj1 , ..., djd(i);Ui,1),(2.17)
where
Ui,1 = (νi, hi),(2.18)
17
so that unobserved heterogeneity in the potential outcome has two component: νi is
shared in the network formation and hi which is inherent in the potential outcome gen-
eration, not involved in the network formation. The presence of hi means that the po-
tential outcomes are not fully determined by the initial outcomes and νi that is involved
in the network formation. Hence the network G◦ can be formed based on part of the
unobserved heterogeneity νi which influences the potential outcomes.
First, let us assume that the following two conditions are satisfied:
Condition A: (U1, U0) has G as a dynamic causal graph given G , where U0 = (Ui,0)i∈N .
Condition B: For each i ∈ N and j ∈ N(i), Uj,0 is conditionally independent of hi given
(X,G).
Condition A ensures that (Y1, Y0) has G as a dynamic causal graph given G . Condition
B ensures selection on observables, e.g., the initial outcomes are realized based only on X
and G. Then the specifications (2.15), (2.17) and (2.18) permit endogeneity of network
formation in the first sense, not in the second sense.
2.7. Inference on Diffusion with a Known Causal Graph
2.7.1. Conditional Mean Estimation. As a preparation toward constructing inference
on D and DI, we first explain ways to model and estimate the conditional means µj,0 and
µi,1. For this we make the following assumption,
Assumption 2.4. There exist functions g0 : Rp ×Rdλ → R and g1 : [0, 1]× {0, 1} ×Rp ×
Rdλ → R such that for all i, j ∈ N ,
EG [Yj,0] = g0(Xj, λj,0(G)), and
E[Yi,1|Y i,0, Yi,0,G ] = g1(Y i,0, Yi,0, Xi, λi,1(G)),
where λj,0(G) and λi,1(G) are vectors of graph statistics (associated with nodes j and i
respectively) taking values in Rdλ, and
Y i,0 =
1
dG(i)
∑
j∈NG(i)
Yj,0.(2.19)
In specifying functions g0 and g1, we will consider later approaches of parametric spec-
ification, high dimensional modeling and semiparametric specification. These are pro-
vided as examples given for the sake of concreteness. Other examples are potentially
accommodated as long as the estimators satisfy regularity conditions in Assumption 2.6
below.
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Let gˆ0 and gˆ1 be obtained as estimators of g0 and g1. Then, we take µˆj,0 = gˆ0(Xj, λj,0(G)).
As for µi,1, we first generate Uj,r, r = 1, ..., R, as i.i.d. draws from the uniform distribution
on [0, 1], and construct
Yj,0,r = 1{µˆj,0 ≥ Uj,r}.(2.20)
Let
Y i,0,r =
1
dG(i)
∑
j∈NG(i)
Yj,0,r.
We obtain
µˆi,1 =
1
R
R∑
r=1
gˆ1(Y i,0,r, Yi,0,r, Xi, λi,1(G)).
Let us consider the problem of specifying g0 and g1 and estimating these functions.
1. Parametric Specification
First, we specify that
g0(Xj, λj,0(G)) = φ0(Xj, λj,0(G); γ0), and(2.21)
g1(Y i,0, Yi,0, Xi, λi,1(G)) = φ1(Y i,0, Yi,0, Xi, λi,1(G); θ0),
where φ0(·, ·; γ0) and φ1(·, ·, ·, ·; θ0) are parametric functions. For the case of irreversible
state changes, we specify (reflecting (2.7)) φ1(Y i,0, 1, Xi, λi,1(G); θ0) = 0. For example,
we can specify g1(Y i,0, Yi,0, Xi, λi,1(G)) = (1− Yi,0)φ(Y i,0, Xi, λi,1(G); θ0) using some para-
metric function φ(·, ·, ·; θ0). We can estimate γ0 using MLE, and obtain θˆ by
θˆ =

arg max
θ
∑
i∈N :Yi,0=0
Qi(θ), under irreversibility of state-changes
arg max
θ
∑
i∈N
Qi(θ), otherwise,
where, with φ1,i(θ) ≡ φ1(Y i,0, Yi,0, Xi; θ),
Qi(θ) = Yi,1 log φ1,i(θ) + (1− Yi,1) log(1− φ1,i(θ)).(2.22)
The objective function in the above is a pseudo (conditional) log likelihood, because
Yi,1’s are cross-sectionally dependent. Nevertheless, the rate of convergence for θˆ can be
computed as long as the graph G is sufficiently sparse.
2. Parametric Specification with High Dimensional Covariates
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Let us specify functions φ0 and φ1 in (2.21) further as (assuming irreversible state-
changes)
φ0(Xi, λi,0(G); γ0) = F0(X
′
iγ0,1 + λi,0(G)γ0,2)(2.23)
φ1(Y i,0, Yi,0, Xi, λi,1(G); θ0) = (1− Yi,0)F1(Y i,0δ0 +X ′iβ0 + α0λi,1(G)),
where θ0 = (β′0, δ0, α0)
′ and F0 and F1 are known functions such as a standard normal
CDF. We can estimate the parameters using LASSO or other high dimensional estima-
tion methods. (See for example Hastie, Tibshirani, and Wainwright (2015). Also, see
Chernozhukov, Hansen, and Spindler (2015) for a review of recent developments and
applications in econometrics.) For example, a LASSO estimator of δ0, α0 and β0 is given
by
(βˆ, δˆ, αˆ) = arg max
β,δ,α
∑
i∈N :Yi,0=0
Qi(β, δ, α) +
λ
n
‖β‖1,
where Qi is as defined in (2.22) and λ is a tuning parameter often chosen by cross-
validation. In our context, the observed outcomes Yi,1 exhibit cross-sectional dependence
along the graph G. In the supplemental note, we provide some basic tools that can be
used to establish the convergence rates of LASSO estimators in this set-up.
3. Semiparametric Specifications We may consider the following semiparametric specifi-
cations (for the case of irreversible state-changes)
g0(Xj, λj,0(G)) = F
∗
0 (X
′
jγ0 + λj,0(G)γ0,2)(2.24)
g1(Y i,0, Yi,0, Xi, λi,1(G)) = (1− Yi,0)F ∗1 (Y i,0δ0 +X ′iβ0 + α0λi,1(G)),
where F ∗0 and F
∗
1 are unknown functions. Then, the estimation these functions can
be done using semiparametric estimation approach such as the least squares method
of Ichimura (1993).
2.7.2. Estimation of CG. Let us first construct a sample analogue estimator of D and DI.
Let µˆi,1 and µˆj,0 be estimators of µi,1 and µj,0. Let us define residuals for each i, j ∈ N ,
εˆi,1 ≡ Yi,1 − µˆi,1, and εˆj,0 ≡ Yj,0 − µˆj,0.
Noting that µj,0(1− µj,0) = VarG (Yj,0), we estimate v2 by
vˆ2 ≡ 1
n
∑
j∈N
εˆ2j,0.
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We define the estimated diffusion parameters:
CˆG ≡ 1
nvˆ2
∑
i∈N
εˆi,1aˆi, and Cˆ IG ≡
1
nvˆ2
∑
i∈N
eˆi,1aˆi,(2.25)
where
aˆi ≡
∑
j∈N(i)
εˆj,0, and eˆi,1 ≡ εˆi,1/(1− µˆi,0).(2.26)
2.7.3. Confidence Intervals for CG. First, as shown in the supplemental note, under
regularity conditions,
√
n(CˆG − CG) = 1
v2
√
n
∑
i∈N
(qi − EG [qi]) + oP (1),(2.27)
as n → ∞, where qi = εi,1ai − ε2i,0CG, with ai ≡
∑
j∈NG(i) εj,0. For this, first we find a
sample version of qi as follows:
qˆi ≡ εˆi,1aˆi − εˆ2i,0CˆG.(2.28)
Let ψi ≡ EG [qi] and obtain its estimator ψˆi as follows. First, we consider estimating
Ci ≡ EG [εi,1ai,1]. For this, we generate Yi,0,r, Y i,0,r and construct gˆ1 as in Section 2.7.1.
Then, define
Cˆi =
1
R
R∑
r=1
εˆi,1,raˆi,r,
where εˆi,1,r = gˆ1(Y i,0,r, Yi,0,r, Xi, λi,1(G))− µˆi,1 and aˆi,r =
∑
j∈NG(i)(Yj,0,r− µˆj,0). Using this,
we construct
ψˆi = Cˆi − µˆi,0(1− µˆi,0)CˆG.(2.29)
Then we define
σˆ2G ≡
1
nvˆ4
∑
i1,i2∈N :NG(i1)∩NG(i2)6=∅
(qˆi1 − ψˆi1)(qˆi2 − ψˆi2).(2.30)
Define
σˆ2G,+ ≡
{
σˆ2G,
σˆ21,G,
if σˆ2G > 0,
otherwise,
(2.31)
where
σˆ21,G ≡
1
nvˆ4
∑
i∈N
(qˆi − ψˆi)2.(2.32)
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We construct a test statistic as follows:
T ≡
√
n{CˆG − CG}
σˆG,+
.
As shown in the supplemental note to this paper, T converges in distribution to a
standard normal distribution under regularity conditions. The confidence interval based
on the asymptotic critical values is given by
C1−α,∞ ≡
[
CˆG − z1−α/2σˆG,+√
n
, CˆG +
z1−α/2σˆG,+√
n
]
,
where z1−α/2 is the 1− (α/2) percentile of N(0, 1).
When the state change is irreversible so that (2.7) holds, we construct σˆI+ as we did σˆ+
but using
qˆIi ≡ eˆi,1aˆi − εˆ2i,0Cˆ IG,(2.33)
in place of qˆi, and construct ψˆIi, an estimator of ψ
I
i = EG [q
I
i] by
ψˆIi =
Cˆi
1− µˆi,0 − µˆi,0(1− µˆi,0)Cˆ
I
G.
(Note that we use εˆ2i,0Cˆ
I
G for qˆ
I
i, not eˆ
2
i,0Cˆ
I
G, because this term comes from the estimation
error of vˆ2 which is used for both CˆG and Cˆ IG.) Then the asymptotic confidence intervals
are given by
C I1−α,∞ ≡
[
Cˆ IG −
z1−α/2σˆIG,+√
n
, Cˆ IG +
z1−α/2σˆIG,+√
n
]
.
2.7.4. Asymptotic Validity. Let us present the result of asymptotic validity for the con-
fidence intervals C1−α,∞. (We can also establish the asymptotic validity of and C I1−α,∞
following quite similar arguments.) For the sake of concreteness, we focus on the high
dimensional specification explained in Section 3.1.2.
We introduce some notation for graph statistics. Let for each i ∈ N ,
NOG (j) ≡ {i ∈ N : ij ∈ EG} and NOG(j) ≡ NOG (j) ∪ {j}.
In other words, NOG (i) is the set of the out-neighbors of i in G. Define
dmx,G = 1 ∨max{|NG(i)| ∨ |NOG (i)| : i ∈ N}, and(2.34)
dav,G = 1 ∨max
{
1
n
∑
i∈N
|NG(i)|, 1
n
∑
i∈N
|NOG (i)|
}
.
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We make the following assumption.
Assumption 2.5 (Nondegeneracy). There exists small c > 0 such that the following is
satisfied for all n ≥ 1.
(i) v2 > c.
(ii)
VarG
(
1√
n
∑
i∈N
qi
)
> c.
Assumptions 2.5(i)-(ii) are technical conditions made to ensure that the limiting dis-
tribution of the test statistic is not degenerate.
We introduce conditions for the estimated conditional means. For a ∈ Rp, we write
‖a‖ = √tr(a′a) and ‖a‖1 = ∑pk=1 |ak|, ak being the k-th entry of a.
Assumption 2.6 (Estimation of Conditional Means). (i) g1(Y i,0, Yi,0, Xi) = F1(δ1,0Y i,0 +
δ2,0Yi,0 + X
′
iβ0) and g0(Xi) = F0(X
′
iγ0), for some known functions F1 and F0 that are
bounded and twice differentiable with bounded derivatives, and δ0, β0 and γ0 belong to
the interior of a parameter space that is compact.
(ii) For some nonstochastic sequence xn,(
1
n
∑
i∈N
max
1≤k≤p
|Xik|8
)1/8
= OP (xn),
where Xik denotes the k-th entry of Xi.
(iii) There exists a nonstochastic sequence ωn → 0 such that
‖δˆ − δ0‖+ xn
(
‖γˆ − γ0‖1 + ‖βˆ − β0‖1
)
= OP (ωn),(2.35)
where n−1 = O(ω2n), δˆ = [δˆ1, δˆ2]
′ and δ0 = [δ1,0, δ2,0]′, and ωn satisfies
ρn,Gd
2
mx,G
√
dmx,Gdav,G = oP (1), as n→∞,(2.36)
and
ρn,G ≡
√
nω2nd
3
mx,G
√
log p.(2.37)
(iv) There exists C > 0 such that for all n ≥ 1, npγ ≤ CR, where R is the simulation
number used to construct µˆi,0 and µˆi,1, and pγ is the dimension of γ0.
The rate condition (2.36) is mostly satisfied if the graph G is sparse enough. For
example, suppose that p is fixed to be low dimension, and δˆ, βˆ and γˆ are
√
n-consistent,
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so that ωn = 1/
√
n. Then, the condition (2.36) is reduced to
d5mx,G
√
dmx,Gdav,G√
n
→ 0,(2.38)
as n→∞.
In a high dimensional set-up, we show in the appendix that if dmx,G/p → 0 as n, p →
∞ and the tuning parameter in the `1 regularization is properly chosen, the conver-
gence rate of δˆ, βˆ and γˆ achieves an oracle rate log(p)1/2/n1/2 under a sparsity condi-
tion, and condition (2.36) is satisfied if we slightly strengthen (2.38) to the condition
d5mx,G
√
dmx,Gdav,G log p/
√
n→ 0.
Theorem 2.1. Suppose that Assumptions 2.1 and 2.2(A), and 2.4 - 2.6 hold. Then
lim
n→∞
P {CG ∈ C1−α,∞} = 1− α.
The main reason behind the asymptotic validity of the inference, despite the estimation
error in γˆ and βˆ which are permitted to be high dimensional, is because the estimation
error does not have a first order impact on the limiting distribution of our test statistic.6
2.8. Inference on Diffusion with a Proxy Causal Graph
2.8.1. The Effective Dynamic Causal Graph. A dynamic causal graph only prescribes
the distributional implication from the absence of causation, and hence is not unique. Let
us introduce a notion of an effective dynamic causal graph, which additionally requires the
presence of causation between adjacent nodes.
Assumption 2.7 (Effective Dynamic Causal Graph). G◦ is a dynamic causal graph for
(Y1, Y0) given G◦ such that
P{Y ∗ij(1) 6= Y ∗ij(0)|G◦} > 0, a.e.,(2.39)
if and only if ij ∈ E◦.
The effective dynamic causal graph models the presence of causation from j on i as
requiring that Y ∗ij(1) 6= Y ∗ij(0) with positive probability (conditional on G , G◦) if and only
if ij ∈ E◦. This will make sense only if the “fixing” of Yj,0 to be d does not alter the distri-
bution of other outcomes that are not caused by Yj (conditional on G , G◦). This explains
why we make the conditional independence restrictions in the definition of a dynamic
causal graph to be part of the defining properties of an effective dynamic causal graph.
6The asymptotic negligibility of estimated means in the sample covariance has been used in the hypothesis
testing problem of independence or conditional independence. See Delgado (1996) for a permutation test
of serial dependence, and Song (2009) for testing conditional independence.
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The outcomes (Y1, Y0) which obeys the Neyman-Rubin causal model can have multiple
dynamic causal graphs, but its effective dynamic causal graph is unique by definition.
We introduce an assumption below which relates G to G◦. First, we define for any
δ ≥ 0,
Rn(δ) =
∑
i∈N
|N◦(i; δ) \NG(i)|∑
i∈N
|N◦(i) \NG(i)|
, if
∑
i∈N
|N◦(i) \NG(i)| > 0,(2.40)
and Rn(δ) =∞, if
∑
i∈N |N◦(i) \NG(i)| = 0, where
N◦(i; δ) = {j ∈ N : ij ∈ E◦, and CovG◦(Yi,1, Yj,0) > δ}.(2.41)
The quantity Rn(δ) measures the fraction of the vertexes that are in the in-neighborhood
of i in E◦ not in EG out of the vertexes that are in the in-neighborhood of i in E◦ not
in EG such that the conditional covariance of Yi,1 and Yj,0 between neighbors is bounded
away from δ.
Assumption 2.8 (Nontrivially Effective Dynamic Causal Graph). There exists a positive
sequence δn such that
P
{
z1−αdmx,◦d2mx,G ≤
√
nRn(δn)δn
}→ 1, as n→∞,(2.42)
where dmx,◦ denotes the maximum degree of G◦ and z1−α the 1− α percentile of N(0, 1).
While the assumption is trivially satisfied if E◦ ⊂ EG, it does not require that G be
“close” to a graph that contains G◦ as a subgraph. It is permitted that there exists a
constant C > 0 such that for all i ∈ N and for all n ≥ 1,
|N◦(i) \NG(i)|
|N◦(i)|
> C,(2.43)
i.e., there is always a nontrivial fraction of the in-neighbors in G◦ who are not the in-
neighbors in the recorded graph G.
Recall that the graph G◦ being a dynamic causal graph for (Y1, Y0) given G◦ implies that
CovG◦(Yi,1, Yj,0) = 0, whenever ij /∈ E◦. Suppose that for some sequence δn,
CovG◦(Yi,1, Yj,0) > δn,(2.44)
whenever ij ∈ E◦. Then (2.42) is reduced to the requirement that
P
{
z1−αdmx,◦d2mx,G ≤
√
nδn
}→ 1,(2.45)
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as n→∞. Thus (2.42) essentially requires that whenever ij ∈ E◦, there indeed must be
nontrivial causation between i and j. Assumption 2.8 is violated when there are many
vertexes in N◦(i) but not in NG(i) such that CovG◦(Yi,1, Yj,0) is close to zero.
2.8.2. Confidence Lower Bound for Diffusion and Asymptotic Validity. In this subsec-
tion, we introduce a confidence lower bound Lˆ1−α,G for D and show that it is asymptoti-
cally valid in the sense that
lim inf
n→∞
P{D ≥ Lˆ1−α,G} ≥ 1− α.(2.46)
Essentially the underlying causal graph G◦ governs the cross-sectional dependence order-
ing of the outcomes {Yi,1} which is unknown. The confidence lower bound for D that we
propose is
Lˆ1−α,G = CˆG − z1−ασˆG,+√
n
.(2.47)
When the state change is irreversible so that (2.7) holds, we construct σˆIG,+ as we did σˆG,+
but using qˆIi ≡ eˆi,1aˆi − εˆ2i,0Cˆ IG in place of qˆi, and construct ψˆIi, an estimator of ψIi = EG [qIi]
by
ψˆIi =
Cˆi
1− µˆi,0 − µˆi,0(1− µˆi,0)Cˆ
I
G.
Then the asymptotic confidence lower bound is given by
LˆI1−α,G = Cˆ
I
G −
z1−ασˆIG,+√
n
.(2.48)
Let us now explain conditions under which the confidence lower bound is asymptoti-
cally valid. We introduce some further notation for graph statistics. Let for each i ∈ N ,
NO(j) ≡ {i ∈ N : ij ∈ EG ∪ E◦} and NO(j) ≡ NO(j) ∪ {j}.
In other words, NO(i) is the set of the out-neighbors of i in the union of the graphs G
and G◦. Define
dmx = 1 ∨max{|N(i)| ∨ |NO(i)| : i ∈ N}, and(2.49)
dav = 1 ∨max
{
1
n
∑
i∈N
|N(i)|, 1
n
∑
i∈N
|NO(i)|
}
.
Then, we consider the following assumption.
26
Assumption 2.9. (i) Assumption 2.6 holds with ρn,G replaced by ρn ≡
√
nω2nd
3
mx
√
log p
and the rate condition in (2.36) replaced by
ρnd
2
mx
√
dmxdav = oP (1), as n→∞.(2.50)
(ii) Assumption 2.5 holds with G replaced by G◦.
This assumption is not the weakest possible assumption. Indeed, one can weaken the
conditions by formulating them into a form involving the maximum and average degrees
of G and those of G◦ separately. However, doing so does not add to insights, and only
causes the conditions to be more complex.
We are ready to present a theorem that shows asymptotic validity of the confidence
lower bound for D.
Theorem 2.2. Suppose that Assumptions 2.1, 2.2(A), 2.3, 2.4, and 2.7 - 2.9 hold. Then
lim inf
n→∞
P
{
D ≥ Lˆ1−α,G
}
≥ 1− α.
Suppose further that G = G◦. Then
lim
n→∞
P
{
D ≥ Lˆ1−α,G
}
= 1− α.
The theorem says that the confidence lower bound is asymptotically valid and it is
asymptotically exact when G = G◦. In the next subsection, we give intuitions behind this
result.
2.8.3. Discussions. First, we explain how CˆG continues to be a consistent estimator for
CG even when G 6= G◦. To see the intution behind this, note that we can show under
regularity conditions that
CˆG − C˜G = oP (1),(2.51)
where
C˜G =
1
nv2
∑
i∈N
EG◦(εi,1ai),(2.52)
and (recalling that G represents the σ-field generated by (X,G))
εi,1 = Yi,1 − EG [Yi,1], and ai =
∑
j∈NG(i)
εj,0,
with εj,0 = Yj,0−µj,0. This consistency of CˆG holds as long as G and G◦ are sparse enough
and previous conditions in Theorem 2.1 are satisfied. More specifically, using part of the
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arguments in the proof of the theorem, we can show that
CˆG =
1
nv2
∑
i∈N
∑
j∈N :ij∈EG
εi,1ai + oP (1).(2.53)
Let us denote
N(i) ≡ {i ∈ N : ij ∈ EG ∪ E◦} and N(i) ≡ N(i) ∪ {i}.(2.54)
Then {εi,1ai}i∈N has G∗ = (N,E∗) as a conditional dependency graph given G◦, where
ij ∈ E∗ if and only if N(i) ∩ N(j) 6= ∅. Therefore, as long as both the graphs G and G◦
are sparse enough, the law of large numbers renders the term on the right hand side of
(2.53) closer to C˜G in probability as n goes to infinity. This is how we obtain (2.51).
Under Assumption 2.2(A), we have
ai =
∑
j∈NG(i)
(Yj,0 − EG◦ [Yj,0]),(2.55)
because EG◦ [Yj,0] = EG [Yj,0]. Hence we can write
CG − C˜G = 1
nv2
∑
i∈N
∑
j∈N :ij∈EG
EG◦ [(EG◦ [Yi,1]− EG [Yi,1])ai](2.56)
=
1
nv2
∑
i∈N
∑
j∈N :ij∈EG
(EG◦ [Yi,1]− EG [Yi,1])EG◦ [ai] = 0,
by (2.55). Therefore, the lower bound in Lemma 2.2 is consistently estimable. Instead
of formalizing the proof of this consistency, we move onto a more refined result on the
construction of a confidence lower bound for D in the next subsection. This construction
is based on our estimator CˆG. The proof of the asymptotic validity already entails con-
sistency of CˆG. A useful asymptotic lower bound is possible only if we limit the way the
latent causal graph G◦ behaves as n→∞. It is to be seen later how we achieve this.
Let us turn to the intuition behind the asymptotic validity of the confidence lower
bound despite the fact that G◦ is not observed. The main issue that comes with the
dynamic causal graph being latent is that the cross-sectional dependence ordering of the
observations is not precisely known. This has two ramifications for our procedure. First,
the variance estimator that we use σˆ2G is not the right scale normalizer for t-statistic.
Second, it is not possible to estimate the conditional means EG◦ [Yi,1] because G◦ is not
known. We will give an intuition how Assumption 2.8 is used to resolve these two issues.
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Let us define
σ2◦ =
1
n
∑
i1i2:N(i1)∩N(i2)6=∅
CovG◦(qi1 , qi2),(2.57)
σ2G,◦ =
1
n
∑
i1i2:N(i1)∩N(i2)6=∅
EG◦ [(qi1 − ψi1)(qi2 − ψi2)] and
σ2G =
1
n
∑
i1i2:NG(i1)∩NG(i2)6=∅
EG◦ [(qi1 − ψi1)(qi2 − ψi2)].
Note that σˆ2G is consistent for σ
2
G, whereas we need to use a consistent estimator for σ◦ as
the scale normalizer in constructing a t-statistic. That is, we can show that
√
n(CˆG − C˜G)
σ◦
→d N(0, 1).(2.58)
Since we do not observe G◦, consistent estimation of σ2◦ or σ
2
G,◦ is not feasible. How-
ever, since σ2◦ ≤ σ2G,◦, using σG,◦ in place of σ◦ will make the limiting distribution of
the statistic in (2.58) less dispersed than N(0, 1), making the inference conservative yet
asymptotically valid. On the other hand, σˆ2G that we use for the confidence lower bound
is a consistent estimator of σ2G. Thus, we need to deal with the gap between σ
2
G,◦ and σ
2
G.
This is where Assumption 2.8 plays a role. To see this, first, we write
P{D ≥ Lˆ1−α,G} = P
{√
n(C˜G − CˆG)
σG,◦
≥ −z1−α +R1n +R2n
}
,(2.59)
where (using CG = C˜G in (2.56))
R1n =
z1−α(σG,◦ − σG)−
√
n(D − CG)
σG,◦
, and(2.60)
R2n = −z1−α(σˆG,◦ − σG)
σG,◦
.
We can show that R2n = oP (1). As for R1n, we can show that under Assumption 2.8,
P{z1−α(σG,◦ − σG) ≤
√
n(D − CG)} → 1,(2.61)
as n→∞. Thus we have
P{R1n ≤ 0} → 1,(2.62)
as n → ∞. This yields that the probability on the right hand side of (2.59) is bounded
from below by
P
{√
n(C˜G − CˆG)
σG,◦
≥ −z1−α
}
+ o(1).(2.63)
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The leading probability is asymptotically bounded from below by 1−α by (2.58) and the
fact that σ2G,◦ ≥ σ2◦. Therefore, it is under Assumption 2.8 that the discrepancy between
σ2G,◦ and σ
2
◦, and the discrepancy between
√
nCˆG and
√
nC˜G are asymptotically dominated
by the negative bias created by using
√
nCˆG as an estimator of
√
nD.
3. Monte Carlo Simulations
3.1. Simulation Design
For Monte Carlo simulations, we consider the following data generating process. First,
we generate a directed graph G to allow dependence between the first period and the
second period binary outcomes. We use two different kinds of graphs. One is based on
Erdo¨s-Re´nyi graph and the other is based on Baraba´si-Albert graph. Each graph is an n
by n adjacency matrix, with an element (j, i) to indicate a directed link from the node j
in the period 0 to the node i in period 1. In an Erdo¨s-Re´nyi graph, each pair of vertices
form an edge with equal probability p = λ/(n − 1). We choose λ from {1, 3, 5} and n
from {500, 1000} in the simulation study. The Baraba´si-Albert graph is a more denser
graph, beginning with the Erdo¨s-Re´nyi graph of size 20 with λ = 1. New vertices are
added sequentially until the size of the graph becomes n. And we let the new vertices
form edges with m other existing vertices with the probability proportional to the number
of the neighbors of the existing vertices. Here we choose m from {1, 2, 3}. The degree
characteristics of the graphs are given in the Table 1.
The binary outcomes Y0 and Y1 are generated as follows. For each j ∈ N , we specify
Yj,0 = 1{F0(X ′jγ0) ≥ Uj,0},
where Uj,0’s follow the uniform distribution on [0, 1] and independent of the other ran-
dom variables, and F0 is the CDF of N(0, 1). The covariates Xj ’s are drawn i.i.d. from
N(1p, Ip), where 1p is the p-dimensional vector of ones. Here we set p = 5 and γ0 =
[0.1,−0.5,−0.7, 0.3, 0.1]′. Notice that the mean of Y0 is about 0.3.
For each i ∈ N , we consider a situation with irreversible state-change and specify
Yi,1 =
{
1{δ0Y i,0 +X ′iβ0 − Ui,1 > 0}, if Yi,0 = 0,
0 if Yi,0 = 1,
where Ui,1’s are i.i.d. having the CDF of N(0, 1). Here we assume the covariates are the
same for the same cross-sectional unit across the short periods (from period 0 to 1). And
we choose δ0 ∈ {1, 2} and set β0 = [1,−1,−0.1, 0.1, 0.1]′. Note that the parameter δ0,
when it takes a nonzero value, generates diffusion in our model over a given graph and
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TABLE 1. The Degree Characteristics of the Graphs and the True Diffusion
Used in the Simulation Study
E-R Graph B-A Graph
λ = 1 λ = 3 λ = 5 m = 1 m = 2 m = 3
max. deg. n = 500 6 9 13 38 58 64
n = 1000 6 10 12 34 54 83
ave. deg. n = 500 1.066 2.866 5.094 1.964 3.880 5.796
n = 1000 1.088 2.994 5.016 1.983 3.940 5.898
true D δ = 1 n = 500 0.134 0.202 0.212 0.220 0.215 0.217
n = 1000 0.136 0.212 0.222 0.212 0.216 0.218
δ = 2 n = 500 0.238 0.356 0.389 0.383 0.377 0.393
n = 1000 0.233 0.372 0.403 0.364 0.384 0.404
Notes: The tables give the network characteristics of the graph that was used for the simulation study
and the true diffusion values we generated for the inference study. The simulation study was based on a
single generation of the random graphs. The E-R graph represents Erdo¨s-Re´nyi Random Graph and the
B-A graph represents Baraba´si-Albert random graph. The results reported here were E-R graphs with
λ from {1, 3, 5} and B-A graphs with m from {1, 2, 3}. The true diffusion parameter D were computed
from 100, 000 simulations.
we explore different values of δ0 ∈ {0, 1, 2} to study the finite sample properties of our
inference.
3.2. Results
3.2.1. Finite Sample Properties with Low Dimensional Covariates. The finite sample
performance of asymptotic inference is shown in Tables 2. In Table 2, we report the
results of the empirical coverage probability and the mean length of confidence intervals
based on the standard normal distribution.
First, the finite sample coverage probability of the asymptotic inference is remarkably
stable over a wide range of networks. For example, when one uses a B-A graph with
m = 3 and n = 500, the maximum degree is 64 and average degree is 5.796, and in this
case, the empirical coverage probability is 0.927 − 0.958 depending on δ, whereas the
asymptotic inference gives 0.654− 0.950.
Second, as the sample size increases from 500 to 1000, the length of the confidence
intervals decreases substantially. This reduction is substantial across the range of graphs
considered. This result reflects the law of the large numbers that arises due to the locality
of cross-sectional dependence.
Third, as the graph becomes denser, the mean length of confidence intervals increases.
This is expected, because as the graph becomes denser, the cross-sectional dependence
becomes extensive, adding to the uncertainty of the estimators. A remarkable aspect
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TABLE 2. The Empirical Coverage Probability and the Mean Length of Con-
fidence Intervals from the Normal Distribution at 95% Nominal Level
The Empirical Coverage Probabilities
E-R Graph B-A Graph
δ λ = 1 λ = 3 λ = 5 m = 1 m = 2 m = 3
0 n = 500 0.953 0.957 0.944 0.951 0.920 0.927
n = 1000 0.950 0.941 0.950 0.955 0.947 0.958
1 n = 500 0.954 0.964 0.958 0.948 0.948 0.937
n = 1000 0.937 0.954 0.947 0.954 0.962 0.951
2 n = 500 0.958 0.967 0.957 0.963 0.952 0.951
n = 1000 0.958 0.947 0.950 0.955 0.946 0.930
The Mean-Length of Confidence Intervals
E-R Graph B-A Graph
δ λ = 1 λ = 3 λ = 5 m = 1 m = 2 m = 3
0 n = 500 0.416 0.692 0.886 0.546 0.775 0.873
n = 1000 0.296 0.494 0.638 0.403 0.531 0.654
1 n = 500 0.442 0.727 0.879 0.584 0.795 0.950
n = 1000 0.310 0.511 0.656 0.425 0.558 0.671
2 n = 500 0.454 0.714 0.918 0.645 0.838 0.930
n = 1000 0.321 0.533 0.674 0.447 0.581 0.686
Notes: All the results are based on 1000 simulations.
of the asymptotic inference is that it appears quite stable in finite samples even when
the graph becomes quite dense. We have performed experiments with denser graphs
(using Erdo¨s-Re´nyi graphs with the link formation probability equal to λ/n where λ =
1, 3, 7, 9, 15.) The results are shown in Figure 4. The finite sample performance is stable
across all ranges of graphs we have experimented with, although the confidence intervals
get longer with denser graphs as expected.
3.2.2. Finite Sample Properties with High Dimensional Covariates. In this section,
we investigate the finite sample performance of the permutation-based inference with
high dimensional covariates. We use the same model as the low dimensional case but
set the outcomes Y0 from period 0 as following a Bernoulli distribution with fixed mean
equal to 0.3 to explore the influence of the high dimensional covariates in our model.
The dimension of the covariates parameter in the outcomes Y1 from period 1 is set as
p = 500 and the number of the nonzero coefficients is the same as the low dimensional
case. More specifically, the covariates are drawn i.i.d from N(1p, Ip) and the coefficients
β = (1,−1,−1, 1, 1, 0, ..., 0), i.e., with the first five coefficients non-zero. We use LASSO
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FIGURE 4. Finite Sample Properties of Confidence Intervals: Empirical cov-
erage probabilities are at nominal level 95% and the mean length of confidence intervals
were computed using 1000 Monte Carlo simulations, using an Erdo¨s-Re´nyi random graph
generation. As the graph becomes denser, the finite sample performance of the asymptotic
inference does not deteriorates, although the length of the confidence intervals gets longer
as expected. Note that the dip in the coverage probability at λ = 5 is not due to the Monte
Carlo simulation error; it is due to the shape of the network that is used in the study in a
way that is hard to explain.
estimation with 10-fold cross validation to choose the tuning parameter in the LASSO
penalty.
The finite sample performance of the asymptotic inference is shown in Table 3. We
consider two levels of sample sizes, n = 300 and n = 500. The result shows that the
performance of the inference is good even when the graph becomes denser with many
covariates. However, as the interaction parameter δ becomes higher, the confidence in-
tervals slightly undercovers the true parameter. Also, as the graph becomes denser, and
δ becomes higher, the confidence intervals tend to be longer, although this effect is sub-
stantially alleviated when we increase the sample size from 300 to 500.
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TABLE 3. The Empirical Coverage Probability and the Mean-Length of Con-
fidence Intervals at 95% Nominal Level with High Dimensional Covariates
Coverage Probabilities
E-R Graph B-A Graph
δ λ = 3 λ = 5 m = 1 m = 3
0 n = 300 0.941 0.952 0.957 0.952
n = 500 0.951 0.965 0.956 0.962
1 n = 300 0.949 0.958 0.943 0.946
n = 500 0.952 0.935 0.947 0.941
2 n = 300 0.938 0.932 0.932 0.936
n = 500 0.955 0.930 0.937 0.934
Mean Lengths
E-R Graph B-A Graph
δ λ = 3 λ = 5 m = 1 m = 3
0 n = 300 0.519 0.660 0.429 0.744
n = 500 0.383 0.523 0.318 0.568
1 n = 300 0.572 0.716 0.460 0.826
n = 500 0.407 0.554 0.351 0.605
2 n = 300 0.579 0.759 0.485 0.890
n = 500 0.420 0.574 0.369 0.646
Notes: All the results are based on 1000 simulations.
4. Empirical Application: Diffusion of Micro-financing Deci-
sions over Social Networks
4.1. Data
We apply our inference procedure to investigate the role of the social networks in
micro-financing decisions in 43 rural villages in southern India. The data used here is
originated from the data used in Banerjee, Chandrasekhar, Duflo, and Jackson (2013).
In 2006, the social network data were collected for 75 rural villages in Karnataka, a
state in southern India. The network data were collected along 12 dimensions in terms
of visiting each other, kinship, borrowing or lending money, rice, or kerosene, giving or
exchanging advice, or going to the place of prayer together. In 2007, a microfinancing
institution, Bharatha Swamukti Samsthe (BSS), began operations in 43 of these villages,
and collected data on who joined the microfinancing program. The data contained de-
tailed information at the individual-level such as caste, village leader indicator, savings
indicator, and education, etc.
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In this study, we estimate the diffusion (with irreversible state-changes) using the
household-level data. As for covariates, we consider two different settings: a low-
dimensional setting, where we use the MLE in the estimation of the parameters; a high-
dimensional setting, where we apply the LASSO estimation in the inference. We construct
directed networks at the household level and collapse micro-financing decisions into two
periods. We record Yj,0 = 1 if and only if the j-th household decided to participate in the
micro-financing program in the first trimester, and record Yi,1 = 1 if and only if the i-th
household decided to participate in the micro-financing program after the first trimester.
Similar to Leung (2015), we obtain directed links based on the individual survey ques-
tions that collected social network data along 12 dimensions, including borrowing or
lending money, rice or kerosene, giving advice or medical help, visiting home or temple,
or naming relatives or friends. For example, from the question about whom the surveyed
individual would borrow money from, we read a directed link from the surveyed person
to the person she borrows money from.7
To study the role of the social networks on micro-financing decisions, we organize the
12 relationships into three different social network graphs. The network graphs are con-
structed as follows. For each graph, the household level adjacency matrix is constructed
from the individual data, where a node is a household. One household is linked to an-
other if any of its member is linked through the relationships indicated by the social
network. The graph GEE is defined to be the social network where two households are
linked if and only if material exchanges (borrowing/lending rice, kerosene or money) oc-
curred, and the graph GSC is defined to be the social network where two households are
linked if and only if some social activities (such as seeking advice, or going to the same
temple or church, etc.) occurred. We also consider the graph GALL which is the union of
GEE and GSC so that two households are linked if and only if any of the 12 dimensions in
the social network data (as mentioned before) occurred between the households. To dis-
entangle the spurious diffusion due to the cross-sectional dependence of the covariates,
we include some demographic covariates from the surveyed data included in Banerjee,
Chandrasekhar, Duflo, and Jackson (2013). The surveys are distributed to about half of
the individuals of each village. As a result, our sample contains 43 villages and a total
of 4,413 households after matching the surveyed households to the households data of
the social networks and micro-financing decisions. The summary statistics for the three
different networks are listed in Table 4.
7Our results overall are not sensitive to our reading of a “causal direction” from the recorded directed
graph this way. In the supplemental note, we report the results obtained using reversed graphs, which are
more or less similar to the results reported here. Therefore, it appears that while the presence of a link
between households has substantial explanatory power, the information of a particular direction plays only
a marginal role here.
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TABLE 4. Social Network Characteristics from Surveyed Data on Indian Villages
Networks Size Maximum Degree Average Degree Median Degree
GEE 4413 42 3.7689 3
GSC 4413 77 6.4154 6
GALL 4413 79 6.9368 6
Notes: The network GEE is defined based on observed material exchanges between households (such
as borrowing or lending rice, kerosene or money). The networkGSC is defined based on social activities
(such as seeking advice or going to the same temple or church). The network GALL is the union of the
two networks GEE and GSC .
We also construct household level covariates from the individual surveyed data. We
choose the same explanatory variables used in Banerjee, Chandrasekhar, Duflo, and
Jackson (2013) to control for potential homophily along household characteristics in the
study of diffusion. The demographic controls include the number of households, self-help
group participation in the village, savings participation in the village, caste composition,
and village households that are designated as leaders. Except for the number of the
households which is the same across households in the same village, all the other con-
trols are dummy variables. We construct two different sets of covariates, one from the
household heads’ covariates and the other from the household averages. We define the
first person in each household’s survey as the household head. This is because the first
person in each household’s data is often the oldest male in the household and the survey
is distributed to the household head in each village. The household average convariates
are constructed by averaging the individual covariates from the same household. For ex-
ample, if any member of a household participates self-help group(SHG)/has savings/is a
leader in the village, then the dummy of SHG/savings/leaders for the household average
equals to 1. The caste composition dummy is an indicator for minority group, which
include the scheduled caste and scheduled tribes, the relatively disadvantaged groups.
There are also other covariates in the survey we add to our analysis, including age, educ-
tion, work participation and village native indicator. All the results from using the added
covariates are reported in the supplemental note.
For a high-dimensional set-up, we extend the basic demographic controls to include the
second-order polynomials in the number of households and form interactions between all
of the demographic controls and polynomials. In the appendix, we also add the second-
order polynomials in age and then all the interactive terms of all the controls. In the end,
we extend the basic five demographic controls to 20 controls in the LASSO application.
We also experiment with extended covariates which include 57 controls.
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We apply our measure of diffusion to search for evidence that the social network plays
any role among the cross-sectional units in explaining the micro-financing decisions that
are observed over two periods. Diffusion along a social network occurs when those house-
holds which have neighboring participants (according to the social network) in the micro-
financing program in the first trimester are more likely to participate in the program in
the second trimester than those households which do not.
4.2. Results: Low Dimensional Covariates
We first report the results in the low-dimensional setting in the Table 5. We provide
three results. One result does not use any covariates. The other results use covariates to
disentangle the effect of similar characteristics among the cross-sectional units from the
phenomenon of diffusion. As for covariates, we construct household-level covariates in
two different ways: one based on the covariates of the household heads and the other
taking the within-household averages.
The results with covariates show the estimates of diffusion ranging from 0.5373 to
1.6063, depending on the networks and which kinds of covariates are included or not.
The confidence intervals and the confidence lower bounds in all the cases are significantly
away from zero at 1%. This implies that the social network we study plays a role in ex-
plaining diffusion of the micro-financing decisions over the network, even if the network
that we are using is only a proxy for a true causal network.
It is interesting that the magnitude of the diffusions are very different between GEE
and GSC . One should note, however, that the two estimates are not directly comparable,
because they are from different networks. It is possible that the diffusion over GEE is
estimated to be lower than that over GSC merely because GEE is less dense than GSC . It
is also interesting that including covariates tends to mildly reduce the diffusion estimates.
This seems to suggest that part of the diffusion estimated without using the covariates is
due to the cross-sectional dependence of covariates contributing to the spurious diffusion.
Nevertheless, the statistically significance of diffusion is generally robust to the choice
and inclusion of covariates.
4.3. Results: High Dimensional Covariates
In the Table 6, we report the results from using high-dimensional covariates. First, the
confidence intervals show similar patterns as the low-dimensional case. All the social
networks we have considered play a robust role in explaining the micro-financing deci-
sions. Second, the estimated diffusion from the household average covariates decreases
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TABLE 5. The Estimated Diffusion (D) of Micro-Financing Decisions over
Social Networks
Results without using covariates
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5992 [0.3346,0.8638] 0.3602
GSC 1.5790 [1.0478,2.1101] 1.0993
GALL 1.6063 [1.0433,2.1693] 1.0978
Results with covariates for household head
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5373 [0.2770,0.7975] 0.3022
GSC 1.4932 [0.9620,2.0245] 1.0134
GALL 1.5143 [0.9540,2.0746] 1.0083
Results with covariates for household average
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5384 [0.2714,0.8054] 0.2973
GSC 1.4901 [0.9479,2.0324] 1.0004
GALL 1.5124 [0.9395,2.0853] 0.9950
Notes: Across different data sets and different definitions of social networks, the diffusion (D) of micro-
financing decisions of households is estimated to be positive along the material exchange networks. The
covariates of household head and household average both include five basic controls: number of house-
holds in the village, dummies of self-help group participation, savings participation, caste composition,
and household leaders in the village.
more when adding more explanatory covariates compared to the MLE estimated diffu-
sion case. The results, once again, show the robustness of estimated diffusion, to the use
of an extended set of covariates.
5. Conclusion
This paper proposes a measure of diffusion of outcomes over a large network. The
measure of diffusion can be viewed as a variant of the correlation coefficient between
an outcome and the average of its causal parents to heterogeneously distributed obser-
vations. This paper shows under a suitable form of an unconfoundedness condition, this
measure can be interpreted as a weighted average spillover effect. These results are
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TABLE 6. Diffusion with High Dimensional Covariates
Including interactive covariates for household heads
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5496 [0.2876,0.8115] 0.3130
GSC 1.5100 [0.9760,2.0440] 1.0278
GALL 1.5331 [0.9689,2.0973] 1.0235
Including interactive covariates for household averages
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5269 [0.2548,0.7990] 0.2811
GSC 1.4823 [0.9349,2.0297] 0.9879
GALL 1.5028 [0.9242,2.0814] 0.9803
Notes: The covariates for the LASSO estimation add the second power terms of the number of house-
holds in the village, and the interactive terms of all the basic controls.
shown to be extended to a situation where the underlying causal graph is latent and one
obtains only a proxy graph, when a positive spillover condition and another regularity
condition are satisfied
The paper develops an inference method and establishes its asymptotic validity for an
estimation problem, despite the fact that the observations exhibit heterogeneity and a
complex form of cross-sectional dependence. Our simulation studies strongly demon-
strates the finite sample properties of the inference over a wide range of network config-
urations.
There are different directions of extensions that appear potentially promising. First, we
may explore a situation where the network is partially observed or just unobserved en-
tirely but multiple proxies are observed instead. This situation will be more realistic than
assuming an observed graph represents a causal graph. Second, the role of covariates
and a procedure to quantify possible biases caused by omitted covariates will be useful
to gauge the role of the covariates. This is left to future research.
6. Appendix
6.1. Proofs of the Identification Results
Proof of Lemma 2.1: Since Yj,0 ∈ {0, 1}, we write
Yi,1Yj,0 = Y
∗
ij(1)Yj,0, and Yi,1(1− Yj,0) = Y ∗ij(0)(1− Yj,0).
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Hence taking conditional expectations given G , and using Assumption 2.2(A)
EG [Yi,1Yj,0]/µj,0 − EG [Yi,1(1− Yj,0)]/(1− µj,0) = EG [Y ∗ij(1)− Y ∗ij(0)].
By premultiplying wj and summing both sides over i ∈ N such that ij ∈ E and then over
j ∈ N , we obtain that
D =
1
nv2
∑
j∈N
∑
i∈N :ij∈EG
CovG (Yi,1, Yj,0).
As for DI, we note that for i 6= j,
EG [Yi,1Yj,0(1− Yi,0)]
µj,0(1− µi,0) =
E[Yi,1Yj,0|Yi,0 = 0,G ]
µj,0
=
E[Yi,1Yj,0|Yj,0 = 1, Yi,0 = 0,G ]P{Yj,0 = 1|Yi,0 = 0,G }
µj,0
.
Since Yi,0 and Yj,0 are conditionally independent given G , the last term is equal to
E[Yi,1Yj,0|Yj,0 = 1, Yi,0 = 0,G ] = E[Y ∗ij,1(1)|Yj,0 = 1, Yi,0 = 0,G ] = E[Y ∗ij,1(1)|Yi,0 = 0,G ],
where the last equality uses Assumption 2.2 (B). Hence
EG [Yi,1Yj,0(1− Yi,0)]/(µj,0(1− µi,0))− EG [Yi,1(1− Yj,0)(1− Yi,0)]/((1− µj,0)(1− µi,0))
= E[Y ∗ij(1)− Y ∗ij(0)|Yi,0 = 0,G ].
However, by (2.7), we have Yi,1 = Yi,1(1− Yi,0) so that we can write
E[Y ∗ij(1)− Y ∗ij(0)|Yi,0 = 0,G ] =
1
1− µi,0
(
EG [Yi,1Yj,0]
µj,0
− EG [Yi,1(1− Yj,0)]
1− µj,0
)
=
1
µj,0(1− µj,0)CovG
(
Yi,1
1− µi,0 , Yj,0
)
.
The desired identification of DIG by C
I
G follows by applying the previous arguments, i.e.,
by premultiplying wj and summing both sides over i ∈ N such that ij ∈ EG and then
over j ∈ N . 
Proof of Lemma 2.2: We focus on showing the statement for D. The statement for DI
can be proven similarly. Define
DG =
1
n
∑
j∈N
EG◦
[ ∑
i∈N :ij∈E◦∩EG
(Y ∗ij(1)− Y ∗ij(0))
]
wj.
Then, whenever ij /∈ E◦, we have Y ∗ij(1)− Y ∗ij(0) = 0, so that we can also write
DG =
1
n
∑
j∈N
EG◦
[ ∑
i∈N :ij∈EG
(Y ∗ij(1)− Y ∗ij(0))
]
wj.
40
Let us write
D = DG +
1
n
∑
j∈N
EG◦
 ∑
i∈N :ij∈E◦\EG
(Y ∗ij(1)− Y ∗ij(0))
wj.
By the Nonnegative Spillover Condition, the last term is nonnegative. By Assumption 2.2,
we have µj,0 = EG◦ [Yj,0]. Furthermore, since Yj,0 and Yi,1 are conditionally independent
given G◦ by Assumption 2.39, we can rewrite
CG =
1
nv2
∑
i∈N
∑
j∈N :ij∈E◦∩EG
CovG◦(Yi,1, Yj,0).(6.1)
Following the same proof of Lemma 2.1, we can identify DG = CG. Thus, we obtain the
desired result. 
6.2. Estimating High Dimensional Models with Cross-Sectional Depen-
dence
6.2.1. Overview. For independent observations, various estimation methods and their
statistical properties in a high dimensional set-up are well established and known in the
literature. (See e.g. Hastie, Tibshirani, and Wainwright (2015) and Bu¨hlmann and van de
Geer (2011).) Here the observations are cross-sectionally dependent. For the purpose of
this paper, all we require regarding the estimators of γ0 and β0 is Assumption 2.6. In this
section, we show how the lower level conditions for Assumption 2.6(B) can be derived
when a basic LASSO estimation method is used to estimate γ0 and β0. For simplicity, we
focus only on estimating β0 using a LASSO method. We will simply write Yi,1 as Yi in this
appendix.
Given an array of random vectors (in R1+p), {(Yi,W ′i )}i∈N , with |N | = n, Wi ∈ Rp, and
a class of measurable functions F of the following form: F = {fβ : β ∈ Rp}, where
fβ(y, w) = τ(y, w
′β)
and τ is a given real function, we denote the conditional empirical process (given a σ-field
G ) as {νn(f ;G ) : f ∈ F}, where
νn(f ;G ) ≡ 1
n
∑
j∈N
(f(Yi,Wi)− E[f(Yi,Wi)|G ]).
Then define the following event: for a, b ≥ 0,
T (a, b) ≡
{
sup
β∈Rp:‖β−β0‖1≤a
|νn(fβ − fβ0 ;G )| ≤ b
}
.
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Now, suppose that on the event T (a, b),
‖βˆ − β0‖1 ≤ ϕn(a, b),(6.2)
for some sequence of nonstochastic functions ϕn(a, b) of a and b, where ‖a‖1 ≡
∑p
k=1 |ak|,
for a vector a = (ak)
p
k=1. Then, for any sequences an, bn such that P (T (an, bn)) → 1 as
n→∞, we have
‖βˆ − β0‖1 = OP (ϕn(an, bn)).(6.3)
Thus in order to find this convergence rate, we need to first establish the finite sample
bound (6.2) and find an, bn such that P (T (an, bn)) → 1 as n → ∞. The finite sample
inequality (6.2) is typically available in the literature for various high dimensional meth-
ods in various set-ups. The inequality does not depend on the statistical properties of the
data generating process, in particular, on the assumed cross-sectional dependence struc-
ture. Hence the only new task that arises from the cross-sectional dependence of Yi’s is
to find a good lower bound for the probability P (T (a, b)) for given constants a, b. Below
we begin with this low bound.
LetG∗ = (N,E∗) be a given undirected graph, and denoteN∗(j) ⊂ N to be the neighor-
hood of j ∈ N . For any set A ⊂ N , we use the usual notation: N∗(A) = ∪j∈AN(i) and
N
∗
(A) = N∗(A)∪A. Let G be a given σ-field. For an array of random vectors U = (Ui)i∈N
and A ⊂ N , we write UA = (Ui)i∈A. Then, we say that U = (Ui)i∈N has G∗ as a condi-
tional dependency graph given G , if for any A ⊂ N , UA is conditionally independent of
UN\N∗(A) given G . Note that under the dynamic causal graph assumption (Assumption
2.1) for (Y1, Y0) with respect to a given graph G, (Y1, Y0) has G∗ as a conditional depen-
dency graph given G , if G∗ = (N,E∗) is such that for any j1 6= j2, j1j2 ∈ E∗ if and only if
N(j1) ∩N(j2) 6= ∅, where N(i) is the in-neighborhood of i in graph G.
6.2.2. A Tail Bound for an Empirical Process under Dependency Graphs. We make
the following assumptions.
Assumption 6.1. {(Yi,Wi)}i∈N has G∗ as a conditional dependency graph given G , hav-
ing maximum degree d∗mx.
Assumption 6.2. (i) There exists L > 0 such that for all y, v, v˜ ∈ R,
|τ(y, v)− τ(y, v˜)| ≤ L|v − v˜|.
(ii) E
[
max1≤k≤p 1n
∑
i∈N W
2
ik|G
] ≤ 1, where Wik is the k-th entry of Wi.
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To see the plausibility of the Lipschitz condition in Assumption 6.2(i) in our set-up,
note that often τ has the following form:
τ(y, v) = τ˜(y, F (v)),
for some map τ˜ and F being a CDF. For example, τ˜(y, u) = y log u + (1− y) log(1− u) in
the case of MLE and τ˜(y, u) = (y−u)2 in the case of least squares estimation. Assumption
6.2(i) is satisfied if F is the CDF of a logistic distribution for the case of MLE and if F has
a bounded density for the case of least squares estimation. The constant 1 in Assumption
6.2(ii) is a normalizing constant. Replacing it by another constant does not affect the
results below, except that the constants in the bounds are altered.
The following lemma gives an exponential bound for the sup-norm of the empirical
process. It comes as a corollary from Theorem 14.5 of Bu¨hlmann and van de Geer (2011)
in combination with the arguments in the proof of Theorem 2.3 of Janson (2004).
Lemma 6.1. Suppose that Assumptions 6.1 and 6.2 hold. Then for each t, a ≥ 0,
P
{
sup
β∈Rp:‖β−β0‖1≤a
|νn(fβ − fβ0 ;G )| ≥ aLbn(t)|G
}
≤ (1 + d∗mx) exp(−t), a.e.,
where
bn(t) ≡ 8
√
2 log(2p)
n
+
√
8t
n
.(6.4)
Proof: As in the proof of Theorem 2.3 of Janson (2004), we let Nj, j = 1, ..., J form a
partition of N such that for any i1, i2 ∈ Nj, i1 6= i2, we have i1 /∈ N∗(i2). We choose such
a partition with smallest J . Then it is known that J ≤ 1 + d∗mx. We let nj ≡ |Nj| and
νn,j(f ;G ) ≡ 1
nj
∑
j∈Nj
(f(Wi)− E[f(Wi)|G ]).(6.5)
Define
Zn(a) ≡ sup
β∈Rp:‖β−β0‖1≤a
|νn(fβ − fβ0 ;G )|, and
Zn,j(a) ≡ sup
β∈Rp:‖β−β0‖1≤a
|νn,j(fβ − fβ0 ;G )|.
Now, for any c ≥ 0, we can bound
P {Zn(a) ≥ c|G } ≤ P
{
J∑
j=1
nj
n
Zn,j(a) ≥ c|G
}
≤
J∑
j=1
P
{
Zn,j(a) ≥ ncj
nj
|G
}
,
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where cj ’s are positive numbers such that
∑J
j=1 cj = c. As shown in Example 14.2 of
Bu¨hlmann and van de Geer (2011), p.503, for all j = 1, ..., J ,
P {Zn,j(a) ≥ aLbn(t)|G } ≤ exp(−t).
Let us take cj such that
ncj
nj
= aLbn(t).
Thus, we find that
J∑
j=1
P {Zn,j(a) ≥ aLbn(t)|G } ≤ (1 + d∗mx) exp(−t).
Since c =
∑J
j=1 cj = aLbn(t), we obtain the desired result. 
6.2.3. A Convergence Rate of LASSO Estimators. The LASSO estimation suggests esti-
mating β0 as follows:
βˆ = arg min
β∈Rp
1
n
∑
i∈N
τ(Yi,W
′
iβ) +
λˆ
n
‖β‖1,
where λˆ is potentially data-dependent. Define for any Borel measurable f : R1+p → R,
‖f‖2,G =
√√√√E[ 1
n
∑
i∈N
f 2(Yi,Wi)|G
]
.
For S ⊂ {1, ..., p}, let βS = (βi)j∈S. Define S0 ≡ {1 ≤ k ≤ p : β0,k 6= 0} and s = |S0|. We
make the following assumptions.
Assumption 6.3. (i) There exists a constant φ > 0 that does not depend on n such that
for any n ≥ 1 and for any β ∈ Rp such that ‖βSc0‖1 ≤ 3‖βS0‖1,
φ2 ≤ s‖fβ‖
2
2,G
‖βS0‖21
.
(ii) There exist ε > 0 and c > 0 such that for all β such that ‖β − β0‖1 ≤ ε,
1
n
∑
i∈N
E [fβ(Yi,Wi)− fβ0(Yi,Wi)|G ] ≥ c‖fβ − fβ0‖22,G , a.e.
Assumption 6.3(i) is a variant of a restricted eigenvalue condition which is used to trans-
late the ‖·‖2,G -bound of fβ to the ‖·‖1 bound of β. See Bickel, Ritov, and Tsybakov (2009)
and Belloni, Chen, Chernozhukov, and Hansen (2012) for explanations about such a con-
dition, and Bu¨hlmann and van de Geer (2011) for a weaker, related condition called the
compatibility condition. Assumption 6.3(ii) is a margin condition which shows how the
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population objective function Q(β) ≡ 1
n
∑
i∈N E[τ(Yi,W
′
iβ)|G ] is separated from Q(β0)
as we move β away from β0. This condition requires a lower bound for the strength of
the “identification” of β0 and is typically used for computing the convergence rate of an
extremum estimator.
Assumption 6.4. There exist positive sequences cn, ϕn ≥ 1 such that (1+d∗mx) exp(−cn)→
0, ϕ3/2n bn(cn)→ 0, and
P
{
8Lϕnbn(cn) ≤ λˆ
n
≤ 8Lϕ3/2n bn(cn)
}
→ 1, as n→∞,
where bn(·) as defined in (6.4), and L > 0 is the constant in Assumption 6.2.
The following result comes from Corollary 6.3 of Bu¨hlmann and van de Geer (2011)
in combination with Lemma 6.1.
Theorem 6.1. Suppose that Assumptions 6.1-6.4 hold. Then as n→∞,
‖βˆ − β0‖1 = OP
(
ϕ3/2n bn(cn)s
)
.
Thus if we choose cn in Assumption 6.4 such that cn ≈ log p and s is bounded, then we
can obtain the rate ‖βˆ−β0‖1 = OP ((log p)1/2/n1/2), an oracle rate up to a logarithm of p.
Proof: Define λU,n ≡ 8Lϕ3/2n bn(cn), and λL,n ≡ 8Lϕnbn(cn), and
λ0 ≡
Lbn(cn)λ
2
U,n
λ2L,n
.(6.6)
Let an(λ) ≡ 8λ2s/(n2λ0cφ2), and define the event
T ≡
{
sup
β∈Rp:‖β−β0‖1≤an(λU,n)
|νn(fβ − fβ0 ;G )| ≤ λ0an(λL,n)
}
.
Since λ0 = Lbn(cn)an(λU,n)/an(λL,n), by Lemma 6.1,
P (T )→ 1,(6.7)
as n→∞, by Assumption 6.4. Let
T ∗ ≡
{
sup
β∈Rp:‖β−β0‖1≤an(λˆ/n)
|νn(fβ − fβ0 ;G )| ≤ λ0an(λˆ/n)
}
.
Since P{T ⊂ T ∗} → 1 by Assumption 6.4, P (T ∗)→ 1 by (6.7).
Define
T ′ ≡ {λˆ/n ≥ 8λ0}.
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Using the quadratic margin condition in Assumption 6.3(iii) and Corollary 6.3 of Bu¨hlmann
and van de Geer (2011), p.130, on the event T ∗ ∩T ′,
‖βˆ − β0‖1 ≤ 16sλˆ
cnφ2
,(6.8)
where C > 0 is a constant that depends only on the constant C > 0 in Assumption 6.3(i)-
(iii). (Note that once we focus on the event T ∗ ∩ T ′, the same proof of Theorem 6.4 of
Bu¨hlmann and van de Geer (2011) goes through regardless of whether λˆ is stochastic or
not.) It suffices to show that P (T ′) → 1 as n → ∞. But this follows by Assumption 6.4,
since 8λ0 = λL,n by the definition in (6.6). The desired rate is obtained by bounding λˆ/n
by λU,n with probability approaching one. 
46
6.3. Notation List
Notation Description Place of Definition
ai and aˆi :
∑
j∈NG(i) εj,0 and
∑
j∈NG(i) εˆj,0 resp. (2.26)
CG : average covariance between residuals after controlling for G◦ (2.9),
C˜G : average covariance between residuals after controlling for G (2.52)
CˆG : estimated average covariance along G (2.25)
C IG (or C
I
G) : average covariances along G (or G◦) for irreversible state-changes (2.9)
D (or D) : diffusion based on graph G (or G◦). (2.4)
DI (or DI) : diffusion for irreversible state-changes, based on graph G (or G◦). (2.8)
dmx,G : maximum of the maximum in- and out-degrees of G. (2.34)
dmx,◦ : maximum in-degree of G◦.
dav,G : maximum of the average in- and out-degrees of G. (2.34)
EG (or E◦) : the set of (directed) edges of graph G (or G◦).
E
∗ : ij ∈ E∗ if and only if N(i) ∩N(j) 6= ∅.
E
∗
G : ij ∈ E∗G if and only if NG(i) ∩NG(j) 6= ∅.
ei,1 (or eˆi,1) : εi,1/(1− µi,0) (or εˆi,1/(1− µˆi,0))
εi,1 and εˆi,1 : Yi,1 − µi,1 and Yi,1 − µˆi,1, resp.
εj,0 and εˆj,0 : Yj,0 − µj,0 and Yj,0 − µˆj,0, resp. (2.26)
G : a proxy directed graph observed by the econometrician.
G◦ : the true latent dynamic causal graph.
G : the σ-field generated by (X,G).
G◦ : the σ-field generated by (X,G,G◦).
g0 and g1 : link functions used for conditional mean specifications. Assumption 2.4.
Lˆ1−α,G : a confidence lower bound for D (2.47)
LˆI1−α,G : a confidence lower bound for D
I (2.48)
µj,0 and µi,1 : EG [Yj,0] and EG [Yi,1], resp.
µˆi,1 and µˆj,0 : estimated µi,1 and µj,0 Section 2.7.1
N(i) : NG(i) ∪N◦(i) (2.54)
N(i) : N(i) ∪ {i} (2.54)
NG(i) : {j ∈ N : ij ∈ EG}, i.e, the in-neighborhood of i in G
NG(i) : NG(i) ∪ {i}, i.e, the in-neighborhood of i in G inclusive of i
NOG (j) : {i ∈ N : ij ∈ EG}, i.e, the out-neighborhood of j in G
N◦(i) : {j ∈ N : ij ∈ E◦}, i.e, the in-neighborhood of i in G◦
N◦(i) : N◦(i) ∪ {i}, i.e, the in-neighborhood of i in G◦ inclusive of i
ωn : the rate appears as the rate for coefficient estimators See (2.35)
ψi (or ψˆi) : EG [qi] (or its estimated version) (2.29)
ψIi (or ψˆ
I
i) : EG [q
I
i] (or its estimated version) (2.29)
qi (or qIi) : εi,1ai − ε2i,0CG (or ei,1ai − ε2i,0C IG)
qˆi (or qˆIi) : εˆi,1aˆi − εˆ2i,0CˆG (or eˆi,1aˆi − εˆ2i,0C IG) (2.28), (2.33)
ρn,G :
√
nω2nd
3
mx,G
√
log p. (2.37)
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Notation Description Place of Definition
σ◦ : a population version of the scale normalizer used for t-statistic (2.57)
σG : a population version of the scale normalizer used for t-statistic (2.57)
σG,◦ : a population version of the scale normalizer used for t-statistic (2.57)
σˆG : the scale normalizer used for t-statistic (2.30)
σˆG,+ : the transformation of σˆG to ensure positivity (2.31)
v2 : 1n
∑
i∈N VarG◦(Yj,0).
vˆ2 : 1n
∑
i∈N εˆ
2
i,0.
wj : weight given to unit j in defining diffusion (2.5)
Y i,0 : the in-neighborhood average of Yj,0’s for unit i. (2.19)
Y ∗ij(d) : counterfactual outcome with fixing Yj,0 = d. (2.3)
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SUPPLEMENTAL NOTE TO “MEASURING DIFFUSION OVER A
LARGE NETWORK”
Xiaoqi He and Kyungchul Song
Central University of Finance and Economics and University of British Columbia
A. Introduction
This note is a supplemental note to our paper titled “Measuring Diffusion over a Large
Network”. Section B contains mathematical proofs of the main results of the paper. Sec-
tion B.1 introduces notation that is frequently used throughout the supplemental note.
Section B.2 collects various preliminary results that are used later multiple times. Sec-
tion B.3 proves auxiliary results used to deal with the estimation error of µˆj,0 and µˆi,1. In
Section B.4, we prove the asymptotic linear representation:
√
n(CˆG − CG) = 1
v2
√
n
∑
i∈N
(qi − EG [qi]) + oP (1).
The main message in the asymptotic linear presentation is that the estimation errors of βˆ
and γˆ do not leave their first order mark in the asymptotic linear representation. Section
B.5 proves the asymptotic normality of the
√
nCˆG, using the CLT in Lee and Song (2018).
(For the case of dependency graphs, their CLT is a modified version of the CLT in Penrose
(2003).) Section B.6 deals with the variance estimators. Section B.7 presents the proof
of Theorems 2.1 and 2.2. Section C reports further empirical results for robustness check.
B. Proofs of the Main Results
B.1. Notation
For all the lemmas introduced and proved in this section (except for the generic Lemma
B.4 below), we assume that the conditions of Theorem 2.2 hold, except for Assumptions
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2.3 and 2.8. Hence when G = G◦, the conditions of Theorem 2.1 hold as well. This way
we produce auxiliary lemmas to be used for proving both theorems.
Define a graph G∗ = (N,E∗), where for i1 6= i2, i1i2 ∈ E∗ if and only if N(i1) ∩N(i2) 6=
∅, and let E∗ = E∗ ∪ {ii : i ∈ N}. (Recall the definition of N(i) in (2.54).) Then
G∗ = (N,E∗) contains G = (N,EG) as a subgraph. By definition, we have
d∗mx = O(d
2
mx), and d
∗
av = O(dmxdav).(B.1)
Also, recall the fact that (from (2.34))
|EG| ≤
∑
j∈N
dG(j) = ndav,G,
which is frequently used throughout the proofs. Recall that given the proxy graph G, we
define
NG(i) = {j ∈ N : ij ∈ EG}, and NG(i) = NG(i) ∪ {i}.(B.2)
We also define a graph G˜∗ = (N,E∗G), where for i1 6= i2, i1i2 ∈ E∗G if and only if NG(i1) ∩
NG(i2) 6= ∅, and let E∗G = E∗G ∪ {ii : i ∈ N}.
Throughout the proofs, notation C represents a positive constant that does not depend
on n. Constant C may take different values in different places.
B.2. Preliminary Results
Lemma B.1. (i)
VarG◦
(
1√
n
∑
i∈N
ai
)
= OP
(
davd
2
mx
)
.(B.3)
(ii)
VarG◦
(
1√
n
∑
i∈N
εi,1ai
)
= OP
(
davd
3
mx
)
.(B.4)
Proof: (i) We write
VarG◦
(
1√
n
∑
i∈N
ai
)
=
1
n
∑
i1i2∈E∗G
∑
j1∈NG(i1),j2∈NG(i2)
EG◦ [εj1,0εj2,0]
=
1
n
∑
i1i2∈E∗G
∑
j∈NG(i1)∩NG(i2)
EG◦ [ε
2
j,0].
52
The equalities follow because EG◦ [Yj,0] = µj,0 and Yj,0’s are conditionally independent
across j’s given G◦ by Assumption 2.1. The last term is OP (davd2mx), delivering the desired
rate through (B.1).
(ii) Whenever i1i2 /∈ E∗, we have
CovG◦(εj1,0εi1,1, εj2,0εi2,1) = 0,(B.5)
by Assumption 2.1. We write
VarG◦
(
1√
n
∑
i∈N
εi,1ai
)
=
1
n
∑
i1i2∈E∗
∑
j1∈NG(i1),j2∈NG(i2)
CovG◦(εj1,0εi1,1, εj2,0εi2,1).
Since the conditional covariance is bounded by 1, the last term is OP (d∗avd
2
mx) similarly
as before. 
Recall the definition:
C˜G =
1
nv2
∑
i∈N
EG◦(εi,1ai).(B.6)
Lemma B.2. There exists C > 0 such that for all n ≥ 1, |C˜G| ≤ Cdav.
Proof: For some constants C ′ and C ′′,
|C˜G| =
∣∣∣∣∣ 1nv2 ∑
i∈N
EG◦ [εi,1ai]
∣∣∣∣∣ ≤ C ′nv2 ∑
i∈N
∑
j∈NG(i)
1 ≤ C ′′dav.(B.7)

Lemma B.3.
VarG◦
(
1√
n
∑
i∈N
qi
)
= OP
(
d3mxdav
)
.
Proof: Note that for some constant C > 0,
VarG◦
(
1√
n
∑
i∈N
qi
)
≤ 2VarG◦
(
1√
n
∑
i∈N
εi,1ai
)
+ 2Cd2avVarG◦
(
1√
n
∑
i∈N
ε2i,0
)
.
The desired result follows by Lemmas B.1 and B.2, and the assumption that εi,0’s are
conditionally independent given G . 
B.3. Auxiliary Results for Estimation Errors
Lemma B.4. Suppose that {ξi,n}i∈N is a triangular array of random vectors such that
E[ξi,n] = 0, ξi,n = (ξik,n)
p
k=1 ∈ Rp and {ξi,n}i∈N has an undirected graph G∗ = (N,E∗)
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as a dependency graph. Then,
E
(
max
1≤k≤p
∣∣∣∣∣∑
i∈N
ξik,n
∣∣∣∣∣
)2
≤ (d∗mx + 1)2Mp
∑
i∈N
E
(
max
1≤k≤p
|ξik,n|
)2
,
where Mp ≡ max{3, 2e log(p)− e} and d∗mx denotes the maximum degree of G∗, i.e., d∗mx =
maxi∈N |N∗(i)| with N∗(i) denoting the neighborhood of i in G∗.
Proof: As in the proof of Lemma 6.1, we let Nj, j = 1, ..., J form a partition of N such
that for any i1, i2 ∈ Nj such that i1 6= i2, we have i1i2 /∈ E∗ and J ≤ 1 + d∗mx. We writeE(max
1≤k≤p
∣∣∣∣∣∑
i∈N
ξik,n
∣∣∣∣∣
)21/2 ≤ J∑
j=1
E
max
1≤k≤p
∣∣∣∣∣∣
∑
i∈Nj
ξik,n
∣∣∣∣∣∣
21/2
by Minkowski’s inequality. By Theorem 2.2 of Du¨mbgen, van de Geer, Veraar, and Wellner
(2010), it follows that
E
max
1≤k≤p
∣∣∣∣∣∣
∑
i∈Nj
ξik,n
∣∣∣∣∣∣
2 ≤ Mp∑
i∈Nj
E
(
max
1≤k≤p
|ξik,n|
)2
≤ Mp
∑
i∈N
E
(
max
1≤k≤p
|ξik,n|
)2
,
delivering the desired result. 
Let F be a collection of R-valued Borel measurable functions on Rd. For any f ∈ F ,
we define for any random vector Zk ∈ Rd,
‖f‖G◦,2 = EG◦ [f 2(Zk)].
We let N[](ε,F , ‖ · ‖G◦,2) denote the bracketing entroy for class F with respect to ‖ · ‖G◦,2,
i.e., the smallest number, say, m, of brackets {[`j, uj]}mj=1 such that for all f ∈ F , there
exists a bracket [`j, uj] satisfying EG◦ [(`j(Zk)− uj(Zk))2] ≤ ε2.
Let Γ be the parameter space for γ0. With u˜i,r = (uj,r)j∈N(i), uj,r ∈ R, we define
gi,1(u˜i,r; γ) =
 1
d(i)
∑
j∈N(i)
1{F0(X ′iγ) ≥ uj,r}
 ,
and gi,2(u˜i,r; γ) = δ1,0gi,1(u˜i,r; γ) + δ2,01{F0(X ′iγ) ≥ ui,r}+X ′iβ0. Then we define
fi(u˜i,r; γ) = F
(1)
1 (gi,2(u˜i,r; γ0)) gi,1(u˜i,r; γ).(B.8)
Let U˜i,r = (Uj,r)j∈N(i), where Uj,r ’s are i.i.d. draws from uniform distribution on [0, 1] used
to construct µˆj,0. For each i = 1, ..., n, U˜i,r ’s are i.i.d. across r = 1, ..., R, and independent
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of G or ai’s. Define
Fi = {fi(·; γ) : γ ∈ Γ} .
Lemma B.5. There exists C > 0 such that for all i ∈ N ,
N[](ε,Fi, ‖ · ‖G◦,2) ≤ Cε−2pγ .
Proof : By Assumption 2.6, and using the fact that U˜i,r ’s are independent of G , we find
that there exists C > 0 such that for any γ˜ ∈ Γ, ε > 0 and any i ∈ N ,
EG◦
[
sup
γ∈Γ:‖γ−γ˜‖≤ε
∣∣∣fi(U˜i,r; γ)− fi(U˜i,r; γ˜)∣∣∣2] ≤ Cε.
From the proof of Theorem 3 of Chen, Linton, and Van Keilegom (2003), we find that for
some constant C > 0 and for all i ∈ N ,
N[](ε,Fi, ‖ · ‖G◦,2) ≤ CN(Cε2,Γ, ‖ · ‖),
where N(Cε2,Γ, ‖ · ‖) denotes the ε-covering number for Γ with respect to ‖ · ‖. Since Γ
is compact, the last bound is bounded by a constant multiple of ε−2pγ .  ,
Lemma B.6. For 1 ≤ λ ≤ 4,
1
n
∑
j∈N
|εˆj,0 − εj,0|λ = OP
(
ωλn
)
,(B.9)
1
n
∑
i∈N
|εˆi,1 − εi,1|λ = OP
(
ωλn
)
, and
1
n
∑
i∈N
∑
j∈NG(i)
(εˆj,0 − εj,0)2 = OP
(
ω2n
√
dmxdav
)
.
Proof : As for the first statement, we have
1
n
∑
j∈N
|µˆj,0 − µj,0|λ ≤ C
n
∑
j∈N
max
1≤k≤p
|Xjk|λ‖γˆ − γ0‖λ1(B.10)
+
C
n
∑
j∈N
max
1≤k≤p
|Xjk|2λ‖γˆ − γ0‖2λ1 .
The sum on the right hand side is equal to OP (ωλn + ω
2λ
n ) = OP (ω
λ
n), because ωn → 0 as
n → ∞. The proof of the second statement is the same. As for the third statement, note
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that
1
n
∑
i∈N
∑
j∈NG(i)
(µˆj,0 − µj,0)2 ≤ 1
n
∑
j∈N
|NOG (j)|(µˆj,0 − µj,0)2
≤
√
1
n
∑
j∈N
|NOG (j)|(µˆj,0 − µj,0)4
√
1
n
∑
j∈N
|NOG (j)|
≤ OP
(√
dmxdav
)√ 1
n
∑
j∈N
(µˆj,0 − µj,0)4.
By the previous result, the last term is equal to OP (ω2n
√
dmxdav). The proof of the last
statement is similar. 
Lemma B.7.
1√
n
∑
j∈N
εj,0 {µˆj,0 − µj,0} = OP
(
ωn
√
log p+
√
nω2n
)
.
Proof: Let F (1)0 and F
(2)
0 be the first and second derivatives of F0. We write
1√
n
∑
j∈N
εj,0(µˆj,0 − µj,0) = A1n + A2n,
where
A1n ≡ 1√
n
∑
j∈N
F
(1)
0 (X
′
jγ0)X
′
j(γˆ − γ0)εj,0
A2n ≡ 1
2
√
n
∑
j∈N
F
(2)
0 (X
′
jγ
∗)(X ′j(γˆ − γ0))2εj,0,
and γ∗ is a point on the line segment between γˆ and γ0. Let us consider A1n. We write its
absolute value as
p∑
k=1
|γˆk − γk,0||ξnk| ≤ ‖γˆ − γ0‖1 max
1≤k≤p
|ξnk|,
where
ξnk =
1√
n
∑
j∈N
εj,0rjk,
and rjk = F
(1)
0 (X
′
jγ0)Xjk, and γk,0 is the k-th entry of γ0. Now, by Lemma B.4 (taking G
∗
as an empty graph there since εj,0’s are conditionally independent across j’s given G )
EG
(
max
1≤k≤p
|ξnk|
)2
≤ maxj∈N EG [ε
2
j,0]Mp
n
∑
j∈N
max
1≤k≤p
r2jk.
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Since g(1) is bounded,
1
n
∑
j∈N
max
1≤k≤p
r2jk = OP (x
2
n).(B.11)
Therefore,
A1n = OP (ωn
√
log p).
Let us turn to A2n. We bound it by
C√
n
∑
j∈N
(
p∑
k=1
Xjk(γˆk − γk,0)
)2
|εj,0| ≤ C√
n
∑
j∈N
max
1≤k≤p
X2jk|εj,0|
(
p∑
k=1
|γˆk − γk,0|
)2
≤ ‖γˆ − γ0‖21 ×
C√
n
∑
j∈N
max
1≤k≤p
X2jk|εj,0|.
Thus, we conclude that A2n = OP (
√
nω2n). Combining the results for A1n and A2n, we
obtain the desired result. 
Lemma B.8.
1√
n
∑
i∈N
εi,1 {aˆi − ai} = OP
(
ωnd
3
mx
√
log p+
√
nω2ndmx
)
.
Proof: We write
1√
n
∑
i∈N
∑
j∈NG(i)
(µˆj,0 − µj,0)εi,1 = A1n + A2n,
where
A1n ≡ 1√
n
∑
i∈N
∑
j∈NG(i)
F
(1)
0 (X
′
jγ0)X
′
j(γˆ − γ0)εi,1
A2n ≡ 1
2
√
n
∑
i∈N
∑
j∈NG(i)
F
(2)
0 (X
′
jγ
∗)(X ′j(γˆ − γ0))2εi,1,
and γ∗ is a point on the line segment between γˆ and γ0. Let us consider A1n. We bound
|A1n| by
p∑
k=1
|γˆk − γk,0||ξ′nk| ≤ ‖γˆ − γ0‖1 max
1≤k≤p
|ξ′nk|,
where
ξ′nk =
1√
n
∑
i∈N
εi,1r
′
ik, and r
′
ik =
∑
j∈NG(i)
F
(1)
0 (X
′
jγ0)Xjk.(B.12)
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By Lemma B.4,
EG◦
(
max
1≤k≤p
|ξ′nk|
)2
≤ Mp(1 + d2mx)2
1
n
∑
i∈N
EG◦
(
max
1≤k≤p
|εi,1r′ik|
)2
(B.13)
≤ CdmxMp(1 + d2mx)2
1
n
∑
i∈N
∑
j∈NG(i)
max
1≤k≤p
|Xjk|2
≤ CdmxMp(1 + d2mx)2
1
n
∑
j∈N
|NOG (j)| max
1≤k≤p
|Xjk|2
≤ Cd2mxMp(1 + d2mx)2
1
n
∑
j∈N
max
1≤k≤p
|Xjk|2.
Therefore,
A1n = OP (ωnd
3
mx
√
log p).
Let us turn to A2n. We bound it by
C√
n
∑
i∈N
∑
j∈NG(i)
(
p∑
k=1
Xjk(γˆk − γk,0)
)2
|εi,1|.
Following the same arguments in the proof of Lemma B.7, we conclude that
A2n = OP (
√
nω2ndmx).(B.14)
Combining the results for A1n and A2n, we obtain the desired result. 
Define
yi,0,r(γ) = 1{F0(X ′iγ) ≥ Ui,r}, and yi,0,r(γ) =
1
dG(i)
∑
j∈NG(i)
yi,0,r(γ).
Thus, we have Y i,0,r = yi,0,r(γˆ) and Yi,0,r = yi,0,r(γˆ). Define
hi,r,A(γ) = φi,ryi,0,r(γ), and
hi,r,B(γ) = φi,ryi,0,r(γ),
where
φi,r = F
(1)
1
(
δ1,0yi,0,r(γ0) + δ2,0yi,0,r(γ0) +X
′
iβ0
)
,
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and F (1)1 is the first order derivative of F1. The assumption below is a high level condition
used to deal with the estimation errors in µˆj,0 and µˆi,1. Let
Ψi,A,R(γ) ≡ 1
R
R∑
r=1
(hi,r,A(γ)− hi,r,A(γ0)), and(B.15)
Ψi,B,R(γ) ≡ 1
R
R∑
r=1
(hi,r,B(γ)− hi,r,B(γ0)).
Lemma B.9. For any κ > 0, and for Ψi,R(·) = Ψi,A,R(·) or Ψi,R(·) = Ψi,B,R(·),
E
[
sup
γ∈Γ:‖γ−γ0‖≤κ
∣∣∣∣∣ 1√n∑
i∈N
(Ψi,R(γ)− EG◦ [Ψi,R(γ)]) ai
∣∣∣∣∣
]
≤ Cκ
√
npγ√
R
,
where the supremum is over γ in the parameter space such that ‖γ − γ0‖ ≤ κ.
Proof: We consider the case of Ψi,R(·) = Ψi,A,R(·) only. The case with Ψi,R(·) = Ψi,B,R(·)
can be dealt with similarly.
For u˜i,r = (uj,r)j∈N(i), recall the definition of fi(u˜i,r; γ) in (B.8). Let U˜i,r = (Uj,r)j∈N(i).
For each i = 1, ..., n, U˜i,r ’s are i.i.d. across r = 1, ..., R, and independent of G or ai’s.
Define for any κ > 0,
Fi(κ) = {fi(·; γ)− fi(·; γ0) : γ ∈ Γ, ‖γ − γ0‖ ≤ κ} .
By Theorem A.2 of van der Vaart (1996), there exists C > 0 such that for each i ∈ N ,
EG◦
[
sup
γ∈Γ:‖γ−γ0‖≤κ
∣∣∣√R (Ψi,R(γ)− EG◦ [Ψi,R(γ)])∣∣∣
]
(B.16)
≤ C
∫ 1
0
√
1 + logN[](ε‖Fi(κ)‖G◦,2,Fi(κ), ‖ · ‖G◦,2)dε‖Fi(κ)‖G◦,2,
for some C > 0, where Fi(κ) is an envelope of Fi(κ). As seen in the proof of Lemma B.5,
it is not hard to see that
EG◦
[
sup
γ∈Γ:‖γ−γ0‖≤κ
|fi(U˜i,r; γ)− fi(U˜i,r; γ0)|2
]
≤ Cκ,
for some C > 0. This means that we can take the envelope Fi(κ) to be such that
‖Fi(κ)‖G◦,2 ≤ Cκ. Combined with Lemma B.5, we find that the bound in (B.16) is
bounded by Cκ for some constant C > 0. From this, we conclude that
EG◦
[
sup
γ∈Γ:‖γ−γ0‖≤κ
∣∣∣∣∣ 1√n∑
i∈N
(Ψi,R(γ)− EG◦ [Ψi,R(γ)]) ai
∣∣∣∣∣
]
≤ Cκ
√
npγ√
R
.(B.17)
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
Let
Ψ˜i,A,R(γ) = EG◦ [Ψi,A,R(γ)], and Ψ˜i,B,R(γ) = EG◦ [Ψi,B,R(γ)].
Lemma B.10. (i)
1√
n
∑
i∈N
(Ψ˜i,A,R(γˆ)− Ψ˜i,A,R(γ0))ai = OP
(
ωnd
3
mx
√
log p+
√
nω2ndmx
)
.
(ii)
1√
n
∑
i∈N
(Ψ˜i,B,R(γˆ)− Ψ˜i,B,R(γ0))ai = OP
(
ωnd
3
mx
√
log p+
√
nω2ndmx
)
.
Proof: We prove only (i). The proof of (ii) is similar and omitted. We write
1√
n
∑
i∈N
(Ψ˜i,A,R(γˆ)− Ψ˜(1)i,R(γ0))ai =
1√
n
∑
i∈N
Ψ˜
(1)
i,A,R(γˆ)(X
′
i(γˆ − γ0))ai(B.18)
+
1√
n
∑
i∈N
Ψ˜
(2)
i,A,R(γ
∗)(X ′i(γˆ − γ0))2ai,
where γ∗ is a point in the line segment between γˆ and γ0, and Ψ˜
(1)
i,A,R and Ψ˜
(2)
i,A,R are first
order and second order derivatives of Ψ˜i,A,R. Note that Ψ˜i,A,R(γ) is bounded by a constant
C uniformly over i ∈ N and γ ∈ Γ, and conditionally independent of ai’s given G . We
can deal with the two terms precisely in the same way we proved Lemma B.8. Details are
omitted. 
Lemma B.11.
1√
n
∑
i∈N
(µˆi,1 − µi,1)ai = OP
(
ωnd
3
mx
√
log p+
√
nω2ndmx
)
.
Proof: Define
B
(1)
i (δ, β) =
1
R
R∑
r=1
F
(1)
1 (δ1Y i,0,r + δ2Yi,0,r +X
′
iβ), and
B
(2)
i (δ, β) =
1
R
R∑
r=1
F
(2)
1 (δ1Y i,0,r + δ2Yi,0,r +X
′
iβ),
where F (1)1 is the first order derivative of F1 and F
(2)
1 the second order derivative of F1.
Then we write
1√
n
∑
i∈N
(µˆi,1 − µi,1)ai = A′1n + A′2n + A′3n + A′4n,
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where
A′1n ≡
1√
n
∑
i∈N
B
(1)
i (δ0, β0)
1
R
R∑
r=1
((δˆ1 − δ1,0)Y i,0,r + (δˆ2 − δ2,0)Yi,0,r)ai,
A′2n ≡
1√
n
∑
i∈N
B
(1)
i (δ0, β0)X
′
i(βˆ − β0)ai,
A′3n ≡
1
2
√
n
∑
i∈N
B
(2)
i (δ
∗, β∗)
1
R
R∑
r=1
((δˆ1 − δ1,0)Y i,0,r + (δˆ2 − δ2,0)Yi,0,r)2ai, and
A′4n ≡
1
2
√
n
∑
i∈N
B
(2)
i (δ
∗, β∗)(X ′i(βˆ − β0))2ai
and δ∗ and β∗ are a point on the line segment between δˆ and δ0 and βˆ and β0 respectively.
Let us deal with A′1n. Let A
′′
1n be the same as A
′
1n except that γˆ is replaced by γ0. We
first write
A′1n − A′′1n = (δˆ1 − δ1,0)A′1n,1(γˆ) + (δˆ2 − δ2,0)A′1n,2(γˆ),(B.19)
where
A′1n,1(γ) =
1√
n
∑
i∈N
Ψi,A,R(γ)ai, and(B.20)
A′1n,2(γ) =
1√
n
∑
i∈N
Ψi,B,R(γ)ai.
We deal with A′1n,1(γˆ) first. We write
A′1n,1(γˆ) =
1√
n
∑
i∈N
(
Ψi,A,R(γˆ)− Ψ˜i,A,R(γˆ)
)
ai +
1√
n
∑
i∈N
Ψ˜i,A,R(γˆ)ai,(B.21)
where we recall the definition Ψ˜i,A,R(γ) = EG [Ψi,A,R(γ)]. Define an event for each M > 0,
Qn(M) =
{
‖γˆ − γ0‖ ≤ Mωn
xn
}
.(B.22)
Then observe that
EG◦
[
1Qn(M)
∣∣∣∣∣ 1√n∑
i∈N
(
Ψi,A,R(γˆ)− Ψ˜i,A,R(γˆ)
)
ai
∣∣∣∣∣
]
(B.23)
≤ EG◦
[
1Qn(M) sup
γ∈Γ:‖γ−γ0‖≤Mωn/xn
∣∣∣∣∣ 1√n∑
i∈N
(
Ψi,A,R(γˆ)− Ψ˜i,A,R(γˆ)
)
ai
∣∣∣∣∣
]
≤ CMωn
xn
,
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by Lemma B.9. Since PQn(M) → 1 as n → ∞ and M → ∞ by Assumption 2.6, we find
that
1√
n
∑
i∈N
(
Ψi,A,R(γˆ)− Ψ˜i,A,R(γˆ)
)
ai = OP
(
ωn
xn
)
.(B.24)
As for the last term in (B.21), by Lemma B.10, we have
1√
n
∑
i∈N
Ψ˜i,A,R(γˆ)ai = OP
(
ωnd
3
mx
√
log p+
√
nω2ndmx
)
.
Since ωn/xn = O(
√
nω2ndmx), we conclude that
(δˆ1 − δ1,0)A′1n,1(γˆ) = OP
(
ω2nd
3
mx
√
log p+
√
nω3ndmx
)
,
using Assumption 2.6. Dealing with the last term in (B.19) similarly, we obtain that
A′1n − A′′1n = OP
(
ω2nd
3
mx
√
log p+
√
nω3ndmx
)
.(B.25)
Now, let us analyze A′′1n. We write
A′′1n = (δˆ1 − δ1,0)
1√
n
∑
i∈N
(
1
R
R∑
r=1
hi,r,A(γ0)
)
ai(B.26)
+(δˆ2 − δ2,0) 1√
n
∑
i∈N
(
1
R
R∑
r=1
hi,r,B(γ0)
)
ai.
Conditional on G◦, (hi,r,A(γ0))i,r is independent of (ai)i∈N . Furthermore, there exists con-
stant C > 0 that does not depend on n such that |hi,r,A(γ0)| ≤ C for all i = 1, ..., n and
r = 1, ..., R. Therefore, by the same proof of Lemma B.1, we find that
1√
n
∑
i∈N
(
1
R
R∑
r=1
hi,r,A(γ0)
)
ai = OP (d
1/2
av dmx).(B.27)
Dealing with the second term in (B.26) similarly, we find that
A′′1n = OP (ωnd
1/2
av dmx).(B.28)
Combined with (B.25), we conclude that
A′1n = OP (ωnd
1/2
av dmx +
√
nω3ndmx).(B.29)
Let us turn to A′2n. We first write A
′
2n as
p∑
k=1
(βˆk − βk,0)ξ′nk ≤ ‖βˆ − β0‖1 max
1≤k≤p
|ξ′nk|
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where
ξ′nk =
1√
n
∑
i∈N
r′ikai,
and r′ik ≡ B(1)i (δ0, β0)Xik and βk,0 is the k-th entry of β0. Note that {ai}i∈N has G∗ as a
conditional dependency graph given G . Thus, we apply Lemma B.4 to deduce that
EG◦
(
max
1≤k≤p
|ξ′nk|
)2
≤ Mp(1 + d
∗
mx)
2
n
∑
i∈N
max
1≤k≤p
(r′ik)
2EG◦ [a
2
i ].
Note that
max
i∈N
EG◦ [a
2
i ] = max
i∈N
∑
j1∈NG(i)
∑
j2∈NG(i)
EG◦ [εj1,0εj2,0] ≤ Cd2mx,G.(B.30)
Therefore,
A′2n = OP
(
ωnd
3
mx
√
log p
)
.
Let us turn to A′4n first. We bound it by
C√
n
∑
i∈N
(
p∑
k=1
Xik(γˆk − γk,0)
)2
|ai| ≤ ‖γˆ − γ0‖21 ×
C√
n
∑
i∈N
max
1≤k≤p
X2ik|ai|.
Hence by (B.30),
A′4n = OP
(√
nω2ndmx
)
.
Dealing with A′3n similarly, we also obtain that
A′3n = OP
(√
nω2nd
2
mx
)
.(B.31)
The gives the desired result of the lemma. 
Lemma B.12.
√
nv2
(
1
vˆ2
− 1
v2
)
= − 1
v2
√
n
∑
j∈N
(ε2j,0 − EG◦ [ε2j,0])
+ OP
(
ωn
√
log p+
√
nω2n
)
.
Proof: Note that EG◦ [ε2j,0] = EG [ε
2
j,0]. Write
√
n
(
vˆ2 − v2)− 1√
n
∑
j∈N
(ε2j,0 − EG◦ [ε2j,0])
=
2√
n
∑
j∈N
(µj,0 − µˆj,0)εj,0 + 1√
n
∑
j∈N
(µj,0 − µˆj,0)2.
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In the light of Lemmas B.6 and B.7, the leading term on the right hand side dominates
the second term asymptotically by Assumption 2.6(B-ii) so that the sum becomes
OP
(
ωn
√
log p+
√
nω2n
)
= oP (1).
Furthermore, observe that
1√
n
∑
j∈N
(ε2j,0 − EG◦ [ε2j,0]) = OP (1),(B.32)
because εj,0’s are conditionally independent given G◦. Hence
√
n
(
vˆ2 − v2) = OP (1).
By the mean-value expansion,
√
nv2
(
1
vˆ2
− 1
v2
)
= −
√
n (vˆ2 − v2)
v2 + op(1)
= − 1
v2
√
n
∑
j∈N
(ε2j,0 − EG◦ [ε2j,0]) +OP
(
ωn
√
log p+
√
nω2n
)
.

Lemma B.13.
√
nv2
(
1
vˆ2
− 1
v2
)
= OP (1) .
Proof: The result follows by Lemma B.12 and (B.32). 
For notational brevity, let us recall the sequence:
ρn ≡
√
nω2nd
3
mx
√
log p.
Under the assumptions of Theorem 2.1, we have ρn = oP (1).
Lemma B.14.
1√
n
∑
i∈N
{εˆi,1aˆi − εi,1ai} = OP (ρn) .
Proof: First, we write
1√
n
∑
i∈N
{εˆi,1aˆi − εi,1ai}(B.33)
=
1√
n
∑
i∈N
εi,1{aˆi − ai}+ 1√
n
∑
i∈N
{εˆi,1 − εi,1}ai
+
1√
n
∑
i∈N
{εˆi,1 − εi,1}{aˆi − ai}.
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The last term is written as
1√
n
∑
i∈N
{εˆi,1 − εi,1}
∑
j∈NG(i)
{εˆj,0 − εj,0},
which is bounded by
√
n
 1
n
∑
i∈N
∑
j∈NG(i)
(εˆi,1 − εi,1)2
1/2 1
n
∑
i∈N
∑
j∈NG(i)
(εˆj,0 − εj,0)2
1/2 .
By Lemma B.6, the last term is equal to OP (
√
nω2nd
1/2
mx(dmxdav)
1/4). By Lemma B.8, the
leading term on the right hand side of (B.33) is OP (ρn), and, by Lemma B.11, the second
term is OP (ρn). 
B.4. Asymptotic Linear Representation
Lemma B.15.
√
n{CˆG − C˜G} = 1
v2
√
n
∑
i∈N
(qi − EG◦ [qi]) +OP (ρn) .
Proof : We first write
√
n{CˆG − C˜G} = 1√
n
∑
i∈N
{
εˆi,1aˆi
vˆ2
− εi,1ai
v2
}
(B.34)
+
1√
n
∑
i∈N
{εi,1ai
v2
− EG◦
[εi,1ai
v2
]}
.
We focus on the leading term. We write
1√
n
∑
i∈N
{
εˆi,1aˆi
vˆ2
− εi,1ai
v2
}
=
1
v2
√
n
∑
i∈N
{εˆi,1aˆi − εi,1ai}+R,(B.35)
where
R ≡ √nv2
{
1
vˆ2
− 1
v2
}
1
v2n
∑
i∈N
εˆi,1aˆi.
The rate of convergence for the leading term in (B.35) comes from Lemma B.14. Let us
turn to R. Note that
√
nv2
{
1
vˆ2
− 1
v2
}
= OP (1)(B.36)
by Lemma B.13. Therefore, by Lemma B.14,{
1
vˆ2
− 1
v2
}
1√
n
∑
i∈N
(εˆi,1aˆi − εi,1ai) = OP
(
ρn√
n
)
.
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We also note that{
1
vˆ2
− 1
v2
}
1√
n
∑
i∈N
(εi,1ai − EG◦ [εi,1ai]) = OP
(
d
1/2
av d
3/2
mx√
n
)
,
by Lemma B.1 and (B.36). Thus, we conclude that
R =
{
1
vˆ2
− 1
v2
}
1√
n
∑
i∈N
EG◦ [εi,1ai] +OP
(
d
1/2
av d
3/2
mx√
n
)
=
√
nv2
{
1
vˆ2
− 1
v2
}
C˜G +OP
(
d
1/2
av d
3/2
mx√
n
)
.
Applying Lemma B.12, we find that
R = − C˜G
v2
√
n
∑
j∈N
(
ε2j,0 − EG◦ε2j,0
)
+OP
(
ωn
√
log p+
√
nω2n +
d
1/2
av d
3/2
mx√
n
)
.
From (B.35), we conclude that
1√
n
∑
i∈N
{
εˆi,1aˆi
vˆ2
− εi,1ai
v2
}
=
1
v2
√
n
∑
i∈N
{εˆi,1aˆi − εi,1ai} − C˜G
v2
√
n
∑
i∈N
(
ε2i,0 − EG◦ε2i,0
)
+OP
(
ωn
√
log p+
√
nω2n +
d
1/2
av d
3/2
mx√
n
)
.
Applying this to (B.34) and noting that the last term is OP (ρn), we obtain the desired
result. 
B.5. Asymptotic Normality
Let
η◦i ≡ qi − EG◦ [qi],(B.37)
and define
ζ1 ≡ 1
ω
1√
n
∑
i∈N
η◦i ,
where
ω2 ≡ VarG◦
(
1√
n
∑
i∈N
qi
)
.(B.38)
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From Lemma B.15, we have the following
√
n{CˆG − C˜G} = 1
v2
√
n
∑
i∈N
η◦i + oP (1).
Lemma B.16.
sup
u∈R
|P {ζ1 ≤ u|G◦} − Φ(u)| → 0, as n→∞,(B.39)
where Φ is the CDF of N(0, 1).
Proof: Note that ω2 > c by Assumption 2.5, and that {qi}j∈N has G∗ as a conditional
dependency graph given G◦, which is a special case of conditional neighborhood depen-
dency introduced in Lee and Song (2018). We apply their Corollary 3.1 to deduce that
sup
u∈R
|P {ζ1 ≤ u|G◦} − Φ(u)|
≤ C
(√
d∗mxd∗avµ
3
3/
√
n− log (d∗mxd∗avµ33/n)√(d∗mx)2d∗avµ44/n) ,
where µpp = maxi∈N EG◦ [|η◦i /ω|p]. Thus, the desired result follows from this and Assump-
tion 2.6(B-ii). 
B.6. Consistency of Variance Estimators
B.6.1. Analysis of Estimation Errors.
Lemma B.17. CˆG = C˜G +OP (ρn) .
Proof: Both statements follow from Lemmas B.3 and B.15. 
Lemma B.18. (i)
1
n
∑
i∈N
(εˆi,1 − εi,1)2a2i = OP (ω2nd2mx).
(ii)
1
n
∑
i∈N
(εˆi,1 − εi,1)2(aˆi − ai)2 = OP (ω4nd2mx).
(iii) For any λ ∈ {1, 2, 4},
1
n
∑
i∈N
|εˆi,0 − εi,0|λ(|εi,0|3 + ε2i,0 + 1) = OP (ωλn).
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(iv)
1
n
∑
j∈N
(εˆj,0 − εj,0)2
 ∑
i∈NOG (j)
ε2i,1
 = OP (ω2ndmx).
Proof : (i) Using the fact that Yi,0 ∈ {0, 1}, we bound (for some constant C > 0)
1
n
∑
i∈N
(µˆi,1 − µi,1)2a2i ≤
C‖δˆ − δ‖2
n
∑
i∈N
a2i +
C‖δˆ − δ‖4
n
∑
i∈N
a2i(B.40)
+
(
C
n
∑
i∈N
max
1≤k≤p
X2ika
2
i
)
‖βˆ − β0‖21
+
(
C
n
∑
i∈N
max
1≤k≤p
X4ika
2
i
)
‖βˆ − β0‖41.
Using (B.30) and following the same arguments as before, we obtain the desired result.
(ii) Using Jensen’s inequality, we bound
1
n
∑
i∈N
(εˆi,1 − εi,1)2(aˆi − ai)2 ≤ dmx,G
n
∑
i∈N
(εˆi,1 − εi,1)2
∑
j∈NG(i)
(εˆj,0 − εj,0)2.
The term on the right hand side is bounded by dmx,G(A1n + A2n + A3n + A4n), where
A1n =
C
n
∑
i∈N
(
‖δˆ − δ0‖2 + ‖βˆ − β0‖21 max
1≤k≤p
X2ik
)
‖γˆ − γ0‖21
∑
j∈NG(i)
max
1≤k≤p
X2jk
A2n =
C
n
∑
i∈N
(
‖δˆ − δ0‖2 + ‖βˆ − β0‖21 max
1≤k≤p
X2ik
)
‖γˆ − γ0‖41
∑
j∈NG(i)
max
1≤k≤p
X4jk
A3n =
C
n
∑
i∈N
(
‖δˆ − δ0‖4 + ‖βˆ − β0‖41 max
1≤k≤p
X4ik
)
‖γˆ − γ0‖21
∑
j∈NG(i)
max
1≤k≤p
X2jk
A4n =
C
n
∑
i∈N
(
‖δˆ − δ0‖4 + ‖βˆ − β0‖41 max
1≤k≤p
X4ik
)
‖γˆ − γ0‖41
∑
j∈NG(i)
max
1≤k≤p
X4jk.
We deal with A1nonly. The remaining terms can be dealt with similarly and shown to be
dominated by A1n asymptotically. Note that
1
n
∑
i∈N
∑
j∈NG(i)
(
max
1≤k≤p
X2ik
)(
max
1≤k≤p
X2jk
)
≤
√
1
n
∑
i∈N
∑
j∈NG(i)
max
1≤k≤p
X4ik
√
1
n
∑
i∈N
∑
j∈NG(i)
max
1≤k≤p
X4jk = OP (dmxx
4
n).
Thus we obtain the desired result.
68
(iii) Let si = |εi,0|3 + ε2i,0 + 1 for simplicity. From the proof of Lemma B.6(i), we have
1
n
∑
i∈N
|µˆi,0 − µi,0|λsi ≤
(
C
n
∑
i∈N
max
1≤k≤p
|Xik|λsi
)
‖γˆ − γ0‖λ1(B.41)
+
(
C
n
∑
i∈N
max
1≤k≤p
|Xik|2λsi
)
‖γˆ − γ0‖2λ1 .
As for the first term, note that
C
n
∑
i∈N
max
1≤k≤p
|Xik|λEG◦ [si] ≤
C maxi∈N EG◦ [si]
n
∑
i∈N
max
1≤k≤p
|Xik|λ = OP (xλn).
The second term can be dealt with similarly and shown to be dominated by the first term
asymptotically.
(iv) The proof is the same as that of (iii) and omitted. 
Lemma B.19. (i)
1
R
R∑
r=1
1
n
∑
i∈N
(εˆi,1,r − εi,1,r)2a2i,r = OP (ω2nd2mx).
(ii)
1
R
R∑
r=1
1
n
∑
i∈N
(εˆi,1,r − εi,1,r)2(aˆi,r − ai,r)2 = OP (ω4nd2mx).
Proof: (i) Note that
max
1≤r≤R
max
i∈N
EG◦ [a
2
i,r] = max
1≤r≤R
max
i∈N
∑
j1∈NG(i)
∑
j2∈NG(i)
EG◦ [εj1,0,rεj2,0,r] ≤ Cd2mx.(B.42)
As in the proof of Lemma B.18(i), we write
1
R
R∑
r=1
1
n
∑
i∈N
(εˆi,1,r − εi,1,r)2a2i,r ≤ A1n + A2n,(B.43)
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where
A1n =
C
R
R∑
r=1
(
1
n
∑
i∈N
(Y
2
i,0,r + Y
2
i,0,r)a
2
i,r
)
‖δˆ − δ0‖21
+
C
R
R∑
r=1
(
1
n
∑
i∈N
(Y
4
i,0,r + Y
4
i,0,r)a
2
i,r
)
‖δˆ − δ0‖41, and
A2n =
(
C
n
∑
i∈N
max
1≤k≤p
X2ika
2
i
)
‖βˆ − β0‖21
+
(
C
n
∑
i∈N
max
1≤k≤p
X4ika
2
i
)
‖βˆ − β0‖41.
Using (B.42) and the fact that |Y i,0,r| + |Yi,0,r| ≤ 2, and following the same arguments
as in the proof of Lemma B.18, we obtain that A1n + A2n = OP (ω2nd
2
mx).
(ii) The proof is almost the same as that of Lemma B.18(ii), and is omitted. 
Lemma B.20. (i)
1
n
∑
i∈N
(qˆi − qi)2 = OP
(
ρ2n
)
.
(ii)
1
n
∑
i∈N
(ψˆi − ψi)2 = OP
(
ρ2n
)
.
Proof: (i) We bound
1
n
∑
i∈N
(qˆi − qi)2 ≤ 2B1n + 2B2n,
where
B1n =
1
n
∑
i∈N
(εˆi,1aˆi − εi,1ai)2, and
B2n =
1
n
∑
i∈N
(CˆGεˆ
2
i,0 − CGε2i,0)2.
Let us analyze B1n. We bound it by
C
n
∑
i∈N
(εˆi,1 − εi,1)2(aˆi − ai)2 + C
n
∑
i∈N
ε2i,1(aˆi − ai)2(B.44)
+
C
n
∑
i∈N
(εˆi,1 − εi,1)2a2i .
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The leading term is OP (ω4nd
2
mx) by Lemma B.18(ii). By Jensen’s inequality, the second
term in (B.44) is bounded by
1
n
∑
i∈N
ε2i,1dG(i)
∑
j∈NG(i)
(εˆj,0 − εj,0)2 ≤ 1
n
∑
j∈N
 ∑
i∈NOG (j)
dG(i)ε
2
i,1
 (εˆj,0 − εj,0)2
≤ Cdmx
n
∑
j∈N
(εˆj,0 − εj,0)2
∑
i∈NOG (j)
ε2i,1.
The last term is OP (ω2nd
2
mx) by Lemma B.18(iv). Also, by the same lemma (i), the last
term in (B.44) is OP (ω2nd
2
mx). Thus, we conclude that
B1n = OP (ω
2
nd
2
mx).
Let us turn to B2n which we bound by 2(CˆG − CG)2B′1n + 2C2GB′2n, where
B′1n =
1
n
∑
i∈N
εˆ4i,0, and B
′
2n =
1
n
∑
i∈N
(εˆ2i,0 − ε2i,0)2.
Write
B′1n ≤
8
n
∑
i∈N
(εˆi,0 − εi,0)4 + 8
n
∑
i∈N
ε4i,0 = OP (1),(B.45)
by Lemma B.18(iii). By Lemma B.17, (noting that CG = C˜G from (2.56))
(CˆG − CG)2B′1n = OP
(
ρ2n
)
.
Let us turn to B′2n. We bound B
′
2n by
2
n
∑
i∈N
(εˆi,0 − εi,0)4 + 8
n
∑
i∈N
(εˆi,0 − εi,0)2ε2i,0 = O(ω2n),
by Lemma B.18(iii).
Hence by Lemma B.17,
B2n = OP
(
ρ2n + ω
2
n
)
.
Combing the results for B1n and B2n, we obtain the desired result.
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(ii) It suffices to show that
1
n
∑
i∈N
(Cˆi − Ci)2 = OP
(
ρ2n
)
,
1
n
∑
i∈N
(µˆi,0 − µi,0)CˆG = OP
(
ρ2n
)
, and
1
n
∑
i∈N
(µˆ2i,0 − µ2i,0)CˆG = OP
(
ρ2n
)
The last two statements can be shown following similar arguments as before. The proof
of the first statement is similar to the way we dealt with B1n in the proof of (i), here,
using Lemma B.19 instead of Lemma B.18. 
B.6.2. Consistency of Variance Estimators. Let
ηi ≡ qi − ψi.(B.46)
Note that η◦i involves EG◦ [qi] whereas ηi involves ψi = EG [qi]. Define
ηˆi ≡ qˆi − ψˆi,
and let
V ≡ 1
n
∑
i1i2∈E∗G
(ηˆi1 ηˆi2 − ηi1ηi2) ,
where we recall E
∗
G ≡ E∗G ∪ {ii : i ∈ N}.
Lemma B.21.
V = OP
(
ρnd
2
mx
√
dmxdav
)
.
Proof: We write
V ≡ 1
n
∑
i1i2∈E∗G
(ηˆi1 − ηi1) ηˆi2 +
1
n
∑
i1i2∈E∗G
(ηˆi2 − ηi2) ηi1 = A1n + A2n, say.
We consider first A1n. We write it as A′1n + A
′′
1n, where
A′1n =
1
n
∑
i1i2∈E∗G
(ηˆi1 − ηi1) ηi2 , and
A′′1n =
1
n
∑
i1i2∈E∗G
(ηˆi1 − ηi1) (ηˆi2 − ηi2).
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Write A′1n as
1
n
∑
i1i2∈E∗G
(ηˆi1 − ηi1)ηi2 =
1
n
∑
i1i2∈E∗G
(qˆi1 − qi1)(qi2 − ψi2)
− 1
n
∑
i1i2∈E∗G
(ψˆi1 − ψi1)(qi2 − ψi2)
= A′11n − A′12n, say.
We bound A′11n by√
1
n
∑
i1∈N
|N∗G(i1)| (qˆi1 − qi1)2
√√√√ 1
n
∑
i1∈N
∑
i2∈N∗G(i1)
(qi2 − ψi2)2
Since
max
i∈N
EG◦ [q
2
i ] ≤ 2 max
i∈N
EG◦ [ε
2
i,1a
2
i ] + 2C
2
G max
i∈N
EG◦ [ε
4
i,0] = O(d
2
mx,G),(B.47)
and maxi∈N ψ2i ≤ maxi∈N EG◦ [q2i ] by Jensen’s inequality, we have
1
n
∑
i1∈N
∑
i2∈N∗G(i1)
(qi2 − ψi2)2 ≤
2
n
∑
i1∈N
∑
i2∈N∗G(i1)
q2i2 +
2
n
∑
i1∈N
|N∗G(i1)|ψ2i2(B.48)
= OP (d
∗
avd
2
mx).
By Lemma B.20(i), we conclude that
A′11n = OP
(
ρnd
2
mx
√
dmxdav
)
.
Using the same argument and Lemma B.20(ii), we also find that
A′12n = OP
(
ρnd
2
mx
√
dmxdav
)
.
Let us turn to A′′1n which is bounded by√
1
n
∑
i1∈N
|N∗G(i1)| (ηˆi1 − ηi1)2
√√√√ 1
n
∑
i1∈N
∑
i2∈N∗G(i1)
(ηˆi2 − ηi2)2 ≤
d∗mx + 1
n
∑
i1∈N
(ηˆi1 − ηi1)2 .
The last term is bounded by
C(d∗mx + 1)
n
∑
i1∈N
(qˆi1 − qi1)2 + C(d∗mx + 1)
(
1
n
∑
i1∈N
(qi1 − ψi1)
)2
= OP
(
d∗mxρ
2
n
)
,
by Jensen’s inequality and Lemma B.20. Finally, note that A2n is the same as A′1n. Thus
the proof is complete. 
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Let
W ≡ 1
n
∑
i1i2∈E∗G
(ηi1ηi2 − EG◦ [ηi1ηi2 ]).(B.49)
Lemma B.22.
W = OP
(
d4mx
√
dmxdav√
n
)
.
Proof: First, we write
ηi1ηi2 − EG◦ [ηi1ηi2 ](B.50)
= (qi1 − ψi1)(qi2 − ψi2)− EG◦ [(qi1 − ψi1)(qi2 − ψi2)]
= qi1qi2 − EG◦ [qi1qi2 ]− Si1i2 − Si2i1 ,
where Si1i2 ≡ (qi1 − ψi1)ψi2. Define
wa(i, j) ≡ εj,0εi,1, and wb(i) ≡ CGε2i,0,
and
R1 ≡ {i1 ∈ N4 : i1i2 ∈ E∗G, j1 ∈ NG(i1), j2 ∈ NG(i2)}, with i1 = (i1j1, i2j2),
R2 ≡ {i2 ∈ N3 : i1i2 ∈ E∗G, j1 ∈ NG(i1)}, with i2 = (i1j1, i2),
R3 ≡ {i3 ∈ N3 : i1i2 ∈ E∗G, j2 ∈ NG(i2)}, with i3 = (i1, i2j2), and
R4 ≡ {i1i2 : i1i2 ∈ E∗G}.
For i = (i1, j1, i2, j2), we define
ξ′1(i1) = wa(i1, j1)wa(i2, j2), with i1 = (i1j1, i2j2)(B.51)
ξ′2(i2) = wa(i1, j1)wb(i2), with i2 = (i1j1, i2)
ξ′3(i3) = wb(i1)wa(i2, j2), with i3 = (i1, i2j2), and
ξ′4(i4) = wb(i1)wb(i2), with i4 = i1i2,
and write
W = W1 −W2,
where
W1 =
1
n
4∑
k=1
∑
ik∈Rk
(ξ′k(ik)− EG◦ [ξ′k(ik)]), and
W2 =
1
n
∑
i1i2∈E∗
(Si1i2 + Si2i1).
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Let us consider W1. We write for each k = 1, ..., 4,
VarG◦
(
1
n
∑
ik∈Rk
ξ′k(ik)
)
=
1
n2
∑
(ik,i
′
k)∈Rk×Rk
CovG◦ (ξ
′
k(ik), ξ
′
k(i
′
k)) .(B.52)
Denote ik ∼ i′k if and only if N({i1, i2}) ∩ N({i′1, i′2}) 6= ∅, and let H = {(i1i2, i′1i′2) ∈
E
∗ × E∗ : N({i1, i2}) ∩N({i′1, i′2}) 6= ∅}.
Consider the case of k = 1 first. Then we can bound the last term in (B.52) for k = 1
by
C
n2
∑
(i1i2,i′1i
′
2)∈H
∑
j1∈NG(i1),j2∈NG(i2)
∑
j′1∈NG(i′1),j′2∈N(i′2)
1 {i1 ∼ i′1}
≤ Cd
4
mx
n2
∑
(i1i2,i′1i
′
2)∈H
1{N({ı1, i2}) ∩N({i′1, i′2}) 6= ∅},
or by
Cd4mx
n2
∑
i2∈N
∑
i1∈N∗(i2)
∑
i′1∈N
∗
(i2)
∑
i′2∈N
∗
(i′1)
1 +
Cd4mx
n2
∑
i′2∈N
∑
i1∈N∗(i′2)
∑
i1∈N∗(i2)
∑
i′1∈N
∗
(i′2)
1
= OP
(
d∗avd
∗2
mxd
4
mx
n
)
.
Therefore,
VarG◦
(
1
n
∑
i1∈R1
ξ′1(i1)
)
= OP
(
d∗avd
∗2
mxd
4
mx
n
)
.(B.53)
Consider the case of k = 2. Denote i2 ∼ i′2 if and only if N({i1, i2}) ∩ N({i′1, i′2}) 6= ∅.
We bound the last term in (B.52) for k = 2 by
C
n2
∑
(i1i2,i′1i
′
2)∈H
∑
j1∈NG(i1)
∑
j′1∈NG(i′1)
1 {i2 ∼ i′2} ,
where H is defined as before. The last term is bounded by
Cd2mx
n2
∑
(i1i2,i′1i
′
2)∈H
1{N({i1, i2}) ∩N({i′1, i′2}) 6= ∅} = OP
(
d∗avd
∗2
mxd
2
mx
n
)
,
as we saw before. Therefore,
VarG◦
(
1
n
∑
i2∈R2
ξ′2(i2)
)
= OP
(
d∗avd
∗2
mxd
2
mx
n
)
.(B.54)
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The same rate is obtained for VarG◦
(
1
n
∑
i3∈R3 ξ
′
3(i3)
)
, by the same arguments. Now, let us
turn to the case of k = 4, where
C
n2
∑
(i1i2,i′1i
′
2)∈H
1 {i4 ∼ i′4} = OP
(
d∗avd
∗2
mx
n
)
,
which gives
VarG◦
(
1
n
∑
i4∈R4
ξ′4(i4)
)
= OP
(
d∗avd
∗
mx
n
)
.(B.55)
This gives the following rate for W1:
W1 = OP
(√
d∗avd
∗
mxd
2
mx√
n
)
= OP
(
d4mx
√
dmxdav√
n
)
.
Let us turn to W2. Using the fact that G∗ is undirected, we rewrite W2 as
2
n
∑
i1∈N
(qi1 − ψi1)
∑
i2∈N∗(i1)
ψi2 = OP
(
d4mx
√
dmxdav√
n
)
,(B.56)
where the last equality can be shown by following the arguments in the proof of Lemma
B.3(i). 
Recalling the definition of σ2G in (2.57), we write
σ2G =
1
nv4
∑
i1i2∈E∗
EG◦ [ηi1ηi2 ] .(B.57)
Lemma B.23.
σˆ2G = σ
2
G +OP
(
ρnd
2
mx
√
dmxdav
)
.
Proof: Note that
σˆ2G − σ2G = (V +W )/v4.(B.58)
The desired result follows by Lemmas B.21 and B.22. 
B.7. Proofs of Theorems 2.1 and 2.2
Proof of Theorem 2.1: We prove the first statement of the theorem. By Lemma B.15,
we have
√
n{CˆG − C˜G} = 1
v2
√
n
∑
i∈N
(qi − EG◦ [qi]) + oP (1).
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By Lemma B.16,
P
{∣∣∣∣∣
√
n{CˆG − C˜G}
σG
∣∣∣∣∣ ≤ t|G◦
}
= P {|Z| ≤ t}+ o(1),
where Z is a random variable which follows N(0, 1). However, Lemmas B.16 and B.23
imply that this probability is equal to
P
{∣∣∣∣∣
√
n{CˆG − C˜G}
σˆG
∣∣∣∣∣ ≤ t|G◦
}
+ oP (1),
as n→∞. This delivers the desired result because when G = G◦, we have C˜G = CG. 
Define
σ2◦ =
1
n
∑
i1i2∈E∗
CovG◦(qi1 , qi2), and σ
2
G,◦ =
1
n
∑
i1i2∈E∗
EG◦ [ηi1ηi2 ].(B.59)
Lemma B.24. σ2◦ ≤ σ2G,◦, where the equality holds if G = G◦.
Proof: Let A be the n×nmatrix whose (i, j)-th entry is one if ij ∈ E∗ and zero otherwise.
Furthermore, A is positive semidefinite.8 Let q be the n dimensional column vector whose
j-th entry is given by qj. Then, we can write
σ2◦ = EG◦ [(q − EG◦ [q])′A(q − EG◦ [q])]
= EG◦ [(q − EG [q])′A(q − EG [q])]
−(EG◦q − EG q)′A(EG◦q − EG q),
because G◦ contains G . The second to the last term is nothing but σ2G,◦. The last term is
nonnegative, delivering the desired result. 
Lemma B.25. Suppose that Assumptions 2.5, 2.3 and 2.8 hold. Then, as n→∞,
P{z1−α(σG,◦ − σG) ≤
√
n(D − CG)} → 1.(B.60)
Proof: Note that whenever σG,◦ ≤ σG, the probability in the lemma is trivially 1 due
to Assumption 2.3. Hence it suffices for us to consider a subsequence of {n} such that
σG,◦ > σG. We define
d◦/Gav (0) =
1
n
∑
i∈N
|N◦(i) \NG(i)|, and
d◦/Gav (δn) =
1
n
∑
i∈N
|N◦(i; δn) \NG(i)|.
8As shown in Kojevnikov (2018), this follows because c′Ac =
∑n
j=1 b
2
j with bj =
∑
i∈NO(j) ci for any vector
c = [c1, ..., cn]
′.
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Let
N2,◦(i) =
⋃
j∈N◦(i)
N◦(j), and N2,G(i) =
⋃
j∈NG(i)
NG(j).(B.61)
We observe that
N2,◦(i) \N2,G(i) ⊂
⋃
j∈N◦(i)
N◦(j) \N2,G(i).(B.62)
Hence,
1
n
∑
i∈N
|N2,◦(i) \N2,G(i)| ≤ dmx,◦ · d◦/Gav (0).(B.63)
Let us first find an upper bound for σ2G,◦ − σ2G. Note that
|qi| ≤ dmx,G,(B.64)
for all i ∈ N because |εi,1| ≤ 1 and |εj,0| ≤ 1. Now, observe that
σ2G,◦ − σ2G =
1
nv2
∑
i1i2∈E∗\E∗G
EG◦ [ηi1ηi2 ](B.65)
≤ 1
v2
d◦/Gav (0)dmx,◦d
2
mx,G,
by (B.63) and (B.64). On the other hand,
D − CG = 1
nv2
∑
i∈N
∑
j∈N◦(i)\NG(i)
EG [εi,1εj,0](B.66)
≥ 1
nv2
∑
i∈N
∑
j∈N◦(i;δn)\NG(i)
EG [εi,1εj,0] ≥ 1
v2
d◦/Gav (δn)δn.
The first inequality follows by Assumption 2.3.
Also, since σ2G ≥ 0, the probability on the left hand side of (B.60) is equal to
P
{
z1−α(σ2G,◦ − σ2G)
σG,◦ + σG
≤ √n(D − CG)
}
(B.67)
≥ P
{
z1−α(σ2G,◦ − σ2G)√
c
≤ √n(D − CG)
}
,
by Assumption 2.9(ii). The last probability is bounded from below by
P{z1−αd◦/Gav (0)dmx,◦d2mx,G ≤
√
c
√
nd◦/Gav (δn)δn} − ε(B.68)
= P{z1−αdmx,◦d2mx,G ≤
√
c
√
nRn(δn)δn} − ε→ 1− ε,
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as n → ∞, by the assumption of the lemma. Since the choice of ε > 0 was arbitrary, we
obtain the desired result. 
Proof of Theorem 2.2: By Lemma B.15, we have
√
n{CˆG − C˜G} = 1
v2
√
n
∑
i∈N
(qi − EG◦ [qi]) + oP (1).
We write
P{D ≥ Lˆ1−α,G} = P
{√
n(C˜G − CˆG)
σG,◦
≥ −z1−α +R1n +R2n
}
,(B.69)
where
R1n =
z1−α(σG,◦ − σG)−
√
n(D − CG)
σG,◦
−
√
n(CG − C˜G)
σG,◦
, and(B.70)
R2n = −z1−α(σˆG,+ − σG)
σG,◦
.
By Lemma B.23, we have R2n = oP (1). On the other hand, by Lemma 2.2 and (2.56),
P{R1n ≤ 0} → 1,(B.71)
as n→∞. The probability on the right hand side of (2.59) is bounded from below by
P
{√
n(C˜G − CˆG)
σG,◦
≥ −z1−α
}
+ o(1)(B.72)
= P
{√
n(C˜G − CˆG)
σ◦
≥ −σG,◦
σ◦
z1−α
}
+ o(1)
≥ P
{√
n(C˜G − CˆG)
σ◦
≥ −z1−α
}
+ o(1),
by Lemma B.24. The leading probability converges to 1 − α as shown in the proof of
Theorem 2.1. 
C. Further Empirical Results
In this section, we continue the empirical application in Section 4 of the main text and
provide further empirical results by using either an extended set of covariates or reversed
graphs. The main message of the results that there is strong evidence for diffusion of
micro-financing decisions over the networks remains the same across various configura-
tions of covariates including high dimensional extension of covariates through interactive
terms.
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TABLE 7. Diffusion with Extended Covariates
Based on household heads
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5476 [0.2797,0.8155] 0.3057
GSC 1.5254 [0.9862,2.0646] 1.0385
GALL 1.5438 [0.9755,2.1122] 1.0305
Based on household averages
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5310 [0.2547,0.8073] 0.2814
GSC 1.4957 [0.9447,2.0467] 0.9980
GALL 1.5176 [0.9359,2.0993] 0.9922
Notes: The extended covariates of household head and household average include four additional con-
trols: age, education, work participation and village native indicator, and the five basic controls:number
of households in the village, dummies of self-help group participation, savings participation, caste com-
position, and household leaders in the village.
Extended covariates include four additional controls: age, education, work participa-
tion and village native indicator, and the five basic controls:number of households in the
village, dummies of self-help group participation, savings participation, caste composi-
tion, and household leaders in the village.
The results are reported in Tables 7 - 8. For results in Table 7, low dimensional co-
variates are used. Results using covariates based on household heads and those based
on household averages show that diffusion parameter D is estimated to be significantly
different from zero at 1% level. Using household-based or household average-based co-
variates does not make much difference. Consistently with the previous findings, the
estimated diffusion using the social network GSC is much stronger than that using GEE.
In Table 8, we report results that come from using high dimensional covariates ex-
tended by including second-order polynomials and interactive terms. Using high dimen-
sional covariates does not change the results much. Again, the estimated diffusion is all
significantly different from zero at 1% level with that using GSC estimated to be much
stronger than that using GEE.
In Tables 9-12, we provide results from using reversed graphs. These reversed graphs
are used to define reversed relationships among different networks. For example, the
directed relationship from individual i to individual j in the original graph is reversed in
the reversed graphs. The results along the reversed graphs show that we still have strong
evidence that the social networks play a role in shaping people’s decisions.
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TABLE 8. Diffusion with High Dimensional Covariates Including Interactive
and Extended Covariates
Based on household heads
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5542 [0.2903,0.8180] 0.3159
GSC 1.5161 [0.9812,2.0510] 1.0330
GALL 1.5376 [0.9723,2.1030] 1.0270
Based on household averages
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5422 [0.2704,0.8141] 0.2967
GSC 1.4979 [ 0.9492,2.0467] 1.0024
GALL 1.5189 [ 0.9372,2.1005] 0.9935
Notes: The extended covariates considered for the LASSO estimation add the second power terms of the
age and the number of households in the village, and the interactive terms of all the controls, including
the five basic controls in the low dimensional setup.
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TABLE 9. Reversed Graphs: Diffusion with Basic Covariates
Results without using covariates
Networks Cˆ IG CI CLB
99% 99%
GEE 0.6434 [0.3740,0.9128] 0.4001
GSC 1.5821 [1.0178,2.1463] 1.0725
GALL 1.6176 [1.0253,2.2098] 1.0827
Based on household heads
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5919 [0.3246,0.8593] 0.3505
GSC 1.5111 [0.9460,2.0761] 1.0008
GALL 1.5427 [0.9522,2.1331] 1.0094
Based on household averages
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5871 [ 0.3178,0.8564 ] 0.3439
GSC 1.5008 [0.9261,2.0755] 0.9817
GALL 1.5324 [ 0.9316,2.1333] 0.9898
Notes: The reversed graphs are the graphs with reversed relationships. We use the five basic controls:
number of households in the village, dummies of self-help group participation, savings participation,
caste composition, and household leaders in the village.
TABLE 10. Reversed Graphs: Diffusion with High Dimensional Covariates
Based on household heads
Networks Cˆ IG CI CLB
99% 99%
GEE 0.6026 [ 0.3340,0.8711] 0.3600
GSC 1.5262 [ 0.9560,2.0965] 1.0113
GALL 1.5595 [0.9629,2.1562] 1.0207
Based on household averages
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5742 [0.3002,0.8481] 0.3268
GSC 1.4927 [ 0.9102,2.0752] 0.9666
GALL 1.5212 [ 0.9121,2.1304] 0.9711
Notes: The high dimensional covariates considered for the LASSO estimation add the second power
terms of the age and the number of households in the village, and the interactive terms of all the
controls.
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TABLE 11. Reversed Graphs:Diffusion with Extended Covariates
Based on household heads
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5958 [0.3206,0.8709] 0.3473
GSC 1.5322 [ 0.9475,2.1169] 1.0041
GALL 1.5620 [ 0.9503, 2.1736] 1.0096
Based on household averages
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5828 [0.3058,0.8598] 0.3326
GSC 1.5131 [0.9143,2.1119] 0.9723
GALL 1.5439 [0.9180,2.1697] 0.9786
Notes: The extended covariates of household head and household average include four additional
controls: age, education, work participation and village native indicator. We use the five basic con-
trols:number of households in the village, dummies of self-help group participation, savings participa-
tion, caste composition, and household leaders in the village.
TABLE 12. Reversed Graphs:Diffusion with High Dimensional Covariates
Including Interactive and Extended Covariates
Based on household heads
Networks Cˆ IG CI CLB
99% 99%
GEE 0.6043 [0.3353,0.8733 ] 0.3614
GSC 1.5304 [0.9589,2.1020] 1.0142
GALL 1.5633 [0.9654,2.1612 ] 1.0233
Based on household averages
Networks Cˆ IG CI CLB
99% 99%
GEE 0.5927 [0.3200,0.8654] 0.3464
GSC 1.5128 [ 0.9287 ,2.0970 ] 0.9853
GALL 1.5432 [ 0.9312, 2.1552] 0.9905
Notes: The extended covariates considered for the LASSO estimation add the second power terms of the
age and the number of households in the village, and the interactive terms of all the controls, including
the five basic controls in the low dimensional setup.
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