Abstract. Various models a~d equivalence relations or preorders for probabilistic processes are proposed in the literature. This paper deals with a model based on labelled transition systems extended to the probabalistic setting and gives an O(n 2. m) algorithm for testing probabilistie bisimulation and an 50(n 5 9 m 2) algorithm for testing probabilistic simulation where n is the number of states and m the number of transitions in the underlying probabilistic transition systems.
Introduction
Transition systems have proved to be very useful for modelling concurrent processes. A variety of widely accepted equivalence relations and preorders for such systems support the use of transition systems for the design and verification of concurrent systems. In this context, testing equivalences and preorders become important and have been studied e.g. in [3, 4, 8, 11, 17] . For instance, (strong) bisimulation can be decided in time O(m. log n) [22] , weak bisimulation in time (_9(n a) [3, 17] and strong and weak simulation in time O(n 4. m) [4] where n is the number of states and m the mlmber of transitions of the underlying transition system.
In recent years, many researchers have focussed on reasoning about probabilistic distributed transition systems, see e.g. I15, 18, 23, 25, 28, 29, 30] . A lot of work has been done to extend those models and methods which have been successful for the non-probabilistic case to probabilistic systems. In the literature a variety of models for probabilistic processes has been proposed, most of them based on transition systems. Two kinds of models can be distinguished: on the one hand, models that replace the concept of non-determinism by probabilistic choice, e.g. [5, 13, 18, 26, 28] , on the other hand, models which distinguish between non-deterministic and probabilistic choice, e.g. [6, 12, 16, 25, 27, 30] . As pointed out in [27] , the distinction between non-determinism and probabilistic choice is essential for concurrent probabilistic systems since some states of a concurrent system are inherently non-deterministic.
Several kinds of equivalences and preorders for probabilistic processes are proposed: [5, 16, 30, 28] consider testing preorders for probabilistic processes. Probabilistic bisimulation for processes whose behaviour are described by "determinsitic" probabilistic transition systems are introduced in [18}. [25] extends probabilistic bisimulation to non-deterministic probabilistic transition systems and defines a" notion of probabilistic simulation which refines Milners notion of a simulation for non-probabilistic transition systems [21] . [15] defines an alternative notion of a simulation which relates a process given by a probabilistic transition system and a specification which is given by a "generalized" probabilistic transition system. Various authors presented model-checking-algorithms for the verification of probabilistic processes e.g. [1, 6~ 13, 14, 19, 23, 24, 27] . But -as far as the author knows -algorithms for testing probabilistic (bi-)simulation are missing until now. In this paper we present algorithms for testing probabilistic simulation and bisimulation in the sense of [18, 25] . The main idea of testing simulation is to reduce the question of whether a state s of a probabilistic transition system simulates a state s ~ to a maximum flow problem in a suitable network. Using the O(n ~) algorithm of Malhotra et al [20] to determine the maximum flow we get an CO(n ~ 9 m 2) algorithm :for testing probabilistic simulation where n is the number of states and m the number of transitions. The idea for testing bisimulation is similar to the non-probabilistic case [17, 22] : the algorithm for testing probabilistic bisimulation is based on refinement steps which split a given partition of states into a finer one. The resulting time complexity of our algorithm is O(n 2 . m).
The remainder of the paper is organized as follows: Section 2 introduces the notions of a probabilistic transition system, probabilistie bisimulation and simulation. Section 3 presents the algorithm for testing probabilistic simulation, section 4 the algorithm for deciding probabilistic bisimulation. Section 5 contains some concluding remarks.
Probabilistic transition systems
In this section we present the notions of probabilistic transition systems, bisimulation and simulation. Our model of probabilistic transition systems is closely related to those of [16, 30] , to the "simple probabilistie automata" of [25] and "concurrent Markov chains" considered e.g. in [6, 12, 27] . A distribution on a finite set S is a function # : S --+ [0, 1] such that ~es It(s) = 1. We extend a distribution It to a function which assigns to each subset U of S the probability #(U) -~seV It(s) 9 In what follows, we suppose Act to be a nonempty and finite set of actions. A probabilistic transition system is a pair ~q = (S,--+) where S is a finite set of states and --+ a finite transition relation, i.e. ~ is a finite subset of 5 • Act • where 7)(S) denotes the set of distributions on S. We write s --~ It instead of (s, % It) E-+. Informally,. the outgoing transitions s -~ # represent the non-deterministic alternatives in the state s. It is convenient to suppose that a scheduler resolves the non-deterministic choices. A transition s --4 It asserts that in state s the action c~ can be performed and with probability p(t) the state t is reached'afterwards, i.e. every transition represents a probabilistic choice. (Finite-state) probabilistic processes can be described by a probabilistic transition system and an initial state (or alternatively a distribution on the possible initial states). In what follows a transition system means a probabilistic transition system. By a non-probabilistic transition system we mean a transition system where for all traflsitions s-%#: there is a state t with #(t) --1. Following [18, 25] and p'(s'), s, s ~ E S, so that the relation R is preserved: we "combine" the 5(s, s~)-part of s and s'. As in the non-probabilistic case, simulation is defined as "uni-directional bisimulation': in the above characterization of bisimulation we drop the requirement that .R is an equivalence relation. In the non-probabilistic case this notion of a simulation agrees with Milners notion of a simulation [21] . This is because the only weight function for (#,#') where #, p' are distributions with #(s) = tt'(s') --1 is 5(u,u') --0 if (u,u') r (s, s') and 5(s, s') = 1. Hence if (S,-~) is a non-probabilistic transition system and R C S x S then R is a simulation in the sense of Definition 3 if and only if R is a simulation in the sense of Milner. It is clear that E is a preorder whose kernel Nsim = U N ___-1 is coarser than bisimulation equivalence, i.e. s ,,~ s ~ implies s "%ira s'. As in the non-probabilistic case, "~{m does not coincide with bisimulation. The result of Milner [21] that in every (image-)finite non-probabilistic transition system bisimulation can be approximated by "finitary bisimulation" carries over to the probabilistic case. If (S, -r is a transition system then we define inductively equivalence relations "~n on S: ~0 = S x S and s "~. 
. Let (S,--+) be transition systems and s, s' E S. Then (a) s E s' if and only if s E, s' for all n > O. (b) s ~ s' if and only if s ,.~, s' for all n > O.

Testing simulation
We present an O(n 5. m 2) algorithm for testing simulation where n is the number of states and m the number of transitions in the underlying transition system. The results of this section yield also an O(n 5 9 rn 2) algorithm for testing bisimulation. In section 4 we improve the costs and give an O(n 2 9 m) algorithm for testing bisimulation. Lemma 6 shows that for a (finite) transition systems there is a natural number N which is polynomial in the size of the underlying transition system such that ~ = EN. Our algorithm successively computes the relations E0, El,..., EN0 W'e show that the relation Ej+I can be derived from Ej by solving maximum flow problems in suitable networks. we get f(d_, s) = #(s) for all s E S. Similarly, we get f(g, T) = pP(t) for all t E S. Let (f(s, t) = f(s, t') for all (s, t) e R and (f(s,t) = 0 if (s~ t) ~ R. Then
~. ,~(s,t) = E :(s,t') = 1(• s) = .(s) ~ES ~ES and similarly Eses ~(s,t) = #:(t). Hence 5 is a weight function for (/~,it') w.r.t. R, []
With Lemma 7 we get an algorithm which tests whether a weight function for distributions p, #~ w.r.t, a relation R exists: We apply an algorithm for finding the maximum flow F in A/'(#,#', R). The maximum flow in Af(p,p', R) can be computed e.g. with the O(n a) algorithm of Malhotra et al [20] where n is the cardinality of S. 
Algorithm 1. Input: a finite set S, distributions It, #' E 79(S) and R C S x S Output: a weight function 5 for (p,p~) w.r.t. R if there exists one, "No" otherwise.
Method: Compute the maximum flow F of the network X(p, Its, R) and a flow function f with J:(f) = F. If F < 1 then answer "No" else answer "Yes" and return
6(s,t) = ~ 0 : if (s,t) E SxS\R
/Cs, e): i/(s, t) ~ R.
4
Testing bisimulation
Following the idea of [17] which gives an O(n. m) algorithm for testing (nonprobabilistic) bisimulation we present a method for deciding probabilistic bisimulation that works with refinement steps of partitions on the states. Given a transition system (S,--4) we start with the trivial partition Xo = {S}. Then we successively refine the partition Xk by substituting B E X~ by the set of equivalence classes w.r.t, the relation s -s p iff
Whenever s 2~ # then there exists a transition s' 24 #' with #(B) = #'(B)
for all B E Xk.
Whenever s' 4.% #~ then there exists a transition s 24 # with if(B) = #P(B)
At most after n refinement steps the partition Xk cannot be refined. Then Xk is the set of bisimulation equivalence classes. 
Computation of s
For each o~ E Act and B E X we construct a tree TB,~ by successively inserting nodes and edges. The edges of TB,~ are labelled by real numbers p E [0, 1]. Each leaf v has depth 1 and is labelled by an element (p(v), L(v)) 9 s Let X = {B1,... ,Bl}. We start with TB,~ to be a tree of depth 0, i.e. a tree consisting of its root. Then for each transition s ~ p where s 9 B we traverse the tree starting at the root. Reaching a node v of depth k we do: -If k < l and there is an outgoing edge from v leading to the node w labelled by #(Bk+l) then we pass the edge v --4 w and continue to travel through TB,~ with node w. -If k < I mad there is no outgoing edge from v labelled by #(B~+I) then we insert a new node w and an edge from v to w labelled by #(Bk+l). In the case k + 1 < l we continue to travel through TB,~ with node w. If k + 1 ----l then w is a leaf and we define L(w) = {s} and p(w) = #(X).
-
If v is a leaf of depth 1 then we insert s into the set L(v).
It is easy to see that the leaves of TB,a represent the elements of ~B,a. Complexity. First we observe that the tuples p(X) (where # ranges over all distributions s.t. s-~# is a transition) can be computed in (.9(n 9 m) time: For each distribution # we set aB = 0 for all B E X. Then for all states s E S:
If s E B then we replace aB by aB + p(s). It is clear that the algorithm returns a partition T/with ,7(R) = R. By Lemma 9: R is the set of bisimulation equivalence classes. If the loop is performed n times then X consists of n one-element sets and hence J(X) = X. Hence the loop is performed at most n times. By Lemma 10 the time complexity is CO(n 2. m), the space complexity (.9(n 9 m). 0~.~__ 0 :z.
1---*-v2
where L(vl) = (sl, s2} and L(vz) = {sl, s2, s}. This yields the tree TB~:
where C(vl) = {sl, s2}, C(v2) = {s}. We obtain the partition X which consists of {s~,s2}, {s}, {t} and {u}. The next step yields J(X) = X and hence X = S/,... r-1
Concluding remarks
We gave an algorithm for testing probabilistic bisimulation in time O(n 2 9 m).
Compared With the non-probabilistic case where the best known algorithm for deciding bisimilarity has the time complexity O(m. log n) [22] the cost of our algorithm seem to be acceptable. It is an open problem whether the time complexity of our algorithm can be improved in a similar way as the O(m 9 log n) algorithm of [22] improves the O(n. m) algorithm of [17] . The algorithm which is implemented in the Concurrency Workbench [4] tests non-probabilistic simulation in time O(n 4. m). It works similar to the bisimulation equivalence algorithm of [17] .
It is an open question whether our O(n 5. m 2) result can be improved by a partioning technique. Our methods applied to "deterministic" probabilistic transition systems yield time complexity O(n 7) for deciding simulation and time complexity O(n 3) for deciding bisimulation. (In "deterministic" transition systems, for every state s and action a there is at most one outgoing transition labelled by a. Hence, for fixed action set, the total number m of transitions is
In this paper we only considered strong (bi-)simulation which does not abstract from internM actions. It would be interesting if the algorithms presented here can be modified to check weak (bi-)simulation.
