Decision-making is the process of choosing and performing actions in response to sensory cues so as to achieve behavioral goals. A sophisticated research effort has led to the development of many mathematical models to describe the response time (RT) distributions and choice behavior of observers performing decision-making tasks. However, relatively few researchers use these models because it demands expertise in various numerical, statistical, and software techniques. Although some of these problems have been surmounted in existing software packages, the packages have often focused on the classical decision-making model, the diffusion decision model. Recent theoretical advances in decision-making that posit roles for "urgency", time-varying decision thresholds, noise in various aspects of the decision-formation process or low pass filtering of sensory evidence, have proven to be challenging to incorporate in a coherent software framework that permits quantitative evaluations among these competing classes of decision-making models. Here, we present a toolbox -Choices and Response Times in R, or CHaRTr -that provides the user the ability to implement and test a wide variety of decision-making models ranging from classic through to modern versions of the diffusion decision model, to models with urgency signals, or collapsing boundaries. Earlier versions of CHaRTr have been instrumental in a number of recent studies of humans and monkeys performing perceptual decision-making tasks. We also provide guidance on how to extend the toolbox to incorporate future developments in decision-making models.
Introduction
Parameter Description Starting state of the decision variable (i.e., x(0) = z), and decision-todecision variability in starting state. s z is the range of a uniform distribution with mean (midpoint) z. v i , s v Rate at which the decision variable accumulates decision-relevant information (drift rate, v) in condition i, and decision-to-decision variability in drift rate. s v is the standard deviation of a normal distribution with mean v i . γ (t) Urgency signal that dynamically modulates the decision variable as a function of t. Can take different functional forms in different models. a upper , a lower Upper and lower response boundaries that terminate the decision process. a upper (t), a lower (t) Upper and lower response boundaries that vary as a function of t. T er , s t Time required for stimulus encoding and motor preparation/execution (non-decision time), and decision-to-decision variability in non-decision time. s t is the range of a uniform distribution with mean (midpoint) T er . s
Within-decision variability in the diffusion process. Represents the standard deviation of a normal distribution. By convention, set to a fixed value to satisfy a scaling property of the model.
E(t)
Momentary sensory evidence at time t. N (0, 1)
Normal distribution with zero mean and unit variance. U(l 1 , l 2 ) Uniform distribution over the interval l 1 and l 2 . 
T er,j ∼ U(T er − s t 2 , T er + s t 2 )
conditioning and fluid/food restriction procedures used to motivate these animals (Hawkins et al., 2015a) . Whether humans also aim to maximize reward is less clear. functions that one might wish to investigate, including the exponential and hyperbolic functions. 171 We assume the lower and upper boundaries follow the form 172 a lower (t) = a 1 − exp − t λ k 1 2 − a (6) a upper (t) = a − a lower (t)
where a lower (t) and a upper (t) denote the position of the lower and upper boundaries at time t; a 173 denotes the position of upper boundary at t = 0 (initial boundary setting, prior to any collapse); 174 a denotes the asymptotic boundary setting, or the extent to which the boundaries collapsed 175 (the maximal possible collapse -where the upper and lower boundaries meet -can occur when 176 a = 1/2); λ and k denote the scale and shape parameters of the Weibull distribution.
177
The collapsing boundaries are denoted in CHaRTr as cDDM. When the k parameter is fixed to 178 a particular value to aid stronger identifiability in parameter estimation (Hawkins et al., 2015a) , 179 we refer to the architecture as cfk to denote a fixed k value, here chosen to be 3 but can be 180 modified in user implementations.
181
The collapsing boundaries, as implemented here, are symmetric, though they need not be; CHaRTr boundaries are a better description of the decision-formation process than nonlinear boundaries 185 (Murphy et al., 2016; O'Connell et al., 2018) . CHaRTr also permits DDMs with collapsing 186 boundaries to incorporate any combination of variability in starting state, drift rate, and non-187 decision time (e.g., models of the form cDDMS v S z S t and cfkDDMS v S z S t ). The DDM with an urgency signal assumes that the input evidence -consisting of the sensory signal 190 and noise -is modulated by an "urgency signal". This urgency-modulated sensory evidence is 191 accumulated into the decision variable throughout the decision-formation process. As the process 192 takes longer, the urgency signal grows in magnitude, implying that sensory evidence arriving 193 later in the decision-formation process has a more profound impact on the decision-variable than 194 information arriving earlier ( Fig. 1D ). To make the distinction between an urgency signal and As with the collapsing boundaries, the urgency signal can take many functional forms; we have 200 implemented two such forms in CHaRTr. The general implementation of the urgency signal is 201
where E(t) denotes the momentary sensory evidence at time t; γ(t) denotes the magnitude of 202 the urgency signal at time t. Note that with increasing decision time the urgency signal magnifies 203 the effect of the sensory signal (vdt) and the sensory noise (s √ dtN (0, 1)).
204
The first urgency signal implemented in CHaRTr follows a 3 parameter logistic function with two 205 scaling factors (s x , s y ) and a delay (d), originally proposed by Ditterich (2006a):
The second form of urgency signal implemented in CHaRTr follows a simple, linearly increasing
where b is the intercept of the urgency signal. The slope is assumed to be m. As with the DDMs 209 described above, urgency signal models can incorporate any combination of variability in starting 210 state, drift rate and non-decision time, giving rise to a family of different decision-making models.
211
We also allow for the possibility of variability across decisions in the intercept term of the linear 212 urgency signal,
where j denotes an exemplar trial, and b and s b denote the mean (i.e., midpoint) and range of 214 the uniform distribution assumed for the urgency signal.
215
In CHaRTr, we have assumed that the urgency signal exerts a multiplicative effect on the sensory 216 evidence (Equation 9). One variation of urgency signal models proposed in the literature posits 217 that urgency is added to the sensory evidence, rather than multiplied by it (Hanks et al., 2014 (Hanks et al., , 218 2011 
where τ is the time constant of the low-pass filter, which has typically been set to relatively The decision variable at time t is now given as 240
The intercept and slope of the urgency signal are set to particular values in standard applications 241 of the UGM (b = 0, m = 1), reducing equation 19 to 242
In Maximum Products Estimation (QMPE; Heathcote and Brown, 2004; Heathcote et al., 2002) . 250 9 QMPE uses the QMP statistic, which is similar to χ 2 or multinomial maximum likelihood esti-251 mation and quantifies agreement between model predictions and data by comparing the observed 252 and predicted proportions of data falling into each of a set of inter-quantile bins. These bins are 253 calculated separately for the correct and error RT data. In all examples that follow, we use 9 254 quantiles calculated from the data (i.e., split the RT data into 10 bins), though the user can spec-255 ify as many quantiles as they wish. Generally speaking, we recommend no fewer than 5 quantiles, 256 to prevent loss of distributional information, and no more than approximately 10 quantiles, to 257 prevent noisy observations in observed data especially at the tails of the distribution potentially 258 bearing undue influence on the parameter estimation routine. approximates the models' representation as stochastic differential equations. 
274
We estimate the model parameters using differential evolution to optimize the goodness of fit in CHaRTr, we have previously found that differential evolution more reliably recovers the true 277 data generating model than particle swarm and simplex optimization algorithms (Hawkins et al., CHaRTr provides two metrics for quantitative comparison between models. Each metric is based 284 on the maximized value of the QMP statistic, which is a goodness-of-fit term that approximates 285 the continuous maximum likelihood of the data given the model.
286
The DDM is a special case of the model variants considered and will almost always fit more 287 poorly than any of the other variants. We provide model selection methods that determine if 288 10 the incorporation of additional components such as urgency or collapsing bounds provide an 289 improvement in fit that justifies the increase in model complexity.
290
The raw QMP statistic, as an approximation to the likelihood, can be used to calculate the Akaike 291 Information Criterion (Akaike, 1974, AIC) and the Bayesian Information Criterion (Schwarz, 1978, 292 BIC). We provide methods to compute AIC and BIC owing to the differing assumptions underlying 293 the two information criteria (Aho et al., 2014) , and differing performance with respect to the 294 modeling goal (Evans, in press).
295
CHaRTr also provides functionality to transform the model selection metrics into model weights, 296 which account for uncertainty in the model selection procedure and aid interpretation by transfor-297 mation to the probability scale. The weight w for model i, w(M i ), relative to a set of m models, 298 is given by
where Z is AIC, BIC, or the deviance (−2× log-likelihood; that is, −2× QMP statistic). The 300 model weight is interpreted differently depending on the metric Z: 
350
The typical steps in CHaRTr for estimating the parameters of a decision-making model from data 351 are as follows:
352
Step 1: Model Specification: Specify models in the C programming language, and compile the 353 C code to create the shared object, chartr-modelspec.so, that is dynamically loaded into 354 the R workspace. Future versions of CHaRTr will use the Rcpp framework and will not 355 require the compilation and loading of shared objects (Eddelbuettel and François, 2011).
Step 2: Formatting and Loading Data: Convert raw data into an appropriate format (choice probabilities, quantiles of RT distributions for correct and error trials). Save this data object for each unit of analysis (e.g., a participant, different experimental conditions for the same participant). Load this data object into the R workspace.
360
Step 3: Parameter Specification: Choose the parameters of the desired model that need to be 361 estimated along with lower and upper boundaries on those parameters (i.e., the minimum 362 and maximum value that each parameter can feasibly take).
363
Step 4: Parameter Estimation: Pass the parameters, model and data to the optimization algo-364 rithm (differential evolution). The algorithm iteratively selects candidate parameter values 365 and evaluates their goodness of fit to data. This process is repeated until the goodness of 366 fit no longer improves (Fig. 4) .
367
Step 5 will return many helpful results), we do not provide a tutorial for either language here. Listing 4: The required raw data format for parameter estimation in CHaRTr.
dataDir="Example2" # directory name of data files to fit subjnam="Subj1" load(paste(dataDir,"/",subjnam,sep=""))
Listing 5: Loading data for "Subj1" for model estimation.
We anticipate that future versions of CHaRTr will use the Rcpp framework (Eddelbuettel and 453 François, 2011), which will obviate the need for compiling and loading shared object libraries. The raw data are converted in "chartr-processRawData.r" to generate 9 quantiles (10 bins) of 463 correct and error RTs to be used in the parameter estimation process. It also stores the data as 464 a R list named dat, which includes four fields: n, p, q, pb.
465
• n is the number of correct and error responses in each condition.
466
• p is the proportion of correct responses in each condition (derived from n).
467
• q is the quantiles of the correct and error RT distributions in each condition.
468
• pb is the number of responses in each bin of the correct and error RT distributions in each 469 condition (derived from n).
470
dat is saved to disk as a new file. The dat file is loaded into the R workspace as required for the 471 model estimation procedure. Listing 5 shows R code for loading RT and choice data, as stored 472 in dat, for a given participant. Here, we provide an overview of the steps required to add new models to CHaRTr. Once models are specified, they can be used to generate simulated RTs and discrimination accu-534 racy for each condition. Simulated data help refine quantitative hypotheses. They also provide 535 much greater insight into the dynamics of different decision-making models and how different 536 variables in these models modulate the predicted RT distributions for correct and error trials 537 (Ratcliff and McKoon, 2008) .
CHaRTr provides straightforward methods to simulate data from decision-making models and generate quantile probability plots to compactly summarize and visualize RT distributions and 540 accuracy. The function paramsandlims, used above in the parameter estimation routine, can also 541 be used to generate hypothetical parameters to be passed to the function simulateRTs, which 542 generates a set of simulated RTs and choice responses. By hypothetical parameters, we mean a 543 set of reasonable starting values. An example is shown in Listing 7. These parameters can be 544 changed by the user. it can also predict error RTs that are faster or slower than correct RTs (Fig. 5D ).
569
It is clear from Fig. 5 that various features in data discriminate between various features of the 570 decision-making models: the relative speed of correct and error RTs, and critically the shape of 571 complete RT distributions. We now provide three illustrative case studies that take advantage of 572 the differential predictions of the models, demonstrating the use of CHaRTr for model parameter 573 estimation and selection amongst sets of competing models. To illustrate the utility of the toolbox, we provide three case studies where we simulated data 576 from decision-making models in CHaRTr (case studies 1 and 2) or use CHaRTr to model data collected from monkeys performing a decision-making task (case study 3). We use the case studies to demonstrate the typical model estimation and selection analyses. The case studies 579 also provide a test of model and parameter recovery. That is, whether CHaRTr reliably selects 580 the true data-generating model, and whether it reliably estimates the parameters of the true 581 data-generating model. For our first case study we assumed the data came from hypothetical observers who made decisions 585 in a manner consistent with a DDM with variable drift rate (S v ) and variable start times (S t ). In 586 CHaRTr, this corresponds to simulating data from the model DDMS v S t , where an observer's RTs 587 exhibit variability due to both the decision-formation process and the non-decision components.
588
We simulated 300 trials for each of 5 stimulus difficulties, for 5 hypothetical participants.
589
For each model and hypothetical participant, we repeated the parameter estimation procedure 5 590 times, independently. We heavily recommend this redundant-estimation approach as it greatly 591 reduces the likelihood of terminating the optimization algorithm in local minima, which can Figure 2 : A quantile probability (QP) plot of choice and RT data from a hypothetical decision-making experiment with three levels of stimulus difficulty. The three difficulty levels are represented as vertical columns mirrored around the midpoint of the x-axis (.5). In this example, the lowest accuracy condition had ∼ 55% correct responses, so the RTs for correct responses in this condition are located at .55 on the x-axis and the corresponding RTs for error responses are located at 1 − .55 = .45 on the x-axis; these two RT distributions are highlighted in gray bars. For each RT distribution we plot along the y-axis the 10 th , 30 th , 50 th , 70 th , 90 th percentiles (i.e., .1, .3, .5, .7, .9 quantiles), separately for correct and error responses in each of the three difficulty levels. For clarity, correct responses are shown in blue and error responses are shown in yellow. Subj 3 Figure 6 : Model selection and parameter estimation outcomes from applying a range of cognitive models of decision-making to hypothetical data from two observers (case study 1). A-C shows outcomes from one hypothetical observer. D-E shows outcomes from a second hypothetical observer. Figure 8 : Model selection and parameter estimation outcomes from applying a range of cognitive models of decision-making to data from a hypothetical observer. Decision-making in this hypothetical observer is controlled by the model bUGMS v . A) BIC values as a function of model with the DDM model as the reference for one hypothetical observer, Subj 3. B) Posterior model probabilities for the top six models that provided the best account of Subj 3's behavior. C) Results for another hypothetical subject. D) Results for the population of hypothetical subjects. The most probable model for this set of hypothetical observers is the generative model, bUGM S v . However, we note that other models such as UGMS v , and uDDMS v provide quite good descriptions of the behavior. This result is in keeping with the general notion that model selection ought to be used as a guide to the most likely models and not necessarily to argue for a "best" model. Figure 9 : Model selection outcomes from applying a range of cognitive models of decision-making to data from two monkeys (Roitman and Shadlen, 2002) . A-B shows outcomes from monkey b and n to compare models with various forms of urgency vs. simple diffusion decision models without impatience. For both monkeys, CHaRTr suggests models with urgency are better candidates for describing the data than DDMs without urgency. C-D shows outcomes from the monkeys b and n when comparing UGM vs. DDM models. For both monkeys, UGM based models substantially outperform the DDM based models 
