As the number of charging Plug-in Electric Vehicles (PEVs) increase, due to the limited power capacity of the distribution feeders and the sensitivity of the mid-way distribution transformers to the excessive load, it is crucial to control the amount of power through each specific distribution feeder to avoid system overloads that may lead to breakdowns. In this technical note we develop, analyze and evaluate charging algorithms for PEVs with feeder overload constraints in the distribution grid. The algorithms we propose jointly minimize the variance of the aggregate load and prevent overloading of the distribution feeders.
I. INTRODUCTION
In order to reduce dependency on oil, the cost of the fuel consumption, air-pollution in residential areas, and at the same time to increase vehicle engine performance efficiency and use of renewable energy resources for transportation purposes, Plugged-In Electric Vehicles (PEVs) have been getting popular in recent years. The increase in PEV usage would imply a significant increase in the overall load on the electric grid, and therefore efficient management of this excess demand is crucial for the overall efficiency and stability of the grid [1] .
Based on the US nationwide survey data [2] , [3] , the average US household load in 2009 was 1.3 KW, while the Level 1 PEV charging uses 1.96 KW and Level 2 charging uses 7.2 KW of extra power load. The level 1 charging load is about 1.5 and level 2 charging load is about 5.5 times the average base household load. If every household owns just one PEV in the near future, the peak demand of the grid load from charging the PEVs can increase the peak load by a factor of 2.5 to 6.5 times the current peak load. This peak load would not only increase the peak load that a distribution network (regional or local) draws from the transmission grid, but also causes stress on its feeders and transformers. Therefore, it is necessary to manage the congestion that PEVs charging causes in the feeders to prevent breakdown of transformers and other grid components.
However, most of the recent work on coordinated PEV charging have only focused on minimizing the overall variance of the load-the base (non-PEV) plus PEV power-in the distribution grid [4] , [5] . This minimizes the (peak-to-average) load that the distribution grid under consideration draws from the transmission grid, but does not necessarily ensure that the transformers and feeders in the distribution network are not overloaded. In fact, as our simulation results in Manuscript Section VII show, optimal coordinated charging that simply minimizes load variance over time without taking into account feeder overload limits, can seriously overload different components of the distribution grid. It is worth noting that both transformers and distribution feeders have ratings on the load (power, current) they can carry. Transformers are sensitive to temperature and may stop functioning properly beyond a certain temperature threshold: this imposes limits on the power carried by the transformer. Power (current) transmission through shortdistance feeders that make up typical distribution networks are constrained by their thermal limits, to avoid power line sag due to high temperature [6] . In this technical note, therefore, we focus on the goal of minimizing the total load variance in the distribution grid, subject to overload constraints on the distribution feeders that constitute the distribution network. We assume that the overload constraints are specified in the form of a maximum power that a feeder in the distribution grid can carry at any time, which is calculated a priori so as to satisfy the thermal limits of the distribution grid elements. A novel feature of our approaches is the consideration of the distribution network topology in computing the control feedback to the PEVs, which can differ across PEVs, depending on the state of overload in the distribution feeders supplying power to them. In line with the recent work on this topic [4] , [5] , the algorithms proposed in this technical note can be implemented in a decentralized manner. Specifically, we show that the algorithms can be implemented as an iterative price-driven coordination between the utility (or aggregator) and the PEVs (or their smart meters), where the electric utility quotes certain time-dependent, non-linear but singleparameter pricing functions to each PEV, to which the PEVs respond by choosing a charging schedule so as to minimize their individual charging costs (best response).
In a recent work, the authors in [7] consider thermal constraints (modeled as a complex function of the transformer load) in considering the PEV charging question. However, the study restricts itself to a single transformer that is at the root of the distribution tree; naturally the network aspects and spatial differences in the control feedback are absent from this approach. Another recent work [8] proposes a distributed charging control algorithm that finds a proportionally fair rate allocation for each PEV with considering the maximum capacity of the transmission feeders; however, whereas [8] does not consider the total amount of energy each PEV gets charged and the optimization is done for only one time slot.
We consider a convex optimization formulation for the PEV charging problem subject to feeder overload constraints, and present two decentralized approaches for the problem. The first approach (that is based on overload cost-functions and presented in Section III) and its convergence analysis can be viewed as generalization of results in [5] , extended to account for the distribution network topology and feeder overload constraints. We also provide a simpler convergence proof to a more general result by mapping the approach to a gradient projection method. As we consider the feeder capacity constraints, the maximum step size required for convergence of this cost-based method is dependent not only on the number of the PEVs (as in [5] ), but also on the maximum depth of the tree topology representing the 0018-9286 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. distribution grid. Furthermore, we also provide efficient algorithms (in Section V) that can be used to compute the charging schedules of individual PEVs once the feedback from the utility (distribution network) is obtained. These two algorithms can be used to solve the individual PEV charging profile selection (optimization) sub-problem of [5] as well. The second decentralized approach that we present (described in Section IV) is based on a novel application of a primaldual method that results in dual based solutions that are amenable to decentralized implementation, despite the non-separability in the problem. Due to its reliance on a primal-dual method instead of a gradient method, this algorithm is not directly comparable with that in [5] in terms of its core technical approach; it also provides different convergence properties from our cost-based approach (and that in [5] ). We also interpret (in Section VI) the charging profile computation for both proposed overload control approaches as pricedriven decentralized best response updates, which has not been done in prior work. Finally, while [5] also presents asynchronous and realtime versions of the algorithm proposed there, we only present and analyze synchronous versions of our algorithms in this work. The convergence results of the cost-based method should naturally extend to asynchronous implementation; the convergence properties of the primal-dual algorithm under asynchronous updates remain open for future investigation.
II. SYSTEM MODEL
We model a system where an electric utility negotiates with K plugin electric vehicles (indexed 1, . . . , K) to coordinate their charging schedules, over a distribution network. We discretize the time of day into T units, which are indexed as 1, 2, . . . , T . Let D(t) denote the base demand (aggregated non-PEV demand, assumed to be estimated a priori) over the entire distribution network, and p k (t) denote the charging power of PEV k at time t, for all t ∈ {1, . . . , T }. Let the vector p k = (p k (1), . . . , p k (T )) denote the charging profile of PEV k and the vector p := (p 1 , . . . , p K ) denote the charging profile of all the K PEVs in the system. Assume that PEV k charges over the time
where t s k is the charging start time and t f k is the charging finish time for charging of PEV k, 1 ≤ t s k < t f k ≤ T . We model the distribution network as a tree rooted at the distribution substation ( Fig. 1 ). Each PEV is attached to one of the leaf nodes of the tree (Fig. 1 ). Each PEV k is associated with a set of distribution feeders (links in the tree graph), Π k , which transfer power from the distribution substation to PEV k, and each distribution feeder l carries power to a set Γ l of PEVs, where Γ l = {k : l ∈ Π k }. Let L be the total number of distribution feeders (links) (indexed 1, . . . , L) in the tree topology. Let K l = |Γ l | denote the number of PEVs that receive electricity through the distribution feeder l; obviously K l ≤ K.
Let d max denote the maximum path length (number of distribution feeders) between the distribution substation and any PEV, or in other words, the maximum depth of the tree topology. Let l k = |Π k | be the number of distribution feeders that transfer power from the distribution substation to PEV k; thus l k ≤ d max .
We define P (t) = K k=1 p k (t). Also, P l (t) = k∈Γ l p k (t), denoting the total load of PEVs fed from the lth feeder. Let d l (t) denote the base demand load (non-PEV demand) transmitted through feeder l at time t. As each feeder l has a maximum transmission capacity, ρ l , the maximum PEV demand it can support at time t is P max
Thus for each feeder, l, we have:
where η l,t ≤ 1 is the overload control parameter for link l at time t. While power flow dynamics can be complex, the simple overload constraints (represented by a power capacity constraint of ρ l for feeder l) are motivated by the operation of feeder/transformer protection systems in real distribution lines, where protection systems monitor the current (or power) flow through the feeder lines/transformers, and simply trip when it exceeds a certain pre-determined threshold [6] . For PEV k, as per its battery specification, the charging rate should be within a range
Obviously, p k (t) = 0 for t ∈ T k . Let define U k as the total charging energy PEV k requests in the interval T k . Hence
where U k is calculated based on the PEV battery capacity, B k , and charging efficiency, ν k , as
denote the set of charging profiles for PEV k satisfying constraints (2) and (3). Let D := D 1 × · · · × D K denote the set of all feasible charging profiles of all PEVs.
Subject to constraints (1)-(3), the utility would like to charge the PEVs such that the variance of the total load (PEV plus non-PEV load) in the distribution network is minimized, i.e., it seeks to minimize the following objective:
Objective (4) is consistent with that used in prior literature [4] , [5] . Note that this is equivalent to minimizing peak-to-average power ratio in the distribution network, and thereby reduces the load variance in the transmission network (that supplies power to this distribution network through the distribution substation) as well. Using the notation we have introduced, this can be compactly represented as the primal problem, P P : min
where V(x) is a strictly convex function whose first and second derivatives are continuous and the second derivative is bounded over
In the above formulation, note that the charging constraints of individual PEVs, (2) and (3), are captured in the constraint set D. Our goal is to obtain decentralized PEV charging solutions that attain the optimal value f * of this primal problem.
III. PEV CHARGING USING OVERLOAD COST FUNCTIONS
In the first method, we take into account the overload constraints by associating cost (penalty) functions with the constraints in (1), and add them to objective (4) to create an overload-augmented objective function. More specifically, let each link l be associated with an overload cost function, C l,t (x), at time t, where C l,t (x) is a convex, nonnegative function whose first and second derivatives are continuous, and the second derivative is bounded over x ∈ R, i.e., ∃B : C l,t (x) ≤ B. The primal problem can then be approximated by minimizing an overload-discounted objective function L(p) over the set of all charging profiles D,
Towards developing a distributed algorithm, we solve P 1 using a gradient projection method with constant step-size α. This method can be viewed as a generalization of the method (Algorithm 1) of [5] such that the feeder overload constraints are also taken into account. Due to the separable nature of the set D := D 1 × · · · × D K , this can be expressed as the following iterative update procedure:
where P D k [x] is the projection of the vector x over the hyperplane D k and L p k (p) = [∇L(p)] p k is the gradient of L(p) with respect to p k . Also, let p 0 k (.) := 0, ∀ k, and α < (1/K(B 1 + d max B) ). Theorem 1: If D is not empty, then for 0 < α < (K(B 1 + d max B)) −1 , L decreases monotonically as m increases and L * = lim m→∞ L(p m ) minimizes L(p) over D.
Proof: See the full version [9] . If we set B = 0 (i.e., overload cost functions are absent) then the step-size condition in Theorem 1 is the same as that required for convergence of Algorithm 1 in [5] . The above results also hold if the PEV charging profile updates are not all synchronous, but follow the partially asynchronous model as described in [10] , in which only requires that each PEV iteratively updates its charging profile within a finite amount of time. The analysis technique and convergence results for this case are similar to that of [5, Algorithm 2]. More discussion on the partial asynchronous implementation of our algorithm can be found in the full version of the technical note.
IV. PEV CHARGING USING PRIMAL-DUAL SUBGRADIENT METHOD
Due to the non-separability of the problem with respect to the decision variables (charging schedules), the dual gradient (subgradient) method (see [11, Ch. 6] ), which has been widely used to develop distributed solutions in other related contexts [12] , [13] , does not easily lead to a decentralized algorithm in our problem. To circumvent the issue, we apply a primal-dual subgradient method studied in [14] , [15] .
The Lagrangian of (5), L(p, μ) :
where g(p) = (g 1,1 (p), . . . , g L,T (p)) ≤ 0 is the feeder overload constraint vector, and μ = (μ 1,1 , . . . , μ L,T ) is the vector of dual variables. We assume there exists a feasible solution p that satisfies all distribution feeders' constraints with a "slack" of : g l,t (p) < − for ∀ l, t, for some > 0. Let P max (t) = K k=1 p max k (t) and define μ max as in the following:
For each feeder l, 1 ≤ l ≤ L, define the set M l,t = {μ l,t |0 ≤ μ l,t ≤ μ max }, for t = 1, . . . , T . The iterates of the primal-dual subgradient method at the mth step, m ≥ 0, are generated as follows [14] , [15] :
where P D k and P M l,t denote the projections on sets D k and M l,t respectively. The vectors L p k = [∇L(p, μ)] p k and L μ l,t = [∇L(p, μ)] μ l,t denote the partial subgradient of L(p, μ) with respect to p k and μ l,t , respectively. The initial vectors in p 0 is assigned with arbitrary values as the algorithm projects the solution on the constraint plane D at the first step. The initial vector μ 0 should be feasible, e.g., μ 0 = 0. The scalar α > 0 is a constant step size.
The convergence analysis that we present next follows using the convergence result on the primal-dual subgradient method in [14] , and applying it to our context. Proof: See the full version [9] . Theorem (2) implies that for α → 0, |[g(p m )] + | and f (p m ), respectively go to zero and f * , as m → ∞. In other words, the average iterates approaches the optimal solution of the primal problem in the limit, as the step size α becomes small. Establishing the convergence of this approach for an appropriately defined asynchronous implementation model remains open for future investigation. As compared to the approach presented in Section III, the primal-dual approach described in this section uses a fundamentally different technique in handling the constraints in (5) . In particular, the overload cost-based approach associates a differentiable penalty function with each constraint and requires primal variable updates only; the penalty (overload cost) functions associated with the constraints get updated automatically when the primal variables are updated. In contrast, the primal-dual approach moves both the primal and dual variables in a gradient direction of the Lagrangian function (8) . Note that the corresponding dual function is non-differentiable (the optimal solution of the primal problem P is not unique). These differences have implications on the convergence properties of the two approaches, as we illustrate in Section VII.
V. PEV CHARGING PROFILE PROJECTION ALGORITHMS
In this section we describe how the projection step in equations (7) and (10) (1) , . . . , q m k (T )) denote L p k (p m ) in (7) , or L p k (p m , μ m ) in equation (10) . Let us denotê p k = p m+1 k , then we havê
The optimization problem in (12) is a constrained least-square minimization problem that is also equivalent to the optimization problem defined in (8) of [5] . Here we propose an efficient algorithm to solve this minimization problem. Let us define b k (t) := αq k (t) − p k (t), then (12) represents a "valley filling" question with respect to b m k (t) for just one vehicle, PEV k. Let us denote b k = (b k (1), . . . , b K (T )),
Theorem 3: The optimal solution,p k ∈ D k , of equation (12) is uniquely derived asp
. Proof: See the full version [9] . Based on Theorem 3, it is possible to use bisection method to
As y is an increasing function of λ, the algorithm converges after log 2 (|Λ|/ ) steps, where |Λ| is the length of interval Λ, and is maximum approximation error. The algorithm runs in O(T log 2 ((1/ ))) time, and as gets smaller the error goes to zero.
Based on Theorem 3, it is also possible to compute the optimal solution of (12) exactly, but in O(T 2 ) time. This is described in the Charging Profile Projection (CPP) algorithm.
Algorithm CPP:
Initialization: Given b m k (.), p max k (.) and U k . Setp k (.) ← 0.
Step 1: Set a(.) = b m k (.) +p k (.).
Step 2: Find a min = min t∈T k {a(t) : a(t) < b m k (t) + p max k (t)}. If min value does not exist then Finish. Set T min = {t : a(t) = a min }.
Step 3: Find a next = min t∈T k {a(t) : a(t) > a min }. If min value does not exist then a next = ∞.
for all t ∈ T min and Goto Step 1; Otherwise if U k ≤ γ then setp k (t) ←p k (t) + (U k /|T min |) for all t ∈ T min and Finish.
In Algorithm CPP, we "valley fill" the different time slots t in the increasing order of b m k (t). Thus we start from the minimum level of the curve b m k (t) in step 2, and we fill the valley up to the next minimum b m k (t) in step 3, ensuring that the constraint for 0 ≤p k (t) ≤ p max k (t) is not violated. In step 4, λ is set to one of two cases: (i) b m k (t) + p max k (t) for some t ∈ T k or (ii) a next which is the minimum level of available charging time slots for which charging is not assigned yet. If case (i) occurs, at least one charging time slot is omitted from the charging algorithm procedure. If case (ii) occurs, one new charging time slot gets assigned for the charging of PEV k. Case (i) can happen at most once for each time slot, and therefore at most T times. Similarly, case (ii) can happen at most once per time slot, and therefore at most T times as well. Therefore the algorithm would finish at most in 2T loops. The calculations for each loop is O(log T ) to find a min , O(log T ) to find a next , and O(T ) to renewp k (t) and U k . Therefore, the total calculations for each loop is O(T ) and the total calculations for the algorithm is O(T 2 ).
VI. DECENTRALIZED ITERATIVE BEST RESPONSE IMPLEMENTATION
The two overload control methods described in this technical note can be implemented as iterative best response updates by the PEVs responding to appropriately defined charging price functions determined by the utility (or aggregator). To develop this interpretation, we assume that each PEV selfishly minimizes its own individual charging cost, given a particular cost (price) function provided by the utility.
Let the utility calculate b m k as follows:
where q m k = L p k (p m ) is derived from (6) for cost-based method, and q m k = L p k (p m , μ m ) is derived from (8) for primal-dual method. The utility updates the dual variables as μ m as in equation (11).
At the mth iteration of both overload control methods, the utility proposes to each PEV k time-dependent non-linear pricing functions Ψ m k (p k ) = (Ψ m,1 k (p k (1)), . . . , Ψ m,T k (p k (T ))) as follows:
where W k is a strictly convex function with continuous first and second derivatives. Note that the functions ψ m,t k (·) are single parameter functions ( ψ m,t k (·) just depends on b m k (t)). Therefore, to communicate Ψ m k (p k ) to PEV k, it suffices to just communicate the vector b m k to PEV k at iteration m. Each PEV k then updates its charging profile in order to minimize its charging cost
Using (13), we observe that the RHS of (15) is the same as the RHS of (12) , and can thus be computed using CPP algorithm described in Section V. The PEVs then communicate the chosen schedules p m+1 k back to the utility, based on which the b m+1 k values are computed, and the process repeats until convergence.
VII. NUMERICAL RESULTS
In this section, we use numerical studies to evaluate the performance of the two proposed overload control approaches, in minimizing the total load variation as well as controlling the feeder overload in the distribution network. We set V(x) = x 2 in the primal problem P, as defined in (5) . We use the tree-structured IEEE Bus 13 distribution network [16] with the distribution substation located at the root node of the tree; the maximum depth of tree topology, d max = 6. The hourly load demand data is obtained from [17] , and we assume the peak total load of 5 MW in the distribution network.
In this simulation study, we connect 50 PEVs with homogeneous charging constraints to each node (load point) of IEEE Bus 13 residential network. Each PEV requests a charging amount of U k = 10 KWh. The maximum charging capacity of each PEV is assumed to be 1.96 KW, and the charging start and finish times are t s k = 0 and t f k = T = 24, for all PEVs. The PEV total load is equal to 13 × 50 × 10 KWh = 6.5 MWh that is 5.4% of the maximum generation capacity of the IEEE Bus 13 that is evaluated as 5 MW × 24 hours = 120 MWh. We assume that the capacity of each feeder (link) l equals ρ l = νD max r l , where D max = 5 MW is the maximum generation capacity of IEEE Bus 13, r l is the spot load ratio (the base load on the link as a fraction of the total base load in the distribution network) for link l, and ν is the feeder overload safety factor that is set to 1.5. The spot load ratios for each link are derived from [16] . The base load at each link l is also calculated as d l (t) = r l D(t). Therefore, we have: P max D(t) ). We monitor the normalized maximum link overload of the feeders at each time t, calculated as
Let s t (p) = K k=1 p k (t) denote the total PEV aggregate load at time t, and let the vector s(p) = (s 1 (p), . . . , s T (p)) denote the total PEV aggregate load during the time window of interest, 1, . . . , T . Let p * denote the limit point to which our update algorithms converge. The normalized error at iteration m is determined as the normalized 2-norm distance of the total PEV load vector at iteration m, to p * Fig. 2(a) and (b) show the total load and normalized maximum overload, respectively, in the distribution network. The overload cost function used is C l,t (x) = 0 for x < 0 and C l,t (x) = β l,t x (2+ˆ ) for x ≥ 0, whereˆ is set to 0.01, and η l,t is set to 0.9 for all l, t. We set β l,t to the minimum value, β * , for all l, t, such that the maximum link overload is zero for all feeders. The simulations are done with the same update step size, α, for both overload control methods; α is derived based on the bound stated in Theorem 1. From Fig. 2(a) , we observe that the variance of the total load in the primal-dual method (Section IV) and the overload cost minimization method (Section III), are approximately the same. In the figure, note that the no overload control case, that is proposed in [5] , corresponds to setting β l,t = 0 ∀ l, t, i.e., only the load variance in the distribution grid is minimized, without taking into consideration any feeder capacity constraints. The variance of the total load in the primal-dual and costbased methods is only greater than that attained without overload control by a small factor (about 0.45%). From Fig. 2(b) , we observe that both approaches are very effective in avoiding overloading of distribution feeders, as the normalized overload remains below zero or very close to it at all times. The primal-dual approach has a slightly better performance in overload control compared to the cost-based approach; the no overload control solution does significantly overload one or more of the feeders for significant periods of time. Fig. 3 demonstrates the normalized error versus the number of update rounds for this simulation study. We observe that the normalized error decreases slightly faster in the cost-based approach. Moreover, the normalized error for the primal-dual approach does not monotonically decrease with increasing number of rounds, unlike the cost-based approach.
VIII. CONCLUSION
In this technical note, we addressed the question of overload control on the feeders of a distribution network that is being used in charging PEVs. We proposed two different (sub-) gradient optimization methods for the overload control problem-one based on cost (penalty) Fig. 2 . (a) Total load and (b) normalized maximum overload of the feeders, in the IEEE Bus 13 distribution system with no overload control, and overload control using cost-minimization and primal-dual methods. Fig. 3 . Normalized error versus number of update rounds for the two methods. minimization and another based on primal-dual approach-both of which are amenable to distributed implementation through back-andforth communication between the utility (aggregator) and the PEVs. We showed theoretically that the iterative algorithms based on both approaches converge to attain near-optimal load variance while ensuring that the feeders are not overloaded. The cost-based approach requires that the step size be smaller than a certain system-dependent threshold, to ensure convergence. The primal-dual approach does not require a specific upper bound on the step size, although the degree of approximation depends linearly on the step-size in addition to other system parameters. In simulations, we observed that while both overload control methods are quite effective in controlling feeder overload. The primal-dual approach seems slightly better in terms of maximum feeder overload control, while the cost-based approach attains faster and smoother (monotonic) convergence.
While we discuss a best-response implementation of our algorithms in Section VI, a formal game-theoretic treatment of this problem is beyond the scope of the current work. In this respect, the approach that we propose differs from that in [4] , [18] , where the PEV charging problem (without feeder overload constraints) has been analyzed as a strategic game of complete information between PEVs, and the Nash equilibrium properties of the game has been studied. Although it seems likely that the two approaches that we propose in this technical note could be utilized (for incorporating feeder overload constraints) in such game-theoretic frameworks as well, that question remains open for further investigation.
