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In this paper, the following fractional ordinary differential equation boundary value
problem:
CDα0+u(t)+ λh(t)f (u(t)) = 0, 0 < t < 1,
u(0) = u′(1) = u′′(0) = 0,
is considered, where 2 < α ≤ 3 is a real number, CDα0+ is the standard Caputo differ-
entiation, λ > 0. By using a fixed-point theorem on cone, the eigenvalue intervals of the
problem is established.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The subject of fractional calculus has gained considerable popularity and importance during the past decades or so,
due mainly to its demonstrated applications in numerous seemingly and widespread fields of science and engineering.
It does indeed provide several potentially useful tools for solving differential and integral equations, and various other
problems involving special functions of mathematical physics as well as their extensions and generalizations in one and
more variables. For details, see [1–24] and the references therein.
On the study of the existence and multiplicity of positive solutions, we refer the readers to [1–7,15,17,20–23]. However,
there are few papers that consider the eigenvalue intervals of fractional boundary value problems.
In this paper, we consider the eigenvalue interval of the following fractional boundary value problem
CDα0+u(t)+ λh(t)f (u(t)) = 0, 0 < t < 1, (1.1)
u(0) = u′(1) = u′′(0) = 0, (1.2)
where 2 < α ≤ 3 is a real number, CDα0+ is the standard Caputo differentiation, λ > 0. By the use of appropriate conditions
with respect to limt→0 f (t)/t and limt→∞ f (t)/t , we prove that problem (1.1), (1.2) has at least one or two positive solutions
for some λ.
The following conditions will be used in this paper:
(H1) f ∈ C+[0,+∞), and there exists tn → 0 such that f (tn) > 0, n = 1, 2, . . .;
(H2) h ∈ C+(0, 1) such that
 1
0 G(1, t)h(t)dt < +∞, and there exists 1/4 < c < 3/4 such that h(c) > 0;
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(H3) supr>0 minr/4≤t≤r f (t) > 0;
(L1) lim
t→0
f (t)
t
= ∞; (L2) lim
t→∞
f (t)
t
= ∞; (L3) lim
t→0
f (t)
t
= 0;
(L4) lim
t→∞
f (t)
t
= 0; (L5) lim
t→0
f (t)
t
= l; (L6) lim
t→∞
f (t)
t
= l,
where 0 < l < +∞.
2. Background materials and preliminaries
Definition 2.1. The Caputo fractional derivative of order α > 0 of a continuous function f : (0,∞)→ R is given by
CDα0+f (x) =
1
Γ (n− α)
 x
0
f (n)(t)
(x− t)α−n+1 dt,
where n = [α] + 1, provided that the right side is pointwise defined on (0,∞).
Lemma 2.1 ([6]). Given g ∈ C[0, 1], the unique solution of
CDα0+u(t)+ g(t) = 0, 0 < t < 1, (2.1)
u(0) = u′(1) = u′′(0) = 0 (2.2)
is
G(t, s) =

(α − 1)t(1− s)α−2 − (t − s)α−1
Γ (α)
, 0 ≤ s ≤ t ≤ 1;
t(1− s)α−2
Γ (α − 1) , 0 ≤ t ≤ s ≤ 1.
(2.3)
Lemma 2.2 ([6]). The function G(t, s) defined by (2.3) satisfy:
(1) G(t, s) > 0, t, s ∈ (0, 1)
(2) min1/4≤t≤3/4 G(t, s) ≥ 14 max0≤t≤1 G(t, s) = 14G(1, s), 0 < s < 1.
Lemma 2.3. If function f ∈ C([0,+∞), [0,+∞)), h ∈ C((0, 1), [0,+∞)) such that  10 G(1, s)h(s)ds < +∞, then the
unique solution u of problem (1.1), (1.2) satisfies
min
1/4≤t≤3/4 u(t) ≥
1
4
max
0≤t≤1
|u(t)|.
Proof. With Lemma 2.1, u can be written as
u(t) =
 1
0
λG(t, s)h(s)f (u(s))ds ≤
 1
0
λ max
0≤t≤1
G(t, s)h(f )f (u(s))ds < +∞,
so,
max
0≤t≤1
|u(t)| = max
0≤t≤1
 1
0
λG(t, s)h(s)f (u(s))ds
≤
 1
0
max
0≤t≤1
λG(t, s)h(s)f (u(s))ds.
Taking into account Lemma 2.2, there is
min
1/4≤t≤3/4 u(t) = min1/4≤t≤3/4
 1
0
λG(t, s)h(s)f (u(s))ds
≥ 1
4
 1
0
max
0≤t≤1
λG(t, s)h(s)f (u(s))ds
≥ 1
4
max
0≤t≤1
 1
0
λG(t, s)h(s)f (u(s))ds = 1
4
max
0≤t≤1
|u(t)|.
The proof is complete. 
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The following fixed-point theorem is fundamental to the proofs of our main results.
Lemma 2.4 ([14]). Let E be a Banach space, P ⊆ E be a cone, and suppose that Ω1,Ω2 are bounded open balls of E centered at
the origin withΩ1 ⊂ Ω2. Suppose further that A : P ∩ (Ω2 \Ω1)→ P is a completely continuous operator such that either
(i) ∥Au∥ ≤ ∥u∥, u ∈ P ∩ ∂Ω1 and ∥Au∥ ≥ ∥u∥, u ∈ P ∩ ∂Ω2, or
(ii) ∥Au∥ ≥ ∥u∥, u ∈ P ∩ ∂Ω1 and ∥Au∥ ≤ ∥u∥, u ∈ P ∩ ∂Ω2
holds. ThenA has a fixed point in P ∩ (Ω2 \Ω1).
3. Main results
Denote
A = max
0≤x≤1
 1
0
G(x, s)h(s)ds, B = min
1/4≤x≤3/4
 3/4
1/4
G(x, s)h(s)ds,
λ∗ = 1
A
sup
r>0
r
max
0≤t≤r
f (t)
, λ∗∗ = 1
B
inf
r>0
r
min
r/4≤t≤r f (t)
,
C+E = {g : E → [0,+∞) continuous}, ∥u∥ = max
0≤t≤1
|u(t)|,
K =

u ∈ C+[0, 1] | min
1/4≤t≤3/4 u(t) ≥ 1/4∥u∥

,
(Tu)(x) = λ
 1
0
G(x, s)h(s)f (u(s))ds.
For r > 0, letΩr = {u ∈ K | ∥u∥ < r}, ∂Ωr = {u ∈ K | ∥u∥ = r}. It is clear that K is a sub-cone of nonnegative function
cone C+[0, 1]. It is easy to know that A > 0, B > 0 under condition (H2); T : C+[0, 1] → C+[0, 1] under conditions (H1)
and (H2); 0 < λ∗ ≤ +∞ under conditions (H1) and (H2); and 0 ≤ λ∗∗ < +∞ under conditions (H1), (H2) and (H3).
Lemma 3.1. Suppose that conditions (H1) and (H2) hold, then T : K → K is completely continuous.
Proof. For n = 1, 2, . . . , let hn(t) = min{h(t), n}, en = {t ∈ [0, 1] | h(t) ≥ n}. Let
(Tnu)(x) = λ
 1
0
G(x, s)hn(s)f (u(s))ds.
By [6], Tn : K → K is completely continuous. With condition (H2),
en
G(1, t)h(t)dt → 0, (n →∞).
For r > 0 and u ∈ Ωr , letM = max0≤t≤r f (t), then there is
∥Tu− Tnu∥ = max
0≤x≤1
|(Tu)(x)− (Tnu)(x)|
= λ max
0≤x≤1

en
G(x, s)[h(s)− n]f (u(s))ds
≤ λM max
0≤x≤1

en
G(x, s)h(s)ds
≤ λM

en
G(1, s)h(s)ds → 0.
So, sup{∥Tu− Tnu∥ | u ∈ Ωr} → 0. And we claim that T : K → K is completely continuous. 
Lemma 3.2. Suppose that conditions (H1) and (H2) hold, and there exist two different positive numbers a, b such that
max
0≤t≤a
f (t) ≤ a/(λA), min
b/4≤t≤b f (t) ≥ b/(λB).
Then, problem (1.1), (1.2) has at least one positive solution u∗ ∈ K such that min{a, b} ≤ ∥u∗∥ ≤ max{a, b}.
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Proof. Without loss of generality suppose that a < b. For u ∈ ∂Ωa, 0 ≤ t ≤ 1, there is f (u(t)) ≤ a/(λA), then
(Tu)(x) ≤ λ
 1
0
G(x, s)h(s)ds · a
λA
≤ λA · a
λA
= a,
i.e., for u ∈ ∂Ωa, there is ∥Tu∥ ≤ ∥u∥.
For u ∈ ∂Ωb, 1/4 ≤ t ≤ 3/4, there is f (u(t)) ≥ b/(λB), so
(Tu)(c) ≥ λ
 3/4
1/4
G(c, s)h(s)ds · b
λB
≥ λB · b
λB
= b,
i.e., for u ∈ ∂Ωb, there is ∥Tu∥ ≥ (Tu)(c) ≥ ∥u∥.
By the use of Lemma 2.4, there exists u∗ ∈ Ωb \Ωa such that Tu∗ = u∗. That is say, u∗ is a solution of problem (1.1), (1.2)
and a ≤ ∥u∗∥ ≤ b. Finally, because ∥u∗∥ ≥ a > 0 yields u∗(t) > 0 for t ∈ [1/4, 3/4]. Taking into account that conditions
(H1) and (H2) hold and u∗ = Tu∗, we have that u∗(t) > 0, 0 < t < 1. 
The main results of this paper are as follows.
Theorem 3.1. Suppose that conditions (H1), (H2), (L1), (L2) hold. Then, for every 0 < λ < λ∗, Problem (1.1), (1.2) has at least
two positive solutions.
Proof. Define function q(r) = r/[Amax0≤t≤r f (t)], with condition (H1), we have q : (0,+∞) → (0,+∞) is continuous.
For 0 < λ < λ∗, there exists 0 < r0 < +∞ such that
f (t) ≤ r0/(λA), t ∈ [0, r0].
On the other hand, by (L1) and (L2), there exist 0 < b1 < r0 < b2 < +∞ such that
f (t)/t ≥ 1/(4λB), t ∈ (0, b1] ∪ [b2/4,+∞).
Thus,
f (t) ≥ b1/(λB), t ∈ [b1/4, b1],
f (t) ≥ b2/(λB), t ∈ [b2/4, b2].
By the use of Lemma 3.2, the proof is complete. 
Theorem 3.2. Suppose that (H1) and (H2) hold, and one of conditions (L1) and (L2) holds. Then, for every 0 < λ < λ∗,
Problem (1.1), (1.2) has at least one positive solution.
Proof. Refer to Theorem 3.1. 
Theorem 3.3. Suppose that conditions (H1), (H2), (L3) and (L4) hold, f (t) > 0 for t > 0. Then, for all λ∗∗ < λ < +∞,
Problem (1.1), (1.2) has at least two positive solutions.
Proof. Define function p(r) = r/[Bminr/4≤t≤r f (t)]. It is easy to know that function p : (0,+∞)→ (0,+∞) is continuous.
For λ∗∗ < λ < +∞, there exists 0 < r1 < +∞ such that
f (t) ≥ r1/(λB), t ∈ [r1/4, r1].
On the other hand, with condition (L3), there exists 0 < a1 < r0 such that f (t)/t ≤ 1/(λA) for t ∈ (0, a1]. So,
f (t) ≤ a1/(λA), t ∈ [0, a1].
With condition (L4), there exists r1 < a < +∞ such that f (t)/t ≤ 1/(λA) for t ∈ [a,+∞). LetM = max0≤t≤a f (t). Choose
a2 > a such that a2 ≥ λMA. Then,
f (t) ≤ a2/(λA), t ∈ [0, a2].
With Lemma 3.2, the proof is complete. 
Theorem 3.4. Suppose that conditions (H1), (H2) and (H3) hold. And one of the conditions (L3) and (L4) holds. Then for all
λ∗∗ < λ < +∞, Problem (1.1), (1.2) has at least one positive solution.
Proof. Refer to Theorem 3.3. 
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Corollary 3.1. Suppose that conditions (H1) and (H2) hold, and one of the following cases holds:
(1) (L1) and (L4) hold;
(2) (L2) and (L3) hold,
then for all λ > 0, Problem (1.1), (1.2) has at least one positive solution.
Proof. Suppose condition (1) hold. According to Theorem 3.2, only thing we need to prove is λ∗ = +∞. In fact, if f is
bounded, sup0≤t<+∞ f (t) = M < +∞, then
λ∗ ≥ 1/A sup
r>0
(r/M) = +∞.
If f is unbounded on [0,+∞), then there exists rn →+∞ such that f (rn) = max0≤t≤rn f (t). By (L4), one has
λ∗ ≥ 1/A sup
n
[rn/f (rn)] = +∞.
Suppose condition (2) holds. According to Theorem 3.4, we only need to prove λ∗∗ = 0. With (L2) there is f (t)→ +∞
for t →+∞, therefore, (H3) holds naturally.
As f (t)→+∞ for t →+∞, there exists rn →+∞ such that f (rn/4) = minrn/4≤t≤rn f (t). By the use of (L2), one has
λ∗∗ ≤ 1/B inf
n
[rn/f (rn/4)] = 0.
The proof is complete. 
Corollary 3.2. Suppose that conditions (H1) and (H2) hold, and one of following assumptions holds:
(1) conditions (L1) and (L6) hold;
(2) conditions (L2) and (L5) hold,
then for all 0 < λ < 1/(Al), Problem (1.1), (1.2) has at least one positive solution.
Proof. By (L5) or (L6), it is clear that 1/(Al) ≤ λ∗, and this combined with Corollary 3.1, the proof is complete. 
Similarly, we have
Corollary 3.3. Suppose conditions (H1) and (H2) hold, and one of the following assumptions holds:
(1) conditions (L3) and (L6) hold;
(2) conditions (L4) and (L5) hold.
Then for all 4/(Bl) < λ < +∞, Problem (1.1), (1.2) has at least one positive solution.
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