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1. INTRODUCTION 
In this paper we develop, for solutions of an elliptic partial differential equa- 
tion, results analogous to those found in the theory of entire functions of a 
single complex variable. The later theory is rich and highly developed, and being 
essentially equivalent to the study of Laplace’s equation in 2-dimensions, 
suggests the possibility of fruitful extensions to more general elliptic equations. 
Functions of the form 
-9 
4x, Y) = C a,r 2n (a*qCOs 20), P, x = Y cos 8, y = r sin 19, (1) 
n-0 
where 01, fl > -4, and PzYB’(f) are the Jacobi polynomials, have been called 
generalized bi-axially symmetric potentials (GBSP’s) [5]. They arise as solutions 
of the equation 
01, p > -;, (2) 
which are even in x and y. When 2or -1 1 and 2/3 + 1 are positive integers such 
functions occur as solutions of the 201 + 2/3 + 4 dimensional Laplace equation 
t 
a2 a2 a2 a2 -+- __ ax,2 ax,2 + ... + ax;s;2 + ay,z -t ... + 6-1 u(x, y) := 0 2a+2 
under the substitutions 
and 
x = (Xl2 + x22 + *-* + x;B+2)1’2 
y = (Y12 + Y22 + ..- + Y:c!+2)1’2. 
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Also, when OL and p are non-negative integers, GBSP’s occur as factors of solu- 
tions of the 4-dimensional Laplace equation [7], and can thus by used in the 
study of the 3-dimensional wave equation (method of Stieltjes [ 1, pp. 389-3901). 
For a discussion of the solution of equation (2) as a special case of the equation 
2a + 1 au __- - Y ay c‘h = 0 
see [9]. Also for a discussion of the relation of rznp$s)(cos 213) to the heat 
polynomials, see [3]. 
We say a GASP u is regular in the disk D, = {(x, y): x2 + y2 < R2} if the 
series (1) conveges absolutely and uniformly an compact subsets of the disk. 
In this case u E C2(DR), u satisfies the equation (2) on 
D, - {x = 0} u {y = 0}, and 
au 
ax’ 
Oonx=Oand@=O 
aY 
on y = 0. 
A GBSP u is said to be entire if it is regular on every disk centered at the origin 
(and hence has no finite singularities). 
We note the function r8nPt.d’ (cos 28) is analogous to a solid spherical 
harmonic. That is, letting 
Pp(x, y) = r2nPp(cos 28), 
P$@‘(x, y) is a homogeneous polynomial of degree n in x and y. This is easily 
seen by considering the Braaksma-Meulenbeld integral representation for the 
Jacobi polynomials [2] : 
P$@(cos 28) = c, 
11 
IS 
(u sin 0 + iv cos 0)2”(1 - u~)O~-~/~(I - u~)B-~‘~ du dv 
-1 -1 
(4) 
where 
c, = 
(-1)” 22”F(n + 01 + I) r(n + fi + 1) 
7r(2n)! qa + $) q/3 + 3) (5) 
We begin with a study of the growth of entire GBSP’s (Section 2). Our aim 
is to characterize measures of growth explicitly in terms of the coefficients {a,} 
in the expansion (1). In Section 3 these results are applied to obtain a method 
of generating complete sequences of GBSP’s by applying a sequence of invarient 
transformations for the equation (2) to a single entire GBSP. 
In [4] a similar development has been carried out for solutions of the equation 
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where extensive use was made of Gilbert’s A,, integral operator and inverse 
transform [6, pp. 165-1741. Our approach here will be more direct. 
2. GROWTH 
In investigating the growth of GBSP’s, our approach will be a straightforward 
argument on the expansion (I), using only the orthogonality of the Jacobi 
polynomials 
i l [P;.“‘(X)]2(1 - x>“( 1 - X)” dx 
--1 
p+s+1 qn + (y. + 1) qn + /I i 1) 
= 2n+cu+j9+ 1 q?.+ l)r(n+ol+~+ 1) ’ 
and the bound 
where q = max(cY, /I), (see [lo, p. 1631). 
We begin with a computation of the radius of convergence of the series (1) in 
terms of the coefficients a, . 
THEOREM 1. The series 
cc 
c a,r2nP~‘0)(cos 28) (7) 
?L=O 
converges absolutely and uniformly on compact subsets of the open disk centered at 
the origin of radius R given by 
l/R = lim sup / a, /1/2n. 
Il.+m 
Further, such convergence does not obtain on any larger disk. 
(8) 
Proof. Let p denote the radius of the largest disk centered at the origin in 
which the series (7) will converge uniformly on compact subsets. Let u denote 
the limit function. Then by termwise integration and orthogonality of the 
Jacobi polynomials we have 
2*+0+1T(n + cd + 1) r(n + /3 + 1) 
(2n + a + B + 1) r(n + 1) r(n + a + B + 1) any2n 
u(r cos 0, r sin t9) P$‘)(cos 2f9( 1 - cos 20)a( 1 - cos 2Q8 sin 28 d0. 
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Thus, using the Schwartz inequality yields 
l%l<[ (2n + cx + B + 1) qa + 1) qp + 1) qn + 1) qn + a+ B + 1) 1/Z T(a: + B + 2) qn + fx + 1) 0 + B + 1) 1 
. M(r, 4 
r2n ’ G-9 
where 
M(Y, u) = Zeyz,Z I 4x9 r)l* (9) 
Noting that F(x + a)/r(x) - xa, this yields limsup ( a, [1/2n < l/r, and since 
the choice of r < p was arbitrary, 
lim sup 1 a, 11/2n < l/p. 
n-m 
On the other hand, suppose 
lim sup 1 fzra 11j2* = l/R 
n-x0 (10) 
Using the bound (6) we find the series (7) is dominated by 
Thus (10) implies the series (7) converges absolutely and uniformly on compact 
subsets of the disk centered at the origin of radius R, from which the theorem 
easily follows. 
In particular, a GBSP (1) is entire if and only if 
lim sup I a, lllzn = 0. 
n-m 
We introduce the idea of the order p and type 7 of an entire GBSP following the 
usual function theoretic definitions [8, p. 31: 
p = lim sup 
log log M(r, u) 
r-m logr ’ 
and 
7 = lim sup log WY, 4 
r-m T’ ’ 
where M(Y, u) is given by (9). We next characterize p and 7 in terms of the 
coefficients of u. 
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THEOREM 2. Let u be an entire GBSP of order p. Then 
p=2limsup 
nlogn 
n-m log 1 a, 1-l ’ 
where {a,] are the coeficients of u in its expansion (1). 
Proof. Let E > 0. In view of (8) and the definition of order, we have for r 
sufficiently large 
IanI d [ (2n + a + B + 1) w + 1) w + 1) qn + 1) r(n + a+ B + 1) 1’2 q, + B + 2) qn + a+ 1) qn + B + 1) I 
. exp(rP+e) 
r2n . 
The minimum of r-2n exp(re*) is attained when 
r = (A-)“‘““‘. 
Thus for n sufficiently large, 
IanI <[ (2n + a+ P + 1) m + 1) T(P + 1) qn + 1) F(n + m+ B + 1) 1’2 qa + B + 2) qn + a+ 1) qn + B + 1) I 
. (p + <)e 
[ 
2n’(p+E) 
2n I 9 
from which one easily computes 
2 lim sup nlogn 
IL+* log 1 a, 1-l ’ ’ + ” 
We have already noted that 
and since u is entire 
0 = lim sup I a, 11/2n. 
n-m 
Thus the fact that (np)112n --f 1 implies that 
(11) 
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is an entire function of z = x + ij~, and by (11) 
P(U) G Pk>% 
where p(u), p(g) denote the order of u, g. The formula expressing the order of 
an entire function of a single complex variable in terms of its Taylor coefficients 
[8, p. 41, then yields 
2n log 2n n log n 
PC”) G liy+yP log[, a, , (nF)]-i- = 2 lit+;p -__. 
1% I an I-l 
THEOREM 3. Let u be an entire GBSP of order p and type 7. Then 
7 = -$ lim sup n 1 a, jD/2n 
where {a,} are the coeficients of u in its expansion (1). 
Proof. Let E > 0. Arguing as in the proof of the preceeding theorem we 
have for r sufficiently large, 
l%l G[ P + a+ B + 1) r(a + 1) r(B + 1) r(n + 1) r(n + OL + j3 + 1) II2 
JTa + B + 2) r(n + a+ 1) r(n + B + 1) 1 
. exP[(T + WI 
rzn 
The minimum of re2* exp[(T + c)ro] attains for 
l/D 
r = (T :“.,p * [ 1 
Thus for n sufficiently large, 
l%al G[ (2n + 01+ /I + 1) r(cu + 1) r(B + 1) r(n + 1) r(n + a+ B + 1) ‘I2 r(a + B + 2) F(n + a+ 1) r(n + B + 1) 1 
. 
[ 
(T + l ) ep 1 2nlp 2n ’ 
which yields 
-$ lim sup n 1 a, 1°i2n < 7 + E. 
tl+m 
By the result of Theorem 2 and the expression of the order of an analytic 
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function in terms of its Taylor coefficients, it follows that the order of u equals 
the order of 
f(z) = f a, (” ; “) z?. 
91=0 
Thus inequality (11) implies T(U) < ~(f ). Appealing to the expression giving 
the type of an analytic function in terms of its Taylor coefficients [8, p. 43 we 
have 
1 
T(f) = __- lim sup 2n 1 a, lp/2n. 
v(f) n-‘z 
Since p(f) = p(u), this completes the proof. 
3. GENERATING COMPLETE SEQUENCES 
We say that a sequence of GBSP’s {un} is complete in the space of GBSP’s 
regular on an open disk D, if given a GBSP u regular in D, there exists a sequence 
which converges uniformly to u on compact subsets of D. 
Inspection of the partial differential equation (2) shows that entire solutions 
are invarient under homothetic transformation. That is, if u(x, y) is an entire 
GBSP and if X is any real number, then u(hx, Xy) is also an entire GBSP. As an 
application of the preceding results, we determine conditions on the choice of 
sequence of real numbers {h,} which yields the corresponding sequence 
{u(h,x, h,y)} complete in the space of GBSP’s regular on a disk of radius R 
centered at the origin. Our appeal is to a function theoretic result owing to 
Markushevich [8, p. 2171, by way of the Braaksma-Muelenbeld integral. 
THEOREM 4. Let 
be an entire GBSP of order p and type T. If a, # 0 for n = 0, 1, 2,... and (A,} is 
any sequence of distinct real numbers, then the sequence of GBSP’s 
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is complete in the space of GBSP’s regular ou the open disk centered at the origin of 
radius R given by 
Proof. Using the Braaksma-Muelenbeld integral (4) yields 
p~~6)(% Y) = 42 1-1 J-1 (UY + ivx)2”(1 - $)a-l/2(1 - o~)B-~/~ du dv, 
where c, is given by (5). Using Stirling’s formula one easily computes 
p_mm 1c, 1l’n = 1. (13) 
Since u is entire, j a, jljn -+ 0, hence 
is an entire function of z. Thus in view the uniform convergence, 
u(x, y) = /:l /:lf(uy + ivx)(l - u2)a-l’a(l - TY)~-~/~ du dv, 
where this representation holds throughout the plane. Further, by (13) and 
Theorems 2 and 3, f has order p and type T (i.e., the same order and type as u). 
Also if 
&> = C ad#, 
theng has order p/2 and type 7. Thus by the function theoretic result [8, p. 2171, 
the sequence 
g&4 = &L”4, n = 1, 2,..., 
is complete in the space of analytic functions on the open disk centered at the 
origin of radius R2, where R is given by (12). Now, 
and 
%2(x, Y) = J;l J;lfPn(uy + ivx)]( 1 - u2)a-lj2( 1 - v2)B-1/s du dv, 
where UJX, y) = u&x, h,y). Thus if 
co 
v(x, Y) = c v?J 2n (a*qCOS 28) p, 
n-0 
BI-AXIALLY SYMMETRIC POTENTIALS 163 
is a GBSP regular on disk D, centered at the origin with radius R given by (12), 
we may approximate 0 as follows: 
h(x) = f VnC,x2n 
VI=0 
is analytic on D, (by Theorem l), thus 
h”(x) = f v,c,.x” 
n-0 
is analytic on DRa , Thus there exist 
n = 1, 2,..., 
such that 
i-i j h*(x) - S,(x)I = 0 
uniformly on compact subsets of DRz . Hence for 0 < r < R and (x, y) E D, 
we have, 
. (1 _ u2)a-1/2(1 - $)8--1/2 du dv ( 
h(x) - f c$lf(A,x) 
k=O 
I h*(x2) -  &(z2)l, 
(1 - u2)=-l~z(l - $)8-1/‘2 du dv. 
Since S,(z) -+ h*(z) uniformly on D+, and the choice of r < R was arbitrary, 
this completes the proof. 
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