Abstract. In this paper we study the C*-envelope of the (non-self-adjoint) tensor algebra associated via subproduct systems to a finite irreducible stochastic matrix P .
Introduction
Given a C*-correspondence E, the operator algebras associated to shift operators (also called creation operators) over the Fock correspondence F(E) have been the subject of considerable attention by too many researchers to appropriately list here. By an operator algebra in this paper we mean a (not necessarily self-adjoint) closed unital subalgebra A of a unital C * -algebra B. The operator algebra generated by the shifts in L(F(E)) is called the tensor algebra T + (E), and it provides a very successful prototype for the study of operator algebras. It is closely related to the Toeplitz algebra T (E), which is the C*-algebra generated by the shifts, and its celebrated quotient, the Cuntz-Pimsner algebra O(E).
Analogously, given a a subproduct system X in the sense of Shalit and Solel [SS09] of C*-correspondences over a C*-algebra A parametrized by N, one obtains the operator algebras associated to shifts on F(X): the tensor algebra T + (X), the Toeplitz algebra T (X) and the Cuntz-Pimsner algebra O(X), where the latter was defined in [Vis12] . This new framework generalizes the previous one, in the sense that a C*-correspondence E gives rise to a product system X whose Fock correspondence and associated operator algebras are precisely the ones discussed in the previous paragraph.
There has been important work on the operator algebras arising from subproduct systems over C, or equivalently, the special case of subproduct systems whose C*-correspondence fibers are actually Hilbert spaces, see for example [SS09, DRS11, KS15] . In our previous paper [DOM14] , we turned to the simplest case for which the fibers of the subproduct system are not Hilbert spaces. Namely, we considered the case of subproduct systems of C*-correspondences over ℓ ∞ (Ω) when Ω is countable with more than one point. Such a subproduct system and its associated operator algebras are conveniently parametrized by a stochastic matrix P over the state space Ω. In [DOM14] , we considered isomorphism problems of the tensor algebras associated to stochastic matrices, via these subproduct systems.
Preliminaries
Boundary representations and Shilov ideal. Suppose that A is a unital operator algebra, and (B, ι) is a C*-cover. A unital completely contractive (c.c.) map φ : ι(A) → B(H) has the unique extension property if there exists a unique unital completely positive (c.p.) extension φ : B → B(H) which is also a *-representation. We will say that a unital *-representation ρ : B → B(H) is a boundary representation for A if ρ is irreducible and ρ ↾ ι(A) has the unique extension property.
For a unital c.c. map φ : A → B(H), we say that a unital c.c. map φ ′ : A → B(H ′ ) is a dilation of φ if there is an isometry V : H → H ′ such that for any a ∈ A we have φ(a) = V * φ ′ (a)V . We will call a unital c.c. map φ : ι(A) → B(H) maximal if whenever φ ′ is a dilation of φ, then φ ′ = φ ⊕ ψ for some unital c.c. map ψ. It turns out that for a unital c.c. map φ : ι(A) → B(H) we have that φ is maximal if and only if φ has the unique extension property [Arv06, Proposition 2.2], and that maximality is invariant under change of C*-cover [Arv06, Proposition 3.1].
Thus, for the definitions of the unique extension property and maximality, it makes no difference which C*-cover (B, ι) we work inside.
Next, for a unital operator algebra A and (B, ι) a C*-cover, an ideal I of B is called a boundary ideal for A if the canonical quotient map q I : B → B/I is completely isometric on ι(A). The Shilov ideal S A of A in B is the largest boundary ideal.
The Shilov ideal is a tractable tool for finding the C*-envelope, since B/S A must then be the C*-envelope of A (See [Kak13, Proposition 1.9]). However, there is a way to compute the C*-envelope from boundary representations. By the theorem of Davidson and Kennedy from [DK15] , the boundary representations of every unital operator systems completely norm it, so that by [Arv69, Theorem 2.2.3] we have that the Shilov ideal is the intersection of all kernels of boundary representations.
In [Arv11] Arveson investigated a closely related notion for C*-covers called hyperrigidity. For a unital operator algebra A and (B, ι) a C*-cover for it, one of the equivalent formulations for hyperrigidity of (B, ι) is that for any * -representation π : B → B(H), the restriction π| ι(A) has the unique extension property.
Suppose now that A is hyperrigid in (B, ι). Then any irreducible *-representation of B must be a boundary representation with respect to ι(A), so by taking the direct sum ρ of all irreducible representations of B, by the above we have that the Shilov ideal of ι(A) in B is trivial. This means that the C*-envelope of A is B. Hence, when we know that a C*-cover is hyperrigid, this C*-cover must then be the C*-envelope for our operator algebra. By invariance of C*-envelope, we see that up to *-isomorphism, A can only be hyperrigid in at most one C*-algebra.
We will often suppress the notation for the C*-cover that we use, and in many cases think of A as a subalgebra of some particular B(H).
Hilbert modules and subproduct systems. We assume that the reader is familiar with the basic theory of Hilbert C*-modules, which can be found in [Pas73, Lan95, MT05] . We only give a quick summary of basic notions and terminology as we go, so as to clarify our conventions.
Let A be a C*-algebra and E a Hilbert C*-module over A. We denote by L(E) the collection of adjointable operators on E. If in addition E has a left A-module structure given by a *-homomorphism φ : A → L(E), we call E a Hilbert C*-correspondence over A. We often suppress notation and write a · ξ := φ(a)ξ.
If E is a C*-correspondence over A with left action φ, and F is a C*-correspondence over A with left action ψ, then on the algebraic tensor product E ⊗ alg F one defines an A-valued pre-inner product satisfying x 1 ⊗ y 1 , x 2 ⊗ y 2 = y 1 , ψ( x 1 , x 2 )y 2 on simple tensors. The usual completion process with respect to the norm induced by this inner product, yields the internal Hilbert C*-module tensor product of E and F , denoted by E ⊗ F or E ⊗ ψ F , which is a C*-correspondence over A with left action φ ⊗ Id F .
The following is the C*-algebraic version of [SS09, Definition 1.1] for the semigroup N, which was also given in [Vis11, Definition 1.4]. Definition 1.1. Let A be a C*-algebra, let {X n } n∈N be a family of Hilbert C*-correspondences over A and let U = {U n,m : X n ⊗ X m → X n+m } be a family of bounded bimodule maps. We will say that (X, U ) is a subproduct system over A if the following conditions are met:
(1) X 0 = A (2) The maps U 0,n and U n,0 are given by the left and right actions of A on X n respectively (3) U n,m is an adjointable coisometric map for every n, m ∈ N (4) For every n, m ∈ N we have the associativity identity U n+m,p (U n,m ⊗ Id Xp ) = U n,m+p (Id Xn ⊗ U m,p )
In case the maps U n,m are unitaries, we say that X is a product system.
Operator algebras associated to subproduct systems. We describe the construction of the tensor, Toeplitz and Cuntz-Pimsner algebras arising from subproduct systems (see [Vis11, Vis12] ). Let (X, U ) be a subproduct system over a C*-algebra A. There is a canonical product system containing (X, U ) as a subproduct subsystem as follows (See [SS09, Definition 5.1 & Proposition 5.2]).
We define E := X 1 , so that Prod(X) := {E ⊗n } n∈N constitutes a product systems where the unitaries from E ⊗n ⊗ E ⊗m to E ⊗n+m are the usual associativity unitaries.
One can then construct canonical adjointable coisometries V n : E n → X n which, by associativity of U = {U n,m }, are uniquely determined inductively by the equations V 1 = Id X 1 and V n+m = U n,m • (V n ⊗ V m ).
The X-Fock correspondence is the C* -correspondence direct sum of the fibers of the subproduct system (1.1)
Denote by Q n ∈ L(F X ) the projection of F X onto the n-th fiber X n , and define Q [0,n] = Q 0 + ... + Q n , and Q [n,∞) := Id F X − Q [0,n−1] . We then obtain an adjointable coisometric map V : F Prod(X) → F X given by V = ⊕ ∞ n=0 V n The X-shifts are the operators S (n) ξ ∈ L(F X ) uniquely determined between fibers by S (n) ξ (η) := U n,m (ξ ⊗ η) where n, m ∈ N and ξ ∈ X n , η ∈ X m .
We note that S
is adjointable with adjoint given by S
is a product system shift and is hence an adjointable operator in L(F Prod(X) ). Definition 1.2. The tensor and Toeplitz algebras are the non-self-adjoint and self-adjoint subalgebras of L(F X ) generated by a copy of A and all X-shifts respectively,
Remark 1.3. When a subproduct system is comprised of W * -correspondences, since each S (n) ξ is adjointable, the last part of [DOM14, Proposition 2.14] allows us to take the W * -correspondence (weak) direct sum of fibers as our Fock space in equation (1.1), and get that the operator algebras T (X) and T + (X) are the same as those considered in [DOM14, Definition 4.1 & Definition 6.1].
The algebra L(F X ) admits a natural action α of the unit circle T called the gauge action, defined by α λ (T ) = W λ T W * λ for all λ ∈ T where W λ : F X → F X is the unitary defined by
λ n ξ , we see that the algebras T + (X) and T (X) are α-invariant closed subalgebras, and so the action restricts to them, and we shall still denote it by α.
The circle action on T (X) then enables the definition of a faithful conditional expectation Φ given by Φ(S) = T α λ (T )dλ where dλ is normalized Haar measure on T.
One then defines T (X) k to be the closure of all homogeneous polynomials of degree k (see [DOM14, Definition 4.5]), which then coincides with the collection of operators T ∈ T (X) satisfying α λ (T ) = λ k T as shown in [DOM14, Corollary 4.6 ]. This makes both T (X) and T + (X) into Z-graded and N-graded algebras respectively, and Φ on T (X) and T + (X) is then onto T (X) 0 and A respectively.
Another algebra associated to the subproduct system arises as a special quotient of T (X). The subset J ⊂ L(F X ) given by
It was proven by Viselter in [Vis12, Theorem 2.5] that J (T (X)) := J ∩ T (X) is a closed two sided ideal. Definition 1.4. Let (X, U ) be a subproduct system. Define the Cuntz-Pimsner ideal of T (X) to be J (T (X)) := J ∩T (X), and the Cuntz-Pimsner algebra of X is then O(X) := T (X)/J (T (X)).
We note that the circle action on T (X) passes naturally to O(X) since J (T (X)) is gauge invariant, and the fixed point algebras are then T (X) 0 and O(X) 0 respectively.
We shall later need the following formula for the norm of an element in the quotient M s (O(X)), in terms of representatives in M s (T (X)). Denote by q : T (X) → O(X) the canonical quotient map. When Q n ∈ T (X), it follows from item (1) of [Vis12, Theorem 3.1] that {I s · Q [0,m] } is an approximate identity for M s (J (T (X))), one may then invoke [Arv76, Exercise 1.8.C] to obtain the following. Proposition 1.5. Let (X, U ) be a subproduct system, and suppose that Q n ∈ T (X) for all n ∈ N. Then for any
Cuntz-Pimsner algebras and subproduct systems arising from stochastic matrices. In our previous paper [DOM14] we studied the tensor algebra T + (P ) associated to a certain subproduct system construction applied to a stochastic matrix P . This subproduct system construction can be applied to any unital normal completely positive map on a von-Neumann algebra, and is called the Arveson-Stinespring subproduct system construction. After characterizing isomorphism classes for Arveson-Stinespring subproduct systems in terms of the underlying stochastic matrices, we used this characterization to study the dependence of the isomorphism classes of the algebra T + (P ) on the matrix P (with respect to various concepts of isomorphism), which ended up coinciding with the respective isomorphism classes for the subproduct systems.
We will now discuss some of the preliminaries and results in [DOM14] for such subproduct systems and their Cuntz-Pimsner algebras. For the basic theory of stochastic matrices and Markov chains, we recommend [Sen06] and [Dur10, Chapter 6]. Definition 1.6. Let Ω be a countable set. A stochastic matrix is a function P : Ω × Ω → R + such that for all i ∈ Ω we have j∈Ω P ij = 1. Elements of Ω are called states of P .
To every stochastic matrix, one can associate a set of edges E(P ) := { (i, j) | P ij > 0 } and a {0, 1} -matrix Gr(P ) representing the directed graph of P as an incidence matrix by way of
Many dynamical properties of P can be put in terms of the directed graph (Ω, E(P )) of P .
Definition 1.7. Let P be a stochastic matrix over Ω. A path of length ℓ in (Ω, E(P )), i.e. a path in the directed graph of P , is a function γ : {0, ..., ℓ} → Ω such that P γ(k)γ(k+1) > 0 for every 0 ≤ k ≤ ℓ − 1. The path γ is said to be a cycle if γ(0) = γ(ℓ). We will say that a state i leads to a state j if there is a path γ (of some length ℓ) as above with γ(0) = i and γ(ℓ) = j.
We next give the main definitions that we shall use in the context of stochastic matrices in this paper. Definition 1.8. Let P be a stochastic matrix over Ω, and let i ∈ Ω.
(1) The period of i is r(i) = gcd{ n | P (n)
ii > 0 }. If no finite such r(i) exists, or if r(i) = 1 we say that i is aperiodic.
(2) P is said to be irreducible if for any pair i, j ∈ Ω, we have that i leads to j (and so j also leads to i).
If P is an irreducible stochastic matrix over Ω, then every state i ∈ Ω is of the same periodicity r, so we define the periodicity of P to be r.
Let us recall the statement of the cyclic decomposition of irreducible stochastic matrices [Sen06, Theorem 1.3] which justifies the notion of periodicity of an irreducible stochastic matrix P . Theorem 1.9. (Cyclic decomposition for periodic irreducible matrices) Let P be an irreducible stochastic matrix over a state set Ω with period r, and let ω ∈ Ω. For each ℓ = 0, .
ℓ=0 is a partition of Ω.
(2) If j ∈ Ω ℓ then there exists N (j) such that for all n ≥ N (j) we have P (nr+ℓ) ωj > 0.
(3) Up to re-enumeration of Ω, there exist rectangular stochastic matrices P 0 , ...P r−1 such that P has the following cyclic block decomposition:
where the rows (columns) of P ℓ in this matrix decomposition are indexed by Ω ℓ (Ω ℓ+1 respectively) for all for ℓ ∈ Z r , where Z r is the cyclic group of order r.
In this paper we shall restrict our attention to finite irreducible stochastic matrices. For this class of stochastic matrices, we have that the more generally stated [DOM14, Theorem 2.10], yields the following cleaner formulation, which is a combination of [Sen06, Theorem 4.1] and [Dur10, Theorem 6.7.2]. Theorem 1.10. (Convergence theorem for finite irreducible matrices) Let P be a finite irreducible stochastic matrix over Ω with period r ≥ 1, and Ω 0 , ..., Ω r−1 a cyclic decomposition for it as in item (3) of Theorem 1.9. There exists a unique probability vector ν = (ν i ) i∈Ω so that when we are given i ∈ Ω l 1 and j ∈ Ω l 2 , for 0 ≤ ℓ < r such that ℓ ≡ (l 2 − l 1 ) mod r, we have that lim
Let Ω be a finite set and ℓ ∞ (Ω) = C(Ω) = C Ω the C*-algebra of finite sequences indexed by Ω. We denote by {p j } j∈Ω the collection of pairwise perpendicular projections on ℓ ∞ (Ω) given by p j (i) = δ ij . 
Next, for a non-negative matrix P = [P ij ] indexed by Ω, we denote by √ P and P ♭ the matrices with (i, j)-th entry given by ( √ P ) ij := P ij , and
In [DOM14, Theorem 3.4] the Arveson-Stinespring subproduct system associated to a stochastic matrix P on countable Ω was computed. When Ω is finite, we arrive at the following simpler version of the theorem. Theorem 1.12. Let P be a stochastic matrix over finite Ω. The following is a subproduct system Arv(P ) over C(Ω) ∼ = ℓ ∞ (Ω) and is the one given in [DOM14, Theorem 3.4].
(1) The n-th fiber is a C * -correspondence over C(Ω) given by
with left and right actions of C(Ω) on Arv(P ) n as a bimodule are given by diagonal left and right matrix multiplication and the C(Ω)-valued inner product is given by
The subproduct maps are given by
for n, m = 0 and A ∈ Arv(P ) n and B ∈ Arv(P ) m .
Remark 1.13. Since the subproduct systems we shall consider in this work will be with finite dimensional fibers and over finite dimensional C * -algebras, they will automatically be W * -correspondences. Hence, by Remark 1.3, the theories of subproduct systems over C * -algebras and their operator algebras discussed here and of subproduct systems over W * -algebras and their operator algebras discussed in [DOM14] will coincide. In this paper we choose to discuss our theories only in the C* (norm closed) context for the sake of brevity and a cleaner exposition.
Remark 1.14. Let (X, U ) be a subproduct system of a C*-algebra A. A projection p ∈ A is said to be reducing for X if U * n,m (pX n+m p) ⊂ pX n p ⊗ pX m p This is the C* / norm-closed version of [DOM14, Definition 6.19]. Using [DOM14, Proposition 7.4] we characterized the reducing projections of Arv(P ) for any stochastic matrix P over Ω. That is, there is a 1-1 bijection between reducing projections and subsets C p ⊂ Ω such that whenever γ : {0, ..., ℓ} → Ω is a path in the directed graph of P that both begins and ends at C p , then in fact for every 0 ≤ k ≤ ℓ one has that γ(k) ∈ C p .
Hence, for a finite irreducible stochastic matrix P over Ω, the only reducing non-zero projection is 1 = i∈Ω p i ∈ ℓ ∞ (Ω). Hence, by considering irreducible stochastic matrices, we are considering irreducible subproduct systems in the above dynamical sense.
For A ∈ Arv(P ) n we defined in [DOM14] the shift operator S (n)
A uniquely determined on fibers by S (n)
A (B) = U n,m (A ⊗ B) for B ∈ Arv(P ) m . The Toeplitz and tensor algebras of Arv(P ) are given respectively by
A | n ∈ N, A ∈ Arv(P ) n } We note in passing that T (P ) and T + (P ) are generated (as a C*-algebra, and as a norm-closed algebra respectively) by {p i } i∈Ω and {S E ij } (i,j)∈E(P ) , where E ij = [δ ij (k, l)] is the zero matrix, except for the (i, j) entry at which it is 1. Indeed, since P is a finite matrix, each S (n)
A can be written as a finite linear combination of S (n) E ij with (i, j) ∈ E(P n ). Then choose a path of length n, say i = j 0 → j 1 → ... → j n = j, and we have that S
Next, for a finite stochastic matrix P over Ω, and for every n ∈ N and A ∈ Arv(P ) n we defined operators in L(F Arv(P ) ) mapping each Arv(P ) m to Arv(P ) n+m , one denoted by T (n) A and given by T (n)
, and the other denoted by W
(n)
A which is uniquely determined on fibers Arv(P ) m by W 
A | n ∈ N, A ∈ Arv(P ) n and we noted that due to finiteness of P we have that
.6] was then used to show that in fact O(P ) is *-isomorphic to T ∞ (P )/J (T ∞ (P )), thereby reducing the computation of the Cuntz-Pimsner algebra to computing a quotient of an algebra generated by operators W (n)
A which do not depend on weights of entries of P .
Extension theory. We recall some facts from the theory of primitive ideal spectra and extension theory for C*-algebras, to be used in later sections.
More details on primitive ideal spectra of C*-algebras can be found in [Dix77, Chapter 3] and [Arv76, Section 1.5]. For an account on the Busby invariant and extension theory for C*-algebras see [Arv77] , [Bla98, Section 15], [BD96, Section 1], [ELP99, Section 2] and [PS79] .
Let A be a C*-algebra. We denote byÂ the collection of unitary equivalence classes of irreducible representations of A. On the other hand, we define P rim(A) to be the set of primitive ideals of A, where a primitive ideal is the kernel of an irreducible representation of A.
The set P rim(A) comes equipped with a lattice structure determined by set inclusion. Next, since any two unitarily equivalent *-representations have the same kernel, the map π → Ker π factors through to yield a surjective map κ :Â → P rim(A).
It turns out that for type I C*-algebras, the above map κ is a bijection, as every primitive ideal J uniquely determines, up to unitary equivalence, an irreducible representation π such that
When we have a *-isomorphism ϕ : A → B between two C*-algebras, we denote by ϕ * : P rim(A) → P rim(B) the induced lattice isomorphism between the spectra.
Suppose we have the following exact sequence of C*-algebras
and denote by q :
Then there is a *-homomorphism θ : A → M (K) into the multiplier algebra of K, uniquely determined by θ(a)c = ι −1 (aι(c)) for c ∈ K and a ∈ A. Hence, a *-homomorphism η : B → Q(K) will be induced, and we call this map η the Busby invariant of the exact sequence above. We say that the above exact sequence is essential if K is an essential ideal in A, that is, if the intersection of K with any non-trivial ideal in A is non-trivial. The above association turns out to be a bijection between exact sequences of C*-algebras given as in (1.2) and *-homomorphisms η : B → Q(K), where the inverse map sends a *-homomorphism η : B → Q(K) to the exact sequence where the pre-image A := q −1 (η(B)) under the Calkin quotient q, yield an exact sequence as in (1.2), with π replaced by the restriction of q to A. Under this bijection, an exact sequence as in (1.2) is essential if and only if its associated Busby invariant is an injective *-homomorphism. Definition 1.15. Suppose K i , A i , B i are C*-algebras for i = 1, 2, and that
are two short exact sequences. We say that these two short exact sequences are isomorphic if there exists a *-isomorphism α :
Suppose η 1 and η 2 are Busby maps for exact sequences as in (1.3). [ELP99, Theorem 2.2] then yields that these two short exact sequences are isomorphic if and only if there exist *-isomorphisms κ : K 1 → K 2 and β : B 1 → B 2 such that
where κ : Q(K 1 ) → Q(K 2 ) is the induced *-isomorphism between the Calkin algebras.
In the context of extensions by a single copy of compact operators on separable infinite dimensional Hilbert space, that is when K = K(H), the Calkin quotient map q : M (K(H)) → Q(K(H)) discussed above is just the regular quotient map into the Calkin algebra, since M (K(H)) = B(H), so that M (K(H))/K(H) = Q(H). We denote by K = K(H) the compact operators on separable infinite dimensional Hilbert space H.
Let B be a C*-algebra. We write E(B) for the collection of all injective *-homomorphisms of B into Q(H). We call elements in E(B) extensions, as they are in bijection, under (the inverse of) the Busby map, with essential exact sequences of C * -algebras of the form
We then say that two extensions η 1 , η 2 ∈ E(B) are (1) Strongly (unitarily) equivalent if there is a unitary U ∈ B(H) such that Given η 1 , η 2 ∈ E(B), we may define
. This operation induces a well-defined addition + on Ext s (B) and Ext w (B) given for two extensions η 1 and
w , and makes them into abelian semigroups.
An extension τ is called trivial if it lifts to a *-homomorphismτ : B → B(H) such that its composition with the Calkin quotient map yields q •τ = τ . Such a trivial extension τ is called strongly unital if the mapτ can be chosen to be unital (in particular this is relevant only when B itself is unital and τ is unital). Trivial extensions correspond to split essential exact sequences via (the inverse of) the Busby map. It is straightforward to construct injective *-homomorphisms of a C*-algebra B into B(H) which do not intersect K(H), hence trivial extensions always exist. Moreover, the same argument yields strongly unital trivial extensions.
Voiculescu [Voi76] showed that when B is separable, the semigroup Ext s (B) has a zero element. When B is non-unital, the zero element consists precisely of the trivial extensions. When B is unital, it consists of the strongly unital trivial extensions. For more details, see [Bla98, Section 15 .12], especially [Bla98, Theorem 15.12.3].
Although Ext s (B) and Ext w (B) are not always groups, it follows from a theorem of Choi and Effros that when B is separable and nuclear, both semigroups are actually groups (see [Bla98, Corollary 15.8 
.4]).
Suppose now that B is unital. There is an action ε of Z on Ext
By definition of addition, we have that
] s where u and v are unitaries in Q(H) of indices −n and −m respectively. In particular, if τ is a strongly unital trivial extension then
Hence, when we denote by λ B : Ext s (B) → Ext w (B) the canonical quotient map, we have that
is the map induced between the K 1 groups and ind : K 1 (Q(H)) → Z is the Fredholm index. Hence, for a unital C*-algebra B, we always have the following sequence of maps
We next give the details of two particular examples, which will turn out to be useful to us later in the end of Section 2 and in Section 5. Example 1.16. Take B = C(T). In this case B is nuclear and separable, so both the weak and strong extension semigroups are groups. We note that Hom(K 1 (B), Z) ∼ = Z as K 1 (B) ∼ = Z, and every homomorphism is determined on the generator 1. We next show that in this case, the map γ B • λ B is surjective. Indeed, for every m ∈ Z there is a unitary u ∈ Q(H) with σ(u) = T, and Fredholm index m, we may define a *-homomorphism η m : C(T) → Q(H) given by η m (z → z) = u which implements a *-isomorphism C(T) ∼ = C * (u). Thus we obtain an extension with index invariant
. Thus, η lifts to a unital * -homomorphismη : C(T) → B(H), so that η is a strongly unital trivial extension, and the map γ B • λ B is injective.
We conclude that Ext s (C(T)) ∼ = Ext w (C(T)) ∼ = Z, and that ε(n) acts trivially on Ext s (C(T)) for each n.
Example 1.17. Take B = M d . Again in this case B is nuclear and separable so that both weak and strong extension semigroups are groups. We already know that
, and measuring how farη is from being unital. That is, how far is η from being a strongly unital trivial extension.
Let {e ij } be a system of matrix units for η(M d ). By standard essential spectrum arguments, one can find projections p ii ∈ B(H) that lift each e ii . Next, by appealing to [PS79, Lemma 1.1], for all 2 ≤ i ≤ d we may find partial isometries e 1i lifting e 1i such that e * 1i e 1i ≤ p ii and e 1i e * 1i ≤ p 11 . We set e ij = e * 1i e 1j so that {e ij } is a lifted set of matrix units in pB(H)p, where p = e ii . We note that p is a projection of finite dimensional cokernel, say of dimension ℓ, so that by adding a homomorphism from
The defect of η is then defined to be ℓ ∈ Z d , and up to strong equivalence it is independent of the choice made in the process above. It is then easy to see that two unital extensions η 1 , η 2 ∈ E(M d ) are strongly equivalent if and only if they have the same defect, and are always weakly equivalent. Hence, we conclude that Ext
Cuntz-Pimsner algebra of a stochastic matrix
We next close a gap kindly pointed out to us by Dilian Yang in the proof of the characterization of the Cuntz-Pimsner algebra of a finite irreducible stochastic matrix, which is one of the theorems of [DOM14, Section 5]. The theorem at stake, which corresponds to [DOM14, Corollary 5.16] is as follows.
Theorem 2.1. Let P be an irreducible stochastic matrix of size d.
The main issue is that the cyclic decomposition of periodic irreducible stochastic matrices need not be realized in square blocks as claimed in [DOM14, Remark 2.9]. Consider the following example kindly brought to our attention by Dilian Yang: let Ω = {1, 2, 3} and set
The matrix P has period 2, Ω 0 = {1, 2} and Ω 1 = {3}, and both P 0 and P 1 are not square. Recall that the adjoint W
A , which maps Arv(P ) n+m to Arv(P ) m , is uniquely determined on fibers by
where the reason for Schur-multipling A * ·B with Gr(P m ) is to make sure that the product lands in Arv(P ) m with its given entry constraints (See the discussion preceeding [DOM14, Proposition 5.7]). We note that ℓ ∞ (Ω) acts on Arv(P ) m as left multiplication by diagonal matrices. Therefore,
The following proposition, which works in all cases, replaces [DOM14, Remark 5.10] and the discussion preceding it.
Proposition 2.2. Let q ∈ N and suppose that A ∈ Arv(P ) q . Then there exists m 0 ∈ N such that for all m ≥ m 0 we have that
That is, if m ≥ m 0 and B ∈ Arv(P ) q+m , then the matrix A * B has support contained in the support of P m .
Proof. Suppose this fails. Then there exists a sequence of matrices B(n) ∈ Arv(P ) q+mn , with n → m n increasing, such that the support of A * B(n) is not contained in the support of P mn . By finiteness of P , perhaps by replacing B(n) by a subsequence, we may assume that there exist i, j, k ∈ Ω independent of n such that B(n) ∈ Arv(P ) q+mn and both p i A * p k = 0 and p k B(n)p j = 0 while P (mn) ij = 0. Again by moving to a subsequence, we may assume that there exists 0 ≤ ℓ < r independent of n such that m n ≡ ℓ mod r.
Let Ω 0 , . . . , Ω r−1 be the cyclic decomposition of P with respect to k. Note that by item (2) of Theorem 1.9, we must have that P (m) ij = 0 for all m such that m ≡ ℓ mod r. Therefore there are no paths from i to j whose length is of residue ℓ mod r.
Let σ(i), σ(j) be such that i ∈ Ω σ(i) and j ∈ Ω σ(j) . Since p i A * p k = 0, we have that p k Ap i = 0 and hence P (q) ki > 0. It follows from the cyclic decomposition theorem that paths from k to i have length with residue σ(i) (mod r, which we will suppress). Since paths from k to k must have lengths with zero residue by periodicity, we must have that paths from i to k will have length with residue r−σ(i). Therefore paths from i to j have lengths with residue r−σ(i)+σ(j) ≡ σ(j)−σ(i) mod r.
Next, since A ∈ Arv(P ) q , and p k Ap i = 0, we have by the definition of the cyclic decomposition that σ(i) ≡ q mod r. Similarly, since B ∈ Arv(P ) q+mn , and p k Bp j = 0, we have that σ(j) ≡ q + m n ≡ q + ℓ mod r. Therefore, σ(j) − σ(i) ≡ q + ℓ − q ≡ ℓ mod r and we conclude that all paths from i to j must have residue ℓ mod r. But this is impossible since we have noted before that there are no paths from i to j whose length is of residue ℓ mod r.
Definition 2.3. Let P be a finite irreducible r-periodic stochastic matrix over Ω of size d. We will say that a cyclic decomposition Ω 0 , ..., Ω r−1 for P is properly enumerated if Ω is enumerated in such a way that for every 0 ≤ m < k < r, i ∈ Ω m and j ∈ Ω k we have that i < j. For i ∈ Ω, denote by σ(i) the unique index 0 ≤ σ(i) < r such that i ∈ Ω σ(i) .
Given a properly enumerated cyclic decomposition Ω 0 , ..., Ω r−1 for P , we define operators U and (S ij ) i,j∈Ω in L(F Arv(P ) ) as follows. The operator U has degree r with respect to the grading, i.e. for every m ∈ N, U (Arv(P ) m ) ⊆ Arv(P ) m+r , and it is uniquely determined by
, and denote by ℓ = σ(j) − σ(i). Then S ij is an operator of degree ℓ, i.e. for all m ≥ 0, S ij (Arv(P ) m ) ⊆ Arv(P ) m+ℓ and it is given by
If i > j we define S ij = S * ji . The family (U, (S ij ) i,j∈Ω ) is called the standard family associated to the properly enumerated cyclic decomposition Ω 0 , ..., Ω r−1 .
Recall the following auxiliary C*-algebra considered in [DOM14, Section 5]:
We denote by T ∈ O(P ) the image of T ∈ T ∞ (P ) under the associated canonical quotient map q :
Lemma 2.4. Let P be an irreducible r-periodic stochastic matrix over Ω of size d with properly enumerated cyclic decomposition Ω 0 , ..., Ω r−1 , and let (U, (S ij ) i,j∈Ω ) be its associated standard family.
(1) Let i, j ∈ Ω be such that i ≤ j in the properly enumerated decomposition of Ω, so that ℓ := σ(j) − σ(i) ≥ 0. Then there exists n 0 ∈ N such that for all n ≥ n 0 we have
Hence, U ∈ T ∞ (P ) and S ij ∈ T ∞ (P ) for all i, j ∈ Ω. (2) Let i, j ∈ Ω. There exists m 0 ∈ N such that for all m ≥ m 0 , and B ∈ Arv(P ) m we have that
and U is a unitary in O(P ) that commutes with them and together they generate O(P ).
Proof.
(1) Let i, j ∈ Ω be such that i ≤ j in the properly enumerated decomposition of Ω, so that ℓ := σ(j) − σ(i) ≥ 0. By item (2) of the cyclic decomposition Theorem 1.9, there exists n 0 ∈ N such that E ij ∈ Arv(P ) nr+ℓ and I d ∈ Arv(P ) nr for all n ≥ n 0 . Then for all n ≥ n 0 , m ∈ N and B ∈ Arv(P ) m we have
(2) Let i ≤ j ∈ Ω be given. By the previous item and by Proposition 2.2 there exists m 0 ∈ N such that for all m ≥ m 0 and B ∈ Arv(P ) m we have
Similarly, by taking adjoints, we have that
proving the statement in all cases. (3) Let i, j, t, k ∈ Ω be given. By item (2), there exists m 0 ∈ N such that for all m ≥ m 0 and B ∈ Arv(P ) m we have that
Thus we have that S ij S tk − δ jt S ik ∈ J (T ∞ (P )). (4) By item (2), there exists m 0 ∈ N such that for all m ≥ m 0 and B ∈ Arv(P ) m we have that
Thus we have that U * U − I, U U * − I ∈ J (T ∞ (P )) (5) Let i, j ∈ Ω be given. By item (2), there exists m 0 ∈ N such that for all m ≥ m 0 and B ∈ Arv(P ) m we have the following element in Arv(P ) m+r+ℓ where ℓ = σ(j) − σ(i).
Thus we have that S ij U − U S ij ∈ J (T ∞ (P )). (6) We first observe that since we are dealing with stochastic matrices over a finite state space Ω, it is in fact the case that T ∞ (P ) is generated by ℓ ∞ (Ω) and {W
A can be written as a linear combination of elements of the form W
is non-zero, this means that P (n) ik > 0 and so there is a path of length n from i to k given by i = j 0 → j 1 → ... → j n = k and we would have that W
is in the algebra generated by ℓ ∞ (Ω) and {W
(1) E ij } (i,j)∈E(P ) , and so
Therefore O(P ) is generated as a C*-algebra by the images of ℓ ∞ (Ω) and {W
Let us denote by A the C*-subalgebra of O(P ) ∼ = T ∞ (P )/J (T ∞ (P )) generated by U and S ij for i, j ∈ Ω. It follows from item (2) that S ii − p i ∈ J (T ∞ (P )), therefore, we have that q(ℓ ∞ (Ω)) ⊆ A. In order to complete the proof that A = O(P ), it suffices to show that W (1) E ij ∈ A for all (i, j) ∈ E(P ). Let (i, j) ∈ E(P ), and suppose that r > 1. If i ≤ j, then we must have by the cyclic decomposition theorem that σ(j) − σ(i) = 1 and S ij is an operator of degree one and by item (2) we have that S ij − W (1) E ij ∈ J (T ∞ (P )). On the other hand, if i > j, then also by the cyclic decomposition theorem we must have σ(i) − σ(j) = r − 1 and in that case S ij is an operator of degree −(r − 1). Therefore U S ij has degree 1, and by item (2) we have that U S ij − W (1) E ij ∈ J (T ∞ (P )). Therefore, in both cases we obtain that W
Finally, if (i, j) ∈ E(P ), and r = 1, we have that S ij is an operator of degree zero and by item (2) we have that U S ij − W (1) E ij ∈ J (T ∞ (P )). Therefore, we also obtain that
Recall from the discussion preceding [DOM14, Proposition 5.5] that there is a natural gauge group action α on T ∞ (P ) uniquely determined by α λ (W (n)
A . Since J (T ∞ (P )) is gauge invariant by [DOM14, Theorem 5.6], this gauge action passes to the quotient O(P ), and we denote by O(P ) 0 the fixed point algebra.
Proof of Theorem 2.1. First note that M d (C) ⊗ C(T) is the universal C*-algebra generated by a system of d × d matrix units e ij and a unitary u that commutes with them. Hence, by Lemma 2.4 we obtain a surjective *-homomorphism ψ : M d (C) ⊗ C(T) → O(P ) that sends e ij to S ij and u to U . It remains to show that ψ is injective.
Let
. First we note that ψ restricted to A is injective, since ψ is already injective when restricted to the larger simple subalgebra M d (C) ⊗ 1.
We now show that ψ(A) = O(P ) 0 . First note that O(P ) 0 is generated by monomials of degree zero (according to the gauge action) in the matrix units (S ij ) and the unitary U , which commutes with the latter. Let X ∈ O(P ) 0 be such a monomial. Products of matrix units are also matrix units, therefore there exists i, j ∈ Ω, n ∈ Z such that X = S ij U n . Hence, the only way that X has degree zero is if n = 0 and σ(i) = σ(j). Moreover, A is precisely generated by all e ij , i, j ∈ Ω such that σ(i) = σ(j). Hence ψ(A) = O(P ) 0 . Next, we show ψ is injective on the entire algebra
where dz represents normalized Haar measure on the circle. Note that in particular, for all i, j ∈ Ω and n ∈ Z, Γ 0 (e ij u n ) = δ 0,n e ij
We now take E 0 to be the faithful conditional expectation from M d (C)⊗ 1 to r−1 ℓ=0 M |Ω ℓ | (C)⊗ 1, and let Φ 0 : O(P ) → O(P ) 0 denote the canonical conditional expectation into the fixed point algebra associated with the gauge action. We then have that Φ 0 ψ = ψE 0 Γ 0 . Indeed, since for all i, j ∈ Ω, n ∈ N,
and since monomials are total in the algebra, we have Φ 0 • ψ = ψE 0 Γ 0 . Finally, suppose towards a contradiction that ψ is not injective. Then there exists a positive non-zero T ∈ M d (C) ⊗ C(T) such that ψ(T ) = 0. In that case Φ 0 (ψ(T )) = 0. Hence ψ(E 0 (Γ 0 (T ))) = Φ 0 (ψ(T )) = 0. By injectivity of ψ on the image of E 0 , which is the algebra A, we obtain E 0 (Γ 0 (T )) = 0. We reach a contradiction since E 0 and Γ 0 are faithful conditional expectations. Now that we have filled the gap in the computation of the Cuntz-Pimsner algebra of a finite irreducible stochastic matrix, we compute the extension groups for it, which will be useful to us later in Section 5.
Based on the work of [PS79] , one has a description of Ext s (B ⊗
Proposition 2.5. Let η be a unital extension and let β ∈ Aut(C(T) ⊗ M d ) be an automorphism.
Up to the identification Ext
Proof. Let β ∈ Aut(C(T) ⊗ M d ) be some *-automorphism. Then β induces an automorphism β * on the primitive ideal spectrum T, which then induces an automorphism (β * ) * back on
Hence, by composing with the inverse of (β * ) * if necessary, we may assume that β * = Id T .
By 
However, since β s commutes with ε(n), it will suffice to show that
But β s is a group homomorphism, so it must send [τ ] s to itself. Hence, we obtain that [j * η • β] = [j * η].
Non-commutative Choquet boundary
In this section we first find all the irreducible representations of T (P ) for a finite irreducible stochastic matrix P . We then determine the boundary representations with respect to T + (P ) among them. We show that any representation annihilating J (P ) := J (T (P )) has the unique extension property when restricted to T + (P ), and find conditions that guarantee that an irreducible representation supported on J (P ) is boundary or not.
As given in [DOM14, Theorem 5.6], the C*-algebra T c (P ) is the one generated by both T ∞ (P ) and T (P ), and it too has a gauge action which is the restriction of the gauge action of L(F Arv(P ) ), which satisfies α λ (S (n)
A , so that T c (P ) is gauge invariant, and J (T c (P )) is a closed gauge invariant two-sided ideal by [DOM14, Theorem 5.6].
As discussed in [DOM14, Section 4] for general subproduct systems, Fourier coeficients Φ k on T c (P ) may be defined in such a way that every T ∈ T c (P ) can be written as
Proposition 3.1. Let P be an irreducible stochastic matrix on Ω of size d. Then J (T c (P )) is the two sided ideal generated by {Q n } n∈N inside T c (P ).
Proof. By [DOM14, Proposition 5.2] we see that Q n ∈ T (P ) ⊂ T c (P ), and since Q n Q m → 0 as m goes to infinity, we see that Q n ∈ J (T c (P )).
For the reverse inclusion, let T ∈ J (T c (P )), and write T = ∞ k=−∞ Φ k (T ) as a Cesaro convergent sum where Φ k (T ) maps Arv(P ) n to Arv(P ) n+k if n + k ≥ 0 and {0} otherwise. Further notice that Φ k (T ) ∈ J (T c (P )) for all k ∈ Z, since by [DOM14, Theorem 5.6] we have that J (T c (P )) is gauge invariant. In this case, we have that
is in the ideal generated by {Q n } n∈N , we see that Φ k (T ) is in the closed ideal generated by {Q n } n∈N and so must be T by Cesaro approximation.
For a finite irreducible stochastic matrix P with state set Ω of size d, we have that ℓ ∞ (Ω) is faithfully represented in B(ℓ 2 (Ω)) by diagonal matrix multiplication on columns. Hence by [RW98, Corollary 2.74], this faithful *-representation promotes to a faithful *-representation π : L(F Arv(P ) ) → B(F Arv(P ) ⊗ id ℓ 2 (Ω)) given by π(T )(ξ ⊗h) = T ξ ⊗h. Note that F Arv(P ) ⊗ id Ce k is a reducing subspace for π(T c (P )) for each k ∈ Ω. Notation 3.2. For a state k ∈ Ω we will find it useful to denote Arv(P ) n,k := Arv(P ) n ⊗ Ce k , and F P,k := ⊕ ∞ n=0 Arv(P ) n,k = F Arv(P ) ⊗ id Ce k , the reducing Hilbert space for π(T c (P )) mentioned above, so that F Arv(P ) ⊗ ℓ 2 (Ω) = ⊕ k∈Ω F P,k . For fixed n we also denote for i ∈ Ω with (i, k) ∈ Gr(P n ) the elements e (n) ik := E ik ⊗ e k ∈ Arv(P ) n,k which comprise a finite orthonormal basis for each Arv(P ) n,k , so that for varying n ∈ N and i ∈ Ω with (i, k) ∈ E(P n ) the collection {e (n) ik } is an orthonormal basis for F P,k . Proposition 3.3. Let P be an irreducible stochastic matrix over Ω of size d. Then for each π k : T c (P ) → B(F P,k ) given by π k (T ) = π(T )| F P,k we have that π k (T (P )) is an irreducible subalgebra of B(F P,k ).
Proof. By [DOM14, Proposition 5.2] we see that Q n ∈ T (P ) for every n ∈ N. Let 0 = H ′ ⊆ F P,k be some non-zero invariant subspace. Since {π k (Q [0,n] )} converges SOT to the identity on F P,k , there is some minimal n 0 ∈ N such that π k (Q n 0 )ξ = 0 for some ξ ∈ H ′ . In this case, 0 = π k (Q n 0 )ξ = A ⊗ e k ∈ H ′ ∩ Arv(P ) n 0 ,k for some A ∈ Arv(P ) n 0 , so that there exists j ∈ Ω and some non-zero scalar c ∈ C with 0 = e
This means that e (0) ik is some vector in Arv(P ) m,k , we see that e (m)
kk ) ∈ H ′ where c 2 > 0 is some scalar. This shows that the set of elements e (m) ik for all m ≥ 0 and (i, k) ∈ E(P m ) is in H ′ , and this set of elements is an orthonormal basis for F P,k , and so
Hence, we see that π decomposes into d = |Ω| irreducible representations π k as above, so that π = ⊕ k∈Ω π k : T c (P ) → ⊕ k∈Ω B(F P,k ). We next show that each π k | T (P ) is in a distinct unitary equivalence class of irreducible representations for T (P ).
Proposition 3.4. Let P be a finite irreducible stochastic matrix on Ω and k, k ′ ∈ Ω be distinct indices. Then π k | T (P ) and π k ′ | T (P ) are not unitarily equivalent.
Proof. Suppose that k, k ′ ∈ Ω are such that π k | T (P ) and π k ′ | T (P ) are unitarily equivalent. Then there is a unitary U :
kk ∈ Arv(P ) 0,k ⊂ F P,k and get
for some non-zero c ∈ C. But after applying π k ′ (p j ) we would obtain that
Thus, we see that if k = k ′ then by taking j = k we would obtain that 0 = c · δ jk ′ e (0)
kk ) = 0 in contradiction. Hence, π k | T (P ) and π k ′ | T (P ) are not unitarily equivalent. Proposition 3.5. Let P be a finite irreducible stochastic matrix on Ω. Then J (T (P )) = J (T c (P )) and is *-isomorphic to ⊕ k∈Ω K(F P,k ). Thus, we have that T ∞ (P ) ⊆ T c (P ) = T (P ).
Proof. By Proposition 3.1, we have that J (T c (P )) is the ideal generated by {Q n } n∈N inside T c (P ), and since π(Q n ) is a finite rank operator, we see by Proposition 3.3 that π k (J (T c (P ))) and π k (J (T (P ))) are irreducible compact operator subalgebras of B(F P,k ) and hence by [Arv76, Theorem 1.3.4] they must both be equal to K(F P,k ). Write the identity representation Id : π(J (T c (P ))) → ⊕ k∈Ω B(F P,k ) as a direct sum of irreducible representations with multiplicity Id = n(ζ) · ζ, where each ζ is a representative in the equivalence class of irreducible representation given by restriction to some F P,k for some k. Then by Proposition 3.4 we have that n(ζ) = 1 for all ζ and that Id| π(J (T (P ))) has the same decomposition into irreducible representations as the one above. Since π = π k is injective on J (T c (P )), we have that π(J (T c (P ))) = ⊕ k∈Ω K(F P,k ) = π(J (T (P ))), and by taking the inverse of the faithful *-representation π, we obtain J (T (P )) = J (T c (P )).
Finally, by [DOM14, Proposition 5.5] we have that T (P ) = T (P ) + J (T (P )) = T (P ) + J (T c (P )) = T c (P ) so that T ∞ (P ) ⊆ T c (P ) = T (P ).
We next wish to parametrize all irreducible representations of T (P ). Under the identification O(P ) ∼ = C(T, M d ) and J (T (P )) ∼ = ⊕ k∈Ω K(F P,k ) we have the following exact sequence restriction to some F P,k . Pushing this back via π we obtain that ρ is unitarily equivalent to some π k .
For the other part, if ρ does annihilate J (T (P )), it induces an irreducible representation of O(P ) ∼ = C(T, M d ) by taking the quotient by J (T (P )). Since the irreducible representations of C(T) are just point evaluations, and since C(T) is strongly Morita equivalent to C(T, M d ), we see that ρ must be unitarily equivalent to the composition ev λ • q of an evaluation ev λ :
and the natural quotient map q : T (P ) → O(P ).
Thus, the spectrum of T (P ) is parametrized by d irreducible representations of infinite dimension, and a torus T of irreducible representations of dimension d.
Lemma 3.7. Let P be an irreducible stochastic matrix over a finite set Ω, and let ε > 0. There exists m ≥ 1 and M > 0 such that for every (i, j) ∈ E(P ) we have
Proof. For E kℓ ∈ Arv(P ) m and m ≥ 1, by definition of T (1) E ij , we see that
By Theorem 1.10, there exists m such that
We next show that representations annihilating J (P ) have u.e.p. when restricted to T + (P ).
Proposition 3.8. Let P be a finite irreducible stochastic matrix over Ω, and let ρ : T (P ) → B(H) be a *-representation such that ρ(J (P )) = {0}. Then ρ| T + (P ) has u.e.p.
Proof. Let ρ : T + (P ) → B(K) be a maximal dilation of ρ| T + (P ) such that H is a subspace of K, and let ψ : T (P ) → B(K) be its (unique) extension to a *-representation. Denote
First note that since p i is a self-adjoint projection, we get that
So that by taking the (1, 1) compression, we obtain that X i X * i = 0, so that X i = 0. Now, since ψ(p i ) is self-adjoint, we see that we must also have that Y i = 0.
Next, for (i, j) ∈ E(P m ), Suppose
Observe that for all m ≥ 1, by the proof of [DOM14, Proposition 5.5] we have that
Hence, by applying ψ to this equation, we obtain that
Then by compressing to the (1, 1) corner we get
where the last equality follows due to the fact that ρ annihilates J . Hence we must have that X(m) ij = 0 for all (i, j) ∈ E(P m ), so that the (1, 1) compression of ψ(Q [0,m] ) is 0, and if we specify m = 1, and note that S
(1)
, the above also yields that X ij = 0 for all (i, j) ∈ E(P ).
Next, let ε > 0. By Lemma 3.7 there exists m ≥ 1 and M > 0 such that for all (i, j) ∈ E(P ) we have that
(
By compressing to the (1, 1) corner, we obtain that
Since T (P ) is generated by {p i } i∈Ω and {T
, we must have that ψ has ρ as a direct summand, so that ρ is a trivial dilation of ρ| T + (P ) , and hence ρ| T + (P ) is maximal, and must then have the unique extension property.
We next define a notion that will help us detect when an irreducible π k is not a boundary representation for T + (P ).
Definition 3.9. Let P be a finite irreducible stochastic matrix over Ω. A state k ∈ Ω is called exclusive if whenever for i ∈ Ω and n ∈ N we have P (n) ik > 0, then P (n) ik = 1. We denote by Ω e the set of all exclusive states in Ω.
One should think of exclusive states as those states k such that for any n for which i leads to k in n steps, it cannot lead anywhere else in n steps.
Lemma 3.10. Let P be a finite irreducible r-periodic stochastic matrix over Ω, and Ω 0 , ..., Ω r−1 be a cyclic decomposition for P . Suppose that k ∈ Ω 0 is a state.
(1) |Ω 0 | > 1 if and only if k is non-exclusive. In this case, any state in Ω 0 is non-exclusive and there is an n 0 such that for any n ≥ n 0 and i, j ∈ Ω 0 we have 0 < P (rn) ij
ks > 0 for all m ∈ N, then there exists n ∈ N such that 0 < P (rn) kk < 1 and for all m ∈ N with (k, s) ∈ E(P m ) we have P Proof. (1): Suppose |Ω 0 | > 1 and let k ∈ Ω 0 . By item (2) of Theorem 1.9 there is n 0 such that for all n ≥ n 0 we would have that P (rn) ij > 0 for all i, j ∈ Ω 0 and n ≥ n 0 . Thus, for some j ∈ Ω 0 we have that P (nr) jj , P (nr) jk > 0, and since the j-th row sums up to 1 we get that 0 < P (nr) jk < 1, and we conclude that k is non-exclusive.
For the converse, suppose k is non-exclusive. We show that |Ω 0 | > 1. Let k ′ ∈ Ω and n 0 be so that 0 < P (n 0 ) k ′ k < 1, and let m 0 be large enough so that P
On the other hand, P
So we see that 0 < P (m 0 +n 0 ) kk < 1. Since the k-th row sums up to 1, there must be an i ∈ Ω differnt from k such that P (m 0 +n 0 ) ki > 0 and by definition of the cyclic decomposition we have that i ∈ Ω 0 . This shows that |Ω 0 | > 1.
Next, by item (2) of Theorem 1.9 we may find n 0 large enough so that for any n ≥ n 0 we would have P (rn) ij > 0 for all i, j ∈ Ω 0 . As |Ω 0 | > 1, and all rows sum up to 1, we must also have that P (rn) ij < 1 for all i, j ∈ Ω 0 . Hence, we see that all states in Ω 0 are non-exclusive.
(2): By item (1) we can find n 0 so that 0 < P (rn) ij < 1 for all i, j ∈ Ω 0 and n ≥ n 0 . Now fix m ∈ N with P (m) ks > 0, so that by assumption P (m)
Proposition 3.11. Let P be a finite r-periodic irreducible matrix over Ω and Ω 0 , ..., Ω r−1 a cyclic decomposition for P . Let k ∈ Ω.
(1) If k ∈ Ω 0 is non-exclusive and for any other non-exclusive s = k there is some
ks > 0, then π k is a boundary representation. 
, and wait until prescribing n is necessary. Recall Notation 3.2, so that
On the other hand, q(T
So we see that π k (T ) > sup λ∈T (ev λ • q)(T ) . Next, fix s ∈ Ω with k = s. Since T * T ∈ L(F Arv(P ) ) sends Arv(P ) m to Arv(P ) m , it is a finite-block diagonal operator, so we must have that
, m ≥ 1 }, and note that since T | F P,s (Arv(P ) 0,s ) = 0, we have that > 1, then the supremum above is in fact a maximum, and s must be non-exclusive. By item (2) of Lemma 3.10 there is n large enough (which we now prescribe) so that 0 < P (n) kk < 1 and P (n) kk P (m) ks < P (n+m) ks for all m ∈ I(k, s). Hence, we see that
for all m ∈ I(k, s) so that still we obtain π k (T ) > π s (T ) .
To conclude, we have shown that π k (T ) > max{sup s =k { π s (T ) }, sup λ∈T (ev λ • q)(T ) } so that by [Arv11, Theorem 7.2] we have that π k is a boundary representation.
(2): Suppose that k is exclusive. By the formula for T
(n)
A , we see that
A ). Indeed, this follows since any weights appearing in an application of T
A to a k-th column of a matrix B ∈ Arv(P ) m arise only from entries of the k-th columns of P n , which are either 0 or 1 by assumption on k.
We will use the above to show that π k is not strongly peaking anywhere by showing that it is not strongly peaking at any
where each T ij ∈ T + (P ) * + T + (P ) is of degree n ∈ [−N, N ] (which must then be either of the form T
A or T (n) * A ). We also denote by W ij the element (which is either of the form W (n)
We note finally that there exists m 0 such that for all m ≥ m 0 we have that (U m ) * W ij U m = W ij for all i, j. We then have that
So we see that by Proposition 1.5
Since elements of the form
so that π k cannot be strongly peaking. By [Arv11, Theorem 7.2] we see that π k is not a boundary representation.
Remark 3.12. It is clear that for exclusive k ∈ Ω the representation π k is not boundary by item (2) of Propositon 3.11. Item (1) in Proposition 3.11 above provides a sufficient condition for π k to be boundary when k is non-exclusive. We believe that this condition is not necessary, however we do not have examples to that effect.
We next introduce a class of stochastic matrices for which we can completely identify the non-commutative Choquet boundary of T + (P ) inside T (P ) in terms of the matrix P .
Definition 3.13. Let P be a finite r-periodic irreducible stochastic matrix over Ω. We say that P has the multiple-arrival property if whenever k, s ∈ Ω are distinct non-exclusive states such that whenever k leads to s in n steps, then there exists k = k ′ ∈ Ω such that k ′ leads to s in n steps.
Corollary 3.14. Let P be a finite irreducible stochastic matrix over Ω, and k ∈ Ω. If P has the multiple-arrival property, then π k is a boundary representation if and only if k is non-exclusive. Hence, the non-commutative Choquet boundary of T + (P ) inside T (P ) is parameterized by a circle T of irreducible representations of dimension d, and irreducible representations π k of infinite dimension associated to non-exclusive states k ∈ Ω.
Proof. This follows directly since if P has multiple-arrival, then the conditions of Proposition 3.11 item (1) are automatically satisfied for any non-exculsive k ∈ Ω, and item (2) of Proposition 3.11 then gives the reverse implication.
There is an easy class of examples which automatically has the multiple arrival property. Suppose that P is an irreducible r-periodic stochastic matrix with cyclic decomposition Ω 0 , ..., Ω r−1 . Then we may write 
for rectangle stochastic matrices P 0 , ..., P r−1 . If all entries of the matrices P 0 , ..., P r−1 are nonzero, then P is called fully-supported, and has the multiple-arrival property. Suppose P is a finite irreducible stochastic matrix P over Ω of size d. We next discuss C * env (T + (P )) and its spectrum. Denote by Ω b the set of states k for which π k is a boundary representation, which is a subset of Ω − Ω e . Since for all k ∈ Ω and λ ∈ T we have that Ker π k ⊂ J ⊂ ker ev λ • q, and since the intersection of kernels of all boundary representations is the Shilov ideal, we must have that
We hence get the following short exact sequence
, where q e : T (P ) → C * env (T + (P )) is the quotient map by the Shilov ideal.
If ρ : C * env (T + (P )) → B(H) is a unital *-representation, it decomposes uniquely into a central direct sum of representations ρ = ρ J ⊕ρ O , where ρ J is the unique extension to C * env (T + (P )) of the restriction of ρ to q e (J (P )), and ρ O annihilates q e (J (P )). Hence, the spectrum of C * env (T + (P )) decomposes into a disjoint union of the spectrum of ⊕ k∈Ω b K(F P,k ) and the spectrum of C(T, M d ). That is, the spectrum of C * env (T + (P )) is comprised of |Ω b | irreducible representations of infinite dimension, and a torus T of irreducible representations of dimension d that annihilate q e (J (P )).
Theorem 3.15. Suppose that P is a finite irreducible matrix over Ω. Then T + (P ) is hyperrigid in C * env (T + (P )). Moreover, if P has multiple-arrival, the Shilov ideal for T + (P ) inside T (P ) is given by
Proof. Let ρ : C * env (T + (P )) → B(H) be a *-representation. By the above discussion, we may decompose it into a central direct sum of representations ρ = ρ J ⊕ ρ O , where ρ J is the unique extension to C * env (T + (P )) of the restriction of ρ to q e (J (P )), and ρ O annihilates q e (J (P )). By Proposition 3.8 we have that ρ O • q e has u.e.p. when restricted to T + (P ), so that ρ O has u.e.p. when restricted to q e (T + (P )) by invariance of maximal UCP maps. Next, since ρ J • q e = ⊕ k∈Ω b n k · π k is a direct sum of *-representations, with certain multiplicities n k , that have u.e.p. when restricted to T + (P ), by [Arv11, Theorem 4.4] ρ J •q e has u.e.p. when restricted to T + (P ). Hence, again by invariance of maximal UCP maps, ρ J has u.e.p. when restricted to q e (T + (P )). By another application of [Arv11, Theorem 4.4] we obtain that ρ = ρ J ⊕ ρ O also has u.e.p. when restricted to q e (T + (P )), so that T + (P ), which is completely isometric to q e (T + (P )) via q e , is hyperrigid within C * env (T + (P )).
For the second part, by Corollary 3.14 we know that Ω e = Ω−Ω b . Furthermore, by Proposition 3.8, we have that ev λ • q is a boundary representation for T + (P ) for any λ ∈ T, and since J (P ) = λ∈T Ker(ev λ • q), by the discussion preceding the theorem, the Shilov ideal must equal
We now give equivalent conditions that guarantee that the C*-envelope of T + (P ) is either the Toeplitz algebra, or the Cuntz-Pimsner algebra.
Corollary 3.16. Let P be a finite irreducible stochastic matrix of size d with multiple-arrival. Then we have that C * env (T + (P )) ∼ = T (P ) if and only if all k ∈ Ω are non-exclusive. In particular, if P aperiodic and of size d ≥ 2 with multiple-arrival, we have that C * env (P ) ∼ = T (P ).
Proof. By Theorem 3.15 we see that if all k ∈ Ω are non-exclusive, then S P = {0} and so T (P ) is the C*-envelope of T + (P ).
Conversely, if T (P ) ∼ = C * env (T + (P )), then C * env (T + (P )) has d irreducible representations of infinite dimension, which can only occur if |Ω b | = d. Since P has multiple-arrival, we see by Corollary 3.14 that Ω b = Ω − Ω e , and so all states k ∈ Ω are non-exclusive.
For the second part, our assumptions guarantee that Ω = Ω 0 is the cyclic decomposition for P , and |Ω| > 1, so by Lemma 3.10 all elements in Ω are non-exclusive. Since P has multiplearrival, by Corollary 3.14 we have that π k is a boundary representation for any k ∈ Ω, and so S P = {0} and C * env (T + (P )) ∼ = T (P ).
Corollary 3.17. Let P be a finite r-periodic irreducible stochastic matrix of size d, and let Ω 0 , ..., Ω r−1 be a cyclic decomposition for P . The following are equivalent:
(1) All k ∈ Ω are exclusive.
(2) |Ω ℓ | = 1 for all ℓ ∈ Z r , or equivalently r = d.
Proof.
(1) ⇒ (2): By item (1) of Lemma 3.10 we see that |Ω ℓ | = 1 for all ℓ ∈ Z r .
(2) ⇒ (3): If all Ω ℓ are of size 1, we see that the cyclic decomposition for P yields that P is in fact a permutation matrix of a single-cycle permutation, and is hence a homomorphism.
(3) ⇒ (4): The Arveson-Stinespring construction of a subproduct system generally yields a product system when applied to a *-homomorphism. Hence, Arv(P ) is a product system, and its tensor algebra is the tensor algebra of a single correspondence, and by [Vis12, Proposition 2.8] this is also true for the Cuntz-Pimsner algebra in our case. By [KK06, Theorem 3.7] we have C * env (T + (P )) ∼ = O(P ). (4) ⇒ (1): Assume towards contradiction that there is some k ∈ Ω that is non-exclusive. In this case, let n be so that 0 < P (n) kk < 1, and observe that q(T
This means that q : T (P ) → O(P ) is not isometric on T + (P ) * + T + (P ), and in particular, not completely isometric on T + (P ) * + T + (P ). By [Arv11, Theorem 7.2], there is a boundary representation for T + (P ) coming from an extension to T (P ), of an element in the spectrum of J (P ), which then must be equivalent to one of the π k . This means that C * env (T + (P )) has an irreducible representation of infinite dimension, which is impossible since C * env (T + (P )) ∼ = C(T, M d ) only has irreducible representations of dimension d.
Example 3.18. We next give an example of 3 × 3 stochastic matrix for which C * env (T + (P )), T (P ) and O(P ) are pairwise non *-isomorphic. Let
The matrix P is fully-supported and we see that states 1 and 2 are non-exclusive, while 3 is exclusive. Hence, Ω b = Ω − Ω e Ω. Therefore, the Shilov ideal
. This yields a quotient C * env (T + (P )) for which C * env (T + (P )), T (P ) and O(P ) are pairwise non *-isomorphic.
Without the irreducibility assumption on P , it is easy to construct intermediary C*-envelopes from "extremal" C*-envelopes. Indeed, if for finite stochastic matrices P and Q of sizes at least 2 we have that C * env (T + (P )) = T (P ), and
, and one can similarly use representation theory to show that C * env (T + (R)) is non *-isomorphic to T (R) nor O(R).
However, when P is irreducible, the subproduct system Arv(P ) associated to it, cannot have any non-trivial reducing projections in the sense of Remark 1.14, so we have irreducibility both in a dynamical sense and in a sense of its subproduct system. The above example then shows that even under this minimality / irreducibility assumptions on a dynamical object which is equivalent to this irreducibility assumptions on the subproduct system above, up to *-isomorophism the C*-envelope may be distinct from both the Cuntz-Pimsner algebra, and the Toeplitz algebra.
K-Theory
In this section we compute the K-theory of C * env (T + (P )). Recall Notation 3.2. Let Ω b be the collection of k ∈ Ω for which π k is a boundary representation. We note immediately that we identify T (P ) with its image under π : T (P ) → B(⊕ k∈Ω F P,k ), where F P,k are the invariant subspaces of π and π k : T (P ) → B(F P,k ) the irreducible, pairwise non-unitarily equivalent representations given by restriction π k (T ) = T | F P,k , for each k ∈ Ω. Recall the short exact sequence from (3.1).
We know from [RLL00] that K 0 and K 1 are additive functors, and that for any k ∈ Ω we have K 1 (K(F P,k )) = {0}, and
Hence, the six-term exact sequence of K-theory induced from the exact sequence (3.1) yields k ) ), which will then enable the computation of the K 0 and K 1 groups for C * env (T + (P )). It will suffice to compute the value of δ 1 on a generator of K 1 (C(T, M d )) ∼ = Z, and in our computations we will work with the unitary element w :
Lemma 4.1. Let P be an r-periodic irreducible stochastic matrix over Ω of size d, with properly enumerated cyclic decomposition Ω 0 , ..., Ω r−1 such that 1 ∈ Ω 0 is the first element, and let (U, (S ij ) i,j∈Ω ) be its associated standard family.
(1) For all i ∈ Ω we have that (S ii = p i ) i∈Ω is a family of pairwise orthogonal projections that commute with U . (2) The element w := z → diag(z, 1, ..., 1) ∈ C(T, M d ) lifts to a partial isometry V := U S 11 + S 22 + ...S dd inside T (P ).
(1): By definition, for any m ∈ N and E jk ∈ Arv(P ) m we have that
So that U and S ii commute on the dense subset of F Arv(P ) , and hence commute.
(2): It is clear that w lifts to V inside T (P ) since under the identification C(T) ⊗ M d ∼ = C(T; M d ), the element V in the quotient is identified with w. Hence, we need only verify that V is a partial isometry. Indeed, since by item (1), U commutes with S 11 , and since U is a partial isometry, we have that
so that V is also a partial isometry.
Let v be the image of V under the C*-envelope quotient map q e : T (P ) → C * env (T + (P )). By Lemma 4.1 we know that V is a partial isometry that lifts w, and hence v is a partial isometry that lifts w. By item (ii) of [RLL00, Proposition 9.2.5] we have that 1 − v * v and 1 − vv * are projections in ⊕ k∈Ω b K(H k ) ∼ = q e (J (P )) with
, we obtain that
Where we are then left with computing the Fredholm indices of
Proposition 4.2. Let P be an r-periodic irreducible stochastic matrix over Ω = {1, ..., d}.
Suppose that Ω 0 , ..., Ω r−1 is a properly enumerated cyclic decomposition such that s ∈ Ω is its first element, and let (U, (S ij ) i,j∈Ω ) be its associated standard family. Let V s := S 11 + ... + S s−1,s−1 + U S ss + S s+1,s+1 + ... + S dd . Then for every k ∈ Ω we have that ind(V s | F P,k ) = −1.
Proof. Up to conjugating P with a permutation matrix, we may assume that s = 1 is the first element. For each state k ∈ Ω, let ℓ = σ(k) = σ(k) − σ(1), and denote by
where P (0) 1k = 1 if k = 1, and is 0 otherwise. Recall Notation 3.2. Since F P,k = ⊕ ∞ n=0 Arv(P ) n,k , and since V shifts only the first rows of the matrix A in an element A ⊗ e k ∈ Arv(P ) n,k , we have for all n ∈ N that dim Ker
due to the support of elements in Arv(P ) n,k . Note also that for n = 0, and we get
Hence, if we sum up dimensions, we obtain that
Hence, we see that in any case, ind(V | F P,k ) = −1, as required.
Corollary 4.3. Let P be an irreducible stochastic matrix over finite Ω. Then the index map δ 1 : Z → Z |Ω b | is given by δ 1 (n) = −(n, ..., n)
We then obtain the K-theory of C * env (T + (P )) in terms of |Ω b |. Theorem 4.4. Let P be a finite irreducible stochastic matrix over Ω. Then
(1) If P has a non-exclusive state then
If all states of P are exclusive, then by Corollary 3.17 we have that C * env (T + (P )) ∼ = C(T, M d ) so that the K 0 and K 1 groups of C * env (T + (P )) must both be Z. Next, if P has a non-exclusive state, since δ 1 is injective, by exactness at K 1 (C(T, M d )) in the six-term exact sequence (4.1), we see that K 1 (C * env (T + (P ))) = {0}. Since δ 1 (1) = (−1, ..., −1), we see that the six-term exact sequence (4.1) can be reduced to the single exact sequence
, and the proof is complete.
Corollary 4.5. Let P be a finite irreducible stochastic matrix over Ω. Then conditions (1) through (4) of Corollary 3.17 are all equivalent to K 1 (C * env (T + (P ))) ∼ = Z.
Classification of C*-envelope
We are now in a position to apply the theory in the previous sections to obtain classification results up to *-isomorphism and stable isomorphisms of C*-envelopes arising from finite irreducible stochastic matrices.
For every finite irreducible stochastic matrix P over Ω P , which has at least one non-exclusive state, let Ω P b be the (non-empty) set of indices k ∈ Ω P such that π k : T (P ) → B(F P,k ) is a boundary representation for T + (P ). We note that C * env (T + (P )) is Type I (equivalently GCR), being an extension of a CCR algebra by a CCR algebra. Thus, we may identify an irreducible representation with its kernel when discussing elements of the primitive ideal spectrum of C * env (T + (P )). The analysis done around the exact sequence (3.1) shows that the spectrum of C * env (T + (P )) as a set is comprised of |Ω P b | irreducible representations of infinite dimensions induced from π k , which we still denote by π k : C * env (T + (P )) → B(F P,k ) for k ∈ Ω P b , and a torus T of irreducible representations of dimension |Ω P | given by ev λ • q for every λ ∈ T, where q : C * env (T + (P )) → C(T, M |Ω P | ) is the quotient map. Moreover, we have the exact sequence
Since Ker π k ⊆ Ker(ev λ • q) for every k ∈ Ω P b and every λ ∈ T, and Ker(ev λ • q) is not a subset of any Ker(ev λ ′ • q) for λ ′ = λ ∈ T, we see that for every λ ∈ T, each Ker(ev λ • q) is a maximal element in the lattice P rim(C * env (T + (P ))). Notation 5.1. For a finite irreducible stochastic matrix P , we denote from now on K P := ⊕ k∈Ω P b K(F P,k ), B P := C(T, M |Ω P | ) and A P := C * env (T + (P )).
Let P and Q be irreducible stochastic matrices over finite sets Ω P and Ω Q respectively. Then we have the following exact sequences
with Busby invariants η P and η Q , and the stabilized exact sequences
with Busby invariants η (∞) P and η
B(F P,ℓ ) → B(F P,k ) the restriction map, which then promotes to a restriction ρ k :
Proposition 5.2. Let P and Q be finite irreducible stochastic matrices over Ω P and Ω Q respectively.
(1) C * env (T + (P )) and C * env (T + (Q)) are *-isomorphic if and only if there exists a *-isomorphism
the extensions ρ k η P and ρ τ (k) η Q β are strongly equivalent. (2) C * env (T + (P )) and C * env (T + (Q)) are stably isomorphic if and only if there exists a *-isomorphism β :
Q β are weakly equivalent.
Proof. We first show (1). Suppose that α : A P → A Q is a *-isomorphism. Let α * : P rim(A P ) → P rim(A Q ) be the induced lattice isomorphisms between the spectra. Since α * must send maximal elements to maximal elements, we see that for λ ∈ T we have that α * sends Ker(ev P λ • q) to Ker(ev Q λ ′ • q) for some λ ′ ∈ T in bijection. In particular, since K P = ∩ λ∈T Ker(ev P λ • q) and
and C * env (T + (Q)) are *-isomorphic if and only if the exact sequences of (5.1) are isomorphic, which happens if and only if the restriction κ := α| K P : K P → K Q and the induced map β satisfy κη P = η Q β, where β : B P → B Q is the induced *-isomorphism from α between the quotients by K P and by K Q .
So suppose κη P = η Q β for κ and β as above. Since κ :
there is a bijection τ :
For the converse, if U k are unitaries implementing the strong conjugacy between ρ τ (k) η Q β and
Next, we show (2). Since stabilizing an algebra does not change its primitive ideal spectrum, the same argument as used in (1) shows that C * env (T + (P )) and C * env (T + (Q)) are stably isomorphic if and only if the exact sequences in (5.2) are isomorphic, which happens if and only if there are *-isomorphisms κ :
Then a similar argument to the one used for item (1) shows that this happens if and only if there is a bijection τ :
Q β are strongly equivalent. Since these are non-unital extensions, this happens if and only if they are weakly equivalent.
For an irreducible finite stochastic matrix P over Ω P with period r P , and k ∈ Ω P . Let Ω 0 , ..., Ω r P −1 be a cyclic decomposition for P . Then there exists m 0 , such that for all m ≥ m 0 we have
Indeed, fix 0 ≤ ℓ ≤ r P − 1. By item (2) of Theorem 1.9 there is n (ℓ) 0 such that for all n ≥ n (ℓ) 0
we have that P (nr P +ℓ) ij > 0 for i, j ∈ Ω P with σ(i) − σ(j) = ℓ. Hence, if we fix j = k, we see that
Then simply take m 0 = max ℓ {n (ℓ) 0 r P + ℓ} to obtain the desired claim above. Definition 5.3. Let P be an r-periodic finite irreducible stochastic matrix over Ω of size d, and k ∈ Ω. Let Ω 0 , ..., Ω r−1 be a cyclic decomposition for P , so that σ(k) is the unique index such that k ∈ Ω σ(k) . We define the k-th column nullity of P to be
where σ(k) − m is taken as an element in the cyclic group Z r of order r. We say that k ∈ Ω is a fully supported column if N P (k) = 0.
Put in other words, the column nullity of a state k ∈ Ω is the number of zeros in all k-th columns of iterations of P , that lie in the support of a cyclic decomposition for P .
The above infinite sum is in fact always finite by the discussion preceding Definition 5.3 and is hence convergent.
For a finite irreducible stochastic matrix P , we find the element in Ext s (C(T) ⊗ M d ) representing each extension η P,k := ρ k η P , for each k ∈ Ω P b , appearing in Proposition 5.2. Note that the exact sequence corresponding to the extension η P,k is
Proposition 5.4. Let P be a finite irreducible stochastic matrix over Ω P with period r P , and let Ω 0 , ..., Ω r P −1 be a properly enumerated cyclic decomposition for P . Then for each k ∈ Ω P b , there exists n 0 large enough so that for all n ≥ n 0 we have that [j * η P,k ] s is identified with 0 ≤ s < |Ω P | given by
Proof. To compute the class of [j * η P,k ], we apply the algorithm in Example 1.17 to j * η P,k . Let {S ij } be the system of matrix units for C(T, M |Ω P | ) associated to a properly enumerated cyclic decomposition Ω 0 , ..., Ω r P −1 , and let 1 ∈ Ω be the first element in this enumeration. There then exists m 0 such that for all m ≥ m 0 we have |Ω σ(k)−m | = |{ i ∈ Ω σ(k)−m | P (m) ik > 0 }|. We abuse notation for sake of brevity and write T instead of π k (T ) = T | F P,k for T ∈ T (P ).
Lift each S ii to p i ·Q [nr P ,∞) ∈ π k (T (P )). Then we may lift each S 1j to S 1j Q [nr P ,∞) ∈ π k (T (P )). Hence, we get that e ij := Q [nr P ,∞) S * 1j S 1i Q [nr P ,∞) , so that for all n ∈ N with nr P ≥ m 0 ,
Denote by b 
⌉.
As for ι * η P,k , a lift for z ⊗ I ∈ C(T) ⊗ I can be taken to be U P , where U P is the unitary associated to the properly enumerated cyclic decomposition Ω 0 , ..., Ω r P −1 (restricted to F P,k ).
Then by Proposition 4.2 and the notation there, ind(U P ) = ind(Π i∈Ω V i ) = −|Ω P |. Finally, recall that the image [ι * η P,k ] s ∈ |Ω P | · Z is identified with [η P,k ] w ∈ Z up to dividing by |Ω P |, so that [η P,k ] w = −1.
We now reach the two main results of this paper, which classify stable isomorphism and *-isomorphism of C*-envelopes in terms of the underlying stochastic matrices and boundary representations supported on different copies of compact operator subalgebras.
Theorem 5.5. Let P and Q be finite irreducible stochastic matrices over Ω P and Ω Q respectively. Then |Ω P b | = |Ω Q b | if and only if C * env (T + (P )) and C * env (T + (Q)) are stably isomorphic. Proof. If C * env (T + (P )) and C * env (T + (Q)) are stably isomorphic, since K 0 and K 1 are stable functors, we must have that |Ω P b | = |Ω Q,k are also weakly equivalent, so that by item (2) of Proposition 5.2 (with β = Id) we have that C * env (T + (P )) and C * env (T + (Q)) are stably isomorphic.
Theorem 5.6. Let P and Q be finite irreducible stochastic matrices over Ω P and Ω Q respectively. Then C * env (T + (P )) and C * env (T + , and that |Ω P | = |Ω Q |. We see by Proposition 5.4 that j * η P,k and j * η Q,τ (k) are strongly equivalent. Again by Proposition 5.4 we have that [ι * η P,k ] and [ι * η Q,τ (k) ] are represented by the numbers −|Ω P | and −|Ω Q | which are equal by assumption. Hence, we have that η P,k and η Q,τ (k) are strongly equivalent. Thus, by item (1) of Proposition 5.2 (with β = Id) we have that C * env (T + (P )) and C * env (T + (Q)) are *-isomorphic.
It is interesting to try and compare these invariants with the one obtained from the graph C*-algebra of the graph of the stochastic matrix P . Given an irreducible graph matrix A = (a ij ) over Ω, where a ij ∈ {0, 1}, in their first paper [CK80] , Cuntz and Krieger defined a C*-algebra O A generated by partial isometries {S i } i∈Ω with pairwise orthogonal ranges, satisfying the relation
For a stochastic matrix P , one has the {0, 1}-matrix Gr(P ) representing the directed graph of P . Since the C*-correspondence Arv(P ) 1 is exactly the graph C*-correspondence of Gr(P ), we get that the Cuntz-Pimsner algebra O(Arv(P ) 1 ) is *-isomorphic to the Cuntz-Krieger algebra O Gr(P ) . In particular, by [Kat04, Corollary 7 .4] we see that O Gr(P ) is nuclear.
In [Cu81] , Cuntz computed the K-theory of these C*-algebras. He showed that for finite {0, 1} matrix A over Ω where every column and row is non-zero, the K 0 and K 1 groups of O A are given as the cokernel and kernel of the map I − A t : Z Ω → Z Ω .
In the case where A is an irreducible finite matrix which is not a permutation matrix, Cuntz and Krieger establish in [CK80] that O A is simple and purely infinite. Hence, for a finite irreducible stochastic matrix P which is not a permutation matrix, the Cuntz-Krieger algebra O Gr(P ) is separable, unital, nuclear, simple and purely infinite, or in other words a Kirchberg algebra.
A famous classification theorem of Kirchberg and Phillips then comes into play to show that for two finite irreducible stochastic matrices P and Q which are not permutation matrices, the Cuntz-Krieger algebras O Gr(P ) and O Gr(Q) are *-isomorphic ( or stably isomorphic) if and only if (K 0 (O Gr(P ) ), [1 P ] 0 ) ∼ = (K 0 (O Gr(Q) ), [1 Q ] 0 ) and K 1 (O Gr(P ) ) ∼ = K 1 (O Gr(Q) ) ( or K 0 (O Gr(P ) ) ∼ = K 0 (O Gr(Q) ) and K 1 (O Gr(P ) ) ∼ = K 1 (O Gr(Q) ) respectively). That is, the *-isomorphism and stable isomorphism class are completely determined by K-theory.
Example 5.7. In this example, we will use the above to show that for a finite irreducible stochastic matrix P , the Cuntz-Krieger algebra O Gr(P ) and the C*-envelope C * env (T + (P )) generally yield incomparable invariants for P . If we restrict to matrices P with multiple-arrival, we have that Ω e = Ω − Ω b and the invariant C * env (T + (P )) will only depend on the graph Gr(P ). Hence, we will only specify the {0, 1} graph incidence matrices of three stochastic matrices P, Q, R. Suppose the graph matrices for P, Q, R are given respectively by then P, Q and R have multiple-arrival, and it is clear that N P (j) = N Q (j) = N R (j) = 0 for j = 1, 2, and that N P (3) = 0. We also see that N Q (3) = N R (3) = 1, so that C * env (T + (Q)) ∼ = C * env (T + (R)). However, Ω P e = {3} whereas Ω Q e = Ω R e = ∅, and hence C * env (T + (Q)) is not stably isomorphic to C * env (T + (P )). For the Cuntz-Krieger C*-algebras the situation is reversed. The maps I − Gr(P ) t , I − Gr(Q) t and I − Gr(R) t on Z 3 determining K 0 and K 1 for the Cuntz-Krieger algebras are given respectively by the matrices  Hence, we see that the K 1 groups for O Gr(P ) , O Gr(Q) and O Gr(R) are trivial, and that Ran(I − Gr(P ) t ) = Ran(I − Gr(Q) t ) = Z 3 , so that K 0 (O Gr(P ) ) = K 0 (O Gr(Q) ) are trivial. Hence, by the above mentioned result of Kirchberg and Phillips, we have that O Gr(P ) is *-isomorphic to O Gr(Q) . However, since Ran(I − Gr(R) t ) Z 3 , we see that the cokernel K 0 (O Gr(R) ) is non-trivial, and hence O Gr(R) is not stably isomorphic to O Gr(P ) . Altogether, we obtain that C * env (T + (P )) ∼ C * env (T + (Q)) ∼ = C * env (T + (R)) and
where ∼ = stands for *-isomorphism and ∼ stands for stable isomorphism. Note that the C*-envelope loses considerable information about the tensor algebra, for instance, the graphs of P and Q are not isomorphic so by [DOM14, Theorem 7 .29] T + (Q) and T + (R) are not even algebraically isomorphic.
