A Monte Carlo method for evaluating multi-center two-electron-repulsion integrals over any type of orbitals (Slater, Sturmian, finite-range, numerical, etc.) is presented. The approach is based on a simple and universal (orbital-independent) gaussian sampling of the two-electron configuration space and on the use of efficient zero-variance Monte Carlo estimators. Quite remarkably, it is shown that the high level of accuracy required on two-electron integrals to make Hartree-Fock (HF) and configuration interaction (CI) calculations feasible can be achieved. A first zero-variance estimator is built by introducing a gaussian approximation of the orbitals and by evaluating the two-electron integrals using a correlated sampling scheme for the difference between exact and approximate orbitals. A second one is based on the introduction of a general coordinate transformation. The price to pay for this simple and general Monte Carlo scheme is the high computational cost required. However, we argue that the great simplicity of the algorithm, its embarrassingly parallel nature, its ideal adaptation to modern computational platforms and, most importantly, the possibility of using more compact and physically meaningful basis sets make nevertheless the method attractive. HF and near full CI (FCI) calculations using Slater-type orbitals (STO) are reported for Be, CH 4 and [H 2 N(CH)NH 2 ] + (a simple model of cyanine). To the best of our knowledge, our largest FCI calculation involving 18 active electrons distributed among 90 orbitals for the cyanine molecule, is the most extensive molecular calculation performed so far using pure STO orbitals (no gaussian approximation, even for the challenging four-center two-electron integrals).
I. INTRODUCTION
In recent years most of the standard methods of quantum chemistry have been revisited within the framework of stochastic processes. In short, the very same equations and quantities are considered but, instead of solving the equations using standard linear algebra techniques (diagonalization) or explicit calculations of very large sums (perturbational quantities), stochastic implementations are employed. Let us cite the stochastic versions of the second-order Møller-Plesset (MP2), 1 coupled-cluster with single and double and perturbative triple excitations (CCSDT), 2 complete active space self-consistent field (CASSCF), 3 multi-reference with second-order perturbation (MRPT2), 4, 5 , random phase approximation (RPA) 6 , GW 7 , and FCI 8 approaches. In practice, by avoiding the practical limitations in terms of memory (no storage of very large vectors and matrices) and number of determinants to consider (only a small subspace consisting of the determinants contributing the most to the averages is sampled) calculations beyond the limits of the standard "deterministic" versions can be performed. As a representative example, let us mention the recent stochastic CASSCF calculation of Smith et al. involving 44 electrons distributed among 44 active orbitals for a model complex of Fe-porphyrin. 9 From a general perspective, the major driving force behind the active developement of stochastic techniques is their very good adaptation to massive parallelism and to modern computational platforms (simplicity of the algorithm, low-memory fingerprint, easy implementation on graphics processing units (GPU) and efficient arithmetic co-processors, cache optimization, etc.).
In the same spirit, we propose here to calculate the two-electron-repulsion integrals of quantum chemistry using a stochastic approach. As well-known, the choice of the basis functions (orbitals) in electronic structure wave-function calculations is one of the critical aspects. Ideally, orbitals should obey the electron-nucleus cusp condition removing the divergence of the one-electron component of the (local) energy at short electron-nucleus distances; they should also display the physically correct exponential-like decay at large distances, and be flexible enough to reproduce any type of behavior at intermediate distances. Unfortunately, the high computational cost required to evaluate the very large numbers of integrals involved in calculations limits in practice the type of orbitals that can be employed. As well-known, the compromise between cost and efficiency adopted in virtually all calculations for molecular systems consists in using Gaussian-type basis functions. Although fast and efficient algorithms have been developed over the years to calcutate gaussian integrals, the price to pay is the need of using large sets of basis functions, larger than those based on more physical representations (for example, Slater-type orbitals with the correct cusp and long-range behavior). Considering the sharp increase of the computational cost of accurate post-HF methods with the number of basis functions [e.g., N 7 b scaling for the "gold standard" CCSD(T), N b number of basis functions], to have the possibility of using more compact basis set is important, particularly for large systems.
Here, we present a Monte Carlo approach to calculate two-electron integrals for arbitrary orbitals (STO, numerical, finite-range, etc.). In this approach no analytic integration is performed and only the values of the orbitals at each Monte Carlo configuration are to be calculated, making the approach particularly simple and general. However, at first sight using a Monte Carlo approach to calculate accurately low (six)-dimensional integrals may appear unrealistic. Indeed, the statistical error is usually large and its very slow decay with the number N of drawings -∼ 1/ √ N-precludes any brute force approach (i.e. increasing N indefinitely) to improve the accuracy. Here, this problem is particularly acute since a high accuracy on the two-electron integrals is known to be needed to get stabilized and unbiaised HF or post-HF calculations. For example, the use of single precision floating point representation is in general not sufficient and an absolute error at least smaller than 10 −8 is necessary. 10 In this work it is shown that by resorting to a zerovariance strategy the statistical error on two-electron integrals can be tremendously reduced and the targeted accuracy can be attained. For example, in the case of the biggest system treated here (the cyanine molecule) an average absolute error of about ∼ 2 × 10 −9 on the twoelectron integrals is achieved. From a general perspective, a zero-variance strategy is based on the introduction of improved estimators having the same average as the standard estimator but a (much) smaller variance. 11 In this way, for a given number of Monte Carlo configurations (much) more accurate averages (smaller statistical error) can be obtained at essentially the same computational cost. When building up such improved estimators it is usually possible to define the ideal zero-variance limit where statistical fluctuations entirely vanish. In practice, approaching this limit is a guarantee of decreasing the statistical error. In this work on computing two-electron integrals, we define a first zero-variance estimator based on a gaussian approximation of the orbitals and on the evaluation of the exact integrals using a correlated sampling scheme for the difference between exact and approximate orbitals. It is most important to emphasize that, although a gaussian approximation for the orbitals is introduced, the calculated integrals are independent of this approximation, only the magnitude of the statistical error is affected. The zero-variance limit is attained in the limit of an exact representation (infinite number of gaussian functions). A second zero-variance estimator defined here is obtained by introducing a coordinate transformation. In this case it is possible to write down a so-called zero-variance equation defining the best transformation. In practice, searching for good approximations of this equation is a precious guide to build efficient improved estimators. However, once again, we note that the results are independent of the quality of the approximation made for the transformation. The introduction of zero-variance estimators being instrumental to the success of the method, the approach will be referred to as zero-variance Monte Carlo (ZVMC).
In this work ZVMC is applied to the calculation of twoelectron integrals over Slater-type orbitals. The problem of computing such integrals has a long history from the very start of quantum chemistry and has given rise to numerous works (for references see, e.g., [12 and 13] ). Here, it is shown that STO integrals can be computed with sufficient accuracy to allow converged HF and FCI-type calculations for Be, CH 4 , and [H 2 N(CH)NH 2 ] + (a simple model of cyanine). To the best of our knowledge, the FCI calculation presented here for the cyanine molecule involving 18 active electrons (and 6 frozen core electrons) distributed among 90 orbitals is the most extensive molecular calculation performed so far using pure STO orbitals (no approximate gaussian expansion for two-electron integrals, even for the challenging four-center integrals). However, the price to pay for this simple and general approach is the need of using (very) large Monte Carlo statistics. It is clearly the major drawback of the approach. However, as illustrated and discussed in this work we believe that the unique features of the approach nevertheless make the method attractive.
Finally, let us note that we shall here restrict ourselves to atomic orbitals. However, there is no fundamental difficulty to consider molecular orbitals; this will be presented in a forthcoming work.
The paper is organized as follows. In Sec. II the basic theory is presented. Some illustrative numerical applications are discussed in section III. We first present the main aspects of the method with calculations of several representative four-center two-electron integrals over Slater-type orbitals. Then, HF and near-FCI calculations are presented for Be, CH 4 and [H 2 N(CH)NH 2 ] + (a simple model of cyanine). Finally, a summary and discussion are given in Sec.IV
II. GENERAL THEORY
In this work we are concerned with the calculation of general two-electron-repulsion integrals of the form
where the φ's are real atomic orbitals written under the general unnormalized cartesian form
Here, A = (A x , A y , A z ) is the center, a = (a x , a y , a z ) a triplet of non-negative integers (angular momentum vector), and u a (r) some general radial part. Standard examples of radial parts are, e.g., u a (r) = e −αr 2 for Gaussiantype orbitals (GTO), u a (r) = r n−l−1 e −αr for Slater-type orbitals (STO), or u a (r) = F(r)e −αr for Sturmian orbitals (where F is the confluent hypergeometric function). Alternatively, the radial part may be defined on a onedimensional grid or using a spline representation. Note that the expression for the radial function does not need to be the same among orbitals, so mixed basis sets (e.g. STO-GTO) can also be used. In what follows, we will characterize the radial extension of a general orbital φ a by introducing an effective exponent α > 0 equal to the inverse of the average radial width of the orbital, that is
where r φ a = r 2 dr r φ 2 a r 2 drφ 2 a . The exponents associated with φ b , φ c , and φ d will be denoted as β,γ, and δ, respectively.
The densities ρ ab (r) are defined as
and the integral writes
Remark on notation: For simplicity the abdc-dependency of the integral has not been indicated here; in what follows it will be the case for all quantities for which this dependency is obvious, except when some confusion is possible.
A. Simple Monte Carlo estimator
The two-electron-repulsion integral is expressed as
where π ab|cd is some arbitrary probability density (π ab|cd ≥ 0 and dr 1 dr 2 π ab|cd = 1). Here, we use a simple factorized gaussian density reproducing the overall shape of the one-electron distributions, for example
with
and
After simple changes of variables and relabelling, the integral can be written under the form
with F(r 1 , r 2 ) = (ζη)
Here, π 0 is the product of the normal distribution for each electron coordinate
To apply Monte Carlo techniques, the integral is rewritten as
where ... π 0 denotes the average over the probability distribution π 0 . In practice, the integral is evaluated from a finite random sample of N configurations (r i 1 , r i 2 ) drawn with π 0 ,
the exact value being obtained as N goes to infinity. At finite N, the statistical error bar on I N is calculated using elementary statistical techniques.
B. Zero Variance Monte Carlo estimators
The general idea of variance reduction techniques 11 is to replace the initial estimator F, by a new "improved" one, denoted here asF, having the same average but a smaller variance, σ 2 (F)
In this formula the average is defined over some general probability density and the variance is given by
As long as the calculation ofF is not too expensive, calculating the average usingF instead of F leads to a decrease of the statistical error, the gain in computational cost being essentially proportional to the reduction in variance. The ideal zero-variance limit where the statistical fluctuations vanish is reached whenF can be made constant for all configurations, more preciselỹ
1. Zero Variance using control variates
The first zero-variance (ZV) estimator introduced here is based on the use of the so-called control variate method, e.g. [14] . Denoting F 0 some approximation of F whose average, F 0 , is known the following improved estimator is considered
where λ is some real parameter. By construction, F = F , for all λ. Minimizing the variance with respect to λ, the variance of the optimized estimator is found to be
As seen, by using the control variate F 0 a systematic decrease of the variance is obtained, whatever the choice of F 0 . However, a significant variance reduction is possible in practice only if the fluctuations of F 0 are correlated enough to those of F, that is, if the correlator
Here, the control variate F 0 is chosen by using some gaussian approximation ρ G of the exact density ρ, more precisely
The average of F 0 given by
can be efficiently evaluated using standard algorithms for gaussian integrals. We now decompose I as
where ∆I is a residual integral given as
where
The formula for the integral becomes
where the first contribution, I G , is calculated deterministically and the residual integral, ∆I, computed with Monte Carlo. While ρ G is approaching ρ, ∆I becomes smaller and smaller and the same for the statistical error. In the zero-variance limit where ρ = ρ G , the error entirely vanishes. In practice, using accurate gaussian approximation leads to (very) important reduction in statistical fluctuations. Now, since the integrals are independent of ρ Gwhatever the quality of the approximation-we have a great freedom in choosing the way the densities ρ ab are approximated. For example, it can be done by using density fitting or related techniques where auxiliary basis sets are introduced to approximate products of oneelectron functions. Here, we shall not elaborate on this aspect (this is let for future work) but use instead the simple procedure consisting in building ρ G as the product of some gaussian approximation φ G a for the orbitals
Here, n g is the number of elementary gaussian functions used, {n i } a fixed set of positive integers, and (c a i , γ a i ) the parameters resulting from some fitting process, for example by minimizing the χ 2 quantity
2. Zero Variance using a coordinate transformation
Our second zero-variance estimator is based on the fact that a coordinate transformation can be used to reduce the statistical error. Let us note [r 1 (r 1 , r 2 ),r 2 (r 1 , r 2 )] such a one-to-one correspondance. The residual integral, ∆I, computed with Monte Carlo , Eq.(23) writes
where J is the Jacobian of the transformation
The expression for the complete two-electron integral thus writes
or, equivalently
Although the Monte Carlo average is independent on the transformation, ∆F π 0 = ∆F π 0 , it is not at all true for its variance. Now, a precious guide to construct a coordinate-transformation leading to a large reduction in variance consists in invoking the zero-variance equation that the ideal transformation (no statistical fluctuations) obeys. This equation is obtained by equating the quantity to be averaged to its average, 11 that is, here
In the next section it will be illustrated how this ZV equation can be exploited in the particular case of STO integrals. Note that, although ∆I -the unknown quantity to be computed-is present in the equation, it is not a problem in practice. Indeed, a simple solution consists in replacing the exact value ∆I by some approximate one.
It is legitimate as long as the variation of ∆F in configuration space -measured for example by its variance, is larger than the error made for ∆I, which is always the case except for very simple cases. Once a functional form for the coordinate transformation has been chosen, its parameters can be optimized by minimizing the variance of ∆F evaluated over a fixed set of configurations drawn according to π 0 .
C. The case of Slater-type orbitals
In this section, we make more explicit the general approach just described for the important case of STO atomic orbitals. The real cartesian unnormalized STO orbitals φ a (r), Eq.(2), are defined by choosing the radial part as
where n a = 1, 2, ... is the principal quantum number and l a the total angular momentum
In what follows, we shall employ the usual notation for STO orbitals, namely 1s = e −αr , 2s = re −αr , 3s = r 2 e −αr , 2p x = xe −αr , 3p x = xre −αr , 3d xx = x 2 e −αr , and so on.
For the particular case of STO orbitals, we have not built the gaussian approximations of the radial part, Eq.(27) by minimization of the χ 2 , Eq.(28). Instead, we have preferred to use the accurate representations of the exponential
given by Lopez et al. 15 for a number of gaussian functions ranging from n g = 1 to n g = 30. For n = 2, r n−1 e −r is expanded as
an expression obtained by considering the derivative
where the gaussian expansion of e −ar , Eq.(36), is used. For n = 3, the polynomial r 2 = x 2 + y 2 + z 2 is withdrawn from the radial part and transferred to the polynomial part of the orbital.
Several choices of the functional form for the coordinate transformation have been investigated. The following simple form is proposed
where f is a general (smooth enough) function. In this case, the Jacobian is given by
Let us now use the ZV equation to get information on f . Fixing electron 2 at some position r 2 , the ZV equation writes
(41) where C is a constant collecting the terms independent of r 1 . Without the coordinate transformation ( f = 1) the left-hand-side diverges in the large r 1 -limit as the ratio
Here, we have used the fact that in the large-distance limit ρ G ab ρ G cd becomes negligible with respect to ρ ab ρ cd . The divergence makes the variance of the estimator infinite and the Monte Carlo estimators do not converge (see, Fig.1 below) . Now, by using the coordinate transformation the divergence can be removed, for example by using the simplest form
κ a positive constant and ν some real exponent. Now, taking expression (8) for ζ, the preceding ratio becomes
The divergence is removed when (ν = 1 and κ ≥ 1) or (ν > 1 and κ ≥ 0). In applications both parameters can be optimized by minimization of the statistical fluctuations. Of course, more elaborate forms for f can be used, this is let for future work.
III. NUMERICAL APPLICATIONS
A. Single representative two-electron integrals
Removing the infinite variance
In the absence of the coordinate transformation we have seen that the Monte Carlo estimators of the STO integrals have an infinite variance. This point is illustrated in Figure 1 where the Monte Carlo average as a function of the exponent ν of the function f involved in the coordinate transformation [Eqs.(38) and (43) As a first application, we consider the calculation of four-center two-electron integrals over 1s Slater-type orbitals. For quantitative comparison we calculate the four integrals introduced by Pérez et al. 15 and presented in Tables I-IV 
The four two-electron integrals are denoted here as I k with k ranging from 1 to 4; the exponents and nuclei positions are given in Tables I-IV of [15] .
In Table I the convergence of the two-electron integral I 1 as a function of the number of Monte Carlo drawings N and number of gaussian functions n g is presented. The parameters of the coordinate transformation are taken to be κ = 1 and ν = 1. All computed values are in agreement with the exact value within the 2-σ limits of the confidence interval. Here, the exact value is evaluated by using the approximate gaussian integral with the most accurate n g =30-representation of the exponential function to our disposal, that is I G (n g = 30) = 0.1426742806. All given digits are converged as a function of n g and the value is in very close agreement with that given in [15] , I = 0.14267429 (difference of about 10 −8 ).
As it should be, the statistical error decreases both as a function of N at fixed n g and of n g at fixed N. At fixed n g , the error decreases as ∼ 1 √ N as expected in a Monte Carlo calculation. When passing from n g to n g + 1 at fixed N, an average reduction of the statistical error between 2 and 3 is obtained, except for n g = 1 where the factor is about 10, a larger reduction resulting from the very poor representation of the radial part u(r) using only a single gaussian function. The gain in accuracy when increasing n g being directly related to the quality of the fit, no general rule is expected for it as a function of n g . For each n g the value of the approximate gaussian integral
is also reported. These values allow to quantify the magnitude of the bias = |I 1 − I G 1 | recovered by the Monte Carlo part. Of course, the approach is of interest only if the statistical error on the unbiased ZVMC integral is smaller than . Table I shows that it is always the case, except for the smallest number of Monte Carlo steps N = 10 3 (for almost all n g ) and also for N = 10 5 with n g = 7. The most accurate value of the integral is obtained for the largest value of n g and N and is only in error of about 9 × 10 −10 . As we shall see below, such a typical accuracy will be sufficient to perform molecular calculations.
In Table II the results for the three other two-electron integrals, I k=2−4 as a function of n g and for N = 10 11 are reported. For n g =7 the absolute errors on the integrals I 2 , I 3 , and I 4 are comparable to those obtained for I 1 . The biases associated with the n g =7-gaussian approximation are about 3 × 10 −7 , 2 × 10 −5 , and 3 × 10 −8 for I 2 , I 3 and I 4 , respectively. These biases are much larger than the corresponding statistical errors on the Monte Carlo values which are 4 × 10 −10 , 2 × 10 −10 , and 2 × 10 −11 , respectively. It illustrates the effectiveness of the Monte Carlo approach for recovering the exact STO values, starting from the approximate gaussian ones. In Table III some results for four-center two-electron integrals over STO orbitals with non-zero angular momenta are presented. The atomic orbitals considered are 1s A = N α e −α|r−A| , 2p A = N α (x − x A )e −α|r−A| , and 3d A = N α (x − x A ) 2 e −α|r−A| , with the same choice for the other nuclei. Ten particular integrals combining these atomic orbitals have been selected. The nucleus centers and exponents have been chosen to avoid any particular spatial symmetry. I G (n g = 30) are taken as exact values, all reported digits being converged as a function of n g . For a given value of n g , all ten integrals are calculated simultaneously over the same Monte Carlo configurations. Most of the computational effort is spent in computing quantities independent of the polynomial part of the orbitals, Eq.(2). Thus, the additional cost for calculating all integrals compared to that needed for the (1s A 1s B |1s C 1s D ) integral alone is marginal. It is one of the attractive properties of the approach. For n g = 7 the absolute errors obtained for the ten integrals range from 7 × 10 −9 to 5 × 10 −8 . For a fixed number of drawings, the statistical error is proportional to the square root of the variance of the estimator. As the total angular momentum L = l A + l B + l C + l D is increased, the variance is also expected to increase (higher and higher moments of the probability distribution are calculated) and so the error. It is indeed what is observed in Table III where the error increases continuously when going from L = 0 to L = 5. However, the absolute errors obtained in the less favorable case (L = 5) are still very small.
B. Application to atomic and molecular systems
In this section Hartree-Fock and near full CI calculations using Slater-type atomic orbitals for Be, CH 4 , and [H 2 N(CH)NH 2 ] + are presented. For that, the full set of two-electron integrals is to be computed. After removal of the redundancy among orbital indices the number of integrals is about
where N is the number of orbitals (basis functions). The sampling distribution being independent of the orbitals, all integrals are computed over the same Monte Carlo realization. In this way, the approach is embarrassingly parallel not only under splitting of the full set of integrals into independent blocks as in any approach but also with respect to the Monte Carlo sampling that can be performed on independent blocks over an arbitrary number of compute cores. The CI calculations are performed using the CIPSI algorithm 16 (Configuration Interaction using a Perturbative Selection made Iteratively) as implemented in the freely available electronic structure software QUAN-TUM PACKAGE. 17 CIPSI combines a selected CI (sCI) step based on a second-order energetic criterion to select perturbatively the most important determinants and on a perturbative step where the second-order Epstein-Nesbet pertubative estimate E PT2 of the difference between the FCI and the variational reference energy is evaluated. E PT2 is efficiently computed with a recently proposed hybrid stochastic-deterministic algorithm. 18 In order to extrapolate the sCI results to the FCI limit, the method recently proposed by Holmes, Umrigar and Sharma in the context of the HBCI method 5 is employed. It consists in extrapolating the sCI energy, E sCI , as a function of E PT2 , i.e E sCI E FCI − E PT2 . When E PT2 = 0, the FCI limit has effectively been reached. This extrapolation procedure has been shown to be robust, even for challenging chemical situations. In the calculations presented here the number of selected determinants is about a few millions and E PT2 is small enough to enter the quasi-linear regime of the difference E FCI − E sCI as a function of the number of selected determinants. Our estimate of FCI is denoted as exFCI (extrapolated FCI). For the various aspects of the CIPSI implementation and several examples molecular applications the interested reader is referred to [17] and references therein.
Very few STO basis sets adapted to post-HF calculations (that is, including optimized polarization functions to describe the virtual space) have been proposed in the literature. Here, in all applications we employ the Slatertype atomic orbital (STO) valence basis set VB1 developed by Ema et al. 19 for the first and second row atoms.
Beryllium atom
For Be the VB1 basis set consists of two 1s, three 2s and one 2p, for a total of 8 atomic STO basis functions and about 700 two-electron integrals to evaluate. The second column of table IV gives for increasing values of n g the Hartree-Fock energies obtained with the gaussian basis sets used in the deterministic part of the calculation. Denoted here as {n g }, these GTO basis sets are made of the approximate gaussian orbitals φ G a , as expressed in Eq.(26). By definition, they have the same size as the STO basis set, they only differ by the quality of the approximation made for representing the STO orbitals. As it should be, as n g increases the Hartree-Fock energies converge to the exact Slater Hartree-Fock energy of -14.572976251. This latter value has been computed using the exact expressions for the one-and two-electron STO integrals that are known in the case of a single nucleus center. Note that this value is in perfect agreement with that given by Ema et al. 19 The third column gives the Hartree-Fock energies obtained with the STO integrals computed with ZVMC and using the {n g } gaussian basis set for the deterministic part. The number of Monte Carlo drawings is N = 10 7 and the coordinate transformation parameters (κ = 3.2, ν = 1). The value of κ has been optimized by minimization of the statistical error. As it should be, the HF energies obtained with the STO integrals computed by ZVMC are independent of the n g -approximation, only the magnitude of the statistical error is affected. This error decreases very rapidly as a function of n g ranging from 10 −5 a.u. to less than 10 −8 . For n g = 14 the value of -14.57297625(1) is in perfect agreement with the exact STO Hartree-Fock energy.
In Table V the exFCI values for Be are presented. For comparison the exFCI value computed with the exact one-and two-electron STO integrals and the FCI value of Ema et al. are given. Similarly to the Hartree-Fock results, i.) the exFCI values obtained with the {n g } gaussian basis sets converge to the exact ones as n g increases, ii.) the exFCI values obtained with the ZVMC STO integrals are independent of n g , and iii.) the statistical error decreases rapidly as the gaussian approximation is improved. For n g = 10 our exFCI energy is converged with 7 decimal places and is in full agreement with the exact value.
CH 4
Table VI presents the HF and 1s 2 -frozen-core exFCI energies of CH 4 . The geometry of the molecule -close to the experimental one-is given in the Supporting Information. Results using the {6-9} and VB1 STO basis sets are shown. For comparison, we also report those obtained with the cc-pVDZ basis set. Here, the notation {6-9} refers to the gaussian basis set defined above, except that a different number of gaussian functions is used to approximate the various STO orbital, the motivation being to get a more uniform quality among orbital approximations. To be more precise, the orbitals are generically expanded with n g = 6. For 2p and 3d orbitals, n g is increased by one unit (n g = 7) or two (n g = 8), respectively. In addition, when the exponent is too large (here, greater than 4) n g is increased by 3 (n g = 9). The VB1 STO basis set is made of three 1s and one 2p for H and two 1s, four 2s, three 3p and one 3d, for a total of 44 cartesian STO orbitals. In the last application the results obtained for a simple model of cyanine molecule, [H 2 N(CH)NH 2 ] + are presented. The geometry of the molecule is available in the Supporting Information. The VB1 basis set consists of (three 1s, one 2p) for H and (two 1s, three 2s, three 3p and one 3d) for C and N, for a total of 90 cartesian STO orbitals. The total number of two-electron integrals is about 8.3 10 6 . Table VII presents the Hartree-Fock and 1s 2 -frozen core exFCI results. As seen the accuracy reached is lower than in the case of CH 4 but still very good. The statistical error on the exFCI energy is 2 × 10 −4 a.u. (∼ 0.1 kcal/mole), that is, the sub-chemical accuracy is reached. 
IV. SUMMARY AND DISCUSSION
In this work an efficient Monte Carlo approach to calculate general two-electron integrals has been presented. Using variance reduction techniques it has been shown that the very high level of precision required on twoelectron integrals by Hartree-Fock and post-HF calculations can be achieved.
The major advantage of the approach is its great generality and flexibility. It can be used with any type of orbitals provided that sufficiently accurate gaussian approximations are available for them. Various schemes can be used to construct such approximations, so it is not a severe practical limitation. Actually, the key point is that ZVMC results do not depend on this approximation (whatever its quality), only the magnitude of the statistical error is affected. We also note that the approach can be generalized without difficulty to various situations, for example, in the case of an arbitrary two-body interaction or for the calculation of three-particle integrals, the sole condition being that the approximate gaussian integrals involved can be efficiently evaluated. Now, it is clear that the major drawback of the approach is its (very) high computational cost. In the applications presented in this work, the number of Monte Carlo drawings required to make molecular calculations possible ranges from 10 9 to 10 11 . In terms of computational burden, the most extensive simulation realized here (90 orbitals and about 8 millions STO-type twoelectron integrals for the cyanine molecule) has been performed using 4800 compute cores running in parallel during a few hours. Although such a cost may appear very high, we emphasize that using the approach in the present form Monte Carlo calculations are feasible with the required accuracy and that we have already been able to realize for a system of the size of the cyanine molecule (24 electrons) a FCI calculation involving 18 active electrons distributed among 90 orbitals, which is, to the best of our knowledge, the most extensive molecular calculation performed so far using pure STO orbitals (no gaussian approximation, even for the challenging four-center two-electron integrals). However, there is clearly much room for the improvement of the method and (much) smaller timings should be easily reachable. Indeed, no particular attention has been paid here to the algorithmic implementation, our objective being mainly to demonstrate the feasibility of the method. No doubt that, in view of the simplicity of the approach and the very repetitive character of the basic floating point operations to be performed, more efficient implementations taking full advantage of the most advanced capabilities of modern processors should be possible. Furthermore, a lot remains to be done to improve the approach itself, particularly in the way the correlated part is performed and in the choice of the coordinate transformation. Finally, we would like to insist on the fact that the most interesting source of (indirect) computational savings is the possibility of using more compact and physically meaningful basis sets, a key aspect considering the sharp increase of the cost of post-Hartree-Fock methods with the number of orbitals.
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