Abstract-While conservation of information popularized by the No Free Lunch (NFL) theorem establishes that all search algorithms have the same performance on the average, this appears not to be true when performance is compared in a relative manner. Some algorithms look to perform better than others. However, this advantage is lost when averaging is over a group of related algorithms. Every advantage against one algorithm is balanced by a disadvantage against a related algorithm. From this perspective, conservation of information still applies. As a consequence, comparative transitivity does not hold. If search procedure Z beats Y which, in turn, beats X, we cannot conclude that Z beats X. Indeed, the opposite might be true.
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I. INTRODUCTION
Conservation of information (COI) [1] , [11] , [13] - [15] demonstrates the futility of attempting to solve general intermediate or larger sized problems without application of knowledge about the problem being solved. In the case of an arbitrary search problem, the No Free Lunch (NFL) theorem [8] , [10] , [13] , [15] , [16] , for example, dictates any search algorithm can be substituted for any other algorithm without changing the search performance on average. This is true regardless of how the performance is defined as long as it only depends on the values obtained by the search process.
However, comparison of the relative performance of search algorithms do not exhibit this property [2] , [9] , [15] . Indeed, Wolpert and Macready [15] presented a such an example in their original paper referring to it as a minimax distinction between algorithms.
As a simple example consider a treasure buried in one of three possible locations in an desert island. Two pirates, X and Y, arrive at the island with the intent of digging up the treasure. Each pirate has to pick a strategy consisting of choosing the order of locations to be visited. If one of the pirates searches a location after his rival, he will not find the treasure. We will assume that the treasure is equally likely to be found in any of the locations.
As illustrated in Figure 1 , assume Pirate X searches for the location in a specific order such as (1, 2, 3) . Assuming uniformity [3] , the probability of the treasure being found in any of those locations is However, this changes if both pirates are hunting for treasure at the same time. Pirate Y has chosen locations such that in two of the three cases, he will have searched a location and taken the treasure before Pirate X. If the treasure is at location 1, Pirate X will get the treasure. However, if the treasure is location in locations 2 and 3, Pirate Y will have checked all those locations first, and thus Pirate Y will win. Pirate X will get treasure one in three times, whereas Pirate Y will claim the treasure two out of three times. In this sense, the strategy of Pirate Y is better than the strategy of Pirate X. This is true despite the two strategies performing the same when considered separately.
Due to the generality of the conservation of information results, any exception to the general principle, such as these unbalanced performance results, give pause. Does such a basic and simple variation cause conservation of information to no longer be valid? And if there is a violation of the conservation of information here, should there not be ways to exploit the failure to construct superior search algorithms?
The answer to these questions is no. The apparent "free lunch" of Pirate Y over Pirate X is not a failure of conservation of information. One strategy may beat another head-to-head, but when compared to a group of related strategies, losses and wins will balance out. Victories against one strategy are paid for by losses against another. Consequently, there exist Table I . This transitivity inapplicability was previously noticed by Koppen et al. [9] .
More generally, Table II shows the probability of a strategy for finding the treasure first as compared against all other strategies. Each strategy has the same bag of performances albeit against different strategies. Every strategy has an advantage against some other strategy, but also has another strategy with an advantage over it. Thus, no way exists to gain an absolute advantage over all other strategies.
The lack of an absolute advantage limits the sense in which one strategy can be better then another. One can beat a specific algorithm, but not in a way that actually performs better against all other algorithms. Pirate A is only able to outperform his rival if he somehow knows the strategy his rival will employ. Thus, as would be expected from the idea of the conservation of information, knowledge of the rival's strategy is necessary in order to beat it.
Consider the random algorithm. This is equivalent to randomly choosing which strategy to employ. Playing against this strategy will produce the average performance of all strategies. This average is the same regardless of the opposing strategy, so no way exists to consistently best a random search algorithm.
The application of knowledge of Pirate Y about Pirate X to Pirate Y's strategy can be measured in terms of active information. [4] - [7] , [12] . Table II shows that, with no knowledge of Pirate X's search strategy, Pirate Y has a probability of p = The contest between Pirate X and Y illustrated in Figure 1 can be generalized. For any given search algorithm, we can generate a family of related search algorithms. When averaged over a distribution of functions closed under permutations as well as over the family of search algorithms, no advantage exists and the principle of conservation of information still applies.. Advantages against certain algorithms on certain fitness functions must be paid for by disadvantages against other algorithms on other fitness functions.
II. THE GENERAL RESULT Given a search algorithm, we can define a new search algorithm by applying a permutation to the query space. Let α(f ) be the fitness values obtained by the search algorithm, α on the fitness function f . Let α p , where p is a permutation on the query space, be another algorithm such that α p (f ) = α(f • p). Whenever α p makes a query, it interprets the query through the permutation thus a producing a related by distinct search algorithm. Let P be all possible one to one functions on the query space.
T
is the family of search algorithms related to α. The NFL theorem holds for any distribution over functions which is closed under permutation [8] . That is
where χ is some performance metric, α(f ) is the values obtained by the search algorithm α run on the fitness function f . δ is any search algorithm. The search algorithm can be substituted for any other algorithm without changing the averaged performance. The essential reason for this is that the values obtained by a search algorithm are independent of the algorithm, and thus any function of those will be independent as well. The relative performance of a pair of algorithms, α and β can be defined as
Notably, substituting different algorithms in this expression may produce a different average even when averaged over the uniform distribution.
where Π(f ) is the set of permutations of f then
is independent of α and β Proof: From (1) and the definition of α p , γ(f ) = β(f • p). Thus
Exchanging the summations give
p is only used in the expression f • p, so we can rewrite this
The inner summation is a function of the values obtained by a search algorithm averaged over a permutation. This follows from (2). We can therefore substitute the algorithm β with another arbitrary algorithm, δ.
Let Y be the set of subsets of F such that each subset contains all functions which are permutations of each other.
By the assumption of the theorem, all Pr[f ] = Pr[g] for any f, g in a specific y ∈ Y . Thus we can move the probability out of the summation.
We observe that Π(f ) = y where f ∈ y. Thus
The summation over f fits the form of (2) so we can substitute the algorithm α with another arbitrary algorithm, δ .
Thus the relative performance averaged over the set of related functions does not depend on the choice of algorithm α and β.
The relative performance of an algorithm when averaged over a closed-under-permutation distribution and over the family of related algorithms is independent of the choice of algorithms. Above average performance in one situation must be paired with below average performance in another situation.
III. CONCLUSION
We have shown that no generally superior algorithm can be produced even when using relative performance metrics. Better performance against some algorithms is paid for by worse performance against other algorithms. One can devise an algorithm that is relatively superior to another, but not against all other algorithms. In order to best an algorithm, active information is required from extra knowledge of the problem. This parallels the case of the NFL requiring information about the fitness function in order to improve performance. Finally, random search exhibits the same average performance regardless of which algorithm it faces. Thus no way exists to gain an advantage on average over random search.
The principle of conservation of information still applies in the case of relative performance metrics. The appearance of free lunches in relative performance metrics does not give us any way to exploit them to create generally superior optimizers.
