Abstract For some problems with too many solutions, one way to obtain the more desirable solutions is to assign each solution a weight that characterizes its importance quantitatively, and then compute the solutions whose weights are over (resp. below) a given threshold. This paper studies computing weighted solutions for a given computational problem, in the context of Answer Set Programming (ASP). In particular, we investigate two sorts of methods for computing weighted solutions: one method suggests modifying the ASP representation of the problem to compute weighted solutions using an existing ASP solver and the other suggests modifying the search algorithm of the answer set solver to compute weighted solutions incrementally. The applicability of these methods are shown on two sorts of problems: reconstructing weighted phylogenies (for Indo-European languages and for Quercus species) and finding weighted plans (for Blocks World planning problems). In the experiments with the representation-based method, the answer set solver clasp is used and weight functions are represented in ASP. For the search-based method, the algorithm of clasp is modified (the modified solver is called clasp-w) and weight functions are implemented in C++. For phylogenies, two weight functions are introduced by incorporating domain-specific information about groupings of species; one of them cannot be represented in ASP due to some mathematical functions not supported by the ASP solvers. For plans, we define a weight function that characterizes the total cost of executing actions in a plan. In these experiments the following are observed. With weight measures that can be represented in ASP, the search-based method outperforms the representation-based method in terms of computational efficiency (both time and space). With weight functions that cannot be represented in ASP, the search-based method provides a tool for computing weighted solutions in ASP. The search-based method can be applied to different domains, without modifying the algorithm of clasp-w; in that sense, the search-based method is modular and can be useful to other ASP applications. With either method, plausible phylogenies among many can be found without computing all phylogenies and requiring historical linguists to go over them manually, and less costly plans can be found without computing all plans; in that sense, our methods contribute to phylogenetics and AI planning studies as well.
phylogeny reconstruction applied to two real datasets, Indo-European languages [28] and Quercus species (oak trees) [1] , and in planning applied to Blocks World. In particular, we investigate computational methods of two sorts:
Representation-based methods The idea is to modify the ASP representation of the problem by explicitly defining the weight measure and adding weight constraints, and to compute weighted solutions using an existing ASP solver. Search-based methods These methods do not modify the ASP representation of the problem, but define the weight function externally (e.g., as a C++ program) and modify the search algorithm of the answer set solver to compute weighted solutions incrementally in the spirit of branch-and-bound.
We apply these methods to two real-world problems: reconstructing weighted phylogenies (for Indo-European languages and for Quercus species) and computing weighted plans (for Blocks World planning problems). In our experiments, we use the answer set solver clasp with the representation-based methods; and we modify the search algorithm of clasp for the search-based method. The modified version of clasp is called clasp-w. 1 In the representation-based method, the given weight function is represented in ASP; in the search-based method however it is implemented in C++ in a separate file.
For phylogenies, we introduce two novel weight functions by incorporating some domain-specific information about simple (resp. hierarchical) groupings. The weight function that incorporates information about hierarchical groupings cannot be represented in ASP due to some mathematical functions not supported by the ASP solvers. The other weight function that incorporates information about simple groupings can be represented in ASP. For plans, we define a weight function that characterizes the total cost of executing actions in a plan; this function can be represented in ASP as well.
In these experiments, we observe the following about the representation-based method and the search-based method:
-With weight measures that can be represented in ASP, the search-based method outperforms the representation-based method in terms of computational efficiency (both time and space). -With weight functions that cannot be represented in ASP, the search-based method provides a tool for computing weighted solutions in ASP. -The search-based method can be applied to different domains, without modifying the algorithm of clasp-w; in that sense, the search-based method is modular. -With either method, more desirable solutions can be found without computing all of the solutions.
These experimental studies also illustrate the significance of our contributions both from the point of view of ASP and from the point of view of phylogenetics:
-There is no answer set solver that can compute weighted solutions incrementally using a branch-and-bound method, where the weight function is defined externally in C++. In that sense, clasp-w provides a tool for ASP to compute weighted solutions, in particular, when the weight function cannot be represented in ASP. Note that since the weight function is defined in a separate file, clasp-w does not require any problem/function-specific modifications. -Reconstructing phylogenies for a given set of taxonomic units (e.g., species, languages) is important for various research such as historical linguistics, zoology, anthropology, archeology, etc.. For example, a phylogeny of languages may help scientists to better understand human migrations [36] . For a given set of taxonomic units, some existing phylogenetic systems, like that of [4] , generate too many phylogenies that explain the evolutionary relationships between the given taxonomic units. In such cases, to pick the most plausible ones, experts need to go over each one of these phylogenies manually and in detail. There is no phylogenetic system that can help experts to order phylogenies with respect to a plausibility measure that includes also some domain-specific information. In that sense, our methods contribute to phylogenetics studies as well.
The rest of the paper is organized as follows. Section 2 briefly explains Answer Set Programming (ASP) with some examples. Section 3 precisely describes the decision problems related to computing weighted solutions in ASP. Section 4 describes the representation-based method and the search-based method; in particular, it explains in detail how the search algorithm of clasp is modified to turn clasp into clasp-w. Section 5 defines the weighted phylogeny reconstruction problem, and analyzes its computational complexity. Sections 6 and 7 describe the application of the representation-based method and the search-based method to infer phylogenies for Indo-European languages and Quercus species respectively. These sections introduce the two novel weight functions that take into account the compatibility criterion for reconstructing phylogenies as well as some domain-specific information provided by the experts, and summarize the results of experiments using these weight functions. Section 8 describes the application of the representation-based and the search-based methods to compute weighted plans for Blocks World planning problems. Section 10 discusses related work; in particular, based on the methods of [11] for computing similar (diverse) solutions, it proposes an extension of our methods to compute similar/diverse weighted solutions. Section 11 concludes. This paper extends [7, 8] substantially by a detailed discussion on the representation-based method and the search-based method for computing weighted solutions. It includes related theorems and their proofs. It extends the discussion on related work, in conjunction with alternative representation-based methods and similar computational problems (e.g., computing similar/diverse solutions). It extends the discussion on experimental results, by considering different weight measures on a different dataset (Quercus species). Also, it includes a new set of experiments in a different domain, AI planning.
Answer set programming
We study computing weighted solutions in the context of Answer Set Programming (ASP) [21] , a new declarative programming paradigm where the idea is to represent a combinatorial search problem as a "program" whose models (called "answer sets" [18] ) correspond to the solutions. Therefore, before we proceed discussing our methods for computing weighted solutions in ASP, let us present the syntax of the kind of programs considered in this paper, and define the concept of an answer set for such programs. 2 Programs The syntax of formulas, rules and programs is defined as follows. Formulas are formed from propositional atoms and 0-place connectives and ⊥ using negation (written as not), conjunction (written as a comma) and disjunction (written as a semicolon).
A rule is an expression of the form
where F is an atom or ⊥, and G is a formula; F is called the head and G is called the body of the rule. A rule of the form F ← will be identified with the formula F. Answer sets To define the concept of an answer set for a program, let us first define the satisfaction relation and the reduct of a program.
The satisfaction relation X |= F between a set X of atoms and a formula F is defined recursively, as follows:
We say that X satisf ies a program (symbolically, X |= ) if, for every rule F ← G in , X |= F whenever X |= G.
The reduct F X of a formula F with respect to a set X of atoms is defined recursively, as follows:
The reduct X of a program with respect to X is the set of rules
Let us first define the answer set for a program that does not contain negation. We say that X is an answer set for if X is minimal among the sets of atoms that satisfy . For instance, the set { p} is the answer set for the program consisting of the single rule
Now consider a program that may contain negation. A set X of atoms is an answer set for if it is the answer set for the reduct X . For instance, the reduct of the program
relative to { p} is (2) . Since { p} is the answer set for (2), { p} is an answer set for program (3) . Similarly, {} is an answer set for program (3) as well.
Representing a problem in ASP The idea of ASP [21] is to represent a computational problem as a program whose answer sets correspond to the solutions of the problem, and to find the answer sets for that program using an answer set solver. When we represent a problem in ASP with a "generate-and-test" methodology, two kinds of rules play an important role: those that "generate" many answer sets corresponding to "possible solutions", and those that can be used to "eliminate" the answer sets that do not correspond to solutions. Rules (3) are of the former kind: they generate the answer sets { p} and {}. Constraints are of the latter kind. For instance, adding the constraint ← p to program (3) eliminates the answer sets for the program that contain p.
In ASP, we use special constructs of the form
(called weight constraints) where each R i is an atom or an atom preceded by not, l and u are nonnegative integers denoting a "lower bound" and an "upper bound", and each w i is a nonnegative integer denoting a weight [30] . The expressions l ≤ and ≤ u can be dropped if we do not want to put such bounds (i.e., l = 0 and u = ∞).
When each w i is 1, a weight constraint is called a cardinality constraint and denoted as follows:
Programs using these constructs can be viewed as abbreviations for normal nested programs due to [16] . For instance, the rule { p} ← stands for program (3) . The constraint
stands for the constraints
The rule
Expressions (4) (resp. (5)) describe the subsets of the set {R 1 , . . . , R m } whose weights (resp. cardinalities) are at least l and at most u. Such expressions can be used, for instance, in constraints to eliminate some answer sets. For instance, adding the constraint
to a program eliminates the answer sets X for that program such that the sum of the weights of atoms in { p, q, r} ∩ X is greater than or equal to 4. Adding the constraint ← 2 ≤ {p, q, r} to a program eliminates the answer sets X for that program such that the cardinality of { p, q, r} ∩ X is greater than or equal to 2.
Example: representing the clique problem in ASP Consider, for instance, the use of the generate-and-test representation methodology above to represent the clique problem in ASP. The goal is to find a clique of size c in a given graph (V, E). A solution can be described by a set of atoms of the form clique(v) such that v ∈ V. A solution is a set X of c vertices in V satisfying the following condition:
Every two different vertices in X are connected by an edge in E.
Suppose that V = {v 1 , . . . , v n }. Then a set X of c vertices can be "generated" by the rule
We "test" the connectedness condition above by the following constraints:
where edges (u, v) in E are described by atoms of the form edge (u, v) . Every answer set for the program (6) ∪ (7) describes a solution to the clique problem.
Finding a solution using an answer set solver Once we represent a computational problem as a program whose answer sets correspond to solutions of the problem, we can use an answer set solver to compute the solutions of the problem. To present a program to an answer set solver, like clasp, we need to make some syntactic modifications. The syntax of the input language of clasp is more limited in some ways than the class of programs defined above, but it includes many useful special cases. For instance, the head of a rule can be a cardinality expression and the body can contain weight/cardinality constraints but the sign ≤ is dropped; also in weight constraints, the curly brackets are replaced by square brackets. In the input language of clasp, ← is replaced by :-, and each rule is followed by a period.
A group of rules that follow a pattern can be often described in a compact way using "(schematic) variables". Variables must be capitalized. For instance, the program n
can be presented to clasp as follows:
Here index is a "domain predicate" used to describe the range of variable I. Variables can be also used "locally" to describe the list of formulas in a cardinality expression. For instance, the rule
can be represented to clasp as follows index(1..n). where the vertices and edges of the given graph are described by atoms of the form vertex(X) and edge(X,Y) respectively. Assuming that vertices are labeled by numbers, we can assign a weight to each clique by adding the labels of the vertices, and ensure that only cliques of weight less than w are generated, by the following constraint:
clasp finds an answer set for such a program in two stages: first it gets rid of the schematic variables using a "grounder", like Lparse, and then it finds an answer set for the ground program as outlined in Algorithm 1.
Weighted solutions
We are interested in the following sorts of computational problems for computing weighted solutions:
at least (resp. at most) w-weighted solution: Given an ASP program P that formulates a computational problem P, a weight measure ω that maps a solution for P to a nonnegative integer, and a nonnegative integer w, decide whether a solution S exists for P such that ω(S) ≥ w (resp. ω(S) ≤ w).
For instance, suppose that P describes the phylogeny reconstruction problem for Indo-European languages, and that ω describes the total weight of the characters compatible with the to-be-constructed phylogeny and takes into account some domain-specific information. Then finding phylogenies whose weights are at least 45 is an instance of the problem above.
Due to [37] , a normal nested program P can be further transformed into a normal program P (by introducing new atoms) such that the set of answer sets for P is the same as the set of answer sets for P modulo the new atoms; and this transformation can be done in polynomial time. Based on this result, we assume that the ASP program P that represents a computational problem P is a normal program. We assume that each answer set for P characterizes a solution for P, and extracting a solution from an answer set is polynomial. Supposing that deciding ω(S) ≤ w (resp. ω(S) ≥ w) for a given w is in NP, we can conclude that: Proposition 1 at least (resp. at most) w-weighted solution is NP-complete.
Computing weighted solutions
We study two sorts of methods, representation-based and search-based, for computing at least/most w-weighted solutions of a given problem P, given an ASP program P, a weight measure ω that maps a solution to a nonnegative integer, and a nonnegative integer w.
Representation-based methods
The idea behind the representation-based methods (shown in Fig. 1 ) is -to modify the ASP representation P of the problem by adding a definition of the weight measure ω as an ASP program W and a representation of the weight constraints as an ASP program C, and -to find at least/most w-weighted solutions by computing answer sets for the ASP program P ∪ W ∪ C using an existing ASP solver like clasp.
In some problems (e.g., finding a shorter plan), we do not have to define the weight of a solution explicitly; we can simply use aggregates (e.g., sum, count, times) as part of weight constraints in the sense of [15, 31, 33] . However, many real-world applications (like planning or phylogeny reconstruction mentioned in the introduction) may need sophisticated weight measures due to the nature of the domainspecific information, and thus require an explicit ASP definition of the weight of a solution. In our experiments, we consider both sorts of representations.
Search-based methods
Search-based methods (as illustrated in Fig. 2 ) do not modify the ASP representation of the problem, nor define the weight measure as an ASP program. The idea is -to define the weight function externally as a C++ program, and -to modify the search algorithm of an existing answer set solver like clasp to compute solutions whose weights are over (resp. below) a given threshold. There is no answer set solver that can compute weighted solutions in such a way. In our studies, we consider the ASP solver clasp, and modify its search algorithm in such a way that it computes weighted solutions incrementally in the spirit of a branch-and-bound algorithm. Before describing these modifications, let us first describe clasp's algorithm.
clasp does a conflict-driven DPLL-like [9] branch-and-bound search to find an answer set for the program: at each level, it does propagation followed by backtracking or selection of new literals according to the current conflicts. A rough working principle of clasp is shown in Algorithm 1. As can be seen, clasp goes through three main steps to find an answer set. In the propagation step, it decides the literals that have to be included in the answer set due to the current assignment and conflicts. In the resolve-conflict step, it tries to resolve the conflicts encountered in the previous step. If there is a conflict, then clasp learns it and does backtracking to an appropriate level. If there are no conflicts and the currently selected literals do not represent an answer set, in select, clasp selects a new literal (based on some heuristics) to continue search.
We modify clasp's algorithm to compute at least (resp. at most) w-weighted solutions, as shown in Algorithm 2; the parts in red denote these modifications. The weight-analyze function is called at each step of the search; therefore, it should be able to identify the partial solution characterized by the currently selected literals, and estimate the weight of a complete solution constructed on the partial solution. Since a partial solution may extend to many complete solutions, the weightanalyze function computes an upper bound (resp. a lower bound) for the weight of a solution that extends the current partial solution. Computing an exact upper bound (resp. a lower bound) might be hard and inefficient; therefore, one may be interested in implementing a heuristic function that approximates the upper bound (resp. lower bound) for the weight of a solution. To guarantee completeness, the heuristic function shall be admissible. In other words, the upper bound (resp. lower bound) computed by the heuristic function shall be greater (resp. less) than or equal to the exact upper bound (resp. lower bound). If this is not the case, then we have a risk of missing a solution.
Once the weight-analyze function is defined to estimate the weight of a solution, we can check whether the estimated weight is less (resp. greater) than the given weight threshold w. If the upper bound (resp. the lower bound) computed by the heuristic function is already less (resp. greater) than the given weight threshold w, then there is no solution that can be characterized by any extension of the current assignment of literals and that has a weight greater (resp. smaller) than w. Therefore, the current assignment of literals can be set as conflict. clasp learns this particular assignment of literals that leads to a conflict and never selects this set of literals in the further stages of the search. In this way, it eliminates redundancy in search.
Weighted phylogeny reconstruction problem
The evolutionary relations between species (or "taxonomic units") based on their shared traits can be modeled as a phylogeny-a tree whose leaves represent the species, internal vertices represent their ancestors and edges in between represent the relationships between them. The problem of phylogeny reconstruction asks for "plausible" phylogenies for a given set of taxonomic units. The plausibility of phylogenies can be evaluated with respect to domain-specific information (e.g., biological evidence, archeological evidence, historical linguistics) provided by the experts.
There have been various studies to compute plausible phylogenies (cf. [4] ). We consider a character-based cladistics approach with respect to the compatibility criterion, as in [4] . This approach describes each taxonomic unit with a set of "characters"-traits that every taxonomic unit can instantiate in a variety of ways. The taxonomic units that instantiate the character in the same way are assigned the same "state" of that character. Once the state of every character for every taxonomic unit is described, phylogenies can be inferred using the "compatibility" criterion: the goal is to find a phylogeny with a small number of incompatible characters. The problem of reconstructing a phylogeny with at most c incompatible characters (let us call this problem as c-CP) is NP-hard [10] .
While reconstructing phylogenies, some characters may give more information than the others. For instance, to model the evolutionary history of a family of languages, morphological/phonological characters are more informative than lexical characters. In order to emphasize the role of such characters in reconstructing a phylogeny, we can define the concept of a weighted phylogeny.
Before defining weighted phylogenies, let us define a phylogeny. A phylogeny for a set of taxonomic units is a finite rooted binary tree V, E along with two finite sets I and S and a function f from L × I to S, where L is the set of leaves of the tree. The set L represents the given taxonomic units, whereas the set V describes their ancestral units and the set E describes the genetic relationships between them. The elements of I represent, intuitively, qualitative characters, and elements of S are possible states of these characters. The function f "labels" every leaf v by mapping every index i to the state f (v, i) of the corresponding character in that taxonomic unit. A character i ∈ I is said to be compatible with a phylogeny
is nonempty, then the digraph V, E has a subgraph with the set V is of vertices that is a rooted tree.
A weighted phylogeny is a phylogeny (V, E, L, I, S, f ) along with a weight function ω that maps every character i ∈ I to a nonnegative integer. The weight of a phylogeny can be defined in various ways with respect to ω; for instance, we can define the weight of a phylogeny (weight(V, E, L, I, S, f )) as the sum of the weights of all characters that are compatible with that phylogeny.
We are interested in computing weighted phylogenies for a given set of taxonomic units, and thus the following decision problem:
at least w-weighted c-compatible phylogenies (wc-WCP): Given three sets L, I, S, a function f from L × I to S, a function ω from I to nonnegative integers, and two nonnegative integers w and c, decide the existence of a phylogeny (V, E, L, I, S, f ) with at most c incompatible characters and whose weight is at least w.
Suppose that deciding weight(V, E, L, I, S, f )
≥ w is in NP. Then, we can conclude that:
Proposition 2 wc-WCP is NP-complete.
In addition to solving an optimization problem to find phylogenies with the minimum number of incompatible characters and maximum weight, based on our experts' feedback, we are interested in solving a decision problem to find phylogenies with a small number of incompatible characters and a large weight. The reason is that some computed phylogenies that are "almost optimal" can be identified as plausible by the experts even though they do not have minimum number of incompatible characters or maximum weight. For example, in [5] , for Indo-European languages, some phylogenies computed with 17 or 18 incompatible characters are identified as plausible, even though the minimum number of incompatible characters for the dataset is 16. In addition, in [7] , the phylogenies with the weights over 45 are identified as plausible, even though the maximum weight of the computed phylogenies is 65. Based on this motivation, we can decide for the thresholds as follows: first we compute a phylogeny with the minimum number of compatible characters (since our approach to phylogenetics is based on the compatibility criterion) by increasing the value of c one by one starting from 0 until a phylogeny is computed. Since there may be plausible phylogenies "close" to the optimal one in terms of the number of incompatible characters, we also compute phylogenies with a "small" number of incompatible characters by further increasing the value of c by some units depending on the number of phylogenies computed so far. Similarly, we can decide for the value of the threshold w for weight.
Computing weighted phylogenies for Indo-European languages
We can compute weighted phylogenies for the family of Indo-European languages described in [4] , using the representation-based method or the search-based method described in Section 4. Before we show the applicability of these methods, let us define the weight of a character for languages, and the weight of a phylogeny (V, E, L, I, S, f ) for Indo-European languages.
Weight of a phylogeny for Indo-European
As discussed in [4] , out of all given characters and character states, only informative characters 3 and their essential states 4 play a role in reconstructing phylogenies. Therefore, we consider informative characters and their essential states only, while reconstructing phylogenies for Indo-European languages. We observe that some informative characters have less number of essential states whereas some have many; the ones with many essential states give more information as to how the languages are related to each other. Based on this domain-specific information, we define the weight of an informative character i ∈ I with respect to a phylogeny (V, E, L, I, S, f ), as the number of languages that are mapped to an essential state for that character:
In the following, we drop the subscript from L,I,S, f when L, I, S, f are clear from the context.
We then define the weight of a phylogeny (V, E, L, I, S, f ) for Indo-European languages simply as the sum of the weights of informative characters that are compatible with that phylogeny:
To get more plausible phylogenies, we also incorporate further domain-specific information. It was told us by historical linguist Don Ringe that it is least likely that Greco-Armenian (GA) languages are siblings with Balto-Slavic (BS) languages.
Similarly, but not as least likely as GA and BS, is the grouping of GA with Germanic (GE) languages. If the to-be-reconstructed phylogenies have such odd groupings of languages, we deduct some amount from the total weight of the phylogeny making sure that the weight of a phylogeny is not negative.
The representation-based method
The representation-based method (Section 4, Fig. 1 ) suggests describing the weight of a phylogeny as an ASP program W, the weight constraints as an ASP program C, and then compute weighted phylogenies by means of computing answer sets for the program P ∪ W ∪ C where P is a program that describes phylogeny reconstruction. We describe ASP programs in the language of Lparse [30] . We take P as the phylogeny program of [4] . We describe the weight of a phylogeny (as defined in the previous section) as an ASP program W in four parts, as follows. Suppose that PW and W denote phylogeny weights, IC denotes an informative character, CW denotes a character weight, and C denotes a character. First we describe the weight CW of an informative character IC as in (8) :
In the second part, first we define the sum of the weights of characters compatible with the to-be-reconstructed phylogeny, as in (9) Observe in the third and the fifth rules that the incompatible characters do not contribute to the weight of a phylogeny.
In the third part, we take into account the domain-specific information discussed in the previous section. For instance, it is least likely that Greco-Armenian (GA) languages be siblings with Balto-Slavic (BS) languages. Therefore, we deduct some amount, say 30, from the weight of a phylogeny if it groups GA and BS as siblings.
For Indo-European, historical linguist Don Ringe identified 4 odd groupings. We define the sum W of deductions due to all these odd groupings as follows:
Finally, in the fourth part, we define the weight of a phylogeny by subtracting the total deductions of odd groupings from the total weights of characters:
We describe the weight constraints, to ensure that the weight of the phylogeny is larger than w, as another ASP program C as follows:
:-weightOfPhylogeny(W), W<w.
Since Lparse and clasp support weight constraints [24] , note that we can also model the weight measure using weight constraints instead of recursive definitions. There are two summations in the weight definition: totalDeductions and totalWeightOfChars. Total deductions can be defined using weight constraints as follows:
In addition, total weight of characters can be defined as follows:
We also consider this representation of the weight function (with aggregates) in our experiments.
The search-based method
The search-based method (Section 4, Fig. 2 ) suggests defining the weight measure in C++ (in a separate file) and uses it with clasp-w (the modified version of clasp that computes weighted solutions).
As discussed in Section 4, we need to define and implement a heuristic function to estimate the upper bound for the weight of a phylogeny from a partial phylogeny. To guarantee completeness, the heuristic function should be admissible. Since the weight of a phylogeny is defined over the weights of incompatible characters, we can define the heuristic function as follows with respect to the set I of informative characters and the partially constructed answer set A:
Proposition 3 U B is admissible.
In our experiments, we implement this heuristic function in C++, and use it with clasp-w. We do not have to modify the search algorithm of clasp-w to be able to use this weight function in the computations.
Experimental results
We apply the computational methods described above (i.e., the representation-based methods and the search-based method) to weighted phylogeny reconstruction for Indo-European languages. In our experiments, we consider [4] 's ASP encoding of the phylogeny reconstruction program.
All
We use the dataset assembled by Don Ringe and Ann Taylor [28] . As in [4] , to compute weighted phylogenies, we considere the language groups Balto-Slavic (BS), Italo-Celtic (IC), Greco-Armenian (GA), Anatolian (AN), Tocharian (TO), IndoIranian (IIR), Germanic (GE), and the language Albanian (AL). While computing phylogenies, we also take into account some domain-specific information about these languages.
Due to the nature of the domain-specific information about simple groupings, we consider the weight measure defined in Section 6.2. Recall that this weight function can be defined in ASP in two ways: iteratively using recursive rules, and using aggregates. Therefore, in our experiments we consider both representation-based methods and compare them with the search-based method.
According to the results of [4] , the phylogenies identified as plausible have 16, 17 or 18 incompatible characters. Among those plausible phylogenies, the one with the lowest weight has weight of 45. Therefore, in our experiments we consider c = 16, 17, 18 and w = 45.
Comparison of the methods Let us first consider computing an at least w-weighted phylogeny with at most c incompatible characters. For each problem and for each method, Table 1 presents the computation time, the size of the ground program, and the maximum size of the memory used in computation. For instance, let us consider computing a phylogeny with at most 17 incompatible characters, and whose weight is at least 45. With the representation-method with recursive definitions, clasp takes 15.32 CPU sec.s to compute such a phylogeny; the ground program has 79,229 atoms and 1,585,419 rules; the computation of the phylogeny consumes 369 MB of memory. With the other representation-based method (with aggregates), clasp takes 1.97 CPU sec.s to compute such a phylogeny; the ground program has 7,982 atoms and 98,245 rules; the computation of the phylogeny consumes 22 MB of memory. On the other hand, with the search-based method, clasp-w takes 1.30 CPU sec.s to compute such a phylogeny; the ground program has 3,744 atoms and 55,219 rules; the computation of the phylogeny consumes 22 MB of memory.
Observe in Table 1 that in terms of both computation time and the memory used, the search-based method performs much better than the representation-based method with recursive definitions, and slightly better than the representation-based method with aggregates. The representation of the weight measure plays an important role in the computational efficiency of these methods in terms the time and memory. The representation-based method with recursive definitions results in larger programs and higher memory consumption; whereas the representation-based method with aggregates has a more compact encoding of the weight measure, it results in smaller programs and low memory consumption. On the other, the searchbased method deals with the time consuming computation of weights of phylogenies, not at the ASP representation level but at the search level: it does not require an ASP representation of the weight function but requires a modification of the solver to guide the search to obtain a plausible phylogeny. Now let us examine the results of our experiments (Table 2) for computing all of the phylogenies with at least w weight and with at most c incompatible characters. The results are similar with those of the previous batch of experiments for computing a weighted phylogeny: the search-based method and the representationbased method with aggregates outperforms the representation-based method with recursive definitions. For instance, let us consider the problem of computing all phylogenies with at most 17 incompatible characters, and whose weight is at least 45. With our representation-based method with recursive definitions, clasp takes 126 CPU sec.s to compute all 8 phylogenies. With the representation-based method with aggregates, clasp takes 20 CPU sec.s, whereas, with the search-based method, clasp-w takes 17 CPU sec.s to compute them.
Ef fectiveness of the methods In [4] , after computing all 45 phylogenies, the authors examine them manually and identify 34 of them as plausible (1 with 16 incompatible characters, 7 with 17 incompatible characters, 6 with 18 incompatible characters, 3 with 19 incompatible characters, 17 with 20 incompatible characters). With the weight measure defined in Section 6, and the representation/search-based methods described above for computing weighted phylogenies, we can automatically compute all plausible phylogenies with at most 18 incompatible characters. These results show the effectiveness of not only our methods (since we do not have to compute all phylogenies) but also the domain-specific weight function (since we do compute the most plausible phylogenies).
Computing weighted phylogenies for Quercus
We present another example to show the inapplicability/applicability of our methods, with a different weight function and for a different dataset (i.e., Quercus species). The domain-specific information given about groupings of Quercus species is hierarchical: both the expected groupings of species and further groupings of these subgroupings are specified. To take into account such domain-specific information about hierarchical groupings, we define a novel general weight function that can be used also for reconstructing weighted phylogenies for the genus Quercus. However, this weight function involves mathematical operations which can not be expressed in the input language of clasp; for that reason, the representation-based method cannot be applied to compute weighted phylogenies for Quercus using this weight function. Fortunately, we can apply the search-based method.
Before we show the applicability of the search based method, let us define the weight ϕ of a vertex, and the weight of a phylogeny (V, E, L, I, S, f ) for genus Quercus.
Weight of a Phylogeny for Quercus
Specific to Quercus dataset, biologist Yasin Bakis, who also gathered the data which is described in [1] , provided some domain-specific information about the expected groupings of the species and expected classes of these groupings. According to this information, a phylogeny is preferable if these species are closer to each other in the tree. Therefore, we define a weight measure to reflect such domain-specific information as follows.
The weight of a phylogeny (V, E, L, I, S, f ) is the sum of the weights of all vertices except its root r:
where the weight ϕ(v) of a vertex v is defined as follows:
1. We label the leaves with their class information. 2. We propagate the labels of the leaves up to the root and we label each internal vertex with the labels of its children. 3. We assign a weight to each vertex by comparing its labels with those of its sibling.
To be able to compare the labeling of the vertices, we define the contribution 
Consider, for instance, the phylogeny in Fig. 3 . The leaves are labeled with respect to the following class information: the leaves A and B are expected to be grouped in the same class, so they are labeled by C1; there is no information as to how C and D are expected to be grouped, so we label them by C2 and C3 respectively. Then we 
The search-based method
Similar to Section 6.3, a heuristic function is needed to estimate the upper bound for the weight of a phylogeny from a partial phylogeny. To guarantee completeness, admissibility of the heuristic function is required. Since the weight of a phylogeny is defined over the weights of vertices, as in (10), we can define the heuristic function as follows with respect to the set V of vertices and the partially constructed answer set that characterizes a partial phylogeny X:
where ϕ X (v) is defined as follows: (14) and minC X (v) is defined as follows:
Proposition 4 U B ϕ is admissible.
Consider, for instance, an answer set that describes the partial phylogeny X that consists of all the nodes and the edges of the phylogeny shown in Fig. 3 , except for the three edges that connect A and B to the root; so the parent E of A and B is disconnected in this partial phylogeny. Since A, B, E, and the ancestors of C and D do not have sisters, for each one v of them, ϕ X (v) = 1. Therefore, the estimated total weight of the phylogeny is 5. Note that this partial tree has three completions: one is shown in Fig. 3 , and the other two are (A, (B, (C, D))) and (B, (A, (C, D) )) in Newick format where the sister subtrees are enclosed by parentheses. Recall that the weight of the first phylogeny is 2; the weights of the other two phylogenies are 0. Therefore, U B ϕ does not underestimate the weight function weight.
In our experiments, we implement the heuristic function U B ϕ in C++ in a separate file, and use it with clasp-w. As in our experiments with Indo-European, we do not have to modify the search algorithm of clasp-w to be able to use this weight function in the computations.
Experimental results
We apply the search-based method to compute weighted phylogenies for Quercus species. In our experiments, we consider the ASP encoding of the phylogeny reconstruction program in [4] .
We use the dataset assembled by Yasin Bakis [1] to compute weighted phylogenies for Quercus species. The dataset consists of 47 Quercus populations from different parts of Turkey. In addition, we consider some domain-specific information about the expected groupings of these populations, and further classification of these groupings.
According to our earlier experiments with Quercus, the minimum number of characters incompatible with a phylogeny is 9. Since it is useful in phylogenetics to compute solutions "close" to the optimal one. Considering the weights of the plausible phylogenies, in our experiments we set c = 9, 10, 12 and w = 18, 13, 13 respectively as thresholds. Due to the nature of the data and the domain-specific information, computation of a (weighted) solution with these parameters takes hours.
Due to the nature of the domain-specific information about hierarchical groupings, we consider the weight measure (10) defined in Section 7.1. Recall that this weight function can not be defined in ASP due to mathematical functions not supported by the ASP solvers. Therefore, we can not apply the representation-based methods for reconstructing weighted phylogenies for Quercus.
Our experiments with Quercus species are interesting to illustrate the usefulness of the search-based method. From the point of view of ASP, it provides a modular tool for computing weighted solutions: neither the ASP formulation of the problem nor the search algorithm of clasp-w needs problem/function-specific modifications. From the point of view of phylogenetics, it provides a useful tool for computing more plausible phylogenies (without computing all of them) and thus analyzing phylogenies.
Computing weighted plans
In order to show the applicability and effectiveness of our methods to other domains, we extend our experiments to planning problems. The weight of a plan can be specified as the "cost" of executing that plan. For instance, in the Blocks World domain (possibly with concurrent actions), moving heavier blocks may require more energy, and thus these actions can be considered more costly; then plans with smaller weights can be viewed as more desirable.
In these experiments, we study the following instance of at most w-weighted solution:
at most w-weighted plan: Given an ASP program P that formulates a planning problem P, a weight measure ω that maps a plan for P to a nonnegative integer, and a nonnegative integer w, decide whether a solution S exists for P such that ω(S) ≤ w.
We consider a plan as a sequence of actions, where each action is a set of primitive actions. Let act(P, i) be a function that returns the ith action of the plan P. We define the weight of a plan P with the help of a cost function ζ from primitive actions to nonnegative integers, as follows:
We take P as the ASP formulation of the Blocks World presented in [13] to compute a plan of length at most l. We apply both the representation-based method and the search-based method to solving planning problems with this domain description.
The representation-based method
The representation-based method (Section 4, Fig. 1 ) suggests describing the weight of a plan as an ASP program W, the weight constraints as an ASP program C, and then compute weighted plans by means of computing answer sets for the program
We define the weight of a plan as an ASP program W as follows. Suppose that the cost C of moving a block B to a location L is defined by atoms of the form actionCost(B,L,C). Then the total cost TAC of a concurrent action executed at time step T by an atom of the form timeActionCost(T,TAC), can be defined by summing up the costs C of every primitive action moveop(B,L,T) executed at time Then the total cost TC of a plan (i.e., the weight of a plan) is the sum of the costs of its concurrent actions:
totalcost(TC) :-TC[timeActionCost(T,C):time(T):totalCostDomain(C)=C]TC, totalCostDomain(TC).
Note that the weight function is defined using aggregates rather than recursive definitions. The constraint on the weight of a plan (i.e., the total cost of a plan is at most c) then can be expressed in C as follows:
:-totalcost(TC), totalCostDomain(TC), TC>c.
The search-based method
As discussed in Section 4, we need to define and implement a heuristic function to estimate a lower bound for the weight of a plan from a partial plan. To guarantee completeness of our method, the heuristic function should be admissible.
Before we define the heuristic function used in our experiments, let us define partial plans characterized by partial functions. We say that P p is a partial plan if act (P p , i) is a partial function, that is, for some i, act(P p , i) is not defined. A plan P is a completion of a partial plan P p if act(P, i) extends act(P p , i).
Let D(P p ) = {i | ∃a s.t act(P p , i) = a} be the set of all the indices in which act(P p , i) is defined. In order to compute at most w-weighted plans using clasp-w, we need to define a lower bound for the weight of any completion of a partial plan. Given a partial plan P p , we define a lower bound for the weight of any completion of P p as follows:
Proposition 5 LB ψ is admissible.
In our experiments, we implement this heuristic function in C++, in a separate file, and use it with clasp-w. We do not have to modify the search algorithm of clasp-w to be able to use this weight function in the computations.
Experimental results
We show the applicability and effectiveness of our methods on planning, with the Blocks World planning problems. In our experiments, we use the ASP formulation of the nonconcurrent Blocks World as in [13] to compute a plan of length at most l, together with an ASP description of the planning problem instance shown in Fig. 4 .
Suppose that the blocks labeled 7, ..., 12 are heavier than the others; and that carrying a heavy block costs more. Also, suppose that we do prefer plans where blocks are not moved onto the table very often; therefore, we can assign a high cost = moveop(b,l) for some block b = 7, 8, ..., 12 and l = 1, 2, . .., 12
The results of some experiments to find weighted plans of length less than l = 15, 16, 17 for the planning problem shown in Fig. 4 is summarized in Table 3 . Observe that, in terms of both computation time and the memory used, the search-based method performs much better than the representation-based method. For instance, consider computing a plan whose length is at most 17 and whose weight is at most 30. With the representation-method, clasp takes 262.78 CPU sec.s to compute such a plan; whereas, with the search-based method, clasp-w takes 20.82 CPU sec.s to compute such a plan. With the representation-method, the computation of the plan consumes 59 MB of memory; whereas, with the search-method, the computation of the plan consumes 35 MB of memory.
We also perform some experiments with a modified ASP formulation of the Blocks World, that allows concurrency of two actions. For that, we replace the noconcurrency constraints
:-2{moveop(B,L,T):block(B):location(L)},time(T).
in the ASP program P by the constraints :-3{moveop(B,L,T):block(B):location(L)},time(T). Table 4 summarizes the results of these experiments, where we compute plans of length less than l = 8, 9, 10 for the planning problem shown in Fig. 4 . The results are similar with those of the previous batch of experiments for computing a weighted plan: the search-based method outperforms the representation-based method. For instance, consider computing a plan whose length is at most 10 and whose weight is at Table 3 The representation-based method vs. the search-based method: computing an at most wweighted plan whose length is at most l (with no concurrency) Table 4 The representation-based method vs. the search-based method: computing an at most wweighted plan whose length is at most l (possibly with concurrent execution of two primitive actions) most 30. With the representation-method, clasp takes 583.34 CPU sec.s to compute such a plan; whereas, with the search-based method, clasp-w takes 16.26 CPU sec.s to compute such a plan. With the representation-method, the computation of the plan consumes 46 MB of memory; whereas, with the search-method, the computation of the plan consumes 26 MB of memory.
On estimating lower/upper bounds for weight functions
To be able to use the search-based method more effectively, we need to find a heuristic function to estimate an upper/lower bound for the weight function. To ensure completeness, the heuristic function should be admissible. Finding such an admissible heuristic is challenging in general. Fortunately, the weight functions we consider in our experiments have a nice structure to exploit: each weight function ω for a solution is defined as the sum of some auxiliary function ω over some components of the solution that characterize the solution; and these auxiliary functions can be computed without knowing the complete solution.
For instance, in our experiments with Indo-European languages, the weight of a phylogeny is defined as the sum of the weights of the characters that are compatible with the phylogeny; and we do not need to know the whole phylogeny to compute the weight of a character. In our experiments with Quercus species, the weight function is defined as the sum of the weights of its vertices; and we do not need to know the whole phylogeny to compute the weight of a vertex. Similarly, the weight of a plan is defined as the sum of the costs of its actions; and we do not need to know the whole plan to find the cost of an action.
Such "additive composability" of these weight functions ω in terms of auxiliary functions ω allows us to define heuristic functions by considering partial solutions. For instance, suppose that, as in our experiments with Quercus species (resp. Blocks World), the problem asks for an at least (resp. at most) w-weighted solution and we need an upper bound (resp. a lower bound) to estimate the weight of a solution from a partial solution. Then we can find such an upper bound (resp. a lower bound) by adding the sum of the weights ω (x) of all components x included in the partial solution (and thus in the solution), to the maximum (resp. minimum) value of the sum of the weights ω (y) of all components y that are not yet known to be included in the solution.
Alternatively, we can estimate an upper/lower bound by considering the components that are found to be not-part-of a solution. Suppose that, as in phylogeny reconstruction for Indo-European languages, the problem asks for an at least wweighted solution and we need an upper bound to estimate the weight of a solution from a set of components found to be not-part-of the solution. Then we can find such an upper bound by subtracting the sum of the weights ω (x) of all components x that are found to be not-part-of the solution, from the maximum value of ω.
Related work
Computing weighted solutions can be considered as a method to compute preferred solutions. In that sense, our studies are related to computing preferred answer sets which has been studied extensively. For instance, one way to describe preferences is to prioritize the rules in the program [12, 29] . With this approach, the rules of the program are ranked according to some preference relation; the answer sets which are described by higher ranked rules are selected as the preferred answer sets. Similar to prioritized programs, [2] and [3] propose several methods for describing preferences of answer sets via preferences over literals. The idea is to have a ranking over the literals in the head of the rules; the answer sets which consist of higher-ranked literals are presented as more preferred ones. Another approach to represent preferences is to assign weights to weak constraints [6] or literals [25] . The idea is to assign weights to rules or literals, then the answer sets whose total weight is above some threshold are considered to be more preferred. In [27] , the authors take a similar approach by assigning weights to rules; the idea here is to compute the answer sets that satisfy a subset of the rules whose weight is maximum. Although these techniques might be effective in describing some simple weight measures, in general they are not suitable for describing more complex weight measures (e.g., weight of a phylogeny) that require explicit definitions.
Another line of related work is computation of similar/diverse solutions [11] with respect to a given distance function. In [11] , the authors propose defining a distance function to measure the similarity/diversity of solutions, and present a method for integrating this distance measure in clasp to compute n k-similar (resp. diverse) solutions (i.e., n solutions whose distance is less (resp. greater) than or equal to k). They call this modified version of clasp as clasp-nk. Note that at least (resp. at most) w-weighted solution can be solved using clasp-nk of [11] by defining the distance function in terms of the given weight function ω. However, in general, we cannot compute n k-similar (resp. diverse) at least (resp. most) w-weighted solutions in this way. To be able to solve all four variations of n k-similar (resp. k-diverse) at least (resp. at most) w-weighted solutions using clasp-nk, we need to define four different distance functions (rather than a generic distance function) in terms of the given distance function and the given weight function ω. On the other hand, we can extend the applicability of our methods and the methods of [11] , by considering more general problems as follows:
n k-similar (resp. k-diverse) at least (resp. at most) w-weighted solutions: Given an ASP program P that formulates a computational problem P, a weight measure ω that maps a solution for P to a nonnegative integer, a distance measure that maps a set of solutions to a nonnegative integer, nonnegative integers w and k, decide whether a set S of n solutions for P exists such that (S) ≤ k (resp. (S) ≥ k) and for each s ∈ S, ω(s) ≥ w (resp. ω(s) ≤ w).
In fact, we introduce a search-based method for computing n k-similar (resp. kdiverse) at least (resp. at most) w-weighted solutions in ASP, and implement this method by modifying the search algorithm clasp-w as in Algorithm 3; the parts in blue denote these modifications. The modified version is called clasp-nkw. We apply the search-based method for computing similar/diverse weighted solutions to reconstructing phylogenies for Indo-European languages using clasp-nkw. In these batch of experiments, we consider the nodal distance (as in [11] ) to measure the similarity/diversity of a set of phylogenies. For instance, we compute 2 12-similar and at least 45-weighted phylogenies using clasp-nkw; the computation takes 2.3 CPU sec.s. Likewise, we compute 2 24-diverse and at least 45-weighted phylogenies using clasp-nkw; the computation takes 2.7 CPU sec.s. The results of our experiments comply with the groupings of [4] : the similar phylogenies computed by clasp-nkw are in the same group; the diverse phylogenies are in different groups.
Conclusion
We have studied problems related to computing weighted solutions in ASP, investigated computational methods to solve them using the state-of-the-art answer set solvers, compared these methods experimentally, and showed their usefulness and effectiveness in phylogeny reconstruction applied to two real datasets, Indo-European languages and Quercus species, and in AI planning applied to Blocks World.
In particular, we have investigated two sorts of methods for computing weighted solutions: one method suggests modifying the ASP representation of the problem to compute weighted solutions using an existing ASP solver and the other suggests modifying the search algorithm of the answer set solver to compute weighted solutions incrementally. In our experiments, we have used the answer set solver clasp with the representation-based method; and we have modified the search algorithm of clasp and called it clasp-w for the search-based method. In the representation-based method, a given weight function is represented in ASP; in the search-based method however it is implemented in C++.
In our experiments, we have observed the following:
-In terms of computational efficiency (time and space), the search-based method outperforms the representation-based method (Sections 6.4 and 8.3). This is mainly due to two reasons: in the search-based method, the weight function is not explicitly defined in ASP, and thus the program size is smaller; the search algorithm of the ASP solver is modified to prevent redundant search, and thus the search space is smaller as well. -The representation-based methods may be preferable if the weight function can be defined concisely in ASP. On the other hand, some weight measures, which involve mathematical functions (e.g., division, logarithm) over real numbers, cannot be represented in ASP; in such cases the search-based method provides a useful tool for computing weighted solutions in ASP, as seen in Section 7.1. -The performance of a representation-based method can be improved by utilizing the constructs supported by the particular answer set solver. For instance, if the answer set solver supports aggregates then it may be more advantageous to use aggregates instead of a recursive definition while defining the weight function, as shown in Section 6.2. -For the search-based methods, one needs to construct a heuristic function to estimate the weight of a complete solution from a partial solution; to guarantee completeness, the heuristic function should be admissible. For some cases, for instance, when weighted solutions are computed quite often as part of a realworld application (e.g., consider computation of weighted phylogenies integrated as part of a phylogenetics system like Phylo-ASP [14] ), it may worth constructing an (admissible) heuristic function. -In the search-based method, the weight function is defined in C++ in a separate file. This allows us to use clasp-w easily with different weight measures, without modifying its search algorithm.
Based on the promising experimental results in phylogenetics, we have extended our search-based method to be able to compare weighted solutions; for that we have modified clasp-w in the spirit of [11] . The modified version of clasp-w is called clasp-nkw. In this way, given a weight measure ω for a phylogeny and a distance measure for a set of phylogenies (both as C++ programs, in separate files), we can compute similar/diverse weighted phylogenies.
Our methods for computing (similar/diverse) weighted solutions, and the solvers clasp-w and clasp-nkw provide useful tools for analyzing/comparing solutions in ASP. In ASP, there are many appealing applications. For example, one can use clasp-w to compute more preferred products in a product configuration problem [32] . In planning [20] , one can be interested in assigning weights to actions. Then, it might be desirable to compute plans whose total action weight is less than some threshold. We can use clasp-w for such an application by defining an appropriate weight measure and an (admissible) heuristic function for the weight measure.
Our methods can be useful to some application domains as well, such as phylogenetics. In phylogenetics, there is no software system that has utilities for analyzing/ comparing phylogenies; in that sense, our search-based methods (including the weight/distance measures) allow experts to automatically analyze phylogenies.
Proposition 1 at least (resp. at most) w-weighted solution is NP-complete.
Proof Membership follows from the fact that we can not only guess a candidate solution S but also a witness for ω(S) ≤ w (resp. ω(S) ≥ w), and check in polynomial time whether ω(S) ≤ w (resp. ω(S) ≥ w). For hardness, we can reduce the answer set existence for normal propositional programs, which is an NP-complete problem, to this problem: take ω(S) = 1 for every S and w = 0.
B Proof of Proposition 2 Proposition 2 wc-WCP is NP-complete.
Proof Membership follows from the fact that we can not only guess a candidate tree (V, E) but also check in polynomial time whether weight(V, E, L, I, S, f ) ≥ w and whether the phylogeny has at most c incompatible characters [23, Theorem 17] . For hardness, we can reduce c-CP to wc-WCP by taking ω(i) = 1 for every i ∈ I.
C Proof of Proposition 3 Proposition 3 U B is admissible.
Proof We want to show that U B (A, I) never underestimates the weight function weight(P), for every complete phylogeny P that extends A.
Take any complete phylogeny P that extends A. Let IC P be the characters that are incompatible with P; and let IC A be the characters that are incompatible with A.
The weight of P is:
On the other hand, since P is a completion of A, IC A ⊆ IC P , and thus i∈I,i∈ICA
Therefore, weight(P) ≤ U B (A, I).

D Proof of Proposition 4
Proposition 4 UB ϕ is admissible.
We need the following definitions, notation, and lemmas to prove Proposition 4. Let P be a phylogeny (V, E, L, I, S, f ). We say that a phylogeny
In the following lemmas, let P 1 (with vertices V P1 ) and P 2 (with vertices V P2 ) be two partial phylogenies of P such that P 1 ⊆ l P 2 and |E P2 \ E P1 | ≤ 1.
Lemma 1 For every vertex
v ∈ V, if label P1 (v) = ∅ or v is not in V P1 , then ϕ P1 (v) ≥ ϕ P2 (v).
Lemma 2 For every vertex v ∈ V, if v does not have a sibling in P
1 or label P1 (sibling P1 (v)) = ∅ then ϕ P1 (v) ≥ ϕ P2 (v).
Lemma 3 For every partial phylogeny P 1 of P and for every vertex v ∈ V, if
(i) label P1 (v) = ∅, (ii) label P1 (sibling P1 (v)) = ∅, (iii) label P1 (v) ∩ label P1 (sibling P1 (v)) = ∅, then ϕ P1 (v) = 0.
Lemma 4 For every vertex v ∈ V, if
(i) label P1 (v) = ∅, (ii) label P1 (sibling P1 (v)) = ∅, (iii) label P1 (v) ∩ label P1 (sibling P1 (v)) = ∅. ϕ P1 (v) ≥ ϕ P2 (v). Lemma 9 U B ϕ (P 2 , V) ≤ U B ϕ (P 1 , V).
Lemma 10 weight(P) = U B ϕ (P, V).
Proof (Proposition 4)
We want to show that, for any partial phylogeny P 0 of P, U B ϕ (P 0 , V) ≥ weight(P).
For any partial phylogeny P 0 , there is a sequence of partial phylogenies P 0 , P 1 , ..., P k be partial phylogenies of P, such that
Proof (Lemma 2) Take any vertex v ∈ V. Assume that v does not have a sibling in
Proof (Lemma 3) Take any v ∈ V. Assume (i)-(iii). Due to (i) and (ii),
Due to (iii), since v and sibling P1 (v) do not share a label in P 1 ,
That is
Proof (Lemma 4) Take any v ∈ V. Assume that (i), (ii) and (iii) hold for v. Observe that the maximum value that |label P1 (v)| can take is the total number of classes due to the definition of labels via propagation. Consider two cases: Case 1 |label P1 (v)| = the total number of classes Due to (i) and (ii) and the propagation of labels described in the definition of label,
Due to propagation of labels described in the definition of label, |label P2 (v)| = the total number of classes. Then, due to the definition of ς P2 , ϕ P2 (v) = maxContr P2 = 0. Since 0 is the minimum value of ϕ W for any partial phylogeny W, Proof (Lemma 6) Take any v ∈ V. Assume that (i), (ii), (iii),(iv) and (v) hold for v. Due to (iv), (a) holds. Due to (iii) and P 1 ⊆ l P 2 , (b) holds. Due to P 1 ⊆ l P 2 , (c) holds. Due to (iv) and the propagation of labels described in the definition of label, (d) holds.
Proof (Lemma 7)
Take any v ∈ V. Assume that (i), (ii), (iii),(iv) and (v) hold for v. Due to (v), (a) holds. Due to (iv), (b1) holds. Due to P 1 ⊆ l P 2 , (b2) holds. Due to P 1 ⊆ l P 2 , (iii) and (iv), (b3) holds. Due to (iv) and the propagation of labels described in the definition of label, (b4) holds.
Proof (Lemma 8)
Take any v ∈ V. Assume that (i), (ii), (iii) and (iv) hold for v. Since (i), (iii) and (iv) hold, we know that one of v or sibling P2 (v) has at least 2 labels in P 2 and the other one has at least 1 label in P Due to (i) and P 1 ⊆ l P 2 , v has at least one label A in P 2 . Due to Lemma 7, v has another label Z in P 2 . Due to Lemma 7 and P 1 ⊆ l P 2 , Z is also a label of sibling P2 (v) . We know that v has at least 2 labels and sibling P2 (v) has at least 1 label in P 2 . Therefore, Proof (Lemma 10) Since P is a complete phylogeny, all of its vertices and labels of each vertex is complete. Then, for every v ∈ V, by definition of ϕ , ϕ P (v) = minC P (v) = ϕ P (v). Therefore, by the definitions of weight and U B ϕ , weight(P) = U B ϕ (P, V).
E Proof of Proposition 5
Proposition 5 LB ψ is admissible.
Proof Take any completion P of P p , we will prove that LB ψ (P p ) ≤ ψ(P) where LB ψ P p = i∈D(Pp) a∈act (Pp,i) ζ(a) and, (P,i) 
ζ(a)
Since P is a completion of P p , {1, ..., |P|} ⊇ {i ∈ D(P p )}. We also know that act(P, i) extends act(P p , i) and all the primitive actions that appear in P p is a subset of all the primitive actions in P; therefore, i∈D(Pp) a∈act (Pp,i) ζ(a) ≤ |P| i=1 a∈act (P,i) 
Hence, LB ψ (P p ) ≤ ψ(P).
