Plagiarism refers to the act of presenting external words, thoughts, or ideas as one's own, without providing references to the sources from which they were taken. The exponential growth of different digital document sources available on the Web has facilitated the spread of this practice, making the accurate detection of it a crucial task for educational institutions. In this article, we present DOCODE 3.0, a Web system for educational institutions that performs automatic analysis of large quantities of digital documents in relation to their degree of originality. Since plagiarism is a complex problem, frequently tackled at different levels, our system applies algorithms in order to perform an information fusion process from multi data source to all these levels. These algorithms have been successfully tested in the scientific community in solving tasks like the identification of plagiarized passages and the retrieval of source candidates from the Web, among other multi data sources as digital libraries, and have proven to be very effective. We integrate these algorithms into a multi-tier, robust and scalable JEE architecture, allowing many different types of clients with different requirements to consume our services. For users, DOCODE produces a number of visualizations and reports from the different outputs to let teachers and professors gain insights on the originality of the documents they review, allowing them to discover, understand and handle possible plagiarism cases and making it easier and much faster to analyze a vast number of documents. Our experience here is so far focused on the Chilean situation and the Spanish language, offering solutions to Chilean educational institutions in any of their preferred Virtual Learning Environments. However, DOCODE can easily be adapted to increase language coverage.
Introduction
Today's scenario shows a significant change in the way of accessing information, emphasizing the use of the Web as one of the main sources of knowledge [48, 49] . However, access to the Web has been cited as one of the main reasons for the perceived decline in academic integrity, particularly in relation to plagiarism [44] .
Plagiarism basically consists of taking others' work and labeling it as one's own. Likewise, text plagiarism is defined as the action of copying someone else's writings without the proper citation. When applied to the educational environment, we also find that the term student plagiarism is often used to refer to the incidences of plagiarism committed by students who attend educational institutions [20] , which mainly represent cases of text plagiarism. In this context, because there is a vast amount of easy-to-access information, the plagiarism phenomenon has been becoming more popular and easier to resort to. International studies demonstrate the magnitude of this behavior, with a high percentage of students who reported to be using the Web as a major source of plagiarism [29] . In [38] , Posner recently estimated that one-third of all high school and college students have committed some kind of plagiarism. The situation in Chile is not different. A 2010 survey carried out by the Department of Industrial Engineering of the University of Chile, showed that about 55% of middle school students and http://dx.doi.org/10.1016/j.inffus.2015.05.006 1566-2535/Ó 2015 Elsevier B.V. All rights reserved.
42% of higher education students declared having copied information without citing the source [31] .
Given the large volume of documents and information sources that exist today, originality examination and plagiarism detection are becoming increasingly more complex tasks. While Web search engines can be used to detect Internet plagiarism, the detection process is, by any standards, both tedious and labor-intensive [20] . In today's scenario, a manual examination appears as an extremely time-consuming process and a virtually impossible task; teachers often do not have the necessary time for exhaustive reviews. Also, some students will continue to plagiarize regardless of how hard tutors try to stop them [22] . In the Chilean case, the absence of a suitable plagiarism detection system in Spanish contributes to making the situation we have described above even more alarming.
Plagiarism is an important issue for educational purposes at every level, because it could affect a student's learning process [27] . Teachers and academics abhor plagiarism because it is inconsistent with pedagogical aims. As a result there has been a desire on the part of teachers to attack the problem by developing different measures to detect the originality of the work submitted by the students [44] . Looking at the extent of the problem, [16] concludes that it is quite obvious that academia requires tools to automate and enhance plagiarism detection. These tools, often called plagiarism detection engines, are software that compare documents with possible sources in order to identify similarity and so discover submissions that might be plagiarized [12] , making it easier for teachers to analyze a vast number of documents.
A review of the literature about plagiarism in educational institutions shows that many authors have proposed that it is a set of distinct inappropriate behaviors rather than only a single problem. In an effort to tackle this complexity, some of these authors have actually proposed different levels or types of plagiarism, generating subproblems that might be easier to analyze.
From our perspective, when referring to educational purposes, plagiarism detection engines are supposed to offer professors a set of tools to gain insights about the documents that are reviewed, rather than simply checking plagiarism cases, thus tackling the problem of plagiarism from all the perspectives existing in literature. Therefore, our work presents a system that performs automated textual plagiarism detection for educational institutions using a multi-level perspective. Our system, called DOCODE 3.0 (DOcument COpy DEtector 3.0), 1 cooperates with teachers and professors offering them a complete interface with visual tools to discover, understand and handle different plagiarism levels and cases. DOCODE is a full-featured system based on a solid, scalable architecture and implementing a set of algorithms for plagiarism detection that have successfully proven to be effective, in some cases, even outperforming state-of-the-art approaches in literature. These results were validated in multiple previous publications and in international plagiarism detection competitions. Although our experience is so far limited to the Chilean situation and the Spanish language, most of our algorithms are not language dependent, so DOCODE can easily be adapted to increase language coverage. The rest of this paper is structured as follows. Below in Section 2, we review related work regarding the plagiarism topic and also present some of the most important state-of-the-art plagiarism detection algorithms and frameworks. Then, in Section 3, we explain how DOCODE works and what kind of services it provides. Also, the main algorithms underlying the system are presented. Section 4 shows how DOCODE is structured, explaining its architecture. Later, Section 5 introduces our user interfaces. Finally, Section 6 presents conclusions and proposed future work.
Related work
In this section, we give a short review about plagiarism, including most of the important definitions stated by the scientific community, state-of-the-art approaches in automatic plagiarism detection and also a brief review of some the most important copy-detector systems.
Toward a categorization of plagiarism
Although authors have proposed different definitions of plagiarism over the years, it is possible to state without loss of generality that plagiarizing means to appropriate ideas, passages, etc., from another work or author [18] . However, a closer loot at all these definitions allows us to see that some authors have proposed that plagiarism is a set of different inappropriate behaviors rather than only a single problem, defining categories or types of plagiarism. In fact, one of the first attempts to define plagiarism types was proposed in the early 90s, in [26] . The paper proposes that plagiarism can take six distinct forms, which were also discussed later in [14] . The same paper also says that in education, students may plagiarize to gain a grade, while in academics, the reason may often be to gain popularity and status. However, in both cases, if a plagiarism relationship exists between two texts, it suggests that the texts exhibit some degree of intertextuality, which would not appear between them if independently written.
On the other hand, [1] addresses the problem of student cheating and gives some definitions, categorizing the types of cheating behavior related to plagiarism offenses into copying, exams, collaboration and deception. In [33] , authors state that students may use various techniques for disguising plagiarism in their submitted work, regardless of the type of cheating behavior. From our point of view, a classification of plagiarism types is useful in understanding the challenges that appear for automatic plagiarism detection systems. For our case, we have taken the ideas first presented in [28] and developed further in [20] , and used them as a framework to later evaluate how DOCODE 3.0 tackles these issues. Basically, we consider the following text plagiarism cases.
(1) Verbatim copying: Copy-paste copying from an electronic source, including authorship plagiarism (taking someone else's text and putting one's own name.) (2) Paraphrasing: Adding, replacing or removing characters or words. Adding deliberate grammar or spelling mistakes. Replacing words with its synonyms. Reordering sentences and phrases. Translated plagiarism could also be placed in this category. (3) Technical tricks to exploit weaknesses of systems: Mainly, the insertion of invisible white-colored letters into what seems to be blank space and the insertion of scanned text pages as images into a document, which cannot be processed by systems since they are not recognized as text. (4) Deliberate and/or inaccurate use of references: Providing fake references (those that do not really exist), false references (they exist but do not match text being referenced) and the use of ''forgotten'' or expired links to sources.
Our belief is that these categories are suitable for analyzing the problem of automatic plagiarism detection from the perspective of education because each one of them defines a specific detection problem. We do not claim that this categorization is either the only correct one nor the most comprehensive in the literature. Here, we simply propose this categorization for the sake of the analysis of our proposed tool, bearing in mind that an automatic plagiarism detector should tackle as many of these categories as possible, although they are clearly not equally challenging [33] .
Automatic plagiarism detection
A lot of research has been conducted on detecting plagiarism automatically. However, in most of the recent work, as in [41] , plagiarism is simply considered as the reuse of someone else's work while pretending it to be one's own. In this context, [43] declares that literature on the subject often puts plagiarism detection on a level with the identification of highly similar sections in texts or other objects. Thus, [39] gives a formal definition of a plagiarism case s ¼ hs plg ; d plg ; s src ; d src i as a 4-tuple which consists of a passage s plg in a document d plg that is the plagiarized version of some source passage s src in d src . When given d plg , the task of a plagiarism detector is to detect s, say, by reporting a plagiarism detection r ¼ hr plg ; d plg ; r src ; d 0 src i which consists of an allegedly plagiarized passage r plg in d plg and its source r src in d 0 src , and which approximates s as closely as possible.
The same authors also considered that the existing view on plagiarism did not show the whole picture and decided to divide plagiarism detection into two major problem classes, namely external plagiarism detection and intrinsic plagiarism detection. On the one hand, in external plagiarism detection, it is assumed that the source document d src for a given plagiarized document d plg can be found in a document collection D, such as the Web. On the other hand, in intrinsic plagiarism detection, the plagiarism detector attempts to detect plagiarized passages solely based on information extracted from d plg [30] . From our point of view, the intrinsic/external segmentation is interesting because each approach includes a number of subproblems that can be used to define the features (or services) provided by an automatic plagiarism detection system. Furthermore, some of these problems could also be linked with specific levels of plagiarism as defined in the last section.
In order to develop new insights on the topic, annual competitions have been organized under the name of PAN 2 since 2009 [43, [39] [40] [41] . For the purpose of these competitions, organizers also developed the first corpora explicitly comprising plagiarism text and a set of performance measures for plagiarism detection in [3] . Later, the same authors presented an evaluation framework for plagiarism detection in [42] , which included a revised version of their corpora and the formal definition of metrics to evaluate the performance of an automatic plagiarism detector. Again, in 2012, the same authors decided to construct a new corpus comprising long, manually written documents, for the first time emulating the entire process of plagiarizing [41] . Besides the PAN-PC corpora, it is only possible to find the Clough09 corpus, which consists of 57 short answers to one of 5 computer science questions [13] . As a result of the PAN competitions and because of the interest of the scientific community in the problem of plagiarism, several techniques to detect different plagiarism types exist today. Depending on the kind of plagiarism that is being employed, an important set of approaches, based on different characteristics of the text, can be used to proceed with a detection method [12] . Existing literature on each topic is vast, so some authors have already surveyed approaches in automatic plagiarism detection. Here, we merely give reference to the most important studies, including [14, 2, 17, 28] .
Systems for plagiarism detection
The interest in automated plagiarism detection does not only involve academia. Nowadays, several commercial tools are also available on the market. Each tool offers its own approach. However, in general, plagiarism detection systems can be divided into hermetic and Web. Web detection systems try to find matches for the suspected document in on-line sources while hermetic systems search for instances of plagiarism only within a local collection of documents [33] . Also, some of the existing systems, like Turnitin, are offered as services, whereas others can be directly downloaded and run on a computer or server. A short description of a few of them is given below. [23, 28, 10, 20, 22] , among others. To the best of our knowledge, most of the successful commercial tools do not give details on their algorithms and work as black boxes. Clearly, from the perspective of the users, this lack of information may represent an important barrier in understanding how the results are built and shown, making it harder to gain real insights on the documents that are being reviewed. It also makes it more difficult to test, evaluate and compare the performance of these tools. In this sense, DOCODE is different since its related phenomena and inherent algorithms and programs are well known by the scientific community and by our users. Our work is publicly available for the community in the papers that we have published so far.
Proposed system
In this and in the following two sections, we present a complete description of our system. In the first place, we will give details about the algorithms that support all our core functionalities. Later, we will explain how DOCODE is structured. Finally, we will explain DOCODE's user interfaces. This organization responds to the fact that our system presents three main contributions.
(1) We developed and implemented several algorithms that tackle all the aspects of the problem of plagiarism, according to what is currently proposed in literature. Some of these algorithms even outperform state-of-the-art approaches. These contributions belong to the field of Information Retrieval (IR). (2) We provide a robust, efficient and scalable architecture to support all our functionalities and provide high quality services. Our architecture is based on the JEE paradigms, providing a set of developer-friendly interfaces for programmers. Thus, our contributions here are in the field of Software Engineering (SE). (3) We designed and implemented friendly user interfaces with a set of visualization charts and tools to support the teacher's decision-making process in relation to possible plagiarism cases. Our third contribution is therefore in the field of Human Computer Interaction (HCI).
In the next subsections, we present details on each of the implemented algorithms.
Cross-document copy-detector: FASTDOCODE
The first service provided by DOCODE is based on our cross-document copy-detector algorithm, called FASTDOCODE. As introduced in [34] , FASTDOCODE is based on two main phases which are applied after an initial preprocessing step in each case. In general terms, our algorithm first reduces the search space by using an approximated search of segments of n-grams based on the proposals of [4] and then, using an exhaustive search algorithm within selected pairs of documents, finds the offset and its length for both exact and paraphrased copy. 9 In the following, let V be a vector of words that defines the vocabulary to be used. A word will be noted with w, and will be our basic unit of discrete data, indexed by 1; . . . ; jVj f g . A document d will be a sequence of p words, p ¼ jdj, defined by d ¼ ðw 1 ; . . . ; w p Þ where w p represents the pth word in the document. Finally, a corpus is defined by a collection of n documents denoted by
Given a set D containing a set of possibly suspicious documents, the first phase applies a search space reduction method, which aims at quickly identifying those pairs of documents ðd i ; d j Þ in the set that potentially have some text in common, possibly one of them having been plagiarized from the other. Preprocessing here includes removing stopwords, obtaining the set of n-grams for the pair of documents d i and d j and generating groups of k n-grams. Once both documents are transformed into groups or segments of n-grams, t i ; t j and k i ; k j respectively, the n-grams are sorted according to a specified sorting strategy and then a special function selects only the last m n-grams within each segment. This step is proposed as an analogy to a sampling strategy for each segment, thus contributing to minimize the number of comparisons to be executed and enhancing the runtime of the algorithm [34] . Finally, the method's strategy considers an analysis based on word 4-grams, in which if two documents have at least two word 4-gram coincidences close enough as to be in the same paragraph, the documents are marked as suspicious and considered for the next phase [35] .
The second phase is an exhaustive search to find plagiarized passages in the documents that were previously detected as suspicious. Conversely, for this phase stopwords are not removed and word 3-grams are used. Also, rather than a full representation of documents, just a subset of l 3-grams is used. Basically, the intersection between the 3-grams of different segments is computed. If the number of common 3-grams in a pair of these segmentseach one of a different document-is greater than a parameter r, then a similarity indicator is increased. After finishing comparing every pair of groups, the final similarity indicator is returned. Values of parameters l and r as well as other details of the algorithm are not revealed due here to copyright.
FASTDOCODE was tested during the PAN2010 and PAN2011 competitions on plagiarism detection and was awarded with the 5th (out of 18 competitors) and 3rd place (out of 8 competitors) respectively. Parameters of the algorithms, including the number of n-grams to use for both phases were tuned considering the PAN-PC-2010 corpus. However, they were not selected using an extensive analysis on the algorithms performance due to the size of the corpus. Since it was difficult to run an optimization or grid search strategy over the parameters, we approximated them by iterating and trying on samples. Using the PAN-PC-2010 corpus, the algorithm was able to achieve a precision and recall of 94% and 60% respectively, which lead to an F-measure of 73%. Likewise, using the PAN-PC-2011 corpus, the algorithm obtained 22.58% for recall and 91.17% for precision. More details of these results can be found in the publications that have been released regarding our algorithm so far, particularly in [36] .
Change of writing style detector
Our second functionality is intended to extract evidence of a potential case of plagiarism from a suspicious document only. The approach attempts to find suspicious passages on it using the intrinsic plagiarism detection strategy.
Our algorithm is based on the characterization of the writing style of an author and the following intuition: if some of the words used in the document are author specific, one can think that those words could be concentrated in the paragraphs (or more generally, in the segments) that the mentioned author wrote. In this manner, [36] proposed a model for writing style quantification, aimed at finding significant deviations in a document's writing style; these differing segments could have been plagiarized and are probably useful as a starting point to search for possible source candidates.
Our approach works as follows. First, the document is preprocessed so only alphabetic characters are kept and case folded-that is, spaces, punctuation marks and numbers are discarded. Without removing stopwords, we extract unigrams and create a number of segments of the given documents using a sliding window of length m words over it. The next step consists in the application of a word-frequency-based algorithm to test the self-similarity of the document itself. The general footprint or style of a document is represented by the average of all differences of frequencies in terms of the words present for each segment and in the complete document. After this, we compute the differences in the value of the styles between each section and the average style. Thus, if certain words are only used in a certain segment, the comparison of that segment against the whole document would lead to a low value in the difference between their styles, because the frequency of those words would be the same in both the whole document and the segment. If the variation is significant, the style will be lower than the average value minus a predefined threshold d. Finally, all segments are classified according to their distance with respect to the value of the document's style. If the style of a segment is lower than the value of the document's style minus the threshold, then the segment is classified as suspicious.
During the PAN competitions on plagiarism detection, our algorithm was tested using the PAN-PC-2010 and PAN-PC-2011 corpora. For the parameters, as stated in [35] , a sliding window of 400 words and a threshold parameter d ¼ 0:075 were used. These were iteratively adjusted depending on text length. In the first case, the obtained performance was 38.97% for precision and 31.09% for recall, or an F-measure of 34.58%. For the 2011 corpus, we obtained a precision and recall of 33.98% and 31.23%, which led 9 Originally referred as obfuscated copy, using the terminology introduced in [43] .
to an overall score of 32.54%. Compared to state-of-the-art approaches, the algorithm achieved remarkable results, managing to obtain the first place at the PAN-PC-2011, almost doubling the score of the second-place team. It is also important to say that the method does not utilize language-dependent features such as verbs or stopwords, thus providing a starting point to experiment with other languages. More details about these results can be found in the related papers [40, 25, 36] .
Hidden-text detector
As we presented in Section 2, some plagiarism methods include the use of techniques or tricks that try to exploit various weaknesses of existing plagiarism detection systems. Here, we tackle the insertion of invisible white-colored letters as a replacement for blank spaces. Based on our experience in the Chilean case, this behavior appears to be one of the most common strategies employed by students when trying to disguise plagiarism.
Our approach in this context is an algorithm that checks if the average word length of each sentence is in a range of what is considered normal or acceptable. Threshold parameters were calibrated based on linguistic rules, as given to us by Linguistics experts. If an abnormal pattern is detected, the algorithm returns a value that can then be used to trigger alarms to the user.
Similar Web document retriever
Another basic feature that is provided by DOCODE is a similar Web document retriever, which is in charge of obtaining suspicious documents from the Web. Given an initial suspicious document d and a collection D of documents from which d's author may have plagiarized, the first step (so-called heuristic retrieval step) proposes to retrieve a small number of candidate documents D x # D, which are likely to be sources for plagiarism. This usually considers that D is very large [45] .
Based on the suspicious document our algorithm tackles the problem of obtaining a set of similar documents from the Web using search engines. We therefore see this problem from the perspective of Information Retrieval. Although literature usually proposes that search queries can be grouped into three categories, namely informational, navigational and transactional queries, in [37] , the authors introduce a new information requirementretrieving similar documents from the Web. In [8] , the authors call this problem the Web document similarity retrieval problem (WDSRP). The key difference between classic query categories and the WDSRP is that, as input, it considers a given document instead of a text-based query.
As stated by [24] , given a document d, from which a vocabulary V can be extracted, a language model MD from d is a function that maps a probability measure over strings drawn from V. Language models are used as ranking functions in information retrieval, estimating the probability of generating a query q given a document language model MD, i.e. PðqjMDÞ. In our query generation task, the probabilistic distribution from the language model is used as a randomized term extraction procedure from d. In this context, our algorithm uses the Hypergeometric Language Model (HLM), an extension of language models inspired by the multivalued hypergeometric distribution [19] , thus proposing that when obtaining terms from d to create a query, terms should be extracted one by one without replacement. Here, the premise is that new terms give more information to a search engine than repeated ones in the generated query, considering that search engines allow a maximum length of input queries. The process then starts with the extraction of the vocabulary from d and the assignment of term extraction probabilities, calculated using customizable weighting approaches like tf, tf-idf, among others [36] .
Afterwards, we proceed to construct our queries by the concatenation of successive randomized term extractions, without replacing the extracted terms. The length of queries is customizable. In addition to this algorithm, we also proposed another query system aimed to extract a sample of proportionally distributed n-grams ensuring that the terms of a query belong to the same topic [7] . We call this algorithm the random n-gram sample (RNS) fingerprint approach.
Finally, we propose an algorithm to estimate the similarity between document d and each document retrieved from the Web. Our approach combines two main features. The first feature is based on the Zipf-like distribution function over the content of the retrieved documents, modeling the relevance of a given Web search engine answer of a query as a Zipf-like distribution. In this sense, the relevance of the results presented in a Web search engine is inversely related to their rankings. In this manner, we are estimating the relevance of the answer of a query by fusing its ranking and the reliability of search engine results [8] . Our second feature is the result of combining the title and the summary (a.k.a. snippet) of the search engine results into a vector space model, aiming to build an approximated representation of the document's content. Then, we use our two features together to predict similarity assuming that they are strongly related with the similarity between d and the Web document for each result. Our model can be fitted using methods such as Artificial Neural Networks (ANNs) or other related regression techniques [7] .
Our strategy has been tested experimentally to measure the effectiveness of the model at satisfying user information needs, which are related to the WDSRP. We first generated a manually-elaborated corpus 10 of 160 paragraphs, selected from different Web sites in Spanish. Next, the paragraphs were sent to the system as input and the top 15 answers from each paragraph were manually reviewed and classified as relevant or non-relevant results (2400 Web documents). The criteria to label an answer as relevant was that the retrieved document must contain the given paragraph exactly and the selected evaluation measure was the precision at k, the number of relevant documents retrieved in the top k results divided by the number of documents retrieved in the top k results. Table 1 shows the obtained performance. As seen, results prove that our proposal is able to satisfy the document similarity retrieval problem. Likewise, they show that the developed meta-search model significantly improved the retrieval capacity over the results of a single search engine [25] . Our algorithm is currently able to connect with the three most important search engines, Google, Yahoo! Boss and Bing.
Quotation detector for Spanish
Another feature that is provided by our system is a bibliographic quotations detector. In this case, although we designed an algorithm for the Spanish language, similar approaches are also possible for other languages.
According to [32] , a quotation is the usage of non-original content of an author, which is indicated in the text as a mark that references the original source. The same work also presents different categories of quotations:
1. Syntax-based categorization: refers to the parts of a sentence with their respective syntactic functions. In this category, it is possible to find specific typographic patterns that denote quotations. These patterns commonly include an entity, namely, the name of the referenced author, a reporting verb (such as indicates, proposes, establishes, etc.) and the quotation itself. It is possible to distinguish two categories: (1) direct quotations, where the words of the referred author are textually used, and (2) indirect quotations, where the words of the author that is being referred are paraphrased. 2. Discourse-based categorization: in this case, the quotation is analyzed in relation to the level of relevance that the author gives to it. This is evidenced as the inclusion or absence of the quotation itself in the text. Two categories are defined: (1) integral quotations, where the author that is being referred to is mentioned in the text, and (2) non-integral quotations, in which the author is mentioned outside of the main text, for example, using footnotes or parentheses.
In [46] , guidelines of different writing styles are presented for writers, editors and publishers. Authors give several formats to write quotations, all of which were reviewed and grouped considering the categories presented above. Some of the quotation styles were able to be identified and extracted using simple patterns based on regular expressions. Therefore, specific strategies have been developed in order to detect each kind of quotation in the most accurate manner. These strategies include the use of regular expressions but also some other contextual information contained therein. We developed 13 different regular expressions to cover all the guidelines given in [46] . Among these expressions, based on our experience, we also included some patterns that are outside of the official guidelines. In general terms, the procedure to find quotations in a document is the following: In order to test the effectiveness of our approach, we manually elaborated a corpus of bibliographic quotations using undergraduate bachelor theses of the University of Chile Industrial Engineering and Agronomy students as a basis. We reviewed these theses, extracting about 250 and 530 quotations respectively. Once extracted, each quotation was classified using the categories described before. Then, we designed two experiments to test our proposals.
The first experiment was intended to evaluate our quotation-detection algorithm under controlled conditions. In order to do this, we downloaded 484 books from the public domain and selected 5890 phrases. We then mixed these phrases with the quotations from the agronomy theses, generating a corpus of 6401 sentences. Our idea was to simulate a collection of documents, in which quotations only represent a small fraction of the sentences. We evaluated different combinations of patterns and our best model obtained an average precision and recall of 85.59% and 55.6% respectively, which led to an F-measure of 48.24%.
Our second experiment aimed to evaluate our algorithm in a real situation. In order to do so, we selected 20 agronomy theses of our corpus and tested our best algorithm on them, using the complete texts as input. Altogether, the documents had 15,169 sentences, from which only 536 were tagged as quotations. This only represents 3.53% of the sentences. Results showed that under real conditions, our algorithm is capable of achieving a reasonable performance in extracting quotations from documents in Spanish.
On average, we achieve a precision of 24.45% and a recall of 76.91%. Bearing in mind that our corpus is a highly unbalanced dataset, recall here seems to be more critical. As a detailed inspection of the results showed us, given that our quotation detector is based on regular expressions that include the usage of certain verb patterns, many of the mislabeled cases are simply chunks of text that can be easily recognizable and discarded as non-quotations by a simple visual inspection of the documents. Considering this, even though the algorithm is mislabeling many of the unquoted text cases as such, since our system is intended to provide support to human users on discovering possible plagiarism cases, the obtained value for recall is encouraging. On the other hand, precision can be improved using additional algorithms to filter our extracted results, for instance, using results from search engines. In this sense, our results seem to be effective and very promising.
Multi-document thematic analyzer
Another feature offered by DOCODE is a thematic analyzer of a large set of documents, which allows visualization of the topic closeness of the documents that are being considered. In other words, thematic analysis helps to determine whether the analyzed documents have similar overall content. Our approach is based on LSA (Latent Semantic Analysis.) This method presents a technique that analyzes relationships between a set of documents and the terms they contain by producing a set of new concepts related to the documents and terms. In order to do this, the algorithm assumes that words that are close in meaning occur in similar pieces of text [15] .
Our approach is inspired by the work of [11] , where the authors propose a plagiarism detection technique based on LSA. In simple terms, we first compute the tf-idf matrix for the documents, considering as terms all the n-grams of the documents that are going to be analyzed, with different values of n. We then obtain the singular value decomposition or SVD of each matrix. The SVD comprises a new representation of the feature space, where the underlying semantic relationship between terms and documents is revealed, reducing the dimensions of the term by document space [25] . Following what is proposed in [11] , for each n-gram where n > 2, the terms within it are sorted alphabetically in order to increase the frequency of n-grams in different documents, combining similar concepts into one single dimension. Once we have applied the SVD to all the n-gram-document matrices, we then have a set of low dimensional document matrices M. Since columns from M are concept space representations of each analyzed document, similarity between document columns M i , as conceived in the vector space model, can be computed using different measures. Thus, the last step computes the mutual pairwise document similarity and generates a symmetric matrix where each pair of documents is evaluated by a score representing the percentage similarity.
Internal database document retriever
Our system stores all the documents that have been processed in the past and all the Web documents that have been downloaded by the Web retriever in a historic internal database. Given a source document, our database retriever algorithm, based on Apache Lucene, 11 is able to collect a set of other similar documents.
Lucene provides a ranking model based on the classic vector space model and the boolean model from Information Retrieval 12 which are here used by us to retrieve and select the most similar documents given a query. 
Architecture
DOCODE is aimed to deliver very different services to a wide number of institutions and individuals. Bearing this idea in mind, functionalities are offered as Web services. Following the SaaS paradigm, applications are accessed by users using a thin client; usually, via Web browsers. In our case, DOCODE features are offered through application programming interfaces (APIs), which are based on two protocols, HTTP or SOAP (Simple Object Access Protocol.) In this manner, clients can consume the services provided by our system using their preferred platforms.
We have designed our system using Java Enterprise Edition or JEE. This platform provides an API and runtime environment for developing and running enterprise software, 13 based on distributed and multi-tier architectures. Thus, we have defined an architecture based on multiple layers, bearing in mind the requirements of the platform and trying to conform to the standards and best implementation practices of JEE. Fig. 1 shows the layers that we have defined. Below, we give more details about each layer.
Client layer: Where the user accesses the application and consumes its services. As we already said, our system requires only a Web service client or a Web browser. For the Web service client, each request is sent to our service with a given URL, using the SOAP protocol over HTTP. Our service receives the request, processes it, and returns a response. As of now, DOCODE is only working in the asynchronous mode. Therefore, after each request is received, the requirement is queued until the system is free to process it. After the answer is ready, it is sent or served to the user. Web layer: Corresponds to the implementation of different Web interfaces that let our users consume the services provided by the system and interact with the provided results. Details on the existing interfaces will be given in Section 5. Service layer: This layer is in charge of making the Web services available to the external net. The first step was to define the objects that are part of the communication. In this case, as established under the JEE paradigm, XSD (XML Schema Definition) files are used to define the structures that are sent within the SOAP messages. We then generated the WSDL (Web Service Description Language) file, which includes all the structures defined in the XSD file as well as the methods that are available for execution. The next step was the implementation of the service itself. We chose to use Java API for XML Web Services (JAX-WS), since this API is included in the JEE plaftorm we selected, GlassFish Server Open Source Edition. Business logic layer: This layer saves the actions and processes that contain the business rules to DOCODE's correct operation. The business logic rules capture business requirements and analyze them through the different algorithms described in Section 3, finally preparing a display of the results. The business process model is designed to give a big picture of the complete business process [6] . In this way, it is possible to model the whole system using BPMN (Business Process Management Notation). Persistence layer: This layer allows the administration of the relational data model as if it was an object model. To achieve the business objectives, the processes recover information by means of proprietary applications. Each persistence implementation has been developed on its own reference architecture, which provides a view of the defined process in the developed phase [6] . Thus, the persistence layer is implemented using an object-oriented database, based on Entity Beans. These Entity
Beans are in charge of representing the relational model as a model of objects, using ad-hoc libraries. Data layer: This layer is a critical component and possibly the main part of the solution [6] . Hence, it is extremely important to take into consideration issues regarding data redundancy, data reuse, access control and frequent backups. In this context, the data layer provides implementations that are completely independent from the rest of the development of the project. The layer is supported by the file system and a relational database. Both structures work together in order to allow the managing and processing of large sets of documents in parallel. Tables disposed in the database are mostly intended to save information about the registered users who are allowed to access DOCODE's services, about the jobs that have been executed and about the documents that have been processed.
We have already developed clients for some of the most important Virtual Learning Environments (VLE), offering integration for Moodle, 14 Sakai 15 and also for U-Cursos, 16 an academic platform used by more than 30 academic institutions in Chile. Since many different users will be consuming the services provided by DOCODE, security is an essential issue for our system. In the first place, we need to protect our algorithms from external access by avoiding exposing them directly to our users. On the other hand, since some information about our users including request logs or copies of the analyzed documents may be stored on our servers, that data need to be securely stored in order to allay privacy concerns [47] . Considering these issues and in order to structure our system in the most scalable possible manner, we have defined two main components: DOCODE CORE and DOCODE Shield. The first component, named DOCODE Shield, is in charge of the reception and queue of all the requirements that our users make. In this manner, the Web services always communicate with DOCODE Shield's VPS (Virtual Private Server,) which then communicates the requirement to DOCODE CORE through a firewall. After the Web service gives a requirement, a servlet manages the upload and
Client Layer
Browser WS Client querying procedures to keep a good VPS performance and to prepare the input for the CORE. DOCODE CORE is the main engine that implements all the algorithms supporting the functionalities provided. Each one of these algorithms was encapsulated as if it was part of a library. Then, we integrated each encapsulated algorithm using EJB3 specifications. Whenever a request arrives at DOCODE CORE, an interface is in charge of calling the algorithms that are relevant for the request, according to what is defined in the MDB Topic queue. As Fig. 2 shows, the interface is available in a synchronous mode, which directly invokes the EJB, and also in an asynchronous mode, in which a message is left in the algorithm internal queue for later execution. The EJB-based encapsulation paradigm lets the system run different algorithms in parallel, reducing the answer time. It also makes it easier to modify existing algorithms and to add more functionalities.
Web Layer
For the implementation, we took the best practices of the JEE standards and applied them to ensure high quality of service and scalability. Our service-based paradigm allows us to offer high availability and total transparency for the clients that consume the services. In this context, it is possible to place DOCODE in level 4 of the Service-oriented Architecture maturity model, according to OSSIM. 17 The Service-oriented Architecture or SOA maturity level specifies how to measure the service integration levels of an organization and its IT systems and business applications. In this context, level 4 also called service level, indicates that our system services may be invoked using standards and are independent of the underling application technology, also allowing to build new systems based upon these services.
User interface
In this section, we show how DOCODE's user interfaces are designed. In general terms, the services provided by all the clients are the same. However, due to the specifications of each client, the human interface of these features may be a little different in each case. As we said in Section 3, we have already developed clients for Sakai, Moodle and U-Cursos. This means that any institution using these platforms could access all our services. However, since we do not want to limit the access only to these means, we have also developed DOCODE ASP. This software, created by us based on Moodle, is targeted toward those users that are interested in using our services but do not yet possess any of the supported clients. Since it is based on Moodle, DOCODE ASP is offered via the Web and therefore can be accessed using any Web browser. 18 Since we implement all the basic features of Moodle as a VLE, we also offer DOCODE ASP to single professors or to institutions that do not currently use any software for supporting their activities. Before going further into introducing our user interface specifications, we will first define some concepts related to student plagiarism that will help in the explanations. These concepts will be concerned with the fact that most of the educational institutions are currently using VLEs or other learning platforms based on the Web that provide access to classes, homework, grades and so on.
Consider an average educational institution that actively uses a VLE software. It is possible to recognize certain similarities in the way students are organized and evaluated. Under our notation, a written assignment or task given to a student or group of students will be called homework. The file containing the answers submitted by one student will be called submitted document or simply document. On the other hand, the person (or group of persons) in charge of assigning a particular homework will be called teacher. Then, we define a course as a set of students that share one same homework. Finally, we define a corpus as a collection of submitted documents for one homework. From this it follows that in case the source and copy documents are both within a corpus, we will be facing an intra-corporal plagiarism or collusion case. Conversely, when the copy is inside the corpus and the source is outside of it (for instance in a textbook or on the Web,) this is then a case of extra-corporal plagiarism [22] .
DOCODE operates on the basis of courses, homework and the corresponding corpora, which may contain one or more documents. Results offered by DOCODE for a corpus can be grouped in two categories, which we proceed to explain below.
For single documents inside one corpus
Results for each document inside a corpus are first presented in a general screen, which is intended to show the big picture of all the submitted documents in the corpus (see Fig. 3 ). By clicking on each row on the screen, users can access the detailed results in that document, which are displayed on a different page. The basic setting for this new page is an interactive on-line version of the document that will be used to show the suspicious passages of the text. Below, we explain the offered results for single documents as they appear in both the general and detailed pages.
Style change: In the general page, we present a measure that evaluates the relative amount of passages that seem to present style change in each document. In the page of detailed results, we offer a list with all the passages that present style deviations according to our algorithms. By clicking on each passage on the list, the system highlights the selected passage in the interactive document mentioned above. This feature is based on our change of writing style detector algorithm. Hidden-text alarm: On the general page, we show an indicator that lights up when we detect an unusual and possibly deceptive behavior in one document. Of course, this feature uses our hidden-text detector as a basis. Web sources identification: Using our similar Web document retriever algorithm, we collect possible Web sources related to each processed document and count them, offering the resulting number on the general page. On the detailed page for a particular document, we offer the list of the URLs of each detected Web source. By clicking each URL, the corresponding suspicious passages are highlighted in the interactive document. In addition, as shown in Fig. 4 , we offer a chart showing all the Web sources and the degree of similarity with the document. Course similarity: On the general page, we show a measure of how close each document is to the rest of the documents in the corpus. On the detailed results page, we offer a list of all the documents in the corpus that may be part of an intra-corporal plagiarism case. For each document, we present the list of passages that are similar. Upon clicking, each passage will be highlighted in the interactive document. At the same time, the system will also highlight the similar passage in a new interactive display for the other document. In this manner, as shown in Fig. 4 , we offer a comparative view of the documents involved in a possible intra-corporal plagiarism case. All of these results are provided by our cross-document copy-detector algorithm. Extracted quotations: In the detailed page for a document, we offer a list with all the extracted quotations. With this feature, teachers can check if students are writing references in a proper manner. They also can check more specific facts. As an example that is worth mentioning, teachers can check if the given recommended bibliography for a homework was considered by students when writing it or not.
For all the documents inside the corpus together
Besides results for single documents, we also offer some results of processing all the documents inside a corpus together. The outputs of our analysis are different charts that are intended to summarize the general situation of the submitted documents. These charts, which we proceed to explain below, are all presented on the general page.
Course similarity: Using FASTDOCODE, we compare all the documents inside the corpus to each other and offer a chart to summarize these results, showing the degree of similarity between them (see Fig. 5 ). The similarity degree is based on the number of passages that are similar, as a percentage of the total length of documents. Thematic analysis: This chart, based on the results of our multi-document thematic analyzer algorithm, is intended to show the similarity in topics between documents inside a corpus. In the chart, as shown in Fig. 6 , each document is drawn like a bubble. If two documents discuss a common topic, we draw a straight line between them. The more lines a document has in common with others, the higher number of topics they will have in common. Since it is a common practice to request students in a class to produce essays about the same topic, it is likely that all the documents in the corpus for one homework have many topics in common. However, since those documents presenting plagiarism cases share more pieces of text among them-either because the author has performed verbatim or copy paraphrasing, they might either present a higher number of topics in common or they may have special topics in common that other documents do no have. Therefore, by detecting the groups of documents that have any of these irregular behaviors, it is possible to discover possible plagiarism cases. Web sources analysis: Based on the results of our similar Web document retriever of all the documents inside the corpus, we select the more frequent sources and generate a chart to visualize them. This figure is very similar to the chart that we offer for Web sources of a single document, so we are not including a picture in this case.
DOCODE lite
Finally, we also offer DOCODE Lite, a free service where users can analyze a single document by comparing its content with different Web sources [21] . This special service is offered via the Web and can be accessed by any user upon registration. This software is intended mostly for users interested in trying some of the functionalities provided by DOCODE.
The design of DOCODE Lite follows the same ideas that we have already discussed, with the difference that it does not need any VLE client or DOCODE ASP to operate. Basically, after creating a free account, users can upload a file less than 3 MB size and send it using DOCODE Lite's Web platform. After the file is processed and the results are ready, the user receives an e-mail with the results of the analysis based on Web sources, showing all the detected sources and the corresponding suspicious passages. For each result, we also provide a score measuring the probability of being a real plagiarism case.
Conclusions
In this paper, we have introduced DOCODE 3.0, a plagiarism detection engine that is intended to offer professors and educators a set of tools to gain insights about students' work by information fusion from multi-document data sources, making it easier to analyze a vast number of documents. We have shown that DOCODE is a full-featured system that implements state-of-the-art algorithms for external and intrinsic plagiarism detection that also has a Webbased user interface to display the results of the analysis in a simple and intuitive manner. Since we wanted to offer DOCODE to virtually any person or educational institution, we offer our system as a service and hence have also created an ad-hoc architecture to support it.
According to [22] , in order to describe plagiarism detection engines, it is necessary to catalog the types of academic misconduct that they are intended to detect. In this sense, a review of our implemented algorithms shows that DOCODE 3.0 covers all the levels of plagiarism; DOCODE is intended to detect all the existing categories of such academic misconduct in educational institutions. In particular, taking the proposals of [28, 20] , we see that FASTDOCODE is capable of detecting verbatim copying (or copy-paste), while our quotation detector for Spanish helps to discover the deliberate and/or inaccurate use of references. We also have implemented a technique for detecting one of the most common technical tricks to exploit weaknesses of plagiarism detector engines, namely, replacing spaces for white-colored characters. Moreover, we use our LSA-based algorithm for thematic analysis, whose effectiveness for the problem of plagiarism was already demonstrated by the SAIF system [33, 9] .
In the same context, [20] proposes that an effective automatic plagiarism detector has to be able to identify the plagiarism involved in copying from another student's work and also the plagiarism involved in copying without acknowledgment from on-line reference materials. Again, it is easy to see that our system covers these cases. Indeed, we have already seen that our metrics and results explicitly embrace the problems of intra-corporal plagiarism, using the documents inside a corpus, and also extra-corporal plagiarism, based on the results of our similar Web document retriever algorithm. In this sense, DOCODE can be then categorized as a hermetic and external plagiarism detection system.
As we have seen so far, none of the proposed algorithms in this article addresses the problem of paraphrase detection in an explicit fashion. However, considering that paraphrasing can take multiple forms e.g., sentence rearrangement, or synonym replacement, its detection is implicitly performed by DOCODE across some of its modules. For instance, as FASTDOCODE relies on word n-grams as a comparison criterion, it can successfully detect reorders of sentences or phrases across documents. In a similar way, paraphrased Web sources from which words or sentences were reordered could be identified by the query generation mechanisms of the Web document retriever. On the one hand, the detection of word reorders is addressed by the randomized extraction of words provided by HLM. Conversely, the detection of phrase reorders is tackled by the random n-gram sample fingerprint method. Finally, considering that the LSA-based thematic analyzer module can detect the latent semantic associations between document pairs [11] , it could potentially detect paraphrased documents in which similar words were replaced, such as synonyms. More complex forms of paraphrase detection, including lexical substitution or negation switching are still difficult to detect, even with the use of state-of-the-art plagiarism detectors, and therefore are not currently implemented in DOCODE. For further information regarding the paraphrase mechanisms behind plagiarism we refer the reader to [5] .
In conclusion, DOCODE is a full-featured tool that is designed to help teachers and professors tackle the complex problem of plagiarism in educational institutions. Having obtained the first place in the intrinsic and external plagiarism detection tasks in the PAN2011 competition and having been reviewed by the scientific community in several past publications, our algorithms have proven to be very effective at tackling plagiarism detection from different perspectives, sometimes even outperforming existing state-of-the-art approaches. By the means of a detailed user interface based on the results of these consolidated algorithms, our system is able to support educator decision-making processes when faced with possible plagiarism cases among their students. In this sense, our ultimate goal is to encourage learning and improve the quality of education, taking the Chilean case as a starting point.
For future work, we plan to perform a series of qualitative analyses of our platform based on feedback from our users. We are already working on a set of new visualization tools based on RIA (Rich Internet Application). However, we first want to know which of the current features the users liked or disliked most so far in order to make our new interface better. At the same time, we intend to evaluate the efficiency of DOCODE in order to prepare our physical systems for larger scales. We also plan to modify our algorithms in order to make them work for multi-language purposes. Finally, as our internal database continues to grow, we also intend to design better algorithms for internal similar document retrieval and fully integrate this algorithm into the user interfaces, a task that is still in progress.
