Determining the appropriate level of local consistency to enforce on a given instance of a Constraint Satisfaction Problem (CSP) is not an easy task. However, selecting the right level may determine our ability to solve the problem. Adaptive parameterized consistency was recently proposed for binary CSPs as a strategy to dynamically select one of two local consistencies (i.e., AC and maxRPC). In this paper, we propose a similar strategy for non-binary table constraints to select between enforcing GAC and pairwise consistency. While the former strategy approximates the supports by their rank and requires that the variables domains be ordered, our technique removes those limitations. We empirically evaluate our approach on benchmark problems to establish its advantages.
Introduction
There is an abundance of local consistency techniques of varying cost and pruning power to apply to a Constraint Satisfaction Problem (CSP), but choosing the right one for a given instance remains an open question. In a portfolio approach [22, 11, 7] , we typically choose a single consistency level and enforce it on the entire problem (or a subproblem). Heuristic-based methods have been proposed to dynamically switch, at various stages of search and depending on the constraint, between a weak and a strong level of consistency, AC and maxRPC for binary CSPs [20] and GAC and maxRPWC for non-binary CSPs [18] . The above-mentioned approaches do not allow us to enforce different levels of consistency on the values in the domain of the same variable. To this end, Balafrej et al. introduced adaptive parameterized consistency, which selects, for each value in the domain of a variable, one of two consistency levels based on the value of a parameter [1] . That parameter is determined by the rank of the support of the value in a constraint (assuming a fixed total ordering of the variables' domains), and updated depending on the weight of the constraint [5] . Their study targeted enforcing AC and maxRPC on binary CSPs.
In this paper, we extend their mechanism to enforcing GAC and pairwiseconsistency on non-binary CSPs with table constraints. Our approach is based on counting the number of supporting tuples, which is automatically provided by the algorithms that we use. Thus, we remove the restriction on maintaining ordered domains and the approximation of a support's count by its rank. We establish empirically the advantages of our approach.
The paper is structured as follows. Section 2 provides background information. Section 3 describes our approach, and Section 4 discusses our empirically evaluation on benchmark problems. Finally, Section 5 concludes the paper.
Background
We first summarize the main concepts and definitions used.
Constraint Satisfaction Problem
A Constraint Satisfaction Problem (CSP) is defined by a tuple (X , D, C), where X is a set of variables, D is a set of domains, and C is a set of constraints. Each variable x i ∈ X is associated a finite domain dom(x i ) ∈ D. We denote a variablevalue pair as
. Each constraint c j ∈ C is defined in extension by a relation R j specified over the scope of the constraint, scope(c j ), which is the set of variables to which the constraint applies. For readability, we refer to the scope of a relation scope(R j ) = scope(c j ). A tuple τ ∈ R j is a combination of allowed values for the variables in scope(R j ). τ [x i ] is the value that the variable x i takes in τ . We denote cons(x i ) as the set of constraints that apply to variable x i , and neigh(c j ) the set of constraints whose scopes overlap with c j . When |scope(c j )| = 2, c j is said to be a binary constraint, otherwise, it is non-binary. A solution to the CSP assigns, to each variable, a value taken from its domain such that all the constraints are satisfied. Deciding the existence of a solution for a CSP is NP-complete.
Local Consistency Properties
CSPs are typically solved with backtrack search. To reduce the severity of the combinatorial explosion, CSPs are usually filtered by enforcing a given local consistency property [2] .
A variable-value pair x i , v i has an arc-consistent support (AC-support) [16, 3] . A CSP is arc consistent if every variable-value pair has an AC-support in every constraint. Generalized Arc Consistency (GAC) generalizes arc consistency to non-binary CSPs [16] .
has a GAC-support in every constraint in cons(x i ). GAC can be enforced by removing domain values that have no GAC-support, leaving the relations unchanged. Simple Tabular Reduction (STR) algorithms not only enforce GAC on the domains, but also remove all tuples [21, 13, 14] .
A CSP is m-wise consistent if, every tuple in a relation can be extended to every combination of m−1 other relations in a consistent manner [8, 10] . Keeping with relational-consistency notations, Karakashian et al. denoted m-wise consistency by R( * ,m)C, and proposed a first algorithm for enforcing it [12] . Their implementation finds an extension (i.e., support) for a tuple by conducting a backtrack search on the other m − 1 relations, and removes the tuples that have no support. After all relations are filtered, they are projected onto the domains of the variables. Pairwise consistency (PWC) corresponds to m=2, R( * ,2)C≡PWC. Lecoutre et al. introduced the algorithm extended STR (eSTR) [15] , which enforces PWC on a CSP using the STR mechanism [21] . eSTR maintains counters on the intersections of two constraints to determine if a tuple is pairwise consistent or not. In this paper, we enforce PWC using the algorithm for R( * ,2)C [12] , and not eSTR, because it is prohibitively expensive to continuously maintain the counters of eSTR in a strategy where PWC is only selectively enforced.
Adaptive Parameterized Consistency
Balafrej et al. introduced the distance to the end of value v i for variable x i as:
Further, for a given parameter p, they defined Figure 1 illustrates an example for the constraint x 1 ≤ x 2 with p = 0.25. x 1 , 1 , x 1 , 2 , x 1 , 3 are all 0.25-stable for AC for the constraint, but x 1 , 4 is not, because its only AC-support, x 2 , 4 , has distance 0. The parameterized strategy p-LC [1] enforces, on each variable-value pair, either AC or some local consistency (LC) property strictly stronger than AC depending on the value of the parameter p. The idea is to enforce LC only on the variable-value pairs with few supports, approximated with the rank (< p) of the first found AC-support. We focus on the constraint-based version, pc-LC,
In pc-LC, the value of p is given as input. In the adaptive version, apc-LC, it is dynamically determined for each constraint c j using the weight of c j , w(c j ), which is the number of times c j caused a domain wipe-out like in the variable-ordering heuristic dom/wdeg [5] :
In [1] , apc-maxRPC was experimentally shown to outperform AC and maxRPC [6] .
3 Modifying apc-LC for Non-Binary CSPs
For binary CSPs, p-stability for AC of x i , v i estimates how many supports are left for x i , v i in other constraints using the rank of the AC-support in the corresponding domain. This estimate should not directly applied to non-binary table constraints because the GAC-support of x i , v i is a tuple in a relation that is unsorted, which would make the estimate way too imprecise. Consider the example with x i , v i and a relation R j of 100 tuples. Assume that the only tuple τ ∈ R j supporting x i , v i appears at the top of the table of R j . The estimate would indicate that there are many supports for x i , v i because there are 99 tuples that appear after it. However, in reality, x i , v i has a unique support. Below, we introduce p-stability for GAC, which counts the number of supports for each variable-value pair. Then, we introduce a mechanism to compute p-stability for GAC, and finally give an algorithm for enforcing apc-LC, which adaptively enforces STR or LC. In this paper, we study R( * ,2)C as LC, and discuss the implementation of apc-R( * ,2)C.
p-stability for GAC
We say that
where σ xi=vi (R j ) selects the tuples in R j where x i , v i appears, and R o j is the original, unfiltered relation. A CSP is p-stable for GAC if every variable-value pair is p-stable for GAC for every constraint that applies to it. Figure 2 gives the relation for the constraint x 1 ≤ x 2 . x 1 , 1 and x 1 , 2 are 0.25-stable for GAC. Indeed, σ x1=1 returns four rows {0, 1, 2, 3} in the table, and x 1 , 1 is 0.25-stable: 4 10 ≥ 0.25. Similarly, x 1 , 2 also is 0.25-stable: 3 10 ≥ 0.25. x 1 , 3 and x 1 , 4 are not 0.25-stable, because 2 10 ≥ 0.25 and 1 10 ≥ 0.25. This example illustrates how, on binary constraints, and for a given p, p-stable for AC does not guarantee p-stable for GAC. (Recall that x 1 , 3 is 0.25-stable for AC in Figure 1 ).
Computing p-stability for GAC
For each constraint c j , we introduce for every x i , v i a set of integers indicating the position of the tuples returned by σ xi=vi (R j ), which is similar to the data structure in GAC4 [17] . We denote this table
The check for p-stable can be verified by using |gacSupports Figure 2 , shows the gacSupports[R j ] for the constraint x 1 ≤ x 2 . For each relation, the space complexity to store each gacSupports[R j ] is O(k · t), where k is the maximum constraint arity and t is the maximum number of tuples in a relation. The time complexity to generate gacSupports[R j ] is O(k · t), by iterating through every tuple. 
Algorithm for Enforcing apc-LC
With the gacSupports data-structure, we can apply STR by verifying, for each constraint c j , that every variable
Living-STR (Algorithm 1) does precisely this operation (ignoring Lines 4 and 5, which apply to the apc-LC operation introduced next). past(P) denotes the variables of the CSP P already instantiated by search, and delTuples(R k , S, level) deletes all the tuples in the subset S ⊆ R k , and marks their removal level at the level of search level. When deleting a tuple from the relation R k , c k 's neighboring constraints, neigh(c k ), should be re-queued to be processed with Living-STR. Initially, all constraints are in the queue. Living-STR is similar to STR3 in that it iterates over variable-value pairs rather than over tuples. However, it does not use as much book-keeping for optimizing the number of STR checks as STR3 [14] . Instead, Living-STR uses the same data structures as STR and STR2(+) to manage tuple deletions in a relation [13, 21] .
Including Lines 4 and 5 in Algorithm 1 yields apc-LC, which adaptively applies LC. The adaptive level p(c j ) is defined by Balafrej et al. [1] and recalled in Equation (1) . The local consistency technique used here is the implementation of R( * ,2)C [12] , apc-R( * ,2)C. Apply-R( * ,2)C (Algorithm 2) takes as input the list of tuples of a constraint on which R( * ,2)C must be enforced. SearchSupport(R i , τ, {R j }) on Line 3 of Algorithm 2 searches for a support for the tuple τ ∈ R i , the pairwise check [12] . Theoretical analysis: Let k be the maximum constraint arity, d the maximum domain size, and δ the maximum number of neighbors of a constraint. The time complexity of Algorithm 1 is O(k · d). Algorithm 2 is O(δ · t 2 ) because it makes O(δ · t) calls to SearchSupport, which is O(t) in our context. The correctness of Algorithms 1 and 2 can be shown in straightforward manner by contradiction.
Empirical Evaluations
The goal of our experimental analysis is to assess if apc-R( * ,2)C effectively selects when to apply STR and R( * ,2)C when used in a pre-processing step and in a real full lookahead strategy [9] during backtrack search to find the first solution to a CSP. In our experiments, we use the variable ordering dom/wdeg [5] . The experiments are conducted on the benchmarks of the CSP Solver Competition 3 with a time limit of two hours per instance and 8 GB of memory. Because STR and R( * ,2)C enforce the same level of consistency on binary CSPs [4] , we focus our experiments on 21 non-binary benchmarks 4 consisting of 623 CSP instances. We chose these benchmarks because they are given in extension and at least one algorithm completed 5% of the instances in the benchmark. Table 1 summarizes the results in terms of number of instances solved. Importantly, apc-R( * ,2)C completes the largest number of instances (552). Considering the instances solved by all algorithms (485 instances), apc-R( * ,2)C has the smallest average and median CPU time. Row 3 indicates the number of instances STR solved but R( * ,2)C and apc-R( * ,2)C did not solve (18 and 11 instances, respectively), thus showing that apc-R( * ,2)C, although it may have en- Table 1 . Number of instances completed by the tested algorithms. forced R( * ,2)C too often, outperformed R( * ,2)C and missed fewer instances than it (11 vs. 18) . Row 4 exhibits similar results showing the number of instances that R( * ,2)C could solve, but that were missed by STR and apc-R( * ,2)C (64 and 6 instances, respectively). Here, apc-R( * ,2)C did not enforce R( * ,2)C often enough, but managed to outperform STR missing significantly fewer instances than STR (6 vs. 64). Table 2 gives a finer analysis of the data, showing the number of completions and average and median CPU time per benchmark. Averages computed over only the instances completed by all techniques are shown in the column All. We split the table into four categories based on the average CPU time of apc-R( * ,2)C: a) apc-R( * ,2)C performs the best (5 benchmarks); b) apc-R( * ,2)C is competitive, performing between STR and R( * ,2)C (13 benchmarks); c) apc-R( * ,2)C performs the worst (2 benchmarks); and d) STR does not solve the benchmark but R( * ,2)C and apc-R( * ,2)C do (1 benchmark). The best average CPU time appears in bold face in the corresponding column. The median CPU time of apc-R( * ,2)C is bold faced when its rank differs from that of the average CPU time (on which the four categorized are based). On TSP-20, apc-R( * ,2)C ranks bottom on average CPU time but between STR and R( * ,2)C on median CPU time. On aim-100, jnhUnsat, rand-8-20-5, and ukVg, apc-R( * ,2)C is between STR and R( * ,2)C for average CPU time, but best for median CPU time. Table 3 shows the average number of STR and R( * ,2)C checks that apc-R( * ,2)C performs per benchmark. In allIntervalSeries, no calls are made to R( * ,2)C because the instance is solved backtrack free with STR alone. For apc-LC, no call to LC is done during pre-processing because the weights of all the constraints are set to 1 (giving p(c j ) = 0 for all c j ∈ C) and updated only during search. For dag-rand, there is a smaller number of R( * ,2)C calls than STR calls (21,870 vs. 359,248) . However, those few calls allow us to solve all the instances of this benchmark whereas STR alone could not solve any instance. This result is a glowing testimony of the ability of apc-R( * ,2)C to apply the appropriate level of consistency where needed.
Conclusions
In this paper, we extend the notion of p-stability for AC to GAC, and provide a mechanism for computing it. We give an algorithm for enforcing apc-R( * ,2)C on non-binary table constraints, which adaptively enforces GAC and R( * ,2)C. We validate our approach on benchmark problems. Future work is to investigate other adaptive criteria for selecting the level of consistency to apply, in particular one that operates during both pre-processing and search. To apply our approach to constraints defined in intension and other global constraints, we could use techniques that approximate the number of solutions in those constraints [19] .
