Let H be a real Hilbert space. Let F :
Introduction
Let H be a real Hilbert space. A mapping A : D(A) ⊆ H → H is said to be monotone if for every x, y ∈ D(A) we have Ax − Ay, x − y ≥ 0. (1.1)
A is called maximal monotone if it is monotone and R(I +rA) (range of (I +rA)) = H for each r > 0, where I is the identity mapping on H. A is said to satisfy the range condition if cl(D(A)) ⊆ R(I + rA), for each r > 0. A is called uniformly monotone if for each x, y ∈ D(A) there exists a strictly increasing function φ : [0, ∞) → [0, ∞) with φ(0) = 0 such that Ax − Ay, x − y ≥ φ(||x − y||). (1.2) If φ(t) = tψ(t) for ψ : [0, ∞) → [0, ∞) with ψ(0) = 0, ψ strictly increasing, then A is called ψ-strongly monotone. If there exists k ∈ (0, 1) such that φ(t) = kt 2 , then A is called strongly monotone. A close study of monotone mappings shows that every strongly monotone mapping is ψ-strongly monotone. Moreover, every ψ-strongly monotone mapping is uniformly monotone and every uniformly monotone mapping is monotone. The notion of monotone operators was introduced by Zarantonello [13] and Minty [7] . Interest in such mappings stems mainly from their firm connection with equations of evolution. Several problems that arise in differential equations, for instance, elliptic boundary value problems whose linear parts possess Green's function, can be put in operator form as (1.3) u + KF u = 0,
where K and F are monotone operators (see [2] for more information). Attempts to use the well-known Mann and Ishikawa iteration methods to approximate solutions of equation (1.3) have not provided satisfactory results. In particular, the recursion formulas obtained involved K −1 (see, e.g., [1, 10] ), and this is not convenient in applications. Part of the difficulty is the fact that the composition of two monotone operators need not be monotone. Recently, in [2] , the authors introduced a method that contains an auxiliary operator, defined in an appropriate real Banach space in terms of K and F which, under certain conditions, is ψ-strongly monotone whenever K and F are, and whose zeros are solutions of equation (1.3). It is our purpose in this paper to use this method to obtain an auxiliary operator that is monotone whenever K and F are, and to construct an iterative procedure that converges to the solution of equation (1.3) . In our theorems, the operators K and F need not be defined on compact or angle-bounded (see, e.g., [9] ) subsets of H, and no invertibility of K will be necessary in our iteration process.
Preliminaries
Let K be a closed convex subset of a Banach space E, and let Q be a mapping of
If a mapping Q is a retraction, then Qz = z for every z ∈ R(Q), the range of Q. A subset K of E is said to be a sunny nonexpansive retract of E if there exists a sunny nonexpansive retraction of E onto K, and it is said to be a nonexpansive retract of E if there exists a nonexpansive retraction of E onto K. If E = H, the metric projection P K is a sunny nonexpansive retraction from H to any closed convex subset K of H. In the sequel we shall need the following results. Lemma 2.1 (see, e.g., [4] ). Let {λ n } and {γ n } be sequences of nonnegative numbers, and let {α n } be a sequence of positive numbers satisfying the conditions ∞ 1 α n = ∞ and γn αn → 0, as n → ∞. Let the recursive inequality λ n+1 ≤ λ n − α n φ(λ n+1 ) + γ n , n ≥ 1, (2.1) be given where φ is a nondecreasing function from IR + to IR + such that it is positive on IR + \ {0}, φ(0) = 0, and lim t→∞ φ(t) = ∞. Then λ n → 0.
Theorem SR ([11] ). Let H be a real Hilbert space. Let A ⊂ H × H be monotone with cl(D(A)), the closure of D(A), convex and suppose that A satisfies the range condition: cl(D(A)) ⊂ R(I + rA) ∀r > 0. Let J t x := (I + tA) −1 x, t > 0 be the resolvent of A, and assume that A −1 (0) is nonempty. Then for each x ∈ H,
Theorem TZ ([12] ). Let H be a Hilbert space, and let A : D(A) ⊆ H → H be a maximal monotone mapping. Suppose that for some x 0 ∈ D(A) and r > 0 we have
Theorem CZ ([3]). Suppose K is a closed convex subset of a real Hilbert space H. Suppose A : K → E is a bounded uniformly monotone map and that the equation
For arbitrary x 1 ∈ K, define the sequence {x n } iteratively by
where lim α n = 0 and α n = ∞. Then, there exists a constant d 0 > 0 such that if 0 < α n ≤ d 0 , then {x n } converges strongly to the unique solution of Ax = 0.
Remark 2.2. Theorems SR, TZ and CZ are, respectively, special cases of theorems proved in more general Banach spaces in Reich [11] (Theorem 1, Remarks 1 and 2), Takahashi and Zhang [12] and Chidume and Zegeye [3] (Theorem 3.8).
The following is elementary.
Then E is a real Hilbert space and for
Main results
We first prove the following lemma.
i.e., T is monotone. Moreover, if F and K are bounded, then T is bounded.
Thus we get the following estimates:
since F and K are monotone. Moreover, the boundedness of T follows from the definition of T . This completes the proof.
Remark 3.2. The method of proof of Lemma 3.1 also yields that if F and K are uniformly monotone, then T is uniformly monotone with φ := min{φ 1 , φ 2 }, where φ 1 and φ 2 are the strictly increasing functions corresponding to F and K, respectively.
We shall need the following concept. Let D 1 and D 2 be subsets of a real Hilbert space, H. Let F : D 1 → H, K : D 2 → H be monotone mappings. Then D 1 and D 2 are said to satisfy property (P ) if 
equality (3.2) following since ||.|| 2 is a continuous and convex function. This im-
Then by the uniqueness of the projection we obtain that P
Let r > 1 be sufficiently large such that z 0 ∈ B r (x * ) and w ∈ B r 2 (x * ). Set M := 2r+ sup{||T z n || : z n ∈ B r (x * )}.
Claim: {z n } is bounded. It suffices to show that {z n } belongs to B = B r (x * ) for all positive integers. We do this by induction. Now, z 0 ∈ B by assumption. Hence we may assume z n ∈ B and prove that z n+1 ∈ B. Suppose z n+1 is not in B. Then ||z n+1 − x * || > r, and thus from (3.1) we have that
Moreover, from (3.1) and the fact that θ n ≤ 1, we get that
Since T is monotone and x * ∈ N (T ), we have T z n , z n − x * ≥ 0. Hence (3.3) gives
, and let d := √ K. Then since ||z n+1 − x * || > ||z n − x * || by our assumption, from (3.4) we get that 2λ n θ n z n − w, z n − x * ≤ λ 2 n M , which gives z n − w, z n − x * ≤ λnM 2θn ≤ M 2 K, since From this and (3.1) we get that
Moreover, since from (3.5) we have that θ n (w − y n ) = T y n , we obtain that T z n + θ n (y n − w), z n − y n ≥ 0. Furthermore, {z n } and hence {T z n } are bounded. The sequence {y n } is also bounded, because it is convergent by Theorem SR. Thus, there exists M 1 > 0 such that ||T z n + θ n (z n − w)|| ≤ M 1 . Therefore, inequality (3.6) gives
On the other hand, by the monotonicity of T we have that
Therefore, this estimate with inequality (3.7) gives that
for some constant M 2 > 0. Thus by Lemma 2.1, z n+1 − y n → 0. Hence, since by Theorem SR, y n → y * := [u * , v * ] ∈ N (T ) we have z n → y * . But since z n = [u n , v n ], this implies that u n → u * and v n → v * . This completes the proof. Let u 0 , v 0 ∈ H be arbitrary, and let a sequence {u n } and {v n } be generated from u 0 and v 0 , respectively, by
where w ∈ H is arbitrary but fixed. Then there exists d > 0 such that if λ n ≤ d and λn θn ≤ d 2 for all n ≥ 0, the sequences {u n } and {v n } converge strongly to u * and v * , respectively, in H, where u * is a solution of the equation 0 = u + KF u and v * = F u * . 
for some r > 0. Let {λ n } and {θ n } be real sequences in (0, 1] satisfying the following conditions:
Let u 0 , v 0 ∈ H be arbitrary, and let a sequence {u n } and {v n } be generated from u 0 and v 0 , respectively, by
where w ∈ H. Then there exists d > 0 such that if λ n ≤ d and λn θn ≤ d 2 for all n ≥ 0, the sequences {u n } and {v n } converge strongly to u * and v * , respectively, in H, where u * is a solution of the equation 0 = u + KF u and v * = F u * .
Proof. Since F and K are bounded continuous monotone mappings, we have that T defined as in the proof of Theorem 3.4 is a bounded continuous monotone mapping, and hence by Theorem 2 of [8] , T satisfies the range condition. Clearly, T is maximal monotone. Moreover, for z 0 = [u 0 , v 0 ] ∈ H × H,
Thus, by Theorem TZ we have that N (T ) = ∅, and hence the equation 0 = u+KF u has a solution in H. Therefore, by Theorem 3.4 we obtain that z n := [u n , v n ] → z * = [u * , v * ] ∈ N (T ). The conclusion follows.
Remark 3.7. Real sequences that satisfy the hypotheses of the above theorems and corollaries are λ n = (n + 1) −a and θ n = (n + 1) −b with 0 < b < a and a + b < 1.
Remark 3.8. If F and K are uniformly monotone mappings, we have simpler schemes that converge to the solution of the equation u + KF u = 0. In fact, we have the following theorem. 
