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Abstract
We investigate the behaviour of an establishing mutation which is subject to rapidly fluctu-
ating selection under the Lambda-Fleming-Viot model and show that under a suitable scaling
it converges to the Feller diffusion in a random environment. We then extend to a popula-
tion that is distributed across a spatial continuum. In this setting the scaling limit is the
SuperBrownian motion in a random environment. The scaling results for the behaviour of the
rare allele are achieved via particle representations which belong to the family of ‘lookdown
constructions’. This generalises the results obtained for the neutral version of the model by
Chetwynd-Diggle and Etheridge (2018), which was proved using a duality argument. To our
knowledge this is the first instance of the application of the lookdown approach in which other
techniques seem unavailable.
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1 Introduction
We address a question of some biological interest: how the frequency of a rare mutation evolves in
a spatially distributed population if the direction of selection on that mutation fluctuates in time?
This type of question is particularly relevant in the context of the ‘Court Jester hypothesis’ (see
Barnosky (2001), Benton (2009)), which states that long term improvements in fitness may not
occur, since populations must constantly evolve to keep pace with changes in the environment.
The simplest mathematical framework in which this question can be addressed is given by
observation of a single genetic locus. For simplicity, we consider a population with two genetic
types, the ‘common type’, κc, (often referred to as a wild type in biological literature) and the
‘rare’ type, κr. We assume that the rare type forms only a small fraction of the total population.
This simple setting may be interpreted as the model for a new mutation before it establishes itself
within the population.
Consider for a moment a simple model without selection (for example, a Moran model or a
Wright-Fisher model). In the absence of spatial structure, the absolute number of rare individuals
will evolve approximately according to a branching process, which, under appropriate scaling,
converges to the Feller diffusion. We may ask whether a similar phenomenon occurs in the presence
of selection, especially when the direction of selection fluctuates rapidly in time. One expects that
in the latter case the evolution approximately follows a branching process in a random environment,
and, under suitable scaling, converges to the Feller diffusion in a random environment.
It seems natural to try to establish an analogous result for a spatially distributed population.
It is well known that there are serious difficulties when trying to construct models which incorpo-
rate genetic drift in higher dimensional spatial continua, see Barton et al. (2013) for a review. A
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framework which allows us to overcome these difficulties has been found in the spatial Lambda-
Fleming-Viot process, introduced in Etheridge (2008) and Barton et al. (2010). Diffusion approx-
imations of this model lead to a limit of the Fisher-KPP type, (see e.g. Etheridge et al. (2018),
Forien and Penington (2017)) which is consistent with the behaviour of its non-spatial counterpart.
Therefore, the spatial Lambda-Fleming-Viot model provides a reasonable framework to study
the behaviour of the establishment of a mutation. Recent work by Chetwynd-Diggle and Etheridge
(2018) for the model without selective advantage or disadvantage for the rare mutation shows
convergence. The limiting object is a superBrownian motion, a measure-valued process introduced
independently by Watanabe (1968) and Dawson (1975), which is the spatial counterpart of the
Feller diffusion. There is some evidence that superBrownian motion (sometimes referred to as a
Dawson-Watanabe superprocess) is a universal scaling limit of critical interacting particle systems,
see e.g. Cox et al. (2000), Bramson et al. (2001) and van der Hofstad et al. (2017) and references
therein.
Recently Biswas et al. (2018) studied a diffusion approximation of the spatial Lambda-Fleming-
Viot with selection in a fluctuating environment. In contrast to their work we are interested in the
behaviour of an establishing mutation within a large population rather than two established popu-
lations of comparable size. In an analogy to the non-spatial case, we show that the limiting process
is the superBrownian motion in a random environment, introduced and studied in Mytnik (1996).
The work of Nakashima (2015) shows that superBrownian motion in a random environment is the
scaling limit of a model of branching random walks on a lattice in random environment, introduced
by Birkner et al. (2005). We conjecture that superBrownian motion in a random environment is a
universal scaling limit for the critical interacting particle systems in random environments.
The proof of the scaling result in Chetwynd-Diggle and Etheridge (2018) is based on a duality
method. However, as discussed in detail in Section 5 of Biswas et al. (2018), a useful dual process
seems to not be available in our setting. The techniques of Biswas et al. (2018) are also not available
to us as we are considering a rare mutation. Therefore, we use a different approach, based on a
particle representation which belongs to the family of lookdown constructions. We build on the
work of Kurtz and Rodrigues (2011) and provide a new lookdown construction of superBrownian
motion in a random environment. We then use ideas from Etheridge and Kurtz (2018) and a
slightly modified version of their construction of the spatial Lambda-Fleming-Viot lookdown which
can incorporate a random environment.
For other techniques discussed above many difficulties arise with the introduction of spatial
continua. However, the vast majority of our work in the non-spatial result transfers to the spatial
result without difficulty, see Remark 1.4 for an explanation. For this reason, the majority of
this paper is devoted to the rigorous derivation of the non-spatial result. Our proof technique is
based on four main ingredients: lookdown representation, an averaging trick due to Kurtz (1973), a
perturbation result due to Kurtz (1992) (which we recall as Theorem 2.7.1) and the Markov Mapping
Theorem of Kurtz (1998) (which we recall in Appendix B). Previous results using the lookdown
approach have shown either the existence of processes under weak conditions, or convergence of
processes which had previously been shown to converge through other means. This is, to our
knowledge, the first proof of convergence using the lookdown approach in which other techniques
are not available.
Lookdown constructions were introduced in Donnelly and Kurtz (1996, 1999). This approach
has proved to be particularly fruitful in applications to population models. In this setting, each
individual in the population is assigned a ‘level’ (taking values in either the integers, as in the
original paper of Donnelly and Kurtz (1996), or the reals, as introduced in Kurtz (2000)). Levels
typically carry information about genealogical relations between individuals. The name ‘lookdown’
is used as individuals usually determine their parents by ‘looking down’ at the sub-population with
3
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levels lower than their own.
From a practical perspective, one of the most useful properties of lookdown constructions is that
when passing from individual based models to their high density limits, or continuous approxima-
tion, the genealogies are preserved. The importance of this can be seen in the examples of systems
of individual based models approximated by the same diffusion processes with very different ge-
nealogies obtained in Taylor (2009). For further examples in the context of Lambda-Fleming-Viot
models we refer the reader to Miller (2015). For an excellent explanation of the general principle
of lookdown constructions we refer to Kurtz and Rodrigues (2011), particularly their death process
example in Section 2.1.
In the context of the Spatial Lambda-Fleming-Viot we would like to point to two different ap-
proaches. The first one is a the construction developed in Etheridge and Kurtz (2018), Section 4.1.3.
This construction forms the basis for our construction of the SLFV with selection in a fluctuating
environment. We recall a special case of this construction in Appenidix E. The second construction,
which was the first lookdown construction for the SLFV, was presented in Ve´ber and Wakolbinger
(2015), and was developed using a different approach in Etheridge and Kurtz (2018), Section 4.1.1.
The later construction is much closer in the flavour to the original ideas of Donnelly and Kurtz
(1996).
1.1 Statement of main results
We suppose that the population, which is distributed across Rd, is subdivided into two genetic
types. We will denote the space of types by K = {κc, κr}. Formally, the state of the population at
time t is described by a measure Mt ∈ M. WhereM is the space of measures whose first marginal
is Lebesgue measure on Rd×K. We note M is compact when equipped with the topology of weak
convergence.
At any fixed time there is a density w(t, ·) : Rd → [0, 1] such that
Mt(dx, dκ) = (w(t, x)δκr (dκ) + (1− w(t, x))δκc(dκ)) dx.
We interpret w(t, x) as the proportion of population of type κr at location x at time t. It is defined
only up to Lebesgue null set. For what follows, it is convenient to fix a representative of M0 and
update it according to a procedure described below. We consider two types of events - neutral and
selective events. Selective events are influenced by the state of the environment.
We begin with a description of the environment, which is used for all models in this section.
Our environment is modelled through a simple random field.
Definition 1.1. Let Πenv be a Poisson process with intensity E, dictating the times of the changes
in the environment. Let q(x, y) be a covariance function which belongs to C0
(
R
d × Rd) (continuous
functions vanishing at infinity) and let {ξ(m)(·)}m≥0 be a family of identically distributed random
fields on Rd such that
P
[
ξ(m)(x) = −1
]
=
1
2
= P
[
ξ(m)(x) = +1
]
,
E
[
ξ(m)(x)ξ(m)(y)
]
=q(x, y).
Set τ0 = 0 and write {τm}m≥1 for the points in Πenv and define
ζ(t, ·) :=
∞∑
m=0
ξ(m)(·)1[τm,τm+1)(t).
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For the construction of the random field in Definition 3.1 we refer to Ma (2009), especially Ex-
ample 1. We observe that the generator of the process describing the evolution of the environment,
Aenv, is given by
Aenvf(ζ) = Eπ[f(ζ)]− f(ζ), (1.1)
where π is the stationary distribution of the random field ζ.
The following version of the Spatial Lambda-Fleming-Viot is a slight modification of the process
discussed in Biswas et al. (2018).
Definition 1.2 (Spatial Lambda-Fleming-Viot process with fluctuating selection (SLFVFS)). Let
µ be a σ-finite measure on (0,∞) and for each r ∈ (0,∞), let νr be a probability measure on [0, 1],
such that the mapping r→ νr is measurable and∫
(0,∞)
rd
∫
[0,1]
u νr(du)µ(dr) <∞.
Further, fix s ∈ [0, 1] and let Πneu, Πfsel, be independent Poisson point processes on R+ × Rd ×
(0,∞) × [0, 1] with intensity measures (1 − s)dt ⊗ dx ⊗ µ(dr)νr(du) and sdt ⊗ dx ⊗ µ(dr)νr(du)
respectively. Let Πenv be a Poisson process of Definition 1.1, evolving independently of Πneu,Πsel.
Let σ(κ, ξ) :
(K × {−1, 1}) → R be a function which satisfies the symmetry condition
Eπ
[
σ(κr, ζ)
σ(κc, ζ)
− 1
]
= 0, (1.2)
The spatial Lambda-Fleming-Viot process with fluctuating selection (SLFVFS) with driving
noises Πneu, Πfsel, Πenv, is the Mλ-valued process Mt with dynamics described as follows. Let
w(t−, ·) be a representative of the density of Mt− immediately before an event (t, x, r, u) from Πneu
or Πfsel. Then the measure Mt immediately after the event has density w(t, ·) determined by:
1. If (t, x, r, u) ∈ Πneu, a neutral event occurs at time t within the closed ball B(x, r). Then
(a) Choose a parental location l according to the uniform distribution on B(x, r).
(b) Choose the parental type κ ∈ {κr, κc} according to distribution
P [κ = κr] = w(t−, l), P [κ = κc] = 1− w(t−, l).
(c) A proportion u of the population within B(x, r) dies and is replaced by offspring with
type κ. Therefore, for each point y ∈ B(x, r),
w(t, y) = w(t−, y)(1− u) + u1{κ=κr}.
2. If (t, x, r, u) ∈ Πfsel, a selective event occurs at time t within the closed ball B(x, r). Then
(a) Choose a parental location l according to the uniform distribution on B(x, r).
(b) Choose the parental type κ ∈ {κr, κc} according to
P [κ = κr] =
σ(κr, ζ)w(t−, li)
σ(κc, ζ)w(t−, li) + σ(κr, ζ)(1− w(t−, li) ,
P [κ = κc] =
σ(κr, ζ)(1− w(t−, li))
σ(κc, ζ)w(t−, li) + σ(κr, ζ)(1− w(t−, li) .
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(c) A proportion u of the population within B(x, r) dies and is replaced by offspring with
type κ. Therefore, for each point y ∈ B(x, r),
w(t, y) = w(t−, y)(1− u) + u1{κ=κr}.
The existence of the process follows from the methods of Etheridge et al. (2018) or results of
Etheridge and Kurtz (2018), Section 4.1.2. We note the symmetry condition is not required for
existence of the model. This condition can be relaxed if σ depends on N , however for simplicity,
we assume fixed σ and so require condition (1.2) to be satisfied. Furthermore, we will fix both the
impact and radius of events in our models. We assume, with a slight abuse of notation that µ = δr
and νr = δu.
We discuss the lookdown representation of the non-spatial version of the model in Section 2,
while Section 2.2.1 explains how the lookdown relates to the underlying process. The spatial version
of the lookdown representation for this process is described in Section 4.
We shall define the limiting process, which is a variant of superBrownian motion in a random
environment with a drift, in terms of the generator. Let MF (Rd) we denote the space of finite
measures on Rd, again equipped with a topology of weak convergence.
Definition 1.3 (SuperBrownian motion in a random environment). Let q(x, y) ∈ C0
(
R
d × Rd)
be a covariance function. The superBrownian motion in a random environment with a diffusion
parameter m, a growth parameter b and a quadratic variation parameter (a, c) is the (unique) process
µ, taking values in Mf (Rd), characterised by the generator (specified for f ∈ C¯2(R+), φ ∈ D(∆))
Lf(〈φ,Xt〉) = f ′(µ(φ))
[m
2
〈∆φ,Xt〉+ b〈φ,Xt〉
]
+
1
2
f ′′(〈φ,Xs〉)
(
a〈φ2,Xs〉+ c
∫
Rd×Rd
q(x, y)φ(x)φ(y)Xs(dx)Xs(dy)ds
)
. (1.3)
This model is discussed in more detail in Section 3. In particular, we provide a new lookdown
construction of the model, which we derive from the lookdown construction of branching Brownian
motion in a random environment.
Our results describe the scaling limit of a sequence of processes. At the Nth stage of our scaling,
the local population density will be K = K(N). We shall denote the representative of the density
of the scaled SLFVSRE by wN and the population of rare individuals by XN = KwN , which is
defined Lebesgue almost everywhere. We shall think of XN as a measure-valued process and abuse
notation by writing, for any Borel measurable φ,〈
XNt , φ
〉
= K
∫
Rd
φ(x)wNt (x)dx =
∫
Rd
φ(x)XNt (x)dx.
The scaling for the neutral part of the model is nearly the same as in Chetwynd-Diggle and Etheridge
(2018). The modifications required by the presence of selection and fluctuations in the environment
are inspired by Biswas et al. (2018). For the scaled process, time is sped up by a factor N , space
is shrunk by M(N), and the impact of each event is reduced by a factor J(N). The rate of envi-
ronmental changes is multiplied by Ŝ(N)2 and the proportion of selective events is multiplied by
Ŝ(N)/S(N). Scaling of the selective events is motivated by our inclination to model short burst of
strong selection. In the model weak selection limit the rate of selective events is scaled by 1/S(N).
The additional portion of selective events prevents the action of selection to average out in the
diffusive limit. The Central Limit Theorem suggests the relation between the rate of additional
selective events and rate of changes of the environment. See also Biswas et al. (2018), Section 3.2
and Section 4.2. Let C(d) :=
∫
B1(0) x
2dx. We are now in position to state the main result.
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Theorem 1.3.1. Suppose that XN0 is absolutely continuous with respect to Lebesgue measure with
support supp(XN0 ) ⊆ D, where D is a compact subset of Rd independent of N , and XN0 converges
weakly to X0. Moreover, suppose that, as N tends to infinity,
Cdur
d+2N
JM2
→ C1; J,K,M,S, Ŝ →∞; K
JMd
→ 0; u
2VRNK
J2Md
→ a;
N2
KJ2Md
→ 0; Eπ
[{
suNVR
SJ
(
σ(κr, ζ)
σ(κc, ζ)
− 1
)}2]
→ b2; Ŝ
S
→ 0.
If there exists an n such that, as N tends to infinity, N(K/J)n → 0 then the sequence XN (t)
converges weakly to superBrownian motion in a random environment with initial condition X0,
diffusion parameter C1, growth parameter b
2, quadratic variation parameter (a, b2).
Remark 1.4. We note that the neutral case of our model is analysed in Chetwynd-Diggle and Etheridge
(2018). Their scaling requires
N
JM2
→ C1; J,K,M →∞; NK
J2Md
→ C2,
along with a ‘sparsity’ condition which we discuss below. Their paper discusses the heuristic reason
for their scaling which also gives a solid justification for our choice of scaling.
We note that our ‘sparsity’ condition is the requirement K/JMd → 0, which is stronger than the
one present in Chetwynd-Diggle and Etheridge (2018). Our set of conditions implies M2/J → 0 in
comparison to theirs
M
J
→ 0 if d = 1; logM
J
→ 0 if d = 2; 1
J
→ 0 if d ≥ 3.
It is due to the fact that the lookdown construction ‘sees’ the Hausdorff dimension of the support
of superBrownian motion in a way that previous work did not, since our set of test functions does
not smooth out the support of the process, in sharp contrast to their approach. We require the
intensity of levels within the ball of radius r/M to tend to infinity in order to allow the limit to
have Hausdorff dimension two. This observation explains why the proof of our results in the spatial
case does not differ significantly from the proof in the non-spatial case.
1.2 Structure of the paper
The rest of the paper is structured as follows. In Section 2 we discuss the Lambda-Fleming-
Viot model, studying its scaling limits and discussing the lookdown representation. In particular,
Section 2.3 contains the bulk of our proof. In Section 3, we discuss the lookdown construction for a
version of Branching Brownian motion in a random environment and the lookdown representation
of the superBrownian motion in a random environment. In Section 4, we discuss how to extend
the result of Section 2 to the spatial setup. Appendix A contains some information of Poisson
random measures, which are used extensively throughout the paper. Appendix C briefly recalls a
Lemma A.13 from Kurtz and Rodrigues (2011) which ensures our projected process is a solution to
the correct martingale problem. Appendix B discusses the Markov Mapping Theorem. Appendix D
contains some of the proofs of Theorems of Section 3. In Appendix E, we recall the original
construction of Etheridge and Kurtz (2018).
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2 Scaling limits of the LFV - dynamics of the rare type
In this section we are interested in describing the evolution of a subpopulation with a rare mutation
within a population which evolves according to the Λ-Fleming-Viot model with selection in a
fluctuating environment (LFVSFE). We will again consider a type space with two types, rare and
common. Which of those two types has higher fitness changes with the environment. We show that
the evolution of the rare subpopulation follows a Feller diffusion in a random environment.
We provide a new description of the LFVSFE in terms of a lookdown construction. This
construction is inspired by the lookdown construction of the neutral model in Section 4.1.3 of
Etheridge and Kurtz (2018).
Let us begin with a description of the model which gives some insight into its construction
before defining the model precisely in Definition 2.1. Each of the individuals in the population is
assigned a genetic type κ from the set K and a level l ∈ R+ ∪ {0}. We restrict our attention to
K = {κc, κr}, which we refer to as the ‘common’ and ‘rare’ type, respectively. Since in this section
we consider a model without spatial structure, the state of the population can be represented as
a collection of points, η = {(l, κ)}, or as a measure which can be written, with a slight abuse of
notation, as
η =
∑
(l,κ)∈η
δ(l,κ), where (l, κ) ∈
(
R
+ ∪ {0},K) .
We assume that the process with levels η is always a conditionally Poisson system with Cox measure
mleb × Ξ, where mleb is Lebesgue measure on R+. This is because, in our lookdown model, when
our initial condition has this form then our process will have this form for all subsequent times.
This is a key feature in how the lookdown construction relates to its underlying model.
For lookdown representations we consider test functions of the form
f(η) =
∏
l∈η
g(l),
with the additional requirement that there exists a λg > 0 such that g(l) = 1 for all l > λg.
This set of test functions will be used throughout this paper for computations involving lookdown
representations.
We are interested in the situation when the type which is selectively advantageous depends on
the environment. We write ζ for the random process which models the state of the environment.
Therefore the full state of the model at time t is given by a pair (ηt, ζt).
We now proceed to carefully state our non-spatial model, the scaling and the non-spatial results.
The following statements are almost identical to those found in Section 1.1 but we include them
for completeness. This further demonstrates the similarity between the spatial and non-spatial
methods when using the lookdown construction and motivates why our spatial proof mainly lies
within Proposition 4.6 and Proposition 4.7.
The evolution of the population is determined by reproduction events of two types - neutral and
selective. We assume that a proportion, s, of events are selective and favour one of the two types.
Events are driven by independent Poisson processes Πneu and Πsel. For simplicity we assume that
the impact of the events is fixed and equal to u.
Both neutral and selective events are composed of two elements - discrete births and thinning.
The birth phase of the events differs between neutral and selective events, while the thinning phase
is the same.
8
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Whenever t ∈ Πneu, a birth event produces offspring, with levels distributed according to an
independent Poisson point process with intensity u. Let v∗ be the smallest of the new levels. Let
(l∗neu, κ∗) denote the element of η with the smallest level greater than v∗, that is
l∗neu = min{l : (l, κ) ∈ η, l > v∗}.
The individual (l∗neu, κ∗) is chosen as the parent of the event and removed from the population. All
new individuals are assigned type κ∗, the type of the parent. The levels of all old individuals in the
population are changed. If the level of the individual was smaller than v∗ it remains unaffected by
the birth. If the level of the individual was larger than v∗, it is moved to l − l∗neu + v∗.
If the event is selective, the situation is more complicated. We introduce an additional function
σ(κ, ζ), which influences the likelihood of an individual of type κ being parent, given the state of
the environment, ζ. When the environment is in state ζ, the higher the value of σ(κ, ζ), the more
likely an individual of type κ is to be selected as a parent during selective events in environment ζ.
Whenever t ∈ Πsel, a birth event produces offspring, with levels distributed according to an
independent Poisson process with intensity u. As before, let v∗ be the smallest of the new levels.
Let (l∗sel, κ
∗) denote the element of η which obtains the minimum
min
{
li − v∗
σ(κi, ζ)
: (li, κi) ∈ η, li > v∗
}
. (2.1)
The individual (l∗sel, κ
∗) is chosen as the parent of the event and removed from the population.
All new individuals are assigned the parent’s type as in neutral events. The levels of all old
individuals in the population are then changed. If the level of the individual was smaller than v∗
it remains unaffected by the birth. If the level of the individual was larger than v∗, it is moved to
σ(κ, ζ)(l − l∗neu + v∗)/σ(κ∗, ζ).
For both neutral and selective events once the parent has been selected, and the old levels
moved to their new locations, thinning takes place. Thinning does not affect the new individuals.
The thinning takes the level of each individual which is neither a child or the parent of the event
present within the population and multiplies it by 1/(1−u). The combined effect of this movement
is defined explicitly through the function Jneu, defined in (2.3), for neutral events and Jsel, defined
in (2.5), for selective events. We note that instead of removing the parent from the population you
can consider the parent to be the lowest offspring instead. The movement of the levels is chosen in
this way to maintain levels with a conditionally Poisson system after any event.
We now define the main process of interest.
Definition 2.1 (Lookdown representation of LFVSFE). Fix s ∈ (0, 1). Let Πneu,Πsel be a pair
of independent Poisson point processes with intensity measures (1 − s)dt⊗ ν(du) and sdt⊗ ν(du)
respectively on R+ × (0, 1). Moreover, let Πenv be a Poisson process with rate E, independent of
Πneu,Πsel. Let σ : K × {−1, 1} → R be a function.
The lookdown representation of LFVSRE is the process taking values in purely atomic measures
on R×K × {−1, 1} with dynamics described as follows.
1. If (t, u) ∈ Πneu
(a) a group of new individuals with levels (v1, v2, . . . ) is added to the population. Their levels
are distributed according to a Poisson process with intensity u.
(b) Let v∗ = min{v1, v2, . . . }. The type of the new individuals is chosen to be the same as
the type of the individual (κ∗, l∗) whose level is the lowest above v∗, that is
l∗neu = min{l : (l, κ) ∈ η, l > v∗}. (2.2)
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(c) As a result of an event the levels with position l before an event will have new position
given by
Jneu(l, l∗neu, v∗) =

1
1−u(l − (l∗neu − v∗)) if l > l∗neu,
1
1−u l if l < l
∗
neu,
v∗ if l = l∗neu.
(2.3)
2. If (t, u) ∈ Πsel
(a) a group of new individuals with levels (v1, v2, . . . ) is added to the population. Their levels
are distributed according to a Poisson process with intensity u.
(b) Let v∗ = min{v1, v2, . . . }. The type of the new individuals is chosen to be the same as
the type of the individual (l∗, κ∗) whose level minimizes{
li − v∗
σ(κi, ζ)
: (li, κi) ∈ η, li > v∗
}
. (2.4)
(c) As a result of an event the levels with position l and type κ before an event will maintain
their type but will have new position given by
Jsel((l, κ), (l∗sel, κ∗), ζ, v∗) =

v∗ if l = l∗sel,
1
1−u
(
l − (l∗ − v∗) σ(κ,ζ)σ(κ∗,ζ)
)
if l 6= l∗sel, l > v∗,
1
1−u l if l < v
∗.
(2.5)
3. If t ∈ Πenv, the environmental variable ζt is resampled uniformly from {−1, 1}.
As in the spatial case our results require a symmetry condition on the values of σ(κ, ζ). To be
more precise, we require that
Eπ
[
σ(κr, ζ)
σ(κc, ζ)
− 1
]
= 0, (2.6)
where π is the stationary distribution of ζ.
We note that the generator of the process from Definition 2.1 is given by
Af(η, ζ) = Aneuf(η, ζ) +Aself(η, ζ) +Aenvf(η, ζ), (2.7)
where
Aneuf(η, ζ)
= (1− s)
∫ ∞
0
[
ue−uv
∗
g(κ∗, v∗)e−u
∫∞
v∗
(1−g(κ∗,v))dv ∏
(κ,l)∈η,l 6=l∗
g (κ,Jneu(l, l∗neu, v∗))
]
dv∗ − f(η),
Aself(η, ζ) = s
∫ ∞
0
[
ue−uv
∗
g(κ∗, v∗)e−u
∫∞
v∗
(1−g(κ∗,v))dv
×
∏
(κ,l)∈η,l 6=l∗sel
g (κ,Jsel((l, κ), (l∗sel, κ∗), ζ, v∗))
]
dv∗ − f(η),
Aenvf(η, ζ) = Eπ[f(η, ζ)]− f(η, ζ).
Observe that the only differences between neutral and selective events are the choice of the parent
l∗ and the movement of levels.
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2.1 Scaling
We are interested in the evolution of the subpopulation of a rare type within the population evolving
according to LFVSFE. To quantify the rarity, we consider a population with total density K (which
is equal to one for the usual Lambda-Fleming-Viot model), and will let K tend to infinity. We
wish the rare type to make up about O(1/K) of the population at each level of the scaling. This
is represented in the look-down process by the intensity of levels. The levels of individuals are
initially Poisson distributed with intensity K with individuals given the rare type with probability
O(1/K) and given the common type otherwise.
In order to recover the correct scaling limit we need to readjust our parameters. Let wN
denote the proportion of individuals of the rare type at the N th stage of scaling. Let XN = KwN
denote the size of the population of the rare type. Our scaling limit describes the behaviour of
XN . The right scaling of the other parameters is suggested by Chetwynd-Diggle and Etheridge
(2018) and Biswas et al. (2018) as discussed in Remark 1.4. We speed up the reproduction rate
by N and increase the total population size to K(N), but scale down both the impact and the
selection coefficient. The impact of an event at the N th stage of the approximation will be given by
u/J(N). The selection coefficient in the presence of fluctuations will be sŜ(N)/S(N) and s/S(N)
in the absence of fluctuations. In order to simplify the notation we drop the explicit dependence
of scaling parameters on N in what follows. For our results to hold, certain relations between the
parameters need to be satisfied. In Theorem 2.4.1, Theorem 2.5.1 and Theorem 2.5.2 we specify
scaling limits for the model with fluctuating selection, the model where the direction of selection
does not change and the neutral model respectively. In particular, our results require a specific
relation between the rate of the changes in the environment and the rate of selection. We therefore
assume that the rate of the environmental events is Ŝ2.
The generator of the scaled process can then be written as
ANf(η, ζ) = ANneuf(η, ζ) + ŜA
N
self(η, ζ) + Ŝ
2ANenvf(η, ζ), (2.8)
where
ANneuf(η, ζ) = N
(∫ ∞
0
[
uK
J
e−
uK
J
v∗g(κ∗, v∗)e−
uK
J
∫∞
v∗
(1−g(κ∗,v))dv
×
∏
(κ,l)∈η,l 6=l∗
g (κ,Jneu(l, l∗, v∗))
]
dv∗ − f(η)
)
,
ANself(η, ζ) =
sN
S
(∫ ∞
0
[
uK
J
e−
uK
J
v∗g(κ∗, v∗)e−
uK
J
∫∞
v∗ (1−g(κ∗,v))dv
×
∏
(κ,l)∈η,l 6=l∗sel
g (κ,Jsel(l, l∗sel, v∗))
]
dv∗ − f(η)
)
,
ANenvf(η, ζ) = Eπ[f(η, ζ)]− f(η, ζ).
2.2 Main result of this section
We now state the main results of this section. We recall the definitions of some of the classical
models in terms of their generators, in order to state the results formally.
Definition 2.2 (Feller diffusion). Let a, b > 0. The Feller diffusion is the process taking values in
11
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R with generator Cfd, defined for every f ∈ C∞(R), given by
Cfdf(y) = ayf
′′(y) + byf ′(y).
Its lookdown representation is characterised by the process with generator Afd given by
Afdf(η) = f(η)
∑
i
2a
∫ ∞
li
(
g(v) − 1)dv + f(η)∑
i
(
al2i − bli
)g′(li)
g(li)
. (2.9)
Definition 2.3 (Feller diffusion in random environment). Let a, b > 0. The Feller diffusion in
a random environment is the process taking values in R with generator Cfdr, defined for every
f ∈ C∞(R), of the form
Cfdrf(y) =
(
ay + b2y2
)
f ′′(y) + b2yf ′(y).
Its lookdown representation is characterised by the process with generator A given by
Af(η) = f(η)
∑
i
2a
∫ ∞
li
(
g(v) − 1)dv + f(η)∑
i
(
al2i − b2li
)g′(li)
g(li)
+ b2f(η)
∑
j
∑
i 6=j
lj li
g′(li)g′(lj)
g(li)g(lj)
+ l2j
g′′(li)
g(li)
 . (2.10)
For a detailed discussion of the lookdown constructions for the Feller diffusion and the Feller
diffusion in a random environment we refer to Kurtz and Rodrigues (2011), Section 2.
Remark 2.4. We observe that our choice of test functions guarantees that since
∑
i
g′(li)∏
j 6=i
g(lj)
 = f(l)∑
i
(
g′(li)
g(li)
)
,
all terms appearing in (2.9) and (2.10) are well-defined, even if g(li) = 0.
Theorem 2.4.1. Let XN (t) denote the total intensity of individuals of rare type at time t. Suppose
that XN0 converges to X0. Moreover, suppose that, as N tends to infinity,
J,K, S, Ŝ →∞; K
J
→ 0; u
2NK
J2
→ 2a; N
2
KJ2
→ 0;
Eπ
[{
suN
SJ
(
σ(κr, ζ)
σ(κc, ζ)
− 1
)}2]
→ b2; Ŝ
K
→ 0; Ŝ
S
→ 0. (2.11)
In addition, assume that there exists anm such that, as N →∞, NKm/Jm → 0. Then the sequence
XN (t) converges weakly to the Feller diffusion in a random environment with initial condition X0
and parameters 2a, b2.
Example 2.5. Fix ǫ ∈ (0, 1/4), β ∈ (0, 1/4 − ǫ) and γ ∈ (0, β). The conditions of Theorem 2.4.1
are satisfied if
J = N
3
4
+ǫ S = Nβ K = N
1
2
+2ǫ Ŝ = Nγ .
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As a by-product of our technique, we prove an analogous result for the neutral model and the
model with selection.
Theorem 2.5.1. Let XN (t) denote the total intensity of individuals of rare type at time t. Suppose
that XN0 converges to X0 and the intensity of selective events is zero. Moreover, suppose that, as
N tends to infinity,
J,K →∞; K
J
→ 0; N
2
KJ2
→ 0; u
2NK
J2
→ 2a. (2.12)
In addition, assume that there exists an m such that, as N → ∞, NKm/Jm → 0. Then the
sequence XN (t) converges weakly to the critical Feller diffusion (b = 0) with initial condition X0
and variance parameter 2a.
Theorem 2.5.2. Let XN (t) denote the total intensity of individuals of rare type at time t. Suppose
that XN0 converges to X0, σ does not depend on the environment and Sˆ = 1. Moreover, suppose
that, as N tends to infinity,
J,K, S →∞; K
J
→ 0; N
2
KJ2
→ 0; u
2NK
J2
→ 2a; suN
SJ
(
σ(κr)
σ(κc)
− 1
)
→ b (2.13)
In addition, assume that there exists an m such that, as N → ∞, NKm/Jm → 0. Then the
sequence XN (t) converges weakly to the Feller diffusion with initial condition X0 and parameters
2a and b.
Remark 2.6. We stress that our proofs do not guarantee convergence of the lookdown representa-
tions, but only convergence of the projected models.
2.2.1 Projected model
We follow the work in Etheridge and Kurtz (2018) to show the connection between our lookdown
construction and the standard LFV.
The neutral generator is simply the non-spatial counterpart of the lookdown construction from
Etheridge and Kurtz (2018) and so we do not treat it here. However, in order to clarify how our
form of selection acts from the perspective of the underlying process we investigate further. This
section follows Etheridge and Kurtz (2018) and all the techniques in this section are taken from
there, but formulated in our notation. The part of the generator of our process which describes
selective events is of the form
Aself(η) = s
(∫ ∞
0
[
ue−uv
∗
g(v∗, κ∗)e−u
∫∞
v∗ (1−g(v,κ∗))dv
×
∏
(l,κ)∈η,l 6=l∗sel
g (Jsel(l, l∗sel, v∗), κ)
]
dv∗ − f(η)
)
.
We define h(κ) =
∫∞
0 (1− g(l, κ))dl and note that integration by parts gives∫ ∞
0
ue−uv
∗
g(v∗, κ∗)e−
uK
J
∫∞
v∗ (1−g(v,κ∗))dvdv∗ = e−uh(κ
∗).
13
SLFV in a fluctuating environment and SuperBrownian Motion
We also note that if η is formed from a Poisson point process with intensity measure mleb ⊗ Ξ(dκ)
then
{Jsel(l, l∗sel, v∗) : l 6= l∗sel},
is a Poisson point process with intensity measure mleb⊗ (1−u)Ξ(dκ). Consider the distribution of
κ∗ conditioned on Ξ(dκ). We note that
P[κ∗ = κr] =
σ(κr)Ξ({κc})
σ(κr)Ξ({κc}) + σ(κc)Ξ({κr}) ,
and so when we average our selective generator we get
αANself(Ξ) = se
− ∫K h(κ)Ξ(dκ)
×
([
σ(κr)Ξ({κc})
σ(κr)Ξ({κc}) + σ(κc)Ξ({κr})e
−uh(κr)
+
σ(κc)Ξ({κr})
σ(κr)Ξ({κc}) + σ(κc)Ξ({κr})e
−uh(κc)
]
eu
∫
K h(κ)Ξ(dκ) − 1
)
.
We finally note that our selection can now be seen as a simple weighted choice of parent in the
(non-spatial) Lambda Fleming-Viot process. The same calculation can be done for the spatial case.
Remark 2.7. We notice that our way of modelling selection differs from the approach of Etheridge et al.
(2018) and Biswas et al. (2018). However, a quick generator calculation shows that this type of
selection leads to the same diffusion approximation as in Etheridge et al. (2018) and Biswas et al.
(2018).
2.3 Convergence of the non-spatial model
We are interested in convergence of the model with selection in a fluctuating environment. Recall
that we study the behaviour of an establishing mutation under this model. We take that into
account by considering test functions which are unaffected by the individuals of the common type,
κc.
We recall the generator of the rescaled process takes the form
ANf(η, ζ) = ANneuf(η, ζ) + ŜA
N
self(η, ζ) + Ŝ
2ANenvf(η, ζ), (2.14)
where ANneu is the part of the generator which describes neutral events, A
N
sel is the part of the
generator which describes selective events, and ANenv describes the evolution of the environment.
In Sections 2.3.2 and 2.3.3, we show that the terms ANneu and A
N
sel converge to well-defined
limits. However, since Ŝ → ∞ as N tends to infinity, it may seem that as N tends to infinity,
(2.14) will not converge to a non-trivial limit. However, the naive limiting procedure does not take
into account the changes in the direction of selection. In order to identify the correct limit, we
apply a ‘separation of timescales’ trick due to Kurtz (1973).
By the calculations in the proof of Theorem 2.5.2 the operator ANsel can be written as
ANself(η) = f(η)
suN
JS
(
σ(κr, ζ)
σ(κc, ζ)
− 1
)∑
j
lj
g′(κj , lj , ξ)
g(κj , lj , ξ)
+O
(
1
S
+
1
K
)
(2.15)
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We consider a test function f˜ of the form
f˜(η, ζ) = f(η) +
1
Sˆ
f(η)
suN
JS
(
σ(κr, ζ)
σ(κc, ζ)
− 1
)∑
j
g′(κj , lj)
g(κj , lj)
lj =: f(η) +
1
Sˆ
f1(η, ζ).
Observe that since Sˆ → ∞, we can prove the test function f˜ will tend to f(η) as N → ∞. We
apply the generator (2.14) to f˜ . This leads to
AN f˜(η, ζ) = ANneuf(η) + ŜA
N
self(η) +
1
Sˆ
ANneuf1(η, ζ) +A
N
sel (fN (η, ξ)) − ŜfN(η, ξ)
= ANneuf(η) +A
N
sel (fN(η, ξ)) +O
(
1
Ŝ
+
Ŝ
S
+
Ŝ
K
)
where we have used (2.15), that f does not depend on ξ (to see Aenvf(η) = Eπ[f(η)]−f(η) = 0) and
(2.6), (to see that, as Eπ[fN (η, ζ)] = 0, AenvfN (η, ζ) = −fN (η, ζ)). Therefore, at least heuristically,
the identification of ANsel (fN (η, ξ)) should lead to the correct limit.
To make this argument rigorous, we shall use a theorem due to Kurtz (1992) which we recall
here. Let us introduce some notation. For a metric space E, let lm(E) be the space of measures
on [0,∞) × E such that µ ∈ lm(E) if and only if µ([0, t) × E) = t.
Theorem 2.7.1 (Kurtz (1992), Theorem 2.1). Let E1, E2 be complete separable metric spaces, and
set E = E1×E2. For each n, let {(Xn, Yn)} be a stochastic process with sample paths in DE([0,∞))
adapted to a filtration {Fnt }. Assume that {Xn} satisfies the compact containment condition, that
is, for each ǫ > 0 and T > 0, there exists a compact K ⊂ E such that
inf
n
P[Xn(t) ∈ K, t ≤ T ] ≥ 1− ǫ, (2.16)
and assume that {Yn(t) : t ≥ 0, n = 1, 2, . . .} is relatively compact (as a collection of E2-valued
random variables). Suppose that there is an operator A : D(A) ⊂ C(E1) → C(E1 × E2) such that
for f ∈ D(A) there is a process ǫfn for which
f(Xn(t))−
∫ t
0
Af(Xn(s), Yn(s))ds+ ǫ
f
n(t) (2.17)
is an {Fnt }-martingale. Let D(A) be dense in C(E1) in the topology of uniform convergence on
compact sets. Suppose that for each f ∈ D(A) and each T > 0, there exists p > 1 such that
sup
n
E
[∫ T
0
|Af(Xn(t), Yn(t)|pdt
]
<∞ (2.18)
and
lim
n→∞E
[
sup
t≤T
|ǫfn(t)|
]
= 0. (2.19)
Let Γn be the lm(E2)-valued random variable given by
Γn ([0, t]×B) =
∫ t
0
1B(Yn(s))ds.
Then {(Xn,Γn)} is relatively compact in DE1 [0,∞)× lm(E2), and for any limit point (X,Γ) there
exists a filration {Gt} such that
f(X(t)) −
∫ t
0
∫
E2
Af(X(s), y)Γ(ds × dy) (2.20)
is a {Gt}-martingale for each f ∈ D(A).
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We observe that
f(ηt)−
∫ t
0
Af(ηt, ζt)ds+ (f̂(ηt, ζt)− f(ηt)) +
∫ t
0
Af(ηs, ζs)−AN f̂(ηs, ζs)ds
= f˜(ηt, ζt)−
∫ t
0
AN f˜(ηs, ζs)ds,
where A is given by (2.10). Since f˜ − ∫ t0 AN f˜(s)ds is a martingale, we have written our problem
in the form (2.17) with
ǫfN (t) = (f˜(ηt, ζt)− f(ηt)) +
∫ t
0
Af(ηs, ζs)−AN f˜(ηs, ζs)ds (2.21)
To check that the assumptions of Theorem 2.7.1 are satisfied, we work with both the lookdown
representation and the projected model. The projected model allows us to check the compact
containment condition (2.16) and prove the Lp estimate (2.18). Both are achieved via an intensity
estimate given by the following Lemma.
Lemma 2.8. Let XN = KwN denote the total intensity of individuals of the rare type. Assume
that E[XN (0)] <∞. Then for any T > 0
sup
t≤T
sup
N
E[XN (t)] <∞, (2.22)
lim
H→∞
sup
N
P
[
sup
t≤T
XN (t) > H
]
=0. (2.23)
We discuss the proof in Section 2.3.1.
The part of the argument which allows us to identify the correct limit and shows that condition
(2.19) is satisfied, that is
lim
n→∞E
[
sup
t≤T
|ǫfN (t)|
]
= 0, (2.24)
is more involved, and requires the use of the lookdown representation. We will first look at the
behaviour of ∫ t
0
ANf(ηs, ζs)−Af(ηs, ζs)ds.
The terms involving ANneu and A
N
sel are tackled separately.
Let ηrt be the process obtained from ηt by only considering the individuals of the rare type,
ηrt := {l : (l, κr) ∈ ηt}.
Proposition 2.9. Under the conditions of Theorem 2.5.1,
E
[
sup
t≤T
∣∣∣∣∣
∫ t
0
ANneuf(ηs)
−
f(ηrs) ∑
li(t)∈ηNt
al2i
g′(li(t))
g(li(t))
+ 2af(ηrs)
∑
li(t)∈ηrs
∫ ∞
li(t)
(
1− g(κi, v)
)
dv
ds∣∣∣∣∣
]
→ 0.
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This proposition will be proved via Taylor’s formula through Proposition 2.15 and Proposi-
tion 2.16 in Section 2.3.2. An analogous proposition applies to the terms involving ANsel.
Proposition 2.10. Under the conditions of Theorem 2.5.2 for any T ∈ R
E
[
sup
t≤T
∣∣∣∣∣
∫ t
0
ANself(η
N
s )− f(ηNs )
 ∑
li(t)∈ηNt
−bli g
′(li)
g(li)
 ds∣∣∣∣∣
]
→ 0.
We discuss the proof of this proposition, along with calculations which allow us to fully justify
the separation of timescales procedure in Section 2.3.3. These three propositions will allow us
to conclude Theorem 2.5.1 and Theorem 2.5.2. We then proceed to use these results to prove
Theorem 2.4.1 in Section 2.3.4. We notice that if the random perturbation Y appearing in the
statement of Theorem 2.7.1 is trivial, the statement itself reduces to the usual condition for relative
compactness of the sequence of stochastic processes, see, for example, Ethier and Kurtz (1986),
Theorem 3.9.1 and Theorem 3.9.4. Therefore as a by-product of our construction we give a proof of
Theorem 2.5.1 and Theorem 2.5.2. The proof of Theorem 2.5.1 is the most technical of this section.
Remark 2.11. Our proof guarantees the relative compactness of the sequences of scaled lookdown
representations and that limit points must satisfy a martingale problem. However, we do not have a
proof of uniqueness of the martingale problem characterizing the limiting equation. We will use the
Markov Mapping Theorem to deduce the relative compactness of the sequence of projected models and
a martingale problem characterising limit points. Lemma A.13 from Kurtz and Rodrigues (2011)
guarantees that every projection given by the Markov Map solves the projected martingale problem.
Since this projected martingale problem has unique solutions, the relative compactness is enough to
guarantee convergence of the sequence of projected models.
Remark 2.12. We are interested in the behaviour of a rare subpopulation. As we have discussed
earlier, we would like it to form O(1/K) of the population. For technical reasons, instead of the
process XN (t), it is sometimes convenient to consider a stopped process XN (t ∧ τN ), where
τN := inf{t > 0 : XNt > ZN}.
We require the sequence of real numbers ZN to be finite for each N and to tend to infinity as N
tends to infinity. This requirement coupled with Lemma 2.8 guarantees that the convergence of the
stopped processes translates directly into convergence of the unstopped processes. We shall see that
technical assumptions will require that ZN → ∞ sufficiently slowly. However, these assumptions
will not change our proof.
2.3.1 Intensity estimate
This subsection is devoted to the proof of our intensity estimate.
Proof of Lemma 2.8. The generator of the projected process can be written as
Lf(w, ζ) = {wf((1− u)w + u, ζ) + (1− p)f((1− u)w, ζ)− f(w, ζ)}
+ s
[
σ(κr, ζ)w
σ(κr, ζ)w + σ(κs, ζ)(1− w)pf((1− u)w + u, ζ)
+
σ(κc, ζ)(1− w)
σ(κr, ζ)w + σ(κs, ζ)(1− w)wf((1− u)w + u, ζ)− f(w, ζ)
]
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+ Lenvf(p, ζ).
Recall that we are interested in an estimate for the intensity of the process describing the evolution
of the rare individuals. We therefore substitute X = Kw. Under the assumptions of Theorem 2.4.1
this leads to the generator
Lf(X, ζ) = N
{
X
K
f
((
1− u
J
)
X +K
u
J
, ζ
)
+
(
1− X
K
)
f
((
1− u
J
)
X, ζ
)
− f(X, ζ)
}
+NŜ
s
S
[
σ(κr, ζ)
X
K
σ(κr, ζ)
X
K + σ(κs, ζ)
(
1− XK
)f ((1− u
J
)
X +K
u
J
, ζ
)
+
σ(κc, ζ)
(
1− XK
)
σ(κr, ζ)
X
K + σ(κs, ζ)
(
1− XK
)f ((1− u
J
)
X, ζ
)
− f(X, ζ)
]
+ Lenvf(X, ζ).
This means that for any f ∈ C∞(R),
f(XN (T ), ζT ) = f(X0, ζ0) +
∫ T
0
L(XN (s), ζs)ds+M(T ),
where M is a martingale. Substituting f(x, ζ) = x leads to
X(T ) =X(0) +NŜ
s
S
u
J
∫ T
0
[
σ(κr, ζ)
σ(κr, ζ)
X
K + σ(κc, ζ)
(
1− XK
)X
K
(K −X)
+
−σ(κc, ζ)
σ(κr, ζ)
X
K + σ(κc, ζ)
(
1− XK
) (1− X
K
)
X
]
ds+M(T )
=X(0) +NŜ
s
S
u
J
∫ T
0
[
σ(κr, ζ)
σ(κr, ζ)
X
K + σ(κc, ζ)
(
1− XK
)X
−
(
σ(κr, ζ)
X
K
σ(κr, ζ)
X
K + σ(κc, ζ)
(
1− XK
) + σ(κc, ζ) (1− XK )
σ(κr, ζ)
X
K + σ(κc, ζ)
(
1− XK
))X] ds+M(T ).
Since
σ(κr, ζ)
σ(κr, ζ)
X
K + σ(κc, ζ)
(
1− XK
) = σ(κr, ζ)
σ(κc, ζ)
+
X
K
σ(κc, ζ)σ(κr, ζ)− σ2(κr, ζ)
σ(κc, ζ)
(
σ(κr, ζ)
X
K + σ(κc, ζ)
(
1− XK
)) , (2.25)
this expression can be written as
X(T ) = X(0) +NŜ
s
S
u
J
{∫ T
0
[(
σ(κr, ζ)
σ(κc, ζ)
− 1
)
X
]
ds
+
∫ T
0
[
X2
K
σ(κc, ζ)σ(κr, ζ)− σ2(κr, ζ)
σ(κc, ζ)
(
σ(κr, ζ)
X
K + σ(κc, ζ)
(
1− XK
))]ds}+M(T ). (2.26)
Consider the stopping time τ = inf{t ≥ 0 : XN > H} and the stopped process X̂N (t) = XN (t∧ τ).
Since (2.26) holds at a bounded stopping time, taking the expectation and using the symmetry
condition (2.6) leads to
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E[X̂N (T )] = E[X̂(0)] +NŜ
s
S
u
J
E
[∫ T
0
{(
σ(κc, ζ)
σ(κr, ζ)
− 1
)
X̂N (s)
}
ds
+
∫ T
0
(X̂N (s))2K σ2(κr, ζ) + σ(κc, ζ)σ(κr, ζ)σ(κc, ζ)(σ(κr, ζ) X̂N (s)K + σ(κc, ζ)(1− X̂N (s)K ))
 ds

≤ E[X̂(0)] +NH
K
sŜ
S
u
J
Cσ
∫ T
0
E[X̂N (s)]ds,
where Cσ is a constant depending on σ. By Gro¨nwall’s inequality
E[X̂N (T )] ≤ E[X̂N (0)] exp
(
N
H
K
sŜ
S
u
J
CσT
)
.
If one takes H = ZN this, combined with the conditions from Theorem 2.4.1, concludes the proof
of (2.22). To see that (2.23) holds, it is enough to observe that by Markov’s inequality
P
[
sup
0≤t≤T
Xt ≥ H
]
= P[X̂T ≥ H] ≤ E[X̂T ]
H
, (2.27)
and for any T , ε > 0 we can choose H1, N1 such that for H ≥ H1, N ≥ N1 and t ≤ T the right
hand side of (2.27) is less than ε.
We also take note of a simple corollary which we will use later in our main proof.
Corollary 2.13. The lookdown process satisfies the compact containment condition, (2.16) in The-
orem 2.7.1.
Proof. We note that the characterisation of convergence given in Theorem A.2.1 ensures that a
sequence of lookdown processes satisfies the compact containment condition if and only if the
projected processes also satisfy compact containment condition.
Remark 2.14. We do not give details but a simpler calculation also proves Lemma 2.8 under the
assumptions of Theorem 2.5.1 and Theorem 2.5.2.
2.3.2 Neutral model - proof of Theorem 2.5.1
Even though this subsection contains the proof of the result for the least complicated model, the
proof itself is the most involved one. The relative simplicity of the proof for the more complicated
model demonstrates the power of this lookdown method. Proofs of Theorem 2.5.2 and Theo-
rem 2.4.1 heavily rely on technical observations from this subsection. We recall that the generator
of the neutral part of the process takes the form
ANneuf(η) = N
(∫ ∞
0
[
uK
J
e−
uK
J
v∗g(κ∗, v∗)e−
uK
J
∫∞
v∗
(1−g(κ∗,v))dv
×
∏
(κ,l)∈η,l 6=l∗
g (κ,Jneu(l, l∗, v∗))
]
dv∗ − f(η)
)
, (2.28)
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where (κ∗, v∗) denotes the parent and Jneu is defined as in (2.3), that is
Jneu(l, l∗neu, v∗) =

1
1−u(l − (l∗neu − v∗)) if l > l∗neu,
1
1−u l if l < l
∗
neu,
v∗ if l = l∗neu.
Before stating the propositions and lemmas which prove Theorem 2.5.1, let us rewrite (2.28) in a
more convenient form.
We start by observing that a Taylor expansion of g gives
g(κ∗, v∗)
∏
(κ,l)∈η,l 6=l∗
g (κ,J (l, l∗, v∗))− f(η)
= f(η)
∑
l
g′(κ, l)
g(κ, l)
(J (l, l∗, v∗)− l) +
∑
l,lˆ
g′(κˆ, lˆ)
g(κˆ, lˆ)
g′(κ, l)
g(κ, l)
O((J (l, l∗, v∗)− l)(J (lˆ, l∗, v∗)− lˆ))
+
∑
l
g′′(κ, l)
g2(κ, l)
O((J 2(l, l∗, v∗)− l)), (2.29)
and a Taylor expansion of the exponential function about 0 leads to
e−
uK
J
∫∞
v∗ (1−g(κ∗,v))dv = 1− uK
J
∫ ∞
v∗
(1− g(κ∗, v))dv +O
(
uK
J
∫ ∞
v∗
(1− g(κ∗, v))dv
)2
. (2.30)
Applying (2.30) we may rewrite (2.28) as
ANneu = A
N
neu,1 +A
N
neu,2 +O
(
K
J
ANneu,2
)
,
where
ANneu,1 =N
(∫ ∞
0
uK
J
e−
uK
J
v∗
[
g(κ∗, v∗)
∏
(κ,l)∈η,l 6=l∗
g (κ,J (l, l∗, v∗))− f(η)
]
dv∗
)
, (2.31)
ANneu,2 =N
(
−
∫ ∞
0
u2K2
J2
e−
uK
J
v∗
∫ ∞
v∗
(1− g(κ∗, v))dv g(κ∗, v∗)
×
∏
(κ,l)∈η,l 6=l∗
g (κ,J (l, l∗, v∗)) dv∗
)
. (2.32)
We begin with statements of the propositions that identify limits of (2.31) and (2.32) separately.
The proofs appear later in this section.
Proposition 2.15. Under the conditions of Theorem 2.5.1,
E
[
sup
t≤T
∣∣∣∣∣∣
∫ t
0
ANneu,1f(ηs)− f(ηrs)
 ∑
li(t)∈ηrt
al2i
g′(li(t))
g(li(t))
 ds
∣∣∣∣∣∣
]
→ 0.
Proposition 2.16. Under the conditions of Theorem 2.5.1,
E
sup
t≤T
∣∣∣∣∣∣
∫ t
0
ANneu,2f(ηs)− 2af(ηrs) ∑
li(t)∈ηrs
∫ ∞
li(t)
(
1− g(κi, v)
)
dv
 ds
∣∣∣∣∣∣
→ 0.
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The proof of Proposition 2.15 will use the following elementary lemma:
Lemma 2.17. Let Γ be a stochastic process. Assume that the second moment of Γ is bounded
uniformly for all times up to time T by ǫ, that is E[(Γ(s))2] ≤ ǫ, for 0 ≤ s ≤ T . Then
E
[
sup
t<T
∣∣∣∣∫ t
0
Γ(s)ds
∣∣∣∣] < √Tǫ.
Proof. By Jensen’s inequality
E
[
sup
t≤T
(∫ t
0
Γ(s)ds
)2]
≤ E
[
sup
t≤T
t
∫ t
0
Γ2(s)ds
]
= TE
[∫ T
0
Γ2(s)ds
]
.
The inequality follows by assumption and a final application of Jensen’s inequality.
Proof of Proposition 2.15. By Lemma 2.17, it suffices to prove that, conditioned on the postion of
rare levels,
E
[{
N
(∫ ∞
0
uK
J
e−
uK
J
v∗
{
g(κ∗, v∗)
×
∏
(κ(t),l(t))∈η,l(t)6=l∗(t)
g (κ,J (l(t), l∗(t), v∗))− f(ηs)
}
dv∗
)
− f(ηrs)
(∑
i
al2i
g′(li(t))
g(li(t))
)}2]
→ 0,
uniformly for 0 ≤ s ≤ T .
For ease of notation we let l0 = 0. We will use the ordering li and (2.29) to observe that
ANneu,1f(η) can be approximated by
Nf(η)
(∑
i
∫ li
li−1
uK
J
e−
uK
J
v∗
[
g′(κi, li)
g(κi, li)
(v∗ − li) +
∑
l 6=li
g′(κ, l)
g(κ, l)
(
l uJ
1− uJ
− 1l>li
li − v∗
1− uJ
)]
dv∗
)
= Nf(η)
∑
i
[
g′(κi, li)
g(κi, li)
(
−(li − li−1)e−uKJ li−1 + J
uK
(
e−
uK
J
li−1 − e−uKJ li
))
+
∑
j 6=i
(
g′(κj , lj)
g(κj , lj)
lj
u
J
1− uJ
(
e−
uK
J
li−1 − e−uKJ li
))
+
∑
j 6=i
∑
j<i
g′(κj , lj)
g(κj , lj)
1
1− uJ
(
−(li − li−1)e−uKJ li−1 + J
uK
(
e−
uK
J
li−1 − e−uKJ li
))]
, (2.33)
where the second line follows from integration. At this stage we note that we can drop the factor
1 − u/J at the cost of an error of order NK/J3, which tends to zero as N tends to infinity. We
also swap the order of summation to rewrite (2.33) as
Nf(η)
∑
j
g′(κj , lj)
g(κj , lj)
[∑
i≤j
(
− (li − li−1)e−
uK
J
li−1 +
J
uK
(
e−
uK
J
li−1 − e−uKJ li
))
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+ lj
u
J
∑
i 6=j
(
e−
uK
J
li−1 − e−uKJ li
)]
.
We observe that since the second and the third terms in the inner sum are telescoping sums and
l0 = 0 we simplify our expression to
f(η)
∑
j
g′(κj , lj)
g(κj , lj)
(
P1 + P2 + P3
)
:=
Nf(η)
∑
j
g′(κj , lj)
g(κj , lj)
[
J
uK
(
1− e−uKJ lj
)
+ lj
u
J
(
1− e−uKJ lj−1 + e−uKJ lj
)
+
∑
i≤j
(
−(li − li−1)e−
uK
J
li−1
)]
. (2.34)
Now we treat each term in the new sum separately. Using the Taylor expansion of the exponential
function about 0 we observe that
P1 =
NJ
uK
(
1− e−uKJ lj
)
= N
∑
1≤k≤n+1
(−1)k−1
k!
lkj
(
uK
J
)k−1
+O
(
N(uK)n+1
Jn+1
)
,
P2 = lj
uN
J
(
1− e−uKJ lj−1 + e−uKJ lj
)
=
uNlj
J
+O
(
NK
J2
(lj − lj−1)
)
,
P3 = N
∑
i≤j
(
−(li − li−1)e−uKJ li−1
)
= N
∑
1≤k≤n+1
(−1)k
(k − 1)!
(
uK
J
)k−1∑
i≤j
(li − li−1)lk−1i−1
+O
(
N(uK)n+1
Jn+1
)
.
We focus our attention on P3. We investigate the terms corresponding to different values of k
separately. We observe that the first three terms involve∑
i≤j
(li − li−1) =lj , (2.35)
∑
i≤j
(li − li−1)li−1 =1
2
∑
i≤j
(l2i − l2i−1)−
∑
i≤j
(li − li−1)2

=
1
2
l2j −∑
i≤j
(li − li−1)2
 (2.36)
∑
i≤j
(
(li − li−1)l2i−1
)
=
1
3
∑
i≤j
(
l3i − l3i−1
)− 1
3
∑
i≤j
(li − li−1)3 −
∑
i≤j
(li − li−1)2 li−1
=
1
3
l3j −
1
3
∑
i≤j
(li − li−1)3 −
∑
i≤j
(li − li−1)2 li−1, (2.37)
respectively. We are therefore interested in
∑
i(li − li−1)2 conditioned on the locations of the rare
levels, that is, conditioned on ηr.
Recall that conditioned on the locations of the levels of the rare type, the levels of the common
type will be Poisson distributed with intensity K − ZN . Conditioned on the number of levels of
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the rare type between 0 and lj these levels will be independent uniformly distributed on [0, lj ]. We
denote n independent uniformly distributed random variables on [0, 1] by u1, . . . , un and define the
order statistics by letting u(i) = uk if and only if #{kˆ : ukˆ ≤ uk} = i for i ∈ {1, . . . n}. We note that
n points uniformly distributed on [0, 1] can be identified with n + 1 points uniformly distributed
on the unit circle with one of these points chosen at random to be a reference point corresponding
to both 0 and 1. This then leads us to see that u(i) − u(i−1) is equal in distribution to u(1) for
i ∈ {1, . . . , n+ 1}, where, by convention, u(n+1) := 1 and u(0) := 0. From this one can see that
E
[
j∑
i=1
(li − li−1)2|l0 = 0, j = n+ 1, lj
]
= l2jE
[
n+1∑
i=1
(u(i) − u(i−1))2
]
= l2j (n+ 1)
2
(n + 1)(n + 2)
.
We then use that the number of levels of the rare type within [0, lj ] will be Poisson distributed to
see
E
[
j∑
i=1
(li − li−1)2|l0 = 0, lj
]
=
∞∑
i=0
2l2j
n+ 2
(
lj(K − ZN)
)n
exp(− (lj(K − ZN )))
n!
=
2lj
(K − ZN) +O
(
exp
(− lj(K − ZN ))) .
Identical calculations show
E
( j∑
i=1
(li − li−1)2
)2
|l0 = 0, lj
 = 4lj
(K − ZN )3
(
3 + x(K − ZN ))
+O ((K − ZN ) exp (− lj(K − ZN ))) , (2.38)
Var
(
j∑
i=1
(li − li−1)2|l0 = 0, lj
)
=O
(
lj
(K − ZN )3
)
.
We note that we are considering j to be a random variable throughout this corresponding to the
level of a given rare individual.
From this calculation since we multiply (2.36) by NK/J in we see that we require N
2
KJ2
→ 0.
Therefore, we may approximate
(
uK
J
)∑
i≤j(li− li−1)2 by uljJ . For k = 3 we again condition on the
number of levels of the rare type beneath lj and see that
E
[
j∑
i=1
(li − li−1)2li−1|l0 = 0, j = n+ 1, lj
]
= (n+ 1)E
[
(lI − lI−1)2lI−1|l0 = 0, j = n+ 1, lj
]
,
where I is chosen uniformly at random from (1, · · · , n + 1). We then again consider the levels as
n+1 points chosen uniformly at random from a circle to see that this will be
l3j
n+2 . This then gives
us
E
∑
i≤j
(li − li−1)2 li−1|l0 = 0, lj
 = l2j
K − ZN +O
(
exp(−lj(K − ZN))
)
. (2.39)
We see that for k ≥ 3
E
∑
i≤j
(
(li − li−1)lki−1
)
− 1
k + 1
lk+1j
 =O( 1
K
)
, (2.40)
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Var
∑
i≤j
(
(li − li−1)lki−1
)
− 1
k + 1
lk+1j
 =O( 1
K3
)
, (2.41)
which will suffice as each of these terms will be multiplied by NK
k−1
Jk−1
in (2.34). We then note that
NK
J2
is bounded and KJ → 0. We combine (2.35), (2.36), (2.37), (2.40) to see that, conditioned on
lj ,
E
∑
i≤j
(
−(li − li−1)e−uKJ li−1
)
=
∑
0≤k≤n
(−1)k+1
(k + 1)!
(
uK
J
)k
lk+1j −
u
J
lj +
1
2
u2K
J2
l2j +O
(
K2
J3
)
+O
(
K
J
)n+1
.
Finally, we observe that all these approximations and cancellations allow us to approximate
(2.34) by
f(η)
∑
j
g′(κj , lj)
g(κj , lj)
(
1
2
u2NK
J2
l2j +O
(
NK2
J3
)
+O
(
NKn+1
Jn+1
)
+O
(
NK
J2
(lj − lj−1)
))
,
plus a random, mean zero, correction term with variance O(N2K2/(J2(K − Z)3)).
The proof of Proposition 2.16 is more involved than that of Proposition 2.15. Once again we
begin with an elementary lemma.
Lemma 2.18. Let Γ(s) be a stochastic process. For any partition 0 = t0 < t1 < · · · < tm = T ,
E
[
sup
t≤T
∣∣∣∣∫ t
0
Γ(s)ds
∣∣∣∣
]
≤
m∑
j=1
√√√√√E
(∫ tj
tj−1
Γ(s)ds
)2+ E[sup
j
∫ tj
tj−1
|Γ(s)|ds
]
.
Proof. We observe that
E
[
sup
t≤T
∣∣∣∣∫ t
0
Γ(s)ds
∣∣∣∣
]
≤ E
 m∑
j=1
|
∫ tj
tj−1
Γ(s)ds|+ sup
j
∫ tj
tj−1
|Γ(s)|ds

≤
m∑
j=1
E
[∣∣∣∣∣
∫ tj
tj−1
Γ(s)ds
∣∣∣∣∣
]
+ E
[
sup
j
∫ tj
tj−1
|Γ(s)|ds
]
≤
m∑
j=1
√√√√√E
(∫ tj
tj−1
Γ(s)ds
)2+ E[sup
j
∫ tj
tj−1
|Γ(s)|ds
]
.
which concludes the proof.
We require a few more computations to transform ANneu,2 into a more convenient form. First of
all, we observe that as (1− g) is bounded, the following approximation is valid:
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∫ li
li−1
∫ ∞
v∗
(
1− g(κi, v)
)
dv dv∗ =
∫ ∞
li−1
∫ li∧v
l+i−1
(
1− g(κi, v)
)
dv∗ dv
=
∫ ∞
li
∫ li
l+i−1
(
1− g(κi, v)
)
dv∗ dv +
∫ li
li−1
∫ v
l+i−1
(
1− g(κi, v)
)
dv∗ dv
= (li − li−1)
∫ ∞
li
(
1− g(κi, v)
)
dv +O ((li − li−1)2) . (2.42)
For convenience, we order the individuals present in the system according to their level, that is
we consider η = {(κi, li)}i≥1 where li < li+1. We observe that the ordering leads to the following
simplification:
ANneu,2f(η) = −
u2NK
J
∑
i
(∫ li
li−1
uK
J
e−
uK
J
v∗f(η)
∫ ∞
v∗
(
1− g(κi, v)
)
dv dv∗
)
.
Since KJ → 0, we may use (2.42) to further simplify ANneu,2 to
ANneu,2f(η) = −
u2NK2
J2
f(η)
∑
i
(li − li−1)
(∫ ∞
li
(
1− g(κi, v)
)
dv dv∗
)(
1 +O
(
K
J
+
1
K2
))
.
By this calculation and Lemma 2.18, it is clear that in order to prove Proposition 2.16, it is
enough to show that for any partition 0 = t0 < t1 < · · · < tm = T ,
m∑
j=1
√√√√√E
(∫ tj
tj−1
ΓN (s)ds
)2+ E[sup
j
∫ tj
tj−1
|ΓN (s)|ds
]
→ 0, (2.43)
where
ΓN (s) =
∑
i
(
u2NK2
J2
(li(t)− li−1(t))− 2a
)
f(ηt)
∫ ∞
li(t)
(
1− g(κi, v)
)
dv dv∗dt. (2.44)
We first turn our attention to the parts without a supremum which we calculate directly.
Lemma 2.19. Conditioned on the locations of the rare levels,
E
(∫ T
0
∑
i
(
u2NK2
J2
(li(t)− li−1(t))− 2a
)
f(ηt)
∫ ∞
li(t)
(
1− g(κi, v)
)
dv dv∗dt
)2
= O
(
LT
N
)
+ o(T 2), (2.45)
for any L(N) such that LJ →∞.
Proof. We recall that there exists λg such that for all v ≥ λg, g(v) = 1. Therefore
f(ηt)
∫ ∞
li(t)
(
1− g(κi, v)
)
dv
is bounded for each test function. As ηt is constant between events we condition on exactly n
reproductive events occurring within [0, T ]. We denote the time of events by ti for i ∈ {1, . . . , n}.
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Observe that ti are independent random variables uniformly distributed on [0, T ]. For ease of
notation we let t0 = 0 and tn+1 = T . We will use lˆk to denote a rare type individual’s level and l˜k
to be the highest level across the population (that is, from individuals of both rare and common
type) below lˆk and consider
E
 n∑
i=0
n∑
j=0
(ti+1 − ti)(tj+1 − tj)(
u2NK2
J2
(lˆk(ti)− l˜k(ti))− 2a
)(
uNK2
J2
(lˆk(tj)− l˜k(tj))− 2a
)]
. (2.46)
We note that the times of events are independent of the level process and so we use
E[(ti+1 − ti)(tj+1 − tj)] =
{
T 2
(n+1)(n+2) if i 6= j,
2T 2
(n+1)(n+2) if i = j.
We also use the Cauchy–Schwarz inequality to see
E[(lˆk(ti)− l˜k(ti))(lˆk(tj)− l˜k(tj))] ≤ 2
(K − ZN )2 ,
where we note that we are still looking at the stopped process.
We denote the intensity, after n events, of the levels of all individuals which were offspring in
one of those n events by In. It is then easy to see In+1 = In(1− uJ )+ uKJ and I0 = 0. This recurrence
equation has a solution given by
In = K
(
1−
(
1− u
J
)n)
.
We now introduce some notation in order to simplify the calculations presented in this section. For
i < j we define l˜newk (tj) as the highest level below lˆk of an individual (of either rare or common
type) which has been born since ti. Then we can see that
(lˆk(tj)− l˜k(tj)) ≤ (lˆk(tj)− l˜newk (tj)),
and so
E[(lˆk(ti)− l˜k(ti))(lˆk(tj)− l˜k(tj))] ≤ 1
K − ZN
1
Ij−i
.
We then also see that
E[(lˆk(ti)− l˜k(ti))(lˆk(tj)− l˜k(tj))] ≥E[(lˆk(ti)− l˜k(ti))(lˆk(tj)− l˜k(tj))1l˜k(tj)=l˜newk (tj)]
=E[(lˆk(ti)− l˜k(ti))(lˆk(tj)− l˜newk (tj))]
− E[(lˆk(ti)− l˜k(ti))(lˆk(tj)− l˜newk (tj))1l˜k(tj)6=l˜newk (tj )]
≥ 1
Ij−i
1
K − ZN −
√
2
(K − ZN)2
2
I2j−i
P[l˜k(tj) 6= l˜newk (tj)],
where we have used the Cauchy-Schwartz inequality for the final line.
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We note that
P[l˜k(tj) 6= l˜newk (tj)] ≤
K
(
1− uJ
)j−i
K
(
1− uJ
)j−i
+ Ij−i
.
We now consider a function L(N). By splitting (2.46) into parts with |i − j| ≤ L and |i − j| > L,
we bound it above by
4(n+ 1)LT 2
(n+ 1)(n + 2)
(
N2K4
J4
2
(K − ZN )2 + 4a
2
)
+
C(n+ 1)(n + 1− L)T 2
(n+ 1)(n + 2)
{
N2K4
J4
1
K − ZN
1
IL
−
(
NK2
J2
1
K − ZN +
NK2
J2
1
IL
)
2a+ 4a2
+O
N2K4
J4
1
K − ZN
1
IL
√√√√ K (1− uJ )L
K
(
1− uJ
)L
+ IL
}.
We observe that
∞∑
n=1
n+ 1
(n + 1)(n + 2)
(NT )ne−NT
n!
=
1
NT
− 1
(NT )2
+
e−NT
(NT )2
− e
−NT
2
,
∞∑
n=1
(n+ 1)2
(n + 1)(n + 2)
(NT )ne−NT
n!
≤1.
We may combine the two results above to see
E
(∫ T
0
∑
i
(
u2NK2
J2
(li(t)− li−1(t))− 2a
)
f(ηt)
∫ ∞
li(t)
(
1− g(κi, v)
)
dv dv∗dt
)2
= O
(
LT
N
(
N2K4
J4
2
(K − Z)2 + 4a
2
)
+ T 2
{
N2K4
J4
1
K − Z
1
IL
−
(
NK2
J2
1
K − Z +
NK2
J2
1
IL
)
2a
+ 4a2 +O
N2K4
J4
1
K − Z
1
IL
√√√√ K (1− uJ )L
K
(
1− uJ
)L
+ IL
}).
Therefore, in order to conclude that (2.45) converges to 0, it is enough to find L which satisfies
L
N
→ 0; NK
2
J2
1
IL
→ 2a; K
(
1− uJ
)L
K
(
1− uJ
)L
+ IL
→ 0.
Since NJ →∞, this is achieved by any L(N) such that LJ →∞ and LN → 0. For example, we may
choose L(N) =
√
NJ .
27
SLFV in a fluctuating environment and SuperBrownian Motion
We now turn our attention back to (2.43). We consider tj = jδ(N) and see that to ensure the
first part of (2.43) converges to zero, we need choices of L and δ such that
L
N
→ 0; L
J
→∞; L
Nδ
→ 0. (2.47)
To show that the second term of (2.43) converges to zero, it is enough to show boundedness
of E[supt≤T ΓN (t)], provided that there exists a δ satisfying (2.47) such that δ → 0. The latter is
satisfied by taking δ =
√
L/N .
To show E[supt≤T ΓN (t)] is bounded we consider an auxiliary process βN , defined by
βNt =
NK2
J2
∑
l(t)∈ηrt
(
l(t)− lˆ(t)
)
hλ(l(t)), (2.48)
where h is a decreasing, positive cut-off function (that is, we assume that there exists a λ such
that h(v) = 0 for v > λ) and lˆ(t) ∈ ηt is the first level below l(t). To show the required bound
on the expectation of the supremum of the integral of X, (and therefore conclude the proof), we
show that βN is dominated by a bounded submartingale. We note that under the conditions of
Theorem 2.4.1 NK
2
J2
= O(K).
Lemma 2.20. Define βN as in (2.48). Then βN is dominated by a bounded submartingale.
Proof. We recall that the offspring in an event can be ordered (v1, v2, . . . ) with v1 = v
∗. Therefore,
as the parent is thought of as moving to v∗ we will refer to (vi)i≥2 as the ‘children’ after an event.
Recall that within the period of time [0, t] with probability O(t2) we will see two or more events.
Therefore
E
[∑
l(t)∈ηrt
(
l(t)− lˆ(t)
)
h(l(t)) −∑l(0)∈ηr0 (l(0)− lˆ(0)) h(l(0))]
t
= N
∫ ∞
0
uK
J
e−
uK
J
v∗
{ ∑
l(0)∈ηrt
{[(
J (l(0)) − J (lˆ(0))
)
−
(
l(0)− lˆ(0)
)]
h(l(0))
+
(
J (lˆ(0))− lˆ(t)
)
h(l(0))
+
(
l(t)− lˆ(0)
)
(J (l(0)) − l(0))O(||h′||∞)
}
+
∞∑
i=2
(vi − vˆi) h(vi)1{vi is rare}
}
dv∗ +O(t),
where we are using vˆi to denote the highest level below the ith ‘child’, vi. We now require that
h(l) = 0 for all l ≥ λh. We note that in the proof of Proposition 2.15 we have shown that the parts
involving J (l(0)) − l(0) converge in L2 to al(0)2 and so we can see that this is approximated by∑
l(0)∈ηrt
{(
al2(0) − alˆ2(0)
)
h(l(0)) +
(
l(0)− lˆ(0)
)
al2(0)O(||h′||∞)
}
+N
∫ ∞
0
uK
J
e−
uK
J
v∗
{ ∑
l(0)∈ηrt
(
J (lˆ(0)) − lˆ(t)
)
h(l(0)) +
∞∑
i=2
(vi − vˆi)h(vi)1{vi is rare}
}
dv∗.
We note that since the ordering of the l(t) ∈ ηt which are not the parent is unaffected by an event,
the only possibilities that will force J (lˆ(0)) < lˆ(t) is when a ‘child’ has been born between the new
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locations of levels or when lˆ(0) is chosen as the parent. However we use the last sum appearing in
the previous equation and the fact that h is decreasing to see that the generator applied to βNt , for
large enough N , is bounded below by
−ChβNt +NS
NK2
J2
∑
li∈ηrt
∫ li−2
1− u
J
li−2
uK
J
e−
uK
J
v∗
(
v∗ − li−2
1− uJ
)
dv∗
≥ −ChβNt −
∑
li∈ηrt
O
(
NK2
J3
l2i−2
)
,
where Ch = λh||h′||∞. We therefore see that
βNt +
∫ t
0
Chβ
N
s + C
NK2Z
J3
ds,
is a sub-martingale. Combined with the conditions of Theorem 2.4.1 this concludes the proof of
the lemma.
To complete the proof of Proposition 2.16 we see that, by using Lemma 2.19,
E
[(
βNT +
∫ T
0
Chβ
N
s + C
NK2Z
J3
ds
)2]
,
is bounded. Therefore, by Jensen’s inequality,
E[sup
t≤T
βNt ] ≤
√√√√√E
(sup
t≤T
βNt
)2
which is also bounded by Doob’s martingale inequality. Proposition 2.16 therefore follows by an
application of Lemma 2.18.
2.3.3 Selective model - proof of Theorem 2.5.2
The generator of the model presented in Theorem 2.5.2 is of the form
ANf(η) = ANneuf(η) +A
N
self(η).
The analysis for the neutral part of the generator, ANneu, is the same as in Section 2.3.2, with the
exception of a slight modification of Lemma 2.20, which we discuss in Lemma 2.23. We therefore
turn our attention to ANsel, which is the part of the generator describing the selection. It can be
written as
ANself(η) =
sN
S
(∫ ∞
0
[
uK
J
e−
uK
J
v∗g(κ∗, v∗)e−
uK
J
∫∞
v∗ (1−g(κ∗,v))dv
×
∏
(κ,l)∈η,l 6=l∗sel
g (κ,Jsel(l, l∗sel, v∗))
]
dv∗ − f(η)
)
, (2.49)
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where we recall that the movement of the levels Jsel is specified by
Jsel((l, κ), (l∗sel, κ∗), v∗) =

v∗ if l = l∗sel,
1
1− u
J
(
l − (l∗sel − v∗) σ(κ)σ(κ∗)
)
if l 6= l∗sel, l > v∗,
1
1− u
J
l if l < v∗.
As in Section 2.3.2, we transform ANsel into a more convenient form. We use the Taylor approx-
imation (2.30) to approximate the generator by
ANsel = A
N
sel,1 +A
N
sel,2 +O
(
K
J
ANsel,2
)
,
where
ANsel,1f(η)
=
sN
S
(∫ ∞
0
uK
J
e−
uK
J
v∗
[
g(κ∗, v∗)
∏
(κ,l)∈η,l 6=l∗sel
g (κ,Jsel(l, l∗sel, v∗))− f(η)
]
dv∗
)
, (2.50)
ANsel,2f(η) =
N
S
(
−
∫ ∞
0
u2K2
J2
e−
uK
J
v∗
∫ ∞
v∗
(1− g(κ∗, v))dv g(κ∗, v∗)
×
∏
(κ,l)∈η,l 6=l∗sel
g (κ,Jsel(l, l∗sel, v∗)) dv∗
)
. (2.51)
Once again, we treat ANsel,1 and A
N
sel,2 separately. We order the levels η = {(κi, li)}i≥1 present in
the system by requiring that for each i, li < li+1. Arguing in the same way as for the neutral
case, we may conclude that the term involving ANsel,2 tends to 0 as N → ∞, as the requirements
NK/J2 → C combined with 1/S → 0 imply that NK/J2S → 0. We turn our attention to ANsel,1.
Recalling the difference between l∗neu and l∗sel, we note that for large N we will very rarely see
l∗sel 6= l∗neu and so we consider
ANsel,3f(η)
=
sN
S
(∫ ∞
0
uK
J
e−
uK
J
v∗
[
g(κ∗, v∗)
∏
(κ,l)∈η,l 6=l∗neu
g (κ,Jsel(l, l∗neu, v∗))− f(η)
]
dv∗
)
. (2.52)
We will prove Proposition 2.10 by showing that ANsel,3 satisfies a suitable estimate and then showing
that ANsel,1 −ANsel,3 converges to 0 by virtue of Lemma 2.22.
Lemma 2.21. Under the conditions of Theorem 2.5.2,
E
[∣∣∣∣∣sNS
(∫ ∞
0
uK
J
e−
uK
J
v∗
[
g(κ∗, v∗)
∏
(κ,l)∈ηt,l 6=l∗neu
g (κ,Jsel(l, l∗neu, v∗))− f(η)
]
dv∗
)
− b
f(ηrt )∑
j
g′(κi, li)
g(κi, li)
suN
JS
li
∣∣∣∣∣
]
→ 0,
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Proof. Just as in Proposition 2.15, we approximate (2.52) using (2.29) by
sN
S
f(η)
(∑
i
∫ li
li−1
uK
J
e−
uK
J
v∗
[
g′(κi, li)
g(κi, li)
(v∗ − li)
+
∑
l 6=li
g′(κ, l)
g(κ, l)
(
l uJ
1− uJ
− 1l>li
σ(κ)
σ(κ∗)
li − v∗
1− uJ
)]
dv∗
)
= Nf(η)
∑
i
[
g′(κi, li)
g(κi, li)
(
−(li − li−1)e−
uK
J
li−1 +
J
uK
(
e−
uK
J
li−1 − e−uKJ li
))
+
∑
j 6=i
(
g′(κj , lj)
g(κj , lj)
lj
u
J
1− uJ
(
e−
uK
J
li−1 − e−uKJ li
))
+
∑
j 6=i
∑
j<i
σ(κj)
σ(κi)
g′(κj , lj)
g(κj , lj)
1
1− uJ
(
−(li − li−1)e−
uK
J
li−1 +
J
uK
(
e−
uK
J
li−1 − e−uKJ li
))]
=:
S1
S
+
sN
S
f(η)
∑
i
∑
j<i
(
σ(κj)
σ(κi)
− 1
)
g′(κj , lj)
g(κj , lj)
1
1− uJ
(
−(li − li−1)e−uKJ li−1
+
J
uK
(
e−
uK
J
li−1 − e−uKJ li
))
,
where we have used integration by parts and S1 is equal to the terms appearing in (2.33). Now we
notice that S1 is multiplied by 1/S and since S →∞ it can be neglected. Consider then the second
term. We can neglect the factor 1 − u/J at the cost of an error of order NK/J3, which tends to
zero. We change the order of summation to approximate it by
sN
S
f(η)
(
σ(κr)
σ(κc)
− 1
)∑
j
g′(κj , lj)
g(κj , lj)
∑
i<j
(
− (li − li−1)e−
uK
J
li−1 +
J
uK
(
e−
uK
J
li−1 − e−uKJ li
))
.
Now we proceed precisely as in the proof of Proposition 2.15. The final approximation of ANsel,3
then takes the form
f(η)
(
σ(κr)
σ(κc)
− 1
)∑
j
g′(κj , lj)
g(κj , lj)
(
suN
JS
lj +O
(
1
S
))
.
We now turn our attention to ANsel,1 − ANsel,3. We must treat the cases when the rare type is
favoured or unfavoured separately. However, we show in both cases that E[
∣∣∣ANsel,1 −ANsel,3∣∣∣] → 0
and conclude with Jensen’s inequality.
Lemma 2.22. Let l∗neu be the lowest level above v∗. Let l∗sel be the level above v
∗ which minimises
l−v∗
σ . Then
E
[∣∣∣∣∣sNS f(η)
∫ ∞
0
uK
J
e−
uK
J
v∗g(v∗, κ∗)
∑
l
g′(l)
g(l)
(Jsel(l, l∗sel, v∗)− Jsel(l, l∗neu, v∗)) dv∗
∣∣∣∣∣
]
→ 0.
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Proof. We note that for l < v∗, Jsel(l, l∗sel, v∗) = Jsel(l, l∗neu, v∗) as
Jsel(l, l∗, v∗) =

1
1− u
J
(
l − (l∗ − v∗) σ(κ)σ(κ∗)
)
l > v∗, l 6= l∗,
v∗ l = l∗,
1
1− u
J
l l < v∗,
and so we need only consider
sN
S
f(η)
∫ ∞
0
uK
J
e−
uK
J
v∗g(v∗, κ∗)
∑
l>v∗
g′(l)
g(l)
(l∗neu − l∗sel)
σ(κ)
σ(κ∗)
dv∗. (2.53)
We proceed as in Section 2.3.2 and consider v∗ in the interval [li−1, li]. We note that l∗neu = li and
if li is of the favoured type then l
∗
sel = li also. If li is unfavoured we denote the lowest favoured
type above li by l
s
i then l
∗
sel 6= li if and only if
li−1 ≤ v∗ ≤
(
li − σw
σs − σw (l
s
i − li)
)
∧ li−1,
where σw = σ(κw), σs = σ(κs), κw is the unfavoured type and κs is the favoured type. Therefore
we see that (2.53) can be written as
sN
S
f(η)
∑
(li,κi)∈η,κi=κw
∫ (li− σwσs−σw (lsi−li))∧li−1
li−1
uK
J
e−
uK
J
v∗g(v∗, κ∗)
∑
l>v∗
g′(l)
g(l)
(l∗n − l∗s)
σ(κ)
σ(κ∗)
dv∗.
We can then integrate and use a Taylor expansion to see that we need only show
E
sN
S
f(η)
∑
j
g′(lj)
g(lj)
∑
(li,κi)∈η,li<lj ,κi=κw
uK
J
(lsi − li)
(
li − li−1 − σw
σs − σw (l
s
i − li)
)
∧ 0
→ 0.
If the rare type is unfavoured we can then conclude by noting that E
[
suNK
SJ (l
s
i − li)(li − li−1)
]
=
O
(
NK
SJ
1
(K−Z)2
)
.
If the rare type is favoured we may bound it by∑
lˆk−1<li<lˆk
suNK
JS
(li − li−1)21{li−li−1− σwσs−σw (lˆk−li)>0}, (2.54)
where we recall that lˆk is the kth highest rare level. As before, we condition on there being
n individuals of the common type with levels between lˆk and lˆk−1. We can then consider the
n levels as independent uniformly distributed rather than the ordered levels li. Suppose that
z, z1, . . . , zn−1 are independent uniformly distributed random variables on [0, 1], Y = 1 − z and
X = min ({z}, {(z − zi)}zi<z). We then see that (2.54) is bounded by
n
suKN
JS
E
[
X21X>cY
]
.
We now look at
E[X21X>cY ] =
∫ 1
0
E[X21X>c(1−u)|z = u]du (2.55)
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=
∫ 1
c
1+c
E[X21X>c(1−u)|z = u]du
=
∫ 1
c
1+c
∫ u
0
x21x>c(1−u)dP[X = x|z = u]du
=
∫ 1
c
1+c
∫ u
c(1−u)
x2dP[X = x|z = u]du.
Since
P[X > x|z = u] =P[[u− x, u] ∩ {zi} = ∅] = (1− x)n−1,
dP[X = x|z = u] =(n− 1)(1 − x)n−2,
we may bound (2.55) by
E[X21X>cY ] ≤
∫ 1
c
1+c
∫ 1
c(1−u)
x2(n− 1)(1 − x)n−2dx du
=
∫ 1
c
1+c
∫ 1−c+cu
0
(n − 1)(1 − v)2vn−2dv du
≤n− 1
c
[
vn
n(n− 1) − 2
vn+1
n(n+ 1)
+
vn+2
(n+ 1)(n + 2)
]1
0
=
6
cn(n+ 1)(n + 2)
.
We can then conclude by noting that
∞∑
n=1
1
(n + 1)(n+ 2)
(K − ZN )ne−(K−ZN )
n!
=O
(
1
(K − ZN )2 + exp(−(K − Z
N ))
)
,
which again leads to an error of order O
(
NK
SJ
1
(K−Z)2
)
, completing the proof of the Lemma.
Proof of Proposition 2.10. By an application of Lemma 2.17, Proposition 2.10 follows from a com-
bination of Lemma 2.21 and Lemma 2.22.
Lemma 2.23. Define βN as in (2.48). Then βN is a dominated by a bounded submartingale.
Remark 2.24. Although the statements of Lemma 2.20 and Lemma 2.23 are the same, the be-
haviour of the process βN is subtly different, as in Lemma 2.23 the movement of the levels is
affected by selective events. This difference does not effect the proof however we include them as
seperate lemmas for completeness.
Proof. As in the proof of Lemma 2.20 (and using the notation introduced there)
E
[∑
l(t)∈ηrt
(
l(t)− lˆ(t)
)
h(l(t)) −∑l(0)∈ηr0 (l(0)− lˆ(0)) h(l(0))]
t
= N
∫ ∞
0
(
1 +
s
S
) uK
J
e−
uK
J
v∗
{ ∑
l(0)∈ηrt
{[(
J (l(0)) − J (lˆ(0))
)
−
(
l(0)− lˆ(0)
)]
h(l(0))
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+
(
J (lˆ(0))− lˆ(t)
)
h(l(0))
+
(
l(t)− lˆ(0)
)
(J (l(0)) − l(0))O(||h′||∞)
}
+
∞∑
i=2
(vi − vˆi) h(vi)1{vi is rare}
}
dv∗ +O(t).
Considering combination of Proposition 2.15 and Proposition 2.10 we know that the parts involving
J (l(0))− l(0) converge to al(0)− bl2(0). Since sS → 0 and observing Lemma 2.22, we may proceed
as in the proof of Lemma 2.20 to conclude.
2.3.4 Model with selection in fluctuating environment - proof of Theorem 2.4.1
Proof. We begin by identifying the limit. Recall that the rescaled generator takes the form
ANf(η, ζ) = ANneuf(η, ζ) + SˆA
N
self(η, ζ) + Sˆ
2Aenvf(η, ζ), (2.56)
where ANneu is defined as in (2.28), A
N
sel is defined as in (2.49), and
Aenvf(η, ξ) = Eπ[f(η, ξ)] − f(η, ξ).
We also use (2.15) and that Aneuf1 is of order 1 by previous calculations. To identify the correct
limit it is therefore enough to evaluate ANsel (fN(η, ξ)), which can be approximated as
ANsel (fN (η, ξ)) = A
N
sel
f(η)suN
JS
(
σ(κr, ζ)
σ(κc, ζ)
− 1
)∑
j
lj
g′(κj , lj)
g(κj , lj)

=
[
suN
JS
(
σ(κr, ζ)
σ(κc, ζ)
− 1
)]2
f(η)
×

∑
i 6=j
lilj
g′(κi, li, )g′(κj , lj)
g(κi, li)g(κj , lj)
+
∑
j
lj
g′(κj , lj) + ljg′′(κj , lj)
g(κj , lj)
+O
(
1
S
+
1
K1/2
)
The bound (2.19) follows directly from proofs of Propositions 2.10, 2.15, 2.16, with Lemma 2.20
modified in a way analogous to Lemma 2.23.
3 SuperBrownian motion in a random environment
In this section we present a precise definition of superBrownian motion in a random environment.
We begin by defining Branching Brownian Motion in a random environment and recalling the
original definition of the corresponding superprocess from Mytnik (1996). Then we describe a
lookdown construction for both of these models based on the ideas in Kurtz and Rodrigues (2011).
3.1 Definitions
Branching Brownian Motion in a random environment (BBMRE) can be described as follows.
Imagine a collection of particles on Rd. Each particle moves according to independent standard
Brownian motions. Each particle, if alive, gives birth to one new particle at a time, at rate a. The
initial offspring location is the same as that of the parent. After the birth, the offspring moves and
reproduces independently of all other particles. The particles die at instantaneous rate a− ζt(x)b,
where ζt(x), taking values in {−1, 1} as before, models the random environment and x is the current
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location of the particle. We assume that a > b > 0. If ζt(x) is positive, the particle is less likely to
die, if it is negative, it is more likely to do so. The evolution of the environment and particles are
independent. We give a more formal definition below.
We begin by recalling the description of our environment, which is used for all models in this
section. Our environment is modelled through a simple random field.
Definition 3.1. Let Πenv be a Poisson process with intensity E, dictating the times of the changes
in the environment. Let q(x, y) be an element of C0
(
R
d × Rd) (continuous functions vanishing at
infinity) and let {ξ(m)(·)}m≥0 be a family of identically distributed random fields on Rd such that
P
[
ξ(m)(x) = −1
]
=
1
2
= P
[
ξ(m)(x) = +1
]
,
E
[
ξ(m)(x)ξ(m)(y)
]
=q(x, y).
Set τ0 = 0 and write {τm}m≥1 for the points in Πenv and define
ζ(t, ·) :=
∞∑
m=0
ξ(m)(·)1[τm,τm+1)(t).
Since the exact labelling of our particles is not important, we identify the particle component
of the process with a counting measure, that is for a vector x = (x1, . . . xn)
µx =
∑
i
δxi xi ∈ Rd.
We are now ready to state the definition of Branching Brownian motion in a random environment.
Definition 3.2 (Branching Brownian motion in a random environment (BBMRE)). Branching
Brownian motion in the random environment ζ is the stochastic process taking values in purely
atomic measures on {−1, 1} × Rd whose evolution consists of four ingredients.
1. Spatial motion The location of each particle, xi, evolves according to a standard Brownian
motion, independently of all other particles.
2. Birth events At exponential rate a (independent for each particle), a particle gives birth to a
new particle (a new particle is added to the system). The location of the offspring is the same
as the location of their parent. The behaviour of the new particle after the birth is independent
of all other particles.
3. Death events Each particle dies (is removed from the system) at instantaneous rate a −
ζt(xi)b, where xi is its location.
4. Environment changes The environment evolves as described in Definition 3.1.
Alternatively, we may define the BBMRE by the means of the generator. For a counting measure
µ =
∑
i δxi , define
f(µ) =
∑
i
f(xi).
Let f(ζ, µ) = f0(ζ)f1(µ) = f0(ζ)πih(xi) be a function such that h ∈ Cc(Rd), that is h is a continuous
function with a compact support. We define the generator of the BBMRE as
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Lf(ζ, µ)
= f1(µ)A
envf0(ζ) + f0(ζ)
(
n∑
i=1
Bf1(µ) +
∑
i
a
(
f1(µb(x|xi))− f1(µ)
)
+
∑
i
(
a− ζ(xi)b(f1(µd(x|xi))− f1(µ)
))
,
where µb(x|xi) denotes the addition of a particle at location xi, and µd(x|xi) denotes a removal of the
particle at location xi.
It is well known that the high density limit for the Branching Brownian Motion gives rise to
a SuperBrownian motion (see e.g. Etheridge (2000)). An analogous result (under certain scaling
of the environment) was established by Mytnik (1996) for branching random walk in a random
environment. The limiting object is SuperBrownian motion in a random environment (SBMRE).
Definition 3.3 (SuperBrownian motion in a random environment (SBMRE)). Let q(x, y) be a
covariance function which belongs to C0
(
R
d × Rd). The superBrownian motion in a random envi-
ronment is the (unique) process for which, for all φ ∈ D(∆),
Xt(φ) = Xt(φ)−X0(φ)−
∫ t
0
1
2
Xs(∆φ)ds (3.1)
is a square-integrable martingale with quadratic variation given by
〈X(φ)〉t =
∫ t
0
Xs(φ
2)ds+
∫ t
0
∫
Rd×Rd
q(x, y)φ(x)φ(y)Xs(dx)Xs(dy)ds.
An equivalent characterisation of the SBMRE can be given in terms of the generator, see
Theorem 4.8 in Mytnik (1996). Namely, for f ∈ C¯2(R+), φ ∈ D(∆) and q(x, y) as in Definition 3.3,
the generator is given by
Lf(µ(φ)) = f ′(µ(φ))µ(∆φ) + 1
2
f ′′(µ(φ))
(
µ(φ2) +
∫
Rd×Rd
q(x, y)φ(x)φ(y)µ(dx)µ(dy)ds
)
.
We would like to point out that the process of Definition 1.3 which is obtained as a limiting
behaviour of the scaled SLFV in a random environment differs from the one from Definition 3.3 by
a presence of a drift term.
Remark 3.4. Uniqueness of solutions to the martingale problem of Definition 3.3 is not immedi-
ately clear. It was established by Mytnik (1996) using a novel approximate duality technique, and
later re-proved by the means of the log-Laplace transform by Crisan (2004). A uniqueness result for
the process of Definition 1.3 is a simple consequence of Dawson’s Girsanov Theorem, see Dawson
(1978) and Etheridge (2000), Chapter 7.
Remark 3.5. A model similar to that in Mytnik (1996) was studied in Sturm (2003). The main
difference between the two is in the behaviour of the environment. For the limiting model in Sturm
(2003), (3.1) is again a martingale, but with quadratic variation of the form
〈X(φ)〉t =
∫ t
0
∫
Rd×Rd
q(x, y)φ(x)φ(y)Xs(dx)Xs(dy)ds.
In this case, the density of the process can be described as a solution to an SPDE in all dimensions,
whereas the SBMRE has a density only in dimension one and the analogous SPDE has no solution
in dimensions d ≥ 2.
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Remark 3.6. An alternative construction of the SBMRE has been suggested by Nakashima (2015).
The construction in this paper is based on the model introduced by Birkner et al. (2005).
3.2 Lookdown representation for BBMRE and SBMRE
In this section we describe a new construction of the SBMRE, inspired by the constructions of
Kurtz and Rodrigues (2011). As a by-product of this construction, we provide a lookdown con-
struction for the BBMRE. A precise statement of the results is given in Theorem 3.7.1 and The-
orem 3.7.2. We will use the lookdown representation of SBMRE in Section 4 to describe the
behaviour of the ‘rare’ type (by which we mean a new mutation establishing in the population) in
the Spatial Lambda-Fleming-Viot model with fluctuating selection.
In order to motivate what follows, let us informally describe the construction of SBMRE from
Mytnik (1996). The SBMRE is constructed via a series of approximations. Consider a sequence
of mean 0 random fields ζk, taking values in {−1, 1}, with correlation as in Definition 3.1 (Mytnik
(1996) considered a more general class of random fields, but this one is sufficient for our purposes).
At stage n of the approximation, we start with a population with size of order n. Over each time
interval (k/n, (k + 1)/n), k ∈ N, each individual, if alive, moves independently of all the others,
according to a standard Brownian motion. At times k/n, each individual either splits into two with
probability 1/2+ζk(xi)/
√
n, or dies with probability 1/2−ζk(xi)/
√
n. The state of the environment
is resampled with each reproduction event. If for each set B we define
Xnt (B) =
number of particles in B alive at time t
n
,
and assume that Xn0 converges to some X0, then passing to the limit as n tends to infinity the
processXn converges to a SBMRE with initial conditionX0. Intuitively, this procedure corresponds
to increasing the rate of the branching events in BBMRE by n, while scaling down the impact of
the environment by
√
n. Observe that Mytnik (1996) considers a model with non-overlapping
generations. This is for purely technical reasons.
We now move to a description of a lookdown construction for BBMRE (with overlapping gen-
erations). Fix λ ∈ R. Consider a system of particles in the geographical space Rd. Each particle
moves independently, according to a standard Brownian motion. Each particle i is assigned a level,
li. The level takes values in [0, λ].
In order to take environmental fluctuations into account we use the process ζt(x) ∈ {−1, 1},
introduced in Definition 3.1, to model the environment. The branching rate of the particles depends
on both their level and the state of the environment. We assume that every particle gives birth at
instantaneous rate 2a(λ− li(t)), with the location of offspring being the same as the location of the
parent. The initial level of the offspring is distributed uniformly on the interval [li, λ]. The levels
of the particles evolve according to an ODE with a random coefficient
dli
dt
= al2i − ζ(xi)
√
λbli.
The particle dies when its level reaches λ. We are now ready to define the process of interest.
Definition 3.7 (Lookdown representation of Branching Brownian motion in a random environ-
ment). The lookdown representation of BBMRE is the process taking values in (Rd×R)∞×{−1, 1}
with dynamics specified by four components.
1. Spatial motion The spatial location of each particle, xi ∈ Rd, evolves according to a standard
Brownian motion with generator B = 12∆.
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2. Birth events Each particle gives birth at instantaneous rate 2a(λ − li(t)), where li is the
level of the particle. The spatial location of the offspring is the same as the location of their
parent, xi. The level of the offspring is chosen uniformly at random from [li, λ].
3. Level movement The level of each of the particles evolves according to the equation
dli
dt
= al2i − ζ(xi)
√
λbli.
4. Environment changes The environment evolves as described in Definition 3.1.
A formal definition, via the generator of the process, is given in (3.4). It is convenient to identify
the process with the counting measure
µx,l =
∑
i
δxi,li .
We now state the first result of this section.
Theorem 3.7.1 (Lookdown construction for Branching Brownian Motion in random environment).
Let µ0 be the measure associated with the initial state of the population. Let γ : N
(
R
d × [0, λ)) →
M(Rd) be given by
γ
(∑
i
δxi,li
)
=
1
λ
∑
li
δxi .
The lookdown process of Definition 3.7 corresponds to BBMRE, in the sense that if η(x, l) is a
solution to the martingale problem for the process defined in Definition 3.7, then γ
(
η(x, l)
)
is the
solution to the martingale problem for the process of Definition 3.2.
Our next aim is to write down the generator of the process obtained by passing to the limit
λ→∞, which would correspond to passing to the limit with n passing to infinity in the sequence
of approximations described at the beginning of this section. In order to formulate the result for
the limiting process, we need to consider a special class of test functions of the form
f(ζ, x, l) = f0(ζ)f1(x, l) = f0(ζ)
∏
i
g(xi, li), (3.2)
with the additional requirement
g(xi, li) = 1 for li > λg,
which ensures that we ignore all individuals with levels above λg. We are now in a position to state
the main result of this section.
Theorem 3.7.2 (Lookdown construction for superBrownian motion in random environment). Con-
sider the process with generator given by
A∞ (f1) = f1(x, l)
∑
i
Bg(xi, li)
g(xi, li)
+ f1(x, l)
∑
i
2a
∫ λ
li
(g(xi, v)− 1)dv + f1(x, l)
∑
i
(al2i − b2li)
∂lg(xi, li)
g(xi, li)
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− f1(x, l)
∑
i
b2li
∑
j 6=i
q(xi, xj)lj
∂lg(xi, li)∂lg(xj , lj)
g(xi, lj)g(xi, li)
+
li∂
2
l g(xi, li)
g(xi, li)
 . (3.3)
Let µ0 be the measure associated with the initial state of the population in the limit. Define the
map γ : N (Rd × [0,∞))→M(Rd) by
γ
(∑
i
δxi,li
)
=
{
limλ→∞ 1λ
∑
li≤λ δxi if the limit exists,
µ0 otherwise .
The process described by the limiting generator (3.3) corresponds to the SBMRE of Definition 1.3,
in the sense that if η(x, l) is a solution to the martingale problem for the process described by the
limiting generator (3.3), then γ(η(x, l)) is a solution to the martingale problem for the process in
Definition 1.3.
We now wish to specify the generator for the process in Definition 3.7. In general, we consider
the set of test functions of the form (3.2). To make the functional setup more precise, we need
to borrow the following condition from Kurtz and Rodrigues (2011), which guarantees that the
assumptions of the Markov Mapping Theorem are satisfied.
Condition 3.8 (Based on Kurtz and Rodrigues (2011), Condition 3.1). We assume that the fol-
lowing conditions on the operator B, the coefficients a, b and the test functions g are satisfied.
1. The operator B is defined on a subset of the space of bounded continuous functions, and its
domain is closed under multiplication and separating.
2. The test functions are of the form (3.2), where
g(x, l) =
m∏
j=1
(1− gj1(x)gj2(l))
and gj1 ∈ D(B) and gj2 are twice differentiable with support in [0, λ]. Moreover,
0 ≤ gj1gj2 < ρg < 1.
3. There exists a continuous, non-negative function ψB such that for every test function g, and
for every x ∈ Rd
sup
l
|Bg(x, l)| ≤ cgψB(x)
for some constant cg which depends only on the function g.
4. The following bound holds for the test functions:∫ ∞
0
|g(x, l) − 1|dl + sup
l
{l + l2}∂lg(x, l) ≤ cgψB(x)
for some constant c′g which depends only on the function g.
5. a > 0, λa−√λb > 0.
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Remark 3.9. We notice that the conditions for the generator of the motion B are satisfied by the
Laplacian, the generator of the Brownian motion. This is the only generator that we consider. We
provide the general construction for the sake of completeness and to highlight potential extensions
of this work.
The generator Aλ of the process of Definition 3.7 can be written as
Aλf(ζ, x, l) = f1(x, l)A
env
λ f0(ζ) + f(ζ, x, l)
∑
i
Bg(xi, li)
g(xi, li)
+ f(ζ, x, l)
∑
i
2a
∫ λ
li
(g(xi, v)− 1)dv
+ f(ζ, x, l)
∑
i
(al2i −
√
λζ(xi)bli)
∂lig(xi, li)
g(xi, li)
. (3.4)
A naive limiting procedure does not lead to a well defined object, since the form of the generator
does not take into account the cancellations coming from fluctuations in the environment. In
order to identify the correct limit, we once again use the separation of timescales trick. Proofs of
Theorem 3.7.1 and Theorem 3.7.2 are presented in Appendix D.
Remark 3.10. Our computations do not lead to any surprising results - we show that the SBMRE
can be obtained as a scaling limit of BBMRE. Our arguments, combined with tightness of the
sequence of projected processes, guarantees convergence of the sequence of projected models. We
therefore provide a new construction for the SBMRE. However, we still refer to results described
in Remark 3.4 to guarantee the uniqueness of solutions to the projected martingale problem. The
question of uniqueness of solutions to the martingale problem for the limiting process with levels
(which, by the Markov Mapping Theorem would guarantee uniqueness of solutions to the projected
model) will be pursued elsewhere.
4 Scaling limits of the SLFV - dynamics of the rare type
In this section we are interested in a spatial analogue of the results from Section 2. We show
that under a certain scaling, the dynamics of the subpopulation with a rare mutation, which is a
part of a population evolving according to a version of the Spatial-Lambda-Fleming-Viot model
with selection in a fluctuating environment, is given by a superBrownian motion in a random
environment. Since under our scaling the proof of the result does not differ significantly from
the one discussed in Section 2, our discussion will be rather brief and focus on highlighting the
differences and required modifications.
We begin with a description of the model. As before, we consider a population with two genetic
types, rare and common, which we denote by κr and κc, respectively. We also consider the random
field ζ, specified by Definition 3.1. Since in our model we consider a population with a countable
number of individuals, the state of the population can be represented as
η =
∑
(x,κ,l)
δx,κ,l.
We assume that η is a conditionally Poisson system with Cox measure Ξ(dx,dκ)×mleb(dl).
The evolution of the population is determined by reproduction events of two types - neutral
and selective driven by independent Poisson point processes Πneu and Πsel, which specify the time,
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location, impact and radius of the events. They are analogous to those in Section 2, but now we
assume that an event has a location and radius, only individuals within the ball of given radius
centred at the location of the event are affected. A rigorous definition of the model follows.
Definition 4.1 (Lookdown representation of SLFVSRE). Let µ be a measure on (0,∞) and for
each r ∈ (0,∞), let νr be a probability measure on [0, 1], such that the mapping r 7→ νr is measurable
and ∫
(0,∞)
rd
∫
[0,1]
u νr(du)µ(dr) <∞. (4.1)
Fix s ∈ [0, 1]. Let Πneu,Πsel be a pair of independent Poisson processes with intensity measures
(1− s)dt⊗dy⊗µ(dr)νr(du) and sdt⊗dy⊗µ(dr)νr(du) respectively. Let Πenv be a Poisson process
independent of Πneu,Πsel.
The lookdown representation of SLFVSRE is a process taking values in purely atomic measures
on Rd × R× {κr, κc} × {−1, 1} with dynamics described as follows.
1. If (t, y, r, u) ∈ Πneu
(a) a group of new individuals with levels (v1, v2, . . . , ) is added to the population within the
ball Br(y). Their levels are distributed according to a Poisson process with intensity u.
(b) Let v∗ = min{v1, v2, . . . , }. The type of the new individuals is chosen to be the same as
the type of the individual with the lowest level above v∗ within the ball Br(y).
(c) As a result of an event the individual originally with level, l, and position, x, has a new
level given by
Jneu(l, l∗, v∗, x, (y, r)) =

l if x /∈ Br(y),
1
1− u
J
(l − (l∗ − v∗)) if l > l∗, x ∈ Br(y),
1
1− u
J
l if l < l∗, x ∈ Br(x),
v∗ if l = l∗, x ∈ Br(y).
2. If (t, y, r, u) ∈ Πsel
(a) a group of new individuals with levels (v1, v2, . . . , ) is added to the population. Their
levels distributed according to a Poisson process with intensity u.
(b) Let v∗ = min{v1, v2, . . . , }. The type of the new individuals is chosen to be the same as
the type of the individual with level above v∗ minimizing (li− v∗)/σ(κi, ζ) within the ball
B(x, r).
(c) As a result of an event the individual originally with level, l, and position, x, has a new
level given by
Jsel(l, l∗, v∗, x, (y, r)) =

l if x /∈ Br(y),
1
1− u
J
(l − (l∗ − v∗) σ(κ,ζ)σ(κ∗,ζ)) if l > l∗, x ∈ Br/M (y),
1
1− u
J
l if l < l∗, x ∈ Br(y),
v∗ if l = l∗, x ∈ Br(y).
3. The dynamics of Πenv are specified by Definition 3.1.
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Definition 4.1 is more general than we require, however, we include it to underline the possibility
of extending our results. However, in the interest of keeping our notation as simple as possible,
from now on we shall specialise to fix the radius and impact of reproduction events.
Assumption 4.2. From now on, fix R ∈ (0,∞) and u¯ ∈ (0, 1) and take
µ(dr) = δR(dr), νr(du) = δu¯(du).
The integrability condition (4.1) is trivially satisfied for our model with fixed radius and impact.
4.1 Scaling and statement of main results
As in Section 2 we record two theorems which are a by-product of our technique.
Theorem 4.2.1. Suppose that XN0 is absolutely continuous with respect to Lebesgue measure, that
the support supp(XN0 ) ⊆ D, where D is a compact subset of Rd (independent of N), and that XN0
converges weakly to X0. Furthermore suppose that the intensity of selective events is 0 and as N
tends to infinity,
Cdur
d+2N
JM2
→C1; J,K,M →∞; K
JMd
→ 0; N
2
MdKJ2
→ 0; u
2VRNK
J2Md
→ a,
In addition, assume that there exists an n such that, as N tends to infinity, N(K/J)n → 0. Then
the sequence XN (t) converges weakly to superBrownian motion without drift, initial condition X0,
diffusion parameter C1 and quadratic variation parameter 2a.
Theorem 4.2.2. Suppose that XN0 is absolutely continuous with respect to Lebesgue measure, that
the support supp(XN0 ) ⊆ D, where D is a compact subset of Rd (independent of N), and that
XN0 converges weakly to X0. Furthermore, suppose that Ŝ = 1, σ(κ, ζ) = σ(κ) and as N tends to
infinity,
N
JM2
→ C1 J,K,M →∞; K
JMd
→ 0; N
2
MdKJ2
→ 0; u
2VRNK
J2Md
→ a;
suNVR
JS
(
σ(κr)
σ(κc)
− 1
)
→ b,
In addition, assume that there exists an n such that, as N tends to infinity, N(K/J)n → 0. Then
the sequence XN (t) converges weakly to a critical superBrownian motion with initial condition X0,
diffusion parameter C1, growth rate b and quadratic variation parameter 2a.
The strategy of the proof is analogous to that laid out in Section 2.3. We therefore focus on
describing the differences. In contrast to the situation described in the Remark 2.11 we do not claim
to show any results on the limits of sequences of lookdown representations. We focus on the result
for the projected version of the model. We divide the generator of the lookdown representation into
two separate parts - one part describes the spatial movement of the particles, the other describes
the evolution of the levels. We show that the selective events (and therefore the fluctuations in the
direction of selection) do not affect the movement of the particles in the limit. For the convergence
of the neutral model we refer to results of Chetwynd-Diggle and Etheridge (2018). We then use
the lookdown representation to deduce the right form of the limiting generator and to justify the
separation of timescales trick for the selective part of the generator. The part of the proof which
deals with the evolution of the levels is analogous to that of Section 2, and we do not repeat it here.
For the readers convenience we include intensity estimate and discuss the splitting of the generator.
Once again we consider a stopped process, see Remark 2.12. The domain of the generator is
specified by (E.2), (E.3).
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4.2 Intensity estimate
As in Section 2.3.1 we observe that the generator of the projected process is given by
LNf(〈φ,XN0 〉) = NMd
[∫
Rd
∫
BMr (x)
1
|BMr |
wN0 (z)f
(
K
u
J
∫
BMr (x)
φ(y)dy
+K
(
1− u
J
)∫
BMr (x)
φ(y)wN0 (y)dy
)
− f
(
K
∫
BMr (x)
φ(y)wN0 (y)dy
)
dzdx
+
∫
Rd
∫
BMr (x)
(
1− wN0 (z)
)
f
(
K
(
1− u
J
)∫
BMr (x)
φ(y)wN0 (y)dy
)
− f
(
K
∫
Rd
φ(y)wN0 (y)dy
)
dz dx
]
+N
sŜ
S
Md
[∫
Rd
∫
BMr (x)
1
|BMr |
σ(κr, ζ)w
N
0 (z)
σ(κr, ζ)wN0 (z) + σ(κs, ζ)
(
1− wN0 (z)
)f(K u
J
∫
BMr (x)
φ(y)dy
+K
(
1− u
J
)∫
BMr (x)
φ(y)wN0 (y)dy
)
− f
(
K
∫
BMr (x)
φ(y)wN0 (y)dy
)
dzdx
+
∫
Rd
∫
BMr (x)
σ(κc, ζ)(1 −wN0 (z))
σ(κr, ζ)wN0 (z) + σ(κs, ζ)
(
1− wN0 (z)
)f(K (1− u
J
)∫
BMr (x)
φ(y)wN0 (y)dy
)
− f
(
K
∫
Rd
φ(y)wN0 (y)dy
)
dz dx
]
. (4.2)
The first two terms represent the part of the generator describing the effect of the neutral events
and is the same as in Chetwynd-Diggle and Etheridge (2018). The last two terms represent the
effects of selective events. Substituting KwN0 = X
N
0 this becomes
LNf(〈φ,XN0 〉) = LNneuf(〈φ,XN0 〉) + LNself(〈φ,XN0 〉)
NMd
[∫
Rd
∫
BMr (x)
1
|BMr |
XN0 (z)
K
f
(
K
u
J
∫
BMr (x)
φ(y)dy
+
(
1− u
J
) ∫
BMr (x)
φ(y)XN0 (y)dy
)
− f
(∫
BMr (x)
φ(y)XN0 (y)dy
)
dzdx
+
∫
Rd
∫
BMr (x)
(
1− X
N
0 (z)
K
)
f
((
1− u
J
)∫
BMr (x)
φ(y)XN0 (y)dy
)
− f
(∫
Rd
φ(y)XN0 (y)dy
)
dz dx
]
+N
sŜ
S
Md
[∫
Rd
∫
BMr (x)
1
|BMr |
σ(κr, ζ)
XN0 (z)
K
σ(κr, ζ)
XN0 (z)
K + σ(κs, ζ)
(
1− XN0 (z)K
)f(K u
J
∫
BMr (x)
φ(y)dy
+
(
1− u
J
) ∫
BMr (x)
φ(y)XN0 (y)dy
)
− f
(∫
BMr (x)
φ(y)XN0 (y)dy
)
dzdx
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+
∫
Rd
∫
BMr (x)
σ(κc, ζ)
(
1− XN0 (z)K
)
σ(κr, ζ)
XN0 (z)
K + σ(κs, ζ)
(
1− XN0 (z)K
)f((1− u
J
) ∫
BMr (x)
φ(y)XN0 (y)dy
)
− f
(∫
Rd
φ(y)XN0 (y)dy
)
dz dx
]
. (4.3)
We state useful lemmas from Chetwynd-Diggle and Etheridge (2018), which describe the form
and estimates for the neutral part of the generator.
Definition 4.3. We denote by AN the operator
AN(φ) := C(d)Nur
d+2
JM2
∆φ,
with C(d) :=
∫
B1(0) x
2dx.
Lemma 4.4 (Chetwynd-Diggle and Etheridge (2018), Lemma 4.2). For f(x, ζ) = x and φs(x) :
R× Rd → R ∈ C2,30 ,∫ t
0
LNneu(〈φ,XN (s)〉)ds =
∫ t
0
〈
XNs , φ˙s
〉
+
〈
XNs ,AN (φs)
〉
ds+NNt (φ), (4.4)
where
|NNt (φ)| ≤ O
(
N sup0≤s≤t ‖φs‖C3
JM3
VR
)∫ t
0
〈
XNs ,1
〉
ds. (4.5)
We proceed to the proof of Lemma 4.5. We notice that the proof is a simple combination of
our proof of Lemma 2.8 and the proof of Chetwynd-Diggle and Etheridge (2018), Lemma 5.6.
Lemma 4.5. Let X = Kw denote the total intensity of individuals of the rare type. Assume that
E[XN (0)] <∞. Then for any T > 0
sup
t≤T
sup
N
E[〈XN , 1〉] <∞, (4.6)
lim
H→∞
sup
N
P
[
sup
t≤T
〈XN , 1〉 ≥ H
]
=0. (4.7)
Proof. We observe that with the test functions chosen as in Lemma 4.4, the part of the generator
describing the change in the population resulting from a selective event can be written as
LNsel(〈φ,XN (s)〉) =
N
usŜ
SJ
Md
[∫
Rd
1
|BMr |
∫
BMr (x)
σ(κr, ζ)
σ(κr, ζ)
X
K + σ(κc, ζ)
(
1− XK
)X(z)
K
∫
BMr (x)
(K −X(y)) φ(y)dydzdx
−
∫
Rd
1
|BMr |
∫
BMr (x)
σ(κr, ζ)
σ(κr, ζ)
X
K + σ(κc, ζ)
(
1− XK
) (1− X(z)
K
)∫
BMr (x)
X(y)φ(y)dydzdx
]
= N
usŜ
SJ
Md
[∫
Rd
1
|BMr |
∫
BMr (x)
σ(κr, ζ)
σ(κr, ζ)
X
K + σ(κc, ζ)
(
1− XK
)X(z)∫
BMr (x)
φ(y)dydzdx
44
SLFV in a fluctuating environment and SuperBrownian Motion
−
∫
Rd
1
|BMr |
∫
BMr (x)
∫
BMr (x)
X(y)φ(y)dydzdx
]
. (4.8)
We observe that by Taylor’s Theorem φ(y) can be locally approximated by
φ(y) = φ(z) +∇φ(z)(y − z) + ‖φ‖C2(Rd)O
(|y − z|2) .
Therefore by using a calculation analogous to (2.25) and the fact that |y− z| < R/M within a ball
Br(x) we may approximate (4.8) by
LNsel(〈φ,XN (s)〉) =
N
usŜ
SJM2d
(
σ(κr, ζ)
σ(κc, ζ)
− 1
)
〈X,φ〉 + 1
K
〈X,φ〉2O
(
CσN
usŜ
SJM2d
)
+O
(
NŜ
SJM
)
, (4.9)
where Cσ is a constant depending on σ.
Let χN (t) = E[〈XNt , 1〉]. Let hR denote a sequence of smooth functions such that hR is supported
on the ball of radius 2R centred at zero and is equal to 1 on the ball of radius R centred at zero.
Assume in addition that the sequence hR satisfies
∆hR ≤ ǫ; hR ≤ hR+1.
We combine (4.4) and (4.9) and take expectation in (4.3) to obtain
E
[〈XNt , φ〉] = E [〈XN0 , φ〉]+ E [∫ t
0
〈
XNs , φ˙s
〉
+
〈
XNs ,AN (φs)
〉
ds
]
+N
usŜ
SJM2d
E
[(
σ(κr, ζ)
σ(κc, ζ)
− 1
)∫ t
0
〈X,φ〉 + Cσ
K
〈X,φ〉2ds
]
+ E
[
NNt (φ)
]
≤ χN (0) + C‖∆hR‖+O
(
N sup0≤s≤t ‖φs‖C3
JM3
VR +N
usŜCσ
SJM2d
)
χN (0), (4.10)
where we have used the properties of hR. Letting R tend to infinity and using the Monotone
Convergence Theorem, we arrive at
χN (t) ≤ χN (0) + C‖∆hR‖+O
(
N sup0≤s≤t ‖φs‖C3
JM3
VR +N
usŜCσ
SJM2d
)
χN (0).
We now apply Gro¨nwall’s inequality to conclude. The second part of the statement follows exactly
as the second part of the proof of Lemma 2.8.
4.3 Sketch of the proof of Theorem 1.3.1
The generator of the SLFVRE process is given by
ANf(η) = NMd
∫
Rd
(∫ ∞
0
[
uK|Br|
JMd
e
−uK|Br |
JMd
v∗
gˆy,r/M (κ
∗, v∗)e−
uK|Br |
JMd
∫∞
v∗ (1−gˆy,r/M(κ∗,v))dv
∏
(x,κ,l)∈η,l 6=l∗
g
(
x, κ,Jneu
(
l, l∗, v∗, x, (y, r/M)
))]
dv∗ − f(η)
)
dy
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+N
sŜ
S
Md
∫
Rd
(∫ ∞
0
[
uK|Br|
JMd
e
−uK|Br |
JMd
v∗
gˆy,r/M (κ
∗, v∗)e−
uK|Br |
JMd
∫∞
v∗ (1−gˆy,r/M(κ∗,v))dv
∏
(x,κ,l)∈η,l 6=l∗
g
(
x, κ,Jsel
(
l, l∗, v∗, x, (y, r/M)
))]
dv∗ − f(η)
)
dy +Aenv, (4.11)
where Aenv is specified as in (1.1) and gˆy,r/M (κ, l) :=
1
|Br/M |
∫
Br/M(y)
g(z, κ, l)dz.
We split the generator into three parts, by adding and subtracting g(y, κ∗, v) inside the integral.
The first two parts describes the movement of the levels.
ANfull,neuf(η)
= NMd
∫
Rd
(∫ ∞
0
[
uK|Br|
JMd
e
−uK|Br |
JMd
v∗
g(x∗, κ∗, v∗)e−
uK|Br |
JMd
∫∞
v∗ (1−gˆy,r/M(κ∗,v))dv
∏
(x,κ,l)∈ηBr/M (y),l 6=l∗
g
(
x∗, κ,Jneu
(
l, l∗, v∗, x, (y, r/M)
)) ∏
(x,κ,l)/∈ηBr/M (y),l 6=l∗
g
(
x, κ, l
)]
dv∗
− f(η)
)
dy, (4.12)
where ηBr/M (y) := {(x, κ, l) ∈ η : x ∈ Br/M (y)} and
ANfull,self(η)
= N
sŜ
S
Md
∫
Rd
(∫ ∞
0
[
uK|Br|
JMd
e
−uK|Br |
JMd
v∗
g(x∗, κ∗, v∗)e−
uK|Br |
JMd
∫∞
v∗
(1−gˆy,r/M(κ∗,v))dv
∏
(x,κ,l)∈ηBr/M (y),l 6=l∗
g
(
x∗, κ,Jsel
(
l, l∗, v∗, x, (y, r/M)
)) ∏
(x,κ,l)/∈ηBr/M (y),l 6=l∗
g
(
x, κ, l
)]
dv∗
− f(η)
)
dy, (4.13)
Observe that ĝ)y,R/M is symmetrical with respect to y. Therefore (4.12), (4.13) can be treated
using arguments which are analogous to those which we applied to Aneu,1, Aneu,2, Asel,1 and Asel,2
in Section 2. The second two parts are given by
ANfull,neu,2f(η) = NM
d
∫
Rd
(∫ ∞
0
[
uK|Br|
JMd
e
−uK|Br |
JMd
v∗
(
gˆy,r/M (κ
∗, v∗)− g(y, κ∗, v∗)
)
× e−
uK|Br |
JMd
∫∞
v∗
(1−gˆy,r/M(κ∗,v))dv
×
∏
(x,κ,l)∈η,l 6=l∗
g
(
x, κ,Jneu
(
l, l∗, v∗, x, (y, r/M)
))]
dv∗
)
dy (4.14)
and
ANfull,sel,2f(η) = N
sŜ
S
Md
∫
Rd
(∫ ∞
0
[
uK|Br|
JMd
e
−uK|Br |
JMd
v∗
(
gˆy,r/M (κ
∗, v∗)− g(y, κ∗, v∗)
)
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× e−
uK|Br |
JMd
∫∞
v∗
(1−gˆy,r/M(κ∗,v))dv
×
∏
(x,κ,l)∈η,l 6=l∗
g
(
x, κ,Jsel
(
l, l∗, v∗, x, (y, r/M)
))]
dv∗
)
dy. (4.15)
We observe that our scaling implies that if the contribution from (4.14) is non-negligible, the contri-
bution from (4.15) vanishes in the limit. For that reason the results of Chetwynd-Diggle and Etheridge
(2018) are sufficient to deduce the behaviour of the spatial movement of the generator of all cases
of interest. From
ANfull,sel,2f(η) = NM
d
∫
Rd
∫ ∞
0
uK|Br|
JMd
e
−uK|Br |
JMd
v∗ (
gˆy,r/M (κ
∗, v∗)− g(x∗, κ∗, v∗))
× e−
uK|Br |
JMd
∫∞
v∗
(1−gˆy,r/m(κ∗,v))dv ∏
(x,κ,l)∈η,l 6=l∗
g(x, κ,J )dv∗dy,
we can see as in the calculations in Section 2 that this leads to
αANfull,sel,2h(Ξ)
= NMd
∫
Rd×K
Md
|Br|
∫
Br/M (x∗)
e
− ∫
R/Br/M (y)
h(z,κ)Ξ(dz,dκ)
e
−(1− uJ )
∫
Br/M (y)
h(z,κ)Ξ(dz,dκ)
×
[
e
−uK|Br |
JMd
hˆy,r/M(κ
∗) − e−
uK|Br |
JMd
h(x∗,κ∗)
]
dy Ξ(dx∗,dκ∗).
Performing a simple Taylor expansion and noting this is identical to calculations appearing in
Chetwynd-Diggle and Etheridge (2018), Section 4.3 we see that this will give us
αANfull,sel,2f(Ξ) = exp(−〈h,Ξ〉)
〈
C(d)urdN
JM2
∆h+O(1/M),Ξ
〉
,
where we recall that C(d) :=
∫
B1
x2dx and 〈h,Ξ〉 := ∫
Rd×K h(x, κ)Ξ(dx,dκ).
For the sake of completeness we state the propositions describing the evolution of the levels.
We observe that both (4.12) and (4.13) are integrals over compact sets (recall that g(x, l) is equal
to 1 outside of a compact set) of their non-spatial counterparts studied in Section 2.3. The task of
analysing this generator is then a simple expansion of arguments in that section. In particular, the
sparsity condition K/Md →∞ leads to following analogous of Proposition 2.9 and Proposition 2.10.
Proposition 4.6. Under the conditions of Theorem 4.2.1,
E
[
sup
t≤T
∣∣∣∣∣
∫ t
0
ANfull,neuf(ηs)
−
f(ηrs) ∑
li(s)∈ηNs
al2i
∂lg(xi, li(s))
g(xi, li(s))
+ 2af(ηrs)
∑
li(s)∈ηrs
∫ ∞
li(s)
(
1− g(xi, v)
)
dv
ds∣∣∣∣∣
]
→ 0.
Proposition 4.7. Under the conditions of Theorem 4.2.2 for any T ∈ R
E
[
sup
t≤T
∣∣∣∣∣
∫ t
0
ANfull,self(η
N
s )− f(ηNs )
 ∑
li(t)∈ηNt
−bli g
′(xi, li)
g(xi, li)
ds∣∣∣∣∣
]
→ 0.
The proofs of Theorem 1.3.1, Theorem 4.2.1 and Theorem 4.2.2 now follow by applying Theo-
rem 2.7.1 to the process characterised by the generator of the projected version of ANfull,neu, A
N
full,sel
and Aenv.
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A Poisson random measures
In this section we present some facts about Poisson random measures. Most of the facts pre-
sented in this section have been stated in the papers on lookdown constructions, see, for example
Kurtz and Rodrigues (2011), Etheridge and Kurtz (2018). We present them again as they are
useful for many calculations involving lookdown constructions.
Lemma A.1. Let ξ be a Poisson random measure with mean measure ν. Let f ∈ L1(Rd, ν). Then
E
[
exp
(∫
f(z)ξ(dz)
)]
= exp
(∫
(ef(x) − 1)ν(dx)
)
Similarly, the expected value and variance of the integral with respect to a Poisson random measure
is given by
E
[∫
f(z)ξ(dz)
]
=
∫
f(x)ν(dx) Var
[∫
f(z)ξ(dz)
]
=
∫
f2(x)ν(dx)
Definition A.2 (Conditionally Poisson system). Consider a counting measure ξ on Rd. Let Ξ be
a locally finite random measure on Rd. We say that ξ is conditionally Poisson with Cox measure
Ξ if, conditioned on Ξ, ξ is a Poisson random measure with mean measure Ξ.
Conditionally Poisson systems are sometimes referred to as Cox processes. We notice that to
check that a Poisson random measure ξ is actually a Cox process, it is enough to check that
E
[
exp
(
−
∫
Rd
fdξ
)]
= E
[
exp
(
−
∫
Rd
(1− ef )dΞ
)]
for all positive Borel-measurable functions f . Our main application of the presented theory is
to show convergence of the particles systems to their high intensity limits. We need some more
definitions, as the convergence of sequences of conditionally Poisson systems requires a rather exotic
topology.
Consider a family of continuous functions hk : R
d → [0, 1] such that⋃
k
Shk = R
d,
where Sf denotes the support of f . Let Mhk(Rd) be the collection of Borel measures on Rd such
that ∫
Rd
hkfdν <∞.
Let dνk = hkdν. The space Mhk(Rd) endowed with the topology of weak convergence of dνk is
metrizable. We observe that checking convergence inMhk(Rd) is equivalent to checking convergence
of
∫
Rd
fdνn for all bounded and continuous functions which satisfy∫
Rd
fdνk <∞ for f ≤ chk
for some constant c > 0. The space Mhk(Rd × [0,∞)) can be defined in a similar way.
Theorem A.2.1 (Kurtz and Rodrigues (2011), Theorem A.9). Let ξn be a sequence of conditionally
Poisson random measures on Rd× [0,∞) with Cox measures {Ξn×Λ}. Then ξn ⇒ ξ in Mhk(Rd×
[0,∞)) if and only if Ξn ⇒ Ξ in Mhk(Rd) . If the limit exists, ξ is a conditionally Poisson random
measure with Cox measure Ξ× Λ.
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B Markov Mapping Theorem
We recall some basic definitions and introduce the necessary notation. For a detailed account of
this introductory material we refer to Ethier and Kurtz (1986), Chapter 1, and Lunardi (2012).
Let (E, d), (E0, d0) be a pair of complete, separable metric spaces (with metrics d and d0,
respectively). Let B(E) be the space of bounded measurable functions on E. We notice that
equipped with the usual supremum norm ‖ · ‖∞ B(E) forms a Banach space. Let C(E) ⊂ B(E)
denote the subspace of continuous functions on E. A subspace A of B(E)×B(E) is a multivalued
linear operator. It domain is given by D = {f : (f, g) ∈ A} and its range by R = {g : (f, g) ∈ A}.
Definition B.1 (Dissipative operator). We say that the operator A is dissipative if for each (f, g) ∈
A and λ > 0
‖λf − g‖ ≥ λ‖f‖.
Definition B.2 (Graph separable pre-generator). We say that an operator A ⊂ B(E) × B(E) is
a pre-generator if it is dissipative and there exists a sequence of functions µn mapping E to the set
of probability measures over P(E), and a sequence of λn ∈ E, such that for each (f, g) ∈ A
g(x) = lim
n→∞λn
∫
E
(f(y)− f(x))µn(x,dy).
If in addition there exists a countable subset {fk} ⊂ D(A)
⋃
C(E) such that the graph of A is
contained in the closure of the linear span of (fn, Afn), we say that it is graph-separable.
We notice that the generators of Markov process are graph-separable pre-generators. Let
DE [0,∞) denote the space if ca`dla`g functions and ME [0,∞) denote the space of Borel measurable
functions from [0,∞) taking values in E.
Theorem B.2.1 (Kurtz and Rodrigues (2011), Theorem A.15). Let A ⊂ C(E)× C(E) and let ψ
be a continuous function taking values in R such that ψ ≥ 1. Suppose that for each f ∈ D(A) there
exists a constant cf > 0 such that
|Af(x)| ≤ cfψ(x).
Let A0 be defined as
A0f(x) =
Af(x)
ψ(x)
.
Suppose that A0 is graph-separable pre-generator and suppose that D(A) = D(A0) is closed under
multiplication and separating. Let γ : E → E0 be Borel measurable, and let α be a transition
function from E0 into E satisfying α(y, γ
−1(y)) = 1. Assume that for each y ∈ E0
ψ˜ =
∫
E
ψ(y, z)α(y,dz) <∞.
and define
C =
{(∫
E
f(z)α(·,dz),
∫
E
Bf(z)α(·,dz)
)
: f ∈ D(B)
}
.
Let µ0 ∈ P(E0), and define ν0(y) =
∫
R
α(y, ·)µ0(dy).
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1. Let Y˜ be a solution of a martingale problem for (C,µ0). Assume that it satisfies the moment
condition ∫ t
0
E
[
ψ˜(Y˜ (s))
]
ds <∞ ∀t ≥ 0. (B.1)
Then there exists a solution X of the martingale problem for (A, ν0) such that Y˜ has the same
distribution on ME0 [0,∞) as Y˜ = γ ◦ Y .
2. If, in addition, uniqueness holds for the martingale problem for (A, ν0), then uniqueness holds
for the martingale problem for (C,µ0).
The original proof of the theorem was inspired by the proofs of generalisations of Burke’s Output
Theorem appearing in Kliemann et al. (1990) and the proof of equivalence of martingale problems
for the Moran model and its lookdown representation in Donnelly and Kurtz (1996).
Since then the Markov Mapping Theorem has been a useful tool in mathematical population
genetics (Etheridge and Kurtz (2018), Kurtz and Rodrigues (2011)), mathematical biology (Gupta
(2012)), mathematical finance (Stockbridge (2002)) and analysis of infinite dimensional stochastic
differential equations (Kurtz (2010)).
The main power of the Markov Mapping Theorem comes in simplifications of proofs of equiva-
lence of seemingly different martingale problems. The main source of the power is in exploitation
of properties of exchangeable process and conditionally Poisson systems.
C Kurtz-Rodrigues’ Martingale Lemma
The following Lemma plays an important role in our applications of the Markov Mapping Theorem.
Intuitively, it clarifies why the averaged process is a solution to a projected martingale problem.
Lemma C.1 (Kurtz and Rodrigues (2011), Lemma A.13). Let {Ft} and {Gt} be filtrations with
Gt ⊂ Ft. Suppose that for each t ≥ 0
E
[|Xt|+ ∫ t
0
|Ys|ds
]
<∞.
and that
Mt = Xt −
∫ t
0
Ysds
is an Ft-martingale. Then
M̂t = E
[
Xt|Gt
]− ∫ t
0
E
[
Ys|Gs
]
ds
is a {Gt}martingale.
D Proofs of Theorem 3.7.1 and Theorem 3.7.2
Proof of Theorem 3.7.1. Before we can proceed, additional objects need to be defined. Let αλ(n, l)
be the joint distribution of n i.i.d. uniformly distributed random variables on [0, λ]. Recall that
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µ denotes a point measure representing positions of individuals. For a test function f1(xi, li), we
define the projection onto type space fˆ as
fˆ(µ) =
∏
i
gˆ(xi) = e
−∑i I(g(xi)),
where the average for a single level is defined as
e−I(g(xi)) = gˆ(xi) =
1
λ
∫ λ
0
g(xi, z)dz.
To calculate the generator of the projected model (the generator averaged over the distribution of
the levels), we need to evaluate ∫
Aλf(ζ, x, l)αλ(dl).
Let us integrate the four terms appearing in Aλ separately. We begin with the two terms which
are least involved - the movement of particles and the environment. Since both of those terms do
not depend on the levels, integrals with respect to them do not alter our projections, namely∫
f(ζ, x, l)
∑
i
Bg(xi, li)
g(xi, li)
αλ(dl) =
n∑
i=1
Bfˆ(ζ, µ) = nBfˆ(ζ, µ). (D.1)
Analogously, ∫
λf1(x, l)A
env
λ f0(ζ, x)αλ(n,dl) = λfˆ1(µ)A
env
λ f0(ζ, µ). (D.2)
In order to evaluate terms describing births and movement of the levels, which both do depend on
the exact value of the level, it is convenient to note that (here we follow the calculation on p. 492
in Kurtz and Rodrigues (2011))
λ−12a
∫ λ
0
g(x, z)
∫ λ
z
(g(x, v) − 1)dvdz = aλe−Ig − 2aλ−1
∫ λ
0
g(x, z)(λ − z)dz, (D.3)
where we have used Fubini’s Theorem, and
λ−1
∫ λ
0
(az2 − ζbz)g′(x, z)dz = −λ−1
∫ λ
0
(2az − ζb)(g(z) − 1)dz
= λ−12a
∫ λ
0
zg(x, z)dz + aλ+ b(e−Ig − 1), (D.4)
where we have integrated by parts. It will also be useful to describe the changes in our system due
to births and deaths. Whenever a birth event occurs, the new individual is located at the same
place as the parent. If a death occurs, the individual is just removed from the system. Therefore,
if we denote the new collection of particles after a birth at location y by (b(x|y)) and the new
collection of particles after a death at location xj by d(x|xj), we see that
µb(x|y) = δy +
n∑
i=1
δxi , µd(x|xj) = −δxj +
n∑
i=1
δxi .
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Armed with these observations and identities (D.3), (D.4) we proceed to evaluate the remaining
terms. A simple calculation shows that
∫
f(ζ, x, l)
{∑
i
2a
∫ λ
li
(g(xi, v)− 1)dv +
∑
i
(al2i −
√
λζ(xi)bli)
∂lig(xi, li)
g(xi, li)
}
αλ(dl)
=
∑
j
e
∑
i6=j Ig(xi)
{
2aλe
−Ig(xj ) + 2aλ−1
∫ λ
0
g(xj , z)dz
−2aλ−1
∫ λ
0
g(xj , z)dz + aλ+
√
λbζ(xj)(e
Ig(xj ) − 1)
}
= aλe
∑
i Ig(xi)
∑
j
(e
−Ig(xj ) − 1) +
∑
j
(λa−
√
λbζ(xj))e
∑
i6=j Ig(xi)(1− eIg(xj))
=
∑
i
λa(fˆ(µb(x|xi))− fˆ(µ)) +
∑
i
(λa−
√
λζ(xi)b)(fˆ(µd(x|xi))− fˆ(µ)). (D.5)
Combining (D.1), (D.2) and (D.5) we have established that the projected generator can be written
as
Lλfˆ(ζ, µ) = λfˆ1(µ)Aenvλ f0(ξ) +
∑
i
Bxi fˆ(µ) +
∑
i
λa
(
fˆ(µb(x|xi))− fˆ(µ)
)
+
∑
i
(
λa− ζ(xi)
√
λb
)(
fˆ(µd(x|xi))− fˆ(µ)
)
,
which is the generator of the BBMRE with birth rate λa and death rate (λa−√λζb), as claimed.
Now we only need to check that all assumptions of the Markov Mapping Theorem are satisfied.
Fortunately our Condition 3.8 has been imposed to guarantee just that. The map γ : N (Rd ×
[0, λ))→M(Rd) (mapping counting measures to measures on Rd) is given by
γ
(∑
i
δxi,li
)
=
1
λ
∑
li
δxi
The moment condition (B.1) is satisfied if we consider ψ of the form
ψ(x, l) = 1 +
∑
i
ψB(xi) (1 + a+ b) e
−li , (D.6)
so that the averaged ψ˜ is of the form
ψ˜(x) = 1 +
∑
i
ψB(xi) (1 + a+ b) (1− e−λ). (D.7)
We note that the 1 appearing in the definitions of ψ and ψ˜ has been added only to ensure that
both of these functions are greater than or equal to 1.
Proof of Theorem 3.7.2. We define a test function of the form
h1(ζ, x, l) = −f1(x, l)b
∑
i
ζ(xi)li
∂lg(xi, li)
g(xi, li)
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and apply the generator (3.4) to a test function of the form G = f1 +
1√
λ
h1. This leads to
Aλ
(
f1(x, l) +
1√
λ
h1
)
= f1(x, l)
∑
i
Bg(xi, li)
g(xi, li)
+ f1(x, l)
∑
i
2a
∫ λ
li
(g(xi, v)− 1)dv + f(x, l)
∑
i
(al2i −
√
λζ(xi)bli)
∂lg(xi, li)
g(xi, li)
+
√
λf1(x, l)
∑
i
ζ(xi)li
∂lg(xi, li)
g(xi, li)
− 1√
λ
{
f1(x, l)bζ(xi)
∑
i
[
Bg(xi, li)
g(xi, li)
+
B∂lg(xi, li)
g(xi, li)
]
+
[∑
i
ζ(xi)li
∂lg(xi, li)
g(xi, li)
]
f1(x, l)
∑
i
2a
∫ λ
li
(g(xi, v)− 1)
+f1(x, l)
∑
i
[al2i −
√
λbζ(xi)li]
∑
j 6=i
ljζ(xj)
∂lg(xi, li)∂lg(xj , lj)
g(xi, lj)g(xi, li)
+
ζ(xi)∂lg(xi, li) + ζ(xi)li∂
2
l2g(xi, li)
g(xi, li)
)}
, (D.8)
where we have used the fact that f1 does not depend on the environment and that Eπ[h1] = 0, (where
Eπ is the expected value over the stationary distribution for the environment) since Eπ[ζ] = 0.
Passing to the limit in (D.8) as λ tends to infinity we obtain
A∞ (f1) = f1(x, l)
∑
i
Bg(xi, li)
g(xi, li)
+ f1(x, l)
∑
i
2a
∫ ∞
li
(g(xi, v)− 1)dv + f1(x, l)
∑
i
(al2i − b2li)
∂lig(xi, li)
g(xi, li)
− f1(x, l, n)
∑
i
b2ζ(xi)li
∑
j 6=i
ζ(xj)lj
∂lig(xi, li)∂ljg(xj , lj)
g(xi, lj)g(xi, li)
+
ζ(xi)li∂
2
l2i
g(xi, li)
g(xi, li)
 .
Conditions of Theorem 2.7.1 are satisfied if we consider A = A∞ (f1) which would lead too
εfn = O
(
1
λ
)
. We now show that if we average the levels of the limiting generator, we obtain the
generator of the SBMRE of Definition 3.3. The general principle is the same as for the proof of
Theorem 3.7.1 - we average out the levels and refer to the Markov Mapping Theorem to show that
the distribution of the projected process is the distribution of the SBMRE.
We consider a Poisson random measure with distribution α(µ,dx× dl) on Rd ×R+ with mean
measure µ × mleb, where mleb is Lebesgue measure. Just as in the Branching Brownian motion
case, we consider a special set of test functions of the form
h(x) =
∫ ∞
0
(1− g(x, l))dl.
In this setup, for a test function f , the projected (averaged) test function, fˆ , takes the form
fˆ(µ) = αf(µ) =
∫
f(x, v)α(µ,dx× dv) = e
∫
Rd
∫∞
0
(1−g(x,v))dvµ(dx) = e−〈h,µ〉,
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which is a simple consequence of properties of Poisson random measures. Once again, we integrate
the groups of terms that behave similarly separately. Also, to make the calculations easier to read,
we write the averaging ‘level by level’ - performing the computation for a single level wherever
possible.
Since the part of the generator which describes the movement of the particles does not depend
on the value of the level l the averaging is simply
α
(
f1(x, l)
∑
i
Bg(xi, li)
g(xi, li)
)
=
∫
Rd
−Bh(y)µ(dy)e−〈h,µ〉, (D.9)
We now turn our attention to the terms which behave in a very similar fashion to those in (D.5).
The computation is analogous.∫
Rd
∫ ∞
0
avg(y, z)
∫ ∞
v
(1− g(y, z))dzdvµ(dy)e−〈h,µ〉
+
∫
Rd
∫ ∞
0
(av2 − b2v)∂vg(y, v)dvµ(dy)e−〈h,µ〉
=
∫
Rd
∫ ∞
0
avg(y, z)
∫ ∞
v
(1− g(y, z))dzdvµ(dy)e−〈h,µ〉
−
∫
Rd
∫ ∞
0
(2av − b2)g(y, v)dvµ(dy)e−〈h,µ〉
=
∫
Rd
∫ ∞
0
avg(y, z)
∫ ∞
v
(1− g(y, z))dzdvµ(dy)e−〈h,µ〉
−
∫
Rd
∫ ∞
0
2a
∫ ∞
v
g(z, v)dzdvµ(dy)e−〈h,µ〉 +
∫
Rd
∫ ∞
0
b2g(y, v)dvµ(dy)e−〈h,µ〉
=
∫
Rd
a
(∫ ∞
0
[g(y, v) − 1]dv
)2
µ(dy)e−〈h,µ〉 +
∫
Rd
∫ ∞
0
b2g(y, v)dvµ(dy)e−〈h,µ〉
=
∫
Rd
{ah2(y) + b2h(y)}µ(dy)e−〈h,µ〉, (D.10)
where we have integrated by parts and used the analogues of identities (D.3), (D.4).
Finally, the projections of the terms which are a direct consequence of separation of timescales
lead to∫
Rd×R
b2
∫ ∞
0
∫ ∞
0
ζ(y1)ζ(y2)v∂vg(y, v)z∂zg(y, z)dvdzµ(dy1)µ(dy2)e
−〈h,µ〉
=−
∫
Rd×Rd
b2ζ(y1)ζ(y2)
∫ ∞
0
(g(y, v) − 1)dv
∫ ∞
0
(g(y, z) − 1)dvdzµ(dy1)µ(dy2)e−〈h,µ〉
=
∫
Rd×Rd
b2ζ(y1)ζ(y2)h(y1)h(y2)µ(dy1)µ(dy2)e
−〈h,µ〉, (D.11)
where we have integrated by parts, and∫
Rd
b2
∫ ∞
0
v2∂2vg(y, v)dvµ(dy)e
−〈h,µ〉 = −
∫
Rd
2b2
∫ ∞
0
v∂vg(y, v)dvµ(dy)e
−〈h,µ〉
= −
∫
Rd
2b2
∫ ∞
0
(1− g(y, v))dvµ(dy)e−〈h,µ〉 = −
∫
Rd
2b2h(y)µ(dy)e−〈h,µ〉, (D.12)
where we have integrated by parts twice.
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Combining the calculations (D.9), (D.10), (D.11), (D.12) and appealing to Theorem 2.7.1 to
average over the environment we arrive at
Lfˆ(µ) = Le〈f,µ〉
∫
Rd
{−Bh(y) + ah2(y)− b2h(y)} µ(dy)e−〈h,µ〉
+
∫
Rd×Rd
b2q(y1, y2)h(y1)h(y2)µ(dy1)µ(dy2)e
−〈h,µ〉,
which is the generator of the SBMRE.
As before, to ensure that the solution of the martingale problem for the lookdown process gives
us information about the solution of the martingale problem for the projected process, we need
to specify the Markov map γ and check that the conditions of the Markov Mapping Theorem are
satisfied. Once again we appeal to Condition 3.8.
The Markov map γ is given by
γ
(∑
i
δxi,li
)
=
{
limλ→∞ 1λ
∑
li≤λ δxi if measures converge,
µ0 otherwise .
Our class of test functions is separating over the counting measures, and closed under multiplication.
The moment condition B.1 is satisfied if we consider ψ of the form (D.6) and the averaged ψ˜ of the
form (D.7).
E Lookdown construction of the Spatial Lambda-Fleming-Viot
model
In this section we describe a construction of SLFV model, which is a special case of the construction
developed in Etheridge and Kurtz (2018), Section 4.1.3. This construction forms the basis for the
construction of the SLFV with selection in a fluctuating environment, whose scaling limits we
investigate in Section 4. We restrict our attention to the neutral model and do not intend to
present any proofs or details.
Let us recall the key elements of the SLFV process. We consider a population living in a
geographical space, which, for simplicity, we choose to be Rd. Each individual is assigned a type
from a typespace K. Let µ = mleb× ν1(w,du)× ν2(dw) be a measure on Rd× [0, 1]× [0,∞), where
mleb is d-dimensional Lebesgue measure, ν
1 is a measure which determines impacts of the events
and ν2 is a σ-finite measure of event radii which satisfy conditions which are specified in (E.1).
Evolution of the population is driven by a Poisson point process Π on [0,∞)× Rd × [0, 1]× [0,∞)
with mean measure mleb × µ. Whenever (t, x, u, r) ∈ Π, a reproduction event occurs at time t in
the closed ball Br(x) (a ball of radius r centred at x) with impact u. The impact of the event
determines the proportion of the individuals within the ball Br(x) that are replaced during the
event by the offspring of a parent chosen from the ball Br(x) just before the event. The locations of
new individuals are distributed uniformly over Br(x). For the construction to be valid, we assume
that ∫
[0,1]×(0,∞)
uwdν1(w,du)ν2(dw) <∞. (E.1)
For simplicity, we only describe the construction for a fixed impact u and assume that the radius
of the reproduction events is always fixed and equal to r.
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In the spirit of lookdown constructions, in addition to a location in geographical space and a
type in the typespace, K, each individual is equipped with a level l ∈ R+ ∪ {0}. The value of the
level impacts the choice of the parent during a reproduction event.
As was the case for the models of Section 3, it is convenient to consider our model as a counting
measure on Rd×K× [0,∞), where the first component encodes the geographical space, the second
encodes the type of the individual and the third encodes the level of the individual. The state of
the population is given by
η =
∑
i
δxi,κi,li ,
and the single individual i is described by a triple (xi, κi, li), where xi is the location of the in-
dividual, κi is their type and li is their level. In our particular case the levels will always be a
conditionally Poisson system with Cox measure Ξ ×mleb, where mleb is the Lebesgue measure on
R. The measure Ξ is then nothing else but the distribution of locations and types of individuals.
We specify the model in terms of generator. Let us describe the domains on which our generator
are defined, which turns out to be useful not only for formalizing the constructions in this section
but also will serve as a functional setup for the considerations in Section 4. Define
Dλ =
f(η) = ∏
x,κ,l∈η
g(x, κ, l) :
0 ≤ g(x, κ, l) ≤ 1, g(·, κ, l) ∈ C2(Rd), ‖∂lg(x, κ, l)‖ <∞
∃ compact Kg ∈ Rd, 0 < lg ≤ λ
g(x, κ, l) = 1 for (x, l) /∈ Kg × [0, lg]
 , (E.2)
and
D∞ =
⋃
λ
Dλ. (E.3)
Our test functions are specified by (E.3).
Remark E.1. Notice that our restrictions on domains of the generators are very similar to those in
Condition 3.8. This is due to the fact that once again we will apply the Markov Mapping Theorem.
The evolution of the population is based on events which are composed of two elements - discrete
births and so-called thinning of the population. Whenever (t, x) ∈ Π, if the number of individuals
within Br(x) is greater than zero, the birth event produces offspring, with levels distributed on
[0,∞) according to independent Poisson point processes with intensity αz = uVr (recall that Vr
denotes the volume of ball of radius r). The levels of new particles are denote by (v1, v2, . . . ). Their
locations are distributed uniformly over Br(x). Let v
∗ be the minimum of (v1, v2, . . . ).
Let (x∗, κ∗, l∗) denote the element in η such that x∗ ∈ Br(y) with the smallest level greater
than v∗. The individual (x∗, κ∗, l∗) is chosen as the parent of the event and removed from the
population. All new individuals are assigned a type which is same as the type of the parent. The
levels of old individuals in the population are changed. If the level of the individual was smaller
than v∗, it remains unaffected by the birth part of the event. If the level of the individual was
larger than v∗, it is moved to l − l∗ + v∗. The thinning occurs after the movement of the levels
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due to birth event has been accounted for. The new individuals are not affected by thinning. The
thinning takes the new level of each individual present within the ball Br(x) just before the event
(apart from the parent), and multiplies it by 1/(1 − u).
We note that instead of removing the parent from the population we can identify the parent
with the lowest offspring (with level v∗). The choice between those two options is a matter of
convenience and does not affect the model. In our considerations in Section 2 and Section 4 we
find it more convenient to identify the parent with the lowest offspring.
Let vy,r denote the density of the uniform distribution on Br(y). Let JEK denote the expected
value of the test function evaluated immediately after an event centred at y. It is given by
JEK(g, η) =
∏
(x,κ,l)∈η,x/∈Br(y)
g(x, κ, l)
×
∫ ∞
0
[
αze
−αzv∗
∫
g(x′, κ∗, v∗)vy,r(dx′)
× exp
(
−αz
∫ ∞
v∗
(
1−
∫
g(x′, κ∗, v∗)vy,r(dx′)
)
dv∗
)
×
∏
(x,κ,l)∈η,x∈Br(y),l>l∗
g(x, κ,
1
1− u(l − l
∗ + v∗))
×
∏
(x,κ,l)∈η,x∈Br(y),l<l∗
g
(
x, κ,
1
1− ul
)dv∗.
The generator of the lookdown representation of the SLFV can be now written as
AEKf(η) =
∫
Rd
1η(Br(y)×[0,∞))>0 {JEK(g, η) − f(η)} dy. (E.4)
Recall that η is a conditionally Poisson process with Cox measure (Ξ(s) ×mleb). To average the
generator over the distribution of the levels, we define
h(x, κ) =
∫ ∞
0
(1− g(x, κ, l))dl (E.5)
and
h∗y,r(κ) =
∫ (
1−
∫
g(x′, κ, l)vy,r(dx′)
)
dl. (E.6)
Observe that, by integration by parts,∫ ∞
0
{
αze
−αzv∗
∫
g(x′, κ∗, v∗)vy,r(dx′)
× exp
(
−αz
∫ ∞
v∗
(
1−
∫
g(x′, κ∗, v∗)vy,r(dx′)
)
dv
)}
dv∗
= e−αzh
∗
y,r(κ
∗)
Therefore if we average out the levels in generator (E.4) we obtain
αAEKf(Ξ) = exp
(∫
Rd
h(x, κ)Ξ(dx,dκ)
)
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×
∫
Rd
{
H2(h
∗
y,r,Ξ) exp
(
u
∫
Br(x)×K
h(x, κ)Ξ(dx,dκ)
)
− 1
}
,
where
H2(h
∗
y,r,Ξ) =
1
Ξ(Br(x)×K)
∫
Br(x)×K
exp
(−uVrh∗y,r(κ))Ξ(dx,dκ).
The averaged model is simply the usual Spatial Lambda-Fleming-Viot model, see Etheridge and Kurtz
(2018). We also observe that if Ξ(0,dx × K) is Lebesgue measure then Ξ(t,dx × K) is Lebesgue
measure, for arbitrary t. If this is the case, H2 can be written as
H2(h
∗
y,r) =
1
Ξ(Br(x)×K)
∫
Br(x)×K
exp
(−uh∗y,r(κ)Ξ(Br(x)×K)))Ξ(dx,dκ).
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