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On one-sided (B,C)-inverses of arbitrary matrices
Julio Ben´ıtez, Enrico Boasso, Hongwei Jin
Abstract
In this article one-sided (b, c)-inverses of arbitrary matrices as well as one-sided inverses
along a (not necessarily square) matrix, will be studied. In adddition, the (b, c)-inverse
and the inverse along an element will be also researched in the context of rectangular
matrices.
Keywords: One-sided (b, c)-inverse; One-sided inverse along an element; (b, c)-inverse;
Inverse along an element; Matrices
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1 Introduction and notation
Several generalized inverses have been studied in the literature. Recently two important outer
inverses have been introduced: the inverse along an element (see [14]) and the (b, c)-inverse
(see [9]). In fact, these two generalized inverses encompass some of the most important
outer inverses such as the group inverse, the Drazin inverse and the Moore-Penrose inverse.
Furthermore, in the context of semigroups the left and right inverses along an element were
defined in [24]; these notions extend the inverse along an element. Similarly, in the frame of
rings, left and right (b, c)-invertible elements were introduced in [13]; these definitions extend
both the (b, c)-inverse and the left and right inverses along an element.
As it has been said, the aforementioned outer inverses and their extensions were defined
in semigroups or rings. However, observe that the set of n × m complex matrices is not a
semigroup (unless n = m). The main purpose of this article is to extend the above mentioned
(one-sided) inverses as well as the (b, c)-inverse and the inverse along an element to arbitrary
matrices and to study their basic properties. Naturally, the results presented also hold for
square matrices.
In section 3, after having recalled the main notions considered in this article in section 2,
the one-sided (b, c)-inverses and the left and right inverses along an element in the context of
arbitrary matrices will be thoroughly studied. In sections 4 and 5 the (b, c)-inverse and the
inverse along an element will be introduced and studied in the same frame, respectively. In
section 6 it will be characterized when the generalized inverses introduced in sections 4 and 5
are inner inverses. In section 7 the relationships among the notions considered in sections 4
and 5 and the outer inverse with prescribed range and null space will be studied. In section
8 the continuity and the differentiability of the notions introduced in sections 4 and 5 will be
considered. Finally, in section 9 algorithms to compute the (b, c)-inverse in the matrix frame
will be given.
Before going on, the definition of several generalized inverses in the context of rings will be
given. The corresponding definitions for complex matrices can be obtained making obvious
changes. Let R be a unitary ring and a ∈ R.
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(i) The element a is said to be group invertible, if there exists x ∈ R such that axa = a,
xax = x, and ax = xa. This x is unique and it is denoted by a#.
(ii) The element a is said to be Drazin invertible, if there exists x ∈ R such that xax = x,
xa = ax, and an+1x = an, for some n ∈ N. This x is unique and it is denoted by ad.
Note that when n = 1, the group inverse is obtained (see [8]).
(iii) Let R have an involution. The element a is said to be Moore-Penrose invertible, if exists
x ∈ R such that axa = a, xax = x, (ax)∗ = ax, and (xa)∗ = xa. This x is unique and
it is denoted by a† (see [16]).
(iv) Let R have an involution and let m,n ∈ R be invertible Hermitian elements in R. The
element a ∈ R is said to be Moore-Penrose invertible with weights m,n, if there exists
x ∈ R such that axa = a, xax = x, (max)∗ = max, (nxa)∗ = nxa. This x is unique
and it is denoted by a†m,n. In a ring R with an involution, an element u ∈ R is said to
be positive, if there exists a Hermitian v ∈ R such that u = v2.
(v) Let R have an involution. The element a is said to be core invertible, if there exists
x ∈ R such that axa = a, xR = aR and Rx = Ra∗. This x is unique and it is denoted
by a#© (see [1, 18]).
(vi) Let R have an involution. The element a is said to be dual core invertible, if there exists
x ∈ R such that axa = a, xR = a∗R and Rx = Ra. This x is unique and it is denoted
by a#© (see [1, 18]).
To end this section, some notation is introduced. Let m, n ∈ N and denote by Cm,n the
set of m× n complex matrices. The symbol Cn will stand for Cn,n. Any vector of the space
C
n will be considered as a column vector, i.e., Cn will be identified with Cn,1.
Moreover, In will mean the identity matrix of order n, rk(A) the rank of A ∈ Cm,n, and
when n = m, tr(A) will stand for the trace of A. Related to a matrix A ∈ Cm,n there are two
linear subspaces, the column space and the null space, which are defined respectively by
R(A) = {Ax : x ∈ Cn}, N(A) = {x ∈ Cn : Ax = 0}.
Recall that rk(A) + dimN(A) = n. Given a linear mapping f : Cn → Cm, the subsets R(f)
and N(f) are defined in a similar way. Observe that if A is the matrix associated to f respect
with the standard basis, then R(A) = R(f) and N(A) = N(f).
In addition, the conjugate transpose of the matrix A will be denoted by A∗. Two basic
equalities are N(A∗) = R(A)⊥ and R(A∗) = N(A)⊥, for A ∈ Cn,m.
If M is a subspace of Cn, the symbol IM will stand for the identity linear transformation
on M and PM for the orthogonal projector onto M. When N and M are two subspaces of C
n,
PM,N will stand for the idempotent whose range is M and whose null space is N.
Recall that given X ∈ Cn,m, Y ∈ Cm,n is an inner inverse of A, if XYX = X. In addition,
Y is said to be an outer inverse of A, if Y XY = Y . Next the outer inverse with prescribed
range and null space will be recalled.
Let A ∈ Cn,m and consider subspaces T ⊆ C
m and S ⊆ Cn such that dimT = s ≤ rk(A)
and dimS = n− s. Necessary and sufficient for the matrix A to have an outer inverse Z such
that R(Z) = T and N(Z) = S is that A(T) ⊕ S = Cn, in which case Z is unique and it is
denoted by A
(2)
T,S (see for example [20, Lemma 1.1]).
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2 The definition of the one-sided (D,E) inverses and their re-
lationship with other inverses
In first place the definition of the (b, c)-inverse will be recalled (see [9, Definition 1.3]).
Definition 2.1. Let S be a semigroup and consider a, b, c ∈ S. The element y ∈ S will be
said to be the (b, c)-inverse of a, if the following equations hold:
(i) y ∈ (bSy) ∩ (ySc).
(ii) b = yab, c = cay.
According to [9, Theorem 2.1], if the element y in Definition 2.1 exists, then it is unique.
In this case, the element under consideration will be denoted by a‖(b,c). As it was pointed out
in [9], this inverse generalizes among others the standard inverse, the Drazin inverse, and the
Moore-Penrose inverse. To learn more on this inverse, see [5, 6, 9, 10, 12].
The inverse along an element was introduced in [14, Definition 4]. Next its definition will
be recalled.
Definition 2.2. Let S be a semigroup. An element a ∈ S is said to be invertible along d ∈ S
if there exists y ∈ S such that
(i) yad = d = day.
(ii) yS ⊆ dS.
(iii) Sy ⊆ Sd.
According to [14, Theorem 6], if the element y ∈ S in Definition 2.2 exists, then it is
unique. This element is denoted by a‖d. It is worth noting that according to [9, Proposition
6.1], the inverse along an element is a particular case of the (b, c)-inverse, i.e., the (d, d)-inverse
coincides with the inverse along d. The outer inverses recalled in Definition 2.1 and Definition
2.2 encompass several generalized inverses, as the following two theorems show.
Theorem 2.3. ([14, Theorem 11]) Let S be a semigroup and let a ∈ S.
(i) If S has a unity, then a is invertible if and only if a is invertible along 1. In this case
a−1 = a‖1.
(ii) a is group invertible if and only if a is invertible along a. In this case a# = a‖a.
(iii) a is Drazin invertible if and only if a is invertible along am for some m ∈ N. In this
case aD = a‖a
m
.
(iv) If S is a ∗-semigroup, a is Moore-Penrose invertible if and only if a is invertible along
a∗. In this case a† = a‖a
∗
.
Theorem 2.4. Let R be a ring with an involution and a ∈ R.
(i) ([18, Theorem 4.3]) If a is Moore-Penrose invertible, then a is core invertible if and only
if it is invertible along aa∗. In this case the inverse along aa∗ coincides a#©.
(ii) ([18, Theorem 4.3]) If a is Moore-Penrose invertible, then a is dual core invertible if and
only if it is invertible along a∗a. In this case the inverse along a∗a coincides with a#©.
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(iii) ([4, Theorem 3.2]) If m, n ∈ R are invertible and positive, then a is weighted Moore-
Penrose invertible with weights m and n if and only if a is invertible along n−1a∗m. In
this case, the inverse along n−1a∗m coincies with a
†
m,n.
Recently the inverse along an element and the (b, c)-inverse were extended by means of
one-sided inverses. Next follow the corresponding definitions. See [13, Definition 2.1] and [24,
Definition 2.1].
Definition 2.5. Let R be a ring and let b, c ∈ R. An element a ∈ R is said to be left
(b, c)-invertible, if there exists y ∈ R such that
(i) yab = b.
(ii) Ry ⊆ Rc.
In this case y is called a left (b, c)-inverse of a.
An element a ∈ R is right (b, c)-invertible, if there exists y ∈ R such that
(iii) cay = c.
(iv) yR ⊆ bR.
In this case y is called a right (b, c)-inverse of a.
Recall that given a, b, c elements in a ring R, according to [13, Corollary 3.7], a is (b, c)-
invertible if and only if it is both left and right (b, c)-invertible. When in Definition 2.5, b = c,
the one-sided inverses along an element are obtained.
Definition 2.6. Let S be a semigroup. An element a ∈ S is left invertible along d ∈ S, if
there exists y ∈ S such that
(i) yad = d.
(ii) Sy ⊆ Sd.
In this case y is called a left inverse of a along d.
An element a ∈ S is right invertible along d ∈ S, if there exists y ∈ S such that
(iii) day = d.
(iv) yS ⊆ dS.
In this case y is called a right inverse of a along d.
Recall that given a semigroup S and a, d ∈ S, according to [24, Corollary 2.5], a is
invertible along d if and only if a is left and right invertible along d.
Naturally, since all the inverses that have been considered in this section up to now
have been defined in semigroups and rings, they can not be applied to matrices, unless they
are square. However, to extend the aforementioned notions to arbitrary matrices, first it is
necessary to recall the following facts. Let U , V ∈ Cm,n. There is X ∈ Cm (respectively
Y ∈ Cn) such that U = XV (respectively U = V Y ) if and only if N(V ) ⊆ N(U) (respectively
R(U) ⊆ R(V )). Now with these facts in mind, the notions in Definition 2.5 and Definition 2.6
can be extended to rectangular matrices.
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Definition 2.7. Let A ∈ Cn,m and D,E ∈ Cm,n.
(i) The matrix A is said to be left (D,E)-invertible, if there exists C ∈ Cm,n such that
CAD = D and N(E) ⊆ N(C). Any matrix C satisfying these conditions is said to be a
left (D,E)-inverse of A.
(ii) The matrix A is said to be right (D,E)-invertible, if there exists B ∈ Cm,n such that
EAB = E and R(B) ⊆ R(D). Any matrix B satisfying these conditions is said to be a
right (D,E)-inverse of A.
The proofs of the following results are straightforward and they are left to the reader.
Remark 2.8. Let A ∈ Cn,m and D,E ∈ Cm,n. The following statements hold
(i) The matrix A is left (D,E)-invertible with a left inverse C ∈ Cm,n if and only if A
∗ ∈
Cm,n is right (E
∗,D∗)-invertible and C∗ ∈ Cn,m is a right (E
∗,D∗)-inverse of A∗.
(ii) The matrix A is right (D,E)-invertible with a right inverse B ∈ Cm,n if and only if
A∗ ∈ Cm,n is left (E
∗,D∗)-invertible and B∗ ∈ Cm,n is a left (E
∗,D∗)-inverse of A∗.
ConsiderD′, E′ ∈ Cm,n such that R(D
′) = R(D) and N(E′) = N(E). The following statement
holds.
(iii) The matrix A is left (D,E)-invertible if and only if it is left (D′, E′)-invertible. In
addition, in this case C ∈ Cm,n is a left (D,E)-inverse of A if and only if it is a left
(D′, E′)-inverse of A.
(iv) The matrix A is right (D,E)-invertible if and only if it is right (D′, E′)-invertible.
Moreover, in this case B ∈ Cm,n is a right (D,E)-inverse of A if and only if it is a right
(D′, E′)-inverse of A.
When the matrices D, E ∈ Cm,n in Definition 2.7 coincide, the notions of left and right
inverse along a matrix can be introduced.
Definition 2.9. Let A ∈ Cn,m and D ∈ Cm,n.
(i) The matrix A is said to be left invertible along D, if there exists C ∈ Cm,n such that
CAD = D and N(D) ⊆ N(C). Any matrix C satisfying these conditions is said to be a
left inverse of A along D.
(ii) The matrix A is said to be right invertible along D, if there exists B ∈ Cm,n such that
DAB = D and R(B) ⊆ R(D). Any matrix B satisfying these conditions is said to be a
right inverse of A along D.
Note that similar results to the ones in Remark 2.8 for the case D = E ∈ Cm,n hold for
left and right invertible matrices along a matrix. The details are left to the reader.
Recall that given a ring R and a, b, c ∈ R, in [13, Definition 2.3] the left and right
annihilator (b, c)-inverses of the element a were introduced. However, in the case of matrices,
as under the conditions of [13, Proposition 2.5], these notions coincide with the ones in
Definition 2.7.
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3 Characterizations of the one-sided (D,E)-invertibility
In first place matrices that satisfy Definition 2.7 will be characterized.
Theorem 3.1. Let A ∈ Cn,m and D,E ∈ Cm,n. The following statements are equivalent.
(i) The matrix A is right (D,E)-invertible.
(ii) R(E) = R(EAD).
(iii) rk(E) = rk(EAD).
(iv) dimN(E) = dimN(EAD).
(v) Cn = R(AD) +N(E).
(vi) Cm = R(D) +N(EA) and rk(EA) = rk(E).
Proof. In first place, it will be proved that statement (i) implies statement (ii). Assume that
there exists a matrix B ∈ Cm,n such that EAB = E and R(B) ⊂ R(D). Recall that the latter
condition is equivalent to the fact that there exists M ∈ Cn such that B = DM . Therefore,
E = EAB = EADM.
In particular, R(E) = R(EAD).
Suppose that statement (ii) holds. Thus, there exists X ∈ Cn such that EADX = E. To
prove statement (i), it is enough to define B = DX.
Statements (ii), (iii), and (iv) are equivalent. In fact, since R(EAD) ⊆ R(E), statements
(ii) and (iii) are equivalent. In addition, since dimN(E) + rk(E) = n = dimN(EAD) +
rk(EAD), statements (iii) and (iv) are equivalent.
Statements (i) and (v) are equivalent. In fact, according to what has been proved, if
statement (i) holds, then there is M ∈ Cn such that E = EADM . In particular, R(In −
ADM) ⊆ N(E). Since any x ∈ Cn can be written as x = ADMx+ (x−ADMx), statement
(v) holds. On the other hand, statement (v) implies statement (ii), since R(E) = E(Cn) =
E[R(AD) +N(E)] = R(EAD).
In this paragraph, it will be proved that statement (i) implies statement (vi). Assume
that statement (i) holds. Then there exists a matrix B ∈ Cm,n such that E = EAB and
R(B) ⊆ R(D). Since any y ∈ Cm can be written as y = BAy + (y − BAy), the equality
C
m = R(D) + N(EA) is obtained. To prove the rank equality, according to statement (iii),
rk(E) = rk(EAD) ≤ rk(EA) ≤ rk(E).
Finally, it will be proved that statement (vi) implies statement (iii). In fact, if statement
(vi) holds, then
R(EA) = EA(Cm) = EA(R(D) +N(EA)) = R(EAD).
However, rk(E) = rk(EA) = rk(EAD).
Theorem 3.2. Let A ∈ Cn,m and D,E ∈ Cm,n. The following statements are equivalent.
(i) The matrix A is left (D,E)-invertible.
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(ii) N(D) = N(EAD).
(iii) dimN(D) = dimN(EAD).
(iv) rk(D) = rk(EAD).
(v) N(EA) ∩R(D) = 0.
(vi) R(AD) ∩N(E) = 0 and rk(D) = rk(AD).
Proof. Recall that according to Remark 2.8 (i), A is left-(D,E)-invertible if and only if A∗ ∈
Cm,n is right (E
∗,D∗)-invertible (E∗, D∗ ∈ Cn,m). In addition, recall that
N(D) = R(D∗)⊥, N(EAD) = R(D∗A∗E∗)⊥.
N(EA) = R(A∗E∗)⊥, R(D) = N(D∗)⊥.
R(AD) = N(D∗A∗)⊥, N(E) = R(E∗)⊥.
rk(D) = rk(D∗), rk(AD) = rk(D∗A∗).
To conclude the proof, apply Theorem 3.1 to A∗, E∗ and D∗, use the above identities and
note that since N(EAD) ⊆ N(D), statememts (ii) and (iii) are equivalent. In addition, note
that since dimN(D) + rk(D) = n = dimN(EAD) + rk(EAD), statements (iii) and (iv) are
equivalent.
Next given D,E ∈ Cm,n, left and right (D,E)-invertible matrices will be characterized
using a particular map.
Theorem 3.3. Let A ∈ Cn,m and D,E ∈ Cm,n. Let X be any subspace of C
n such that
C
n = N(E) ⊕ X. Consider φ : R(D) → X the map defined by φ(x) = PX,N(E)(Ax), for
x ∈ R(D). The following statements hold.
(i) The matrix A is left (D,E)-invertible if and only if φ is injective.
(ii) The matrix A is right (D,E)-invertible if and only if φ is surjective.
Proof. First statement (i) will be proved. Observe that N(φ) = R(D) ∩ N(EA). Thus,
according to Theorem 3.2, N(φ) = 0 if and only if A is (D,E)-left invertible.
The assertion (ii) will be proved in this paragraph. Note that x ∈ R(EAD) if and only if
exists y ∈ Cn such that
x = E[PX,N(E)(ADy) + PN(E),X(ADy)].
Since E[PX,N(E)(ADy) + PN(E),X(ADy)] = E(φ(Dy)), the equality R(EAD) = E(R(φ)) is
obtained. In addition, the linear mapping f : R(φ) → Cm given by f(x) = Ex is injective
(because R(φ) ⊆ X and X⊕N(E) = Cn), therefore, dimR(φ) = dimE(R(φ)) = rk(EAD), and
thus, φ is surjective (which is equivalent to dimR(φ) = dimX) if and only if rk(EAD) = rk(E).
However, according to Theorem 3.1, this latter condition is equivalent to the fact that A is
right (D,E)-invertible.
In the following theorem matrices satisfying simultaneously Theorem 3.1 and Theorem 3.2
will be studied.
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Theorem 3.4. Let A ∈ Cn,m and D,E ∈ Cm,n. The following statements are equivalent.
(i) A is left and right (D,E)-invertible.
(ii) R(EAD) = R(E) and N(EAD) = N(D).
(iii) R(AD)⊕N(E) = Cn and rk(D) = rk(AD).
(iv) R(D)⊕N(EA) = Cm and rk(E) = rk(EA).
(v) The map φ : R(D)→ X defined in Theorem 3.3 is bijective.
Futhermore, in this case, rk(E) = rk(D).
Proof. Apply Theorem 3.1, Theorem 3.2 and Theorem 3.3. Note also that rk(E) = rk(D).
Actually, this equality can be derived from the fact that n = rk(EAD) + dimN(EAD) =
rk(E) + dimN(D).
Next the left and right (D,E)-inverses of a matrix A satisfying Theorem 3.4 will be
characterized.
Proposition 3.5. Let A ∈ Cn,m and D,E ∈ Cm,n be such that A is both left and right
(D,E)-invertible. Then, there exist only one left (D,E)-inverse of A and only one right
(D,E)-inverse of A. Moreover, these inverses coincide with the unique matrix R ∈ Cm,n
satisfying
N(R) = N(E), Ry = f−1(y), ∀y ∈ R(AD),
where f : R(D)→ R(AD) is the isomorphism defined by f(x) = Ax.
Proof. Consider C ∈ Cm,n a left (D,E)-inverse of A. Then, CAD = D and N(E) ⊆ N(C).
Let f : R(D) → R(AD) and g : R(AD) → R(D) be given by f(x) = Ax and g(y) = Cy. If
x ∈ R(D), then gf(x) = CAx and x = Du for some u ∈ Cn. From CAD = D, it is obtained
that gf(x) = x. In a similar way, fg = IR(AD) can be proved, and therefore, g = f
−1.
In this paragraph it will be proved that N(C) = N(E). Since N(E) ⊆ N(C) is already
known, it is enough to prove the opposite inclusion. Let x ∈ N(C), by Theorem 3.4 (iii), x can
be written as x = ADy +w, where y ∈ Cn and w ∈ N(E). Now, 0 = Cx = CADy+ Cw =
Dy because w ∈ N(E) ⊆ N(C). Finally, x = ADy +w = w ∈ N(E).
Now consider B ∈ Cm,n a right (D,E)-inverse of A. In particular, EAB = E and
R(B) ⊆ R(D). Let x ∈ N(E). Then, B(x) ∈ R(D) ∩ N(EA) = 0 (Theorem 3.4 (iv)).
Thus, N(E) ⊆ N(B). The inclusion N(B) ⊆ N(E) is evident from EAB = E. Therefore,
N(B) = N(E).
Let h : R(AD) → R(D) and k : R(D) → R(E) defined by h(y) = By and k(y) = Ey.
The mapping k is an isomorphism because it is simple to prove in view of Theorem 3.4 that
N(k) = 0. Furthermore, EAB = E leads to kfh = k, and using that k is an isomorphism,
fh = IR(AD), i.e., h = f
−1.
Now the relationship between the notions introduced in Definitions 2.9 will be studied.
To this end, in first place a characterization of left invertibility along a matrix will be given.
Theorem 3.6. Let A ∈ Cn,m and D ∈ Cm,n. The following statements are equivalent.
(i) A is right invertible along D.
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(ii) R(D) = R(DAD).
(iii) rk(D) = rk(DAD).
(iv) Cn = N(D)⊕ R(AD).
(v) Cm = R(D)⊕N(DA).
Proof. Suppose that statement (i) holds. Then, according to Theorem 3.1 applied to the
case D = E, statements (ii) and (iii) hold, rk(DA) = rk(D), Cn = N(D) + R(AD) and
C
m = R(D) +N(DA). Now, since
n = rk(AD) + dimN(D)− dim[R(AD) ∩N(D)]
= rk(D) + dimN(D)− dim[R(AD) ∩N(D)],
R(AD) ∩N(D) = 0 and statement (iv) holds.
Similarly, since
m = rk(D) + dimN(DA)− dim[R(D) ∩N(DA)]
= rk(DA) + dimN(DA)− dim[R(D) ∩N(DA)],
R(D) ∩N(DA) = 0 and statement (v) holds.
On the other hand, note that statement (ii) (respectively (iii), (iv), (v)) implies statement
(ii) (respectively (iii), (iv), (v)) of Theorem 3.1 applied to the case D = E. For statement (v),
note also that since Cm = R(D)⊕N(DA), the equality rk(D) = rk(DA) can be obtained.
It is possible to obtain similar statements for right invertible elements along a matrix,
however, as the following theorem shows, left and right inverse along a matrix are equivalent
notions.
Theorem 3.7. Let A ∈ Cn,m and D ∈ Cm,n. The following statements are equivalent.
(i) A is right invertible along D.
(ii) A is left invertible along D.
(iii) N(D) = N(DAD).
(iv) dimN(D) = dimN(DAD).
(v) AD ∈ Cn is group invertible and dimN(D) = dimN(AD).
(vi) DA ∈ Cm is group invertible and rk(DA) = rk(D).
(vii) The map φ : R(D)→ X defined in Theorem 3.3 for the case D = E is bijective.
Proof. According to Theorem 3.2 applied to the case D = E, statements (ii), (iii) and (iv)
are equivalent. In addition, note that statement (iv) is equivalent to Theorem 3.6 (iii). In
particular, statements (i) and (ii) are equivalent.
Suppose that statement (i) holds. Then according to Theorem 3.6 (iv), Cn = N(D) ⊕
R(AD). Moreover, according to Theorem 3.2 (v), rk(D) = rk(AD). However, the latter
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identity is equivalent to R(D) = R(AD), which in turn is equivalent to N(D) = N(AD). In
particular, Cn = N(AD)⊕R(AD), i.e., AD is group invertible, and dimN(D) = dimN(AD).
On the other hand, if statement (v) holds, then Cn = N(AD)⊕R(AD) andN(D) = N(AD)
(N(AD) ⊆ N(D)). Consequently, Theorem 3.6 (iv) holds.
The equivalence between statements (i) and (vi) can be proved a similar argument, using
in particular Theorem 3.6 (v) and Theorem 3.1 (vi).
Since statements (i) and (ii) are equivalent, according to Theorem 3.4, statement (i) and
(vii) are equivalent.
In the following corollary the left and the right inverses of a matrix A ∈ Cn,m that is left
or right invertible along D ∈ Cm,n will be presented.
Corollary 3.8. Let A ∈ Cn,m and D ∈ Cm,n such that A is left or right invertible along D.
Then, there exists only one left inverse of A along D and only one right inverse of A along
D. Moreover, these inverses coincide with the matrix R ∈ Cm,n satisfying
N(R) = N(D), Ry = f−1(y), ∀y ∈ R(AD),
where f : R(D)→ R(AD) is given by f(x) = Ax.
Proof. Apply Theorem 3.7 and Proposition 3.5.
Now the existence of left and right (D,E)-inverses will be studied. To this end the sets of
left and right (D,E)-invertible matrices will be characterized. First of all some notation will
be given.
Consider D, E ∈ Cm,n. Let (Cn,m)
‖D,E
left and (Cn,m)
‖D,E
right be the sets of left and right
(D,E)-invertible matrices, respectively, i.e.,
(Cn,m)
‖D,E
left = {A ∈ Cn,m : A is left (D,E)-invertible},
(Cn,m)
‖D,E
right = {A ∈ Cn,m : A is right (D,E)-invertible}.
When D = E ∈ Cm,n, the sets of left and right invertible matrices along D, (Cn,m)
‖D
left
and (Cn,m)
‖D
right respectively, are introduced.
(Cn,m)
‖D
left = (Cn,m)
‖D,D
left = {A ∈ Cn,m : A is left invertible along D},
(Cn,m)
‖D
right = (Cn,m)
‖D,D
right = {A ∈ Cn,m : A is right invertible along D}.
Next conditions under which the sets (Cn,m)
‖D,E
left and (Cn,m)
‖D,E
right are non empty will be
given.
Theorem 3.9. Let D,E ∈ Cm,n. The following statements are equivalent.
(i) (Cn,m)
‖D,E
left 6= ∅.
(ii) rk(D) ≤ rk(E).
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(iii) dimN(E) ≤ dimN(D).
(iv) dimN(E) + rk(D) ≤ n.
Proof. Here, It will be proved that statement (i) implies statement (ii). Suppose that there
exists A ∈ Cn,m and C ∈ Cm,n such that C is a right (D,E)-inverse of A. In particular,
CAD = D and N(E) ⊆ N(C). Thus, rk(D) ≤ rk(C) and dimN(E) ≤ dimN(C). As a result,
rk(D) ≤ rk(C) ≤ rk(E).
Suppose that statement (iv) holds. Let r = rk(E) and s = rk(D). LetX = [x1 · · ·xn] ∈ Cn
and Y = [y1 · · ·ym] ∈ Cm be two nonsingular matrices such that the last n− r columns of X
span N(E) and the first s columns of Y span R(D). Define
A = X
[
Is 0
0 0
]
Y −1 ∈ Cn,m, C = Y
[
Is 0
0 0
]
X−1 ∈ Cm,n.
If x ∈ N(E), then x =
∑n
i=r+1 αixi for some scalars αi. Since s = rk(D) ≤ rk(E) = r,
the vector v = [0 · · · 0 αr+1 · · ·αn]
T ∈ Cn−s can be defined (the superscript T means the
transposition). Hence x = X [ 0
v
], and thus, Cx = 0. If y ∈ R(D), then exists w ∈ Cs such
that y = Y [w0 ] (because the first s columns of Y span R(D)). Now, it is trivial to prove
CAy = y, which implies CAD = D since y ∈ R(D) is arbitrary. Hence (i) holds.
The remaining equivalences are clear.
Theorem 3.10. Let A ∈ Cn,m and D,E ∈ Cm,n. The following statements are equivalent.
(i) (Cn,m)
‖D,E
right 6= ∅.
(ii) rk(E) ≤ rk(D).
(iii) dimN(D) ≤ dimN(E).
(iv) n ≤ dimN(E) + rk(D).
Proof. Recall that according to Remark 2.8 (ii), A is right (D,E)-invertible if and only
if A∗ ∈ Cm,n is left (E
∗,D∗)-invertible (E∗, D∗ ∈ Cn,m). Consequently, statement (i) is
equivalent to (Cm,n)
‖E∗,D∗
left 6= ∅, which in turn is equivalent to rk(E
∗) ≤ rk(D∗). However,
the latter inequality coincides with statement (ii).
The remaining equivalences are clear.
Next the case of the left and right inverses along a matrix will be considered.
Corollary 3.11. Let D ∈ Cm,n. Then,
(Cn,m)
‖D
left = (Cn,m)
‖D
right 6= ∅.
Proof. Apply Theorem 3.7 and Theorem 3.9 or Theorem 3.10 for the case D = E.
Next the results in Corollary 3.11 will be extended to the case dimN(E) + rk(D) = n
(D, E ∈ Cm,n). Note that this condition is equivalent to rk(D) = rk(E), which in turn is
equivalent to dimN(D) = dimN(E), which is also equivalent to dimN(D) + rk(E) = n.
Corollary 3.12. Let D, E ∈ Cm,n. The following statements are equivalent.
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(i) rk(E) = rk(D).
(ii) (Cn,m)
‖D,E
left 6= ∅ and (Cn,m)
‖D,E
right 6= ∅.
(iii) (Cn,m)
‖D,E
left = (Cn,m)
‖D,E
right 6= ∅.
Proof. To prove the equivalence between statements (i) and (ii), apply Theorem 3.9 and
Theorem 3.10.
Suppose that statment (i) holds and consider A ∈ (Cn,m)
‖D,E
right . According to Theorem
3.1 (iii), rk(D) = rk(EAD). Thus, dimN(D) = dimN(EAD). Consequently, according to
Theorem 3.2 (iii), A ∈ (Cn,m)
‖D,E
left . A similar argument, using in particular that dimN(D) =
dimN(E), proves that (Cn,m)
‖D,E
left ⊆ (Cn,m)
‖D,E
right . On the other hand, if statement (iii) holds,
then consider A ∈ (Cn,m)
‖D,E
left = (Cn,m)
‖D,E
right . According to Theorem 3.1 and Theorem 3.2,
rk(E) = rk(EAD) and N(D) = N(EAD). Therefore, dimN(D) + rk(E) = n.
Now the case rk(D) 6= rk(E) will be presented.
Corollary 3.13. Let D, E ∈ Cm,n such that rk(D) 6= rk(E). Then, the following statements
hold.
(i) If rk(D) < rk(E), then (Cn,m)
‖D,E
left 6= ∅ and (Cn,m)
‖D,E
right = ∅.
(ii) If rk(E) < rkD), then (Cn,m)
‖D,E
right 6= ∅ and (Cn,m)
‖D,E
left = ∅.
Proof. Apply Theorem 3.9 and Theorem 3.10.
Next representations of the sets (Cn,m)
‖D,E
left and (Cn,m)
‖D,E
right will be given. However, in
first place some notation needs to be introduced.
Let D, E ∈ Cm,n and consider A ∈ (Cn,m)
‖D,E
left . Then, the set of all left (D,E)-inverses
of A will be denoted by I(A)
‖D,E
left . Similarly, when A ∈ (Cn,m)
‖D,E
right , I(A)
‖D,E
right will stand for
the set of all right (D,E)-inverses of A.
In the following theorems representations of (Cn,m)
‖D,E
left , (Cn,m)
‖D,E
right , I(A)
‖D,E
left and I(A)
‖D,E
right
will be given.
Theorem 3.14. Let D,E ∈ Cm,n be such that (Cn,m)
‖D,E
left 6= ∅. Let s = rk(D) ≤ rk(E) = r.
Then
(i) A ∈ (Cn,m)
‖D,E
left if and only if there exist two nonsingular matrices X ∈ Cn and Y ∈ Cm
such that
A = X


s m−s
s A1 ∗
r−s 0 ∗
n−r 0 ∗

Y −1, (1)
where the last n − r columns of X are a basis of N(E), the first s columns of Y are a
basis of R(D), and A1 is nonsingular.
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(ii) Under the conditions in statement (i), C ∈ I(A)
‖D,E
left if and only if
C = Y
[ s r−s n−r
s A−11 ∗ 0
m−s 0 ∗ 0
]
X−1. (2)
Proof. Assume that A ∈ (Cn,m)
‖D,E
left . Let X ∈ Cn be any nonsingular matrix such that the
last n − r columns span N(E). Let Y ∈ Cm be any nonsingular matrix such that the first s
columns span R(D). Let us decompose matrix A as follows:
A = X
[ s m−s
r B1 ∗
n−r B2 ∗
]
Y −1. (3)
Observe that if yi is the i-th column of Y , then Ayi ∈ R(AD) for i = 1, . . . , s, because the first
s columns of Y span R(D). From (3), it is obtained that B2 = 0, because R(AD)∩N(E) = 0
(Theorem 3.2 (vi)).
Let X be the subspace spanned by the first r columns of X (this subspace satisfies X ⊕
N(E) = Cn). It is evident that the matrix of the linear mapping φ : R(D) → X defined in
Theorem 3.3 respect to the considered basis of R(D) and X is B1. By Theorem 3.3 (i), φ is
injective, thus, X can be decomposed as X = φ(R(D)) ⊕ X1, and without loss of generality,
the first n− r columns of X can be rearranged so that the first s are a basis of φ(R(D)). In
this way, the decomposition written in the statement (i) is obtained.
Assume that A ∈ Cn,m is decomposed as in (1). As in the previous paragraph, let X be
the subspace spanned by the first r columns of X and consider the mapping φ : R(D) → X
defined in Theorem 3.3. The first s columns of Y is a basis of R(D) and the first r columns
of X is a basis of X. The matrix of φ respect to the aforementioned basis is
[
A1
0
]
. Since
A1 is nonsingular, the mapping φ is injective, and according to Theorem 3.3 (i), A is left
(D,E)-invertible.
Now, it will be proved statement (ii). Let yj be the j-th column of Y and xi be the i-th
column of X.
Assume that C ∈ Cm,n is a left (D,E)-inverse of A. Let us decompose C as follows:
C = Y
[ s r−s n−r
s C1 C2 C3
m−s C4 C5 C6
]
X−1. (4)
Since yj = Y
[
ej
0
]
, where {e1, . . . , es} is the standard basis of C
n, from the above decomposi-
tion and (1), it is obtained that CAyj =
[
C1A1ej
C4A1ej
]
, for any j = 1, . . . , s. From CAD = D (this
is true because C is a left (D,E)-inverse of A), it follows that C1A1ej = ej and C4A1ej = 0,
for any j = 1, . . . , s. Therefore C1 = A
−1
1 and C4 = 0. Having in mind that the last n − r
columns of X is a basis of N(E) and N(E) ⊆ N(C), the decomposition (4) yields that C3 and
C6 are zero matrices.
Assume that C ∈ Cm,n is written as in (2). The following two relations will be proved:
CAD = D and N(E) ⊆ N(C). To prove that CAD = D, it is enough to check that CAyj =
yj , for j = 1, . . . , s (because R(D) is spanned by y1, . . . ,ys), and this trivially follows from (1),
(2), and yj = Y
[
ej
0
]
, where {ej}
s
j=1 is the standard basis of C
s. To prove that N(E) ⊆ N(C
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it is enough to prove that Cxi = 0, for i = r+1, . . . , n (because N(E) is spanned by the last
n− r columns of X). This is trivial in view of (2).
Theorem 3.15. Let D, E ∈ Cm,n be such that (Cn,m)
‖D,E
right 6= ∅. Let r = rk(E) ≤ rk(D) = s.
Then
(i) A ∈ (Cn,m)
‖D,E
right if and only if there exist two nonsingular matrices X ∈ Cn and Y ∈ Cm
such that
A = X
[ s−r r m−s
r 0 A2 ∗
n−r ∗ ∗ ∗
]
Y −1, (5)
where the last n − r columns of X are a basis of N(E), the first s columns of Y are a
basis of R(D), and A2 is nonsingular.
(ii) Under the conditions in statement (i), B ∈ I(A)
‖D,E
right if and only if
B = Y


r n−r
s−r ∗ ∗
r A−12 0
m−s 0 0

X−1. (6)
Proof. Assume that A ∈ (Cn,m)
‖D,E
right . Let X ∈ Cn be any nonsingular matrix such that the
last n − r columns span N(E) and let X be the subspace spanned by the first r columns
of X. The mapping φ : R(D) → X defined in Theorem 3.3 is surjective, and therefore,
s = dimR(D) = dimN(φ) + dimX = dimN(φ) + r. In Theorem 3.3, it was proved that
N(φ) = R(D) ∩ N(EA). Let Y ∈ Cm be any nonsigular matrix such that the first s − r
columns of Y are a basis of R(D) ∩N(EA) and the first s columns of Y are a basis of R(D).
Decompose
A = X
[ s−r r m−s
r A1 A2 A3
n−r A4 A5 A6
]
Y −1.
Let yj be the j-th column of Y . For j = 1, . . . , s− r, it is obtained that EAyj = 0, because
the first s− r columns of Y belong to N(EA), in other words, Ayj ∈ N(E), and thus, A1 is a
zero matrix. The matrix of φ respect the considered basis of R(D) and X is [A1 A2] = [0 A2].
Since φ : R(D)→ X is surjective, r = dimX = rk[0 A2] = rk(A2). By recalling that A2 is an
r × r matrix, A2 is nonsingular.
Assume that A ∈ Cn,m is decomposed as in (5). As in the previous paragraph, let X be
the subspace spanned by the first r columns of X. The matrix of the mapping φ : R(D)→ X
respect the considered basis is
[ s−r r
r 0 A2
]
.
Since the rank of this latter matrix is r (because A2 ∈ Cr is nonsingular) and dimX = r, the
mapping φ is surjective. According to Theorem 3.3 (ii), A ∈ (Cn,m)
‖D,E
right .
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Assume that B ∈ Cm,n is a right (D,E)-inverse of A, i.e., EAB = B and R(B) ⊆ R(D).
Decompose
B = Y


r n−r
s−r B1 B2
r B3 B4
m−s B5 B6

X−1.
By the condition R(B) ⊆ R(D), it is obtained that Bx ∈ R(D) for any x ∈ Cn. Therefore,
Y

 B1 B2B3 B4
B5 B6

[ x1
x2
]
∈ R(D), ∀ (x1,x2) ∈ C
r ×Cn−r.
Recall that the first s columns of Y span R(D), and thus, B5x1+B6x2 = 0, for all (x1,x2) ∈
C
r × Cn−r, which implies that B5 and B6 are zero matrices. The equality EAB = E is
equivalent to R(AB − In) ⊆ N(E). But
AB − In = X
[
0 A2 ∗
∗ ∗ ∗
] B1 B2B3 B4
0 0

X−1 −XX−1 = X
[
A2B3 − Ir A2B4
∗ ∗
]
X−1.
Therefore, X [A2B3−Ir A2B4∗ ∗ ] [
x1
x2
] ∈ N(E), for all (x1,x2) ∈ C
r × Cn−r. Recall that the last
n− r columns of X span N(E), which implies that A2B3 = Ir and B4 = 0.
Assume that B ∈ Cm,n is written as in (6). It will be proved now that R(B) ⊆ R(D). If
x ∈ Cn, then
Bx = Y

 ∗ ∗A−11 0
0 0

X−1x ∈ R(D),
because the first s columns of Y belong to R(D). Now it will be proved that EAB = B.
Since
AB − In = X
[
0 A2 ∗
∗ ∗ ∗
] ∗ ∗A−12 0
0 0

X−1 −XX−1 = X
[
0 0
∗ ∗
]
X−1,
it is obtained that (AB − In)x ∈ N(E), for any x ∈ C
n, because the last n− r columns of X
belong to N(E). Thus, R(AB − In) ⊆ N(E), which is equivalent to EAB = E.
Next the case rk(E) = rk(D) will be studied, i.e., when (Cn,m)
‖D,E
left = (Cn,m)
‖D,E
right 6= ∅
(D,E ∈ Cm,n). Compare with Proposition 3.5.
Corollary 3.16. Let D,E ∈ Cm,n be such that rk(E) = rk(D) = r. Let X ∈ Cn be any
nonsingular matrix such that its last n−r columns span N(E) and Y ∈ Cm be any nonsingular
matrix such that its first r columns span R(D). If A ∈ Cn,m is written as
A = X
[ r n−r
r A1 ∗
m−r ∗ ∗
]
Y −1,
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then A ∈ (Cn,m)
‖D,E
left = (Cn,m)
‖D,E
right if and only if A1 is nonsingular. Furthermore, under the
above equivalence, the unique left and the unique right (D,E)-inverse of A is
Y
[
A−11 0
0 0
]
X−1.
Proof. Let X be the subspace spanned by the first r columns of X. The matrix of the mapping
φ : R(D)→ X defined in Theorem 3.3 respect the considered basis is A1. Therefore, according
to Theorem 3.4, the matrix A1 is nonsingular if and only if A is left and right (D,E)-invertible.
The proof of Theorem 3.14 (ii) shows that the unique left and right (D,E)-inverse of A as
the form of the statement of this corollary.
Remark 3.17. Let D,E ∈ Cm,n be such that rk(E) = rk(D) and A ∈ (Cn,m)
‖D,E
left =
(Cn,m)
‖D,E
right . Let C
n = N(E)⊕X be any decomposition. From Corollary 3.16, the unique left
and right (D,E)-inverse of A, say R, satisfies
N(R) = N(E), Ry = φ−1(y), ∀y ∈ X.
Next the case of left and right inverses along a fixed matrix will be considered.
Corollary 3.18. Let D ∈ Cm,n and r = rk(D). Let X ∈ Cn be any nonsingular matrix such
that its last columns span N(D) and Y ∈ Cm be any nonsingular matrix such that its first
columns span R(D). If A ∈ Cn,m is written as
A = X
[
A1 ∗
∗ ∗
]
Y −1, A1 ∈ Cr,
then A ∈ (Cn,m)
‖D
left = (Cn,m)
‖D
right if and only if A1 is nonsingular. Furthermore, under the
above equivalence, the unique left and the unique right inverse of A along D is
Y
[
A−11 0
0 0
]
X−1.
Proof. Apply Corollary 3.11 and Corollary 3.16.
In the following theorem the sets I(A)
‖D,E
left and I(A)
‖D,E
right will be represented using the
Moore-Penrose inverse.
Theorem 3.19. Let D,E ∈ Cm,n. The following statements hold.
(i) If A ∈ (Cn,m)
‖D,E
right , then
I(A)
‖D,E
right =
{
D
[
(EAD)†E +
(
In − (EAD)
†EAD
)
Z
]
: Z ∈ Cn
}
.
(ii) If A ∈ (Cn,m)
‖D,E
left , then
I(A)
‖D,E
left =
{[
D(EAD)† + Z(Im − EAD(EAD)
†)
]
E : Z ∈ Cm
}
.
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Proof. Consider A ∈ (Cn,m)
‖D,E
right . If B ∈ Cm,n satisfies EAB = E and R(B) ⊂ R(D), then
according to the proof of Theorem 3.1, there exists a matrix M such that B = DM and
EADM = E. Notice that the general solution of the equation EADX = E is
X = (EAD)†E + (In − (EAD)
†EAD)Z,
where Z ∈ Cn,n is arbitrary (see [16, Theorem 2]). HenceM = (EAD)
†E+(In−(EAD)
†EAD)Z,
for some Z ∈ Cn,n. Therefore, B = D(EAD)
†E +D(In − (EAD)
†EAD)Z. Thus,
(Cn,m)
‖D,E
right ⊆ {D(EAD)
†E +D(In − (EAD)
†EAD)Z : Z ∈ Cn,n}.
To prove the opposite inclusion, let Z ∈ Cn,n be arbitrary and consider
Y = D
[
(EAD)†E + (In − (EAD)
†EAD)Z
]
.
It is evident that R(Y ) ⊂ R(D). Furthermore, according to Theorem 3.1 (ii), R(E) =
R(EAD). Now
EAY = EAD
[
(EAD)†E + (In − (EAD)
†EAD)Z
]
= EAD(EAD)†E = E.
In fact, if e is any column of E, then e ∈ R(E) = R(EAD) and since EAD(EAD)† is the
orthogonal projection onto R(EAD), EAD(EAD)†e = e.
To prove statement (ii), apply Remark 2.8 (i) and what has been proved.
Let D,E ∈ Cm,n. If A ∈ Cn,m is left (respectively right) (D,E)-invertible, the case in
which I(A)
‖D,E
left (respectively I(A)
‖D,E
right ) is a singleton will be studied.
Theorem 3.20. Let A ∈ Cn,m and D,E ∈ Cm,n. The following statements are equivalent.
(i) The matrix A has a unique left (D,E)-inverse.
(ii) The matrix A has a unique right (D,E)-inverse.
(iii) rk(D) = rk(E) = rk(EAD).
Furthermore, in this case I(A)
‖D,E
left = I(A)
‖D,E
right = {D(EAD)
†E}.
Proof. Note that according to Theorem 3.2 (iv) and Theorem 3.14 (ii), statement (i) and
statement (iii) are equivalent.
To prove the equivalence between statements (ii) and (iii), apply Theorem 3.1 (iii) and
Theorem 3.15 (ii).
Now, according to Proposition 3.5, the unique left and the unique right (D,E)-inverse of
A coincide. To conclude the proof, notice that according to Theorem 3.19, D(EAD)†E ∈
I(A)
‖D,E
left ∩ I(A)
‖D,E
right .
Due to Theorem 3.20, another representation of the left and the right inverses along a
matrix can be given.
Corollary 3.21. Let A ∈ Cn,m and D ∈ Cm,n. The matrix A is left or right invertible along
D if and only if rk(D) = rk(DAD). Moreover, in this case the unique left inverse of A along
D and the unique right inverse of A along D coincide with the matrix D(DAD)†D.
J. Ben´ıtez, E. Boasso, H. Jin 18
Proof. Apply Theorem 3.7, Corollary 3.8 and Theorem 3.20.
It is known that a nonzero matrix can be expressed as the product of a matrix of full
column rank and a matrix of full row rank. This factorization is known as a full-rank fac-
torization and these factorizations turn out to be a powerful tool in the study of generalized
inverses. Recall that given H ∈ Cm,n such that rk(H) = r > 0, the matrix H is said to have
a full rank factorization, if there exist F ∈ Cm,r and G ∈ Cr,n such that H = FG. Such a
factorization always exists but it is not unique ([17, Theorem 2]). Moreover, F †F = Ir = GG
†
([17, Theorem 1]). Note in particular that rk(F ) = rk(G) = rk(H). To learn more results
on this topic, see [2, 17]. In the following theorem, given D, E ∈ Cm,n, matrices A ∈ Cn,m
that are left or right (D,E)-invertible will be characterized using a full rank factorization. In
addition, the sets I(A)
‖D,E
left and I(A)
‖D,E
right will be represented using a full rank factorization
and the Moore-Penrose inverse.
Theorem 3.22. Let A ∈ Cn,m and D,E ∈ Cm,n. Consider D = D1D2 and E = E1E2 two
full rank factorizations of D and E, respectively.
(i) The matrix A has a right (D,E)-inverse if and only if rk(E2) = rk(E2AD1). In addition,
I(A)
‖D,E
right = {D1
[
(E2AD1)
†E2 + (Ir − (E2AD1)
†E2AD1)Y
]
: Y ∈ Cr,n},
where r = rk(D).
(ii) The matrix A has a left (D,E)-inverse if and only if rk(D1) = rk(E2AD1). Moreover,
I(A)
‖D,E
left = {
[
D1(E2AD1)
† + Y (Is − (E2AD1)(E2AD1)
†)
]
E2 : Y ∈ Cm,s},
where s = rk(E).
Proof. Let r = rk(D) and s = rk(E). According to [17, Theorem 1], D2D
†
2 = Ir, E2E
†
2 = Is,
D
†
1D1 = Ir and E
†
1E1 = Is. In addition, since
rk(EAD) = rk(E1E2AD1D2) ≤ rk(E2AD1) ≤ rk(E
†
1E1E2AD1D2D
†
2) ≤ rk(EAD),
rk(EAD) = rk(E2AD1). According to Theorem 3.1 (iii), A has a right (D,E)-inverse if and
only if rk(E2) = rk(E) = rk(EAD) = rk(E2AD1).
Let A ∈ (Cn,m)
‖D,E
right and consider B ∈ I(A)
‖D,E
right , i.e., EAB = E and R(B) ⊆ R(D). Since
E1E2AB = E1E2, multiplying by E
†
1 on the left hand side of this equation, E2AB = E2.
In addition, since R(B) ⊆ R(D), there exists M ∈ Cn such that B = DM . Therefore,
E2AD1(D2M) = E2, and according to [16, Theorem 2], there exists Y ∈ Cr,n such that
D2M = (E2AD1)
†E2 +
[
Ir − (E2AD1)
†(E2AD1)
]
Y . Thus, B = DM = D1D2M implies
B = D1
[
(E2AD1)
†E2 +
(
Ir − (E2AD1)
†E2AD1
)
Y
]
.
Now suppose that B ∈ Cm,n has this form. Observe that B = D1Z for some matrix Z.
Thus, B = D1D2D
†
2Z = DD
†
2Z implies that R(B) ⊆ R(D). In addition,
EAB = E1E2AD1
[
(E2AD1)
†E2 +
(
Ir − (E2AD1)
†E2AD1
)
Y
]
= E1E2AD1(E2AD1)
†E2.
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Since rk(E2AD1) = rk(E2) and R(E2AD1) ⊆ R(E2), R(E2AD1) = R(E2). Therefore,
E2AD1(E2AD1)
† = PR(E2AD1) = PR(E2), which implies E2AD1(E2AD1)
†E2 = E2. Thus,
EAB = E1E2 = E. In particular, B ∈ I(A)
‖D,E
right .
To prove statement (ii), apply Remark 2.8 (i) and what has been proved.
Next two particular cases will be derived from Theorem 3.22.
Corollary 3.23. Let D,E ∈ Cm,n and consider D = D1D2 and E = E1E2 two full rank
factorizations of D and E, respectively. The matrix A ∈ Cn,m is left and right (D,E)-
invertible if and only if rk(E2) = rk(D1) = rk(E2AD1). Moreover, in this case,
I(A)
‖D,E
left = I(A)
‖D,E
right = {D1(E2AD1)
−1E2}.
Proof. The first statement can be derived from Theorem 3.22.
Note that rk(D) = rk(D1), rk(E) = rk(E2) and rk(EAD) = rk(E2AD1) (see the proof
of Theorem 3.22). Then, according to Theorem 3.20, I(A)
‖D,E
left = I(A)
‖D,E
right is a singleton. In
addition, according to Theorem 3.22, D1(E2AD1)
†E2 ∈ I(A)
‖D,E
left ∩ I(A)
‖D,E
right . Thus,
I(A)
‖D,E
left = I(A)
‖D,E
right = {D1(E2AD1)
†E2}.
However, since rk(E2) = r = rk(D1) and (E2AD1)
† ∈ Cr is such that rk(E2AD1) = r,
(E2AD1)
† = (E2AD1)
−1.
To end this section, the case of left and right inverses along a matrix will be presented.
Corollary 3.24. Let D ∈ Cm,n and consider D = D1D2 a full rank factorizations of D.
The matrix A ∈ Cn,m is left or right invertible along D if and only if rk(D1) = rk(D2AD1).
Moreover, in this case the unique left inverse of A along D and the unique right inverse of A
along D coincide with D1(D2AD1)
−1D2.
Proof. Apply Theorem 3.7 and Corollary 3.23.
4 The (D,E)-inverse of arbitrary matrices
First of all the (b, c)-inverse will be extended to rectangular matrices. Compare with Defini-
tion 2.1 and recall the observation before Definition 2.7.
Definition 4.1. Let A ∈ Cn,m and D,E ∈ Cm,n. The matrix A is said to be (D,E)-invertible,
if there exist a matrix X ∈ Cm,n such that the following conditions hold.
XAD = D, EAX = E, R(X) ⊆ R(D), N(E) ⊆ N(X).
Under the same conditions as in Definition 4.1, note that R(X) ⊆ R(D) (respectively
N(E) ⊆ N(X)) is equivalent to R(X) = R(D) (respectively N(E) ⊆ N(X)). In the following
theorem, it will be proved that the (D,E)-inverse of a matrix A is unique, if it exists.
Theorem 4.2. Let A ∈ Cn,m and D,E ∈ Cm,n. The following statements are equivalent.
(i) The (D,E)-inverse of the matrix A exists.
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(ii) The matrix A is both left and right (D,E)-invertible.
Furthermore, in this case, the (D,E)-inverse of the matrix A is unique.
Proof. It is enough to prove that statement (ii) implies statement (i). To this end, apply
Proposition 3.5. Proposition 3.5 also proves that there is only one (D,E)-inverse of A, when
it exists.
According to Theorem 4.2, if the matrix A ∈ Cn,m has a (D,E)-inverse (D,E ∈ Cm,n),
then it will be denoted by A‖(D,E). In addition, note that according to Definition 2.5 and [13,
Corollary 3.7], when the matrices A, D and E are square, Definition 4.1 reduces to the (b, c)-
inverse ([9, Definition 1.3], i.e., Definition 2.1). In the following remark some basic results
on this inverse that can be derived from what has been proved in sections 2 and 3 will be
collected.
Remark 4.3. Let D,E ∈ Cm,n and consider A ∈ Cn,m.
(i) The matrix A is (D,E)-invertible if and only if A∗ ∈ Cm,n is (E
∗,D∗)-invertible (E∗,
D∗ ∈ Cn,m). Moreover, in this case (A
∗)‖(E
∗,D∗) = (A‖(D,E))∗. Apply Theorem 4.2 and
Remark 2.8 (i)-(ii).
(ii) Let D′, E′ ∈ Cm,n be such that R(D) = R(D
′) and N(E) = N(E′). Necessary and suffi-
cient for A‖(D,E) to exist is that A‖(D
′,E′) exists. Furthermore, in this case, A‖(D
′,E′) =
A‖(D,E). Apply Theorem 4.2 and Remark 2.8 (iii)-(iv).
(iii) Theorem 3.4 and Theorem 3.20 characterize matrices A such that A‖(D,E) exists.
(iv) When A is (D,E)-invertible, A‖(D,E) can be represented as in Propostion 3.5, Corol-
lary 3.16 and Remark 3.17.
Although some results have been presented in connection to left and right (D,E)-inverses
(D,E ∈ Cm,n), they deserve to be considered again for the (D,E)-inverse. Recall that
according to [9, Remark 2.4] (see also [9, Theorem 2.2]), when the marices A, D, E are
square, A is (D,E)-invertible if and only if rk(D) = rk(EAD) = rk(E). In the following
theorem this result will be extended to arbitrary matrices.
Theorem 4.4. Let A ∈ Cn,m and D,E ∈ Cm,n. The following statements are equivalent.
(i) The (D,E)-inverse of A exists.
(ii) rk(D) = rk(E) = rk(EAD).
Furthermore, in this case A‖(D,E) = D(EAD)†E.
Proof. Apply Theorem 4.2, Proposition 3.5 and Theorem 3.20.
Now a corollary will be derived from Theorem 4.4.
Corollary 4.5. Let A ∈ Cn,m and D,E ∈ Cm,n be such that A
‖(D,E) exists. Then rk(AD) =
rk(EA) = rk(E) = rk(D).
Proof. Apply Theorem 4.4 and Theorem 3.4.
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Remark 4.6. Let A ∈ Cn,m and D,E ∈ Cm,n. Note that the condition in Corollary 4.5 does
not imply that A‖(D,E) exists. In fact, consider
A =
[
0 1
1 0
]
, D = E =
[
1 0
0 0
]
.
Since EAD = 0 and rk(D) = rk(E) = 1, according to Theorem 4.4, A‖(D,E) does not exist.
However
AD =
[
0 0
1 0
]
, EA =
[
0 1
0 0
]
,
which lead to rk(AD) = 1 and rk(EA) = 1.
In the following theorem the (D,E)-inverse will be characterized using full rank factor-
izations.
Theorem 4.7. Let D,E ∈ Cm,n and consider D = D1D2 and E = E1E2 two full rank
factorizations of D and E, respectively. The matrix A ∈ Cn,m is (D,E)-invertible if and only
if rk(E2) = rk(D1) = rk(E2AD1). Moreover, in this case, A
‖(D,E) = D1(E2AD1)
−1E2.
Proof. Apply Theorem 4.2 and Corollary 3.23.
In the following corollaries two particular cases will be derived from Theoerm 4.7.
Corollary 4.8. Let A ∈ Cn,m and D,E ∈ Cm,n be such that exists A
‖(D,E) exists. The
following statements hold.
(i) If the columns of D are linearly independent, then A‖(D,E) = D(AD)−1.
(ii) If the rows of E are linearly independent, then A‖(D,E) = (EA)−1E.
Proof. If D has full column rank, then D = DIn is a full rank factorization of D. Since
A‖(D,E) exists, according to Theorem 4.4, rk(E) = rk(D). Consequently, E has full column
rank and E = EIn is a full rank factorization of E. Then, according to Theorem 4.7,
A‖(D,E) = D(AD)−1.
Apply a similar argument to prove statement (ii), using in particular the full rank factor-
izatons E = ImE and D = ImD and Theorem 4.7.
Corollary 4.9. Let A ∈ Cn,m and D,E ∈ Cm,n be such that rk(D) = rk(E) = 1. If
D = d1d
∗
2 and E = e1e
∗
2 (d1, e1 ∈ Cm,1, d2, e2 ∈ Cn,1) are full rank factorizations of D and
E, respectively, then A‖(D,E) exists if and only if e∗2Ad1 6= 0. Moreover, in this case,
A‖(D,E) =
1
e∗2Ad1
d1e
∗
2.
Proof. According to Theorem 4.7, the (D,E)-inverse of the matrix A exists if and only if
rk(d1) = rk(e
∗
2) = rk(e
∗
2Ad1). Therefore, A
‖(D,E) exists if and only if rk(e∗2Ad1) = 1. But
observe that e∗2Ad1 is a complex number. Thus, the first part of the theorem has been proved.
The expression of A‖(D,E) also follows from Theorem 4.7.
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Next an application of Theorem 4.7 will lead to representations of several generalized
inverses in terms of a full rank representation. The explicit expression for A† is attributed to
C.C. MacDufee by Ben-Israel and Greville in [2]. Ben-Israel and Greville report that around
1959, MacDufee was the first to point out that a full-rank factorization of A leads to the
mentioned formula.
Corollary 4.10. Let A ∈ Cn and consider a full rank factorization A = FG. Then, the
following statements hold.
(i) A† = G∗(F ∗AG∗)−1F ∗.
(ii) A is group invertible if and only if GF is nonsingular; in this case, A# = F (GF )−2G
(see [7]).
(iii) A is core invertible if and only if GF is nonsingular; in this case, A#© = F (GF )−1F †.
(iv) A is dual core invertible if and only if GF is nonsingular; in this case, A#© = G
†(GF )−1G.
(v) A†M,N = N
−1G∗(F ∗MAN−1G∗)−1F ∗M , where M and N are nonsingular and positive.
Proof. Observe that A∗ = G∗F ∗ is a full rank factorization of A∗.
Recall that according to [9, p. 1912], A is Moore-Penrose invertible if and only if A is
(A∗, A∗)-invertible and in this case A† = A‖(A
∗,A∗). Now apply Theorem 4.7 with D = E =
A∗ = G∗F ∗.
According to [9, p. 1910], A is group invertible if and only if A is (A,A)-invertible and
in this case A# = A‖(A,A). According to Theorem 4.7, A is group invertible if and only if
rk(G) = rk(F ) = rk(GFGF ). Thus, if r = rk(A), then GF ∈ Cr is invertible. To prove the
formula representing A#, apply Theorem 4.7 with D = E = A = FG.
Recall that according to [1, p. 684], A is core invertible if and only if it is group invertible.
Thus, according to what has been proved, the first part of statement (iii) holds. In addition,
according to [18, Theorem 4.4] (i), necessary and sufficient for A to be core invertible is
that A is (A,A∗)-invertible and in this case A#© = A‖(A,A
∗). Now, apply Theorem 4.7 with
D = A = FG and E = A∗ = G∗F ∗. Observe however first that if r = rk(A), then F ∗F ∈ Cr
is such that rk(F ∗F ) = rk(F ) = r, and recall that (F ∗F )−1F ∗ = F † ([17, Theorem 1]). Then,
A#© = A‖(A,A
∗) = F (F ∗FGF )−1F ∗ = F (GF )−1(F ∗F )−1F ∗ = F (GF )−1F †.
Note that A is dual core dual invertible if and only if A∗ is core invertible and A#© =
[(A∗)#©]∗. Thus, the first part of statement (iv) can be derived from what has been proved
and
A#© = [(G
∗(F ∗G∗)−1(G∗)†)]∗ = G†(GF )−1G.
According to [4, Theorem 3.2], A is weighted Moore-Penrose invertible with weights M
and N if and only if A is invertible along N−1A∗M . In addition, according to [9, Defini-
tion 6.1], this is equivalent to the fact that A is (N−1A∗M,N−1A∗M)-invertible. Now apply
Theorem 4.7 with D = E = N−1A∗M and consider the full rank factorization N−1A∗M =
(N−1G∗)(F ∗M).
To end this section, the set of all matrices A ∈ Cn,m such that they are (D,E)-invertible
will be studied (D, E ∈ Cm,n). First some notation need to be introduced.
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Given D, E ∈ Cm,n, let C
‖D,E
n,m denote the set of all matrices A ∈ Cn,m such that the
(D,E)-inverse of A exists, i.e.,
C
‖D,E
n,m = {A ∈ Cn,m : A
‖(D,E) exists }.
Theorem 4.11. Let D, E ∈ Cm,n. Necessary and sufficient for C
‖D,E
n,m 6= ∅ is that rk(E) =
rk(D). Moreover, in this case, C
‖D,E
n,m = (Cn,m)
‖D,E
left = (Cn,m)
‖D,E
right .
Proof. Apply Theorem 4.2 and Corollary 3.12.
Observe that Corollary 3.16 gives an explicit representation of C
‖D,E
n,m .
5 Invertible matrices along a fixed matrix
Now the case D = E will be considered. Compare with Definition 2.2 and recall the observa-
tion before Definition 2.7.
Definition 5.1. Let A ∈ Cn,m and D ∈ Cm,n. The matrix A is said to be invertible along
the matrix D, if there exists a matrix X ∈ Cm,n such that the following conditions hold.
XAD = D = DAX, R(X) ⊆ R(D), N(D) ⊆ N(X).
According to Theorem 4.2, if the inverse of the matrix A ∈ Cn,m along the matrix D ∈
Cm,n exists, then it is unique and it will be denoted by A
‖D. In addition, when A and D are
square matrices, since according to [9, Proposition 6.1], the inverse of A along D coincides
with the (D,D)-inverse of A, Definition 5.1 reduces to the notion of the inverse along an
element in a ring of square matrices ([14, Definition 4], i.e., Definition 2.2). Moreover, under
the same conditions as in Definition 5.1, note that R(X) ⊆ R(D) (respectively N(D) ⊆ N(X))
is equivalent to R(X) = R(D) (respectively N(D) = N(X)). Now characterizations of the
inverse along a matrix will be given.
Theorem 5.2. Let A ∈ Cn,m and D ∈ Cm,n. The following statements are equivalent.
(i) The matrix A is left invertible along D.
(ii) The matrix A is right invertible along D.
(iii) The matrix A is invertible along D.
Proof. Apply Theorem 4.2 and Theorem 3.7.
In the following remark several results on this inverse that can be derived from what has
been proved in sections 2, 3 and 4 will be collected.
Remark 5.3. Let D ∈ Cm,n and consider A ∈ Cn,m.
(i) The matrix A is invertible alongD if and only if A∗ ∈ Cm,n is invertible alongD
∗ ∈ Cn,m.
Moreover, in this case (A∗)‖D
∗
= (A‖D))∗. Apply Remark 4.3 (i) to the case E = D.
(ii) Let D′ ∈ Cm,n be such that R(D) = R(D
′) and N(D) = N(D′). Necessary and sufficient
for A‖D to exists is that A‖D
′
exists. Furthermore, in this case, A‖D
′
= A‖D. Apply
Remark 4.3 (ii) to the case E = D.
J. Ben´ıtez, E. Boasso, H. Jin 24
(iii) Theorem 3.6 and Theorem 3.7 characterize matrices A such that A‖D exists. Compare
Theorem 3.7 (v)-(vi) with [14, Theorem 7] and [15, Theorem 2.1].
(iv) When A is invertible along D, A‖D can be represented as in Corollary 3.8 and Corollary
3.18.
(v) According to Remark 3.17 applied to the case D = E, another representation of A‖D,
when it exists, is the following. In the decomposition Cn = N(D)⊕ X, it holds that
N(A‖D) = N(D), A‖Dy = φ−1(y), y ∈ X,
where φ : R(D)→ X is the map of Theorem 3.3.
(vi) According to Corollary 4.5 applied to the case D = E, if A‖D exists, then rk(AD) =
rk(DA) = rk(D).
Some results, however, deserve to be presented separately.
Corollary 5.4. Let A ∈ Cn,m and D ∈ Cm,n. The following statements are equivalent.
(i) A is invertible along D.
(ii) rk(D) = rk(DAD).
Furthermore, in this case A‖D = D(DAD)†D.
Proof. Apply Theorem 4.4 for the case D = E.
Corollary 5.5. Let D ∈ Cm,n and consider D = D1D2 a full rank factorizations of D. The
matrix A ∈ Cn,m is invertible along D if and only if rk(D1) = rk(D2AD1). Moreover, in this
case, A‖D = D1(D2AD1)
−1D2.
Proof. Apply Theorem 4.7 for the case D = E.
Corollary 5.6. Let A ∈ Cn,m and D ∈ Cm,n.
(i) Suppose that the columns of D are linearly independent. Necessary and sufficient for
A‖D to exists is that AD ∈ Cn is nonsingular. Moreover, in this case, A
‖D = D(AD)−1.
(ii) Suppose that the rows of D are linearly independent. The inverse of A along D exists
if and only if DA ∈ Cm is invertible. Moreover, in this case, A
‖D = (DA)−1D.
Proof. Suppose that the columns of D are linearly independent. According to Theorem 5.2
and Theorem 3.7 (v), the characterization of the inverse of A along D holds. To prove the
formula that represents A‖D, apply Corollary 4.8 (i).
To prove statement (ii), apply a similar argument to the one used to prove statement (i),
using in particular Theorem 3.7 (vi) and Corollary 4.8 (ii).
Corollary 5.7. Let A ∈ Cn,m and D ∈ Cm,n. If rk(D) = 1, then A
‖D exists if and only if
tr(AD) 6= 0. Moreover, in this case,
A‖D =
1
tr(AD)
D.
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Proof. Let D = d1d
∗
2 (d1 ∈ Cm,1 and d2 ∈ Cn,1) be a full rank factorization of D, According
to Corollary 4.9 applied to the case D = E, d∗2Ad1 = tr(d
∗
2Ad1) = tr(Ad1d
∗
2) = tr(AD).
Let C
‖D
n,m stand for the set of all matrices A ∈ Cn,m such that A is invertible along D, i.e.,
C
‖D
n,m = {A ∈ Cn,m : A
‖D exists }.
The following corollary proves that the set under consideration is nonempty.
Corollary 5.8. Let D ∈ Cm,n. Then, C
‖D
n,m 6= ∅.
Proof. Apply Theorem 5.2, Corollary 3.11 and Corollary 3.18.
Observe that Corollary 3.18 gives an explicit representation of C
‖D
n,m.
6 Outer and inner inverses
In the following theorem it will be proved that the notion introduced in Definition 4.1 is an
outer inverse.
Theorem 6.1. Let A ∈ Cn,m and D,E ∈ Cm,n. If A is (D,E)-invertible, then A
‖(D,E) is an
outer inverse of A.
Proof. According to Definition 4.1, since R(A‖(D,E)) ⊆ R(D), there exists M ∈ Cn such that
A‖(D,E) = DM . Thus, A‖(D,E)AA‖(D,E) = A‖(D,E)ADM = DM = A‖(D,E).
Corollary 6.2. Let A ∈ Cn,m and D ∈ Cm,n. If A is invertible along D, then A
‖D is an
outer inverse of A.
Proof. Apply Theorem 6.1 for the case D = E.
Given A ∈ Cn,m and D,E ∈ Cm,n such that A
‖(D,E) exists, according to Corollary 3.18
and Theorem 4.4,
rk(A‖(D,E)) = rk(D) = rk(E) ≤ rk(A).
In particular, when A, D and E are square matrices, A‖(D,E) is nonsingular if and only if D
or E are nonsingular. In addition, if A‖(D,E) is nonsingular, then A is nonsingular. However,
if A is nonsingular and D,E are such that A‖(D,E) exists, then it may be happen that D, E,
or A‖(D,E) are singular. For example, take
A = I2, D = E =
[
1 0
0 0
]
.
According to Theorem 4.4, A‖(D,E) exists (A‖(D,E) = D). However, it is possible to charac-
terize when rk(A) = rk(D). This characterization is linked with the following observation:
A‖(D,E) is always an outer inverse of A (Theorem 6.1), but it is not necessarily an inner inverse
of A. To prove this characterization some preparation is needed first.
Theorem 6.3. Let A ∈ Cn,m and D,E ∈ Cm,n be such that A
‖(D,E) exists. Then, the
following statements hold.
(i) R(D)⊕N(A) = N(AA‖(D,E)A−A).
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(ii) rk(A) = rk(D) + rk(AA‖(D,E)A−A).
(iii) R(A) +N(E) = Cn and R(A) ∩N(E) = R(AA‖(D,E)A−A).
Proof. The inclusion N(A) ⊆ N(AA‖(D,E)A − A) is evident. The equality A‖(D,E)AD = D
leads to R(D) ⊆ N(AA‖(D,E)A−A). If x ∈ R(D)∩N(A), then there exists u ∈ Cn such that
x = Du, and therefore, x = Du = A‖(D,E)ADu = A‖(D,E)Ax = 0. Thus, R(D) ⊕ N(A) ⊆
N(AA‖(D,E)A−A).
To prove the opposite inclusion, take y ∈ N(AA‖(D,E)A−A). Now, A(A‖(D,E)Ay−y) = 0
and the decomposition y = (y−A‖(D,E)A(y))+A‖(D,E)A(y) proves that N(AA‖(D,E)A−A) ⊆
R(D)⊕N(A) (because R(A‖(D,E)) = R(D)).
Statement (ii) follows from statement (i).
According to Remark 4.3 (i), (A∗)‖(E
∗,D∗) exists, so that, according to statement (i)
applied to A∗, D∗ and E∗, N(A∗) ∩ R(E∗) = 0. Then,
[R(A) +N(E)]⊥ = R(A)⊥ ∩N(E)⊥ = N(A∗) ∩ R(E∗) = 0.
Therefore, R(A)+N(E) = Cn. The inclusion R(AA‖(D,E)A−A) ⊆ R(A)∩N(E) follows from
EAA‖(D,E) = E. According to statement (ii), Theorem 4.4 and
dim(R(A) ∩N(E)) = dimR(A) + dimN(E) − dim(R(A) +N(E))
= rk(A) + n− rk(D)− n = rk(AA‖(D,E)A−A),
R(AA‖(D,E)A − A) and R(A) ∩ N(E) have the same dimension. Therefore, both subspaces
are equal.
The following corollary characterizes when A‖(D,E) is an inner inverse of A.
Corollary 6.4. Let A ∈ Cn,m and D,E ∈ Cm,n be such that A
‖(D,E) exists. Then, the
following statements are equivalent.
(i) AA‖(D,E)A = A.
(ii) rk(A) = rk(D).
(iii) R(D)⊕N(A) = Cm.
(iv) R(A)⊕N(E) = Cn.
Proof. Apply Theorem 6.3.
In the next corollary the case when the inverse along an element is an inner inverse will
be presented.
Corollary 6.5. Let A ∈ Cn,m and D ∈ Cm,n be such that A
‖D exists. Then, the following
statements are equivalent.
(i) AA‖DA = A.
(ii) rk(A) = rk(D).
(iii) R(D)⊕N(A) = Cm.
J. Ben´ıtez, E. Boasso, H. Jin 27
(iv) R(A)⊕N(D) = Cn.
Proof. Apply Corollary 6.4 to the case D = E.
Let A ∈ Cn,m and D,E ∈ Cm,n. Since A
‖(D,E) is an outer inverse, if it exists, A‖(D,E)A
and AA‖(D,E) are idempotents. Now some properties of these idempotents will be studied.
Theorem 6.6. Let A ∈ Cn,m and D,E ∈ Cm,n be such that A
‖(D,E) exists.
(i) A‖(D,E)A and AA‖(D,E) are idempotents, R(A‖(D,E)A) = R(D), R(AA‖(D,E)) = R(AD)
and rk(D) = rk(AA‖(D,E)) = rk(A‖(D,E)A) = rk(E).
(ii) N(AA‖(D,E)) = N(E) and N(A‖(D,E)A) = N(EA).
(iii) N(A‖(D,E)A) = N(A) if and only if A‖(D,E) is an inner inverse of A.
(iv) R(AA‖(D,E)) = R(A) if and only if A‖(D,E) is an inner inverse of A.
(v) AA‖(D,E) is an orthogonal projector if and only if R(AD) = R(E∗).
(vi) A‖(D,E)A is an orthogonal projector if and only if R((EA)∗) = R(D).
Proof. Since A‖(D,E) is an outer inverse (Theorem 6.1), A‖(D,E)A and AA‖(D,E)are idem-
potents and R(A‖(D,E)A) = R(A‖(D,E)). Moreover, since R(A‖(D,E)) = R(D), according to
Theorem 4.4,
rk(E) = rk(D) = rk(A‖(D,E)) = rk(A‖(D,E)A).
In addition, according to Remark 4.3 (i) and what has been proved, rk(E) = rk(E∗) =
rk((A‖(D,E))∗A∗) = rk(AA‖(D,E)). Moreover,
R(AD) = R(AA‖(D,E)AD) ⊆ R(AA‖(D,E)).
However, since according to Corollary 4.5, rk(AD) = rk(D) = rk(AA‖(D,E)), R(AA‖(D,E)) =
R(AD).
Since A‖(D,E) is an outer inverse, N(AA‖(D,E)) = N(A‖(D,E)) = N(E). Note that since
EA = EAA‖(D,E)A, N(A‖(D,E)A) ⊆ N(EA). However, since according to Corollary 4.5,
rk(EA) = rk(D) = rk(A‖(D,E)A), dimN(A‖(D,E)A) = dimN(EA). Therefore, N(A‖(D,E)A) =
N(EA).
Naturally, N(A) ⊆ N(A‖(D,E)A). Since dimN(A‖(D,E)A) = m−rk(A‖(D,E)A) = m−rk(D)
and dimN(A) = m− rk(A), N(A) = N(A‖(D,E)A) if and only if rk(A) = rk(D). Now apply
Corollary 6.4.
Note that A‖(D,E) is an inner inverse of A if and only if (A‖(D,E))∗ is an inner inverse of
A∗. Now, according to statement (iii), this is equivalent to N((A‖(D,E))∗A∗) = N(A∗), which
in turn is equivalent to R(AA‖(D,E)) = R(A).
Observe that AA‖(D,E) is an orthogonal projector if and only if
R(AD) = R(AA‖(D,E)) = N(AA‖(D,E))⊥ = N(E)⊥ = R(E∗).
The proof of statement (vi) follows Remark 4.3 (i) and statement (v).
In the next corollary the case of the inverse along a fixed matrix will be studied.
Corollary 6.7. Let A ∈ Cn,m and D ∈ Cm,n be such that A
‖D exists.
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(i) A‖DA and AA‖D are idempotents, R(A‖DA) = R(D), R(AA‖D) = R(AD) and rk(D) =
rk(AA‖D) = rk(A‖DA).
(ii) N(AA‖D) = N(D) and N(A‖DA) = N(DA).
(iii) N(A‖DA) = N(A) if and only if A‖D is an inner inverse of A.
(iv) R(AA‖D) = R(A) if and only if A‖D is an inner inverse of A.
(v) AA‖D is an orthogonal projector if and only if R(AD) = R(D∗).
(vi) A‖DA is an orthogonal projector if and only if R((DA)∗) = R(D).
Proof. Apply Theorem 6.6 to the case D = E.
Given A ∈ Cn such that A is group invetible, according to [1] and [18], AA
#© and A#©A
are orthogonal projectors. In the next corollaries similar properties for several generalized
inverses will be characterized using Corollary 6.7. Note that the following identities hold:
R(XY ) = R(X) and R(XX∗) = R(X), where Y is a nonsingular matrix and X is any matrix.
In addition, recall that a matrix A ∈ Cn is said to be EP , if AA
† = A†A. It is well known
that this condition is equivalent to R(A) = R(A∗).
Corollary 6.8. Consider A ∈ Cn a group invertible matrix. The following statements holds.
(i) A#©A is an orthogonal projector.
(ii) AA#© is an orthogonal projector.
(iii) A is EP.
Proof. According to Theorem 2.4 (i) and Theorem 6.7 (vi), A#©A is an orthogonal projec-
tor if and only if R((AA∗A)∗) = R(AA∗). However, R(AA∗) = R(A) and R((AA∗A)∗) =
R(A∗AA∗) = R(A∗A) = R(A∗).
Similarly, according to Theorem 2.4 (ii) and Theorem 6.7 (v), AA#© is an orthogonal
projector if and only R(AA∗A) = R(A∗A). However, R(A∗A) = R(A∗) and R(AA∗A) =
R(AA∗) = R(A).
Corollary 6.9. Let A ∈ Cn and considerM , N ∈ Cn nonsingular and positive. The following
statements hold.
(i) AA†M,N is an orthogonal projector if and only if R(A) = R(MA). In particular, if
M = In, then AA
†
M,N is an orthogonal projector.
(ii) A†M,NA is an orthogonal projector if and only if R(A
∗) = R(N−1A∗). In particular, if
N = In, then A
†
M,NA is an orthogonal projector.
Proof. According to Theorem 2.4 (iii) and Theorem 6.7 (v), AA†M,N is an orthogonal pro-
jector if and only if R(AN−1A∗M) = R((N−1A∗M)∗). This last condition is equivalent to
R(AN−1A∗) = R(MA). Since N is nonsingular and positive, there exists a Hermitian and
nonsingular matrix Q such that N−1 = Q2. Define R = AQ. Then, AN−1A∗ = RR∗, and
thus,
R(AN−1A∗) = R(RR∗) = R(R) = R(AQ) = R(A).
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Similarly, according to Theorem 2.4 (iii) and Theorem 6.7 (vi), A†M,NA is an orthogonal
projector if and only if R((N−1A∗MA)∗) = R(N−1A∗M). This identity is equivalent to
R(A∗MA) = R(N−1A∗). Since M is nonsingular and positive, there exists a Hermitian and
nonsingular matrix P such that M = P 2. Then A∗MA = A∗P ∗PA = (PA)∗PA, and thus,
R(A∗MA) = R((PA)∗PA) = R((PA)∗) = R(A∗P ∗) = R(A∗).
7 The outer inverse with prescribed range and null space
In first place the relationship between the outer inverse with prescribed range and null space
and the (D,E)-inverse will be considered (D, E ∈ Cm,n).
Theorem 7.1. Let A ∈ Cn,m and D,E ∈ Cm,n. The following statements are equivalent.
(i) The matrix A is (D,E)-invertible.
(ii) The outer inverse A
(2)
R(D),N(E) exists.
Furthermore, in this case A‖(D,E) = A
(2)
R(D),N(E).
Proof. Suppose that statement (i) holds and let H = A‖(D,E). Then, according to Theo-
rem 6.1, H = HAH. In addition, according to Definition 4.1, N(H) = N(E) and R(H) =
R(D). In particular, A
(2)
R(D),N(E) exists and A
(2)
R(D),N(E) = H.
Now suppose that statement (ii) holds and let L = A
(2)
R(D),N(E). In particular, R(L) ⊆ R(D)
and N(E) ⊆ N(L). Since L is an outer inverse of A and R(L) = R(D), it is not difficult to
prove that LAD = D. In addition, since ALx−x ∈ N(L) = N(E), for all x ∈ Cn, EAL = E.
Therefore, L = A‖(D,E).
Corollary 7.2. Let A ∈ Cn,m and D ∈ Cm,n. The following statements are equivalent.
(i) The matrix A is invertible along D.
(ii) The outer inverse A
(2)
R(D),N(D) exists.
Furthermore, in this case A‖D = A
(2)
R(D),N(D).
Proof. Apply Theorem 7.1 to the case D = E.
Due to Theorem 7.1, the properties of the outer inverse with prescribed range and null
space can be easily proved for the (D,E)-inverse (D,E ∈ Cm,n). Here only some of the most
well known result are considered. Other results and the case of the inverse along a fixed
matrix, i.e. when D = E, are left to the reader.
Corollary 7.3. Let A ∈ Cn,m and D, E ∈ Cm,n. A
‖(D,E) is the unique matrix X that satifies
the following equations:
XAX = X, AX = PR(AD),N(E), XA = PR(D),N(EA).
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Proof. Apply Theorem 7.1 and [23, Theorem 1]. Note that, if T = R(D) and S = N(E), then
A(T) = R(AD) and (A∗(S⊥))⊥ = N(EA).
Corollary 7.4. Let A ∈ Cn,m and D, E ∈ Cm,n. Suppose that there exists G ∈ Cm,n such
that R(G) = R(D) and N(G) = N(E). If A‖(D,E) exists, then AG ∈ Cm and GA ∈ Cn are
group invertible and
A‖(D,E) = G(AG)# = (GA)#G = [GA |R(G)]
−1G.
Proof. Apply Theorem 7.1, [20, Theorem 2.1] and [20, Theorem 2.3].
Corollary 7.5. Let A ∈ Cn,m and D, E ∈ Cm,n. Suppose that there exists G ∈ Cm,n such
that R(G) = R(D) and N(G) = N(E). If A‖(D,E) exists, then
A‖(D,E) = lim
ǫ→0
(GA− ǫIm)
−1G = lim
ǫ→0
G(AG− ǫIn)
−1.
Proof. Apply Theorem 7.1 and [20, Theorem 2.4].
Corollary 7.6. Let A ∈ Cn,m and D, E ∈ Cm,n. Suppose that there exists G ∈ Cm,n such
that R(G) = R(D) and N(G) = N(E). If A‖(D,E) exists, then
A‖(D,E) =
∫ ∞
0
exp[−G(GAG)∗GAt]G(GAG)∗Gdt.
Proof. Apply Theorem 7.1 and [22, Theorem 2.2].
Corollary 7.7. Let A ∈ Cn,m and D, E ∈ Cm,n. Suppose that there exists G ∈ Cm,n such
that R(G) = R(D) and N(G) = N(E). If A‖(D,E) exists and the nonzero spectrum of GA lies
in the open left half plane, then
A‖(D,E) = −
∫ ∞
0
exp(GAt)Gdt.
Proof. Apply Theorem 7.1 and [21].
8 Continuity and differentiability
First of all note that if A ∈ Cn,m and D, E ∈ Cm,n are such that A
‖(D,E) exists and D′,
E′ ∈ Cn,m are such that D = DD
′D and E = EE′E, then according to Definition 4.1,
DD′A‖(D,E) = A‖(D,E) (because R(A‖(D,E)) ⊆ R(D)) and A‖(D,E) = A‖(D,E)E′E. The last
idendity can be easily derived from the fact that there exists a matrix N ∈ Cm,m such that
A‖(D,E) = NE (because N(E) ⊆ N(A‖(D,E))).
In order to characterize the continuity of the (D,E)-inverse, a technical lemma is needed.
Lemma 8.1. Let A, B ∈ Cn,m and D, E, F , G ∈ Cm,n be such that A
‖(D,E) and B‖(F,G)
exist. Let D′, E′, F ′ and G′ ∈ Cn,m be such that D = DD
′D, E = EE′E, F = FF ′F and
G = GG′G. Then
B‖(F,G) −A‖(D,E) = B‖(F,G)(G′G− E′E)(In −AA
‖(D,E)) +B‖(F,G)(A−B)A‖(D,E)
+ (Im −B
‖(F,G)B)(FF ′ −DD′)A‖(D,E).
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Proof. Since DD′A‖(D,E) = A‖(D,E) and B‖(F,G)BF = F , then
B‖(F,G)BA‖(D,E) −A‖(D,E) = −(Im −B
‖(F,G)B)DD′A‖(D,E)
= [(Im −B
‖(F,G)B)FF ′ − (Im −B
‖(F,G)B)DD′]A‖(D,E)
= (Im −B
‖(F,G)B)(FF ′ −DD′)A‖(D,E).
In addition, since B‖(F,G) = B‖(F,G)G′G and EAA‖(D,E) = E,
B‖(F,G) −B‖(F,G)AA‖(D,E) = B‖(F,G)G′G(In −AA
‖(D,E))
= B‖(F,G)[G′G(In −AA
‖(D,E))− E′E(In −AA
‖(D,E))]
= B‖(F,G)(G′G−E′E)(In −AA
‖(D,E)).
Thus,
B‖(F,G) −A‖(D,E) = B‖(F,G)(G′G− E′E)(In −AA
‖(D,E)) +B‖(F,G)AA‖(D,E)
+ (Im −B
‖(F,G)B)(FF ′ −DD′)A‖(D,E) −B‖(F,G)BA‖(D,E)
= B‖(F,G)(G′G− E′E)(In −AA
‖(D,E)) +B‖(F,G)(A−B)A‖(D,E)
+ (Im −B
‖(F,G)B)(FF ′ −DD′)A‖(D,E).
Next a result regarding the continuity of the (D,E)-inverse will be presented.
Theorem 8.2. Let A ∈ Cn,m and D,E ∈ Cm,n be such that A
‖(D,E) exists and consider
(Ak)k∈N ⊂ Cn,m and (Dk)n∈N, (Ek)n∈N ⊂ Cm,n such that A
‖(Dn,En)
k exists for each k ∈ N.
Let D′, E′ ∈ Cn,m and (D
′
k)n∈N, (E
′
n)n∈N ⊂ Cn,m be such that D = DD
′D, E = EE′E,
Dk = DkD
′
kDk and Ek = EkE
′
kEk, for each k ∈ N. Suppose that (Ak)k∈N, (DkD
′
k)k∈N and
(E′kEk)k∈N converge to A, DD
′ and E′E, respectively. Then, the following statememts are
equivalent.
(i) (A
‖(Dk ,Ek)
k )k∈N converges to A
‖(D,E).
(ii) The sequence (A
‖(Dk ,Ek)
k )k∈N ⊂ Cn,m is bounded.
Proof. Apply Lemma 8.1.
If the Moore-Penrose inverse is used, then a more general result can be presented.
Theorem 8.3. Let A ∈ Cn,m and D,E ∈ Cm,n be such that A
‖(D,E) exists and consider
(Ak)k∈N ⊂ Cn,m and (Dk)k∈N, (Ek)n∈N ⊂ Cm,n such that A
‖(Dk ,Ek)
k exists for each k ∈ N.
Suppose that (Ak)k∈N converges to A. Then, the following statememts are equivalent.
(i) (A
‖(Dk ,Ek)
k )k∈N converges to A
‖(D,E).
(ii) The sequences (D†k)k∈N and (E
†
k)k∈N converge to D
† and E†, respectively, and the se-
quence (A
‖(Dk ,Ek)
k )k∈N ⊂ Cn,m is bounded.
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Proof. Suppose that (A
‖(Dk ,Ek)
k )k∈N converges to A
‖(D,E). Then, (A
‖(Dk ,Ek)
k Ak)k∈N converges
to A‖(D,E)A. Consequently,
lim
k→∞
tr(A
‖(Dk ,Ek)
k Ak) = tr(A
‖(D,E)A).
Since A‖(D,E) is an outer inverse (Theorem 6.1), A‖(D,E)A is an idempotent. Thus,
tr(A‖(D,E)A) = rk(A‖(D,E)A) = rk(A‖(D,E)).
Similarly, tr(A
‖(D,E)
k A) = rk(A
‖(D,E)
k ), for k ∈ N. As a result, for sufficiently large k ∈ N,
rk(A
‖(D,E)
k ) = rk(A
‖(D,E)). However, according to Theorem 4.4
rk(Dk) = rk(Ek) = rk(A
‖(D,E)
k ) = rk(A
‖(D,E)) = rk(D) = rk(E).
Therefore, according to [19], (D†k)k∈N converges to D
† and (E†k)k∈N to E
†. The remaining
part of statement (ii) is evident.
If statement (ii) holds, then apply Theorem 8.2 with D′ = D† and E′ = E†, k ∈ N.
In the following corollary, the case of the inverse along a matrix will be considered.
Theorem 8.4. Let A ∈ Cn,m and D ∈ Cm,n be such that A
‖D exists and consider (Ak)k∈N ⊂
Cn,m and (Dk)k∈N ⊂ Cm,n such that A
‖Dk
k exists for each k ∈ N. Suppose that (Ak)k∈N
converges to A. Then, the following statememts are equivalent.
(i) (A
‖Dk
k )k∈N converges to A
‖D.
(ii) The sequences (D†k)k∈N converges to D
† and the sequence (A
‖Dk
k )k∈N ⊂ Cn,m is bounded.
Proof. Apply Theorem 8.3 for the case D = E.
Now the differentiability will be studied.
Theorem 8.5. Let J ⊆ R be an open set and consider t0 ∈ J . Let functions A : J → Cn,m
and D, E : J → Cm,n be such that A(t) is (D(t),E(t))-invertible, for any t ∈ J , and A, D
and E are differentiable at t0. Suppose that f : J → Cm,n, f(t) = A(t)
‖(D(t),E(t)) , is a bounded
function in J and that the functions D, E have local constant rank in J . Then, the function
f is differentiable at t0 and
f ′(t0) = A(t0)
‖(D(t0),E(t0))
[
G′(t0)E(t0) + G(t0)E
′(t0)
] [
In −A(t0)A(t0)
‖(D(t0),E(t0))
]
+
[
In −A(t0)
‖(D(t0),E(t0))A(t0)
] [
D′(t0)F(t0) +D(t0)F
′(t0)
]
A(t0)
‖(D(t0),E(t0))
+A(t0)
‖(D(t0),E(t0))A′(t0)A(t0)
‖(D(t0),E(t0)),
where F, G : J → Cn,m are the functions F(t) = (D(t))
† and G(t) = (E(t))†.
Proof. Observe that according to Lemma 8.1, for any t ∈ J ,
f(t)− f(t0) = A(t)
‖(D(t),E(t))
[
E(t)†E(t)− E(t0)
†E(t0)
] [
In −A(t0)A(t0)
‖(D(t0),E(t0))
]
+
[
In −A(t)
‖(D(t),E(t))A(t)
] [
D(t)D(t)† −D(t0)D(t0)
†
]
A(t0)
‖(D(t0),E(t0))
+A(t)‖(D(t),E(t)) [A(t0)−A(t)]A(t0)
‖(D(t0),E(t0)).
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Now, according to [19], the functions F, G : J → Cn,m, F(t) = (D(t))
† and G(t) = (E(t))†
are continuous. Consequently, according to Theorem 8.4,
lim
t→t0
A(t)‖(D(t),E(t))
[A(t0)−A(t)]
t− t0
A(t0)
‖(D(t0),E(t0)) = A(t0)
‖(D(t0),E(t0))A′(t0)A(t0)
‖(D(t0),E(t0)).
In addition, according to [11], the functions F, G : J → Cn,m are also differentiable. Thus
lim
t→t0
A(t)‖(D(t),E(t))
[
E(t)†E(t)− E(t0)
†E(t0)
]
t− t0
[
In −A(t0)A(t0)
‖(D(t0),E(t0))
]
=
A(t0)
‖(D(t0),E(t0))
[
G′(t0)E(t0) + G(t0)E
′(t0)
] [
In −A(t0)A(t0)
‖(D(t0),E(t0))
]
.
Similarly,
lim
t→t0
[
In −A(t)
‖(D(t),E(t))A(t)
] [D(t)D(t)† −D(t0)D(t0)†]
t− t0
A(t0)
‖(D(t0),E(t0)) =
[
In −A(t0)
‖(D(t0),E(t0))A(t0)
] [
D′(t0)F(t0) +D(t0)F
′(t0)
]
A(t0)
‖(D(t0),E(t0)).
Now the differentiability of the inverse along a matrix will be studied.
Corollary 8.6. Let J ⊆ R be an open set and consider t0 ∈ J . Let functions A : J → Cn,m
and D : J → Cm,n be such that A(t) is invertible along D(t) for any t ∈ J , and A and D are
differentiable at t0. Suppose that f : J → Cm,n, f(t) = A(t)
‖D(t), is a bounded function in J
and that the function D has local constant rank in J . Then, the function f is differentiable
at t0 and
f ′(t0) = A(t0)
‖D(t0)
[
F′(t0)D(t0) + F(t0)D
′(t0)
] [
In −A(t0)A(t0)
‖D(t0)
]
+
[
In −A(t0)
‖D(t0)A(t0)
] [
D′(t0)F(t0) +D(t0)F
′(t0)
]
A(t0)
‖(D(t0)
+A(t0)
‖D(t0)A′(t0)A(t0)
‖D(t0),
where F : J → Cn,m is the function F(t) = (D(t))
†.
Proof. Apply Theorem 8.5 for the case D = E.
9 Explicit computations
In this section some explicit ways to compute A‖(D,E) will be given.
Theorem 9.1. Let A ∈ Cn,m, D,E ∈ Cm,n, r = rk(D) and s = rk(E). If {v1, . . . ,vr} is
a basis of R(D) and {w1, . . . ,wn−s} is a basis of N(E), then the following affirmations are
equivalent:
(i) A‖(D,E) exists.
(ii) The matrix [Av1 · · · Avr w1 · · · wn−s] is nonsingular.
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In this situation,
A‖(D,E) = [v1 · · · vr 0 · · · 0] [Av1 · · · Avr w1 · · · wn−s]
−1
.
Proof. If statement (i) holds, then according to Theorem 4.4, rk(D) = rk(E). Let X1 =
[Av1 · · · Avr] and X2 = [w1 · · · wn−r]. Observe that n − r = rk(X2) because {wi}
n−r
i=1
is a basis. According to Theorem 4.2 and Theorem 3.4, rk(X) = rk(X1) + rk(X2) (because
R(AD) ∩ N(E) = 0). Since {Avi}
r
i=1 span R(AD) and r = rk(D) = rk(AD) = dimR(AD),
the vectors {Avi}
r
i=1 are linearly independent, and thus, r = rk(X1). Therefore, n = rk(X)
and by recalling that X ∈ Cn, the nonsingularity of X is obtained.
Suppose that statement (ii) holds. Since the matrix in statement (ii) must be square,
rk(D) = r = s = rk(E). In addition, since the matrix in statement (ii) is invertible, rk(AD) =
rk(D) and R(AD)⊕N(E) = Cn. Consequently, according to Theorem 3.4 and Theorem 4.2,
A‖(D,E) exists.
Now let v be any arbitrary vector in R(D) and let x ∈ Cn be such that v = Dx. According
to Definition 4.1, A‖(D,E)Av = A‖(D,E)ADx = Dx = v. In addition, A‖(D,E)w = 0 for any
w ∈ N(E). Therefore,
A‖(D,E) [Av1 · · · Avr w1 · · · wn−r] = [v1 · · · vr 0 · · · 0] .
Next m-file that can be executed in Matlab or in Octave shows how Theorem 9.1 can
be used to compute A‖(D,E).
function J = pseudo(A,D,E)
[n m] = size(A);
r = rank(D);
s = rank(E);
E1 = null(E); % An orthonormal basis of N(E)
D1 = orth(D); % An orthonormal basis of R(D)
aux = [A*D1 E1];
if not(r==s)
disp(’There does not exist the pseudoinverse’)
disp(’because rank(D) is not equal to rank(E)’)
else
if det(aux)==0
disp(’There does not exist the pseudoinverse’)
disp(’because the matrix of Th. 4.1 is singular’)
else
J=[D1 zeros(n,n-r)]*inv(aux);
end
end
Theorem 9.2. Let A ∈ Cn,m and D,E ∈ Cm,n be such that A
‖(D,E) exists. Let r = rk(D) =
rk(E) = rk(EAD). Let P ∈ Cm and Q ∈ Cn be two nonsingular matrices such that
PEADQ =
[
Ir 0
0 0
]
.
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Then
PE =
[
X
0
]
and DQ =
[
Y 0
]
, (7)
where X ∈ Cr,n, Y ∈ Cm,r. Furthermore, A
‖(D,E) = Y X.
Proof. Write P and Q as
P =
[
P1
P2
]
and Q =
[
Q1 Q2
]
,
where P1 ∈ Cr,m, P2 ∈ Cm−r,m, Q1 ∈ Cn,r and Q2 ∈ Cn,n−r. Now[
Ir 0
0 0
]
= PEADQ =
[
P1
P2
]
EAD
[
Q1 Q2
]
=
[
P1EADQ1 P1EADQ2
P2EADQ1 P2EADQ2
]
, (8)
which implies P1EADQ2 = 0, P2EADQ1 = 0 and P2EADQ2 = 0. Therefore,
P2EADQ = P2EAD[Q1 Q2] = [P2EADQ1 P2EADQ2] = 0.
The nonsingularity of Q leads to P2EAD = 0. In a similar way, EADQ2 = 0.
Since rk(D) = rk(E) = rk(EAD), the equalities R(EAD) = R(E) and N(EAD) = N(D)
are obtained. In addition, since EADQ2 = 0 and N(EAD) = N(D), it can be deduced
DQ2 = 0. Since (EAD)
∗P ∗2 = (P2EAD)
∗ = 0, any column of P ∗2 belongs to N((EAD)
∗) =
R(EAD)⊥ = R(E)⊥ = N(E∗), and therefore, E∗P ∗2 = 0, i.e., P2E = 0. If Y = DQ1 and
X = P1E, then (7) holds.
Now it will be proved that Y X satisfies Definition 4.1. First, observe that XAY =
P1EADQ1 = Ir. Now, by (7)
Y XADQ = Y XA[Y 0] = [Y XAY 0] = [Y 0] = DQ,
and the nonsingularity of Q leads to Y XAD = D. Similarly,
PEAY X =
[
X
0
]
AYX =
[
XAY X
0
]
=
[
X
0
]
= PE,
and thus, EAY X = E. Since Y X = DQ1X, te inclusion R(Y X) ⊆ R(D) can be obtained.
In addition, since Y X = Y P1E, it can be deduced N(E) ⊆ N(Y X).
Remark 9.3. Observe that it is possible to use either the Gaussian elimination method or
the singular value decomposition of EAD to determine P and Q. Let r = rk(EAD).
(i) By using the Gauss-Jordan elimination, there exist an elementary row operation matrix
P ∈ Cm,m and an elementary column operation matrix Q ∈ Cn,n, such that PEADQ =[
Ir 0
0 0
]
.
(ii) Let EAD = USV ∗ be the singular value decomposition of EAD, where S = Σ ⊕ 0,
Σ = diag(σ1, . . . , σr). Hence, U
∗EADV = Σ⊕ 0, which implies
(Σ−1/2 ⊕ Im−r)U
∗EADV (Σ−1/2 ⊕ In−r) =
[
Ir 0
0 0
]
.
Let P = (Σ−1/2 ⊕ Im−r)U
∗ and Q = V (Σ−1/2 ⊕ In−r). It is easy to see that P and Q
are nonsingular.
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Theorem 9.2 and Remark 9.3 (i) yield an elimination method to compute A‖(D,E), which
is presented as follows.
Algorithm 9.1: Compute the (D,E)-inverse.
Input: A ∈ Cn,m, D,E ∈ Cm,n with rk(D) = rk(E) = rk(EAD) = r.
Output: A‖(D,E).
1. Execute elementary row operations on the first m rows of the block matrix
G =
[
EAD E
D 0
]
to get
G1 =


[
W
0
] [
X
0
]
D 0

 .
2. Execute elementary column operations on the first m columns of the block matrix G1
to get
G2 =


[
Ir 0
0 0
] [
X
0
]
[
Y 0
]
0

 .
3. A‖(D,E) = Y X.
Theorem 9.2 and Remark 9.3 (ii) yield a more stable numerical method based on the SVD
to compute A‖(D,E), which is shown as follows.
Algorithm 9.2: Compute the (D,E)-inverse.
Input: A ∈ Cn,m, D,E ∈ Cm,n with rk(D) = rk(E) = rk(EAD) = r.
Output: A‖(D,E).
1. Compute the SVD of EAD, i.e., EAD = USV ∗.
2. T = S(1 : r, 1 : r), M = T−1/2 ⊕ Im−r, N = T
−1/2 ⊕ In−r.
3. P =MU∗, Q = V N .
4. X = PE, Y = DQ.
5. A‖(D,E) = Y (1 : m, 1 : r) ·X(1 : r, 1 : n).
Next m-file shows how Theorem 9.2 and the SVD can be used to compute |ADE.
function J = pseudo(A,D,E)
[n m] = size(A);
r = rank(D);
s = rank(E);
t = rank(E*A*D);
if not(r==s)
disp(’There does not exist the pseudoinverse’)
disp(’because rank(D) is not equal to rank(E)’)
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else
if not(s==t)
disp(’There does not exist the pseudoinverse’)
disp(’because rank(D)=rank(E) but not equal to rank(EAD)’)
else
[U S V] = svd(E*A*D);
T = S(1:r,1:r)
M = [T^(-1/2) zeros(r,m-r); zeros(m-r,r) eye(m-r)];
N = [T^(-1/2) zeros(r,n-r); zeros(n-r,r) eye(n-r)];
P = M*U’;
Q = V*N;
X = P*E;
Y = D*Q;
J = Y(1:m,1:r)*X(1:r,1:n);
end
end
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