In this paper, we characterize one-dimensional continua in terms of graph-chains and then use these chains to construct embeddings into the product of a simple triod and an arc. We develop a sufficiency condition for this construction to work, and show that if this condition does not hold, answering the question of embeddability into the product of a triod and an arc requires an answer to the more difficult problem of determining embeddability into the plane.
Introduction
The problem of embedding continua into the plane is well known, in part due to its connection to the Fixed Point Problem. However, classifying a continuum as planar is difficult, and little progress has been made on this front. In a conference in Puebla, Wayne Lewis asked the much more approachable question: Given a locally planar onedimensional continuum M, does there exist an embedding ϕ of M into the book of three pages-the product of a simple triod and an arc? For simplicity, we denote this space by T × I . This is a natural generalization for questions of planarity, as T × I is only slightly more complex than the plane.
It is known that every arc-like continuum is planar, and that every circle-like continuum is embeddable into T × I [1] . Proofs of these properties involve the chaining characteristics of the space, i.e., every arc-like continuum is linearly chainable and every circle-like continuum is circularly chainable. Another useful characterization of these spaces is as inverse limits on arcs and circles, respectively.
In this paper, we will consider the more general problem of embedding one-dimensional continua into T × I . In order to cover all one-dimensional continua, we must expand our class of spaces to inverse limits on arbitrary sequences of graphs-for which there are analogous notions of graph-like and graph-chainable continua.
Graph chains
A continuum M has Lebesgue covering dimension 1 if and only if for all ε > 0, there exists an open cover F of M with mesh(F) < ε such that no three elements of F share a mutual intersection. The nerve of any such cover will be a graph. With this in mind we offer the following definitions. Recall that α, β ∈ A are adjacent provided that α immediately precedes β or β immediately precedes α.
Definition 1.
• A collection of open sets C = {D α } α∈A is said to be a graph-chain provided that A is a finite partially ordered set such that (a) α is adjacent to β if and only if D α ∩ D β = ∅, and (b) If α and β are two elements of A that are each adjacent to more than two elements of A, then D α ∩ D β = ∅.
• A graph-chain with mesh ε is said to be an ε-graph-chain.
• Two graphs chains C = {D α } α∈A and C = {L α } α∈A are said to be chain isomorphic if A is order isomorphic to A .
The set A, and hence C, has a structure analogous to that of a graph. We take advantage of this to make intuitive definitions for several concepts that will be of use later.
Definition 2.
• A link D α is a vertex of the graph chain C provided that at least one of the following holds:
(1) α ∈ A is an immediate predecessor of two distinct elements of A; (2) α is an immediate successor of two distinct elements of A; or (3) α is either minimal or maximal • The vertex set of C is denoted V(C) and is the set of all vertices of C.
• The order of an element D α ∈ C is |{β ∈ A | β is adjacent to α}|.
• The graph of a chain C is the graph G C with vertex set V isomorphic to V(C) and with edge αβ if and only if there is a linear subchain joining D α , D β ∈ V(C).
It should be noted that for any collection C = {C α } α∈A of open sets, there might be several partial orderings of A that would make C into a graph chain. Vertices of order two are not preserved under such reorderings, whereas all other vertices remain vertices under any ordering. To see this, let C be a circle-chain. We can reorder this set so that any two non-adjacent links are vertices.
Lemma 7. A continuum X is graph-chainable if and only if it is graph-like.
Proof. Let X be a graph chainable continuum. Let ε > 0 and
The remainder of X is now covered in linear chains. Define f 1 by projecting each linear subchain onto its nerve. Then define f 2 to take components of im(f 1 ) to arcs on G C such that the endpoints match appropriately. Then define f on X \ V(C) to be f 2 • f 1 . Clearly f is the required ε-map.
For the converse, let X be a graph-like continuum and let ε > 0. Choose a graph G and ε-map f : X → G. Because f is an ε-map, we can choose δ > 0 such that diam(A) < δ implies that diam(f −1 (A)) < ε/2 [4] . Let C = {L α } α∈A be a δ-graph-chain of G. Then C = {f −1 (L α )} α∈A is a ε-graph-chain of X, for the mesh of C is certainly less than ε and
It turns out that it is possible to tie these two notions together with inverse limits, completing the analogy between graph-chains and linear/circle chains.
Theorem 8. Let X be a continuum. Then the following are equivalent:
There is an inverse sequence {G i , f i } of graphs and maps such that
Proof. One and two are equivalent by the previous lemma. Two and three are equivalent by Theorem 1 * in [3] in the more general setting of families of polyhedra. Here we restrict our attention to the family of polyhedra consisting of finite graphs.
Notice that there is nothing here that prevents us from generalizing this to non-connected spaces. For general compacta, we will have non-connected graphs in our inverse limit sequence. 2
Embeddings into T × I
Now we begin to answer the question of when a one-dimensional continuum can be embedded into T × I . It is well known that all arc-like continua can be embedded into the plane, and that all circle-like continua can be embedded into T × I [1] . However, not every one-dimensional continuum has an embedding into T × I , and it not difficult to construct examples. However, all known examples are not locally planar.
Since one-dimensional continua can be so badly non-planar, we will restrict our attention to locally planar onedimensional continua. These are, in general, far more well behaved.
Our first result is not a new one, however it is an interesting one, and the proof method is new. The proof will help considerably in constructing embeddings for certain one-dimensional continua.
First we need some notation. For simplicity, we define a set of coordinates and some notation for T × I . We use a 3 coordinate system, reflecting a natural embedding of T × I into R 3 . In particular, We will now define f on the set {
For the rest, we make use of an elementary result of permutation groups-for any n ∈ N, S n is generated by the two cycle ϕ = (12) and the n-cycle ψ = (123 . . . n). We will be dealing with S m(m−1) . The set of {A ij } i =j has m(m − 1) members, and is now linearly ordered by the x-coordinates of f ( 1 4 a i a j ). We wish to permute these in such a way that eventually, for each i, j , A ij is adjacent to A ji . This can be accomplished by a finite number of compositions of ϕ and ψ. Let this composition be α q α q−1 · · · α 2 α 1 where each α i is either ϕ or ψ.
Let rank(ij ) = |{A αβ | A αβ A ij }|. Now, define, for n q + 1,
What this accomplishes is for each n, the points on the arcs are shifted, compressed and permuted such that when n = q + 1, the endpoints of the arcs are appropriately adjacent, and the remainder of the points in the set {
2 n+1 a i a j , n ∈ N} and the arcs between them simply join the now adjacent points on the arcs A ij and A ji .
The only thing left to do is to define f on the interior of the arcs whose endpoints are being permuted. This is not overly difficult. If α k is the two-cycle ϕ then the arcs with rank greater than 2 sweep down into H − and back up into H + in an S-shape before reaching their endpoints. The arc with rank one sweeps in the same shape, but shifts and connects with the second endpoint. The arc with rank two goes up into the fin first and then comes down to the left of the arc of rank 1. It then follows the S-shape and goes to the first endpoint. Similarly, if α k is the m(m − 1)-cycle ψ , all the arcs with rank less than m(m − 1) sweep in an S-shape and reach their now shifted endpoints. The last arc first goes into the fin and comes down to the left of the other arcs starting points. It then sweeps around in the S-shape and comes to the leftmost endpoint. Fig. 1 demonstrates the action of ϕ and ψ on 6 points (corresponding with K 3 ).
Thus, each A ij meets A ji at the point 1 2 a i a j completing the arc a i a j . By construction, the map f is a continuous injection of K m into T × I .
As every finite graph is a subgraph of some complete graph, it follows immediately that any finite graph can be embedded into T × I . 2 Note that the above proof can be easily modified so that the vertices a i can be fixed anywhere in the plane, and so that the permutations fit into any open neighborhood that intersects J . We use this fact extensively in the following proofs, but first we need to define a new term.
Definition 10. Let C = {L α } α∈A and C = {L α } α∈A be graph chains of a continuum X with C a refinement of C.
It is not entirely necessary to specify that Pat(C , C)(α) be the least β ∈ A satisfying the property. We sacrifice this small bit of generality for the sake of clarity.
Lemma 11. If X and Y are graph chainable continua with refining sequences of graph chains {C i } i∈N and {D i } i∈N each of whose mesh go to zero such that Pat(C i+1 ,
Proof. Implicit in the statement of the lemma is the fact that for all i, C i is chain isomorphic to D i . Without loss of generality, we assume this chain isomorphism to be the identity, i.e. for each i,
We now define a homeomorphism ϕ : X → Y in the following manner. For each x ∈ X there exists a sequence 
Using this notion, is it possible to construct embeddings of continua by carefully embedding a sequence of chains whose mesh goes to zero.
In particular, it is very easy to embed linear segments of complicated chains into another chain.
Definition 12.
If C = {L α } α∈A is a graph chain and A is a disjoint union of partially ordered sets A 1 , . . . , A n with the property that for each i, and each α, β ∈ A i , there exists γ ∈ A i such that either α < γ and β < γ , or γ < α and γ < β, we define the chain components of C to be C i = {L α } α∈A i A graph chain is piecewise linear if all of its chain components are linear.
Recall that in T × I , J refers to the arc in which the plane and the fin intersect. Also, we take the convention that, in a linearly ordered set A with i ∈ A, i + 1 indicates the successor of i in A. We shall demonstrate the existence of the chain D by constructing arcs as a first approximation of the chain components, expanding them into open disjoint tubes, and then embedding the chain components into the tubes.
Let B t = ∂ M t+1 ∩ M t , and let n t = |{α ∈ A | L α ∩ B t = ∅}|. Let S t be a discrete subset of B t = ∂M t+1 ∩ M t with cardinality n t . We order this set counterclockwise with respect to ∂M t+1 .
We now construct our approximation of D 1 . Let Λ 1 = {α ∈ A 1 | ϕ(α) ∈ Q} ∪ {α ∈ A 1 | ∃t such that L α ∩ B t = ∅} This is the set of indices of links of D 1 that will intersect J or cross B t for some t.
For each q ∈ Q ∩ ϕ[A] with α = ϕ −1 (q), we choose p 1 α ∈ q. For all t, let Λ 1 |t ⊂ Λ 1 such that α ∈ Λ 1 |t if and only if α ∈ A 1 and L α ∩ B t = ∅. The set Λ 1 |t inherits a linear ordering from Λ 1 , which in turn inherits a linear ordering from A 1 .
For each α ∈ Λ 1 |t, inductively choose p 1 α ∈ S t to be the least element of S t under the counterclockwise order on B t such that p 1 α = p 1 β , for all β < α. Notice that since for each α ∈ ϕ −1 [Q], L α ∩ B t = ∅; we do not have a problem with having chosen multiple p 1 α . Now we have a set of points P 1 = {p 1 α } α∈Λ 1 that traces the path that D 1 will take in C. Inductively, we construct sets P i for each Λ i taking care to choose points of each S t that have not already been chosen. Now we can construct our arcs by connecting these point in order, i.e. there will be an arc connecting p α , p β ∈ P i if and only if α is adjacent to β in Λ i . To do so, we will construct our arcs in the difference of links of C. Let us consider M i \ M i+1 . There are two cases-either
Let us consider the case in which Now we have a finite number of points on ∂O i , and a region intersecting J . By Lemma 9, we can have arcs connecting these points in any manner. The particular manner we wish to connect them is as follows. If α is immediately below β in Λ k , then we connect q j α 2 to q j β 1 . We now have arcs that follow the general pattern of the linear chains of C . We expand these into open tubes that vary in width so as to envelop each ϕ(α) but not intersect each other. To do so, we construct an open neighborhood containing Q ∩ L α . As we have finitely many arcs, there is some δ such that no arcs are within δ of each other. Thus, a tube of diameter δ/3 around an arc (by which we mean the union of the balls of radius δ/3 centered at each point on the arc) does not intersect any other tube. This tube, together with the neighborhoods which intersect Q, is the desired tube.
It is then a trivial task to embed the links of each D i into its tube in C in such a way that D refines C with
Thus, given a linear chain, we can embed any finite number of chains into it and-most importantly-we have a degree of control over where certain links get mapped.
As a corollary, we can embed a refining sequence of nicely behaved piecewise linear chains in any way we please. Recall that the convex hull of a set X, denoted conhull(X), is the intersection of all convex sets which contain X. 2 
For each injection Φ : i∈N C i → Q ∪ {∅} such that:
there exist piecewise linear refining chains {C i } i∈N in T × I whose mesh go to zero such that for all
Proof. This result is an immediate consequence of the above lemma, applying it inductively.
We begin with an open set O which contains F and an open set O which contains
It is easy to see that the chains { O}, C 1 and {O} along with the function ϕ 1 satisfy the conditions of the above lemma. As such, there exists a chain C 1 contained in O which intersects F as desired.
Inductively, we embed the chain C n+1 into the chain components of C n with pattern Pat( C n , C n−1 ) = Pat(C n , C n−1 ) using ϕ n (α) = Φ(L n α ) for all α ∈ A n . Now we have a sequence {C i } i∈N of refining piecewise linear chains which follow the appropriate pattern, and intersect F appropriately. 2
We can appeal to the above corollary to construct embeddings of certain one-dimensional continua by constructing Φ in a particular manner. First we have several technical lemmas. Proof. We will use Corollary 14 and Lemma 15 to prove this result. However, the sets O ∈ F are not the sets to which we will apply Lemma 15 and Corollary 14, as we will not be able to guarantee hypothesis 3 of Corollary 14.
We will now construct a family F from F , that will satisfy hypothesis 3. Let {C i } be a sequence of chains of M whose mesh goes to zero, and
intersects one of the links that was added to O 0 .
Now, we inductively choose
Notice that for each O ∞ ∈ F , there are no arcs on ∂O ∞ . This is because the maximum size arc on ∂O n is the maximum circumference of links of C i n , which tends toward zero. Also, notice that the diameter of O ∞ < ε(M), since the size of the pieces added to O rapidly diminish.
Also M \ F is piecewise linearly chainable, as we have only taken away links from the piecewise linear chaining of M \ F .
For each U ∈ F , we notice that U is also planar. Thus, by Lemma 15, there exists an open set V U ⊂ T × I such that U can be embedded via some homeomorphism ϕ U in V U , ϕ U U ∩ ∂V U ⊂ J , and V c U is connected. We note that ϕ U U ∩ ∂V U ⊂ J is nowhere dense in J , as any arc in ϕ U U ∩ ∂V U ⊂ J implies the existence of an arc in ∂U . Now we are ready to apply Corollary 14. For each
The family of open sets we use for Corollary 14 is F = {ϕ U U | U ∈ F }. We now check to see that the hypotheses of Corollary 14 are met. We need only check 1, 2 and 3. Suppose It turns out that our requirements for the behavior of the chains is not so restrictive. A very simple condition on the maps and graphs of an inverse sequence is enough to apply the above theorem. It should be noted that the hypothesis of finite-to-one bonding maps in the corollary below is not restrictive in the sense that any one-dimensional continuum is homeomorphic to an inverse limit on graphs in which the bonding maps are finite-to-one [2] . Additionally, we make use of the following well-known result. Recall that V (G) denotes the vertex set of the graph G.
