ABSTRACT Identification of different risk factors and early prediction of mortality for patients with heart failure are crucial for guiding clinical decision-making in Intensive care unit cohorts. In this paper, we developed a comprehensive risk model for predicting heart failure mortality with a high level of accuracy using an improved random survival forest (iRSF). Utilizing a novel split rule and stopping criterion, the proposed iRSF was able to identify more accurate predictors to separate survivors and nonsurvivors and thus improve discrimination ability. Based on the public MIMIC II clinical database with 8 059 patients, 32 risk factors, including demographics, clinical, laboratory information, and medications, were analyzed and used to develop the risk model for patients with heart failure. Compared with previous studies, more critical laboratory predictors were identified that could reveal difficult-to-manage comorbidities, including aspartate aminotransferase, alanine aminotransferase, total bilirubin, serum creatine, blood urea nitrogen, and their inherent effects on events; these were determined to be critical indicators for predicting heart failure mortality with the proposed iRSF. The experimental results showed that the developed risk model was superior to those used in previous studies and the conventional random survival forest-based model with an out-of-bag C-statistic value of 0.821. Therefore, the developed iRSF-based risk model could serve as a valuable tool for clinicians in heart failure mortality prediction.
I. INTRODUCTION
Heart failure, a major cause of death, occurs when the heart is unable to provide sufficient pumping action to maintain blood flow to meet the body's requirements [1] . In developed countries, approximately 2% of adults suffer from heart failure, increasing to 6%-10% for elderly people aged over 65 years [2] . Evaluating a patient's mortality based on a reliable predictive model is an effective method of identifying critical factors related to poor outcomes, and can thus assist clinicians in identifying those in need of intensive monitoring, therapy, or hospice care in ICU cohorts.
Several risk models exist for predicting heart failure mortality [3] - [9] . Most are based on traditional clinical risk factors, such as hypertension, diabetes, and prior cardiovascular diseases. An ecological study was also conducted [10] to identify areas of Brazil where residents were at risk of mortality related to cardiovascular disease. Laboratory information such as blood urea nitrogen (BUN), serum creatine (SCR), leukocytes (WBC), aspartate aminotransferase (AST), alanine aminotransferase (ALT), and total bilirubin indicates comorbid conditions that are difficult for clinicians to manage and thus lead to high mortality rates. These conditions have not been studied comprehensively. Moreover, because most laboratory results are real-valued, their normal ranges are difficult to define to a certain degree. An effective survival model to handle real variables is essential for accurate risk analysis that can identify critical real variables. Traditional proportional hazards used in existing risk models (i.e., the Cox proportional hazard model) are weak at identifying this type of predictors through manual transformation [11] .
Machine learning algorithms can automatically reconstruct relationships between variables and response values from big data and thus provide an efficient method of improving the performance of traditional proportional hazard models in identifying critical predictors [12] . Machine learning approaches such as a least squares support vector machine, decision tree, Bayesian network, and association rule have medical applications (e.g., in cardiovascular disease prediction and coronary heart disease detection) [13] - [17] . Survival trees are flexible nonparametric alternatives to parametric or semiparametric models because they can automatically identify certain types of interactions rather than specify them beforehand for time-to-event data. Survival forests combine survival trees and the ensemble method to form a powerful predictive tool. Therefore, a random survival forest (RSF) was proposed as an extension of a random forest [18] for nonparametric survival analysis through the automatic assessment of nonlinear effects and complex interactions among multiple variables [19] . RSF has been used in risk models for various types of diseases, such as heart failure [7] and breast cancer [20] ; however, improvements have been limited, as demonstrated in the experimental results. Furthermore, our previous study found that RSF was weak at identifying predictors in relatively small populations [21] , [22] . For example, RSF has a limited ability to identify the newer class III of antiarrhythmic agents (which has not been widely used in large-scale population) [21] , as its stopping criterion is based on minimum unique deaths. However, we cannot conclude that it is not predictive, because it was demonstrated to be an ideal agent for reducing mortality in patients with heart disease [23] .
Therefore, in this paper, we present an improved RSF with a novel split rule and stopping criterion that can identify the discriminative variables separating survivors from non-survivors in a small population. We used the proposed improved RSF to develop a high-accuracy risk model fitted with more laboratory data for predicting hospital mortality and identifying critical risk factors among ICU patients with heart failure. This paper is organized as follows: Section II describes the proposed iRSF and statistical analysis procedure; Section III presents the experimental results of the proposed approach; Section IV presents a discussion of the results; and Section V presents the conclusions.
II. METHODOLOGY A. PROPOSED IMPROVED RANDOM SURVIVAL FOREST
RSF was proposed in 2008 for survival data analysis based on random forest. A split rule, such as the log-rank test, which maximizes the survival difference between daughter nodes, was used for each survival tree in the forest [19] . In traditional RSF, each survival tree is grown to full size under the constraint that a terminal node should have no fewer than d 0 > 0 unique deaths. However, the log-rank test was shown to be asymptotically optimal under the proportional hazards alternative because of an equal censoring pattern hypothesis in the two groups. In addition, the stopping criterion is arbitrary and demonstrates bias toward predictors with a larger population. This is because it is difficult for predictors with a smaller population to satisfy the criterion, especially when d 0 is large. Therefore, we proposed an improved RSF (iRSF) with a novel split rule and stopping criterion for identifying more accurate predictors that can separate survivors and non-survivors and thus improve discrimination ability. First, a weighted log-rank test was used to split the node, which was proposed by Yang and Prentice [24] and can be applied to non-proportional hazard situations to improve the test for a range of alternative hypotheses.
We let d(t) be the number of deaths, Y (t) be the individuals at risk, and t be time. The hazard function estimate H (t) at a time t with the Nelson-Aalen estimator can be expressed as:
where τ 0 = 365 in our study. The model proposed in [25] can be used in our study and expressed as:
where H R (t) and H L (t) are the respective hazard functions of the right branch and left branch of a grown tree, 
H (t).
CH R (t) and CH L (t) are cumulative hazard functions of the right branch and left branch. The relative cumulative hazard function at each distinct event time can be computed using:
To identify the predictors that can discriminate low risk (with a small cumulative hazard function) and high risk (with a large cumulative hazard function), combined with the fact that high-risk populations have high mortality rates in the short term, the split function was defined as follows:
The stopping criterion is defined as the split function decreasing. 
B. STATISTICAL ANALYSIS
As presented in Fig. 1 , we developed the risk prediction model based on the proposed iRSF through the following methods:
1. One thousand bootstrap samples were randomly selected from the entire database (N samples, M features). For each bootstrap sample, 37% of the data were excluded for verification (i.e., the out-of-bag (OOB) data). 2. Using each bootstrap sample, a survival tree was grown based on all variables. Then all survival trees were ensembled to develop the risk model. The aforementioned split rule was used to split each node in the tree. 3. Each survival tree was grown to full size under the constraint that the split function presented in formula (4) decreased. The cumulative hazard function was then calculated for each terminal node of the grown tree using Nelson-Aalen estimator. 4. All of the cumulative hazard functions from each tree in the forest were averaged to acquire the ensemble cumulative hazard function. Subsequently, Harrell C-statistics presented in [26] was used to compute the prediction error, whereas the b th value represented the error rate evaluated using the first b trees in the forest. Generally, variables that split branches closed to the tree trunks most frequently were identified as the most crucial variables. Therefore, predictive variables were selected based on the minimal depth of a maximum subtree; specifically, the shortest distance from the tree trunk to the branch level of the maximal tree. Smaller minimal depth meant greater predictive power. Fig. 2 presents an illustration of minimal depth with a single tree grown from the experimental dataset (described in detail in section IIC) as an example. In Fig. 2 , due to splitting the tree trunk, BUN has a minimal depth of 0, whereas age has a minimal depth of 1 and AST has a minimal depth of 2. By averaging over the forest, variables that with a minimum depth smaller than mean minimum depth were identified as predictive variables.
To validate the performance of the proposed iRSF-based model, a traditional 1000-tree based RSF with a stopping criterion that unique deaths at the terminal node should be no less than 3 was used for comparison [19] . The discrimination performance of the iRSF-based model was compared with RSF in terms of OOB C-statistics [27] .
We conducted our analyses based on R version 3.4.1 (www.R-project.org).
C. EXPERIMENTAL DATA
We used the public MIMIC II database [28] , [29] in our study. Beginning in 2001 and lasting over a 7-year period, the data were collected from a variety of ICUs in Boston's Beth Israel Deaconess Medical Center. Clinical records including laboratory results, medications, and the Ninth Revision of the International Classification of Diseases (ICD-9) diagnoses for 32,536 patients were provided in the database. Patients with heart failure were defined as those with ICD-9 code 428, * * which encompassed conditions from acute to chronic heart failure. The start point of each patient was defined as the time of ICU admission, whereas the end point was defined as the time of death in hospital or 365-day after the start point. Through these means, 8,059 patients with heart failure were extracted in our study to develop the risk model, including 1,346 patients who died in hospital over a 1-year follow-up period.
Thirty-two variables were assessed for prognostic value: demographics such as age, sex, and body mass index (BMI); clinical variables such as cardiac arrest, hypertension, diabetes, myocardial infarction, cardiac murmur, and atrial fibrillation; laboratory variables such as glucose, blood sodium, blood potassium, SCR, BUN, erythrocytes (RBC), WBC, prothrombin time (PT), activated partial thromboplastin time (APTT), international normalized ratio in blood by coagulation assay (INR), total bilirubin, AST, ALT, hemoglobin, creatine kinase.MB (CKMB), creatine kinase.total (CKPK) and triglyceride; and medications such as beta-blockers, ACE-I, ARB, diuretics, calcium channel antagonists (CCA), and digoxin. The laboratory results were defined as the continuous values measured at the time of ICU admission. If a patient was prescribed and took a type of medication during the ICU stay, the medication was defined as 1, otherwise as 0. Dummy variables were used for categorical variables and log-transformed variables for continuous measurements.
III. EXPERIMENTAL RESULTS

A. BASELINE CHARACTERISTICS OF THE STUDY COHORT
Baseline characteristics during 1-year follow-up of nonsurvivors and survivors who presented with heart failure are shown in Table 1 . During a median follow-up of 1 year, 1,346 individuals died in hospital and 6,713 were censored. We used a two-sample t-test to verify whether the variables differed in non-survivors and survivors, with p < 0.05 indicating statistical significance. Table 1 demonstrates that demographics and clinical risk factors such as age, BMI, cardiac arrest, and cardiac murmur were significantly different between live and dead patients, as most of the laboratory results and all of the medications.
B. PREDICTOR COMPARISON BETWEEN THE PROPOSED IRSF AND TRADITIONAL RSF
Six randomly selected trees from the 1000-tree forest were presented in Fig. 3 . We computed the minimal depth for each variable in each tree and then averaged across the forest to obtain the most predictive variables; specifically, those whose minimal depths were smaller than the mean minimal depth.
The identified predictors based on iRSF and RSF are presented in Fig. 4(a) and 4(b) , respectively. Eleven variables were selected as predictive for heart failure mortality with iRSF, including age, AST, ARB, ACE-I, SCR, BUN, ALT, cardiac arrest, WBC, total bilirubin, and triglyceride (the detailed minimal depths of all variables are presented in Fig. 4(a) , in which the 11 predictive variables are identified as those below the horizontal line). Another 11 variables were selected as predictive for heart failure mortality with RSF, including cardiac arrest, ACE-I, BUN, total bilirubin, WBC, AST, triglyceride, ALT, age, INR, and SCR (the detailed minimal depths of all variables can be seen in Fig. 4(b) ). The selected predictors and their relative predictive powers are slightly different in the two models. ARB, a medication with a high predictive power but fewer individuals from the baseline characteristics description, was not identified as an independent predictor with RSF, as detailed in the Discussion section of this paper. Moreover, compared with previous risk models for heart failure mortality, more real-valued laboratory variables (including liver indicators that involved AST, ALT, and total bilirubin; renal indicators that involved SCR and BUN; and the inflammation indicator WBC) were demonstrated to have high predictive power for heart failure mortality. 
C. DISCRIMINATION PERFORMANCE COMPARISON BETWEEN IRSF-AND RSF-BASED MODELS
The discrimination performance comparison for the two models in our study (iRSF-vs RSF-based) is presented in Table 2 . The table reveals that the iRSF-based model improved the discrimination ability to a certain degree with a favorable OOB C-statistics value of 0.821, compared with 0.804 for RSF. Fig. 5 provides the estimated error rates of the iRSF-and RSF-based risk models, using 32 variables for differently grown trees. As shown in Fig. 5 , the iRSF-based model has a minimum error rate of 0.179. The error rate decreased as the number of trees increased and became stable when the number of trees exceeded 900. The RSFbased model had a minimum error rate of 0.196. Despite the iRSF-based model exhibiting relatively larger error rates than the RSF-based model when the grown trees were fewer than 50, it decreased sharply as the number of grown trees increased. The one-sided t-test revealed that the iRSF-based error rate was significantly smaller than the RSF-based error rate, with a p value of less than 0.01. Fig. 6 provides the correlations among the ensemble survival function estimated using iRSF, RSF, and the Kaplan-Meier estimator. Compared with RSF, the estimated survival function using iRSF is closer to the curve of the Kaplan-Meier estimator. We evaluated their proximity in terms of the Euclidean distance between the two curves. The Euclidean distance between the iRSF-estimated survival function and the Kaplan-Meier estimator is 0.00789, compared with 0.0687 for RSF, which demonstrates a superior estimation of survival function.
D. DISCRIMINATION PERFORMANCE COMPARISON BETWEEN THE PROPOSED MODEL AND PREVIOUS MODELS
In our study, a comprehensive risk model for predicting hospital mortality was developed using a 1000-tree iRSF. To demonstrate the effectiveness of the proposed risk model, we compared its performance with previous models based on survival analysis [3] - [7] , as presented in Table 3 . From the table, we can observe that the proposed risk model is superior to the previous models presented in [3] - [7] in terms of discrimination performance. Although more variables, including echocardiographic and radiographic variables, are used in the MUSIC risk score, the performance is as limited as the Cox hazard model and a small amount of laboratory variables are used. Similar to the Meta-Analysis Global Group in Chronic Heart Failure (MAGGIC) study, in which many laboratory variables such as AST, ALT, and BUN were not merged. Overall, our proposed model exhibited superior performance compared with previous risk models because of its inclusion of a greater number of laboratory variables to reflect comorbidities and its use of the new iRSF-based survival model.
IV. DISCUSSION
A. REAL-VALUED PREDICTORS IDENTIFIED FOR HEART FAILURE MORTALITY
In our study, 17 laboratory risk factors, including BUN, SCR, AST, ALT, and WBC, were studied to predict heart failure mortality. An iRSF-based survival model was proposed to objectively identify the critical real-valued predictors and their nonlinear effects on mortality. Age, AST, SCR, BUN, ALT, WBC, total bilirubin, and triglyceride were identified as the eight crucial real-valued predictors with iRSF. Compared with previous studies, liver indicators including AST, ALT, and total bilirubin, renal indicators including SCR and BUN, and the inflammation indicator WBC were demonstrated to have high predictive power for heart failure mortality. Their estimated effects on the ensemble survival function are presented in Fig. 7 with red lines. Their Kaplan-Meier estimated survival functions are also provided in Fig. 7 with yellow lines for comparison; the estimated survival functions closely conform to the Kaplan-Meier curves. In other words, the proposed iRSF is an effective method to reproduce the inherent relationship between the predictors and the events. Fig. 7 suggests that different predictors exert different effects on survival rate. For example, BUN, an indicator for renal diseases, which was demonstrated to be predictive for heart failure mortality [30] , was found to decrease survival sharply with its elevation, independent of the normal range. However, for SCR, another renal function indicator, survival FIGURE 7. Ensemble survivals and Kaplan-Meier estimates plotted against the six newly identified critical continuous predictors: WBC, AST, BUN, SCR, ALT, and total bilirubin. Red line represents predicted survival based on the proposed iRSF, while yellow line represents Kaplan-Meier estimated survival. Each blue point corresponds to each event and black point corresponds to censored observation. log * = log of index. BR = total bilirubin. The Y-axis presents the predicted survival function based on the proposed iRSF. Log * : log of * .
was stable in the normal range and then began to decrease beyond it. WBC, a direct indicator of inflammation, was demonstrated to be an independent predictor of heart failure mortality in the Seattle heart failure model [6] . In our study results, WBC demonstrated its nonlinear effect on predicting heart failure mortality; specifically, values that were too far outside the normal range led to low survival rates. In addition, AST and ALT, which are commonly used as indicators of liver disease, were identified as valuable predictors for heart failure mortality in our study. Fig. 7 suggests that the survival rate decreases sharply when AST and ALT exceed 40 IU/L. Several mechanisms may exist through which AST and ALT are associated with an increased risk of death. First, serum levels of AST and ALT have been demonstrated to be associated with future mortality in community residents [31] . Second, AST and ALT might also be markers of cardiovascular diseases and stroke [32] , potentially aggravating the risk of death. Third, AST and ALT elevations may reflect another serious comorbid condition that increases the risk of death for patients with heart failure. Bilirubin is a metabolic byproduct of the breakdown of hemoglobin degradation, which itself must be metabolized for appropriate excretion. Although in previous studies total bilirubin has been shown to correlate inversely with cardiovascular disease in high-risk patients [33] , [34] , serum bilirubin appears to be a sensitive indicator of liver function and thus has been verified to represent a significant risk of death or renal failure in patients with spontaneous bacterial peritonitis [35] , which was significantly greater in patients who died owing to postoperative complications than in the patients who survived [36] . As for patients with heart failure, a high level of bilirubin implied the comorbidities of heart failure and renal failure and thus was a valuable predictor of short-term mortality.
This analysis indicates that the proposed iRSF-based model can automatically identify the most crucial continuous predictors and their inherent effects on events. We recommend monitoring the following laboratory indicators to accurately predict which patients are at high risk: AST, BUN, SCR, WBC, ALT, total bilirubin, and triglyceride.
B. CATEGORICAL PREDICTORS IDENTIFIED FOR HEART FAILURE MORTALITY
The comprehensive model with iRSF identified ARB, ACE-I, and cardiac arrest as three predictive categorical factors of survival in the cohort of 8,059 ICU patients with heart failure, whereas ARB was not identified using the RSF-based model. Fig. 8 provides the cumulative hazard function for the three variables and one nonpredictive variable (diuretics) for comparison. We can observe that ACE-I, ARB, and cardiac arrest can separate the survival functions for subjects with and without corresponding variables (blue line and green line in Fig. 8 ) to a greater extent, whereas the predictive ability of diuretics is limited, especially in the short term. The results verified the findings of the iRSF-based model. ACE-Is are the first line of therapy for patients with heart failure, improving survival rates and quality of life. They have been shown to reduce mortality in patients with left ventricular dysfunction in numerous randomized trials [37] . ARBs, which are often used when patients are intolerant of the adverse effects produced by ACE-Is, may be useful because they act to prevent the action of angiotensin II at the AT1 receptor, leaving the AT2 receptor unblocked. Therefore, they were found to be a useful medication in reducing heart failure mortality in our study. In addition, the effectiveness of beta-blockers and diuretics was determined to be limited in improving short-term survival, even though a trial showed that beta-blockers reduced the absolute risk of death by 4.5% over a 13-month period [38] . Although diuretics are widely used, evidence on their efficacy and safety is limited [39] .
V. CONCLUSIONS AND FUTURE WORK
In this study, we developed a prognostic model with favorable discrimination performance based on 32 risk factors, including demographics, clinical information, laboratory information, and medications, for predicting the hospital mortality of ICU patients with heart failure using an iRSF. The iRSF aimed to identify the predictors that could separate high-risk and low-risk individuals, especially for real-valued variables and variables in small populations. This study identified 11 independent predictors of mortality in heart failure. Compared with existing models, more laboratory factors that could reflect comorbidities were merged into the risk model and presented to have great predictive power, including the liver indicators AST, ALT, and total bilirubin, and the renal indicators SCR and BUN. ARB, which is effective only in small populations, was found to be an independent predictor with the proposed iRSF and thus demonstrated its performance in identifying critical predictors. As a result, the model separated the 1-year survivors and non-survivors with much greater accuracy than previous heart failure models, returning an OOB C-statistics value of 0.821. Moreover, the proposed iRSF demonstrated a more accurate estimation of the overall survival function compared with traditional RSF in our study.
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