Abstract Managing and optimizing radiation dose has become a core problem for the CT community. As a fundamental step for dose optimization, accurate and computationally efficient dose estimates are crucial. The purpose of this study was to devise a computationally efficient projection-based dose metric. The absorbed energy and object mass were individually modeled using the projection data. The absorbed energy was estimated using the difference between intensity of the primary photon and the exit photon. The mass was estimated using the volume under the attenuation profile. The feasibility of the approach was evaluated across phantoms with a broad size range, various kVp settings, and two bowtie filters, using a simulation tool, the Computer Assisted Tomography SIMulator (CATSIM) software. The accuracy of projectionbased dose estimation was validated against Monte Carlo (MC) simulations. The relationship between projectionbased dose metric and MC dose estimate was evaluated using regression models. The projection-based dose metric showed a strong correlation with Monte Carlo dose estimates (R 2 > 0.94). The prediction errors for the projection-based dose metric were all below 15 %. This study demonstrated the feasibility of computationally efficient dose estimation requiring only the projection data.
Introduction
In the past decade, the superior imaging attributes of computed tomography (CT) have significantly increased its clinical utilization [1, 2] . In 2011, the number of CT exams performed in the USA reached 80 million [3] . In parallel to such increase come concerns about the potential health risk associated with CT radiation exposure [4] [5] [6] . To maximize patient benefit and minimize the potential risk, it is well agreed within the CT community that the radiation dose should be closely managed and optimized [7] . As a fundamental step to achieve that, accurate and computationally efficient dose estimation is crucial [8] . Such dose estimation could provide quantitative information about the dose reduction potential of different strategies, aid in the evaluation of CT system design, ensure improved scanner performance, and build towards patientspecific dosimetry.
Currently, two types of indices are available for CT dose quantification. The first type is quality assurance dose indices (e.g., the volume CT dose index (CTDI vol ) and the doselength product (DLP)). These metrics effectively characterize scanner radiation output and are widely used to perform acceptance and constancy testing [9] . However, since these indices quantify dose only in uniform phantoms, they cannot accurately reflect patient-specific radiation dose level. In attempting to quantify patient-specific dose, several studies have developed software programs that simulate the organ dose for standard anthropomorphic phantoms and scanners (ImPact [10] , CT-Expo [11] ). However, these approaches generally rely on pre-calculated organ dose and are limited to a small number of phantoms [12] . Recently, there has been a growing effort to combine Monte Carlo simulation and computational phantoms to simulate organ dose across a relatively large patient population [13] [14] [15] . Although very accurate, the Monte Carlo method is usually computationally expensive since it requires calculations of a large number of photons propagating in the object. Even if implemented based on graphics cards (GPU), it generally requires minutes for a single simulation.
In this study, we advanced a possibility of using a projection-based dose metric to achieve accurate and computationally efficient estimation of CT radiation dose. As an initiative study to validate the feasibility of this approach, we devise the projection-based dose metric using a simulation program that generates realistic projection data. The accuracy of the projection-based dose metric was further comprehensively validated against the radiation dose estimated using Monte Carlo simulation across a broad range of patient sizes, anatomy, and scanning parameters.
Materials and Methods

Approach
Absorbed dose is a measure of the energy deposited in the object by ionizing radiation per unit mass. To estimate absorbed dose, the imparted energy and object mass were explicitly modeled using projection data. The modeling process is detailed as follows.
Absorbed Energy
In this study, the intensity of the absorbed energy was estimated using the difference between the intensity of scanner output signal and energy-integrated detected signal. The intensity of scanner output signal was estimated using the calibration air scan, which is an acquisition without a patient in the scan field of view and usually performed beforehand for different kVp settings and bowtie filters. The intensity of detected signal was determined from the patient scan as schematically demonstrated in Fig. 1 .
Using such approach, the primary radiation was accurately quantified. The scattered radiation was categorized into three types: (1) absorbed scatter radiation (radiation that is absorbed in the body after one or multiple scattering events and thus contributes to patient dose), (2) detected scatter radiation (scattered radiation that reaches the detector due to geometrical reasons), and (3) undetected scatter radiation (scattered radiation that does not reach the detector). The projectionbased dose metric effectively accounts for the first two types of scattered radiation. However, it accounts the third type of scattered radiation as absorbed radiation. Thus, the projectionbased dose metric tends to overestimate the absorbed dose. This systematic error was incorporated with an empirical constant.
Mass
The mass is determined by object density and volume. During the reconstruction process, the detected x-ray intensity is logconverted and back-projected to obtain the attenuation coefficient μ. Since dense materials generally yield high attenuation coefficients and light materials generally yield low attenuation coefficients, the attenuation coefficient μ can be used as a substitute for object density. Further, the volume of the scanned object can be estimated using the area under the attenuation profile and the object thickness (z dimension). Thus, mass can be estimated by multiplying the area under the attenuation profile with the object thickness (z dimension).
Dose
Using the projection-based substitutes of absorbed energy and mass, the average dose distributed within the cross section of the scanned object can be estimated in every projection aŝ
mass ð1Þ
The projection-based dose metric can be further defined as the average ofD across projections as follows:
Number of projections ð2Þ
Projection-based dose metric estimated the average dose distributed within one cross section of the phantom. To validate the theory and quantify accuracy, projection-based dose metric was benchmarked against the dose results from Monte Carlo simulation. The dose value that has the same physical meaning (average dose for one cross section) was deduced using both methods. Average dose distributed within one cross section was estimated from Monte Carlo simulation as
Phantom Simulation Study
A simulation package was used to assess the accuracy of the technique. We used the Computer Assisted Tomography SIMulator (CATSIM) for the simulation of the air scan and the patient scan [16] . The CATSIM simulation tool models the x-ray spectrum, the geometry of the tube rotation, the material and geometry of the bowtie filter, the x-ray transmission and detection process. The quality of CATSIM simulations has been validated via a series of phantom measurements in terms of the x-ray spectrum, noise property (including electronic noise), and scattering profile on a commercial CT scanner (LightSpeed VCT, GE Healthcare, Waukesha, WI) [16] . The Monte Carlo simulation was performed using simulation software (CATDOSE, GE Healthcare, Waukesha, WI) [16] . A series of mathematical phantom simulation were performed to ascertain the feasibility of the projection-based dose metric across a broad range of patient sizes, patient anatomy, and scanning parameters. As a fundamental validation of the effectiveness of projection-based dose metric, simulations were performed on phantoms with simple structures. Eight cylindrical water phantoms (size range from 12 to 40 cm) and seven ellipsoidal water phantoms (size range from 10 cm × 6.5 cm to 40 cm × 26 cm) were created. In addition, helical body phantoms (HBP) were created to emulate the anatomy in the abdomen region. The phantoms contained four materials: water, bone, spine, and air, cast into four sizes ranging from 10 cm × 6.5 cm to 40 cm × 26 cm (Fig. 2) . For each phantom, average dose distributed within the cross sectional area at the central slice of the phantom was estimated. The scan was simulated using a GE Lightspeed scanner at 120 kVp, 40 mm collimation, 1 pitch, and the large bowtie filter. A total of 1000 projections were generated per 360 degrees. The projection-based dose metric was benchmarked against the estimated dose from Monte Carlo simulation using linear regression. For a more anthropomorphic validation, the projectionbased dose metric was tested on a 4D extended cardiac-torso (XCAT) phantom [17] . The scan was performed using a clinical cardiac protocol (120 kVp, pitch of 1, large bowtie filter, GE LightSpeed VCT). One view of the projection data generated by CATSIM was illustrated in Fig. 3a . The central slice of the dose map simulated by CATDOSE was shown in Fig. 3b . Similarly, the projection-based dose estimate was benchmarked against Monte Carlo simulation using linear regression.
The projection-based dose metrology was applied to a range of clinical scanning parameters, including four kVp settings (80, 100, 120, and 140 kVp) and two types of bowtie filters (small bowtie and large bowtie filter, GE LightSpeed VCT). Four HBP phantoms and four water phantoms were simulated in each setting. The similar linear regression analysis was performed on the simulation results. Figure 4 illustrates the relationship between projection-based dose estimate (D proj ) and Monte Carlo dose estimate (D MC ) Fig. 1 a Different types of scattered radiation in this study: (1) absorbed scatter radiation (radiation that is absorbed in the body after one or multiple scattering events and thus contributes to patient dose), (2) detected scatter radiation (scattered radiation that reaches the detector due to geometrical reasons), and (3) undetected scatter radiation (scattered radiation that does not reach the detector). b The intensity of the absorbed energy was estimated using the difference between the intensity of scanner output signal and energy-integrated detected signal as I absorbed = I air −I patient . I air refers to the intensity of scanner output signal. It was estimated using the calibration air scan, which is an acquisition without a patient in the scan field of view. I patient refers to the intensity of the detected signal determined from the patient scan Fig. 2 Helical body phantom used in this study. The phantoms contained four materials: water, bone, spine, and air, cast into four sizes ranging from 10 cm × 6.5 cm to 40 cm × 26 cm for cylindrical water phantoms, elliptical water phantoms, and helical body phantoms, respectively. Strong linear relationship was found for all three types of phantoms with R 2 greater than 0.95 (p < 0.001). The average differences between D proj and D MC were 9.1, 9.3, and 9.8 % for cylindrical water phantoms, elliptical water phantoms, and helical body phantoms, respectively. 
Results
Discussion
Quantifying CT radiation dose is essential for the evaluation and optimization of CT systems, for the implementation of dose-saving strategies, and for improved scanner performance. Current Monte Carlo based methods fall short of meeting the practical requirement of estimating radiation dose in a computationally efficient manner. In this study, we developed a projection-based dose estimation method and further validated the accuracy against Monte Carlo simulation across a broad range of sizes, anatomy and scanning parameters. Such method enables one to quantify the cost-effectiveness of different dose reduction techniques quickly. If incorporated as a scanner built-in function, it may further provide a more accurate estimation of the dose-saving potential for different strategies. Such information may aid in the design and modification of CT design.
As an example of how the projection-based dose metric can be used to quantify dose reduction, consider the selection of protocols for an abdominopelvic CT scan. Two protocols were considered: a standard protocol (protocol A, 120 kVp, 250 mAs) and a modified protocol (80 kVp, 540 mAs). The dose metric was applied for two hypothetic patients with sizes 16 and 24 cm. Two helical body phantoms were modeled in the CATSIM software to estimate projection-based dose metric. The estimated doses for protocol A were 26 and 15 mGy, respectively. The doses for protocol B were 20 and 11 mGy, respectively. A similar approach can be extended to quantify the dose reduction potential of the bowtie filter designs and mA modulation techniques. However, it should be noted that the use of dose metrics for quantifying dose reduction potential is not limited to projection-based dose estimates. For example, size-specific dose estimates (SSDE) can be used in a similar way. In fact, a preliminary comparison between projection-based dose metric and SSDE shows that the two metrics offer comparable accuracy in dose estimation under fixed tube current scans. However, most notably, projectionbased dose estimation technique can offer advantages in dose estimation under tube current modulation. Since projectionbased dose metric estimates the absorbed dose on each It should be noted that the correlation coefficient between D proj and D MC is slightly larger than 1, which indicates that the projection-based dose metric generally produces higher dose estimation than Monte Carlo method. Such discrepancy is due to the fact the projection-based dose metric overestimates the absorbed energy, mainly the undetected scatter radiation. The slope of the regression indicated the percentage of the undetected scatter radiation of the total absorbed dose. On average, the undetected scatter radiation was about 13 % to the total absorbed dose (y = 1.13x). This constant can be regarded as an average number across all kVp settings, phantom sizes, and phantom types. However, the amount of undetected scatter radiation varied across phantoms and scanning parameters. For large phantoms, the undetected scatter radiation is smaller compared with small phantoms. Thus, the slope for low mGy/ mAs (large phantoms) is lower than that for high mGy/mAs (small phantoms). However, it should be noted that the maximum error for projection-based dose metrics is less than 15 % across phantoms with a broad size range. This essentially indicated that the projection-based dose metric provided reasonably accurate dose estimation for clinical patients under common protocols.
Our study has several limitations; first, the projection-based dose metric estimates the average dose distributed within the cross section of the patient. However, it does not provide detailed organ dose estimates. Secondly, as discussed above, projection-based dose metric overestimates the absorbed dose. A further study is needed to better incorporate the undetected scattering effect. Thirdly, the implementation of such method in clinical system requires one to extract the projection data from CT scanners, which might be difficult due to the proprietary concerns. Besides, in actual clinical settings, the daily calibration air scans varied significantly mainly due to the random and thermal variation of the detector gains. Future studies should model such impact and explore strategies to implement the metric in actual clinical settings. Fourthly, in this paper, we mainly focused on axial scans and helical scans with pitch of 1. The effect of pitch on projection-based dose metric will be included in our future study. Lastly, other factors, such as beam hardening effect [18, 19] and patient miscentering [20] may also have an impact on patient dose. These will be the topics for future studies. Finally, the study was performed using simulation software; further study will be needed to validate the technique against physical measurements. However, taking into considerations noted above, the projection-based dose metrology provides reasonably accurate results compared with Monte Carlo dose estimates. Consistent linear relationship was found for phantoms with different sizes and materials, kVp settings, bowtie filters, and in a realistic phantom. This study demonstrated the feasibility of computationally efficient dose estimation requiring only the projection data.
