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Referat
In dieser Arbeit werden die Modularobjekte zu zyklischen und separierenden
Vektoren fur von-Neumann-Algebren untersucht. Besondere Beachtung er-
fahren dabei die Modularoperatoren und deren Spektraleigenschaften. Diese
Eigenschaften werden genutzt, um Klassikationen fur Losungen einiger in-
verser Probleme der Modulartheorie anzugeben. Im ersten Teil der Arbeit wird
zunachst der Zusammenhang zwischen dem zyklischen und separierenden Vek-
tor und seinen Modularobjekten mit Hilfe (verallgemeinerter) Spurvektoren fur
halbendliche und Typ III

Algebren (0 <  < 1) naher untersucht. Diese
Untersuchungen erlauben es, das Spektrum der Modularoperatoren fur Typ I
Algebren anzugeben. Dazu werden die Begrie zentraler Eigenwert und zen-
trale Vielfachheit eingefuhrt. Weiterhin ergibt sich, dass die Modularoperatoren
durch ihre Spektraleigenschaften eindeutig charakterisiert sind. Modularopera-
toren fur Typ I
n
Algebren sind genau die n-zerlegbaren Operatoren, die multip-
likatives, zentrales Spektrum vom Typ I
n
besitzen.

Ahnliche Ergebnisse werden
auch fur Typ II und III

Algebren gewonnen unter der Vorausetzung, dass die
zugehorigen Vektoren diagonalisierbar sind. Im zweiten Teil der Arbeit wer-
den diese Ergebnisse exemplarisch auf ein inverses Problem der Modularthe-
orie angewendet. Dabei stellt sich heraus, dass die Begrie zentraler Eigen-
wert und zentrale Vielfachheit Invarianten des inversen Problems sind und eine
vollstandige Klassizierung seiner Losungen unter obigen Voraussetzungen er-
lauben. Auerdem wird eine Klasse von Modularoperatoren untersucht, fur die
das inversese Problem nur ein oder zwei Losungsklassen besitzt.
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Abstract
In this work modular objects of cyclic and separating vectors for von Neu-
mann algebras are considered. In particular, the modular operators and their
spectral properties are investigated. These properties are used to classify the
solutions of some inverse problems in modular theory. In the rst part of the
work the correspondence between cyclic and separating vectors and their mod-
ular objects are considered for seminite and type III

algebras (0 <  < 1) in
more detail, where (generalized) trace vectors are used. These considerations
allow to compute the spectrum of modular operators for type I algebras. To this
end, the notions of central eigenvalue and central multiplicity are introduced.
Furthermore, it is stated that modular operators are uniquely determined by
their spectral properties. Modular operators for type I
n
algebras are exactly
the n-decomposable operators, which possess multiplicative central spectrum of
type I
n
. Similar results are derived for type II and III

algebras under the
assumption that the corresponding vectors are diagonalizable. In the second
part of this work these results are applied to an inverse problem of modular
theory. It comes out, that the central eigenvalues and central multiplicities are
invariants of this inverse problem and that they give a complete classication
of its solutions. Moreover, a class of modular operators is investigated, whose
inverse problem possesses only one or two classes of solutions.
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Chapter 1
Introduction
1.1 Historical Remarks
Since its discovery modular theory has become an important and powerful tool
in the theory of operator algebras and quantum eld theory. Although Tomita
already distributed a preprint on his discovery at the Baton Rouge conference
in 1967 [Tom67] modular theory became only known to a broader audience by
the treatment of Takesaki [Tak70]. Therefore it is often called Tomita-Takesaki-
Theory.
Already in the beginning of its development the similarity between some as-
pects of Tomita's theory and the approach of Haag, Hugenholtz, and Winnink
to the thermodynamic equilibrium states [HHW67] was realized by Winnink
and Takesaki (see the remark in [Con94, I.3]). This observation demonstrates
the strong relation between modular theory and mathematical physics. Nev-
ertheless, research in modular theory was mainly a subject of mathematical
research in the rst decade of its existence. Modular theory was then devel-
oped into an essential tool for the treatment of numerous problems in oper-
ator algebras. It contributed to a better understanding of the structure of
factors, produced examples and rened their classication. It allows to intro-
duce invariants for arbitrary factors which previously were only dened in some
special cases. An outstanding example is Connes' classication of type III
factors [Con73] which nally led to a complete classication of hypernite fac-
tors [Con76, Con85, Haa87]. An important tool in these investigations was the
spectrum of modular operators.
Other names connected to the development of modular theory are Arve-
son, Haagerup, Landstad, Pedersen, Takesaki, Tomiyama, and others (see the
preface of the book of Stratila, [Str81]). Some mathematical applications of
modular theory will be presented in x2.3 of this thesis.
Recently, modular theory has also become a tool in the index theory of
subfactors, initiated by Jones [Jon83] and generalized to arbitrary factors by
Kosaki [Kos86]. For further applications of modular theory and more details we
refer to x2.3 and [Str81]. Moreover, Connes' book [Con94] is worth reading to
those who are interested in the history of modular theory, especially in Connes'
contributions to it.
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Because of its great success in the structure theory of von Neumann algebras
there were some attempts to generalize modular theory to other structures, e. g.
to unbounded algebras [Ino98], to Poisson manifolds [Wei97], or to bimodules
[Yam94].
Nowadays, research in modular theory is motivated mainly by its applica-
tions to quantum eld theory. For in the algebraic approach to quantum eld
theory the so-called Reeh-Schlieder-Theorem [RS61] often ensures the applica-
bility of modular theory. In some cases the modular objects are explicitly known
and have a concrete physical meaning (cf. e. g. the Bisognano-Wichmann Theo-
rem [BW75, BW76]). This allows to prove some important results in the theory
of local observables, e. g. the PCT theorem. Furthermore, there is some hope
that modular theory can help to distinguish theories with dierent dynamics
and that it can serve as a selection criteria for physically relevant theories. Ex-
cept for some sporadic earlier results, e. g. the Bisognano-Wichmann Theorem
[BW75, BW76], the main development of modular theory as a tool in quantum
eld theory started in the early nineties. Contributors are Borchers, Brunetti,
Buchholz, Guido, Longo, Summers, Wiesbrock, Wollenberg, and others (see
[BW92] and the survey article by Borchers [Bor00]). Some applications will be
presented in x2.4.
1.2 Main Results
Although there has been a continuing study of modular theory for 30 years
many problems still remain unsolved. Most authors only consider the modular
automorphism groups, which are the natural objects from the algebraic point
of view. But if we are interested in the spatial structure of the theory, which is,
for instance, sometimes required by physical applications we must investigate
the modular operator and the modular conjugation (modular objects for short)
themselves. The rst aim of this thesis is hence to contribute to a better under-
standing of the modular objects, especially the modular operators. The main
tool used for the investigation is the spectral theory of unbounded selfadjoint
operators. Although many spectral properties of modular operators were ex-
amined in the structure theory of von Neumann algebras there seems to be no
systematic study of spectral theory for general modular operators, except for
some sporadic results. This dissertation is intended to close this gap at least
partially. The results obtained by spectral theory will then be used to provide
rst insights into inverse problems related to modular theory which are inspired
by physical applications.
The main results are contained in Chapter 4 and Chapter 6. In Chapter 4
we will develop the spectral theory of modular operators. To this end, we will
introduce the notions of operators n-decomposable with respect to an abelian
algebra B and of operators which have multiplicative central spectrum of type
I
n
(n 2 N [ f1g). To illustrate this notion, consider the case B = C . Roughly
speaking, an operator which is n-decomposable with respect to C is an operator
acting on a n
2
-dimensional Hilbert space which possesses pure point spectrum,
which is obviously a restriction only in the innite-dimensional case (n = 1).
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An n-decomposable operator has multiplicative central spectrum of type I
n
if
the family of its eigenvalues can be written as the products of two families of
numbers with n elements. For a precise denition we refer to Denition 4.2.10.
Using this notion we will prove that a positive invertible operator is the modular
operator corresponding to a cyclic and separating vector for a von Neumann
algebra of type I
n
with center B if and only if it is n-decomposable with respect
to B and has multiplicative central spectrum of type I
n
(Theorem 4.2.12).
Thus, all modular operators for type I algebras are characterized by their
spectral properties. Similar characterizations are possible for modular operators
corresponding to vectors which are diagonalizable with respect to the center
in the type II and the type III

case (0   < 1) (Theorem 4.3.12 and
Theorem 4.4.7). Diagonalizable vectors for type II algebras and type III

factors are, loosely speaking, cyclic and separating vectors having properties
similar to the properties of cyclic and separating vectors for type I algebras
(for details we refer to Denition 4.3.1).
These results are interesting in their own right and, at the same time, the
basis of the investigation of inverse problems in modular theory. One of these
inverse problems is concerned with the following task. Let u
0
be a xed cyclic
and separating vector for a xed von Neumann algebraM
0
with corresponding
modular objects 
0
and J
0
. Then the von Neumann algebra M
0
is far from
being the only von Neumann algebra with modular objects 
0
and J
0
corre-
sponding to the same vector u
0
. We would like to classify all von Neumann
algebras M isomorphic to M
0
which have the same modular objects 
0
and
J
0
for the cyclic and separating vector u
0
. A motivation for this problem and
a precise formulation can be found in x5.1. The other problems are of a similar
nature.
Due to a result of Wollenberg [Wol97] this inverse problem can be trans-
formed into the study of the modular operators for the xed algebraM
0
which
are unitarily equivalent to the given modular operator 
0
. Hence, the results
obtained in Chapter 4 can be applied.
In the type I case it is possible to completely classify the solutions of the
inverse problem in terms of the central eigenvalues and central multiplicities of
operators which are assigned to the solutions (Theorem 6.2.8). In the factor
case the central eigenvalues and central multiplicities are the usual eigenval-
ues and multiplicities of selfadjoint operators. For the general denition see
Denition 6.2.1.
The central eigenvalues and central multiplicities also allow a classication
in the type II case. However, since we will use the results of Chapter 4 this
is only possible for solutions which correspond to diagonalizable vectors (The-
orem 6.3.8).
Furthermore, we will present a class of modular operators for seminite
factors, the so-called modular operators with generic spectrum. A modular
operator possesses generic spectrum if its eigenvalues are, roughly speaking,
randomly distributed (the precise denition is Denition 6.5.10). The inverse
problems of these modular operators have at most two (simple) classes of solu-
tions (Theorem 6.5.12).
4 CHAPTER 1. INTRODUCTION
1.3 Organisation
As for prerequisites, the reader is expected to be familiar with the general theory
of von Neumann algebras which can be found in all standard books on operator
algebras, e. g. [KR83] or [SZ79].
In Chapter 2 we recall the most important results of modular theory used
in this thesis. This is done for the reader's convenience as well as for the
ease of reference and to x notations. Additionally, we give some insights into
mathematical and physical applications of modular theory.
The examination of modular objects starts in Chapter 3 with the intro-
duction of \generalized vectors" (a concept rst introduced by Inoue and Kar-
wowski [IK94]). This concept will prove useful in the remaining sections where
we will obtain the general form of modular operators for seminite algebras and
for type III

factors (0   < 1) (x3.2, x3.3, and x3.4.1) as well as for some
special cases of type III
1
factors (x3.4.2). Most of these results seem to be more
or less commonly known, especially those for seminite factors. However, they
can be found only partially in the literature. Moreover, the unied approach
used here and some minor results seem to be new.
Chapter 4 contains the results on spectral theory of modular operators
sketched in the previous section. The starting point are some remarks on the
spectra of products of two commuting operators, where the rst is aÆliated with
a von Neumann algebra and the second is aÆliated with its commutant (x4.1).
This is motivated by the observation that the modular operators are composed
of such products. In x4.2-x4.4 the spectral theory of modular operators will be
developed separately for the dierent types.
Chapter 5 contains an introduction to some inverse problems in modular
theory. We will motivate and formulate them in x5.1, and we will prove some
of their general properties in x5.2. Furthermore, we will dene an equivalence
relation in terms of which the solutions of the inverse problems will be classied,
and we will present two simple classes of solutions (x5.3).
The results on the classication of the inverse problem are contained in
Chapter 6. x6.1 is devoted to some general results for the seminite case. The
classication will be carried out in x6.2 for the type I algebras and in x6.3 for
the type II algebras. Some remarks on the classication in the type III

case
(0 <  < 1) will be added in x6.4. We will close with the theorem on modular
operators with generic spectrum (x6.5).
In the last chapter we will summarize the results, give an outlook on open
problems and formulate suggestions for further developments of the theory.
In the Appendix technical results necessary for some of the proofs are col-
lected.
1.4 Conventions and Notations
Hilbert spaces are always assumed to be separable. This means that the
von Neumann algebras acting on them are separable (they possess a separa-
ble predual, they are countably decomposable). L(H) denotes the set of all
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bounded linear operators on a Hilbert space H. Scalar products


j

on a
Hilbert space are linear in the rst variable and anti-linear in the second.
S
0
:= fA 2 L(H)jAB = BA for all B 2 Sg denotes the commutant of a
selfadjoint subset S of L(H), and S
 
is its weak operator closure. A (bounded
or unbounded) operator on H will be called invertible if it is injective and has
dense range. If it is bounded and its inverse is also bounded we call it bounded
invertible.
For a von Neumann algebraM the symbol P(M) denotes the set of projec-
tions in M and U(M) denotes the group of unitaries in M. If M = L(H) we
denote U(L(H)) briey by U(H). For a unitary U 2 L(H) we denote by adU
the implemented isomorphism on M, i. e. adU(M) := UMU

for all M 2 M.
If u 2 H is a vector in the Hilbert space on which a von Neumann algebra M
acts, we denote the norm-closure of Mu := fMujM 2 Mg by [Mu]. We often
do not distinguish between the projection P and the closed subset onto which
P maps. Hence, [Mu] is also the projection with image [Mu].
-algebra isomorphisms are always assumed to be -isomorphisms, and con-
vergence of operators is understood in the weak-operator sense if not stated
otherwise.
Chapter 2
Tomita-Takesaki Modular
Theory
2.1 Introduction to Tomita-Takesaki Modular The-
ory
In this section we give a short introduction to Tomita-Takesaki modular theory
on von Neumann algebras. Our presentation follows [KR86] and [EK98].
The starting point of Tomita-Takesaki modular theory is the following def-
inition:
Denition 2.1.1. LetM be a von Neumann algebra acting on a Hilbert space
H. A vector u 2 H is cyclic (generating) ifMu is dense inH and it is separating
if Au = 0 implies A = 0 for A 2M.
Proposition 2.1.2. A vector is cyclic for a von Neumann algebra if and only
if it is separating for the commutant.
Let in the following u 2 H be a cyclic and separating vector for the von
Neumann algebra M acting on H. One can then dene the following two
closable anti-linear operators
S
0
: D(S
0
) =Mu  H ! H
Au 7! S
0
Au = A

u
F
0
: D(F
0
) =M
0
u  H ! H
Au 7! F
0
Au = A

u:
(2.1.1)
Theorem 2.1.3 (Tomita's Theorem). Let M be a von Neumann algebra
acting on a Hilbert space H with cyclic and separating vector u 2 H. Let
further S
0
, F
0
be the operators dened in (2.1.1) and S, F their closures. Then
S = F

0
and F = S

0
hold. Furthermore, S = J
1=2
is the polar decomposition of
S where  = FS is a positive self-adjoint operator with inverse 
 1
= SF, and
J
2
= I, J
it
= 
it
J (t 2 R). Moreover, Ju = u = u, and
JMJ =M
0
; 
it
M
 it
=M (t 2 R):
6
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We call a von Neumann algebra standard if a conjugation J exists such
that the mapping A 7! JA

J is an anti-isomorphism of M onto M
0
which
acts identically on the center. Theorem 2.1.3 then implies that every von Neu-
mann algebra with cyclic and separating vector is standard. Conversely, it
can be shown that every standard von Neumann algebra acting on a separable
Hilbert space has a cyclic and separating vector (see [SZ79, x 10.15]).
Denition 2.1.4. With the notations of Theorem 2.1.3, we call  the modular
operator and J the modular conjugation forM corresponding to the cyclic and
separating vector u. Briey, the constituents of the pair (; J) are the modular
objects of (M; u). We refer to the one-parameter group 
t
= ad
it
(t 2 R) of
automorphisms of M as the modular automorphism group.
In calculations the following corollary is sometimes useful:
Corollary 2.1.5. Let M be a von Neumann algebra with cyclic and separating
vector u 2 H and corresponding modular objects (; J). If  = adU is a
unitarily implemented isomorphism from M onto a von Neumann algebra N ,
then Uu is cyclic and separating for N with modular objects (UU

;UJU

).
The following theorem gives a characterization of the modular automor-
phism group.
Theorem 2.1.6 (KMS-Condition). The modular automorphism group 
t
dened in Denition 2.1.4 has the following two properties:
1. ' Æ 
t
= ' for all t 2 R, where ' is the vector state given by the cyclic
and separating vector u.
2. For any A;B 2 M there exists a bounded continuous function F (z) on
D, where D = fz 2 C j0 < Im z < 1g, such that F (z) is holomorphic on
D and
F (t) = '(
t
(A)B); F (t+ i) = '(B
t
(A)); t 2 R:
Conversely, any one-parameter automorphism group 
t
satisfying the above two
properties with respect to ' coincides with the modular automorphism group of
u.
Remark 2.1.7. Note that property 1 is implied by property 2.
Another concept related to modular theory is the concept of natural cones:
Theorem 2.1.8. Let M be a von Neumann algebra acting on a Hilbert space
H with cyclic and separating vector u 2 H and corresponding modular objects
(; J). Setting
P
]
:= fA

AujA 2Mg; P
[
:= JP
]
; P
\
:= 
1=4
P
]
;
we get:
1. The convex cones P
]
and P
[
are mutually dual.
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2. The cone P
\
is self-dual.
3. For A 2M, we have AJAJP
\
 P
\
.
4. To each positive normal functional ! on M, there exists a unique v 2 P
\
such that ! is the vector state !
v
associated with v. Furthermore,
kv   wk
2
 k!
v
  !
w
k  kv   wk kv + wk ;
for v; w 2 P
\
.
5. Let v 2 P
\
, then v is cyclic if and only if it is separating. If v is separating
then J also is the modular conjugation of v.
Denition 2.1.9. The cone P
\
dened in the last theorem is called the natural
cone of the cyclic and separating vector u 2 H.
If we have two von Neumann algebras in standard form every isomorphism
between them is unitarily implemented. More precisely:
Theorem 2.1.10. Let M
k
(k = 1; 2) be a standard von Neumann algebra act-
ing on a Hilbert space H
k
. Let further J
k
be its conjugation and P
\
k
its natural
cone. If  :M
1
!M
2
is an isomorphism, then there exists a unitary operator
U : H
1
! H
2
uniquely determined by the conditions
1. (A) = (adU)(A) for A 2M
1
,
2. J
2
= (adU)(J
1
),
3. P
\
2
= U(P
\
1
).
This unitary operator U is called the standard implementation of .
Consider now the situation of a von Neumann algebra with a normal faith-
ful state !. The GNS representation with respect to ! provides a cyclic and
separating vector u in the representation space such that ! is implemented by
u. We call the modular objects corresponding to this vector the modular objects
of !. The corresponding modular automorphism group will be denoted by 
!
t
.
In the following we will present the extension of modular theory to weights.
Weights are a generalization of states:
Denition 2.1.11. Let M be a von Neumann algebra.
1. A mapping ' :M
+
! [0;+1] (M
+
is the set of all positive elements in
M) with the properties
'(A + B) = '(A) + '(B)
'(A) = '(A)
(2.1.2)
for all A;B 2M
+
,  2 R
+
is called a weight.
2. A weight ' is called faithful if '(A

A) = 0 only for A = 0, and it is called
normal if '(sup
i
A
i
) = sup
i
'(A
i
) for every norm-bounded increasing se-
quence (A
i
) M
+
.
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3. For a weight ' let F
'
and N
'
denote the following sets
F
'
:= fA 2M
+
j'(A) <1g;
N
'
:= fA 2Mj'(A

A) <1g:
If the linear hull linF
'
= N

'
N
'
is -weakly dense inM, then ' is called
seminite.
4. If a normal seminite faithful weight ' fulls '(A

A) = '(AA

) for all
A 2M then it is calles a tracial weight, or, briey, a trace.
We will often abbreviate \normal, seminite, faithful" to n. s. f. W
nsf
(M)
denotes the set of all n. s. f. weights on M.
Now we can formulate modular theory for n. s. f. weights:
Theorem 2.1.12 (Tomita's Theorem for weights). Suppose that ' is
an n. s. f. weight on a von Neumann algebra M, and  : M ! L(H
'
) is the
GNS representation ofM with respect to '. Then the conjugate linear mapping
(A) 7! (A

) with domain (N
'
\N

'
) is a closable, densely dened operator
acting on H
'
and its closure S has polar decomposition J
1=2
, where  is an
invertible positive operator acting on H
'
, J is a conjugation acting on H
'
, and
J(M)J = (M)
0
; 
it
(M)
 it
= (M) (t 2 R):
Denition 2.1.13. We call  the modular operator and J the modular con-
jugation for M corresponding to the n. s. f. weight '. Briey, the constituents
of the pair (; J) are the modular objects of (M; '). We refer to the one-
parameter group 
t
= ad
it
(t 2 R) of automorphisms of M as the modular
automorphism group.
Notation. In the setting of Theorem 2.1.12 we denote the GNS Hilbert spaceH
'
by L
2
(M; ') and call the representation  : M ! L(L
2
(M; ')) the standard
representation of M (with respect to '). It can be shown that the standard
representation is unique up to unitary equivalence.
Theorem 2.1.14 (KMS-Condition for weights). The modular automor-
phism group for M corresponding to ' is the unique one-parameter group (
t
)
of automorphisms of M such that
1. '(
t
(A)) = '(A) for all A 2M
+
, t 2 R.
2. For any A;B 2 N
'
\N

'
there exists a bounded continuous function F (z)
on D, where D = fz 2 C j0 < Im z < 1g such that F (z) is holomorphic
on D and
F (t) = '(
t
(A)B); F (t+ i) = '(B
t
(A)); t 2 R:
More generally, modular theory can be developed in the context of left
Hilbert algebras. A left Hilbert algebra is by denition a complex algebra A
with involution ] and scalar product (j) such that the following holds:
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1. multiplication from the left is continuous with respect to the scalar prod-
uct,
2. (
1
j
2
) = (
1
j
]

2
) for any ; 
1
; 
2
2 A,
3. A
2
is dense in A,
4. and  7! 
]
( 2 A) is a closable anti-linear operator in the Hilbert space
A.
Left multiplication by elements of A generate a von Neumann algebra on A,
the left von Neumann algebra of A. Similarly, right Hilbert algebras and right
von Neumann algebras are dened.
In the case of an n. s. f. weight ' on a von Neumann algebra M the left
Hilbert algebra is N
'
\ N

'
and the left von Neumann algebra is M itself (see
e. g. [SZ79]).
For the relation between the modular automorphism groups of two n. s. f.
weights we have the following
Theorem 2.1.15 (Connes' Unitary Cocycle Theorem). Let M be a von
Neumann algebra, and ',  two n. s. f. weights on M. There exists a strong
operator continuous mapping t 7! U
t
from R into the unitary group U(M) of
M, such that

 
t
(A) = U
t

'
t
(A)U
t
; U
s+t
= U
s

'
s
(U
t
) (s; t 2 R; A 2M);
where 
'
and 
 
are the modular automorphism groups of ' and  , respectively.
If we require that for any A 2 N
'
\ N

 
and B 2 N
 
\ N

'
there exists a
bounded continuous function F on D, where D = fz 2 C j0 < Im z < 1g such
that F is holomorphic on D and
F (t) =  (
 
t
(A)U
t
B); F (t+ i) = '(BU
t

'
t
(A)); t 2 R;
then U
t
is unique, it is called Connes' cocycle, and is denoted by [D : D']
t
.
The following Radon-Nikodym type theorem by Pedersen and Takesaki
states how the Connes' Cocycle can be computed explicitly in some cases:
Theorem 2.1.16. Let ',  be two n. s. f. weights on the von Neumann algebra
M. Then the following conditions are equivalent:
1.  Æ 
'
t
=  for all t 2 R.
2. [D : D']
t
2M
 
for all t 2 R where
M
 
:= fA 2Mj
 
t
(A) = A for all t 2 Rg
is the centralizer of  .
3. [D : D']
t
2M
'
for all t 2 R.
4. [D : D']
t
2M
'
is a so-continuous group of unitary elements of M.
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5. There exists a positive invertible operator A aÆliated with M such that
 = '
A
where '
A
:= '(A
1=2
A
1=2
). (We call a closed operator A aÆliated
with M and write
AM
if A commutes with all unitaries from the commutant M
0
of M .)
6. ' Æ 
 
t
= ' for all t 2 R.
Since the modular automorphism group corresponding to a trace tr is trivial,

tr
t
= id for all t 2 R, we get the following corollary for seminite von Neu-
mann algebras (a seminite von Neumann algebra is an algebra which is not
of type III and therefore possesses a trace). This implies that the modular
automorphism group is inner in this case:
Corollary 2.1.17. Let M be a seminite von Neumann algebra with an n. s. f.
trace tr and let ' be an n. s. f. weight on M. Then there exists a positive
invertible operator HM such that ' = tr
H
and

'
t
= adH
it
:
Remark 2.1.18. We will show later (Theorem 3.3.9) that if the seminite von
Neumann algebra is in standard form the modular unitary group has the form

it
= H
it
JH
it
J:
2.2 Constructions with von Neumann Algebras
In this section we present some useful constructions with von Neumann algebras,
give examples of them and show how the modular objects can be obtained in
these cases.
2.2.1 Tensor Product of von Neumann Algebras
We again follow the presentation of Kadison and Ringrose [KR86].
LetM
1
; : : : ;M
n
be von Neumann algebras acting on Hilbert spacesH
1
; : : : ;H
n
,
respectively. We denote by M
0
the -algebra acting on the Hilbert space
H = H
1

    
 H
n
that consists of all nite sums of operators of the form
A
1

    
 A
n
(A
j
2 M
j
for j = 1; : : : ; n). The von Neumann algebra tensor
product M
1

  
M
n
is dened to be the von Neumann algebraM
 
0
= (M
0
)
00
generated by M
0
.
Theorem 2.2.1. Let M
1
; : : :M
n
be von Neumann algebras.
1. If M
1
; : : :M
n
are generated by subsets S
1
; : : : ;S
n
, respectively, then
M
1

    
M
n
is generated by the set
S = fS
1

    
 S
n
jS
1
2 S
1
; : : : ;S
n
2 S
n
g:
2. The tensor product is associative.
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3. If !
j
is a normal state ofM
j
(j = 1; : : : ; n), then there is a unique normal
state ! of M
1

    
M
n
such that
!(A
1

    
A
n
) = !
1
(A
1
)   !
n
(A
n
)
for A
1
2 M
1
; : : : ;A
n
2 M
n
. Such a state is called a normal product
state.
4. The predual of M
1

    
 M
n
is the norm-closed subspace of the dual
space of M
1

  
M
n
generated by the set of all normal product states.
5. Let 
j
be an isomorphism from M
j
onto a von Neumann algebra N
j
(j = 1; : : : ; n). Then there is a unique isomorphism  =: 
1

    
 
n
from M
1

    
M
n
onto N
1

    
 N
n
such that
(A
1

    
A
n
) = 
1
(A
1
)
    
 (A
n
)
for A
1
2M
1
; : : : ;A
n
2M
n
.
6. The commutant of M
1

    
M
n
is M
0
1

    
M
0
n
.
For the type of the tensor product see Table 2.1, cf. [KR86, Table 11.1].
Table 2.1: The type of M
N
type of N
type
of
M
I
n
I
1
II
1
II
1
III
I
m
I
mn
I
1
II
1
II
1
III
I
1
I
1
I
1
II
1
II
1
III
II
1
II
1
II
1
II
1
II
1
III
II
1
II
1
II
1
II
1
II
1
III
III III III III III III
Remark 2.2.2. The table shows that the tensor product of a type II
1
algebra
with a type I
1
algebra is always of type II
1
. The converse is also true, i. e.
every type II
1
algebra is (isomorphic to) the tensor product of a type II
1
and
a type I
1
algebra (see e. g. [KR86, Theorem 6.7.10] and Theorem 3.3.2).
Let now M
1
; : : : ;M
n
be von Neumann algebras acting on Hilbert spaces
H
1
; : : : ;H
n
with cyclic and separating vectors u
1
2 H
1
; : : : ; u
n
2 H
n
, respec-
tively. Then u := u
1

    
 u
n
2 H := H
1

    
H
n
is a cyclic and separating
vector forM :=M
1

  
M
n
acting on H. For the modular objects we have
the following
Theorem 2.2.3. The modular objects (; J) of (M; u) are
 = 
1

    

n
and J = J
1

    
 J
n
where (
k
; J
k
) are the modular objects of (M
k
; u
k
) (k = 1; : : : ; n).
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2.2.2 (Discrete) Crossed Products
For details of the following construction we refer to [KR86] and [Str81]. Suppose
that M is a von Neumann algebra acting on a Hilbert space H, and G is a
discrete group (with unit e). An action (automorphic representation) of G on
M is a homomorphism  : g 7! 
g
from G into the group of automorphisms of
M. Such an action is unitarily implemented if there is a unitary representation
g 7! U(g) of G on H such that 
g
= adU
g
. Furthermore,  is properly outer if
the following condition is satised: if A 2M and g 2 G such that BA = A
g
(B)
for all B 2M, then g = e or A = 0. We say  acts freely onM if the following
condition is satised: if A 2 M and g 2 G such that CA = A
g
(C) for all
C 2M, then g = e or A = 0. Finally, the action  is ergodic ifM

= C , where
M

:= fA 2 Mj
g
(A) = A for all g 2 Gg is the centralizer (or xed point
algebra) of the action .
Denition 2.2.4. The (implemented) crossed product ofM by  is the von Neu-
mann algebra R(M; ) = M o

G acting on H 
 l
2
(G) which is generated
by
(A) := A
 I; V(g) := U(g)
 l
g
; (A 2M; g 2 G);
where (l
g
y)(h) := y(g
 1
h) for y 2 l
2
(G) and g; h 2 G.
Writing operators on H 
 l
2
(G) as matrices [S(p; q)], where p and q take
values in G and S(p; q) 2 L(H), we get (A) = [Æ
p;q
A] and V(g) = [Æ
p;gq
U(g)].
Elementary matrix calculations show that R(M; ) consists of all elements
of L(H) 
 l
2
(G) which have matrices of the form [U(pq
 1
)A(pq
 1
)], for some
mapping g 7! A(g) : G ! M, while the commutant R(M; )
0
consists of
all operators which have matrices of the form [U(p)A
0
(q
 1
p)U(p)

], for some
mapping g 7! A
0
(g) : G!M
0
.
Theorem 2.2.5. Let  be an action of the discrete group G on the von Neu-
mann algebra M.
1. (Relative Commutant Theorem)
(a)  is properly outer if and only if (M
0
) \ R(M; ) = (Z(M))
where (A
0
) := A
0

 I for A
0
2M
0
.
(b)  acts freely on Z(M) if and only if (Z(M))
0
\R(M; ) = (M).
2. If  is properly outer and its restriction to Z(M) is ergodic then the
crossed product R(M; ) is a factor.
3. The crossed product R(M; ) is a nite von Neumann algebra if and only
if there exists an -invariant nite normal faithful trace on M.
4. If there exists an -invariant n. s. f. trace on M then the crossed product
R(M; ) is seminite.
In the following we will give two important examples for the crossed product
construction.
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Example 2.2.6. Let H be the Hilbert space L
2
([0; 1) ; ) of square-integrable
functions with respect to Lebesgue measure  on the Borel -algebra of the
unit interval. Let further A = L
1
([0; 1) ; ) be the maximal abelian von Neu-
mann algebra of bounded measurable functions acting on the Hilbert space H
as multiplication operators. Moreover, let G be the group of all rational trans-
lations, modulo 1, of [0; 1). Then we can dene an action  of G on A such
that 
g
(f)(x) = f(fx   gg) for all g 2 G (x 2 [0; 1)) where fag denotes the
fractional part of the real number a. This action acts freely on A (hence, it is
also properly outer). It is also ergodic such that R(A; ) is a factor. R(A; )
is nite since the integral with respect to  is a normal faithful -invariant
nite trace on A, and it is of type II because H
 l
2
(G) is innite dimensional.
Together with Theorem 2.2.5 these properties imply that we have constructed
a type II
1
factor.
Example 2.2.7. Let now K be the Hilbert space L
2
(R; )) of square-integrable
functions with respect to Lebesgue measure  on the Borel -algebra of the the
real line R. Let further B = L
1
(R; ) be the maximal abelian von Neumann
algebra of bounded measurable functions acting on the Hilbert space K as mul-
tiplication operators. Moreover, let F be the group of all rational translations
of R. Then we can dene an action of F on B such that 
g
(f)(x) = f(x   g)
for all g 2 F (x 2 R). This action acts freely on B (hence, it is also properly
outer). It is also ergodic such that R(B; ) is a factor. R(B; ) is seminite
since the integral with respect to  is a n. s. f. -invariant trace on B. Since
the measure  is innite this trace is also innite. Because of the uniqueness of
the trace on a factor R(B; ) is innite as well. R(B; ) can not be of type I
because the trace on a I
1
factor restricted to the set of projections admits only
discrete values whereas Lebesgue measure on R admits a continuum of values.
Together with Theorem 2.2.5 these properties imply that we have constructed
a type II
1
factor.
If ' is an n. s. f. weight on the von Neumann algebraM then we can dene a
n. s. f. weight on R(M; ) by setting '^(A) := '(A(e)) (A = [U(pq
 1
)A(pq
 1
)] 2
R(M; )
+
). It is called the dual weight of '.
Theorem 2.2.8. Adopt the above notations. Let 
'^
t
be the modular automor-
phism group of '^ and let A = [U(pq
 1
)A(pq
 1
)] 2 R(M; ). Then

'^
t
(A) = [U(pq
 1
)B
t
(pq
 1
)] (t 2 R)
where B
t
(p) := [D(' Æ 
p
) : D']
t

'
t
(A(p)) (p 2 G, t 2 R).
Remark 2.2.9. If M is a von Neumann algebra with cyclic and separating
vector u 2 H the crossed product R(M; ) has the cyclic and separating vector
[Æ
p;e
u]
p2G
2 H 
 l
2
(G), the so-called dual vector of u. We will show later
(Theorem 3.4.6) that the modular group 
it
for R(M; ) corresponding to
[Æ
p;e
u]
p
has the form

it
= (H)
it
J(H)
it
J
it
a
;
if M is seminite with n. s. f. trace tr and 
a
is the positive operator with
matrix [Æ
p;q
U(p)A
p
U(p)

] and tr Æ
p
= tr
A
p
.
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2.3 Mathematical Applications of Modular Theory
Beside the fact that modular theory furnishes the standard form of every
von Neumann algebra acting on a separable Hilbert space, there are much
more applications. In this section we present some examples. The choice is
mainly motivated by the need of these example for the further development of
this thesis. We present the Connes' classication theory of type III factors
[Con73] and Haagerup's theory of operator valued weights [Haa79b, Haa79c].
For further applications we refer to [Str81], for instance. Recently modular
theory, especially the modular conjugation, has become important in the index
theory of subfactors, rst introduced by Jones [Jon83] or, more generally, of
arbitrary algebra inclusions dened by Kosaki [Kos86], and in the related basic
construction (see also [Jon91]).
Our presentation of the classication theory of type III factors and the
theory of operator valued weights follows [Str81]. Let in the following M be a
von Neumann algebra acting on the Hilbert space H with an n. s. f. weight '.
As in x2.1 we denote the modular automorphism group corresponding to ' by

'
t
. Then we can dene an invariant of M by
T (M) := ft 2 Rj
'
t
is an inner automorphismg:
Because of the Unitary Cocycle Theorem (see Theorem 2.1.15) this is an invari-
ant which is independent of the weight '. The group property of 
'
t
implies that
T (M) is a subgroup of the additive group R. Furthermore, Corollary 2.1.17
states that T (M) = R for all seminite algebras. In the separable case the con-
verse also is true, i. e. if T (M) = R the algebraM is seminite (see e. g. [Str81,
Proposition 27.2]). Hence, the invariant T (M) distinguishes between seminite
algebras and type III algebras but not between the various seminite ones.
In the following we restrict our considerations to the case of factors. We
consider the following invariant:
S(M) :=
\
'2W
nsf
(M)
(
'
)
where (
'
) denotes the spectrum of the (positive) modular operator 
'
cor-
responding to '. This invariant has the following properties:
Theorem 2.3.1. Adopt the above notations.
1. M is seminite if and only if 0 62 S(M). In this case, S(M) = f1g.
2. S(M) \ R
+

is a closed subgroup of the multiplicative group R
+

.
3. If M is not both innite and seminite then
S(M) :=
\
'
(
'
); (2.3.1)
where the intersection is taken over all faithful, normal states ' on M.
If M is both innite and seminite, i. e. M is of type I
1
or type II
1
,
S(M) = f1g, while the right hand side of (2.3.1) is f0; 1g.
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4. Let S(M) 6= f0; 1g. Then T (M) is the annihilator of S(M) \ R
+

in R.
Let nowM be a type III factor. Since S(M)\R
+

is a closed subgroup of R
+

and S(M) is a closed subset of [0;1) we have the following three possibilities
for S(M):
III
0
. S(M) = f0; 1g,
III
1
. S(M) = [0;1),
III

. S(M) = f0g [ f
n
jn 2 Zg for 0 <  < 1.
Denition 2.3.2. Let M be a factor of type III. Then M is of type III
0
, of
type III
1
, or of type III

for 0 <  < 1, if its invariant S(M) is of the form
III
0
, III
1
, or III

, respectively.
Remark 2.3.3. For the invariant T (M) we have the following possibilities in the
above cases:
III
0
. There are examples of factors M with T (M) = fntjn 2 Zg for every
t 2 R (see [Con73]).
III
1
. T (M) = f0g.
III

. T (M) = f2n= ln()jn 2 Zg.
Note that the invariant T (M) does not distinguish between type III
0
and the
other types, since Connes' example with t = 0 (t = 2= ln()) gives a type III
0
factor with T (M) = f0g (T (M) = f2n= ln()jn 2 Zg) as in the type III
1
(type III

) case.
With the help of the crossed product construction of x2.2 we can construct
examples of type III

factors:
Proposition 2.3.4. Let N be a factor of type II
1
, tr be an n. s. f. trace on
N , and  2 aut(N ) be an automorphism such that tr Æ =  tr for 0 <  < 1.
Then the action  : Z 37! 
n
2 autN is properly outer and the crossed product
M = R(N ; ) is a factor of type III

.
The dual weight  of the trace tr in this construction has the following
properties:
 
T

= id for T :=  
2
ln
.
 (I) =1.
Such n. s. f. weights are called generalized traces or -traces.
A similar construction leads to factors of type III
0
:
Proposition 2.3.5. Let N be a von Neumann algebra of type II
1
with diuse
center (i. e. the center has no minimal projections), let tr be an n. s. f. trace on
N , and let  2 aut(N ) be an automorphism acting ergodically on Z(N ) such
that tr Æ  
0
tr for one 0 < 
0
< 1. Then the action  : Z 37! 
n
2 autN
is free on the center of N and the crossed product M = R(N ; ) is a factor of
type III
0
.
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The dual weight  of the trace tr in this construction has the following
properties:
1. 1 is an isolated point in the spectrum of 

.
2. The centralizer M

is properly innite.
N. s. f. weights fullling property 1 are called lacunary weights and n. s. f. weights
fullling property 2 are called weights of innite multiplicity. Hence,  is a
lacunary weight of innite multiplicity.
The triples (N ; ; tr) of Proposition 2.3.4 and Proposition 2.3.5 are referred
to as a discrete decomposition of type III

and a discrete decomposition of type
III
0
, respectively.
Conversely, it can be shown that every factor of type III
0
or type III

can
be constructed in this way:
Theorem 2.3.6. LetM be a factor of type III

(0   < 1). Then there exists
a discrete decomposition (N ; ; tr) of type III

such that M is isomorphic to
R(N ; ).
Remark 2.3.7. 1. In the proof of this theorem the existence of a generalized
trace (a lacunary weight of innite multiplicity)  is crucial. The algebra
N can be chosen as the centralizer of  .
2. In the type III
1
case such a discrete decomposition in general does not
exist (see [Con74]). However, if we also consider continuous crossed prod-
ucts, the crossed product R(M; ) of a von Neumann algebra M with
its modular automorphism group  is always a seminite algebra (a type
II
1
one, if M is of type III) and there is an action ^ of R (the dual
action) on the crossed product such that M is isomorphic to the crossed
product R(R(M; ); ^).
We will show later that in special cases there also exist discrete decom-
positions of type III
1
factors (see x3.4.2).
Remark 2.3.8. In x2.2 we remarked that every II
1
algebra is the tensor product
of a type II
1
algebra with the I
1
factor. We have now seen that each type III

factor (0   < 1) is the crossed product of a type II
1
algebra with a discrete
action. This means that somehow all von Neumann algebras are reduced to the
type II
1
and type I case.
A further application of modular theory is the following existence and
uniqueness result for operator valued weights. An operator valued weight on
a von Neumann algebra M with values in a subalgebra N  M is a mapping
E :M
+
! N
+
with the properties
E(A + B) = E(A) + E(B);
E(A) = E(A);
E(N

AN) = N

E(A)N;
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where A;B 2 M
+
,   0, N 2 N . N
+
is the extended positive part of the
von Neumann algebra N which is the set of all functions m : N
+

! [0;1] such
that:
m('+  ) = m(') +m( );
m(') = m(');
m is lower semicontinuous,
with '; 2 N
+

,   0. Note that every positive operator aÆliated with N can
be considered as an element of N
+
[Str81, x 11.2]. We can dene the notions of
seminiteness, normality and faithfulness similarly to the corresponding notions
for (complex valued) weights. An operator valued weight E with E(I) = I is
called conditional expectation. An operator valued trace is an operator valued
weight with E(A

A) = E(AA

) for all A 2M.
Remark 2.3.9. Note that every n. s. f. weight is an n. s. f. operator valued weight
with values in C and that every normal operator valued weight can be extended
uniquely to the extended positive part of M [Str81, Proposition 11.4].
Theorem 2.3.10. Let ' be an n. s. f. weight on the von Neumann algebra M
and  an n. s. f. weight on the subalgebra N M. If

'
t
(N) = 
 
t
(N)
for all N 2 N and t 2 R, there exists a unique n. s. f. operator valued weight
E :M
+
! N
+
such that ' =  Æ E.
Remark 2.3.11. 1. LetM be a seminite algebra with trace tr, and let ! be
an n. s. f. weight on the center Z(M) ofM. Then Theorem 2.3.10 implies
the existence of an n. s. f. operator valued weight tr
M
with values in the
center Z(M) ofM such that tr(A) = !(tr
M
(A)) for A 2M
+
. tr
M
is an
operator valued trace, a so-called central trace.
2. Central traces are uniquely determined up to a positive element aÆliated
with the center of M. If M is a type I algebra, i. e. if there is an abelian
projection E with central carrier I, then tr
M
is unique as soon as we
demand tr
M
(E) = I. If M is nite and we require additionally tr(I) =
!(I) = 1, hence tr
M
(I) = I, then tr
M
is unique as well. In both cases it
is called the canonical central trace.
3. Two projections P;Q 2 P(M) are equivalent if and only if
tr
M
(P) = tr
M
(Q): (2.3.2)
2.4 Physical Applications of Modular Theory
One of the main motivations for research in modular theory nowadays is its ap-
plication in mathematical physics, especially in algebraic quantum eld theory.
In this section we present some important results which are part of the initial
motivation for this thesis.
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The rst observation is an application in quantum statistical mechanics
which motivated the term \KMS-Condition" for Theorem 2.1.6 and Theo-
rem 2.1.14 (for the following see e. g. [Haa92]). In (non-relativistic) quantum
mechanics the dynamics of a 1-component system conned to a box with nite
volume is given by the Hamilton operator H on a suitable Hilbert space H. A
general state of the system is given by a density matrix  (a positive trace class
operator). The expectation value of an observable A 2 L(H) is then given by
!(A) = tr(A):
Furthermore, the Gibbs states are the equilibrium states of the canonical en-
semble at inverse temperature  = (kT )
 1
(k is the Boltzmann constant, T the
absolute temperature) dened by


= Z
 1
e
 H
;
where Z = tr(e
 H
) is the partition function. These states have the following
property which was rst pointed out by Kubo and was later used by Martin
and Schwinger to dene \thermodynamic Green's functions":
G
()
A;B
() = F
()
A;B
(   i); (2.4.1)
where
F
()
A;B
(z) = !

(
z
(A)B)
G
()
A;B
(z) = !

(B
z
(A))
and 
z
(A) = e
iHz
Ae
 iHz
is the (complex) time evolution of an observable A 2
L(H). This observation motivated Haag, Hugenholtz, and Winnink ([HHW67])
to postulate (2.4.1) together with an analycity requirement for F as the den-
ing property of equilibrium states in the general algebraic setting of quantum
statistical mechanics. They called it KMS-condition. Comparison with The-
orem 2.1.6 implies that this is exactly the KMS-condition of the modular au-
tomorphism group of a faithful normal state if we set t =  =. Thus, the
equilibrium states with inverse temperature  are the faithful normal states
whose modular automorphism group 
t
is the time translation group. Further
details of this application can be found in [BR81].
The next application illuminates the signicance of modular theory in the
theory of local observables in the sense of Araki, Haag, and Kastler (for the
following see e. g. [Bor00]). We consider the case of the so-called vacuum repre-
sentation here, i. e. we associate to every bounded open region O in Minkowski
space R
d
a von Neumann algebra M(O)  L(H) acting on a Hilbert space H
with the following properties:
1. If O
1
 O
2
are bounded open regions, thenM(O
1
) M(O
2
) (isotony).
2. IfO
1
, O
2
are space-like separated regions, then the corresponding algebras
commute, i. e. M(O
1
) M(O
2
)
0
(locality).
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3. There exists a strongly continuous unitary representation U(; a) of the
Poincare group on H, such that
(a) The spectrum of the translations is contained in the forward light
cone.
(b) There exists a (unique) vector 
 2 H (the vacuum) such that
U(; a)
 = 
.
(c) adU(; a)M(O) =M(O + a) (covariance).
4. The vacuum is cyclic for the quasi-local algebra A := C

(
S
O
M(O)).
5. The global algebra M := A
00
is a non-trivial factor (M 6= C ).
6. We set M(U) := (
S
OU
M(O))
00
for unbounded open regions U . Then
(
S
a2R
d
M(O + a))
00
=M(R
d
) for every O (weak additivity).
There are more general axiom system, the axioms stated here are suÆcient
for our purposes, however. For more details we refer to [Haa92] or [BW92], for
instance. In this framework we have
Theorem 2.4.1 (Reeh-Schlieder-Theorem). The vacuum 
 is cyclic for
M(O) for any non-void open region O.
This theorem and Proposition 2.1.2 together with the axiom of locality then
implies that modular theory can be applied to the local algebraM(O) if O has
a non-void causal complement.
In some circumstances the modular objects have geometrical meanings. Let,
e. g. , W be the following wedge in Minkowski space R
4
W = fx 2 R
4
jx
1
>


x
0


g:
It can then be proved that the local algebraM(W) corresponding to the wedge
is a type III
1
factor (the (unique) hypernite type III
1
factor, if we assume
an additional property, the split property, see e. g. [BW92, Chapter 16,17])).
Furthermore, there is a uniquely dened one-parameter subgroup (t) of the
Lorentz group (the Lorentz boosts) mapping W onto itself:
(t) =
0
B
B
@
cosh(2t)   sinh(2t) 0 0
  sinh(2t) cosh(2t) 0 0
0 0 1 0
0 0 0 1
1
C
C
A
: (2.4.2)
Under these conditions it can be shown that the vacuum 
 is also the unique
invariant vector with respect to U((t)) for all t 2 R (For details see [BW92,
x 7.3]).
The next theorem connects the modular objects for the wedge algebra with
physical operators:
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Theorem 2.4.2 (Bisognano andWichmann). Adopt the above notations.
Assume that the local algebra M(W) for the wedge is generated by Wightman
elds (see e. g. [Haa92] for the axioms of Wightman elds). Then the modular
objects (; J) corresponding to the vacuum 
 full the following relations:
J = U(; e
1
)
 = U(( i=2));
where  is the PCT-operator, U(; e
1
) represents the rotation around the x
1
-
axis by , and ( i=2) is dened by (2.4.2).
For details and proofs we refer to [BW92, 16.1.1] or [Haa92, V.4.1], for
instance.
Remark 2.4.3. Theorem 2.4.2 states that the modular operator  for the wedge
algebra, which is a type III
1
factor, corresponding to the vacuum generates the
representation of the Lorentz boosts. Furthermore, we know that the vacuum is
the only vector invariant under this representation. Thus,  has only one eigen-
vector for the eigenvalue 1 (up to scalar multiples). Hence, we have an exam-
ple for a type III
1
factor with modular operator possessing a one-dimensional
eigenspace for the eigenvalue 1.
There are also other examples in which the modular objects act geometri-
cally. For instance, Buchholz showed that the modular group of the forward
light-cone coincides with the dilatations in a eld theory of massless, noninter-
acting particles [Buc78]. Hislop and Longo computed the action of the modular
group for the double cone in a conformal theory [HL82]. Borchers and Yngva-
son also investigated the action of the modular group for theories in thermal
representations (see [BY99]).
Moreover, we say that a theory fulls the Bisognano-Wichmann property
if the modular group of every wedge acts as in Theorem 2.4.2. One can then
prove further important results in the theory of local observables for theories
fullling the Bisognano-Wichmann property, like e. g. the PCT theorem. For
this and other applications see [Bor00] and the references therein.
Recent papers of Buchholz et. al. (see [BS93], [BDFS00], and [BMS00])
proposed some conditions involving the modular objects as selection criteria for
signicant states on arbitrary space-times, the so-called Condition of Geometric
Modular Action and Modular Stability Condition.
For a further application, the inverse problems, we refer to Chapter 5.
Chapter 3
General Form of Modular
Objects
In this chapter we will examine the modular objects in greater detail. Although
there is a rich literature on modular theory, most authors restrict their atten-
tion only to modular automorphism group whereas we investigate the modular
objects (modular operators and modular conjugations) themselves.
To this end, it is useful to introduce the concept of generalized vectors in
x3.1. In the remaining sections we will investigate the modular objects sepa-
rately for nite algebras, for innite but still seminite algebras, and for type
III factors.
The contents of x3.1 can be found in the more general situation of algebras
of unbounded operators in a series of papers by Inoue and others [IK94, Ino95b,
Ino95a, Ino97, IKO99]. Lemma 3.1.8 is a generalization of a calculation which
leads to the modular operator of derived weights to this more general context
(see [PT73] or [Str81, x 4]).
The results of x3.2 and x3.3 seem to be more or less common knowledge.
However, they can not be found explicitly in the literature in the form which is
needed here. In particular, the correspondence between vectors in the Hilbert
space on which a von Neumann algebra acts and operators aÆliated with this
von Neumann algebra (Lemma 3.2.3 and Lemma 3.3.5) can also be obtained by
the use of the so-called Haagerup's correspondence [Haa79a] (see also [Yam92]).
However, this construction is rather abstract such that the spatial meaning of
this correspondence (Corollary 3.2.4 and Corollary 3.3.6) is not clear. In the
nite case, however, Corollary 3.2.4 can be proved with the help of the so-called
T theorem by Dye and Skau [Dye52, Ska77] (see also [Tak83, Theorem I.6.3])
which is not applicable to the innite case. The form of the modular objects
for nite von Neumann algebras (Theorem 3.2.7) can be found in the case of
bounded invertible operators T
u
in [KR86]. The unbounded case and the gen-
eralization to seminite algebras (Theorem 3.3.9) are new. Note, however, that
the form of the modular operator for a seminite algebra can also be obtained
by other techniques using the known form of the modular automorphism group
(cf. Corollary 2.1.17) and seems to be common knowledge as well (see e. g.
[Wol97]). However, the form of the modular conjugations for this more general
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case can not be found in the literature.
The contents of x3.4 are essentially new. However, the form of the modular
operator corresponding to the dual of a trace (Proposition 3.4.3) can be found
in [Sun87]. As in the seminite case the form of the modular operator can also
be obtained with the help of the known modular automorphism group (Theo-
rem 2.2.8). Proceeding in this way one would not get the form of the modular
conjugation. The type III
1
results seem to be new, especially Lemma 3.4.8
which was suggested by Wollenberg.
3.1 Generalized Vectors
In this section we present the concept of generalized vectors, a concept intro-
duced by Inoue and Karwowski for algebras of unbounded operators (see [IK94],
[Ino95b], [Ino95a], [Ino97], [IKO99]). Since it simplies some proofs we also use
it in the context of von Neumann algebras (of bounded operators).
Denition 3.1.1. LetM be a von Neumann algebra acting on a Hilbert space
H. A linear map  from a subset D() of M into H is said to be a generalized
vector for M if the following conditions hold:
1. The domain D() of  is a left ideal of M.
2. (XA) = X(A) for all X 2M and A 2 D().
A generalized vector  for M is cyclic if (D()) is dense in H.
The following examples demonstrate that generalized vectors are a general-
ization of vectors and that they allow a description of weights analogous to the
description of states as vector states:
Example 3.1.2. LetM be a von Neumann algebra acting on a Hilbert space H.
1. Let v 2 H. The map 
v
dened by 
v
(A) := Av for all A 2 M is a
generalized vector for M, and it is cyclic if and only if v is cyclic.
2. Assume that H is the GNS Hilbert space with respect to a n. s. f. weight
'. Dene

'
: D(
'
) M!H
A 7! 
'
(A) := A;
where D(
'
) := N
'
= fA 2 Mj'(A

A) < 1g and H = N
'
'
. Then 
'
is a cyclic generalized vector for M.
Let now  be a generalized vector for the von Neumann algebra M such
that ((D()

D())
2
) is dense in H. Then  is cyclic and we can dene the
commutant of  (a generalized vector on the commutant of M):
D(
c
) = fA
0
2M
0
j9v
A
0
2 H : A
0
(X) = Xv
A
0
8X 2 D()g

c
(A
0
) = v
A
0
8A
0
2 D(
c
):
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Denition 3.1.3. Let M, , 
c
be dened as above. Then  is a cyclic and
separating generalized vector for M if 
c
((D(
c
)

D(
c
))
2
) is dense in H.
Example 3.1.4. We use the notation of Example 3.1.2.
1. Let v be a cyclic vector forM. Then D(
c
v
) =M
0
and 
c
v
(A
0
) = Av since
A
0

v
(X) = A
0
Xv = XA
0
v
for all X 2 D(
v
) = M and A
0
2 M
0
. Furthermore, 
v
is a cyclic and
separating generalized vector if and only if v is cyclic and separating.
2. Note rst that 
'
((N

'
N
'
)
2
) is dense inH since ' is seminite (see [Str81,
Theorem 2.2]). Let now A := N
'
\N

'
and
A
0
:= fz 2 Hjthe mapping m
z
: H  A!H
A 7! m
z
(A) = 
'
(A)z is boundedg;
where

'
:M! L(H)
M 7! 
'
(M)B = MB (B 2 N
'
 H)
is the GNS representation with respect to '. Every element in A
0
then
denes a bounded operator on H commuting with M and A
0
 D(
c
'
).
Furthermore, JA = A
0
where J is the modular conjugation with respect
to ' (see [KR86, p. 654]). Since ' is seminite, A
2
as well as
(A
0
)
2
= (JA)
2
= (A)
2
are dense in H. Thus, (M; 
'
) is a cyclic and separating generalized
vector for M.
Lemma 3.1.5 ([IK94]). Let  be a cyclic and separating generalized vector
such that ((D()

\ D())
2
) and 
c
((D(
c
)

\ D(
c
))
2
) are dense in H. Let

cc
  denote the commutant of 
c
.
1. 
c
((D(
c
)

\ D(
c
))
2
) is a right Hilbert algebra with right von Neumann
algebra M
0
.
2. 
cc
((D(
cc
)

\ D(
cc
))
2
) is a left Hilbert algebra with left von Neumann
algebra M
0
.
3. Let S

cc
be the closure of the involution 
cc
(A) 7! 
cc
(A

) for
A 2 D(
cc
) \ D(
cc
)

and let S

cc
= J

cc

1=2

cc
be the polar decomposition
of S

cc
. Then:
(a) J

cc
MJ

cc
=M
0
.
(b) 
it

cc
A
 it

cc
2M for A 2M.
(c) 
it

cc
B
 it

cc
2M
0
for B 2M
0
.
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Theorem 3.1.6 ([IK94]). Let  be as in Lemma 3.1.5, let S

denote the clo-
sure of the involution (A) 7! (A

) for A 2 D()\D()

, and let S

= J


1=2

be the polar decomposition of S

.
1. S

= S

cc
.
2. 

t
(A) := 
it

A
 it

(A 2 M, t 2 R) denes a one-parameter automor-
phism group of M.
3. The weight '

dened by
'

(A

A) :=


(A)j(A)

for A 2 D()
satises the KMS-condition with respect to 

t
.
Example 3.1.7. We use the notation of Example 3.1.2 and Example 3.1.4.
1. If v is cyclic and separating 
v
fulls the conditions of Theorem 3.1.6 and
(

v
; J

v
) are the modular objects with respect to (M; v).
2. Example 3.1.4 implies that 
'
fulls the prerequisites of Theorem 3.1.6 as
well. Then (

'
; J

'
) are (unitarily equivalent to) the modular objects
corresponding (M; ').
Let now  be a cyclic and separating generalized vector for a von Neu-
mann algebra M with modular objects (

; J

) and let A 2 D() \M


(i. e.
A 2 D() commutes with 
it

for all t 2 R) be a bounded invertible operator.
Setting 
A
:= (A) we can dene a vector u
0
:= 
A
(I) = (A) which is cyclic
and separating for M:
Lemma 3.1.8. u
0
:= 
A
(I) is a cyclic and separating vector for M and the
modular objects (
0
; J
0
) corresponding to u
0
are
J
0
= J

V

J

VJ

= VJ

V

and

0
= J
0
H
 1
0
J
0
H
0


;
where A = H
1=2
0
V is the polar decomposition of A.
Proof. 1. First note that the properties of cyclic and separating generalized
vectors imply that MA  D() and
Bu
0
= B
A
(I) = B(A) = (BA):
Moreover, if B 2 D() then B = BA
 1
A 2 MA, hence D()  MA and
D() =MA. The latter implies thatMu
0
= (MA) = (D()) is dense
in H.
To compute the commutant of 
A
, let A
0
2 M
0
and X 2 M = D(
A
).
Then
A
0

A
(X) = A
0
(XA) = XA
0
(A) = XA
0
u
0
;
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hence A
0
2 D(
c
A
) and 
c
A
(A
0
) = A
0
u
0
. If A
0
2 D(
c
) and X 2 M =
D(
A
) we get
A
0

A
(X) = A
0
(XA) = XA
c
(A
0
);
hence A
0
2 D(
c
A
) and 
c
A
(A
0
) = A
c
(A
0
). This implies that
M
0
u
0
= 
c
A
(D(
c
A
))  A
c
(D(
c
))
is also dense in H. Therefore u
0
is a cyclic and separating vector for M.
2. We show that the Tomita operator S
0
dened by
S
0

A
(B) = 
A
(B

) (B 2M)
can be written as
S
0
= H
 1
VSV

H; (3.1.1)
where S = J


1=2

is the Tomita operator corresponding to . To prove
this let B 2M. Then
(H
 1
VSV

H)
A
(B) = H
 1
VSV

H(BHV)
= H
 1
VS (V

HBHV)
| {z }
2(D()\D()

)D(S)
= H
 1
V(V

HB

HV)
= 
A
(B

):
Hence S
0
and H
 1
VSV

H coincide on 
A
(M). Now 
A
(M) is a core for
S
0
by denition and, since (D() \ D()

) is a core for S,

A
(M) = (MA) = H
 1
V(MA) =
= H
 1
V(D())  H
 1
V(D() \ D()

)
is also a core for H
 1
VSV

H. This proves (3.1.1).
Moreover,
S
0
= H
 1
VJ
1=2
V

H
= H
 1
VJV

H
1=2
= VJV

| {z }
=J
0
VJV

H
 1
VJV

H
1=2
| {z }
=
1=2
0
since A = HV commutes with  and the polar decomposition is unique.
3.2. FINITE ALGEBRAS 27
3.2 Finite Algebras
Throughout this sectionM is a nite von Neumann algebra acting on a Hilbert
space H with a cyclic, separating vector u
0
2 H and a (xed) tracial state tr
extended to all positive operators aÆliated with M (cf. Remark 2.3.9). The
aim of this section is to obtain a renement of Corollary 2.1.17. To this end we
rst establish a correspondence between vectors in H and operators aÆliated
with M and prove some properties of this correspondence. Finally, we show
how the modular objects corresponding to cyclic and separating vectors can be
expressed with the help of these operators.
Since M has a cyclic and separating vector, it is in its standard form, and
we can assume without loss of generality that H is the GNS space L
2
(M; tr)
of (M; tr) (cf. the remark following Theorem 2.1.12). In particular, this means
that the scalar product


j

2
on H = L
2
(M; tr) is generated by the trace on
M:


AjB

2
= tr(B

A) for A;B 2M
and the norm kk
2
coincides with the trace norm on M. If we extend the trace
to all positive closed operators aÆliated with M we have
tr(A) = lim
n!1
tr(A
n
) = sup
n
tr(A
n
)
for all sequences (A
n
)
n2N
in M with A
n
" A  0 [Str81, Proposition 11.4] (see
also Remark 2.3.9). In the following we establish a one-to-one correspondence
between the set N
tr
:= fTMj tr(T

T) < 1g of square-integrable operators
aÆliated with M and L
2
(M; tr).
We rst prove the following property of operators in N
tr
:
Proposition 3.2.1. Let T 2 N
tr
. ThenM regarded as a subset of H = L
2
(M; tr)
is a core for T.
Proof. Let T 2 N
tr
, let T = VH be its polar decomposition, and let E
M
2 M
be the spectral measure of H  0. We set H
n
:= E
[0;n]
H. If A 2M  L
2
(M; tr)
we get
k(VH
n
 VH
m
)Ak
2
2
 kAk
2
tr((H
n
 H
m
)
2
)! 0
for n;m ! 1. This implies A 2 D(T) and TA = lim
n!1
VH
n
A as vectors in
L
2
(M; tr).
Since H is positive, (I + H)
 1
2 M and the range of (I + H)
 1
coincides
with D(H). If x 2 D(H) = D(T) there is a vector y 2 H = L
2
(M; tr) such that
x = (I + H)
 1
y. Since M is dense in L
2
(M; tr) there is a sequence (A
n
)
n2N
in M converging to y. Therefore, setting B
n
:= (I + H)
 1
A
n
2 M we dene
a sequence (B
n
)
n2N
converging to x. Moreover, TB
n
= VHB
n
converges to
V(y   x) which implies that M is a core for T.
In the next proposition we show that every converging sequence in
MM = L
2
(M; tr) denes an operator in N
tr
.
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Proposition 3.2.2. Let (T
n
)
n2N
be a sequence in M which converges in
L
2
(M; tr) with respect to the trace norm. The assignment
T
0
:M L
2
(M; tr)! L
2
(M; tr)
A 7! T
0
A := lim
n!1
T
n
A
(3.2.1)
denes a (linear) closable operator whose closure T is aÆliated with M. Fur-
thermore, tr(T

T) <1.
Proof. 1. T
0
is well-dened since convergence of (T
n
)
n2N
in L
2
(M; tr) im-
plies convergence of (T
n
A)
n2N
in L
2
(M; tr) for every (bounded) A 2M:
kT
n
A  T
m
Ak
2
2
= tr(A

(T

n
  T

m
)(T
n
  T
m
)A)
 kAk
2
tr((T

n
  T

m
)(T
n
  T
m
))! 0 for n;m!1:
(3.2.2)
2. Let T

0
be dened as T
0
with (T

n
)
n2N
instead of (T
n
)
n2N
(note that
tr(A

A) = tr(AA

) for all A 2 M, such that (T

n
)
n2N
also converges in
L
2
(M; tr)). Then


T
0
AjB

2
= lim
n!1


T
n
AjB

2
= lim
n!1


AjT

n
B

2
=


AjT

0
B

2
:
for A;B 2M. It follows that (T
0
)

 T

0
and, since T

0
is densely dened,
T
0
is closable.
3. The closure T of T
0
is aÆliated withM. To prove this, let U
0
be a unitary
in M
0
. Since M is in standard form and nite there is a unitary V 2M
such that U
0
A = AV for all A 2 M (see [KR86, Theorem 7.2.15]). Let
now (A
k
)
k2N
denote a sequence in M such that
lim
k!1
A
k
= x 2 D(T)  L
2
(M; tr) and lim
k!1
TA
k
= Tx
both with respect to the trace norm kk
2
. Then



TU
0
A
k
  TU
0
A
l



2
= kTA
k
V   TA
l
Vk
2
= kTA
k
  TA
l
k
2
;
and thus U
0
x 2 D(T) with lim
k!1
TU
0
A
k
= TU
0
x. Moreover,
TU
0
x = lim
k!1
lim
n!1
T
n
U
0
A
k
= lim
k!1
lim
n!1
T
n
A
k
V
= lim
k!1
lim
n!1
U
0
T
n
A
k
= U
0
Tx:
Similarly, U
0
x 2 D(T) implies x 2 D(T). Hence, D(TU
0
) = D(T) and T
is aÆliated with M.
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4. Furthermore, we get
tr(T

T) = lim
n!1
kT
n
k
2
2
<1;
hence T 2 N
tr
.
The same calculation as in (3.2.2) now implies that a sequence converging
to 0 in L
2
(M; tr) corresponds to 0 2 M. Therefore, the correspondence es-
tablished by Proposition 3.2.2 is between vectors in L
2
(M; tr) and N
tr
. It is
injective. Indeed, let (T
n
)
n2N
and (S
n
)
n2N
denote two sequences in M con-
verging in L
2
(M; tr) such that the corresponding operators T and S 2 N
tr
are
equal. We obtain
lim
n!1
T
n
I = TI = SI = lim
n!1
S
n
I (3.2.3)
since the identity I 2 M is in D(T) \ D(S) (cf. Proposition 3.2.1). Equality
(3.2.3) implies lim
n!1
tr((T
n
 S
n
)

(T
n
 S
n
)) = 0, i. e. lim
n!1
T
n
= lim
n!1
S
n
in L
2
(M; tr).
On the other hand, let T 2 N
tr
, let T = VH be its polar decomposition,
and let E
M
2 M be the spectral measure of H  0. Setting H
n
:= E
[0;n]
H we
get a sequence (VH
n
)
n2N
in M converging in L
2
(M; tr) since
tr((H
n
V

 H
m
V

)(VH
n
 VH
n
)) = tr((H
n
 H
m
)
2
) = tr(H
2
n
 H
2
m
)! 0
for n;m!1.
Furthermore, let
~
T be the operator dened by (3.2.1) with the sequence
(VH
n
)
n
instead of (T
n
)
n
. According to Proposition 3.2.1, we have
TA = lim
n!1
VH
n
A =
~
TA for A 2M  D(T). SinceM is a core for T the two
operators T;
~
T coincide. We have thus constructed a bijective correspondence
between vectors in L
2
(M; tr) and N
tr
.
In the following lemma, we summarize the results obtained so far.
Lemma 3.2.3. There is a bijective correspondence between vectors in L
2
(M; tr)
and operators in N
tr
. We denote the operator corresponding to a vector u by
T
u
.
In the following we will always write L
2
(M; tr) for N
tr
. The action of M
(and L
2
(M; tr)) on L
2
(M; tr) is multiplication from the left. Since in the GNS
representation the trace is generated by a cyclic vector u
tr
which corresponds
to the identity I in M we have now T
u
u
tr
= u for every u 2 H. Furthermore,
T
u
is the only operator with this property since u
tr
is separating. We have thus
proved:
Corollary 3.2.4. For every vector u 2 H there exists exactly one operator
T
u
2 L
2
(M; tr) aÆliated with M such that T
u
u
tr
= u.
Remark 3.2.5. 1. The operator T
u
can also be obtained by the so called
\T theorem" by Dye and Skau (see e. g. [Tak83, Theorem 6.3], cf. also
[Bol00a]). We chose our approach because it is also applicable in the
innite, seminite case.
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2. Let ! :=


uju

be the normal state generated by a cyclic and separating
vector u. Set B := T
u
T

u
M. Then
!(A) =


Auju

=


AT
u
u
tr
jT
u
u
tr

= tr(T

u
AT
u
)
= tr(T
u
T

u
A) = tr
B
(A) for all A 2M;
and Theorem 2.1.16 implies that [D! : D tr]
t
= B
it
.
Lemma 3.2.6. Let u be a vector in H. Suppose that T
u
2 L
2
(M; tr) is the
operator corresponding to u such that u = T
u
u
tr
. Then the following assertions
are equivalent:
(i) T
u
is injective.
(ii) u is cyclic.
(iii) u is separating.
(iv) T
u
has dense range.
Proof. Let T
u
= VH be the polar decomposition of T
u
where V 2 M is a
partial isometry and HM is positive.
(i), (ii): Assume that T
u
is injective, and set
T
n
:= E
[1=n;n]
H
 1
V

2M;
where E
M
is the spectral measure of H. If M 2M then MT
n
T
u
tends to
M in L
2
(M; tr), henceMT
u
is dense in L
2
(M; tr) sinceM is dense, and
u is cyclic.
If T
u
is not injective, let 0 6= E 2M be the projection onto the kernel of
T
u
. If u was cyclic there would be a sequence M
n
such that M
n
T
u
would
tend to I in L
2
(M; tr), but then M
n
T
u
E = 0 would also tend to E 6= 0
which is a contradiction.
(iii), (iv): u is separating, if and only if Mu = 0 for M 2 M implies M = 0.
The latter holds if and only if MT
u
= 0 for M 2M implies M = 0 which
holds if and only if T
u
has dense range.
(iv), (i): T
u
has dense range if and only if VV

= I. Since M is nite the
latter holds if and only if V

V = I, i. e. if and only if H has dense range.
Since H is selfadjoint it has dense range if and only if it is injective, which
holds if and only if T
u
is injective.
Now we investigate how the modular objects of the cyclic and separating
vector u
0
2 H for a nite von Neumann algebra M are related to the operator
T
u
0
.
Let again u
tr
be a xed cyclic trace vector for the nite algebraM. We can
then dene a conjugation J (the modular conjugation corresponding to u
tr
) by
J : H ! H
Au
tr
7! JAu
tr
= A

u
tr
:
(3.2.4)
Note that A 7! JA

J is an anti-isomorphism from M onto M
0
.
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Theorem 3.2.7. LetM be a nite von Neumann algebra with cyclic and sepa-
rating vector u
0
2M and cyclic trace vector u
tr
2 H. Let further T
u
0
M be the
invertible operator corresponding to u
0
with tr(T

u
T
u
) < 1. Let T
u
0
= H
1=2
0
V
be the polar decomposition of T
u
0
. Then the modular objects (
0
; J
0
) of (M; u
0
)
are
J
0
= JV

JVJ = VJV

;
where J is the conjugation dened by (3.2.4), and

0
= J
0
H
 1
0
J
0
H
0
;
where the product is the closure of the product of the two commuting operators
H
0
and J
0
H
 1
0
J
0
.
Proof. Let E
n
:= E
[1=n;n]
2 M be the spectral projections of H corresponding
to the interval [1=n; n]. Then T
n
:= (HE
n
+ (I   E
n
))V is in M. Dening
u
n
:= T
n
u
tr
we obtainb a sequence of cyclic and separating vectors (T
n
are
invertible operators in M, cf. Lemma 3.2.3) converging to u
0
with modular
objects
J
n
= JV

JVJ = VJV

and

n
= JV

(HE
n
+ (I  E
n
))
 2
VJ(HE
n
+ (I  E
n
))
2
;
where J is the conjugation corresponding to the trace vector u
tr
dened by
(3.2.4) (see [KR86, 9.6.11]).
By Theorem 2.1.8 the modular conjugation of u
0
= lim
n!1
u
n
is JV

JVJ =
VJV

since all u
n
lie in the same natural (closed) cone. Furthermore, the mod-
ular groups 
it
n
corresponding to u
n
converge in the strong operator topology
to the modular group 
it
0
corresponding to u
0
(cf. [Str81, p.106]). Since

it
n
= JV

(HE
n
+ (I  E
n
))
2it
VJ(HE
n
+ (I  E
n
))
2it
and operator multiplication is continuous on bounded sets with respect to the
strong operator topology, we have

it
0
= so  lim
n!1

it
n
= JV

H
2it
VJH
2it
= VJV

H
2it
VJV

H
2it
= J
0
H
it
0
J
0
H
it
0
:
Since J
0
H
 1
0
J
0
and H
0
commute, J
0
H
 1
0
J
0
 H
0
is closable (cf. [KR83, 5.6.15])
and the closure J
0
H
 1
0
J
0
H
0
is selfadjoint such that 
0
= J
0
H
 1
0
J
0
H
0
.
3.3 Properly Innite, Seminite Algebras
Throughout this section M is a seminite, properly innite von Neumann al-
gebra acting on a Hilbert space H with a cyclic, separating vector u
0
2 H
and a (xed) tracial weight tr extended to all positive operators aÆliated with
32 CHAPTER 3. GENERAL FORM OF MODULAR OBJECTS
M. The aim of this section is to obtain a renement of Corollary 2.1.17 in
this case as well. To this end, we rst establish a correspondence between vec-
tors in H and operators aÆliated with M and prove some properties of this
correspondence in analogy to x3.2. Finally, we show how the modular objects
corresponding to cyclic and separating vectors can be expressed with the help
of these operators.
We rst cite the following result [KR86, Proposition 6.3.12].
Proposition 3.3.1. Let M be a type II
1
von Neumann algebra. Then there
is a countable family of nite equivalent projections with sum I.
In the type I
1
case the family of countably many abelian projections with
central carriers I and sum I is a countable family of nite equivalent projections.
Moreover, a seminite, properly innite von Neumann algebra is by denition
the direct sum of a type I
1
and a type II
1
algebra. Hence, the following the-
orem can be proved for all seminite, properly innite von Neumann algebras:
Theorem 3.3.2. LetM be a properly innite, seminite von Neumann algebra.
Then there is a nite algebra N such that M is isomorphic to N 
L(K), where
K is an innite dimensional Hilbert space.
Corollary 3.3.3. IfM is of type I
1
the nite algebra N in Theorem 3.3.2 can
be chosen to be of type I
1
. IfM is of type II
1
the nite algebra in Theorem 3.3.2
is of type II
1
.
Proofs can be found in [KR86, Theorem 6.7.10].
As in x3.2 we again assume without loss of generality that H is the GNS
space L
2
(M; tr) with respect to (M; tr) and that the scalar product


j

2
on
H = L
2
(M; tr) is generated by the trace on N
tr
 M. We can now prove the
following results in the same way as the corresponding results of x3.2 substitut-
ing N
tr
for M.
Proposition 3.3.4. Let (T
n
)
n2N
be a sequence in N
tr
which converges in
L
2
(M; tr) with respect to the trace norm. The assignment
T
0
: N
tr
 L
2
(M; tr)! L
2
(M; tr)
A 7! T
0
A := lim
n!1
T
n
A
(3.3.1)
denes a (linear) closable operator whose closure T is aÆliated with M. Fur-
thermore, tr(T

T) <1.
Lemma 3.3.5. There is a bijective correspondence between vectors in L
2
(M; tr)
and operators in N
tr
. We denote the operator corresponding to a vector u by
T
u
.
In the following we will always write L
2
(M; tr) for N
tr
. The action of N
tr
(and L
2
(M; tr)) on L
2
(M; tr) is multiplication from the left.
Let now (E
n
)
n2N
be a countable orthogonal family of pairwise equiva-
lent, nite projections with sum I. Such a family exists by Proposition 3.3.1.
Then tr =
P
n
tr
n
, where tr
n
:= tr(E
n
 E
n
) are traces on the nite algebras
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M
n
:= E
n
ME
n
. In the GNS representation the trace is generated by the se-
quence of vectors v
n
which correspond to the projections E
n
in M, because
X
n


Av
n
jv
n

=
X
n
tr(E
n
AE
n
) =
X
n
tr
n
(A) = tr(A) (A 2 F
tr
):
Furthermore, since
P
E
n
= I, we have
P
n
T
u
v
n
= u for every u 2 H and T
u
is
the only operator with this property by Lemma 3.3.5. We have thus proved:
Corollary 3.3.6. For every vector u 2 H there exists exactly one operator
T
u
2 L
2
(M; tr) aÆliated with M such that
P
n
T
u
v
n
= u.
Remark 3.3.7. 1. As in Remark 3.2.5.2 B := T
u
T

u
M is the positive oper-
ator such that [D! : D tr]
t
= B
it
where ! :=


uju

is the normal state
generated by a cyclic and separating vector u.
2. Another way to get the operator T
u
and the sequence (v
n
)
n2N
dened
above is to use the tensor product decomposition of II
1
algebras in a
nite algebra and a I
1
factor (see Theorem 3.3.2) and the results of x3.2
for nite algebras. This way was considered in [Bol00b].
Lemma 3.3.8. Let u be a vector in H. Suppose that T
u
2 L
2
(M; tr) is the
operator corresponding to u such that u =
P
n
T
u
v
n
. Then the following asser-
tions hold:
(i) T
u
is injective if and only if u is cyclic.
(ii) T
u
has dense range if and only if u is separating.
Proof. The proofs are exactly the same as those of the corresponding assertions
in Lemma 3.2.6.
Now we investigate how the modular objects of the cyclic and separating
vector u
0
2 H for a seminite, properly innite von Neumann algebra M are
related to the operator T
u
0
.
The family (v
n
)
n2N
dened above is an orthogonal cyclic family both for
M and M
0
(an orthogonal cyclic family for a von Neumann algebra M is a
family of vectors such that [Mv
n
] are mutually orthogonal and
P
n
[Mv
n
] = I,
see [RVDV77]). Indeed,


Mv
n
jNv
m

= tr(E
m
N

ME
n
) = Æ
n;m
tr
n
(N

M)
for m;n 2 N and M;N 2 M. Hence [Mv
m
] ? [Mv
m
] for n 6= m, and
P
n
[Mv
n
] = I since
P
n
E
n
= I. On the other hand, since M is in standard
form and seminite, we have
[M
0
v
n
] = [M
0
E
n
] = [E
n
M] = E
n
:
Hence, (v
n
)
n
is an orthogonal cyclic family for M
0
as well.
Dening

0
: D(
0
) M!H
M 7! 
0
(M) :=
X
n
Mv
n
;
(3.3.2a)
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with domain
D(
0
) = N
tr
= fM 2Mj tr(M

M) =
X
n
kMv
n
k
2
<1g (3.3.2b)
we obtain a cyclic generalized vector for M such that

0
((D(
0
)

\ D(
0
))
2
) = 
0
(D(
0
)
2
)
is dense in H (cf. Example 3.1.4). Let further
D(
c
0
) = fM
0
2M
0
j9v
M
0
: M
0

0
(X) = Xv
M
0
8X 2 D(
0
)g

c
0
(M
0
) = v
M
0
8M
0
2 D(
c
0
)
be the commutant of 
0
. Fix an M
0
2M
0
such that
P
n



M
0
v
n



2
<1. Then
M
0
X
n
Xv
n
=
X
n
XM
0
v
n
= X
X
n
M
0
v
n
for all X 2 D(
0
), hence M
0
2 D(
c
0
) and 
c
0
(M
0
) =
P
n
M
0
v
n
.
On the other hand, if M
0
2 D(
c
0
) then
X
n



M
0
v
n



2
=
X
n






M
0
X
j
E
j
v
n






2
=
X
n






M
0
X
j
E
n
v
j






2
=
X
n



M
0

0
(E
n
)



2
=
X
n


E
n
v
M
0


2
=


v
M
0


2
<1
since E
n
= [M
0
v
n
] 2 N
tr
= D(
0
) and
P
n
E
n
= I. Thus, we have shown
D(
c
0
) = fM
0
2M
0
:
X
n



M
0
v
n



2
<1g

c
0
(M
0
) =
X
n
M
0
v
n
:
This implies that 
c
0
is also a cyclic generalized vector for M
0
such that

c
0
((D(
c
0
)

\ D(
c
0
))
2
) = 
c
0
(D(
c
0
)
2
)
is dense inH (cf. Example 3.1.4). Thus 
0
is a cyclic and separating generalized
vector for M fullling the prerequisites of Lemma 3.1.5 and Theorem 3.1.6.
Since tr(A

A) =



0
(A)j
0
(A)

for A 2 N
tr
the modular objects (; J) are
(unitarily equivalent to) those of tr and therefore  = I. Using the modular
conjugation J corresponding to the cyclic and separating generalized vector 
0
we dene an anti-isomorphism from M onto M
0
by A 7! JA

J.
Theorem 3.3.9. Let M be a seminite von Neumann algebra with cyclic and
separating vector u
0
2M. Let further T
u
0
M be the invertible operator corre-
sponding to u
0
with tr(T
u
T

u
) <1. Let T
u
0
= H
1=2
0
V be the polar decomposition
of T
u
0
. Then the modular objects (
0
; J
0
) of (M; u
0
) are
J
0
= JV

JVJ = VJV

;
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where J is the above dened conjugation of 
0
, and

0
= J
0
H
 1
0
J
0
H
0
;
where the product is the closure of the product of the two commuting operators
H
0
and J
0
H
 1
0
J
0
.
Proof. 1. The nite case was treated in Theorem 3.2.7.
2. Assume rst that T
u
0
;T
 1
u
0
2 N
tr
\ M
tr
= N
tr
= D(
0
). Note that
u
0
=
P
k
T
u
0
v
k
= 
0
(T
u
0
). Therefore Lemma 3.1.8 yields the assertion
in the bounded case since  = I.
3. The approximation in the unbounded case is the same as in the proof of
Theorem 3.2.7.
3.4 Type III Factors
3.4.1 Type III

Factors (0   < 1)
Throughout this section M is a type III

(0   < 1) von Neumann factor
acting on a Hilbert space H with a cyclic, separating vector u
0
2 H. The aim
of this section is to obtain a renement of Theorem 2.2.8. To this end, we rst
establish a correspondence between vectors in H and operators aÆliated with
a type II
1
subalgebra of M which allows a discrete decomposition of M (cf.
Theorem 2.3.6). Then we can use the results of x3.3 and show how the modular
objects can be expressed with the help of these operators.
We will rst show that the III

case can essentially be reduced to a II
1
problem.
Proposition 3.4.1. Let u
0
2 H be a cyclic and separating vector for the III

factor M (0 <  < 1). Then there exist a II
1
factor N acting on a Hilbert
space K, an automorphism  2 aut(N ), and a cyclic and separating vector
w
0
2 K for N such that the following conditions are satised:
(i) N has an n. s. f. trace tr such that tr Æ =  tr,
(ii) M is the crossed product of N by , i. e. M = R(N ; ),
(iii) u
0
= w
0

x
0
2 K
l
2
(Z) = H where x
0
2 l
2
(Z) is the function x
0
(h) = Æ
0;h
(h 2 Z).
Proof. 1. Let ! be the vector state generated by u
0
. Then there exists a
generalized trace  = !
A
(A 2 M
!
, I  A < I) which commutes with
! [Str81, Theorem 30.7]. If we choose N = M

and  = adU
jN
where
U 2M is a unitary such that  = ÆadU [Str81, x 29.5], R(N ; ) is a dis-
crete decomposition of M (cf. Theorem 2.3.6 and Remark 2.3.7). In par-
ticular, there is an isomorphism  : R(N ; )!M such that 
N
= id
N
.
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2. Set K := [Nu
0
] and let N act on K, which is possible without loss of gen-
erality since u
0
is separating. Then w
0
:= u
0
2 K is cyclic and separating
for N . A simple calculation implies that
u^
0
= [Æ
0;n
w
0
]
n2Z
2
M
n2Z
K = K 
 l
2
(Z)
is cyclic and separating for R(N ; ) acting on
L
n2Z
K. Let !
0
be the vec-
tor state generated by u^
0
. If we can show that !
0
= !Æ, Theorem 2.1.10
implies that  is implemented by a unitary V :
L
n2Z
K ! H such that
u
0
= Vu^
0
. To prove this, let
E
0
([U(n m)M(n m)]) := M(0) (3.4.1)
for all [U(n  m)M(n  m)] 2 R(N ; ) be the unique !
0
-invariant nor-
mal faithful conditional expectation from R(N ; ) onto N (see Theo-
rem 2.3.10). Then ( Æ E
0
Æ 
 1
) is !-invariant and
!
0
(M) = !
0
(E
0
(M)) = !
0
(M(0)) = !((M(0)))
= !(( Æ E
0
Æ 
 1
)((M))) = !((M))
for all M = [U(n m)M(n m)] 2 R(N ; ), which concludes the proof.
The analogue of Proposition 3.4.1 for the type III
0
case is the following:
Proposition 3.4.2. Let u
0
2 H be a cyclic and separating vector for the III
0
factor M. Then there exist a II
1
algebra N acting on a Hilbert space K, an
automorphism  2 aut(N ), a cyclic and separating vector w
0
2 K for N such
that the following conditions are satised:
(i) N has diuse center and an n. s. f. trace tr,
(ii) there is an n. s. f. trace tr on N such that tr Æ  
0
tr for a 0 < 
0
< 1,
(iii) M is the crossed product of N by , i. e. M = R(N ; ),
(iv) u
0
= w
0

 x
0
2 K 
 l
2
(Z) = H, where x
0
2 l
2
(Z) is the function
x
0
(h) = Æ
0;h
(h 2 Z).
Proof. 1. Let ! be the vector state generated by u
0
. Then there exists a
lacunary weight of innite multiplicity  = !
B
(B 2 M
!
, B < I) which
commutes with ! [Str81, Theorem 30.7]. We can again choose N =M

and  = adU
jN
with an appropriate chosen unitary U 2 U(M) (cf. [Str81,
Lemma 30.2]) for the discrete decomposition of M.
2. The same reasoning as in the second part of the proof of Proposition 3.4.1
leads to the assertion.
Throughout the remainder of this subsection N is a type II
1
algebra with
cyclic and separating vector w
0
, trace tr, and automorphism  2 aut(N ) such
that the properties of Proposition 3.4.1 or Proposition 3.4.2 are fullled. The
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results of x3.3 imply the existence of an orthogonal family (v
k
)
k2N
in K which
is cyclic for N and N
0
and a corresponding cyclic and separating generalized
vector 
0
for N generated by (v
k
)
k2N
. Furthermore,
P
k


v
k
jv
k

= tr and there
exists an invertible operator T
0
2 N such that
w
0
=
X
k
T
0
v
k
and T
0
T

0
< I (3.4.2)
(see the proofs of Proposition 3.4.1 and Proposition 3.4.2, and Remark 3.3.7).
Dene v^
k
:= [Æ
0n
v
k
]
n2Z
2 H. Then
 =
b
tr = tr ÆE
0
=
X
k


v^
k
jv^
k

;
where  is the generalized trace (lacunary weight of innite multiplicity) which
exists according to Proposition 3.4.1 or Proposition 3.4.2, respectively, and E
0
is dened by (3.4.1). Moreover, setting
^
T
0
:= [Æ
n;m
T
0
]; (3.4.3)
we obtain u
0
=
P
k
^
T
0
v^
k
.
Dening
~
0
: D(~
0
) M!H
M 7! ~
0
(M) :=
X
k
Mv^
k
(3.4.4a)
with domain
D(~
0
) = N

= fM 2M : (M

M) =
X
k
kMv^
k
k
2
<1g; (3.4.4b)
~
0
is a cyclic generalized vector forM such that ~
0
((D(~
0
)

\D(~
0
))
2
) is dense
in H (cf. x3.3). Let further
D(~
c
0
) = fM
0
2M
0
: 9v
M
0
: M
0
~
0
(X) = Xv
M
0
8X 2 D(~
0
)g
~
c
0
(M
0
) = v
M
0
8M
0
2 D(~
c
0
)
be the commutant of ~
0
. With the same calculations as in x3.3 we get
D(~
c
0
) = fM
0
2M
0
:
X
k



M
0
v^
k



2
<1g
~
c
0
(M
0
) =
X
k
M
0
v^
k
:
Then ~
c
0
is a cyclic generalized vector for M
0
such that ~
c
0
((D(~
c
0
)

\ D(~
c
0
))
2
)
is dense in H. Hence, ~
0
is a cyclic and separating generalized vector for M
fullling the prerequisites of Lemma 3.1.5 and Theorem 3.1.6.
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Proposition 3.4.3. The modular operator corresponding to ~
0
is
D(
~
0
) = fu = [u
n
]
n
2 HjU(n)

u
n
2 D(A
n
);
X
n
kU(n)A
n
U(n)

u
n
k
2
<1g

~
0
([u
n
]
n
) = [U(n)A
n
U(n)

u
n
]
n
8u = [u
n
]
n
2 D(
~
0
)
(3.4.5)
(
~
0
= [Æ
n;m
U(n)A
n
U(n)

]
n;m
=
L
n2Z
U(n)A
n
U(n)

, for short) where A
n
is
the unique positive invertible operator aÆliated with Z(N ) such that
tr Æ
n
= (tr)
A
n
(n 2 Z) (cf. Theorem 2.1.16 for the notation) and adU(n) = 
n
.
Remark 3.4.4. Note that Proposition 3.4.3 was proved in a slightly dierent
context in [Sun87, Proposition 4.2.5].
Proof of Proposition 3.4.3. The proof is essentially a adaptation of the proof of
Proposition 4.2.5 in [Sun87] for the dierent context used here. We sketch it
for the sake of clearness.
Let S
~
0
be the Tomita operator corresponding to ~
0
dened by
S
~
0
~
0
(M) = ~
0
(M

) for M 2 D(~
0
) \ D(~
0
)

:
Let further
~
 denote the operator dened by (3.4.5). Dene
D
0
:= fu = [u
n
]
n
2 HjU(n)

u
n
2 
0
(D(
0
) \ D(
A
n
)) = 
0
(N
tr
\N
tr
A
2
n
);
u
n
6= 0 only for nitely many n 2 Zg;
(3.4.6)
where 
A
n
is the cyclic and separating generalized vector for N which dened
by 
A
n
() = 
0
(A
n
). It generates the n. s. f. trace tr
A
2
n
on N . Then D
0
is a
core for
~
 since 
0
(N
tr
\N
tr
A
2
n
) is a core for A
n
(n 2 Z) [Sun87, Lemma 4.2.3].
Let u = [u
n
]
n
2 D
0
, i. e. there are N(n) 2 N
tr
\ N
tr
A
2
n
 N such that
U(n)

u
n
= 
0
(N(n)). [Sun87, Lemma 4.2.4] implies
N := [U(n m)N(n m)] 2 D(~
0
) \ D(~
0
)

:
Hence, u = ~
0
(N) 2 D(
~
S).
Let further M 2 D(~
0
) \ D(~
0
)

 M with M = [U(n  m)M(n  m)]
n;m
.
Then


S
~
0
~
0
(M)jS
~
0
~
0
(N)

=


~
0
(M

)j~
0
(N

)

=


X
k
M

v^
k
j
X
k
N

v^
k

=
X
n
X
k


M( n)

U(n)v
k
jN( n)

U(n)v
k

=
X
n
tr(U(n)

N( n)M( n)

U(n))
=
X
n
tr(A
 n
N( n)M( n)

)
=
X
n
tr(M(n)

A
n
N(n)):
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Furthermore,
X
n
tr(M(n)

A
n
N(n)) =
X
n
X
k


A
n
N(n)v
k
jM(n)v
k

=
X
n
X
k


U(n)A
n
U(n)

U(n)N(n)v
k
jU(n)M(n)v
k

=


~
~
0
(N)j~
0
(M)

:
Hence, u = ~
0
(N) 2 D(S

~
0
S
~
0
) = D(
~
0
) and
~
u = S

~
0
S
~
0
u = 
~
0
u. Thus

~
0
and
~
 coincide on the core D
0
for
~
. Since
~
 and 
~
0
are selfadjoint this
implies
~
 = 
~
0
.
Corollary 3.4.5. Let H 2 M

, i. e. H has matrix [Æ
n;m
B]
n;m
with B 2 N .
Then
J
~
0
HJ
~
0
= [Æ
n;m
U(n)JBJU(n)

]
where J
~
0
is the modular conjugation corresponding to ~
0
and J is the modular
conjugation corresponding to the cyclic and separating generalized vector 
0
for
N =M

.
Proof. Let D
0
be the set dened by (3.4.6). D
0
is then a core for 
1=2
~
0
[Sun87, Lemma 4.2.3]. Let u 2 
1=2
~
0
D
0
, i. e. u = 
1=2
~
0
[U(n)
P
k
N(n)v
k
]
n
where
N(n) 2 N (n 2 Z) and N(n) 6= 0 for nitely many n 2 Z. Then
J
~
0
HJ
~
0
u = J
~
0
[Æ
n;m
B]
n;m
S
~
0
"
X
k
U(n)N(n)v
k
#
n
= J
~
0
[Æ
n;m
B]
n;m
"
X
k
N( n)

U(n)v
k
#
n
= J
~
0
"
X
k
BN( n)

U(n)v
k
#
n
:
(3.4.7)
Now
tr
A
n
(U(n)

N( n)B

U(n)U(n)

BN( n)

U(n)) =
= tr(N( n)B

BN( n)

)  kBk
2
tr(N( n)

N( n)) <1
(cf. the denition of D
0
), and therefore
X
k



A
1=2
n
U(n)

BN( n)

U(n)v
k



=
= tr
A
n
(U(n)

N( n)B

U(n)U(n)

BN( n)

U(n)) <1
which implies
P
k
U(n)

BN( n)

U(n)v
k
2 D(A
1=2
n
) and
"
X
k
BN( n)

U(n)v
k
#
n
2 D(
1=2
~
0
):
40 CHAPTER 3. GENERAL FORM OF MODULAR OBJECTS
Hence, we can continue (3.4.7):
J
~
0
HJ
~
0
u = 
1=2
~
0
J
~
0

1=2
~
0
"
X
k
BN( n)

U(n)v
k
#
n
= 
1=2
~
0
"
X
k
U(n)N(n)B

v
k
#
n
=
"
A
1=2
n
X
k
U(n)N(n)B

v
k
#
n
=
"
A
1=2
n
X
k
U(n)JBN(n)

v
k
#
n
=
"
A
1=2
n
X
k
U(n)JBJU(n)

U(n)N(n)v
k
#
n
=
"
X
k
U(n)JBJU(n)

A
1=2
n
U(n)N(n)v
k
#
n
:
The latter holds since A
1=2
n
Z(M

) = Z(N ). Moreover,
J
~
0
HJ
~
0
u = [Æ
n;m
U(n)JBJU(n)

]
n

1=2
~
0
"
U(n)
X
k
N(n)v
k
#
n
= [Æ
n;m
U(n)JBJU(n)

]
n
u:
Since 
1=2
~
0
D
0
is dense in H this completes the proof.
Theorem 3.4.6. Let M be a type III

factor (0   < 1) and u
0
be a cyclic
and separating vector for M. Let further
^
T
0
2 N be the invertible operator
corresponding to u
0
(see (3.4.2) and (3.4.3)), where (N ; ; tr) is the discrete
decomposition of M corresponding to u
0
(see Proposition 3.4.1 and Proposi-
tion 3.4.2). Let
^
T
0
=
^
H
1=2
0
^
V be the polar decomposition of
^
T
0
.
Then the modular objects (
0
; J
0
) of (M; u
0
) are
J
0
= J
~
0
^
V

J
~
0
^
VJ
~
0
;
where J
~
0
is the conjugation corresponding to the cyclic and separating gener-
alized vector ~
0
which generates the dual weight of tr, and

0
=
^
H
0
J
0
^
H
 1
0
J
0

~
0
;
where 
~
0
is the modular operator corresponding to ~
0
(see Proposition 3.4.3).
Proof. The proof is exactly the same as that of Theorem 3.3.9.
Remark 3.4.7. 1. In matrix notation we can write 
0
as

0
= [Æ
n;m
H
0
U(n)JH
 1
0
JU(n)

A
n
] =
M
n
H
0
U(n)JH
 1
0
JU(n)

A
n
(cf. Corollary 3.4.5).
2. For a similar result compare with [Iso95].
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3.4.2 Remarks on Modular Operators for Type III
1
Factors
In this section we consider modular operators for type III
1
factors. As men-
tioned in Remark 2.3.7 there is in general no discrete decomposition for type
III
1
factors unlike in the type III

case [Con74]. Therefore we can not use the
techniques of x3.4.1. Nevertheless, the following lemma provides a similar result
at least in the hypernite case (a von Neumann algebra is called hypernite if it
is the weak closure of the union of nite dimensional von Neumann algebras).
Lemma 3.4.8. LetM
1
;M
2
be two von Neumann algebras and ;  two actions
of the (discrete) groups G and H onM
1
and M
2
, respectively. Then the tensor
product R = R(M
1
; )
R(M
2
; ) of the crossed products ofM
1
by  andM
2
by  is the crossed product of M
1

M
2
by the direct product of  and , i. e.
with 
(g;h)
:= 
g

 
h
for all g 2 G and h 2 H we have R = R(M
1

M
2
; ).
Proof. For the proof let  be implemented by a unitary group V 2 U(H
1
) and
 by W 2 U(H
2
), i. e. 
g
= adV
g
for all g 2 G and 
h
= adW
h
for all h 2 G.
Let further R := R(M
1
; ) 
 R(M
2
; ) and
~
R := R(M
1

 M
2
; ) where

(g;h)
:= 
g

 
h
= adV
g

W
h
for all (g; h) 2 GH is an action of GH on
M
1

M
2
.
Now R acts on H
1

 l
2
(G)
H
2

 l
2
(H) and is is generated by the operators
A 
 I 
 B 
 I and V
g

 l
g

W
h

 l
h
(A 2 M
1
, B 2 M
2
, g 2 G, h 2 H),
whereas
~
R acts on H
1

 H
2

 l
2
(G  H) and is generated by A 
 B 
 I and
V
g

W
h

 l
(g;h)
(A 2 M
1
, B 2 M
2
, (g; h) 2 G  H) (cf. Theorem 2.2.1 and
Denition 2.2.4). Since l
2
(G H) = l
2
(G) 
 l
2
(H) and l
(g;h)
= l
g

 l
h
we can
dene an isomorphism  from R onto
~
R by (A
 I
 B
 I) = A
 B
 I and
(V
g

 l
g

W
h

 l
h
) = V
g

W
h

 l
(g;h)
.
Corollary 3.4.9. Suppose in the situation of Lemma 3.4.8 that M
1
and M
2
are seminite von Neumann algebras with traces tr
1
and tr
2
. Assume that there
exist positive numbers a
g
and b
h
such that tr
1
Æ
g
= a
g
tr
1
for all g 2 G and
tr
2
Æ
h
= b
h
tr
2
for all h 2 H. Then
(tr
1

 tr
2
) Æ 
(g;h)
= a
g
b
h
(tr
1

 tr
2
)
for all (g; h) 2 GH.
Proof. This can be shown by an elementary calculation.
It is known that the tensor product of a type III

1
factor and a type III

2
factor (0 < 
1
; 
2
< 1) is a type III
1
factor if and only if ln(
1
)= ln(
2
) 62 Q
(see e. g. Lemma A.4.1). Since every type III

factor (0 <  < 1) possesses a
discrete decomposition as a crossed product of a type II
1
factor and an action
of Z (cf. Theorem 2.3.6), Lemma 3.4.8 implies that such III
1
factors are the
discrete crossed product of a type II
1
factor by an action of Z
2
(note that the
tensor product of two II
1
factors is a II
1
factor, cf. Table 2.1).
Let now M be a type III
1
factor which is the tensor product of a type
III

1
and a type III

2
factor (0 < 
1
; 
2
< 1, ln(
1
)= ln(
2
) 62 Q). M is hence
the crossed product R(N ; ) of a type II
1
factor N and an action  of Z
2
on
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N , according to Lemma 3.4.8. By Corollary 3.4.9, we have tr Æ
n;m
= 
n
1

m
2
tr
for (n;m) 2 Z
2
. The hypernite factor of type III
1
fulls this condition, for
instance, since it is the tensor product of two hypernite III

factors.
Suppose that N acts on a Hilbert space K and that it possesses a cyclic and
separating vector w
0
2 K and a trace tr. Assume further that  is unitarily
implemented, i. e. 
(n;m)
= adU(n;m) with unitaries U(n;m) 2 U(K) for all
(n;m) 2 Z
2
. The results of x3.3 imply the existence of an orthogonal family
(v
k
)
k2N
in K which is cyclic for N and N
0
. Furthermore,
P
k


v
k
jv
k

= tr
and there exists an invertible operator T
0
N such that w
0
=
P
k
T
0
v
k
and
tr(T
0
T

0
) <1 (see Lemma 3.3.5). We can now proceed as in x3.4.1 and obtain
Theorem 3.4.10. LetM be a type III
1
factor and u
0
be a cyclic and separating
vector for M which is the dual vector of the cyclic and separating vector w
0
for
N where (N ; ; tr) is the discrete decomposition of M described above such
that tr Æ
n;m
= 
n
1

m
2
tr for (n;m) 2 Z
2
. Let further
^
T
0
2 N be the invertible
operator corresponding to u
0
, and let
^
T
0
=
^
H
1=2
0
^
V be its polar decomposition.
Then the modular objects (
0
; J
0
) of (M; u
0
) are
J
0
= J
~
0
^
V

J
~
0
^
VJ
~
0
;
where J
~
0
is the conjugation corresponding to the cyclic and separating gener-
alized vector ~
0
which generates the dual weight of tr, and

0
=
^
H
0
J
0
^
H
 1
0
J
0

~
0
; (3.4.8)
where 
~
0
=
L
(n;m)2Z
2

n
1

m
2
is the modular operator corresponding to ~
0
.
Proof. The proof is exactly the same as those of Theorem 3.3.9 and Theo-
rem 3.4.6.
Remark 3.4.11. 1. Since the operator 
~
0
depends on the constants 
1
and

2
the construction presented here depends highly on the composition of
the type III
1
factor as a tensor product of III

factors and thus on the
action of Z
2
on N . This is a dierence to the type III

case (0   < 1)
where all the discrete decompositions are equivalent. For instance, the
hypernite type III
1
factor allows any decomposition as a tensor product
of a type III

1
factor and a type III

2
factor provided ln(
1
)= ln(
2
) 62 Q .
Hence, every 
~
0
=
L
n;m2Z

n
1

m
2
can occur.
2. In contrast to the type III

case (0   < 1) there is no result analogous
to Proposition 3.4.1 and Proposition 3.4.2. Therefore, Theorem 3.4.10
does not furnish the form of the modular objects for all cyclic and sepa-
rating vectors for a (hypernite) type III
1
factor, as the following obser-
vation implies:
(3.4.8) states that the modular operators considered are the direct sum of
operators which are the product of an operator aÆliated with a type II
1
von Neumann algebra and an operator aÆliated with its commutant. In
x4.1 we will consider such products and will prove in Lemma 4.1.6 that
the eigenvalues of such products have always innite multiplicity if the
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algebra has no minimal projections. Type II
1
algebras full this condi-
tion. In particular, the eigenvalue 1 has innite multiplicity. Examples
in quantum eld theory show however that there are modular operators
for type III
1
factors which have only one eigenvector for the eigenvalue
1 (see Remark 2.4.3 and Remark 4.1.8).
3. Note again that Connes proved in [Con74] that there is no discrete decom-
position for a general type III
1
factor. Hence, not all type III
1
factors
can be written as a tensor product of type III

factors.
Chapter 4
Spectral Theory of Modular
Operators
This chapter contains the systematic study of some spectral properties of mod-
ular operators corresponding to cyclic and separating vectors. To this end, we
we will use the results of Chapter 3. For their greater technical simplicity we
will restrict our attention to the so-called diagonalizable vectors. Up to now,
it is not clear whether or nor there is an extension of the theory to the general
case.
The main results of this chapter, and of this thesis as well, are Theo-
rem 4.2.12, Theorem 4.3.12, and Theorem 4.4.7 which provide necessary and
suÆcient conditions for a positive operator to be a modular operator corre-
sponding to a diagonalizable vector for a type I algebra, a type II algebra, or
a type III

factor (0   < 1), respectively.
This chapter is organized in four sections. The rst section deals with the
spectrum of products of two commuting operators where the rst is aÆliated
with a von Neumann algebraM and the second is aÆliated with the commutant
M
0
. These results are interesting in their own right and useful for the following
as well since modular operators are composed of such products. The remaining
sections contain the spectral theory of modular operators for the dierent types.
The results of this chapter are essentially new. Corollary 4.1.7 is a slight
generalization of a result by Araki (cf. [Ara72]). Some aspects of the spectral
theory for type I factors were considered previously by Wollenberg (cf. [Wol98]
and [BW01]).
4.1 Remarks on the Product of Commuting Opera-
tors
In the previous chapter we showed that every modular operator for a seminite
von Neumann algebra M is the product of two positive commuting operators.
More precisely, the rst of these operators is aÆliated with M and the second
is aÆliated with the commutant M
0
(cf. Theorem 3.3.9). Furthermore, if M
is is a type III

factor (0   < 1) the modular operators are direct sums of
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such products (cf. Remark 3.4.7). This observation motivates a more detailed
investigation of the spectrum of such products.
Note rst that the product of two commuting closed operators is closable
(see e. g. [KR83, Theorem 5.6.15]). It therefore makes sense to speak of the
(closed) product of two such operators meaning the closure of the product.
Let HM, H
0
M
0
be two self-adjoint operators with spectral measures E
and E
0
. Then there exists a joint spectral measure F of the two operators on
the Borel--algebra of R
2
such that the restriction of this measure to the rst
and second component is the spectral measure of H and H
0
, respectively, i. e.
F(M
1
M
2
) = E(M
1
)E
0
(M
2
) (4.1.1)
for all Borel sets M
1
;M
2
in R (see e. g. [BS87, x 6.5]).
Whereas the joint spectrum (H;H
0
) of H and H
0
in general only fulls
(H;H
0
) = supp(F)  supp(E) supp(E
0
) = (H) (H
0
)
(see e. g. [BS87, x 6.5]), we have the following result in our situation if M is a
factor:
Lemma 4.1.1. Let M be a von Neumann factor, and let HM and H
0
M
0
be two selfadjoint operators with spectral measures E and E
0
. Suppose that F is
the joint spectral measure of H and H
0
. Then
(H;H
0
) = supp(F) = supp(E) supp(E
0
) = (H)  (H
0
):
Before we can prove this lemma we cite the following
Theorem 4.1.2. Let M be a von Neumann algebra. Then AA
0
= 0 with
A 2M and A
0
2 M
0
if and only if C
A
C
A
0
= 0, where the central projections
C
A
;C
A
0
2 Z(M) are the central carriers of A and A
0
.
A proof can be found in [KR83, Theorem 5.5.4].
Proof of Lemma 4.1.1. LetM
1
;M
2
 R be Borel sets. SinceM is a factor The-
orem 4.1.2 implies that E(M
1
)E
0
(M
2
) 6= 0 if and only if E(M
1
) 6= 0 6= E
0
(M
2
).
We now have to prove supp(F)  supp(E)  supp(E
0
). To this end, let
(
1
; 
2
) 2 supp(E)  supp(E
0
) and let M
1
;M
2
 R be two arbitrary intervals
with 
1
2 M
1
and 
2
2 M
2
. Then F(M
1
M
2
) = E(M
1
)E
0
(M
2
) 6= 0 since

1
2 supp(E) and 
2
2 supp(E
0
). Because the rectangles M
1
M
2
form a basis
of the Borel--algebra of R
2
this implies (
1
; 
2
) 2 supp(F).
Corollary 4.1.3. Let M be a von Neumann factor, and let HM and H
0
M
0
be two selfadjoint operators. Let further  = HH
0
be the (closed) product of H
and H
0
. Then the spectrum () of  is
() = (H)(H
0
) = f
1

2
j
1
2 (H); 
2
2 (H
0
)g:
Proof. Note that  =
R
R
2

1

2
dF

1
;
2
, and (f(H;H
0
)) = f((H;H
0
)) for all
continuous functions f (see [BS87, x 6.6]).
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In the non-factor case the problem is more subtle:
Lemma 4.1.4. Let M be a von Neumann algebra, and let HM and H
0
M
0
be two selfadjoint operators with spectral measures E and E
0
. The irregular
spectrum 
irr
is dened by

irr
:= f(
1
; 
2
) 2 supp(E) supp(E
0
)j
9M
1
;M
2
 R intervals with 
1
2M
1
; 
2
2M
2
and C
E(M
1
)
C
E
0
(M
2
)
= 0g
where C
E(M
i
)
is the central carrier of E(M
i
) (i = 1; 2). Then the support
supp(F) of the joint spectral measure F of H and H
0
is
supp(F) = supp(E) supp(E
0
) n 
irr
:
Proof. Let (
1
; 
2
) 2 supp(F), i. e. 0 6= F(M
1
 M
2
) = E(M
1
)E
0
(M
2
) holds
for all intervals M
1
;M
2
 R with 
1
2 M
1
and 
2
2 M
2
. Theorem 4.1.2
now implies E(M
1
) 6= 0, E(M
1
) 6= 0 and C
E(M
1
)
C
E
0
(M
2
)
6= 0 and therefore
(
1
; 
2
) 2 supp(E) supp(E
0
) n 
irr
.
Let now (
1
; 
2
) 2 supp(E)  supp(E
0
) n 
irr
, i. e. E(M
1
) 6= 0 6= E
0
(M
2
)
and C
E(M
1
)
C
E
0
(M
2
)
6= 0 hold for all intervals M
1
;M
2
 R with 
1
2 M
1
and

2
2 M
2
. Then F(M
1
M
2
) = E(M
1
)E
0
(M
2
) 6= 0 (see again Theorem 4.1.2)
and (
1
; 
2
) 2 supp(F).
Corollary 4.1.5. Let  = HH
0
be the (closed) product of H and H
0
. Then the
spectrum () of  is the closure of the following set:
(H)(H
0
) n f 2 Rj
for all 
1
2 (H),
2
2 (H
0
) such that  = 
1

2
holds (
1
; 
2
) 2 
irr
g:
Lemma 4.1.6. Let M be a von Neumann algebra with no non-zero minimal
projections. Let further HM and H
0
M
0
be two selfadjoint operators and let
 = HH
0
be their product. Then every eigenvalue of  has innite multiplicity.
Proof. We denote the spectral measures of H and H
0
by E and E
0
, respectively.
Let further F be the joint spectral measure of H and H
0
. Then the spectral
measure G of  is
G(M) =
Z
f
1

2
2Mg
dF((
1
; 
2
))
for all Borel sets M  R. Let now  be an eigenvalue of , i e. G(fg) 6= 0. We
can then distinguish two cases:
1. Assume that there exists a pair (
1
; 
2
) 2 R
2
such that 
1

2
=  and
0 6= F(f(
1
; 
2
)g) = E(f
1
g)E
0
(f
2
g):
Set E
1
:= E(f
1
g), E
0
2
:= E
0
(f
2
g), and P := C
E
1
C
E
0
2
. Then E
1
6= 0,
E
0
2
6= 0 and P 6= 0 (cf. the proof of Lemma 4.1.4). Since M has no
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minimal projection there exists a projection Q
1
2M such that 0 < Q
1
<
E
1
P  P. We claim that Q
1
E
0
2
< E
1
E
0
2
. Indeed, Theorem 4.1.2 implies
that C
E
1
 Q
1
P 6= 0 if and only if (E
1
 Q
1
)P = E
1
P Q
1
6= 0. The latter
is implied by the properties of Q
1
such that we obtain
C
E
1
P Q
1
C
E
0
2
= C
E
1
 Q
1
P 6= 0
which is equivalent to Q
1
E
0
2
< E
1
PE
0
2
= E
1
E
0
2
.
Repeating this argument, we can construct inductively a descending se-
quence of non-zero projections (Q
n
)
n2N
such that
0 6= Q
n
E
0
2
< Q
m
E
0
2
< E
1
E
0
2
= F(f(
1
; 
2
)g)
for n > m. We thus have proved that G(fg)  F(f(
1
; 
2
)g) is innite
dimensional.
2. Assume now that 0 = F(f(
1
; 
2
)g) holds for all (
1
; 
2
) 2 R
2
with 
1

2
=
. Set K := supp(F) \ f
1

2
= g. We will prove indirectly that there
exists a closed subset M
1
of K with 0 6= F(M
1
) < F(K). Accordingly, we
suppose that
F(M) =
(
F(K) or
0
(4.1.2)
holds for all closed subsets M of K.
Let now (K
1
n
)
n2N
1
be a covering of K with closed rectangles such that
K
1
n
\K
1
m
contains at most one point for n 6= m and diameter d(K
1
n
) = 1
(n 2 N
1
). All the sets K
1
n
are compact and F(K) =
P
n
F(K
1
n
\ K).
(4.1.2) now yields exactly one n
1
2 N such that F(K
1
n
1
\K) = F(K).
Repeat the argument with K
1
n
1
\K replaced by K and closed rectangles
K
2
n
with d(K
2
n
) = 1=2 (n 2 N
2
) and so on. Consequently, we get induc-
tively a descending sequence (K
m
n
m
\K)
m2N
of compact sets with F(K) =
F(K
m
n
m
\K) and d(K
m
n
m
) = 1=m for m 2 N. This implies the existence
of a pair (
1
; 
2
) 2 R
2
such that 
1

2
= ,
T
m
K
m
n
m
\ K = f(
1
; 
2
)g,
and F(f(
1
; 
2
)g) = F(K) 6= 0. This contradicts our initial assumption
(4.1.2). Hence, there is a closed set M
1
with 0 6= F(M
1
) < F(K).
Repeating this argument we get an innite sequence of closed setsM
n
 K
such that 0 6= F(M
n
) < F(M
m
) for n > m. We have thus proved that
G(fg) = F(K) has a descending sequence of innitely many non-zero
subprojections, i. e. it is innite dimensional.
We now prove the following extension of a result rst obtained by Araki in
[Ara72]:
Corollary 4.1.7. Let M be a direct sum of seminite von Neumann algebras
and type III factors, and let  be a modular operator for M corresponding to
a cyclic and separating vector. Suppose that the eigenvalue 1 of  has nite
multiplicity. Then M is the direct sum of nite type I algebras with nite
dimensional centers and of type III
1
factors.
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Proof. Note rst that the modular operator corresponding to a direct sum of
cyclic and separating vectors u
n
is the direct sum of the modular operators
corresponding to the vectors u
n
.
Assume now that M has no central summand of type III
1
. Then  is the
direct sum of products of commuting operators where the rst factor of each
summand is aÆliated with a seminite von Neumann algebra and the second
factor is aÆliated with the commutant (see Theorem 3.3.9 and Theorem 3.4.6).
Since 1 is an eigenvalue of  with nite multiplicity,M has a minimal projection
according to Lemma 4.1.6. This implies thatM has a central summand of type
I with discrete center. If there was another direct summand which was not
of type I with discrete center then  would have eigenvalue 1 with innite
multiplicity according to Lemma 4.1.6. This proves that M is the direct sum
of type I algebras with discrete centers.
If there was a central summand of type I
1
or with innite dimensional center
then the eigenvalue 1 would have innite multiplicity according to Lemma 4.2.6.
This is again a contradiction. Hence, M is the direct sum of nite type I
algebras with nite dimensional centers.
Remark 4.1.8. 1. Further analysis of the results of x4.2 also yields the fol-
lowing estimation of the dimension of the Hilbert space H on which M
acts: Assume thatM has no central portion of type III
1
and let n 2 N be
the multiplicity of the eigenvalue 1 of . Then dimH  n
2
(cf. [Ara72]).
2. Araki proved his result under the assumption that 1 is an isolated eigen-
value. If the algebra has no central portion of type III
1
this property
follows from the assumption that the eigenvalue 1 has nite multiplicity
since operators acting on nite dimensional Hilbert spaces always have
only isolated eigenvalues. In the type III
1
case the eigenvalue 1 is never
isolated since the type III
1
factors are characterized by the property that
the spectrum of all modular operators is the whole positive real line (cf.
Denition 2.3.2).
3. In the type III
1
case all multiplicities of the eigenvalue 1 really occur.
Remark 2.4.3 states that the multiplicity 1 can occur. Denote this factor
byM. In the next section we will prove that there is a type I
n
factor N
n
which has a modular operator such that the eigenvalue 1 has multiplicity
n for all n 2 N. The tensor-product M
N
n
is then a type III
1
factor
which has a modular operator such that 1 has multiplicity n.
4.2 Type I Algebras
In this section we investigate the spectrum of modular operators for type I
n
and
type I
1
algebras. The results obtained in this section will turn out to be quite
satisfactory. For type I algebras it is possible to characterize all modular oper-
ators corresponding to cyclic and separating vectors by some of their spectral
properties. This section falls into two parts. In the rst we will investigate the
spectrum of modular operators for type I algebras in detail. In the second part
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we will prove that the spectral properties obtained so far are not only necessary
but also suÆcient for a positive invertible operator being a modular operator.
Throughout this section M is a type I
n
or type I
1
von Neumann algebra
acting on a Hilbert space H. We write type I
n
algebra with n 2 N [ f1g
for short. Furthermore, we assume that M has a cyclic and separating vector
u
0
2 H and a (xed) trace tr.
We cite the following results for convenience and to x the notation. Proofs
can be found e. g. in [KR86, x 9.3, x 9.4]:
Theorem 4.2.1. Let M be a type I
n
von Neumann algebra (n 2 N [ f1g)
acting on a Hilbert space H with a cyclic and separating vector. Then M is
unitarily equivalent to the algebra
L(H
0
)
A
 I
H
0
acting on H
0

K
H
0
, where H
0
is an n-dimensional Hilbert space, and A is
a maximal abelian algebra isomorphic to the center of M acting on the Hilbert
space K. Furthermore, the commutant of M is unitarily equivalent to
I
H
0

A
 L(H
0
):
Theorem 4.2.2. Let A
c
= L
1
([0; 1) ; ) be the maximal abelian algebra of
bounded functions on the unit interval with Lebesgue measure , and let A
j
=
L
1
(S
j
; 
j
) be the maximal abelian algebra of bounded functions on a set S
j
with j points and the counting measure 
j
(j 2 N [ f1g), each acting on the
corresponding Hilbert spaces L
2
(S; ) (S 2 f[0; 1) ; S
j
g,  2 f; 
j
g).
Let A be a maximal abelian algebra. Then A is (unitarily equivalent to) one
of the following algebras: A
c
, A
j
, or A
c
A
j
(j 2 N [ f1g).
Remark 4.2.3. Without further notice we often understand operators aÆliated
with an abelian algebra as measurable functions on an adequate measure space
(S; ). This is legitimated by Theorem 4.2.2. Furthermore, !

denotes the
n. s. f. weight given by the integral with respect to :
!

(f) :=
Z
S
fd (0  f 2 L
1
(S; )): (4.2.1)
Without loss of generality, we now consider only the type I
n
von Neumann
algebra M = L(H
0
)
A
 I
H
0
acting on H = H
0

K
H
0
with the notations
of Theorem 4.2.1. Let Tr be the usual trace on H
0
and !

the n. s. f. weight
dened by (4.2.1). Then tr
M
(M 
 A 
 I) := Tr(M)A for M 2 (L(H
0
))
+
and
A 2 A
+
is the unique canonical central trace on M such that tr
M
(E) = I for
all abelian projections E 2 M with central carrier I (cf. the remark following
Theorem 2.3.10).
In Theorem 3.3.9 we proved that a modular operator 
0
corresponding to a
cyclic and separating vector u
0
is the product of a positive invertible operator
H
0
M with tr(H
0
) < 1 and J
0
H
 1
0
J
0
M
0
(see Theorem 3.3.9). We therefore
have to investigate the structure of such (nite trace) operators H
0
. Since the
trace tr was arbitrary we can choose
tr = !

Æ tr
M
:
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Note that for nite type I algebras with innite-dimensional discrete center this
is no nite trace, in contrast to the considerations of x3.2 where we assumed tr
to be nite. Nevertheless, the proceeding of x3.3 can also applied to this case.
Theorem 4.2.4. Let M be a type I
n
von Neumann algebra (n 2 N [ f1g)
with trace tr = !

Æ tr
M
. Assume H
0
M to be a positive invertible operator
such that tr(H
0
) <1. Then H
0
can be decomposed into
H
0
=
X
k2K
f
k
E
k
; (4.2.2)
where (E
k
)
k2K
is a family of pairwise orthogonal projections in M with sum I
and (f
k
)
k2K
is a family of positive measurable functions aÆliated with Z(M)
(K  N is an appropriate index set). Moreover, m
k
:= tr
M
(E
k
)Z(M) is an
almost everywhere integer valued measurable function and the functions f
k
have
central carrier C
f
k
= supp(f
k
) = C
E
k
(k 2 K). Furthermore,
tr(H
0
) =
X
k2K
!

(f
k
m
k
) <1:
If we require additionally that C
f
k
 C
f
j
and f
k
> f
j
almost everywhere on
the intersection of their supports for k < j this decomposition is unique.
Remark 4.2.5. The statement of Theorem 4.2.4 becomes more evident if we
consider the factor case. ThenM' L(H
0
), H
0
is a trace class operator on H
0
,
the functions f
k
are positive reals and the projections E
k
are nite dimensional
projections in H
0
such that m
k
= Tr(E
k
) = dim(E
k
) and
P
k
f
k
m
k
< 1. In
the remainder of this section it is always instructive to have a look at the factor
case in which many of the results are elementary.
Proof of Theorem 4.2.4. 1. We rst assumeM to be a factor. Theorem 4.2.1
then implies H
0
= H
 I where 0 < HL(H
0
) and Tr(H) <1. Hence, H
is a trace class operator and has spectral decomposition
H =
X
k2K
f
k
E
k
where (E
k
)
k2K
is a family of nite dimensional, pairwise orthogonal pro-
jections in L(H
0
) and (f
k
)
k2K
is a family of non-zero positive real num-
bers. Furthermore, setting m
k
:= Tr(E
k
) we get
P
k
m
k
f
k
< 1 since
m
k
is the dimension of E
k
(it is therefore integer valued). If we require
f
k
> f
l
for k < l this decomposition is obviously unique.
2. Let now M be an arbitrary type I
n
algebra (n 2 N [ f1g).
(a) We decomposeH as a direct integral with respect to the center Z(M)
of M (see [KR86, Theorem 14.2.1]). The corresponding decompo-
sition of M is a direct integral of type I
n
factors M
p
(see [KR86,
Corollary 14.2.3]):
M =
Z
S
M
p
d(p)
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(Note that Z(M) ' L
1
(S; ), see Theorem 4.2.2). Furthermore,
H
0
=
Z
S
H
p
d(p)
where 0 < H
p
M
p
almost everywhere and
tr
M
= Tr
 id =
Z
S
 tr
p
I
p
d(p)
where tr
p
are traces on the factors M
p
and I
p
is the identity inM
p
.
Since
1 > tr(H
0
) = !

Æ tr
M
=
Z
S
tr
p
(H
p
)d(p)
tr
p
(H
p
) < 1 for almost every p 2 S. According to 1 almost every
H
p
can be decomposed uniquely into
H
p
=
X
k2K
p
f
(p)
k
E
(p)
k
:
Now dene projections
E
k
:=
Z
S
E
(p)
k
d
p
2M
for k 2 K =
S
p
K
p
and functions
f
k
(p) := f
(p)
k
Z(M)
where E
(p)
k
= 0 and f
k
(p) = 0 if k =2 K
p
. Then
H
0
=
X
k
f
k
E
k
is the claimed decomposition such that C
f
k
= supp(f
k
) = C
E
k
for
k 2 K, f
k
> f
l
and C
f
k
 C
f
j
and for k < l.
(b) We now prove that this decomposition is unique. For this purpose
suppose that H
0
=
P
k2K
f
k
E
k
=
P
l2L
g
l
F
l
are two such decompo-
sitions. This implies
f
k
E
k
F
l
= g
l
E
k
F
l
for all k 2 K; l 2 L
which is equivalent to C
f
k
 g
l
C
E
k
F
l
= 0 (cf. Theorem 4.1.2). Fix a
k
0
2 K. Assume that a subprojection P 2 Z(M) of C
E
k
0
exists
such that PC
f
k
0
 g
l
= P for all l 2 L. Then 0 = PC
f
k
0
 g
l
C
E
k
0
F
l
=
PC
E
k
0
F
l
for all l 2 L and therefore
0 =
_
l2L
PC
E
k
0
F
l
= PC
E
k
0
= P
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since
P
l2L
F
l
= I. It follows that for every non-zero central subpro-
jection P of C
E
k
0
there is at least one l such that PC
f
k
0
 g
l
< P. Set
now k
0
= 1 and P = C
E
1
. Then there is an index l 2 L such that
Q
l
:= C
E
1
  C
E
1
C
f
1
 g
l
> 0 (4.2.3)
and Q
l
C
f
1
 g
l
= 0. Interchanging the roles of the two compositions
in the above considerations we obtain an index k 2 K and a non-zero
central subprojection R  Q
l
C
F
1
such that RC
f
k
 g
1
= 0. Now
Rg
1
= Rf
k
 Rf
1
= Rg
l
 Rg
1
:
Hence, equality holds and thus l = 1 = k.
If R
0
:= C
E
1
C
f
1
 g
1
6= 0 we get similarly central projections S  R
0
,
T  SC
F
1
and indices k; l such that SC
f
1
 g
l
= 0 and TC
f
k
 g
1
= 0.
Repeating the above argument we again get l = 1 = k which is a
contradiction. Hence R
0
= 0 which implies f
1
= g
1
and E
1
= F
1
.
Repeating this argument for the other indices k 2 K, we get the
uniqueness.
(c) Furthermore,
1 > tr(H
0
) = !

(tr
M
(H
0
))
= !

(tr
M
(
X
k
f
k
E
k
))
=
X
k
!

(f
k
tr
M
(E
k
))
=
X
k
!

(f
k
m
k
)
and
m
k
(p) = tr
M
(E
k
)(p) = tr
p
(E
(p)
k
)
is a positive almost everywhere integer valued measurable function.
Dening
f
 1
k
(p) :=
(
1=f
k
(p) if f
k
(p) 6= 0
0 if f
k
(p) = 0
; (4.2.4)
we get functions f
 1
k
Z(M) such that H
 1
0
=
P
k2K
f
 1
k
E
k
. Note that supp(f
k
) =
C
E
k
. Therefore, it is immaterial how we dene f
 1
k
on S n supp(f
k
). Theo-
rem 4.2.4 and (4.2.4) now yield the following decomposition for 
0
:

0
= H
0
J
0
H
 1
0
J
0
=
X
k;l2K
(f
k
E
k
)J
0
(f
 1
l
E
l
)J
0
=
X
k;l2K
f
k
f
 1
l
(E
k
J
0
E
l
J
0
)
=:
X
j2J
g
j
F
j
(4.2.5)
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where every function g
j
equals at least one of the products f
k
f
 1
l
, g
j
6= g
i
for
i 6= j, and the projections F
j
are pairwise orthogonal.
Lemma 4.2.6. With the notations introduced above, 
0
has the spectrum
(
0
) =
[
j2J
(g
j
) =
[
k;l2K
(f
k
f
 1
l
); (4.2.6)
where the spectrum (f) of the measurable function f is the closure of the
essential range of f .
Remark 4.2.7. As in Theorem 4.2.4 the factor case is elementary. We then have
(f
k
) = f
k
2 R and Lemma 4.2.6 is equivalent to Corollary 4.1.3.
Proof of Lemma 4.2.6. If the intersection of the supports of f
k
and f
l
(k; l 2 K)
is non-null set we get
C
E
k
C
J
0
E
l
J
0
= C
E
k
C
E
l
= supp(f
k
f
l
) 6= 0:
This implies E
k
J
0
E
l
J
0
6= 0 according to Theorem 4.1.2. The assertion now
follows directly from (4.2.5) and
F
j
=
X
ff
k
f
 1
l
=g
j
g
E
k
J
0
E
l
J
0
6= 0;
where the summation extends over all indices k; l such that f
k
f
 1
l
= g
j
, i. e.
ff
k
f
 1
l
= g
j
g := fk; l 2 Kjf
k
f
 1
l
= g
j
g.
In the next proposition we collect some further properties of the projections
F
j
appearing in (4.2.5).
Proposition 4.2.8. Each projection F
j
commutes with B := I
H
0

A
 I
H
0
and
has central carrier in B equal to the support of the corresponding g
j
.
Proof. The rst assertion follows from
F
j
=
X
ff
k
f
 1
l
=g
j
g
E
k
J
0
E
l
J
0
since E
k
2M  B
0
and J
0
E
l
J
0
2M
0
 B
0
.
To prove the second assertion, we rst note that the central carrier C
F
j
of
F
j
is
C
F
j
=
_
ff
k
f
 1
l
=g
j
g
C
E
k
J
0
E
l
J
0
:
We now prove
C
E
k
J
0
E
l
J
0
= C
E
k
C
E
l
:
On the contrary, we suppose that there is projection Q 2 P(B) such that
C
E
k
C
E
l
> Q and
E
k
J
0
E
l
J
0
Q = E
k
J
0
E
l
J
0
:
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Then
E
k
(I Q)J
0
E
l
J
0
= 0
which is equivalent to
C
E
k
(I Q)
C
J
0
E
l
J
0
= (I Q)C
E
k
C
E
l
= 0:
This implies Q  C
E
k
C
E
l
, a contradiction. We have hence proved that
C
F
j
=
_
ff
k
f
 1
l
=g
j
g
C
E
k
C
E
l
:
On the other hand, the support of g
j
is
supp(g
j
) =
_
ff
k
f
 1
l
=g
j
g
supp(f
k
f
 1
l
) =
_
ff
k
f
 1
l
=g
j
g
C
E
k
C
E
l
;
as well.
Set now n
j
:= tr
B
0
(F
j
) (j 2 J) where
tr
B
0
= Tr
 id
Tr = (Tr
 id
 id)(id
 id
Tr) = tr
M
tr
M
0
is a center valued trace on the commutant B
0
= L(H
0
)
A
 L(H
0
) of B. We
call m
k
dened in Theorem 4.2.4 the central multiplicity of E
k
in M and n
j
the central multiplicity of F
j
in B
0
. In the factor case these multiplicities are
the usual multiplicities of eigenvalues of selfadjoint operators on the Hilbert
spaces H
0
(for H
0
) and H (for ), respectively, which are the dimensions of the
corresponding eigenspaces.
Proposition 4.2.9. Let (n
j
)
j2J
, (g
j
)
j2J
, (m
k
)
k2K
, and (f
k
)
k2K
be dened as
above. Then
n
j
=
X
ff
k
f
 1
l
=g
j
g
m
k
m
l
for all j 2 J: (4.2.7)
Proof. Note rst that
n
j
= tr
B
0
(F
j
) =
X
ff
k
f
 1
l
=g
j
g
tr
B
0
(E
k
J
0
E
l
J
0
)
=
X
ff
k
f
 1
l
=g
j
g
tr
M
(E
k
) tr
M
0
(J
0
E
l
J
0
):
Since tr
M
0
(J
0
()J
0
) is a central trace on M there is a positive invertible CB
such that
tr
M
= Ctr
M
0
(J
0
()J
0
)
(see Remark 2.3.11). Furthermore, let F := E
 I
K

 I
H
0
2M where E 2 L(H
0
)
is a one-dimensional projection. J
0
FJ
0
and I
I
E are both abelian projections
inM
0
with central carrier I. Since all abelian projections with the same central
carrier are equivalent (see [KR86, Proposition 6.4.6]) we get (cf. (2.3.2))
I = tr
M
(F) = C tr
M
0
(J
0
FJ
0
) = C tr
M
0
(I
H
0

 I
K

 E) = C:
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Hence,
tr
M
0
(J
0
E
l
J
0
) = tr
M
(E
l
):
(4.2.7) now follows immediately.
(4.2.5), Proposition 4.2.9, and Proposition 4.2.8 legitimate the following
Denition 4.2.10. Let H be a Hilbert space and B  L(H) be an abelian
algebra with commutant of type I
n
2
(n 2 N [ f1g).
1. A positive invertible operator  acting on H is called n-decomposable
with respect to B if there exist a family (F
j
)
j2J
of pairwise orthogonal
projections in B
0
and a family (g
j
)
j2J
of positive elements aÆliated with
B (J  N an index set) fullling the following properties:

P
j
F
j
= I,
  =
P
j
g
j
F
j
,
 the central carrier of F
j
with respect to B
0
coincides with the central
carrier of g
j
for all j 2 J .
2. Let  =
P
j
g
j
F
j
be an operator which is n-decomposable with respect to
B. Set n
j
:= tr
B
0
(F
j
) where tr
B
0
is the canonical central trace on B
0
. Then
 possesses multiplicative central spectrum of type I
n
if there are families
(f
k
)
k2K
and (m
k
)
k2K
of positive elements aÆliated with B fullling the
following properties:
 m
k
is (as a function) integer valued almost everywhere,

P
k2K
m
k
= nI,

P
k2K
!

(m
k
f
k
) <1,
 for every j 2 J there exists at least one pair (k; l) 2 K
2
such that
g
j
= f
k
f
 1
l
and
n
j
=
X
ff
k
f
 1
l
=g
j
g
m
k
m
l
for all j 2 J:
Remark 4.2.11. 1. In the factor case, Denition 4.2.10 means the follow-
ing. Let  be a positive invertible operator acting on an n
2
-dimensional
Hilbert space H. It is n-decomposable with respect to C if and only if
it possesses pure point spectrum, i. e. if and only if the spectrum is the
closure of the set of all eigenvalues and H is spanned by the eigenprojec-
tions. With the notations of Denition 4.2.10 we have B = C , g
j
2 R
>0
,
and  =
P
j
g
j
F
j
is the spectral decomposition of .
Moreover,  possesses multiplicative central spectrum if and only if a
l
1
-family (f
k
)
k2K
in R
>0
exists such that the eigenvalues g
j
of  full
fg
j
jj 2 Jg = ff
k
f
 1
l
jk; l 2 Kg;
where the eigenvalues are repeated according to their multiplicities.
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2. The considerations preceding Denition 4.2.10 show that the modular op-
erators for type I
n
algebras corresponding to cyclic and separating vectors
are n-decomposable operators with multiplicative spectrum of type I
n
.
Theorem 4.2.12. Let  be a positive invertible operator acting on a Hilbert
space H.  is a modular operator for a von Neumann algebra of type I
n
,
n 2 N [ f1g, with center (isomorphic to) B corresponding to a cyclic and
separating vector if and only if  is an n-decomposable operator with respect to
B which possesses multiplicative central spectrum of type I
n
.
Proof. If  is a modular operator then  is an n-decomposable operator with
respect to B which possesses multiplicative central spectrum of type I
n
(see
Remark 4.2.11.2).
We now prove the converse. Since B is an abelian algebra with commutant
of type I
n
2
it is unitarily equivalent to A
 I
H
1
acting on K
H
1
where H
1
is an
n
2
-dimensional Hilbert space and A is a maximal abelian algebra isomorphic
to B which acts on K (see Theorem 4.2.1). H
1
can be decomposed into a tensor
product of Hilbert spaces H
1
= H
0

H
0
where H
0
is an n-dimensional Hilbert
space.
We consider the von Neumann algebraM := A
L(H
0
)
I
H
0
which acts on
K 
H
0

H
0
. M is a type I
n
algebra with center isomorphic to A. Moreover,
M B
0
= A
 L(H
0
)
 L(H
0
) and M has the canonical central trace tr
M
:=
id
Tr
 id.
Consider now M = A
 L(H
0
) as L
1
(S; ;L(H
0
)). Since m
k
is an almost
everywhere integer-valued function, there are projections E
k
(p) 2 L(H
0
) such
that dim(E
k
(p)) = m
k
(p) almost everywhere. Dening E
k
=
R
S
E
(p)
k
d(p)
we obtain a family (E
k
)
k2K
of pairwise orthogonal projections inM such that
tr
M
(E
k
) = m
k
(k 2 K). Setting
H
0
:=
X
k2K
f
k
E
k
;
we get a positive invertible operator aÆliated with M such that
tr(H
0
) = !

(tr
M
(H
0
))
=
X
k2K
!

(f
k
tr
M
(E
k
))
=
X
k2K
!

(f
k
m
k
) <1:
According to x3.2, if n is nite, or x3.3, if n is innite, there is now a cyclic
and separating vector u
0
(the vector corresponding to H
1=2
0
in the GNS repre-
sentation with respect to the trace) for M such that 
u
0
= H
0
J
0
H
 1
0
J
0
is the
modular operator corresponding to u
0
with an appropriate modular conjugation
J
0
. The same calculations as in (4.2.5) and in the proof of Proposition 4.2.9
yield 
u
0
=
P
j2J
g
j
^
F
j
, where
^
F
j
2 B
0
with tr
B
0
(
^
F
j
) = n
j
(j 2 J). Since also
tr
B
0
(F
j
) = n
j
= tr
B
0
(
^
F
j
), we infer that
^
F
j
 F
j
in B
0
(cf. (2.3.2)), i. e. there are
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partial isometries V
j
such that V
j
V

j
=
^
F
j
and V

j
V
j
= F
j
. Setting U :=
P
V
j
,
we get a unitary such that
UU

=
X
j
V
j
g
j
F
j
V
j

=
X
j
g
j
^
F
j
= 
u
0
:
Hence, U

u
0
is a cyclic and separating vector for U

MU with modular operator
U


u
0
U =  (see Corollary 2.1.5).
The proof of Theorem 4.2.12 also implies the following
Corollary 4.2.13. Let  be a modular operator for a type I
n
algebra M cor-
responding to a cyclic and separating vector u
0
. Suppose that (m
k
)
k2K
and
(f
k
)
k2K
are two sequences fullling the prerequisites of Denition 4.2.10.2 with
respect to . Then there is a cyclic and separating vector u for M
0
such
that the corresponding modular operator 
u
is unitarily equivalent to  and

u
= HJ
0
H
 1
J
0
. Moreover, H =
P
k
f
k
E
k
is the decomposition of HM where
m
k
= tr
M
(E
k
).
4.3 Type II Algebras
The spectral theory of modular operators is much more involved in the type
II case than in the type I case, due to the fact that we have no longer the
tensor product decomposition (4.2.5) of nite trace operators. Nevertheless,
some results can also be extended to the type II case if we restrict ourselves
to the case of diagonalizable cyclic and separating vectors (see the denition
below).
In this section M is always a (nite or properly innite) type II algebra
(an algebra of type II
1
or type II
1
or, for short, of type II
n
(n 2 f1;1g))
which acts on a Hilbert space H and has cyclic and separating vector u
0
2 H
and central trace tr
M
. Furthermore, the center ofM is isomorphic to L
1
(S; )
with an appropriate measure space (S; ) (see Theorem 4.2.2). For simplicity
of notation, we will often use the same letter f for measurable functions on
S as well as for the corresponding elements aÆliated with Z(M). We choose
tr = !

Æ tr
M
as the arbitrary tracial weight tr onM (cf. the remark preceding
Theorem 4.2.4).
Whereas we could prove in the type I case that every operator with nite
trace can be decomposed in a sum (see (4.2.2)), this decomposition is in general
not possible in the type II case. Therefore, we will rst consider the subclass of
operators (and corresponding cyclic and separating vectors) which allow such
a decomposition. We will treat the spectral theory of this case in detail in the
rst subsection. In the second subsection we will make some remarks on the
general case.
4.3.1 The Diagonalizable Case
We rst introduce the notion of operators diagonalizable with respect to the
center:
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Denition 4.3.1. Let H
0
M be a positive invertible operator.
1. We call H
0
diagonalizable with respect to the center of M if there are a
family (f
k
)
k2K
of positive elements aÆliated with Z(M) and a family
(E
k
)
k2K
of pairwise orthogonal projections in M such that

P
k2K
E
k
= I,
 C
E
k
= C
f
k
(k 2 K),
 and H
0
=
P
k2K
f
k
E
k
.
2. Let u
0
2 H be a cyclic and separating vector forM such that the modular
operator 
0
corresponding to u
0
is 
0
= H
0
J
0
H
 1
0
J
0
(J
0
is the modular
conjugation corresponding to u
0
, cf. Theorem 3.3.9). u
0
is diagonalizable
with respect to the center of M if H
0
is diagonalizable with respect to the
center of M.
Remark 4.3.2. 1. If we require for k < j that C
f
k
 C
f
j
and f
k
> f
j
almost
everywhere on the intersection of their supports as in Theorem 4.2.4, then
the decomposition
P
k
f
k
E
k
is unique. The proof is the same as in the
type I case.
2. As in x4.2 we treat the factor case separately. Denition 4.3.1 then means
that the operator H
0
possesses pure point spectrum in the sense of Re-
mark 4.2.11, i. e. f
k
2 R
>0
for all k 2 K, (H
0
) = ff
k
jk 2 Kg, and
P
k2K
E
k
= I. The remarks of x4.2 concerning the factor case now also
apply to the results presented in this section.
The following example shows that we can not hope to obtain an analogue
of Theorem 4.2.4 in the type II case.
Example 4.3.3. Let R = R(A; ) be the crossed product algebra of A =
L
1
(S; ), where  is the Lebesgue measure on the Borel--algebra on S = [0; 1)
and  is the representation of the group G of all rational translations, modulo
1, of S, which we considered in Example 2.2.6. R is a factor of type II
1
. Let
M = [U(pq
 1
)A(pq
 1
)]
p;q2G
2 R be an arbitrary element in R, where U is a
unitary representation of G onH which implements  and A(p) 2 A = L
1
(S; )
for all p 2 G. The unique trace tr on R is
tr(M) =
Z
A(e)d:
Let  be the homomorphism from A into R dened by (f) = [Æ
p;q
M
f
]
p;q
for
f 2 A (M
f
is the multiplication operator corresponding to f , in the following
we write f for brevity). Then, tr((f)) < 1 if and only if
R
fd < 1 for
f  0. Let now 0 < f 2 A be such that f
 1
exists and is bounded. Assume
further that f is strictly monotone increasing and
1
Z
0
f(x)d(x) <1:
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We can choose f = exp, for instance. This implies (f);(f)
 1
2 R and
tr((f)) <1. Moreover, the spectral measure of (f) is
E
(f)
(B) = [
f
 1
(B)
Æ
p;q
]
p;q
;
where 
M
is the characteristic function of the Borel setM . Hence, (f) has the
same spectrum as f and (f) can not be decomposed into H
0
=
P
k2K
f
k
E
k
with f
k
2 Z(R) = C . The latter follows since f has no eigenvalues.
Similar counterexamples can also be constructed for the type II
1
case (see
Example 2.2.7). Counterexamples with non-trivial centers can be obtained if
one considers the tensor product of factors with an abelian algebra.
From now on we make the assumption that the type II von Neumann
algebra M has a cyclic and separating vector u
0
which is diagonalizable with
respect to the center.
Denition 4.3.1 and (4.2.4) then yield the following decomposition for the
modular operator 
0
corresponding to u
0
(cf. (4.2.5)):

0
= H
0
J
0
H
 1
0
J
0
=
X
k;l2K
(f
k
E
k
)J
0
(f
 1
l
E
l
)J
0
=
X
k;l2K
f
k
f
 1
l
(E
k
J
0
E
l
J
0
)
=:
X
j2J
g
j
F
j
;
(4.3.1)
where every function g
j
equals at least one of the the products f
k
f
 1
l
, g
j
6= g
i
for i 6= j, and the projections F
j
are pairwise orthogonal.
Lemma 4.3.4. With the notations introduced above, 
0
has the spectrum
(
0
) =
[
j2J
(g
j
) =
[
k;l2K
(f
k
f
 1
l
): (4.3.2)
Proof. The proof is exactly the same as that of Lemma 4.2.6.
The next proposition can also be proved in exactly the same way as the
corresponding Proposition 4.2.8.
Proposition 4.3.5. Each projection F
j
commutes with B := Z(M) and has
central carrier in B equal to the support of the corresponding g
j
.
Let now tr
B
0
be the central trace on the commutant B
0
of B = Z(M)
uniquely determined by the condition that tr
B
0
(E) = I for all abelian projections
E 2 B
0
with central carrier I. As in x4.2, we set n
j
:= tr
B
0
(F
j
) (j 2 J) and call it
the central multiplicity of F
j
in B
0
. The functionsm
k
dened in Denition 4.3.1
are the central multiplicities of E
k
in M.
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Remark 4.3.6. In contrast to the type I case, the central multiplicities of the
projections E
k
in M are not the usual dimensions of the corresponding sub-
spaces, also in the factor case. This is implied by the observation that the central
multiplicities of a type II factor are positive real valued (see e. g. [KR86, 8.4.4]),
whereas the dimension only takes values in the positive integers. Moreover, the
dimensions of the subspaces corresponding to projections in type II factors are
always innite (cf. e. g. [KR86, Lemma 6.5.6]).
Proposition 4.3.7. With the notations introduced above, we have
n
j
= tr
B
0
(F
j
) =1  I
for all j 2 J .
Proof. 1. Consider rst the factor case. Hence, B = Z(M) = C and the
numbers g
j
2 C are the eigenvalues of 
0
. Lemma 4.1.6 then implies
that all eigenvalues of 
0
are of innite (central) multiplicity. Hence, the
corresponding projections F
j
are the sum of innite many minimal (equiv-
alent) projections in B
0
= L(H), namely of innite many one-dimensional
projections. This implies tr
B
0
(F
j
) =1 for all j 2 J .
2. In the non-factor case decompose H = 
R
H
p
d(p) into a direct integral
with respect to the algebra B (see [KR86, Theorem 14.2.1] and Theo-
rem 4.2.1). B
0
is then the algebra of decomposable operators on H, and
M;M
0
 B
0
. The decompositions
Z
S
M
p
d(p) and
Z
S
M
0
p
d(p)
of M and M
0
are direct integrals of type II
n
factors (n 2 f1;1g) (see
[KR86, Corollary 14.2.3]). Then E
k
=: P 2 M and J
0
E
l
J
0
=: Q 2 M
0
can be decomposed into
P =
Z
S
P
p
d(p) and Q =
Z
S
Q
p
d(p);
where P
p
2 M
p
, Q
p
2 M
0
p
are projections almost everywhere. The
rst paragraph of the proof implies that almost every P
p
Q
p
is the sum
of innite many equivalent projections in L(H
p
), say P
p
Q
p
=
P
n2N
G
n
p
.
Dening G
n
:=
R
S
G
n
p
d(p) 2 B
0
for n 2 N, we get a countable innite
family of equivalent projections in B
0
such that PQ =
P
n2N
G
n
. Hence
tr
B
0
(PQ) =
X
n2Z
tr
B
0
(G
n
) =1  tr
B
0
(G
1
) =1  I:
Remark 4.3.8. 1. Note the following dierence to the type I case: In the type
II case there is no relation between the multiplicities n
j
of the modular
operator 
0
= H
0
J
0
H
 1
0
J
0
, which are innite almost everywhere, and
the multiplicities m
k
of the operator H
0
M (cf. (4.2.7)), which are nite
almost everywhere.
4.3. TYPE II ALGEBRAS 61
2. Lemma 4.3.4, Proposition 4.3.5, and Proposition 4.3.7 imply that mod-
ular operators for type II algebras corresponding to cyclic and sepa-
rating vectors, which are diagonalizable with respect to the center, are
1-decomposable operators with respect to B in the sense of
Denition 4.2.10.
The preceding considerations motivate the following analogue of Deni-
tion 4.2.10.
Denition 4.3.9. Let  be a positive invertible operator acting on a Hilbert
space H. Suppose that  =
P
j2J
g
j
F
j
is 1-decomposable with respect to an
abelian algebra B.
1. We say  has uniformly innite central multiplicity if each F
j
has innite
central multiplicity, i. e. tr
B
0
(F
j
) =1 where tr
B
0
is the canonical central
trace of B
0
.
2. Suppose that  has uniformly innite central multiplicity. Then  pos-
sesses multiplicative central spectrum of type II
n
(n 2 f1;1g) if there
are families (f
k
)
k2K
and (m
k
)
k2K
of positive elements aÆliated with B
fullling the following properties:

P
k2K
m
k
= nI,

P
k2K
!

(m
k
f
k
) <1,
 for every j 2 J there exists at least one pair (k; l) 2 K
2
such that
g
j
= f
k
f
 1
l
.
Remark 4.3.10. 1. An operator  which is 1-decomposable with respect
to C is an operator with pure point spectrum on an innite-dimensional
Hilbert space according to Remark 4.2.11. Hence, Denition 4.3.9 means
for B = C , which corresponds to the factor case, that every eigenvalue
of  has innite multiplicity (the corresponding eigenspace is innite-
dimensional). Furthermore,  possesses multiplicative central spectrum
of type II
n
if and only if there are families of positive non-zero reals
(f
k
)
k
and (m
k
)
k
such that
P
k2K
m
k
= n,
P
k2K
m
k
f
k
< 1, and every
eigenvalue of  is a product f
k
f
 1
l
for some pair of indices (k; l).
2. According to the above considerations the modular operators for type
II
n
algebras corresponding to cyclic and separating vectors diagonalizable
with respect to the center are 1-decomposable operators with uniformly
innite central multiplicity and with multiplicative spectrum of type II
n
.
Before we formulate and prove the converse of Remark 4.3.10.2 we show the
following
Proposition 4.3.11. Let M be a type II
n
von Neumann factor, n 2 f1;1g,
with trace tr. For every countable family (m
k
)
k2K
of positive reals such that
P
k
m
k
= n there exists a family of pairwise orthogonal projections (E
k
)
k2K
in
M such that tr(E
k
) = m
k
for every k and
P
k
E
k
= I.
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Proof. We construct the family (E
k
)
k2K
inductively. Since the range of tr
jP(M)
is [0; 1] if M is a type II
1
factor (R
0
if M is a type II
1
factor) (cf. e. g.
[KR86, 8.4.4]) there is a projection E
1
in M such that tr(E
1
) = m
1
.
Suppose now that we have constructed a family (E
k
)
1k<N
for N 2 K such
that the projections E
k
are pairwise orthogonal and tr(E
k
) =m
k
(1  k < N).
If we set F
N
:= Id  
P
N
k=1
E
k
the restricted algebra F
N
MF
N
is again a type
II
n
factor (cf. [KR86, Ex. 6.9.16]). If M is of type II
1
then
tr
N
(F
n
EF
N
) := tr(F
n
EF
N
)= tr(F
N
) 8F
n
EF
N
2 F
N
MF
N
is a normed trace on F
N
MF
N
since
tr(F
N
) = tr(I 
N
X
k=1
E
k
) = 1 
N
X
k=1
tr(E
k
)  m
N
:
If M is of type II
1
then
tr
N
(F
n
EF
N
) := tr(F
n
EF
N
) 8F
n
EF
N
2 F
N
MF
N
is a trace on F
N
MF
N
. The same argument as above now implies the existence
of a projection E
N
2 F
N
MF
N
 M such that tr
N
(E
N
) = tr(F
N
)
 1
m
N
 1,
if M is nite, or tr
N
(E
N
) = m
N
, if M is properly innite. It follows that
tr(E
N
) = m
N
and E
N
< F
N
? E
k
(1  k < N).
In the nite case the assertion is now proved by induction since
tr(
X
k2K
E
k
) =
X
k2K
tr(E
k
) =
X
k2K
m
k
= 1 = tr(I)
and the trace is faithful.
Suppose now that M is of type II
1
and that the family (E
k
)
k2K
is con-
structed as above. If
P
k2K
E
k
= I the proof is complete. Assume on the
contrary that F :=
P
k2K
E
k
< I. Then F  I since tr(F) = 1 = tr(I). There
is hence a partial isometry V 2 M such that VV

= I and V

V = F. Setting
~
E
k
:= VE
k
V

, we get
P
k
~
E
k
= I and tr(
~
E
k
) = tr(VE
k
V

) = m
k
.
Theorem 4.3.12. Let  be a positive invertible operator acting on a Hilbert
space H.  is a modular operator for a von Neumann algebra of type II
n
,
n 2 f1;1g, with center (isomorphic to) B corresponding to a cyclic and sepa-
rating vector which is diagonalizable with respect to the center if and only if 
is an 1-decomposable operator with respect to B with uniformly innite central
multiplicity which possesses multiplicative central spectrum of type II
n
.
Proof. If  is a modular operator then  is an 1-decomposable operator with
respect to B with uniformly innite multiplicity which possesses multiplicative
central spectrum of type I
n
(see Remark 4.3.10.2).
We now prove the converse. Let M be an arbitrary type II
n
von Neumann
algebra acting on the Hilbert space H with center (isomorphic to) B and trace
tr. The proof is divided into two steps. We rst prove the factor case and then,
using the direct integral decomposition, we generalize to the non-factor case.
4.3. TYPE II ALGEBRAS 63
1. Consider rst the factor case, i. e. B = Z(M) = C and B
0
= L(H).
Proposition 4.3.11 implies that there exists a family of pairwise orthogonal
projections (E
k
)
k2K
such that tr
M
(E
k
) = m
k
and
P
k2K
E
k
= I. Setting
H
0
:=
X
k2K
f
k
E
k
we get a positive invertible operator aÆliated with M such that
tr
M
(H
0
) =
X
k2K
tr
M
(f
k
E
k
) =
X
k2K
f
k
m
k
<1:
According to x3.2, ifM is nite, or x3.3, ifM is innite, there is a cyclic
and separating vector u
0
(the vector corresponding to H
1=2
0
in the GNS-
representation with respect to the trace) forM such that 
u
0
= H
0
J
0
H
 1
0
J
0
is the modular operator corresponding to u
0
with an appropriate modular
conjugation J
0
. The same calculations leading to (4.3.1) and Proposi-
tion 4.3.5 also yield 
u
0
=
P
j2J
g
j
^
F
j
where
^
F
j
2 B
0
and tr
B
0
(
^
F
j
) = 1
(j 2 J). (2.3.2) now implies
^
F
j
 F
j
in B
0
= L(H). The same argument
as in the proof of Theorem 4.2.12 now proves the assertion in the factor
case.
2. Suppose now thatM is not a factor. We decompose H andM into direct
integrals with respect to B as in the proof of Proposition 4.3.7. The central
trace tr
M
can then be decomposed into traces tr
p
on the factorsM
p
, i. e.
tr =
Z
S
 tr
p
I
p
d(p)
where I
p
is the identity inM
p
. According to Proposition 4.3.11, we have
families (E
k
p
)
k2K
in M
p
such that tr
p
(E
k
p
) = m
k
(p) for almost all p 2 S.
Setting E
k
:=
R
S
E
k
p
d(p), we get a family of projections inM such that
tr
M
(E
k
) = m
k
for k 2 K and
P
k2K
E
k
= I. We dene
H
0
:=
X
k2K
f
k
E
k
M
and proceed analogously to the rst part since
tr(H
0
) = !

(tr
M
(H
0
))
=
X
k2K
!

(f
k
tr
M
(E
k
)
=
X
k2K
!

(f
k
m
k
) <1:
The proof of Theorem 4.3.12 also implies the following
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Corollary 4.3.13. Let  be a modular operator for a type II
n
algebra M
corresponding to a cyclic and separating vector u
0
. Suppose that (m
k
)
k2K
and (f
k
)
k2K
are two sequences fullling the prerequisites of Denition 4.3.9.2
with respect to . Then there is a cyclic and separating vector u for M
0
such that the corresponding modular operator is unitarily equivalent to  and

u
= HJ
0
H
 1
J
0
. Moreover, H =
P
k
f
k
E
k
is the decomposition of HM where
m
k
= tr
M
(E
k
).
Remark 4.3.14. Note that it is not possible to distinguish between the dier-
ent non-isomorphic algebras of type II with the help of the modular opera-
tors described in this section. In fact, assume that  is an operator which is
1-decomposable with respect to an abelian algebra A with uniformly innite
central multiplicity and which possesses multiplicative spectrum of type II
1
(of
type II
1
). Then there exist cyclic and separating vectors for every algebra of
type II
1
(type II
1
) with center isomorphic to A such that the corresponding
modular operator is unitarily equivalent to  (see the proof of Theorem 4.3.12).
We show in the next example that there exists a 1-decomposable operator
with uniformly innite central multiplicity which possesses multiplicative cen-
tral spectrum of type I
1
, II
1
, and II
1
. It is thus a modular operator for a
type I
1
, a type II
1
, and a type II
1
algebra.
Example 4.3.15. Let 0 <  < 1 be a positive number and (F
j
)
j2Z
be a se-
quence of pairwise orthogonal, innite dimensional projections in an (innite
dimensional) Hilbert space H such that
P
j
F
j
= I. The operator  dened by
 :=
P
j2Z

j
F
j
is then an 1-decomposable operator with respect to C with
uniformly innite central multiplicity.
Let m
k
= 1 and f
k
= 
k
(1   ) for k 2 N. Then
P
k2N
m
k
= 1,
P
k2N
m
k
f
k
= 1, 
j
= f
k+j
f
 1
k
for k + j > 0, and
P
f
k
f
 1
l
=
j
m
k
m
l
= 1.
These sequences demonstrate that  possesses multiplicative central spectrum
of type I
1
. It is hence a modular operator for a type I
1
factor according to
Theorem 4.2.12.
The same sequences as in the preceding paragraph also demonstrate that 
possesses multiplicative central spectrum of type II
1
and, thus, it is a modular
operator for a type II
1
factor.
Setting m^
k
= (1 )
k
and
^
f
k
= f
k
= 
k
(1 ) (k 2 N) we get
P
k2N
m^
k
= 1
and
P
k2N
m^
k
^
f
k
= (1   )
2
=(1   
2
) < 1. This implies that  also possesses
multiplicative central spectrum of type II
1
. Hence, it is a modular operator for
a type II
1
factor.
4.3.2 Remarks on the General Case
Whereas the results for the type I case and for the diagonalizable case of type
II algebras are quite satisfactory it is unclear if and how these results can be
extended to general cyclic and separating vector for type II algebras. In this
subsection we present some examples and minor results which illustrate the
problems occurring in the general case.
We showed in the type I case that every modular operator corresponding
to a cyclic and separating vector is a decomposable operator with respect to
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an abelian algebra. In the type II case this is not longer true (Example 4.3.3).
Moreover, a modular operator which corresponds to a diagonalizable vector can
also be the modular operator corresponding to a vector which is not diagonal-
izable with respect to the center, as the following example will show.
Example 4.3.16. Let R = R(A; ) be the type II
1
factor dened in Exam-
ple 2.2.6 (cf. also Example 4.3.3) and f := exp 2 A. Then tr((f)) =
R
fd <1
and (f) is not diagonalizable with respect to the center (see Example 4.3.3). If
J is the modular conjugation dened by JAu
tr
= A

u
tr
with
u
tr
= [Æ
p;0
1] 2 H
 L
2
(G) then
 = (f)J(f)J = [Æ
p;q
fU(p)f
 1
U(p)

]
p;q
=: [Æ
p;q
g
p
]
p;q
is the modular operator corresponding to u
0
:= (f)
1=2
u
tr
. Since adU(p) = 
p
are the translations by p in A the functions g
p
are
g
p
(x) =
(
exp(p) if 0  x  p < 1
exp(p  1) if   1 < x  p < 0
:
Hence, the eigenvalues of  are fe
r
jr 2 Q ; 1 < r < 1g, and the correspond-
ing spectral projections are F
r
= [Æ
p;q
Æ
pr

r
], if r  0, or F
r
= [Æ
p;q
Æ
p(r+1)

r
], if
r < 0, where 
r
is the characteristic function of the set f0  x < 1j0  x  r < 1g.
This implies that  is a 1-decomposable operator with respect to C with uni-
formly innite central multiplicity. Set f
r
:= e
r
for r 2 Q with 0  r < 1 and
let (m
r
)
r2Q
be a sequence of positive numbers such that
P
r
m
r
= 1. Using the
sequences (f
r
) and (m
r
) we deduce that  possesses also multiplicative central
spectrum of type II
1
. It is hence the modular operator corresponding to a
cyclic and separating vector which is diagonalizable with respect to the center.
The last example shows that it is by no means trivial to conclude from
the spectral structure of the modular operator to the spectral structure of the
operator which generates the modular operator. The only positive results of
this type are the following statements which we treat only in the factor case.
Lemma 4.3.17. Let  be the modular operator for a type II
n
factor corre-
sponding to a cyclic and separating vector, and let F
j
(j 2 J) be the eigenpro-
jections of .
(i) If
P
j2J
F
j
6= I then the generating operator (the operator corresponding
to the cyclic and separating vector) is not diagonalizable.
(ii) If the spectrum of  is a countable set then the generating operator (the
operator corresponding to the cyclic and separating vector) is diagonaliz-
able.
Proof. Let u
0
2 H be the cyclic and separating vector of the modular operator
 and H
0
be the corresponding positive operator aÆliated withM. We denote
the spectral measure of H
0
by E.
(i) If u
0
was diagonalizable then
P
j2J
F
j
= I according to (4.3.1), which
contradicts the assumption.
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(ii) If the spectrum of  is a countable set then the spectrum of H
0
is
also a countable set (see Corollary 4.1.3). Let (f
k
)
k2K
be the spec-
tral points of H
0
and E
k
= E(ff
k
g) 2 M the corresponding spectral
projections (k 2 K). If
P
k2K
E
k
6= I then there would be a Borel set
M  R n ff
k
jk 2 Kg such that E(M) 6= 0. But thenM\(H
0
) 6= ;, which
contradicts the fact that (H
0
) = ff
k
jk 2 Kg. Hence, H
0
=
P
k2K
f
k
E
k
with
P
k
E
k
= I.
To formulate the next result we must rst introduce some notions. A max-
imal abelian subalgebra A in a von Neumann algebra M is an abelian algebra
maximal in the set of abelian subalgebras of M. A maximal abelian subalge-
bra A is called a Cartan subalgebra in M if the normalizer N
M
(A) := fU 2
U(M)j adU(A) = Ag of A in M generates M, i. e. if (N
M
(A))
00
=M.
Let now M be a hypernite algebra, and let A;B  M be two Cartan
subalgebras of M. Connes, Feldman, and Weiss showed in [CFW81] that A
and B are conjugated by an automorphism ofM, i. e. there is an automorphism
 2 aut(M) such that A = (B) (see also [Pop85] for the type II
1
factor case).
Since the factor R = R(A; ) constructed in Example 2.2.6 is the (unique)
hypernite factor of type II
1
(see e. g. [KR86, 12.4.22]) and A  R is a Cartan
subalgebra ofR (R = (A[fU(p)g)
00
where fU(p)g  N
M
(A)) we can generalize
Example 4.3.16 to
Lemma 4.3.18. Let u
0
be a cyclic and separating vector for the hypernite type
II
1
factor M and let H
0
M be the positive invertible operator which generates
the modular operator corresponding to u
0
. Suppose that H
0
is aÆliated with a
Cartan subalgebra A of M.
Assume that H
0
= M
f
A for a positive measurable function f . Then the
modular operator corresponding to u
0
is
 = [Æ
p;q
fU(p)f
 1
U(p)

]
p;q
=: [Æ
p;q
g
p
]
p;q
(4.3.3)
where U(p) 2 N
M
(A) (p 2 Q) such that M = (A [ fU(p)g)
00
.
Proof. Since the hypernite factor of type II
1
is unique (up to isomorphisms)
and the Cartan subalgebras of hypernite algebras are unique (up to conju-
gacy) we can assume without loss of generality that we are in the situation of
Example 4.3.16 where fA is arbitrary with
R
fd < 1. Hence the assertion
follows with the same calculations as in Example 4.3.16.
The spectrum of the modular operator  described in Lemma 4.3.18 is
() =
[
p2Q
(g
p
) =
[
p2Q
(ff
 1
(   p)): (4.3.4)
Conversely, every positive operator  aÆliated with 
p
A for a diuse abelian
algebra A such that  has the form (4.3.3) for an fA with
R
fd < 1 is a
modular operator for the hypernite type II
1
factor.
Remark 4.3.19. 1. Lemma 4.3.18 and (4.3.4) are really generalizations of
the results of x4.3.1 for the hypernite type II
1
factor. In fact, every
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operator aÆliated with the hypernite type II
1
factor which has pure
point spectrum is aÆliated with a Cartan subalgebra, as the following
considerations show:
Let H
0
=
P
k
f
k2K
E
k
R = R(A; ) be an operator with pure point spec-
trum, and let m
k
:= tr(E
k
) (k 2 K) be the multiplicities of the eigen-
values of H
0
. Since A = L
1
([0; 1) ; ) and
P
k
m
k
= 1 there is a par-
tition (M
k
)
k2K
of the unit interval into disjoint intervals M
k
such that
(M
k
) = m
k
. Let now M
k
2 A be the characteristic functions of the
intervals M
k
. Then tr(M
k
) = m
k
= tr(E
k
) and, accordingly, there is a
unitary U 2 U(M) such that M
k
= (adU)(E
k
) for all k. This implies that
H
0
=
P
k
f
k
E
k
=
P
k
f
k
U

M
k
U is aÆliated with the Cartan subalgebra
U

AU of R.
2. Unfortunately, not every positive operator is aÆliated with a Cartan sub-
algebra also in the hypernite case. This follows from the fact that the
hypernite II
1
factor contains so-called singular maximal abelian subal-
gebras (see e. g. [Dix54, Puk56, Tau65, Pop83]) (singular maximal abelian
subalgebras are maximal abelian subalgebras A of a von Neumann algebra
M whose normalizer in M is a subset of A) . Since a singular maximal
abelian subalgebra A of the hypernite II
1
factor is diuse it is isomor-
phic to L
1
([0; 1) ; ). Hence, there is a L
1
function in A generating A as a
von Neumann algebra (e. g. the exponential function). This function can
not be aÆliated with a Cartan subalgebra since otherwise there would be
an abelian algebra B % A = ffg
00
which contradicts the maximality of A.
3. For non-hypernite factors Lemma 4.3.18 is in general not true since there
is an example of a II
1
factor with two non-conjugate Cartan subalgebras
([CJ82]).
4.4 Type III Factors
Since we showed in x3.4.1 that the type III

case (0   < 1) can essentially
be reduced to the type II
1
case this section uses many results of x4.3. In this
section M is always a type III

(0   < 1) factor acting on a Hilbert space
H with cyclic and separating vector u
0
2 H.
Let (N ; ; tr) be the discrete decomposition corresponding to the cyclic and
separating vector u
0
where N is a type II
1
von Neumann algebra. The weight
 :=
^
tr onM is the dual of the trace tr onN (see Proposition 3.4.1). Let further
T
0
2 N be the invertible operator corresponding to u
0
with polar decomposition
T
0
= H
1=2
0
V such that 
0
= H
0
J
0
H
 1
0
J
0

~
0
and J
0
= V
~
0
V

are the modular
objects of u
0
. We call u
0
diagonalizable with respect to the center if H
0
2 N is
diagonalizable with respect to the center Z(N ) of N (cf. Denition 4.3.1).
From now on we make the assumption that u
0
is diagonalizable with respect
to the center, i. e. there are a family (f
k
)
k2N
of positive functions f
k
Z(N ) and
a family (E
k
)
k2N
of projections E
k
2 N such that H
0
=
P
k2N
f
k
E
k
and
m
k
:= tr
N
(E
k
)Z(M): (4.4.1)
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Furthermore, we assume without loss of generality that V = I (choose ~
0
(V)
instead of ~
0
for the cyclic and separating generalized vector generating  ,
see x3.4.1). With the notation introduced in x3.4 we have E
k
= [Æ
n;m
E
k
]
n;m
and J
0
E
k
J
0
= [Æ
n;m
U(n)JE
k
JU(n)

] (cf. Corollary 3.4.5). Here we use slightly
inconsistently the same symbol E
k
for projections in N as well as for the image
of E
k
under the isomorphism from R(N ; ) into M.
Moreover, 
~
0
= [Æ
n;m
U(n)A
n
U(n)

]
n;m
(cf. Proposition 3.4.3) where A
n
is
the unique positive invertible operator aÆliated with Z(N ) such that
tr
N
Æ
n
= (tr
N
)
A
n
(n 2 Z) (4.4.2)
for 
n
= adU(n).
Similarly to the preceding sections the following results are more obvious
if we consider the type III

case (0 <  < 1) because N is then a type II
1
factor and the operators A
n
are merely numbers 
n
such that many problems
concerned with domains of denition vanish.
The modular operator 
0
corresponding to u
0
now has the following de-
composition (cf. Theorem 3.4.6):

0
= H
0
J
0
H
 1
0
J
0

~
0
=
X
k;l2N
(f
k
E
k
)J
0
(f
 1
l
E
l
)J
0

~
0
=
X
k;l2N
[Æ
n;m
f
k
E
k
U(n)Jf
 1
l
E
l
JU(n)

U(n)A
n
U(n)

]
n;m
=
X
k;l2N
[Æ
n;m
f
k
E
k
U(n)f
 1
l
A
n
JE
l
JU(n)

]
n;m
=
X
k;l2N
[Æ
n;m
f
k
U(n)f
 1
l
A
n
U(n)

E
k
U(n)JE
l
JU(n)

]
n;m
=:
X
j2N
[Æ
n;m
g
n
j
F
n
j
]
n;m
=:
X
j2N
g
j
F
j
(4.4.3)
where every function g
n
j
equals one of the products f
k
U(n)f
 1
l
A
n
U(n)

, g
n
j
6= g
n
i
for i 6= j and at least one n 2 Z, and the F
n
j
are pairwise orthogonal (n 2 Z).
In addition, g
j
= [Æ
n;m
g
n
j
] and F
j
= [Æ
n;m
F
n
j
].
The next lemma is the analogue of Lemma 4.2.6 and Lemma 4.3.4:
Lemma 4.4.1. With the notations introduced above, 
0
has the spectrum
(
0
) =
[
j2N;n2Z
(g
n
j
) =
[
k;l2N;n2Z
(f
k
U(n)f
 1
l
A
n
U(n)

): (4.4.4)
Proof. Note rst that C
U(n)JE
l
JU(n)

= U(n)C
E
l
U(n)

and supp(f
l
) = C
E
l
for
l 2 N. Hence, E
k
U(n)JE
l
JU(n)

6= 0 if and only if the intersection of the sup-
ports of f
k
and U(n)f
l
U(n)

is a non-null set (cf. Lemma 4.2.6). The assertion
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now follows directly from (4.4.3) and
F
n
j
=
X
f
k
U(n)f
 1
l
A
n
U(n)

=g
n
j
(E
k
U(n)JE
l
JU(n)

) 6= 0:
In the next proposition we collect some further properties of the projections
F
j
appearing in (4.4.3).
Proposition 4.4.2. Let N , g
j
, and F
j
be as above, and set
B :=
M
n2Z
Z(N ) = [Æ
m;n
Z(N )]:
Each projection F
j
commutes with B and has central carrier in B equal to the
support of the corresponding g
j
.
Proof. Note rst that E
k
2 N (k 2 N) obviously commutes with Z(N ). If
B 2 Z(N ) then
U(n)JE
l
JU(n)

B = U(n)JE
l
JU(n)

BU(n)
| {z }
2Z(N )
U(n)

= U(n)U(n)

BU(n)JE
l
JU(n)

= BU(n)JE
l
JU(n)

:
Accordingly, U(n)JE
l
JU(n)

commutes with Z(N ) for all n 2 N, l 2 N. Being a
sum of projections E
k
U(n)JE
l
JU(n)

, the projection F
n
j
commutes with Z(N )
and F
j
= [Æ
n;m
F
n
j
] commutes with B = [Æ
m;n
Z(N )].
The assertion regarding the central carriers follows from the corresponding
assertion in Proposition 4.3.5 since every F
j
is the direct sum of projections in
Z(N )
0
.
Let now tr
B
0
be the central trace on the commutant B
0
of B uniquely de-
termined by the condition tr
B
0
(E) = I for all abelian projection E 2 B
0
with
central carrier I. As in x4.2 and x4.3 we set n
j
:= tr
B
0
(F
j
) (j 2 N) and call
it the central multiplicity of F
j
in B
0
. The functions m
k
dened in (4.4.1) are
again the central multiplicities of E
k
in M.
Proposition 4.4.3. With the notations introduced above, we have
n
j
= tr
B
0
(F
j
) =1  I
for all j 2 N.
Proof. The assertion follows from the corresponding assertion in Proposition 4.4.3
since every projection F
j
is the direct sum of projections in Z(N )
0
.
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Remark 4.4.4. Lemma 4.4.1 and Proposition 4.4.2 imply that a modular opera-
tor for a type III

factor (0   < 1) corresponding to a cyclic and separating
vectors which is diagonalizable with respect to the center is a 1-decomposable
operator with respect to B with uniformly innite central multiplicity in the
sense of Denition 4.3.9.
The analogue of Denition 4.2.10 and Denition 4.3.9 is the following
Denition 4.4.5. Let  be a positive invertible operator acting on a Hilbert
space H, and let B be one of the following algebras: A
1
=
L
n2Z
C or
L
n2Z
A
c
(see Theorem 4.2.2 for notations). Suppose that  =
P
j2N
g
j
F
j
is 1-decom-
posable with respect to B with uniformly innite central multiplicity.
 possesses multiplicative central spectrum of type III

for 0 <  < 1 (of
type III
0
) if there are sequences (f
k
)
k2N
and (m
k
)
k2N
of positive reals f
k
, m
k
(positive elements f
k
, m
k
aÆliated with A
c
) fullling the following properties:

P
k2N
m
k
=1,

P
k2N
m
k
f
k
<1 (
P
k2N
!

(m
k
f
k
) <1),
 for every j 2 N there exists at least one pair (k; l) 2 N
2
with g
n
j
= f
k
f
 1
l

n
(g
n
j
= f
k
U(n)f
 1
l
A
n
U(n)

) where g
j
= [g
n
j
] and the operators A
n
and
U(n) are dened in (4.4.2)).
Remark 4.4.6. 1. Note that the denition depends on the factor M used to
dene the operators A
n
and U(n) in the type III
0
case whereas in the
type III

case (0 <  < 1) the relation A
n
= 
n
(n 2 Z) holds for all
factors and the unitaries U(n) disappear.
2. The preceding considerations show that the modular operators for type
III

(type III
0
) factors corresponding to cyclic and separating vectors
which are diagonalizable with respect to the center are operators with
multiplicative central spectrum of type III

(type III
0
).
Theorem 4.4.7. Let  be a positive invertible operator acting on a Hilbert
space H.  is a modular operator for a von Neumann factor of type III

,
0 <  < 1, (of type III
0
) corresponding to a cyclic and separating vector
which is diagonalizable with respect to the center if and only if  is an 1-
decomposable operator with respect to A
1
(
L
n2Z
A
c
) with uniformly innite
central multiplicity which possesses multiplicative central spectrum of type III

(of type III
0
).
Proof. If  is a modular operator then  is an 1-decomposable operator with
respect to B with uniformly innite multiplicity which possesses multiplicative
central spectrum of type I
n
(see Remark 4.3.10.2).
We now prove the converse. Let M be a type III

(type III
0
) von Neu-
mann factor acting on the Hilbert space H, and let (N ; ; tr) be a discrete
decomposition of M such that N is a type II
1
von Neumann algebra with
center C (A
c
) and tr Æ
n
= 
n
tr (tr Æ
n
= tr
A
n
) (n 2 Z).
4.4. TYPE III FACTORS 71
As in the proof of Theorem 4.3.12, there exists a family of pairwise orthog-
onal projections (E
k
)
k2N
in N such that tr
N
(E
k
) = m
k
and
P
k2N
E
k
= I.
Setting
H
0
:=
X
k2N
f
k
E
k
;
we get a positive invertible operator aÆliated with N such that
tr(H
0
) =
X
k2N
tr(f
k
E
k
) =
X
k2N
!

(f
k
)m
k
<1
(cf. again the proof of Theorem 4.3.12). According to x3.3, there is a cyclic
and separating vector v
0
for N and, according to x3.4, a cyclic and separating
vector u
0
= v
0

 x
0
2 H for M such that 
u
0
= H
0
J
0
H
 1
0
J
0

~
0
is the modu-
lar operator corresponding to u
0
with an appropriate modular conjugation J
0
.
The same calculations as in (4.4.3) and in the proof of Proposition 4.4.2 yield

u
0
=
P
j2N
g
j
^
F
j
where
^
F
j
2 B
0
and tr
B
0
(
^
F
j
) = 1  I (j 2 N). The same
argument as in the proof of Theorem 4.3.12 now proves the assertion.
The proof of Theorem 4.4.7 also implies the following
Corollary 4.4.8. Let  be a modular operator for a type III

factor M
corresponding to a cyclic and separating vector u
0
. Suppose that (m
k
)
k2K
and (f
k
)
k2K
are two sequences fullling the prerequisites of Denition 4.4.5
with respect to . Then there is a cyclic and separating vector u for M
0
such that the corresponding modular operator is unitarily equivalent to  and

u
= HJ
0
H
 1
J
0

~
0
. Moreover, H =
P
k
f
k
E
k
is the decomposition of H 2 N
where m
k
= tr
N
(E
k
).
Remark 4.4.9. A result analogous to that presented here also holds in the cir-
cumstances described in x3.4.2 for the type III
1
case. The only changes to
make are the substitution of Z by Z
2
and of A
n
(n 2 Z) by 
z
1
1

z
2
2
(z
1
; z
2
2 Z).
Chapter 5
Inverse Problems in Modular
Theory
The investigation of inverse problems in modular theory is motivated by physical
applications of modular theory (cf. x2.4). This motivation is studied in the rst
section in greater detail and the formulations of the resulting mathematical
problems are given. The second section is devoted to general properties of the
inverse problems and a rst simple class of solutions. In the last section we
introduce an equivalence relation on the set of solutions of one (exemplary)
inverse problem and consider a second simple class of solutions.
The idea of considering inverse problems in modular theory is due to Wollen-
berg (see [Wol92] and [Wol97], cf. also [BW01]). In the factor case most of the
results of x5.2 were proved in [Wol97] and [BW01] whereas the general results
are new. The equivalence relation was introduced by the author (cf. [Bol00a]
and [Bol00b]) whereas the second simple class was introduced by Wollenberg
for nite type I factors (see [Wol97] and [BW01]).
5.1 Motivation and Formulation
To motivate the investigation of inverse problems in modular theory we rst
recall the physical application presented in x2.4. The net (M(O))
O
is often
a so-called simple causal net (see e. g. [BW92, 7.3.6] or [Wol92] for the deni-
tion). In particular, the whole net of algebras is determined by one of the local
algebras and the representation of the symmetry group. If we assume duality
in the example of x2.4, the local algebra is the algebra of the wedge W and the
symmetry group is the Poincare group. Under suitable assumptions the wedge
algebra M(W) is isomorphic to the hypernite III
1
factor (see e. g. [BW92]
and x2.4). Furthermore, the Bisognano-Wichmann-Theorem (Theorem 2.4.2)
states that the modular operator  for the wedge algebra corresponding to the
(cyclic and separating) vacuum is the generator of the Lorentz boosts in the
wedge and the modular conjugation is the product of the PCT-operator with a
rotation.
Moreover, one can construct a free (linear) quantum eld theory (M
0
(O))
O
for the same representation of the Poincare group and the same vacuum which
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also satises the mentioned assumptions. The corresponding wedge algebra
M
0
(W) is hence the hypernite III
1
factor (it is therefore unitarily equiva-
lent to M(W)), the whole net is determined by the wedge algebra and the
representation of the Poincare group, and the modular operator for M
0
(W)
corresponding to the vacuum is the same as that for M(W) (for details we
refer e. g. to [BW92]). In addition, the modular conjugations of the two wedge
algebras dier only by a unitary commuting with the representation of the
Poincare group (see [Wol92]).
This observation essentially reduces the study of the possible quantum eld
theories for a xed vacuum and a xed representation of the Poincare group to
the study of the following problem (see [Wol92]):
Problem 5.1.1. Find all unitaries V 2 U(H) such that
1. 
 is cyclic and separating for VM
0
V

(M
0
:=M
0
(W)).
2. (VM
0
V

;
) has the same modular objects as (M
0
;
).
3. adV

U(; a)V is an endomorphism of M
0
for all elements (; a) of the
Poincare group mapping the wedge into itself.
Properties 1 and 2 motivated Wollenberg in [Wol92, Wol97, Wol98] to pose
and investigate the following inverse problems:
Problem 5.1.2 (Inverse problem for the modular objects of (M
0
; u
0
)).
LetM
0
be a von Neumann algebra acting on a Hilbert space H and let u
0
2 H
be a cyclic and separating unit vector forM
0
. Suppose (
0
; J
0
) are the modular
objects of (M
0
; u
0
). Characterize all von Neumann algebras M acting on the
same Hilbert space H which satisfy the following properties:
1. M is isomorphic to M
0
,
2. u
0
is also a cyclic and separating vector for M,
3. (
0
; J
0
) are the modular objects of (M; u
0
).
The set of all von Neumann Algebras satisfying 1-3 is denoted by
NA(
0
; J
0
; u
0
;M
0
):
Remark 5.1.3. Note that we consider the von Neumann algebra M
0
as a con-
crete algebra of operators acting on a concrete Hilbert space and not as an
isomorphism class of algebras. Thus, we distinguish the representing algebras
of the isomorphism class ofM
0
such that it makes sense to speak of the modu-
lar objects ofM
0
and to look only for von Neumann algebrasM isomorphic to
M
0
. The same remark also applies to the following inverse problems. At the
end of x5.2 we will show that more general inverse problems can sometimes be
reduced to Problem 5.1.2.
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Problem 5.1.4 (Inverse problem for the modular operator of (M
0
; u
0
)).
LetM
0
be a von Neumann algebra acting on a Hilbert space H and let u
0
2 H
be a cyclic and separating unit vector for M
0
. Suppose 
0
is the modular
operator of (M
0
; u
0
). Characterize all von Neumann algebrasM acting on the
same Hilbert space H which satisfy the following properties:
1. M is isomorphic to M
0
,
2. u
0
is a cyclic and separating vector for M,
3. 
0
is the modular operator of (M; u
0
).
The set of all von Neumann Algebras satisfying 1-3 is denoted by
NA(
0
; u
0
;M
0
):
The following problems are closely related to Problem 5.1.2 and Prob-
lem 5.1.4.
Problem 5.1.5 (Inverse problem for the modular objects of M
0
).
LetM
0
be a von Neumann algebra acting on a Hilbert space H and let u
0
2 H
be a cyclic and separating unit vector forM
0
. Suppose (
0
; J
0
) are the modular
objects of (M
0
; u
0
). Characterize all von Neumann algebras M acting on the
same Hilbert space H which satisfy the following properties:
1. M is isomorphic to M
0
,
2. there exists a cyclic and separating unit vector u for M,
3. (
0
; J
0
) are the modular objects of (M; u).
The set of all von Neumann Algebras satisfying 1-3 is denoted by
NA(
0
; J
0
;M
0
):
Problem 5.1.6 (Inverse problem for the modular operator of M
0
).
LetM
0
be a von Neumann algebra acting on a Hilbert space H and let u
0
2 H
be a cyclic and separating unit vector for M
0
. Suppose 
0
is the modular
operator of (M
0
; u
0
). Characterize all von Neumann algebrasM acting on the
same Hilbert space H which satisfy the following properties:
1. M is isomorphic to M
0
,
2. there exists a cyclic and separating unit vector u for M,
3. 
0
is the modular operator of (M; u).
The set of all von Neumann Algebras satisfying 1-3 is denoted by
NA(
0
;M
0
):
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In [Wol92, Wol97, Wol98] the above problems were only considered in the
factor case. Since it involves the same methods we consider here also the case
with non-trivial center.
In addition to the given motivation, the above problems occur naturally
in Tomita-Takesaki modular theory. Moreover, Borchers [Bor93] and Schroer
[Sch97] posed similar problems in the framework of algebraic quantum eld
theory. Furthermore, these problems are closely related to the characterization
of modular operators for a xed von Neumann algebra unitarily equivalent to
a given one and to the question of conjugacy of the modular automorphism
groups of a given algebra (see x5.2 and x6.1).
5.2 General Remarks on the Inverse Problems
This section is concerned with a rst analysis of the inverse problems formu-
lated in x5.1. We establish relations between the dierent problems and show
how the solutions of all inverse problems can be computed if one knows the
set NA(
0
; J
0
; u
0
;M
0
) (the solutions of Problem 5.1.2). This legitimates the
restriction to Problem 5.1.2 in the remaining parts of this thesis. Moreover,
we introduce two classes of simple solutions of the inverse problems and prove
useful reformulations of them. Furthermore, we cite a general theorem for Prob-
lem 5.1.4. Finally, we show how a more general inverse problem can sometimes
be reduced to Problem 5.1.2.
Throughout this section, (
0
; J
0
) are the modular objects for the pair
(M
0
; u
0
) where u
0
2 H is a cyclic and separating unit vector for the von Neu-
mann algebraM
0
. Furthermore, all cyclic and separating vectors of this section
are assumed to be unit vectors, i. e. kuk = 1 for all cyclic and separating vectors
u.
Notation. The following sets will prove useful in the investigation of the inverse
problems.
(i) Let W
1
be the set of all unitaries W on H such that W

u
0
= Cu
0
for a
selfadjoint invertible operator CZ(M) and W commutes with 
0
and
J
0
.
(ii) Let W
2
be the set of all unitaries W on H such that W

u
0
= Cu
0
for a
selfadjoint invertible operator CZ(M) and W commutes with 
0
.
(iii) Let W
3
be the set of all unitaries W on H commuting with 
0
and J
0
.
(iv) Let W
4
be the set of all unitaries W on H commuting with 
0
.
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Proposition 5.2.1. The following relations hold:
NA(
0
; J
0;
u
0
;M
0
) = W(NA(
0
; J
0
; u
0
;M
0
))W

(W 2 W
1
);
NA(
0
; u
0
;M
0
) =
[
W2W
2
W(NA(
0
; J
0
; u
0
;M
0
))W

;
NA(
0
; J
0
;M
0
) =
[
W2W
3
W(NA(
0
; J
0
; u
0
;M
0
))W

;
NA(
0
;M
0
) =
[
W2W
4
W(NA(
0
; J
0
; u
0
;M
0
))W

:
Proof. We only prove the last equality. The others follow in the same manner
if we restrict the argument to the smaller subsets W
i
(i = 1; 2; 3).
1. Let N 2 NA(
0
;M
0
), i. e. there is a cyclic and separating vector u for
N such that (N ; u) has modular objects (
0
; J). Since J and J
0
belong
to the same modular operator, Proposition 3.1 and 3.2 of [LMW00] imply
that J has the form J = WJ
0
W

where W 2 W
4
with Wu
0
= u. Note that
in [LMW00] only the factor case was proved, however, the proof of the
more general case used here is the same. Furthermore, (W

NW; u
0
) has
modular objects (
0
; J
0
) (see Corollary 2.1.5). This implies W

NW 2
NA(
0
; J
0
; u
0
;M
0
) and N 2 W(NA(
0
; J
0
; u
0
;M
0
))W

. We have thus
proved
NA(
0
;M
0
) 
[
W2W
4
W(NA(
0
; J
0
; u
0
;M
0
))W

:
2. The other inclusion is a consequence of the transformation property of
modular objects under unitarily implemented automorphisms (see Corol-
lary 2.1.5).
Proposition 5.2.1 leads immediately to the following denitions:
NA
1
(
0
; J
0
; u
0
;M
0
) := fM = UM
0
U

jU 2 W
1
g;
NA
1
(
0
; u
0
;M
0
) := fM = UM
0
U

jU 2 W
2
g;
NA
1
(
0
; J
0
;M
0
) := fM = UM
0
U

jU 2 W
3
g;
NA
1
(
0
;M
0
) := fM = UM
0
U

jU 2 W
4
g:
(5.2.1)
Corollary 5.2.2. The following inclusions hold
NA
1
(
0
; J
0
; u
0
;M
0
)  NA(
0
; J
0
; u
0
;M
0
);
NA
1
(
0
; u
0
;M
0
)  NA(
0
; u
0
;M
0
);
NA
1
(
0
; J
0
;M
0
)  NA(
0
; J
0
;M
0
);
NA
1
(
0
;M
0
)  NA(
0
;M
0
):
Proof. The inclusions follow directly from Proposition 5.2.1.
The following proposition implies that the investigation of von Neumann
algebras in NA(
0
; J
0
; u
0
;M
0
) can be transformed into the investigation of
modular objects of M
0
.
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Proposition 5.2.3. An algebra M belongs to NA(
0
; J
0
; u
0
;M
0
) if and only
if there exists a unitary U such that
(i) M = UM
0
U

,
(ii) u := U

u
0
is a cyclic and separating unit vector for M
0
,
(iii) (U


0
U; J
0
) are the modular objects of (M
0
; u), and
(iv) U commutes with J
0
.
Proof. 1. Suppose M 2 NA(
0
; J
0
; u
0
;M
0
). The unitary implementation
theorem (Theorem 2.1.10) implies the existence of a unitary U such that
M = (M
0
) = adU(M
0
) and [U; J
0
] = 0. Since (
0
; J
0
) are the modular
objects of (M; u
0
) we deduce from Corollary 2.1.5 that U

u
0
= u is a
cyclic and separating vector for M
0
= U

MU and that U


0
U and
U

J
0
U = J
0
are the modular objects of (M
0
; u).
2. Conversely, suppose that there is a unitary U satisfying (i) - (iv). Since
(U


0
U; J
0
) are the modular objects for (M
0
;U

u
0
) it follows that u
0
is a cyclic and separating vector for M = UM
0
U

and (
0
; J
0
) are the
modular objects for (M; u
0
).
Similar reasoning also yields analogous results for the other inverse prob-
lems. For instance, we present here the characterization for Problem 5.1.5:
Proposition 5.2.4. An algebra M belongs to NA(
0
; J
0
;M
0
) if and only if
there exists a unitary U such that
(i) M = UM
0
U

,
(ii) (U


0
U; J
0
) are the modular objects for (M
0
; u) where u 2 H is a cyclic
and separating unit vector for M
0
,
(iii) U commutes with J
0
.
Remark 5.2.5. Corresponding propositions for Problem 5.1.4 and Problem 5.1.6
are obtained by omitting the commutativity of U and J
0
.
The following example can be found in [Wol97] and [BW01] for the factor
case.
Example 5.2.6. Suppose that 
0
= I is the modular operator corresponding to
u
0
. Then the state


u
0
ju
0

is a trace, u
0
is a trace vector, and M
0
is nite.
Let now M 2 NA(I; J
0
; u
0
;M
0
). Proposition 5.2.3 implies the existence
of a unitary operator U such that M = UM
0
U

, the vector U

u
0
is cyclic
and separating for M
0
, the modular objects of (M
0
;U

u
0
) are (I; J
0
), and J
0
commutes with U. On the other hand, we conclude from Lemma A.2.1 that
there exists a selfadjoint invertible operator CZ(M) such that u
0
2 D(C) and
U

u
0
= Cu
0
. Hence, U 2 W
1
and M is also contained in NA
1
(I; J
0
; u
0
;M
0
).
This implies
NA(I; J
0
; u
0
;M
0
) = NA
1
(I; J
0
; u
0
;M
0
):
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In the case 
0
= I the inverse problem for the modular objects thus has a very
simple solution.
Similarly, we can nd NA(I; u
0
;M
0
) = NA
1
(I; u
0
;M
0
) and so on.
The following lemma states that the unitaries satisfying the properties (ii)-
(iv) of Proposition 5.2.3 can be obtained by a transformation of the unitaries
satisfying the properties (ii) and (iii) of Proposition 5.2.4. This sometimes
simplies the problem to nd elements in NA(
0
; J
0
; u
0
;M
0
).
Lemma 5.2.7. Suppose U is a unitary and u is a cyclic and separating unit
vector for M
0
such that (U


0
U; J
0
) are the modular objects for (M
0
; u) and
U commutes with J
0
. Then there exists a unitary U
0
such that
U


0
U = U

0

0
U
0
; J
0
= U

0
J
0
U
0
; and U

0
u
0
= u:
Proof. Since (M
0
; u) has modular objects ( := U


0
U; J
0
) we have u = u
and J
0
u = u. Setting u
1
:= Uu we get

0
u
1
= UU

Uu = Uu = Uu = u
1
and
J
0
u
1
= J
0
Uu = UJ
0
u = Uu = u
1
:
Applying Lemma 5.2 of [LMW00] we now obtain the existence of a unitary
operator V
1
such that
V
1
u
0
= u
1
; V
1

0
= 
0
V
1
; and V
1
J
0
= J
0
V
1
:
Setting U
0
:= V

1
U we get a unitary with the claimed properties.
Remark 5.2.8. 1. The analogous results to Lemma 5.2.7 for Problem 5.1.4
and Problem 5.1.6 are obtained by omitting the commutativity of U and
J
0
.
2. Note that Proposition 5.2.3 and Lemma 5.2.7 imply the following fact:
The set of all modular objects (; J) for M
0
such that  is unitarily
equivalent to 
0
and J = J
0
is given by the unitaries which generate the
set NA(
0
; J
0
; u
0
;M
0
) fromM
0
. So the inverse problem for the modular
objects (
0
; J
0
) is closely related to the direct problem to determine all
other modular operators ofM
0
which are unitarily equivalent to the given
ones and have the same xed modular conjugation J
0
.
Similarly, one can connect the inverse problem for the modular operator

0
with the direct problem to determine all other modular operators for
M
0
which are unitarily equivalent to 
0
.
3. Let NA(M
0
) (respectively NA(u
0
;M
0
)) denote the set of von Neumann
algebras onH which are isomorphic toM
0
(and have cyclic and separating
vector u
0
). Then
fM
0
g  NA(
0
; J
0
; u
0
;M
0
)  NA(
0
; u
0
;M
0
)  NA(u
0
;M
0
)
\ \ \
fM
0
g  NA(
0
; J
0
;M
0
)  NA(
0
;M
0
)  NA(M
0
)
where equality does not hold in general.
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4. If M 2 NA(
0
; u
0
;M
0
) and M\M
0
has cyclic vector u
0
the algebras
M
0
and M coincide (this follows from [KR86, 9.2.36] and the KMS-
condition). Thus, a non-trivial solutionM of the inverse problem for the
modular operator has to dier \signicantly" from M
0
. In particular, it
is not possible that M is a proper subalgebra of M
0
.
Let us now cite a theorem describing the solutions of the inverse problem
of the modular operator of (M
0
; u
0
) (Problem 5.1.4). Corollary 5.2.2 implies
that a von Neumann algebra M := UM
0
U

belongs to NA(
0
; u
0
;M
0
) if U
satises
U = KV for K 2 W
2
and adV 2 aut(M
0
): (5.2.2)
The example 
0
= I demonstrates that this suÆcient condition is sometimes
also a necessary condition. This implies, at least for special 
0
and M
0
, the
relation NA(
0
; u
0
;M
0
) = NA
1
(
0
; u
0
;M
0
). We will later see that for type
I
1
algebras where 
0
has a \generic spectrum" this relation holds as well (see
x6.5). On the other hand, we will see that there exist examples of modular
operators 
0
for type I
1
algebras M
0
(and other algebras) such that not all
solutions M := UM
0
U

of the inverse problem for the modular operator can
be described by unitaries U satisfying the simple relations (5.2.2) (see x6.2 and
x6.3).
The following theorem, which was rst proved by Wollenberg [Wol97], gives
a description of all von Neumann factors M := UM
0
U

2 NA(
0
; u
0
;M
0
) in
terms of the unitaries U which is similar to the one given by (5.2.2). To get such
a description we have to extend the Hilbert space H on which the von Neumann
factors M
0
and M act (a known trick, see e. g. [Con73] or [Str81, x 5]).
Let F
1
= L(L
2
(R; )) and  be the n. s. f. weight on F
1
whose modular
automorphism group 
t

is the group of all real translations on F
1
(cf. e. g.
[Str81, 4.15] for the existence). Furthermore, let H

denote the GNS-space for
(F
1
; ). The isomorphism from F
1
onto its GNS-representation is denoted by


and we set F

:= 

(F
1
). The modular objects for (F

; ) are denoted by
(

; J

). Moreover, we use the following notations:
 
1
() :=  Æ 
 1

() (a weight on F

),
 !
0
() :=


u
0
ju
0

, !
U
() :=


U

u
0
jU

u
0

(states on M
0
and M
0
0
),
 ~
t
:= ad(
it
0


it

) for t 2 R (automorphisms onM
0

F

andM
0
0

F
0

).
Theorem 5.2.9. A von Neumann factor M belongs to NA(
0
; u
0
;M
0
) if and
only if there exists a unitary operator U such that
(i) M = UM
0
U

,
(ii) there are unitaries K;Y
1
;Y
2
on H
H

such that K 2 f
0



g
0
and
U
 I

= K Y
1
 Y
2
; Y
1
2M
0

F

; Y
2
2M
0
0

F
0

; (5.2.3)
(iii) !
0


1
() = c(!
0


1
)(K K

) as weights onM
0

F

and M
0
0

F

where
c > 0 and (!
0

 
1
)(K K

) := (!
U

 
1
)(Y

2
Y

1
Y
1
Y
2
).
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For a proof of this theorem we refer to [BW01] or Appendix B.
In addition to the inverse problems presented in x5.1, it is also possible to
investigate other, more general, inverse problems related to modular theory. For
instance, one can look for non-isomorphic algebras acting on the same Hilbert
space which have the same modular objects corresponding to the same cyclic
and separating vector. In the type I case this is equivalent to Problem 5.1.2
since all type I
n
algebras (for a xed n 2 N [f1g) with isomorphic centers are
isomorphic (see Theorem 4.2.1).
The other cases can often be reduced to Problem 5.1.2 as well:
Proposition 5.2.10. Let M
i
, i = 1; 2, be a von Neumann algebra acting on
a Hilbert space H with cyclic and separating vector u
i
2 H and corresponding
modular objects (
i
; J
i
). Suppose that 
2
= U
1
U

where U 2 U(H). Then
there exists a unitary W 2 U(H) such that u
1
is a cyclic and separating vector
for WM
2
W

with modular objects (
1
; J
1
).
Proof. Note rst that (U

M
2
U;U

u
2
) has modular objects (
1
;U

J
2
U) (see
Corollary 2.1.5). Then [LMW00, Proposition 3.1] implies that there is a unitary
W
1
2 U(H) commuting with 
1
such that J
1
= W
1
U

J
2
UW

1
. In addition,
u := W
1
U

u
2
is a cyclic and separating vector for N := W
1
U

M
2
UW

1
with
modular objects (
1
; J
1
). According to [LMW00, Proposition 3.2] there exists a
unitary W
2
2 U(H) commuting with 
1
and J
1
such that u
1
= W
2
u is a cyclic
and separating vector for W
2
NW

2
with modular objects (
1
; J
1
). Setting
W := W
2
W
1
U

we get the assertion.
Let now M
0
be a type II
n
von Neumann algebra (n 2 f1;1g) with cyclic
and separating vector u
0
and corresponding modular objects (
0
; J
0
). Assume
that u
0
is diagonalizable with respect to the center. Then the proof of Theo-
rem 4.3.12 implies that every type II
n
von Neumann algebra M with center
isomorphic to the center M
0
has a cyclic and separating vector whose mod-
ular operator is unitarily equivalent to 
0
. According to Proposition 5.2.10
there is an algebra N in the isomorphism class of M which is a solution of
the above mentioned more general inverse problem. The other solutions in the
same isomorphism class are again solutions of Problem 5.1.2 with respect to
(N ; u
0
).
5.3 Equivalence Relations in the Set of Solutions
From now on we consider only the inverse problem for the modular objects of
(M
0
; u
0
) (Problem 5.1.2). We call this \the inverse problem" for short. The
other inverse problems can be treated similarly (cf. also Proposition 5.3.5).
To classify the solutions of the inverse problem we introduce an equivalence
relation using the simple class of solutions NA
1
(see (5.2.1)). The classica-
tion of all solutions will be formulated in terms of this equivalence relation in
Chapter 6.
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Denition 5.3.1. Two von Neumann algebras M;N 2 NA(
0
; J
0
; u
0
;M
0
)
are called equivalent solutions of the inverse problem,
M N ;
if M2 NA
1
(
0
; J
0
; u
0
;N ).
Proposition 5.3.2. The relation \" is an equivalence relation.
Proof. The relation \" is reexive (choose U = I) and symmetric (replace U
by U

). To show that it is transitive, letM N and N  R, i. e.M = UNU

and N = VRV

where U and V are unitaries commuting with 
0
and J
0
such that U

u
0
= C
1
u
0
(C
1
N ) and V

u
0
= C
2
u
0
(C
2
R). Setting
~
U := UV
we get a unitary
~
U such that M =
~
UR
~
U

and
~
U commutes with 
0
and J
0
.
Furthermore, with
~
C
1
:= V

C
1
VR we have
~
U

u
0
= V

U

u
0
= V

C
1
u
0
=
~
C
1
V

u
0
=
~
C
1
C
2
u
0
where
~
C
1
C
2
R. Thus MR.
Remark 5.3.3. 1. Similar equivalence relations can be introduced also for the
other inverse problems if we substitute W
1
by W
i
(i = 2; 3; 4).
2. The denition of the equivalence relation obviously implies that the simple
class NA
1
dened by (5.2.1) is an equivalence class with respect to .
In the following we consider a second simple class of solutions for the inverse
problem. This class was introduced in [Wol97] and [BW01] for type I factors.
For this purpose let (
0
; J
0
) be the modular objects of (M
0
; u
0
) and assume
for the moment that there is a cyclic and separating vector u
1
2 H such that
(
 1
0
; J
0
) are the modular objects of (M
0
; u
1
). The existence of such a vector
will proved unter certain conditions later (Lemma 5.3.7). Lemma A.3.1 then
implies the existence of a conjugation L such that L commutes with 
0
and J
0
,
and LCu
i
= C

u
i
, i = 0; 1, for all C 2 Z(M
0
). Setting U
1
:= LJ
0
we get a
unitary U
1
such that U
1
commutes with J
0
, U
1
Cu
i
= Cu
i
for all C 2 Z(M
0
),
and
U

1

0
U
1
= 
 1
0
:
We can now dene the following class of von Neumann algebras solving the
inverse problem:
NA
2
(
0
; J
0
; u
0
;M
0
) := fM = UM
0
U

jU = KU
1
;K 2 W
3
;
K

u
0
= Cu
1
with a selfadjoint invertible CZ(M
0
)g:
(5.3.1)
Lemma 5.3.4. Under the above assumptions the denition of NA
2
is indepen-
dent of the pair (U
1
; u
1
) and
; 6= NA
2
(
0
; J
0
; u
0
;M
0
)  NA(
0
; J
0
; u
0
;M
0
):
The proof is the same as for type I factors (cf. [BW01]). Nevertheless, we
repeat it for the reader's convenience with some additional remarks:
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Proof. 1. We rst prove the existence of a unitaries K 2 W
3
such that
K

u
0
= Cu
1
for a selfadjoint invertible CZ(M
0
). Since u
0
and u
1
are
cyclic and separating vectors with modular objects (
0
; J
0
) and (
 1
0
; J
0
),
respectively, we have 
0
u
i
= u
i
and J
0
u
i
= u
i
for i = 0; 1. Lemma 5.2
in [LMW00] now yields the existence of a unitary K commuting with 
0
and J
0
such that K

u
0
= u
1
.
2. To verify the independence of the denition from the pair (U
1
; u
1
), let
(U
2
; u
2
) be another pair which fulls the above conditions in place of
(U
1
; u
1
). Let further K
2
2 W
3
such that K

2
u
0
= C
2
u
2
where C
2
Z(M
0
)
is selfadjoint and invertible. Since u
1
and u
2
have the same modular
objects Lemma A.2.1 implies the existence of an invertible and selfadjoint
operator CZ(M
0
) such that u
2
= Cu
1
. Setting K
1
:= K
2
U
2
U

1
we get a
unitary commuting with 
0
and J
0
such that K
1
U
1
= K
2
U
2
and
K

1
u
0
= U
1
U

2
K

2
u
0
= U
1
U

2
C
2
u
2
= U
1
C
2
u
2
= U
1
C
2
Cu
1
= C
2
Cu
1
:
Therefore, we have
K
2
U
2
M
0
U

2
K

2
= K
1
U
1
M
0
U

1
K

1
2 NA
2
(
0
; J
0
; u
0
;M
0
):
3. Let now M = UM
0
U

= KU
1
MU

1
K

2 NA
2
(
0
; J
0
; u
0
;M
0
). We show
that M 2 NA(
0
; J
0
; u
0
;M
0
). In fact, since (
 1
0
; J
0
) are the modular
objects for (M
0
;Cu
1
) and
U


0
U = U

1
K


0
KU
1
= U

1

0
U
1
= 
 1
0
;
U

J
0
U = U

1
K

J
0
KU
1
= U

1
J
0
U
1
= J
0
;
U

u
0
= U

1
K

u
0
= U

1
Cu
1
= Cu
1
Proposition 5.2.3 impliesM = UM
0
U

2 NA(
0
; J
0
; u
0
;M
0
).
Proposition 5.3.5. The class NA
2
(
0
; J
0
; u
0
;M
0
) is an equivalence class with
respect to \".
Proof. LetM
1
;M
2
2 NA(
0
; J
0
; U
0
;M
0
) be two solutions of the inverse prob-
lem.
1. Suppose that M
i
2 NA
2
(
0
; J
0
; u
0
;M
0
), i = 1; 2. Then there exist uni-
taries K
i
2 W
3
such that K

i
u
0
= C
i
u
1
for selfadjoint invertible operators
C
i
Z(M
0
), and M
i
= K
i
U
1
M
0
U

1
K

i
. Dening
W := K
1
U
1
U

1
K

2
= K
1
K

2
we have WM
2
W

= K
1
U
1
M
0
U

1
K

1
=M
1
and
W
0
= K
1
K

2

0
= 
0
K
1
K

2
= 
0
W
WJ
0
= K
1
K

2
J
0
= J
0
K
1
K

2
= J
0
W
W

u
0
= K
2
K

1
u
0
= K
2
C
1
u
1
= K
2
U
1
C
1
u
1
= K
2
U
1
C
1
C
 1
2
U

1
K

2
| {z }
=:C
u
0
:
Note that we have used C
2
u
1
= U

1
C
2
u
1
= U

1
K

2
u
0
in the last step.
Since CZ(M
2
) the conditions of Denition 5.3.1 are fullled and hence
M
1
M
2
.
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2. Let now M
1
2 NA
2
(
0
; J
0
; u
0
;M
0
). This implies the existence of a
unitary K 2 W
3
such that K

u
0
= C
1
u
1
with C
1
Z(M
0
), and M
1
=
KU
1
M
0
U

1
K

. Suppose that M
2
 M
1
. Then there exists a unitary
U 2 W
1
such that U

u
0
= C
2
u
0
with C
2
Z(M
1
) and M
2
= UM
1
U

.
Setting
~
K := UK we get a unitary commuting with 
0
and J
0
such that
~
K

u
0
= K

U

u
0
= K

C
2
u
0
= K

C
2
KC
1
u
1
= U
1
U

1
K

C
2
KU
1
C
1
| {z }
=:CZ(M
0
)
u
1
= Cu
1
;
and
~
KU
1
M
0
U

1
~
K

=M
2
. This impliesM
2
2 NA
2
(
0
; J
0
; u
0
;M
0
).
In the following we investigate under which conditions 
 1
0
can also be
a modular operator corresponding to a cyclic and separating vector u
1
. The
next proposition suggested by Wollenberg states that this is only possible if the
algebra M
0
is seminite.
Proposition 5.3.6. LetM
0
be a von Neumann algebra, 
0
a modular operator
corresponding to an n. s. f. weight ' such that 
 1
0
is also a modular operator
corresponding to an n. s. f. weight. Then M
0
is seminite.
Proof. Suppose that 
 1
is the modular operator for some weight  . The
Unitary Cocycle Theorem (Theorem 2.1.15) implies the existence of a unitary
cocycle U
t
= [D' : D ]
t
2 M
0
such that ad
 it
0
= ad(U
t

it
0
) for t 2 R.
Then V
t
:= 
 it
0
(U

t

 it
0
) 2 M
0
0
for all t 2 R. Now 
 it
0
= (U
t

it
0
)V
t
and

it
0
= (
 it
0
)

= V

t
U
 t

 it
0
implies 
2it
0
= V

t
U
 t
. From the latter it follows
that ad
it
0
is an inner automorphism for all t 2 R which is only possible ifM
0
is seminite (cf. x2.3).
Legitimated by Proposition 5.3.6 we can assume in the following investiga-
tions thatM
0
is a seminite algebra and 
0
= H
0
J
0
H
 1
0
J
0
where H
0
M
0
with
tr(H
0
) <1 (cf. Theorem 3.3.9). This implies 
 1
0
= H
 1
0
J
0
H
0
J
0
.
Lemma 5.3.7. Let M
0
be a seminite von Neumann algebra, and let 
0
; J
0
,
H
0
be as above. Then the following statements are equivalent:
(i) (
 1
0
; J
0
) are the modular objects corresponding to a cyclic and separating
vector u
1
2 H for M
0
.
(ii) There is a positive invertible operator CZ(M
0
) such that
tr(CH
 1
0
) <1: (5.3.2)
Proof. (i)) (ii): Suppose that (
 1
0
; J
0
) are the modular objects correspond-
ing to a cyclic and separating vector u
1
for M
0
. The results of x3.2 and
x3.3 now imply the existence of an invertible operator T
u
1
M
0
corre-
sponding to u
1
such that tr(T
u
1
T

u
1
) = tr(T

u
1
T
u
1
) <1 and
H
 1
0
J
0
H
0
J
0
= 
 1
0
= SS

J
0
(SS

)
 1
J
0
:
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Since the decomposition of 
 1
0
into positive operators is unique up to
a positive, invertible operator CZ(M
0
) (see Lemma A.1.1) we conclude
CH
 1
0
= T
u
1
T

u
1
and
tr(CH
 1
0
) = tr(T
u
1
T

u
1
) <1:
(ii)) (i): Let T
u
0
= H
1=2
0
V be the polar decompostion of the operator T
u
0
which corresponds to u
0
(see Corollary 3.2.4 and Corollary 3.3.6). Sup-
pose that there is a positive invertible operator CZ(M
0
) such that
tr(CH
 1
0
) <1. Setting S := C
1=2
H
 1=2
0
VM
0
we have
tr(SS

) = tr(CH
 1
0
) <1:
Hence, there exists a cyclic and separating vector u
1
corresponding to S
such that
CH
 1
0
J
0
C
 1
H
0
J
0
= 
 1
0
and J
0
are the modular objects corresponding to u
1
(cf. Theorem 3.3.9).
We now investigate under which conditions the second statement of
Lemma 5.3.7 is true. For this purpose we must distinguish the dierent types:
Lemma 5.3.8. (i) For type I
n
algebras (n 2 N) condition (5.3.2) is always
satised.
(ii) For type I
1
and type II
1
algebras the condition (5.3.2) is never satised.
Proof. (i) LetM
0
be a type I
n
algebra (n 2 N). Then H
0
can be decomposed
into H
0
=
P
n
k=1
f
k
E
k
where 0 < f
k
Z(M
0
) and E
k
2 M
0
are pairwise
orthogonal projections for k = 1; : : : ; n (see Theorem 4.2.4). Moreover, we
can assume that C
E
k
= supp(f
k
) = I and m
k
= tr
M
0
(E
k
) = I. Note that
this convention diers slightly from the convention used in x4.2. Den-
ing f := inf
k2f1;:::;ng
f
k
we get a positive invertible function aÆliated
with Z(M
0
). As in x4.2 we again assume without loss of generality that
tr = !

Æ tr
M
0
where !

is a weight on the center of M
0
and tr
M
0
is the
canonical central trace. Then
tr(fH
 1
0
) = tr(f
n
X
k=1
f
 1
k
E
k
) =
n
X
k=1
!

(ff
 1
k
tr
M
0
(E
k
)) =
=
n
X
k=1
!

(ff
 1
k
) 
n
X
k=1
!

(f
k
f
 1
k
)  n <1;
hence (5.3.2) is fullled if we substitute C by fZ(M
0
).
(ii) (a) Let now M
0
be a type I
1
or II
1
factor and T
u
0
= H
1=2
0
VM
0
the operator corresponding to the cyclic and separating vector u
0
.
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Let further E be the spectral measure of H
0
. We dene a positive
measure 
tr
on the -algebra of Borel sets in R by

tr
(B) := tr(E(B))
for all Borel sets B  R. This measure fulls
Z
d
tr
() = tr(H
0
) <1:
Without loss of generality we assume
R
d
tr
() = 1. Then
1 =
Z
d
tr
() 
Z
[0;1]
d
tr
() +
Z
(1;1)
d
tr
():
In particular, one obtains
Z
(1;1)
d
tr
() <1:
Since M
0
is innite we have 1 = tr(I) = 
tr
(R). This implies
1 =
Z
R
d
tr
() =
Z
[0;1]
d
tr
() +
Z
(1;1)
d
tr
()
| {z }
<1
and
Z
[0;1]
d
tr
() =1:
Suppose now that also tr(H
 1
0
) <1. Then
1 >
Z
R

 1
d
tr
() 
Z
[0;1]
d
tr
()
| {z }
=1
+
Z
(1;1)

 1
d
tr
()
is a contradiction.
(b) The non-factor case follows from the part (a) using the direct integral
decomposition (cf. x4.2 and x4.3).
Example 5.3.9. Let R(A; ) be the hypernite II
1
factor constructed in Exam-
ple 2.2.6. Let further M = [U(pq
 1
)A(pq
 1
)]
p;q2G
2 R, where U is the unitary
implementation of  on H, and A(p) 2 A = L
1
(S; ) for all p 2 G. The trace
on R is the dened by
tr(M) =
Z
S
A(e)d:
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Let  be the canonical homomorphism from A into R, i. e. (f) = [Æ
p;q
f ]
p;q
for
f 2 A. This implies
tr((f)

(f)) <1 ,
Z
jf j
2
d <1:
We now dene two functions f
1
; f
2
2 A by f
1
:= x+ 1 and f
2
:= x. Then
1
Z
0
(x+ 1)
2
d(x) <1 and
1
Z
0
(x+ 1)
 2
d(x) <1
whereas
1
Z
0
x
2
d(x) <1 and
1
Z
0
x
 2
d(x) =1:
This implies that condition (5.3.2) is satised for (f
1
) but not for (f
2
).
Hence, the second simple class does not exist for all cyclic and separating vec-
tors, but for some of them.
Since every type II
1
algebra has a hypernite II
1
subfactor [KR86, Exer-
cice 12.4.25] this example also demonstrates this fact for all type II
1
factors.
The non-factor case again follows with the help of the direct integral decompo-
sition.
Remark 5.3.10. Example 5.3.9 implies that the spectral measure of (f) is
given by
E
(f)
(B) = [
f
 1
(B)
Æ
p;q
]
p;q
where 
M
is the characteristic function of the Borel set M  R. Hence, (f)
has the same types of spectrum as f . Accordingly, the positive operator H
0
generating the modular operator can have all types of spectral points. This
is a dierence to the type I factor case. In the latter we have, also for I
1
factors, only point spectrum (and eventually 0 as continuous spectrum) since
H
0
is always a trace class operator.
Summarizing Proposition 5.3.6, Example 5.3.9, and Lemma 5.3.8 we have
Theorem 5.3.11. The second simple class NA
2
(
0
; J
0
; U
0
;M
0
) of solutions
of the inverse problem only exists for nite algebras M
0
. More precisely,
1. NA
2
exists for every cyclic and separating vector u
0
if M
0
is a type I
n
algebra (n 2 N).
2. NA
2
exists for some cyclic and separating vectors u
0
, but not for all, if
M
0
is a type II
1
algebra.
Chapter 6
Classication of the Solutions
of the Inverse Problem
In this chapter we will use the equivalence relation introduced in x5.3 for the
investigation of the inverse problem. We will rst present some general results
valid both for the type I and the type II case. The next two sections are
concerned with the type I and the type II case, respectively. In both cases it
is possible to completely classify the solutions with the help of some spectral
invariants the construction of which is based on the results of Chapter 4 (The-
orem 6.2.8 and Theorem 6.3.8). The fourth section contains some remarks on
the type III

case (0 <  < 1). In the last section we will introduce a dierent
equivalence relation for seminite factors which is equivalent to the rst one
only in the type I case. Furthermore, we will exhibit a special class of modular
operators, the so-called modular operators with generic spectrum, which have
at most two classes of solutions with respect to this second equivalence relation
(Theorem 6.5.12).
Most results of x6.1 are due to the author (see [Bol00a] and [Bol00b]), Corol-
lary 6.1.4 and Corollary 6.1.5 were previously proved for type I factors by Wol-
lenberg (see [Wol98], cf. also [BW01]). The results of x6.2 are essentially new.
Some aspects of the inverse problem for type I factors were already consid-
ered by Wollenberg in [Wol98] (cf. also [BW01]). x6.3 and x6.4 are due to the
author (see [Bol00a] and [Bol00b] for the factor case). The notion of generic
spectrum (see Denition 6.5.10) was introduced by Wollenberg in [Wol98] (cf.
also [BW01]) for type I factors whereas the generalization to seminite factors
is new.
As in the last section of the previous chapter we will focus on the inverse
problem for the modular objects (Problem 5.1.2), the inverse problem for short.
However, similar results can also be obtained for the other problems.
6.1 General Results for the Seminite Case
Let now (
0
; J
0
) be the modular objects of (M
0
; u
0
) for a seminite algebraM
0
and T
u
0
= H
1=2
0
VM
0
be the invertible operator corresponding to the cyclic
and separating vector u
0
2 H. Then tr(H
0
) < 1 and 
0
= H
0
J
0
H
 1
0
J
0
(see
87
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Theorem 3.3.9). Similarly to x4.2 and x4.3 we assume throughout this section
that tr = !Ætr
M
0
where tr
M
0
is a central trace onM
0
and ! is a normal faithful
state on the center Z(M
0
) of M
0
. Furthermore, we can assume without loss
of generality that
tr
M
0
(H
0
) = I: (6.1.1)
Indeed, if C := tr
M
0
(H
0
) 6= I we replace u
0
by the vector v
0
:= C
 1=2
u
0
, where
u
0
2 D(C
 1=2
) because
tr
H
0
(C
 1
) = !(tr
M
0
(H
0
C
 1
)) = !(CC
 1
) = 1 <1:
v
0
is a cyclic and separating vector for M
0
with modular objects (
0
; J
0
) and
corresponding operator T
v
0
= C
 1=2
T
u
0
= C
 1=2
H
1=2
0
V such that
tr
M
0
(T
v
0
T

v
0
) = tr
M
0
(C
 1
H
0
) = I:
Moreover, by Lemma 5.2.7, there is a unitary W commuting with 
0
and J
0
such that W

u
0
= v
0
= C
 1=2
u
0
. Hence, W 2 W
1
and
NA(
0
; J
0
; u
0
;M
0
) = W(NA(
0
; J
0
; v
0
;M
0
))W

= NA(
0
; J
0
; v
0
;M
0
)
according to Proposition 5.2.1.
If an algebra M is a solution of the inverse problem for the modular ob-
jects of (M
0
; u
0
), then Proposition 5.2.3 implies the existence of a a unitary
U such that ( := U


0
U; J
0
) are the modular objects for (M
0
; u := U

u
0
).
According to the results of x3.2 and x3.3 there is an invertible operator T
u
M
0
corresponding to u such that tr(T
u
T

u
) < 1. Moreover, setting H := T
u
T

u
,
Theorem 3.3.9 implies  = HJ
0
H
 1
J
0
.
Assume now there is another unitary
~
U commuting with J
0
such that
~
UM
0
~
U

= M and
~
U


0
~
U =
~
HJ
0
~
H
 1
J
0
with
~
HM
0
. Dening V := U

~
U
we get a unitary such that adV 2 aut(M
0
) and
V
~
HV

J
0
V
~
H
 1
V

J
0
= U

~
U
~
HJ
0
~
H
 1
J
0
~
U

U = U


0
U = HJ
0
H
 1
J
0
:
By Lemma A.1.1, there is a positive invertible operator CZ(M
0
) such that
V
~
HV

= CH. This proves that the positive invertible operator HM
0
corre-
sponding to a solution of the inverse problem is unique up to conjugacy.
We can even prove that the equivalence classes of the inverse problem are
characterized by conjugacy classes of positive invertible operators:
Lemma 6.1.1. Let M
1
;M
2
2 NA(
0
; J
0
; u
0
;M
0
) be two solutions of the in-
verse problem, and let H
i
M
0
(i = 1; 2) be the corresponding positive invertible
operators. The following conditions are equivalent:
(i) M
1
M
2
(ii) There are a unitarily implemented automorphism  = adW, W 2 U(H),
on M
0
and a positive invertible operator CZ(M
0
) such that (H
2
) =
CH
1
, i. e. WH
2
W

= CH
1
.
The operator W can be chosen in such a way that it commutes with J
0
.
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Proof. SinceM
i
, i = 1; 2, is a solution of the inverse problem there is a unitary
operator U
i
on H commuting with J
0
such that M
i
= U
i
M
0
U

i
and
(
i
:= U

i

0
U
i
=: H
i
J
0
H
 1
i
J
0
; J
0
)
are the modular objects for (M
0
; u
i
:= U

i
u
0
).
1. Suppose thatM
1
M
2
, i. e. there is a unitary V commuting with J
0
and

0
such thatM
1
= VM
2
V

. If we set W := U

1
VU
2
a simple calculation
yields  := adW 2 aut(M
0
). Moreover, W commutes with J
0
. Since
(WH
2
W

)J
0
(WH
 1
2
W

)J
0
= U

1
V
0
V

U
1
= H
1
J
0
H
 1
1
J
0
Lemma A.1.1 yields the existence of a positive invertible operator CZ(M
0
)
such that WH
2
W

= CH
1
.
2. Suppose now that there is an automorphism  on M
0
such that
(H
2
) = CH
1
for a positive invertible CZ(M
0
). Since M
0
possesses
a cyclic and separating vector there is a unitary W commuting with J
0
such that  = adW (see Theorem 2.1.10). Dening U := U
1
WU

2
we
obtain a unitary which obviously commutes with J
0
. U also commutes
with 
0
since
U
0
U

= U
1
WU

2

0
U
2
W

U

1
= U
1
WH
2
J
0
H
 1
2
J
0
W

U

1
= U
1
CH
1
J
0
C
 1
H
 1
1
J
0
U

1
= 
0
:
Moreover, we have UM
2
U

= M
1
. Since (M
0
; u
1
) has modular ob-
jects (
1
; J
0
), the pair (W

M
0
W = M
0
;W

u
1
) has modular objects
(W


1
W = 
2
; J
0
). Since the cyclic and separating vector is (up to an
element aÆliated with the center) uniquely determined by the modular
objects (see Lemma A.2.1) there is a positive invertible C
1
Z(M
0
) such
that W

u
1
= C
1
u
2
. Setting
D := U
2
C
1
U

2
U
2
Z(M
0
)U

2
= Z(M
2
)
we conclude
U

u
0
= U
2
W

U

1
u
0
= U
2
W

u
1
= U
2
C
1
u
2
= U
2
C
1
U

2
U
2
u
2
= Du
0
:
Thus, U 2 W
1
which proves M
1
M
2
.
Remark 6.1.2. 1. We can assume without loss of generality that tr
M
0
(H) = I
for the operator HM
0
corresponding to an equivalence class of the inverse
problem. Indeed, suppose with the above notations that C := tr
M
0
(H) 6= I.
As in the beginning of this section we set ~u := C
 1=2
u and get a cyclic
and separating vector which has the same modular objects as u. Hence,
90 CHAPTER 6. CLASSIFICATION OF THE SOLUTIONS
there is a unitary U
0
commuting with J
0
such that U


0
U = U

0

0
U
0
and U

0
u
0
= ~u (see Lemma 5.2.7). Proposition 5.2.3 now leads to
~
M := U
0
M
0
U

0
2 NA(
0
; J
0
; u
0
;M
0
):
Setting V := U
0
U

we get a unitary such that
~
M = VMV

, V commutes
with 
0
and J
0
, and
V

u
0
= UU

0
u
0
= U~u = UC
1=2
u = UC
1=2
U

| {z }
Z(M)
u
0
:
We have thus shown that
~
M  M. Moreover, if we denote the pos-
itive invertible operator corresponding to
~
M (and ~u) by
~
H we obtain
tr
M
0
(
~
H) = I.
2. With the notations of Lemma 6.1.1 we assume the operators H
1
and H
2
to be normalized, i. e. tr
M
0
(H
1
) = tr
M
0
(H
2
) = I. Then
tr
M
0
Æ = (tr
M
0
)
C
= tr
M
0
(C)
holds. In fact, since the central trace tr
M
0
is unique up to a positive
invertible operator aÆliated with the center ofM
0
(cf. the remark follow-
ing Theorem 2.3.10) we have tr
M
0
Æ = (tr
M
0
)
D
for a positive invertible
operator DZ(M
0
). Furthermore, the normalizing condition implies
C = tr
M
0
(CH
1
) = tr
M
0
(WH
2
W

) = tr
M
0
(DH
2
) = D:
3. If M
0
is a type I or nite type II algebra the operator CZ(M
0
) of
Lemma 6.1.1 equals I, because the central trace is uniquely dened in
these cases (see Remark 2.3.11).
The situation changes completely in the type II
1
case. For instance, if
M
0
is a type II
1
factor, C 2 R
>0
is in the fundamental group
G(M
0
) = f > 0j there is an  2 aut(M
0
) with tr Æ =  trg
ofM
0
which is in general distinct from the trivial group (see e. g. [KR86,
Proposition 13.1.10]).
Remark 6.1.3. Lemma 6.1.1 yields a connection between the inverse problem
and the conjugacy problem of group actions. Namely, set 
i
t
:= ad
it
i
, i = 1; 2,
where 
i
= H
i
J
0
H
 1
i
J
0
is the modular operator corresponding to the solution
M
i
2 NA(
0
; J
0
; u
0
;M
0
) (i = 1; 2). If M
1
 M
2
there is an automorphism
 = adW 2 aut(M
0
) such that

1
t
= ad
it
1
= adH
it
1
= ad(C
 it
(H
it
2
)) = ad(H
it
2
) =  Æ 
2
t
Æ 
 1
for all t 2 R. Hence, 
1
and 
2
are conjugate.
On the other hand, if M
1
;M
2
2 NA(
0
; J
0
; u
0
;M
0
) and 
1
and 
2
are
conjugate there is an  2 aut(M
0
) such that

1
t
(M) = H
it
1
MH
 it
1
= (H
it
2

 1
(M)H
 it
2
) = (H
it
2
)M(H
 it
2
)
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for all M 2M
0
and t 2 R. Then H
it
1
= C
it
(H
it
2
) with CZ(M
0
) for all t 2 R.
According to Lemma 6.1.1 this impliesM
1
M
2
.
There is a rich literature on conjugacy problems of group actions. The most
progress was made in the research on cocycle conjugacy of group actions on
hypernite factors. Connes' work on the classication of automorphisms on
the hypernite II
1
factor up to outer conjugacy implies at the same time a
classication up to cocycle conjugacy of actions of Z [Con75]. In the following
his results were extended to actions of countable amenable groups [Ocn85, ST89,
KST98] and compact abelian groups [JT84, KT92] on all hypernite factors. For
the conjugacy problem of actions of Z there seems to be only the classication of
periodic automorphisms by Connes [Con77] and some invariants in the general
case (e. g. entropy, see [CS75], cf. also [Jon91, x 2.4]). Kawahigashi did some
initial steps for the action of R [Kaw91a, Kaw89, Kaw91b]. But these results
are not applicable to the case of modular automorphism groups since they are
only concerned with cocycle or stable conjugacy which is always fullled for two
modular automorphism groups (cf. Theorem 2.1.15).
We get a characterization of the second simple class from x5.3 as a corollary
of Lemma 6.1.1:
Corollary 6.1.4. Let M = UM
0
U

2 NA(
0
; J
0
; u
0
;M
0
) where U commutes
with J
0
. Let further ( := U


0
U; J
0
) be the modular objects of (M
0
;U

u
0
).
Suppose that 
0
= H
0
J
0
H
 1
0
J
0
and  = HJ
0
H
 1
J
0
with H
0
;HM
0
. Then
M 2 NA
2
if and only if there exist a unitary W
2
and a positive invertible
operator CZ(M
0
) such that H
0
= CW
2
H
 1
W

2
, adW
2
2 autM
0
, and W
2
commutes with J
0
.
Corollary 6.1.5. Let 
0
= H
0
J
0
H
 1
0
J
0
be the decomposition of the modular
operator 
0
. Suppose
NA
1
(
0
; J
0
; u
0
;M
0
) = NA
2
(
0
; J
0
; u
0
;M
0
):
Then there exist a unitary V 2 L(H) and a positive invertible operator CZ(M
0
)
such that H
0
= CVH
 1
0
V

, adV 2 autM
0
, and V commutes with J
0
.
Proof. Let M 2 NA
1
= NA
2
and suppose U be a unitary such that M =
UM
0
U

and
 := U


0
U = HJ
0
H
 1
J
0
for a positive invertible operator HM
0
. Then Lemma 6.1.1 and Corollary 6.1.4
imply
H
0
= C
1
W
1
HW

1
and
H
0
= C
2
W
2
H
 1
W

2
:
This shows
H
0
= C
1
W
1
W

2
C
2
W
2
W

1
W
1
W

2
H
 1
0
W
2
W

1
and with V := W
1
W

2
and C := C
1
VC
2
V

the assertion follows.
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Remark 6.1.6. Later we will show in the case of type I factors that there is
a special class of modular operators with so-called generic spectrum such that
NA
1
and NA
2
are the only classes of solutions of the inverse problem. In con-
trast, if we consider type II algebras there are always more classes for modular
operators 
0
corresponding to cyclic and separating vectors which are diago-
nalizable with respect to the center, provided 
0
6= I.
According to Lemma 6.1.1 we must look for a complete set of invariants of
selfadjoint operators under automorphisms in order to characterize the equiv-
alence classes of \". In general, such a set is not known. But if we restrict
our considerations to type I algebras or, in the type II case, to vectors diag-
onalizable with respect to the center (see Denition 4.3.1) we can nd such a
set in terms of the central spectrum and the central multiplicities introduced
in Chapter 4.
6.2 Classication of the Solutions in the Type I Case
In this section we study the classication of the solutions of the inverse problem
in the type I case. If the positive invertible operator H is aÆliated with a type
I
n
algebra M
0
(n 2 N [ f1g) and has nite trace tr(H) < 1 we have the
following decomposition:
H =
X
k2K
f
k
E
k
(6.2.1)
where (E
k
)
k2K
is a family of pairwise orthogonal projections with sum I and
(f
k
)
k2K
is a family of positive measurable functions aÆliated with Z(M
0
) (see
Theorem 4.2.4). Moreover, if tr
M
0
is the unique central trace on M
0
(cf.
Remark 6.1.2) and tr = !

Æ tr
M
0
then m
k
:= tr
M
0
(E
k
)Z(M
0
) is almost ev-
erywhere integer valued,
P
k
!

(m
k
f
k
) <1, and the supports of the functions
f
k
equal the central carriers of the corresponding E
k
.
As in x4.2 we treat the factor case separately. Recall that then f
k
2 R
>0
,
m
k
2 N, and (6.2.1) is the usual spectral decomposition of a trace class operator.
Moreover, we have
P
k
f
k
m
k
<1.
We start with the following
Denition 6.2.1. Let M
0
be a type I
n
von Neumann algebra (n 2 N [ f1g)
and let H;H
1
;H
2
M
0
be positive invertible operators which have nite trace.
1. Assume that H =
P
k2K
f
k
E
k
is the decomposition of H. For k 2 K we
call f
k
a central eigenvalue of H and m
k
:= tr
M
0
(E
k
) its central multi-
plicity.
2. Assume that H
1
=
P
k2K
f
k
E
k
and H
2
=
P
l2L
g
l
F
l
. We call H
1
and
H
2
center-spectrally equivalent if the index sets K and L have the same
cardinality, f
k
= (g
k
) with an automorphism  2 aut(Z(M
0
)), and
tr
M
0
(E
k
) = tr
M
0
(F
k
) for all k 2 K = L.
Remark 6.2.2. IfM
0
is a type I
n
factor, i. e.M
0
' L(H
0
) with an n-dimensional
Hilbert space H
0
, Denition 6.2.1 coincides with the usual denition of eigen-
values of selfadjoint trace-class operators in L(H
0
) and their multiplicities. The
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automorphism  is the identity and two positive operators are center-spectrally
equivalent if and only if they have the same spectrum and corresponding mul-
tiplicities, thus, if and only if they are unitarily equivalent.
The last statement of the preceding remark can also be generalized to the
non-factor case.
Proposition 6.2.3. Let H
1
;H
2
M
0
be two positive invertible operators with
nite trace tr
M
0
(H
1
) = tr
M
0
(H
2
) = I. Suppose that they are center-spectrally
equivalent. Then there exists an automorphism  2 aut(M
0
) such that
H
2
= (H
1
):
Proof. By assumption, we can write
H
1
=
X
k2K
f
k
E
k
and
H
2
=
X
k2K
g
k
F
k
where (E
k
)
k2K
, (F
k
)
k2K
2 M
0
are families of pairwise orthogonal projections
in M
0
and (f
k
)
k2K
, (g
k
)
k2K
are families of measurable functions aÆliated
with Z(M
0
). Since H
1
and H
2
have the same central eigenvalues there is an
automorphism  2 aut(Z(M
0
)) such that g
k
= (f
k
) for all k 2 K.
Setting G
k
:= (id
)
 1
(F
k
) (note thatM
0
is isomorphic to L(H
0
)
Z(M
0
),
see Theorem 4.2.1) we obtain tr
M
0
(G
k
) = tr
M
0
(F
k
) = tr
M
0
(E
k
) since H
1
and
H
2
have the same central multiplicities. It follows that there are partial isome-
tries W
k
2 M
0
such that W

k
W
k
= E
k
and W
k
W

k
= G
k
(cf. (2.3.2)). We
dene a unitary in M
0
by U :=
P
k2K
W
k
and an automorphism on M
0
by
 := (id
) Æ adU:
Hence, we have
(f
i
E
i
) = (id
)
X
k;l2K
(W
k
f
i
E
i
W

l
)
= (f
i
)(id
)(W
i
E
i
W

i
)
= g
i
(id
)(G
i
) = g
i
F
i
(i 2 K)
which completes the proof.
Lemma 6.1.1 and Proposition 6.2.3 immediately imply the following
Lemma 6.2.4. Let (
0
; J
0
) be the modular objects of (M
0
; u
0
). Suppose that
M
1
;M
2
2 NA(
0
; J
0
; u
0
;M
0
) are two solutions of the inverse problem with
corresponding positive invertible operators H
1
and H
2
. If H
1
and H
2
are center-
spectrally equivalent then M
1
M
2
.
Proof. Let  be the automorphism which exists according to Proposition 6.2.3.
Then H
1
= (H
2
), and the assertion follows by Lemma 6.1.1.
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The converse is established by the next
Lemma 6.2.5. Adopt the notations of Lemma 6.2.4. Suppose that M
1
M
2
.
Then H
1
and H
2
are center-spectrally equivalent.
Proof. According to Lemma 6.1.1 and Remark 6.1.2 there is an automorphism
 = adW of M
0
such that H
1
= WH
2
W

. Since
H
1
=
X
k2K
f
k
E
k
= W
X
j2J
(g
j
F
j
)W

=
X
j2J
(Wg
j
W

)(WF
j
W

);
we obtain J = K, f
k
= Wg
k
W

, and E
k
= WF
k
W

for all k 2 K by the
uniqueness of the decomposition (see Theorem 4.2.1). Moreover, it follows
tr
M
0
(E
k
) = tr
M
0
(WF
k
W

) = tr
M
0
(F
k
):
The last two lemmas show that the central eigenvalues and multiplicities
are actually the claimed complete set of invariants under automorphisms for
positive operators with nite trace. We can therefore use them to characterize
the equivalence classes of \".
Let now 
0
= H
0
J
0
H
 1
0
J
0
be the modular operator corresponding to a cyclic
and separating vector u
0
for a type I
n
von Neumann algebraM
0
(n 2 N [ f1g).
Assume that H
0
=
P
k2K
f
k
E
k
. According to (4.2.5) we have 
0
=
P
j2J
g
j
F
j
where (F
j
)
j2J
is a family of pairwise orthogonal projections in B
0
= Z(M
0
)
0
with sum I and (g
j
)
j2J
is a family of positive measurable functions aÆliated
with B. Setting m
k
:= tr
M
0
(E
k
) and n
j
= tr
B
0
(F
j
) we get two families of
measurable functions aÆliated with B which have the following properties:
 m
k
is integer valued almost everywhere,

P
k2K
m
k
= nI,

P
k2K
!

(m
k
f
k
) <1,
 for every j 2 J there exists at least one pair (k; l) 2 K
2
such that
g
j
= f
k
f
 1
l
, and
 n
j
=
P
ff
k
f
 1
l
=g
j
g
m
k
m
l
for all j 2 J .
If there are other sequences (
~
f
k
)
k2
~
K
, ( ~m
k
)
k2
~
K
fullling the same conditions
as (f
k
)
k2K
, (m
k
)
k2K
with respect to (n
j
)
j2J
, (g
j
)
j2J
, Corollary 4.2.13 states
that there is a cyclic and separating vector u forM
0
such that the corresponding
modular operator is  = HJ
0
HJ
0
where H =
P
k2
~
K
~
f
k
~
E
k
and ~m
k
= tr
M
0
(
~
E
k
).
In addition,  is unitarily equivalent to 
0
. Lemma A.3.5 now implies that
there is a unitary U commuting with J
0
such that 
0
= UU

. This uni-
tary fulls the prerequisites of Lemma 5.2.7. Hence, there exists a unitary
U
0
commuting with J
0
such that U
0
U

0
= 
0
and U

0
u
0
= u. This implies
U
0
M
0
U

0
2 NA(
0
; J
0
; u
0
;M
0
) (cf. Proposition 5.2.3). We have thus proved
the following
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Lemma 6.2.6. Let (f
k
)
k2K
, (m
k
)
k2K
be two families of positive functions
aÆliated with the center Z(M
0
) of the type I
n
algebra M
0
(n 2 N [f1g) such
that
m
k
(p) 2
(
f0; : : : ; ng if n 2 N
N if n =1
(6.2.2a)
almost everywhere,
X
k2K
m
k
= nI; (6.2.2b)
and
X
k2K
m
k
f
k
= I: (6.2.2c)
Suppose that the relations
fg
j
jj 2 Jg = ff
k
f
 1
l
jk; l 2 Kg (6.2.3)
and
n
j
=
X
ff
k
f
 1
l
=g
j
g
m
k
m
l
(6.2.4)
are fullled.
There exists a solution M = UM
0
U

2 NA(
0
; J
0
; u
0
;M
0
) such that
U


0
U = HJ
0
H
 1
J
0
and H has central eigenvalues (f
k
)
k2K
and central multi-
plicities (m
k
)
k2K
.
Remark 6.2.7. We again consider the factor case. Then the families (f
k
)
k
and
(m
k
)
k
are numbers in R
>0
and N, respectively. The families (g
j
)
j
and (n
j
)
j
are
numbers in R
>0
and N as well. These numbers are the usual eigenvalues of 
0
and their multiplicities. Accordingly, (6.2.3) and (6.2.4) are relations between
numbers.
We can now summarize the results of this section in the following
Theorem 6.2.8. Let M
0
be a type I
n
(n 2 N [ f1g) von Neumann alge-
bra with cyclic and separating vector u
0
and corresponding modular objects
(
0
= H
0
J
0
H
 1
0
J
0
; J
0
) where the positive invertible operator H
0
M
0
has nite
trace.
1. Suppose that M
1
;M
2
2 NA(
0
; J
0
; u
0
;M
0
) are two solutions of the
inverse problem with corresponding positive invertible operators H
i
M
0
(i = 1; 2). M
1
and M
2
are equivalent if and only if H
1
and H
2
are
center-spectrally equivalent.
2. A positive invertible operator HM
0
gives rise to a solution of the inverse
problem if and only if its central eigenvalues (f
k
)
k2K
and central multi-
plicities (m
k
)
k2K
satisfy (6.2.2), (6.2.3), and (6.2.4) with respect to the
central eigenvalues (g
j
)
j2J
and central multiplicities (n
j
)
j2J
of 
0
.
3. The equivalence classes of \" are classied completely by the central
spectrum of the corresponding operators, i. e. by families (f
k
)
k
and (m
k
)
k
of positive elements aÆliated with the center of M
0
which satisfy (6.2.2),
(6.2.3), and (6.2.4).
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6.3 Classication of the Solutions in the Type II
Case
In this section we study the classication of the solutions of the inverse problem
in the type II case. Since we will use the results of x4.3 we must restrict
ourselves to the case of cyclic and separating vectors diagonalizable with respect
to the center (see Denition 4.3.1).
Let u
0
be a cyclic and separating vector for the type II
n
algebra M
0
(n 2 f1;1g). Assume that u
0
is diagonalizable with respect to the center.
Then we have the following decomposition for the positive operator HM
0
which generates the modular operator corresponding to u
0
:
H =
X
k2K
f
k
E
k
; (6.3.1)
where (E
k
)
k2K
is a family of pairwise orthogonal projections with sum I and
(f
k
)
k2K
is a family of positive measurable functions aÆliated with Z(M
0
) (see
Denition 4.3.1). Moreover, if tr
M
0
is a central trace onM
0
and tr = !

Ætr
M
0
then
P
k
!

(m
k
f
k
) <1 with m
k
:= tr
M
0
(E
k
)Z(M
0
) and the supports of the
functions f
k
equal the central carriers of the corresponding E
k
.
Recall that if M
0
is a factor we have f
k
2 R
>0
, m
k
2 N, and (6.3.1) means
that H possesses pure point spectrum.
Suppose that M = UM
0
U

2 NA(
0
; J
0
; u
0
;M
0
) is a solution of the in-
verse problem such that U


0
U = HJ
0
H
 1
J
0
for an operator HM
0
which is
diagonalizable with respect to the center. Then we callM a solution diagonal-
izable with respect to the center. By Lemma 6.1.1 this notion is independent of
the unitary U such that M = UM
0
U

.
The following denition is the analogue of Denition 6.2.1:
Denition 6.3.1. Let M
0
be a type II
n
von Neumann algebra (n 2 f1;1g)
and H;H
1
;H
2
be positive invertible operators diagonalizable with respect to the
center of M
0
.
1. Assume that H =
P
k2K
f
k
E
k
is the decomposition of H. For k 2 K we
call f
k
a central eigenvalue of H and m
k
:= tr
M
0
(E
k
) its central multi-
plicity.
2. Assume that H
1
=
P
k2K
f
k
E
k
, H
2
=
P
l2L
g
l
F
l
, and denem
k
:= tr
M
0
(E
k
),
n
l
:= tr
M
0
(F
l
). We call H
1
and H
2
center-spectrally equivalent if the index
sets K and L have the same cardinality and there are an automorphism
 2 aut(M
0
) and a positive measurable function h aÆliated with Z(M
0
)
such that f
k
= (g
k
),m
k
= hn
k
and tr
M
0
Æ = (tr
M
0
)
h
for all k 2 K = L.
Remark 6.3.2. 1. If M
0
is a type II
1
algebra we can omit the function h
since, as in the type I case, the central trace is unique for type II
1
algebras
(cf. Remark 6.1.2).
2. Note that we require in Denition 6.3.1 the existence of an automorphism
 on M
0
whereas in Denition 6.2.1 we only required the existence of
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an automorphism on Z(M
0
). If we restrict ourselves to the case M
0
=
F 
 A for a type II factor F and an abelian algebra A, the similarity
to Denition 6.2.1 is more stringent, because every automorphism  on
Z(M
0
) = A is then the restriction of the automorphism id
 2 aut(M
0
)
to A.
3. In the factor case the denition of the central eigenvalues coincides with
the usual denition of eigenvalues. The central multiplicities, however, are
dierent from the usual multiplicities also in the factor case in contrast
to the type I case (cf. Remark 6.2.2). The usual multiplicities are always
innite for type II factors (cf. Remark 4.3.6).
Proposition 6.3.3. Let H
1
;H
2
M
0
be two positive operators diagonalizable
with respect to the center with nite trace tr
M
0
(H
1
) = tr
M
0
(H
2
) = I. Suppose
that they are center-spectrally equivalent. Then there exists an automorphism
 2 aut(M
0
) such that H
2
= (H
1
).
Proof. By assumption, we can write
H
1
=
X
k2K
f
k
E
k
and
H
2
=
X
k2K
g
k
F
k
where (E
k
)
k2K
, (F
k
)
k2K
are families of pairwise orthogonal projections in
M
0
and (f
k
)
k2K
, (g
k
)
k2K
are families of measurable functions aÆliated with
Z(M
0
). Since H
1
and H
2
have the same central eigenvalues there is an auto-
morphism  2 aut(M
0
) such that g
k
= (f
k
) for all k 2 K.
Setting G
k
:= 
 1
(F
k
) we obtain
tr
M
0
(G
k
) = (tr
M
0
)
h
 1
(F
k
) = h
 1
h tr
M
0
(E
k
) = tr
M
0
(E
k
)
since H
1
and H
2
have the same central multiplicities, i. e. tr
M
0
(E
k
) = h tr
M
0
(F
k
).
It follows that there are partial isometries W
k
2 M
0
such that W

k
W
k
= E
k
and W
k
W

k
= G
k
(cf. (2.3.2)). We dene a unitary in M
0
by U :=
P
k2K
W
k
and an automorphism on M
0
by
 :=  Æ adU:
Hence, we have
(f
i
E
i
) = 
X
k;l2K
(W
k
f
i
E
i
W

l
)
= (f
i
)(W
i
E
i
W

i
)
= g
i
(G
i
) = g
i
F
i
(i 2 K)
which completes the proof.
The following two lemmas now follow in exactly the same way as Lemma 6.2.4
and Lemma 6.2.5:
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Lemma 6.3.4. Let (
0
; J
0
) be the modular objects of (M
0
; u
0
). Suppose that
M
1
;M
2
2 NA(
0
; J
0
; u
0
;M
0
) are two solutions of the inverse problem with
corresponding positive invertible operators H
1
and H
2
. If H
1
and H
2
are center-
spectrally equivalent then M
1
M
2
.
Lemma 6.3.5. Adopt the notations of Lemma 6.3.4. Suppose that M
1
M
2
.
Then H
1
and H
2
are center-spectrally equivalent.
The last two lemmas show that the central eigenvalues and multiplicities
are the claimed complete set of invariants under automorphisms for positive
operators diagonalizable with respect to the center also in the type II case. We
can therefore use them to characterize the equivalence classes of \".
Let now 
0
= H
0
J
0
H
 1
0
J
0
be the modular operator corresponding to a cyclic
and separating vector u
0
for a type II
n
von Neumann algebraM
0
(n 2 f1;1g).
Assume that H
0
=
P
k2K
f
k
E
k
. According to (4.3.1) we have 
0
=
P
j2J
g
j
F
j
where (F
j
)
j2J
is a family of pairwise orthogonal projections in B
0
= Z(M
0
)
0
with sum I and (g
j
)
j2J
is a family of positive measurable functions aÆliated
with B. Setting m
k
:= tr
M
0
(E
k
) and n
j
:= tr
B
0
(F
j
) we get two families of
measurable functions aÆliated with B which have the following properties:

P
k2K
m
k
= nI,

P
k2K
!

(m
k
f
k
) <1, and
 for every j 2 J there exists at least one pair (k; l) 2 K
2
such that
g
j
= f
k
f
 1
l
.
The next lemma is proved in exactly the same way as the corresponding
Lemma 6.2.6.
Lemma 6.3.6. Let (f
k
)
k2K
, (m
k
)
k2K
be two families of positive functions
aÆliated with the center Z(M
0
) of the type II
n
algebra M
0
(n 2 f1;1g) such
that
m
k
(p) 2
(
(0; 1] if n = 1
R
>0
if n =1
(6.3.2a)
almost everywhere,
X
k2K
m
k
= nI (6.3.2b)
and
X
k2K
m
k
f
k
= I: (6.3.2c)
Suppose that the relations
fg
j
jj 2 Jg = ff
k
f
 1
l
jk; l 2 Kg (6.3.3)
are fullled.
There exists a solution M = UM
0
U

2 NA(
0
; J
0
; u
0
;M
0
) such that
U


0
U = HJ
0
H
 1
J
0
and H has central eigenvalues (f
k
)
k2K
and central multi-
plicities (m
k
)
k2K
.
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Remark 6.3.7. Concerning the factor case, Remark 6.2.7 applies here as well.
We can now summarize the results of this section in the following
Theorem 6.3.8. Let M
0
be a type II
n
(n 2 f1;1g) von Neumann alge-
bra with cyclic and separating vector u
0
and corresponding modular objects
(
0
= H
0
J
0
H
 1
0
J
0
; J
0
) where the positive invertible operator H
0
M
0
is diag-
onalizable with respect to the center of M
0
.
1. Suppose that M
1
;M
2
2 NA(
0
; J
0
; u
0
;M
0
) are two solutions of the in-
verse problem which are diagonalizable with respect to the center. They
are equivalent if and only if the corresponding positive invertible operators
H
1
M
0
and H
2
M
0
are center-spectrally equivalent.
2. A positive invertible operator HM
0
gives rise to a solution of the inverse
problem if and only if its central eigenvalues (f
k
)
k2K
and central multi-
plicities (m
k
)
k2K
satisfy (6.3.2) and (6.3.3) with respect to the central
eigenvalues (g
j
)
j2J
and central multiplicities (n
j
)
j2J
of 
0
.
3. The equivalence classes of \" are classied completely by the central
spectrum of the corresponding operators, i. e. by families (f
k
)
k
and (m
k
)
k
of positive elements aÆliated with the center of M
0
which satisfy (6.3.2)
and (6.3.3).
Example 6.3.9. The following examples illustrate Theorem 6.3.8. To avoid
technical diÆculties we restrict our attention to the factor case. The central
eigenvalues are hence the usual eigenvalues, and the central multiplicities are
numbers in R
>0
.
1. Let (
k
)
k2K
and (m
k
)
k2K
be the central eigenvalues and multiplicities
of a positive operator H
0
aÆliated with a type II
1
factor M
0
. Suppose
that (
k
)
k
and (m
k
)
k
as well as (c
 1
k
)
k
and (m
k
)
k
in place of (
k
)
k
and
(m
k
)
k
full the conditions (6.3.2) where c > 0 is an appropriately chosen
constant. This implies that 
 1
0
= H
 1
0
J
0
H
0
J
0
is also a modular operator
for M
0
, the equivalence class NA
2
(
0
; J
0
; u
0
;M
0
) exists, and it is char-
acterized by the families (c
 1
k
)
k
and (m
k
)
k
. If there is a permutation 
of K such that (c
 1
(k)
)
k
= (
k
)
k
and (m
(k)
)
k
= (m
k
)
k
this class is the
rst simple class, i. e. NA
2
= NA
1
(cf. Corollary 6.1.5).
2. In contrast to the type I case, the index set K can also be countably
innite for nite type II factors (and it is always innite for innite
type II factors): Set 
k
= 15=(k)
2
and m
k
= 6=(k)
2
for k 2 N. Then
P
k2N
m
k
= 1 and
P
k2N

k
m
k
= 1. Hence, the countably innite families
(
k
)
k2N
and (m
k
)
k2N
full (6.3.2).
3. Let
(10
 3
; 10
 2
; 10
 1
; 1; 10; 10
2
; 10
3
)
be the eigenvalues of a modular operator for a type II
1
factor. Then
((c
1
 1; 1=4); (c
1
 10
 1
; 1=4); (c
1
 10
 2
; 1=4); (c
1
 10
 3
; 1=4));
100 CHAPTER 6. CLASSIFICATION OF THE SOLUTIONS
((c
2
 10
3
; 1=4); (c
2
 10
2
; 1=4); (c
2
 10
1
; 1=4); (c
2
 1; 1=4));
((c
3
 1; 1=3); (c
3
 10
 1
; 1=3); (c
3
 10
 3
; 1=3));
and
((c
4
 10
3
; 1=3); (c
4
 10
1
; 1=3); (c
4
 1; 1=3))
characterize four dierent classes of solutions of the inverse problem where
c
i
(i = 1; 2; 3; 4) are appropriately chosen constants. This implies that
there are more classes of solutions than the two simple ones NA
1
and
NA
2
.
4. Let
(: : : ; 10
 3
; 10
 2
; 10
 1
; 1; 10; 10
2
; 10
3
; : : :)
be the eigenvalues of a modular operator for a type II
1
factor. Then
((c
1
 1; 1); (c
1
 10
 1
; 1); (c
1
 10
 2
; 1); (c
1
 10
 3
; 1); : : :)
and
((c
2
 1; 1); (c
2
 10
 1
; 1); (c
2
 10
 3
; 1); (c
2
 10
 5
; 1); : : :)
characterize two dierent classes of solutions of the inverse problem, i. e.
they both satisfy (6.3.3) and (6.3.2) where c
i
(i = 1; 2) are appropriately
chosen constants. This implies that there are also more classes of solutions
than the simple class NA
1
in the type II
1
case.
5. Assume that the families (
k
)
k2K
and (m
k
)
k2K
characterize a class of so-
lutions of the inverse problem for a type II factor. Suppose that m
l
6= m
k
for at least one pair k; l 2 K. Let  be a nite permutation of K inter-
changing k and l. Then (c
k
)
k
and (m
(k)
)
k
characterize another class
of solutions of the inverse problem (c > 0 is a normalizing constant).
If jKj = 2 and 
1
= 
 1
2
, this is again the second simple class NA
2
,
otherwise it is a dierent one.
6. Assume again that the families (
k
)
k2K
and (m
k
)
k2K
characterize a so-
lution of the inverse problem for a type II factor. Let k; l 2 K be two
indices and x  > 0. Adding  to m
k
and subtracting it from m
l
, we get
another class of solutions. This is again the the second simple class NA
2
if jKj = 2, 
1
= 
 1
2
, and m
1
= m
2
  .
Remark 6.3.10. Example 6.3.9.5 and Example 6.3.9.6 show the following fact:
Let M
0
be a type II factor. If H
0
M
0
has more than one eigenvalue, which
implies that the corresponding modular operator 
0
is not the identity (the
case 
0
= I was treated in Example 5.2.6), we can always construct a class of
solutions which is dierent from the two simple classes discussed in x6.1, i. e.
NA 6= NA
1
[NA
2
.
Unfortunately, the classication result presented here applies only to cyclic
and separating vectors which are diagonalizable with respect to the center. In
general, there are also vectors with more complicated spectrum (cf. x4.3.2 and
Example 4.3.3 therein).
6.3. CLASSIFICATION OF THE SOLUTIONS IN THE TYPE II CASE101
In order to treat the general case, there are three dierent problems to solve
which we present exemplarily for the type II
1
factor case: Let H
1
and H
2
be
two positive invertible operators aÆliated with a type II
1
factor M
0
.
1. Under which conditions are H
1
and H
2
unitarily equivalent?
This question is solved with the help of the usual spectrum and multiplic-
ity function of selfadjoint operators (see e. g. [BS87]).
2. Assume that H
1
and H
2
are unitarily equivalent and let A
1
;A
2
 M
0
be the abelian von Neumann algebras generated by H
1
and H
2
. Suppose
that A
1
and A
2
are isomorphic as von Neumann algebras.
Under which conditions are A
1
and A
2
conjugate to each other
(with respect to M
0
)?
If both are Cartan subalgebras of M
0
and ifM
0
is the hypernite factor
of type II
1
they are always conjugate by the theorem of Connes, Feldman,
and Weiss (cf. x4.3.2). For an arbitrary maximal abelian subalgebra A
of a type II
1
factor there are some conjugacy invariants, for instance the
type of the commutant of the algebra A _ JAJ where J is the modular
conjugation with respect to a trace vector. It is known, however, that
this invariant does not suÆce to determine whether two maximal abelian
subalgebras are conjugate (see [Puk60] and [Pop85]). It is also an open
question whether this invariant is suÆcient to classify at least the singular
maximal abelian subalgebras. For another invariant see also [Pop83].
3. Let A M
0
be an abelian subalgebra and  2 aut(A) an automorphism
on A.
Under which conditions is  the restriction of an automorphism
on M
0
to A?
A necessary condition for a type II
1
factor is the invariance of the trace
under the automorphism . Up to now, it is not clear if this is also
suÆcient.
In the diagonalizable case all these question were answered: Two operators are
unitarily equivalent if and only if they have equal spectrum (the multiplicities
are always innite, see Remark 4.3.6). Furthermore, the corresponding abelian
algebras are generated by countably many (minimal) projections. They are
hence conjugate if and only if there is a bijective mapping between the two
generating sets of projections which assigns to each projection an equivalent one
(this is a part of Proposition 6.3.3). Finally, an automorphism on a countable
generated abelian subalgebra is implemented by an automorphism on the super-
algebra if and only if it maps the generating projections onto equivalent ones,
i. e. with the same trace (this is also Proposition 6.3.3). The above problems
are thus solved for the diagonalizable case if we use the central spectrum and
the central multiplicities dened in Denition 6.3.1.
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6.4 Remarks on the Type III

Case (0 <  < 1)
In this section we make some remarks on the classication of the solutions of
the inverse problem in the type III

case (0 <  < 1). Up to now, it is not
possible to obtain a theorem similar to Theorem 6.2.8 and Theorem 6.3.8. The
lemmas of this section only contain some preliminary results. As in x6.3 we
restrict our attention to the case of cyclic and separating vectors diagonalizable
with respect to the center (see x4.4).
Let now (
0
; J
0
) be the modular objects for a type III

factorM
0
(0 <  < 1)
corresponding to the cyclic and separating vector u
0
. Let furtherM
0
= R(N ; )
be the discrete decomposition of type III

such that u
0
is the dual vector of a
cyclic and separating vector for the type II
1
factor N (cf. Proposition 3.4.1).
Then 
0
= H
0
J
0
H
 1
0
J
0


0
where H
0
2 N and 

0
is the modular operator
corresponding to a cyclic and separating generalized vector 
0
which generates
the dual  of a trace on N (see Theorem 3.4.6). As in x4.4 we assume that
J
0
= J

0
where the latter is the modular conjugation corresponding to 
0
(cf.
also x3.4).
If a factor M is a solution of the inverse problem there is a unitary U
such that UM
0
U

= M and ( := U


0
U; J
0
) are the modular objects for
(M
0
; u := U

u
0
) (see Proposition 5.2.3). According to Proposition 3.4.1 there
is a discrete decomposition of type III

, M
0
= R(
~
N ;
~
), such that u is the
dual vector of a cyclic and separating vector for the type II
1
factor
~
N and
 = HJ
0
H
 1
J
0

~
0
where ~
0
is also a cyclic and separating generalized vector
which generates the dual of a trace on
~
N . Assume again J
0
= J
~
0
. In general,

0
6= ~
0
and thus 

0
6= 
~
0
. But the next lemma states that we can assume
without loss of generality that ~
0
coincides with 
0
, and hence
~
N = N and


0
= 
~
0
:
Lemma 6.4.1. Adopt the above notations. Let (
0
= H
0
J
0
H
 1
0
J
0


0
; J
0
) be
the modular objects of (M
0
; u
0
). Let further M 2 NA(
0
; J
0
; u
0
;M
0
) be a
solution of the inverse problem. Then there is a unitary U commuting with J
0
such that M = UM
0
U

and the vector U

u
0
is cyclic and separating for M
0
with modular objects (HJ
0
H
 1
J
0


0
= U


0
U; J
0
) where H 2 N .
Proof. SinceM2 NA(
0
; J
0
; u
0
;M
0
) there is, according to Proposition 5.2.3,
a unitary
~
U commuting with J
0
such thatM =
~
UM
0
~
U

and (
~
 :=
~
U


0
~
U; J
0
)
are the modular objects of (M
0
; u :=
~
U

u
0
). According to x3.4.1 there are
a generalized trace ~ , a type II
1
factor
~
N = M
~
0
, and a positive invertible
operator
~
H 2
~
N such that
~
 =
~
HJ
0
~
H
 1
J
0

~
0
where 
~
0
is the modular
operator corresponding to a cyclic and separating generalized vector ~
0
which
generates ~ .
By the (essential) uniqueness of the generalized trace, there exist a unitary
V 2 M
0
and a  > 0 such that ~ = ( Æ adV) (cf. e. g. [Str81, Propo-
sition 29.5]). Without loss of generality we can assume  = 1. Dening
W := VJ
0
VJ
0
we obtain a unitary such that 
~
0
= W

0
W

, which is shown
by a simple calculation, and
~
N = WNW

. Setting U :=
~
UW we conclude that
UM
0
U

= M and U commutes with J
0
. Since (M; u
0
) has modular objects
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(
0
; J
0
), the pair (M
0
= U

MU;U

u
0
) has modular objects (U


0
U; J
0
). Now
U


0
U = W

~
U


0
~
UW
= W

~
HJ
0
~
H
 1
J
0

~
0
W
=W

~
HWJ
0
W

~
H
 1
WJ
0
W


~
0
W
=W

~
HW
| {z }
=:H2N
J
0
H
 1
J
0


0
which proves the lemma.
In the remainder of this section we restrict the discussion to the case of cyclic
and separating vectors which are diagonalizable with respect to the center (see
Denition 4.3.1). We can therefore apply the results of x4.4. The next lemma
states that we can reduce partially the inverse problem for type III

factors to
the inverse problem for type II
1
factors.
Lemma 6.4.2. Let M
0
be a type III

factor (0 <  < 1) and u
0
2 H be
a cyclic and separating vector which is diagonalizable with respect to the cen-
ter. Let R(N ; ) be the discrete decomposition of M
0
corresponding to u
0
and
(
0
= H
0
J
0
H
 1
0
J
0


0
; J
0
) be the modular objects of u
0
where H
0
2 N . Let
further v
0
2 H
0
be the corresponding cyclic and separating vector for N and
( = H
0
JH
 1
0
J; J) be its modular objects.
(i) Every solution of the inverse problem for the modular objects (; J) of
(N ; v
0
) which is diagonalizable with respect to the center gives rise to a so-
lution of the inverse problem for the modular objects (
0
; J
0
) of (M
0
; u
0
)
which is also diagonalizable with respect to the center.
(ii) Furthermore, two equivalent solutions of the inverse problem for the type
II
1
factor N result in equivalent solutions of the inverse problem for the
type III

factor M
0
.
Proof. (i) Let
~
N 2 NA(; J; v
0
;N ) be a solution of the inverse problem for
the modular objects (; J) of (N ; v
0
) which is diagonalizable with respect
to the center. By Proposition 5.2.3, there exists a unitary U 2 U(H
0
)
commuting with J such that
~
N = UNU and U

v
0
is cyclic and separating
for N with modular objects (
~
 = U

U =
~
HJ
~
H
 1
J; J). Assume that
~
H =
P
k2K
f
k
E
k
is the decomposition of
~
H.
As in the proof of Theorem 4.4.7 we can show that there is a cyclic
and separating vector u for M
0
such that the corresponding modular
operator 
1
equals
~
HJ
0
~
H
 1
J
0


0
. Since the sequences (f
k
)
k2K
and
(m
k
:= tr
N
(E
k
))
k2K
full the prerequisites of Corollary 4.4.8 with re-
spect to 
0
, the operator 
1
is unitarily equivalent to 
0
. Thus, by
Lemma A.3.5, there exists a unitary U
1
commuting with J
0
such that

0
= U
1

1
U

1
. The prerequisites of Lemma 5.2.7 are thus fullled and
there is a unitary U
0
commuting with J
0
such that U
0

1
U

0
= 
0
and
U

0
u
0
= u. This implies U
0
M
0
U

0
2 NA(
0
; J
0
; u
0
;M
0
) (cf. Proposi-
tion 5.2.3).
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(ii) Let now N
1
and N
2
be two equivalent solutions of the type II
1
problem,
which are diagonalizable with respect to the center, and let M
1
, M
2
de-
note the corresponding solutions for the type III

problem. Hence, there
are two unitaries
~
U
1
,
~
U
2
commuting with J such that
~
U

i
v
0
, i = 1; 2, is
cyclic and separating for N and has modular objects (H
i
JH
 1
i
J; J) (cf.
Proposition 5.2.3). Furthermore, there are two unitaries U
1
, U
2
com-
muting with J
0
such that U

i
u
0
is cyclic and separating for M
0
and has
modular objects (H
i
J
0
H
 1
i
J
0


0
; J
0
) (i = 1; 2) (cf. Lemma 6.4.1).
Since N
1
and N
2
are equivalent the operators H
1
;H
2
2 N are conjugate
in N . More precisely, the proof of Proposition 6.3.3 implies that there is
a unitary V 2 N  M
0
such that H
1
= VH
2
V

. Setting W := VJ
0
VJ
0
and U := U
1
WU

2
we infer that the unitary U commutes with J
0
and
UM
2
U

=M
1
. Furthermore, U commutes with 
0
since
U
0
U

= U
1
WU

2

0
U
2
W

U

1
= U
1
VJ
0
VJ
0
H
2
J
0
H
 1
2
J
0


0
J
0
V

J
0
V

U

1
= U
1
VH
2
J
0
VH
 1
2
V

J
0
V



0
U

1
= U
1
VH
2
V

J
0
VH
 1
2
V

J
0


0
U

1
= U
1
H
1
J
0
H
 1
1
J
0


0
U

1
= U
1

1
U

1
= 
0
:
Now, (W

M
0
W = M
0
;W

u
1
) has modular objects (W


1
W = 
2
; J
0
)
since (M
0
; u
1
) has modular objects (
1
; J
0
). Since the cyclic and sepa-
rating vector is uniquely determined (up to a selfadjoint element from the
center C of M
0
) by the modular objects (Lemma A.2.1), there is a c 2 R
such that W

u
1
= cu
2
. Hence,
U

u
0
= U
2
W

U

1
u
0
= U
2
W

u
1
= U
2
cu
2
= cu
0
;
and U 2 W
1
. We have thus shown that M
1
;M
2
2 NA(
0
; J
0
; u
0
;M
0
)
are equivalent.
Remark 6.4.3. Lemma 6.4.2 holds also in the type III
0
case with exactly the
same proof.
6.5 The Generic Case
Beside the classication presented in x6.1 we can introduce a second, coarser
classication for seminite algebras and vectors diagonalizable with respect to
the center. This allows to prove some results for the type II case which are
analogous to those proved for the type I case in [Wol98] and [BW01].
In this section we discuss only seminite factors M
0
. In particular, this
implies that the central eigenvalues and multiplicities are numbers. The diago-
nalizability of an operator aÆliated withM
0
means that the operator possesses
pure point spectrum, i. e. the closure of the set of all eigenvalues is the whole
spectrum and the sum of the eigenprojections is the identity (cf. Remark 4.2.11).
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Denition 6.5.1. Let M
0
be a seminite von Neumann factor with cyclic
and separating vector u
0
and (
0
; J
0
) be its modular objects. Suppose that

0
= H
0
J
0
H
 1
0
J
0
where H
0
M
0
has pure point spectrum.
1. Let M = UM
0
U

2 NA(
0
; J
0
; u
0
;M
0
) be a solution of the inverse
problem and U


0
U = HJ
0
H
 1
J
0
be the corresponding modular operator
forM
0
. If HM
0
has pure point spectrum we callM a solution with pure
point spectrum. We denote the set of solutions with pure point spectrum
by
d
NA(
0
; J
0
; u
0
;M
0
).
2. Two seminite von Neumann factors
M
1
;M
2
2
d
NA(
0
; J
0
; u
0
;M
0
)
are called spectrum-equivalent, M
1

s
M
2
, if the spectra of the corre-
sponding operators H
1
and H
2
are equal up to a positive multiple, i. e.
(H
1
) = c(H
2
) for a c 2 R
>0
, and the dimensions of the corresponding
eigenprojections coincide.
3. The equivalence class of M
0
with respect to \
s
" is denoted by
[
NA
1
(
0
; J
0
; u
0
;M
0
).
Proposition 6.5.2. The equivalence relation \
s
" is well-dened.
Proof. To see the independence from the unitary U commuting with J
0
such
that M = UM
0
U

and U


0
U = HJ
0
H
 1
J
0
, let V be a second unitary com-
muting with J
0
such that VM
0
V

=M and V


0
V = H
0
J
0
(H
0
)
 1
J
0
. Then

0
= UHJ
0
H
 1
J
0
U

= VH
0
J
0
(H
0
)
 1
J
0
V

which implies
V

UHU

V
| {z }
2M
0
J
0
V

UH
 1
U

VJ
0
= H
0
J
0
(H
0
)
 1
J
0
:
By Lemma A.1.1, it follows V

UHU

V = cH
0
for a c 2 R
>0
since adV

U 2
autM
0
and M
0
is a factor.
Remark 6.5.3. 1. In the type I case we have
d
NA = NA since every operator
H which generates a modular operator possesses pure point spectrum (see
Theorem 4.2.4).
2. In the type I case Denition 6.5.1 coincides with Denition 5.3.1. Indeed,
let M
i
2 NA(M
0
) (i = 1; 2) be two type I factors such that M
1
M
2
.
According to Lemma 6.1.1, there exists a unitary W such that WH
2
W

=
cH
1
, i. e. M
1

s
M
2
.
On the other hand, ifM
1

s
M
2
then H
1
and H
2
have the same spectrum,
i. e. they are unitarily equivalent in L(H
0
) 'M
0
. This implies that there
is a unitary W 2 M
0
such that WH
2
W

= cH
1
, and Lemma 6.1.1 yields
M
1
M
2
.
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We dene
[
NA
2
(
0
; J
0
; u
0
;M
0
) := fM = UM
0
U

2
d
NA(
0
; J
0
; u
0
;M
0
)j
U


0
U = HJ
0
H
 1
J
0
with HM
0
;
H
 1
has the same eigenvalues
and dimensions of eigenspaces as cH
0
for a c 2 R
>0
.g:
(6.5.1)
Remark 6.5.4. The denition of
[
NA
2
coincides with the one given for NA
2
in
(5.3.1) if M
0
is a type I factor. To see this, let M
0
be a type I factor and
M = UM
0
U

2
[
NA
2
. Hence, U


0
U = HJ
0
H
 1
J
0
and H
 1
has the same
eigenvalues and dimensions of eigenspaces as cH
0
for a c 2 R
>0
. This implies
the existence of a unitary W 2M
0
' L(H
0
) such that
H = WH
 1
0
W

= WJ
0
WJ
0
| {z }
=:V
H
 1
0
W

J
0
W

J
0
and U


0
U = V
 1
0
V

. Furthermore, since (M
0
;U

u
1
) has modular ob-
jects (U


0
U; J
0
), the operator 
 1
0
is the modular operator corresponding
to V

U

u
0
=: u
1
. According to x5.3, there exists a unitary U
1
commuting with
J
0
such that U
1
u
i
= u
i
(i = 0; 1) and U

1

0
U
1
= 
 1
0
. The unitary K :=
UVU
1
fulls all prerequisites of (5.3.1) and we obtain M = KU
1
M
0
U

1
K

2
NA
2
(
0
; J
0
; U
0
;M
0
). The other inclusion is obvious.
In contrast to the type I case and the class NA
2
(see Theorem 5.3.11) we
have the following proposition for the type II case.
Proposition 6.5.5. The class
[
NA
2
exists always (in analogy to the type I
case) if M
0
is nite. If M
0
is innite it does not always exist but sometimes.
Proof. 1. Let M
0
be nite. Since H
0
is assumed to possess pure point spec-
trum (to be diagonalizable with respect to the center in the terminology of
x4.3) it has eigenvalues (
k
)
k2K
with central multiplicities (m
k
)
k2K
such
that
P
k
m
k
= 1 and
P
k
m
k

k
= 1 (cf. Denition 4.3.1). Let n
k
:= m
k

k
for every k. Then (
 1
k
)
k2K
, (n
k
)
k2K
obviously fullls the conditions
of Lemma 6.3.6. This implies the existence of a solution such that the
corresponding operator H has eigenvalues (
 1
k
)
k2K
.
2. Let now M
0
be innite. Then H
0
has eigenvalues (
k
)
k2K
with central
multiplicities (m
k
)
k2K
such that
P
k
m
k
=1 and
P
k
m
k

k
= 1. Assume
further that (
k
)
k2N
is bounded, i. e. there is a C > 0 such that 
k
 C
for all k 2 N (K = N if M
0
is innite). Since in this case 
 1
k
 C
 1
for every k, we have
P
k
n
k

 1
k
 C
 1
P
k
n
k
= 1 for all sequences
(n
k
)
k
with
P
k
n
k
= 1. This implies that there is no sequence (n
k
)
k2N
with
P
k
n
k
=1 such that the conditions of Theorem 6.3.8 are satised.
Hence, there is no solution in
[
NA
2
.
On the other hand, Example 6.5.6 shows that the class
[
NA
2
may exist in
the innite case.
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Example 6.5.6. LetM
0
be a type II
1
factor. Consider the following sequences
(m
k
)
k2N
and (
k
)
k2N
:
m
2l+1
= 1=l; m
2l
= 1=l
3
; 
2l
= l; and 
2l+1
= 1=l for l 2 N:
The sequences (
k
)
k2N
and (m
k
)
k2N
are the eigenvalues and multiplicities of a
nite trace operator H
0
inM
0
(Corollary 4.3.13). Let 
0
be the corresponding
modular operator. The sequences (
 1
k
)
k2N
and (n
k
)
k2N
with
n
2l+1
= 1=l
3
and n
2l
= 1=l for l 2 N
are also the eigenvalues and multiplicities of a nite trace operator H in M
0
and the conditions of Theorem 6.3.8 are satised for them as well. Hence,
they characterize a solution of the inverse problem which is in
[
NA
2
since H
and H
 1
0
have the same eigenvalues (and innite dimensional eigenspaces, see
Remark 4.3.6).
Remark 6.5.7. Note that in Example 6.5.6 there is no automorphism  2
aut(M
0
) such that H
 1
0
= (H) since the multiplicities of the eigenvalues of
H
 1
0
and H do not coincide. Therefore, it can not be shown as in Remark 6.5.4
that 
 1
0
is also a modular operator corresponding to a cyclic and separating
vector. This example is hence no contradiction to Theorem 5.3.11.
To introduce the notion of generic spectrum of modular operators, we must
rst dene some sets:
Denition 6.5.8. Let D
K
:= R
K
be the set of all families in R indexed by a
nite or countable set K (K 2 ff1; : : : ; ngjn  3g [ fNg =:M), and let 

K
be
the following set:


K
:= f = (
j
)
j2K
2 D
K
j
j
2 f 3; 2; 1; 0; 1; 2; 3g;
X
j

j
= 0;
at least two and at most six 
j
are dierent from 0g:
With  2 

K
we dene D
K

:= fx 2 D
K
j
P
j2K

j
x
j
= 0g and
D
gen
:=
[
K2M
\
2

K
(D
K
nD
K

):
Furthermore, we set  (x) := fx
j
  x
s
jj 6= s; j; s 2 Kg for x 2 D
K
.
Remark 6.5.9. 1. The signicance of the sets dened in Denition 6.5.8 is
the following. Let H
0
M
0
be a positive invertible operator aÆliated with
a seminite von Neumann factor M
0
. Assume that H
0
possesses pure
point spectrum and let (
k
)
k2K
be the family of eigenvalues of H
0
, where
we repeat each eigenvalue according to its multiplicity in the type I case,
in the type II case every eigenvalue is counted only once. Then the family
of logarithms (ln(
k
))
k2K
is an element of D
K
. Hence, the set of possible
spectra of positive invertible operators with pure point spectrum is a
subset of
S
K2M
D
K
. The sets D
K

play the role of \small" exceptional
sets.
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2. The denition here diers from that given in [Wol98] and [BW01]. This
is due to the fact that there it was assumed that the sequence of eigenval-
ues was normed according to the requirement that the largest eigenvalue
equals 1. This is only possible in the type I case. Omitting this require-
ment, we must introduce the normalizing condition
P
j

j
= 0 and allow
six 
j
to be non-zero (cf. also Remark 6.5.11).
Denition 6.5.10. Let 
0
= H
0
J
0
H
 1
0
J
0
be a modular operator for a seminite
von Neumann factor M
0
. Assume that H
0
M
0
possesses pure point spectrum
and let (
k
)
k2K
be the family of eigenvalues of H
0
, where we repeat each eigen-
value according to its multiplicity if M
0
is a type I factor, if M
0
is a type II
factor every eigenvalue is counted only once. Then 
0
has generic spectrum if
the family of the logarithms (x
j
)
j2K
= (ln
j
)
j2K
is in D
gen
.
Remark 6.5.11. 1. The notion of generic spectrum is independent of the op-
erator H
0
generating the modular operator 
0
: Since the decomposition
of 
0
is unique up to a positive constant (see Lemma A.1.1) the loga-
rithms of the eigenvalues can only dier by an additive constant C 2 R.
Hence,
X
j

j
(x
j
+ C) =
X
j

j
x
j
+ C
X
j

j
=
X
j

j
x
j
for  = (
j
) 2 

K
.
2. It is a simple task to construct modular operators with generic spectrum as
well as modular operators not with generic spectrum. Note, however, that
\almost all" modular operator have generic spectrum, which legitimates
the term \generic".
The remainder of this section is devoted to the proof of
Theorem 6.5.12. Let M
0
be a seminite factor and (
0
; J
0
) be the modular
objects of (M
0
; u
0
). Moreover, 
0
is assumed to possess generic spectrum.
Then
d
NA(
0
; J
0
; u
0
;M
0
) =
[
NA
1
(
0
; J
0
; u
0
;M
0
) [
[
NA
2
(
0
; J
0
; u
0
;M
0
);
where
[
NA
2
can be empty if M
0
is innite.
Since Theorem 6.5.12 was already proved for the type I case in [Wol98] and
[BW01] we only treat the type II case. For the proof we need the following
lemmas.
Lemma 6.5.13. Let x 2 D
gen
. Then
(i) x
l
  x
p
= 0 if and only if l = p.
(ii) x
l
  x
p
+ x
s
  x
t
= 0 if and only if l = p and s = t, or l = t and s = p.
(iii) x
l
 x
p
+x
s
 x
t
+x
r
 x
o
= 0 if and only if each index corresponding to an
x with positive sign equals one index corresponding to an x with negative
sign.
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Proof. This follows directly from the denition of D
gen
.
Lemma 6.5.14. Let x 2 D
gen
and y 2 D
K
0
(K
0
2M).
(i) The mapping dened by z 2  (x) 7! (j; s) 2 K  K for z = x
j
  x
s
is
well-dened.
(ii) Let  x := ( x
j
)
j2K
. Then  (x) =  ( x) and  (x) =  (x+C) (C 2 R).
(iii) If  (x) =  (y) and fy
s
g  fx
j
+ Cg for a C 2 R, then y = x+ C.
Proof. (i) Let  (x) 3 z = x
j
 x
s
= x
k
 x
t
6= 0. Then x
j
 x
s
 x
k
+x
t
= 0,
hence j = k and s = t (cf. Lemma 6.5.13).
(ii) is obvious.
(iii) Assume on the contrary that y 6= x + C. Then there exists an index
 2 K such that x

+ C 6= y
j
for all indices j 2 K
0
. Let  6=  2 K be
an arbitrary index. Then x

  x

2  (x) =  (y) and there are indices
l; p 2 K
0
such that x

  x

= y
l
  y
p
. Since fy
s
g  fx
j
+ Cg there are
indices m;n 2 K such that y
l
= x
m
+ C, y
p
= x
n
+ C. This implies
x

  x

= y
l
  y
p
= x
m
  x
n
and, by Lemma 6.5.13,  = m. Hence
x

+ C = y
l
, a contradiction.
Lemma 6.5.15. Let x 2 D
gen
and y 2 D
K
0
(K
0
2M) such that  (x) =  (y).
Fix an index k 2 K
0
.
(i) Let m;m
0
2 K
0
be two indices dierent from k such that m 6= m
0
. Then
there are indices n; n
0
; o; o
0
2 K such that either
y
k
  y
m
= x
n
  x
o
and
y
k
  y
m
0
= x
n
  x
o
0
or
y
k
  y
m
= x
n
  x
o
and
y
k
  y
m
0
= x
n
0
  x
o
(6.5.2)
holds.
(ii) If one of the two statements in (6.5.2) is true for one pair m;m
0
2 K
0
with m 6= m
0
the same statement is true for all such pairs.
(iii) Suppose that there exists an index n 2 K such that for every m 2 K
0
there is an index o 2 K such that y
k
  y
m
= x
n
  x
o
. Then the mapping

k
: K
0
3 m 7! 
k
(m) = o 2 K is well dened.
(iv) Suppose that there exists an index o 2 K such that for every m 2 K
0
there is an index n 2 K such that y
k
  y
m
= x
n
  x
o
. Then the mapping

k
: K
0
3 m 7! 
k
(m) = n 2 K is well-dened.
(v) Suppose that one of the assumptions (iii) or (iv) holds. Then this as-
sumption holds for all k 2 K
0
.
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Proof. (i) By assumption, for every m 2 K
0
there are indices n; o 2 K such
that y
k
  y
m
= x
n
  x
o
. Let now k 6= m;m
0
2 K
0
two dierent indices.
Then there are indices n; n
0
; o; o
0
2 K such that
y
k
  y
m
= x
n
  x
o
y
k
  y
m
0
= x
n
0
  x
o
0
:
This implies
 (y) 3 y
m
0
  y
m
= y
k
  y
m
  (y
k
  y
m
0
) = x
n
  x
o
  (x
n
0
  x
o
0
):
Since  (x) =  (y) there are indices r; s 2 K such that y
m
  y
m
0
= x
r
 x
s
and
x
r
  x
s
  x
n
+ x
o
+ x
n
0
  x
o
0
= 0:
This equation is true if and only if r = o
0
, o = s, n
0
= n, or r = n, o = o
0
,
n
0
= s (see Lemma 6.5.13). Hence
y
k
  y
m
= x
n
  x
o
and
y
k
  y
m
0
= x
n
  x
o
0
or
y
k
  y
m
= x
n
  x
o
and
y
k
  y
m
0
= x
n
0
  x
o
:
(ii) Assume that there are pairwise dierent indices m;m
0
;m
00
such that in-
dices n; o; o
0
; n
00
exists with
y
k
  y
m
= x
n
  x
o
;
y
k
  y
m
0
= x
n
  x
o
0
;
y
k
  y
m
00
= x
n
00
  x
o
:
Then y
m
00
  y
m
0
= x
n
  x
o
0
  x
n
00
+ x
o
and y
m
00
  y
m
0
2  (y) =  (x).
Hence there are i; j 2 K such that y
m
00
  y
m
0
= x
i
  x
j
and
x
i
  x
j
  x
n
+ x
o
0
+ x
n
00
  x
o
= 0:
According to Lemma 6.5.13 this implies i = n, o
0
= o, n
00
= j, or i = o,
o
0
= j, n
00
= n. But in the rst case we obtain y
k
 y
m
0
= x
n
 x
o
= y
k
 y
m
,
a contradiction to m
0
6= m since 0 62  (x) =  (y) (cf. Lemma 6.5.13.(i)).
Similarly, we also obtain a contradiction in the second case. Hence, the
two cases in (i) cannot hold simultaneously.
(iii) is obvious, cf. Lemma 6.5.14.(i).
(iv) is obvious, cf. Lemma 6.5.14.(i).
(v) Assume that there are indices k and k
0
such that the assumption of (iii)
holds for k and that of (iv) holds for k
0
. Then
y
k
  y
m
= x
n
  x

k
(m)
y
k
0
  y
m
= x

k
0
(m)
  x
o
0
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for all m 2 K
0
n fk; k
0
g. Then y
k
  y
k
0
= x
n
  x

k
(m)
  x

k
0
(m)
+ x
o
0
and y
k
  y
k
0
2  (y) =  (x). Since assumption (iii) holds for k we have
y
k
  y
k
0
= x
n
  x

k
(k
0
)
and
x

k
(k
0
)
  x

k
(m)
  x

k
0
(m)
+ x
o
0
= 0:
This implies 
k
(k
0
) = 
k
0
(m) and 
k
(m) = o
0
. Analogously,
y
k
0
  y
k
= x

k
0
(k)
  x
o
0
implies n = 
k
0
(m) and 
k
(m) = 
k
0
(k). Hence
n = 
k
0
(m) = 
k
(k
0
), a contradiction to 0 6= y
k
  y
k
0
= x
n
  x

k
(k
0
)
.
Proof of Theorem 6.5.12. Note rst that the denition of
[
NA
1
implies that
d
NA 
[
NA
1
, and Proposition 6.5.5 implies that
d
NA 
[
NA
2
.
Let now M = UM
0
U

2
d
NA(
0
; J
0
; u
0
;M
0
) be a solution with pure
point spectrum and 
1
:= U


0
U = H
1
J
0
H
 1
1
J
0
. Set (x
j
)
j2K
:= (ln
j
)
j2K
where (
j
)
j2K
are the eigenvalues of H
0
(recall that 
0
= H
0
J
0
H
 1
0
J
0
). Then
x = (x
j
)
j2K
2 D
gen
since 
0
has generic spectrum. Let further
(y
k
)
k2K
0
= (ln 
k
)
k2K
0
be the logarithms of the eigenvalues (
k
)
k2K
0
of H
1
.
Then y = (y
k
)
k2K
0
2 D
K
0
and  (x) =  (y) because 
0
and 
1
are uni-
tarily equivalent, i. e. they have the same eigenvalues. Now we can apply
Lemma 6.5.15.
1. Lemma 6.5.15.(v) states that either the assumption of Lemma 6.5.15.(iii)
is true for every k 2 K
0
or the assumption of Lemma 6.5.15.(iv). We as-
sume that the assumption of Lemma 6.5.15.(iii) is true for every k 2 K
0
.
Then 
k
is independent of k. In fact, let k; k
0
;m 2 K
0
be pairwise dier-
ent. Then
y
k
  y
m
= x
n
  x

k
(m)
;
y
k
0
  y
m
= x
n
0
  x

k
0
(m)
:
This implies x
n
 x

k
(m)
 x
n
0
+x

k
0
(m)
= y
k
 y
k
0
= x
n
 x

k
(k
0
)
according
to Lemma 6.5.15.(iii) since  (y) =  (x), and
x

k
(k
0
)
  x

k
(m)
  x
n
0
+ x

k
0
(m)
= 0:
According to Lemma 6.5.13 this implies 
k
(m) = 
k
0
(m) =: (m) and
n
0
= (k
0
) for all m 2 K
0
. We conclude
y
k
0
  y
m
= x
(k
0
)
  x
(m)
and
y
k
= x
(k)
+ (y
m
  x
(m)
)
| {z }
=:C
1
for all k;m 2 K
0
where C
1
is independent of both k and m. We have thus
proved that fy
k
g  fx
j
+C
1
g and, according to Lemma 6.5.14, y = x+C
1
.
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2. Assume now on the contrary that there is no C
1
2 R such that y = x+C
1
.
According to the rst part of the proof, there is an index k 2 K
0
such
that the assumption of Lemma 6.5.15.(iii) is false. Hence the assumption
of Lemma 6.5.15.(iv) must be true for all k 2 K
0
. Now we can prove in
full analogy with 1 that there is a C
2
2 R such that y =  x+ C
2
.
3. 1 and 2 prove that H
1
has the same spectrum as e
C
1
H
0
or e
C
2
H
 1
0
. It
hence corresponds to a solution in
[
NA
1
or
[
NA
2
.
Chapter 7
Outlook
In this thesis a rst big step was made towards a spectral theory of modular
operators for von Neumann algebras (corresponding to cyclic and separating
vectors). Furthermore, an example of its usefulness was given by applying it to
the inverse problem. The theory is quite satisfactory for type I algebras since
it is possible to characterize all modular operators by means of their spectral
properties. Moreover, this leads to the complete classication of the solutions of
the inverse problem. Similar results were also obtained for modular operators
for type II algebras corresponding to cyclic and separating vectors which are
diagonalizable with respect to the center. With this restriction, it is possible
to characterize the modular operators for type II algebras by means of their
spectral properties and to classify the solutions of the inverse problem as well.
Furthermore, we gave rst insights into the corresponding problems for type
III

factors (0   < 1).
A possible extension of the theory could concern modular operators corre-
sponding to n. s. f. weights or cyclic and separating generalized vectors. How-
ever, since type I factors are isomorphic to L(H) for a Hilbert space H and the
modular operators are hence decomposable into a tensor product of positive
invertible operators aÆliated with L(H) this extension does not involve new
methods, at least in the factor case. In this case, the spectral measure of the
modular operator is the convolution of the spectral measures of the constitut-
ing operators. Hence, the modular operators for type I factors are exactly the
positive invertible operators whose spectral measure is the convolution of two
spectral measures.
For the non-factor case it could be useful to develop a center-valued spec-
tral theory which we can only outline here. Let M 2 M be an element in a
von Neumann algebra M. Then we say C 2 Z(M) is in the center-valued re-
solvent set of M if (C M)
 1
exists and is inM. Let 
Z(M)
(M) be the set of all
such elements. Then we call 
Z(M)
(M) := Z(M) n 
Z(M)
(M) the center-valued
spectrum of M. In analogy to the usual spectral theory of normal operators
on Hilbert spaces, the notions of point, continuous, and residual spectrum can
also be dened. In this terminology Theorem 4.2.4 means that operators with
nite trace have only central point spectrum (with the possible exception of
functions being 0 on a non-null set which could belong to the continuous part
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of the central spectrum). Then the following questions arise: Is it possible
to develop a functional calculus which is analogous to the classical one? Is it
possible to dene a spectral measure on the center, i. e. a mapping from the
Borel--algebra of the center into the set of projections of the algebra with the
usual properties? Which topology must be used?
This theory has to be constructed in such a way that the classical spectral
theory is the special case for the von Neumann factor L(H).
The lack of a spectral theory adapted to operators which are elements of
arbitrary von Neumann algebras becomes more crucial for factors which are
not of type I. Up to now, it is not clear in general if and how the spectral
properties of a modular operator can be derived from the spectral properties
of its constituents in a simple way (cf. the discussion in x4.3.2). Progress in
this subject would not only be interesting in its own right but would also help
to classify the solutions of the inverse problems in the non-diagonalizable case.
Furthermore, it might be useful for the conjugacy problem of the modular auto-
morphism groups (cf. x6.3 and Remark 6.1.3). On the other hand, a progress in
the latter could give a chance to classify the solutions of the inverse problems.
Even if all the above mentioned problems were solved for the seminite case
the type III problem would still remain complex. First of all, most of the
theory developed in this thesis is only applicable to the III

case (0   < 1),
not to the type III
1
case for which the discrete decomposition is in general
no longer available. Moreover, although the spectral theory developed in x4.4
can essentially be reduced to the type II
1
problem this proceeding does not
provide a satisfactory result for the classication of the solutions of the inverse
problems in the type III

case (cf. Lemma 6.4.2). Furthermore, the relation
between the inverse problem and the conjugacy problem of the modular au-
tomorphism groups does no longer exist. These observations suggest the con-
jecture that we must modify the equivalence relation for type III factors or,
possibly, apply completely dierent techniques. A possible candidate might be
the continuous decomposition of type III factors which gives a decomposition
of type III factors into a crossed product of a type II
1
factor and a continuous
group action. Moreover, this continuous decomposition is even more adapted
to modular theory (see e. g. [Yam92]).
Appendix A
Some Auxiliary Results
In this appendix we prove some lemmas which were used in the main part
of this thesis. Because they might be known (Lemma A.1.1, Lemma A.2.1,
Lemma A.4.1) or their proofs are lengthy(Lemma A.3.1, Lemma A.3.5) they
are postponed into the appendix.
A.1 Product of Commuting Operators
The rst lemma states that a product of commuting operators determines
uniquely its factors up to a central element:
Lemma A.1.1. Let M be a von Neumann algebra acting on the Hilbert space
H. Let further  = HH
0
= GG
0
a closed invertible operator on H where
H;GM and H
0
;G
0
M
0
. Then there exists an invertible operator CZ(M)
such that H = CG and H
0
= C
 1
G
0
.
Proof. Assume rst that H, H
0
, G, and G
0
are positive. Then  is positive
as well. We now examine the unitary group 
it
= H
it
(H
0
)
it
= G
it
(G
0
)
it
(the
splitting is possible since H commutes with H
0
, and G commutes with G
0
).
This equality implies G
 it
H
it
= (G
0
)
it
(H
0
)
 it
2 Z(M) for all t 2 R. Since G
 it
and H
it
also commute for all t 2 R (which is shown by a simple computation)
G
 it
H
it
is a unitary group in Z(M). Thus,
G
 it
H
it
= C
it
with 0 < CZ(M)
which, by uniqueness of the generator of a group, implies the assertion.
Let now H = UA, H
0
= U
0
A
0
, G = VB, and G
0
= V
0
B
0
be the polar
decompositions of H, H
0
, G, and G
0
with U;V 2 U(M), U
0
;V
0
2 U(M
0
),
0 < A;BM, and 0 < A
0
;B
0
M
0
. Then  = UAU
0
A
0
= VBV
0
B
0
are two
polar decompositions of . By uniqueness of polar decomposition we obtain
UU
0
= VV
0
and AA
0
= BB
0
. The rst part now implies the assertion.
A.2 Uniqueness of Cyclic and Separating Vectors
In this section we show that a cyclic and separating vector is uniquely deter-
mined (up to a \real" element in the center) by the modular objects corre-
sponding to it.
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Lemma A.2.1. Let u 2 H be a cyclic and separating vector for a von Neu-
mann algebra M acting on H and (; J) be the corresponding modular objects.
Suppose that v 2 H is another cyclic and separating vector with modular ob-
jects (; J). Then it exists a selfadjoint invertible operator CZ(M) such that
u 2 D(C) and v = Cu.
Proof. Let P
\
u
and P
\
v
be the natural cones of u and v, respectively. Since u and v
have the same modular conjugation J there is a unitary U 2 U(M
0
) commuting
with J such that UP
\
u
= P
\
v
. In fact, if we take  = id, Theorem 2.1.10 yields the
existence of a unitary U commuting with J such that UP
\
u
= P
\
v
and id = adU.
The latter implies U 2 U(M
0
). Since U 2 M
0
commutes with J we even have
U 2 Z(M). Moreover, U is selfadjoint since Tomita's Theorem (Theorem 2.1.3)
implies JUJ = U

.
Since the modular automorphism groups of u and v coincide there is a posi-
tive invertible operator AZ(M) such that v 2 D(A) and Av generate the same
vector state ! as u (see [Str81, Corollary 4.11]). Then Av = A
1=2
JA
1=2
Jv 2 P
\
v
is the unique vector in the natural cone of v generating !. Moreover, Uu 2 P
\
v
generates !, hence Av = Uu. Setting now C := A
 1
UZ(M) we get an invert-
ible and selfadjoint operator since A and U commute. Finally, v = Cu.
Remark A.2.2. Suppose that u is a cyclic and separating vector for a von Neu-
mann algebra M and C is a selfadjoint invertible operator aÆliated with the
center of M such that u 2 D(C). Then a simple calculation shows that Cu is
also a cyclic and separating vector for M with the same modular objects as u
(cf. also x3.2 where similar calculations were used).
A.3 Two Lemmas
For some constructions in Chapter 5 we need the following two lemmas which
are concerned with the the existence of a special conjugation (Lemma A.3.1)
and a special unitary (Lemma A.3.5).
Lemma A.3.1. Let  be a positive invertible operator on a Hilbert space H
and J be a conjugation on the same Hilbert space such that
JJ = 
 1
:
Suppose that there are two vectors v
1
; v
2
2 H such that
Av
i
= Av
i
and JAv
i
= A

v
i
(i = 1; 2)
for all A 2 A where A is a von Neumann algebra. Then there exists a conju-
gation L on H such that
LL = ; IJI = J and LAv
i
= A

v
i
(i = 1; 2):
To prove this lemma we need some preparatory results.
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Proposition A.3.2. Let  be a selfadjoint operator on a Hilbert space H.
Then there is a conjugation K such that  is K-real, i. e.
KK = 
(cf. [Wei76, p.223, ex. 8.1]).
Proof. Since  is selfadjoint there exists a measure space (
;A; ), a unitary
U : H ! L
2
(), and a real valued measurable function g such that
(UU

f)(t) = g(t)f(t) -almost everywhere on 

holds for every f 2 L
2
() with U

f 2 D(). Dene now
(
~
Kf)(t) = f(t):
Then K := U

~
KU is the claimed conjugation.
Proposition A.3.3. Let  be a K-real selfadjoint operator on H where K is a
conjugation on H.
1. K := fu 2 Hju = Kug is a real subspace of H such that H = K + iK and


j

K
:=


j

jK
is a real scalar product on K.
2. 
K
:= 
jK
is a selfadjoint operator on the real vector space K.
Proof. 1. Let v 2 H. Then
v =
v +Kv
2
| {z }
2K
+i
v  Kv
2i
| {z }
2K
:
If v; w 2 K then


vjw

=


KvjKw

=


wjv

:
2. Let u 2 K \ D(). Then
Ku = Ku = u:
This implies that (K \ D())  K. The selfadjointness of 
K
follows
from standard calculations.
Proposition A.3.4. Let ; J;H;K be as in Proposition A.3.3. Then there is
an orthonormal base (ONB for short) fu
k
g
k2N
 D() for the real vector space
K. Moreover, fu
k
g is also an ONB for the complex vector space H such that


u
k
ju
l

2 R for k; l 2 N.
Proof. This follows immediately from Proposition A.3.3.
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Proof of Lemma A.3.1. 1. Let E be the spectral measure of . Then we
decompose H into the direct sum of the following three orthogonal sub-
spaces:
H = K
 1
K
0
K
1
where K
 1
:= E(f < 1g), K
0
:= E(f = 1g), K
1
:= E(f > 1g). Then
(K
j
\ D())  K
j
(j =  1; 0; 1). JJ = 
 1
implies JK
j
 K
 j
and,
since J
2
= I, equality holds as well.
2. In K
0
we set L
0
:= J
jK
0
. Then
L
0

jK
0
L
0
= I
jK
0
= 
jK
0
(A.3.1)
and
L
0
J
jK
0
L
0
= J
jK
0
: (A.3.2)
Since Av
i
2 K
0
for A 2 A we obtain
L
0
Av
i
= JAv
i
= A

v
i
(i = 1; 2): (A.3.3)
3. In K
1
we choose an ONB fu
k
g
k2N
 D() according to Proposition A.3.4.
Setting u
 k
:= Ju
k
2 K
 1
(k 2 N) we conclude that fu
 k
g  D() is an
ONB in K
 1
. We dene a conjugation L
j
on K
j
(j =  1; 1) by
L
j
u
jk
:= u
jk
for  2 C and k 2 N. (A.3.4)
Let v
j
=
P
l

jl
u
jl
2 K
j
. Then


L
j

jK
j
L
j
u
jk
j
X
l

jl
u
jl

=


L
j
X
l

jl
u
jl
j
jK
j
L
j
u
jk

=
X
l

jl


u
jl
j
jK
j
u
jk

| {z }
2R (see Proposition A.3.4)
=
X
l

jl



jK
j
u
jk
ju
jl

=



jK
j
u
jk
jv
j

:
By linear continuation, this yields
L
j

jK
j
L
j
= 
jK
j
(A.3.5)
for j =  1; 1.
4. Setting L := L
 1
 L
0
 L
1
we deduce
LL = 
from (A.3.1) and (A.3.5). If u = u
0
+
P
j= 1;1;k

jk
u
jk
2 H where u
0
2
K
0
, (A.3.2) and (A.3.4) imply
LJLu = Ju
0
+
X
j;k

jk
L
j
JL
j
u
jk
= Ju
0
+
X
j;k

jk
u
 jk
= Ju
0
+ J
X
j;k

jk
u
jk
= Ju:
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By (A.3.3), we conclude
LAv
i
= JAv
i
= A

v
i
(i = 1; 2)
for A 2 A and the proof is complete.
Lemma A.3.5. Let 
1
, 
2
be two unitarily equivalent, positive invertible op-
erators acting on a Hilbert space H and J be a conjugation on the same Hilbert
space such that
J
1
J = 
 1
1
and J
2
J = 
 1
2
:
Then there is a unitary U commuting with J such that 
2
= U
1
U

.
Proof. Let E
i
be the spectral measure of 
i
(i = 1; 2) and V 2 U(H) be a
unitary such that 
2
= V
1
V

. As in the proof of Lemma A.3.1 we can
decompose H into
H = K
1
 1
K
1
0
K
1
1
and H = K
2
 1
K
2
0
K
2
1
where K
i
 1
:= E
i
(f < 1g), K
i
0
:= E
i
(f = 1g), K
i
1
:= E
i
(f > 1g). Then
JK
i
j
= K
i
 j
and VK
1
j
V

= K
2
j
(i = 1; 2 and j =  1; 0; 1). This implies that we
can dene unitaries W
1
K
1
1
! K
2
1
and W
 1
: K
1
 1
! K
2
 1
by
W
1
:= V
jK
1
1
and W
 1
= JW
1
J:
Consider now the real vector spaces
~
K
i
0
:= fu 2 K
i
0
jJ
0
u = ug (i = 1; 2).
Since K
1
0
and K
2
0
are unitarily equivalent there is an orthogonal mapping O :
~
K
1
0
!
~
K
2
0
. Dening W
0
(u+ iv) := Ou+ iOv we get a unitary W
0
from K
1
0
onto
K
2
0
which commutes with J.
Finally, we dene a unitary U on H by
U := W
 1
W
0
W
1
which commutes with J. Moreover, the above calculations imply
U
1
U

= U
0
B
@
Z
f<1g
dE
1

+ (
1
)
jK
1
0
+
Z
f>1g
dE
1

1
C
A
U

= W
 1
0
B
@
Z
f<1g
dE
1

1
C
A
W
 1
+W
0
I
K
1
0
W

0
+W
1
0
B
@
Z
f>1g
dE
1

1
C
A
W

1
= JW
1
0
B
@
Z
f>1g
dE
1

1
C
A
W
1
J + I
K
2
0
+
Z
f>1g
dE
2

= J
0
B
@
Z
f>1g
dE
2

1
C
A
J + I

K
2
0
+
Z
f>1g
dE
2

= 
2
:
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A.4 Tensor Product of Type III

Factors
In this section we consider the type of the tensor product of two III

factors.
Note rst that it is of type III according to Table 2.1.
Lemma A.4.1. The tensor product of a type III

1
factor with a type III

2
factor (0 < 
1
; 
2
< 1) is of type III

where
 =
(

1=m
1
if ln(
2
)= ln(
1
) = n=m for n;m 2 Z and (n;m) = 1
1 otherwise
(A.4.1)
where (n;m) denotes the largest common divisor of n and m.
Proof. Let M
i
be a type III

i
factor (0 < 
i
< 1, i = 1; 2). This implies the
existence of a generalized trace 
i
such that

T
i

i
= id for T
i
:=  2= ln(
i
);

i
(I) =1, and
(

i
) \ R
+

= f
z
i
jz 2 Zg
(cf. x2.3 and Proposition 3.4.3). The n. s. f. weight  := 
1

 
2
is a weight on
M
1

M
2
such that
(

) = (

1



2
) = f
z
1
1

z
2
2
jz
1
; z
2
2 Zg:
If ln(
2
)= ln(
1
) = n=m with n;m 2 Z and (n;m) = 1 then
(

) = f
z=m
1
jz 2 Zg [ f0g
otherwise
(

) = [0;1) :
Since Z((M
1

M
2
)

1


2
) = Z(M

1
1
) 
 Z(M

2
2
) and M

1
1
and M

2
2
are fac-
tors (M
1

M
2
)

1


2
is also a factor and, according to [Str81, Theorem 28.3],
S(M
1

M
2
)\R
+

= (

). This proves that M
1

M
2
is of type III

where
 is dened in (A.4.1) (cf. Denition 2.3.2).
Appendix B
Proof of Theorem 5.2.9
Here we give the proof of Theorem 5.2.9. Adopt the notations of x5.2.
Theorem. A von Neumann factor M belongs to NF (
0
; u
0
;M
0
) if and only
if there is a unitary operator U such that
(i) M = UM
0
U

,
(ii) there are unitaries K;Y
1
;Y
2
on H
H

with K 2 f
0



g
0
and
U
 I

= K Y
1
Y
2
; Y
1
2M
0

F

; Y
2
2M
0
0

F
0

;
(iii) !
0

 
1
() = c(!
0

 
1
)(K K

) as weights on M
0

F

and M
0
0

F

with
a c > 0 (and !
0

 
1
)(K K

) := (!
U

 
1
)(Y

2
Y

1
 Y
1
Y
2
)).
Proof of Theorem 5.2.9. 1. Recall rst that M 2 NF (
0
; u
0
;M
0
) if and
only if there is a unitary U such that M = UM
0
U

, U

u
0
is a cyclic and
separating vector for M
0
and  := U


0
U is the modular operator for
(M
0
;U

u
0
) (see Remark 5.2.5). We have therefore to prove that U

u
0
is a cyclic and separating vector for M
0
and  is the modular operator
for (M
0
;U

u
0
) if and only if U 
 I

has the properties described in the
theorem.
2. Suppose that  := U


0
U is the modular operator for (M
0
;U

u
0
). Then,
by Theorem 2.1.15, there is a cocycle U
t
2M
0
for ad
it
0
such that
ad
it
= ad(U
t

it
0
) t 2 R:
This relation implies that
U


it
0
U = 
it
= W
t
U
t

it
0
t 2 R (B.0.1)
where the unitaries W
t
2M
0
0
also satisfy the cocycle condition
W
t+s
= W
t
(
it
0
W
s

 it
0
) (t; s 2 R):
Now we dene L
t
:= J
0
W
t
J
0
. Thus L
t
2 M
0
and L
t
is a cocycle for
ad
it
0
.
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We can connect these cocycles U
t
;L
t
with elements V;L from M
0

F
1
.
Now the proof of the converse of the Connes Cocycle Theorem (cf. [Str81,
5.4]) implies that there are unitaries V;L 2M
0

F
1
such that
U
t

 I = V(ad
it
0

 

t
)(V

) on H
 L
2
(R; ).
L
t

 I = L(ad
it
0

 

t
)(L

) on H
 L
2
(R; ).
We denote the corresponding unitaries fromM
0

F

onH
H

by V

;L

.
Then we dene
W

:=
~
JL

~
J with
~
J := J
0

 J

:
Thus W

2 (M
0

F

)
0
=M
0
0

F
0

. Furthermore, we get
U
t

 I

= V

~
t
(V


); W
t

 I

= W

~
t
(W


): (B.0.2)
Next, we dene a unitary K by K := (U
 I

)W

V

. Now (B.0.1) implies
the following relation on the tensor product H
H

,
(U


 I

)(
it
0


it

)(U
 I

)(
 it
0


 it

) = (W
t

 I

)(U
t

 I

): (B.0.3)
Inserting U
 I

= KV


W


and using (B.0.2) we obtain
W

V

K

~
t
(KW


V


) = W

~
t
(W


)V

~
t
(V


):
Since ~
t
is an automorphism for M
0

 F

as well as for M
0
0

 F
0

and
since W

and V

commute we obtain
W

V

K

~
t
(K)~
t
(W


V


) = W

V

~
t
(W


V


):
Furthermore,
K

~
t
(K) = I or K = ~
t
(K) t 2 R
implies that K commutes with 
0



.
3. It remains to show that ad K leaves invariant the weight !
0

 
1
. By
assumption we conclude that the weight !
U

 
1
( : ) on M
0

F

has the
modular automorphism group
ad(
it


it

) = ad((U


 I

)(
it
0


it

)(U
 I

)):
On the other hand, we infer that the weight !
0

 
1
(V


W


W

V

) =
!
0

 
1
(V


 V

) on M
0

 F

has the modular automorphism group
ad((W

V

)(
it
0


it

)(V


W


)) (cf. Corollary 2.1.5). On The Other Hand,
ad(W

V

(
it
0


it

)V


W


) = ad(W

V

K

(
it
0


it

)KV


W


)
= ad((U


 I

)(
it
0


it

)(U
 I

))
because K commutes with 
0

 

. This implies that the two weights
!
U

 
1
() and !
0

 
1
(V


 V

) have the same modular automorphism
group. Using U
 I

= KV


W


this gives that the weights !
0

 
1
() and
!
0

 
1
(K  K

) have the same modular automorphism group, i. e. they
are equal up to a number c > 0 because M
0

 F

is a factor (cf. [Str81,
4.11]). A similar reasoning implies that ad K leaves invariant the weight
!
0

 
1
on M
0
0

F

.
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4. We now suppose that there is a unitary operator U on H with the proper-
ties (ii) and (iii). We have to show that then U

u
0
is a cyclic and separat-
ing vector for M
0
and U


0
U is the modular operator for (M
0
;U

u
0
).
We rst prove that U

u
0
is a cyclic and separating vector for M
0
. The
assumptions imply that
c!
U

 
1
() = !
0

 
1
(Y
1
 Y

1
)
on M
0

 F

. The right hand side is an n. s. f. weight because !
0

 
1
is
it and Y
1
is a unitary element from M
0

F

. Thus the left hand side is
also such a weight. This weight is a tensor product of weights, !
U


1
(),
on the tensor productM
0

F

. Since the second factor 
1
and the tensor
product !
U


1
() are n. s. f. weights the rst factor is also such a weight.
This means that the vector state


U

u
0
jU

u
0

is a faithful state on M
0
.
This implies that U

u
0
is a separating vector forM
0
. A similar reasoning
gives that the vector state


U

u
0
jU

u
0

is a faithful state on M
0
0
. This
implies that U

u
0
is a separating vector for M
0
0
. Thus U

u
0
is a cyclic
and separating vector for M
0
.
Second, we prove that U


0
U is the modular operator for (M
0
;U

u
0
).
The modular automorphism group of the weight !
0

 
1
on M
0

 F

is
ad(
it
0


it

). Therefore, the modular automorphism group of the weight
!
U

 
1
() = !
0

 
1
(Y
1
 Y

1
) is given by
ad(Y

1
(
it
0


it

)Y
1
) = ad(Y
2
(U


 I

)K(
it
0


it

)K

(U
 I

)Y

2
)
= ad((U


 I

)(
it
0


it

)(U
 I

))
= ad(U


it
0
U

it

):
Since ad 
it

is the modular automorphism group corresponding to the
weight 
1
for F

we nd that ad
it
= adU


it
0
U is the modular auto-
morphism group for the state


U

u
0
jU

u
0

on M
0
. Furthermore, 
it
is
even the modular group for (M
0
;U

u
0
) because 
it
U

u
0
= U


it
0
u
0
=
U

u
0
.
Remark B.0.2. 1. The similarity of the decomposition U 
 I

= KY
1
Y
2
in
(5.2.3) to the decomposition U = KV in (5.2.2) becomes closer if we
restrict ourselves to type I factors M
0
. In this case the automorphism
adV is inner and thus V = Y
1
Y
2
with Y
1
2M
0
;Y
2
2M
0
0
.
2. Note that the decomposition U
 I

= KY
1
Y
2
for a given unitary U is not
unique.
3. The results of the theorem also describe partly the solution of the inverse
problem for the modular objects. A similar theorem for this inverse prob-
lem can be proved. However, it includes further properties of U. We omit
the details.
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free, 13
properly outer, 13
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center-valued resolvent set, 113
center-valued spectrum, 113
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of an action, 13
commutant, 5
of a generalized vector, 23
relative, 13
conditional expectation, 18
Connes' cocycle, 10
covariance, 20
crossed product, 13
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0
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
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density matrix, 19
diuse center, 16
eigenvalues
central, 92, 96
equivalence of solutions, 81
essential range, 53
extended positive part, 18
factor
type III
0
, 16
type III
1
, 16
type III

, 16
xed point algebra, see centralizer
generalized vector, 23
cyclic, 23
cyclic and separating, 24
generic spectrum, 108
Gibbs state, 19
Hamilton operator, 19
Hilbert algebra, 9
inverse problem
for the modular objects, 73, 74
for the modular operator, 74
inverse problems, 73
isotony, 19
joint spectral measure, 45
KMS-condition, 7, 9, 19
locality, 19
Lorentz boosts, 20
modular automorphism group, 7, 9
modular conjugation, 7, 9
modular objects, 7{9
modular operator, 7, 9
multiplicative central spectrum
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n
, 55
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1
, 61
of type II
1
, 61
of type III
0
, 70
of type III

, 70
multiplicity
central, 54, 59, 69, 92, 96
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natural cone, 8
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ONB, 117
operator
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an abelian algebra, 55
aÆliated, 11
diagonalizable with respect to the
center, 58
invertible, 5
bounded, 5
orthogonal cyclic family, 33
product state, 12
pure point spectrum, 55, 104
Radon-Nikodym Theorem, 10
simple causal net, 72
solution
diagonalizable with respect to the
center, 96
with pure point spectrum, 105
spectrum
generic, 92
spectrum-equivalent, 105
standard form, 7
standard implementation, 8
standard representation, 9
subalgebra
Cartan, 66
maximal abelian, 66
singular, 67
tensor product, 11
Tomita's Theorem, 6, 9
trace
-trace, see generalized trace
canonical central, 18
central, 18
generalized, 16
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vacuum, 20
vacuum representation, 19
vector
cyclic, 6
diagonalizable with respect to the
center, 58, 67
dual, 14
generating, see cyclic
separating, 6
von Neumann algebra
seminite, 11
weak additivity, 20
weight
dual, 14
lacunary, 17
of innite multiplicity, 17
operator valued, 17
tracial, 9
weights, 8
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