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ABSTRACT
This work presents the design and the corresponding analysis of a nonlinear robust adaptive controller for
model reference tracking of an aircraft that has parametric uncertainties in its systemmatrices and additive
state- and/or time-dependent nonlinear disturbance-like terms in its dynamics. Specifically, robust integral
of the sign of the error feedback term and an adaptive term is fused with a proportional integral controller.
Lyapunov-based stability analysis techniques are utilised to prove global asymptotic convergence of the
output tracking error. Extensive numerical simulations are presented to illustrate the performance of the
proposed robust adaptive controller.
1. Introduction
Amongst the control techniques applied on aerial vehicles,
adaptive methods are very common (Dydek, Annaswamy, &
Lavretsky, 2010; How, Frazzoli, & Chowdhary, 2012; Stevens
& Lewis, 2003). In adaptive methods, upon satisfaction of a
linear parametrisation property, an update rule is designed
to compensate for the lack of accurate knowledge of constant
or slowly-varying model parameters (Ioannou & Sun, 1995).
Doman and Ngo (2002) designed a dynamic inversion-based
adaptive controller for attitude tracking of a spacecraft. Tandale
and Valasek (2005) proposed an adaptive dynamic inversion-
based switching control methodology to compensate for para-
metric uncertainties. Chen, Li, Jiang, and Sun (2006) developed
an adaptive dynamic inversion controller for a flexible space-
craft. To compensate for parametric uncertainties, Lavretsky
and Hovakimyan (2005) designed a direct model reference
adaptive controller fused with a dynamic inversion controller.
While adaptive methods can successfully compensate for para-
metric uncertainties, their performance is not satisfactory when
the model parameters vary fastly and/or there are unstruc-
tured uncertainties. Thus, some past research was devoted to
robustifying the adaptive methods to compensate for both para-
metric and unstructured uncertainties. Some part of the past
research focused on utilising neural networks in conjunction
with adaptive controllers (Calise & Rysdyk, 1998; Liu et al.,
2004). Liu et al. (2004) used dynamic inversion method in con-
junction with a nonlinear model reference adaptive controller
based on neural networks. Calise and Rysdyk (1998) proposed
an adaptive dynamic inversion-based controller which was a
combination of adaptive feedforward neural networks with
feedback linearisation. Some line of past research has focused
on utilising robust components in conjunction with adaptive
controllers (MacKunis, Patre, Kaiser, & Dixon, 2010; Mondal &
Mahanta, 2012;Wang, Li, &Wang, 2011). Mondal andMahanta
(2012) designed an adaptive second-order sliding-mode
controller for stabilising and trajectory tracking of a twin rotor
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system. To compensate for modelling errors and external dis-
turbances, Wang et al. (2011) designed an adaptive dynamic
inversion-based controller for a miniature unmanned aerial
vehicle (UAV). MacKunis et al. (2010) proposed two controllers
for UAVs where one of them was a robust adaptive controller.
The authors obtained exponential output tracking when aircraft
dynamics were uncertain and the aircraft was considered to be
subject to additive disturbances. The main drawback of the pro-
posed controller was that the sign of the time derivative of the
output was required (i.e. sign of the acceleration measurements
were needed).
In this paper, model reference tracking control of an air-
craft is considered. Only the output of the aircraft is consid-
ered to be available for the control design (i.e. neither the
acceleration information nor its sign are not available). The
dynamic model of the aircraft is considered to be uncertain (i.e.
the state and the input matrices are uncertain) and also sub-
ject to uncertain additive disturbances. Due to the uncertain-
ties of the system matrices, the input gain matrix is uncertain.
When constructing the error system, a matrix decomposition
is utilised to cope with possibly sign indefinite and not neces-
sarily symmetric input gain matrix. When the system is subject
to unstructured uncertainties in addition to parametric uncer-
tainties, robust adaptive control is usually the preferredmethod.
Robust adaptive control was applied to surface vessels (Anna-
malai, Sutton, Yang, Culverhouse, & Sharma, 2015; Do, 2016),
robot manipulators (Carrasco-Elizalde & Goldsmith, 2015; Tat-
licioglu, 2010; Yu& Fei, 2014; Yu, Fei, Sun, Huang, &Yang, 2014,
2015), mechatronic systems (Bidikli, Tatlicioglu, & Zergeroglu,
2015; Fei & Zhou, 2012), electrical systems (Khooban, Niknam,
Blaabjerg, Davari, & Dragicevic, 2016; Tan, Su, Zhao, & Tan,
2015),multi-inputmulti-output nonlinear systems (Bayrak, Tat-
licioglu, Bidikli, & Zergeroglu, 2013; Hussain, Annaswamy, &
Lavretsky, 2016; Jafari & Ioannou, 2016; Yildiz & Annaswamy,
2015; Yu, Fei, & Yang, 2015), and aerial vehicles (Wise, Lavret-
sky, Gadient, & Ioannou, 2015; Xu, 2015; Zhao, Xian, Zhang,
©  Informa UK Limited, trading as Taylor & Francis Group
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& Zhang, 2015; Zou, Wang, Zou, & Zong, 2015; Zou, 2016). In
the controller design, an adaptive term fused with integral of the
sign of the tracking error feedback is utilised. The proposed con-
troller ensures global asymptotic stability of the tracking error
via the use of Lyapunov-based design and analysis techniques.
Extensive numerical studies are presented to demonstrate the
performance of the robust adaptive controller.
2. Aircraft model
In this paper, to represent the equation of motion of an aircraft,
the following nonlinear state-spacemodel is considered (Stevens
& Lewis, 2003):
x˙ = Ax + f (x, t ) + Bu, y = Cx, (1)
where x(t ) ∈ Rn is the state vector, A ∈ Rn×n is the con-
stant state matrix, f (x, t ) ∈ Rn is a state- and time-dependent
disturbance-like term which includes modelling effects such as
gravity, inertial coupling and nonlinear gust, B ∈ Rn×m is the
constant inputmatrix, u(t ) ∈ Rm denotes the control input,C ∈
R
m×n is the output matrix, and y(t ) ∈ Rm is the output.
The aircraft model considered in this work has more states
than the outputs (i.e. n > m). In the above model, as a direct
consequence of the varying nature of aircraft dynamics due to
operating conditions, A, B and f are uncertain, and only C is
considered to be known accurately. The nonlinear disturbance-
like term f(x, t) is considered to be equal to the sum of state-
dependent uncertainties, denoted by f1(x) ∈ Rn, and time-
dependent uncertainties, denoted by f2(t ) ∈ Rn (see MacKu-
nis, 2009 for the precedence of this type of segregation). The
time-dependent uncertainty vector f2(t) is considered to be
continuously differentiable and bounded up to its first-order
time derivative, while the state-dependent uncertainty vector
f1(x) depends on the state vector x(t) via trigonometric and/or
bounded arguments only and thus f1(x) and f1(x)/x are
bounded for all x(t). As discussed by Arapostathis, George, and
Ghosh (2001), when f satisfies the above in addition to (A, B)
being a controllable pair, then the nonlinear state-space model
of the aircraft in (1) is controllable.
3. Control design
The main objective is to design a control law to ensure that the
output of the aircraft y(t) tracks the output of a reference aircraft
model. The control problem is complicated by the unavailability
of full-state feedback and byA,B and f being uncertain. The sec-
ondary control objective is to guarantee that all signals remain
bounded under the closed-loop operation.
The reference model has the following form:
x˙m = Amxm + Bmum, ym = Cxm, (2)
where xm(t ) ∈ Rn is the reference state vector,Am ∈ Rn×n is the
reference state matrix, Bm ∈ Rn×m is the reference input matrix,
um(t ) ∈ Rm is the reference input, C is the same output matrix
introduced in (1), and ym(t ) ∈ Rm is the reference output. To
ensure the stability of the reference model, the reference state
matrix Am is required to be Hurwitz in addition to the refer-
ence input um(t) and its time derivative being bounded func-
tions of time. Therefore, xm(t) and its first two time derivatives,
and, thus, ym(t) and its first two time derivatives are bounded
functions of time.
The output tracking error, denoted by e(t ) ∈ Rm, is defined
as
e  y − ym. (3)
To have a stability analysis with only first-order time deriva-
tives of the error vectors, an auxiliary error vector, denoted by
r(t ) ∈ Rm, is defined as (Dawson, Hu, & Burg, 1998; Dixon,
Behal, Dawson, & Nagarkatti, 2003)
r  e˙ + e, (4)
where  ∈ Rm×m is a constant, positive-definite, diagonal con-
trol gain matrix.
Taking the time derivative of (4) along with (1)–(3) yields
r˙ = CAx˙ +CBu˙ +C f˙ −CAmx˙m −CBmu˙m + e˙ (5)
in which the input gain matrix CB is uncertain since B is uncer-
tain. To deal with this, the SDU decomposition in Costa, Hsu,
Imai, and Kokotovic´ (2003) is applied to obtain CB = SDU,
where S ∈ Rm×m is a symmetric, positive-definite matrix, D ∈
R
m×m is a diagonal matrix with entries ±1, andU ∈ Rm×m is a
unity upper triangular matrix. The details of the SDU decom-
position can be found in Tao (2003). Since S is symmetric and
positive-definite, its inverseM  S−1 ∈ Rm×m is also symmetric
and positive-definite. Pre-multiplying (5) withM yields
Mr˙ = −e + DUu˙ + N, (6)
where N(x, x˙, t ) ∈ Rm is defined as
N  M[CAx˙ +C f˙ −CAmx˙m −CBmu˙m + e˙] + e. (7)
The above auxiliary term is now partitioned as
N = NLP + Nd + N˜, (8)
where NLP(t), Nd(t), N˜(x, x˙, e, r) ∈ Rm. In the above parti-
tioning, first, the terms that can be written as a multiplica-
tion of measurable and known quantities with uncertain con-
stant model parameters were grouped intoNLP(t )  MCAx˙m −
MCAmx˙m − MCBmu˙m; next, the remaining terms were grouped
into Nd(t )  MC f˙2 + MC ∂ f1∂x x˙m which includes terms that
are bounded by constants, or into N˜(t )  MCA (x˙ − x˙m) +
MC ∂ f1
∂x (x˙ − x˙m) + Mr − M2e + e which includes terms
that are bounded by functions of error signals. By utilising the
boundedness of the modelling uncertainty vector f and the ref-
erence model signals, it can be shown that Nd(t) is a bounded
function of time in the sense that |Nd,i| ≤ ζNd,i t with ζNd,i ∈
R being known positive bounding constants (or alternatively,
‖Nd(t )‖ ≤ ζNd t where ζNd ∈ R is a known positive bounding
constant). The entries of the auxiliary vector N˜(t ) can be upper
bounded as |N˜i| ≤ ρi ‖z(t )‖ with ρi ∈ R being known positive
bounding constants (or alternatively ‖N˜(t )‖ ≤ ρ ‖z(t )‖ where
ρ ∈ R is a known positive bounding constant).
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Figure . The block diagram of the closed-loop system.
It is important to highlight that the linear parametrisa-
tion is obtained from a different structure than most of the
past gradient-based adaptive works. Specifically, the linear
parametrisation has the form
Yφ = NLP − D(U − Im)DY φˆ, (9)
where Y (t ) ∈ Rm×p denotes the regression matrix which is
composed of reference signal, its time derivatives, and other
known quantities and φ ∈ Rp is the unknown parameter vec-
tor with φˆ(t ) ∈ Rp being its yet-to-be-designed estimate. The
main motivation of the novel definition in (9) is due to the pre-
multiplication of the time derivative of the control input and
thus its adaptive component with DU. The consequence of this
is a term that has the form DUDY φˆ where U is also uncertain.
Rewriting DUDY φˆ as sum of Y φˆ and D (U − Im)DY φˆ helps
in achieving the adaptation in the sense that Y φˆ is the adapta-
tion term and D (U − Im)DY φˆ can be written as a multiplica-
tion of a known regression matrix that depends on known and
available terms D, Y, φˆ with an uncertain constant vector that is
obtained from the entries of U. As a result of this segregation,
D (U − Im)DY φˆ can be written as part of (9). Since U is unity
upper triangular, thenU− Im is strictly upper triangular so there
is no algebraic loop in finding Y(t) from (9).
The control input is designed as
u = −DK
[
e(t ) − e(0) + 
∫ t
0
e(σ )dσ
]
−D − D
∫ t
0
Y (σ )φˆ(σ )dσ, (10)
where(t ) ∈ Rm is an auxiliary filter vector updated according
to
˙(t ) = β Sgn(e(t )) with (0) = 0m×1 (11)
and β ∈ Rm×m is a constant, positive-definite, diagonal, control
gainmatrix, Sgn( · ) denotes the vector sign function,K ∈ Rm×m
is a constant, positive-definite, diagonal, control gainmatrix and
is chosen as
K = Im + kgIm + diag{kd,1, kd,2, . . . , kd,m−1, 0} (12)
with kg, kd, 1,..., kd,m−1 ∈ R being positive gains, and the adaptive
update rule is designed as
φˆ = Proj
(

(YTe −
∫ t
0
dYT (σ )
dσ
e(σ )dσ
+
∫ t
0
YT (σ )e(σ )dσ )
)
, (13)
where Proj(.) is the projection operator that ensures the bound-
edness of the parameter estimate vector and its time derivative
(Krstic, Kanellakopoulos, &Kokotovic, 1995). The control input
in (10) and (11) is a nonlinear proportional integral controller
fusedwith an adaptive component to compensate for parametric
uncertainties and with integral of sign of error feedback terms
for unstructured uncertainty compensation. The block diagram
of the closed-loop system is presented in Figure 1.
After substituting the time derivative of the control input in
(10) into (6), the closed-loop error dynamics for r(t) is obtained
as
Mr˙ = N˜ + Nd − e −
[
T , 0
]T
−Kr − DUDβSgn(e) +Y φ˜, (14)
where (4), (8), (9) and (11) were utilised, φ˜(t )  φ − φˆ ∈
R
p is the parameter estimation error, and (r) ∈ R(m−1)×1 is
obtained from D(U − Im)DKr = [T, 0]T. The entries of (r)
denoted byi(r) can be upper bounded as |i(r)| ≤ ζi ‖z‖ for
some positive bounding constants ζi . The term DUDβSgn(e)
can be rewritten as DUDβSgn(e) = [T, 0]T + βSgn(e), where
the entries of (t ) ∈ R(m−1)×1 can be upper bounded as |i| ≤
ζi where ζi ∈ R are positive bounding constants.
4. Stability analysis
Theorem 4.1: The controller in (10) and (11) with the adaptive
update rule in (13) ensures global asymptotic output tracking in
the sense that ‖e(t)‖ → 0 as t→when the entries of the control
gain matrices K and β are selected by using the following proce-
dure:
(1) βm is selected according to
βm ≥ ζNd,m
(
1 + κ2
m
)
, (15)
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where κ2 ∈ R is some positive bounding constant, ζNd,m is
defined in (8), and the subscript i = 1,… , m denotes the
i-th element of the vector or the diagonal matrix,
(2) β i for i = m − 1 to i = 1 are selected according to
βi ≥
⎛⎝ζNd,i + m∑
j=i+1
ζ jβ j
⎞⎠(1 + κ2
i
)
, (16)
where ζNd,i is defined in (8) and ζ j is introduced in (14),
(3) kg is chosen to decrease the constant ρ
2
4kg
, where ρ is defined
in (8),
(4) kd, i, i= 1,… , (m− 1) are chosen to decrease the constant∑m−1
i=1
ζ 2i
4kd,i
, where ζi is defined in (14).
Proof: First, the proof of the boundedness of all the sig-
nals under the closed-loop operation will be demonstrated. Let
Vb(z) ∈ R be a Lyapunov function defined as
Vb 
1
2
eT e + 1
2
rTMr, (17)
which can be upper and lower bounded as
1
2
min{1,Mmin}‖z‖2 ≤ Vb(z) ≤ 12 max{1,Mmax}‖z‖
2, (18)
whereMmin andMmax denote minimum and maximum eigen-
values ofM, respectively. After utilising the symmetry ofM, time
derivative of the Lyapunov function can be written as
V˙b = eT e˙ + rTMr˙ (19)
to which substituting (4) and (12), and then canceling common
terms with opposite signs gives
V˙b = −eTe + rTNd + rT N˜ − rTDUDβSgn(e)
− rT
[

0
]
− rT r − kgrT r −
m−1∑
i=1
kd,ir2i + rTY φ˜. (20)
Substituting the upper bounds of the entries of Nd, N˜ and 
yields in
V˙b ≤ −eTe +
m∑
i=1
ζNd,i |ri| +
m∑
i=1
ρi|ri|‖z‖ + ζ1‖r‖
+
m−1∑
i=1
ζi |ri|‖z‖ − ‖r‖2 − kg‖r‖2 −
m−1∑
i=1
kd,ir2i , (21)
where the upper bound |rTDUDβSgn(e)| + |rTY φ˜| ≤ ζ1‖r‖
with ζ1 ∈ R being a positive bounding constantwas also utilised.
After utilising following manipulations
ζ1‖r‖ +
m∑
i=1
ζNd,i |ri| ≤
1
2δ
‖r‖2 + δ
(
ζ 21 +
m∑
i=1
ζ 2Nd,i
)
(22)
ρi|ri|‖z‖ − kgri2 ≤ ρ
2
i
4kg
‖z‖2 (23)
ζi |ri|‖z‖ − kd,ir2i ≤
ζ 2i
4kd,i
‖z‖2 (24)
i= 1,… , (m− 1), where δ ∈ R is a positive damping constant,
the right-hand side of (21) can be upper bounded as
V˙b ≤ −
[
min
{
min,
(
1 − 1
2δ
)}
−
m∑
i=1
ρ2i
4kg
−
m−1∑
i=1
ζ 2i
4kd,i
]
‖z‖2
+ δ
(
ζ 21 +
m∑
i=1
ζ 2Nd,i
)
, (25)
where min denotes the minimum eigenvalue of . When the
gains , kg, kd, 1,..., kd, m − 1 are selected sufficiently high, from
(25), the following expression can be reached:
V˙b ≤ −c1Vb + c2, (26)
where (18) was utilised and c1 and c2 are positive bounding con-
stants defined as
c1 
2
max{1,Mmax}
[
min
{
min,
(
1 − 1
2δ
)}
−
m∑
i=1
ρ2i
4kg
−
m−1∑
i=1
ζ 2i
4kd,i
]
(27)
c2  δ
(
ζ 21 +
m∑
i=1
ζ 2Nd,i
)
. (28)
From (26), it is clear that Vb(t)  L, and, thus, e(t), r(t) 
L. From (4), it can be proven that e˙(t ) ∈ L∞. By using (3)
and its time derivative, along with the boundedness of reference
model signals, it can be proven that y(t), y˙(t ), x(t), x˙(t ) ∈ L∞.
The above boundedness statements along with the properties of
f(x, t) can be utilised with (1) to prove that u(t ) ∈ L∞. From
the time derivative of the control input in (10), it is clear that
u˙(t ) ∈ L∞. After utilising the above boundedness statements
along with the properties of f(x, t) and boundedness of the ref-
erence model signals along with (5), it can be proven that r˙(t ) ∈
L∞. Standard signal chasing algorithms can be used to prove
that all the remaining signals are bounded.
The following proposition, which makes use of the bound-
edness of the tracking error and its time derivative is the second
step of the proof of the theorem. Specifically, provided that the
entries of e(t) and e˙(t ) are bounded, the following expression
can be obtained:∫ t
t0
|e˙i(σ )|dσ ≤ κ1 + |ei(t )| + κ2
∫ t
t0
|ei(σ )|dσ, (29)
where κ1, κ2 ∈ R are some positive bounding constants.
The proof of this proposition is available in Stepanyan
and Kurdila (2009) and Tanyer, Tatlicioglu, and Zergeroglu
(2014).
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Now, an auxiliary Lyapunov-like function will be introduced.
This functionwill later be utilised in analysing the stability of the
output tracking error. Specifically, let L(t ) ∈ R be an auxiliary
function defined as
L  rT [Nd − DUDβSgn(e)]. (30)
If the entries of β are selected to satisfy (15) and (16), then the
auxiliary function P(t ) ∈ R, defined as
P  ζb −
∫ t
0
L(σ )dσ, (31)
is non-negative, where ζb ∈ R is a positive bounding constant.
The proof of non-negativeness of P can be found in Bidikli, Tat-
licioglu, Zergeroglu, and Bayrak (2016) and Tanyer (2015). The
auxiliary function P(t) will later be utilised as part of the Lya-
punov function and will cancel out the uncertain vector Nd(t).
Now, the asymptotic stability of the output tracking error is
presented. LetVs(w) ∈ R be a Lyapunov function defined as
Vs  Vb + 12 φ˜
T
−1φ˜ + P, (32)
where w(t ) 
[
eT rT φ˜T
√
P
]T ∈ R(2m+p+1)×1 and Vb(z) is
defined in (17). Notice that, non-negativeness of Vs(w) is
ensured via the non-negativeness of P(t). The Lyapunov func-
tion in (32) can be upper and lower bounded as
1
2
min
{
1,Mmin,
1

max
}
‖w‖2 ≤ Vs(w)
≤ max
{
1
2
Mmax, 1,
1
2
min
}
‖w‖2, (33)
where 
max and 
min denote maximum and minimum eigen-
values of 
, respectively.
Taking the time derivative of (32), substituting (4) and (14),
and time derivatives of (13) and (31), results in
V˙s ≤ eT (r − e) + rT [Nd + N˜ − e −
[
T , 0
]T
− r − kgr − diag{kd,1, kd,2, . . . , kd,m−1, 0}r
−DUDβSgn(e) +Y φ˜] − φ˜TYTr
− rT [Nd − DUDβSgn(e)], (34)
where−φ˜T
−1 ˙ˆφ ≤ −φ˜TYTr, which is a property of the projec-
tion operator (Krstic et al., 1995), was utilised. After canceling
the same terms with opposite signs and then making use of the
nonlinear damping argument, the right-hand side of (34) can be
upper bounded as
V˙s ≤ −
[
min{min, 1} − ρ
2
4kg
−
m−1∑
i=1
ζ 2i
4kd,i
]
‖z‖2, (35)
where min denotes the minimum eigenvalue of . Provided
that the control gains , kg, kd, 1,..., kd, m − 1 are selected suffi-
ciently high, the following expression can be obtained:
V˙s ≤ −c3‖z‖2, (36)
where c3 is some positive bounding constant. From (32) and
(36), it is clear that Vs(w) is non-increasing and bounded. After
integrating (36) in time from t0 to +, it is easy to see that
z(t ) ∈ L2. Since z(t ) ∈ L2 ∩ L∞ and z˙(t ) ∈ L∞, from Bar-
balat’s Lemma in Khalil (2002), ‖z(t)‖ → 0 as t → , thus
meeting the tracking control objective. Since no restrictionswith
respect to the initial conditions of the error signals were imposed
on the control gains, the result is global. 
The stability analysis requires the control gains β and K to
be chosen to satisfy the procedure in Theorem 4.1. In choosing
these control gains, the self-adjusting method in Bidikli, Tatli-
cioglu, Bayrak, and Zergeroglu (2013) and Bidikli, Tatlicioglu,
and Zergeroglu (2014) which was designed for similar type of
robust controllers can be used. The entries of gain matrices β
and K are self-tuned according to
βi (t ) = βci + |ei (t )| − |ei (0)| + i
∫ t
0
|ei (σ )| dσ (37)
Ki (t ) = kci + 12 e
2
i (t ) −
1
2
e2i (0) + i
∫ t
0
e2i (σ ) dσ (38)
for i= 1,… ,m, where βci, kci ∈ R are positive constant parts of
the time-varying gains that can be chosen freely.
5. Simulation results
To demonstrate the performance of the proposed adaptive con-
troller, numerical simulations were conducted on the model
of Osprey fixed-wing aerial vehicle in MacKunis et al. (2010)
and MacKunis (2009), which is based on experimentally deter-
mined data at a cruising velocity of 25 m/s and at an altitude of
60 m. Provided the standard assumption that the longitudinal
and lateral subsystems of the aircraft are decoupled, the model
of Osprey aircraft testbed can be represented as in (1). The
state vector x(t ) = [xTlon, xTlat]T ∈ R8 where xlon(t), xlat (t ) ∈ R4
denote longitudinal and lateral state vectors and are defined as
xlon = [v, α, q, θ]T and xlat = [γ , p, μ, φ]T, where v(t), α(t),
q(t), θ(t), γ (t), p(t), μ(t) and φ(t) are velocity, angle of attack,
pitch rate, pitch angle, side slip angle, roll rate, yaw rate and bank
angle, respectively. The system matrices A ∈ R8×8, B ∈ R8×4,
C ∈ R4×8 are given as
A =
[
Alon 04×4
04×4 Alat
]
B =
[
Blon 04×2
04×2 Blat
]
C =
[
Clon 02×4
02×4 Clat
]
,
(39)
where Alon, Alat ∈ R4×4, Blon, Blat ∈ R4×2, Clon, Clat ∈ R2×4 are
system matrices for longitudinal and lateral subsystems which
have the form
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Alon =
⎡⎢⎢⎣
−0.15 11.08 0.08 0
−0.03 −7.17 0.83 0
0 −37.35 −9.96 0
0 0 1 0
⎤⎥⎥⎦
Alat =
⎡⎢⎢⎣
−0.69 −0.03 −0.99 0
−3.13 −12.92 1.1 0
17.03 −0.10 −0.97 0
0 1 −0.03 0
⎤⎥⎥⎦
Blon =
⎡⎢⎢⎣
3 × 10−3 0.06
10−5 10−4
0.98 0
0 0
⎤⎥⎥⎦ Blat =
⎡⎢⎢⎣
0 0
1.5 −0.02
−0.09 0.17
0 0
⎤⎥⎥⎦
Clon =
[
0 0 1 0
1 0 0 0
]
Clat =
[
0 1 0 0
0 0 1 0
]
. (40)
The disturbance-like vector f(x, t) [flon(x, t)T, flat(x, t)T]T with
flon(x, t), flat (x, t ) ∈ R4 being modelled as
flon 
⎡⎢⎢⎣
−9.81 sin θ
0
0
0
⎤⎥⎥⎦+ g(x), flat 
⎡⎢⎢⎣
0.39 sinφ
0
0
0
⎤⎥⎥⎦ , (41)
where g(x) ∈ R4 has the following form:
g  1
V0
Uds
2
[
1 − cos
(
πdg
H
)]⎡⎢⎢⎣
−11.1
7.2
37.4
0
⎤⎥⎥⎦ , (42)
whereH denotes the distance along the airplane’s flight path for
the gust to reach its peak velocity, V0 is the forward velocity
of the aircraft when it enters the gust, dg =
∫ t2
t1 V (t )dt repre-
sents the distance penetrated into the gust and Uds is the design
gust velocity as specified in Federal Aviation Administration
(2002 ). Parameter values were chosen as Uds = 10.12 m/s, H
= 15.24 m and V0 = 25 m/s (MacKunis et al., 2010). To demon-
strate robustness to noise, additive white Gaussian noise with
signal-to-noise ratio of 20 dB was added to the velocity mea-
surements.
The following matrices were utilised for the reference model
Alonm =
⎡⎢⎢⎣
0.6 −1.1 0 0
2 −2.2 0 0
0 0 −4 −600
0 0 0.1 −10
⎤⎥⎥⎦
Alatm =
⎡⎢⎢⎣
−4 −600 0 0
0.1 −10 0 0
0 0 0.6 −1.1
0 0 2 −2.2
⎤⎥⎥⎦ .
Blonm =
⎡⎢⎢⎣
0 0.5
0 0
10 0
0 0
⎤⎥⎥⎦ Blatm =
⎡⎢⎢⎣
0 0
10 0
0 0.5
0 0
⎤⎥⎥⎦ . (43)
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Figure . The reference velocity (dashed line) and the actual velocity (solid line).
0 2 4 6 8 10
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Figure . The reference pitch rate (dashed line) and the actual pitch rate (solid line).
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Figure . The reference roll rate (dashed line) and the actual roll rate (solid line).
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Figure . The reference yaw rate (dashed line) and the actual yaw rate (solid line).
Entries of the reference input um(t ) ∈ R4 are elevator deflection
angle, control thrust, aileron deflection angle and rudder deflec-
tion angle, respectively, andwas designed asum = [0.2sin (t), 0.2,
0.2sin (t), 0.2sin (t)]T.
In order to obtain Y(t), we began from the last (i.e. 4th) row
of (9) and since, due to the structure of U, the last row of the
term (U − I4) is zero, the fourth entry of Yφ is equal to the last
entry of NLP which has the form NLP = MCAx˙m − MCAmx˙m −
MCBmu˙m. Since the last entry ofNLP consists of referencemodel
terms and uncertain constant parameters, it is easy to obtain
the linear parametrisation. Next, the third entry and then the
other entries of the linear parametrisation can be found in a sim-
ilar manner. Uncertain constant parameters are collected into a
300 by 1 vector. The details of the linear parametrisation includ-
ing the complete structures of Y and φ can be found in Tanyer
(2015).
The control gains are required to satisfy the conditions given
inTheorem4.1.Adjusting these gains via trial-and-error is time-
consuming and not easy. To ease this process, the self-tuning
algorithms in Bidikli et al. (2013), Bidikli et al. (2014) designed
for a similar class of nonlinear controllers were used as an add-
on, and after the algorithm converged, numerical simulations
were re-run for the final values of the control gains. Specifically,
the final values of the control gains β and K were obtained from
the self-tuning algorithm as
β =
⎡⎢⎢⎣
72.4 0 0 0
0 81 0 0
0 0 79.6 0
0 0 0 80.8
⎤⎥⎥⎦
K =
⎡⎢⎢⎣
300 0 0 0
0 300.03 0 0
0 0 300 0
0 0 0 300.1
⎤⎥⎥⎦ (44)
and and adaptive gainmatrix
 in (13) were chosen as 2I4 and
2I300, respectively.
The tracking performance of the output states are given in
Figures 2–5. The tracking error is presented in Figure 6while the
0 5 10
−1
−0.5
0
0.5
1
Forward Velocity Error [m/sec]
Time [sec]
0 5 10
−1
−0.5
0
0.5
1
Pitch Rate Error [deg/sec]
Time [sec]
0 5 10
−1
−0.5
0
0.5
1
Roll Rate Error [deg/sec]
Time [sec]
0 5 10
−1
−0.5
0
0.5
1
Yaw Rate Error [deg/sec]
Time [sec]
Figure . The output tracking error e(t).
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Figure . The control input u(t).
Table . Tabulated steady-state error values for five simulation runs.
State Average maximum steady-state error
Forward velocity .× −
Pitch rate × −
Roll rate .× −
Yaw rate .× −
Table . Tabulated root mean square error values for five simulation runs.
State Average root mean square error
Forward velocity .
Pitch rate .
Roll rate .
Yaw rate .
control inputs are given in Figure 7. From Figures 2–6, it is clear
that the output tracking objectivewas satisfied. Specifically, from
the stability analysis, y→ ym was proven, and from Figures 2–6,
this convergence result can be observed to be achieved.
Five Monte–Carlo simulations were performed for differ-
ent initial state values. In Tables 1 and 2, average maximum
steady-state error and average root mean square error are pre-
sented, respectively. The steady-state error values in Table 1
show that the proposed controller ensures asymptotic tracking
for different initial values of the states. In Table 3, a comparison
of the robust adaptive controller and its non-adaptive version,
obtained by setting φˆ in (10) to zero, is given for different values
of control gain matrices. From the first and last lines of Table 3,
it is clear that approximately the same amount of mean squared
Table . Comparison of robust controller and robust adaptive controller.
Type of controller K β  Mean squared error
Robust  I  I  I .× −
Robust adaptive  I  I  I .× −
Robust adaptive  I  I  I .× −
Robust adaptive  I  I  I .× −
Robust adaptive  I  I  I .× −
error is obtained with the adaptive controller even though the
control gain β , which multiplies the integral of the sign of the
error feedback term in (10), decreased significantly.
6. Conclusions
In this work, output tracking control of an aircraft that has para-
metric uncertainties in its state and input matrices was con-
sidered. The aircraft dynamics was considered to be under the
influence of additive state- and/or time-dependent unstructured
uncertainties as well. The control problem was further compli-
cated by the availability of only the output measurements. To
deal with these, a robust adaptive controller was designed. The
controller was composed of three components where the first
part was a proportional integral controller, the second part was
an adaptive term, and the third part consisted of the integral
of the sign of the error. The adaptive term was utilised to com-
pensate for parametric uncertainties and the integral of the sign
of the error feedback term was made use of to compensate for
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unstructured uncertainties. Novel Lyapunov-type stability anal-
ysis techniques were utilised to ensure global asymptotic track-
ing of the output of a reference model. The performance of the
proposed controller was demonstrated by comparative numeri-
cal simulations.
The main contributions of this study are now discussed. The
uncertainties in themodel of the aircraft are compensated under
the restriction that only the output of the aircraft is available
for the control design, and thus the need for acceleration mea-
surements (such as in MacKunis, 2009; MacKunis et al., 2010)
is removed. Acceleration measurements may be used in aircraft
systems for system identification or control design.While accel-
eration measurements are available for some aircraft systems,
utilising these measurements in control design may not be pre-
ferred from control theory perspective. Additionally, although
accelerometers may be seen as good and practical solutions in
system identification and control applications, there are several
reasons for not using them in some applications. First, aside
from onerousness in implementation, one needs to deal with
sensor-related issues such as calibration and possible sensor
failures. One way to avoid calibration requirements and sen-
sor failures is, if possible, not to use them. For some cases,
using them may be considered as redundant due to their costs.
While the costs of sensors are decreasing rapidly, using them
still adds to the cost of the overall system. Furthermore, aside
from these, it should also be noted that using an additional sen-
sor complicates the sensing system. The input gain matrix CB
was not imposed symmetry or positive definiteness while com-
pensating for the uncertainties in it. Furthermore, different from
MacKunis (2009), the need for the estimation of the uncertain
input gain matrix is removed. Finally, the four-step Lyapunov-
based stability analysis that ensured global asymptotic stability
is novel.
Notes
1. A preliminary version of this work was published in Tanyer et al. (2014).
2. Throughout the paper, In and 0m × r will be used to represent an n × n
standard identity matrix and anm × r zero matrix, respectively.
Disclosure statement
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