Penalized regression procedures have become a very popular approach to estimating the curve of nonparametric regression in longitudinal data. Reproducing Kernel Hilbert Space (RKHS) is Reproducing Kernel Hilbert Space (RKHS) play a central role in Penalized Regression as a form and estimator function of the model. The aim of this study are to solve the estimation of Penalized Regression using RKHS, and apply the Penalized Regresion using secondary dataset. The Penalized Regresssion using RKHS is 
Introduction
Penalized regression procedures have become a very popular approach to estimating the curve of nonparametric regression, i.e spline estimator [3, 6] . One of the uses of regression analysis is in the analysis of longitudinal data, which is a combination of cross-section data and time-series, that is the observations which are made as many as r mutually independent subjects (cross-section) with each subject is repeatedly observed in n period of time (time-series) and between observations within the same subjects which are correlated [2, 5] .
In longitudinal data 12 ( , ,..., , )
it it pit it x x x y , the relationship between the multi-predictor variables with single-response variable follows the regression model can be presented as follows: 
Equations (1) f is unknown function in non-parametric regression approach [3] . Reproducing Kernel Hilbert Space (RKHS) play a central role in Penalized Regression as a form and estimator function of the model [6] . Based on the above background, the purposes of this study are (1) to solve the estimation of Penalized
and the smoothest function i f satisfies an equation (6) 1 1 1
The it  's are the solutions to the system of real linear equations obtained by substituting of ˆi f satisfies into (5),
Note that
and define the function ( ) min( , )
which turns out to be a reproducing kernel.
Penalized Weighted Least Square
The spline approach generally defines fki in equation (1) in form of an unknown regression curve, but fi is only assumed as smooth, in a sense of being contained in a specified function space, especially Sobolev space in equation (2) . Optimization Penalized Weighted Least Square (PWLS) involves weighting in form of random error variance-covariance matrix 1  W . To obtain the estimate of the regression curve fki using optimization PWLS that is the completion of optimization as follows [3] :
.
The PWLS optimization in equation (9) in addition to considering the weight, also considers the use of r smoothing parameter i as a controller between the goodness of fit (the first segment) and the roughness penalty (second segment). 
Furthermore, for every function i fH  can be presented individually as :
L is a limited linear function in the space H and function 
Based on the equation (10), then () ki it fx in the equation (13) can be expressed as :
The description of the equation (14) for single predictor ( 1  ) and 1, 1 ki  , obtained : 
Then from the same way, it was obtained the result for i =2,3,...,r ()
Ti is the matrix of order nm, i d is the vector of order m, Vi is the matrix of order nn, i c is the vector of order n. Thus, the form of penalized regression multi-predictors model () fxis as follows:
T is the matrix of order (rn)(rm) and V is the matrix of order (rn)(rn) as follows: ) and
Thus the Penalized Regresssion is given in equation below:
* T is the matrix of order (rn)(rm) as follows: T as reproducing kernel in H0 as follow: 3 3  3 2  3  2  3 3  2 3  2 2 2  2  3  2 4  1  36   3 2  2 3  4  5  3 3  2 4  5  6   {(  3  3  ) ( 3  9  9 3 ) 3 2  2 3  3  2 2  3  2  1  36   3  2  2  3  3  2  2  4  5 3 2  2 3  2  3  2 2  3  3  1  1  1  36  24  36   3  2  2  3  4  2  2  5  6  7  1  1  1  1  144  60  72  252 ( ) 
For the purposes of f estimation, RKHS approach with completes the Penalized Weighted Least Square (PWLS) criterion as follow:
With constraits : used was Sobolev space which is defined in (2). Wahba [6] has solve this equation as:
Application of Data
The penalized regrsesion multi-predictors model in equation (7) and solve estimation in equation (27) was applied in the data decubitus wound from Fernandes, et al. [4] with p=3, r=8 and n=13. The Plot between predictor variables it x and response variable yit to be given to Appendix 1. From the simulation results, no form of a particular pattern (the pattern was less clear form) between the predictor variables x with response variable y and i subject (yki). The next stage is to choose the smoothing parameter based on the value of the minimum Generalized Cross Validation (GCV). Appendix 2 presents the results of the partial smoothing parameter 
