Abstract-For simultaneous localization and mapping(SLAM) of underwater robots, the extended kalman filter algorithm has the problems of slow convergence rate, low accuracy and poor numerical stability, and square root cubature Kalman filter SLAM algorithm (SRCKF-SLAM) for mobile robots is designed according to cubature Kalman filter (CKF) principle. The cubature rule is utilized to calculate Gaussian weighted integral of the nonlinear function and robot pose particle's weight. The square root of the covariance is usedto replacethe system covariance matrix, which reduces the influence of truncation error on precision of SLAM. Simulation results show that the SRCKF algorithm has the advantages of high estimation accuracy, fast speed and stable convergence,which verify the effectiveness of the algorithm.
I. INTRODUCTION
With the development of autonomous underwater robot (AUV) to remote and deep-sea [1] , the traditional navigation mode has not accustomed to the rapid development of AUV [2] . The simultaneous localization and mapping (SLAM) is a method of determining the localization of the vehicle in the entirely unknown environment and simultaneously mapping the environment. SLAM has the advantages of not requiring a priori environment map, simple external sensors structure and so on, which has great practical significance for improving the autonomy of AUV navigation. SLAM is a key technology to realize autonomous navigation of unknown environment under water, and SLAM has become a hot topic in the field of international robotics and automation.
The classical extended kalman filter (EKF) is the main algorithm used in the field of SLAM [3] . The EKF algorithm uses the prediction and updating to calculate the combined probabilities of the state estimation for the robot and the map information [4] . The EKF algorithm is based on the first-order Taylor series expansion of the nonlinear system model and the observation model [5] . The model is linearized and processed by classical kalman filter [6] . There are obvious defects: Firstly, EKF cannot estimate the Gaussian random vector after the nonlinear transmission of the mean and variance accurately, the filter accuracy is not high; Secondly, EKF need to solve the Jacobian matrix of the state and observation equation, some systems do not have the analytic solution of the Jacobian matrix and limit their application. Thirdly, when the system has a strong non-linear or initial estimation error is large, it is difficult to achieve the desired results. In order to solve the problems above, many scholars have proposed to improve algorithm on the basis of EKF SLAM. Cubature Kalman Filter (CKF) has been proposed for nonlinear state estimation. CKF is a Gaussian approximation of Bayesian filter, but provides a more accurate filtering than existing Gaussian filters and it has the ability to solve a wider range of nonlinear problems Arasaratnam and Haykin (2009) [7] , it is widely used in state estimation, navigation and strap inertial navigation system. However, the standard CKF is used for SLAM,In the process of recursion, there are some disadvantages such as large calculation and numerical instability. To solve these problems,reduce the computation complexity and improve the numerical stability, via propagating square root factors of the mean and covariance of the state variable, a new SLAM algorithm based on the square root cubature Kalman filter (SRCKF) is proposed . This paper presents a Square Root Cubature kalman filtering (SRCKF) algorithm. The posterior probability density of the SLAM is estimated by using the square root cubature kalman filter, which reduces the linearization error and decreases the computational complexity. The matrix information is transmitted by square root of the covariance, that weakens the influence of truncation error on the precision for SLAM. Taking full advantage of measurement information to increase the iterative process, which can improve the positioning accuracy of SLAM algorithm and tackle the SLAM problem possible in a large scale environment.
II. THE SQUARE ROOT CUBATURE KALMAN FILTER SLAM
ALGORITHM SLAM is the key technology for autonomous navigation of underwater robots. Underwater robot extracts the information of the specific target used to construct the environmental map from sensors, obtains the position of the characteristic object by observing models, and stores the position of the specific target and poses of a robot in a variable state vector [8] , With the movement of robot, the sensor extract the environmental information constantly, updating the robot's own posture state constantly through the movement model [9] .
Cubature kalman filter is a new method of nonlinear filtering, which uses the cubature point of equal weights to approximate the posterior probability density and estimation performance well. At the same time, compared to UKF, there is no need to choose any parameters for CKF, the implementation of algorithm is more simpler.
A. The description of SLAM
Most SLAM approaches are based on estimating a posterior probability distribution over features and robot path. The SLAM posterior can be written as:
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where the complete trajectory of the robot is denoted by k S , k M is the entire map including feature locations. The posterior is conditioned on all observations
, the sequence of control
. The k is a current time index, 1 : k represents from the initial moment to the k.
The robot motion model can be written as:
The robot observation model can be written as:
k W and k V are the process and observation noises respectively.
B. Cubature transformation
Cubature kalman filter is based on the spherical radial numerical integration criterion, the cubature transfer method is used to calculate the conditional transfer density. The core of Bayesian filtering based on Gaussian hypothesis is to compute the Gaussian weight integral problem, it can be written as: The cubature point set is
The conditional probability density can be calculated by using the cubature transformation. The third order precision can be achieved, and the precision is higher than that of EKF by using the Jacobian matrix.
In the process of filtering, the recursive updating is performed in the form of the square root for the covariance matrix, which effectively improves the numerical stability and filtering precision, reduces the complexity of the algorithm and improves the filtering efficiency. The SRCKF algorithm based on Q-R decomposition uses the square root for the error covariance matrix to perform the recursive calculation instead of the covariance matrix.
The introduction of the cubature transformation method avoids the accumulation of truncation errors due to Taylor's linearization in EKF. It isunnecessary to calculate the Jacobian matrix ,but it has touse the volumetric transformation to improve the calculation accuracy in order to avoid the derivation of the Jacobian matrix.
C. Square root cubature
Taking the 1 k − time to the k time as an example, the robot state k s is broadened by the robot control information k u , it can be denote as:
In the square root cubature kalman SLAM algorithm, the covariance matrix dose not transfer the uncertainty in the iterative process, using the square root factor 1 C k − instead.
The square root cubature transformation can guarantee the positive definite and symmetry of the covariance calculation, thus it can improve the stability of the whole algorithm. In the process of feature estimation, the observation and forecasting have an important influence on the distribution of Gaussian term weight. The updated Gaussian term has an important impact on the location distribution of landmarks, and the introduction of cubature transformation and square root cubature kalman filter , promoted the accuracy of feature estimation.
The SRCKF consists of several steps: ( ) 1 1 x E x =
T 1 1 1
Where Chol represents Cholesky decomposition.
2) Time update
Suppose that the posterior probability density function of the known system at time k can be described as 
a) Decomposition covariance matrix of state estimation error
c) Calculate the predictive of state
d) The square root coefficients of the covariance matrix for predictive error can be obtained ( )
Weighted center matrix can be denoted as:
3) Measurement update a) The cubature point structure is updated according to the observation equation
b) The predicted value of the measurement The weighted center matrix can be described as 
f) Calculate the filter gain matrix and state estimation
g) The square root coefficient of the estimated error covariance matrix can be obtained ( )
III. RESULTS AND ANALYSIS FOR SRCKF-SLAM SIMULATION

A. Simulation environment and parameters
The simulation environment is based on Tim Bailey's package from University of Sydney. SLAM algorithm precision research is carried out in Matlab7.0 software environment. The simulation experiments of EKF SLAM, CKF SLAM and SRCKF SLAM were performed respectively to analyze the accuracy differences between each algorithms. Simulation of an environment map of 200m×200m is shown in Fig1. The asterisks and curves represent the map features (data points) and the true path of the robot [10] . The test is performed in the simulation environment. The solid line represents the real path of the robot, and the dotted line represents the estimated path of the robot in Figure 1 The trajectories of the three algorithms are different from those of the ideal trajectories. Otherwise, SRCKF SLAM algorithm is more accurate than CKF SLAM, and the pose estimation is more accurate. Whether in the X direction, Y direction, or the posture angle, SRCKF SLAM has been kept within a stable range, and has a high accuracy compared to the EKF SLAM. As can be seen, the simulation results of mobile robot pose tracking are converged and landmarks are accurately positioned. As a result of measurement updates, resampling of the cubature point will reduce the linearity of the system model error, improve the accuracy of map feature point position estimation, and thus promote location accuracy of mobile robots.
B. Simulation results and analysis
In the simulation experiment, compared with EKF SLAM and CKF SLAM, SRCKF SLAM validity verified from the aspects of robot positioning error, map feature estimation and calculation time.
1) Simulation results
In addition, we use root mean squared errors(RMSE) of robot pose and feature position to measure the performances of the three algorithms, shown in Fig.5 . RMSE are calculated as: Fig.5 shows that SRCKF SLAM has the smallest errors in both of estimated path and features. It is not difficult to see from Table II that EKF is the smallest in computational complexity, and the calculated amount of SRCKF is also significantly reduced compared to CKF.
From the results, we learn that the RMSE of position, orientation and feature estimation error of the SRCKF-SLAM is much smaller than that of the CKF-SLAM and EKF-SLAM, which means the SRCKF-SLAM algorithm can provide more accuracy estimation results. That is because of the system noise and measurement noise can be estimated which lead tothe filter precision can be improved, EKF is the smallest in computational complexity, and the calculated amount of SRCKF is also significantly reduced compared to CKF.
IV. CONCLUSION
The SLAM algorithm based on square root cubature kalman is proposed for the autonomous navigation problem of underwater robot. The cubature law is used to calculate the Gaussian weight integral in SLAM, covariance factor propagation is used instead of the covariance propagation in traditional algorithm. It is unnecessary to calculate the Jacobian matrix, and computational efficiency is improved. The linearized cumulative error of SLAM is reduced but improved the computational efficiency. Simulation results show that the kalman filter algorithm based on square root cubature has the advantages of high accuracy, fast and stable convergencecompared with the traditional EKF algorithm.
