The goal in much of medical research is to answer the question: "What will a patient's outcome, Y, be if the patient is given a specific treatment, T?" We focus our efforts on understanding how to intervene in order to improve outcomes for our patients. Some of the strategies for estimating the effect of a treatment are well known. The foremost technique is the foundational technique of Science: the controlled and randomized experiment. A well run experiment's conclusions are highly regarded and often interpretable as establishing causal links between treatments and outcomes. But the ability to run a clinical trial -with its heavy demands on resources and time as well as ethical considerations -limits the situations in which we can construct an experiment. It would be beneficial if we could use data generated by the world, referred to as "observational data," to answer some of the questions about causal links between treatment and control. Examples of observational datasets are: insurance billing data, medical records and administrative data from hospital records. These datasets are in contrast to those generated by clinical trials.
Techniques like regression analysis, propensity score matching and case-control studies are commonly used in observational studies, but these methods are plagued by considerations often avoided by a well run experiment. The problem is that while these methods may reduce bias due to observed confounders, they do nothing to address questions of bias arising from unobserved covariate imbalance (sometimes referred to as selection bias). Instrumental variable (IV) techniques go a step further than other observational methods. In certain situations instrumental variables are able to address unobserved bias and estimate causal effect of the treatment on the outcome even in the presence of selection bias.
In this paper we will first review the critical features of experimentation which allow us to estimate the causal link between treatment and outcome. After identifying these key features we will introduce instrumental variable estimation. We illustrate an IV approach with a study estimating the effect of a premature baby receiving care at a large neonatal intensive care unit (NICU) on mortality.
What makes experimentation so good at estimating causal effects?
Let's start with a thought experiment: imagine we have a new pill (a treatment) that we believe makes a person perform better on a standardized exam (the outcome is the score on the exam). To test this hypothesis we could randomly select a large number of people to be in our study. Imagine we have everyone in the study line up, single file, and each person will enter your office one at a time. As each person enters the room you use a random process (perhaps flipping a coin) to determine whether this person will be given the pill or not. If a person is assigned to the treatment he or she goes off to a room to your left, if assigned to not take the pill he or she moves off to a room to your right. After this process is carried out for every person in the study, we have two rooms full of people. Every person in the treatment room is given the pill and every person in the other room is not given the pill. Here's a simple question: What feature does everybody in the treatment room have in common, but no one in the other room share?
The one thing everyone in the treatment room shares, but no one in the other room shares, is that they have taken the pill. People were randomly assigned to the room in such a way that no feature, or combination of features, of a person helped determine his or her entry into the room. A person who is good at standardized tests isn't anymore likely to be in the treatment room than a person who is not good at test taking. The idea is that, on average, the groups in the two rooms look alike, with the significant exception of the treatment. Therefore any difference in the groups' average test scores is logically attributable to the treatment and not any other variable or combination of variables.
Randomization, given a large enough sample size, will create comparable treated and untreated groups that only differ in terms of the treatment assigned. This is critical because it allows us to make inferences about the causal effect of a treatment on the population without interference from other characteristics of the subjects. But why leave something so critical completely to chance? Remember, every once in awhile even a fair coin will come up heads on ten flips in a row; chance can do strange things. Perhaps, just by chance, the randomization will give us one group already good at test-taking compared to the other group. Randomization is not magic; it does not solve our problems every time it is used.
There are often important variables that are measured before we randomize subjects to either take the treatment or abstain. Imagine we had information about how subjects performed on a related exam before the experiment. We could give our groups a better chance of being comparable if we were to first construct pairs of similar people -similar based on age, academic history and their scores on the related exam -and then randomizing within a pair. By creating these pairs of people we are exercising a bit of control over the construction of our comparison groups. The variation in outcome can be controlled a bit by minimizing the variation in the important observed covariates. By matching on age, academic history and pre-experiment exam scores before we randomize we are guaranteeing the two groups will have very similar average ages, academic history and pre-experiment exam scores. This should reduce the noise coming from the covariates and allow the signal from the treatment to be more clearly detected.
We, the investigators, must do what we can to address the observed variables -make sure they do not cause confounding -but often there are a number of important, unmeasured variables that we know little/nothing about. Here is the key role for randomization: Randomization, by guiding subjects into either the treatment or non-treatment without regard to characteristics the subject possesses is our best hope for forcing comparability on lurking, unobserved variables. It is often the unknown biases that worry the researcher. Randomization addresses our fear of the unknown.
What if we cannot run an experiment?
Imagine if this pill went on the market and then we tried to study its impact. What might be a problem in understanding the pill's effect on people? One problem might be selection bias: perhaps overachieving, academically-minded folks would take the pill seeking an advantage over other academically-minded folks. We might suspect that academically oriented people are probably also better at taking standardized exams than the average person. People taking the new pill are probably different from those not taking the new pill.
We again have two groups -(1) the pill takers (2) those that didn't take the pill. But these are not the only defining features of these groups. People in the first group probably would have scored better than those in the second group even without taking the pill. Attributing the difference between the average score from the first group to the average exam score from the second group is now confounded -is it the pill or the difference in academic drive that is causing the difference in exam scores? There is ambiguity to attribution here. Worse, because the uncontrolled variables are probably associated with intangibles like "drive" and "overachieving" our dataset may be unable to tell us of this imbalance between groups. Measuring the "drive" of a person is difficult, so finding a number in a dataset that describes this is unlikely. It is both uncontrolled and unobserved. This problem arises because subjects determined selected to take the treatment or not take the treatment, therefore subjects' characteristics help sort them into the two groups.
The two thought experiments above are both extremes. In the first we have control of the experiment and can randomize and can trust that our comparison groups are comparable. In the second we let the subjects decide which treatment to take. In the second case comparability of the observed covariates is unlikely, and it would be foolhardy to assume comparability of the variables that escaped collection in our data set. Observational data tends to be a messy mix of these two extremes. When presented with an observational dataset a lot of researchers will throw hands up in the air and call it quits. But we can use our insight about controlling for variables and randomization to see how we might be able to address concerns about bias due to unobserved variables and still extract information about the causal impact of a treatment on a given outcome.
What is an instrumental variable?
An instrument is a haphazard push towards acceptance of a treatment which affects outcomes only to the extent that it affects acceptance of the treatment. In settings in which treatment assignment is mostly deliberate and not random, there may nonetheless exist some essentially random pushes to accept treatment, so that use of an instrument may extract bits of random treatment assignment from a setting that is otherwise quite biased in its treatment assignments. For a more technical definitions see Angrist. This definition is a bit dry, so let's make it more palatable with an example.
The American Academy of Pediatrics recognizes six levels of neonatal intensive care units (NICUs) of increasing technical expertise and capability, namely 1, 2, 3A, 3B, 3C, 3D and regional centers. In this example, we focus on whether delivering premature babies (preemies) at more capable NICUs reduces mortality. We define a high level NICU as a level 3A or higher NICU that delivers an average of 50 preemies per year. Our question is: if a high risk mother delivers at a less capable hospital, is her baby at greater risk of death?
Given that the high level NICUs have the highest level of technical expertise and sophisticated technology specifically designed to treat premature babies it seems obvious that preemies that go to the high level NICUs have better outcomes than preemies that go to lower level NICUs, right? Wrong. The mortality rate from 1998 in Pennsylvania for high level NICUs was 2.26% and low level NICUs was 1.25%. Table 1 it seems likely that preemies delivered at the high level NICUs show up to the NICUs sicker and have higher probabilities of death going into the NICU than their low level NICU counterparts. There is selection bias based on severity. It is likely that these facilities are getting sicker babies because people believe preemies will have better outcomes if they deliver there.
To help visual the problem we have, look at Figure 1 below. This is an example of a directed acyclic graph (CITE PEARL). The arrows denote causal relationships. Read the relationship between variables T and Y like so: "Changing the value of T causes Y to change." In our example, Y represents mortality. The variable T indicates whether or not a baby attended a high level NICU. We are interested in understanding the arrow connecting T to Y.
The U variable causes consternation as it represents the unobserved level of severity of the preemie and it is causally linked to both mortality (sicker babies are more likely to die) and to which treatment the preemies selects (sicker babies are more likely to be delivered in high level NICUs). Because U is unobserved directly we are unable to precisely adjust for it given statistical methods such as propensity scores or regression. If the story stopped with just T, Y and U then we might be out of luck.
Instrumental variable estimation makes use of an uncomplicated form of variation in the system. We need a variable, typically called an instrument (represented by Z in Figure 1 ), that has very special characteristics. It takes some practice to understand exactly what constitutes a good instrumental variable (and there is some debate as to whether instruments really exist in the real world -cite FREEDMAN).
We use excess travel time as an instrument. Excess travel time is defined as the time it takes to travel from the mother's residence to the nearest high level NICU minus the time it takes to travel to the nearest low level NICU. If the mother lives close to a high level NICU then excess travel time will take on negative values. If she lives closest to a low level NICU excess travel time will be positive.
There are four features a variable must have in order to qualify as an instrument. The first feature (represented by the directed arrow from T to Y in Figure 1 ) is justifying that the instrument causes a change in the treatment assignment. When a woman becomes pregnant she has a high probability of establishing a relationship with the proximal NICU, regardless of the level, because she is not anticipating having a preemie. Proximity as a leading determinate in choosing a facility has been discussed in Phibbs (1993) . By selecting where to live, mothers randomly assign themselves to be more or less likely to deliver in a high level NICU. The fact that changes in the instrument are associated with changes in the treatment is verifiable from the data (see Table 2 ), but justification of the direction of the arrow (Z causes T) needs to be made explicit.
The second feature (represented by the crossed out line from Z to Y in Figure 1 ) is arguing that the instrument does not cause the outcome variable to change directly. That is, it is only through its impact on the treatment that the instrumental variable affects the outcome. In our case, presumably a nearby hospital with a high level NICU affects mortality only if the baby receives care at that hospital. That is, proximity to a high level NICU in and of itself does not change the probability of death for a preemie, except through the increased probability of the preemie being delivered at the high level NICU. This is often referred to as the "exclusion restriction" and can be a slippery concept to get a hold of. See Angrist, Imbens and Rubin (1996) for discussion of the exclusion restriction. In our case it seems quite reasonable. In an experiment where there are concerns about a "placebo effect" this assumption may be dubious -in this case assignment to either treatment or nontreatment itself has an effect.
The third feature (represented by the crossed out arrow from Z to U) is arguing that the instrument does not cause variation in the unobserved variables. That is, it doesn't go right back into the mess we were worried about to begin with. In our example we would say that the unobserved severity is not caused by variation in geography. Since high level NICUs tend to be in urban areas and low level NICUs tend to be the only type in rural areas, the third assumption would be dubious if there were high level of pollutants in urban areas (think of Manchester circa the Industrial Revolution) or if there were more pollutants in the drinking water in rural areas than in urban areas. The pollutants may have an impact on the unobserved levels of severity. This assumption, while most certainly an assumption, can at least be corroborated by looking at the values of variables that are perhaps related to the unobserved variables of concern. See Table 2 .
The fourth feature required of an instrument is that the treatment effects only the subject taking the treatment and the treatment effect is stable through time (see Angrist's SUTVA). The way to read Table 2 is to read across the columns from left to right. The left-most column (labeled 1 st quartile) are the preemies that come from families that live close to high level NICUs. The preemies in the first column live, on average, 3.19 minutes closer to the closest NICU than they do to the closest low level NICU. Contrast that with the preemies represented in the fourth column who, on average, need to travel an additional 35 minutes to reach a high level NICU than they would to reach a low level NICU. By moving from left to right in this table you are moving across the different levels of the instrument. From the second row you can see that the instrument is associated with the probability of attending a high level NICU. 81.1% of preemies in the first quartile delivered at a high level NICU while only 21.6% delivered at a high level NICU in the fourth quartile. This is consistent with the first feature an instrument must have.
The average birth weight and the average gestational age for the preemies do not change much as we move across the quartiles. These observed variables are proxies for severity. There are other variables that could do a better job of indicating severity. But it is good that these variables are not correlated with the instrument; it is consistent with our third assumption: the instrument is not correlated with the unobserved variable of concern, namely severity. If the instrument was causally linked to severity we might observe different average birth weights at different quartiles.
Given the arguments above, and that the observations in Table 2 do not violate our assumptions, it is reasonable to assume excess travel time acts as an instrumental variable. With this instrument in hand, we constructed a set of matched pairs that reduces bias due to observed variables while maximizing the impact of the randomness assigned by where people live. Within a given pair of preemies, the preemies are as similar to each other as is possible in their observed variables -birth weight, gestational age, as well as 40 other variables we had available in our data set. Within that same pair of preemies we then make sure that one of the preemies lived close to a high level NICU and the other lived close to a low level NICU. This maximizes the difference in the encouragement to go to the different type of NICUs. One baby was highly encouraged to go to a high level NICU while the other baby was highly encouraged to go to a low level NICU. We did not force one baby to have the treatment and the other to have the control, we only forced one baby within a match to live close to a high level NICU and the other be closer to a low level NICU. If our assumptions are valid, the pairs we construct are similar to those we would have constructed in a randomized, controlled experiment -perhaps where compliance with treatment assignment is not perfect (cite ENCOURAGMENT). The results of our matches are reported in Table 3 . Table 3 summarizes the 49,587 matched pairs (i.e., 99,174 preemies). The Encouraged column is for the preemie within a given pair that lived closest to the high level NICU -on average they were less than a minute closer to a low level NICU than they were to a high level NICU. The Unencouraged column is for preemies closer to low level NICUs -on average they were 35 minutes closer to a low level NICU than they were to a high level NICU. Notice that the birth weights and gestational are nearly identical in the two columns. In addition to these two covariates we also controlled for 40 other variables relating to the preemie's health, the mother's socio-economic status and the mother's health. Note that the mortality rates in Table 3 are in some sense reversed from those in Table 1 -the preemies who predominately attended the high level NICUs had lower mortality rates than those that attended the low level NICUs, 1.54% versus 1.94%. This difference in mortality rates is statistically significant, see OUR PAPER for more on this.
Matched
Why do the tables seem to disagree? Table 1 does not take into account selection -either on the observed or on the unobserved measurements of severity. It seems to be the case that the preemies that are coming into high level NICUs are sicker than those going into low level NICUs. Once we perform our matches, by carefully selecting preemies which look similar in terms of their covariates but quite different in terms of their randomly assigned encouragement to take the treatment, we are able to control for the observed variables to some degree while harnessing the randomization introduced by travel times to address the unobserved variables which may be causing bias in our estimate. 
