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Recent advances in network virtualization techniques have shed light on 
dynamic resource allocation according to traffic usage. In particular, the 
minimum total network usage cost is achievable by using on-the-fly capacity 
allocation with accurate traffic estimation. In practice, there is an unavoidable 
delay for system reconfiguration, and thus a precise prediction on the traffic usage 
is required, which is, however, challenging due to unexpected system dynamics 
such as mobility and time-varying wireless channels. In this work, we address the 
prediction-based capacity allocation to minimize traffic cost by exploiting deep 
learning techniques. We develop an MLP model for accurate prediction of traffic 
usage, which is trained with real-world system logs obtained in a firewall. Taking 
into account the prediction errors and asymmetric structure of capacity pricing, 
we develop an efficient online capacity allocation scheme that achieves low 
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The Internet has been evolved with a number of modern communication technologies in 
modulation, media access, queuing [1], security, traffic service [2]. Recently, as artificial 
intelligence (AI) technologies rapidly advances, it is questioned whether one can apply machine 
learning techniques to the aforementioned conventional network problems. This paper aims to take 
this approach in lowering network cost, in particular, the operation cost of enterprise network 
through dynamic capacity allocation. Conventionally, a static network capacity is allocated through 
a contract between the enterprise and an Internet service provider (ISP). Nowadays, with an 
advance in switching technology, it can be dynamically adjusted based on real-time capacity 
request. 
In the conventional method, where an enterprise makes a contract for the upper limit of fixed 
capacity with periodic payment to the ISP, the contracted bandwidth is the maximum level that the 
enterprise is expected to use over the agreed period. The maximum capacity is usually set based on 
their experience. Mostly, the capacity is not fully used at the peak rate, and the network is under-
utilized, which can be considered as the overhead. In contrast, when the traffic exceeds the 
estimated maximum level, the performance will be degraded due to packet drops, queuing, etc.  
As the switching technology advances, ISPs start providing flexible capacity services [3] [4]. It 
is possible for ISPs to dynamically manipulate system configurations, and changes the allocated 
network capacity upon request [11]. New recent techniques such as cloud and SDN can be also 
used to support this functionality [12].  
In this new environment, the enterprise can exploit flexible capacity to reduce the connectivity 
cost: request a larger capacity when the traffic demand is high, and reduce the capacity when the 
traffic demand is low. One may design a scheme that estimates time-series network traffic, and 
optimizes the network expense by requesting appropriate capacity from the ISP in a timely manner. 
However, since it takes an unavoidable and non-negligible time to change the network system 
configuration, it is imperative to make an accurate prediction of time-series network traffic to avoid 
either performance degradation or unnecessary cost. In this work, we consider the flexible capacity 
service with asymmetric price structure: when the traffic demand is smaller than the requested 
capacity, the ISP charges a fixed per-capacity price, and when the traffic demander is greater than 
the requested capacity, the excessive traffic is accommodated but at higher per-traffic price. We 
aim to minimize total cost by predicting the traffic demand with accuracy, and by taking into 
account prediction error and the asymmetric price structure. The main contributions of this work 




 We develop a scheme that predicts Internet traffic using only Firewall log, which removes 
additional equipment for traffic prediction and substantially facilitates the deployment of our 
solution.  
 We design a deep-learning based scheme that predicts the time-series traffic with accuracy.  
 We minimize the total cost of capacity allocation accounting for the asymmetric price 
structure under prediction error.  
 
The paper is structured as follows. We provide a brief review on the previous works in Section 
II. After we specify our system model and formulate the problem in Section III, we tune our 
prediction model and proposed schemes that account for the asymmetric pricing structure in 
Section IV. Evaluating our solution in Section V, we conclude our work in Section VI. 
 
II. RELATED WORKS 
 
Deep learning for time-series forecasting has been studied at the frontlines to understand many 
social, economic, natural, and IT phenomena. Network traffic prediction, which this paper focuses 
on, has been also studied in many different ways [14]. In this paper, traffic prediction refers to 
forecasting the total amount of network traffic in the next short period of time. This task can 
generally be classified into two different groups: to use statistical methods and to use artificial 
neural network.   
First, several statistical techniques including Linear Regression (LR) [7], Logistic Regression 
and Moving Average like Auto Regressive Moving Average (ARMA) [8] have been used to predict 
network traffic. Linear regression analysis proceeds according to the target regression function that 
is either linear, quadratic, or high-polynomial. The logistic regression method is similar to LR but 
it uses a logistic function. These methods share the difficulty in identifying dependent / independent 
variables when the prediction becomes complex. Prediction by regression analysis only adjusts the 
variables that map a particular sequence, without reflecting the predictions for the target system. 
In regression analysis, a small change in the underlying environment often requires new learning 
and tuning of the parameters, which make them hard to use in practice. ARMA is one of the 
traditional methods to make statistical predictions, and it derives other well-known methods such 
as Auto Regressive Integrated Moving Average (ARIMA) [16] and Winter-holt method. However, 





There have been studies that apply neural networks to traffic prediction [5] [6] [9] [15]. One of 
the most basic approaches is to use a multilayer perceptron (MLP) [6] [15]. It has been shown that 
a 3-layer neural networks can be implemented in hardware equipment to predict the amount of 
traffic for video transmission in ATM networks [9]. Another study has employed Autoencoder, and 
achieves 8% better prediction performance than MLP [6]. 
Google researchers have also used prediction method in data centers [10]. They focused on 
Power Usage Efficiency (PUE), and developed a 3-layer MLP model that learns 16 input variables. 
They designed the model such that the input variables complemented each other to mitigate 
prediction failures at outlier values, e.g., peak traffic.  
 
III. PROBLEM FORMULATION 
 
This section formulates the problem and describes how the traffic prediction can minimize the 
cost associated with network capacity allocation. Consider an enterprise network that subscribes 
flexible capacity service for Internet connectivity from an ISP. Time is slotted. Overall procedure 
is shown in Fig. 1 and can be described as follows. At the beginning of each time slot, the operator 
of the enterprise network predicts the traffic amount based on its observation in the past. Taking 
into account possible prediction error and pricing structure, it requests a certain amount of capacity. 
During the time slot, actual traffic occurs, and the ISP accommodate the traffic. At the end of the 
time slot, the actual traffic and its cost according to the pricing structure will be feedback to the 
operator. The procedure repeats in the next time slot.  
 
 





In this paper, we use the Multilayer Perceptron model (MLP) for the traffic prediction. It is one 
of basic deep-learning models that are the fastest and the most common. An MLP internally has a 
set of weights with a hidden layer [13] as shown in Fig. 2. 
 
 
Fig. 2. Multilayer Perceptron (MLP) component. 
 
One may employ more advanced models such as RNN or Autoencoder as in [6], which, however, 
did not result in substantial performance gain over MLP in our experiments. The prediction 
performance is often evaluated through a loss function such as mean absolute error (MAE) or mean 
square error (MSE). In this work, we focus on the cost associated with capacity allocation and the 
price structure. 
We assume that the ISP charges a unit per-capacity cost. Suppose that the operator of the 
enterprise network predicts the traffic amount as 𝑌𝑡 and requests capacity 𝐶𝑡 as predicted, i.e., 𝐶𝑡 =
𝑌𝑡. If actual traffic 𝑋𝑡 in this time slot is no greater than the predicted value, then the operator will 
pay 𝐶𝑡 that includes overhead (𝑌𝑡 − 𝑋𝑡). In contrast, if the prediction fails and 𝑋𝑡 > 𝐶𝑡, then the 
ISP accommodates the excessive traffic (𝑋𝑡 − 𝐶𝑡) at high per-traffic cost 𝑝 (> 1), resulting in the 
cost in this time slot 𝐶𝑡 + 𝑝(𝑋𝑡 − 𝐶𝑡). We denote this penalty price as the asymmetric pricing 
structure. Letting 𝑐𝑜𝑠𝑡(𝑋𝑡 , 𝑌𝑡) denote the cost in time slot 𝑡, we define 
𝑐𝑜𝑠𝑡(𝑋𝑡 , 𝑌𝑡) = {
𝐶𝑡 , 𝑖𝑓 𝑋𝑡 ≤ 𝐶𝑡,
𝐶𝑡 + 𝑝(𝑋𝑡 − 𝐶𝑡), 𝑖𝑓 𝑋𝑡 > 𝐶𝑡.
 
Note that if the operator requests different capacity, then the cost changes. One of our goals is to 







IV. PROPOSED METHOD 
 
We employ a deep-learning model to make accurate predictions on the next-time traffic. We use 




In this section, we describe the data, and specify how the preprocessing and the model training are 
applied. Finally, we proposed several heuristic capacity allocation schemes.  
 
4.1 Preparing Dataset 
We collect traffic data from a firewall log in an enterprise network. Note that previous works 
often use traffic data obtained from a backbone switch [6], which, however, is often unavailable at 
the enterprise side and thus hard to be used in practice to predict the traffic from the perspective of 
the enterprise-network operator. In contrast, we rely on the data obtained from a firewall in the 
enterprise network, which is not only accessible from the operator but also does not incur additional 
cost for specialized equipment. The advantages of using the firewall log can be summarized as 
follows.  
Feature 1: As most enterprises have firewalls, there is no need to introduce additional network 
measurement equipment. 
Feature 2: It can measure both inbound and outbound traffic at the network boundary. 
Feature 3: It provides accurate traffic measurement excluding any blocked traffic, which is 
not available at backbone switch.  
Feature 4: It can provide richer information than backbone switch such as the number of 
sessions.  
 
We collect the traffic log from a firewall for 10 months in an enterprise network in Korea. The 
following illustrate the data that we collected. The time slot for an observation is 15 min, and the 
data includes bytes received, bytes sent, and the number of active sessions, etc. 
 
Day Received Quarter Time Received Bytes Bytes Received Bytes Sent Sessions Threats 
Mon, Mar 11, 2019 2019-03-11 14:45 62575503871 41,568,991,299 21006512572 1333646 73 
Mon, Mar 11, 2019 2019-03-11 15:00 72803567434 50,366,709,703 22436857731 1528871 183 
Mon, Mar 11, 2019 2019-03-11 15:15 76829011687 55,655,220,486 21173791201 1776342 72 
Mon, Mar 11, 2019 2019-03-11 15:30 69580187317 49,761,517,538 19818669779 1746773 42 
Mon, Mar 11, 2019 2019-03-11 15:45 69666656870 46,822,020,148 22844636722 1790676 262 
 
Table. 1. Firewall logs samples. 
 
This study uses a Korean company’s 10 months traffic log of the internet gateway firewall. The 
size of 1 sample is the amount of the traffic (bytes) for the next 15 minutes. Some properties of the 






- Observation interval: 15 minutes 
- Total dataset size: 28,800 observations in 10 months 
- Maximum (peak) amount of traffic (received + sent) : 1,929.97 GB 
- Minimum amount of traffic (received + sent) : 3.03 GB 
- Average traffic (received + sent): 45.03 GB 
- Max Network Users : 21,000 users  
Table. 2. Dataset Properties. 
 
4.2 Preprocessing 
This dataset may include the singularity of peaks in network traffic. For example, a peak occurs 
when an operating system patch that is applied to all users starts. We try to exclude this irregular 
traffic measurement and preprocessing the data for our time-series analysis. There are several ways 
to manipulate the peak values. In this study, we reshape the data, focusing on removing sudden 
traffic increases. To elaborate, let 𝑋𝑡 denote actual traffic amount at time slot 𝑡 in our dataset, and 
let 𝑋𝑡
′ denote the preprocessed data. We have  
𝑋𝑡
′ = {
𝑋𝑡−1, 𝑖𝑓 𝑋𝑡 ≤ 3 ⋅ min{𝑋𝑡−1, 𝑋𝑡−1
′ } ,
3 ⋅ min{𝑋𝑡−1, 𝑋𝑡−1





4.3 Tuning Deep-learning Model 
A Deep learning model (with MLP) typically has 2 [17] or more hidden layers [18] with fully 
connected output layers. The model learns the weights associated with each layer according to the 
input-output pairs. We have the input matrix that consists of 96 sequential observations, which 
corresponds to 24-hour data, and the output is the traffic amount at the very next observation. This 
structure makes it possible to create an objective regression function that is learned through several 
epochs.  
We divide our dataset into three sets of training, verification and test data. As shown in Fig. 3, 
we repeat training and verification using the training set and the verification set, and evaluate the 
performance using the test set.  We used the following ratios: 60% of the entire Dataset for training, 
20% of the entire Dataset for verification, and remainder 20% of dataset for test. 
 
The hidden layer structure can be formulated as follows: 
𝑧(𝒙) = 𝑔(𝑽𝒙)  
𝑧(𝒙) presents the output layer and it is converted to input of following layer. 𝑽 is a weight matrix 
that contains effectiveness weight in the training set. And  𝑔(𝑢) is an activation function which 





Fig. 3. Proposed Deep-learning structure. 
 
In our model, 
 
𝒙2 = 𝑍(𝒙1) = 𝑔(𝑽𝒙1),      𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 𝒙1: 96 ×  1, 𝐕 ∶   480 × 96 
𝒙3 = 𝑍(𝒙2) = 𝑔(𝑽𝒙2),      𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 𝒙2: 480 ×  1, 𝐕 ∶   480 × 480 
 
𝒙4 = 𝑍(𝒙3) = 𝑔(𝑽𝒙3),      𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 𝒙3: 480 ×  1, 𝐕 ∶   480 × 480 
 
𝒀 = 𝑍(𝒙4) = 𝑔(𝑽𝒙4),      𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 𝒙4: 480 ×  1, 𝐕 ∶   1 × 480 
𝑔(𝑢) = 𝑅𝑒𝐿𝑈(𝑢) = max (0, 𝑢), 
 
MLP model trains the weight with Back-propagation like Stochastic Gradient Descant (SGD) 
and we select the loss function as MSE. The back propagation procedure is usually described as 
follows: 
1. Initialize network randomly weights  
2. Present first input vector, from training data, to the network, 
3. Propagate the input vector through the network to obtain an output, 
4. Calculate an error signal by comparing the actual output to the desired (target) output, 
5. Propagate error signal back through the network, 
6. Adjust weights to minimize overall error, 
7. Repeat steps 2~7 with next input vector, until the overall error is satisfactorily small. [19] 
 
 There are several hyper parameters that we need to set. 
 The number of hidden layers : Predicting with a model with too many hidden layers leads 
to high computational complexity and degraded the learning performance by vanishing 




is not possible. In this study, we use a structure with 3 hidden layers, each of which is of 
size 480 [17][18]. 
 Activation function : There are several activation functions, we used ReLU to avoid 
vanishing gradient problem. ReLU featured as a rectifier activation function  Because of this 
linearity, gradients flow well on the active paths of neurons (there is no gradient vanishing 
effect due to activation non-linearities of sigmoid or tanh units), and mathematical 
investigation is easier [20]. 
 Dropout rate : Traditional ANN has been limited with regulation problem. To overcome this, 
Dropout algorithm is adjusted. Dropout is a relatively new algorithm for training neural 
networks, which relies on stochastically “dropping out” neurons during training in order to 
avoid the co-adaptation of feature detectors [21].  In our model, a higher dropout rate is 
preferred for lesser structured data. It turns out that the dropout of 0.2 is the best in our data.  
 Input size : Since the traffic usage has a daily pattern, we need the input data of at least 1 
day for accurate prediction, which corresponds to the input size of 96. We found that the 
size larger than 1 day does not improve the prediction accuracy but increase computational 
complexity. 
 Epoch : The epoch is the number of training with the entire dataset. The optimal epoch is 
found around 250 times. 
 Batch  : The batch size is the number of inputs to apply to the weight calculation. We use a 
batch size of 32. And we adjust to batch normalization for the model that divided with a 
mini-batch for training. This algorithm can help in weight vanishing problem for training. 
 
4.4 Capacity Allocation  
Due to the asymmetric pricing structure, the prediction errors, i.e., overestimation and 
underestimation, can have a different impact on the cost. The following results demonstrate the 
impact of the pricing structure when 𝑝 = 10. Fig. 4 shows that our prediction (red line) has some 
errors in comparison with true traffic (blue line). We have used the aforementioned settings to train 
our MLP model, and requests the capacity that equals our predicted value. The results illustrate 
that when an overestimation occurs, i.e., when the blue line is lower than the red line, the cost 
(green line) becomes much higher than the opposite case.  
To mitigate the cost upsurge under overestimation, it is natural to request a larger capacity than 
the predicted value, which provides a trade-off between the overhead from additional capacity and 
the cost due to prediction failure. We suggest the following set of policies, where parameter 𝑘 





 Naive method: 𝐶𝑡 = 𝑌𝑡. 




 Additional standard error (𝑘): 𝐶𝑡 = 𝑌𝑡 + 𝑠𝑒 ⋅
𝑘
10
, where 𝑠𝑒 denotes the standard error. 
 Windows standard error (𝑤 = 3, 𝑘): 𝐶𝑡 = 𝑌𝑡 + 𝑠𝑒𝑤 ⋅
𝑘
10
, where 𝑠𝑒𝑤  denote the standard 
error for the last 3 observations.  
 The heuristic combination of multiplication and standard error ( 𝑤 = 3, 𝑘) : 𝐶𝑡 =
max ( Yt  +  seW ⋅
k
10
,  Yt ⋅ 𝑝
1/4) 
In the next section, we numerically evaluate the performance of the above schemes, and em 
pirically compare the schemes.   
 
V. NUMBERICAL RESULTS 
This section presents numerical results with our proposed schemes. We have trained our MLP 
model as described in Section IV, and allocated the capacity following 6 different methods shown 
in Section 4.4. 
First, we allocate the capacity as the predicted value (naive method). Fig. 4 demonstrates how 
the predicted values (red line) are different from the ground truth (blue line). Overall, the predicted 
values smoothly follow the actual value. Also, we can define the prediction failure rate (PFR) as  
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 𝑟𝑎𝑡𝑒(𝑃𝐹𝑅) =  
∑ |𝑌𝑡 − 𝑋𝑡| 
∑ 𝑋𝑡
× 100 
The naive method achieves PFR about 69.2%.  
If this model does not apply deep learning and capacity allocation algorithms, the traffic 
allocation would apply maximum traffic for the entire period as before. In this case, the average 















operational and prediction traffic is exactly same as actual traffic. Then there would be no 
overhead. The traffic is called optimal, and the average cost is about 4.81 Gbyte. In this situation, 
we try to minimize the network cost by applying various capacity allocations. In this problem, this 
paper proposes to 5 different methods. 
The first, Using deep-learning without any transaction, as already mentioned, it contains 31.8% 
error.  The average cost at this time is about 12.36 Gbyte when converted to penalty price with the 
asymmetric pricing structure. After analyzing this, the naive approach is not effective in reducing 
network costs. 
 
 Fig. 6 shows the cost after applying the capacity allocation. Due the high cost of underestimation 
cases, it suffers from high cost as shown in Fig. 6(b). 
 
 Result Capacity 
      
 Cost Change Flow 
Fig. 6. Naïve method. 
 






We devise the Simple Multiplication method. We have to consider cost increasing due to the 
penalty traffic cost to design the capacity allocated to minimize cost. To improve this, we decided 
to apply a new idea. We tuned the capacity allocation by adding multiples of the predicted traffic. 
This result shows quite saved traffic costs. It has an optimal point at k =0.9, which is quite effective. 
The average cost at this time is about 7.68 Gbyte when converted to penalty price with the 
asymmetric pricing structure. But this result is not efficient enough for the enterprise because the 
value k changes dramatically depend on peak traffic. The optimal point of k in this approach, k = 
[0.8, 5.6]. The value of k varies greatly, this model is not robust.  
 
The result at this time is as follows. 
 
 
 Result Capacity 
 
     
 
 Cost Change Flow 
Fig. 7. Simple multiplication. 
 
Another approach is to use standard deviation. The asymmetric cost structure allocates costs by 
the difference between actual traffic and predicted traffic. In other words, the cost varies greatly 
depending on the difference. The model would be improved by applying the standard deviation to 
traffic prediction in this case. In this approach, the standard deviation between actual and predicted 




reduced network costs through STD usage. However, this approach has weak points that standard 
deviations remain due to abnormality points.  
 
As a result of Fig. 8, we can see that it is quite different from actual traffic. The optimal point is 
at k =2.5 while k = {1.6 ~ 2.8} makes it generally optimal. Optimized cost is 7.63 Gbyte. The result 
at this time is as follows. 
Result Capacity 
 Cost Change Flow 
Fig. 8. Additional standard error. 
 
We devise the limitation window at standard error method. In order to eliminate this peak traffic 
from standard deviation remaining, the standard deviation calculates only adjacent window. The 
effect of peak traffic was effectively lowered than the previous method, with the best window size 
of 3. The best performance at this time depends on the sample, but it is generally optimized at k = 
{1.5 ~ 3.8}. In this approach, best point at k=1.6.  Optimized cost is 7.26 Gbyte. The result at this 





 Result Capacity 
 
 Cost Change Flow 
Fig. 9. Standard deviation with limited adjacent samples. 
 
Based on our previous approach, we developed a heuristic approach. To minimize the cost, we 
apply the lower prediction bound to effectively raise the overall prediction. This method is the 
maximum between 𝑠𝑡𝑑W  and multiplication at 𝑝
0.25. As such, we have proposed a general lower 
bound, which is calculated as about 100.25 the deep-learning prediction. This lower bound is also 
depending on the penalty cost, is effective for changing the penalty ratio. In addition, when the 
heuristic combination is applied, the value of k is changed to previous value. This case k value is 






The result at this time is as follows. 
 Result Capacity 
 Cost Change Flow 
Fig. 10. Heuristic combination of multiplication and standard error (𝑤 = 3, 𝑘). 
 
So far as we've been working this improvement, we find out that capacity allocation could reduce 






Fig. 11. Cost comparison of the proposed schemes (Gbytes). 
 
Default value is in case of not adjusted capacity allocation. At that point, the traditional cost is 
13.91 Gbyte. When the best performance adjusts the internet cost at 7.26 Gbyte. If the optimal cost 
(the minimum cost as the actual traffic) is applied, they are 4.81 Gbyte. Applying this study on a 
real-world traffic basis could save about 47.8%. If there has changed sequence, result is a nearly 
similar performance.  
VI. CONCLUSION 
 
We investigate the capacity cost minimization through traffic-predication-based dynamic 
capacity allocation. We have demonstrated that a firewall log dataset can be processed to predict 
the traffic by employing a deep-learning based approach (with an accuracy of 69.2%), by using the 
real-world dataset. Also, it is verified that appropriate capacity allocation scheme that takes into 
account the asymmetric pricing structure can improve the performance, by balancing the cost of 
prediction errors and the over-capacity overhead.  
13.91
12.36





















Naive method : 12.36
Simple multiplication (k=0.9) : 7.68
Additional standard error (k=2.5) : 7.63
Windows standard error (k=1.6) : 7.26





 Our results are still preliminary in the following sense. We believe that there is still room for 
improvement in both prediction and cost minimization. Also, we only consider the scenario that 
the ISP accommodates the exceeding traffic beyond the requested capacity. In case that the ISP 
fails to support the excessive traffic, it will cause congestion and the cost associated with queueing 
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