Abstract-This paper proposes an event-based scheme to control a networked control system and to manage the radiomodes of its smart sensor node. The smart node is battery driven and is in charge of sensing the system and computing the control law which is sent to the receiver using a wireless channel. To save energy and to limit the amount of communication with the receiver, the smart node combines two techniques: eventbased control and radio-mode management. The control law and radio-mode switching policy are derived jointly in a predictive finite receding horizon optimization problem. We derive a Model Predictive Controller using Dynamic Programming and we prove the stability of the obtained control law using the Input-to-State Stability framework. The main contribution of this paper is to take into account several low consuming radiomodes, e.g. Idle and Sleep and the energy-transition costs between modes. Most of the existing literature only considers one mode when the radio is not transmitting, i.e., the scheduling problem. As illustrated via simulations, our proposal has the potential of significant energy savings.
I. INTRODUCTION
Wireless Networked Control Systems (NCSs) are systems in which a wireless channel is used to send the measurements from the sensor to the controller or/and from the controller to the receiver [1] . In this work we are interested in systems where the sensor node, called smart node, has sensing, data processing, and wireless communication, capabilities [2] .
The main challenge we address is energy-efficiency, which is a critical issue in wireless sensor networks. It is admitted that the radio consumes an important amount of energy in a wireless node, and is the main energy consumer in a large class of applications, see e.g. [3] , [4] , [5] . EventBased Control (EBC) is a recent approach developed to limit the communication by turning off the radio as often as practical whilst achieving performance objectives. This saves energy and proposes a solution to communication with bandwith limitation, see [6] , [7] , [8] , [9] . In EBC, the classical paradigm, called time-triggered, where communications between nodes occur at pre-defined sampling instants, is replaced with an event-based approach. Thus, communications occur only when an event happens, e.g. a threshold crossing [10] or various other conditions [11] .
In this paper, we combine EBC with radio-mode management to further save energy. We make use of the capability of radio chips in wireless nodes to switch from active modes (namely the transmitting mode, Tx, and the receiving mode, Rx, both with high energy use) to low consuming modes, such as Idle and Sleep that are not able to transmit or receive data. A deeper low consuming mode consumes less energy but need more time and energy to switch back to an active mode, see [12] for a comprehensive explanation.
Although commonly used radio chips offer several low consuming modes [12] , [13] , to the best of the authors' knowledge, the mode management problem has not been addressed within the context of feedback systems. In the present work we focus on a setup where a smart wireless sensor node with computation capabilities is in charge of computing and sending the control law to an actuator. Our main objective is to derive a joint control law and radio-mode switching policy that provides optimal trade-off between performance and energy consumption. The performance criterion is based on a cost function over a receding horizon. By assuming that transmissions are error-and delay-free and adopting the Input-to-State Stability (ISS) approach of [14] , we derive sufficient conditions on the design parameters for the resulting closed loop to be practically stable.
The present contribution complements our recent conference contribution [15] which addresses the same problem in an infinite time horizon. Although Dynamic Programming can also be used in that case to derive a switching policy, the solution of the optimization problem only exists when the problem is considered in the discounted case, and no stability results are available.
II. JOINT MODELING

A. Setup description
We focus on NCSs where a single smart wireless sensor node communicates with a single receiver node, as depicted in Fig. 1 and described hereafter. Whilst the receiver is connected to an unlimited source of energy (as it is on the actuator side) the sensor node has only limited energy resources. In order to focus on the fundamental issue of interest, namely optimal event-based control with several low consuming radio-modes, throughout this work we assume that communication is perfect, i.e. the control inputs sent over the channel are not subject to dropouts, delays, or quantization. We are only interested in the energy efficiency of the smart node which is battery driven. When the receiver does not receive any new control updates, it holds the last control input received. The smart node measures the state x k from the plant; it determines if the loop should be closed; if so, it computes the control input update u ′ k and send it to the receiver node. When no transmission is decided, u ′ k = ∅. The receiver only updates the value of the Zero Order Hold (ZOH) if a new value has been received.
1) System model:
The plant is a linear discrete-time controllable system, described by:
where x k is the plant state and u k is the control input taking values in R nx and R nu respectively. A and B have appropriate dimensions. It is assumed that all states are sensed and used for control.
2) Radio chip model: The radio chip is characterized by the number of radio-modes, called N , and the associated costs to stay in a given mode and to switch from one mode to another. The mode transition delays are assumed to be smaller than the sampling time. This implies that the smart node has enough time to switch to the desired mode (and possibly send the update) by the next sampling time.
The Tx mode is the only radio-mode allowing transmission, and the most consuming one. The other modes are intermediate modes where some components of the radio are turned off, thus consuming less energy than the Tx mode. The Sleep mode consumes none or very little energy (less than any other intermediate mode), but more energy is needed to switch to the Tx mode from the Sleep mode than from the intermediate modes. We define θ ij as the energy needed to switch from the mode i to the mode j, and θ ii as the energy to stay in the mode i. This is illustrated in Fig. 2 in the case where N = 3. The state of the radio chip is the mode at time k, denoted as m k ∈ M {1, 2, · · · , N }. Without loss of generality, the modes are order according to their consumption, so that 1 stands for Tx. We also define M * {2, 3, · · · , N }. The radio-mode is updated according to the switching decision: m k+1 = v k .
The amount of energy E consumed since the commissioning at k = 0 (where E 0 = 0) can be computed as follows:
3) Switching policy:
The smart node embeds a switching policy η(x k , u k−1 , m k ) (whose joint-design with the feedback law is one goal of this paper) which assigns the radiomode. It is based on the current plant state x k , the last control input u k−1 and the current mode m k :
v k = i means that the radio-mode will be switched to mode i at time k + 1. The switching policy is evaluated at each sampling instant k. When the decision is to switch to the Tx mode, then this event triggers the computation of a control update which is sent to the actuator.
4) Feedback law:
If the smart node sends a control update, then it is applied to the system; otherwise, the last received control input is held. The smart node, when it decides to send an update, computes the new control input according to the control law µ(x k , u k−1 , m k ) that will be presented in Section III. The control input applied to the plant is given by:
Note that although the switching policy is periodic, the feedback law is event-based.
B. Switched system formulation
We model the evolution of the system under the different choices of radio-modes as a switched linear system, with two subsystems. The first one corresponds to the case where the active mode is Tx, i.e. the NCS operates in closed loop; the second one models when the radio is switched to a low consuming mode, i.e. the open loop system. The evolution of the switched system depends on v k , the radio mode switching decision. We denoteũ k = u k−1 the memory of the last control input applied to the system and we define z k as the system state augmented with the control memory, z k = x kũk ⊤ ∈ R nz , where n z n x +n u . The evolution of the system given in Eq. (1) and the control law µ described in Eq. (3), together with the radio-mode update law η, give rise to the following NCS model:
where
if there is a transmission, then:
2) if v k = j = 1, i.e. if there is no transmission, then:
III. CONTROL LAW AND MODE SWITCHING POLICY CO-DESIGN
A. Model Predictive Control approach
Our goal is to find suitable control law µ and switching policy η, as proposed in Eq. (4), in order to get a satisfying trade-off between the control performance and the energy consumption. To this aim, we use a Model Predictive Control (MPC) approach which allows us to express the trade-off as a cost function to be minimized, and to optimize the cost over a finite horizon while implementing the solution in a receding horizon fashion. Indeed at each sampling instant, the MPC controller solves the optimization problem defined hereafter over a finite horizon, but only the first element of the optimal sequence is applied. The procedure is repeated ad-infinitum, see [16] , [17] for background on MPC.
1) Stage cost & Cost function:
Firstly, we define a stage cost (or cost-to-go), ℓ v k (z k , m k , u k ) as a joint criterion of the feedback performance and the energy consumed by the radio over one sampling period:
for symmetric positive definite matricesQ andR. These can be tuned to give different trade-offs between the feedback performance and energy consumption. This stage cost can be expressed in the switched formulation, as follows:
where the matrices Q v k and R v k , for v k ∈ M, are as follows:
The cost function J H is defined as the sum of the stage costs over the finite-horizon of length H:
are the control and switching sequences along the horizon. In (9), the symmetric positive definite matrix Q F is a weight factor on the final augmented state at the end of the horizon. Its design plays a crucial role in guaranteeing stability of the NCS, see Section IV.
2) Optimization problem: The optimization problem, which is solved at each sampling time, consists in finding the optimal control sequence U
where P H is a set of elements (Π, − → π ) with Π a square matrix of dimension n z and − → π a vector of dimension N . π i refers to the i th component of the vector − → π . P H is computed with the following recursion:
Recursively, for i ∈ {0, 1, . . . , H − 1}, let:
The optimal switching decision at time k + i is given by:
When v * k+i = 1, the optimal control input is given by:
Proof: We provide here only the sketch of the proof of Lemma 1. The problem being time invariant, it is sufficient to find a solution parameterized in the current state (z k , m k ). From Bellman's principle of optimality and Dynamic Programming (see [18] , [19] , [20] ), we know that the optimal cost J * H (z k , m k ) can be computed with the so-called Value Function V H (z k , m k ), which is given by the following recursion, with i ∈ {1, 2, . . . , H}:
To show that the previous recursion applied to our setup leads to the recursion given by Eq. (12) , one has to verify that V 0 (z k+H , m k+H ) can be written as in Eq. (11) and then that if V i−1 (z k+H−i+1 , m k+H−i+1 ) is in that form, then V i (z k+H−i , m k+H−i ) can also be written in the same form. To do so, one makes the use of the fact that the Π matrices are symmetric and separates the computations for the cases where transmissions occur and when the smart node switches to a low consuming mode. Note that the policies µ * i and η * i have an index i that is independent of k as highlighted in Remark 1.
C. MPC implementation
The control law µ(z k , m k ) and the switching policy η(z k , m k ), as defined in Eq. (4), are obtained by considering the optimization (10) on an horizon of length H and by selecting only the first element of each optimal sequence: (14) where µ * 0 (z k , m k ) and η * 0 (z k , m k ) are given in Lemma 1. This leads on-line to a stationary policy (µ, η).
The optimization problem Eq. (9) can be solved in two parts. The first part can be run off-line. It consists in precomputing the set P H and the associated gains K Π , as detailed in Eq. (12) . The second part is run on-line. It consists in running the following algorithm on the smart node at each sampling time:
1) Compute (Π, − → π ) = arg min The computational effort that is needed on-line depends on the precision that is needed. Indeed, the optimization problem (10) is solved by the exact minimization of Eq. (11) in step 1) of the previous algorithm. This computation can be lightened by the use of a simple lookup table based on a grid of the state space, whose accuracy can be adapted to the required precision and to the available computation resources.
IV. STABILITY RESULTS
We are interested in the stability of the closed loop state trajectories of system (4) with the policy (14) and the initial conditions (z 0 , m 0 ), that we note z k (z 0 , m 0 ), and which evolves as follows:
The stability analysis of that system relies on the framework of Input-to-State Stability (ISS). We consider the following definition of practical stability:
Definition 1 The closed loop system (15) is said to be Inputto-State practically Stable (ISpS) if there exist a KL-function γ, and a constant
We recall ( [21] ) that a function α(s) : R ≥0 → R ≥0 is said to be a K-function if it is continuous, strictly increasing and
is said to be a KLfunction, or of class KL, if for each fixed k ≥ 0, γ(· , k) is of class K, for each fixed s ≥ 0, γ(s, · ) is decreasing, and γ(s, k) → 0 as k → ∞. We study practical stability only because the closed loop state trajectories will, in general, not converge to the origin, especially if the plant is unstable. We analyse stability of the state z only, and not of the radio mode, m, which can only take a finite number of values, because it may not be converging to a particular mode. This does not prevent the state z to be stable.
Definition 1 implies that the closed loop system verifies the following proposition: A general approach of ISS considering asymptotic stability to a point can be found in [14] . The authors in [21] extend the general approach to consider constraints on the state space and the control space, and the stability to a set, introducing the notion of ISpS. The results given in [14] , [21] must be adapted to our setup where we are dealing with stability of part of the state only.
Main result
We formulate the notion of ISpS-Lyapunov function adapted to our setup as follows:
called a ISpS-Lyapunov function for the closed loop system (15) if:
• there exist a pair of K ∞ -functions α 1 , α 2 , and a constant c 1 ≥ 0 such that, for all z ∈ R nz and for all m ∈ M:
• there exist a suitable K ∞ -function α 3 and a constant c 2 ≥ 0 such that, for all z ∈ R nz and for all m ∈ M:
Our stability result, presented hereafter, is subject to a condition on the final weighting factor Q F in (9), described in the following assumption.
Assumption 1
The weighting factor Q F in Eq. (9) is such that there existsK ∈ R nu×nz such that:
and max{| eigs(Φ CL − Γ CLK )|} ≤ 1.
Assumption 1 is very similar to the so-called terminal cost inequality that can be found in finite horizon optimization problems, and discussed for instance in [22] . Before giving the stability theorem, we prove that the existence of an ISpS-Lyapunov function implies that the closed loop system is ISpS.
Lemma 2 If the closed loop system (15) admits an ISpSLyapunov function, then it is ISpS.
Proof: As the proof is very similar to [14] , [21] , and because of lack of space, it is omitted here. For completeness, the details are given in the appendix of [23] , available online.
Theorem 1 Under assumption 1, the closed loop system (15) is ISpS.
Proof: The proof is inspired by [14] , [21] . Authors in [14] consider a general asymptotic stability. Authors in [21] consider a practical stability but they introduce constraints on the state or control spaces that we do not consider. Moreover our setup has the particularity to consider an ISpS-Lyapunov function depending on z and m while the practical stability is limited to z. We prove that V H as defined in Eq. (11) is an ISpS-Lyapunov function for the system (15) . First, we prove that there exists
We prove now that there exists α 2 of class K ∞ and a constant c 1 such that V H (z, m) ≤ α 2 ( z ) + c 1 .
, where the terms u * i , v * i are taken from the optimal policy from time k over an horizon H, i.e. U *
, andū k+H = −Kz k+H withK such that Assumption 1 is verified. We notice that:
The cost function with the sequencesŪ k+1,H ,V k+1,H may not be optimal, then it holds that:
We recall that v k+H = 1 andū k+H = −Kz k+H , then it holds that z k+H+1 = (Φ CL − Γ CLK )z k+H . Considering the latter and the definition of the cost-to-go ℓ 1 , we obtain:
R CLK , as defined in Assumption 1, can be used to simplify the last equation to: (12), then:
We have proved that V H (z, m) is an ISpS-Lyapunov function, then, according to Lemma 2, the closed loop system (15) is ISpS.
V. SIMULATION RESULTS
We simulate the control and radio-mode switching scheme on a 2 nd order unstable plant with the following parameters: where the elements of the matrix θ are the transition costs θ ij , given in [J] and computed from the datasheet of the radio chip Texas Instrument CC1100. The plant is discretized with the sampling period T s = 50ms. We want to observe the energy savings obtained by the introduction of the low consuming mode Idle in between the Tx and Sleep modes.
To this end, we compare the system described above where N = 3 with the case where N = 2 in an on-line simulation. We use the same parameters in the two cases expect for the transition cost matrix, which for the controller governing only 2 modes is given by: θ ′ = 2.9 1.8 3.5 60 · 10 −6 · 10 −3 .
The results are given in Fig. 3 . The system is stabilized in both cases, as depicted in Fig. 3(a) , with a similar control performance, as we can see that the upper curves of Fig. 3(b) are almost the same. The amount of energy comsumed by the proposed controller governing the 3 modes is notably less than when only 2 modes are considered, as we can see on the lower curves of Fig. 3(b) . Finally Fig. 3(c) gives the switching decisions for both cases. We noticed that the switching decisions consist in transmitting in order to reach the invariant set and then to keep the state within some boundaries given by the choices of the weighting factors of the cost function.
VI. CONCLUSION AND FUTURE WORK
We have presented an energy-efficient control law and a radio-mode switching policy for a NCS composed of a smart node in charge of computing the control updates, and communicating with a receiver over a perfect communication channel. In order to save energy at the smart node, this work combines radio-mode management and event-based control. The control law and the switching policy are derived jointly in the framework of MPC, and solved analytically with Dynamic Programming. Finally, we prove that the closed loop system is practically stable using the ISS framework.
An important extension of this work is to consider a more realistic wireless channel taking into account dropouts.
Also, the technique proposed in [22] could be considered to relax the stability condition given by Assumption 1 using an invariant ellipsoid constraint.
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