Abstract: The two-point method is one of the best known procedures for estimating empirical infiltration parameters from surface irrigation evaluation data and mass balance, mainly because of its limited data requirements and mathematical simplicity. However, past research have shown that the method can produce inaccurate results. This paper examines the limitations of the method, reviews alternatives for improving two-point method results based on data that are collected or can easily be collected as part of a two-point evaluation, and suggests strategies for estimation and validation of results for different levels of evaluation data. Results show the limitations of formulating the estimation problem with advance data only and the benefits of using instead an advance and a postadvance mass balance relationship in the analysis. Because different combinations of parameters can satisfy the mass balance equations, the estimated function cannot be extrapolated reliably beyond the times used in formulating those relationships. While results can be used with confidence to characterize the performance of the evaluated irrigation event, they need to be used carefully for operational analysis and design purposes.
Introduction
Practical methodologies for analyzing surface irrigation management and design problems rely on empirical infiltration functions. Various procedures have been developed to estimate the parameters of those functions from mass balance and irrigation evaluation data (Strelkoff et al. 2009 ). One of the best known is the two-point method by Elliott and Walker (1982) . In comparison with other methods, the two-point method is mathematically simple (calculations are based on algebraic relationships can be carried out by hand or with a calculator), and requires limited data (parameters describing the irrigation system's geometry, inflow, times of advance to two distances along the field, and an estimate of the steady infiltration rate). The method is a simplification of a procedure originally proposed by Christiansen et al. (1966) for sloping furrows, but can be adapted to other types of surface irrigation systems.
Although the two-point method has been used in research and for field applications, studies have recognized that it is not always robust (it can produce negative parameters) and results are not always reliable (when used in simulation, the function inadequately reproduces the observed irrigation event). Infiltration functions estimated with the two-point method generally can predict the field-observed final advance time reasonably well; however, runoff prediction often is less accurate, especially when cutoff time is large relative to the final advance time (Hanson et al. 1993; Khatri and Smith 2005) . This problem can occur not only with the two-point method, but also with any parameter estimation method that relies on advance data only (Gillies and Smith 2005) . Some studies have noted that the method is prone to failure or produce unreliable results when the observed advance rates are relatively constant with time (Hanson et al. 1993; Serralheiro 1995) . Others have noted that results can be very sensitive to the location of the stations used to measure advance times (Izadi et al. 1988; Blair and Smerdon 1988) . Alternatives for overcoming the observed computational difficulties or for enhancing the reliability of results based on the available data were not suggested by these reports.
This paper analyzes some of the alternatives available for improving two-point method results. The objective is to develop a strategy for the application of the method that will allow the user to overcome computational difficulties, get the most value out of the available data, and to validate results. Application of this strategy is illustrated with four data sets. Alternatives for improving results based on reasonable manipulation of inputs or of partial results generated by the method are presented. Sensitivity analyses and hydraulic simulations are used to validate the results.
(1) (8) They are used next to set up a system of two equations for the three unknown parameters. Elliott and Walker assumed that B could be estimated independently, either from known soil properties or from steady-state inflow (Qo) and outflow (QRO) rate data. In the latter case, the steady infiltration rate term is given by (10) (11) (12) 
Limitations and Alternatives

Infiltration Information Provided by the Two-Point Evaluation
Eq. (9b) is then used to obtain K. Elliott and Walker (1982) assumed a constant inflow to calculate VQI and VQ2' Surface storage, is not measured as part of typical irrigation evaluations but they estimated it with in which A o = upstream flow area calculated at normal depth; <J"y = surface shape factor; and the product A o <J"y= estimate of the average flow area for the wetted length of furrow XA' While <J"y is time dependent, Elliott and Walker recommended using a constant <J"y=0.77 (theoretically, 0.5 < <J"y < 1.0). The Manning formula typically is used to compute A o
The following set of equations is obtained after applying Eq. (4) at times t1 and t 2 with B known
VQ(t 2 ) Vy(t 2 )
a E 2 = -(-) --(-) -<J"z2(r)Bt 2 = <J"ZI (a, r)Kt 2 (9b) XA t 2 XA t 2
Here, E denotes a residual term. Dividing Eq. (9a) by Eq. (9b) eliminates both <J"ZI and K and yields the expression from which the exponent a is calculated A fundamental limitation of the method is the amount of infiltration information provided by the two-point evaluation. The Lewis-Milne equation can be used to characterize infiltration from advance phase data, but only if advance rates decrease monotonically with time (Philip and Farrell 1964) . Early in the irrigation, advance rate depends mostly on surface storage changes and, therefore, is not very sensitive to infiltration properties (Philip and Farrell 1964; Hart et a1. 1968) . Adding to the challenge is that, at short times, surface volume is a large fraction of the total applied volume and is difficult to estimate because of the highly unsteady flow conditions. An advance exponent r close to one (linear advance) generally is an indicator of problems associated with hydraulically short irrigation times (although it can
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Qn An R H =----u2 cuS j in which n = Manning roughness coefficient; cu = coefficient dependent on the unit system used (1.0 when using SI units, and 1.49 when using English units); Sj=friction slope, assumed equal to the field bottom slope So [LIL] ; and RH=hydraulic radius
(2)
(6) 
Eq. (4) relates Vz(t) to the infiltration per unit length at the upstream end of the field Z(' T0) (with 'To the opportunity time at x =0) through the subsurface shape factors <J"ZI and <J"Z2' Expressions for <J"ZI and UZ2 are (Scaloppi et a1. 1995) and which states that at any time from the beginning of the irrigation and throughout the advance phase, the infiltrated volume is equal to the applied volume minus surface storage. (5) is an approximation to the actual solution to the integral associated with the 'T a term, which is in the form of a gamma function.
The two-point method applies Eq. (4) at two times-t i and t 2 -the advance times to distance Xl and X2' respectively. Typically, Xl is set to L/2 and X2 to L, where L is the field length (Elliott and Walker 1982 
Uncertain Surface Volume Estimates
Estimation of surface volumes with Eqs. (11) and (12) is uncertain because of the assumption of normal depth, of potential inaccuracies in the determination of inputs required by Eq. (12), i.e., Manning n, furrows cross-sectional parameters, and even bottom slope, and because of the assumption of a constant surface shape factor. Of these factors, the one that can results in the largest volume estimation errors is the normal depth assumption (Bautista et al. 2009b) .
Normal flow can be assumed whenever the field is sufficiently steep and, thus, kinematic wave equations can be used to model the unsteady flow (Katopodes and Strelkoff 1977) . The following test can be used to determine conditions under which the kinematic wave equations are applicable (Strelkoff and Clemmens 1994) : also reflect field heterogeneities). Under these conditions, any estimation method that relies only on advance phase measurements is unreliable.
While relatively long advance times improve our ability to measure infiltration, infiltration predictions with the estimated function are only reliable for times less than t 2 (i.e., t L ). The problem is that different combinations of infiltration parameters (K, a, and B) can satisfy the two-point method's mass balance relationships. Those solutions can exhibit similar infiltration behavior for t:::; t 2 , but differ for larger times. If the cutoff time teo of the evaluated irrigation event is large in comparison with tL' those functions can predict very different final infiltrated profiles, even if advance predictions are similar. An inflow-minus-outflow estimate of B [Eq. (8) ] helps constrain the solution, but can overestimate the actual steady infiltration rate because transient infiltration effects may persist at the time that the "steady" runoff is measured (Strelkoff et al. 2009 ).
The only alternative for improving the reliability of infiltration estimates for times greater than tL is to add a postadvance phase mass balance relationship to the estimation problem. Options for adding this relationship depend on the type of data that can be collected as part of two-point evaluations for a particular irrigation system type. For open-ended systems, if detailed outflow data can be collected, then the postadvance relationship can be posed at cutoff time. If recession data are also collected, then the mass balance can be calculated at the final recession time. For typical sloping furrow irrigation systems, with a short recession phase, results with either method will be comparable. For closed-ended systems, the additional mass balance needs to be calculated at final recession time because surface storage cannot be easily determined after completion of advance. Details on two of these options will be provided in a later section.
Nonuniformity of the Data
Inflow rate variations and spatial and/or temporal variations in field properties (soil infiltration, bottom slope, roughness, channel geometry) cause advance times to increase nonmonotonically with time. Data nonuniformities directly affect the value of the power advance (r) and infiltration (a) exponents [Eqs. (7) and (10), respectively], and compromise the relationship between those exponents and the subsurface shape factors [Eqs. (5) and (6)]. More important, data nonuniformities make it difficult for an estimated function to satisfy the mass balance relationship at times other than the ones used in the two-point calculations (and, therefore, during the postadvance phase of the irrigation). With highly erratic inputs, no two-point solution may be able to adequately model infiltration for times greater than t 2 • The variability of input data needs to be quantified for comparative purposes, and whenever possible, accounted for in the estimation and/or validation of the parameters. If inflow is systematically measured over time, then inflow variations can be quantified with the coefficient of variation CVQ (Trout and Mackey 1988a) , and VQ can be calculated from the measured hydrograph. In general, accuracy of volume balance estimation procedures improves when calculating inflow volumes from the measured hydrograph instead of using the average discharge (Gillies et al. 2007 ). The two-point relationships cannot be modified to account for slope and field geometric nonuniformities, but if detailed field measurements are available, they can be used in unsteady flow simulation to verify the estimated function. A measure of the variability of field elevations is CVp the coefficient of variation of the soil surface elevations (Fangmeier et al. 1999 ) (14) This criterion does not help determine upstream depth under other conditions. The estimates of upstream depth for any average slope condition can be generated based on the follow implicit approximation to the zero-inertia equation (Bautista et al. 2009b (Katopodes and Strelkoff 1977; Valiantzas 1997; Monserrat and Barragan 1998; Walker and Kasilingam 2004) . Those studies have shown that, while (f y is relatively constant under some conditions, it can vary substantially (within the theoretical range 0.5 < ITy < 1.0) depending on the slope, channel geometry, hydraulic roughness, and infiltration properties of the field. On the other hand, field studies have measured (f v values outside the theoretical range (Esfandiari and Maheshwari 1997) . Those results were attributed to large changes in furrow geometry and hydraulic roughness during the course of the observed irrigation event. Clearly, the determination of (fy for the parameter estimation problem remains a significant challenge because it depends on the infiltration properties that we are trying to estimate and on other uncertain inputs.
While improved (J'y estimates seem desirable, two-point parameter estimation results are not always sensitive to (J' y' in particular when the surface volume is small relative to the applied volume (V y / Yin) at the mass balance calculation times. If results are sensitive, searching for an improved (J'y is justified only if the Manning n roughness coefficient is known accurately. Since the estimated surface volume is often more sensitive to n than to (J' y' within the range of plausible values for Manning nand (J'v' there is little benefit in fine-tuning (J'v when n is more uncertain. In either case, testing the sensitivIty of results to (J'y is easy and should always be performed as part of the analysis, but noting that variations in (J'y from f 1 to f 2 can have a profound effect on two-point method results. If such variations are suspected, (J'y values need to be extracted from unsteady flow simulation results and used to test the sensitivity of infiltration parameter estimates.
Complications caused by an uncertain shape factor can be mitigated, at least for open-ended systems, by using the two-times estimation procedure (advance/postadvance mass balance) outlined in later sections instead of the standard two-point method. This is because changes in infiltrated volume can be measured more accurately during the storage phase than during the advance phase because of the more gradual changes in surface storage.
Inadequate Infiltration Function for a Given Soil
In soils that have been recently tilled and cracking soils, macropores contribute a large fraction of the initial flow and water infiltrates nearly instantaneously, only limited by the available inflow. This rapid infiltration may be followed by typical porous media flow, with infiltration rate decaying slowly with time. When Eq. (2) is used to model this infiltration type of behavior, the resulting equation generally requires small values of the exponent a, large values of K, and parameter estimation results are very sensitive to small data input changes. Such results are difficult to interpret and extrapolate to similar soil conditions. This infiltration behavior can be better represented by adding to Eq. (2) a time-independent macropore storage parameter, C [L2] (16) Eq. (16) will be referred to as the modified Kostiakov equation. Because the standard two-point method can only solve for two parameters, either K or a need to be assumed to solve for C, or one or more mass balance equations need to be added to the problem. Computational strategies when dealing with Eq. (16) will be discussed later.
Wetted-Perimeter Effects
Various empirical adaptations have been suggested to account for wetted-perimeter effects when using Eq. (2) or related power-law infiltration formulas [USDA Soil Conservation Service (USDA-SCS) 1984; Bautista and Wallender 1993; Strelkoff et al. 1998 ]. Significant effort has been dedicated as well to the development of physically or semiphysically based procedures for modeling furrow infiltration and to couple those procedures to unsteady irrigation models (Warrick et al. 2007; Wohling et al. 2004 Wohling et al. , 2006 Tabuada et al. 1995) . Field studies, however, have not conclusively established the practical benefits of using those more sophisticated modeling approaches to represent the infiltration process. Soil variability, both along the field and the depth profile, flow phenomena not explained by porous media flow theory, changes in furrow geometry and roughness characteristics during the course of the irrigation, and interactions between flow depth, wetted perimeter, and flow velocity are all factors that complicate the measurement and prediction of furrow infiltration under field conditions (Trout 1992) , and thus that limit our ability to evaluate the practical usefulness of a selected computational approach. This paper does not attempt to deal with those issues, but simply acknowledges that the accuracy of two-point method estimation results for furrows are fundamentally limited by the omission of wetted-perimeter effects. Despite this limitation, past experience has shown that Eq. (2) provides practical information that can be used to characterize the current performance of the irrigation systems and to optimize system operation and/or design.
Estimation-Validation Strategies
Two-point method results are useful only if the user has confidence in the estimated function. Confidence can be established through a systematic estimation-validation process. The purpose of such an analysis is to identify potential problems with the data, develop confidence limits, and interpret the results based on soil textural and structural information available for the evaluated field and the experience of the evaluator.
Unsteady flow simulation is central to the validation process, but the objective should not be simply to match observations with predictions based on the same set of inputs used for estimation, which is a common practice in parameter estimation studies. As explained earlier, different infiltration functions can satisfy the two-point method mass balance equations but predict very differently for times longer than f 2 . Hence, validation based on data from the advance phase only does not guarantee accurate postadvance and final infiltration profile predictions. Likewise, for a given set of field geometry, roughness, and downstream boundary conditions, different combinations of infiltration and inflow inputs can result in similar advance, runoff (in open-ended systems), and recession predictions. So validation based on an entire irrigation event does not guarantee accurate results either if the infiltration estimates are based on inaccurate inflow values. It should be clear then that any effort to validate estimation results with simulation must include a systematic sensitivity analyses to test the impact of uncertain inputs on the resulting function, and the impact of alternative infiltration solutions on the estimated performance of the observed irrigation event.
Even when the accuracy of inputs is not suspected, the evaluator has to be concerned about the spatial and temporal variability of infiltration properties, especially if the function will be used to optimize management or to modify the design. The broader problem of potential infiltration variability can only be assessed by conducting additional infiltration tests on the same field, and by examining the results in relation to the textural and structural characteristics of the soil. Key questions to address are whether Eq. (2) can model the infiltration process under the given conditions or whether an alternate function might be needed; what common infiltration characteristics are revealed by the tests; and whether the range of estimated parameter values are reasonable under the given conditions. For example, parameter estimation studies have published values of the exponent a close to zero. In such cases, is the computed value representative of the process, the results of an inadequate infiltration model selection, or of anomalous data? Since some similarities can be expected from estimation results generated from data sets obtained under similar (18) ( 19) conditions, comparisons of those results may help identify problems with model selection or data abnormalities. Experience and published infiltration relationships, such as the revised USDANatural Resources Conservation Service (USDA-NRCS) infiltration families (Walker et al. 2006) , may further help interpret the results.
The types of data collected through a field evaluation limit the options for estimation and validation of infiltration estimates. Strategies that can be followed for different levels of field evaluation data are discussed next.
No Postadvance Data
Two-point method results are least reliable when the only measured evaluation outputs are the two advance times, partly because the steady-state parameter B needs to be estimated from basic soil properties or experience, but mainly because there are little data to validate the results. Under these conditions, a basic estimation-validation strategy consists of selecting a reasonable range for the parameter B, generating solutions for different of values B within the selected range, discarding nonviable solutions (those with negative K or a), conducting simulations with the viable solutions, and comparing the results. If the evaluator has limited or no information about the steady infiltration characteristics of the soil, then a practical alternative to use will be to reformulate the problem to solve for K and B for specified values of a, since the bounds on the value of a are known (0 < a < 1).
With limited validation data, comparisons of solutions need to focus mostly on differences in simulated postadvance results, in particular the final infiltration distribution. If alternative solutions produce similar final infiltration profile predictions, then those results should be considered reliable. Approximate postadvance data can also help assess the accuracy of results. For example, irrigators may be able to provide rough estimates of the outflow rate relative to inflow (e.g., 25, 50, 75%) of the duration of the recession phase (e.g., 1, 2, 3 h) and of the opportunity time needed to meet the irrigation requirement at the downstream end of the field (in an open-ended system). Comparison of simulation results with these approximate outputs may allow the evaluator to narrow the range of plausible infiltration solutions.
Open-Ended Systems with a Single Outflow Rate Value
A single outflow measurement helps constrain the range of plausible values for the parameter B. However, rather than simply relying on the value computed with Eq. (8), the analysis needs to adjust B by trial-and-error. The objective is to generate an infiltration function that, when used in simulation, will approximately match the observed runoff value at the observation time, taking into account the accuracy of the measured runoff value (Trout and Mackey 1988b) . Rough runoff/recession estimates, as described earlier, should also be used to compare the generated solutions.
Open-Ended Systems with a Detailed Outflow Hydrograph
A mass balance equation for the postadvance phase can be calculated when a detailed runoff hydrograph is available. The corresponding mass balance equation, with infiltration given by Eq. (2) is
In this expression, VRO = runoff volume calculated from the runoff hydrograph and t 3 = postadvance time. During the storage phase, the subsurface shape factors (Jzl and X 2 are given respectively by (Scaloppi et al. 1995 )
In Eq. (18), N=number of terms used in the expansion; i and j =indices; and the operator I1 denotes the product of i terms. Note that Eqs. (5) and (6) result in constant shape factors with time during advance, but the storage phase factors, Eqs. (18) and (19), are time-dependent as a result of the power-law assumption. A recommended time t 3 for calculation of the mass balance is teo (since surface storage would be difficult to estimate after cutoff). Adding Eq. (17) to the standard two-point equations sets up a system of three nonlinear equations for the three unknowns. A solution can be found by applying conventional two-point method calculations to the data pairs (x I ,tI) and (X2' t 2 ) based on an assumed value of B. Eq. (17) can then be used to pose a root-finding problem for B, but with K and a still dependent on Eqs. (9a) and (9b). This approach, described here as an augmented two-point solution, can be very sensitive to the measured and estimated inputs and produce negative parameters or no solution at all. The mass balance equations can also be used to formulate as a leastsquares minimization problem as a function of two of the parameters with the third parameter given. Depending on the data, the optimization can still drive the parameters to negative values.
When dealing with postadvance data, a simpler approach is to eliminate the mass balance equation at tI and reduce the problem to two linear equations with two unknowns. Eqs. (9b) and (13) can be used to solve for K and B based on a reasonable estimates of a. Different values of a can be tested until finding the value that will best match the observed outputs, in particular runoff. Time t 1 is still needed to compute the value of r. The solution of the system of equations is straightforward. In later sections, this preferred solution will be described as a two-times solution, to distinguish it from the standard two-point method.
A complete outflow hydrograph also provides information that can be used to adjust the Manning n because the duration of the recession phase depends on the volume of water in surface storage (which is a function of n). The roughness coefficient can be adjusted by trial-and-error in both estimation and validation to better match the recession behavior. The magnitude of those adjustments will be limited by their effect on advance predictions. An automated process for adjusting n in combination with the infiltration parameters is described by Walker (2005) . However, in the writers' opinion, much is learned about the nature of the problem and reliability of results by calibrating these parameters manually.
The range of plausible solutions is most constrained when the estimation is based on complete outflow data. When such data are available, it makes sense to test the sensitivity of infiltration estimates to systematic flow measurement errors. If a systematic measurement error is suspected, then new parameter estimates can be derived with the inflow (or outflow) adjusted by magnitude of the error. Those results are particularly valuable when examining the variability of infiltration estimates derived from multiple tests conducted on the same field and also help define confidence intervals for infiltration estimates at specific opportunity times. Such information is of great importance when optimizing irrigation management and design.
Closed-Ended Systems, with Measured Recession Times at the Top and End of the Field
With both open-and closed-ended systems, a post-irrigation mass balance can be combined with a mass balance at tL to set up a two-times estimation problem. Such an approach is generally not needed with open systems because of the availability of runoff data. Detailed advance and recession measurements are needed to formulate a standard post-irrigation mass balance equation (Bautista et al. 2009a ). However, because of the difficulties of walking on a wet field, a practical approach is to measure only the recession at the upstream and downstream end of the field. An approximate post-irrigation mass balance equation can be calculated as a function of the final average intake opportunity time, 'Tavg 
Where VZ(t F ) is the measured final infiltrated volume (=to the final inflow volume), and 'T avg is calculated from
Eq. (21) was obtained from the integration of (t x -treJ, with t x given by Eq. (3) and trec given by
Eq. (22) is a linear relationship for trec' with Llt LAG the lag time interval between teo and initial recession, and tF the final recession time. Eq. (21) can also be used to estimate 'Tavg for zero-slope systems, but using a constant value of trec' Since small field undulations can cause large variations in recession times along a field, judgment has to be used to determine the recession times needed for these calculations. While Eq. (20) is a reasonable approximation for sloping furrow systems (Clemmens 2007) , the resulting infiltration volume estimates will differ from those computed with a standard postirrigation mass balance equation (Bautista et al. 2009a 
systems, then those data should be used to set up the post-irrigation mass balance relationship [with the advance times given by Eq. (3)].
Modifications for the Modified Kostiakov Infiltration Equation
The modified Kostiakov infiltration equation introduces an additionallinear parameter to the mass balance relationship Eq. (4), so the main complication in formulating the estimation problem is deciding which parameters can be ignored or assumed known based on the available data and mass balance equations.
Since transient infiltration can be difficult to measure when macropores account for a large fraction of the infiltration, assuming a = 0.5 or some other value given by experience is reasonable. Furthermore, if the steady-state infiltration contribution is expected to be small in comparison with the combined macropore/ transient infiltration, the steady-term parameter can also be ignored. This reduces the modified Kostiakov infiltration function to an expression of the form Z=KT 5 +C, which can be solved with two mass balance equations (either two-point or two-times). On the other hand, when dealing with cracking soils, the initial macropore flow is often followed by infiltration at a near-steadystate rate. Under those conditions, it may make more sense to ignore the transient component of infiltration and thus express infiltration as Z=B'T+ C. In principle,' two advance mass balance equations can be used to solve for the unknown parameters, but in practice, B may be difficult to measure without postadvance data. With soils with very high clay content, both transient and steadyrate infiltration can be negligible in comparison with the infiltration through cracks and, for management purposes, infiltration can be represented simply as a function of the storage term (Z = C). This approach has been used to characterize infiltration in the cracking soils of the Imperial Valley (Grismer and Tod 1994) . A single advance mass balance equation is needed to solve this problem.
In contrast, if the transient, steady-state, and macropore infil- tration contributions are all expected to be significant, then a postadvance and the two advance equations are needed to solve simultaneously for K, B, and C. Table 2 ), the inflow is relatively constant (low CVQ' Table 2 ) while the advance trajectory is well described by a power law (low R 2 v). (k, b) , in commonly used length and time units (millimeters and hours, respectively). The first three solutions (SI-S3) were generated for values of B equal to 0, 0.5, and 1.0 times the value calculated with Eq. (8). Because the parameters are not independent, increases in B result in corresponding decreases in K and a. The resulting functions predict similar depths for times less than tv but diverge for longer times (Fig. 1) .
The RMSE_TA(2) values computed for these tests (Table 3) show that comparisons of the two measured advance times with the simulation results are not very useful for assessing the reliability of the estimated infiltration function. Comparisons with a larger data set of advance measurements might prove more useful, as suggested by the corresponding RMSE_TA, but detailed advance data typically are not collected with two-point evaluations. In contrast, the final average and minimum infiltrated depths (Davg and D min ) simulated with Solutions SI-S3 provide useful information, even if postadvance results cannot be validated. Since differences in the predicted final infiltration distribution are small, and likely within the range of accuracy of the inflow measurements, the estimated performance can be considered reliable. The small contribution of the postadvance phase to the total infiltrated volume together with the similarity in infiltration behavior predicted with these functions for opportunity times less than tL (Fig. 1) explains why the D avg and D min results are comparable with Solutions SI-S3.
Comparison of the observed and predicted recession (RM-SE_TR) and outflow (NSE) data further enhance our confidence in the results. The NSE indicator has a maximum value of 1 when predictions exactly match the observations, and large negative values when the model fit is poor. These results show that both Solutions S1 and S2 reproduce the observed outflow reasonably well, although S1 did slightly better. Note, however, that advance predictions with S1 are slightly inferior to those computed with Solution S2. The results for the S3 solution suggest an inadequate fit, which could help explain the small error in predicted final infiltrated depth. Because of the small number of observations, these results are very sensitive to the observations and need to be interpreted cautiously.
Although the two-point method produces reliable results for (Bautista et al. 2009b) . The simulations used the field-measured inflow hydrograph and field bottom elevations as inputs, while cross section and hydraulic roughness were assumed uniform. In Win-SRFR, Z is calculated as Z=W'Z=W(kTa+bT+C) where W is a user-selected option for calculating transverse width effects on furrow infiltration (a wetted perimeter or furrow spacing FS); z is the infiltration volume/length/width; and k, b, and C are parameters with units compatible with those of z. Because the estimation procedures discussed herein ignore wetted-perimeter effects, the computed K, B, and C values were converted to their lowercase counterparts by dividing them by FS.
Several statistics were computed to assess the goodness-of-fit of the estimated functions. The RMS error (RMSE) was used to compare measured and predicted advance. Since typical twopoint method evaluations measure only two advance times, a RMSE value was calculated based on the two values used for estimation, RMSE_TA(2). For comparative purposes, RMSE values were also computed using all of the advance times included in the data set, RMSE_TA, and for the corresponding recession times, RMSE_TR. The minimum (D min ) and final average (D z ) infiltration depths were used to compare the final infiltrated profiles. The Nash-Sutcliffe efficiency (NSE) indicator was used to compare the measured and predicted runoff hydrographs. Since other factors besides infiltration affect the time at which advance is completed and runoff begins, NSE calculations were based on time-adjusted simulated hydrographs (to match the predicted and observed initial runoff of times). Table 2 presents a mass balance summary for each test and useful data variability indicators discussed in previous paragraphs. In the table, D Q and D RO are, respectively the final inflow and depths, and D z is as previously defined. The indicator values will be discussed in relation to the results generated for each individual example.
Results
Benson 2-2-1
Important features of this example are the long advance phase in relation to cutoff time ( this example, even with imprecise knowledge of B, a solution was also generated using the two-times method described earlier [Eq. (9b) at t 2 and Eq. (13) Because the Benson test has a small value of the ratio Vy / VQ' results are not expected to be very sensitive to likely errors in the estimated surface volumes. This sensitivity is explored with the two-point solution S5, which was calculated with B=O and <J y = 1.0. Advance, recession, and final mass balance predictions are all similar to those obtained with Solution S1. Although not shown here, the S1 and S5 solutions predict very similar infiltrated depths for very long times.
The two-point solution S6 was developed to illustrate the importance of runoff and recession data in assessing the contribution of roughness properties versus those of infiltration. The example assumes twice the value of n (0.04) used in previous examples (with B set equal to the value used to develop Solution S2). Since validation statistics show that this solution matches the observed advance times slightly better than previous solutions, but predicts runoff and recession far less accurately (NSE and RMSE_TR values, 
Matchett 2-3-5
The Matchett data set is characterized by a long runoff phase in comparison with the advance phase and a large runoff volume (Tables 1 and 2 ). In comparison with the Benson data set, the inflow is more variable but the bottom slope is more uniform ( Table 2 ). The R~values ultimately suggest a fairly monotonic advance trajectory.
The two-point solutions S I-S3 (Table 1) were generated for three values of B [respectively, 0, 0.5, and 1.0 times the value computed with Eq. (10)]. As before, these solutions are nearly identical for times less than t 2 but diverge for longer times (Fig. 2) . However, and in contrast with the Benson examples, these solutions produce markedly different D z and D min values in validation because of the long storage phase. Of note as well is that the solution computed with B given by Eq. (8) did not produce the best validation results, despite the near-steady outflow measured for this test. Best results were obtained instead with the S2 solution. Because of the similarity of advance and recession accurately than Solution S2, especially the shape of the outflow hydrograph (Table 4) . Despite this apparent sensitivity, the S2, S4, and S5 solutions all produce very similar D min and D z predictions. Again, this implies that anyone of the functions can be used to characterize the final infiltration distribution for this event. It is important to note here that for this example, similar infiltration estimates can be generated from standard two-point as from two-times estimation. For other data sets, results can be substantially different, as will be illustrated with the following example. predictions, the relative accuracy of these solutions cannot be established based on advance and recession predictions alone. Fig. 3 compares the outflow hydrographs computed with the S I-S3 solutions and also displays the measured hydrograph. The final outflow measurement is identified on the graph. This single measurement can be used to compare the S I-S3 functions and, for this example, helps identify S2 as the better solution. The value of B can be further adjusted to better match the measured runoff, but considering the accuracy of the outflow measurement and of other inputs, additional adjustments are not warranted.
Solutions S4 and S5 in Table 4 were generated using the twotimes approach [Eqs. (9b) and (13)]. Solution S4 was found by solving for K and B, by testing different values of a, and comparing the simulated and the measured outflow hydrographs. Best results were obtained with a=0.3. The outflow hydrograph for this data set exhibits a rapid rise in the outflow rate followed by a near-steady outflow, a behavior that suggests a large volume of macropores. Consequently, the data were fitted also to the KT Q + C infiltration function. Solution S5 was found by solving for K and C, with B=O. As with S4, different values of a were tested and best results were calculated with a =0.7. The S4 and S5 functions are very similar to the S2 solution and, thus, are not shown. Nevertheless, they reproduce the observed event slightly more Analysis of the Printz data set presents particular challenges because of data irregularities. Fig. 4 is a combined plot of all relevant measurements-advance and recession times, inflow and outflow hydrographs, and the bottom profile. The indicators of Table 2 show that bottom slope and inflow are highly variable and that a power law fits the advance velocity data poorly. Much of the flow nonuniformity is explained by unstable inflow conditions at the beginning of the irrigation and a gradual rise in inflow. This is not uncommon for irrigation evaluation data. Also, this field has a change in slope in the last quarter of the length. Hence, variations in key inputs are not random. Fig. 5 illustrates three solutions computed for the Printz data set. The first two (S 1 and S2) are two-point solutions calculated with B=O and for only 80% of the value computed with Eq. (8). Although these functions predict similar infiltrated depths for times less than 50 min (i.e., for infiltrated depths less than 0.022 m), they all reproduce the observed advance with equal accuracy (Table 5 ). However, because of the differences in infiltration behavior for longer times, these solutions produce different recession trajectories and final infiltration results (Table 5) . Neither solution matches the measured D z (Tables 2 and 5 ). More importantly, results cannot be further improved. The predicted outflow with either solution is much larger than the measured one and can only be reduced by increasing the value of B. However, B cannot be increased beyond the value used in Solution 82 because it forces the exponent a to a negative value. This shows that infiltration cannot be characterized for this problem based on advance These difficulties are the result of the heterogeneous field conditions and the resulting advance times. Results may also be affected by hydraulically short irrigation times. Under these conditions, the estimated infiltration volumes are not varying monotonically; hence, it is difficult for the advance-based solution to satisfy the mass balance equation during the postadvance stage of the irrigation event.
In the absence of postadvance data, the implications of the S1 and S2 solutions could be considered in assessing the accuracy of the results. Fig. 6 illustrates the measured and simulated outflow hydrographs. The assumption here is that the outflow is not measured but that the evaluator has some sense of the magnitude of the peak outflow. From the graph, the peak outflow computed with S2 is twice the observed value and with S1 about three times (and slightly more than one-half the inflow). This might convince the evaluator to adopt S2, if he/she believes that the outflow computed with S1 is patently unrealistic. However, the S2 solution is questionable also. If infiltration behaves as given by the S2 solution, then a large volume of water infiltrates nearly instantaneously and immediately followed by steady-state conditions. Because the soil for this test is a loamy sand, a large final infiltration rate can be expected, but a large instantaneous infiltration volume, and thus a small exponent a, is uncharacteristic of highly porous soils. This should alert an experienced evaluator to potential problems with the data.
Although a minor issue relative to the problem of data heterogeneity, another complication with this example is the relatively large surface volumes used in the estimation, about 40% of the inflow volume (Table 2) . Although results are not presented here to illustrate the issue, the results are far more sensitive to the value of the surface shape factor and/or Manning n than previous examples; but still those inputs cannot be adjusted enough, within reasonable ranges, to improve the solution when using the standard two-point method.
Solution S3 was computed using the two-times approach [Eqs. (9b) and (13) (Tables 2 and 5) , and shape of the outflow hydrograph (Table 5 and Fig. 6 ) is substantial. Also, the solution parameters point to a large steady-state rate, which is consistent with the soil type. It should be noted that the shape of the predicted final infiltration profile is still suspect because the observed advance clearly does not follow a power law. However, since the shape can be expected to change little during the storage phase, the two mass balance equations can be more easily satisfied with reasonable values of the parameters.
MAC-F3
Challenges of this example are the small bottom slope, which complicates the estimation of the surface volume, and the lack of runoff data due to the blocked downstream end. On the other hand, the test presents highly uniform inflow, bottom slope, and advance velocity data (Table 2) . If V y is calculated assuming upstream normal depth and (fy =0.76, the resulting volume is greater than the applied volume at t 1 because of the small bottom slope. The inadequacy of the normal depth assumption is evident for this example but may not be as obvious for other data sets. Thus, Yo should always be calculated with Eq. (18) as was done to calculate the two-point solution S1. Because no data are available to generate an initial guess for B, the equations were solved for K and B with a=0.5. Since this value of the exponent produced reasonable results, no further adjustments were investigated for this parameter. The two-point S 1 solution reproduced advance with great accuracy, but systematically overestimated recession time by 22 min ( Table 6 ).
The two-times solution S2 was developed using the t 2 mass balance equation in combination with an estimate of the final average infiltration as a function of 'T avg , Eqs. (20) and (21) . In calculating 'T avg' recession was assumed to occur simultaneously throughout the field at 190 min. This solution redl:lced the errors in predicted recession by more than one-half, but reduced the accuracy of advance predictions (Table 6 ). While these results can be considered accurate for practical purposes, uncertain inputs (e.g., final recession time, (f y' and Manning n) can be adjusted, within reasonable ranges, in an effort to improve the advance predictions. Because of the large V y / VQ ratio for this example (Table 2) , results can be expected to be sensitive to small changes in the estimated surface volume so a logical candidate is to try a small adjustment to (fyo Such an adjustment was made in calculating Solution S3 (from 0.76, the value used to calculate S2, to 0.7). Goodness-of-fit results (Table 6) show that the observed advance and recession times are better predicted with this function. Fig. 7 illustrates the differences between the computed solutions.
Runoff data are not available for this example to provide further validation of the results, so comparison of the final infiltra- (Table 6 ) suggest only slight differences in the infiltrated profiles computed with these infiltration solutions. Hence, results are equally reliable for purposes of characterizing the performance of the evaluated event.
Reliability of Solutions for Operational Analysis and Design
The aforementioned analysis only examined the ability of the estimated functions to reproduce the observed irrigation events and to assess performance. Infiltration estimates are often derived with the purpose of optimizing operation or analyzing alternative system designs. This section provides an example of how to evaluate the reliability of the estimated functions for operational improvement. The scenario under is based on the Benson data set and assumes that the estimated infiltration functions will be used to determine an optimal inflow rate and cutoff time for the same field conditions but targeting a 50-mm infiltration depth. This target is greater than the D min estimated in the previously presented analysis (between 24 and 26 mm, Table 3 ) and even greater than the average application depth for the Benson test (43 mm, Table 2 ) Thus, the estimated functions will be extrapolated in relation to the original test.
Two sets of results are presented in Table 7 . In the first set, the Benson S1 solution (Table 3 ) was used to optimize the operational strategy. Performance results for the optimized operation ble shape for the infiltration function that can be explained based on our understanding of the infiltration behavior of a particular soil, the available data, and the uncertainty of those data.
• Because results cannot be reliably extrapolated beyond the final estimation time, the estimated functions need to be used carefully when optimizing system operation and design.
Notation
Conclusions
are summarized in the column labeled S I-S 1. The resulting Q-t co combination was then tested using Solution S3 (Table 3) . Results are presented in the column S I-S3. In the second set, the optimal Q-t co combination was defined based on S3 (S3-S3) and then tested with the S 1 solution (S3-S 1). Optimal solutions were found by trial-and-error, and aimed to balance the runoff and percolation losses to account for the uncertainty of infiltration. Optimizing operations based on the S 1 solution requires a smaller inflow rate and corresponding longer time than when using S3. The optimal flow for S3 is only slightly larger than the average flow of the original test. Both optimal cases (S I-S3 and S3-S3) predict the same AE and similar runoff and deep percolation losses. However, if S 1 is used to optimize the operation but infiltration is actually described by S3, then water will not get to the end of the field (S 1-S3) and AE will decrease due to large percolation losses. In contrast, if operations are optimized based on S3 but infiltration behaves as predicted by S 1, then advance will not differ much from the predicted values (see tL) nor AE, although the irrigation will result in more runoff than projected. Considering the uncertainty of the infiltration function, the conservative approach would be to base subsequent operational analyses on the S3 solution.
• Infiltration parameter estimation with the two-point method is inherently uncertain because of the limited infiltration information provided by the advance phase of the irrigation and the sensitivity of the calculations to uncertain advance phase data.
• Prior studies have suggested that the two-point method can generate very inaccurate results in open-ended furrows with large advance ratios (cutoff time relative to advance time). Runoff data can contribute vital information to the estimation problem and make results more reliable, if properly incorporated into the analysis. Still, two-point results may fail to predict a correct mass balance in the postadvance phase.
• The reliability of results can be assessed or improved through a systematic estimation-validation process. The approach to follow, and therefore the ultimate reliability of results, will depend on the data collected during an irrigation evaluation.
• A two-times estimation approach, based on a balance relationship at the end of advance and during storage or at final recession, significantly enhances the accuracy of results.
• Validation of estimation results requires an analysis of the sensitivity of the infiltration solutions to uncertain inputs and of the predicted performance to the alternative solutions. Comparisons of measured and predicted advance are insufficient for validation purposes. Agreement in the final infiltration distribution predicted with various solutions computed for a given data provide confidence to those results, despite apparent differences in the infiltration behavior predicted by those functions.
• Because different parameter combinations will satisfy the mass balance relationships, infiltration estimates are reliable only for times than the last time used in the mass balance calculations. Given this limitation, the parameter estimation analysis needs to be less concerned with finding a specific set of parameter values and more with defining a range of opportunity times for a typical target application depth and a reason- 'TAVO average opportunity time (s); and 'P shape factor.
