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Abstract
Gravitational lensing describes how light is deflected as it passes in the vicinity of a mass
distribution. The amplitude of the deflection is proportional to the mass of the deflector,
called “gravitational lens”, and is generally weak, even for large masses. The faintness
of this phenomenon explains why gravitational lensing remained essentially unobserved
until the late 1970s (only gravitational lensing by the Sun has been observed during the
solar eclipse of 1919). Before that time, gravitational lensing was considered merely as a
theoretical curiosity. However, the situation dramatically changed with the discovery of the
first extragalactic gravitational lens in 1979. Since then, together with the technological
progress of astronomical instruments, gravitational lensing has turned from a curiosity
into a powerful tool to address important astrophysical and cosmological questions.
The present thesis focuses on applications related to gravitationally lensed quasars.
Quasars are active galactic nuclei, where matter is heated up as it spirals down onto
the central supermassive black hole. When a galaxy is located on the line of sight to
a distant quasar, it acts as a gravitational lens and produces multiple images of this
background source. The light of the quasar follows different paths for each of its images.
Thus, variations of the intrinsic quasar luminosity are observed at different times in each
image. The time delays between the images can be used to determine the Hubble constant
H0, because they are inversely proportional to H0. This constant describes the current
expansion rate of the Universe, and is one of the fundamental parameters of cosmological
models. Many efforts have been spent over the years to determine H0, but its value is
still poorly constrained. Gravitational lensing has the potential to noticeably decrease the
uncertainty of H0. In practice, this requires regular and long-term monitoring of lensed
quasars. We have run a series of numerical simulations to both optimize the available
telescope time, and measure the time delays with an accuracy of a few percent. The
results of these simulations are presented in the form of compact plots to be used to
optimize the observational strategy of present and future monitoring programs.
Once the time delays are measured, one can infer estimates of H0, provided several
other observational constraints are available. A key element to accurately convert time
delays into H0 is the redshift of the lensing galaxy. These redshift measurements are
difficult because lensing galaxies are generally hidden in the glare of the much brighter
quasar images. As a consequence, lens redshifts are often poorly constrained or even
completely unknown. We have acquired spectroscopic data of sixteen lensing galaxies with
the Very Large Telescope located in Chile. In combination with a powerful deconvolution
algorithm, we determine the redshift of these sixteen lensing galaxies, which represents
about 25% of all currently known quasar lensing galaxies. These results are useful for
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both H0 determinations and statistical studies of gravitational lenses, which can be used
to provide new constraints on cosmological parameters.
While the first part of this thesis focuses on the acquisition of observational constraints
for the lens models, the main part consists in using the phenomenon of microlensing to
determine the energy profile (or spatial structure) of quasar accretion disks. Microlensing
is produced by the stars located in the lensing galaxy. These stars act as secondary lenses,
and are called microlenses. Since the stars are moving in the galaxy, they induce flux
and color variations in the images of the lensed quasar. These effects can be used as a
natural telescope to probe the still mysterious inner structures of quasars with a spatial
resolution about ten thousand times better than the capacities of current astronomical
instruments, including the Very Large Telescope Interferometer. We present a three-year
long spectrophotometric monitoring of the lensed quasar QSO 2237+0305, also known as
the Einstein Cross, conducted at the Very Large Telescope. This monitoring reveals signif-
icant microlensing-induced variations in the spectra of the quasar images. In a subsequent
analysis, we find that the source responsible for the optical and ultraviolet continuum has
an energy profile well reproduced by a power-law R ∝ λζ with ζ = 1.2 ± 0.3, where R is
the size of the source emitting at wavelength λ. This agrees with the predictions of the
standard thin accretion disk model and is, so far, the most accurate determination of a
quasar energy profile.
As a complement to our microlensing study, we have obtained high spectral and spatial
resolution observations of the lensing galaxy of QSO 2237+0305. Our spectroscopic data
are acquired with the SINFONI, FLAMES, and FORS2 spectrographs of the Very Large
Telescope. We describe the reduction of these data, and provide the currently best and
most complete determination of the kinematics of a gravitational lens. The comparison
of our data with previously published dynamical models suggests that those may have
overestimated the mass of the galaxy bulge. Thus, new and more sophisticated models are
required. These models, combined with gravitational lensing, will provide two independent
constraints on the mass distribution. This will allow to better determine the quantity and
distribution of dark matter in this lensing galaxy, and especially in its extended halo.
Keywords
Accretion disk, astrophysics, cosmological parameters, cosmology, dark matter, deconvolu-
tion, Einstein Cross, gravitational lensing, Hubble constant, microlensing, QSO 2237+0305,
quasar, redshift, spectroscopy, time delay.
Re´sume´
L’effet de lentille gravitationnelle de´crit la fac¸on dont la lumie`re est de´fle´chie lorsqu’elle
passe a` proximite´ d’une masse. Cette de´viation est d’autant plus marque´e que la masse
du de´flecteur, appele´ lentille gravitationnelle, est grande, mais demeure faible meˆme pour
des objets massifs. La faiblesse de ce phe´nome`ne explique pourquoi pratiquement au-
cune lentille gravitationnelle n’a e´te´ observe´e avant la fin des anne´es 1970 (seul l’effet
de lentille du Soleil a e´te´ observe´ durant l’eclipse de Soleil en 1919), et pourquoi l’effet
de lentille gravitationnelle e´tait conside´re´ comme une curiosite´ the´orique. La situation
a conside´rablement change´ avec la de´couverte, en 1979, de la premie`re lentille gravita-
tionnelle extragalactique. De`s lors, porte´ par les progre`s technologiques des instruments
astronomiques, l’effet de lentille gravitationnelle est passe´ d’une simple curiosite´ a` un puis-
sant outil pouvant re´pondre a` d’importants proble`mes astrophysiques et cosmologiques.
Cette the`se porte sur des applications lie´es aux quasars subissant l’effet de lentille
gravitationnelle. Un quasar est un noyau actif de galaxie, dans lequel la matie`re est
chauffe´e alors qu’elle tombe en spiralant sur le trou noir supermassif central. Lorsqu’une
galaxie est situe´e sur la ligne de vise´e d’un quasar, elle joue le roˆle de lentille et produit
de multiples images du quasar se trouvant a` l’arrie`re plan. La lumie`re du quasar suit des
chemins diffe´rents pour chacune de ces images. Par conse´quent, si la luminosite´ intrinse`que
du quasar varie au cours du temps, nous observerons ces variations a` des instants diffe´rents
dans chacune des images. Les retards temporels entre les images peuvent eˆtre utilise´s pour
de´terminer la constante de Hubble H0, car ils sont inversement proportionnels a` H0. Cette
constante de´crit l’actuel taux d’expansion de l’Univers. Elle fait partie des parame`tres
fondamentaux des mode`les cosmologiques. De nombreux travaux ont e´te´ entrepris afin
de de´terminer H0, mais sa valeur n’est pas encore mesure´e pre´cise´ment. L’e´tude des
lentilles gravitationnelles a le potentiel de conside´rablement diminuer l’incertitude de H0.
En pratique, ces mesures ne´cessitent des observations re´gulie`res s’e´tendant sur plusieurs
anne´es. Nous avons effectue´ une se´rie de simulations nume´riques afin d’optimiser l’usage
du temps d’observation a` disposition, et d’atteindre une pre´cision de mesure de quelques
pourcents sur les retards temporels. Les re´sultats de ces simulations sont pre´sente´s sous
forme de graphiques qui peuvent eˆtre utilise´s pour optimiser la strate´gie d’observation des
programmes actuels et futurs de suivi de quasars subissant l’effet de lentille.
Une fois que les retards temporels sont mesure´s et que plusieurs autres e´le´ments sont
connus, nous pouvons en de´duire la valeur de H0. Un des e´le´ments cle´s pour la conversion
des de´lais temporels en H0 est le de´calage vers le rouge (redshift) de la galaxie-lentille.
La mesure de ces de´calages est difficile car la lentille est ge´ne´ralement cache´e par les
images nettement plus lumineuses du quasar. Par conse´quent, les de´calages vers le rouge
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de nombreuses galaxies-lentilles sont souvent mal de´finis, voire comple`tement inconnus.
Nous avons obtenu des donne´es spectroscopiques de seize galaxies-lentilles avec le Very
Large Telescope situe´ au Chili. En combinant ces donne´es avec un puissant algorithme de
de´convolution, nous avons pu de´terminer le de´calage vers le rouge de ces seize galaxies, ce
qui repre´sente environ 25% de tous les redshifts de lentilles de quasars connus a` ce jour.
Ces re´sultats sont utiles, d’une part, pour la de´termination de H0 et, d’autre part, pour
des e´tudes statistiques des lentilles gravitationnelles qui peuvent apporter de nouvelles
contraintes sur les parame`tres cosmologiques.
Alors que la premie`re partie de cette the`se est focalise´e sur l’acquisition d’observations
pour contraindre les mode`les de lentilles, la partie principale consiste a` utiliser l’effet de
microlentille gravitationnelle pour de´terminer le profil d’e´nergie (ou la structure spatiale)
du disque d’accre´tion d’un quasar. L’effet de microlentille est produit par les e´toiles de la
galaxie-lentille. Ces e´toiles jouent le roˆle de lentilles secondaires, appele´es microlentilles.
Puisque ces e´toiles se de´placent a` l’inte´rieur de la galaxie, elles induisent des variations de
l’intensite´ et de la couleur des images du quasar subissant l’effet de lentille. Ces variations
peuvent eˆtre utilise´es comme un te´lescope naturel pour sonder les structures internes, en-
core mal connues, des quasars, et ceci avec une re´solution spatiale surpassant dix mille fois
les capacite´s des instruments astronomiques actuels incluant le Very Large Telescope In-
terferometer. Nous pre´sentons un suivi spectrophotome´trique de plus de trois ans, effectue´
au Very Large Telescope, du quasar QSO 2237+0305 subissant l’effet de lentille gravita-
tionnelle induit par une galaxie d’avant-plan. Ce quasar est e´galement connu sous le nom
de la Croix d’Einstein. Ce suivi re´ve`le d’importantes variations dans les spectres des im-
ages du quasar provoque´es par l’effet de microlentille. Dans une analyse subse´quente, nous
montrons que la source responsable de l’e´mission du continu optique et ultraviolet posse`de
un profil d’e´nergie bien repre´sente´ par la loi de puissance R ∝ λζ avec ζ = 1.2 ± 0.3,
ou` R est la taille de la source e´mettant a` la longueur d’onde λ. Ceci concorde avec les
pre´dictions du mode`le standard pour les disques d’accre´tion minces et repre´sente, a` ce
jour, la de´termination la plus pre´cise du profil d’e´nergie d’un quasar.
En comple´ment a` notre e´tude de l’effet de microlentille, nous avons obtenu des observa-
tions a` hautes re´solutions spectrale et spatiale de la galaxie-lentille dans QSO 2237+0305.
Nos donne´es spectroscopiques sont acquises avec les spectrographes SINFONI, FLAMES,
et FORS2 du Very Large Telescope. Nous de´crivons la re´duction de ces donne´es et obtenons
la meilleure et plus comple`te de´termination de la cine´matique d’une lentille gravitation-
nelle. La comparaison de nos donne´es avec les pre´dictions de pre´ce´dents mode`les dy-
namiques sugge`re que ces derniers ont peut-eˆtre surestime´ la masse du bulbe de la galaxie.
Par conse´quent, de nouveau mode`les, plus sophistique´s, sont ne´cessaires. Ces mode`les,
combine´s a` l’effet de lentille gravitationnelle, apporteront deux contraintes inde´pendantes
sur la distribution de matie`re. Ceci devraient permettre de mieux de´terminer la quantite´
et la distribution de la matie`re sombre dans cette galaxie-lentille, et notamment dans son
halo.
Mots-cle´s
Astrophysique, constante de Hubble, cosmologie, Croix d’Einstein, de´calage vers le rouge
(redshift), de´convolution, disque d’accre´tion, lentille gravitationnelle, matie`re sombre, mi-
crolentille, parame`tres cosmologiques, QSO 2237+0305, quasar, retard temporel, spectro-
scopie.
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“Science is facts; just as houses are made of stones, so is
science made of facts; but a pile of stones is not a house
and a collection of facts is not necessarily science.”
Henri Poincare´ (1854 - 1912)
Chapter 1
Introduction
The deflection of light passing close to a mass concentration was already mentioned in
1704, when Sir Isaac Newton wondered :
“Do not bodies act upon light at a distance, and their action bend its rays; and is not
this action strongest at the least distance?”
Even though the phenomenon was known, it took more than two centuries before gravita-
tional lensing could be consistently explained through Albert Einstein’s theory of General
Relativity. Since the beginning of the 20th century and especially in the last thirty years,
together with the technological advances of astronomical instruments, gravitational lensing
has evolved from a curiosity into a powerful tool to address astrophysical and cosmological
questions. Applications of gravitational lensing are numerous, and we briefly summarize
some selected highlights.
Gravitational light deflection is determined by the mass distribution in the lensing
object, and is equally sensitive to dark and luminous matter. Lensing is therefore an ideal
tool for measuring the total mass of astronomical bodies. Several important discoveries
were made using gravitational lensing, e.g., the discovery of a portion of dark matter in
the form of low-mass stars in our Galaxy (e.g., Alcock et al., 1993; Aubourg et al., 1993),
the detection of one of the smallest known extrasolar planets (Beaulieu et al., 2006), the
detection of massive large-scale structures in our Universe (e.g., Van Waerbeke et al.,
2000), and the finding of a direct empirical proof of the existence of dark matter (Clowe
et al., 2006).
An interesting property of gravitational lenses is that they act as natural telescopes.
Since lenses can magnify background sources, these appear brighter than they would
without a lens. This magnification effect has yielded spectacular results, such as the
detection of some of the most distant galaxies in the Universe (with z ' 7 by Kneib
et al., 2004). The stars in a lensing galaxy can act as numerous secondary microlenses,
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and because these stars are moving in the lensing galaxy, they induce flux and color
variations in the images of the lensed background source. These effects can be used as
a natural telescope to resolve and probe the inner structures of lensed quasars with a
spatial resolution of about one micro-arcsecond (e.g., Kayser et al., 1986). This is far
beyond the reach of any presently available telescope. For instance, the MID-infrared
Instrument (MIDI) of the Very Large Telescope Interferometer (VLTI) of the European
Southern Observatory (ESO) reaches an angular resolution of about 10 milli-arcseconds
in the infrared. This resolution corresponds to a building of ten floors on the Moon seen
from the Earth. Even though these performances are exceptional, gravitational lensing
can reach a resolution about ten thousand times better.
Other applications of gravitational lensing provide estimates of cosmological parame-
ters. For example, the probability that a distant object is strongly lensed is proportional
to the number of possible lensing objects along the line of sight, and because the volume
element as a function of distance depends on the cosmological model, it is thus quite sensi-
tive to dark energy. Statistical studies of gravitational lenses therefore provide constraints
on the density of dark energy in the Universe (e.g., Fukugita et al., 1990; Turner, 1990).
The Hubble constant H0 is another cosmological parameter that can be estimated from
gravitational lensing. This constant is a fundamental parameter of current cosmological
models because it describes the actual expansion rate of the Universe, and because it sets
the scale of extragalactic distances. Despite the observational efforts spent over the years,
and the numerous different techniques developed to measure H0, its value is still poorly
constrained, and its uncertainty reaches 10% (Freedman et al., 2001). Gravitational lensing
has the potential to noticeably decrease this uncertainty through the so-called time-delay
method (Refsdal, 1964a). This method is based on the property that a galaxy situated on
the line of sight of a distant background source produces multiple and magnified images of
the source. The light of these images follows different paths, and hence intrinsic variations
of the source are observed at different times in each image. The time delays between the
images are proportional to H−10 , and hence can be used to determine its value.
The present thesis focuses on applications related to a particular kind of gravitational
lenses: gravitationally lensed quasars. Quasars are active galactic nuclei and are the
brightest objects known in the Universe. Presently, there are approximately one hundred
identified lensed quasars1, and hence only one in five hundred quasars is lensed. The
theory of gravitational lensing is now well understood, and one of the main difficulties
encountered by quasar lensing applications is the acquisition of the data. Observations of
gravitational lenses are challenging, because the deflection of light is a weak phenomenon,
and the typical angular separation between the multiple images of a lensed quasar is
about one arcsecond. Observations of lensed quasars are hence only possible with sub-
arcsecond spatial resolutions. Such resolutions are reached by space-based telescopes, or
large ground-based telescopes, but are much more difficult to reach with more common
1m-class ground-based telescopes.
1See http://cfa-www.harvard.edu/castles .
31.1 Outline
In the first part of this thesis, we give a theoretical introduction. In particular, we remind in
Chapter 2 some basics of modern cosmology and present the current state of observational
cosmology. In Chapter 3, we give some insights on active galactic nuclei with a specific
focus on quasars. We present the basics of gravitational lensing in Chapter 4.
The second part of this thesis presents the COSMOGRAIL project. This project aims
at measuring the Hubble constant H0 with unprecedented accuracy using the time-delay
method mentioned earlier. In practice, this requires regular and long-term (over several
years) monitoring of several lensed quasars. COSMOGRAIL has the unique opportunity
to use partly dedicated 1m-class telescopes and hence large amounts of observing time are
available. In order to use the available time in the most efficient manner, we present in
Chapter 5 numerical simulations that define the optimal observing strategy to adopt for
the determination of the time delays of a given lensed quasar.
Once the time delays are measured, one can infer estimates of H0 from the time-
delay method if several additional elements are provided. These elements are : (i) the
astrometry of the lens and of the lensed images, (ii) the distances to the source and
to the lens, and (iii) the model of the mass distribution of the lens. Measures of the
astrometry are straightforward, and recent observations with the Hubble Space Telescope
(HST) reach precisions of about 5 milli-arcseconds. The correct evaluation of the distances
of the background source and especially of the lens are much more difficult. Whereas the
distance of the source is well determined for the majority of all known gravitationally lensed
quasars, the distance of the much fainter lensing galaxies are often poorly constrained
and sometimes even completely unknown. In Chapter 6, we describe how to determine
the distance of lensing galaxies by using deep spectroscopic data in combination with a
powerful deconvolution algorithm.
In the third and last part, we focus on one particular lensed quasar, namely the Ein-
stein Cross QSO 2237+0305. This object is famous because of the unusual proximity
of its lensing galaxy, which provides a privileged laboratory for lensing experiments. In
Chapter 7, we present our spectrophotometric monitoring of the Einstein Cross conducted
at the Very Large Telescope. Microlensing by stars located in the lensing galaxy induces
chromatic flux variations in the spectra of the quasar images. We use these variations to
infer the spatial structure (or energy profile) of the accretion disk surrounding the cen-
tral supermassive blackhole of the lensed quasar. In Chapter 8, we take advantage of the
proximity of the lens in QSO 2237+0305 to conduct a detailed study of its stellar kine-
matics using long-slit and integral-field spectroscopy. The kinematics can be used to trace
the mass distribution in the lensing galaxy, which we compare to the mass distribution
inferred from gravitational lensing. The combination of these two independent methods
offer a promising way of determining the mass distribution in the extended dark matter
halo. Finally, we present the conclusion of this thesis and give perspectives for the future.
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Part I
Theoretical background
5

“The most incomprehensible thing about the
world is that it is at all comprehensible.”
Albert Einstein (1879 - 1955)
Chapter 2
Basics of modern cosmology
Cosmology is the study of the Universe in its totality, and has fascinated mankind for
thousands of years from various points of view including science, philosophy, and religion.
In recent times, science has come to play a more central role in our understanding of the
Universe through theoretical and technological developments. Since the last decade, we
are witnessing an epoch of tremendous discoveries in cosmology.
The general picture that science has led to is known as the concordance model and
a cartoon of the evolution of the Universe is depicted in Fig. 2.1. Following this model,
the history of the Universe began some 13.7 billions of years ago with the Big Bang, an
extremely hot and dense state. From this moment on, the Universe started to expand and
cool down. At the very beginning, the Universe is thought to have undergone a phase of
exponential expansion called inflation. The physical details of the inflationary scenario
are still not well understood, and it is not yet clear what put an end to the inflation, after
which the normal Friedmann evolution of the Universe began.
A few minutes after the Big Bang, protons and neutrons began to combine in the
process of nuclear fusion and formed the first atomic nuclei, predominantly helium, as
well as very small quantities of other simple nuclei. This primordial nucleosynthesis only
lasted for about twenty minutes, after which the temperature and density of the Universe
fell to the point where nuclear fusion can not continue. As the Universe was continuing to
cool down, electrons began to be captured by the ions, forming first atoms. This process
is known as recombination and occurred approximately 400,000 years after the Big Bang.
As most of these atoms were neutral, the Universe became transparent to photons for
the first time. Photons emitted at that time, are those that we see today in the Cosmic
Microwave Background (CMB) radiation. This thermal radiation is a visible relic of the
Big Bang and follows a blackbody spectrum with a temperature of 2.725 K.
About 400 millions years later, the matter in the Universe slowly assembled driven
by gravitation. First stars and active galactic nuclei (AGNs) were created and started to
radiate so intensely that they reionized the whole Universe. Galaxies assembled in groups
and clusters, creating always larger structures.
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Figure 2.1: The history of the Universe illustrated by the NASA/WMAP Science Team.
Given this general picture, we will briefly review some theoretical concepts on which
the current cosmological model is based, and which are necessary for the description of
the phenomenon of gravitational lensing in Chapter 4.
2.1 The cosmological principle
The cosmological principle is not formally a principle, but rather an assumption or math-
ematically speaking an axiom, that is based on observed properties of the Universe, and
states that
“On large spatial scales, the Universe is homogeneous and isotropic.”
Isotropy implies that the Universe has the same characteristics in all directions, and ho-
mogeneity means that the Universe is identical everywhere in space. Maybe the most
important implication of this principle is that there is no preferred place in the Universe.
2.2 The Friedmann-Lemaˆıtre-Robertson-Walker metric
When applied, the cosmological principle severely restricts the large variety of possible
cosmological theories. An exact solution of the Einstein field equations of General Rel-
ativity describing a homogeneous and isotropic Universe was first found by Alexander
Friedmann (1922). Later, Georges Lemaˆıtre (1927) arrived independently at similar re-
sults as Friedmann. Howard Percy Robertson and Arthur Geoffrey Walker explored the
9problem further during the 1930s, and proved the uniqueness of the Friedmann-Lemaˆıtre-
Robertson-Walker (FLRW) metric (i.e. the FLRW metric is the only one on a Lorentzian
manifold that is both homogeneous and isotropic). Walker (1935) considered the metric
c2 dτ2 = c2 dt2 −R2(t)
(
dr2
1− kr2 + r
2
(
dθ2 + sin2 θ dφ2
))
= gµν dxµ dxν
where k describes the curvature and is time-independent, and R(t) is the scale factor and is
explicitly time dependent. This metric leaves some choice of normalization, commonly k is
specified to be equal to ±1 or 0 by using an appropriate normalization of the coordinates.
Robertson (1935) considered the following solution of the Einstein field equations
c2 dτ2 = c2 dt2 −R2(t) (dχ2 + S2k(χ) (dθ2 + sin2 θ dφ2)) = gµν dxµ dxν .
One can verify that these two metrics are equivalent by defining
r(χ) = Sk(χ) =

sin(χ) if k = 1
χ if k = 0
sinh(χ) if k = −1 .
Frequently the scale factor R(t) is normalized to its actual value R0, and is then written
a(t) .=
R(t)
R0
.
The FLRW metric nicely incorporates the idea of a uniformly expanding cosmological
model with no center.
2.3 The Hubble constant
The Hubble parameter H(t), also called the expansion rate of the Universe, is defined by
H(t) .=
R˙(t)
R(t)
=
a˙(t)
a(t)
=
d
dt
ln(a(t))
where R˙ = dR/dt and a˙ = da/dt. The value of H(t) measured today is written H0
and is called the Hubble constant. The relation between the distances and the observed
radial velocities of nearby galaxies can be obtained from the proper distance DP = R(t)χ
of the source. Even if the source remains at the same comoving coordinates (i.e. χ, θ
and φ are constant), the proper distance of the source changes with time because of the
time-dependence of the scale factor R(t). Due to this, the source has an apparent radial
velocity vr with respect to the observer given by
vr =
dDP
dt
= R˙ χ =
R˙
R
DP = H(t)DP .
This relation was first predicted theoretically by Lemaˆıtre (1927), and was observed for
the first time in 1929 by Edwin Hubble, and is now known as Hubble’s law. Hubble (1929)
measured the distances of nearby galaxies by observing Cepheid variable stars. He proved
that the galaxies are receding in every direction at speeds directly proportional to their
distance. This provided the first observational evidence for the expansion of the Universe.
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2.4 The cosmological redshift
Photons emitted by a distant source located at the comoving radial coordinate r = re will
travel through the Universe until they reach us at r = 0. If they follow a radial geodesic
(i.e. dθ = dφ = 0), we know from the FLRW metric that
0 = gµν dxµ dxν = c2 dt2 −R2(t) dr
2
1− kr2 ⇒ c
dt
R(t)
= − dr√
1− kr2 .
If a photon is emitted at a comoving time coordinate te, it will reach us at a time to. In
the same manner, a photon emitted at te + δte will reach us at to + δto, and thus
c
∫ to
te
dt
R(t)
= −
∫ 0
re
dr√
1− kr2 = c
∫ to+δto
te+δte
dt
R(t)
.
We can rewrite this∫ to
te
dt
R(t)
=
∫ te+δte
te
dt
R(t)
+
∫ to
te+δte
dt
R(t)
=
∫ to
te+δte
dt
R(t)
+
∫ to+δto
to
dt
R(t)
=
∫ to+δto
te+δte
dt
R(t)
.
And hence, for sufficiently small δte and δto, we can consider R(t) to remain approximately
constant over the time intervals [te; te + δte] and [to; to + δto], leading to∫ te+δte
te
dt
R(t)
=
∫ to+δto
to
dt
R(t)
⇒ δte
R(te)
=
δto
R(to)
⇒ δto
δte
=
νe
νo
=
λo
λe
=
R(to)
R(te)
where λ and ν = c/λ are the wavelength and frequency of the photon, respectively. As a
consequence, the observed wavelength λo is shifted relative to the emitted wavelength λe.
This shift z is defined by
z
.=
λo − λe
λe
=
R(to)
R(te)
− 1 = a(to)
a(te)
− 1 .
Since Hubble (1929) discovered his famous law, our Universe is known to be expanding.
This implies for the scale factor that R(to) > R(te) ⇒ λo > λe. Hence, due to the expan-
sion of the Universe, the observed wavelengths of distant objects are redshifted relative to
the emitted wavelengths.
This redshift is not a Doppler redshift, in the sense that the galaxies and the ob-
server are not moving away from each other, but instead it is the space between them
that expands. Hence, the cosmological redshift is by itself a property of the expanding
spacetime.
2.5 The Friedmann equations
Considering the FLRW metric describing an isotropic and homogeneous Universe, one can
compute the Ricci tensor defined by
Rαβ = R
γ
αγβ = ∂γΓ
γ
αβ − ∂βΓγαγ + ΓσαβΓγσγ − ΓσαγΓγσβ
where the Γs are the Christoffel symbols
Γγαβ =
1
2
gγδ [∂β gδα + ∂α gδβ − ∂δ gαβ ] .
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After some algebra, we get
R00 = − 3c2
a¨
a
R0i = 0 Rij = − 1
a2c2
(
aa¨+ 2a˙2 +
2k c2
R20
)
gij .
The cosmological principle states that the Universe looks the same in all directions and
from any observing point. We can take this a stage further and assert that all the laws of
physics take the same form independently of the reference frame. Mathematically speak-
ing, this states that any law of physics has to be covariantly conserved, i.e. a coordinate
transformation does not affect physical observables. Following this idea, Albert Einstein
found the Einstein tensor Gµν , which is covariantly conserved, and established his famous
field equations
Gµν = Rµν − 12gµνR− Λgµν =
8piG
c4
Tµν
where Tµν is the energy-momentum tensor and Λ is the cosmological constant. These field
equations link the spacetime geometry Gµν with its energy content Tµν . The most general
form of Tµν compatible with the cosmological principle is
Tµν =
1
c2
(ρ c2 + p)ωµων − Pgµν with ωµ = gµν dx
ν
dτ
and ωµωµ = c2 .
This is the energy-momentum tensor of a perfect fluid, i.e. a fluid that is completely
characterized by its rest frame energy density ρ c2 and isotropic pressure P . In the fluid
rest-frame, we have ωµ = (c, 0, 0, 0) implying T00 = ρ c2 and Tii = −Pgii. Introducing
this into Einstein’s field equations leads to the Friedmann equations (Friedmann, 1922)
(
a˙
a
)2 = 8piG3 ρ− k c2R20a2 + 13Λc2
a¨
a = −4piG3
(
ρ+ 3P
c2
)
+ 13Λc
2 .
These equations can be integrated with respect to time, and give
d
dt
(
ρc2 a3
)
+ P
d
dt
(
a3
)
= 0 .
This equation is equivalent to the first law of thermodynamics applied to an adiabatic
expansion, i.e. dU = −P dV , where V is the volume and U is the internal energy of the
system. This expresses the conservation of energy in the Universe.
2.6 The energy components of the Universe
A powerful approximate model for the energy content of the Universe is obtained by
dividing the content of the Universe in three different perfect fluids: one non-relativistic
component ρm c2, one relativistic component ρr c2, and one (still mysterious) component
related to the energy of the vacuum ρΛ c2 and sometimes referred to as dark energy. With
these definitions, we can rewrite the Friedmann equations
(
a˙
a
)2 = 8piG3 ρ− k c2R20a2
a¨
a = −4piG3
(
ρ+ 3P
c2
)
where ρ = ρm + ρr + ρΛ and P = Pm + Pr + PΛ.
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Pressure-Free Matter
The matter contained in stars, galaxies, as well as gas in the intergalactic medium, is
composed of non-relativistic particles and the pressure induced by the slow motion (with
respect to the speed of light) of these particles is gravitationally completely insignificant.
Hence, the corresponding equation of state is well approximated by Pm = 0 and from the
integrated Friedmann equations, we get
d
dt
(
ρmc2 a3
)
= 0 ⇔ ρm a3 = constant.
Radiation
For particles moving with large velocities (e.g., photons), the pressure is no longer negligi-
ble and the energy density is related to the pressure by the equation of state Pr = 13ρrc
2.
The integrated Friedmann equations then give
d
dt
(
ρr a
3
)
+
ρr
3
d
dt
(
a3
)
= 0 ⇔ d
dt
[
ln (ρr) +
4
3
ln
(
a3
)]
= 0 ⇔ ρr a4 = constant.
Vacuum Energy
If we assume that the geometrical term Λgµν that appears in the Einstein field equations
is caused by an energy-momentum tensor TΛµν related to the vacuum, we get
TΛµν
.=
Λc4
8piG
gµν .
The Universe being homogeneous and isotropic, we can consider the vacuum as a perfect
fluid, and hence
ρΛc2 = TΛ00 =
Λc4
8piG
⇒ ρΛ = constant.
The integrated Friedmann equations then imply(
ρΛc2 + PΛ
) d
dt
(
a3
)
= 0 ⇒ PΛ = −ρΛc2 .
This means that the vacuum has a negative pressure and implies that the vacuum energy
acts like a repulsive force and therefore has a tendency to accelerate the expansion of the
Universe.
Over the past two decades, there has been growing evidence that the expansion rate
of the Universe is indeed accelerating. The most direct evidence is provided by supernova
observations (e.g., Perlmutter et al., 1999) and implies that a form of repulsive dark energy
must exist. The nature of this dark energy is still unknown. Dark energy is commonly
described by the equation of state PDE = w ρDEc2. In the concordance model, dark
energy is identified with the vacuum energy and hence w = −1.
2.7 The critical density
The first Friedmann equation reveals that there is a direct connection between the density
of the Universe and its global geometry
H2(t) =
8piG
3
ρ− k c
2
R20 a
2(t)
.
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For a given rate of expansion H(t), there is a critical density ρc(t) that will yield k = 0,
making the comoving part of the metric look Euclidean.
ρc(t)
.=
3H2(t)
8piG
.
We can consider three different geometries for the Universe:
• if k = 0⇔ ρ(t) = ρc(t), the three-dimensional space for any fixed time t is Euclidean,
i.e. flat.
• if k = 1 ⇔ ρ(t) > ρc(t), the space is closed, i.e. it has a finite volume, but has no
boundaries (e.g., the surface of a sphere is a closed two-dimensional space), and has
a spherical symmetry.
• if k = −1⇔ ρ(t) < ρc(t), the space is called hyperbolic and is open, i.e. it is unbound
and infinite.
2.8 The density parameters
In order to simplify the Friedmann equations, the energy density is commonly normalized
with the critical density ρc. This defines the density parameters
Ωi(t)
.=
ρi(t) c2
ρc(t) c2
=
8piG
3H2(t)
ρi(t) where i = m, r, or Λ .
For instance, the density parameter of the vacuum is
ΩΛ(t)
.=
ρΛ c2
ρc(t) c2
=
Λc4
8piG
8piG
3 c2H2(t)
=
Λ c2
3H2(t)
.
In a similar way, we can define an energy density ρk for the curvature and its corresponding
density parameter Ωk
8piG
3
ρk = −k c
2
R20
⇔ Ωk(t) .= ρk c
2
ρc(t) c2
= − k c
2
H2(t)R20
.
We can rewrite the first Friedmann equation using these definitions
1 = Ωm +Ωr +ΩΛ +Ωk ⇔ Ωk = 1− Ωm − Ωr − ΩΛ .
We can also write(
a˙
a
)2
= H20
a20
a2
(
1− 8piG
3H20
(
ρm(t0) + ρr(t0) + ρΛ(t0)− (ρm + ρr + ρΛ) a
2
a20
))
.
We have already mentioned that
ρm a
3 = ρm(t0) a30 ; ρr a
4 = ρr(t0) a40 ; ρΛ = ρΛ(t0) .
Hence, written in terms of the density parameters Ωi0 = Ωi(t0) at the time t = t0, this
gives(
a˙
a
)2
= H20
(
(1− Ωm0 − Ωr0 − ΩΛ0)
[
a
a0
]−2
+Ωm0
[
a
a0
]−3
+Ωr0
[
a
a0
]−4
+ΩΛ0
)
.
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2.9 Cosmological distances
The comoving coordinate system (ct, χ, θ, φ), or equivalently (ct, r, θ, φ), relates to proper
distances (i.e. distances measured in a hypersurface of constant proper time t) in a space-
time described by the FLRW metric. The proper distance DP of a point P1 from another
point P2 is the distance measured by a chain of rulers held by observers which connect P1
to P2 at a given time t
DP (t)
.= R(t)χ12 with χ12 = (χ2 − χ1) =
∫ r2
r1
dr√
1− kr2 .
To express χ12 in terms of measurable quantities, we consider a photon (c2 dτ2 = 0)
traveling along a radial geodesic (dθ = dφ = 0). This yields
χ12 = −
∫ t1
t2
c dt
R(t) =
1
R0
∫ a2
a1
c
a2 (a˙/a)
da
= cH0R0a0
∫ a2
a1
1√
(1−Ωm0−Ωr0−ΩΛ0)
[
a
a0
]−2
+Ωm0
[
a
a0
]−3
+Ωr0
[
a
a0
]−4
+ΩΛ0
a0
a2
da .
From the definition of the redshift we have a = a0/(1 + z) and thus
χ12 =
c
H0R0
∫ z2
z1
dz√
(1− Ωm0 − Ωr0 − ΩΛ0) (1 + z)2 +Ωm0(1 + z)3 +Ωr0(1 + z)4 +ΩΛ0
.
We can not measure proper distances to astronomical objects in any direct way. Distant
objects are observed only through the light they emit. Light takes a finite time to travel to
us, and, in this elapsed time, the scale factor R(t) may have changed. Therefore, we can
not physically make any distance measurements along a hypersurface of constant proper
time, but only along the set of light paths traveling to us from the past. However, one
can define operationally other kinds of distance which are, at least in principle, directly
measurable.
One such distance is the angular-diameter distance which is constructed to preserve
a geometrical property of the Euclidean space, namely the variation of the angular size
of an object with its distance to an observer. Let dP (t2) be the proper diameter of the
source placed at P2 at time t2. If the angle subtended by dP (t2) is denoted ∆θ, the
Roberston-Walker metric implies then
dP (t2) = R(t2)Sk(χ12)∆θ .
We define the angular-diameter distance DA(P1, P2) from the source to the observer to be
DA(P1, P2)
.=
d(t2)
∆θ
= R(t2)Sk(χ12) =
R0
1 + z2
Sk(χ12) .
We have already mentioned that
√−Ωk0/k = c/(H0R0), if k 6= 0. Moreover the first
Friedmann equation gives Ωk = 1− Ωm − Ωr − ΩΛ, thus
R0 =
c
H0
1√|Ωk0| = cH0 |1− Ωm0 − Ωr0 − ΩΛ0|−1/2 if k 6= 0 .
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From this, we get the angular-diameter distance of the source at redshift z2, as measured
by an observer located at a redshift z1 < z2
DA(z1, z2) =

1
(1+z2)
c
H0
1√
|Ωk0|
sin
(√|Ωk0| H0c DC) if Ωk0 < 0⇔ k > 0
1
(1+z2)
DC if Ωk0 = 0⇔ k = 0
1
(1+z2)
c
H0
1√
Ωk0
sinh
(√
Ωk0 H0c DC
)
if Ωk0 > 0⇔ k < 0
where DC
.= DP (t0) = R0 χ12 is the comoving distance, and
DC =
c
H0
∫ z2
z1
dz√
(1− Ωm0 − Ωr0 − ΩΛ0) (1 + z)2 +Ωm0(1 + z)3 +Ωr0(1 + z)4 +ΩΛ0
.
Note that in general, DA(z1, z2) 6= DA(0, z2)−DA(0, z1).
2.10 Observational cosmology
Extensive observational studies over the past decades have led to four main cosmological
observations which all validate the Big-Bang theory: (i) the expansion of the Universe,
(ii) the black-body spectrum of the cosmological microwave background (CMB), (iii) the
density fluctuations seen in the CMB and in the distribution of galaxies, and (iv) the
abundances of primordial elements. Together, they provide extremely strong constraints
on cosmological models and show that the Universe began some 13.7 billion years in a very
hot and dense state, that it expanded and cooled down since then, and that the expansion
is currently accelerating.
The expansion of the Universe and the Hubble constant
The expansion of the Universe was first observed by Hubble (1929), who established the
recession of nearby galaxies described by his famous law vr = H0DP . The Hubble constant
H0 is a particularly important parameter because any extragalactic distance determination
is directly related to it. A lot of different methods have been developed to measure H0
and most of these methods are based on so-called distance indicators. Common distance
indicators are stellar objects that can be used as standard candles, e.g., Cepheids or type
Ia supernovae (SNIa). Cepheids are relatively young bright pulsating stars and are known
for their period-luminosity relation. The measurement of the pulsation period determines
the absolute magnitude of the star, which compared to its apparent magnitude, yields the
distance. These stars are used as primary distance indicators, but their use is currently
limited to approximately 30 Mpc. Determination of greater distances require brighter
distance indicators such as SNIa.
When a white dwarf accretes matter from a companion star, it increases the temper-
ature and density inside its core. When the white dwarf reaches the Chandrasekhar limit
of 1.38 M, the temperature and density of its core are high enough to ignite carbon
fusion and the white dwarf is destroyed in a SNIa explosion. Because of this limit in
mass, SNIa all have basically the same initial energy, resulting in explosions with similar
lightcurves. The properties of these lightcurves can be used to determine the luminos-
ity distance of the SNIa. Measuring the redshift of the host galaxy then determines the
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luminosity distance-redshift relation, which provides important observational constraints
on cosmological parameters. Recent systematic searches for distant SNIa have been able
to determine this distance-redshift relation up to a redshift of z ' 2 (e.g., Astier et al.,
2006; Wood-Vasey et al., 2007; Riess et al., 2007). These studies have led to the important
result that the expansion of the Universe is currently accelerating.
Other distance indicators are based on observed properties of galaxies. The Tully-
Fisher (Tully & Fisher, 1977) relation is an empirical relationship between the intrinsic
luminosity of spiral galaxies and their maximum rotational velocity. A similar relationship,
known as the Faber-Jackson (Faber & Jackson, 1976) relation exists for elliptical galaxies
between their intrinsic luminosity and their velocity dispersion. This relation has been
improved by (Djorgovski & Davis, 1987), and is known as the fundamental plane. This
plane defines the relation between the effective radius, average surface brightness and
central velocity dispersion of elliptical galaxies. One further method, called the surface
brightness fluctuation method (Tonry & Schneider, 1988), is based on the fact that galaxies
are made of a finite number of stars and on the hypothesis that the number N of stars
per unit area follows a Poissonian distribution with standard deviation
√
N . The relative
fluctuations of the number of stars per unit area hence scales as 1/
√
N . For a given solid
angle dω, the corresponding area dS depends on the angular-diameter distance DA of
the galaxy with dS = D2Adω. The larger the distance, the larger the number of stars
contained in the solid angle dω and the smaller the relative fluctuations. Once calibrated
with primary distance indicators, these surface brightness fluctuations give an estimate of
the distance.
The problem with these methods, except for the Cepheids, is that there are secondary
distance indicators, i.e. there are calibrated using primary distance indicators. Errors in
the distances estimated from the primary distance indicators will therefore directly affect
the secondary distance indicators, increasing the systematic errors. To minimize this
effect, it is crucial to obtain accurate and reliable primary distance indicators. This was
the aim of the Hubble Space Telescope (HST) Key Project (Freedman et al., 2001), which
established an accurate local distance scale using Cepheids. The project then used this
distance scale for secondary distance indicators, and obtained H0 = 72±8 km s−1 Mpc−1.
Alternative methods to determine H0 are independent of any distance indicators and
can directly be applied to very large distances. One of these methods is based on the
Sunyaev-Zeldovich effect (Sunyaev & Zeldovich, 1970). This effect is the result of high
energy electrons in the hot gas of galaxy clusters distorting the CMB radiation through
inverse Compton scattering, in which some of the energy of the electrons is transferred
to the low energy CMB photons. The observed distortions ∆ICMB in the CMB intensity
ICMB depend on the gas temperature T and electron density ne
|∆ICMB|
ICMB
∝ neRT
with R being the physical extent of the cluster along the line of sight. The surface bright-
ness of the gas X-ray radiation behaves as IX ∝ Rn2e. The temperature T of the gas is
determined from the X-ray spectrum and thus, the length R can be determined
R ∝ 1
IX
(
1
T
|∆ICMB|
ICMB
)2
.
Assuming the cluster has a spherical symmetry the observed angular extent is ∆θ = R/DA,
where DA is the angular-diameter distance. This distance can be used together with the
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redshift of the cluster to determine H0. The systematic errors affecting H0 estimates
using the Sunyaev-Zeldovich effect are still large, of the order 20 km s−1 Mpc−1 (e.g.,
Udomprasert et al., 2004; Jones et al., 2005; Bonamente et al., 2006). However, there is
hope in the future to decrease these errors as more clusters are being observed.
Finally, we mention one further method to measure H0 without using distance indica-
tors. This method is based on the gravitational lensing of quasars and was proposed by
Sjur Refsdal (1964a). The intrinsic flux variations of a lensed quasar are seen at different
times in its lensed images, because the light seen in each image follows different deflected
paths from the source to the observer. The observed time delays between the images
are directly related to H0 and hence can be used to measure it. More details about the
application of this method are given in Section 4.6.
The Cosmic Microwave Background (CMB)
The CMB was discovered by Penzias & Wilson (1965) and gives a snapshot of the Universe
at the epoch of the recombination, when the Universe was about 400,000 years old and be-
came transparent to photons. Two great successes of modern cosmology are the prediction
of the almost perfect black-body spectrum of the CMB (nearly isotropic at a temperature
of 2.725 K) and the detailed prediction of the power spectrum of its anisotropies (reaching
an amplitude ∆T/T ' 10−5). These inhomogeneities were accurately measured by the
Wilkinson Microwave Anisotropy Probe (WMAP) (Hinshaw et al., 2008, see Fig. 2.2).
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Figure 2.2: Left: The CMB temperature fluctuations from the 5-year WMAP data seen
over the full sky (Hinshaw et al., 2008). Right: Power spectrum of the temperature
anisotropies measured by Hinshaw et al. (2008). This plot shows the temperature fluctu-
ations as a function of angular sizes.
The structure of the CMB anisotropies is principally determined by the Baryon1 Acous-
tic Oscillations (BAO) that arise from a competition in the photon-baryon plasma in the
early Universe. The pressure of the photons tends to erase anisotropies, whereas the gravi-
tational attraction of the baryons makes them tend to collapse. These two effects compete
and create acoustic oscillations which give the CMB its characteristic peak structure. The
angular scales of these peaks depend on several cosmological parameters, and are par-
ticularly efficient in constraining them. For instance, the angular scale of the first peak
determines the curvature Ωk0 of the Universe. The second peak (truly the ratio of the
1Baryons are particles made of three quarks. The most common baryons are the proton and the neutron.
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odd peaks to the even peaks) determines the baryon density Ωb0. The third peak gives
information about both the baryons and dark matter densities and leads to the conclusion
that an important part of the matter in the Universe is dark and mostly non-baryonic.
Primordial nucleosynthesis
Only a few minutes after the Big Bang, protons and neutrons began to combine and
produce the first light atomic nuclei: deuterium, helium, lithium, and some traces of other
nuclei. The abundances of these primordial elements are determined
by observing astronomical objects in which very little stellar nucleosynthesis has taken
place (such as certain dwarf galaxies) or by observing objects that are very far away,
and thus can be seen in a very early stage of their evolution (such as distant quasars).
The derived abundances and their comparison with detailed models of nucleosynthesis in
the early Universe (e.g., Tytler et al., 2000) imply that the baryonic energy density is
Ωb0 ≈ 0.04. But since Ωm0 is much larger, this result implies that most of the matter in
the Universe is dark, and that only a small fraction of it is baryonic.
Large-scale structures
The CMB anisotropies indicate very small inhomogeneities at the time of recombination.
Whereas, the inhomogeneities observed today in the form of large-scale structures, like
galaxy clusters or filaments, are massive perturbations with a mean density more than
hundred times larger than the mean density of the Universe. It is believed that the den-
sity fluctuations that we see today have evolved from much smaller fluctuations in the
early Universe. The evolution of these inhomogeneities is driven by gravitation and de-
pends on the expansion rate of the Universe, which further increases the density contrast.
As a consequence, the scale length of the fluctuations decreases with time (i.e. at smaller
redshift), while their amplitude increases. The relation between the amplitude and the
scale length defines the power spectrum and can be used to derive constraints on cosmo-
logical parameters. Large-scale fluctuations are observed in the CMB anisotropies, while
smaller scales are probed by the distribution of galaxies, which can be determined from
large surveys such as the 2 degree Field Galaxy Redshift Survey (Colless et al., 2001, see
Fig. 2.3) or the Sloan Digital Sky Survey (Stoughton et al., 2002). These surveys detect the
density fluctuations in the clustering of galaxies and use them to constrain cosmological
parameters (e.g., Eisenstein et al., 2005; Percival et al., 2007).
Other means to derive the spatial distribution of matter are based on measurements of
weak gravitational lensing. The massive structures situated along the line of sight deflect
the light emitted by background galaxies and induce distortions in the galaxy images. The
observed distortions can therefore be used to determine the intervening mass distributions.
Lensing surveys are complementary to both galaxy surveys and CMB observations as they
probe the density power spectrum at modest redshifts, i.e. at smaller scales. Over the past
few years, there has been dramatic progress in using weak lensing data as a probe of mass
fluctuations in the nearby Universe (for a recent review, see Munshi et al., 2008).
The comparison of the observed galaxy distribution with numerical simulations (e.g., the
Millenium simulation by Springel et al., 2005) implies that most of the matter must be
composed of non-relativistic Cold Dark Matter (CDM) and indicates that structures grow
hierarchically (bottom-up) with small objects collapsing first and merging in a continuous
hierarchy of more and more massive objects up to the scale of superclusters and filaments.
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Figure 2.3: Left: The spatial distribution of galaxies observed by the 2 degree Field Galaxy
Redshift Survey (Colless et al., 2001). Right: Large-scale structures obtained from the
Millenium simulation (Springel et al., 2005).
2.11 The concordance model
All the observations mentioned in the previous section give a variety of different constraints
on the cosmological parameters. Komatsu et al. (2008) have combined the WMAP data
with measurements of the Hubble constant, supernova data, and large-scale structure ob-
servations. They obtained estimates of the cosmological parameters with an unprecedented
accuracy (see Table 6 of Hinshaw et al., 2008). The combination of all these observations
is so constraining (see Fig. 2.4) that there is little room for significant modifications of the
concordance model, or ΛCDM model.
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Figure 2.4: Left: Constraints on the present-day spatial curvature parameter Ωk0 and dark
energy density ΩΛ0 obtained from a combination of the WMAP data with measurements of
the Hubble constant (HST), supernova data (SN), and large-scale structure observations
(BAO) as computed by Komatsu et al. (2008). Right: Range of cosmological models
consistent with the WMAP data only (Spergel et al., 2007). The WMAP on its own
provides only highly degenerate constraints on H0.
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In this cosmological model the Universe is flat (i.e. Ωk0 = 0), the dark energy has
an equation of state of a cosmological constant (i.e. w = −1), a dark matter density
Ωc0 = 0.233 ± 0.013, a baryon density Ωb0 = 0.0462 ± 0.0015, and a dark energy density
ΩΛ0 = 0.721 ± 0.015. The total mass density is Ωm0 = 0.279 ± 0.015 and the Hubble
constant is H0 = 70.1± 1.3 km s−1 Mpc−1.
However, it should be noted that this value of H0 is obtained only in the case of the
ΛCDM model, where Ωk0 = 0 and w = −1 are imposed. Without these assumptions, the
analysis of the WMAP data on its own provides only highly degenerate constraints on
H0 (Spergel et al., 2007, see Fig 2.4) and the uncertainties on H0 are still of the order of
10%. The currently favored value is H0 = 72±8 km s−1Mpc−1 from the HST Key Project
(Freedman et al., 2001). We will see in Chapter 4 how gravitational lensing can possibly
decrease this uncertainty by a factor of ten.
2.12 New questions
The concordance model is a remarkable achievement. Especially if one considers the huge
variety of methods and processes that have entered the determination of its parameters
and how well they all fit together. This cosmological model gives us now a more precise
picture of the past evolution of the Universe, but it has also raised a new set of questions:
What is dark matter if less than 20% of the matter is baryonic? What is the nature of
dark energy, which accounts for more than 70% of the total energy in the Universe?
Dark matter
Dark matter is by definition not directly observable, but its presence can be detected
through gravitational interactions. The existence of dark matter was already pointed out
by Zwicky (1937b) who studied the dynamics of galaxies and galaxy clusters. He showed
that the amount of visible matter is too small by several order of magnitudes to explain
the observed dynamics in these objects. These findings are confirmed by cosmological
observations such as primordial element abundances, which imply that a large fraction of
the matter in the Universe must be dark and that less than 20% is baryonic.
Gravitational lensing offers another efficient tool to detect and study dark matter (see
Chapter 4). A very impressive result was found by Clowe et al. (2006), who provided one
of the best evidence for the existence of dark matter in the Bullet Cluster 1E0657−558 (see
Fig. 2.5). This object is the result of the collision of two galaxy clusters, where the colli-
sionless stellar component and the X-ray emitting hot gas are spatially segregated. What
is striking in this object is that the mass distribution, determined through gravitational
lensing, does not trace the gas distribution as expected (the intergalactic gas is considered
to be the dominant baryonic mass component), but rather approximately traces the dis-
tribution of galaxies. This particularity can not be explained through a modification of
the gravitational force law and thus, proves that the majority of the matter in the system
has to be dark and weakly interacting.
Even though we can detect dark matter, its exact physical properties are still uncertain.
We know from large-scale structure observations that it is cold (i.e. moving slowly in
comparison with the speed of light) and weakly interacting. Likely dark matter candidates
are exotic elementary particles. Many experiments, especially in particle physics, are
currently searching for these dark matter particles, but no conclusive evidence has been
found yet. The next generation of particle accelerators, such as the Large Hadron Collider
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Figure 2.5: Left: Color image of the Bullet Cluster (Clowe et al., 2006). The white bar
represents 200 kpc at the distance of the cluster. Right: X-ray image of the cluster tracing
the hot plasma. The green contours are the gravitational lensing reconstruction of the
surface mass density. Clearly, the mass distribution does not trace the gas distribution,
but rather traces the distribution of galaxies, indicating that most of the matter in this
system has to be dark and weakly interacting.
(LHC), may reach sufficiently high energy to discover new particles and new physics, as
these new particles may lie outside the standard model of particle physics, e.g., the axion
or supersymmetric particles like the neutralino.
Dark energy
Even more surprising than the existence of dark matter is the discovery that more than
70% of the Universe consists of a mysterious dark energy. At the present time, there are no
precise ideas of what this dark energy can be and simple estimates of the density of vacuum
energy ρΛ from quantum field theory are 120 orders of magnitudes off. The concordance
model assumes that the equation of state of the dark energy is PDE = w ρDE c2 with
w = −1, but other equations of state with different w values or even time-dependent
values can not be ruled out completely.
Probing the nature of dark energy is one of the main priorities of observational cos-
mology. In the near future, new satellites such as the ESA Planck mission will measure
the CMB anisotropies with even a better precision than WMAP. Several weak lensing
surveys such as the Canada-France-Hawaii Telescope Legacy Survey (CFHTLS), VLT
Survey Telescope Kilo-Degree Survey (VST-KIDS), Panoramic Survey Telescope & Rapid
Response System (Pan-Starrs), and the Dark Energy Survey will provide the first weak
lensing surveys covering very large sky areas and depth. In the long run, even more am-
bitious programmes such as the ESA satellite EUCLID, the NASA satellite SuperNova
Acceleration Probe (SNAP), and Large-aperture Synoptic Survey Telescope (LSST) are
planned.
As it stands now from the theoretical point of view, the investigation of the nature
of dark matter and dark energy provides one of the biggest challenges to both cosmology
and particle physics. Despite the impressive recent results in the field of observational
cosmology, tighter observational constraints are required in order to test new theoretical
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developments. In this respect, gravitational lensing has become a very efficient tool in
the past few years and it plays now an increasingly important role for providing new
observational constraints.
“The irrationality of a thing is no argument
against its existence, rather a condition of it.”
Friedrich Nietzsche (1844 - 1900)
Chapter 3
Active galactic nuclei
Active galaxies are among the most exciting and challenging phenomena in modern astro-
physics. They are the most powerful and luminous objects in the Universe. They possess
in their nucleus an amazing power source, pouring out the same energy as that emitted by
a thousand galaxies like the Milky Way (up to 1048 erg s−1). It is even more amazing that
this source occupies a volume of space only the size of the Solar system (i.e. ∼ 1015 cm).
Many competing theories endeavoured to explain this intriguing phenomenon. It is now
commonly admitted that active galactic nuclei (AGNs) are powered by supermassive black
holes and that accretion of gas into this central black hole is at the origin of the incredible
luminosity of AGNs (e.g., Rees, 1984). The accretion flow is thought to be the source
of the X-ray, ultraviolet, and optical continuum emission. This emission ionizes the gas
located in both the broad and narrow-line regions and may also be the source of winds
and jets.
Despite the fact that much of the large-scale structure of AGNs has now been observa-
tionally verified, we still do not understand the central engine itself. The main difficulty
in achieving this goal is that the central accretion flow occurs in a region too small to be
resolved even at the distances of the nearest AGNs. However, there are some interesting
exceptions. Indeed, gravitational lensing acts like a natural magnifying glass and can be
used to resolve the most inner parts of a gravitationally lensed AGN (see Chapter 7).
Since their discovery, active galaxies have been observed through the entire electro-
magnetic spectrum and astronomers have reported numerous interesting properties of
their spectra, variability, and geometry. Although there were many similarities (a bright
compact nucleus, a wide spectral continuum, and time variability), there were also many
differences (the presence or absence of broad emission lines, the strength of radio and
X-ray emission, etc). These observational differences conducted to a complex classifica-
tion of these objects. The original classification scheme is simply based on observational
properties rather than something truly fundamental or unique about the class thereafter
named, and the boundary between two classes is often arbitrary. The ultimate goal is
thus to reorganize this classification scheme and replace it by a picture of specific physical
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processes that are believed to occur in various galaxies. This is the goal of the unified
scheme of AGNs, that must be able to explain why these processes produce the particular
classes of active galaxies that we observe.
3.1 The classification scheme
With the discovery of active galaxies, which started with the findings of Carl Seyfert during
the 1940s, astronomers also discovered how broad the diversity among these objects is.
In order to be able to better understand these objects, astronomers followed a common
method used in science: they built a classification scheme. The classification went hand
in hand with new discoveries, but unfortunately the naming of the new types was neither
systematic nor unique. Hence, the classification took many forms: after the name of
the discoverer, from the identification of unusual spectral properties, or from unusual
morphological characteristics. This conducted to a classification that seems a bit confusing
at first sight, but that permits a better understanding that may eventually lead to a re-
ordering or unification. Before discussing the unification scheme that has emerged in the
1980s, we briefly review some of the main classes of AGNs.
Seyfert galaxies
These objects were discovered by Carl Seyfert (1941). They have similar morphologies to
normal spiral galaxies, but reveal significant emission lines and continuum in their spec-
tra. Seyferts are subdivided into two categories: Seyfert 1 and 2. In Seyfert 1 galaxies,
the permitted lines, originating mainly from hydrogen but also He i, He ii and Fe ii, are
broad with full widths at half maxima corresponding to velocities up to 10000 km/s. The
forbidden lines such as [O iii] lack the very broad wings. Whereas in Seyfert 2 galax-
ies, both permitted and forbidden lines are narrow (with velocity widths ranging up to
1000 km/s). This conducted to the inevitable conclusion that Seyfert 2 galaxies do not
possess a broad-line region. However, new observational techniques (i.e. spectropolarime-
try, see e.g., Antonucci & Miller, 1985) have revealed that at least some of them have
broad emission lines in polarized light. The mechanism is explained by a thick molecular
torus that hides the central engine, but acts like a mirror reflecting and polarizing the light
from the broad-line region. This was one of the most crucial observational discoveries in
AGN research, paving the way for the unified model of AGN activity.
Quasars or QSOs
Quasars are giants in the AGN classes. Their active nucleus is many times brighter than
their host galaxy. These mysterious objects were first discovered in the radio domain, but
were identified later, in the early 1960s, by optical astronomers who provided the obser-
vations that would eventually reveal their true nature. On the first optical photographs
these objects appeared like punctual sources, and were therefore called quasi-stellar radio
sources (abbreviated to QSRs, which became quasars). One of the most striking observa-
tional features of this new class of objects was the presence of very broad optical emission
lines with widths of up to 10000 km/s. An intriguing question arises in attempting to de-
cide at what point a quasar ceases to be a quasar and becomes a Seyfert 1. A convention
has arisen whereby if a broad-emission line object is brighter than MB = −23 mag, then
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it is referred to as a quasar. However, there is nothing physical in this boundary and it
highlights the lack of clarification in the differentiation between the classes of AGNs.
We now know that the overwhelming majority (∼ 90%) of quasars have weak radio
emission compared to the optical emission and these are often referred to as radio-quiet
quasars. Strictly speaking the name quasar was given to the radio-loud sources, while the
radio-quiet variety tended to be called quasi-stellar objects (QSOs), but it is now more
common to speak of radio-loud and radio-quiet quasars.
Radio galaxies
Observations with powerful radio arrays such as the Very Large Array have distinguished
two categories of radio loud galaxies: lobe-dominated and core-dominated sources. In core-
dominated sources the strong radio emission emanates from a compact core on a scale of
an arcsecond or less. For lobe-dominated sources the radio emission can extend over
several tens of kpc. The astronomers Fanaroff & Riley (1974) considered two sub-classes
of lobe-dominated radio galaxies: FRI and FRII. The FRI sources have lower luminosities
and exhibit very extended twin lobe structures. The FRII objects are more powerful and
their lobes are usually single-sided or, when double, one side is many times brighter than
the other. The jets have a smaller opening angle and are frequently dominated by bright
knots rather than having a smooth appearance.
Blazars
This class includes BL Lacertae objects (BL Lac) and optically violent variables (OVV). To
a first approximation these objects have strong similarities with a radio-loud flat spectrum
and strong and rapid variability. BL Lac objects were named after the first member of
the class discovered, which was previously catalogued as a variable star under the name
BL Lacertae. Further investigations revealed that the so-called star was in fact an AGN.
A simple interpretation of a blazar is that it is an object that possesses beamed emission
from a relativistic jet which is aligned roughly toward the line of sight to the observer.
This powerful jet produces the observed radio spectrum through synchrotron emission (i.e.
relativistic electrons in a magnetic field). What immediately differentiates BL Lac objects
from OVVs is that BL Lac objects have a featureless continuum spectrum, while OVVs
have very broad and strong optical emission lines.
3.2 The unified scheme
Based on decades of detailed investigations of active galaxies, a unification paradigm has
emerged in which AGNs share certain fundamental ingredients illustrated in Fig. 3.1 and
which are
1. a central supermassive black hole,
2. an accretion disk,
3. high velocity gas, usually referred to as the broad-line region,
4. lower velocity gas in the narrow line region,
5. an obscuring torus of gas and dust, hiding the broad-line region from some directions,
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6. a relativistic jet, typically formed within 100 AU of the black hole and extending
outward for tens of kpc and, in some cases, as much as one Mpc.
Figure 3.1: The unified scheme of active galactic nuclei (not to scale). The central black
hole and the accretion disk are surrounded by a thick torus of dust and gas. The broad
line region is located within this torus and is composed of small clouds of gas orbiting
the central region and producing the broad emission lines. Farther out is the narrow line
region, characterized by slower orbiting clouds producing the narrow emission lines. The
orientation of the observer relative to the torus axis determines the classification of the
source. The presence or absence of radio jets determines whether the source is radio loud
or radio quiet.
The unified scheme holds that all AGNs have the same ingredients, though certainly
with intrinsic variations in black hole mass, ionization parameter, size, density, luminosity,
etc. According to unification, many of the principal observational characteristics of AGNs
such as overall spectral energy distribution and emission line type (broad or narrow)
simply stem from orientation rather than from some fundamental intrinsic difference. In
this scenario, broad line (type 1) objects are those whose core can be viewed directly,
whereas objects showing narrow lines (type 2) possess a broad-line region hidden by the
obscuring nature of the torus due to its orientation with respect to the observer.
Nevertheless, and despite its success, the unification scheme does not explain all ob-
served properties of AGNs. For instance, the unification of radio-loud and radio-quiet
objects remains problematic, particularly in explaining the vast range in radio power and
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jet extents. The presence of relativistic jets (present in radio-loud, but absent in radio-
quiet AGNs) is probably linked to the properties of the central black hole, such as accretion
rate, black hole mass and spin, and its orientation. The formation of relativistic jets indeed
requires that a sufficient amount of particles are accreted and that the electromagnetic
forces are strong enough to form and collimate the jets.
The supermassive black hole
The principal energy provider for the AGN luminosity is gravitational energy, and the
mediator of this is a supermassive (i.e. 106−109 M ) black hole located at the very centre
of the host galaxy. The black hole works like an enormous engine, converting potential
energy of infalling material into kinetic and electromagnetic energy. This central engine is a
complex mixture of intense photon field, energetic charged particles and, potentially, pair
production. These numerous high-energy processes combine and generate the observed
hard X-ray (in the 2− 20 keV range) power-law emission.
The accretion disk
Matter is inexorably attracted towards the central black hole and since this infalling ma-
terial has non-zero angular momentum, it forms an accretion disk spinning around the
central black hole. The diameter of the disk is typically ∼ 100 AU ∼ 10−3 pc ∼ 1015 cm.
Interactions between the infalling material are thought to generate viscosity within the
disk and to result in an outward transfer of angular momentum, thereby allowing the
material to spiral gradually inward (Shakura & Sunyaev, 1973; Novikov & Thorne, 1973).
The nature of this viscosity is still not well understood, but it is thought to be caused
by dissipative processes that convert a significant fraction of the gravitational energy into
heat, magnetic fields, and outflowing kinetic energy in the form of winds. The heating of
the disk results in a temperature gradient, the disk being hotter towards the center. The
innermost part of the accretion disk, i.e. at a distance of ∼ 1 AU ∼ 10−5 pc ∼ 1013 cm
from the black hole, becomes an extremely hot (> 105 K) and intense source of thermal
emission. The temperature is such that the material emits over a wide range of wave-
length reaching up to the X-ray domain (Shields, 1978). Most of the emission of the disk
is observed as a continuum extending from the near infrared at 1 µm to past 1000A˚ in the
ultraviolet It is called the big blue bump. In order to produce this continuum, the central
engine has to be fueled with an accretion rate of about 1− 100 M/ yr.
The broad-line region (BLR)
The gas of the BLR is photoionized by the ultraviolet and X-ray emission of the central
engine and reaches temperatures in the range 15000 to 20000 K. This highly ionized gas
produces the broad emission lines, see Fig. 3.2. In order to broaden these lines to the
observed extent, the gas must have large velocities, typically reaching 5000 km/s and in
some extreme cases 15000 km/s. In addition of the broad emission lines, there are other
important spectral features produced within the BLR. For instance, the central continuum
sources ionizes singly ionized iron (Fe ii) producing a blend of emission lines, which forms
a continuum-like feature predominantly in the 2000 and 3000 A˚ region. Along with the
Balmer continuum radiation, this forms a pronounced humping in the spectrum, sometimes
referred to as the small blue bump.
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Figure 3.2: Composite quasar spectrum obtained by Zheng et al. (1997) with the Hubble
Space Telescope (HST) Faint Object Spectrograph (FOS). Prominent emission lines are
labeled.
These spectral features give important informations on the structure of the BLR, e.g.,
the presence and/or absence of given semi-forbidden and forbidden lines are dependent on
the electron density of the BLR. This constrains the density to approximately 1010 cm−3.
This number can then be used as an input in photoionization models that predict the
strengths of the emission lines relative to the continuum. The observed ratios are found
to be much less than expected and, as a consequence, some of the continuum radiation
must be escaping directly into space without interacting with the gas. Therefore, the gas
in the BLR cannot be uniformly distributed, but is clumpy, i.e. probably distributed in
numerous small discrete clouds.
Because the BLR is too small to be resolved with optical and radio telescopes, our
knowledge of this region is indirect and still very sparse. One popular method used to
investigate the BLR structure is reverberation mapping. The method consists in measuring
the response of line emission to a change in the continuum as well as the changes in the
line profiles. The delay observed between a given variation in the continuum and the
subsequent variation in the line is called the time lag. Time lags are directly related to
the size of the emission region: smaller time lags corresponding to less extended regions.
Observational evidences from this technique indicate that the BLR has a size between 10−4
and 10−1 pc and that it is stratified (e.g., Kaspi et al., 2005). The stratification is such
that the high-ionization lines, e.g., Lyα, C iii], C iv, He i, He ii, and Nv are apparently
located closer to the central engine than lower-ionization lines such as the Balmer series
of hydrogen, Mg ii, Ca ii, and Fe ii. Although great advances have been made during the
last years, there is still no consensus about the structure of the BLR and it is worth to
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use alternative methods to investigate the BLR size, structure, and kinematics, e.g., with
microlensing studies as described in Chapter 7.
The narrow-line region (NLR)
All AGNs show a NLR, providing evidence for activity from a region much farther from
the central source than the BLR. The emission lines show significantly lower levels of
photoionization than the high-ionization lines of the BLR and they also have much lower
linewidths with typically a few hundred kilometers per second. This implies that the NLR
is lying at 10 − 100 pc from the central engine and is sufficiently extended that it can
be resolved spatially in the nearest active galaxies. Imaging of the NLR shows that it is
breaking up into clumps and filaments forming a bi-conical ionization structure around
the central source.
The molecular torus
The idea of a dense and compact molecular torus surrounding the central engine provides
an elegant source of orientation-dependant obscuration and is the main element of the
unification model for AGNs. The torus lies just outside the BLR but inside the NLR.
Depending on the orientation of the torus, this nicely explains why the observer might not
be able to see the BLR (as is the case for type 2 AGNs).
Figure 3.3: The core of the active galaxy NGC 4261 observed by Jaffe et al. (1996) with
the Hubble Space Telescope suggesting a torus of gas and dust lying perpendicular to the
axis of the radio emission, which is shown in the expanded view on the left by the jets.
Dust and molecular gas must be a key ingredient of this torus in order to provide
enough extinction to hide the central engine and the BLR. The torus must lie at a sufficient
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distance from the central source to prevent evaporation of the dust grains. This gives an
inner radius of the order of a parsec. The torus is likely formed of a number of high-density
clouds in order to explain the existence of dust which would otherwise be destroyed by
too much frictional heating due to the orbital motions.
In nearby low luminosity AGNs, where high spatial resolution is possible, flattened
dusty regions can be recognized by direct imaging. Jaffe et al. (1996) have taken spectac-
ular images of the active galaxy NGC 4261 with the Hubble Space Telescope (see Fig. 3.3).
These images suggest the existence of a molecular torus of a few hundred parsecs in radius
surrounding the central engine.
3.3 The standard thin accretion disk model
Accretion is defined as the capture of matter by an object’s gravitational field, where it
is presumed that the captured material becomes coalescent with the accreting object. In
contrast to other accretion flow geometries, the accretion disk paradigm has been popular
for AGNs largely because it is difficult to imagine how matter could reach the central black
hole with so little angular momentum that it would not be rotationally supported. Hence,
the formation of an accretion disk seemed very natural (Lynden-Bell, 1969) and these
disks were first thought to be geometrically thin (Pringle & Rees, 1972). First theoretical
developments by Shakura & Sunyaev (1973) and Novikov & Thorne (1973) led to what is
now considered as the standard thin accretion disk model. In this section, we present this
standard model, which is based on the assumptions that accretion disks are stationary (i.e.
independent of time), optically thick, and geometrically thin. A detailed introduction to
accretion disks is given by Frank et al. (2002).
For the description of the disk, we will use the cylindrical polar coordinates (R,φ, z).
In a geometrically thin disk, the matter lies very close to the plane z = 0 and is assumed
to follow circular orbits around the central black hole, which has a mass MBH . The
angular velocity is Ω(R) and the corresponding azimuthal velocity is vφ = RΩ(R). In
addition to vφ, the orbiting matter is assumed to possess a small radial velocity vR  vφ,
which is negative near the black hole, so that matter is being accreted. The disk is
characterized by its surface mass density Σ(R, t). Following these assumptions, we can
write the conservation equations of mass and angular momentum transfer in the disk due
to the radial motions. An annulus of the disk material lying at R and having a width ∆R
has a total mass MR = 2piR∆RΣ and a total angular momentum LR = 2piR∆RΣR2Ω.
For the mass conservation of the annulus, we have
0 =
dMR
dt
=
∂MR
∂R
vR +
∂MR
∂t
= 2pi
∂
∂R
(RΣ)vR∆R+
∂
∂t
(2piR∆RΣ)
where vR
.= dR/dt. In the limit ∆R→ 0 we get the mass conservation equation
R
∂Σ
∂t
+
∂
∂R
(RΣvR) = 0 . (3.1)
Accretion disks probably have a differential rotation law Ω(R) (i.e. no solid rotation) and
material at neighbouring annuli moves with different angular velocity Ω. This results in a
shear between adjacent annuli of the disk, which causes dissipative processes leading to a
transfer of angular momentum outwards, which allows the orbiting material to gradually
fall inwards. The exact nature of these processes is still not well understood and is usually
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referred to as viscosity. We suppose that this viscosity causes random motions of the
particles in the disk with a mean velocity v¯ and a mean free path λ (much smaller that
the size of the disk), such that the viscosity ν = λv¯. Because the motions induced by the
viscosity are supposed to be random, there is no net mass transfer due to the viscosity,
hence
M˙R
(
R+ λ2
)
= M˙R
(
R− λ2
)
= M˙R = 2piRΣv¯ .
However, the mass from the outer disk crossing the radius R inwards has a lower angular
momentum than the mass located at R. Inversely, matter crossing the radius R outwards
has a higher angular momentum. Hence the random motions induced by the viscosity
transfer angular momentum outwards. We can write the change G(R, t) in angular mo-
mentum LR induced by the viscosity per unit time (see Fig. 3.4)
G(R, t) = M˙R
(
R+ λ2
) · (R− λ2 ) · vφ (R+ λ2 ) − M˙R (R− λ2 ) · (R+ λ2 ) · vφ (R− λ2 ) .
The first term on the right-hand side is the transfer of angular momentum from R+λ/2 to
R− λ/2, while the second term is the transfer from R− λ/2 to R+ λ/2. Because λ R,
we can neglect the terms in λ2 and get
G(R, t) = M˙RR2
[
Ω
(
R+ λ2
)− Ω (R− λ2 )] ' M˙RR2 dΩdRλ = 2piRνΣR2 dΩdR .
This gives the change of angular momentum LR per unit time induced by the disk viscosity.
For a rotation law in which Ω(R) decreases outwards, G(R) is negative. Hence, inner
annuli lose angular momentum to the outer annuli and the matter of the disk spirals in,
as expected.
Figure 3.4: Illustration of the change G(R, t) in angular momentum LR induced by the
random motions caused by the viscosity.
Let us consider the net torque on an annulus of radius R and width ∆R. As the
annulus has both an inner and an outer edge, it is subject to competing torques. The net
torque is the difference between the two and equals ∂G∂R∆R. We can imagine this as a force
∂G
∂R acting perpendicularly to the radial direction and parallel to the azimuthal velocity
vφ with a lever of length ∆R. This force acts on the material of the disk and produces
a mechanical power given by the product of the angular velocity Ω and the net torque
∂G
∂R∆R
Ω
∂G
∂R
∆R =
[
∂
∂R
(GΩ)−GdΩ
dR
]
∆R .
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The first term on the right-hand side is the rate of transport of rotational energy through
the disk material by the torque, while the second one is the local dissipation rate. Dissi-
pation is typically due to the action of friction or turbulence and transforms mechanical
energy into internal (heat) energy. Ultimately, this energy is radiated over the upper and
lower faces of the disk. Remembering that the considered annulus has two plane faces,
each with a surface 2piR∆R, we define the energy dissipation rate D(r) per unit plane
surface area as
D(R) .=
1
4piR
G
dΩ
dR
. (3.2)
The conservation equation for angular momentum is similar to that of the mass conserva-
tion, except that we must include the net torque
∂G
∂R
∆R =
dLR
dt
=
∂LR
∂R
vR +
∂LR
∂t
=
∂
∂R
(
2piR∆RΣR2Ω
)
vR + 2pi
∂
∂t
(
R∆RΣR2Ω
)
vR
and again proceeding to the limit ∆R→ 0, we get
R
∂
∂t
(
ΣR2Ω
)
+
∂
∂R
(RΣvRR2Ω) =
1
2pi
∂G
∂R
. (3.3)
This equation shows that angular momentum of an annulus is modified by the torque
induced by the disk viscosity and by the transfer of momentum of the general flow of
matter towards the central black hole.
We will now assume that the disk is in a steady state, i.e. that the time derivatives
are null. We get from equation (3.1) that RΣvR = constant. This represents a constant
inflow of mass and since vR < 0, we can define the accretion rate M˙
.= −2piRΣvR. If we
further use the steady-state assumption, we get from equation (3.3)
RΣvRR2Ω =
G
2pi
+
C
2pi
where C is a constant related to the rate at which angular momentum flows into the
black hole. We know from general relativity that there exists a minimum radius for stable
orbits around a black hole. The last stable circular orbits for a maximally spinning Kerr
black hole and a non-rotating Schwarzschild black hole have a radius of 6 rg and 2 rg,
respectively, with rg being the gravitational radius. For a black hole of mass MBH , the
gravitational radius is
rg =
GMBH
c2
= 1.5× 1014
(
MBH
109M
)
cm.
As a consequence, accretion disks have an inner edge Rin in the range 2 rg < Rin < 6 rg.
Hence, the angular velocity Ω(R) increases inwards and, at a certain radius R = R∗, it
has to decrease. This implies dΩdR |R=R∗ = 0 and C = −M˙ΩR2. The radius R∗ is often
approximated by the inner edge Rin of the disk (i.e. R∗ ' Rin).
A particular case, which is often considered, is where the matter follows Keplerian
orbits around the central black hole. The angular velocity is then
Ω(R) =
(
GMBH
R3
)1/2
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and from equations (3.1), (3.2), and (3.3) we get the energy dissipated by the disk viscosity
per unit area and per unit time
D(R) =
3GMBHM˙
8piR3
[
1−
(
R∗
R
)1/2]
.
The dissipation increases the internal energy of the disk material. In order to remain in
a steady state, the disk releases this gained energy in the form of radiation. If the disk
is optically thick in the z-direction, then each annulus of the disk radiates roughly as a
blackbody with a temperature T (R). The amount Iλ of energy per unit surface area per
unit time per unit solid angle emitted in the wavelength range between λ and λ + dλ by
a blackbody at temperature T is given by Planck’s law
Iλ(T ) dλ =
2hc2
λ5
1
exp
(
hc
λkT
)− 1 dλ
where h is Planck’s constant and k Boltzmann’s constant. Integration of the specific
intensity Iλ over all wavelengths and solid angles gives the flux F = σT 4 (i.e. the energy
emitted per unit area and per unit time), where σ is the Stefan-Boltzmann constant. If
each annulus is emitting like a blackbody, we have σT 4(R) = D(R) and thus,
T (R) =
(
3GMBHM˙
8piR3σ
[
1−
(
R∗
R
)1/2])1/4
.
For R  R∗, we have simply T ∝ R−3/4. Moreover, from Wien’s displacement law we
know that λmaxT = constant and thus, the wavelength λmax of the peak of the blackbody
spectrum is proportional to T−1. Therefore, we expect the energy profile of the accretion
disk at R R∗ to follow the power-law
R ∝ λ4/3 .
To get the integrated spectrum from the disk one adds up all the Planck laws from each
radius. It can be shown that if T ∝ Rp then Fν ∝ ν3−2/p (Shakura & Sunyaev, 1973).
Here p = 3/4 and we get the spectrum Fν ∝ ν1/3, where Fν is the flux per frequency.
3.4 Problems with the standard thin accretion disk model
The standard model is probably the most extensively studied accretion disk model. How-
ever, given the numerous simplifying assumptions made, it is questionable if this model
accurately describes real accretion disks. A big success of the standard model is that it
predicts correctly the peak of radiation in the ultraviolet wavelengths (∼ 100 − 4000A˚)
observed in the spectra of most AGNs. Nevertheless, there are several other observational
facts, that are not so well described by the standard model, for a review see, e.g., Koratkar
& Blaes (1999).
In particular, the standard model predicts a spectral shape Fν ∝ ν1/3 from the visible
(4000−8000 A˚) to the near-infrared (∼ 1−2 µm). The problem is that many studies have
shown that the general AGN spectral shape observed at optical and ultraviolet wavelengths
is much redder, with a spectral slope αν (where Fν ∝ ναν ) between −0.2 and −1 and is
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never as blue as αν = 1/3 (e.g., Zheng et al., 1997; Vanden Berk et al., 2001). Efforts
have been spent on the theoretical side to account for the observed red spectral slopes.
Some improvements have been made using sophisticated disk atmosphere models (e.g.,
Hubeny et al., 2000) for which the spectrum generally becomes slightly redder at optical
wavelengths, owing to various opacity effects and deviation from local thermodynamic
equilibrium, but discrepancies between the model and observed spectra still remain (e.g.,
Davis et al., 2007).
On the observational side, several interesting results were obtained from polarized
light studies. Optical continua of many directly visible (i.e. type 1) AGNs are known to
be linearly polarized at a level of about 1% with the polarization mostly parallel to the
rotation axis of the accretion disk determined from the orientation of the jet-like structure
of radio emission (e.g., Antonucci, 1983; Smith et al., 2004). This polarization in Type 1
AGNs is interpreted as an indication of an equatorial scattering region that is optically
thin and that surrounds the accretion disk. Polarized light therefore produces a copy of the
spectrum originating in the central region before it interacts with the broad-line region and
the molecular torus. A crucial difficulty is that, towards the infrared, the disk spectrum
starts to be hidden under strong, hot dust emission of the molecular torus. Recently,
Kishimoto et al. (2008) acquired observations of polarized light and were able to uncover
the near-infrared disk spectrum from the dust emission in several quasars. They showed
that the near-infrared disk spectrum is indeed as blue as predicted, (i.e. αν = 1/3). This
suggests that, at least for the outer near-infrared-emitting radii, the standard picture of
the locally heated disk is approximately correct.
An important assumption of the standard model is that accretion disks are geometri-
cally thin. However, more detailed consideration of the processes going on in disks (e.g.,
Blandford & Begelman, 2004) shows that convection and mass loss due to winds cause a
substantial thickening of the disk. This is indeed seen in detailed simulations of accretion
(e.g., Stone et al., 1999; Hawley & Krolik, 2001), but even though the resulting outflows
are well established observationally (Crenshaw et al., 2002), the claim for geometrically
thick accretion disks in AGNs still requires further observational confirmation.
Despite the observational and theoretical progress, a predictive accretion disk model
which explains all the observations simultaneously does not exist yet, and the standard
thin accretion disk model still remains an important reference for AGN accretion theories.
Observations of the most inner parts of AGNs are still sparse, because of the difficulty in
spatially resolving these distant objects. However, some progress has been made in the
last years by using gravitational lensing as a natural magnifying glass to resolve the inner
regions of gravitationally lensed AGNs (see Chapter 7 for more details). For instance,
Morgan et al. (2008) analyzed the lightcurves of the lensed quasar PG 1115+080, and
found that the effective radius of the X-ray emission is 1.3+1.1−0.5 dex smaller than that of the
optical emission, with the X-ray emission generated near the inner edge of the accretion
disk while the optical emission comes from scales slightly larger than those expected for
a standard thin accretion disk. Another example is given by Chartas et al. (2008) who
combined X-ray and optical data of HE 1104−1805, and reveal that the X-ray emitting
region is compact with a half-light radius smaller than six gravitational radius, i.e. smaller
than 2× 1015 cm, thus placing significant constraints on AGN models.
“Reality is merely an illusion,
albeit a very persistent one.”
Albert Einstein (1879 - 1955)
Chapter 4
Gravitational lensing
4.1 Historical background
The deflection of light passing close to a mass distribution was already mentioned by Isaac
Newton in the 18th century. However it was only after the formulation of General Relativity
by Albert Einstein that the behavior of light in a gravitational field could be studied on
a firmer theoretical ground. The first calculations related to gravitational lensing were
found in some unpublished notes from 1912, where Albert Einstein considered a star
perfectly aligned with a foreground mass, concluding that the source should be imaged
as a ring (now called the Einstein ring) around the deflecting mass. If the alignment
is not perfect, two images of the background star would be visible on either side of the
lens. Einstein (1936) computed the separation of these images and concluded that the
separation would be so small (a few milli-arcseconds) that “there is no great chance of
observing this phenomenon”.
Instead of studying stars in our Galaxy, Fritz Zwicky considered whole galaxies acting
as gravitational lenses. In two visionary papers, Zwicky (1937a,c) estimated the image
separation of a lensed background source to be of order 10′′. He also computed the
probability of distant galaxies to be gravitationally lensed. He found this probability to
be of the order to a few tenths of a percent, hence making the discovery of extragalactic
lenses “practically a certainty”.
Despite the encouraging predictions of Fritz Zwicky, the field of gravitational lensing
rested until the beginning of the 1960’s, when the subject was reopened by Sjur Refsdal in
1962 with his Master degree thesis, followed by two pioneering papers (Refsdal, 1964a,b).
Although the theory was undoubted, the subject was considered by many as unrealistic
since observing the phenomenon requires unprobably bright sources located at large dis-
tances. This skepticism stopped soon after, with the discovery and identification of the
first quasars in 1963 and of several others later on. These discoveries provided a popula-
tion of compact, luminous, and very distant sources lying behind the galaxies discovered
by Fritz Zwicky. As a consequence, finding lens systems amongst them should only be
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a matter of time. However, it took another 15 years and several technical developments
(e.g., the first CCD detectors, the construction of large radio interferometers) until Walsh
et al. (1979) found the first extragalactic gravitational lens : the quasar Q 0957+561.
Since this discovery, gravitational lensing became more popular, and today the field is
booming. Several breakthroughs in astrophysics achieved in the past two decades can be
attributed to gravitational lensing. Some of the most impressive examples are the discovery
of a portion of dark matter in the form of low mass stars in our own Galaxy (e.g., Alcock
et al., 1993; Aubourg et al., 1993), the measurement of the mass distribution in large
galaxy clusters using giant luminous arcs (e.g., Kneib et al., 1996), a direct empirical
proof of the existence of dark matter (Clowe et al., 2006), and the detection of massive
large-scale structures in our Universe using weak-lensing techniques (e.g., Van Waerbeke
et al., 2000).
In the present chapter, we review some basics of gravitational lensing, which we will use
throughout this thesis. For a more complete introduction to the field see, e.g., Schneider
et al. (1992) or Schneider et al. (2006).
4.2 The lens equation
Gravitational lensing generally affects objects located at galactic or extragalactic distances.
This implies that the spatial extent (i.e. the apparent thickness) of the lens relative to the
large distances involved is negligible. Hence, we will assume that the lens is ”thin”, i.e.
that the mass distribution of the lens can be considered as located at one single distance
between the source and the observer. This means that we can project the mass distribution
along the line of sight and replace it by a two-dimensional mass sheet orthogonal to the
line of sight, which defines the lens plane. The geometry of a gravitational lens is depicted
in Fig. 4.1. Light rays from a source at distance Ds from the observer pass a mass
concentration located at a distance Dl from the observer. The light rays cross the lens
plane at position ξ and the corresponding two-dimensional angular position is θ = ξ/Dl .
The true two-dimensional position of the source in the source plane is denoted η and the
corresponding angular position of the source is β = η/Ds. The latter defines the angular
position at which we would observe the source in the absence of any deflecting mass.
The distance of the source plane from the lens plane is Dls. With these definitions and
considering Fig. 4.1, we immediately get the lens equation
η =
Ds
Dl
ξ −Dlsαˆ ⇔ β = θ − Dls
Ds
αˆ
where αˆ is the deflection angle. As the observables are angular separations (e.g., the
angular position θ of the image), angular-diameter distances are the relevant distances, as
they give the ratio of the linear diameter over the observed angular diameter.
4.3 The deflection angle
The deflection of light is due to the spacetime curvature induced by the mass of the lens.
In other words, the metric gµν , and hence the deflection angle αˆ, are determined by solving
the Einstein field equations. However, finding such a solution has proven to be extremely
difficult. The first exact solution of the Einstein field equations (besides the trivial flat
space solution) was given by Karl Schwarzschild (1916). It describes the gravitational
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Figure 4.1: Geometry of a gravitational lens system. The lens equation is obtained from
the projection of the three angles β, θ, and αˆ on the source plane.
field outside a spherical, non-rotating massM such as, e.g., a non-rotating star, planet, or
black hole. The derivation of this solution uses spherical symmetry arguments to reduce
the form of the metric to two unknown functions, which are then determined from the
vacuum Einstein field equations (i.e. Rµν = 0). The solution is the Schwarzschild metric
c2dτ2 = gµνdxµdxν =
(
1− rs
r
)
c2dt2 −
(
1− rs
r
)−1
dr2 − r2 (dθ2 + sin2 θdφ2)
where rs = 2GM/c2 is the Schwarzschild radius. This metric is also a good approximation
to the gravitational field of a slowly rotating body like the Earth or Sun.
From Einstein field equations we know that a mass distribution modifies the geometry
of spacetime, and that light rays passing close to this mass are deflected. To determine
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how the light is deflected, we need to solve the Euler equations
d
dp
(
∂L
∂x˙µ
)
− ∂L
∂xµ
= 0 with x˙µ =
dxµ
dp
where p is any parameter (e.g., t, τ , etc.) describing the path of the considered particle.
The Lagrangian is defined by
L .= 1
2
gµν x˙
µx˙ν .
Because the metric (and hence the gravitational field) has a spherical symmetry, we can
choose θ = pi/2 along the whole path xµ(p), and the Euler equations lead to
φ(r2)− φ(r1) =
∫ r2
r1
1
r
(
1− rs
r
)−1/2 r2
r2min
(
1− rsrmin
)
(
1− rsr
) − 1
−1/2 dr
where rmin is the radial coordinate of the closest approach (not the impact parameter) of
the photon relative to the deflecting mass M . The deflection angle αˆ is defined by
αˆ
.= −pi + 2 (φ(∞)− φ(rmin)) = 2 rs
rmin
+O
[(
rs
rmin
)2]
.
This last equation only holds for rmin  rs, i.e. for small deflection angles (i.e. αˆ  1),
which is verified in most astrophysical cases, where typical deflection angles are of the order
of 1′′ ' 10−6 rad. This issue may become critical in the vicinity of very compact objects
(e.g., black holes), but these cases are not relevant to the present discussion. Hence, a
very good approximation of the deflection angle is given by
αˆ =
4GM
rmin c2
.
If we set M = M and rmin = R we get the solar deflection angle αˆ = 1.74′′, which
was measured during the solar eclipse of 1919. The result was twice larger than the value
predicted by Isaac Newton’s law of gravitation, but was in excellent agreement with the
prediction of General Relativity, and made Albert Einstein world-famous.
We have already mentioned that the considered deflection angle is small in most rele-
vant astrophysical situations. Hence the distance of closest approach rmin can be approx-
imated by ‖ξ‖, which implies that the two-dimensional deflection angle satisfying the lens
equation is
αˆ(ξ) =
4GM
c2
ξ
‖ξ‖2 .
This is the deflection angle for a point mass. If we use this in the lens equation we get
η =
Ds
Dl
ξ −Dls 4GMc2
ξ
‖ξ‖2 ⇔ β = θ −
4GM
c2
Dls
DsDl
θ
‖θ‖2 =
(
‖θ‖ − θ
2
E
‖θ‖
)
θ
‖θ‖
where we have defined the Einstein angle
θE =
√
4GM
c2
Dls
DlDs
.
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Thus, in the case of a point-mass lens, a ring-shaped image of radius θE is formed when
the lens, the source and the observer are aligned (i.e. β = 0). This ring is called an
Einstein ring.
We will use the deflection angle of a point mass to compute the deflection angle for more
complex mass distributions. Indeed, the smallness of the deflection angle also implies that
the gravitational field is weak and that the Einstein field equations can be linearized. The
deflection angle of an ensemble of point masses is then the vectorial sum of the deflection
angles of the individual mass components. In the assumed thin lens approximation, we
can consider the mass of the lens as a mass sheet having a surface mass density Σ(ξ) and
being orthogonal to the line of sight. The deflection angle is then
αˆ(ξ) =
4G
c2
∫
Σ(ξ′) (ξ − ξ′)
‖ξ − ξ′‖2 d
2ξ′
where ξ − ξ′ is approximately the distance of closest approach of the light ray to the
deflecting mass element dm(ξ′) = Σ(ξ′) dξ′. From the previously given definitions of the
angular coordinates, we have ξ = Dl θ and we define the scaled deflection angle as
α(θ) .=
Dls
Ds
αˆ(Dlθ) =
4G
c2
DlsDl
Ds
∫
Σ(θ′) (θ − θ′)
‖θ − θ′‖2 d
2θ′ =
1
pi
∫
κ(θ′) (θ − θ′)
‖θ − θ′‖2 d
2θ′
where κ(θ) .= Σ(Dl θ)/Σcrit is the dimensionless surface mass density, also called conver-
gence, and Σcrit is the critical surface mass density defined by
Σcrit
.=
c2
4piG
Ds
DlsDl
.
It is called critical because the condition Σ ≥ Σcrit (i.e. κ ≥ 1) is sufficient to produce mul-
tiple images for some source positions. The critical surface mass density is a characteristic
value between the strong and weak lensing regimes.
4.4 The deflection potential
A potential can easily be found for the scaled deflection angle using the simple identity
∇ ln ‖ξ − ξ′‖ = (ξ − ξ′) /‖ξ − ξ′‖2. The deflection potential is defined as
ψˆ(ξ) .=
4G
c2
∫
Σ(ξ′) ln
∥∥ξ − ξ′∥∥ d2ξ′ and αˆ =∇ψˆ .
Similarly, we can define a scaled deflection potential
ψ(θ) .=
1
pi
∫
κ(θ′) ln
∥∥θ − θ′∥∥ d2θ′ and α =∇ψ .
From these definitions, the lens equation can be rewritten
β = θ − α(θ) = θ −∇ψ(θ) .
The deflection potential is very convenient for modeling gravitational lenses and especially
for computing the distortions and magnifications of the images, as we will see later on.
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4.5 The arrival time and Fermat’s principle
Another important quantity in gravitational lensing is the scaled arrival time defined as
τ(θ) .=
1
2
(θ − β)2 − ψ(θ)
which has the following interesting property
∇τ(θ) = 0 ⇒ β = θ −∇ψ(θ) = θ − Dls
Ds
αˆ(θ) .
The last equality is the lens equation. This proves that the images of a lensed source
form only at stationary points of the arrival time τ . This property is also known as
Fermat’s principle, which states that real light rays take paths that extremize the arrival
time. The scaled arrival time, visualized as a function of the images positions, defines a
three-dimensional surface and is called the arrival-time surface.
4.6 The time delays and the Hubble constant
Light having a finite propagation velocity, it takes a certain amount of time before the
light rays emitted by a distant source can reach us. This amount of time depends on the
path followed by the light rays and will differ whether the source is gravitationally lensed
or not. Cooke & Kantowski (1975) derived the expression for the time difference between
the lensed and unlensed cases, and showed that the light from a lensed source is delayed
because of two effects. First, a light ray that is bent is longer and thus, light needs more
time to propagate. This gives rise to a geometrical time delay ∆tgeom. If we consider a
FLRW metric and make the reasonable assumption that the scale factor R(t) does not
vary significantly during ∆tgeom then
c∆tgeom = (1 + zl)
DlDs
2Dls
(θ − β)2 .
Second, when light rays propagate through a gravitational potential, this results in a
(general relativistic) time dilation effect, which retards them. This is the well known
Shapiro effect, which has been tested by radar echo delay experiments towards the inner
planets of the Solar System (Shapiro et al., 1971). It is important to note that this
gravitational time delay ∆tgrav occurs at the redshift of the lens and then gets stretched
by a factor (1 + zl) due to cosmic expansion
c∆tgrav = −(1 + zl) ψˆ(ξ) + constant.
Cooke & Kantowski (1975) showed that the gravitational time delay can be significant
and should not be neglected. The total time delay ∆t is hence, the sum of the two
c∆t = (1 + zl)
DlDs
Dls
(
1
2
(θ − β)2 − ψ(θ)
)
+ constant
where we have introduced the scaled deflection potential ψ(θ). Unfortunately, because
the unlensed source is not observable, the time delay ∆t can not be measured. However,
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the difference between the time delays ∆tA and ∆tB affecting two different lensed images
A and B of the background source can be determined
∆tB −∆tA = 1 + zlc
DlDs
Dls
(
1
2
(θB − β)2 − 12(θA − β)
2 − ψ(θB) + ψ(θA)
)
.
We immediately see that the time delay depends on angular-diameter distances, which
themselves depend on the density parameters Ωm0 and ΩΛ0, the redshifts of the source
zs and lens zl, and H0. The dependence of the time delays on the energy densities ΩΛ0
and Ωm0 are weak, but what makes them particularly interesting is that they are, as the
angular-diameter distances, directly proportional to H−10 . As a consequence, gravitational
lensing can provide, via the measurement of time delays, a direct estimation of the Hubble
constant. This method is known as the time-delay method and was first proposed by
Refsdal (1964a).
It is also interesting to note that the difference between the time delays of two images
depends on the difference of the potential at the image positions. Thus, for a given
deflecting mass, time delays tend to be larger for steeper mass profiles. Hence, time delays
can also be used to determine the mass profiles of lensing galaxies (e.g., Kochanek, 2002).
4.7 Images and magnification of a lensed source
From the expression of the deflection angle, we know that a light ray passing closer to the
lensing mass is more deflected than a light ray passing farther away. Hence light beams are
not only deflected but are also distorted. The situation is illustrated in Fig. 4.2, where an
extended source is gravitationally lensed by a mass distribution. The source has a surface
dη1 dη2 measured in the source plane. If no lens is present, the solid angle that the source
subtends on the sky is simply dΩs = dη1 dη2/D2s . Because of the mass distribution, the
light rays are deflected and the image of the source has an apparent surface dξ1 dξ2 in the
lens plane, subtending a solid angle dΩl = dξ1 dξ2/D2l . Since gravitational lensing is not
linked to emission or absorption of radiation, the surface brightness (or specific intensity)
I is preserved. Although we will not prove it here, this is a consequence of Liouville’s
theorem, and of the fact that the lens equation is a gradient mapping. The flux of the
unlensed source is F0 = I dΩs and the flux of the lensed source image is F = I dΩl. The
change in flux due to the deflecting mass is called the magnification and is defined as
µ
.=
F
F0
=
dΩl
dΩs
=
dξ1 dξ2
dη1 dη2
(
Ds
Dl
)2
.
The lens equation gives the expression of β(θ). Reminding β = η/Ds and θ = ξ/Dd, we
get
dη1
dξ1
dη2
dξ2
(
Dl
Ds
)2
=
dβ1
dθ1
dβ2
dθ2
= det
∂β(θ)
∂θ
dθ1 dθ2
dθ1 dθ2
= det
∂β(θ)
∂θ
.
Note that the second equality is only valid if the source is much smaller than the angular
scale on which the lens properties change, i.e. if the lens mapping θ → β can be linearized
locally. The distortions of images are then described by the Jacobian matrix
A = ∂β(θ)
∂θ
=
(
δij − ∂
2ψ(θ)
∂θi ∂θj
)
=
(
1− κ− γ1 −γ2
−γ2 1− κ+ γ1
)
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Figure 4.2: Light beams are not only deflected, but also distorted. The observed solid angle
dΩl = dξ1 dξ2/D2l subtended by the lensed image, as seen by the observer, is different from
the solid angle dΩs = dη1 dη2/D2s subtended by the unlensed source. As a consequence,
the image of the source is modified in brightness and in shape.
where we have used the lens equation β = θ −∇ψ(θ), and the following definitions
γ1(θ)
.=
1
2
(
∂2ψ(θ)
∂θ21
− ∂
2ψ(θ)
∂θ22
)
; γ2(θ)
.=
∂2ψ(θ)
∂θ1∂θ2
; κ(θ) .=
1
2
(
∂2ψ(θ)
∂θ21
+
∂2ψ(θ)
∂θ22
)
.
We have introduced the components of the shear γ =
√
γ21 + γ
2
2 . The Jacobian matrix A
has the two eigenvalues 1− κ± γ. Lensed images are stretched in the two eigendirections
of A. The images are thus distorted in shape and in size. The shape distortion is due
to the shear γ (i.e. the tidal gravitational field), whereas the magnification (the change
in size) is caused by both isotropic focusing due to the local surface mass density κ and
anisotropic focusing due to the shear γ.
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The magnification factor µ is given by the inverse of the Jacobian of the lens mapping
θ → β and hence,
µ(θ) =
[
det
∂β(θ)
∂θ
]−1
=
1
(1− κ)2 − γ2 .
Since the intrinsic luminosity of the source is generally unknown, the magnification in a
lens system is not observable. However the flux ratios of different images provide a direct
measurement of the corresponding magnification ratios, and thus, can be used to constrain
the lens model.
Figure 4.3: Effect of increasing surface density κ and shear γ on the images of a lensed
background source. The white circles indicate the position of the lens. The surface density
is increased from left to right. The external shear added to the lens model is increased
from top to bottom. The white line in the last panel points in the direction of the mass
concentration responsible for the external shear. The shape distortions of the images are
due to the shear (internal plus external), whereas the magnification (the change in size) is
caused by both isotropic focusing due to the local surface mass density κ and anisotropic
focusing due to the shear γ.
So far, we have considered isolated lenses. However, several studies (e.g., Momcheva
et al., 2006; Williams et al., 2006) have revealed that approximately two out of three lensing
galaxies are located in galaxy groups. This additional mass distribution will disturb the
gravitational potential of the lens. In most cases the disturbers are located far enough
to only have very small contributions to the total surface mass density, but they will
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nevertheless contribute to the tidal gravitational field, i.e. they will add shear to the
lensing potential. To account for such perturbations, models of a perturbed gravitational
lens have to include an external shear, cf. Section 4.11. The effect of external shear on
the lensed images are illustrated in Fig. 4.3.
4.8 Properties of ordinary images
We have seen that images of a lensed source form at stationary points of the arrival-time
surface τ(θ). These stationary points can be of three types: either minima, maxima, or
saddle points. When the lensed source is intrinsically variable, its flux variations will be
observed first at a minimum, then at a saddle point, and finally at a maximum. If there
are several stationary points of the same type, the image located the farthest away from
the lens will be leading. Examples of stationary points together with contours of the
arrival-time surface, called isochrones, are illustrated in Fig. 4.4.
When the lens is absent, the isochrones are circular and the image is located at the
central minimum. For a small lensing mass, the shape changes slightly and the minimum
moves a little. But for large enough mass, a qualitative change occurs: contours become
self-crossing and produce more and more images. Each self-crossing produces two new
images, one saddle point and one minimum or maximum. Lensed quasars are typically in
three or five-image configurations. Both cases have one maximum located at the center
of the lensing galaxy. Since galaxies tend to have sharply-peaked central densities, the
central maximum is highly demagnified and is almost always unobservable. Thus, the
observed lensed quasars are mostly doubles or quads, with one incipient image hiding at
the center of the lens.
Other image properties are related to the magnification factor µ(θ), which is given by
the following expression
µ(θ) =
[
det
∂β(θ)
∂θ
]−1
=
1
(1− κ)2 − γ2 .
The determinant can have either sign. This sign is called the parity of an image. Schneider
et al. (1992) summarize the different characteristics of each of the three types of stationary
points.
• Minima have positive parity, the smallest time delays, γ < 1 − κ ≤ 1, and thus,
κ < 1 and µ ≥ 1. The last inequality indicates that an image located at a minimum
is magnified. At a minimum, both eigenvalues of A are positive.
• Saddle points have negative parity, i.e. (1 − κ)2 < γ2, and are therefore mirror-
symmetric images of the source. At a saddle point, the matrix A has one positive
and one negative eigenvalue.
• Maxima have positive parity and the largest time delays. They verify (1− κ)2 > γ2
and κ > 1. At a maximum, both eigenvalues of A are negative.
4.9 Critical curves and caustics
Critical curves define the positions in the image plane where the magnification µ(θ) is
infinite. However, this divergence does not mean that the image of a source is actually
45
Figure 4.4: A model of the lensed quasar QSO 2237+0305. The panels are centered on
the lens. Left: Source position and caustics. Middle: Image positions and critical curves.
The central image is highly demagnified and is not observed. Right: Image positions and
arrival-time contours (i.e. isochrones). The central image is located at the maximum of
the arrival-time surface. Two images are located at minima and two others at saddle
points of the arrival-time surface. The left panel (showing the source plane) has a scale
half that of the other panels.
infinitely bright, because real sources are extended, i.e. for such source, the magnification
is the weighted mean of µ over the source (see Chapter 7). This always leads to finite
magnifications.
If we map critical curves back to the source plane via the lens equation, we get caustic
curves. Caustics separate regions on the source plane that give rise to different numbers
of images. An illustration is given in Fig. 4.4. In this figure, the source is well within
the inner caustic, and this results in five images. The image near the center is highly
demagnified and observationally such a system would be a quad. Note that the inner
caustic in the source plane maps the outer critical curve in the image plane.
For axially symmetric lenses (e.g., the point mass) the outer critical curve is a circle
with radius of one Einstein angle θE . This circle corresponds to the inner caustic that de-
generates into a point: the origin β = 0 in the source plane. This degeneracy occurs solely
due to the highly symmetric situation of the lens model and thus, any slight perturbation
of the mass distribution will unfold this caustic point into a caustic curve of finite extent.
The inner critical curve has a corresponding outer caustic in the source plane, that is a
circle.
4.10 The mass-sheet degeneracy
Modeling of a given lens is essential for most applications of gravitational lensing (e.g.,
the determination of H0). The models must fulfill several observational constraints that
we briefly review in the case of strong lensing.
Suppose we observe a multiply-lensed source with N images, then the image posi-
tions θi yield 2(N − 1) independent constraints. If detected, the position θl of the lensing
galaxy adds 2 more constraints. Further constraints are the N − 1 time-delays and N − 1
flux ratios µi/µj . Note, however, that the measured flux ratios can not always be used be-
cause microlensing by stars in the lensing galaxy can produce additional (de-)magnification
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of the lensed images. If we want to use the model to estimate H0 from the time-delay
method, then at least one time delay has to be subtracted from the total number of con-
straints. Hence, in total there are 4N − 3 observational constraints at best. In practice,
we may lack some of these constraints and the total number is often smaller than that.
Given the small number of observational constraints, especially for doubly-lensed
sources, it is quite easy to find a model for the lens that fits the observations. The
problem is that this model is generally not unique. A particular difficulty is the so-called
mass-sheet degeneracy (Falco et al., 1985).
Let κ(θ) be a mass distribution which provides a good fit to the observables. Then
the whole family of lens models
κλ(θ) = (1− λ) + λκ(θ)
provides an equally good fit to the data. The first term corresponds to adding a homoge-
neous mass density (1−λ) to the mass distribution, whereas the second term is a rescaling
of the initial mass distribution κ. The lens equation corresponding to κλ reads
β = θ −αλ(θ) with αλ(θ) = (1− λ)θ + λα(θ) ⇒ β
λ
= θ −α(θ)
so that the lens equation for κλ has the same form that for κ, except that the coordinates
in the source are multiplied by 1/λ. However, this rescaling has no consequence, since the
unlensed source position is not observable. The magnifications behave as µλ(θ) = µ(θ)/λ2,
but as only magnification ratios are observed, this can not be detected observationally.
The shear is also rescaled γλ(θ) = λ γ(θ), but this also has no observable effects on the
image geometries.
The only observables that are changed by the transformation κ → κλ are the time
delays. If we know the value of H0 from other cosmological observations, we can break
the mass-sheet degeneracy and determine the absolute surface mass density. However,
the situation becomes more problematic if the goal is to estimate H0. If nothing sets an
absolute scale for the source (e.g., we know its intrinsic luminosity) or an absolute mass
scale (e.g., from its dynamics), one can not distinguish the model described by κ from
the one described by κλ. One possible solution to break this mass-sheet degeneracy is
given when sources with different distances Ds are lensed by the same object, because
Σcrit depends on Ds. This situation is rare for strongly lensed sources and there are only
few examples (e.g., Gavazzi et al., 2008).
4.11 Modeling gravitational lenses
In Section 4.3, we have already described the point-mass lens and have shown that the
deflection angle of a more general mass distribution can be computed from
αˆ(ξ) =
4G
c2
∫
Σ(ξ′) (ξ − ξ′)
‖ξ − ξ′‖2 d
2ξ′ .
For some relatively simple mass distributions, analytical expressions can be obtained.
The simplest lens models are obtained when their projected mass distribution is axially
symmetric, i.e. Σ(ξ) = Σ(ξ) with ξ = ‖ξ‖. In this case the deflection angle reads
αˆ(ξ) =
4GM(ξ)
c2 ξ
ξ
‖ξ‖
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where M(ξ) is the mass enclosed within radius ξ. For more complicated lens models,
the integral has to be solved numerically. There are two different families of models
considered: parametric models (e.g., Keeton, 2001b) and pixelized models (e.g., Saha &
Williams, 2004). We present first some of the most commonly used parametric models
and describe some pixelized models afterwards.
The Singular Isothermal Sphere
A simple lens model which applies, at least to first order, to the lensing properties
of galaxies and galaxy clusters is the so-called Singular Isothermal Sphere (SIS). This
model describes a spherical mass distribution where the velocity distribution at all radii
is Maxwellian with a one-dimensional velocity dispersion σv (hence, the term isothermal).
The spatial density and corresponding surface mass density are
ρ(r) =
σ2v
2piG r2
⇒ Σ(ξ) = σ
2
v
2G
1
ξ
which yields the projected mass M(ξ) within radius ξ, and the deflection angle αˆ(ξ)
M(ξ) = 2pi
∫ ξ
0
Σ
(
ξ′
)
ξ′ dξ′ =
piσ2vξ
G
⇒ αˆ(ξ) = 4pi
(σv
c
)2 ξ
‖ξ‖ .
Note that the magnitude of αˆ is constant. The Einstein angle of this lens model is
θE = 4pi
(σv
c
)2 Dls
Ds
= 1.15′′
(
σv
200 km/s
)2 Dls
Ds
from which we conclude that the angular scale of the lens effect in galaxies is about an
arcsecond. In terms of the Einstein angle we have
κ(θ) = γ(θ) =
θE
2‖θ‖ ; αˆ(θ) = θE
θ
‖θ‖ ; β(θ) = θ − θE
θ
‖θ‖ ; µ(θ) =
‖θ‖
‖θ‖ − θE .
Limitations to the SIS are the central singularity and the infinite total mass. The SIS
is therefore strictly speaking unphysical, but it is nevertheless commonly used in the
literature due to the simplicity of its form, and to the fact that it reproduces the basic
properties of lens systems (such as image separation) quite well.
De Vaucouleurs model
De Vaucouleurs’ law is perhaps the most widely used empirical law to describe the surface
brightness profile of an elliptical galaxy (de Vaucouleurs, 1953). This law describes lens
models where the mass distribution is assumed to follow the distribution of light. Thus,
these models have a constant mass-to-light ratio with a surface mass density
Σ(ξ) = Σe exp
(
−7.67
[(
ξ
re
)1/4
− 1
])
.
The scale length re, known as the effective radius, contains half of the total mass (or light)
of the galaxy. De Vaucouleurs’ law, also known as the r1/4 law (because log (Σ(ξ)) ∝ ξ1/4),
is empirical in nature, and does not necessarily fit all elliptical galaxies over all ranges.
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NFW model
Navarro, Frenk, & White (1996, 1997) performed N -body cosmological simulations to
study the density profiles of dark matter halos. They found that all such profiles have
the same shape independently of the halo mass, the initial density fluctuation spectrum,
and the values of the cosmological parameters. Their profiles are well fitted by the simple
formula
ρ(r) = ρs
[
r
rs
(
1 +
r
rs
)2]−1
.
This profile has a central singularity and a scale radius rs at which the slope of the profile
changes from ρ(r) ∝ r−1 close to the center to ρ(r) ∝ r−3 at larger radii.
Non-axisymmetric models with external shear
More complicated non-axisymmetric profiles are often used to describe the mass profile
of real lenses, even though the lens equation may no longer have analytical solutions.
Breaking the symmetry leads to qualitatively new properties of the lens. Most obvious of
them, the central caustic (which is degenerated in a point for axisymmetric models) gets
unfolded into a curve of finite size. A source situated inside this curve can then have five
images. Observationally this would be a quad, as the central fainter image is generally
not observed.
Simple non-axisymmetric models are those with two lines of symmetry, such as an
ellipse has. Examples are mass distributions where κ is constant on (confocal) ellipses
(e.g., Bourassa & Kantowski, 1975; Schramm, 1990), i.e. the surface mass density has the
form κ = κ(ζ) with ζ2 = θ2x + θ
2
y/q
2, where 0 < q < 1 is the projected axis ratio and
ζ is an ellipse coordinate1. For analytic simplicity, it is sometimes more convenient to
put the elliptical symmetry in the potential, rather than in the density (e.g., Blandford
& Narayan, 1986; Witt & Mao, 1997). However, one should keep in mind that elliptical
potentials correspond to unphysical matter distributions if the ellipticity is large (Kormann
et al., 1994).
In general, real gravitational lenses are rarely isolated (e.g., Momcheva et al., 2006;
Williams et al., 2006) and local structures, such as a group of galaxies, can perturb the
lensing potential. In most cases the disturbers are located far enough to only have small
contributions to the lensing potential ψ(θ). The additional potential ψext(θ) induced by
the external perturbations can therefore be Taylor expanded around the lens position. To
the second order, the perturbations are approximated by (Keeton, 2001a)
ψext(θ) ' 12‖θ‖
2 (κext − γext cos [2(φ− φγ)])
where κext is the convergence of the external perturbation, γext is the strength of the
induced external shear and φγ indicates the “direction” of the external shear. Note that
this angle is not a standard polar angle, but it is inserted so that the shear angle points
toward the mass concentration producing the shear. The constants κext, γext, and φγ
are evaluated at the position of the lens. The term κext is equivalent to a uniform mass
sheet with density Σ/Σcrit = κext. The only observable effect of κext is to rescale the time
delays by (1 − κext), which leads to the mass-sheet degeneracy discussed in the previous
1The ellipse is centered on the origin and aligned along the θx-axis
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section; hence, this term is often omitted from lens models and introduced a posteriori
using independent mass constraints (e.g., Bernstein & Fischer, 1999).
The addition of an external shear improves noticeably the modeling of most grav-
itational lenses. However, it can be difficult to disentangle the effects of the external
perturbations and those of the ellipticity, and it is important to understand any degen-
eracies between the two sources of angular structure before drawing conclusions from the
models (Keeton et al., 1997).
Non-parametric pixelized models
Gravitationally lensed quasars provide only few observational constraints, which are in
general inadequate by themselves to provide a unique reconstruction of the galaxy mass.
As a consequence, the usual methodology is to model the lens with simple parametric
models, but this strongly limits the number of considered mass distributions of the lens
and results in large systematic errors in the determination of the Hubble constant. An
alternative approach is to use non-parametric models, such as pixelized models (Saha
& Williams, 1997; Williams & Saha, 2000), where each pixel is an independent mass
element. These models have a large number of degrees of freedom (∼ 1000) and thus, can
better explore physically plausible mass distributions, all of which reproduce the lensing
observables exactly. The disadvantage of this technique lies in the fact that it is an
underconstrained problem, and one ends up with a multitude of mass models reproducing
the observables. However, one can treat this ensemble of models statistically and derive
probability distribution for the parameters of interest (e.g., H0). One can even go further
and combine the probability distributions obtained from different lensed quasars to get a
simultaneous determination of H0 (e.g., Coles, 2008).
4.12 Microlensing
In the previous sections, we have seen how a large mass distribution, like a galaxy, can
act as a gravitational lens. But smaller masses like stars or compact objects (e.g., black
holes, brown dwarfs, planets, etc.) can also act as lenses. The deflection of light and
hence, the angular separation between the lensed images of a background source are pro-
portional to the square-root of the mass of the lens. For stellar mass objects, this implies
that the image separation is typically of the order of one milli- or micro-arcsecond, hence
the term microlensing introduced by Paczyn´ski (1986a). Such small angular separations
can not be resolved with current instruments, and the micro-images form one single un-
resolved (de-)magnified image. The only observable effect of microlensing is the global
(de-)magnification of the lensed source, which can reach several magnitudes. A very inter-
esting property of microlensing is that it is a dynamical phenomenon. The relative motions
between the observer, the source, and the microlens induce flux variations on time-scales
of a few days to several months depending on the lensed system. These evolving brightness
fluctuations are called microlensing events.
Microlensing occurs essentially on two different distance scales, either on galactic or
cosmological scales. In the context of this thesis, we will focus on cosmological microlens-
ing, but we briefly mention some applications of galactic microlensing that have conducted
to recent impressing results. Galactic microlensing involves a compact object situated in
our Galaxy passing in front of a background source, usually a star, located either in our
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Galaxy or in a nearby galaxy, like the Large Magellanic Cloud. Paczyn´ski (1986b) pro-
posed to use such microlensing situations as a mean to detect dark matter candidates in
the form of massive compact halo objects (MACHOs). MACHOs are bodies too small to
produce their own energy by fusion and might be brown dwarfs, planets, neutron stars,
old white dwarfs, or black holes. In 1993, three different teams (MACHO, EROS, and
OGLE) obtained the first lightcurves of galactic microlensing events and found several
low-mass stars acting as microlenses (Alcock et al., 1993; Aubourg et al., 1993; Udalski
et al., 1993). The search for MACHOs is still going on, and thousands of microlensing
events in our Galaxy have already been observed. The statistics of these detected dark
objects rule out the possibility that low-mass stars make up a significant fraction of dark
matter in our Galaxy. Another important application of galactic microlensing is the search
for extrasolar planets, as first mentioned by Mao & Paczyn´ski (1991). The advantage of
microlensing over other methods (e.g., radial velocities or transits) is its higher sensitivity
to low-mass planets. Recently, Beaulieu et al. (2006) detected one of the smallest known
extrasolar planets with only 5.5 Earth masses.
Cosmological microlensing differs from galactic microlensing in the sense that it does
not involve one but many microlenses simultaneously. The effect of a whole galaxy act-
ing as a lens on a background source (e.g., a quasar) is usually described by a smooth
potential created by a continuous mass distribution. This mass distribution produces
the observed multiple (de-)magnified macro-images of the source. The individual stars
and compact objects of the galaxy introduce a graininess into the potential, which in-
fluences the macro-images. As described above, the microlenses produce an additional
(de-)magnification of the images, which varies in time due to the relative motion of the
microlenses. These flux variations are extrinsic to the background source and affect each
macro-image independently. As a consequence, microlensing is often regarded as a source
of noise in studies where the goal is to measure the time delays between the macro-images
(e.g., to determine the Hubble constant). However, cosmological microlensing can also be
treated as a very interesting source of information from which one can determine the size
(e.g., Wambsganss et al., 1990b; Yonehara, 2001) and shape (e.g., Mineshige & Yonehara,
1999) of the background source, as well as the transverse velocity of the lensing system
(e.g., Gil-Merino et al., 2005) and mean mass of the microlenses (e.g., Kochanek, 2004).
More details on these methods are given in Chapter 7.
Part II
COSMOGRAIL
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“You may delay, but time will not.”
Benjamin Franklin (1706 - 1790)
Chapter 5
Measuring time delays
5.1 Introduction
The Hubble constant H0 is a particularly important parameter in Friedmann-Robertson-
Walker (FRW) cosmologies (e.g., the concordance model), because it sets the length and
timescale of the Universe. Cosmological distances are directly proportional to H−10 , and
a large uncertainty in H0 implies that we are unable to precisely determine the distances
to any distant extragalactic object. This has dramatic consequences on the estimation of
other cosmological parameters such as the energy densities Ωm0 and ΩΛ0. For instance,
the analysis of the WMAP data provides a well defined relation between Ωm0 and ΩΛ0
(Spergel et al., 2007, see Fig 2.4), but the actual determination of these values depends
on the value of H0.
Numerous techniques have been developed to determineH0, and we have reviewed some
of the commonly used methods in section 2.10. The major drawback of these methods
is that they use standard candles as distance calibrators, which increases the systematic
errors of the inferred value of H0. Currently, the best estimation of the Hubble constant
using these techniques is obtained by the HST Key Project H0 = 72 ± 8 km s−1Mpc−1
(Freedman et al., 2001) with uncertainties larger than 10%. Considering the efforts and
amount of telescope time necessary to accomplish a program like the Key Project, it is
clear that a better estimation of H0 will be very difficult to reach with methods based on
secondary distance indicators.
An alternative approach is offered by gravitational lensing and has the potential to in-
crease the precision ofH0 determinations by as much as one order of magnitude (Kochanek
& Schechter, 2004) through the so-called time-delay method (Refsdal, 1964a). This method
is based on the property that any intrinsic variability of a lensed source is observed at
different times in the lensed images, and that the observed time delays between the images
are proportional to H−10 . Hence, the Hubble constant can be determined at truly cosmo-
logical distances and independently of any standard candles or local distance calibrators.
At the beginning of this thesis in 2004, there were ten lensed quasars with measured
time delays, of which nine gave H0 estimates (see Kochanek & Schechter, 2004). Unfortu-
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nately, these time delays had uncertainties of the order of 10%, and hence they could not
give competitive H0 estimates. To fully exploit the potential of gravitational lensing, it is
imperative to reduce the uncertainties of the measured time delays by devising a dedicated
and long-term monitoring program, in order to increase both the frequency and quality of
the observations.
5.1.1 Observational and theoretical challenges
Although the time-delay method was published in 1964 by Sjur Refsdal, no concerted and
long-term program has succeeded to implement the method at a level of precision really
competitive with other techniques. There are several reasons for this. In Section 4.6, we
saw that the theoretical expression for the time delay between two lensed images A and
B is given by
∆tB−A =
1 + zl
c
DlDs
Dls
(
1
2
(θB − β)2 − 12(θA − β)
2 − ψ(θB) + ψ(θA)
)
where theD’s are angular-diameter distances proportional toH−10 . From this equation, we
immediately see that a precise determination of H0 from the time-delay method requires
the following input
1. the astrometry θA and θB of the lensed images relative to the lens position,
2. the time delay ∆tB−A between the lensed images,
3. the redshifts zs and zl of the source and the lens, respectively,
4. the gravitational potential ψ(θ) (i.e. the mass distribution) of the lens.
Note that the true position β of the unlensed source is not an observable and is determined
from the lens model ψ(θ), which should reproduce the observed image positions.
An accurate determination of H0 is only possible if all four points are addressed.
Although the astrometry of most gravitational lenses is now sufficiently well measured,
with precisions reaching a few milli-arcseconds (Kochanek, 2003a), the other three points
remain challenging. The required precision for time-delay measurements is of the order of
a few percents, whereas the typical accuracy reached by past monitoring programs is five
to ten times larger. Reasons for this are the high spatial resolution required to separate
the quasar images, extrinsic variability induced by stellar microlensing, and the small
amplitude of quasar intrinsic variability (a few tenths of a magnitude). An additional
difficulty is the measurement of the lens redshift zl, because the lens is often hidden by
the glare of the much brighter quasar images. In these cases, deep spectroscopy with high
spatial resolution is necessary (see Chapter 6).
Besides these observational challenges, there are also theoretical ones. The modeling
of the lens potential has proven to be difficult, because of the paucity of observational
constraints, and because of the perturbations induced by nearby structures like galaxy
groups (Schechter, 2005). The non-uniqueness of lens models reproducing the observables
is also an important issue, as it has led to contradictory results known as the central
concentration problem (see Chapter 8).
To summarize and in order to reach the target accuracy of a few percent on H0, it is
mandatory to : (1) increase the precision of time-delay measurements, (2) determine the
lens and source redshifts, and (3) improve the lens models. We will discuss each of these
points more specifically in the following chapters.
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5.1.2 The COSMOGRAIL project
The COSmological MOnitoring of GRAvItational Lenses (COSMOGRAIL, Courbin et al.,
2005) started in April 2004 with the aim of measuring time delays for over twenty known
lensed quasars and to evaluate H0 with a precision of a few percent. Accurate time-delay
measurements are particularly demanding observationally, because the quasar images have
small angular separations (typically of one arcsecond). Such separations require a spatial
resolution of a few tenth of an arcsecond, which is reached by space telescopes like the
Hubble Space Telescope (HST) or by large ground-based telescopes like the Very Large
telescope (VLT). However, conducting a large monitoring program like COSMOGRAIL
on such highly demanded telescopes is unrealistic, and smaller telescopes of the 1m or 2m
class should be considered. The lower resolution of these telescopes imply that accurate
photometry of blended objects, sometimes with several quasar images plus the lensing
galaxy within the seeing disk, has to be performed. This difficult task is overcome with
numerical methods such as the MCS deconvolution algorithm (Magain et al., 1998) de-
scribed in Section 6.2. This algorithm increases the spatial resolution and assures that the
quasar images are spatially separated and deblended, leading to accurate photometry.
A monitoring campaign like COSMOGRAIL requires large amounts of observing time,
which are acquired with five different telescopes all located on sites with exceptional ob-
serving conditions (see Fig. 5.1). Before starting the observations, there are several issues
that need to be addressed. The first one is the selection of the targets. Not every lensed
quasar is suited for an accurate time-delay measurement. To determine which lens systems
are best suited for the project, Saha et al. (2006) modeled fourteen lensed quasars using
pixelized lens models. These models give an estimation of the expected time delay, which
helps to optimize the observational strategy, i.e. at which frequency a given lensed quasar
should be observed to use the available telescope time in the most optimal way.
Once the targets and observational strategy are defined, the observation campaign can
start and, after a few months or years of monitoring, accurate lightcurves are obtained for
the lensed quasar images. These curves are then cross-correlated to determine the time
delays and evaluate H0 from the time-delay method.
5.2 Determination of the optimal sampling of observations
The lightcurves of the images of a lensed quasar are generally shifted in time and in magni-
tude due to both the different geometrical paths followed by the light and the time dilation
caused by the gravitational potential of the lensing galaxy (see Section 4.6). Measuring
the time delay is, for several reasons, not a trivial task. First it requires regular monitoring
of the target over a long period (substantially longer than the time delay). Second, most
objects are not observable during the whole year, i.e., they will be below the horizon for
certain periods of the year. Third, there are nights with bad weather conditions when
no data can be obtained. Fourth, variations in lensed quasars may not only be due to
intrinsic fluctuations of the quasar, but also to microlensing by compact objects along the
line of sight. Such a microlensing signal, depending on its timescale and amplitude, can be
used to constrain the spatial structure in the quasar (see Chapter 7). But as long as these
extrinsic variations are not clearly distinguished from the intrinsic variations, microlensing
remains a nuisance for time delay measurements. Finally, the sampling of the observations
is crucial and has to be determined on basis of the intrinsic variations in the quasar and
the time delay estimated from the lens models (e.g., Saha et al., 2006).
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Figure 5.1: The five telescopes involved in the COSMOGRAIL project. From left to right,
and top to bottom: (1) the Swiss 1.2m Euler telescope located at the European Southern
Observatory of La Silla, Chile, (2) the Swiss-Belgian 1.2m Mercator telescope located on
the Canarian island of La Palma, Spain, (3) the 2m robotic telescope of the Liverpool
University (UK) also on La Palma, (4) the 1.5m telescope of the Maidanak Observa-
tory in Uzbekistan, (5) the 2m Himalayan Chandra Telescope of the Indian Astronomical
Observatory in Hanle.
Even though large amounts of telescope time are available for the COSMOGRAIL
project, it is of great interest to use this time in the most optimal way, as this increases the
number of lensed quasars that can be monitored simultaneously. Thus, for each individual
target a specific optimal temporal sampling has to be adopted for the observations. This
optimal sampling is determined from numerical simulations, which create artificial datasets
that allow to test the efficiency of various observing strategies. The goal is to obtain, with
the smallest number of observations, a time-delay estimation with a precision of a few
percent.
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5.2.1 Simulation of lightcurves
In order to produce realistic simulations we define several parameters, starting with the
characteristics of the quasar lightcurves, which are the amplitude and timescale of the
intrinsic variability. Typical values are found from the observed variability of unlensed
quasars (e.g., Hook et al., 1994). Based on these values, we create a continuous lightcurve
simulating the intrinsic variability of a quasar. We then shift this lightcurve by a given
time delay ∆tin, and interpolate the shifted and unshifted lightcurves at selected observing
dates. This produces the simulated lightcurves of two lensed quasar images.
The dates of the observations are determined following both a selected observing strat-
egy and a chosen visibility of the object along the year. We test four observing strategies
with different sampling rates: every three days, every seven days, every fifteen days, and
a forth irregular one. The visibility of a lensed quasar depends on its declination, e.g.,
equatorial objects are visible during roughly 5 months, whereas circumpolar objects are
visible all year. Finally, and, to be more realistic, we add some noise to the simulated
observations in the form of a Gaussian deviate having 0.01 mag standard deviation. This
is a reliable estimate of the expected accuracy of the COSMOGRAIL telescopes (Vuissoz
et al., 2007).
5.2.2 Extracting the time delay
Once, the lightcurves of the quasar images are simulated, we want to recover the input
time delay ∆tin. Many techniques are available for this task, with a variety of technical
subtleties dealing with unstable solutions, sparse sampling, and the effect of additional
perturbations of the lightcurves such as those caused by microlensing (e.g., Press et al.,
1992; Pelt et al., 1994; Beskin & Oknyanskij, 1995; Kundic´ et al., 1997; Burud et al., 2001).
The aim of the present study is to decide which observing strategy will assure to recover
the value of the input time delay within a few percent, rather than testing the techniques
themselves. For this reason, we have adopted the cross-correlation method of Pelt et al.
(1994, 1996), also called the minimum dispersion (D2) method. This method is widely
used and combines robustness, simplicity, and low cost in terms of computing time. More
elaborated methods may be more efficient, so that our results can be considered as lower
limits on the accuracy that can actually be achieved by using a given set of lightcurves.
The minimum dispersion method can be summarized as follows: the lightcurve b(t) of
one image, e.g., image B, is shifted by a trial time delay ∆t and compared to the lightcurve
a(t) of the other image, e.g., image A. The point is to find which curve b(t − ∆t) best
matches the curve a(t) within the overlap region. For any curve b(t − ∆t) the overlap
region is defined as the set of points for which there exist points in curve a(t), both
before and after in time. Curve a(t) is then linearly interpolated to these points, and
the dispersion D2(∆t) in the magnitude differences between the two curves provides the
measure of goodness of fit. The time delay ∆tout between the curves is defined as the
value that minimizes the dispersion D2.
5.2.3 Results
For every input time delay ∆tin, we explore a range of different combinations of observ-
ing conditions and strategies. For each combination, we run 105 simulations, each time
changing the artificial quasar lightcurve and adding randomly distributed errors to the
simulated observations, i.e. normally distributed deviates of 0.01 mag variance. From
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these 105 simulations, we obtain a distribution of the measured time delay ∆tout. The
ratio between the standard deviation and the mean of this distribution defines the ac-
curacy that can be expected for the adopted observing strategy in the chosen observing
conditions.
Figure 5.2: Histograms exploring the observational parameter space for the determination
of a time delay of 80 days. Each curve is the probability density function for the time
delay, obtained from 105 simulations, for a particular combination of the three parameters:
(1) sampling interval, four columns, from left to right: irregular, 15 days, 7 days, 3 days),
(2) visibility period, three bands from top to bottom: 12, 8, and 5 months, and (3) peak-
to-peak variation A of the quasar lightcurve, three rows within each band, from top to
bottom,: 0.3, 0.2, 0.1 mag. Each panel is labeled with the mean and standard deviation
of the measured time delay, as well as the percentage error. The effect of microlensing is
not included in these simulations.
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We apply this procedure to input time delays ∆tin from 5 to 120 days. The results for
∆tin = 80 days are illustrated in Fig. 5.2, where the 36 panels correspond to the different
combination of the parameters. In each panel, the measured time delays ∆tout are plotted
in histogram form, with the measured mean and standard deviation quoted.
This first set of simulations is performed without considering the effect of microlensing
by stars in the lensing galaxy. However, most quasars with measured time delays have
proved to be affected by microlensing. It is hence mandatory to introduce this effect into
our artificial lightcurves and to estimate how the time-delay measurements are modified.
Microlensing can be simulated as an additional lightcurve with a different length scale and
amplitude. We express the peak-to-peak microlensing amplitude Aµ as a simple function
of the quasar lightcurve amplitude A. We take it as Aµ = α ·A, with α = 0.01, 0.05, 0.10,
in order to mimic a microlensing amplitude of respectively 1, 5 and 10% of the amplitude
of the quasar lightcurve. The microlensing curve is smoothed using a convolution kernel
of 100 days, i.e. about three times slower than the intrinsic variations of the quasar,
and is added to the lightcurve of one of the quasar images. The choice of this image is
irrelevant because only relative differences between the lightcurves of the two components
are considered to extract the time delay. We then repeat the cross-correlation analysis.
The complete results of this study are given in the paper at the end of this chapter
(Eigenbrod et al., 2005).
5.3 Discussion
We have undertaken a set of simple but realistic numerical simulations in order to optimize
the observing strategy of the COSMOGRAIL monitoring program. The predicted error
bars on time delays compare very well with the ones obtained in optical wavelengths with
real data (see Fig. 4 in Eigenbrod et al., 2005).
From our simulations, we conclude that short time delays will never be measured with a
precision better than 2%, unless the intrinsic quasar variability is substantially larger than
0.3 mag. We find that time delays between 40 and 100 days are best suited for accurate
time-delay measurements, even in the presence of microlensing, and especially in the case
of circumpolar objects, where one can easily achieve a 2% accuracy. We also show that,
when the time delay is comparable to the visibility window of the object, a logarithmic
sampling can significantly improve the time delay determination. This is no longer true
when the time delay is shorter than the visibility window, where the logarithmic sampling
even degrades the results.
As expected, microlensing increases the error of the measured time delays. With 5%
microlensing (as defined here), the estimated error on the time delay is twice that of the
no-microlensing case. Moreover, equatorial objects should be avoided. Although they
are accessible from the north and south, they are visible under good conditions for only
5-6 months along the year. This makes it impossible to measure time delays larger than
100 days. For shorter time delays, the estimated error for an equatorial object is twice
that of the same object if it were circumpolar.
A point that is not discussed in our study is the influence of the magnitude shift between
the lightcurves of the two lensed quasar images. This shift can have a significant effect on
the determination of the time delay, especially when using the minimum dispersion method
(e.g., Vuissoz et al., 2007). Any measurement of a “real” time delay should therefore be
concerned about this issue, and more sophisticated methods should also be considered for
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the extraction of the time delay.
The present study helps to define the optimal combinations of predicted time delay,
object visibility and temporal sampling, to reach a target accuracy of a few percent. In
particular, it was used to define the observing strategies of the COSMOGRAIL targets.
Recent results are the determination of the time delay ∆t = 49.5± 1.9 days in the lensed
quasars SDSS J1650+4251 (Vuissoz et al., 2007), and the time delays ∆t(B−A) = 35.5 ±
1.4 days and ∆t(B−C) = 62.6+4.1−2.3 days in WFI 2033−4723 (Vuissoz et al., 2008). These
measurements have a precision below 4%, which is twice better than the accuracy reached
by previous time-delay measurements. Furthermore, as the monitoring continues, these
values will improve further, together with several other COSMOGRAIL time delays that
will be published soon.
Increasing the number of known time-delay lenses is important because they can be
combined to yield better estimates of H0 as when they are considered individually. For
instance, Oguri (2007) developed a statistical method to examine the dependence of time
delays on the complexity of lens potentials. They applied their method to sixteen published
time-delay quasars and found H0 = 68 ± 6 (stat.) ± 8 (syst.) km s−1 Mpc−1. With
a different approach, Coles (2008) used pixelized models to simultaneously reconstruct
eleven time-delay lenses. He inferred H0 = 71+6−8 km s
−1 Mpc−1. Adding more lenses to
these studies will reduce the uncertainties and should in the foreseeable future provide a
new determination of H0 with unprecedented accuracy.
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Abstract. We use numerical simulations to test a broad range of plausible observational strategies designed to measure the time
delay between the images of gravitationally lensed quasars. Artificial quasar light curves are created along with Monte-Carlo
simulations in order to determine the best temporal sampling to adopt when monitoring the photometric variations of systems
with time delays between 5 and 120 days, i.e., always shorter than the visibility window across the year. Few and realistic
assumptions are necessary on the quasar photometric variations (peak-to-peak amplitude and time-scale of the variations) and
on the accuracy of the individual photometric points. The output of the simulations is the (statistical) relative error made on the
time delay measurement, as a function of 1- the object visibility over the year; 2- the temporal sampling of the light curves; and
3- the time delay. Also investigated is the effect of long term microlensing variations which must be below the 5% level (either
intrinsically or by subtraction) if the goal is to measure time delays with an accuracy of 1–2%. However, while microlensing
increases the random error on the time delay, it does not significantly increase the systematic error, which is always a factor 5
to 10 smaller than the random error. Finally, it is shown that, when the time delay is comparable to the visibility window of the
object, a logarithmic sampling can significantly improve the time delay determination. All results are presented in the form of
compact plots to be used to optimize the observational strategy of future monitoring programs.
Key words. gravitational lensing – cosmological parameters – cosmology: observations
1. Measuring time delays
Measuring time delays in gravitationally lensed quasars is dif-
ficult, but not as difficult as it first appeared in the late eight-
ies when the first monitoring programs were started. Obtaining
regular observing time on telescopes in good sites was (and
is still) not easy and the small angular separations between
the quasar images require to perform accurate photometry of
blended objects, sometimes with several quasar images plus the
lensing galaxy within the seeing disk.
1.1. COSMOGRAIL
The COSMOGRAIL project (COSmological MOnitoring of
GRAvItational Lenses), started in April 2004, addresses both
issues of carrying out photometry of faint blended sources
and of obtaining well sampled light curves of lensed quasars.
The project involves 5 telescopes: (1) the Swiss 1.2 m Euler
telescope located at La Silla, Chile; (2) the Swiss-Belgian
1.2 m Mercator telescope, located in the Canaria islands
(La Palma, Spain); (3) the 2 m robotic telescope of the
Liverpool University (UK), also located at La Palma; (4) the
1.5 m telescope of Maidanak observatory in Uzbekistan;
and (5) the 2 m Himalayan Chandra Telescope (HCT).
All 5 telescopes, and others that will join the collaboration,
are used in order to follow the photometric variations of most
known gravitationally lensed quasars that are suitable for a de-
termination of H0. The sample of targets is described further
in Saha et al. (2005), as well as the non-parametric models and
predicted time delays for all of them. Our target accuracy on in-
dividual photometric points is 0.01 mag, well within the reach
of a 1–2 m class telescope and average seeing (1′′) in a good
site. This accuracy is reached even for the blended components
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of lensed quasars, thanks to image deconvolution algorithms
such as the MCS algorithm (Magain et al. 1998).
The results presented in the following were obtained to op-
timize the observations of the COSMOGRAIL project, which
aims at measuring time delays, with an accuracy close to 1%
within 2 years of observations (per lensed quasar).
Although large amounts of time are available for
COSMOGRAIL on each telescope, optimizing the time spent
on each lensed quasar, depending on its luminosity and ex-
pected time delay, remains very important. The present pa-
per aims at optimizing the temporal sampling to adopt in or-
der to derive accurate time delays for as many lensed quasars
as possible.
The paper is organized in the following way. Section 2 de-
scribes how we simulate the light curves of the quasar images.
In Sect. 3, we present which parameters of the simulated light
curves are varied and in which range they are varied. In Sect. 4,
we explain how the time delays are extracted from the sim-
ulated light curves. The results of these simulations are dis-
cussed in Sect. 5. Since most lensed quasar light curves are
probably affected by microlensing events, it is important that
our simulations include such effects in order to evaluate their
influence on the determination of the time delay. This is treated
in Sect. 6. Finally, Sect. 7 investigates the effect of logarithmic
sampling on the light curves and shows how this irregular sam-
pling can improve the time delay measurements when it is of
the order of the visibility window of the object. Note that we
consider here only the time delays measured from optical light
curves. Radio observations have characteristics that are com-
pletely different from the present simulations: noise properties,
better spatial resolution, less sensitivity to microlensing.
1.2. Which accuracy?
Not all lensed quasars are suited to an accurate determination
of H0, first because not all of them have nice lens models with
little influence of degeneracies and, second, because the er-
ror on the time delay propagates linearly into the error bud-
get on H0. While the latter is not the dominant component in
the error budget it can (and should) be made almost negligible
compared with the other sources of uncertainty. A precision
of a few percent should be the goal of the photometric mon-
itoring programs aimed at measuring time delays, if H0 is to
be measured with an accuracy competitive with other methods.
So far, very few time delays are known with very high accu-
racy. Among the best examples are the double Q 0957+561
(Colley et al. 2003), measured in optical wavelengths, and the
quadruple B 1608+656 (Fassnacht et al. 2002), measured in
radio wavelengths. Most other lensed quasars have time delays
known with a precision of about 10%.
The accuracy of the time delays depends critically on the
temporal sampling, on the visibility of the object over the year,
on the influence of microlensing, and on the good will of the
quasar source to show photometric variations at all. Using nu-
merical simulations on artificial quasar light curves, we try in
the present work to define the optimal observational strategy to
adopt in order to reach a desired accuracy on the time delay.
We consider only the time delay between two quasar images.
Our simulations remain applicable to multiple time delays in
quads, but the errors on the photometric measurements of the 4
(or more) components must be uncorrelated.
2. Simulated light curves
The first step of the process is to generate artificial quasar
light curves whose properties mimic quasar variations in a re-
alistic way. A useful benchmark here is the analysis by Hook
et al. (1994), of the variability properties of a sample of some
300 quasars.
They find that the variability δm of optically selected
quasars can be represented by a function of the form:
|δm| = (0.155 + 0.023(MB + 25.7))
(
δt
1 + z
)0.18
where MB is the absolute B magnitude, z is the redshift, and δt
is the time interval, in days, over which δm applies. We plot
this relation in Fig. 1, for different luminosities (MB = −26,
−28), and redshifts (z = 1, 2, and 3), which are typical for
lensed quasars. The curves in the figure show a variation time-
scale of 10 to 100 days for a typical change of a few tenths
of a magnitude. Realistic simulated light curves should show
a time-scale for the variations, and a total “peak-to-peak” am-
plitude A = δm of the variation that are in accord with these
results.
In order to mimic these variations we first consider a time
series of N points spanning the total duration of the obser-
vation. For each of these points we define a simulated mag-
nitude in such a way that the artificial light curve follows a
random walk with an arbitrary peak-to-peak amplitude. We
next smooth the light curve with a Gaussian kernel that has a
Full-Width-Half-Maximum (FWHM) of 30 days to ensure that
the typical variation time-scale matches that of real quasars.
Finally, the curve is renormalized so that its maximum varia-
tion is equal to a specified peak-to-peak amplitude A.
A second light curve is then obtained, by applying a time
shift ∆tin > 0. The two sets of points (tA, mA) for image A
and (tB, mB) for image B obtained in this way are the final
simulated light curves, both sampled with 10 points per 24 h.
This sampling, very small compared with the sampling that will
be adopted to carry out the actual observations, ensures that
no interpolation is necessary when shifting curve B relative to
curve A. The precision on the shift is, then, 0.1 day, 50 times
smaller than the smallest time delay we wish to simulate.
The curves are used to produce artificial observations, this
time with a much sparser sampling. We define Nobs observing
points at the observing dates tobs. For each of these dates we
define the observed magnitude by selecting the closest value
in time among the pairs (tA, mA) for image A and (tB, mB)
for image B, resulting in noise free, sampled, artificial light
curves. Finally, simulated photon noise is added to the data.
This is achieved by adding to each observing point a normally
distributed deviate of zero mean and variance σobs. Thus one
has defined a combined set of Nobs observations, (tobs, mA,obs)
for image A and (tobs, mB,obs) for image B. Typical light curves
are shown in Fig. 2.
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Fig. 1. Expected quasar variations δm in magnitudes as a function of
the time interval δt (see text). The curves are plotted for 2 different
absolute magnitudes MB and for 3 quasar redshifts.
Fig. 2. Example of simulated light curve, for a 2-year long observa-
tion and a peak-to-peak amplitude A = 0.1 mag. The continuous light
curve is shown as a solid line. It has been smoothed on a length scale
of 30 days. The four samplings used in the simulations are shown
(plus the logarithmic sampling, see text), along with the error bars
of 0.01 mag. The figure is constructed for an object with a visibility
of 8 consecutive months, hence the size of the gap in the center of the
curves is 4 months. The curve plotted for the logarithmic sampling has
the same number of data points as the curve for the 7-day sampling.
3. Parameter space
In the simulations presented below, some parameters are im-
posed on us by technical limitations. This is the case of the
maximum accuracy on the photometry of the individual quasar
images. We assume that a good goal is 0.01 mag for a typical
lensed quasar, or a signal-to-noise of 100 integrated over the
quasar image. We have tested some cases where the points have
larger error bars, and this led to the conclusion that the adopted
0.01 mag error is a requirement to meet in order to carry out
the project successfully. Doubling the error bars also doubles
the error on the time-delay determination. Errors above 0.05
are likely to compromise the whole feasibility of the project.
We also suppose that the algorithm used to carry out the pho-
tometry on the real data actually yields photon noise limited
measurements. Second, we fix the total duration of the obser-
vations to two years, since one probably wants to measure H0
in a reasonable amount of telescope time.
Other parameters cannot be fixed in advance. They define
the parameter space we want to explore through the simula-
tions, and include:
1. The temporal sampling of the curves. We consider regularly
spaced sampling intervals of 3, 7, and 15 days (±30% due,
e.g., to bad weather). Also, in some observatories, large
chunks of time are allocated rather than regularly spaced
dates. To model this, as an example, we also carry out our
experiment with a sampling of one observing point taken
every other day during 15 days, followed by 1 single point
taken in the middle of the next month, and again one point
every other day for 15 days, and so on. We refer to this type
of sampling as “irregular sampling”.
2. The visibility of the object. An equatorial object is seen
no more than 5 months in a row in good conditions. A
circumpolar object is by definition visible the entire year.
We also choose an intermediate visibility of 8 months. It
should be noted that we do not allow for large losses of
data points, e.g. non allocation of time to the project during
a full semester, which would simply hamper even a rough
estimate of the time delay.
3. The amplitude A of variation of the quasar. We choose
three typical peak-to-peak variations of A = 0.1, 0.2,
0.3 mag over the two years of simulated observations, as
suggested by Fig. 1.
Determining the best combination of these parameters is the
goal of the present work, for a broad range of time delays,
from 5 to 120 days. For each time delay there are 4 temporal
samplings × 3 visibilities × 3 amplitudes = 36 different possi-
ble combinations of parameters.
4. Extracting the time delay
Using the light curves constructed in the previous section, we
now try to recover the time delay ∆tin chosen in the simu-
lated data. Many cross-correlation techniques are available for
this task, with a variety of technical subtleties dealing with
unstable solutions, sparse sampling, and the effects of addi-
tional perturbations to the light curves (such as those caused
by microlensing).
The aim of the present experiment is to decide which ob-
serving strategy will assure us that the present typical 10% er-
ror bar on optical time delays decreases below 2%, rather than
testing the cross-correlation techniques themselves. For this
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reason, without further discussion, we have adopted the cross-
correlation method of Pelt et al. (1994), which is in wide use,
and which combines robustness, simplicity, and low cost in
terms of computing time. No other correlation technique was
used in the present simulations. More elaborated methods may
be more efficient, so that our results can be considered as lower
limits on the accuracy that can be actually achieved using a
given set of light curves.
Although the Pelt method is well known, we briefly review
the main steps followed to determine the time delay.
We first define an interval of time delays [∆tmin, ∆tmax],
which contains the true value of the time delay ∆tin. Note that
with real data, predicted time delays for lenses are accurate
enough to follow this approach, especially in cases where the
redshifts of the lens and source are known. We then define Nd
equally spaced time delays over the range [∆tmin, ∆tmax], with
interval ≤0.1 days i.e. Nd ≥ (∆tmax−∆tmin)/0.1+1. The interval
is small compared with the input time delay ∆tin and ensures
that the precision of the results, even for ∆tin = 5 days, is not
limited by the time resolution adopted in the simulations.
The light curve of image B is then shifted, successively,
through the set of Nd time delays, ∆t. The problem is to find
which curve B(∆t) best matches curve A, within the overlap
region. For any curve B(∆t) the overlap region is defined as the
set of points for which there exist points in curve A, both before
and after in time. Curve A is then linearly interpolated to these
points, and the dispersion D2(∆t) in the magnitude differences
between the two curves provides the measure of goodness of fit.
Data points for which the distance from the interpolated date to
the closest date in curve A, is greater than some specified limit
(i.e. where the interpolation is unreliable) are ignored in this
calculation. The search is limited, obviously, to time delays for
which the two curves overlap. Time delays of the order of half
a year are thus only accessible for circumpolar objects.
This procedure yields the dispersion spectrum D2(∆t). The
true time delay ∆tout between the images should be evident as
a minimum in the dispersion spectrum D2(∆t). This minimum
is determined by fitting a parabola to the dispersion spectrum.
5. Results
For every time delay ∆tin to be simulated, we explored the full
range of 36 different combinations of the three parameters, de-
tailed in Sect. 3. For each combination, we ran 100 000 simula-
tions, each time changing the quasar light curve, and modifying
the observed points by adding randomly distributed errors (i.e.
normally distributed deviates of 0.01 mag variance). The re-
sults for ∆tin = 80 days are summarized in Fig. 3, where the
36 panels correspond to the different parameter combinations.
In each panel the measured time delays of the simulations are
plotted in histogram form, with the measured mean and stan-
dard deviation (established by computing the range containing
68% of the results) quoted. The histograms are mostly symmet-
rical about their mean value, indicating that no strong system-
atic error is introduced. The slight shift (0.5 days in the worst
case) of the mean of the histogram relative to value of ∆tin is
small compared with the width of the histogram, i.e., the ran-
dom error dominate the error budget.
Table 1. Published time delays and 1-σ uncertainties for four lensed
quasars, measured from their optical light curves. The percentage er-
rors are given in parentheses.
Object Time delay [days] Reference
RXJ 0911+0551 146 ± 4 (2.7%) Hjorth et al. (2002)
FBQ 0951+2635 16 ± 2 (13%) Jakobsson et al. (2004)
PG 1115+080 23.7 ± 3.4 (14%) Schechter et al. (1997)
SBS 1520+530 130 ± 3 (2.3%) Burud et al. (2002a)
B 1600+434 51 ± 2 (3.9%) Burud et al. (2000)
HE 2149-2745 103 ± 12 (12%) Burud et al. (2002b)
The results for the percentage error, for the 36 parameter
combinations, for all the simulated time delays, are presented
in a compact way in Fig. 4. Here each panel shows the results
for 12 parameter combinations, which are the 4 temporal sam-
plings × the 3 visibilities, and the three columns correspond
to the 3 amplitudes. Each row is for a different time delay.
In this figure are also shown the values of the quoted relative
errors for six published time delays of quasars monitored in
optical wavelengths. These values are summarized in Table 1,
and have been plotted at a sampling of 15 days, which roughly
correspond to their effective sampling. Although the observa-
tional strategy used for these quasars is not strictly the same
as any of the ones we have defined, the predicted errors lie
rather close to the real ones, with the exception of the dou-
ble quasar HE 2149-2745, but this quasar had very smooth
variations over the two years of observations, much smoother
than the typical variations used in our simulations (see Fig. 2).
We do not include the twin quasar Q 0957+561 because it has
a 10-year long light curve, much longer than the two years con-
sidered in our simulations. Moreover its time delay of 423 ±
6 days (Pelt et al. 1996) is much larger than the highest time
delay used (i.e. 120 days).
Although the predicted relative errors on the time delay are
very close to the published values, they are usually slightly
more optimistic than the measured relative errors. The small
discrepancies can be explained by differences in the parameters
we use, compared with the characteristics of actual monitoring
data, e.g.:
– a shorter or longer monitoring period than the supposed
two years;
– different photometric errors than the supposed 0.01 mag;
– a temporal sampling that differs in detail from our idealized
scheme.
The most likely explanation for the simulations being too op-
timistic however remains the presence of microlensing in the
light curves of real quasars, which is the subject of the next
section.
6. Influence of “slow” microlensing
Not all the photometric variations observed in the light curves
of the quasar images are intrinsic to the quasar. Microlensing
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Fig. 3. Histograms exploring the observational parameter space described in the text for the determination of a time delay of 80 days. Each curve
is the probability density function for the time delay, obtained from 100 000 simulations, for a particular combination of the three variables.
These are: 1- sampling interval, four columns, from left to right: irregular, 15 days, 7 days, 3 days; 2- visibility period, three bands from top
to bottom: 12, 8, and 5 months; 3- peak-to-peak variation, A, three rows within each band, from top to bottom: 0.3, 0.2, 0.1 mag. Each panel
is labeled with the mean and standard deviation of the measured time delay, as well as the percentage error. The effect of microlensing is not
included in these simulations, and is treated later.
by stars in the lensing galaxy introduces amplification events
that contaminate the light curves.
The severity of such events depends not only on the loca-
tion of the images relative to the lens but also on whether the
image considered is a minimum, maximum or a saddle point
in the arrival time surface (Schechter & Wambsganss 2002).
Consequently, the image closest to the lens, in projection on the
plane of the sky, and hence with the larger density of potential
microlenses, is not necessarily the one with more microlensing.
The doubly lensed quasar HE 1104-1805 is a typical example,
where the image the further away from the lens is the one with
the largest microlensing events.
Microlensing can act on different time scales, “slow” or
“fast”, as compared with the time scale of the quasar’s intrin-
sic variations. A nice example of fast microlensing has been
found in the light curve of HE 1104-1805 (e.g., Schechter et al.
2003). Since the temporal sampling used in past quasar mon-
itoring programmes has been rather sparse, there is no other
known example of fast microlensing. Slow microlensing, with
smooth variations spanning several months or even years are
more common, or are at least better detected with existing data.
The slow variations in the four images of the Einstein Cross are
the clearest examples of slow microlensing (e.g., Wozniak et al.
2000).
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Fig. 4. Summary of the estimated percentage error on the measured time delay as a function of the observational parameters: 1- peak-to-peak
variation, A; 2- sampling interval (x-axis of each panel); 3- visibility period. Each panel corresponds to one value of the input time delay ∆tin.
The percentage error on the time delay, plotted on the y-axis, is calculated from 100 000 simulations. The lines connecting the points correspond
to different periods of visibility. The solid lines are for circumpolar objects, the dotted lines are for the 8-month visibility, and the long dashed
lines are for the 5-month visibility. We have used three peak-to-peak values of the amplitudes A for the simulated light curves, which increases
from left to right in the three columns. The curve for the 5-month visibility and 120-day time delay has not been computed, as there are almost
no data points in common between the curves of image A and image B. The star-shaped symbols plot the percentage errors for quasars with
real measured optical time delays published in the literature. See text for further details.
Since most quasars with measured time delays have been
shown to be affected by slow microlensing, it is mandatory to
introduce this effect into our artificial light curves and to esti-
mate how the time-delay measurement is modified. The slow
microlensing events can be simulated by creating a microlens-
ing light curve in the same manner as we did for the intrinsic
variations of the quasar (i.e. by using a smooth random walk
model), but with a different length scale and amplitude. We ex-
press the peak-to-peak microlensing amplitude Aµ as a simple
function of the quasar amplitude. We take it as Aµ = α · A,
with α = 0.01, 0.05, 0.10, in order to mimic a microlensing
amplitude of respectively 1, 5 and 10% of the amplitude of the
quasar light curve. The microlensing curve is smoothed using
a convolution kernel of 100 days, i.e. ∼3 times slower than the
intrinsic variations of the quasar, and is added to the light curve
of one of the quasar images. The choice of this image is irrele-
vant, because only relative differences between the lightcurves
of the two components are considered to extract the time delay.
We then repeat the cross-correlation analysis. The mi-
crolensing event, thus, acts as an additional source of noise.
Fast microlensing is not considered here. Introducing it is
equivalent to artificially increase the 0.01 mag error bar on the
individual points.
Figure 5 plots the results for the case of the 80-day time
delay, and 3-day sampling, with different amplitudes of mi-
crolensing. The format is the same as in Fig. 3. It can be seen
that no strong systematic variations are introduced. In each
case the returned time delay is consistent with the input value,
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Fig. 5. Histograms exploring the observational parameter space described in the text for the determination of a time delay of 80 days, including
the effects of microlensing. Each curve is the probability density function for the time delay, obtained from 100 000 simulations, for a sampling
interval of 3 days, and for a particular combination of the variables. These are: 1- microlensing amplitude, Aµ = α ·A, four columns, from left to
right: α = 0, 0.01, 0.05, 0.1; 2- visibility period, three bands from top to bottom: 12, 8, and 5 months); 3- peak-to-peak variation, A, three rows
within each band, from top to bottom: 0.3, 0.2, 0.1 mag. Each panel is labeled with the mean and standard deviation of the measured time delay,
as well as the percentage error. While no strong systematic drifts of the histograms are seen relative to the input time delay ∆tin = 80 days, the
width of the histograms are significantly broadened as microlensing increases.
but microlensing substantially increases the uncertainty in the
measurement, i.e. broadens the histograms. No distortion, i.e.,
skewness is apparent. The error on the time delay measurement
without microlensing (left column) typically degrades by a fac-
tor of approximately 2 when 5% microlensing is present (i.e.,
α = 0.05), and by up to a factor of 6 with 10% microlens-
ing. However, the shift between the mean of the distribution
and ∆tin is not much larger than in the no-microlensing case.
Slow microlensing does not seem to introduce significant sys-
tematic errors.
Figures 6 and 7 summarize all the results of our simulations
including microlensing, in a way similar to Fig. 4, showing how
the error on the time delay degrades with increasing microlens-
ing amplitude (α, plotted on the x-axis in each of the column
plots). The figures are constructed for the irregular sampling as
well as for the regular 3-day, 7-day and 15-day samplings.
We note that the time-delay determination is much more
affected by microlensing with the 3-day sampling than with the
15-day or the “irregular” samplings: while changing α from 0
to 0.1 increases the relative error by a factor of 8 for the 3-day
sampling, it increases only by a factor of 3–4 with the 15-day
or the irregular sampling. Microlensing has a stronger effect on
well sampled light curves than on sparser samplings.
Similarly a light curve with large amplitude A will see
its accuracy on the time-delay measurement slightly more de-
graded than one with a smaller amplitude. In both cases this
may simply be due to the enhanced signal-to-noise of the
light curves, either because more data points are available, or
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Fig. 6. Top: percentage error on the time delay for the irregular sampling and for three amplitudes A. In each column the results are shown for
four microlensing amplitudes Aµ = α · A, starting on the left with α = 0, i.e., no microlensing. The different types of curves correspond to the
three visibilities, as in Fig. 4. The solid lines are for circumpolar objects, the dotted lines are for the 8-month visibility, and the long dashed
lines are for the 5-month visibility. Bottom: same plot as above but for the 3-day sampling.
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Fig. 7. Same as Fig. 6, but for the 7-day sampling (top) and for the 15-day sampling (bottom).
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Fig. 8. Time delay distributions for four different values of ∆tin, each time for 3 visibilities and a peak-to-peak variation A = 0.3. We compare
the distributions obtained for the logarithmic sampling (without microlensing), with the results for the 7-day sampling. Clear distortions of the
histograms are seen when the time delay is close to the visibility window of the object, when a regular sampling is adopted (left column in the
four panels). The histograms obtained with the logarithmic sampling are well symmetrical and narrow. The systematic error is also reduced.
This effect is not so evident when the time delay is much shorter than the visibility window, where the logarithmic sampling even degrades
the results.
because the quasar variations are stronger with respect to the
photon noise of the individual photometric points.
In general we can conclude that the more accurate the time-
delay determination is in the case without microlensing, the
more it degrades when a given amount α of microlensing is
added: better data are more sensitive to microlensing. On the
other hand, the data allowing accurate time delay determina-
tions in the absence of microlensing are usually also better
suited to the accurate subtraction of the microlensing events.
7. When the time delay becomes close
to the length of the visibility window
So far we have compared light curves sampled with regular
samplings, plus one irregular sampling. The main difference
between these samplings was the number of data points within
the period of 2 years of observations. It is then not surprising
that finer sampling leads to better results. The simulations we
have done allow us to quantify the error bar on the time delay
for each sampling.
Another natural question arising is: is there an optimal way
to distribute a fixed number of sampling points, in order to
reach the best possible accuracy on the time delay? This has
been explored in other areas of astronomy, for example by
adopting a logarithmic sampling of the data. We have tested the
effect of such a sampling on quasar light curves. Figure 8 shows
the results of the simulations, where we compare the (regular)
7-day sampling to a sampling adopting the exact same number
of data points but distributed in a logarithmic way. As for the
regular case, we have introduced a small randomly distributed
error (±0.4 days) on each observing data to account for weather
conditions and scheduling. As shown in Fig. 2 the curve starts
with a very high frequency of observations and continues with
a sampling getting close to regular. An important consequence
is that objects that have a time delay of the order of the visibil-
ity period will be well sampled exactly where the two quasar
light curves significantly overlap after correcting for the time
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delay. In other words, the logarithmic scale allows to sample
very well the (short) parts of the curves that will overlap after
the time delay is applied.
The result in Fig. 8 is striking. As soon as the time de-
lay is close to the length of the visibility window, the regular
method fails to produce symmetrical histograms, whereas the
histograms obtained with the logarithmic scale are narrower
and more symmetrical about their mean. Their mean is also
closer to ∆tin than with the regular method. This is no longer
true when the time delay is shorter than the visibility window,
where the logarithmic sampling even degrades the results.
8. Conclusions
We have undertaken a set of simple but realistic numerical
simulations in order to optimize the observing strategy of our
COSMOGRAIL photometric monitoring programs aimed at
measuring H0. The predicted error bars on time delays com-
pare very well with the ones obtained in optical wavelengths
with real data.
It is immediately seen from Figs. 6 and 7 that short time
delays will never be measured accurately, i.e., with a preci-
sion better than 2%, unless the quasar amplitude A is substan-
tially larger than 0.3 mag. Even with no microlensing and the
3-day sampling, time delays shorter than 10 days are measur-
able with 10% accuracy, at best. Time delays between 40 and
100 days seem optimal, especially in the case of circumpolar
objects, where one can easily achieve 2% accuracy, even with
the 7-day sampling.
Equatorial objects should be avoided. Although they are ac-
cessible from the north and south, they are visible under good
conditions for only 5–6 months along the year. This makes it
impossible to measure time delays larger than 100 days (hence
the corresponding long-dashed curve is not represented in the
relevant figures). For shorter time delays, e.g., 80 days, the es-
timated error for an equatorial object is twice that of the same
object if it were circumpolar.
Microlensing complicates the situation. With 5% mi-
crolensing (as defined here), the estimated error on the time
delay is twice that of the no-microlensing case. Again, optimal
time delays are around 100 days, with a visibility of at least
8 months. Assuming an amplitude A = 0.2 mag and 5% mi-
crolensing, an accuracy of 2% on the time delay is still possible
for these objects. The long time delays also allow a sampling
as long as 7 days to be adopted.
While microlensing increases the random error on the time
delay, it does not increase significantly the systematic error
(i.e., |∆tin − ∆tout|), which remains low, usually 5 to 10 times
lower than the random error, with or without microlensing.
Finally, adopting a logarithmic sampling step can improve
the accuracy on the time delay when the time delay is close to
the length of the visibility window of the object. However, this
logarithmic sampling usually degrades the results for all other
combinations of time delays and visibility windows.
The game of defining what could be a “golden” lens, at
least in terms of quality of the time delay measurement, is not
an easy one. This is why we have attempted in this paper to
provide a grid of predicted error bars on the time delay, based
on simple assumptions. The results are presented in a compact
way in Figs. 6 and 7. We will use these plots to choose optimal
combinations of 1- predicted time delay; 2- object visibility and
3- temporal sampling, to reach a target accuracy on the time de-
lay. Even with large amounts of telescope time, the number of
new lensed quasars is increasing quickly and one has to select
the best possible cases. We hope that the present work will be
useful for the task of identifying the objects that are the most
likely to be measured accurately, so that the only significant
remaining source of uncertainty on H0 will be the lens model.
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“There are two kinds of light - the glow that
illuminates, and the glare that obscures.”
James Grover Thurber (1894 - 1961)
Chapter 6
The redshift of lensing galaxies
6.1 Introduction
For the majority of all known gravitationally lensed quasars, the “distance” to the quasar is
already well determined from spectroscopy by measuring the cosmological redshift affecting
the spectrum of the quasar. On the opposite, the redshift of the much fainter lensing galaxy
is usually poorly constrained or even completely unknown.
The determination of the lens redshift is essential for several reasons. First, detailed
modeling of any gravitational lensing system requires the distance to the lens as an input.
If a time delay has been measured for a given lensed quasar, it would be hopeless to infer an
accurate estimate of the Hubble constant without knowing the redshift of the lens. Hence,
it is absolutely necessary for a program like COSMOGRAIL to know the lens redshift of
the monitored objects. Second, if a sufficiently large number of gravitational lenses with
measured redshift is established, one can compute statistics to constrain the density ΩΛ0
of dark energy (e.g., Fukugita et al., 1990; Turner, 1990). Indeed, the probability that a
distant object is strongly lensed is proportional to the number of possible lensing objects
along the line of sight and thus, quite sensitive to dark energy. Increasing the number of
lensed quasar with known lens redshifts will therefore improve the statistics and hence,
the precision of the results.
The measurement of lens redshifts is difficult because of the small angular separation
between the lensing galaxy and the lensed quasar images (typically one arcsecond), and
because of the contamination of the much brighter quasar images. As a consequence, these
measurements require deep spectroscopic observations using large telescopes in combina-
tion with advanced deconvolution methods to separate the spectrum of the lens from the
glare of the much brighter quasar images. In this chapter, we present our spectroscopic
survey conducted at the Very Large Telescope (VLT) of the European Southern Obser-
vatory (ESO) with the aim of measuring unknown lens redshifts. We combine the high
quality VLT data with the MCS deconvolution method (Magain et al., 1998; Courbin
et al., 2000) to further increase the spatial resolution and hence, retrieve the lens spectra
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and determine the corresponding redshifts.
6.2 Spatial deconvolution
6.2.1 The MCS deconvolution algorithm
The resolution of astronomical images is limited by the resolution of the instruments and
by the turbulence of Earth’s atmosphere. The resolution of a telescope improves with
increasing size and when shorter wavelength are observed. Unfortunately, the resolution
of ground-based optical telescopes does not improve without limit as its size is increased.
This is due to atmospheric turbulence that produces the well-known “twinkling” of stars.
As a consequence, the image of a point source (e.g., a star) is not a point, but is blurred.
The observed blurring is described by the Point Spread Function (PSF), which depends
on both the instrumental response and atmospheric turbulence present at the time of
observation. Mathematically, the observed light distribution D(x) of a given source can
be considered as the convolution of the original light distribution F(x) with the PSF T (x),
plus some noise N (x).
D(x) = (T ∗ F) (x) +N (x)
where the symbol “∗” stands for the convolution. The aim of deconvolution is to invert
this equation by deconvolving the data D(x), to recover the original light distribution
F(x). However, there is no unique solution to this problem, especially in the presence of
noise, and regularization techniques have to be used in order to select a plausible solution
among the possible ones. A large variety of deconvolution methods have been proposed,
depending on the way this particular solution is chosen.
One of these methods is the “MCS image deconvolution algorithm” (Magain et al.,
1998). Unlike other traditional deconvolution methods, MCS is not violating the sampling
theorem. This theorem determines the maximal sampling interval allowed so that an entire
function can be reconstructed from sampled data (e.g., pixelized images). In other words,
sampled data can not be fully reconstructed without violating the sampling theorem.
Sampled images should not be deconvolved with the observed PSF T (x), but with a
narrower function S(x), chosen so that the final deconvolved image is compatible with
the sampling of the data. This means that an improved resolution rather than an infinite
one is aimed at, overcoming the well known problem of “deconvolution artefacts”, which
happen when retrieving spatial frequencies forbidden by the sampling theorem. Examples
of common deconvolution methods are illustrated in Fig. 6.1. Only the MCS algorithm is
unaffected by deconvolution artefacts.
Another strong advantage of MCS over other deconvolution methods is that it con-
serves the relative intensities of different parts of the image (e.g., different stars). Hence,
it allows the user to perform accurate astrometry and photometry.
6.2.2 The MCS deconvolution algorithm for spectra
The method for spatial deconvolution of spectra (Courbin et al., 2000) follows the same
fundamental principles as the “MCS image deconvolution algorithm”. In particular, a
sampled image should not be deconvolved with the observed PSF T (x), but with a nar-
rower function S(x), chosen so that the final deconvolved image can be properly sampled.
For this purpose, one defines the final PSF R(x) of the deconvolved spectrum and com-
putes the PSF S(x), which should be used to perform the deconvolution instead of the
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Figure 6.1: Deconvolution of a simulated image of a star cluster partly superimposed on
a background galaxy using different methods. Top left: True light distribution with 2
pixels FWHM resolution. Bottom left: Observed image with 6 pixels FWHM and noise.
Top middle: Wiener filter deconvolution of the observed image. Bottom middle: Fifty
iterations of the accelerated Richardson-Lucy algorithm. Top right: Maximum entropy
deconvolution. Bottom right: Deconvolution with the MCS algorithm.
observed PSF T (x). The profile S(x) is obtained by inverting the equation
T (x) = (S ∗ R) (x) .
A straightforward consequence of choosing the shape of the PSF R(x) is that it is, in-
deed, exactly known. Such prior knowledge can be used to decompose the data into a
sum of point sources with known analytical spatial profile and a deconvolved numerical
background, so that the spectrum of extended sources in the immediate vicinity of bright
point sources may be accurately extracted and sharpened.
Computing the deconvolved spectra
A two dimensional spectrum is described by M spectral resolution elements (e.g., M
lines of pixels), each composed of N spatial resolution elements (e.g., N columns of pix-
els). Each spectral resolution element of the spectrum can be approximated as a quasi-
monochromatic one-dimensional image. This image has a deconvolved light distribution
Fj(x) that can be written
Fj(x) = Hj(x) +
N?∑
k=1
ak,jR(x− ck,j) .
78 CHAPTER 6
The right hand side of the equation is the sum of a numerical background Hj(x) and
of N? profiles R(x) with intensities ak,j and centers ck,j . The profile R(x) is chosen
to be Gaussian, with fixed width (i.e. resolution) all along the spectral direction. The
final deconvolved spectrum is therefore corrected for seeing variations with wavelength.
Moreover, the spectra may suffer from slit misalignment with respect to the physical
dimensions of the detector and from atmospheric refraction. As a consequence, the position
of a given point source on the detector is wavelength dependent. The deconvolved two
dimensional spectrum which best matches the data is obtained by minimizing the function
Cχ2 =
M∑
j=1
N∑
i=1
(
1
σi,j
[(Sj ∗ Fj) (x)−Dj(x)]x=xi
)2
where σi,j is the error representative of the noise affecting the jth spectral resolution
element Dj at position xi, and Sj(x) is the narrower PSF at the jth spectral resolution
element.
By definition, the profile R(x) can not contain spatial frequencies above the Nyquist
frequency fN = 1/(2∆x) of the adopted spatial sampling step ∆x, hence the deconvolved
background Hj(x) may be affected by noise enhancement. Such noise amplification might
give rise to structures with frequencies forbidden by the sampling theorem. They should
therefore be filtered out by regularization. This ensures that the deconvolved background
Hj(x) is smooth (in the spatial direction) on the length scale of the final resolution repre-
sented by the profile R(x). This is done by minimizing
L1 =
M∑
j=1
N∑
i=1
(
[Hj(x)− (R ∗Hj) (x)]x=xi
)2
.
In spectroscopy, one may take advantage of the additional prior knowledge that the posi-
tion of a given point source at a given spectral resolution element is highly correlated with
its position in the neighbouring elements. We introduce this prior as a second constraint
L2 =
N?∑
k=1
M−W/2∑
j=1+W/2
ck,j − W/2∑
j′=−W/2
gj′ ck,j+j′
2
where g is a Gaussian function for simplicity. It is defined over a box of W spectral
resolution elements centered on the jth element. Its full width at half maximum wg =
2
√
ln 2/bg defines the typical scale length where the correlation applies. The function is
normalized to a total flux of one and is simply written as
gj =
1
G
e−bg j
2
where G =
W/2∑
j=−W/2
gj .
The final algorithm for the spatial deconvolution of spectra therefore involves the mini-
mization of the function
C = λCχ2 + L1 + µL2 .
The optimal choice of the different Lagrange multipliers to be used is guided by the visual
inspection of the residuals. The residuals are the difference between the deconvolved
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image re-convolved by the PSF Sj(x) and the raw data, in units of the noise. An accurate
deconvolution should therefore leave a flat residual map with a mean value of 1.
The parameter λ is proportional to the smoothing of the deconvolved background
Hj(x) in the spatial direction. On the one hand, a too low λ produces a background
which cannot correctly fit steep extended source profiles. On the other hand, a too high
λ may create a “wave-shaped” background.
The parameter µ expresses the strength of the correlation of the position of a given
point source at a given wavelength with its position in the neighbouring spectral resolution
elements. Choosing a too small µ multiplier leads to over-fitting of the data and to a
“noisy” deconvolved spectrum, while a larger µ leads to under-fitting. The µ multiplier
has to be chosen in order to maximize the signal-to-noise ratio.
Figure 6.2: An example of the spatial deconvolution of a two-dimensional spectrum. From
left to right and top to bottom: The original data Dj(xi), the extended numerical back-
ground Hj(xi), the punctual sources R(xi) and the result of the deconvolution, which is
the sum of the extended background and the punctual sources.
Computing the PSF S
Deconvolving spectra requires a good knowledge of the instrumental PSF all along the
wavelength range available. This condition is fulfilled as soon as the spectrum of a star or
any other point source is recorded together with the spectrum of scientific interest. The
construction of the PSF is carried out as with the image deconvolution algorithm, i.e., the
PSF Sj(x) is modeled as the sum of a one dimensional analytical Moffat profileMj(x) and
of a numerical image Zj(x) containing all small residual differences between the Moffat
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and the observed PSF Tj(x) = (Sj ∗ R) (x)
Sj(x) =Mj(x) + Zj(x) .
The analytical component of the PSF S
The analytical spatial profile at wavelength j is simply written as
Mj(x) = aj
[
1 + bj (x− cj)2
]−βj
where aj is the intensity of the profile, bj defines its width, cj is its center along the spatial
direction and βj characterizes the wings of the profile. Mj(x) is obtained by minimizing
the χ2M between the observed PSF Tj(x) and (Mj ∗ R) (x). As a reminder, R(x) is the
chosen profile of the PSF after deconvolution. We have
χ2M =
M∑
j=1
N∑
i=1
(
1
σi,j
[(Mj ∗ R) (x)− Tj(x)]x=xi
)2
where the i and j indices are respectively running along the spatial and spectral directions.
As for the deconvolution, the center cj of the spectrum at wavelength j is highly correlated
to the position at neighbouring wavelengths. The same constraint can be applied to bj
and βj
L1 =
M−W/2∑
j=1+W/2
cj − 1
G
W/2∑
j′=−W/2
gj′ cj+j′
2
L2 =
M−W/2∑
j=1+W/2
bj − 1
G
W/2∑
j′=−W/2
gj′ bj+j′
2
L3 =
M−W/2∑
j=1+W/2
βj − 1
G
W/2∑
j′=−W/2
gj′ βj+j′
2
where the function g is the same as before. Constructing the analytical Moffat component
of the PSF can therefore be done by minimizing the function
C1 = χ2M + µ1L1 + µ2L2 + µ3L3 .
The choices of the three Lagrange multipliers µ1, µ2, µ3 are not critical, in the sense that a
PSF is never a perfect Moffat profile and an additional numerical component is mandatory
to build Sj(x) with the the required accuracy.
The numerical component of the PSF S
The small residual differences between the computed modelMj(x) and the observed PSF
Tj(x) are given by
Kj(x) = Tj(x)− (Mj ∗ R) (x) .
These residuals are used to compute the numerical component Zj(x) by minimizing
χ2Z =
M∑
j=1
N∑
i=1
(
1
σi,j
[(R ∗ Zj) (x)−Kj(x)]x=xi
)2
.
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Figure 6.3: From left to right and top to bottom: The observed PSF Tj(xi) of a star, the
fitted analytical Moffat profile Mj(xi), the residuals Kj(xi), and the slightly smoothed
residuals Z(xi). The final PSF Sj(xi) is the sum of the profile Mj(xi) and the residuals
Zj(xi).
The residuals Zj(x), just like the numerical background Hj(x), may be affected by noise
enhancements with spatial frequencies forbidden by the sampling theorem. In order to
filter these out and to ensure that Zj(x) is smooth on the length scale of the final resolution
represented by the profile R(x), we need to minimize
L1 =
M∑
j=1
N∑
i=1
(
[Zj(x)− (R ∗ Zj) (x)]x=xi
)2
.
Because the PSF profile Sj(x) is not expected to vary too much between neighbouring
spectral resolution elements, we will also minimize
L2 =
M∑
j=1
N∑
i=1
Zj(x)− 1
G
W/2∑
j′=−W/2
gj′ Zj+j′(x)

x=xi
2 .
The determination of the numerical component of the PSF is then done by minimizing
the function
C2 = λχ2Z + L1 + µL2 .
The Lagrange parameter λ is chosen so that Zj(x) ∗ R(x) matches at best Kj(x) in the
sense of a χ2 and the final PSF Sj(x) is simply the sum of Mj(x) and Zj(x).
82 CHAPTER 6
The result of the process is a PSF Sj(x) which incorporates seeing variations as a
function of wavelength and takes into account atmospheric refraction. Observing with a
Multi Object Spectrograph (MOS) will in most cases not only allow to observe the blended
objects, but also to obtain simultaneously the spectra of one or more foreground stars.
Observing several stars has the further advantage of allowing substantial improvement of
the spatial sampling. Higher spatial resolution can then be achieved as well as a more
accurate point source/background separation. In any case, either in long-slit spectroscopy
or MOS, particular care should be paid to the centering of objects on the slits. The
slit edges clip the PSF’s wings. Although the deconvolution procedure can handle this,
clipping has to be similar in the object spectrum and in the star spectra.
6.3 Spectroscopy with the Very Large Telescope
An essential piece of information still missing for numerous gravitationally lensed quasars
is the redshift of the lensing galaxy. In order to change this situation, we devised a
spectroscopic survey to measure these missing redshifts. The proposed survey was reviewed
and accepted by the Observing Programs Committee (OPC) of the European Southern
Observatory (ESO), which allocated us a total of 57 hours of observing time for three
programs (074.A-0563, 075.A-0377, and 077.A-0155) at the Very Large Telescope (VLT)
situated at Mount Paranal in Chile, see Fig. 6.4.
Figure 6.4: Right: The four 8m telescopes of the Very Large Telescope (VLT) of the
European Southern Observatory (ESO) located at Mount Paranal, Chile. Left: The FOcal
Reducer and low dispersion Spectrograph (FORS1) mounted on Kueyen, the second Unit
Telescope (UT2) of the ESO-VLT. Image credit: ESO.
6.3.1 Instrumental setup
The technical requirements for such a survey are high and demand both a good spatial
sampling and deep exposures. Such requirements can only be reached with large telescopes
like the VLT. Deep exposures are needed because of the faintness of the lensing galaxies
which have typical apparent I-band magnitudes of 18 − 20 mag. Good spatial sampling
83
is necessary to extract the light of the faint galaxy from the glare of the much brighter
quasar images. The angular separation of the quasar images is roughly 1′′ with the lensing
galaxy lying in between. Consequently, we need spectra with a spatial sampling of at least
0.1′′ per pixel. The exposures should also be taken in good, but not exceptional, seeing
conditions (0.8 − 1.0′′), which are best guaranteed in service mode. Finally, we should
mention that the observations do not require photometric conditions and thin cirrus are
acceptable. As we are mainly limited by photon noise introduced by the quasar images
on the lensing galaxy, observing with one quarter of the moon is tolerable.
Our strategy is to later improve the spatial resolution of the spectra with the MCS de-
convolution algorithm. As presented in Section 6.2, the algorithm requires the simultane-
ous observation of stars to compute the PSF. This is why we select the Multi-Object Spec-
troscopy (MOS) mode of the FOcal Reducer and low dispersion Spectrograph (FORS1,
see Fig. 6.4). We choose the high resolution collimator to improve the spatial resolution.
This instrumental configuration allows the simultaneous observation of a total of 9 objects
over a field of view of 3.4′ × 3.4′ with a pixel scale of 0.1′′. Several slits are centered on
foreground stars, and one is centered on the lensed system. The FORS spectrographs are
equipped with an efficient atmospheric dispersion corrector (Avila et al., 1997) that allows
to keep the same slit centering (within 0.15′′) from 4450 to 8650A˚. The mask is rotated
to a Position Angle (PA) that corresponds to the alignment of two quasar images. This
avoids clipping of the lensed images, which is important for the later spatial deconvolution
of the spectra. The slits of the MOS mask are all 19′′ long and 0.7′′ or 1.0′′ wide. The
width is chosen in function of the quasar image configuration in order to minimize the
lateral contamination by the quasar. This is particularly important for quadruply imaged
quasars, where two images are aligned with the slit, while the two others lie outside but
very close to the slit.
Our aim is to determine unknown redshifts, we therefore select the low dispersion
grism G300V in combination with the GG435 order sorting filter. This favors wavelength
coverage rather than high spectral resolution. This setup has a useful wavelength range
4450 A˚ < λ < 8650 A˚ and a scale of 2.69 A˚ per pixel in the spectral direction. The
spectral resolution is given by the measured width ∆λ of the sky emission lines, which
yield a resolution R = λ/∆λ ' 300 at the central wavelength λ = 5900 A˚. This translates
in velocity space to ∆v = c∆λ/λ ' 1000 km s−1, which defines the expected accuracy
of the measured redshifts zl ' vr/c of the order of ∆zl ' 0.001. This setup is hence
well adapted for the measurement of redshifts lying in the range 0.2 < zl < 0.8, which
corresponds to the most probable values for lensing galaxies.
In practice, our observation sequence consists of an acquistion image, a “through-slit”
image to check the alignment of the objects in the slits, and a spectroscopic exposure.
In order to reach a sufficiently high signal-to-noise we repeat this sequence several times
for each gravitational lens. An example of one of the raw frames obtained for the target
SDSS J0924+0219 is given in Fig. 6.5.
6.3.2 Data reduction
The spectra are bias subtracted and flat fielded using IRAF1 standard routines. The flat
fields for each slit are created from 5 dome exposures using cosmic ray rejection. They
1IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the
Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National
Science Foundation.
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are normalized by averaging 60 lines along the spatial direction, rejecting the 20 highest
and 20 lowest pixels, then block replicating the result to match the physical size of the
individual flat fields.
MgIICIII]
Quasar
Star 4
Star 3
Star 2
Star 1
Figure 6.5: A raw frame obtained for the lensed quasar SDSS J0924+0219 with FORS1
in the MOS mode. There are nine slits in total. Four are centered on foreground stars
and one on the images A and B of the lensed quasar. The C iii] and Mg ii broad emission
lines of the quasar are well visible.
Wavelength calibration is obtained from the emission lines in the spectrum of helium-
argon lamps. The wavelength solution is fitted in two dimension to each slit of the MOS
mask. The fit uses a fifth-order Chebyshev polynomial along the spectral direction and
a third-order Chebyshev polynomial fit along the spatial direction. Each spectrum is
interpolated following this fit, using a cubic interpolation. This procedure ensures that
the sky lines are well aligned with the columns of the CCD after wavelength calibration.
The sky background is removed by subtracting a second-order Chebyshev polynomial
fitted in the spatial direction to the areas of the spectrum that are not illuminated by the
object.
Finally, we perform the cosmic ray removal. First, we shift the spectra in order to align
them spatially (this shift is only a few tenths of a pixel). Second, we create a combined
spectrum for each object (i.e. for the stars and for the lens) from the multiple exposures,
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removing the 2 lower and 2 higher pixels, after applying appropriate flux scaling. The
combined spectrum obtained in that manner is cosmic ray cleaned and used as a reference
template to clean the individual spectra. We always check that neither the variable seeing,
nor the variability of the quasar causes artificial loss of data pixels.
6.3.3 Flux calibration
The object spectra are taken in slightly different observing conditions, e.g., the airmass
and seeing change, or thin cirrus appear. This can obviously affect the observed flux of the
objects, but it can also induce color terms in the spectra. Before combining the different
exposures of a given gravitational lens, these effects have to be corrected.
Figure 6.6: Left: The spectra of the four foreground stars observed simultaneously with
SDSS J0924+0219. The index on the right of each spectrum indicates the exposure num-
ber. Right: The flux ratios between the first exposure and the 5 others, along with the
third-order polynomial fits.
The task is not as easy as it may seem, because the lensed quasar images are expected
to vary in time due to the intrinsic variability of the quasar, and/or extrinsic variability
caused by microlensing. We therefore base our calibration method on the spectra of the
foreground stars observed simultaneously with the lens (see Fig. 6.6). For each star, we
compute the ratios between its spectra and the spectrum from a chosen reference exposure.
The reference exposure is the one obtained in the best observing conditions. A third-order
polynomial is then fit to the ratio spectra where we mask the small parts that are affected
by strong atmospheric absorption. The derived ratio spectra and their corresponding
polynomial fits are depicted in Fig. 6.6. For a given exposure, the ratio spectra are very
similar from one star to another proving that the stars are not variable. We use the
ratio spectra to compute the mean ratio spectrum corresponding to that exposure. For
this calculation we exclude very faint stars having particular noisy spectra. The mean
ratio spectrum is used to correct the spectrum of the objects. By repeating this for all
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exposures, we perform an accurate relative flux calibration of the object spectra. Once
this is done, we can combine the individual spectra of each object.
The final absolute flux calibration is based on the observation of spectrophotometric
standard stars obtained with the same instrumental setup as the gravitational lenses. The
spectra of the standard stars are used to determine the response curve of the instrument.
The object spectra are finally corrected from the response curve and from atmospheric
extinction using tabulated extinction curves.
6.3.4 Spatial deconvolution of the spectra
Even though the seeing on most spectra is good, the lensing galaxy is close enough to
the bright quasar images to be affected by significant contamination from the wings of
the PSF. For this reason, the spectral version of MCS deconvolution algorithm (Magain
et al., 1998; Courbin et al., 2000) is used. This efficiently separates the spectrum of the
lensing galaxy from the spectra of the quasar images. As described in Section 6.2, the
algorithm uses the spatial information contained in the spectrum of a reference PSF, which
is obtained from the slits positioned on the foreground stars. Using this reference PSF,
the algorithm recovers the spectra of the quasar images, as well as the spectrum of the
lensing galaxy.
6.3.5 Deconvolution without PSF stars
The VLT archives contain several spectroscopic data of lensed quasars, that can poten-
tially be used to determine the redshift of the lensing galaxies. Most of these data are
obtained with long-slit spectroscopy. Examples of such data are the observations acquired
during the ESO-VLT program 077.A-0197 (PI: H.-W. Rix). This program was conducted
simultaneously to our program 077.A-0155, but with a different instrumental setup. The
main difference was that our program used the MOS mode, while the latter was based on
long-slit spectroscopy. Long slits have the evident drawback that only the lensed system
is observed and hence, there are no spectra of foreground stars in the data. Spectra of
stars have proven to be very useful in the data processing described in Section 6.3, as they
are used to determine both the relative flux calibration between different exposures and
the reference PSF Sj(xi) necessary for the MCS deconvolution. Without stellar spectra,
the task is more complicated and, indeed, Ofek et al. (2006) could only determine the
redshift of the lensing galaxy in those objects where either the lensed quasar images are
well separated (∆θ > 1.4′′), or where the lensing galaxy is bright. The other more difficult
cases require spatial deconvolution to extract the faint spectra of the lens.
In the following, we show how the spectrum of a gravitational lens can be recovered with
the MCS algorithm even in the case of long-slit spectroscopy, where no stellar spectrum
is available. Fortunately, in most cases the long slit of the spectrograph is aligned on two
lensed quasar images with the galaxy lying in between. The idea is thus to use the spectra
of the bright quasar images to infer the reference PSF. We present two test cases, where
we have successfully applied this technique: the two lensed quasars QJ 0158−4325 and
HE 0230−2130, see Fig. 6.7.
The lensing galaxy in QJ 0158−4325
The doubly imaged quasar QJ 0158−4325 has a redshift zs = 1.290 and an image sepa-
ration of 1.22′′. It was first discovered in the Cala´n-Tololo Quasar survey (Maza et al.,
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Figure 6.7: HST images of the lensed quasars QJ 0158−4325 (left) and HE 0230−2130
(right) obtained by Kochanek (2003a) in the I-band. North is up, and East to the left.
1995) and was called CTQ 414. It was confirmed to be a lensed quasar by Morgan et al.
(1999). From the VLT archives we have retrieved a set of four long-slit spectra centered on
the quasar images and on the lensing galaxy. The data were acquired during the program
077.A-0197 with the FOcal Reducer and low dispersion Spectrograph (FORS2) on 2006
September 19th and 22nd. The spectra were taken through an 0.7′′ slit, under a mean
seeing of 1.28′′. The pixel scale in the spatial direction is 0.11′′/pixel. Each spectrum has
an exposure time of 1300 s, leading to a total time of 5200 s. The standard collimator
is used in combination with the grism G200I without any filter. This gives a scale of
4.86 A˚/pixel, from 5500 to 11000 A˚. The spectra were reduced using the method detailed
in Section 6.3.
The FORS2 data do not contain any stars, and the lensing galaxy is weak and lies at
0.4′′ of the quasar image B. This makes it particularly difficult to disentangle the light
of the lens from the glare of the quasar images. We therefore modify our deconvolution
strategy. We do not use stars, but rather the two bright quasar images to compute the
PSF reference. To do so, we proceed in an iterative way. First, we mask the inner parts of
the quasar images in the two-dimensional spectra, i.e. the parts where we expect the lens
spectrum. We also attribute artificially large errors to the masked parts, and use these
masked spectra to determine a first estimate of the reference PSF Sj(x). An illustration
is given in Fig. 6.8. The quasar image B defines the left wing of the PSF, while quasar
image A defines the right wing.
We take the HST astrometry of Morgan et al. (1999) as a first guess of the position of
the lens relative to the quasar images. We then deconvolve the original data considering
three point sources. Two are for the quasar images A and B, and one is for the lensing
galaxy. Given the small apparent extent of the lens in the HST images, we do not expect a
strong signal in the extended numerical background Hj(xi) and rather choose to model the
lens as a point source. Along the deconvolution, the MCS algorithm optimizes the positions
and intensities of the three point sources and, at the end, yields their individual spectra.
We then start the iterative process, i.e. we re-convolve the retrieved two-dimensional lens
88 CHAPTER 6
Figure 6.8: Computing the reference PSF Sj(xi) from the spectra of the quasar images.
From left to right and top to bottom: The original data Dj(xi), where the Mg ii broad
emission line of QJ 0158−4325 is well visible, the normalized spectrum of quasar image
B (where image A is masked) used as a PSF Tj(xi), the normalized spectrum of image A
(where image B is masked) used as a second PSF Tj(xi), and the derived reference PSF
Sj(xi) used for the MCS deconvolution.
spectrum with the first guess PSF Sj(xi) and subtract it from the raw two-dimensional
data. This provides us with a spectrum of the quasar images that is less affected by the
lensing galaxy. We recompute Sj(xi) from these lens-subtracted data and procede to a
new deconvolution based on this new PSF. We repeat this procedure three times. We show
in Fig. 6.9 the final one-dimensional spectrum of the lensing galaxy, smoothed with a 24 A˚
box. The accuracy of the spectral decomposition is supported by the fact that no residual
light of the quasar Mg ii broad emission line is seen in the spectrum of the lensing galaxy.
The lensing galaxy spectrum exhibits typical absorption lines of an elliptical galaxy, i.e.
the G band, Hβ, Mg band, Fe ii, NaD and Hα. Based on the position of these lines,
we infer the redshift zl = 0.317 ± 0.001 of the lens in QJ 0158−4325. This value is well
compatible with the strong absorption line visible in the spectrum of quasar image B at
about 7767 A˚, but absent in the spectrum of A. This feature is hence identified as being
due to the NaD absorption (at 5892 A˚) from the lens.
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Figure 6.9: Left: Spectrum of the lensing galaxy in QJ 0158−4325. The template spectrum
of a redshifted elliptical galaxy at zl = 0.317 is shown for comparison (Kinney et al., 1996).
Right: Spectrum of the lens G2 in HE 0230−2130 with prominent [O ii] emission. The
template spectrum of a redshifted Sa spiral galaxy at zl = 0.526 is shown (Kinney et al.,
1996). Atmospheric absorptions are indicated by the label atm.
The second lensing galaxy in HE 0230−2130
In addition to the data of QJ 0158−4325, we retrieve VLT/FORS1 data from the archives
for HE 0230−2130. This quadruply imaged zs = 2.162 quasar was discovered by Wisotzki
et al. (1999). It has a maximum image separation of 2.15′′ and two lensing galaxies. The
main lensing galaxy, G1, is located between the four quasar images. We have already
determined its redshift from our VLT/FORS1 MOS data. The second, fainter lens is
located outside the area defined by the quasar images, close to the faint quasar image D
(see Fig. 6.7). We show in the following how we determine the redshift of this second lens.
The archived data were acquired on October 18th 1999 for program 64.O-0259 (PI:
L. Wisotzki) in the long-slit mode with the standard resolution collimator (0.2′′ per pixel),
the G600R grism, and the order sorting filter GG435. The useful wavelength range is
5250 < λ < 7450 A˚ with a pixel scale of 1.08 A˚ in the spectral direction. The long slit is
0.7′′ wide and aligned on quasar images B and D. We compute the approximate PSF Sj(xi)
from the isolated quasar image B, and follow the same iterative procedure as described for
QJ 0158−4325. After three iterations, we obtain the final lens spectrum shown in Fig. 6.9
and determine the redshift zl = 0.526± 0.002 of the galaxy G2. The spectrum has a lower
signal-to-noise than our MOS spectra and less accurate flux calibration, but it allows to
measure well the redshift of lens G2, which displays prominent [O ii] emission, contrary
to lens G1.
6.3.6 Results
We have shown how the MCS deconvolution algorithm can be used to recover the spec-
trum of faint lensing galaxies that are hidden in the glare of bright quasar images. Once
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these spectra are obtained, the redshifts of the galaxies are easily determined from the
characteristic features present in the spectra. The Ca ii H & K absorption lines are ob-
vious in most cases, as well as the 4000 A˚ break, the G band typical for CH absorption,
the Mg band, and the Hβ and Fe ii absorption lines. These features, except the 4000 A˚
break, are used to compute the redshift. The 1σ error is inferred from the standard devia-
tion between all the measurements on the individual lines. We summarize the determined
redshifts in Table 6.1. All of them, except the redshift of the lens in Q 0158−4325, have
been published (Eigenbrod et al., 2006a,b, 2007). The corresponding papers are attached
at the end of this chapter.
Table 6.1: Results for the redshift determination of the lensing galaxies of sixteen lensed
quasars. We also give the lens redshift estimates that were published prior to our analysis.
We indicate if these redshifts are determined from absorption features (abs.) observed in
the spectra of the lensed quasar or if they are estimated from photometry (phot.).
Object zl Previously published zl
1 HE 0047−1756 0.407± 0.001 & 0.6 phot. (Wisotzki et al., 2004)
2 Q 0142−100 ≡ UM 673 0.491± 0.001 0.493 abs. (Surdej et al., 1988)
3 Q 0158−4325 ≡ CTQ 414 0.317± 0.001 none
4 HE 0230−2130, G1 0.523± 0.001 . 0.6 phot. (Wisotzki et al., 1999)
HE 0230−2130, G2 0.526± 0.002 none
5 SDSS J0246−0825 0.723± 0.002 0.724 abs. (Inada et al., 2005)
6 HE 0435−1223 0.454± 0.001 0.3− 0.4 phot. (Wisotzki et al., 2002)
7 SDSS J0806+2006 0.573± 0.001 0.573 abs. (Inada et al., 2006)
8 SDSS J0924+0219 0.394± 0.001 0.4 phot. (Inada et al., 2003)
9 FBQ 0951+2635 0.260± 0.002 0.21 phot. (Kochanek et al., 2000)
10 BRI 0952−0115 0.632± 0.002 0.41 phot. (Kochanek et al., 2000)
11 SDSS J1138+0314 0.445± 0.001 none
12 SDSS J1226−0006 0.517± 0.001 none
13 SDSS J1335+0118 0.440± 0.001 . 0.5 phot. (Oguri et al., 2004)
14 Q 1355−2257 ≡ CTQ 327 0.702± 0.001 0.4− 0.6 phot. (Morgan et al., 2003)
15 WFI J2033−4723 0.661± 0.001 0.4 phot. (Morgan et al., 2004)
16 HE 2149−2745 0.603± 0.001 0.4− 0.5 phot. (Kochanek et al., 2000)
6.4 The lensed quasar SDSS J0924+0219
In Section 6.3, we have presented our spectroscopic survey with a specific focus on the
determination of the lens redshifts. However, in most cases we have centered the slit of the
spectrograph on both the lensing galaxy and the quasar images. Hence, additional results
of this survey are the spectra of the lensed quasar images. Our observing strategy consists
of multiple spectroscopic exposures taken at different epochs. The exposures for a single
lensed quasar are sometimes a few weeks to months apart and are hence, interesting to
detect potential flux variations induced by microlensing. These fluctuations are expected
to occur on typical time scales of a few months and can produce chromatic effects in the
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spectra of the quasar images (see Chapter 7).
In the present section, we focus on the lensed quasar SDSS J0924+0219 discovered
in the course of the Sloan Digital Sky Survey (SDSS) and having a redshift zs = 1.524
(Inada et al., 2003). This object is particularly interesting in several aspects. First, it
has an anomalous image flux ratios, the origin of which is unclear. It has been argued
that the faintest image of SDSS J0924+0219, which is located at a saddle point of the
arrival-time surface, could be demagnified either from star microlensing (Schechter et al.,
2004; Keeton et al., 2006) or subhalos microlensing (Kochanek & Dalal, 2004). Second,
we spatially deconvolve HST images of SDSS J0924+0219, which reveal a double Einstein
ring. One ring corresponds to the lensed host galaxy of the quasar, while the other bluer
ring corresponds to another source. It is not excluded that this second source is at a
different redshift than the quasar. If this is true, SDSS J0924+0219 might be a unique
object to break the mass-sheet degeneracy (see Section 4.10).
From our spectroscopic data we have already determined the redshift zl = 0.394±0.001
of the lensing galaxy. These data have been acquired on two epochs separated by two
weeks. This is an interesting time span for studying the quasar variability and for the
potential detection of microlensing. For the two dates, the flux ratio between quasar
images A and B remain mostly the same in the continuum and in the broad emission lines.
However, there are obvious and asymmetric changes in some of the quasar broad emission
lines. Microlensing of the broad emission line region is the most probable explanation for
this. These variations give interesting information on the geometry of the broad emission
line region. For example and based on our data, Popovic´ (2006) describes a two-component
model with one region contributing to the broad line cores and one additional emitting
region contributing to the broad line wings.
We have also retrieved existing HST/NICMOS and ACS images of the object from the
HST archives. We deconvolve these images with the MCS algorithm (Magain et al., 1998)
to better unveil the double Einstein ring. The lensed host galaxy adds further constraints
for the modeling of the lens, which has proven to be difficult. The lens ellipticity and
position angle measured in the HST images are hard to reconcile with simple models
without external shear. We also notice a discrepancy between the models constrained
by the rings only and the ones constrained solely by the positions of the quasar images.
These facts support the presence of substructures in the lens of SDSS J0924+0219 situated
toward the demagnified image D. Finally, the range of time delays predicted by the different
lens models is large and sensitive to the presence of external shear and to the main lens
ellipticity and position angle. The measurement of the time delays might therefore prove
extremely useful to better determine the mass distribution in this lens. The detailed
analysis of this lensed quasar is published (Eigenbrod et al., 2006a) and the corresponding
paper can be found at the end of this chapter.
6.5 Discussion
We have determined the redshift of the lensing galaxies in sixteen gravitationally lensed
quasars using both data of our spectroscopic survey and data from the VLT archives. Our
procedure combines the high quality VLT data with the MCS deconvolution algorithm,
and shows how a lens redshift can be determined even in the difficult cases where the lens
is faint and lies close to the bright quasar images.
If we compare our results with the previously published estimates of the lens redshifts,
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we see that photometric redshift estimates are in general not very accurate indicators of
the true redshift. Absorption lines seen in the spectra of the lensed quasar images are much
better indicators, especially when several lines are observed. However, caution should be
used in the identification of the lines, particularly when several absorption systems are
present along the line-of-sight of the quasar.
Our lens redshifts for the two time-delay lenses FBQ 0951+2635 and HE 2149−2745
are not compatible with previous estimates. We find zl = 0.260±0.002 instead of zl = 0.21
for the first and zl = 0.603±0.001 for the second, instead of zl = 0.495±0.010. These new
lens redshifts have a direct impact on several previous studies. Indeed, HE 2149−2745 is
one of lens systems that has been used to argue possible low H0 values from the time-delay
method (e.g., Kochanek, 2002, 2003b). The new redshift significantly increases the derived
H0 thereby weakening the possible low H0 problem (e.g., Oguri, 2007).
After submission of our results, Ofek et al. (2006) reported redshift measurements for
a number of lensed quasar systems, five of which overlap with our sample. In all five
cases, their measurements confirm ours. Their results are HE 0047−1756, zl = 0.408,
HE 0230−2130, zl = 0.522, HE 0435−1223, zl = 0.455, SDSS J0924+0219, zl = 0.393,
and WFI J2033−4723, zl = 0.658, all with uncertainties of 0.001.
The absence of emission lines in the spectra of the lensing galaxies indicate that all
the observed lenses, except maybe for the secondary lens G2 in HE 0230−2130 which has
strong [O ii] emission, are gas-poor early-type galaxies. This is not surprising as it is well
known that strong lensing favors early-type over late-type galaxies, and massive galaxies
over dwarfs (e.g., Turner et al., 1984; Fukugita & Turner, 1991). Elliptical galaxies, despite
their smaller number, are hence several times more important as lens systems than spiral
galaxies.
In analyzing data of the VLT archives, we have shown that multi-object spectroscopy
should definitely be preferred to long-slit spectroscopy, if the data is planned to be spatially
deconvolved. The additional spatial information contained in the two-dimensional spectra
of foreground stars is essential for an accurate deconvolution of the data, and can easily
be obtained in multi-object spectroscopy. Furthermore, the stars can be used to perform
a relative flux calibration between different exposures, leading to an accurate final flux
calibration of the lens spectra. In this context, integral-field spectroscopy is also not a
good alternative to multi-object spectroscopy, because of the weaker sensitivity of integral-
field spectroscopy, which is problematic for this kind of project.
During our spectroscopic survey and analysis, we have focused on the spectra of the
lensing galaxies. However, in most cases we have centered the slit of the spectrograph
on both the lensing galaxy and two quasar images. Hence, additional results of this
survey are the spectra of the lensed quasar images. The spectroscopic exposures are
taken at different epochs, and are sometimes a few weeks apart. Hence, as shown for
SDSS J0924+0219, these observations can be used to study the quasar variability and
potentially also chromatic flux variations induced by microlensing. The latters provide
information on the geometry and dimension of the broad-line and continuum emitting
regions (e.g., Richards et al., 2004; Popovic´, 2006).
The problem of unknown lens redshifts is still not solved. Even though we could
contribute a little to its resolution, there are continuously new lensed quasars that are
discovered (e.g., the five new lensed quasars found by Inada et al., 2008), and not all of
them have a determined lens redshift. It will be important in the future to repeat the
experience for other lensing galaxies and hence, increase the sample of lenses with known
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lens redshifts. This is important for several applications. For instance, Vuissoz et al. (2008)
measured the time delays in WFI J2033−4723, and inferred an estimate of H0 via the
time-delay method, which requires a well determined lens redshift. Similarly, in the near
future several other lensed quasars, that are currently monitored by the COSMOGRAIL
project, will benefit from the redshift measurements. This will finally provide a robust
determination of H0, since several time-delay lenses can be combined to infer a better
estimate of H0 (e.g., Oguri, 2007; Coles, 2008).
Another application using lens redshifts is possible, if a sufficiently large number of
gravitational lenses with measured redshifts is established. Such a lens sample can be
used to compute statistics that constrain the density of dark energy (e.g., Fukugita et al.,
1990; Turner, 1990). Indeed, the probability that a distant object is strongly lensed is
proportional to the number of possible lensing objects along the line of sight and thus,
quite sensitive to dark energy. This method has been applied in several studies (e.g.,
Kochanek, 1996; Falco et al., 1998; Chiba & Futamase, 1999), but their results have been
limited by the small size of existing lens samples, as well as poor knowledge of source
and lens populations (Maoz, 2005). Increasing the number of lensed quasars with known
lens redshifts is therefore imperative. (e.g., Kochanek, 1996; Falco et al., 1998; Chiba
& Futamase, 1999). Recently, Oguri et al. (2008) considered a larger sample of lens
redshifts (including those determined in this thesis) and obtained a better constrained
value of ΩΛ0 = 0.74 +0.11−0.15 (stat.)
+0.13
−0.06 (syst.) for a cosmological constant model (w = −1).
Increasing the number of known lens redshifts will further improve the accuracy of this
application, and will help to obtain better estimates of cosmological parameters.
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ABSTRACT
Aims. To provide the observational constraints required to use the gravitationally lensed quasar SDSS J0924+0219 for the determi-
nation of H0 from the time delay method. We measure here the redshift of the lensing galaxy, we show the spectral variability of the
source, and we resolve the lensed host galaxy of the source.
Methods. We present our VLT/FORS1 deep spectroscopic observations of the lensed quasar SDSS J0924+0219, as well as archival
HST/NICMOS and ACS images of the same object. The two-epoch spectra, obtained in the Multi Object Spectroscopy (MOS) mode,
allow for very accurate flux calibration and spatial deconvolution. This strategy provides spectra for the lensing galaxy and for the
quasar images A and B, free of any mutual light contamination. We deconvolve the HST images as well, which reveal a double
Einstein ring. The mass distributions in the lens, reconstructed in several ways, are compared.
Results. We determine the redshift of the lensing galaxy in SDSS J0924+0219: zlens= 0.394 ± 0.001. Only slight spectral variability
is seen in the continuum of quasar images A and B, while the C III], Mg II and Fe II emission lines display obvious changes. The
flux ratio between the quasar images A and B is the same in the emission lines and in the continuum. One of the Einstein rings
found using deconvolution corresponds to the lensed quasar host galaxy at z = 1.524 and a second bluer one, is the image either of
a star-forming region in the host galaxy, or of another unrelated lower redshift object. A broad range of lens models give a satisfac-
tory fit to the data. However, they predict very different time delays, making SDSS J0924+0219 an object of particular interest for
photometric monitoring. In addition, the lens models reconstructed using exclusively the constraints from the Einstein rings, or using
exclusively the astrometry of the quasar images, are not compatible. This suggests that multipole-like structures play an important
role in SDSS J0924+0219.
Key words. gravitational lensing – cosmology: cosmological parameters – quasars: individual: SDSSJ0924+0219 – dark matter
1. Introduction
COSMOGRAIL is a multi-site optical monitoring campaign of
lensed quasars. Following the original work by Refsdal (1964),
its goal is to measure, with an accuracy close to one percent
(Eigenbrod al. 2005), the so-called time delay between the im-
ages of most gravitationally lensed quasars. These time delays
are used in combination with lens models and detailed obser-
vations of individual systems to infer the value of the Hubble
parameter H0, independent of any standard candle (e.g., reviews
by Courbin et al. 2002; Kochanek 2005a).
The present work is devoted to the quadruply imaged quasar
SDSS J0924+0219 (Inada et al. 2003) at z = 1.524, discovered
? Based on observations made with the ESO-VLT Unit Telescope 2
Kueyen (Cerro Paranal, Chile; Program 074.A-0563, PI: G. Meylan)
and on data obtained with the NASA/ESA Hubble Space Telescope
(Program HST-GO-9744, PI: C. S. Kochanek) and extracted from the
data archives at the Space Telescope Science Institute, which is oper-
ated by the Association of Universities for Research in Astronomy, Inc.,
under NASA contract NAS 5-26555.
in the course of the Sloan Digital Sky Survey (SDSS). This ob-
ject is particularly interesting because of its anomalous image
flux ratios, the origin of which is unclear. It has been argued
that the faintest image of SDSS J0924+0219, which is located
at a saddle point of the arrival-time surface, could be demag-
nified either from star microlensing (Schechter et al. 2004;
Keeton et al. 2006) or subhalos microlensing (Kochanek & Dalal
2004).
We analyse here our deep optical spectra of
SDSS J0924+0219 obtained with the ESO Very Large
Telescope (VLT). These spectra are used to: 1- measure the
redshift of the lensing galaxy; 2- estimate the spectral variability
of the quasar; 3- measure the flux ratio between images A and B
of SDSS J0924+0219, in the continuum and the broad emission
lines. Hubble Space Telescope (HST) ACS and NICMOS
images from the STScI archives are deconvolved using the MCS
algorithm (Magain et al. 1998) which unveils two Einstein rings.
One of the rings corresponds to the host galaxy of the quasar
source and is used to constrain the lens models. The second one
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Star e
Star c
Star d
Star b
Star a
J0924+0219
Fig. 1. R-band VLT image of SDSS J0924+0219, where objects are labeled following Inada et al. (2003). The stars a, c, d, and e are used to
compute the PSF spectrum (see text). Only stars a, d and e are used to derive the relative flux calibration between each MOS mask. The field of
view is 3.4′ × 3.4′, North is to the top, East to the left.
is probably due to a star-forming region in the host galaxy of
the quasar source or to another unrelated object.
2. VLT spectroscopy
2.1. Observations
Our spectroscopic observations of SDSS J0924+0219 are part
of a low dispersion spectroscopic survey aimed at measuring
all unknown lens redshifts. They are acquired with the FOcal
Reducer and low dispersion Spectrograph (FORS1), mounted
on the ESO Very Large Telescope, used the MOS mode (Multi
Object Spectroscopy) and the high resolution collimator. This
configuration allows the simultaneous observation of a total of
8 objects over a field of view of 3.4′ × 3.4′ with a pixel scale
of 0.1′′ (Fig. 1). The G300V grism, used in combination with
the GG435 order sorting filter, leads to the useful wavelength
range 4450 Å< λ < 8650 Å and to a scale of 2.69 Å per pixel
in the spectral direction. This setup has a spectral resolution
R = λ/∆λ ' 300 at the central wavelength λ = 5900 Å, which
translates in velocity space to ∆v = c∆λ/λ ' 1000 km s−1.
The slitlets of the MOS mask are all 19′′ long and 0.7′′ wide,
which both avoids lateral contamination by the quasar image C
and matches well the seeing values during the observations. Four
slits were centered on the foreground stars a, c, d, e, while a fifth
slit is centered on images A and B of SDSS J0924+0219, after
rotation of the mask to a suitable Position Angle (PA) (Fig. 2).
Date 1 Date 3
D
G
C
B
A
Date 4
Fig. 2. R-band images of SDSS J0924+0219. A short 30 s exposure
is shown on the left, where the quasar images A, B, C and D as well
as the lensing galaxy, are indicated. The seeing is 0.37′′ in this image
and the pixel scale is 0.10′′. The position of the 0.70′′ slitlets is also
indicated. They correspond to three epochs of observations with very
different seeings (see Table 1). The slit has not moved at all between
the exposures, even when taken 15 days apart.
The spectra of the stars are used both to compute the reference
Point Spread Function (PSF) needed for the deconvolution and
to carry out a very accurate relative flux calibration. “Through-
slit” images acquired just before exposures #1, #3, #4 in order to
check the mask alignment are displayed in Fig. 2.
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2.2. Reduction and deconvolution
The spectra are bias subtracted and flat-fielded using IRAF1. The
flat fields for each slitlet are created from 5 dome exposures,
using cosmic ray rejection. They are normalized by averaging
60 lines along the spatial direction, rejecting the 20 highest and
20 lowest pixels, then block replicating the result to match the
physical size of the individual flat fields.
Wavelength calibration is obtained from numerous emission
lines in the spectrum of Helium-Argon lamps. The wavelength
solution is fitted in two dimension to each slitlet of the MOS
mask. The fit uses a fifth-order Chebyshev polynomial along
the spectral direction and a third-order Chebyshev polynomial
fit along the spatial direction. Each spectrum is interpolated fol-
lowing this fit, using a cubic interpolation. This procedure en-
sures that the sky lines are well aligned with the columns of the
CCD after wavelength calibration. The wavelength solution with
respect to the reference lines is found to be very good, with an
rms scatter better than 0.2 Å for all spectra.
The sky background is then removed by fitting a second-
order Chebyshev polynomial in the spatial direction to the areas
of the spectrum that are not illuminated by the object.
Finally, we perform the cosmic ray removal as follows. First,
we shift the spectra in order to align them spatially (this shift is
only a few tenths of a pixel). Second, we create a combined spec-
trum for each object from the 6 exposures, removing the 2 lower
and 2 higher pixels, after applying appropriate flux scaling. The
combined spectrum obtained in that way is cosmic ray cleaned
and used as a reference template to clean the individual spectra.
We always check that neither the variable seeing, nor the vari-
ability of the quasar causes artificial loss of data pixels.
Even though the seeing on most spectra is good, the lensing
galaxy is close enough to the brightest quasar images A and B
to be affected by significant contamination from the wings of the
PSF. For this reason, the spectral version of MCS deconvolution
algorithm (Magain et al. 1998; Courbin et al. 2000) is used in
order to separate the spectrum of the lensing galaxy from the
spectra of the quasar images. The MCS algorithm uses the spa-
tial information contained in the spectrum of a reference PSF,
which is obtained from the slitlets positioned on the four isolated
stars a, c, d, and e (Fig. 1). The final normalized PSF is a com-
bination of the four PSF spectra. The six individual spectra are
deconvolved separately, extracted, flux calibrated as explained
in Sect. 2.3 and combined. The spectrum of the lensing galaxy is
extracted from the “extended channel” of the deconvolved data,
while the spectra of the quasar images are extracted from the
“point-source channel” (see Courbin et al. 2000).
2.3. Flux calibration
Our absolute flux calibration is based on the spectrum of the
spectrophotometric standard star Feige 66 taken on the night of
2005 January 16. The response function of the grism is deter-
mined for this single epoch. It is cross calibrated using stars ob-
served in each MOS mask in order to obtain a very accurate
calibration across all epochs. The spectra of four stars are dis-
played in Fig. 3, without any deconvolution and having used
a 4′′ aperture for extraction. We find significant differences in
flux between the six epochs, that need to be corrected for. The
1 IRAF is distributed by the National Optical Astronomy
Observatories, which are operated by the Association of Universities
for Research in Astronomy, Inc., under cooperative agreement with the
National Science Foundation.
Fig. 3. The spectra of the foreground stars. The index on the right of
each spectrum indicates the exposure number, following Table 1. Flux
differences are mainly due to the presence of light clouds on observation
dates #3, #5 and #6.
Table 1. Journal of the VLT spectroscopic observations of
SDSS J0924+0219. The seeing is measured on the spectrum of the PSF
stars. The exposure time is 1400 s for each of the 6 epochs.
ID Date Seeing [′′] Airmass Weather
1 14/01/2005 0.66 1.188 Photometric
2 14/01/2005 0.59 1.150 Photometric
3 14/01/2005 0.46 1.124 Light clouds
4 01/02/2005 0.83 1.181 Photometric
5 01/02/2005 0.97 1.146 Light clouds
6 01/02/2005 0.84 1.126 Light clouds
main causes for these differences are variable seeing and vari-
able extinction due to thin cirrus during some of the observations
(Table 1). The effect of mask misalignment is excluded, as can
be seen from the image-through-slit of Fig. 2.
Assuming that the intrinsic flux of the foreground stars has
not varied between the six exposures, and taking the data #1 of
Table 1 as a reference, we derive the flux ratio between this ref-
erence epoch and the six other dates, for each star. These curves,
fitted with a third-order polynomial, are shown in Fig. 4. The
corrections computed in this way are found to be very stable
across the mask: the curves obtained for two different stars only
showed slight oscillations with an amplitude below 2%. This is
also the accuracy of the flux correction between different epochs.
A mean correction curve is then computed for each epoch from
all stars, except star c which is much fainter than the others, and
is applied to the deconvolved spectra of the quasars and of the
lensing galaxy.
3. Extracted spectra
3.1. The lensing Galaxy
The six deconvolved spectra of the lensing galaxy are extracted,
combined, and smoothed with a 5 Å box (2 pixels). Figure 5
shows the final one-dimensional spectrum, where the Ca II H
& K absorption lines are obvious, as well as the 4000 Å break,
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Fig. 4. Flux ratios between Date #1 and the 5 others, along with the
third-order polynomial fits. We use the ratios of the 3 stars: a, d and e
to determine the mean correction applied to the quasar. Star c, which
is much fainter than the others, is excluded from the final calibration.
The (small) parts of the spectra with strong atmospheric absorption
are masked during the polynomial fit. The peak-to-peak differences be-
tween the ratios computed using star a, d and e, differ by less than 2%.
the G-band typical for CH absorption, the Mg band, and the Hβ,
and Fe II absorption lines. These features yield a mean redshift
of zlens = 0.394 ± 0.001, where the 1-σ error is the standard de-
viation between all the measurements on the individual lines,
divided by the square root of the number of lines used. We do
not consider the 4000 Å break in these calculations. This spec-
troscopic redshift falls very close to the photometric estimate of
z = 0.4 by Inada et al. (2003), and agrees with the spectroscopic
redshift of Ofek et al. (2005). In addition, the absence of emis-
sion lines confirms a gas-poor early-type galaxy. No trace of the
quasar broad emission lines is seen in the spectrum of the lensing
galaxy, indicative of an accurate decomposition of the data into
the extended (lens) and point source (quasar images) channels.
3.2. The quasar images
The mean spectra of quasar images A and B are shown in Fig. 6,
smoothed with a 5 Å box. The Al III], Si III], C III], [Ne IV] and
Mg II broad emission lines are clearly identified. A Gaussian
fit to these 5 lines yield a mean redshift of 1.524 ± 0.001 for
image A and 1.524±0.002 for the fainter image B. The standard
deviation between the fits to the individual lines, divided by the
square root of the number of lines used, is taken as the error bar.
These results are in excellent agreement with the values obtained
by Inada et al. (2003), as well as the redshift from the SDSS
database, who both report z = 1.524.
3.3. Variability of the quasar images
The spectra of quasar images A and B are shown in Fig. 7
for 2005 January 14 and February 1. These are the mean of
Fig. 5. Spectrum of the lensing galaxy in SDSS J0924+0219, as ob-
tained by combining the data for the 6 epochs, i.e., a total integra-
tion time of 8400s. The template spectrum of an elliptical galaxy at
z = 0.394 is also shown for comparison (Kinney et al. 1996). All main
stellar absorption lines are well identified. Prospects for a future deter-
mination of the galaxy’s velocity dispersion are therefore excellent.
Fig. 6. Spectra of the quasar images A and B of SDSS J0924+0219, as
extracted from the deconvolved data. These figure shows the mean of
the 6 spectra taken for the 6 epochs, after the flux calibration described
in Sect. 2.3.
the three spectra obtained on each date, smoothed with a 5 Å
box. Although the continuum shows little variation (only B has
fadded slightly between our two observing dates), there are obvi-
ous changes in the broad emission lines of each quasar image. In
image A, the red wing of the Mg II emission line has brightened,
as well as the C II] emission line, while in image B, the center of
the C III] emission line has become double peaked and the Fe II
feature redwards of Mg II has fadded. A zoom on these lines
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Fig. 7. The spectra of images A and B on 14 January and 1 February
2005 show a stable continuum for both images, but the broad emission
lines do vary on a time-scale of two weeks (see Fig. 8).
Fig. 8. Enlargements of Fig. 7 comparing the broad emission lines of
images A and B on 14 January (solid curve) and 1 February 2005 (dot-
ted curve). Obvious variations are seen in the red wing of the Mg II in
image A, in the center of the C III] in image B. The Fe II feature red-
wards of Mg II in image B has also changed by 20%. These variations
are asymmetric about the center of the lines. The asymmetry is different
in C III] and Mg II.
is shown in Fig. 8. The line variations are already visible be-
fore averaging the 3 individual spectra at a given date and in the
not-so-blended quasar images of the raw un-deconvolved spec-
tra. We can therefore safely rule out any deconvolution artefacts
due to PSF variations in the MOS mask. In addition, the residual
images after deconvolution (see Courbin et al. 2000, for more
details) are particularly good, indicative of little or no PSF vari-
ations across the slitlet mask.
Fig. 9. Comparison between the spectra of images A and B taken on
14 January 2005. The top panel shows the dimensionless ratio B/A.
The mean ratio is 0.32. In the middle panel, a first-order polynomial
αB + β is fit to the spectra of image A. The best fit is obtained with
α = 2.80 ± 0.05 and β = 0.37. The difference in flux between A and the
fitted αB+β polynomial is displayed in the bottom panel, and does not
exceed a few percent of the flux.
3.4. Image flux ratio
Keeton et al. (2006) have recently observed that the flux ratio be-
tween the images of SDSS J0924+0219 is different in the contin-
uum and in the broad emission lines. In their slitless HST/ACS
observations, the flux ratio between A and B is 2.60 in the emis-
sion lines, and about 3.5 in the continuum, i.e., the emission lines
are 30% different from the continuum.
We plot the flux ratio between quasar image B and A as a
function of wavelength at a given date (top panels in Figs. 9
and 10). This ratio is close to flat, with some small differences in
the broad emission lines.
We construct the spectrum αB+β and adjust the parameters
using a linear least squares fit so that it matches the spectrum
of quasar A. The result is shown in the middle panels of Figs. 9
and 10. Almost no trace of the emission lines are seen in the
difference spectra in the bottom panels of the figure. Our spec-
tra indicate no strong differential amplification of the contin-
uum and broad emission lines in the components A and B of
SDSS J0924+0219, and the small residual seen in the emission
lines in the bottom panels of Figs. 9 and 10 are an order of mag-
nitude smaller than reported in Keeton et al. (2006).
In the 15 days separating the observations, α has changed
by only 2%. For both dates the residuals of the fit are almost
perfectly flat, indicating no continuum change. Only asymmetric
changes in the emission lines are seen.
Finally, the flat flux ratio between image A and B shows that
there is no significant extinction by interstellar dust in the lensing
galaxy.
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Fig. 10. Same as in Fig. 9 but for the spectra taken on 1 February 2005.
The mean B/A ratio is 0.31, and the best fit of image A is obtained with
α = 2.86 ± 0.05 and β = 0.43.
3.5. Intrinsic variations vs. microlensing
It is hard, with only two observing points, to infer the ori-
gin of the spectral variations observed in SDSS J0924+0219.
Nevertheless, we see rapid (15 days) and asymmetric changes in
the emission lines of the quasar images, and no strong changes
in the continuum. Intrinsic variations of quasars are usually
stronger in the continuum than in the emission lines, and they
are also longer than the two-week span we observe here. Such
rapid variations due to microlensing have been seen in at least
one other lensed quasar: HE 1104-1805 (Schechter et al. 2003).
SDSS J0924+0219 might be a second such case. Microlensing
variability is supported by the photometric broad-band data by
Kochanek et al. (2005b), showing that A and B have very differ-
ent light curves that are hard to match even after shifting them by
the expected time delay. However, microlensing usually acts on
the continuum rather than on the emission lines of quasar spec-
tra, because of the much smaller size of the continuum region.
Differential amplification of the continuum relative to the emis-
sion lines, as observed by Keeton et al. (2006), would be a strong
support to the microlensing hypothesis. Our spectra do not show
such a differential amplification, but we note that our wavelength
range is very different from that of Keeton et al. (2006) and that
they observed in May 2005, i.e., 3 months after our observations.
Assuming microlensing is the correct interpretation of the
data, its strength depends upon the scale-size of the source, with
smaller sources being more susceptible to large magnification
(e.g. Wambsganss & Paczynski 1991). The continuum emitting
region and the broad-line region (BLR) of a quasar can appear
small enough to undergo significant magnifications. The limiting
source size for microlensing to occur is given by the Einstein ra-
dius projected onto the source plane. This means that only struc-
tures in the source with sizes comparable to or smaller than this
radius will experience appreciable amplification. The Einstein
radius, projected onto the source plane for microlenses with
masses in the range 0.1 M < M < 10 M is 7 < RE < 70 light-
days for a cosmology with Ωm = 0.3,ΩΛ = 0.7 and h100 = 0.65.
Kaspi et al. (2000) derived sizes for active galaxy nuclei from
reverberation mapping of the Balmer lines. As a function of in-
trinsic luminosity, they found a global scaling of the broad-line
region (BLR) ranging from approximately 1 to 300 light days,
which compares well with the Einstein radius of the microlenses
in the lensing galaxy of SDSS J0924+0219.
The observations also reveal that the broad emission lines
and the continuum do not vary on the same time scale. Indeed,
the continuum of image A remains constant over the 15-day time
span of the observations, while the broad emission lines vary.
Detailed microlensing simulations by Lewis & Ibata (2004)
show that the correlation between the magnification of the BLR
and the continuum source exists, but is weak. Hence variations in
the broad emission lines need not be accompanied by variations
in the continuum. This argument has been confirmed through ob-
servations of other gravitationally lensed quasars (Chartas et al.
2002; Richards et al. 2004).
Another observational fact that needs some enlightening
is the asymmetric amplification of the broad emission lines
(see Fig. 8). Such an amplification occurs for the C II] and
Mg II emission lines in the spectra of image A. The red wings of
these lines are significantly more amplified than the blue ones.
An explanation for this is given by Abajas et al. (2002) and
Lewis & Ibata (2004), who show that emission lines can be af-
fected by substantial centroid shifts and modification of the line
profile. Asymmetric modification of the line profile can be in-
dicative of a rotating source. Microlensing of the part of the
BLR that is rotating away from us would then explain the ob-
served asymmetric line amplifications. This would imply that a
microlensing caustic is passing at the edge of the broad line re-
gion, and is far enough from the continuum to leave it unaffected.
4. HST imaging
Optical and near-IR images of SDSS J0924+0219 are available
from the HST archive in the F555W, F814W and F160W filters.
The F555W and F814W observations have been obtained on 18
November 2003 with the Advanced Camera for Surveys (ACS)
and the Wide Field Channel (WFC). The F555W data consist
of two dithered 1094 s exposures, each one being split in two
(CRSPLIT= 2) in order to remove cosmic rays. Two consecutive
1148 s exposures have been taken through the F814W filter, one
hour later, again splitting the exposure time in two. Finally, the
NICMOS2 observations, taken on 2003 November 23, consist
of 8 dithered exposures, for a total of 5312 s. The 5-day period
separating the optical and near-IR observations is of the order of
the expected time delay between images A and B of the quasar.
4.1. Image deconvolution
The MCS algorithm (Magain et al. 1998) is used to deconvolve
all images. This algorithm sharpens the images and preserves the
flux of the original data. It also decomposes the data into a set
of analytical point sources (the quasar images) and a numerical
“extended channel” which contains all the features other than
point sources, i.e., the lensing galaxy and the Einstein ring. All
images are rebinned to a common pixel scale prior to deconvolu-
tion and combined with cosmic ray rejection. The reference im-
age adopted to carry out the whole deconvolution work is the first
image taken through the F814W filter, i.e., image j8oi33031
in the HST archive. The position angle of this reference im-
age relative to the North is PA= –2.67◦. All the astrometry in
the following is given in the coordinate system of this image.
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Fig. 11. Left: composite HST image using the observations through the F555W, F814W and F160W filters. The resolution is respectively 0.10′′
in F555W and F814W, and 0.15′′ in F160W. Right: deconvolved image. It has a pixel size of 0.025′′ and a resolution of 0.05′′ . The lensed host
galaxy of the quasar is clearly seen as red arcs well centered on the quasar images. A second set of bluer arcs inside and outside the area delimited
by the red arcs is also revealed. The field of view is 3.0′′ on a side. The image is slightly rotated relative to North, which is at PA= –2.67◦. East is
to the left. The white square shows the position of the perturber found for the SIE and NFW models of Sect. 5.2.
The data used here are the pipeline-drizzled images available
from the archive. The pixel scale in the deconvolved image is
half that of the original image, i.e., 0.025′′ × 0.025′′. The spa-
tial resolution is the same in all deconvolved images, i.e., 0.05′′
Full-Width-Half-Maximum (FWHM).
As the HST PSF has significant spatial variations across the
field of view, stars located far away from SDSS J0924+0219 on
the plane of the sky are not ideal for use in the image deconvo-
lution. To circumvent this problem we have devised an iterative
procedure. We first deconvolve the images with a fixed PSF, di-
rectly measured from stars. This gives a deconvolved image of
the lens and Einstein ring, that we reconvolve with the PSF and
subtract from the original data. A second PSF is re-computed
from this new lens- and ring-subtracted image, directly from
the quasar images, following the procedure described in Magain
et al. (2005). This is similar to a blind-deconvolution, where the
PSF is modified during the deconvolution process. A new decon-
volved image is created with the improved PSF, as well as a new
lens- and ring-subtracted image. We repeat 4 times in a row the
procedure until the residual map (Magain et al. 1998; Courbin
et al.1998) is flat and in average equal to 1σ after deconvolution,
i.e., until the deconvolved image becomes compatible with the
data in the χ2 sense.
4.2. Results
The deconvolved images through the three filters are shown in
Fig. 11, as a colour composite image. Two sets of arcs are clearly
seen, corresponding to the host galaxy of the source quasar, and
to a bluer object not centered on the images of the quasar. This
arc is well explained by a second lensed source (see Sect. 5.2)
which is either a star-forming region in the source, or another
unrelated object.
Instead of using the conventional version of the MCS de-
convolution algorithm, we use a version that involves a semi-
analytical model for the lensing galaxy. In this procedure, the
Table 2. Astrometry of SDSS J0924+0219 and flux ratio between the
images. All positions are given relative to the lensing galaxy in the co-
ordinate system of our reference HST image j8oi33031. The 1-σ error
bar on the astrometry is 0.005′′ , mainly dominated by the error on the
position of the lensing galaxy. The error bar on the flux ratio is of
the order of 10% for images B, C and 20% for image D, and includes
the systematic errors due to the presence of the Einstein ring (see text).
Object X Y F555W F814W F160W
(′′) (′′)
Lens +0.000 +0.000 − − −
A −0.185 +0.859 1.00 1.00 1.00
B −0.246 −0.948 0.51 0.46 0.44
C +0.782 +0.178 0.39 0.34 0.32
D −0.727 +0.430 0.06 0.06 0.03
analytical component of the lensing galaxy is either a two-
dimensional exponential disk, or a de Vaucouleurs profile. All
slight departures from these two profiles are modeled in the form
of a numerical array of pixels which includes the arcs as well.
In all bands, we find that an exponential disk fits the data
much better than a de Vaucouleurs profile, which is surprising
for an elliptical galaxy, as indicated by the VLT spectra. Table 2
gives a summary of our astrometry, relative to the center of the
fitted exponential disk. The mean position angle of the lensing
galaxy, in the orientation of the HST image, is PA = −61.3±0.5◦
(positive angles relative to the North in a counter-clockwise
sense) and the mean ellipticity is e = 0.12 ± 0.01, where the
error bars are the dispersions between the measurements in the
three filters. We define the ellipticity as e = 1 − b/a, where a
and b are the semi-major and semi-minor axis respectively. Note
that although the formal error on the lens ellipticity and PA is
small, the data show evidence for isophote twisting. The effec-
tive radius of the galaxy is Re = 0.50 ± 0.05′′.
The flux ratios of the quasar images are derived from the de-
convolved images. The MCS algorithm provides the user with
the intensities of all point sources in the image, decontaminated
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Table 3. Best-fit parametric models for SDSS J0924+0219, obtained with the LENSMODEL package (Keeton 2001). The position angles of the
lens θe and of the external shear θγ are given in degrees, positive angles being counted counter-clockwise relative to the North. The coordinates (x, y)
of the centres of the models are given in arcseconds, and the time delays ∆t are expressed in days relative to the leading image B. The extreme
values for the time delays within the smallest 1-σ region of Fig. 12 are also given. We adopt a (Ωm,ΩΛ) = (0.3, 0.7) cosmology and h100 = 0.65.
All models have one degree of freedom.
Model Parameters (x, y) e θe γ θγ ∆tAB ∆tCB ∆tDB χ2
SIE b′ = 0.87 (−0.003, 0.002) 0.13 –73.1 0.053 65.4 5.76.75.1 9.110.48.2 6.27.25.5 0.91
de Vaucouleurs b = 2.64 (−0.004, 0.002) 0.16 –70.1 0.096 77.3 8.68.98.1 13.814.412.9 9.49.78.8 1.41
Re = 0.50
NFW κs = 0.70 (−0.003, 0.001) 0.10 –72.0 0.047 65.4 4.98.03.6 7.812.75.8 5.48.74.0 0.72
rs = 1.10
from the light of the extended features, such as the ring in
SDSS J0924+0219 and the lensing galaxy. The error on the
quasar flux ratio is dominated by the contamination by the
Einstein ring. If the intensity of a quasar image is overestimated,
this will create a “hole” in the deconvolved Einstein ring at the
quasar image position. If it is underestimated, the local χ2 at the
position of the quasar image will become much larger than 1σ.
The flux ratios in Table 2 are taken as the ones giving at the same
time a continuous Einstein ring without any “hole”, and leading
to a good χ2, close to 1, at the position of the quasar images. The
error bars quoted in Table 2 are taken as the difference between
these two extreme solutions, divided by 2. They include both the
random and systematic errors.
5. Modeling
Constraining the mass distribution in SDSS J0924+0219 is
not trivial. Firstly, we do not have access to the true image
magnifications due to contamination by microlensing and sec-
ondly, the light distribution of the lensing galaxy is not very
well constrained. The ellipticity and position angle of the lens
change with surface brightness, indicative of isophote twist-
ing. Measuring the faintest isophotes on the HST data leads to
PA ' −25◦, as is adopted by Keeton et al. (2006) in his models.
However, brighter isophotes and fitting of a PSF-deconvolved
exponential disk profile yields PA = −61.3◦.
As a blind test for the shape of the mass distribution under-
lying the light distribution, and without using any constraint on
the ellipticity or PA of the lens, we use the non-parametric mod-
els of Saha & Williams (2004). Fitting only the image positions
returns an asymmetric lens whose major axis is aligned approx-
imately East-West (i.e., PA = 90◦). Given the discrepancy be-
tween this simple model and the observed light distribution, we
test in the following a range of models with differing levels of
observational constraints, in order to predict time delays.
5.1. Parametric models
5.1.1. Using the flux ratios
The LENSMODEL package (Keeton 2001) is used to carry
out an analytical modeling of the lensing galaxy. Three lensing
galaxy models are considered: the Singular Isothermal Ellipsoid
(SIE), the Navarro et al. (1997) profile (NFW), and the de
Vaucouleurs (1948) profile. In a first attempt, we constrain these
models with the lensing galaxy position, the relative positions
of the lensed images (Table 2) and their flux ratios (taken as the
mean of the ratios measured in the three F555W, F814W, F160W
filters). If no external shear is included in the models, we find a
lens ellipticity of e ' 0.3 with a PA θe ' 85◦ and an associated
χ2 ' 200. The ellipticity and PA agree well with the models ob-
tained from the semi-linear inversion method of Warren & Dye
(2003) (see Sect. 5.2).
Next, we include external shear to the model. The lens po-
sition angle θe, coordinates, and ellipticity agree better with the
measured values in the HST images. The χ2 values remain bad
(χ2 ' 30), although improved with respect to the models with-
out external shear. The shear orientation is θγ ∼ 60◦ which is
about in the direction of a bright galaxy located 9.5′′ away from
SDSS J0924+0219 and at PA = 53◦.
The main contribution to the total χ2 is the anomalous flux
ratios between the images of SDSS J0924+0219. In particular,
the extreme flux ratio between image A and image D of ∼15,
when these two images are predicted to have approximately the
same brightness. This is not surprising because of the evidence
of microlensing in image A (Sect. 3.5) and of possible milli-
lensing induced by massive substructures. This lead us to the
considerations presented in the next section.
5.1.2. Discarding the flux ratios
The modeling is similar to that of Sect. 5.1.1. External shear
is included but the flux ratios are discarded. In order to use
only models that have one degrees of freedom (DOF), we have
fixed the effective radius of the de Vaucouleurs model to the ob-
served value. Given the number of observational constraints, the
NFW model would have zero DOF if all its parameters were
left free during the fit. We have therefore fixed the orientation
of the external shear in this model to the value we found in the
SIE+shear model. The best fit models are presented in Table 3,
with (reduced) χ2 improved to values close to 1.
We map the lens ellipticity vs. external shear plane in or-
der to estimate the degree of degeneracy between these two
parameters. The results are displayed in Fig. 12. It is imme-
diatly seen that the 1-σ ellipses of the different models only
marginally overlap. This is confirmed by the time delay val-
ues summarized in Table 3 where we also give the extreme val-
ues of the time delays within the 68% confidence interval. The
minimum difference between the extreme time delays predicted
with a constant mass-to-light ratio galaxy (de Vaucouleurs) and
by the more physically plausible SIE model is about 8%. Since
the error measurement on the time delay propagates linearly in
the error budget, even a rough estimate of the three time de-
lays in SDSS J0924+0219, with 8% accuracy will already al-
low to discriminate efficiently between flat M/L models and SIE.
Distinguishing between SIE and NFW is more difficult as time
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Fig. 12. The three plots give the reduced χ2 as a function of lens ellipticity e and external shear γ for the three analytic models used in the
LENSMODEL package. No constraint is used on the image flux ratios. The contours correspond to the 1, 2 and 3-σ, confidence levels. The
degeneracy between ellipticity and shear is clear. Only the NFW models are (marginally) compatible with no external shear at all, as also suggested
by the semi-linear inversion of Sect. 5.2. The black square in each panel indicated the best fit model, which parameters are given in Table 3.
delays predicted by NFW models differ by only 1% from the
SIE time delays. Such an accuracy will be hard to reach in
SDSS J0924+0219, that has short time delays and a short vis-
ibility period given its equatorial position on the plane of the sky
(see Eigenbrod et al. 2005).
5.2. Using the arcs of the lensed sources
The HST images of SDSS J0924+0219 reveal two sets of arcs.
One is prominent in the near-IR (in red in Fig. 11) and is well
centered on the quasar images. It is the lensed image of the
quasar host galaxy. A second set of bluer arcs is best seen in
F555W. It is off-centered with respect to the quasar images, in-
dicating either a companion to the quasar host, or an independent
intervening object along the line of sight.
We apply the semi-linear inversion method of Warren & Dye
(2003) to the arcs observed in the F555W and F160W data.
The method incorporates a linear matrix inversion to obtain the
source surface brightness distribution that gives the best fit to the
observed lensed image for a given lens model. This linear step is
carried out per trial lens parametrisation in a standard non-linear
search for the global best fit.
Dye & Warren (2005) successfully apply this technique to
the Einstein ring system 0047−2808. They demonstrate that the
extra constraints provided by the image of the ring results in
smaller errors on the reconstructed lens model, compared to us-
ing only the centroids of the principal images as constraints in
this system.
In the case of 0047−2808, the source is a star form-
ing galaxy without any point-like emission whereas the
image of SDSS J0924+0219 is clearly dominated by the
QSO’s central point source. To prevent the reconstruction of
SDSS J0924+0219 from being dominated by the point source
and because in this section only the reconstruction of the QSO
host emission is of interest, we masked out the four point source
images in the F555W and F160W data supplied to the semi-
linear inversion code. The astrometry of the quasar images is not
used as a constraint. Figure 13 shows the masked ring images.
5.2.1. Reconstruction results
The deconvolved F160W and F555W data are reconstructed with
6 different parametric lens models. Three of these are single
Fig. 13. Annular mask applied to the F160W (left) and F555W (right)
data with point sources masked out. The annulus in the F555W image is
shifted by 0.1′′ to the left and 0.2′′ to the top with respect to the F160W
image, to properly encompass the blue arc seen in Fig. 11.
mass component models: the singular isothermal ellipsoid (SIE),
the elliptical NFW, and the elliptical NFW with external shear.
The remaining three test for asymmetry in the lens model by in-
cluding a secondary singular isothermal sphere (SIS) mass com-
ponent that is also free to move around in the lens plane and vary
in normalization in the minimization. These models are the dual
SIS model, the SIE+SIS model and the NFW+SIS model.
Since the F160W data have the highest signal to noise arcs,
we base our lens modeling on these data and applied our overall
best fit model to the F555W data to reconstruct the source. In all
cases, we reconstruct with a 0.5′′×0.5′′ source plane comprising
10 × 10 pixels. The reconstruction is not regularised, except in
Fig. 14 where first order regularisation (see Warren & Dye 2003)
is applied to enhance visualization of the source.
Table 4 lists the minimized parameters for each model and
the corresponding values of χ2. The SIE+SIS and NFW+SIS
models clearly fare better than their single component coun-
terparts, implying the lens is asymmetric. For the SIE+SIS,
a decrease in χ2 of ∆χ2 = 33 for 3 fewer degrees of free-
dom has a significance of 5.1σ. The decrease of ∆χ2 = 40
for the NFW+SIS has a significance of 5.7 σ. Both models
consistently place the secondary SIS mass component around
(−0.80′′,−0.05′′) with a normalization of only ∼2.5% of the
main component.
Interestingly, the elliptical models listed in Table 4 have
ellipticities close to those obtained with the LENSMODEL
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Fig. 14. Reconstructed source from F160W data (top left) and its lensed
image (bottom left). A second source lying on the rightmost cusp caustic
(top right) is reconstructed from the F555W image corresponding to the
blue arc (bottom right).
software, when no external shear is considered. When external
shear is added to the NFW model, we do indeed obtain a sig-
nificantly better fit compared to the NFW on its own, but the
results differ from those listed in Table 3. While the elliptic-
ity remains almost the same as in Table 3, its PA differs by
approximately 25◦. Moreover, we find a ten times smaller am-
plitude for the shear using the semi-linear inversion than using
LENSMODEL. Note, however, that the observed quasar image
astrometry is used in the LENSMODEL analysis, whereas it is
not in the present semi-linear inversion. If we use the lens model
found by the semi-linear inversion to predict the position of the
quasar images, we find poor agreement between the predicted
and the measured positions. The global, large scale shape of
the lens found by the semi-linear inversion is well adapted to
model the Einstein rings, which are very sensitive to azimuthal
asymmetry in the lens, but additional smaller scale structures are
needed to slightly modify the positions of the quasar images and
make them compatible with the measured astrometry. The dis-
agreement between the astrometry predicted by LENSMODEL
and the one predicted by the semi-linear inversion adds support
to the presence of multipole-type substructures in the lens (e.g.,
Congdon & Keeton 2005).
The top left plot in Fig. 14 shows the reconstructed source
corresponding to the best fit NFW+SIS model for the F160W
data. The observed arcs are explained by a single QSO host
galaxy. Note that in this figure, purely to aid visualization, we
have regularised the solution and plotted the surface brightness
with a pixel scale half that used in the quantitative reconstruc-
tion. The bottom left corner of Fig. 14 shows the image of the
reconstructed source lensed by the best fit NFW+SIS model.
We then take the best fit NFW+SIS model in order to recon-
struct the F555W data shown on the right in Fig. 13. Note that the
annular mask is shifted slightly compared to the F160W data, to
properly encompass the blue arc. The reconstructed source and
corresponding lensed image are shown on the right hand side of
Fig. 14.
There are two distinct sources now visible. The QSO host
identified previously has again been reconstructed. This is be-
cause its dominant image, the bright arc in the top left quadrant
of the ring, is still present in the F555W data. A second source,
more diffuse and lying on the rightmost cusp caustic is also vis-
ible. This second source is responsible for the blue arcs.
The redshift of the second source remains unknown. It could
be a star forming object/region lying 0.2′′ · Ds ' 1200 h−1100 pc
away from the quasar, i.e., it would be part of the host galaxy. It
is, however, not excluded that this second source is at a different
redshift than the quasar, e.g. located between the quasar and the
lens, as it is bluer than the quasar host galaxy. If the latter is true,
SDSS J0924+0219 might be a unique object to break the mass
sheet degeneracy. Unfortunately, the lens modeling alone, does
not allow to infer a redshift estimate.
5.3. Note on the different types of models
The two methods used above differ in several respects.
LENSMODEL has a limited number of free parameters but uses
only the constraints on the astrometry of the quasar images.
While a qualitative representation of the lensed host galaxy of
the quasar source can be attempted, the method does not allow
a genuine fitting of the Einstein rings assuming a (simplified)
shape for the quasar host.
The semi-linear inversion carries out a direct reconstruction
of the lensed source as a whole, where each pixel of the HST
image is a free parameter. As the quasar images largely domi-
nate the total flux of the source, they need to be masked before
the reconstruction. For this reason it is not possible with this
method, at the present stage of its development, to constrain the
lens model using simultaneously the astrometry of the quasar
images and the detailed shape of the Einstein rings.
Although the two methods used in the present work are fun-
damentally different and although they use very different obser-
vational constraints, they agree on the necessity to bring extra
mass near image D of SDSS J0924+0219. Smooth lenses like the
ones implemented in LENSMODEL have PAs that differ by 10◦
from the one measured in the HST images. In the orientation of
Fig. 11, the mass distribution found by LENSMODEL is closer
to horizontal (PA = −90◦) than the light distribution, hence giv-
ing larger masses next to image D. In the semi linear inversion,
the optimal position found for the SIS perturber is also close to
image D.
Given the above discussion, the poor determination of the
lens PA is a main limitation to the interpretation of the time de-
lays in SDSS J0924+0219. An alternative route is to determine
the dynamical rotation axis of the lens, a challenge which is now
within the reach of integral field spectroscopy with large tele-
scopes and adaptive optics.
6. Conclusions
We have spatially deconvolved deep sharp VLT/FORS1 MOS
spectra of SDSS J0924+0219, and measured the redshift of the
lensing galaxy, zlens= 0.394 ± 0.001, from numerous stellar ab-
sorption lines. The spectrum beautifully matches the elliptical
galaxy template of Kinney et al. (1996).
The flux ratio between image A and B is FA/FB = 2.80 ±
0.05 on 2005 January 14, and FA/FB = 2.86 ± 0.05 on 2005
February 1, i.e., it has not changed between the two dates given
the uncertainties on the flux ratios (Table 1). For each date,
this ratio is mostly the same in the continuum and in the broad
107
A. Eigenbrod et al.: COSMOGRAIL: II. SDSS J0924+0219: lens redshift, quasar source spectra, and Einstein rings 757
Table 4. Minimized lens model parameters and corresponding χ2. Model parameters are: κ0 = mass normalization in arbitrary units, (x, y)= offset
of lens model centre from lens optical axis in arcseconds, e= ellipticity, γ= external shear, θe and θγ = PA in degrees counted counter-clockwise
from North. In the case of the NFW, the scale radius is held fixed at 6′′ in the minimization. The third column gives the number of degrees of
freedom (NDOF). Subscript “b” refers to the secondary SIS in the dual component models (see text).
Model χ2
min NDOF Minimized parameters
SIE 4280 3975 κ0 = 100.0, (x, y) = (0.02, 0.04), e = 0.270, θe = 86.0
NFW 4011 3974 κ0 = 100.0, (x, y) = (0.06, 0.06), e = 0.187, θe = 84.9
Dual SIS 4385 3974 κ0 = 49.2, (x, y) = (0.00, 0.28), κ0b = 51.6, (x, y)b = (−0.06,−0.33)
SIE+SIS 4247 3972 κ0 = 99.4, (x, y) = (0.04, 0.04), e = 0.265, θe = 85.1, κ0b = 2.1, (x, y)b = (−0.79,−0.03)
NFW+SIS 3971 3971 κ0 = 98.0, (x, y) = (0.05, 0.08), e = 0.206, θe = 83.1, κ0b = 2.8, (x, y)b = (−0.80,−0.09)
NFW+γ 3992 3972 κ0 = 100.0, (x, y) = (0.06, 0.06), e = 0.168, θe = 86.0, γ = 0.010, θγ = 78.3
emission lines of the quasar images A and B. This may seem
in contradiction with Keeton et al. (2006) who see differential
amplification of the continuum relative to the lines, but our ob-
serving dates and setup are very different from theirs.
While the continuum of images A and B has not changed in
15 days, there are obvious and asymmetric changes in some of
the quasar broad emission lines. Microlensing of both A and B
is compatible with this, although somewhat ad hoc assumptions
must be done on the position of the microcaustics relative to
the quasar, as well as on the relative sizes of the continuum and
broad line regions.
Deep HST imaging reveals two sets of arcs. One corre-
sponds to the red lensed host galaxy of the quasar and defined
an Einstein ring connecting the quasar images. The other, fainter
and bluer is off-centered with respect to the quasar images. It is
either a star-forming region in the quasar source host galaxy, or
another intervening object.
The lens ellipticity and PA measured in the HST images are
hard to reconcile with simple models without external shear. The
model fits improve when external shear is added, even though
the predicted PA differs from the measured one by approxi-
mately 25◦.
Models of Sect. 5.2, involving an additional small (SIS)
structure to the main lens always place it along the East-West
axis, about 0.8′′ to the East of the main lens, i.e., towards the
demagnified image D. In addition, the models reconstructed us-
ing only the Einstein rings do not predict the correct astrometry
for the quasar images. Einstein rings constrain the overall, large
scale of the lens. Small deviations from this large scale shape
are needed to match the quasar images astrometry. The discrep-
ancy between the models using the rings and the ones using the
quasar image positions therefore adds support to the presence of
multipole-like substructures in the lens of SDSS J0924+0219.
Finally, the range of time delays predicted by the different
lens models is large and is very sensitive to the presence
of external shear and to the determination of the main lens
ellipticity and PA. The time delay measurement and the lens
modeling, combined with integral field spectroscopy of the
lens in SDSS J0924+0219 might therefore prove extremely use-
ful to map the mass-to-light ratio in the lens, by comparing the
lensing and dynamical masses, to the light distribution infered
from the HST images.
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ABSTRACT
Aims. We measure the redshift of the lensing galaxy in eight gravitationally lensed quasars in view of determining the Hubble param-
eter H0 from the time delay method.
Methods. Deep VLT/FORS1 spectra of lensed quasars are spatially deconvolved in order to separate the spectrum of the lensing
galaxies from the glare of the much brighter quasar images. A new observing strategy is devised. It involves observations in Multi-
Object-Spectroscopy (MOS) which allows the simultaneous observation of the target and of several PSF and flux calibration stars.
The advantage of this method over traditional long-slit observations is a much more reliable extraction and flux calibration of the
spectra.
Results. For the first time we measure the redshift of the lensing galaxy in three multiply-imaged quasars: SDSS J1138+0314
(zlens = 0.445), SDSS J1226−0006 (zlens = 0.517), SDSS J1335+0118 (zlens = 0.440), and we give a tentative estimate of the redshift
of the lensing galaxy in Q 1355−2257 (zlens = 0.701). We confirm four previously measured redshifts: HE 0047−1756 (zlens = 0.407),
HE 0230−2130 (zlens = 0.523), HE 0435−1223 (zlens = 0.454) and WFI J2033−4723 (zlens = 0.661). In addition, we determine the red-
shift of the second lensing galaxy in HE 0230−2130 (zlens = 0.526). The spectra of all lens galaxies are typical for early-type galaxies,
except for the second lensing galaxy in HE 0230−2130 which displays prominent [OII] emission.
Key words. gravitational lensing – cosmological parameters – quasars: general
1. Introduction
Gravitationally lensed quasars have become a truly efficient
source of new astrophysical applications, since the discovery
of the first case by Walsh et al. (1979). These objects are po-
tentially useful for measuring the Hubble parameter H0 from
the time delay between their lensed images (Refsdal 1964), as-
suming a model for the mass distribution in the lensing galaxy.
Conversely, for an assumed or measured value of H0, the mass
distribution in the lens can be reconstructed from the time delay
measurement. The study of lensed quasars is therefore a “no-
lose” game, either because of its cosmological implications (H0)
or for the study of galaxy formation and evolution through the
determination of detailed mass maps for lensing galaxies, espe-
cially their dark matter content.
The second most important application of quasar lensing in-
volves microlensing by stars in the lensing galaxy. Microlenses
produce chromatic magnification events in the light curve of
the images of the source, as they cross their line of sight. The
amplitude, duration and frequency of the events depend on
the transverse velocity of stars in the lensing galaxy, on their
surface density, and on the relative sizes of the microlensing
caustics with respect to the regions of the source affected by
? Based on observations made with the ESO-VLT Unit Telescope 2
Kueyen (Cerro Paranal, Chile; Programs 074.A-0563 and 075.A-0377,
PI: G. Meylan). and on archive data taken with the ESO-VLT Unit
Telescope 1 Antu (Cerro Paranal, Chile; Program 064.O-0259(A), PI:
L. Wisotzki).
microlensing. Photometric monitoring of lensed quasars in sev-
eral bands or, better, spectrophotometric monitoring can there-
fore yield constraints on the energy profile of quasar accre-
tion disks and on the size of the various emission line regions
(e.g. Agol & Krolik 1999; Mineshige & Yonehara 1999; Abajas
et al. 2002).
All the above applications of quasar lensing require the
knowledge of the redshift of the lensing galaxy, which is fre-
quently hidden in the glare of the quasar images. The present
paper is part of a larger effort to carry out long term photometric
monitoring of lensed quasars in the context of COSMOGRAIL
(e.g. Eigenbrod et al. 2005). In this paper we focus on the de-
termination of the redshifts of the lensing galaxies in several
gravitationally lensed quasars, using deep spectra obtained with
the ESO Very Large Telescope (VLT). The targets were sim-
ply selected in function of their visibility during the period of
observation.
2. VLT spectroscopy
2.1. Observations
We present observations for eight gravitationally lensed quasars,
in order to determine the redshift of the lensing galaxy. The
targets are HE 0047−1756, HE 0230−2130, HE 0435−1223,
SDSS J1138+0314, SDSS J1335+0118, Q 1355−2257 (also
known as CTQ 327), SDSS J1226−0006 and WFI J2033−4723.
Our spectroscopic observations are acquired with the FOcal
Reducer and low dispersion Spectrograph (FORS1), mounted
112 CHAPTER 6
760 A. Eigenbrod et al.: COSMOGRAIL: III. Redshift of the lensing galaxy in eight gravitationally lensed quasars
Table 1. Journal of the observations of HE 0047−1756. Grism and fil-
ter: G300V+GG435. HR collimator: 0.1′′ per pixel. Slitlets width: 1.0′′
(R = 210 at 5900 Å).
ID Date Seeing [′′] Airmass Weather
1 18/07/2005 0.49 1.281 Photometric
2 18/07/2005 0.53 1.191 Photometric
Table 2. Journal of the observations of HE 0230−2130. Grism and filter:
G600R+GG435. SR collimator: 0.2′′ per pixel. Slitlets width: 0.5′′ (R =
1910 at 6200 Å).
ID Date Seeing [′′] Airmass Weather
1 15/12/2004 0.60 1.166 Light clouds
2 15/12/2004 0.58 1.248 Light clouds
3 01/03/2005 0.78 1.800 Photometric
on the ESO Very Large Telescope. Very importantly, all the
observations are carried out in the MOS mode (Multi Object
Spectroscopy). This strategy allows the simultaneous observa-
tion of the main target and of several stars used both as flux cal-
ibrators and as reference PSF to spatially deconvolve the data.
Most of our targets are observed with the high-resolution col-
limator, allowing us to observe simultaneously eight objects over
a field of view of 3.4′ × 3.4′ with a pixel scale of 0.1′′. However,
because few suitable PSF stars are visible in the vicinity of
SDSS J1226−0006 and HE 0230−2130, the observations for
these two objects use the standard-resolution collimator, which
has a field of view of 6.8′ × 6.8′ and a pixel size of 0.2′′.
We use the GG435 order sorting filter in combination with
the G300V grism for all objects, except HE 0230−2130 for
which we use the G600R grism. The G300V grism gives a use-
ful wavelength range 4450 < λ < 8650 Å and a scale of 2.69 Å
per pixel in the spectral direction. This setup has a spectral res-
olution R = λ/∆λ ' 200 at the central wavelength λ = 5900 Å
for a 1.0′′ slit width in the case of the high resolution collima-
tor. The choice of this grism favors spectral coverage rather than
spectral resolution as the observations are aimed at measuring
unknown lens redshifts. The combination of the G600R grism
with the GG435 filter used for HE 0230−2130 has a wavelength
range of 5250 < λ < 7450 Å with a pixel scale of 1.08 Å in
the spectral direction. This gives a higher spectral resolution of
R ' 1200 at the central wavelength λ = 6270 Å for a slit width
of 1.0′′ and with the standard resolution collimator.
We choose slitlets of various widths, depending on the
brightness of the target and on the configuration of the quasar
images. The slit width is chosen so that it matches the seeing re-
quested for the service-mode observations and minimizes lateral
contamination by the quasar images. Our observing sequences
consist of a short acquisition image, an “image-through-slit”
check, followed by one or two consecutive deep spectroscopic
exposures. All individual exposures for all objects are 1400 s
long. The journals of the observations are given in Tables 1 to 8.
The through-slit images are displayed in Figs. 1 to 8, where the
epochs refer to the exposure numbers in Tables 1 to 8.
For every object we center at least three slitlets on fore-
ground stars and one slitlet on the lensing galaxy. The mask is
rotated to a Position Angle that avoids clipping of any quasar
image. This is mandatory to carry out spatial deconvolution of
the spectra. The spectra of the PSF stars are also used to cross-
calibrate the flux scale as the data are taken at different airmasses
and at different dates. Three spectrophotometric standard stars
are used to carry out the relative flux calibration, i.e. EG 21,
LTT 3218, and LTT 6248.
Table 3. Journal of the observations for HE 0435−1223. Grism and
filter: G300V+GG435. HR collimator: 0.1′′ per pixel. Slitlets width:
1.0′′ (R = 210 at 5900 Å).
ID Date Seeing [′′] Airmass Weather
1 11/10/2004 0.47 1.024 Photometric
2 11/10/2004 0.45 1.028 Photometric
3 12/10/2004 0.46 1.024 Photometric
4 12/10/2004 0.53 1.028 Photometric
5 11/11/2004 0.57 1.093 Photometric
6 11/11/2004 0.56 1.145 Photometric
Table 4. Journal of the observations for SDSS J1138+0314. Grism and
filter: G300V+GG435. HR collimator: 0.1′′ per pixel. Slitlets width:
1.0′′ (R = 210 at 5900 Å).
ID Date Seeing [′′] Airmass Weather
1 10/05/2005 0.82 1.191 Photometric
2 11/05/2005 0.70 1.155 Photometric
3 11/05/2005 0.67 1.133 Photometric
4 11/05/2005 0.66 1.132 Photometric
5 11/05/2005 0.64 1.148 Photometric
Table 5. Journal of the observations for SDSS J1226−0006. Grism and
filter: G300V+GG435. SR collimator: 0.2′′ per pixel. Slitlets width:
1.0′′ (R = 400 at 5900 Å).
ID Date Seeing [′′] Airmass Weather
1 16/05/2005 0.85 1.109 Photometric
2 16/05/2005 0.84 1.099 Photometric
3 16/05/2005 0.92 1.105 Photometric
4 16/05/2005 1.02 1.125 Photometric
5 16/05/2005 0.78 1.221 Photometric
6 16/05/2005 0.89 1.299 Photometric
7 16/05/2005 0.82 1.422 Photometric
8 16/05/2005 0.88 1.576 Photometric
Table 6. Journal of the observations for SDSS J1335+0118. Grism and
filter: G300V+GG435. HR collimator: 0.1′′ per pixel. Slitlets width:
1.0′′ (R = 210 at 5900 Å).
ID Date Seeing [′′] Airmass Weather
1 03/02/2005 0.73 1.167 Photometric
2 03/02/2005 0.71 1.133 Photometric
3 03/03/2005 0.69 1.112 Photometric
4 03/03/2005 0.77 1.123 Photometric
5 03/03/2005 0.68 1.153 Photometric
6 03/03/2005 0.62 1.198 Photometric
Table 7. Journal of the observations for Q 1355−2257. Grism and fil-
ter: G300V+GG435. HR collimator: 0.1′′ per pixel. Slitlets width: 1.0′′
(R = 210 at 5900 Å).
ID Date Seeing [′′] Airmass Weather
1 05/03/2005 0.68 1.016 Photometric
2 05/03/2005 0.73 1.040 Photometric
3 20/03/2005 0.63 1.038 Photometric
4 20/03/2005 0.54 1.015 Photometric
5 20/03/2005 0.57 1.105 Photometric
6 20/03/2005 0.56 1.166 Photometric
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Table 8. Journal of observations for WFI J2033−4723. Grism and fil-
ter: G300V+GG435. HR collimator: 0.1′′ per pixel. Slitlets width: 1.4′′
(R = 160 at 5900 Å).
ID Date Seeing [′′] Airmass Weather
1 13/05/2005 0.50 1.256 Light clouds
2 13/05/2005 0.58 1.198 Light clouds
3 13/05/2005 0.60 1.148 Light clouds
4 13/05/2005 0.48 1.117 Light clouds
5 13/05/2005 0.53 1.095 Light clouds
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Fig. 3. HE 0435−1223. Slit width: 1.0′′. Mask PA: −164◦.
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Fig. 4. SDSS J1138+0314. Slit width: 1.0′′. Mask PA: −84◦.
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Fig. 5. SDSS J1226−0006. Slit width: 1.0′′. Mask PA: −90◦.
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Fig. 6. SDSS J1335+0118. Slit width: 1.0′′. Mask PA: 43◦.
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Fig. 7. Q 1355−2257. Slit width: 1.0′′. Mask PA: −78◦.
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Epoch 5Epoch 3Epoch 1
Fig. 8. WFI J2033−4723. Slit width: 1.4′′. Mask PA: −82◦.
In addition to our own data, we retrieve VLT/FORS1 data
from the archive for HE 0230−2130. These data were ac-
quired on 18 October 1999 for program 064.O-0259(A). They
used the long slit mode with the standard resolution collimator
(0.2′′ per pixel), the G600R grism, and the order sorting filter
GG435. The useful wavelength range is the same as for the MOS
observations, i.e., 5250 < λ < 7450 Å with a pixel scale of
1.08 Å in the spectral direction.
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2.2. Reduction and deconvolution
We carry out the standard bias subtraction and flat field correc-
tion of the spectra using IRAF1. The flat field is created for each
slitlet from five dome exposures using cosmic ray rejection. It
is then normalized by averaging 45 lines along the spatial direc-
tion, rejecting the 20 highest and 20 lowest pixels. The result is
then block replicated to match the physical size of the individual
flat fields.
Wavelength calibration is obtained from numerous emission
lines in the spectrum of helium-argon lamps. The wavelength
solution is fitted in two dimensions to each slitlet of the MOS
mask. The fit uses a fifth order Chebyshev polynomial along the
spectral direction and a fourth order Chebyshev polynomial fit
along the spatial direction. Each spectrum is interpolated follow-
ing this fit using a cubic interpolation. This procedure ensures
that the sky lines are well aligned with the columns of the CCD
after wavelength calibration.
The sky background is then removed by fitting and subtract-
ing a second order Chebyshev polynomial in the spatial direction
to the areas of the spectrum that are not illuminated by the ob-
ject.
Finally, we remove the cosmic rays as follows. First we shift
the spectra in order to align them spatially (this shift is only
a few tenths of a pixel). Second, we create a combined spec-
trum for each object from all exposures, removing the lower and
higher pixels, after applying appropriate flux scaling. The com-
bined spectrum obtained in that way is cosmic ray cleaned and is
used as a reference template to clean the individual spectra. For
each MOS mask the object slitlet and the PSF slitlets are reduced
exactly in the same way.
A flux cross-calibration of the spectra taken at different air-
masses or dates is needed before combining them into one final
spectrum. This is done efficiently using the spectra of the PSF
stars as references, as described in Eigenbrod et al. (2006). The
reference stars are assumed to be non-variable and a ratio spec-
trum is created for each star, i.e. we divide the spectrum of the
star by the spectrum of the same star in the other exposures. This
is done for at least two stars in each mask and we check that the
response curves derived using different stars are compatible. The
dispersion between the response curves obtained in that way is
about 2%. A mean correction curve is then computed and ap-
plied to each two-dimensional spectrum. The individual spectra
for each object are finally combined.
The archive data of HE 0230−2130 consist of one single long
slit spectrum. The bias subtraction, flatfielding, wavelength cal-
ibration and background removal are done in exactly the same
way as for the MOS spectra. The cosmic ray removal is done
using the IRAF packages for single-image data. The flux cali-
bration is done using three standard stars: G93−48, LTT 7987,
LTT 9239, taken on the same night as the science frame.
2.3. Deconvolution and extraction of the MOS spectra
Even though the seeing values are good for most spectra, the
lensing galaxy is often close enough to the brighter quasar im-
ages to be affected by significant contamination from the wings
of the PSF. For this reason, the spectral version of the MCS
deconvolution algorithm (Magain et al. 1998; Courbin et al.
2000) is used in order to separate the spectrum of the lensing
1 IRAF is distributed by the National Optical Astronomy
Observatories, which are operated by the Association of Universities
for Research in Astronomy, Inc., under cooperative agreement with the
National Science Foundation.
galaxy from the spectra of the quasar images. The MCS algo-
rithm uses the spatial information contained in the spectrum of
a reference PSF, which is obtained from the slitlets positioned
on the isolated stars. The final normalized PSF is a combina-
tion of at least three different PSF spectra. The deconvolved
spectra are not only sharpened in the spatial direction, but also
decomposed into a “point-source channel” containing the spec-
tra of the quasar images, and a “extended channel” containing
the spectra of everything in the image which is not a point-
source, i.e. in this case the spectrum of the lensing galaxy.
The deconvolved spectra of the lensing galaxies are extracted
and smoothed with a 10 Å box. Figures 9 to 16 display the fi-
nal one-dimensional spectra, where the Ca II H & K absorption
lines are obvious, as well as the 4000 Å Balmer break, and the
G-band typical for CH absorption. In some cases, we identify a
few more features that are labeled in the individual figures. The
identified lines are used to determine the redshift of the lensing
galaxies given in Table 9. We compute the 1-σ error as the stan-
dard deviation between all the measurements of the individual
lines. The absence of emission lines in all spectra indicates that
the observed lensing galaxies are gas-poor early-type galaxies.
In most cases, no trace of the quasar broad emission lines is
seen in the spectrum of the lensing galaxy, indicative of an accu-
rate decomposition of the data into the extended (lens) and point
source (quasar images) channels. Only our VLT spectrum of the
lensing galaxy of HE 0230−2130 is suffering from residuals of
the quasar broad emission lines, probably due to lateral contam-
ination by images A and B of the quasar. This additional source
of contamination is circumvented by subtracting a scaled version
of the spectrum of quasar image C to the spectrum of the lensing
galaxy. The flux calibration of this particular lens might there-
fore be less accurate than for the other objects. Note, however,
that this procedure was only applied to HE 0230−2130.
3. Notes on individual objects
HE 0047−1756: a doubly imaged quasar discovered by
Wisotzki et al. (2004). It has a redshift of z = 1.67 and a
maximum image separation of 1.44′′. The redshift of the lens-
ing galaxy has recently been measured by Ofek et al. (2005) at
zlens = 0.408. We confirm this result, with zlens = 0.407 ± 0.001,
and present a much higher signal-to-noise spectrum in Fig. 9. An
elliptical galaxy template matches well the spectrum of the lens.
HE 0230−2130: this quadruply imaged z = 2.162 quasar
was discovered by Wisotzki et al. (1999). It has a maximum
image separation of 2.15′′ and two lensing galaxies. The main
lensing galaxy, G1, is located between the four quasar images.
A second, fainter lens is located outside the area defined by the
quasar images, close to the faint quasar image D (Fig. 17). The
spectrum of G1 is shown in Fig. 10. Our redshift (zlens = 0.523±
0.001) is in very good agreement with the result zlens = 0.522 of
Ofek et al. (2005). The spectrum matches well that of an early-
type galaxy. The spectrum of the second lensing galaxy G2 is ex-
tracted from the archive long-slit spectrum presented in Sect. 4.
HE 0435−1223: this quadruply imaged quasar, discovered
by Wisotzki et al. (2002), has a redshift of z = 1.689 and has a
maximum image separation of 2.56′′, hence with little contam-
ination of the lens spectrum by the quasar images. The redshift
of the lensing galaxy has already been measured (Morgan et al.
2005; Ofek et al. 2005) at zlens = 0.455. We confirm this result,
with zlens = 0.454 ± 0.001, and present a much higher signal-to-
noise spectrum in Fig. 11. A S0 galaxy template matches well
the spectrum of the lens.
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Fig. 9. Spectrum of the lens in HE 0047−1756. The total integration
time is 2800 s. The template spectrum of a redshifted elliptical galaxy
is shown for comparison (Kinney et al. 1996).
Fig. 10. Spectrum of the lensing galaxy G1 in HE 0230−2130, as ob-
tained by combining the data for the three epochs, i.e. a total integration
time of 4200 s. A scaled version of the spectrum of quasar image C is
subtracted to the spectrum of the lensing galaxy, in order to remove
lateral contamination by the quasar images A and B (see text).
SDSS J1138+0314: this quadruply imaged quasar was dis-
covered in the course of the Sloan Digital Sky Survey (SDSS) by
Burles et al. (2005). This lensed quasar has a maximum image
separation of 1.46′′. We obtain high signal-to-noise spectra of
the quasar and determine its redshift z = 2.438. There is very lit-
tle doubt that this system is lensed. The lensing galaxy is seen on
archival HST/NICMOS images. We measure zlens = 0.445±0.001
(Fig. 12).
Fig. 11. Spectrum of the lens in HE 0435−1223. The total integration
time is 8400 s. The template spectrum of a redshifted S0 galaxy is
shown (Kinney et al. 1996).
Fig. 12. Spectrum of the lens in SDSS J1138+0314. The total integra-
tion time is 7000 s. The absorption feature marked by the black triangle
is probably residual light of the quasar images. The C III] emission of
the quasar falls exactly at this wavelength.
SDSS J1226−0006: a doubly imaged quasar at z = 1.120
found in the course of the Sloan Digital Sky Survey (SDSS) by
Inada et al. (2005). This system is doubtlessly lensed, as the lens-
ing galaxy is seen on archival HST/ACS images, between both
quasar images, at only 0.4′′ away from image A. We measure
zlens = 0.516±0.001 (Fig. 13). The spectrum of the lensing galaxy
is well matched by the spectrum of an elliptical galaxy.
SDSS J1335+0118: a doubly imaged quasar with a 1.56′′
separation, discovered by Oguri et al. (2004). The quasar is at
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Fig. 13. Spectrum of the lens in SDSS J1226−0006. The total integra-
tion time is 11 200 s.
Fig. 14. Spectrum of the lens in SDSS J1335+0118. The total
integration time is 8400 s.
z = 1.57 and the spectra of the quasar images show evidence of
strong absorption systems at lower redshifts. Based on the color
of the galaxy, Oguri et al. (2004) conclude that the lens galaxy
is consistent with an early-type galaxy at z <∼ 0.5. Our spec-
trum (Fig. 14) is indeed that of an early-type galaxy. Its redshift
zlens = 0.440 ± 0.001 has not been measured before.
Q 1355−2257 (CTQ 327): this doubly imaged quasar has
a redshift of z = 1.373 and was discovered by Morgan et al.
(2003). The quasar images are separated by 1.23′′ and the red-
shift of the lensing galaxies has been estimated by Morgan et al.
(2003) to lie in the redshift range 0.4 < zlens < 0.6. The extrac-
tion of the spectrum of the lensing galaxy is particularly difficult
Fig. 15. Spectrum of the lens in Q 1355−2257. The total integration
time is 8400 s. Given the low signal-to-noise of this spectrum we can
not securely determine the lens redshift.
Fig. 16. Spectrum of the lens in WFI J2033−4723. The total integration
time is 7000 s.
because the galaxy lies at only 0.29′′ away from quasar image B
and because it is 7 mag fainter. We show the deconvolved spec-
trum of the lensing galaxy in Fig. 15. Given the low signal-to-
noise of this spectrum we cannot securely determine the lens
redshift; we can only give a tentative estimate of zlens = 0.701.
WFI J2033−4723: Morgan et al. (2004) discovered this
quadruply lensed quasar with maximum image separation
of 2.53′′ and redshift z = 1.66. Ofek et al. (2005) recently mea-
sured the lens redshift zlens = 0.658. The lensing galaxy spec-
trum shown in Fig. 16 is matched by an elliptical or S0 galaxy
template with a redshift of zlens = 0.661 ± 0.001. Our measured
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Fig. 17. Right: HST image of HE 0230−2130 taken with the WFPC2
instrument in the F814W filter. The pixel scale is 0.05′′ . Middle: same
image but with a position angle of −160◦. We show in overlay a 0.7′′ slit
which corresponds to the observational setup used to take the long-slit
spectrum (program 064.O-0259(A) archive data). Left: for comparison,
we show the slit used for our MOS observations. The position angle
is −60◦ and the slit has a width of 0.5′′ . Negative angles are counted
clockwise from North.
Table 9. Redshift values determined for the lensing galaxies in
the eight gravitational lenses. Only a tentative redshift is given for
Q 1355−2257. See Section 4 for more details about the second lens
G2 in HE 0230−2130.
Object zlens
HE 0047−1756 0.407 ± 0.001
HE 0230−2130, G1 0.523 ± 0.001
HE 0230−2130, G2 0.526 ± 0.002
HE 0435−1223 0.454 ± 0.001
SDSS J1138+0314 0.445 ± 0.001
SDSS J1226−0006 0.517 ± 0.001
SDSS J1335+0118 0.440 ± 0.001
Q 1355−2257 0.701(?)
WFI J2033−4723 0.661 ± 0.001
redshift is compatible with but slighly higher than the one re-
ported by Ofek et al. (2005).
4. The second lens in HE 0230−2130
The long-slit archive FORS1 spectrum of HE 0230−2130 is
taken with the slit centered on the quasar images B and D (mid-
dle panel in Fig. 17). The two-dimensional sky-subtracted spec-
trum is shown in Fig. 18, where a hint of an emission line can
already be seen at the spatial location of lens G2 along the slit.
As no PSF star is available the data have to be deconvolved in
a different way than the MOS spectra. We proceed in an iterative
way. First, we cut the spectrum in two along the spectral direc-
tion and determine a first estimate of the reference PSF spectrum
from the brighter quasar image B directly. During this first step,
the PSF is constructed from the upper half of the spectrum in
Fig. 18 containing the spectrum of image B. We then deconvolve
the original data, we take the extended-channel part of the decon-
volution, reconvolve it with the approximate PSF and subtract it
from the data. This provides us with a spectrum of the quasar
image that is much less affected by the lensing galaxy. A second
PSF is constructed from these new lens-cleaned spectra and a
new deconvolution is carried out. We perform this cycle twice to
obtain the final spectrum presented in Fig. 19. This spectrum has
a lower signal-to-noise than our MOS spectra and less accurate
flux calibration but it allows to measure well the redshift of lens
G2, which displays prominent [OII] emission, contrary to lens
G1. Fig. 18 shows that the emission comes from an object lying
outside the region delimited by the quasar image. It therefore
clearly corresponds to lens G2.
λ
2’’
5750 A5600 A
[OII]
Fig. 18. Spectra of quasar image B and D of HE 0230−2130 (slit as in
the middle panel of Fig. 17. A strong emission feature is seen “below”
the quasar image D. It extends well beyond the area delimited by the
quasar images, and corresponds to the [OII] emission of galaxy G2.
Fig. 19. Spectrum of the second lensing galaxy G2 in HE 0230−2130,
obtained from the FORS1 long-slit spectrum. The exposure time is
3000 s. Note the prominent [OII] emission lines, absent from the spec-
trum of G1 (Fig. 10).
The redshift of lens G2 is zlens = 0.526±0.002. It is measured
using the [OII] emission, the Ca II H & K absorption lines, the
G-band, and the hydrogen Hθ and Hη absorption lines. The de-
convolved spectrum of G2 is shown in Fig. 19. Although the flux
calibration is not optimal without a good knowledge of the PSF,
the spectrum resembles that of a Sa spiral galaxy.
As can be seen in the middle panel of Fig. 17, G2 is not
well centered in the slit but lies at 0.4′′ away from the slit cen-
ter. This small spatial misalignment of the object within the slit
mimics a spectral shift of ∼2 Å to the red. This translates into
a redshift change of less than ∆z = 0.0004 at 6000 Å and has
no effect on the redshift determination of galaxy G2. We con-
clude that the observed difference in redshift ∆z = 0.003 be-
tween galaxy G1 and G2 is real. It translates into a velocity dif-
ference of ∆v = 900 ± 450 km s−1 typical for a galaxy group.
HE 0230−2130 might therefore be lensed by a group of physi-
cally related galaxies of which G1 and G2 are two of the main
members.
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5. Summary and conclusions
We present here the previously unknown redshifts of the lensing
galaxies in three gravitationally lensed quasars and confirm four
others, already presented in Ofek et al. (2005). We also mea-
sure the redshift of a second lensing galaxy in HE 0230−2130
and give a tentative estimate of the lens redshift in
Q 1355−2257.
The MOS mode in which all observations are taken and the
subsequent observation of several PSF stars is crucial to carry
out a reliable decontamination of the lens spectrum by those of
the quasar images. The PSF stars are also used to carry out a
very accurate flux calibration of the spectra.
Contrary to long-slit observations where no PSF stars are
available (Ofek et al. 2005), we do not need to iteratively re-
move a scaled version of the quasar spectra from the data.
Because microlensing can produce significant differences be-
tween the spectra of the quasar images, such a procedure may
result in biased continuum slopes and wrong conclusions about
the presence of dust in the lens. For this reason we fully base
our extraction on a spatial decomposition using independent PSF
spectra.
We find that all the lensing galaxies in our sample are early-
type ellipticals or S0, except for the second lensing galaxy in
HE 0230−2130, which displays prominent [OII] emission. And
we do not find any evidence for significant extinction by dust in
their interstellar medium.
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ABSTRACT
Aims. The knowledge of the redshift of a lensing galaxy that produces multiple images of a background quasar is essential to any
subsequent modeling, whether related to the determination of the Hubble constant H0 or to the mass profile of the lensing galaxy. We
present the results of our ongoing spectroscopic observations of gravitationally lensed quasars in order to measure the redshift of their
lensing galaxies. We report on the determination of the lens redshift in seven gravitationally lensed systems.
Methods. Our deep VLT/FORS1 spectra are spatially deconvolved in order to separate the spectrum of the lensing galaxies from the
glare of the much brighter quasar images. Our observing strategy involves observations in Multi-Object-Spectroscopy (MOS) mode
which allows the simultaneous observation of the target and of several crucial PSF and flux calibration stars. The advantage of this
method over traditional long-slit observations is that it allows a much more reliable extraction and flux calibration of the spectra.
Results. We obtain the first reliable spectra of the lensing galaxies in six lensed quasars: FBQ 0951+2635 (zlens = 0.260),
BRI 0952−0115 (zlens = 0.632), HE 2149−2745 (zlens = 0.603), Q 0142−100 (zlens = 0.491), SDSS J0246−0825 (zlens = 0.723),
and SDSS J0806+2006 (zlens = 0.573). The last three redshifts also correspond to the Mg  doublet seen in absorption in the quasar
spectra at the lens redshift. Our spectroscopic redshifts of HE 2149−2745 and FBQ 0951+2635 are higher than previously reported,
which means that H0 estimates from these two systems must be revised to higher values. Finally, we reanalyse the blue side of our
previously published spectra of Q 1355−2257 and find Mg  in absorption at z = 0.702, confirming our previous redshift estimate.
The spectra of all lenses are typical of early-type galaxies.
Key words. gravitational lensing – cosmology: cosmological parameters
1. Introduction
About 100 gravitationally lensed quasars have been found since
the discovery of the first case by Walsh et al. (1979). An advan-
tage of lensed quasars resides in their possible variability, po-
tentially leading to the measurement of the so-called time delay
between the lensed images of the source. This quantity is directly
related to the Hubble constant H0 and to the slope of the mass
profile of the lensing galaxy at the position of the quasar im-
ages projected on the plane of the sky. Assuming a model for the
mass distribution in the lensing galaxy, and measuring the time
delay, one can infer the value of H0 (Refsdal 1964). Conversely,
for a given H0 estimate, the mass distribution in the lens can be
reconstructed from the time delay measurement. In both cases,
one wishes to construct a large, statistically significant sample
of lensed quasars, either to reduce the random errors on H0, or
to build a large sample of massive early-type galaxies, the mass
profile of which can be strongly constrained, thanks to gravita-
tional lensing.
For whatever subsequent application of quasar lensing, some
of the key measurements to carry out in each individual system
are (i) the value of the time delay; (ii) the astrometry of all quasar
images with respect to the lensing galaxy; and (iii) the redshift
of the lensing galaxy.
? Based on observations made with the ESO-VLT Unit Telescope 2
Kueyen (Cerro Paranal, Chile; Programs 077.A-0155, PI: G. Meylan).
The main goal of COSMOGRAIL (e.g. Eigenbrod et al.
2005) is to measure a large number of time delays from a pho-
tometric monitoring campaign based on a few 2-m class tele-
scopes. While this goal can be reached only in the long run, it
is possible to pave the way to accurate modeling of the systems
by obtaining the redshift of the lensing galaxies in all the sys-
tems currently monitored. This is the goal of the present paper,
which is the continuation of our spectroscopic study of lensed
quasars, undertaken at the VLT with FORS1 (e.g. Eigenbrod
et al. 2006b).
2. VLT spectroscopy
2.1. Observations
We present new observations of six gravitationally lensed
quasars, in order to determine the redshift of the lensing
galaxy, plus a re-analysis of one object previously published
in Eigenbrod et al. (2006b). The details of the observational
setup and of the data reduction can be found in Eigenbrod et al.
(2006a,b), but we remind in the following some of the most im-
portant points.
Our observations are acquired with the FOcal Reducer and
low dispersion Spectrograph (FORS1), mounted on the ESO
Very Large Telescope at the Observatory of Paranal (Chile).
All the observations are carried out in the MOS mode (Multi
Object Spectroscopy). This strategy is the most convenient to get
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simultaneous observations of the main target and of several stars
used both as flux calibrators and as reference point-spread func-
tions (PSF) in order to spatially deconvolve the spectra. We
choose these stars to be located as close as possible to the gravi-
tationally lensed quasars with similar apparent magnitudes.
All targets are observed with the high-resolution collimator,
allowing us to observe simultaneously eight objects over a field
of view of 3.4′ × 3.4′ with a pixel scale of 0.1′′. The GG435
order sorting filter in combination with the G300V grism is used
for all objects, giving a useful wavelength range 4450 < λ <
8650 Å and a scale of 2.69 Å per pixel in the spectral direction.
This setup has a spectral resolution R = λ/∆λ ' 200 at the
central wavelength λ = 5900 Å for a 1.0′′ slit width in the case
of the high resolution collimator. The choice of this grism favors
spectral coverage rather than spectral resolution as we aim at
measuring unknown lens redshifts.
We choose slitlets of 1.0′′ width, matching the seeing re-
quested for these service-mode observations. Our observing se-
quences consist of a short acquisition image, an “image-through-
slit” check, followed by two consecutive deep spectroscopic
exposures. All individual exposures for all objects are 1400 s
long. The journals of the observations are given in Table 1.
The through-slit images are displayed in Figs. 1 to 6, where the
epochs refer to the exposure numbers in Table 1.
For every object we center at least two slitlets on foreground
stars and one slitlet along the lensed images of the quasar. The
mask is rotated to a Position Angle that avoids clipping of any
quasar image. This is mandatory to carry out spatial deconvo-
lution of the spectra. The spectra of the PSF stars are also used
to cross-calibrate the flux scale as the data are taken at different
airmasses and at different epochs (see Eigenbrod et al. 2006a).
Six spectrophotometric standard stars are used to carry out the
relative flux calibration, i.e. GD 108, HD 49798, LTT 377,
LTT 1020, LTT 1788, and LTT 7987.
2.2. Reduction and deconvolution
We follow exactly the same procedure as described by
Eigenbrod et al. (2006b). We carry out the standard bias subtrac-
tion, flat field correction and sky background subtraction using
IRAF1. The wavelength calibration is obtained from the spec-
trum of helium-argon lamps. The cosmic rays are removed using
multiple exposures.
A flux cross-calibration of the spectra is applied before com-
bining them into one final spectrum. This is done efficiently
using the spectra of the PSF stars as references.
In order to separate the spectrum of the lensing galaxy from
the spectra of the much brighter quasar images, we use the spec-
tral version of the MCS deconvolution algorithm (Magain et al.
1998; Courbin et al. 2000)
This software uses the spatial information contained in the
spectra of several reference PSF stars. The deconvolved spectra
are sharpened in the spatial direction, and also decomposed into
a “point-source channel” containing the spectra of the quasar
images, and an “extended channel” containing the spectra of ev-
erything in the image which is not a point-source, i.e. in this case
the spectrum of the lensing galaxy.
The deconvolved spectra of the lensing galaxies are extracted
and smoothed with a 10-Å box. Figures 7 to 12 display the
1 IRAF is distributed by the National Optical Astronomy
Observatories, which are operated by the Association of Universities
for Research in Astronomy, Inc., under cooperative agreement with the
National Science Foundation.
Table 1. Journal of the observations.
ID Date Seeing [′′] Airmass Weather
Q 0142−100
1 11/08/2006 0.83 1.119 Photometric
2 11/08/2006 0.77 1.078 Photometric
3 19/08/2006 0.78 1.709 Photometric
4 19/08/2006 0.79 1.507 Photometric
SDSS J0246−0825
1 22/08/2006 0.76 1.490 Photometric
2 22/08/2006 0.67 1.350 Photometric
3 22/08/2006 0.60 1.234 Photometric
4 22/08/2006 0.58 1.161 Photometric
5 22/08/2006 0.61 1.103 Photometric
6 22/08/2006 0.59 1.069 Photometric
SDSS J0806+2006
1 22/04/2006 0.86 1.442 Photometric
2 22/04/2006 0.90 1.494 Photometric
3 23/04/2006 0.93 1.590 Photometric
4 23/04/2006 0.95 1.714 Photometric
FBQ 0951+2635
1 31/03/2006 0.68 1.600 Photometric
2 31/03/2006 0.74 1.593 Photometric
3 01/04/2006 0.59 1.598 Photometric
4 01/04/2006 0.57 1.629 Photometric
BRI 0952−0115
1 23/04/2006 0.67 1.097 Photometric
2 24/04/2006 0.58 1.087 Photometric
3 24/04/2006 0.56 1.094 Photometric
4 24/04/2006 0.50 1.116 Photometric
5 24/04/2006 0.42 1.165 Photometric
6 24/04/2006 0.45 1.225 Photometric
Q 1355−2257
1 05/03/2005 0.68 1.016 Photometric
2 05/03/2005 0.73 1.040 Photometric
3 20/03/2005 0.63 1.038 Photometric
4 20/03/2005 0.54 1.015 Photometric
5 20/03/2005 0.57 1.105 Photometric
6 20/03/2005 0.56 1.166 Photometric
HE 2149−2745
1 04/08/2006 0.66 2.004 Photometric
2 04/08/2006 0.62 1.724 Photometric
3 04/08/2006 0.62 1.461 Photometric
4 04/08/2006 0.69 1.328 Photometric
5 04/08/2006 0.52 1.204 Photometric
6 04/08/2006 0.59 1.134 Photometric
final one-dimensional spectra, where the Ca  H & K absorp-
tion lines are obvious, as well as the 4000-Å Balmer break, and
the G band typical for CH absorption. In some cases, we identify
a few more features that are labeled in the individual figures. The
identified lines are used to determine the redshift of the lensing
galaxies given in Table 2. We compute the 1-σ error as the stan-
dard deviation between all the measurements of the individual
lines. The absence of emission lines in all spectra indicates that
these observed lensing galaxies are gas-poor early-type galaxies.
In most cases, no trace of the quasar broad emission lines is
seen in the spectrum of the lensing galaxy, indicative of an accu-
rate decomposition of the data into the extended (lens) and point
source (quasar images) channels. Only our VLT spectrum of the
lensing galaxy of BRI 0952−0115 is suffering from residuals of
the quasar Lyα emission: the presence of the strong Lyα in the
blue side of the spectrum complicates the deconvolution process.
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Epoch 1 Epoch 3
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Fig. 1. Q 0142−100. Slit width: 1.0′′. Mask PA: +75◦.
Epoch 3Epoch 1 Epoch 5
G
B
A
Fig. 2. SDSS J0246−0825. Slit width: 1.0′′. Mask PA: +55◦.
Epoch 3Epoch 1
G
B
A
Fig. 3. SDSS J0806+2006. Slit width: 1.0′′. Mask PA: −56◦.
Epoch 3
G
B
A
Epoch 1
Fig. 4. FBQ 0951+2635. Slit width: 1.0′′. Mask PA: +53◦.
3. Notes on individual objects
Q 0142−100 (UM 673 or PHL 3703): this object was first dis-
covered by Macalpine & Feldman (1982) as a high redshift
quasar with z = 2.719. A few years later Surdej et al. (1987)
identified Q 0142−100 as a gravitational lens with two quasar
components separated by 2.2′′. No spectrum of the lensing
galaxy has ever been obtained, but Ca  and Na  absorption lines
are detected in the spectrum of the fainter quasar image B, sug-
gesting that it is located at a redshift zlens = 0.493 (Surdej et al.
1988). From our spectrum of the lensing galaxy we confirm that
it is the object responsible for the quasar absorption lines. Our
best estimate of the redshift is zlens = 0.491±0.001. The observed
galaxy spectrum is typical for an early type galaxy.
SDSS J0246−0825: this double-image quasar was discov-
ered in the course of the Sloan Digital Sky Survey (SDSS) by
Inada et al. (2005). The quasar has a redshift z = 1.68 and
an image separation of 1.04′′. From the Mg  and Mg  ab-
sorption lines observed in the spectra of the two quasar
Epoch 1 Epoch 3 Epoch 5
G
B
A
Fig. 5. BRI 0952−0115. Slit width: 1.0′′. Mask PA: −45◦.
Epoch 1 Epoch 3 Epoch 5
G
B
A
Fig. 6. HE 2149−2745. Slit width: 1.0′′. Mask PA: −32◦.
components, Inada et al. (2005) estimate the redshift of the lens-
ing galaxy to be zlens = 0.724. Our direct redshift measurement
zlens = 0.723 ± 0.002 is in very good agreement with this value.
The spectrum matches well that of an elliptical galaxy.
SDSS J0806+2006: this two-image gravitationally lensed
quasar (z = 1.540) was recently discovered by Inada et al.
(2006). The two quasar images are separated by 1.40′′. Several
absorption lines are found in the quasar spectra, such as the
(Mg , Ca  H&K and Fe ) lines, at a redshift of zlens = 0.573.
The redshift we obtain from our spectrum is zlens = 0.573±0.001.
The spectrum (see Fig. 9) matches very well the template spec-
trum of an elliptical galaxy.
FBQ 0951+2635: a double-image quasar at z = 1.246 with
1.1′′ image separation found in the course of the FIRST Bright
QSO Survey (FBQS) by Schechter et al. (1998). A time delay
estimate of ∆t = 16± 2 days between the quasar images is given
by Jakobsson et al. (2005), but the redshift of the lensing galaxy,
by the same authors, is found to be elusive. Schechter et al.
(1998) detect absorption lines attributed to Mg  at z = 0.73
and z = 0.89 in both spectra of the quasar components. From the
position of the lens on the fundamental plane, Kochanek et al.
(2000) suggest zlens ' 0.21. We measure zlens = 0.260 ± 0.002
for this early-type lensing galaxy. This also corresponds to the
photometric redshift of 0.27 measured by Williams et al. (2006)
for a group of galaxies in the field of the lensing galaxy.
BRI 0952−0115: this gravitational lens was discovered by
McMahon et al. (1992) as a pair of z = 4.50 quasars separated
by 0.9′′. Kochanek et al. (2000) found that the lens galaxy ap-
pears to be a typical early-type lens galaxy, with a fundamental
plane redshift estimate of zlens ' 0.41. We measure a signifi-
cantly higher value, namely zlens = 0.632 ± 0.002 (Fig. 11), and
the spectrum of the lensing galaxy is well matched by that of an
elliptical galaxy. With this new redshift, the lensing galaxy can
no longer be considered as a member of the group of galaxies
identified by Momcheva et al. (2006), but possibly of another
small group in the field at z ' 0.64.
Q 1355−2257 (CTQ 327): this two-image quasar, discovered
by Morgan et al. (2003), has a redshift of z = 1.373, and an
image separation of 1.23′′. The redshift of the lensing galaxies
has been estimated by Morgan et al. (2003) to lie in the range
0.4 < zlens < 0.6. Ofek et al. (2005) note that their spectrum of
the quasar component B shows an excess of emission longward
124 CHAPTER 6
54 A. Eigenbrod et al.: COSMOGRAIL: VI.
Fig. 7. Spectrum of the lens in Q 0142−100. The total integration time
is 5600 s. The template spectrum of a redshifted elliptical galaxy is
shown for comparison (Kinney et al. 1996). Atmospheric absorptions
are indicated in all figures by the label atm.
Fig. 8. Spectrum of the lens in SDSS J0246−0825. The total integration
time is 8400 s.
of ∼5870 Å. They associate the location of this emission excess
to the 4000-Å break of the lensing galaxy leading to a redshift
of zlens = 0.48. In a previous paper (Eigenbrod et al. 2006b),
we gave a significantly higher tentative redshift value of zlens =
0.701. A re-analysis of our data allows to extend slightly our
spectra to the blue side and to unveil the Mg  absorption line
in the spectrum of the quasar component B. The absorption is
seen at the redshift we estimate for the spectrum of the lens, i.e.
zlens = 0.702±0.001. Figure 13 displays the new quasar spectrum
with an enlargement on the region around the Mg  absorption.
HE 2149−2745: Wisotzki et al. (1996) found this bright
gravitationally lensed quasar at z = 2.033, with two images sep-
arated by 1.71′′. They gave first estimates of the redshift of the
lensing galaxy, refined later by Lopez et al. (1998), who infer
Fig. 9. Spectrum of the lens in SDSS J0806+2006. The total integration
time is 5600 s.
Fig. 10. Spectrum of the lens in FBQ 0951+2635. The total integration
time is 5600 s.
a probable redshift range of ∼0.3−0.5. Kochanek et al. (2000)
give a fundamental plane redshift estimate of 0.37 ≤ zlens ≤ 0.50.
Burud et al. (2002) measure the time delay between the two im-
ages (∆t = 103 ± 12 days) and report a tentative redshift of
zlens = 0.495± 0.010 by cross-correlating the lens spectrum with
a template spectrum of an elliptical galaxy, but they notice that
the signal-to-noise of the correlation function is poor. Our direct
spectroscopic result disagrees with all previous estimates, with
the new value of zlens = 0.603 ± 0.001. This value corresponds
to the photometric redshift z ' 0.59 (later spectroscopically con-
firmed at z = 0.603) of a galaxy group in the field (Williams et al.
2006; Momcheva et al. 2006). Faure et al. (2004) also reported
this group of galaxies at the photometric redshift z = 0.7 ± 0.1.
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Fig. 11. Spectrum of the lens in BRI 0952−0115. The total integration
time is 8400 s. The emission feature marked by the black triangle is
residual light of the quasar images. The Lyα emission of the quasar
falls exactly at this wavelength.
Fig. 12. Spectrum of the lens in HE 2149−2745. The total integration
time is 8400 s.
4. Summary and conclusions
We present straightforward VLT spectroscopic observations of
six gravitationally lensed quasars and we measure the redshift of
the lensing galaxy directly from the continuum light spectrum
and several sets of absorption lines. The MOS mode in which all
observations are taken and the subsequent observation of several
PSF stars are crucial to carry out a reliable decontamination of
the lens spectrum by those of the quasar images. The PSF stars
are also used to carry out a very accurate flux calibration of the
spectra.
Three of our redshifts measurements also correspond to ab-
sorption lines seen in the quasar spectrum. Following the work
of Williams et al. (2006) and Momcheva et al. (2006), we
Table 2. Redshift values determined for the lensing galaxies in the seven
gravitational lenses.
Object zlens
Q 0142−100 0.491 ± 0.001
SDSS J0246−0825 0.723 ± 0.002
SDSS J0806+2006 0.573 ± 0.001
FBQ 0951+2635 0.260 ± 0.002
BRI 0952−0115 0.632 ± 0.002
Q 1355−2257 0.702 ± 0.001
HE 2149−2745 0.603 ± 0.001
Fig. 13. Spectrum of the images of quasar Q 1355−2257. The total in-
tegration time is 8400 s. In the inlet, we show the Mg  absorption lines
present in the spectrum of component B and which is due to the lensing
galaxy.
identify three lensing galaxies as members of small groups of
galaxies. A re-analysis of the spectra of Q 1355−2257, which
lens spectrum has a low signal-to-noise ratio in Eigenbrod et al.
(2006b), allows to detect the Mg  doublet in absorption in the
quasar spectrum and confirm our previous redshift estimate, i.e.
zlens = 0.702 ± 0.001.
Finally, our probably most exciting results are our new red-
shift measurements for the two lensed quasars with time-delay
determinations FBQ 0951+2635 and HE 2149−2745, that are
not compatible with previous estimates. We find zlens = 0.260 ±
0.002 instead of zlens = 0.21 for the first and zlens = 0.603±0.001
for the second, instead of zlens = 0.495± 0.010. This implies that
previous estimates of H0 based on these two systems must be re-
vised to higher values, for a given lens model. While the impact
of the change in redshift is negligible for FBQ 0951+2635 given
the present uncertainties on the measured time delay (Jakobsson
et al. 2005), it is sufficiently large in the case of HE 2149−2745
(Burud et al. 2002) to justify some new modeling of the system.
These new lens redshifts have a direct impact on several
previous studies. More specifically the inferred value for H0
from the multiple-lens models of Saha et al. (2006) should be
updated with these new redshifts, as well as with the recently
measured time delay of SDSS J1650+4251 by Vuissoz et al.
(2007). In other studies (e.g. Kochanek 2002, 2003; Oguri 2006),
HE 2149−2745 is one of lens systems that has been used to
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argue possible low H0 values from time delays. The new lens
redshift significantly increases the derived H0, thereby weaken-
ing the possible low H0 problem.
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“Where the telescope ends the microscope begins,
and who can say which has the wider vision?”
Victor Hugo (1802 - 1885)
Chapter 7
Microlensing: a natural telescope
In section 4.12, we gave a brief introduction about microlensing on cosmological scales,
and described how microlenses (i.e. stars and other compact objects) located in a strong
lensing galaxy can produce extrinsic and uncorrelated flux variations in the images of a
lensed background quasar. We will now describe in more detail, how this phenomenon can
be used as a natural telescope to probe the central emission region of a lensed quasar.
Extended sources
In the previous chapters, we have generally considered that the lensed background source
is a point. This leads to lensed images which are also reduced to points. The total
magnification µp(β) of such a source located at β is given by the sum of the magnifications
over all its images, i.e.
µp(β) =
n∑
i=1
|µ(θi)|
where n is the number of lensed images. The total magnification µp(β) is a function of
the source position and defines, in the source plane, the so-called magnification pattern.
A magnification pattern obtained for a distribution of point-like microlenses is illustrated
in the upper left panel of Fig. 7.1. An interesting point to investigate is the case of an
extended source. Let us assume that the source is located at β and that the surface
brightness profile of the source is I(β). The total magnification µ(β) of this source is
given by the weighted mean over the source area
µ(β) =
(∫
I(β′) d2β′
)−1 ∫
µp(β′) I(β′ − β) d2β′ .
The integral corresponds to the convolution of the surface brightness profile I(β) and the
magnification pattern µp(β). This last equation is very interesting, because it shows that,
for the same lens, different surface brightness profile will have different total magnifications
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Figure 7.1: Example (top left) of a magnification pattern µp(β) for a random distribution
of 1 M point-like lenses obtained with the inverse ray-shooting method (Wambsganss,
1999). The total magnification µ(β) of an extended source is given by the convolution of
the magnification pattern µp(β) with the surface brightness profiles I(β) of the source.
Displayed are the total magnification µ(β) obtained for three different Gaussian source
profiles with FWHM = 0.05 rE (top right), 0.2 rE (bottom left), and 1 rE (bottom right).
µ(β). In Fig. 7.1, we illustrate this effect for Gaussian surface brightness profiles with
different sizes, i.e. with different full widths at half maximum (FWHM).
Chromatic effects
Whereas gravitational lensing is achromatic, because the deflection of photons does not
depend on their wavelength, the magnification of an extended source can lead to color
terms in practice, since the surface brightness profile I(β) might be different at different
wavelengths (e.g., Kayser et al., 1986; Wambsganss & Paczyn´ski, 1991). A typical example
for such a source is a quasar accretion disk, where high-energy photons are emitted closer
to the quasar’s center than low-energy photons. For example, we have seen in Section 3.3,
that for a standard thin accretion disk, the expected source size Rs emitting at wavelength
λ scales as Rs(λ) ∝ λ4/3.
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An important point is that these chromatic effects can only be observed if the mag-
nification pattern µp(β) varies on scales comparable with the source size. The scale on
which the magnification pattern varies is given, to the first order, by the Einstein radius
in the source plane
rE
.= Ds θE = Ds
√
4GM
c2
Dls
DsDl
' 4× 1016
√
M
M
cm
where typical lens and source redshift of zl = 0.5 and zs = 2.0 are assumed for the
numerical value on the right-hand side.
As can be seen in Fig. 7.1, if Rs  rE , the convolution of µp(β) and I(β) will produce
a total magnification µ(β) that is strongly smoothed leading to µ(β) ' 〈µp〉, where µ(β) is
independent on the source profile I(β). In the other extreme case of Rs  rE , the source
profile can be assimilated to a “Dirac function”, i.e. I(β) ' δ(β). The total magnification
is then given by the magnification pattern µ(β) ' µp(β) and is, again, independent of the
source profile. Hence, chromatic effects in the total magnification of an extended source
are only possible if the source size Rs is comparable to rE .
From the definition of rE , we see that if the considered lens is a star (or a compact
object) with a mass M comparable to the mass of the Sun, then the Einstein radius rE
has about the same size as a quasar accretion disk, i.e. about 1015 cm. Accretion disks of
lensed quasars are thus excellent candidates for the observation of chromatic microlensing.
The effective relative transverse velocity
Because of the relative motion between the source, the lens and the observer, the source
moves relatively to the magnification pattern and, consequently, the micro-magnifications
vary in time. The velocity V of the source measured by the observer is called the effective
relative velocity and is given by (Kayser et al., 1986)
V =
1
1 + zs
vs − 11 + zl
Ds
Dl
vl +
1
1 + zl
Dls
Dl
vobs
where vs is the velocity of the source measured in the source frame, vl is the velocity of
the lens measured in the lens frame, and vobs is the velocity of the observer measured in
the observer frame.
Besides these velocities, there is a further dynamical effect that we have to consider,
namely the individual motions of the microlenses in the lensing galaxy. These motions
imply that the magnification pattern is changing while the source crosses it. In practice,
this effect is difficult to simulate, because it requires time-evolving magnification patterns,
which demand important computational resources. Kundic´ & Wambsganss (1993) and
Wambsganss & Kundic´ (1995) have studied such time-evolving patterns and show that,
in a statistical sense, the overall effect can be approximated by an increase of the motion
of the lensing galaxy. If the microlens has a one-dimensional velocity dispersion σv and,
if the bulk velocity of the galaxy is vbulk, then
vl =
√
v2bulk + (a σv)
2
where a ' 1.3 represents the effectiveness of microlensing produced by the velocity dis-
persion versus the bulk motion.
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The transverse component of V is noted V⊥ and is called the effective relative trans-
verse velocity. This velocity describes how fast the source is moving through the magni-
fication pattern, and can be used to estimate the time scale of the microlensing-induced
flux variations. This time scale is given by the time it takes the source to cross a caustic
line. The reason is that the sharp caustic lines separate regions of low and high magni-
fication. Hence, if a source crosses such a caustic line, we can observe a large change in
magnification. The crossing time tcross is the time it takes the source to cross its own
diameter. In cosmological microlensing we have typically
tcross =
Rs
V⊥
' 4
(
Rs
1015 cm
) (
V
103 km/s
)−1
months.
This value shows that microlensing induced flux variations can only be observed if a given
lensed quasar is monitored during several months or years.
Microlensing techniques
The possibility for individual stars of a lensing galaxy to act as microlenses has been
studied for the first time by Chang & Refsdal (1979). This study was limited to low optical
depths, i.e. to cases where only one star strongly affects the properties of the macro-images,
as this seemed to be the only case that could be treated analytically. However, in real
cases, the optical depth at the image positions is of order unity, and numerous microlenses
have to be considered simultaneously. The exact arrangement of these microlenses in a
distant galaxy can not be determined. Thus, microlensing simulations have to deal with
this problem in a statistical way. The microlenses are distributed randomly in the lens
plane, according to a given surface mass density and shear, both being obtained from the
macro-model of the lensed system.
Investigations of these situations necessarily require time consuming numerical sim-
ulations. Young (1981) was the first to study microlensing at large optical depth. He
computed the shape of the image of an extended source viewed through the star field
of a lensing galaxy. In a different approach, Paczyn´ski (1986a) developed a method to
numerically find all micro-images of a source lying behind a star field by solving the lens
equation. Using this method, he derived the lightcurves of a point source that is moving
relative to the microlenses. He showed that microlensing introduces considerable scatter
in the intensity of the microlensed source, up to three magnitudes. One drawback of his
method is that it only applies to point sources and that the computation must be done
for every particular position of the source.
A significant improvement was achieved with the inverse ray-shooting method (Kayser
et al., 1986; Schneider & Weiss, 1987), which has become, and still is, the workhorse
for quasar microlensing studies. This method does not attempt to find the images of a
point source, but instead shoots lightrays from the observer through the lens back to the
source plane. The density of the collected rays at a certain position in the source plane
is proportional to the magnification at this position. Hence, the method computes the
total magnification for a whole range of source positions simultaneously (see, e.g., the
magnification pattern illustrated in Fig. 7.1). One drawback of the ray-shooting technique
is that no information about the positions of the micro-images is obtained, but this is not a
major issue because micro-images are not resolved with current instruments. Wambsganss
(1990) and Wambsganss et al. (1990a) further improved the inverse ray-shooting method
by implementing a hierarchical tree code (Barnes & Hut, 1986), where stars are organized
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into a nested hierarchy of cells, and weighted according to their distance to the ray. This
greatly simplifies the calculations and improves the computing efficiency by a factor of one
hundred.
An alternative and semi-analytical technique to simulate microlensing lightcurves,
called the contouring method, was developed independently by Lewis et al. (1993) and
Witt (1993). The basic idea of this method is that it is easier to find the images of a
straight line than the images of a point. But in the case of extended sources, this tech-
nique rapidly becomes analytically intractable, and numerical approaches are required
(Wyithe & Webster, 1999).
Applications of quasar microlensing
Parallel to the growing complexity of microlensing techniques, the astrophysical appli-
cations of microlensing gained more and more interest. The amplitude, duration, and
frequency of micro-magnifications depend on several parameters: the effective relative
transverse velocity V⊥, the surface density κ? of stars, the surface density κc of contin-
uously distributed (dark) matter, the shear γ, and the relative sizes of the microlensing
caustics with respect to the regions of the source affected by microlensing (e.g., Wambs-
ganss et al., 1990b). We know that the typical size of the microlensing caustics is given by
the Einstein radius rE , which depends on the square root of the mass of the microlenses.
The surface densities and the shear are usually determined from the macro-model and
thus, there are essentially three unknown parameters for the microlensing simulations:
- the size Rs of the source,
- the effective relative transverse velocity V⊥,
- the masses M of the microlenses.
The aim of microlensing studies is to determine these three parameters through detailed
investigations of the observed microlensing lightcurves. Roughly speaking, there are two
different approaches to study microlensing lightcurves. One approach is to focus on one sin-
gle high-magnification event, the other is statistical and based on the analysis of long-term
monitoring data. The first approach consists in modeling the observed high-magnification
event as a single caustic crossing (e.g., Wyithe et al., 2000b; Yonehara, 2001). It is assumed
that only one single microlens plays a significant role in the high-magnification event and
that contributions from other lens objects are negligible. This assumption is questionable
as, even for relatively small values of the convergence and shear, the pattern of caustics is
very complicated (e.g., Wambsganss et al., 1990b).
The second, statistical, approach is based on the study of the lightcurves of lensed
quasar images spanning several years. There are different ways to interpret these light-
curves. It can be done by studying the structure or auto-correlation function (e.g., Seitz
& Schneider, 1994; Lewis & Irwin, 1996), doing statistics of parameter variations over
time intervals (e.g., Schmidt & Wambsganss, 1998; Wambsganss et al., 2000; Gil-Merino
et al., 2005), or obtaining probability distributions with lightcurve derivatives (e.g., Wyithe
et al., 1999). In general, the results of these methods are either probability distributions,
or upper or lower limits for the source size, the effective transverse relative velocity, and
the masses of the microlenses.
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A third approach was developed by Kochanek (2004). He developed a general method
for analyzing the lightcurves of microlensed quasars by fitting a large number of simu-
lated lightcurves to the data, and by using Bayesian analysis to simultaneously infer the
probability distributions for the effective transverse velocity, the average stellar mass, and
the size of the quasar accretion disk. The advantage of his method is that it uses long
lightcurves (spanning several observing seasons), rather than isolated high-magnification
events. Furthermore, the entire lightcurves are used to infer the probability distribution
of the parameters, instead of some of their statistical characteristics.
Besides the flux variations, microlensing can also induce chromatic effects in the images
of a lensed quasar. As mentioned earlier, this is due to the variation of the spectrum of
a quasar accretion disk from its center to its edge (Kayser et al., 1986). Photometric
monitorings of lensed quasars in several bands or spectrophotometric monitorings can
therefore yield constraints on the structure of quasar accretion disks (e.g., Agol & Krolik,
1999). This effect is also interesting when comparing the luminosity of the continuum
with that in the emission lines. Since the continuum source is smaller than the emission
line region, it should be affected differently by microlensing. Furthermore, if the emission
line profile varies over the source (for instance due to rotation), the observed line profiles
are also expected to vary in time (e.g., Agol & Krolik, 1999; Mineshige & Yonehara, 1999;
Abajas et al., 2002).
7.1 The Einstein Cross QSO 2237+0305
The gravitational lens QSO 2237+0305, also known as the Einstein Cross or Huchra’s lens,
was discovered by Huchra et al. (1985) during the Center for Astrophysics redshift survey.
Figure 7.2: The Einstein Cross QSO 2237+0305 with the four lensed quasar images ar-
ranged in a cross-like pattern around the nucleus of the lensing galaxy. Left: an R-band
image of the spiral lensing galaxy obtained with FORS1 of the ESO-VLT during the pre-
imaging of our spectroscopic monitoring program. Right: an HST image of the center of
the lensing galaxy obtained by Kochanek (2003a) in the V-band.
It consists of a zs = 1.695 quasar gravitationally lensed into four images arranged in a
cross-like pattern around the nucleus of a zl = 0.039 bared Sab galaxy. The quasar images
have a separation of about 0.89′′ from the galaxy center. The corresponding Einstein
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radius is
rE = 5.77× 1016
√
M
0.1M
cm
for a concordance cosmology (Ωm0, ΩΛ0) = (0.3, 0.7) and H0 = 70 km s−1 Mpc−1. This is
comparable to the typical size of quasar accretion disks and, therefore, makes microlensing
in this object very likely.
Three years after its discovery, Schneider et al. (1988) and Kent & Falco (1988) com-
puted first simple models of the system from which they drew several interesting conclu-
sions. First, the time delays between the lensed images will be very difficult to measure
because the delays are expected to be very short (only of the order of a day). This is an
evident drawback if the goal is to measure H0 using the time-delay method, but it is a
great advantage for microlensing studies. Indeed, the intrinsic variability of the quasar
can be easily distinguished from the microlensing-induced variations as the former should
appear almost at the same time in all four images, while microlensing does not. Second,
the redshift of the lens being small, the quasar images are located very close to the center
of the lensing galaxy. Lightrays from the background quasar pass through the bulge of
the lens, where the density of stars is high, making microlensing very likely. The small
lens resdhift also leads to a large projected transverse velocity of the source relative to the
magnification pattern resulting in a shorter timescale for microlensing. Given all these par-
ticularities, it is not surprising that an impressive number of observational and theoretical
studies have been focused on this unique gravitational lens.
The macro-model of the lensing galaxy
Many lens models have been proposed for the lensing galaxy in QSO 2237+0305 (see
Table 2 in Wyithe et al., 2002, and references therein). Most of them are parametric
models and are based on the galaxy and quasar image positions. Optical flux ratios cannot
be used as model constraints because of microlensing and uncertain differential extinction.
Measurements of the flux ratios in the radio or infrared should be more reliable because the
more extended emission regions are less affected by microlensing, and because extinction is
less important at these wavelengths. Unfortunately, the measured radio flux ratios (Falco
et al., 1996) have large uncertainties and provide only weak constraints on the models.
Infrared observations obtained by Agol et al. (2000, 2001) are compatible with the radio
data and determine the flux ratios with an accuracy of about ten percent. These flux
ratios provide three additional constraints, but there is still a large variety of lens models
that describe the observables equally well.
On the one hand, theses studies show that parametric lens models do not uniquely
define the image magnifications, nor the total magnification. Indeed, different models
predict total magnifications ranging from a few to a few hundred (e.g., Wambsganss &
Paczyn´ski, 1994; Witt et al., 1995; Chae et al., 1998). On the other hand, the total mass
inside the Einstein ring is consistently measured at 1.55× 1010 h−170 M with an accuracy
of a few percent (e.g., Rix et al., 1992; Wambsganss & Paczyn´ski, 1994; Chae et al., 1998).
In a more detailed analysis, Schmidt et al. (1998) used HST images to model the bulge
and bar of the lensing galaxy. Their models assume a constant mass-to-light ratio, and
the observed light distribution in the lensing galaxy is used to infer further constraints on
the model. They derived a detailed model for the lens, and determined the values of the
convergence κ and shear γ at the image positions. These values are comparable to several
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other studies. We give some examples in Table 7.1.
Table 7.1: Macro-lensing parameters for the quasar images. Images C and D are saddle
points, image A and B are minima (see also Fig. 4.4).
Image κ γ µ Reference
A 0.36 0.44 4.63 Schneider et al. (1988)
B 0.45 0.28 4.46
C 0.88 0.53 -3.75
D 0.61 0.66 -3.53
A 0.47 0.41 8.87 Wambsganss & Paczyn´ski (1994)
B 0.46 0.40 7.60
C 0.56 0.63 -4.92
D 0.51 0.58 -10.38
A 0.36 0.40 4.01 Schmidt et al. (1998)
B 0.36 0.42 4.01
C 0.69 0.71 -2.45
D 0.59 0.61 -4.90
A 0.394 0.395 4.73 Kochanek (2004)
B 0.375 0.390 4.19
C 0.743 0.733 -2.12
D 0.635 0.623 -3.92
Photometric monitorings
Soon after the discovery of QSO 2237+0305, photometric monitoring of the individual
quasar images revealed that they possessed uncorrelated variability. This was interpreted
as an effect of gravitational microlensing and represents the first detection of microlensing
in the lightcurves of a lensed quasar (Irwin et al., 1989). Despite broad interest in this
object, the photometric data of QSO 2237+0305remained sparse until the end of the
1990s. Typical lightcurves contained only a few epochs per season and covered at most
five observing seasons (Corrigan et al., 1991; Ostensen et al., 1996). Reasons for that were
the difficulties in measuring with reasonable accuracy the magnitudes of the lensed quasar
images because of the proximity of the images, and because of significant blending due to
the lensing galaxy.
At the end of the 1990s, several groups started to monitor QSO 2237+0305more reg-
ularly. Data sets were obtained by Alcalde et al. (2002) on the Canary Islands for the
Gravitational Lensing International Time Project (GLITP), by Vakulik et al. (1997) and
Koptelova et al. (2005) at the Maidanak Observatory, and by Schmidt et al. (2002) at
the Apache Point Observatory. The situation further improved in 1997, when the Optical
Gravitational Lensing Experiment (OGLE) (Woz´niak et al., 2000a,b; Udalski et al., 2006)
started a very regular (i.e. every few nights) monitoring of the Einstein Cross. To date,
the OGLE project provides the most homogeneous and extensive photometric coverage of
the gravitational lens QSO 2237+0305, spanning more than ten years (see Fig. 7.3).
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Figure 7.3: OGLE lightcurves in the V-band of the four images of QSO 2237+0305 span-
ning twelve observing seasons from 1997 to 2008 (Woz´niak et al., 2000a,b; Udalski et al.,
2006).
7.2 Spectrophotometric monitoring of QSO 2237+0305
Most of quasar microlensing studies are based exclusively on broad-band photometric
monitorings (e.g., Woz´niak et al., 2000a; Schechter et al., 2003; Colley et al., 2003). These
data are usually obtained in one single broad photometric band. They can hence provide
constraints on the source size, but not on its inner structure. In order to do so, monitoring
in several bands or in spectroscopy are required. For this reason, we proposed to perform a
spectrophotometric monitoring of the Einstein Cross at the Very Large Telescope (VLT).
Our proposal was reviewed and accepted by the Observing Programs Committee (OPC)
of the European Southern Observatory (ESO), which allocated us a total of 108 hours of
observing time for four programs (073.B-0243, 074.B-0270, 075.B-0350, 076.B-0197) and
one large program (177.B-0615) spanning 4 additional semesters.
Such a long-term monitoring program can only be conducted in service mode, which
implies to spent some effort on communicating with the staff observing at the VLT in
order to reach the necessary regularity of the observations, i.e. one observation every
fifteen days. Regular observations are not trivial to obtain at highly demanded telescopes
like the VLT, and require a detailed planning of the observations taking into account the
position and phase of the moon, as well as the schedule of the service runs. This issue
was problematic for the first observing semester, when our project was assigned a priority
B, which led to only two observing epochs instead of the ten planned. The situation
notably improved in the following semesters, when we were granted time in priority A,
which helped getting data regularly.
A further difficulty rised in the beginning of the year 2007, when the CCD of FORS1
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was replaced with a new one, which is more sensitive to the blue part of the optical
spectrum. However, this change has only a limited influence on our data, since we perform
a relative flux calibration between the observing epochs using foreground stars (see below)
to minimize the effect of changing observational conditions.
At the end of our monitoring, we gathered a total of forty-three epochs, starting in
October 2004 and ending in December 2007, with a mean sampling of one epoch every
fifteen days.
7.2.1 Instrumental setup
The technical requirements for the spectrophotometric monitoring are very similar to those
of our spectroscopic survey described in section 6.3, and demand both a good spatial
sampling and relatively deep exposures. The chosen instrumental setup is essentially the
same as the one used for the lens redshift measurements. One particular difficulty of the
monitoring is to accurately deblend the quasar images from the light of the extended and
bright lensing galaxy. This problem is the opposite of the one encountered with the lens
redshift measurements, where the lenses were affected by the glare of the much brighter
quasar images. The images of QSO 2237+0305 are separated by roughly one arcsecond,
and we use the MCS deconvolution technique to both improve the spatial sampling and
separate spatially the quasar images and the lensing galaxy.
Our observations are acquired with the FOcal Reducer and low dispersion Spectro-
graph (FORS1) in the Multi-Object Spectroscopy (MOS) mode using the high resolution
collimator. Four slits are centered on foreground stars, and one is centered on the lensed
system. Two masks are designed in order to observe the two pairs of quasar images. The
stars observed in both masks are the same. The first mask is aligned on quasar images
A and D, while the second is aligned on images B and C. The masks are rotated to po-
sition angles that avoid clipping of any quasar image, which is important for the spatial
deconvolution of the spectra.
Our observing sequence consists of a short acquisition image, a “through-slit” image,
followed by a consecutive deep spectroscopic exposure. All individual exposures are 1620 s
long. We choose a slit width of 0.7′′, approximately matching the seeing (the mean seeing
is 0.8′′) and avoiding contamination of a quasar image by the others.
The G300V grism is used in combination with the GG375 order sorting filter. For our
slit width, the spectral resolution is ∆λ = 15 A˚, as measured from the FWHM of night-
sky emission lines, and the resolving power is R = λ/∆λ ' 400 at the central wavelength
λ = 5900 A˚. The useful wavelength range is 3900 < λ < 8200 A˚ with a scale of 2.69 A˚
per pixel in the spectral direction. This configuration favors spectral coverage rather than
spectral resolution, allowing to follow the continuum over a broad spectral range, starting
with the very blue portion of the optical spectrum. In spite of R ' 400, a detailed profile
of the BEL is still accessible. Finally, we observe spectrophotometric standard stars in
order to remove the response of the telescope, CCD, and grism.
7.2.2 Data reduction
We use the same procedure as described in section 6.3. The spectra are bias subtracted
and flat fielded. Wavelength calibration is obtained from the emission lines in the spectrum
of helium-argon lamps. For the cosmic-ray rejection we use the L. A. Cosmic algorithm
(van Dokkum, 2001). The cosmic-ray corrected images are inspected visually in order to
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check that no data pixel is affected by the process, especially in the emission lines and in
the data with the best seeing.
The sky background is removed in a different way in the spectra of the stars than in
those of the lensed quasar. For the stars, which are small compared with the slit length
(19′′), we proceed as described in section 6.3. We fit a polynomial in the spatial direction
to the areas of the spectrum that are not illuminated by the object and subtract it from
the data. As the lensing galaxy in QSO 2237+0305 is larger than the slit length, this
procedure is not applicable. Instead, we use the slits positioned on empty sky regions
located next to the quasar. The sky background is fitted to these slits and removed from
the slit containing the images of QSO 2237+0305.
7.2.3 Flux calibration
We first apply a relative flux calibration to the spectra as described in section 6.3, using
the four stars. This procedure corrects the effect of varying observational conditions (e.g.,
changes in airmass, seeing, or thin cirrus) that can induce color terms in the spectra.
The high stability of the applied corrections across the field demonstrates that all residual
chromatic slit losses due to the atmospheric refraction are fully corrected. The compu-
tation of the correction is eased by several facts. First, the position angle of the masks
is the same for the quasar images and for the stars, i.e. the PSF clipping is the same
for the target and the reference stars. Second, we avoid observations at large airmasses,
i.e. never larger than 2.5. Finally, the atmospheric refraction corrector on FORS1 is very
efficient (Avila et al., 1997). Again, the final absolute flux calibration is based on the
spectra of spectrophotometric standard stars obtained with the same instrumental setup
as QSO 2237+0305.
7.2.4 Spatial deconvolution of the spectra
The lensing galaxy in QSO 2237+0305 is extended and its nucleus has an apparent R-band
magnitude of about 18 mag, which is comparable to the magnitudes of the quasar images.
The quasar images are hence affected by significant contamination from the lensing galaxy.
We use the spectral version of MCS deconvolution algorithm (Magain et al., 1998; Courbin
et al., 2000) to efficiently remove the spectrum of the lensing galaxy from the spectra of
the quasar images, as described in section 6.2.
7.2.5 Results
Our spectrophotometric monitoring started in October 2004 and lasted till December 2007.
It has a mean sampling of about one epoch every fifteen days. We acquired the spectra of
images A and D of QSO 2237+0305 on forty-two epochs, and the spectra of images B and
C on forty epochs. The detailed journal of the observations is given in the two papers by
Eigenbrod et al. (2008b,a), which are reproduced at the end of this chapter.
As a sanity check of our flux calibration, we compare our results with the OGLE-III
photometry of QSO 2237+0305 (Udalski et al., 2006). We integrate our quasar spectra in
the corresponding V-band to estimate, from the spectra, the photometric lightcurves as
if they were obtained from imaging. The overall agreement is very good and verifies the
quality of our flux calibration.
We know that spectral emission features coming from smaller regions in the source
are more affected than features emitted in more extended regions. In order to study
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the variation of each feature in our spectra independently, we decompose the spectra
into their individual components following the multi-component decomposition (MCD)
approach (Wills et al., 1985; Dietrich et al., 2003). This decomposes the spectra into a
power-law continuum fν ∝ ναν , a pseudo-continuum due to the merging of the Fe emission
blends, and an emission spectrum due to the individual broad emission lines.
We find that all images of QSO 2237+0305 are affected by microlensing in both the
continuum and the broad emission lines. On short timescales of a few months, images A
and B are the most affected by microlensing during our monitoring campaign. Image C
and especially D are more quiescent. Image A shows an important brightening episode
in June 2006 (HJD ∼ 2453900 days), and image B in May 2005 (HJD ∼ 2453500 days).
We show that the continuum of these two images becomes bluer as they get brighter, as
expected from microlensing of an accretion disk.
We also report microlensing-induced variations of the broad emission lines, both in
their integrated line intensities and in their profiles. Variations in the intensities are
detected mainly in images A and B. Our measurements suggest that higher ionization
lines like C iv and C iii] are more magnified than lower ionization lines like Mg ii. This
is compatible with reverberation mapping studies and a stratified structure of the broad
line region (e.g., Peterson, 1993; Kaspi et al., 2000). Variations in the line profiles are
present but weak. In image A, we find that the profile of the C iii] line is broadened
during the brightening episode of June 2006. The C iii] line profile in image C seems also
to be broadened at several epochs. Broadening of the broad emission lines in image B is
less obvious.
Finally, we estimate the differential extinction between pairs of quasar images due to
dust in the lensing galaxy to be in the range 0.1 − 0.3 mag, with images C and D being
the most reddened. This amount of differential extinction is too small to explain the
large microlensing magnification ratios involving images A and C. Long-term microlensing,
beyond the duration of our observations, is therefore present in these images.
The very different behaviors of the broad emission lines and the continuum, with
respect to microlensing, offer considerable hope to infer quantitative information on the
internal structure of the lensed quasar, and to probe the two types of regions indepen-
dently (e.g., Kochanek, 2004). We show in the following sections how the observed varia-
tions in the continuum can be used to infer the spatial structure of the accretion disk in
QSO 2237+0305.
7.3 Energy profile of the accretion disk
We already mentioned that microlensing depends on the surface densities of both stars κ?
and continuously distributed matter κc, on the shear γ, on the massesM of the microlenses,
on the effective relative transverse velocity V⊥, and on the source size Rs. We summarize
in the following some important results concerning these quantities with a specific focus
on the Einstein Cross. We then show how microlensing simulations fitting the data of
our spectrophotometric monitoring can be used to infer the energy profile of the quasar
accretion disk of QSO 2237+0305. The main difficulties reside in the degeneracies existing
between M , V⊥, and Rs. Therefore, most studies use some priors limiting the values of at
least one of these quantities, usually V⊥ based on what we know from general galaxy and
cluster dynamics (e.g., Mould et al., 1993).
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7.3.1 Previous studies
Smoothly distributed matter versus compact objects
The behavior of microlensing lightcurves depends on both the density κ? of compact (stel-
lar) objects and the density κc of the smoothly distributed (dark) matter (Paczyn´ski,
1986a). Schechter & Wambsganss (2002) showed that, contrary to naive expectation, di-
luting the stellar component of a lensing galaxy with smoothly distributed matter increases
rather than decreases the microlensing fluctuations caused by the remaining stars. They
also demonstrated that for a bright pair of images straddling a critical curve, the nega-
tive parity image, i.e. the saddle point of the arrival time surface, is much more strongly
affected by microlensing fluctuations than the associated minimum. This effect may ex-
plain the highly demagnified saddle points observed in some gravitational lenses (e.g.,
image D in SDSS J0924+0219). Congdon et al. (2007) extended these studies by consid-
ering various source sizes and a power-law mass function for the microlenses. They came
to the conclusion that, for saddle points, diluting the stellar population with smoothly
distributed matter increases the magnification dispersion for small sources and decreases
it for large sources. This implies that the quasar continuum and broad-line regions may
experience very different microlensing in negative-parity images.
The dependance of the image flux ratios on image parities suggest that in most lensed
quasar, the stars must represent only a modest fraction of the total density (e.g., Schechter
& Wambsganss, 2002; Kochanek & Dalal, 2004). Lewis & Gil-Merino (2006) found that
depending on the size of the source, low-mass objects (with 10−4 M) can mimic the
effect of a smooth component. However, in the case of the Einstein Cross the situation
is different because the quasar images are located within the bulge of the lensing galaxy,
where we do not expect a large contribution from smoothly distributed matter (Kochanek
et al., 2007). The study of van de Ven et al. (2008) combines gravitational lensing with
dynamics and shows that dark matter has only a small contribution to the central surface
mass density. Thus, the density κc is small in QSO 2237+0305, and the convergence at
the image positions is principally due to stars (i.e. κ = κ?).
The mass of the microlenses
Most investigations of microlensing at high optical depth that have explored the effect
of multiple microlens mass components have led to the conclusion that the probability
distribution of the micro-magnification is not very sensitive to the mass function of the
microlenses (e.g., Wambsganss, 1992; Wyithe & Turner, 2001; Congdon et al., 2007). Lewis
& Irwin (1995) found that the characteristic timescale for variability due to microlensing
does also not depend on the detailed shape of the mass function. Thus, microlensing is
relatively insensitive to the microlens mass spectrum, but it does depend on the mean
microlens mass 〈M〉. The mean mass is a very important parameter because it sets the
scale of the Einstein radius rE ∝ 〈M〉1/2 and hence, the characteristic size of the caustics.
For example, a four times bigger 〈M〉 yields a magnification pattern that is “zoomed in”
by a factor two.
The determination of 〈M〉 is not trivial because of the degeneracy existing between
the effective transverse velocity and 〈M〉. Strong microlensing variability can be explained
either by a large transverse velocity or a small 〈M〉. Wyithe et al. (2000a) studied the
distribution of lightcurve derivatives and, by comparing the observed microlensing rate
with their simulations, they determined lower limits for the average mass of the microlenses
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in the bulge of QSO 2237+0305. Their study shows that a significant contribution of
Jupiter-mass (i.e. 10−4 M) compact objects can unambiguously be ruled out with a
lower mass limit of typically 0.01 M. This result is confirmed by Lewis & Irwin (1996)
and Wambsganss et al. (1990b) who found 0.1 ≤ (〈M〉/M) (vl⊥/600 km/s)2 ≤ 1.
A comparable mass range is also obtained from studies of other lensed objects. Schmidt
& Wambsganss (1998) investigated a lack of microlensing in the lightcurves of Q 0957+561
and ruled out microlenses having 〈M〉  0.01 (vl⊥/600 km/s)2 M. The MACHO col-
laboration (Alcock et al., 1997a,b) recorded microlensing events in the Milky Way. They
derived 0.1 ≤ 〈M〉/M ≤ 1.0 towards the Galactic bulge and 〈M〉 ≥ 0.05 M in the halo.
All these studies show that a likely value for 〈M〉 is of the order 0.1 M, which is well
comparable with the mean mass of about 0.3 M derived from the initial mass function
of Kroupa (2002).
The effective relative transverse velocity
We have already seen that the variability of microlensing is caused by relative motion
between the observer, the lens and the source. For a concordance cosmology (Ωm0, ΩΛ0) =
(0.3, 0.7) and H0 = 70 km s−1 Mpc−1, we get for QSO 2237+0305
V = 0.37 vs − 10.3 vl + 9.9 vobs (7.1)
Bennett et al. (2003) determined the Sun’s motion relative to the cosmic microwave back-
ground and found that the Sun moves in a direction almost parallel to the direction to
QSO 2237+0305, so that the last term on the right hand side of equation (7.1) can be ne-
glected, because the transverse part is very small. Assuming that the peculiar velocities of
the quasar and the lensing galaxy, vs and vl, are of the same order, the first term in equa-
tion (7.1) can be neglected as well, since its weight is only about 4% of the total. Hence,
the effective relative transverse velocity is V⊥ ' 10.3vl⊥ and is expressed in distance per
unit observed-frame time.
In number of microlensing studies, the lens velocity has been assumed to be vl⊥ '
600 km/s (e.g., Witt, 1993; Kundic´ & Wambsganss, 1993), a quantity obtained through
probabilistic arguments based on general cluster dynamics (e.g., Mould et al., 1993).
Wyithe et al. (1999) presented the first determination of an upper limit for the effective
transverse velocity in QSO 2237+0305. They used photometric data with a monitoring
spanning almost ten years, but with a poor sampling rate (61 points in total). They found
vl⊥ < 500 km/s based on considerations of the distribution of lightcurve derivatives. Later,
Kochanek (2004) determined a higher upper limit of 1800 km/s, but the significant vari-
ability of the quasar images during the considered OGLE monitoring period may be the
cause of the relatively high velocities found in his work. Gil-Merino et al. (2005) exam-
ined the distribution of quiescent periods in the lightcurves and found an upper limit of
625 〈M/0.1M〉1/2 km/s (90 percent confidence) for vl⊥.
Witt & Mao (1994) described a theoretical height-duration correlation during high
magnification events. Considering observed high magnification events, they determined
an upper limit of 600 km/s, but the correlation and hence the derived limit are dependent
on the source size assumed. Indeed, a degeneracy exists between the source size and the
velocity (Kochanek, 2004). When the source is large, the magnification pattern is heavily
smoothed and a high velocity is required because the smoothing also increases the scale
length of the variations in the magnification pattern. For smaller source sizes the scale
length of the variations are shorter and the velocities correspondingly smaller.
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Except for a few studies (e.g., Paczyn´ski, 1986b; Kundic´ &Wambsganss, 1993; Schramm
et al., 1993; Wambsganss & Kundic´, 1995) the random star field is generally considered
to be static, i.e. it is assumed that the proper motions of the stars is much smaller than
the effective transverse velocity, which appears to be a good approximation in the case
of QSO 2237+0305. As already mentioned, Kundic´ & Wambsganss (1993) and Wambs-
ganss & Kundic´ (1995) show that the velocity dispersion of the stars can statistically be
interpreted as a bulk velocity artificially increased by an efficiency factor a ' 1.3.
The size and energy profile of the source
An important application of quasar microlensing is to infer the size of the emission region
in the lensed quasar (e.g., Nemiroff, 1988; Grieger, 1990), as well as its spatial struc-
ture from color variations observed in the quasar images (e.g., Wambsganss et al., 1990b;
Wambsganss & Paczyn´ski, 1991). First analyses focused on isolated high magnification
events. High magnification events occur when a compact source crosses a critical curve.
The smaller the source, the higher the peak luminosity and the smaller the timescale for
the sudden rise to (or fall from) maximum luminosity. Therefore one can determine the
relative size of the source at different wavelengths by observing throughout the peak at
the corresponding wavelengths. Furthermore, if the transverse velocity V⊥ is known, one
can also estimate the “absolute” source size.
Following this method, several studies estimated the size of the optical continuum
source in QSO 2237+0305 based on one poorly sampled high magnification event that was
observed in image A during late 1988 (e.g., Wambsganss et al., 1990b; Rauch & Blandford,
1991; Wyithe et al., 2000b). The result of these studies is an upper limit for the source
size of about 2 × 1015 cm assuming a transverse velocity of vl⊥ = 600 km/s. Shalyapin
et al. (2002) analyzed another high magnification event observed in late 1999 in image
A of QSO 2237+0305 by the GLITP collaboration. They obtained a larger source size
of 3.7 × 1016 cm. A further event in image C, this time, was observed in 1999 by the
OGLE team, and Yonehara (2001) derived a conservative upper limit for the source size
of 5.7× 1016 cm assuming a mean microlens mass of 0.1 M.
However, the mode of analysis of single high-magnification events is only valid in the
case of a source that is much smaller than the typical caustic spacing, which is questionable
in the case of QSO 2237+0305. With a much larger data set and a more sophisticated
analysis of the microlensing lightcurves of QSO 2237+0305, Kochanek (2004) showed that
thermal emission from an accretion disk is consistent with the size 1.4 × 1015 h−1 cm <
Rs < 4.5×1015 h−1 cm inferred from microlensing. Nevertheless, microlensing in a sample
of gravitationally lensed quasars has led to a different conclusion: the size of the optical
and ultraviolet emission region inferred from microlensing is too large compared to the
predictions of accretion disk models based on the quasar luminosity (Pooley et al., 2007;
Kochanek et al., 2007). This contradictory results indicate that additional observations
and a more careful comparison to theory is required. In particular, the determination of
the size as a function of wavelength will prove most useful.
Multi-wavelength or spectroscopic monitorings of lensed quasars used to be rare, but
have recently begun to become more common. Wyithe et al. (2002) compared optical and
mid-infrared data of QSO 2237+0305 and found that the mid-infrared emission region
is mostly unaffected by microlensing, leading to the conclusion that the corresponding
emission region must have a size & 1 rE , which demonstrated that the infrared emission in
radio-quiet quasars is due to thermal emission by dust rather than to synchroton emission.
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More recently, Anguita et al. (2008) analyzed R and G-band lightcurves of the 1999 high-
magnification event of image C of QSO 2237+0305 following the method of Kochanek
(2004). They derived a relative size between the R and G-band emission regions of 1.45+0.90−0.25
based on the velocity prior determined by Gil-Merino et al. (2005). This value is in good
agreement with the standard thin accretion disk model of Shakura & Sunyaev (1973). From
photometric observations of HE 1104−1805 in 11 bands, Poindexter et al. (2008) derived
the spatial structure (or energy profile) of the quasar accretion disk with β = 0.61+0.21−0.17,
where β is the logarithmic slope of the temperature profile T ∝ R−β . Their result is
consistent with the standard value β = 3/4 (Shakura & Sunyaev, 1973), but is limited by
the poor sampling and large uncertainties of the analyzed data.
Several other studies compared microlensing in the X-ray and optical domain, and
further demonstrated the efficiency of microlensing in probing the inner emission region of
lensed quasars. For instance, Morgan et al. (2008) analyzed the lightcurves of the lensed
quasar PG 1115+080 and concluded that the effective radius of the X-ray emission is
1.3+1.1−0.5 dex smaller than that of the optical emission. They found that the X-ray emission
is generated near the inner edge of the accretion disk, while the optical emission comes
from scales slightly larger than those expected for a standard thin disk. Another example
is given by Chartas et al. (2008), who combined X-ray and optical data of HE 1104−1805
and revealed that the X-ray emitting region is compact with a half-light radius smaller
than 2× 1015 cm.
Eventually, we should mention one important property concerning the source surface
brightness profile. Several studies (e.g., Mortonson et al., 2005; Congdon et al., 2007) have
shown that the microlensing-induced flux variations are relatively insensitive to the exact
form of the source profile, and that they principally depend on its characteristic size. The
size of the source controls the smoothing of the magnification pattern. For example, very
large source sizes (> 5 rE) produce magnification patterns that are so strongly smoothed
that they are unable to account for the amplitude (> 1 mag) of the flux variations observed
in QSO 2237+0305 (Refsdal & Stabell, 1993). On the contrary, very small source sizes
(< 0.01 rE) give very moderately smoothed magnification patterns, which lead to sharp
magnification events that are not observed in the lightcurves. The lower bound found in
that way is 0.01 rE (e.g., Kochanek, 2004; Anguita et al., 2008).
To summarize the results of the numerous studies cited, we expect the optical/UV
emission region of QSO 2237+0305 to have a size between 1015 and 1016 cm, and an
energy profile that should resemble the profile predicted by the standard thin accretion
disk model.
About degeneracies
As mentioned earlier, the scales of the magnification patterns are defined in terms of the
Einstein radius rE , which depends on the square root of the mean mass of the microlenses.
Thus, the computational variables for the source size and velocity are in fact the scaled
source size Rˆs = Rs/〈M/M〉1/2 and the scaled transverse velocity Vˆ⊥ = V⊥/〈M/M〉1/2.
Following these definitions, Rˆs is the relative size of the source with respect to the Einstein
radius, and Vˆ⊥ is the velocity with which the source is moving across the magnification
pattern.
The determination of the three parameters Rs, V⊥ and 〈M〉 is not easy because of the
degeneracies existing between them. As reported by Kochanek (2004), there is a strong,
essentially linear, correlation between Rˆs and Vˆ⊥, i.e. Rˆs ∝ Vˆ x⊥ where x ' 1. Furthermore,
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Rˆs and Vˆ⊥ are both defined as functions of 〈M〉, which imply degeneracies between 〈M〉,
Vˆ⊥, and Rˆs. However, since Rs = Rˆs〈M/M〉1/2 and 〈M〉 ∝ (V⊥/Vˆ⊥)2, the physical size
of the source Rs ∝ V⊥ Vˆ x−1⊥ ' V⊥ depends essentially on our estimate of the physical
velocity V⊥ and avoids the degeneracies between 〈M〉, Vˆ⊥, and Rˆs.
7.3.2 Inverse ray-shooting
The inverse ray-shooting method was first developed by Kayser et al. (1986) and Schneider
& Weiss (1987) and has become very popular in microlensing studies. Wambsganss (1990)
and Wambsganss et al. (1990a) further improved this method by implementing a hierar-
chical tree code (Barnes & Hut, 1986), which greatly improves the computing efficiency.
The basic idea of the method is to shoot lightrays from the observer through the star field
of the lensing galaxy and back to the source plane.
The microlenses are distributed randomly according to the stellar density Σcrit κ?. The
deflection angle for a given lightray is computed from the sum of the deflection angles of N?
individual stars acting like microlenses, plus the perturbing effect of the lensing galaxy.
The gravitational field of the galaxy changes very little over the distance scale of the
microlens distribution. It is thus natural to Taylor expand the field of the galaxy. Note
that this perturbation is not assumed to be small. The lowest-order, non-trivial term in
the expansion is the quadratic term (tidal field). The deflection angle for a given lightray
at position ξ is hence given by
αˆ(ξ) =
4G
c2
N?∑
i=j
Mi
ξ − ξi
(ξ − ξi)2
+ αˆg +
4piG
c2
Σcrit
(
κc + γ 0
0 κc − γ
)
ξ
where the origin of the coordinate frame is chosen so that it coincides with the center of
the microlens distribution. The orientation of the coordinate frame is chosen such that
the shear γ acts along one of the coordinate axes. The first term on the right-hand side
describes the deflection due to the N? microlenses. The second term is the deflection
angle at the position of the macro-image due to the lensing galaxy, and the third term
is the quadrupole contribution of the galaxy. We remind that γ is the shear and that
Σcrit κc is the smoothed or continuously distributed surface density, which contributes to
the total deflection as an additional constant deflection. The parameters κ?, κc, and γ
are determined from the macro-model of the lensing galaxy. In the case of the Einstein
Cross, we have κc ' 0 and κ ' κ?. Some values of κ and γ for QSO 2237+0305 are given
in Table 7.1. In the present study, we use the recent values given by Kochanek (2004).
The inverse ray-shooting method does have some drawbacks. The practical limitations
inherent to the method are finite resolution and the problem of fair sampling of the source
plane. Ideally, one would like to have a very large magnification pattern with side length
of about 1000 rE , covered by many pixels (at least 100 pixels per Einstein radius rE) so
that small sources, compared to the Einstein radius, can be considered. In order to be
able to detect small fluctuations, these pixels should contain many lightrays (> 1000). It
is of course not possible to meet all these requirements with current computing facilities,
and one has to find an intermediate solution. We adopt a side length of 104 pixels that
corresponds to 10 rE . The smallest possible source size, 0.001 rE , is determined from the
pixel size. For magnification patterns with small side length, the mean magnification 〈µ〉
may not be exactly representative for the parameter set. Its value may differ a little from
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the real one due to statistical fluctuations. In practice, these deviations are small (less
than one percent), and are thus negligible for our analysis.
Once all these parameters are defined, we compute the deflection angle of the lightrays
passing through the random star field using the numerical code of Wambsganss (1999). We
have already seen that microlensing is relatively insensitive to the microlens mass spectrum
and that it mainly depends on the mean microlens mass 〈M〉. We can hence consider the
same mass 〈M〉 for all microlenses in the field. A likely value for this mass is 0.1 M.
We will consider this value from now on. We shoot approximately 1011 lightrays through
the field of microlenses and collect the deflected rays in the 104 × 104 pixel grid located
in the source plane. The density of the collected rays is proportional to the magnification
and thus, defines the magnification pattern µp(β) (see Fig, 7.1 for a small cutout of the
pattern). We compute the magnification patterns of all four images of QSO 2237+0305
based on the macro-model of Kochanek (2004), assuming 〈M〉 = 0.1 M.
7.3.3 Observed microlensing lightcurves
Observations of microlensing-induced flux variations are usually obtained from long-term
photometric monitorings like the OGLE experiment (Woz´niak et al., 2000a,b; Udalski
et al., 2006). The observed flux variations in the quasar images are due to both microlens-
ing and intrinsic variations of the quasar. In order to extract the microlensing signal,
we need to remove the intrinsic quasar fluctuations from the lightcurves. In practice, we
do this by considering the difference between the lightcurves of two images as described
below.
In the following, we focus exclusively on the lightcurves of image A and B of the
Einstein Cross, because they are the two images undergoing the strongest flux variations
within the time span of our spectrophotometric monitoring. We know that the observed
flux Fi of a lensed quasar image i is the product of the unlensed flux F0 of the source, the
extinction e−τi , and the macro and micro-magnification µmacro,i and µmicro,i
Fi = µmicro,i µmacro,i e−τi F0 .
In the case of QSO 2237+0305, we can neglect the time delays between the images, because
they are expected to be of the order of one day or less (see Section 7.1). The difference in
magnitude ∆m between image A and B is hence simply given by ∆m = −2.5 log(FA/FB).
The extinction and macro-magnifications remain constant in time. As a consequence, the
time variability that is observed in ∆m is only due to microlensing
∆m = −2.5 log
(
µmicro,A
µmicro,B
)
+m0
where m0 is a constant due to the combined effect of the macro-magnifications and differ-
ential extinction between the quasar images.
We use two different data sets for the present study. The first one is the well sampled
V-band lightcurves of the OGLE experiment (Udalski et al., 2006) and the second one is
our deep spectrophotometric monitoring. In order to study in more detail the chromatic
fluctuations in the continuum of the spectra of images A and B, we define six wavelength
ranges that we will use as photometric bands. For each of these bands, we compute the
observed lightcurve by integrating the continuum in the corresponding wavelength range.
By subtracting the magnitude of image B from that of image A, we obtain six 39-epoch
difference lightcurves ∆m. More details can be found in the paper reproduced at the end
of this chapter (Eigenbrod et al., 2008a).
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7.3.4 Simulated microlensing lightcurves
We have already seen that in the case of an extended source, the magnification µ(β)
at the source position β is given by the convolution of the source surface brightness
profile I(β) and the magnification pattern µp(β). As mentioned earlier, microlensing is
relatively insensitive to the exact source profile. For simplicity, we choose a Gaussian
surface brightness profile with a scaled source size Rˆs specified by the Gaussian width
σ or equivalently by the Full Width at Half Maximum (FWHM= 2.35σ). Simulated
microlensing lightcurves are then obtained from source trajectories (i.e. one-dimensional
cuts) through the convolved magnification pattern.
E1 r
A
B
Figure 7.4: Example of a simulated microlensing difference lightcurve. Left: Source tra-
jectory through the convolved magnification patterns of image A and B. The considered
source has a Gaussian surface brightness profile with a FWHM of Rˆs = 0.16 rE . The
masses of the microlenses are 0.1 M. Right: The observed OGLE difference lightcurve
∆m between image A and B of QSO 2237+0305 (black dots) and the simulated difference
lightcurve ∆m′ (red curve).
Each of these simulated lightcurves is characterized by two kinds of parameters: physi-
cal and trajectory parameters. The physical parameters are the local magnification tensor
κ and γ, the mass 〈M〉, the scaled source size Rˆs, and the scaled effective transverse ve-
locity Vˆ⊥ of the source. The trajectory parameters are θ and β0, where θ is the direction
angle and β0 the coordinates of the starting point of the source trajectory.
In order to compare our microlensing simulations with the observed difference lightcurve
∆m between image A and B of QSO 2237+0305, we first have to compute a simulated
difference lightcurve. We do this by tracing the source trajectory through the convolved
magnification patterns of both images, and by extracting the corresponding simulated mi-
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crolensing lightcurves for A and B. We subtract the lightcurve of image B from that of
image A and obtain a simulated difference lightcurve ∆m′(p), see Fig. 7.4.
The simulated difference lightcurve ∆m′(p) is characterized by the chosen parameter
set p = (κ, γ, 〈M〉, Rˆs, Vˆ⊥,m0, θ,β0,A,β0,B), where β0,A and β0,B are the coordinates of
the starting point in the convolved magnification pattern of image A and B, respectively.
The trajectory is constrained to have identical directions θ and velocities Vˆ⊥ across the
patterns of images A and B. The direction is set to be the same in both patterns since the
shear direction between images A and B is approximately the same (Witt & Mao, 1994),
and because we assume the motion of the source to be primarily due to the bulk motion
of the lensing galaxy rather than to the individual motions of the stars.
7.3.5 Bayesian analysis
We have just seen how to generate a simulated difference lightcurves ∆m′(p) from a
particular choice of the parameters p. We now want to compare these simulations with
the observations in order to estimate the source size and spatial structure of the quasar
accretion disk. To do so, we follow the method developed by Kochanek (2004). His
method, based on Bayesian analysis, compares large numbers of trial lightcurves with an
observed data set to simultaneously estimate Rs, V⊥, and 〈M〉. The main idea of the
method is to construct an ensemble of model (i.e. of simulated ∆m′(p)), which, given the
data D = ∆m, can then be used to infer the probability distributions of Rs, V⊥, and 〈M〉.
From Bayes’ theorem, we known that the probability of the parameter set p, given the
data D, is
P (p|D) = P (D|p)P (p)
P (D)
=
L(D|p)
N
P (p)
where P (p) is the prior, L(D|p) is the likelihood and N is a normalization constant. We
define each of these in more detail in the following. The prior probability P (p) refers to
any information we have on the parameters p prior to our study. We define the relative
likelihoods L(D|p) of the parameters p based on the χ2 statistics. Usually, this is done
following the standard approach for ensemble analysis (e.g., Sambridge, 1999), which uses
the maximum likelihood estimator
L(D|p) = exp
(
−χ
2(p)
2
)
where χ2(p) is determined by computing the χ2 between the data D = ∆m and the
simulated lightcurve ∆m′(p)
χ2(p) =
nobs∑
k=1
(
∆mk −∆m′k(p)
σk
)2
where σk are the uncertainties of the OGLE data, and nobs is the number of observations.
Finally, all Bayesian parameter estimates have to be normalized by the requirement that
the total probability is unity, i.e.
∫
P (p|D) dp = 1 and hence
N =
∫
L(D|p)P (p) dp .
In practice, the integral is computed by summing the probabilities for our sampling of
trajectories, which is equivalent to using Monte Carlo integration methods to compute
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the integral over the ensemble of all possible trajectories. The sum over the random
trajectories will converge to the true integral, provided we consider a sufficiently large
number of trajectories. For instance, the probability of a particular trajectory j (defined
by the set of parameters pj) given the data D is
P (pj |D) = L(D|pj)P (pj)
N
=
L(D|pj)P (pj)∑n
j=1 L(D|pj)P (pj)
where n is the total number of simulated lightcurves.
We compute the probability distributions for the physical parameters of interest by
marginalizing over the other parameters. For instance, the probability distribution of the
scaled source size Rˆs is obtained by integrating over all other parameters, that we write
p′, hence, p = (Rˆs, p′) and
P (Rˆs|D) ∝
∫
P (Rˆs, p′|D) dp′ =
n∑
j=1
P (Rˆs, p′j |D) .
As already mentioned in Subsection 7.3.1, the physical size of the source Rs depends
essentially on our estimate of the physical velocity V⊥, and avoids the degeneracies between
〈M〉, Vˆ⊥, and Rˆs. Estimates of V⊥, i.e. the prior P (V⊥), can be obtained from the
observations of the motion of other galaxies or galaxy clusters (e.g., Benson et al., 2003).
More details can be found in the paper at the end of this chapter (Eigenbrod et al., 2008a).
7.3.6 Results
We apply the Bayesian analysis to the OGLE difference lightcurve between image A and B,
and compute the probability distributions of Rˆs and Vˆ⊥. We derive a scaled source FWHM
of Rˆs =
(
0.16+0.12−0.10
)
rE , and a scaled velocity of Vˆ⊥ =
(
3.9+3.0−1.8
)×103 〈M/0.1M〉1/2 km/s.
We find a linear correlation Rˆs ∝ Vˆ⊥. This correlation determines the time scale of
the observed microlensing-induced fluctuations, which is given by the half-light radius
divide by the effective transverse velocity, i.e. 0.5 Rˆs/Vˆ⊥ = 4.0 ± 1.0 months, and which
is independent of 〈M〉 and of the velocity prior P (V⊥).
Based on the six lightcurves computed from our spectroscopic data in six photometric
bands, we infer the probability distribution of the source-size ratio Rˆi/Rˆref , where Ri is the
size of the source emitting at the mean wavelength λi of band i = 1, 2, .., 6. The reference
radius Rˆref at the reference wavelength λref can be chosen arbitrarily. We simply define
the middle band #3 as our reference. We plot the ratio Ri/Rref against the corresponding
wavelength ratio λi/λref in Fig 7.5, and determine the slope of the energy profile by fitting
a power law R ∝ λζ . The final energy profile obtained from the whole sample of source
trajectories is shown in Fig. 7.5 and yields ζ = 1.2± 0.3.
7.4 Discussion
Our result for the source FWHM Rˆs =
(
0.16+0.12−0.10
)
rE is well compatible with the upper
limit of 0.98 rE given by Yonehara (2001). It is also in good agreement with the FWHM
derived by Anguita et al. (2008), Rˆs = (0.06 ± 0.01) rE and by Kochanek (2004), Rˆs =(
0.20+0.19−0.12
)
rE .
We confirm the linear correlation Rˆs ∝ Vˆ⊥ found by Kochanek (2004) and determine
the time scale of the observed microlensing-induced fluctuations to be 4.0±1.0 months. The
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Figure 7.5: Left : The final energy profile obtained from the whole ensemble of source
trajectories. The reference wavelength is λref = 2125 A˚ measured in the source frame.
The error bars give the 1σ uncertainties. The solid line indicates the linear regression
across the points. The dashed line shows the relation R ∝ λ4/3 expected for the standard
thin accretion disk of Shakura & Sunyaev (1973). Right : The corresponding probability
distributions of the Ri values obtained in the six bands i = 1, 2, ..., 6.
strong correlation between Rˆs and Vˆ⊥ implies that the choice of the velocity prior can bias
our estimate of the source size because Rs ∝ V⊥. The selection of the observation period
can also bias the derived source size. As reported by Kochanek (2004), if the considered
period is very active in terms of microlensing, the simulations will favor high transverse
velocities and/or small source sizes. One possible solution to minimize the bias induced
by the selection of the observation period is to consider the longest possible lightcurves.
This has the evident drawback of dramatically increasing the computing effort, making
the problem rapidly intractable. However, as discussed in the following, the estimate of
the physical source size Rs has only a limited effect on the determination of the index ζ.
From the analysis of our spectroscopic data, we determine the energy profile R ∝ λζ
of the quasar accretion disk with ζ = 1.2± 0.3, which is in good agreement with the value
of ζ = 4/3 expected from the standard thin accretion disk model (Shakura & Sunyaev,
1973). Our findings are also in good agreement with Anguita et al. (2008), who obtained
ζ = 1.2+2.0−0.6 for QSO 2237+0305, and with ζ = 1.64
+0.56
−0.46 obtained by Poindexter et al.
(2008) from multi-band photometry of the lensed quasar HE 1104−1805.
We observe that the determination of the power-law index ζ is almost independent on
the velocity prior used. This is easily explained by the fact that the scaling between Rs
and Rˆs is independent of the considered wavelength and hence, Ri/Rref = Rˆi/Rˆref . As a
consequence, the determination of relative source sizes, and thus the energy profile, is not
expected to depend on the assumed microlens mass 〈M〉. This is further confirmed by the
fact that Anguita et al. (2008) obtain a value for ζ which is in good agreement with ours,
even though they consider a more restrictive velocity prior and derive a slightly smaller
source size.
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ABSTRACT
We present the results of the first long-term (2.2 years) spectroscopic monitoring of a gravitationally lensed quasar, namely the
Einstein Cross QSO 2237+0305. The goal of this paper is to present the observational facts to be compared in follow-up papers with
theoretical models to constrain the inner structure of the source quasar.
We spatially deconvolve deep VLT/FORS1 spectra to accurately separate the spectrum of the lensing galaxy from the spectra of the
quasar images. Accurate cross-calibration of the 58 observations at 31-epoch from October 2004 to December 2006 is carried out with
non-variable foreground stars observed simultaneously with the quasar. The quasar spectra are further decomposed into a continuum
component and several broad emission lines to infer the variations of these spectral components.
We find prominent microlensing events in the quasar images A and B, while images C and D are almost quiescent on a timescale of
a few months. The strongest variations are observed in the continuum of image A. Their amplitude is larger in the blue (0.7 mag)
than in the red (0.5 mag), consistent with microlensing of an accretion disk. Variations in the intensity and profile of the broad
emission lines are also reported, most prominently in the wings of the C  and center of the C  emission lines. During a strong
microlensing episode observed in June 2006 in quasar image A, the broad component of the C  is more highly magnified than the
narrow component. In addition, the emission lines with higher ionization potentials are more magnified than the lines with lower
ionization potentials, consistent with the results obtained with reverberation mapping. Finally, we find that the V-band differential
extinction by the lens, between the quasar images, is in the range 0.1−0.3 mag.
Key words. gravitational lensing – galaxies: quasars: general – galaxies: quasars: emission line –
quasars: individual: QSO 2237+0305, Einstein Cross
1. Introduction
The gravitational lens QSO 2237+0305, also known as
“Huchra’s lens” or the “Einstein Cross”, was discovered by
Huchra et al. (1985) during the Center for Astrophysics Redshift
Survey. It consists of a zs = 1.695 quasar gravitationally lensed
into four images arranged in a crosslike pattern around the nu-
cleus of a zl = 0.0394 barred Sab galaxy. The average projected
distance of the images from the lens center is 0.9′′.
A few years after this discovery, Schneider et al. (1988)
and Kent & Falco (1988) computed the first simple models of
the system, leading to the conclusion that this system was very
promising to study microlensing. Indeed, the predicted time de-
lays between the four quasar images are of the order of a day
(Rix et al. 1992; Wambsganss & Paczyn´ski 1994), meaning that
intrinsic variability of the quasar can easily be distinguished
from microlensing events. In addition, the particularly small red-
shift of the lensing galaxy implies large tangential velocities for
the microlenses. Furthermore the quasar images form right in
the bulge of the lens where the stellar density is the highest. The
combination of these properties makes microlensing events very
? Based on observations made with the ESO-VLT Unit Telescope
# 2 Kueyen (Cerro Paranal, Chile; Proposals 073.B-0243(A&B),
074.B-0270(A), 075.B-0350(A), 076.B-0197(A), 177.B-0615(A&B),
PI: F. Courbin).
likely in the Einstein Cross and very rapid, with timescales of a
few weeks to a few months. Indeed, Irwin et al. (1989) reported
significant brightness variations of the brightest quasar image A,
which they interpreted as the first detection ever of microlensing
in the images of a multiply-imaged quasar.
Since then, microlensing events have been observed in sev-
eral other gravitationally lensed quasars, and are expected to
occur in virtually any quadruply lensed quasar (Witt et al.
1995). Probably the most compelling examples of microlens-
ing light curves are given by the Optical Gravitational Lensing
Experiment (OGLE) (Woz´niak et al. 2000a; Udalski et al. 2006).
Started in 1997, this project monitors regularly the four quasar
images of QSO 2237+0305, showing continuous microlensing-
induced variations in the light curves.
Most of the quasar microlensing studies so far are based ex-
clusively on broad-band photometric monitoring (e.g. Woz´niak
et al. 2000b; Schechter et al. 2003; Colley & Schild 2003). These
observations, even though dominated by variations of the contin-
uum, make it very difficult to disentangle variations in the con-
tinuum from variations in the broad emission lines (BELs). Both
types of regions are affected by microlensing, but in different
ways depending on their size.
Microlensing of an extended source can occur when its size
is smaller than or comparable to the Einstein radius of a star, i.e.
of the order of 1017 cm or 10−1 pc in the case of the Einstein
Article published by EDP Sciences
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Cross (Nemiroff 1988; Schneider & Wambsganss 1990). From
reverberation mapping, the broad line region (BLR) was long
estimated to be larger than this, of the order of 1018 cm or
1 pc, hence leaving little room for BEL microlensing. However,
more recent reverberation mapping studies revise this down-
wards, to 1016 cm (Wandel et al. 1999; Kaspi et al. 2000), which
is also consistent with the disk-wind model of Murray et al.
(1995). Inspired by these numbers, Abajas et al. (2002) and
Lewis & Ibata (2004) investigated BEL microlensing in further
detail and computed possible line profile variations for various
BLR models.
Observations of significant continuum and BEL mi-
crolensing have been reported in a number of systems
(QSO 2237+0305, Filippenko 1989; Lewis et al. 1998; Wayth
et al. 2005; HE 2149−2745, Burud et al. 2002a; HE 0435−1223,
Wisotzki et al. 2003; H 1413+117, Chartas et al. 2004;
SDSS J1004+4112, Richards et al. 2004; HE 1104−1805,
Gómez-Álvarez 2004; HE 0047−1756, Wisotzki et al. 2004;
SDSS J0924+0219, Eigenbrod et al. 2006a; Keeton et al. 2006;
and RXJ 1131−1231, Sluse et al. 2007). These first observa-
tional indications of microlensing can be turned into a powerful
tool to probe the inner parts of quasars, provided regular spec-
troscopic data can be obtained. Several theoretical studies show
how multiwavelength light curves can constrain the energy pro-
file of the quasar accretion disk and also the absolute sizes of the
line-emitting regions (e.g., Agol & Krolik 1999; Mineshige &
Yonehara 1999; Abajas et al. 2002; Kochanek 2004).
In this paper we present the results of the first long-term
spectrophotometric monitoring of the Einstein Cross. The spec-
tral variations of the four quasar images are followed under
sub-arcsecond seeing conditions with the Very Large Telescope
(VLT) of the European Southern Observatory for more than two
years, from October 2004 to December 2006, with a mean tem-
poral sampling of about one point every second week. This first
paper describes the observations, the method used to separate
the quasar spectra from that of the lensing galaxy, and the main
observational results. Simple considerations of the properties of
microlensing caustics and of the geometry of the central parts of
the quasar already allow us to infer interesting constraints on the
quasar energy profile in the Einstein Cross.
The full analysis of our monitoring data, still being acquired
at the VLT, requires detailed microlensing simulations coupled
with quasar models and will be the subject of future papers.
2. Observations
We acquired our observations with the FOcal Reducer and low
dispersion Spectrograph (FORS1), mounted on Kueyen, the Unit
Telescope # 2 of the ESO Very Large Telescope (VLT) located
at Cerro Paranal (Chile). We performed our observations in the
multi-object spectroscopy (MOS) mode. This strategy allowed
us to get simultaneous observations of the main target and of
four stars used as reference point-spread functions (PSFs). These
stars were used to spatially deconvolve the spectra, as well as to
perform accurate flux calibration of the target spectra from one
epoch to another. We chose these stars to be located as close as
possible to QSO 2237+0305 and to have similar apparent mag-
nitudes as the quasar images. The PSF stars # 1, 2, 3, and 4 have
R-band magnitudes of 17.5, 17.0, 15.5, and 17.5 mag, respec-
tively. Figure 1 shows the field of view of our observations.
We used the high-resolution collimator of FORS1 to achieve
the best possible spatial sampling of the data, i.e. 0.1′′ per pixel.
With this resolution, we observed a maximum of 8 objects si-
multaneously over a field of view of 3.4′ × 3.4′. One slit was
30’’E
N
Q2237+0305
PSF 4
PSF 3
PSF 2
PSF 1
Fig. 1. VLT/FORS1 field of view showing the lensed quasar
QSO 2237+0305, along with the four PSF stars used to spatially de-
convolve the spectra. These stars are also used to cross-calibrate the ob-
servations in flux from one epoch to another and to minimize the effect
of sky transparency.
aligned along two of the quasar images and four slits were cen-
tered on foreground PSF stars. We placed the remaining slits on
empty sky regions and used them to carry out sky subtraction of
the quasar data.
Two masks were designed to observe the two pairs of quasar
images. The PSF stars in both masks were the same. Figure 2
shows the slit positioning with respect to our target. The first
mask was aligned on quasar images A and D, while the second
was aligned on images B and C. The masks were rotated to po-
sition angles that avoid clipping of any quasar image. This is
mandatory to carry out spatial deconvolution of the spectra.
Our observing sequences consisted of a short acquisition
image, an “image-through-slit” check, followed by a consecu-
tive deep spectroscopic exposure. All individual exposures were
1620 s long. We list the journal of our observations in Table 1.
The mean seeing during the three observing seasons was 0.8′′.
We chose a slit width of 0.7′′, approximately matching the see-
ing and much smaller than the mean separation of 1.4′′ between
the quasar images. This is mandatory to avoid contamination of
an image by the others.
We used the G300V grism in combination with the GG375
order sorting filter. For our slit width, the spectral resolution was
∆λ = 15 Å, as measured from the FWHM of night-sky emis-
sion lines, and the resolving power was R = λ/∆λ ' 400 at the
central wavelength λ = 5900 Å. The useful wavelength range
was 3900 < λ < 8200 Å with a scale of 2.69 Å per pixel in
the spectral direction. This configuration favors spectral cover-
age rather than spectral resolution, allowing us to follow the con-
tinuum over a broad spectral range, starting with the very blue
portion of the optical spectrum. Even so and in spite of R = 400,
a detailed profile of the BEL is still accessible.
We also observed spectrophotometric standard stars
(GD 108, HD 49798, LTT 377, LTT 1020, LTT 1788, and
LTT 7987) to remove the response of the telescope, CCD, and
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Fig. 2. FORS1 R-band acquisition image of QSO 2237+0305 taken on
epoch # 12 (12–09–2005). The slits used in the two masks are shown.
Their width is 0.7′′ . The Position Angle (PA) of mask 1 is PA = −56.5◦
and that of mask 2 is PA = −68.5◦.
grism. We did the relative calibration between the epochs using
the PSF stars (see for more details Eigenbrod et al. 2006a).
Finally, it is worth emphasizing that all our VLT data used in
the present paper were obtained in service mode, without which
this project would have been impossible.
3. Data analysis
3.1. Reduction
The data reduction followed the same procedure described in
detail in Eigenbrod et al. (2006b). We carried out the standard
bias subtraction and flat field correction of the spectra using
IRAF1. We obtained the wavelength calibration from the spec-
trum of helium-argon lamps. All spectra, for the object and for
the PSF stars were calibrated in two dimensions.
Only one single exposure was taken per mask and per epoch.
For this reason, the usual cosmic-ray rejection scheme applied to
multiple images could not be applied. Instead, we used the L. A.
Cosmic algorithm (van Dokkum 2001), that can handle single
images. We visually inspected the cosmic-ray corrected images
to check that no data pixel was affected by the process, especially
in the emission lines and in the data with the best seeing.
We removed the sky background in a different way in the
spectra of the PSF stars and in those of the gravitational lens.
For the PSF stars, which are small compared with the slit
length (19′′), we used the IRAF task background. This task
fits a second order Chebyshev polynomial in the spatial direc-
tion to the areas of the spectrum that are not illuminated by the
object, and subtracts it from the data. As the lensing galaxy in
QSO 2237+0305 is larger than the slit length, this procedure is
not applicable. Instead, we used the slits positioned on empty
sky regions of the FORS1 field of view, and located next to the
gravitational lens. The sky was fitted to these slits and removed
from the slit containing the images of QSO 2237+0305.
1 IRAF is distributed by the National Optical Astronomy
Observatories, which are operated by the Association of Universities
for Research in Astronomy, Inc., under cooperative agreement with the
National Science Foundation.
Table 1. Journal of the observations taken on 31 epochs.
ID Civil date HJD Mask Seeing [′′] Airmass
1 13−10−2004 3292 1 0.86 1.204
1 14−10−2004 3293 2 0.87 1.221
2 14−11−2004 3324 1 0.75 1.184
2 14−11−2004 3324 2 0.68 1.305
3 01−12−2004 3341 1 0.88 1.355
3 01−12−2004 3341 2 0.94 1.609
4 15−12−2004 3355 1 0.99 1.712
4 16−12−2004 3356 2 0.90 1.817
5 11−05−2005 3502 1 0.87 1.568
5 12−05−2005 3503 2 0.51 1.389
6 01−06−2005 3523 1 0.63 1.342
6 01−06−2005 3523 2 0.64 1.224
7 01−07−2005 3553 1 0.57 1.153
8 14−07−2005 3566 1 0.89 1.620
9 06−08−2005 3589 1 0.51 1.135
9 06−08−2005 3589 2 0.61 1.173
10 15−08−2005 3598 1 0.86 1.140
11 25−08−2005 3608 1 0.49 1.261
11 25−08−2005 3608 2 0.54 1.461
12 12−09−2005 3626 1 0.70 1.535
12 12−09−2005 3626 2 0.69 1.341
13 27−09−2005 3641 1 0.92 1.480
13 27−09−2005 3641 2 0.73 1.281
14 01−10−2005 3645 1 0.78 1.281
14 01−10−2005 3645 2 0.87 1.156
15 11−10−2005 3655 1 0.57 1.140
15 11−10−2005 3655 2 0.66 1.134
16 21−10−2005 3665 1 0.70 1.215
16 21−10−2005 3665 2 0.74 1.156
17 11−11−2005 3686 1 0.90 1.137
17 11−11−2005 3686 2 0.90 1.185
18 24−11−2005 3699 1 0.78 1.265
18 24−11−2005 3699 2 0.90 1.443
19 06−12−2005 3711 1 1.10 1.720
19 06−12−2005 3711 2 1.09 1.445
20 24−05−2006 3880 1 0.87 1.709
20 24−05−2006 3880 2 0.90 1.443
21 16−06−2006 3903 1 0.66 1.213
21 16−06−2006 3903 2 0.51 1.155
22 20−06−2006 3907 1 0.64 1.286
22 20−06−2006 3907 2 0.58 1.189
23 27−06−2006 3914 1 0.41 1.145
23 27−06−2006 3914 2 0.50 1.133
24 27−07−2006 3944 1 0.74 1.316
24 27−07−2006 3944 2 0.76 1.204
25 03−08−2006 3951 1 0.73 1.246
25 03−08−2006 3951 2 0.65 1.169
26 13−10−2006 4022 1 0.59 1.176
26 13−10−2006 4022 2 0.52 1.300
27 28−10−2006 4037 1 0.57 1.148
27 28−10−2006 4037 2 0.53 1.138
28 10−11−2006 4050 1 0.89 1.515
28 10−11−2006 4050 2 0.88 1.323
29 27−11−2006 4067 1 0.87 1.255
29 27−11−2006 4067 2 0.92 1.391
30 19−12−2006 4089 2 1.04 2.125
31 22−12−2006 4092 1 0.80 2.018
31 23−12−2006 4093 2 0.76 2.248
3.2. Flux cross-calibration
Once the cosmic rays and sky background were removed, we
applied a flux cross-calibration of the spectra as described by
Eigenbrod et al. (2006a), using the four PSF stars. The spectra
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Fig. 3. Spectra of the four PSF stars. The spectra in each panel corre-
spond to different observing epochs, chosen to span the full length of
the monitoring. The IDs of the observing epochs, as given in Table 1,
are indicated. The differences in flux are mainly due to the presence of
thin clouds. The purpose of using these stars as flux cross-calibrators is
precisely to eliminate these differences, both in intensity and shape.
of these stars are shown in Fig. 3 for five different observing
epochs. Our observations show that these stars are non variable.
We created a ratio spectrum for each star, i.e. we divided
the spectrum of the star by the spectrum of the same star for a
chosen reference exposure. We chose epoch # 2 (14–11–2004)
as our reference exposure because of the excellent weather con-
ditions at this particular epoch for both seeing and sky trans-
parency. The computation of these flux ratios was done for all
four stars in each exposure and we checked the compatibility
of the response curves derived with the four different stars are
compatible (see Fig. 4). If not, we rejected one or a maximum
of two of the PSF stars. This can happen in some exceptional
cases, e.g. when the alignment between the star and the slit is
not optimal and generates a color gradient in the spectrum of the
misaligned object. Aside from this instrumental effect, the ob-
servations show no trace of intrinsic variability of the PSF stars.
After checking that the correction spectra obtained for the
four stars were very similar, we computed their mean, which we
took as the correction to be applied to the gravitational lens. The
high stability of the corrections across the field demonstrates that
all residual chromatic slit losses due to the atmospheric refrac-
tion are fully corrected. This correction is eased by the fact that:
(1) the position angle of the masks is the same for the quasar
images and for the PSF stars (i.e. the PSF clipping is the same
for the target and the reference stars); (2) we avoid observations
at large airmasses (i.e. never larger than 2.5); and (3) the atmo-
spheric refraction corrector on FORS1 is very efficient.
3.3. Deconvolution
The lensing galaxy in QSO 2237+0305 is bright. Its central parts
have a surface brightness of approximately 18 mag/arcsec2 in
the R band, which is comparable to the quasar images. Hence
Fig. 4. Flux correction for different epochs with respect to the ref-
erence epoch # 2 (14–11–2004). Each panel corresponds to one of
the 4 PSF stars visible in Fig. 3. In each panel, the dotted line shows
the ratio of the spectrum of one PSF star taken at a given epoch and the
spectrum of the same star taken at the reference epoch # 2. The curves
are polynomials fitting the data. Importantly, the correction derived at
a given epoch is about the same for the four stars. The mean of these
four curves is used to correct the spectra of the Einstein Cross images.
The small parts of the spectra with strong atmospheric absorption are
masked. The different spectral ranges are due to different clippings of
the spectra by the edges of the CCD.
studying microlensing variations of the quasar images requires
very accurate deblending.
In order to carry out this challenging task, we used the spec-
tral version of the MCS deconvolution algorithm (Magain et al.
1998; Courbin et al. 2000), which uses the spatial information
contained in the spectra of the PSF stars. The algorithm sharpens
the spectra in the spatial direction, and also decomposes them
into a “point-source channel” containing the spectra of the two
quasar images, and an “extended channel” containing the spec-
trum of everything in the image that is not a point source, in
this case, the spectrum of the lensing galaxy. In Fig. 5, we il-
lustrate the process and the different outputs. In Fig. 7, we show
how similar the spectra of the lensing galaxy are, extracted ei-
ther from two different masks or from data taken at different
epochs, hence illustrating the robustness of the deconvolution
technique. In Fig. 8, we give an example of decomposition of the
data into the quasar and lens spectra after integrating along the
spatial direction. The lensing galaxy spectrum shows no trace of
the residual quasar BELs. Even when the contrast between the
quasar and the galaxy is particularly large, the decomposition is
accurate. For example, the CaII H+K doublet in the lens spec-
trum is well visible, in spite of the presence of the strong quasar
C  emission in the same wavelength range.
3.4. Cross-check with the OGLE-III light curves
After reduction and spatial deconvolution, we obtained the ex-
tracted spectra of quasar images A and D on 30 different epochs,
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Fig. 5. Left: portion of the VLT 2D-spectrum of quasar images D and A, taken on epoch # 25 (03-08-2006), on which are indicated the main
spectral features of either the quasars or the lens. Center left: spatially deconvolved spectrum. The two quasar images are very well separated.
Center right: spectrum of the lensing galaxy alone. Right: residual map of the deconvolution after subtraction of the quasar and lens spectra. Note
that the residuals are displayed with much narrower cuts than those used in the other panels. The darkest and brightest pixels correspond to −3σ
and +3σ respectively. No significant residuals of the spectral features are visible.
Fig. 6. Deconvolved and extracted spectra of quasar image A for five observing epochs. Chromatic variations in the spectra are conspicuous with
the blue part of the spectra being more magnified than the red part.
and of B and C on 28 different epochs. Several extracted spectra
of image A are shown in Fig. 6. As a sanity check, we com-
pared our results with the OGLE-III photometric monitoring of
QSO 2237+0305 (Udalski et al. 2006). We integrated our quasar
spectra in the corresponding V-band to estimate, from the spec-
tra, the photometric light curves as if they were obtained from
imaging. In Fig. 9, we compare our magnitude estimates with
the actual OGLE-III measurements. The overall agreement is
very good for images A, B, and C. For image D, we have to
shift the OGLE-III light curve by −0.5 mag with respect to the
published values. Interestingly, this shift is not needed when we
compare our results with the previous OGLE data from the pro-
visional calibration presented in the years 2004−2006. The pre-
vious OGLE data also agreed with the photometry of Koptelova
et al. (2005). This changed when Udalski et al. (2006) reviewed
their calibration and gave image D a larger magnitude of approx-
imately 0.5 mag. They stated that the steep rise of brightness of
image D at the end of the 2000 OGLE-II season leaded to an
158 CHAPTER 7
652 A. Eigenbrod et al.: Microlensing variability in the Einstein Cross. I.
Fig. 7. Deconvolved and extracted 1D-spectra of the lensing galaxy. The
two panels correspond to the two MOS masks. The shaded areas are
the envelopes containing all the spectra of the lens obtained with the
corresponding mask. The thick black lines are the means. Note the small
scatter between the two spectra.
Fig. 8. Example of a spectral decomposition. The top panel shows the
two extracted spectra for the images A and D for the observations taken
on epoch # 25 (03-08-2006) with mask 1. The extracted spectrum of the
lensing galaxy, in the bottom panel, shows no trace of contamination by
the quasar BELs. For clarit D by a factor of two.
overestimate of the extrapolated magnitude for the beginning of
the 2001 OGLE-III season. But this is now discrepant with the
photometry of Koptelova et al. (2005). We think that the new
extrapolation of the light curve of image D from the end of sea-
son 2000 to the beginning of season 2001 might be uncertain,
Fig. 9. OGLE-III light curves (Udalski et al. 2006) of all four quasar
images from April 2004 to December 2006 (dots), compared with the
photometry derived by integrating our VLT spectra through the OGLE
V-band (dark triangles). The 1-sigma error bars correspond to the pho-
ton noise in the spectrum. We shift the OGLE-III light curve of image D
by −0.5 mag with respect to the published values. The bottom panel dis-
plays the seeing values for each observations.
leading to the observed shift between our data and the OGLE-III
light curve of image D. However, aside from this shift, the agree-
ment between the OGLE photometry and our integrated VLT
spectra is also very good for image D.
4. Multi-component decomposition
Different emission features are known to be produced in re-
gions of different characteristic sizes. As microlensing magnifi-
cation varies on short spatial scales, sources of different sizes are
magnified by differing amounts (e.g. Wambsganss et al. 1990).
Emission features from smaller regions of the source are more
highly variable due to microlensing than features emitted in
more extended regions. In order to study the variation of each
spectral feature independently, we need to decompose the spec-
tra into their individual components.
4.1. Method
In our analysis of the 1-D spectra of the four quasar images,
we follow the multi-component decomposition (MCD) approach
(Wills et al. 1985; Dietrich et al. 2003) implemented in Sluse
et al. (2007). This method is applied to the rest-frame spectra,
assuming they are the superposition of (1) a power law con-
tinuum, (2) a pseudo-continuum due to the merging of Fe 
and Fe  emission blends, and (3) an emission spectrum due
to the other individual BELs. We consider the following emis-
sion lines : C  λ1549, He  λ1640, O  λ1664, Al  λ1671,
Al  λ1857, Si  λ1892, C  λ1909, and Mg  λ2798. All these
features are fitted simultaneously to the data using a standard
least-square minimization with a Levenberg-Marquardtbased al-
gorithm adapted from the Numerical Recipes (Press et al. 1986).
159
A. Eigenbrod et al.: Microlensing variability in the Einstein Cross. I. 653
Fig. 10. Multi-component decomposition of the spectrum of the brightest quasar image, A, taken on epoch # 2 (14–11–2004). The upper panels
show the detailed spectral decomposition of the BELs, while the middle panel displays the entire spectrum. The continuum is indicated as a dotted
curve. The Gaussian lines and iron pseudo-continuum templates are shown below the spectrum. The bottom panel is the residual for each pixel
normalized by the photon noise per pixel (i.e. the y-axis is the residual flux in units of σ).
In the first step, we identify the underlying nonstellar power-
law continuum from spectral windows that are free (or almost
free) of contributions from the other components, namely the
iron pseudo-continuum and the BELs. We use the windows
1680 ≤ λ ≤ 1710 Å and 3020 ≤ λ ≤ 3080 Å. After visual
inspection of the iron templates by Vestergaard et al. (2001), we
do not expect significant iron emission in these windows.
We characterize the spectral continuum (measured in the
restframe) with a power law fν ∝ ναν , which translates in wave-
length to fλ ∝ λαλ with the relation αν = −(2 + αλ), i.e.
fλ = f0
(
λ
λ0
)αλ
= f0
(
λ
λ0
)−(2+αν)
where λ0 = 2000 Å and where αν is the commonly used canoni-
cal power index.
Next, we fit the BELs with Gaussian profiles. We consider a
sum of three profiles to fit the absorption feature in the C  emis-
sion line. Two profiles are used for the C  line and one single
profile is used to fit simultaneously the O  and Al  lines. All
other BELs are fitted with one single profile. We then subtract
the BELs and the continuum from the spectra. We consider the
residuals as coming from the emission blends of Fe  and Fe .
Hence the averaged and normalized residuals over all epochs
define our first iron pseudo-continuum template. We can then
proceed iteratively by including this pseudo-continuum iron
template in the fitting procedure and rerun it. This gives a
better fitting of the emission lines and defines an improved
iron pseudo-continuum template. After five of these iterations,
typically the fitting does not change significantly anymore.
Figure 10 shows an example of the fitting decomposition de-
scribed above.
4.2. Results
The light curves for the continuum and for the emission lines
can be constructed from the above multi-component decomposi-
tion. We show in Fig. 11 an example of variation in the brightest
quasar image, A, for the continuum and for two BELs. The er-
ror bars give the photon noise, integrated over the corresponding
wavelength range. In the right panel of Fig. 11, we show the
variability of the continuum in intensity, f0, and in slope, αν,
for the 4 quasar images. It is immediately clear that the con-
tinuum variations with the largest amplitude are observed in
image A, between HJD = 3600 and 3900 days, and in im-
age B between HJD = 3300 and 3500 days. These variations are
accompanied by an increase in steepness, i.e. when a quasar im-
age gets brighter, it also gets bluer. This is particularly obvious
in Fig. 12, where f0 and αν are strongly correlated for images A
and B, indicating that significant microlensing events occured in
these two images.
Inaccurate alignment of the quasar images in the slit of the
spectrograph is a possible instrumental effect that can mimic mi-
crolensing changes in the spectral slope of the quasar images.
Indeed, small clipping of one of the quasar images would lead
to a stronger flux loss at the bluer wavelengths, hence produc-
ing a color gradient in the spectrum and a decrease in the mea-
sured value αν. We have checked all the “through-slit” images
taken before each spectrum. Not only do these images show that
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Fig. 11. Left: examples of light curves for the quasar image A. The integrated flux for the continuum, the He , and C  BELs are given from
top to bottom. The continuum is integrated over the entire available wavelength range. In each panel, we fit a scaled version (solid line) of the
OGLE-III light curve (Udalski et al. 2006). This nicely illustrates that the BELs vary simultaneously and proportionally to the continuum. Right:
variability of the best-fit parameters αν and f0 of the continuum (see Sect. 4.1). Note how the changes in slope of the continuum (αν) follow those
of the mean intensity ( f0).
Fig. 12. Correlation between the intensity f0 and slope αν of the con-
tinuum spectra for all four quasar images. The points are connected
chronologically. The first observation epoch is marked by a star and
the last one by a square. The correlation is obvious in images A and B
spanning a broad range of spectral slopes. In these two images, an in-
crease in intensity is accompanied by an increase in steepness, i.e. when
a quasar image gets brighter, it also gets bluer.
the alignment is correct, but it is also very easily reproducible
from one epoch to another, even when the FORS1 has been dis-
mounted from and remounted on the telescope.
We have also checked that our fitting procedure does not in-
troduce any spurious correlation between αν and f0. We check
this by using simulated spectra. In order to do that we take a
reference spectrum for each quasar image and subtract its con-
tinuum. We then take random pairs of (αν, f0) parameters so that
the αν vs. f0 plane is well sampled. We chose 400 such pairs
and create the corresponding continuum to be added to the ref-
erence spectrum. The decomposition procedure is then run on
the 400 spectra. We find no correlation at all between the mea-
sured αν and f0. In addition, the parameters used to build the
simulated spectra are almost perfectly recovered by the decom-
position procedure.
We conclude that genuine chromatic variations are present
in the continuum of all images of QSO 2237+0305. The effect is
most pronounced in image A during the last observing season,
and in image B at the beginning of our monitoring. We show
in the following that these observed variations are, in addition,
well compatible with the OGLE-III single-band photometric
observations.
5. Microlensing variability in the OGLE-III
photometry
The photometric variations in most gravitationally-lensed
quasars are dominated by the intrinsic variations of the
quasar, typically of the order of 0.5−1.5 mag, hence making
them useful to measure the time delays between the quasar
images. Microlensing variations are usually smaller, in the
range 0.05−0.1 mag (e.g. the lensed quasars B 1600+434 by
Burud et al. 2000; RX J0911+0551 by Hjorth et al. 2002;
SBS 1520+530 by Burud et al. 2002b; FBQ 0951+2635 by
Jakobsson et al. 2005).
The Einstein Cross is different from this general behavior
in two ways: (1) the time delays between each pair of images
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Fig. 13. Decomposition of the OGLE-III photometric light curves
(Udalski et al. 2006) of the quasar images, into intrinsic quasar vari-
ations and microlensing-induced variations (see Sect. 5). The intrinsic
variations are shown at the bottom of the figure as a continuous line,
while the pure microlensing variations are the data points. The curves
are shifted arbitrarily along the y-axis for clarity. The tickmarks at the
top show the epochs of our observations.
are expected to be of the order of one day, hardly measurable;
and (2) the microlensing variations dominate the light curves.
For these two reasons, microlensing can be fairly well isolated
in each quasar image, because it acts differently on the four
sightlines.
To separate the intrinsic flux variations of the quasar from the
microlensing ones, we perform a polynomial fit to the OGLE-III
light curves (Udalski et al. 2006) of Fig. 9. This simple and
fully analytical method has been developed by Kochanek et al.
(2006), and is also described by Vuissoz et al. (2007). In the
present application, the variations of each quasar image are mod-
eled as a sum of two Legendre polynomials: one polynomial is
common to all four quasar images and represents the intrinsic
variations of the source while a second polynomial, different for
each quasar image, represents the additional microlensing vari-
ations. In doing so, we rescale the OGLE-III error bars of each
image by a factor equal to the flux ratio between each image and
image C. This rescaling suppresses the potential problem exist-
ing if the fitting procedure considers the variation of image A
(with the highest signal-to-noise) as the intrinsic variation of the
quasar. The chosen order of the polynomial is 7 for the intrinsic
variation, and 10 for the microlensing variation. Higher order
polynomials do not significantly improve the fit. The results are
displayed in Fig. 13, where the intrinsic variation of the source
recovered by the simultaneous fit is shown together with the pure
microlensing variations.
We check the efficiency of our method by generating arti-
ficial light curves and then using the above polynomial fit to
recover the intrinsic and microlensing light curves. These arti-
ficial light curves are generated in the same way as described in
Eigenbrod et al. (2005), and are composed of an intrinsic light
curve to which we add microlensing fluctuations. Both are cre-
ated in a random walk manner (i.e. not from polynomials). They
are constructed to match the variability properties of the actual
light curves, i.e. their timescale and amplitude of variation (for
further details see Eigenbrod et al. 2005). We recover the sim-
ulated intrinsic light curve of the quasar with a typical error of
less than 0.1 mag. The variations of more than 0.4 mag, shown
in Fig. 13, both for microlensing and quasar variations, are well
above the error estimated from the simulated light curves. In our
simulations, we adopt the same photometric error bars as in the
light curves of all quasar images, i.e. the re-scaling of the error
bars described above in the real data is taken into account. If, on
the contrary, we adopt error bars that follow the photon noise,
the fitting procedure considers the highest signal-to-noise light
curve as the intrinsic quasar light curve.
The light curve most affected by microlensing is that of ima-
ge B, with a peak-to-peak amplitude of more than 0.7 mag over
3 years. The other quasar images show microlensing-induced
variations of up to 0.4 mag, with quasar image A having a sharp
event during the last observing season. The intrinsic quasar light
curve displays a variation of about 0.4 mag.
The polynomial decomposition of the light curves are com-
patible with the spectroscopic results. Quasar images A and B,
which have the largest microlensing contribution in Fig. 13, re-
spectively at HJD ∼ 3500 days and HJD ∼ 3900 days, also have
a sharp rise in αν at the same epochs.
6. Microlensing variability in the spectra
Chromatic variations of the continuum of images A and B of
QSO 2237+0305 are clearly seen in our data. In addition, differ-
ential magnification of the continuum with respect to the BELs
is also seen in all four quasar images. Such effects have already
been observed by Lewis et al. (1998) and Wayth et al. (2005),
but only for data over two epochs. Our VLT spectra allow us to
follow the variations over two full years, provided the intrinsic
variations of the quasar are removed.
6.1. Continuum and BELs relative magnifications
Since the time delays in QSO 2237+0305 are negligible, taking
the ratio between the above quantities in pairs of quasar images
cancels the intrinsic variations. Let F(t) be the intrinsic source
flux, and Mi, µi be the macro and microlensing-magnifications
of quasar image i, respectively. The observed flux ratio between
images i and j at time t is then:
Ri j(t) = µi(t) Mi F(t)
µ j(t) M j F(t) e
−(τi−τ j) = µi(t) Mi
µ j(t) M j e
−(τi−τ j)
. (1)
The extinction e−τi remains constant in time and is relatively
similar in all four quasar images as we show in Sect. 6.3. Hence,
it is not expected to strongly affect our results and we will ne-
glect it in the following. The macromagnifications Mi are best
estimated in the mid-IR and radio domain (Falco et al. 1996;
Agol et al. 2000). At these wavelengths, the source size is much
larger than the typical spatial scale in the microcaustics network,
hence leaving it fairly unaffected by microlensing (i.e. µi = 1).
By multiplying Ri j by Mj/Mi, using the mid-IR observations, we
find the pure-microlensing magnification ratios:
ri j(t) = µi(t)
µ j(t) · (2)
In Fig. 14, we show the variations of ri j(t) for the integrated flux
in the main emission lines and in the continuum. We plot in the
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Fig. 14. Microlensing-magnification ratios ri j as a function of time (HJD−2 450 000) for all possible combinations of image pairs. These ratios are
corrected for the macromagnification by the lensing galaxy following Eq. (2). The ratios are given for the continuum, for the BELs He , C ,
C , Mg  and for the iron pseudo-continuum.
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figure all possible combinations of image ratios. Several inter-
esting results can be drawn from this figure:
(a) With the exception of rBD during the last season (i.e.
HJD > 3900 days), none of the ratios ri j are close to 1, mean-
ing that microlensing is acting at least in three quasar im-
ages during the entire monitoring. The evidence for rBD ∼ 1
when HJD > 3900 days supports the absence of significant
microlensing in images B and D during the last observing
season.
(b) All the BELs have ri j , 1 (except rBD). The ri j ratios in the
BELs generally closely follow the value measured for the
continuum. This demonstrates that the BLR is small enough
– probably not larger than a few Einstein radii of a typical
microlens in QSO 2237+0305– so that the BELs can be sig-
nificantly affected. In addition, the variations observed in the
BELs are correlated with those in the continuum.
(c) The largest changes of magnification ratios involve images
A (for HJD ∼ 3900 days) and B (for HJD ∼ 3500 days). This
is seen already in Fig. 13, but the ratios shown here allow us
to make sure that the variations are only due to microlensing.
(d) The ratios rA j and rC j deviate significantly from 1 during
the whole observing period. As an example, we measure
in the continuum (resp. C ) rAD ∼ 2.6 (resp. 2.8) for
HJD < 3900 days and rCD ∼ 1.6 (resp. 1.6). Interestingly,
these ratios have remained roughly the same since the begin-
ning of the OGLE-III campaign (i.e. HJD ∼ 2000 days). Our
values of rAD and rCD are also similar to the value measured
in the H β emission line in August 2002 (HJD = 2496 days)
by Metcalf et al. (2004). This strongly suggests that im-
ages A and C are affected by long-term micro/milli-lensing
on periods longer than 5 years.
(e) The ratio rCD is the most stable ratio along the monitor-
ing campaign, indicating that no major (short) microlensing
event occured in images C or D.
Because of (b) and (e), we can safely consider that during the
time span of our observations, image D is the less affected by
microlensing, both on short (i.e. of the order of a few weeks)
and long timescales (years). This is consistent with the broad-
band microlensing light curves of Fig. 13.
We use image D as a reference to study the “short” mi-
crolensing events affecting image A at HJD ∼ 3900 days and
image B at HJD ∼ 3500 days. During both events the emission
lines are not magnified by the same amount (Fig. 14).
To quantify this, we compute in Table 2 the mean values
of rAD and rBD during microlensing events and in more “quies-
cent” phases. For image A (i.e. rAD), we clearly see in this table
that C , C  and He  show very similar magnification ratios,
while the Mg  line is less magnified.
All the lines are less magnified than the continuum, consis-
tent with a scheme where the continuum is emitted in the most
compact region, and where other emission lines are emitted in
larger regions, the largest region being the one with the low-
est ionization potential (i.e. Mg ). Indeed the ionization poten-
tials of the different lines are 47.9 eV (C ), 24.6 eV (He ),
24.4 eV (C ), and 7.6 eV (Mg ). The difference of magnifi-
cation between C  and Mg  was not observed by Wayth et al.
(2005). For image B, the same global trend is observed except
that the relative errors on the rBD ratios are higher due to the
lower signal-to-noise ratio of the spectra of image B. The effect
is almost absent when rAD and rBD are computed in quiescent
phases of components A and B.
The behaviour of the Fe II+III emission is more difficult to in-
terpret, as this complex is in fact a blend of many lines. However,
Table 2. Mean microlensing ratios for the continuum and for the main
BELs. The mean values for rAD = µA/µD and rBD = µB/µD are com-
puted for the observations around the epoch in the HJD line, i.e. during
microlensing events or during quiescent phases. The values are given
along with the dispersion of the points around the mean.
〈rAD〉 〈rAD〉 〈rBD〉 〈rBD〉
HJD 3900 d 3500 d 3500 d 3300 d
State Micro-A Quiet-A Micro-B Quiet-B
Cont. 3.46 ± 0.24 2.65 ± 0.18 1.28 ± 0.12 0.79 ± 0.05
C  2.89 ± 0.13 2.90 ± 0.11 1.22 ± 0.11 1.15 ± 0.07
He  3.01 ± 0.55 2.70 ± 0.33 1.50 ± 0.23 1.39 ± 0.10
C  2.71 ± 0.07 2.54 ± 0.09 1.17 ± 0.09 1.02 ± 0.04
Mg  2.49 ± 0.10 2.40 ± 0.10 0.88 ± 0.09 0.91 ± 0.04
Fe II+III 2.56 ± 0.23 2.05 ± 0.17 0.99 ± 0.15 0.75 ± 0.09
we note that the Fe II+III complex in image A is microlensed at
about the same level as the Mg  line. In addition, the difference
in magnification of the Fe II+III lines between a microlensing and
a quiet phase is larger than for the other lines. This may sug-
gest differential magnification of the emitting regions within the
Fe II+III complex, i.e. that the Fe II+III is present both in compact
and more extended regions, a conclusion also reached by Sluse
et al. (2007).
6.2. Line profiles
We have discussed in the previous sections the global inten-
sity changes in the emission lines of QSO 2237+0305. We
now investigate the possibility of a change in their profile.
Such profile variations may be caused by differential magni-
fication of regions with different velocities in the BLR. This
can introduce, e.g., asymmetric changes or even peak dis-
placement of the line (Lewis 1998; Abajas et al. 2002; Lewis
& Ibata 2004). Observational evidence for profile variations
has been reported, e.g. in HE 2149-27 (Burud et al. 2002a);
SDSS 1004+4112 (Richards et al. 2004; Gómez-Álvarez et al.
2006); SDSS J0924+0219 (Eigenbrod et al. 2006a); and
RXJ 1131−1231 (Sluse et al. 2007).
We study the variability of the emission lines in the four
quasar images using the continuum-subtracted spectra obtained
from the decomposition procedure of Sect. 4.1. We concentrate
on the C  emission line, which is easily decomposed into a sum
of two components with full-width-half-maximum values about
1100 km s−1 and 5000 km s−1. We will refer to these compo-
nents in the following as the “narrow” and “broad” components,
although the difference made here between narrow and broad is
only phenomenological. In particular, the narrow component is
not associated, a priori, with the narrow line region (NLR).
We measure the microlensing magnification ratio
µi(narrow)/µi(broad) for the C  emission line in each
quasar image. In image A, the magnification of the broad
component is ∼1.8 times larger than the magnification of
the narrow component, and this does not change drastically
along our whole monitoring campaign. In the other quasar
images, the microlensing-magnification of the narrow and broad
components are comparable. This implies that the C  emission
line is microlensed globally in all images, except in A. In the
latter image, the broadest part of the line is more microlensed
than the core, indicating that the broadest component of the
C  emission is emitted in a more compact region than the core
of the emission line.
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Fig. 15. The C  (left) and C  (right) BEL profiles for quasar images A, B, C and D as observed at epoch # 1 (14–10–2004, dotted) and epoch
# 24 (27-07-2006, solid). The first epoch is used as a reference while the second epoch falls within the high-magnification episode that occured
at HJD ∼ 3900 days in image A (Sect. 6.2). In order to properly show the extra-magnification of the line wings during the strong microlensing
episode of image A, we have multiplied the line profile in A observed on 14–10–2004 by a factor 1.05.
The core of the narrow C  emission line is probably as-
sociated mainly with photons emitted by the NLR: we observe
nearly the same magnification ratio between the narrow and the
broad components of the C  emission line than is reported
between the narrow O  and the broad H β emission lines
(Metcalf et al. 2004). This gives a hint that the narrow com-
ponent of the C  emission line may be partly emitted by the
NLR.
However, we do not measure the same microlensing-
magnification ratios ri j in the narrow C  emission as those
measured by Metcalf et al. (2004) in the narrow O  emission
line. The rBC, rBD, rCD ratios measured by these authors are simi-
lar for the H β BEL and for the narrow O  emission line, but are
different from 1, which may be interpreted as a consequence of
the microlensing of the NLR. If the NLR is indeed microlensed,
the discrepancy between our values and the ones by Metcalf et al.
(2004) can simply be explained by the fact that the amplitude of
microlensing changes with time. However, there are also two
other possible explanations. First, the size of the O  emission
region might be comparable with the size of the macrocaustic of
the lensing galaxy, such that the O  lensed images are extended
and can be resolved by integral field spectroscopy (Metcalf et al.
2004; Yonehara 2006). This may lead to uncertainties in the
flux measurements depending on the chosen size of the aper-
ture. Finally, the discrepancy may be explained as well in terms
of extinction by the lens (see Sect. 6.3).
The details of the C  profile also show variations. Our spec-
tra show evidence for systematic broadening, by ∼10% of the
C  emission line in quasar image A during our last observing
season (HJD > 3900 days; Fig. 15). In addition, we note ev-
idence for variations in the central parts of the C  emission
lines in all components and at most epochs. An example of these
variations is shown in Fig. 15. Their interpretation will be much
more complex than for the C  due to the decomposition of
the line into three emission components plus an absorber-like
feature.
To look for distortions in the line profiles of images B, C,
and D, we normalize the continuum-subtracted spectra of all im-
ages so that they share the same C  central intensity. The re-
sult is shown for selected epochs in Fig. 16. With this choice of
normalization and in the absence of microlensing, the C  lines
at a single epoch would match perfectly. It is conspicuous in
Fig. 16 that this is not the case. First, we clearly see the effect
of differential magnification between the core and the wings of
image A at all epochs (the wings of C  in image A are al-
ways larger than in the other emission lines). The emission lines
in B, C, and D are more similar to one another but there is no
epoch where the three line profiles match perfectly, indicative
that small microlensing fluctuations affect the C  line. Image C
also shows line profile variations, even though the effect is less
pronounced than in image A. Finally, we note the absence of any
strong line profile variations of image B during the short-term
microlensing event occuring in that image at HJD ∼ 3500 days.
6.3. Differential extinction by the lensing galaxy
Most of the magnification ratios ri j fluctuate around a mean
value. The fluctuations themselves can only be explained by mi-
crolensing, but the value of the mean 〈ri j〉 is usually different
from 1 during our observations. This can, in principle, be ex-
plained either by long-term microlensing or by non variable ex-
tinction by dust in the lens.
In order to test the latter hypothesis, we use a simple and
empirical diagnostic using ratio spectra of pairs of quasar im-
ages. In the absence of reddening and microlensing, these ratio
spectra should be flat. If dust is present in different amounts on
the lines of sight of the images, the ratio spectra will show a
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Fig. 16. Comparison of the C  BEL profiles of images A, B, C and D of the lensed quasar QSO 2237+0305 on 6 different epochs. The line profiles
are normalized so that they have the same peak value. This representation illustrates the difference in the line profiles of the 4 lensed images at
several epochs. The most striking effect is the larger wings observed at all epochs in image A. These larger wings are caused by differential
microlensing between the wings and the core of the C  line. Small microlensing induced fluctuations of the lines profiles are also observed in
images B, C, and D. The epochs are chosen to sample the whole observing period.
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non-zero slope, constant with time. Any time-variable change of
slope can safely be attributed to microlensing.
We find that the most useful pairs are the ones formed by
A&C, B&C, and C&D. Indeed, the C/D ratio spectrum is found
to be almost flat all along the years, indicating no significant
differential extinction. This is not the case for the two other
pairs of ratio spectra which show reddening of image C rela-
tive to both A and B, as also reported by Yee (1988). We es-
timate this differential reddening using the extinction law by
Cardelli et al. (1989) and by assuming RV = 3.1. We find that
the differential extinction AV (C) − AV (A) ' AV (C) − AV (B) is in
the range 0.1–0.3 mag. This range of values is sufficient to ex-
plain the discrepancy found between the ri j ratios measured in
the C  narrow component and in O  of Sect. 6.2.
Finally, our estimates of the extinction in the lens are too
small to explain the highest values of the mean magnification
ratios observed in Fig. 14 and Table 2. For instance, the mean
of the rAB or rAD ratio reaches values larger than 2. Static, long-
term microlensing is therefore present in the Einstein Cross, at
least in images A and C.
7. Conclusions
This paper presents the first long-term (2.2 years) and well-
sampled spectrophotometric monitoring of a gravitationally
lensed quasar, namely the Einstein Cross QSO 2237+0305. The
mean temporal sampling is of one observation every second
week. The observations are carried out with the VLT in a novel
way, using the spectra of PSF stars, both to deblend the quasar
images from the lensing galaxy and to carry out a very accu-
rate flux calibration. This paper, the first of a series, describes
the observations and the techniques used to extract the scientific
information from the data.
Detailed inverse ray-shooting simulations will be needed to
infer quantitative information on the internal structure of the
lensed quasar, and will be the topic of the future papers. The
main observational facts that these simulations will need to take
into account can be summarized as follows.
We find that all images of QSO 2237+0305 are affected by
microlensing both on the long and short timescales. Comparison
of the image flux ratios with mid-IR measurements reveals that
quasar images A and C are both affected by long-term microlens-
ing on a period longer than 5 years. This long-term microlensing
affects both the continuum and the BELs.
Furthermore, in quasar image A, the broad component of the
C  line is magnified by a factor 1.8 larger than the narrow com-
ponent. On the contrary, the other quasar images have the same
magnification in the narrow and broad components.
On the short timescales, i.e. several months, images A and
B are the most affected by microlensing during our monitor-
ing campaign. Image C and especially D are the most qui-
escent. Image A shows an important brightening episode at
HJD ∼ 3900 days, and image B at HJD ∼ 3500 days. We show
that the continuum of these two images becomes bluer as they
get brighter, as expected from microlensing magnification of an
accretion disk.
We also report microlensing-induced variations of the BELs,
both in their integrated line intensities and in their profiles. In im-
age A, we find that the profile of the C  line is broadened dur-
ing the brightening episode at HJD ∼ 3900 days. The C  line
profile in image C seems also to be broadened at several epochs.
Broadening of the BELs in image B is less obvious.
Variations in the BEL intensities are detected mainly in im-
ages A and B. Our measurements suggest that higher ionization
BELs like C , C , are more magnified than lower ionization
lines like Mg . This is compatible with reverberation mapping
studies and a stratified structure of the BLR. There is marginal
evidence that regions of different sizes are responsible for the
Fe ii+iii emission.
Finally, we estimate the differential extinction between pairs
of quasar images due to dust in the lensing galaxy to be in the
range 0.1–0.3 mag, with images C and D being the most red-
dened. This amount of differential extinction is too small to
explain the large microlensing-magnification ratios involving
images A and C. Long-term microlensing, beyond the duration
of our observations, is therefore present in these images.
The timescales of the microlensing variations in
QSO 2237+0305 are such that each microlensing event
lasts about one observing season (i.e. 8 months), with gaps of
several months between events. This means that a relatively
loose observing rate of 1 spectrum every 15 days is sufficient to
sample the events well enough. In addition, the Einstein Cross
is the lensed quasar with the fastest and sharpest microlensing
events. It is therefore unique in the sense that only a few
years of monitoring can truly constrain the quasar structure on
parsec scales (Kochanek 2004). In addition, in the case of the
Einstein Cross, the very different behaviours of the BELs and
the continuum with respect to microlensing offer considerable
hope to reconstruct the two types of regions independently,
using ray-shooting simulations.
With two more years of data, we expect to map a total of up
to half a dozen microlensing events in the four quasar images,
hence providing a unique and useful data set for microlensing
and quasar studies.
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7.6 Paper presenting the determination of the energy pro-
file of the accretion disk in QSO 2237+0305
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ABSTRACT
We present the continuation of our long-term spectroscopic monitoring of the gravitationally lensed quasar QSO 2237+0305. We
investigate the chromatic variations observed in the UV/optical continuum of both quasar images A and B, and compare them with
numerical simulations to infer the energy profile of the quasar accretion disk. Our procedure combines the microlensing ray-shooting
technique with Bayesian analysis, and derives probability distributions for the source sizes as a function of wavelength. We find that
the effective caustic crossing timescale is 4.0 ± 1.0 months. Using a robust prior on the effective transverse velocity, we find that the
source responsible for the UV/optical continuum has an energy profile well reproduced by a power-law R ∝ λζ with ζ = 1.2 ± 0.3,
where R is the source size responsible for the emission at wavelength λ. This is the first accurate, model-independent determination
of the energy profile of a quasar accretion disk on such small scales.
Key words. gravitational lensing – quasars: individual: QSO 2237+0305 – accretion, accretion disks
1. Introduction
Soon after quasars were discovered, it was suggested that they
are powered by the accretion of gas on to supermassive black
holes at the centers of galaxies. Since the infalling matter has
non-zero angular momentum, it forms a disk spinning around the
central black hole (Lynden-Bell 1969). Viscosity within the disk
is thought to result in an outward transfer of angular momentum,
thereby allowing the material to spiral gradually inward, heating
the disk and causing it to emit intensely over a wide range of
wavelengths (Shields 1978).
Despite the numerous studies addressing the subject, there
are still very few direct observational constraints on the spa-
tial structure of quasar accretion disks. Quasars are located at
cosmological distances, and it is particularly difficult to observe
the inner regions of these objects. Direct imaging of the inner
milli-parsec of a quasar would require angular resolutions on the
order of micro- or even nano-arcseconds. There is currently no
instrument capable of such performance. Fortunately, nature has
provided us with a cosmic magnifying glass in the form of grav-
itational lensing, which helps to resolve the source, and to reveal
the spatial structure of its most inner parts.
? Based on observations made with ESO Telescopes at the Paranal
Observatory under program ID 073.B-0243, 074.B-0270, 075.B-0350,
076.B-0197, 177.B-0615.
?? Table 6 is only available in electronic form at
http://www.aanda.org
Our target is QSO 2237+0305. It was discovered by Huchra
et al. (1985) during the Center for Astrophysics Redshift Survey,
and is also known as “Huchra’s lens” or the “Einstein Cross”.
It is probably the most studied gravitationally lensed quasar. It
consists of a zs = 1.695 source gravitationally lensed into four
images arranged in a cross-like pattern around the nucleus of a
zl = 0.039 barred Sab galaxy. The average projected distance of
the images from the lens center is 0.9′′.
Gravitational lensing is achromatic, in the sense that pho-
tons are deflected the same way regardless of their wavelength.
However, lensing is sensitive to the source size, and quasar ac-
cretion disks are known to vary chromatically from the center to
the edge. As a consequence, microlensing of the disk by stars
located in the lensing galaxy will affect the quasar images inde-
pendently, inducing chromatic differences in the spectra of the
images (Wambsganss & Paczyn´ski 1991). These differences are
directly linked to the energy profile of the disk, i.e. the scaling
between the wavelength and the corresponding size of the source
emitting at that wavelength. As a consequence, microlensing-
induced flux variations can be used to constrain the energy pro-
file of the quasar accretion disk.
Rauch & Blandford (1991) were the first to use this
technique, and for the Einstein Cross, they found that the
near-ultraviolet emission regions were smaller than expected
for thermal emission from an accretion disk. However, more
modern work in this system and other gravitational lenses
have generally reached the opposite conclusion. For instance,
Article published by EDP Sciences
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Pooley et al. (2007) finds that the near-ultraviolet emission re-
gions of ten lensed quasars are a factor of 3−30 larger than the
size predicted by simple accretion disk models to produce the
observed optical flux. In a more quantitative analysis, Morgan
et al. (2007) use the microlensing variability observed for nine
gravitationally lensed quasars to show that the accretion disk size
is consistent with the expectation from thin disk theory (Shakura
& Sunyaev 1973). However, these sizes are larger, by a factor of
∼3, than the size needed to produce the observed infrared flux
by thermal radiation from a thin disk.
The Einstein Cross is particularly well suited for microlens-
ing studies, because of the symmetric configuration of the lensed
images, which results in very short time delays, and because of
the low redshift of the lensing galaxy, which places the lensed
images in the bulge of the lensing galaxy, where the probability
of microlensing by stars is high. Because of this, the Einstein
Cross has been intensely monitored by different projects (e.g.,
Corrigan et al. 1991; Ostensen et al. 1996; Alcalde et al. 2002;
Schmidt et al. 2002). The project having the longest duration
and the best sampling rate is the Optical Gravitational Lensing
Experiment (OGLE) (Woz´niak et al. 2000a,b; Udalski et al.
2006). OGLE has monitored QSO 2237+0305 since 1997, and
delivers the most complete lightcurves for this system.
Unfortunately, these monitoring campaigns are usually con-
ducted in one photometric band, and hence they can be used
to constrain the source size, but not the energy profile, which
requires at least two bands. Multi-band monitoring is one ap-
proach, but even more effective is long-term spectrophotomet-
ric monitoring, as described in our first paper (Eigenbrod et al.
2008, Paper I in the following). In this previous contribution,
we describe our observations and data analysis, and report sig-
nificant flux variations in the continuum and broad emission
lines of the spectra of the four lensed images, indicating that
both the continuum emitting region and the broad line region are
microlensed.
Quasars are known to vary intrinsically, and in order to ex-
tract the microlensing-induced flux variations, we need to re-
move the intrinsic fluctuations from the lightcurves. In practice
we do this by considering the difference between the light curves
of two images. In the present study we focus on the lightcurves
of images A and B, because they are the two images undergoing
the strongest flux variations within the time span of our observa-
tions. In the case of QSO 2237+0305, we can neglect the time
delays between the images, because they are expected to be on
the order of one day or less (Schneider et al. 1988; Rix et al.
1992; Wambsganss & Paczyn´ski 1994). We also know that the
observed flux F of a lensed quasar image is the product of the
unlensed flux F0 of the source, the extinction e−τ, and the macro
and micro-magnification µmacro and µmicro
F = µmicro µmacro e−τ F0.
As observed in Paper I, image A is affected by long-
term (more than 5 years) microlensing. Hence the micro-
magnification µmicro has two components over the time span of
our observation: one constant long-term magnification µ˜micro,
and one variable short-term µ′
micro(t)
µmicro(t) = µ′micro(t) µ˜micro.
We shall mention that this separation in long and short-term
microlensing is purely empirical, and only reflects the impos-
sibility of retrieving the intrinsic source flux. The difference
in magnitude ∆m between image A and B is given by ∆m =
−2.5 log(FA/FB).
As observed in Paper I, the extinction remains constant
in time in all four images of the Einstein Cross. The macro-
magnification given in Table 3 results in a constant magnitude
difference on the order of −0.1 mag between images A and B.
As a consequence, the time variability that we observe in ∆m is
only due to short-term microlensing
∆m = −2.5 log
(
µ′
micro,A
µ′
micro.B
)
+ m0
where m0 is a constant. Microlensing depends on the source
size. Smaller sources are more strongly affected by microlens-
ing than larger sources. We also know that bluer photons are
emitted closer to the center of a quasar than redder ones.
Hence we expect stronger variations of ∆m at bluer wavelengths
(Wambsganss & Paczyn´ski 1991).
In this paper, we use this chromatic behavior of microlens-
ing to compare the observed variability of ∆m at different wave-
lengths with numerical simulations. Using Bayesian analysis
similar to Kochanek (2004) and Anguita et al. (2008), we derive
the probability distributions for the size of the source emitting at
a given wavelength. This eventually defines the energy profile of
the quasar accretion disk.
In the following, we consider a flat cosmology with
(Ωm, ΩΛ) = (0.3, 0.7) and H0 = 70 km s−1 Mpc−1.
2. Observations
We use two different data sets for this study. The first one is the
well sampled V-band lightcurves of the OGLE1 project (Udalski
et al. 2006), from which we select the data between Julian
days 2 453 126 (April 30, 2004) and 2 454 439 (December 4,
2007), and which comprises 352 data points. We bin the data
points separate by less than one day, and are left with 181 points
for which we recompute the errors as described in Sect. 4.
The second data set is our deep spectrophotometric mon-
itoring obtained with the FORS1 spectrograph mounted on
the Very Large Telescope (VLT) of the European Southern
Observatory (ESO). In Paper I, we presented the spectra of all
four quasar images on 31 different epochs between October 2004
and December 2006. We have now completed one more year of
monitoring, and a total of 43 different epochs spanning more
than three years until December 2007 are now available. The
journal of the new observations is given in Table 1. We remind
that we use two masks for the spectroscopic observations. The
mask 1 has a slit centered on quasar images A and D, while
the mask 2 has a slit centered on B and C. In the present study,
we are interested in the difference magnitude ∆m between im-
ages A and B. Thus, we will only consider the epochs where
both masks 1 and 2 (see Paper I), and hence both quasar images
have been observed on the same night. We therefore drop the
epochs with ID 7, 8, 10, and 30, which reduces the number of
usable epochs to 39. The reduction and further processing of the
new data are done following the same procedure as described in
Paper I; we spatially deconvolve our spectra to remove the lens-
ing galaxy, and we decompose the spectra into a sum of broad
emission lines, continuum and iron pseudo-continuum. We fit
the continuum with a power-law
fν ∝ ναν ⇒ fλ = f0 (λ/λ0)−(2+αν)
where λ0 = 2000 Å in the source frame, and where αν is the
commonly used canonical power index.
1 http://www.astrouw.edu.pl/~ogle/ogle3/huchra.html
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Table 1. Journal of the second part of our spectroscopic monitoring of
QSO 2237+0305. The Julian dates are given in HJD-2 450 000.
ID Civil date HJD Mask Seeing [′′] Airmass
32 10−07−2007 4292 1 0.63 1.153
2 0.55 1.132
33 15−07−2007 4297 1 0.57 1.158
2 0.54 1.220
34 25−07−2007 4307 1 0.79 1.231
2 0.83 1.161
35 03−08−2007 4316 1 0.68 1.412
2 0.68 1.278
36 27−08−2007 4340 1 0.88 1.133
2 0.89 1.143
37 06−09−2007 4350 1 0.67 1.396
2 0.72 1.252
38 20−09−2007 4364 1 0.73 1.230
2 0.83 1.167
39 23−09−2007 4367 1 1.23 1.530
2 1.10 1.344
40 05−10−2007 4379 1 0.59 1.153
2 0.55 1.132
41 10−10−2007 4384 1 0.76 1.283
2 0.64 1.195
42 15−11−2007 4420 1 1.07 1.189
16−11−2007 4421 2 0.80 1.148
43 01−12−2007 4436 1 1.00 1.502
2 0.82 1.318
Table 2. Wavelength intervals and central wavelength λc (in Å measured
in the source frame) of the six photometric bands.
Band [λmin, λmax] λc
1 [1500, 1750] 1625
2 [1750, 2000] 1875
3 [2000, 2250] 2125
4 [2250, 2500] 2375
5 [2500, 2750] 2625
6 [2750, 3000] 2875
Based on this method, we could identify strong variations
in the exponent αν and intensity f0 in the spectra of quasar im-
ages A and B. This indicates that the amplitude of the variations
are significantly higher in the blue than in the red part of the
spectra. In order to study in more detail these chromatic fluctu-
ations of the continuum, we define six wavelength ranges, that
we will use as photometric bands. The bands all have the same
width and cover the whole wavelength range between 1500 and
3000 Å measured in the source frame, see Table 2. For each of
these bands we compute the ∆m lightcurve by integrating the
continuum power-law in the corresponding wavelength range.
We give the corresponding AB magnitudes of the four quasar
images in Table 6. By subtracting the magnitude of image B
from that of image A, we obtain six 39-epoch lightcurves, as
displayed in Fig. 1. We immediately see that the lightcurves for
the redder bands (e.g. band #6) vary less that the bluer ones (e.g.
band #1).
3. Microlensing simulations
In order to simulate the microlensing effects, we have to choose
a macro-model for the lensing galaxy. Many models have been
proposed for the Einstein Cross (see for instance the summary
in Table 2 of Wyithe et al. 2002). We choose the macro-model
Fig. 1. The difference lightcurve ∆m between quasar images A and B
measured in different wavelength bands. For clarity we shift the curves
along the vertical direction. The binned OGLE observations with
181 data points measured in the V-band (Udalski et al. 2006). From
our 39-epoch spectrophotometric monitoring, we compute the differ-
ence lightcurves of the continuum integrated in the six bands defined in
Table 2.
Table 3. Macro-lensing parameters for images A and B from Kochanek
(2004).
Image κ γ µmacro
A 0.394 0.395 4.735
B 0.375 0.390 4.192
proposed by Kochanek (2004). The surface density κ, the
shear γ, and the corresponding macro-magnifications µmacro are
given in Table 3. The convergence κ is usually separated into
a compact matter distribution κ? and a smooth matter distri-
bution κc composed of gas and dark matter. However, as the
quasar images are located within the bulge of the lensing galaxy,
we do not expect a strong contribution from the smooth matter
(Kochanek et al. 2007), so we neglect κc, which amounts to as-
suming the entire surface mass density is in stars (i.e. κ = κ?).
The next step is to define the mass distribution of the mi-
crolenses. Earlier investigations of microlensing have led to the
conclusion that the magnification probability distribution is not
very sensitive to the mass function of the microlenses (e.g.
Wambsganss 1992; Lewis & Irwin 1995; Wyithe & Turner 2001;
Congdon et al. 2007), but that it depends on the mean microlens
mass 〈M〉, which sets the parameter scales, such as the Einstein
radius. The determination of 〈M〉 is not trivial because of the
degeneracies existing between 〈M〉, the effective transverse ve-
locity, and the source size. Several studies succeeded in getting
an estimate of 〈M〉, and currently favor 〈M〉 ' 0.1 M (e.g.
Wambsganss et al. 1990b; Lewis & Irwin 1996). We will as-
sume this value for all the microlenses distributed in the lens
plane. This value is also consistent with the mean mass found by
the MACHO collaboration who studied microlensing from ob-
jects located towards the bulge of the Milky Way (Alcock et al.
1997). See also Wyithe et al. (2000b), who give a summary of
the determinations of microlens masses in other galaxies.
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The masses of the microlenses sets the Einstein radius rE.
For QSO 2237+0305, the Einstein radius projects in the source
plane as
rE = Ds
√
4 G〈M〉
c2
Dls
DsDl
= 5.77 × 1016 〈M/0.1 M〉1/2 cm.
Having defined κ, γ and the mass of the microlenses, we can
go one step further in our simulations, and start generating large
magnification patterns for the two quasar images A and B. We do
this using the inverse ray-shooting method (Wambsganss 1990;
Wambsganss et al. 1990a). For each image, we shoot approxi-
mately 1011 rays from the observer through the lens plane back
to the source plane, where the rays are collected in a 10 000 by
10 000 pixels array, corresponding to 100 by 100 Einstein radii.
In order to study a sample of different source sizes, the mag-
nification patterns are convolved with a set of source profiles.
Microlensing-induced flux variations are relatively insensitive
to the source profile, but they depend on its characteristic size.
Mortonson et al. (2005) showed that the half-light radius is the
most important quantity for controlling the shape of microlens-
ing light curves, whereas the source profile is less important. For
simplicity we choose a Gaussian profile for the surface bright-
ness, and we define the size of the source as the Full Width at
Half Maximum (FWHM), which is twice as large as the half-
light radius, and 2.35 greater than the Gaussian width σ.
The relative size of source with respect to the Einstein ra-
dius controls the smoothing of the magnification pattern. Very
large source sizes (i.e. larger than 4 rE) produce magnification
patterns that are so strongly smoothed, that they are unable to
account for the amplitude (i.e. higher than 1 mag) of the flux
variations seen in the OGLE lightcurves. Hence, as was shown
in previous studies (e.g. Wyithe et al. 2000a; Yonehara 2001), we
can safely rule out continuum source sizes larger than 4 rE. On
the other hand, very small source sizes (i.e. smaller than 0.01 rE)
give very moderately smoothed magnification patterns, which
lead to sharp magnification events that are not observed in the
OGLE lightcurves. The lower bound found in that way for the
source size is 0.01 rE (e.g. Kochanek 2004; Anguita et al. 2008).
In the present study, we vary the FWHM of the Gaussian
profile from 1 to 400 pixels, which corresponds to 0.01 rE and
4.00 rE, respectively. We consider 45 different source sizes be-
tween these two extreme values. They are 1, 2, 4, 6, 8, 10, 12,
14, 16, 18, 20, 22, 24, 26, 28, 30, 35, 40, 45, 50, 55, 60, 65, 70,
75, 80, 85, 90, 95, 100, 120, 140, 160, 180, 200, 220, 240, 260,
280, 300, 320, 340, 360, 380, and 400 pixels.
4. Microlensing simulations fitting the OGLE data
Our simulations are conducted following the method described
in Kochanek (2004). This technique is based on a Bayesian anal-
ysis, that determines the probability distributions for the physical
parameters of interest by comparing trial lightcurves with the ob-
served data. Because we want to infer probability distributions,
we need to simulate a large number of these trial lightcurves
in order to obtain a statistically significant sample. Thus, for
each of our 45 source sizes, we simulate 10 000 light curves for
both quasar images A and B by tracing source trajectories across
the corresponding magnification patterns. We extract the pixel
counts along the positions of the trajectory using bi-linear inter-
polation and we convert them into magnitudes. We subtract the
simulated lightcurve of image B from that of image A, and ob-
tain a total of 4.5 × 105 difference lightcurves (10 000 for 45 dif-
ferent source sizes). Eventually, we want to compare this large
library of simulated difference lightcurves to the ∆m observed in
the OGLE data, but before we do that, we specify some charac-
teristics of the simulated source trajectories.
The simulated lightcurves are obtained from source trajecto-
ries across the magnification patterns, and these trajectories are
characterized by parameters of two kinds: physical and trajec-
tory parameters. The physical parameters are the local magni-
fication tensor κ and γ, the mass 〈M〉 of the microlenses, the
size Rs of the source, the effective transverse velocity V of
the source, and the magnitude offset m0 between the two im-
ages due to a combination of the macro-magnification, long-
term microlensing, and differential extinction between the im-
ages. Because the scales of the magnification patterns are de-
fined in terms of Einstein radii, our computational variables
for the source size and velocity are in fact the scaled source
size ˆRs = Rs/〈M/0.1 M〉1/2 and the scaled transverse veloc-
ity ˆV = V/〈M/0.1 M〉1/2. Following these definitions, ˆRs is the
relative size of the source with respect to the Einstein radius,
and ˆV is the velocity with which the source is moving across the
magnification pattern.
Each source trajectory is also defined by the trajectory pa-
rameters (θ, x0,A, x0,B), where θ is the direction angle, x0,A are
the coordinates of the starting point in the magnification pattern
of image A, and x0,B in the pattern of image B. The trajectory is
constrained to have identical directions θ and velocities V across
the patterns of images A and B. The direction is set to be the
same in both patterns because the shear direction between im-
ages A and B is approximately the same (Witt & Mao 1994),
and because we assume the motion of the source to be primarily
due to the bulk motion of the lensing galaxy rather than to the in-
dividual motions of the stars. Kundic & Wambsganss (1993) and
Wambsganss & Kundic (1995) show that the velocity dispersion
of the stars can statistically be interpreted as a bulk velocity ar-
tificially increased by an efficiency factor a ' 1.3.
For each particular choice of the parameters, that we write
p = (κ, γ, 〈M〉, ˆRs, ˆV,m0, θ, x0,A, x0,B), we get one simulated dif-
ference lightcurve ∆m′k(p), that can be compared to the observed
data D = ∆mk by measuring the goodness of fit with a χ2 statistic
χ2OGLE(p) =
nobs∑
k=1
(
∆mk − ∆m′k(p)
σk
)2
where σk are the uncertainties of the OGLE data, and nobs =
181 is the number of the binned OGLE data points. We deter-
mine the σk from the photometric errors σOGLE given by the
OGLE project, from the standard deviation between the binned
pointsσbin, and from the systematic error of the OGLE dataσsys,
with σ2k = σ
2
OGLE + σ
2
bin + σ
2
sys. We estimate the systematic er-
ror σsys by carrying out a polynomial fit of the OGLE difference
lightcurve ∆mk, using a polynomial of high enough order that
the residuals are uncorrelated, i.e. such that the auto-correlation
function of the residuals reduces to less than 0.5 within a sepa-
ration of a few data points. We find that a polynomial on order 7
is sufficient, and σsys = 0.03 mag.
By varying the parameters we construct our library of 4.5 ×
105 lightcurves. This produces an ensemble of models, which
given the data and using Bayesian analysis (see Sect. 5) can in-
fer the probability distributions for the parameters. The size of
the magnification patterns is approximately one hundred times
greater than the time scale of the observations multiplied by the
effective velocity. Hence the available parameter space is huge,
and it is relatively easy to find good fits to the data.
In our simulations we fix the values of κ, γ, and 〈M〉,
and are left with the following set of variable parameters
175
A. Eigenbrod et al.: Microlensing variability in the Einstein Cross. II. 937
Fig. 2. Examples of six simulated lightcurves fitting the observed OGLE
difference lightcurve ∆m between quasar images A and B.
p = ( ˆRs, ˆV,m0, θ, x0,A, x0,B). The physical parameters that we
want to investigate are the source size and the effective trans-
verse velocity. The other parameters, i.e. (m0, θ, x0,A, x0,B), have
no direct physical implications, and can be chosen arbitrarily.
They are therefore called nuisance parameters. The influence of
these parameters on the inferred probability distributions of ˆRs
and ˆV vanishes when using Bayesian analysis and a sufficiently
large library of simulated lightcurves, as described in Sect. 5.
A first guess for the nuisance parameters (m0, θ, x0,A, x0,B)
is chosen randomly following a uniform distribution. In the
Bayesian analysis, lightcurves with low χ2OGLE values have rela-
tively higher weights, and contribute more to the final probability
distributions. An effective and fast method consists in searching
for trajectories with low χ2OGLE values. To do this and hence min-
imize the necessary computing time, we follow the procedure
described in Anguita et al. (2008), and optimize the seven pa-
rameters ( ˆV ,m0, θ, x0,A, x0,B) with a χ2-based minimization al-
gorithm using a Levenberg-Marquardt least squares routine in
2. We verify that this minimization technique still samples
uniformly the whole magnification pattern. Finally we obtain a
trajectory library containing 4.5 × 105 trajectories (10 000 tra-
jectories for 45 different source sizes) fitting the OGLE data. All
the source trajectories have a reduced χ2OGLE/nd.o.f. < 10, where
nd.o.f. = 345 is the number of degrees of freedom, i.e. the number
of observations minus the number of fitted parameters (here 7).
Six examples of the simulated lightcurves are given in Fig. 2.
5. Bayesian analysis
In the previous section, we have described how we build
our large library of trial lightcurves. We will now use these
lightcurves to determine the probability distributions for the pa-
rameters ˆRs and ˆV based on Bayesian analysis as described by
Kochanek (2004). Following Bayes’ theorem the probability of
the parameters p = (κ, γ, 〈M〉, ˆRs, ˆV ,m0, θ, x0,A, x0,B), given the
data D = ∆mk, is
P(p|D) = P(D|p) P(p)
P(D) =
L(D|p)
N
P(p)
2 http://cow.physics.wisc.edu/~craigm/idl/
where P(p) is the prior, L(D|p) is the likelihood and N is a nor-
malization constant.
We do not have any prior information either on the trajectory
parameters θ, x0,A, x0,B or on the magnitude offset m0. Therefore
we choose these parameters from a random and uniform distri-
bution. This means that the corresponding priors P(m0), P(θ),
P(x0,A), and P(x0,B) are constant. We also assume that the pa-
rameters are independent, i.e. that
P(p) = P(κ) P(γ) P(〈M〉) P( ˆRs) P( ˆV) P(m0) P(θ) P(x0,A) P(x0,B).
We define the relative likelihoods of the parameters p based on
the χ2 statistics. Usually, this is done following the standard ap-
proach for ensemble analysis (e.g., Sambridge 1999), which uses
the maximum likelihood estimator
L(D|p) = exp
(
−1
2
χ2(p)
)
.
However, as noted by Kochanek (2004), using this standard esti-
mator for the OGLE data works poorly because we are compar-
ing the probabilities of completely different light curves rather
than models related to each other by continuous changes of pa-
rameters. To circumvent this, we use the likelihood estimator
proposed by Kochanek (2004)
L(D|p) = Γ
[
nd.o.f. − 2
2
,
χ2(p)
2
]
where Γ is an incomplete Gamma function. Finally, all Bayesian
parameter estimates have to be normalized by the requirement
that the total probability is unity, i.e.
∫
P(p|D) dp = 1 and hence
N =
∫
L(D|p) P(p) dp.
In practice we sum the probabilities for our random sampling of
trajectories, which is equivalent to using Monte Carlo integra-
tion methods to compute the integral over the ensemble of all
possible trajectories. The sum over the random trajectories will
converge to the true integral provided we consider a sufficiently
large number of trajectories. The probability of a trajectory j
(defined by the set of parameters p j) given the data D is
P(p j|D) = L(D|p j) P(
ˆRs, j) P( ˆV j)∑n
j=1 L(D|p j) P( ˆRs, j) P( ˆV j)
(1)
where n is the total number of trajectories in the library, and
P( ˆRs, j) and P( ˆV j) are the priors on the source size and velocity,
respectively. The priors on the other parameters are the same
for all trajectories, and cancel out in the fraction above. The
final probability distribution of the parameters are obtained by
summing the probabilities P(p j|D) of all the trajectories j of
the library.
The prior P( ˆRs, j) is required because we have not uniformly
sampled the parameter space of the source size. We have to cor-
rect for this. The prior P( ˆRs, j) is related to the density of tra-
jectories as a function of ˆRs, j given our sampling of the source
size in 45 different bins. Each bin contains 10 000 trajectories.
Therefore, small bins have higher densities, and the correspond-
ing P( ˆRs, j) should be proportionally lower to compensate this ef-
fect, i.e. if the size of bin b is lb, and if ˆRs, j falls in this bin, then
P( ˆRs, j) ∝ lb. Thus each bin has the same density of trajectories.
As already mentioned, there is a strong, essentially linear,
correlation between ˆRs and ˆV , i.e. ˆRs ∝ ˆV x where x ' 1
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Fig. 3. Left: the probability distributions for the FWHM ˆRs of the source, based on the OGLE data. We consider two cases, one with and another
without the prior on the velocity. Center: same as left panel, but for the effective transverse velocity ˆV . Right: the probability distributions for the
ratio ˆRs/ ˆV .
(Kochanek 2004). Furthermore, ˆRs and ˆV are both defined as
functions of 〈M〉, which imply degeneracies between 〈M〉, ˆV ,
and ˆRs. However, since Rs = ˆRs〈M/0.1 M〉1/2 and 〈M〉 ∝
(V/ ˆV)2, the physical size of the source Rs ∝ V ˆV x−1 ' V de-
pends essentially on our estimate of the physical velocity V , and
avoids the degeneracies between 〈M〉, ˆV , and ˆRs.
Estimates of V can be obtained from the observations of
the motion of other galaxies or galaxy clusters (e.g. Benson
et al. 2003), which show that peculiar velocities are typically
not higher than 1500 km s−1. In order to give a lower weight to
trajectories having much higher velocities, we have to introduce
a prior on the velocity. Previous studies have considered vari-
ous priors (e.g. Kochanek 2004; Gil-Merino et al. 2005). Some
are more restrictive than others, but most of them have in com-
mon that they favor transverse velocities of ∼600 km s−1 in the
lens plane, which correspond to projected transverse velocities
of ∼6000 km s−1 in the source plane of QSO 2237+0305 (Kayser
et al. 1986).
The effective transverse velocity is the result of the relative
motion between the source, the lens and the observer (Kayser
et al. 1986), and is enhanced by a contribution from the ve-
locity dispersion of the stars in the lensing galaxy (Kundic &
Wambsganss 1993; Wambsganss & Kundic 1995). The problem
is that we do not known the peculiar velocity of either the source,
or the lens. The best we can do is to consider probability distribu-
tions for these unknown velocities, based on what we know from
the peculiar motion of other galaxies (e.g. Mould et al. 1993;
Benson et al. 2003). Kochanek (2004) shows that a good approx-
imation for the probability distribution of the effective transverse
velocity in the source-plane is
P(V) = V
¯V
I0
[
V ¯V
σ2
]
exp
(
−V
2 + ¯V2
2σ2
)
(2)
where I0 is a modified Bessel function, ¯V ' 2500 km s−1 is the
mean velocity, andσ ' 3500 km s−1 is the total root mean square
velocity obtained by considering all the different velocities con-
tributing to the transverse effective velocity. In our analysis we
assume 〈M〉 = 0.1 M, and we define the prior on the scaled
velocity ˆV as P( ˆV) = P(V).
Using Bayesian analysis, and considering both cases with
and without velocity prior, we obtain the probability distribu-
tions of the source size ˆRs, the effective transverse velocity ˆV ,
and the ratio ˆRs/ ˆV plotted in Fig. 3. The results are given in
Table 4.
Table 4. Results from the microlensing simulations and Bayesian anal-
ysis applied to the OGLE data.
With velocity prior
ˆRs =
(
9.2+6.9−5.8
)
× 1015 〈M/0.1 M〉1/2 cm =
(
0.16+0.12−0.10
)
rE
ˆV =
(
3.9+3.0−1.8
)
× 103 〈M/0.1 M〉1/2 km s−1
ˆRs/ ˆV = (2.1 ± 0.5) × 1012 cm/(km s−1)
without velocity prior
ˆRs =
(
4.0+7.5−3.5
)
× 1016 〈M/0.1 M〉1/2 cm =
(
0.69+1.30−0.60
)
rE
ˆV =
(
1.8+2.8−1.6
)
× 104 〈M/0.1 M〉1/2 km s−1
ˆRs/ ˆV = (2.1 ± 0.6) × 1012 cm/(km s−1)
6. Energy profile of the quasar accretion disk
Accretion disk models for quasars generally make the assump-
tion that the disk is optically thick and geometrically thin; both
assumptions are required to cause efficient conversion of the
gravitational potential energy of accreting matter into radiation
(Pringle & Rees 1972; Shakura & Sunyaev 1973; Novikov &
Thorne 1973). Alternative models in which mass is lost in a wind
(Kuncic & Bicknell 2007), the disk accretes at greater than the
Eddington limit and thus becomes geometrically thick, in which
case advection or convection can dominate the radial heat trans-
port (e.g. Abramowicz et al. 1988), or magnetic connections be-
tween the black hole and disk modify the rate of energy dissipa-
tion (Agol & Krolik 2000).
The peak of the continuum emission in a typical quasar spec-
tral energy distribution is in the “Big Blue Bump”, and can be
fitted well with a spectrum which scales as Fν ∝ ν1/3ehν/kT ,
with a characteristic temperature T = 7 × 104 K (Krolik 1998b).
This is predicted by the standard thick accretion disk model in
which T ∝ R−3/4(1−(Rin/R)1/2)1/4, the functional form predicted
by non-relativistic thin accretion disks with an inner edge Rin
at which the viscous stress disappears (relativity modifies this
somewhat – Krolik 1998a). At large radius T ∝ R−3/4, and the
model predicts that the radiative flux F (erg cm−2 s−1) at the
surface of the disk at a radius R is proportional to the energy
production rate at that radius, resulting in F ∝ R−3. Since we are
assuming a blackbody spectrum, F ∝ T 4, and because the wave-
length λ of the peak of the black body spectrum is proportional
to T−1, most of the radiation at a given radius R comes from near
a radius
R ∝ T−4/3 ∝ λ4/3.
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This defines the energy profile of the quasar, away from the in-
ner edge of the disk, which is identical to the form obtained
by Kochanek et al. (2007) from the standard thin accretion disk
model of Shakura & Sunyaev (1973).
However, given that we are trying to test the accretion disk
model, we allow the temperature to scale as a power-law with
radius with arbitrary slope T ∝ R−ζ (Rauch & Blandford 1991);
this functional form is general enough to cover a variety of dif-
ferent alternatives to the standard accretion disk model.
There exist numerous models for quasar accretion disks in
the literature. We can not consider all of them here, and we se-
lect only a few presenting an interesting variety. One particular
model is motivated by the fact that the theoretical optical/UV
continuum of a standard thin disk is Fν ∝ ν1/3, which is in-
consistent with Fν ∝ ν−1 observed in many quasars. Hence,
Gaskell (2008) suggests that the observed quasar spectra can
be reproduced by accretion disks with a temperature gradient
of T ∝ R−0.57 instead of T ∝ R−3/4. This implies
R ∝ λ1.75.
Another model is proposed by Agol & Krolik (2000), and de-
scribes a disk which is powered by the spin of the central black
hole. This changes the temperature profile to T ∝ r−7/8, and
predicts
R ∝ λ8/7.
The three models mentioned above all predict a power-law rela-
tion between the wavelength and the corresponding source size
R ∝ λζ
with different values for the index ζ. For two different radii R
and Rref emitting at the wavelengths λ and λref respectively, we
have
R
Rref
=
(
λ
λref
)ζ
⇒ log
(
R
Rref
)
= ζ log
(
λ
λref
)
·
To distinguish between these different accretion disk models,
we determine in the next section, which power-law is best com-
patible with our spectroscopic observations, and which of these
models can be ruled out for QSO 2237+0305.
7. Interpretation of the spectroscopic data
7.1. Method
We will now compare the theoretical energy profile with our ob-
servations. In the procedure described in the previous sections,
we have built a library of simulated lightcurves by tracing a large
number of source trajectories through the magnification patterns
for various source sizes ˆRs in order to reproduce the OGLE
V-band photometry ∆m of QSO 2237+0305. We use this en-
semble of models as an input to extend our analysis to our spec-
troscopic observations. We consider the integrated lightcurves
in the six color bands defined in Table 2 as shown in Fig. 1. For
each band i, we have a lightcurve ∆m(λi, t) with 39 epochs. The
wavelength λi is the central wavelength of band i as defined in
Table 2. We then determine which scaled source size ˆRi best re-
produces the observed lightcurve in band i.
Each source trajectory j in the library is defined by a set of
the parameters p j = (κ j, γ j, 〈M〉 j, ˆRs, j, ˆV j,m0, j, θ j, x0,A, j, x0,B, j).
For every trajectory j, we keep all these parameters fixed, ex-
cept the source size ˆRs, j, that we modify, i.e. we trace the same
source trajectory in all the convolved magnification patterns. By
doing this, we get the simulated difference lightcurve∆m′j(t) cor-
responding to the 45 different source sizes defined in Sect. 3. We
then interpolate the magnitude values of these extracted light
curves to obtain continuous values for the source size. For ev-
ery trajectory j, this defines a surface ∆m′j( ˆRs, t) in the three-
dimensional space defined by ˆRs, t and ∆m.
We use these ∆m′j( ˆRs, t) to interpret our spectroscopic data
by determining which scaled source size ˆRi best reproduces the
observed lighcurve ∆m(λi, t) in band i. The size ˆRi is the value
that minimizes the χ2i j between the spectrophotometric observa-
tions∆m(λi, t) and the simulated difference lightcurve∆m′j( ˆRi, t).
After this second fitting procedure, we update the relative likeli-
hoods of the lightcurves
L(D|p j, i) = Γ
nd.o.f. − 22 ,
χ2OGLE(p j)
2
 × exp
−
χ2i j
2

where i refers to the considered band. In the fitting of the
spectroscopic observations ∆m(λi, t), we are comparing similar
light curves, where only ˆRi is changing. This is a very differ-
ent situation than when we were fitting the OGLE difference
lightcurve and comparing simulations with very different param-
eters. Hence, we can use here the standard maximum likelihood
estimator exp(−χ2i j/2) to compute the likelihoods L(D|p j, i). We
run this procedure for all the simulated source trajectories j in
the library, and use these updated likelihoods to compute the fi-
nal probability distribution for the parameters of interest, as de-
scribed in Sect. 5.
7.2. Results
For each band i, we compute the probability distribution of the
source-size ratio ˆRi/ ˆRref following the Bayesian analysis de-
scribed in Sect. 5 using Eq. (1). The reference radius ˆRref at
the reference wavelength λref can be chosen arbitrarily, and we
simply define the middle band #3 as our reference. The scal-
ing between Rs and ˆRs is independent of the considered wave-
length and Ri/Rref = ˆRi/ ˆRref . Thus, the ratio Ri/Rref is not
expected to depend on the assumed microlens mass 〈M〉. We
plot the ratio Ri/Rref against the corresponding wavelength ra-
tio λi/λref , and determine the slope of the energy profile by fit-
ting a power law
R ∝ λζ.
We do this for the entire library of source trajectories, but also
individually for every subsample of the library with the same
initial source size ˆRs used to fit the OGLE data. The resulting
index ζ is plotted as a function of ˆRs in Fig. 6. We give two
examples of energy profiles in Fig. 4 derived from subsamples
of trajectories: one having ˆRs = 0.1 rE = 10 pixels and another
with ˆRs = 1 rE = 100 pixels. The final energy profile obtained
from the whole sample of source trajectories is shown in Fig. 5,
given in Table 5, and yields ζ = 1.2 ± 0.3 when adding the
velocity prior. Without this prior we get a flatter energy profile
with ζ = 1.1 ± 0.3.
8. Discussion
From the results of our microlensing simulations, we can
extract several interesting facts. First, the source FWHM
ˆRs =
(
0.16+0.12−0.10
)
rE we derive from the fitting of the OGLE data
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Fig. 4. Top: the source FWHM ratio Ri/Rref = ˆRi/ ˆRref as a function of the wavelength ratio λi/λref obtained from the trajectories in the library
having ˆRs = 0.1 rE = 10 pixels (left) and ˆRs = 1 rE = 100 pixels (right). The reference wavelength is λref = 2125 Å measured in the source
frame. The error bars give the 1σ uncertainties. The solid line indicates the linear regression across the points. The dashed line shows the relation
expected for the standard R ∝ λ4/3 scaling. Bottom: the corresponding probability distributions of the scaled source sizes ˆRi obtained in the six
bands i = 1, 2, ..., 6, and using the same color code as in Fig. 1.
(including the prior on the velocity) is well compatible with the
upper limit of 0.98 rE given by Yonehara (2001). Our result is
also in good agreement with the FWHM derived by Anguita
et al. (2008), ˆRs = (0.06 ± 0.01) rE, and by Kochanek (2004),
ˆRs =
(
0.20+0.19−0.12
)
rE. The differences between these estimates
of ˆRs can have two origins. First, as mentioned by Kochanek
(2004), the probability distributions obtained for the parameters
depend on the choice of the period of observations. If the con-
sidered period is very active in terms of microlensing, the simu-
lations will favor high transverse velocities and/or small source
sizes. Second, the choice of the velocity prior has a strong ef-
fect on the derived source size. As we observe in Fig. 3, there
is a strong correlation between the scaled source size ˆRs and the
scaled effective transverse velocity ˆV . Independently of the ve-
locity prior considered, we find that the source size is directly
proportional to the transverse velocity, with the relation ˆRs/ ˆV =
(2.1 ± 0.6) × 1012 cm/(km s−1). This is in excellent agree-
ment with Kochanek (2004), who also finds ˆRs/ ˆV = 2.1 ×
1012 cm/(km s−1), where Rs is expressed as the FWHM. This de-
fines the time scale of the observed microlensing-induced fluc-
tuations, which is given by the half-light radius divided by the
effective transverse velocity, i.e. 0.5 ˆRs/ ˆV = 4.0 ± 1.0 months,
and which is independent of microlens masses or velocity priors.
The strong correlation between ˆRs and ˆV (Kochanek 2004)
implies that the choice of the velocity prior and the selection of
the observation period can both bias our estimate of the source
size. The microlensing activity during our observations was not
as important as during the periods studied by Kochanek (2004)
and Anguita et al. (2008). Furthermore, Anguita et al. (2008)
considered a shorter observation period, and used the velocity
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Fig. 5. Left: the final energy profile obtained from the whole ensemble of source trajectories, including the prior on the velocity. The reference
wavelength is λref = 2125 Å measured in the source frame. The error bars give the 1σ uncertainties. The solid line indicates the linear regression
across the points. The dashed line shows the relation expected for the standard R ∝ λ4/3 scaling. Right: the corresponding probability distributions
of the Ri values obtained in the six bands i = 1, 2, ..., 6, and using the same color code as in Fig. 1.
Table 5. The relative size Ri/Rref obtained for the six photometric bands,
including the velocity prior.
Band λc [Å] Ri/Rref
1 1625 0.73 ± 0.14
2 1875 0.87 ± 0.11
3 2125 1.00 ± 0.09
4 2375 1.13 ± 0.09
5 2625 1.29 ± 0.13
6 2875 1.46 ± 0.18
prior of Gil-Merino et al. (2005), which is more constraining to-
wards high velocities (hence favoring smaller source sizes) than
the one we considered in the present study. This explains, why
our derived ˆRs is slightly larger. One possible solution to mini-
mize the bias induced by the selection of the observation period
is to consider the longest possible lightcurves, but this has the ev-
ident drawback of dramatically increasing the computing effort,
making the problem rapidly intractable. However, as discussed
in the following, the estimate of the source size has only a lim-
ited effect on our determination of the energy profile.
From our library of simulated source trajectories fitting the
OGLE data, we extend our analysis to our spectroscopic data,
and determine the energy profile R ∝ λζ of the quasar accretion
disk. When we consider the whole library and include the prior
on the velocity, we get ζ = 1.2 ± 0.3, which is in good agreement
with the model of Agol & Krolik (2000) and with the ζ = 4/3 in-
dex expected from the standard accretion disk model. It is less
compatible (at 1σ) with the accretion disk model of Gaskell
(2008). Our findings are also in good agreement with Anguita
et al. (2008), who obtain
(
6400 Å/4700 Å
)ζ
= 1.45+0.90−0.25, which
yields a power-law index ζ = 1.2+2.0−0.6. Without the velocity prior,
we get a lower value ζ = 1.1 ± 0.3, which is still compatible
with ζ = 8/7 and 4/3, but less with the model of Gaskell (2008).
This is expected because, without the prior, large sources gain
relatively more importance in the Bayesian analysis, and favor
flatter energy profile, as shown in Fig. 6. However, as discussed
Fig. 6. The power-law index ζ of the energy profile R ∝ λζ as a function
of the scaled FWHM ˆRs of the source. The points are obtained from
the subsamples of trajectories with given ˆRs fitting the OGLE data and
including the prior on the velocity. The horizontal solid red lines indi-
cate the index ζ and its 1σ deviation obtained by considering the whole
library of trajectories and including the velocity prior. The dashed lines
show the expected indices for the three indicated accretion-disk models.
earlier, large source sizes imply unlikely high transverse veloc-
ities, and hence a much more reliable result is obtained when
including the velocity prior.
We observe that our result for the R ∝ λζ scaling is not very
sensitive on the velocity prior with respect to other parameters.
For instance, we know that the source size ˆRs is extremely sen-
sitive to such a prior, and can vary over orders of magnitudes if
the considered transverse velocity does. On the contrary, the in-
dex ζ varies only by a few percent, even if the considered veloc-
ities are modified by orders of magnitude. Hence, and indepen-
dently of the determination of ˆV and ˆRs, the chromatic variations
180 CHAPTER 7
942 A. Eigenbrod et al.: Microlensing variability in the Einstein Cross. II.
between two images of a lensed quasar are extremely efficient in
constraining the relative sizes of different regions of the accre-
tion disk. This is further confirmed by the fact that Anguita et al.
(2008) obtain a value for ζ which is in good agreement with ours,
even though they derive a slightly smaller source size.
The influence of the initial value of the parameter ˆRs (chosen
to fit the OGLE data) on the resulting energy profile of the accre-
tion disk is obvious in Fig. 6. Sources having sizes in the range
0.06 ≤ ˆRs ≤ 0.2 rE are in good agreement with the ζ = 8/7
and 4/3 scalings, while larger sources give flatter energy pro-
files, and smaller sources steeper profiles. The same behavior is
observed, when we omit the velocity prior.
9. Conclusion
We present the continuation of our spectrophotometric monitor-
ing of QSO 2237+0305 conducted at the Very Large Telescope
of the European Southern Observatory, which extends over more
than three years from October 2004 to December 2007. Our pro-
gram provides the spectra of the four lensed images at 43 epochs.
Analysis of these data show that the continuum and the broad
line region of the background quasar are microlensed, and that
images A and B are particularly affected. In this paper, we fo-
cus on the observed variations in the continuum of the spectra of
these two images, and use them to constrain the energy profile
of the quasar.
We build microlensing magnification patterns with the in-
verse ray-shooting method (Wambsganss 1990; Wambsganss
et al. 1990a), and convolve them with different source sizes. We
trace source trajectories through these convolved patterns and fit
the observed OGLE difference lightcurve between image A and
image B. Combining these simulations with Bayesian analysis
following the method proposed by Kochanek (2004), we infer
probability distributions for the effective transverse velocity V ,
and the source size Rs of the quasar. Our results are compatible
with previous studies.
Besides the OGLE broad-band photometry, we analyze the
data of our spectroscopic monitoring and derived the corre-
sponding difference lightcurves in six different photometric
bands. Each band is 250 Å wide and together the bands cover
the wavelength range between 1500 and 3000 Å (measured in the
rest frame of the source). We compute the difference lightcurves
between images A and B in these six bands, and observe that,
as expected from the microlensing of an accretion disk, bands at
bluer wavelengths exhibit stronger flux variations than bands at
redder wavelengths.
Based on these chromatic variations and using the ensem-
ble of the microlensing simulations that are fitting the OGLE
data, we determine the relative sizes of the regions of the accre-
tion disk emitting in the six photometric bands, i.e. we derive
the energy profile of the accretion disk. We find that this pro-
file follows a power-law R ∝ λζ with ζ = 1.2 ± 0.3, which is
in good agreement with the standard thin accretion disk model
of Shakura & Sunyaev (1973) (ζ = 4/3) and with the model
of Agol & Krolik (2000) (ζ = 8/7), where the disk is powered
by the spin of the central black hole. Our result is less compat-
ible with the model of Gaskell (2008), which predicts a steeper
energy profile (ζ = 1.75). Our result compares well with that
obtained by Poindexter et al. (2008) from multi-band photom-
etry of the lensed quasar HE 1104−1805. They analyzed mi-
crolensing lightcurves in eleven bands from the optical to the
mid-infrared, and found that both the size and energy profile
ζ = 1.64+0.46−0.56 (i.e. their β−1) of the quasar accretion disk are
consistent with the standard disk model of Shakura & Sunyaev
(1973).
We observe that the determination of the power law-index is
almost independent of the velocity prior used, whereas the de-
termination of the scaled source size ˆRs is directly proportional
to the scaled effective transverse velocity ˆV . This is easily ex-
plained by the fact that the scaling between Rs and ˆRs is indepen-
dent of the considered wavelength, and hence Ri/Rref = ˆRi/ ˆRref .
As a consequence, the determination of relative source sizes, and
hence of the energy profile, is not expected to depend on the as-
sumed microlens mass 〈M〉.
Quasar microlensing is hence able to resolve structures of
accretion disks on scales reaching 0.1 micro-arcsecond, which
is more than 10 000 times better than the resolution reached by
today’s best telescopes. Finally, we should mention several re-
cent studies that compare microlensing in the X-ray and opti-
cal domain, and that further demonstrate the efficiency of mi-
crolensing in probing the inner parts of quasars. For instance,
Morgan et al. (2008) analyze the lightcurves of the lensed
quasar PG 1115+080, and find that the effective radius of the
X-ray emission is 1.3+1.1−0.5 dex smaller than that of the optical
emission, with the X-ray emission generated near the inner edge
of the accretion disk while the optical emission comes from
scales slightly larger than those expected for a standard thin
disk. Pooley et al. (2008) observe extreme microlensing-induced
(de-) magnification of the lensed images of PG 1115+080, and
conclude that about 90% of the matter in the lensing galaxy
is in smoothly distributed (dark) material and only about 10%
is in compact (stellar) objects. Another example is given by
Chartas et al. (2008), who combine X-ray and optical data of
HE 1104−1805, and reveal that the X-ray emitting region is
compact with a half-light radius smaller than six gravitational
radius, i.e. smaller than 2 × 1015 cm, thus placing significant
constraints on active galactic nuclei models.
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Table 6. Continuum integrated AB magnitudes in the six photometric bands defined in Table 2.
ID HJD band 1 (mag) band 2 (mag) band 3 (mag) band 4 (mag) band 5 (mag) band 6 (mag)
Image A
1 3292 17.97 ± 0.05 17.81 ± 0.05 17.67 ± 0.05 17.54 ± 0.06 17.43 ± 0.06 17.33 ± 0.05
2 3324 18.02 ± 0.05 17.87 ± 0.04 17.73 ± 0.04 17.61 ± 0.05 17.50 ± 0.05 17.40 ± 0.04
3 3341 18.02 ± 0.06 17.85 ± 0.05 17.71 ± 0.05 17.59 ± 0.06 17.47 ± 0.06 17.37 ± 0.05
4 3355 17.98 ± 0.08 17.83 ± 0.08 17.69 ± 0.07 17.57 ± 0.08 17.47 ± 0.08 17.37 ± 0.08
5 3502 18.07 ± 0.04 17.88 ± 0.04 17.72 ± 0.04 17.57 ± 0.04 17.44 ± 0.04 17.33 ± 0.04
6 3523 18.16 ± 0.05 17.97 ± 0.05 17.80 ± 0.04 17.64 ± 0.05 17.51 ± 0.05 17.39 ± 0.04
7 3553 18.23 ± 0.04 18.03 ± 0.04 17.85 ± 0.03 17.69 ± 0.04 17.55 ± 0.04 17.42 ± 0.03
8 3566 18.16 ± 0.06 17.96 ± 0.06 17.79 ± 0.05 17.63 ± 0.06 17.49 ± 0.06 17.37 ± 0.05
9 3589 18.24 ± 0.04 18.04 ± 0.04 17.87 ± 0.03 17.71 ± 0.04 17.57 ± 0.04 17.45 ± 0.03
10 3598 18.24 ± 0.06 18.03 ± 0.06 17.84 ± 0.06 17.68 ± 0.06 17.53 ± 0.06 17.39 ± 0.06
11 3608 18.21 ± 0.03 18.02 ± 0.03 17.86 ± 0.03 17.71 ± 0.04 17.58 ± 0.04 17.47 ± 0.03
12 3626 18.21 ± 0.05 18.01 ± 0.05 17.83 ± 0.04 17.68 ± 0.05 17.54 ± 0.05 17.42 ± 0.04
13 3641 18.11 ± 0.05 17.90 ± 0.05 17.73 ± 0.05 17.57 ± 0.05 17.43 ± 0.05 17.30 ± 0.05
14 3645 18.08 ± 0.05 17.91 ± 0.05 17.77 ± 0.05 17.64 ± 0.05 17.52 ± 0.05 17.42 ± 0.05
15 3655 18.10 ± 0.04 17.92 ± 0.04 17.77 ± 0.03 17.63 ± 0.04 17.51 ± 0.04 17.39 ± 0.03
16 3665 18.10 ± 0.04 17.92 ± 0.04 17.75 ± 0.04 17.61 ± 0.04 17.48 ± 0.04 17.36 ± 0.04
17 3686 17.93 ± 0.06 17.77 ± 0.06 17.63 ± 0.06 17.50 ± 0.07 17.39 ± 0.07 17.28 ± 0.06
18 3699 17.94 ± 0.04 17.78 ± 0.04 17.64 ± 0.04 17.51 ± 0.04 17.40 ± 0.04 17.30 ± 0.04
19 3711 17.88 ± 0.07 17.71 ± 0.07 17.57 ± 0.07 17.44 ± 0.07 17.33 ± 0.07 17.22 ± 0.07
20 3880 17.58 ± 0.04 17.47 ± 0.05 17.36 ± 0.04 17.26 ± 0.05 17.17 ± 0.05 17.08 ± 0.04
21 3903 17.50 ± 0.03 17.40 ± 0.04 17.30 ± 0.04 17.20 ± 0.04 17.12 ± 0.04 17.04 ± 0.04
22 3907 17.50 ± 0.03 17.39 ± 0.03 17.28 ± 0.03 17.19 ± 0.04 17.10 ± 0.04 17.02 ± 0.03
23 3914 17.51 ± 0.02 17.41 ± 0.03 17.30 ± 0.03 17.21 ± 0.03 17.12 ± 0.03 17.04 ± 0.03
24 3944 17.53 ± 0.04 17.39 ± 0.04 17.27 ± 0.04 17.16 ± 0.04 17.07 ± 0.04 16.98 ± 0.04
25 3951 17.51 ± 0.03 17.39 ± 0.03 17.28 ± 0.03 17.18 ± 0.03 17.10 ± 0.04 17.02 ± 0.03
26 4022 17.54 ± 0.03 17.41 ± 0.04 17.29 ± 0.03 17.19 ± 0.04 17.09 ± 0.04 17.01 ± 0.03
27 4037 17.53 ± 0.03 17.40 ± 0.03 17.29 ± 0.03 17.19 ± 0.04 17.09 ± 0.04 17.01 ± 0.03
28 4050 17.44 ± 0.04 17.33 ± 0.04 17.23 ± 0.04 17.14 ± 0.04 17.06 ± 0.04 16.99 ± 0.04
29 4067 17.41 ± 0.05 17.29 ± 0.05 17.19 ± 0.05 17.09 ± 0.05 17.01 ± 0.05 16.93 ± 0.05
31 4092 17.40 ± 0.04 17.30 ± 0.05 17.20 ± 0.04 17.12 ± 0.05 17.05 ± 0.05 16.99 ± 0.04
32 4292 17.51 ± 0.03 17.36 ± 0.03 17.22 ± 0.03 17.10 ± 0.03 16.99 ± 0.03 16.89 ± 0.03
33 4297 17.49 ± 0.03 17.33 ± 0.03 17.19 ± 0.03 17.06 ± 0.03 16.95 ± 0.03 16.85 ± 0.03
34 4307 17.42 ± 0.03 17.31 ± 0.03 17.21 ± 0.03 17.12 ± 0.04 17.04 ± 0.04 16.97 ± 0.03
35 4316 17.46 ± 0.03 17.34 ± 0.03 17.23 ± 0.03 17.13 ± 0.03 17.04 ± 0.03 16.97 ± 0.03
36 4340 17.43 ± 0.04 17.29 ± 0.04 17.17 ± 0.04 17.06 ± 0.04 16.97 ± 0.04 16.88 ± 0.04
37 4350 17.44 ± 0.03 17.36 ± 0.03 17.29 ± 0.03 17.23 ± 0.03 17.18 ± 0.03 17.13 ± 0.03
38 4364 17.40 ± 0.03 17.28 ± 0.03 17.18 ± 0.03 17.09 ± 0.03 17.00 ± 0.03 16.93 ± 0.03
39 4367 17.35 ± 0.06 17.23 ± 0.06 17.11 ± 0.06 17.02 ± 0.07 16.93 ± 0.07 16.85 ± 0.06
40 4379 17.39 ± 0.02 17.26 ± 0.02 17.15 ± 0.02 17.05 ± 0.03 16.96 ± 0.03 16.87 ± 0.02
41 4384 17.41 ± 0.03 17.29 ± 0.03 17.20 ± 0.03 17.11 ± 0.04 17.03 ± 0.04 16.96 ± 0.03
42 4420 17.39 ± 0.05 17.25 ± 0.05 17.13 ± 0.05 17.02 ± 0.05 16.93 ± 0.05 16.84 ± 0.05
43 4436 17.39 ± 0.03 17.23 ± 0.04 17.09 ± 0.03 16.96 ± 0.04 16.85 ± 0.04 16.75 ± 0.03
Image B
1 3293 19.08 ± 0.12 18.94 ± 0.12 18.82 ± 0.11 18.71 ± 0.13 18.62 ± 0.13 18.53 ± 0.11
2 3324 19.29 ± 0.10 19.11 ± 0.09 18.94 ± 0.08 18.79 ± 0.09 18.66 ± 0.09 18.54 ± 0.09
3 3341 19.18 ± 0.14 18.99 ± 0.14 18.83 ± 0.12 18.69 ± 0.14 18.57 ± 0.14 18.45 ± 0.13
4 3356 19.17 ± 0.14 19.00 ± 0.14 18.85 ± 0.13 18.72 ± 0.14 18.60 ± 0.14 18.49 ± 0.13
5 3503 18.43 ± 0.05 18.35 ± 0.05 18.28 ± 0.04 18.22 ± 0.05 18.17 ± 0.05 18.12 ± 0.05
6 3523 18.46 ± 0.06 18.36 ± 0.06 18.28 ± 0.06 18.21 ± 0.06 18.15 ± 0.06 18.09 ± 0.06
9 3589 18.76 ± 0.05 18.61 ± 0.06 18.48 ± 0.05 18.37 ± 0.06 18.26 ± 0.06 18.17 ± 0.05
11 3608 18.85 ± 0.05 18.68 ± 0.05 18.53 ± 0.05 18.40 ± 0.05 18.28 ± 0.05 18.18 ± 0.05
12 3626 18.67 ± 0.06 18.55 ± 0.06 18.44 ± 0.06 18.35 ± 0.07 18.26 ± 0.07 18.18 ± 0.06
13 3641 18.61 ± 0.06 18.48 ± 0.07 18.38 ± 0.06 18.28 ± 0.07 18.20 ± 0.07 18.12 ± 0.06
14 3645 18.62 ± 0.07 18.49 ± 0.08 18.38 ± 0.07 18.28 ± 0.08 18.19 ± 0.08 18.11 ± 0.07
15 3655 18.73 ± 0.06 18.58 ± 0.06 18.45 ± 0.06 18.34 ± 0.06 18.24 ± 0.06 18.15 ± 0.06
16 3665 18.72 ± 0.06 18.58 ± 0.06 18.46 ± 0.06 18.35 ± 0.07 18.25 ± 0.07 18.16 ± 0.06
17 3686 18.63 ± 0.10 18.50 ± 0.10 18.38 ± 0.09 18.28 ± 0.10 18.19 ± 0.10 18.10 ± 0.09
18 3699 18.66 ± 0.08 18.53 ± 0.08 18.41 ± 0.08 18.31 ± 0.09 18.22 ± 0.09 18.13 ± 0.08
19 3711 18.56 ± 0.11 18.42 ± 0.11 18.30 ± 0.10 18.20 ± 0.11 18.10 ± 0.11 18.01 ± 0.10
20 3880 18.83 ± 0.12 18.74 ± 0.13 18.59 ± 0.12 18.47 ± 0.14 18.35 ± 0.14 18.25 ± 0.12
21 3903 18.89 ± 0.07 18.77 ± 0.07 18.60 ± 0.07 18.45 ± 0.08 18.31 ± 0.08 18.19 ± 0.07
22 3907 18.83 ± 0.06 18.71 ± 0.07 18.53 ± 0.07 18.38 ± 0.07 18.25 ± 0.07 18.12 ± 0.07
23 3914 18.86 ± 0.05 18.74 ± 0.06 18.57 ± 0.05 18.42 ± 0.06 18.29 ± 0.06 18.17 ± 0.05
24 3944 18.76 ± 0.07 18.60 ± 0.07 18.47 ± 0.06 18.35 ± 0.07 18.24 ± 0.07 18.15 ± 0.06
25 3951 18.72 ± 0.06 18.56 ± 0.06 18.43 ± 0.06 18.31 ± 0.06 18.20 ± 0.06 18.10 ± 0.06
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Table 6. continued.
ID HJD band 1 (mag) band 2 (mag) band 3 (mag) band 4 (mag) band 5 (mag) band 6 (mag)
26 4022 18.76 ± 0.06 18.61 ± 0.06 18.48 ± 0.05 18.36 ± 0.06 18.25 ± 0.06 18.15 ± 0.05
27 4037 18.69 ± 0.05 18.54 ± 0.05 18.41 ± 0.05 18.29 ± 0.05 18.19 ± 0.05 18.09 ± 0.05
28 4050 18.63 ± 0.09 18.49 ± 0.09 18.36 ± 0.08 18.25 ± 0.09 18.15 ± 0.09 18.06 ± 0.08
29 4067 18.59 ± 0.12 18.46 ± 0.12 18.34 ± 0.12 18.23 ± 0.12 18.13 ± 0.12 18.05 ± 0.12
30 4089 18.57 ± 0.14 18.45 ± 0.14 18.34 ± 0.13 18.25 ± 0.14 18.16 ± 0.14 18.08 ± 0.13
31 4093 18.60 ± 0.10 18.46 ± 0.10 18.34 ± 0.09 18.23 ± 0.10 18.13 ± 0.10 18.05 ± 0.09
32 4292 18.66 ± 0.06 18.49 ± 0.07 18.34 ± 0.06 18.21 ± 0.07 18.09 ± 0.06 17.98 ± 0.06
33 4297 18.66 ± 0.07 18.49 ± 0.07 18.35 ± 0.06 18.22 ± 0.07 18.11 ± 0.07 18.00 ± 0.06
34 4307 18.54 ± 0.09 18.40 ± 0.09 18.28 ± 0.08 18.17 ± 0.09 18.08 ± 0.09 17.99 ± 0.08
35 4316 18.66 ± 0.08 18.50 ± 0.09 18.36 ± 0.08 18.24 ± 0.09 18.12 ± 0.09 18.02 ± 0.08
36 4340 18.69 ± 0.13 18.51 ± 0.13 18.35 ± 0.12 18.20 ± 0.13 18.07 ± 0.13 17.96 ± 0.12
37 4350 18.59 ± 0.08 18.46 ± 0.08 18.34 ± 0.08 18.23 ± 0.08 18.14 ± 0.08 18.05 ± 0.08
38 4364 18.60 ± 0.09 18.44 ± 0.09 18.31 ± 0.09 18.20 ± 0.10 18.09 ± 0.09 18.00 ± 0.09
39 4367 18.59 ± 0.16 18.46 ± 0.17 18.34 ± 0.15 18.24 ± 0.17 18.15 ± 0.17 18.07 ± 0.16
40 4379 18.62 ± 0.05 18.45 ± 0.06 18.30 ± 0.05 18.17 ± 0.06 18.05 ± 0.06 17.94 ± 0.05
41 4384 18.68 ± 0.06 18.51 ± 0.07 18.36 ± 0.06 18.24 ± 0.07 18.12 ± 0.07 18.01 ± 0.06
42 4421 18.72 ± 0.09 18.54 ± 0.09 18.39 ± 0.08 18.25 ± 0.09 18.13 ± 0.09 18.02 ± 0.08
43 4436 18.60 ± 0.07 18.43 ± 0.07 18.28 ± 0.06 18.14 ± 0.07 18.02 ± 0.07 17.91 ± 0.06
Image C
1 3293 19.08 ± 0.11 18.92 ± 0.12 18.78 ± 0.11 18.65 ± 0.13 18.54 ± 0.13 18.44 ± 0.11
2 3324 19.32 ± 0.09 19.09 ± 0.08 18.90 ± 0.08 18.73 ± 0.09 18.57 ± 0.09 18.43 ± 0.08
3 3341 19.22 ± 0.14 19.01 ± 0.14 18.82 ± 0.13 18.65 ± 0.14 18.50 ± 0.14 18.37 ± 0.12
4 3356 19.44 ± 0.16 19.22 ± 0.16 19.02 ± 0.16 18.85 ± 0.18 18.69 ± 0.18 18.55 ± 0.15
5 3503 19.28 ± 0.08 19.09 ± 0.08 18.93 ± 0.08 18.79 ± 0.09 18.66 ± 0.08 18.54 ± 0.08
6 3523 19.29 ± 0.10 19.09 ± 0.10 18.91 ± 0.10 18.76 ± 0.11 18.62 ± 0.10 18.50 ± 0.09
9 3589 19.46 ± 0.09 19.23 ± 0.09 19.02 ± 0.08 18.83 ± 0.09 18.67 ± 0.09 18.52 ± 0.08
11 3608 19.59 ± 0.09 19.32 ± 0.09 19.10 ± 0.08 18.89 ± 0.09 18.71 ± 0.08 18.54 ± 0.08
12 3626 19.38 ± 0.10 19.17 ± 0.11 18.99 ± 0.10 18.83 ± 0.11 18.68 ± 0.11 18.55 ± 0.10
13 3641 19.21 ± 0.10 19.02 ± 0.10 18.85 ± 0.10 18.70 ± 0.11 18.56 ± 0.10 18.44 ± 0.09
14 3645 19.25 ± 0.12 19.04 ± 0.12 18.86 ± 0.12 18.70 ± 0.13 18.56 ± 0.13 18.43 ± 0.11
15 3655 19.44 ± 0.09 19.20 ± 0.10 19.00 ± 0.09 18.82 ± 0.10 18.65 ± 0.10 18.50 ± 0.09
16 3665 19.41 ± 0.10 19.19 ± 0.10 18.99 ± 0.09 18.81 ± 0.10 18.66 ± 0.10 18.51 ± 0.09
17 3686 19.19 ± 0.15 18.98 ± 0.15 18.80 ± 0.14 18.63 ± 0.15 18.48 ± 0.15 18.35 ± 0.13
18 3699 19.24 ± 0.12 19.03 ± 0.12 18.84 ± 0.11 18.68 ± 0.12 18.53 ± 0.12 18.40 ± 0.11
19 3711 18.94 ± 0.14 18.74 ± 0.14 18.57 ± 0.14 18.42 ± 0.15 18.28 ± 0.15 18.16 ± 0.13
20 3880 18.86 ± 0.18 18.76 ± 0.20 18.61 ± 0.20 18.47 ± 0.22 18.35 ± 0.21 18.24 ± 0.19
21 3903 19.19 ± 0.12 19.05 ± 0.14 18.84 ± 0.13 18.67 ± 0.14 18.51 ± 0.14 18.36 ± 0.13
22 3907 19.12 ± 0.13 18.98 ± 0.14 18.77 ± 0.14 18.59 ± 0.15 18.43 ± 0.15 18.29 ± 0.13
23 3914 19.15 ± 0.10 19.01 ± 0.12 18.81 ± 0.11 18.63 ± 0.12 18.47 ± 0.12 18.32 ± 0.11
24 3944 19.01 ± 0.08 18.83 ± 0.09 18.67 ± 0.08 18.52 ± 0.09 18.39 ± 0.09 18.28 ± 0.08
25 3951 18.99 ± 0.07 18.80 ± 0.08 18.64 ± 0.07 18.50 ± 0.08 18.37 ± 0.07 18.25 ± 0.07
26 4022 19.14 ± 0.11 18.94 ± 0.12 18.76 ± 0.11 18.61 ± 0.12 18.46 ± 0.12 18.34 ± 0.10
27 4037 19.07 ± 0.11 18.87 ± 0.11 18.70 ± 0.10 18.55 ± 0.11 18.41 ± 0.11 18.29 ± 0.10
28 4050 18.83 ± 0.11 18.65 ± 0.11 18.50 ± 0.11 18.36 ± 0.12 18.24 ± 0.11 18.12 ± 0.11
29 4067 18.78 ± 0.19 18.61 ± 0.20 18.47 ± 0.19 18.34 ± 0.20 18.22 ± 0.20 18.11 ± 0.19
30 4089 18.80 ± 0.21 18.62 ± 0.23 18.47 ± 0.22 18.33 ± 0.23 18.21 ± 0.23 18.10 ± 0.20
31 4093 18.92 ± 0.20 18.72 ± 0.20 18.55 ± 0.19 18.40 ± 0.21 18.27 ± 0.20 18.15 ± 0.18
32 4292 18.75 ± 0.06 18.57 ± 0.06 18.42 ± 0.06 18.28 ± 0.06 18.16 ± 0.06 18.05 ± 0.06
33 4297 18.73 ± 0.06 18.57 ± 0.07 18.42 ± 0.06 18.29 ± 0.07 18.18 ± 0.07 18.07 ± 0.06
34 4307 18.57 ± 0.08 18.43 ± 0.09 18.31 ± 0.08 18.20 ± 0.09 18.11 ± 0.09 18.02 ± 0.08
35 4316 18.71 ± 0.08 18.55 ± 0.09 18.42 ± 0.08 18.29 ± 0.09 18.18 ± 0.09 18.08 ± 0.08
36 4340 18.79 ± 0.12 18.59 ± 0.13 18.42 ± 0.12 18.26 ± 0.13 18.12 ± 0.13 17.99 ± 0.12
37 4350 18.79 ± 0.09 18.63 ± 0.09 18.50 ± 0.08 18.38 ± 0.09 18.27 ± 0.09 18.18 ± 0.08
38 4364 18.80 ± 0.09 18.62 ± 0.10 18.46 ± 0.09 18.32 ± 0.10 18.19 ± 0.10 18.08 ± 0.09
39 4367 18.50 ± 0.14 18.37 ± 0.15 18.26 ± 0.14 18.17 ± 0.16 18.08 ± 0.16 18.00 ± 0.14
40 4379 18.98 ± 0.07 18.77 ± 0.08 18.58 ± 0.07 18.41 ± 0.08 18.26 ± 0.07 18.12 ± 0.07
41 4384 19.03 ± 0.09 18.82 ± 0.10 18.64 ± 0.09 18.48 ± 0.10 18.34 ± 0.10 18.21 ± 0.09
42 4421 19.18 ± 0.13 18.94 ± 0.13 18.74 ± 0.12 18.55 ± 0.14 18.39 ± 0.13 18.24 ± 0.12
43 4436 19.06 ± 0.09 18.83 ± 0.10 18.63 ± 0.10 18.45 ± 0.10 18.29 ± 0.10 18.14 ± 0.09
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Table 6. continued.
ID HJD band 1 (mag) band 2 (mag) band 3 (mag) band 4 (mag) band 5 (mag) band 6 (mag)
Image D
1 3292 19.11 ± 0.14 18.91 ± 0.14 18.73 ± 0.14 18.57 ± 0.15 18.42 ± 0.15 18.29 ± 0.13
2 3324 19.23 ± 0.12 19.03 ± 0.12 18.86 ± 0.12 18.71 ± 0.13 18.58 ± 0.13 18.45 ± 0.12
3 3341 19.18 ± 0.14 18.98 ± 0.14 18.79 ± 0.14 18.63 ± 0.15 18.49 ± 0.15 18.36 ± 0.13
4 3355 19.04 ± 0.18 18.84 ± 0.19 18.67 ± 0.18 18.51 ± 0.21 18.38 ± 0.20 18.25 ± 0.18
5 3502 19.25 ± 0.11 19.02 ± 0.11 18.81 ± 0.10 18.63 ± 0.11 18.47 ± 0.11 18.32 ± 0.10
6 3523 19.29 ± 0.11 19.08 ± 0.11 18.89 ± 0.11 18.73 ± 0.12 18.58 ± 0.12 18.45 ± 0.11
7 3553 19.42 ± 0.10 19.20 ± 0.10 19.01 ± 0.09 18.84 ± 0.11 18.68 ± 0.10 18.55 ± 0.09
8 3566 19.26 ± 0.14 19.01 ± 0.14 18.80 ± 0.13 18.61 ± 0.15 18.44 ± 0.14 18.28 ± 0.13
9 3589 19.44 ± 0.09 19.23 ± 0.09 19.04 ± 0.09 18.87 ± 0.10 18.73 ± 0.10 18.59 ± 0.09
10 3598 19.35 ± 0.15 19.10 ± 0.15 18.87 ± 0.14 18.68 ± 0.15 18.50 ± 0.15 18.34 ± 0.13
11 3608 19.43 ± 0.09 19.22 ± 0.09 19.05 ± 0.08 18.89 ± 0.10 18.75 ± 0.10 18.62 ± 0.09
12 3626 19.43 ± 0.12 19.20 ± 0.12 18.99 ± 0.11 18.81 ± 0.12 18.65 ± 0.12 18.50 ± 0.11
13 3641 19.27 ± 0.12 19.02 ± 0.12 18.79 ± 0.11 18.60 ± 0.13 18.42 ± 0.13 18.26 ± 0.11
14 3645 19.26 ± 0.12 19.03 ± 0.12 18.83 ± 0.11 18.65 ± 0.13 18.50 ± 0.13 18.35 ± 0.11
15 3655 19.33 ± 0.10 19.13 ± 0.10 18.96 ± 0.09 18.81 ± 0.11 18.67 ± 0.11 18.54 ± 0.10
16 3665 19.33 ± 0.11 19.10 ± 0.11 18.91 ± 0.10 18.73 ± 0.12 18.58 ± 0.11 18.43 ± 0.10
17 3686 19.03 ± 0.15 18.82 ± 0.15 18.64 ± 0.15 18.48 ± 0.16 18.33 ± 0.16 18.20 ± 0.14
18 3699 19.14 ± 0.11 18.94 ± 0.11 18.76 ± 0.11 18.60 ± 0.12 18.46 ± 0.12 18.33 ± 0.10
19 3711 18.95 ± 0.17 18.75 ± 0.18 18.58 ± 0.17 18.42 ± 0.19 18.28 ± 0.18 18.16 ± 0.16
20 3880 19.00 ± 0.11 18.83 ± 0.13 18.66 ± 0.12 18.51 ± 0.14 18.37 ± 0.13 18.25 ± 0.12
21 3903 19.08 ± 0.10 18.93 ± 0.12 18.77 ± 0.11 18.63 ± 0.13 18.50 ± 0.13 18.39 ± 0.11
22 3907 19.07 ± 0.08 18.92 ± 0.09 18.75 ± 0.09 18.61 ± 0.10 18.48 ± 0.10 18.36 ± 0.09
23 3914 19.13 ± 0.07 18.98 ± 0.08 18.83 ± 0.07 18.70 ± 0.08 18.58 ± 0.08 18.47 ± 0.08
24 3944 19.08 ± 0.12 18.87 ± 0.12 18.69 ± 0.12 18.52 ± 0.13 18.38 ± 0.13 18.24 ± 0.11
25 3951 19.04 ± 0.11 18.85 ± 0.10 18.68 ± 0.10 18.53 ± 0.11 18.40 ± 0.11 18.28 ± 0.10
26 4022 19.06 ± 0.07 18.88 ± 0.08 18.72 ± 0.07 18.58 ± 0.08 18.46 ± 0.08 18.34 ± 0.07
27 4037 19.03 ± 0.07 18.85 ± 0.07 18.70 ± 0.07 18.56 ± 0.08 18.44 ± 0.08 18.32 ± 0.07
28 4050 18.93 ± 0.12 18.75 ± 0.12 18.59 ± 0.12 18.45 ± 0.13 18.32 ± 0.13 18.20 ± 0.12
29 4067 18.84 ± 0.11 18.65 ± 0.11 18.49 ± 0.10 18.35 ± 0.12 18.22 ± 0.12 18.11 ± 0.10
31 4092 18.87 ± 0.09 18.70 ± 0.09 18.55 ± 0.09 18.42 ± 0.10 18.30 ± 0.10 18.19 ± 0.09
32 4292 19.00 ± 0.09 18.78 ± 0.09 18.58 ± 0.09 18.41 ± 0.10 18.25 ± 0.09 18.11 ± 0.08
33 4297 18.95 ± 0.08 18.73 ± 0.08 18.53 ± 0.08 18.36 ± 0.09 18.21 ± 0.08 18.07 ± 0.08
34 4307 18.81 ± 0.11 18.63 ± 0.12 18.48 ± 0.12 18.34 ± 0.13 18.22 ± 0.13 18.11 ± 0.11
35 4316 18.85 ± 0.11 18.69 ± 0.12 18.54 ± 0.11 18.41 ± 0.12 18.30 ± 0.12 18.20 ± 0.11
36 4340 18.73 ± 0.13 18.55 ± 0.13 18.39 ± 0.13 18.24 ± 0.14 18.12 ± 0.14 18.00 ± 0.12
37 4350 18.86 ± 0.11 18.75 ± 0.12 18.65 ± 0.12 18.57 ± 0.14 18.50 ± 0.14 18.43 ± 0.12
38 4364 18.76 ± 0.10 18.59 ± 0.11 18.44 ± 0.10 18.31 ± 0.11 18.19 ± 0.11 18.09 ± 0.10
39 4367 18.59 ± 0.18 18.41 ± 0.19 18.26 ± 0.18 18.12 ± 0.20 17.99 ± 0.20 17.88 ± 0.18
40 4379 18.70 ± 0.07 18.52 ± 0.08 18.36 ± 0.08 18.22 ± 0.08 18.09 ± 0.08 17.97 ± 0.07
41 4384 18.74 ± 0.09 18.57 ± 0.10 18.42 ± 0.10 18.29 ± 0.11 18.18 ± 0.11 18.07 ± 0.09
42 4420 18.61 ± 0.12 18.43 ± 0.13 18.27 ± 0.13 18.13 ± 0.14 18.01 ± 0.14 17.89 ± 0.13
43 4436 18.59 ± 0.09 18.39 ± 0.10 18.21 ± 0.09 18.05 ± 0.10 17.91 ± 0.10 17.78 ± 0.09
“Never confuse movement with action.”
Ernest Hemingway (1899 - 1961)
Chapter 8
Dynamics versus gravitational lensing
8.1 Introduction
In spite of the many successes of the ΛCDM cosmology on large scales, there are some fun-
damental difficulties on small, galactic scales. One such difficulty is the so-called cusp/core
problem related to the distribution and quantity of dark matter in galaxies. A central as-
sumption of the current ΛCDM cosmological model is that galaxies form and evolve inside
extended dark matter halos (e.g., White & Rees, 1978; Davis et al., 1985). These halos
are possibly universal in their density profile with steep inner density profiles forming a
central cusp (e.g., Navarro et al., 1997; Merritt et al., 2005).
Extended dark matter halos have been detected observationally using various tech-
niques, predominantly through dynamical tracers in spiral galaxies (e.g., van Albada et al.,
1985), early-type galaxies (e.g., Loewenstein & White, 1999; Gerhard et al., 2001), and
clusters of galaxies (e.g., Zwicky, 1937b), but also through other techniques such as com-
bined weak and strong gravitational lensing (e.g., Kneib et al., 2003). All these studies
lead to the conclusion that dark matter halos are extended and have steep and divergent
(i.e. cuspy) inner density profiles (with ρ ∝ r−1 or steeper). Large dark matter cores and
very low dark matter central densities, seem to be excluded.
However, there are several studies that reach the opposite conclusion. For instance,
rotation curves of dark matter dominated low surface brightness (LSB) galaxies (e.g.,
Moore, 1994; van den Bosch et al., 2000) and several results from strong lensing indicate
that galactic dark matter halos have a density profile with a flat central core rather than
a cusp. In particular, studies of lensed quasars (e.g., Impey et al., 1998; Kochanek, 2002,
2003b) have shown that the determination of the Hubble constant H0 from the time-
delay method (Refsdal, 1964a) is strongly dependent on the mass profile of the lens.
Isothermal mass profiles typically predict low values of H0 ' 50 km s−1Mpc−1, whereas
models with constant mass-to-light ratios, e.g., de Vaucouleurs profiles, predict values
H0 ' 70 km s−1Mpc−1 comparable with the result of the HST Key Project. This leads
to the conclusion that, if the H0 value of the Key Project is correct, then lensing galaxies
have preferentially mass profiles with constant mass-to-light ratios, without central cusps.
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Given these contradictory results, further studies are necessary. One approach is to
compare the mass distribution inferred from gravitational lensing with that inferred from
stellar dynamics. The combination of these two independent techniques can better con-
strain the dark matter distribution in galaxies, and will show how well the commonly used
parametric lens models can reconstruct the gravitational potential of a lensing galaxy.
Treu & Koopmans (2004) and Koopmans et al. (2006) applied this approach to a
sample of early-type lensing galaxies. From the study of these lenses, they concluded
that a significant amount of dark matter is present in the inner parts of these galaxies,
with a slope of the total density profile close to that of an isothermal mass distribution.
However, their results are limited by the use of simple spherical dynamical models. Indeed,
most galaxies are significantly flattened and are not accurately described by spherical
models. Non-spherical models provide a more realistic description of galaxies, but require
significantly more spatially resolved kinematic measurements. Unfortunately, not every
lens is close or bright enough to obtain such kinematic data. Barnabe` & Koopmans (2007)
developed more complex models assuming axisymmetric potentials. Czoske et al. (2008)
successfully applied these models to the two-dimensional kinematic data of the early-type
lensing galaxy in SDSS J2321−097 and found that this galaxy has a total density profile
well described by a power law very close to an isothermal density distribution. They also
found that the lens has a dark matter contribution of ∼ 30% inside the effective radius.
The studies cited above focused on elliptical galaxies, which is not surprising as most
strong lenses are elliptical galaxies (e.g., Turner et al., 1984; Fukugita & Turner, 1991).
Dynamical studies of spiral lensing galaxies are less common. Maller et al. (2000) were
the first to consider dynamical models for a spiral lensing galaxy. They showed how
gravitational lensing can be used to break the disk/halo degeneracy in spiral galaxies, and
applied their method to the spiral lens in B 1600+434. A similar study was done by Trott &
Webster (2002) for the spiral galaxy in QSO 2237+0305. They found that the dark matter
halo, modeled as a softened isothermal sphere, has a large core radius (13.4±0.4 kpc), but
their solution is not unique and their model requires further information on the kinematics
of the lens. Recently, van de Ven et al. (2008) acquired integral-field spectroscopy of the
inner 2 kpc of the lens in QSO 2237+0305. They found that the luminous and total
mass distribution are nearly identical around the Einstein angle θE ' 0.89′′ with a slope
that is close to isothermal. They also state that it is likely that dark matter does not
play a significant role in the inner region of this early-type spiral galaxy. However, one
limitation of their work is that they derive the density of the lensing galaxy from the
observed surface brightness assuming a constant mass-to-light ratio. Hence, they do not
consider the potential mass contributions of an extended dark matter halo. Furthermore,
their kinematic data only extends to the inner ∼ 2 kpc. Their dynamical models are
therefore principally sensitive to the mass located in the bulge, whereas gravitational
lensing is sensitive to all the “projected” mass located within the quasar images including
the contribution from the halo.
In this chapter, we present additional spectroscopic data of the lensing galaxy of the
Einstein Cross. Our observations were acquired with the Very Large Telescope (VLT) of
the European Southern Observatory (ESO) using three different instruments: SINFONI
to study the inner kiloparsec of the lensing galaxy, FLAMES for the regions up to 4 kpc,
and FORS2 for the most extended parts of the disk reaching 30 kpc, corresponding to
about 40′′ at zl = 0.039 (see Fig. 8.1). Our project was conducted under the programs
076.B-0607 and 381.A-0120 for a total observing time of 20 hours.
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Figure 8.1: The fields of view of the three different instruments used to measure the
kinematics of QSO 2237+0305. The underlying R-band image is a combination of ten
individual exposures acquired with FORS1 of the ESO-VLT during the pre-imaging of our
spectroscopic monitoring program. The total exposition time is 440 s.
8.2 Integral-field spectroscopy with FLAMES
8.2.1 Observations and data reduction
We started our observations in October 2005 and acquired integral-field spectroscopy of the
lensing galaxy of QSO 2237+0305 with the spectrograph FLAMES/GIRAFFE (Pasquini
et al., 2002) of the ESO-VLT. The journal of the observations is given in Table 8.1. The
observations were acquired in the ARGUS mode. The ARGUS integral field unit consists of
a rectangular array of 14× 22 microlenses, which provides a sampling of 0.52′′/microlens
and a total aperture of 7′′ × 12′′ with the low resolution grating. The field unit was
rotated to a position angle of 40 deg (counted counterclockwise from North to East) in
order to be well aligned with the bar of the lensing galaxy. We use the low-resolution setup
LR4, which covers the wavelength range 5020− 5830 A˚ and gives a spectral resolution of
R = λ/∆λ ' 9600 at the central wavelength of 5400 A˚.
The data are reduced using the GIRAFFE Base-Line Data Reduction Software1. This
software goes through all the standard reduction steps. The raw data are bias subtracted,
flat fielded, and bad pixels are removed. The spectral lines of the five simultaneous
thorium-argon lamp calibration fibers are used to adjust the localizations of the spectra,
which are previously guessed from the flat fields. Additional thorium-argon lamp expo-
sures provide the wavelength calibration. The spectra are free from strong OH emission
lines and there is no significant atmospheric absorption in the region of interest, i.e. at the
wavelengths of the Mg i and Fe ii absorption lines in the lens frame. The spectra of each
microlens are extracted and assembled to generate a data cube containing all the spectral
1http://girbldrs.sourceforge.net
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Table 8.1: Journal of the FLAMES observations. Each expositions is 2280 s long.
ID Date Seeing [′′] Airmass
1 07/10/2005 0.45 1.347
2 07/10/2005 0.39 1.226
3 07/10/2005 0.50 1.159
4 07/10/2005 0.67 1.372
5 08/10/2005 0.68 1.243
6 09/10/2005 0.86 1.299
7 09/10/2005 1.03 1.201
and two-dimensional spatial information. In total, seven exposures are obtained, hence
providing seven data cubes. To combine the cubes, we compute the light centroid in each
spatial plane contained in a cube (i.e. at each wavelength) and align them spatially. The
combination of all aligned cubes leads to a total integration time of 15960 s = 4.4 hours.
In addition to these data, integral-field spectroscopy of the K0-III star HD 19640
has been acquired using the same instrumental setup. The spectrum of this giant star
reproduces well the spectrum of an early-type galaxy, and can hence be used as a template
for the cross-correlation of the spectra of the lensing galaxy.
8.2.2 Data analysis and results
We use the spectra of the K0-III star HD 19640 as a template to determine the radial
velocity and line-of-sight velocity dispersion fields in the lensing galaxy of QSO 2237+0305.
Our procedure follows the method described by Falco et al. (1997) and is based on the
Fourier cross-correlation method (Tonry & Davis, 1979), as implemented in the IRAF2
command fxcor. In the following, we describe how we apply this procedure to the galaxy
spectrum obtained from one microlens of the spectrograph. We repeat this procedure with
the spectra obtained from the other microlenses and hence, determine the velocity and
velocity dispersion fields over the field of view of the spectrograph.
Our procedure starts by subtracting a continuum from both the object and template
spectrum by fitting a cubic spline of order 12 with ten iterations to reject points with
residuals higher than 2σ and lower than 2σ from the fit, where σ is the rms dispersion
of each fit. We restrict the region of the spectra to be used for the cross-correlation
to the main absorption lines in order to avoid contributions from the QSO spectrum
and sky emission. In the FLAMES spectra the main absorption features are the Mg i
absorption triplet at 5175 A˚ in the rest frame and the Fe i absorption at 5270 A˚. The
selected wavelength range is indicated in Fig. 8.2.
Both the stellar template and galaxy spectra have been acquired with the same instru-
mental setup. This guarantees that both spectra have the same spectral resolution and
that no rebinning is necessary at this stage. It is also important that the velocity reso-
lutions of the galaxy and the template match. Fortunately, the lensing galaxy has a low
redshift, and both resolutions are compatible. Otherwise, we would have convolved the
2IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the
Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National
Science Foundation.
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template spectrum with a Gaussian-broadening function to match the velocity resolution
of the galaxy.
Given the spectrum f(x) of the lensing galaxy and t(x) of the template, fxcor com-
putes the cross-correlation function g(x), which translates to a simple multiplication in
Fourier space
g(x) = (f ? t) (x) .=
∫ ∞
−∞
f∗(ξ) t(x+ ξ) dξ ⇒ G(k) = F∗(k) T (k)
where ∗ denotes complex conjugation, k is the wavenumber, and G, F , and T are the
Fourier transforms of g, f , and t, respectively. The command fxcor locates the cross-
correlation peak and fits a Gaussian function to it after background subtraction. The
velocity shift between the galaxy and the template is inferred from the location of the
peak of the Gaussian fit. Prior to the Fourier transformation, we apodize the spectra by
5% at each end with a cosine bell to minimize spectral aliasing effects. In addition, the
lowest wave number portion of the Fourier-transformed spectra (≤ 160 A˚−1) are filtered
out with a Hanning filter in order to remove any remaining low-frequency background.
Figure 8.2: Left: Normalized and continuum subtracted spectra of the lensing galaxy of
QSO 2237+0305 and of the star HD 19400 obtained from one FLAMES microlens. The
spectrum of the star has been shifted to the redshift of the lensing galaxy. The major
absorption lines are indicated. The interval marked at the bottom of the plot shows the
wavelength range used for the cross-correlation. Top right: Fit of a convolved version of
the spectrum of HD 19400 (red curve) to the spectrum of the lensing galaxy (black curve).
Bottom right: Determination of the velocity dispersion that best matches the spectrum of
the lensing galaxy.
Once the velocity shift between the stellar template and the galaxy spectrum is deter-
mined, we can determine the velocity dispersion of the galaxy. To do so, we first resample
the normalized and continuum subtracted galaxy and stellar template spectra using the
IRAF task dispcor to obtain a linear sampling of the spectra in velocity space, which
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corresponds to a logarithmic sampling in wavelength. Indeed, a shift dv in velocity corre-
sponds to a shift dλ in wavelength with dv/c = dλ/λ = d ln(λ). Based on the measured
radial velocity, we shift the resampled galaxy spectrum to the rest-frame.
We convolve the resampled template spectrum with a series of Gaussians with increas-
ing width σv from 0 to 400 km/s. We fit these broadened spectra to the rest-frame galaxy
spectrum. For each value of σv we compute the χ2(σv) value between the galaxy spectrum
and the broadened template spectrum. The velocity dispersion of the galaxy spectrum is
then determined from the minimum of the χ2(σv), see Fig. 8.2.
We apply this procedure to every galaxy spectrum obtained with the microlenses of
FLAMES and obtain the velocity and velocity dispersion fields shown in Fig. 8.3. The
velocity field clearly shows the rotation of the lensing galaxy, which reaches 180 km/s at
about 4 kpc. The rotation is well aligned with the major axis of the galaxy at PA= 77 deg.
The determination of the velocity dispersions are more difficult, especially in the regions
far away from the lens center, where the spectra have lower signal-to-noise ratios. Reliable
values are only obtained for the central microlenses. We obtain a relatively flat velocity
dispersion field with values of 175± 30 km/s.
Figure 8.3: Left: Integrated spectra. The central illumination is due to the images of
QSO 2237+0305 and to the bright center of the lensing galaxy. The field of view is
7′′ × 12′′ and the position angle is 40 deg counted counterclockwise from North to East.
Middle: Radial velocity field. The disk rotation is clearly visible and reaches ±180 km/s.
Right: Line-of-sight velocity dispersion field. Given the signal-to-noise of the spectra,
reliable velocity dispersions could only be obtained for the central microlenses of the
spectrograph.
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8.3 Integral-field spectroscopy with SINFONI
8.3.1 Observations and data reduction
We observed the nucleus of the lensing galaxy in QSO 2237+0305 with SINFONI of the
ESO-VLT. SINFONI consists of a near-infrared integral-field spectrometer coupled to a
visible adaptive optics system (Eisenhauer et al., 2003; Bonnet et al., 2004). The guiding
of the adaptive optics system is done directly on the bright quasar image A.
The SINFONI field of view is sliced into 32 slitlets. Pre-optics allow to choose the
angular size of the slitlets on the sky. We chose the angular size of 100 mas, which provides
a field of view of 3′′×3′′ and a rectangular size of 100×50 mas per spaxel (i.e. spatial pixel).
The spaxel is projected on two CCD pixels by the SINFONI collimator and camera optics.
We observed our target in the H-band with a useful spectral range of 1.45− 1.85 µm and,
given the angular size of the slitlets, we reach a spectral resolution of R ' 2700.
The integration cycle is composed of a sequence of object and sky exposures in order to
remove the sky emission lines which are abundant in the infrared. The sequence consists
of one object exposure, followed by two sky exposures and one second object exposure.
Each individual exposure is 600 s long and the total object integration time for one cycle is
1200 s. In total, we obtain eleven of these cycles, which leads to a total object integration
time of 13200 s = 3.7 hours, see Table 8.2.
Table 8.2: Journal of the SINFONI observations. The integration time per integration
cycle is 1200 s.
ID Date Seeing [′′] Airmass
1 14/10/2005 0.32 1.161
2 23/10/2005 0.36 1.136
3 23/10/2005 0.39 1.158
4 25/10/2005 0.25 1.136
5 25/10/2005 0.33 1.168
6 29/10/2005 0.39 1.156
7 29/10/2005 0.28 1.135
8 30/10/2005 0.39 1.152
9 30/10/2005 0.30 1.135
10 30/10/2005 0.29 1.209
11 30/10/2005 0.29 1.322
8.3.2 Data analysis and results
The data were reduced using the SINFONI data reduction pipeline (Abuter et al., 2006).
The pipeline performs all the usual steps needed to reduce near-infrared spectra, but with
additional routines for reconstructing the data cubes. Following subtraction of the sky
frames from the on-source frames, the data were flat fielded and corrected for bad pixels
and image distortions. The data were then interpolated to linear wavelength and spatial
scales, after which the slitlets were aligned and stacked up to create a data cube. From
our eleven integration cycles, the pipeline constructs eleven data cubes and, eventually,
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Figure 8.4: Normalized and continuum subtracted spectra of the lensing galaxy of
QSO 2237+0305 and of the star HD 19400 obtained from one SINFONI pixel. There
are numerous absorption lines in the near-infrared and only the most prominent ones are
indicated. The interval marked at the bottom of the plot shows the wavelength range used
for the cross-correlation.
Figure 8.5: Left: Integrated spectra. The field of view is 3′′ × 3′′. North is up and East
to the left. Middle: Radial velocity field. A small rotation reaching ±60 km/s is visible.
Right: Line-of-sight velocity dispersion field. Only the most central parts of the galaxy are
bright enough to measure reliable radial velocities and dispersions. The velocity dispersion
field is relatively flat with a mean value of 160± 20 km/s.
combines them to create one final cube. As the eleven cubes are dithered spatially, we
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reach a final scale of 50× 50 mas/pixel. As for the FLAMES data, we have observed the
star HD 19640, which provides a stellar template spectrum for the future cross-correlation
of the spectra.
We follow the same procedure as for the FLAMES data to determine both the velocity
and velocity dispersion fields shown in Fig. 8.5. A small rotation reaching 60 km/s is seen
in the nucleus of the lensing galaxy. The velocity dispersion field is flat with values in the
range 160± 20 km/s.
8.4 Long-slit spectroscopy with FORS2
8.4.1 Observations and data reduction
In addition to the integral field spectroscopy obtained with FLAMES and SINFONI, we
also acquired long-slit spectroscopy with the FOcal Reducer and low dispersion Spectro-
graph (FORS2) of the ESO-VLT. These additional data extend our analysis to the outer
parts of the disk of the lensing galaxy reaching distances up to 30 kpc from the center.
For the data acquisition we used the standard-resolution collimator and the 2 × 2 pixel
binning, which provide a field of view of 6.8′ × 6.8′ with a pixel scale of 0.252′′. We
used the holographic G1400V grism without filter, which gives a useful wavelength range
4560 < λ < 5860 A˚ and a scale of 0.62 A˚ per pixel in the spectral direction. Our long slit
has a width of 0.7′′ and is oriented along the major axis of the lensing galaxy, i.e. to a po-
sition angle of 77 deg counted counterclockwise from North to East. This setup reaches a
medium spectral resolution R ' 2100 at the central wavelength λ = 5200 A˚. Our observing
sequence consisted of a short acquisition image, an “image-through-slit” check, followed
by one consecutive deep spectroscopic exposure. We acquired four exposures leading to a
total integration time of 9200 s = 2.6 hours.
Table 8.3: Journal of the FORS2 observations. Each expositions is 2300 s long.
ID Date Seeing [′′] Airmass
1 31/05/2008 1.66 1.290
2 29/06/2008 1.91 1.159
3 08/07/2008 1.59 1.558
4 08/07/2008 1.70 1.323
8.4.2 Data analysis and results
We carry out the standard bias subtraction and flat-field correction of the spectra using
IRAF. The flat fields are created from the combination of five dome exposures and are
normalized to have a unity average. The wavelength calibrations are obtained from the
spectrum of helium-argon lamps. The wavelength solution is fitted in both spatial and
spectral dimensions with the IRAF task fitcoords using a fifth order Chebyshev polyno-
mial along the spectral direction and a fourth order Chebyshev polynomial fit along the
spatial direction. The object spectra are then rectified with the task transform applying
a cubic interpolation. This procedure ensures that the sky lines are well aligned with the
columns of the CCD after the wavelength calibration. Cosmic rays are removed using
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Figure 8.6: Normalized and continuum subtracted spectra of the lensing galaxy of
QSO 2237+0305 and of the star HD 220572 obtained with FORS2. The spectrum of
the star has been shifted to the redshift of the lensing galaxy. The major absorption and
emission lines are indicated. The interval marked at the bottom of the plot shows the
wavelength range used for the cross-correlation. Left: Spectrum of the central region of
the galaxy. Right: Spectrum of the galaxy at 9 kpc from the center showing Hβ and
[O iii] emission.
the L. A. Cosmic algorithm (van Dokkum, 2001). The sky background is removed with
the IRAF task background by fitting a first order Chebyshev polynomial in the spatial
direction to the areas of the spectrum that are not illuminated by the object.
We shift the four individual object spectra with fitcoords in order to align them
spatially. We create a combined spectrum from all aligned exposures removing the lower
and higher pixels and applying an appropriate flux scaling. The final combined spectrum
can then be used to infer the velocity and velocity dispersion along the slit. As for the
FLAMES and SINFONI observations, we also acquired a spectrum of a giant K0-III star.
This time it is HD 220572.
We combine the CCD lines along the spatial direction in order to obtain individual
spectra with a signal-to-noise ratio superior to 5. We use these spectra to infer the velocity
and velocity dispersion fields following the same method as described for the FLAMES
data. The results are shown in Fig. 8.7. We estimate the systematic error on the velocities
by carrying out a polynomial fit of the rotation curve using a polynomial of high enough
order so that the residuals are uncorrelated, i.e. such that the auto-correlation function of
the residuals reduces to less than 0.5 within a separation of a few data points. We find
that a polynomial of order 7 is sufficient, and that the systematic error reaches 20 km/s.
The velocity dispersion estimated from the spectrum of the central 0.89′′ reads 168±
8 km/s. It decreases for larger radii and reaches 50 ± 30 km/s at about 8 kpc. The
systematic error of the individual velocity dispersion measurements is 30 km/s as estimated
from a polynomial fit of order 3.
195
The spectrum of the lensing galaxy is shown in Fig. 8.6 and displays strong Mg i and
Fe i absorption features everywhere in the galaxy from the center out to 30 kpc. For radii
larger than 9 kpc, we also find Hβ and [O iii] emission. These lines are probably emitted
by the gas of the disk. Separate velocity estimates from the absorption and emission lines
result in the same rotation curve, which indicates that the gas and stars share the same
dynamics in the outer regions of the galaxy.
Figure 8.7: Left: Radial velocities obtained from the FORS2 long-slit spectra. Right:
Line-of-sight velocity dispersion along the FORS2 slit.
8.5 Discussion
We have acquired integral-field and long-slit spectroscopy of the lensing galaxy of the
Einstein Cross using the three spectrographs SINFONI, FLAMES, and FORS2 of the
ESO-VLT. We derive the line-of-sight velocity vr and velocity dispersion σv maps of the
bulge-dominated inner region (i.e. < 4 kpc). From the FORS2 data, we determine for the
first time the rotation and velocity dispersion curves of the lensing galaxy up to 30 kpc
from its center.
We measure the velocity dispersion within the central 0.89′′ using the FORS2 spectra
and obtain 168±8 km/s. This is consistent with the estimates derived from the SINFONI
and FLAMES integral-field spectroscopy. The FORS2 value is also in excellent agreement
with the results of van de Ven et al. (2008), who measured a central velocity dispersion
of 166 ± 2 km/s. The King and de Vaucouleurs models of Kent & Falco (1988) as well
as the more detailed model of Schmidt et al. (1998) predict a similar value of about
166 km/s. Barnes et al. (1999) found a value of 165 ± 23 km/s based on their two H i
rotation curve measurements. Finally, we should mention that all these values differ from
the first direct measurement of the velocity dispersion by Foltz et al. (1992), who obtained
215 ± 30 km/s. However, it is likely that their long-slit measurement is affected by the
bright quasar images.
From the observed geometry of the isophotes, van de Ven et al. (2008) deduce that the
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galaxy is inclined at i = 68 deg with respect to the sky plane3. Because of this inclinaison,
the radial velocity vr differs from the true rotation velocity V
vr = V sin i
The rotation curves of V , obtained from the three spectrographs along the major axis of the
lensing galaxy (i.e. at PA= 77 deg), are mutually consistent, see the left panel of Fig. 8.8.
The FORS2 rotation curve reaches 260 km/s at 8 kpc and remains flat out to 30 kpc. The
derived velocities are slightly smaller but compatible with the H i measurements of Barnes
et al. (1999), who obtained vr/ sin i = 310± 15 and 295± 15 km/s at 29± 1′′ and 38± 1′′,
respectively. The FLAMES velocity maps show regular rotation up to ∼ 140 km/s around
the minor axis of the bulge, consistent with an axisymmetric rotation.
Figure 8.8: Left: Rotation curve corrected for the inclinaison (i = 68 deg). The red, blue,
and black dots are the SINFONI, FLAMES, and FORS2 measurements, respectively. The
open squares are the two velocities from the H i measurements of Barnes et al. (1999).
The inlet shows the rotation curve of the central region in more detail. Right: Circular
velocity from the lens model of Trott & Webster (2002). The curves are total (solid), halo
(dash-dot), disk (dotted), bulge (short dashed) and bar (long dashed). The two vertical
lines denote the velocities from Barnes et al. (1999).
For a rotating system at equilibrium, the centrifugal force seen by a test particle of
mass m at radius r is compensated by the gravitational force F . The particle follows a
circular orbit with a circular velocity vcirc given by
m
v2circ
r
= F ⇒ v2circ =
r
m
F
Trott & Webster (2002) constructed a simple model for the mass distribution of the lensing
galaxy of QSO 2237+0305. They considered analytical mass distributions for the bulge,
3We remind that a face-on galaxy has an inclinaison i = 0 deg and an edge-on i = 90 deg.
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bar, disk, and halo. They constrained their model from both the lensing data and the
two H i measurements of Barnes et al. (1999). They derived the circular velocity curve
shown in the right panel of Fig. 8.8. This curve is essentially flat from 2 to 30 kpc with
a steep slope in the central 2 kpc. A similar circular velocity curve is obtained from the
axisymmetric models of van de Ven et al. (2008).
For radii larger than 8 kpc, the circular velocities vcirc of Trott & Webster (2002) and
van de Ven et al. (2008) are compatible with (but slightly higher than) the velocities V
obtained from our spectroscopic data. This suggests that the visible matter located at
r > 8 kpc typically follows circular orbits, e.g., in a disk-like structure. However, at smaller
radii V is significantly smaller than vcirc, which indicates that the region inside ∼ 8 kpc
is not rotationally supported and that the velocity dispersion becomes important. This is
clearly visible in the right panel of Fig. 8.7 where the velocity dispersion increases from
∼ 8 kpc inwards. These facts are further confirmed by the detection of Hβ and [O iii]
emission at r > 9 kpc, which indicates the presence of gasl, which is typically found in the
disks but not in the bulges of spiral galaxies.
From all these observations, we conclude that there are two dynamical regimes in the
lensing galaxy: a central bulge-dominated region and a more extended circularly rotating
region. The bulge-dominated region is slowly rotating and is dominated by random mo-
tions, i.e. by the velocity dispersion. At a distance of about 8 kpc from the center, the
dynamics change and the visible matter essentially follows circular orbits located in the
disk plane. This value of 8 kpc is a bit lower than expected from the model of Trott & Web-
ster (2002), where the mass of the bulge dominates the dynamics out to 10 kpc. This small
discrepancy may indicate that the mass of the bulge has potentially been overestimated
in their model.
The models of van de Ven et al. (2008) are based on the assumption of a constant mass-
to-light ratio, which they use to derive the mass distribution of the lensing galaxy from the
observed surface brightness. Hence, they do not consider the potential mass contributions
of an extended dark matter halo. Furthermore, given the small spatial extent (i.e. < 2 kpc)
of their kinematic data, their dynamical models are not constrained in the outer parts of
the galaxy, where the mass contribution from the halo may be important.
Given this situation, it is imperative to built new dynamical models based on both
the gravitational lensing data and our extended spectroscopic data. Indeed, the flatness
of the observed rotation curve strongly suggests the presence of an extended dark matter
halo (van Albada et al., 1985), and we have now sufficient data to precisely determinate
the amount and distribution of dark matter in the lensing galaxy of QSO 2237+0305.
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“The journey is the reward.”
Confucius (551- 479 BC)
Chapter 9
General conclusions and outlook
In this thesis, we consider several applications related to gravitationally lensed quasars.
We make extensive use of the spectrographs of the Very Large Telescope with a total of
185 hours of observation.
The first part of our study is related to the COSMOGRAIL project, which aims at
determining the Hubble constant H0 from the time-delay method. In order to optimize the
observing strategy of the COSMOGRAIL targets, we have undertaken a set of simple but
realistic numerical simulations. The results of these simulations help to determine the op-
timal combination of predicted time delay, object visibility and temporal sampling. They
also help to estimate which gravitational lenses are best suited for a H0 determination.
These simulations have been used to define the observing strategies of the COSMOGRAIL
targets and have led to the determination of several time delays (Vuissoz et al., 2007, 2008).
These time delays have an uncertainty below 4%, which is twice better than the accuracy
usually reached by previous monitorings of lensed quasars. Furthermore, as the monitoring
continues, these values will further improve, together with several other COSMOGRAIL
time delays that will be published in the foreseeable future.
From spectroscopic observations obtained with the Very Large Telescope, we determine
the redshift of the lensing galaxies in sixteen gravitationally lensed quasars. This repre-
sents about 25% of all currently known redshifts of galaxies lensing background quasars.
The comparison of our results with previous studies suggests that photometric redshift
estimates are in general not very accurate indicators of the true redshift. Absorption lines
present in the spectra of the lensed quasar images are much better indicators but caution
should be used in their identification. Our new lens redshifts have a direct impact on
several studies, especially the lens redshift of HE 2149−2745, which is one of lens systems
that has been used to argue possible low H0 values (e.g., Kochanek, 2002, 2003b). The new
redshift significantly increases the derived H0, and weakens the possible low H0 problem
(e.g., Oguri, 2007).
In analyzing data of the VLT archives, we show that multi-object spectroscopy is
better suited for the determination of lens redshifts than long-slit spectroscopy. The
additional spatial information obtained from the simultaneous observation of foreground
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stars is essential for the spatial deconvolution of the data. There are still other data in
the archives that can potentially be deconvolved and hence, provide the lens redshift for
other lensed quasars.
In addition, the quality (i.e. good signal-to-noise ratios and flux calibration) of our
spectra is sufficient for a stellar-population analysis. From such an analysis, one can infer
the stellar mass of the lensing galaxies. The comparison with the total mass inferred
from gravitational lensing can then determine the quantity of dark matter in the lensing
galaxies (e.g., Ferreras et al., 2008).
Additional results of our analysis are the spectra of the lensed quasar images. As
shown for SDSS J0924+0219, these observations can be used to study the quasar vari-
ability and potentially also chromatic flux variations induced by microlensing. These flux
variations provide interesting constraints on the geometry and dimension of the broad line
and continuum emitting regions (e.g., Richards et al., 2004; Popovic´, 2006).
Increasing the number of known lens redshifts is important for several reasons. First,
lens redshifts are essential for the determination of H0. Increasing the number of time-
delay lenses with known lens redshifts will improve the precision of the subsequent H0
estimation (e.g., Oguri, 2007; Coles, 2008). Second, lens redshifts can be used to compute
statistics of gravitational lenses that provide constraints on the density of dark energy ΩΛ0
(e.g., Fukugita et al., 1990; Turner, 1990). Increasing the number of known lens redshifts
will improve the statistics and, therefore, yield better estimates of ΩΛ0 (e.g., Oguri et al.,
2008).
In the main part of this thesis, we perform a detailed analysis of the gravitationally
lensed quasar QSO 2237+0305 also known as the Einstein Cross. We present our three-
year long spectrophotometric monitoring conducted at the Very Large Telescope. We find
that all images of the Einstein Cross are affected by microlensing in both the continuum
and the broad emission lines. Images A and B are the most affected by microlensing during
our monitoring campaign, and the spectral continuum becomes bluer as the images get
brighter, as expected from microlensing of an accretion disk. We also report microlensing-
induced flux variations of the broad emission lines, both in their profile and integrated
intensity. Our measurements suggest that higher ionization lines are more magnified than
lower ionization lines, which is consistent with the results of reverberation mapping studies
and a stratified structure of the broad line region (e.g., Peterson, 1993; Kaspi et al., 2000).
In a subsequent analysis, we study in more detail the variations observed in the con-
tinuum of the spectra of the quasar images A and B. We combine the inverse ray-shooting
technique with Bayesian analysis to infer probability distributions for the effective trans-
verse velocity and the size of the source responsible for the optical and ultraviolet con-
tinuum. Our results are well compatible with previous studies. We derive the currently
best estimate of the energy profile of a quasar accretion disk. We find that the energy
profile of QSO 2237+0305 follows a power-law R ∝ λζ with ζ = 1.2±0.3, which is in good
agreement with the predictions of the standard thin accretion disk model, and with the
results obtained from microlensing studies of other lensed quasars (e.g., Poindexter et al.,
2008).
We find that the determination of the power-law index ζ is almost independent of
the mean microlens mass and velocity prior considered. As a consequence, microlensing
studies are extremely efficient in constraining the relative sizes of the different emitting
regions in the source, i.e. we can accurately infer the energy profile of the accretion disk
and probe the lensed quasar of the scale of several milli-parsecs. This corresponds to a
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spatial resolution of about one micro-arcsecond, which is more than ten thousand times
better than the resolution reached by today’s best telescopes. Furthermore, the intensity
and profile variations observed in the broad emission lines offer considerable hope to infer
quantitative information on the geometry and size of the broad line region, as well.
Finally, we take advantage of the proximity of the spiral lensing galaxy in the Einstein
Cross to conduct a detailed study of its stellar kinematics using long-slit and integral-
field spectroscopy. We obtain for the first time the rotation curve of this galaxy, and the
flatness of the curve at large radii suggests the presence of an extended dark matter halo.
We conclude from our observations that there are two dynamical regimes in the lensing
galaxy: a central bulge-dominated region and a more extended circularly rotating region.
The comparison of the observed kinematics with the predictions of dynamical models
possibly indicate that the mass of the bulge has been overestimated in the models. It is
thus imperative to build new dynamical models based on both the gravitational lensing
data and our extended spectroscopic data. The combination of these two independent data
sets is promising for the determination of the distribution of dark matter in the lensing
galaxy, and especially in its extended halo.
In this thesis, we have seen how quasar lensing can be used to address several astrophys-
ical and cosmological questions. Gravitational lensing has, indeed, become an increasingly
important tool in these domains, and many more fascinating results are expected in the
future as new data are acquired, e.g., from weak-lensing surveys. Hopefully, in the coming
years, gravitational lensing will help to better understand the nature of dark matter and
dark energy, which remain two of the most challenging mysteries of modern cosmology.
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Laboratoire d’Astrophysique, Ecole Polytechnique Fe´de´rale de Lausanne
Research about gravitational lensing. Supervision of exercises in general
physics, astrophysics, and observational cosmology.
2003−2004 Research and teaching assistant
Institut d’Astronomie, Universite´ de Lausanne
Research about open clusters. Supervision of astrophysics labs and
exercises for master students.
2001−2003 Teaching assistant
Institut de Physique de la matie`re condense´e, Universite´ de Lausanne
Supervision of physics labs for undergraduate students.
Prizes and awards
1. Nominated for the EPFL doctorate awards (final selection in 2010)
2. Prize of German of the “De´partement de la formation et de la jeunesse” (1998)
3. Prize Robert Delacrausaz in Physics (1995)
Referee activity
1. Astrophysical Journal
2. Astronomy & Astrophysics
3. Revista Mexicana de Astronomı´a y Astrof´ısica
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Invited talks
1. Imaging of a Gravitational Lensed Quasar at Micro-arcsecond Scales, General As-
sembly of the Swiss Society of Astronomy and Astrophysics, Universita¨t Bern,
Switzerland, October 26, 2007.
2. Integral Field Spectroscopy of the Lensing Galaxy in the Einstein Cross, Applications
of Gravitational Lensing: Unique Insights into Galaxy Formation and Evolution,
Kalvi Institute for Theoretical Physics, University of California, Santa Barbara,
United States, October 03 - 06, 2006.
3. Microlensing in the Einstein Cross with the VLT, 8e`me Journe´e des Lacs Alpins de
Cosmologie, Geneva Observatory, Switzerland, January 26, 2005.
Posters
1. Microlensing Variability in the Gravitationally Lensed Quasar QSO 2237+0305 ≡
the Einstein Cross. I. Spectrophotometric Monitoring with the VLT, Manchester
Microlensing Conference, University of Manchester, United Kingdom, January 21 -
25, 2008.
2. The Dark Matter in the Lensing Galaxy of the Einstein Cross, La Journe´e de la
Recherche, Ecole Polytechnique Fe´de´rale de Lausanne, Switzerland, November 16,
2006.
3. Integral Field Spectroscopy of the Lensing Galaxy in the Einstein Cross, Applications
of Gravitational Lensing: Unique Insights into Galaxy Formation and Evolution,
Kalvi Institute for Theoretical Physics, University of California, Santa Barbara,
United States, October 03 - 06, 2006.
4. Detailed Observations and Modeling of Gravitational Lenses, La Journe´e de la Recher-
che, Ecole Polytechnique Fe´de´rale de Lausanne, Switzerland, November 11, 2005.
Languages
1. German : mother tongue
2. French : fluent (scolarity followed in French)
3. English : fluent
Computer Sciences
• Operating systems : Windows, UNIX, Linux and Mac OS
• Programming and markup languages : fortran, python, IDL, html
• Software : LaTeX, MS office
Other achievements and interests
• International press release about the microlensing study of the Einstein Cross (8th
December, 2008)
• Selected for the first round of psychological tests of the ESA astronaut selection 2008
• Member of the Swiss Society of Astrophysics and Astronomy
• Member of the scuba-diving center Maui-Diving, Diving Licence CMAS P2+
• Member of the aviation school Ae´roFormation, Restricted Private Pilot Licence
• Other sports: fitness, tennis, snowboard, football
• Participation in the organization of ATHLETISSIMA, the international athletics
meeting in Lausanne (editions 2003 - 2007)
