Abstract
Introduction
Developments in Grid computing and Web based data storage [1] are enabling large computations using distributed resources. As exemplified by Web Services, current modelling approaches abstract away details of the location of functions and data to permit attention to be concentrated on the calculations; users are discouraged from considering location. However, many of these computations involve massive processing power and enormous datasets so locations have to be considered if they are to be performed efficiently and reliably.
Figure 1: An operation on a distributed system
In this paper we propose a notation, "located functions" which permits concise description of operations using distributed resources which can include information about the location of the elements and we describe a simple measure to assist with making rational decisions about which permutation of an operation to employ.
Located Functions
Consider a task which combines and formats data from two databases (see Figure 1 ). 
Located Data
However, when performing computations, locations are important; functions and data need to be co-located which implies movement and there is the question of how best to orchestrate these encounters. Located functions provide a notation for reasoning about this problem.
Located functions "decorate" elements of the expression with location information (see Figure 3 in which D 1 is available at location 1, D 2 is in location 2 and D 3 is in location 3). 
Locating functions
Locations where f,g,h are available can be added, as shown in Figure 4. ( ) ( ) (
Figure 4: Including Data and Function locations
It is now clear that the result of one of g or h has to be moved and there is choice for the execution of h. In deciding, available processing power at locations is a factor as is the volume of data which has to be processed: many Grid operations work on very large datasets [1] [2] [3] .
Identifying the best locations to perform calculations is complex; in this small example there are over twenty possibilities. Using data about processing power, sizes of datasets and bandwidths between locations we can estimate a relative cost for each strategy.
For data movement, the cost is the size of the data divided by bandwidth. For functions, we suggest the size of the parameters divided the location's processing power. For example, the cost of evaluating h is given by the cost processing h where it is available plus the cost of any movement of its inputs. If the size of dataset 1 is 10 and dataset 3 is 100, the data throughput at 1 and 3 are 5 and 1000, respectively, the bandwidth from 1 to 3 is 10, then the cost for running h is one of: (0 + (100/10) ) + (10 + 100)/5 = 32 (executed at 1) ( (10/10) + 0 ) + (10 + 100)/1000 = 1.11 (executed at 3).
The cost of executing g is calculated similarly. When evaluating the cost of f, the costs of the sub-computations need to be added, as appropriate, giving a figure for the whole computation from which to decide the details of how to perform the whole calculation.
Issues in Real Grid Deployments
Appling this technique to real systems, there are additional factors which need consideration including bandwidth throttling to obtain a level of fairness between clients [4] and security [5] . These can be included in our model by appropriate manipulation of inter-site bandwidths, notwithstanding the underlying networking infrastructure. For simplicity, we have assumed static bandwidth configurations in our example.
Conclusions
When modelling real complex systems, achieving the correct level of abstraction is important [6] . We have described "located functions", a notation which provides a representation for problems which involve the combination of distributed data and processing resources. We have also illustrated how the notation might be used to arrive at a time-like approximation which can be used to decide which datasets should be moved and which of the possible locations for the evaluation of each element is to be preferred.
