We present two algorithms, IRRM and SLIP-IRRM, for scheduling cells in an input-queued cell switch. Both algorithms exhibit asymptotically 100% utilisation under high load; SLIP-IRRM within a single iteration.
Introduction
The major problem with input-queued switches is head-of-line blocking which can limit the maximum throughput asymptotically to 58% 1] . Previous algorithms have improved upon the 58% utilisation 2, 3, 4, 5, 6] using non-FIFO input queues and state-dependent scheduling. In each case, if the tra c is not uniformly distributed over outputs, or if the arrival process is not Bernoulli then the asymptotic utilisation decreases from its maximum. In particular, Parallel Iterative Matching (PIM) 6] will tend towards 100% utilisation if a su ciently large number of iterations are used. The proposed scheduling algorithm called Iterative Round Robin Matching (IRRM) is a simpli ed version of PIM 6] . The maximum achievable utilisation of IRRM is always asymptotic to 100% in just two iterations. It is also simpler to implement than PIM and will allocate bandwidth fairly under low and high load.
Iterative Round Robin Matching
Similarly to PIM, the following three steps are iterated for an M input, N output switch:
1. Each unmatched input sends a request to every output for which it has a queued cell. 2. If an unmatched output receives any requests, it chooses the one that appears next in a round-robin schedule starting from the highest priority element. The output noti es each input whether or not its request was granted. The pointer g i to the highest priority element of the round-robin schedule is incremented (modulo M ) to one location beyond the granted input. 3. If an input receives a grant, it accepts the one that appears next in a round-robin schedule starting from the highest priority element. The pointer a i to the highest priority element of the round-robin schedule is incremented (modulo N ) to one location beyond the accepted output.
An example of one iteration of the three phases is illustrated in gure 1. In the example, input 1 has one or more cells for outputs f1,2g, input 2 has one or more cells for outputs f1,2g and so on. The grant schedules are shown for outputs 1 and 2. The accept schedules are shown for inputs 1 and 3. At the end of the iteration, g 1 , g 2 and a 1 are incremented to 2 and a 3 is incremented to 4.
How many Iterations?
Under high load when all input queues are occupied, it can take min(M; N ) iterations to successfully schedule the switch if the schedulers are initially aligned synchronised. However, in successive cycles, a perfect match will occur in a single iteration provided that all input FIFO queues are still occupied. This is the reason for the asymptotic 100% utilisation under high load independent of the tra c statistics.
We select a xed number of iterations, T , where 1 < T << min(M; N ). Under high load the schedulers will become misaligned over several time slots. Once they have become misaligned, matches will continue to be perfect so long as the input queues are occupied. The basic IRRM algorithm will not perform well for a single iteration, because the basic algorithm does not allow the schedulers to become misaligned. But if we make the following small change to the basic algorithm, the maximum achievable utilisation becomes asymptotic to 100%. The SLIP-IRRM algorithm is identical to IRRM with the following condition added to phase 2 above:
2. . . .Pointer g i is incremented if and only if the grant was accepted. Figure 2 shows the utilisation versus delay for both IRRM and SLIP-IRRM for a 16-input 16-output switch. IRRM was simulated for 1, 2 and 4 iterations. For SLIP-IRRM we can see that the utilisation is once again asymptotic to 100% because of the forced misalignment of the schedulers introduced by the modi cation. In addition to the high utilisation of this algorithm, IRRM and SLIP-IRRM will always allocate bandwidth fairly between contending inputs. This is because of the deterministic nature of round-robin scheduling. 
Performance of Iterative Round Robin Matching

Conclusion
We have introduced a new algorithm called IRRM for scheduling cells in an input-queued cell switch. The algorithm exhibits the interesting property of asymptotically 100% utilisation under high load when all input queues become occupied. The algorithm performs e ciently and fairly under low and high load and is simple to implement. One drawback of the algorithm is that it requires more than one iteration in any slot time. A modi cation to the IRRM algorithm called SLIP-IRRM provides a utilisation asymptotic to 100% in a single iteration.
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