Consider an Internet service provider (ISP), or a corporate intranet, that connects a large number of users with the Internet backbone using an "uplink." Within such a system, consider the traffic oriented towards the uplink, namely the streams whose start points are the local users and whose destination is outside the local domain. These streams are merged by a network that consists of merge nodes, typically arranged in a tree topology whose root is directly connected to the uplink. Without loss of generality, we may assume that the bandwidth of the link emanating from a merge node is less than the sum of bandwidths of incoming links (otherwise, we can assume that the incoming links are connected directly to the next node up). Hence, when all users inject data at maximum local speed, packets will eventually be discarded. A very effective way to mitigate some of the losses due to temporary overloads is to equip the merge nodes with buffers, that can absorb transient bursts by storing incoming packets while the outgoing link is busy. The merge nodes are controlled by local on-line buffer management algorithms whose job is to decide which packets to forward and which to drop so as to minimize the damage in case of an overflow.
The merge nodes are controlled by local on-line buffer management algorithms whose job is to decide which packets to forward and which to drop so as to minimize the damage in case of an overflow.
We study the performance of various buffer management algorithms in the context of a system of merging streams, under the assumption that the system is required to support different quality of service (QoS) levels. The different QoS levels are modeled by assuming that each packet has a positive value, and that the goal of the system is to maximize the total value of packets delivered.
Evaluating the performance of the system cannot be done in absolute terms, since the total value delivered depends on the actual streams that arrive. Instead, we measure the competitive ratio of the algorithm by bounding, over all possible input sequences, the ratio between the value gained by the algorithm in question, and the best possible value that can be gained by any schedule. Our model. To allow us to describe the results, we first give here a brief overview of the model. Our model is essentially the model used by Adversarial Queuing Theory [4] , with the following important differences: packet injection is unrestricted, buffers are finite, and each packet has a value. More specifically, the system is described by a directed graph, where each link has a buffer É in its ingress and a prescribed bandwidth Ï´ µ. An execution of the system proceeds in synchronous steps: In each step, new packets may enter the system, where each packet has a value (in Ê · ), and a completely specified route. Also in each step, packets may progress along edges, some packets may be dropped from the system, and some packets may be absorbed by their destinations. The basic limitation on these actions is that for each edge , at most Ï´ µ packets may cross it in each step, and at most × Þ ´É µ packets may be retained in the buffer from step to step. The task of the buffer management algorithm is to decide which packets to forward and which packets to drop subject to these restrictions. Given a system and an input sequence, the total value of a schedule for that input is the sum of all packet values that reach their destinations.
In this paper, we consider a few special cases of the general model above, justified by practical engineering considerations. The possible restrictions are on the network topology, scheduling algorithms, and packet values. The variants are as follows. Tree topology assumes that the union of the paths of all packets is a directed tree, where all paths start from a leaf and end at the root of the tree. Regarding schedules, most of our results are for the class of workconserving schedules, i.e., schedules that always forward a packet when the buffer is non-empty. (Work conserving schedules are sometimes called "greedy" [4] . In line with the networking community, we use the term "work conserving" here; we reserve the term "greedy" for more specific algorithms we specify later.) We consider two alternative restrictions on the schedules as follows. First, we consider the class of FIFO algorithms, i.e., algorithms that may not send a packet that arrives late before a packet that arrives early. This condition is natural for many network protocols (e.g., TCP). Another type of restriction is motivated by real-time traffic: in the bounded delay model, we assume that each packet has a hard deadline that must be met (i.e., packets that don't arrive at their destination by their deadline are worthless). Our results. We study the effect of different packet values, different buffer sizes and link bandwidths on the competitiveness of various local algorithms. We study very simple algorithms: for the FIFO case, we define the Greedy algorithm to be the algorithm that drops packets only when there is overflow, and then it drops the least valuable packets available. We also consider the Locally Optimal schedule, which is the best possible schedule with respect to a single buffer. Roughly speaking, it turns out that in many cases, the Greedy algorithm has performance which is asymptotically equivalent to the performance of a system defined by a composition of locally optimal schedules, and in some cases, its performance is proportional to the global optimum. More specifically, we present the following results for the FIFO model. First, we show that a combination of locally optimal schedules can have competitive ratio ª´ µ on trees with uniform buffer size, uniform link bandwidths, and height . For bounded degree trees of height the competitive factor drops to ª´ ÐÓ µ, and for line trees of height the lower bound drops further to ª´Ô µ.
We then show that for arbitrary topologies, the maximal ratio between the performance of Greedy and the performance of any work-conserving (off-line) schedule is Ç´ Ê Ñ Òµ, where is the length of the longest packet route in the input (measured in time units), Ê is the maximal rate in which packets may reach their destinations, and Ñ Ò is the size of the smallest buffer in the system. We then focus on trees. We introduce the concept of link weakness, defined as follows. For any given link , define the delay of to be the longest time a packet can spend in the buffer of (for work-conserving FIFO schedules, it's exactly the buffer size divided by the link bandwidth). Define further the height of to be the maximal length of a path from an input leaf to the egress of , where the length of a links is its delay. Finally, the weakness of is the ratio between its height and its delay (always at least ½). Our main result is that the competitive factor of Greedy is proportional to the maximal link weakness in the system. Our proof is for the case where each packet has one of two possible values. Our result implies, for example, that if, for some¯ ¼, the delay of each level is larger at least by a factor of ½ · than the delay in the previous level, then the competitive factor of Greedy w.r.t. the global optimal schedlue is Ç´½ ¯µ. Roughly speaking, this means that if either buffers near the root are larger, or links near the leaves are faster, then Greedy is competitive.
For the bounded-delay model, define Greedy to be the algorithm that for each link , forwards the Ï´ µ most valuable packets that can still meet their deadlines. We prove that for a tree topology, the competitive factor of Greedy is ½ · Ê Ï Ñ Ò , where ÏÑ Ò is the minimal link bandwidth in the system and Ê is the bandwidth of the output link. Thus, if all links have the same bandwidth, the competitive factor is ¾, like the single buffer case [6] .
Related work.
There is a myriad of research papers about packet drop policies in communication networks-see, e.g., the survey of [8] and references therein. In Adversarial Queuing Theory [4] , packet injection is restricted, and the main measure of performance is the size of the buffers required to never drop any packet. In a closely related recent paper, Aiello et al. [1] propose to study the throughput of a network with bounded buffers and packet drops. Their model is similar to ours, so let us point out the differences. The model of [1] assumes uniform buffer sizes, link bandwidth, and packet value, whereas we consider individual size, bandwidths and values. As we show, these factors have a decisive effect on the competitiveness of the system even in very simple cases. Another difference is that [1] compares on-line algorithms to any off-line schedule, including ones that are not work-conserving. Due to this approach, the performance guarantees they can prove are rather weak, and thus they are mainly interested whether the competitive factor of a scheduling policy is finite or not. By contrast, we consider work-conserving off-line schedules, which allow us to derive quantitative results.
Additional relevant references study the performance guarantees of a single buffer, where packets have different values. The work of [2, 7] study the case where one cannot preempt a packet already in the buffer. [6] gives tight analysis of the Greedy algorithms in the FIFO and the bounded delay model. The two-value single buffer case is further studied in [9] . Overflows in a shared-memory switch are studied in [5] . Azar and Richter [3] analyze a scenario of a single merge, where finite buffers are located at input ports, and the output port has no buffer: instead, in each step, one of the input ports is selected and the packet in the head of its buffer is transmitted. [3] shows how to reduce this scenario to the problem of managing a single buffer, while incurring only a constant blowup in the competitive factor.
