attributed to the mismatch between training and testing conditions. Robust ASR methods include signal enhancement techniques as a front-end and/or feature space transformations that reduce variability due to noise [1] . The inherent disadvantage in such techniques is that they make poor assumptions as to the nature of the noise. Our framework deals with a noise type difficult to model, which consists of short-time bursts of random amplitude, spectral content, onset time and frequency of occurrence. It can deal with heavily distorted speech that may extend to several hundred samples. The noise suppression scheme ( Fig.1 ) avoids a global act on the original waveform, that is, it does not inflict any distortions on an already clean part of the spectrum. A two-layer time delay back-propagation network (TDNN) is trained in matched clean training and operational conditions. The TDNN is trained to predict the next cepstral vector on the basis of the current and the 7 previous ones. After convergence, for every cepstral vector corresponding to each frame of a validation set that consists of recordings not included in the training set, the absolute value of the difference between the predicted feature and the actual one is calculated. The 99% upper control limit is derived from the prediction error of the validation set (the lower limit is zero), using MATLAB Statistics Toolbox.
The control limit is the 99% confidence interval on a new observation from the process.
In operational use, if the mean square error between the predicted value and the actual one falls within the control limits, the feature is classified as clean and remains intact. In the case of a degraded cepstral vector the prediction error violates these confidence limits, therefore is classified as impaired and is subsequently replaced by the predicted cepstral vector (see Fig. 2 ). The identification of the outlier is attributed to the fact that the TDNN is trained with data clean of any kind of impulsive corruption as indicated by the annotated transcription. In addition, neural networks, although able to generalize well inside the space of training data, cannot interpolate outside this space. In practical tests, the prediction error of an impulsively degraded cepstral vector is almost one order of magnitude higher than the normal error.
Description of the system: The appeal of the TDNNs for the identification of cepstrum outliers lies in their well-known ability to incorporate context information into the prediction procedure. This network topology has been proved capable of approximating any function with a finite number of discontinuities with -theoretically -, arbitrary accuracy [2] . Its mapping functionality is expressed by:
where, C T =[C 1 ,.., The data were mean and variance normalized per one recording basis. The processed coefficients were subsequently expanded after appending first and second order derivatives to the static vector. As regards the reference recognition system, we made use of the HTK Toolkit. The basic recognition units were 5-state tied state, context dependent triphones. In order to train the speaker independent continuous speech recognizer, 3000 speakers from the SpeechDat database were used. For the evaluation experiments we used recordings each one containing a sequence of 6 digits, so the procedure can be considered as a large vocabulary, speaker independent task with a small vocabulary of ten possible digits. In operational use, we produced the control chart (Fig. 2) of the prediction error. A control chart is a plot of the prediction-error measurements over time with statistical limits applied. The impulsive noise suppression module is activated once the prediction error violates the control limits derived from the validation set.
Simulation and results:
Regarding SNR measurements in the case of impulsive noise we follow the notation of [3] . Let {P im } denote the average power of each impulse and {P sig } the signal power. For the case of impulsive noise, the average signal to noise ratio depends on the average power of each impulse and on the rate of noisy pulse occurrences. We define an average signal to impulsive noise ratio, where {α} is the fraction of signal samples contaminated by impulsive noise as:
Machine-gun noise from the NOISEX-92 database of varying frequency of occurrence, amplitude and onset of appearance was added to six-digits recordings clean of any kind of impulsive noise, with the result that the selected SINR was reached as illustrated in Fig. 3 . Subsequently, the noisy files, as well as the enhanced waveforms, were led to the recognizer. Fig. 3 depicts the average word recognition results, which demonstrate a clear and considerable gain when the enhancement procedure is included in the MFCC front-end. A closer examination of the word recognition results reveals that recognition performance degrades mainly because of the high number of occurrences and not as a result of high-energy pulses. In cases where the impulses are rare, the performance is very high. The system fails only in cases of large clusters of adjacent, high energy disturbances, in the case of which the prediction is based on a large number of previously restored feature vectors.
Conclusions:
We wish to emphasize the practical utility of our approach, which does not seek to revise but, rather, furthers the discriminative ability of the already existing and successful MFCC front-end. We have not made use of any specific characteristics of the machine-gun noise since our framework is based on the identification of cepstral vectors which are not drawn from the underlying cepstrum of the speech signal and which are 
