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ABSTRACT 
The eigenvectors of a symmetric matrix can be chosen to form an orthogonal set 
with respect o the identity and to the matrix itself. Similarly, the eigenvectors of a 
symmetric definite linear pencil can be chosen to be orthogonal with respect o the 
pair. This paper presents the three sets of matrix weights with respect o which the 
eigenvectors of the symmetric definite quadratic pencil are orthogonal. One of these is 
used to derive an explicit solution of the partial pole assignment problem by state 
feedback control for a control system modeled by a system of second order differential 
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equations. The solution may be of particular interest in the stabilization and control of 
flexible, large space structures where only a small part of the spectrum is to be 
reassigned and the rest of the spectrum is required to remain unchanged. © Elsevier 
Science Inc., 1997 
1. INTRODUCTION 
The second order matrix differential equation 
d 2 d 
M~v + C~-v  + Kv --- o (1) 
leads, with the separation of variables v(t)  = xe At, x a constant vector, to the 
problem of finding the eigenvalues and eigenvectors of the quadratic pencil 
P (A)  = )t2M + )tC + K. (2) 
The scalar A i is called an eigenvalue, and the corresponding vector x i ¢= o is 
called an eigenvector if they satisfy 
P(X,)x,  = o. (3) 
Here, we will assume that M, C, and K are symmetric and furthermore M is 
positive definite. Such pencils are said to be symmetric definite and usually 
arise in vibration analysis (see [6, 8]). 
I f  C is a zero matrix, the problem reduces to the well-known generalized 
eigenvalue problem, in which P is a linear pencil 
P (~)  = K - /xM, (4) 
by the substitution /x = -A  2. Since M is positive definite, there are n real 
eigenvalues /z~, i = 1, 2 . . . . .  n, and n linearly independent eigenvectors. 
Furthermore, the eigenvectors can be chosen so that the following orthogo- 
nality relations hold [6, p. 507]: 
xT Mxj 
i # j .  (5) 
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The eigenvalues are given by the Rayleigh quotients, 
x,TKx, 
xiTMx, = /x,. (6) 
Besides its theoretical importance, the orthogonality (5) of the eigenvectors 
has practical application in science and engineering (see [6, pp. 512-531; 8]). 
For the general quadratic pencil, the relations (5) no longer apply unless 
(and only if) KM-1C is symmetric; see [4]. In that case we have, in addition 
to (5), the following relation: 
xrCxj = 0, i ~ j ,  
and M, C, and K are simultaneously diagonalizable. In Section 2 we present 
the orthogonality relations which apply in the case of the quadratic pencil for 
general C. This orthogonality plays a role in our solution to an important 
control problem, which we now describe. 
The system modeled by (1) can be controlled with the applications of a 
forcing function bu(t), b E~ n a constant and u(t) a scalar, in which case (1) 
is replaced by 
d 2 d 
M~-v  + C~-/v + Kv = bu( t ) .  (7) 
The choice of the control vector 
d 
u( t )  = fT~--/v(t) + grv( t ) ,  (8) 
f, g ~ ~n constants, leads to the closed loop system 
d 2 d 
M~-~-ffv + (C - b f  r)  ~v  + (K - bgr )v  = o, (9) 
the dynamics of which are characterized by the eigenvalues of the closed loop 
pencil 
Pc(A) = M)t 2 + (C - b f r ) ) t  + (K - bgr ) .  (10) 
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The partial pole assignment problem for the quadratic pencil requires us 
to find the feedback vectors f, g which are such that the spectrum of the 
closed loop pencil (10) has certain of its eigenvalues prescribed and the 
others are in the spectrum of the open loop pencil (2). The most important 
application of this problem is in the relocation of those eigenvalues associated 
with instability or which lead to large vibration of structures modeled by the 
second order differential equation (1). 
It is well known (see [9]) that the system (7) is completely controllable if 
and only if 
rank{A2M + AC + K,b} = n 
for every eigenvalue a of the pencil (2). Complete controllability is a 
necessary and sufficient condition for the existence of f and g such that the 
closed loop pencil has a spectrum that can be assigned arbitrarily. However, if 
the system is only partially controllable, i.e., if 
rank{A2M + AC + K,b} = n 
only for m of the eigenvalues A = A k, k = 1, 2 . . . . .  m, m < n, of the pencil, 
then only those eigenvalues can be arbitrarily assigned by an appropriate 
choice of f and g. Furthermore, partial controllability can be shown to be 
equivalent to the following: the vector b must be not orthogonal to {Xk}km__ l, 
the eigenvectors corresponding to the assignable igenvalues {ak}km__ 1"
The partial pole assignment problem can be solved by finding f such that 
the 2n × 2n matrix 
where 
a - (11)  
A= ( O-M-1K -M-I 1C), b= (MOlb), f= (_~g), (12) 
has the desired spectrum. Existing methods include the projection and 
deflation technique of [11] and the matrix equation method proposed in [7]. 
It is clear that the solution of the partial eigenvalue assignment problem 
through the first order realization above cannot be recommended in practice, 
because the explicit computation of the inverse of M is not advisable, due to 
possible ill-conditioning of M, and furthermore, that approach does not 
respect properties, such as sparsity or positive definiteness, that are some- 
times assets for this problem. 
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The problem can also be solved by using a nonstandard first order 
realization that does not require the inverse of M, but that approach will give 
rise to a descriptor control system, and the methods for descriptor systems 
are not yet well developed [5]. 
The approach used in this paper works directly with the data matrices M, 
C, and K of the second order system, rather than the 2n × 2n nonsymmetric 
first order realization (12) of (10). This allows the exploitation of matrix 
structural properties, such as symmetry, sparsity, and bandedness. 
An important practical requirement of any solution method for the partial 
eigenvalue assignment problem is that the method should not suffer from 
spillover, the phenomenon i  which eigenvalues not intended to be changed 
are modified by the process. 
In Section 3 we use one of the orthogonality relations mentioned above to 
derive the explicit solution to the partial pole assignment problem for the 
quadratic pencil. Our method ensures that spillover will not occur. The 
explicit solution is also a powerful aid in the analysis of such systems. We 
emphasize that our results are applicable in the general case and do not 
assume that M, C, and K are simultaneously diagonalizable. 
The method will be most advantageous in practical applications where n 
is large and it is required to assign only the eigenvalues Al, A 2 . . . . .  Am, where 
m is much smaller than n. This situation is typical in the vibration control and 
stabilization of flexible, large space structures [1, 2]. The method uses the 
eigenvalues A1, A 2 . . . . .  A m and their associated eigenvectors. These can be 
found by computation using a Krylov subspace method such as the Lanczos 
[10], or by modal analysis measurements when the physical structure is 
available [8]. 
In Section 4, a shift of origin technique is derived which allows partial 
pole assignment in the case where some of the eigenvalues vanish. This is 
common in vibration, and corresponds to the stabilization of an unsupported 
system which undergoes rigid body modes of motion [8]. 
Two illustrative xamples are given in Section 5, and a summary is given 
in Section 6. 
2. ORTHOGONALITY RELATIONS FOR THE SYMMETRIC 
DEFINITE QUADRATIC PENCIL 
Throughout his paper, the superscript T in an expression like x T denotes 
the transpose, not conjugate transpose, of a vector, even though that vector 
may be complex. 
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Suppose M, C, K ~,9~ "×n are symmetric and M is positive definite. Let 
the n × 2n system of equations 
MXA 2 + CXA + KX = O, (13) 
where X ~ W nxz" and A = diag{Al, A 2 . . . . .  /~2n} E ~,2nX2n,  /~i distinct, be 
an eigendecomposition of the quadratic open loop pencil 
P(A) = MA 2 + CA + K. (14) 
Isolating the term of (13) in C, we have 
- C X  A = MX A 2 + KX. (15) 
Multiplying this on the left by A X r gives 
-AXrCXA = AXrMXA 2 + AXT"KX. (16) 
Transposing (15) and multiplying it on the right by XA gives 
-AXTCXA = A2XTMXA + XrKXA.  (17) 
Now, subtracting (17) from (16) gives, on rearrangement, 
AX~MXA 2 - X~KXA = A2XrMXA - AXTKX, (18) 
or  
(AXTMXA - XTKX) A = A(AXrMXA - XrKX) .  (19) 
Thus, the matrix AXTMXA - XTKX, which we denote by D1, must be 
diagonal, since it commutes with a diagonal, the elements of which are 
distinct. We thus have the first orthogonality relation 
AXrMXA - XTKX = D 1. (20) 
Now, isolating the term of (13), in M, we get 
-MXA 2 = CXA + KX, (21) 
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and multiplying this on the left by A2X 7" gives 
-A2X~MXA 2 = A2XrCXA + A2XrKX. (22) 
Transposing (21) and multiplying it on the right by X A 2 gives 
-AZXrMXA 2 = AXTCXA ~ + xrKXA 2. (23) 
Subtracting (23) from (22) and adding AXrKXA to both sides gives, after 
some rearrangement, 
A (AXrCXA + AXTKX + XTKXA) 
= (AXrCXA + AXTKX + XrKXA)A .  (24) 
Again, this commutivity property implies, if A has distinct diagonal elements, 
that 
AXTCXA + AXrKX + XrKXA = D 2 (25) 
is a diagonal matrix. This is the second orthogonality relation. 
The relations (20) and (25) together easily imply the third orthogonality 
relation 
AXrMX + XTMXA + XTCX = D a, (26) 
where D 3 is also diagonal. 
Now, multiplying (26) on the right by A gives 
AXrMXA + XTMXA 2 + XrCXA = DaA , 
which, using (13), gives 
AXTMXA + XT(--KX) = DaA.  
So from (20) we see that 
D 1 = D3A. (27) 
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Next, using (13), we may write (25) as 
D 2 = AXr (CXA + KX) + XrKXA 
= AxT( -MXA z) + XrKXA 
= ( -AXTMXA+XTKX)  A. 
Thus, by (20) we have 
D e = - D 1A, (28) 
and this immediately eads, by (27), to 
D 2 = - D 3 A 2. (29)  
We remind the reader that matrix and vector transposition here does not 
mean conjugation for complex quantities. 
It is instructive to view these orthogonality relations eomponentwise. 
Thus, equating the off-diagonal elements of the matrices on both sides of 
relations (20), (25), and (26), we obtain 
x~(AiAjM- K)xj =0] 
x~((A, + Aj)M + C)xj 
i 4 : j .  
Provided the denominators do not vanish, we may rewrite these as 
_ xTm, j ] 
,~ ,A j  - xT M,,j 
A, + Aj _ xTCx j  , 
A, Aj "T~j [' 
xTCxj 
-(A, + Aj) xNMx j 
i --/= j .  
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Similarly, from (27), (28), and (29), and assuming again that the denomi- 
nators do not vanish, we have the Rayleigh-quotient-like expressions for the 
quadratic pencil P(A): 
) t i  
- K)x,  
_)t2 = 
x, (2)t,M + C)x, 
T 2 2)tiK)xi X i ()tiC q 
T 2 " ' "  - ) t '  x, ()ti M - K)x i i 1,2, ,2n. (30) 
+ 2)t,K)x,  
xT(2)t,M + C)x, 
Note that when C = O, the last relation in (30) simplifies to the Rayleigh 
quoti6nt (6). 
3. PARTIAL POLE ASSIGNMENT 
Using one of the orthogonality relations just proved, we now present a 
solution to the partial eigenvalue assignment problem for the pencil P()t) = 
)t2M + )tC + K. For convenience, we restate the problem. 
Given m complex numbers Ph,/z2 . . . . .  I~ m, m <~ n, and a vector b ~ ~a~n, 
we are required to find f, g ~ ~"  which are such that the closed loop pencil 
P~()t) = M)t 2 + (C - bfr))t + (K - bg r) (31) 
has the spectrum 
{ j tL l '  I'L2 . . . .  , j tLm'  ) tm + 1, " ' ' ,  ) t2n}  • (32) 
This is the partial pole assignment problem in which we use the vectors f and 
g to replace the eigenvalues {)tj}jm= 1 of the pencil P()t) by {Ixj}j"~= 1, while 
leaving the other eigenvalues unchanged. To this end we first prove Theorem 
3.1. 
I~t us partition the n × 2n eigenvector matrix and 2n × 2n eigenvalue 
matrix as follows: 
X=(X l  X2 )' A= ( A i m  2n- -m )m A2 2n - m"  
m 2n- -m 
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THEOREM 3.1. Let 
f = MXIA I I~  , g = - -KX I~ , ~ E ~m.  (33) 
Then for  any choice of  f$ we have 
MX2A~ + (C - b fT)X2A2 + (K - bgr)X2 = O. (34) 
In words, this theorem assures us that any choice of 13 with f, g as in (33) 
guarantees that the last 2n - m eigenpairs (A 2, X 2) of (14) are also eigen- 
pairs of the closed loop pencil (31). 
Proof. Expanding the left hand side of (34) gives 
MX2A ~ + CX2A 2 + KX 2 + b(- I~TAIXlrMX2A2 + 13TXlrKX2) 
- blST(A,X~MX2A 2 - XlVKX2) 
because A 2, X2 are eigenmatrix pairs of (14). Furthermore, 
A1X1TMX2A2 - XlrKX2 = O 
because the left hand side is the m x (2n - m) top right (and therefore 
zero) block of a diagonal matrix by virtue of the orthogonality relation (20). • 
In order to use Theorem 3.1 to solve the partial pole assignment problem, 
we need to choose I~ which will move { Aj},m i of the pencil P(A) to {/.tj}jm= ~ in 
Pc(A), if that is possible. If there is sucJa a vector ~, then there exist an 
eigenvector matrix Y ~ ~,,x m, 
Y = (Yl,Y2 . . . . .  Ym), Yj # 0, j = 1,2 . . . . .  m, 
and D = diag{/x l,/x 2 . . . . .  /x m} which are such that 
MYD 2 + (C - bfT)YD + (K - bgT)Y = O. (35) 
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Substituting for f, g and rearranging, we have 
MYD 2 + CYD + KY = bI3T(A1X~MYD - XITKy) 
= b l i tZ1 ~ 
= be T, 
where Z 1 = DYrMX1A1 - yTKX1 and 
e = z113 (36)  
is a vector that will depend on the scaling chosen for the eigenvectors in Y. 
To obtain Y, we can solve for each of the eigenvectors Yi using the equations 
(/z~M + /xyC + K)yy = b, j= l ,2  . . . . .  m. (37) 
This corresponds to choosing the vector e = (1, 1 . . . . .  1) T, so, having com- 
puted the eigenvectors, we could solve the m-square system 
Zl t  3 = (1, 1 . . . . .  1) 7" 
for 13, and hence determine the vectors f, g. However, there exists an explicit 
solution for this problem, which we now give. 
THEOREM 3.2. Suppose the open loop quadratic pencil (14) has eigende- 
composition (13), and f, g are chosen as in (33) with the components/3j of 13 
chosen as 
1 , j  - Aj l r /~ , , -  xj (38)  
/31 bTxj T i=1 A, -- Aj ' j= l ,2  . . . . .  m. 
i . j  
Then, the closed loop pencil (31) has spectrum (32) and its first m eigenvec- 
tors can be scaled to satisfy (37). 
Proof. In view of Theorem 3.1, we need only show that 
• k(13) d-el[/x~M + /xk(C - b f  T) + (K - bg~)]yk = o, 
k = 1,2 . . . . .  m, (39) 
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where 
2 /zkM + /zkC + K)y k b, (40) 
for the choice of f, g, and 13 indicated. Now, ~k(l]) with f, g replaced by the 
expressions in (33) gives 
= 
= b -  /3jxf(/x kA jM-K  Yk, 
by (40). Now, substituting for/3j using (38) gives 
a ,k (13)  = b - [bj__~ 1 1 /Xy - b~xj 'b }kj i=1 fii.j /~iA, - Aj jxf(/xk AiM - K)] yk 
=b-  [@1 1 .~ ~ ~, ,~ ~ bTxj t~ k )tj i=111 ~i -- ~j 
it=j, k 
( )] ×xf krk(/zk-- Aj)M /x k~ AjK Yk" 
The jth column of (13) can be rewritten as 
Cxj =- (A jM + K/Aj)x), Aj ¢= O. 
Hence, for any choice of i ~< k, j ~< m, 
(/x~M + /zkC + K)xj = [/x~M - /xk(AjM + K/Aj) + K]xj 
( 1 ) 
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Substituting (41) into the last expression for (l)k(l~) gives 
( l )k (~)  = b --  bTx-----~ /~k }(j i=1 /~i " ~ xj( /x kM + /xkC + 
i~j, k 
b3__~l 1 [&j -A j  f i  bt i -A Jx~b '
=b-  = brx jX  k Xj i=1 '~, ,~ 
i~j, k 
using (40) again. Canceling the common term, we get 
(i)k(13) = b _ b ~ tz2 - AJ f i  " '  - AJ 
~=lXk ,~yi=l X, Xj' 
i ~j  
j= l  l-Iim=l,i÷jli l j  " 
Now, it so happens that the terms under the summation sign in this last 
expression are the formulae given in [3] for the squares of the elements of a 
vector normalized to have length unity! In [3] it is assumed that the )t i and/x i 
satisfy an interlacing property. We now show that 
l-l'--l"----2-*k-/z--~ ZAJ = 1, k = 1,2 . . . . .  m, (42) 
j=l Fl ,~l, i~j,  Ai - Aj 
for any sets of {Ai}i~ 1 and {/Zi}im__x, in which the A i are distinct, and thus 
establish that (I)k(l$) vanishes, as required. 
Define the monic polynomial 
Pm-1(t) = f i  (t - gi),  1 ~< k ~< m. (43) 
i=1 i#k 
The Lagrange polynomial which interpolates Pm-1 at the m distinct points 
t = hi, i = 1, 2 . . . . .  m, recovers Pm - 1 itself, so we may write 
Pm_ l ( t )  = ~ Pm- l (~ j )  l--lim=l'i~j(~t ~ 1~i._)) 
j= l  VIim=l.i. j( )tj - 1~i) 
j= l  i=1 
i :~j 
(44) 
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where 
Pm-l(Aj) 
n '° , : , , / j (A j  -- a,)" 
Moreover, 
a (45) 
j= l  
because Pro- l (t)  is monie. Equating the two forms (43) and (44) of Pm-1 (t) 
at t = A k, 1 <~ k <~ m, gives 
1--I m i=l, iq:k(l~j-- l-Li) 
aj = n m+j(  j _ 
from which (42) follows by (45). This completes the proof. 
From the expression (38) it is clear that sufficient conditions for the 
existence of I~, and consequently for a solution to the partial pole assignment 
problem to exist, are that 
(a) no )t.,1, J = 1, 2 . . . . .  m vanishes, 
(b) the (Aj}j m, are distinct, and 
(c) b must be not orthogonal to x j, j = 1, 2 . . . . .  m. 
It is worth emphasizing that these restrictions apply only to the m eigenvalues 
which will be replaced, and their associated eigenvectors. In the next section 
we show how restriction (a) can always be overcome by using an appropriate 
shift of origin. Furthermore, as mentioned in Section 1, condition (c) is 
equivalent to the condition of partial controllability of the system (7). 
Clearly, if all the {)tj}j"*__ ~ are real, then X~ is real as well. If, in addition, all 
the {/Zj}jm= 1 are real, then I~ and so f, g are also real. 
More generally, if the set of eigenvalues which are to be replaced is 
self-conjugate, then the set of associated eigenveetors is also self-conjugate. 
From (38), it can then be seen that the set { ~j}fl'= t is self-conjugate, and thus 
it follows from (33) that f and g are real. An important consequence of this is 
that the whole calculation can, for such a case, be done in real arithmetic. 
More important from the control point of view is the fact that real f and g 
specify a solution which can be physically realized. 
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4. STATE CONTROL WITH SHIFT OF ORIGIN 
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As mentioned above, we do not need to assume that the {A)jml do not 
vanish to use the assignment method of the previous ection. In this section 
we show how to shift the origin of the original pencil (so that no shifted Aj 
vanishes), do a shifted assignment, and then compute the controls which 
should be applied to P(A) to achieve the required assignment. This effec- 
tively removes the restriction (a) of the previous ection. 
LEMMA 4.1. Let the pencil 
Q(A) = A2u + Av + w,  u ,v ,w  ~ ~,,,×n, (46) 
U invertible, have spectrum {}~j}2n 1. Then the pencil 
P( X) = x2v + x f  + fv 
with 
= V + 2pU, W = W + pV + p2U (47) 
has spectrum {A, - P}~l. 
If, in addition, Q(A) is symmetric definite, then Q(A) is also symmetric 
definite. 
Proof. Define 
,= io  i )  
_U-1W _ 1V • 
The proof follows from the fact that 
L_~(A_p I )L= ( O I ) 
-p2 I  - pU- lV  - U-1W -2p I  - U - iV  
with 
,:(ii o t 
is in block companion form. Note that the inverse of I. has the same form as 
L with p replaced by -p .  
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If, in addition, Q(A) is symmetric, then Q(A) is symmetric because the 
relations (47) are (scalar) linear combinations of symmetric matrices. 
Finally, if Q(A) is symmetric and definite, then Q(A) is symmetric and 
definite because U is unchanged by the shift. • 
Thus, if necessary, we can shift the origin of P(A) by some scalar p, and 
then perform the assignment of the required shifted eigenvalues on the 
(symmetric) pencil P. Denote the feedback vectors for the shifted closed loop 
pencil by f and ~, and denote the closed loop shifted pencil by 
i3c(A) = A2M + AC + K. (48) 
Thus, (~ = (~ - bt  "r and I( = K - b~g 7". To restore the shift to this pencil we 
must add p to each eigenvalue. Doing this transforms the (no longer 
symmetric) pencil (48), according to (47), to 
/~c(A) = A2M + A(C + 2pn)  + (f( + pC + pZM) 
= A2M + A(C +2pM-bf  T) 
+[K-pC +p2M-b~T+p(C-b f  T) +pZM]  
=A2M + ACC-bf T) +K-b(~ T+pPT). 
Thus, we see that the feedback vectors to be applied to the original pencil 
P(A) are 
f=f ,  g=~+pt .  
5. EXAMPLES 
In this section we present wo illustrative xamples to show the operation 
of the method on the finite difference model of an axially vibrating, noncon- 
servative rod. The results of modest numerical tests (by no means intended to 
be exhaustive or even extensive) are reported, to show that the method can 
usefully be applied to cases such as this. All calculations were performed in 
IEEE standard ouble precision arithmetic (machine • = 2 × 10-16). 
PARTIAL POLE ASSIGNMENT 45 
Def ine the shift matr ix S = [6i+ 1 j], 6i" the Kroneeker  delta, and let 
F = I - S. The matr ices M, C, and K 'a re  alt tr id iagonal  and are def ined,  for 
this mode l ,  by  M = 2( I  + SS r )  + S + S r, C = FFF  r, F = 
= 1 s in(27r i /n) ,  and K = 1000FF  r. Thus, for the diag{T1, T2 . . . . .  Y,}, Yi T~ 
case n = 4 these matr ices are 
M = 
4 1 
1 4 1 
1 2 
C = 
1.0898 
1 -0 .7071 
100 
-0 .7071 / 
1.6310 -0 .9239 
-0 .9239 1.9239 - 1.0000 ' 
- 1.0000 1.0000 
K = 1000 
2 -1  
-1  2 
-1  
-1  
2 -1  
-1  1 
The penci l  
P (A)  = MA 2 + CA + K 
for this choice of  M, C, and K has eigenvalues, o rdered  according to their  
real parts, shown in Table 1. 
We now compute  the feedback vectors f, g for the case in which 
b = (1, 1, 1, 1) T, and we assign the first m = 2 eigenvalues hi, h 2 to the 
TABLE 1 
EIGENVALUES OF THE OPEN LOOP PENCIL FOR n = 4 
i A i 
- 7.6813(_ o5) - 5.1024(+ 00)i 
-- 7.6813( _ 05) + 5.1024(+ oo)~ 
-- 9.6435(_ o4) -- 1.6096(+ ol)Z 
- 9.6435(04) + 1.6096(+ m)z 
-- 3.2590(_ o3) -- 2.9239(+ ol)i 
--3.2590(o3) + 2.9239(+ol)i 
-- 8.1947(_ oa) -- 4.2282(+ ol)Z 
-8.1947(oa) + 4-2282(+ol)Z 
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conjugate pa i r /zL2 = - (1  + i). Using the explicit formula (38) gives 
- 1.2888 + 0.4586i / 
= 1.2888 - 0 .4586 i ] '  
from which we get, in view of (33), 
f = 
- 1.4850 
-2 .7439 
-3 .5852 
- 1.9403 
g = 
17.8477 
32.9769 
43.0857 
23.3177 
As expected f, g are real because we have replaced one conjugate pair in the 
spectrum by another. The relative error of  the assigned eigenvalues nowhere 
exceeds 10 -14, and the relative error of  the fixed eigenvalues nowhere 
exceeds 10 -13 , in this example. 
For  n = 100 the absolute values of  the real parts of  the eigenvalues of the 
pencil  range between about 10 -s  and 10 -4, and the absolute values of  their 
imaginary parts range between about 0.2 and 45. With b = (1, 1 . . . . .  1) r we 
took /zl, 2 = - (1  + i) and /x3, 4 = - (2  + i). The first 10 eigenvalues of  the 
open and closed loop pencils are shown in Table 2. The relative errors of  the 
closed loop eigenvalues which were required to remain unchanged by the 
assignment process were nowhere greater than 3 × 10 -12, and the assigned 
eigenvalues had relative errors smaller than 2 × 10 -11. We stress again that 
the examples here are intended only to demonstrate the method and not to 
comprehensively test it. In this context we consider these results to be very 
satisfactory, especially for the engineering application used. 
TABLE 2 
FIRST 10 OPEN AND CLOSED LOOP EIGENVALUES FOR gt = 100 
Open loop eigenvalues Closed loop eigenvalues 
- 8.8639(_os ) - 2.0279(_ol)i 
- 8.8639(_ os) + 2.0279(_ ol)i 
- 1.1542(_ 06) - 6.0842( _ ol)Z 
-1 .1542(_o6  ) + 6.0842(_ol)Z 
- 3.2670(_ o6) - 1.0142(+ oo)t 
- 3.2670(_ o6) + 1.0142(+ oo)~ 
-6.4382(_o6 ) - 1.4202(+oo)~ 
- 6.4382( _ o6) + 1.4202( + oo)Z 
- 1.0671(_ o5) - 1.8266(+ oo)3 
- 1.0671(_ o5) + 1.8266( + oo)i 
- 1.5970(_ o5) - 2.2335(+ oo)3 
- 1.5970(_ o5) + 2.2335(+ oo)i 
- 2.0000(+ oo) - 1.0000(+ oo)i 
- 2.0000(+ oo) + 1.0000(+ oo) ~ 
- -  1 .0000(  + oo)  - -  1 .0000(  + oo)~ 
- 1.0000(+oo ) + 1.O000(+oo)Z 
- 3.2670(_ o6) - 1.0142(+ oo)Z 
- 3.2670(_ o6) + 1.0142(+ oo)~ 
- 6.4382(_ o6) + 1.4202(+ oo)~ 
- 6.4382(_o6 ) - 1.4202(+oo)~ 
- 1.0671(_os ) - 1.8266(+oo)Z 
- 1.0671(_ o5) + 1.8266(+ oo)3 
-1.5970(_o5 ) + 2.2335(+oo)i 
- 1.5970(_ o5) - 2.2335(+ oo)i 
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The well-known orthogonality relations for the eigenvectors of a symmet- 
ric matrix or a symmetric definite pair are generalized to the triplet that 
defines a symmetric definite quadratic pencil. One of the three orthogonality 
relations for the quadratic pencil is then used to derive an explicit solution to 
the partial pole assignment problem for a second order system. The explicit 
solution is a powerful tool in the analysis of eigenvalue assignment problems, 
and it lends itself naturally to the solution of the problem of stabilization and 
control of flexible, large space structures where only a small part of the 
spectrum is to be assigned and the rest of the spectrum is required to remain 
unchanged. The orthogonality relations may also be useful in investigating 
eigenvalue sensitivity. We leave these as open problems. 
An advantage of the proposed method is that it allows us to work directly 
witl~ the data matrices M, C, and K of the second order pencil, thus allowing 
the exploitation of structural properties such as symmetry, sparsity, and 
bandeclness which occur frequently in practical applications. 
We have also shown how to modify the matrices ¥ and W in the pencil 
Q(A) = A2U + AV + W to shift all 2n eigenvalues by a constant p. This 
overcomes the restriction on the method that every eigenvalue to be reas- 
signed must be different from zero. In vibration, vanishing eigenvalues 
correspond to an unsupported system which undergoes rigid body modes of 
motion. 
Some modest examples have been provided to illustrate the results. 
The authors would like to acknowledge the helpful comments of  an 
anonymous referee. 
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