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Resumen: Uno de los problemas actuales en el dominio de la salud es reutilizar
y compartir la informacion clnica entre profesionales, ya que esta se encuentra es-
crita usando terminologas especcas. Una posible solucion es usar un recurso de
conocimiento comun sobre el que mapear la informacion existente. Nuestro objetivo
es comprobar si la adicion de conocimiento semantico supercial puede mejorar los
mapeados establecidos. Para ello experimentamos con un conjunto de etiquetas de
NANDA-I y con un conjunto de descripciones de SNOMED-CT en castellano. Los
resultados obtenidos en los experimentos muestran que la inclusion de conocimiento
semantico supercial mejora signicativamente el mapeado lexico entre los dos re-
cursos estudiados.
Palabras clave: PLN, similitud lexica, salud, enfermera, NANDA-I, SNOMED-CT
Abstract: In health domain, one of the current problems is the reusing and the shar-
ing the clinical information between professionals, due to this information is written
using specic terminologies. One possible solution is to use a common knowledge
resource for mapping the existing information. In this paper, our aim is to analyze
if the use of lexical similarity algorithms enriched with shallow semantic knowledge
can improve these mappings. In order to achieve this, we experiment with a set of
NANDA-I labels and a set of SNOMED-CT descriptions in Spanish. The results ob-
tained show that the addition of shallow semantic knowledge signicantly improves
the lexical mapping between both studied resources.
Keywords: NLP, lexical similarity, health, nursing, NANDA-I, SNOMED-CT
1. Introduccion
El reto actual en el dominio de la salud es
contar con sistemas que permitan una rapi-
da y eciente manera de compartir informa-
cion. Esta informacion en el caso especco
de enfermera es fundamental, ya que suelen
reejar tanto los problemas del paciente o los
diagnosticos de enfermera como las interven-
ciones realizadas y los resultados obtenidos.
Con el objetivo de conseguir esta ecien-
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nanciado por el Ministe-
rio de Ciencia e Innovacion (proyecto TIN2009-13391-
C04-01), y la Conselleria d'Educacio de la Genera-
litat Valenciana (proyectos PROMETEO/2009/119,
ACOMP/2010/286 y ACOMP/2011/001). Damos las
gracias a los revisores por los comentarios construc-
tivos, que nos han permitido mejorar este trabajo.
cia en la comunicacion entre los profesiona-
les de la salud, muchos pases han comenza-
do a utilizar la Historia Clnica Electronica
(HCE). Estos sistemas permiten a los profe-
sionales incluir texto estructurado y texto li-
bre en los apartados para narracion, emplean-
do sus propios terminos. Esto conlleva el em-
pleo de diferentes palabras o etiquetas para
referirse a un mismo concepto, generando una
heterogeneidad en la informacion que dicul-
ta compartirla y reutilizarla (Roma-Ferri y
Palomar, 2008; Zwaanswijk et al., 2011).
Una posible solucion pasa por la existencia
de un recurso de conocimiento que permita la
interconexion de las terminologas existentes.
Para conseguir mapear la informacion escri-
ta en lenguaje natural sobre estos recursos de
Procesamiento del Lenguaje Natural, Revista nº 49 septiembre de 2012, pp 75-82 recibido 05-05-12 revisado 01-06-12 aceptado 05-06-12
ISSN 1135-5948 © 2012 Sociedad Española para el Procesamiento del Lenguaje Natural
conocimiento es necesario el uso de metodos
automaticos, debido a la gran cantidad de in-
formacion existente as como a las constantes
actualizaciones de las terminologas. En la ac-
tualidad, una de las soluciones adoptadas es
la aplicacion de metodos de similitud lexica
(Meizoso, Allones y Taboada, 2011), ya que
estos son independientes del idioma y no re-
quieren de corpus previamente etiquetados.
Estas tecnicas determinan cuan relacionadas
estan entre s dos expresiones en base a su
similitud de escritura. Sin embargo, estan li-
mitadas, pues no son capaces de discernir la
semantica.
Tratando de ayudar a superar este pro-
blema, en este trabajo proponemos una
aproximacion de mapeado de informacion en
lenguaje natural en el dominio de enfermera
en castellano, basada en el uso de metodos
de similitud lexica junto con conocimiento
semantico supercial. El uso de semantica su-
percial pretende mejorar la evaluacion de la
similitud as como aportar una mayor ecacia
en el mapeado.
Para vericar la ecacia de nuestra pro-
puesta usaremos como origen la terminologa
NANDA-I (North American Nursing Diag-
nosis Association International) (NANDA-
I, 2010) y como destino la terminologa
SNOMED-CT (Systematized Nomenclature
of Medicine-Clinical Terms) (International
Health Terminology Standards Development
Organisation -IHTSDO-, 2010). NANDA-I
consiste en una lista de diagnosticos de en-
fermera expresados en lenguaje natural y
SNOMED-CT es una terminologa clnica in-
tegral, formalizada y que permite la interope-
rabilidad semantica entre distintos sistemas,
dando soporte a la diversidad lingustica.
La terminologa SNOMED-CT es la termi-
nologa de referencia que ha sido seleccionada
para la HCE del Sistema Nacional de Salud
espa~nol1.
Este artculo esta organizado en cinco sec-
ciones diferentes, comenzando con esta intro-
duccion. En la seccion 2 se describe el estado
de la cuestion. Las secciones 3, 4 y 5 des-
criben, respectivamente, los materiales usa-
dos en las pruebas, nuestra propuesta y los
experimentos que fueron realizados. La sec-
cion 6 muestra las conclusiones y se proponen




mejoras para futuras investigaciones.
2. Estado de la cuestion
Para solucionar el problema de mapear dife-
rentes terminologas y texto en lenguaje na-
tural entre sistemas, una de las estrategias
es hacer uso de tecnicas de similitud lexi-
ca. Aunque no es la unica, y se han em-
pleado otras estrategias basadas en jerarquas
de ontologas (Meizoso, Allones y Taboada,
2011) o metodos estadsticos (Nystrom et al.,
2010). Sin embargo, en el dominio de enfer-
mera en castellano estas alternativas no son
una opcion inicialmente. En este ambito no
se cuenta con terminologas formalizadas que
especiquen explcitamente el signicado de
sus terminos, ni con corpus etiquetados.
En el mapeado de informacion a
SNOMED-CT mediante uso de tecnicas
de similitud lexica en lengua inglesa pode-
mos destacar los trabajos de Patrick y Budd
(2006), Wang et al. (2006), Patrick, Wang
y Budd (2007) y Stenzhorn et al. (2009).
Para el castellano podemos destacar el
trabajo de Farfan Sedano et al. (2009). En
estos trabajos la terminologa origen para el
mapeo es diversa. En unos casos se opto por
las expresiones incluidas en las notas clnicas
(Patrick y Budd, 2006; Patrick, Wang y
Budd, 2007) o bien por la informacion sobre
medicamentos incluida en una base de datos
de farmacia hospitalaria (Farfan Sedano et
al., 2009).
Una de las caractersticas comunes en los
estudios sobre similitud lexica es la de re-
alizar un preprocesamiento (normalizacion)
a los textos a comparar. Esta preparacion
esta ligada a la necesidad de, por ejemplo,
reducir errores que se producen al comparar
expresiones en mayusculas con expresiones
en minusculas. Uno de los preprocesamientos
mas comunes es el de eliminar las palabras
conocidas como `stopwords' y signos de pun-
tuacion (Wang et al., 2006).
En cuanto a las tecnicas de similitud mas
usadas son la similitud lexica exacta (Patrick
y Budd, 2006; Wang et al., 2006; Patrick,
Wang y Budd, 2007; Farfan Sedano et al.,
2009) y el algoritmo del Coseno (Stenzhorn et
al., 2009). En algunos casos las cadenas com-
paradas son expandidas para cubrir ciertas
variaciones lexicas, como por ejemplo susti-
tuir las abreviaturas por sus expresiones com-
pletas (Wang et al., 2006). Otros metodos
hacen uso de un lexicon para mejorar el
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rendimiento en la busqueda. En los trabajos
de Patrick y Budd (2006) y de Patrick, Wang
y Budd (2007) este lexicon es unndice de to-
das las palabras existentes en SNOMED-CT,
asociadas con los identicadores de concep-
to en los que aparecen. La busqueda consiste
en encontrar el identicador de SNOMED-
CT que contenga la mayor subcadena coinci-
dente.
En algunos trabajos existe una etapa de
postprocesamiento donde vuelven a usarse
tecnicas de similitud lexica. Esta etapa per-
sigue mejorar los mapeados, bien combinan-
do elementos entre s para lograr un termi-
no mas general en SNOMED-CT que los en-
globe (Patrick y Budd, 2006; Patrick, Wang
y Budd, 2007), o bien realizando compara-
ciones de subcadenas para aquellas expre-
siones para las que no se ha encontrado un
equivalente satisfactorio (Wang et al., 2006).
Tras esta revision podemos observar que
las tecnicas de similitud lexica han sido am-
pliamente usadas en los mapeados de termi-
nologas en el dominio de la salud. Sin embar-
go, los trabajos estudiados presentan algu-
nas carencias, como la falta de consideracion
semantica de las palabras. Por ejemplo, las
expresiones \alteracion nutricional por de-
ciencia" y \alteracion nutricional por exce-
so", aunque son lexicamente parecidas, son
opuestas en signicado. Otra carencia exis-
tente es por la omision de stopwords, algunas
de las cuales pueden llegar a cambiar drasti-
camente la semantica y, por tanto, el resulta-
do de la similitud. Por ejemplo, en una com-
paracion lexica de las expresiones \alimen-
to con gluten" y \alimento sin gluten", si no
se tienen en cuenta las stopwords se estara
comparando la misma expresion: \alimento
gluten". Es por ello, que la evaluacion a nivel
lexico no es suciente, y es necesario aportar,
al menos, una capa de semantica supercial.
3. Materiales
Para poder analizar el uso de conocimiento
semantico supercial sobre metodos de simi-
litud lexica, hemos creado una serie de mate-
riales de trabajo. Con estos materiales se ha
dise~nado una batera de pruebas para com-
probar la eciencia de nuestra aproximacion.
El primer material de trabajo esta basa-
do en la terminologa NANDA-I en caste-
llano. Esta terminologa identica una serie
de diagnosticos de enfermera estandariza-
dos para el cuidado de pacientes. Cada
diagnostico es una etiqueta que describe una
situacion y cuenta con un codigo propio que
la identica. El material de trabajo se creo a
partir de la recopilacion de las etiquetas de
NANDA-I en castellano de las versiones 2001-
2002, 2005-2006, 2007-2008 y 2009-2011. Con
ello se recopilaron todas las descripciones y
variantes lexicas existentes (variaciones de
terminos y signos de puntuacion). La recopi-
lacion aporto un total de 728 etiquetas, de
las cuales hemos utilizado seis para evaluar
manualmente los resultados obtenidos en la
experimentacion.
El segundo material de trabajo consiste
en un subconjunto de SNOMED-CT en cas-
tellano. SNOMED-CT es una terminologa
clnica, estructurada jerarquicamente, que
proporciona contenido para informes y
documentacion clnica. En SNOMED-CT,
cada concepto tiene un codigo unico, una
descripcion completa (llamada full), una
descripcion preferente (preferred) y sus posi-
bles sinonimos (synonyms). Cada concepto
tiene una unica representacion terminologica
(full), aunque incluye las diferentes etique-
tas usadas en el dominio de salud para men-
cionar a dicho concepto (synonyms), incluso
manteniendo aquellas que ya no estan en uso.
Por ejemplo, el concepto 85623003 tiene co-
mo descripcion completa `Termorregulacion
inecaz (hallazgo)' y como descripcion pre-
ferente tiene la etiqueta `Termorregulacion
inecaz'. Para nuestra experimentacion se ha
seleccionado un subconjunto de SNOMED-
CT de su version espa~nola del 30/04/2011,
extrayendolo a partir de los terminos clave
de los seis diagnosticos NANDA-I selecciona-
dos. Este subconjunto esta compuesto por 36
descripciones, que han sido evaluadas manu-
almente para establecer su equivalencia con
las etiquetas NANDA-I. Tras la evaluacion
manual se establecio que solo nueve eran
descripciones equivalentes a las etiquetas de
NANDA-I.
Para las funciones de conocimiento
semantico se crearon 3 recursos complemen-
tarios y con conocimiento ajustado a este do-
minio. Por una parte, se creo una bolsa con 68
antonimos y otra bolsa con 34 sinonimos; en
ambos casos se incluyeron tanto sustantivos
como adjetivos. Por otra parte, se a~nadio una
`expresion existencial'. Denominamos `expre-
siones existenciales' a aquellas expresiones
condicionales que modican la semantica de
toda la frase. No usamos recursos semanticos
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de dominio abierto, como por ejemplo Eu-
roWordNet, ya que, tras un estudio inicial,
se detecto que no se ajustaban a las necesi-
dades del dominio en estudio. Por ejemplo,
las palabras `exceso' y `defecto', que en el do-
minio de enfermera son consideradas como
antonimos, no lo son en ninguno de los re-
cursos estudiados.
Finalmente, la experimentacion se realizo
usando 15 algoritmos de similitud lexica, me-
diante la implementacion proporcionada por
la librera de codigo abierto Java SimMetrics
(version 1.6.2) (Chapman, 2006). Los algo-
ritmos usados han sido: (i) Coseno, (ii) Lev-
enshtein, (iii) Similitud de Dice, (iv) Dis-
tancia Eucldea, (v) Similitud de Jaccard,
(vi) Distancia Jaro-Winkler, (vii) Coeciente
de Matching, (viii) Needleman Wunch, (ix)
Smith Waterman, (x) Coeciente de Super-
posicion, (xi) Monge Elkan, (xii) Distancia
de Bloque, (xiii) Desviacion de Distancia de
Chapman, (xiv) Q Grams Distance y (xv)
Soundex.
4. Metodo
En esta seccion mostramos nuestra propuesta
para el mapeado entre etiquetas de NANDA-
I y SNOMED-CT para el idioma castellano.
Para ello proponemos el uso de tres aproxi-
maciones, complementarias al analisis de si-
militud lexica, para determinar la similitud
entre etiquetas: (i) deteccion de antonimia,
(ii) deteccion de sinonimia y (iii) deteccion
de `expresiones existenciales'. Estas aproxi-
maciones semanticas ayudan a establecer un
grado de similitud entre dos etiquetas com-
paradas sin necesidad de entrenamiento ni
corpus etiquetados. Las tres aproximaciones
propuestas se han dise~nado independiente-
mente, de forma que pueden ser aplicadas de
forma individual o combinandose entre ellas.
El proceso se detalla en el Algoritmo 1.
Segun se describe en el Algoritmo 1, el
conocimiento semantico supercial se aplica
en las funciones `areRelated', `areAntonyms'
y `getSynonyms', mientras que la funcion
`getSimilarity' devuelve el resultado de la
comparacion lexica de las etiquetas. El orden
aplicado se corresponde a la mayor eciencia
de su ejecucion en caso de que se haga uso de
todas las funciones de conocimiento semanti-
co supercial denidas. A continuacion se de-
talla el funcionamiento de cada una de las
funciones empleadas.
La funcion `areRelated' se encarga de com-
Algoritmo 1 Obtencion de la similitud en-
tre etiquetas, usando comparacion lexica con
conocimiento semantico supercial.
if areRelated(label1; label2) then






fPara todas las expansionesg
for all syn1 in labelSyns1 do
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probar si hay expresiones en las etiquetas que
establezcan su `no equivalencia' semantica.
Por ejemplo, si una de las etiquetas es \Ries-
go de desequilibrio nutricional" y otra es \De-
sequilibrio nutricional", se establecen como
`no equivalentes', puesto que la primera ex-
presa una probabilidad, mientras que la se-
gunda expresa un hecho. En el caso de dos
etiquetas con una `expresion existencial' se
consideran como posibles equivalentes cuan-
do en ambas esta presente dicha `expresion
existencial' o un sinonimo.
La funcion `areAntonyms' se encarga de
comprobar la antonimia de las etiquetas. Por
ejemplo, si una etiqueta es \Aumento de la
ebre" mientras que la otra es \Disminucion
de la ebre", con signicado antonimos, son
establecidas como `no equivalentes'.
La funcion `getSynonyms', a partir de una
etiqueta origen, devuelve un conjunto de eti-
quetas sinonimas generadas por la expansion
de sus sinonimos. Por ejemplo, expandien-
do la etiqueta \Aumento de la ebre" ob-
tendramos como sinonima la nueva etique-
ta \Incremento de la ebre". Todas las ex-
pansiones de las etiquetas son usadas en la
comparacion lexica, buscando maximizar la
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Prueba Etiqueta NANDA-I Etiqueta SNOMED-CT Resultado ideal
I 1 etiqueta NANDA-I
en uso
1 descripcion completa y 1
preferente
Ambas son equivalentes a
la etiqueta NANDA-I
II 1 etiqueta NANDA-I
en desuso
1 descripcion completa y 1
preferente
Ambas son equivalentes a
la etiqueta NANDA-I
III 1 etiqueta NANDA-I
en uso
2 descripciones completas,
2 preferentes y 4 sinonimas
Ninguna es equivalente
IV 1 etiqueta NANDA-I
en uso
2 descripciones completas,
2 preferentes y 4 sinonimas
Ninguna es equivalente
V 1 etiqueta NANDA-I
en uso
2 descripciones completas,
2 preferentes y 4 sinonimas
Solo una descripcion com-
pleta, una preferente y tres
sinonimas son equivalentes
a la etiqueta NANDA-I
VI 1 etiqueta NANDA-I
en uso
2 descripciones completas,
2 preferentes y 4 sinonimas
Ninguna es equivalente
Tabla 1: Descripciones de las pruebas dise~nadas y resultado ideal esperado.
Prueba Etiqueta NANDA-I Etiqueta SNOMED-CT Singularidades
I Termorregulacion ine-
caz
Termorregulacion inecaz Iguales lexicamente
III Desequilibrio nu-
tricional: ingesta
superior a las necesi-
dades
Riesgo de desequilibrio nu-
tricional: ingesta superior a
las necesidades
Aunque tienen alta simi-
litud lexica, la etiqueta
SNOMED-CT esta escri-
ta como probable y la de
NANDA-I como hecho
V Riesgo de desequili-
brio nutricional: in-
gesta superior a las
necesidades
Riesgo de desequilibrio nu-
tricional: ingesta inferior a
las necesidades
Aunque tienen alta simili-
tud lexica, son opuestas en
signicado
VI Riesgo de infeccion Trastorno nutricional: po-
tencial de exceso para los
requerimientos corporales
Lexicamente muy diferen-
tes. Fue dise~nado como
prueba de control.
Tabla 2: Ejemplos de etiquetas usadas en los experimentos junto con sus singularidades.
puntuacion obtenida.
Finalmente, la funcion `getSimilarity' se
encarga de evaluar la similitud lexica entre
dos etiquetas. Esta funcion devuelve un va-
lor entre 0 y 1. Estos valores representan el
grado de similitud entre dos expresiones, lo
cual consideraremos como el resultado de la
comparacion. Los resultados con un valor de
1 indican que las dos etiquetas son completa-
mente equivalentes.
4.1. Dise~no de los experimentos
Con el n de comprobar la validez del metodo
propuesto se dise~no un conjunto de seis prue-
bas. Puesto que nuestro objetivo es analizar
la inclusion de conocimiento semantico su-
percial, como valores de referencia en la
evaluacion usamos los resultados de la com-
paracion de similitud lexica simple (valores
base). Para cada prueba se seleccionaron ma-
nualmente una etiqueta NANDA-I y varias
de SNOMED-CT (descripciones completas,
preferentes y sinonimas).
El esquema de cada prueba se encuen-
tra indicado en la Tabla 1, donde se deta-
llan las etiquetas incorporadas as como el
resultado ideal esperado. Para completar la
descripcion, en la Tabla 2, se muestran al-
gunos ejemplos de las etiquetas empleadas en
las pruebas y las singularidades a superar por
nuestra propuesta. Por ejemplo, en la prueba
V (Tabla 2), las palabras subrayadas mues-
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tran que las etiquetas comparadas, aunque
lexicamente sean muy parecidas, no pueden
considerarse equivalentes.
Por una parte, tras la ejecucion del algo-
ritmo propuesto, se realizo un analisis ma-
nual de los resultados para determinar si las
etiquetas comparadas deban catalogarse co-
mo `equivalentes' o `no equivalentes'. Por otra
parte, se analizaron los resultados respecto a
los valores de los umbrales. La hipotesis de
partida fue que si, dado un cierto umbral, el
resultado obtenido es igual o mayor a el, en-
tonces el algoritmo estableca como `equiva-
lentes' las etiquetas comparadas.
Posteriormente, se relacionaron ambos
analisis y las etiquetas comparadas que
eran equivalentes reales se consideraron `ver-
daderos positivos' cuando el resultado alcan-
zaba o superaba el umbral analizado, o bien
`falso negativos' cuando no llegaba al umbral.
De igual forma, cuando dos etiquetas com-
paradas no son en realidad equivalentes, se
consideraron como `falso positivo' cuando el
resultado alcanzaba o superaba el umbral y,
en caso contrario, se consideraba `verdadero
negativo'. Por ejemplo, al aplicar el algoritmo
para comparar las etiquetas \Riesgo de in-
feccion" e \Infeccion Potencial", manualmen-
te catalogadas como equivalentes, se obtiene
como resultado 0.68, si se analizaba el resul-
tado utilizando el umbral de 0.65, entonces
se consideraba un resultado `verdadero posi-
tivo', al ser equivalentes las etiquetas com-
paradas. Sin embargo, si se empleaba como
umbral 0.7 el resultado sera considerado co-
mo un `falso negativo', pues no sera identi-
cada la comparacion como `equivalente'.
Los valores de los umbrales se jaron en-
tre 0.3 y 0.85 con un incremento de 0.05
para el analisis de los resultados. Esto se es-
tablecio acorde a un estudio piloto, donde
se comprobo que los valores de los umbrales
inferiores a 0.3 producan gran cantidad de
falsos positivos (ruidos para los potenciales
usuarios) y los umbrales superiores a 0.85
eran excesivamente restrictivos, obteniendo
verdaderos positivos para aquellos casos en
los que la etiqueta comparada tena una es-
critura casi identica (silencio o perdida de in-
formacion signicativa para los usuarios).
5. Resultados
Para determinar la ecacia del conocimien-
to semantico supercial aplicado sobre los
15 algoritmos estudiados, se analizaron los
resultados en base a la cobertura y la pre-
cision, en tres ejecuciones diferentes: (i) sin
utilizar conocimiento semantico, (ii) usan-
do conocimiento parcial de antonimia y
`expresiones existenciales' y (iii) usando
conocimiento semantico supercial comple-
to. Los algoritmos de similitud lexica que
mejor respondieron a la deteccion de eti-
quetas `equivalentes' o `no equivalentes' se
muestran en las Tablas 3 y 4. En cada ca-
so, al nombre del algoritmo se le ha a~nadi-
do la letra `C' cuando se ha complementado
con conocimiento semantico supercial com-
pleto, la letra `P' cuando se ha empleado
conocimiento parcial y sin especicar letra
para la aplicacion del algoritmo basico. En
ambas tablas, cada columna representa los
valores del umbral utilizado, y los resultados
obtenidos son mostrados como porcentajes,
resaltando los mejores resultados para cada
umbral.
De entre los 15 algoritmos estudiados, los
mejores valores de cobertura fueron aporta-
dos por Monge Elkan (ME) y Soundex (Tabla
3). Con el algoritmo de ME los mejores resul-
tados se obtuvieron con una aportacion par-
cial de conocimiento semantico, y se mejoro la
cobertura entre un 6.2% (umbrales entre 0.3
a 0.45) y un 12.5% (umbrales superiores a
0.5). Los resultados base del algoritmo ME
solo mejoraron, con conocimiento completo,
los resultados en los umbrales 0.55 y 0.8 (un
12.5% superior). Por contra, el algoritmo de
Soundex obtuvo mejores resultados usando el
conocimiento semantico completo; su mejora
oscilo entre 12.5% para los umbrales 0.6 y
0.65 hasta el 7.1% para los umbrales 0.8 y
0.85. Con conocimiento parcial, Soundex so-
lo mejoro la cobertura un 6.3% a partir del
umbral 0.7.
Respecto a la precision, los algoritmos que
aportaron los mejores resultados base fueron
Jaro y Levenshtein, mientras que los mejores
complementados con conocimiento semantico
fueron los algoritmos Levenshtein y Q Grams
Distance (QGD) (Tabla 4)2. Los algoritmos
Levenshtein y QGD se comportaron de for-
ma identica con conocimiento parcial o com-
pleto respecto a los resultados base. El al-
goritmo Levenshtein aporta una mejora sig-
nicativa situada por encima del 50% para
2Se incluyen los resultados de QGD sin
conocimiento semantico para facilitar la com-
paracion de la mejora aportada por el conocimiento
semantico P y C.




0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85
Monge Elkan 93.8 93.8 93.8 93.8 87.5 75.0 75.0 75.0 75.0 75.0 62.5 62.5
Monge Elkan P 100 100 100 100 100 87.5 87.5 87.5 87.5 87.5 75.0 75.0
Monge Elkan C 93.8 93.8 93.8 93.8 87.5 87.5 75.0 75.0 75.0 75.0 75.0 62.5
Soundex 100 100 100 100 100 100 87.5 87.5 62.5 62.5 50.0 50.0
Soundex P 100 100 100 100 100 100 87.5 87.5 68.8 68.8 56.3 56.3
Soundex C 100 100 100 100 100 100 100 100 71.4 71.4 57.1 57.1
Tabla 3: Resultados de cobertura aplicando algoritmos de similitud basicos, con conocimiento
semantico supercial parcial (P) y completo (C).
Algoritmos
Umbrales
0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85
Jaro 34.9 34.9 34.9 35.7 32.5 34.2 40.0 42.9 42.1 28.6 100 100
Levenshtein 27.6 27.6 30.8 36.4 44.4 33.3 22.2 50.0 33.3 100 100 100
Levenshtein P 88.9 88.9 100 100 100 100 100 100 100 100 100 100
Levenshtein C 88.9 88.9 100 100 100 100 100 100 100 100 100 100
Q Grams Distance 35.7 35.7 41.7 29.4 20.0 16.7 22.2 25.0 25.0 33.3 100 100
Q Grams Distance P 100 100 100 100 100 100 100 100 100 100 100 100
Q Grams Distance C 100 100 100 100 100 100 100 100 100 100 100 100
Tabla 4: Resultados de precision aplicando algoritmos de similitud basicos, con conocimiento
semantico supercial parcial (P) y completo (C).
los umbrales hasta 0.7 (mnima mejora del
50% en el umbral 0.65 y maxima de 77.8%
en el umbral 0.6). El algoritmo QGD, aunque
no obtuvo los mejores resultados base en pre-
cision, la inclusion tanto de conocimiento par-
cial como completo mejoro los resultados en-
tre un 58.3% (umbral 0.4) y un 83.3% (um-
bral 0.55), ademas de lograr una precision del
100% para los umbrales entre 0.3 y 0.75.
5.1. Discusion
La inclusion de conocimiento semantico su-
percial mejora signicativamente la com-
paracion lexica simple, llegando a mejorar
hasta en un 12.5% la cobertura y un 83.3% la
precision, alcanzando porcentajes de cobertu-
ra del 87.5% y precision del 100% para um-
brales hasta el 0.75. Estos resultados supo-
nen ademas una mejora signicativa respecto
al actual estado del arte, donde se reportan
coberturas del 80% y del 83% para los traba-
jos de Wang et al. (2006) y Meizoso, Allones y
Taboada (2011) respectivamente. En cuanto
a precision, estos dos mismos trabajos repor-
tan precisiones del 50% y del 95% respectiva-
mente. El resto de trabajos no aportan datos
claros y completos respecto a su cobertu-
ra y precision. Las principales mejoras apor-
tadas por el metodo presentado frente a la
comparacion lexica exacta o el algoritmo del
Coseno reside en que nuestra aproximacion
premia las subcadenas coincidentes y las si-
militudes parciales de cadenas, ademas de
aportar comparacion de sinonimia y restric-
ciones semanticas.
Las penalizaciones impuestas por las res-
tricciones de antonimia y `expresiones exis-
tenciales' han prevenido emparejamientos in-
correctos y, por lo tanto, mejorado signica-
tivamente los niveles de precision respecto a
los valores base (usar solo similitud lexica).
Sin embargo, estudiando detenidamente
los resultados observamos que el uso de
conocimiento semantico de sinonimos pro-
duce resultados dispares. Por un lado hace
caer los resultados de cobertura con Mon-
ge Elkan, mientras en el caso del algorit-
mo de Soundex sirve para mejorarlos. En
cuanto a los algoritmos de Levenshtein y Q
Grams Distance no produce ningun cambio.
Por otro lado, se detecto un efecto ruido en
el experimento control dise~nado. La sustitu-
cion de `riesgo' por su sinonimo `potencial'
provoco un resultado superior en la compara-
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cion y genero un falso positivo al superar los
umbrales de analisis.
6. Conclusiones y trabajos
futuros
Este artculo propone un metodo para el ma-
peado automatico entre terminologas en el
dominio de enfermera en castellano, com-
binandolo los metodos de similitud lexica
clasicos con conocimiento semantico super-
cial en tres vas diferentes: sinonimos, antoni-
mos y `expresiones existenciales'.
Tras la experimentacion hemos podido
constatar que nuestra aproximacion mejora
los resultados de cobertura y de precision res-
pecto a metodos de similitud lexica, conside-
rados como resultados base. Sin embargo, el
uso de sinonimos en la expansion de etiquetas
lexicamente muy diferentes puede producir
ruido cuando comparten un termino. Es por
ello que esta aproximacion debe ser mejorada
para evitar mapeados erroneos.
Como trabajo futuro, para mejorar nues-
tra aproximacion mediante el uso de sinoni-
mos y prevenir falsos positivos, proponemos
establecer un mnimo de terminos en comun
entre dos etiquetas para poder ser compara-
das. De esta forma, pretendemos evitar la
comparacion entre dos etiquetas no rela-
cionadas. Este mnimo numero de terminos
en comun debera ser establecido mediante ex-
perimentacion, para establecer el margen mas
adecuado.
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