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I. INTRODUCTION 
The purpose of this paper is to determine an algorithm for an optimal 
three-dimensional projection method by taking a closer look at the co­
efficient matrix. Oie paper will illustrate how to reduce the number of 
iterative steps required to obtain the desired solution by reordering 
the columns of the coefficient matrix, while maintaining computational 
simplicity. The results of several test problems are shown in Chapter V 
and a sample FORTRAN program is implemented on an IBM/360/65 computer. 
A description and listing of the program are given in the Appendix. 
There are numerous methods for solving systems of linear algebraic 
equations. They can be classified into two categories: direct methods 
and iterative methods. In direct methods, a solution is obtained by 
performing a fixed number of arithmetic operations. Although direct 
methods are known to be faster than the iterative ones, sometimes, 
because of accumulated round-off errors, one cannot obtain a solution 
that is accurate enough to be useful. In iterative methods, one starts 
with an approximate solution which can be either computed by a direct 
k+1 
method or by simply guessing. A new improved solution, x , is obtained 
by operating on the old solution x . This process is repeated until a 
solution of desired accuracy is obtained. 
Among the iterative methods is a class of methods called projection 
methods (6). Die approximate solution is improved by projecting the 
residual vector onto a subspace determined by one or more columns of the 
coefficient matrix (3). Pyron (11), in his two-dimensional projection 
2 
methods, noted that the order by which the columns of the coefficient 
matrix were paired influenced the rate of convergence to a significant 
degree. 
Some iterative methods impose restrictions on the systems to be 
solved; for example, Jacobi and Gauss-Seidel methods require that the 
spectral radius of the iteration matrix be less than one. The only 
requirement the projection method imposes for convergence is that the 
coefficient matrix be non-singular. 
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II. ONE-DIMENSIONAL AND TWO-DIMENSIONAL PROJECTION METHOD 
For a system of linear equations 
Ax = b 2.1 
it has been shown that the one-dimensional projection method converges 
if A is non-singular (7). The original approximation of the solution 
vector is improved one component at a time by an iterative scheme 
= x'^  + dx^ w^  2.2 
where dx^  is some scalar and Wj^  is a unit vector. The one-dimensional 
projection method uses one column of A at each step to change one com­
ponent of the solution vector. 
k k 
A change is obtained by minimizing the quadratic form (r ,r ) where 
r^  is the k^  ^residual vector defined by 
= b - Ax^  2.3 
which results in 
(r^ ,ai) 
= (a.,a.) * 2.4 
Here a^  is the i^  ^column of A when the change is made on the i^  ^
4 
k 
component of x . The new residual vector is computed after each change 
One-dimensional projection methods are in general slow in conver­
gence. De la Garza (3) proposed methods in which the residual vector is 
projected onto a subspace consisting of two or more columns of A and 
Shen (12) proposed methods which accelerate any one-dimensional method. 
The acceleration is accomplished by projecting the residual vector onto 
two adjacent columns of A - thus correcting two adjacent components of 
the approximate solution vector as much as possible - and then taking 
another two components. Pyron (11) studied two-dimensional projection 
methods in the same way as Shen except that the pair of columns which 
form the subspace were chosen to obtain an optimal two-dimensional method. 
The general equations for a two-dimensional projection method for 
changing the i^  ^and j^  ^components at the k^  ^step are: 
by 
k+1 k 
' - '^ Vi 2.5 r 
a. 1 
a j 
2.6a 
2.6c 
2.6d 
5 
where 
i 1 
c: = : 2.6e 
 ^ 1 - cos H. . 
IJ 
The residual vector after each step is computed by, 
k+l k J o ££ r = r - dx, .a. - dx, .a. . 2.6f 
K,i 1 k,j J 
As mentioned in the introduction, the only requirement for a two-
dimensional projection method to converge is that A be non-singular. 
It has been shown that the two-dimensional method in general is more 
rapid in convergence than the one-dimensional method. Keller et al. 
(8) showed that for every one-dimensional projection method there exists 
a two-dimensional projection method which is an acceleration of the one-
dimensional projection method. 
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III. THREE-DIMENSIONAL PROJECTION METHOD 
We now turn to the consideration of changing three components of 
the solution vector at each step. For a system of linear equations 
Ax = b 
we define the residual vector to be. 
k k 
r = b - Ax 
as we did in Chapter II. 
The three components of the approximate solution vector are 
modified by the following iterative scheme. 
k+1 k ^  , 
"i = =1 + ''-k.i 
k+1 k ^  , 
""2 = ""Z + ^ ,2 
x^ , x^ , and x^  are three arbitrary components of the solution vector. 
The residual vector after each step is computed by. 
1c+l k 
' = \ - "•'^ .2 ^ 2 - '^ '^ ,3 ^ 3-
7 
where a^ , a^ , and a^  are respectively the columns of A corresponding to 
x^ , x^ , and 
The computational algorithm for three-dimensional projection method 
can be based on the following three equations (6). 
= 0 
>+1 ( r * ' = 0  3 . 3  
These equations simply state that the residual vector, r^ ,^ ob­
tained after the iteration step is orthogonal to each of the three 
columns used in the step. 
By substituting equation 3.2 into equations 3.3, we obtain a 3 x 3 
system of linear equations in which the coefficient matrix is symmetric 
and consists of inner products of the three columns of A as shown by the 
following equations, 3.4 and 3.5. 
 ^- ^ ,^2 ='2 - '^ .3 ^3 . V ' ° 
- "^.1 h - '''hc.2 ^2 - '^=hc,3 S . ^2> 
h - ''-k.2 - <"^ ,3 ^ 3 ' *3) - 0 
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By expanding the inner product we get: 
<°1'®2>'^ .1 + (*2'*2)4*k.2 + 
(aj,a3)dx^ _l + (a2.a3)dx^ _2 + <^ '»3>'^ ,3 " 
The coefficient matrix is clearly symmetric and the three unknown vari­
ables are dx^ dx^ g, and dx^ The subscripts 1, 2, and 3 in 
equations 3.3 are used instead of letters purely for convenience and 
they do not necessarily ing)ly first, second, and third, respectively. 
For simplicity, we will write the inner product of two vectors, (a^,a^) 
as a^j and henceforth omit the first subscript on dx^ ^ . 
To find an algorithm for a three-dimensional projection method we 
solve the system of equations 3,5 for dx^, dx^, and dx^, by applying 
Cramer's rule and obtain the following: 
^1 ^ Det '*l) (^33*22 " ^ 23^ '^2^ ^ ^13^23 " ^12^33^ 
+ (r »^ 3)(®23^ 12 " ^ 13^ 22^  ^
^2 " Det ^^11^33 " ^ 13^ '*l) (*23*13 ' *12*33^ 
+ (r '83)(*12*13 • *23*11^  ^
<1*3 » C(r ,*3) (*11*22 " *12^ **1^ (*12*23 ' *22*13^ 
+ (r ,*2)(*12*13 " *23*11^  ^
where Det is the determinant of the coefficient matrix of the system of 
equations 3.5. 
Det = *11*22*33 ^(*23*13*12^ " *13*22 " *23*11 " *12*33 
Divide both the numerator and the denominator of equations 3.6 by *11*22*33 
and apply the definition of cosine of the angle between two vectors. 
(*i,*i) 
cos 0.. = —^ 
and equations 3.5 uecuiue 
(r^ a ) 
^1 " D '•"S—^(^ ' ^°^^®23^ + (r^.*2^ (cose^g cosegg - 0036^2) ^ (*11*22^^ 
+ (cose^ g 008023 ' (*11*33)^ ] 
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(r^ a ) 
dxz = ^  [—-——(1 - cos^ e^ g) + (r^ ,a^ ) (0030^ 2008623 - 0080^ 2^ /(^ 11^ 22^  ^
22 
+ (r^ .a^ ) (co80J^ 2'^ °®®13 " 
(r^ a ) - ] 
dx^  = ^  [—-—— (1 - 008^ 0^ 2) + (co86^ 2cos0^ 2 - COS623)/ (*22*33^  
+ (r^ ,a^ ) (cos0J^ 2*^ °®®23 ~ ®°®®13^ (^®ll®33^ ^^  3*8 
where 
D = °®^/(®II^22®33^ 
2 2 2 
= 1 + 2co80J^2®°®®I3*^°®®23 ' ®12 " ®13 ' ®23* 3.9 
We further simplify the equations 3,8 by letting 
= (1 - cos^ 023)/a, 
S2 = (1 - cos^ Gj^ )^/a22 
83 - (1 - COS^ 9^ 2>/^ 33 
= (0080^ 0^08023 - <=0®®12^ /(®11®22'^  
11 
= (cose^ gCosGgg - cose^ g)/(aiiSgg)^  
J. 
= (cose^ c^ose^ 2 •  ^^ 2^2^ 33^  
Finally, we have 
dx^  = i [(r^ \a^ )sT + (r^ \a2)C^  + (r^ ,a2)t2] 
dx2 = ^  [(r^ ,a2)s2 + (r^ ,a^ )t^  + (r^ ,a2)t2] 
dxg = ^  [(r^ ,3^ )52 + (r^ ,a2)t2 + (r^ ,a^ )t2] . 3.10 
CoHiputationally, at any step, :Je need only to cozipnte three inner 
k k k products - (r*',a^ ), (r ja^ ) , and (r ,a^ ) for each triple (1, 2, 3) of 
columns a,, a^ , and a^ . The constant terms, s^ , s^ , s^ , t,, t^ , t^ , and 
D are computed strictly from the columns of A and thus they are indepen­
dent of iteration steps. For an n by n system we need to compute 2n + 
n/3 constant terms; s^  and t^ , vAiere i = 1, 2, n, and one D for 
every triple. Very little time is consumed in computing these terms 
since the cosines of the angles between all columns of A are already 
computed and available before the iteration starts, as we will see later 
in Chapter IV. 
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IV. OPTIMAL ORDERING OF COLUMNS OF A 
Pyron (11) noted in his two-dimensional projection method that the 
rate of convergence improved when the columns of the coefficient matrix 
were paired so that the cosine of the angle between two columns was large. 
As stated in Chapter III, a three-dimensional algorithm is chosen by 
selecting triples of columns of A. 
Experimentation with test cases shows that when we choose different 
sets of triples, we change the rate of convergence significantly. In 
some cases, the rate of convergence improved by a factor of nearly lOO. 
In this chapter we take a closer look at the coefficient matrix to 
determine an algorithm for selecting the "best" triples. An attempt is 
made to correct the components of the approximate solution vector as much 
k k k+1 k+I 
as possible at each step by maximizing (r ,r ) - (r ,r ) which is the 
difference of the residual vector norm squared at any two successive 
iteration steps. 
Ths following two lezsmas will lead us to an appropriate expression 
for (r^ ,r^ ) - . 
Lemma 4.1 
îc^"l le le 
The residual vector r is orthogonal to Ar , where Ar * dx^a^ + 
dx^a^ + dx^a^ and - Ar^. 
k k+1 Proof Take the inner product of Ar with r and expand. 
Ar^ ) = dx^ a^  + dx^ a^  + dx^ a^ ) 
= dxj^ (r^ "*"^ ,a^ ) + dx^  (r^ '^ '^ .a^ ) + dx^ Cr^ '^ '^ .a^ ) 
13 
= dx^ (r^ '''^ ,a^ ) + dx2(r^ ^^ ,a2) + 
k-f-1 Since r is orthogonal to a^ , a^ , and a^  from Chapter III, 
Ar^) = 0. 
Lemma 4.2 
Let Ar be defined as before and the following relationship holds. 
(r*\Ar^ ) = (Ar^ ,Ar^ ) 
Proof The equation 3.2 can be written as 
k+1 k k 
r = r - Ar. 
By taking the inner product of both sides v?ith Ar" , ws get 
(r^ ^^ Ar^ ) = (r^  - Ar^ ,Ar^ ) 
= (r^,Ar^) - (Ar^,Ar^). 
However, since (r^ ^^ ,AT^ ) = 0 from lemma 4.1, 
(r^ jAr^ ) = (Ar^ jAr^ ). 4.1 
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Theorem 4.1 
The difference of the norm squared of the residual vector at any 
two successive steps is always non-negative, i.e., 
(r^ ,r^ ) -  ^0 
and at least once every cycle it is greater than zero, provided r # 0. 
Proof (r^,r^) - (r^^^,r^^^) = (r^,r^) - (r^ - Ar^,r^ - Ar^) 
- - (r^ ,r^ ) + 2(r^ ,Ar^ ) - (Ar^ '.Ar'') 
= 2(r^\Ar^) - (Ar^,Ar^), 
k Ic Ic Ic 
However, (r ,Ar ) = (Ar ,Ar ) from lemma 4.2, so that 
(r^,rS - = (Ar^,Ar^). 
^ , k k k+l k+1. . , 
Thus, (i ,r ) - (r ,r ) is always non-negative. 
Now, we want to establish that Ar ^ 0 at least once during every 
It 
cycle. We must recall that Ar = dx^a^ + dx^a^ + dx^a^ and that the 
column vectors of A are linearly independent. The only way. then, for 
Ic 
Ar to be zero at every step is for dx^, dx^, and dx^ each to be zero at 
k 
every step. But, this requires, from equations 3.5, that (r ,a^) be 
zero for i = 1, 2, ..., n. In other words, r has to be orthogonal to 
all columns of A. This, however, is not possible because the only vector 
15 
orthogonal to all columns of A is the zero vector and this factor contra-
Ic 
diets our assumption that r é 0. 
le le Ic^ X 
We can now derive an expression for (r ,r ) - (r ,r ), so that 
from theorem 4.1 and lemma 4.2, we have. 
Since r = dx^a^ + dx^a^ + dx^a^, the equation above can be written as 
(r ,r ) - (r^^,r^^) = (r^,dx^a^ + dx^a^ + dx^a^) 
= dx^ (r^ ,a^ ) + dxg(r^ ,a^ ) + dx^ Cr^ ja^ ) 
Substituting equations 3.8 for dx^, dx^, and dx^, we have the following. 
(r^ .rh - (r^ \ r^ b = 
- [ — (1-cos e,-)+ z (cose cos025-co8e.2) 
° 1^1 ^ (*11*22) 
H V (COS0._CO80^_-CO80,,)] (r ,a. ) 
(=H^ 33>^  
1 2 ) 
+ — C— (1 —COS 0,,)+ Z (COS0-«COS0--- cosO^,) 
" "22 " (*11*22) 
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(r^ .ao) 
+  ^(cos^ igCosG^ g--008023)] '^ 2^  
(*22*33 
I .(r^ a^g) 2 ) 
+ n L — (1-cos 6^ »)+ r (cos8._cos6 _-cos8__) 
° *33 12 (*22*33) 
n k Z (0050^ 2^ 03022-cosG^ )^] ,3^ ) 
(*11*33) 
(rk,rh - (r^ \ = 
(r^ .a (rk.a,)^  , (r^ .a 2 
-  [  —  ( 1 - C O S  6 2 0 ) +  — ( 1 - c o s  0 ,  . )  +  —  ( 1 - C O S  0 ^ 2 )  
D ZJ 2^2 33 
2 ( r ^ , a  ) ( r ^ , a 2 )  
+  Z  ( C O S 0  _ C O S 0 - „ — C O S 0  _ )  
2(r^ ,a^ )(r\a3) 
+ r (cos0 .COS0---COS0 „) 
(V33)' 
ZCr'^ .a^ ) (r'^ .a ) 
+ z— (COS0 »COS0._ —COS0„_)]. 
('22^ 33)" 4.2 
Notice that the magnitude of the right side of equation 4.2 depends strict-
ly on r and the columns of the coefficient matrix. 
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Generally, we expect that the larger the change in the residue (as 
represented by equation 4.2) at each successive step, the more rapid the 
convergence. Therefore, we want to choose a triple of column vectors 
which makes the right side of equation 4.2 as large as possible. The 
magnitude of the right side depends on both the angles between the three 
chosen column vectors and the three associated inner products, (r ,a^ ), 
(r^ a^g), and (r^ a^^ ). 
An effective way to attempt to maximize the right side is to 
maximize It usually takes only a few iterations for the magnitude 
of the inner products to become so small that they no longer affect the 
right side of equation 4.2 to any significant extent; y is the dominant 
factor. Also, we note that D is strictly dependent on the size of the 
angles between the three column vectors used in each iteration step and 
can be computed initially. 
In Chapter III, ^  was defined as. 
1 I 
D 2 2 2 1 + 2cos8^ c^os8^ 2Cos822 ~ cos 0^  ^~ cos 8^  ^- cos 8^  ^  ^. 
A computationally convenient vay to maximize ^  is to maximize the 
cosine squared terms in equation 4.3, which can be done by making the 
angles as small as possible. The effect the size of the angles has on 
the magnitude of ^  is shown in Figure 1 on page 19. In this graph the 
three angles are arbitrarily assumed to be equal and the size of the 
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angles varies from zero to 90 degrees. When the measure of the three 
angles is 30 degrees, ^  is 20 and becomes large very rapidly as the 
angles get smaller. For example, ^  is 40 if the measure of the angles 
is 15. 
The magnitude of is not only dependent on the size of the angles 
but is also affected by the size of one angle in relation to the other 
two. The magnitude of ^  can be made larger by making the term 
2cos6^ c^os6j^ 2'^ °®®23 equation 3.9 smaller (depending, of course, on 
the sign). Figure 2 on page 20 shows the magnitude of ^  as two of the 
three angles are arbitrarily assumed to be equal and the third angle is 
varied. For curve # 1, 8^  ^and 6^  ^are fixed at 30 degrees each and 
022 varies from 30 to 60 degrees. Similarly, for curve # 2, 8^  ^and 
6^ 2 are kept fixed at 40 degrees each and varies from 40 to 80 
degrees, and for curve # 3, 0^  ^and 0^  ^are fixed at 50 degrees each 
and ©22 varies from 50 to 100 degrees. The graph shows that the 
magnitude of ^  gets larger as one of the three angles approaches the 
sum of the other two. In other words, we would like to choose the three 
column vectors of A such that they are as nearly coplanar as possible. 
From now on, when we use the term coplanar we will mean that one of the 
three angles is equal to the sum of the other two. 
Figure # 3 on page 21 illustrâtes how the magnitude of ^  varies 
when the three angles are of different sizes and the sum of the three 
angles is kept constant. Initially, all three angles are 30 degrees. 
Keeping 8^  ^fixed at 30 we vary 8^ 2 and 022* The magnitude of ^  is 
plotted against 0^ 2» which is gradually made larger. We should remember. 
Figure 1. The magnitude of 1/D vs the three angles - the three angles 
are kept equal 
19 b 
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o 
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Figure 2. The magnitude of 1/D vs the three angles - two angles are 
kept constant and the third is varied 
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Figure 3. The magnitude of 1/D vs the three angles - the sum of the 
three angles is kept constant 
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too, that 022 must be made smaller at the same rate in order to keep the 
sum of the three angles constant. Note that the value of y is 20 when 
all three angles are 30 degrees (also see Figure 1). As the size of 
0^ 2 gets larger, the magnitude of ^  becomes large. For example, when 
0^ 2 ~ 30, 0^ 2 ~ 40, and 022 = 20, ^  is about 48. 
In short, we wish to establish an algorithm for ordering the columns 
of A - one which is based on the following two criteria: 
1. Selection of the triples such that the angles 
between the three column vectors are as small 
as possible. 
2. Selection of the triples such that the three 
column vectors are as nearly coplanar as 
possible. 
These criteria necessitate the computation of the angles between 
all column vectors of A which is accomplished by computing the cosines 
of the angles between the column vectors by the familiar formula, 
COS0 = 
u 
• !|v|| 
We must then construct a matrix whose elements are the angles between 
the column vectors of A. This is done easily, for the reader's con­
venience, by converting the cosine of the angles into degrees. The 
matrix, denoted by ANGL, is used for ordering columns into triples. 
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Further study of Figure 2 indicates that the magnitude of ^  is 20 
when the three angles are 30 degrees and it gets larger as the angles 
get smaller (see curve # 4), if two angles are fixed at 30 degrees each. 
In order to obtain a magnitude of 20 or larger by the second criterion, 
the third angle must be between 50 and 60 degrees (see curve # 1). If 
the two angles are fixed at 40 degrees each, the third angle must be 
between 76 and 80 degrees. In other words, it is somewhat more dif­
ficult to get larger values of ^  by the second criterion than it is by 
the first. 
The algorithm below is primarily based on the first criterion. It 
assumes that the ANGL matrix has some small elements. 
Algorithm I. 
1. Find the smallest element in the ANGL matrix and 
denote the row and the column subscripts as i and 
j, respectively 
2. Determine K = k such that the following is a 
minimum. 
K = 1,2 
ANGL(i,K) + ANGL(j,K) 
If more than one column is found, select the 
one in which jANGL(i,K) - ANGL(j,K)l is a maximum. 
We now have the triple, (i,j,k), which represents 
the columns of A. 
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3. Delete the 1, j, and rows and columns from 
consideration of the AN6L matrix and go to step 1. 
In this algorithm we pick the triples of columns in a way such 
that the sum of the three angles associated with the three columns is 
as small as possible. Whenever we find more than one such triple we 
choose the one in which the three columns are as coplanar as possible. 
However, if the ANGl matrix has no relatively small element (or only a 
few), then algorithm 1 may not be of much help. In this case we can use 
an algorithm lAlch is based on the second criterion and algorithm 2 
given below accomodates this situation. 
We start algorithm 2 by finding the smallest element in the ANGL 
matrix as we did in algorithm 1. We find the smallest element in the 
row and column which determines the first two members of the 
triple - namely, the 1*^ and columns of A - and the element of the ANGL 
matrix thus found represents the angle between the two columns. We now 
select the third member of the triple, k, such that the three column 
vectors, 1, j, and k are as coplanar as possible. This is acconq>lished 
by choosing k such that the absolute difference between ANGL(i,k) and 
AN6L(j ,k) is a maximum. We can now formalize algorithm 2. 
Algorithm 2. 
1. ' Ascertain the smallest element in the ANGL matrix 
and denote the row and column subscripts as 1 and 
j, respectively. 
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2. Determine K = k such that the following is a 
maximum. 
f K = 1,2,, n. 
lANGL(i,K) - ANGL(j,K)| <k^  j 
.k ^  i 
We now have the triple, (i,j,k) representing the 
columns of A. 
3. Delete the i, j, and k^  ^rows and columns of ANGL 
matrix from consideration and go to step 1. 
It should be noted that we can use either one or both algorithms 
in a given problem. We may use algorithm # 1 until the small elements 
in the ANGL matrix are exhausted and then switch to algorithm #2. 
A problem arises when the dimension of the coefficient matrix is 
not divisible by 3, but this problem is solved by overlapping some of 
the triples, i.e., some of the columns are used more than once in a 
cycle. Sometimes this can be helpful i.'en though overlapping is not 
necessary. For instance, if we successfully ordered the columns of A 
except for three columns, we discover that these three columns do not 
form a good triple according to either of the above two criteria. We 
then search the ANGL matrix in an attempt to find columns which would 
form a better triple with any of the three remaining columns. This 
point is illustrated in test problem # 5 (Chapter V). 
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The right side of equation 4.2 is controlled by yet another factor 
which has six terms. The first three terms are: 
(rk,a^ )2(l - cos\^) + (r^ .a^ d^ - co8\^) + - cos^ O^ p 
4.4 
and obviously these terms are always non-negative. The last three terms 
of equation 4.2 are: 
2(r^ ,ap (r^ .a^ ) 
(*11'*22) 
2(r^ \a^ ) (r^ .ag) 
ZCr^ a^g) (r^ .ag) 
(*22**33) 
and the sign of these terms is affected by the size of the angles. We 
can increase the right side of equation 4.2 by making the terms in 4.5 
positive. We begin by making the expressions, containing cosines of 
the angles 
(CGSS^ gCOsSgg - COSG^ g) 
(cosG^ gCOsGgg - cos9^ g) 
(c0s@^gc0s@^2 ~ COSÔ23) 4.6 
positive. 
(cos^ jGcosGgg - cosG^ g) 
(cosG^ gCOsGgg - cosG^ g) 
(cosG^j^osQ^g - cosGgg) 4.5 
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If all three angles are less than 90 degrees, then the three expressions 
in 4.6 are usually negative. However, if any one of the three angles is 
greater than 90 degrees, the cosine of this angle is negative and at 
least one of the expressions in 4.6 is positive - and when all three 
angles are greater than 90 degrees, all three expressions in 4.6 are 
positive. However, this does not assure us that all three terms in 4.5 
are positive. The sign of these terms still depends on the sign of the 
k k k three inner products (r ,a^ ), (r ,3^ ), and (r ,3^ ). 
We now assert that the sign of the three terms in 4.5 is most 
likely to be positive for the following reasons (provided, of course, 
4.6 is all positive). 
1. Each term in 4.5 contains a product of two inner products 
and the sign of each term is positive if the sign of the 
two inner products are both positive or both negative. 
2. If the angles between the three column vectors are small, 
then it is most likely that the sign of all chree inner 
products are the same. 
Although we cannot guarantee that selecting triples consisting of 
angles greater than 90 degrees will always speed up the rate of con­
vergence, we strongly propose chat these angles should be taken into 
consideration. In most cases the rate of convergence will improve. 
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V. EXAMPLES AND COMPARISONS 
In this chapter we illustrate the ordering of columns discussed in 
Chapter IV with examples and make some conyarlsons. We begin by com­
paring the arithmetic operations (addition and multiplication) required 
by various methods. 
To change one conq>onent of the solution vector the three-dimensional 
algorithm requires n multiplications and n - 1 additions for computing 
(r ,a^), n multiplications and n + 1 additions for confuting the residual 
kfl k 
vector, r = r dx.a^, and 4 multiplications and 2 additions for 
calculating dx^ in equation 3.10. Therefore, the three-dimensional 
algorithm requires a total of 2n + 4 multiplications and 2n + 3 additions 
and the two-dimensional algorithm requires about the same amount of com­
putation. The difference is in conq>uting dx^; the two-dimensional 
algorithm requires 3 multiplications and 2 additions. 
The following is the comparison of the three methods. 
No. of Multiplication Ko. of Addition 
Method per conçonent change per component change 
1. Gauss-Seidel n + 1 n + 1 
2. 2-dimensional projection 2n + 3 2n + 2 
3. 3-dimensional projection 2n + 4 2n + 3 
Note that each of the two projection methods requires approximately 
twice as much confutation as the Gauss-Seidel method. 
In addition to the figures shown above, the projection methods 
2 
require some initial computation. In computing %(n - n) cosines, each 
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requires n + 2 multiplications and n additions - also, n imiltiplications 
and n - 1 additions are required for (a^,a^). For the three-dimensional 
algorithm, 4n multiplications and 2n additions are needed to calculate 
and t^. 
Hie following is the comparison of the total number of arithmetic 
operations required by various methods, including the Gauss elimination 
method, provided,of course, that the solution is obtained after c cycles. 
Method 
1. Gauss-Seidel 
2. 2-dimensional projection 
3. 3-dimensional projection 
4. Gauss elimination 
Total Number of Operations 
c(2n^ + n) 
c(4n^ + 4n) + (n^ + 2n) 
c(4n^ + 5n) + (n^ + 8n) 
2n^ - 2n^ + 2n -1 
The execution time for multiplying two floating-point numbers is 
almost the same as the execution time for adding two floating-point 
numbers in most of the IBM 360 models including the model 65. Further­
more, we can compare various methods by considering the total number of 
additions and multiplications. 
When conq>aring the three-dimensional method with the two-dimensional 
method, it is better to use the number of iterations because, as we have 
shown, the number of arithmetic operations performed per iteration step 
in the three-dimensional method is virtually equal to the number of 
operations performed in the two-dimensional method. 
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The three-dimensional algorithm, along with the two-dimensional 
algorithm, is implemented into a FORTRAN program, compiled by an H-level 
compiler, and tested on an IBM/360/65 computer. A program from the 
system library is used to test the Gauss elimination method - the 
program is also written in FORTRAN and compiled by an H-level compiler. 
This program utilizes complete pivoting and handles all matrices as 
vectors. 
In all of the test problems, iteration stops when the norm of the 
residual vector is less than 0.001. A test for convergence is made at 
the end of each cycle. The execution time comparison is made among 
various methods. The time shown in the comparison table is the "task 
time", as measured over the entire program, without any other program 
in the computer. The timing unit in the computer is accurate only to 
one-sixtieth of a second. 
The description of various methods used with test problems are 
as follows. 
1. 3-D(R) S-dim.^ ..oional projection method with 
consecutive ordering of columns. 
2. 3-D(0^ ) 3-dimensional projection method 
using algorithm 1. 
3. 3-0(0^ ) 3-dimensional projection method 
using algorithm 2. 
4. 3-D(0_) 3-dimensional projection method 
using algorithm 1 but using triples 
with angles greater than 90 degrees. 
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5. 3-D(0)^  ^ 3-dimensional projection method with 
overlapping of columns. Algorithm 
1 and algorithm 2 are both used. 
6. 3-D/2-D Combination of optimal 2-dimensional 
method and 3-dimensional method. 
7. 2-D Opt Optimal 2-dimensional method. 
8. G-S Gauss-Seidel method. 
9. G-E Gauss elimination method. 
Test Problems 
In test problem # 1 algorithm 2 gives the same triples as algorithm 
1, however, the 3-0(0^ ) method - which makes use of angles greater than 
90 degrees - is far superior. The coefficient matrix is ill-conditioned, 
and both the Gauss-Seidel and the Gauss elimination methods fail to 
produce the solution. 
For test problem # 2, 3-D(0^ ) is not attempted since all the angles 
in the ANGL matrix are 90 degrees or less. The smallest element in the 
ANGL matrix for the test problem # 3 is 84 degrees; but 3-D(0^ ) method 
compares favorably with the Gauss-Seidel method. 
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Test Problem # 1 
A = 
.3 -.5 .5 -.5 .4 -.5 -.3 ' 
.2 -.4 .4 -.5 .3 -.4 -.4 
.1 -.3 .1 -.2 .2 -.4 -.5 
.1 -.2 .2 -.1 .2 -.3 
b = 
-.1 
-.2 .3 -.2 .2 -.4 .2 -.1 
-.3 .1 -.1 .1 -.2 .2 -.2 
1 2 3 4 5 6 
1 0 151 29 149 21 152 
2 151 0 164 15 164 13 
3 29 164 0 168 23 158 
4 149 15 168 0 155 22 
5 21 164 23 155 0 158 
6 152 13 158 22 158 0 
Method Order of Columns Cycles Iter Time 
1. 3-D(R) (1 2 3) (4 5 6) 2411 14466 2.61 
2. 3-D(0^ ) (2 4 6) (1 3 5) 299 1794 .60 
3. S-DCOg) (2 4 6) (1 3 5) 299 1794 .60 
4. 3-0(0]) (2 5 6) (1 3 4) 97 582 .21 
5. 2-D Opt (3 4) (2 6) (1 5) 691 4146 1.11 
6. G-S No convergence 
7. G-E No solution 
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Test Problem # 2 
A = 
ANGL = 
8 3 3 0 0 0 0 0 0 14 
3 8 3 0 0 0 0 0 0 14 
3 3 8 1 0 0 0 0 0 15 
0 0 1 8 3 0 0 0 0 15 
0 0 0 3 8 3 0 0 0 b = 14 
0 0 0 3 3 8 1 0 0 15 
0 0 0 0 0 1 8 3 3 15 
0 0 0 0 0 0 3 8 3 14 
0 0 0 0 0 0 3 3 8 
-
_14 
1 2 3 4 5 6 7 8 9 
1 0 46 46 88 90 90 90 90 90 
2 46 0 46 88 90 90 90 90 90 
3 46 46 0 79 88 88 90 90 90 
4 88 88 79 0 46 47 88 90 90 
5 90 90 88 46 0 46 88 90 90 
6 90 90 88 47 46 0 79 88 88 
7 90 90 90 88 88 79 0 46 46 
8 90 90 90 90 90 88 46 0 46 
9 90 90 90 90 90 89 46 46 0 
Method Order of Columns Cycle Iter Time 
2 .  
3. 
4. 
5. 
6 .  
3-D(0^ ) 
3-0(0^ ) 
3-D(0^ ) 
2-D Opt 
G-S 
G-E 
(1 2 3) (4 5 6) (7 8 9) 
Same as 3-D(0^ ) 
No angles larger than 90 
(1 2) (3 4) (5 6) (7 8) (8 9) 21 
53 
54 
210 
477 
,17 
.20 
.37 
.12 
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Test Problem # 3 
A = 
ANGL = 
4 -1 0 -1 0 0 0 0 0 .5 
-1 4 -1 0 0 0 0 0 0 1.0 
0 -1 4 0 0 -1 0 0 0 .5 
-1 0 0 4 -1 0 -1 0 0 .0 
0 -1 0 -1 4 -1 0 -1 0 b = .0 
0 0 -1 0 -1 4 0 0 -1 .0 
0 0 0 -1 0 0 4 -1 0 .0 
0 0 0 0 -1 0 -1 4 0 .0 
0 0 0 0 0 -1 0 -1 4 .0 
1 2 3 4 5 6 7 8 9 
1 0 116 87 116 87 90 87 90 90 
2 116 0 116 84 102 84 90 87 90 
3 87 116 0 90 87 116 90 90 87 
4 116 84 90 0 115 87 116 84 90 
5 87 102 87 115 0 115 84 115 84 
6 90 84 116 87 115 0 90 84 116 
7 87 90 90 116 84 90 0 116 87 
8 90 87 90 84 115 84 116 0 116 
9 1 90 90 86 90 84 116 87 116 0 
Method Order of Columns Cycle Iter Time 
1. 3-D(0^ ) (2 4 6) (5 7 9) (1 3 8) 36 324 .27 
2. 3-D(0^ ) (2 3 4) (5 6 7) (1 8 9) 24 216 .22 
3. 3-D(Og) (1 2 3) (4 5 6) (7 8 9) 12 108 . 14 
4. 2-D Opt (1 2) (3 4) (5 6) (7 8) (7 9) 20 200 .17 
5. 3-D(0) 
ov 
(2 6 5) (4 8 9) (1 7 4) (3 5 2) 16 192 .22 
6. G-S 17 153 .22 
7. G-E .10 
35 
The ANGL matrix for the test problem # 4 contains eight angles rang­
ing from 10 to 24 degrees and algorithm 1 works well as expected. If we 
apply algorithm 2 we first choose ANGL(1,4) which is 10 degrees. We have 
several choices for selecting the third member of the first triple; any 
one of the columns 2, 5, 7, or 9 can be selected. Note that the maximum 
of lANGL(i,k) - AiIGL(j,k)l is only 3 degrees. We select the column 7 as 
the third member because this choice gives the angle triple (10,15,18) 
which we believe to be very small. Thus, the triple chosen is identical 
to the triple chosen by algorithm 1. 
In determining the second triple, we first select ANGL(2,5) which 
is 11 degrees. For the third member of the triple we have a choice of 
three columns, 3, 6, and 9. The maximum of | ANGL(2,k) - ANGL(5,k)I is 
only one degree and the angle triples associated with each of the three 
columns are (11,37,88), (11,86,87), and (11,87,88), respectively. Note 
that each of the three angle triples contains two very large angles. If 
we pick the column 3, we are left with (6 8 9) as cur third triple. The 
associated angle triple is (15,89,90) and this triple also contains two 
very large angles. Logically, we do not expect algorithm 2 to perform 
as well as algorithm 1. 
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Test Problem # 4 
.5 .2 -.1 .4 .2 -.1 .3 .2 -.1 1.5 
.4 -.1 .? .5 -.1 .2 .4 -.1 .2 1.6 
.4 -.1 -.2 .4 -.1 -.2 .5 -.1 -.2 .4 
-.1 .5 .0 -.1 .4 .0 -.2 .4 .0 .9 
= 
.0 .4 .1 .0 .5 .1 .0 .4 .1 b = 1.6 
.1 .2 -.2 .1 .2 -.2 .1 .5 -.2 .6 
.2 .0 .5 .2 .0 .4 .2 .1 .2 .2 
.0 .1 .4 .0 .1 .5 .0 .1 .4 1.6 
.1 .0 .2 .1 .0 .3 .1 .0 .5 1.3 
1 2 3 4 5 6 7 8 9 
1 0 91 85 10 90 86 18 86 85 
2 91 0 88 94 11 87 101 24 88 
3 85 88 0 83 87 13 85 89 22 
4 10 94 83 0 93 84 15 88 82 
GL = 5 90 11 87 93 0 86 99 24 87 
6 86 87 13 84 86 0 86 89 15 
7 18 101 85 15 99 86 0 94 85 
S 86 24 89 88 24 89 94 0 90 
9 85 88 22 82 87 15 85 90 0 
Method Order of Columns Cycle Iter Time 
1. 3-D(R) (4 5 9) (1 3 7) (2 8 6) 351 3159 1.10 
2. 3-D(0^ ) (1 4 7) (2 5 8) (3 6 9) 11 99 .20 
3. 3-0(02) (1 4 7) (2 5 3) (6 8 9) 143 1287 .55 
4. 3-0(03) Not attempted 
5. 2-D Opt (1 4) (2 5) (3 6) (7 9) (8 2) 149 1490 .67 
6. G-S No convergence 
7. G-E .09 
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The smallest angle in the ANGL matrix for test problem # 5 is 37 
degrees and there are six other angles ranging from 44 to 59 degrees. 
We do not believe these angles to be very small and we propose that al­
gorithm 2 should assuredly be considered. The column triples obtained 
from algorithm 2 are, (16 9), (3 5 7), and (2 4 8) and the associated 
angle triples are, (27,63,90), (44,102,121), and (97,107,134). The 
three columns associated with the first triples are very nearly coplanar. 
The iteration count drops from 945 (using algorithm 1) to 585 (using 
algorithm 2). 
Since there are several angles greater than 90 degrees in the ANGL 
matrix, we make an attempt to form triples consisting of angles greater 
than 90 degrees. The following is the comparison of the angle triples 
associated with two different sets of triples, method 4 and method 5. 
Method Angle Triples 
Method 4 (37,109,112) (44,99.113) (56.107.108) (63,106.107) 
I  ^^  
Method 5 (37,63,90) (53,99,134) (56,95,121) (44,99,113) 
In method 4,all the angle triples contain angles of unlike signs 
whereas, in method 5, we retain the first triple, (16 9), since it is 
so nearly coplanar. After comparing the angle triples as shown above 
we can only conclude that the triples in method 5 are better than the 
triples in method 4. 
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Test Problem # 5 
'.5 .2 .1 .3 .4 .0  .8 .7 .1 3.1 
.4 .0  -.3 .1 -.3 .2 - .8 .9 .0  .2 
.0  -.2 .1 .0  .2 .1 .3 -.6 .3 .2 
.4 .1 .0  -.7 .0  -.3 .0  .2 .1 -.2 
A = 
.9 .0  -.1 .0  -.2 .4 - .6 .0  .8 b = 1.2 
.0  .1 .0  -.4 .9 .0  .3 -.6 .0  .3 
.8 -.2 .3 .6 .0  .1 .0 .2 .3 1.5 
.1 .9 - .8 .8 -.7 .0 -.4 .3 .1 -.5 
.2 .0  -.3 .5 -.2 .2 -.4 .0  • 3 .3 
1 2 3 4 5 6 7 8 9 
1 0 87 113 73 97 59 106 63 37 
2 87 0 134 99 113 97 99 72 90 
3 113 134 0 107 51 108 53 113 109 
4 73 99 107 0 104 56 95 73 75 
ANGL 5 97 113 51 104 0 102 44 117 99 
6 59 97 108 57 102 0 121 85 44 
7 106 99 53 95 44 121 0 107 109 
8 63 72 113 73 117 85 107 0 90 
9 i 37 90 107 75 99 44 109 90 0 
Method Order of Columns Cycle Iter Time 
1. 3-D(R) (1 2 3) (4 5 6) (7 8 9) 251 2259 .74 
2. 3-D(0^ ) (1 6 9) (3 5 7) (2 4 8) 105 945 .42 
3. S-DCOg) (1 9 8) (5 6 7) (2 3 4) 65 585 .33 
4. 3-0(03) (1 9 3) (5 7 2) (4 6 3) (8 1 7) 116 1396 .53 
5. 3-0(03) (1 9 8) (3 7 2) (4 6 7) (5 7 2) 54 648 ,33 
6. 3-0(03) (1 9 8) (3 7 2) (4 6 9) (5 7 2) 47 564 -30 
7. 2-D Opt (1 9) (5 7) (2 3) (4 6) (8 1) 94 940 .45 
8. G-S No convergence 
9. G-E .13 
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The ANGL matrix for test problem # 6 has ten very small angles ranging 
from 12 to 22 degrees. Algorithm 1 gives three triples (5 6 8), (14 9), 
and (2 3 7), and the desired solution is obtained after 7002 iterations. 
Note, however, that the angle triple associated with (2 3 7) is (18,63,64) 
while the angle between the columns 3 and 7 is 18 degrees and the angle 
between the columns 2 and 6 is 22 degrees. We solve the system by apply­
ing three-dimensional algorithm for the first two triples and two-dimen­
sional algorithm for the two pairs, (3 7) and (2 6). The iteration count 
is reduced from 7002 to 1980 - a reduction well worth consideration! 
We now replace the pair, (2 6), with a triple, (2 6 8), whose angle 
triple is (18,22,22). The iteration count is further reduced from 1980 
to 1342. Replacing the other pair, (3 7) with a triple, (2 3 7), fails 
to reduce the iteration count. The angle triple associated with this 
triple is (18,63,64) and it contains two relatively large angles. 
We conclude that it is far better to use a triple rather than a 
pair, if the size of the angles associated with the triple is reasonably 
close to the size of the angle associated with the pair. 
Test Problem # 6 
.1 .5 .2 .1 .5 .5 .1 .4 .0 2.4 
.1 .4 .0 .0 .5 .5 .1 .5 .1 2.2 
.0 .1 .1 .1 .3 .3 .0 .2 .1 1.2 
.5 .1 .1 .4 .0 .1 .1 ,0 .4 1.7 
.4 .0 .0 .5 .1 .1 .0 .1 .4 b = 1.6 
.4 .1 .0 .4 .0 .0 .0 .1 .5 1.5 
.0 .0 .1 .1 ol .1 .1 .1 .1 .7 
.1 .1 .3 .0 .0 .1 .2 .0 .1 .9 
.1 .1 .5 .1 .1 .0 .5 .1 .0_ _1.5_ 
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Test Proulem # 6 (cont.) 
ANGL = 
1 2 3 4 5 6 7 8 9 
1 0 68 73 18 76 71 72 78 18 
2 68 0 63 74 23 22 64 22 74 
3 73 63 0 75 68 69 18 69 80 
4 18 74 75 0 76 73 76 72 18 
5 76 23 68 76 0 13 69 12 78 
6 71 22 69 73 13 0 72 18 73 
7 72 64 18 76 69 72 0 68 80 
8 71 22 69 72 12 18 68 0 72 
9 18 74 80 18 78 73 80 72 0 
Me thod Order of Columns Cycle Iter Time 
1175 11750 3.97 
860 7740 2.32 
678 7002 1.80 
191 1980 .72 
122 1342 .53 
128 1536 .57 
195 1755 .78 
198 2376 .83 
1. 2-D Opt 
2. 3-D(R) 
3. 3-D(0^ ) 
4. 3-8(02) 
5. 3-D/2D 
6. 3-D(0)ov 
7. 3-°(0)ov 
8. 3-D(0)ov 
9. 3-D(0) 
ov 
10. G-S 
11. G-E 
(5 8) (4 9) (3 7) (2 6) (9 1) 
(1 2 3) (4 5 6) (7 8 9) 
(6 8 5) (1 9 4) (2 3 7) 
Same as 3-D(0^ ) 
(6 8 5) (1 9 4) (2 6) (7 3) 
(6 8 5) (1 9 4) (2 8 5) (7 3) 
(6 8 5) (1 9 4) (2 8 5) (7 3 2) 
(6 8 5) (1 9 4) (2 6 5) (7 3) 
(6 8 5) (1 9 4) (2 6 5) (2 3 7) 
No convergence 
.13 
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VI. CONCLUSIONS 
Many iterative methods for solving systems of linear algebraic 
equations have been developed since the advent of high speed electronic 
computers. The Gauss-Seidel method is one of the most well known 
iterative methods; but to insure the convergence, the spectral radius of 
the iteration matrix must be less than one. 
The most significant advantage of projection methods is that the 
only requirement for convergence is for the coefficient matrix to be 
non-singular. The regular projection method is usually slow in conver­
gence but a significant improvement in the rate of convergence was 
obtained by the two-dimensional methods. We have demonstrated that the 
three-dimensional projection method, when the columns of the coefficient 
matrix are appropriately ordered, significantly improves the rate of 
convergence. 
Direct methods (such as the Gauss elimination method) for solving 
systems of linear algebraic equations are very popular, and for a small 
system, these methods are generally faster than the three-dimensional 
projection method. For a large system, however, the Gauss elimination 
method may require as much confutation as the three-dimensional projection 
method. If n is very large and the projection method converges in n 
cycles or less, the number of arithmetic operations required by the two 
3 
methods is approximately of order n . 
If the coefficient matrix is sparse, the execution time for the 
projection method is reduced since, in most cosq>uters, multiplication 
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by zero takes less time than multiplication by a non-zero number. In 
fact, with a sparse matrix we need to multiply only the non-zero elements. 
This will not only shorten the execution time but it will also reduce the 
amount of storage needed to solve the system. 
The algorithm developed in this paper for ordering the columns of 
the coefficient matrix seems besL" suited for an interactive system. The 
ANGL matrix could be displayed and the user could then select appropri­
ate triples. 
Future Research 
We feel that the following items are worthy of future research; 
1. In Chapter IV, algorithm 1 is recommended if the ANGL matrix con­
tains some small elements and algorithm 2 is suggested if the ANGL 
matrix has only a few or no small elements. A more precise defini­
tion of a "small" angle is needed. 
2. In test problem #6, some of the columns of the coefficient matrix 
are used more than once in a cycle. In some cases this "overlap­
ping" of columns improved the rate of convergence. A simple 
algorithm to determine when to overlap columns is desirable. 
3. We have shown that it is better to use a triple rather than a pair 
if the size of the angles associated with the triple is reasonably 
close to the angle associated with the pair. Further study is 
necessary to provide a criterion for determining when a pair should 
be used rather than a triple. 
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IX. APPENDIX: COMPUTER PROGRAM IMPLEMENTATION 
The three-dimensional projection method described in Chapter III 
implemented into a FORTEIAN program and it has been tested on an IBM/360/ 
65 computer. The convergence criterion is based on the length of the 
residual vector and a test for convergence is made after each cycle. The 
approximate solution vector is initially set to zero within the program. 
This program can solve a system of linear algebraic equations by 
the three-dimensional algorithm rv two-dimensional algorithm. It can 
also solve a system by a combination of both three-dimensional and two-
dimensional algorithms. If the combination method is used, the three-
dimensional algorithm should be executed before the two-dimensional one. 
Variable Dictionary 
A :  Coefficient matrix. 
C :  Right side of equations. 
N : Dimensional of coefficient matrix. 
R :  Residual vector. 
S : Constant terms in equations 3.10. 
T : Constant terms t^  in equations 3.10. 
X : Solution vector. 
NT : Total number of columns used per cycle 
N2 : Number of columns processed by 2-D method. 
N3 : Number of columns processed by 3-D method. 
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DET : D in equations 3.10, 
DXl : dx^ . 
DX2 : dXg. 
DX3 : dx^ . 
ERR : Accuracy. 
ANGL : Angles between columns of coefficient matrix. 
AXRl : (r^ ,a^ ). 
AXR2 : (r^ ja^ ). 
AXR3 : (r^ ,a ). 
COSl : Cosines of angles between columns of coefficient matrix. 
DOTP : Inner products of columns. 
ICOL : Ordered columns. 
ISTOP : If 1, program stops after the initial computation. 
DPSQR : (a^ ,a^ )^ . 
KOUNT : Cycle counter. 
LIMIT : Maximum number of cycles before iteration stops. 
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DIMENSION ITITL(20> ,A(9,9),DUTP(9,9),C(9),CPSOR(9) , 
*IC0L(20)tS(20),T(20)»0£T(20),X(9),K(9),CCS1(9,9) 
100 REÔO(5t9O0,eNO = 8OOI (IT ITL(I),I=1120> 
RÈAÛ(5,90l)N,LII'I T, ISTOP.LRR 
00 110 1=1.N 
RF AD(5,902 ) I AC 1,J),J = i ,N) ,C(1 ) 
1 1 0  R ( I  ) = C ( n  
WRITt(6»903)(IT ITL(I )t1=1.20) 
WRITE (6.904) N,LIMIT, 
CCN=180./2.1415 
v=N-l 
: COMPUTE INNk PkJDUCTS J F CHLU-^INS 
OC 125 L=l.k 
DC 125 I=L,N 
suy=o,  
DC 120 J=1.N 
120 S^N'=SUM + A(J.L)*A( J,I ) 
[)CTP(L. I ) = SUM 
125 DCTPd ,L)=SUM 
00 135 1=1,h 
OPSCK( I ) = SC:PT (onTPt i.i i ) 
1 3 5  C C S 1 ( I . I ) = 0 .  
: CL>-1PJTE- CUSINLS i> r -  ANGLES BETWEEN 
; COLUMNS OF A 
: 
DO 140 1=1.M 
K = I + 1 
no 140 J = K.iM 
SX = D0TP{ I ,J)/{Df-SwR(I)-[;PStvK(J) ) 
C O S K I  î J ) = S X  
A N G L ( I . J ) = C D N * A R C O S ( S X )  
140 AtvlGLlJ. I ) = ANGL (I.J) 
WRITE (6.906) 
DO i50 I=1.N 
1)0 WRITE (6. 905) ( A( I ,J ) , J=1,M . Cd) 
WRITE (6.908) 
'aRITL (6.907) (I.I=l.'M) 
D C  1 5 3  1 = 1 . N  
X ( I ) = 0 .  
k ( I r=C(i ) 
155 WRITE (6.909) I. (CUS1( 1 , J) ,J = i,N) 
IF { [STOP.EU. 1 ) ST IP 
C • • # # # * # * * • DISPLAY A MATRIX 
C ANij READ IN THi .jPuEK IIP CJLU'" LS 
KGUNT=1 
REAC( 5 ,91C.END = 600) WT, rv3 ,N?. (I CCL ( I  ) . 1 = 1. NT ) 
W K  ITE ( 6 .911 ) N3,i42, { IC''.'L( I ) ,I = J  , N 1  ) 
C . COMPuTc CONST AM TERMS T . S, u^T. 
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IF (N2cEÛ.U) GCj TO 210 
DO 160 I=1»N3,3 
I1 = IC0L(I ) 
I2=ICUL(I+II 
I3=ICCL(I+2) 
IT=(I+3i/3 
C1=CCS1(11.12) 
C2=C0S1(I1,I3) 
C 3 = C 0 S 1 ( I 2 t I 3 )  
D£T( IT ) = l.+2. *Ci*C2*C3-Cl»-2-C2'*f2-C j*:*:2 
T { I ) = (l,-C3''-*2 > /DGTPCII ,11) 
T(I+l)=(l.-C2**2)/JOTPI12,12) 
T { I + 2) = (1.-C1**2 ) / inTP( I 3, I 
s(I » = {C2*C3-C1)/(OPSURlli)*nPSQk(If)) 
S { I + 1) = (CI*C3-C2 ) / (DPSUi^C II >='-'[iPSQ« ( 13 ) ) 
16 0 SI I + 2) = (Ci*C2-C3)/(U{'SQR(I2)*DPSUR(l3) ) 
c 
175 DC 190 IN=1,N3,3 
C îiEGlN 3-r; ITERATIfiN LùOP. 
I1=ICCL(IN) 
I2=ICGL(lN+1) 
I3=IC0LllN+2) 
IS=( lN + 3)/3 
a a r i = o .  
AXR2=0, 
AX«3=0. 
DC ibu I=1,;m 
AXR1 = AXKL + R(I )*A( I,I 1) 
AXR2=AXR2+R(I)vA(I,12) 
IdÙ AXR3 = AXK3 + R(I )="A( 1,13) 
DET2=DtT( IS > 
DXl = ( AXR1*T( I N ) +AXK2#S( IN ) + AXR3*S( I ^ *-1 ) ) /OE r 
DX2=( AXR£.*T( IN + 1 )+AXRlv-S( Ii-i1+AXK-i*b( l \+2» ) / C;f 1  ^
0X3=( AXR3*T( irM+^  ) +AX^ i;-S( lN + 2 ) -* AXKl4:S ( I N4 1 ) ) /,)[:T2 
XI I1>=X( 11)4-0X1 
X( I2) = x(I2»*l)X2 
X( I3)=X{ 13 )-i-DX3 
DO 188 1=1,N 
16 8 k( I )=R ( I)-CX1*A( 1,11 1 -, I :' )-D X i* A ( I , I 3 . 
190 CONTINUE 
IF(N2.EQ.C) GC TO 2S5 
C # # * # # # # * # # # * HcoiN f L JI j # 
C  
210 M2=n3+1 
215 DC kid IY=N^,NT,2 
I=ICCL{I Y ) 
J=ICLL(ÎY+1) 
21 8 'JET ( I Y )=UGTP( 1,1) *l)UTl'( J, J )-lMTP { I,J) --2 
DC 225 IR=K2,NT,2 
I=ICCL(IR) 
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J=ICCL(IR+1) 
AXR1=0. 
AXR2=0. 
DC 220 IW=1,N 
AXRl=AXRl + R{It^)*A( IW, I ) 
220 AXR2=AXR2+R(IW)*AIIW,J) 
ûXl=(DOTPlJ,Jt«AXRl-JOTP(l,J)«AXR2)/0Er(IR) 
DX2=(DnTPlI,I )*AXR2-D0TP(I,J)*AXR1>/DET( IR) 
XI I)=X(I)+DX1 
X(J)=X(J>+DX2 
DC 225 IP=1,N 
R ( IP) = R(IP)-A( IP, I )#DX.L 
225 R{ IP) = K(IP)-A( IP,J)*DX2 
295 DPR=0. 
DC 29 7 I=l,N 
297 OPR=UPR+R<n**2 
SCDPR=SGRT(DPR> 
IFiSQDPK.LT.ERR» GO TO 300 
I F(KOUM.GE.L IMI r » GO TC 300 
K0UNT=KGUNT+1 
IF(N3.EC.O» GO TH 215 
GC TC )75 
300 aRITE(6,912) (I,X(I),I=1,N) 
WRITE.(6,913) KCUNT,NT,SCOPR 
GC TO 100 
800 STCP 
900 FCRI^AT(20A4) 
901 FCRMAT (3I5,FiC.6) 
902 FORMAT(8F10.4) 
903 FCRVAT(•1•,20A4) 
904 FORXATl «0* , lOX, = « , 13,/IIX,''-"lAX NU l)F ITFR = ',Ifc, 
*/llX,'ACCURACY:',F10.b) 
905 FGRVAT('U',10F10.5) 
906 FORMAT('OA MATRIX') 
907 FCHYATCO' ,5X,iuI8) 
908 FQpyATCl','ANGLES B E T aF E N  COLUMNS OF A' ) 
909 FGR'^AT{'0',I5,1UF8.2) 
910 FORMAT(2014) 
911 FORMAT ('0N3=' , 15,' N2= ' , 15,' ORuFk UF C'IL.= ' , 2013) 
912 FORMATCOSOLUTICiSJ Vt CT li ' , / , I i UX , ' X ( ' , i 3 , ' ) = ' , F lu . d  ) ) 
913 FORMATCONCJ. OF CYCLES^ ' , 16, • TOT NC. OF CUL USEO=' , 15, 
*' THE NORM OF RES VECT'JR= ' , F 10. 5) 
914 FORMAT (•C,I 5,9F10,5) 
915 FORMAT (• •,5X,9F10.5) 
ENC 
