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PREFACE 
The present dissertation is devoted to the study of " Goal 
Programming ". This dissertation is divided into six chapters, 
starting with an introductory chapter that reviews the related 
literature for the problems discussed in the remaining chapters. 
Chapter 2: This chapter is concerned with the study of Linear 
Goal Programming, which is used to solve the multi-objective linear 
problems, by converting all the objectives into goals by assigning an 
aspiration level to each objective. And the deviations of these goals 
are to be minimized. This chapter also includes the duality in Goal 
Programming, Sensitivity analysis and Integer Goal Programming. 
Chapter 3: In this chapter Archimedean and non-Archimedean 
L.G.P methods have been discussed. These methods are used to solve 
the MOLP problems according to the importance of their goals, by 
assigning the weight and the priority level respectively. A numerical 
illustration has also been solved. 
Chapter 4: This chapter includes the Chebyshev and Fuzzy 
Goal Programming methods. These two methods are also used to 
solve the MOLP problems by taking one objective at a time. A 
numerical example has also been illustrated. 
Chapter 5: This chapter is concerned with the Multiplex 
Model. The multiplex concept provides a single, unified process for 
the modeling, solution and analysis in many multi-objectne 
approaches as well as that of single objective optimization. It also 
includes Multiplex model of various Goal Programming methods. 
Chapter 6: The last chapter includes the applications and 
extensions of Goal Programming Problems. 
In the last we arrange the references in alphabetical orders. 
II 
CHAPTER-1 
INTRODUCTION 
1.1 AN OVERVIEW: 
Operations Research (O.R) is the application of 
mathematical analysis to managerial problems. The objective is to 
assist the decision makers in their efforts to .solve the problems. 
Managerial type problems are often so complex that decision 
maker cannot possibly conceptualize and evaluate all aspect of the 
problem they are facing. The operations researchers make a 
contribution to this problem solving effort by applying 
mathematical techniques to obtain a solution. The usefulness of 
the solution derived by mathematical methods is d(ependent upon 
the degree to which the essential features of the original problem 
were considered in the mathematical analysis. The decision-
making responsibility for solving a problem is of course placed on 
a manager. The manager uses information provided by the 
operations researcher. The operations researcher and the decision-
making manager thus form a decision-making team. 
1.2 HISTORY OF OPERATIONS RESEARCH: 
Our search for an origin of the use of mathematics to solve 
managerial problems should most appropriately begin with the 
origin of management science. The term management science is 
often used today to describe the use of mathematical problems 
solving. So the term Operations Research and M.S are used 
interchangeably. There are many other terms that are used to 
describe the use of mathematical analysis of managerial problems. 
These terms include: decision science, managerial analysis, 
mathematical programming, operations analysis, planning research 
and system analysis. The operations research or M.S approach to 
solving a problem is based on the scientific method. The historical 
origin of O.R therefore begins with the scientific method. The 
scientific method is a stepwise procedure to analyze and research 
problems in general. Bacon (1620) felt that problem inquiry 
should consist of the following four steps. 
1. Observation and problem description. 
2. Hypothesis statement. 
3. Model development and test. 
4. Model analvsis. 
Over the years many researchers have used scientific 
methods to solve the managerial type problems. In 1798, EHv 
Whitney used the scientific methods to analyze the cotton industry 
and developed the concept of interchangeable parts. In 1832, 
Charles Babbage helped develop the general concepts of time 
study and skill differentials in wage pay. Fradric W. Taylor in 
1911 proposed the "principles of scientific management" which 
formalized the t ime study and work-study which are still used 
today. Also in 1911. Frank and Lillian Gilberth developed the 
basic concepts of industrial Psychology by illustrating the use of 
motion studies in industry. Many other contributors, such as Henry 
Ford, Henry L. Gantt. F. W. Harris. Elton Mayo and L.H.C. 
Tippett, have used the scientific method to approach managerial 
problems. s 
During the late 1930s in England and early 1940s in the 
United States, the use 6f the scientific method was extensively 
used to analyze optimization problem solving. World War II 
challenged both countries at that time to develop optimal solutions 
for allocation, transportation and multi-variable type problems. 
The convergence of the scientific method applied with 
mathematical problem solving gave birth to the field of study 
known as Operations Research. The solution procedures developed 
in the 1940s for linear programming problems, transportation 
problems and assignment problems, provided the basic 
characteristics of the types of analysis conducted by practitioners 
of this field of study. The modeling techniques studied by 
operations researchers in the 1940s and 1950s usually required 
algebra or calculus for solution purposes. The term "mathematical 
programming" was used then, and is still used today, to describe 
the structuring of mathematical symbols into a model or program. 
Mathematical programming ( M P ) problems first arose in the field 
of economics where allocation problems had been a subject of long 
interest to economists. John Von Neumann in the late 1930s and 
1940s developed a linear model of an expanding economy. W.W. 
Leontief in 1951 showed a practical solution method for linear 
type problems when demonstrate*^ his input-output model of an 
economy. These economic solution procedures did not provide 
optimal solution, but only a satisfying solution, given the model 's 
linear constraints. In 1941, F. L. Hitchcock formulated and solved 
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the transportation type problem, which was also accomplished by 
T. C. Koopmans in 1947. In 1942, L. Kantorovitch formulated but 
did not solve the transportation problem. In 1945, the economist 
G. J. Stigler formulated and solved the "'minimum cost diet" 
problem. During World War II a group of researchers under the 
direction of Marshall K. Wood sought to solve allocation type 
problems for the United States Air Force. One of the members of 
this group. George B. Dantzig, formulated and devised a solution 
procedure in 1947 for linear programming (L.P) type problems. 
This solution procedure, called the Simplex method, marked the 
beginning of the field of study called mathematical programming. 
During the 1950s other researchers such as David Gale, H.W. 
Kuhn and A.W.Tucher contributed to the theory of duality in LP. 
Others such as A. Charnes and W.W. Cooper contributed numerous 
LP applications illustrating the use of M.P in managerial decision-
making. 
In the 1960s. 1970s, 1980s additional analytical methods, 
including statistical techniques, have been included as operations 
research tools. To label this more general field of study, 
operations researchers often use the term management science. 
1.3 OPERATIONS RESEARCH IN INDIA. 
A systematic approach to the formulation of O.R techniques 
was utilized in India firstly in 1949 when an O.R unit was 
established at the Regional Research Laboratory, Hydrabad. 
Simultaneously. Prof. R.S. Verma set up an O.R team in the 
Defense Science Laboratory to solve the problems of stores, 
purchases and planning. In 1953, Prof. Mahalabonis made use of 
O.R applications in formulating the Second Five Year Plan for 
forecasting the trends of demand, availability of resources and 
forecasting the complex schemes necessary for development of the 
economy. Planning commission made use of O.R techniques for 
planning the optimum size of the caravelle fleet of Indian Airlines. 
During last decade, O.R had an increasing impact on 
organizational management and decision making both in public 
and private sector in India. O.R is now being used widely in the 
military, government, industry and business. Many industries 
including commercial airlines, automobiles, communications, 
electronics, transportation, chemicals, mining and so on are 
extensively employing O.R techniques and finding them extremely 
helpful. 
1.4 MAJHEMATICAL PROGRAMMING PROBLEMS: 
In ipodern business practice, one of the functions is 
managerial decision making. Managerial decision-making involves 
the choice of an action from alternative courses of action to 
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achieve specific objectives in business. A systematic approach to 
the formulation and solution of management problems is of ereat 
importance for better decision-making. Many management 
problems are formulated in the form of mathematical models, 
which describe the quantitative features of all types of industrial 
problems. M.P techniques are used for formulation and solution of 
manageiial problems by systematic planning of \arious productive 
activities. 
Generally stated, the problem in M.P is to find the unknown 
values of some variables, which will optimize the value of an 
objective function subject to a set of constraints. A general 
mathematical programming problem can be stated as following: 
Maximize (or Minimize) Z = f(X) 
Subject to gj{X)<or = or>bj (for i = 1,2.•••.«) 
And X > 0 
Where Z = value of the objective function which measures 
the effectiveness of the decision choice 
gj(X) =- set of i' constraints. 
A'= unknown yariables that are subject to the control 
of the decision maker 
bi = available productive resources in limited supply. 
The objective function is a mathematical equation describing 
a functional relationship between various decision variables and 
the outcome of the decisions. The outcome of managerial decision-
making is the index of performance, and is generally measured by 
profits, sales, costs, or time. Thus, the value of the objective 
function in M.P is expressed in monetary, physical, or some other 
terms, depending on the nature of the problem situation and of the 
decision to be made. The objective function may be either a linear 
or nonlinear function of variables. The objective of the decision 
maker is to select the values of the variables so as to optimize the 
value of the objectiAC function, Z. frequently; the decision maker 
is confronted with making a sequence of interrelated decisions 
over time to optimize overall outcomes. This type of decision-
making process is dynamic, rather than static. 
The unknown variables whose values are to be chosen are 
called the decision variables in mathematical programming. The 
production quantity, sales price, number of days of plant 
operationsij, units of a product shipped to different destinations are 
only a few of the many examples of decision variables. The 
decision variable may take on fractional or integer values. Also, 
they may be discrete or continuous, depending on the business 
problem being analyzed. 
Goods are produced (and consumed) to satisfy the objectives 
of most business organizations. Production of goods requires 
productive resources. Productive resources in the real world are 
scarce and limited in supply. The limited supply of the productive 
resources imposes the side constraints in
A general linear programming problem can be described as 
follows: 
Maximize (or Minimize) 2 ~ S* /^-^ "/ 
n 
Subject to ^a^jX, <or-or>hi ( fori=l .2, m) 
and .v^>0 (for j=l,2,. . .n) 
Where Z = value of the objective function which measures 
the effectiveness of the decision choice 
Xi= unknown variables that are subject to the control 
of the decision maker 
c = unit profit contribution of an output or unit cost of 
i 
an input, which is known 
«„ = technical coefficient that are known 
Aj- = available productive resources in limited supply. 
Linear Programs ha\e turned out to be appropriate models 
for solving practical problems in many fields. G. B. Dantzig first 
conceiAed the linear programming problem in 1947. T.C. Koopman 
and Dantzig coined the name "Linear Programming' in 1948. and 
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Dantzig proposed an effective "simplex method* for solving linear 
programming problems in 1949. Dantzig simplex method solves a 
linear program by examining the extreme points of a convex 
feasible region. Linear programming is often referred to as a uni-
objective constrained, optimization technique. Uni-objective refers 
to the fact that linear programming problems seek to either 
maximize a objective such as profit or minimize the cost. The 
maximization of profit or minimization of cost is always 
constrain.ed by the real world limitations of finite resources. LP 
allows decision makers an opportunity to combine the constraining 
limitations of the decision environment with the interaction of the 
variables they are seeking to optimize. 
1.6 MULTI-OBJECTIVE OPTIMIZATION: 
The world has become more complex, as wb enter the 
information age; we find that the life inevitably involves decision-
making, choices'and searching for compromises. It is only natural 
to want all of these to be as good as possible, in other words 
optimal. The difficulty here lies in the conflict between our 
various objectives. Most every day decisions and compromises are 
made on the basis of intuition, common sense, or all of these. 
However there are areas where mathematical modeling and 
programming are needed, such as engineering and economics. 
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Here, the problems to be solved vary from designing 
spacecraft, bridges, robots or camera lenses to blending 
sausages, planning and pricing production systems or managing 
pollution problems in environmental control. In this case, methods 
of traditional single objective optimization are not enough; we 
need new ways of thinking new concept and new method known as 
multi objective linear programming. Problems with multiple 
objectives and criteria are generally known as multiple criteria 
optimization or multiple criteria decision making (MCDM) 
problems. The area of MCDM has developed rapidly, as the 
statistics collected in Steuer et. al.(1996) demonstrate. For 
example, by the year 1994, a number of conferences had been hel(} 
and over 200 books and preceding volumes had appeared on the 
topic. Moreover, some 1216 referred journal articles were 
published be tweei 1987and 1992. 
The MCDM field is so extensive that there is good reason to 
classify the problem on the basis of their characteristics. They can 
be divided into two distinct types (in accordance with Mac 
Crimmon (1973)): Depending on the properties of the feasible 
solutions, we distinguish multi objective decision analysis and 
multi objective optimization. In multi-attribute decision analysis, 
the set of feasible alternatives is discrete, predetermined and 
finite. Specific examples are the selection of the locations of 
12 
programming. Mathematical programming problems do not exist 
unless the supply of some type of productive resources is limited. 
Decision making and planning of activities are required to achieve 
management 's goals because of the scarcity of these sources. The 
amount of capital, skilled workers, machines, and warehouse 
spaces are limited in suppl}-, and they are therefore restricted 
resources. These restricted resources are expressed as equalities or 
inequalities in ni^thematical programming models. The decision 
maker 's goal is to find the values of the decision variables within 
limits, to optimize the value of the objective function. 
1.5 LINEAR PROGRAMMING PROBLEM (LPP): 
Linear Programniing is a mathematical technique most 
closely associated witli operations research and management 
science. Linear programniing is concerned with problems, in which 
a linear objective functioii in terms of decision variables is to be 
optimized (i .e. , either minimized or maximized) while a set of 
linear equations, inequations, and sign restrictions are imposed on 
the decision variables as requirements. {A linear 
equation/inequality is the one which does not have a multi-degree 
polynomial within it). A linear programming problem is often 
referred to as an allocation problem because it deals with 
allocation of resources to alternative uses. 
power plants and dumping sites or the purchase of cars and 
houses. In multi objective optimization problem, the feasible 
alternatives are not explicitly known in advance. .\n infinite 
number of them exist and they are represented by decision 
variables restricted by constraint functions. These problems can be 
called continuous. In such cases one has to generate the 
alternatives before these can be evaluated. 
Extensive surveys of concepts and methods for multi 
objective optimization are provided in some monographs such as 
Dyre and Sarin (1981), Chankong and Haimes (1983), Chankong 
et. al.(1985), and Steuer (1986). Similar matters are studied in 
Buchanan (1986), Steuer (1989), Stueur and Gardiner (1990), 
Stewart (1992), Hamaida and Kwak (1994), Yoon and Hwang 
(1995), Nakayama, Kaneshige, Takemoto and Watada (1997), 
Martel and Aouni (1998). Agrell, Lence and Stam (1998)^ Rahul 
and Charles (2001). 
.\n overview of the methods for Multi-objective linear 
programming problems (MOLP) can be found in Zionts 
(1980,1989). Methods for hierarchical MOLP are reviewed in 
Haimes and li (1988). Such methods are needed in large-scale 
problems. A wide survey on the literature of hierarchical multi 
objective analysis is also provided. 
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Multi objective programming is a powerful mathematical 
procedure and applicable in decision making to a wide range of 
problems in the govt. Organizations, non -profitable organizations 
and private sector etc. Also multi objective optimization is 
important not only because of the multi criterion nature of most 
real world decision problems but also because there are still many 
open questions in this area. 
1.6.1 MULTI-OBJECTIVE LINEAR PROGRAMMING: 
An overview of the methods for Multi-objective linear 
programming (MOLP) problems can be found in Zionts 
(1980,1989). Methods for hierarchical MOLP are reviewed in 
Haimes and li (1988). Such methods are needed in large-scale 
problems. A wide survey on the literature of hierarchical multi 
objective analysis is also provided. 
A multiple objective linear programming model with p-
objective functions can be stated as fallows: 
Maximize or Minimize f[ {X) 
Maximize or Minimize / 2 (A') 
Maximize or Minimize fp [X 
Subject to XeS 
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where f] {X) .v i = t2,...,P is a linear function of the 
decision variable X, and S is the set of feasible solutions. The 
ideal solution for a multiple objective linear programming problem 
would be to find that feasible set of decision variables X. which 
would optimize the individual objective functions of the problem 
simultaneously. However: with the conflicting objectives in the 
models, a feasible soluljion that optimizes one objective mav not 
optimize any of the oth^er remaining objective functions. This 
means that what is optimal in terms of one of the p objectives is 
generally not optimal for the other P-1 objectives i.e. multiple 
objective optimization has no way in which we may optimize all 
the objectives simultaneously. Infact there is no universally 
accepted definition of "optimum" in multiple objective 
optimization as in single objective optimization, which makes it 
difficult to even compare results of one method to another. 
Normally the decision about what the "best" answer is. 
corresponds to the so-called human decision maker (Coello, 
Coello. 1999). 
There are several methods available in the OR, MS literature 
such as mathematical programming, utility theory and the analytic 
hierarchy process to solve multiple objective problems. Recently 
evolutionary algorithm proved themselves to be potential 
15 
techniques for solving structured multiple objective problems 
(Zitzler and Thiele, 1999). 
Some of the important methods for solving the multiple 
objective linear programming problems are described below. 
1.6.2 TRANSFORMATION OR DELETION METHOD: 
The analysts would most likely decide that, regardless of 
what management may have stated, a single objective model is 
going to be employed. Thus one way to force the problem into the 
single objective format is to select one of the objectives as a 
single objective, and either ignore the other objectives or treat 
them as (rigid) constraints. The obvious advantage of using this 
traditional LP model is that one may immediately use any existing 
LP algorithm or software to solve the method. But the solution so 
obtained is only appropriate for the transformed model and not 
necessarily for original model. The other disadvantages associated 
with the use of single objective LP model in the representation of 
multi-objective problems are the following: 
L L^nless we are careful, con^'ersion of objectiA'es into (rigid) 
constraints may lead to the models that are mathematically 
infeasible 
2. The converted objectives, as well as soft constraints, are 
treated as hard constraints bv the LP algorithm. 
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3. There is a great deal of subjectiAity involved in the selection 
of single objective to be employed in the transformed LP 
model and results may differ considerabl> depending on the 
choice made. 
1.6.3 UTILITY THEORY (METHOD OF AGGREGATION): 
Only theoretically it should be possible to combine any 
number of objectives to determine a common measure of 
effectiveness (also called proxy) by means of which each of the 
objectives may be expressed. 1 he basis of such an approach is the 
aggregation of multiple objectives into a single and it can be 
considered equivalent function that is measured in common units. 
The one obvious advantage of the utility theory approach is 
that it permits one to use conventional single objective methods to 
solve the converted model. The disadvantages include the 
following. 
1. Considerable time and care is required to determine the utility 
functions necessary for conversion. 
2. The various assumptions employed in utility theory simply 
may not hold for the specific situation addressed. 
3. The resultant single objective is an aggregation of all those 
objectives into a single function that serves to hide, or 
distort the original information. Further the methods of 
17 
aggregation are most generally extremely sensitive to the 
weights ultimately derived. 
These two LP models discussed above, each one produces an 
extremely different solution. 
1.6.4 LINEAR GOAL PROGRAMMING (LGP): 
When we employ utility theory, the bulk of our efforts is 
typically dedicated toward obtaining an adequate and rational 
representation of the decision maker's (theoretical) preference 
function. However, when we use goal programming, the effort 
shift toward that of obtaining a better representation of the actual 
problems, through the development of the goal-programming 
model. Whichever approach is deemed "best" is strictly a function 
of our personal perspective. 
There are actually a number of goal programs, each having a 
different philosophy (i.e., with respect to how- to measure the 
"goodness" of a solution to a problem involving multiple, 
conflicting goals). Three of the most popular (as well as the most 
practical) approaches for solving the GP models are Archimedean, 
non-Archimedean, ChebysheA* and Fuzzy Goal Programming which 
w^ e discuss in the proceeding chapters. 
CHAPTER-2 
LINEAR GOAL PROGRAMMING 
2.1 INTRODUCTION: 
The Goal Programming (GP) is the most widely and suitable 
technique for solving the multi-objective linear problems. In 
searching for the origin of the goal programming analysis some 
analysts start with G.B. Dantzig's (1947) iterative procedure used 
in the analysis. While this start may be appropriate, it does not 
focus clearly on the .specific nature of what is known today as goal 
programming. The ideas of goal programming were originally 
introduced by Charnes in (1955) for solving multiobjective linear 
programming problems: It was not until 1961 that the name "goal 
programming " was attached to analytical process that solves 
MOLPs. j 
One of the most significant contributions that stimulated 
interest in the applications of GP was due to A. Charnes and W.W. 
Cooper in 1961. They introduced the concept of goal programming 
in connection with unsolvable linear programming problems 
(LPP). Additionally they pointed the issue of goal attainment and 
the value of goal programming in allowing for goals to be 
tlexibilitv included in the model formulation. Another contribution 
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during 1960s that had a significant impact on the formulation of 
the goal programming models and their application was contained 
in a text %vritten by Y i j i r i in 1965. Ijiri further developed the goal 
programming analysis based on the foundation laid by Charnes and 
Cooper. He explained the use of "preemptive priority factors " to 
treat multiple conflicting objectives in accordance with their 
importance in the objective function. Ijiri also suggested the 
"generalized inverse approach" and doing so, established goal 
programming as a distinct mathematical programming technique. 
It was not until the end of the 1960s and early 1970s that 
goal programming began receiving wide acclaim as a decision 
making tool. The primary contribution made in the area of 
applications by Sang. M. Lee in (1972), continued growth in the 
use of goal programming. Lee described the use of a modified 
simplex method for solving goal programming problems and also 
provided a computer program, which he developed. 
Goal programming gained more popularity with a 
comprehensive presentation by Ignizio, J.P in (1976) and a 
summary of different variations of goal programming provided in 
Charnes and Cooper (1977). An easy to understand presentation of 
goal programming is given in Ignizio (1983:1985). 
After the invention of goal programming concept many 
authors such as Ignizio and Tom (1994), Neelam and Arrora 
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(1999). Chakraborty. M and Dubey (2001). Kasana and Kumar. 
(2003) successfully implemented the linear goal programming 
approach in different decision making problems. Goal 
programming is the first multiple objective technique that has 
found a relatively wide acceptance for both industrial and public 
sector's decision making problems. 
Goal programming is suitable for the situations where a 
satisfactory solution is sought rather than an optimal one that 
seeks the attainment of more than one goal. It attempts to achieve 
a satisfactory level in the attainrtient of multiple (often 
conflicting) objectives. Thus goal programming, like other 
multiple objective techniques is meant not for optimizing but for 
satisfying as close as possible. Since there is no well-accepted 
Operations Research technique to find the optimum solution for 
multiple objective optimization problems, goal programming gives 
a better representation of the actual problem. 
2.2 GOAL PROGRAMMING MODEL: 
The basic idea in goal programming is that the decision 
maker specifies aspiration levels (A target \ a lue which is to be 
estimated in order to convert an objective, which is to be 
optimized, into a goal, which is to be achieved) for the objective 
functions and any deviations from these aspiration le^'els are 
minimized. A^ji objective function jointly with an aspiration level 
th forms a goal. We denote the aspiration level for the / objective 
function fi{X) by tj (for i = 12,...,P). 
For minimization problems, goals are of the form fj{X)<tj 
(and of the form fj{X)>tj for maximization problems). Goals 
may also be represented as equalities or ranges. The aspiration 
levels are assumed to be selected so that they are not achievable 
simultaneously. 
It is worth noticing that the goals are of the same form as the 
con.straints of the problem. Some of the goals may be regarded as 
hard (rigid) constraints, which must be satisfied and some of the 
goals regarded as soft, which must be achieved (i.e. in soft goal 
some deviation is tolerable). That is why the constraints may be 
regarded as a subset of the goals. This way of formulating the 
problem is called geni^ralized goal programming, "Ignizio"(1983) 
and Korhonen (1991). Once the aspiration levels have been 
specified, the task is to minimize the under and over achievements 
of the objective function values with respect to the aspiration 
levels. The de^•iational variable "c/;" (where dj = tj-ff{X)), may 
be positive or negati\e depending on the problem. We can present 
it as the difference of two positive variables i.e. dj = df - cif 
where. c/, and dj are known as underachievement and 
overachievement variables respectively- The multi-objective 
optimizations may be converted into goal as fi{Xj + di - dj = tj. 
This is an equivalent form where we h a \ e deviational 
variables as the objective functions. If underachievement {d ) of 
a specific goal is acceptable and overachievement (c/ ) is not 
permitted at all then deviational variable {d^) would be included 
in the objective functions, and if overachievement (t/ )of a __ 
specific goal is acceptable and underachievement (c/ ) is not 
permitted at all then deviational variable {d ) would be included 
in the objective function. If cither under or overachievement of a 
specific goal is not acceptable and thus requiring an exact 
achievement, then the both deviational variables {d ) and (t/ ) 
are included in the objective function. These deviational variables 
J 
are complementary to each other, so only one of them can have a 
positive value for any solution that yields the exact achievement 
of a goal. As by minimizing the sum of deviational variables we 
achieve our goals in the problem, a goal-programming problem is 
always as minimization problem. 
In general the goal-programming model can be stated as 
follows: 
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p 
Minimize ^ = 2!] ^ *z ^k ^i (fo^ ^ ~ ^'^^•••K) 
n 
subject to: ^ a^ xf + df ~ d^ = bj (for i = 1,2,.. . .P) 
M 
and Ay, d~, dl >0 (fori = 1,2,...P;/ = 1,2,...n) 
where the objective function kiinimizes Z , which is the sum 
of weighted deviational variables. P'^ are the preemptive priority 
th factors. The weight w, is assessed for each / deviational variable 
Ih • • . . , \ . . 
and attached to each k priority factors. The objective fuhctiop is 
minimized subject to P goal constraints where c^'s are the 
coefficients for the decision variables .X'^ s. There are n decision 
variable in the model. The value bj represents the right-hand-side 
for the goal constraint. 
2.3 GOAL PROGRAMMING DUALITY: 
Since Goal Programming is an extension of linear 
programming, it is logical to assume that duality exists in GP 
problems. The property of duality does exist in GP Problems, but 
the resulting dual problem is in a different form than what would 
be expected. Specifically, the dual goal programming problem is 
similar to a traditional linear programming problem except it has 
multiple right-hand-side values. 
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The generalized model for the dual goal-programming 
problem is as follows: 
Maximized Z ='^bj y^ 
j=\ 
P 
subject to: ^Qj^ Vy < Wy P^^. M"^  PJ,2,---^ W,- P^p 
and y^ >0 
where Z is the sum of the products of the right-hand-side 
values of the primal and the dual decision variables, Vj. This 
objective function is subject to n constraints consisting of the sum 
th 
of the product of the variable coefficients, a ,y. for the j row 
th 
and I column times their respective dual decision variables, Vj. 
These sum of the products are less than or equal to sets of 
weighted preemptive priority factors. To interpret the dual 
variables it can be stated that the ; variable in the solution (i.e., 
Vj) indicates the rate at which the value of the objective function 
th 
would decrease if the amount of the / right-hand-side value 
th 
were to be decreased. The optimal value of the / variable in the 
dual may be interpreted as the marginal value of / right-hand-
side value. 
2.4 GOAL PROGRAMMING SENSITIVITY ANALYSIS: 
Sensitivity analysis for goal programming is the same type 
of post-optimality analysis in LPP. In goal programming, however, 
sensitivity analysis usually concerns an examination of alternative 
solutions where the preemptive priority factor P^ t i* allowed to be 
re-ordered. Specifically, we examine the effect of differing goal 
rankings having on an existing solution. The procedure for P^ 
sensitivity analysis is dependent on the uniqueness of the problem 
situation modeled. 
The procedure for performing a Pj^ sensitivity analysis 
involves the following steps. 
1. Determine the total possible number of / \ re-orderings: The 
total number of preemptive priority re-ordering is equal to 
the factorial of the priority levels (i.e.. K!). 
2. Eliminate any non-essential P/^ re-orderings: From a common 
sense standpoint, some of the total possible re- orderings can 
usually be eliminated or considered not useful in generating 
practical information. These re-orderings should be excluded 
from further analysis. 
3. Solve all remaining re-ordered / \ problems: This requires a 
considerable amount of computational effort, but the 
solutions are necessary for comparative purposes. 
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4. Compare solution and select the best alternative: The criteria 
for selecting the '"best" solution will vary as a function of 
the problem situation. 
2.3 INTEGER GOAL PROGRAMMING: 
Just as in linear Programming, there are problem situations 
that require an integer goal programming solution. There are 
several techniques for solving integer goal programming problems. 
Some of the techniques are the cutting-plane method, zero-one 
programming approach, and the branch-and-bound method. Each of 
these is a modified version of the same solution technique used for 
solving integer linear programming problems. Of these methods, 
we will present the branch-and-bound method for solving goal-
programming problems, as it is one of the most common 
approaches. {Kwak and Schniederjans (1987)) 
The generalized integer goai-programming problem can be 
stated as follow's; 
P 
Minimize Z = ^ My P^ dj (for k = 1,2,.. .K) 
n 
subject to: ^<^iiX; +dj -df = hj (for i = 1.2 P) 
and Xj=0A.2....:df.d^ >0(tdrj = L2..,.n) 
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The procedure for solving integer goal programming 
problems is as follows: 
1- Solve the stated goal programming problem using the LP 
method. If the solution has one or more non-integer decision 
variables, continue to the next step. 
2- Select the non-integer decision variable with the largest 
fraction and deVelop "absolute constraints" to bind the 
decision variable. The constraints are absolute in that they 
are entered into the solution basis first by arbitrarily setting 
their preemptive priority factor and mathematical weighting 
at an extremely high leA'el, This involves the creation of two 
constraints such that: low'er bound problem constraint is 
Xf-df^il + f)-/ and upper bound problem constraint is 
Xf-dj ={I + /) + (! + f) where Xf is the decision variable 
that has a fractional amount attached to it. I -f, represents 
an optimal ^•alue of .Y^ divided into its integer, / and 
fractional / . component parts. The deviational variables in 
the new constraints, d, and dj , are given an extremely high 
mathematical weight and placed in priority Pp in the 
objective functions of two separate problems. The new 
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constraints influence the decision variable to become integer 
in value. 
3- Solve the two new goal-programming problems separately. If 
both result in integer solutions, select the one that provides 
greatest goal accomplishment. If only one is feasible, that 
branch is finished as additional binding constraints will only 
result in a less optimal solution. The other infeasible 
solution must be adjusted by the addition of more binding 
constraints on the other decision variable(s) that has become 
non-integer. In such a case continue to the next step. If both 
problems result in non-integer solution, continue to the next 
step. ' 
4- Repeat Step 2 and Step ^ for each solution that has a non-
integer decision variable. 
<i 
5- Continue to repeat Step 4, until either feasible solution or 
infeasible solutions that violate higher level priorities are 
observed at the end of each branch. 
6- The optimal solution can then be selected for all of the 
feasible solutions on the basis of goal accomplishment. That 
is. the solution that is integer and provides the greatest goal 
accomplishment is the optimal solution. 
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CHAPTER-3 
ARCHIMEDEAN AND NON-ARCHIMEDEAN 
LINEAR GOAL PROGRAMMING 
3.1 ARCHIiVIEDEAN LINEAR GOAL PROGRAMMING: 
Archimedean Linear Goal programming approach also known, 
as weighted approach was first discussed by Charnes and Cooper in 
(1977). In this approach weighted coefficients (w) are assigned to 
each unwanted deviational variables according to their importance in 
achievement function, which is to be minimized. This means that in 
addition to the aspiration levels the decision makers must specify the 
information about the importance of attaining the aspiration levels in 
ii 
the form of weighting coefficients. The weighting coefficients are 
' J 
assumed to be positive and sum up to one. The bigger the weighting 
coefficient is. the more important is the attainment of that aspiration 
level (sometimes negative weighting coefficients are used to 
represent a premium instead of a penalty). 
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3.1.1 ARCHIMEDEAN LGP MODEL: 
We consider the following MOLPP of maximization type with 
P objective functions. 
Maximize f^{X) , V i = L2....,P 
Subject to X G S 
The mathematical model of achievement function to the above 
MOLPP with weighted coefficient is as follows 
Xlinimize -^'-''^ ' '• 
Subject to X eS 
where. 
M'j= weighted coefficient of i' goal (objective function) 
/, =^ the aspiration level for i'^ objective function. 
S = the set of all feasible solutions. 
The Archimedean LGP model for the solution to the above 
MOLPP with unwanted deviational variable ''^dj^ " in the objective 
function is given as 
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M1 nimiz e ( H\ d^ + ii'2 ^ -^  + . . . + Wp dp) 
Subj ect to /i(A') - 4^ + d^ = f^  
/ T (A') - fio +0/2 = '^' 
fp(X)-dp +dp =tp 
d;,d;>0 V / = 1,...,P 
where d~ and (^f^^ are overachievement and underachie\ement 
values of the goals respectively. 
3.1.2 Numerical Illustration: 
We illustrate the Archimedean GP approach hy solving the 
following MOLPP with two objectives, four constraints and two 
unknowns (Zeleny 1998) 
i 
Maximize J\{X)= 4A\ +3A% 
Maximize / , (A') = 3A'j + 4A'2 
Subject to. 
X\ < 5 
A ' i + 3 A ^ <12 
3X1 + X ^ <15 
2X1 < 7 
A ' i ,A '2>0 
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Let us suppose that the decision makers want to establish 
aspiration levels 23 for the first objective and 22 for the second 
objective. Further more, they feel that it is twice as important to 
achieve the first goal than the second one. They also allow that 
overachievement of goals is acceptable but underachievement is not 
permitted at all. 
Thus we require that 
4.Yj+3A% > 2 3 {goal 1) 
3A'j +4A'2 >22 {goal 1) 
Archimedean GP model tor the above problem is as follows 
Minimize {Idl-^ d^) 
Subject to 
AX, 
IX, 
A'l 
+ 3A'-, + 
+ 4 A'2 + 
A'l + 3 A . 
3A^ 
d'x 
+ A% 
2 A'. 
\d{ ,d2 
^i 
^2 
^2 
-d{ = 
-d; = 
<5 
<\2 
<15 
<7 
, A J, . 1 
:23 
:22 
2 ^ 
{goal 1) 
{goal 2) 
0 
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The optimal solution to the above L.P. problem is obtained as 
A', =4.22 
X\ = 2.33 
d{ = 0.89 
The decision makers overachieve the first goal. i.e. the decision 
makers achieve 0.89 more than their target value 23 in the first goal, 
whereas the\ only achieve the target value 22 in the second goal. 
3.1.3 ADVANTAGES AND DISADVANTAGES OF 
ARCHIMEDEAN GP: 
1- Each goal (and objective) is individually represented in the 
model and thus one deals with an array of performance 
measures rather than a single, proxy, measure. 
2- One may deal directly with both hard and soft goals. 
3- The decision is forced to estimate the aspiration levels for 
his her objectives, and this serves to force one to give 
additional consideration to the model developed. 
4- The approach may be extended to encompass a variety of other 
very important, and very practical models including curve 
fitting and prediction, pattern recognition or classification and 
cluster analysis. 
5- More decision-maker involvement is required. 
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3.2 NON-ARCHIMEDEAN LINEAR GOAL PROGRAMMING: 
The Non-Archimedean goal programming is also known as 
lexicographic or preemptive goal programming approach (Ignizio 
(1994)). In this approach, the decision makers must specify a 
lexicographic order for the goals in addition to the aspiration levels. 
The goal at the first priority level is supposed to be infinitely more 
important than the goal at the second priority level, and the goal at 
second priority level is supposed to be infinitely more important than 
the goal at the third priority level and so on. 
Let the priority levels be denoted by pi (priority at 7 levels), 
z = l,2,...,P 
3.2.1 THE NON-ARCHIMEDEAN LGP MODEL: 
We consider the folloV^ing MOLPP of maximization type with 
P objective functions. 
Maximize /;(A') , v y = l,2,...,P 
Subject to X &S 
The mathematical model of the non-Archimedean LGP to the 
above MOLPP with priority levels /?, assigned to the each unwanted 
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deviational variables according to their importance in the 
achievement function is as follows 
M i ni m iz e {Pj d[ ^Pjdj,--., Pp dp} 
Subject to /i(A')+c/f >/i (goal 1) 
f2(X)^d2>t2 (goal 2) 
fp{X) ^ dp >tp (goal P) 
and d^ >0 , i-l,2,...,P 
for solving the above problem using conventional LP software, 
as many as P optimization stages may be required. In the first stage 
we solve 
Minimize {d{} 
Subject to /i(A')-c/f <?i 
X t: S 
c/r > 0 
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If this problem has alternative optima, then we form and solve 
the second stage problem 
Minimize ^JJ} 
Subject to f\(X) =2 fi - ('^ 1 ) 
r : s 
J7 20, 
\ \here. (J]')" is the optimal value of J^ from stage one. If the 
second stage problem has alternative optima, then we form and solve 
the third stage problem. 
Minimize {t/J} 
Subject to fi(X) >rj'-(tff )* 
JiiXi-J^ ^/3 
A' G S 
c/f.t/J.cfJ ^ 0 , 
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where. (cA ) is the optimal value of tf)" from stage two. We 
contimie this process. Any solution to the p"^ stage lexicographically 
solves the non-Archimedean GP. 
3.2.2 NUMERICAL ILLUSTRATION: 
Let us consider again the same example as in chapter-3: 
Maximi i e /"] (i ') = 41'| + 3X2 
M a xi m i z e fi (A') = 3A'i + \Xi 
Subject to 
X, < 5 
X^+3X, <12 
3A'i+A'; <15 
2Xi < 7 
Xi ,A2 '>o : 
We first of all convert the given objectives into goals by 
establishing aspiration levels 23 and 22 for the objectives /i(A')and 
fi{X) respectively. Further more we assume that the first goal is 
more important to achieve than second one. And allow only 
overachievement of the goals. 
Now the given MOLPP may be converted in to non-
Archimedean GP model as given below. 
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Minimize (Pid^ .p-^d^ ) 
Subject to 
4A ' i+3X. + J | >23 (goal 1) 
3X\+4x',+d^>22 (goal 2) 
X, - < 5 
A ' i+3A\ <12 
3A' i+A" <15 
2X\ <7 
dr,dt.X,,Xj >0 
For solving the above problem using conventional LP software, 
as man> as two optimization stages may be required. In the first 
stage we solve 
Minimize d^ 
Subject to 
4A' i+3A%+4 ' ' > 2 3 
A'l 
A"i+3A% 
3A'i+A'; 
2A% 
d{,X^~X2 
<5 
' <12 
<15 
<7 
>0 
for which we obtain the optimal value of c1[ as 0 
The first stage problem has an alternative optima, now we form 
and solve the second stage problem 
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Minimize d'-, 
Subject to 
4X\+3>X2+d^>23>-{d{) 
3A'i + 4A% +d2>22 
A'l " "< 5 
Xi+3A'-, <12 
3A'i+A'; <15 
2A'2 <7 
c.7f,4",A^i,A%>0 
Where. (J] / is the opiimal value of ^ | from stage one. By 
solving the above model by LP method the following result is 
obtained as 
X i = 4 . 2 2 
Xj = 2.33 , 
which yields for goal L 4A'j + 3A'2 + cfj" =23.89, and for goal 2, 
3A', + 4A'2 + d2 = 22 
The above result shows that in the first goal we achieve 0.89 
more than the target value 23, whereas in second goal there is no 
overachievement 
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3.2.3 ADVANTAGES AND DISADVANTAGES OF NON-
ARCHIMEDEAN LGP: 
1- Each goal is individually represented in the model and thus one 
always deals with an arra> of performance measures rather than 
a single, proxy, measure. 
2- We may deal directly with both hard and soft goals. 
3- The decision maker is forced to estimate aspiration levels for 
his her objectives, and this serves to force one to give 
additional consideration to the model developed. 
4- Problems involved with determining numerical weighting for 
goal deviations (as in the case of Archimedean GP) n\&\ 
possibly be avoided by ranking these deviations. 
5- This approach may be e\tende(^ to encompass very important, 
and very practical decision models including curve fitting, 
prediction, pattern classification, and cluster analysis, 
6- Solution to the non-Archimedean GP model, as well as a 
complete sensitive analysis, is possible by means of 
straightforward extension to any conventional LP method 
7- More time, and thought, is required m the construction of the 
model. 
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8. 
-Uore 
^<?c/.s/ 
o« 
«^^ /c« 
pre 
''^rred priority 
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CHAPTER-4 
CHEBYSHEV AND FUZZY GOAL 
PROGRAMMING 
4.1 CHEBYSHEV GOAL PROGRAMMING: 
Chebyshev Goal Programming is one of the best goal 
programming approaches to solve the multiple objective problems. 
This approach was discussed by Ignizio, P in (1983. 1985). This is 
also known as minimax GP.The underlying philosophy of chebyshev 
GP is to find the solution that serves to minin^ize the single uorst 
deviation from any (soft) goal. This deviation is 4<2«oted by ' S'. 
Similar to any Goal Programming approach the first step is to 
convert the problems into one containing nothing but goals. 
Ho\ \e \er . instead of emplo>ing a subjecti \e approach lo establish the 
aspiration levels for the objectives, we first find the "best" and 
"worst" values of the objectives by solving the models with a 
conventional LP. using one objective at a time. Once we have solved 
the problem, we have determined the best possible value of the 
objective being considered. We may also substitute the resulting 
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program into any other objective so as to determine their worst 
values when this particular objective is optimized. 
4.2 CHEBYSHEV GP MODEL: 
We consider the following MOLPP of maximization type with 
P objective functions. 
Maximize f,{X) . ^ /-1.2 P 4.1 
Subject to X eS 
The Chebyshev GP model to the above MOLPP is as follows 
Minimize Z = S 
Subject to / , ( A ' ) - J ^ / , V / = 1,2,..,P 4.2 
A' e S 
Where 
S =^  the single worst deviational variable 
/,(A') == the 7'^ ' objective function. 
/, = the aspiration level assigned to ;''' objective function. 
S ==" the feasible region. 
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4.3 NUMERICAL ILLUSTRATION: 
Let us consider the following MOLPP with two objectives, four 
constraints, two variables (Zeleny 1998). 
Maximize fiiX)=4Xi +3A'2 
Maximize >/2f A') = 3A'i +4A'2 4.3 
Subject to 
A'l < 5 
Xi +3X2 <12 
3A'i+Xo <]5 
2X2 < 7 
AVA'o >0 
We first solve the two L.P problems, taking only one objective at a 
time. 
The results obtained are given in table 1. 
The best and the worst values of the objective functions are 
given in table 2. 
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Table 1: Solutions of LP's in (4.3) with individual objectives. 
Optimization , Solution 
using one , 1 Value Value 
objective • ,, i ^ «f /l('^') • «f .AU') 
function at a time i i 
I 
, 1 e_ , 
/i(A') [ 4.25 ' 2.25' ' 23.75 ' 21.75 
f-^iX) i 3.75 ' 2.75 23.25 ' 22.25 
Table 2- The best and worst values of the objective function: 
Optimization Best values , ' Worst values 
f^{X) 23.75 23.25 
1 . 
f2(X) i 22.25 I 21.75 
I 
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The Chebyshev model to the above problem may be written as 
Minimize 2 = 5 
Subject to 
4A'i+3A'2+t^> 23.75 {goal 1) 
3Xi + 4X2 'r5> 112^ (goal 2) 
A'l < 5 
A'i+3A'2 <12 4.4 
3A']+A'2 <15 
2A'2 < 7 
X\.X2.S>0 
On solving the above model using LP method, the following 
result is obtained: 
A'|= 4.0 
A '2-2 .5 
with S =0.25 
We achieve 0.25 less than the target values of the two goals, 
viz: 23.75 and 22.25 respectively. 
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4.4 THE ADVANTAGES AND DISADVANTAGES OF 
CHEBYSHEVGP: 
1- Each goal (and objective) is individually represented in the 
model. 
2- The decision maker is n,ot required to estimate aspiration levels 
for his her objectives, as this is achieved by means of solving 
a series of LP models. 
3- Neither weighting nor ranking need be employed. 
4- Only a single new variable {S) is required. 
5- One must solve as many LP models as there are objective 
functions. 
'.] 
6- Just one goal can serve to dictate the final solution. 
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4.5 FUZZY GOAL PROGRAMMING: 
Chebyshev GP and Fuzzy GP are closely related .The criteria 
involved in miilti criteria decision making problems are often 
conflicting, non- commensurable fuzzy in nature .The concept of 
decision-making in fuzzy environment has been introduced by 
Bellman and Zedeh in (1970). Since then many other research 
workers used and modified the^<?oncept of real world decision-making 
problems. Example may be cited as Willenius in (1975), 
Zimmermann in (1978. 1985), Yung (1983), Feng (1983). Chanas 
(1989). Rommeltanger (1989). '\ 
They have discussed different approaches to tackle the multi 
objective decision making problems. Walenius (1975) investigated on 
comparative evaluation of some interactive approaches to 
multicriteria optimization. Zimmermann (1978. 1985) developed 
fuzzy mathematical programming to sdlve the problems with several 
objective functions. He has discussed for both equivalent and non 
equivalent objectives. Mathematical Programming with fuzzy 
constraints and preference on the objectives was developed by Yager 
(1979). Hennas (1979,1981) focused on the efficiency of the product 
operator in fuzzy programming with multiple objectives and 
developed the linear programming model for multiple goals. 
49 
Narasimhan (1980) in one of his paper discussed goal programming 
in fuzzy environment. In an another paper Rubin and Narasimhan 
(1981) investigated on the fuzzy goal and their priorities. Feng 
(1983) considered a vector maximum problem and solved using fuzzy 
mathematical programming whereas Chanas (1989) used a parametric 
approach and developed fuzzy programming to solve multi objective 
linear programming. Rommelfai'kger (1989) investigated on the fuzzy 
linear optimization problems with several and suggested an approach 
for interactive decision making in fuzzy environment. 
In this approach very first thing is to convert all objectives into 
goals like chebyshev GP approach, and then the difference of best 
and worst values of the objective functions are given to their single 
worst deviation S i.e. the difference (d) between the best and the 
I;, 
worst value of the objective functions is multiplied by single worst 
.J 
deviation variable (S) of the respective goals. 
4.6 FUZZY GP MODEL: 
We consider the following MOLPP of maximization type with 
P objective functions. 
Maximize /^(X) , V / = L Z . . . , P 
Subject to A' eS 
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The general model for Fuzzy programming to the above 
MOLPP is given below 
Minimize Z = 8 
Subject to 
f,{X) + d,3^tj V i = iX...P 
X e S 
Where 
d,^U,-L, 
t/,=The best value of /'^ ^ objective function. 
Lj= The worst value ot f''^ objective function. 
S= the single worst deviational variable 
/,(A') = the i'''' objective function. 
tj= the aspiration levels assigned to ; objective 
function. 
S = the set of feasible region. 
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5.2.3 NUMERICAL ILLUSTRATION: 
Let us consider again the MOLPP (4.3) with two objectives, 
four constraints and two variables. 
The above MOLPP (4.3) may be transformed in to Fuzzy GP 
Model with the value di =0.5, dj =0.5 as follows: 
Minimize Z=»t) 
Subject to 
4A ' i+3AS+0.5(? > 23.75 
3 A ' i + 4 A ' ; + 0 . 5 J > 22.25 
Xi < 5 
A'i+3A'9 <12 
iXi+Xi S15 
2A'o <7 
A'i,A'2, ^^  >Q 
On solving the above model by using LP method, the following 
result is obtained: 
A'i= 4.0 
A'2 = 2.5 
with S - 0.5 
From the above result, we conclude that the solution obtained 
by the Fuzzy GP approach is same as the solution obtained by the 
Chebyshev GP approach. But the value of ' S"" (worst deviation from 
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soft goals) obtained in Chebyshev GP is less than that of Fuzzy GP 
approach. 
In general the merit of Chebyshev and Fuzzy GP approaches 
depends on the value of 'd' (i.e. difference between the best and 
worst values of the objective value). If the value of ' cf' is greater 
than unity {d>\). then the Fuzzy GP approach gives better value of 
the objective function, otherwise the Chebyshev GP approach is 
better. In our problem as the value of 'd' is less than unity (i.e. d = 
0.5). the result obtained by Chebyshev GP is better. 
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CHAPTERS 
MULTIPLEX MODEL 
5.1 INTRODUCTION: 
As may be noted from the previous discussion, there is a 
wide variety of methods propose^ for dealing with multi-objective 
problems, which we have not even touched upon here. Further, 
there is little agreement as to which is the "'best approach." And 
that situation is unlikely to change in the foreseeable future. 
However, it is generally agreed even by its critics that goal 
programming is the "workhorse" of the multi-objective 
optimization methods. 
The significant feature of Goal Pj'osrammins (GP) lies in 
that a fair portion of alternative approaches to multi-objective 
optimization may be encompassed by a modeling and solution 
process. That is, in essence, but a slight extension of that 
employed in non-.Ajchimedean GP. This particular approach 
termed as multiplex, was deA eloped by Ignizio (1985). 
The multiplex concept provides a single, unified process for 
the modeling, solution and analysis in many multi-objective 
approaches as well as that of single objective optimization. As 
such, we need learn onlv a single algorithm. Further, we mav 
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employ the multiplex concept using minor extension to virtually 
any single object i \e algorithm, or software program. This means 
that multi-objective models of sizes identical to that of single 
objccti^•e models may be approached and solved with equivalent 
computational efficiencies. 
To accomplish this, it is necessary that a single model (the 
multiplex model) be Used to represent the various optimization 
concepts. The general form of the multiplex is given belov\ 
lexmine H = {c-^ •v.c'''V,---.c- -v} 
subject to: Av-b 
where. 
lexmin- lexicographic minimum (of an ordered vector). 
?/" achievement function. 
c^ ' =vector of coefficients, or weights, of v in the k,}^ term 
of the achievement vector 
v= vector composed of all structural and deviation 
variables. 
A=-- technological coefficients of the soal set. 
^ = right-hand side vector of the goal set. 
• 
f 
V 
V 
•'- " 
DS-^i 
* ,-i' " -
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5.2 MULTIPLEX MODEL FOR LINEAR PROGRAMMING: 
In this model we form an achievement function consisting of 
precisely two terms. The first term represents the sum of all 
unwanted deviations for the hard constraints and the second term 
is the minimization of the single objective function (if the 
objective is to be maximized, it must be converted to a 
minimization form). 
lexmin u = {c^ v^. c•'•~^ '} 
subject to: 
Av = b 
v>0 
where. 
A = [A',L - I] . c-^'' = [0. ,u^\ J^''] . c*^ -' = [d. 0. 0] 
\> = ' 77 ' 
I f 
A' being the matrix matrix of technological coefficients for 
all goals at priority level 1. 
ij- ' = vector of negative deviations at priority level k. 
p^ '^= vector of positiA'e de\'iations at priority level k. 
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// - \ ec tor of weights for all negative de\'iations at 
priority level k. 
CO "= vector of weights for ail positive deviations at 
priority le \e l k. 
5.3 MULTIPLEX MODEL FOR ARCHIMEDEAN LGP: 
In this model we form an achievent^nt function consisting of 
precisely two terms. The first term represents the sum of all 
unwanted deviations for those goals that are hard. The second is 
composed of the weighted sum of all unwanted deviations for 
those goals that are soft. 
lexmin u = {c' v, c'^ '^v} 
subject to: 
Av=b 
v > 0 
6.4 MULTIPLEX MODEL FOR NON-ARCHIMEDEAN LGP: 
In this model also we form an achievement function. 
However, the number of terms in this achievement function will 
always be three or more. The first term represents the sum of all 
unwanted deviations for those goals that arc hard. The second is 
composed of the weighted sum of all unwanted deviations for 
those goals at priorit} le \e l to. The third is composed of the 
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weighted sum of all un\\anted deviations at priority level three, 
and so on. 
leximine u~{^- wc'w---,^ ^ v] 
subject to: 
Av=b 
y .-. 0 
5.5 MULTIPLEX MODEL FOR CHEBYSHEV GP: 
The general form of the Chebyshev LGP model may be 
w-ritten as 
Minimize S 
subject to: 
4'X {::.!,or^^r 
DX --de ::}•' 
X.S '-C) 
where, all the object i \es are assumed to h a \ e been of the 
maximizing form. 
AX'(^.i.or=^r = original set of constraints (hard goals) 
DA' = original set of objective functions. 
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r = right-hand sides, or aspiration levels, developed for the 
original set of objectives by means of solving a series of LP 
models. 
S = single worst deviation from any right-hand side value 
for the soft goals. 
e ^ column vector of I ' s . 
The chebyshev model, in multiplex form, is then 
lexmin u = {c^ V c*-"-v} 
subject to: 
Av=b 
v > 0 
Precisely the same procedure may be used to represent a 
fuzzy programming problem in multiplex format. The only 
difference will be that the deviation xariable S will be multiplied 
by a factor representing the difference between the best and worst 
objective function values as determine through the solution of the 
various LP methods. 
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CHAPTER-6 
APPLICATIONS OF GOAL PROGRAMMING 
AND EXTENSIONS 
6.1 INTRODUCTION: 
In the literature, goal programming is the most 'widely used 
solution method of the multi-objective programming problem in 
terms of practical applications. Applications of goal programming 
have been relatively scarce. The first application of technique was 
suggested by Charnes and others for advertising media planning. 
This study presented a general goal programming that can be 
utilized for any kind of advertising-media planning problem with 
some modifications. They also presented a goal programming 
model manpower planning. 
In addition, a wide survey of the literature lEiround goal 
programming up to the year 1983 is presented in Soyibo (1985). 
Several modifications and improvement as well as application are 
reviewed. A survey of goal programming is also given in 
Kornabluth (1973) and the weighted and the lexicographic 
approaches are applied to problems with fractional objective 
functions. Further, a broad collection of journals , papers and 
books on goal programming is assembled in Schniederjans (1995). 
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ImpreSvSed by the potential of goal programming, B. Contini 
examined the goal programming method under conditions of 
uncertainty. His study provided the mathematical feasibility for 
the stochastic approach to goal programming. Later on. it was 
applied to aggregate production planning also. 
Goal Programming finds applications in various functional 
areas, such as academic financing, functional planning, economic 
planning and hospital administration. 
Since goal programming is a relatively new technique, its 
true potential is yet to be determined. However, it appears that the 
potential applicability of goal programming may be as wide as that 
of linear programming. 
6.2 APPLICATIONS OF WEIGHTED G.P: 
Weighted goal programming with equal coefficients is 
employed in the planning of public works in Yoshikawa et. 
al.(1982). Weighted goal programming with sensitivity analysis is 
also used for portfolio selection in Tamiz et.al.(1996). Ilamalainen 
and Mant}saari applied the weighted Goal Programming approach 
to the regulation of a Lake-River system in (2001). 
A numerical application example of weighted goal 
programming ib g i \en in Llwang and Masud (1979). Weighted goal 
programming is applied in levary (1986) to problem of optimal 
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control, in Giokas and Vassiloglou (1991) to the linear 
management of the assets and liabilities of a greek bank and in 
Ghosh et.al.(1992) to the resource planning of university 
management. In Sankaran (1990), the weighted approach is also 
used to solve an integer MOLP problem in cell formation, and in 
Schniederjans and Hoffman (1992), weighted goal programming is 
applied to a problem concerning international bussiness expansion 
analysis. The ideas of combined goal programming are adapted in 
Miyaji et.al.( 1988). In soh'ing a transportation problem-type 
problem of dividing students into groups. In addition, the weighted 
goal programming approach is applied in fund and portfolio 
management in Powell and Premachandra (1988). 
6.3 APPLICATION OF LEXICOGRAPHIC G.P: 
\ 
Lexicographic goal programming is applied in Benito-Alonso 
and Devaux (1981) to a problem concerning the location and size 
of day nurseries, in Sinha et.al.(1988) to storage problems in 
agriculture and in mitra and Patankar (1990) to aid manufacturers 
in selecting the price and the warranty time of their products. 
Lexicographic goal programming is also applied in Kurnar 
et.al.(1991) to non-linear multi-stage decision problems in 
manufacturing systems, in Xg (1992) to aircraft loading and in 
Brauer and Xaadimuthu (1992) to solve a mixed integer \I(3LP 
^2 
problem involving in\ entory and distribution planning In Hamaida 
and Kwak (1994) a linear Trans-Shipment problem and in current 
and Storbeck (1994) a location model arc s o h c d b> lexicographic 
goal programming, and in Giannikos et.al.(1995). It is applied in 
an integer allocation problem, in Berbel and Zamora (1996) 
Lexicographic goal programming is applied in wild life 
management and in Kim et.al.(1997) in solving a linear problem of 
military budget planking. An implementing decision support 
system is also described. 
6.4 OTHER APPLICATIONS: 
The applications mentioned here are onl} a few of the 
existing ones. The popularity of goal programming is well 
affirmed b) the fact that in a bibliography collected in White 
(1990) on multi-objectiA'e optimization applications (covering the 
years from 1955 to 1986) more than a half involved goal 
programming. 
Four different goal interpretations in multi-objective 
optimization are presented in Dinkelbach (1980). Goal 
programming is adapted to mult i-objecti \e generalized networks 
for integer problems in Ignizio. In Inuiguchi and Kume (1991), 
goal programming is extended to linear problem where the 
coefficients and the aspiration levels are gi\ en as intervals. The 
63 
aspiration level intervals do not represent regions within which the 
decision maker is satisfied, but regions where the aspiration level 
may vary. A generalization of goal programming through the 
theory of variational inequalities is presented in thore et.al (1992). 
6.5 EXTENSIONS OF GOAL PROGRAMMING: 
An extension of goal programming to MOLP problems is 
given in Martel and Aouni (1990). Instead of deviational variables, 
some functions describing the wishes of the decision maker about 
attaining the goal set are used in weighted approach. Technical 
improvements to the preference modeling method of Ma\rtel and 
Aouni are presented in Tamis and Jones (1995). This approach is 
extended in Martel and Aouni (1998) by allowing goals to be 
interval instead of exact numbers. This mteans that in difference 
threshold are used in modeling the impression of the goals, 
An adaptation of lexicographic goal programming for convex 
problems is provided in Caballero et.al. (1996). The idea is to 
produce satisfying solution by solving the hybrid problems with 
the Goal programming solution as upper bounds. \ 'ar>ing the 
weights produces different solutions. 
Lexicographic GP is modified significantly in Caballero et. 
al (1997). No deviational \ar iables are used and the objective 
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function of each priority level is optimized at each iteration. The 
approach is valid for convex problems. 
A solution method for lexicographic GP problenus where 
objective functions are fraction of linear or nonlinear functions is 
described in Pal and Basu (1995). More than one objective 
function can then belong to the same priority class. The method 
has characteristics of dynamic programming. 
A generalized reduced gradient method-based solution 
algorithm for lexicographic and weighted nonlinear goal 
programming problems is introduced in Saber and Ravindram 
(1996). This partitioning technique is demonstrated td be reliable 
and robust. Several aspects to take into account when aiming at 
the efficient implementation of GP approaches are collected in 
Tamiz and Jones (1996). 
GP can be expanded in an interactive direction in different 
ways. One can systematically modify the weighting vectors or the 
lexicographic order of the objective functions or ask for new 
aspiration levels from the decision maker. These topics are 
considered in Tamiz and Jones (1997). In the recent development, 
an algorithm called Cirouping algorithm for LGPPs has been 
suggested in Kasana and Kumar (2003). Subbaiha. Gopi and Rao 
applied the Fuzzy Goal Programming for optimal land allocation 
in Agricultural planning in (2003). 
65 
REFERENCES 
Aouni. B. and O. Kettani; "Goal Programming model: a glorious 
history and a promising future," European Journal Of 
Operations Research 133. 225-231 (2001). 
Arthur. J. L. and R. Ravindran: "PGAP, a partitioning algorithm for 
Linear Goal Programming Problems,' ' ACM Transactions on 
Mathematical Software 6(3). 378-386 (1980). 
Charnes, A., W. W. Cooper: Management Models and Industrial 
Applications of Linear Programming, Vol. 1 and 2, New York; 
John Wiley (1961). 
Charnes. A.. W. W C6oper, J. K, De\oe . D. B. Learner, and W. 
Reinecke. "A Goal Programming Model for Media Planning," 
Management Science. 14: B423-B430 (.April, 1968). 
Charnes, A., W. W Cooper: "Goal Programming and Constrained 
Regression: A Comment" OMEGA, Vol. 3: 403-409 (1975). 
Dauer. J. P.. and R. J. Krueger: "An Iterative Approach to Goal 
Programming." Operational Re^-earch Quarterly. Vol.28, Xo.3: 
671-681 (1977). 
66 
Gass, S. I.: "A Process for Determining Priorities and Weight for 
Large-Scale Linear Goal Programming Models." Jo/^rn^/ of the 
Operational Research Society, Vol.37. No.8: 779-784 (1986). 
Goeffrion. A. M.. J. S. Dyer, and A. Feinberg: "'An Interactive 
.approach for Multi-Criterion Optimization, with an 
.application to the Operation of an .\cademic Department,""' 
Management Science, 19; 357-368 (December, 1972). 
Goodman. D. A.: "A Goal Programming Approach to Aggregate 
Planning of Production and Workforce." Management Science, 
20: 1569-1575 (August, 1974). 
Hannan. E. L.: An assessment of some criticisnT? of goal 
programming." Computer ami Operations Research 12 (6), 525-
541 (1985). 
Hwang. C. L.. and .A.. S. Masood.; Multiple Objective Decision 
Making-Methods and Applications. New York: Spring Verlag 
(1979). 
Hwang. C. L.. and A, S. Masood.: -.4 FORTKAN Code for Multiple 
Objective LP, " Internal Report. Downey. C.\; North .\merican 
Aviation Corporation (1967). 
67 
Ignizio, J. P.; Goaf Programming and Extension. D. C. Heath and 
Company, Lexington, MA, 1976. 
Ignizio, J. P. '"Linear Programming in Single and Multi objective 
Systems" Pvintice Hall, Englewood Cliff, New Jersey (1983). 
Ignizio. J. P. and T. M. Cavalier: "Linear Programming" Printice 
Hall, Englewood Cliff. New Jersey (1994). 
Ijiri, Y.: Management Goals and Accounting for ConlroL Rand 
McNally & Co., Chicago. 1965. 
Kasana, H.S. and K.D. Kumar: ' 'Grouping Algorithm for Linear Goal 
Programming Problems*'. Asia-pacific Journal of Operational 
Research 20, 191- 220 (2003^. ' 
Lee, S. M., and E. R) Clayton: '\A Goal Programming Model for 
Academic Resourc'e AUocdtion,'" Management Science^ 18: 395-
408 (April. 1972). 
Lee, S. M,: Goal Programming for Decision Analysis, Auerbach 
Publishers, Inc., Philadelphia, 1972. 
Martel, J. M and B. --\ouni: "Incorporating the decision-maker's 
preferences in the goal programming model," Journal of 
Operations Research Society 41 , 1121-1132 (1990). 
68 
Miettinen.K.M., Nonlinear Multi objective Optimization. Kluwer 
Academic Publishers. (2002) 
Oslo, D. L.; ' 'Comparison of four Goal Programming algori thms/ ' 
Journal of Operations Research Society 35 (4), 347-354 (1984). 
Romero. C. "Handbook of Critical Issues m Goal Programming^' 
Pergamon Press, Oxford (1991). 
Schniederjans, M. J., and N. K. Kwak: "An Alternative Method for 
Solving Goal Programming Problems." Journal of the 
Operations Research Society. 33: 247-252 (March. 1982). 
Schniederjans. M. J.: Linear Goal Programming, Petrocelli, Inc., 
Princeton. N.T. 1984. 
Schniederjans. M. J. ''Goal Programming: Methodology and 
Applications" Kluwer Academic Publishers, Norweel, USA 
(1995). 
Subbbaiah, K.V.,A. Gopi and K, Narayana Rao: "Optimal land 
allocation in agricultural planning through Fuzzy Goal 
programming". International Journal of Management And 
Systems. (19) 297-315 (2003) 
69 
Tamiz, M. and D. F. Jones: "Interactive frameworks for investigation 
of goal programming models: Theory and practice," Journal of 
Multi-Criteria Decision Analysis 6. 52-60 (1997) 
Tamiz. M.. D. F. Jones C. Romero. "Goal Programming for decision 
making: An overview of the current state-of-the-art," iT/zropea/i 
Journal Of Operations Research 111, 569-581 (1998). 
Zelney. M. "The pros^and cons of Goal Programming." Computer and 
Operations Research 8 (4), 357-359 (1981). 
"•"}: - •,:: : • • - • i a 
70 
