This paper extends the theory of sex allocation to the case of temporal variation in male against female fitness options. In particular, it derives a product theorem for the phenotypic equilibrium allocation to pollen versus seeds in a cosexual plant.
Sex allocation refers to the evolution of sex ratio in dioecious species, time (and order) of sex change in sequential hermaphrodites and the allocation of resources to male versus female function in simultaneous hermaphrodites (Charnov, 1982) .
These problems share common features of frequency dependence of fitness (Fisher, 1930) , and the phenotypic equilibrium (the ESS of Maynard Smith, 1982) may often be shown to satisfy a certain general optimality principle (Charnov, 1979a) . The problem of temporal variation in male against female reproductive opportunities, and its impact on the ESS sex allocation, has been little explored (Werren and Charnov, 1978; Seger, 1983; Bull, 1981; Stubblefield, 1985) . Here, I develop an ESS argument for a simultaneous hermaphrodite in a temporally varying environment; the ESS allocation will be shown to satisfy an optimality principle.
Consider the following infinite sized hermaphroditic plant population; generations are discrete and mating is at random with each individual having R resources to allocate to either pollen or seed production. At a locus controlling sex allocation, let the common homozygote (AA) allocate r proportion of R to pollen, 1 -r to seeds. We consider the evolutionary dynamics of a rare dominant mutant (B) whose bearers allocate P proportion of R to pollen production. While the mutant is rare we need only consider the spread of the heterozygote (AB) to know if r is stable to invasion by some new sex allocation (the P). Let s( T) be * This paper is dedicated to Julia Laylander. the frequency of AB at time T, r ( T + 1) the frequency one year (here a generation) later. Following Bull (1981) and Charnov (1979a) , the following linear equation approximates the gene frequency dynamics.
Ii /m(P) f(P)\ (T+1)e(T) (1) where m and f refer to the production of pollen (m) and seed (f) as functions of the resource input (r and F) for the AA common type and the mutant (see Charnov, 1979b Charnov, , 1982 and Charnov and Bull, 1985 for further discussion of the details of production). A simple example is m = x r and f= (1-r) . y with n, x, and y>O (Charnov, 1979b) . If the m and f functions do not vary through time, the ESS r (Charnov et a!., 1976) is that value which maximises:
It is easy to show this using relation (1). Rewriting (1) as (T+1)=A e(T), we wish to find r such that A 1 for all i (i.e., the mutant is always selected against). For P near r this can be found by the procedure of putting aA/aP = 0, setting P = r and solving for r. This first order condition finds the critical point; it is an ESS provided the tradeoff of m versus! is convex (Charnov, 1982; Charnov et aL, 1976) . If we apply this product relation, equation 2, to our simple example, H = log(r'-(1-r)yx) and aH/ar=0 when r= n/(1+n) (n must be<1 for this to be a stable point).
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The Genetical Society of Great Britain Received 20 May 1985 Note that the product relation summarises what we find in looking at aA/a?=0 when P= r. Now, suppose that the m and f relations are functions of r (and P) and variables which alter through time. Returning to our simple example, y, x, or n may change from year to year. Suppose that they are random variables whose vaues are set each year. Further suppose that the individual cannot track the temporal variation: what now is the ESS sex allocation? In an unchanging environment, the mutant sex allocation (i.e., AB using P) was selected against if A <1; the comparable condition for our temporally varying environment is E log A <0 (Karlin and Liberman, 1974) where E refers to expectation. I suggest that we simply apply this new stability criterion in place of the previous one;
we can thus find the new ESS r by putting (9E log A )/aP = 0, setting P = r and solving for r.
Now, E log A may be written as follows:
where x, refers to a temporally varying random variable which is a parameter in the m and f functions and where g(x1 .. . x) is the joint pdf for the x71. To search for the ESS r we first set 9E(logA)/aP=0, then set P=r. This gives: Note how this optimisation principle is simply a logical generalisation of equation 2, which applies to a temporally constant environment. To put this result in words, consider first the unchanging environment. The ESS is to maximise log (m f); this principle follows because every zygote gets half of its nuclear genes from male function (m) and half from female function (f).
* Equation (5) would also follow from using EA < I as the stability criterion (and carrying out the same differentiation). In the product m f male and female are treated as equivalent means for reproduction (which they are). In a temporally changing environment, we simply retain this equivalence on average.
For illustration let us apply (6) This optimisation principle (just as eq. 2) requires that the hermaphroditism itself be stable, for example, against pure males or females. The deterministic theory (Charnov et a!., 1976; Charnov, 1982) gives the appropriate stability condi- (4) tions. For our special case, this is n < 1 (diminishing returns on input to pollen : Charnov, 1979b) . For the special case extended to include the temporal variability, the comparable condition is ñ < (5\ 1. Conditions for hermaphroditism with time varying parameters to be stable to invasion by pure sexes are a straightforward generalisation using E log A <0 in place of A <1.
It is simple to extend these hermaphrodite results to encompass factors affecting male versus female reproductive success in addition to production of gametes; for example, time variation in pollinating agents which must carry pollen away if it is to gain fertilisations (Charnov and Bull, 1985 well be expected to alter the male gain relation (i.e., change n). Second, time variation in availability of pollinating agents which ought also to affect n (also perhaps x and y; but note that this does not affect the ESS allocation). Thirdly, seed dispersal agents may vary in effectiveness from year to year and alter f (see Charnov and Bull, 1985 for further development). It is surprising that the ESS result in equation 7 contains only the time average of the variable n; while the power model (i.e., m cx: r'1) is specific, the shape parameter n allows a great many shapes to be discussed. Other models for m and! should be studied but my guess is that in general temporal variance in shape will play a minor role and the average shape will dominate the ESS.
