ILLUSTRATIONS

INTRODUCTION
The standard approach to obtain transient solutions for the ground-waterflow and solute-transport equations is to discretize space and time variables and then advance the solution one step at a time.
An alternate approach to this time-marching method is to discretize space variables but leave the time variable continuous in the flow and solute-transport equations.
It is then possible to use matrix exponentiation to obtain analytic solutions to these spatially discretized equations. These analytic solutions give hydraulic-head and solute-concentration fields for any future time without the need to "march" through intermediate times.
This approach has been applied to cases where hydraulic-head and soluteconcentration fields are needed either explicitly (as in direct problems) or implicitly (as in optimization problems) for a future time, but not for intermediate times. Kuiper (1973) , for example, used the matrix exponential, allied with finite-element spatial discretization, to obtain a direct solution to a transient-flow problem. Willis (1979) 
Problem Formulation
After spatial discretization has been carried out, but before the time variable is discretized, the ground-water-flow and solute-transport equations can be written in the form:
[ Equations 1 and 2 may be obtained from the original flow and solute-transport partial differential equations by either finite differences or the Galerkin method (see "Supplemental information").
In the above equations, [A] , [B] , [E] , and [G] are square coefficient matrices of order n (the number of nodes in the spatial discretization grid), whereas _F and Q are column vectors of order n representing boundary conditions and mass/solute sources or sinks. _h_ and c_ are vectors of nodal hydraulic heads and concentrations, respectively.
The coefficient matrix [G] depends on flow velocities, which depend on the vector of hydraulic heads, _h, as determined by equation 1.
To obtain h( t) or ^(t) for a future time t, the time derivatives in equations 1 and 2 may be written in the form:
where the superscript indicates the time step. This formulation, or another version of it, can be used to obtain Mt) and c( t) from equations 1 and 2 for any time in the future by simply "marching" through time and setting k = 1, 2, 3, ....(see "Supplemental information").
An alternative approach for obtaining jh( t) or jc_( t) is to use the analytic solutions for equations 1 and 2 (Bellman, I960), which, after simplifying, can be written as:
where to a steady flow pattern.
To satisfactorily compute jh( t) and jc_( t) from the vector-matrix equations 4 and 5, an accurate and reliable method has to be employed to evaluate the matrix-exponential terras e""-' t and e""-'*". The method of obtaining _h( t) and c(t) by use of equations 4 and 5 is referred to here as the Matrix Exponential Time Advancement method, or the META method.
The matrix exponential e"-J of an n x n matrix [P] is an n x n matrix defined by the convergent Taylor power series:
where [I] is the identity matrix. Equation 6 should be considered only as a definition for the matrix exponential not as a process to compute e*-J .
Purpose and Approach
The purpose of this report is to: (1) Present two reliable algorithms for computing the matrix-exponential terms of equations 4 and 5; and (2) through presentation of these two algorithms, examine the reliability and 
subroutine, namely BANDR (Garbow and others, 1977) , can be efficiently used to decompose [R] as follows:
where [V] is a matrix whose columns are the eigenvectors of [R] , and [D] is a diagonal matrix with diagonal elements being the real eigenvalues of
(c) Once [ R] is decomposed in the form of equation 9 the following can be written (Van Loan, 1975; Moler and Van Loan, 1978) : 
where [v' ] advantage of orthogonality of the eigenvectors is that it leads to maximum F Rl t accuracy when equation 10 is used to compute the matrix exponential e L J and consequently to maximum accuracy in computing M t) (see "Accuracy, reliability, and the matrix condition number" beginning on page 14).
A MATRIX-EXPONENTIAL ALGORITHM FOR THE SOLUTE-TRANSPORT EQUATION
An overview of the algorithm (Moler and Van Loan, 1978 (Smith and others, 1974) as follows: (2) obtaining the eigensystem of [N] may be combined into one step. This is done by use of the QZ algorithm (Golub and Van Loan, 1983) , which uses 
. , --TDK where e is not as simple to compute as its counterpart e l J in the ground-water-flow algorithm because [ D, ] is quasi-diagonal rather than diagonal.
(c) Once e " ^ is computed using equation 13, it can be substituted into equation 5 to obtain c(t).
Decomposition of [N] by HQR2
Given the non-symmetric, real matrix [N], EISPACK'S subroutine HQR2 and its associated routines ORTRAN and ORTHES may be modified to produce the orthogonal matrix [Qi] , the upper quasi-triangular matrix [Ri ] , and the quasidiagonal matrix [Di] , such that:
where (14) The structure To complete the decomposition of [N] as presented by equations 12 and 14,
[Vi] has to be computed. From equation 14, it can be seen that:
But because [Qi] , which HQR2 may be modified to produce, is orthogonal, its transpose is equal to its inverse. Therefore, the decomposition of [N] as presented by equations 12 and 14 can be restated as follows:
where (14) and (Hwang and others, 1984) . An advantage of this approach is that an equation similar to equation 2 can be separated into n equations one for each c^( t) , and only the ones for which c-(t) is desired are solved. A disadvantage of the approach is the costly complex arithmetic.
ACCURACY, RELIABILITY, AND THE MATRIX CONDITION NUMBER
If the matrix to be exponentiated is symmetric 
COMPUTATIONAL AND STORAGE REQUIREMENTS OF THE META METHOD
The computational requirements of a process can be quantified by indicating the number (in order of magnitude only) of floating point operations (or "flops") needed by the process, to which cost of the process is proportional :
[Process I] = fdij, n2 ,...)
This expression means that the number of flops needed by Process I is proportional to some function f ( n, , n~ ,...), where n, , n~ , . . . are process parameters .
The computational requirements of the time-marching method, which will be the basis for evaluating the relative requirements of the META method, will now be obtained. 
For solute transport, the equations corresponding to equations A5 and A6 would be: Another is use of a single matrix factorization for a sequence of equal time steps when direct solution techniques are used.
To simplify the following discussion of the computational requirements of the META method relative to those of the time-marching approach, the discussion is restricted to square, two-dimensional, physical grids with V^n by V^ nodes. This implies that if the nodes are numbered sequentially parallel to either of the coordinate axes of the grid, the band width of the resulting coefficient matrices, when spatial discretization is carried out, is given by: There is no comparable process by which the accuracy in temporal computations associated with the time-marching method can be quantified, given a particular time discretization scheme and stepping strategy.
NUMERICAL EXAMPLE
In this section, the procedures presented in this report are applied to a ground-water-flow problem where the spatial discretization is done by the finite-element method (Galerkin Formulation). These procedures have been also applied by the authors to a solute-transport problem (Umari and Gorelick, 1986 ).
The areal layout of the ground-water-flow problem, modified from Willis and Newman (1977) and shown in figure 3 , has a well field of five wells represents the totally confined part of the semi-confined aquifer.
The five wells are located at nodes 4, 6, 7, 12, and 14 below the river, which is represented by line segments connecting nodes 1, 2, and 5 and forms the upper boundary of the grid. The hydraulic head at the river nodes is held at the constant value of 60.96, which is also the initial value for heads at all the nodes in the grid. Apart from these constant-head river nodes, heads at all other nodes are allowed to change. The five wells are pumped at the same constant rate of 60.00 dimensionless units. It is desired to obtain the piezometric surfaces at some specific future time by the conventional timemarching approach and the META method and to compare these surfaces.
The spatial discretization of the flow equation to obtain equation 1 for use of both methods is done by using the triangular-finite-element computer code of Wiggert (1974) . Two algorithms to obtain analytic solutions for _h( t) and c_( t) of the spatially discretized flow and solute-transport equations 1 and 2 have been presented. These analytic solutions involve obtaining the exponential of a matrix, which in both algorithms is done by manipulating the eigensystem of the matrix to be exponentiated.
The first algorithm, especially suited for the flow problem when spatial discretization has been carried out by the finite-difference method, employs a transformation that makes the matrix to be exponentiated symmetric. This symmetry leads to an orthogonal system of eigenvectors and maximum accuracy.
Because the matrix to be exponentiated is banded and symmetric, EISPACK'S efficient BANDR routine can be used to obtain its eigensystem. Because of symmetry, the eigenvalues are all real, thereby simplifying the matrixexponentiation process.
The second algorithm, especially suited for exponentiating non-symmetric matrices (like the ones that arise in the solute-transport problem), obtains the necessary matrix decomposition (which involves the eigensystem) by use of EISPACK'S HQR2 routine. Due to non-symmetry of the matrix to be exponentiated, some eigenvalues may be complex, which makes it necessary to exponentiate 2x2 matrices that represent conjugate pairs of these complex eigenvalues.
The exponentiation of these 2x2 matrices is done by using an analytic solution derived especially for them.
The accuracy of the method of obtaining analytic solutions for _h( t) and _c_( t) of equations 1 and 2 through the process of exponentiating a matrix is quantified by use of the matrix condition number. This number indicates the maximum number of significant figures that can be lost in the computations.
Use of the matrix condition number gives the META method a high degree of reliability in that the user can ascertain ahead of time the degree of accuracy in temporal computations associated with the final solution for _h (t) and _c_(t). There is no counterpart to the matrix condition number in the conventional time-marching method.
The relative computational and storage requirements of the META method, with respect to the time-marching method, were found to increase with the number of nodes in the spatial-discretization grid. It is suggested that the potential higher accuracy of the META method and its reliability acquired through use of the matrix condition number should be weighed against its increasing relative computational and storage requirements compared to the time-marching method when a choice between the two methods is made. For a particular grid size, the META method may be computationally more efficient than the time-marching method, depending on the size of the time steps used in the latter.
A numerical example is given in which a ground-water-flow problem is spatially discretized by the finite-element method.
The solution for M t)
obtained by the META method and that obtained by the time-marching method are compared for a specific future time t. The two solutions are found to be practically identical.
SUPPLEMENTAL INFORMATION
Flow and Solute-Transport Equations
Based on the principle of conservation of mass, Jacob (1950) +P is the total recharge rate while (-P) would be the total pumping rate, Lr/T; and S is the storage coefficient (confined aquifer) or the specific yield (unconfined aquifer), L .
Equation Al, which was derived for a confined aquifer, can be also used for an unconfined aquifer, if the assumption is made that drawdown in the hydraulic head is small relative to the saturated thickness of the aquifer. This assumption would be valid for a regional analysis but not for near-well studies.
Similarly, based on the principle of conservation of a certain constituent's mass, the two-dimensional (areal) solute-transport equation for a conservative constituent can be written as follows (after Bear, 1972 The process stops when the desired time level has been reached.
The process of marching through time using the spatially discretized 00 solute-transport equation 2 and obtaining the sequence of solutions c_ , cf, c ,..., is exactly analogous to that presented above for the flow equation, and will not be presented here.
