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Abstract 
Business Intelligence (BI) systems are important IT platforms providing decision support in many 
enterprises, but there is a lack of independent BI-specific systems development methodologies. 
Further, while BI has been acknowledged as a successor to Executive Information Systems (EIS), 
there is little empirical evidence underpinning this view. This paper presents a case study of a BI 
systems development project in a large Australian healthcare organisation to argue that the 
development challenges faced by BI systems developers are largely similar to the challenges 
addressed by EIS development methodologies, and that an EIS development methodology is a useful 
starting point for designing a development methodology specifically for BI systems.  
Keywords: Business Intelligence, Data Warehousing, Development Methodologies, Healthcare. 
 
 1 INTRODUCTION 
Business Intelligence (BI) systems are an integral part of the IT service platform in many enterprises. 
BI systems provide reporting and analytical capabilities to enterprises through integrating data 
collected from a range of internal and external sources, and providing BI system users with data 
visualisation tools to improve organisational decision-making. Negash and Gray (2008) define BI as 
“a system that combines data gathering, data storage, and knowledge management with analysis to 
evaluate complex corporate and competitive information for presentation to planners and decision 
makers, with the objective of improving the timeliness and the quality of the input to the decision 
process” (p. 176).  
IT industry analyst firms such as Gartner Inc. have consistently reported BI and business analytics as a 
top priority for enterprise CIOs since the early 2000s (Arnott & Pervan, 2014). Gartner’s (2014) most 
recent survey of over 2500 CIOs shows that BI and business analytics is the number one priority 
technology investment for 2015. This is mirrored in the Society for Information Management’s survey 
of IT trends and issues (Kappelman, Johnson, McLean & Torres, 2016), where BI and analytics are 
reported as the largest IT investment by surveyed organisations every year since 2009. Arnott and 
Pervan (2014) suggest that global spending on BI platforms was approximately US$13 billion in 2012.  
In addition to their industry-wide importance, BI systems projects often have a high visibility within 
individual organisations. As large-scale (sometimes enterprise-scale) systems, BI projects impact 
organisations by breaking down organisational information barriers and influencing decisions that 
direct the course of the enterprise. Although success is important for any IT initiative, the visibility 
and priority of BI projects means that success is especially important. 
However, Gartner suggests suggests that 70% of corporate BI projects fail (Gartner, 2012). While 
there are many possible reasons for this high rate of failure, one key factor may be the inherent 
difference between analytics-oriented IT such as BI and other, more traditional types of information 
systems. Marchand and Peppard (2013) argue that this difference is a contributor to issues with big 
data and business analytics projects, and the arguments they put forward apply equally to business 
intelligence. In the past, one approach to addressing this difference is the adoption of development 
methodologies tailored to specific types of systems, including personal DSS (Keen, 1980; Sprague, 
1980) and executive information systems (EIS) (Watson, Rainer & Koh, 1991). 
Although the concept of BI has existed at least since the term was popularised by Howard Dresner in 
1989 (Arnott & Pervan, 2014), there are few well-researched, peer-reviewed, independently-developed 
methodologies specifically for BI systems. The methodologies that do exist have largely been 
produced by consultants and vendors who have a commercial interest in advocating a specific 
development approach influenced by their particular product and service offerings. Consequently, 
these methods have not seen widespread adoption in projects that use different vendor technologies or 
consultancy services. General IS development approaches based on traditional waterfall lifecycle 
models (Royce, 1970) or Agile variants dominate. Given the high reported failure rate of BI projects 
and the success of tailored methodologies for personal DSS and EIS, there is a prima facie case for the 
development of an independent, academically rigorous, BI-specific systems development 
methodology. 
The development of such a method is a significant research effort. The purpose of the project reported 
in this paper is to lay the groundwork for such an effort by looking to the literature on DSS and EIS 
development methodologies. Arnott and Pervan (2005; 2014) argue that BI is the current successor to 
EIS. Arnott and Pervan (2014) distinguish BI from these earlier EIS, though, arguing that BI is 
intended for wider adoption throughout an organisation than just the executive suite which was the 
focus of EIS. They highlight differences in technology as well, including web-based interfaces, 
dashboard-style reporting and the use of business performance measurement techniques such as 
Balanced Scorecard. 
 Arnott and Pervan’s (2014) argument that BI is an evolution of EIS suggests that an EIS development 
methodology may be suitable for guiding BI development. However, although convincing, their 
argument is not based on empirical investigation and the differences between the two kinds of systems 
that they cite could be such that simply adopting an EIS method may not be appropriate for a BI 
project. 
Our objective for this paper, therefore, is two-fold. The first is that we seek to add empirical evidence 
to the question of whether BI is a successor to EIS and other data-driven DSS (Power, 2009). The 
second is to establish the efficacy or otherwise of using an EIS development methodology as the basis 
for a BI-specific methodology. We do this by conducting a case study of a BI systems development 
project and using Arnott, O’Donnell & Jirachiefpattana’s (1996) EIS development method, and 
Arnott’s (2004) framework of DSS evolution as theoretical lenses. Our intent is not to prove efficacy 
or optimality of Arnott et al.’s (1996) methodology for BI, but rather to establish the face-validity of 
the idea of using this as a starting point for a broader research agenda to develop such a methodology. 
We have chosen these two lenses primarily because these theories are independent and vendor neutral. 
The commonality of Arnott as an author suggests conceptual consistency between the two theories 
(and a reading of the two papers confirms this), and together they represent a coherent approach to 
solving the challenges of EIS development.  
The paper is organised as follows. The next section provides a brief review of the literature on 
business intelligence systems development methodologies, the need for the evolutionary development 
of BI and the EIS development methodology of Arnott, et al. (1996). The subsequent section presents 
the case of BI development at a large Australian healthcare organisation, followed by discussion and 
conclusions for BI systems development practice and research. 
2 EXISTING APPROACHES TO BI DEVELOPMENT 
The literature on BI-specific development methodologies is limited. We conducted a literature search 
of several online databases including Google Scholar, ProQuest, EBSCHost, the ACM digital library, 
the AIS electronic library and Cengage Gale. Search terms used included “business intelligence 
development”, as well as numerous variations including “business intelligence systems development” 
and “business intelligence systems development methodology”, including replacing business 
intelligence with “BI”. 
The results included several independent, BI-specific development methodologies described below. 
Despite their focus on BI, each of these methods has several drawbacks compared to Arnott et al’s 
(1996) EIS methodology. We address each of these, followed by a discussion on evolution in DSS and 
the Arnott et al EIS method. 
2.1 Life Cycle Development of BI System (Gangadharan & Swami, 2004) 
The Life Cycle Development of BI Systems (Gangadharan & Swami, 2004) is based on several phases 
arranged in a cyclical development process (see Figure 1).  Despite its cyclical nature, the model 
suggests a unidirectional flow, and so the evolution that may take place between stages. 
 
Figure 1. Life Cycle Development of BI System (Gangadharan & Swami, 2004) 
 Although the model explicitly addresses the concept of evolution, a key principle from DSS 
development, Gangadharan and Swami’s discussion of the concept suggests that they actually intend 
iteration rather than evolution. That is, development of further applications rather than adaptation of 
BI applications developed during the project. Adaptation (Keen, 1980) depends on a close user-
developer relationship, and this methodology doesn’t explicitly address this requirement. The lack of 
expected user input into the development process in this methodology, and the weak representation of 
actions required to follow up related changes does not effectively capture the evolutionary nature of BI 
that is required for successfully managing BI development. 
2.2 BI SDLC (Bara, Botha, Diaconita, Lungu, Velicanu & Velicanu, 2009) 
Bara et al. (2009) propose a lifecycle model that is similar to that of Gangadharan and Swami (2004), 
but more closely tied to the traditional waterfall lifecycle model. The development process is divided 
into 6 stages forming a cycle: assessing the needs of the business, planning, business analysis, design, 
construction, and implementation. In addition to user involvement in the planning stage, it is also 
required in the development stage to capture the changes in the BI system and the evolutionary 
development it leads to.  Again, while cyclical in nature, as with Gangadharan and Swami, the cycles 
are iterative rather than evolutionary in nature. 
2.3 Simplified BI Development Methodology (Olszak & Ziemba, 2007) 
Olszak and Ziemba (2007) propose a simplified BI development method involving two primary 
stages: BI creation and use. The BI creation stage consists of defining, designing, developing and 
implementing the BI system. The lifecycle iterates between creation and use, and while 
accommodating evolution as well as iteration, does not describe the management of the evolution in 
requirements in detail.  
2.4 Lessons from the Past: DSS Evolution and EIS Development 
2.4.1 DSS Evolution 
One of the unique characteristics of decision support tools is the need for adaptation during the 
development process (Keen, 1980).  Although writing about personal DSS, Keen’s argument applies 
to any technology intended to support semi- or un-structured decision tasks.  While the methodologies 
described above incorporate some aspects of evolution, they do so in a limited fashion. 
Arnott (2004) provides a detailed framework for understanding the nature of DSS evolution.  He 
argues that DSS evolution can occur on two levels: within an application as new features and 
functionality evolve, and between applications as new tasks require a major development effort.  This 
is also reflected in the EIS method of Arnott et al (1996), described below.  Arnott’s framework 
describes various evolutionary “tempos”, and categorises evolutionary causal factors as cognitive 
(changes in understanding about the decision task) and environmental (changes in the development 
environment). The framework is shown below in Figure 2. 
 
Figure 2. DSS Evolution Framework (Arnott, 2004) 
 The causal factors that Arnott (2004) suggests trigger DSS evolution are shown below in Table 1. 
 
Cognitive Causal Factors Environmental Causal Factors 
System use 
Analyst interaction 
Peer interaction 
Consultant interaction 
Training course 
‘Idle’ thought 
Technology change 
Personnel change 
Internal organizational change 
Merger and Acquisition 
Industry changes 
Coevolution 
Table 1. Causal Factors of DSS Evolution (Arnott, 2004) 
2.4.2 The Monash EIS Development Method (Arnott, et al, 1996) 
Arnott et al.'s (1996) EIS development methodology draws on prior DSS research to inform its design.  
The methodology incorporates both iteration and evolution, and addresses the larger-scale projects 
typical of EIS and BI projects, compared to the earlier personal DSS addressed by Keen (1980) and 
Sprague (1980).  The lifecycle model provides a detailed description of three high-level phases, each 
broken down into several tasks (see Figure 3 below).  Tasks can be cycled within each phase, while 
the dual-level evolution described later by Arnott (2004) is depicted as the high-level cycling of 
phases (between-application evolution) and between system delivery and use (within-application 
evolution).  Arnott et al (1996) and Arnott (2004) are therefore complementary.  Together, the two 
frameworks provide a detailed understanding for managing the evolution of large-scale decision 
support applications. 
 
Figure 3. The EIS Development Lifecycle Model of Arnott et al. (1996). 
2.4.3 Summary 
The purpose of this section of the paper has to been to conduct a literature review of current BI 
development methodologies, and to present the two theoretical lenses that will be used to inform the 
design and analysis of the case study presented in section 4.  The literature review shows that there are 
few BI-specific, vendor- or consultant-independent methodologies available, and of those reviewed, 
the critical aspect of evolution is not well-addressed. The two theoretical lenses that we intend to 
adopt, however, provide a rich understanding of the nature of evolutionary development in the context 
of DSS (Arnott, 2004) and a detailed lifecycle model for the development of EIS (Arnott et al., 1996).  
3 RESEARCH DESIGN 
As stated in section 1, the objective of this paper is two-fold: the first is to provide empirical support 
 (or otherwise) to the conjecture that BI is the successor technology to EIS; the second is to establish 
the face-validity of the conjecture that the EIS development methodology of Arnott et al. (1996) is a 
useful starting point for the development of a BI-specific development methodology. 
To achieve these objectives, we have adopted an exploratory, interpretivist case study approach 
(Myers, 1997).  Since we are not testing theory, but laying the groundwork for theory development, an 
interpretivist case study allowed us to collect rich, qualitative information to inform both this study, as 
well as provide insights to further work in producing a BI development methodology. 
The research design involves observation of a BI development project and applying Arnott et al’s 
(1996) EIS development methodology, and Arnott’s (2004) evolutionary framework, as lenses to 
describe the case.  While Arnott (2004) is a descriptive theory, Arnott et al’s (1996) methodology is a 
prescriptive theory.  To allow us to use the prescriptive theory in a descriptive manner, we have 
distilled three key theoretical constructs from the methodology, with the final construct also being 
informed by Arnott’s (2004) evolutionary framework.  These are: 
• a staged approach to development;  
• iteration between development stages; 
• dual-level evolution of the system: within-application and between-application 
Our argument for the paper is that in being able to successfully apply these constructs as lenses to the 
observed project, we are therefore able to add empirical weight to the argument that the key issues that 
are addressed by EIS development methods in an EIS context are the same issues prevalent in a BI 
context, thereby addressing the two research objectives. 
The unit of analysis for the case study is a single BI development project undertaken at a large 
Australian teaching hospital.  Selection of the case was opportunistic and as a result of a pre-existing 
professional relationship between the project sponsor and one of the authors.  A side-benefit of this 
case is that there is little extant literature on the development of BI systems in a healthcare context. 
Six people from the hospital BI development team accepted our invitation to participate in the project. 
These included a department head, an information architect, a business solution designer, a database 
administrator/app developer and the acting director of knowledge management (AKM). Most had 
tertiary qualifications in IT and had from one to five years professional experience in the IT industry.  
An interview protocol was developed to guide semi-structured, one-on-one interviews with each 
participant1, making use of Canter, Brown and Groat’s (1985) visual card sorting technique to assist 
with concept explanation. 
Analysis of the interview transcripts used deductive thematic analysis (Daly, Kellehear, & Gliksman, 
1997).  Analytical themes were derived from the three theoretical constructs derived above and 
applied to the transcript text as per Fereday and Muir-Cochrane (2006). 
4 BI DEVELOPMENT IN A HEALTHCARE ORGANISATION 
The BI development project took place over the period 2011 to 2015 in a large Australian teaching 
hospital.  Two partner healthcare institutions were also involved.  All three organisations have 
numerous departments with data located throughout in several thousand databases.  There were no 
established data governance strategies in place to ensure the safe-guarding of critical institutional and 
medical data. One of the original aims of the project, therefore, was to secure this critical data against 
loss and corruption. 
                                            
1 The protocol can be downloaded from http://dsslab.infotech.monash.edu/downloads/Healthcare_BI_Interview_Protocol.pdf 
 A significant challenge for the organisations developing a BI platform was the complexity presented 
by the very high number of databases holding the source data. 
The BI system was developed to support several decision domains: hospital management, clinical 
auditing, clinical decision support, and clinical research. The project timeline and key stages are 
presented below in system underwent a number of evolutionary cycles, and its changing structure is 
portrayed through the timeline presented in Figure 4 and Table 2, below. 
 
Figure 4. BI Project Timeline 
 
Stage Brief Description 
1. BI Initiation The first stage when the development of the BI system was first undertaken 
by the development team under the finance department 
2. REASON Platform 
development 
This stage started when the Research Analytics and Operations (REASON) 
platform project was undertaken for development by the Information 
Development Division (IDD) 
3. Project Office 
establishment 
The start of the collaborations between the development team and the 
project office. The project office had a continuous influence on change due 
to the different projects being initiated at the organisation. 
4. Dashboard 
development 
The fourth stage of the development was when interactive dashboard 
capability was developed for hospital executive use. 
5. Cohort Discovery Tool 
(CDT) development 
The CDT is a knowledge discovery tool added to the BI system portfolio for 
identifying cohorts among hospital patients. 
6. REDCap procurement Research Electronic Data Capture (REDCap) application was added as a 
backend data collection tool for the BI system. REDCap is a software 
solution designed for rapid development of data collection tools for use in 
clinical and research data collection (Harris et al., 2009). 
7. System Split This was a major split of the system, with one split focused on healthcare 
management and the other on clinical decision support (including research 
and clinical auditing). 
Table 2. Identified Stages of BI development at the healthcare organisation 
In the following sections, we apply the major phases of Arnott et al.’s (1996) methodology to 
demonstrate a fit with the case in sections 4.1 through to 4.3.  We then turn to Arnott (2004) to discuss 
system evolution in section 4.4. 
4.1 System Planning 
The initial planning of the BI system involved selecting an executive sponsor and development team, 
setting the objectives of the system, and determining user requirements.  The executive sponsor during 
stage one of the project was the chief financial officer, with the system initially addressing financial 
 reporting. The organisational drive to integrate hospital data to a single platform in stage two of 
development increased the scope of the system, changing its objectives, and an executive sponsor from 
the information management department was given responsibility.  
The changing of the executive sponsor was seen by the development team as bringing new 
opportunities to the BI system. One of the participants recalled, “…he was a clinical, he was a doctor 
and he knows more about the clinical platform, and he was from U.S. so I think he involved very well 
in the planning and designing, like in a direction where…”. Having an executive sponsor with domain 
knowledge led to improved focus for the BI system. 
The development team selection was also a part of the planning process, and this activity was initiated 
at stage one, stage two, and stage seven of the development due to the changes occuring in the team. 
The core of the team was made up of the operating sponsor, and several of analysts and developers 
who took charge of the development. The operating sponsor was found to be the most important 
member of the development team, as the operating sponsor led the development including planning, 
procuring tools, and managing resources. The operating sponsor had a strong grasp of the 
development, which was aided by the balancing of both clinical and technical skills.  
One of the analysts mentioned, “whole actions and design everything was from Mr. X (operating 
sponsor), I will say it is all Mr. X’s baby, because he planned, designed, and purchased everything.” 
This showed that the development was heavily driven by the operating sponsor. Having a great deal of 
dependency on one individual may create instability in the development environment if the operating 
sponsor was to change. This was something witnessed in stage seven of the development, as the future 
direction was temporarily unclear and required a strong guidance from the executive sponsor to 
determine the scope of the system, and the actions required for the development. To tackle this, the 
development team felt the need for better documentation of past efforts to track the development. 
Most of the development activities were performed in-house except for some of the construction 
activities that required external contractors. External contractors were required as the development 
team had other work responsibilities and lacked the required technical skills. The insourcing of these 
skills occurred in stage four of the project when a dashboard tool was developed. 
Identification of data sources was prioritised based on the complexity of the data source, relevance to 
hospital strategies, and their financial importance. The operating sponsor mentioned, “…the simple 
stuff gets done first, and the financially important stuff gets done first.” Some of the more complex 
data sources, such as the clinical information system were tackled much cautiously as it was being 
hosted on another state, and outside stakeholders such as the vendor was also involved. The operating 
sponsor had remarked, “Probably the hardest source to get acquisition to, was the clinical information 
system, because it is hosted in another state and it is big. We had to push quite hard to get the data 
from that system, and it took probably a year of pushing and negotiation but we eventually got access 
to it.”  
The development team faced difficulties in getting access to the different data sources as they were 
individually managed and had their own data managers. Identifying data sources was complex due to 
the large number of systems, and integrating these disparate sources was a challenge. Further, the data 
managers were initially protective of the data and considered the efforts of the development team to be 
a threat to their job security, creating information ‘silos.’ To address this, the source system data 
managers were given access to the data in the BI platform and were included in planning and testing.  
Requirements elicitation involved the active participation of system users at different stages.  The 
majority of the techniques in Watson and Frolick's (1993) list of EIS requirements gathering 
techniques were observed. Some techniques were more effective for gathering requirements for 
hospital management use, while others were more suitable for clinical decision-making and research. 
A challenge for requirements elicitation in a BI context that was observed was the complexity of 
eliciting requirements from disparate groups of users at a variety of organisational levels. Users of the 
BI system include data managers, medical researchers, clinicians, nurse managers, nurses and other 
 hospital staff, as well as senior executive. EIS, by contrast, are intended to focus just on the senior 
executive group meaning a smaller number of users from which requirements need to be gathered. 
Several user groups of the BI system were involved in the information gathering process for some 
stages and others were not. As an example, requirements for the dashboard development (stage four) 
were gathered from senior executives as they were the prospective users of the dashboard interface. 
On the other hand, the cohort discovery tool (CDT) development involved clinicians, data managers 
and researchers. Clinicians were also heavily involved in stage seven with the development of a 
clinical decision support application. Multiple techniques were used including seminars, surveys and 
planning meetings. 
Requirements gathering techniques for the initial stage of development differed from the ongoing 
stages. In the initial development stage, identification of critical success factors, examination of other 
organisations’ BI systems and prototyping were used. In later stages, discussions with support 
personnel, attendance at meetings, examination of the strategic plan, volunteered information and 
formal change requests were used. Throughout the project, though, other techniques such as discussion 
with executives, examination of existing information systems, participation in strategic planning 
sessions, examination of non-computer generated information, and BI system demonstrations were 
used. There was some ambiguity over whether ongoing observation of usage patterns was carried out, 
with one development team member suggesting that this occurred, while other team members thought 
that it did not. 
Requirements gathering techniques also differed for hospital management applications and project-
based changes, versus research and clinical applications. For example, volunteered information and 
prototyping were more effective for research and clinical use, while more formal techniques such as 
meetings were more effective for hospital management. 
Through system planning two main deliverables were produced. The first was a draft specification for 
the design and construction of the system. The second was an overall plan of development. The plan 
was loosely, rather than strictly, followed as most of the development was driven by the direction of 
the operating sponsor’s vision. The specifications also changed to accommodate the practicality of 
development. This aligns with comments from Arnott et al (1996) who suggest the EIS planning phase 
should be flexible and in some cases informal. 
Arnott et al. (1996) state that the draft specification of the requirements be “signed off” by relevant 
stakeholders. This was observed in the case where the specification was reviewed by domain experts. 
Data managers played an important role in verifying the draft specifications for stage two and stage 
five of the development, as they had expert knowledge on the data of the different departments. Also, 
reviewing the specifications with clinicians had helped to make certain that the draft specification was 
achievable for development. 
4.2 System Delivery 
Prior to the system being constructed, the project went through a design stage, with data models and 
user interfaces being developed. Construction was followed by testing of each component before 
further development progressed. These three primary activities, detailed designing, construction, and 
testing are also incorporated in the system delivery module of Arnott et al. (1996). The delivery phase 
activities occurred from stage two to stage six of the development, and were triggered by either new 
data source acquisitions, draft specifications of new applications, or changes required through system 
use. 
The first activity in the sytem delivery phase of Arnott et al. (1996) is detailed design.  In the case, 
detailed design  The BI development design for the dashboard was also user driven as the operating 
sponsor recalled, “So some people just want summary lines for certain things, and others want 
summary lines and detailed data behind it that you can drill in, cross references and things.”. The 
team designed the dashboards depending on the individual needs and styles of the executive users. 
 The data structure of the system did not follow the popular multidimensional data warehouse approach 
(Kimball & Ross, 2002). Most of the databases supporting the BI system were exact copies of the 
source databases stored in an operational data store. Data was transformed to the desired format in a 
staging area before generating the reports for presenting in dashboards and interfaces. This approach is 
known as ‘extract, load and transform’ (ELT), as opposed to the more common ‘extract, transform and 
load’ (ETL) approach, where transformation to the data is done after loading to a data store (Cohen, 
Dolan, Dunlap, Hellerstein, & Welton, 2009). This approach is more common in ‘big data’ 
environments (Priebe & Markus, 2015).  
Having such an approach can bring flexibility to the data presentation. The operating sponsor said, 
“You want some more flexible approaches to cleaning and manipulating data and pushing it out in 
different ways depending on the topic or the need. So, that’s probably the approach that should be 
used going forwards.” Such flexibility could be useful in clinical research as clinicians and researchers 
might use the same data in different formats. An example shared by the operating sponsor was that of 
‘age’ where one research project may require it to be in five-year brackets, while another project may 
require a three-year bracket and so on.  
In terms of construction, the development team did not follow any specific software development 
methodology. One team member stated, “It certainly wasn’t a classic waterfall model, or a waterfall 
with iteration model. It was much more agile and iterative than that. But always with the sense of 
where we are trying to go to is probably the best way to explain it.” One of the development team 
members noted that through using a more systematic approach, the development process could have 
gone smoother than it did. Prototyping was a technique used in most stages of the development that 
involved new tools or creating new applications. While not all of the development tasks required 
prototyping – data structure construction in stage two of the project primarily involved integrating data 
sources, for example – prototyping was used during stages three to six.  This aligns with Arnott et al.’s 
(1996) recommendation to use prototyping during system delivery. 
Testing was performed in collaboration with the source system data managers. One of the developers 
noted, “That’s right, and they benefit too, so none of us are clinically trained, that support this 
platform. So what we do is that we use their expertise clinically, ‘cause they can objectively look at the 
data and say “hey, that’s not right, it shouldn’t be like that, you’ve named it wrong, or the data 
doesn’t make sense, or the key is not right”. So we use that information to improve the quality of the 
platform as well.” 
Testing helped identify errors in data capture, and made the data in the BI system more accurate and 
reliable. Testing was effectively performed when external stakeholders and domain experts were 
involved for validation. As medical data are critical and sensitive in nature, the main focus of testing 
was directed towards validating the data and ensuring its reliability. Testing other components of the 
system were performed simultaneously with the construction activities. 
4.3 System Use 
The system use phase of Arnott et al.’s (1996) EIS development lifecycle model consists of three 
activities: training, operation and maintenance and support.  In the case study, training was focused on 
non-executive users.  The operating sponsor stated, “Tend to not do too much training to executives, 
‘cause they don’t want to be trained. They just want the other people to get the information. They just 
want the obvious report.” Training was preceded by user engagement activities. These activities were 
important because of the large number of users from different user groups and it was necessary to 
inform them about the capabilities of the system prior to providing any training. 
Consistent with Arnott et al. (1996), as well as the broader DSS literature (for example Arnott, 2004 
and Keen, 1980), system use in the case led to demand for change by system users.  A particularly 
interesting observation that was noted in the case was that the development team was unable to 
respond to every request for change.  The large number of users and heterogeneous requirements 
 meant that change requests had to be triaged, with different classes of user receive different levels of 
support. One developmetn team member said, “It depends on who requested the change. If it was an 
executive or a director, then yes. They would have the power. If it is a nurse, then forget it. It might 
help, but it is not necessary.” In an EIS environment with a smaller group of organisationally powerful 
users, it is unlikely that this attitude would prevail. 
Evolution in requirements was driven by enthusiastic take up of the system encouraged by a 
supportive development team.  One team member observed, “Absolutely, once they realised what was 
available, it was like oh look! Something shiny. So they would say “right, so how do we get access to 
that” “How do I use this” “What does this data mean”. So you constantly fill the enquiries about the 
information in the platform and helping them to be able to integrate it with their systems.” 
To tackle the issue of an overwhelming number of requests resulting from a large number of users, the 
development team chose to address ‘themes’ of requests instead of individual ones. One of the reasons 
for not fulfilling all the requests was that the development team did not want the system to deviate 
from the original design objectives. Change requests were assessed against these objectives to ensure 
that the functionality of the system remained within the original scope.  Despite this check on system 
evolution, as will be discussed below in section 4.4, the case exhibited evolutionary patterns consistent 
with both Arnott et al. (1996) and Arnott (2004).  
4.4 System Evolution 
Arnott’s (2004) framework for DSS evolution describes two categories of causal factors for system 
evolution (cognitive and environmental factors), and contrasts these with two types of evolution 
(within- and between-application evolution).  While the case exhibited both kinds of evolution over 
the duration of the project, there was no direct observation of cognitive triggers for between-
application evolution (cognitive factors were noted, however, for within-application evolution). 
Table 3 summarises the evolution observed in the case using Arnott’s framework: 
 Within Application Between Application 
 Evolution Cause Evolution Cause 
Cognitive Causal 
Factor 
Data Architecture Idle Thought 
None observed. 
Number of 
Screens 
System Use 
Training Course 
Analyst Interaction 
Dashboard System Use 
Analyst Interaction 
CDT Peer Interaction 
Idle Thought 
Environmental 
Causal Factor 
Data Architecture Technology Change 
Internal Organisational 
Change 
REASON 
Platform 
Industry Changes 
Internal Organisational 
Change 
Data Source Merger and Acquisition 
Internal Organisational 
Change 
REDCap Technology Changes 
Industry Changes 
Dashboard Technology Change System Split Internal Organisational 
Change 
Table 3. Evolution in the BI system 
The within-application evolution during the project was caused by both cognitive and environmental 
factors. In addition to the users demanding changes resulting from system use, the development team 
also played an active role in contributing to the system evolution through idle thought and peer 
interaction. Some of the evolution was affected by both cognitive and environmental triggers such as 
 the data architecture and the acquiring of a dashboard tool. Within-application evolution was observed 
as complex and driven by multiple causal factors. 
In contrast, between-application evolution in the case was primarily caused by environmental factors. 
Global, industry-level trends towards the use of technology to support clinical decision making (Van 
De Graaff & Cameron, 2013) created indirect pressure that led to the expansion of the system scope to 
support this application area in stage seven.  Further, technology changes brought new opportunities 
such as REDCap that increased the scope of the BI system as it was being used for developing tools 
for clinical auditing. 
One interesting finding was that support for hospital management and clinical decision support could 
not be catered for with a single BI system, leading to the stage seven evolution of two separate 
systems. This showed that supporting both decision types through the same system was complex, and 
could not be handled by a single development team. The system split was also driven by internal 
organisational change as the development team was split, and a new department was created to handle 
decision support for hospital management, while the existing development team focused on clinical 
decision support. The complexity of both of these decision types was also apparent during 
requirements gathering, where both required different techniques. 
5 DISCUSSION AND CONCLUSION 
The purpose of this paper was two-fold: to add empirical weight to the argument that BI systems 
development projects face similar challenges to those faced by EIS projects, and that in developing an 
independent, theoretically informed BI development methodology, the EIS and DSS literature offers a 
sound starting point. To that end, we have presented a case study of a BI development project in a 
large health organisation, and applied Arnott et al’s (1996) EIS development methodology and 
Arnott’s (2004) DSS evolution framework as analytical lenses. 
The BI development in this case study closely followed the identified theoretical constructs in both 
lenses, and demonstrated similarities between EIS and BI development processes. The development 
was staged, following the phases described in Arnott et al (1996)’s methodology. Further, the 
development was iterative and evolutionary. The evolutionary changes observed were triggered by 
both cognitive and environmental causal factors as described by Arnott’s (Arnott, 2004) framework.  
Table 4 summarises these findings. 
 
Theoretical Lens Theoretical construct Case Study Observations 
Arnott et al.’s (1996) 
EIS Development 
Methodology 
A staged approach to 
development 
Each phase and the activities noted in the EIS 
methodology were also observed in the case. 
Iteration between 
development stages 
The flow of stages and tasks in the case align with those 
in the EIS methodology.  Repetition of stages was 
observed as scope and functionality expanded. 
Arnott’s (2004) 
Framework for DSS 
Evolution 
Dual-level evolution of the 
system: within-application 
and between-application 
Both levels of evolution were observed, although 
Arnott’s cognitive causal factors were not observed in 
this case for between-application evolution. 
Table 4. Summary of case study findings 
One difference observed between the case and Arnott et al. (1996) is reflective of a difference between 
EIS and contemporary BI: that is, the larger and less homogenous user-base common for BI systems, 
and the impact this has on requirements gathering and managing evolutionary pressure.  The 
development team needed to utilise different requirements elicitation techniques for different user 
groups, and triaged (and in some cases ignored) requests for system adaptation.  The other main 
discrepancy between the theoretical lenses used and the case study observations was the lack of 
identified cognitive causal factors for between-application evolution. 
 Despite these differences between observation and theory, we believe that the case study findings 
support our conclusion that there is a prima-facie case for using the EIS and DSS literature as starting 
points for the development of a BI-specific systems development methodology.  While the lack of 
observed cognitive factors leading to between-application evolution may be a consequence of the 
small number and homogeneous nature of the study participants (no users were interviewed, for 
example), the challenges posed by a wide and heterogeneous user-base for BI systems is something 
that such a methodology would need to address.  We also believe that this case lends empirical support 
to the conjecture of Arnott and Pervan (2005; 2014) that BI is the modern successor to EIS. 
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