Abstract
Introduction
Feature (term) selection is often applied in text categorization [6] . Commonly used feature selection metrics are information gain and chi-squared. Standard classifiers for text classification includes decision trees(DT), naïve bayes classifier (NBC), and support vector machines (SVMs). Dealing with highly skewed data (we follow the definition in [2] : the ratio between the minor and major classes exceeds 1 : 67), we notice that some typical feature selection metrics do not perform well as expected. We therefore conduct a systematic study to investigate how various biases associated with feature selection metrics and classification algorithms in text classification for highly skewed data. We first study three biases with specific examples, then design experiments to evaluate various biases and discuss the tradeoff between metric bias and sampling.
Biases Associated with Data Skewness

Class bias
For highly skewed data, the class distribution is biased toward the majority in the sense that most classifiers would predict the major class to obtain overall accuracy. One way to address the class bias is to move the decision boundary of certain classifiers (NBC, SVM etc.) by changing the threshold. But it is difficult to determine how much to shift. Comparatively, over-sampling is a simple yet effective way to alleviate this bias [1] .
Feature selection metric bias
We focus on four widely used metrics: information gain (IG), chi-squared (CHI) [6] , odds ratio (Odds) [3] and binormal separation (BNS) [2] . We adopt the notions of positive and negative features to study why these metrics perform differently. A feature selection metric is used to assign a score to each feature based on the contingency table as in Table 1 . We categorize the features into three groups: (a) positive features, where We use the "cora36" data [2] to illustrate the problem associated with skewed data. It consists of 36 classes and there are 50 documents in each class. First, we select "Data Mining" as the positive class and "Agents" as the negative class to obtain a balanced data set. We then generate another data set whose skewness ratio is 1:35. We show the proportion of positive features selected by four feature selection metrics on the balanced data in Figure 1 and Hence, in the context of the highly skewed data, we divide feature selection metrics into two categories:
Biased metrics: IG, CHI, and Odds fall into this category as they are all biased toward selecting positive features especially when we select a relative small number of features (say, less than 500).
Unbiased metrics: BNS selects both positive and negative features and is not biased toward either class.
We conducted a pilot study to evaluate the effect of oversampling on feature selection. According to the definitions of Odds and BNS, over-sampling should have no significant impact on feature selection using Odds and BNS. We compared the effect of sampling on feature distribution on 5 extremely skewed data sets from "wap" data and showed the results in Figure 3 . The results suggest that over-sampling causes IG and CHI to select more negative features, but still not comparable to BNS. Therefore, over-sampling before feature selection can alleviate the metric bias of IG and CHI to some extent. 
Classifier bias
Three widely used classifiers (DT, NBC, and SVM) also exhibit different biases. As we know, DT has an embedded feature selection mechanism, i.e., it prefers features with high information gain. This bias leads to its selection of positive features to branch. In Table 2 , we show the effects of feature selection and over-sampling for the 5 highly skewed data sets over classifier DT. Column A is the numbers of positive and negative features found in a decision tree built from the original data and positive features are usually selected. Column B is similar to Column A but the tree is built from the data after over-sampling; it can be seen that both positive and negative features are used in the built trees. Column C shows the positive and negative features found in a decision tree built using only 50 features selected by BNS (an unbiased metric) and DT selects only positive features. Clearly, over-sampling increases the complexity of the tree and allows for many negative features to be used in the built trees. This observation suggests that DT is sensitive to sampling but insensitive to feature selection. Table 2 . Positive/Negative features in a tree NBC has different bias from that of DT. Feature selection can have a significant impact on NBC [3] . In addition, over-sampling changes NBC's prediction. NBC predicts the class label of an instance proportional to the class distribution. As over-sampling changes the global class distribution, the prior class probability also changes. Therefore, NBC is sensitive to both sampling and feature selection.
Feature selection also affects SVM's performance [2] . But random over-sampling affects SVM moderately and becomes ineffective when the number of features is large. Positive(minor) instances tend to reside far away from the "actual boundary" when the training data is severely skewed. So the constructed decision boundary of SVM invades the actual space of the minor class. Random over-sampling can-not change this since no new data is generated. Another factor also contributes to SVM's prediction bias. Indeed, oversampling, by increasing the error penalty of the minor class, can avoid the bias only if there are some misclassifications during training. If no error occurs in the minor class during training, sampling is ineffective. This becomes true when the feature dimensionality is large, as we can easily find a perfect hyperplane to separate the majority (negative class) and the minority (positive class). Therefore, over-sampling can moderately influence SVM only when the number of features is small.
Relationship Between Biases
Experiment Setting
To overcome data skewness, we can do over-sampling before or after feature selection; Concerning the class bias, over-sampling can be exploited; As for feature selection, we can use biased or unbiased metrics. In order to investigate whether these biases can work in concert, we test various schemes on some benchmark data sets from [2] by changing all the multi-class data sets into binary-class data via one-vs-all approach. Here, we concentrate on highly skewed data sets with a ratio exceeding 1:67. Excluding those data sets with very few (less than 10) instances in the minor class, we have 18 data sets. The classifiers we studied are C4.5, NBC and linear SVM. For feature selection, we chose IG and Odds to represent biased metrics and BNS as unbiased metric. Over-sampling can be applied before and/or after feature selection. After feature selection, a classier can be built with original or over-sampled data. All the macro F-measure results are obtained by averaging 5×5-fold cross validation.
Results and Discussions
Due to the space limit, we just show the results for NBC and SVM in Figure 4 and 5, respectively. For DT, sampling improves the performance a lot but not the case with selection methods . "OS+ · · ·" and "· · · + OS" represent over-sampling before and after feature selection, respectively. The results are obtained by averaging over the 18 sets. The classification result based on original data without feature selection or sampling (the straight line in the figures) is considered the baseline.
Over-sampling always improves the performance using biased metrics including IG , Odds, or OS+IG, but not so when using an unbiased metric. We investigate false negative rate and error rate as well. We find that over-sampling after using BNS to select features will make the false negative rate very low but significantly increase the total error rate. There is a tradeoff between over-sampling and metric bias. With NBC or SVM, we can address the data skewness either from the class bias or metric bias but not both.
Comparing all 4 feature selection methods: BNS, OS+IG, IG and Odds with increasing bias, BNS is the best in most cases without over-sampling. Odds is usually the worst. Notice that over-sampling before feature selection using IG is always better than using IG alone. This is because the former can select more negative features. When we select very few features (say less than 10), biased metrics are preferred as they can protect the minor class from being overwhelmed by the major class. As the number of features increases, negative features can help. This explains why BNS excels when a large number (more than 100 for SVM and 30 for NBC) of features are selected.
In sum, we can address the skewness using metric bias or class bias. Directly combining sampling with unbiased metric does not necessarily achieve better performance. Metric bias is in general more effective than class bias.
Tradeoff of Metric Bias and Sampling
We notice that there should be a trade-off between metric bias and sampling. In [5] the authors suggest that it is not necessarily the natural distribution or a balanced distribution after sampling will obtain optimal performance. However, feature selection bias is not investigated in that paper. We now investigate a proper sampling ratio with different feature selection metric bias.
In order to observe a general trend, we select 100 features according to various feature ratio(#positive feature/100) and sampling ratio (the skew ratio after sampling, i.e., #positive instances: #negative instances). Figure 6 and 7, we could see pretty the same trend for both NBC and SVM. When positive features are minority, sampling always decrease the performance. Only when positive features dominate can sampling contribute some improvements, and various sampling ratios always yield similar performance.
Conclusions
To handle highly skewed data with high dimensionality, we discuss three types of biases: class bias, feature selection metric bias, and classifier bias. Over-sampling is an effective way to address the class bias. BNS is a good unbiased metric, and IG, CHI and Odds are biased metrics. This work provides a systematic bias analysis and performs an extensive empirical study to evaluate various combinations to improve performance of text classification using typical classifiers such as DT, NBC, and SVM. Experimental results suggest that: (1) Sampling before feature selection can cause selection of more negative features, which explains why over-sampling improves the performance of decision trees on highly skewed data. (2) It is more effective to select good features than to change the class distribution for SVMs and NBC in discrimination. (3) If a feature selection measure is biased, over-sampling can improve classification performance. But when a feature selection measure is not biased, over-sampling decreases the performance a lot. (4) Performance is insensitive to the sampling ratio if we do sampling after feature selection. The full version of this paper can be found in [4] .
