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The first molecular scattering observed using the new Edinburgh electron 
diffraction apparatus is detailed in this thesis. The new apparatus utilises a 
phosphor screen/CCD detection system rather than the photographic plates more 
commonly used in electron diffraction studies. The electron beam is provided by 
a telefocus electron gun. Two molecular target sources have been investigated: 
a Campargue-type molecular beam and an effusive needle source. Calibration 
of the apparatus has been attempted using argon gas. Carbon tetrafluoride, 
CF4 , has been used as a typical gas-phase molecule and its scattering investi-
gated extensively, while preliminary results for a more complex molecule, 1,2,4,5-
tetrafiuorobenzene, are also reported. Finally, the structure refinement of di-t-
butyl(trichlorosilyl)phosphane using data from the existing electron diffraction 
apparatus is reported. 
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Chapter 1 
Introduction 
Electron diffraction has been the main source of structural information of large 
molecules in the gas phase for the last 60 years [1]. It was first demonstrated in 
1930 by Mark and Wierl, when they produced a diffraction pattern from carbon 
tetrachloride, similar to one that would be produced by X-ray diffraction, though 
more distinct and requiring a much reduced exposure time. Electron diffraction 
remained the only technique for determination of gas-phase structure until the 
end of the 1930s when microwave spectroscopy became a viable alternative for 
the structure determination of small molecules. 
In a typical electron diffraction experiment a high energy beam of electrons 
intersects a beam of gaseous molecules perpendicularly. A small fraction of the 
incident electron intensity is scattered and strikes a 2 dimensional detector per-
pendicular to the original incident beam. Historically the detector has been a 
photographic plate, but more recently in a few cases electron counting devices 
have been used. With the advent of high quality charge-coupled device (CCD) 
cameras, the use of a scintillator screen imaged onto such a camera is becoming 
more popular. 
A gas phase electron diffraction pattern appears as a series of concentric rings 
1 
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on a steeply sloping background. The ring pattern is related to the relative 
probability distribution of internuclear distances, although this is not immediately 
evident and the results must be carefully interpreted; analysis of these patterns is 
one of the main challenges of electron diffraction. The major developments since 
the 1930s have been in the detection and analysis of these scattering patterns. 
1.1 The New Apparatus 
The new apparatus was designed to complement the existing conventional elec-
tron diffraction apparatus at the University of Edinburgh, extending the range of 
suitable molecules to include those with low vapour pressure and, in conjunction 
with laser excitation, ions and excited states. A long-term aim is to be able to ob-
tain time-resolved data on the nanosecond timescale. The three main components 
of the apparatus are a skimmed supersonic molecular beam source, a telefocus 
electron gun and a phosphor screen/CCD camera detection system. The original, 
novel detection system consisting of a set of hot chevron microchannel plates in 
combination with custom-built detection electronics, had proved too unreliable 
prompting the move to the CCD system [2]. 
The individual components are introduced in more detail in Chapter 3, and 
described more fully in subsequent chapters. Details of experimental devel-
opment and testing are given in Chapter 7, while a structure refinement for 
di-t-butyl (trichlorosilyl) phosphane, t-Bu 2 PSiC13 , using data obtained from the 
existing apparatus is detailed in Chapter 8. 
1.2 Development of the Technique 
For the first twenty years the intensities were assessed purely visually. The most 
immediate information in these patterns is the positioning of the maxima and 
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minima of intensity and they can be determined surprisingly well by eye, even 
against the steeply sloping background, due to the unique pattern recognition 
ability of the brain. The intensity between maxima and minima can only be 
roughly estimated by eye so the "visual" technique facilitated the determination 
of interatomic distances but gave no information on vibrational amplitudes. 
At this stage there was still the problem of the steeply sloping background. 
Before a signal of high enough intensity could be accumulated at larger scattering 
angles the photographic plate became saturated at the smaller angles. In the late 
1930s Debye and Finbak independently suggested the use of a rotating sector, 
consisting of a metal plate cut with a smoothly increasing opening angle which 
allows more electrons to pass outside than close to the centre. It rotates during the 
experiment in a plane a few millimetres above the plane of the photographic plate, 
and the centre of rotation coincides with the centre of the diffraction pattern. 
This made the intensity across the plate more even and allowed significant signal 
intensity to be recorded at larger angles without the plate saturating at the centre. 
The next stage in the development of electron diffraction came in the early 
1950s with the invention of photometers capable of measuring the optical den-
sity distribution of the pattern on the photographic plates. Jerome and Isabella 
Karle developed this technique, leading to the quantitative treatment of diffrac-
tion data and the accurate determination of geometrical and vibrational parame-
ters. Faster, more powerful computers have aided the data analysis and improved 
the scattering factor calculation, allowing electron diffraction to become the ac-
curate tool it now is. Ab initio molecular structure calculations have aided the 
data analysis, with most refinements starting with parameters calculated in this 
way. The use of ab initio parameters has become even more sophisticated with 
the development of the SARACEN method by Rankin et al. [3] where they are 
actually included in the refinement as additional "experimental" data. 
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1.3 Non-Photographic Detection 
Since its inception almost every electron diffraction experiment had used a pho-
tographic plate as the detector, which although suited to electron detection is 
still far from ideal, suffering from limited dynamic range and non-linearity of sig-
nal response. In 1970 Fink and Bonham [4] reported an electron diffraction unit 
using electron counting techniques, doing away with the photographic plate and 
rotating sector. This made it possible to record relative total (elastic and inelas-
tic) differential scattering cross sections directly. Two photomultiplier-scintillator 
detectors were employed with one situated on a scanning arm to measure the scat-
tered intensity as a function of scattering angle and the other locked in a fixed 
angular position, acting as a monitor for fluctuations in the atomic or molecular 
beam. With this kind of setup, the electron and molecular beams must be run for 
long periods of time to allow the full angular range to be scanned which prohibits 
its use in structure determination where only a fraction of a mole of material may 
be available. The apparatus was used to investigate the total scattered intensities 
from N 2 0 and CO2 at small angles. Differences between experiment and theory 
indicated a breakdown of the independent atom model (JAM) due to chemical 
bonding and electron correlation effects. 
Few structural studies using electronic detection methods were undertaken 
until the early 1980s. In 1982 Kim and Stein [5] reported the development of a 
single-channel scintillation detection system for the study of the physical prop-
erties and structure of small atomic and molecular particles. Diffraction data 
was obtained for cluster beams of SF 6 , Ar, Kr and Xe. This kind of detection 
system is particularly useful here as cluster sample densities can be so low that 
the scattered electron signal and signal-to-noise is too low for film detection. 
A group led by Monot has also been working on cluster analysis by electron 
diffraction, focusing mainly on small silver particles [6, 7]. In this case the detector 
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consists of a pair of linear CCD imagers, used in direct bombardment mode to 
permit single electron event counting, although direct electron bombardment can 
lead to rapid degradation of the CCD, eventually leading to failure. The linear 
CCDs are exposed to a diametrical section of the diffraction pattern and are 
thus able to provide a measurement of the intensity profile much more rapidly 
than single-channel detection systems. Diffraction data has been obtained for 
small silver particles in a beam of helium carrier gas, and interpreted using an 
icosahedral structure. 
1.4 Time-Resolved Electron Diffraction 
Sophisticated electronic detection methods have enabled significant progress in 
the area of time-resolved electron diffraction. Ultrafast techniques are common 
in spectroscopy but in the field of electron diffraction the technique is still in its 
infancy. Indeed, until 1992 there had been no published quantitative results from 
time-resolved gas-phase electron diffraction; Ischenko et al. had previously stud-
ied the multiphoton dissociation of CF 3 I with stroboscopic GED, but had been 
unsuccessful in demonstrating quantitative changes in the scattering intensities 
induced by irradiation [9]. Ewbank and Schafer et al. were the first to report a 
quantitatively successful study, achieving a time resolution of 20 ns with their 
pulsed laser-driven source and linear photodiode array [10, 11]. They studied the 
193 nm laser photofragmentation of carbon disulphide, CS 2 , and found that, in 
agreement with a contemporary mass-spectrometric study of the same process, 
carbon monosuiphide is the reaction product. 
Further efforts saw them achieve a temporal resolution of 15 ns in the study 
of the 193 nm photolysis of 1 ,2-dichloroethenes with accompanying cis-trans iso-
merisation. When the time delay between excitation and diagnostic electron scat- 
tering was 15 ns only fragmentation was observed. When the delay was several 
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milliseconds cis-trans isomerisation was prevalent, confirming that the process is 
not primarily a photochemically driven unimolecular rearrangement but hinges 
upon intermolecular collisions [12]. Further work by Ischenko, Schafer and Ew -
bank has seen the development of a theoretical framework used in the analysis 
of time-resolved electron diffraction data recorded from spatially oriented laser-
excited molecules [13-15]. 
Williamson and Zewail are also prolific in this field and have produced sig-
nificant results [16-18], being the first to have observed structural change on a 
picosecond timescale, albeit non-quantitatively [8]. They use a pulsed electron 
source, produced by focusing a femtosecond laser onto a 250 A gold photocath-
ode [19]. Their detector is a two-dimensional CCD system which they initially op-
erated in direct electron bombardment mode, before changing to a P20 phosphor 
fibre-optically coupled to an image-intensifier/CCD combination. They studied 
the photo-dissociation of CH 2 12 and, by examining the time evolution of the radial 
distribution curves, confirmed the loss of an iodine atom. 
Ultrafast electron diffraction has achieved the temporal resolution and detec-
tion sensitivity necessary for picosecond and sub-picosecond studies of complex 
molecular systems. The development of modulation techniques for the suppres-
sion of background scattering from unreactive species is now required so that 
molecular structural changes can be analysed with precision. 
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Chapter 2 
Theory of Electron Scattering 
2.1 Introduction 
When a beam of fast electrons crosses a beam of gaseous molecules some of the 
electrons are deflected from their original path by the potential arising from the 
charge distribution of the molecule [1, 2]. The structural regularity of the gas 
phase molecules manifests itself in the form of concentric rings in the scattering 
pattern. The ring pattern contains information on the molecular geometry, most 
importantly interatomic distances and intramolecular motion, although this is 
not immediately evident and careful analysis is required. Computer fitting tech-
niques, combined with spectroscopic data and ab iriitio calculations have greatly 
improved these methods. 
Two types of scattering can occur: elastic and inelastic. Elastic scattering 
occurs without energy loss and is a coherent process, whilst inelastic scattering 
results in a decrease in energy of the incident electrons and is usually incoherent. 
The intensity of the elastic scattering varies with scattering angle and is deter- 
mined by the molecular structure. Molecular geometry is the main information 
derivable from the resulting interference pattern, consisting of the relative posi- 
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tions of all the nuclei in the target molecule from which bond lengths and angles 
can be determined. Other data potentially available include vibrational ampli-
tudes, barriers to internal rotation and energy differences between conformers. 
The incident electron beam is defined by wave vector k 0 , where the magnitude 
of k0 is related to the de Broglie electron wavelength by Ik o I = 27r/), where 
= h/(2mE + E2/c2) 	 (2.1) 
Here m e is the electron mass, E is the electron kinetic energy, h is Planck's 
constant and c is the speed of light. As an example, )s. = 0.0601 A for a 40 keV 
electron beam [3]. The incident electron is perturbed by the molecular potential 
and subsequently scatters with wave vector k at an angle 0. If the scattering 
process is elastic (Iko I = k) then the momentum transfer vector s may be written 
	
s=k0 —k 	 (2.2) 
The magnitude of the momentum transfer, the central experimental variable in 
electron diffraction, is 
Isl =2 Iko I sin(0/2) = 	sin(0/2) 	 (2.3) 
Scattering occurs over a range of angles but decreases rapidly with increasing 
angle because the intensity, I(s), is inversely proportional to S4. 
2.2 Scattering from a Rigid Molecule 
The following expression [4] is central to electron diffraction theory and gives the 
electron scattering intensity by a rigid molecule, consisting of N atoms, with fixed 





' fj ( s)f( s ) e1r 	 (2.4) 
j=1 j=1 
where K (= 87r2 me 2 1h2 ) is a constant, 10 is the intensity of the incident electron 
beam and R is the distance of the observation point from the scattering centre. 
The quantity r 3 is the distance between any pair of atoms i and j. The factors 
ft (s) and f3 (s) are the electron scattering amplitudes, also known as scattering 
factors, of the ith and jth atom, respectively, and they can be approximated 
in various ways. The crudest approximation is to replace the fi ( s) factors by 
the atomic numbers, Z. This, however, is a gross oversimplification and only 
has any real physical correspondence at very small scattering angles. A better 
method is based upon the first Born approximation. This assumes that the scat-
tered spherical wave is small in comparison to the incident plane electron wave, 
and that molecular scattering intensity occurs only between pairs of atoms and 
not from higher order terms involving three or four atoms (multiple scattering). 
The conditions for reasonable use of the first Born approximation are that the 
electrons are of high energy ( >40keV ) and that the scattering is from atoms 
with reasonably low atomic number. The electron scattering amplitude of the 
ith atom is thus defined as follows: 
f2 (s) 	
2 Z2 —F 
= (2.5) 
where a0 is the Bohr radius. The quantities F are the atomic scattering factors 
used in describing the X-ray scattering of atoms. F2 is essentially the Fourier 
transform of the electron density of atom i, and has the form 
F = I pj (r ) e2(s dr 	 (2.6) 
JVi 
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The factors F are defined using the independent atom model (TAM) which as-
sumes that the volume of the N-atom molecule, V, is divided into volumes V2 
(i = 1, 2, 3,. . . , N) and in each of these volumes only the electron density Pi of 
the ith atom is different from zero. Thus it is assumed that the electron density in 
a molecule is centred in small volumes around each atom with any space between 
atoms having zero electron density. Note that in the first Born approximation 
the scattering amplitudes have no imaginary part, and are entirely real. 
From Eqs. 2.4 and 2.5 it is seen that the scattered intensities fall off sharply 
with scattering angle, as 1/s 4 . This means that the variation of intensity will 
be roughly iO:i over a typical observation range of 1 < s < 35 A - '. For 
directly exposed photographic plates, saturation will occur at the centre before 
any appreciable intensities can be recorded at the outside. The rotating sector 
method is used to increase the relative exposure time at higher s by allowing 
more electrons to pass nearer the edge than close to the centre. The sector is a 
metallic sheet rotating in a plane just above the photographic plate at a rotation 
speed of several hundred rpm. It essentially multiplies the diffraction pattern 
by a smooth function which reduces the intensity range and keeps it within the 
optimal photographic response. Figure 2.1 shows two typical sector styles, while 
Figure 2.2 shows the effect of the rotating sector on the recorded diffraction 
pattern. 
It was stated previously that Eq. 2.4 gives the scattered intensity from a 
rigid molecule with fixed spatial orientation. However, in a gas the molecules are 
oriented randomly so one must average over all possible orientations, leading to: 
	
K 21 0 N N 	 sin(sr) 
R2
>fj(s)f. (s) 	 (2.7) 
i=1 j=1 	 sr i3 
This shows that the electron scattering pattern will contain characteristic features 
even though the molecules are randomly oriented. Neglecting inelastic scattering 
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Figure 2.2: The effect of the rotating sector on photographically recorded electron 
diffraction patterns. Exposure a was taken without the sector, and b with a cubic 
sector. Taken from [5]. 
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this can be separated into two parts: 
K 2 10  (N 	 N N 
I(s) 
- 	 + 	
fi(s)f(s) Sin (2.8) 
i=1 	 i=1 j=1 	 srij 
i94j / 
The first term on the right hand side is referred to as the atomic elastic electron 
scattering intensity: 
K210 N 
Ia(S) - R2 >12 Ifj(s)1 2 	 (2.9) 
while the second term is the molecular elastic electron scattering intensity: 
K210 N N r. (S)
- R2 	
(2.10) 
i=1 j=1 	 sr 
i0j 
It is Eq. 2.10 that is used to determine the rigid molecular structure. As well 
as the elastic scattering already considered there is some inelastic scattering, 
S. If we assume this inelastic scattering to be incoherent then the theoretical 




(f(s)2 + Si (s)) 	 (2.11) 
When scattering occurs from atoms of very different atomic number, there is 
a phase change in the scattered wave from one atom with respect to the other, 
which can lead, in extreme cases such as uranium hexafluoride (UF 6 ), to strikingly 
altered conclusions about molecular structure. Glauber and Schomaker [6, 7] were 
the first to address this failure of traditional scattering theory by taking into 
account this phase shift and using the complex atomic scattering amplitudes, in 
the form: 
fe (s) = I f(s)exp[ii(s)] 	 (2.12) 
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where I f (s) I is the absolute value of the atomic scattering amplitude and Th (s) 
is its phase for the ith atom; graphs of If (s)l  and ij(s), for iodine, carbon and 
hydrogen, are shown in Figures 2.3 and 2.4, respectively. 
A more accurate description of the molecular scattering intensity than in 
Eq. 2.10 is: 
K210 N N 	 in(sr23) 
Im(S) 
- R2 	I2I f(s)I If()I cos[ij(s) - 	 (2.13) i=1 j=1 sr 
i0j 
The above expression adequately describes the molecular intensity for electron 
scattering from rigid molecules. In reality, however, molecules are far from rigid 
due to molecular vibration. These intramolecular vibrations are also one of the 
constituents of molecular structure and they have a marked effect on the electron 
scattering intensity distribution, hence it is critical that these factors be dealt 
with. 
2.3 Scattering from a Vibrating Molecule 
Molecular vibrations are of great importance for gas-phase electron diffraction. 
They modify the scattered intensities directly by an exponential term involving 
the mean square amplitude of vibration, 12  , defined as the mean of the square 
of the difference between the equilibrium distance, and the actual distance, 
at a particular time, between two atoms i and j: zj 
12. = "(re. - r,i)2 ) 	 ( 2.14) iJ 	\ 	i3 
In order to accommodate molecular vibrations, Eq. 2.13 must be modified 
in some manner using a probability distribution function, P(r). P23 (r) is the 
probability that the distance between the ith and jth atoms (r 3 ) is in the interval 
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1.0 
I F(s)I 
Figure 2.3: Scattering factors, If(s)I,  for iodine, carbon and hydrogen at 40 keV, 




30.00 s (A 1 ) 
Figure 2.4: Scattering factor phases, ij(s), for iodine, carbon and hydrogen at 
40 keV, from s=0.0 to 60. A 1 . Taken from [1] 
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r to r + dr. By using this function the molecular intensity becomes: 
K210 N N 
	 00 	 sin (sr) 
Im(S) 	
R2 	
Ifi(s)IIfj(s)coS[i(s)_j(s)1L P(r) 	dr (2.15) .sr i=1 j=1 
i0j 
In the general case of anharmonic vibrations the probability distribution function 
corresponding to that for a Morse-like anharmonic oscillator at thermal equilib-
rium can be used. Applying this somewhat distorted Gaussian function to the 
above equation, one obtains: 
Im(S)
K210 N N 
- R2 	
gjj ( s ) exp (_l js2) 5hl[8(Tu3 - JS)] 	(2.16) 
i=1 j=1 	 srij  
i0j 
where gjj(s) = f2(s)I I f(s) I cos [rlj(s) - 773 (s)]. Three different parameters appear 
here: r, or more specifically Ta, a certain effective average internuclear distance; 
1, the root mean square vibrational amplitude, which is the same as 1h,  the mean 
harmonic vibrational amplitude for any practical purpose; and ic, an asymmetry 
constant that can be related to the a constant of the Morse anharmonic potential 
to a good approximation: ic = a14  /6. These are the three different kinds of 
parameter to be determined from the electron diffraction experiment. 
As well as having a damping effect on the molecular intensities, the vibra-
tional properties are essential in defining exactly the various types of average 
internuclear distances. Due to the constant concerted motion of the constituent 
atoms of a molecule, exact specification of the situation chosen to characterise a 
particular internuclear distance is essential. The different averages of internuclear 
distance parameters are specified by subscripted symbols, such as Te, T9,  Ta and 
others. A brief summary of the most relevant is given in Table 2.1. 
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T 	Distance between equilibrium positions 
Tg 	Average value of internuclear distance at thermal equilibrium; it can 
be defined as the centre of gravity of P(r) and can be related to Te by 
Tg = Te + 3a12 /2 
where a is the Morse function anharmonicity constant and 1 is the 
mean amplitude of vibration for the distance. 
Ta 	Distance obtained by least squares refinement of the molecular electron 
diffraction intensity curve. It is essentially related to Tg by 
Ta = T9 - 1 2 /Te 
Ta 	Distance between average nuclear positions at thermal equilibrium. 
Note that both Tg and Ta are thermal average values; Tg involves av-
erage internuclear distances, whereas Ta involves distances between 
average nuclear positions of atoms i and j. 
Table 2.1: Definitions of various distance parameters currently used in structural 
investigations of free molecules. [1] 
2.4 Radial Distribution Curves 
As mentioned earlier, the scattering amplitudes, fi and f, decrease with the 
square of s, so the total scattering intensity decays like As a result, a graph 
of the modified molecular scattering intensity, I' (s), is better suited for revealing 
the fine details of the scattering signal than a plot of the total intensity 




where a and b correspond to two atoms in the molecule. 
Eq. 2.15 bears a resemblance to a Fourier transformation, hence, in conjunc-
tion with Eq. 2.17, it can be shown that for a homonuclear diatomic molecule 
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(i = j = a = b), P(s) is the Fourier transform of P(r)/r: 
P(s) = const f00 P(r)  sin(sr) dr 	 (2.18) 
 r 
Consequently, by inversion, 
P(r) 	00 
= const for 	P(s) sin(sr) ds 	 (2.19) 
which is the basis for defining the radial distribution curve of gas electron diffrac-
tion by the Fourier transformation of the modified molecular intensity. 
Although the molecular scattering function contains all of the structural infor-
mation about the molecule, the radial distribution curve provides an illustrative 
interpretation of experimental results by plotting the relative density of internu-
clear distances in the molecule. Each of the peaks has an approximately Gaussian 
shape, with the width depending on the amplitude of vibration for the appropri-





where Zi and Z3 are the atomic numbers of atoms i and j, and nij is the number 
of times the distance r ij occurs in the molecule. The radial distribution function 
is very useful for a qualitative understanding of the structure of more complicated 
systems. 
The range of experimental scattering intensity is limited to some maximum 
value Smax and the experimental radial distribution function typically includes an 
exponential damping term to filter out artificial high frequency oscillations 
Smax 
f(r) = f 	sM(s) exp(—kds 2 ) sin(sr) ds 	 (2.21) 
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The data is also limited to some minimum value and does not stretch to s=0, so 
theoretical scattering intensities are substituted to make up for this lack of data 
at very small scattering angles. 
2.5 Data Analysis 
The image plates must be carefully processed before data is available for analysis. 
The signal is digitised using a micro-densitometer, after which various corrections 
are applied. These can include corrections for the non-linear signal response of 
photographic film, removal of the rotating sector function and a correction for 
the flat nature of the plate. 
The intensities are transformed into s-space, which requires values for the 
electron wavelength, camera distance. These are usually determined by cali-
bration against a known standard such as benzene. The intensities are then 
levelled by removal of the calculated atomic background scattering. If the ex-
periment were perfect then at this stage the data would appear as a smooth, 
damped sinusoidal-type function oscillating about a flat baseline. However, due 
to experimental imperfections such as reflections, aperture scattering and rest-
gas scattering, the baseline is usually curved and sloping. This contribution from 
experimental imperfections is termed the empirical or experimental background, 
and must be removed before further analysis is possible [1]. Typically in data 
analysis a spline curve is fitted to the smooth empirical background; it can be 
removed in this manner even though the exact contribution is not known, as long 
as in doing so no spurious oscillatory signals resembling sin (sR)/sR, where R has 
the magnitude of an internuclear distance [8], are introduced. 
Refinement of structures involves the construction of a theoretical model of 
the molecule involving a number of parameters such as absolute bond lengths, 
bond angles and torsion angles, as well as averages and differences; starting values 
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are usually obtained from ab initio calculations. The refinement is an iterative 
process where the parameters are adjusted until a best-fit between theory and 
experiment is achieved. 
2.6 Limitations of Scattering Theory 
A number of assumptions are made in the theory used to describe the scattering 
of high-energy electrons from molecules, the most important being the Born ap-
proximation and the independent atom model (JAM). In the Born approximation 
we assume that scattering is weak enough to allow the application of a kinematic 
or quasi-kinematic treatment. The lAM assumes the molecular electron density 
can be described by the sum of spherically averaged electron densities. 
2.6.1 The Born Approximation 
The Born approximation is well known to predict exactly, in the non-relativistic 
region, the intensity of electrons scattered by a Coulombic field [7]. Like other 
first-order perturbation theory results it is a simple approximation but of limited 
validity. However, it is a high-energy approximation which improves with increas-
ing energy of the bombarding particles, making it valid at the energies typically 
used in electron diffraction experiments [8]. 
The main assumption here is that the scattered wave is small compared to the 
incident wave and the wavefunction of the incident electron remains unaltered. 
These conditions are satisfied when the scattering potential is weak and the in-
cident particles are of high energy [9]. The 1st Born approximation holds par-
ticularly well at small scattering angles, where the incident electron approaches 
the target nucleus with a relatively large impact parameter leading to a small 
perturbation of the electron wavefunction. 
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The use of this approximation leads to the entirely non-imaginary electron 
scattering amplitudes as defined in Eq. 2.5, widely used in electron diffraction 
analysis until the early 50s. By this time, however, some results were being 
questioned, in particular the molecular structure of uranium hexafluoride (UF 6 ). 
Interpretation of the electron diffraction data led to the conclusion that the U-F 
bonds were not all equal, a result challenged by interpretations of other physi-
cal data. Glauber and Schomaker [6, 7] realised that there is a phase shift on 
scattering, not given by the first Born approximation, which is approximately 
proportional to the atomic number and increases with scattering angle. They 
accounted for this by explicitly including the phase shift, i, in the electron scat-
tering amplitudes as shown in Eq. 2.12. This effect only becomes important when 
considering scattering from atoms of very different atomic number and, until the 
controversy over the structure of UF 6 , had gone unnoticed. 
There is a semi-classical rationale for this behaviour, neatly summarised in 
Figure 2.5 which shows the effect of different impact parameters and different 
wave contraction on the phase of electrons scattered from atoms of different 
atomic number. Because scattering potentials are not really weak, an electron 
suffers a significant local phase shift as it propagates into an atomic field, due to 
it speeding up and slowing down again as it approaches and passes the scattering 
target. This phase shift depends upon atomic number. 
2.6.2 The Independent Atom Model (lAM) 
In calculating the scattering intensity using Eq. 2.16 it is assumed under the JAM 
that each atom consists of a number of electrons distributed spherically about a 
central nucleus, as in the hypothetically spherically averaged free atom, and that 
these electrons move rigidly with the nucleus during molecular vibrations. This 
view is incorrect for two reasons; only atoms with filled or half-filled subshells 







DIFFERENT IMPACT PARAMETER DIFFERENT WAVE CONTRACTION 
Figure 2.5: Semi-classical rationale of failure of kinematic scattering theory of an 
electron wave encountering a light atom (A) and a heavy atom (B). The phase 
retardations 77A(s)  and 7B(3)  neglected in kinematic theory are due partly to the 
real path length differences resulting from the different parameters bA and bB 
corresponding to a common scattering angle 0, and partly due to different wave 
contractions in the atomic fields. Taken from [8]. 
would be spherical, and, secondly, bond formation polarises electron clouds. 
Pulay et al. [10] derived corrections for SF 6 from ab initio calculations of the 
electron density. They showed that after correction, derived molecular parame-
ters improved in precision by an order of magnitude, with standard deviations 
approaching iO A for some parameters. 
This technique is not applicable to routine structure refinements as the cal-
culations are still too expensive. Hehre et al. [11] and Bartell and Jin [12] have 
attempted to improve the JAM approximation but the models have worked far 
too imperfectly to be useful. 
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The new Edinburgh electron diffraction apparatus was designed with the inten-
tion of extending the range of molecules available for study by high-energy gas-
phase electron diffraction. The three core features of a typical electron diffraction 
apparatus are present; the electron gun, molecular target and electron detector. 
However, all carry significant advantages over the sort found in a more traditional 
apparatus. 
Brief descriptions of the various components are given in this chapter, with 
further details in subsequent chapters. An overall schematic of the apparatus is 
given in Figure 3.1. 
3.2 Vacuum System 
The inclusion of a molecular beam into an electron diffraction apparatus requires 
a complex vacuum system. Our apparatus consists of six differentially pumped 
chambers, listed in Table 3.1 along with typical operating pressures. A schematic 
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Gun chamber 	5x10 7 mbar 
Main chamber 5 x 10-6  mbar 
Collision zone chamber 5 x 10-8  mbar 
Detector chamber 	5x10 7 mbar 
Nozzle chamber ca. lx 10_2  mbar; 0.1-10 mbar with gas load 
Dump tank 	 ca. 5x10 7 mbar with no gas load 
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Figure 3.2: Schematic representation of the vacuum system. 
DP Diffusion Pump MP Mechanical Pump 
TSP 	Titanium Sublimation Pump PG Pirani Gauge 
IG Ion Gauge AR Air Release 
GV Gate Valve BV Backing Valve 
TWV Three Way Valve LN2 Liquid Nitrogen Trap 
Pn. BV4 Pneumatic Backing Valve 	BuV Butterfly Valve 
3.2. VACUUM SYSTEM 
The path of the molecular beam goes through three of the chambers. It 
starts off in the nozzle chamber where the gas enters through the nozzle at a 
stagnation pressure of 30-40 bar. Even under such a gas load the nozzle chamber 
pressure is kept below 10 mbar using a Roots blower pump in combination with 
an Edwards E1M80 mechanical pump. A portion of the overexpanded molecular 
jet is skimmed off and enters the main chamber, pumped by an Edwards E012 oil 
diffusion pump. After passing through the beam tube assembly and intersecting 
with the electron beam, the molecular beam enters the dump tank via a flexible 
tube. The dump tank is a small chamber situated within the man chamber, and 
is pumped by an Edwards E04 oil diffusion pump. It contains a quadrupole 
mass spectrometer for alignment and analysis of the molcular beam. The main 
chamber pumps away any molecules that leave the centreline molecular beam and 
do not enter the dump tank. 
The electron beam path can be described in a similar manner. The telefo-
cus electron gun is housed in the gun chamber, pumped by an Edwards E04 
oil diffusion pump, which typically operates at a pressure of ca. 5x10 7 mbar. 
The electron beam leaves the gun chamber and enters the beam tube where it 
intersects with the molecular beam. It then passes through the collision zone 
chamber, pumped by an Edwards E06 oil diffusion pump, and enters the detec-
tor chamber, pumped by an Edwards Diffstak cryopump with integral butterfly 
valve to isolate the chamber from the pump if required. 
All five diffusion pumps are attached to the same roughing line and are backed 
by an Edwards E2M80 mechanical pump. If necessary, the Diffstak can be backed 
independently from the other four diffusion pumps, using a small mechanical 
rotary pump, by closing the solenoid valve, BV2. 
The pressure balance switch, consisting of two pressure sensors and a pneu- 
matic solenoid valve, is to ensure that there is a pressure difference of no more 
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than 20 Torr between either side of the skimmer wall (i.e. between the nozzle 
chamber and the main chamber). The nozzle chamber was originally pumped in-
dependently of the rest of the apparatus; the nozzle chamber by the Roots blower 
combination and the other chambers by the Edwards E2M80. Due to differences 
in pumping speed an appreciable pressure difference could arise. Robert Fender 
reported buckling of the bellows-mounted flange and subsequent damage to the 
skimmer box which led to the installation of this safety system [1]. 
The main roughing line is extended round to the nozzle chamber so that 
the whole apparatus is roughed by the E2M80. Only when the pressure is low 
enough within the main chamber can the pneumatic solenoid valve, PnBV4, shut, 
allowing independent pumping of the nozzle chamber by the Roots blower com-
bination. If, for whatever reason, the pressure difference rises above 20 Torr then 
the solenoid valve reopens to equalise the pressures. The valve is operated by a 
nitrogen cylinder supplying a pressure of Ca. 1 atm; it is fail-safe by remaining 
open if the nitrogen supply or electrical power is disconnected. 
3.3 Molecular Target Source 
The original molecular target was a skimmed, supersonic molecular beam but we 
experienced significant beam alignment problems and so installed a secondary 
source, an effusive needle source. This second source carries none of the advan-
tages of the molecular beam but is considerably easier to align. 
3.3.1 Free-Jet Molecular Beam 
This molecular source is of the type first reported by Campargue [2, 3], charac- 
terised by a high stagnation pressure of ca. 40 bar and a relatively high ambient 
background pressure of up to 10 mbar and producing a collimated, monoenergetic 
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beam of highly cooled molecules. The beam can be run continuously or pulsed, 
in which case higher stagnation pressures can be used. 
The target gas enters the nozzle chamber through a General Valve Corporation 
pulsed nozzle source, driven by a General Valve Corporation IOTA ONE Pulse 
driver. The nozzle source is mounted on an xyz-translator, allowing the source to 
be exactly aligned with the fixed skimmer, at a range of nozzle-skimmer distances. 
A collimated beam is extracted from the expanded gas flow by a Beam Dynamics 
skimmer. 
3.3.2 Effusive Needle Source 
The effusive source comprises a small, flat-ended hypodermic needle of 0.5 mm 
outer diameter and 0.25 mm inner diameter, mounted on an xyz-translator. The 
pressure of the target gas at the needle is controlled by a needle valve, and is 
typically about 20-30 Torr. 
Alignment of the needle with the electron beam is straightforward, and is 
done by lowering the needle and then translating it until it is in the path of 
the electron beam. The gas load is pumped away primarily by the E012 main 
chamber diffusion pump. 
3.4 Telefocus Electron Gun 
An important requirement for electron diffraction is a high energy, high intensity, 
highly collimated electron beam. The telefocus electron gun in use in the new 
apparatus fulfils all these criteria, producing a beam of higher intensity than the 
more traditional triode system and without the use of limiting apertures which 
tend to increase background electron scattering [4]. Our gun was designed by 
Hermann Wellenstein of Brandeis University, Boston, and built by Chip Theusen 
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at the University of Texas at Austin. The gun provides a beam of electrons up to 
50 keV in energy, at currents ranging from 0-500 /-tA and is stable over a period 
of several hours. The power supply is a commercial unit from Start Spellman 
and provides an E.H.T. voltage of up to -50 kV to the gun. The electron beam 
is steered using two independent sets of x and y deflector plates. 
The entire apparatus lies within the magnetic field created by three orthog-
onal sets of Helmholtz coils; transverse, horizontal and longitudinal. Richard 
Mawhorter and Robert Fender carried out investigations to determine the cur-
rent settings for each set of coils to minimise the action of the earth's magnetic 
field on the electron beam, the effects of which can include spreading of the 
diffraction pattern rings and deflection of the whole beam. 
Careful use has been made of mumetal shielding, in particular to shield the 
collision zone region from the field produced by the solenoid pulse valve of the 
molecular beam nozzle. An open cylinder of mumetal also surrounds the detector 
chamber. 
3.5 Position Sensitive Electron Detector 
The apparatus was originally designed to use a novel position-sensitive detector, 
coupled with a set of stacked microchannel plates, capable of time-resolved elec-
tron detection and count rates of 4 Mhz. However, this detector proved to be 
very unstable [1] and was abandoned in favour of a scintillator screen and CCD 
(charge coupled device) camera combination. 
The scintillator screen is held against a quartz viewport at the end of a re-
entrant tube within the detector chamber, while the CCD camera lies outside 
the vacuum system optically coupled to the screen via a standard Nikon lens. 
With this new detection system we lose the time-resolution previously available 
but still have significant advantages over the traditional photographic method of 
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detection, including enhanced dynamic range and linearity of response. 
3.6 Safety Interlock System 
A considerable effort has been made to ensure that the apparatus is fail-safe in 
the event of pump failure. Each of the five diffusion pumps is monitored for 
backing pressure, cooling water flow and temperature; if any of these should fail 
then the whole diffusion pump system is shut down, preventing overheating or 
stalling of the pumps. The backing pressure trip level is set at 4x 10_i  mbar. 
The electron gun can only be turned on if the diffusion pumps are on and 
also if one of the ion gauges is on and measuring a pressure below a certain user-
defined trip value, usually set to 8x iO mbar. If the pressure should rise above 
this value, or the diffusion pumps fail then the gun is immediately shut down, 
preventing damage to the filament. 
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Chapter 4 
Telefocus Electron Gun 
4.1 Introduction 
The electron beam is a critical part of the electron diffraction experiment, and 
for it to be suitable it must have three important features: 
High Energy: The energy of the incident electron must be high enough that 
the electron cloud of the target molecule is not significantly polarised in 
the scattering process. A high energy is also necessary to stay within the 
range of validity of the first Born approximation [1]. Typically, the energy 
is between 40 and 50 keV. 
High Intensity: Electron scattering is relatively weak, with about 1% of the 
incident intensity being scattered. A higher beam current leads to a greater 
collected signal. 
Highly Collimated: The beam must have a small diameter, typically less than 
0.5 mm FWHM along the length of the apparatus, and a small angle of 
divergence to ensure that the intersection region with the molecular target 
is as small as possible. 
34 
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Figure 4.1: Triode system for electron beam production. Taken from [1] 
Most electron diffraction experiments utilise a triode electron gun system, 
as shown in Figure 4.1. The filament is a thin tungsten wire (about 0.15 mm 
in diameter) bent in a hairpin shape with a sharp point, which lies within the 
cylindrical Wehnelt cylinder. The circularly symmetric anode lies some distance 
away from the Wehnelt and filament, with all three centred upon the central 
axis. The filament and Wehnelt are at a negative potential relative to the anode, 
which is grounded. The Wehnelt can be made slightly more negative than the 
filament, by a variable voltage U91  causing a space charge cloud in front of the 
wire and limiting the cloud at the sides. This charge cloud acts as a buffer for 
slight temperature variations of the filament; also, due to its circular symmetry 
the charge cloud prevents the asymmetric filament from influencing the electron 
beam profile, keeping the beam approximately Gaussian in cross section. 
The triode system, however, has a strong disadvantage: the electron beam 
shape is determined mainly by the electric field close to the cathode. The strength 
of the electron lens in the Wehnelt aperture is high and the electrons are focused 
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at a spot only a few microns in front of the filament, meaning that the beam leaves 
the gun with a large angle of divergence. Small apertures along the beam path 
are required to ensure that the beam is highly collimated and small in diameter 
at the molecular target. This is undesirable for two reasons: the beam is less 
intense than it would have been if all the emitted electrons were focused into a 
collimated beam, and the presence of small apertures increases the background 
electron scattering. 
The inclusion of a strong condenser lens that focuses the electron beam at the 
point of detection would correct for this problem. However, such guns are large 
and expensive due to the additional lens. A different electron gun design, known 
as a telefocus system, solves the problem more simply. 
4.2 Design Details 
The telefocus electron gun was first reported by Steigerwald in 1949 [2]. The gun 
has rotational symmetry about the central axis, and a schematic is shown in Fig-
ure 4.2. The Wehnelt cylinder controlling the current and focusing of the electron 
beam consists of two concentric cylindrical electrodes at the same potential [3]; 
the small inner Wehnelt, made of copper in our system, surrounding the filament, 
and the larger outer Wehnelt, made of stainless steel. 
Figure 4.3 shows a schematic of the electric field lines around the Wehnelt 
electrodes. The equipotential lines around the inner cone-shaped Wehnelt elec-
trode form a diverging lens which determines the trajectories of the slowly moving 
electrons near the filament, ensuring there is no premature cross-over of the elec-
tron beam. Further away, at the large opening of the outer Wehnelt cylinder 
(d), the equipotential lines form a converging lens, the action of which is weaker 
as the electrons are moving faster here. 
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Figure 4.2: Schematic of the electron gun, showing the important design param-
eters. 
from the filament, from a few centimetres to several metres. Focusing of the 
beam is typically carried out in one of two ways [4, 5]: translation of the inner 
Wehnelt and filament with respect to the outer Wehnelt (i.e. varying parameter 
a), or translation of the whole Wehnelt configuration with respect to the anode 
(i.e. varying parameter A). Figure 4.4 shows the effect on the equipotential lines 
of varying parameter a. As the inner Wehnelt is pulled back relative to the 
outer Wehnelt, increasing a, the diverging lens becomes weaker and the cross-
over moves towards the filament. Conversely, decreasing a causes the diverging 
lens to become stronger and move the cross-over further from the filament. 
Varying parameter A also affects the focusing of the beam: decreasing A 
increases the strength of the diverging field, moving the cross-over away from 
the filament, while increasing A decreases the diverging field strength and moves 
the cross-over closer. In practice, the two methods of focusing have been found 
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Figure 4.3: Schematic of the electric field lines around the Wehnelt electrodes. 
Taken from [1] 




Figure 4.4: Schematic of the equipotential line distribution as distance a increases. 
Taken from [1] 
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experimental error, "the distance between anode and filament is quite critical 
whereas the focusing mechanism is insensitive to the distance between anode and 
the outer [Wehnelt] cylinder" [3]. 
4.3 Experimental Details 
Figure 4.5 shows a scale diagram of the telefocus gun installed in our electron 
diffraction apparatus. It was designed by Hermann Wellenstein of Brandeis Uni-
versity, Boston, and built by Chip Theusen at the University of Texas at Austin. 
The gun provides a beam of electrons up to 50 keV in energy, at currents ranging 
from 0-500 MA and is stable over a period of several hours. 
A high voltage power supply built by Start Spellman is used to provide an 
E.H.T. voltage of up to -50 kV to the Wehnelt and the Siemens filament. Elec-
trons are produced at the cathode by thermionic emission, with the power supply 
providing a current of up to 3 A to the filament; we typically use a current of 
2.3 A as this seems to provide the best beam qualities. The filament tip lies 0.006 
inches behind the opening of the inner Wehnelt. Figure 4.6 is a scale drawing of 
the Wehnelt and filament as installed in our apparatus. 
4.3.1 Beam Current Control 
The Wehnelt and filament are negative with respect to the anode, which is at 
ground potential. The beam current is controlled as described above, by making 
the Wehnelt up to 167 V more negative than the filament, at which potential no 
beam current can flow. This bias voltage, U9 , can be set either manually or by 
an automatic servo system within the Start Spellman supply. In the latter case a 
beam current is set and the servo system automatically adjusts the bias voltage to 
keep the current at the required setting; when setting the bias voltage manually 
Ill, 
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Figure 4.5: Gun assembly 
AN - Anode 
CC - Cable Clamp 
AT - Alumina Tube 
BE - Bellows 
AS - Adjust/Support Screw 
CN - Compression Nut 
DN - Drive Nut 
DP - Deflector Plate 
FC - Filament Cup 
GB - Guide Block 
GH - Gun Housing 
HV - EHT Cable 
LN - Lock Nut 
TB - Teflon Bearing 
WE - Wehnelt 








Figure 4.6: Scale diagram of the telefocus gun optics. The filament tip lies 0.006 
inches behind the inner Wehnelt tip. 
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the beam current is not guaranteed to remain constant and can drift. A small 
switch inside the power supply is used to select the desired mode of operation. 
4.3.2 Focusing and Alignment 
Of the two focusing methods mentioned previously we use the latter and vary the 
Wehnelt—anode distance, A. This is done by moving the entire Wehnelt—filament 
system, which is mounted on a bellows, with respect to the fixed anode. Previous 
work by Robert Fender found no significant focusing effect, with the electron 
beam having a FWHM of around 0.6 mm at all points along its length [6]. 
Two sets of x-y deflector plates are used to steer the beam. They are oper-
ated independently, the potential differences of the respective x or y plates being 
either of the same polarity for increased steering, or opposing polarity to allow 
translation of the beam by a small amount. The set nearer the beam source is 
controlled by the Start Spellman supply which provides a maximum potential 
difference of 400 V across both the x and y plates, while the far set is controlled 
by external power supplies, which can apply a maximum p.d. of 2000 V. 
4.3.3 Electron Beam Cross-Sections 
Previous work carried out by Robert Fender [6] has shown the beam to be ap-
proximately Gaussian in cross-section. Figure 4.7 shows a typical beam profile 
through the centre of the beam. Figure 4.8 shows a typical beam profile, present-
ing just the raw data as measured by the detector. Figure 4.9 shows the data 
after deconvolution, to remove the influence of the detector. Note the double 
maximum, possibly due to magnetic effects. 
44 4.3. EXPERIMENTAL DETAILS 
1.4 
1.2 










9.0 	9.5 	10.0 	10.5 	11.0 
X/ MM 
Figure 4.7: Cross-section through maximum of electron beam intensity, at 2.0 PA. 
A FWHM of Ca. 0.8 mm and a maximum collected current of 1.25 MA, at a 
distance of 500 mm from the gun. Taken from [6]. 








Figure 4.8: Electron beam profile with no deconvolution attempted. Electron 
bearn current was 1.0 pA, with a maxinium collected current of 0.51 ptA. FWHM 
is ca. 0.95 mm at a distance of 600 mm from the gun. Taken from [6]. 
)( 	




Figure 4.9: Deconvoluted Electron beam profile. FWHM is Ca. 0.6 mm. Taken 
from [6]. 
I 
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4.3.4 Operational Procedure 
All of the work in this thesis was carried out with the supply in active bias mode. 
For the gun and E.H.T. supply to perform reliably and produce a stable electron 
beam we found it necessary to allow the supply to warm up for at least an hour 
before use. If the apparatus was being used for the first time after being let up to 
atmospheric pressure then we would turn on the filament, with no E.H.T. supply, 
to allow the gun to outgas more effectively. It is useful to condition the gun 
optics by applying a voltage in excess of the one actually used in the experiment 
so, as we typically run at 40 kV, an E.H.T. of 45 kV would be dialled up, with 
the filament turned off, and the supply allowed to stabilise for one or two hours. 
After this we would turn off the E.H.T. supply and bring the filament current 
back up to 2.3 A, then slowly bring the E.H.T. supply back up to 40 W. At this 
point the gun is warmed up and ready to supply a stable beam, by dialling up 
an appropriate current and allowing the servo system to adjust the bias voltage 
accordingly. Figure 4.10 shows a plot of the bias voltage against beam current, 
for the present gun setup. 
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Figure 4.10: Beam current versus bias potential at 40 kV and with a filament 
current of 2.3 A. 
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Chapter 5 
Molecular Beam Source 
5.1 Introduction 
Historically, almost all electron diffraction equipment has made use of an effusive 
source to introduce the target gas into the apparatus, although this type of source 
places certain restrictions on the types of compounds that can be studied. Since 
the main reason for building this new apparatus was to extend the range of 
compounds, a Campargue-type free jet source was used [1, 2]. 
This type of source carries several advantages over the more usual effusive 
source. Firstly, target densities up to 1000 times greater are possible. More 
importantly though is the cooling effect of free-jet expansion on molecules within 
the beam. If a light carrier gas, such as helium, is seeded with Ca. 5% target 
molecule then there is substantial cooling of rotational and vibrational modes 
through multiple collisions as the gas mixture passes through the nozzle and 
expands rapidly. With the target molecules mostly in their ground vibrational 
state it is possible to laser-excite to a known rovibrational level in an upper 
electronic state. The third advantage of this type of source is the ability to form 




the target beam which, with the use of a gated detector, can help to improve the 
signal: noise ratio. 
Several new types of experiment are therefore possible with the new apparatus, 
especially in conjunction with laser excitation: 
Low vapour pressure compounds. Compounds which decompose before 
their vapour pressure reaches 1 Torr. 
Floppy molecules in their ground states. Electron diffraction can produce 
spurious data about so-called floppy molecules which undergo large low-
frequency vibrations, due to the shrinkage effect. The ability to cool these 
molecules will enable accurate investigation of their ground vibrational state 
geometries. 
Clusters. Under certain conditions clusters are formed in the free-jet expansion. 
Workers in this field include Bartell [3], who used photographic detection 
methods, and Monot [4], who uses a one-dimensional linear CCD detector 
array. 
Molecular Excited States. Laser excitation of the cooled ground state 
molecules will enable population of individual vibrational levels, so that 
specific excited geometries can be determined. 
Molecular Ions Soft multi-photon ionisation will provide molecular ion densi-
ties high enough for study by electron diffraction. 
Time-dependent Phenomena. With the use of a gated detector, such as 
micro-channel plates, the study of time-dependent phenomena on the 
nanosecond scale will be feasible. Typical examples would be excited states 
decaying by internal conversion rather than radiation, which exhibit geom-




This chapter explains the theory behind the Campargue-type source, and de-
scribes how the source is integrated into the apparatus. Details of the temporary 
effusive source are also given, and a comparison of the two is made. 
5.2 Theory 
5.2.1 Ideal Thermodynamic Analysis 
A Campargue-type source involves the supersonic expansion of gas at a high 
stagnation pressure of a few atmospheres through a small nozzle into a low-
pressure ambient background. The bulk of the flow is essentially adiabatic, non-
viscous and non-conducting and so can be regarded as being isentropic, although 
this approximation breaks down at the shock wave boundaries where there exist 
severe velocity and temperature gradients [5]. For a perfect gas this isentropic 
condition can be expressed as 
P/PO = (p/p' = (T/T0)/ ( ') 	 ( 5.1) 
where T0 , Po , and Po  are the temperature, pressure and density of the reservoir; 
T, P, and p are the same properties in the isentropic part of the expansion; and 
is the heat capacity ratio C/C. 
The random thermal motion of the gas in its stagnation state is converted 
into directed mass flow, with the result that the translational temperature T 
(defined in terms of the width of the velocity distribution) decreases, while the 
velocity associated with directed flow, u, increases. This is an adiabatic process 
and conservation of energy requires that 






where h is the enthalpy per unit mass at any particular point in the expansion, 
and h0 is the enthalpy per unit mass prior to expansion. For an ideal gas, 
ho - h =Cp (To - T) (5.3) 
where C, is the heat capacity at constant pressure per unit mass and T0 is the 
nozzle temperature. Given that C, - C,, = R and C/C = 'y then 
( 7\ 
h0 —h= 	1 )R(To _T) 	 (5.4) 
where R is the gas constant per unit mass. For an ideal gas the speed of sound, 
a, is given by 
a = ('yRT) 112 
	
(5.5) 
so substitution of Eq. 5.5 and Eq. 5.4 into Eq. 5.2 gives the degree of translational 
cooling, 
T - = [1+  (;1)M2] 	 (5.6) 
T0  
where M, the Mach number, is equal to u/a [6]. Typically M can be about 10 and 
so with 'y = 5/3, T/T0 may approach 3x10 2 [7]. Under the right conditions M 
can be much higher than this, with values over 100 not impossible. The isentropic 
relations given in Eq. 5.1 can be used to obtain 
P 	1 
 i —=I+ 
( _1 




5.2.2 Properties of the Free Jet 
Figure 5.1 shows a schematic of the continuous free-jet expansion [8]. The gas 
starts off in a stagnation state (&T0 ), but with an imposed pressure difference of 
(P0 - Pb), where Pb is the ambient background pressure, accelerates towards the 
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Figure 5.1: Continuous Free-jet Expansion. Taken from [8] 
exit as the cross-sectional area decreases. By substituting M = 1 into Eq. 5.7, the 
critical pressure ratio, G, for supersonic flow can be determined; if the pressure 




which is less than 2.1 for all gases, then the gas will exit the nozzle with mean 
velocity equal to the local speed of sound or Mach number, M, equal to 1. If 
PO/Pb is less than C the flow will not reach sonic speed and the gas will exit 
the nozzle with a pressure approximately equal to Pb and undergo no further 
expansion. As PO/Pb increases beyond C, M equals 1 at the exit and the exit 
pressure becomes independent of Pb and equal to P0 /C. Since the exit pressure 
is so much greater than Pb the jet is considerably underexpanded. 
The supersonic expansion has two unusual properties. Firstly, unlike sub- 
sonic flow the velocity increases as the flow area increases, meaning that M can 
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increase above its exit value of 1. Secondly, as the flow is faster than the speed 
of sound it cannot "sense" the downstream boundary conditions. Hence the jet 
overexpands downstream of the exit to densities which are considerably lower 
than the background gas density. This region of the jet is termed the zone of 
silence, as it "knows" nothing of the external boundary condition, Pb. 
At some point the overexpanded jet must adjust to the boundary conditions 
and does so through a series of shock waves; the barrel shock at the sides and 
the Mach disk shock normal to the overall direction of flow. These shock waves 
are very thin nonisentropic regions of large density, pressure, temperature, and 
velocity gradients. The Mach disk location is insensitive to 'y  and is given by 
(xM/d) = 0.67(Po /Pb) 112 	 (5.9) 
where XM is the distance of the Mach disk from the nozzle, and d is the nozzle 
diameter. 
As the gas expands and cools, the constituent particles undergo multiple col-
lisions leading to a very narrow velocity distribution, both parallel and perpen-
dicular to the beam direction. For polyatomic molecules seeded within a light 
carrier gas, such as helium, the cold translational bath acts as a refrigerant for 
the other degrees of freedom in the post-nozzle region of the expansion. The 
most efficient process is rotation-translation energy exchange, and measurements 
of the final rotational energy distribution in supersonic beams show an essentially 
thermal distribution with a temperature not much higher than the translational 
temperature, T [9]. Vibrational cooling in diatomics is more limited, due to the 
large energy spacings. However, in polyatomic molecules, with much smaller vi-
brational spacings, rapid vibrational energy transfer can occur and cooling of 
certain modes to near T is possible. 
Cluster formation is a possibility due to the narrow velocity distribution, but 
5.2. THEORY 	 55 
because condensation is a much slower process than rotational or even vibrational 
relaxation, extensive internal cooling can be achieved before condensation takes 
place [101. Rotational temperatures of K have been achieved for 2-5% NO 2 in 
argon, by Smalley et al. [6], while Zacharias et al. [11] have achieved rotational 
temperatures of less than 10 K for 3% NO seeded in helium or argon. Of course, 
if the formation of clusters is desirable, the conditions can be set to make this 
more favourable. 
If the expanding gas is treated as a continuum then the Mach number depen-
dence on distance from the nozzle, within the zone of silence, can be approximated 
by 
M = 	 (5.10) 
where x is the downstream distance, d the nozzle diameter, and A a constant 
that depends on 'y  and is 3.26 for a monatomic gas. Eq. 5.10 only describes 
the Mach number development in the region where the density is high enough 
to provide the two-body collisions required for cooling. Further away from the 
nozzle a terminal Mach number is approached asymptotically, as the number of 
collisions decreases. The model developed by Anderson and Fenn [12] predicts 
that the terminal Mach number MT is given by 
MT = e(A o/d)' 1 	 (5.11) 
where A o is the mean free path in the source and c is a constant, characteristic of 
the gas in question. Using an experimentally determined value of € for argon, it 
can be seen explicitly that MT is a function of the product Po d: 
MT = 133(P0 d) 04 	 (5.12) 
where P0 is in atmospheres and d in cm. This equation has been found to work 
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satisfactorily for gases other than helium, which develops much larger terminal 
Mach numbers than predicted due to quantum effects increasing the collision 
cross-section with decreasing relative velocity [2]. 
At some point in the expansion the number of collisions drops to such a 
level that the expansion cannot be considered to be continuum flow, but instead 
free molecular flow. In the absence of collisions, no energy can flow between the 
internal degrees of freedom, so the relaxation process ceases and the translational, 
vibrational and rotational populations are frozen. Figure 5.2 shows how various 
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Figure 5.2: Free-jet centreline properties versus distance in source diameters; 
= 5/3; temperature, T, density, n, and binary hard sphere collision frequency, 
ii, are normalized by source stagnation values T0 , n0 , v0 ; bulk flow velocity, V, is 
normalised by terminal velocity, V. Taken from [8] 
If the expanded beam is sampled by impinging upon a conical skimmer with 
a small aperture at the tip, typically 100-500 microns in diameter, a highly colli-
mated beam of cooled target molecules and carrier gas can be obtained. Although 
the original proportion of the heavier target molecules is small (1-10%), there 
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can be significant relative enrichment of the heavier species during expansion, 
however, this species separation is normally a strong function of the apparatus 
parameters and less a property inherent to the free-jet expansion [8]. 
Figure 5.3 shows the position of the skimmer relative to the nozzle and the 
Mach disk. The skimmer is positioned so that the tip is within the high velocity, 
zone of silence and the beam is extracted from the continuum region of the flow. 
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Figure 5.3: Schematic diagram of a nozzle beam source operated by skimming in 
the region of overexpansion of a free-jet zone of silence (Campargue-type). Taken 
from [1]. 
The beam intensity and the degree of cooling can both be improved by in-
creasing the quantity Po d. This product represents the total number of two-body 
collisions undergone by a given molecule during the expansion process. However, 
this can lead to increased formation of unwanted van der Waals complexes, deter-
mined by the number of three-body collisions scaling roughly as Pd. A simple 
solution to this is to heat the nozzle, which allows the enhancement of Po d whilst 
preventing complex formation. Conversely, cooling the nozzle can enhance the 
formation of clusters and van der Waals complexes. 
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5.3 Comparison with Effusive Source 
This source differs from the Campargue-type source in that here the molecules 
effuse through the exit, without undergoing collisions; their motion is mutually 
independent. The Knudsen number, K, where 
Mean free path in source 
K = 	 (5.13) 
Smallest dimension of orifice 
is greater than 1, contrasting with the free-jet source where K is substantially 
less than 1. 
The angular distribution of molecules emerging from the slit follows a cosine 
law, with the flux at 0 from the forward direction and at a distance r is: 
1(0, r) = 1.11 x 1O 20 A spcos 0/r2 (MT) mol MM-2S-1 (5.14) 
where A 3 is the aperture area, p the source pressure, M the molecular weight, 
and T the source temperature [7]. This equation shows that the intensity drops 
off rapidly with distance from the source. For a given target gas density the 
background gas load is much lower with the free-jet expansion than with an 
effusive source. 
5.4 Experimental Details 
5.4.1 Campargue-Type Source 
Effective pumping of the nozzle chamber is critical with this type of beam source. 
The nozzle chamber in our apparatus is pumped by a Roots blower backed by 
an Edwards E1M80 rotary pump. This combination allows us to work with 
stagnation pressures of up to 40 bar under continuous beam conditions, causing 
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the ambient background pressure, Pb, to rise from r5x10 3 mbar to 0.1-10 mbar, 
dependent upon the exact stagnation pressure. 
The gas enters the chamber through a General Valve Corporation pulsed noz-
zle source, of diameter 100 pm. The valve is driven by a General Valve Corpo-
ration IOTA ONE Pulse driver, in either continuous or pulsed mode. The nozzle 
source is mounted on an xyz-translator, allowing the source to be exactly aligned 
with the fixed skimmer, at a range of nozzle-skimmer distances. 
A collimated beam is extracted from the expanded gas flow by a Beam Dy-
namics skimmer, having an aperture of diameter 180 pm; the skimmer length 
is 25 mm. The beam travels a short distance through the main chamber then 
enters the beam tube through a 1 mm diameter hole. The molecular beam should 
intersect the electron beam at the centre of the beam tube, 36 mm from the tip of 
the skimmer. The molecular beam then leaves the beam tube through a 1.2 mm 
diameter hole, travels a further 6 mm and enters a flexible tube which leads into 
the dump tank. The beam ends its flight 676(±5) mm from the skimmer tip, 
at the ionisation region of a Leda-Mass quadrupole mass spectrometer, used to 
measure the beam intensity, and to assist in nozzle alignment. The various aper-
tures through which the molecular beam passes are fixed in operation, and must 
be pre-aligned using a low power He-Ne laser. 
Previous work by Robert Fender [13] included the calibration of the mass 
spectrometer, and the characterisation of the nozzle source and molecular beam; 
his work is summarised here. The spectrometer exhibited different sensitivities to 
different species, depending on the ionisation cross-section. Measured pressures 
are converted to true pressures by taking into account this differing sensitivity, in 
the following manner. N2 is considered to have a sensitivity of 1; the sensitivity 
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Gas Ionisation Sensitivity 
He 	0.14 
CO2 1.4 
NO 	 1.2 
Ar 1.2 
Table 5.1: lonisation sensitivities relative to N 2 
of species X is defined by 
Jonisation sensitivity = Relative intensity of X 
	
(5.15) 
 Relative intensity of N 2 
Measured pressures are converted to true pressures by: 
Ptrue = 	
1 
Pmeasured X Ionisation sensitivity 	
(5.16) 
Table 5.1 lists some relevant ionisation sensitivities [14]. 
From the pressure measured at the mass spectrometer it is possible to calculate 
the pressure at the collision zone, using a correction factor based upon a solid 
angle argument. The collision zone lies 36 mm from the skimmer tip with the 
mass spectrometer a further 640 mm away, so a suitable correction factor can be 
defined as 
(36+640) 2  
Correction factor = 	 = 353 	 (5.17) 362 
It is important to determine how the beam intensity varies with stagnation 
pressure, and with nozzle-skimmer distance. Experiments to characterise the 
beam source in this way were carried out by Robert Fender. 
Figure 5.4A shows the qualitative behaviour of the centreline beam intensity 
at a fixed detector downstream of a skimmer versus the source-skimmer distance, 
x/d, with source conditions constant. Figure 5.413 shows the typical behaviour of 
the beam intensity versus source stagnation pressure. The maximum in Figure 5.4 
is known as the maximum rnaximorum (MM), and its position, x"/d,  has been 
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Figure 5.4: Typical beam intensity versus source-skimmer distance (A) and versus 
source stagnation pressure (B). Taken from [8]. 
determined semi-empirically by Campargue [1] to be 
MM 





where Xm  is the distance downstream of the nozzle, d the nozzle diameter and A 0 
the source mean free path. It is useful to calculate the approximate MM position 
for the current apparatus, with a stagnation pressure, F0 , of 32 bar and assuming 
a pure He expansion. At this stagnation pressure, Pb is typically r'1 mbar and 
A 0  r...i4.4  nm [15], so 
- 	K 100x i0\ 	32d 0.125 4.4 x 	 ) ( x 10 -3 )] - 
= 112 
which, with the nozzle diameter of 100 m, gives an absolute nozzle-skimmer 
distance of 11.2 mm. 
Figure 5.5 shows the CO 2 intensities at the mass spectrometer versus the 
nozzle-skimmer distance for stagnation pressures of 10-40 bar, using a 5% CO2/He 
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mixture. The profiles match the typical intensity profile, as shown in Figure 5.4. 
The MM position here is '-11 mm from the nozzle, which is the same as that 
calculated from Campargue's semi-empirical equation (Eq. 5.18). No minimum 
was observed as this lay below the smallest nozzle-skimmer distance of 6 mm. 
Figure 5.6 shows the centreline CO 2 pressures for a fixed nozzle-skimmer dis-
tance of 12 mm for a continuous beam of 5% CO 2 /He, at a range of stagnation 
pressures up to 45 bar. The results for a pulsed beam expansion are also shown, 
with stagnation pressures ranging from 35-70 bar, the beam being on for 500 s 
and off for 10 ms. It was not possible to observe the intensity tail off at high P0 , 
as in Figure 5.4, because the nozzle chamber pressure became too high as the 
pumping limit for the Roots blower combination was reached. 
5.4.2 Effusive Needle Source 
This source is very much simpler than the molecular beam source, and consists 
of a thin, fiat-ended hypodermic needle, with outer diameter of 0.5 mm and 
inner diameter of 0.25 mm, mounted at the end of a length of 1/4 inch stainless 
steel tubing. The tubing enters the vacuum through a compressed 0-ring seal, 
mounted on an xyz-translator, allowing the needle to be easily aligned with the 
electron beam. 
Gas-flow to the needle is controlled using a needle valve, and the pressure 
behind the needle measured with a Baratron pressure gauge measuring in the 
range 0-100 Torr. The experiment is usually run with a pressure of 20-30 Torr. 
This gas load is pumped away primarly by the Edwards E012 oil diffusion pump 
in the main chamber. 
Alignment of the needle with the electron beam is achieved by directing the 
electron beam into the collector cup then lowering the needle and translating it 
until the measured current is a minimum and the needle is in the beam path. 
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The needle is then raised just high enough for the current to return to its original 
value. 












5.4. EXPERIMENTAL DETAILS 
Nozzle-skimmer distance! mm 
Figure 5.5: CO 2 intensities at the mass spectrometer versus nozzle-skimmer dis-
tance for four stagnation pressures of a 5% CO 2 /He mixture. Taken from [13] 
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Figure 5.6: CO2 intensities at the mass spectrometer versus source stagnation 
pressure for a continuous and a pulsed molecular beam (500 ts on, 10 ms off). 
Taken from [13]. 
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Previous work carried out with this apparatus used a different electron detector 
to the one currently installed. The original detector was a position sensitive, 
time-resolved system, consisting of a set of stacked microchannel plates acting 
as an electron-multiplier, behind which was a collector anode [1]. The anode 
comprised approximately 170 concentric gold rings, each ring able to detect elec-
trons independently. On the back surface of this wafer were all the amplifier and 
scaling electronics, to which the rings were connected. The scaled output was 
fed straight to a computer. The detector was to have operated as an electron 
counter and would have had significant advantages over other detection systems, 
the principle one being the possibility of time resolution, essential in the deter-
mination of excited state geometries and time-resolved structures. After much 
effort this approach was abandoned as the detector was not able to operate for 
extended periods of time because of technical difficulties with the electronics. It 
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was thus decided to opt for a completely different detection system: a scintillator 
screen and a scientific grade CCD (Charge Coupled Device) camera; an approach 
more akin to the traditional photographic plate method, but with a number of 
advantages, the main ones being: 
The image is available seconds after exposure 
Greater dynamic range, typically 100 times greater than film 
Greater linearity of signal response than film 
Charge coupled devices have been used to record electrons by direct bom-
bardment, but this method of electron detection has some significant drawbacks. 
Firstly, as one 40 keV electron can create several thousand electron-hole pairs, 
and the individual pixel capacity is about 300,000 electrons, the CCD quickly 
becomes saturated. Secondly, radiation damage will occur so the CCD will need 
regular replacement. Furthermore, without the possibility of image demagnifica-
tion using a lens or fibre-optic taper, the CCD must be large enough to cover the 
whole area of electron scattering making it expensive. 
In our system we have used both NE102A scintillator and P22G phosphor 
screens for electron detection and in either case a lens system to optically couple 
the screen to the CCD. 
6.2 Electron Detection 
The most important requirements of a detector screen are: 
a high conversion efficiency from electron to light energy 
emission wavelength suitable for CCD detection 
resistance to radiation damage 
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Figure 6.1: P22G emission spectrum. The bold curve is Type 1 P22 (ZnS; 
Cu,Au,Al) as used in our apparatus, the other solid curve being Type 2 
((Zn,Cd)S;Cu,Al). The dashed line show a typical CCD response. Taken from [3] 
a reasonably short decay time, for time-resolved measurements, and to pre-
vent saturation 
reasonably economical and convenient replacements for damaged screens 
The P22G phosphor (ZnS, doped with Cu, Au and Al) is extremely efficient 
at energy conversion, with a conversion efficiency of up to 20% (i.e. 20% of the 
incident electron energy is converted to light energy). However, P22G has a 
long and complex decay making it unsuitable for rapid imaging [2]. For current 
purposes this is acceptable, but the determination of time-resolved structures 
will require a faster detector. The phosphor screen we use has a 90 mm diameter 
active area, coated at 7.5 mg cm 2 , on a glass substrate of 110 mm diameter. The 
peak emission is at 535 nm [3], with the typical response shown in Figure 6.1. 
NE102A, an organic scintillator, is much less efficient, with an intrinsic scintil-
lation efficiency of 2.9±0.2 % [4]. However, its decay time is typically 1000 times 
shorter than the P22G phosphor, making it suitable for fast imaging applications. 
NE102A is no longer available from NE Technology, but a direct equivalent, BC- 
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P22G 	NE102A 
Conversion Efficiency 	Up to 25% Ca. 3% 
Decay Time 	 35 ps 	2.1 ns 
Emission Wavelength Peak 535 nm 425 nm 
Table 6.1: Comparison of P22G and NE102A properties 
408, is available from Bicron Corporation. It comes in the form of thin sheets of 
polyvinyltoluene base material, and can be cut to the desired size, in our case a 
circle of 110 mm diameter. The peak emission is at 423 nm, a wavelength less 
suitable for CCDs, which typically respond better in the middle of the visible 
spectrum [5]. Table 6.1 shows a comparison of the important properties of either 
detector. 
6.2.1 Aluminium Coating 
At high incident electron energies the target screen will charge up over time. 
A thin coating of aluminium, which is earthed at ground potential, is required 
to act as a conductor and stabilise the phosphor against charging effects. The 
aluminium coating has a further advantage in acting as a reflective layer for back 
scattered light, significantly increasing the available light to the CCD camera. 
Some secondary-electron production may also occur within the aluminium layer, 
further amplifying the signal, although this will depend on the exact thickness of 
the layer. 
Aluminium is evaporated onto the surface and a resistivity sensor system used 
to control the thickness. The P22G phosphor has a 50 nm coating provided by 
the supplier, Levy Hill Laboratories, while the NE102A scintillator has a 100 nm 
layer, provided by Eric Davidson of the Physics Department at Edinburgh. 
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6.2.2 Comparison of Light Output 
P22G Phosphor 
Assuming a conversion efficiency of 20% for the electron energy into photons of 
energy 2.3 eV, then the energy required to produce one photon is 
2.3 
0.20 = 11.5 eV/photon 
and so a 40 keV electron absorbed into the phosphor will produce 3500 photons 
NE102A Scintillator 
By the same method as for the P22G phosphor, and assuming a conversion effi-
ciency of 2.9% [6] and photon energy of 2.82 eV, each 40 keV electron absorbed 
into the scintillator will produce —400 photons. The efficiency of organic scintil-
lators is commonly quoted relative to anthracene, with NE102A at 65%. 
6.3 CCD Cameras 
A CCD consists of a two-dimensional array of square potential wells (typically 
512 x 512 or more, not necessarily in a square array) capable of holding the 
electrons from electron-hole pairs created by incident photons. The contents of 
these wells can be individually read out to produce a two-dimensional image of 
the light intensity incident on the CCD in the previous exposure. This readout is 
accomplished by shifting the charge in each potential well to an output amplifier, 
digitising the output voltage with an analogue-to-digital converter and finally 
storing the digitised data in computer memory. The potential wells can thus be 
considered as square picture elements (pixels) [7, 8]. 




A particularly important feature of any electron detector used in electron diffrac-
tion is its dynamic range. This is because there is such a great' variation in 
signal intensity with scattering angle (recall that scattering intensity is inversely 
proportional to s4 ). Dynamic range can be defined in a number of ways, but 
a particularly appropriate definition when considering CCDs is the ratio of the 
the largest signal the CCD can handle linearly to the readout noise (in the dark) 
of the CCD system. The dynamic range of the CCD detector is approximately 
100 times greater than for film [9], in fact the electronic dynamic range can even 
exceed the intra.scenic dynamic range of the optical system used to convey the 
light to the CCD. These intrascenic dynamic range limitations arise from the 
various sources of stray light, such as imperfections in the optics and reflections 
from optical surfaces [10]. 
Instrument Noise 
There are two main sources of noise in CCD images. The first is due to what 
is known as dark charge. Even when there is no light incident on the CCD 
a small amount of charge is still produced within each pixel, due to thermal 
energy. The dark charge pattern for a particular temperature and exposure length 
is predictable and can be subtracted from images as a background, but it is 
still detrimental for a number of reasons. It increases the background level thus 
reducing the dynamic range and it gives rise to dark charge noise. The dark charge 
can be reduced in two ways. Cooling the CCD to temperatures of around -40°C 
greatly reduces it to less than 2 electrons pixel - ' s, with the low temperatures 
being achieved by thermoelectric Peltier effect cooling. Dark charge is generated 
both in the bulk of the silicon and at the surface, in the silicon to silicon oxide 
interface regions and so the second method employs MPP (multi-pinned phase) 
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technology to eliminate dark charge produced at the surface, the larger source, 
reducing it to well below 1 electron pixel' s' thus allowing long exposure times. 
The second type of noise is readout noise which, unlike dark charge noise, 
originates not in the imaging section but in the output preamplifier of the CCD. 
This noise is influenced by temperature and readout rate. It is greatly reduced 
at temperatures below -60°C, and decreases as the readout rate is reduced. 
The low level of instrument noise of a CCD camera means that for most of 
its dynamic range, the noise is dominated by the incident photon shot noise. 
CCD Efficiency 
Another advantage of the CCD system is its high sensitivity. Not all the photons 
that reach the CCD interact to generate electron-hole pairs, but the fraction 
which does interact is termed the quantum efficiency (QE). The back-illuminated 
CCD we have has a QE as high as 80% [10]. The wavelength dependence of the 
CCD quantum efficiency is shown in Figure 6.2. 
Other Advantages 
Due to the image being captured electronically it is available within seconds after 
exposure and can be processed easily. It takes much longer to generate a similar 
image from film, which requires developing, after which the image needs to be 
digitised with a microdensitomer, an expensive and time-consuming process. 
6.3.1 CCD Specification 
The CCD used in our apparatus is a Scientific Grade 1 CCD made by SITe 
(TEA/CCD-512SB) and purchased from Princeton Instruments Inc., which has 
512 x 512 pixels, each 24 jm square making up a total input imaging area of 
12.3. x 12.3 mm. The analogue-to-digital conversion operates at 16-bit resolution, 
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Figure 6.2: Quantum efficiency versus wavelength for the CCD. We use a back-
illuminated CCD, which has a peak quantum efficiency of 80%, at Ca. 640 nm. 
Taken from [10] 
and the readout rate is usually set at the minimum of 50 kHz, to minimise readout 
noise. The CCD must be cooled to reduce the dark charge to acceptable levels, 
and so it typically operates at -40°C or lower. Above -40°C heat can be removed 
from the Peltier device by forced air flow, but at lower temperatures, down to 
-50°C, water cooling is required. To prevent condensation forming on the chip and 
leaving harmful deposits, the CCD enclosure is evacuated down to 2 x 10 2  mbar. 
The full-well capacity is between 300,000 and 350,000 electrons pixel - ' and 
the readout noise is typically 4-7 electrons pixel' at 50 kHz, giving a dynamic 
range of 15-16 bits. The performance characteristics of the CCD camera are 
summarised in Table 6.2. 
The CCD camera is optically coupled to the screen using either a Nikkor 
85mm f/1.8 or Micro-Nikkor 55mm/f2.8 lens, depending upon the collision zone-
screen distance; the shorter distance means the CCD is further from the screen, 
requiring the longer focal length lens. 
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Format: 512 x 512; 12.3 x12.3 mm; 24 x 24 pm pixels 
Full Well Capacity: 300,000-350,000 electrons pixel - ' 
Readout Noise: 4-7 electrons at 50 kHz; 
18-21 electrons at 1 MHz 
Spectral Range: 260-1080 nm 
Response Nonuniformity: < ±4% over entire CCD area, except blemishes 
Blemish Definitions: Point defect, a pixel with significantly more or 
less signal than adjacent pixels; 
Cluster defect, a grouping of adjacent 
point defects; 
Column Defect, a grouping of point defects 
along a single column; 
Blemish Specifications: 10 or fewer point defects, 
no partial or full column defects 
Operating Temperature: -40°C with air circulation, 
-50°C with water circulation 
Typical Dark Charge: < 1 electron pixel' second - ' 
Table 6.2: CCD performance characteristics 
An alternative method of optically coupling the screen to the CCD would be 
to use a fused fibre-optic taper. These are produced by stretching near molten 
fused fibre-optic bundles, and demagnification ratios of 5:1 are possible, with 
imaging areas over 100 mm in diameter [10]. The chief advantage of this system 
is the greatly enhanced light transmission to the CCD, as well as the fact that it 
does not incur the vignetting, distortion or long-range crosstalk of a lens system. 
There are two ways in which this type of system could be employed; the 
simpler way would be to mount the taper and CCD camera outside the vacuum, 
up against the quartz viewport. The second, more complex way would be to 
mount the scintillator directly onto the taper, with the CCD also within the 
vacuum system, thus eliminating the need for the viewport and consequently 
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Ls/A' I radius/mm ring area/m' Pixels signal/e 	s 
2.7 3 5.9 x 10 -6 410 4 x 107 
22.0 27 5.0 x 10 3500 4 x io 
Table 6.3: Predictions of Scattering Model 
reducing transmission losses. 
There are important disadvantages though, which led us to opt for the lens 
system. Although they are decreasing in price, good quality tapers of the sort 
we would require (large imaging area, high demagnification) are still expensive. 
Secondly, it would introduce a lack of flexibility into the camera arrangement, 
important for a developmental system such as ours. 
6.4 Suitability of the CCD Camera 
In this section we seek to examine the performance of the CCD camera as an 
electron detector; to do this we must first estimate the scattering performance of 
the apparatus. 
6.4.1 Scattering Performance 
A simulation program, written by Dr. M. Fluendy, capable of modelling the elec-
tron scattering in the apparatus provides the basis for the following calculations. 
Assuming a 1.0 tA electron beam current (10-100 times less than the practical 
maximum), a target density of 1020  molecules m 3 and scattering distance of 
0.12 m, the model predicts the electron intensity incident upon an annular ring 
of width 0.3 mm at a given radial distance; some results are shown in Table 6.3. 
The number of pixels was calculated assuming pixel dimensions of 24 /Lm square 
and demagnification by a factor of 5 from screen to CCD. 
From Section 6.2.2 we saw that each incident 40 keV electron generates -3500 
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photons. These are emitted over 47r steradians, but because of the front coating of 
aluminium a proportion, say 50%, is reflected back towards the camera, meaning 
around 2600 photons over 27r steradians, or '--'400 photons.sterad 1 per incident 
electron, are potentially available for detection. 
6.4.2 Detection Efficiency 
If the camera lens is 800 mm from the screen, and its diameter is 30 mm, then 
it has a collection area of 1.1x10 3 steradians, giving 0.4 photons collected per 
incident electron. Losses within the optical system and a CCD quantum effi-
ciency of less than 100% mean that each incident electron will yield fewer than 
0.2 photoelectrons within the CCD, showing that single event detection is not a 
possibility. 
6.4.3 Exposure Time 
To obtain an idea of the exposure length required, we need to consider how long 
it will take for the CCD to saturate, given that 0.2 photoelectrons are created per 
incident electron and the individual pixel well capacity is ca. 3 x 10 1 electrons. 
The inner ring will be full when a charge of 3x10 5 x410=1.2x10 8 photoelec-
trons has accumulated. This will be after Ca. 6 x 108  scattered electrons have 
arrived. With an incident intensity of 4x10 1 electrons.s 1 this will occur after 
about 15 seconds. The maximum charge fill for the outer ring is 1 x 10 9 photoelec-
trons, corresponding to 5 x 10 9 scattered electrons. With an incident intensity of 
4 x iO electrons.s 1 , the outer ring will be full after about 13000 seconds. These 
calculation are summarised in Table 6.4. 
These results show that a graded filter will be required between the scintillator 
and the camera to allow an increased exposure time and greater signal intensity 
at large s. We have found this to be the case in practice, and have installed a 
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Ring Pixels Photoelectron Scattered Electron 	Incident 	Saturation  
Capacity/e - 	"Capacity"1 /e Flux/e .s 1 I Time/s I 
Inner 410 1.2x108 6x108 	-- - - 	 4x107 15 
LOuter 3500 1x109 5x109 4x105 13000 
Table 6.4: Summary of exposure time calculations for inner and outer rings. 
'Equivalent capacity calculated assuming one incident high energy electron pro-
duces 0.2 photoelectrons in the CCD. 
filter with relative light transmission going from 0.1% at the middle to 100% at 
the edge, essentially increasing as a function of r3 , where r is the distance from 
the centre of the filter. 
6.4.4 Signal-to-Noise Consideration 




znstj 	 (6.1) 
where Np,, the photon shot noise associated with the signal, and 	is the total 
of the readout noise, NR, and the dark charge noise, ND. However, the signal 
image must have a background image subtracted from it, so the final image has 
noise contributions from two exposures: the exposure taken with the molecular 
source on and one taken with the source off. 
So for the ith pixel, 
Si = I011) - 1i (off) 
= 	 (6.2) 
where S is the nett scattered signal, j(øn)  is the total signal with the molecu-
lar source on, j(off)  is the total signal with the molecular source off, B is the 
background signal and D is total dark signal from the CCD. The total variance 
associated with the signal, assuming white noise and neglecting covariance terms, 
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is given by: 
Var2 = Var(S) + Var(B2 ) + Var(D2 ) + Var(B2 ) + Var(D2 ) 
	
= Si + 2B, + 2N 5 	 (6.3) 
the noise given by the square root of the variance. 
In practice we have found it takes about 40 s for the CCD to saturate. Given 
that dark charge is produced at a rate of 1 e .pixel'.s', and the readout noise 
is Ca. 7 e.pixel', then for a 40 s exposure the total instrument noise per pixel 
is given by: 
N - inst -	R 
= (72 +40)1/2 
= 9 e .pixe1 
Using the scattering pattern of CF 4 as an example, we can examine the typ-
ical signal-to-noise ratios achievable with the current setup. The total signal, 
comprising the scattered and background signal, recorded by a particular pixel at 
an s value of r6.5 A- ' was 23386 counts, while the background signal collected 
in a separate exposure by the same pixel was 2519 counts, giving a nett scat-
tered signal of 20867 counts. The camera gain is such that 1 count is equivalent 
to about 5 photoelectrons within the CCD. The total noise is calculated using 
Eq. 6.3, with a total instrument noise, of 9 e .pixel' as calculated above. 
The results for s values of 6.5 and 20 A' are summarised in Table 6.5. 
The larger background and smaller signal are responsible for reducing the S:N 
ratio at higher s. These results are for individual pixels, so by averaging over a 
number of pixels, as is done when converting the two-dimensional ring pattern 
to a format suitable for analysis by ED96, the ratio can be improved. Further 
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s/A- ' 6.5 20 
Total Signal 23386 33944 
Background Signal 2519 23740 
Scattered Signal 20867 10204 
Background Signal/e - 12595 119000 
Scattered Signal/e - 104000 51020 
N 3t/e .pixel' 9 9 
NT /e- 360 540 
S:N 290:1 94:1 
Table 6.5: Example of a typical Signal-to-Noise ratio calculation 
improvements are achieved by averaging over a number of separate exposures. 
For example, an annular ring of width 0.3 mm and a mean radius of 8.7 mm, 
at a camera distance of 140 mm, covers an s range from 6.4 to 6.6 A' and, 
assuming demagnification by a factor of 9 from screen to CCD, comprises Ca. 350 
pixels so the S:N ratio is improved by a factor of /; this factor increases for 
rings at higher s. 
6.5 Experimental Details 
6.5.1 Accommodation of CCD into Existing Apparatus 
The apparatus was originally designed with the detector inside the vacuum cham-
ber, an impossibility for the CCD camera, which must operate outside the vac-
uum. The solution we decided on was to mount a quartz viewport at the end 
of a re-entrant tube within the vacuum system, with the scintillator inside the 
vacuum, held against the viewport. A small amount of Edwards L9 diffusion 
pump oil is applied between the screen and the viewport, as it has a refractive 
index well suited to maximising light transmission between the two media. 
The re-entrant tube was designed as two parts, connected together via 6 inch 
CF flanges. One part holds the viewport, the other connects onto the existing 
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apparatus. This enables the collision zone-detector distance to be altered more 
easily, by inserting a spacer tube between the two pieces, without having to make 
up a whole new tube including viewport. The inside of the tube (non-vacuum 
side) is painted matte black to reduce reflections from the stainless steel surface. 
Mounted at the centre of the scintillator is a beam-stop, connected via a BNC 
feed-through to an electrometer for direct measurement of the total beam current. 
The cup is a 4 mm stainless steel cylinder, open at one end and closed at the 
other with a 0.5 mm hole to allow the central beam to pass through and strike 
the copper beam-stop arm, which acts as an electrical and thermal conductor, 
conducting the beam current to a wire connected to the feedthrough, and heat 
away from the small cup. The beam stop arm is wrapped in thermally conducting 
but electrically insulating sheeting, and surrounded by a thin sheet of stainless 
steel which connects the collector cup to ground. 
6.5.2 Control of the CCD camera 
The CCD camera is connected to its own commercial controller unit, the Prince-
ton Instruments ST-138 CCD camera controller, which in turn is connected to a 
DCS Pentium-166 computer via an ISA interface card. The CCD temperature is 
set using a manual dial on the controller, while all other experimental parame-
ters, such as exposure time, readout rate, etc., are controlled using the Winview 
software package supplied with the camera. 
The Winview software allows rudimentary processing of the images, including 
addition, subtraction and division of images, as well as simple statistical analysis, 
such as pixel intensity average and standard deviation. For more complex analysis 
the images must be exported for processing by custom-written software. 
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Our initial efforts to observe scattering from the skimmed supersonic molecular 
beam were unsuccessful, most likely due to alignment problems. Some molecular 
scattering was observed, but it was very weak and was of no use in any type of 
structure determination, moreover this observation could not be repeated after 
changing from the brass beam tube to one made of mumetal. This is most likely 
because the mumetal tube was less precisely made, due to the inherent difficulty 
in working with this material. 
The alignment problem arises because the molecular beam is fixed in space 
and the electron beam is steered to intersect it but, with the installation of the 
phosphor/CCD detection system, we are restricted in the range of movement of 
the electron beam because the beam stop/collector is fixed in position, which 
means we are unable to sweep the electron beam by any significant amount. We 
can move the collector cup in situ by only +1 mm perpendicular to the beam, 
by loosening or tightening the re-entrant tube flange, sealed with a thick 0-ring. 
The tube needs to be removed from the apparatus before we can move the beam 
L.I 
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stop by any appreciable distance and this is the chief obstacle to aligning the two 
beams, which must be addressed in future work. 
In order to test the other parts of the apparatus we decided to adopt an ef-
fusive needle source as a temporary solution, as described in Section 5.4.2. This 
source is mounted on an xyz-translator and is easily aligned with the electron 
beam. Achievable target densities are reasonably high, but we incur a higher 
background gas load for the same target density then when using the free-jet 
molecular source. In addition we lose all the other advantages, such as extensive 
internal cooling of the target molecules. 
The work detailed in this thesis focuses on the assessment and calibration of 
the scattering performance of the apparatus. We have used argon as a calibrant 
to validate the measurements by comparison with the theoretical scattering. In 
this way we hope to be able to correct for differences in signal response on a 
pixel-by-pixel basis, as well as for other possible non-linearities in the response. 
The effects of different methodologies in the analysis of the scattering pattern 
of CF4 on its structure refinement are also investigated, including a calibration 
against the argon scattering. Finally, we present preliminary results for a more 
complex molecule, 1,2,4,5-tetrafiuorobenzene. 
7.2 Preliminary Work 
7.2.1 Experimental 
With the effusive needle system (Section 5.3) installed we were quickly able to 
obtain scattering data. We chose to use carbon tetrafluoride, CF 4 , as the target 
gas because it is a good electron scatterer, convenient to use and readily available. 
The gas-inlet system was set up with a CF 4 pressure of Ca. 35 Torr behind 
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the needle causing the pressure in the main chamber to rise from 4 x 10 mbar 
to 5 x 10 mbar. The electron beam was set to a current of 8 MA and energy 
of 40 keV, and directed into the collector cup. We aligned the needle with the 
electron beam, as described in Section 5.4.2, and recorded eight separate 15 sec-
ond exposures. We then turned off the target gas supply and took four separate 
15 s background exposures. At this stage we were not using a graded filter (Sec-
tion 6.4.3), and so the CCD would rapidly saturate at low s. NE102A scintillator 
was used as the electron detector screen. 
7.2.2 Data Analysis 
We perform most of the image analysis using custom-written Fortran routines, 
although the summing of individual exposures and background subtractions are 
most easily carried out using the CCD WinView software. The images are then 
exported as plain ASCII files. 
We use a simple Fortran program, ringav.  . f 90 (Appendix A), to average the 
intensity in rings about the centre of the pattern, the centre currently being deter-
mined by eye. The beam stop and beam stop arm, as well as obvious scintillator 
blemishes, are masked out and do not contribute to the overall averages. 
Using ringav.  . f 90 the image is scanned pixel by pixel, with the distance to 
the centre of the scattering pattern calculated and rounded to the nearest whole 
pixel. The intensity at each pixel is added to the signal intensity running total 
for the respective radial distance, and the total number of pixels contributing 
at this distance increased by one. Once the whole image has been scanned we 
are left with two one-dimensional arrays: the total signal intensity of the ring 
situated i pixels from the centre, and the total number of pixels contributing to 
ring i. Dividing the total signal intensity at ring i by the number of contributing 
pixels leaves us with the total signal per pixel. However, what we actually want 
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is the total signal intensity per solid angle subtended by one pixel. To convert the 
intensities we must take into account two separate differences between the flat 
screen detector and an ideal spherical detector: a) the extra distance travelled by 
the scattered electrons to reach the flat screen as opposed to a sphere centred on 
the scattering centre, and b) the projection onto the vertical flat screen rather 
than a surface normal to the scattering. This is actually a very simple correction, 
achieved by dividing the intensities by cos 3(o),  where 0 is the scattering angle. 
The value of s for a given pixel is calculated using the following expression: 
( arctan (rpzx /ppm\ \ 
	




where rpi., is the distance from the centre of the pattern in pixels, ppm is the 
number of pixels representing one millimetre in the image, d cz is the distance 
from the collision zone to the screen (-.-'143 mm), and A is the electron wavelength. 
We were able to work out the number of pixels representing one millimetre in the 
image by previously imaging a piece of graph paper placed at the screen; this 
also allowed us to properly focus the camera. For accurate analysis the s values 
would be calibrated against a known standard such as benzene. 
Structure refinement is carried out using ED96, the program used within the 
Edinburgh electron diffraction service run by Prof. Rankin, which requires data 
at regular s intervals of 0.2 or 0.4 A- ', so an interpolation scheme is required. 
A suitable routine involving local spline interpolation, from Press et al. [1], was 
used. The version of ED96 we use requires the total scattering intensities to be 
multiplied by s4 before input. 
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7.2.3 Results 
The 8 separate exposures were summed, and twice the sum of the 4 background 
images was subtracted leaving only the nett scattered signal, shown in Figure 7.1. 
No structure is visible because of the steeply sloping background, compounded 
by the printed image having approximately 8-bit dynamic range compared to 
16-bit in the actual image. The images were analysed as described above, the 
pattern being averaged in rings and multiplied by s4 , and a structure refinement 
attempted. A tetrahedral model was used in the refinement, with three refinable 
parameters: the C-F bond distance and the C-F and F ... F amplitudes. 
The total scattering intensity before s4 multiplication can be seen in Fig-
ure 7.2, showing the steeply sloping background, while Figure 7.3 shows the data 
after multiplication by s4 . 
The data after subtraction of the calculated atomic scattering and arbitrary 
experimental background, done via the C job process of ED96, can be seen in 
Figure 7.4. 
Figure 7.5 shows a comparison of the final refined experimental molecular 
scattering intensity with the theoretical prediction. The values obtained for the 
C-F bond distance and the two vibrational amplitudes are given in Table 7.1. 
The ab initio theoretical geometry was calculated at the 631G*/SCF  level, using 
the GAUSSIAN94 program [2]. The program ASYM40 [3] was used to convert 
the theoretical 6_31G*/SCF  Cartesian force field to one described by symmetry 
coordinates and this was scaled by 0.90 to obtain root-mean-square amplitudes 
of vibration. 
7.2.4 Discussion 
As can be seen, we were able to obtain reasonable data under less than optimal 
conditions. The C-F bond length of 130.6 pm compares favourably with previous 
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Figure 7.1: Luuircted CF- 1 scattering iuiteiisitv. \vil Ii iui graded filter. 	Ilik 
exposure is the sum of 8 separate images, with 8 background exposures subtracted 
leaving the nett CF 4 scattering. 
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Figure 7.2: Uncorrected CF 4 scattering intensity versus s, with no graded filter. 
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Figure 7.3: Uncorrected CF 4 scattering intensity, with no graded filter, multiplied 
by s 4 . 
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Figure 7.4: C job output from ED96 for CF 4 with no filter, showing the raw data 
after subtraction of the calculated atomic scattering intensity. The black curve is 
the data before subtraction of an arbitrary experimental background, while the 
red curve is the data after subtraction. The smooth curve is the background. 
studies; Bowen [4] determined the distance to be 133.77(22) pm while Hoffman 
and Livingston [5] determined it to be 131.7 pm, both methods using the 'visual' 
technique of pattern assessment. 
The vibrational amplitudes are higher than would be expected, but calibration 
of the apparatus will enable more accurate determination and is discussed further 
in the next section. Another essential improvement will be the use of a graded 
filter behind the scintillator to allow longer exposure times and greater signal 
intensity at large s. 
These preliminary results were encouraging but capable of significant improve- 
ment. 
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I 	R Factor r(C—F)/A I u(C—F)/A I u(F ... F)/A I 
Theorya I 	
- 1.325 0.0404 0.0565 
Experiment 1 12.3 1 	1.306(1) 0.057(6) 0.088(4) 
Table 7.1: Structural parameters for CF 4 , from an average of 8 exposures, with 
no graded filter. aTh e  ab initio geometry was calculated at the SCF/631G* 
level, using GAUSSIAN94 [2]. Amplitudes were derived from force constants, 
also calculated at this level of theory, using ASYM40. 
7.3 Further Work 
7.3.1 Introduction 
The preliminary results showed the necessity of using a graded filter to increase 
the relative exposure time at high s, because the signal became too weak at s 
values greater than ca. 20 A1. The detector screen was also changed at this point 
to the more efficient P22G phosphor, as described in Section 6.2, with the added 
advantage of having fewer defects and blemishes than the NE102A scintillator 
we had been using. A further improvement was a reduction of the pressure in 
the main chamber following the fixing of a leak, bringing the pressure down to 
—4x 10-6  mbar. 
In our most recent work we have concentrated our efforts on achieving an 
effective calibration of the apparatus and detection system by taking the ratio of 
the theoretical argon scattering intensity, to the experimental argon scat-
tering intensity, jAr and applying this as a correction factor to the experimental 
scattering intensities of other gases. This method assumes that the effects which 
need to be accounted for are multiplicative (e.g. different individual pixel re-
sponse, or "hot-spots" within the phosphor) rather than additive. So far we have 
had only limited success with this method, which is discussed in more detail later 
in this chapter. 
The effect of the graded filter must be removed from the experimental data, 
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Figure 7.5: Final experimental and theoretical molecular scattering intensities 
for CF 4 , with no graded filter. The difference (experimental - theoretical) is also 
shown. 
and this can be done in two ways. Tabulated data for the filter transmission 
function is available and can be used in correction (Appendix B). The transmis-
sion function for the filter is shown in Figure 7.6. The second, preferred, way is 
simply to include the filter correction in the calibration against the theoretical 
argon scattering intensity. 
We concentrated mainly on CF 4 , due to its structural simplicity and ease of 
handling, but we also attempted an initial study of 1,2,4,5-tetrafluorobenzene, 
the results of which are presented at the end of this section. 
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Figure 7.6: Transmission function for ITO coated and non-coated filter. 
7.3.2 Experimental 
The ITO coated filter was sandwiched between the P22 phosphor and the quartz 
viewport, with a small amount of Edwards L9 diffusion pump oil between each of 
the layers, which provided excellent optical matching. The centre of the filter was 
aligned with the centre of the collector cup, and then secured with three equally 
spaced supporting clips around the edge of the viewport. 
The CF4 pressure behind the needle was ca. 35 Torr as before, causing the 
pressure in the main chamber to rise from 4 x 10-6 to 9 x 106  mbar. The electron 
beam was set to a current of 10 itA and energy of 40 keV, and directed into 
the collector cup. The needle was aligned and eight separate 40 second exposure 
taken. A further four exposures of 40 s each were taken with the gas supply 
turned off. In addition, the scattering pattern of argon was recorded in four 
separate 40 s exposures. 
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7.3.3 Results and Analysis 
The nett scattering, comprising the sum of the eight signal exposures minus twice 
the sum of the four background images, is shown in Figure 7.7. Contrasting this 
with Figure 7.1 we see that the filter helps to flatten the exposure, increasing the 
relative exposure time at high s and allowing structure to be visible even before 
any processing of the image. A graph of signal intensity against s, after averaging 
in circular rings about the centre using ringav. f 90, is shown in Figure 7.8. 
Image Statistics 
To obtain an estimate of the reproducibility of the results we calculated the mean 
and sample standard deviation of the total scattered intensity across the eight 
separate signal images at three different values of s, both for single pixels and 
after averaging each image in rings over several hundred pixels using ringav. . f 90. 
The same was done across the four background images taken with the molecular 
target off, at the same three s values, for comparison. The results are shown in 
Table 7.2. As an example, in calculating the single-pixel standard deviation at 
s=6.5 A - ' we chose one of the 276 pixels in the ring at 6.5 A' and recorded 
the signal intensity measured at this particular pixel in each of the eight signal 
images; the mean and standard deviation reported in the first line of Table 7.2 
are the mean and standard deviation of these eight intensities. The multiple-pixel 
statistics were calculated in a similar way, but using the ring-averaged intensities 
of each of the eight images. Note that the ring-averaged means are less than 
the corresponding single pixel means. This is because the signal intensity around 
the rings is not uniform due to the filter being offset from the pattern centre by 
t1 mm; the single pixel values were taken from the brighter side of each ring. The 
error in the ring-averaged signal intensity due to this effect is minimal (2-3%), 
as the darker and brighter sides tend to cancel each other out. However, for 
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Figure 7.7: Uncorrected nett CF 4 scattering intensity, with graded filter. This 
exposure is the sum of 8 separate images, with 8 background exposures subtracted 
leaving the nett CF 4 scattering. 
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Figure 7.8: The nett CF 4 scattering intensity of Figure 7.7 after being averaged 
in rings about the centre of the pattern, versus s. 
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s/A- ' Signal/Background No. of Pixels Mean S.D. Ratio' 
Signal 
1 24650 1520 16.2 
____________________ 276 20190 1210 16.7 
6.5 
Background 
1 2520 13 194 
277 2253 4 563 
Signal 
1 18210 994 18.3 
8.1 
332 15320 812 18.9 
Background 
1 3800 17 224 
341 3150 3 1050 
Signal 
1 38300 720 53.2 
17.5 
____________________ 711 32440 490 66.2 
Background 
1 27680 9 3080 
716 24430 31 788 
Table 7.2: The mean and sample standard deviation at three different values 
of s, across eight signal images and four background images. Values for one 
pixel and an average over several hundred pixels are given. These values are 
the uncorrected signal output from the CCD camera. 'The ratio: Mean/Sample 
Standard Deviation. 
future work better alignment of the filter centre with the pattern centre should 
be attempted. 
The standard deviations for the signal images are high, one or two orders of 
magnitude higher than the corresponding background standard deviation. This 
stems from the difficulty in maintaining a constant molecular target intensity 
with our current setup, confirmed by the fact that the standard deviation is not 
significantly improved when averaging over several hundred pixels, which shows 
that there is a real systematic difference between the signal exposures and not 
just a statistical one. Where the signal is not dependent upon the fluctuating 
molecular target, as in the background images, the standard deviation is very 
much smaller. 
To try and compensate for this systematic difference between the eight sig-
nal images we normalised each of the signal images by the respective total CF4 
scattered intensity. This was done by subtracting the background image from 
each signal image, leaving only the nett CF 4 scattered intensity, which was then 
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s/A- ' No. of Pixels Mean S.D. Ratio' 
1 21720 149 146 
6.5 
276 17940 67 269 
1 14410 118 122 
8.1 
332 1 	12140 42 289 
1 	1 10590 111 95.4 
17.5 I 1 711 7931 44 182 
Table 7.3: The mean and sample standard deviation of the normalised ring-
averaged nett CF 4 scattering intensities, across 8 images, at 3 different values of 
S. 'The ratio: Mean/Sample Standard Deviation. 
divided, pixel by pixel, by the total nett CF 4 scattered intensity for each re-
spective image. We were then able to get an estimate of the non-systematic, 
statistical differences between the images by comparing the standard deviation 
of both single-pixel and ring-averaged intensities across the eight images at three 
different s values, as before. As can be seen in Table 7.3, after allowing for the 
systematic differences, the standard deviations across the eight images decrease 
by an order of magnitude, becoming closer to the background image standard 
deviations of Table 7.2. 
A comparison between the total signal and the background signal at s=6.5 
and 17.5 A- ' shows that the background signal becomes much more significant 
at large s. At small s the main source of noise is shot noise in the scattered signal 
whereas at large s the background signal noise is the main source. At s=17.5 A' 
the background signal is roughly twice the size of the scattered signal, which 
would indicate that we are suffering extraneous background scattering from some 
source, possibly scattering from the interior chamber walls or from the 4 mm 
aperture in the beam tube, through which the electron beam must pass. Indeed, 
our maximum exposure time is limited not by saturation at the centre of the 
pattern but by saturation at the edge of the image. It is unlikely that this is 
due to gas scattering, as this would fall off rapidly with s. The resolution of this 
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problem has not been addressed in this work due to time constraints, but is an 
important issue to be resolved in future work. 
Structure Refinement 
The ring-averaged intensities (Figure 7.8) were analysed in a number of different 
ways and a refinement attempted with each, to try and gauge the effect of each 
analysis: 
Method 1 The nett CF 4 scattering intensity without any processing of the data. 
The filter function is approximately cubic so this method should not mul-
tiply the data by a high enough power of s. 
Method 2 As above, but the intensities were multiplied by s, making the s 
correction closer to a power of 4. 
Method 3 The CF4 scattering intensities were multiplied by a correction factor 
obtained by taking the ratio of the theoretical argon scattering to the ex-
perimental argon scattering, after which they were multiplied by s4 . This 
method automatically includes the filter correction and is, in theory, the 
preferred method of analysis. 
Method 4 The filter effect was removed using the measured, tabulated filter 
correction function, then the intensities were multiplied by s4 . 
In each case the data set ranged from s=3.O A- ' to s=17.8 A- '. Each of 
the four refinements was carried out in stages; the first step was to allow only 
the r(C—F) distance to refine. Once the refinement had stabilised we allowed 
the u(F. . .F) amplitude to refine in addition to r(C—F); finally we allowed all 
three parameters to refine simultaneously. The results at each stage are given in 
Table 7.4. 
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Analysis Refining R r(C-F)/A u(F. 	.F)/A u(C-F)/A 
Method Parameters 
1 1 21.2 1.3142(19) (0.0800) (0.0420) 
2 18.6 1.3141(19) 0.1008(48) (0.0420) 
3 8.9 1.3120(9) 0.1195(25) 0.1032(33) 
2 1 12.8 1.3096(12) (0.0800) (0.0420) 
2 12.9 1.3107(12) 0.0736(37) (0.0420) 
3 13.0 1.3110(12) 0.0745(39) 0.0534(71) 
3 1 15.2 1.3092(13) (0.0800) (0.0420) 
2 13.3 1.3136(12) 0.0676(40) (0.042) 
3 12.0 1.3148(10) 0.0607(40) 0.0129(59) 
4 1 22.1 1.3056(20) (0.0800) (0.0420) 
2 20.4 1.3103(17) 0.0494(60) (0.0420) 
3 18.3 1.3114(16) 0.0550(67) 0.0861(86) 
Table 7.4: Refinement results from four different analyses of the CF 4 scatter-
ing intensity data. Column 2 states the number of parameters refining, with 
r(C-F) being the first, followed by u(F ... F) when two parameters are refining, 
finally joined by u(C-F) when all three are refining. Single table entries given in 
parentheses are the fixed starting values for non-refining parameters. 
Under method 1, the refined amplitudes are too big, which would be expected 
as the intensities are multiplied only by the filter function, which is less than 84 , 
while method 2 gives more realistic amplitudes as the correction factor is closer 
to 84.  We would expect the results of methods 3 and 4 to be similar if calibration 
effects are unimportant. This is obviously not the case, as the refinement using 
method 3 produced a value for the u(C-F) amplitude that was too small, while 
with method 4 the amplitude refined to a value far bigger than we would expect. 
Figure 7.9 shows a comparison between the experimental data and the theoretical 
curve calculated for the molecule using the refined parameters of method 1. The 
refined amplitudes were large and this is reflected in the damped nature of the 
curve. The result of method 4, where the amplitudes of vibration refined to 
smaller values, is shown in Figure 7.10. 
As a general rule, if the molecular scattering intensity is too highly damped 
then the amplitudes refine to too large a value and, conversely, molecular scatter- 
j 
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Figure 7.9: Final experimental (red) and theoretical (black) molecular scattering 
intensities for CF 4 , with the analysis of method 1. The difference (experimental 
- theoretical) is also shown. 
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Figure 7.10: Final experimental (red) and theoretical (black) molecular scattering 
intensities for CF 4 , with the analysis of method 4. The difference (experimental 
- theoretical) is also shown. 
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Figure 7.11: Experimental and difference (experimental - theoretical) radial dis-
tribution curves, P(r)/r, for CF 4 , under the analysis of method 4. Before Fourier 
inversion the data were multiplied by s. exp(-0.002s 2)/(Zc - fc)(ZF - fF). 











Figure 7.12: The ratio of the total theoretical scattering intensity, 'thet,,-  to the 
experimental scattering intensity, with the filter effect removed first using 
the tabulated filter function data. 
ing intensities not damped enough will give amplitudes which are too small. With 
this in mind we decided to examine more closely the ratio between the theoretical 
and experimental scattering intensities for argon, and to compare this with the 
calculated ratio between the theoretical and experimental CF 4 total scattering 
intensities. 
Figure 7.12 shows the ratio of the total theoretical scattering intensity, 'theor, 
to the experimental scattering intensity, Jr,  as a function of s with the filter ef-
fect removed from the experimental data first, using the tabulated filter function 
data. Thus it is essentially the function by which the filter-corrected experimental 








Figure 7.13: The ratio of the total theoretical scattering intensity, 'the,  to the 
experimental scattering intensity, 'exp,  including the filter effect. The ratio is 
multiplied by 4  to show the detail within each curve. 
intensities must be multiplied in order to correct for any multiplicative apparatus 
effects. Figure 7.13 shows a similar ratio, but one calculated without the filter 
effect having been removed from the experimental data first, hence it is the func-
tion by which non-filter-corrected experimental intensities must be multiplied, as 
used in method 3; in this case the s4 correction has also been included in the 
function. 
If the experiment were ideal then we would expect the filter-corrected ratio 
graph (Figure 7.12) to be a flat horizontal line; above ca. s=5 A 1 it is indeed 
relatively flat, but rises sharply below this value of s. This suggests that there 
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where the filter finishes. At the centre the total signal is about a factor of three 
below the CCD saturation limit. Since the signal noise is dominated by the shot 
noise, with noise contributions from the CCD itself being very small even over 
a period of several minutes, there is no reason we cannot increase the exposure 
time if we can reduce the signal collected at the edge. This problem would be 
best addressed by installing a larger, less steep filter. 
Analysis of the standard deviations across the eight images shows very little 
variation between them and a typical signal-to-noise ratio between 200 and 300:1; 
an increase in exposure time would further improve this ratio. 
The results of the four different methods of analysis show that no single 
method stands out as being the best, and more work is required to achieve an 
effective calibration of the apparatus to make full use of what appears to be 
good-quality data. 
7.3.5 Analysis of 1,2,4, 5-tetrafluorobenzene 
Experimental 
1,2,4,5-tetrafluorobenzene is a clear, colourless liquid with a boiling point of 
89-90 °C, and we obtained a small sample from Acros chemicals. A small amount 
(r-1 ml) was transferred to a glass vial connected directly to the gas inlet line 
via a needle valve to regulate the gas pressure. We were able to achieve an inlet 
pressure of 26 Torr at room temperature, so no additional heating of the sample 
was required. 
The electron beam was set to a current of 10 A and energy of 40 keV, and 
directed into the collector cup and the needle was aligned with the beam as before. 
Eight separate 40 s exposures were taken with the needle valve open, followed by 
two background exposures with the valve closed. 
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s/A- ' No. of Pixels Mean S.D. Ratio' 
6.5 
1 26146 328 79.7 
245 18789 116 162 
8.1 
1 I 	13395 
I 
217 61.7 I I 






I 141 66.5 1 
709 L_7185 16.1 446 
Table 7.5: The mean and sample standard deviation of the normalised ring-
averaged nett 1 ,2,4,5-tetrafluorobenzene scattering intensities, across 8 images, 
at 3 different values of s. 'The ratio: Mean/Sample Standard Deviation. 
Calibration of the s values 
The collision zone—screen distance was more accurately determined using the CF 4 
scattering intensity as a calibrant. The distance was determined such that the 
large measured peak at Ca. s=6.6 A- ' in the total scattering intensity curve 
matched up exactly with the peak in the theoretical total scattering intensity 
curve at s=6.69 A', calculated using the ab initio parameters given in Table 7.1. 
With this peak in the correct position we checked that all the other major features 
of the pattern were also in register with the theoretical pattern, and that there was 
no systematic deviation caused, for example, by diverging or converging magnetic 
fields affecting the scattered electrons. We found that in using this collision zone—
screen distance of 143 mm all the other peaks and troughs were also positioned 
correctly. 
Image Statistics 
The standard deviation of the normalised nett signal from the eight exposures 
was determined in the same way as the results for CF 4 given in Table 7.3; the 
tetrafiuorobenzene statistics are given in Table 7.5. The standard deviations 
across the eight images are excellent, showing a high signal-to-noise ratio. 
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No. Parameter 631G*/DFT (re ) Parameters Refining 
1 2 
Pi C-C (mean) 1.3920 1.3604(0.0056) 1.3589(0.0151) 
P2 c-c (duff) -0.0040 -0.0040 -0.0040 
733 c-F 1.3420 1.3420 1.3384(0.0254) 
734 c-H 1.0840 1.0840 1.0840 
P5 c-c-c (mean) 119.7 120.0 120.0 
P6 c-c-c (duff) 1.6 1.6 1.6 
737 c-c-F 119.27 119.27 119.27 
Table 7.6: Geometric parameters for 1,2,4,5-tetrafiuorobenzene (distances in A, 
angles in 0).  Values without a standard deviation in brackets were fixed during 
refinement. 
Molecular Model 
The high symmetry (D2h) of 1,2,4,5-tetrafluorobenzene meant that only seven 
independent geometrical parameters were required to fully define the molecule. 
There are two different c-c bond lengths: r(c-c) 1 , the distance between 
C(I) and C(6) and equivalents, and r(c-c) 2 , the distance between c(1) and 
C(2). There are also two different c-c-c bond angles: Lccc 1 , which is the 
internal angle at c(1) and equivalents, and zccc2 , the internal angle at C(3) 
and its equivalent, c(6). The molecular structure, with atom numbering, is shown 
in Figure 7.14. 
The bond length parameters are the mean and difference of r(c-c) 1 and 
r(c-c) 2 , Pi  and P2,  r(C-F), p, and r(c-H), p. The bond angle parameters are 
the mean and difference of zccc 1 and Lccc 2 , p5 and P6,  and c(2)-c(1)-F(7) 
and equivalents, p. The calculated ab initio values for the parameters are given 
in Table 7.6. 
Results and Analysis 
The nett scattering, summed from the eight exposures with four times the sum of 
the two background images subtracted, is shown in Figure 7.15. A graph of the 







Figure 7.14: Molecular structure of 1,2,4,5-tetrafluorobenzene 




Figure 7.15: Uncorrected nett 1,2,4,5-tetrafiuorobenzene scattering intensity, 
with graded filter. This exposure is the sum of 8 separate images, with 8 back-
ground exposures subtracted leaving the nett scattering. 
nett signal intensity versus s, after averaging in rings about the centre, is shown 
in Figure 7.16. 
Structure Refinement 
A structure refinement was attempted, with the data being analysed according to 
method 3, a calibration against the argon scattering as detailed previously. The 
refinement was attempted in stages with Pi  being allowed to refine first, then 
joined successively by P3, P6 and p7. The results for the first two are given in 
Table 7.6. When refining the angle parameters P6  and p7 they would tend to 
values up to 20° away from the calculated ones, indicating problems with the 
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Figure 7.16: The uncorrected nett 1,2,4, 5-tetrafluorobenzene scattering intensity 
of Figure 7.15, after being averaged in rings about the centre of the pattern, 
versus s. 
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data. 
Examination of the experimental and theoretical molecular scattering curves 
(Figure 7.17) showed the experimental curve to be less highly damped than we 
would expect, which had also been the case for CF 4 , leading to an R factor 
of 38.3%. Indeed, when we allowed some of the vibrational amplitudes to re-
fine they tended towards values three or four times smaller than the expected 
ones. Figure 7.18 shows the experimental radial distribution curve for 1,2,4,5-
tetrafiuorobenzene, while Table 7.7 gives the interatomic distances and root-
mean-square amplitudes of vibration. 
Discussion 
The failure of most of the parameters to refine to reasonable values shows there 
is a problem with the data. However, it is unclear whether the problem is with 
the raw experimental data or with its initial treatment, most likely at the argon 
calibration stage. 
The image statistics show very low standard deviations across the eight sig-
nal images which suggests that the data itself is of good-quality, having a high 
signal:noise ratio. From Figure 7.17 it appears that the scattering pattern is 
essentially correct, with peaks and troughs being in the correct place; it is the 
relative magnitudes of these oscillations that are wrong. 
The study of other simple gaseous molecules is required, and the comparison 
of their experimental scattering patterns with the theoretical pattern to try and 
solve the calibration problem. 
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Number Atom pair 	 Ta/A 	u/A 
1 C-H 1.0840(fixed) 0.080 
2 C(1)-F(7) 1.3372(0.0253) 0.045 
3 C(1)-C(2) 1.3611(0.0150) 0.042 
4 C(1)-C(6) 1.3571(0.0150) 0.042 
5 C(5) ... H(12) 2.1227(0.0135) 0.100 
6 C(1) ... C(3) 2.3588(0.0260) 0.060 
7 C(2).. .C(4) 2.3410(0.0259) 0.060 
8 C(6) ... F(11) 2.3373(0.0109) 0.085 
9 C(4) ... F(11) 2.3282(0.0108) 0.085 
10 F(11) ... H(12) 2.5902(0.0056) 0.100 
11 F(10) ... F(11) 2.6687(0.0122) 0.100 
12 C(3) ... C(6) 2.7346(0.0302) 0.060 
13 C(1)...C(4) 2.7080(0.0299) 0.060 
14 C(4) ... H(12) 3.3434(0.0257) 0.116 
15 C(2) ... F(10) 3.5680(0.0095) 0.110 
16 C(6)...F(10) 3.5722(0.0095) 0.110 
17 F(10) ... H(12) 4.4489(0.0099) 0.130 
18 F(7)...F(11) 4.6741(0.0223) 0.120 
19 C(3) ... H(12) 3.8186(0.0302) 0.110 
20 C(2)...H(11) 4.0451(0.0115) 0.110 
21 H(9) ... H(12) 4.9026(0.0302) 0.140 
22 F(7)...F(10) 5.3823(0.0254) 0.120 
Table 7.7: Interatomic distances and root-mean-square amplitudes of vibration 
for 1,2,4,5-tetrafluorobenzene. These results are for 2 refining parameters: Pi 
and p3 . Amplitudes of vibration used were typical values, and not calculated 
specifically for this molecule. Estimated standard deviations in parameters. 
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Figure 7.17: Final experimental (red) and theoretical (black) molecular scat-
tering intensities for 1,2,4, 5-tetrafluorobenzene. The difference (experimental - 
theoretical) is also shown 
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Figure 7.18: Experimental and difference (experimental - theoretical) radial dis-
tribution curves, P(r)/r, for 1,2,4,5-tetrafluorobenzene. Before Fourier inversion 
the data were multiplied by s. exp(-0.002s2)/(Zc - fc)(ZF - fF). 
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Chapter 8 
Structure of t-Bu2PSiC13 
8.1 Introduction 
We have determined the structure of di-t-butyl (trichiorosilyl) phosphane, 
t-Bu2 PSiC13 , using data obtained from the existing Edinburgh electron diffrac-
tion apparatus. t-Bu 2 PSiC13 is a relatively complex molecule and the refine-
ment of all significant structural parameters required the use of the SARACEN 
method [1, 2], which allows the inclusion of ab initio data in the refinement as 
if it were experimental data. This chapter is an adaptation of a paper currently 
awaiting publication [3]. 
8.2 Experimental 
8.2.1 Ab initio Calculations 
All calculations were performed on Dec Alpha 1000 4/200 and 8400 3/500 comput-
ers using the GAUSSIAN94 program [4]. Geometry optimisations were performed 
using the standard 321G*  [5-7] and 631G*  [8-10] basis sets at the SCF level and 
at the correlated MP2 level with the 631G*  basis. Vibrational frequencies were 
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calculated from analytic second derivatives at the 321G*/SCF and 631G*/SCF 
levels to determine the nature of stationary points and to provide estimates of 
amplitudes of vibration (u) for use in the GED refinements. 
8.2.2 Electron Diffraction Measurements 
Electron scattering intensities were recorded on Kodak Electron Image plates 
using the Edinburgh gas-diffraction apparatus operating at Ca. 44.5 kV (electron 
wavelength ca. 5.7 pm) [11]. Nozzle-to-plate distances for the metal inlet nozzle 
were 94.7 and 259.2 mm yielding data in the range s 20-360 nm 1 ; four and three 
plates were exposed at the short and long distances, respectively. The sample and 
nozzle temperatures were maintained at ca. 423 and 448 K respectively during 
the exposure periods. 
The scattering pattern of benzene was also recorded for the purpose of cal-
ibration; this was analysed in exactly the same way as for t-1311 2 PSiC13 so as 
to minimise systematic errors in the wavelengths and camera distances. Nozzle-
to-plate distances, weighting functions used to set up the off diagonal weight 
matrix, correlation parameters, final scale factors and electron wavelengths for 
the measurements are collected in Table 8.1. 
Nozzle-Plate As 	SWi 	SW2 	8max 	Correlation Scale Electron 
distance parameter factor wavelength 
94.67 4 	80 	100 	210 	248 	0.391 0.432(19) 5.653 
259.17 2 20 40 	140 164 0.411 0.638(24) 5.708 
Table 8.1: Nozzle-to-plate distances (mm), weighting functions (nm 1 ), correla-
tion parameters and electron wavelengths (pm) used in the GED study 
The electron scattering patterns were converted into digital form using a 
computer-controlled Joyce Loebl MDM6 micro densitometer with a scanning pro-
gram described elsewhere [12]. The programs used for data reduction [12] and 
least squares refinement [13] have been described previously; the complex scat- 
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tering factors were those listed by Ross et al. [14]. 
8.3 Results 
8.3.1 Ab initio Calculations 
Preliminary calculations on t-Bu 2 PSiC13 were carried out at the 321G*/SCF 
level, assuming C 5 symmetry. Vibrational-frequency calculations revealed the 
presence of a single imaginary frequency (741 cm- '), indicating that the C. struc-
ture represents a transition state connecting two equivalent C 1 minima. This 
structure can be regarded as being derived from a fully staggered structure with 
t-butyl and SiC1 3 groups twisted in the same sense by around 15-20°, increas-
ing the minimum distance between H atoms on neighbouring t-butyl groups 
from 195.4 pm (C 5 ) to 211.1 pm (C 1 ) and reducing the molecular energy by 
16.8 kJ mol' at the 321G*/SCF  level of theory. All subsequent calculations 
were carried out in C 1 symmetry. Selected geometric parameters are shown in 
Table 8.2, and the structure, with atom numbering, in Figure 8.1. 
The computational facilities available to us restricted geometry optimisa-
tions to the 3_21G*/SCF, 631G*/SCF and  631G*/MP2  levels. However, since 
t-Bu 2 PSiC13 is not expected to contain any significant multiple-bond character 
and there are few electronegative atoms, it was anticipated that basis sets larger 
than 631G*  and treatments of electron correlation more sophisticated than MP2 
would have little effect on the optimised geometry. 
When the 631G*  basis set was employed, the SCF and MP2 levels of theory 
produced similar results, as shown in Table 8.2. Bond lengths were generally 
within Ca. 1 pm; for example, the Si(2)-CI(3) bond length is predicted to be 
206.6 and 206.5 pm at the SCF and MP2 levels, respectively, and similarly the 




Figure 8.1: Molecular Structure of t-Bu2PSiC13 
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Parameter 	 321G*/SCF 631G*/SCF 631G*/MP2 
P-Si 225 227 224.9 
Si-C1(mean) 204.8 206.1 205.8 
P(1)-C(6) 189.6 191.8 190.7 
P(1)-C(19) 189.8 192 191 
C-C(mean) 155 154 153.4 
C-H(mean) 108.3 108.4 109.4 
P(1)-Si(2)-Cl(3) 118.2 118.2 118.4 
P(1)-Si(2)-Cl(4) 108.8 109 108.5 
P(1)-Si(2)-Cl(5) 111.9 112 111.5 
Si(2)-P(1)-C(6) 105.5 106.3 104.9 
Si(2)-P(1)-C(19) 104.6 105.4 103.9 
C(6)-P(1)-C(19) 111.4 111.8 111 
P(1)-C(6)-C(7) 106.4 106.2 105.7 
P(1)-C(19)-C(20) 108.5 108.2 107.6 
C-C-H(mean) 110.7 111.2 110.8 
Cl(5)-Si(2)-P(1)-C(19) -164.7 -166.1 -164.8 
C(20)-C(19)-P(1)-C(6) -161.3 -162.4 -160.8 
C(8)-C(6)-P(1)-Si(2) -163.4 -164 -162.6 
Table 8.2: Theoretical geometrical parameters, calculated with different basis sets 
and levels of theory. 
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P-Si bond length changed appreciably when the level of theory was improved 
from 631G*/SCF  to  631G*/MP2,  shortening from 227.0 pm to 224.9 pm. Bond 
angles were, in general, found to vary by little more then 10  between the SCF and 
MP2 levels of theory, although bond angles around the central phosphorus atom 
differed by up to 2°. At the SCF level the Si-P-C(6), Si-P-C(19) and C(6)-P-C(19) 
bond angles were predicted to be 106.3°, 105.4° and 111.8 0 compared to 104.9°, 
103.9° and 111.00  at the higher level. 
Although the overall symmetry of t-Bu 2 PSiC13 is predicted to be C 1 , the SiC13 
and two t-butyl groups were found to exhibit approximate local C 3 symmetry. At 
the 631G*/MP2  level, the calculated Si-Cl bond lengths for the SiC1 3 group are 
calculated to lie in the range 205.4 to 206.5 pm, with internal Cl-Si-Cl angles 
ranging between 105.3° and 106.5°. Similarly, for the t-butyl groups the C-C 
bond lengths are calculated to range from 153.0 to 153.7 pm, with internal P-C-C 
angles from 106.9° to 109.9°. 
8.4 Molecular Model 
The large number of geometric parameters needed to define the structure of 
t-Bu2 PSiC13 in C1 symmetry made it necessary to introduce a number of 
assumptions into the GED refinement. To begin with, the t-Bu and SiC1 3 groups 
had no symmetry and 9 parameters were used to define the C (methyl) and Cl 
positions in each of these groups. The number of parameters was reduced only 
when (a) they were shown to be defined effectively entirely by restraints, (b) 
they were uncorrelated with other refining parameters. This procedure allows 
deviations from local symmetry to be fully explored rather than applying local 
symmetry without testing the validity of the assumption. In this case the refined 
structures of t-butyl and SiC1 3 groups were indistinguishable from those with 
C3 local symmetry. Therefore all further refinements were carried out assum- 
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ing this symmetry, thus reducing the number of parameters required to describe 
t-Bu2 PSiC13 . Moreover, within the levels of experimental uncertainty all six C-C 
bond lengths were also found to be indistinguishable and therefore were con-
strained to be equal. Since hydrogen atom positions are poorly defined by the 
experimental data, all CH 3 groups were assumed to be identical and to have local 
C3v symmetry. 
In total 24 independent geometrical parameters were used to describe the 
structure of t-Bu 2 PSiC1 3 in C 1 symmetry, as listed in Table 8.3. These com-
prised 6 bond lengths, 4 bond angles and 14 torsion or tilt angles. The bond 
length parameters are C-H, Pi,  C-C, P2,  the mean and difference of P(1)-C(6) 
and P(1)-C(19), P3  and  p,  Si-Cl, p, and P-Si, P6  The bond angles are C-C-H, 
P7, the average of the P-C-C bond angles, P8,  the difference between the averages 
of the P-C-C bond angles found in each of the t-butyl groups, p9, and the average 
P-Si-Cl angle, Pio. 
The remaining parameters are best described using a coordinate system with 
the P-Si bond defining the z-axis, with P(1) at the origin and Si(2) in the positive 
z direction. The Cl atoms are arranged initially with the z-axis being an axis of 
local 3-fold symmetry, with Cl(3) lying in the xz plane in the positive x direction. 
By assuming a right-handed set of coordinate axes the y-axis is also defined. 
The SiC13 torsion angle is a rotation about the z-axis, Pu,  anti-clockwise 
when viewed down the axis from Si to P. The SiC1 3 axial and equatorial tilts 
are anti-clockwise rotations at Si(2) about the y-axis, P12,  and the x-axis, P13, 
respectively. All subsequent torsion and tilt angle directions are anti-clockwise 
when viewed down the rotation axis. 
The t-butyl groups were generated by initially placing a methyl group carbon 
at the origin (i.e. same position as P(1)), with its three H atoms arranged with 
local C3v  symmetry about the z-axis and one H in the xz plane in the positive 
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No. Parameter 	 GED(ra) 631G*/MP2 (re 
a) independent parameters 
Pi C-H 113.6(4) 109.4a 
P2 C-C 153.6(2) 153 . 4z 
P3 P-C (mean) 192.5(10) 190.9 
7i4 P-C (duff) -0.1(5) -0.3 
P5 Si-Cl 204.7(3) 205.8a 
P6 P-Si 225.0(12) 224.9 
C-C-H 109.2(9) llo.oa 
P8 P-C-C (mean) 109.2(4) 110.6 
D9 P-C-C (duff) 0.05(51) -0.07 
Pio P-Si-Cl (mean) 112.9(2) 113.1 
Pu SiC13 torsion 194.1(15) 
P12 SiC13 axial tilt 6.0(6) 
P13 SiC13 equat. tilt -0.5(19) 
P14 Methyl twist 6.2(19) 
P15 Methyl tilt 0.0(fixed) 
P16 Butyl torsion (mean) 18.1(2.1) 
p17 Butyl torsion (duff) 288.3(10) 
P18 Butyl axial tilt (mean) 5.9(6) 
P19 Butyl axial tilt (duff) -1.2(14) 
P20 Butyl equat. tilt (mean) -0.7(4) 
P21 Butyl equat. tilt (duff) -4.0(7) 
P22 Butyl dip (mean) -31.5(8) 
P23 Butyl dip (duff) 4.4(27) 
P24 Butyl dihedral 105.4(7) 
b) dependent parameters 
P25 C(6)PC(19) 110.6(13) 111.0 
P26 Si-P-C(6) 103.4(8) 104.9 
P27 Si-P-C(19) 102.8(6) 103.9 
P28 P-Si-Cl(3) 118.8(7) 118.4 
P29 P-Si-C1(4) 108.9(16) 108.5 
P30 P-Si-Cl(5) 110.6(16) 111.5 
P31 P-C(6)-C(7) 104.9(10) 105.7 
P32 P-C(6)-C(8) 107.6(10) 108.5 
7i33 P-C(6)-C(9) 114.9(10) 116.2 
jJ34 P-C(19)-C(20) 106.3(8) 107.6 
J35 P-C(19)-C(21) 105.3(8) 106.4 
P36 P-C(19)-C(22) 115.7(9) 116.8 
V37 Cl(5)-Si-P-C(19) -163.4(16) -164.8 
P38 C(20)C(19)PC(6) -156.5(23) -160.8 
39 C(8)-C(6)-P-Si -161.8(21) -162.6 
Table 8.3: Refined geometric parameters (distances in pm, angles in 0).  Ab initio 
values quoted are mean values 
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x direction. The methyl torsion, P14,  and tilt, P15,  are rotations about the z-axis 
and x-axis, respectively. The methyl group is then translated along the positive 
z-axis by the average C-C bond length and the central carbon of the t-butyl group 
is placed at the origin. The correct P-C-C bond angle is generated by rotating 
the methyl group about the y-axis. The two remaining methyl groups are defined 
by replicating the first methyl group, then rotating about the z-axis by 1200  and 
1200 ,  respectively. The t-butyl torsion angle is a rotation of the group about 
the z-axis, while the axial and equatorial tilts are rotations about the y-axis and 
x-axis, respectively. Positive axial tilts move t-butyl or SiC1 3 groups towards 
the phosphorus lone pair and equatorial tilts move these groups around the 3-
fold belt. Parameters introduced here are the mean and difference of the butyl 
torsion angles, P16  and P17,  mean and difference of the butyl axial tilts, P18  and 
P19, and the mean and difference of the butyl equatorial tilts, P20  and P21.  The 
t-butyl groups are then translated along the positive z-axis by their respective 
P-C bond lengths. 
The three groups, which were initially placed along the z-axis, are moved 
into their final positions by rotating both t-butyl groups about the y-axis by 
their respective "dip" angles to allow a non-planar PC 2 Si fragment, and then 
about the x-axis by an equal amount in opposite directions to give the correct 
angles about phosphorus. This introduces three final parameters: the mean and 
difference of the butyl dip angles, P22  and P23,  and the t-butyl rotation angle, P24. 
8.5 Electron Diffraction Refinement 
The radial distribution curve for t-Bu 2 PSiC13 (Figure 2) consists of five distinct 
peaks at distances of Ca. 110, 155, 205, 280 and 340 pm together with shoulders 
and weaker peaks above 400 pm. The peaks at 110 and 155 pm correspond to 
C-H scattering and to C-C scattering, respectively. The intense peak at 205 pm 
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Figure 8.2: Experimental and difference (experimental - theoretical) radial dis-
tribution curves, P(r)/r, for t-Bu 2 PSiC13 . Before Fourier inversion the data were 
multiplied by sexp(-0.00005s2)/(Zs1 - fsi)(Zci - fci). 
corresponds to scattering from Si-Cl bonds, and is broadened by contributions 
associated with the P-Si and P-C bonds. The peak at 280 pm consists mainly of 
scattering from P... C non-bonded pairs, while the intense broad peak at 340 pm 
comprises scattering from a number of non-bonded atom pairs, with major con-
tributions from Cl ... Cl and P... Cl pairs. 
The set of starting parameters for the ra structure refinement was taken 
from the theoretical geometry optimised at the 631G*/MP2  level. The pro- 
gram ASYM40 [15] was used to convert the theoretical (631G*/SCF) Cartesian 
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force field to one described by symmetry coordinates and this was scaled to ob-
tain root-mean-square amplitudes of vibration (u). Scaling factors were chosen to 
be 0.90, 0.85 and 0.80 for bond stretches, angle bends and torsions, respectively. 
The presence of a large number of low-frequency vibrational modes led to overes-
timated predictions of the perpendicular amplitudes of vibration (k). Since these 
values were considered to be unreliable, corrections for shrinkage effects were not 
included. 
Since the molecular structure contained a large number of similar interatomic 
distances, the SARACEN method [1] was employed in the GED refinements. 
Twelve geometrical and twelve vibrational amplitude restraints were used, as 
listed in Table 8.4. Values for geometrical restraints were taken to be those 
predicted at the 631G*/MP2  level, while amplitude restraints were based upon 
the force-field calculations at the 631G*/SCF  level. Uncertainties of 0.5 pm were 
chosen for bond length differences while absolute bond angle values were assigned 
uncertainties of 10,  or 0.5° for bond angle differences. Torsion angles were assigned 
uncertainties of 2°, and 1° for differences. Uncertainties of 10% were assigned to 
vibrational amplitude restraints. The methyl tilt parameter, P12,  which helped 
define the position of the hydrogen atoms, was fixed, since little information 
is contained in the experimental data because of the poor scattering ability of 
hydrogen. 
The use of flexible restraints allowed the refinement of 41 independent param-
eters, comprising 23 geometrical parameters and 18 amplitudes of vibration. 
The success of the final refinement, for which RG=0.091 and RD=0.077, may 
be assessed on the basis of the difference between the experimental and calculated 
radial distribution curves, shown in Figure 8.2, while Figure 8.3 offers a similar 
comparison between the experimental and calculated molecular scattering inten-
sity curves. Final refined parameters are listed in Table 8.3, selected interatomic 
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No. Description 	 Calc'd Value Refined 
(Uncertainty) 	Value 
Geometrical restraints: 
1 P-c bond length difference p -0.2(5) -0.14 
2 Mean C-C-H angle p7 109.5(10) 109.2 
3 P-c-c angle difference p -0.07(50) 0.05 
4 Methyl torsion angle P11 4.0(20) 6.2 
5 SiC13 torsion angle P13 194.0(20) 194.1 
6 Butyl torsion angle difference P17 288.0(10) 288.3 
7 C(6)-P-C(19) angle P25 111.0(10) 110.6 
8 [Si-P-C(6)]-[Si-P-C(19)] P26 - P27 1.03(50) 0.6 
9 P-c(6)-C(7) angle p31 105.7(10) 104.9 
10 [P-C(6)-C(8)]-[P-C(6)-C(9)] P32 - 	33 -7.7(10) -7.3 
11 [P-C(19)-C(20)]-[P-C(19)-C(21)] P34 - 	35 1.1(5) 1 
12 P-C(19)-c(22) angle P36 116.9(10) 115.7 
Vibrational Restraints: 
13 P(1)-Si(2) Ui 5.9(6) 5.5 
14 P(1) ... C(6) U2 5.8(6) 5.6 
15 P(1) ... cl(3) U7 10.1(10) 8.9 
16 Si(2) ... C(6) 1L16 9.2(10) 9.3 
17 Si(2) ... C(7) U18 12.5(10) 12.4 
18 Si(2) ... C(8) U19 9.5(10) 10.7 
19 Si(2) ... C(9) U20 15.3(10) 15.4 
20 C1(3)...C(6) U25 18.9(20) 19.8 
21 Cl(3) ... C(7) U27 20.5(20) 22.7 
22 Cl(3) ... C(8) U28 20.0(20) 21.5 
23 Cl(3) ... C(9) U29 27.8(30) 24.8 
24 Cl(4) ... C(8) U36 12.3(10) 12.6 
Table 8.4: Flexible Restraints 
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distances and the corresponding amplitudes of vibration in Table 8.5 and the 
least-squares correlation matrix in Table 8.6. 
8.6 Discussion 
The SARACEN method [1, 2] has allowed the refinement of all significant struc-
tural parameters for t-Bu 2 PSiC13 . The highest possible molecular symmetry is 
C5 , but the perfectly staggered arrangement of all t-butyl and SiC1 3 groups leads 
to parallel 1:3 interactions between two methyl groups or between a methyl group 
and a chlorine atom. The steric interactions of Y(MX 3 ) 3 groups are typically min-
imised by twisting the three groups by 15-20°, and this is what happens in this 
case, reducing the symmetry to C1. 
Overall, good agreement between theory and experiment was found; theo-
retical bond length, bond angle and dihedral angle predictions were in general 
found to be within one or two standard deviations of the experimental value. 
The introduction of electron correlation at the MP2 level is seen to be important 
in obtaining an accurate prediction of the P-Si distance; the 631G*/MP2  value 
at 224.9 pm is essentially identical to the experimental value of 225.0(12) pm, 
whilst the 6_31G*/SCF  uncorrelated computation overestimates the distance at 
227.0 pm. The P-Si bond distance is also effectively identical to those found by 
GED in other compounds such as silylphosphine [16] (224.9(3) pm), silylmethyl-
phosphine [16] (224.8(3) pm) and silyldimethylphosphine [16] (224.5(3) pm). In 
H2 P-SiF3 , P-Si has been found [17] to be 220.7(3) pm, consistent with fluorine 
substituents at silicon resulting in a significant shortening of the P-Si bond length 
relative to H-substituted compounds. Substitution of the less electronegative 
chlorine for the silyl hydrogens does not seem to have a significant effect. 
All P-Si-CI angle predictions were within one standard deviation of the exper-
imentally determined values, and angles about the central phosphorus within two 
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Number Atom pair 	 r,/pm 	 u/pm 
1 P-Si 225.0(12) 6.9(5) 
2 P-C(6) 192.4(10) 5.6(1) 
3 P-C(19) 192.5(10) 5.6(tied to U2) 
4 Si-Cl 204.7(3) 4.2(5) 
5 C-C 153.6(2) 4.2(6) 
6 C-H 113.6(2) 6.9(5) 
7 P ... C1(3) 370.1(20) 8.9(9) 
8 P ... Cl(4) 350.0(40) 9.8(tied to u7) 
9 P...C1(5) 353.5(33) 9.8(tied to u7) 
10 P ... C(7) 275.4(18) 9.8(10) 
11 P ... C(8) 280.1(16) 10.1(tied to uio) 
12 P ... C(9) 292.4(16) 9.3(tied to u 1 0) 
13 P ... C(20) 277.9(13) 10.0(tied to uio) 
14 P ... C(21) 276.1(13) 9.7(tied to u 1 0) 
15 P ... C(22) 293.8(18) 9.4(tied to u 1o ) 
16 Si ... C(6) 328.2(40) 9.2(10) 
17 Si ... C(19) 329.9(38) 9.0(tied to u16) 
18 Si ... C(7) 375.4(62) 12.4(10) 
19 Si ... C(8) 463.6(29) 10.7(9) 
20 Si ... C(9) 340.2(53) 15.4(10) 
21 Si...C(20) 327.1(72) 13.4(tied to u20) 
22 Si ... C(21) 460.8(34) 10.9(tied to 'u19) 
23 Si.. .C(22) 384.0(36) 13.5(tied to u18) 
24 Cl(3)...C1(4) 326.7(6) 10.1(6) 
25 Cl(3) ... C(6) 429.9(68) 19.8(19) 
26 Cl(3) ... C(19) 388.0(70) 15.5(tied to U28) 
27 Cl(3) ... C(7) 511.9(88) 22.7(19) 
28 C1(3) ... C(8) 551.2(62) 21.5(13) 
29 C1(3) ... C(9) 369.0(106) 24.8(27) 
30 C1(3) ... C(20) 375.1(124) 23.8(tied to u28) 
31 C1(3) ... C(21) 541.2(66) 18.5(tied to u27) 
32 C1(3) ... C(6) 369.1(68) 19.3(tied to U28) 
33 Cl(4) ... C(6) 505.2(42) 12.4(tied to u26) 
34 Cl(4)...C(19) 415.3(64) 15.3(tied to u24) 
35 Cl(4)...C(7) 536.4(61) 19.4(tied to U27) 
36 C1(4) ... C(8) 625.7(38) 12.6(9) 
37 C1(4) ... C(9) 541.6(50) 15.8(tied to u27) 
38 Cl(4) ... C(20) 340.0(93) 16.5(tied to u28) 
39 C1(4) ... C(21) 529.7(80) 18.9(tied to u27) 
40 Cl(4)...C(22) 507.0(59) 20.9(tied to u26) 
41 Cl(5)...C(6) 375.2(50) 13.3(tied to u28) 
42 Cl(5) ... C(19) 506.3(25) 11.5(tied to u26) 
43 Cl(5) ... C(7) 345.1(90) 15.0(tied to u28) 
44 C1(5) ... C(8) 528.1(50) 15.9(tied to u27) 
45 C1(5) ... C(9) 372.3(66) 21.6(tied to u28) 
46 Cl(5) ... C(20) 528.1(62) 14.1 (tied to u27) 
47 Cl(5)...C(21) 625.0(29) 12.2(tied to u35) 
48 Cl(5) ... C(22) 553.3(29) 17.4(tied to u27) 
49 C(7) ... C(8) 251.3(7) 4.5(9) 
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Table 8.5: Selected interatomic distances and root-mean-square amplitudes of 
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Figure 8.3: Experimental and final weighted difference (experimental - theoreti-
cal) molecular scattering intensities for t-Bu 2 PSiC1 3 . Camera distances were (a) 
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Table 8.6: Correlation Matrix 
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k 1 -50 
k 2 
standard deviations. The angles about the central phosphorus [C-P-C 110.6(3)° 
and Si-P-C 103.6(3)°] are considerably larger than for the corresponding angles in 
silyldimethyiphosphine [16] [C-P-C 100.8(12)° and Si-P-C 99.0(5)°], but can be 
attributed to the strong electron withdrawing character of the SiC1 3 group and 
to steric interaction between the t-butyl groups. Axial tilts are all close to 6°, 
implying that SiC13 and t-butyl groups are all tilted away from each other and 
towards the phosphorus lone pair. The equatorial tilts of the t-butyl groups are 
smaller (ca. 2°) and towards one another. This implies that the residual steric 
interactions between two t-butyl groups are less than those between t-butyl and 
SiC13 groups. 
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Chapter 9 
Conclusion 
The work detailed in this thesis has shown, that the new Edinburgh electron 
diffraction apparatus is capable of providing useful structural data, even under 
less than optimal conditions and relatively unsophisticated analysis. 
Each of the individual components of the apparatus functions as expected, 
but due to beam alignment difficulties we have been unable to observe useful 
electron scattering from the free-jet supersonic molecular beam. Instead, we 
have temporarily adopted an effusive molecular source, losing all the benefits of 
the molecular beam, such as internal molecular cooling, in favour of enhanced 
ease of use and alignment. This proved to be a wise choice as it allowed us to 
observe molecular scattering with this apparatus for the first time, and to ensure 
that the new technologies of the telefocus electron gun and phosphor screen/CCD 
camera are effective in this application. 
Analysis of the signal variation across a series of signal images has shown 
the standard deviation to be small, with typical signal-to-noise ratios as good as 
300:1, evidence that the apparatus is fully capable of recording high-quality data. 
We have attempted to calibrate the scattering performance, by comparing the 
theoretical and experimental scattering intensities for argon. Molecular structure 
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refinements based on this calibration have tended to give vibrational amplitudes 
much smaller than would be expected, possibly as a result of multiplying the 
intensities at large s by too high a value when calibrating. Further work is 
required here to improve the calibration process and make the most of what 
appears to be good-quality data. 
The integration of the cooled molecular beam into the experiment will be a 
major part of any future work, allowing this apparatus to excel as a state-of-the-
art tool for molecular structure determination. 
9.1 Further Work 
The fixed electron beam collector cup is the single biggest obstacle to achieving 
alignment of the electron and molecular beams. This must be addressed in future 
work and will possibly require a major re-design of the detector end of the appa-
ratus, which was never designed to function with the type of detector system we 
are currently using. Despite this, the design has proved flexible enough to easily 
allow significant modification, enabling us to obtain useful data and characterise 
the scattering performance of the apparatus. 
In the meantime, use of the effusive needle source should be continued, ideally 
with a more reliable and easily controllable gas-inlet system, allowing the inlet 
pressure to be set at a more constant level without significant fluctuation. Further 
data obtained in this manner, including that from a wider range of target gases, 
will help improve the calibration of the scattering performance, a problem we 
have still not completely solved. 
A number of other, smaller improvements can be made to the apparatus. The 
main chamber pressure has always been fairly high, and we currently achieve 
—4x 10-6  mbar at best, despite extensive leak-checking of the apparatus. It is 
the only chamber without a liquid nitrogen trap over the diffusion pump, instead 
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having a water-cooled chevron baffle; the use of a liquid refrigerant would be 
expected to aid the situation. 
The inside (non-vacuum side) of the re-entrant tube is painted matte black to 
help reduce reflections from the walls and reduce optical crosstalk between light 
and dark regions of the image. The installation of a number of circular baffles 
along the inside of the tube will help to further prevent stray reflections reaching 
the camera. Of course, if we were to use a fibre-optic face plate and taper this 
effect would be eliminated entirely. However, this is an expensive solution which 
would require further modification of the apparatus and a new CCD camera, 
although it is an option which should be seriously considered in the event of a 
camera upgrade. 
Long-Term Aims 
In the long term, the use of a heated source, even with the effusive needle, will 
allow the study of lower vapour-pressure compounds. A heated source has already 
been designed and built for use with the free-jet molecular beam, a further reason 
for a rapid return to this source. 
In the longer term, the use of a gated detector to enable time-resolved data 
collection should be investigated. This will only be of any real use when used in 
conjunction with the molecular beam and a laser excitation source. The simplest 
way of gating the detector would be to use a set of microchannel plates as an 




***** Declare Variables ***** 
implicit none 
integer, allocatable, dimension(:,:) 	mask 
real, allocatable, dimension(:,:) :: image 
real, dimension(-10:500) :: sig=O.O 
real, dimension(-10:500) :: pixels=O.O 
character(15) :: ipname 
character(15) :: opname 
real :: pi,r,lainbda,distance,s,pixpmm 
real 	xcent, ycent, stop_xcent, stop_ycent, stop-radius 
real :: shadow_xcent, shadow_ycent, shadow-radius, a 
real :: threshold 
integer :: xcount, ycount 
integer :: i,rtab 
**** lambda is the electron wavelength 
**** distance is the collision zone/screen distance 
**** pixpmm is number of pixels representing 1 mm in the image 
parameter(lainbda=0.0601,distance=143. ,pixpmm=4.8) 
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**** dynamically allocate array space 
**** the image is a 2d array, 512 by 512 
allocate(image(512,512), mask(512,512)) 
**** intialise the mask array 
mask = 1 
I ***** Read in variables and assign ***** 
write(*,*) "Enter filename for image input" 
read(*,*) ipnaine 
write(*,*) "Enter filename for signal output" 
read(*,*) opnaxne 
**** coordinates of the centre of the pattern 
xcent=283. 
ycentl86. 









open(10 ,file=ipname , status='old') 
open(12 , file=opname , status= 'replace') 
**** Set up the mask array 
**** 1 for pixels to be included 
**** 0 for excluded pixels 
mask out area outside given radius 
do xcount=1,512 
do ycount=1,512 
if (((float(xcount)-shadow_xcent)**2 + & 
(float (ycount) -shadow_ycent) **2) & 
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>=(shadow_radius)**2) then 




***** Read in image file ***** 
do ycount=1,512 
do xcount=1,512 




*** mask out areas below threshold level *** 
*** e.g. beam stop and beam stop arm *** 
do xcount=1,512 
do ycount=1,512 
if(image(xcount ,ycount) < threshold) mask(xcount ,ycount)=0 
enddo 
enddo 
**** loop through array ***** 
y_loop: do ycount=1,512 
x_loop: do xcount=1,512 
if( mask(xcount,ycount).eq.1 ) then 
r=sqrt (real ( (xcount-xcent) **2 + (ycount-ycent) **2)) 
rtab=int (r) 
sig(rtab)=sig(rtab) + image(xcount , ycount) 
***** Work out number of pixels here too.. . 





***** Must divide sig() by no of pixels in ring at rtab ***** 
***** add negative to positive regions ***** 






*** do flat field correction - divide by cos -3(theta) 
*** includes bit to calculate s from pixel rtab 
I *** and camera distance 
*** a is equal to theta (which is calculated from s) 
do rtab=0,300 
s = (4*pi/lambda) * (sin(atan(abs (float (rtab) /pixpmm) & 
& 	 /distance)/2)) 
a=s*lainbda/12 .56637 
a=2 *as jn(a) 
sig(rtab) = sig(rtab)/(cos(a)**3) 
enddo 
***** Output signal to file ***** 
do rtab=0,300 
s = (4*pi/lambda)*(sin(atan(abs(float(rtab)/pixpmm) & 





end program image 1 
Appendix B 
Filter Transmission Data 
r/inches % Transmission r/inches % Transmission 
0.000 0.251 0.251 0.500 4.20 3.98 
0.025 0.247 0.252 0.525 4.78 4.51 
0.050 0.245 0.254 0.550 5.42 5.15 
0.075 0.249 0.254 0.575 6.14 5.78 
0.100 0.246 0.257 0.600 6.83 6.52 
0.125 0.259 0.265 0.625 7.57 7.28 
0.150 0.297 0.281 0.650 8.38 8.08 
0.175 0.368 0.334 0.675 9.20 9.03 
0.200 0.469 0.430 0.700 10.1 10.02 
0.225 0.596 0.555 0.725 11.3 11.2 
0.250 0.738 0.716 0.750 12.5 12.5 
0.275 0.930 0.889 0.775 13.8 13.8 
0.300 1.150 1.11 0.800 15.4 15.3 
0.325 1.370 1.34 0.825 16.7 16.8 
0.350 1.650 1.61 0.850 18.2 18.2 
0.375 1.990 1.91 0.875 19.7 19.8 
0.400 2.350 2.25 0.900 21.1 21.3 
0.425 2.740 2.65 0.925 22.8 22.8 
0.450 3.160 3.03 0.950 24.4 24.7 
0.475 3.630 3.47 0.975 26.2 26.4 
Table B.1: Continued over... 
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r/inches % Transmission r/inches % Transmission 
1.000 28.5 28.5 1.500 85.7 86.3 
1.025 30.7 31.0 1.525 86.7 86.8 
1.050 33.4 33.4 1.550 87.4 87.7 
1.075 36.0 36.4 1.575 88.6 88.0 
1.100 38.8 39.1 1.600 88.2 88.6 
1.125 41.9 42.1 1.625 88.3 88.8 
1.150 44.4 45.0 1.650 88.4 88.4 
1.175 47.1 47.4 1.675 87.9 88.8 
1.200 49.3 50.0 1.700 88.5 88.4 
1.225 51.2 51.9 1.725 88.0 88.8 
1.250 53.3 53.9 1.750 88.2 88.4 
1.275 54.8 56.1 1.775 88.3 88.6 
1.300 56.5 57.4 1.800 88.0 88.7 
1.325 59.1 59.7 1.825 88.6 88.4 
1.350 61.6 61.9 1.850 88.1 88.7 
1.375 65.5 65.1 1.875 88.2 88.3 
1.400 69.9 69.0 1.900 88.0 86.9 
1.425 74.9 72.8 1.925 81.7 83.9 
1.450 80.6 77.6 1.950 77.1 80.8 
1.475 83.5 81.6 1.975 85.6 86.3 
1.500 85.7 84.2 2.000 96.1 94.4 
1.525 86.7 85.9 2.025 100.2 99.5 
2.050 99.8 100.5 
Table B.1: Filter Transmission for given radial distance from the centre, r. The 
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