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Abstract
A simple theory of the covariant derivatives, deformed derivatives and
relative covariant derivatives of multivector and multiform fields is pre-
sented using algebraic and analytical tools developed in previous papers.
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1 Introduction
Using an arbitrary parallelism structure 〈U,Γ〉 on an open set U of a smooth
manifold M as defined in [3] we present, using the algebraic tools developed in
1
[1, 2] a detailed theory of the covariant derivatives, deformed covariant deriva-
tives and relative covariant derivatives of multivector and multiform fields (ob-
jects that represent important fields used in physical theories). Several useful
formulas needed for practical calculations are derived.
2 Multivector and Multiform Fields
Let U be an open set on the smooth finite dimensional manifold M (i.e.,
dimM = n with n ∈ N). As we know, the set of smooth1 scalar fields on U has
natural structure of ring (with unity). It will be denoted by S(U). The set of
smooth vector fields on U has natural structure of module over the ring S(U).
It will be denoted by V(U). The set of smooth form fields on U can be identified
with the dual module for V(U). It could be denoted by V∗(U).
A k-vector mapping
Xk : U −→
⋃
p∈U
∧k
T ∗pM, (1)
such that for each p ∈ U , Xk(p) ∈
∧k
T ∗pM is called a k-vector field on U.
Such Xk with 1 ≤ k ≤ n is said to be a smooth k-vector field on U, if and
only if, for all ω1, . . . , ωk ∈ V∗(U), the scalar mapping defined by
U ∋ p 7−→ Xk(p)(ω
1
(p), . . . , ω
k
(p)) ∈ R (2)
is a smooth scalar field on U.
A multivector mapping
X : U −→
⋃
p∈U
∧
T ∗pM, (3)
such that for each p ∈ U , X(p) ∈
∧
T ∗pM is called a multivector field on U.
Any multivector at p ∈ M can be written as a sum of k-vectors (i.e., ho-
mogeneous multivectors of degree k) at p ∈ M, with k running from k = 0 to
k = n, i.e., there exist exactly n+1 homogeneous multivector of degree k fields
on U, conveniently denote by X0, X1, . . . , Xn, such that for every p ∈ U,
X(p) = X
0
(p) +X
1
(p) + · · ·+X
n
(p). (4)
We say that X is a smooth multivector field on U when each of one of the
X0, X1, . . . , Xn is a smooth k-vector field on U.
We emphasize that according with the definitions of smoothness as given
above, a smooth k-vector field on U can be identified to a k-vector over V(U),
and a smooth multivector field on U can be seen properly as a multivector over
V(U). Thus, the set of smooth k-vector fields on U may be denoted by
∧kV(U),
and the set of smooth multivector fields on U may be denoted by
∧
V(U).
1In this paper smooth means C∞-differentiable or at least enough differentiable for our
statements to hold.
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A k-form mapping
Φk : U −→
⋃
p∈U
∧k
T ∗pM (5)
such that for each p ∈ U , Φk(p) ∈
∧k
T ∗pM is called a k-form field on U.
Such Φk with 1 ≤ k ≤ n is said to be a smooth k-form field on U, if and only
if, for all v1, . . . , vk ∈ V(U), the scalar mapping defined by
U ∋ p 7−→ Φk(p)(v1(p), . . . , vk(p)) ∈ R (6)
is a smooth scalar field on U .
A multiform mapping
Φ : U −→
⋃
p∈U
∧
T ∗pM (7)
such that for each p ∈ U , Φ(p) ∈
∧
T ∗pM is called a multiform field on U.
Any multiform at p ∈ M can be written (see, e.g.,[4]) as a sum of k-forms
(i.e., homogeneous multiforms of degree k) at p ∈M with k running from k = 0
to k = n. It follows that there exist exactly n + 1 homogeneous multiform of
degree k fields on U, named as Φ0,Φ1, . . . ,Φn such that
Φ(p) = Φ0(p) +Φ1(p) + · · ·+Φn(p) (8)
for every p ∈ U.
We say that Φ is a smooth multiform field on U, if and only if, each of
Φ0,Φ1, . . . ,Φn is just a smooth k-form field on U.
Note that according with the definitions of smoothness as given above, a
smooth k-form field on U can be identified with a k-form over V(U), and a
smooth multiform field on U can be seen as a multiform over V(U). Thus, the
set of smooth k-form fields on U will be denoted by
∧kV∗(U), and the set of
smooth multiform fields on U will be denoted by
∧
V∗(U).
2.1 Algebras of Multivector and Multiform Fields
We recall first the module (over a ring) structure operations of the set of smooth
multivector fields on U and of the set of smooth multiform fields on U . We recall
also the concept of the exterior product both of smooth multivector fields as
well as of smooth multiform fields on U . Finally, we present the definitions of
the duality products of a given smooth multivector fields on U by a smooth
multiform field on U.
The addition of multivector fields X and Y, or multiform fields Φ and Ψ, is
defined by
(X + Y )(p) = X(p) + Y(p), (9)
(Φ + Ψ)(p) = Φ(p) +Ψ(p), (10)
for every p ∈ U.
3
The scalar multiplication of a multivector field X, or a multiform field Φ, by
a scalar field f, is defined by
(fX)(p) = f(p)X(p), (11)
(fΦ)(p) = f(p)Φ(p), (12)
for every p ∈ U.
The exterior product of multivector fields X and Y, and the exterior product
of multiform fields Φ and Ψ, are defined by
(X ∧ Y )(p) = X(p) ∧ Y(p), (13)
(Φ ∧Ψ)(p) = Φ(p) ∧Ψ(p), (14)
for every p ∈ U.
Each module, of either the smooth multivector fields on U , or the smooth
multiform fields on U , endowed with the respective exterior product has a nat-
ural structure of associative algebra. They are called the exterior algebras of
multivector and multiform fields on U.
The duality scalar product of a multiform field Φ with a multivector field X
is (see algebraic details in [2]) the scalar field 〈Φ, X〉 defined by
〈Φ, X〉 (p) =
〈
Φ(p), X(p)
〉
, (15)
for every p ∈ U.
The duality left contracted product of a multiform field Φ with a multivector
field X (or, a multivector field X with a multiform field Φ) is the multivector
field 〈Φ, X | (respectively, the multiform field 〈X,Φ|) defined by
〈Φ, X |(p) =
〈
Φ(p), X(p)
∣∣ , (16)
〈X,Φ|(p) =
〈
X(p),Φ(p)
∣∣ , (17)
for every p ∈ U.
The duality right contracted product of a multiform field Φ with a multivec-
tor field X (or, a multivector field X with a multiform field Φ) is the multiform
field |Φ, X〉 (respectively, the multivector field |X,Φ〉) defined by
|Φ, X〉(p) =
∣∣Φ(p), X(p)〉 , (18)
|X,Φ〉(p) =
∣∣X(p),Φ(p)〉 , (19)
for every p ∈ U.
Each duality contracted product of smooth multivector fields on U with
smooth multiform fields on U yields a natural structure of non-associative al-
gebra.
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3 Covariant Derivative of Multivector and Mul-
tiform Fields
Let 〈U,Γ〉 be a parallelism structure [3] on U, and let a ∈ V(U). The a-
Directional Covariant Derivative (a-DCD) of a smooth multivector field on U,
associated with 〈U,Γ〉, is the mapping∧
V(U) ∋ X 7−→ ∇aX ∈
∧
V(U),
such that the following axioms are satisfied:
i. For all f ∈ S(U) :
∇af = af. (20)
ii. For all Xk ∈
∧kV(U) with k ≥ 1 :
∇aX
k(ω1, . . . , ωk) = aXk(ω1, . . . , ωk)
−Xk(∇aω
1, . . . , ωk) · · · −Xk(ω1, . . . ,∇aω
k), (21)
for every ω1, . . . , ωk ∈ V⋆(U).
iii. For all X ∈
∧
V(U), if X =
n∑
k=0
Xk, then
∇aX =
n∑
k=0
∇aX
k. (22)
The basic properties of the a-DCD of smooth multivector fields are:
• The a-Directional Covariant Derivative Operator ∇a when acting on mul-
tivector fields is grade-preserving, i.e.,
if X ∈
∧kV(U), then ∇aX ∈ ∧kV(U). (23)
• For all f ∈ S(U), a, b ∈ V(U) and X ∈
∧
V(U)
∇a+bX = ∇aX +∇bX,
∇faX = f∇aX. (24)
• For all f ∈ S(U), a ∈ V(U) and X,Y ∈
∧
V(U)
∇a(X + Y ) = ∇aX +∇aY,
∇a(fX) = (af)X + f∇aX. (25)
• For all a ∈ V(U) and X,Y ∈
∧
V(U)
∇a(X ∧ Y ) = (∇aX) ∧ Y +X ∧ ∇aY. (26)
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The a-Directional Covariant Derivative of a smooth multiform field on U
associated with 〈U,Γ〉 is the mapping∧
V⋆(U) ∋ Φ 7−→ ∇aΦ ∈
∧
V⋆(U),
such that the following axioms are satisfied:
i. For all f ∈ S(U) :
∇af = af. (27)
ii. For all Φk ∈
k∧
V⋆(U) with k ≥ 1 :
∇aΦk(v1, . . . , vk) = aΦk(v1, . . . , vk)
− Φk(∇av1, . . . , vk) · · · − Φk(v1, . . . ,∇avk), (28)
for every v1, . . . , vk ∈ V(U).
iii. For all Φ ∈
∧
V⋆(U) : if Φ =
n∑
k=0
Φk, then
∇aΦ =
n∑
k=0
∇aΦk. (29)
The basic properties for the a-DCD of smooth multiform fields.
• The a-DCD ∇a when acting on multiform fields is grade-preserving, i.e.,
if Φ ∈
∧kV⋆(U), then ∇aΦ ∈ ∧kV⋆(U). (30)
• For all f ∈ S(U), a, b ∈ V(U) and Φ ∈
∧
V⋆(U)
∇a+bΦ = ∇aΦ+∇bΦ,
∇faΦ = f∇aΦ. (31)
• For all f ∈ S(u), a ∈ V(U) and Φ,Ψ ∈
∧
V⋆(U)
∇a(Φ + Ψ) = ∇aΦ+∇aΨ,
∇a(fΦ) = (af)Φ + f∇aΦ. (32)
• For all a ∈ V(U) and Φ,Ψ ∈
∧
V⋆(U)
∇a(Φ ∧Ψ) = (∇aΦ) ∧Ψ+Φ ∧ ∇aΨ. (33)
We now present three remarkable properties involving the action of ∇a on
the duality products of multivector and multiform fields.
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• When ∇a acts on the duality scalar product of Φ ∈
∧
V⋆(U) with X ∈∧
V(U) follows the Leibniz rule, i.e.,
a 〈Φ, X〉 = 〈∇aΦ, X〉+ 〈Φ,∇aX〉 . (34)
Proof. We check this statement only for the duality scalar product of ω ∈ V⋆(U)
with v ∈ V(U), and of Φ2 ∈
2∧
V⋆(U) with X2 ∈
2∧
V(U).
For ω ∈ V⋆(U) and v ∈ V(U), using Eq.(28), we have
∇aω(v) = aω(v)− ω(∇av), (a)
but, according to with Eq.(15), it can be written
a 〈ω, v〉 = 〈∇aω, v〉+ 〈ω,∇av〉 . (b)
For Φ2 ∈
2∧
V⋆(U) andX2 ∈
2∧
V(U), the definition of duality scalar product
holds 〈
Φ2, X
2
〉
=
1
2!
Φ2(ej , ek)X
2(εj , εk), (c)
where
{
ej , ε
j
}
is any pair of dual frame fields on U .
A straightforward calculation, using Eq.(28), yields
a
〈
Φ2, X
2
〉
=
1
2!
(aΦ2(ej , ek)X
2(εj , εk) + Φ2(ej , ek)aX
2(εj , εk))
=
1
2!
∇aΦ2(ej , ek)X
2(εj , εk) +
1
2
Φ2(∇aej , ek)X
2(εj , εk)
+
1
2
Φ2(ej ,∇aek)X
2(εj , εk) +
1
2
Φ2(ej , ek)X
2(εj ,∇aε
k) (d)
+
1
2
Φ2(ej , ek)X
2(∇aε
j, εk) +
1
2!
Φ2(ej , ek)∇aX
2(εj , εk),
and recalling (b), we get
Φ2(∇aej , ek)X
2(εj , εk) = Φ2(〈ε
p,∇aej〉 ep, ek)X
2(εj , εk)
= Φ2(ep, ek)X
2(〈εp,∇aej〉 ε
j, εk)
= Φ2(ep, ek)X
2(−〈∇aε
p, ej〉 ε
j , εk)
= −Φ2(ep, ek)X
2(∇aε
p, εk). (e)
Thus, by putting (e) into (d), and by using once again the definition of
duality scalar product, we finally have
a
〈
Φ2, X
2
〉
=
〈
∇aΦ2, X
2
〉
+
〈
Φ2,∇aX
2
〉
, (f)
and the result is proved.
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• ∇a acting on the duality left contracted product of Φ ∈
∧
V⋆(U) with
X ∈
∧
V(U) (or, X ∈
∧
V(U) with Φ ∈
∧
V⋆(U)) satisfies the Leibniz
rule, i.e.,
∇a 〈Φ, X | = 〈∇aΦ, X |+ 〈Φ,∇aX | , (35)
∇a 〈X,Φ| = 〈∇aX,Φ|+ 〈X,∇aΦ| . (36)
• ∇a acting on the duality right contracted product of Φ ∈
∧
V⋆(U) with
X ∈
∧
V(U) (or, X ∈
∧
V
⋆
(U) with Φ ∈
∧
V(U)) satisfies the Leibniz
rule, i.e.,
∇a |Φ, X〉 = |∇aΦ, X〉+ |Φ,∇aX〉 , (37)
∇a |X,Φ〉 = |∇aX,Φ〉+ |X,∇aΦ〉 . (38)
Proof. We will prove only the statement given by Eq.(35). Take Φ ∈
∧
V⋆(U),
X ∈
∧
V(U) and Ψ ∈
∧
V⋆(U). By a property of the duality left contracted
product, we have
〈〈Φ, X | ,Ψ〉 =
〈
X, Φ˜ ∧Ψ
〉
. (a)
Now, by using Eq.(34) and Eq.(33), we can write
〈∇a 〈Φ, X | ,Ψ〉+ 〈〈Φ, X | ,∇aΨ〉
=
〈
∇aX, Φ˜ ∧Ψ
〉
+
〈
X,∇a(Φ˜ ∧Ψ)
〉
=
〈
∇aX, Φ˜ ∧Ψ
〉
+
〈
X, (∇aΦ˜) ∧Ψ)
〉
+
〈
X, Φ˜ ∧ ∇aΨ)
〉
. (b)
Thus, taking into account Eq.(30) and by recalling once again a property of the
duality left contracted product, it follows that
〈∇a 〈Φ, X | ,Ψ〉 = 〈〈Φ,∇aX | ,Ψ〉+ 〈〈∇aΦ, X | ,Ψ)〉 . (c)
Then, by the non-degeneracy of the duality scalar product, the required
result follows.
4 Deformed Covariant Derivative
Let 〈U,Γ〉 be a parallelism structure on U, and let ∇a be its associated a-DCDO.
Take an invertible smooth extensor operator field λ on V ⊇ U. Recall that given
λ, it is possible to construct a deformed parallelism structure [3]
〈
U,
λ
Γ
〉
on U ,
with associated a-DCDO denoted by
λ
∇a.
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Recall [3] that the deformed covariant derivative operator
λ
∇a has two ba-
sic properties, namely, for all2 v ∈ V(U),
λ
∇av = λ(∇aλ−1(v)) and for ω ∈
V⋆(U),
λ
∇aω = λ−△(∇aλ△(ω)).
We give now two properties of
λ
∇awhich are generalizations of the basic
properties just quoted above.
• For all X ∈
∧
V(U)
λ
∇aX = λ(∇aλ
−1(X)), (39)
where λ is the so-called extended of λ, and λ−1 is a more simple notation
for (λ)−1 = (λ−1).
• For all Φ ∈
∧
V⋆(U)
λ
∇aΦ = λ
−△(∇aλ
△(Φ)), (40)
where λ△ = (λ)△ = (λ△) and λ−△ = (λ△)−1.
Proof. To prove the property for smooth multivector fields as given by Eq.(39),
we make use of a noticeable criterion:
(i) We check the statement for scalar fields f ∈ S(U). Using Eq.(20) and
recalling a basic property of the extension procedure [2], we have
λ
∇af = af = λ(af) = λ(∇af) = λ(∇aλ
−1(f)).
(ii) Next, we check the statement for simple k-vector fields v1 ∧ · · · ∧ vk ∈∧kV(U). In this case, we use mathematical induction.
We have that for k = 1, the property for vector fields as given by Eq.(??),
is true.
For k > 1, we must prove the inductive implication
λ
∇a(v1 ∧ · · · vk) = λ(∇aλ
−1(v1 ∧ · · · vk))
=⇒
λ
∇a(v1 ∧ · · · vk ∧ vk+1) = λ(∇aλ
−1(v1 ∧ · · · vk ∧ vk+1)).
The inductive step, follows using Eq.(26) and recalling a basic property of
2Recall that λ△ is the so-called duality adjoint of λ, and λ−△ is a short notation for
(λ△)−1 = (λ−1)△.
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the extension procedure. Indeed,
λ
∇a(v1 ∧ · · · vk ∧ vk+1) = (
λ
∇a(v1 ∧ · · · vk)) ∧ vk+1 + (v1 ∧ · · · vk) ∧
λ
∇avk+1
= λ(∇aλ
−1(v1 ∧ · · · vk)) ∧ λλ
−1(vk+1)
+ λλ−1(v1 ∧ · · · vk) ∧ λ(∇aλ
−1(vk+1))
= λ((∇aλ
−1(v1 ∧ · · · vk)) ∧ λ
−1(vk+1)
+ λ−1(v1 ∧ · · · vk) ∧∇aλ
−1(vk+1))
= λ(∇a(λ
−1(v1 ∧ · · · vk) ∧ λ
−1(vk+1)))
= λ(∇aλ
−1(v1 ∧ · · · vk ∧ vk+1)).
(iii) We now check the statement for a finite addition of simple k-vector
fields Xk + · · ·Zk ∈
∧kV(U). Using Eq.(25) and recalling the linear operator
character for the extended of a linear operator, we have
λ
∇a(X
k + · · ·Zk) =
λ
∇aX
k + · · ·
λ
∇aZ
k
= λ(∇aλ
−1(Xk)) + · · ·λ(∇aλ
−1(Zk))
= λ(∇aλ
−1(Xk) + · · ·∇aλ
−1(Zk))
= λ(∇a(λ
−1(Xk) + · · ·λ−1(Zk)))
= λ(∇aλ
−1(Xk + · · ·Zk)).
Hence, it necessarily follows that the statement must be true for all smooth
k-vector fields.
(iv) We now can prove the statement for multivector fields X ∈
∧
V(U).
Indeed, using Eq.(22) and Eq.(25), and recalling the linear operator character
for the extended of a linear operator, we get
λ
∇aX =
n∑
k=0
λ
∇aX
k =
n∑
k=0
λ(∇aλ
−1(Xk))
= λ(∇aλ
−1(
n∑
k=0
Xk)) = λ(∇aλ
−1(X)),
and the result is proved.
5 Relative Covariant Derivative
Let 〈U0,Γ〉 be a parallelism structure on U0, and let ∇a be its associated a-
DCDO. Take any relative parallelism structure 〈U,B〉 compatible with 〈U0,Γ〉
(i.e., U0∩U 6= ∅). Denote by ∂a its associated a-DCDO. Recall that there exists
a well-defined smooth extensor operator field on U0 ∩ U , which we called the
relative connection field γa, which satisfies the the split theorem as formulated
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for smooth vector fields and for smooth form fields [3] i.e.: for all3 v ∈ V(U0∩U),
∇av = ∂av + γa(v), and for all ω ∈ V⋆(U0 ∩ U), ∇aω = ∂aω − γ△a (ω).
We present now the split theorem for smooth multivector fields and for
multiform fields, which are the generalization of the theorem just recalled above
for smooth vector fields and for smooth form fields
Theorem. (a) For all X ∈
∧
V(U0 ∩ U)
∇aX = ∂aX + γa
⌣
(X), (41)
where γa
⌣
is generalized4 of γa
(b) For all Φ ∈
∧
V⋆(U0 ∩ U)
∇aΦ = ∂aΦ− γ
△
a
⌣
(Φ), (42)
where γ△a
⌣
is the so-called generalized of γ△a which as we know coincides with
the so-called duality adjoint of γa
⌣
.
Proof. To prove the property for smooth multivector fields as given by Eq.(41),
we use of a noticeable criterion already introduced above.
(i) We check the statement for scalar fields f ∈ S(U). Using Eq.(20) and
recalling a basic property of the generalization procedure, we have
∇af = af = ∂af = ∂af + γa(f).
(ii) Next, we check the statement for simple k-vector fields v1 ∧ · · · ∧ vk ∈∧kV(U). We use mathematical induction.
For k = 1, it is just the property for vector fields which, as we know is true.
For k > 1, we have to prove the inductive implication:
∇a(v1 ∧ · · · vk) = ∂a(v1 ∧ · · · vk) + γa(v1 ∧ · · · vk)
=⇒ ∇a(v1 ∧ · · · vk ∧ vk+1) = ∂a(v1 ∧ · · · vk ∧ vk+1) + γa(v1 ∧ · · · vk ∧ vk+1).
The inductive step is assured using Eq.(26) and recalling a basic property of
the generalization procedure. Indeed,
∇a(v1 ∧ · · · vk ∧ vk+1) = (∇a(v1 ∧ · · · vk)) ∧ vk+1 + (v1 ∧ · · · vk) ∧ ∇avk+1
= (∂a(v1 ∧ · · · vk) + γa(v1 ∧ · · · vk)) ∧ vk+1
+ (v1 ∧ · · · vk) ∧ (∂avk+1 + γa(vk+1))
= (∂a(v1 ∧ · · · vk)) ∧ vk+1 + (v1 ∧ · · · vk) ∧ ∂avk+1
+ γa(v1 ∧ · · · vk) ∧ vk+1 + (v1 ∧ · · · vk) ∧ γa(vk+1)
= ∂a(v1 ∧ · · · vk ∧ vk+1) + γa(v1 ∧ · · · vk ∧ vk+1).
3Recall that γ△a is the so-called duality adjoint of γa.
4See [2], to recall the notion of the generalization procedure.
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(iii) Next we check the statement for a finite addition of simple k-vector
fields Xk + · · ·Zk ∈
∧kV(U). Using Eq.(25) and recalling the linear operator
character for the generalized of a linear operator, we have
∇a(X
k + · · ·Zk) = ∇aX
k + · · · ∇aZ
k
= ∂aX
k + γa
⌣
(Xk) + · · · ∂aZ
k + γa
⌣
(Zk)
= ∂a(X
k + · · ·Zk) + γa(X
k + · · ·Zk).
Hence, it immediately follows that the statement must be true for all smooth
k-vector fields.
(iv) We can now prove the statement for multivector fields X ∈
∧
V(U).
Using Eq.(22) and Eq.(25), and recalling the linear operator character for the
generalized of a linear operator, we get
∇aX =
n∑
k=0
∇aX
k =
n∑
(
k=0
∂aX
k + γa
⌣
(Xk))
= ∂a
n∑
k=0
Xk + γa
⌣
(
n∑
k=0
Xk) = ∂aX + γa
⌣
(X),
which is what we wanted to prove.
Let 〈U,B〉 and 〈U ′, B′〉, U∩U ′ 6= ∅, be two compatible parallelism structures
taken on a smooth manifold M . The a-DCDO ’s associated with 〈U,B〉 and
〈U ′, B′〉 are denoted by ∂a and ∂′a, respectively. As we already know [3], there
exists a well-defined smooth extensor operator field on U ∩U ′, the Jacobian field
J, such that the following two basic properties are satisfied: for all v ∈ V(U∩U ′),
∂′av = J(∂aJ
−1(v)), and for all ω ∈ V⋆(U ∩ U ′), ∂′aω = J
−△(∂aJ
△(ω)).
We can see immediately that the basic properties just recalled implies that
∂′a is the J-deformation of ∂a.
We present now two properties for the relative covariant derivatives which
are generalizations of the basic properties just recalled above.
• For all X ∈
∧
V(U ∩ U ′)
∂′aX = J(∂aJ
−1(X)). (43)
It is an immediate consequence of Eq.(39).
• For all Φ ∈
∧
V⋆(U ∩ U ′)
∂′aΦ = J
−△(∂aJ
△(Φ)). (44)
It is an immediate consequence of Eq.(40).
12
6 Conclusions
We developed using the algebra of multivectors, multiforms and extensors [2]
and the theory of parallelism structures on smooth manifolds [3] a theory of co-
variant derivatives, deformed covariant derivatives an relative covariant deriva-
tives of multivector and multiform fields, detailing important results.
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