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3Abstract
It is well known that there is a stratification of the moduli space of Deligne-
Mumford stable curves of genus g by subschemes
Mg =Mg
(0) ∪ . . . ∪Mg
(3g−3),
where each Mg
(i) is of codimension i, and defined as the locus of stable
curves with precisely i nodes. A connected component D of Mg
(3g−4) can be
identified with a scheme M ′, which is the moduli space of a moduli stack M′
of certain pointed stable curves of some genus g′ ≤ g.
Our objects of study are those one-dimensional substacks D of the moduli
stack Mg of Deligne-Mumford stable curves of genus g, which are defined
as reductions of the preimages of components D in the above stratification.
Even though there is an isomorphism M ′ ∼= D, we find that the stacks D
and M′ are in general not isomorphic. We construct explicitely a surjective
morphism on dense and open substacks
M× −→ D×,
and show that is representable, unramified and finite of degree equal to the
order of a certain group of automorphisms. Using this, we can give a new
description of the substacks D generically as global quotients. We explain
how the above morphism can be extended to the stacks corresponding to the
natural compactifications of M ′ and D, and we discuss when and how the
quotient description of D extends.
Finally, it is indicated how the results can be generalized to substacks defined
by boundary strata of codimension less than 3g−4. The main theorem, which
relates the stack D to a quotient of a substack of a moduli stack of pointed
stable curves of genus less or equal to g, carries over immediately.
In an appendix, an extensive compendium on stacks is provided, with a par-
ticular focus on quotient stacks, including a few as yet unpublished observa-
tions.
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Chapter 0
Introduction
The study of moduli spaces often turns out to be technically demanding. At
the same time, these challenges may lead to the developement of intricate
and intriguing new theories. The theory of geometric invariants is just one
example of many.
Algebraic stacks are another instance of highly sophisticated techniques to
approach moduli problems. They prove to be increasingly effective, as many
questions on moduli can naturally be formulated in the language of cate-
gories and functors. Often answers turn out to be much simpler, when
phrased in terms of stacks, than they were in terms of schemes. At least,
this is true formally. The simplification gained by the use of these tools is
paid for with an increased effort necessary to built up the formal framework.
As J. Harris and I. Morrison put it: “the initial learning curve is steep...”,
[HM, p. 140]. What one gets in the end is a powerful instrument indeed,
but also a concept which is less intuitively manageable than the concept of
schemes, say. The starting point of our work is analyse one instance, where
stacks do not behave in the way one would expect them to from looking at
the corresponding moduli schemes only.
This is a technical paper, but I am starting with a straightforward geomet-
rical question. Consider the moduli space Mg of Deligne-Mumford stable
curves of a given genus g. Contained in it is a subscheme D as the locus
of stable curves sharing a certain property. Suppose that this property can
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be formulated as a second moduli problem of its own right, with a moduli
space M ′ isomorphic to D. Now compare the two stacks, one defined as
the reduced substack D of the moduli stack Mg of Deligne-Mumford stable
curves, which lies over D, the other as the stack M′ corresponding to the
second moduli problem. What is the relation of D and M′?
In general, the two stacks will not be isomorphic. The moduli stack D
still “parametrizes” those features of objects represented by points of D,
which do not vary within D. In our case, it will turn out that D and M′
differ generically by the action of a finite group A, which acts trivially on
the moduli space M ′. While there is obviously an isomorphism between the
schemes M ′ andM ′/A, the stacksM′,M′/A and D may be different. Here,
the intuition aquired from working with schemes can no longer be used as a
guide.
This work is organized as follows. The first chapter illustrates in an example
a question asked by A. Hirschowitz. Fix a stable curve C0 of some given
genus g, which has the maximal number of nodes that is possible, and fix
one of its nodes P1. Now look at such deformations of C0, which preserve all
nodes except P1. This distinguishes an one-dimensional substack D(C0;P1)
of the moduli stack Mg of all stable curves of genus g. What can be said
about D(C0;P1)?
In the second chapter, I recall some basic definitions and facts about pointed
stable curves, as far as I need them later on. This includes a slight variation
of Edidin’s theorem [Ed] about the quotient representation of the moduli
stack of Deligne-Mumford stable curves. I also present the notion of an
m/Γ-pointed stable curve of genus g, where Γ is a subgroup of the per-
mutation group on m elements. Such a curve should be thought of as an
m-pointed stable curve, but where the labels of its marked points are deter-
mined only up to permutations in Γ. The actual definiton 2.14 is somewhat
more technical to get the behaviour of curves in families right.
In chapter 3, the basic objects of study are introduced. The locus Mg
(3g−4)
of stable curves of genus g with at least 3g − 4 nodes is a one-dimensional
subscheme of Mg, which decomposes into several irreducible components.
To specify one such component, I am fixing one stable curve C0 with 3g− 3
nodes, together with one node P1 on it. Deformations of C0, preserving
all nodes but P1, distinguish a unique irreducible component D(C0;P1) of
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(3g−4)
. After a characterization of those stable curves, which are rep-
resented by points of D(C0;P1), a description of D(C0;P1) in terms of a
moduli space M
′
g+,m of certain pointed stable curves is given. This charac-
terization leads also to the definition of a substack D(C0;P1) of the stack
Mg, which has D(C0;P1) as its moduli space. This substack D(C0;P1) is
the object I am mainly interested in.
The main theorem 4.10 is stated in chapter 4. My result concerns the open
substack D(C0;P1) of D(C0;P1), which relates to those stable curves with
exactly 3g − 4 nodes, and describes it generically as a quotient stack. More
importantly, this exhibits a dense open substack of D(C0;P1) as a quotient
of a very simple moduli stack. There may be other ways to obtain this
result. But on reading Edidin’s paper [Ed] I liked his approach, which made
use of quotient stacks of Hilbert schemes, very much, and I decided that I
wanted to apply this technique to my problem as well.
Chapter 5 deals with a variation of this approach in order to include stable
curves with 3g − 3 nodes as well. It turns out that one has to take care
of each of the “extremal” curves separately. Let Dˆ(C0;P1) denote the one-
point partial compactification of D(C0;P1) at the point representing C0,
and let Dˆ(C0;P1) denote the corresponding substack of D(C0;P1). Then
theorem 5.30, which describes the stack Dˆ(C0;P1) by a quotient stack, can
be thought of as an equivariant version of the main theorem with respect to
the action of the group of automorphisms of C0.
The question of the compatibility and the glueing of the partial compact-
ifications is discussed in chapter 6. This amounts mainly to the study of
various groups of automorphisms associated to pointed stable curves.
Finally, in chapter 7 all local information is collected to obtain some global
results about the closed substack D(C0;P1). In particular, in proposition
7.10 a criterion is given to decide when the quotient description of D(C0;P1)
extends to the partial compactification Dˆ(C0;P1). Essentially this is deter-
mined by the group of automorphisms of C0. I also take a closer look at the
natural morphisms from the moduli stack M
′
g+,m of certain pointed stable
curves to D(C0;P1), and some of its properties. A short summary of the
results is given in remark 7.21.
Chapter 8 is intended to illustrate some of the ideas presented here. The
case of genus g = 3 is studied in more detail. I also explain how my ideas
generalize to a description of boundary stata of Mg of dimensions greater
than one. Finally relations to intersection theory are briefly indicated.
I am including an extensive appendix on algebraic stacks in general. The
purpose of the first and general part is to introduce the reader to the nota-
tions and conventions I am using. It seem that still everyone writing about
stacks has to do this, although the situation is improving, thanks to the
efforts of people like Laumon and Bailly [LM] and Vistoli [Vi1, appendix],
[Vi3]. The second part on quotient stacks contains also a number of obser-
vations, which I have not seen mentioned elsewhere. Still, I can hardly claim
much originality. Certainly the experts will find nothing here that surprises
them, and I could as well have left much of it as an exercise to the reader.
However, some of the facts there have never been writen down explicitely,
or no proof has been given. It seems important to my work to have them
easily accessible for reference.
My studies on these issues were initiated after a number of discussions with
A. Hirschowitz on the subject of moduli stacks, for which I am grateful
to him. Without D. Edidin’s paper [Ed] on the quotient construction of
the moduli stack of Deligne-Mumford stable curves it could not have been
carried out the way it was. And most of all I am indebted to G. Trautmann
for his support while I was completing my work. This is a revised version
of my original thesis, correcting a few mistakes, and clarifying one or two
unprecise statements. Following the suggestion of some early readers, I
included more guiding prose, so that it will be easier to keep track of what is
going on between the technical bits. One major change is the modernization
of my notation.
Jo¨rg Zintl
Kaiserslautern
2 February, 2005
30 May, 2006
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Chapter 1
Motivation
1.1 Our objects of study are stable curves of some genus g over an alge-
braically closed ground field k, as defined in [DM]. Unless stated otherwise
we will always assume g ≥ 3. Let us recall some well known facts first, most
of which can be found for example in [HM].
There exists a coarse moduli space of stable curves of genus g, which is
usually denoted by Mg. It is an irreducible projective variety of dimen-
sion 3g − 3. The open subscheme corresponding to smooth stable curves is
denoted by Mg.
A k-valued point of Mg represents a stable curve of genus g over k, with
nodes as its only singularities. The number of its nodes is at most 3g − 3,
and there are only finitely many curves attaining this number of nodes.
If C0 is a stable curve over k with 3g − 3 nodes, then all of its irreducible
components are rational curves, with at most three singularities lying on
each of them. The normalization of an irreducible component is always a
rational curve with 3 distiguished points. There are exactly 2g−2 irreducible
components of such a curve C0.
Let C0 be a stable curve of arithmetic genus g, with δ nodes. If C1, . . . , Cn
are the irreducible components of C0, each with geometric genus gi for i =
11
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1, . . . , n, then
g =
n∑
i=1
(gi − 1) + δ + 1.
The number of irreducible components of C0 is at most 2g − 2, and the
maximal number of components is attained if and only if C0 has also the
maximal number of singularities.
The locus of stable curves with at least k nodes forms a closed subscheme
Mg
(k)
of codimension k in Mg. In particular, the boundary Mg \Mg de-
composes into divisors ∆0 and ∆1, . . . ,∆[ g
2
], where ∆0 is the closure of the
locus of stable curves consisting of one singular irreducible component, and
∆i is the closure of the locus of stable curves consisting of two non-singular
irreducible components of genus i, and genus g − i respectively, meeting
transversally in one point.
1.2 Fix a stable curve C0 with 3g− 3 nodes, represented by a point [C0] ∈
Mg, together with an enumeration of its singularities P1, . . . , P3g−3. Choose
one of the nodes P1, say.
The objects we want to study in this paper are stable curves C → S, which
fibrewise have the same singularities as C0, except that the node P1 is allowed
to “smoothen out”. Before we make this rigorous in chapter 3, we will
illustrate the geometric idea in the case of curves of genus 3. Essentially,
what we want to consider are stable curves C → S of genus g, such that for
all closed points s ∈ S the fibre Cs has at least 3g − 4 nodes, and such that
there exists a subcurve C−s ⊂ Cs with
Cs ⊃ C
−
s
∼= C−0 ⊂ C0,
where C−0 is the reduced subscheme of C0 consisting of all irreducible com-
ponents of C0 which do not contain P1. Similarly, we define C
+
0 ⊆ C0 as the
union of all irreducible components of C0 containing P1.
Define D(C0;P1) ⊂ Mg as the (closed, reduced) subscheme determined by
all such stable curves C → S. In fact, as we will see below, D(C0;P1) is an
irreducible component ofMg
(3g−4)
, so it is 1-dimensional, and even a smooth
curve. Let D(C0;P1) denote the open subscheme of D(C0;P1) representing
stable curves with exactly 3g − 4 nodes.
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Example 1.3 Consider stable curves of genus g = 3. So the maximal
number of nodes is 6, and the picture below gives a schematic drawing of
an example of a curve C0, where this number is attained.
P1
P2
P3
P5
P6
P4
We fix an enumeration of the nodes as indicated. The subcurve C+0 of C0
is a stable curve of arithmetic genus g+ = 1, with one node, and with one
marked point P2 different from the node, as shown on the right hand side
of the next picture.
P2
C−0 C+0
P2
The subcurve C−0 consists of three rational curves, with a total of four nodes,
and one marked point, as on the left hand side of the previous picture.
A general closed point ofD(C0;P1) will represent a stable curve with 3g−4 =
5 nodes, as shown in the next picture. The numbers given in the picture
indicate the geometric genus of the irreducible component next to them.
0
0
0
1
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There is no other point on D(C0;P1) representing a curve with the maximal
number of nodes apart from [C0].
In fact, since there is an invariant part C− ∼= C−0 of each curve C with
[C] ∈ D(C0;P1), all of the information about [C] is contained in the subcurve
C+, which is the closure of the complement of C− in C. In other words, a
curve in D(C0;P1), or rather a point of the moduli space representing that
curve, is uniquely determined by a curve of genus g+ = 1, with one marked
point. But such curves are in one-to-one correspondence with the points of
the moduli spaceM1,1 of stable curves of genus g
+ = 1 with 1 marked point.
So there is an isomorphism
M1,1 ∼= D(C0;P1).
The unique point of M1,1 representing a singular curve corresponds to the
point [C0] ∈ D(C0;P1). Obviously, this restricts to an isomorphism M1,1 ∼=
D(C0;P1).
The scheme M3 is the moduli space of an algebraic stack M3, the stack of
Deligne-Mumford stable curves of genus 3. This is known to be a smooth
Deligne-Mumford stack, which is projective, irreducible, and a quotient
stack.
Similarly, M1,1 is the moduli space of the stack M1,1 of stable curves of
genus 1 with one marked point. Define D(C0;P1) as the reduction of the
preimage substack of D(C0;P1) in M3. We obtain a commutative diagram
M1,1

oo //? D(C0;P1)
  //

M3

M1,1
∼= // D(C0;P1)
  //M3.
It is a natural question to ask whether the dotted arrow exists, in either
direction, and if it exists, whether it is an isomorphism of stacks.
The answer to the second question is no. There is however a morphism
M1,1 → D(C0;P1) making the above diagram commutative, which is sur-
jective and of finite degree. Let D(C0;P1) denote the reduced preimage
15
substack of D(C0;P1) in M3. Then there is a morphism from D(C0;P1) to
M1,1, such that the composition with the restriction of the above morphism
is the identity on M1,1, but it is not an isomorphism. To discuss relations
of stacks like these in general is our main goal.
Loosely speaking, encoded in the stack D(C0;P1) are not only isomorphism
classes of stable curves of genus 3, as it is the case for the moduli spaces,
but also information about their automorphisms. There are usually less
automorphisms on a one-pointed curve of genus 1 than on an ambient curve
of genus 3 which has the maximal number of nodes, and this is exactly the
piece of information we are missing. However, as we will see, there is a way
to add some extra data to the stack M1,1 to recover D(C0;P1).
Example 1.4 In general however the situation will be more complicated.
We can see this in the same example as above, if we consider D(C0;P2)
instead of D(C0;P1), i.e. stable curves which maintain the singularities P1
and P3, . . . , P6.
Now the subcurve C+0 of C0 is a stable curve of genus g
+ = 1, with two
nodes, and with two marked points P4 and P6 different from the nodes, as
shown in the picture below.
P6 P4
C−0
P4
P6
C+0
P1
The curve C−0 consists of two disjoint rational curves, each with exactly one
node, and with one marked point different from the node.
A general closed point of D(C0;P2) will represent a stable curve C with
3g − 4 nodes, as shown on the left hand side of the next picture. There are
two special points on D(C0;P2). One of them represents C0, the other one
the curve C1 shown on the right hand side below.
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C
C1
P5
P4
P2
P1
P3
P6
A curve in D(C0;P2) is determined by deformations of C
+
0 , preserving the
node at P1, and is hence determined by a singular curve of genus g
+ = 1,
with at least one node and two marked points. These points form a divisor
∆0 on the moduli spaceM1,2 of stable curves of genus g
+ = 1 with 2 marked
points. In fact, there is the forgetful morphism f :M1,2 →M1,1, essentially
forgetting the second marked point, and ∆0 is the fibre over the unique point
of M1,1 which represents a singular curve.
Note, however, that there is no distinguished ordering of the nodes of C0.
Actually, there is an automorphism of C0, which interchanges the points
P4 and P6. Therefore the marking of the two points on the curve C
+
0 is
only determined up to permutation. This is what we will later on call an
m/Γ-pointed stable curve, for m = 2, and Γ the full permutation group on
two elements. So what we obtain is an isomorphism
M
⋄
1,2 ⊃ ∆
⋄
0
∼= D(C0;P2) ⊂M3,
where ∆⋄0 is the image of ∆0 inM
⋄
1,2 :=M1,2/Z2. Again, the question arises
how the associated moduli stacks relate to each other.
Chapter 2
Moduli of pointed stable
curves
2.1 In this chapter we want to collect some basics about pointed stable
curves, so that we can refer to them later on. We also introduce the notion
of an m/Γ-pointed curve, which will play an important role in our consid-
erations. Let us first recall the definition of pointed stable curves as it is
given in the paper of Knudsen [Kn, def. 1.1].
Definition 2.2 An m-pointed stable curve of genus g is a flat and proper
morphism f : C → S of schemes, together with m sections σi : S → C, for
i = 1, . . . ,m, such that for all closed points s ∈ S holds
(i) the fibre Cs is a reduced connected algebraic curve with at most ordi-
nary double points as singularities;
(ii) the arithmetic genus of Cs is dimH
1(Cs,OCs) = g;
(iii) for 1 ≤ i ≤ m, the point σi(s) is a smooth point of Cs;
(iv) for all 1 ≤ i, j ≤ m holds σi(s) 6= σj(s) if i 6= j;
(v) The number of points where a nonsingular rational component C ′s of
Cs meets the rest of Cs plus the number of points σi(s) which lie on
C ′s is at least 3.
17
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Remark 2.3 Condition (v) guarantees that the group Aut(Cs) of auto-
morphisms of a fibre Cs is finite. Because of condition (iv) the permutation
group Σm acts faithfully as well on the set of sections {σ1, . . . , σm}, as on
the set of marked points {σ1(s), . . . , σm(s)} of each fibre Cs.
Remark 2.4 In [Kn, def. 3.1] there is also the notion of prestable curves,
where the condition on the connectedness of the fibres Cs and condition (v)
are dropped. However, for us prestable curves will always satisfy condition
(v), so that all connected components of a prestable curve over Spec (k) are
stable curves.
2.5 Let f : C → S be an m-pointed stable curve of genus g such that 2g−
2 +m > 0. The sections σ1, . . . , σm determine effective divisors S1, . . . , Sm
on C.
There is a canonical invertible dualizing sheaf on C, which is denoted by
ωC/S . In [Kn, cor. 1.9, cor 1.11] it is shown that for n ≥ 3 the sheaf(
ωC/S(S1 + . . .+ Sm)
)⊗n
is relatively very ample, and furthermore that
f∗
((
ωC/S(S1 + . . .+ Sm)
)⊗n)
is locally free of rank (2g − 2 +m)n− g + 1.
Consider the Hilbert scheme Hilb
Pg,n,m
PN
of curves C → Spec (k) embedded
in PN with Hilbert polynomial Pg,n,m := (2g − 2 + m)nt − g + 1, where
N := (2g − 2 +m)n− g.
The Hilbert scheme of a simple point in PN is of course PN itself. The
incidence condition ofm points lying on a curve C defines a closed subscheme
I ⊂ Hilb
Pg,n,m
PN
× (PN )m.
There is an open subset U ⊂ I parametrizing curves, where the m points
are pairwise different, and smooth points of C. Finally, there is a closed
subscheme of U , which represents such embedded m-pointed stable curves
C → Spec (k) of genus g, where the embedding is determined by an isomor-
phism (
ωC/Spec (k)(Q1 + . . .+Qm)
)⊗n ∼= OPN (1)|C.
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Here, Q1, . . . , Qm denote the marked points on C. The scheme constructed
in this way is in fact a quasi-projective subscheme
Hg,n,m ⊂ Hilb
Pg,n,m
PN
× (PN )m
of the Hilbert scheme. There is also a subscheme Hg,n,m ⊂ Hg,n,m corre-
sponding to non-singular stable curves. Compare [FP, section 2.3] for the
more general situation of moduli of stable maps.
There is a one-to-one correspondence between morphisms ϑ : S → Hg,n,m
and m-pointed stable curves f : C → S together with trivializations of
Grothendieck’s associated projective bundle
Pf∗
((
ωC/S(S1 + . . .+ Sm)
)⊗n) ∼
−→ PN × S.
In particular, the curve f : C → S can be considered as embedded into
PN × S, such that the diagram
C
  //
f >
>>
>>
>>
> P
N × S
pr2
{{ww
ww
ww
ww
w
S
commutes.
An element of the group PGL(N + 1) acts on PN , changing embeddings
of C by an isomorphism. Hence there is a natural action of PGL(N +
1) on Hilb
Pg,n,m
PN
, and thus on Hilb
Pg,n,m
PN
× (PN )m, which restricts to an
action on Hg,n,m. Furthermore, the symmetric group Σm acts on (P
N )m by
permutation of the coordinates, which is equivalent to the permutation of
the m sections of marked points. Hence Σm acts freely on Hg,n,m × (P
N )m.
The combined action of PGL(N +1)×Σm on Hg,n,m shall be written as an
action from the right.
2.6 Let f : C0 → Spec (k) be an m-pointed stable curve over an alge-
braically closed field k, so in particular an algebraic curve of genus g with
nodes as its only singularities, and m marked points P1, . . . , Pm. If we fix
one (arbitrary) embedding of C0 into P
N via an isomorphism
Pf∗(ωC0/k(P1 + . . . + Pm))
⊗n ∼= PN ,
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then this distinguishes a k-valued point [C0] ∈ Hg,n,m. For the group of
automorphisms of C0 respecting the marked points, i.e. automorphisms
which map each marked point to itself, there is a natural isomorphism
Aut(C0) ∼= StabPGL(N+1)([C0]),
that is, an isomorphism with the subgroup of those elements in PGL(N+1),
which stabilize the point [C0]. Recall that Σm acts on Hg,n,m without fixed
points. The stabilizer of [C0] in PGL(N +1) is in a natural way a subgroup
of the stabilizer of [C0] in PGL(N + 1)× Σm.
In general, elements γ ∈ PGL(N +1) are in one-to-one correspondence with
isomorphisms
γ : C0 → Cγ
of embedded m-pointed stable curves, where Cγ is the curve represented by
the point [Cγ ] := [C0] · γ in Hg,n,m.
2.7 Generalizing Gieseker’s construction, the moduli space Mg,m of m-
pointed stable curves of genus g is constructed as the GIT-quotient of the
action of PGL(N + 1) on Hg,n,m, see [Gs], [DM] and [HM] for the case of
m = 0, and compare [FP, Remark 2.4] for the more general case of stable
maps. Note that the notion of stability of embeddedm-pointed stable curves
is compatible with the notion of stability of the corresponding points in
Hg,n,m with respect to the group action. In particular, there is a categorical
quotient
Hg,n,m →Mg,m.
The construction of the moduli space is independent of the choice of n,
provided it is large enough, and hence independent of N . For a stable
algebraic curve C0 → Spec (k), the fibre over the point inM g,m representing
it is isomorphic to the quotient Aut(C0) \ PGL(N + 1).
The scheme Mg,m is at the same time a moduli space for the stack Mg,m of
m-pointed stable curves of genus g.
Definition 2.8 Themoduli stack Mg,m of m-pointed stable curves of genus
g is the stack defined as the category fibred in groupoids over the category
of schemes, where for a scheme S the objects in the fibre category Mg,m(S)
are the m-pointed stable curves of genus g over S.
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Morphisms inMg,m are given as follows. Let f : C → S and f
′ : C ′ → S′ be
m-pointed stable curves of genus g, i.e. objects of Mg,m(S) and Mg,m(S
′),
respectively, with sections σi : S → C and σ
′
i : S
′ → C ′ for i = 1, . . . ,m. A
morphism from f : C → S to f ′ : C ′ → S′ in Mg,m is given by a pair of
morphisms of schemes
(g : S′ → S, g : C ′ → C),
such that the diagram
C ′
g //
f ′

C
f

S′ g
// S
is Cartesian, and for all i = 1, . . . ,m holds
g ◦ σ′i = σi ◦ g.
Remark 2.9 It was shown by Knudsen [Kn] that the moduli stackMg,m is
a smooth, irreducible Deligne-Mumford stack, which is proper over Spec (Z).
Compare also [DM] and [Ed].
The following proposition was proven for the case m = 0 in [Ed], but also
holds true in the case of arbitrary m. Here, as usual, square brackets are
used to denote quotient stacks.
Proposition 2.10 There are isomorphisms of stacks
Mg,m ∼=
[
Hg,n,m/PGL(N + 1)
]
,
and
Mg,m ∼= [Hg,n,m/PGL(N + 1)] .
Proof. We will only give the proof in the case of the closed moduli stack, the
second case being completely analogous. Recall that for any given scheme S
an object of the fibre category
[
Hg,n,m/PGL(N + 1)
]
(S) is a triple (E, p, φ),
where p : E → S is a principal PGL(N + 1)-bundle, and φ : E → Hg,n,m is
a PGL(N + 1)-equivariant morphism.
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(i) An isomorphism of stacks from Mg,m to [Hg,n,m/PGL(N + 1)] is con-
structed as follows. Let an m-pointed stable curve f : C → S ∈ Ob (Mg,m)
be given, with sections σ1, . . . , σm : S → C defining divisors S1, . . . , Sm on
C. We denote by p : E → S the principal PGL(N + 1)-bundle associated
to the projective bundle Pf∗(ωC/S(S1 + . . . + Sm))
⊗n over S. Consider the
Cartesian diagram
C ×S E
f //
p

E
p

C
f
// S.
The pullback of Pf∗(ωC/S(S1+ . . .+Sm))
⊗n to E has a natural trivialization
as a projective bundle. Denote by S˜1, . . . , S˜m the divisors on C×SE defined
by the sections σ˜i : E → C ×S E, with σ˜i(e) := [σi ◦ p(e), e] for e ∈ E and
i = 1, . . . ,m. Then by the universal property of the pullback there is a
unique isomorphism
p∗Pf∗
(
ωC/S(S1 + . . .+ Sm)
)⊗n ∼= Pf∗ (ωC×SE/E(S˜1 + . . .+ S˜m))⊗n
of projective bundles over E. So we have an m-pointed stable curve f :
C ×S E → E, together with a natural trivialization of the projective bundle
Pf∗(ωC×SE/E(S˜1+. . .+S˜m))
⊗n. This is equivalent to specifying a morphism
φ : E → Hg,n,m
by the universal property of the Hilbert scheme. By construction, the mor-
phism φ is PGL(N + 1)-equivariant, so we obtain an object (E, p, φ) ∈
[Hg,n,m/PGL(N + 1)](S).
To define a functor from Mg,m to [Hg,n,m/PGL(N + 1)] we need also to
consider morphisms (g : S′ → S, g : C ′ → C) between stable curves f : C →
S and f ′ : C ′ → S′. Because for the respective sections σ1, . . . , σm : S → C
and σ′1, . . . , σ
′
m : S
′ → C ′ holds σi ◦ g = g ◦ σ
′
i for all i = 1, . . . ,m by
definition, there is an induced morphism
Pf ′∗(ωC′/S′(S
′
1 + . . .+ S
′
m))
⊗n → Pf∗(ωC/S(S1 + . . .+ Sm))
⊗n,
where S′1, . . . , S
′
m denote the divisors of the marked points on C
′. Hence
there is an induced morphism of the associated principal PGL(N+1)-bundles
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g˜ : E′ → E, which fits into a commutative diagram
Hg,n,m
E′
g˜
//
p′

φ′
66mmmmmmmmmmmmmm
E
p

φ
<<yyyyyyyyy
S′ g
// S.
One easily verifies that this assignment is functorial. In this way we obtain
a functor from the fibred category Mg,m to the quotient fibred category
[Hg,n,m/PGL(N +1)] over the category of schemes, and thus a morphism of
stacks.
(ii) Conversely, consider a triple (E, p, φ) ∈ [Hg,n,m/PGL(N + 1)](S). The
morphism φ : E → Hg,n,m determines anm-pointed stable curve f
′ : C ′ → E
of genus g, together with a trivialization Pf ′∗(ωC′/E(S
′
1 + . . . + S
′
m))
⊗n ∼=
PN × E, where S′1, . . . , S
′
m denote the divisors on C
′ determined by the m
sections σ′1, . . . , σ
′
m : E → C
′. The group PGL(N + 1) acts diagonally on
PN × E. By the PGL(N + 1)-equivariance of φ, we have for all e ∈ E
and all γ ∈ PGL(N + 1) the identity of fibres C ′e · γ = C
′
γ(e) as embedded
m-pointed curves. Therefore there is an induced action of PGL(N + 1) on
the embedded curve C ′ ⊂ PN × E, which respects the sections σ′1, . . . , σ
′
m.
Taking quotients we obtain
C := C ′/PGL(N + 1) −→ E/PGL(N + 1) ∼= S,
which defines an m-pointed stable curve C → S ∈ Mg,m(S).
The same construction assigns to a morphism in [Hg,n,m/PGL(N + 1)] a
morphism between m-pointed stable curves. This defines a functor between
fibred categories, and thus a morphism of stacks from [Hg,n,m/PGL(N +1)]
to Mg,m.
(iii) It remains to show that the two functors defined above form an equiv-
alence of categories. In fact, the composition
Mg,m → [Hg,n,m/PGL(N + 1)]→Mg,m
is just the identity on Mg,m.
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Conversely, let (E, p, φ) ∈ [Hg,n,m/PGL(N+1)](S) for some scheme S. This
defines an m-pointed stable curve f : C → S in Mg,m(S), which in turn
defines an object (E′, p′, φ′) ∈ [Hg,n,m/PGL(N + 1)](S). We claim that the
triples (E, p, φ) and (E′, p′, φ′) are isomorphic.
By construction we have a commutative diagram
C ′
f ′ //
p

E
p

C := C ′/PGL(N + 1)
f
// E/PGL(N + 1) = S,
where f ′ : C ′ → E is the m-pointed stable curve over E defined by the
morphism φ : E → Hg,n,m, and the vertical arrows represent the natural
quotient morphisms. Hence there is an isomorphism of projective bundles
p∗Pf∗(ωC/S(S1 + . . . + Sm))
⊗n ∼= Pf ′∗(ωC′/E(S
′
1 + . . .+ S
′
m))
⊗n,
together with a trivialization of the bundle Pf ′∗(ωC′/E(S
′
1 + . . . + S
′
m))
⊗n
determined by φ : E → Hg,n,m. Thus the pullback of the projective bundle
Pf∗(ωC/S(S1+. . .+Sm))
⊗n to the principal PGL(N+1)-bundle p : E → S is
trivial, and hence E must be isomorphic to the principal PGL(N+1)-bundle
associated to Pf∗(ωC/S(S1 + . . . + Sm))
⊗n.
It is straightforward to give the corresponding arguments for the morphisms
in both categories to show that the two constructions are inverse to each
other, up to isomorphism. 
Remark 2.11 Since Mg,m is a categorical quotient of Hg,n,m, there is a
natural morphism of stacks
[
Hg,n,m/PGL(N + 1)
]
→ Mg,m. In fact, the
diagram
Mg,m
∼ //
##G
GG
GG
GG
GG
[
Hg,n,m/PGL(N + 1)
]
vvmmm
mmm
mmm
mmm
m
Mg,m
commutes.
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Remark 2.12 Recall that the symmetric group Σm acts naturally on the
set of m-pointed stable curves by permutation of the labels of the marked
points. Since the m sections of marked points are disjoint, the action of Σm,
and of any subgroup Γ ⊂ Σm, on Hg,n,m is free.
2.13 It will turn out that our results can best be described using the notion
of m/Γ-pointed stable curves, which we are going to introduce formally in
definition 2.14. Let us give the idea behind the concept first. An m-pointed
stable curve of genus g over a point is a tuple (f : C → Spec (k);σ1, . . . , σm),
where σi : Spec (k) → C, for i = 1, . . . ,m, define the m marked points on
C. If Γ is a subgroup of the permutation group Σm, then an m/Γ-pointed
stable curve over a point is simply an equivalence class of such tuples, where
(f : C → Spec (k);σ1, . . . , σm) and (f
′ : C ′ → Spec (k);σ′1, . . . , σ
′
m) are
called equivalent if C = C ′ and if there exists a permutation γ ∈ Γ, such
that σi = σ
′
γ(i) for all i = 1, . . . ,m.
Over an arbitrary base scheme S the situation is more subtle. Here, an
m/Γ-pointed stable curve cannot simply be defined as an equivalence class of
m-pointed stable curves with respect to the analogous equivalence relation.
In fact, for the curves we are interested in, there usually exist no global
sections distinguishing points on the fibres. However, the definition of m/Γ-
pointed stable curves is made in such a way that locally, with respect to the
e´tale topology, an m/Γ-pointed stable curve f : C → S over an arbitrary
scheme S looks like an equivalence class of m-pointed stable curves over
S. The sections which exist on an e´tale cover are only determined up to
permutations in Γ, and sections on different pieces need to satisfy certain
compatibility conditions.
Definition 2.14 Let Γ be a subgroup of the symmetric group Σm.
(i) A charted m/Γ-pointed stable curve of genus g is a tuple
(f : C → S, u : S′ → S, σ1, . . . , σm : S
′ → C ′),
where f : C → S is a flat and proper morphism of schemes, with reduced
and connected algebraic curves as its fibres, u : S′ → S is an e´tale covering,
defining the fibre product C ′ := C ×S S
′, such that the induced morphism
f ′ : C ′ → S′, together with the sections σ1, . . . , σm : S
′ → C ′, is an m-
pointed stable curve of genus g. Furthermore, we require that for all closed
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points s, s′ ∈ S′ with u(s) = u(s′), there exists a permutation γs,s′ ∈ Γ, such
that
(∗) u ◦ σi(s) = u ◦ σγs,s′ (i)(s
′)
holds for all i = 1, . . . ,m, where u : C ′ → C is the morphism induced by
u : S′ → S.
(ii) Two charted m/Γ-pointed stable curves are called equivalent, if there
exists a third charted m/Γ-pointed stable curve dominating both of them,
in the sense of remark 2.15 below.
(iii) An m/Γ-pointed stable curve of genus g is an equivalence class of
charted m/Γ-pointed stable curves of genus g.
Remark 2.15 Let a charted m/Γ-pointed stable curve (f : C → S, u′ :
S′ → S, σ1, . . . , σm : S
′ → C ′) be given. A second charted m/Γ-pointed
stable curve (f : C → S, u′′ : S′′ → S, τ1, . . . , τm : S
′′ → C ′′) with the
same underlying curve f : C → S is said to dominate the first one, if the
morphism u′′ : S′′ → S factors as u′′ = u′ ◦ v, where v : S′′ → S′ is an e´tale
covering, which induces an isomorphism
C ′′ ∼= C ′ ×S′ S
′′,
and such that for all closed points s ∈ S′′ there exists a permutation γs ∈ Γ,
with
(∗′) v ◦ τi(s) = σγs(i) ◦ v(s)
holding for all i = 1, . . . ,m. Here v : C ′′ → C ′ denotes the morphism
induced by v : S′′ → S′.
Remark 2.16 Let us analyse what the definition of an m/Γ-pointed stable
curve means on the fibres of a curve, i.e. let us consider curves f : C → S
for S = Spec (k).
(i) Let (f : C → Spec (k), u : S′ → Spec (k), σ1, . . . , σm : S
′ → C ′) be
a charted m/Γ-pointed stable curve of genus g over a simple point. Then,
by the compatibility condition (∗) of definition 2.14, the sections σ1, . . . , σm
distinguish m distinct points on C, which are necessarily different from any
nodes C might have.
Let [i] denote the equivalence class of an element i ∈ {1, . . . ,m} with respect
to the action of Γ. By the compatibility condition (∗), the sections of f ′ :
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C ′ → S′ associate to each distinguished point of C a unique label [i], for
some i ∈ {1, . . . ,m}. Formally we define for a distinguished point q ∈ C
class(q) := [i],
if q = u ◦ σi(s) for some i ∈ {1, . . . ,m} and some s ∈ S
′. In other words,
a charted m/Γ-pointed stable curve of genus g defines an m-pointed stable
curve of genus g, but where the labels of the marked points are only deter-
mined up to a permutation in Γ. We will make this precise in lemma 2.17
below.
(ii) Let (f : C → S, u′′ : S′′ → S, τ1, . . . , τm : S
′′ → C ′′) be a second charted
m/Γ-pointed stable curve with the same underlying curve f : C → S, which
dominates the first one. The compatibility condition (∗′) of remark 2.15,
together with condition (∗) of definition 2.14, ensures that the distinguished
points on C are the same in both cases. Even more, the classes of the
distinguished points as defined above remain the same.
(iii) The notion of a charted m/Γ-pointed stable curve makes it necessary
to specify one e´tale cover of f : C → S by an m-pointed stable curve. The
definition of an m/Γ-pointed stable curve is independent of such a choice.
Lemma 2.17 There is one-to-one correspondence betweenm/Γ-pointed sta-
ble curves of genus g over Spec (k) and equivalence classes of m-pointed
stable curves of the same genus over Spec (k) in the sense of remark 2.13.
Proof. Let (f : C → Spec (k), σ1, . . . , σm) represent an equivalence class of
m-pointed stable curves with respect to the action of Γ. Then (f : C →
Spec (k), idSpec (k), σ1, . . . , σm) is a charted m/Γ-pointed stable curve. If (f :
C → Spec (k), τ1, . . . , τm) is a different representative of the above class,
then by definition there exists a permutation γ ∈ Γ, such that σi = τγ(i) for
all i = 1, . . . ,m. The disjoint union f
∐
f ′ : C
∐
C ′ → Spec (k)
∐
Spec (k)
defines a charted m/Γ-pointed stable curve, dominating both (f : C →
Spec (k), idSpec (k), σ1, . . . , σm) and (f : C → Spec (k), idSpec (k), τ1, . . . , τm).
Hence to each equivalence class ofm-pointed stable curves there is associated
a well-defined m/Γ-pointed stable curve.
Conversely, let an m/Γ-pointed stable curve be given by a representative
(f : C → Spec (k), u : S′ → Spec (k), σ1, . . . , σm : S
′ → C ′). Choose some
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closed point s ∈ S′. Then the fibre f ′s : C
′
s → Spec (k) of f
′ : C ′ → S′
over s, together with the sections τi := σi|{s}, for i = 1, . . . ,m, defines an
m-pointed stable curve (f ′s : C
′
s → Spec (k), τ1, . . . , τm). Let (f
′
s′ : C
′
s′ →
Spec (k), τ ′1, . . . , τ
′
m) denote them-pointed curve obtained from the fibre over
a different point s′ ∈ S′. We clearly have C ′s′
∼= C ∼= C ′s. Because of
condition (∗) of definition 2.14 there exists a permutation γ ∈ Γ, such that
τi = τγ(i) for all i = 1, . . . ,m. Hence the equivalence class of the m-pointed
stable curve is well defined.
The two constructions are inverse to each other, which concludes the proof
of the lemma. 
Definition 2.18 For k = 1, 2, let (fk : Ck → Sk, uk : S
′
k → Sk, σ
(k)
1 , . . . , σ
(k)
m )
be two charted m/Γ-pointed stable curves of genus g. A morphism from the
second tuple to the first is a morphism of schemes
h : S1 → S2,
which induces an isomorphism C1 ∼= C2 ×S2 S1, and which satisfies the
condition (⋄) below.
Put S′′1 := S
′
1 ×S2 S
′
2. Then the natural composed morphism u
′′
1 : S
′′
1 → S1
is an e´tale covering of S1, and for C
′′
1 := C1 ×S1 S
′′
1 the tuple (f1 : C1 →
S1, u
′′ : S′′1 → S1, σ
(1)
1 , . . . , σ
(1)
m : S′′1 → C
′′
1 ) is a charted m/Γ-pointed stable
curve dominating (f1 : C1 → S1, u
′ : S′1 → S1, σ
(1)
1 , . . . , σ
(1)
m : S′1 → C
′
1).
Here σ
(1)
i denotes the section induced by σ
(1)
i , for i = 1, . . . ,m. There are
induced morphisms h : S′′1 → S
′
2 and h
′′ : C ′′1 → C
′
2, such that the diagram
C ′′1
h′′ //

  A
AA
AA
AA
A
C ′2

~~}}
}}
}}
}
C1 //

C2

S1
h // S2
S′′1
h //
>>}}}}}}}}
S′2
``AAAAAAAA
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commutes, and all quadrangles are Cartesian. We require that there exists
a permutation γ ∈ Γ, such that
(⋄) h′′ ◦ σ
(1)
i = σ
(2)
γ(i) ◦ h
holds for all i = 1, . . . ,m.
Remark 2.19 (i) If h : S1 → S2 is a morphism between a pair of charted
m/Γ-pointed stable curves, then it is also a morphism for any other pair
equivalent to it. This can easily be seen by drawing the appropriate ex-
tensions of the above commutative diagram. In particular, there is a well-
defined notion of a morphism between m/Γ-pointed stable curves.
(ii) A morphism h : S1 → S2 between m/Γ-pointed stable curves is an iso-
morphism, if and only if it is an isomorphism of schemes S1 ∼= S2. Note
however that not any isomorphism of schemes defines an isomorphism of
m/Γ-pointed stable curves, it might not even define a morphism between
them.
(iii) Twom/Γ-pointed stable curves over the same underlying curve f : C →
S are isomorphic if and only if they admit e´tale coverings by m-pointed sta-
ble curves, which are equivalent up to a permutation γ of the labels of their
sections, with γ contained in Γ, compare remark 2.13.
Remark 2.20 A morphism h : S1 → S2 is a morphism of m/Γ-pointed
stable curves if and only if there is a Cartesian diagram
C1
h′ //

C2

S1
h // S2
such that for all closed points s ∈ S1 and all distinguished points q ∈ C1,s
in the fibre over s holds
class(q) = class(h′(q)).
See remark 2.16 for the notation.
Remark 2.21 (i) It is straightforward to generalize definition 2.14 to a
notion of m/Γ-pointed prestable curves of genus g.
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(ii) Note that the permutations γs,s′ ∈ Γ in definition 2.14 are necessarily
uniquely determined, and the same is true for the permutations γs in remark
2.15.
Remark 2.22 A subgroup Γ of Σm acts on Mg,m. The quotient
Mg,m/Γ :=Mg,m/Γ
is a coarse moduli space for m/Γ-pointed curves. Let f : C → S be an m/Γ-
pointed stable curve of genus g. By lemma 2.17, the closed points ofMg,m/Γ
are in one-to-one correspondence with isomorphism classes of m/Γ-pointed
stable curves of genus g over Spec (k).
Let (f : C → S, u : S′ → S, σ1, . . . , σm : S
′ → C ′) be a charted m/Γ-
pointed stable curve of genus g. Since f ′ : C ′ → S′ is an m-pointed stable
curve, there is an induced morphism ϑf ′ : S
′ →Mg,m, and by composition a
morphism ϑf ′ : S
′ →M g,m/Γ. By definition, for any closed point s ∈ S, and
for any pair of points s′, s′′ ∈ S′′ with u(s′) = u(s′′) = s, holds the identity
ϑf ′(s
′) = ϑf ′(s
′′). Thus there is an induced morphism ϑ : S → Mg,m/Γ,
such that ϑ ◦ u = ϑf ′ . Clearly any other charted m/Γ-pointed stable curve
dominating this one induces the same morphism from S intoMg,m/Γ. Hence
there is a well defined morphism ϑf : S → Mg,m/Γ for any m/Γ-pointed
stable curve f : C → S. Furthermore, by referring back to Mg,m again,
one easily sees that Mg,m/Γ dominates any other scheme with this universal
property, so it is indeed a coarse moduli space form/Γ-pointed stable curves.
Remark 2.23 If Γ = {id} is the trivial subgroup of of Σm, then the glueing
condition (∗) form/Γ-pointed stable curves implies that there arem induced
global sections of marked points of f : C → S. Thus in this case an m/Γ-
pointed stable curve is just an m-pointed stable curve in the classical sense.
Remark 2.24 Let Γ ⊂ Σm be a subgroup. There is a free action of Γ on
Hg,n,m. The quotient shall be denoted by
Hg,n,m/Γ := Hg,n,m/Γ.
Let ug,n,m : Cg,n,m → Hg,n,m denote the universal curve over Hg,n,m. Note
that fibres of ug,n,,m over such points of Hg,n,m, which correspond to each
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other under the action of Γ, are identical as embedded curves in PN , with
the same distinguished points on them. The only difference is in the labels
of the marked points, which are permuted by elements of Γ. Thus the action
of Γ on Hg,n,m extends to an action on Cg,n,m/Γ, by identifying fibres over
corresponding points. The quotient
ug,n,m/Γ : Cg,n,m/Γ := Cg,n,m/Γ −→ Hg,n,m/Γ = Hg,n,m/Γ
exists as an m/Γ-pointed stable curve over Hg,n,m/Γ. The original universal
curve ug,n,m : Cg,n,m → Hg,n,m, together with the e´tale morphism Hg,n,m →
Hg,n,m/Γ defines a charted m/Γ-pointed stable curve representing it.
2.25 Let f : C → S be an m/Γ-pointed stable curve of genus g, which is
given together with an embedding of the underlying curve f : C → S into
pr2 : P
N × S → S. For any e´tale covering u : S′ → S, there is an induced
embedding of f ′ : C ′ = C ×S S
′ → S′ into pr2 : P
N × S′ → S′. Hence,
for a representing charted m/Γ-pointed curve, the curve f ′ : C ′ → S′ is an
embedded m-pointed stable curve, and thus induces a morphism
ϑf ′ : S
′ → Hg,n,m.
For any closed point s ∈ S, the embedding of the fibreC ′s′ into P
N is the same
for all points s′ ∈ S′ with u(s′) = s, as it is nothing else but the embedding
of Cs into P
N . Note that the points in Hg,n,m representing different fibres
C ′s′ need not be the same, as the labels of the marked points may differ by
a permutation in Γ. However, the morphism ϑf ′ : S
′ → Hg,n,m/Γ obtained
by composition with the quotient map, factors through a morphism ϑf :
S → Hg,n,m/Γ. This morphism is even independent of the chosen charted
m/Γ-pointed stable curve representing f : C → S.
By the universal property of the Hilbert scheme, there is an isomorphism of
m-pointed stable curves between ϑ∗f ′Cg,n,m and C
′ over S′. As a scheme over
S′, the curve ϑ∗f ′Cg,n,m is isomorphic to ϑ
∗
f ′Cg,n,m/Γ, even though the latter
has no natural structure as an m-pointed curve. Therefore, by the definition
of C ′ = u∗C, and since ϑf ′ = ϑf ◦ u, one can construct an isomorphism of
schemes over S between C and ϑ∗fCg,n,m/Γ. Together with the isomorphisms
between the covering m-pointed stable curves, this shows that f : C → S is
isomorphic to ϑ∗fCg,n,m/Γ → S as an m/Γ-pointed stable curve.
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In other words, Hg,n,m/Γ is in fact a fine moduli space for embedded m/Γ-
pointed stable curves of genus g, with universal curve ug,n,m/Γ : Cg,n,m/Γ →
Hg,n,m/Γ.
Remark 2.26 The action of PGL(N + 1) on Hg,n,m induces an action of
PGL(N + 1) on Hg,n,m/Γ. Indeed, the embedding of an m-pointed stable
curve of genus g does not depend on the ordering of the labels of its marked
points. So the action of PGL(N + 1) on Hg,n,m commutes with the action
of any subgroup Γ ⊂ Σm on Hg,n,m. The coarse moduli space Mg,m/Γ is a
GIT-quotient of Hg,n,m/Γ by the action of PGL(N + 1).
Definition 2.27 The moduli stack Mg,m/Γ of m/Γ-pointed stable curves
of genus g is the stack defined as the category fibred in groupoids over the
category of schemes, where for a scheme S the objects in the fibre category
Mg,m/Γ(S) are them/Γ-pointed stable curves of genus g over S. Morphisms
in Mg,m/Γ are morphisms between m/Γ-pointed stable curves.
Proposition 2.28 There is an isomorphism of stacks
Mg,m/Γ ∼=
[
Hg,n,m/Γ/PGL(N + 1)
]
.
Remark 2.29 Note that by the general theory of quotient stacks, and the
fact that the action of Γ on Hg,n,m is free, there is an isomorpism of stacks[
Hg,n,m/Γ/PGL(N + 1)
]
∼=
[
Hg,n,m/Γ× PGL(N + 1)
]
.
Proof of the proposition. The proof is analogous to that of proposition
2.10, so we may be brief here.
(i) Let f : C → S ∈ Ob (Mg,m/Γ) be an m/Γ-pointed stable curve. For
each e´tale cover u : S′ → S, the m disjoint sections σ1, . . . , σm : S
′ → C ′
define hypersurfaces S1, . . . , Sm in C
′ = C ×S S
′. Their images in C ′ define
a divisor in C, which will be denoted by Sm/Γ. Note that this divisor is
independent of the chosen e´tale cover.
Let p : E → S be the principal PGL(N + 1)-bundle associated to the
projective bundle Pf∗(ωC/S(Sm/Γ))
⊗n. Let E′ := E×S S
′ be the pullback of
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E to some e´tale covering u : S′ → S of S. In the same way as in the proof
of proposition 2.10, there is a natural embedding of the m-pointed stable
curve C ′ ×S′ E
′ → E′, and this induces a morphism
φ′ : E′ → Hg,n,m.
By composition with the quotient map there is a morphism
φ : E′ → Hg,n,m/Γ = Hg,n,m/Γ,
which is PGL(N +1)-equivariant. Note that the action of Γ commutes with
the action of PGL(N + 1) on Hg,n,m.
For all closed points e, e′ ∈ E′ which project to the same point in E, we have
φ(e) = φ(e′). Therefore φ factors through a morphism φ : E → Hg,n,m/Γ,
which is also PGL(N +1)-equivariant. Thus we obtain an object (E, p, φ) ∈
[Hg,n,m/Γ/PGL(N + 1](S).
The construction of the functor from Mg,m/Γ to [Hg,n,m/Γ/PGL(N + 1] on
morphisms is straightforward.
(ii) Conversely, consider a triple (E, p, φ) ∈ [Hg,n,m/Γ/PGL(N + 1](S) for
some scheme S. The morphism φ : E → Hg,n,m/Γ determines an embed-
ded m/Γ-pointed stable curve f ′ : C ′ → E of genus g, together with an
isomorphism between C ′ and the pullback of the universal curve Cg,n,m/Γ as
schemes over E. The quotient
f : C := C ′/PGL(N + 1) → E/PGL(N + 1) ∼= S
exists, and it is by construction an m/Γ-pointed stable curve.
One verifies that the two functors, whose construction we outlined above,
are inverse to each other as morphisms of stacks. 
Remark 2.30 From proposition 2.28 it follows in particular thatMg,m/Γ is
a smooth Deligne-Mumford stack, with Mg,m/Γ as its moduli space. There
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is a canonical commutative diagram
Mg,m
∼=

//Mg,m/Γ
∼=
[
Hg,n,m/PGL(N + 1)
]

//
[
Hg,n,m/Γ× PGL(N + 1)
]

M g,m //Mg,m/Γ.
All horizontal arrows represent finite morphisms of degree equal to the order
of Γ. The morphisms between the stacks are unramified, and even finite e´tale
morphisms, while in general the morphisms between the moduli spaces are
not.
Remark 2.31 Note that for everything we said above analogous statements
hold true if we replace Hg,n,m andMg,m by the open subschemes Hg,n,m and
Mg,m, as well as Hg,n,m/Γ andMg,m/Γ by the open subschemes Hg,n,m/Γ and
Mg,m/Γ, respectively.
Chapter 3
The moduli problem
3.1 We are now going to introduce the main objects of study, and some
basic concepts. Recall that there is a stratification of the coarse moduli
space
Mg =M
(0)
g ∪ . . . ∪M
(3g−3)
g ,
where each M
(i)
g is of codimension i in Mg, and defined as the reduced locus
of stable curves with precisely i nodes. The closure ofM
(i)
g inM g is denoted
by M
(i)
g .
First, we want to characterize those stable curves f : C → Spec (k), which
are represented by points of one fixed irreducible component D of M
(3g−4)
g .
Essentially, these are curves which can be derived from deformations of
one stable curve f0 : C0 → Spec (k), which has 3g − 3 nodes, and which
is represented by a point in the closure D of D in M
(3g−4)
g . In fact, any
irreducible component of M
(3g−4)
g is uniquely determined by specifying one
stable curve f0 : C0 → Spec (k) with 3g − 3 nodes, and one node P1 on it,
see lemma 3.3 below. We then write D = D(C0;P1).
Lemma 3.50 gives a criterion to decide whether a given stable curve is repre-
sented by a point in D(C0;P1). This description leads to the definition 3.59
of a stack D(C0;P1), which is nothing else but the reduction of the preimage
substack of D(C0;P1) in the moduli stack Mg.
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For any stable curve f : C → S in D(C0;P1), there exists a distinguished
subcurve, see corollary 3.51. This implies that the subscheme D(C0;P1) is
isomorphic to (a subscheme of) a (finite quotient of a) moduli space Mg+,m
of m-pointed stable curves of some genus g+, see proposition 3.40. There
will be more to be said about a morphism from Mg+,m to Mg later on. Our
main purpose will be to compare the moduli stacks corresponding to these
two moduli spaces.
3.2 Fix now and for all a stable curve f0 : C0 → Spec (k) of genus g ≥ 3
with 3g − 3 nodes. We also choose an enumeration P1, . . . , P3g−3 of the
nodes.
Lemma 3.3 The node P1 distinguishes an irreducible component D of the
stratum M
(3g−4)
g in the following way. Let f : C → S be any stable curve of
genus g with irreducible and reduced base S, which is a deformation of C0,
with C0 ∼= Cs0 for some s0 ∈ S. Assume that there exist disjoint sections
̺2, . . . , ̺3g−3 : S → C, such that for all s ∈ S and all i = 2, . . . , 3g− 3 holds
(i) ̺i(s) is a node of Cs, and
(ii) ̺i(s0) = Pi.
Then for all closed points s ∈ S, the point [Cs] ∈ Mg representing the fibre
Cs is contained in D, or equivalently, the induced morphism ϑf : S → Mg
factors through D.
Definition 3.4 (i) The unique irreducible component of M
(3g−4)
g , which
contains the point [C0] representing the curve f0 : C0 → Spec (k), and all
points representing fibres of a deformation of C0, which preserve all nodes
except P1, as in lemma 3.3, is denoted by D(C0;P1).
(ii) The intersection ofD(C0;P1) with the locusM
(3g−4)
g of points parametriz-
ing curves with exactly 3g − 4 nodes is denoted by D(C0;P1).
Proof of the lemma. A neighbourhood of [C0] ∈M g can be constructed as
a quotient B/Aut(C0), where B is a smooth base of a universal deformation
C → B of C0 of dimension 3g− 3. If we fix one projective embedding of C0,
then B can be choosen to be a subscheme of the Hilbert scheme Hg,n,0 con-
taining the point representing the fixed embedding of C0. Moreover, if B is
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sufficiently small, then each node Pi of C0 determines a smooth hypersurface
Di ⊂ B parametrizing those fibres, which preserve the singularity Pi. All
of these hypersurfaces together form a normal crossing divisor. In particu-
lar, the intersection D2 ∩ . . . ∩D3g−3 determines a smooth one-dimensional
subscheme D in B/Aut(C0) →֒Mg containing [C0].
We now define D as the irreducible component ofM
(3g−4)
g which contains D.
Since f : C → B is a universal deformation, the map ϑf : S → Mg factors
locally near s0 through D, and since S is irreducible it factors globally
through D as well. 
Notation 3.5 Whenever there is no danger of misunderstanding, we will
denote the distinguished irreducible component D(C0;P1) of lemma 3.3 sim-
ply by D(P1). The open subscheme, which is the intersection of D(C0;P1)
with M
(3g−4)
g , i.e. the subcurve excluding points lying in M
(3g−3)
g , shall be
abbreviated as D(P1).
Note that while an irreducible component ofM
(3g−4)
g is uniquely determined
by the choice of C0 and a node P1 on it, the converse is not true. There may
exist another node P ′ on C0, or even another stable curve f1 : C1 → Spec (k)
with 3g − 3 nodes Q1, . . . , Q3g−3 on it, such that D(C0;P
′) = D(C0;P1) or
D(C1;Q1) = D(C0;P1), respectively.
Remark 3.6 The irreducible components of M
(3g−4)
g are smooth curves.
Together with the above description of the boundary ofMg this is equivalent
to the observation that D(C0;P1) = D(C0;Pi) for some i ∈ {2, . . . , 3g−3} if
and only if there exists an automorphism γ ∈ Aut(C0) such that γ(P1) = Pi.
Compare also lemma 3.44 below.
By definiton, the subschemeD(C0;P1) contains the point [C0] and the points
representing deformations of C0, which preserve the nodes P2, . . . , P3g−3.
The following lemma shows that D(C0;P1) is exactly the locus of such de-
formations, and finite iterations of such deformations, preserving the “right”
3g − 3 nodes.
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Lemma 3.7 Let f : C → S be a stable curve of genus g, with irreducible
and reduced base S. The induced morphism ϑf : S → Mg factors through
D(P1) if and only if there exists a finite family {fi : C
(i) → S(i)}i=0,...,k of
stable curves of genus g, with irreducible and reduced bases, such that
(i) for all 0 ≤ i ≤ k there exist disjoint sections ̺
(i)
j : S
(i) → C(i), with
2 ≤ j ≤ 3g − 3, such that for all s ∈ S(i) the point ̺
(i)
j (s) is a node of
the fibre C
(i)
s ;
(ii) for all 1 ≤ i ≤ k there exist points s
(i)
+ ∈ S
(i) and s
(i)
− ∈ S
(i−1) such
that fi : C
(i) → S(i) is a deformation of C
(i−1)
s
(i)
−
with
C
(i)
s
(i)
+
= C
(i−1)
s
(i)
−
;
(iii) under the above identification, for all 1 ≤ i ≤ k and all 2 ≤ j ≤ 3g− 3
there is the identity
̺
(i)
j (s
(i)
+ ) = ̺
(i−1)
j (s
(i)
− );
(iv) the base S(k) is an e´tale open subscheme of S, and the curve fk :
C(k) → S(k) is obtained from the curve f : C → S by restriction to
S(k);
(v) the curve f0 : C
(0) → S(0) is a deformation of C0, with C0 ∼= Cs(0) for
some point s(0) ∈ S(0), and such that for all 2 ≤ j ≤ 3g − 3 holds
̺
(0)
j (s
(0)) = Pj .
To prove the above, we need an auxiliary lemma.
Lemma 3.8 Let f : C → S be a stable curve of genus g, with reduced
and irreducible base S. Suppose that the number of nodes of a fibre over a
general point is exactly k, for some 1 ≤ k ≤ 3g − 3. Then there exists an
e´tale covering S′ → S, such that the pullback f ′ : C ′ → S′ of f : C → S to
S′ admits k disjoint sections of nodes.
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Proof. By assumption there exists a dense open subset S0 ⊂ S, such that
for all closed points s ∈ S0 the fibre Cs over s has exactly k nodes. For an
arbitrary closed point s ∈ S, the fibre Cs has at least k nodes. Without loss
of generality we may assume that the curve f : C → S is embedded into
some projective space. Consider the subscheme N ⊂ C, which is defined as
the reduced locus of all points of C which are nodes of fibres of f : C → S.
Formally, it can be constructed as the locus of those points, where the sheaf
Ω1C/S is not free. Because of the flatness of f : C → S, these points are
precisely the nodes of the fibres. Define R as the reduced union of all those
irreducible components of N , which surject onto S.
Let s ∈ S be a general point, and let n ∈ Cs be one of the k nodes over
s. Since all neighbouring fibres have k nodes as well, we must have n ∈ R.
Therefore, the fibre of the restricted morphism f |R : R→ S over s consists
of exactly k necessarily simple points, which are precisely all the nodes over
s. Clearly no fibre of f |R may consist of more than k points. Recall that
closed points of R are nodes of fibres of f : C → S, so they are ordinary
double points. There is no deformation, which splits one ordinary double
point into two, so there can also be no fibre of f |R consisting of less than
k points. In other words, each fibre of f |R : R → S consists of exactly k
simple points, and therefore the morphism f |R : R→ S is flat, and an e´tale
covering of S.
Incidentally, the last argument shows also that the decomposition of N into
R and R# is disjoint, where R# denotes the reduced union of all those
irreducible components of N , which do not surject onto S.
We now put S1 := R, and define f1 : C1 → S1 as the pullback of f : C → S
to S1. In particular, the stable curve f1 : C1 → S1 admits a tautological
section σ1 : S1 → C1, such that for all closed points s ∈ S1, the point σ1(s)
is a node of the fibre C1,s.
Note that σ(S1) is a connected component of the pullback R1 ⊂ C1 of R.
Repeating the above construction with the complement of σ(S1) in R1, and
proceeding inductively, we obtain a sequence of e´tale coverings Si → Si−1,
for k = 2, . . . , k, such that the combined pullback f ′ : C ′ → S′ of f : C → S
to S′ := Sk admits k sections of nodes. 
Using this result, we can now give the proof of lemma 3.7.
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Proof of lemma 3.7. Let f : C → S be a stable curve satisfying (i) - (v).
Because of (i) each fibre of each fi has at least 3g − 4 nodes, so the in-
duced morphism ϑfi : S →Mg factors through an irreducible component of
M
(3g−4)
g . By the definition of D(P1), the induced morphism ϑf0 : S
(0) →Mg
factors through D(P1). Because of properties (ii) and (iii), the deforma-
tions fi : C
(i) → S(i) preserve 3g− 4 singularities of C
(i−1)
s
(i)
−
, hence S(i) maps
under ϑfi to the same irreducible component of M
(3g−4)
g as S
(i−1). So, by
induction, S maps to D(P1).
Conversely, let f : C → S be a stable curve of genus g, for some irreducible
and reduced scheme S, such that the induced morphism ϑf : S → Mg
factors through D(P1). Choose some closed point s ∈ S. This point maps
to a point ϑf (s) ∈ D(P1), and f : C → S is a deformation of the curve
represented by the point ϑf (s) ∈ Mg. Since each fibre of f has at least
3g − 4 nodes, in an e´tale neighbourhood S′ of s ∈ S there exist sections
̺2, . . . , ̺3g−3 : S
′ → C ′ = C ×S S′ satisfying (i).
Note that no universal family exists over Mg. However, for each point
x ∈ D(P1) representing a stable curve Cx → Spec (k) there exists an e´tale
neighbourhood Sx of x in D(P1), which is the base of a deformation of Cx,
and such that there are 3g − 4 sections of nodes. Since D(P1) is proper, a
finite number of such neighbourhoods suffices to cover all of D(P1). One of
these neighbourhoods contains the point ϑf (s).
From this, one constructs inductively a family of stable curves together with
an enumeration of the sections of nodes compatible with conditions (ii) -
(v).
Note that there is one special case: if f : C → S admits 3g − 3 sections of
nodes over S′, then ϑf : S → Mg is necessarily constant because M
(3g−3)
g
is discrete in Mg. The above conditions then determine the choice of the
appropriate 3g − 4 sections. 
Remark 3.9 Note that the enumeration of the nodes of C0 does not dis-
tinguish via this construction an enumeration of the nodes of the fibres of
f : C → S.
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Notation 3.10 Let C+0 denote the subscheme of the fixed curve C0 which
is the reduced union of all irreducible components of C0 containing the node
P1, together with marked points Q1, . . . , Qm ∈ {P2, . . . , P3g−3}, such that
Qi is not a singularity on C
+
0 . Similarly, let C
−
0 denote the closure of the
complement of C+0 in C0, together with the same marked points Q1, . . . , Qm.
Note that the chosen enumeration of the nodes of C0 distinguishes an or-
dering of the marked points of the subcurves.
If we need to emphasize the defining node we will sometimes write C+0 (P1)
instead of C+0 , and C
−
0 (P1) instead of C
−
0 .
Remark 3.11 The subcurve f+0 : C
+
0 → Spec (k) is in a natural way an
m-pointed stable curve of some genus g+. The subcurves C+0 and C
−
0 meet
exactly in the points Q1, . . . , Qm. The curve C
−
0 may have more than one
connected component, so it is an m-pointed prestable curve of some genus
g− as in remark 2.4. Of course, g+ + g− + m − 1 = g. The connected
components of C−0 are again pointed stable curves.
Furthermore, C+0 has the maximal number of sigularities possible for such a
curve, and the same is true for C−0 . Indeed, if there were anm-pointed stable
curve of genus g+ with more singularities, glueing with C−0 at the marked
points would produce a stable curve of genus g with more that 3g−3 nodes,
which is impossible.
Remark 3.12 Of course, the enumeration of the marked points of C+0 and
C−0 is not intrinsically determined by C0, but by our initial choice of the
enumeration of the nodes of C0.
Remark 3.13 Only very few types of m-pointed stable curves C+0 occur in
this way, and here is a complete list. Since each irreducible component of
C0 is a rational curve with at most three nodes of C0 lying on it, we must
have m ≤ 4. We still assume g ≥ 3.
m = 4 : There exist exactly three types of non-isomorphic nodal 4-pointed
stable curves of genus g+ = 0, each consisting of two rational curves
meeting each other transversally in one point.
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P1
1
2
4
3
a)
P1
1
3 2
4
b)
P1
1
4 2
3
c)
The curves pictured above are represented by the three points which
lie in the boundary of the moduli space M0,4. If the condition on the
existence of a node at P1 is dropped, we obtain the full moduli space
M 0,4.
m = 2 : There exist two types of non-isomorphic nodal 2-pointed stable
curves of genus g+ = 1, both with two nodes and two rational irre-
ducible components, as pictured below.
P1
1 2
P1
1 2
Both of them are represented by isolated points in the moduli space
M 1,2. The locus of curves in M1,2, which preserve the node which is
not P1, is the boundary divisor ∆0, representing irreducible singular
stable curves of genus 1, and the only two degenerations thereof that
are possible.
m = 1 : The only instance here is a curve of arithmetic genus 1 with one
node at P1, i.e. the one point in the boundary of M1,1.
P11
If the condition on the existence of a node at P1 is dropped, we obtain
the full moduli space M1,1.
The following two cases only occur if g = 2. Here the maximal number of
nodes possible is 3, and this is realized precisely in the following two curves.
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P1
P1
In both cases C0 = C
+
0 holds. Curves of genus 2 which are deformations
preserving the two nodes which are different from P1 are irreducible curves
of geometric genus 0 with two nodes, and their locus is a curve in M2.
Notation 3.14 Let C−1 , . . . , C
−
r denote the connected components of C
−
0 .
They are represented by points of not necessarily pairwise different moduli
spacesMg−1 ,m1
, . . . ,Mg−r ,mr , with g
−
1 +. . .+g
−
r = g
− andm1+. . .+mr = m.
From now on we assume that n is chosen large enough to work simulta-
neously for all of the finitely many Hilbert schemes Hg,n,0, Hg+,n,m, and
Hg−i ,n,mi
for i = 1, . . . , r. Let N := (2g − 2)n − g + 1, and put N+ :=
(2g+ − 2 +m)n− g+ + 1. Note that always N+ ≤ N holds.
Construction 3.15 Essential for our studies is the existence of a morphism
Θ× : H×
g+,n,m
−→ Hg,n,0,
where H×
g+,n,m
is a subscheme of the Hilbert scheme Hg+,n,m, which will
be defined formally in 3.31. The morphism Θ× shall have some special
properties, like for example its equivariance with respect to certain group
actions. To construct this map we will proceed in several steps, which are
described in paragraphs 3.16, 3.18, 3.19, 3.32 and proposition 3.33.
3.16 Construction step 1. Consider the universal embedded m-pointed
stable curve u+ : Cg+,n,m → Hg+,n,m, which is the restriction of the universal
curve on the full Hilbert scheme. We glue this along the m given sections
to the trivial m-pointed prestable curve C−0 × Hg+,n,m → Hg+,n,m. This
produces a stable curve u0 : C0 → Hg+,n,m of genus g, compare [Kn, Thm.
3.4]. Actually, Knudsen calls this procedure of glueing along a pair of disjoint
sections “clutching”.
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Let i : Cg+,n,m →֒ C0 denote the inclusion morphism from above. Consider
the restriction of the canonical invertible dualizing sheaf ωC0/Hg+,n,m
to a
fibre Ch → Spec (k) of u0 : C0 → Hg+,n,m, for some closed point h ∈ Hg+,n,m.
Let n : Cˆh → Ch be the normalization of Ch, and for a node Pi ∈ Ch let Ai
and Bi denote its preimages in Cˆh. The restriction of ωC0/Hg+,n,m
to Ch can
be described as the sheaf of those 1-forms on Cˆh which have at most simple
poles in Ai and Bi, and such that the sum of the residues in Ai and Bi is
zero. Compare for example [Kn, section 1].
By construction, the curve u0 : C0 → Hg+,n,m comes withm disjoint sections
of nodes, which are given by the sections of glueing. Let n0 : Cˆ
′
h → Ch denote
the partial normalization of Ch, in the sense that it is the normalization map
near those nodes resulting from the glueing, and an isomorphism elsewhere.
In particular, Cˆ ′h preserves exactly those nodes, which are not glueing nodes.
Thus Cˆ ′h decomposes into two disjoint subcurves, one of them isomorphic to
C−0 , the other one isomorphic to C
+
h , where C
+
h is the fibre of the universal
curve u+ : Cg+,n,m → Hg+,n,m over the point h. This induces a morphism
ι : C+h → Cˆ
′
h, such that i = n0 ◦ ι, and an isomorphism ι
∗n∗0ωCh/k
∼=
ωC+h /k
(Q1 + . . .+Qm), where Q1, . . . , Qm denote the marked points on C
+
h .
Thus there is a natural isomorphism of sheaves
i∗ωC0/Hg+,n,m
∼= ωCg+,n,m/Hg+,n,m
(S1 + . . .+ Sm).
There is a natural surjection of sheaves ωC0/Hg+,n,m
→ i∗i
∗ωC0/Hg+,n,m
. After
applying n-th tensor powers, and push-forward, we obtain a surjection
(u0)∗(ωC0/Hg+,n,m
)⊗n −→ u+∗ i
∗(ωC0/Hg+,n,m
)⊗n
of locally free sheaves, using the factorization u+ = u0 ◦ i. Together with
the above isomorphism, and applying Grothendieck’s construction of the
associated projective bundle, we obtain an inclusion of projective bundles
Pu+∗ (ωCg+,n,m/Hg+,n,m
(S1 + . . .+ Sm))
⊗n →֒ P(u0)∗(ωC0/Hg+,n,m
)⊗n.
Recall that f0 : C0 → Spec (k) is the stable curve fixed throughout this
section, and f+0 : C
+
0 → Spec (k) is the subcurve defined in 3.10. We fix once
and for all an embedding of C0 into P
N , which is equivalent to distinguishing
an isomorphism
P(f0)∗(ωC0/k)
⊗n ∼= PN ,
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together with an embedding of C+0 into P
N+, corresponding to an isomor-
phism
P(f+0 )∗(ωC+0 /k
(Q1 + . . . +Qm))
⊗n ∼= PN
+
,
in such a way that the diagram
C+0
 _

  //
PN
+
 _

∼= P(f
+
0 )∗(ωC+0 /k
(Q1 + . . .+Qm))
⊗n
 _

(⋄)
C0
  // PN ∼= P(f0)∗(ωC0/k)
⊗n
commutes.
The universal curve u+ : Cg+,n,m → Hg+,n,m determines a trivialization
Pu+∗ (ωCg+,n,m/Hg+,n,m
(S1 + . . .+ Sm))
⊗n ∼= PN
+
×Hg+,n,m
∼= P(f+0 )∗(ωC+0 /k
(Q1 + . . . +Qm))
⊗n ×Hg+,n,m.
The tautological section shall be denoted by
τ+ : Hg+,n,m −→ Pu
+
∗ (ωCg+,n,m/Hg+,n,m
(S1 + . . .+ Sm))
⊗n.
If [C+] ∈ Hg+,n,m is a point representing an embedded curve C
+, then by
definition of τ+, the point τ+([C+]) is fixed under the action of the group
Aut(C+) ∼= StabPGL(N++1)([C
+])
on the fibre of the projective bundle over [C+]. Here, as always, the notation
Aut(C+) denotes the group of automorphisms of C+ considered as an m-
pointed stable curve, i.e. the group consisting of those automorphisms of
the scheme C+, which fix each one of its m marked points.
Remark 3.17 Via diagram (⋄) of the above construction, we may consider
PGL(N+ + 1) as a subgroup of PGL(N + 1). To do this, we view PN
+
as
a subspace of PN under the above embedding. Then PGL(N+ + 1) is in a
natural way contained in the stabilizer subgroup of PN
+
.
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The group of automorphisms of C0 can be identified with a subgroup of
PGL(N + 1) via Aut(C0) ∼= StabPGL(N+1)([C0]), and the diagram
Aut(C+0 )
 _

∼= StabPGL(N++1)([C
+
0 ])
 _

⊂ PGL(N+ + 1)
 _

Aut(C0) ∼= StabPGL(N+1)([C0]) ⊂ PGL(N + 1)
commutes.
Furthermore, for any embedded curve C+, which is represented by a point
[C+] ∈ Hg+,n,m, there is a natural embedding of Aut(C
+) first into the
group PGL(N+ + 1), and from there into PGL(N + 1).
3.18 Construction step 2. As in 3.16, there is also a natural surjection of
the sheaves
j∗ωC0/Hg+,n,m
→ ωC−0 ×Hg+,n,m/Hg+,n,m
(S1 + . . .+ Sm),
where j : C−0 × Hg+,n,m → C0 denotes the embedding as a subcurve over
Hg+,n,m as constructed above. Clearly there is a trivialization
PN
−
×Hg+,n,m ∼= P((pr2)∗(ωC−0 ×Hg+,n,m/Hg+,n,m
(S1 + . . .+ Sm))
⊗n)
as a projective bundle over Hg+,n,m, where N
− = (2g− − 2+m)n− g−+1,
provided n is chosen sufficiently large. The tautological section shall be
denoted by τ−.
We may assume that the corresponding embedding of C−0 into P
N− is generic
in the sense that the m marked points on C−0 are contained in no subspace
of dimension m− 2.
The above projective bundle is again in a natural way a subbundle of the
projective bundle P(u0)∗(ωC0/Hg+,n,m
)⊗n.
47
3.19 Construction step 3. Combining the constructions of 3.16 and 3.18,
we obtain two subbundles of P(u0)∗(ωC0/Hg+,n,m
)⊗n, and a surjective mor-
phism π:
Pu+∗ (ωCg+,n,m/Hg+,n,m
(
∑m
i=1 Si))
⊗n
⊕
π
−→ P(u0)∗(ωC0/Hg+,n,m
)⊗n
P(pr2)∗(ωC−0 ×Hg+,n,m/Hg+,n,m
(
∑m
i=1 Si))
⊗n
of projective bundles over Hg+,n,m. Note that the intersection of the two
subbundles can be described as the projectivization of the cokernel of an
injective homomorphism
u+∗ (ωCg+,n,m/Hg+,n,m
(S1 + . . . + Sm))
⊗n
(u0)∗(ωC0/Hg+,n,m
)⊗n → ⊕
(pr2)∗(ωC−0 ×Hg+,n,m/Hg+,n,m
(S1 + . . . + Sm))
⊗n
of locally free sheaves over the base Hg+,n,m.
Thus, for a fibre of u0 : C0 → Hg+,n,m, the subcurve C
−
0 is embedded into a
subspace PN
−
⊂ PN , while the closure of its complement is embedded into
a subspace PN
+
⊂ PN , and the intersection of PN
−
and PN
+
is a subspace
of dimension m − 1. This is just the subspace spanned by the m marked
points of C−0 embedded into P
N .
By construction, for the two sections of the subbundles holds
π ◦ τ+ = π ◦ τ−
as a section from Hg+,n,m into the bundle P(u0)∗(ωC0/Hg+,n,m
)⊗n. In 3.32 we
will use this section to construct a trivialization of the ambient PGL(N+1)-
bundle, extending the trivializations of the subbundles. Before we can do
that, we have to take a closer look at the automorphism groups of stable
curves.
Remark 3.20 In exactly the same way as in remark 3.17 for the group
PGL(N++1), the construction 3.18 induces an embedding of PGL(N−+1)
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into PGL(N + 1). The group of automorphisms of C−0 , considered as an
m-pointed stable curve, can be identified with the group
Aut(C−0 )
∼= StabPGL(N−+1)([C
−
0 ]),
i.e. the subgroup of those elements in PGL(N− + 1), which stabilize the
embedded tuple
(C−0 , Q1, . . . , Qm) ∈ P
N− × (PN
−
)m
with respect to the diagonal action. More formally one should thus write
Aut(C−0 ) = Aut(C
−
0 ;Q1, . . . , Qm),
to set it apart from the following group. Denote by
Aut(C−0 ;Q) = Aut(C
−
0 ; {Q1, . . . , Qm})
the group of all automorphisms of C−0 as a scheme over Spec (k), which map
the set Q := {Q1, . . . , Qm} to itself. We can think of this group as the
group of automorphisms of C−0 considered as curve with m distinguished,
but not ordered points. The notation Aut(C−0 ) will always stand for the
group of those automorphisms of C−0 , which respect the ordering of the
marked points.
Obviously, there is an inclusion
Aut(C−0 ) ⊂ Aut(C
−
0 ;Q).
We can also identify this group with a subgroup of PGL(N− + 1) via
Aut(C−0 ;Q)
∼= StabPGL(N−+1)(([C
−
0 ],Q)),
i.e. the subgroup of those elements in PGL(N− + 1), which stabilize the
embedded pair
(C−0 ,Q) ⊂ P
N− × PN
−
with respect to the diagonal action. The group Aut(C−0 ;Q) can therefore in
particular be considered as a subgroup of PGL(N + 1), too.
Definition 3.21 Let Σm be the permutation group acting on the labels of
the m marked points of C−0 contained in Q. There is an induced action of
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Σm on the set ofm-pointed curves. Let Γ(C
−
0 ;Q) denote the subgroup of Σm
such that for all γ ∈ Γ(C−0 ;Q) the curve γ(C
−
0 ) is isomorphic to C
−
0 as an
m-pointed curve, i.e. such that there exists an automorphism φ : C−0 → C
−
0
as a scheme over Spec (k) with
φ(Qi) = Qγ(i)
for i = 1, . . . ,m. Define Γ◦(C−0 ;Q) to be the subgroup of Σm consisting of
all permutations γ ∈ Σm, such that γ(C
−
0 ) is isomorphic to C
−
0 and γ(C
+
0 )
is isomorphic to C+0 , both considered as m-pointed curves.
Remark 3.22 There is obviously an inclusion
Γ◦(C−0 ;Q) ⊂ Γ(C
−
0 ;Q).
Note that in the cases m = 1 and m = 2 any automorphism of C−0 extends
to all of C0, so the groups Γ
◦(P1;Q) and Γ(P1;Q) are equal in these cases.
Remark 3.23 Let Aut(C0; {P1}) denote the subgroup of automorphisms
of C0 fixing the node P1. Clearly, this subgroup stabilizes the subcurves
C+0 and C
−
0 in C0. An automorphism φ ∈ Aut(C0; {P1}) gives rise to a
permutation of the m marked points of C+0 and C
−
0 , so there is a group
homomorphism
Aut(C0; {P1}) → Σm.
The image of this homomorphism is equal to Γ◦(C−0 ;Q).
Definition 3.24 Let Γ ⊂ Σm be a subgroup. We define the group of m/Γ-
automorphisms of C−0 as the subgroup AutΓ(C
−
0 ;Q) of those elements φ ∈
Aut(C−0 ;Q), for which there exists a permutation γ ∈ Γ such that
φ(Qi) = Qγ(i)
holds for all i = 1, . . . ,m, where Q = {Q1, . . . , Qm}.
Remark 3.25 (i) The group AutΓ(C
−
0 ;Q) is the group of automorphisms
of the curve C−0 when considered an an m/Γ-pointed curve. One clearly has
Aut{id}(C
−
0 ;Q) = Aut(C
−
0 ),
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and the identity
AutΣm(C
−
0 ;Q) = Aut(C
−
0 ;Q).
Note also that by definition
AutΓ(C−0 ;Q)
(C−0 ;Q) = Aut(C
−
0 ;Q).
(ii) For any φ ∈ Aut(C−0 ; {Q1, . . . , Qm}) there is a unique permutation
γ ∈ Σm such that φ(Qi) = Qγ(i) holds for all i = 1, . . . ,m. Thus there is a
natural morphism of groups
Aut(C−0 ; {Q1, . . . , Qm})→ Σm.
By definition, the image of this group is the subgroup Γ(C−0 ;Q). For any
subgroup Γ in Γ(C−0 ;Q) the sequence of homomorphisms
id→ Aut(C−0 )→ AutΓ(C
−
0 ;Q)→ Γ→ id
is exact.
Notation 3.26 Let Γ = Γ(C−0 ;Q). For a stable curve f
+ : C+ → Spec (k)
of genus g+ with m marked points, which is represented by a point [C+] ∈
Hg+,n,m, we define the group
AutΓ(C
+;Q)
as the group of automorphisms of C+, when considered as an m/Γ-pointed
stable curve, with Q as its set of distinguished points, analogously to defi-
nition 3.24.
Lemma 3.27 Let f+ : C+ → Spec (k) be a stable curve of genus g+ with
m marked points, which is represented by an inner point [C+] ∈ Hg+,n,m.
Let f : C → Spec (k) be the stable curve of genus g, which is obtained by
glueing C+ with C−0 in the m marked points. Suppose that the curve C has
exactly 3g − 4 nodes. Then there is an exact sequence of groups
id→ Aut(C−0 )→ Aut(C)→ AutΓ(C
+;Q)→ id,
where Γ = Γ(C−0 ;Q).
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Proof. By definition, any automorphism in Aut(C−0 ) fixes the marked points
of C−0 , and these marked points are the glueing points of C
−
0 with C
+. By
trivial extension, the group Aut(C−0 ) becomes a subgroup of Aut(C). Con-
versely, since [C+] ∈ Hg+,n,m is an inner point, the curve C
+ is the unique
connected subcurve of C of genus g+, which has not the maximal number
of nodes as an m-pointed stable curve. Hence any automorphism of C re-
stricts to an automorphism on C−0 and to an automorphism on C
+, which
both are not necessarily fixing the marked points. However, clearly only
such permutation of marked points occur in this way on C+, which are also
effected by automorphisms on C−0 . Thus by definition, an automorphism of
C restricted to C+ is an automorphism of C+ considered as an m/Γ-pointed
stable curve, i.e. an element of AutΓ(C
+;Q).
All automorphisms in AutΓ(C
+;Q) occur in this way. To see this, let ̺+ ∈
AutΓ(C
+;Q) be an automorphism of C+ as an m/Γ-pointed stable curve.
It induces a permutation γ of the marked points, with γ ∈ Γ. By the
definition of Γ, there exists an automorphism ̺− ∈ Aut(C−0 ;Q) inducing
γ. Glueing the automorphisms ̺+ and ̺− defines an automorphism ̺ on
C, which restricts to ̺+. Thus we have shown that there exists an exact
sequence of groups, as claimed. 
Remark 3.28 The exact sequence of lemma 3.27 does not split for all sta-
ble curves f+ : C+ → Spec (k) with [C+] ∈ Hg+,n,m. The smallest coun-
terexample occurs for m = 2. Consider the curve C−0 consisting of two
disjoint 1-pointed nodal rational curves, so that Aut(C−0 ) = Z2
2. Let C+
be a 2-pointed stable curve of genus g+ = 1, with one node, and such that
there exists an automorphism interchanging the two marked points, so that
AutΓ(C
+;Q) ∼= Z2 × Z2. Glueing C
−
0 and C
+ in their marked points gives
a stable curve C of genus g = 3, whose group of automorphisms Aut(C) is
isomorphic to the direct product of Z2 and the non-trivial extension of Z2
2
by Z2.
Remark 3.29 For a general point [C+] as in lemma 3.27, representing a
stable curve f+ : C+ → Spec (k), which glued to C−0 produces a stable curve
represented by a point in M
(3g−4)
g , the exact sequence of the lemma splits.
This can be seen as follows.
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By the definition of AutΓ(C
+;Q), there is an exact sequence of groups
id→ Aut(C+)→ AutΓ(C
+;Q)→ Γ.
The last arrow might not be surjective, as not any permutation in Γ needs
to be realizeable by an automorphism in Aut(C+;Q). Let Γ′ denote the
image of AutΓ(C
+;Q) in Γ.
If Γ′ = {id}, then we have the equality Aut(C+) = AutΓ(C
+;Q), and a
splitting homomorphism AutΓ(C
+;Q) → Aut(C) can be defined by trivial
extension. In particular, this settles the case m = 1.
Suppose that m = 2. Then, by remark 3.13, the subcurve C+ is a stable
curve of genus g+ = 1, with 2 marked points and one node. An auto-
morphism of C+, which interchanges the two marked points, exists only
if the two marked points are in a very special position. Or, equivalently, if
[C+] ∈M ′1,2 is a general point, then AutΓ(C
+;Q) = Aut(C+), and therefore
Γ′ = {id}. This settles the case m = 2.
Suppose that m = 4. Then C+ is a smooth rational curve, with 4 marked
points. For a general point [C+] ∈ M0,4, one sees that AutΓ(C
+;Q) =
Aut(C+) = {id}, and thus Γ′ = {id} again.
Lemma 3.30 Suppose that m = 1, or that the fixed curve C−0 has the prop-
erty that its group of automorphisms Aut(C−0 ;Q) splits as
Aut(C−0 ;Q)
∼= Aut(C−0 )× Γ(C
−
0 ;Q).
Then for all stable curves f : C → Spec (k) of genus g with exactly 3g −
4 nodes, which are obtained from glueing C−0 with a curve C
+, which is
represented by a point [C+] ∈ Hg+,n,m, its group of automorphisms splits as
Aut(C) = AutΓ(C
+;Q)×Aut(C−0 ),
where Γ = Γ(C−0 ;Q).
Proof. If m = 1, then the splitting is trivial, as any automorphism of C+,
fixing the one marked point, can be extended to all of C.
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If m = 4, then the curve C+ is a smooth stable curve of genus g+ = 0 with
4 marked points, see remark 3.13. In particular, we have Aut(C+) = {id},
and therefore an isomorphism AutΓ(C
+;Q) = Γ′, using the exact sequence
of remark 3.29. By the assumption on the splitting of Aut(C−0 ;Q) there
exists an injective homomorphism j : Γ′ → Aut(C−0 ;Q), such that for all
γ ∈ Γ′ the image j(γ) induces the permutation γ on the marked points of
C−0 . Let ̺
+ ∈ AutΓ(C
+;Q) be given, inducing a permutation γ ∈ Γ′ on
the marked points of C+. Glueing ̺+ with j(γ) defines an automorphism
̺ ∈ Aut(C). Note that ̺ commutes with all elements of Aut(C−0 ), so that
this construction gives indeed a splitting homomorphism.
If m = 2, then the curve C+ is a stable curve of genus g+ = 1 with 2
marked points and one node. If Γ′ = {id}, we are done. So suppose that
Γ′ = Z2. We then have a splitting AutΓ(C
+;Q) = Aut(C+) × Z2. Using
trivial extension on the first factor, and the splitting of Aut(C−0 ;Q) for the
embedding of the second factor, we can construct a splitting homomorphism
AutΓ(C
+;Q)→ Aut(C). 
Notation 3.31 We define the nonempty reduced subscheme
H×
g+,n,m
⊂ Hg+,n,m
of the Hilbert scheme Hg+,n,m as the locus of points [C
+] parametrizing
curves f+ : C+ → Spec (k) with the following property: if f : C → Spec (k)
denotes the stable curve of genus g, which is obtained by glueing C+ with
C−0 in the m marked points, then C has exactly 3g− 4 nodes, and its group
of automorphisms splits naturally as
Aut(C) = AutΓ(C
+;Q)×Aut(C−0 ).
The intersection of H×
g+,n,m
with Hg+,n,m is denoted by H
×
g+,n,m
.
3.32 Construction step 4. Consider the morphism π of projective bundles
over Hg+,n,m as in 3.19, restricted to the subscheme H
×
g+,n,m
:
Pu+∗ (ωCg+,n,m/Hg+,n,m
(
∑m
i=1 Si))
⊗n
⊕
π
−→ P(u0)∗(ωC0/Hg+,n,m
)⊗n.
P(pr2)∗(ωC−0 ×Hg+,n,m/Hg+,n,m
(
∑m
i=1 Si))
⊗n
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By composition with π, both tautological sections τ+ and τ− of the sub-
bundles define the same section
τ : H
×
g+,n,m −→ P(u0)∗(ωC0/Hg+,n,m
)⊗n.
By 3.16 and 3.18, there exist trivializations
ϑ+ : Pu+∗ (ωCg+,n,m/Hg+,n,m
(
m∑
i=1
Si))
⊗n|H×
g+,n,m
→ PN
+
×H×
g+,n,m
and
ϑ− : P(pr2)∗(ωC−0 ×Hg+,n,m/Hg+,n,m
(
m∑
i=1
Si))
⊗n|H×
g+,n,m
→ PN
+
×H×
g+,n,m
as PGL(N+ + 1)-bundles and PGL(N− + 1)-bundles, respectively. We
want to extend both of these to a common trivialization of the ambient
PGL(N + 1)-bundle P(u0)∗(ωC0/Hg+,n,m
)⊗n. If e is a point in the fibre of
P(u0)∗(ωC0/Hg+,n,m
)⊗n over a point [C+] ∈ H×
g+,n,m
, representing an embed-
ded m-pointed stable curve C+, then e can be written as
e = γ · τ([C+])
for some γ ∈ PGL(N + 1). We now define
ϑ : P(u0)∗(ωC0/Hg+,n,m
)⊗n|H×
g+,n,m
−→ PN ×H×
g+,n,m
by
ϑ(e) := γ · ϑ+(τ+([C+])),
using the fact that the point τ([C+]) = π ◦τ+([C+]) is contained in the sub-
bundle Pu+∗ (ωCg+,n,m/Hg+,n,m
(
∑m
i=1 Si))
⊗n, and the fixed embedding of the
subspace PN
+
⊂ PN from 3.16. Note that in general γ is not uniquely deter-
mined by the point e. To show that the above map is indeed well-defined,
it suffices to show that all elements of PGL(N + 1), which stabilize the
point τ([C+]) also stabilize the point ϑ+(τ+([C+])). By construction, the
elements stabilizing the point τ([C+]) in the fibre are exactly the elements
of the group
Aut(C) ∼= StabPGL(N+1)([C]),
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where C is the embedded curve in PN obtained by glueing C+ and C−0
in their marked points. Recall that τ = π ◦ τ+ = π ◦ τ−, and thus
ϑ+(τ+([C+])) = ϑ−(τ−([C+])) ∈ PN , with respect to the fixed embeddings
of 3.16 and 3.18.
By the definition of the subscheme H
×
g+,n,m we have a splitting of Aut(C) as
a product AutΓ(C
+;Q)×Aut(C−0 ). Because τ
+ and τ− are the tautological
sections of the subbundles, the points ϑ+(τ+([C+])) and ϑ−(τ−([C+])) are
fixed by Aut(C+) and Aut(C−0 ), respectively. Since the process of glueing
makes the ordering of the m glueing points contained in Q disappear, the
point ϑ+(τ+([C+])) is also fixed under the action of AutΓ(C
+;Q). There-
fore, the point ϑ+(τ+([C+])) = ϑ−(τ−([C+])) is fixed unter the action of
Aut(C), and we are done.
We have thus constructed a trivialization of the restricted projective bundle
P(u0)∗(ωC0/Hg+,n,m
)⊗n |H×g+,n,m
∼= P(f0)∗(ωC0/k)
⊗n ×H×g+,n,m
∼= PN ×H×g+,n,m,
which is fibrewise compatible with both of the natural inclusions
P(f+0 )∗(ωC+0 /k
(Q1 + . . . +Qm))
⊗n →֒ P(f0)∗(ωC0/k)
⊗n
and
P(f−0 )∗(ωC−0 /k
(Q1 + . . .+Qm))
⊗n →֒ P(f0)∗(ωC0/k)
⊗n
from above. Globally, there is a commutative diagram of projective bundles
over H
×
g+,n,m:
PN
+
×H×
g+,n,m
∼=
 _

Pu+∗ (ωCg+,n,m/Hg+,n,m
(
∑m
i=1 Si))
⊗n|H×
g+,n,m
 _

PN ×H×
g+,n,m
∼= P(u0)∗(ωC0/Hg+,n,m
)⊗n|H×
g+,n,m
PN
−
×H×
g+,n,m
∼=
?
OO
P((pr2)∗(ωC−0 ×H
×
g+,n,m
/H×
g+,n,m
(
∑m
i=1 Si))
⊗n).
?
OO
By the universal property of the Hilbert scheme Hg+,n,m, the trivialization
of the projective bundle P(f0)∗(ωC0/k)
⊗n restricted to H×
g+,n,m
defines a
morphism
Θ× : H×
g+,n,m
→ Hg,n,0
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which in general is not an embedding. By construction, this morphism is
equvariant with respect to the action of the group PGL(N++1), considered
as a subgroup of PGL(N + 1) as in remark 3.17.
We summarize our construction in the following proposition. Using the uni-
versal property of Hilbert schemes, it is formulated geometrically in terms of
embedded curves rather than those of projective bundles, while the content
is of course equivalent to our construction.
Proposition 3.33 Let u+,× : C×
g+,n,m
→ H×
g+,n,m
denote the restriction of
the universal embedded m-pointed stable curve on the Hilbert scheme Hg+,n,m
to H×
g+,n,m
, and let u×0 : C
×
0 → H
×
g+,n,m
denote the stable curve of genus g
obtained by glueing it along the m given sections to the trivial m-pointed
prestable curve C−0 ×H
×
g+,n,m
→ H×
g+,n,m
.
Then there exists a global embedding of the curve u×0 : C
×
0 → H
×
g+,n,m
into
pr2 : P
N ×H×
g+,n,m
→ H×
g+,n,m
, which makes the following diagram commu-
tative:
C×
g+,n,m
  //
 _

C0
 _

C−0 ×H
×
g+,n,m_?
oo
 _

PN
+
×H×
g+,n,m
((PP
PPP
PPP
PPP
P
  // PN ×H×
g+,n,m

PN
−
×H×
g+,n,m
vvnnn
nnn
nnn
nnn
_?
oo
H×
g+,n,m
.
In particular, there exists a PGL(N+ + 1)-equivariant morphism
Θ× : H×
g+,n,m
→ Hg,n,0.
Proof. The construction was given in four steps in the paragraphs 3.16,
3.18, 3.19, and 3.32. 
Remark 3.34 The distinguished embeddings of C0 into P
N and of C+0 into
PN
+
from construction 3.16 define points [C0] ∈ Hg,n,0 and [C
+
0 ] ∈ H
×
g+,n,m
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such that Θ×([C+0 ]) = [C0]. At the same time, the embedding of C
−
0
into PN
−
distinguishes a point [C−0 ] ∈ Hg−,n,m. Clearly the embedding
of C−0 × H
×
g+,n,m
into PN
−
× H×
g+,n,m
is independent of the fibre. Be-
cause we have chosen compatible trivializations in the construction of Θ×
above, the embedding of the trivial curve C−0 × H
×
g+,n,m
→ H×
g+,n,m
into
PN ×H×
g+,n,m
→ H×
g+,n,m
is independent of the fibre.
Proposition 3.35 The morphism Θ× : H×
g+,n,m
→ Hg,n,0 from proposition
3.33 is invariant under the action of Γ(C−0 ;Q).
Proof. Recall that Γ(C−0 ;Q) acts freely on Hg+,n,m. The projective bundle
Pu+∗ (ωCg+,n,m/Hg+,n,m
(S1+ . . .+Sm))
⊗n is invariant under the action of Σm,
and hence in particular under the action of Γ(C−0 ;Q). This is just saying
that the embedding of a fibre of u+ : Cg+,n,m → Hg+,n,m into P
N+ does not
depend on the order of the marked points. By construction 3.16, the embed-
ding of this projective bundle into P(u0)∗(ωC0/Hg+,n,m
)⊗n is also independent
of the ordering of the marked points. Thus for any point [C ′] ∈ H×
g+,n,m
representing an embedded curve C ′ ⊂ PN
+
, the embedding of C ′ into PN
is the same as the embedding corresponding to the point γ([C ′]), for any
γ ∈ Γ(C−0 ;Q). So it remains to consider the complement of C
′ in the curve
C representing the point Θ×([C ′]). The closure of the complement of C ′
in C is just the distinguished embedding of the curve C−0 , by construction
of the morphism Θ×. By definition of Γ(C−0 ;Q), and by the choice of the
embedding of Aut(C−0 ;Q) into PGL(N + 1) this complement is also invari-
ant under the action of Γ(C−0 ;Q). Therefore the whole curve C ⊂ P
N , and
hence the point Θ×([C ′]) ∈ Hg,n,0, is fixed under the action of Γ(C
−
0 ;Q). 
Corollary 3.36 The morphism Θ× : H×
g+,n,m
→ Hg,n,0 is equivariant with
respect to the action of the group PGL(N+ + 1)× Γ(C−0 ;Q).
Proof. The equivariance with respect to the individual groups follows from
proposition 3.33 and proposition 3.35. Note that the actions of the groups
PGL(N+ + 1) and Γ(C−0 ;Q) on H
×
g+,n,m
commute since the embedding of
an m-pointed stable curve into PN
+
is independent of the ordering of its
marked points. 
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Notation 3.37 Let π : Hg+,n,m → Mg+,m denote the canonical quotient
morphism, and let M×
g+,m
denote the image of H×
g+,n,m
in Mg+,m as a re-
duced subscheme.
The PGL(N+ + 1)-equivariance of the morphism Θ× : H×
g+,n,m
→ Hg,n,0
from above induces a morphism
Θ× : M×
g+,m
→Mg,
which by construction maps into the boundary stratum M
(3g−4)
g .
Let M
′
g+,m denote the reduced closure of M
×
g+,m
in Mg+,m. As we will see
in remark 3.38 below, the subscheme M
′
g+,m is smooth and irreducible, and
therefore the morphism Θ× extends to a surjective morphism
Θ
′
: M
′
g+,m → D(C0;P1).
Note that Θ
′
is the restriction of a natural morphism
Θ : Mg+,m →Mg,
which sends the point representing an m-pointed stable curve C+ of genus
g to the point represening the stable curve obtained by glueing C+ and C−0
in their marked points. The subscheme M
′
g+,m is the reduced preimage of
D(C0;P1) in Mg+,m under Θ.
We define the subschemeH
′
g+,n,m as the reduction of the preimage ofM
′
g+,m
in Hg+,n,m under the canonical quotient morphism π. It is the closure of
H×
g+,n,m
inside Hg+,n,m.
For the interior parts we define the intersections M×
g+,m
:=M×
g+,m
∩Mg+,m
and H×
g+,n,m
:= H×
g+,n,m
∩Hg+,n,m, as well as M
′
g+,m :=M
′
g+,m∩Mg+,m and
H ′g+,n,m := H
′
g+,n,m ∩Hg+,n,m.
For m/Γ-pointed stable curves, as in definition 2.14, the notations H×
g+,n,m/Γ
and M×
g+,m/Γ
, as well as H
′
g+,n,m/Γ and M
′
g+,m/Γ together with their open
subschemes H×
g+,n,m/Γ
, M×
g+,m/Γ
, H ′g+,n,m/Γ, and M
′
g+,m/Γ , are defined ana-
logously, using the appropriate canonical quotient morphisms.
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We define the subscheme
D×(C0;P1) ⊂ D(C0;P1)
as the reduced subscheme of D(C0;P1), which is the locus of points para-
metrizing stable curves C, for which the group of automorphisms splits
naturally as Aut(C) = AutΓ(C
+;Q) × Aut(C−0 ). Its intersection with the
open subscheme D(C0;P1) is denoted by D
×(C0;P1).
Schematically, the subschemes defined above fit into the commutative dia-
gram below. Note that there is an anlogous diagram for their open partners.
H×
g+,n,m

⊂ H
′
g+,n,m

⊂ Hg+,n,m
π

M×
g+,m

⊂ M
′
g+,m

⊂ Mg+,m
Θ

D×(C0;P1) ⊂ D(C0;P1) ⊂ Mg.
The superscript “×” is intended as a reminder of splitting automorphisms
groups. All vertical arrows except Θ are surjections.
Remark 3.38 Let ∆0 ⊂Mg+,m denote the divisor defined by the closure of
the locus of irreducible singular stable curves. From remark 3.13 we obtain
immediately the following identifications.
M
′
g+,m =
{
Mg+,m for m = 1, 4;
∆0 for m = 2.
Note that in each case there is an isomorphism M
′
g+,m
∼= P1.
Before we can proceed we need the following lemma.
Lemma 3.39 Let f : C → Spec (k) be a stable curve of genus g, with at
least 3g − 4 nodes, and which contains C−0 as a subcurve, such that the
m marked points of C−0 are nodes on C. Then either the closure of the
complement of C−0 in C is irreducible, or C has 3g − 3 nodes.
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Proof. The curve C0 has 3g − 3 nodes and 2g − 2 irreducible components.
Thus by our discussion in remark 3.13 the number of irreducible components
of C−0 is 2g − 3 if m = 1, or 2g − 4 if m = 2 or m = 4. No stable curve of
genus g can have more that 2g−2 irreducible components, so the number of
irreducible components of the closure of the complement of C−0 is at most
2. If there is more than one irreducible component, then C has the maximal
number of irreducible components, and hence also the maximal number of
nodes, which is 3g − 3. 
Proposition 3.40 The morphism Θ× : H×
g+,n,m
→ Hg,n,0 induces a mor-
phism
Θ : H×
g+,n,m
/Γ(C−0 ;Q) → Hg,n,0,
which is an embedding, and an isomorphism of schemes
M
′
g+,m/Γ(C
−
0 ;Q)
∼= D(C0;P1).
Remark 3.41 The surjectivity of the morphism M
′
g+,m → D(C0;P1) im-
plies in particular that for all stable curves C → Spec (k) with 3g− 3 nodes,
which are represented by a point on D(C0;P1), there exists a node P ∈ C,
such that for the induced decomposition C = C+(P ) ∪ C−(P ) as in 3.10
holds C−(P ) ∼= C−0 , and thus D(C;P ) = D(C0;P1).
Proof of the proposition. It follows from proposition 3.35 that the mor-
phism Θ× : H
×
g+,n,m → Hg,n,0 factors through H
×
g+,n,m
/Γ(C−0 ;Q).
Let C1 and C2 denote two embedded m-pointed stable curves over Spec (k),
represented by points [C1], [C2] ∈ H
◦
g+,n,m. Suppose first that Θ
×([C1]) =
Θ×([C2]) ∈ Hg,n,0, and let C denote the embedded curve representing this
point. By the assumption on [C1] and [C2], the curve C has 3g−4 nodes, so
there is a unique irreducible component on C, which has not the maximal
number of nodes when considered as a pointed stable curve itself. This
component is of course equal to the embedded curves C1 and C2 in P
N ,
considered as curves withm distinguished points, but without ordered labels
on these points. The closure of its complement in C is isomorphic to C−0
by definition of the morphism Θ×. Since Θ×([C1]) and Θ
×([C2]) represent
the same embedded curve, the order of the marked points of C1 and C2 can
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differ at most by a reordering induced by an automorphism of C−0 . Hence
by definition of Γ(C−0 ;Q), the points [C1] and [C2] are the same modulo the
action of Γ(C−0 ;Q).
Suppose now that Θ×([C1]) = Θ
×([C2]) lies in the boundary of Hg,n,0.
Then there is no such distinguished irreducible component. In fact, if C
denotes the embedded curve representing the point Θ×([C1]) = Θ
×([C2]),
then there may be even more than one subcurve of C isomorphic to C1 or
C2. However, by the construction of Θ
×, the embedding of C−0 into P
N is
fixed. The embedding of the curve C1 into P
N is just the closure of the
complement of C−0 in C, and analogously for C2. Thus as embedded curves,
C1 and C2 are equal up to a permutation of the order of their marked points,
which is induced by an automorphism of C−0 . Therefore in this case also the
points [C1] and [C2] are the same up to the action of Γ(C
−
0 ;Q). This proves
the first part of the proposition.
For the second part note that by corollary 3.36 the morphism Θ× induces a
morphism
Θ×Γ : M
×
g+,m
/Γ(C−0 ;Q)→Mg.
This morphism extends to a morphism from M
′
g+,m/Γ(C
−
0 ;Q) to Mg, as
the quotient is smooth. By the definition of M
′
g+,m, the image of this mor-
phism is contained in D(P1). Since D(P1) is irreducible, this non-constant
morphism is necessarily surjective.
The restriction of this morphism to the open partM ′g+,m/Γ(C
−
0 ;Q) is injec-
tive for analogous reasons as in the first part of the proof. For each point
in the image of Θ×Γ , the preimage points represent the unique irreducible
component which has not the maximal number of nodes possible, up to a
permutation of the labels of the marked points. Two such curves, represent-
ing two points in the preimage of a point, can only differ by a reordering
of the distinguished points, which is induced by an automorphism of C−0 .
Hence they are isomorphic as m/Γ-pointed curves, with Γ = Γ(C−0 ;Q).
However, if a curve C → Spec (k) in the image of the morphism Θ×Γ lies in the
boundary of D(P1), then there may be more than one subcurve isomorphic
to C−0 . Hence to prove that the induced morphism from M
′
g+,m/Γ(C
−
0 ;Q)
to D(P1) is injective, one needs to show that for any two embeddings of C
−
0
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into C the closures of the complements in C are isomorphic as m/Γ(C−0 ;Q)-
pointed curves. More precisely, suppose that there are two decompositions
of C as
C = C−1 + C
+
1 = C
−
2 + C
+
2 ,
where C−1 and C
−
2 are isomorphic to C
−
0 as m-pointed curves, and C
+
1 and
C+2 are represented by points [C
+
1 ], [C
+
2 ] ∈M
′
g+,m. Here “+” denotes glueing
of m-pointed curves in their marked points, according to their labels. The
morphism is injective if we can show the following claim: the curves C+1 and
C+2 are isomorphic as m/Γ(C
−
0 ;Q)-pointed curves.
If m = 1 then this is trivial. Let m = 2. By counting the number of
“pigtails” of C, i.e. the number of irreducible components of C, which are
nodal rational curves with one marked point, we find that C+1 and C
+
2 must
be of the same topological type, compare remark 3.13. Hence [C+1 ] = [C
+
2 ].
For m = 4 the claim follows from the following technical lemma, if one puts
µ = 0 and k = 4. 
Lemma 3.42 Let C → Spec (k) be a µ-pointed prestable curve of some
genus with stable connected components. Suppose that C has the maximal
number of nodes possible. Let C+1 and C
+
2 be subcurves of C, represented
by points in M0,4, such that the four marked points are nodes or marked
points of C. Denote the closures of their complements in C by C−1 and
C−2 , respectively. Let k1 and k2 denote the number of points of intersection
between C+1 and C
−
1 , and of C
+
2 and C
−
2 , respectively. Suppose that k1 =
k2 =: k. Both C
−
1 and C
−
2 shall be considered as µ+ 2k − 4-pointed curves,
and suppose that there is an isomorphism
φ : C−2 → C
−
1
of µ+2k− 4-pointed curves. Suppose that φ maps glueing points of C−2 and
C+2 to glueing points of C
−
1 and C
+
1 .
For i = 1, 2 let P
(i)
1 , . . . , P
(i)
µ+k−4, Q
(i)
1 , . . . , Q
(i)
k denote the the marked points
of C−i , where Q
(i)
1 , . . . , Q
(i)
k denote the points of intersection between C
−
i
and C+i . Let Aut(C
−
i ;P
(i)
1 , . . . , P
(i)
µ+k−4, {Q
(i)
1 , . . . , Q
(i)
k }) denote the group
of those automorphisms of C−i as a scheme over Spec (k), which stabilize
the points P
(i)
1 , . . . , P
(i)
µ+k−4 and the set {Q
(i)
1 , . . . , Q
(i)
k }. There is a natural
homomorphism
Aut(C−i ;P
(i)
1 , . . . , P
(i)
µ+k−4, {Q
(i)
1 , . . . , Q
(i)
k }) → Σk
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into the symmetric group on k elements. The image of this homomorphism
shall be denoted by Γ(C−i ;P
(i)
1 , . . . , P
(i)
µ+k−4, {Q
(i)
1 , . . . , Q
(i)
k }). Let Q
(i)
1 , . . . , Q
(i)
k , R
(i)
1 , . . . , R
(i)
4−k
be the four marked points on the subcurve C+i , where Q
(i)
1 , . . . , Q
(i)
k denote
those points where C+i is glued to C
−
i in the points of the same name.
Then there exists a permutation
σ ∈ Γ(C−2 ;P
(2)
1 , . . . , P
(2)
µ+k−4, {Q
(2)
1 , . . . , Q
(2)
k })
and an isomorphism γ : C+1 → C
+
2 of curves over Spec (k), such that
γ(Q
(1)
j ) = Q
(2)
σ(j)
for j = 1, . . . , k, and
γ(R
(1)
j ) = R
(2)
j
for j = 1, . . . , 4− k.
Proof. Because of its length, and its unenlightening combinatorial struc-
ture, the proof is relocated from the main text to appendix A. 
Remark 3.43 Note that the content of the above lemma is symmetric with
respect to C+1 and C
+
2 . Using the isomorphism φ : C
−
2 → C
−
1 there is
an induced action of Γ(C−2 ;P
(2)
1 , . . . , P
(2)
µ+k−4, {Q
(2)
1 , . . . , Q
(2)
k }) on the labels
of the marked points Q
(1)
1 , . . . , Q
(1)
k of C
+
1 . Analogously, in the statement
the group Γ(C−2 ;P
(2)
1 , . . . , P
(2)
µ+k−4, {Q
(2)
1 , . . . , Q
(2)
k }) could be replaced by the
group Γ(C−1 ;P
(1)
1 , . . . , P
(1)
µ+k−4, {Q
(1)
1 , . . . , Q
(1)
k }).
The proof of proposition 3.40 implies the following observation. Compare
also remark 3.6.
Lemma 3.44 Let P2 be a second node on C0. Then D(P1) = D(P2) if and
only if there exists an automorphism ̺ ∈ Aut(C0) such that ̺(P2) = P1. In
particular the curve D(P1) is smooth.
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Proof. If there exists such an automorphism ̺ ∈ Aut(C0) with ̺(P2) = P1
then clearly D(P1) = D(P2), compare the proof of lemma 3.3. Conversely,
suppose that D(P1) = D(P2) holds. Let C
+
0 (P2) denote the union of
those irreducible comonents of C0 which contain P2, and let C
−
0 (P2) denote
the closure of its complement in C0. Both shall be considered as pointed
curves. Now consider two deformations of C0, which preserve all nodes ex-
cept P1, and all nodes except P2, respectively. In these deformations the
subcurves C−0 = C
−
0 (P1) and C
−
0 (P2), respectively, are preserved. Because
D(P1) = D(P2) there must be an isomorphism ϕ : C
−
0 (P2) → C
−
0 (P1). By
proposition 3.40 there exists an automorphism ̺ ∈ Aut(C−0 (P1);Q), induc-
ing a permutation γ ∈ Γ(C−0 (P1);Q), which reorders the marked points on
C+0 (P1) in such a way that the reordered pointed curve is isomorphic to
C+0 (P2). Then the isomorphism ̺ ◦ ϕ : C
−
0 (P2) → C
−
0 (P1) extends to an
isomorphism between C−0 (P2) + C
+
0 (P2) and C
−
0 (P1) + C
+
0 (P1), i.e. to an
automorphism of C0, mapping the node P2 to P1. 
Corollary 3.45 Let C0 = C
+
1 + C
−
1 = C
+
2 + C
−
2 be two decompositions
of C0 into 4-pointed prestable curves. Suppose that C
−
1
∼= C−2 as 4-pointed
prestable curves, and that both C+1 and C
+
2 consist of two lines which meet
in a node P1 ∈ C
+
1 and P2 ∈ C
+
2 , respectively. Then there exists an auto-
morphism γ ∈ Aut(C0) such that γ(P1) = P2.
Proof. By assumption C−1
∼= C−2 , so D(P1) = D(P2). Therefore the claim
follows immediately from lemma 3.44. 
Remark 3.46 (i) If m = 1 then Γ(C−0 ;Q) is necessarily trivial. If m = 2,
then Γ(C−0 ;Q) ⊂ Z2, and it leaves the point [C
+
0 ] ∈ M
′
g+,m invariant. In
case m = 4, one has Γ(C−0 ;Q) ⊂ Σ4, and Γ(C
−
0 ;Q) may or may not stabilize
[C+0 ], depending on the structure of C
−
0 .
(ii) The identity σ([C+0 ]) = [C
+
0 ] holds in H
′
g+,n,m for some σ ∈ Γ(C
−
0 ;Q) if
and only if σ ∈ Γ◦(C−0 ;Q).
(iii) If the groups Aut(C−0 ;Q) and Aut(C
+
0 ;Q) are considered as as sub-
groups of PGL(N + 1), and if
̺− : Aut(C−0 ;Q)→ Σm and ̺
+ : Aut(C+0 ;Q)→ Σm
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denote the natural homomorphisms of groups, such that ̺−(Aut(C−0 ;Q)) =
Γ(C−0 ;Q), then
̺−(Aut(C−0 ;Q)) ∩ ̺
+(Aut(C−0 ;Q)) = Γ
◦(C−0 ;Q).
Notation 3.47 Let π : Hg,n,0 → Mg be the canonical quotient morphism.
We denote by
K(C0;P1)
the reduction of the preimage of D(C0;P1) in Hg,n,0. Furthermore, we
denote by K×(C0;P1) the reduction of the preimage of D
×(C0;P1). Their
intersections with the open subscheme Hg,n,0 are denote by K(C0;P1) and
K×(C0;P1), respectively.
Corollary 3.48 As a subset, K×(C0;P1) is equal to the orbit
K×(C0;P1) = Θ
×(H×
g+,n,m
) · PGL(N + 1)
of the image Θ×(H×
g+,n,m
) under the action of PGL(N + 1). Furthermore,
it holds that
K×(C0;P1) = Θ
×(H×
g+,n,m
) · PGL(N + 1).
Proof. This follows immediately from the surjectivity of the morphism
M×
g+,m
→ D×(C0;P1). 
Remark 3.49 As before, we will usually write for example K×(P1) instead
of K×(C0;P1), and K
×(P1) instead of K
×(C0;P1), when the curve C0 is
understood. Note that in general the preimage of D×(C0;P1) in Hg,n,0 will
not be reduced.
The scheme K×(P1) is a smooth and irreducible subscheme of Hg,n,0, which
is a smooth scheme itself. This follows from the definition of D×(C0;P1)
as an irreducible component of M
(3g−4)
g , and the fact that the boundary
Hg,n,0 \Hg,n,0 is a normal crossing divisor, compare [DM, cor. 1.7, cor. 1.9].
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Lemma 3.50 Let f : C → S be a stable curve of genus g, with reduced base
S, such that for all s ∈ S the fibre Cs has at least 3g − 4 nodes. Then the
induced morphism ϑf : S → Mg factors through D(P1) if and only if there
exists an e´tale covering {Sα}α∈A of S, and for each α ∈ A a commutative
diagram
C−0 × Sα
pr2
$$H
HH
HH
HH
HH
  // Cα //
~~}}
}}
}}
}}
C
f

Sα // S
with
̺i(s) = (Qi, s)
for i = 1, . . . ,m and for all s ∈ Sα, where ̺1, . . . , ̺m : Sα → Cα := C ×S Sα
denote sections of nodes as in lemma 3.8, and Q1, . . . , Qm are the marked
points on C−0 .
Proof. Before we start with the proof let us consider a stable curve C →
Spec (k) of genus g, which contains a subcurve isomorphic to C−0 in such
a way that the marked points of C−0 are nodes of C. Let C˜ → B be a
deformation of C, which preserves the nodes of C. Let b0 ∈ B such that the
fibre Cb0 is isomorphic to C. Because the number of nodes does not decrease
within the family, and C−0 has the maximal number of nodes possible for
an m-pointed prestable curve of genus g−, each fibre of C˜ → B contains a
subcurve isomorphic to C−0 . In an e´tale neighbourhood B
′ of b0 there exist
sections ̺1, . . . , ̺m of nodes, such that for each b ∈ B
′ and each i = 1, . . . ,m
the point ̺i(b) is a marked point of C
−
0 . Cutting along these sections we
obtain a subcurve C ′ → B′ of C → B′, such that each fibre of C ′ → B′ is
isomorphic to C−0 . The locus of curves with the maximal number of nodes is
discrete in the corresponding moduli space. Therefore, using another e´tale
covering if necessary, the family C ′ → B′ must be locally isomorphic to the
trivial family C−0 ×B
′ → B′.
Now consider a stable curve f : C → S of genus g, with reduced base S,
such that ϑf : S → Mg factors through D(P1). Lemma 3.7 implies that
each fibre contains a subcurve isomorphic to C−0 , and locally f : C → S is a
deformation of each of its fibres preserving the nodes given by the marked
points on C−0 . Hence the first implication of the claim follows from the
above discussion.
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Conversely, suppose that such commutative diagrams exist locally. In par-
ticular, this implies that for any closed point s ∈ S, its fibre Cs contains a
subcurve isomorphic to C−0 , in such a way that the marked points of C
−
0 are
nodes on Cs. By lemma 3.39, the closure C
+
s of the complement of C
−
0 in
the fibre Cs is either irreducible, or Cs has the maximal number of nodes.
If C+s is irreducible, then it follows from our discussion in remark 3.13 that
its topological type is uniquely determined by the number m of its marked
points, up to a reordering of the marked points via the action of the group
Γ(C−0 ;Q). Therefore the point ϑf (s) = [Cs] representing the fibre lies in the
same irreducible component of M
(3g−4)
g as the fibre of a deformation of C0
which fixes the subcurve C−0 , and this component is by definition D(P1).
If C+s is not irreducible, then Cs has 3g − 3 nodes. Let d : C˜
+ → B be a
deformation of C+s such that all fibres are irreduciblem-pointed stable curves
of genus g, except the one fibre C˜+b0 , for some b0 ∈ B, which is isomorphic
to C+s . To see that this is possible consult remark 3.13, where all types of
curves were listed, which can occur as subcurves C+s . Restricting B we can
achieve furthermore that after glueing with the trivial family C−0 ×B → B
along the m marked points we obtain a stable curve of genus g, where each
fibre has at least 3g − 4 nodes. By the previous paragraph the induced
morphism
ϑd : B →Mg,
restricted to B \ {b0}, factors through D(P1), and hence ϑf (s) = ϑd(b0) ∈
D(P1) as well. 
Corollary 3.51 Let f : C → S be a stable curve of genus g, with reduced
base S, such that for all closed points s ∈ S the fibre Cs has exactly 3g − 4
nodes. Suppose that the induced morphism ϑf : S → Mg factors through
D(P1). Then there exists a distinguished subcurve f
− : C− → S of f :
C → S, which in the e´tale topology is locally isomorphic to the trivial curve
C−0 × S → S as an m/Γ(C
−
0 ;Q)-pointed stable curve.
Proof. By the previous lemma 3.50 such a curve exists locally in the e´tale
topology. Since each fibre Cs of f : C → S has exactly 3g − 4 nodes,
there is a unique irreducible component of Cs which has not the maximal
number of nodes when considered as an m-pointed curve. The closure of the
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complement of this component in Cs is the unique subcurve isomorphic to
C−0 . Hence the images of the trivial curves C
−
0 ×Sα → Sα in f : C → S, as in
lemma 3.50, glue together to up to automorphisms of C−0 , which means up to
a permutation of their marked points by the action of the group Γ(C−0 ;Q).
This defines a subcurve f− : C− → S of f : C → S over S. Note that
lemma 3.8 implies that there exists an e´tale covering of f− : C− → S by an
m-pointed stable curve, so f− : C− → S is indeed an m/Γ-pointed stable
curve, and it is e´tale locally isomorphic to a trivial curve. 
The above corollary 3.51 deals only with stable curves f : C → S, where the
base S is reduced. In our applications, we will need an analogous statement
for arbitrary schemes S, and for this we need some extra assumptions.
Corollary 3.52 Let f : C → S be a stable curve of genus g, such that for
all closed points s ∈ S the fibre Cs has exactly 3g − 4 nodes. Suppose that
the induced morphism ϑf : S → Mg factors through D(P1). Let (E, p, φ)
be the triple associated to f : C → S as in proposition 2.10, consisting of a
principal PGL(N + 1)-bundle p : E → S, and a morphism φ : E → Hg,n,0.
Suppose that φ factors through K(P1). Then there exists a distinguished
subcurve f− : C− → S of f : C → S, which in the e´tale topology is locally
isomorphic to the trivial curve C−0 ×S → S as an m/Γ(C
−
0 ;Q)-pointed stable
curve.
Proof. Let Cg,n,0 → Hg,n,0 denote the universal curve, and CK(P1) → K(P1)
its pullback to K(P1). Since K(P1) is reduced, corollary 3.51 shows the
existence of a unique subcurve C−
K(P1)
→ K(P1), which is locally isomorphic
to the trivial curve C−0 ×K(P1)→ K(P1) as an m/Γ(C
−
0 ;Q)-pointed curve.
Let CE and C
−
E denote the respective pullbacks of CK(P1) and C
−
K(P1)
to E. By
the definition of E, one has f : C = CE/PGL(N+1)→ E/PGL(N+1) = S,
and C− := C−E/PGL(N + 1) → S is the unique subcurve, which is locally
isomorphic to C−0 × S → S as an m/Γ(C
−
0 ;Q)-pointed curve. 
Remark 3.53 In general this subcurve f− : C− → S is not an m-pointed
curve, as the markings of the fibres might not be given by global sections.
It is however an m/Γ-pointed stable curve of genus g+, with Γ = Γ(C−0 ;Q).
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Remark 3.54 If C−1 , . . . , C
−
r are the connected components of C
−
0 , then
for the groups of automorphisms of pointed curves holds
Aut(C−0 ) = Aut(C
−
1 )× . . .×Aut(C
−
r ).
Note that Aut(C−0 ) is in a natural way a subgroup of Aut(C0) which acts
trivially on C+0 . Recall that we identified Aut(C0) with the subgroup in
PGL(N + 1) stabilizing the fixed embedding of C0 into P
N , so we can also
view Aut(C−0 ) as a subgroup of PGL(N + 1).
Note that this embedding is compatible with the embedding of the group
Aut(C−0 ;Q), which also contains Aut(C
−
0 ) as a subgroup, into PGL(N +1),
as in remark 3.20.
Remark 3.55 The group Aut(C−0 ;Q) of automorphisms of C
−
0 , stabilizing
the subset Q as a set, as introduced in definition 3.24, has an induced ac-
tion on the projective bundle P
(⊕r
i=1(pr2)∗(ωC−i ×S/S
(S1 + . . .+ Sm))
⊗n
)
,
where Si := {Qi} × S for i = 1, . . . ,m are the sections of marked points of
the trivial m-pointed curve pr2 : C
−
0 × S → S.
Let f : C → S be a stable curve of genus g, such that the induced morphism
f : S →Mg factors through D(P1). Doing a similar construction as in 3.18,
we obtain for the associated projective bundles an inclusion
P
(
r⊕
i=1
(pr2)∗(ωC−i ×S/S
(S1 + . . .+ Sm))
⊗n
)
/Aut(C−0 ;Q) →֒
→֒ Pf∗(ωC/S)
⊗n /Aut(C−0 ).
Note that by lemma 3.50 there is at first only an inclusion of projective
bundles on an e´tale cover of S. Only after dividing out by the action of
the group of automorphisms of C−0 , which stabilize the set Q, these inclu-
sions glue globally. Recall that the group Aut(C−0 ) is a normal subgroup
of Aut(C−0 ;Q), with quotient group isomorphic to Γ(C
−
0 ;Q), see remark
3.25. Locally the inclusion of P(
⊕r
i=1(pr2)∗(ωC−i ×S/S
(S1 + . . . + Sm))
⊗n)
into Pf∗(ωC/S)
⊗n is invariant with respect to reorderings of the sections of
the marked points by elements of Γ(C−0 ;Q).
After all of these preliminaries, and having introduced most of our notation,
let us now define the moduli stacks we are interested in.
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Definition 3.56 (i) The fibred category D˜(C0;P1) is defined as the follow-
ing full subcategory ofMg. For any scheme S, the set of objects of the fibre
category D˜(C0;P1)(S) is equal to the set of those stable curves f : C → S
of genus g, such that the induced morphism ϑf : S → Mg factors through
the subscheme D(C0;P1).
(ii) The stack D(C0;P1) is defined as the reduced stack underlying D˜(C0;P1).
Remark 3.57 The fibred category D(C0;P1) can be considered as a 2-
functor. It is a substack of Mg, and a Deligne-Mumford stack itself, as we
will see below. It follows from lemma 3.50 that D(C0;P1) is a moduli stack
for curves f : C → Spec (k), which contain a subcurve isomorphic to C−0 ,
where the marked points on C−0 correspond to nodes on C, with D(C0;P1)
as its moduli space.
Proposition 3.58 The stack D˜(C0;P1) is the preimage substack of the
scheme D(C0;P1) in Mg under the canonical map from Mg to Mg. In
other words, the following diagram is Cartesian.
D˜(C0;P1)

//Mg

D(C0;P1) //Mg.
Proof. Note that we only have to check that D˜(C0;P1) satisfies the univer-
sal property of fibre products for all schemes S. Consider a commutative
diagram
S•
β
**UUU
UUU
UUU
UUU
UUU
UUU
UUU
U
α
6
66
66
66
66
66
66
66
66
$$
?
D˜(C0;P1) //

Mg

D(C0;P1) //Mg.
The morphism α is represented by a morphism a : S → D(C0;P1) of
schemes, and by Yoneda’s lemma β defines an element b ∈ Mg(S), hence a
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stable curve b : B → S of genus g. Therefore there is a morphism S →Mg
into the moduli space, which factors through D(C0;P1) via α. This implies
that b : B → S is an element of D˜(C0;P1)(S), which again by Yoneda’s
lemma defines a morphism S• → D˜(C0;P1), and this morphism is necessar-
ily unique.
Since D˜(C0;P1) is by definition a full subcategory of Mg, condition (ii) of
proposition B.23 is automatically satisfied. 
Notation 3.59 We denote by D(C0;P1) the reduction of the preimage sub-
stack ofD(C0;P1) inMg. Analogously, we defineD
×(C0;P1) andD
×(C0;P1)
as the reductions of the preimages of D×(C0;P1) and D
×(C0;P1).
Lemma 3.60 There are isomorphisms of stacks
D(C0;P1) ∼=
[
K(C0;P1)/PGL(N + 1)
]
,
and
D×(C0;P1) ∼=
[
K×(C0;P1)/PGL(N + 1)
]
,
and analogous quotient representations of the open substacks D(C0;P1) and
D×(C0;P1).
Proof. Using proposition 3.58, this follows immediately from the definition
of K(C0;P1) and K
×(C0;P1) by standard arguments on Cartesian products
and quotient stacks. 
Corollary 3.61 The stack D(C0;P1) is smooth and irreducible, and of di-
mension one.
Proof. The scheme K(C0;P1) is an atlas of D(C0;P1), considered as Artin
stack. Hence the claim follows immediately from the fact that K(C0;P1) is
smooth and irreducible, see remark 3.49. 
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Remark 3.62 From lemma 3.60 the following characterization of D(C0;P1)
can be derived. For any scheme S, the fibre category D(C0;P1)(S) has
as objects such stable curves f : C → S of genus g, where the induced
morphism ϑf : S → Mg factors through D(C0;P1), and the morphism
φ : E → Hg,n,0 factors through K(C0;P1). Here, (E, p, φ) is the triple
associated to the curve f : C → S as in proposition 2.10.
Chapter 4
The moduli substack
This is the central part of our work. Recall that there is a natural morphism
Θ : Mg+,m → Mg between moduli spaces of stable curves, as in 3.37. By
proposition 3.40, this morphism induces an isomorphism between D(C0;P1)
and the subscheme M
′
g+,m/Γ of the moduli space of m/Γ-pointed stable
curves of genus g, for Γ = Γ(C−0 ;Q). We now want to consider the analogous
situation for the corresponding moduli stacks.
Let M
′
g+,m/Γ denote the substack of Mg+,m/Γ, which is the reduction of
the preimage of M
′
g+,m/Γ. It turns out that the natural morphism of stacks
Mg+,m →Mg does not induce an isomorphism between the stacksM
′
g+,m/Γ
and D(C0;P1), even though their moduli spaces are isomorphic.
Instead, it turns out that in order to relate the two stacks, we need to
consider a finite quotient of the stack M
′
g+,m/Γ, see remark 4.8. There is
no global morphism from this quotient to D(C0;P1), so we must restrict
ourselves to an open and dense substack M×
g+,m/Γ
, as defined in 4.1, which
maps to an open and dense substack D×(C0;P1) of D(C0;P1), compare
proposition 4.6.
This morphism is even an isomorphism between the two stacks. This is the
content of our main theorem 4.10, which says that the stack D(C0;P1) is
generically, i.e. on an open and dense substack, isomorphic to a quotient
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stack, which is at the same time a finite quotient of a natural substack of
the moduli stack of m/Γ-pointed stable curves of genus g+.
Notation 4.1 We denote by M
′
g+,m/Γ the substack of Mg+,m/Γ, which is
the reduction of the preimage of M
′
g+,m/Γ under the canonical morphism.
The open substack corresponding to the open subschemeM ′g+,m/Γ is denoted
by M′g+,m/Γ.
Analogously, we denote by M×
g+,m/Γ
the substack of Mg+,m/Γ, which is the
reduction of the preimage ofM×
g+,m/Γ
, and the open substack corresponding
to the open subscheme M×
g+,m/Γ
by M×
g+,m/Γ
.
4.2 Let us briefly recall the setup from above. Throughout, f0 : C0 →
Spec (k) is a fixed stable curve of genus g with 3g−3 labeled nodes. The node
P1 distinguishes a decomposition of C0 into two m-pointed prestable curves
C+0 and C
−
0 of genus g
+ and g−, respectively, which meet in their marked
points. Recall that C+0 was defined as the union of all those irreducible
components of C0 which contain the node P1, and C
−
0 as the closure of its
complement. Deformations of C0, preserving the 3g−4 nodes different from
P1, correspond to certain deformations of the curve C
+
0 as an m-pointed
stable curve. Hence the irreducible component D(C0;P1) of M
(3g−4)
g , which
is distinguished by such deformations, corresponds to a subscheme M
′
g+,m
of the moduli space Mg+,m.
The subscheme C−0 remains invariant throughout all deformations. By glue-
ing deformations of C+0 to the fixed curve C
−
0 the ordering of the marked
points disappears. To describe which differently marked m-pointed curves
of genus g+ result in the same curve of genus g after glueing, one needs to
look at automorphisms of C−0 , considered as a prestable curve withm distin-
guished points, but without ordering of the points. To do this, we introduced
the notion of m/Γ-pointed stable curves. We obtained an isomorphism of
D(C0;P1) with M
′
g+,m/Γ(C
−
0 ;Q).
The aim of this section is to understand this isomorphism on the open part
D(C0;P1) on the level of the corresponding moduli stacks D(C0;P1), or at
least on an open and dense substack of it.
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Remark 4.3 Recall that we can view PGL(N+ + 1) as a subgroup of
PGL(N +1), such that the morphism Θ× : H×
g+,n,m
→ Hg,n,0 of proposition
3.33 is PGL(N+ + 1)-equivariant. By trivial extension, the group Aut(C−0 )
of automorphisms of the m-pointed stable curve C−0 can be considered as a
subgroup of Aut(C0). Hence it is via
Aut(C0) ∼= StabPGL(N+1)([C0])
also a subgroup of PGL(N + 1). Under this identification, the action of
Aut(C−0 ) restricted to C
+
0 is trivial. So there is an injective group homo-
morphism
PGL(N+ + 1)×Aut(C−0 ) −→ PGL(N + 1).
Note that by remark 3.17 the embedding of PGL(N++1) into PGL(N +1)
is induced by the distinguished embeding of PN
+
into PN as in remark 3.16.
Analogously, the group Aut(C−0 ) is a subgroup of PGL(N
− + 1), which lies
also inside PGL(N + 1), and the inclusion is determined by the embedding
of a certain PN
−
into PN . By definition, elements of Aut(C−0 ) fix the m
marked points of C−0 , which span the intersection P
N− ∩ PN
+
in PN by
remark 3.19. Thus such an element acts as identity on the intersection,
and therefore elements of Aut(C−0 ) and elements of PGL(N
++1) commute
inside PGL(N + 1).
Lemma 4.4 The morphism Θ× : H×
g+,n,m
→ Hg,n,0 is equivariant with
respect to the action of PGL(N+ + 1) × Aut(C−0 ), where Aut(C
−
0 ) acts
trivially on H×
g+,n,m
.
Proof. The equivariance of Θ× with respect to the action of PGL(N++1)
was alredy stated in proposition 3.33. It remains to show that the image
of H×
g+,n,m
under Θ× is pointwise fixed under the action of Aut(C−0 ). Re-
call that Θ× is constructed in 3.32 via compatible trivializations as in the
following diagram:
Pu+∗ (ωCg+,n,m/Hg+,n,m
(
∑m
i=1 Si))
⊗n   //
∼=

P(u0)∗(ωC0/Hg+,n,m
)⊗n
∼=

P(f+0 )∗(ωC+0 /k
(
∑m
i=1Qi))
⊗n ×Hg+,n,m
  // P(f0)∗(ωC0/k)
⊗n ×Hg+,n,m,
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restricted to the subscheme H×
g+,n,m
. By definition of the inclusion of
Aut(C0) into PGL(N + 1), the embedding of C0 into P
N is fixed under
the action of Aut(C0), and hence in particular fixed under the action of
Aut(C−0 ). Therefore the embedding of the projective bundles is invariant
under the action of Aut(C−0 ), and thus Θ
× is also invariant with respect to
the action of Aut(C−0 ). 
Remark 4.5 The action of PGL(N+ + 1) on Hg+,n,m induces an action of
PGL(N+ + 1) on Hg+,n,m/Γ(C−0 ;Q)
= Hg+,n,m/Γ(C
−
0 ;Q). Indeed, the action
of PGL(N++1) on Pu+∗ (ωCg+,n,m/Hg+,n,m
(S1+ . . .+Sm))
⊗n does not depend
on the ordering of the marked points. Note that the open subschemeH×
g+,n,m
is fixed under the actions of both PGL(N++1) and Γ(C−0 ;Q). Hence lemma
4.4 implies that the induced morphism
Θ : H×
g+,n,m/Γ(C−0 ;Q)
→ Hg,n,0
is equivariant with respect to the action of PGL(N++1)×Aut(C−0 ), where
Aut(C−0 ) acts trivially on H
×
g+,n,m/Γ(C−0 ;Q)
= H×
g+,n,m
/Γ(C−0 ;Q).
The following proposition provides a stack version of the natural morphism
M
′
g+,m/Γ → D(C0;P1). More precisely, it generalizes the restricted mor-
phism M×
g+,m/Γ
→ D×(C0;P1), because it turns out that to make things
work, we have to restrict ourselves to the locus of curves where the group of
automorphisms splits as in 3.31.
Proposition 4.6 There is a morphism of Deligne-Mumford stacks
Λ :
[
H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ + 1)×Aut(C−0 )
]
−→ D×(C0;P1)
where Aut(C−0 ) acts trivially on H
×
g+,n,m/Γ(C−0 ;Q)
.
Notation 4.7 As a shorthand notation we will from now on use A :=
Aut(C−0 ), Γ := Γ(C
−
0 ;Q) and P := PGL(N
+ + 1). We will also abbre-
viate the subschemes K×(C0;P1) and D
×(C0;P1) by K
×(P1) and D
×(P1),
respectively.
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Remark 4.8 Recall that by proposition 2.28 there is an isomorphism of
stacks Mg+,m/Γ ∼= [Hg+,n,m/Γ/PGL(N
+ + 1)], and therefore an isomor-
phismM×
g+,m/Γ
∼= [H×g+,n,m/Γ/PGL(N
++1)]. By composing the morphism
Λ of proposition 4.6 with the canonical quotient morphism M×
g+,m/Γ
→
M×
g+,m/Γ
/Aut(C−0 ) = [H
×
g+,n,m/Γ
/PGL(N+ + 1) × Aut(C−0 )], we obtain a
morphism of stacks
M×
g+,m/Γ
−→ Mg,
which factors through D×(C0;P1), and which induces the natural morphism
M×
g+,m
→ D×(C0;P1) on the corresponding moduli spaces.
Proof of proposition 4.6. Viewing stacks as categories fibred in groupoids
over the category of schemes, the morphism Λ will be given as a functor
respecting the fibrations.
(i) Let a scheme S be fixed. Consider a tuple (E′, p′, φ′) ∈
[H×
g+,n,m/Γ
/P × A](S), i.e. a principal P × A-bundle p′ : E′ → S, to-
gether with a P × A-equivariant morphism φ′ : E′ → H×
g+,n,m/Γ
. Via the
injective group homomorphism P × A → PGL(N + 1) from remark 4.3 we
can define the extension E of E′ by
E := (E′ × PGL(N + 1))/(P ×A)
as a principal PGL(N + 1)-bundle p : E → S over S. By corollary 3.48 we
have K×(P1) = Θ
×(H×
g+,n,m
) · PGL(N + 1) = Θ(H×
g+,n,m/Γ
) · PGL(N + 1).
Therefore we can define a morphism
φ : E → K×(P1)
e 7→ Θ(φ′(e′)) · γ,
where e ∈ E is represented by a pair (e′, γ) ∈ E′ × PGL(N + 1). This map
is indeed well-defined, as Θ ◦ φ′ is equivariant with respect to P × A. For
all g ∈ PGL(N + 1) we have
φ(eg) = φ(e)g
for all e ∈ E, so φ is PGL(N + 1)-equivariant. Hence
(E, p, φ) ∈
[
K×(P1)/PGL(N + 1)
]
(S) ∼= D×(C0;P1)(S),
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where the last isomorphism holds by lemma 3.60.
(ii) Let ϕ′ : (E′2, p
′
2, φ
′
2) → (E
′
1, p
′
1, φ
′
1) be a morphism in the fibre category
[H×
g+,n,m/Γ
/P × A](S). In other words, ϕ′ is given by a bundle homomor-
phism f ′ : E′1 → E
′
2, such that p
′
1 = p
′
2 ◦ f
′ and φ′1 = φ
′
2 ◦ f
′ hold. Then
there exists a natural extension f : E1 → E2 of f
′, where E1 and E2 are
constructed from E′1 and E
′
2 as above, such that p1 = p2 ◦ f . One easily
verifies that this extension satisfies φ1 = φ2 ◦ f as well.
Hence we have constructed a functor
ΛS :
[
H×
g+,n,m/Γ
/P ×A
]
(S) → D×(C0;P1)(S),
for any scheme S, and this in turn defines a morphism of stacks
Λ :
[
H×
g+,n,m/Γ
/P ×A
]
→ D×(C0;P1)
in the usual way. 
We now arrive at our central theorem on one-dimensional substacks of the
moduli stack of Deligne-Mumford stable curves. Note that here we are
restricting our attention to the open substack D×(C0;P1) only. Before we
formulate the result, it may be helpful to recall some of the notation.
Remark 4.9 Let f : C → Spec (k) be a stable curve of genus g, which is
represented by a point [C] ∈ D(C0;P1). By lemma 3.27, there is an exact
sequence of groups
id→ Aut(C−0 )→ Aut(C)→ AutΓ(C
+;Q)→ id,
where C+ denotes the unique m/Γ-pointed stable subcurve of C, which is
the closure of the complement of the unique subcurve of C isomorphic to
C−0 , and Γ = Γ(C
−
0 ;Q). As we noted in remark 3.29, this sequence splits
for almost all [C] ∈ D(C0;P1). We denoted by
D×(C0;P1) ⊂ D(C0;P1)
the dense open subscheme parametrizing those stable curves f : C →
Spec (k), for which there exists a splitting Aut(C) = AutΓ(C
+;Q)×Aut(C−0 ),
and by
D×(C0;P1) ⊂ D(C0;P1)
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the dense open substack, which is defined as the reduction of the preimage
of D×(C0;P1) in Mg.
In notation 3.37, we defined M×
g+,m
and H×
g+,n,m
as the corresponding sub-
schemes in M ′g+,m and H
′
g+,n,m. They are both invariant under the action
of Γ, and we denote their respective quotients by M×g+,m/Γ and H
×
g+,n,m/Γ.
Clearly, the subscheme H×
g+,n,m/Γ
is invariant under the action of the group
PGL(N+ + 1) on H
′
g+,n,m as well.
By K×(C0;P1) we denote the corresponding subscheme of K(C0;P1) as in
notation 3.47.
Theorem 4.10 There is an isomorphism of Deligne-Mumford stacks[
H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ + 1)×Aut(C−0 )
]
∼= D×(C0;P1)
where Aut(C−0 ) acts trivially on H
×
g+,n,m/Γ(C−0 ;Q)
.
Remark 4.11 By the isomorphism of proposition 2.28, we can view the
quotient stack [H
′
g+,n,m/Γ(C−0 ;Q)
/PGL(N++1)×Aut(C−0 )] also as the stack
quotient M
′
g+,m/Γ/Aut(C
−
0 ), or equivalently, as a product of the moduli
stack M
′
g+,m/Γ with the classifying stack BAut(C
−
0 ) of the group Aut(C
−
0 ).
Thus theorem 4.10 states that generically the stack D(C0;P1) is isomorphic
to the product of stacks M
′
g+,m/Γ × BAut(C
−
0 ).
With respect to the open substack D(C0;P1), theorem 4.10 is in fact the
strongest result possible. Indeed, consider the case of a curve C0, for
which the stacks D×(C0;P1) and D(C0;P1) are not the same. For a curve
f : C → Spec (k), which is an object of D(C0;P1)(Spec (k), but not of
D×(C0;P1)(Spec (k), the isomorphism must fail, since the splitting of the
stack into a product would imply a corresponding splitting of the automor-
phism group Aut(C), contradicting the definition of D×(C0;P1).
Later on, in the following chapters, we will discuss when and how the result
of theorem 4.10 extends to the boundary D(C0;P1)rD(C0;P1).
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Proof of theorem 4.10. The proof is by explicit construction of an inverse
morphism Ξ to the restriction of the morphism Λ from proposition 4.6 to
the open substack [H×
g+,n,m/Γ
/P ×A ] in such a way, that the composition
Λ ◦ Ξ is isomorphic to, and the composition Ξ ◦Λ is equal to the respective
identity functor.
(i) Consider (E, p, φ) ∈ D×(C0;P1)(S) for some scheme S. By lemma 3.60
we may assume that p : E → S is a principal PGL(N + 1)-bundle, together
with a PGL(N + 1)-equivariant morphism φ : E → K×(C0;P1). Consider
the universal stable curve over Hg,n,0 restricted to K
×(C0;P1)
u : Cg,n,0 → K
×(C0;P1),
and denote its pullback to E via φ by
uE : CE → E.
Taking quotients by the action of PGL(N + 1) induces a morphism
fS : CS := CE/PGL(N + 1)→ E/PGL(N + 1) = S,
which is a stable curve of genus g over S. The induced morphism ϑf : S →
Mg factors through D
×(P1). Therefore, by corollary 3.52, there exists a
unique subscheme f−S : C
−
S → S of fS : CS → S, and an e´tale covering
{sα : Sα → S}α∈A of S, such that for the pullback C
−
Sα
of C−S to Sα, for each
α ∈ A, there is a commutative diagram
C−S,α
f−S,α

// CS
fS

Sα sα
// S,
where C−S,α = C
−
0 × Sα is the trivial m-pointed stable curve over Sα.
Recall that C−0 decomposes into connected components C
−
1 , . . . , C
−
r , where
C−i is an mi-pointed stable curve of genus g
−
i for i = 1, . . . , r, using the
notation of 3.14.
For i = 1, . . . , r let f−S,α,i : C
−
S,α,i → Sα denote the corresponding subcurve
of f−S,α : C
−
S,α → Sα. Let fSα : CS |Sα → Sα denote the pullback of fS to Sα.
As in construction 3.16 there is a natural inclusion of projective bundles
P(f−S,α,i)∗(ωC−S,α,i/Sα
(Si,1 + . . .+ Si,mi))
⊗n →֒ P(fSα)∗(ωCS |Sα/Sα)
⊗n,
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where Si,1, . . . , Si,mi denote the sections of the mi marked points on C
−
S,α,i.
Put N−i := (2g
−
i − 2 + mi)n − g
−
i + 1. There is a principal PGL(N
−
i +
1)-bundle p−α,i : E
−
α,i → Sα on Sα associated to the projective bundle
P(f−S,α,i)∗(ωC−S,α,i/Sα
(Si,1 + . . . + Si,mi))
⊗n. It is a subbundle of the prin-
cipal PGL(N + 1)-bundle pα : Eα → Sα associated to the projective bundle
P(fSα)∗(ωCS |Sα/Sα)
⊗n over Sα, which is nothing else but the pullback of
p : E → S to Sα by proposition 2.10.
If one defines f−E,α,i : C
−
E,α,i → E
−
α,i by the Cartesian diagram
C−E,α,i
//
f−E,α,i

C−S,α,i
f−S,α,i

E−α,i
p−α,i
// Sα,
then it is anmi-pointed stable curve of genus g
−
i over E
−
α,i. Let S˜i,1, . . . , S˜i,mi
denote the divisors of marked points on C−E,α,i. The projective bundle
P(f−E,α,i)∗(ωC−E,α,i/E
−
α,i
(S˜i,1 + . . .+ S˜i,mi))
⊗n
is canonically isomorphic to the pullback bundle
(p−α,i)
∗P(f−S,α,i)∗(ωC−S,α,i/Sα
(Si,1 + . . .+ Si,mi))
⊗n,
and thus has a natural trivialization. This is true because any projective
bundle pulled back to its associated principal bundle becomes trivial. Hence
by the universal property of the Hilbert scheme there is an induced morphism
ϑ−α,i : E
−
α,i −→ Hg−i ,n,mi
,
which is PGL(N−i + 1)-equivariant.
Put P− := PGL(N−1 +1)× . . .×PGL(N
−
r +1). Taking everything together,
we obtain a principal P−-bundle
p−α : E
−
α := E
−
α,1 ×Sα . . .×Sα E
−
α,r −→ Sα
over Sα, together with a P
−-equivariant morphism
ϑ−α := ϑ
−
α,1 × . . . × ϑ
−
α,r : E
−
α −→ H
−
g−,n,m,
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where H
−
g−,n,m := Hg−1 ,n,m1
× . . . ×Hg−r ,n,mr .
Put C−E,α := C
−
E,α,1× . . .×C
−
E,α,r. By construction the induced morphism on
the quotients
C−S,α = C
−
E,α/P
− −→ E−α /P
− ∼= Sα
is an m-pointed prestable curve of genus g− over Sα. Hence there is an
induced morphism
ϑ
−
α : Sα −→ M
−
g−,m :=Mg−1 ,m1
× . . .×Mg−r ,mr .
Putting the above morphisms together we obtain a commutative diagram
E−α
ϑ−α //
p−α

H
−
g−,n,m

Sα
ϑ
−
α
//M
−
g−,m.
Note that by construction all fibres of C−S,α → Sα are isomorphic to C
−
0 ,
hence ϑ
−
α : Sα → M
−
g−,m is constant. So there is in fact a commutative
diagram
E−α
ϑ−α //
p−α

F

Sα // {[C
−
0 ]},
where F ∼= P−/A is the fibre of the canonical morphism H
−
g−,n,m →M
−
g−,m
over the point [C−0 ] representing the isomorphism class of C
−
0 .
Fix an embedding of C−0 into P
N−1 × . . . × PN
−
r , corresponding to a point
in H
−
g−,n,m, which shall also be denoted by [C
−
0 ]. Then the decomposition
of A = Aut(C−0 ) into a product as in remark 3.54 can be considered as
contained in the respective decomposition of P−. A standard computation
now shows that
E−α /A
∼= F × Sα
is a trivial fibration. Indeed, we can define a trivializing section σα : Sα →
E−α /A as follows. For s ∈ Sα choose some e ∈ (p
−
α )
−1(s) ⊂ E−α , such that
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ϑ−α (e) = [C
−
0 ] ∈ F ⊂ H
−
g−,n,m. Under the identification F
∼= P−/A the
point [C−0 ] corresponds to the class [id] of the identiy id ∈ P
−. Hence by
the P−-equivariance of ϑ−α the point e is uniquely defined up to the action
of A, and thus σα(s) := [e] ∈ E
−
α /A is well defined.
(ii) So far we have been working on an e´tale cover of S. Passing to the
global picture we have to take into account the actions of certain groups of
automorphisms.
Note that the local bundles p−α : E
−
α → Sα do not necessarily glue to give a
global bundle on S. However, it follows from remark 3.55 that we can glue
E−α /Aut(C
−
0 ;Q) to obtain a bundle over S, which we denote by abuse of
notation by p− : E−/Aut(C−0 ;Q)→ S, and which admits a section
σ : S → E−/Aut(C−0 ;Q)
by glueing the trivializing sections σα. By construction, there is an inclu-
sion of the quotient E−/Aut(C−0 ;Q) into E/A, compare remark 3.55. By
composition with the natural quotient morphism, we obtain a section
σ˜ : S → E/P ×A.
However, this section defines a reduction of the principal PGL(N+1)-bundle
p : E → S to a principal P ×A-bundle
p+ : E+ → S,
which is a subbundle of E, such that the extension (E+×PGL(N+1))/(P ×
A) is isomorphic to E. Compare also remark B.141 of the appendix. Note
that this property makes this construction the inverse of the construction of
proposition 4.6. In fact, we define E+ as the preimage of the image of the
section σ˜ under the natural quotient map E → E/P ×A.
(iii) Recall that our aim is to construct an object (E+, p+, φ+) ∈
[H×
g+,n,m/Γ
/P×A](S). To do this, we stil need to define an P×A-equivariant
morphism φ+ : E+ → H×
g+,n,m/Γ
.
Locally in the e´tale topology, the universal curve u : Cg,n,0 → K
×(C0;P1)
over K×(C0;P1) is covered by stable curves uβ : Cβ → Kβ, where {kβ :
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Kβ → K
×(C0;P1)}β∈B is an e´tale cover of K
×(C0;P1) as in lemma 3.50,
such that uβ contains a trivial subcurve u
−
β : C
−
0 × Kβ → Kβ. Let u
+
β :
C+β → Kβ denote the closure of the complement of this trivial subcurve in
uβ : Cβ → Kβ. This is an m-pointed stable curve of genus g
+ over Kβ . By
construction, E+ ⊂ E is a subbundle, which is stabilized under the action of
the subgroup P in PGL(N+1). Thus the PGL(N+1)-equivariant morphism
φ : E → K×(C0;P1) induces a P -equivariant morphism
φ˜ : E+ → K×(C0;P1).
Consider the pullback
φ˜β : E
+
β := k
∗
βE
+ → Kβ .
Define C+E,β by the Cartesian diagram
C+E,β
f+E,β

// C+β
u+β

E+β
φ˜β
// Kβ.
Then f+E,β : C
+
E,β → E
+
β is an m-pointed stable curve of genus g
+ over E+β ,
and the projective bundle
P(f+E,β)∗(ωC+E,β/E
+
β
(S1 + . . .+ Sm))
⊗n
on E+β is isomorphic to the pullback of the projective bundle
P(u+β )∗(ωC+β /Kβ
(S1 + . . .+ Sm))
⊗n
on Kβ along the morphism φ˜β : E
+
β → Kβ. Here again S1, . . . , Sm and
S1, . . . ,Sm denote the divisors of the m marked points on C
+
E,β and C
+
β ,
respectively.
(iv) Note that there is a distinguished trivialization of the projective bundle
P(u+β )∗(ωC+β /Kβ
(S1 + . . .+ Sm))
⊗n over Kβ .
This can be seen as follows. The curve uβ : Cβ → Kβ is constructed as a
pullback of the universal curve on Hg,n,0, restricted to K
×(C0;P1). There-
fore there exists a natural embedding of the subcurve u+β : C
+
β → Kβ into
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pr2 : P
N ×Kβ → Kβ . To distinguish a trivialization of P(u
+
β )∗(ωC+β /Kβ
(S1+
. . . + Sm))
⊗n over Kβ, it suffices to distinguish a corresponding embedding
of the subcurve u+β : C
+
β → Kβ into pr2 : P
N+ ×Kβ → Kβ .
Consider first the curve u+ : C×
g+,n,m
→ H×
g+,n,m
, which is the restricition of
the universal curve on the full Hilbert scheme. By definition, this curve is
embedded into PN
+
× H×
g+,n,m
= Pu+∗ (ωC′
g+,n,m
/H×
g+,n,m
(S1 + . . . + Sm))
⊗n,
which in turn is embedded into P(u0)∗(ωC0/H×
g+,n,m
)⊗n = PN × H×
g+,n,m
by
the natural inclusion
Pu+∗ (ωC×
g+,n,m
/H×
g+,n,m
(S1 + . . .+ Sm))
⊗n ⊂ P(u0)∗(ωC0/H×
g+,n,m
)⊗n.
Compare construction 3.16 for details and for the notation. Note that the
embedding is fibrewise independent of the ordering of the labels of the
marked points. We used this in proposition 3.33 for the construction of
the morphism Θ× : H×
g+,n,m
→ Hg,n,0. Recall that Θ
× induces a morphism
Θ : H×
g+,n,m/Γ
→ Hg,n,0, see proposition 3.40.
For each closed point [C] ∈ Θ(H×
g+,n,m/Γ
) = Θ×(H×
g+,n,m
) representing a
stable curve C embedded into PN , there is a unique subcurve isomorphic
to C−0 , and thus a unique subcurve C
+, which is an m/Γ-pointed stable
curve of genus g+, satisfying Θ([C+]) = [C]. Thus, the restricition of
u+β : C
+
β → Kβ to the subscheme K
′
β ⊂ Kβ lying over Θ(H
×
g+,n,m/Γ
) has
a distinguished embedding into pr2 : P
N+ × K ′β → K
′
β , namely the one
given by the embedding of the universal curve over H×
g+,n,m
. We want to
extend this embedding to all of Kβ, using corollary 3.48, which implies that
K×(C0;P1) = Θ(H
×
g+,n,m/Γ
) · PGL(N + 1).
Let [C] ∈ Θ(H×
g+,n,m/Γ
) be a closed point representing a stable curve C em-
bedded into PN , with a decomposition C = C+ ∪ C−0 as above, together
with the embedding of C+ into PN
+
. For an element γ ∈ PGL(N + 1),
the distinguished m/Γ-pointed stable subcurve of genus g+ of the trans-
lated embedded curve γC is the curve γC+, by the uniqueness statement of
corollary 3.51. The obvious embedding of γC+ into γPN
+
⊂ PN is in fact
independent of the choice of γ.
Indeed, let γ′ ∈ PGL(N +1) be another element such that γ′([C]) = γ([C]).
Then γ′ ◦ γ−1 ∈ Aut(C). By the definition of D×(C0;P1), this group splits
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as Aut(C) = AutΓ(C
+;Q) × Aut(C−0 ). Since the embedding of C
+ into
PN
+
is independent of the ordering of the labels of the marked points, and
since Aut(C+) = StabPGL(N++1)([C
+]), any elements of Aut(C) lying in
AutΓ(C
+;Q) leave the embedding invariant. By construction 3.18, there
is a fixed embedding C−0 ⊂ P
N− ⊂ PN , and thus inclusions Aut(C−0 ) ⊂
PGL(N−+1) ⊂ PGL(N+1). Note that PGL(N−+1) acts trivially on PN
+
outside the intersection PN
+
∩ PN
−
. However, elements of Aut(C−0 ) fix by
definition the marked points of C−0 , which span the intersection P
N+ ∩PN
−
as a subspace of PN , and thus fix the subspace PN
+
. Hence elements of
Aut(C) lying in Aut(C−0 ) fix the embedding of C
+ as well.
Therefore, for all closed points [C] ∈ K×(C0;P1), representing an embedded
stable curve C ⊂ PN , there is a well-defined embedding of the distinguished
m/Γ-pointed stable subcurve C+ ⊂ C into PN
+
, and so there exists an
embedding of u+β : C
+
β → Kβ into pr2 : P
N+ ×Kβ → Kβ, as claimed.
(v) So finally we obtain for each index β ∈ B an m-pointed stable curve
f+E,β : C
+
E,β → E
+
β , together with a trivialization of the projective bundle
P(f+E,β)∗(ωC+E,β/E
+
β
(S1+. . .+Sm))
⊗n. By the universal property of the Hilbert
scheme, this defines a P -equivariant morphism
φ+β : E
+
β → H
×
g+,n,m
.
Up to a permutation of the m marked points under the action of Γ these
morphisms glue together, so we obtain a morphism
φ+ : E+ → H×
g+,n,m
/Γ = H×
g+,n,m/Γ
,
which is P ×A-equivariant, with A acting trivially on H×
g+,n,m/Γ
.
(vi) Taking everything together, we obtain an object
(E+, p+, φ+) ∈
[
H×
g+,n,m/Γ
/P ×A
]
(S).
Note that locally and up to the action of A this triple just represents the
m/Γ-pointed stable curve over Sα, which is the closure of the complement
of the trivial curve C−0 × Sα → Sα in Cα → Sα, as in lemma 3.50.
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Up to isomorphism, this construction of the reduction E+ of E is inverse to
the extension used in the proof of proposition 4.6. In fact one has the equal-
ity Ξ(Λ(E+, p+, φ+)) = (E+, p+, φ+), and an isomorphism Λ(Ξ(E, p, φ)) ∼=
(E, p, φ).
(vii) It finally remains to define the inverse functor on morphisms
ϕ : (E2, p2, φ2)→ (E1, p1, φ1)
in D×(C0;P1)(S). Such a morphism is given by a morphism of principal
PGL(N + 1)-bundles f : E1 → E2, such that the diagram
E1
φ1
))SSS
SSS
SSS
SSS
SSS
S
f
  A
AA
AA
AA
A
p1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
E2 φ2
//
p2

K×(C0;P1)
S
commutes. We need to show that f restricts to a morphism of principal
P ×A-bundles
f+ : E+1 → E
+
2 ,
where E+1 and E
+
2 are the P × A-subbundles of E1 and E2 constructed as
above. Note that this restriction, if it exists, necessarily satisfies
φ1 = φ2 ◦ f
+.
For i = 1, 2, the morphism φi factors as φi = Θ ◦ φ
+
i , where Ξ(Ei, pi, φi) =
(E+i , p
+
i , φ
+
i ). The injectivity of Θ : H
×
g+,n,m/Γ
→ K×(C0;P1), which follows
from proposition 3.40, implies the identity
φ+1 = φ
+
2 ◦ f
+,
so f+ : E+1 → E
+
2 defines indeed a morphism between the triples (E
+
2 , p
+
2 , φ
+
2 )
and (E+1 , p
+
1 , φ
+
1 ).
It is clear from the construction that this inverts the definition of Λ on mor-
phisms. Thus Ξ is shown to be an inverse functor to Λ, up to isomorphism,
provided that we can prove the existence of f+.
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To show that such a restriction f+ : E+1 → E
+
2 exists, we need to verify
f(E+1 ) ⊆ E
+
2 .
Recall that E+1 and E
+
2 are the preimages of the images of sections σ˜1 :
S → E1/P ×A and σ˜2 : S → E2/P ×A under the canonical quotient maps
E1 → E1/P ×A and E2 → E2/P × A.
Let i = 1, 2. Recall that we used the morphism φi : Ei → K
×(C0;P1) and
the pullback diagram of the universal curve
C−Ei
//
uEi

Cg,n,0
u

Ei // K
×(C0;P1)
to define a morphism
ϑ−i : E
−
i → H
−
g−,n,m.
Strictly speaking, this is true only locally in the e´tale topology, or up to the
action of Aut(C−0 ;Q). Since the claim is local on the base S, we omit for
simplicity the indices “α” we were working with in part (i) of the proof.
By the universal property of the Hilbert space, we have the identity
(∗) ϑ−1 = ϑ
−
2 ◦ f.
We saw that in fact
ϑ−i : E
−
i → F,
for i = 1, 2, where F ∼= P−/A is the fibre of the quotient morphism
H
−
g−,n,m → M
−
g−,m over the point representing the isomorphism class of
C−0 .
Again, we identify here the image [id] of the unit id ∈ P−/A with the point
[C−0 ] representing the fixed embedding of C
−
0 .
There is a section σi : S → E
−
i /A, sending a point s ∈ S to the equivalence
class of points e ∈ E−i in the fibre over s with ϑ
−
i (e) = [id] ∈ F . This
is well-defined because ϑ−i is P
−-equivariant. Let σ˜i denote the morphism
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from S to Ei/P × A induced by σi. Now the bundle E
+
i is defined as the
unique subbundle of Ei, which fits into the Cartesian diagram
E+i
//
p+i

Ei
qi

S
σ˜i
// Ei/P ×A,
where qi : Ei → Ei/P×A denotes the natural quotient map. In other words,
for an element e ∈ Ei holds e ∈ E
+
i if and only if
qi(e) = σ˜i(p
+
i (e)),
which in turn is equivalent to
ϑ−i (e) = [id]
by the definition of σ˜i. So the relation f(E
+
1 ) ⊆ E
+
2 translates into the
condition
ϑ−2 (f(e)) = [id]
for all e ∈ E+1 . However, above we found the identity (∗) ϑ
−
1 = ϑ
−
2 ◦f , which
concludes the proof. 
Remark 4.12 Recall thatM×
g+,m/Γ
denotes the substack ofMg+,m/Γ, which
is the reduction of the preimage of M×
g+,m/Γ
. Analogously as in remark 3.57,
the scheme D×(C0;P1) is a moduli space of the stack
D×(C0;P1) ∼=
[
H×
g+,n,m/Γ
/P ×A
]
,
where the isomorphism holds by theorem 4.10, and the scheme M×g+,m/Γ is
a moduli space of the stack
M×
g+,m/Γ
∼=
[
H×
g+,n,m/Γ
/P
]
.
There is an isomorphism D×(C0;P1) ∼= M
×
g+,m/Γ
, but in general the stack
D×(C0;P1) is not isomorphic to the stack M
×
g+,m/Γ
.
This may seem surprising at a first glance. However, obviously there are
in general more automorphisms of C0 that there are automorphisms of C
+
0 .
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Moduli stacks, in contrast to moduli spaces, are designed not to parametrize
isomorphism classes of stable curves only, but also to “remember” their
automorphisms. Therefore the moduli stack D(C0;P1) should be “richer”
than the moduli stack Mg+,m/Γ.
Corollary 4.13 There is an isomorphism of stacks
D×(C0;P1) ∼=M
×
g+,m/Γ
if and only of Aut(C−0 ) is trivial.
Proof. This follows immediately from theorem 4.10 and the theory of quo-
tient stacks. 
Remark 4.14 To getter a better grasp of the idea that in general the stacks
D×(C0;P1) and M
×
g+,m/Γ
cannot be isomorphic without taking the addi-
tional quotient with respect to the action of Aut(C−0 ), consider the natural
morphism of stacks
Ξ˜ : D×(C0;P1)→M
×
g+,m/Γ
.
As a functor it is constructed by sending a stable curve f : C → S of
genus g, which is an object of D×(C0;P1)(S), to the unique m/Γ-pointed
stable subcurve f ′ : C ′ → S, which is the closure of the complement of the
distinguished subcurve f− : C− → S with fibres isomorphic to C−0 as in
corollary 3.52. Suppose that Aut(C−0 ) is not trivial. Then there exists a
nontrivial automorphism of C which is the identity when restricted to C ′.
The functor Ξ˜ maps this automorphism to the identity on f ′ : C ′ → S in
M×
g+,m/Γ
(S). Hence the morphism Ξ˜ is not faithful as a functor, and thus
in particular not an isomorphism of stacks.
Remark 4.15 In general, there is a commutative diagram
H×
g+,n,m/Γ
= H×
g+,n,m/Γ
→֒ Hg,n,0
↓ ↓ ↓
M×
g+,m/Γ
←− D×(C0;P1) →֒ Mg
↓ ↓ ↓
M×
g+,m/Γ
∼= D×(C0;P1) →֒ Mg.
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The canonical morphism
D×(C0;P1) ∼=
[
H×
g+,n,m/Γ
/P ×A
]
−→
[
H×
g+,n,m/Γ
/P
]
∼=M×g+,m/Γ
is of degree equal to 1
#Aut(C−0 )
.
Remark 4.16 (i) It is important to note that unlike the situation of the
moduli spaces, where we have an isomorphism M
′
g+,m/Γ
∼= D(C0;P1), the
result of theorem 4.10 does not hold true when extended to the closed stack
D(C0;P1), even in the cases where the two stacks D
×(C0;P1) ⊂ D(C0;P1)
are the same. It is the topic of the following chapters to analyze the bound-
ary behavior of D(C0;P1) in detail.
(ii) If the substack D×(C0;P1) is strictly smaller that the stack D(C0;P1),
then the isomorphism of theorem 4.10 does not even extend to an isomor-
phism between M′g+,m/Γ/Aut(C
−
0 ) and D(C0;P1). This can easily be seen.
Consider a curve f : C → Spec (k), which is an object ofD(C0;P1)(Spec (k)).
It decomposes naturally into two subvurves. One of them is isomorphic to
C−0 , the other subcurve f
+ : C+ → Spec (k) is given by an object of the
stack productM′g+,m/Γ ×BAut(C
−
0 )(Spec (k)), see 4.11. If an isomorphism
exists, the automorphism groups of both objects must be isomorphic, i.e.
there must be a splitting Aut(C) ∼= AutΓ(C
+;Q)×Aut(C−0 ).
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Chapter 5
Partial compactification
Remark 5.1 The key part in the proof of theorem 4.10 above was to con-
struct to a given triple (E, p, φ) ∈ D×(C0;P1)(S), i.e. to a given principal
PGL(N+1)-bundle p : E → S, a principal PGL(N++1)×Aut(C−0 )-bundle
p+ : E+ → S, which is compatible with the inclusion PGL(N+ + 1) ×
Aut(C−0 ) →֒ PGL(N + 1). Geometrically, this means to find for a given
stable curve f : C → S of some genus g a subcurve f+ : C+ → S, which
is an m/Γ-pointed stable curve of genus g+, or equivalently, a subcurve
f− : C− → S, which is an m/Γ-pointed stable curve of genus g−, where
Γ = Γ(C−0 ;Q).
If the induced morphism ϑf : S → Mg factors through D(P1), then each
fibre of f has exactly 3g − 4 nodes. Therefore in each fibre Cs, with s ∈ S,
there is an unique irreducible component of Cs which has not the maximal
number of nodes when considered as a pointed stable curve itself. In this
case the required decomposition of f : C → S into two subcurves exists.
However, for curves with fibres having 3g − 3 nodes, this need no longer
be true, even if their groups of automorphisms split. In general there is no
way to distinguish a subcurve as above as there may be no unique choice
fibrewise. For example this happens for our fixed curve f0 : C0 → Spec (k)
if and only if the subcurve C+0 , distinguished by the choice of P1, is not
stabilized under the action of Aut(C0). To deal with this difficulty we will
replace the subcurve C+0 by an equivariant subcurve C
++
0 .
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Definition 5.2 Two nodes P1 and P2 ∈ C0 are called equivalent if there
exists an automorphism of C0 interchanging them.
Remark 5.3 We saw above that D(P1) = D(P2) holds if and only if P1
and P2 are equivalent nodes on C0.
Definition 5.4 Let [P1] denote the equivalence class of a node on a stable
curve C0 → Spec (k) of genus g with 3g − 3 nodes. Let P1 ∈ C0 be a node
representing [P1], and let C
+
0 be the subscheme of C0, which is the union of
all irreducible components of C0 containing P1 as before. We define C
++
0 as
the (reduced) subscheme of C0, which is the orbit of C
+
0 under the action of
Aut(C0). Define C
−−
0 as the closure of the complement of C
++
0 in C0. If we
want to emphasize the defining node we will also use the notations C++0 (P1)
and C−−0 (P1) instead of C
++
0 and C
−−
0 .
Remark 5.5 Equivalently, C++0 is the union of all irreducible components
of C0 containing at least one node of the equivalence class [P1].
The intersection of the subcurves C−−0 and C
++
0 consists of finitely many
points R = {R1, . . . , Rµ}, all of which are nodes of C0. Note that the chosen
enumeration of the nodes of C0 distinguishes an ordering of these marked
points on C−−0 and C
++
0 . Thus the curves f
++
0 : C
++
0 → Spec (k) and
f−−0 : C
−−
0 → Spec (k) are in a natural way µ-pointed prestable curves of
genus g++ and g−−, respectively. Both of them decompose into families of
pointed stable curves C++i → Spec (k) and C
−−
j → Spec (k), which are µ
++
i -
pointed stable curves of genus g++i , for i = 1, . . . , r
++, and µ−−j -pointed
stable curves of genus g−−j , for j = 1, . . . , r
−−, each with the maximal
number of nodes possible.
Lemma 5.6 All connected components C++1 , . . . , C
++
r++
of C++0 are isomor-
phic to each other. In particular g++1 = . . . = g
++
r++
and µ++1 = . . . = µ
++
r++
.
Proof. Compare the connected component containing the subcurve C+0
with a second connected component. Without loss of generality assume
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that these components are C++1 and C
++
2 . By definition, there exists an
automorphism φ ∈ Aut(C0) such that C
++
2 contains φ(C
+
0 ) as a subscheme.
Since φ maps connected components to connected components, φ restricts
to an isomorphism of C++1 with C
++
2 . 
Remark 5.7 By construction, C−−0 and C
++
0 are invariant under the action
of Aut(C0) as subschemes of C0.
Notation 5.8 Consider the group Aut(C−−0 ;R) of those automorphisms of
the scheme C−−0 over Spec (k), which stabilize the subset R = {R1, . . . , Rµ}
in C−−0 . The natural homomorphism from this group into the permutation
group Σµ acting on this subset defines a subgroup Γ(C
−−
0 ;R) of Σµ. As in
remark 3.25, there is an exact sequence of groups
id→ Aut(C−−0 )→ Aut(C
−−
0 ;R)→ Γ(C
−−
0 ;R)→ id,
where Aut(C−−0 ) denotes the group of automorphisms of C
−−
0 considered as
a µ-pointed prestable curve. As in definition 3.24, for any subgroup Γ ⊂ Σµ,
we denote by AutΓ(C
−−
0 ) the subgroup of those elements φ ∈ Aut(C
−−
0 ;R)
for which there exists a permutation γ ∈ Γ such that
φ(Ri) = Rγ(i)
for all i = 1, . . . , µ. In particular the following groups are the same.
AutΓ(C−−0 ;R)
(C−−0 ) = AutΣm(C
−−
0 ) = Aut(C
−−
0 ;R).
Remark 5.9 It is not possible to give a comprehensive list of all possible
types of subcurves C++0 as we did in remark 3.13. Note that unlike C
+
0 , the
curve C++0 needs not to be connected.
Obviously, C+0 ⊂ C
++
0 , and C
−−
0 ⊂ C
−
0 . It may happen that C
++
0 = C0, and
thus C−−0 = ∅, as in example 5.11 below. Any of the cases m < µ,m = µ and
m > µ can occur. Throughout this section we will always assume C−−0 6= ∅.
Example 5.10 Consider the stable curve C0 of genus g = 3 as pictured
below.
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P1
P2
P3
P5
P6
P4
The subcurve C+0 distinguished by the node P1 is given by
Q1
considered as an 1-pointed stable curve of genus g+ = 1. Clearly this sub-
curve is not invariant under the action of Aut(C0). The corresponding sub-
curve C++0 is given by
R3 R2 R1
as a prestable 3-pointed curve, represented by a point [C++0 ] ∈M 1,1×M 1,1×
M1,1.
Example 5.11 Consider the same curve C0 as in example 5.10, but now
with focus on the node P2. For the subcurve C
+
0 (P2) one obtains
Q1
Q2
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as a 2-pointed stable curve of genus g+ = 1. Clearly the invariant curve in
this case is C++0 (P2) = C0.
Notation 5.12 Let g′ ≥ 0 and µ′ ≥ 0 be given such that 2g′ − 2 + µ′ > 0.
As in remark 2.4, for sufficiently large n′, there is a subscheme Hg′,n′,µ′ of
the Hilbert scheme Hilb
Pg′,n′,µ′
PN
′ ×(PN
′
)µ
′
, parametrizing µ′-pointed prestable
curves f : C → S of genus g′, embedded into PN
′
, where N ′ = (2g′ − 2 +
µ′)n′ − g′, such that
(ωC/S(S1 + . . . + Sµ′))
⊗n′ = OPN′ (1)|C.
Here S1, . . . , Sµ′ denote the divisors defined by the µ
′ sections of marked
points. Recall that we only consider such prestable curves, where for any
fibre all connected components are pointed stable curves.
As in 3.31, we define a reduced subscheme
Hˆ×
g++,n,µ
⊂ Hg++,n,µ
of the Hilbert scheme Hg++,n,µ as the locus of points [C
++] parametrizing
prestable curves f++ : C++ → Spec (k) with the following property: if
f : C → Spec (k) denotes the stable curve of genus g, which is obtained by
glueing C++ with C−−0 in the µ marked points, then C has exactly 3g − 4
nodes, and its group of automorphisms splits naturally as
Aut(C) = AutΓˆ(C
++;R)×Aut(C−−0 ),
with Γˆ := Γ(C−−0 ;R).
Note that the subscheme Hˆ×
g++,n,µ
does not only depend on the parameters
g++, n and µ, but also on the fixed curve C0 and the chosen node P1.
Remark 5.13 For certain choices of C0 and P1, the subscheme Hˆ
×
g++,n,µ
may be the empty scheme. For example, consider the stable curve C0 of
genus g = 5, consisting of a string of three rational lines, intersecting in a
total of two points P1 and P2, with five nodal rational curves appropriately
attached.
For our considerations below we will always assume that Hˆ×
g++,n,µ
is not
empty.
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Remark 5.14 Analogously to what we did in construction 3.16 and 3.18,
we can relate the schemesHg++,n,µ andHg−−,n,µ to the schemeHg,n,0, where
n is assumed to be sufficiently large. By glueing the curve C−−0 along the
µ marked points to each curve represented by a point in Hˆ×
g++,n,µ
one can
construct a PGL(N++ + 1)-equivariant morphism
Θˆ× : Hˆ×
g++,n,µ
−→ Hg,n,0.
By the same arguments as in the proof of proposition 3.35, we may assume
that the morphism Θˆ× factors through the quotient
Hˆ×
g++,n,µ/Γ(C−−0 ;R)
:= Hˆ×
g++,n,µ
/Γ(C−−0 ;R).
Note that the action of Γ(C−−0 ;R) commutes with the action of the group
PGL(N++ + 1) on Hˆ×
g++,n,µ
.
During this section we will from now on use the abbreviation Γˆ := Γ(C−−0 ;R).
Notation 5.15 Let Dˆ(C0;P1) denote the partial compactification of the
subscheme D(C0;P1) at the point [C0] inside Mg, i.e. as a set
Dˆ(C0;P1) := D(C0;P1) ∪ {[C0]}.
We denote by Dˆ×(C0;P1) the reduced subscheme of Dˆ(C0;P1) which is the
locus of those stable curves, for which the group of automorphisms splits as
in notation 5.12.
Below, we will always assume that Dˆ×(C0;P1) is non-empty, and thus an
open and dense subscheme of D(C0;P1). There are, however, cases where
Dˆ×(C0;P1) is the empty scheme, compare remark 5.13.
As before we will often omit C0 from the notation.
Remark 5.16 The case we are interested in below is where Dˆ×(C0;P1)
contains the boundary point [C0]. Recall that we were not able to say
something about this point in chapter 4.
However, there are some cases where one has Dˆ×(C0;P1) ⊂ D(C0;P1). By
definition, this happens, if and only if the group of automorphisms Aut(C0)
of the curve C0 does not split as a product AutΓˆ(C
++
0 ;R)×Aut(C
−−
0 ).
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For example, consider a decomposition of a stable curve C0 of genus g = 3
into two curves C−−0 and C
++
0 , where C
−−
0 consists of two disjoint 1-pointed
nodal rational curves, and C++0 is the union of two rational lines meeting
in two points, and with one marked point on each component. Then, as in
remark 3.28, the group Aut(C0) does not split.
As another example, consider the stable curve C0 of genus g = 3, where
C++0 consists of three disjoint 1-pointed nodal rational curves, and C
−−
0 is a
3-pointed rational line. Then clearly Aut(C−−0 ) is trivial, so Aut(C0) splits.
Hence [C0] ∈ Dˆ
×(C0;P1).
Lemma 5.17 Let f : C → S be a stable curve of genus g, with reduced base
S, such that for all s ∈ S the fibre Cs has at least 3g − 4 nodes. Suppose
that the induced morphism ϑf : S →Mg factors through D(P1). Then there
exists an e´tale covering {Sα}α∈A of S, and for each α ∈ A a commutative
diagram
C−−0 × Sα
pr2
$$I
II
II
II
II
I
  // Cα //
~~}}
}}
}}
}}
C
f

Sα // S
with
̺i(s) = (Ri, s)
for i = 1, . . . , µ and for all s ∈ Sα, where ̺1, . . . , ̺µ : Sα → Cα denote the
sections of nodes as in lemma 3.8, and R1, . . . , Rµ are the marked points on
C−−0 .
Proof. The lemma is an immediate consequence of lemma 3.50, since C−−0
is a subcurve of C−0 , and marked points on C
−−
0 correspond to marked points
or nodes of C−0 . 
Remark 5.18 Note that unlike the situation in lemma 3.50, the inverse
of this lemma is no longer true. This becomes obvious from example 5.11,
where C−−0 = ∅. However, there is still an equivalent of corollary 3.51.
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Lemma 5.19 Let f : C → S be a stable curve of genus g, with reduced
base S, such that for all s ∈ S the fibre Cs has at least 3g − 4 nodes.
Suppose that the induced morphism ϑf : S →Mg factors through Dˆ(C0;P1).
Then there exists a naturally distinguished subcurve f−− : C−− → S of
f : C → S, which in the e´tale topology is locally isomorphic to the trivial
curve pr2 : C
−−
0 × S → S as a µ/Γ(C
−−
0 ;R)-pointed curve.
Proof. It is clear that locally in the e´tale topology there are subcurves
isomorphic to the trivial curve with fibre C−−0 . We need to show that up
to a reordering of the labels of their sections of marked points these local
subcurves fit together to give a global subcurve of f : C → S. In other
words, for any s ∈ S we need to distinguish in a natural way a subcurve
C−−s of the fibre Cs, which is isomorphic to C
−−
0 .
If Cs has 3g − 3 nodes, then by assumption ϑf (s) = [C0], as this is the
only point of Dˆ(C0;P1) representing a curve with the maximal number of
nodes. Hence the inclusion C−−0 ⊂ C0 determines a subcurve C
−−
s up to an
automorphism of C0. Since C
−−
0 is invariant under the action of Aut(C0)
by construction, C−−s is uniquely determined by C
−−
0 .
Now suppose that Cs has 3g − 4 nodes. Then there is a unique irreducible
component C+s of Cs, which has not the maximal number of nodes when
considered as a pointed stable curve. Necessarily, any subcurve C−−s iso-
morphic to C−−0 must be contained in the closure C
−
s of the complement of
C+s in Cs. Note that C
−
s is isomorphic to C
−
0 as an m-pointed curve. Thus
there is an embedding of C−s into C0. It follows from proposition 3.40 that
this embedding in uniquely determined up to an automorphism of C0. The
subcurve C−−0 in C0 is invariant under the action of Aut(C0), so its preimage
C−−s in C
−
s is independent of the chosen embedding of C
−
s into C0. Thus
there is a distinguished subcurve C−−s in Cs, isomorphic to C
−−
0 . Clearly
the order of the marked points on the subcurve C−−s is only determined up
to a permutation in Γ(C−−0 ;R). 
Notation 5.20 Let Kˆ(C0;P1) denote the reduction of the preimage of
Dˆ(C0;P1) under the canonical quotient morphism π : Hg,n,0 → Mg. We
denote by Kˆ×(C0;P1) the reduced subscheme corresponding to Dˆ
×(C0;P1).
Thus we have
Kˆ×(C0;P1) ⊂ Kˆ(C0;P1) ⊂ K(C0;P1).
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By its definition, the morphism Θˆ× from remark 5.14 is a surjection
Θˆ× : Hˆ×
g++,n,µ
→ Kˆ×(C0;P1).
Analogously to corollary 3.48 we have
Kˆ×(C0;P1) = Θˆ
×(Hˆ×
g++,n,µ
) · PGL(N + 1).
Corollary 5.21 Let f : C → S be a stable curve of genus g, such that for
all closed points s ∈ S the fibre Cs has exactly 3g−4 nodes. Suppose that the
induced morphism ϑf : S → Mg factors through Dˆ
×(C0;P1). Let (E, p, φ)
be the triple associated to f : C → S as in proposition 2.10, consisting of a
principal PGL(N + 1)-bundle p : E → S, and a morphism φ : E → Hg,n,0.
Suppose that φ factors through Kˆ×(C0;P1). Then there exists a distinguished
subcurve f−− : C−− → S of f : C → S, which in the e´tale topology is locally
isomorphic to the trivial curve C−−0 × S → S as an µ/Γ(C
−−
0 ;R)-pointed
stable curve.
Proof. The proof of this corollary is analogous to that of corollary 3.52. 
Remark 5.22 Let M
ps
g++,µ denote the moduli space of µ-pointed prestable
curves of genus g++. Note that M
ps
g++,µ can be considered as a quotient of
Hg++,n,µ by the action of the group PGL(N
+++1). Let Mˆ×
g++,µ
denote the
reduced image of Hˆ×
g++,n,µ
in this moduli space, and put
Hˆ×
g++,n,µ/Γˆ
:= Hˆ×
g++,n,µ
/Γ(C−−0 ;R).
The following analogue of proposition 3.40 holds true.
Lemma 5.23 The morphism Θˆ× : Hˆ×
g++,n,µ
−→ Hg,n,0 from remark 5.14
induces an injective morphism
Θˆ : Hˆ×
g++,n,µ/Γˆ
→ Kˆ(C0;P1),
and an isomorphism
Mˆ×
g++,µ/Γˆ
∼= Dˆ×(C0;P1).
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Proof. To see the second part of the claim, note that for each stable curve
C → Spec (k) parametrized by a point in Dˆ×(C0;P1), there is a distinguished
subcurve isomorphic to C−−0 as a scheme, see lemma 5.19 above. If [C0] ∈
Dˆ×(C0;P1), then, unlike the situation in proposition 3.40, this is still true for
the boundary point [C0]. The order of the labels of the marked points of this
subcurve is only determined up to a permutation in Γ(C−−0 ;R). The closure
of the complement of this subcurve determines thus a µ/Γ(C−−0 ;R)-pointed
stable curve represented by a unique point in Mˆ×
g++,µ/Γˆ
.
The arguments for the first part are analogous. 
Remark 5.24 Glueing with the curve C−−0 along the marked points defines
a morphism
M
ps
g++,µ −→Mg.
By definition, Mˆ×
g++,µ
is the reduced preimage of Dˆ×(C0;P1) under this
morphism. In particular Mˆ×
g++,µ
is contained in the one-dimensional part
of the boundary stratification of M
ps
g++,µ. Note that the closure of the curve
Mˆ×
g++,µ
is in general neither smooth nor irreducible.
Lemma 5.25 The irreducible components of the closure of the subscheme
Mˆ×
g++,µ
inside M
ps
g++,µ are smooth curves. Intersections of two irreducible
components are transversal.
Proof. It follows from the standard description of the moduli spaceM
ps
g++,µ
that the closure of Mˆ×
g++,µ
is given locally as the union of lines, meeting
pairwise transversally. To prove the lemma it therefore suffices to show that
there are no nodes on a fixed irreducible component of the closure of Mˆ×
g++,µ
.
Let C → Spec (k) be a stable curve of genus g++, which has the maximal
number of nodes. Let R be the set of nodes on C, and let P1, P2 ∈ R be two
nodes. Suppose that the two irreducible components of the one-dimensional
part of the boundary stratum of Mg++,µ, which are distinguished by such
deformations of C, which preserve all nodes except P1 or P2, respectively, are
the same. To prove that this irreducible component of the closure of Mˆ×
g++,µ
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is smooth, we need to show that there exists an automophism ̺ ∈ Aut(C),
such that ̺(P1) = P2.
If m = 1, then a curve representing a general point of Mˆ×
g++,µ
is given by
the following picture.
In words, a general curve is a disjoint union of one 1-pointed smooth curve
of genus one, and finitely many 1-pointed nodal rational curves. Recall that
we assumed throughout that g ≥ 3. In this case the claim is trivial, since
the label of the marked point of the smooth component is fixed.
If m = 2, then there are two possibilities. Suppose first that C+0 is a union
of two smooth rational curves, meeting in two points. Then a curve repre-
senting a general point of Mˆ×
g++,µ
is given by the disjoint union of exactly
one special “bracelet”, and a finite (maybe zero) number of identical general
bracelets. Here a general bracelet is constructed by glueing a finite number
of copies of C+0 together in their marked points, as in the picture below.
Note that a bracelet may be open or closed. To obtain the one special
bracelet one has to replace one copy of C+0 with a bracelet by a 2-pointed
nodal curve of genus 1, as in the next picture.
1
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The number “1” next to an irreducible component indicates that this com-
ponent has geometric genus 1, whereas all other components are rational.
Curves of this type can only degenerate in two ways to curves with the
maximal number of nodes, and in both cases the claim holds.
Suppose now that C+0 consists of one smooth rational curve with three
marked points on it, where in one of them a nodal rational curve is attached.
If a curve representing a general point of Mˆ×
g++,µ
is given by bracelets as
before, then we are done by the same reasoning as above. The schematic
picture of a general bracelet in this case is as follows.
Again, the one special bracelet is obtained by replacing one copy of C+0 by
a 2-pointed nodal curve of genus 1, as shown below.
1
If the connected components of a general curve are not bracelets, and g ≥ 4,
then a schematic picture of the curve is the following.
1
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Again, the claim follows by looking at the only two possible degenerations.
Finally, if g = 3, then the general curve in Mˆ×
g++,µ
may be of the type
pictured below.
1
In this case the claim is clearly true.
Now assume m = 4. Let C+1 denote the subcurve of C which is the union of
the two lines meeting in P1, and let C
−
1 denote the closure of its complement
in C. Analogously, we define C+2 and C
−
2 for the node P2. Thus there are
two decompositions
C = C+1 + C
−
1 = C
+
2 + C
−
2 ,
where C−1
∼= C−2 holds by the assumption that the deformations of P1 and
P2 distinguish the same curve in the boundary stratum of M
ps
g++,µ. Call this
isomorphism λ : C−1 → C
−
2 . By lemma 3.42 there exists an isomorphism
γ : C+1 → C
+
2 , and an automorphism τ of C
−
2 , which glue together to give
an isomorphism
̺ = (γ, τ ◦ λ) : C+1 + C
−
1 −→ C
+
2 + C
−
2 ,
i.e. an automorphism ̺ ∈ Aut(C), which clearly satisfies ̺(P1) = P2. 
Example 5.26 Consider once again the curve C0 of genus g = 3, with node
P1, as pictured below.
P1
P2
P3
P5
P6
P4
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Then Mˆ×
g++,µ
= Mˆ×1,3 consists of three lines, each of them isomorphic to
M1,1, meeting in the point [C
++
0 ]. Note that the quotient Mˆ
×
g++,µ/Γˆ
=
Mˆ×1,3/Σ3 is isomorphic to M1,1 and smooth.
Remark 5.27 By construction, the finite morphism Mˆ×g++,µ → Dˆ
×(C0;P1)
factors through an isomorphism Mˆ×
g++,µ/Γˆ
→ Dˆ×(C0;P1), see lemma 5.23.
SinceD(C0;P1) is smooth and irreducible, the inverse morphism on the open
and dense subscheme extends to all of D(C0;P1). Hence there is in fact an
isomorphism of schemes between D(C0;P1) and the closure of Mˆ
×
g++,µ/Γˆ
in-
sideMg++,µ/Γˆ. In particular, the closure of Mˆ
×
g++,µ/Γˆ
is a smooth irreducible
curve.
Definition 5.28 We denote by
Dˆ×(C0;P1)
the reduction of the preimage substack of the subscheme Dˆ×(C0;P1) under
the canonical morphism Mg →M g.
Remark 5.29 As in proposition 4.6, one can construct a morphism of
stacks [
Hˆ×
g++,n,µ/Γˆ
/PGL(N++ + 1)×Aut(C−−0 )
]
→ Dˆ×(C0;P1),
where Aut(C−−0 ) acts trivially on Hˆ
×
g++,n,µ/Γˆ
.
Let Mˆ×
g++,µ/Γˆ
denote the stack associated to µ/Γ(C−−0 ;R)-pointed prestable
curves of genus g++, which are parametrized by points in Mˆ×
g++,µ/Γˆ
. Recall
that we assume throughout that all connected components of a prestable
curve are stable. Proposition 2.28 generalizes to the case of prestable curves,
so there is an isomorphism
Mˆ×
g++,µ/Γˆ
∼=
[
Hˆ×
g++,n,µ/Γˆ
/PGL(N++ + 1)
]
.
Thus there is in particular a morphism of stacks
Ωˆ : Mˆ×
g++,µ/Γˆ
→ Dˆ×(C0;P1),
which will be shown to be finite and surjective in lemma 7.7 below.
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Theorem 5.30 There is an isomorphism of Deligne-Mumford stacks[
Hˆ×
g++,n,µ/Γˆ
/PGL(N++ + 1)×Aut(C−−0 )
]
∼= Dˆ×(C0;P1),
where Aut(C−−0 ) acts trivially on Hˆ
×
g++,n,µ/Γˆ
.
Proof. The proof is analogous to the proof of theorem 4.10. Therefore we
will only indicate the main steps here. In the proof we use the abbreviations
A−− := Aut(C−−0 ), P
++ := PGL(N++ + 1) and Γˆ := Γ(C−−0 ;R).
(i) A morphism Λˆ from [Hˆ×
g++,n,µ/Γˆ
/P++ × A−−] to Dˆ×(C0;P1) is con-
structed as in proposition 4.6. Note that there is again an injective group
homomorphism
P++ ×A−− → PGL(N + 1).
By remark 5.14, the morphism induced by Θˆ× on the scheme Hˆ×
g++,n,µ/Γˆ
Θˆ : Hˆ×
g++,n,µ/Γˆ
→ Hg,n,0
is equivariant with respect to the action of P++ × A−−, where A−− acts
trivially on Hˆ×
g++,n,µ/Γˆ
. Using this, one can define for any scheme S and
any object (E′, p′, φ′) ∈ [Hˆ×
g++,n,µ/Γˆ
/P++ × A−−](S) an object (E, p, φ) ∈
[Kˆ×(C0;P1)/PGL(N + 1)] ∼= Dˆ
×(C0;P1)(S). For this latter isomorphism
compare lemma 3.60. Here p : E → S is the extension of the principal
P++ ×A−−-bundle p′ : E′ → S by
E := (E′ × PGL(N + 1))/(P++ ×A−−).
The morphism φ : E → Kˆ×(C0;P1) is constructed from φ
′ : E′ → Hˆ×
g++,n,µ/Γˆ
and Θˆ, as in the proof of proposition 4.6.
(ii) The main difficulty in constructing an inverse morphism in the proof
of theorem 4.10 was, geometrically speaking, to distinguish an appropriate
subcurve of a given stable curve. Here we are in a situation which is modified
in such a way that we are looking for an invariant subcurve, which will resolve
this difficulty over the additional boundary point.
Consider an object (E, p, φ) ∈ Dˆ×(C0;P1)(S), for some scheme S. So p :
E → S is a principal PGL(N + 1)-bundle, and φ : E → Kˆ×(C0;P1) is
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a PGL(N + 1)-equivariant morphism. This triple represents a stable curve
fS : CS → S, such that the induced morphism ϑfS : S →Mg factors through
Dˆ×(C0;P1). By corollary 5.21, there exists an e´tale cover {Sα}α∈A of S, such
that the restriction of fS : CS → S to each Sα contains a subcurve f
−−
S,α :
C−−S,α → Sα which is isomorphic to the trivial curve pr2 : C
−−
0 × Sα → Sα.
Consider the restrictions pα : Eα → Sα of the principal PGL(N +1)-bundle
p : E → S. As in the proof of theorem 4.10, the subcurves f−−S,α : C
−−
S,α → Sα
define subbundles p−−α : E
−−
α → Sα of pα : Eα → Sα, which are principal
P++ × A−−-bundles. By the choice of the cover {Sα}α∈A according to
corollary 5.21, the local µ-pointed prestable subcurves f−−S,α : C
−−
S,α → Sα are
restrictions of a global µ/Γˆ-pointed prestable subcurve f−−S : C
−−
S → S of
fS : CS → S. Hence the local principal P
++×A−−-bundles p−−α : E
−−
α → Sα
glue together, up to the action of AutΣµ(C
−−
0 ), due to the non-uniqueness
of the labels of the µ sections of marked points of the local curves. Compare
also remark 3.54. As in the proof of theorem 4.10 we denote this global
object by
p−− : E−−/AutΣµ(C
−−
0 )→ S.
For the same reasons as in the proof of theorem 4.10 there exists a section
from S to E−−/AutΣµ(C
−−
0 ), which by composition defines a section
σˆ : S → E/(P++ ×A−−).
This section now defines a reduction of the principal PGL(N + 1)-bundle
p : E → S to a principal P++ ×A−−-subbundle p++ : E++ → S.
Using corollary 5.21 again, and the universal property of the Hilbert scheme,
one can construct local morphisms
φ++β : E
++
β → Hˆ
×
g++,n,µ
on a covering {p++β : E
++
β → Sβ}β∈B of p : E → S. This construction is
analogous to the one in the proof of theorem 4.10. Again, the morphisms
glue together, up to the action of Γ−−. So one finally obtains a morphism
φ++ : E++ → Hˆ×
g++,n,µ/Γˆ
,
which is P++ × A−−-equivariant. Thus an object (E++, p++, φ++) of the
quotient stack [Hˆ×
g++,n,µ/Γˆ
/P++ ×A−−](S) has been constructed.
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The construction of the functor from Dˆ×(C0;P1) to [Hˆ
×
g++,n,µ/Γˆ
/P++×A−−]
on morphisms is straightforward. Note that this uses the injectivity of the
morphism Θˆ : Hˆ×
g++,n,µ/Γˆ
→ Kˆ×(C0;P1) provided by lemma 5.23.
The remainder of the proof is completely analogous to the proof of theorem
4.10. 
Notation 5.31 Note that the subschemes D×(C0;P1) and Dˆ
×(C0;P1) are
both defined as loci of curves in D(C0;P1) with splitting groups of automor-
phisms, but where the splitting is with respect to different subgroups. Thus
their intersections with D(C0;P1), which are D
×(C0;P1) and Dˆ
×(C0;P1) ∩
D(C0;P1), need not be the same.
We define their mutual intersection by
D◦(C0;P1) := D
×(C0;P1) ∩ Dˆ
×(C0;P1)
as a reduced subscheme of D(C0;P1). If Dˆ
×(C0;P1) is non-empty, as we
assume throughout, then this is an open and dense subscheme of D(C0;P1).
The reduced substack of D(C0;P1) corresponding to D
◦(C0;P1) shall be
denoted by D◦(C0;P1).
We define by K◦(C0;P1) the reduction of the preimage of D
◦(C0;P1) inside
Hg,n,0. Via the morphisms Θ
× and Θˆ×, we define reduced subschemes
H◦g+,n,m ⊂ Hg+,n,m and Hˆ
◦
g++,n,µ ⊂ Hg++,n,µ
respectively, together with their quotients
H◦g+,n,m/Γ ⊂ Hg+,n,m/Γ and Hˆ
◦
g++,n,µ/Γˆ
⊂ Hg++,n,µ/Γˆ .
Corollary 5.32 There is an isomorphism of Deligne-Mumford stacks[
Hˆ◦
g++,n,µ/Γˆ
/PGL(N++ + 1)×Aut(C−−0 )
]
∼= D◦(C0;P1),
where Aut(C−−0 ) acts trivially on Hˆ
◦
g++,n,µ/Γˆ
.
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Proof. This is an immediate consequence of theorem 5.30. 
Remark 5.33 In view if corollary 5.32 one may think of our considera-
tions in this section as an invariant reformulation of theorem 4.10. The
statement of the result no longer depends on a particular choice of a node
P1 ∈ C0, but only on the equivalence class of this node. This may seem
conceptually more appealing, since after all there is no a priory ordering
of the nodes on C0. However, replacing the subcurve C
+
0 by the larger
invariant subcurve C++0 reduces the usefulness of the theorem in applica-
tions. In worst-case situations, such as described in example 5.11, one finds
C++0 = C0, so that Aut(C
−−
0 ) is the trivial group, just as Γ(C
−−
0 ;R) is triv-
ial. The morphism Θˆ× in this case is just the identity on Hg,n,0, and hence
Hˆ◦
g++,n,µ/Γˆ
= K×(C0;P1). Thus corollary 5.32 reduces to the statement
[K×(C0;P1)/PGL(N + 1)] ∼= D
×(C0;P1),
which is a tautology in view of lemma 3.60.
Chapter 6
Glueing
Remark 6.1 As in the previous chapters, let D ⊂M
3g−4)
g be an irreducible
component of the one-dimensional boundary stratum of Mg. Then D =
D(C0;P1) for some stable curve f0 : C0 → Spec (k) of genus g with 3g − 3
nodes. Let P1, . . . , P3g−3 be an enumeration of the nodes of C0.
In chapter 4 we gave a description of the open substack D(C0;P1) of the stack
D = D(C0;P1) by refering to m/Γ(C
−
0 ;Q)-pointed stable curves of genus
g+. In chapter 5 we described the substack of D(C0;P1), corresponding to
the partial compactification Dˆ(C0;P1) of the scheme D(C0;P1), which in
turn was obtained by adding the point [C0]. Here we used µ/Γ(C
−−
0 ;R)-
pointed prestable curves of genus g++. More precisely, in both cases we had
to restrict ourselves to substacks D×(C0;P1) and Dˆ
×(C0;P1), respectively,
corresponding to curves with splitting automorphism groups.
The presentation of D as D(C0;P1) is not unique. Indeed, if D denotes
the locus of curves with less than the maximal number of nodes in D, then
the complement D rD consists of finitely many points [C1], . . . , [Ck], each
representing a stable curve over Spec (k) with 3g− 3 nodes. For i = 1, . . . , k
there is a node Pi,1 ∈ Ci such that
D = D(Ci;Pi,1) .
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The finitely many partial compactifications Dˆ(Ci;Pi,1) cover all of D. Thus
the stack D is covered by finitely many open substacks
Dˆ(Ci;Pi,1) ⊂ D(C0;P1)
which are the reductions of the preimages of Dˆ(Ci;Pi,1) for i = 1, . . . , k.
However, while g+ andm depend only on the component D, this is no longer
true for g++ and µ. Indeed, for i = 1, . . . , k, let
Ci = C
+
i + C
−
i
denote the decomposition of Ci defined by the node Pi,1, such that C
+
0
consists of the union of all irreducible components containing Pi,1. Then
one has isomorphisms
C−1
∼= C−2
∼= . . . ∼= C−k
of m/Γ(C−0 ;Q)-pointed curves. Therefore the number m of marked points
and the genus of the complementary subcurve are fixed. Consider now for
i = 1, . . . , k the Aut(Ci)-invariant decomposition
Ci = C
++
i + C
−−
i ,
where C++i is given as the reduced orbit of C
+
i under the action of Aut(Ci).
In general, neither the genus nor the number of points of C−−i will be the
same for different 1 ≤ i ≤ k.
Still, the different partial compactifications Dˆ(Ci;Pi,1) for i = 1, . . . , k glue
together, since their restrictions to D(Ci;Pi,1) = D are the same. To under-
stand these restrictions better, we need to compare the stacksM×
g+,n,m/Γ(C−0 ;Q)
and Mˆ×
g++,n,µ/Γ(C−−0 ;R)
. Recall that we have isomorphisms
M×
g+,n,m/Γ(C−0 ;Q)
∼= [H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ + 1)],
and
Mˆ×
g++,n,µ/Γ(C−−0 ;R)
∼= [Hˆ×
g++,n,µ/Γ(C−−0 ;R)
/PGL(N++ + 1)]
as a consequence of proposition 2.28. In particular, there is a morphism
between the open substacks[
H◦
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ + 1)×Aut(C−0 )
]
↓[
Hˆ◦
g++,n,µ/Γ(C−−0 ;R)
/PGL(N++ + 1)×Aut(C−−0 ))
]
.
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Recall that we assume throughout that we are in the case where the scheme
Dˆ×(C0;P1) is not the empty scheme, compare notation 5.15, and thus both
H◦
g+,n,m/Γ(C−0 ;Q)
and Hˆ◦
g++,n,µ/Γ(C−−0 ;R)
are non-empty.
From theorem 4.10 and corollary 5.32 it follows that both of the above
quotient stacks are isomorphic to the dense open substack D◦(C0;P1) of
D(C0;P1). Without this knowledge, it is not a priory obvious that such a
morphism exist, as that the inclusions
PGL(N+ + 1) ⊂ PGL(N++ + 1)
and
Aut(C−0 ) ⊃ Aut(C
−−
0 )
seem to be acting in opposite directions. To understand the relation of these
quotient stacks directly, without refering to D◦(C0;P1), we need again more
notation.
Notation 6.2 For our fixed stable curve f0 : C0 → Spec (k) we defined
above two decompositions
C0 = C
+
0 + C
−
0 = C
++
0 + C
−−
0
into prestable subcurves with marked points. By definition we have C+0 ⊂
C++0 and C
−−
0 ⊂ C
−
0 . We define a subcurve C
+−
0 of C0 as the closure of
the complement of C+0 in C
++
0 , considered as a prestable curve with µ
+−
marked points.
Let Q = {Q1, . . . , Qm} denote the set of marked points of C
+
0 . Note that Q
is equal to the set of marked points on C−0 . There is a disjoint decomposition
Q = Q+− ∪ Q−−,
where Q+− denotes the subset of those marked points of C+0 , which are
glueing points with C+−0 , or equivalently, those marked points which are
nodes of C++0 . The set Q
−− consists of those marked points of C+0 , which
are also marked points of C++0 , or equivalently, Q
−− = C+0 ∩C
−−
0 . Similarly,
we define a decomposition of the set R = {R1, . . . , Rµ} of marked points of
C−−0 into subsets R = R
+− ∪R+. Here R+− is the subset of those marked
points, which are glueing points with C+−0 , and R
+ is the set of those
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points, which remain marked points when considered as marked points of
C−0 . Obviously, the latter are just the glueing points of C
−−
0 with C
+
0 , so
that R+ = Q−−. Hence we have a disjoint decomposition
R = R+− ∪ Q−−.
In particular, the set R+− is the set of those marked points of C−−0 which
are nodes of C−0 . Clearly, Q
+− ∪ Q−− ∪R+− is a distribution of the set of
all nodes of C0. Schematically, we have the following picture of C0.
C
+−
0
C
+
0
C
−−
0
∈ Q
−−
∈ R
+−
∈ Q
+−
We furthermore denote by
N := Q+− ∪R+−
the set of all of the µ+− := #N marked points of C+−0 .
Notation 6.3 Let f : C → Spec (k) be a stable curve with marked points.
Let Y1, . . . , Yr and Z1, . . . , Zs be finite subsets of C. Then we denote by
Aut(C;Y1, . . . , Yr, Z1, . . . , Zs)
the group of those automorphisms of C as a scheme, which stabilize the sets
Y1, . . . , Yr as subsets, and the sets Z1, . . . , Zs pointwise.
If λi := #Yi denotes the number of elements of Yi, i = 1, . . . , r, then there
is a natural homomorphism to the group of permutations
Aut(C;Y1, . . . , Yr, Z1, . . . , Zs) → Σλ1 × . . .Σλr .
We denote by Γ(C;Y1, . . . , Yr, Z1, . . . , Zs) the image of this homomorphism,
or write simply Γ(C;Y1, . . . , Yr). Note that this notation generalizes our
earlier conventions.
115
Lemma 6.4 The action of Aut(C−0 ;Q) stabilizes the subcurve C
−−
0 as a
subscheme with distinguished, but not marked points. In particular, there is
a natural homomorphism of groups
Aut(C−0 ;Q)→ Aut(C
−−
0 ;R).
Proof. The claim of the lemma is equivalent to the claim that C+−0 is
stabilized by the action of Aut(C−0 ;Q). Recall that
C+−0 = C
−
0 ∩ C
++
0 ,
and C++0 is the union of all translates ̺(C
+
0 ) for ̺ ∈ Aut(C0). Hence it
suffices to show that for all φ ∈ Aut(C−0 ;Q) and all ̺ ∈ Aut(C0) holds that
φ(̺(C+0 ) ∩ C
−
0 ) ⊂ C
++
0 .
If m = 1 or m = 2 then any automorphism φ ∈ Aut(C−0 ;Q) extends to an
automorphism of C0. In these cases we may assume that φ ◦ ̺ ∈ Aut(C0),
and thus clearly φ(̺(C+0 )) ⊂ C
++
0 . So from now on let m = 4.
Suppose first that ̺(C+0 ) ⊂ C
−
0 . Denote the closure of the complement of
̺(C+0 ) in C
−
0 by C
∨
0 . We have a decomposition
C−0 = φ(C
−
0 ) = φ(̺(C
+
0 )) + φ(C
∨
0 ),
and thus, since C0 = ̺(C0),
C0 = φ(̺(C
+
0 )) + φ(C
∨
0 ) + C
+
0
= ̺−1(C+0 ) + ̺
−1(C−0 ).
We claim that
̺−1(C−0 )
∼= φ(C−0 ) + C
+
0
as m-pointed prestable curves. Once proven, this claim implies by corollary
3.45 that there is an automorphism γ ∈ Aut(C0), such that γ(̺
−1(C+0 )) =
φ(̺(C+0 )). Hence φ(̺(C
+
0 )) ⊂ C
++
0 , and we are done.
Let us prove the claim. Since ̺ ∈ Aut(C0) and φ ∈ Aut(C
−
0 ;Q), one has
̺−1(C−0 )
∼= C−0 = ̺(C
+
0 ) + C
∨
0
∼= φ(̺(C+0 )) + φ(C
∨
0 )
as m-pointed curves. Furthermore,
φ(̺(C−0 ))
∼= ̺(C+0 )
∼= C+0
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as 4-pointed curves. Thus
φ(̺(C+0 )) + φ(C
∨
0 )
∼= C+0 + φ(C
∨
0 )
as m-pointed curves, and the claim follows.
Suppose now that ̺(C+0 ) 6⊂ C
−
0 . Without loss of generality we may assume
that ̺(C+0 ) 6= C
+
0 , since otherwise there is nothing to prove. In other words,
̺(C+0 )∩C
−
0 consist of one line with three distinguished points. There are at
least one and at most three marked points of C−0 on ̺(C
+
0 ) ∩ C
−
0 . If there
are 3 marked points, then ̺(C+0 ) ∩C
−
0 is disjoint from the remainig part of
C−0 , and any automorphism of C
−
0 stabilizing the set Q of marked points
stabilizes ̺(C+0 ) ∩C
−
0 . In particular, φ(̺(C
+
0 ) ∩ C
−
0 ) ⊂ C
++
0 .
If ̺(C+0 ) ∩ C
−
0 contains two marked points, then these two points lie nec-
essarily on different irreducible components of C+0 . There are two cases. If
̺(C+0 ) ∩C
−
0 is the only irreducible component of C
−
0 containig two marked
points, then any φ ∈ Aut(C−0 ;Q) must stabilize this component, and we
are done. Otherwise there are exactly two irreducible components con-
taining two marked points. If φ does not stabilize ̺(C+0 ) ∩ C
−
0 , then it
interchanges these two components. Since C0 is a stable curve with the
maximal number of nodes, there exists an automorphism γ ∈ Aut(C−0 ;Q),
stabilizing ̺(C+0 ) ∩C
−
0 and interchanging the two marked points on it, and
fixing the complement of ̺(C+0 ) ∩ C
−
0 in C
−
0 pointwise. Up to such an au-
tomorphism, the automorphism φ ∈ Aut(C−0 ;Q) extends to all of C0. Thus
φ(̺(C+0 ) ∩ C
−
0 ) = φ(γ(φ(̺(C
+
0 ) ∩ C
−
0 )) is contained in C
++
0 .
It remains to consider the case where ̺(C+0 ) ∩ C
−
0 contains exactly one
marked point of C−0 . Let C
+
0,1 and C
+
0,2 denote the irreducible components
of C+0 , such that C
+
0,1 contains the unique marked point on φ(̺(C
+
0 )). We
have decompositions
C0 = φ(̺(C
+
0 ) ∩ C
−
0 ) + C
+
0,1 + φ(C
∨
0 ) + C
+
0,2
= ̺−1(C+0 ) + ̺
−1(C−0 ),
where C∨0 denotes the closure of the complement of ̺(C
+
0 ) ∩ C
−
0 in C
−
0 .
Note that both φ(̺(C+0 )∩C
−
0 )+C
+
0,1 and ̺
−1(C+0 ) are connected 4-pointed
rational curves. As before, it suffices to show that
φ(C∨0 ) + C
+
0,2
∼= ̺−1(C−0 )
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as m-pointed curves, because we then may apply corollary 3.45 again, and
are done. One has
̺−1(C−0 )
∼= C−0 = (̺(C
+
0 ) ∩ C
−
0 ) + C
∨
0
∼= φ(̺(C+0 ) ∩ C
−
0 ) + φ(C
∨
0 )
as m-pointed curves. Since both C+0,2 and φ(̺(C
+
0 )∩C
−
0 ) are 3-pointed lines,
they are obviously isomorphic, and this concludes the proof. 
Lemma 6.5 There is a natural commutative diagram of groups
id

id

Aut(C+−0 ;Q
+−,R+−)
α1

Aut(C+−0 ;Q
+−,R+−)
α2

Aut(C−0 ;Q
+−,R+−,Q−−)
  //
β1

Aut(C−0 ;Q)
β2

Aut(C−−0 ,R
+−,Q−−)
  //

Aut(C−−0 ;R).
id
Both colums of the diagram are exact sequences.
Proof. The morphisms α1 and α2 are given by trivial extension of au-
tomorphisms from C+−0 to all of C
−
0 . To see the exactness of the first
column note that the sequence splits. By extending automorphisms in
Aut(C−−0 ;R
+−,Q−−) trivially to all of C−0 we obtain a section of β1.
The existence of the homomorphism β2 follows from lemma 6.4. Let ϕ ∈
ker(β2). Since β2(ϕ) is the identity map on C
−−
0 , we must in particular
have that ϕ fixes the set R+− pointwise, so ϕ ∈ Aut(C−0 ;Q
+−,R+−,Q−−).
Since β1(ϕ) = id, the automorphism ϕ must in fact be contained in the
group Aut(C+−0 ;Q
+−,R+−). 
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Remark 6.6 (i) The group Aut(C+−0 ;Q
+−,R+−) is in a natural way a
normal subgroup of Aut(C−0 ;Q).
(ii) The natural homomorphism Aut(C−0 ;Q) → Aut(C
−−
0 ;R) is in general
not surjective. As an example consider the case of the stable curve C0 of
genus g = 3 with distinguished node P1 as pictured below.
P1
(iii) The natural homomorphism Aut(C0) → Aut(C
−−
0 ;R) is also not sur-
jective, as one can see in the following example of a stable curve C0 of genus
g = 4 with distinguished node P1 as below.
P1
Remark 6.7 Let f : C → Spec (k) be a stable curve represented by a point
in D(C0;P1). By lemma 5.19, there exists a distinguished decomposition
of C into two subcurves, one of them isomorphic to C−−0 , the other one a
prestable curve C++ of genus g++ with µ marked points. There is a unique
irreducible component C+ of C++ which has not the maximal number of
nodes, when considered as a pointed stable curve itself. The closure of its
complement in C++ is isomorphic to C+−0 , while C
+ is represented by a
point in M
′
g+,m. The marked points on the curve C
+ correspond naturally
to the points of the sets Q−− and Q+−.
It follows from remark 3.13 that for almost all points of D(C0;P1) the group
of automorphisms of the corresponding curve C++ splits as
Aut(C++;Q−−,R+−) = AutΓ⋄(C
++;Q−−,Q+−)×Aut(C+−0 ;Q
+−,R+−),
where Γ⋄ = Γ(C+−0 ;Q
+−,R+−).
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Notation 6.8 We define the subscheme
D⋄(C0;P1) ⊂ D(C0;P1)
as reduced subscheme of D◦(C0;P1) which is the locus of all curves with
splitting automorphism group of C++ as in remark 6.7. Since we consider
only those cases where D◦(C0;P1) is non-empty, this is an open and dense
subscheme of D(C0;P1).
The reduced substack of D(C0;P1) corresponding to D
⋄(C0;P1) shall be
denoted by D⋄(C0;P1).
We define by K⋄(C0;P1) the reduction of the preimage of D
⋄(C0;P1) inside
Hg,n,0. Via the morphisms Θ
× and Θˆ×, we define reduced subschemes
H⋄g+,n,m ⊂ Hg+,n,m and Hˆ
⋄
g++,n,µ ⊂ Hg++,n,µ
respectively, together with their quotients
H⋄g+,n,m/Γ ⊂ Hg+,n,m/Γ and Hˆ
⋄
g++,n,µ/Γˆ
⊂ Hg++,n,µ/Γˆ .
As before, we have Γ = Γ(C−0 ;Q) and Γˆ(C
−−
0 ;Q).
The corresponding subschemes of the moduli spaces are denoted by M⋄g+,m,
Mˆ⋄g++,µ, M
⋄
g+,m/Γ and Mˆ
⋄
g++,µ/Γˆ
, respectively.
Remark 6.9 Using an analogous construction as in 3.16, we can define a
morphism
Θ+− : H⋄g+,n,m −→ Hˆ
⋄
g++,n,µ.
To do this we first glue the universal embedded stable curve ug+,n,m :
Cg+,n,m → H
⋄
g+,n,m to the trivial curve pr2 : C
+−
0 × H
⋄
g+,n,m → H
⋄
g+,n,m
along the sections of those marked points which are indexed by points in
Q+−. We denote the curve thus obtained by u++ : C++0 → H
⋄
g+,n,m. Now
choose once and for all an embedding of this curve into PN × H⋄g+,n,m →
H⋄g+,n,m. The universal property of the Hilbert scheme induces a morphism
Θ+− : H⋄g+,n,m → Hg++,n,µ, which actually maps into Hˆ
⋄
g++,n,µ.
Similar to what we did earlier, we can view PGL(N++ + 1) as a subgroup
of PGL(N + 1), so that with respect to this inclusion the morphism Θ+−
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is PGL(N++ + 1)-equivariant. Without loss of generality we may assume
that the embeddings of C+−0 and of P
N+ into PN are invariant of the fibre
of pr2 : P
N ×H⋄g+,n,m → H
⋄
g+,n,m.
Proposition 6.10 The morphism Θ+− : H⋄g+,n,m −→ Hˆ
⋄
g++,n,µ factors
through an injective morphism
Θ⋄ : H⋄g+,n,m/Γ(C
+−
0 ;Q
+−,R+−) −→ Hˆ⋄g++,n,µ.
Proof. Let [C+1 ], [C
+
2 ] ∈ H
⋄
g+,n,m be represented by embedded curves C
+
1
and C+2 in P
N+, and such that Θ+−([C+1 ]) = Θ
+−([C+2 ]). By construction
of Θ+−, the embedding of C+−0 into P
N is independent of the fibre. Thus
C+1 and C
+
2 are identically embedded into P
N , as long as we disregard the
labels of their marked points. Since the embedding of PN
+
into PN is also
independent of the fibre, the embedded curves C+1 and C
+
2 are identical in
PN
+
, at least up to the order of the labels of their marked points.
Marked points on C+1 and C
+
2 , which are not glueing points with C
+−
0 ,
are marked points of the curve representing Θ+−([C+1 ]) = Θ
+−([C+2 ]), and
hence they agree on C+1 and C
+
2 . Therefore C
+
1 and C
+
2 can differ as marked
curves at most by a permutation of the labels of their glueing points, i.e.
those points which are identified with the points of Q+− on C+−0 . Such a
permutation must be induced by an automorphism γ of C+−0 , which fixes
those marked points of C+−0 which are not glueing points. Hence γ can only
be an element of Γ(C+−0 ;Q
+−,R+−). 
Lemma 6.11 Let π : Hg++,n,µ → Hg++,n,µ/Γ(C−−0 ;R)
denote the canonical
quotient morphism. The composed morphism π◦Θ⋄ from the quotient scheme
H⋄
g+,n,m/Γ(C+−0 ;Q
+−,R+−)
to Hˆ⋄
g++,n,µ/Γ(C−−0 ;R)
factors through a morphism
Θ⋄ : H⋄
g+,n,m/Γ(C−0 ;Q)
−→ Hˆ⋄
g++,n,µ/Γ(C−−0 ;R)
.
Proof. Let C1 → Spec (k) and C2 → Spec (k) be two embedded stable
curves of genus g+ with m marked points, which differ by a reordering of
the labels of their marked points by a permutation γ ∈ Γ(C−0 ;Q). Recall
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that γ is induced by an automorphism ̺ ∈ Aut(C−0 ;Q). Let Pi denote the
set of marked points of Ci, for i = 1, 2. They are disjoint unions of subsets
P+−i and P
−−
i , where P
+−
i denotes the subset of those points, in which Ci
is glued to C+−0 when the morphism Θ
+− is applied, and P−−i its comple-
ment. In other words, if the points of Pi are enumerated as Pi,1, . . . , Pi,m,
then Pi,j ∈ P
+−
i if and only if Qj ∈ Q
+−. By lemma 6.4 the subcurve
C+−0 of C
−
0 is stabilized under the action of Aut(C
−
0 ;Q). In particular, the
subset Q+−, and hence the sets P+−i , are stabilized. The automorphism
̺ ∈ Aut(C−0 ;Q) restricts to an automorphism in Aut(C
+−
0 ;N ), where N
was defined as the set of marked points on C+−0 . By construction, the em-
bedding of C+−0 into P
N is invariant under the action of Aut(C+−0 ;N ), and
thus the embedded curves representing Θ+−([C1]) and Θ
+−([C2]) are equal
as embedded curves, up to a permutation of the labels of their marked points.
These marked points are in one-to-one correspondence with the points of R.
The permutation of the labels is given by a permutation σ ∈ Γ(C−0 ;Q). Let
σ be induced by an automorphism γ ∈ Aut(C−0 ;Q). Then γ restricts to
an automorphism in Aut(C−−0 ;R), which in turn defines a permutation in
Γ(C−−0 ;R). Hence Θ
+−([C1]) and Θ
+−([C2]) are equal as m/Γ(C
−−
0 ;R)-
pointed curves. Therefore Θ⋄ is well-defined. 
Lemma 6.12 The morphism
Θ⋄ : H⋄
g+,n,m/Γ(C−0 ;Q)
−→ Hˆ⋄
g++,n,µ/Γ(C−−0 ;R)
is injective.
Proof. Consider two embedded m/Γ(C−0 ;Q)-pointed stable curves C
+
1 →
Spec (k) and C+2 → Spec (k) of genus g
+. Suppose that C+1 + C
+−
0 =
C+2 + C
+−
0 as embedded µ/Γ(C
−−
0 ;R)-pointed stable curves in P
++. Here
“+” denotes again glueing in the marked points Q+− of C+−0 .
By the construction of Θ⋄, the embedding of C+−0 into P
N++ is fixed. Hence
the two µ-pointed curves C+1 + C
+−
0 and C
+
2 + C
+−
0 may differ at most
by a permutation of the labels of those marked points which lie on C+1
and C+2 , respectively. In other words, they differ by a permutation in
Γ(C−−0 ;R
+−,Q−−). However, an automorphism of C−−0 , inducing such a
permutation, can be trivially extended to an automorphism of C−0 , which
in turn defines a permutation in Γ(C−0 ;Q
+−,Q−−). In particular, the m-
pointed curves C+1 and C
+
2 differ at most by a permutation in Γ(C
−
0 ;Q),
and hence are the same as m/Γ(C−0 ;Q)-pointed curves. 
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Remark 6.13 The morphisms Θ+−, Θ⋄ and Θ⋄ from above induce a com-
mutative diagram of morphisms between moduli spaces as below.
M⋄g+,m //

Mˆ⋄g++,µ
=

M⋄
g+,m/Γ(C+−0 ;Q
+−,R+−)
//

Mˆ⋄g++,µ

M⋄
g+,m/Γ(C−0 ;Q)
∼= //
∼=
))RR
RRR
RRR
RRR
RRR
Mˆ⋄
g++,µ/Γ(C−−0 ;R)
∼=
vvnnn
nnn
nnn
nnn
D⋄(C0;P1).
The vertical arrows are all given by the action of finite groups, where the
action is not free in general. The corresponding morphisms will therefore be
finite but ramified. The isomorphisms with D⋄(C0;P1) were already dealt
with in proposition 3.40 and remark 5.27. By composition, this implies that
the last horizontal morphism of the diagram is an isomorphism as well.
Lemma 6.14 The natural morphism
M⋄
g+,m/Γ(C+−0 ;Q
+−,R+−)
−→ Mˆ⋄g++,µ
is injective. Thus M
′
g+,m/Γ(C+−0 ;Q
+−,R+−) is isomorphic to an irreducible
component M
#
g++,µ of the closure of Mˆ
⋄
g++,µ in M
ps
g++,µ.
Proof. Let C1 → Spec (k) and C2 → Spec (k) be two m-pointed stable
curves of genus g+, such that C1 + C
+−
0 and C2 + C
+−
0 are isomorphic
as µ-pointed stable curves of genus g++. Here “+” denotes glueing along
the marked points indexed by points of Q+−. If C1 and C2 have both
less than the maximal number of nodes possible, then any isomorphism
from C1 + C
+−
0 to C2 + C
+−
0 restricts to an isomorphism from C1 to C2.
Such an isomorphism may permute the labels of the marked points by an
element in Γ(C+−0 ;Q
+−,R+−). This shows that the restricted morphism
from M⋄
g+,m/Γ(C+−0 ;Q
+−,R+−)
to Mˆ⋄g++,µ is injective.
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Because of remark 3.38, the moduli space M
′
g+,m is smooth and irreducible,
and so is its quotient M
′
g+,m/Γ(C+−0 ;Q
+−,R+−). Likewise, the irreducible com-
ponents of the closure of Mˆ⋄g++,µ are smooth by lemma 5.25. Therefore the
injectivity of the restricted finite morphism between the open subschemes
extends to the closure of the dense open subscheme M⋄
g+,m/Γ(C+−0 ;Q
+−,R+−)
,
which is the scheme M
′
g+,m/Γ(C+−0 ;Q
+−,R+−). 
Remark 6.15 The above PGL(N+++1)-equivariant morphism of schemes
Θ+− : H⋄g+,n,m → Hˆ
⋄
g++,n,µ induces a morphism of stacks[
H⋄g+,n,m/PGL(N
+ + 1)
]
−→
[
Hˆ⋄g++,n,µ/PGL(N
++ + 1)
]
.
The morphism Θ+− factors through H⋄
g+,n,m/Γ(C+−0 ;Q
+−,R+−)
, which implies
that the induced morphism of stacks factors through the quotient stack
[H⋄
g+,n,m/Γ(C+−0 ;Q
+−,R+−)
/PGL(N+ + 1)]. In general, the factorized mor-
phism is not an ismorphism of stacks.
Proposition 6.16 There is an injective morphism of stacks[
H⋄
g+,n,m/Γ(C+−0 ;Q
+−,R+−)
/PGL(N+ + 1)×Aut(C+−0 )
]
↓[
Hˆ⋄g++,n,µ /PGL(N
++ + 1)
]
.
Proof. The construction of such a morphism Ψ is straightforward, compare
proposition 4.6. To show injectivity, we have show for all schemes S that the
restriction ΨS is full and faithful as a functor between the respective fibre
categories, see [LM, 2.2]. Fix a scheme S, and two objects (E1, p1, ϑ1) and
(E2, p2, ϑ2) in [H
⋄
g+,n,m/Γ(C+−0 ;Q
+−,R+−)
/PGL(N+ + 1) × Aut(C+−0 )](S). A
morphism φ from (E1, p1, ϑ1) to (E2, p2, ϑ2) is given by a morphism λ : E2 →
E1 of principal PGL(N
+ + 1) × Aut(C+−0 )-bundles over S, satisfying ϑ2 =
ϑ1 ◦ λ. By definition, the morphism ΨS(φ) is given by the PGL(N
++ + 1)-
extension λ of λ
λ : E2(PGL(N
++ + 1))→ E1(PGL(N
++ + 1))
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between the PGL(N+++1)-extensions of E2 and E1. Clearly, λ is uniquely
determined by the restriction of λ, so the functor ΨS is faithful.
To show that the functor ΨS is also full, we need to verify that any mor-
phism φ from ΨS(E1, p1, ϑ1) to ΨS(E2, p2, ϑ2) arises in this way. Consider
a morphism λ˜ : E2(PGL(N
++ + 1)) → E1(PGL(N
++ + 1)) of principal
PGL(N++ + 1)-bundles over S, which is compatible with the respective
morphisms of the principal PGL(N++ + 1)-bundles into Hˆ⋄g++,n,µ. Once
we demonstrate that the image of the restriction of λ˜ of the subbundle E2
is contained in E1, we are done. It is enough to do this locally, or even
fibrewise over S. Indeed, if such a restriction λ exists, then the identity
Θ˜+ ◦ϑ2 = Θ˜
+ ◦ϑ1 ◦ λ˜ implies the equality ϑ2 = ϑ1 ◦λ. Recall that by propo-
sition 6.10 the morphism Θ˜+ is injective. Therefore λ defines a morphism
φ′ between the triples (E1, p1, ϑ1) and (E2, p2, ϑ2), such that ΨS(φ
′) = φ.
Let f+1 : C
+
1 → S and f
+
2 : C
+
2 → S denote the m/Γ(C
+−
0 ;Q
−−,R+−)-
pointed stable curves of genus g+ corresponding to the two triples (E1, p1, ϑ1)
and (E2, p2, ϑ2). Then the triples ΨS(E1, p1, ϑ1) and ΨS(E2, p2, ϑ2) corre-
spond to the two curves f1 : C1 → S and f2 : C2 → S, where C1 → S is
obtained from C+1 → S by glueing with the trivial curve C
+−
0 ×S → S along
the sections of those marked points, which lie in Q+−, and analogously for
C2. The bundle E1(PGL(N
+++1)) is the principal PGL(N+++1)-bundle
associated to the projective bundle P((f1)∗(ωC1/S(S1,1 + . . . + S1,µ))
⊗n)),
where S1,1, . . . ,S1,µ denote the divisors of marked points of C1.
Locally, there exists a principal PGL(N+ + 1)-subbundle E+1 , which is the
principal bundle associated to the projective bundle P((f+1 )∗(ωC+1 /S
(S+1,1 +
. . . + S+1,m))
⊗n)), where S+1,1, . . . ,S
+
1,m denote the divisors of marked points
of C+1 . Recall that we fixed the embedding of C
+−
0 into P
N++. Thus, via
the inclusion
ωC+1 /S
(S+1,1 + . . .+ S
+
1,m) →֒ ωC1/S(S1,1 + . . .+ S1,µ)
the embedding of E+1 into E1(PGL(N
+++1)) is uniquely determined up to
the action of Aut(C+−0 ). By construction, for the extension of E
+
1 holds
E+1 (PGL(N
+ + 1)×Aut(C+−0 )) = E1,
as subbundles of E1(PGL(N
++ + 1)).
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Note that such a subbundle may not exist globally. Indeed, for a fibre C+1,s of
f+1 : C
+
1 → S, the assignment of its m marked points to nodes and marked
points of the fibre C1,s = C
+
1,s + C
+−
0 of f1 : C1 → S is only determined up
to the action of the group Γ(C+−0 ;Q
−−,R+−).
Analogously, there is locally a principal PGL(N+ + 1)-bundle E+2 , which is
associated to the projective bundle P((f+2 )∗(ωC+2 /S
(S+2,1 + . . . + S
+
2,m))
⊗n)),
and which is locally a subbundle of E2.
The morphism φ corresponds to a morphism φ˜ : C2 → C1 of prestable curves
over S. Since C+−0 does have the maximal number of nodes possible, and the
fibres of f+1 : C
+
1 → S and f
+
2 : C
+
2 → S don’t, the morphism φ˜ restricts to
a morphism φ′ : C+2 → C
+
1 over S. The induced morphism on the projective
bundles thus restricts to a morphism
P((f+2 )∗(ωC+2 /S
(S+2,1 + . . .+ S
+
2,m))
⊗n))
↓
P((f+1 )∗(ωC+1 /S
(S+1,1 + . . .+ S
+
1,m))
⊗n)).
This induces a morphism λ′ : E+2 → E
+
1 of the locally existing principal
PGL(N+ + 1)-bundles. By construction, its PGL(N++ + 1)-extension is λ˜.
Thus in particular λ˜(E2) ⊂ E1, and we are done. 
Notation 6.17 Let H#
g++,n,µ
denote the subscheme of Hg++,n,µ, which is
the reduction of the preimage of the irreducible component M
#
g++,µ of the
closure of Mˆ⋄g++,µ as in lemma 6.14. Its intersection with Hˆ
⋄
g++,n,µ, i.e.
the open subscheme, which parametrizes curves with less than the maximal
number of nodes and splitting groups of automorphisms, shall be denoted
by H#
g++,n,µ
.
Proposition 6.18 There is an isomorphism of stacks[
H⋄
g+,n,m/Γ(C+−0 ;Q
+−,R+−)
/PGL(N+ + 1)×Aut(C+−0 )
]
↓∼=[
H#
g++,n,µ
/PGL(N++ + 1)
]
.
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Proof. Note that the injective morphism of proposition 6.16 clearly factors
through [H#
g++,n,µ
/PGL(N+++1)]. The proof of the existence of an inverse
morphism works analogously as in the proofs of theorem 4.10 and theorem
5.30. Consider an object of [H#g++,n,µ/PGL(N
++ + 1)](S) for some scheme
S. Such an object is given by a µ-pointed stable curve f : C → S of genus
g++, which is represented by a point ofM
#
g++,µ and has at most 3g−4 nodes.
Essentially, what we have to do is to find a natural subcurve f+ : C+ → S,
which is an m/Γ(C+−0 ;Q
+−,R+−)-pointed stable curve of genus g+, and
such that glueing with the trivial curve C+−0 ×S → S gives f : C → S again.
Here glueing means glueing along the sections of those marked points which
lie in Q+−. Because we are working on the open moduli substacks of curves
with less than the maximal number of nodes, such a subcurve exists, up to
the labelling of the marked points. Indeed, for any µ-pointed stable curve
f : C → Spec (k) of genus g++, which has one node less than the maximal
possible number, there is a unique irreducible component C+ of C which
has not the maximal number of nodes when considered as a pointed stable
curve itself. Note that because a fibre Cs of f : C → S is represented by a
point of M
#
g++,µ, the distribution of the labels of the marked points of Cs is
compatible with the decomposition of the fibre as Cs = C
+
s + C
+−
0 .
Suppose that the stable curve f : C → S is represented by an object
(E, p, ϑ) ∈ [H#
g++,n,µ
/PGL(N+++1)](S), i.e. by a PGL(N+++1)-principal
bundle p : E → S, together with a PGL(N++ + 1)-equivariant morphism
ϑ : E → H#
g++,n,µ
. Using the subcurve f+ : C+ → S, we obtain locally
PGL(N+ + 1)-subbundles p+ : E+ → Sα, where {Sα}α∈A is a covering
of S. As before, these local subbundles glue together, up to the action
of Aut(C+−0 ). Like in the proof of theorem 4.10, from this we can con-
struct an object (E+, p+, ϑ+) of [H⋄
g+,n,m/Γ(C+−0 ;Q
+−,R+−)
/PGL(N+ + 1) ×
Aut(C+−0 )](S), which maps to the original triple (E, p, ϑ).
Similarly, the construction of the functor on morphisms is analogous to the
construction in the proof of theorem 4.10. The injectivity of the morphism
Θ⋄ between the corresponding atlases is provided by proposition 6.10. 
Remark 6.19 Composition of the morphism of proposition 6.16 with the
natural morphism from [Hˆ⋄g++,n,µ/PGL(N
++ + 1)] to the quotient stack
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[Hˆ⋄
g++,n,µ/Γ(C−−0 ;R)
/PGL(N++ + 1)] we obtain a morphism of stacks
[
H⋄
g+,n,m/Γ(C+−0 ;Q
+−,R+−)
/PGL(N+ + 1)×Aut(C+−0 )
]
↓[
Hˆ⋄
g++,n,µ/Γ(C−−0 ;R)
/PGL(N++ + 1)
]
.
By lemma 6.11 the morphism H⋄
g+,n,m/Γ(C+−0 ;Q
+−,R+−)
→ Hˆ⋄
g++,n,µ/Γ(C−−0 ;R)
facors through H⋄
g+,n,m/Γ(C−0 ;Q)
.
Therefore the above morphism of stacks factors through the quotient stack
[H⋄
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ + 1)×Aut(C+−0 )].
Proposition 6.20 There is an injective morphism of stacks
[
H⋄
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ + 1)×Aut(C+−0 )
]
↓[
Hˆ⋄
g++,n,µ/Γ(C−−0 ;R)
/PGL(N++ + 1)
]
.
Proof. The proof is completely analogous to that of proposition 6.16. Note
that on order to show that the relevant functor is full, one needs the injec-
tivity of Θ
⋄
, which is provided by lemma 6.12. 
Remark 6.21 Taking everything together we obtain the follwing commu-
tative diagram of quotient stacks. For typographical reasons we use the
abbreviations P+ := PGL(N+ + 1) and P++ := PGL(N+ + 1), as well as
A− := Aut(C−0 ), A
+− := Aut(C+−0 ) and A
−− := Aut(C−−0 ).
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[
H⋄
g+,n,m/Γ(C+−0 ;Q
+−,R+−)
/P+ ×A+−
]
−→
[
Hˆ⋄g++,n,µ/P
++
]
↓ ↓[
H⋄
g+,n,m/Γ(C−0 ;Q)
/P+ ×A+−
]
−→
[
Hˆ⋄
g++,n,µ/Γ(C−−0 ;R)
/P++
]
↓ ↓[
H⋄
g+,n,m/Γ(C−0 ;Q)
/P+ ×A−
]
−→
[
Hˆ⋄
g++,n,µ/Γ(C−−0 ;R)
/P++ ×A−−
]
All vertical arrows of the diagram are induced by group actions, all horizon-
tal arrows are injective. The last horizontal arrow is an isomorphism.
Remark 6.22 Suppose that there are two boundary points [C1] and [C2] ∈
D(P1), represented by stable curves f1 : C1 → Spec (k) and f2 : C2 →
Spec (k), both of genus g and with 3g − 3 nodes. Then
D(P1) = D(C1;P
′
1) = D(C2;P
′′
1 )
for suitable nodes P ′1 ∈ C1 and P
′′
1 ∈ C2. Let C1 = C
++
1 + C
−−
1 and C2 =
C++2 +C
−−
2 denote the decompositions into invariant subcurves determined
by the equivalence classes of P ′1 and P
′′
1 . Suppose that C
++
i is a µi-pointed
prestable curve of genus g++i , withRi as its set of marked points, for i = 1, 2.
Then the respective partial compactifications belonging to [C1] and [C2] glue
together over the open substacks via an isomorphism[
Hˆ⋄
g++1 ,n,µ1/Γ(C
−−
1 ;R1)
/ PGL(N++1 + 1)×Aut(C
−−
1 )
]
↓∼=[
Hˆ⋄
g++2 ,n,µ2/Γ(C
−−
2 ;R2)
/ PGL(N++2 + 1)×Aut(C
−−
2 )
]
.
Chapter 7
The global picture
Remark 7.1 In the previous chapters we approached the stack D(C0;P1)
by studying substacks
D×(C0;P1) ⊂ Dˆ
×(C0;P1) ⊂ D(C0;P1).
The substack D×(C0;P1), corresponding to stable curves of genus g with
exactly 3g − 4 nodes and splitting groups of automorphims, which are rep-
resented by points of D×(C0;P1), can be described as a quotient stack as
in theorem 4.10. This construction depends on a decomposition of C0 =
C+0 + C
−
0 , which is determined by the fixed node P1 ∈ C0. Replacing this
decomposition by a decomposition C0 = C
++
0 + C
−−
0 , which is equivariant
with respect to the action of Aut(C0), we obtain a description of Dˆ
×(C0;P1),
the preimage substack belonging to the partial compactification Dˆ×(C0;P1)
of D(C0;P1) at the point [C0] ∈Mg, as a quotient stack, see theorem 5.30.
It follows from proposition 4.6 and proposition 2.28 that there is a morphism
of stacks
Ω : M×
g+,n,m/Γ(C−0 ;Q)
−→ D×(C0;P1),
which is the composition of the morphism Λ from poposition 4.6 with the
canonical morphism [
Hg+,n,m/Γ(C−0 ;Q)
/ PGL(N+ + 1)
]
↓[
Hg+,n,m/Γ(C−0 ;Q)
/ PGL(N+ + 1)×Aut(C−0 )
]
,
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using the isomorphismM×
g+,n,m/Γ(C−0 ;Q)
∼= [H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N++1)].
Lemma 7.2 Considered as a functor between fibred categories, the mor-
phism Λ is a faithful functor.
Proof. Recall that D×(C0;P1) ∼= [K
×(C0;P1)/PGL(N + 1)] by lemma
3.60. Consider two objects (E+1 , p
+
1 , ϑ
+
1 ) ∈ [H
×
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ +
1) × Aut(C−0 )](S1) and (E
+
2 , p
+
2 , ϑ
+
2 ) ∈ [H
×
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ + 1) ×
Aut(C−0 )](S2), together with a pair of morphisms (fi, ϕi), i = 1, 2, between
them. Suppose that Λ((ϕ1, f1)) = Λ((ϕ2, f2)). In other words, for i = 1, 2
there is a commutative diagram
H×
g+,n,m/Γ(C−0 ;Q)
E+1 ϕi
//
ϑ+1
22eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
p+1   A
AA
AA
AA
A
f∗i (E
+
2 )
//
{{ww
ww
ww
ww
w
E+2
ϑ+2
88rrrrrrrrrrr
p+2

S1
fi // S2.
If Ei := (E
+
i ×PGL(N+1))/(PGL(N
++1)×Aut(C−0 )) denotes the extension
of E+i by PGL(N+1), then (ϕi, fi) = Λ((ϕi, fi)) is given by the commutative
diagram
K×(C0;P1)
E1 ϕi
//
ϑ1
22eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
p1   @
@@
@@
@@
@
f∗i (E2)
//
{{xx
xx
xx
xx
x
E2
ϑ2
99ssssssssss
p2

S1
fi // S2.
By construction, E+i is a subbundle of Ei, and ϕi is the PGL(N + 1)-
equivariant extension of ϕi. Thus ϕ1 = ϕ2 if ϕ1 = ϕ2. Recall that ϑi =
Θ ◦ ϑ+i , where Θ : H
×
g+,n,m/Γ(C−0 ;Q)
→ K×(C0;P1) is the injective morphism
from proposition 3.40. This shows that the morphism of stacks Λ is faithful
when considered as a functor of fibred categories. 
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Remark 7.3 In general, Λ is not a full functor. Indeed, consider a sta-
ble curve f : C → Spec (k) of genus g with 3g − 4 nodes, for which there
exists an automorphism γ ∈ Aut(C) which acts non-trivially on the dis-
tinguished subcurve isomorphic to C−0 . Let f
+ : C+ → Spec (k) denote
the complementary subcurve. Then there is certainly no automorphism of
f+ : C+ → Spec (k) in M×
g+,n,m/Γ(C−0 ;Q)
(Spec (k)) which gets sent to γ by
the morphism Λ.
Remark 7.4 Note that the morphism
Ω : M×
g+,n,m/Γ(C−0 ;Q)
= [H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ + 1)] −→ D×(C0;P1)
is the composition of a representable, finite and surjective morphism with an
isomorphism. This alone is enough to prove the following lemma. However
the proof given below helps to understand the morphism Ω geometrically.
Lemma 7.5 The morphism Ω : M×
g+,n,m/Γ(C−0 ;Q)
→ D×(C0;P1) is repre-
sentable, surjective, finite and e´tale, and its degree is equal to the order of
the group Aut(C−0 ).
Proof. Let S be a scheme and let s : S → D×(C0;P1) be a morphism. Then
s ∈ D×(C0;P1)(S) is given by a triple (E, p, ϑ) ∈ [K
×(C0;P1)/PGL(N +
1)](S). In the proof of theorem 4.10 we constructed a principal PGL(N+ +
1)× Aut(C−0 )-bundle p
+ : E+ → S as a subbundle of p : E → S, such that
for the PGL(N + 1)-extension of E+ holds E+(PGL(N + 1)) = E.
Define E˜ := E+/PGL(N+ + 1), so that p˜ : E˜ → S is a principal Aut(C−0 )-
bundle over S. By the universal property of the Hilbert scheme, the mor-
phism ϑ : E → K×(C0;P1) defines a stable curve fE : CE → E of genus g.
By corollary 3.51 there exists a distinguished subcurve f+E : C
+
E → E, which
is locally isomorphic to the trivial curve over E with fibre C−0 , considered
as an m/Γ(C−0 ;Q)-pointed curve. Thus there is an induced morphism
ϑf+E
: E → H×
g+,n,m/Γ(C−0 ;Q)
.
Composition with the inclusion E+ ⊂ E gives thus a PGL(N++1)-equivariant
morphism
ϑ+ : E+ → H×
g+,n,m/Γ(C−0 ;Q)
.
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The quotient morphism p+ : E+ → E˜ is a principal PGL(N+ + 1)-bundle
over E˜. In particular, we have constructed an object
(E+, p+, ϑ+) ∈ [H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ + 1)](E˜),
or equivalently, a morphism φ : E˜ →M×
g+,n,m/Γ(C−0 ;Q)
. In fact, the diagram
E˜
p˜ //
φ

S
s

M×
g+,n,m/Γ(C−0 ;Q) Ω
// D×(C0;P1)
is Cartesian, as we will explain in a minute. Thus, by definition, the mor-
phism Ω is representable. Since p˜ is surjective, unramified and finite of
degree equal to the order of Aut(C−0 ), so is Ω. Since both stacks ars smooth
of the same dimension, unramified implies e´tale.
The main point in proving that the above diagram is Cartesian is to find for
each given object
((EB , pB , ϑB), b, λ) ∈ M
×
g+,n,m/Γ(C−0 ;Q)
×D×(C0;P1) S
•(B)
an object h ∈ E˜•(B), making the usual diagrams commute. Here pB :
EB → B is a principal PGL(N
+ + 1)-bundle over a scheme B, ϑB : EB →
H×
g+,n,m/Γ(C−0 ;Q)
is a PGL(N+ + 1)-equivariant morphism, b : B → S is a
morphism of schemes, and λ : EB(PGL(N + 1)) → b
∗E is an isomorphism
of principal PGL(N + 1)-bundles.
Note that by the uniqueness property of corollary 3.51 the subbundle EB
maps under λ to the subbundle b∗E+, compare also the proof of proposition
6.16. Since EB/PGL(N
++1) = B, there is an induced composed morphism
h : B → b∗E+/PGL(N+ + 1)→ E˜,
as desired. It is straightforward to verify that this assignment defines an
isomorphism
E˜• ∼= M×
g+,n,m/Γ(C−0 ;Q)
×D×(C0;P1) S
•
between stacks. 
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Remark 7.6 Let φ : E˜ → M×
g+,n,m/Γ(C−0 ;Q)
be the morphism constructed
in the proof of lemma 7.5. Them/Γ(C−0 ;Q)-pointed stable curve of genus g
+
corresponding to φ can be constructed as follows. Consider the morphism
ϑ+ : E+ → H×
g+,n,m/Γ(C−0 ;Q)
. By the universal property of the Hilbert
scheme this determines an embedded stable curve CE+ → E
+. By the
PGL(N+ + 1)-equivariance of ϑ+ the quotient
CE˜ := CE+/PGL(N
+ + 1)→ E+/PGL(N+ + 1) = E˜
exists as an m/Γ(C−0 ;Q)-pointed stable curve of genus g
+ over E˜, and this
curve is represented by the morphism φ.
In fact, since the action of Aut(C−0 ) on H
×
g+,n,m/Γ(C−0 ;Q)
is trivial, the quo-
tient curve
C+S := CE˜/Aut(C
−
0 )→ E˜/Aut(C
−
0 ) = S
exists as an m/Γ(C−0 ;Q)-pointed stable curve of genus g
+ over S. Glueing
this curve with the trivial curve C−0 × S → S along the sections of marked
points gives a stable curve CS → S of genus g over S, which is the curve
corresponding to the morphism s : S → D×(C0;P1). Formally we have thus
Ω ◦ φ = s ◦ p˜,
confirming the commutativity of the diagram.
The above lemma 7.5 extends to the partial compactifications. Let Ωˆ be the
morphism of remark 5.29.
Lemma 7.7 The morphism Ωˆ : Mˆ×
g++,n,µ/Γ(C−−0 ;R)
→ Dˆ×(C0;P1) is rep-
resentable, surjective, finite and unramified, and its degree is equal to the
order of the group Aut(C−−0 ).
Proof. The proof is completely analogous to that of lemma 7.5. As we
did there, one can construct for a given triple (E, p, ϑ) ∈ Dˆ×(C0;P1)(B) a
Cartesian diagram
Eˆ
pˆ //
φ

S
s

Mˆ×
g++,n,µ/Γ(C−−0 ;R) Ωˆ
// Dˆ×(C0;P1).
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Here Eˆ := E++/PGL(N++ + 1) as a principal Aut(C−−0 )-bundle over S,
where E++ is the principal PGL(N++ + 1) × Aut(C−−0 )-subbundle of E
constructed in the proof of theorem 5.30. 
Remark 7.8 The µ/Γ(C−−0 ;R)-pointed prestable curve of genus g
++ over
Eˆ corresponding to the morphism φ ∈ Mˆ×
g++,n,µ/Γ(C−−0 ;R)
(Eˆ) can be de-
scribed analogously as in remark 7.6.
Notation 7.9 Let Mˆ †
g+,m/Γ(C−0 ;Q)
denote the preimage of the partial com-
pactification Dˆ×(C0;P1) of D
×(C0;P1) at the point [C0] under the isomor-
phism Mg+,m/Γ(C−0 ;Q)
→ D(C0;P1).
Let Hˆ †
g+,m(Γ(C−0 ;Q))
denote the reduction of its preimage in Hg+,m/Γ(C−0 ;Q)
.
The following proposition is very useful. It allows us to decide whether the
description of D×(C0;P1) as a quotient stack as in theorem 4.10 extends to
the boundary of D(C0;P1) or not.
Proposition 7.10 The isomorphism
Λ :
[
H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ + 1)×Aut(C−0 )
]
−→ D×(C0;P1)
extends to an isomorphism from [Hˆ †
g+,m/Γ(C−0 ;Q)
/PGL(N+ + 1)×Aut(C−0 )]
to Dˆ×(C0;P1) if and only if C
+
0 is invariant with respect to the action of
Aut(C0) as an m/Γ(C
−
0 ;Q)-pointed curve.
Proof. If C+0 is invariant, then C
+
0 = C
++
0 as m(Γ(C
−
0 ;Q))-pointed curve,
and hence [Hˆ †
g+,m/Γ(C−0 ;Q)
/PGL(N++1)×Aut(C−0 )] is equal to the quotient
stack [Hˆ×
g++,µ/Γ(C−−0 ;R)
/PGL(N+++1)×Aut(C−−0 )]. Thus the claim follows
from theorem 5.30.
Suppose now that C+0 is not invariant. For each γ ∈ Aut(C0) choose a
different point xγ ∈ P
1. Define Uγ as the open complement of the point xγ
135
in P1, and put U0 :=
⋂
γ∈Aut(C0)
Uγ . We now glue the trivial families fγ := pr2 :
C0 ×Uγ → Uγ over U0 using the automorphisms γ fibrewise. This defines a
stable curve f : C → P1, for which there exists no subcurve f+ : C+ → P1
of genus g+. Thus there is no curve in [Hˆ †
g+,m/Γ(C−0 ;Q)
/PGL(N+ + 1) ×
Aut(C−0 )](P
1) which maps to f : C → P1 under the morphism Λ. Therefore
Λ cannot be an equivalence of categories. 
Remark 7.11 (i) Let the number of glueing points between C+0 and C
−
0
be m = 1. Then by remark 3.13 and proposition 3.40 the curve D(P1) is
isomorphic to M1,1, so there is exactly one point of D(P1) representing a
curve with exactly 3g − 3 nodes. Hence
Dˆ(P1) = D(P1)
holds in this case, and therefore we have in particular Dˆ(C0;P1) = D(C0;P1).
(ii) If m = 2, then there are always two such points on D(P1), correspond-
ing to the two points of ∆0 ⊂M1,2 representing the two singular, reducible
curves of genus 1 with two nodes. These two points are fixed under any
permutation in Σ2. In particular, there are always two partial compactifi-
cations needed to cover D(P1).
(iii) If m = 3, then D(P1) is a finite quotient ofM0,4, which has 3 boundary
points. Depending on the symmetries of C0, there may be 1, 2 or 3 points
on D(P1) representing stable curves with 3g − 3 nodes.
Remark 7.12 For all m = 1, 2 or 4, the subscheme M
′
g+,m of the mod-
uli space Mg+,m is smooth and irreducible. Its preimage H
′
g+,n,m in the
Hilbert scheme is also smooth and irreducible. Since the canonical mor-
phism H
′
g+,n,m →M
′
g+,m = [H
′
g+,n,m/PGL(N
++1)] is an atlas in the sense
of an Artinian stack, one can conclude that the stack M
′
g+,m is smooth and
irreducible as well, and of dimension one.
Note that in general neither the scheme Mˆ×
g++,µ
, nor Hˆ×
g++,n,µ
, nor the stack
Mˆ×
g++,µ
are smooth or irreducible.
By the definition of a Deligne-Mumford stack, for any given morphism t :
T → M×
g+,n,m/Γ(C−0 ;Q)
, where T is a scheme, the composition Ω ◦ t : T →
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D×(C0;P1) is representable, even if Ω is not representable. The following
proposition shows explicitely how to construct a representing morphism of
schemes.
Proposition 7.13 Let S and T be schemes. Let s : S → D×(C0;P1) and
t : T →M×
g+,n,m/Γ(C−0 ;Q)
be morphisms, which are represented by the triples
(Es, pS , ϑS) ∈ D
×(C0;P1)(S) and (ET , pT , ϑT ) ∈ M
×
g+,n,m/Γ(C−0 ;Q)
(T ), re-
spectively. Let Θ : H×
g+,n,m/Γ(C−0 ;Q)
→ Hg,n,0 be the morphism constructed
earlier. Put
R := ET ×Θ◦ϑT ,Hg,n,0,ϑS ES ,
and let pS : R/PGL(N
+ + 1) → S and pT : R/PGL(N
+ + 1) → T denote
the projections induced by pS and pT . Then the diagram
R/PGL(N+ + 1)
pS //
pT

S
s

T
t
//M×
g+,n,m/Γ(C−0 ;Q) Ω
// D×(C0;P1)
is Cartesian.
Proof. By definition, the scheme R can be described as a closed subscheme
of ET × ES by
R = {(eT , eS) ∈ ET × ES : Θ ◦ ϑT (eT ) = ϑS(eS)}.
The defining equation is invariant under the diagonal action of PGL(N++1)
on ET × ES , so there is an induced action of PGL(N
+ + 1) on R, and the
quotient R′ := R/PGL(N+ + 1) exists as a scheme.
To determine the triple representing the composed morphism s◦pS , consider
the diagram
p∗SES
p˜S //

ES
ϑS //
pS

Hg,n,0
R′ pS
// S.
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Note that the pullback bundle p∗SES is trivial. Thus the triple associated to
s ◦ pS is
(R′ × PGL(N + 1),pr1, σ(ϑS ◦ p˜S, idPGL(N+1))) ∈ D
×(C0;P1)(R
′),
where σ denotes the action of PGL(N + 1) on Hg,n,0.
Similarly, consider the diagram
p∗TET (PGL(N + 1))
p˜T //

ET (PGL(N + 1))

// H×
g+,n,m/Γ(C−0 ;Q)
R′ pT
// T,
whereET (PGL(N+1)) denotes the PGL(N+1)-extension of ET with respect
to the fixed embedding of PGL(N+ + 1) into PGL(N + 1). From this we
obtain the triple
(R′ × PGL(N + 1),pr1, σ(Θ
′ ◦ ϑT ◦ p˜T , idPGL(N+1))) ∈ D
×(C0;P1)(R
′),
representing the composed morphism Ω ◦ t ◦ pT . Here ϑT denotes the
PGL(N + 1)-extension of ϑT . By comparing the two triples we find that
the diagram of the proposition commutes. Indeed, the defining equation of
R implies the identity Θ ◦ ϑT ◦ p˜T = ϑS ◦ p˜S .
In particular, by the universal property of the fibre product, there is a
morphism of stacks
R′ → T ×D×(C0;P1) S.
By the representability of Ω◦ t this is even a morphism of schemes. We have
to construct an inverse morphism
T ×D×(C0;P1) S → R
′.
Consider an object (f, g, η) ∈ (T×D×(C0;P1)S)
•(B) for some scheme B. Here,
f : B → T and g : B → S are morphisms of schemes, and η is an isomor-
phism between the triple representing s ◦ g and Ω ◦ t ◦ f in D×(C0;P1)(B).
Thus η is given by an isomorphism of principal PGL(N + 1)-bundles
λ : f∗ET (PGL(N + 1))→ g
∗ES
over B, which is compatible with the morphisms into Hg,n,0.
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Let us at first assume that f∗ET is trivial over B. Then there is a section
ν : B → f∗ET , and by composition with the natural morphism f : f
∗ET →
ET , we obtain a morphism
f˜ := f ◦ ν : B → ET .
Since there is an inclusion ET ⊂ ET (PGL(N + 1)), we have furthermore a
morphism
g˜ := g ◦ λ ◦ ν : B → ES ,
where g : g∗ES → ES denotes the natural morphism.
By assumption, λ satisfies the compatibility condition
ϑS ◦ g ◦ λ = Θ ◦ ϑT ◦ f
on f∗ET . From this we derive the identity
ϑS ◦ g˜ = Θ ◦ ϑT ◦ f˜ ,
which shows that the pair (f˜ , g˜) is indeed an object of (R′)•(B).
Consider now the case where f∗ET is not globally trivial. We may choose an
e´tale covering {Bα}α∈A of B, such that the restricted subbundles f
∗ET |Bα
are trivializable. The local trivializations are only determined up to the
action of PGL(N++1). Therefore the morphism f˜α : Bα → ET constructed
above, and thus the pair (f˜α, g˜α), is only determined up to the action of
PGL(N+ + 1). However, the pair (f˜α, g˜α) determines a well-defined object
of (R/PGL(N+ + 1))•(Bα). Clearly, these objects glue to give a global
object of (R/PGL(N+ + 1))•(B). It is straightforeward to verify that this
construction gives the desired inverse morphism. 
Remark 7.14 An alternative, and more geometric argument for the com-
mutativity of the diagram of proposition 7.13 can be given as follows. Let
CT → T denote the m-pointed stable curve of genus g
+ corresponding to
t ∈ M×
g+,n,m/Γ(C−0 ;Q)
(T ), and let CS → S be the stable curve of genus
g corresponding to s ∈ D×(C0;P1)(S). Then the composed morphism
s ◦ pS corresponds to the curve p
∗
SCS → R
′, and Ω ◦ t ◦ pT corresponds
to p∗T (CT +(C
−
0 ×T ))→ R
′, where “+” denotes glueing of CT → T with the
trivial curve C−0 ×T → T along the sections of marked points. The defining
equation of R implies that there is an isomorphism p∗T (CT + (C
−
0 × T ))
∼=
p∗SCS of stable curves over R
′.
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As applications of proposition 7.13, we want to prove the following corollar-
ies, which are of course both implied by lemma 7.5.
Corollary 7.15 The morphism Ω :M×
g+,n,m/Γ(C−0 ;Q)
→ D×(C0;P1) is sur-
jective.
Proof. Consider the commutative diagram of proposition 7.13 with T :=
H×
g+,n,m/Γ(C−0 ;Q)
and S := K×(C0;P1). By corollary 3.48 we haveK
×(C0;P1) =
Θ(H×
g+,n,m/Γ(C−0 ;Q)
) · PGL(N + 1). Therefore, for each x ∈ K×(C0;P1)
there exists a point y ∈ H×
g+,n,m/Γ(C−0 ;Q)
and an element γ ∈ PGL(N + 1),
such that x = Θ(y) · γ. Thus for each ex ∈ ES with pS(ex) = x, there
exists an ey ∈ ET with pT (ey) = y, and an element γ ∈ PGL(N + 1),
such that Θ ◦ ϑT (ey) = ϑS(ex · γ). In other words, the morphism pS :
R/PGL(N++1)→ S is surjective, and hence the composed morphism from
R/PGL(N+ + 1) to D×(C0;P1) is surjective. Since Ω ◦ t ◦ pT = s ◦ pS , the
morphism Ω must be surjective as well. 
Corollary 7.16 The morphism Ω : M×
g+,n,m/Γ(C−0 ;Q)
→ D×(C0;P1) is
quasi-finite.
Proof. Both stacks M×
g+,n,m/Γ(C−0 ;Q)
and D×(C0;P1) are irreducible and
one-dimensional. Hence there are e´tale atlases t : T →M×
g+,n,m/Γ(C−0 ;Q)
and
s : S → D×(C0;P1), where S and T are irreducible curves, and they can even
be assumed to be smooth. Thus the induced morphism pS : R/PGL(N
+ +
1) → S of proposition 7.13 is a surjective morphisms between irreducible
curves, and hence finite. Since R/PGL(N+ + 1) → M×
g+,n,m/Γ(C−0 ;Q)
is an
e´tale atlas, we are done. 
Remark 7.17 The finiteness of the morphism pS : R/PGL(N
+ + 1) →
S in corollary 7.16 can be understood geometrically as follows. Let the
morphisms s : S → D×(C0;P1) and t : T →M
×
g+,n,m/Γ(C−0 ;Q)
correspond to
stable curves CS → S and CT → T , respectively. A point x ∈ S determines
140 CHAPTER 7. THE GLOBAL PICTURE
a fibre CS,x → Spec (k) as a stable curve of genus g. By corollary 7.15 there
exists an element ex ∈ ES,x in the fibre of pS : ES → S over x, such that
ϑS(eX) ∈ K(P1).
The composed morphism T → M×
g+,n,m/Γ(C−0 ;Q)
→ M×
g+,n,m/Γ(C−0 ;Q)
is a
surjective morphism of irreducible curves, and thus finite. Hence there are
only finitely many points y1, . . . , yk ∈ T , such that for the corresponding
fibres CT,yi of CT → T holds CT,yi + C
−
0
∼= CS,x. Here again, “+” denotes
glueing in the marked points. Fix one 1 ≤ i ≤ k, and let ET,yi denote
the fibre of ET → T over yi. For all e ∈ ET,yi there exists an element
γe ∈ PGL(N + 1), such that
Θ ◦ ϑT (e) = ϑ(ex) · γe
holds. If the curve CS,x has exactly 3g − 4 nodes, then up to the action of
PGL(N+ + 1), the element γe is uniquely determined up to multiplication
with an element of Aut(C−0 ). In this case, the fibre of pS : R/PGL(N
+ +
1)→ S over x is isomorphic to Aut(C−0 )
k as a set. Note that the number k
need not be constant, but may vary with x.
If the curve CS,x has 3g − 3 nodes, then there may be more than one em-
bedding of CT,yi into CS,x. In this case, as a set the fibre of pS over x is still
finite, and the numer if its elements is bounded by the order of Aut(CS,x).
Remark 7.18 For any subgroup Γ ⊂ Σm, an m-pointed stable curve of
genus g+ defines obviously also an m/Γ-pointed stable curve of the same
genus. Thus there is a natural morphism of stacks
Mg+,m →Mg+,m/Γ.
Recall that both stacks have a presentation as quotient stacks by proposition
2.10 and proposition 2.28. Since Γ acts freely onHg+,n,m, and since its action
commutes with the action of PGL(N+ + 1), the presentations as quotient
stacks immediately give an isomorphism of stacks
Mg+,m/Γ ∼= Mg+,m/Γ.
In particular, the morphism Mg+,m → Mg+,m/Γ is surjective, unramified
and finite of degree equal to the order of Γ.
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Remark 7.19 By the above observations, there is in particular a finite and
surjective morphism
ω : M×
g+,m
→ D×(C0;P1).
Note that there is an exact sequence of groups
id→ Aut(C−0 )→ Aut(C
−
0 ;Q)→ Γ(C
−
0 ;Q)→ id.
Hence the degree of ω equals the order of the group Aut(C−0 ;Q).
If C+0 is invariant with respect to the action of Aut(C0) as an m/Γ(C
−
0 ;Q)-
pointed subcurve of C0, then Aut(C
+
0 ) is a normal subgroup of Aut(C0).
Indeed, there is an exact sequence of groups
id→ Aut(C+0 )→ Aut(C0)→ Aut(C
−
0 ;Q)→ id
in this case.
Remark 7.20 The morphism ω : M×
g+,m
→ D×(C0;P1) is in general not
representable. Thus the morphism Ω is also in general not representable.
This can be seen as follows. Let s : S → D×(C0;P1) be an e´tale at-
las of D×(C0;P1), where S is a smooth and irreducible curve. An ob-
ject of M×
g+,m
×D×(C0;P1) S
•(Spec (k)) is a triple (C+, x, λ), consisting of
an m-pointed stable curve C+ → Spec (k) of genus g+, a geometric point
x : Spec (k)→ S of S, and an isomorphism λ : C++C−0 → CS,x, if CS → S
is the curve corresponding to the atlas s : S → D×(C0;P1), and CS,x its
fibre over x. Note that as abstract curves, C+ and CS,x are only defined up
to an isomorphism. Hence the isomorphisms λ are in one-to-one correspon-
dence with the elements of the quotient Aut(CS,x)/Aut(C
+), for some fixed
embedding C+ ⊂ CS,x.
Suppose that ω is representable. Then T :=M×
g+,m
×D×(C0;P1)S is a scheme,
and there is a canonical morphism τ : T → S representing ω. By remark
7.19, this is a finite morphism of degree equal to the order of Aut(C−0 ;Q)
between two smooth curves. We saw above that the fibre of τ over a
point x : Spec (k) → S is bijective to the set Aut(CS,x)/Aut(C
+
x ), where
C+x denotes the closure of the complement of some embedding of C
−
0 into
CS,x. However, in general there exist stable curves of genus g, represented
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by points of D×(C0;P1), where the number of elements of the quotient
Aut(CS,x)/Aut(C
+
x ) exceeds the number of elements of Aut(C
−
0 ;Q). This
is a contradiction.
Remark 7.21 Let us conclude with a short summary. Consider an irre-
ducible component D of the one-dimensional boudary stratum M
(3g−4)
g of
the moduli space Mg. There exists a stable curve C0 of genus g with 3g− 3
nodes, together with an enumeration of its nodes, such that
D = D(C0;P1),
or shorter, D = D(P1). Let D˜ denote the substack of the moduli stack Mg
defined by the Cartesian diagram
D˜ //

Mg

D //Mg.
The underlying reduced substack D is irreducible and of dimension one.
The node P1 distinguishes a subcurve C
+
0 of C0 as an m/Γ(C
−
0 ;Q)-pointed
stable curve of some genus g+. There is a closed subscheme M
′
g+,m of the
moduli space Mg+,m, which is a smooth irreducible curve, so that there is
an isomorphism
D ∼= M
′
g+,m/Γ(C0;Q).
In general, the corresponding stacks D and M
′
g+,m/Γ are not isomorphic.
However, on dense open substacks, there exists a finite and surjective mor-
phism of smooth Deligne-Mumford stacks
M×
g+,m/Γ
−→ D×(C0;P1),
which is of degree equal to the order of the group Aut(C−0 ), and even rep-
resentable and unramified.
For the open substack D×(C0;P1) one has an isomorphism of quotient stacks
D×(C0;P1) ∼=
[
H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N+ + 1)×Aut(C−0 )
]
.
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Using the isomorphism [H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N++1)] ∼=M×
g+,n,m/Γ(C−0 ;Q)
,
and the interpretation of a quotient stack as a stack quotient, as explained
in the appendix, we can write this as an isomorphism of stacks
D×(C0;P1) ∼= M
×
g+,n,m/Γ(C−0 ;Q)
/Aut(C−0 ).
Consider the partial compactification Dˆ of D at the point representing the
curve C0, i.e. Dˆ = Dˆ(C0;P1) = D(C0;P1) ∪ {[C0]}. Let Dˆ denote the
reduced substack of D defined by Dˆ. Then the above isomorphism can be
suitably extended to Dˆ if and only if the subcurve C+0 is invariant with
respect to the action of Aut(C0), up to a reordering of its marked points by
a permutation in Γ(C−0 ;Q).
In general, over the partial compactification Dˆ, there is an isomorphism of
open substacks
Dˆ×(C0;P1) ∼= Mˆ
×
g++,n,µ/Γ(C−−0 ;R)
/Aut(C−−0 ).
Note that for certain boundary components D this stack may be empty.
The curve D ⊂ Mg has finitely many boundary points, i.e. points repre-
senting stable curves with the maximal number of nodes. Hence there are
finitely many stable curves C1, . . . , Ck of genus g with 3g−3 nodes, together
with nodes Pi,1 ∈ Ci for i = 1, . . . , k, such that
D = D(C0;P1) = D(C1;P1,1) = . . . = D(Ck;Pk,1),
and such that the partial compactifications Dˆ(Ci;Pi,1) for i = 1, . . . , k, cover
D. In particular, the corresponding open substacks Dˆ(Ci;Pi,1) cover all of
the stack D(C0;P1).
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Chapter 8
Examples and Outlook
8.1 The case of genus three
To illustrate the description of one-dimensional boundary substacks of the
moduli space of Deligne-Mumford stable curves as given above, we want to
consider the case of genus g = 3 in detail.
Remark 8.1 There are exactly five different stable curves of genus g = 3
with 3g− 3 = 6 nodes. We denote them by C1, . . . , C5, in the same order as
they are listed in Faber’s paper [Fa1]. Schematically they can be represented
as in the following pictures.
C1 :
P1
P5
P4
P3
P6
P2
P1
P2
P5
P4
P6
P3
C2 :
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P4
P2
P5
P6
P3
P1
C3 :
C4 :
P1
P3
P4
P2 P5 P6
P1
P2
P3
P4
P5
P6
C5 :
Remark 8.2 There are eight different types of stable curves of genus 3
with exactly 5 nodes. Following Faber’s notation, we denote their types by
(a), . . . , (h). They are represented by the pictures below.
P2
P1
(a) :
P3
P4 P5
0
0
0
P2
P1
P5P3 P4
(b) :
0
0
0
(c) :
P2
P4
P3
P1
P5
0
0
0
(d) :
P1
P2
P4
P3
P50
0
0
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P5
(e) : P1
P2
P3
P4
0
0
0
P1
P2
P3
P4
P5
(f) :
0 0
0
1
P1
P2
P3
P4
P5
(g) :
0
0
0
1
P2
P4
P3
P1
P5
(h) : 0
0
1
0
The number attached to an irreducible component gives its geometric genus.
Remark 8.3 The type of a curve containing five nodes does not vary in the
open part D of an irreducible component D of the boundary stratum M
(5)
3 .
Each such componentD can be written as D = D(Ci ;Pj) for some 1 ≤ i ≤ 5
and 1 ≤ j ≤ 6, but this presentation of D is not unique. The following table
lists for each curve C1, . . . , C5 all boundary components distinguished by
such deformations of this curve, which preserve all but one node.
Ci Pj m D(Ci ;Pj) Aut(C
−
i ) Γ(C
−
i ;Q)
C1 P1, P6 1 (f) 4 1
P2, P5 2 (a) 2 2
P3, P4 2 (c) 4 2
C2 P1 1 (g) 4 1
P2 2 (e) 2 2
P3, P4 2 (a) 2 2
P5, P6 4 (b) 2 6
C3 P1, P3, P5 1 (h) 8 1
P2, P4, P6 2 (c) 4 2
C4 P1, P2, P5, P6 2 (e) 2 2
P4, P5 4 (d) 1 8
C5 P1, . . . , P6 4 (d) 1 8
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The first column states the curve Ci we are considering. The second column
lists all equivalent nodes on the curve Ci, where the equivalence is taken
with respect to the action of Aut(Ci). The third column states the number
of marked points of C−i . The fourth column tells the type of a generic curve
in D(Ci;Pj). The fifth and sixth column give the orders of the associated
groups of automorphisms.
Remark 8.4 In the next table we will give a complete list of all possible
presentations of all irreducible components D of M
(5)
3 .
D M
′
g+,m cover boundary neighbours
(a) M
′
1,2 4 C1 (c), (f)
C2 (b), (e), (g)
(b) M0,4 12 C2 (a), (e), (g)
(c) M
′
1,2 8 C1 (a), (f)
C3 (h)
(d) M0,4 8 C4 (e)
C5 −
(e) M
′
1,2 4 C2 (a), (b), (g)
C4 (d)
(f) M1,1 4 C1 (a), (c)
(g) M1,1 4 C2 (a), (b), (e)
(h) M1,1 8 C3 (c)
The first column specifies the irreducible component D by indicating the
type of a general point. The second column gives the moduli scheme M
′
g+,m
covering D as in proposition 3.40, and the third column states the degree
of the finite morphism M×
g+,m
→ D×(C0;P1) as in remark 7.19. In column
four, the boundary points of D are listed, i.e. points corresponding to stable
curves Ci with 6 nodes. The irreducible components meeting D in [Ci] are
given in column five, again by the types of their general curves.
Example 8.5 Consider the irreducible component D = D(C2;P1). A gen-
eral point of this component represents a curve of type (g). Since m = 1,
all relevant groups of automorphisms split. In particular we have the equal-
ity D×(C2;P1) = D(C2;P1). Note that the subcurve C
+
2 determined by
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P1 is invariant with respect to the action of Aut(C2). Thus the isomor-
phism M′
g+,m/Γ(C−2 ;Q)
/Aut(C−2 )
∼= D(C2;P1) extends to an isomorphism
over the partial compactification at the point [C2], see proposition 7.10.
Since there is only one boundary point on D(C2;P1), the partial compactifi-
cation Dˆ(C2;P1) is in fact equal toD(C2;P1). Thus we have an isomorphism
of stacks
D(C2;P1) ∼= M1,1/Z2 × Z2.
Example 8.6 A general point of the irreducible component D = D(C3;P2)
represents a curve of type (c). There is an isomorphism
D×(C3;P2) ∼= M
×
1,2/Σ2
/Z2 × Z2.
Since the curve C+3 determined by the node P2 is not invariant with respect
to the action of Aut(C3), this isomorphism does not extend to the partial
compactification Dˆ(C3;P2).
The component D contains two boundary points, which are [C3] and [C1].
Therefore one has an alternative presentation D = D(C1;P3). Here, the
subcurve C+1 determined by P3 is invariant with respect to the action of
Aut(C1).
However, the group of automorphisms Aut(C1) does not split as a product
AutΓˆ(C
+
1 ; {P2, P5}) × Aut(C
−
1 ). Therefore Dˆ
×(C1;P3) = D
×(C1;P3), and
no additional information about the boundary point [C1] is gained.
Example 8.7 Consider the irreducible component D = D(C2;P5), with
general point of type (b). Again we have an equalityD×(C2;P5) = D(C2;P5).
There is an isomorphism of stacks
D(C2;P5) ∼= M0,4/Σ3/Z2.
Note that there is only one boundary point on D, so the partial compact-
ification Dˆ is equal to D. Because the subscheme C+2 , determined by the
node P5, is not invariant with respect to the action of the group Aut(C2), the
above isomorphism does not extend to a global isomorphism, see proposition
7.10.
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The invariant subcurve C++2 determined by P5 is an 1-pointed stable curve of
genus 2, with four nodes. In particular, one has Dˆ×(C2;P5) = Dˆ(C2;P5) =
D(C2;P5). One finds Aut(C
−−
2 ) = Z2 and Γ(C
−−
2 ;R) = {id}. By theorem
5.30, there is a global isomorphism of stacks
D(C2;P5) ∼= Mˆ
×
2,1/Z2.
Example 8.8 Finally we want to look at the case of the irreducible com-
ponent D, where general points represent curves of type (a). There are
two boundary points on D, which are [C1] and [C2]. Thus there exist two
presentations
D = D(C2;P3) = D(C1;P2).
Note that D×(C2;P3) = D(C2;P3), as well as Dˆ
×(C2;P3) = Dˆ(C2;P3).
The subcurve C+2 defined by P3 is invariant with respect to the action of
Aut(C2), so for the partial compactification at the point [C2] there is an
isomorphism
Dˆ(C2;P3) ∼= Mˆ
×
1,2/Σ2
/Z2.
The subcurve C+1 defined by P2 is not invariant with respect to the action
of Aut(C1). Therefore this isomorphism cannot be extended to the global
stack.
Using invariant subschemes does not improve the situation either. Clearly
one hat C++2 = C
+
2 , but one finds also C
++
1 = C1. Hence no new insight
into Dˆ(C1;P2) is gained.
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8.2 Higher-dimensional boundary strata
There is a natural generalization of the results described so far. Let us briefly
outline how the techniques developed above can be extended to describe
boundary strata of the stack Mg of dimensions other than one. There will
be a subsequent paper to describe the situation in more detail.
8.9 Let f0 : C0 → Spec (k) be a fixed stable curve of genus g, with 3g − 3
nodes. Choose an enumeration P1, . . . , P3g−3 of its nodes, and choose a
number 0 ≤ d ≤ 3g − 3.
Let f : C → S be a deformation of f0 : C0 → Spec (k) with irreducible
and reduced base S, and with central fibre Cs0
∼= C0 for some s0 ∈ S.
Suppose that there are sections ̺d+1, . . . , ̺3g−3 : S → C, such that for all
i = d+ 1, . . . , 3g − 3 holds that
(i) for all s ∈ S, the point ̺i(s) is a node of the fibre Cs, and
(ii) ̺i(s0) = Pi under the above isomorphism.
Assume furthermore that a generic fibre Cs of f has no other nodes than
̺d+1(s), . . . , ̺3g−3(s). Then the induced morphism ϑf : S → Mg maps
into the boundary stratum M
(3g−3−d)
g . Since S is irreducible, the morphism
ϑf distinguishes one d-dimensional irreducible component ofM
(3g−3−d)
g , and
this component shall be denoted by D(C0;P1, . . . , Pd). Compare also lemma
3.3 for the one-dimensional case.
8.10 Define a substack D(C0;P1, . . . , Pd) of Mg as the reduction of the
preimage substack ofD(C0;P1, . . . , Pd) under the canonical morphismMg →
Mg. Analogously, letD(C0;P1, . . . , Pd) denote the open subscheme ofD(C0;P1, . . . , Pd),
which parametrizes curves with exactly 3g−3−d nodes, and let D(C0;P1, . . . , Pd)
denote the corresponding open substack of the stack D(C0;P1, . . . , Pd).
Generalizing notation 3.10, we define C+0 = C
+
0 (P1, . . . , Pd) as the subcurve
of C0 which is the union of all irreducible components of C0 containing
at least one of the nodes P1, . . . , Pd. We define C
−
0 as the closure of the
complement of C+0 in C0. The points of intersection of C
+
0 and C
−
0 are
nodes of C0, so they posess a natural ordering determined by the choosen
enumeration of the nodes of C0. Let Q = {Q1, . . . , Qm} be the ordered set
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of intersection points. In this way C+0 and C
−
0 can be considered as m-
pointed prestable curves of some genus g+ and g−, respectively. In general
neither of the two subcurves will be stable. However, in both cases the
connected components are pointed stable curves, each of them with the
maximal number of nodes possible. If d = 0, then we define C+0 := ∅ and
C−0 := C0.
8.11 Clearly there is no finite list of all existing types of curves C+0 as in
remark 3.13. The combinatorics of possible configurations complicates the
description of D(C0;P1, . . . , Pd) and its associated stack D(C0;P1, . . . , Pd).
In particular the description of the boundary of D(C0;P1, . . . , Pd), i.e. the
locus of curves with more nodes than the 3g−3−d nodes of a generic curve,
becomes quite involved.
However, the “boundary” D(C0;P1, . . . , Pd)rD(C0;P1, . . . , Pd) can be cov-
ered by closed substacks D(C0;P1, . . . , Pˆi, . . . , Pd) of dimension d − 1, with
i = 1, . . . , d. Here Pˆi indicates the omission of the i-th node Pi. Note that
there is a natural chain of inclusions
D(C0; ∅) ⊂ D(C0;P1) ⊂ D(C0;P1, P2) ⊂ . . . ⊂ D(C0;P1, . . . , P3g−3) =Mg.
The stack D(C0; ∅) can be thought of as the fibre of the canonical morphism
Mg →Mg over the point [C0] representing the fixed curve C0, compare also
lemma 8.21 below.
8.12 Let H
ps
g+,n,m denote the subscheme of the Hilbert scheme, which para-
metrizes m-pointed prestable curves of genus g+, whose connected compo-
nents are stable. As in construction 3.33 one can define a morphism
Θ× : H×
g+,n,m
→ Hg,n,0,
on a reduced open subscheme H×
g+,n,m
of H
ps
g+,n,m, which is defined as
the locus of curves for which the group of automorphisms splits appro-
priately. To construct the morphism, one first glues the universal curve
u+ : Cg+,n,m → H
×
g+,n,m
over H×
g+,n,m
along the m sections of marked points
to the trivial curve pr2 : C
−
0 ×H
×
g+,n,m
→ H×
g+,n,m
to obtain a stable curve
u0 : C0 → H
×
g+,n,m
of genus g. Then one chooses a suitable embedding of
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this curve into PN × H×
g+,n,m
→ H×
g+,n,m
, which in turn induces the de-
sired morphism Θ× : H×
g+,n,m
→ Hg,n,0 via the universal property of the
Hilbert scheme. Again, we assume that n is chosen large enough to work
simultaneously for both Hg,n,0 and H
×
g+,n,m.
The embedding can be chosen in such a way that the restriction to the
subcurve pr2 : C
−
0 × H
×
g+,n,m
→ H×
g+,n,m
is independent of the fibre. We
have then furthermore a natural inclusion of groups
PGL(N+ + 1)×Aut(C−0 ) ⊂ PGL(N + 1),
with N+ := (2g+−2+m)n− g++1, compare remark 4.3. By construction,
the morphism Θ× is PGL(N+ + 1)-equivariant.
8.13 The permutation group Γ(C−0 ;Q) acts freely on H
ps
g+,n,m, and the the
morphism Θ× factors through a morphism
Θ : H×
g+,n,m
/Γ(C−0 ;Q)→ Hg,n,0.
The following fact is a straightforward generalization of corollary 3.51.
Lemma 8.14 Let f : C → S be a stable curve of genus g, with reduced base
S, such that for all s ∈ S the fibre Cs has exactly 3g− 3− d nodes. Suppose
that the induced morphism ϑf : S →Mg factors through D(C0;P1, . . . , Pd).
Then there exists a unique subcurve f− : C− → S of f : C → S, which is
locally isomorphic to the trivial curve pr2 : C
−
0 ×S → S as an m/Γ(C
−
0 ;Q)-
pointed prestable curve.
Proof. To prove this lemma, pick for each fibre Cs of f all of its irreducible
components, which have the maximal number of nodes when considered as
pointed stable curves themselves. We obtain a subcurve C−s , which is a
prestable curve of some genus g1, with m1 unordered distinguished points,
which are the points of intersection of C−s with the closure of its complement
in Cs.
Since f : C → S is flat, the subcurves of the individual fibres glue together
to a global subcurve f− : C− → S over S. Locally, there exist sections of
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nodes of f : C → S, inducing locally an ordering of the marked points in
the fibres, and thus locally f− : C− → S is an m1-pointed prestable curve.
Subcurves of neighbouring fibres are deformations of each other, preserving
the number of their nodes. Since the number of nodes in each fibre of
f− : C− → S is maximal, neighbouring fibres are in fact isomorphic as m1-
pointed prestable curves. Thus f− : C− → S is locally isomorphic to the
trivial curve pr2 : C
−
1 × S →, where C
−
1 is some m1-pointed prestable curve
of genus g1. By the definition of D(C0;P1, . . . , Pd), we must have m1 = m,
and the curve C−1 must be isomorphic to C
−
0 as an m/Γ(C
−
0 ;Q)-pointed
curve. 
8.15 Let D×(C0;P1, . . . , Pd) denote the reduced subscheme of the scheme
D(C0;P1, . . . , Pd), which is the locus of curves for which the groups of au-
tomorphisms split appropriately. The corresponding reduced substack of
D(C0;P1, . . . , Pd) shall be denoted by D
×(C0;P1, . . . , Pd)
Define the scheme K(C0;P1, . . . , Pd) as the reduction of the preimage of
D(C0;P1, . . . , Pd) under the canonical morphism Hg,n,0 → Mg, and let
K(C0;P1, . . . , Pd) and K
×(C0;P1, . . . , Pd) denote the subschemes defined
by D(C0;P1, . . . , Pd) and D
×(C0;P1, . . . , Pd), respectively.
We define H×
g+,n,m
as the reduction of the preimage of K(C0;P1, . . . , Pd)
under the morphism Θ×. Its image under the canonical morphism π :
Hg+,n,m →Mg+,m is denoted by M
×
g+,m
.
The corresponding reduced substack ofMg+,m shall be denoted by M
×
g+,m
.
Using the above lemma it is easy to show the following proposition.
Proposition 8.16 The morphism Θ× : H×
g+,n,m
→ Hg,n,0 induces a mor-
phism
Θ : H×
g+,n,m
/Γ(C−0 ;Q)→ K
×(C0;P1, . . . , Pd)
which is injective, and an isomorphism
M×
g+,m
/Γ(C−0 ;Q)
∼= D×(C0;P1, . . . , Pd).
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For the proof compare also the proof of proposition 3.40. Note that the hard
bit in that proof was to show injectivity on the boundary points. Since we
restrict ourselves here to the open subscheme we can avoid this difficulty.
8.17 From proposition 2.10 it follows that there is a representation of the
stack D(C0;P1, . . . , Pd) as a quotient stack
D(C0;P1, . . . , Pd) ∼=
[
K(C0;P1, . . . , Pd)/PGL(N
+ + 1)
]
,
compare also lemma 3.60. There is an analogous representation of the open
substacks D(C0;P1, . . . , Pd) and D
×(C0;P1, . . . , Pd). Note that the substack
D(C0;P1, . . . , Pd) is smooth, since the scheme K(C0;P1, . . . , Pd) is smooth,
and D(C0;P1, . . . , Pd) is smooth as well.
However, in general neither the scheme K(C0;P1, . . . , Pd) nor its quotient
D(C0;P1, . . . , Pd) are smooth, and D(C0;P1, . . . , Pd) is not a smooth stack.
Using the morphism Θ : H×
g+,n,m
/Γ(C−0 ;Q) → Hg,n,0 and the inclusion
PGL(N++1) ⊂ PGL(N+1) it is straightforward to construct a morphism of
stacks from [H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N+1)] to D×(C0;P1, . . . , Pd). From this
morphism one can derive the following generalization of our main theorem
4.10.
Theorem 8.18 There is an isomorphism of Deligne-Mumford stacks[
H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N + 1)×Aut(C−0 )
]
∼= D×(C0;P1, . . . , Pd),
where Aut(C−0 ) acts trivially on H
×
g+,n,m/Γ(C−0 ;Q)
.
The proof is analogous to that of theorem 4.10. As before, there are two main
ingredients to the construction of the inverse functor fromD×(C0;P1, . . . , Pd)
to [H×
g+,n,m/Γ(C−0 ;Q)
/PGL(N + 1) × Aut(C−0 )]. The first is the existence of
locally trivial subschemes as provided by lemma 8.14, which allows to de-
fine the functor on objects. The second is the injectivity of the morphism
Θ : H×
g+,n,m
/Γ(C−0 ;Q) → K
×(C0;P1, . . . , Pd), which follows from proposi-
tion 8.16, and which is necessary to define the functor on morphisms.
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Remark 8.19 The theorem shows in particular that there is a surjective,
finite and unramified morphism
M×
g+,n,m/Γ(C−0 ;Q)
→ D×(C0;P1, . . . , Pd),
which is of degree equal to the order of Aut(C−0 ).
8.20 For the sake of completeness, let us take a closer look at the boundary
stratum M
(3g−3)
g , and the corresponding zero-dimensional substacks ofMg.
Irreducible components D of M
(3g−3)
g are isolated points [C0], where C0 →
Spec (k) is a stable curve with the maximal number of nodes. By our earlier
convention we have thus
D = D(C0; ∅).
An object of D(C0; ∅)(S), for some scheme S, is a stable curve f : C → S
of genus g, where each fibre is isomorphic to C0. As in lemma 3.60, there is
an isomorphism
D(C0; ∅) ∼= [K(C0; ∅)/PGL(N + 1)],
where K(C0; ∅) denotes the fibre of the canonical morphism Hg,n,0 → Mg
over the point [C0]. Recall that K(C0; ∅) ∼= PGL(N + 1)/Aut(C0).
Lemma 8.21 There is an isomorphism of stacks
D(C0; ∅) ∼= [ Spec (k)/Aut(C0) ] ,
where Aut(C0) acts trivially on Spec (k). In other words, D(C0; ∅) is iso-
morphic to the classifying stack of the group Aut(C0).
Proof. Fix a geometric point x : Spec (k) → K(C0; ∅). This distinguishes
an embedding of C0 into P
N . At the same time, this defines an embedding
of the group Aut(C0) into PGL(N + 1), such that
Aut(C0) = StabPGL(N+1)(x).
Let S be a scheme. Consider an object (E′, p′, ϑ′) ∈ [ Spec (k)/Aut(C0)](S).
We define a principal PGL(N + 1)-bundle p : E := E′(PGL(N + 1)) → S
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by extension. There is a well-defined PGL(N + 1)-equivariant morphism
ϑ : E → K(C0; ∅), which is given by
ϑ([e′, γ]) := x · γ
for a point [e′, γ] ∈ E = (E′ × PGL(N + 1))/Aut(C0), with e
′ ∈ E′ and
γ ∈ Aut(C0). Together with the obvious construction on morphisms this
induces a functor from [ Spec (k)/Aut(C0)] to D(C0; ∅).
Conversely, take an object (E, p, ϑ) ∈ D(C0; ∅)(S), for some scheme S. Let
Es denote a fibre of p : E → S over some point s ∈ S. Because of its
PGL(N + 1)-equivariance, the restricted morphism ϑs : Es → K(C0; ∅) is
surjective. By the choice of the embedding of Aut(C0) into PGL(N + 1),
the preimage ϑ−1s (x) defines a point xs in Es/Aut(C0). Therefore we can
construct a section
σ : S → E/Aut(C0)
by σ(s) := xs. This implies that there exists a principal Aut(C0)-subbundle
p′ : E′ → S of E, which extends to p : E → S. By construction, the
restriction ϑ′ : E′ → K(C0; ∅) of ϑ maps constantly to the point x. Thus
(E′, p′, ϑ′) is an object of [Spec (k)/Aut(C0)](S).
It is easy to see that under this construction morphisms between triples
in D(C0; ∅) restrict to morphisms of triples in [Spec (k)/Aut(C0)]. Thus we
obtain a functor from D(C0; ∅) to [Spec (k)/Aut(C0)], which is inverse to the
functor constructed above, up to isomorphism, and hence an isomorphism
of stacks. 
Example 8.22 We want to conclude this section with an example which
takes this generalization even a bit further, to the case of moduli stacks of
pointed prestable curves.
Consider the curve C0 of genus g = 3, with nodes pi for i = 1, . . . , 3g−3 = 6
as pictured below.
P1
P2
P3
P5
P6
P4
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On the level of moduli spaces we obtain isomorphisms
D(C0;P1) ∼= M1,1,
D(C0;P2) ∼= M
′
1,2/Σ2 ,
D(C0;P1, P2) ∼= M1,2/Σ2 .
For the open substacks we obtain as in section 8.1 isomorphisms
D(C0;P1) ∼= M1,1/Z2
3,
D×(C0;P2) ∼= M
×
1,2/Σ2
/Z2
2,
D×(C0;P1, P2) ∼= M
×
1,2/Σ2
/Z2
2.
Note that the representations by quotients do not extend to the closed stacks.
We will try to make this description more geometric. Let f : M 1,2 → M1,1
denote the canonical morphism, which is more or less defined by forgetting
the second marked point on each curve. Recall that components of curves,
which become unstable by the omission of one distinguished point, are con-
tracted to a (marked) point. The fibre over the unique boundary point of
M1,1 is isomorphic to M
′
1,2. Recall that by definition M
′
1,2 = ∆0 is the
closure of the locus of irreducible singular stable curves in M1,2.
The morphism f admits a section j : M1,1 → M1,2. The embedding is
constructed by glueing to a given 1-pointed stable curve of genus 1 a 3-
pointed line in one of its marked points. The image of j is a divisor ∆1 in
M1,2, and for the boundary of M1,2 holds
M
(1)
1,2 = ∆0 ∪∆1.
In fact, ∆1 is the closed locus of reducible singular 2-pointed stable curves
of genus 1.
Both divisors ∆0 and ∆1 are invariant with respect to the action of Σ2 on
M1,2. Let ∆
⋄
0 and ∆
⋄
1 denote their images in M1,2/Σ2 , and note that they
meet transversally in exactly two points.
Consider the curve C1 := C
+
0 (P2), considered as a 2/Σ2-pointed stable curve
of genus 1, and note that it has the maximal number of nodes possible for
such a curve. Choose an enumeration of its nodes as shown in the picture
below.
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R2
C1 = C
+
0 (P2)
R1
Note also that the two distinguished points are not labelled.
Extending our previous notation in an obvious way, we obtain identities
∆0 = D(C1;R2), and
∆1 = D(C1;R1).
Consider the decomposition of C1 defined by the node R1. We obtain for
C+1 a 1-pointed nodal stable curve of genus 0, and for C
−
1 a smooth stable
curve of genus 0 with the one marked point R2 and two more unlabelled
distinguished points. Formally, C−1 can be described as a 3/Σ2-pointed
stable curve. Let X denote the set of the two unmarked distinguished points.
Then we have
Aut(C−2 ;X ) = Z2, and
Γ(C−0 ; {R2}) = {id}.
By a generalization of theorem 4.10 one obtains isomorphisms of stacks
D(C1;R1) ∼= M1,1/Z2, and
D(C1;R2) ∼= M
′
1,2/Σ2
.
Note that in the second case the decomposition of C1 defined by R2 is the
trivial one with C+1 = C1.
We can now replace our initial diagram
M1,1

finite //M1,1/Z2
3

  //M3

M1,1
∼= // D(C0;P1)
  //M3
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by the two much more refined diagrams below. The first diagram shows
explicit descriptions of the open substacks.
M1,1 → M1,1/Z2 ⊂M1,2/Σ2 ⊃ M1,2/Σ2 →M1,2/Σ2/Z2
2 ⊂ M3
↓ ↓ ↓ ↓ ↓ ↓
M1,1 ∼= D(C1;R1) ⊂M1,2/Σ2 ⊃ M1,2/Σ2
∼= D(C0;P1, P2) ⊂ M3.
The second diagram depicts finite morphisms between closed stacks.
M1,1

fin.// D(C1;R1)

  //M×
1,2/Σ2

fin.// D×(C0;P1, P2)

  //M3

M1,1
∼= // D(C1;R1)
  //M×1,2/Σ2
∼= // D×(C0;P1, P2)
  //M3.
Of course, there are analogous diagrams for D(C0;P2). In particular, one
has isomorphisms
D(C0;P1) ∼= D(C1;R1) / Z2
2,
D×(C0;P2) ∼= D
×(C1;R2) / Z2
2,
D×(C0;P1, P2) ∼= M
×
1,2/Σ2
/ Z2
2.
In other words, the description of the boundary component D(C0;P1, P2) in
M3 can be reduced to the description of M1,2 using a 4-to-1 covering.
8.23 This example may serve as an illustration of the way in which com-
ponents of the boundary strata of the moduli stack FMg might be analyzed
by an inductive reduction to moduli stacks of pointed curves of some smaller
genus g′ ≤ g.
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8.3 A remark on intersection products
The underlying theme of this paper was to describe in what a non-intuitive
way a substack D of the moduli stackMg behaves, when D is an irreducible
component of some boundary stratum M
(3g−3−d)
g . In fact, if M
+ denotes
the corresponding subscheme of the moduli space of m/Γ(C−0 ;Q)-pointed
prestable curves of genus g+, isomorphic to D, then generically the corre-
sponding moduli stack M+ differs from the stack D by a finite covering of
degree equal to the order of the group Aut(C−0 ). Recall that the induced
action of Aut(C−0 ) on the moduli scheme M
+ is trivial.
We want to give a first indication, why this unexpected “deviation” from
the geometric situation is indeed not a weakness, but a strenght of the
stack description. In fact, automorphisms of curves represented by points
of Mg profoundly influence the intersection theory of the moduli space. In
the scheme description the information on the automorphism is lost, and
can only be recovered with some effort. This can be done for example by
applying the theory of Q-varieties, as in Faber’s paper [Fa1]. Dealing with
stacks however, this information is readily availiable. We refer to the papers
[Vi1],[EG2] and [Kr] for three excellent accounts on this subject.
Our description of substacks contained in the boundary of Mg is not de-
signed to be applied in intersection theory. In fact, it is a very rigid con-
struction, as it depends heavily on features of stable curves, which are only
availiable in the individual components of the boundary stratification of
Mg. Still, in cases where the boundary components behave in a nice way,
something can be said. Let us illustrate this in one small example.
Example 8.24 Consider the moduli space M3 of stable curves of genus
g = 3, which is of dimension 6. In this case we can rely on a very good
description of the bondary stratification, which is provided by Faber’s work
[Fa1]. Let f : C3 → Spec (k) be the stable curve of genus g = 3, with
6 nodes as in the list of remark 8.1, with an enumeration P1, . . . , P6 of its
nodes as indicated there. Consider the 3-dimensional irreducible components
D(C3;P2, P4, P6) and D(C3;P1, P3, P5) contained in the boundary stratum
M
(3)
3 . A general fibre of D(C3;P2, P4, P6) is given schematically by the
picture below.
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0
Recall that P2, P4 and P6 denote the nodes, which are not preserved. The
number in the picture denotes the geometric genus of the irreducible com-
ponent next to it. Similarly, D(C3;P1, P3, P5) can be drawn as follows.
0 0 0
1
In Faber’s list [Fa1, p.343, table 6], these components are denoted by (a)
and (i), respectively. There are obvious inclusions
D(C3;P1, P3, P5) ⊃ D(C3;P1, P3) ⊃ D(C3;P1) ⊃ D(C3; ∅).
One sees easily that there are no other boundary components contained in
D(C3;P1, P3, P5). Thus, set theoretically we have for the intersection
D(C3;P1, P3, P5) ∩D(C3;P2, P4, P6) = D(C3; ∅) = {[C3]}.
The two 3-dimensional subschemes meet in fact transversally in the point
[C3]. From [Fa1, p. 412, table 4] one can read off a presentation of the Q-
classes (a)Q and (i)Q associated to D(C3;P2, P4, P6) and D(C3;P1, P3, P5)
in terms of generating elements of the Chow ring of Mg. From the mul-
tiplication table [Fa1, p. 418, table 10] one computes for the intersection
product
(a)Q · (i)Q =
1
48
.
There are isomorphisms between the Chow groups of the stack Mg and the
Chow groups of its moduli space Mg, see [Vi1, prop. 6.1]. The Q-classes of
subschemes of Mg correspond to the classes of the respective substacks of
Mg. In our case, the substacks D(C3;P1, P3, P5) and D(C3;P2, P4, P6) are
both smooth and meet transversally in the substack D(C3; ∅). Therefore,
for the classes in the respective Chow groups holds
[D(C3;P1, P3, P5)].[D(C3;P2, P4, P6)] = [D(C3; ∅)].
By lemma 8.21 we have an isomorphism
D(C3; ∅) ∼= [Spec (k)/Aut(C3)],
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and the canonical morphism D(C3; ∅) → {[C3]} is of degree
1
#Aut(C3)
. Note
that Aut(C3) ∼= Σ3 × Z2
3. Thus, the Q-class [C3]Q in A
6(M 3) ∼= Q cor-
responding to the class of D(C3; ∅) is just
1
48 , which is in accordance with
Faber’s result.
8.25 It should not be concealed that this example has been chosen with
care, and that it is not representative for the behaviour of bondary strata. In
general it will not be the case that individual components meet transversally
in the expected dimension, or that they are smooth in a neighbourhood of
their intersection locus. Our construction may be helpful in certain cases.
For a complete analysis of intersection products onMg it seems not suitable,
but, as we said before, it is not designed to be.
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Appendix A
Proof of lemma 3.42
We will prove the lemma by induction on the number ν = ν(C) of such nodes
of C which are intersections of two smooth rational irreducible components.
Incidentially, this is the number of subcurves of C, which are represented by
points of M0,4.
Throughout, let “+” denote glueing of two k-pointed curves along their
marked points according to the labels of the marked points. To simplify the
notation, we will denote the group Γ(C−i ;P
(i)
1 , . . . , P
(i)
µ+k−4, {Q
(i)
1 , . . . , Q
(i)
k })
by Γ(C−i ), for i = 1, 2.
Let ν = 1. Then necessarily C+1 = C
+
2 as sets. Since C
+
1 +C
−
1 = C = C
+
2 +
C−2 , the the order of the marked points can differ at most by a permutation
induced by an automorphism of the closure of the complement, which is
C−1 = C
−
2 , considered as a set. So in this case the claim is clear.
Assume now ν > 1, and assume that the claim has been proved for all
numbers less than ν. Note that we may also assume that C+1 and C
+
2 are
different as sets, since otherwise we could argue as we did above for the case
ν = 1 to show the claim.
(i) We consider first the case where C+1 and C
+
2 have no common irreducible
component. Since the intersection C+1 ∩C
+
2 is at most finite, we must have
C+1 ⊂ C
−
2 .
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Define
C˜−2 := C
−
2 − C
+
1 .
Here “−” denotes taking the closure if the complement, considered as an
appropriately pointed curve. Thus
C = C−1 + C
+
1 = C˜
−
2 + C
+
1 + C
+
2 .
From this we obtain
C−1 = C˜
−
2 + C
+
2 .
Using the isomorphism φ : C−2 → C
−
1 we get also C
−
1 = φ(C˜
−
2 ) + φ(C
+
1 ),
and therefore the equality
φ(C˜−2 ) + φ(C
+
1 ) = C˜
−
2 + C
+
2 .
We now put
C˜ := C−1 .
Note that ν(C˜) < ν(C). Clearly, there is an isomorphism φ˜ from φ(C˜−2 ) to
C˜−2 , considered as pointed curves, which is just given by the inverse of the
restriction of φ. Both φ(C+1 ) and C
+
2 are represented by points in M0,4.
From the induction hypothesis it now follows that φ(C+1 ) is isomorphic to
C+2 , considered as 4-pointed curve, up to a permutation of the labels of the
marked points given by an element σ˜ ∈ Γ(C˜−2 ).
Recall that by definition σ˜ is induced by some automorphism ̺ of C˜−2 ,
which fixes all the marked points of C˜−2 , except possibly those which form
the intersection C˜+2 ∩C
+
2 .
If C+1 ∩ C
+
2 = ∅, then in particular all points of the intersection C˜
+
2 ∩ C
+
1
are fixed under ̺. Indeed, if P ∈ C˜+2 ∩ C
+
1 , then P 6∈ C
+
2 , and hence
P 6∈ C˜+2 ∩ C
+
2 . Thus ̺ can be extended trivially onto C˜
+
2 + C
+
1 = C
−
2 .
Therefore ̺ can be considered an an automorphism of C−2 , and thus σ˜ can
be considered as an element of Γ(C−2 ). Hence φ(C
+
1 ) is isomorphic to C
+
2 ,
considered as 4-pointed curve, up to a permutation of the labels of the
marked points given by an element σ˜ ∈ Γ(C−2 ). Clearly φ(C
+
1 ) and C
+
1 are
isomorphic as 4-pointed curves, so finally we find that C+1 is isomorphic to
C+2 , considered as 4-pointed curve, up to a permutation in Γ(C
−
2 ).
If the intersection C+1 ∩C
+
2 is not empty, then in order to be able to extend
̺ to an automorphism of C−2 , we need to verify that all points P ∈ C˜
+
2 ∩C
+
1
167
are fixed under ̺. This follows because C˜+2 ∩ C
+
1 ∩ C
+
2 is empty. Indeed,
by assumption such a point P is a marked point of C˜2
−
+ C+2 , and so in
particular not a point of C˜−2 ∩ C
+
2 . So as before we can conclude that C
+
1
is isomorphic to C+2 , considered as 4-pointed curve, up to a permutation in
Γ(C−2 ).
(ii) We still have to consider the second case, where C+1 and C
+
2 have exactly
one common component. Suppose that
C+1 = C
+
1,a + C
+
1,b and C
+
2 = C
+
2,a + C
+
2,b,
where C+1,a, C
+
1,b, C
+
2,a, C
+
2,b, are 3-pointed smooth rational curves, and “+”
denotes glueing in one marked point. Suppose that
C+1,a = C
+
2,a
as sets. Since C = C+1 + C
−
1 = C
+
2 + C
−
2 , and C
+
1,b 6= C
+
2,b, we must have
C+1,b ⊂ C
−
2 and C
+
2,b ⊂ C
−
1 .
Note that in this case for the number k of glueing points of C+1 and C
−
1 holds
1 ≤ k ≤ 4. The case k = 0 cannot occur: there is always one glueing point
of C+1,a, which by assumption is equal to C
+
2,a, with C
+
2,b, which is contained
in C−1 . This point is thus a point in C
+
1 ∩ C
−
1 .
If k = 1, then any isomorphism φ : C−2 → C
−
1 extends to an isomorphism
from C−2 +C
+
2 to C
−
1 +C
+
1 . In particular there is an isomorphism between
C+1 and C
+
2 as claimed.
The same holds true if k = 2. Indeed, there are only two configurations pos-
sible, in which the two glueing points can be distributed on C+1 = C
+
1,a+C
+
1,b.
Either there is exactly one glueing point on each irreducible component, or
both glueing points lie on C+1,a. Recall that there is always at least one glue-
ing point on C+1,a, which is the point given by the intersection of C
+
1,a = C
+
2,a
with C+2,b. Since by assuption C
+
1,a = C
+
2,a as subsets of C, the configuration
on C+2 must be the same as on C
+
1 . Thus C
+
1 and C
+
2 are isomorphic as
2-pointed curves. Note that in this case, too, the isomorphism φ : C−2 → C
−
1
extends to an automorphism of C.
168 APPENDIX A. PROOF OF LEMMA 3.42
We are finally left with the cases k = 3, 4.
We may assume that C˜−2 6= ∅. Indeed, if k = 4, then there is always the one
point of C+1,a lying on C˜
−
2 , which is the unique node of C
+
1,a which is neither
contained in C+1,b nor in C
+
2,b. If k = 3, and C˜
−
2 = ∅, then C
−
2 = C
+
1,b. Hence
C−2 is a line with three marked points A1, A2, A3 on it. Any permutation
of these three points is induced by an automorphism of the line. In other
words, we have Γ(C−2 ) = Σ3. So in particular C
+
1 is isomorphic to C
+
2 as a
4-pointed curve up to a permutation in Γ(C−2 ).
Note that the same arguments work if we assume that C˜−2 is nonempty, but
has empty intersection with both C+1 and C
+
2 .
To deal with the remaining cases we need the following claim, which will be
proven by a lenghty case-by-case analysis in A.3 below.
Claim. For the isomorphism φ : C−2 → C
−
1 holds at least one of the follow-
ing statements.
(i) The isomorphism φ : C−2 → C
−
1 extends to an automorphism of C.
(ii) The intersection φ(C+1,b) ∩ C
+
1,a consists of exactly one point.
(iii) The intersection φ−1(C+2,b) ∩ C
+
1,a consists of exactly one point.
(iv) There exists a connected component C−A of C
−
2 , which is glued to C
+
2
in exactly one point P , such that P is a fixed point of φ.
(v) The group Γ(C−2 ) ⊂ Σk contains a subgroup isomorphic to the permu-
tation group Σ3.
Let us assume that we know the statement of the claim to be true. Clearly,
if the isomorphism φ : C−2 → C
−
1 extends to an automorphism of C then in
particular C+1 and C
+
2 are isomorphic, and the lemma holds in this case. We
don’t even have to resort to induction. Also, if Σ3 ⊂ Γ(C
−
2 ), then clearly C
+
1
is isomorphic to C+2 as a 4-pointed curve, up to a permutation in Γ(C
−
2 ).
We will finish the proof of the remaining cases by induction on the number
of connected components of C−2 . Note that for our purposes connected
components of C, which intersect neither C+1 nor C
+
2 , can safely be ignored.
(α) If there is only one irreducible component of C−2 , then statement (iv)
of the claim cannot apply. Without loss of generality we may assume that
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φ(C+1,b) ∩ C
+
1,a 6= ∅. Otherwise replace φ by φ
−1, and interchange all indices
1 and 2. Remember that C+1,a = C
+
2,a as sets.
Recall that C+1,b ⊂ C
−
2 . We define
C˜2
−
:= C−2 − C
+
1,b.
From this we obtain for the curve C − C+1,b two decompositions
C−1 + C
+
1,a = C˜2
−
+ C+2,a + C
+
2,b.
We denote this curve by C˜ := C−1 + C
+
1,a. Note that ν(C˜) < ν(C), since
the node, where C+1,a and C
+
1,b intersect, is removed. It also holds ν(C˜) ≥ 1,
since C˜ contains C+2 . Using the isomorphism φ : C
−
2 → C
−
1 we obtain
C−1 = φ(C˜
−
2 ) + φ(C
+
1,b),
and hence
φ(C˜−2 ) + φ(C
+
1,b) + C
+
1,a = C˜
−
2 + C
+
2,a + C
+
2,b.
By definition C+2,a+C
+
2,b = C
+
2 . We also assumed that φ(C
+
1,b) meets C
+
1,a in
exacly one point, so C˜+1 := φ(C
+
1,b) +C
+
1,a is represented by a point in M0,4.
Note that the curve C˜+1 is isomorphic to C
+
1 = C
+
1,b + C
+
1,a as a 4-pointed
curve. Indeed, to know the isomorphism class of a stable singular rational
4-pointed curve it is enough to know the labels of the marked points on one
of the two irreducible comonents. Thus the last equation above becomes
φ(C˜−2 ) + C˜
+
1 = C˜
−
2 + C
+
2 .
By induction we may conclude that C˜+1 is isomorphic to C
+
2 , up to a permu-
tation induced by an automorphism ˜̺ on C˜−2 , which fixes the marked points
of C˜−2 , except possibly those in the intersection C˜
−
2 ∩C
+
2 .
Note that C˜−2 differs from C
−
2 by the line C
+
1,b glued to C˜
−
2 in at most two
marked points. These points are in particular no points of the intersection
C˜−2 ∩C
+
2 , and are thus fixed under ˜̺. Therefore the morphism ˜̺ extends to
an automorphism of C−2 . So finally we obtain that C˜
+
1 , and hence C
+
1 , is
isomorphic to C+2 as a 4-pointed curve, up to a permutation in Γ(C
−
2 ).
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(β) Suppose now that there is more than one connected component of C−2 .
If one of the statements (ii) or (iii) applies, then we are done for the same
reasons as above. Otherwise consider the curve
C := C − C−A .
Clearly the image of the subcurve C−A under the isomorphism φ : C
−
2 → C
−
1
is a connected component of C−1 . Since there is a point P ∈ C
−
A with
φ(P ) = P , we must have φ(C−A ) = C
−
A . Put
C
−
1 := C
−
1 − C
−
A and C
−
2 := C
−
2 − C
−
A .
Note that the decomposition
C = C
−
1 + C
+
1 = C
−
2 + C
+
2
satisfies all assumptions of the lemma, and the number of irreducible com-
ponents of C is one less than the number of irreducible components of C.
Hence induction applies, and we can conclude that C+1 is isomorphic to C
+
2
as a 4-pointed curve, up to a permutation in Γ(C
−
2 ). By construction of
C
−
2 , any automorphism on it can be trivially extended to an automorphism
of C−2 . Therefore C
+
1 is isomorphic to C
+
2 as a 4-pointed curve, up to a
permutation in Γ(C−2 ), as stated in the lemma. 
The proof of the lemma is completed only up to the claim stated above.
Before we can verify this claim we need some preparations.
Definition A.1 Let f : C → Spec (k) be an m′-pointed prestable curve of
some genus g′. Let P1, P2 ∈ C. We define the distance between P1 and P2
as the minimal number of irreducible components of a connected subcurve
of C which contains both P1 and P2. This number shall be denoted by
dC(P1, P2). If P1 and P2 lie on different connected components of C we put
dC(P1, P2) :=∞.
Remark A.2 One should think of dC(P1, P2) as the minimal length of a
path connecting the points P1 and P2. Note that dC(P1, P2) = 1 if and
only if P1 and P2 lie on the same irreducible component of C
′. In particular
dC(P1, P1) = 1.
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If C ⊂ C ′, then dC′(P1, P2) ≤ dC(P1, P2). Intuitively, there may be a
shortcut in C ′, which is not availiable in C. More generally, if φ : C → C ′
is any morphism, then
dC′(φ(P1), φ(P2)) ≤ dC(P1, P2).
If φ : C → C ′ is an an isomorphism, then dC′(φ(P1), φ(P2)) = dC(P1, P2).
Suppose that C ⊂ C ′, and that the intersection of C with the closure of the
complement of C in C ′ consists of at most one point. Then dC′(P1, P2) =
dC(P1, P2).
A.3 Proof of the claim on page 168. Recall that we are considering de-
compositions of the curve C into subcurves C = C−i + C
+
i , for i = 1, 2.
The number of glueing points of C−i and C
+
i is given by k. The curves C
+
i
decompose into lines C+i,a +C
+
i,b, where C
+
1,a = C
+
2,a as sets, and C
+
1,b 6= C
+
2,b.
By definition, C−2 = C˜
−
2 + C
+
1,b.
(i) Consider the case k = 3 first. The following pictures show schematically
all possible configurations for the curve C. The closed curve always repre-
sents the pointed curve C˜−2 . Marked points, which are not glueing points of
C˜−2 with either C
+
1,b or C
+
2 are omitted from the pictures.
C˜
−
2
B1
C
+
2,b
B3
C
+
1,a
R2A3
C
+
1,b
a)
A2
R1
A1 = B2
C˜
−
2
C
+
1,b
C+
2,b
C
+
1,a
B1
B2
A2
A3
A1
B3
R
b)
Denote the glueing points of C−2 with C
+
2 by A1, A2, A3, and the glueing
points of C−1 with C
+
1 by B1, B2, B3.
In case a) there is one additional distinguished point R1 on C
+
1,b, which is
not a glueing point, and also one point R2 on C
+
2,b. It may happen that
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B1 = A3. In case b) there is one additional distinguished point R on C
+
1,a.
Here the intersection {A2, A3} ∩ {B1, B2} may be nonempty.
In case a) we obtain schematically the following picture of the two decom-
positions of C.
B1
A1 = B2
A3 R2 B3
C
−
1 :
C
+
2,b
C˜
−
2
C
+
1,b
C
+
1,a
B1
R1
B2
B3
C
+
1 :
and
A3
C
+
1,b
B1
A1 = B2
A2R1
C
−
2 :
C˜
−
2 A3
R2
C
+
2,b
A1
A2
C
+
1,a
C
+
2 :
Note that A1 = B2. A priory there are six permutations γ ∈ Σ3, which
could be induced by morphisms φ : C−2 → C
−
1 such that φ(Ai) = Bγ(i) for
i = 1, 2, 3.
If φ(A2) = B2 or if φ(A2) = B3, then φ(A2) is an element of φ(C
+
1,b) ∩ C
+
1,a.
There can be no other point in the intersection. Thus the claim holds in this
case. So assume now that φ(A2) = B1. If φ(A1) = B3 then φ
−1(B3) = A1
is the unique point in the intersection φ−1(C+2,b)∩C
+
1,a, and again the claim
is true.
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It remains to consider isomorphisms φ : C−2 → C
−
1 with φ(A2) = B1,
φ(A1) = B2, and φ(A3) = B3.
In the special case, where A3 = B1, the schematic picture of C is as follows.
C˜
−
2
A1 = B2
C
+
1,b
C+
2,b
R2
R1
A3 = B1
B3
A2
C
+
1,a
C :
Hence the isomorphism φ can be visualized by the next picture.
C˜
−
2
A1 = B2
A2
C
+
1,b
R1 A3 = B1 φ
C
+
2,b
B3 R2 A3 = B1
A1 = B2
C˜
−
2
C
−
2 : C
−
1 :
One sees that the isomorphism φ can be extended first to an isomorphism
from C−2 + C
+
1,a to C
−
1 + C
+
1,a, and then to an isomorphism φ : C
−
2 + C
+
2 →
C−1 + C
+
1 , i.e. to an automorphism of C.
We claim that in the cases where A3 6= B1 no isomorphism φ : C
−
2 → C
−
1
with φ(A2) = B1, φ(A1) = B2, and φ(A3) = B3 exists. Note that here A1
is a fixed point of φ. Consider the connected component C−A1 of C
−
2 which
contains A1. Suppose that C
−
A1
contains also the point A2. Then we can
compute the distance of the points A1 and A2 on C
−
2 in two different way.
First consider
dC−2
(A1, A2) = dC−1
(φ(A1), φ(A2))
= dC−1
(B2, B1)
= dC−1
(A1, B1).
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However, looking at the geometry of the curve C−2 , one reads off the equality
dC−2
(A1, A2) = dC−2
(A1, B1) + 1,
a contradiction. Note that because of the special structure of the curves the
distances of A1 and B1 are the same on C
−
1 and on C
−
2 , compare remark
A.2.
Now suppose that A3 is contained in C
−
A1
. Then one computes
dC−2
(A1, A3) = dC−1
(φ(A1), φ(A3))
= dC−1
(A1, B3)
= dC−1
(A1, A3) + 1
= dC−2
(A1, A3) + 1,
which is a contradiction. The last two equalities follow from the special
geometry of the curves C−1 and C
−
2 .
If neither A2 nor A3 lie on C
−
A1
, then the subcurve C−A1 satisfies part (iv) of
the claim. This settles the case a).
In case b) the schematic picture of the decompositions of C is
C˜−2 C
+
2,b
B1
B2
A2
A3
B3
C
−
1 :
C
+
1,b
C
+
1,a
B1
B3
C
+
1 :
B2
R
and
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C˜
−
2
C
+
1,b
B1
B2
A2
A3
A1
C
−
2 : C
+
2 :
A1
R
A2
A3
C
+
1,a
C
+
2,b
Again there are a priory six cases to consider. If φ(A1) = B3, then neces-
sarily φ(C+1,b) = C
+
2,b. The isomorphism φ : C
−
2 → C
−
1 can then be extended
to an automorphism of C.
Let us now look at the cases where φ(A1) = B1 or φ(A1) = B2.
Consider first the special case where {A2, A3}∩{B1, B2} 6= ∅. If the two sets
are equal, then C˜−2 is disjoint from C
+
1 ∪C
+
2 , and we already dealt with this
case. Recall that we found in this exceptional situation that Γ(C−2 ) = Σ3.
So let us now assume that the intersection of the two sets consists of exactly
one point. Suppose without loss of generality that this point is A2 = B2,
the second case being analogous. Look at the following schematic picture of
the curve C.
C˜
−
2
B1
A1
A3
A2 = B2
R
B3
C
+
1,b
C
+
2,b
C
+
1,a
C :
Assume first that for the isomorphism φ : C−2 → C
−
1 holds φ(A1) = B1 and
φ(A2) = B2. Then one computes
1 = dC−2
(A1, A2) = dC−1
(B1, B2) ≥ 2,
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which is of course a contradiction. We obtain the same contradiction under
the assumption φ(A1) = B1 and φ(A2) = B3, and for φ(A1) = B2 and
φ(A2) = B1.
The remaining case is φ(A1) = B2 and φ(A2) = B3, so that φ(A3) = B1. In
this case the isomorphism φ : C−2 → C
−
1 is extendable to an isomorphism
from C−2 +C
+
2,b to C
−
1 +C
+
1,b, and then further to an isomorphism φ : C
−
2 +
C+2,b+C
+
1,a → C
−
1 +C
+
1,b+C
+
1,a, i.e. to an automorphism of C. Note that we
have in particular φ(C+1,a) = C
+
1,a, and also that we can construct φ in such
a way that φ(R) = R holds.
For further use we will keep in mind that in the situation where {A2, A3} ∩
{B1, B2} consists of exactly one point, an isomorphism φ : C
−
2 → C
−
1 exists
only under the very special circumstances described above.
We still need to deal with the case where for the isomorphism φ : C−2 → C
−
1
holds φ(A1) ∈ {B1, B2}, while {A2, A3}∩{B1, B2} = ∅. We assume without
loss of generality that φ(A1) = B1 and φ(A2) = B2 , the other cases being
analogous. For this situation we need some preparations.
First, note that if such an isomorphism φ exists, then there exist an integer
ℓ such that φℓ+1(A1) = B3. Indeed, assume otherwise. For all i ∈ N, for
which the point φi(A1) exists, it is a marked point or a node of C
−
1 . If
φi(A1) 6= B3, we must have φ
i(A1) ∈ C˜
−
2 for all i ∈ N. Hence there is an
infinite sequence {φi(A1)}i∈N of nodes and marked points in C. If j ≤ i,
then φi(A1) = φ
j(A1) implies φ
i−j(A1) = A1 by the injectivity of φ. As the
target set of φ is C−1 , and A1 is not an element of C
−
1 , we must have i = j.
But then all of the infinitely many elements of the sequence {φi(A1)}i∈N are
different, which is absurd.
Note that for this number ℓ also holds φℓ(C+1,b) = C
+
2,b, as well as φ
ℓ(A1) =
A3, φ
ℓ(B1) = B3 and φ
ℓ(B2) = A2.
We claim that ℓ > 1. Indeed, if we had ℓ = 1, then in particular φ(B1) = B3.
However, by assumption {A2, A3} ∩ {B1, B2} = ∅, so B1 is a node of C
−
2 .
Since φ is an isomorphism, φ(B1) must be a node of C
−
1 , whereas B3 is a
marked point.
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The subcurve C+1,b of C
−
2 can be thought of as a “handle” attached to the
curve C˜−2 . It is a line, glued to C˜
−
2 in exacly two nodes B1 and B2, with
one additional marked point A1 “on top”. Since ℓ > 1, we have φ(C
+
1,b) ⊂
C−1 − C
+
2,b. We now define
C
(1)
1,b := φ(C
+
1,b) and C˜
(1)
2 := C˜
−
2 − C
(1)
1,b .
The isomorphism φ : C−2 = C˜
−
2 + C
+
1,b → C˜
−
2 + C
+
2,b = C
−
1 clearly restricts
to an isomorphism
φ(1) : C˜
(1)
2 + C
(1)
1,b → C˜
(1)
2 + C
+
2,b.
Note that φ(B1) 6= B1, since B1 = φ(A1), and φ is injective. We have also
φ(B1) 6= B2. Otherwise C
−
2 would schematically look like follows.
C
+
2,b
A2
A3
A1
B2 = φ(B1)
C
+
1,b
φ(C+1,b)
φ(B2)
B1 = φ(A1)
C˜
(1)
2
C
−
2 :
From B2 = φ(B1) = φ
2(A1) follows φ(B2) = φ
2(B1). Thus φ
2(C+1,b) =
φ(C+1,b), and hence φ
2(B2) = B1. This implies φ
2(B2) = φ(A1) , and by the
injectivity of φ the equality φ(B2) = A1 6∈ C˜
−
2 , a contradiction.
If the intersection of {φ(B1), φ(B2)} and {A2, A3} contains exactly one point,
then we also have a contradiction. Indeed, we saw above that such an isomor-
phism φ(1) can only exist under very special conditions, which are not satis-
fied here. To see this, let T denote the intersection point of {φ(B1), φ(B2)}
and {A2, A3}. From our earlier discussion it follows that a necessary condi-
tion for the existence of φ(1) is the equality φ(1)(T ) = B3. So we must have
T = A3 = φ(B1). A schematic picture of C is thus as follows.
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C :
φ(B1)
A2
B2
C
+
1,b
C
(1)
1,b
B1
A3
B3
R
A1
C
+
2,b
C˜
(1)
2
C
+
1,a
The three marked points of C˜+2 = C˜
(1)
2 + C
(1)
1,b are B1, A3 and A2, as in the
picture below.
C˜
(1)
2 A2
φ(B2)
A3 = φ(B1)
B1 = φ(A1)
C
(1)
1,b = φ(C
+
1,b)
C˜
(1)
2 :
Our earlier discussion also implies that on the marked points the isomor-
phism φ(1) must satisfy φ(1)(A2) = φ(B2) and φ
(1)(B1) = A3. But the first of
the two equations contradicts the injectivity of φ and our initial assumption
{A2, A3} ∩ {B1, B2} = ∅.
If the two sets are equal, then necessarily φ(B1) = A3 and φ(B2) = A2.
This implies that φ(1)(C
(1)
1,b ) = C
+
2,b. In particular, in this case ℓ = 2 holds.
Schematically we have the following picture of C˜−2 . There may be other
connected components of C˜−2 , disjoint from C
+
1 ∪ C
+
2 . However, they have
no effect on the claim, so we may ignore them.
C˜
−
2 :
C
+
2,b
φ(C+1,b)
A3 = φ(B1)
B1 = φ(A1)
A2 = φ(B2)
B3
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Note that this situation cannot occur. Indeed, there is no way in which this
curve can be derived from a stable curve be removing a handle, which by
assumption is not attched in the point B3. The only point availiable for
glueing is B1 = φ(A1), which is not enough.
If the intersection of the two sets {φ(B1), φ(B2)} and {A2, A3} is empty, then
φ(C+1,b) is again a handle glued to C˜
(1)
2 . Note that the restricted morphism
φ(1) maps the point on top of the handle to one of its glueing points. We
obtain the following picture.
C
+
1,b
A1
B1 = φ(A1)
φ(B1)
φ(B2)
A2
A3
B2
φ(C+1,b)
C−2 :
C˜
(1)
2
Note that (φ(1))ℓ−1(C
(1)
1,b ) = C
+
2,b. We now proceed inductively with respect
to the number ℓ, by removing further handles, until we obtain a contradic-
tion.
Summing things up, we conclude that no isomorphism φ : C−2 → C
−
1 exists
with φ(A1) = B1, except in the special cases where {A2, A3} = {B1, B2}.
In the latter cases we found Γ(C−2 ) = Σ3. The analogous result holds for
isomorphisms with φ(A1) = B2. This settles case b).
(ii) We finally need to consider the case k = 4. The schematic picture in
this case is as follows.
C :
B1
B2
A2 = B3
A3
A4
A1
B4
C
+
1,b
C
+
2,b
C+1,a
C˜
−
2
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We denote the glueing points of C−2 with C
+
2 by A1, A2, A3, A4, and the
glueing points of C−1 with C
+
1 by B1, B2, B3, B4. Note that A2 = B3. The
sets {A2, A3} and {B1, B2} may have nonempty intersection. The two de-
compositions of C are represented by the next pictures.
B1
C˜
−
2
B2
A2 = B3
A3
A4
C
+
2,b
B4
C
−
1 :
C
+
1,b
C
+
1,a
B1
C
+
1 :
B2
B3
B4
and
B1
B2
A2 = B3
A3
A4
C+
1,b
C˜
−
2
A1
C
−
2 : C
+
2 :
A1
A2
A3
A4
C
+
1,a
C
+
2,b
In this situation there are 24 possible permutations. If φ(A1) equals either
B3 or B4, then φ(C
+
1,b) ∩ C
+
1,a 6= ∅. Since there can be no other points of
intersection we are done. Similarly, φ−1(C+2,b) ∩ C
+
1,a 6= ∅ holds if φ
−1(B4)
equals either A1 or A2, or equivalently, if either φ(A1) equals B4 or φ(A2)
equals B4.
So are left with those 8 permutations, where φ(A1) ∈ {B1, B2} and φ(A2) 6=
B4.
Let us begin with the case where φ({A1, A2}) ⊂ {B1, B2}. We can extend
the isomorphism φ : C−2 → C
−
1 to an isomorphism φ
′ : C−2 +C
+
1,a → C
−
1 +C
+
1,b
in such a way that φ′(B4) = A1. This is illustrated in the following picture.
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B1
B2
A2 = B3
A3
A4
A1
B4
C
+
1,b
C
+
1,a
C˜
−
2
C
−
2 + C
+
1,a :
φ
C
−
1 + C
+
1,b :
B2
A3
A1
C
+
1,b
C
+
2,b
C˜
−
2
B1
A2
A4 B4
By assuption on φ we also have φ({A3, A4}) ⊂ {B3, B4}. Thus we can
extend the isomorphism φ′ to an isomorphism φ′′ from C−2 + C
+
1,a + C
+
2,b to
C−1 + C
+
1,b + C
+
1,a, with φ
′′(C+2,b) = C
+
1,a. In other words, φ extends to an
automorphism of C, as claimed.
It finally remains to consider the cases where φ(A1) ∈ {B1, B2} and φ(A2) =
B3. Note that since A2 = B3, the point A2 is a fixed point of φ. Assume
without loss of generality φ(A1) = B1, the second case being completely
analogous. We apply some sort of surgery to the curve C. Let nˆ : Cˆ → C
denote the local normalization of C at the point A2. In other words, nˆ is
an isomorphism except over the point A2, where nˆ
−1(A2) = {A2,a, A2,b}.
Denote the preimage of C+1 by Cˆ
+
1 , the preimage of C
+
2 by Cˆ
+
2 , and so on.
There is a decomposition of Cˆ by
Cˆ−1 + Cˆ
+
1 = Cˆ
−
2 + Cˆ
+
2 ,
satisfying the assumptions of the lemma, but where the number of glueing
points is kˆ = 3. The schematic picture is as follows.
B2
A3
A1
A4 B4ˆ˜
C−2
B1
A2,b
Cˆ
+
1,b
Cˆ
+
2,b Cˆ
+
1,a
A2,a
Cˆ :
We have studied this situation already in part b) of our proof for the case
k = 3 above. There is an isomorphism φˆ : Cˆ−2 → Cˆ1
−
with φˆ(A1) = B1
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if and only if there is an isomorphism φ : C−2 → C1
−. We saw above that
there are only two cases in which such an isomorphism φˆ can exist. In
the first case ˆ˜C−2 has empty intersection with Cˆ
+
1 ∪ Cˆ
+
2 . In this situation
Cˆ−2 = C˜
−
2
·
∪ C+1,b, and this disjoint union is isomorphic to C
−
2 . Therefore
Aut(C−2 ;P
(2)
1 , . . . , P
(2)
µ , {Q
(2)
1 , . . . , Q
(2)
4 }) contains the automorphism group
of a line with three unlabelled distinguished points, so Σ3 ⊂ Γ(C
−
2 ).
In the second case, the isomorphism C−2 → C
−
1 extends to an automorphism
φ of Cˆ, which stabilizes the component Cˆ1,a, with fixed point φ(A2,a) =
A2,a. As an automorphism of pointed curves, the morphism φ permutes
only glueing points, whereas all other marked points of Cˆ are fixed. So in
particular φ(A2,b) = A2,b holds. Therfore φ descends to an automorphism
of C, extending φ.
This finally concludes the proof. 
Appendix B
Stacks and Quotient Stacks
In this appendix we are collecting some basic facts about algebraic stacks,
with special focus on quotient stacks. Most of the material here is well
known and widely used. Our reason to present it again is mainly to fix our
notation, but also the experience that explicit references are sometimes hard
to locate.
This is particularly true for quotient stacks. As this work relies heavily
on their formal properties, it seems necessary to discuss them in detail. A
number of the statements made in the section on quotient stacks has not,
or not in a quoteable way, appeared in the literature before.
Many of the definitions and results below can be formulated in wider gener-
ality. However, to faciliate access, we will concentrate on those features of
the theory, which seem most relevant to our studies of moduli problems.
A highly recommendable introduction to stacks can be found in the appendix
to a paper of Vistoli [Vi1]. Further sources, from which I borrowed freely,
apart from the book of Laumon and Moret-Bailly [LM], are the papers
[DM],[Ed], [Gi], the book [Ha], and many others as listed in the bibliography.
Only recently another paper by Vistoli [Vi3] has become availiable.
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B.1 Abstract Preliminaries
Throughout let C be a category in which fibre products exist.
B.1 By definition, a 2-category is a category C, where in addition for all
pairs of objects X,Y ∈ Ob (C) the set of morphisms MorC(X,Y ) between
them equals the set of objects of a category MX,Y . Morphisms in the cat-
egory MX,Y are called 2-morphisms, and one usally writes η : f ⇒ g for a
2-morphism η from f : X → Y to g : X → Y . Part of the definition is also
the existence of a composition functor
µX,Y,Z : MX,Y ×MY,Z →MX,Z ,
for X,Y,Z ∈ Ob (C), which on objects f ∈ MX,Y and g ∈ MY,Z is just the
usual composition of morphisms
µX,Y,Z(f, g) = g ◦ f.
Furthermore, this composition functor is associative, and compositions with
identity morpisms are trivial.
Remark B.2 The composition functor defines a pairing “∗” of 2-morphisms.
If f, g : X → Y and f ′, g′ : Y → Z are given in C, together with two 2-
morphisms η : f ⇒ g and η′ : f ′ ⇒ g′, then there exist a well-defined
2-morphism
η′ ∗ η := µX,Y,Z(η, η
′) : f ′ ◦ f =⇒ g′ ◦ g,
satisfying certain natural compatibility conditions with respect to the com-
position of morphisms in C. These conditions can be found in the book of
Hakim [Ha], from which our notation is taken.
Example B.3 (i) The prototype of all 2-categories is the category (Cat)2
of categories. For a pair of categories A and B, the category of morphisms
MA,B between them consists of the set of all functors from A to B as the
set of objects, and the set of 2-morphisms between two functors is given by
the set of all natural transformations between them.
(ii) Similarly, the full subcategory of groupoids, together with natural trans-
formations, has the structure of a 2-category (Gp)2. Recall that a groupoid
is a category, where all morphisms are isomorphisms. Therefore, all of the
2-morphisms in (Gp)2 are isomorphisms, too.
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Definition B.4 A category G is called a category fibred in groupoids over
C if there is a functor
p : G→ C
with the following properties.
(i) For all morphisms f : X ′ → X in C and all objects G ∈ Ob (G) with
p(G) = X, there exists an object G′ ∈ Ob (G) together with a morphism
φ ∈ MorG(G
′, G), such that
p(G′) = X ′, and p(φ) = f.
(ii) For all commutative diagrams
X3
f

f ′
!!B
BB
BB
BB
B
X1
X2
f ′′
==||||||||
in C, and all Gi ∈ Ob (G) with p(Gi) = Xi for i = 1, 2, 3, and all φ
′ ∈
MorG(G3, G1), and φ
′′ ∈ MorG(G2, G1) with p(φ
′) = f ′ and p(φ′′) = f ′′,
there exists a unique morphism φ ∈ MorG(G3, G2) such that
φ′′ ◦ φ = φ′ and p(φ) = f.
Remark B.5 Condition (ii) of definition B.4 can be reformulated as fol-
lows. Consider two diagrams
G3
φ′
  A
AA
AA
AA
A

φ
X3
f

f ′
  B
BB
BB
BB
B
G1
p
7−→ X1
G2
φ′′
>>}}}}}}}}
X2
f ′′
>>||||||||
where the projection functor p sends the left diagram to the right commu-
tative diagram. Then there exists a unique morphism φ : G3 → G2, making
the left diagram commuative, and satisfying p(φ) = f .
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Remark B.6 Let p : G→ C be a category fibred in groupoids over C. For
any X ∈ Ob (C) we define the fibre category G(X) by
Ob (G(X)) := {G ∈ Ob (G) : p(G) = X},
and for G,G′ ∈ Ob (C(X))
MorG(X)(G,G
′) := {φ ∈ MorG(G,G
′) : p(φ) = idX}.
Often we write shorter G ∈ G(X) instead of G ∈ Ob (G(X)). The second
axiom of definition B.4 implies that a morphism φ : G′ → G in G is an
isomorphism if p(φ) is an isomorphism in C. Hence the fibre category G(X)
is in fact a groupoid for any X ∈ Ob (C).
Definition B.7 (i) Let p : G → C be a category fibred in groupoids over
C. A normalized lifting consists of the choice of an element G′ ∈ Ob (G)
and a morphism φ ∈ MorG(G
′, G) for any tuple (G,X ′,X, f) as in axiom
(i) of definition B.4. The element G′ is denoted by f∗G ∈ Ob (G(X ′)), and
hence φ : f∗G → G. We require furthermore that for all G ∈ Ob (G) holds
id∗XG = G, with φ = idG.
(ii) Let p : G → C and p′ : G′ → C be categories fibred in groupoids over
C. A morphism of categories fibred in groupoids over C between G and G′ is
a functor
F : G→ G′
such that p′ ◦ F = p. The induced functor between the fibre categories is
denoted by
FX : G(X)→ G
′(X),
if X ∈ Ob (C). Two such categories fibred in groupoids over C are called
isomorphic if there exists an equivalence of categories F : G→ G′ which is a
morphism of fibred categories, such that for all X ∈ Ob (C) the functor FX is
an equivalence of categories. We denote an isomorphism of fibred categories
by “≡”, indicating that this notion is weaker than that of an isomorphism
of the underlying categories.
(iii) The 2-category (Gp/C)2 of categories fibred in groupoids over C is
the subcategory of (Cat)2, which has as 2-morphisms only those natural
transformations, which are compatible with the projection functors to C.
B.8 From now on we will assume for any fibred category that a normalized
lifting has been chosen.
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B.9 By definition, a 2-functor between two 2-categories A and B consists
of a map
P : Ob (A)→ Ob (B),
and for all X,Y ∈ Ob (A) a functor
PX,Y : MorA(X,Y )→ MorB(P(X),P(Y )),
together with natural transformations
ζX,Y,Z : µP(X),P(Y ),P(Z) ◦ (PX,Y ×PY,Z)⇒ PX,Z ◦ µX,Y,Z
for all X,Y,Z ∈ Ob (A). The natural transformations ζX,Y,Z are required
to be isomorphisms of functors, and to satisfy certain natural compatibility
conditions with respect to the composition of morphisms. For full details on
these conditions see for example [Ha, I.1.5]. Often 2-functors are also called
lax functors or pseudo functors.
The set of all 2-functors from A to B will be denoted by Lax (A,B).
B.10 Any category can be viewed as a 2-category with trivial 2-morphisms,
i.e. identities, and therefore any functor between two categories can be
viewed as a 2-functor between 2-categories.
Let C be a category, and let an object X ∈ Ob (C) be given. The functor of
points
X• : Cop → (Set)
is given by X•(Y ) := MorC(Y,X) on objects Y ∈ C, and by X
•(f) :=
f∗ : MorC(Y
′,X) → MorC(Y,X) on morphisms f ∈ MorC(Y, Y
′). The
notation Cop stands for the opposite category of C, reminding us that the
functor X• is contravariant.
A morphism g : X1 → X2 in C induces a natural transformation of functors
g : X•1 → X
•
2 by composition.
B.11 By definition, a sieve R on X is a subfunctor R : Cop → (Set) of X•.
A Grothendieck topology J on C is defined by specifying for each X ∈ Ob (C)
a set J(X) of sieves on X, with certain natural additional properties. We do
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not want to give the general definition here, but concentrate only on those
two cases that are needed below.
(i) Consider for example the category C = (Aff) of affine schemes. The
Zariski topology JZar on (Aff) is defined as follows. For a given scheme
X ∈ Ob (C), a sieve R is contained in JZar(X) if and only if there exists
a so-called covering family {Xα}α∈A of Zariski open subsets iα : Xα →֒ X
of X, such that
⋃
α∈AXα = X, with the property that for all schemes
Y ∈ Ob (C) holds
R(Y ) =

f : Y → X :
there exists an index α ∈ A,
and a morphism g : Xα → Y,
such that iα = f ◦ g : Xα → X

 .
(ii) The definition of the e´tale topology Jet on (Aff) is slightly more technical.
For a given scheme X ∈ Ob (C) one defines R ∈ Jet(X) if and only if there
exists a family {Xα}α∈A of Zariski open subsets iα : Xα →֒ X of X, such
that
⋃
α∈AXα = X, and for each α ∈ A a family {fα,β : Xα,β → Xα}β∈Bα ,
such that Bα is finite, and for each β ∈ Bα the morphism fα,β is e´tale, and⋃
β∈Bα
fα,β(Xα,β) = Xα, with the property that for all schemes Y ∈ Ob (C)
holds
R(Y ) =

f : Y → X :
there exists an index α ∈ A,
and there exists an index β ∈ Bα,
and a morphism g : Xα,β → Y,
such that iα ◦ fα,β = f ◦ g : Xα,β → X

 .
The family {iα ◦ fα,β : Xα,β → X}α∈A,β∈Bα is called a covering family of X
with respect to the topology Jet.
Details on Grothendieck topologies can for example be found in [Mi], and
of course in [SGA, IV].
B.12 There is a natural composition of 2-functors. Thus they can be
viewed as morphisms in the category of 2-categories (2-Cat). This cate-
gory can be endowed with the structure of a 2-category itself. If P and Q
are two 2-functors between two 2-categories A and B, then a 2-morphism
from P to Q, or a 2-transformation between P and Q, consists of a pair of
families
{ηX}X∈Ob (C) and {uf}f∈MorC(X,Y ), X,Y ∈Ob (C)
,
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such that for all objects X ∈ Ob (C), one has a morphism
ηX : P(X)→ Q(X),
and for all f : X → Y in C, one has a 2-morphism
uf : ηY ◦P(f)⇒ Q(f) ◦ ηX ,
which is invertible. There are a few more compatibility conditions imposed,
which are all natural, but lenghty when written explicitely. Again, they can
be found in [Ha].
With 2-transformations as its morphisms, the set Lax (A,B) of 2-functors
from A to B can be equipped with the structure of a category. The category
of 2-categories (2-Cat) is then a 2-category itself.
B.13 Let p : G → C be a category fibred in groupoids over C. Let a
normalized lifting be chosen on G. One defines a 2-functor
G : Cop → (Gp)2
associated to G as follows. For any X ∈ Ob (C) put
G(X) := G(X),
and for any morphism f : X ′ → X in C define
G(f) : G(X) → G(X ′)
G 7→ f∗G
g : G′ → G 7→ f∗g : f∗G′ → f∗G.
Note that G(f) is indeed a functor. However, G itself is not a functor.
In general, for f ∈ MorC(X
′,X) and f ′ ∈ MorC(X
′′,X ′) the morphisms
G(f ′)◦G(f) and G(f ◦f ′) are not the same, since the choice made for some
(f ◦f ′)∗G needs not agree with the choice of f ′∗(f∗G). But by axiom (ii) of
the definition B.4 of a fibred category, there is a well-defined isomorphism
of functors
ζf,f ′ : G(f
′) ◦G(f)⇒ G(f ◦ f ′).
Indeed, together with these 2-morphisms, G becomes a 2-functor.
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B.14 Just as the category of fibred categories has the structure of a 2-
category (Gp/C)2, the category Lax (C
op, (Gp)2) of 2-functors from C
op to
(Gp)2 can be given the structure of a 2-category. This is done by defin-
ing for a given pair of 2-functors P,Q : Cop → (Gp)2, and for two given
2-transformations ̺ := ({ηX}X , {uf}f ) and ̺
′ := ({η′X}X , {u
′
f}f ) between
them, morphisms from ̺ to ̺′ as families {αX}X∈Ob (C), where αX : ηX ⇒
η′X is a morphism in the category Mor (Gp)2(P(X),Q(X)) for each X ∈
Ob (C). As usual, certain natural compatibility conditions need to be satis-
fied. For details we refer again to [Ha].
Remark B.15 There is a natural correspondence between the 2-categories
(Gp/C)2 and Lax (C
op, (Gp)2)2, which is formally expressed by saying that
there is an equivalence of 2-categories
(Gp/C)2 ≡2 Lax (C
op, (Gp)2)2.
We indicated above how to obtain a 2-functor from a fibred category. It is
straightforward, even though lengthy, to write down a construction going
in the inverse direction. Their composition, considered as a 2-functor, is
equivalent to the identity 2-functor. This means that there is a pair of 2-
transformations ̺ and η between them, going in opposite directions, such
that ̺◦η and η◦̺ are isomorphic to the respective identity 2-transformations,
in the sense of the previous paragraph.
Definition B.16 Let C be a category, and let J be a Grothendieck topology
on it. A 2-functor F : Cop → (Gp)2 is called a 2-sheaf on C, if for all
X ∈ Ob (C), and all sieves R ∈ J(X) the natural functor
Mor Lax (Cop,(Gp)2)(X
•,F) −→ Mor Lax (Cop,(Gp)2)(R,F)
is an equivalence of categories.
B.17 The translation of the notion of a 2-sheaf into the language of fibred
categories, using the equivalence of remark B.15, leads to the notion of
stacks, as we will see in proposition B.30 below.
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Proposition B.18 (Yoneda’s Lemma) Let F : Cop → (Gp)2 be a 2-functor,
and let X ∈ Ob (C). Then there is a canonical equivalence
Mor Lax (Cop,(Gp)2)(X
•,F) ≡ F(X)
of categories.
Proof. This is a direct generalization of Yoneda’s lemma as it is known for
functors into the category of sets. For a proof see for example [Ha, I.2.2]. 
Remark B.19 The 2-category of groupoids over the category C admits a
notion of projective 2-limits, see [Ha]. One can show that a 2-morphism
F : Cop → (Gp)2 is a 2-sheaf if and only if for all X ∈ Ob (C) and all sieves
R ∈ J(X) the canonical functor
F(X) → lim
←−
R
F
is an equivalence of categories.
Definition B.20 Let p : G → C, p′ : G′ → C and p′′ : G′′ → C be fibred
categories over C. Let F′ : G′ → G and F′′ : G′′ → G be morphisms of
fibred categories. Then the fibre product G′ ×G G
′′ of G′ and G′′ over G is
the category defined as follows. Its set of objects is given by
Ob (G′ ×G G
′′) :=
:=
{
(G′, G′′, α) :
G′ ∈ Ob (G′), G′′ ∈ Ob (G′′) s.th. p′(G′) = p′′(G′′),
α ∈MorG(F
′(G′),F′′(G′′)) s.th. p(α) = idp′(G′)
}
.
For any pair of objects (G′1, G
′′
1 , α1) and (G
′
2, G
′′
2 , α2), the set of morphisms
is given by
MorG′×GG
′′((G′1, G
′′
1 , α1), (G
′
2, G
′′
2 , α2)) :=
:=
{
(φ′, φ′′) :
φ′ : G′1 → G
′
2, φ
′′ : G′′1 → G
′′
2 s.th. p
′(φ′) = p′′(φ′′),
and α2 ◦F
′(φ′) = F′′(φ′′) ◦ α1
}
.
There is a natural associative composition law for morphisms, so that the fi-
bre productG′×GG
′′ is a category, and in fact a category fibred in groupoides
over C. In those cases where we want to emphasize the defining morphisms
of the fibre product, we will write G′ ×F′,G,F′′ G
′′ instead of G′ ×G G
′′.
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B.21 (i) Let F, G and H be categories fibred in groupoides over C. Let
F : F → G, G : G → H and H : F → H be morphisms between them. We
say that a diagram
F
H //
F >
>>
>>
>>
H
G
G
??
is commutative, if there exists a 2-morphism η : G ◦ F ⇒ H, which is
necessarily invertible. Using the same notation, a commutative triangle is
by definition a tuple (F,G,H, η), with η : G ◦ F⇒ H, .
(ii) Two fibred categories F and G are isomorphic if and only if there exist
two morphisms of fibred categories F : F → G and G : G → F, such that
both diagrams
F
idF //
F >
>>
>>
>>
F
G
G
??       
and
F
F
>
>>
>>
>>
G
idG
//
G
??       
G
commute. A diagram of fibred categories over C
E
E //
G

F
F

G
H
// H
is called commutative, if there exists a 2-morphism η : F ◦ E ⇒ H ◦ G.
A commutative square is a tuple (E,F,G,H, η), explicitely specifying one
2-morphism η : F ◦E⇒ H ◦G, which makes the diagram commute.
(iii) The above commutative square is called Cartesian, if it satisfies the
following universal property. For any fibred category Z over C, together
with morphisms P : Z→ F and Q : Z→ G, and a 2-morphism ̺ : F ◦P⇒
H ◦ Q, there exists a morphism U : Z → E, together with 2-morphisms
µ : E ◦U⇒ P and ν : G ◦U⇒ Q, such that
(idF ∗ µ) ◦ (η ∗ idU) = ̺ ◦ (idH ∗ ν).
Furthermore, the morphism U must be unique in the following sense. If
U′ : Z→ E is another morphism, together with 2-morphisms µ′ : E◦U′ ⇒ P
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and ν ′ : G ◦U′ ⇒ Q, satisfying the analogous compatibility condition, then
there exists a 2-morphism δ : U ⇒ U′, such that µ = µ′ ◦ (idE ∗ δ) and
ν = ν ′ ◦ (idG ∗ δ).
Proposition B.22 Let p : G → C, p′ : G′ → C and p′′ : G′′ → C be fibred
categories over C. Then the diagram
G′ ×G G
′′ pr1 //
pr2

G′
F′

G′′
F′′
// G
is 2-commutative with 2-morphism η : F′ ◦ pr1 ⇒ F
′′ ◦ pr2, such that for
all objects (G′, G′′, α) ∈ Ob (G′ ×G G
′′) holds η(G′,G′′,α) = α. The diagram
is even Cartesian, satisfying the following stronger universal property. For
any fibred category Z over C, together with morphisms Q′ : Z → G′ and
Q′′ : Z→ G′′, and a 2-morphism ̺ : F′ ◦Q′ ⇒ F′′ ◦Q′′, there exists a unique
morphism U : Z → G′ ×G G
′′, satisfying pr1 ◦U = Q
′ and pr2 ◦U = Q
′′,
and such that ̺ = η ∗ idU.
Proof. It is straightforward to verify that the diagram is 2-commutative.
For an object (G′, G′′α) ∈ Ob (G′ ×G G
′′) one has by definition an isomor-
phism
F′ ◦ pr1(G
′, G′′, α) = F′(G′)
α
−→ F′′(G′′) = F′′ ◦ pr2(G
′, G′′, α).
Let Z be a fibred category, together with morphisms Q′ : Z → G′ and
Q′′ : Z → G′′, and a 2-morphism ̺ : F′ ◦ Q′ ⇒ F′′ ◦ Q′′. For an object
Z ∈ Ob (Z) define
U(Z) := (Q′(Z),Q′′(Z), ̺Z).
Note that ̺Z is by assumption an isomorphism from F
′(Q′(Z)) to F′′(Q′′(Z)).
For a morphism f : Z1 → Z2 in Z define
U(f) := (Q′(f),Q′′(f)),
so that ̺Z1 ◦ F
′(Q′(f)) = F′′(Q′′(f)) ◦ ̺Z1 is automatically satisfied. This
assignment is functorial, and a morphism of fibred categories.
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Clearly, the two conditions pr1 ◦U = Q
′ and pr2 ◦U = Q
′′ hold true, and
these two conditions determine the first two coordinates of U(Z) uniquely,
as well as the pair U(f). The third condition ̺ = η ∗ idU translates into the
equality ̺Z = (η ∗ idU)Z for any object Z ∈ Ob (Z). By definition of η, one
has
(η ∗ idU)Z = ηU(Z) = pr3(U(Z)).
Hence the above definiton of U satisfies the third condition ̺ = η ∗ idU.
Conversely, this condition determines in combination with the first two the
triple U(Z) uniquely. 
With the following proposition we give a useful criterion to decide whether a
given fibred category is a fibre product. Essentially, what we do is to reduce
the task of verifying the universal property for all stacks to a verification on
objects and morphisms in the base category C only.
Proposition B.23 Consider a commutative diagram of fibred categories
F
Q′ //
Q′′

G′
F′

G′′
F′′
// G,
with 2-morphism ̺ : F′◦Q′ ⇒ F′′◦Q′′. Suppose that F satisfies the following
universal property.
(i) For all objects S ∈ Ob (C), together with morphisms s′ : S• → G′ and
s′′ : S• → G′′, and a 2-morphism σ : F′ ◦ s′ ⇒ F′′ ◦ s′′, there exists a unique
morphism t : S• → F such that Q′ ◦ t = s′, Q′′ ◦ t = s′′, and σ = ̺ ∗ idt.
(ii) For any pair of objects S1, S2 ∈ Ob (C), together with morphisms s
′
i :
S•i → G
′ and s′′i : S
•
i → G
′′, and a 2-morphism σi : F
′ ◦ s′i ⇒ F
′′ ◦ s′′i , for
i = 1, 2, as well as two morphisms φ′ : s′1 → s
′
2 in G
′ and φ′′ : s′′1 → s
′′
2 in
G′′, satisfying
F′(φ′) ◦ σ1 = σ2 ◦ F
′′(φ′′),
there exists a unique morphism τ : t1 → t2 in F, such that Q
′(τ) = φ′ and
Q′′(τ) = φ′′, where t1 and t2 are given as in (i).
Then there exists an isomorphism of fibred categories
F ≡ G′ ×G G
′′,
which is even an isomorphism of the underlying categories.
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Proof. By the universal property of the fibre product, there exists a unique
morphism U : F → G′ ×G G
′′, satisfying pr1 ◦ U = Q
′, pr2 ◦ U = Q
′′
and ̺ = η ∗ idU. We construct an inverse functor V : G
′ ×G G
′′ → F as
follows. Let (G′, G′′, α) ∈ G′ ×G G
′′(B) be given, for some B ∈ Ob (C).
By Yoneda’s lemma, there are corresponding morphisms G′ : B• → G′ and
G′′ : B• → G′′, and α is a 2-morphism from F′ ◦G′ to F′′ ◦G′′. Hence there
exists by assumption a distinguished morphism t : B → F, or equivalently,
an object t ∈ F(B). We put
V(G′, G′′, α) := t.
Note that by construction U(t) = (Q′(t), (Q′′(t), ̺t) = (G
′, G′′, α), so we
have U ◦V = idG′×GG
′′ on objects. Conversely, for an object F ∈ Ob (F),
we compute V ◦U(F ) = V(Q′ ◦F,Q′′ ◦F, ̺F ) = F , where the last equality
holds because of the uniqueness assumption of the universal property.
Consider now a morphism (φ′, φ′′) : (G′1, G
′′
1 , α1)→ (G
′
2, G
′′
2 , α2) in G
′×GG
′′.
Again, we apply Yoneda’s lemma to consider objects of fibre categories as
morphisms into the fibred category. Thus we have morphisms G′i : Bi → G
′
and G′′i : Bi → G
′′, together with 2-morphisms αi : F
′ ◦ G′i ⇒ F
′′ ◦ G′′i for
i = 1, 2, satisfying F′′(φ′′) ◦ α1 = α2 ◦ F
′(φ′). Hence by assumption, there
exists a distinguished morphism τ : V(G′1, G
′′
1 , α1) → V(G
′
2, G
′′
2 , α2) in F,
and we put
V(φ′, φ′′) := τ.
It is straightforward to verify that this assignment is functorial, and a mor-
phism of fibred categories. Applying the functor U to the morphism τ , we
get U(τ) = (Q′(τ),Q′′(τ)) = (φ′, φ′′) by construction. Conversely, for a
morphism f : F1 → F2 in F, we find V ◦U(f) = V(Q
′(f),Q′′(f)) = f , by
the uniqueness assumption of the universal property. 
Remark B.24 Note that the strong universal property of the fibre product
of proposition B.22 is not stable with respect to isomorphisms of fibred cate-
gories. Recall that an isomorphism of fibred categories is only an equivalence
on the underlying categories.
If F is isomorphic to G′ ×G G
′′ as a fibred category, then F satisfies in gen-
eral only the weaker universal property of paragraph B.21. The Cartesian
property characterizes all F which are isomorphic to G′×GG
′′ as fibred cat-
egories. Compare also remark B.170 below, where we discuss an analogous
situation in more detail.
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B.2 Stacks
Troughout this section let C be one of the following categories: the cate-
gory (Sch) of schemes, the full subcategory (Aff) of affine schemes, or the
relative categories (Sch/S) or (Aff/S), where S is a scheme. To ensure that
there always exist terminal objects and fibre products in any of the rela-
tive categories, we will in addition assume that the scheme S is affine if
C = (Aff/S).
Let J = Jet be the e´tale topology on C.
B.2.1 Descent
Definition B.25 (i) Let F be a category fibred in groupoids over C with a
fixed normalized lifting. Let U ∈ Ob (C), and let U = {fα : Uα → U}α∈A
be a covering family of U with respect to the chosen topology J . A descent
datum of F on U is a family of pairs
{(xα, φβ,α)}α,β∈A
such that xα ∈ F(Uα) for all α ∈ A, and
φβ,α : f
∗
βxα
∼
−→ f
∗
αxβ
is an isomorphism for all (α, β) ∈ A × A, where fα and fβ are defined by
the Cartesian diagram
Uα,β := Uα ×U Uβ
fα //
fβ

Uβ
fβ

Uα fα
// U.
As a shorthand notation one often writes
xα|Uα,β := f
∗
β(xα),
and similarly for xβ. With this convention, we require furthermore that for
all (α, β, γ) ∈ A×A×A the cocycle condition
φγ,α|Uα,β,γ = φγ,β|Uα,β,γ ◦ φβ,α|Uα,β,γ
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holds, where Uα,β,γ = Uα ×U Uβ ×U Uγ .
(ii) A descent datum {(xα, φβ,α)}α,β∈A is called effective if there exists an
object x ∈ F(U) and isomorphisms φα : x|Uα := f
∗
αx
∼
−→ xα in F(Uα), for
all α ∈ A, such that
φβ|Uα,β = φβ,α ◦ φα|Uα,β
for all (α, β) ∈ A×A.
Remark B.26 Let us expand the cocycle condition a little bit. On Uα,β
there is an isomorphism
φβ,α : xα|Uα,β
∼
−→ xβ |Uα,β.
It gets lifted to an isomorphism on the fibred product Uα,β,γ := Uα,β ×U Uγ
φβ,α|Uα,β,γ : xα|Uα,β,γ
∼
−→ xβ|Uα,β,γ .
Similarly, the isomorphisms φγ,β on Uβ,γ , and φγ,α on Uα,γ induce isomor-
phisms on Uα,β,γ , which are required to satisfy the cocycle condition as
stated. All squares of the following diagram are Cartesian.
Uγ
;
;;
;;
;;
;;
;;
;;
;;
;;
;
Uβ,γ
=={{{{{{{{
!!C
CC
CC
CC
C
Uα,γ
77ppppppppppppppppppppppppppppppp
''NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
N
Uα,β,γoo
;;wwwwwwwww
##G
GG
GG
GG
GG
Uβ // U
Uα,β
=={{{{{{{{
!!D
DD
DD
DD
D
Uα
AA
Note that here we tacidly assume that we have actually identities
Uα,β,γ = Uα,β ×U Uγ = Uβ,γ ×U Uα = Uα,γ ×U Uβ,
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rather than isomorphisms, for purely typographical reasons. If one wants
to be completely formal, one should replace Uα,β,γ in the diagram by the
commutative triangle given by the three different fibre products involved,
and the natural isomorphisms between them.
Definition B.27 (i) Let F ∈ Ob (Gp/C) be a category fibred in groupoids
over C with a normalized lifting. The category F is called a prestack over C
if for all U ∈ Ob (C) and all x, y ∈ F(U) the presheaf
Isom U (x, y) : (C/U)
op → (Set)
f : V → U 7→ MorF(V )(f
∗x, f∗y)
g : f → f ′ 7→ cyg,f ◦ g
∗(.) ◦ cxg,f
−1
is a sheaf on C/U . Here g : V ′ → V and f ′ : V ′ → U are morphisms in C
such that f ′ = f ◦ g. The morphisms cyg,f : g
∗f∗y → (f ◦ g)∗y = f ′∗y are
uniquely defined by the chosen normalized lifting, as in remark B.7, together
with the uniqueness property of definition B.4(ii), and analogously for cxg,f .
(ii) A prestack F over C is called a stack over C if for all U ∈ Ob (C), and
for all J-covering families U of U , all descent data of F on U are effective.
Remark B.28 (i) Note that Isom U (x, y)(f) is in fact the set of all isomor-
phisms between f∗x and f∗y, since F(V ) is a groupoid.
(ii) Let {(xα, φβ,α)}α,β∈A be an effective descent datum on U , represented
by two different elements x, x′ ∈ F(U), with φα : f
∗
αx
∼
−→ xα and φ
′
α :
f∗αx
′ ∼−→ xα. Then of course
φ−1α ◦ φ
′
α ∈ Isom U (x
′, x)(fα).
If Isom U (x
′, x) is a sheaf, then these composed morphisms glue to give an
isomorphism between x′ and x.
Definition B.29 We define the 2-category of stacks over C, denoted by
(St/C)2, as the full 2-subcategory of (Gp/C)2, where the objects are the
stacks over C, and the morphisms are all morphisms of fibred categories in
between them.
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Recall the notion of a 2-sheaf from definition B.16.
Proposition B.30 Let F be a category fibred in groupoids over C. This
determines, up to isomorphism, a 2-functor F : Cop → (Gp)2. Then F is a
stack over C if and only if F is a 2-sheaf on C.
Remark B.31 Note that if U is a J-covering family of some U ∈ Ob (C),
generating the sieveR := RU , then an object of the projective limit category
lim
←−
R
F defines a descent datum of F for U , and vice versa.
Proof. The correspondence between fibred categories over C and lax func-
tors from Cop into (Gp)2 was given in remark B.15.
Assume that F is a stack over C. By remark B.19, it is enough to show
that, for any U ∈ Ob (C) and any sieve R ∈ J(U), the canonically existing
functor gives an equivalence of categories
lim
←−
R
F ≡ F(U).
Objects of lim
←−
R
F are nothing else but descent data of F, and since F is a
stack, each descent datum is effective. Hence an object of the projective limit
determines an object of F(U), which is unique up to isomorphism. Let x, y
be two objects of lim
←−
R
F, now viewed as objects of F(U). Then a morphism
in lim
←−
R
F between objects x and y consists of a family of morphisms
af : f
∗x→ f∗y,
for any f : V → U ∈ R(U). These morphisms are necessarily isomorphisms.
Since Isom U (x, y) is a sheaf, they glue to give a morphism a : x→ y in the
fibre category F(U).
This provides a functor from lim
←−
R
F to F(U), which is in fact an equivalence
of categories.
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Conversely, assume that F is a 2-sheaf on C. The first thing we have to show
is that for all U ∈ Ob (C) and for all x, y ∈ F(U), the presheaf Isom U (x, y)
is a sheaf. In other words, for all f : V → U ∈ Ob (C/U) and all R ∈ J(f),
there should be a bijection of sets
Isom U (x, y)(f) ∼= lim
←−
R
Isom U (x, y).
Note that an element of lim
←−
R
Isom U (x, y) determines a morphism in lim
←−
R
F.
But since F is a 2-sheaf, such a morphism can be identified with a morphism
between f∗x and f∗y in F(V ), i.e. an element of Isom U (x, y)(f).
Analogously, the effectiveness of descent data on J-covering families of U
follows immediately from the equivalence
F(U) ≡ lim
←−
R
F,
for any R ∈ J(U). 
Remark B.32 Let r′ : F′ → F and r′′ : F′′ → F be morphisms of fibred
categories over C. If F′, F′′ and F are stacks over C, then so is the fibre
product F′ ×
r′,F,r′′ F
′′. This follows easily from the definition.
B.2.2 Representability
Remark B.33 Recall that via the functor of points a scheme X ∈ Ob (C)
can be viewed as a sheaf on C, so in particular as a 2-sheaf. Moreover,
it determines a fibred category X over C, with fibre category X•(B) for
B ∈ Ob (C), up to isomorphism of fibred categories. Hence we can view X,
or X• rather, as a stack over C. There is an inclusion
C ⊂ (St/C)
of C as a full subcategory.
Remark B.34 Let F be a stack over C. As (St/C)2 is a 2-category, we
have in particular that Mor Lax (Cop,(Gp)2)(X
•,F) is a category for any X ∈
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Ob (C). By the generalized version of Yoneda’s lemma B.18, there is a
natural equivalence of categories
F(X) ≡ Mor Lax (Cop,(Gp)2)(X
•,F).
By abuse of notation one therefore generally identifies morphisms x : X• →
F with objects in the category F(X), and one even writes x ∈ F(X).
Remark B.35 By definition, a morphism of stacks is a morphism of fibred
categories. Two stacks F and G are called isomorphic, if they are isomorphic
as fibred categories (and hence in particular equivalent as categories), or
equivalently, if they correspond to isomorphic 2-sheaves on C. This shall be
denoted by
F ∼= G.
This is a weaker notion than isomorphism of categories, but stronger than
equivalence.
Definition B.36 (i) A stack F is called (strongly) representable, if there
exists a scheme X ∈ Ob (C) and an isomorphism of stacks, such that
X• ∼= F.
(ii) A morphism of stacks r : F→ G is called representable, if for all schemes
Y ∈ Ob (C) and all morphisms y : Y • → G the fibre product in the category
of stacks
F×r,G,y Y
•
can be represented by a scheme in C.
Remark B.37 Note that there exists also a more general notion of repre-
sentability by algebraic spaces instead of schemes.
Remark B.38 (i) A scheme representing a stack is by definition unique up
to isomorphism of stacks, and hence unique up to isomorphism of schemes.
(ii) If a scheme representing F×
r,G,y Y
• exists, we will usually denote it by
F×
r,G,y Y , so
(F ×
r,G,y Y )
• ∼= F ×r,G,y Y
•.
Since the fibre product is unique up to isomorphism of stacks, the represent-
ing scheme is unique up to isomorphism.
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Example B.39 (i) If X ∈ Ob (C) is a scheme, then obviously X is repre-
sentable precisely by all schemes X ′ ∈ Ob (C) isomorphic to X.
(ii) Let f : X → Y be a morphism of schemes in C, and let f : X• → Y •
be the induced morphism of stacks. Then f is representable. Indeed, let
Z ∈ Ob (C) be given, together with a morphism g : Z• → Y •. By Yoneda’s
lemma, the morphism g corresponds to some morphism g : Z → Y in C.
Then one has the Cartesian square
(X ×f,Y,g Z)
• ∼= X• ×f ,Y •,g Z
• //

Z•
g

X•
f // Y •
by the universal property of the fibre product.
Definition B.40 Let P be a property of morphisms in the category C.
(i) Suppose that P holds for a morphism f : X → Y in C if and only if P
holds for the induced morphism
fα : X ×f,Y,uα Uα → Y
for all α ∈ A, where U = {uα : Uα → Y }α∈A is a J-covering family of Y in
C. Then P is called local on the target with respect to the topology J .
(ii) Suppose that for any pair of morphisms f : X → Y and g : Z → Y in C
the property P holds for the morphism f induced by base change, if it holds
for the morphism f . Here f is defined by the Cartesian diagram
Z ×g,Y,f X //
f

X
f

Z g
// Y.
Then P is said to be stable under base change.
Example B.41 Examples of properties, which are local on the target with
respect to the e´tale topology and stable under base change are morphisms
being
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- locally of finite type, - of finite type, - separated,
- locally of finite presentation, - proper, - affine,
- surjective, - flat, - smooth,
- open/closed embedding, - e´tale, - unramified,
- universally open/closed, - quasi-compact, - finite,
- integral, - quasi-finite, - birational,
- dominant, - etc.
For more such properties see for example [LM, 3.10].
Definition B.42 Let P be a property of morphisms of schemes in C, which
is defined locally on the target and stable under base change. The attribute
P holds for a representable morphism r : F→ G in (St/C), if it holds for all
schemes S ∈ Ob (C) and all objects s ∈ G(S) for the morphism
r : F×
r,G,s S → S,
which is induced by the base change diagram
(F×
r,G,s S)
• r //
s

S•
s

F r
// G.
Remark B.43 Note that a property P holds for a morphism f : X → Y in
C if and only if it holds for the induced morphism f : X• → Y • in (St/C).
Lemma B.44 Let r : F → G be a representable morphism of stacks, and
let P be a property of r as in definition B.42. Let s : G′ → G be another
morphism of stacks. Then the morphism r induced by base change
G′ ×
s,G,r F
s //
r

F
r

G′ s
// G
is again representable, and it has the property P.
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Proof. Elementary, see [LM, Lemme 3.11]. 
Lemma B.45 (i) Let S ∈ Ob (C) be a scheme, and let F ∈ Ob (St/C) be
a stack over C. If a morphism r : F → S• is representable, then F is
representable.
(ii) Let r : F→ G and s : G→ H be representable morphisms of stacks, both
of them having a property P as above, which is furthermore stable under
composition of morphisms in C. Then the composition s ◦ r is representable
as well, and has the property P.
Proof. To prove (i) consider the Cartesian diagram induced by the identity
morphism on S.
F×r,S•,idS• S
• r //
idS•

S•
idS•

F r
// S•.
Clearly, F×r,S•,idS• S
• is isomorphic to F, and representable since r is rep-
resentable. Again, the proof of (ii) is elementary. 
B.2.3 Algebraic Stacks
Remark B.46 Let either C = (Sch/S) or C = (Aff/S) as above, together
with the e´tale topology Jet on it. Since S is terminal in C, we have an
isomorphism of categories C ∼= S•. If F is a stack over C, then the projection
functor p : F→ C can be viewed as a morphism of stacks p : F→ S•.
Definition B.47 (i) Let F be a stack over C = S• with projection functor
p : F→ S•. The diagonal morphism is the unique morphism
∆ : F→ F×p,S•,p F
induced by the universal property of the of the fibre product from the iden-
tity morphisms idF : F→ F on both factors, as in proposition B.22.
(ii) A stack F is called quasi-separated if the diagonal morphism ∆ : F →
F×p,S•,p F is representable, quasi-compact and separated.
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Proposition B.48 Let F be a stack over C. Then the following are equiv-
alent.
(i) The diagonal morphism ∆ : F→ F×p,S•,p F is representable.
(ii) For all X,Y ∈ Ob (C), for all x ∈ F(X), and for all y ∈ F(Y ), the fibre
product X• ×x,F,y Y
• is representable.
(iii) For all X ∈ Ob (C) and for all x,x′ ∈ F(X), the sheaf IsomX(x, x
′) is
representable by a scheme over X.
(iv) For all X ∈ Ob (C) and for all x ∈ F(X), the morphism x : X• → F is
representable.
Proof. See [LM, Cor. 3.13]. 
Remark B.49 [Vi1, 7.12] Let F be a stack over C, and consider the diagonal
morphism ∆ : F→ F ×p,S•,p F. A morphism x : X
• → F ×p,S•,p F is given
by a pair of objects x1, x1 ∈ F(X), and an isomorphism between them.
The fibre product F ×∆,F×p,S•,pF,x X
• is isomorphic to IsomX(x1, x2) as
a stack over X•. For a given scheme b : B → X over X, an object of
IsomX(x1, x2)(B) is an isomorphism φ : b
∗x1 → b
∗x2. This corresponds to
the triple (b∗x1, b, φ) ∈ F×∆,F×p,S•,pF,x X
•(B).
If F is quasi-separated, then by definition there is a scheme over X, repre-
senting both F×∆,F×p,S•,pF,x X
• and IsomX(x1, x2).
Definition B.50 A stack F is called an algebraic stack, or an Artin stack, if
F is quasi-separated, and if there exists a scheme A ∈ Ob (C), and a smooth
surjective morphism
a : A• → F.
Such a morphism a is then called an atlas of F.
Remark B.51 Note that the condition on a only makes sense if a is rep-
resentable. But as we have seen in proposition B.48, representability of the
diagonal morphism ∆ : F→ F×p,S•,p F is equivalent to the representability
of all morphisms x : X• → F with X ∈ Ob (C).
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Definition B.52 An algebraic stack F is called a Deligne-Mumford stack if
there exists an atlas
a : A• → F
such that a is an e´tale morphism.
Remark B.53 (i) Algebraic stacks form a full subcategory (ASt/C) of the
category of stacks over C, and the same is true for the category of Deligne-
Mumford stacks (DM/C) over C.
(ii) Let C = (Aff/S). Then for all schemes X ∈ Ob (C) we have as well
X• ∈ Ob (DM/C), and
(Aff/S) ⊂ (DM/C)
is a full subcategory.
(iii) Each representable stack F over C = (Aff/S) is a Deligne-Mumford
stack. If F is represented by a scheme X ∈ Ob (C), then the isomorphism
X• → F is an e´tale atlas.
(iii) A scheme X ∈ Ob (C) is a Deligne-Mumford stack if and only if X is
separated and quasi-compact.
(iv) Both categories (ASt/C) and (DM/C) contain their fibre products, since
the properties separated, quasi-compact, smooth and e´tale are stable under
base change.
Lemma B.54 Let r : F→ G be a morphism of quasi-separated stacks over
C. If r is representable, and G is an algebric stack or a Deligne-Mumford
stack, then so is F.
Proof. The claim follows from the fact that the pullback of an atlas of G
via a representable morphism is an atlas of F. 
Proposition B.55 Let F be a Deligne-Mumford stack. Then the diagonal
morphism
∆ : F→ F×p,S•,p F
is unramified.
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Proof. Let a : A• → F be an e´tale atlas. Consider a morphism x : X• →
F×p,S•,p F for some scheme X ∈ Ob (C). We need to show that the induced
morphism
∆ : Y • := F×F×p,S•,pF X
• −→ X•
is unramified, where Y denotes the representing scheme. Consider the com-
mutative diagram
Y • ×F A
• φ //
$$I
II
II
II
II
I
p

X• ×F×S•F (A×S A)
•
uukkkk
kkk
kkk
kkk
k
q

A•
a

∆˜ // (A×S A)
•
a×a

F
∆
// F×S• F
Y •
99ttttttttttt ∆ // X•
x
iiTTTTTTTTTTTTTTTT
The squares to the right, to the left and at the bottom are Cartesian. The
morphism φ exists and is uniquely determined by the universal property of
X• ×F×S•F (A ×S A)
•. Some diagram chasing now shows that the upper
diagram is Cartesian as well.
By assumption, F is a Deligne-Mumford stack, so ∆ is quasi-separated, and
hence ∆˜ is a closed embedding. Therefore φ is a closed embedding, too.
Since a : A• → F is an e´tale atlas, the morphisms p and q are e´tale, so in
particular unramified. Hence ∆ ◦ p = q ◦ φ is unramified, and therefore ∆
must be unramified, too. 
Proposition B.56 Let S be a Noetherian scheme, and let F be a quasi-
separated stack over C. If the diagonal morphism ∆ : F → F ×p,S•,p F is
unramified, and if there exists a scheme A ∈ Ob (C), which is of finite type
over S, together with a smooth and surjective morphism a : A• → F, then F
is a Deligne-Mumford stack.
Proof. See [DM, Thm. 4.12] and [Ed]. 
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Remark B.57 For a separated scheme X ∈ Ob (C) the diagonal morphism
∆ : X → X×SX is an embedding by definiton. This is not true in general for
an algebraic stack F. Here, the diagonal morphism ∆ : F→ F×p,S•,pF is an
embedding if for all schemes Y ∈ Ob (C) and all objects y ∈ F×p,S•,p F(Y )
the induced morphism
∆Y : F×∆,F×p,S•,pF,y Y
• → Y •
is an embedding. By remark B.49 and proposition B.48 there is an isomor-
phism of schemes
IsomY (y1, y2) ∼= F×∆,F×p,S•,pF,y Y
over Y , if y is given by the pair (y1, y2) of objects in F(Y ). So ∆Y is an
embedding if and only if
δY : IsomY (y1, y2)→ Y
is an embedding. In fact, the diagonal ∆F : C → F ×S• F of a Deligne-
Mumford stack is an embedding if and only if F is representable by an
algebraic space. In general, by the definition of a quasi-separated stack, the
morphism δY is quasi-compact and separated, and unramified by proposition
B.55.
Proposition B.58 Let F be a Deligne-Mumford stack, let X ∈ Ob (C) be
quasi-compact and let x ∈ F(X). Then the scheme IsomX(x,x) of automor-
phisms of x is finite.
Proof. See [Ed, Cor. 2.1]. 
B.2.4 Properties of Deligne-Mumford stacks
Definition B.59 Let P be a property of schemes in C. Supose that P holds
for X ∈ Ob (C) if and only if P holds for all Uα, where {fα : Uα → X}α∈A
is a Jet-covering family of X. Then P is called local with respect to the e´tale
topology.
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Definition B.60 Let P be a property of schemes in C, which is local with
respect to the e´tale topology. We say that P holds for a Deligne-Mumford
stack F if there is an e´tale atlas a : A• → F such that the property P holds
for A.
Remark B.61 (i) If a property P holds for one e´tale atlas a : A• → F of F,
then it holds for any other e´tale atlas b : B• → F as well. Indeed, consider
the Cartesian diagram
A• ×a,F,b B
• a //
b

B•
b

A• a
// F.
Since F is a Deligne-Mumford stack, the fibre product A•×a,F,bB
• is repre-
sentable, and a and b are both surjective and e´tale. In particular b ◦ a and
a ◦b are e´tale atlases of F. Since P is a local property, it holds for A if and
only if it holds for A×a,F,b B. Therefore it holds for A if and only if holds
for B.
(ii) Let F and G be two Deligne-Mumford stacks, which are isomorphic. If F
has a property P, then so has G. This can easily be seen with an argument
similar to the one in (i).
Example B.62 Examples of properties, which are local with respect to the
e´tale topology are schemes being
- regular, - locally Noetherian,
- normal, - Cohen-Macaulay,
- reduced, - of characteristic p.
Compare also [LM, 4.7] for the smooth topology.
Definition B.63 (i) A Deligne-Mumford stack F is called quasi-compact,
if there is an e´tale atlas a : A→ F such that A is quasi-compact.
(ii) A Deligne-Mumford stack F is called Noetherian, if F is quasi-compact
and locally Noetherian.
210 APPENDIX B. STACKS AND QUOTIENT STACKS
Remark B.64 It follows immediately from the definition that a Deligne-
Mumford stack F is Noetherian if and only if there exists an atlas a : A• →
F, where A is Noetherian. Note that not every atlas of a quasi-compact
Deligne-Mumford stack needs to be quasi-compact, and not every atlas of a
Noetherian Deligne-Mumford stack needs to be Noetherian.
Definition B.65 Let P be a property of morphisms in C. Suppose that P
holds for a morphism f : X → Y in C if and only if P holds for all morphisms
fα : Xα → Yα,
where {gα : Xα → X}α∈A and {hα : Yα → Y }α∈A are covering families of
X and Y , respectively, with respect to the e´tale topology, such that for all
α ∈ A the diagram
Xα
fα //
gα

Yα
hα

X
f
// Y
commutes. Then P is called local on the source and on the target with
respect to the e´tale topology.
Definition B.66 Let r : F→ G be a morphism of Deligne-Mumford stacks,
and let P be a property of morphisms of schemes, which is local with respect
to the e´tale topology. We say that the property P holds for r, if there are
e´tale atlases a : A• → F and b : B• → G, together with a morphism
f : A→ B, such that the diagram
A•
f //
a

B•
b

F r
// G
commutes, and P holds for the morphism f .
Remark B.67 (i) For any morphism r : F → G of stacks, there is always
a pair of atlases a : A• → F and b : B• → G, together with a morphism
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f : A→ B, such that b◦f = r◦a. Indeed, take a pair of atlases a1 : A
•
1 → F
and b : B• → G. Since G is a Deligne-Mumford stack, the composition r◦a1
is representable. Hence there is a scheme A representing A•1 ×r◦a1,G,b B
•.
Since b is e´tale and surjective, the induced morphism A• → F is an atlas,
and for the induced morphism f : A→ B holds b ◦ f = r ◦ a.
(ii) If f ′ : A′ → B′ is another morphism between atlases of F and G, making
the corresponding diagram commutative, then P does not necessarily hold
for f ′ as well.
(iii) If r is representable, and P is stable under base change, then this
definition is compatible with definition B.42.
Example B.68 Examples of properties of morphisms of schemes, which are
local on the source and on the target with respect to the e´tale topology are
being
- flat, - locally of finite type,
- smooth, - locally of finite presentation,
- e´tale, - normal,
- unramified, - etc.
Definition B.69 Let r : F→ G be a morphism of Deligne-Mumford stacks.
(i) We say that r is quasi-compact, if for all schemes X ∈ Ob (C), which are
quasi-compact, and for all x ∈ G(X) the fibre product F×r,G,x X
• is again
quasi-compact as a Deligne-Mumford stack.
(ii) We say that r is of finite type, if r is quasi-compact and locally of finite
type.
Lemma B.70 Let r : F→ G be a morphism of Noetherian Deligne-Mumford
stacks. If there exists an atlas a : A• → F such that r ◦ a is of finite type,
then r is of finite type.
Proof. Note that r ◦ a is necessarily a representable morphism. Choose an
atlas b : B• → G of G. Consider the Cartesian diagram
A• ×a,G,b B
• c //
b

B•
b

A• a
// F r
// G.
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Clearly, the composition a ◦ b : A• ×a,G,b B
• → F is an e´tale atlas of
F. By assumption on r ◦ a, the induced morphism c is quasi-compact and
locally of finite type, and thus r is locally of finite type. If X ∈ Ob (C) is
a quasi-compact scheme, and x ∈ G(X), then the scheme A ×a,G,x X is a
quasi-compact atlas of the Deligne-Mumford stack F ×r,G,x X
•. Thus r is
quasi-compact, and hence of finite type. 
Definition B.71 (i) A Deligne-Mumford stack F is called separated, if the
diagonal morphism ∆ : F→ F×C F is proper.
(ii) A morphism r : F → B between two Deligne-Mumford stacks is called
separated, if for all separated schemes B ∈ Ob (C) and for all object b ∈
G(B) the stack F×r,G,b B
• is separated.
Remark B.72 (i) In an equivalent way, one can define a separated Deligne-
Mumford stack by requiring that the diagonal morphism ∆ is finite.
(ii) The definition of a separated stack is compatible with equivalence of
stacks. Separated morphism are preserved under base change and under
composition.
Lemma B.73 Let r : F → G be a morphism of Deligne-Mumford stacks.
Then the induced relative diagonal morphism
∆r : F→ F×r,G,r F
is representable, separated and of finite type.
Proof. See [LM, Lemme 7.7]. 
Lemma B.74 Let r : F → G be a morphism of Deligne-Mumford stacks.
The morphism r is separated if and only if the relative diagonal morphism
∆r : F→ F×r,G,r F is universally closed.
Proof. See [Vi1, Lemma 1.4]. 
B.2. STACKS 213
Remark B.75 The lemma shows in particular that definition B.71 is com-
patible with the earlier definition of separatedness for representable mor-
phisms.
Proposition B.76 (Valuative criterion for separatedness) Let r : F → G
be a morphism of Deligne-Mumford stacks. The morphism r is separated if
and only if for every complete discrete valuation ring R, with quotient field
K, and inclusion morphism i : V := Spec (K) →֒ Spec (R) =: U , and for
all objects g1,g2 ∈ F(U), for all morphisms ξ ∈ MorF(V )(i
∗g1, i
∗g2) and
η ∈ MorG(U)(r(g1), r(g2)) with r(ξ) = i
∗η, there exists a unique morphism
̺ ∈ MorF(U)(g1,g2)
such that i∗̺ = ξ and r(̺) = η.
Remark B.77 To visualize the requirements of the above proposition, con-
sider the following commutative diagram.
V //
i∗g1
ξ
=⇒i∗g2 //
i

F
r

U
//
r(g1)
η
=⇒r(g2)
//
::uuuuuuuuuuuuuuuuuuuuuu
g1
̺
=⇒g2
::uuuuuuuuuuuuuuuuuuuuuu
G.
Roughly speaking, the proposition says that, up to 2-morphisms, if r is
separated, then for a morphism V → F, whose composition with r extends
to all of U , there exists an extension to a morphism U → F, and this
extension is unique.
Proof. See [LM, Prop. 3.19]. The proof uses the preceeding lemma B.74
and the valuative criterion for universally closed representable morphisms
as in [EGA, I.5.5.8]. 
Definition B.78 A morphism r : F → G of Noetherian Deligne-Mumford
stacks is called proper, if there exists a scheme X ∈ Ob (C), and a finite
surjective morphism x : X• → F, such that the composed morphism r ◦ x :
X• → G is proper.
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Remark B.79 (i) For any Noetherian Deligne-Mumford stack F there ex-
ists a scheme X ∈ Ob (C) and a finite surjective morphism x : X• → F. The
composition r ◦ x is necessarily representable.
(ii) The above definition of a proper morphism agrees with the definition
for representable morphisms. Representable morphisms are preserved under
base change and composition.
The following proposition is taken from [DM, Thm. 4.19].
Proposition B.80 (Valuative criterion for proper morphisms) Let r : F→
G be a morphism of Deligne-Mumford stacks which is separated and of finite
type. Then r is proper if and only if for each discrete valuation ring R with
quotient field K, and inclusion morphism i : V := Spec (K) →֒ Spec (R) =:
U , and for all objects x ∈ F(V ), for all y ∈ G(U) and all morphisms
ξ ∈ MorG(V )(i
∗y, r(x)) there exists a triple (K ′, z, η) with the following
properties. The first entry K ′ of the triple is a finite field extension of K,
with R′ as the integral closure of the ring R in K ′, and with morphisms
v : V ′ := Spec (K ′) → V and u : U ′ := Spec (R′) → U , as well as j : V ′ →
U ′. The second entry is an object z ∈ F(U ′), and the third is a morphism
η ∈ MorF(V ′)(v
∗x, j∗z).
Remark B.81 The valuative criterion for proper morphisms can be used as
a definition for proper morphisms between Deligne-Mumford stacks, which
are not Noetherian.
Remark B.82 Note that the separatedness of r implies that there exists
also a morphism ̺ ∈ MorG(V ′)(g
∗y, r(z)). All of the morphisms ξ, η and ̺
are isomorphisms by the definition of a fibred category. We try to visualize
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the morphisms in the following diagram.
F
r

V
i

x
55jjjjjjjjjjjjjjjjjjjjj
V ′v
oo
j

v∗x
88ppppppppppppp
U
y
**TTT
TTT
TTT
TTT
TTT
TTT
TTT U ′
uoo
u∗y
''NN
NN
NN
NN
NN
NN
N
z
@@
G.
Remark B.83 Assume under the conditions of the above proposition in
addition that the stack F is representable. Then the existence of z implies
the existence of a morphism z˜ : U• → F, such that
r(z˜) ∼= y,
compare [Ed, Rk. 2.15].
Definition B.84 Let {Fi}i∈I be a family of categories fibred in groupoids
over C, for some index set I. We define the disjoint sum of {Fi}i∈I as the
fibred category associated to the 2-functor∐
i∈I
Fi : C
op → (Gp)2
X 7→
∐
i∈I Fi(X)
f : X → Y 7→
∐
i∈I Fi(f).
For a scheme X ∈ Ob (C) the category
∐
i∈I Fi(X) is defined as folows. Its
objects are
Ob
(∐
i∈I
Fi(X)
)
:=


{(Xi, Fi)}i∈I : {Xi}i∈I is a family of disjoint
subschemes Xi ∈ Ob (C) of X,
such that
∐
i∈I Xi = X, and
Fi ∈ F(Xi) for all i ∈ I

 .
Morphism between two objects {(Xi, Fi)}i∈I and {(Yi, Gi)}i∈I in
∐
i∈I Fi(X)
are given by
Mor‘
i∈I Fi(X))
({(Xi, Fi)}i∈I , {(Yi, Gi)}i∈I) :=
:=
{
{ζi}i∈I : ζi ∈ Mor Fi(Xi)(Fi, Gi) for all i ∈ I
}
,
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if {Xi}i∈I = {Yi}i∈I , and by the empty set otherwise.
For a morphism f : X → Y in C one defines the functor
∐
i∈I Fi(f) as
follows. ∐
i∈I Fi(f) :
∐
i∈I Fi(Y ) →
∐
i∈I Fi(X)
{(Yi, Gi)}i∈I 7→ {(f
−1(Yi), f
∗Gi)}i∈I
{ζi}i∈I 7→ {f
∗ζi}i∈I .
If f : X → Y anf g : Y → Z are two morphisms in C, then there exists a
canonical natural transformation∐
i∈I
Fi(f) ◦
∐
i∈I
Fi(g) =⇒
∐
i∈I
Fi(g ◦ f),
which is given by a family of maps
{ci}i∈I : {(f
−1(g−1(Zi)), f
∗g∗Hi)}i∈I → {((g ◦ f)
−1(Zi), (g ◦ f)
∗Hi)}i∈I
for objects {(Zi,Hi)}i∈I ∈
∐
i∈I Fi(Z). Clearly, f
−1(g−1(Zi)) = (g◦f)
−1(Zi)
for all i ∈ I, and on the second coordinate the morphism is induced by the
canonical morphisms of the normalized liftings cf,g : f
∗g∗Hi → (g ◦ f)
∗Hi.
The compatibility of the 2-morphisms with morphisms {ζi}i∈I in
∐
i∈I Fi(Z)
follows automatically.
Remark B.85 (i) Note that by definition one has
Mor‘
i∈I Fi(X)
({(Xi, Fi)}i∈I , {(Xi, Gi)}i∈I) =
∐
i∈I
Mor Fi(X)(Fi, Gi).
In particular, since Fi(Xi) is a groupoid for all i ∈ I, all of the morphisms
are isomorphisms, and hence
∐
i∈I Fi(X) is indeed a groupoid as well.
(ii) If for all i ∈ I the fibred category Fi is a stack, then the disjoint sum is
a stack as well. This is true because all necessary conditions can be verified
componentwise.
(iii) A disjoint sum
∐
i∈I Fi is a Deligne-Mumford stack if and only if for all
i ∈ I the stacks Fi are Deligne-Mumford stacks.
Definition B.86 (i) A substack G of a stack F is a representable morphism
of stacks i : G→ F, such that for all schemes B ∈ Ob (C) and all objects b ∈
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F(B), the induced morphism of schemes G×i,F,b B → B is an embedding.
(ii) A fibred category is called a union of a family {Fi}i∈I of substacks of F,
if the morphism of stacks, which is induced by the inclusion functors∐
i∈I
Fi −→ F,
is surjective. We then write F =
⋃
i∈I
Fi.
Example B.87 Let B ∈ Ob (C) be a scheme, with connected components
{Bi}i∈I . Then one has for the associated stack the same decomposition as
disjoint sum
B• =
∐
i∈I
B•i .
Indeed, let X ∈ Ob (C). Then for the sets of objects we find∐
i∈I B
•
i (X) =
{
{(Xi, fi)}i∈I :
∐
i∈I Xi = X, fi ∈ B
•
i (Xi)
}
=
{
{(Xi, fi)}i∈I : f ∈ B
•(X), Xi := f
−1(Bi), fi := f |Xi
}
= B•(X).
A morphism {ζi}i∈I ∈ Mor‘
i∈I B
•
i
({(Xi, fi)}i∈I , {(Xi, gi)}i∈I) is given by a
family of morphisms
ζi : fi → gi,
i.e. morphisms ζi : Xi → Xi such that gi = fi ◦ ζi. Note that fi = f |Xi
and gi = g|Xi for some morphisms f, g ∈ B
•(X). Since
∐
i∈I Xi = X, the
morphisms ζi glue to give a morphism ζ : X → X, which satisfies g = f ◦ ζ.
This shows that
B•(X) ∼=
∐
i∈I
B•i (X)
as categories, and from this one deduces that B• and
∐
i∈I B
•
i are isomorphic
as fibred categories.
Definition B.88 (i) A fibred category F is called empty or void, if F is
represented by the empty scheme ∅ ∈ Ob (C).
(ii) A fibred category F is called connected, if F is nonempty, and if an
isomorphism F ∼=
∐
i=1,2 Fi for some fibred categories F1 and F2, implies
that either F1 or F2 is empty.
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Proposition B.89 Let F be a Deligne-Mumford stack, which is locally
Noetherian. Then there exists a family {Fi}i∈I of connnected Deligne-
Mumford stacks, such that F ≡
∐
i∈I Fi. This family is uniquely deter-
mined up order, and the members of the family are uniquely determined up
to equivalence of stacks.
Proof. See [LM, Prop. 4.9]. 
Definition B.90 The members of the family {Fi}i∈I of proposition B.89
are called the connected components of F. The set of connected components
of F is denoted by π0(F).
Definition B.91 Let F be a Deligne-Mumford stack. An open subset U of
F is a full subcategory U of F, which is again a Deligne-Mumford stack over
C, with the following properties:
(i) for all U ∈ Ob (U) and all F ∈ Ob (F) with F ∼= U holds F ∈ Ob (U);
(ii) the inclusion functor ι : U → F is representable by open immersions,
i.e. for all schemes B ∈ Ob (C) and all objects b ∈ F(B), the morphism ι
induced by the Cartesian diagram
U×ι,F,b B
• ι //

B•
b

U ι
// F
is induced by a morphism of schemes i : U×ι,F,b B → B, which is an open
immersion.
Proposition B.92 For each open subset U of a Deligne-Mumford stack F
there exists a unique subcategory R, which is again a Deligne-Mumford stack
over C, and which satisfies property (i) of definition B.91, such that
(i) the stack R is reduced;
(ii) the natural morphism ̺ : R→ F is representable by closed immersions;
(iii) for each e´tale atlas a : A• → F holds that the scheme representing
R×̺,F,a A
• is the complement of U×ι,F,b A in A.
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Proof. See [DM, p. 102] and [LM, 3.9]. The idea of the construction is
to fix an atlas a : A• → F, and then use property (iii) to construct a full
subcategory. 
Definition B.93 The substack R of F of proposition B.92 is called the
reduced complement of U in F. If one chooses U = ∅•, then the reduced
complement is called the underlying reduced Deligne-Mumford stack Fred.
Definition B.94 (i) A full subcategory A of a Deligne-Mumford stack F,
which is a Deligne-Mumford stack itself and satisfies conditions (i) and (ii)
of proposition B.92, is called a closed subset of F.
(ii) A Deligne-Mumford stack F is called irreducible, if F is not empty, and
if for all open subsets F1 and F2 of F , which are both nonempty, holds that
their intersection
F1 ∩ F2 := F1 ×F F2
is nonempty.
Remark B.95 A Deligne-Mumford stack F is irreducible if and only if for
any two closed subsets F1 and F2, such that F = F1 ∪ F2, follows that
{F1,F2} = {∅
•,F}.
Proposition B.96 Let F be a Noetherian Deligne-Mumford stack. Then
there exists a unique family {Fi}i∈I , up to permutation, of closed (and hence
reduced) subsets of F, such that
(i) for all i ∈ I the stack Fi is irreducible;
(ii) for all i, j ∈ I the inclusion Fi ⊂ Fj implies i = j;
(iii) for any open and quasi-compact subset U ⊂ F there exist only finitely
many i ∈ I such that U ∩ Fi := U×F Fi is nonempty;
(iv) for the underlying reduced stack holds Fred =
∐
i∈I Fi.
Definition B.97 The irreducible substacks Fi of F of proposition B.96 are
called the irreducible components of F.
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Proposition B.98 Let F be a Deligne-Mumford stack, which is normal and
Noetherian. Then the irreducible components of F are exactly the connected
components of F.
Proof. See [LM, Prop. 4.13]. 
Definition B.99 A Deligne-Mumford stack F is called integral, if it is both
reduced and irreducible.
Definition B.100 Let F and G be integral Deligne-Mumford stacks, and
let r : F→ G be a separated and dominant morphism of finite type between
them. Let a : A• → F and b : B• → G be atlases, where A and B are
integral schemes. If r is representable, then we define the degree of r by
deg(r) := deg(r),
where r : F×
r,G,b B → B denotes the induced morphism of schemes in the
Cartesian diagram. If r is not representable, then we define
deg(r) :=
deg(r ◦ a)
deg(a)
.
Remark B.101 Note that the degree of a morphism of stacks need not be
an integral number. As usual, the degree is multiplicative with respect to
the composition of morphisms, i.e. if s : G→ H is a second morphism, then
deg(s ◦ r) = deg(r) · deg(s)
holds.
Definition B.102 Let F be a Deligne-Mumford stack. We define the iner-
tia group stack IF of F as the following fibred category over C. For a scheme
B ∈ Ob (C), put
IF(B) := {(b, β) : b ∈ F(B), β ∈ Mor F(B)(b,b)}.
For a pair of objects (b1, β1) ∈ IF(B1) and (b2, β2) ∈ IF(B2), morphisms
are given by
Mor IF((b1, β1), (b2, β2)) := {φ ∈ Mor C(b1,b2) : φ ◦ β1 = β2 ◦ φ}.
The projection to C is the obvious one.
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Remark B.103 Note that morphisms β ∈ Mor F(B)(b,b) are automor-
phisms by the definition of a fibred category. There is a natural morphism
p : IF → F
by projection. It follows directly from the construction of IF and of the
definition of the fibre product that there is an isomorphism of stacks
IF
∼= F×∆,F×CF,∆ F,
where ∆ : F→ F×C F denotes the diagonal morphism.
In fact, IF is a Deligne-Mumford stack, and the morphism p is representable,
separated, quasi-finite and unramified. If there exists a scheme M and
a separated morphism of finite type from F to M•, then the morphism
p : IF → F is finite.
For an integral stack F one defines the number
δ(F) := deg(p).
This number equals the order of the group of automorphisms of a general
geometric point of F. One has δ(F) = 1 if and only if F contains an open
subset isomorphic to a scheme. For a full account on the inertia group stack
see [Vi1] and [Gi].
Remark B.104 Let F be a Deligne-Mumford stack. For a scheme X ∈
Ob (C) the set of connected components of F(X) is defined as the set
π0(F(X)) := F(X)/ ∼
where by definition the equivalence x1 ∼ x2 holds for two elements x1,x2 ∈
F(X) if and only if there exists a morphism φ : x1 → x2. Note that φ is
necessarily an isomorphism. If F = Y • for some scheme Y ∈ Ob (C), then
π0(Y
•(X)) = Y •(X). A morphism r : F → G of Deligne-Mumford stacks
induces a map of the sets of connected components
r∗ : π0(F(X))→ π0(G(X))
for any scheme X ∈ Ob (C).
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Definition B.105 Let F be a Deligne-Mumford stack. A moduli space for
F is a scheme M ∈ Ob (C), together with a proper morphism
p : F→M•,
such that for all algebraically closed fields k, with Ω := Spec (k) ∈ Ob (C)
the induced map
p∗ : π0(F(Ω))→M
•(Ω)
is a bijection of the sets of connected components of the fibre categories.
Definition B.106 Let F be a Deligne-Mumford stack. A coarse moduli
space for F is a scheme M ∈ Ob (C), together with a morphism p : F→M•,
such that for all algebraically closed fields k, with Ω := Spec (k) ∈ Ob (C),
the induced map p∗ : π0(F(Ω)) → M
•(Ω) is a bijection, and satisfying the
following universal property. For all schemes N ∈ Ob (C), and all morphisms
q : F→ N•, there exists a morphism u :M → N in C, such that the diagram
F
p
~~||
||
||
|| q
  A
AA
AA
AA
A
M• u
// N•
commutes.
Remark B.107 Let M be a moduli space of a Deligne-Mumford stack F,
and let f : N → M be a morphism in C. Then N is a moduli space for
the stack F ×p,M•,f N
•. If M is a coarse moduli space for F, then N need
not be a coarse moduli space for F ×p,M•,f N
•. If M is a moduli space for
F, satisfying in addition the universal property of definition B.106, then N
need not necessarily satisfy the universal property again.
A coarse moduli space is uniquely determined by the universal property up
to isomorphism. Two moduli spaces for a Deligne-Mumford stack F may
differ by a universal homeomorphism.
Example B.108 Consider a (strict) functor F : Cop → (Set). Let F be
the associated stack. Since for any scheme B ∈ Ob (C) the fibre category
F(B) = F(B) is a set, the set of connected components equals π0(F(B)) =
F(S). Thus a coarse moduli space for F is also a coarse moduli space for F
in the sense of [GIT, Def. 5.6].
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Remark B.109 Let M be a moduli space of a Deligne-Mumford stack F.
Then F is irreducible if and only if M is irreducible, and F is connected if
and only if M is connected.
Proposition B.110 (i) Let F be a Deligne-Mumford stack, together with a
separated morphism q : F→ N• of finite type, for some scheme N ∈ Ob (C).
Then there exists a scheme T ∈ Ob (C) and a morphism
t : T • → F
which is proper and surjective.
(ii) Let F be a Deligne-Mumford stack, together with a moduli space p : F→
M•. Then there exists a scheme T ∈ Ob (C) and a morphism
t : T • → F
which is finite and surjective.
Proof. For part (i) of the proposition see [DM, Thm. 4.14], and for part
(ii) see [Vi1, Prop. 2.6]. 
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B.3 Quotients
Throughout this section let C be one of the categories (Sch/S) or (Aff/S),
where S is a scheme, or an affine scheme, respectively.
B.3.1 Group actions
Definition B.111 A group scheme over S is an object p : G→ S ∈ Ob (C),
together with morphisms
µ : G×S G → G,
ι : G → G,
e : S → G,
such that
(i) µ ◦ (idG × µ) = µ ◦ (µ × idG) : G×S G×S G→ G, (associativity)
(ii) µ ◦ (idG × ι) ◦∆ = e ◦ p : G→ G, (inverse)
µ ◦ (ι× idG) ◦∆ = e ◦ p : G→ G,
(iii) µ(e× idG) = idG : G ∼= S ×S G→ G (identity)
µ(idG × e) = idG : G ∼= G×S S → G.
Here, in (ii) the morphism ∆ : G→ G×S G is the diagonal morphism, and
in (iii) we identify S ×S G ∼= G ∼= G×S S.
Example B.112 The general linear group GLn(k) over some field k can be
viewed as a group scheme, even as an affine group variety, by
GLn(k) = Spec
(
k[xij ][det(xij)
−1]
)
,
for 1 ≤ i, j ≤ n. Replacing k by an arbitrary ring R we obtain a group
variety GLn(R).
Let Z be a noetherian scheme. By definition, Z can be covered by finitely
many affine open subsets Spec (Ai), where all Ai are Noetherian rings. Each
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of them defines an affine group variety GLn(Ai), and the glueing of the
Spec (Ai) induces a glueing of the group varieties, which gives a group scheme
GLn(Z) =
⋃
i
GLn(Ai).
This group scheme is also denoted by AutOZ (O
n
Z).
Definition B.113 Let X ∈ Ob (C) be a scheme, and let G be a group
scheme over S. We say thatG acts on X from the right if there is a morphism
σ : X ×S G→ X
in C, such that
σ(idX × µ) = σ(σ × idG) : X ×S G×S G→ X,
as well as
σ(idX × e) = pr1 : X ×S S → X.
Remark B.114 Suppose that S = Spec (k) for some field k, and that G
acts on a scheme X ∈ Ob (C) via σ : X ×S G → X. For any closed point
g ∈ G define
σg : X → X
x 7→ σ(x, g).
Then σg is an automorphism of X over S, and the map
σ• : G → Aut(X)
g 7→ σg
is a homomorphism of groups.
Definition B.115 (i) An action σ : X×SG→ X is called trivial, if σ = pr1.
(ii) An action σ : X ×S G→ X is called free, if
Ψ := (pr1, σ) : X ×S G→ X ×S X
is a closed immersion. The action σ is called proper, if the morphism Ψ is
proper.
226 APPENDIX B. STACKS AND QUOTIENT STACKS
Remark B.116 Assume that S = Spec (k) for some field k. Then the
morphism e : S → G from definition B.111 determines a closed point id ∈ G.
If G acts freely on X, then the identity
σ(x, g) = x,
for all closed points x ∈ X, implies g = id.
Definition B.117 Let G be a group scheme acting on X ∈ Ob (C) with
action σX . Let Y ∈ Ob (C) be a scheme.
(i) A morphism f : X → Y in C is called G-invariant, if the diagram
X ×S G
pr1 //
σX

X
f

X
f
// Y
commutes.
(ii) Suppose that there is a G-action σY on Y . A morphism f : X → Y is
called G-equivariant, if the diagram
X ×S G
f×idG //
σX

Y ×S G
σY

X
f
// Y
commutes.
Definition B.118 Let S = Spec (k), where k is a field. An (affine) linear
algebraic group over k is a group scheme G over S, which is a closed subgroup
scheme of GLn(k) for some n ∈ N.
Remark B.119 More generally, let S be a Noetherian scheme. A linear
algebraic group over S is a group scheme G over S, which is a subgroup
scheme of GLn(S) for some n ∈ N.
Consider the special case S = Spec (k). Every affine group variety over a
field k is a subgroup variety of some GLn(k), see [Bo, Prop. I.1.10]. In
fact, any affine group scheme of finite type over k is a subgroup scheme of
GLn(k).
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Definition B.120 Let G be a group scheme acting on a scheme X ∈
Ob (C). Let f : Z → X be a morphism of schemes in C. The stabilizer
of f is the subgroup scheme StabG(f) of Z ×S G over Z, defined by the
Cartesian diagram
StabG(f) //

Z
(idZ ,f)

Z ×S G
(pr1,σ◦(f,idG))
// Z ×S X.
If Z is an irreducible subscheme of X, and z0 is a generic point of Z, then
the preimage of z0 in StabG(f) can be interpreted as a subgroup of G, which
is called the stabilizer subgroup StabG(Z) of Z.
B.3.2 Quotients of schemes
Definition B.121 Let G be a group scheme over S acting with action σ
on X ∈ Ob (C). A categorical quotient of X by G is a scheme Y ∈ Ob (C)
together with a morphism q : X → Y , such that the diagram
X ×S G
σ //
pr1

X
q

X q
// Y
commutes, satisfying the following universal property. For all schemes Z ∈
Ob (C) with morphisms r : X → Z, such that r◦σ = r◦pr1, there is a unique
morphism u : Y → Z in C, such that the following diagram commutes.
X ×S G
σ //
pr1

X
q

r
0
00
00
00
00
00
00
00
X q
//
r
))RR
RRR
RRR
RRR
RRR
RRR Y
u
  A
AA
AA
AA
A
Z.
Remark B.122 If a categorical quotient exists, then it is uniquely deter-
mined up to isomorphism by its universal property.
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The following definition is taken from [Vi1, 2.10]. Note that this notion of
a quotient is weaker than that of a good or a geometric quotient.
Definition B.123 Let G be a group scheme over S acting with action σ
on X ∈ Ob (C). A quotient of X by G is a scheme Y ∈ Ob (C) together with
a G-invariant morphism q : X → Y , satisfying the following properties.
(i) The morphism q is surjective and universally submersive.
(ii) Consider the morphism Ψ := (pr1, σ) : X ×S G→ X ×S X. Then for
its image holds
im(Ψ) ∼= X ×Y X.
Remark B.124 A morphism q : X → Y is called universally submersive,
if for every morphism q : X ′ := Y ′ ×f,Y,q X → Y
′, which is induced by a
morphism f : Y ′ → Y in C, holds that a subset U ′ ⊂ Y ′ is open if and only
if q−1(U ′) ⊂ X ′ is open. In particular, for f = idY , it follows that q itself is
submersive, i.e. the topology on Y is the topology induced via q from X.
Condition (ii) of the definition says that the geometric fibres of q are the
orbits of the geometric points of X with respect to the action of G.
Note that a quotient in this sense need not be unique, so it is in general not
a categorical quotient.
Definition B.125 A morphism q : X → Y is called a geometric quotient
of X by G, if it is a quotient of X by G, and if the natural morphism of
sheaves
OY → (q∗OX)
G
is an isomorphism. Here (q∗OX)
G denotes the subsheaf of q∗OX of G-
invariant sections.
Definition B.126 Let G and X be as above, and let q : X → Y be a
categorical/geometric quotient.
(i) It is called a universal categorical/geometric quotient if for all morphisms
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f : Y ′ → Y the morphism induced by base change q : X ×Y Y
′ → Y ′ is a
categorical/geometric quotient of X ×Y Y
′ by G.
(ii) It is called a uniform categorical/geometric quotient if for all flat mor-
phisms f : Y ′ → Y the morphism induced by base change q : X×Y Y
′ → Y ′
is a categorical/geometric quotient of X ×Y Y
′ by G.
Remark B.127 A geometric quotient is also always a categorical quotient,
and hence in particular unique up to isomorphism. This is true in the
universal case as well.
B.3.3 Principal bundles
From now on we will assume that S = Spec (k) for some algebraically closed
field k. In this subsection we follow the presentation in Sorger’s paper [So].
B.128 Let G be a linear algebraic group over a field k, and let B ∈ Ob (C)
be a scheme. A G-fibration over B is a scheme E ∈ Ob (C), on which G
acts, together with a G-invariant morphism
p : E → B.
A morphism of G-fibrations p : E → B and p′ : E′ → B is a G-equivariant
morphism
φ : E → E′,
in C such that p = p′ ◦ φ. In other words, a G-fibration is a commutative
diagram
E ×k G
σ //
pr1

E
p

E p
// B
in C, where σ denotes the group action of G on E. A G-fibration p : E → B
is called trivial, if it is up isomorphism given by the diagram
B ×k G×k G
(idB ,µ) //
(pr1,pr2)

B ×k G
pr1

B ×k G pr1
// B.
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Definition B.129 Let G and B be as above. A principal G-bundle over
B is a G-fibration over B, which is locally trivial with respect to the e´tale
topology, i.e. if there exists an e´tale covering U = {fα : Bα → B}α∈A of B,
such that for all α ∈ A
f∗αE := E ×B Bα
is trivial over Bα. A morphism of principal G-bundles over B is just a
morphism of the underlying G-fibrations.
Example B.130 Let p : V → B be a k-vector bundle of rank r over B.
Then the associated frame bundle
F := IsomOB(O
r
B , V )
is a principal GLr(k)-bundle over B.
Note that the pullback F ×B V of V to F is a trivial vector bundle over F ,
but it is in general not trivial as a GLr(k)-bundle over V . Indeed, consider
the Cartesian diagram
F ×B V //

V

F // B.
There exists a section s : F → F ×B V , which is defined on the second factor
by the natural map
F = IsomOB(O
r
B , V ) → V
σ 7→ σ(0),
and by the identity on the first factor.
Example B.131 As in example B.130, let p : V → B be a k-vector bundle
of rank r over B. Let P(V ) denote the projective bundle over B defined by
V . Then the PGLk(r)-bundle associated to P(V )
P := IsomOB(P(O
r
B),P(V ))
is a principal PGLk(r)-bundle over B.
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Remark B.132 Let p : V → B be a k-vector bundle of rank r over some
scheme B, and let q : P → B be the principal bundle associated to P(V ).
Then the pullback bundle q∗P(V ) → P has a natural trivialization as a
projective bundle over P . If r : E → B is a principal PGLk(r)-bundle over
B, such that r∗P(V ) → E is trivial, then E is in a natural way isomorphic
to P .
Remark B.133 A group G is called special, or locally isotrivial, if local
triviality with respect to the e´tale topology also implies local triviality with
respect to the Zariski topology. An example of a special group is G =
GLn(k). Furthermore, for linear algebraic groups over a field k, all locally
trivial principal bundles with respect to the e´tale topology over smooth
curves are locally trivial with respect to the Zariski topology as well.
Remark B.134 Any morphism φ : E → E′ of principal G-bundles over B
is an isomorphism. Indeed, there exists an e´tale covering U = {fα : Bα →
B}α∈A of B, such that for all α ∈ A the liftings f
∗
αE and f
∗
αE
′ are trivial,
and f∗αφ is given by multiplication with some morphism gα : Bα → G. So
over Bα we can define (f
∗
αφ)
−1 by g−1α , and the local definitions glue together
to give a global inverse φ−1.
Remark B.135 Let p : E → B be a principal G-bundle. If there exists a
section s : B → E, then E is trivial. Indeed, an isomorphism is given by
α : B ×k G → E
(b, g) 7→ s(b)g.
Remark B.136 Let p : E → B be a principal G-bundle, and f : B′ → B
be a morphism in C. Then the Cartesian diagram
E′
f //
p′

E
p

B′
f
// B
defines a principal G-bundle p′ : E′ → B′ up to isomorphism. If E is trivial,
then so is E′.
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Remark B.137 Let G be a linear algebraic group, which acts freely on a
scheme X, which is of finite type over k. Let q : X → Y be the geometric
quotient morphism with respect to this action. Then X is a principal G-
bundle over Y , see [GIT, Prop. 0.9].
Remark B.138 Let p : E → B be a principal G-bundle, and let X ∈
Ob (C) be a quasi-projective scheme, on which G acts from the left. There
is a G-action on the product E ×k X defined by
σE(pr1,pr3)× σX(ι ◦ pr3,pr2) : E ×k X ×k G −→ E ×k X,
or simply, for e ∈ E, x ∈ X and g ∈ G by
(e, x) · g := (e · g, g−1 · x).
Then the quotient
E(X) := (E ×k X)/G
exists as a scheme in C. We have a natural morphism
E(X)→ B,
where each fibre is isomorphic to X, which is locally trivial with respect to
the e´tale topology.
Remark B.139 Let ̺ : H → G be a morphism of linear algebraic groups.
(i) Let p : E → B be a principal H-bundle. Via ̺, there is an action of H
on G. So we can form
E(G) = (E ×k G)/H,
which is in fact a principal G-bundle on B, compare remark B.138. It is
called the extension of E by G. The action of G on E(G) is on the second
factor and from the right. If ̺ is a closed immersion then E is in a natural
way an H-subbundle of E(G).
(ii) An H-reduction of a principal G-bundle q : F → B is a principal H-
bundle q′ : F ′ → B, such that F ′(G) ∼= F .
Proposition B.140 Let ̺ : H → G be a closed immersion, and let q : F →
B be a principal G-bundle on B. Then there exists an H-reduction of F if
and only if there exists a section
s : B → F/H := F (G/H).
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Proof. Assume that p : E → B is a reduction of F , so that we have
F = (E ×k G)/H.
In particular, F is a locally trivial G-fibration, where the transition functions
are given by elements of H. Thus F/H is in fact trivial over B, and a zero-
section s : B → F/H exists, which maps a point b ∈ B to the equivalence
class of the unit of G in the fibre over b.
Conversely, if there is such a section s : B → F/H, then we can form the
Cartesian square
E′
s //
π

F
π

B
s // F/H.
Here π : F → F/H is the natural quotient map, and hence a principal H-
fibration, and E′ is the subbundle of F which is fibrewise the kernel of π.
This implies that π : E′ → B is a principal H-fibration as well.
To see that E′ is indeed a reduction of F , we will write down isomorphisms
between F and E′(G). Using the section s : B → F/H, we identify F/H
with B ×k G/H, via
B ×k G/H → F/H
(b, g) 7→ s(b)g.
Here g denotes the equivalence class of an element g ∈ G in G/H. Con-
versely, any element f ∈ F/H, represented by f ∈ F with q(f) = b, maps
to (q(f), s(q(f))−1 · f) ∈ B ×k G/H. Note that even though s(q(f))
−1 is
not defined, the “distance” s(q(f))−1 ·f of f from the section is well defined
in G. Under this identification, we have s(b) = (b, id), for b ∈ B, and the
quotient map becomes
π : F → B ×k G/H
f 7→ (q(f), π˜(f)).
We now define
α : F → E′(G) = (E′ ×k G)/H = ((F ×B×kG/H B)×k G)/H
f 7→ (f · π˜(f)−1, q(f), π˜(f)).
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Note that indeed (f · π˜(f)−1, q(f)) ∈ F ×B×kG/H B. The inverse morphism
is simply given by
β : ((F ×B×kG/H B)×k G)/H → F
(f, b, g) 7→ f · g.
Note here that π˜(f) = id, so that π˜(f · g) = g. 
Remark B.141 A stronger version of the above proposition B.140 is given
in [So, lemma 2.2.3]. In fact, there is a one-to-one correspondence between
sections s : B → F/H and H-subbundles E′ of F with F = E′(G). Note
that giving a section s : B → F/H is equivalent to specifying a trivialization
F/H ∼= B ×k G/H such that s becomes the zero-section, i.e. the section
given by s(b) = (b, id). TheH-subbundleE′ is defined fibrewise as the kernel
of πb : Fb → (F/H)b, for any b ∈ B. Conversely, if E
′(G) = F , then there
is a natural inclusion of E′ as an H-subbundle of F . Hence the composed
map
B = E′/H →֒ F ′/H
defines a section s : B → F/H. There is a unique trivialization of F/H ∼=
B ×k G/H, such that s becomes the zero-section.
Remark B.142 Note that any two H-reductions E′1 and E
′
2 are isomorphic
to each other. Indeed, the corresponding sections s1, s2 : B → F/H define
two trivializations of F/H ∼= B ×k G/H, such that E
′
1 and E
′
2 are the
preimages of the respective zero-sections, and hence isomorphic.
Remark B.143 Let ̺ : H → G be a morphism of linear algebraic groups,
and let φ : E1 → E2 be a morphism of principal H-bundles over B. Then φ
extends naturally to a morphism
φ : E1(G) → E2(G)
(e, g) 7→ (φ(e), g)
of principal G-bundles over B.
Conversely, let E1 and E2 be H-reductions of principal G-bundles F1 and
F2, respectively. A morphism φ˜ : F1 → F2 restricts to a morphism
φ′ : E1 → E2
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if and only if for the induced map φ˜′ : F1/H → F2/H holds s2 = φ˜
′ ◦ s1,
where si : B → Fi/H are the sections corresponding to Ei, for i = 1, 2.
If Ei ⊂ Fi are subbundles, then this is equivalent to the condition that
φ˜(E1) ⊂ E2, and hence that φ˜(E1) = E2.
If φ′ exists, then its extension is equal to φ˜.
Lemma B.144 Let G and H be linear algebraic groups, and let E be a
principal G×kH-bundle over B. Then the quotient E/G exists as a principal
H-bundle, and the quotient E/H exists as a principal H-bundle over B.
Proof. Consider an e´tale covering U = {fα : Bα → B}α∈A of B, such that
for all α ∈ A holds
f∗αE
∼= Bα ×k G×k H.
The transition functions on intersections Bαβ := Bα ×B Bβ, for α, β ∈ A,
are given by pairs of morphisms
(gαβ , hαβ) : Bαβ → G×k H
such that for all α, β, γ ∈ A holds (gαγ , hαγ) = (gβγ , hβγ)◦(gαβ , hαβ). In par-
ticular, the transition functions (gαβ)α,β∈A and (hαβ)α,β∈A define principal
bundles E/H and E/G. 
B.3.4 Quotient fibred categories
Definition B.145 Let G be a linear algebraic group over S, acting on a
scheme X ∈ Ob (C). The quotient lax functor [X/G] is defined as the fol-
lowing 2-functor
[X/G] : Cop → (Gp)2.
For all B ∈ Ob (C) the category [X/G](B) is defined by
Ob ([X/G](B)) :=


(E, p, φ) :
p : E → B is a principal G-bundle,
φ : E → X is G-equivariant

 .
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For two objects (E, p, φ) and (E′, p′, φ′) in [X/G](B) one defines
Mor [X/G](B)((E, p, φ), (E
′ , p′, φ′)) :=


α : E′ → E :
α is a morphism of
principal G-bundles over B,
such that φ′ = φ ◦ α

 .
Necessarily a morphism of principalG-bundles is an isomorphism, so [X/G](B)
is a groupoid.
A morphism f : B′ → B in C gets mapped to a functor
[X/G](f) : [X/G](B) → [X/G](B′)
(E, p, φ) 7→ (f∗E, p, φ ◦ f)
α 7→ f∗α,
where p, f and f∗E are defined by the Cartesian diagram
f∗E
f //
p

E
p

B′
f
// B.
Note that [X/G] is not a functor. For a pair of morphisms f ′ : B′′ → B′
and f : B′ → B there is an isomorphism
cf,f ′ : f
′∗(f∗E)
∼
−→ (f ◦ f ′)∗E
rather than equality. However, these cf,f ′ provide the 2-morphisms of a 2-
functor, which is thus well defined. (Recall that for each morphism f : B′ →
B an object f∗E has been fixed a priory. Modifying the lifting changes the
2-functor by an isomorphism.)
Definition B.146 Let G be a linear algebraic group over S, acting on a
scheme X ∈ Ob (C). The quotient fibred category is defined up to isomor-
phism of fibred categories as the category fibred in groupoids over C which
corresponds to the quotient lax functor [X/G] under the natural equivalence
of 2-categories of remark B.15. It is denoted by [X/G], too.
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Remark B.147 In particular, objects of the fibred category [X/G] are
objects (E, p, φ) ∈ [X/G](B) for some B ∈ Ob (C). A morphism from
(E, p, φ) ∈ [X/G](B) to (E′, p′, φ′) ∈ [X/G](B′) is given by a pair of mor-
phisms f : B′ → B and f˜ : E′ → f∗E in C, where f˜ is a morphism of
principal G-bundles, such that the diagram
X
E′
f˜
//
p′ !!D
DD
DD
DD
D
φ′
33gggggggggggggggggggggggggggggg f∗E
φjjjjjjjjj
44jjjjjjjjjj
f
//
p

E
p

φ
88qqqqqqqqqqqqq
B′
f
// B
is commutative, and such that the square is Cartesian.
Remark B.148 Let [X/G] be a quotient fibred category as above, and let
B ∈ Ob (C). By Yoneda’s lemma B.18 there is an equivalence of categories
Mor Lax (Cop,(Gp)2)(B
•, [X/G]) ≡ [X/G](B).
An object of Mor Lax (Cop,(Gp)2)(B
•, [X/G]) is given by a pair of families
({ηY }Y , {uf}f ),
where for all Y ∈ Ob (C)
ηY : B
•(Y )→ [X/G](Y )
is a functor between the fibre categories, and for all morphisms f : Y → Z
in C
uf : ηY ◦B
•(f)⇒ [X/G](f) ◦ ηZ
is a 2-isomorphism, subject to the usual compatibility conditions.
If a morphism b : B• → [X/G] is given, then the corresponding object
of [X/G](B) with respect to Yoneda’s equivalence is given by ηB(idB) ∈
[X/G](B). Hence
ηB(idB) = (E, p, φ)
for some principal G-bundle p : E → B, together with a G-equivariant
morphism φ : E → X.
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Let Y ∈ Ob (C), and f : Y → B ∈ B•(Y ). The 2-isomorphism uf , applied
to idB ∈ B
•(B), gives an isomorphism
ηY ◦B
•(f)(idB) ∼= [X/G](f) ◦ ηB(idB),
hence
ηY (f) ∼= [X/G](f)(E, p, φ)
∼= (f∗E, p, φ ◦ f),
where p and f are given by the Cartesian diagram
f∗E
f //
p

E
φ //
p

X
Y
f
// B.
Lemma B.149 Let [X/G] be a fibred category as above, and let A,B ∈
Ob (C), together with morphisms f : A → B in C and b : B• → [X/G] in
Lax (Cop, (Gp)2). If b is represented under Yoneda’s equivalence by a triple
(E, p, φ) ∈ [X/G](B), then the composed map
a := b ◦ f : A• → [X/G]
is represented, up to isomorphism, by the triple (f∗E, p, φ ◦ f), where p and
f are given by the Cartesian diagram
f∗E
f //
p

E
φ //
p

X
A
f
// B.
Proof. Let the notation be as in remark B.148, and let the morphism a :
A• → [X/G] be represented by a pair of families
({η˜Y }Y , {u˜f}f ).
Note that for any g : Y → A in C holds
b ◦ f(g) = b(f ◦ g),
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hence
η˜Y (g) = ηY (f ◦ g).
In particular, under Yoneda’s equivalence, a is represented by
η˜A(idA) = ηA(f),
hence by the triple (f∗E, p, φ ◦ f) as claimed. 
Remark B.150 Let [X/G] be as above. The triple (X ×G,pr1, σ) defines
the canonical quotient morphism
π : X• → [X/G],
using Yoneda’s lemma.
Lemma B.151 Let G be a linear algebraic group acting on a scheme X ∈
Ob (C), with action σ : X ×G→ X. Then the natural diagram
X• ×C G
• σ //
pr1

X•
π

X• π
// [X/G]
is commutative, up to a 2-morphism η : π ◦ pr1 ⇒ π ◦ σ. It is even a
Cartesian diagram, i.e. X• ×C G
• ≡ X• ×π,[X/G],π X
•.
Proof. We will show the 2-commutativity of the diagram first. Let f :
B → X ×G be an object of X• ×C G
•. The triple π ◦ σ(f) ∈ [X/G](B) is
determined by the pullback diagram
f∗((X ×G)×G) //

(X ×G)×G

// X ×G
σ //
pr1

X
B
f
// X ×G σ
// X.
Hence we find π ◦ σ(f) = (B × G,pr1, σ(σ ◦ f, idG)). Similarly, we obtain
π ◦ pr1(f) = (B × G,pr1, σ(pr1 ◦ f, idG)). There is an isomorphism ηf :
π ◦ pr1(f)→ π ◦ σ(f) given by
ηf := (idB , µ(pr2(f),pr2)),
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where µ : G × G → G denotes the multiplication in G. Note the direction
of this morphism according to the definition of morphisms in [X/G]. In
particular, on B ×G there is an identity
σ(pr1 ◦ f, idG) = σ(σ ◦ f, idG) ◦ ηf .
Because the morphism ηf is G-equivariant, it is indeed an isomorphism
of principal G-bundles. It is easy to see that the cocycle condition for
morphisms in X• ×C G
• is also satisfied, and we have thus constructed
a 2-morphism η : π ◦ pr1 ⇒ π ◦ σ.
To see that the diagram is Cartesian, we will verify the universal property.
Here it is sufficient to restrict ourselves to schemes Y ∈ Ob (C). Consider a
commutative diagram
Y •
g //
f

X•
π

X• π
// [X/G],
together with a 2-morphism ̺ : π ◦ f ⇒ π ◦ g. We need to show that there
exists a morphism u : Y → X ×G, such that g = σ ◦ u and f = pr1 ◦ u, as
well as ̺ = η ∗ idu.
The composed morphism π ◦ f corresponds to the triple (Y × G,pr1, σ ◦
(f, idG)) ∈ [X/G](Y ), while the morphism π◦g corresponds to (Y ×G,pr1, σ◦
(g, idG)). The 2-morphism ̺ defines a morphism
̺idY : π ◦ f(idY )→ π ◦ g(idY ),
i.e. a morphism from (Y ×G,pr1, σ ◦ (f, idG)) to (Y ×G,pr1, σ ◦ (g, idG)) in
[X/G]. On Y ×G, this morphism is given by the pair (pr1, µ(γ ◦ pr1,pr2)),
for some γ : Y → G. In particular, we have the identity
g = σ(f, γ).
Now define the morphism u : Y → X ×G by
u := (f, γ).
One sees immediately that pr1 ◦ u = f and σ ◦ u = g, as well as ̺ = η ∗ idu.
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Note that these three conditions determine u uniquely. Analogously, one ver-
ifies the condition on morphisms of schemes as in proposition B.23. There-
fore the above diagram is indeed Cartesian. 
By the definition of the canonical quotient morphism π : X• → [X/G] via
Yoneda’s lemma, the above lemma B.151 is just a special case of the more
general proposition below.
Proposition B.152 Let [X/G] be a fibred category as above, and let B ∈
Ob (C). By Yoneda’s lemma, a morphism of fibred categories b : B• →
[X/G] corresponds to a triple (E, p, φ) ∈ [X/G](B), where p : E → B
is a principal G-bundle over B, together with an G-equivariant morphism
φ : E → X. Then the diagram
E•
p //
φ•

B•
b

X• π
// [X/G]
is Cartesian.
Proof. The claim of the proposition is a generalization of lemma B.151, so
we may abbreviate some of the arguments. First we want to prove that the
diagram is indeed commutative.
The composed morphisms b ◦p and π ◦ φ• from E• to [X/G] correspond to
triples (p∗E, p, φ ◦p′) and (φ∗(X ×G),pr1, σ ◦φ) in [X/G](E), as defined by
the following Cartesian diagrams
p∗E
p′ //
p

E
φ //
p

X and φ∗(X ×G)
φ //
pr1

X ×G
σ //
pr1

X
E p
// B, E
φ
// X.
Here σ denotes the group action of G on X. Clearly p∗E = E×p,B,pE → E
admits a trivializing section, so
p∗E ∼= E ×G ∼= φ∗(X ×G).
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Under these isomorphisms, p is just the projection pr1, and thus identified
with pr1, and p
′ equals the group action σE : E × G of G on E. Because
φ is G-equivariant, one has φ ◦ σE = σ ◦ φ. In other words, the two triples
in [X/G](B) coincide, up to a unique isomorphism. Therefore the diagram
commutes, up to a 2-morphism η.
It is also a Cartesian diagram. To see this we will verify the universal
property. Note that it is enough to do this for schemes Y ∈ Ob (C) only.
Consider a commutative diagram
Y •
g //
f

B•
b

X• π
// [X/G]
for some scheme Y ∈ Ob (C). The composed morphisms b ◦ g and π ◦
f correspond to two triples (g∗E, p, φ ◦ g) and (f∗(X × G),pr1, σ ◦ f) in
[X/G](Y ), defined by Cartesian diagrams
g∗E
g //
p

E
φ //
p

X and f∗(X ×G)
f //
pr1

X ×G
σ //
pr1

X
Y g
// B, Y
f
// X.
By assumption, there exists a 2-morphism η : b ◦ g⇒ π ◦ f , so in particular
there is an isomorphism ηidY between the two triples. Since f
∗(X × G) is
trivial over Y , and isomorphic to g∗E, there is a section s : Y → g∗E.
Consider the composed morphism u := g ◦s : Y → E inducing u : Y • → E•.
It clearly holds
p ◦ u = g, and φ ◦ u = f.
One easily verifies ̺ = η ∗ idu, and with these three conditions, u is uniquely
determined. 
Definition B.153 Let G and H be groups acting on a scheme X ∈ Ob (C).
Let σG : X ×G → X and σH : X ×H → X denote the respective actions.
The actions of G and H are called independent, if
σH(σG(pr1,pr2),pr3) = σG(σH(pr1,pr3),pr2)
as morphisms from X ×G×H to X.
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Remark B.154 Let G and H be linear algebraic groups acting indepen-
dently on a scheme X ∈ Ob (C). Then there exists a canonical morphism of
fibred categories
q : [X/G]→ [X/G×H],
sending a triple (E, p, φ) ∈ [X/G](B), for some B ∈ Ob (C), to the triple
(E × H, p ◦ pr1, σH ◦ (φ, idH)) ∈ [X/G × H](B), where σH : X × H → X
denotes the group action of H on X. The definition of q on morphisms in
[X/G] is the natural one.
Not much has been written on quotient stacks with respect to products of
groups. The following generalization of lemma B.151 seems to be new.
Proposition B.155 Let G and H be linear algebraic groups acting inde-
pendently on X ∈ Ob (C). Then the diagram
X• ×C H
• pr1 //
π′

X•
π

[X/G]
q
// [X/G×H]
is commutative, with a 2-morphism η : q ◦ π′ ⇒ π ◦ pr1. It is even a
Cartesian diagram. Here, q denotes the canonical morphism. The mor-
phism π′ corresponds under Yoneda’s equivalence to the triple (X × G ×
H, (pr1,pr3), σG×H) ∈ [X/G](X × H), where σG×H : X × G × H → X is
given by the group action of G×H on X.
Remark B.156 (i) Note that in the special case G = {id}, the morphism
π′ equals the group action σH : X ×H → X on X.
(ii) If one replaces the upper arrow pr1 by the group action σH , then the
diagram is strictly commutative.
Proof of the proposition. Let us show the commutativity of the diagram
first. Consider an object f ∈ X•×CH
•(B) for some scheme B ∈ Ob (C), i.e.
a morphism of schemes f = (b, β) : B → X ×H. By definition, the images
of f under the composed morphism are the triples
π ◦ pr1(f) = (B ×G×H,pr1, σG×H(b ◦ pr1,pr2,pr3)),
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and
q ◦ π′(f) = (B ×G×H,pr1, σH(σG×H(b ◦ pr1,pr2, β ◦ pr1),pr3)).
We define an isomorphism of triples
ηf : q ◦ π
′(f)→ π ◦ pr1(f)
through the isomorphism of principal G×H-bundles
nf := (pr1,pr2, µH(β
∨ ◦ pr1,pr3)) : B ×G×H −→ B ×G×H,
where µH : H ×H → H denotes the multiplication in H, and β
∨ := ι ◦ β
denotes the composition of β with the group inversion ι : H → H of H. One
verifies that
σH(σG×H(b ◦ pr1,pr2, β ◦ pr1),pr3) ◦ nf = σG×H(b ◦ pr1,pr2,pr3),
so nf defines indeed a morphism of triples. Note that the construction of
ηf is compatible with compositions of morphisms in X
• ×C H
•, so there is
indeed a 2-morphism
η : q ◦ π′ ⇒ π ◦ pr1.
We now want to show that the diagram is Cartesian, i.e. that there is an
isomorphism of stacks
(X ×H)• ≡ [X/G] ×q,[X/G×H],π X
•.
By the universal property of the fibre product, there exists a morphism u
from (X × H)• to [X/G] ×q,[X/G×H],π X
•, as constructed in the proof of
proposition B.22. We want to define an inverse morphism v. Consider an
object Ω = ((E, p, φ), b, α) ∈ [X/G] ×q,[X/G×H],π X
•(B) for some scheme
B ∈ Ob (C). Here, p : E → B is a principal G-bundle over B, φ : E → X
is a G-equivariant morphism, and b : B → X is a morphism in C, together
with an isomorphism
α : q(E, p, φ)→ π(b).
Since the triples can be computed as
q(E, p, φ) = (E ×H, p ◦ pr1, σH(φ ◦ pr1,pr2)),
and
π(b) = (B ×G×H,pr1, σG×H(b ◦ pr1,pr2,pr3)),
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the isomorphism α is given by a morphism of principal G×H-bundles
λ = (λE , λH) : B ×G×H → E ×H,
satisfying the equality
σG×H(b ◦ pr1,pr2,pr3) = σH(φ ◦ pr1,pr2) ◦ λ.
Let ν : B → B × G × H denote the zero-section. Define a morphism
β : B → H by
β := ι ◦ λH ◦ ν,
where ι is the inversion morphism on H, and define
v(Ω) := (b, β) ∈ (X ×H)•(B).
Let another object Ω′ = ((E′, p′, φ′), b′, α′) ∈ [X/G]×q,[X/G×H],πX
•(B′) for
some scheme B′ ∈ C be given, together with a morphism ω : Ω → Ω′. By
definition, ω is given by a pair (ω1, ω2), where
ω1 : (E, p, φ)→ (E
′, p′, φ′)
is a morphism in [X/G], and
ω2 : b→ b
′
is a morphism in X•. In particular, ω2 is given by a mophism w : B
′ → B
in C, such that b′ = b ◦ w, i.e. ω2 = w
∗. We define
v(ω) := w∗,
considered as a morphism in (X × H)•. It is clear from the construction
that v is a functor from [X/G]×q,[X/G×H],πX
• to (X ×H)•, respecting the
fibrations over C.
For an object f = (b, β) : B → X ×H in (X ×H)• one computes
v(u(f)) = v(π′(f),pr1(f), ηf )
= v((B ×G,pr1, σG×H(b ◦ pr1,pr2, β ◦ pr1)), b, ηf ),
where ηf is given by the automorphism (pr1,pr2, µH(β
∨ ◦ pr1,pr3)) on B ×
G×H. Therefore
v(u(f)) = (b, ι ◦ µH(β
∨ ◦ pr1,pr3) ◦ ν)
= (b, β)
= f.
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For a morphism w : B′ → B in C, i.e. a morphism w∗ in X• ×C H
•, one
finds
v(u(w∗)) = v(π′(w∗), w∗) = w∗.
Hence for the composition of functors holds v ◦ u = id(X×H)• .
Conversely, look at the composition u ◦ v. For a tuple Ω = ((E, p, φ), b, α)
as above, with (b, β) := (b, ι ◦ λH ◦ ν) = v(Ω), one computes
u(v(Ω)) = ((B ×G,pr1, σG×H(b ◦ pr1,pr2, β ◦ pr1)), b, η(b,β)).
To construct a 2-morphism
γ : id[X/G]×q,[X/G×H],πX• ⇒ u ◦ v
we need to define an isomorphism for each Ω an isomorphism of tuples
γΩ : Ω→ u(v(Ω)),
i.e. a pair of morphisms γΩ = (γ1, γ2) in [X/G]×C X
•, such that
η(b,β) ◦ q(γ1) = π(γ2) ◦ α.
Clearly, γ2 = idb. To construct γ1 : (E, p, φ) → (B × G,pr1, σG×H(b ◦
pr1,pr2, β ◦ pr1)), recall that by assumption there is an isomorphism
λ = (λE , λH) : B ×G×H → E ×H
of principal G×H-bundles over B. Using the respective zero-sections, there
are natural subbundles
iB×G : B ×G →֒ B ×G×H and iE : E →֒ E ×H.
It follows from the definition of the action of H on E×H, and the fact that
λ is G-equivariant, that the composed morphism
λH ◦ iB×G : B ×G→ H
does not depend on G, i.e.
λH ◦ iB×G = λH ◦ iB×G ◦ ν ◦ pr1,
where ν : B → B ×G is the zero-section. Let σ′H : (E ×H)×H → E ×H
denote the action of H on E ×H. The image of the morphism
δ := σ′H(λ, ι ◦ λH) ◦ iB×H : B ×G→ E ×H
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is contained in E × {id}, i.e. δ : B × G → E is a morphism of principal
G-bundles.
To show that the morphism δ defines a morphism of triples
γ1 : (E, p, φ)→ (B ×G,pr1, σG×H(b ◦ pr1,pr2, β ◦ pr1)),
one needs to verify the identity
φ ◦ δ = σG×H(b ◦ pr1,pr2, β ◦ pr1).
This follows easily from the fact that λ satisfies the condition σG×H(b ◦
pr1,pr2,pr3) = σH(φ ◦ pr1,pr2) ◦ λ.
Next we need to verify that the pair γΩ = (γ1, γ2) defines a morphism of
tuples
Ω ⇒ u(v(Ω)),
i.e. we need to verify that the equality η(b,β)◦q(γ1) = π(γ2)◦α holds, consid-
ered as morphisms from q(E, p, φ) to π(b). By construction, the morphism
of principal G ×H-bundles defining π(γ2) ◦ α is just λ, and the morphism
defining η(b,β) ◦ q(γ1) is
(δ, idH) ◦ (pr1,pr2, µH(β
∨ ◦ pr1,pr3)) : B ×G×H → E ×H.
It is straightforward to show that these two morphisms are the same.
Finally, one checks that the construction of the morphisms γΩ is compatible
with morphisms in [X/G] ×q,[X/G×H],π X
•, so that they define indeed a
natural transformation
γ : id[X/G]×q,[X/G×H],πX• ⇒ u ◦ v
as claimed. 
The above proposition B.155 is a special case of our much more general
result below.
Proposition B.157 Let G and H be linear algebraic groups acting inde-
pendently on X ∈ Ob (C). Let y : Y • → [X/G × H] be given by the triple
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(T, t, τ). Then the diagram
(T/G)•
t′ //
y′

Y •
y

[X/G]
q
// [X/G×H]
is Cartesian. Here t′ : T/G → Y denotes the morphism induced by the
projection t : T → Y , and y′ is given by the triple (T, πH , τ) ∈ [X/G](T/G),
where πH : T → T/G denotes the canonical quotient morphism.
Proof. By lemma B.144, there exist principal bundles tG : TG := T/H → Y
and tH : TH := T/G→ Y . We denote the canonical quotient morphisms by
πG : T → TG and πH : T → TH , respectively. To show 2-commutativity of
the above diagram it is enough to show that the triples representing y ◦ t′
and q ◦ y′ are isomorphic. It is easy to see that the diagram
T ×H
σ′H //
πH◦pr1

T
t

TH = T/G tH
// Y
is Cartesian. Here σ′H denotes the group action of H on T . Using this, one
finds that the composed morphism y ◦ t′ is represented by the triple
(T ×H,πH ◦ pr1, τ ◦ σ
′
H),
up to isomorphism. Note that in the computation of this triple we used the
isomorphism t∗HT
∼= T × H. This isomorphism may change y ◦ t′ at most
by a 2-morphism. For the composed morphism q ◦ y′ one obtains the triple
(T ×H,πH ◦ pr1, σH(τ ◦ pr1,pr2)).
Clearly these two triples are identical, so the two morphisms y◦t′ and q◦y′
differ at most by a 2-morphism, i.e. the diagram is commutative, with a
2-morphism η : q ◦ y′ ⇒ y ◦ t′.
To show that the diagram is Cartesian, we will show that there is an iso-
morphism of stacks
(T/G)• ≡ [X/G] ×q,[X/G×H],y Y
•.
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By the universal property of the fibre product, there exists a morphism
u from (T/G)• to [X/G] ×q,[X/G×H],y Y
•, as constructed in the proof of
proposition B.22. We want to define an inverse morphism v. Consider an
object Ω = ((E, p, φ), b, α) ∈ [X/G] ×q,[X/G×H],y Y
•(B) for some scheme
B ∈ Ob (C). Here, p : E → B is a principal G-bundle over B, φ : E → X
is a G-equivariant morphism, and b : B → Y is a morphism in C, together
with an isomorphism
α : q(E, p, φ)→ y(b).
The triples can be computed as
q(E, p, φ) = (E ×H, p ◦ pr1, σH(φ ◦ pr1,pr2)),
and
y(b) = (b∗T, t, τ ◦ b),
where t and b are defined by the Cartesian diagram
b∗T
b //
t

T
t

B
b
// Y.
The isomorphism α is thus given by a morphism of principal G×H-bundles
λ : b∗T → E ×H,
satisfying the equality
τ ◦ b = σH(φ ◦ pr1,pr2) ◦ λ.
In particular there is an induced trivialization λ : b∗T/G → B × H. Let
ν : B → B ×H denote the zero-section. Define a morphism f : B → T/G
by
f := bˆ ◦ λ
−1
◦ ν,
where bˆ : b∗T/G→ T/G is induced by b : b∗T → T . Define now
v(Ω) := f ∈ (T/G)•(B).
Let another object Ω′ = ((E′, p′, φ′), b′, α′) ∈ [X/G]×q,[X/G×H],y Y
•(B′) for
some scheme B′ ∈ C be given, together with a morphism ω : Ω → Ω′. By
definition, ω is given by a pair (ω1, ω2), where
ω1 : (E, p, φ)→ (E
′, p′, φ′)
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is a morphism in [X/G], and
ω2 : b→ b
′
is a morphism in Y •. In particular, ω2 is given by a mophism w : B
′ → B
in C, such that b′ = b ◦ w, i.e. ω2 = w
∗. We define
v(ω) := w∗,
considered as a morphism in (T/G)•. It is clear from the construction that v
is a functor from [X/G]×q,[X/G×H],y Y
• to (T/G)•, respecting the fibrations
over C.
For an object f : B → T/G in (T/G)• one computes
v(u(f)) = v(y′(f), t′(f), ηf )
= v((f∗T, πH , τ ◦ f), t
′ ◦ f, ηf ),
where πH and f are defined by the Cartesian diagram
f∗T
f //
πH

T
πH

B
f
// T/G.
Therefore
v(u(f)) = f.
For a morphism w : B′ → B in C, i.e. a morphism w∗ in (T/G)•, one finds
v(u(w∗)) = v(y′(w∗), w∗) = w∗.
Hence for the composition of functors holds v ◦ u = id(T/G)• .
Conversely, look at the composition u ◦ v. For a tuple Ω = ((E, p, φ), b, α)
as above, with f = v(Ω), one computes
u(v(Ω)) = ((f∗T, πH , τ ◦ f), t
′ ◦ f, ηf ).
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Consider the commutative diagram
E //
p

E ×H

λ−1 // b∗T

b // T
πH

τ // X
B ν
// B ×H
λ
−1
// b∗T/G

bˆ
// T/G
t′

B
b
// Y.
Recall that by definition f = bˆ ◦ λ
−1
◦ ν. From the above diagram one can
read off that there exists an isomorphism from (f∗T, πH , τ ◦ f) to (E, p, φ),
as well as an equality t′ ◦ f = b. In fact, we have an isomorphism of tuples
γΩ : Ω → u(v(Ω)). Using this, one can conclude that there exists a 2-
morphism γ : id[X/G]×q,[X/G×H],yY • ⇒ u◦v, proving that u is an isomorphism
of stacks. The arguments are analogous to that of the proof of proposition
B.155, so we shall omit them here. 
Remark B.158 Let G be a linear algebraic group over S, acting on a
scheme X ∈ Ob (C). Let π : X → Y be a quotient of X by G. Then
there exists a canonical morphism of fibred categories
[X/G] → Y •.
Indeed, let B ∈ Ob (C), and let (E, p, φ) ∈ [X/G](B). Since Y is a quotient,
and φ : E → X is G-equivariant, the morphism φ descends to a morphism
φ′ : E/G→ Y.
The projection map p : E → B induces a natural isomorphism E/G ∼= B,
so we may assume φ′ ∈ Mor C(B,Y ) = Y
•(B). We define a functor
ΣB : [X/G](B) → Y
•(B)
(E, p, φ) 7→ φ′
(f, f˜) 7→ idY •(B).
This functor induces itself a morphism of fibred categories
Σ : [X/G] → Y •
(E, p, φ) 7→ φ′
(f, f˜) 7→ f : φ′ → φ.
Note that in general this functor is neither full nor faithfull.
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Example B.159 Let S = Spec (k), and let G be a linear algebraic group
over k, acting freely on a scheme X ∈ Ob (C). Let π : X → Y denote
the geometric quotient of X by G. Then there is an isomorphism of fibred
categories
[X/G] ≡ Y •.
Indeed, let f : B → Y ∈ Y •(B). By remark B.137, the quotient map
π : X → Y is a principal G-bundle. We define E by the Cartesian square
E := f∗X
φ:=f //
p

X
π

B
f
// Y.
Then p : E → B is again a principal G-bundle, and (E, p, φ) ∈ [X/G](B).
Note that this triple is uniquely determined by the pair (f, π), provided
normalized liftings have been fixed a priory. The 2-functor thus defined is
in fact inverse, up to a 2-transformation, to the functor Σ defined above in
remark B.158.
Example B.160 Let G and X be as in the previous example, but assume
now that G acts trivially on X.
Let (E, p, φ) ∈ [X/G](B). Clearly, E/G ∼= B, and since φ : E → X is
invariant under the action of G, there is an induced morphism φ : B → X.
We thus get the functor
ΣB : [X/G](B) → X
•(B)
(E, p, φ) 7→ φ
α 7→ idX•(B),
which again induces a morphism of fibred categories
Σ : [X/G]→ X•.
If G 6= {id}, then ΣB is never an equivalence of categories. Indeed, any
morphism α : E → E′ in [X/G](B) will be mapped to the same morphism
in X•(B) as the morphism α ◦ σg, where σg : E → E is the automorphism
given by multiplication with a fixed element g ∈ G. Hence ΣB is not faithfull,
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if G 6= {id}. In particular, Σ is not an isomorphism of fibred categories if
G 6= {id}.
Of course, there is always a functor
TB : X
•(B) → [X/G](B)
f : B → X 7→ B ×G (∼= f∗(X ×G))
h : B′ → B 7→ h× idG : B
′ ×G→ B ×G.
For similar reasons as above, TB is not a full functor, unless G is trivial.
Hence the induced morphim of fibred categories T : X• → [X/G] will only
give an isomorphism if G is trivial.
Obviously, for the composition with the morphism Σ holds the identity
Σ ◦ T = idX• .
We have the following apparently new result for a trivially acting group H.
Proposition B.161 Let G and H be linear algebraic groups acting inde-
pendently on X ∈ Ob (C), such that H acts trivially on X. Then there exists
a natural morphism of fibred categories
ω : [X/G×H]→ [X/G]
such that the diagram
[X/H]
Σ //
q

X
π

[X/G ×H] ω
// [X/G]
is strictly commutative and Cartesian. Here q denotes the natural mor-
phism.
Proof. The morphism ω is defined as follows. For a triple (E, p, φ) ∈
[X/G × H](B), for some scheme B ∈ Ob (C), consider the quotient bun-
dle p : E/H → B, which exists, since E is a principal G×H-bundle over B.
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By the G × H-equivariance of φ, and the fact that H acts trivially on X,
there is an induced G-equivariant morphism φ : E/H → X. Now we define
ω(E, p, φ) := (E/H, p, φ).
The definition of ω on morphisms of triples is the obvious one.
To show the commutativity of the above diagram, consider a triple (E, p, φ) ∈
[X/H](B). Because of the H-invariance of φ, there is an induced morphism
ν : B = E/H → X, such that φ = ν ◦ p. One computes for the image of
(E, p, φ) the triple
π ◦ Σ(E, p, φ) = π(ν) = (B ×G,pr1, σG(ν,pr2)) ∈ [X/G](B),
and finds the same triple for ω ◦ q(E, p, φ). Thus the diagram commutes.
By the universal property of the fibre product there exists a canonical mor-
phism u : [X/H]→ [X/G×H]×ω,[X/G],π X
•. We want to define an inverse
morphism v. Consider an object Ω = ((E, p, φ), b, α) ∈ [X/G×H]×ω,[X/G],π
X•(B) for some scheme B ∈ Ob (C). Here p : E → B is a principal G×H-
bundle, φ : E → X is a G × H-equivariant morphism, b : B → X is a
morphism in C, and α : ω(E, p, φ) → π(b) is an isomorphism. In fact, α is
a morphism from (E/H, p, φ) to (B × G,pr1, σG(b ◦ pr1,pr2)), and is thus
given by a morphism of principal G-bundles
λ : B ×G→ E/H,
which satisfies the equality
σG(b ◦ pr1,pr2) = φ ◦ λ.
The morphism p induces a morphism p′ : E/G → B, and the composition
b ◦ p′ : E/G→ X is clearly H-invariant. We define
v(Ω) := (E/G, p′, b ◦ p′) ∈ [X/G](B).
Consider objects Ωi = ((Ei, pi, φi), bi, αi) ∈ [X/G×H]×ω,[X/G],πX
•(Bi) for
some scheme Bi ∈ Ob (C), for i = 1, 2, together with a morphism ω : Ω1 →
Ω2 between them. By definition, ω is given by a pair of morphisms (ω1, ω2),
where ω1 : (E1, p1, φ1) → (E2, p2, φ2), and ω2 : b1 → b2. In particular, ω2
is given by a morphism w : B2 → B1 in C, such that ω2 = w
∗, and ω1 is
defined by a morphism of principal G ×H-bundles ̺ : E2 → E1, such that
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φ2 = φ1 ◦ ̺. Note that under the fibre projection from [X/G×H] to C, the
morphism ω1 maps to w.
Since ̺ is G-equivariant, there is an induced morphism of principal H-
bundles ̺′ : E2/G→ E1/G, satisfying b1 ◦ p
′
1 = b2 ◦ p
′
2 ◦ ̺
′. Thus ̺′ defines
a morphism of triples
r : v(Ω1) = (E1/G, p
′
1, b1 ◦ p
′
1)→ (E2/G, p
′
2, b2 ◦ p
′
2) = v(Ω2).
We define
v(ω) := r,
as a morphism in [X/H]. Clearly we have thus defined a functor v : [X/G×
H]×ω,[X/G],π X
• → [X/H].
For an object (E, p, φ) ∈ [X/H](B) one computes
v(u(E, p, φ)) = v(q(E, p, φ),Σ(E, p, φ), id(B×G,pr1,σG(φ′,pr2)))
= v((E ×G, p ◦ pr1, σG(φ ◦ pr1,pr2)), φ
′, id(B×G,pr1,σG(φ′◦pr1,pr2)))
= (E, p, φ),
where φ′ : B = E/H → X denotes the morphism induced by theH-invariant
morphism φ : E → X.
For a morphism of triples τ : (E1, p1, φ1)→ (E2, p2, φ2), given by a morphism
of principal H-bundles t : E2 → E1, one finds
v(u(τ)) = v(q(τ),Σ(τ))
= v(τ˜ , t′)
= τ.
Here t′ : E2/H = B2 → B1 = E1/H is induced by t, or equivalently, t
′ is
the image of τ under the projection from [X/H] to C. The morphism τ˜ is
the morphism of triples defined by
(t, idG) : E2 ×G→ E1 ×G.
Thus we obtain the identity of functors
v ◦ u = id[X/H].
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Consider now an object Ω = ((E, p, φ), b, α) ∈ [X/G ×H]×ω,[X/G],π X
•(B)
as above. Then
u(v(Ω)) = u(E/G, p′, b ◦ p′)
= ((E/G ×G, p′ ◦ pr1, σG(b ◦ p
′ ◦ pr1,pr2)), b, id(B×G,pr1,σG(b◦pr1,pr2))).
To construct a 2-morphism
γ : u ◦ v⇒ id[X/G×H]×ω,[X/G],πX•(B),
we need to define for each Ω an isomorphism of tuples
γΩ : ((E/G ×G, p
′ ◦ pr1, σG(b ◦ pr1,pr2)), b, id(B×G,pr1,σG(b◦pr1,pr2)))→ Ω,
such that
α ◦ ω(γ1) = π(γ2) ◦ id(B×G,pr1,σG(b◦pr1,pr2)).
Note that γΩ is given by a pair (γ1, γ2). For the second coordinate we
obviously have γ2 = idb. To construct γ1 we define a morphism of principal
G×H-bundles
ϑ : E → E/G ×G
by
ϑ := (qG,pr2 ◦ λ
−1 ◦ qH),
where qG : E → E/G and qH : E → E/H denote the canonical quotient
morphisms.
Note that ϑ is G × H-equivariant, so it is indeed a morphism of principal
G × H-bundles over B. Using the identity φ ◦ λ = σG(b ◦ pr1,pr2) from
above, one can verify the equality
φ = σG(b ◦ pr1,pr2) ◦ ϑ.
Thus ϑ defines a morphism of triples
γ1 : (E/G ×G, p
′ ◦ pr1, σG(b ◦ p
′ ◦ pr1,pr2))→ (E, p, φ).
It remains to show that the pair (γ1, γ2) defines a morphism of tuples, i.e.
that the equality α◦ω(γ1) = π(γ2)◦id(B×G,pr1,σG(b◦pr1,pr2)) is satisfied, where
both sides are considered as morphisms from ω(E/G×G, p′ ◦pr1, σG(b ◦p
′ ◦
pr1,pr2)) = (B × G,pr1, σG(b ◦ pr1,pr2)) to π(b) = (B × G,pr1, σG(b ◦
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pr1,pr2)). The morphism of principal G-bundles representing α is by defi-
nition λ. Hence π(γ2) ◦ id(B×G,pr1,σG(b◦pr1,pr2)) is given by the morphism of
principal G-bundles
idB×G : B ×G→ B ×G,
and similarly, the morphism α ◦ ω(γ1) is given by
λ−1 ◦ λ : B ×G→ B ×G.
Finally, one verifies that the definition of γΩ is compatible with morphisms
in [X/G], so that there exists indeed a 2-morphism
γ : u ◦ v⇒ id[X/G×H]×ω,[X/G],πX• .
This concludes the proof. 
Remark B.162 Let the notation be as above, with H acting trivially on
X. Consider compositions of the canonical morphisms
r : [X/G]→ [X/G ×H]
and
ω : [X/G ×H]→ [X/G].
By construction, one obtains
ω ◦ r = id[X/G].
However, if (E, p, φ) ∈ [X/G × H](B), for some scheme B ∈ Ob (C), then
q◦ω(E, p, φ) = (E/H×H, p′, φ′) needs not be isomorphic to (E, p, φ). Hence
there is in general no 2-morphism from r ◦ ω to id[X/G×H].
Lemma B.163 Let H be a linear algebraic group, which is a subgroup of
a linear algebraic group G over k, acting on some scheme X ∈ Ob (C).
Suppose that a scheme
X ′ := (X ×G)/H ∈ Ob (C)
exists as a quotient of X×G by H, where the action is defined by (x, g) ·h :=
(xh, h−1g), for x ∈ X, g ∈ G and h ∈ H. Then there is a canonical
isomorphism of fibred categories
[X/H] ≡ [X ′/G].
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Proof. Let (E, p, φ) ∈ [X/H](B) for some B ∈ Ob (C). Then there exists
an extension bundle p′ : E(G) = (E × G)/H → B, see remark B.139. We
define a G-equivariant morphism
φ : (E ×G)/H → (X ×G)/H
in the obvious way, that is, as the morphism induced by (φ, idG) : E ×G→
X ×G. Put
vB(E, p, φ) := ((E ×G)/H, p
′, φ).
Similarly, it is possible to extend morphisms of principal H-bundles, see
remark B.143. So we obtain a functor
vB : [X/H](B)→ [X
′/G](B)
between the fibre categories over B, which in turn leads to a morphism of
fibred categories
v : [X/H]→ [X ′/G],
appropriately defined.
To construct the inverse morphism, let (E′, p′, φ′) ∈ [X ′/G](B) be given,
for some B ∈ Ob (C). Consider the canonical inclusion map ν : X →
(X ×G)/H = X ′, and form the Cartesian square
E′′
φ′′ //
ν′

X
ν

E′
φ′
//
p′

X ′
B.
Let E′′ be the restriction of E′ to X. We claim that the composed map
p′′ := p′ ◦ ν ′ : E′′ → B is a principal H-bundle, and an H-reduction of
E′. Choose an e´tale covering U = {fα : Bα → B}α∈A of B, such that
f∗αE
′ ∼= Bα ×G → Bα is a local trivialization of E
′.
Composition of the zero-section of Bα ×G→ Bα with φ
′ gives a morphism
ξ′α : Bα → X
′. By the G-equivariance of φ′, the morphism φ′ is locally given
by
φ′| f∗αE
′ : Bα ×G → (X ×G)/H
(b, g) 7→ [ξ′α(b), g],
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up to an automorphism of Bα×G. Here the square brackets indicate equiv-
alence classes modulo the action of H. The inclusion ν ′ is given by the map
x 7→ [x, 1], hence φ′(g, b) ∈ X if and only if g ∈ H. Consider the preimage
f∗αE
′′ = {e ∈ f∗αE
′ : φ′(e) ∈ X}
∼= {(b, g) ∈ Bα ×G : g ∈ H}
= Bα ×H.
This shows that E′′ is locally trivial with respect to the e´tale topology,
and, after verifying the appropriate cocycle condition, that E′′ is a principal
H-bundle over B. Thus (E′′, p′′, φ′′) ∈ [X/H](B).
There exists a well-defined morphism of principal G-bundles
α : (E′′ ×G)/H → E′
[e, g] 7→ ν ′(e) · g,
which of course is an isomorphism. So E′ is indeed an extension of E′′ by
G.
Note that under this construction morphisms of G-bundles over X get as
well restricted to morphisms of H-bundles over X. Hence this defines a
functor, inverting the morphism of fibred categories from above. 
B.3.5 Quotient stacks
Recall that a category fibred in groupoids is a stack if and only if its asso-
ciated 2-functor is a 2-sheaf. We claim that for quotient fibred categories
this is always the case. The key to this is the fact, that both 2-sheaves and
principal bundles are defined with respect to the e´tale topology.
Proposition B.164 Let G be a smooth linear algebraic group over S, acting
on a scheme X ∈ Ob (C). Then the quotient fibred category [X/G] is a stack.
Proof. By proposition B.30 and remark B.19 we need to show that for all
B ∈ Ob (C) and all sieves R ∈ J(B) the natural functor
[X/G](B) → lim
←−
R
[X/G]
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is an equivalence of categories. An object of lim
←−
R
[X/G] consists of data
{(Eu, vf )u,f}, where u : U → B is an e´tale morphism contained in R(U),
and f : U ′ → U is a morphism such that u ◦ f = u′ ∈ R(U ′). Eu is a
principal G-bundle over U , together with a G-equivariant morphism φu into
X as in the diagram
Eu
φu //
pu

X
U
u

B,
and vf is an isomorphism between the diagrams
Eu′
φu′ //
pu′

X
U ′
u′

B,
and
f∗Eu //

X
U ′

B.
Here both diagrams are considered as objects in lim
←−
R
[X/G]. Clearly the data
{(Eu, vf )u,f} glue together to define a principal G-bundle E over B, together
with a G-equivariant morphism to X, i.e. an element
E
φ //
p

X
B
∈ Ob ([X/G](B)).
Analogously, morphisms in lim
←−
R
[X/G] define morphisms in [X/G](B), and
one checks that the resulting functor is inverse, up to isomorphism, to the
natural functor above. 
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Remark B.165 Example B.159 implies that if π : X → Y is a geometric
quotient of X under the action of a group G, which acts freely on X, then
the quotient stack [X/G] is representable by the scheme Y .
Remark B.166 There is the notion of the dimension of a locally Noethe-
rian algebraic stack F. This can be found in full detail in [LM, chap. 11]. In
general, dimF is an integral number, which is not necessarily non-negative.
In the case where F = [X/G] is a quotient stack with X and G as above,
the dimension can be computed by
dim [X/G] = dimX − dimG,
using the dimensions of X and G as schemes.
Before we proceed we note a simple technical lemma.
Lemma B.167 Let [X/G] be a quotient stack, and let F be a stack, together
with a morphism q : X• → F. Suppose that there exists a 2-morphism
̺ : q ◦ pr1 ⇒ q ◦ σ. Suppose that η is compatible with the group action
of G, in the sense that for all ∈ X•(B) holds ̺(x,e) = idq◦pr1(x,e), where
e : B → G is the constant morphism of unity. Then for all schemes B, and
all x ∈ X•(B) and all g1, g2 ∈ G
•(B) holds
̺(x,µ(g2,g1)) = ̺(σ(x,g2),g1) ◦ ̺(x,g2).
Proof. By definition of a 2-morphism, there is a commutative diagram
q ◦ pr1(x, g2)
̺(x,g2) //
q◦pr1(g2,g
−1
2 )

q ◦ σ(x, g2) = q ◦ pr1(σ(x, g2), e)
q◦σ(g2,g
−1
2 )=q(e)=idq◦pr1(σ(x,g2),e)

q ◦ pr1(σ(x, g2), e) idq◦pr1(σ(x,g2),e)
// q ◦ σ(σ(x, g2), e) = q ◦ pr1(σ(x, g2), e),
where e : B → G is the constant morphism of unity. From this follows the
equality
̺(x,g2) = q ◦ pr1(g2, g
−1
2 ).
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Now consider the commutative diagram
q ◦ pr1(x, g2) = q ◦ pr1(x, µ(g2, g1))
q◦pr1(g2,g
−1
2 )

̺(x,µ(g2,g1)) // q ◦ σ(x, µ(g2, g1))
q◦σ(g2,g
−1
2 )=q(e)=idq◦σ(x,µ(g2,g1))

q ◦ pr1(σ(x, g2), e)
=

q ◦ σ(x, µ(g2, g1))
=

q ◦ pr1(σ(x, g2), g1)
̺(σ(x,g2),g1) // q ◦ σ(σ(x, g2), g1).
Together with the identity from above this shows the claim. 
Proposition B.168 Let X and G be as above. Then [X/G] is a categorical
quotient of X with respect to the action of G in the category of stacks, in
the following sense. The quotient stack satisfies the universal property, that
for each stack F, together with a morphism q : X• → F and a 2-morphism
̺ : q ◦ pr1 ⇒ q ◦ σ, which is compatible with the group action as in lemma
B.167, there exists a unique morphism of stacks u : [X/G] → F such that
the diagram
X• ×G•
σ //
pr1

X•
π

q
2
22
22
22
22
22
22
22
2
X• π
//
q
))TTT
TTT
TTT
TTT
TTT
TTT
TTT [X/G]
u
""D
DD
DD
DD
DD
F
commutes with u ◦ π = q, and such that ̺ = idu ∗ η.
Proof. Consider an object (E, p, φ) ∈ [X/G](B) for some scheme B. Sup-
pose that it is given by a descent datum {((Eα, pα, φα), tβ,α)}α,β∈A, with
respect to some e´tale covering family {bα : Bα → B}α∈A. By the defini-
tion of a principal G-bundle, we may assume that Eα = Bα ×G, and that
pα = pr1. There are isomorphisms
τα : Bα ×G→ b
∗
αE,
for all α ∈ A, and for the transition morphisms on Bα,β := Bα ×B Bβ holds
tβ,α = τβ ◦ τ
−1
α
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for all α, β ∈ A, where τα and τβ denote the respective liftings of τα and τβ to
Bα,β. For α, β, γ ∈ A one has obviously the cocycle identity tγ,α = tγ,β ◦tβ,α.
By the sheaf property of the stack F it thus suffices to define a functor u on
objects (E, p, φ) in [X/G], where E is a trivial G-bundle, and on morphisms
between such triples only. Once the condition of functoriality
u(φ2 ◦ φ1) = u(φ2) ◦ u(φ1)
is verified for compatible morphisms φ1 and φ2 between such objects, a
functor from [X/G] to F is then well-defined by glueing.
Consider an object (B ×G,pr1, φ) ∈ [X/G](B). Let ν : B → B ×G denote
the section of unity. Then φ ◦ ν ∈ X•(B), and hence
u(B ×G,pr1, φ) := q(φ ◦ ν) ∈ F(B)
is defined. e : B → G is constant morphism of unity. A morphism between
two objects (B2 ×G, p2 := pr1, φ2) and (B1 ×G, p1 := pr1, φ1) consists of a
pair of morphisms (f, λ), such that the diagram
X
B1 ×G λ
//
p1 ##H
HH
HH
HH
HH
φ1
11dddddddddddddddddddddddddddddddddddddddddddddd
B1 ×G
pr1{{vv
vv
vv
vv
v
φ2◦(f,idG)
33ggggggggggggggggggggggggg
f
// B2 ×G
φ2
;;vvvvvvvvv
p2

B1 f
// B2
commutes. Note that by its G-equivariance, the morphism λ is given by a
pair (pr1, µ(γ ◦ pr1,pr2)), where γ : B1 → G. We have the equality
φ1 = φ2 ◦ (f ◦ pr1,pr2) ◦ λ = φ2 ◦ (f ◦ pr1, µ(γ ◦ pr1,pr2)),
and thus, for the sections of unity νi : Bi → Bi ×G, for i = 1, 2,
φ1 ◦ ν1 = φ2 ◦ (f ◦ pr1, γ ◦ pr1) = σ(φ2 ◦ ν2 ◦ f ◦ pr1, γ ◦ pr1),
using the G-equivariance of φ2. The pair (φ2 ◦ ν2 ◦ f, γ) is in particular an
object of (X × G)•(B1), whereas f can be considered as a morphism from
φ2 ◦ ν2 to φ2 ◦ ν2 ◦ f in X
•. We define
u(f, λ) := ̺(φ2◦ν2◦f,γ) ◦ q(f),
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by composing the morphisms
u(B2 ×G, p2, φ2) = q(φ2 ◦ ν2)
q(f)
−→ q(φ2 ◦ ν2 ◦ f)
and
q(φ2 ◦ ν2 ◦ f) = q ◦ pr1(φ2 ◦ ν2 ◦ f, γ)
̺(φ2◦ν2◦f,γ)

q ◦ σ(φ2 ◦ ν2 ◦ f, γ) = q(φ1 ◦ ν1) = u(B1 ×G, p1, φ1).
To see that this defines indeed a functor, we need to verify that for a pair
of morphisms
(f1, λ1) : (B2 ×G, p2, φ2)→ (B1 ×G, p1, φ1)
and
(f2, λ2) : (B3 ×G, p3, φ3)→ (B2 ×G, p2, φ2)
in [X/G] holds
u((f1, λ1) ◦ (f2, λ2)) = u(f1, λ1) ◦ u(f2, λ2).
Note that (f1, λ1) ◦ (f2, λ2) = (f2 ◦ f1, λ2 ◦λ1). Here λ2 ◦λ1 is actually a lax
notation for the automorphism of B1 ×G, which is represented by the pair
(pr1, µ(µ(γ2 ◦ f1 ◦ pr1, γ1 ◦ pr1),pr2)). By definition, the right hand side of
the above identity equals
r.h.s. = ̺(φ2◦ν2◦f1,γ1) ◦ q(f1) ◦ ̺(φ3◦ν3◦f2,γ2) ◦ q(f2),
if λ1 = (pr1, µ(γ1◦pr1,pr2)) and λ2 = (pr1, µ(γ2◦pr1,pr2)) are the automor-
phisms of B1 × G and of B2 × G, respectively. Consider the commutative
diagram
q ◦ pr1(φ3 ◦ ν3 ◦ f2, γ2)
̺(φ3◦ν3◦f2,γ2)

q◦pr1(f1,idG)
=q(f1)
// q ◦ pr1(φ3 ◦ ν3 ◦ f2 ◦ f1, γ2 ◦ f1)
̺(φ3◦ν3◦f2◦f1,γ2◦f1)

q ◦ σ(φ3 ◦ ν3 ◦ f2, γ2)
q◦σ(f1,idG)
=q(f1)
// q ◦ σ(φ3 ◦ ν3 ◦ f2 ◦ f1, γ2 ◦ f1).
This implies the identity
q(f1) ◦ ̺(φ3◦ν3◦f2,γ2) = ̺(φ3◦ν3◦f2◦f1,γ2◦f1) ◦ q(f1).
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Since φ2 ◦ ν2 = σ(φ3 ◦ ν3 ◦ f2, γ2), we have also
φ2 ◦ ν2 ◦ f1 = σ(φ3 ◦ ν3 ◦ f2 ◦ f1, γ2 ◦ f1).
Thus, from lemma B.167, we obtain r.h.s. =
̺(σ(φ3◦ν3◦f2◦f1,γ2◦f1),γ1) ◦ ̺(φ3◦ν3◦f2◦f1,γ2◦f1) ◦ q(f1) ◦ q(f2) =
= ̺(φ3◦ν3◦f2◦f1,µ(γ2◦f1,γ1)) ◦ q(f2 ◦ f1)
= u(f2 ◦ f1, λ2 ◦ λ1),
as claimed.
The morphism u : [X/G] → F is uniquely determined by the condition
u ◦ π = q. Indeed, this condition determines u uniquely on triples (E, p, φ),
where E is a trivial bundle, and p its projection. A principal bundle is
uniquely determined by its descent datum, so u is uniquely determined
on objects. We still have to show that u it also uniquely determined on
morphisms, if it is determined on morphisms between triples with trivial
bundles. Suppose that
(f, λ) : (B2 ×G, p2 := pr1, φ2)→ (B1 ×G, p1 := pr1, φ1)
is such a morphism. Let λ be given by the pair (pr1, µ(γ ◦ pr1,pr2)), with
γ : B1 → G. If γ is the constant morphism of unity e, then (f, λ) =
(f, idB1×G) = π(f). Then the condition q = u ◦ π implies that we must
necessarily have u(f, λ) = q(f). Note that this agrees with our definition
from above, as
̺(φ2◦ν2◦f,e) = idq(φ2◦ν2◦f) = idu(B1×G,p1,φ1)
holds by assumption.
Suppose now that γ : B1 → G is nontrivial. By the definition of the 2-
morphism η : π ◦ pr1 ⇒ π ◦ σ as in the proof of lemma B.151, we have the
equality
(f, λ) = η(φ2◦ν2◦f,γ) ◦ π(f).
Note that the pair (f, γ) can be viewed as a morphism
(f, γ) : (φ2 ◦ ν2, idG)→ (φ2 ◦ ν2 ◦ f, γ)
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in the category (X × G)•(B1). Thus, by the definition of a 2-morphism,
there is a commutative diagram
π ◦ pr1(φ2 ◦ ν2, idG)
π(f)=π◦pr1(f,γ)

η(ϑ2◦ν2,idG)=idπ(ϑ2◦ν2)// π ◦ σ(ϑ2 ◦ ν2, idG) = π(ϑ2 ◦ ν2)
π◦σ(f,γ)

π ◦ pr1(φ2 ◦ ν2 ◦ f, γ)
η(φ2◦ν2◦f,γ)// π ◦ σ(φ2 ◦ ν2 ◦ f, γ) = π(φ1 ◦ ν1).
From this we obtain the identity of morphisms
π ◦ σ(f, γ) = η(φ2◦ν2◦f,γ) ◦ π(f).
Together with the first equality we find
(f, λ) = π ◦ σ(f, γ).
The condition u ◦ π = q now implies that if u exists, then it must satisfy
u(f, λ) = q ◦ σ(f, γ). An analogous diagram as above shows that
q ◦ σ(f, γ) = ̺(φ2◦ν2◦f,γ) ◦ q(f),
and hence
u(f, λ) = ̺(φ2◦ν2◦f,γ) ◦ q(f),
which confirms our definition of u, and shows that this is the only possible
choice of definition. Since any morphism in [X/G] is uniquely determined
by its restictions to triples with trivial bundles, we are done.
Note that the equality ̺ = idu ∗ η is automatically satisfied. Indeed, for any
f : B → X ×G in (X ×G)•(B), one verifies the identity
(idu ∗ η)f = u(ηf ) = ̺f
directly from the definitions. 
Remark B.169 Note that even if a categorical quotient X/G of X under
G exists in the category of schemes, then (X/G)• is in general not the
categorical quotient in the category of stacks. In fact, there is usually not
even a morphism from (X/G)• to [X/G] which makes the respective diagram
commutative. As an example think of the case whereG is a nontrivial group,
and X = G.
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Remark B.170 The universal property of the quotient stack from proposi-
tion B.168 is not preserved under isomorphisms of stacks. Let Q be a stack
isomorphic to [X/G], with two morphisms a : Q→ [X/G] and b : [X/G]→
Q, as well as two 2-morphisms α : b ◦ a ⇒ idQ and β : a ◦ b ⇒ id[X/G].
If π′ := b ◦ π, then there is a commutative square with a 2-morphism
η′ := idb ∗ η : π
′ ◦ pr1 ⇒ π
′ ◦ σ.
Let F be a stack as in proposition B.168. Obviously there exists a morphism
u′ := u ◦ a : Q→ F, such that the diagram
X• ×G•
σ //
pr1

X•
π′
 q
<
<<
<<
<<
<<
<<
<<
<<
<<
<
X•
π′ //
q
**UUU
UUUU
UUUU
UUUU
UUUU
UUUU
U Q
u′
&&NN
NN
NN
NN
NN
NN
N
F
commutes, with a 2-morphism u′ ◦ π′ ⇒ q, and such that ̺ = idu′ ∗ η
′.
A stack Q, which is isomorphic to [X/G], satisfies the following universal
property. Let F be a stack, together with a morphism q : X• → F and a
2-morphism ̺ : q ◦pr1 ⇒ q ◦σ, which is compatible with the action of G as
in lemma B.167. Then there exists a morphism of stacks u′ : Q→ F and a
2-morphism τ ′ : u′ ◦ π′ ⇒ q, such that the above diagram commutes, with
̺ = idu′∗η
′. The morphism u′ is unique in the following sense. If there exists
another morphism u′′ : Q→ F, together with a 2-morphism τ ′′ : u′′◦π′ ⇒ q,
such that ̺ = idu′′ ∗ η
′, then there exists a unique 2-morphism λ : u′′ ⇒ u′
such that τ ′ ◦ (λ ∗ idπ′) = τ
′′.
Indeed, the existence of such a morphism u′ is clear. One simply defines
u′ := u ◦ a, and finds immediately the identity τ ′ = idu ∗ β ∗ idπ. Suppose
now that there is a second morphism u′′ : Q→ F together with a 2-morphism
τ ′′ : u′′ ◦ π′ ⇒ q. Since q = u ◦ π, and π′ = b ◦ π, and since π is surjective,
there exists a 2-morphism τ : u′′ ◦ b⇒ u, and therefore a 2-morphism
u′′ ◦ b ◦ a⇒ u ◦ a⇒ u′.
Using the 2-morphism α : b ◦ a ⇒ idQ, one can construct a 2-morphism
u′′ ⇒ u′ as claimed.
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Remark B.171 The canonical quotient morphism π : X• → [X/G] is rep-
resentable, surjective and smooth. To see this, we first have to prove that
for any scheme B ∈ Ob (C), and all morphisms b : B• → [X/G] the stack
X• ×π,[X/G],b B
• defined by the Cartesian diagram
X• ×π,[X/G],b B
• //

B•
b

X• π
// [X/G]
is representable. But by Yoneda’s lemma, the morphism b corresponds to
an object (E, p, φ) in [X/G](B), where p : E → B is a principal G-bundle,
and φ is a G-equivariant morphism. By proposition B.152, the diagram
E•
p //
φ•

B•
b

X• π
// [X/G]
is Cartesian. Hence there is an isomorphism
E• ≡ X• ×π,[X/G],b B
•
of stacks, and thus X• ×π,[X/G],b B
• is representable by the scheme E.
Note that the morphism p is surjective by definition, so the quotient mor-
phism π is surjective, and π is smooth since the projection p : E → B is
smooth.
Using the same techniques as in the proof of proposition B.168, we can
generalize the Cartesian diagram of remark B.171. With the following ob-
servation we provide a useful tool for studying quotient stacks, of which
proposition B.152 is just one special case.
Proposition B.172 Let [X/G] be a quotient stack as above, and let U, V ∈
Ob (C) be schemes. Consider morphisms u : U• → [X/G] and v : V • →
[X/G], represented by triples (EU , pU , φU ) ∈ [X/G](U) and (EV , pV , φV ) ∈
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[X/G](V ), respectively. There is a natural diagonal action of G on EU ×X
EV , and the diagram
(EU ×X EV )/G
• //

V •
v

U• u
// [X/G]
is Cartesian.
Remark B.173 There is a commutative diagram
(EU ×X EV )
• //

E•V
φV

pV // V •
v

E•U
φU //
pU

X•
π //
π

[X/G]
U• u
// [X/G],
where all squares are Cartesian. In particular, one has natural isomorphisms
U ×[X/G] EV ∼= EU ×X EV ∼= EU ×[X/G] V.
Proof of proposition B.172. Note that the quotient (EU ×X EV )/G ex-
ists as a scheme. Indeed, EU ×X EV is a G-invariant closed subscheme of
EU × EV , and the quotient (EU × EV )/G exists. We need to construct an
isomorphism of stacks
U• ×[X/G] V
• ∼= (EU ×X EV )/G
•.
For a scheme B ∈ Ob (C), an object of U• ×[X/G] V
•(B) is given by a triple
(f, g, λ), where f : B → U and g : B → V are morphisms of schemes in C,
and λ : g∗EV → f
∗EU is an isomorphism of principal G-bundles, satisfying
the usual compatibility condition with φU and φV .
In analogy to the proof of proposition B.168, it is enough to construct a func-
tor on such triples, where g∗EV is trivial, and on morphisms between such
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triples. Once the functoriality is established, the functor can be extended
to all of U• ×[X/G] V
• by glueing.
Let (f, g, λ) ∈ U• ×[X/G] V
•(B) be given for some scheme B, and such that
g∗EV is trivial. Then there exists the zero-section s : B → g
∗EV . Compo-
sition with the canonical morphism g : g∗EV → EV defines a morphism
g˜ := g ◦ s : B → EV .
Using the isomorphism λ : g∗EV → f
∗EU and the canonical morphism
f : f∗EU → EU , we define
f˜ := f ◦ λ ◦ s : B → EU .
Note that by assumption the isomorphism λ satisfies the equality
φU ◦ f ◦ λ = φV ◦ g.
From this one immediately verifies the identity
φU ◦ f˜ = φV ◦ g˜.
Therefore, the pair (f˜ , g˜) defines an object of (EU ×X EV )
•(B), and thus an
object of (EU ×X EV )/G
•(B).
A morphism between triples (f, g, λ) ∈ U• ×[X/G] V
•(B) and (f ′, g′, λ′) ∈
U• ×[X/G] V
•(B′) is given by a morphism h : B′ → B of schemes, such that
f ′ = f ◦ h and g′ = g ◦ h, and which is compatible with λ and λ′. Thus
it clearly induces a morphism from (f˜ , g˜) to (f˜ ′, g˜′), and this assignment is
functorial.
For non-trivial bundles g∗EV , the functor is constructed by glueing local
trivializations. Note that two trivializations over some e´tale open subscheme
B0 → B may differ by the action of a section γ : B0 → G. Let (f, g, λ) ∈
U•×[X/G]V
•(B0) be given, and let (f˜1, g˜1) and (f˜2, g˜2) be two pairs obtained
using two different trivializations of g∗EV |B0. By construction, and by the
G-equivariance of λ, one has the identities f˜1 = σEU (f˜2, γ ◦ pU ◦ f˜2) and
g˜1 = σEV (g˜2, γ ◦pV ◦ g˜2), where σEU and σEV denote the actions of G on EU
and EV , respectively. Thus by definition, the pairs (f˜1, g˜1) and (f˜2, g˜2) define
the same object in the quotient (EU ×X EV )/G
•(B0), i.e. the assignment is
independent of the chosen trivialization.
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Now the local definitions can be glued together because cocycles are pre-
served due to the functoriality of the construction. Here we use the descent
property of algebraic stacks.
To define the inverse functor from (EU ×XEV )/G
• to U•×[X/G]V
• consider
a pair (f˜ , g˜) ∈ (EU ×X EV )
•(B) for some scheme B. Suppose that it is
represented by a pair of morphisms f˜0 : B → EU and g˜0 : B → EV . Then
for the pair
(pU ◦ f˜0, pV ◦ g˜0) : B → U × V
holds (pU ◦ f˜0)
∗EU ∼= B ×G ∼= (pV ◦ g˜0)
∗EV . Thus there is an isomorphism
λ : (pV ◦ g˜0)
∗EV → (pU ◦ f˜0)
∗EU of principal G-bundles over B. Consider
the diagram
X
EV
pV

φV
44iiiiiiiiiiiiiiiiiiiiiiiii
(pV ◦ g˜0)
∗EV
qVoo
πV
%%KK
KK
KK
KK
KK
K
λ // (pU ◦ f˜0)
∗EU
πU
yysss
ss
ss
ss
ss
qU // EU
φU
jjUUUUUUUUUUUUUUUUUUUUUUUUU
pU

V B
pV ◦g˜0
oo
g˜0
jjUUUUUUUUUUUUUUUUUUUUUUUUU
f˜0
44iiiiiiiiiiiiiiiiiiiiiiiii
pU◦f˜0
// U.
By assumption, we have the identity
φV ◦ g˜0 = φU ◦ f˜0,
since (f˜0, g˜0) ∈ (EU ×X EV )
•(B). The isomorphism λ satisfies πV = πU ◦ λ.
Let sV : B → (pV ◦ g˜0)
∗EV denote the canonical trivializing section of πV .
Then we have qV ◦ sV = g˜0. The corresponding trivializing section of πU is
sU = λ ◦ sV : B → (pU ◦ f˜0)
∗EU , satisfying qU ◦ sU = f˜0. Thus we obtain
the equality
φV ◦ qV ◦ sV = φU ◦ qU ◦ sU
= φU ◦ qU ◦ λ ◦ sV .
All morphisms except the sections are G-equivariant. This implies that there
is an identity
φV ◦ qV = φU ◦ qU ◦ λ,
showing that the triple (pU ◦ f˜0, pV ◦ g˜0, λ) is an object of U
•×[X/G] V
•(B).
Since the construction involves the application of the projections pU and
pV , this triple is indeed independent of the chosen representation of (f˜ , g˜).
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It is straightforward to make the appropriate construction for morphisms in
(EU ×X EV )/G
•, and to show that this defines a functor. This functor is
inverse to the functor defined in the first part of the proof, in the sense of
morphisms of stacks. 
Remark B.174 Let G and H be linear algebraic groups acting indepen-
dently on a scheme X ∈ Ob (C). There is a natural morphism of stacks
σ : [X/G]×C H
• → [X/G],
which is defined as follows. For a tuple ((E, p, φ), h) ∈ [X/G]×CH
•(B), for
some scheme B ∈ Ob (C), we put
σ((E, p, φ), h) := (E, p, σH(φ, h ◦ p)) ∈ [X/G](B),
where σH denotes the action of H on X as usual. Note that σH(φ, h ◦ p)
is indeed G-equivariant since the actions of G and H are independent. A
morphism from ((E2, p2, φ2), h2) ∈ [X/G] ×C H
•(B2) to ((E1, p1, φ1), h1) ∈
[X/G] ×C H
•(B1) is a pair of morphisms ((f, λ), χ), where (f, λ) is a mor-
phism in [X/G], and χ is a morphism in H•, such that both morphisms
project to the same morphism in C. In particular, f : B1 → B2 is a mor-
phism of schemes, λ : E1 → f
∗E2 is a morphism of principal G-bundles, and
χ : B1 → B2 is a morphism in C, satisfying h1 = h2 ◦χ. By definition of the
projection [X/G]→ C we must have χ = f . We now define
σ((f, λ), χ) := (f, λ).
One sees easily that this defines indeed a functor from [X/G] ×C H
• to
[X/G].
This morphism σ can be interpreted as an action of the group H on the
stack [X/G]. Indeed, if µH : H ×H → H denotes the group multiplication
of H, one immediately verifies the identity
σ(id[X/G] × µH) = σ(σ × idH•)
as morphisms from [X/G]×C H
• ×C H
• to [X/G], as well as the identity
σ(id[X/G] × e) = pr1
as morphisms from [X/G] ×C S
• to [X/G], where e : S → H denotes the
constant morphism of unity.
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Lemma B.175 Let G and H be linear algebraic groups acting indepen-
dently on a scheme X ∈ Ob (C). Then the diagram
[X/G]×C H
• σ //
pr1

[X/G]
π

[X/G] π
// [X/G ×H]
is commutative, with a 2-morphism η : π ◦pr1 ⇒ π ◦σ, where π denotes the
canonical morphism.
Proof. Let ((E, p, φ), h) ∈ [X/G]×C H
•(B) be given for some scheme B ∈
Ob (C). One computes
π ◦ pr1((E, p, φ), h) = (E ×H, p ◦ pr1, σH(φ ◦ pr1,pr2)),
as well as
π ◦ σ((E, p, φ), h) = (E ×H, p ◦ pr1, σH(σH(φ, h ◦ p) ◦ pr1,pr2)).
There is an isomorphism η((E,p,φ),h) : π◦pr1((E, p, φ), h) → π◦σ((E, p, φ), h),
which is given on E ×H by
η((E,p,φ),h) := (pr1, µ(h ◦ p ◦ pr1,pr2)).
Since η((E,p,φ),h) is G × H-equivariant, this is indeed an isomorphism of
principal G×H-bundles. One easily verifies that the cocycle condition with
respect to morphism in [X/G] ×C H
• is satisfied, so that there is indeed a
2-morphism η : π ◦ pr1 ⇒ π ◦ σ. 
Proposition B.176 Let G and H be linear algebraic groups acting indepen-
dently on a scheme X ∈ Ob (C). Then [X/G ×H] is a categorical quotient
of [X/G] with respect to the action of H in the category of stacks.
Proof. Let F be an algebraic stack, together with a morphism q : [X/G]→
F, and a 2-morphism ̺ : q ◦pr1 ⇒ q ◦σ. We need to show that there exists
a unique morphism u : [X/G×H]→ F such that u ◦ π = q.
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From the sheaf property of the stack F is follows that it is enough to con-
struct such a functor on triples (E, p, φ) ∈ [X/G×H](B), where E = E′×H
for some principal G-bundle p′ : E′ → B, with p = p′ ◦ pr1, and morphisms
between such triples. Compare this to our strategy in the proof of proposi-
tion B.168.
Let (E′ × H, p, φ) ∈ [X/G × H](B) be given. Let ν : B → H denote
the constant morphism of unity. Then p′ : E′ → B is a subbundle of
p : E′ × H → B via j := (idE′ , ν ◦ p
′), and (E′, p′, φ ◦ j) is an object of
[X/G](B). We now define
u(E′ ×H, p, φ) := q(E′, p′, φ ◦ j).
Consider a morphism from (E′2 × H, p2, φ2) ∈ [X/G × H](B2) to (E
′
1 ×
H, p1, φ1) ∈ [X/G×H](B1). It is given by a pair (f, λ), where f : B1 → B2
is a morphism of schemes, and λ : E′1×H → f
∗(E′2×H) is an isomorphism
of principal G×H-bundles. Thus λ is given by a pair (λ′, µH(χ ◦ p1,pr2)),
where λ′ : E′1 → f
∗E′2 is a morphism of principal G-bundles over B1, and
χ : B1 → H is a morphism of schemes. We write f : f
∗E′2 → E
′
2 for
the induced morphism. In particular, (f, λ′) is a morphism from the triple
(E′2, p
′
2, φ2 ◦ j2) to (E
′
1, p
′
1, φ2 ◦ j2 ◦ f ◦ λ
′) in [X/G]. Therefore there is a
morphism
q(f, λ′) : u(E′2 ×H, p2, φ2) = q(E
′
2, p
′
2, φ2 ◦ j2)→ q(E
′
1, p
′
1, φ2 ◦ j2 ◦ f ◦ λ
′).
Applying the 2-morphism ̺, we obtain a morphism
q(E′1, p
′
1, φ2 ◦ j2 ◦ f ◦ λ
′) = q ◦ pr1((E
′
1, p
′
1, φ2 ◦ j2 ◦ f ◦ λ
′), χ)
↓ ̺((E′1,p′1,φ2◦j2◦f◦λ′),χ)
q ◦ σ((E′1, p
′
1, φ2 ◦ j2 ◦ f ◦ λ
′), χ) = q(E′1, p
′
1, φ1 ◦ j1) = u(E
′
1 ×H, p1, φ1).
We define
u(f, λ) := ̺((E′1,p′1,φ2◦j2◦f◦λ′),χ)
◦ q(f, λ′).
As in the proof of proposition B.168, one can verify that this definition
is functorial on such morphisms as considered above. Finally, using the
functoriality, we can glue the local definitions of the functor to define a global
morphism u from [X/G×H] to F, as we did in the proof of proposition B.168.
The verification of the uniqueness of the morphism u is also completely
analogous. 
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Remark B.177 Note that the above universal property of a categorical
quotient is not compatible with isomorphisms of stacks. The situation here
is analogous to that of remark B.170.
Proposition B.178 Let G and H be linear algebraic groups acting inde-
pendently on a scheme X ∈ Ob (C). Suppose that G acts freely on X, and
that X ′ ∈ Ob (C) is a quotient of X by the action of G. Then there is a
natural isomorphism of stacks
[X/G ×H] ≡ [X ′/H].
Proof. A morphism Θ from [X/G×H] to [X ′/H] is constructed by sending
a triple (E, p, φ) ∈ [X/G×H](B), for some scheme B ∈ Ob (C), to the triple
(E/G, p, φ) ∈ [X ′/H](B), where p : E/G → B is induced by p : E → B,
and φ : E/G → X ′ = X/G is induced by φ : E → X. The definition of Θ
on morphisms is the obvious one.
Conversely, let (E′, p′, φ′) ∈ [X ′/H](B) be given. Since the action of G on
X is free, the Cartesian diagram
E˜
φ˜ //
p˜′

X

E′
p′
// X ′ = X/G
defines a principal G-bundle p˜′ : E˜ → E′, compare remark B.137. In partic-
ular, the composition p˜ := p′ ◦ p˜′ : E˜ → B is a principal G×H-bundle over
B. Thus the triple (E˜, p˜, φ˜) is an object of [X/G×H](B).
Up to a 2-morphism, this construction is inverse to the construction of Θ.
Indeed, one has obviously E˜/G = E′. Conversely, a morphism τ : E → E˜
exists by the universal property of the fibre product. Since τ is in fact G×H-
equivariant, it is necessarily an isomorphism of principal G×H-bundles over
B. 
Proposition B.179 Let X ∈ Ob (C) be a Noetherian scheme of finite type,
and let G be a smooth linear algebraic group acting on X. Suppose that the
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stabilizers of geometric points of X are finite and reduced. Then [X/G] is a
Deligne-Mumford stack. The quotient stack [X/G] is separated if and only
if the action of G on X is proper.
Proof. See [Ed, Cor. 2.2]. To show the first part of the claim, it suffices to
verify that the conditions of proposition B.56 are satisfied. 
Remark B.180 (i) Suppose that [X/G] is a Deligne-Mumford stack. Then
there exists an e´tale atlas a : A• → [X/G], for some scheme A ∈ Ob (C).
By Yoneda’s lemma, this translates to the existence of a principal G-bundle
p : E → A, together with a G-equivariant morphism φ : E → X, which is
e´tale and surjective.
(ii) If G is a smooth group, then the canonical morphism π : X• → [X/G]
is an atlas of [X/G], considered as an Artin stack.. If the group G is e´tale
over S, then this morphism is even an atlas for the Deligne-Mumford stack
[X/G], see [DM, Ex. 4.8].
Lemma B.181 Let G and H be linear algebraic groups acting indepen-
dently on a scheme X ∈ Ob (C). Suppose that both [X/G] and [X/G ×H]
are integral Deligne-Mumford stacks. If H is a finite group, then the canon-
ical morphism
q : [X/G]→ [X/G×H]
is unramified and finite of degree equal to the order of H.
Proof. Choose an integral atlas a : A• → [X/G×H]. Let a be represented
by the triple (E, p, φ) ∈ [X/G×H](A). Then proposition B.157 implies that
the diagram
(E/G)•
p′ //

A•
a

[X/G]
q
// [X/G×H]
is Cartesian, where p′ is induced by the projection p : E → A. Thus p′ is
finite and unramified, and its degree is equal to the order of H. 
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Remark B.182 In the special case of G = {id} and H finite, this implies
that the canonical morphism
π : X → [X/H]
is unramified and finite of degree equal to the order of H.
Corollary B.183 Let G be a finite linear algebraic group over k of order
n, acting trivially on X ∈ Ob (C). Then the natural morphism
Σ : [X/G]→ X•
is finite of degree 1n .
Proof. The identity morphism idX• : X
• → X• factors as
X•
π // [X/G]
Σ // X•,
where Σ is defined as in example B.160. From lemma B.181 it follows that
the degree of the quotient morphism π is equal to n. 
Remark B.184 Let G and H be linear algebraic groups acting indepen-
dently on X ∈ Ob (C), and suppose that both [X/G] and [X/G × H] are
integral Deligne-Mumford stacks. If H is finite of order n, and acts trivially
on X, then it follows from lemma B.181 that the natural morphism
ω : [X/G×H]→ [X/G]
is finite of degree 1n , since id[X/G] = ω ◦ q. If H 6= {id} then ω is not
representable.
Proposition B.185 Let [X/G] be a Deligne-Mumford stack, and let M ∈
Ob (C) be a scheme. The scheme M is a moduli space for the stack [X/G]
if and only if M is a quotient of X by G.
Proof. See [Vi1, Prop. 2.11]. 
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Remark B.186 Let [X/G] be a Deligne-Mumford stack with moduli space
q : [X/G]→M•, such that M is a quotient of X by G.
(i) If (E, p, φ) ∈ [X/G](B) for some scheme B ∈ Ob (C), then q(E, p, φ) =
φ ∈M•(B), where φ : B = E/G→M is the morphism induced by φ : E →
X.
(ii) Let M0 ⊂ M be a subscheme, and let X0 denote its preimage under
the composed morphism X• → [X/G] → M•. Then both squares of the
diagram
X•0 //

X•

[X0/G] //

[X/G]

M•0 //M•
are Cartesian.
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overlined) version.
Mg moduli space of stable curves of genus g 11
M
(k)
g locus of curves with at least k nodes in Mg 12
Σm symmetric group on m elements 18
Hg,n,m locus of m-pointed stable curves of genus g, 19
pluricanonically embedded in PN
[C0] point in Hg,n,m representing a curve C0 → Spec (k) 20
Mg,m moduli space of m-pointed stable curves of genus g 20
Mg,m moduli stack of m-pointed stable curves of genus g 20
m/Γ m/Γ-pointed stable curve of some genus 25
Mg,m/Γ moduli space of m/Γ-pointed stable curves of genus g 30
Hg,n,m/Γ locus of embedded m/Γ-pointed curves of genus g 30
Mg,m/Γ moduli stack of m/Γ-pointed stable curves of genus g 32
C0 fixed stable curve f0 : C0 → Spec (k) of genus g 36
with labelled nodes P1, . . . , P3g−3
D(C0;P1) component of M
(3g−4)
g distinguished by C0 and P1 36
C+0 , C
−
0 m-pointed subcurves of C0 of genus g
+ and g−, 41
with set of marked points Q = {Q1, . . . , Qm}
C−i connected component of C
−
0 of genus g
−
i , 43
with mi marked points, for i = 1, . . . , r
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Aut(C−0 ) automorphism group of C
−
0 , respecting Q pointwise 48
Aut(C−0 ;Q) automorphism group of C
−
0 , respecting Q as a set 48
Q set of marked points of C−0 48
Γ(C−0 ;Q) subgroup of Σm induced by Aut(C
−
0 ;Q) 49
Γ◦(C−0 ;Q) subgroup induced by Aut(C
−
0 ;Q) and Aut(C
+
0 ;Q) 49
AutΓ(C
−
0 ;Q) subgroup of Aut(C
−
0 ;Q) induced by Γ 49
AutΓ(C
+;Q) subgroup of Aut(C+0 ;Q) induced by Γ 50
H×
g+,n,m
locus of curves with splitting automorphism group 53
inside Hg+,n,m having the right number of nodes
Θ× fixed morphism Θ× : H×
g+,n,m
→ Hg,n,0 55
M×
g+,m
locus of curves with splitting automorphism group 58
inside Mg+,m having the right number of nodes
M
′
g+,m subscheme of Mg+,m defined by D(C0;P1) via Θ 58
Θ natural morphism Θ : Mg+,m →M g 58
H
′
g+,n,m subscheme of Hg+,n,m defined by M
′
g+,m 58
M×
g+,m/Γ
locus of curves with splitting automorphism group 58
inside Mg+,m/Γ having the right number of nodes
H×
g+,n,m/Γ
subscheme of Hg+,n,m defined by M
×
g+,m/Γ
58
M
′
g+,m/Γ subscheme of Mg+,m/Γ defined by D(C0;P1) via Θ 58
H
′
g+,n,m/Γ subscheme of Hg+,n,m/Γ defined by M
′
g+,m/Γ 58
D×(C0;P1) locus of curves with splitting automorphism group 59
inside D(C0;P1)
Θ induced embedding Θ : H×
g+,n,m
/Γ(C−0 ;Q)→ Hg,n,0 60
K(C0;P1) reduced preimage of D(C0;P1) in Hg,n,0 65
K×(C0;P1) reduced preimage of D
×(C0;P1) in Hg,n,0 65
D˜(C0;P1) preimage substack in Mg defined by D(C0;P1) 70
D(C0;P1) reduced preimage substack of D(C0;P1) in Mg 70
D×(C0;P1) reduced preimage substack of D
×(C0;P1) in Mg 71
M
′
g+,m/Γ reduced preimage substack of M
′
g+,m/Γ in Mg+,m/Γ 74
M×
g+,m/Γ
reduced preimage substack of M×
g+,m/Γ
in Mg+,m/Γ 74
C++0 , C
−−
0 µ-pointed subcurves of C0 of genus g
++ and g−−, 94
with set of marked points R = {R1, . . . , Rµ}
C++i connected component of C
++
0 of genus g
++
i , 94
with µ++i marked points, for i = 1, . . . , r
++
C−−j connected component of C
−−
0 of genus g
−−
j , 94
with µ−−j marked points, for j = 1, . . . , r
−−
280
Aut(C−−0 ;R) automorphism group of C
−−
0 , respecting R as a set 95
Γ(C−−0 ;R) subgroup of Σµ induced by Aut(C
−−
0 ;R) 95
Hg′,n′,µ′ locus of µ
′-pointed prestable curves of genus g′ 97
pluricanonically embedded in PN
′
Hˆ×
g++,n,µ
locus of curves with splitting automorphism group
inside Hg++,n,µ having the right number of nodes 97
Θˆ× fixed morphism Θˆ× : Hˆ×
g++,n,µ
−→ Hg,n,0 98
Hˆ×
g++,n,µ/Γˆ
locus of curves with splitting automorphism group
inside Hg++,n,µ/Γ having the right number of nodes 98
Dˆ(C0;P1) partial compactifiaction of D(P1) at the point [C0] 98
Dˆ×(C0;P1) locus of curves with splitting automorphism group 98
inside Dˆ(C0;P1)
Kˆ(C0;P1) reduced preimage of Dˆ(C0;P1) in Hg,n,0 100
Kˆ×(C0;P1) reduced preimage of Dˆ
×(C0;P1) in Hg,n,0 100
M
ps
g++,µ moduli space of µ-pointed prestable curves 101
of genus g++
Mˆ×
g++,µ
reduced image of Hˆ×
g++,n,µ
in M
ps
g++,µ 101
Mˆ×
g++,µ/Γˆ
quotient of Mˆ×
g++,µ
by Γˆ 101
Θˆ induced embedding Θˆ : Hˆ×
g++,n,µ/Γˆ
→ Kˆ×(C0;P1) 101
Dˆ×(C0;P1) reduced preimage substack of Dˆ
×(C0;P1) in Mg 106
Mˆ×
g++,µ/Γˆ
stack of µ/Γˆ-pointed prestable curves of genus g++ 106
with moduli space Mˆ×
g++,µ/Γˆ
D◦(C0;P1) intersection of D
×(C0;P1) and Dˆ
×(C0;P1) 109
D◦(C0;P1) substack of D(C0;P1) corresponding to D
◦(C0;P1) 109
K◦(C0;P1) intersection of K
×(C0;P1) and Kˆ
×(C0;P1) 109
H◦g+,n,m/Γ reduced preimage of K
◦(C0;P1) in Hg+,n,m/Γ 109
Hˆ◦
g++,n,µ/Γˆ
reduced preimage of K◦(C0;P1) in Hg++,n,µ/Γˆ 109
Dˆ(Ci;Pi,1) reduced preimage of Dˆ(Ci;Pi,1) in D(C0;P1) 112
C+−0 subcurve of C0 with µ
+− marked points in N 113
Q+−, Q−− distribution of nodes of C0 in Q 113
R+−, Q−− distribution of nodes of C0 in R 114
Aut(C;Yi, Zj) automorphisms of C, stabilizing Yi as sets, 114
and Zj pointwise
Γ(C;Yi, Zj) permutation subgroup induced by Aut(C;Yi, Zj) 114
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D⋄(C0;P1) locus of curves with threefold splitting groups 119
of automorphisms in D(C0;P1)
D⋄(C0;P1) substack of D(C0;P1) corresponding to D
⋄(C0;P1) 119
K⋄(C0;P1) reduced preimage of D
⋄(C0;P1) in K(C0;P1) 119
H⋄g+,n,m/Γ reduced preimage of K
⋄(C0;P1) in Hg+,n,m/Γ 119
Hˆ⋄
g++,n,µ/Γˆ
reduced preimage of K⋄(C0;P1) in Hg++,n,µ/Γˆ 119
Θ+− fixed morphism Θ+− : H⋄g+,n,m −→ Hˆ
⋄
g++,n,µ 119
Θ⋄ induced embedding of the quotient 120
H⋄g+,n,m/Γ(C
+−
0 ;Q
+−,R+−) into Hˆ⋄g++,n,µ
Θ⋄ induced morphism from the scheme 120
H⋄
g+,n,m/Γ(C−0 ;Q)
to Hˆ⋄
g++,n,µ/Γ(C−−0 ;R)
Ω morphism of stacks M×
g+,n,m/Γ(C−0 ;Q)
→ D×(C0;P1) 129
Mˆ †
g+,m/Γ(C−0 ;Q)
partial compactification of Mˆ×
g+,m/Γ(C−0 ;Q)
134
Hˆ †
g+,m/Γ(C−0 ;Q)
reduced preimage of Mˆ †
g+,m/Γ(C−0 ;Q)
in the 134
scheme Hg+,m/Γ(C−0 ;Q)
dC distance of points on a curve C 170
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