The distributed computing attempts to improve performance in large-scale computing problems by resource sharing. Moreover, rising low-cost computing power coupled with advances in communications/networking and the advent of big data, now enables new distributed computing paradigms such as Cloud, Jungle and Fog computing.
Introduction
The introduction of computer networks in the 1970s led to the development of distributed systems (Andrews, 1999) . A distributed system is a collection of independent computers that appears to the user as a single computer (Tanenbaum & Steen, 2006) and provides a single system view. The coordinated aggregation of these distributed computers allows access to a large amount of computing.
Up to this time, a few technologies emerged in the distributed systems. Peer-to-peer (P2P) network is one of the primary distributed systems. However, an important class of distributed systems is the distributed computing system which uses for high performance computing tasks (Tanenbaum & Steen, 2006) . In this way, with low-cost and more powerful personal computers, as well as high-speed networks, Cluster computing has become widely popular. Other well-known distributed computing paradigms, including Grid computing and Cloud computing, appeared with the evolution of the Internet in the mid-1990s and 2007, respectively.
extended the Cloud computing paradigm to the edge of the network, in 2012, to enable a new kind of applications and services (Bonomi, Milito, Zhu, & Addepalli, 2012) . A taxonomy of distributed computing paradigms is shown in Figure 1 . In this paper, we review these two new distributed computing paradigms, Jungle computing and Fog computing, along with Cloud computing which is related to them. We name these three as modern distributed computing paradigms. A review of these models and their characteristics helps to better understand modern distributed computing paradigms and their similarities and differences.
The rest of the paper is organized as follows. The Cloud computing model, characteristics and concepts are explained in Section 2. In Section 3, the Jungle computing is described and its characteristics are delineated. In Section 4, Fog computing and its characteristic are introduced. Finally, in Section 5, we conclude the paper with a summary of our review. Cloud is a parallel and distributed system consisting of a shared pool of virtualized resources (e.g. network, server, storage, application, and service) in large-scale data centers. These resources can be dynamically provisioned, reconfigured and exploited by a pay-per-use economic model in which consumer is charged on the quantity of cloud services usage and provider guarantees Service Level Agreements (SLA) through negotiations with consumers. In addition, resources can be rapidly leased and released with minimal management effort or service provider interaction. Hardware management is highly abstracted from the user and infrastructure capacity is highly elastic. Figure 2 depicts an abstract view of Cloud computing architecture. The aim is to concentrate computation and storage in data centers, where high-performance machines are linked by high-bandwidth connections, and all of these resources are carefully managed. The end-users make the requests that initiate computations and receive the results (Hayes, 2008) .
In spite of the existing differences among definitions of Cloud computing, it has some basic characteristics that are described in Table 1 .
There are some other characteristics of Cloud computing that are summarized in (Gong, Liu, Zhang, Chen, & Gong, 2010) .
In addition to the outstanding characteristics, Cloud computing brought cost saving for consumers through removing capital expenses (CapEx) as well as reducing operating expenses (OpEx). In CapEx, this saving is achieved by eliminating the total cost of the entire infrastructures. In OpEx, saving is achieved by sharing
Characteristic Comment

Virtualization
Hardware Virtualization mediates access to the physical resources, decouples applications from the underlying hardware and creates a virtualized hardware platform using a software layer. This software layer is virtual machine monitor (VMM), also called hypervisor, which creates and runs virtual machines (VM). A virtual machine is like a real computer, except that it uses virtual resources. Using Virtualization, virtual resources are isolated from each other and are independent of particular hardware, thus enabling the assignment of virtual resources to another physical hardware in case of capacity constraints or hardware failures. Through Virtualization, the underlying architecture is abstracted from the user while it still provides flexible and rapid access to it.
Multitenancy
This feature allows several customers (tenants) to share data center infrastructure, without being aware of it and without compromising the privacy and security of each customer's data (through isolation). Even though multitenancy is cost-effective, it causes performance degradation in simultaneously accessing shared services (multi-tenant interference) and performance unpredictability.
Service oriented architecture (SOA)
In this architecture everything is expressed and exposed as a service (Buyya, Broberg, & Goscinski, 2011) which delivers an integrated and orchestrated suite of functions to an end-user through composition of both loosely and tightly coupled functions (Vouk, 2008) . Abstraction and accessibility are two keys to achieve the service oriented conception (Gong, Liu, Zhang, Chen, & Gong, 2010).
On-demand self-service
Cloud computing allows self-service access so that customers can request, customize, pay, and use services, as needed, automatically, without requiring interaction with providers or any intervention of human operators (Mell & Grance, 2009; Buyya, Broberg, & Goscinski, 2011) .
Elasticity (dynamic provisioning)
To provide the illusion of infinite resources, more virtual machines (on two or more physical machines) can be quickly provisioned (scale out), in the case of peak demand, and rapidly released (scale in), to keep up with the demand. Also, more virtual resources (on a single physical machine) can be provisioned when the work load increases (scale up) and released when the work load decreases (scale down). These scaling methods can automatically be done according to the user's predefined conditions (Auto Scaling).
Broad network access
Services are available over the network and accessed through standard mechanisms that can be achieved by heterogeneous thin or thick client platforms such as mobile phones, laptops and PDAs (Mell & Grance, 2009 ).
Resource pooling
The Cloud provider offers a pool of computing resources to serve multiple consumers using a multi-tenant model, with different physical and virtual resources. Location transparency in the Cloud that hides resource's physical location from the customer (but provider may offer location at a higher level of abstraction, like country) provides more flexibility to Cloud providers for managing their own resource pool.
Business model
Cloud computing is mainly supported by gigantic IT companies. They plan that all investments on Cloud computing should get return on investment (ROI) in the near future (Gong, Liu, Zhang, Chen, & Gong, 2010). Still, there are many business models that can be used in Cloud computing, Cloud providers often employ a pay-per-use service-driven model.
Measured service
Cloud computing is based on the concept of utility computing which provides computing services through an on-demand, pay-per-use billing method. Cloud systems can transparently monitor, control and measure service usages for both the provider and the consumer by leveraging a metering capability at some level of abstraction appropriate to the type of service, similar to what is being done for utilities such as Electricity, Gas, Water, Telecommunication, etc.
Customization
Cloud computing allows users to deploy specialized virtual appliances and to be given privileged (root) access to the virtual servers in order to consider the great disparity between user needs in a multi-tenant environment (Buyya, Broberg, & Goscinski, 2011). At least three delivery models exist on the Cloud: Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS) deployed as public, private, community, and hybrid Clouds. These service types and boundaries are elaborated in the following sections.
Delivery Models
Consumers purchase Cloud services in the form of infrastructure, platform, or software.
Infrastructure services are considered to be the bottom layer of Cloud computing systems (Nurmi, et al., 2009). Infrastructure as a Service (IaaS) offers virtualized resources (such as computation, storage, and communication) ondemand to the infrastructure specialists (IaaS consumers) who are able to deploy and run arbitrary operating systems and customized applications. IaaS Cloud providers often provide virtual machines (VMs) with a software stack that allows to make them customized, similar to physical servers. They grant privileges to users for doing some operations on their virtual server (such as starting and stopping it). Therefore, an infrastructure specialist does not manage or control the underlying Cloud infrastructure while having control over operating systems, storage, deployed applications, and possibly limited control of some networking components, e.g. host firewalls (Marinescu, 2013) . This type of service is particularly useful for start-ups, small and medium businesses (SMBs) with rapidly expanding or dynamic changes, that do not want to invest in infrastructure. IaaS providers focus on availability guarantees, specifying the minimum percentage of time the system will be available during a certain period in terms of SLA (Buyya, Broberg, & Goscinski, 2011) . The SLA for the IaaS is the most complex as the infrastructure specialists have control over the virtual machines (Myerson, 2013) .
Another service in the Cloud that offers a higher level of abstraction to make a Cloud easily programmable is known as Platform as a Service (PaaS) (Buyya, Broberg, & Goscinski, 2011) . PaaS Cloud providers provide a scalable platform with a software stack containing all tools and programming languages supported by the provider. They allow developers (PaaS consumers) to create and deploy applications without the hassle of managing infrastructure, and regardless of the concerns about processors and memory capacity. Therefore, the developer does not manage or control the underlying Cloud infrastructure including network, servers, operating systems or storage while having control over the deployed applications and possibly application-hosting environment configurations (Mell & Grance, 2009 ). PaaS is not useful for portable applications, applications written in a special programming language, or applications that need specific hardware or software to run. Besides the infrastructure availability, PaaS providers try to guarantee the accessibility and accuracy of their platform in terms of SLA. The SLA for the PaaS is not as complex as the SLA for the IaaS in which the developers have control over the application development life cycle, but not over the virtual machines.
Delivering applications supplied by service providers at the highest level of abstraction in the Cloud to the end-users (SaaS consumers) through a thin client interface such as a web portal is known as Software as a Service (SaaS). SaaS Cloud providers supply a software stack containing an operating system, middlewares such as database or web servers, and an instance of the Cloud application, all in a virtual machine. Therefore, the end-user does not manage or control the underlying Cloud infrastructure including network, servers, operating systems, storage, or even individual application capabilities, with the possible exception of limited user-specific application configuration settings (Marinescu, 2013) . SaaS alleviates the burden of software maintenance for customers and simplifies development and testing for providers (Buyya, Broberg, & Goscinski, 2011) . SaaS providers try to guarantee end-user access to the latest update of the SaaS application on a twenty-four hour, seven days a week (24x7) basis at a high rate and the number of end-users that can be served simultaneously in terms of SLA. The SLA for the SaaS is the simplest as the end-users only have access to the SaaS application. These three delivery models are demonstrated in Figure 3 . Amazon EC2, Google App Engine and Salesforce.com are three main use cases of cloud service models that offer IaaS, PaaS and SaaS respectively.
Deployment Models
There are four general Cloud deployment models known as private, public, community, and hybrid Cloud.
In Private Cloud, the infrastructure is owned and exclusively used by a single organization, and managed by the organization or a third-party and may exist on or off the premises of the organization. Many organizations, particularly governmental or very large organizations, embraced this model to exploit the Cloud benefits like flexibility, reliability, cost reduction, sustainability, elasticity, and so on. However, they are often criticized for being similar to traditional proprietary server farms and for not providing benefits such as no up-front capital costs (Zhang, Cheng, & Boutaba, 2010).
In Community Cloud, the infrastructure is shared by several organizations and supports a specific community with shared concerns such as mission, security requirements, policy, and compliance considerations (Mell & Grance, 2009 ).
It may be owned and managed by the organizations or by a third-party and may exist onpremises or off-premises.
In Public Cloud, the infrastructure exists on the premises of the Cloud provider and is available to the general public or a large industry group, and is owned by an organization selling Cloud services. Figure 4 illustrates the above mentioned deployment models.
Jungle Computing
Overview
Jungle computing is a simultaneous combination of several distributed and high performance computing systems to achieve peak performance as well as reduce programming complexity. Jungle computing system is highly heterogeneous. It may include clusters, grids, clouds, supercomputers, and even mobile devices, possibly with accelerators such as GPUs and FPGAs (Drost, et al., 2012) .
Traditional distributed systems are more equipped with state-of-the-art many-core technologies such as multi-core processors, processor clusters, GPUs, as well as supercomputers onchip. Although these devices often provide orders of magnitude speed improvements, they make computing platforms more heterogeneous and hierarchical and vastly more complex to program and use . Further complexities because of urgent desire for scalability and several issues like data distribution, software heterogeneity, and ad-hoc hardware availability force scientists into concurrent use of multiple platforms ). These platforms may use different middle-wares, programming interfaces, access policies, and protection mechanisms. Furthermore, the diverse computing paradigms differ in usage model. As an example, a stand-alone machine is usually permanently available, a Grid resource will have to be reserved, whilst a Cloud requires a credit card to gain access (Drost, et al., 2012) . This new distributed computing model makes available a diverse collection of resources to research scientists. These resources can be independent computers, supercomputers, cluster systems, grids, desktop grids, clouds, etc., which are all connected via fast networks. By looking at such systems from a high-level perspective, it can be seen that all these systems consist of a number of basic computing nodes. Each node has local memories and processors, and is capable of communicating over a localarea (multi-node) or wide-area (multi-localarea) connection and create a Jungle (multiwide-area), as is shown in Figure 5 . For each used resource in the Jungle, the arbitrary application may have to be re-compiled, or even partially re-written, to handle the changes in available software and hardware (Drost, et al., 2012) . Moreover, to run any application, a different middleware interface for each resource should be available.
Once an application has been successfully started in a Jungle, another aspect that hinders the use of Jungle computing systems is the lack of connectivity between resources. Resources, especially clusters and supercomputers, are usually not designed for communication with the outside world. Traditional tightly coupled HPC tools are not particularly suited for distributed, heterogeneous and hierarchical environments. Therefore, a Jungle computing platform overcomes these problems in order to simultaneously and transparently use all of the available computing powers. Consequently, Jungle must have at least the following characteristics (Seinstra, et al., 2011) which are listed in Table 2 .
Characteristic Comment
Resource independence
Resources differ considerably in their details such as processor architecture, amount of memory and performance. This feature hides the physical characteristics of resources from the applications or end-users interacting with those resources.
Middleware independence and interoperability
Middleware independence allows a Jungle to embrace new middleware technologies with minimal impact on their applications, thereby it eliminates the need for implementing a different interface for each middleware and provides interoperability between middlewares.
Robust connectivity and globally unique resource naming
This feature is needed to remove connectivity problems such as communication problems with firewalls, transparent renaming of IP addresses, and multi-homing (machines with multiple addresses). Resource names must be globally unique within a Jungle so that when a user or application on the Jungle specifies a resource name, the connection is routed to that resource. These resources can have the same name in their local system.
Malleability
Jungle with malleability will be able to adapt to resource changes. Malleability provides tolerance to the variations in resources availability, e.g., reservations ending, in order to correctly handle joining and leaving.
System-level fault-tolerance
This feature ensures that the Jungle computing system can be used by the end-user, even when something goes wrong in one or more elements in the hardware configuration. In case of a failure, the failing resource has to be replaced by a backup system.
Application-level fault-tolerance
This feature can complement system-level fault-tolerance by restoring the state of the applications that ran on a failed resource.
Parallelization
This feature relieves programmers from the tedious and error-prone manual parallelization process and makes programming models available to end-users. It hides all or most of the inherent complexities of parallelization by converting automatically sequential program into parallel program utilizing all available resources.
Integration with external software
This feature is needed for integrating black box legacy codes such as system-level software (e.g., specialized communication libraries) and architecture-specific compute kernels (e.g., CUDA-implemented algorithms for GPU-execution) with a software system for Jungle computing. are some examples of the applications that can benefit from Jungle computing systems.
Computing in the Jungle
In this section, we briefly describe two software platforms designed to support Jungle computing. First, the Ibis high-performance distributed programming system (Seinstra, et al., 2011), and next the Constellation (Maassen, Drost, Bal, & Seinstra, 2011) that is a platform for creating flexible and efficient applications for Jungle computing systems, will be described.
Ibis
Ibis (Ibis: Computing in the Jungle, n.d.),i s an open source Java distributed computing software platform with an integrated, layered architecture that offers an efficient and transparent solution for Jungle computing. The aim of Ibis is to create an efficient Java-based platform for distributed computing that combines all of the fundamental methodologies into a single integrated programming system to simplify the programming and deployment of Jungle Computing. Ibis provides high-level, architecture-and middleware-independent interfaces that allow transparent implementation of efficient applications. These features provide robustness and dynamic variations in the availability of resources (Seinstra, et al., 2011).
The Ibis platform consists of two distinct subsystems, which provide all functionality that is traditionally associated with programming languages and communication libraries, as well as operating systems. The former is Ibis Distributed Deployment System which allows users to easily start and deploy any application in the Jungle, while the latter is Ibis High Performance Programming System which allows programmers to write applications specifically designed to run in a Jungle computing system. An overview of the Ibis architecture is depicted in Figure 6 , whilst detailed architecture can be seen in (Bal, et al., 2010) . Ibis is designed in a modular way and consists of a number of sub-projects, which are possible to be used individually. Each sub-project solves a specific problem. Some of them are showed in Table 3 .
Although Ibis is written in Java, it interfaces easily with the existing software and supports running any application written in any programming language such as C, C++, FORTRAN, MPI, or otherwise (Drost, et al., 2012).
The Ibis platform meets the characteristics of Jungle computing (Seinstra, et al., 2011) as presented in Table 4 .
Constellation
Ibis/Constellation, or in brief Constellation, is a lightweight software platform specifically designed for distributed, heterogeneous and hierarchical computing environments. As addition to the Ibis project, it enables applications to efficiently run on Jungle computing systems. In addition, Constellation makes it straightforward to re-targeting applications to completely different computing environments (Maassen, Drost, Bal, & Seinstra, 2011).
In Constellation, applications consist of multiple distinct, loosely coupled activities that communicate using events, with certain dependencies between them. Each activity represents a distinct action that needs to be performed by the application. Multiple implementations of The IbisDeploy is a library for deploying applications in the Jungle by end-users that allows the user to manually load resources and applications, to add new resources to a running application and to pause and resume applications at any time.
SmartSockets
Communication through firewalls, NATs, non-routed networks, etc.
SmartSockets, a communication library, offers a single integrated solution that automatically discovers a wide range of connectivity problems and attempts to solve them with little or no support from the user, behind a simple interface that closely resembles sockets (Maassen & Bal, 2007) .
IPL
Fault-tolerance, portability, streaming, malleability and multi-threading for customized Jungle applications
The Ibis Portability layer, a low level message-based communication library, is the interface between Ibis implementations for different architectures and the runtime systems that provide programming models suitable for writing applications, specifically for the use in a Jungle, to support fault-tolerance and malleability.
Ibis RMI Performance problems in RMI applications
Ibis RMI is an efficient re-implementation of Remote Method Invocation (RMI), which is an object-oriented form of Remote Procedure Call (RPC).
Ibis High Performance Programming System
Satin Difficulty in writing parallel applications
It is a transparent, high-level and efficient divide-and-conquer programming model that recursively splits a program into subtasks and then waits until the sub-tasks are completed. Using the Satin model, parallelization is obtained automatically for divide-and-conquer applications.
MPJ/Ibis Using customized MPI
It is an MPI version implemented completely in Java, and so is platform independent for using customized MPI.
JEL
Dealing with realworld Jungle computing systems, in which resources can crash and can be added or deleted Join-Elect-Leave (JEL), a unified model for tracking resources in dynamic and distributed environments, is based on the concept of signalling (i.e., notifying the application when resources have Joined or Left the computation) and Elections (i.e. selecting resources with a special role). It names resources globally unique and keeps a track of the available resources at runtime. It is very easy to exploit new resources by deploying extra executors on those new resources. Figure 7 shows an abstract of the Constellation architecture.
This approach to application development vastly reduces the programming complexity (Maassen, Drost, Bal, & Seinstra, 2011), which is the aim of Jungle computing. Instead of creating a single application capable of running in a complex
Characteristic of Jungle Computing Ibis
Resource independence Since Ibis is a Java-based platform, JVM Virtualization provides resource independence.
Middleware independence and interoperability
JavaGAT provides this functionality using adapters which interact with a middleware to start the required task. JavaGAT will automatically select the appropriate adapter for each resource, and adapters are easily added, if needed.
Robust connectivity and globally unique resource naming
These features are supported by the SmartSockets and the JEL, respectively.
Malleability
System-level fault-tolerance
These features provided by the Satin, the IPL and resource tracking mechanisms of the JEL, which is an integral part of the IPL. Zorilla also supports fault tolerance and malleability by implementing all functionality using peer-to-peer techniques.
Application-level fault-tolerance
Application-level fault-tolerance can be built on top of the system-level fault-tolerance mechanisms provided by the IPL.
Parallelization
This requirement is fulfilled through a number of programming models such as Satin model implemented on top of the IPL.
Integration with external software
This is achieved through JNI (Java Native Interface) or through adaptor interfaces (plugins). distributed and heterogeneous environment, it is easier and often faster to just create several independent activities targeted at smaller and simpler homogeneous environments.
Using equi-kernels, which are different implementations of the same kernel functionality, integration with external software is provided while maintaining resource independence. By including a default equi-kernel for each operation, the Constellation can transparently exploit special hardware and codes, without failing to operate when such hardware is not available (Kessel, et al., 2014) . Furthermore, the matchmaking mechanism and labelling approach of Constellation makes it very simple to configure. Matchmaking (Raman, Livny, & Solomon, At last, Constellation meets the characteristics of Jungle computing by leveraging Ibis platform that fully provides middleware independence, robust connectivity, and system-level fault-tolerance, while it offers mechanisms to support for malleability and application-level fault-tolerance (Kessel, et al., 2014).
Fog Computing
Overview
The term Fog computing has been embraced by Cisco Systems as a new paradigm (Bonomi, Milito, Zhu, & Addepalli, 2012). Fog computing is a systematic, highly virtual, secure, and network-integrated platform that provides computing, storage, and networking services between end points and traditional Cloud computing data centers (Bonomi, Milito, Zhu, & Addepalli, 2012) . It is a model in which data, processing and applications are concentrated in devices at the network edge, rather than existing almost entirely in the Cloud, to isolate them from the Cloud systems and place them closer to the end-user, which is the aim of Fog computing.
The Fog is organizationally located below the Cloud and serves as an optimized transfer medium for services and data within the Cloud, which is depicted in Figure 8 . The Fog computing happens outside the Cloud and ensures that Cloud services, compute, storage, workloads, applications and big data can be provided at any edge of the network (Internet) in a truly distributed way. By controlling data in various edge points, Fog computing integrates core Cloud services to turning data center into a distributed Cloud platform for users. In other words, FOG brings computing from the core to the edge of the network (fog).
In this context, it may be just another name for Edge computing (Bonomi, The Smart and Connected Vehicle and the Internet of Things, 2013). Edge Computing is pushing the frontier of computing applications, data, and services away from centralized nodes to the logical extremes of a network. It enables analytics and knowledge generation to occur at the source of the data. This approach requires leveraging resources that may not be continuously connected to a network such as laptops, smartphones, tablets and sensors (LaMothe, 2013 Users are clamoring for access to the massive quantities of information at any time, in any place and with any device that is extremely dispersed and produced by and about people, things, and their interactions. The flexibility of the Cloud makes it a good choice for this need.
As the technology advances, the question for many businesses is how they can benefit from big data and how to use Cloud computing to make it happen. In order to make an effective and optimized Cloud model, businesses require a new approach to crunching huge quantities of data and delivering them to their users via geographically distributed platforms and not via the Cloud which is located in one place. Thus, the idea of Fog computing has emerged to distribute all data and place it closer to the end-user, eliminate service latency, improve QoS and remove other possible obstacles connected with data transfer. Because of its wide geographical distribution, the Fog paradigm is well positioned for big data and real time analytics and it supports mobile computing and data streaming.
Fog computing is not a replacement for Cloud computing. It is just an addition which develops the concept of Cloud services. Services are hosted at the network edge or even end devices such as set-top-boxes or access points, etc. Conceptual Fog computing builds upon existing and common technologies like Content Delivery Networks (CDN), but based on Cloud technologies it should ensure the delivery of more complex services (Buest, 2013; Kleyman, 2013) . However, developing applications using fog computing resources is more complex (Hong, Lillethun, Ramachandran, Ottenwälder, & Koldehofe, 2013).
A number of characteristics that make the Fog computing a non-trivial extension of the Cloud computing are listed in Table 5 .
Characteristic Comment
Proximity of data to end-users
Services would be located closer to end-user to improve latency concerns and data access. Instead of storing information in centralized data center sites far away from end-user, the Fog computing ensures direct proximity of the data to the customer.
Hierarchical organization
To support low-latency and scalability, the Fog computing platform follows a multi-tier architecture from the core to the edges. Also, the control and management are hierarchical to support interplay with the Cloud.
Edge location, location awareness, low latency
The Cloud is too far from many mobile users for latency-sensitive applications. Fog computing extends existing Cloud services by spanning up an edge network which consists of many distributed endpoints (Buest, 2013) . Fog collectors at the edge ingest the data generated by sensors and devices. Fog nodes provide localization, therefore enabling low latency and context awareness (Bonomi, Milito, Zhu, & Addepalli, 2012) .
Dense geographical distribution
In sharp contrast to the more centralized Cloud, the services and applications targeted by the Fog demand widely distributed deployments (Bonomi, Milito, Zhu, & Addepalli, 2012) . This feature includes a faster elicitation and analysis of big data, a better support for location-based services (by the entire WAN links can be better bridged) as well as the capabilities to evaluate data massively scalable in real-time (Buest, 2013) .
Large-scale sensor networks
Fog uses sensor networks in a large scale to monitor the environment. The Fog computing makes possible not only Internet of Things (IoT) development, but also Ubiquitous Computing (UC) approaches, by extending cloud computing services to include smart sensors and intelligent devices (Madsen, Albeanu, Burtschy, & Popentiu-Vladicescu, 2013).
Large number of nodes
Fog computing involves a very large number of nodes as a consequence of the wide geo-distribution, as evidenced in sensor networks in general (Bonomi, Milito, Zhu, & Addepalli, 2012) .
Support for mobility
Administrators are able to control where users are coming in and how they access the information and support location-based mobility demands and don't have to traverse the entire WAN (Kleyman, 2013) . This improves user performance, quality of service (Rudenko, 2013) , security and privacy issues.
Real-time interactions
In the Cloud, edge devices must communicate across the Internet to reach the cloud data centers. This causes WAN latencies that can be high and interfere with interactive applications. In contrast, in the Fog, servers belong to the same network as the end-users. Therefore, Fog includes interactive applications rather than batch processing and so, real-time data analytics become more prevalent on Fog computing.
Predominance of wireless access
Fog is drop-based (Rudenko, 2013) with a wireless connection and extremely low power to support mobility, scalability, etc. in a really distributed network. Smart connectivity of intelligent devices supporting wireless communication with existing networks and participating to computational tasks using network resources is an important objective within IoT vision (Madsen, Albeanu, Burtschy, & Popentiu-Vladicescu, 2013).
Heterogeneity
Fog nodes come in different form factors and will be deployed in a wide variety of environments (Bonomi, Milito, Zhu, & Addepalli, 2012). These resources are highly dynamic and heterogeneous at different levels of network hierarchy to support low latency and scalability requirements of applications (Hong, Lillethun, Ramachandran, Ottenwälder, & Koldehofe, 2013).
Dynamic per user optimization
Unlike the Cloud that is separated from the user by wide area networks (WAN), a Fog server has the distinct advantage of knowing the network conditions local to an end-user. This is because the Fog server belongs to the same network as the end-users. So the Fog server can have knowledge of each user. Knowledge of the user's behaviour can help dynamically select the best parameters. Specifically, the Fog server can use this information to customize the optimization (Zhu, et al., 2013) . This model is called Fog computing simply because the Fog is a Cloud close to the ground and Fog promises to take hardware and software virtualization back down from cloud to earth, where it belongs. Therefore, the differences between the Fog and the Cloud can be summarized in "The Ground" term (Nemirovsky, Milito, & Yanuzzi, 2012), which is described in Table 6 .
Interoperability and federation
The basic technology for Fog computing is the concept of drop (Rudenko, 2013) . A drop is a chip of a microcontroller with built-in memory and data transfer interface, which is combined with wireless connection Mesh chip. Such a drop works on a small battery which is enough for a couple of years. Users can connect different temperature, light, voltage sensors, etc.
With the help of such mini-chips it is possible to create really distributed network of data or devices all around the planet. Constant data circulation in the world makes providers create new technologies for their local storage and caching. The drops allow keeping the data close to a user instead of storing them in a data center somewhere far away. It helps to avoid possible delays in data transfer (Rudenko, 2013) .
The concept of Fog computing is not something to be developed in the future. It is already here and a number of distributed computing and storage start-ups are adopting the phrase (Kleyman, 2013) . A lot of companies have already introduced it, while other companies are ready for it (Rudenko, 2013) . Actually, any company which delivers content can start using Fog computing. A good example is Netflix (NetFlix, n.d.), a provider of media content, who is able to reach its numerous globally distributed customers. With the data management in one or two central data centers, the delivery of video-on-demand service would not be efficient enough. Fog computing thus allows providing very large amounts of streamed data by delivering the data directly into the vicinity of the customer (Buest, 2013) . Another use case is Symform (Symform, n.d.), a Cloud storage provider, which uses a decentralized, distributed, virtual, and crowd-sourced Cloud. Its approach can provide better disaster resilience than data centers hundreds of miles apart. It can do that in a way that is extremely cheap, and in some cases free (Perry, 2013 Table 6 . Differences between the Fog and the Cloud.
Conclusion
The future of computing is heading toward using shared heterogeneous resources and is concerned about Big Data. These requirements result in emerging new distributed computing paradigms. In this article, we have strived to clarify modern distributed computing paradigms, namely Cloud, Jungle and Fog computing.
In Cloud computing, resources are moving away from end-users towards centralized systems that possess huge processing power and storage capacities. In this model, problems arise for latency-sensitive applications, which require nodes in the vicinity to meet their delay requirements and users have no control over the manner in which they can access their data. Fog computing, in contrast, at a really distributed level, provides computing services between end points and traditional Cloud computing data centers, away from centralized nodes to the edge of a network. On the other hand, distributed computing infrastructures such as Cloud, Cluster or Grid currently are undergoing revolutionary change and becoming more heterogeneous and hierarchical. This leads scientists to use a simultaneous combination of heterogeneous, hierarchical, and distributed computing resources as a Jungle computing system, to access more computing power.
Cloud computing has got the momentum in the distributed computing in recent years and may be mature with new technologies and paradigms such as Jungle and Fog. It is obvious that Cloud computing is used in Fog computing and may or should be used in Jungle computing. Therefore, bear in mind that knowing Cloud computing is essential in distributed computing. On the other hand, since Cloud computing may not be a mainstream technology in the near future, as Grid computing is no longer a concept to be discussed, it is useful to take a glance at the other, newly distributed computing paradigms.
