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The object of this paper is the analysis of a qualitative theorem on invariant 
manifolds of differential systems. The mai.n result (Theorem 2) is (in its 
character) a countercxample; therefore we shall deal with differential equa- 
tions in a coordinate system (and not on a manifold). 
First a “qualitative theorem” on invariant manifolds will be formulated. 
In what follows we shall deal with systems of the type 
(11 
dx/dt = g&i, y, t) 
dyjdt = g,(x, y, t). 
We shall always assume that Y, g, E ET , y, g, E E, , L E .l& and that the 
right-hand sides of (1) are defined for (x, y) E .fI, t E l?l , H being an open 
subset of Er+s . Put s = (x, Y), g = (g,. , cd, G = H x 4 . 
Let K be a positive constant and LCI : (0, 03) -+ (0, co) continuous, 
nondecreasing, w(O) = 0. Denote by C1 - Cl(G, K, W) the set of such 
maps g : G ,-+ E’,,,Y that 
(2) g is continuous, 1 g(z, t)l < K for (z, t) E G 
c I. 
(3) .z; exists and 1 zi (z, t)/ < I< for (z, t) E G 
(4) for (zi , 2) E G, 2: == 1, 2. 
For .M>O put G(IGI)=={(x,y,t);x~E,,jxl <M,y~L?,,tE.l$ 
Assurne that 
(5) G-3, G(M) for some M > 0 
(6) &JEC” 
(7) SdO,Y, t) = 0 for YEE’,, tEEI. 
These assumptions imply that the set 
Q(1) -2 ((0, y, t); 0 E & , y E E, , t E El;> 
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is invariant with respect to (I), i.e. if (x”, j, f) EQ(I) then there exists a 
solution (x, y) of (1) defined on E1 and such that x(i) = x”, y(i) = 7 and 
(x(t), y(t), t) E Q( 1) for t E III . 
Assume that Q(1) is uniformly exponentially stable, i.e. 
(8) for some positive constants k, v and any (5, 9, t”) E G, 1 2 1 < (2k)-rM 
there exists a solution (x, y) of (1) defined on (f, co), x@) : x”, y(i) - 9 
and j x(t)1 < ke-~(t-i)l 5 1 for t 3 i 
Finally assume that the solutions of (lj ly in in Q(1) do not approach each g 
other too quickly, in more detail 
(9) for some p > 0 and any solutions (x1 , yl), (xs , ya) of (I) such that 
(x,(t), yl(t), t), (x*(t), y2(t), t) ES(I) for t E l?I it follows that 
1 yl(t) - yz(t)l 3 k-le-lJ(‘+/ yI(i) - yz(i)l, t>:i 
(k is the same as in (8); it may have been increased, if necessary). 
The following Theorem states that there exists an exponentially stable 
invariant manifold of 
dx/dt = h&y, t) 
dy/dt = h,(x, y, t) 
provided that k = (h, , h,) E Cl, h is sufficiently close to g and 
(11) p < v. 
Observe that conditions (8), (9) and (11) describe in some sense the qualitative 
behavior of solutions of (1) near to Q(l), hence Theorem 1 may be called 
“qualitative”. 
THEOREM I. Let (5), (6), (7), (8), (9) and (I I) be fuljilled. Choose m, n, L, 
~<m<n<v,O<L<min(l,~M). Thmeexist[>O,k,>Oand/$ 
0 < /3 6 L and for any h such tkat 
(12) h E C1 
(13) ) St+" [g&s 7) - h(z,4] Jr 1 < 5 for (x, 4 E G, O<h<l 
t 
there exists a map p : E,$ x E1 -+ E,. that tke following assertions are true: 
(14) lPh,t)l GP, IPh,t)-~(~,st)l ~LIy,-yy,Ifory,,y,~Es, 
t E El 
(15) ifj’~E,, AGE,, 2 = p(jj, i), then there exists a sobtion (x, y) of (10) 
dejined on EI such that x(f) = 2, y(i) =: j?:, and x(t) = p(y(t), t) for t E EI 
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(16) ;f Jc” E E,. , 1 & 1 < 2fi, jj E E, , t’ E El then there exist solutions (x, y) and 
(x,, , yO) of (10) such tlzat (x, -y) is dej%zed on (f, OL)>, x(Z) = 3c”, y(i) = jj, 
(x,, ) yo) is de$ned on El , x”(t) = p(y”(t), t) for t E El and 
1 x(t) - x,(t)1 + 1 y(t) - y(,(t)l < kle-qL(t-i)j 2 --j&V, 2)1 for t > t 
(17) if C% 3 YCA (Xl > Yl> are solutions of (10) dej%ed on El and such that 
x,(t) = p(yO(t), t), xl(t) = p(yl(t), t) for t G El , then 
i r&O - r,(t)l > $-l e-m(t-2) 1 y,(t) - y,(l)\ for t 3 i. 
Theorem 1 was proved in [9]; its proof is based on ideas contained in [7]. 
A condition similar to (11) is that in [5] and [6]. (The approach in [5] and 
[6] is essentially different and the formulations differ i.n many respects.) 
Note 1. (13) is the precise formulation of the requirement that h be 
close to g. It is obviously fulfilled if 1 h(z, t) - g(z, t)l < 5 for (a, t) E G and 
its relation to the Averaging Principle is explained by the fact that (1.3) is 
fulfilled if h(z, t) = g(z, t) + u(x, t/E)(g, u E: P(G, YkT, 4~) being fixed), 
1 T 
70 i 
u(z, t + T) c17 -> 0 
uniformly with T + co, (z, t) E G and if E is small enough, 
Note 2. Observe that from (6), (12) and 
(1”) 1 g(z, t) -- h(x, t)j < 5 for (x, t) E G(M) 
it follows that 
(2”) ] g (z, t) - g (x, t)l < q for (x, t) E G(kM’), 
71 > 0 being the solution of the equation 
7j min(:,M, w-l&)) = 45. 
[Denote for brevity f = g - h. If it were lj(t3f/ik)(x, t)il> q then for a 
properly chosen a E E,,., , 11 a - III = min(i:;M, u+($TJ)) would hold 
I/ g (2, ?)(a - Z)ll 2 7 min(+M, w-l&)). 
Since (for 0 < X < 1) 
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there would be 
Ilf(a, f) -f(Z, t)[l = 11s: f (2 + A(u - Z), i)(u - 2) dh 11 
> &v min(@&+(&)) = 25 
which is not possible.] 
Evidently 77 -+ 0 when 5 -+ 0. Thus, if (1”) holds, the function g - Jr 
together with its partial derivatives is small on G(i.M). Hence on the set 
G($M) the conditions are fulfilled which are usual when introducing the 
notion of structurally stable systems. 
In connection with these facts let there be mentioned that Theorem 1 
may be modified in the following way: (12) is replaced by a weaker assumption 
(3”) h is continuous, a/z/& exists and is continuous and (13) is replaced 
by a stronger assumption 
(4”) 1 g(.z, t) - I@, t)l < I& / $(x, t) - $ (z, t)l G 5 for (z, t) E G. 
Note 3. It is not difficult to prove from (14) that p fulfils the Lipschitz 
condition with respect to (y, t) (cf. [7]). In fact, it may be proved that 
a$/@, ap/i% exist and are continuous. (Cf. [9].) 
Note 4. Put Q(10) = ((x, y, t); x = p(y, t), y E E, , t E E1). Then (15) 
has the interpretation that Q(l0) is invariant with respect to (10). 
Note 5. It follows from (16) that 
(18) I x(t) -P(Y(% 01 < I a> - x,(t)1 -I- I P(Y(O, t> -PMt)l 01 
< k,e-l-l(‘-‘)l f -p(y, i)l 
for t > t’. Of course, 1 x(t) - p(y(t), t)l may b e interpreted as the distance 
from (x(t), y(t), t) to ,Q(lO); hence we can say that Q(10) is uniformly 
exponentially stable. 
Note 6. It follows from Note 5 that ,p is unique. Actually, if p* : 
ES x El -+ E, , / p*(y, t)l .< 2/? for y E E, , t E El and if (15) holds p being 
replaced by p*, then p* = p. 
Proof. Let $EEs, iEEl, 2 = p*(y, f). Then there exists a solution 
(x, y) of (10) defined on El such that x(i) =.: x”, y(f) = jj and x(t) = p*(y(t), t) 
for t E El . Therefore / x(t)1 < 2fl for t E El and according to Note 5 we 
obtain for any T > 0 
1 x” -p(y, i)l < kle-UT 1 x(i - T) -p(y(i - T), i - T)/ 
< IzpT3P. 
Hence p*(y, i) = x” = p(y’, t). 
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Note 7. (18) may be strengthened as follows, 5 being decreased and 
lz, being increased if necessary: 
If 3;: E Er , j 3i; 1 ,< (2/z)--‘A& 7 E E, , t E El , then there exists a solution 
(x, y) of (10) defined on (Z, 00 such that .X(Z) = P, y(f) := 7 and ) 
(1% / x(t) - p(y(t), t)[ < k t?-++f I. )I 5 --- p(ji, if)/. 
Proof. According to (8) there exists a solution (x1 , yl) of (1 j defined on. 
(i, co) such that x#) = 1, y,(i) = y” and 1 xl(t)! .< Rc-+(~-~)~ f / for t > Z; 
hence / x,(Z -k T)I :< ,B for 2’ -= --v-l log(2flM ‘j > 0. Accorcling to [$J], 
‘Theorem 1 there exists a solution (x, y) of (10) on (i, f $- Tj such that 
x(E) ..:.: 2, y(i) -c J and 
/ x(t) - x,(t)1 -I- j y(t) --y&)1 :< p 
for t E (E, t -i- T) if 5 is sufficiently small. Obviously I x(f -I- T)I < 2/? and 
(I 8) may bc used on (t -I- T, co) to complete the proof. 
Nods 8. If (IO) is autonomous, then p does not depend on t. %‘his is a 
consequence of Note G: for any T E El define P’~ by p*(y, i) ‘=. p(y, i -+ I’), 
jiEEsr fE.&;if(lO) is autonomous, it is easy to verif,y that (15) is fulfilled 
with p* instead of p. Hence p(y, f) = ~(7, i + I’) by Note 6. 
‘Tn the following we shall deal with the problem, whether Th.eorem 1 
can bc modiiied in such a way that the inequality ,U < v need not be required. 
Let G(, L. G and let P((IO), G,,) bc th e set of such (j;:, y, ij E G, that there 
e&s a solution (x, y) of (11) defined on lY1 , ~(fj :-.: %-1 y(f) := 9 arld 
(x(t), y(t), t) E G,, for t E El . P((lO), G,,) is th c maximal subset of Go invariant 
with respect to (10). If (10) is autonomous and if Go ---= Ho X E1 , Ho C 11, 
then P(( lOj, GJ h as obviously the following property: if (g,y, i) E P(( IOj, C&j, 
then (2, J, F ‘-/-- 1’) E P((lO), G,,) for every T E El I In this case put 
P((lO), G,) = ((5,9) E E, .,., p; (5, 9, Oj E P((10), G,,)>. 
It follows from (8) that P(( I), G(A)) = Q(1) for 0 < A 52 (2K)-zi14 and it 
follow3 from Theorem 1 and Note 6 that P(( IO), G(h)) :-= c>(lO) for 
/3 < x 5; (2K)---‘n/I. 
An esamplc showing that Theorem I is not valid if the assumption EL < Y 
is omitted can be found in 141; here an analogous example will be shown 
which is simpler and can be dealt with by elementary methods. 
Let I) : El .-+ E, fulfil the conditions (i) Z/J(Y) -= y for 1 y 1 < 2 , (i;> 
#(r $ 1) = ---&) for y E E1 , (iii) 1 G> #(r) > 0 for 0 < 3’ ( 1, (iv) C/J has 
continuous dcrivativcs of all orders. Further, let y : X1. -> E1 fulfil (i’) 
y(y) == 1 for / y 1 L< g, (ii’) p(y -t- 2) = v(y) for y E E1 , (iii’) y(y) ::=: 0 for 
: -< I y I << 1, (iv’) 1 > p(y) > 0 for y E 11; , (v’) v’(y) :-= y(.--7) for y E .E,. , 
(vi’) <p has continuous derivatives of all orders. 
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For system 
dxldt = ---01x 
4W = 4~) 
x,y~E~,~~l<M,O<a:<litisevidently(O<h<M) 
P*((20), G(h)) = ((x, y); x = 0, y E El,). 
All the solutions of 
(21) 
dx/dt = -ccc - ep(y) 
dy/dt = -P(Y) 
0 < E < c&, can be continued for t -> co. Hence, for -1 < 7 :< -i- 
there is (0, jj) E P*((21), G(&M)). Let (X, Y) be the solution of (21) such that 
X(0) = 0, Y(0) =z -& . Y is an increasing function and Y(t) --+ 0 for 
t -+ co; X(t) = --•E $ exp( --ol(t - T)) cp( Y(T)) dr. Hence X(t) -•t --~/a for 
t -+ co and X(t) > --e/a for t > 0. For large t, (X(t), Y(t)) is near to the 
point ((--~/a), 0), fulfils the linear system 
dx/dt = -cm - E 
dyldt == -y 
and X(t) > --~/a. Since 01 < 1 then [X(t) -j- (c/a)]/Y(t) -+ --cc for t -+ co. 
(The qualitative behavior of the solution of (21) is shown in Fig. I.) 
It is easy to see that the set P*((21), G(i-M)) is the union of the points 
(X(t), Y(t) + 29, (X(t), -Y(t) --I- 223, t E El , i = . . . . ---I, 0, l,... and the 
points (0, --I + 2i), ((--~/a), 2i), i = . . . . -1, 0, I,... . Thus 
J’*(@l), G(W)) = {(x, Y>; x = P(Y)> 
and the function p does not fulfil the Lipschitz condition for any constant L. 
It is evident that any solution of (21) tends to P*((21), G(&M)) exponentially. 
INVARIANT SETS AND INVARIANT MANIFOLDS 253 
Let (u, V) be the solution of 
(22) 
dx/dt = -cm - q(y) 
4W = -NY) + 4~ -I- (44) V(Y) 
where 0 < 01 < 1, given by the initial condition u(O) :- 0, v(0) -= --E . 
Again it is very easy to show that p)(v(t)) :== I for 1’ suflicicntly large and 
thus u(l) --f (--~/a) for I. --f co, u(t) > (-c/a) and also a(t) --3 0 for t -.t co. 
Therefore, the solution (u(t), a(t)) fulfils for large 1 the system 
dxldt = --olx - E 
dy/dt x -y -1. ,(x _I. (c/m)) 
and u(t) > ---C/W From here it is easy to find that a(l) increases monotonically 
up to some positive value and then decreases monotonically to zero, while 
u(l) dccreascs monotonically to -~/a. (Cf. Fig. 2.) As (u, C) is defined for 
t E E1 , the relation 
P”((22), G(+M)) =: {(x, y); x :-. p(y), y E El,) 
cannot hold for any function p. Again any solution of (22) tends to 
P*((22), G($M)) exponentially. 
ix 
In case of system (20) the conditions (8), (9) hold for Y == 01, IL := I, i.e. 
v < IL; systems (21) and (22) h s ow that the assertion of Theorem 1 is violated. 
If A!! c I?‘, .,.. ( / ] ) t E E,. ) let S, be the set of such z E ET.,., that (x, “) E S; 
if w C E, j.,s , let 1 W, S, 1 denote the distance from zu to St in Z$.+ in the 
usual sense. The above examples suggest the following 
~ROPOSI’lW3N. Let (5), (6), (7), (8) and (9) bafu[fiZled ((11) is mt requzkd). 
There exist 1 > 0 and A : (0, co) + (0, 03), A(t) -+ 0 if t -e 00 and for 
my h such that 
(1”) hECl 
(2”) 1 h(z, t) --g(z, t)I 5: 5 for (x, t) E 0 
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there exist a set % C G such that the following assertions are true: 
(3”) X C G((2k)-rM), Z is closed 
(4”) Z, is homeomorphic to E, for every t E El 
(57 ;f (a, j;, i) E Z, then thme exists a solution (x, y) of (10) dejined on A’, 
such that x(i) = 5, y(i) =: 7 and (x(t), y(t), t) E % for t E E, 
(6”) ;f (2, 7, i) E G((2k”)M), then there exists a soZz&on (x, y) of (IO) 
dejined on (i, co) and such that 
1(x(t), y(t)), z, 1 $2 A(t - f) 
for t > i. 
Of course, if (I 1) is assumed in addition, Proposition holds. In this cast 
we may choose nz, n, ,u < ?~a < n < Y, L 6 min(1, ;M, (28)-IAd), find 5, 
k, and p from Theorem I and put A(t) :z [(2k)-rM --I- /Tj Kre-“l, Z = &( IO); 
assertions (3”) to (6”) follow from Theorem 1 and Note 7. 
The aim of this paper is to show that Proposition is false if s > 2. For 
this purpose let us first prove 
LEMMA. If (l*), (39, (5*), (6”) are fuZfiZZed, then 
x =_: P((lO), G((2k)-W)). 
Proof. It follows from (I*), (3*), (5*) and from the definition of 
P((IO), G((~AT-~M)) that Z C P((lO), G((2k)-1M)). On the other hand let 
(T, 7, t) E P((lO), G((212)-W)). ‘PI lcre exists a solution (x, y) of (I 0) defined 
on R, such that x(t) = X; y(l) =:= 7 and (x(t), y(t), t) E G((212)-1M) for t E 15’~ . 
Hence (64’) may be applied for any i < i and t =. t. Therefore I(??, J), Zt ) = 0 
and (V~,~) E Zt (cf. (3”)). 
In the next theorem there is found such a 6 (fulfilling (6), (7), (8), (9)) 
that in every neighborhood of g there exists an k (i.e. h fulfils (I*), (2”) 
and 5 > 0 may be arbitrarily small) such that (I 1) is autonomous and 
P”((1 l), G((2K)-VW)) is not homeomorphic to B,? . This together with Lemma 
contradicts Proposition. However, ‘Theorem 2 is formulated for 1’ -: 1, s 2~: 2. 
If r > 1 or s > 2, we may add to (23) equations kj = -a?~~ , j : 2, 3 ,..., Y, 
jj -== 0, j == 3, 4 ,..., s with zero perturbations and find an analogous result 
by a quite analogous argument. 
THEOREM 2. Let M > 0, 0 < 01 < 1, E >. 0. Theu there exist functions 
f,(x, y, , yr) dejined for all x, y1 , y1 such tlzut / h1 / < E, / 2yifili)x 1 < E, 
fi E C(L)(K, W) on (---M, M) x I$ where I( aud w are independent of E and 
that the invariunt set 1’“((23), G((2k) -‘M)) of the system 
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2 = --<x +fJx, y1 , y*) 
(23) j, = sin y, cos y, + sin2 y, cos y, sin ys -t bd(x, y1 , ya) 
j, = --cos y1 sin yS $- sin y1 sin? ya cos yz -+ .f3(x, y1 , yz) 
i.r not homomorphic to & . 
hTote 9. If f< -:: 0, i = 1,2, 3, then P*((23), 6‘((2k)-“M)) := I;:2 and 
v = 01, u -= I. (For the last equality, see Appendix.) 
Note 10. The behavior of solutions of (23) for & = 0, i := 1,2, 3 in 
the plane zc .== 0 is shown on Fig. 3. The asymptotic stability of the points 
3 =:: 0, yi = (k + +)v, i = I,2 follows from the existence of Lgapunov 
function k’ == 1 - sin yr sin ye on x = 0, 0 < yi < 77, i ::: 1, 2. 
I;lG. 3 
Prooj qf ‘Theorenz 2. We shall c *onstruct the functions fi so that the 
invariant set P*((23), G((2k)-rM>) will contain the open square z := 0, 
0 < yi < T, i = I, 2 and a curve which passes through the point x =.= 0, 
yr y.7.: ye = 42 but d ocs not lie in the plant x =- 0. It follows then from 
the Theorem on the Invariance of Domain ([IO] Chap. XI, Theorem 3.9) 
applied on tbc open square that P((23), G((2k)--1M)) cannot bc homeomor- 
phic to & . 
Let q(y) .I=: q(y, a, h) be a function defined on (a, b) with the following 
propertics: 
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(i) q(y) is increasing, q(a) = 0, q(b) = 1; 
(ii) q(y) has th e d erivatives of all orders, p’(a) = q’(b) = 0; 
(iii) I 4(y)I < 1, I p’(y)1 < D/p - a), I q’(y) - 4’(Y’)I G D/(b - aI29 
D = const. 
(Such a function is e.g. q(y) = & sin[m/(b - CZ)](~ - (a + b)/2) + & .) For 
the function q(y) = 1 - q(y) there holds analogously (-) ij(y) is decreasing, 
q(a) = 1, y(b) = 0 and (ii), (iii). 
Let us now define the perturbations fi . 
Let 6 > 0 and put 
where 
lx% Yl 9 Y2) = fi(Yl) = MYl) 
i 
0 for y < -3 or y > - +, 
1 for -Q.<y<-2, 
?Jl(Y) = 
i 
dY, -3, - 3 for -3 < y < - +, 
P(Y, -2, - -i) for -2 < y < - 9. 
Further let 
fib Yl 9 Y2) = M4, Yl) = eJ2(Yd 
where 
0 for y <-l--o or y > 1 -j- u, 
P)2(Y) = 
1 for -c Gyba, 
4(Y, -1 - 0) -4 for -1 --a<y< -cr, 
!?(Y, u, 1 -I- 4 for u < y < 1 -k cr. 
Lastly, let 
f&Y Yl 9 Yz) = -@!)29w?) T2lYJ 94Y2) 
where 
$(Y) = iYs 09 63 
I 
for y < 0 or y > 2E 
for 0 < y < f 
4(Y, 4923 for 5<y<2[ 
and 
I 
0 for y < 7r/2 or y 3 3~12 
%(Y) = ;(y, 42, p - .3) 
for 7r-.i <y<77+$ 
3:/2) 
for 7712 < < 7r - y 3 
q(y, T + 3, for T -I- 2 :< y < 3n/2 
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Here u is a constant, 0 < a < i such that there exists d, a < d < I such 
that for 0 < y < o there is siny > dy; the constants E, r] will be chosen 
later so that 0 < 4 < i and 7 > B6 with some B > 0. 
Since it is evidently possible to choose 6 so that !.fi 1 < e, fi E C’(K, w) 
on (-2M,2M) x Ez2,, it follows from Note 2 that j afJ& 1 << T](E), 
lim,+,+. T(E) = 0 on (-&I, M) x Ea . The proof that fi E P( K, w), w being a 
linear function is not diflicult. Let us show in detail just the most complicated 
inequality: 
and DF, Dz, D$ d o not depend on 6. 
Moreover, it is clear that the square x = 0, 0 < yi < Z-, i = I, 2 is a 
part of P*((23), G((~~z)-~M)) since fi G 0, i =:: I, 2, 3 for x = 0 and 
L -3 Yl---- 2’ 
Let us now investigate the solution Z((t) x (X(Z), Y1(t), Ya(t)) of (23) 
given by the initial condition x” = 0, j$ == -3,j$ = w for t” = 0. We shall 
show that for t large enough there is X((t) > 0 and th.at Z((t) -+ (0, $T, $r) 
for t --+ co. 
From the definition of fi: it follows immediately that fiA(X(t), Y1(t)) == 
fn(X(t), Y1(t)) = 0 for 1 E (0, T) for some T >- 0. Therefore 
Yi(“) = 2 arctan C,f+, Y2(t) = ?T (Co == tg(-$)) 
and Y1(r) is evidently increasing. The identity f2 EG fa +E 0 holds evidently 
as long as Y1(t) 6 -(l + u). Thus we can put T == f, , .Yl(t3) = -(l + 0). 
In the first equation there is f1 3 0; so ft > --WC and .X(t) > &e-at E 0. 
Further let Yi(tJ = --Q , Yi(ta) = -2 (tl < t, ( Q. Then ,the first 
equation is of the form 
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for t E (tl , t&. We find easily that 
X(t) = Cl e-“(-) + @/a)[1 - ,--q 
where C, = X(t,) > 0, so that 
X(tJ = c, > (S/LX)[l - e.-+Q] > 0. 
On (tz , t3) there is fr > 0 again and thus 3i 3 --01x, 
X(t) > c, e-a(t-f~J, 
, X(G) = C, 9 e -a(t,--tJ [I _ e--a(tz-t,) * o1 I( I )- 
For t = ta is PI(t) > 0, i.e. YJt) is increasing and there exists an interval 
(t, , t4) SO that YJt) > -(l + e) and thereforef, EE 0 for t E (t, , t4). Hence 
X(t) = C, e*(‘+). 
Since 
PI(t) 2 -sin YI(t) 
for t E (ta , t4) as long as Ya(t) = TT, there is 
k;(t) > 2 arctan C,e@ 
and we can take t, so that Yl(t,) = -cr. 
Further put X(t4) = 7, i.e. 
17 = C, e-&-t’) > [,-=h+) _ ,-“h-“d](Q) = Bs 
where B > 0 does not depend on 8 and 7 fulfils our condition from the 
defjnition of f2 , f3 . 
Yr(t) is evidently increasing as long as Yr(t) < 0; thus there is a t5 > t4 
such that for t E (t4, t5) is -u < Yr(t) < 0 and X(t) > 2[~, so that 
i? = 0 and Yz(t) 17:: n. 
The second equation of (23) is now of the form 
j, = -sin y, f 6x, 
i.e. 
F,(t) = -sin YJt) + SC, e*(t-t3). 
According to the definition of d, there is 
PI(t) > -4’,(t) + SC, e--a(t--ts), 
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for t -2 t,l . Since d 12 R, this inequality shows that it is possible to choose 
t, so that t;(t5) ---: 0; then of course X(t,) ‘:2 0. 
NO\V put X(t5) == 25v -7 2C$X(t,); since _,Y(t) is decreasing, there is 
0 <: tJ ,:: I- and X(t) >3 2&j for i i: (td , t,).l 
Let us suppose now that t > t, . It is easy to show that. then E;(t) > 0. 
In fact, there is (j,, Y., 0 if y1 .-- 0, x ::> 0. ‘I’his holds in particular for k;(t), 
i.e. %‘1(i5) :‘> 0 and thus k;(t) :a 0 in some kterval (t5 , t, --;- *r); if i.t were 
yl(f, -i.- 7) . . . . 0, then Ii(t, -t T) ~1 0 which is a contradiction. Hence for 
t “Z. t, 
(24) *’ Y1(t) > 0. 
From here further follows fi := 0 and thus X(t) := 2&~~(~-~5). For 
t > t, the solution Z(t) fulfils the following system 
(25) j, = sinyl cosy, + sin2y, cosy, sky, -I-j2(x, yI , yJ 
j2 = --cos y1 sin y2 -j- sin y1 sin2 yz cos y2 --+ f3(x, yI , yJ 
with the initial conditions x = 2&7, y1 = 0, yr := 7~ for t = I, . WC shall 
prove now that there exists 7’ > 0 such that L;(t) c(: T for t E (ta , t, -+ T’>. 
For this purpose, Ict us take the solution of (25) with the initial condition 
x :y 267 .- 1;, y1 = 0, ya == T, 5 ITT 0. Then j,(Q s: 0; it holds even 
-(l + S2P) < j,(t) < 0 
y2(t) > Tr - (; -/- S2pq(t - t,); 
thus for T’ small enough (but indcpcndent of 5) there is j,(l) < 0 and 
thercfare y,(t) < T for t E (t5, t, + 7’). 
As a consequence of the continuous dependence of the solution on the 
initial conditions we get immediately tha.t Y2(t) =: lirnt.,o,ye(t) Sz 7f. 
However, if it wcrc Y2(t') = n for t’ > t, , then p2(t’) < 0 and thus 
y2w > TI for t < t' which contradicts our result. Hence k’,(t) < z for 
t E (t, , t, --I- T’), in particular 
(26) Y& + 7’) < 7r. 
1 Both fg and g depend of course on 6. 
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The function V = 1 - siny, siny, mentioned in Note 10 is evidently 
the Lyapunov function for the perturbed system as well. In fact, 
dV/dt = -sin2 y, sin2y,(cos”y, + cos2y,) - cos y, sin y,$&, yr , ya) 
- sin y1 ~0s YJXX, yl 9 YJ 
and since fi > 0, $& < 0 and fL = 0, f3 = 0 for yr > ?r/2, ye < 5712, there 
is dV/dt < 0 for 0 < yi < T, i = 1,2, (yr , ya) f (7r/2,57/2) while 
E/(42,42) =:: 0, 0 < V( yl , y-,) < 1 for 0 < yd < 7r, i = I, 2, (yr , ya) f 
(r/2,42) and V(y, , ya) := 1 for 
From (24) and (26) it follows that there is t, > 1, such that 
0 < Yl(&> < 42, 42 < Y&J < 7r. 
Hence the solution (X(t), Yi(t), Y2(t)) approaches the point (0,7r/2, r/2) when 
t -+ co and, moreover, X(t) > 0 for t > t, . On the other side, it is possible to 
continue this solution for t --z -co, viz. X(t) = 0, Yl(t) = 2 arctan Coe-.t, 
Y2(t) = Tr. Hence the trajectory Z(t) is a part of the invariant set 
P*((23), G((2k)-~1M)). As the square x = 0, 0 < yi < QT, i == 1,2 is a part 
of the invariant set as well, it follows from the account at the beginning of 
the proof that the invariant set of (23) is not homeomorphic to Ez . 
APPENDIX 
We shall show that p = 1 for the unperturbed system (23) (i.e. fi = 0, 
i = 1,2,3). We can consider just the last two equations of the system, 
namely 
jl -= &(Yl 9 Y‘iJ 
where 
92 = &(Yl ,Ya) 
gl(yl , yz) = -sin yi cos y?, + cos yi sin yr sin2 ys 
g&i , yJ = cos yl sin y, f- sirray, cos y, sin y, . 
Let us denote by u = (or , u,), v : (7~~ , ~a) two solutions of this reduced 
system. We shall show 
(27) $ (II u - 0 II”) b -2 I[ u - v I[E. 
Then condition (9) holds evidently with p = 1, k = 1. 
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‘JYhere is 
f (11 21 .- 21 11”) = 2[(2d, - V1)(Eil - Cl) - (Us - TJ2)(Zi2 - $)I 
= N% -- fa!l(% > 4 - ~I(% I u2)l 
-. (?C2 --- u2)[g*(zc1 ) Z12) -- g,(zJ, , q)]). 
IIf WC write w = (2~~ , wJ, wi = “ui -/- h(ui -- zQ, i = 1, 2, then 
-1 [$ (WI, w2) -+ -$ (WI , we)] (zcl - vJu2 -.- n2) 
\ w& - 02)2j dh. 
To prove (27) it is sufficient to show that the form 
is positively semi&finite for arbitrary y1 , ye . 
After elementary calculations we get (28) in the forrn 
uz12 + bz,x, -I- czp2, 
a zz= -ylq $- (2p” - I)( 1 - 42) -I- 1 
b = 4pq .\/(iTTj@Y?j 
c - pq + (1 -p2)(2$ .- I) --I- 1, 
cosy, = p, cosy, : Q. Therefore it is suficient to show 
(i) a > 0, c 3 0; (ii) ac 2~ fb2. 
(i) Let us show cc > 0, i.e. 
-ylq -)- q” + 2p2(1 -- q”) ;I? 0. 
If ps .< 0 the inequality is obvious. Let e.g. 0 < p < 4 :< 1. Then 
a >-): $(I - 34 ..I- 2p* - pq > qy 1 - 32) -$- 2p2qx - 9” E 0. 
sM/2-5 
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IfO<q<p<lthen 
a = @(l - 2p2) $- 2p2 - pq 3 q2( I - 2p2) -k 2p’ - p2 
3 42( 1 - 2ps> + p”q2 := $(I - p”) > 0. 
Since a(-~, --a) = a(p, q), a > 0 holds. 
Put p = y*, q =: --p*; then c(p, y) =:= a(~*, q*). Thus the proof of (i) 
is complete. 
(ii) There is . 
UC - $b’ = pq(p2 - 42) + 2py 1 -- q”) + 2q”( 1 - p”). 
Evidently 
UC - $b2 3 2p4( 1 - 2”) + 2p4( 1 - p”) - 1 pq(p2 - q2)1 ;
this expression is symmetric in p, q and does not depend on the signs of p, q. 
Hence it is sufficient to prove (ii) e.g. for 0 < p < q < 1. Then 
UC - yl2 --__ 2p4(1 - 42) f 2q4(1 - p”) - pq(q” - p”). 
Ify < I/&!, then 
UC - $b2 > 294(1 - q”) - q4 = q”(1 - 2q2) 3 0. 
On the other hand, if q > l/d/2, then 
ac - p2 2 i34(1 -p2) - g(i -p2) = 4yi - py2g - 1) 2 0. 
l’he proof of (ii) is complete. Hence (27) holds and p = 1 for the unperturbed 
system (23). 
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