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Quantum entanglement is playing an essential role in quantum information processing (cf. [1, 2, 3] ). The separability of pure states for bipartite systems is quite well understood (cf. [4] ). For mixed states, some progress has been achieved in understanding the separability and entanglement problem for bipartite systems (cf. [5] ), e.g., the proper definition of separable and entangled states formulated by Werner [6] , the Peres [7] criterion that all separable states necessarily have a positive partial transpose, which is further shown to be also a sufficient condition for separability in 2 × 2 and 2 × 3 systems [8, 9] .
The multiparty entangled states have been investigated recently [10, 11] . These states are also of importance in quantum information processing, for instance, three party entanglement of the GHZ type can allow for interesting applications such as quantum secret sharing [12] , and many experimental groups have tried to generate such states [13] . However less is known about how to characterize multiparty entanglements completely. The maximum connectedness, persistency [14] and Schmidt measure [15] have been used in partly describing entanglements of pure multiparty states. There exists no general criterion that allows one to distinguish whether a general mixed state is separable or not. In [16] the separability and entanglement in 2 × 2 × N composite quantum systems have been studied.
In this paper, we study sufficient and necessary conditions for separability of higher-dimensional quantum systems on H ⊗ H ⊗ . . . ⊗ H, which generalize the results in [17] . In particular, we consider density matrices with rank two. The separability condition for these kind of mixed states in arbitrary dimensions is explicitly given. In addition, we present a nonseparability inequality valid in the case where one of the eigenvectors corresponding to nonzero eigenvalues of a density matrix is maximally entangled.
We first consider the case of three N -dimensional quantum spaces. Let H be an Ndimensional complex Hilbert space, with e i , i = 1, 2, . . . , N , an orthonormal basis. A general pure state on H ⊗ H ⊗ H is of the form
a ijk e i ⊗ e j ⊗ e k , a ijk ∈ C (1) with the normalization N i,j,k=1 a ijk a * ijk = 1 (* denoting complex conjugation).
Let U denote a unitary transformation on the Hilbert space H, such that
b ij e j , b ij ∈ C and N j=1 b ij b * kj = δ ik (with δ ik the usual Kronecker's symbol ). We call a quantity an invariant associated with the state |Ψ if it is invariant under all local unitary transformations of U 1 ⊗U 2 ⊗ U 3 . By generalizing the results of analysis on invariants for qubits [18] , the following quantities are invariants [19] under local unitary transformations:
a kij a * mij a mpq a * kpq .
A generalized concurrence is defined by [19] ,
First, we prove the following result:
Proof. It is clear that C 3 N = 0 when |Ψ is factorizable, i.e., when
Conversely, because |Ψ = 0, there exists p 0 , q 0 , m 0 such that
Let ρ be a rank two state on H ⊗H ⊗H, with |E 1 , |E 2 being its two orthonormal eigenvectors corresponding to the two nonzero eigenvalues:
where q = 1 − p ∈ (0, 1). Generally
with normalization
Using Lemma 1, we have that |Ψ = N i,j,k=1 a ijk e i ⊗ e j ⊗ e k is separable if and only if C 3 N = 0, i.e.,
We adopt the notation
where
A vector of the form |E 1 + λ|E 2 , λ ∈ C, is separable if and only if λ is a common root of the following equation set Eq I s :
where s = 1, 2, 3, and I = {i, j, k, p, q, m}, ∀i, j, k, p, q, m ∈ {1, 2, . . . , N }.
Lemma 2.
If |E 2 is not separable, then ρ is separable if and only if (6) have two distinct roots.
Proof. Suppose that ρ = l t=1 p ′ t |U t U t |, with l some positive integer and 0 < p ′ t < 1, p ′ t = 1, |U t being separable, ∀t. We can write them as linear combinations of the two eigenvectors|E 1 and|E 2 which span the range of ρ :
can not be all 0. Without losing generality, let c t 1 = 0. |U t is then of the form |E 1 + λ t |E 2 , λ t = c t 2 /c t 1 . From Lemma 1 |U t is separable if and only if the parameter λ t is a common root of the corresponding equation set (6),
Because |E 2 is not separable, not all λ ′ t s can be equal, otherwise all the U ′ t s would be constant multiples of a fixed vector, and ρ would be rank 1. On the other hand, as |E 2 is not separable, then C 3 N is not zero. Hence there is some I 0 , s 0 such that α I 0 s 0 = 0, i.e., the relation Eq I s is indeed a quadratic equation. It must have exactly two roots, and so there are two values that are the only possible choices for the λ ′ t s. But in order that there is not only one possible choice, the above two roots must be different. And all the relations Eq I s have these two different roots.
Let µ 1 , µ 2 be two distinct roots, which are common to all of the equations Eq I s . Each vector |U t is either of the form
Therefore we can write ρ as
Comparing the coefficients of |E k E l |, k, l = 1, 2, with the ones in the expression (3), we get that the following two relations:
Solving for p and p ′ we get
Conversely, let µ 1 , µ 2 be two distinct roots, which are common to all of the equations Eq I s . From above discussion we have
We first deal with the case where a
ijk are all real. The following conclusion is easily verified. 
or, equivalently, one of the following two sets of relations (12) or (13) hold:
where s, s ′ = 1, 2, 3, and I, I ′ = {i, j, k, p, q, m}, ∀i, j, k, p, q, m ∈ {1, 2, . . . , N }.
Proof. We prove the necessity part of the theorem in two cases: Case 1. a). |E 2 is not separable. We get that (6) have two distinct roots from Lemma 2.
These two roots are the solutions to all the relations Eq I s . Consider for any s = 1, 2, 3, I = {i, j, k, p, q, m}, ∀i, j, k, p, q, m ∈ {1, 2, . . . , N }, 1) if α I s = 0, the corresponding relation (6) is not an identity. All the quadratic equations in the set Eq I s have the same two distinct roots. From the standard theory of quadratic equations, we have
2) if α I s = 0, then the equations Eq I s become identities, i.e., β I s and γ I s must be 0 too, because otherwise at least one of the relations Eq I s would be a linear equation, and there would be no two distinct roots. Thus in this case (12) , (13) ijk are real number, µ 1 and µ 2 are roots of a quadratic equation with real coefficients. From Lemma 3, µ 1 µ 2 = 1 − p −1 or −(1 − p −1 ). Since µ 1 µ 2 is real, the solution for p ′ in (9) implies that µ 2 /(µ 2 − µ 1 ) is real, which is possible if and only if either the roots are both real or the roots are both purely imaginary. In the first case, let µ 2 > µ 1 , we have µ 1 µ 2 = 1−p −1 .
From (9), we get the condition that p ′ ∈ [0, 1], which is equivalent to µ 2 > 0, µ 1 < 0. In the second case, we have µ 1 µ 2 = −(1 − p −1 ). The condition for having purely imaginary roots of quadratic equations gives that β I s = 0, ∀I, ∀s.
c). Finally, we observe that µ 1 µ 2 is nothing but the ratio γ I 0 s 0 /α I 0 s 0 , which is either 1 − p −1 or −(1 − p −1 ). Therefore we conclude that either γ I s = (1 − p −1 )α I s or γ I s = −(1 − p −1 )α I s for any I and s = 1, 2, 3. Relation (10) is verified. Case 2. |E 2 is separable. In this case from (4), we have α I s = 0, ∀I, ∀s. Since not all of the |U t can be multiples of |E 2 , we must have at least one choice of λ such that |E 1 + λ|E 2 is separable. This must be a common root to all equations Eq I s as before. All these equations are now linear ones. When all β I s = γ I s = 0, it is easy to see that |E 1 is separable. Excluding this case, we see that there is only one possible choice of λ. Then ρ can be expressed as
That is p ′′ = 1, which is a contradiction. Thus, if |E 2 is separable, |E 1 must be separable too.
It is clear that in this case (10) and (11) hold. Now we prove the sufficiency part for the theorem. If (10) or (11) holds, it is clear the equations Eq I s have common roots. If |E 2 is not separable, then not all of these equations are identities. And there are at most two common roots. If (10) holds, the product of the two roots must be 1 − p −1 < 0, so that the two roots are real and unequal. If (11) holds, the two roots must be purely imaginary. So in these two cases, we get that ρ is separable in terms of Lemma 2. If |E 2 is separable, from (10) or (11) we know |E 1 is separable too and ρ is separable. 2
Generalizing the results in Theorem 1, we have, for the complex a 
where s, s ′ = 1, 2, 3, and I, I ′ = {i, j, k, p, q, m}, ∀i, j, k, p, q, m ∈ {1, 2, . . . , N }, and
where z = e iθz , z = µ 2 − µ 1 = 0, µ 1 and µ 2 are the roots of the equation α I s λ 2 + β I s λ + γ I s = 0 for some I and s such that α I s = 0.
Proof. The proof of necessity is similar to the proof of the corresponding part in Theorem 1. One only needs to note that since z/z is of modulus 1, a phase factor e iθ appears in this case.
Now if (14) holds, it is clear that the equations Eq I s have common roots. If |E 2 is not separable, then some of the α I s are nonzero. The corresponding equations Eq I s have exactly two roots which are different by condition (15) . Therefore ρ is separable from Lemma 2. If |E 2 is separable, by (14) we know that all γ I s are 0. Hence both |E 2 and |E 1 are separable, and so is ρ. 2
Corollary. Let |E 2 be the maximally entangled vector given by
Proof. Let
be the generalized concurrences associated with the states |E 1 and |E 2 , respectively, where
Suppose ρ is separable. From the necessary condition for separability, γ I s = e iθ (1 − p −1 )α I s , we get C (1) = 1−p p C (2) . As |E 2 is maximally entangled, C (2) = 0, and C (1) /C (2) = 1−p p ≤ 1, so we have p ≥ 1/2, which is a contradiction. 2
The above approach can be extended to the case of multiquantum systems. We consider now the separability of |Ψ M on M N -dimensional quantum systems, where
with
biquadratic invariants:
where T and T ′ are all possible nontrivial subset of
respectively, ∀i k ,ĩ k = 1, 2, · · · , N , k = 1, 2, . . . , M (i.e., T = φ and T = I), S = I\T, S ′ = I ′ \T ′ .
T and T ′ are subindices of a, associated with the same position. A generalized concurrence can be defined by
where p stands for the summation over all possible combination of the indices of T and S.
Similar to Lemma 1, one can prove: Let ρ be a rank two state on H ⊗ H ⊗ · · · ⊗ H, with |E 1 , |E 2 being its two orthonormal eigenvectors corresponding to the two nonzero eigenvalues:
with normalization a
Extending Theorem 3 to general complex coefficients a
, we have Theorem 4. ρ is separable if and only if there is θ ∈ R such that
where T, T ′ , S, S ′ , T 1 , T ′ 1 , S 1 , S ′ 1 are defined as in Theorem 3, z = e iθz , z = µ 2 − µ 1 = 0, µ 1 and µ 2 are the roots of the equation α T ′ S ′ T S λ 2 + β T ′ S ′ T S λ + γ T ′ S ′ T S = 0 for some T, S, T ′ , S ′ such that α T ′ S ′ T S = 0.
For a given rank two density matrix on H ⊗ H ⊗ · · · ⊗ H, to find its separability one only needs to calculate the two eigenvectors |E 1 , |E 2 corresponding to the two nonzero eigenvalues and check if formula (25) is satisfied or not.
Corollary. Let |E 2 be the maximally entangled vector given by |E 2 = (1/ √ N )
N i=1 e i ⊗ e i ⊗ · · · ⊗ e i . For any vector |E 1 which is orthogonal to |E 2 , ρ = p|E 1 E 1 | + (1 − p)|E 2 E 2 | is not separable for 0 < p < 1/2.
We have studied the sufficient and necessary conditions for separability of rank two mixed states in higher-dimensional quantum systems on H ⊗ H ⊗ . . . ⊗ H. The separability condition for these kind of mixed states in arbitrary dimensions is explicitly given. A nonseparability inequality is also given for the case where one of the eigenvectors corresponding to nonzero eigenvalues of a density matrix is maximally entangled. The results can be generalized to the case of rank two mixed states on H 1 ⊗ H 2 ⊗ . . . ⊗ H M , where H i , i = 1, ..., M , may have different dimensions.
