Abstract. Let D(v) 
1. Introduction. A Steiner quadruple system (SQS) is a pair (Q, q) where Q is a finite set ofpoints and q is a collection of 4-element subsets of Q called blocks such that every 3-element subset of Q is contained in exactly one block of q. The number of points in Q is the order ofthe SQS, and it is well known that an SQS of order v, denoted SQS (v), has by () blocks. Hanani [5] proved that Steiner quadruple systems of order v exist if and only if v 2 or 4 (mod 6). Two SQS (Q, q and (Q, q2) are disjoint if q f3 q2 .Ac oloring of an SQS is a partition of the set of points into color classes such that no block is properly contained in any color class. An SQS is k-chromatic if it can be k-colored, but no proper coloring having fewer than k color classes exists. A set of p pairwise disjoint SQSs (PDQs) is mutually 2-chromatic if the same partition of Q is a 2-coloring of all the PDQs. If(Q, q) is a 2-chromatic SQS(2v), with 2-coloring .4, B, then by Doyen and Vandensavel [3] , AI [BI v , and the number of blocks nl, /72, /'/3 that meet A in 1, 2, and 3 points, respectively, is n l=n3= 3 n2= 
2"
Hence, the maximum size of a set of disjoint mutually 2-chromatic SQS(2v) is v since the number of 4- 2. The construction for orders 4v, v odd. An orthogonal array OA(t, k, n) is an n X k matrix M, with entries from the set {0, 1, ..., n 1}, such that the submatrix generated by any columns contains each ordered t-tuple exactly once as a row. If M(i, 0)=j0, M(i, 1)-j,.-.,M(i,k-1)=jk_, we can also write (jo,j, ,jk-) 6Mor {(j0, 0), (j, 1), ..., (jk-,k-1)} 6M.
Two orthogonal arrays M and 342 are disjoint if they have no row in common.
A set 340, M, ,Mn-of n disjoint OA(t, k, n) is said to have property X if the first + columns of the arrays cover each ordered (t + )-tuple exactly once. Note, that an orthogonal array OA (t + 1, k + 1, n) implies the existence of a set with property X, but the contrary does not follow. LEMMA 1. For n or 5 (mod 6) there exists an OA (3, 5, n ).
Proof. Raghavarao [20] proved the existence of OA (3, 5, p) for all primes p such that p => 5. The proof then follows from the direct product construction for orthogonal arrays, since the smallest prime factor of n is at least 5.
LEMMA 2. If there exists an OA( 3, 5, n) then there exists a set of n disjoint OA 3, 5, n) with property X.
Proof. Given an OA (3, 5, n), Mo, the rows of Mr, 0 =< r =< n are defined by (a + r, b, c, d, e), where (a, b, c, d, e) 340 and a + r is taken modulo n. It is obvious that each Mr, 0 =< r =< n is an OA 3, 5, n). Property X follows from the construction.
We now construct a set of PDQs of order 4v using as input, a set of mutually 2-chromatic PDQs of order 2v, an orthogonal array, a near one-factorization of Kv, and a fixed partition of a set of size 4. Let v or 5 (mod 6).
Let Dk, 0 =< k =< p 1, be the block sets ofp mutually 2-chromatic PDQs of order 2v, whose point set is Zv Z2 and whose color classes are Z { }, 0, 1.
Let M be an OA (3, 5, v 3) If T is of the form {(x, i), (y, j), (z, s)} then, either (x, i), (y, j), (z, s), (k, 4) is contained in a row of Mmin which case T is in a block of Type C. Otherwise, the row containing (x, i), (y,j), (k, 4) contains (w, s) with w 4: z.
In this case a unique pair in Fw contains zwand thus T is in a unique block of Type B. All the other triples T are covered by the symmetries of the construction and analogous arguments.
The fact that all the p SQSs are disjoint follows from:
The disjointness of the Dk, for blocks contained in Z { i, j } or Z { s, }.
2) The disjointness of the OA (2, 4, v) Hence, each zero sum 4-subset of Z2 is contained in precisely three of the Boolean SQSs, and each quadruple with nonzero sum is contained in a unique Boolean system.
The other main ingredient in our construction for (2 k )v PDQs of order 2 v is a set of 3v PDQs of order 4v with a series of additional properties. These properties are satisfied by the set B((Dj), (Mi), F) constructed in Corollary 1, and also by Lindner's set of PDQs constructed in [13] .
Let Do, Z3, j Zp, be the block sets of 3p PDQs with point set Zv Z4o We will refer to the subsets Zv { x } of the point set as color classes. We will say that the 
Ifp v then the sets of bichromatic quadruples in Doj with colors 0 and must form a set of v mutually 2-chromatic PDQs of order 2v. Thus 3p 3v is the maximum possible size of a set satisfying Prope.rty Y. We now define a set of (2 k )p SQSs with point set Zv Z2 k. Let Dij be a set of 3p PDQs of order 4v on the point set Z Z4 with Property Y, and let Bi be the block set of the ith Boolean SQS of order 2 k. We define the block set S to be the union of the blocks of Types A and B defined below.
Type A.
[(x,q),(y,r),(z,s),(w Since the 3v PDQs constructed in the previous section, and also those of Lindner [13] , satisfy property Y, we have the following corollary. Finally, we note that if the set of 3v PDQs of order 4v is maximal then the set of (2 k )v PDQs of order 2 v is also maximal.
4. Other recursive constructions. In this section we show that some ofthe recursive constructions for SQS can be utilized to give lower bounds on D(v). The bounds we obtain are not very good, but aside from the constructions of Phelps [17] The first construction we give is a version of the tripling construction in [7] . A quadruple system of order v with a hole of order s, denoted by SQS(v:s), is a triple (X, S, q), where X is a set of size v, S is a subset of X of size s, and q is a set of 4-subsets of X, called blocks, such that every 3-subset T c X with IT N S] < 3 is contained in a unique block, and no 3-subset T c S is contained in any block. Two systems To prove that we have indeed constructed a set of PDQs of order 3v 2s we note that the systems constructed can only intersect in blocks of the same type. Furthermore, as we verify that each system has a unique block containing each triple, we verify that this block is different for distinct values ofj. This will establish the disjointness of the systems. We remark that the number of disjoint sets of blocks of Type 4 is limited by the number of rows in a Latin square of side 4n + s 1.
We now verify that the jth system has a unique block containing each 3-subset, T, Verification that the systems constructed are both SQS( 38)s is similar to the previous construction, and full details can be found in [8] . The disjointness of the systems is a little more complicated since there is the possibility of conflicts between blocks of Types 4 and 6. These conflicts are avoided by our careful construction of the one-factorizations and their ordering in the Type 4 quadruples.
We have obtained a generalization of this example using the tripling construction of 8 and obtained a proof of the following theorem. The full details of verification that the j 0th system is actually an SQS are contained in Hanani's paper, and the verification for j > 0 is almost identical. The disjointness of the systems is guaranteed by the dependence of the constructions on the parameter j and can be easily verified. To assist the reader we give the verification argument for a few representative cases and note that the symmetries ofthe construction make the argument for the remaining cases a simple exercise.
If T is a 3-subset of { oe0, oel U (Z2f X { } for some e Z 4 then T is contained in We have thus indicated the proof of the following theorem. We now apply the singular direct product construction for quadruple systems (Proposition 8 of [6] ) to obtain other recursive bounds on D(v) as follows. The proof of Theorem 8 is identical to the proof of the previous theorem, using the systems of order 38 constructed in Example in place if the systems constructed in Theorem 3.
We are now in a position to prove the Lindner and Rosa conjecture. [12] The block set of the j-th SQS consists of Bj, and a copy of qj on each of the groups of the H(m, ng, 4, 3). A final group of blocks is given by constructing a copy of the one-factorization on each of the groups, and for each pair of distinct groups Gx and Gy (x < y) forming the blocks { a, b, c, d}, where { a, b } is a member of Fk on Gx and { c, d} is a member of F(j,k) on Gy. [19] 28 18 [4] 32 24 [13] 34 17 [19] We have solved this problem, and in many cases we have given even better lower bounds on D(v). The state of the art for v =< 100 is given in Table 1 .
