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Three phase induction motors are the most sought after machines in industry as they are relatively less costly and rugged due to the absence of 
commutator. They are the driving mechanism for majority of operations in industries, agriculture, commercial complexes etc. but in the separately 
excited DC machines, because of the presence of commutator, the flux axis and the armature axis are always in quadrature. Hence, there is always 
inherent decoupling between main flux and the armature flux called vector or decoupled control which leads to flexible operation and hence accurate 
control. Since, induction motor is singly fed, stator current has to meet with both torque and flux requirements. Hence, it is not possible to control both 
components independently and this is the main cause for the sluggish behavior of induction motors. Induction motor performance can be made similar 
to that of DC machine by resolving the stator current into flux producing component and torque producing component of current. The difficulty here is 
the determination of flux axis so that the flux component of stator current can be along that axis. In order to carry out this, the information regarding 
the exact position of rotor position as well as its magnitude is required. Depending on how the information is collected, vector control is divided in to 
two classes, namely, direct and indirect field oriented control schemes. In the direct method the use of hall probes or search coils used for flux 
measurement, destroy the ruggedness of the motor. Instead, rotor position can be estimated using machine models where indirect method or sensor 
less control aims at using mathematical expressions.  
The basic foundation needed for vector control of induction motor 
(IM) is decoupling of stator currents into flux and torque components along the rotor flux axis. For this information the instantaneous rotor position is 
necessary. Depending on the methods employed for finding rotor position vector control are two types. Direct vector control (DVC) and indirect vector 
control (IVC). In direct vector control the rotor position is sensed by Hall Effect sensors introduced in the stator. The basic drawback is it introduces 
harmonics in the output voltage and results in addition of cost and size. In Sensorless  vector control (SVC) the rotor position is estimated by using  
mathematical analysis and machine dynamic model which eliminates speed sensors, encoder and motor shaft extension and hence reduces cost and 
ruggedness.  
The basic methods employed for detection of rotor position by sensor less control involve: Conventional methods like Kalman filter method, 
Conventional PI Controller, Artificial intelligence methods like Fuzzy and ANN and Evolutionary methods like Genetic algorithms and Particle Swarm 
Optimization. 
In conventional methods like PI Control  method and Extended Kalman filter method of estimation is done by using motor equations  to directly 
compute speed and are prone to numerical and steady state errors. Hence a new method is suggested which employs latest simulating and computing 
techniques like Artificial intelligence methods like Fuzzy controller and ANN and Evolutionary control methods like GA and PSO are used for 
multivariable state feedback linearization method whose load torque is estimated by the above suggested artificial and evolutionary methods, hence 
the errors in the above conventional methods can be minimized. 
This research aims at designing a controller using conventional methods like PI controller ,Extended Kalman filter and artificial intelligent methods like 
fuzzy ,neural networks and evolutionary methods like  genetic algorithms and particle swam optimization and  to find speed and torque responses  
using  parameters like peak overshoot ,peak time rise time etc. and to reduce steady state errors in conventional methods and to  implement hardware 
using FPGA Module for conventional methods like Kalman filter and Conventional PI Controller and compare with Proposed methods like GA and PSO. 




Induction motors (IM) have notable advantages like excellent self-
starting capability, high efficiency, very simple and rugged structure, 
high torque-to-weight ratio, low cost, absence of the commutator and 
small inertia [8].But in most industrial applications, it is required to 
get a tremendous response for torque, speed, or position control, 
similar to DC motors. Besides, it has its own disadvantages, i.e., 
nonlinear, complex, multivariable mathematical model and not 
capable of variable speed operations [15, 16].The above 
disadvantages are addressed by using elegant motor controllers and 
variable controllers, i.e., Scalar as well Vector drive or Field-




In vector control method, In order to perform the frame 
transformation, the exact rotor flux position is needed to be acquired. 
Because without accurate rotor flux position, torque and flux 
components cannot decouple, this leads to inadequate dynamic 
response. As a whole, the knowledge of the rotor flux position is the 
core of the FOC is very much essential [1, 4]. 
The IM dynamic model is derived by transformingthe three-phase 
currents (a-b-c)to a two-phase rotating axis, i.e., direct and quadrature 
axis. Similar to DC Motors, IM needs control by resolving stator 
currents into torque and flux components without using encoders for 
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sensing the position of the rotor, known as a Sensorless vector control 
scheme [3]. The IM contribution in the field of industry is very vast 
and proper analysis of these drives is a notable challenge. The 
essential requirement of the SVC-IM is to determine the rotor position 
(λ).  Most of the Sensorless control methods can sense the rotor 
position; one such method is by calculating slip speed (ωsl).  The slip 
speed is found first by using conventional schemes, namely Extended 
Kalman Filter (EKF) and Proportional Integral (PI) control methods. 
Based on the rotor position of the IM, the controllers are two type’s 
namely linear and nonlinear type controllers. In a linear type 
controller, the output depends directly on the changes in input.  The 
controller is already tuned and has a fixed gain. PI controller, State 
feedback controller, Predictive controller with constant switching 
frequency controllers come under linear type controller.Hysteresis 
controller and Predictive controller with online optimization fall 
under a nonlinear type controller.  The output of these controllers 
depends not only on changes in input but also on the controller 
parameters [8]. 
The most preferred controller speed control of the induction motor is 
the Proportional Integral controller.  It has some demerits like high 
peak overshoot and sluggish response, whenever there is sudden load 
disturbance. It depends on the proper tuning of controller parameters 
by Ziegler-Nichols (Z-N) method from which torque componentsare 
obtained in turn speed. The linearity concept involved with the PI 
controller enabled to attain high performance [8, 10].   
In the PI controller to get the performance of the SVC-IM, a tuning 
process is necessary to achieve the desired values of KP and Ki. In 
Sensor, less vector control, the output of the PI controller yields 
torque component,i.e., quadrature axis currents for decoupled control.  
Hence accurate values of controller parameters are necessary. The 
primary drawback is with the controller values, when raised beyond a 
specific limit,it leads to instability. 
The EKF control method is one of the most common and popular 
methods, which adopt stochastic estimation [19, 21].The purpose of 
the Extended Kalman filter is to produce an algorithm that makes it 
possible to compute an optimal estimate and the error of the 
covariance.  Also the error covariance matrix needs to be estimated.  
When desired pre-assumed conditions are satisfied, the controller 
yields an optimal value of flux position. Meanwhile, the error 
covariance matrix estimates the propagation of the states and their 
uncertainty. The convergence criteria of EKF control depend on the 
estimation of the covariance matrix, which plays a vital role. 
For the decoupled control of torque and flux by the EKF control 
method, the modelling needs to be in the rotating rotor reference axis. 
Updated research results shows that the algorithms are needed to 
gain features like speed control in desired range and good response 
under faulty operation. However, the conventional schemes have 
disadvantages due to the variation of parameters, which leads to 
deteriorating the system performance. 
The demerits of the traditional schemes need rectification by using 
artificial intelligence (AI) techniques for SVC-IM, i.e., Fuzzy Logic 
Controller (FLC), Artificial Neural Network (ANN), Genetic Algorithm 
(GA), and particle swarm optimization (PSO) respectively [22- 55]. 
In the present scenario, evolutionary methods such as GA, PSO are 
verywell known for tuning the parameters [45-55]. The evolutionary 
methods can efficiently solve the complex issues related to speed 
tracking, where the conventional schemes are not readily capable of 
optimizing the controller parameter. In the field of applications 
related to the theory of machines, GA has emerged as an effective 
technique. In case of functions with single variables, GA was used to 
find the inertia of rotating parts by using the conventional Z-N method 
for initial tuning, which is widely used and gives faster convergence 
along with reasonable accuracy.GA is a heuristic search method 
[46].The other evolutionary method is PSO, which is inspired by the 
ability of the flock of birds or herd of animals to adapt to their 
environment.  
Many researchers [54-57] revealed that the PSO scheme emerged as a 
useful tool for Sensorless control schemes. Many researchers carried 
out a comparative analysis and found that the PSO scheme yields the 
optimal solution [52-55]. On the other hand, to realize the 
experimental setup, the controller implementation for the generation 
of the PWM signals plays a critical role in getting the achieved 




Fig.2.1: Sensorless adaptation of the IM with the vector control scheme. 
 
SENSORLESS CONTROL METHODS FORINDUCTION MOTOR BY 
EXTENDED KALMAN FILTER AND MULTIVARIABLE STATE FEED 
BACK LINEARISATION METHOD. 
Sensor less Vector Control Methods The induction motors plays a 
vital role in industrial applications, but it could not be controlled 
easily as a DC machine. So, a sophisticated technique called Vector 
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Control, which decouples the stator current into field and torque 
components to have independent control and provide a fast transient 
response is required. 
Traditionally for speed-dependent applications, some sensor is used 
to read the motor speed and feed it back to the controller.  The rotor 
position is also needed when using FOC (Field oriented 
control).However, extra sensors require extra physical space in the 
application and it alsointroduces another source of failure in the 
system.  So, with the additional purposes of reducingcost and 
maintenance needs, the sensor can be replaced by an estimator that 
mathematicallyestimates the speed or position of the rotor is known 
as sensor less control [3, 6]. The fundamentals of vector control, along 
with indirect vector control, phasor diagram, equivalent circuit and 
modelling equations are placed in Appendix 1. 
This chapter discusses various sensorless vector control methods 
used to estimate the flux and speed of the SVCIM to obtain an optimal 
response for speed, torque, and flux. The conventional methods like 
extended Kalman filter, state variable linearization method for PI 
controller, and artificial intelligence methods like fuzzy, ANN and 
evolutionary methods like GA and PSO algorithms for tuning of the 
above conventional PI controller are to be sighted. 
Sensor less Vector Control Operation (SVC)  
 Many researchers are focusing on the techniques for eliminating the 
physical speed or position sensor and replacing it with speed 
estimation schemes [25-35]. Figure.2.1 shows one such sensor less 
vector control scheme where the speed sensor is estimated, 
estimating the speed from machine voltages and currentsFigure.2.1 
The following notations make the Sensor less adaptation to estimate 
the speed of SVCIM:     
Ls =  stator inductance 
Lr =  rotor inductance 
Lm =  mutual inductance between stator and 
rotor 
 =  synchronous speed  
 =  actual rotor speed 
 =  reference rotor speed 
 ;   
 =  slip speed 
Kt =  motor constant and Kt = 3 P Lm/2Lr; 
P  =  no of pole pairs of the machine. 
Vsd =  direct axis stator voltage 
Vsq =  quadrature axis stator voltage. 
isd =  direct axis stator current 
isq = quadrature axis stator current 
The rotor flux ψrand speed  are estimated by applying sensor less 
vector control methods. A comparator generates the control signals by 
comparing referenced d-q axis currents and actual values. By 
implementing the input-output linear zing approach, the 
nonlinearities of the overall system are to be eliminated [17]. 
The linearized input voltages Vsdand Vsq are obtained from nonlinear 
control inputs u1 and u2, which are given as equations 2.1 and 2.2. 
                                                    (2.1). 
                 (2.2). 
For the conversion of three-phase voltages (a-b-c) to two-phase 
voltages (d-q), rotor position  is necessary and can be obtained as 
gives decoupling.  
 As per the literature review, various speed estimation 
techniques are available. Some of such techniques are: 
 Conventional methods (EKF method, PI-
controller)  
 Artificial intelligent methods(FC, ANN controller) 
 Evolutionary control methods (GAs,PSOs) 
The merits of each method rely on the specific application and 
availability.  The appropriate method is adopted based on the choice 
of the researcher or the requirement of the application.  
Conventional Methods -Extended Kalman Filter (EKF) Control 
Method 
Introduction to Extended KALMANFilter Method: 
The extended Kalman filters can be viewed as a non linear version of 
Kalman filter that linearized model about the current estimate. In case 
of nonlinear dynamic system where we are unable to define the 
process model or the measured model with multiplication of vectors 
and matrices the extended Kalman filter provides as a tool for dealing 
with such nonlinearities in an effective way. Extended Kalman filter 
controller is one of the most well-known and often used tools for 
stochastic estimation. It uses a set of mathematical equations that 
implement a predictor-corrector type estimator.The accuracy of this 
method lies in exact calculation of step size and convergence of the 
iterations. This method of control is modeled in the rotor reference 
frame by using the flux and speed estimator blocks. One PI controller 
is used for the flux, or flux component of current as it is adequate for 
good dynamic response and   the other PI controller is used for the 
speed control and another for the torque, or torque component of 
current. The procedure for implementing Kalman filter method is 
illustrated by flow chart shown in Figure.2.2 
 
Start
Initialize the state vector and 
covariance matrices
Get the sampled input 
datas(Vds,Vqs,Ids and Iqs)
Predict the state Vector
Compute the Kalman gain
Estimate the state vector


























Fig2.3: Block diagram of speed estimation of SVCIM by EKF Method. 
The block diagram of SVCIM, shown in Figure.2.3, gives the estimation 
of speed by the EKF method. The control logic discussed in module 2.3 
illustrates the generation of the gating signals to the SVCIM. Here the 
speed is estimated by Extended Kalman filter and from the estimated 
speed; the flux proportional to the speed required for saturation is the 
estimated value of flux. The EKF is a full order stochastic observer for 
the recursive optimum state estimation of a nonlinear dynamical 
system in real-time by using signals that are corrupted by noise. The 
noise sources in EKF take into account measurement and modeling 
inaccuracies. The block diagram of the EKF in Figure.2.3 estimates 
speed, the machine model of the same indicated on the top. The EKF 
algorithm uses the full machine dynamic model where  is 
considered as a parameter as well as a state [4]. 
 
 
Fig.2.4: Extended Kalman Filter for the estimation of speed. 
The EKF modeling to estimate the speed of SVCIM is done considering 
the following notations: 
Where :x is the state vector 
A  = system matrix 
B  = input matrix 
U  = input vector 
C = output matrix 
Y = output vector 
 = direct axis voltages  
 = quadrature axis voltages 
 =  direct axis currents 
 = quadrature axis currents 
 =  zero-meanwhite Gaussian noise vectors of  
 =  zero-meanwhite Gaussian noise vectors of  
 =  estimated state vector; 
 = estimated output vector; 
e  =  error; 
K  =  Kalman gain 
e.K = correction term 
 = predicted speed 
The speed obtained by the extended Kalman filter is the 
estimated speed for the Control of IM.The implementation of the 
discretized EKF algorithm is as follows: 
1. Selecting an induction motor model in the time domain. 
2. Discretization of the machine model. 
3. Calculating the noise and state covariance matrices Q, R, and P. 
4. Implementation of the discretized EKF algorithm. 
5. Tuning of the covariance matrices. 
2.1.2.2. Time Domain Induction Machine Model 
The modelling of the induction motor is in a stator flux 
oriented reference frame to estimate the rotor speed using EKF.  In 
EKF, the rotor speed is a state variable and parameter. For the 
induction motor control in the above mode, the modelling is required 
in the state-space analysis [18]. 
 The augmented machine model is given by: 
                                                                  (2.3). 
The equation 2.4 denotes the output given as: 
                                                                   (2.4). 
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The state vector x and matrices A, B, C, Y and voltage vector are 
given in equations 2.5 to 2.11 
(2.5). 
. 
   (2.6). 
        
(2.7). 
 
                                                     (2.8).                                                                                            
                                                                   (2.9). 
 
                                                                  
(2.10). 
 
Where                                                                           (2.11).        
 
Rr= rotor resistance 
 
Discretized Induction Machine Model 
For the digital implementation of the EKF, equations 2.3 and 2.4 are 
discretized in the following form:  
                                                           
(2.12). 
                                                                              (2.13). 
     Where ,  denote discretized models of the system 
matrix, input matrix, and output matrix.  They can be obtained from 
equations 2.5- 2.7 as: 
)                                                                              
(2.14).                                                                          
                                                                                 (2.15.)     
)                                                                                   (2.16)                                                     
     Where t is the sampling time and  ,  and  are given by 
equations 2.17-2.18 and  
(2.17)          
(2.18) 
;                                                                                 
(2.19). 
  ;                                                                   (2.20). 
(2.21). 
                                                                         (2.22). 
For attaining acceptable accuracy, the sampling time should be 
appreciably shorter than the characteristic time constant of the 
machine; the final choice of sampling time should enable adequate 
execution time of the full EKF algorithm and satisfactory accuracy and 
stability.  The sampling time for simulation analysis is   0.001seconds. 
Here v (k) (v-noise vector of the state, which is assumed to be zero 
mean and white Gaussian noise) represents system noise.  It is 
independent of X (k), and if its covariance matrix is Q, then the system 
model becomes  
(2.23).   
The measurement noise is represented by w (k), which is 
assumed to be zero mean and white Gaussian noise, it is independent 
of X (k) and v (k), and if its covariance matrix is P, then the output 
becomes  
(2.24,)  
To find the Noise and State Covariance Matrices 
The Kalman filter plays a vital role in obtaining the immeasurable 
states by using the measured states and statistics involved in noise 
and measurements. A critical design lies in the correct initial values of 
covariance matrices Q and R.  The size of the covariance matrix Q and 
R depend on no of state vector and output vector, here Q is a 5x5 
matrix, and R is a 2x2 matrix. 
The number of state variables depends on elements of Q and R.  The 
system noise matrix Q is a five by five matrix, and the measured noise 
matrix R is a two by two matrix. The assumption is that the noise 
signals are not correlated.  Now both Q and R get reduced to diagonal 
matrices with 5 elements and 2 elements, respectively. Since the 
parameters in the direct and quadrature axes are the same, the first 
two elements in the diagonal matrices of Q are equal, and the third 
and fourth elements are also equal. So Q = diagonal (q11,q11,q33,q33,q55) 
contain only 3 elements and two diagonal elements in R are 
equal(r11=r22=r) ,hence R = diagonal(r,r). It follows that only 4 noise 
covariant elements must be known. 
Hence Q=  and R=  
Implementation of the Discretized EKF Algorithm.  
The steps involved in the EKF algorithm are as follows: 
Step1: Initialization of state vector  and covariance 
matrices 
Q0, R0, P0. 
Step2: Prediction of the state vector 
                                                              
(2.25). 
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                 Where                            
(2.26) 
                                  (2.27).                 
Step 3: Estimation of P (k+1) Covariance matrix 
)                          
(2.28). 
Where (2.29). 
Where X=                                                     
(2.30).             
Where f= 
 
                                                                                                   (2.31). 
where 
(2.32). 
 ;      ;  
 
Step 4: Computation of Kalman gain (K) 
For induction motor applications, the Kalman matrix 
consists of 2   columns and 5 rows  
     (2.33).  
where                               
2.34). 
Step 5: Estimation of the state vector 
The state vector estimation (corrected state vector 
estimation) at the time (k+1) is as follows: 
                  
(2.35). 
Where                                                     
(2.36). 
Updating error covariance matrix 
        The error covariance matrix is obtained from  
                    
(2.37). 
The computations are done recursively so that ‘e’approaches zero 
where 
                                                            (2.38).           
 |k means predicted value of at thinstant, 
where speed (ωr)is e optimal value of speed to the SVC-IM.  
Tuning of the Covariance Matrix 
The tuning of the EKF involves an iterative modification of the 
covariance matrix, which gives the best estimates of the states. 
Changing the covariance matrices Q and R affect both the transient 
and steady-state operation of the EKF. Increasing Q corresponds to 
more substantial system noises or enormous uncertainty in the 
machine model and increasing covariance R corresponds to the fact 
that measurement of the currents are subjected to more substantial 
noise and should be weighed less by the filter.  
The initialization of matrices Q and R is by hit and trial 
method and tuned accordingly. From experience, the value of Q55is 
chosen higher than the remaining elements in the Q matrix, and the 
values of R matrix elements are higher than Q matrix elements [17]. 
 
2.3. Multi Variable Feedback Control for Sensorless Vector 
Control of Induction Motor by PI Controller 
2.3.1 IM Model 
     The modelling of three-phase squirrel cage IM in the 
stator reference frame (α-β), under the assumption of linearity of the 
magnetic circuit, can be expressed as: 
                                    
(2.39).                                                                                                     
Where X is the state vector given by  
 ;                                                           
(2.40).                                                                
Where   (  , )= stator currents; 
                 (  , )= rotor fluxes; 
  = rotor speed. 
The input vector is of stator voltages given by: 
    
                                  (2.41).   
and  is load torque. The functions f, , are determined 
as follows :[19] 
(2.42).   
                                                  
(2.43). 
 
                                                               (2.44). 
 ;                                                                                   (2.45). 
 ;                                                                                       (2.46). 
)                                                                          (2.47). 
 = stator resistance; 
 = rotor resistance; 
 = stator inductance; 
= rotor inductance; 
= mutual inductance between stator and rotor 
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(Rotor time constant); 
  The output variables to be controlled are rotor speed and 
square of rotor flux amplitude. 
The output vector 
(2.48.) 
     The function f(X) and h(X) are assumed to be continuous 
and differentiable at all times.  
Multi Variable Feedback Control 
 The multivariable control, based on the feedback linearization control 
method, is developed through the derivation of the system’s output 
until a transformation follows the appearance of the control input in 
the output equation. The Lie derivatives carried in Appendix 2 are 
used to compute the differentiable equations for the outputs. The 
expression for outputs derivatives in matrix form is: 
(2.49). 
Where  = ; F(x) = (2.50). 
(2.51). 
(2.52). 
The output system (  is linearised as a chain of two 




is the control input vector and 
(2.55). 
 is tracking error where 




and (2.58.)   
where denotes the second derivative of output 
reference. 
 ;                                                                       
(2.59.) 
;                                                   (2.60.)                     
(2.61).   
 are the gains to be determined based on pole placement method.  The 
feedback control input  is defined as: 
(2.62). 
The expression for V*s given in equation 2.63  is the primary control 
law. The fundamental advantage of the feedback linearization control 
method is, as it includes system nonlinearities in the term F(X) and 
load torque  considered as an unknown disturbance.  This 
disturbance is represented in the control structure to facilitate its 
compensation. The implementation of the control law given by 
equation 2.63 depends on the matrices G, F, and B.   
The block diagram of the state feedback linearization model for SVCIM 
control is shown in Figure.2.4, which indicates the sensorless vector 
control of the Induction motor using state flux and speed estimator 
errors, and the errors in torque get minimized using the multivariable 
control. 
 
Fig.2.4: Block diagram of a multivariable feedback controller. 
     The above block diagram consists of significant blocks 
like control, α-β to a-b-c and vice versa conversion, flux estimation, 
speed estimation, and torque estimation.  The detailed functioning of 
the blocks is illustrated below in modules for load torque, flux, and 
speed estimation. 
2.3.2.1. State Estimation 
The implementation of a multivariable feedback scheme requires the 
system state X of the stator currents, rotor fluxes, and rotor speed. The 
stator currents and voltages are available by measurement, whereas 
the rotor flux and speed can be provided by estimation for the 
sensorless operation to avoid the use of encoders.  
2.3.2.2 Rotor Flux Estimation 





 = ; are stator fluxes;                                                    (2.65).     
; are stator currents; 
 =  ; are rotor fluxes; 
                                                        
(2.66). 
                                                       
(2.67). 
                                                                                  (2.68).                 
The conventional estimation model relies on the nominal values of the 
machine parameters with no feedback mechanism for its correction. 
In this method of state estimation, a correction term as a feedback 
mechanism is added to the estimation. This term depends on the error 
of a measured output and an estimated output. The objective of this 
work is to minimize the tracking errors  and 
by the proposed multivariable control system.  
These tracking errors can act as feedback for the estimation 
correction to deal with the uncertainties in the system related to 
parameter variation. The rotor flux estimator can   be updated to 
overcome the above-stated uncertainties as: 
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Where  = corrected rotor flux given by: 
 = ;  (2.71). 
 =  = [   ];                                              
(2.72).          where is the vector of the estimated speed and rotor flux 
tracking errors and  (2.73). 
Where k is the estimated gain matrix, obtained by trial and error 
method.   Finally, the estimated rotor flux is obtained by equation 2.74 
as:  
 +                                                                                   (2.74). 
These estimated rotor flux components play a vital role in the 
calculation of the Lie derivatives calculations of appendix 2. 
Rotor Speed Estimation 
The inputs of the speed estimator are the stator current-voltage and 
the rotor flux. As the rotor flux is estimated,the speed estimation is 
corrected using the error between the estimated outputs and the 
referencestracked by the multivariable control. The estimator 
modeling can be from the following electromotive force(EMF) 
equation. 
 (2.75).   
Where                                                                   
(2.76). 
and  (2.77). 
The d-q components of the EMF are analyzed by applying   
by  park transformation  
 (2.78). 
         where   ;                                                        
(2.79).  
                                                                  
(2.80).                                                                          where  is angular 
rotation.  
The EMF is proportional with the magnetizing flux variation 
and assuming constant rotor flux, the d-q components are [21]: 
 (2.81). 
where  (2.82). 
hence the rotor speed can be evaluated fromequation 2.81 by 
considering only the speed component given by the expression: 
 (2.83). 
The accuracy of speed obtained by equation 2.83 relies on rotor flux, 
which is estimated by equation 2.70  and the bounded by varying 
motor parameters .  Hence the speed estimation is corrected as 
follows: 
                                                                           
(2.84).   
where  = corrected speed 
  here,                                          
          k1 and k2  denote estimator gains. 
The estimated speed carried out in equation 2.84 is used in 
the Lie derivatives calculation of appendix 2.The rotation angle 
carried out from the integration of the estimated rotor speed  
 (2.85).   
Load Torque Estimation 
 The implementation of multivariable control law given in 2.63 
requires knowledge of load disturbance  which is not available by 
measurement.  Hence compensation of this disturbance through 
estimation is discussed in this module.  
 To find the above load torque disturbance , a 
disturbance estimator, i.e., PI controller based on speed tracking error 
and derived from feedback control law, is proposed to compensate 
unknown load torque.  Using  as estimated disturbance, the control 
law modifies to the form: 
]                                             
 (2.86.) 
The load torque is supposed by employing a controller based on 
various techniques like: 
1. Conventional PI technique 
2. Soft Computing Techniques: 
 - Artificial intelligence (Fuzzy, Artificial Neural Network (ANN)) 
 - Evolutionary methods (tuning of PI controller parameters by 
Genetic Algorithms (GA) and Particle Swarm Optimization (PSO)) 
Conventional PI-Controller 
     The conventional Proportional Integral (PI) controllers 
are best known for their simple structure and robust performance in a 
wide range of operating conditions. The process control inputs, i.e., KP 
(proportional gain) and. Ki (integral gain) is adjusted accordingly to 
minimize the error, as shown in Figure.2.5.  Here speed error signal 
and motor torque are denoted by e (t) and   respectively. 
 
Fig.2.5: Block diagram of the PI controller using speed 
error. 
The PI controller calculates the error value as the difference between a 
measured process variable and the desired set point.  The functioning 
of this controller depends on control parameters, i.e., KP and Ki.Several 
methods of tuning a PI controller, i.e., identifying the proportional gain 
and integral gain, have been proposed in the literature.  The most 
popular methods are the poles assignment method and the Ziegler-
Nichols method [48].  The PI controller uses the fundamental law 
involving two separate parameters, the proportional and integral 
values given by the relation:                                                       
                                                         
(2.87) 
Given   U (t) as the input signal, and e (t) as the error signal. 
The expression relating the induction motor speed and torque is as 
shown in equation 2.88 and given as: 
                                                                 
(2.88.) 
 =  electromagnetic torque 
 =     load torque 
G.Srinivas 




 =  mechanical speed of the rotor 
(rad/sec)  
P  =  no of pole pairs of the machine 
 =  moment of inertia 
 =  friction coefficient 
   =  change in the mechanical speed of the motor 
     The above equation for torque shown in 2.41, can be 
rewritten in terms of rotor electrical speed, , by substituting  
= /p, and is given as: 
                                                    
(2.89). 
It is a first-order differential equation which, upon solving by Laplace, 
transforms changes to equation 2.112 given as:  
                                                    
(2.90). 
The transfer function of the above expression is, as shown in equation 
2.91given as: 
 (2.91). 
     By incorporating a PI controller, the expression for torque is given 
by equation 2.87, where e (t) is speed error and is as shown below in 
equation 2.92. 
                                               
(2.92). 
On applying the Laplace transform, the above equation reduces to the 
form: 
                                                                  
(2.93). 
The transfer function of this equation is as shown in equation 2.94 and 
given as : 
                                                        
(2.94.) 
The block diagram of the PI controller can be obtained by 
combining the above two transfer functions shown in equations 
2.91and 2.94 and is shown in Figure 2.6. 
 
Fig.2.6: PI control scheme for SVC-IM. 
The schematic representation of the PI-control with SVC-IM 
is as shown in Figure.2.6 where  indicates reference speed and  
indicates estimated speed by the controller. The transfer function with 
control parameters in a closed-loop is possible by assuming the load 
torque as zero initially. By considering load torque TL = 0, the above 
block diagram (Figure. 2.6.) can be considered as two blocks G1 and 
G2,andthe final transfer function G(s) is given by equation 2.95.  
(2.95). 
From the transfer function given in equation 2.95, the characteristics 
equation is as shown in equation 2.96 as: 
                                                 (2.96).                                                                                                                     
The imposition of two poles complex with real part 
negative given by . The roots of the characteristic 
equation denoted in terms of    KP and Kiare: 
                                                                           (2.97). 
                                                                           
(2.98).              
where denotes a positive value. The output torque can be obtained 
from the controller parameters and in combination with equation 
2.87. The limitation of the conventional PI-controller is that any 
increase in gain values to make the system faster leads to nonlinearity 
and oscillations of the system and further adds to an increase in cost 
and size. The drawbacks can be reduced by using soft computing 
techniques. 
Soft Computing Techniques 
A new approach is required to findthe accurate value of rotor speed 
using soft computing techniques, i.e., artificial intelligence and 
evolutionary control methods, to overcome the drawbacks of the 
conventional methods. 
Artificial Intelligence methods 
A conventional system depends typically on the mathematical model 
of the plant.  If an accurate mathematical model is available with 
known parameters, the task of reducing the load torque ripples is 
possible by applying a controller with the specified performance.   
 Sometimes the model is multivariable, complex and nonlinear like the 
dynamic d-q model of an ac machine. Vector or field-oriented control 
of a drive can overcome this problem. However, accurate vector 
control is nearly impossible and there may be a complete parameter 
variation problem in the system.  By implementing various adaptive 
control techniques such as artificial intelligence, these problems are 
mitigated [8]. Based on the above discussions, artificial intelligence 
methods classify into two types, namely Fuzzy Logic Control (FC) and 
artificial neural network methods (ANN). 
Fuzzy Logic Control Method (FC) 
The fuzzy logic control method does not require any mathematical 
model of the plant.  It is based on plant operator experience and 
heuristic and is easy to apply. It is an adaptive, nonlinear control that 
gives robust performance for a linear or nonlinear plant with 
parameter variation. Fuzzy logic applications in power electronics and 
motor drives are the recent technologies. The design of a fuzzy logic 
speed controller involves four stages: Fuzzification, fuzzy Inferencing 
engine, knowledge base and a defuzzification block.  
In Fuzzification mode, conversion from crisp (point wise) input values 
to fuzzy input values takes place to make it compatible with the fuzzy 
set representation of the system state variables in the rule antecedent.  
The heart of the Fuzzification unit is the fuzzy interface.  The design of 
the fuzzy interface involves two basic approaches i.e. 
(1) Composition based inference. 
(2) Individual rule-based inference.  
The individual rule-based inference is the most widely used 
fuzzy inference. The primary function of this inference engine lies in 
the individual contribution of each rule that leads to the final values of 
the output variables. 
The success of the work depends on how good the Fuzzification stage 
is done. Every fuzzy variable denotes a member of the subsets whose 
degree of membership μ varying between 0 (nonmember) and 1 (full 
member).  The next stage is Knowledge Base and Inference. This stage 
involves defining the rules represented in the form of IF-THEN 
statements that govern the relationship between input and output 
variables. The last stage is the defuzzification.  This stage introduces 
different inference methods that can produce a fuzzy set value for the 
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fuzzy output variable.  Six most often used defuzzification methods: 
center of the area (COA), the center of sum (COS), the center of the 
largest area (CL), first maxima (FM), mean of maxima (MOM), and 
height (weighted average) defuzzification. 
SVCIM Control by Fuzzy. 
The functioning of the SVCIM controller is illustrated in module 2.3.2.  
The block diagram in Figure.2.7 shows the SVCIM control using the 
Fuzzy Controller. The limitations of the conventional PI controller get 
overcome by employing a fuzzy controller for load torque estimation, 
which reduces the ripples in torque, hence improves the performance 
of SVCIM. 
In SVCIM control by fuzzy, normalized values of two inputs in the form 
of speed error e(t) and change in speed error ce(t) and defuzzified 
values of torque component ( ) as output are considered. The 
fuzzification is by the Mamdani method, and defuzzification is by the 
centroid method.  
 
Fig.2.7: Block diagram of SVCIM by Fuzzy Controller. 
     The normalized membership functions shown in Table 
2.1 give the rule table employed for the above discussed fuzzy 
controller. The universe of discourse of all variables covering the 
whole region is in P.U. values 
Where ( )  and 
 
Where  = speed error at the instant of ts; 
( ) = reference speed;  
= actual rotor speed;  
= value of speed error at the last sampling time.  
The crisp variables of the inputs e (t) and ce (t) gets 
converted to fuzzy variables that can be defined by levels of 
membership in the fuzzy set.  The fuzzy sets are defined as (NH, NM, 
NS Z PS, PM and PS), where NH = negative high; NM = negative 
medium; NS = negative small; PB = positive big; PM=positive medium; 
PS= positive; ZE =zero.  
 
Fig.2.8: Design of fuzzy system in Matlab environment. 
 The above Figure.2.8 shows the design of the fuzzy system.   
 
Fig.2.9: The surface model of the fuzzy controller for inputs e and 
ce and output control signal (du). 
The surface viewer plotted in Figure.2.9views the mapping relations 
between input variables (e and ce) and output variable (ΔT).  
Figures.2.10 to 2.12 denotes the range of fuzzy triangular membership 
functions. 
 
Fig.2.10: Membership function for input variable(error). 
 
Fig.2.11: Membership function for input variable(change in 
error). 
 
Fig.2.12: Membership functions for output variable (change in 
torque).  
The input variables are processed by the interface engine that 
executes 7x7 rules represented in rule Table 2.1. 
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Table 2.1: Rule table for the fuzzy controller. 
ce 
e 
NH NM NS ZE PS PM PB 
NH NH NH NH NH NM NS ZE 
NM NH NH NH NM NS ZE PS 
NS NH NH NM NS ZE PS PM 
ZE NH NM NS ZE PS PM PB 
PS NM NS ZE PS PM PB PB 
PM NS ZE PS PM PB PB PB 
PB ZE PS PM PB PB PB PB 
 
To find the final fuzzy value (t)by defuzzification, the center of 
gravity or center of area (COA) method works. The crisp ΔT (P.U.) 
variable is the geometric center of output fuzzy variable value (μ out 
( )) area, where μ gives a degree of membership varying between 
0and 1.  The value of μout ( ) formed by taking the union of all the 
contributions of rules with the degree of fulfillment more significant 
than 0.  The COA expression is as follows: 
(2.99). 
Where = sample element of change in torque, 
n = number of samples in the fuzzy set, 
= discrete membership function. 
The output variable  obtained by COA method is used to 
find the estimated torque and is given as: 
(2.100).             
Where  = sampling time  
Equation A1.32 (Appendix A) gives the quadrature axis component of 
stator current from the estimated torque. 
.                                   
 (2.101). 
The primary drawback of the fuzzy control concept lies in complexity 
for the selection of rule base, membership function, and human error.  
Such demerits can get reduced by using advanced techniques like 
artificial neural networks (ANN).  
Artificial Neurl Network (ANN) Method 
The artificial neural network (ANN) is the most generic form of 
artificial intelligence (AI) for emulating the human thinking process. 
An ANN denotes a highly simplified model of thestructure of the 
biological neural network. It consists of interconnected processing 
units. The ANN is a pattern recognizing task that contains 
interconnection of several processing units according to a specific 
topology. The processing unit may receive inputs from other units and 
external sources also. The output of each unit corresponds to several 
units, including it.  
If we consider N units in a given ANN at anyinstant of time, each unit 
has a unique activation and output value. This set of theN activation 
values of the network defines the activation state of the network at 
that instant, and the set of all possible weight vectors define the 
weight space. When the weights are changing, thenthe synaptic 
dynamics of the network determines the weight vector as a function of 
time. Synaptic dynamics adjust the weights to store the given patterns 
in the network.The model in Figure.2.13 represents the most common 
neuron. 
 
Fig.2.13: Artificial Neuron model 
The essential parts of a neuron are inputs, weights, summing node, 
activation function, and output. The summing part receives N input 
values and weights each value that computes to a weighted sum 
denoted as the activation function. 
The activation function produces a signal from output. The condition 
of whether the input is excitatory (positive weight) or 
inhibitory(negative weight) gets confirmed from the sign of the 
weight for each input. The inputs could be discrete or continuous data 
values, and likewise, the outputs also could be discrete or continuous.  
The mathematical model of a neuron given as: 
(2.102). 
(2.103.) 
The following notations represent a neuron mathematical model. 
is a bias or threshold of the activation 
function  are input signals; 
   i = 1 ......n are weights; 
 = activation function (transigmoid); 
V= input to activation function; 
Y= output variable. 
The learning law or learning algorithmis an incremental 
update of each of the weights. The learning laws describe the weight 
vector for the ith processing unit at time instant(k+1) 
as  , where  is the change in the weight 
vector. 
Learning or weight adjustment could be supervised or unsupervised.  
In supervised learning, the weight adjustment is determined based on 
the deviation of the desired output from the actual output.  The 
standard training method for a multilayer feed-forward network is 
Backpropagation (BP). The approach to be followed is a gradient 
descent along the error surface to arrive at the optimum set of 
weights.  
The output gets calculated using the current setting of the weights in 
all the layers.  If the weights get adjusted in such a way that the 
gradient descent is along the total error surface, the corresponding 
weights are the best values to be considered. The sum of the squared 
difference between desired output d(k) and the output variable at kth 
instant y(k) for a network consisting of p layers and i number of 
inputs can be given as  
(2.104). 
Where  is given as  
(2.105). 
d (k) is desired output;  
y(k) is real output.  
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The desirable characteristics of any learning law are to specify the 
incremental update of weights of the network for each presentation of 
the input-output pattern pair. The adjustment of weights using back 
propagation learning law is by a set of training patterns done several 
times. It is preferable to update the weights in batch mode to speed up 
the learning process, in which the gradient of the error, computed 
over all the training patterns, gets used.  The batch mode gives a 
better estimation of the gradient of the overall error surface.  It is 
desirable to adjust the weights in such a way that all the units learn at 
the same rate.  Better convergence can emerge by adapting the 
learning rate parameter suitable for each iteration. 
The learning rate parameter ήhas a crucial role in the back 
propagation learning. The order of values forή depends on the 
variance of the input data.On the other hand, too large ή may increase 
the speed of learning but results in large random fluctuations in the 
weight space, which in turn may lead to an unstable situation in the 
sense that the network weights may not converge.For training a 
multilayer feed-forward neural network, we use the following 
estimate of the gradient descent along the error surface to determine 
the increment in the weight connecting the units j and i. 
The adjustment uses the relation given below for weight correction: 
(2.106). 
Where ∆ωij (n) =Weight correction between i-j neuron 
 ή = learning rate parameter 
δj (n) local gradient of jth neuron 
yj (n) = i/p signal of neuron j 
The weight update is given as:
 (2.107). 
Due to the additional complexity involved in learning rate 
parameter calculation, the back propagation calculation slows down. 
One way to increase the learning rate is using a momentum term (α) 
in the weight change process, which accelerates the descent to a 
minimum of error surface and also helps in reducing the effects of the 
local minima of the error surface. The expression for the change in 
weight changes to the form: 
 (2.108). 
Where α = momentum constant whose range is  
The ANN is trained by BPA to get a set of weights which minimizes the 
overall squared error between the desired output and real output by 
using the gradient descent method. 
SVCIM Control by ANN 
The block diagram shown in Figure.2.13 illustrates the SVCIM control 
of induction motor using ANN. The functioning of the SVCIM is 
illustrated in module 2.3.2.  The drawbacks of the previously 
discussed methods get eliminated by employing the ANN as ripples in 
torque get minimized, which improves the performance of SVCIM. 
 
Fig.2.14:ANN control scheme for sensor less vector controlled induction motor. 
The back propagation algorithm trains the ANN. It performs the 
adaptation of weights of the network iteratively until the error 
between target vectors and output vector gets minimized.  The control 
inputs are speed error, and change in speed error and output of the 
controller is the change in torque.  In this work, the no. of layers for 
consideration are one input layer, 3 hidden layers, and one output 
layer. The no of weights in hidden layer 1 is 60, layer 2 is 10 and layer 
3 is 1.  The activation function for input and hidden layers is 
transigmoid, and the output layer is purely linear. The Training by 
back propagation network requires the following steps: 
Step 1: Select the training pair from the training set and 
apply the input vector to the network input 
(i/p). 
Step 2: Calculate the o/p of the network. 
Step 3:Compute the error difference between the training 
set and output (o/p) neuron and square the 
error. 
Step 4: Alter the weights of the network using a supervised 
back propagation learning method such that 
the error gets minimized. 
Step 5: Repeat steps 1-4 for every vector in the training set 
until the error is acceptably low. 
By reducing speed error such that actual speed can track 
reference speed, the error in torque gets reduced. The neural network 
controller relies on the correct formation of the neural network 
structure, which is a complex problem. The above discussed artificial 
intelligence methods like FC and ANN have drawbacks like the 
formation of rule base by experience and complexity in the formation 
of the correct structure of ANN.The failures of the above methods get 
nullified by GA and PSO, which are known as evolutionary control 
schemes. 
Evolutionary Control Methods 
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Evolutionary control methods are generic population-
based mechanisms inspired by biological evolution, such as 
reproduction, mutation, recombination, and selection. The 
solutions related to the above problem depend on individuals in the 
population, and the fitness function determines the quality of the 
solutions. The population evolution takes place after the repeated 
application of the above operators. These methods provide a 
reasonable approximation to the problems that cannot be solved 
efficiently using other techniques.  
The GA (Genetic algorithms) and PSO (particle swarm optimization) 
methods are most widely used to tackle minimization problems.  In 
this analysis for obtaining better parameters for tuning of PI 
controller are obtained from evolutionary methods like GA and PSO. 
Genetic Algorithms approach 
Genetic algorithms are stochastic algorithms whose search method is 
inspired by a phenomenon found in living nature. The GA starts with 
an initial population consisting of several chromosomes where each 
one represents a solution to the problem, the performance of which is 
evaluated by a fitness function. The GA implementation is in three 
main stages: Selection, Crossover and Mutation. 
In each generation, the genetic operators need to be applied to select 
individuals from the current population to create a new population. 
The process of creating a new set of populations from the existing 
population is called selection.  There are several selection methods 
available, like Roulette wheel selection, tournament selection, 
normalized geometric selection and stochastic universal sampling. All 
selection methods are based on the criteria to give a better population 
and a large probability for selection. 
The next critical stage is cross over the operation. This process 
produces off springs that are different from the parents but inherit a 
portion of their genetic material. Here a selected chromosome is split 
into two parts and recombines with another selected chromosome, 
which gets split at the same crossover point.  Figure.2.14. describes 
the basic cycle of genetic algorithms. 
The mutation plays a crucial role in maintaining the diversity in the 
population by discovering new or restoring lost genetic population; 
































Fig.2.15:The basic cycle of genetic algorithms 
The first step is to generatethe initial population and evaluate the 
fitness value using fitness orobjective function. The immediate step is 
to perform a competitive selection and apply genetic operators to 
generate new solutions. Finally, evaluate thesolutions into the 
population and start the procedure again from the performanceof 
competitive selection and repeat until a convergence criterion is 
satisfied. 
The torque estimation by the Conventional PI controller is delt in 
module 2.4.1.  The limitation of the conventional PI-controller was if 
gain values increase to make the system faster, it leads to nonlinearity 
and oscillations of the system. These difficulties get lowered by 
employing a genetic algorithm for the determination ofthe controller’s 
parameters.Therefore in the next section, the tuning of the PI 
controller with GA and PSO is explained in detail. 
 Tuning of PI Controller by incorporating GA for the Control of 
SVC-IM. 
The functioning of the SVCIM adapting conventional PI controller is 
illustrated in module 2.3.2. In the conventional PI-controller, 
parameters get selected by the Z-N method, which depends on motor 
parameters. Where exact values of motor parameters are necessary, 
which isadifficult task.  In a GA tuned PI controller, the controller does 
not rely on motor parameters entirely except for initial boundaries. 
Hence the values can be accurate to give fewer errors compared to the 
conventional method. 
The initial values of PI controller parameters obtained for the 
conventional method realize the initialize the population.  These 
populations are converted to binary values to obtain genotype 
chromosomes. To create a new population called offspring, a set of 
initial population is selected by roulette wheel selection, and a single 
midpoint cross over operation is needed to obtain new offspring.  A 
midpoint mutation is needed to keep diversity in the population. The 
fitness function depends on the square of the error method for testing 
the new population.  The block diagram of GA tuned SVC-IM with PI 
controller is shown in Figure.2.16. 
Mechanism of optimization by 
GA
Induction 










Fig.2.16: GA based control scheme for SVC-IM. 
The important step involved in the GA tuned SVC-IM with the PI 
controller is the mechanism of optimization.  The optimization 
mechanism block performs operations for getting optimal values of 
GA for tuning of the PI controller. The mechanism for GA optimization 
is as follows in the below step: 
Step 1: Initialize  and values by taking initial values 
from the conventional PI method. 
Step 2: A population size of 20 should be generated by 
selecting  and values that lye in the feasible 
region. 
Step 3:  Convert each of the set of  and from binary to 
decimal. 
Step 4:  Check for fitness of the population by using the 
fitness function as an error square method for 
speed. 
Step 5:  Arrange the chromosomes in descending order of 
their errors. 
Step 6:  If the error is within the tolerance band, terminate 
the program and select values corresponding to 
the least error as optimal values.  Else proceed to 
further steps. 
Step 7: By employing routes wheel criteria for selecting the 
first 10 fittest members of the population are 
selected as parents. 
Step 8: Perform a single point cross over to generate new 
offspring’s. 
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Step 9: Select the fitness of offspring’s. If the error is less 
than the parent replaces offspring by parent 
else retain parent. 
Step 10: Increment generation value by one. 
Step 11: Go to step 4 and repeat steps 4-6. 
Step 12: Check for error tolerance.  If not met, add a 
mutation of 0.5 to one population by flipping one 
bit. 
Step 13:   Go to step 4 and repeat steps 4-6. 
Step 14: Check for the number of generations.  If the 
generation value is more than the maximum of 
defined generations, then terminate and declare the 
least error population as optimal values. 
The GA approach involves large steps and considerable computational 
time, which is a significant drawback.    
Particle Swarm Optimization (PSO) approaches 
Particle swarm optimization (PSO) relies on population-based 
stochastic optimization, where the intelligence of swarms works for 
solving problems.  The PSO has many similarities with evolutionary 
computation techniques such as genetic algorithm, but the features of 
PSO, like an easy way of implementation, stable convergence 
characteristics, and computational efficiency has made it much 
superior to others[54-56].PSO approach relies on the evolutionary 
concept of birds flocking. It comprises the number of agents called 
population moving around a space to find the solution path.  PSO does 
not involve the process of selection, cross over, and fitness evaluation 
as that in GA’s [55].  In this approach, all particles are points in an N-
dimensional space and participate until the end of the process. 
Each particle tries to move towards the optimal path by adjusting its 
current velocity and position concerning itself and by comparing with 
neighboring particles also and keeps a record of the best value 
attained individually called  and best value attained by any 
neighboring particle called  [56].  
The approach lies in accelerating each particle by a random weight 
based on constraints of current position and velocity, the distance 
between the current value of position and position and the 
current value of position and position. The position of the particle 
gets modified according to the mathematical approach.  The weights 
get incremented if the iteration number is less than the defined 
number of defined iterations. The convergence process terminates 
when all iterations complete, and the best values attained are optimal 
values. 
Tuning of PI Controller by incorporating with PSO for SVC-IM  
The functioning of the SVCIM adapting conventional PI controller is 
illustrated in module 2.3.2.PSO involves less no. of operations like 
velocity and position updating as compared to GA because it involves 
no. of operations like selection, crossover, mutation, and survival of 
fittest it requires more no. of iterations and computational time. The 
obtained values (KP and Ki) control the SVC-IM for tuning of PI 
controller 
In this module, the control of SVC-IM is by the PI controller whose 
parameters i.e.  and  values involve the PSO approach.  This block 
diagram shown in Figure.2.17 illustrates the mode of Control by PSO.  
 
Fig.2.17: PSO based control scheme for SVC-IM. 
The control criteria depend on the adjustment of weights to obtain the 
optimal path by accelerating the particle towards  and  
location. The adjustment of the particle’s location lies in the following 
steps.  At every point, the velocity of the particle is updated, taking 
into factors like current velocity and position, the distance between 
current velocity and and distance between current velocity 
and .The mechanism for PSO optimization is as follows in the 
below steps: 
The following notations update the weights, velocity, and position of 
the particles in the above equations: 
= initial weight; 
 = final weight; 
 k = iteration number, initially k=1; 
max iter = maximum iteration number; 
 Iter = current iteration number. 
vik: velocity of agent i at iteration k; 
W: weighting function; 
Ci: weighting factor;  
rand: defined as a uniformly distributed random number between 0 
and 1; 
 : of particle i; 
: of the group. 
  = current position of the particle at k+1th iteration 
     =     position of the particle at kth iteration 
= velocity of particle at (k+1)th  iteration 
Step 1: Initialize and  values by Z-N method and set 
parameters , , C1 and C2 
Step 2:  Generate population size20 by selecting  and 
values in the boundaries specified by values 
obtained in the conventional PI controller. 
Step 3:Calculatethe fitness of particle Fik= f(Xik) for all 
values and find the index of best particle b. If 
the error is within tolerable limits, stop and 
declare particle b values as optimal values. Else 
go to step 4. 
Step 4: Select ik = xik and ik=xbkinitially.  
The following weighting function given by the equation 
updates the velocity: 
                                                 
(2.109). 
Step 5: The velocity gets updated by  and  values 
given by expressions (2.109) and using the velocity obtained in the 
above expression position of the particle is updated as given by 
equation 2.110.  
    
(2.110). 
(2.111). 
Step 6: Evaluate the fitness of the particle (using fitness 
function square of error as in GA) and find the 
fittest particle. 
Step 8: Check for the number of generations.  If the 
generation value is more than the maximum of 
defined generations, then terminate and declare the 
least error population as optimal values. 
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The final values obtained after the application of the PSO 
technique are optimal values of PI controller 
parameters used for simulation of the SVCIM. 
Summary 
 In this chapter, explained in detail about various sensorless vector 
control methods estimate the speed and flux of SVCIM. The 
conventional methods are the EKF and PI controllers. The EKF-
controller employs the predictor-corrector approximation of 
numerical methods and relies on the convergence of the error 
covariance matrix.  The PI controller is tuned by the Z-N method 
through controller parameters like KP and Ki.  The accuracy of this 
controller lies in the optimal values of parameters.  
The issues related to conventional methods are overdriven by 
implementing a new approach to estimate the rotor speed for the SVC-
IM using soft computing techniques, i.e., AI and evolutionary methods. 
The AI methods employ FC and ANN, where the torque component 
arises by minimizing error in speed.  The accuracy of the FC method 
lies in the correct framing of the rule base, which depends on 
experience. In contrast, ANN uses a backpropagation algorithm for 
optimization of speed error where accuracy lies in the formation of 
the correct structure of neural-network, which is a complicated task.  
In the conventional PI control method, the accuracy lies in the 
selection of parameters that lie in a bounded region and when leads to 
instability of the system exceed. Hence evolutionary methods are used 
to get accurate values of control variables for tuning of PI controller 
by GA and PSO. The GA approach involves steps like initialization, 
selection, cross over, mutation, and evaluation of fitness, which 
requires more steps and considerable computational time. Hence by 
using PSO, which involves only updating velocity and position, the 
computational time and convergence criteria can be reduced 
significantly. 
In the above studies, estimation of the speed and flux is by 
conventional methods like EKF and PI, artificial intelligence methods 
like FC and ANN, and evolutionary methods like GA and PSO. From the 
estimated values of flux and speed, the torque ripples get lowered by 
reducing errors. The estimated flux gives d axis components for 
voltage and current, whereas the q axis component gives the 
estimated torque. These d-q components of voltages are converted 
from 2-phase to 3-phase axis to generate gating signals for PWM of the 
SVCIM. The simulation studies for the SVCIM for the above-discussed 
methods were done in MATLAB using Simulink, FUZZY LOGIC, and 
Neural Network toolboxes. 
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