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The main purpose of this report is to contribute to the methodology proposed by the
medical team in [Mor07] that combines information coming from PET (Positron Emission
Tomography) and CT (Computed Tomography) images to locate, with a good quality and
in a robust way, the tumors placed in the thoracic regions. The ¯rst step of this methodol-
ogy consists in segmenting organs which are visible in both modalities by exploiting their
structural relative positions and the a priori anatomical knowledge. A post-processing
method is proposed in order to detach lungs and to eliminate the trachea segmentation.
We describe the semi-automatic method used in [Mor07] for the detection of the patholo-
gies (because some interaction, de¯ned with the medical experts, is requested) and we
propose a post-processing step in order to solve some problems involved in.
The second aspect of the methodology is the integration of a dynamic lung model in
the registration procedure that is a non-linear registration relying on landmarks, de¯ned
automatically on the surfaces of the lungs, and on rigidity constraints on the pathologies.
The landmarks are detected via the computation of the curvature. The rigidity constraints
on the tumors guarantee that no information provided by the PET image about their
shape and their grey levels is lost. The transformation between the PET image and the
CT image is weighted by a distance function to the rigid structures in order to guarantee
the continuity of the deformation. The introduction of the breathing model consists in
generating several intermediate CT volumes between the end inspiration and the end
expiration CT: this makes possible to ¯nd the trajectory that the tumor follows during
the respiratory cycle and, in this way, registration could be performed with a better
precision. The breathing model is used in order to ¯nd the corresponding landmarks
on both images (CT and PET). In this part, we work on the registration procedure by
introducing a physical-based breathing model realized in collaboration with the ODALab
- Optical Diagnostics and Applications Laboratory (University of Central Florida, USA)
{ 1 {and we implemented an intensity-based breathing model according to the work in [SBMG].
Introducing a breathing model yields results that are physiologically more plausible than
those obtained using correspondences based purely on geometry and makes possible to
predict the position of the tumor at the time of the radiotherapy, which is not done under
the same conditions as the imagery exams.
Keywords: CT, PET, thorax, segmentation, elastic registration, dynamic model of
breathing, radiotherapy, oncology.
2Riassunto
Questa tesi µ e relativa ad uno stage della durata di sei mesi svolto presso il dipartimento di
Trattamento dei Segnali e delle Immagini dell'universitµ a GET/T¶ el¶ ecom di Parigi. Il lavoro
qui presentato ha contribuito all'avanzamento del progetto ANR MARIO, che si propone
di combinare le informazioni derivanti da immagini di Tomogra¯a Computerizzata (CT -
Computed Tomography) e di Tomogra¯a ad Emissione di Positroni (PET - Positron Emis-
sion Tomography) della regione toracica. La CT µ e classi¯cata come modalitµ a d'imaging
anatomica, perch¶ e permette un'ottima qualitµ a e risoluzione spaziale e fornisce un'accurata
localizzazione delle strutture visibili; d'altra parte non restituisce alcuna informazione di
tipo funzionale o metabolico. Sovente, inoltre, i tumori non sono distinguibili dalle strut-
ture circostanti a causa del simile valore d'intensitµ a di grigio dell'immagine. L'introduzione
dei dispositivi di medicina nucleare, come la PET, ha portato a sostanziali migliorie nella
diagnostica oncologica, grazie alle informazioni metaboliche che questi hanno permesso
di ottenere. Il maggior svantaggio di queste tecniche d'imaging µ e il loro basso rapporto
segnale-rumore (SNR - Signal to Noise Ratio): le scansioni durante gli esami di medicina
nucleare possono durare ¯no a 60 minuti, perciµ o il volume risultante rappresenta una me-
dia delle posizioni che il torace assume in quell'arco temporale. Gli artefatti da movimento
impediscono, quindi, una valida localizzazione delle strutture anatomiche: proprio questo
tipo d'informazione risulta cruciale nelle applicazioni oncologiche di radioterapia o chirur-
gia in quanto µ e fondamentale individuare accuratamente la zona da irradiare o la zona della
biopsia. In questo lavoro si propone di combinare le informazioni anatomiche e metaboliche
per mezzo di una registrazione non lineare dell'immagine PET sull'immagine CT, i.e. di
trovare la trasformazione geometrica che permette di passare da un'immagine all'altra e
di ottenere come risultato un'immagine PET possedente le informazioni anatomiche della
CT. La tecnica usata per compiere la registrazione delle due immagini si basa sulla se-
lezione automatica di marker, o punti d'interesse, sull'immagine CT e sull'applicazione di
{ 3 {vincoli di rigiditµ a alle patologie. Le corrispondenze tra i marker sulla CT e quelli sulla
PET vengono trovate con il metodo ICP (Iterative Closest Point), un metodo geometrico
che restituisce ottimi risultati nel caso in cui venga applicato a immagini binarie simili
tra loro. In realtµ a, poich¶ e spesso si posseggono due immagini CT, una ottenuta a ¯ne
inspirazione, l'altra a ¯ne espirazione, mentre per la PET si ha una sola immagine, le dif-
ferenze riscontrate tra i due volumi (normalmente CT a ¯ne inspirazione e PET) sono di
grande entitµ a. Possedere l'immagine CT piµ u simile possibile all'immagine PET potrebbe
migliorare signi¯cativamente questo step critico. Si µ e deciso, quindi, di introdurre nella
procedura di registrazione un modello della respirazione, i.e. di creare una sequenza di
immagini ¯ttizie di CT distribuite durante il ciclo respiratorio: ciµ o permette di seguire la
traiettoria del tumore durante il ciclo respiratorio e di realizzare una piµ u accurata regis-
trazione. Piµ u precisamente, µ e stato integrato alla registrazione un modello basato sulla
¯siologia della respirazione realizzato in collaborazione con l'ODALab - Optical Diagnos-
tics and Applications Laboratory dell'Universitµ a della California Centrale e un modello di
respirazione basato sui valori d'intensitµ a delle immagini secondo il lavoro di [SBMG].
Vari contributi sono stati realizzati nelle diverse parti della procedura. Il primo tra
gli step, ad esempio, consiste nella segmentazione degli organi visibili nelle due diverse
bioimmagini avvalendosi delle posizioni relative degli organi e della conoscenza anatomica
a priori. Si propone una metodologia per migliorare e completare la segmentazione giµ a
realizzata in lavori precedenti: in particolare viene esposto un metodo per avere due seg-
mentazioni separate, una per ciascun polmone, in quanto spesso in inspirazione massimale
le pareti dei polmoni risultano talmente vicine da non riuscire ad ottenere automaticamente
sull'immagine binaria i due organi separati. Inoltre, la fase di post-processing presentata
permette l'eliminazione della trachea. Viene descritto il metodo usato per segmentare i
tumori, ma soprattutto l'elaborazione successiva necessaria per migliorare i risultati ot-
tenuti.
Per quanto riguarda la registrazione, i marker sono selezionati in base alla curvatura
della super¯cie del volume CT. I vincoli di rigiditµ a sui tumori garantiscono che le infor-
mazioni fornite dalla PET riguardanti la morfologia e i livelli di grigio del tumore non
vengano perdute. La trasformazione tra l'immagine PET e la CT µ e pesata da un termine
funzione della distanza dalle strutture rigide.
Il contributo piµ u rilevante consiste nell'integrazione nella registrazione del modello di
respirazione basato sulla ¯siologia della respirazione, nella selezione del volume CT piµ u
simile al volume PET e nell'implementazione del modello di respirazione basato sui valori
4d'intensitµ a delle immagini. L'introduzione di questi modelli porta a risultati piµ u plausibili
di quelli ottenuti utilizzando corrispondenze basate puramente sulla geometria e rende
possibile la predizione della posizione del tumore durante la radioterapia o gli interventi
chirurgici.
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7Introduction
Study of cancer through the years has reached a high level of knowledge of this disease,
to the point of having developed tools to cure it in a very e±cient way, notably reducing
its e®ects and its mortality rate. The apparition of medical image acquisition devices
represented an enormous advance in the study of the human anatomy without using such
drastic means as surgical operations. Oncology, the branch of medicine that studies can-
cer disease, has also taken bene¯t of the apparition of medical images, allowing strong
advances on several medical decision concerning cancer disease such as diagnosis, therapy
and treatment planning.
At ¯rst, the medical imaging modalities used by oncologists were CT (Computed To-
mography) or MRI (Magnetic Resonance Image). These medical imaging modalities are
classi¯ed as anatomical ones because they o®er good quality and spatial resolution, provid-
ing a good localization of the visualized structures and tumors. On the other hand, they
do not give any functional or metabolic information. Furthermore, tumors are sometimes
not distinguishable from surrounding structures due to their similar intensity values. The
introduction of nuclear medicine devices such as PET (Positron Emission Tomography) or
SPECT (Single Photon Emission Computed Tomography) entailed a revolution in oncol-
ogy because they could provide this metabolic information. The main drawback of images
provided by these functional modalities is their low SNR (Signal to Noise Ratio) quality.
As a matter of fact, nuclear medicine images have a high presence of noise and artifacts,
preventing a good localization of anatomical structures. An accurate information about
structure localization is crucial for several oncology applications such as radiotherapy or
surgery to better de¯ne radiation area and biopsy starting point respectively.
The combination of information provided by anatomical and functional images allows
to have complementary data for a given patient but this combination is a challenging task.
Even if anatomical and functional images for a given patient represent the same reality,
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the recognition of corresponding areas or structures in di®erent images remains di±cult
for several reasons. The main problem is the time between each image acquisition. Con-
sequently, movements su®ered by structures modifying their localization and morphology
in the images. Furthermore, due to the di®erent nature of acquisition devices, structures
sometimes appear in only one of the images.
A non-linear registration method between CT volumes and PET volumes is presented
in this work and it is based on landmarks, de¯ned automatically on the surfaces of the
lungs, and on rigidity constraints on the pathologies. The correspondences between CT-
PET landmarks are found by means of ICP (Iterative Closest Point) method, a geometric
method that gives better results if the volumes of the lungs in PET and CT image are
quite similar. A continuous sequence of CT images during the breathing cycle can im-
prove signi¯cantly the results given by this method. For this reason we introduce in the
registration procedure the breathing model step, creating several intermediate CT: this
allows tracking the tumor during the breathing cycle and leading to a more accurate
registration. More precisely, a physiological breathing model has been integrated in the
registration methodology within a collaboration with the University of Central Florida
(Jannick P. Rolland, Anand P. Santhanam) in the project ANR MARIO and an intensity-
based breathing model has been implemented in order to compare it with the previous
one.
We present a brief description of each chapter explaining how this work is organized.
Chapter1 presents the medical interest of the application. A brief explanation about
CT and PET imaging techniques and their use in oncology application are given.
Moreover, the interest of the combination of anatomical and functional information
provided by these two imaging modalities is justi¯ed. Then, the two possible options
that can furnish this combined information, hardware and software solutions, are
described. Finally, we outline the developed approach in order to better understand
each following step.
Chapter2 presents the post-processing techniques used for lungs and tumors segmenta-
tion. We also describe the di®erent propositions that have been done during this
training in order to improve the quality of the segmentation.
Chapter3 describes the registration technique, in particular how landmarks are detected
and the method used to ¯nd correspondences between CT-PET landmarks (ICP).
Chapter4 highlights the necessary steps to take into account or not the breathing model
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and how to introduce it concretely in the procedure. Then, di®erent types of breath-
ing models are presented. In this part, we particularly detail a physical-based model
(we present our own evaluation of this model) and an intensity-based one (we de-
scribe the ¯rst results obtained for each steps of this model).
Chapter5 shows the results of the CT-PET registration, comparing those obtained with
the standard procedure (without breathing model) and those obtained after the
introduction of the physical-based breathing model. We describe the di®erent pos-
sibilities of evaluation that we have studied. Some future works are also presented.
In the appendix, we furnish all the details and complementary information about
the work that has been done during this training.
3Chapter 1
Medical interest of the application
Cancer is a disease characterized by a population of cells that grow and divide without
respect to normal limits, invade and destroy adjacent tissues, and may spread to distant
anatomic sites through a process called metastasis. These malignant properties of cancers
di®erentiate them from benign tumors, which are self-limited in their growth and do
not invade or metastasize, however some benign tumor types are capable of becoming
malignant. Cancer may a®ect people at all ages, but risk for the most common varieties
tends to increase with age.
Cancer causes about 13% of all deaths. Nearly all cancers are caused by abnormalities in
the genetic material of the transformed cells. These abnormalities may be due to the e®ects
of carcinogens, such as tobacco smoke, radiation, chemicals or infectious agents. The study
of this disease is one major trend in medical research in which imaging modalities and their
image processing play a signi¯cant role.
1.1 Imaging modalities
In these days, medical decisions are rarely taken without the use of imaging technology.
The Computed Tomography (CT), the Magnetic Resonance Imaging (MRI), the Single
Photon Emission Computed Tomography (SPECT), the Positron Emission Tomography
(PET) and the Ultrasound (US) help signi¯cantly the physician in examine the patient
and doing his diagnosis. In general, imaging can investigate structures of the body, the
anatomy, chemicals processes or the function of an area. Structural imaging techniques
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include X-rays, CT, MRI and US while SPECT and PET imaging help viewing the bio-
chemical processes. In case of cancer, both structural and functional imaging modalities
decisively contribute to support clinicians to medical diagnosis, benign and malignant tu-
mor distinction, assignment of the stage of the cancer, cancer spread assessment, survival
prediction, monitoring and treatment planning, surgical intervention guiding, therapeutic
follow-up and treatment response evaluation. Nowadays CT and PET are the imaging
modalities usually employed in oncology applications involving thoracic and abdominal
regions.
1.1.1 Computed Tomography (CT)
The CT scan is a natural progression from X-rays. The principle is that a three-dimensional
object can be reconstructed from its two dimensional projections. The scanner is com-
posed by an X-ray tube rotating around the patient in an arc. The emergent radiation
beam is measured by photo-electric detectors; X-ray pictures taking from various angles
are used together to reconstruct the three-dimensional structures of the body. A computer
is used to display the measurements as a grey-level image representing a cross-sectional
slice of the patient, based on the density (or attenuation value) to X-rays of tissue. Dense
structures such as cortical bone appear bright, whereas low density areas, like air, appear
dark, as is the case with conventional radiographs. The main advantage of CT scans is
that they provide accurate anatomical details, i.e., the localization and the morphology of
structures and tumors. Therefore, diagnosis, staging and re-staging of cancer, monitoring
and planning of cancer treatments have traditionally relied on this anatomical imaging
modality. Furthermore, information provided by CT images is indispensable speci¯cally
for guiding intervention techniques, in which a high level of precision is required in order
to exactly de¯ne tumor position with respect to surrounding structures. It allows the
operator positioning an instrument with con¯dence and safety even in quite inaccessible
areas of the body. Although CT is e®ective in disease detection and localization, it does
not provide su±cient knowledge about the lesion malignancy, since many have similar at-
tenuation characteristics. Size criteria limits CT ability to characterize masses reliably as
malignant or benign. Necrotic, scar or in°ammatory tissue often cannot be di®erentiated
from malignancy based on anatomic imaging alone. This implies that CT generally has a
high sensitivity for detection of structural alterations, but a low speci¯city for characteriz-
ing these abnormalities and the response to therapy. For example, it may not be possible
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to distinguish ¯brotic masses from benign or malignant neoplasm on the basis of their CT
appearance alone. Another problem associated to this imaging modality is that it does
not easily provide whole-body images, thus, impeding complete metastasis detection.
1.1.2 Positron Emission Tomography (PET)
PET imaging modality uses a tracer to highlight biochemical basis of normal and abnor-
mal functions of the body. This is very important because the basis of all tissue function is
chemical and the best way to judge whether tissue is normal is by determining its biochem-
ical function. Diseases result from errors introduced into its chemical systems by di®erent
factors (virus, bacteria, genetic abnormalities, ...). Consequently, the detection of chem-
ical abnormalities provides the earliest identi¯cation of disease. Assessment of restoration
of chemical function provides an objective means for determining the e±cacy of therapeu-
tic interventions in the individual patient. The most selective, speci¯c, and appropriate
therapy is one chosen from a diagnostic measure of the basic chemical abnormality. A
tracer is a biologically active compound in which one of the atoms has been replaced by a
radioactive atom. When the tracer is introduced into the body, its site-speci¯c uptake can
be traced by means of the labelled atom. PET tracers are labelled with positron emitting
isotopes, such as Fluorine-18 (F-18) and Carbon-11 (C-11), having in general a relatively
short half-life (about 110 minutes for Fluorine-18 and 20 minutes for Carbon-11), then
putting a practical upper limit on the activity of the manufactured isotope. Nevertheless,
the F-18 isotope half-life allows a certain independence from the cyclotron required to
produce it. When the labelled atom disintegrates in the body, the emitted positron comes
to rest and annihilates with an electron. This event produces two 511 keV photons which
°y o® at almost 180 degrees to one other. The PET detector is set up in such a way as to
accept events in which both annihilation photons are detected in coincidence. Attenuation
correction of the emission PET image is necessary because deep-seated tissue appear to
contain less activity because the annihilation photons stand a higher chance of being ab-
sorbed before leaving the body. This correction enhances emission PET image quality and
it is in general achieved by means of radioactive sources (Germanium68 and Cesium137 are
frequently used) integrated in the PET scan, producing transmission PET images. This
transmission image is often acquired immediately before acquisition of the emission and
transmission scans. While PET imaging furnishes a valuable functional information about
cancer, it provides little information on the anatomy around the increased uptake due to
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the non-speci¯c uptake in several organs (muscles, brain, heart, liver, colon,...), the low
spatial resolution, the low Signal-to-Noise Ratio (SNR) and the strong presence of noise
and artefacts. Thus, making a precise lesion localization is quite di±cult, and additional
anatomical information is required in oncologic applications.
1.2 Combining CT and PET information for oncologic ap-
plications
Both PET and CT techniques have limitations that can lead to diagnostic uncertainty
in certain cases. Their combination is especially complementary: PET images are highly
accurate for the detection of cancer and other metabolic abnormalities, but they do not
provide the anatomical information needed to precisely locate lesions. On the other hand,
CT scans are not as sensitive but o®er excellent anatomic detail, pinpointing the exact
size, shape, and location of diseased tissue. Combining both techniques can have a sig-
ni¯cant impact on improving medical decision. However this is a challenging task, in
particular in thoracic and abdominal images. It becomes necessary to compensate the
elastic nature of the organs located in these regions, the large intrasubject variability in
terms of motion, anatomy and metabolic activity and the di®erent physical natures of
the two acquisition techniques. All these factors cause displacements of up to 10 cm be-
tween corresponding structures. For instance [GKS+] found a maximum of displacement
of 8.29 cm in the diaphragm between a PET scan and a CT image acquired at maxi-
mum inspiration. Moreover, it is necessary to cope with the large inter-individual range
of structure movements and metabolic activities. CT and PET techniques are based on
di®erent physical properties that lead to images displaying the same scene in a di®erent
way: a critical consequence is the lack of linear correspondences between some anatomical
and functional set of grey-levels. For instance, the intensity values corresponding to the
heart can vary up to a factor of ten in PET images, while in CT ones they are almost
constant. Furthermore, there are structures that do not appear at all in PET scans be-
cause they do not accumulate the tracer, producing an incomplete representation of the
anatomy. This problem is aggravated by the strong presence of noise and artefacts in PET
images. Then, the di®erent clinical acquisition protocols and time spent between them
produce di®erences in the presentation of the data scans that the registration procedure
must recover. Therefore, no prior knowledge on the general position and orientation of
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the patient or the resolution is known.
Until few years ago, physicians visually integrated information provided by separated scan
CT and PET, trying to ¯nd, thanks to their anatomical knowledge and experience, ho-
mologous points between images. This procedure was rough and time-consuming, the
uncertainty of the mapping between images leads to uncertainty in clinical decisions.
Nowadays, four di®erent techniques could be used to combine anatomical and functional
information provided by CT and PET scans. The manual registration and the technique
with an application of temporary markers on the patients are the most weakness methods
and they normally require the modi¯cation of the acquisition protocols employed in clini-
cal sites. The third technique came to life with the birth of the combined PET-CT systems
representing an important step toward an automatic solution for combining anatomical
and functional information: both scans are obtained one immediately after another with
the patient in the same position. Finally, the computer algorithms allow also registering
images, looking for the geometrical transformation which best superimposes CT and PET
images. Combined machines and computer algorithms, being the most used techniques,
are further discussed below.
1.2.1 Combined CT-PET systems
These machines (see Figure 1.1), introduced by scanner constructors in the late 1990s,
allow the acquisition of anatomical and functional information at the same time, with the
same device, integrating a hardware (or mechanical) registration. The kind of acquisition
avoids strong deformations appearing in images obtained by separated machines. For in-
stance, a light variation in the patient trunk position will produce strong image di®erences
in terms of rotation. Other advantages of this technique include organizational facilities
(image almost at the same time in the same room), a better attenuation correction of
the emission PET image (it is achieved using the CT scan) and the possibility of com-
paring PET images acquired with di®erent tracers (using the CT scan as an anatomical
reference). Even if this technology is a huge step toward an automatic and objective map-
ping of CT and PET images, there are some unanswered questions. As a matter of fact,
there are remaining potential registration errors in these systems due to the physiological
motion in the patient. In the chest, these errors are predominantly caused by breathing,
except in the proximity of the heart, where cardiac movement is the major reason, or
with insu±cient patient cooperation. This motion consists of anisotropic movements of
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the thoracic wall and the diaphragm, moving tumors and organs in a non-linear way in all
three directions, thus leading to distortions and asymmetrical position changes. Several
studies ([TBA] and [MOW]) have proved the presence of artefacts in images acquired with
combined PET-CT machines due to respiration. Therefore even in images provided by
hybrid systems, a non-linear registration phase is necessary in order to cope with these
physiological deformations.
(a) (b)
Figure 1.1. Combined CT-PET scan. (a) Philips, (b) General Electric.
1.2.2 Computer-based registration
The current processing ability of computers allows the development of software algorithms
that solve complex image processing and computer vision problems. In registration appli-
cations, it o®ers another way to compensate the di®erences between two images to register,
computing the transformation which best align them. A computer-based registration algo-
rithm, together with an interactive and user-friendly visualization interface, can be a very
helpful tool to the physician. Software-based registration techniques have been developed
and successfully used in several medical applications such as computed-assisted surgery,
radiation therapy planning, brain database studies, ...
The majority of these registration algorithms provide a cheap, attractive and suitable tool
for clinical routine in brain imaging applications, but they do not ful¯l the requirements
of robustness, speed and minimum interaction when applied to more elastic regions. In
the context of thoracic and abdominal CT-PET registration, software-based registration
techniques can be seen as alternative or a complement to hybrid systems. In fact, some
scanner constructors actually o®er semi-interactive options in their visualization worksta-
tions to compensate remaining errors between PET and CT images acquired with hybrid
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machines. A registration algorithm used in clinical routine imposes some constraints on the
methodology. Robustness and precision, in order to assure a good solution, are an essential
requirement because an error may have serious consequences to the patient. Moreover,
the clinical routine asks for a fast enough algorithm in order to be embedded in it without
altering clinical schedules; with current acquisition times, the registration phase should be
obtained in less than an hour. Finally, an high automatization and a rare interaction is
desired to avoid subjective and time consuming: however, in some step the introduction
on the procedure of medical knowledge is necessary and very useful and the algorithm
must o®er the possibility of manual modi¯cations and easy user-interaction.
1.3 Outline of the developed approach
The main goal of this writing is the improvement of the [CR] and [Mor07] work in devel-
oping a software-based algorithm capable of ful¯lling the above described requirements in
order to achieve a robust, fast enough and good quality registration of the thoracic CT
and PET images. Combining CT-PET complementary information is helpful especially
when we are in a pathological case, because it gives the possibility to localize robustly the
tumor and applying radiotherapy only in the region of interest. We use a non linear reg-
istration to take into account the elastic lungs deformation; the application of constraints
on the tumor simulates its naturally rigid behavior. In addition, a breathing model is
introduced to ¯nd the tumor trajectory and to improve the registration precision. From
two CT images acquired respectively at ¯nal inspiration and ¯nal expiration we obtain,
by means of the breathing model, several CT images corresponding to di®erent instants
of the breathing cycle. This introduction improve in ¯nding correspondences between CT
and PET images during the registration and leads to a more accurate PET towards CT
deformation. This approach yields results that are physiologically more plausible than
those obtained using correspondences based purely on geometry. In order to compare this
model we additionally test a based-intensity breathing model. We show in Figure 1.2 the
general algorithm of the approach developed in which the main steps are the following:
² Segmentation (leads to a description of the content of the image using the same
linguistic terms as clinicians. It is a guide for the deformation, especially for the
tumor deformation).
² Application of the breathing model in order to avoid problems due to the respiration
movements and cardiac movements. We want to guarantee plausible physiological
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deformation during radiotherapy.
² Registration (deformation of the PET image toward the CT one in order to combin-
ing information).
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SEGMENTATION
Tumor segmentation
(semi−automatic)
User
Breathing model
Registered PET User PET CT
Liver and kidneys
segmentation segmentation
Heart
Landmarks definition
(in CT and PET)
Lungs segmentation
(consistency tests)
Computation of the deformation
REGISTRATION
Evaluation
CT PET
Figure 1.2. Diagram of the general algorithm for registration of CT and PET images, see
[Mor07], Introduction, Figure 4.
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Segmentation
The registration procedure requires an accurate description of the structures extracted
from images. This description has to include the localization of the pathology and its
segmentation if it is well delineated (for in¯ltrating and di®use pathologies, only an ap-
proximate segmentation is reasonable). Image interpretation also requires segmentation
and description of neighboring structures and their spatial relations with respect to the
pathology, as well as their deformations and possible in¯ltrations. This information is
important to understand the relations between pathology and normal structures and its
e®ects on them.
2.1 Method
The approach of [Mor07] relies on the segmentation of organs visible in both modalities
and on their spatial arrangement in order to guide the non-linear registration process and
it is based on the work of [CR], where the segmented structures include body contours,
lungs, liver and kidneys. Physiological movements and radiotherapy requirements impose
that the heart has to be segmented as well. The heart is represented as a structure of
known approximate localization (in particular its laterality) located \between" the lungs
(see Figure 2.1). These spatial relations, used in [Mor07], guide the search towards a
reduced region of interest matching these characteristics. We list the consecutive steps
used for CT images:
1. segmentation of the contours of the body;
2. segmentation of the lungs;
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3. creation of a mask using the previously segmented structures that determines the
region where the other organs to segment are included;
4. segmentation of the skeleton;
5. segmentation of the kidneys;
6. creation of a new mask excluding all these organs;
7. segmentation of the liver;
8. segmentation of the heart.
The approach used for PET images is very similar. One di®erence is that, when
available, the transmission PET image is used for the segmentation of the contour of the
body and the lungs. In this type of image the lungs and the contour of the body are
better contrasted and are easier to detect. The rest of the scheme is equivalent to that
of CT images, except that the skeleton cannot be segmented in PET because it is not
visible in this modality. As it is explained later, the segmentation of the lungs in PET is
very challenging. For this reason, when possible, we use the segmentation of the lungs in
the transmission PET or in CT in order to help the segmentation of the lungs in PET.
In this work we will examine the lungs segmentation post-processing step and the tumors
segmentation, involved in the procedure.
(a) (b)
Figure 2.1. Heart identi¯cation on a coronal (a) and an axial (b) view of a CT image.
2.2 Lungs segmentation
The segmentation procedure is proposed in [Mor07] and it relies on the method described
in [CR] that is based on a hierarchical strategy, divided into an initial segmentation and
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a re¯nement phase based on a deformable model. The improvement in [Mor07] with
respect the procedure in [CR] is based on the integration of anatomical knowledge, in
order to guarantee correct results for images coming from di®erent devices and clinical
centers. Knowing a priori how the human body is made and where approximately the
organs are located is a signi¯cant advantage for medical segmentation in comparison to
other kinds of general image segmentation. For the lungs segmentation the anatomical
knowledge consists in an empirically percentage of the volume of the images that the lungs
must occupy, an estimation of a typical lungs volume. A classi¯cation using the k-means
algorithm is used in order to detect the lungs, then, a consistency test is applied in order
to verify that the volume of the segmented lungs has a plausible value. If it is the case, the
result is re¯ned by using a deformable model in order to correct small errors of the previous
processing and to smooth the surfaces of the segmented objects. Otherwise, the process
is repeated with another class in the k-means algorithm. We can see the diagram of the
segmentation procedure in Figure 2.2. To improve the robustness of the segmentation of
the lungs in PET, when it is available, we use the transmission PET in order to compute
a ¯rst mask of the lungs. This mask de¯nes the region of interest where the algorithm
looks for the lungs in the emission PET. If the transmission PET is not available, and if
the PET image comes from a combined CT/PET machine, then the segmentation of the
lungs in CT is used to constrain the algorithm to this region.
Contribution: improvements to solve some problems in the results { The
accuracy of the segmentation is important because abnormalities, such as lung nodules,
can exist at the extreme periphery of the lungs: if the entire lung is not segmented, we
can loose tumors for the subsequent steps and their related information. Our purpose is
to do a qualitative evaluation of the segmentation algorithm in relation with the accuracy
level needed, showing the main problems involved in. In order to produce evidences of a
good segmentation we superimpose the contours of the segmented image to the original
grey-level image. The segmentation is very accurate as we can see in Figure 2.3 in all
images, the two CTs, the emission PET and the transmission PET; however as we can
see in Figure 2.4 (a) lungs can be joined together; we usually fall into this case with CT
end inspiration images, but also with several CT end expiration images. The presence
of a single segmented region instead of the separated lungs can cause some di±culties.
A distinction of left and right lungs is required in the procedure, in particular during
the breathing model step (Chapter 4) when we have to create two disconnected 3D mesh
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Figure 2.2. Diagram of the segmentation of the lungs in CT images
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volumes. In order to cope with this problem we use the opening mathematical morphology
operation [Ser82], that is the succession of an erosion and a dilation with a determined
structuring element. We show in Figure 2.5 the results of an opening operation on a
synthetic image. The structuring element chosen in our work is usually a disk of radius
10 mm for CT images and 15 mm for PET images. Sometimes it is necessary to increase
it and to adapt to each case: the variability from one patient to another is very high.
This kind of operation allows separating one lung from the other but it causes a loss
of segmentation accuracy specially when the contour is irregular. For our work we can
consider it negligible at the moment. A more accurate lungs separation method should be
applied in order to reduce the lack of accuracy. The next step of our improvement could
be doing the separation of the lungs only if it is necessary, adding a test on the quantity of
the components. If there is only one component, then the separation of the lungs should
be applied. However we can ¯nd a situation in which we have two components but they
do not correspond to the two lungs: one component is constituted by the two lungs joined
together and the other one is the trachea for example. For this reason, it is better to add a
control on the dimension of the components, comparing their volumes with a typical lung
volume, previously calculated for the lungs segmentation (see above). Thus, if we have
two components with a reasonable surface we do not separate lungs and we go to the next
step, which is the removing of the trachea.
Another problem that we ¯nd is the presence of the trachea and the main bronchi;
to ensure that these structures are not included in the segmented lung regions, they are
eliminated from the thoracic region in all slices in which they appear. In this situation
we exploit three mathematical morphology operations: a dilation, a hole ¯lling and an
erosion (see Figure 2.6).
2.3 Tumors segmentation
Tumor detection from medical imaging is a basic requirement especially for the quanti¯-
cation of pathologies for diagnosis, for radiotherapy planning, for treatment assessment
and for monitoring of tumor development. Usually clinicians trace manually the tumor
boundary in each slice of the 3D image for an estimation of its volume. However, it is
time-consuming and leads to intra-observer and inter-observer inconsistencies during seg-
mentation. In order to remove as much subjectivity as possible, numerous segmentation
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(a) (b)
(c) (d)
Figure 2.3. Coronal views of an original CT image at end expiration (a), at end inspiration
(b), the emission PET image (c) and the transmission PET image (d). Black contours are
the contours of the segmentation given by our method.
(a) (b)
Figure 2.4. Axial views of CT segmentation results with joined lungs (a) and after the
post-processing step (b). With the contours of the segmentations in black, we can notice in
(b) the improvements obtained with method.
182.3 { Tumors segmentation
(a) (b) (c)
Figure 2.5. Examples of an erosion (a), a dilation (b) and an opening (dilation after erosion)
(c) with a 3 £ 3 square structuring element.
(a) (b)
(c) (d)
Figure 2.6. Coronal views of the segmentation with the trachea (a), without trachea
after segmentation postprocessing (b). In the axial view with the trachea (c) and with-
out it (d). With our improvement the trachea is not included in the black contour
representing the contour of the segmentation.
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techniques have been applied to detect the tumor from medical images. Clustering meth-
ods as fuzzy c-means, k-means, [WZ03, KPWF02], and deformable models [HZ05] are
proposed in the application of tumor detection. These methods, however, require expen-
sive computing exercise and have di±culties in detecting the obscure boundary between
two objects with similar intensity values. In our work, the segmentation of tumors is also
a pre-processing for the registration algorithm. The drawback of most of the existing
registration methods is that the deformation is applied indiscriminately to all the volume:
the structures inside or near the main one will be warped according to the registration
computed for the latter. In our case the tumor is located inside the lung and it under-
goes unrealistic deformations because of a large volume di®erence between CT and PET
images, due to the breathing. This is explained in Chapter 3. To avoid the undesired
tumor misregistration, guaranteeing relevant deformations and improving non-linear reg-
istration between anatomical and functional images, we add some rigidity constraints on
it, therefore we need tumor segmentation.
2.3.1 Method
Tumor segmentation is more di±cult than lungs one and cannot be directly solved in a
similar way, since structural information, in particular spatial relations with respect to
other structures, are not known a priori and can exhibit a large inter-patient variability.
A speci¯c semiautomatic method has been developed, rather than a completely automatic
one, since some interaction is desirable (de¯ned with medical experts). Because of the
physics of the PET image, the intensity of the tumor is quite di®erent from the intensity
of surrounding structures, especially when the pathology is located inside the lung and
quite far from the heart. Therefore in PET images a region growing algorithm seems
to be the most suitable segmentation method. This is not the case of CT images, where
di®erent kinds of adjacent structures can have similar grey-levels and this leads to a critical
situation. We deal with tumors that are relatively big (15 mm or more of diameter) and
located inside the lung. Even if their positions and their extensions can be very di®erent
from one patient to another; they may be isolated or attached to other structures as blood
vessels, bronchi or the pleura. The proposed algorithm has two main steps:
² selection of a \seed point" inside the tumor (by the user);
² rough segmentation of the tumor by a region growing method.
A ¯nal step, necessary to re¯ne the segmentation, will be presented in the next paragraph.
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2.3.1.1 Selection of the \seed point"
The interaction consists for the physician in de¯ning a \seed point" in the tumor in both
CT and PET images. This is simply done by selecting with the mouse one point in the
pathological zone. This very reduced interaction is well accepted by the users, and even
required. The choice of this point is quite °exible: it has to be inside the tumor and we are
in a better condition if it is centered in the tumor or in the point of maximum intensity.
The selected view for the visualization does not change the result. It could be possible
that a particular selection of the seed point in°uences the result.
2.3.1.2 Rough segmentation of tumor by a region growing method
The selected point is used as the input to a region growing algorithm [AB94, CL94] to
segment the tumors. It is applied separately in CT and in PET. The criteria for region
growing are homogeneity (similar grey-levels) and adjacency. According to the relaxation
region growing approach, we include in the resulting region the neighboring (adjacent)
voxels that do not have very di®erent local histograms. Let s be the seed point and hs
its local histogram in a window of size 3 £ 3 £ 3 voxels, considered as a vector. The
similarity between the local histogram of s and the one of a neighbor p is de¯ned by
S(hp;hs) =
hp¢hs
jjhpjj¢jjhsjj and is a value between 0 and 1. Thus we can de¯ne a region Zs with
a threshold T0 (quite low) for the similarity, Zs = fp; S(hp;hs) > T0g. We de¯ne inside
this region another connected region where the similarity between voxels and the seed
point is higher (T1 > T0): Zref = fp; S(hp;hs) > T1g. This is the reference region and the
histogram of this region is the reference histogram, href. Finally, in order to obtain the ¯nal
region, we compute the similarity between the reference histogram and the histogram of the
voxels inside Zs with a new threshold T2 (T1 > T2 > T0): Zfinal = fp; S(hp;href) > T2g.
This region is a connected region around the seed point s and it contains the reference
region Zref and the points whose histograms are the closest to the reference histogram
href. This is illustrated in Figure 2.7. The homogeneity properties are de¯ned by the type
of imaging modality and we have de¯ned them empirically as follows:
² in CT: T0 = 0:2, T1 = 0:7, T2 = 0:5;
² in PET: T0 = 0:2, T1 = 0:9, T2 = 0:7.
In the case of isolated tumors, the region growing algorithm provides very satisfactory
results. However, when the tumor is close to the pleura or other structures such as
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Figure 2.7. Scheme of the computed regions with the region growing algorithm.
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bronchi, the diaphragm or the liver which have similar grey levels in CT, or the heart
in PET, the region growing algorithm includes all these regions in the segmentation as
illustrated in Figures 2.8 and 2.9.
(a) (b) (c)
Figure 2.8. Coronal and axial views of an original CT image (a), the superimposition of the
original CT with the contours of the segmented tumor after the region growing algorithm
(b) and after the post-processing with the watershed (c). Without the post-processing some
bronchi and parts of the mediastinum are included in the segmentation.
2.3.2 Post-processing
For the problems mentioned above and visible in Figures 2.8 and 2.9 a post-processing
step is necessary. We would like to have only the tumor segmentation and to not consider
other segmented entities. Therefore the watershed algorithm can be helpful in solving our
problem. This algorithm allows splitting an image into areas, based on the topology of
the image. (The term watershed refers to a ridge that divides areas drained by di®erent
river systems and a catchment basin is the geographical area draining into a river or
reservoir.) This algorithm can be applied for di®erent kinds of objects if we consider valid
the assumption that the object of interest is connected with other structures by a narrower
path. The post-processing stage is illustrated in Figure 2.10 with a synthetic image and
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(a) (b) (c)
Figure 2.9. Coronal and axial views of an original CT image (a), the superimposition
of the original CT with the contours of the segmented tumor after the region growing
algorithm (b) and after the post-processing with the watershed (c). Without the post-
processing the region growing algorithm includes in the tumor segmentation some parts
of the wall of the lung and other structures.
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in Figure 2.11 with a real case and it has the following steps:
1. inversion of tumor segmentation;
2. computation of the distance function to the binary image, that is the distance from
every pixel to the nearest nonzero-valued pixel;
3. inversion of the result of the distance function;
4. application of the watershed algorithm;
5. inversion of the result of the watershed algorithm;
6. choice of the component that contains the initial seed point.
The main contribution to this work has been understanding how to select the right com-
ponent, i.e. the component corresponding to the correct tumor segmentation. As ¯rst
approach we used the bounding box of the component and we veri¯ed that the seed point
was in the bounding box. This does not solve the problem of selecting the right compo-
nent, because the seed point can be not only in one but in several bounding boxes. In
order to obtain more accurate results, we decided to examine components one by one and
to look if the seed point belonged to the component: the component with the seed point
is selected.
Another contribution has been understanding when the tumor post-processing was
useful or not and how making the most with this procedure. We realized that the variability
from one case to another is very hight: we can ¯nd for each patient the appropriate
techniques but we can not ¯nd a single one for all patients without a compromise with
the accuracy.
In PET images, usually the tumor post-processing is useless, because the tumor in-
tensity is quite di®erent from the intensity of other tissue, moreover, it is also damaging
because the tumor segmentation selected turn out to be too small. However, when the
tumor is attached to the heart wall, the pixels intensities are quite similar, enough to
include a part of the heart in the tumor segmentation. A solution can be to apply always
the post-processing step and, after this, to add a systematic morphological dilation of the
segmented tumor.
In CT images the tumor post-processing seems to be very useful, even essential. How-
ever there are some cases in which we are in doubt if the tumor post-processing is necessary
or not. What we can do is adding a step in the procedure in which we present di®erent
type of tumor segmentations to the clinician: he can choose with his expert knowledge, by
means of a mouse click, which is the best and continue with the following steps. We can,
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anyway, assert that for the registration method of this work the tumor segmentation in
PET image is much more important than the tumor segmentation in CT image, because
the latter is only useful to guide the localization of the PET pixels, whereas the CT tumor
segmentation is directly implied in the computation of the transformation itself.
(a) (b) (c)
(d) (e) (f)
Figure 2.10. Illustration of the re¯nement algorithm for the tumor selection on a synthetic
image: (a) detail of the original image, (b) inversion of tumor segmentation, (c) distance
function, (d) inversion of the distance function, (e) result of the watershed, (f) components
separated by the watershed and included in the rough segmentation.
(a) (b) (c) (d) (e)
Figure 2.11. Illustration of the re¯nement algorithm for the tumor selection on a real
image: (a) detail of the original CT image, (b) distance function to the complementary of
the rough segmentation, (c) result of the watershed on the inverted distance function, (d)
components separated by the watershed and included in the rough segmentation, (e) ¯nal
segmentation (selected component).
2.3.3 Results
We have applied our algorithm to 5 more cases in addition to the already existing work.
In total we have segmented 17 tumors from 16 di®erent cases of CT and PET images. The
sizes of the CT images are 512 £ 512 £ Z voxels with Z varying from 62 to 122 and the
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resolution is typically around 1 £ 1 £ dz mm3 for the three directions of the space, with
dz varying from 4 to 6:5 mm. The sizes of the PET images are X £Y £Z voxels with X
and Y equal to 128 or 144, and Z varying from 66 to 197 and the resolution is typically
around 4 £ 4 £ 4 mm3 for the three directions.
Figures 2.12 and 2.13 show the segmentation of the tumor in PET corresponding to
the patients in Figures 2.8 and 2.9 respectively. These results have been computed without
the re¯nement step, which is often not necessary in PET.
Figure 2.12. Coronal (left), sagittal (middle) and axial views (right) of an original PET
image including a tumor in the right lung (top) and superimposition of the original PET
with the contours of the segmented tumor in black (bottom). The corresponding CT
image is shown in Figure 2.8.
Figure 2.14 illustrates another result of the ¯nal tumor segmentation in CT and PET.
Table 2.1 summarizes the results obtained for the 17 processed tumors. The incomplete or
incorrect results correspond to tumors with a very important size and/or with a necrosis,
as the example illustrated in Figure 2.15.
CT PET
Correct results 59 % 53 %
Incomplete results 17.5 % 47 %
Incorrect results 23.5 % 0 %
Table 2.1. Percentage of correct and incomplete results for the segmented tumors.
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Figure 2.13. Coronal (left), sagittal (middle) and axial views (right) of an original PET
image including a tumor in the left lung near the wall of the lung (top) and superimposition
of the original PET with the contours of the segmented tumor in black (bottom). The
corresponding CT image is shown in Figure 2.9.
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Figure 2.14. Original CT image including a tumor near the oesophagus (top row) and the
corresponding PET image (third row). The results of the tumor segmentation are shown
in the second and bottom rows. This example shows that our algorithm for segmenting
tumors is robust even in di±cult cases.
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Figure 2.15. Coronal (top row) and axial (bottom row) views of the superimposition
of one CT and the corresponding PET image with the result of the segmentation of
a tumor (in white). In this case the tumor has a very important size and it has not
been completely segmented.
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We can see that for both CT and PET images, when the tumor is close to the heart,
the risk (quite high) is to include in tumor segmentation parts of the heart. After the
post-processing step this problem is solved but, because the grey-levels of the heart and
the tumor are very similar, the boundary between them is not so well de¯ned. The volume
of the segmentation result is smaller than the real tumor volume.
In conclusion the proposed semi-interactive method for tumor segmentation often fur-
nishes correct results in CT and in PET images. The fact of adding a semi-interactive stage
is not a disadvantage because physicians prefer to control this crucial step. Moreover, with
a simple gesture, the algorithm bene¯ts from medical and expert knowledge. A validation
on a larger database in necessary in order to verify the robustness of our approach, in
particular when the tumors are in contact with the walls of the lungs or the heart. The
validation of the results can be performed via a comparison with manual segmentations,
however, as our registration method is robust to small errors in tumor segmentation (see
Chapter 3), the method described here is su±cient, in most cases, for our speci¯c case.
2.4 Re¯nement of lung segmentation using segmented tu-
mors
The segmentation of the lungs in CT and PET images is achieved using the procedure
introduced in Section 2.2. When the tumors are located close to the walls of the lungs
(pleura), the result of lung segmentation does not include these tumors as parts of the
lungs. They are erroneously considered as external tissues. For this reason, we have used
the tumor segmentation results in order to re¯ne the segmentation of the lungs. The
processing consists in computing the union of lungs and tumor segmentation followed by a
hole ¯lling in 3D (in order to close small holes between the tumor and the segmented lung).
An example of partial and ¯nal results of this processing on a CT image is illustrated in
Figure 2.16 on the patient previously shown in Figure 2.9.
2.5 Conclusion
In this chapter we have described the segmentation of the lungs and the tumors. The
former includes anatomical knowledge in order to guide the segmentation itself and to
improve the robustness. This algorithm furnishes satisfactory results for images coming
from di®erent patients and di®erent medical centers, but often the segmented lungs are
312.5 { Conclusion
(a) (b) (c)
Figure 2.16. Axial views of an example of the re¯nement of lung segmentation with tumor
segmentation. The contours of di®erent segmentation results are superimposed on the orig-
inal CT image: (a) the initial segmentation of the lungs, (b) the segmentation of the tumor
close to the wall of the lungs and (c) the ¯nal re¯ned segmentation.
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joined together and they contain the trachea. For our work, it is better not to have this
problem, so we have to add a post-processing step. This stage allows removing trachea
and separating lungs, but brings out a lack of accuracy. For the moment we consider it
negligible but the improving of this step should be a future work. The approach proposed
by [AS] for lungs segmentation re¯nement, could be used to improve our post-processing
step with the awareness of the addition of a user-dependent step. In fact, they separate
lungs removing pixels along the anterior junction line and, in order to do this, they add
the user interaction for the identi¯cation of the most anterior point along the cardiac side
of the lung region. In this way they do not have a lack of accuracy. For the removing of
the trachea they need a seed point on it and it is automatically identi¯ed by a grey level
criterion. After this, a region growing algorithm will segment the trachea. A di±cult step
seems to be ¯nding the stopping criterion of the region growing algorithm especially when
the segmented trachea is attached to the segmented lung. Furthermore, it is necessary
to add in the procedure another step of segmentation (the segmentation of the trachea)
instead of the morphological operations.
Another conclusion of this chapter is that the most challenging task is the segmentation
of the lungs in PET when the transmission PET image is not available and the exam has
not been acquired with a combined CT/PET device.
The proposed semi-interactive method for tumor segmentation furnishes quite correct
results in CT and in PET images. This tumor segmentation is necessary in our approach
in order to introduce constraints that guarantee relevant deformations and improve non-
linear registration between anatomical and functional images.
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A non linear registration method
Registration of multimodal medical images is a widely addressed topic in many di®erent
domains, in particular for oncology and radiotherapy applications. The registration of
Computed Tomography (CT) and Positron Emission Tomography (PET) has signi¯cant
impact on improving medical decisions for diagnosis and therapy. Moreover linear reg-
istration is not su±cient to cope with local deformations produced by respiration. Even
with combined PET/CT scanners which avoid di®erences in patient orientation and pro-
vide linearly registered images, non-linear registration remains necessary to compensate
for cardiac and respiratory motions. A critical example occurs when a tumor is located
inside the lungs and there is a large volume di®erence between CT and PET images due
to the breathing. In this case, if the tumor is registered according to the transformation
computed for the lungs, it may take unrealistic shapes, such as shown in Figure 3.2. In
this case, two very di®erent deformations exist: the non-linear deformations of the lungs
due to the breathing and the linear displacement of the tumor during the breathing cycle.
Adding some rigidity constraints on the tumors, as illustrated in Figure 3.1, can avoid
undesired tumor misregistration. Thus, we have to account for di®erent deformations in
normal structures and in tumors, while ensuring continuity of the deformation ¯eld. An-
other goal is to preserve tumor geometry and, specially, intensity since it is critical for
clinical applications.
Two groups of landmarks in both images, which correspond to homologous points, are
de¯ned to guide the deformation of the PET image towards the CT image. The positions
of the landmarks are therefore adapted to anatomical shapes. The deformation at each
point is computed using an interpolation procedure based on the landmarks, on the speci¯c
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(a) (b) (c) (d)
Figure 3.1. From left to right: CT and PET original images; PET image registered without
tumor constraints; PET image registered with tumor constraints.
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Axial views Coronal views
Figure 3.2. Result of the non-linear registration without tumor-based constraints. The
absence of these constraints leads to undesired and irrelevant deformations of the pathol-
ogy. On the images of the ¯rst and third columns, the cursor is positioned on the tumor
localization in PET data, while in the second and fourth columns, it is positioned on the
tumor localization in CT data. This example shows an erroneous positioning of the tu-
mor and illustrates the importance of tumor segmentation and the use of tumor-speci¯c
constraints during the registration.
type of deformation of each landmark depending on the structure it belongs to (tumor
or lung), and weighted by a distance function, which guarantees that the transformation
will be continuous [MDCB06, MDCB05]. The nearer to the tumor the landmark is, the
smaller the deformation is. Globally a non-linear transformation has to be found, while
for some objects O1;:::;On0 (tumors in our application) speci¯c constraints have to be
incorporated. In our particular case, these objects undergo only a rigid transformation
between both images. The global transformation is then interpolated over the whole
image. We introduce the rigid structures constraints so that the non-rigid transformation
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is gradually weighted down in the proximity of objects O1;:::;On0.
3.1 Point based displacement interpolation
The ¯rst step in a point-based interpolation algorithm concerns the selection of the land-
marks guiding the transformation (Section 3.2). Homologous structures (landmarks on the
surface of the lungs) in both images are then registered. The resulting deformation will
be exact at these landmarks and smooth elsewhere, which is achieved by interpolation.
Let us denote by ti the n landmarks in the source image that we want to transform to
new sites ui (the homologous landmarks) in the target image. The deformation at each
point t in the image is de¯ned as:
f(t) = L(t) +
n X
j=1
bj ¾(t;tj) (3.1)
under the constraints
8i; ui = ti + f(ti): (3.2)
The ¯rst term, L(t), represents the linear transformation and the second term represents
the non-linear transformation of every point t in the source image.
The linear term { When n0 rigid objects (O1;O2;:::;On0) are present, the linear term
is a weighted sum of each object's linear transformation. The weights wi(t) depend on a
measure of distance d(t;Oi) from the point t to the object Oi as described in [LHH]:
wi(t) =
8
> > <
> > :
1 if t 2 Oi
0 if t 2 Oj; j = 1;:::;n0; j 6= i
qi(t) Pn0
j=1 qj(t) otherwise
where qi(t) =
1
d(t;Oi)¹ (3.3)
and ¹ = 1:5 for the work illustrated here. The smoothness of the interpolation is controlled
by the choice of this ¹. A value of ¹ > 1 ensures that the ¯rst derivative is continuous.
Therefore, for any point t we de¯ne our linear transformation as:
L(t) =
n0 X
i=1
wi(t)Li (3.4)
where Li; i = 1;:::;n0 are the linear transformations of the rigid objects. The closer t to
the object Oi, the more similar to Li its linear transformation is.
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The non-linear term { The non-linear transformation is based on a 3D Thin-Plate
Spline (TPS) [Boo]. It is, for a point t, the sum of n terms, one for each landmark. Each
term is the product of the coe±cients of a matrix B (that will be computed in order
to satisfy the constraints on the landmarks) with a function ¾(t;tj), depending on the
(normalized) distance between t and tj:
¾(t;tj) = jt ¡ tjj: (3.5)
This form produces better results for image registration than other radial basis functions
[WRB+]. However, di®erent functions could be used, as the one described by [LHH].
With the constraints given by Equation( 3.2), we can calculate the coe±cients bj of
the non-linear term by expressing Equation( 3.1) for t = ti. The transformation can then
be de¯ned in a matricial way:
§B + L = U (3.6)
where U is the matrix of the landmarks ui = (uix;uiy;uiz) in the target image (the con-
straints), §ij = ¾(ti;tj) (given by Equation( 3.5)), B is the matrix of the coe±cients
of the non-linear term bi = (bix;biy;biz) and L represents the application of the linear
transformations to the landmarks in the source image ti = (tix;tiy;tiz):
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From Equation( 3.6), the matrix B is obtained as:
B = §¡1(U ¡ L): (3.8)
The inverse matrix §¡1 can be computed with the Gauss-Jordan elimination algorithm.
For example once the coe±cients bi of B are found, we can calculate the general interpo-
lation solution for every point in R3 as shown in Equation( 3.1).
In order to introduce the constraints imposed by the rigid structure we modulate the
non linear term, in particular, in respect to the distance of the landmark to the rigid
object. If the landmark is on the tumor, then the non linear term is zero and only a
rigid deformation is computed. Moving away from the rigid object the non linear term
acquire importance proportionally to the distance from it. Figure 3.3 shows the result of
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a deformation with or without constraint on the tumor on synthetic images. It consists of
a simulation of a translation of the tumor and an expansive transformation, because lungs
in PET are usually smaller than in CT images.
(a) (b) (c) (d)
Figure 3.3. Results on synthetic images. We want to register two synthetic images.
The source image (with a grid) (a) is expanded and the tumor is translated (b).
Landmarks are located on the internal and external edges of the frame in grey (on the
corners and in the middle of the sides {in yellow{). The total number of landmarks
is 16 in both examples. We can see the di®erences between a registration with
constraint on the tumor (c) and without (d).
3.2 Landmarks detection
Landmarks are points of the images with speci¯c characteristics which make of them
interesting for a particular task. Landmarks can be uniformly distributed over the surface
of homologous objects or they can be detected based on points having speci¯c properties
(maximum of curvature, points undergoing the largest deformations, etc). In the present
work (introduced in [CMS+, MCS+]), we suppose that points with high curvature are
anatomical points of interest. Thus, the landmarks selection is automatic and based on
Gaussian and mean curvatures, according to the following steps:
1. compute curvature for each voxel of the lung surface;
2. sort voxels in decreasing order of absolute value of curvature;
3. select voxels based on curvature and distance criteria;
4. if a uniform selection is needed, then add voxels in areas with zero-curvature, i.e.
where no voxels have been considered as landmarks.
This algorithm is proposed in order to select particular voxels that provide relevant
information. Moreover, we intend to obtain an approximately uniform selection to take
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into account the entire surface of the lungs for computing the deformation. We ¯rst
compute two types of curvature, the mean one and the Gaussian one for the voxels on the
contours of the segmented lungs, then we consider the set of voxels in decreasing order of
absolute value of curvature and we chose only the voxels on the lung surface that have a
geodesic distance from the next voxel greater then a ¯xed threshold T. With this selection
process, some regions (the °attest) may contain no landmark, hence the addition of the
fourth step: each voxel on the surface with zero-curvature, whose distance from the next
selected landmark is greater then T, is considered as a landmark. Four variants are tested:
² mean curvature without uniform selection (Mea);
² Gaussian curvature without uniform selection (Gau);
² mean and Gaussian curvatures without uniform selection (Mea-Gau);
² mean and Gaussian curvatures with uniform selection (Mea-Gau-Uni).
When both mean and Gaussian curvatures are employed, we take alternatively a value
(that it has to be tested in order to consider it as a landmark or not) from the set of
voxels of mean curvature and the set of voxels of the Gaussian curvature. If the curvature
is equal to zero, the point is not selected. With this merging, neither mean nor Gaussian
curvature are favored. These strategies for landmarks selection are compared in Figure 3.4.
Results given by the two selection methods are di®erent, and it is interesting to combine
them as explained above. The fourth variant permits to add some points in locally °at
regions. In this work, we have tested and compared these four variants and more results
are presented in Tables 5.2 and 5.3.
In our application, as detailed above, we ¯rst de¯ne a set of landmarks on the surface of
the lungs on the CT image, because it has a much better resolution than the PET image.
Then, we calculate the corresponding points on the surface of the segmented lungs in PET.
This is automatically computed by using the Iterative Closest Point (ICP) algorithm [BM]
which avoids de¯ning by hand the landmarks on both images.
3.3 ICP method
As a ¯rst approach, we have used the ICP (Iterative Closest Point) by [BM]. This method
is based on the searching of the closest point on a geometric entity to a given point. It
always converges monotonically to the nearest local minimum of a mean square distance
metric and it works mainly in three phases:
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Mea Gau
NL = 3431 NL = 2885
Mea-Gau Mea-Gau-Uni
NL = 3484 NL = 3794
Same axial views of the lung
Figure 3.4. Selection of landmarks { In each image, the same regions are highlighted in
small rectangles (and respectively in large rectangles). In the large rectangle, there is no
landmark with Gau method whereas there are four landmarks with the Mea method. In
the fusion method (Mea-Gau), these landmarks are selected. In the small rectangle, no
landmark is selected with the mean and/or the Gaussian curvatures. However, a landmark
is added in this area with the Mea-Gau-Uni method.
² establish correspondence between pairs of features in the two structures that have
to be aligned based on proximity;
² estimate the rigid transformation that best maps the ¯rst member of the pair onto
the second;
² apply that transformation to all features in the ¯rst structure.
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These three steps are then reapplied until convergence is achieved. This method allows
Figure 3.5. Evidence of bad application of ICP method in case of very di®erent shape
(black and light blue): the incorrect correspondence founded is the red one and the desirable
correspondence is the green one. The ICP method gives priority to small displacement
between the two images, this is why the wrong correspondent is selected.
¯nding correspondences between CT and PET landmarks. However it has some draw-
backs that we have to take into account and that will in°uence the following registration
steps. In addition to the high computational complexity of the closest point operator,
it is important to underline that this algorithm is based on the geometry of the sets to
compare, in particular on the geometrical properties of the points (distances) and not on
their movement during a breathing cycle. Therefore it furnishes better results between
objects with similar shapes than between very di®erent objects. Thus, this choice does
not guarantee that the points correspond to the same anatomical reality as we can see in
Figure 3.5. For this reason a breathing model that allows computing the trajectories of
the nodes of the mesh during the respiration can ride over this problem. We will deepen
this topic in the next chapter.
3.4 Conclusion
The developed CT/PET registration method is adapted to pathological cases. In patho-
logical cases, most tissues undergo non-linear transformations due to breathing while tu-
mors remain rigid. This approach consists in computing a deformation of the PET image
guided by a group of landmarks and with tumor-based constraints. The algorithm avoids
undesired tumor misregistrations and it preserves tumor geometry and intensity. One
of the originalities of this method is that the positions of the landmarks are adapted to
anatomical shapes and they are de¯ned automatically in both images. The four variants
proposed to select landmarks are based on the de¯nition of curvature. The best variant to
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detect landmarks consists in uniformly selecting them by combining mean and Gaussian
curvatures. In PET the corresponding points are found by means of the ICP algorithm.
Moreover, this approach has the advantage that as the transformation near the tumor
is reduced by the distance weight, even if the tumor segmentation is not perfect, the
registration remains consistent and robust.
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Integration of a breathing model
in the registration process
In order to capitalize the complementary information that the two scan modalities (CT and
PET) return, one very valuable solution can be doing the registration of the images. In our
case, however, in which we have to analyze the pulmonary zone, some di±culties appear
because of the mobility of the scanned area due to the patient heart beat and respiration.
Usually CT acquisition takes a couple of seconds and, consequently, the patient can hold
the breath at two times, the end inspiration and the end expiration. Thus at the end of
the exam we have two quite di®erent images: this dissimilarity depends on the patient
pulmonary compliance. The length of a PET exam (approximately one hour) does not
allow breath holding to avoid motion artefacts, thus the result image is a mean of the
positions of the thorax during the scan. As we can see in Figure 4.1 CT and PET images
are quite di®erent and ¯nding correspondences between the CT image, that gives excellent
information about the localization of the tumor, and the PET image of the same area is a
di±cult task. For this purpose we use the ICP algorithm (Section 3.3) that is a geometric
method not very e±cient when the volumes of the lungs are di®erent in the PET image
and in the CT image. The image zone relative to the air in lungs is typically greater
in end inspiration CT image than in PET image; for the end expiration CT image it
varies from one patient to the other. If it were possible to have a continuous sequence
of CT images during the breathing cycle, we could use ICP method to match the most
similar CT image to the PET one and then the original CT image to the PET one. One
of the main contributions to this work is the integration of the breathing model in the
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registration procedure and the development of a complete processing sequence, one step
after the other.
(a) (b) (c)
Figure 4.1. CT images (a,b) corresponding to two di®erent instants of the breathing cycle
and PET image (c) of the same patient (coronal views).
4.1 Steps of the procedure with or without breathing model
To explain how to incorporate a breathing model in a multimodal image registration pro-
cedure, we show the computational work°ow of the complete algorithm in Figure 4.2. The
input consists of one PET volume and two CT volumes of the same patient, correspond-
ing to two di®erent instants of the breathing cycle (end inspiration and end expiration
collected with breath-hold maneuver). The preliminary step consists in segmenting lung
surfaces and, eventually, tumors on the PET data and on the two CT data sets. For
this stage, we use the mathematical morphology-based approach described in Section 2.2.
Then, a de¯ned number of CT images are created by means of a breathing model, the
closest CT to the PET is selected and ¯nally the registration step is completed. In the
rest of this chapter we describe how the registration between the PET volume and the
CT volume at end inspiration can be done: one method computes a direct registration
and the other one uses the closest CT image. In this case we have to determine how to
select the closest CT and which breathing model is used. Moreover we highlight how we
have resumed the two kinds of methods, how we have studied and chosen the criterion in
order to select the closest instant and we present an evaluation of the meshes resolution
generated by a physical-based breathing model.
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Registration
PET CT(s)
Segmentation (MPET) (M1;MN)
Breathing model (M1;:::;MN)
CT Selection (MC)
Landmarks selection
Computation of the PET deformation
(MRbm
PET(N))
Figure 4.2. Computational work°ow of the registration algorithm of CT and PET
volumes using a breathing model.
4.1.1 Registration without breathing model
The direct registration, denoted fRd, can be computed between MPET and the original
CT mesh MN (dashed line in Figure 4.3):
MRd
PET(N) = fRd(MPET;MN); (4.1)
where MRd
PET(N) is the result of registering the PET directly to the CT mesh MN. The
transformation fRd may be computed by any registration method adapted to the problem
(note that this could be done with another instant Mi).
4.1.2 Registration with breathing model
In the direct approach the deformation itself is not guided by any anatomical knowledge. In
addition, if the PET and the original CT are very di®erent, it is likely that this registration
procedure provides physically unrealistic results. To avoid such potential problems, once
the appropriate CT (MC) is selected, we compute the registration, fr, between the MPET
mesh and the MC mesh as:
Mr
PET(C) = fr(MPET;MC); (4.2)
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where Mr
PET(C) denotes the registered mesh. Then, the transformation due to the breath-
ing is used to register the PET to the original CT (continuous line in Figure 4.3) incorpo-
rating the known transformation between MC and MN:
©C;N = ÁN¡1;N ± ::: ± ÁC+1;C+2 ± ÁC;C+1: (4.3)
, where Ái;i+1 is the (simulated) CT mesh at instant i to the one at instant i+1, as provided
by the breathing model. We apply ©C;N to Mr
PET(C) in order to compute the registration
with MN:
MRbm
PET(N) = ©C;N(Mr
PET) = ©C;N(fr(MPET;MC)); (4.4)
where MRbm
PET(N) denotes the PET registered mesh using the breathing model.
... ...
M2 MN¡1
MPET
fRd(MPET;MN)
M1 (acquired)
Breathing
model
MN (acquired)
Á1;2
superimposed
Registration from PET
to CT original mesh
using the breathing model
Registration from PET to
CT original mesh
MC
ÁC;C+1 ÁN¡1;N ÁC¡1;C
MC and MPET
fr(MPET;MC)
Figure 4.3. Registration framework on PET (MPET) and CT mesh (MN) { The MC mesh
is the closest to the MPET mesh. We can register MPET to the MN mesh (original CT)
following one of the two paths.
We expose the steps necessary to include a breathing model in a registration method
once we have the segmented images, the meshes corresponding to the segmented objects,
the intermediate CT M1,...,MN from the breathing model and the closest CT to the PET
MC. The method used to chose the closest CT is explained in Section 4.2. The steps are
the following:
² curvature computation of the closest CT in order to select landmark points requested
by the registration method (Section 3.2);
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² estimation of corresponding landmark points between the PET mesh MPET and the
closest CT mesh MC using the Iterative Closest Point (ICP) algorithm (Section 3.3);
² tracking of landmark points from MC to the CT mesh MN. The computation of this
step depends on the type of breathing model. Here we use the physical breathing
model, described in Section 4.4, and in this case no additional computations are
needed as the correspondences between points are directly given by the breathing
model;
² registration of the PET and the original CT using the estimated correspondences
with the method summarized in Chapter 3.
We decided to implement two di®erent breathing models (BM), a physical one and
a intensity-based one. The two approaches are described in Sections 4.4 and 4.5. In
Table 4.1 we show all the steps we adopt in the case of using the physical breathing
model, the intensity-based breathing model and without breathing model. In the case of
the intensity-based BM, we have to add a segmentation step when we have generated the
CT volume, in order to calculate the CT meshes. In appendix (section Scripts scheme,
page 88) we detail all the technical points of each step.
4.2 Closest CT selection
By applying the continuous breathing model, we obtain di®erent instants of the breathing
cycle that are CT meshes in the case of physical-based BM and CT volumes, in the case
of intensity-based BM. For the following measures adopted to select the closest CT we
need to convert meshes into volumes. The measures that are usually proposed to compare
an object automatically segmented and an object manually segmented, compare the CT
lungs segmentations belonging to the breathing model with the PET segmentation.
Measures for volumes comparison { Here CT and PET represent the ¯lled volumes
of the segmented lungs, where CT is one of the n CT of the breathing cycle. jCTj
and jPETj stand for the cardinalities of the sets of voxels of the CT and PET image
respectively.
² False positive:
FP(PET;CT) =
jCTj ¡ jPET \ CTj
jPETj
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Using
physical-based
BM
Using
intensity-based
BM
Without BM
Segmentation
Lung and body segmentation
Tumor segmentation
Segmentation post-processing
Landmarks cor-
respondences
Lung images conversion to mesh -
CT meshes
generation with
physical BM
CT images
generation with
intensity-based BM
-
Conversion CT
meshes to volumes
-
Closest CT image selection -
-
Conversion CT
meshes to volumes
-
Curvature computation of the closest
CT mesh
Curvature
computation of the
end expiration CT
mesh
Find correspondences between closest
CT mesh and PET mesh with ICP
Find
correspondences
between original
CT mesh and PET
mesh with ICP
Find
correspondences
between closest CT
mesh and original
CT mesh
-
Registration
Registration using landmarks
Interpolation
Table 4.1. Steps of the procedure with the physical-based breathing model, the intensi-
ty-based model and without breathing model
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and false negative:
FN(PET;CT) =
jPETj ¡ jPET \ CTj
jPETj
² Percentage error with respect to PET:
PEPET(PET;CT) =
jPET [ CTj ¡ jPET \ CTj
jPETj
£ 100; or
PEPET(PET;CT) = [FP(PET;CT) + FN(PET;CT)] £ 100
and with respect to CT:
PECT(PET;CT) =
jPET [ CTj ¡ jPET \ CTj
jCTj
£ 100
² Intersection-union ratio between both volumes:
IUR(PET;CT) =
jPET \ CTj
jPET [ CTj
² Similarity index between both volumes:
S(PET;CT) =
2jPET \ CTj
jPETj + jCTj
² Sensitivity between both volumes:
SENS(PET;CT) =
jPET \ CTj
jPETj
² Speci¯city between both volumes:
SPEC(PET;CT) =
jPET \ CTj
jCTj
We want to ¯nd the CT segmentation whose di®erence between it and the PET seg-
mentations is the smallest. The false positive represents the voxels considered belonging to
CT lungs segmentation but not to PET one. The false negative represents the voxels con-
sidered belonging to PET lungs segmentation but not to CT one. These two parameters
can be referred both to PET or to CT. We can de¯ne also the percentage of error respect
to CT and the percentage error respect to PET: they give a measure of the di®erences
between CT and PET (and so a measure of error) with respect to the CT or the PET. For
all these parameters we look for the minimum. The intersection-union ratio shows how
much segmented volume is in common with respect to all the segmented volumes in both
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images. The higher this ration, the most similar the two volumes. The similarity index
is sensitive to variations in shape, size and position and a value of S > 0:7 indicates a
strong agreement. The value of S is equal to 1 when CT and PET totally overlap. The
sensitivity and speci¯city measures give additional information about how the overlap of
both structures is achieved. If the CT is much bigger than PET and PET segmentation
is entirely included in the CT one, this index is equal to 1, even if the CT has a too big
erroneous shape. For this reason we use carefully these two parameters.
Measures for surfaces comparison { To compare surfaces the following measures
can be used. Here, CT and PET represent the surfaces of the segmented lungs.
² Mean distance:
Dmean(PET;CT) =
1
2
[dmean(PET;CT) + dmean(CT;PET)]
with
dmean(PET;CT) =
1
jPETj
X
pet2PET
D(pet;CT)
where D(pet;CT) = [minct2CT d(pet;ct)], d is the Euclidean distance and pet and ct
are two points of respectively the PET mesh and the CT mesh.
² RMS (Root Mean Square):
DRMS(PET;CT) =
r
1
2
[dRMS(PET;CT)2 + dRMS(CT;PET)2]
with
dRMS(PET;CT) =
s
1
jPETj
X
pet2PET
D(pet;CT)2:
² Hausdor® distance:
DH(PET;CT) = max(dH(PET;CT);dH(CT;PET))
with
dH(PET;CT) = max
pet2PET
D(pet;CT):
As this measure is a maximum distance, it is a particularly severe evaluation which is
sensitive to \peaks" in the segmentation.
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Chosen criterion { Volumes comparison brings a lot of information about the simi-
larity of the two segmented objects but, in our method, we are particulary interested in
the shape of surfaces. As we have already mentioned, the Hausdor® distance is particular
sensitive to only one big error in the segmentation and, for the moment, we think that the
RMS distance is the most suitable criterion.
We suppose to have ten CT images between the CT at the end of the inspiration and
that one at the end of the expiration. We can numerate them with numbers between 1
and 10 so that the end expiration CT is the number 0 and the end inspiration CT is the
11. We calculate these measures for each of the ten couples nth CT - PET image and we
summarize in Table 4.2 the results obtained with the physical-based breathing model.
FP FN IUR S SENS SPEC PECT PEPET DRMS Dmean DH
0,209 0,077 0,528 0,691 0,923 0,753 60,7 57,02 11,618 9,215 45
01 10 01 01 10 01 04 01 01 01 01
Table 4.2. Minimum or maximum values of the volumes and surface measures (¯rst row)
and the corresponding CT instant (second row), for notations see Section 4.2. In this
example the closest instant is the 1.
As we can see the CT corresponding to the minimum FP parameter is the 1st instant,
but for the FN it is the 10th instant. We can more easily understand this situation looking
at Figure 4.4. As the false positive and the false negative, the sensitivity and speci¯city
(a) (b) (c) (d)
Figure 4.4. The circles represent the CT images and the polygons the PET images. The
FN are in green and the FP in blue. This example illustrates the fact that the closest
instant (b and d) can obtain the best percentage of FP compared to another instant (a and
c), whereas it can obtain the worst percentage of FN (b).
do not indicate which is the closest CT instant to the PET. These measures seem \too
sensitive" to speci¯c errors. The surface measures give us the information we are looking
for. We chose the The Root Mean Square (RMS) distance as the criterion to ¯nd the closest
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CT to the PET. So we denote denote the CT simulated meshes M1, M2,..., MN with
M1 corresponding to the CT in maximum exhalation and MN to maximum inhalation.
By using the breathing model, the transformation Ái;j between two instants i and j of
the breathing cycle can be noted as: Mj = Ái;j(Mi). We compare these CT meshes with
the PET mesh (MPET) based on the RMS distance. The mesh that minimizes RMS is
denoted as MC:
MC = argmin
i
DRMS(Mi;MPET): (4.5)
where
DRMS(Mi;MPET) =
r
1
2
[dRMS(Mi;MPET)2 + dRMS(MPET;Mi)2]
with dRMS(A;B) =
q
1
jAj
P
p2A D(p;B)2 and D(p;B) = [minq2B d(p;q)] with d the Eu-
clidean distance between two points p and q.
Once the closest mesh MC is found, the selection process is re¯ned between MC¡1
and MC+1 and a new closest mesh MC0 is computed. This iterative selection is repeated
until convergence, i.e. when the di®erence between two consecutive \closest meshes" is
lower than a threshold. For the moment, in this work, we tested the algorithm without
the re¯nement: a future work will be the implementation of this step.
4.3 Breathing models
Di®erent bio-mathematical formulations of the respiratory mechanics that describe the
human lung have been developed since the middle of the XXth century [Mea56, GRB77,
Cot93]. Such works led to an increased interest in obtaining objective, quantitative mea-
sures characterizing regional lung physiology and pathology. Lung deformations have
been studied for di®erent applications, in particular, for understanding pulmonary me-
chanics [GSH+, HCC+04, VAB+05] or for registering Magnetic Resonance Imaging (MRI)
images [RUHH00, SAG]. A recent study highlighted the e®ects of breathing during a non-
rigid registration process and the importance of taking it into account [SG]. Currently,
respiration-gated radiotherapies are being developed to improve the e±ciency of radiations
of lung tumors [Sar06, Bol06]. There exist several surveys about breathing models. For
instance, [GKS+] compare CT/PET registration results in di®erent breathing conditions,
[Mur] summarizes the existing techniques of tumor tracking for radiotherapy procedures
and [SG] study the breathing process and compare di®erent breathing cycles. There exist
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di®erent methods to take into account these movements in order to optimize the treatment
and reduce the dose:
² margin adaptation: the main di±culty of this approach is the de¯nition of these
margins. Too large margins increase the irradiation to healthy tissues whereas too
restricted margins might not cover all the pathological regions;
² patient breath-holding: in this approach the cooperation of the patient is needed
what can be an important constraint in some cases;
² gating: this method requires speci¯c synchronization systems in order to interrupt
automatically the patient's respiration;
² tracking: an important implementation e®ort is necessary for this kind of methods.
However, they are the most ambitious ones as they are the best ones in terms of
precision because they can predict the movement and follow the tumor by using a
breathing-based registration.
The breathing movement, moreover, can be taken into account at two di®erent levels
(see Table 4.3)
² during the reconstruction of the 3D volumes;
² during the radiotherapy treatment.
During CT acquisition, the 2D slices are acquired at di®erent instants of the breathing
cycle. If a breathing signal is recorded [WvM+05b], then it is easy to reconstruct the
3D volume by grouping the 2D slices corresponding to the same instant. If no breathing
signal has been acquired, it is necessary to estimate it by using the acquired data. [RSG,
RSBG06] do it by tracking points of interest and studying their trajectories. [RMD] add
a new term to a Maximum Likelihood Expectation Maximization (MLEM) algorithm in
order to account for breathing movement. In the case of the methods that account for
respiration during the treatment, we can ¯nd three di®erent kinds of techniques:
² active techniques: patient's breathing is controlled (the air°ow is blocked) by means
of a spirometer [ZKJ+03]. Then, the treatment can be synchronized with the breath-
ing cycle.
² passive techniques: external measurements are necessary in order to adapt radiation
protocols to the tumor's motion, for example passive \gating", which can be based
on the Active Breathing Coordinator (ABC), or an external landmark tracking or
an empirical model;
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² model-based techniques: a breathing model is implemented to evaluate lungs defor-
mations during the breathing cycle. It can be a geometrical or physical model.
In the literature we can ¯nd lots of breathing models, but only a few can be used
in a registration method. The two breathing models that we decided to use are the
[SBMG, SBA+] and [SPR] works. The former adapts volumes to their algorithm by
changing intensities in order to respect this assumption: intensity is conserved from one
image to another, but at a di®erent location. A registration of two CT images is done
by using a non-linear method and, ¯nally, an interpolation of the results to generate
intermediate instants of the breathing cycle. The latter is a physically-based deformation
method that theoretically is better adapted for simulating lung dynamics as it allows
precise generation of intermediate 3D lung shapes. A physical model is based on the
important role of air°ow inside the lungs. Based on medical image analysis, the spatial
air distribution inside lungs was shown to be dependent on the gravity and thus the
orientation of the subject. From the perspective of a physically-based deformation, the air
distribution de¯nes the force applied on the lung model and thus needs to be accounted
for. These models are easier to adapt to individual patients, without the need of physical
external adaptations for each treatment as in the case of empirical models. In this work,
the aim is to guarantee that physiologically plausible deformations are obtained during
registration, and to predict deformations during radiotherapy. For these reasons we use
the two methods mentioned above that will be presented in Sections 4.4 and 4.5.
4.4 Physical-based breathing model
This section is inspired by [SFD+]. The subject-speci¯c modeling approach used in this
work was previously discussed by [SFD+]. The components involved in this modeling and
visualization e®orts include:
1. Parameterization of PV (Pressure-Volume) data from a human subject [SFRD07,
SFT+] which acts as an ABC;
2. Estimation of the deformation operator from 4D CT lung data sets [SFH+, SFL+,
SPR, SID+07];
3. Optimization of the deformation computation on a Graphic Processing Unit (GPU)
for real-time purposes [SFR07].
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For the
reconstruction of
volumes
For adapting the radiotherapy treatment
With
signal
Without
signal
Active
Passive Model
Respiratory
\gating"
Tracking
Empirical
model
Geometrical
model
Physical
model
[CKRG96,
WvM+05a]
[RMD04,
SBMG06]
Active
breath
holding
[SBA+05]
[NEP+04,
SGB+00]
[MBT+,
NSSJ03,
RMZ01]
[SLT01,
SLT02]
[Nar01,
PaP97,
SFHR04,
SRIN03,
SFL+06,
TSS+01,
VHS98,
VB03,
WBKI00,
ZCCD06]
Table 4.3. Classi¯cation of the breathing models
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It is to be noted that while item 1 and 2 of the methodology are critical for the registration
of PET and CT, item 3 (done for real-time computation purposes) is only reported here for
completeness but is not required for the problem in this work. In step 1 a parameterized
PV curve, obtained from a normal human subject, is used as a driver for simulating the
3D lung shapes at di®erent lung volumes. In step 2, the computation takes as inputs the
nodal displacements of the 3D lung models and the estimated amount of force applied
on the nodes of the meshes (which are on the surface). The direction and magnitude of
the lung surface point's displacement are computed using the volume linearity constraint,
i.e. the fact that the expansion of lung tissues is linearly related to the increase in lung
volume [SFL+]. Displacements are obtained from 4D CT of a normal human subject. The
estimated amount of applied force on each node (that represents the air-°ow inside lungs)
is estimated based on a PV curve and the lungs' orientation with respect to the gravity,
which controls the air °ow. Given these inputs, a physics-based deformation approach
based on Green's function (GF) formulation is estimated to deform the 3D lung surface
models. Speci¯cally the GF is de¯ned in terms of (a) a physiological factor, the regional
alveolar expandability (elastic properties), and (b) a structural factor, the inter-nodal
distance of the 3D surface lung model (static). The coe±cients for the GF associated with
these two factors are computed by making two di®erent estimations of the GF using the
method discussed in [SFL+]. An iterative approach is employed and, at each step, the
force applied on a node is shared with its neighboring nodes based on a local normalization
of the alveolar expandability coupled with inter-nodal distance. The process stops when
this sharing of the applied force reaches equilibrium. At this point of equilibrium the force
shared by a node with its neighbors forms a row of the GF's transfer function estimation.
Once the deformation operator is estimated, we have the continuous breathing model.
Therefore, we can accurately generate di®erent intermediate instants (\snapshots") of
the breathing cycle, and generate simulated 3D CT meshes of the lungs. The transfer
function computed in this manner is anisotropic, which provides scope for modeling the
tumor-in°uenced 3D lung surface deformations. Validation of lung deformations using a
4D CT data set is described in [SFL+, San, SID+07]. The simulated lung deformations
matched the 4D CT data set with 2 mm average distance error.
Meshes resolution and nodes displacements { In this physical-based breathing
model we suppose straight trajectories: each point of each mesh moves towards its position
on the next mesh through a straight path. This is only a ¯rst approximation, because
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mesh nodes should follow a physiological deformation: non-straight line displacement
should not be neglected in the future. Also in the intensity-based model described in
Section 4.5 trajectories are assumed straight: thus comparing these two methods makes
sense. We validate the linearity assumption of the the physical-based breathing model
by verifying that the coe±cient of determination is in the neighbourhood of one and that
the residual sum of squares (RSS) is negligible. We show in Figure 4.6 the displacement
of one node across all the ten's meshes. For complete calculations we add a table in the
appendix, see page 85.
Figure 4.5. Displacement of a single node across 10 meshes for the physical-
based breathing model
We have also veri¯ed the meshes spatial resolution evaluating the surface of the trian-
gles of each mesh. The number of nodes is the same in all meshes, but the volume at the
10th instant is bigger than the volume at the 1st instant; so the resolution of the meshes
increases starting from the end inspiration towards the end expiration and for the end in-
spiration, in some cases, we can see that we have non satisfactory resolutions. In Table 4.4
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we can analyse the resolutions in one case. Even if the mean surface is satisfactory, the
max surface is high. We show other examples in Table 4.5. A further work is to improve
the computation of the meshes in order to get a better spatial resolution and do not lose
information.
Instant Min surface (mm2) Mean Surface (mm2) Max surface (mm2)
1 0,008343 1,6171 20,598
2 0,008514 1,6547 19,585
3 0,008788 1,7118 18,038
4 0,009153 1,7899 15,921
5 0,009584 1,8804 14,812
6 0,009993 1,9679 15,365
7 0,010333 2,0392 15,816
8 0,010569 2,0902 16,136
9 0,010723 2,1230 16,341
10 0,010819 2,1422 16,462
Table 4.4. Resolutions of the 10 instants of the physical-based breathing model
for patient 1 of Val-de-Gr^ ace Hospital; the end expiration instant is the 1st and
the end inspiration one is the 10th.
Figure 4.6. Axial and coronal views of the closest mesh for Val-de-Gr^ ace Hospital patient 3
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Min Surface
(mm2)
Mean Surface
(mm2)
Max Surface
(mm2)
Anderson Cancer Center
patient 1:
End Inspiration Instant 0 17,106 2060,500
End Expiration Instant 0,387 5,789 19,307
Closest Instant 0,387 5,789 19,307
Val-de-Gr^ ace Hospital
patient 1:
End Inspiration Instant 0,011 2,160 16,576
End Expiration Instant 0,013 1,824 15,723
Closest Instant 0,008 1,617 20,598
Val-de-Gr^ ace Hospital
patient 3:
End Inspiration Instant 0,149 2,744 13,950
End Expiration Instant 0,086 2,598 14,325
Closest Instant 0,108 1,993 20,286
Val-de-Gr^ ace Hospital
patient 5:
End Inspiration Instant 0 16,903 2488,000
End Expiration Instant 0,563 6,203 17,453
Closest Instant 0,004 6,239 134,740
Val-de-Gr^ ace Hospital
patient 12:
End Inspiration Instant 0 18,206 1810,400
End Expiration Instant 0,206 5,523 16,832
Closest Instant 0,206 5,523 16,832
Table 4.5. Resolutions of the meshes relative to the end inspiration instant, the end
expiration instant and the closest CT instant to PET for di®erent patients. The end
inspiration resolution is high.
4.5 Intensity-based breathing model
In this section we summarize the work of [SBMG], because we decided to compare it
with the physical-based breathing model (Section 4.4). The method of [SBMG] is based
on the physics of the image. A common point with the Santhanam's one is that, as a
¯rst approach to the problem, the trajectories of each point are assumed to be straight:
the deformation of CT lungs is linear and this approximation should not be neglected.
The goal in the work of [SBMG] is to generate arti¯cial intermediate CT images of the
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thorax between two instants of the breathing cycle, taking into account the changes in
lung densities during the respiration. Their technique is based on the registration of the
two original CT images by means of intensity information, in particular they want to
minimize an energy function composed by a term of deformation regularity and a term
of dissimilarity. Dissimilarity was measured by the sum of squared intensity di®erences
(SSD), that leads to the assumption that the intensity of a voxel that represents the
same point is conserved from one image to another, consequently they modify the density
(intensity) of the lungs in order to obtain a more e±cient rigid registration. After that,
they compute the intermediate instants by interpolating the deformation ¯eld. We give
the outlines of their method:
1. segmentation of the 3-D images into three regions labelled as air, patient and lung;
2. modi¯cation a priori of the lung density in order to take into account the density
decrease due to inhalation;
3. computation of a dense deformation ¯eld between two CT images by using an optical-
°ow-like approach, adapted for large deformations;
4. generation of the intermediate deformation ¯elds by linear interpolation and gener-
ation of intermediate 3D CT images by backward warping and Jacobian-based lung
density generation.
We describe each point in the next subsections, after which we introduce how we have
used this method for our purposes.
4.5.1 Pre-processing
In their work Sarrut et al. used three CT volumes acquired in breath-hold by means of
an ABC (Active Breathing Control) device that immobilizes the patient's breath during
the acquisition at prede¯ned respiratory levels. Each image set was acquired at 0.2l below
normal expiration , about 0.2l above normal inspiration and at the 70% of the total lung
capacity. The size of the volumes is very similar to our dataset (see the Appendix, section
Database, page 85). The ABC device leads, furthermore, to have several information about
the vital capacity, the residual functional capacity and the compliance and it records an
air-time signal, that is the air°ow (in liters) as a function of time (in seconds). This kind
of additive information allows associating each intermediate CT to a precise instant of the
breathing cycle.
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4.5.2 A priori lung density modi¯cation
The innovation of Sarrut et al. work is that they want to take into account the density
modi¯cation during the breathing cycle. As they used the SSD (Sum of Squared Dif-
ferences) as a dissimilarity measure, they support the intensity conservation assumption
(ICA): the intensity of each point is conserved from one image to the other but at a di®er-
ent position. A valid consideration is that the conservation of the intensity can be assumed
outside the lungs during the respiratory cycle, but not inside them, because of changing
of lung density, in particular because of decreasing of lung density in function of the air
inspired. Moreover, the thoracopulmonary compliance increases with the distance from
the lung apex, so the density changing is more important at the low lung zone because
of the more intense compliance there. For these reasons they propose to change the lung
density of one image so that the intensities of the two images are similar and the intensity
conservation assumption is granted. Let I1 and I2 be the two images to be registered and
½1(z) and ½2(z) the respective mean lung densities of the z slice. The arti¯cial change of
lung density of I1 according to the density of I2 is based on the di®erence between the two
mean densities ½2 and ½1:
I
0
1(x) = I1(x) + ½2(z2) ¡ ½1(z1); (4.6)
where I
0
1(x) is the image I1(x) with the new intensity values.
4.5.3 Deformable registration
In order to create several intermediate CT, they calculate the deformation ¯eld between
the two images (the image to deform I2 and the reference image I1) by means of the min-
imization of an energy function. This function takes into account two terms representing
the image dissimilarity and the deformation regularity. We consider u(x) the displace-
ment of a point x (IR3 to IR3) from one CT to another and Á(x) = x + u(x) the ¯nal
deformation, i.e. the ¯nal position of the points on the deformed image. By minimizing
the energy function, it is possible to obtain the displacement u(x) and consequently the
deformation Á(x) that lets deform our image. The dissimilarity term is shown in the
following equation:
SSD(I1;I2;Á) =
X
x
(I1(x) ¡ I2(Á(x)))2 (4.7)
Low dissimilarity values denote that the deformed image is close to the reference image.
The regularization term assures a spatial coherence of the displacement ¯eld: low values
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mean that the deformation is smooth or well-behaved. For this purpose they apply a
3-D gaussian ¯lter that allows a faster convergence for large displacements. In particular
they use the Deriche's recursive Gaussian ¯lter. They also propose an alternative term
of regularization, a linear elastic one, that constrains the vector ¯eld to be close to the
deformation of an elastic material. The minimization of the energy function was performed
by a steepest gradient descent method: it allows iteratively to calculate rL that is a term,
proposed by [PCA99], of correction of the displacement ui(x): it is an approximation of
a second-order gradient descent of the SSD and it limits the local displacement at each
iteration according to the ® value (see Equation 4.9). At each iteration, displacements
can be considered small, so in the rL expression it is possible to use indiscriminately the
gradient of image I1 or I2. In order to avoid computing at each iteration the gradient of
I2, a good solution is to replace it with the gradient of I1, calculating it only one time
outside the iterative cycle. We show in Equations 4.10 and 4.11 the local iterative update
scheme with the two regularizations: the Gaussian one (G) and the linear elastic (LE)
one. In their work thy experimented also a combination of the two terms (one after the
other).
argmin
u
Ã
X
x
(I1(x) ¡ I2(Á(x)))2 + Eregularization
!
(4.8)
rL(x;u) =
I1(x) ¡ I2(x + u(x))
krI1(x)k2 + ®2(I1(x) ¡ I2(x + u(x)))2rI1(x) (4.9)
(G) ui+1(x) = G¾(ui(x) + rL(x;ui)) (4.10)
(LE) ui+1(x) = ui + ²(°rL(x;ui) + (1 ¡ °)rLE(x;ui)) (4.11)
rLE(x;u) = (1 ¡ »)r(r ¢ u(x)) + »¢u(x) (4.12)
with ui the displacement ¯eld at the iteration i, u(x) the displacement at a voxel x,
rI1(x) the gradient of the deformed image I1 at the x voxel, G¾ the Gaussian kernel
with ¾ > 0 variance, LE the linear-elastic regularization operator, ° the tradeo® between
the regularization and the dissimilarity, ² > 0 the gradient descent step and » the tradeo®
between the Laplacian and the gradient of divergence.
4.5.4 Intermediate CT instant generation
In order to generate arti¯cial CT images corresponding to intermediate breathing state of
respiratory cycle, their ¯rst step is the generation of intermediate CT deformation ¯elds
and the second one is the image warping with a Jacobian-based density generation.
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Intermediate deformation ¯elds { With the displacement ¯eld u, that allows de-
forming I1 into I2 and the intermediate steps s 2 [0;1] between the two images, the
intermediate displacement ¯eld corresponds then to us = su. For example if we want
10 intermediate deformation ¯elds we chose s = 0:1 : this is clearly a linear interpolation
that do not consider real non linear deformation and the hysteresis phenomenon.
Jacobian-based intermediate density generation { They propose to change the
lungs density by interpolating start and end densities in order to take into account the
density change due to variation in air volume.
Thanks to the ABC device and to the relative available information, they can under-
stand the relation between the intermediate state s and a precise temporal instant of the
breathing cycle. In particular they use the air °ow signal, recorded by the ABD device,
that is the inhaled air volume as a function of time. For each intermediate CT image, i.e.
for each state s, they calculate the corresponding lung air volume Vs with Equation 4.13,
after this they look on the air °ow signal ay what time of the breathing cycle the calculated
air volume corresponds.
%airvolume = 1 ¡
HU ¡ HUair
HUwater ¡ HUair
(4.13)
4.5.5 Application of their model to our work
In their work they implement di®erent tests:
² inclusion or not of the a priori lung density modi¯cation step (Subsection 4.5.2);
² implementation of three variants of regularization (Subsection 4.5.3);
² inclusion or not of the Jacobian-based intermediate density generation step (Subsec-
tion 4.5.4).
They concluded stating a global better accuracy after the a priori lung density modi¯ca-
tion, even if for small deformation the improving was imperceptible. Also the Jacobian-
based intermediate density generation step improved lightly their results rather than
simple warping. Linear elastic and Gaussian regularizations led to comparable results.
Consequently, we decided our procedure steps. The pre-processing treatment with the
segmentation and the rigid registration are not necessary for us, because the segmenting
step is already included in the CT-PET deformable registration method (Chapter 2) and
our images are well aligned. However we evaluated the results of a landmarks-based rigid
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registration and we did not have any evident improvement. Moreover, we modi¯ed the
lung density of one image according to the density of the other. Since the two regulariza-
tion terms led to comparable results we decided to use ¯rst the Gaussian ¯lter. As a ¯rst
approach we did not implemented the generation of the intermediate densities because
not signi¯cantly results were obtained by [SBMG]. We summarize the preprocessing steps
used to implement the intensity-based breathing model:
² I1 and I2 images segmentation (already done in previous stages in the CT-PET
registration, see Chapter 2);
² mean intensity computation for each slice of I1 and I2;
² modi¯cation of the intensity of I2 according to the I1 intensity;
² displacements initialization (with the rigid registration or initialization at zero);
² ¯ltering of I2 in order to regularize the criterion to minimize;
² computation of I1 gradient (symmetric and asymmetric one);
First results and comments { To better understand the iterative procedure we tested
our algorithm in a 1D case, considering the deformed signal I2(x) = ¸x and the reference
signal I1(x) = ¸x¡x0. As we can see in Figure 4.7, the straight line is perfectly deformed;
the SSD converges correctly after about 140 iterations. Other simple cases, as very small
binary matrices, are not so e±cacious for a better comprehension of the problem, because
we fall in zero-deformation situations. We tested the registration algorithm with a 10£10
binary image in which only one pixel (with a zero value) should be deformed. The gradient
should be asymmetric in order to feel the presence of the pixel. Also in this case the image
is well deformed and it is the same as the reference one. We show the results in Figure 4.8.
Then we applied our algorithm to a slice of a CT image. We understand that a very
relevant role is played by the gradient in the iterative procedure. In Figure 4.9 we show
our ¯rst results.
We can do several observations about these results. The stop condition is that the
di®erence between the displacement at the iteration i and the displacement at iteration
i¡1 is smaller than a ² value (about 10¡3). Moreover, this is not su±cient: we have to add
a ¯xed maximum number of iteration. We adopt a very high number of iteration (about
8000), because a lower one gives worst results: we see more black pixels that correspond
to not deformed one. Consequently the computation time is quite high (20 minutes). We
tested our algorithm with di®erent types of gradient, but with the 2D real images the best
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(a) (b)
(c) (d)
(e)
Figure 4.7. Deformation of a 1D function with the based-intensity deformation ¯elds, with
the reference function in green, the function to deform in blue. The purple signal in (b)
and (c) shows the deformation (translation) at two instant of the iteration. In (d) the ¯nal
deformation. In (e) we can see the SSD convergence at about 140 iterations.
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(a) (b) (c)
Figure 4.8. Deformation of a 2D binary image with the based-intensity deformation ¯elds.
In (a) the image to deform, in (b) the reference image, in (c) the image (a) after deformation.
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results were obtained with the Sobel gradient (the convolution with the following matrix).
2
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We tested also the in°uence of the gaussian Deriche ¯lter but deformations after its
inclusion in the algorithm were too small, quite imperceptible, so we decided to do not use
any term of regularization at the moment. A simple gaussian ¯lter was also quite strong
and deformations were minimized. A further observation is that deforming I1 toward I2
was not the same that deforming I2 toward I1. Deforming the end expiration CT towards
the end inspiration CT leads to a more di±cult condition because of the increasing of
the pulmonary volume, so an additional interpolation is needful after this deformation.
Much more easy is deforming the CT with the biggest pulmonary volume (CT at end
inspiration) toward the CT with the lowest one (CT at end inspiration). We tried the
registration algorithm with a zero initialization of the displacement (instant i = 0) and
we tried also to put u0 as the value resulting from the rigid registration of the two initial
images (the image to deform and the reference one). This is useful when images are not
aligned, but in our case the kind of initialization did not change any results. Moreover, we
realized a 2D algorithm, even if the conversion to a 3D dimension is immediate. However
as we can see in Figure 4.9 the quality of the registration is not su±cient, an interpolation
is needful even in the easier case of warping the CT at end inspiration toward the CT at
end expiration.
Conclusions and future work { We implemented a registration method based on
[SBMG] work in order to perform the deformation ¯eld between two CT images acquired
at di®erent instant of the breathing cycle. This leads to the creation of several intermediate
CT, with a linear deformation of the warping map. The state of the art of the algorithm
allows warping 2D end inspiration CT image toward the 2D end expiration one, but an
improvement on this point should be done, because of the presence of non deformed pixel
or bad deformed one (see Figure 4.9, image (d)). An interpolation method, based on the
pixel's values of the image to deform, should be applied. After that, the linear creation
of the intermediate deformation ¯elds and the relative intermediate CT image creation
should be clearly easier. Then the steps for the integration of the breathing model in the
CT-PET registration are the following:
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Image to deform Reference Image
(a) (b)
Deformed image Deformed contours
(c) (d)
Figure 4.9. Deformation of a 2D slice with the based-intensity deformation ¯elds. In (a)
the image to deform, in (b) the reference image, in (c) the image (a) after deformation, in
(d) the contours of image (a) after deformation.
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² segmentation of all the intermediate CT instants;
² conversion of the segmented intermediate CT image into meshes;
² closest CT image selection;
² curvatures computations;
² landmarks detection based on the previous step;
² correspondences between landmarks on the closest CT - PET meshes computation
(with ICP);
² end inspiration CT and closest CT landmarks correspondences achievement from
the computed deformation ¯elds;
² PET image warping toward end inspiration CT image.
70Chapter 5
Comparison and results
In this part, we have treated more images than in [CMS+] in order to improve the evalu-
ation and we also propose our own analysis.
5.1 Registration results with introduction of physical-based
model
We ¯rst applied the algorithm on a pathological case exhibiting one tumor and on a
normal case [CMS+]. In both cases, we have one PET (of size 144 £ 144 £ 230 with
resolution of 4£4£4 mm3) and two CT volumes (of size 512£512£55 with resolution of
0:72 £ 0:72 £ 5 mm3) for each case, acquired during breath-hold in maximum inspiration
and in maximum expiration, from individual scanners. The breathing model was initialized
using the lung meshes from the segmented CT. Ten meshes (corresponding to regularly
distributed instants) were generated by the physical-based breathing model and compared
with the PET. Figure 5.1 shows the results of surface comparison between the PET surface
(MPET) and two instants from the CT data set: the closest (MC) and the end inspiration
(MN).
As illustrated in Figures 5.3 to 5.6 (images are provided in 2D for the sake of read-
ability), the correspondences between landmark points on the original CT and the PET
are more realistic in the results obtained with the breathing model than without model.
These landmark points have been selected using curvature as detailed in Section 3.2. For
example, it can be observed that the result of the registration by a direct method (Fig-
ure 5.6 (b)) produces unrealistic deformations in the region between the lungs. With the
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C(MC;MPET) = 12:1 C(MN;MPET) = 24:2
(a) (b)
Figure 5.1. Superimposition of the contours of the PET (black) and the CT lungs
(grey) at two instants of the breathing cycle: (a) MC, the closest instant, (b) MN,
the original instant (Section 4.2).
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Figure 5.2. Scheme of the evaluation
proposed algorithm (Figure 5.6 (c)), the result is visually more accurate. In Figure 5.4
the improvement of the results is clearly illustrated for the normal case in the region of
the right lung close to the liver. Using the model, the corresponding points represent the
same anatomical points and the uniqueness constraint is respected, leading to visually
better looking PET registered images. In particular, in the two illustrated cases, it can
be observed that the lower part of the two lungs is better registered using the breathing
model: the lung contour in the registered PET is closer to the lung contour in the orig-
inal CT. In the pathological case (Figure 5.5), the tumor is correctly registered and not
deformed. In summary, the results obtained with the proposed algorithm are physical-
based and more realistic than results obtained by registering the PET directly with the
original CT. These ¯rst results have been obtained by using landmarks determined by
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the combination of mean and Gaussian curvatures plus a uniform selection. This variant
provided visually better results; however, further validation is necessary. As we can see
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.3. Original PET (a) and CT (d,g) images in a normal case. The correspondences
between the selected points in the PET image and in the end inspiration CT image (g) are
shown in (b) for the direct method, in (e) for the method with the breathing model and
a non-uniform landmarks detection and in (h) for the method with the breathing model
and a uniform landmarks selection (corresponding points are linked). Registered PET is
shown in (c) for the direct method, in (f) for the method with the breathing model with a
non-uniform landmark distribution and in (i) for the method with the breathing model and
landmarks uniformly distributed.
in Figure 5.2, the evaluation of the registration can be done with the mutual information
theory estimating the dependence between the original CT (at the end inspiration for ex-
ample) and the registered PET. Although this method can be potentially very e±cient for
validation of PET-CT registration, it is also computationally expensive and complex. For
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(a) (b) (c)
Figure 5.4. Details of registration on the bottom part of the right lung, in a normal case:
(a) CT, (b) PET registered without breathing model, and (c) with breathing model. The
white crosses correspond to the same coordinates. The method using the breathing model
furnishes a better registration of the surfaces of the lungs.
these reasons and as a ¯rst approach, we use an evaluation stage composed of two di®erent
approaches: one semi-quantitative visual evaluation protocol based on a web interface and
one evaluation based on quantitative criteria.
5.1.1 Visual evaluation protocol
The visual evaluation protocol, conceived for the context of CT/PET registration of tho-
racic images, has been developed by [CR] in collaboration with the clinicians of the Val-
de-Gr^ ace Hospital in Paris. It consists of a visual evaluation for several reference points
inside the main structures. These reference points are the intersections of the contours
of the lungs with the rulers superimposed on the images (see Figures 5.7). The observers
have to estimate the registration error at each reference point. This error is classi¯ed as
\good registration" if is is inferior to 0.5 cm, \acceptable registration" if it is less than 1.5
cm or \unacceptable registration" when it is superior to 1.5 cm. This method provides
fast semi-quantitative measures of the precision of registration results. Inter-observers
variability is very low and this protocol is objective enough to be used for evaluating the
results. However it was developed for diagnosis purposes. Therefore, future work should
adapt the protocol for radiotherapy applications. Moreover, some of the aforementioned
methods could be used in order to improve the evaluation of the results.
5.1.2 Quantitative evaluation
We realize a quantitative evaluation of the registration, computing di®erent metrics (see
Section 4.2) in order to compare the volumes and the surfaces of the lungs segmented in
the original CT and the lungs segmented in the registered PET. Here, for this last step,
we have used the same approach as for segmenting the lungs in a PET image when the
corresponding CT image is available, i.e. when the images have been acquired with a
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.5. Original PET (a) and CT (d,g) images in a pathological case (the tumor is
surrounded by a white circle). The correspondences between the selected points in the PET
image and in the end inspiration CT image (g) are shown in (b) for the direct method, in (e)
for the method with the breathing model and a non-uniform landmarks detection and in (h)
for the method with the breathing model and a uniform landmarks selection (corresponding
points are linked). Registered PET is shown in (c) for the direct method, in (f) for the
method with the breathing model with a non-uniform landmark distribution and in (i) for
the method with the breathing model and landmarks uniformly distributed. In Figures (e)
and (h), it can be observed that landmarks are better distributed with a uniform selection.
CT/PET combined device (Chapter 2). As for original PET images, the segmentation of
the lungs is very challenging and, in addition to this, one could wonder if segmenting the
lungs in a deformed image has any sense. We ¯rst realized an evaluation by deforming the
segmented lungs in the original PET and then comparing the result of the registration with
the CT lungs. The results were less realistic because the uncertainty of the segmentation
in the PET (see Figure 5.8) is propagated by means of the transformation and errors are
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(a) (b) (c)
Figure 5.6. Details of registration in the region between the lungs, in a pathological case:
(a) CT, (b) PET registered without breathing model, and (c) with breathing model. The
white crosses correspond to the same coordinates. The method using the breathing model
avoids unrealistic deformations in this region.
cumulated along the whole process. In order to solve this problem, a fuzzy segmentation
of the PET lungs could be computed, what would improve the robustness of the evaluation
method.
Even if the segmentation of the lungs in the PET images (deformed or not) remains
challenging, the results illustrated here provide a ¯rst idea of the quality of the registration.
The metrics used to compare the volumes of the segmented lungs are: false positive
(FP), false negative (FN), intersection-union ratio (IUR), similarity index (S), sensitivity
(SENS) and speci¯city (SPEC). The criteria that compare the surfaces of the lungs are:
mean distance (Dmean), RMS (root mean square) distance (DRMS) and Hausdor® distance
(DH). They are de¯ned and explained in Section 4.2.
Tables 5.2 and 5.3 show the results of comparing the volumes and the surfaces of the
segmented lungs. Here MPET, MN and MC do not represent the meshes of the segmented
lungs but, for the sake of simplicity, they represent both their volumes and their surfaces.
For each patient, the ¯rst row, MPET-MN, compares the original CT lungs MN (in end
inspiration) with the original PET lungs MPET. The last row compares the PET lungs
MPET with the closest CT MC computed with the breathing model. The comparison
MPET-MC furnishes some reference values because we assume that the closest CT is the
one that ¯ts the best the PET among all the instants of the breathing cycle.
In the Tables 5.2 and 5.3, lines between MPET-MN and MPET-MC show the results of
comparing the segmented lungs in the registered PET images with the original CT MN,
which is the target image. We can expect to obtain similar results as the ones obtained in
the reference comparison MPET-MC. noBM-noUni means that we evaluate the results
of a registration that does not take into account the breathing model and that uses a
Mea-Gau point distribution (Chapter 3), which means that °at regions do not contain
any landmark. The method noBM-Uni, however, uses Mea-Gau-Uni for landmarks
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Registration with constraints
Registration using the breathing model
Figure 5.7. Illustration (axial and coronal views) of some results of the two registration
methods ready to be evaluated with our visual evaluation protocol. The improvements
are surrounded with white circles.
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Figure 5.8. Coronal (left) and axial (right) views of a PET image with the contours
of the segmented lungs superimposed. This ¯gure illustrates the uncertainty of the
segmentation in PET, as in several regions of the images it is very di±cult to verify
if the result is accurate or not.
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selection, in order to add some points of interest in °at regions of the surface of the lungs.
In Table 5.3, BM-noUni labels the results obtained with the approach that combines our
registration method and the breathing model, as described in Chapter 4. In this line,
the method for selecting the landmarks is Mea-Gau. BM-Uni means that the breathing
model and the method Mea-Gau-Uni are used. We add a Table( 5.1) in order to highlight
these notations.
Introduction of BM
Mean and
Gaussian
Curvature
Landmarks
Uniform Selection
noBM-noUni ¡ X ¡
noBM-Uni ¡ X X
BM-noUni X X ¡
BM-Uni X X X
Table 5.1. Explication of the notation
Our registration algorithm has been applied on 5 data sets coming from di®erent
medical centers. Each dataset is composed of one PET image and two CT images at
di®erent instants of the breathing cycle. The sizes of the CT images are typically of
512£512£Z or 256£256£Z voxels with Z varying from 52 to 137 and their resolutions
are dx £ dy £ 5 mm3 for the three directions of the space, with dx and dy varying from 0:7
to 1:5 mm. The sizes of the PET images are typically of 144£144£Z or 168£168£Z voxels
with Z varying from 202 to 329 voxels. Their resolutions are typically of 4 £ 4 £ 4 mm3.
We summarize in Table 4 in the Appendix (page 85) the complete database.
Figure 5.7 illustrates one example of result obtained with our registration method
with constraints with the visual evaluation protocol. In this example, the errors estimated
by the expert are good or acceptable in most cases. However, in the coronal views, the
error at the left superior chest wall and at the right inferior chest wall are unacceptable.
In Table 5.2, it can be observed that with our registration method the registered PET
lungs are much closer to the original CT lungs than the original PET lungs. Values of
the di®erent metrics computed for the registered images are much better than values in
MPET-MN and become similar to the values in line MPET-MC. In the case of patient 1
from Anderson Cancer Center and of patient 1 from Val-de-Gr^ ace Hospital the results are
even notably better than for MPET-MC. See, for example, the values of IUR and S, and
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the distances Dmean, DRMS and DH. For patient 12 from Val-de-Gr^ ace Hospital, among
all the lowest distance measures only the Dmean corresponds to the MPET-MC. In most
of the cases illustrated here, the landmarks selection method (noUni vs. Uni) does not
in°uence much the ¯nal comparison.
Comparison FP FN IUR S SENS SPEC
Dmean
(mm)
DRMS
(mm)
DH
(mm)
Anderson Cancer Center - patient 1
MPET-MN 0.64 0.08 0.56 0.72 0.92 0.59 11.91 14.76 54.00
noBM-noUni 0.29 0.08 0.71 0.83 0.92 0.76 6.17 9.41 44.00
noBM-Uni 0.30 0.08 0.71 0.83 0.92 0.75 6.17 9.35 44.00
MPET-MC 0.20 0.34 0.55 0.71 0.66 0.77 10.79 13.69 47.00
Val-de-Gr^ ace Hospital - patient 1
MPET-MN 2.86 0.04 0.25 0.40 0.96 0.25 29.46 41.20 143.00
noBM-noUni 0.33 0.15 0.64 0.78 0.85 0.72 7.21 10.37 48.00
noBM-Uni 0.33 0.15 0.64 0.78 0.85 0.72 7.00 10.16 52.00
MPET-MC 0.72 0.11 0.52 0.68 0.89 0.55 10.03 14.44 72.00
Val-de-Gr^ ace Hospital - patient 12
MPET-MN 1.74 0.20 0.29 0.45 0.80 0.31 29.42 43.66 141.00
noBM-noUni 0.99 0.04 0.48 0.65 0.96 0.49 11.46 14.65 52.00
noBM-Uni 1.03 0.04 0.48 0.64 0.96 0.48 11.82 15.12 56.00
MPET-MC 0.47 0.15 0.58 0.73 0.85 0.64 9.57 16.34 86.00
Table 5.2. Results of volume and surface comparisons for the segmented lungs in the CT
and in the registered PET computed with the registration method with constraints. In bold
letters we indicate the best results in the IUR, in the S and in among all the distances.
Moreover we show the improvement achieved by using the breathing model. A compar-
ison of the results without and with the model is shown in Figure 5.7 and in Table 5.3. As
commented before, the registration method without the breathing model furnishes quite
satisfactory results. Nevertheless, the results of the approach that combines the regis-
tration method with the breathing model are much better. In Figure 5.7 this is clearly
visible. For example, the region inside the big white circle is visually better registered.
The evaluation by the expert is better in the case where the breathing model is used.
The improvements are marked with white circles in the ¯gure. In particular, one of the
reference points with unacceptable results has become acceptable and the accuracy of the
registration in order regions have been notably improved.
In Table 5.3 we compare the results of our registration method without and with the
breathing model. Again, it can be observed that the breathing model allows to compute
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more accurate results for these two patients. For instance, for patient 3 from Val-de-Gr^ ace
Hospital, which is a healthy case without a tumor in the lungs, the values of both FP and
FN are reduced with the breathing model approach. The values of IUR and S are even
higher than for the case MPET-MC, and the distances measures are lower. Patient 5 from
Val-de-Gr^ ace Hospital is a pathological case including one tumor in the lungs. The results
in this case, in contrast with patient 3, are specially improved with a pseudo-uniform
landmark selection combined with the registration method that includes the breathing
model (BM-Uni). In particular, IUR, S and the mean distance Dmean are very close to
the values obtained for MPET-MC.
Comparison FP FN IUR S SENS SPEC
Dmean
(mm)
DRMS
(mm)
DH
(mm)
Val-de-Gr^ ace Hospital - patient 3
MPET-MN 0.99 0.12 0.44 0.62 0.88 0.47 18.61 28.32 123.00
noBM-noUni 1.45 0.01 0.40 0.57 0.99 0.40 15.73 20.73 79.00
noBM-Uni 1.45 0.01 0.40 0.57 0.99 0.40 15.65 20.63 78.00
BM-noUni 0.82 0.02 0.54 0.70 0.98 0.54 11.36 16.38 74.00
BM-Uni 0.82 0.02 0.54 0.70 0.98 0.55 11.23 16.20 72.00
MPET-MC 0.45 0.36 0.44 0.62 0.64 0.59 15.17 18.80 79.00
Val-de-Gr^ ace Hospital - patient 5
MPET-MN 1.37 0.07 0.39 0.56 0.93 0.40 18.95 27.70 101.00
noBM-noUni 1.64 0.03 0.37 0.54 0.97 0.37 17.68 26.48 125.00
noBM-Uni 1.65 0.03 0.36 0.53 0.97 0.37 17.86 26.88 125.00
BM-noUni 1.83 0.05 0.33 0.50 0.95 0.34 15.20 23.72 109.00
BM-Uni 1.40 0.05 0.40 0.57 0.95 0.41 13.74 21.38 96.00
MPET-MC 0.47 0.38 0.42 0.60 0.62 0.57 13.77 17.97 78.00
Table 5.3. Results of volume and surface comparisons for the segmented lungs
in the CT and in the registered PET computed with the registration method
including the breathing model.
5.2 Conclusion
In this chapter, we described the results coming from the combination of the CT-PET
landmark-based registration method and a breathing model in order to guarantee physio-
logically plausible deformations of the lung surface. Pursuant to the results, we can con-
clude that the registration algorithm furnishes correct results and that they are improved
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by the use of the breathing model. However, several points about possible improvements
of the methodology have to be discussed.
² Here we have shown the results of comparing the volumes and the surfaces of the
lungs segmented in the original CT and the lungs segmented on the registered PET.
One could wonder if segmenting the lungs in a deformed image has any sense. We
¯rst realized an evaluation by deforming the segmented lungs in the original PET and
then comparing the result of the registration with the CT lungs. This furnished less
realistic results because the uncertainty of the segmentation in the PET is propagated
by means of the transformation and errors are cumulated along the whole process.
One improvement for this problem could be to use a fuzzy segmentation of the PET
lungs, which would represent better the challenge of this task. Then this fuzzy
segmentation could be deformed with the registration transformation. A gain in
robustness can be expected.
² In some of the registered cases, the heart of the PET image has been deformed in an
unrealistic way. This is due to the fact that our method constrains the surfaces of the
lungs and the tumor, but the deformation in the rest of the images is not precisely
constrained. A solution for this would be to take into account the heart as a rigid
structure as we can consider that its shape does not vary much during breathing.
The cardiac cycle cannot be taken into account here because the heart in the PET
image can be considered as an average image during acquisition time. The method
for heart segmentation proposed in [Mor07] can be extended to PET images and
then the inclusion of this organ in the registration method will be straightforward
since the registration method proposed in Chapter 3 can deal with several objects
on which particular transformations are imposed.
² A detailed study should be carried out in order to identify all sources of imprecision.
For instance, the conversion from volume to mesh and from mesh to volume implies
some error in the total volume of the objects. The inaccuracy of the segmentation,
due to the partial volume e®ect in particular, as well as the interpolation of the
deformed images also introduce some imprecision that should be quanti¯ed.
² Evaluation of registration results is not easy. Even with the de¯ned metrics it is
not obvious to know which measure is more adapted to the comparison. For this
reason, a speci¯c combination of the proposed criteria could be de¯ned in order to
decide quantitatively which result is the best. For example, the approach proposed
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by [Cha] could be used. She establishes a classi¯cation based on the average of the
ranks associated to each criterion.
² The evaluation stage has to be improved with more datasets and more tests in order
to compare in detail some steps of the method. For example, we have compared
here two di®erent distributions of landmarks but there are other possible manners
of selecting features: randomly, homogeneously, using points with high displacement
during the breathing cycle, etc. The in°uence of the number of landmarks should
also be studied.
² The evaluation protocol designed for the evaluation of registered images has not
been conceived to take into account pathological cases. The web interface can be
improved in collaboration with radiologists so that it ¯ts better their requirements
and their expertise to evaluate speci¯cally tumor registration.
² In addition, the evaluation should be realized by a group of medical experts and
radiologist in order to validate the proposed approach.
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This work presents the personal contributions to the ANR MARIO project in combining
information coming from PET and CT images. The contributions are distributed in
di®erent steps of the project. For the segmentation, we have proposed improvements
of the method. For the registration, we have particularly worked on the introduction of
breathing models. We have presented and studied them by collaborating with the medical
team of the ODALab and by implementing an intensity-based one. Finally, the evaluation
part has also been improved. A lot of technical details are given in the appendix.
Some perspectives are now given. For the postprocessing phase of the lungs segmen-
tation the proposed method allows separating the segmentation of the left lung from the
right one and eliminating the segmentation of the trachea, but we have a lack of accu-
racy that should not be present. The postprocessing step of tumor segmentation improves
signi¯cantly the segmentation. This algorithm could be ameliorated in order to furnish
robust results for all the situations, overall when the tumor is in contact with the walls of
the lung or if it has an important size or contains a necrosis.
A future work about the registration method could be the re¯nement of the deformation
model using patho-physiological conditions and including a more precise characterization
of the tumor movement and its in°uence on the breathing. The interpolation of the
resulting image does not furnish visually optimal results in all cases. To avoid this problem,
the inverse transformation should be computed by interpolating directly in the source PET
image.
For the landmarks selection, other curvature operators can be used: for example, the
multiplication with the gradient magnitude improves the results as concluded by [HRS].
Another improvement would be the selection of landmarks including points undergoing
important displacements during the respiration, and making these points guide the regis-
tration procedure.
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For the selection of the corresponding points on the surface of the lungs in PET, an
improved ICP algorithm [ALDL] could be used.
In order to ameliorate the registration we have introduced a breathing model. This
guarantees that the deformations are more realistic compared to a geometrical approach.
We have used the RMS distance which is a global criterion that does not take into account
local di®erences or similarities between the surfaces, a di®erent solution could be found
for the selection of the appropriate \closest CT". This improvement can be determined
with the study made in Section 4.2 of this report. The validation of the breathing model
in pathological cases should be task-based performance on a clinical problem.
Finally, it is necessary to carry out a detailed study of the rigidity properties of the
tissues surrounding a pathology. As a ¯rst approach, the assumption is that the rigidity
of the tissues decreases with the distance to the tumor. Replacing the distance by another
function would then be straightforward using our formulation. Moreover, a powerful soft-
ware tool for clinical applications could be integrated in order to \make breath" the PET
image so that any instant of a 4D CT (or a simulated 4D CT) has its corresponding PET.
This would notably ease the tracking of the really pathological tissues during treatment.
Moreover, it would be very useful in radiotherapy planning in order to de¯ne with a better
precision the areas to be irradiated and reduce security margins, which is the main goal
of the work presented here.
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I Database
CT Size
CT
Resolution
(mm)
PET Size
PET
Resolution
(mm)
Anderson Cancer
Center - patient 1
512x512x138 0.98x0.58x5 168x168x329 4x4x3
Val-de-Gr^ ace
Hospital - patient 1
512x512x52 0.72x0.72x5 144x144x230 4x4x4
Val-de-Gr^ ace
Hospital - patient 3
256x256x55 1.41x1.41x5 144x144x230 4x4x4
Val-de-Gr^ ace
Hospital - patient 5
256x256x60 1.46x1.46x5 144x144x201 4x4x4
Val-de-Gr^ ace
Hospital - patient 12
512x512x55 0.75x0.75x5 144x144x230 4x4x4
Table 4. Size of the images of the database and their pixel spatial resolution
II Validation of linear trajectories
We have chosen 5 random points of the end expiration mesh and we have followed its
path across the ten meshes, until the end inspiration instant. We show for each point of
each mesh the x, y and z coordinates (¯rst, second and third columns), the new estimated
coordinate according to a straight line (fourth column) and the squared di®erence between
the old and the new coordinate (¯fth column). S is the sum of the squared residuals that
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(a)
(b)
(c)
(d)
(e)
Figure 9. (a) Anderson Cancer Center - patient01, (b) Val-de-Grace - patient01, (c)
Val-de-Grace - patient03, (d) Val-de-Grace - patient05, (e) Val-de-Grace - patient12
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we can consider negligible. The determination's coe±cient is towards 1.
S =
n X
i=1
(yi ¡ f(xi))2 R2 =
P
i(y0
i ¡ ¹ y)2
P
i(yi ¡ ¹ y)2
Point 51683
x z y y0 (y ¡ y0)2
30,97 -85,5 39,53 39,53 4,06E-08 Slope m1 -0,95
31,27 -84,72 38,97 38,96 4,89E-09 Slope m2 0,56
31,72 -83,56 38,11 38,11 3,67E-07 Intercept -59,30
32,33 -82 36,97 36,97 2,03E-07 R2¡determination's coe±cient 1
33,02 -80,22 35,67 35,67 4,2E-09 S = Sum of the squares of the residuals 6,64E-07
33,66 -78,56 34,45 34,45 7,41E-09
34,18 -77,22 33,47 33,47 6,54E-09
34,55 -76,28 32,78 32,78 1,68E-08
34,78 -75,68 32,35 32,35 1,24E-08
34,91 -75,33 32,09 32,09 1,05E-09
mean! 35,439 35,44
Point 16078
x z y y0 (y ¡ y0)2
-34,04 -7,22 33,56 33,56 1,56E-08 Slope m1 -0,36
-34,38 -5,10 32,94 32,94 1,71E-08 Slope m2 -0,40
-34,90 -1,92 32,02 32,02 1,71E-09 Intercept 17,54
-35,59 2,33 30,77 30,77 7,21E-08 R2¡determination's coe±cient 1
-36,38 7,16 29,36 29,36 5,58E-08 S = Sum of the squares of the residuals 1,96E-07
-37,12 11,71 28,03 28,03 5,56E-09
-37,72 15,35 26,97 26,97 6,54E-09
-38,13 17,91 26,22 26,22 2,12E-08
-38,40 19,54 25,75 25,75 2,60E-10
-38,55 20,49 25,47 25,47 8,26E-12
mean! 29,11 29,11
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Point 63475
x z y y0 (y ¡ y0)2
-87,58 28,85 -26,04 -26,04 1,93E-09 Slope m1 -0,57
-88,52 31,78 -27,13 -27,13 1,21E-07 Slope m2 -0,62
-89,93 36,18 -28,77 -28,77 9,10E-08 Intercept -63,82
-91,82 42,07 -30,96 -30,96 2,68E-08 R2¡determination's coe±cient 1
-93,96 48,74 -33,45 -33,45 1,69E-07 S = Sum of the squares of the residuals 5,44E-07
-95,97 55,04 -35,79 -35,79 1,21E-08
-97,59 60,07 -37,67 -37,67 1,18E-09
-98,72 63,61 -38,99 -38,99 1,06E-07
-99,44 65,87 -39,83 -39,83 1,86E-09
-99,86 67,18 -40,32 -40,32 1,27E-08
mean!33,89 33,89
Point 47558
x z y y0 (y ¡ y0)2
126,29 20,22 -44,75 -44,75 4,58E-08 Slope m1 -0,45
127,65 23,03 -45,98 -45,98 4,08E-09 Slope m2 0,03
129,69 27,26 -47,82 -47,82 1,19E-09 Intercept -39,64
132,42 32,92 -50,28 -50,28 3,35E-07 R2¡determination's coe±cient 1
135,52 39,34 -53,08 -53,08 8,61E-08 S = Sum of the squares of the residuals 6,63E-07
138,44 45,39 -55,71 -55,71 2,88E-10
140,78 50,22 -57,82 -57,82 2,47E-08
142,42 53,63 -59,30 -59,30 1,27E-07
143,46 55,79 -60,25 -60,25 5,98E-09
144,07 57,06 -60,79 -60,79 3,28E-08
mean! -53,58 -53,58
III Scripts scheme
We summarize the description of each script and we show the main function used in. They
are subdivided in three parts (Part1.sh, Part2.sh and Part3 BM.sh or Part3 noBM.sh):
after each part the user interaction is necessary.
We call starting images as CT1 (the CT at end expiration), CT2 (the CT at end
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CT1, CT2, PET, PETTR
A1 segmentation.sh
A2 tumor segmentation.sh
B segmentation postprocessing.sh
C conversion to mesh.sh
D meshes generation.sh
E several instants to volumes.sh
F lungs separation and cropping.sh
M1 registration using landmarks.sh
Fbis lungs cropping.sh
M1bis registration using landmarks.sh
M2 interpolation.sh
M2bis interpolation.sh
N Evaluation.sh
N Evaluation.sh
Registered PET using BM Registered PET without BM
selected volume.sh
I curvature computation for
Ibis curvature computation for
selected volume.sh
J point correspondence
selectedCT-PET with ICP.sh
Jbis point correspondence
originalCT-PET with ICP.sh
K point correspondence
selectedCT-originalCT.sh
Figure 10. General scheme of the scripts involved in all the registration procedure. We
distinguish two types of methods: with and without breathing model.
inspiration), PET (the emission PET), PETTR (the transmission PET). One more ¯le
(extension .APC) for each starting image (except for the PETTR image) is necessary and
it contains the coordinates of the tumor.
² Part1.sh
A segmentation.sh : segmentation of body and lungs.
Functions: t segment
Output images folders: results/lungs and results/bodies folders
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A2 tumor segmentation.sh : tumors segmentation and the relative postprocess-
ing step.
Functions: TumorSegmentation and TumorPostTrait.sh
Output images folder: results/tumor folder
Now the user has to verify that lungs segmentation is correct, he has to look
at the 6 last output images and to chose the bests one and to rename them as
CT IMAGE tumor ok, for example.
² Part2.sh
B segmentation postprocessing.sh : the postprocessing step of lungs and tu-
mors segmentation are performed. The main operations done are the separa-
tion of the lungs, the elimination of the trachea segmentation and the addition
of the tumor segmentation to the lungs segmentation.
Functions: t binDilateR, t holeFill, t binErodeR, t voxels, separate lungsCT.sh,
separate lungsPET.sh
Output images folder: results/lungs folder
Now the user has to verify that lungs are separated. If not, he has to adapt the
B segmentation postprocessing.sh script for the new patient, varying RADIUS
parameter. Next, decide if performing registration with or without BM and run
the appropriate script. In case of BM, put the closest mesh, the end inspiration
mesh and the end expiration mesh in a folder named results/meshes/bm.
² Part3 BM.sh
C conversion to mesh.sh : conversion of the images with the segmentation of
the lungs from volumes (.ima/.dim) into meshes (.tri).
Functions: AimsFileConvert and AimsMeshBrain
Output images folder: results/meshes folder
D meshes generation by Anand.sh : all the meshes at the previous step are
moved in the C original meshes folder. The conversion of the meshes coming
from the breathing model from .txt into .tri format is performed.
Output images folder: results/meshes folder
E several instants to volumes.sh : conversion of the closest CT mesh, coming
from the BM, into a volume.
Functions: t tri2o® , t traceMeshOnVolume, t holeFill, separate lungsCT.sh
Output images folder: results/lungs and results/meshes folder
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F lungs separation and cropping.sh : creation of a black empty image in case
of health patient (no tumor segmentation). All images resolutions is equalized;
images are cropped and cut in order to have all the same size.
Functions: t equalizeResolutions, t voxels, AimsResample, t BoundingBox,
t roi
Output images folder: results/lungs and original images folder
I curvature computation for selected volume.sh : computation of the mean
and Gaussian curvatures of the closest CT mesh and select among the points
of the contour of the closest CT volume the appropriate landmarks. The fusion
of the two types of landmarks selection is done with the addition of points with
curvature equal to zero.
Functions: AimsFileConvert, AimsCurvature3d, t contour, t selection, t fusion
Output images folder: results/curvature folder
J point correspondence selectedCT-PET with ICP.sh : addition of a bor-
der to the images in order to avoid points going out of them. Next the trans-
lation of the landmarks according to the added borders and the computation
of the points on the PET contour corresponding to the points on the closest
CT contour (ICP). Finally another translation to obtain the landmarks on the
original images (without the border)is done.
Functions: my Add Border, t translate landmarks, my ICP
Output ¯les folder: results folder
K point correspondence selectedCT-originalCT.sh :
computation of the points on the CT contour (at end inspiration) corresponding
to the points on the closest CT contour.
Functions: AimsMeshTransform, t ¯ndCorrespondentPointsWithBM,
draw correspondences
Output images folder: results/lungs and results/meshes folder
M1 registration using landmarks.sh : registration of the original PET image
towards the original end inspiration CT image.
Functions: t def rigid struct
Output images folder: results folder
M2 interpolation.sh : the trilinear interpolation of the registered PET image is
performed.
Functions: t interpolation, t components, t threshold, t binCloseR
92Appendix
Output images folder: results folder
M3 registered PET segmentation.sh : segmentation of the registered PET im-
age.
Functions: t segmentPET-REG
Output images folder: results folder
N Evaluation.sh : computation of the distance between the segmented pet regis-
tered without uniform repartition and the original segmented CT, the distance
between the segmented pet registered and the original segmented CT, the dis-
tance between the segmented pet original and the segmented end inspiration
CT and the distance between the segmented pet original and the segmented
closest CT.
Functions: t evalQuant
Output images folder: results folder
² Part3 noBM.sh
Fbis lungs cropping.sh : equalization of the resolutions; cropping and cutting
images are performed in order to have all the same size.
Ibis curvature computation for selected volume.sh : the selected volume in
this case is the end expiration CT volume.
Jbis point correspondence originalCT-PET with ICP.sh : correspondences
are computed between the CT (at end inspiration) and the PET.
M1bis registration using landmarks.sh : see
M1 registration using landmarks.sh.
M2bis interpolation.sh : see
M2 interpolation.sh.
M3bis registered PET segmentation.sh : see
M3 registered PET segmentation.sh.
N Evaluation.sh : see N Evaluation.sh.
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