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Abstract In this study, a pure Lagrangian algorithm for numerical simulation of fluid-structure interaction
problems is proposed based on the Smoothed Particle Hydrodynamics (SPH) method. A new treatment
of boundary conditions at the interfaces is introduced that provides the possibility of simultaneous
integration of governing equations for all particles, regardless of its material type. The proposed algorithm
is capable of dealingwith large deformations of hypo elastic solids. Themethod is validated by comparison
of numerical results with other numerical simulations and also examining the consistent behaviors of the
algorithm for different parameters.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Recent developments in science and engineering increase
the need for modeling problems with more than one physic
at a time. Fluid-Structure Interaction (FSI) is a multi-physics
phenomenon in which the pressure and viscous stresses of the
fluid cause a considerable deformation in the solid boundary,
which in turn affects pressure, velocity and stress in the fluid.
FSI is encountered in many of today’s engineering areas, such
as flow induced flutter in aerodynamics, heart and arterial
design and simulation in biomechanics, parachutes and airbag
modeling in related industries [1–5].
A vast variety of methods have been proposed so far to
deal with FSI problems. However, these methods usually use
one of the conventional ‘‘monolithic’’ or ‘‘partitioned’’ method-
ologies. In the first approach, the fluid and solid equations
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Open access under CC BY-NC-ND license.are discretized and solved simultaneously, while in the sec-
ond approach, the fluid equations are solved, first, to obtain
the pressure and stresses at the solid boundaries. Then the cal-
culated stresses are used as boundary conditions to solve the
solid equations and obtain displacements. Finally, from calcu-
lated displacements, the new computational domain is defined
in which the fluid equations are again solved. For fully coupled
problems in a single time step, the partitioned approach can be
performed iteratively to transfer information from one media
to another until both sets of equations are converged simulta-
neously within a prescribed tolerance [6].
Two different formulations may also be used for FSI equa-
tions. In the first formulation, an arbitrary Lagrangian–Eulerian
formulation is employed for the fluid region, while the struc-
ture is modeled by a pure Lagrangian formulation [7–10]. In the
second formulation, an immersed boundary technique is used
in which a fixed Eulerian mesh is employed for the fluid and a
Lagrangian mesh for the solid, and the Lagrangian solid mesh is
allowed to move in the fluid region [11–14].
It is clear that the main drawback of mesh-based Lagrangian
methods is that for many problems involving large deforma-
tions, the high distortion of Lagrangian elements can be prob-
lematic. This reduces the accuracy of the solution in regions
with distorted elements and ultimately terminates computa-
tion due to an invalid mesh. One remedy to get around this
difficulty is to redefine periodically the nodal connectivity.
Eventually, when some element reaches a critical strain, per-
forming a re-meshing stage is inevitable. Therefore, the com-
putational effectiveness of many mesh-based algorithms for
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ρ Density
v Velocity
x Coordinate
σ Stress tensor
p Pressure
τ Deviatoric stress tensor (for both fluid and solid)
µ Viscosity
ε Strain rate tensor
ω Rotation rate tensor
δ Kroneker delta
G Solid shear modulus
W Weight function
m Mass
h Smoothing length
s Distance
Π Artificial viscosity
R Artificial stress
f n Coefficient for artificial stress
e Constant for artificial stress
E Modulus of elasticity
ϕ Variable used for artificial viscosity
α, β Constant used for artificial viscosity
c Speed of sound
η Small constant
γ Constant for EOS
δt Time step
ζ Variable used in computation of time step
κ Constant used in computation of time step
1v XSPH velocity
θ Constant for XSPH velocity
ψ Coloring function
n⃗ Normal vector
Subscript and superscripts
MLS Moving least squares
SHEPARD Shepard kernel
i, j Coordinate directions
k Dummy for summation
a Target particle
b Neighbor particle
∗ Dimensionless
s Solid
f Fluid
G Ghost
w Wall
n Normal direction
t Tangential direction
A Phase A
B Phase B.
problems with large deformations is highly affected by these
mesh associated problems.
Recently, mesh-free methods have been given special
attention, for simulation of problems with moving boundaries.
Development of these methods brings about some opportunity
to overcome some of the aforementioned problems. One
of these methods is the so-called Particle Finite Element
method, which uses a general Lagrangian formulation in a
unified manner for fluids and solids, while each phase has
its own sub domain [15,16]. Another approach is to usea pure mesh-free method. Among the mesh-free methods,
Smoothed Particle Hydrodynamics has receivedmore attention
due to its generality. SPH was first introduced by Gingold and
Monaghan, and individually by Lucy, to simulate astrophysics
problems [17,18], and it was used in a vast variety of problems
in fluid and structural dynamics [19–25]. Recently, SPH has
also received some attention in the FSI community. Anghileri
et al. studied some FSI test cases in which SPH was used
to only model fluid flow behavior [26]. Oger et al. applied
SPH to study the entrance of a solid wedge into a water
tank. In this study, the structure was considered as a rigid
body [27]. Bui et al. introduced an algorithm to simulate the
interaction between water and soil. They assumed that the soil
behaves as an elastic solid, and used Darcy forces between
water and soil [28]. An explicit algorithm was introduced by
Antoci et al. to simulate FSI problems with inviscid fluid and
hypo-elastic solids [29]. By making a correction on the velocity
field near the interface, their scheme can be used over all
particles, regardless of the nature of particles (i.e. fluid or solid).
Hosseini and Amanifard modified the SPH method to deal with
the FSI problem. Their modifications are based on removing
artificial viscosity and artificial stress. They used a three step
algorithm, in which at the first step only external body forces
are taken into account to develop an intermediate velocity
field. At the second step, this intermediate velocity field is
used to compute viscous forces and finally at the last step,
they move particles, considering the effect of viscous forces
and the other medium [30]. Rafee and Thiagarajan employed
an incompressible SPH method to deal with a fluid-rigid body
and fluid-hypo elastic structure interactions. The key feature
of their work is an algorithm with the capability to enforce no
slip conditions at the interface [31]. The aim of this paper is
to present a unified SPH algorithm for FSI problems in which
the fluid behaves as an incompressible Newtonian fluid and the
hypoelastic structure can undergo large elastic deformations. In
contrast to other partitioned methods, by treating the interface
via a ghost, fluid-like method [32], the equations of fluids and
solids can be integrated by a similar integration technique,
regardless of particle material type.
The paper was organized as follows: in Section 2, the
equations used for modeling the behaviors of fluid and hypo
elastic solid are described. Section 3 is devoted to the SPH
discretization of the governing fluid and structure equations.
In this section, special care is also given to the implementation
of boundary conditions. Finally, in Section 4, some illustrative
examples are given to investigate the capabilities of our new
algorithm.
2. Governing equations
In this section, the governing equations for fluid flow and
hypo elastic solid deformation are briefly summarized.
2.1. Fluid flow equations
We consider the incompressible flow of a fluid governed by
Navier–Stokes equations:
Dρ
Dt
= −ρ ∂vi
∂xi
, (1)
ρ
Dvi
Dt
= ∂σij
∂xj
+ ρbi, (2)
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bi are density, velocity vector, stress tenor and body forces
vector, respectively. The stress tensor, σij, is separated into two
homogenous (or pressure), P , and deviatoric, τ , parts:
σij = −pδij + τij, (3)
where i, j stand for coordinate directions. ForNewtonian fluid, τ
is related to the strain rate tensor by the following constitutive
equation:
τij = µεij, (4)
where µ is dynamic viscosity and the strain rate tensor is
defined as:
εij = ∂vi
∂xj
+ ∂vj
∂xi
− 2
3

∂vk
∂xk

δij. (5)
The divergence term in Eq. (5) is retained due to the assumption
of weakly compressible flow, which is discussed in the
following.
2.2. Hypo-elastic solid equations
Governing equations for a hypo-elastic solid are the same
as Eqs. (1) and (2). The only difference between the two sets
of equations is in the form of a constitutive equation, which
relates the deviatoric stress tensor, τ , to the other variables. For
the problems involving large deformations, the Jaumman stress
rate is usually adopted as a constitutive law to include the effect
of a finite rate of rotation:
dτij
dt
− τikωjk − τkjωik = 2G

εij − 13εkkδij

, (6)
where G is the solid shear modulus, and εij andωij are the strain
rate and rotation rate tensors defined as:
εij = 12

∂vi
∂xj
+ ∂vj
∂xi

, (7)
ωij = 12

∂vi
∂xj
− ∂vj
∂xi

. (8)
3. SPH discretization of governing equations
In SPH, the continuum is represented by a set of arbitrary
particles, which are distributed according to the local density
distribution. These particles have fixed masses and their
positions are traced along their trajectories. Moreover, for each
particle, quantities like density and velocity are updated by an
explicit integration of continuity and momentum equations.
Owing to the SPH Lagrangian point of view, the convective
termswill not be present in the governing equation and only the
right hand sides of Eqs. (1) and (2) are discretized in space using
a proper smoothing kernel [33]. Therefore, the SPH formulation
of the continuity equation for generic particle, a, is reduced
to:
Dρa
Dt
= ρa
N−
b=1
mb
ρb
vjab.
∂Wab
∂axj
, (9)
where vjab = vja − vjb and ∂Wab∂axj is the gradient of the kernel
function, with respect to particle a. In the present study, thenormalized Gaussian function proposed in [34] is used as the
kernel:
W (s, h) = e
−( sh )2 − e−

δ
h
2
2π
 δ
0 s

e−(
s
h )
2 − e−

δ
h
2
ds
, (10)
where h is smoothing length, and s is the distance between
particles a and b, which is defined as:
s = x⃗a − x⃗b ,
where x⃗ is a position vector and δ = 3h. With the aid of Eq. (3),
the momentum Eq. (2) for generic particle, a, is also reduced to:
DVia
Dt
=
N−
b=1
mb

−pb + pb
ρaρb
+Πab

δij
+ µaεija + µbεijb
ρaρb

∂Wab
∂axj
+ bia, (11)
where εija is:
εija =
N−
b=1
mb
ρb
vjba
∂Wab
∂axi
+
N−
b=1
mb
ρb
viba
∂Wab
∂axj
−

2
3
N−
b=1
mb
ρb
v⃗b.∇aWab

δij, (12)
and Πab is the artificial viscosity term introduced in [33,35] to
stabilize the solution procedure, smoothing out velocity oscil-
lations and preventing unphysical penetrations of particles. The
SPH approximation of the momentum equation for the elastic
solid becomes:
DVia
Dt
=
N−
b=1
mb

−pb + pb
ρaρb
+Πab

δij
+ τija + τijb
ρaρb
+ Rijabf n

∂Wab
∂axj
+ bia, (13)
whereΠab is the same as in Eq. (11) and for both equations, the
following form of the dissipation term is suggested:
Πab =
−αc¯abϕab + βϕ
2
ab
ρ¯ab
v⃗ab.x⃗ab < 0
0 v⃗ab.x⃗ab > 0
(14)
where:
ϕab = habv⃗ab.x⃗abx2ab+ η2 , ρ¯ab = 12 (ρa + ρb),
hab = 12 (ha + hb), c¯ab =
1
2
(ca + cb).
α and β are two constant parameters (0 < α, and β < 1)
and η is a small number to avoid encountering zero in the
denominator.
In Eq. (13), the artificial stress term, Rijabf n, is introduced
to overcome the so-called ‘‘tensile instability’’ [36,37]. This
instability usually occurswhenparticles are in a state of tension.
The artificial stress is computed as follows: first, the principal
stresses, σ¯iia, are computed for each particle. Then, the artificial
stresses in principal directions are defined as:
R¯iia = −eσ¯iia σ¯iia > 0
R¯iia = 0 σ¯iia ≤ 0 (15)
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frame of reference to its original direction. Finally, Rijab and f n
are defined as:
Rijab = Rija + Rijb, f n =

W (s, h)
W (d)
n
,
where d is the initial distance between particles a and b. Gray
et al. derived the optimal values of these parameters from the
dispersion equation as e = 0.3 and n = 4. The discrete form of
the strain rate and the rotation rate tensors in Eq. (6) are also
given by:
εija = 12

N−
b=1
mb
ρb
vjba
∂Wab
∂axi
+
N−
b=1
mb
ρb
viba
∂Wab
∂axj

, (16)
ωiab = 12

N−
b=1
mb
ρb
vjba
∂Wab
∂axi
−
N−
b=1
mb
ρb
viba
∂Wab
∂axj

. (17)
As can be deduced from Eqs. (1) and (2), here the flow is
considered to be slightly compressible. The assumption of
slightly compressible flow is made to avoid solving a Poisson
equation for the pressure at each time step. In this work,
pressure is related to the density, via an artificial equation of
sate. For incompressible flow, the vital requirement for the
equation of state is to be capable of predicting a high enough
speed of sound, such that the density fluctuations become
negligible. A very frequent equation of state, used in SPH for
simulating the flow of liquids, is the Tait equation:
p = p0

ρ
ρ0
γ
− 1

, (18)
where γ is a constant and considered to be γ = 7 for water.
ρ0 is the reference density and p0 is a problem dependent
parameter, which can be considered as:
c =

∂p
∂ρ
=

γ p0
ρ0
, (19)
and the criteria:
c = 10vmax, (20)
where vmax is the maximum velocity in the flow. This criterion
ensures that the relative density fluctuations are kept less than
1%. For a solid, the linear form of the Tait equation is usually
employed:
p = c20 (ρ − ρ0). (21)
The time integration of momentum, continuity and the
Jaumman stress rate equations are performed by a fourth order
Runge–Kutta method. A variable time step is also used in the
computations as:
δt = κ min
b
(h/ca + ζa) ,
ζa = max
b
h (v⃗a − v⃗b) .

x⃗a − x⃗b
x⃗a − x⃗b2
 ,
where ca is the speed of sound for particle a and κ is 2.5 [34,38].
Although for a fourth order Runge–Kutta method, the
computational cost per time step is raised, compared with a
two step predictor correctormethod, such as leap frog, it allows
larger time steps and the overall cost of computation is reduced.
We realized that the Runge–Kutta method is at least twice as
fast as the leap frog method in most applications.In this study, the XSPH velocities are also used for updating
the position of particles. Therefore, for each particle, the XSPH
velocity is defined as:
v⃗a = dx⃗adt = v⃗a +1v⃗a, (22)
where:
1v⃗a = θ2
− mb
ρb
(v⃗b − v⃗a)Wab, (23)
and θ is a constant parameter, 0 < θ < 1. Finally as proposed
in [29,34,38] when dealing with two different phases, using
information from both sides of the interface to compute XSPH
velocities leads to the penetration of particles from one phase
to the other, and could be a source of error in the simulation.
Therefore, for each particle, XSPH velocity must be computed
using only the information of neighboring particles that are in
the same phase. For all test cases investigated in this paper, θ is
set to 0.5.
Finally, in order to smooth out the pressure fluctuations,
which come from the disruption of consistency between mass,
density and the volume of particles, a re-initialization of the
density field is performed at every predefined number of time
steps. Here, aMoving Least Squares (MLS) technique [38] is used
to re-initialize the density field as:
ρa =
N−
b
mbWMLSab , (24)
where:
WMLSab

x⃗a
 = Γ0 x⃗a+ Γ1 x⃗a (xa − xb)
+Γ2

x⃗a

(ya − yb)

Wab, (25)
and coefficientsΓ0(x⃗a),Γ1(x⃗a),Γ2(x⃗a) are computed as follows:
Γ (xa) =

Γ0
Γ1
Γ2

= A−1(xa)
1
0
0

, (26)
A(xa) =
−
b
WabA¯ab
mb
ρb
, (27)
A¯ab
=
 1 (xa − xb) (ya − yb)(xa − xb) (xa − xb)2 (xa − xb)(ya − yb)
(ya − yb) (xa − xb)(ya − yb) (ya − yb)2
 . (28)
Some care must be taken when Aab is in an ill condition.
In this case, instead of using WMLSab , the Shepard kernel
W SHEPARDab = Wab/
∑
b Wab

may be used.
4. Fluid–solid interaction algorithm
In previous sections, SPH formulation for problems involving
only a single phase, fluid or solid was presented. However,
dealing with problems that encounter more than one phase
simultaneously needs extra care to ensure correct enforcement
of boundary conditions at interfaces. A natural solution to
this problem is to solve each material (A or B, see Figure 1)
separately, and consider the effect of each material on the
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interface at particle i location.
other through external forces applied at interfaces (partitioned
methodology). However, in spite of its simplicity, this treatment
of boundary conditions causes a lag in the calculation of
interfacial forces andusually leads to some instability problems.
One remedy to get around this difficulty is to use an iterative
algorithm for transferring information from one media to
another at each time step. Obviously, an iterative method can
be computationally expensive when it is used in the frame of
an explicit time integration scheme. Here, a robust algorithm
is developed, which allows simultaneous integration of the
governing equations for each particle, regardless of its material
type. The method receives its essential ideas from the Ghost
Fluid Method (GFM) [32] introduced for Eulerian schemes.
The GFM was used successfully for simulating multi-phase
problems with large density ratios and different mechanical
behavior. In the following, the idea is recast in the frame of a
particle method.
Physical boundary conditions state that at the interface, the
normal traction component remains continuous:
σA.n = σB.n. (29)
To integrate governing equations of both phases simultane-
ously along with the enforcement of boundary conditions
(Eq. (29)), one may follow these steps:
1. If particle b belongs to the samematerial as particle a, it will
be included in the summations, just as in a single phase case.
2. If particle b belongs to the different material, B, it becomes
a ghost particle for particle a, and its properties must
be corrected in such a way that the physical boundary
conditions are enforced at the interface.
For this reason, the stress tensor for particle b is corrected as
follows:
First, the normal vector to the interface at the particle
a location is obtained. It should be noted that the normal
vector can be computed and stored for all particles near the
interface at the beginning of a new time step. Determination
of boundary particles and their normal vectors can be
conveniently established using kernel estimation of a ‘color’
quantity denoted by ψ , for each particle. First, the color
parameter is set to the same value for all particles belonging to
the same phase. The kernel estimation of color quantity is then
determined by [39]:
ψ˜a =
−
b
ψbWabmb/ρb. (30)
The criterion for a particle to be indicated as a boundary particle
is that the kernel estimation of its color reduces to 0.85–0.9 of itsFigure 2: Schematic representation of the stress interpolation in normal and
tangential direction at interface for particle b.
initial value. Recognized as a boundary particle, the unit normal
vector is computed as follows:
n⃗ = ± (∇ψ/ |∇ψ |) ,
(∇ψ)a =
−
b
ψb∇aWabmb/ρb, (31)
where the positive sign indicates the direction of the outward
normal vector at the interface (see Figure 1). The tangential,
normal and shear stresses at the ghost particles, b, are
computed, such that the continuity of normal stress at the
interface is satisfied. Therefore, the tangential stress in b is
extrapolated from particle a, while the shear and normal
components are retained in their original values:
σtt = n2x,aτyy,a + n2y,aτxx,a − 2nx,any,aτxy,a − Pa
σnn = n2x,aτxx,b + n2y,aτyy,b + 2nx,any,aτxy,b − Pb
σnt = nx,any,a

τyy,b − τxx,b
+ n2x,a − n2y,a τxy,b. (32)
In the above equation, σtt computed using information of
particle a, letting the traction vector in the tangential direction
at the interface be discontinuous (see Figure 2). Now, this stress
tensor is rotated back to the Cartesian coordinates as:
σxx = n2x,aσnn + n2y,aσtt − 2nx,any,aσnt
σyy = n2x,aσtt + n2y,aσnn + 2nx,any,aσnt
σxy = nx,any,a (σnn − σtt)+

n2x,a − n2y,a

σnt .
(33)
Therefore, the stress tensor at ghost particle b is replaced by
Eq. (33). The same procedure is used for all particles that belong
to material B, and some of its neighboring particles that take
part in the summations are located in material A.
5. Solid wall boundary conditions
The main bottle neck of the SPH method for simulating
fluid flows is the implementation of proper physical conditions
at the boundaries, which may be fixed or moving. Some
treatments have been introduced in the literature, among
which implementation of boundary particles ormirror particles
is widely used. The former uses some fixed particles distributed
along the boundary, which produce enough repulsion forces
when particles are sufficiently close to the boundary. The main
task of the boundary particles is to prevent the escape of
fluid particles from the domain. For the latter, some mirror
or ghost particles are distributed within a region outside the
computational domain and close to the boundary. Boundary
conditions are satisfied at thewall surface by properly updating
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when a real particle, a, is sufficiently close to the wall, a ghost
particle is mirrored outside the wall and gets the following
properties:
x⃗aG = 2x⃗w − x⃗a
vnaG = 2vnw − vna
vtaG = vta
(σ .n)aG = (σ .n)a
where the subscript, G, denotes a ghost particle, and subscript a
stands for the corresponding real particle. Although by the first
approach, onemay fully prevent the escape of particles from the
solution domain, here for all simulations, the second approach
is used for the smoother behavior of the field functions near
the boundary, and as a result the possibility of using larger time
steps.
It should be noted that the mirror particles are only used
for satisfying boundary conditions at the outer boundaries of a
fluid zone, and the implementation of boundary condition at a
solid/fluid interface is accomplished throughout the algorithm
described in the previous section.
6. Results and discussion
In this section, some numerical examples are presented
to evaluate the performance of the proposed FSI algorithm.
For the first example, a Lid. driven cavity with an elastic bed
is considered. The translation, rotation and deformation of a
submerged elastic body in a Lid. driven cavity flow is the
second test case. Finally, the last example is devoted to the
oscillation of an elastic cylinder in a fluid filled square cavity.
In all examples, the average XSPH velocity is employed, where
θ is set to 0.5. Artificial viscosity parameters, α and β , are
also considered to be 1 and 0.25, respectively. A density re-
initialization procedure is performed every 25 time steps and
the artificial stress parameter is set to 0.4. Non-dimensional
variables are defined, using ρ0 as the unit of density, c0 as the
unit of velocity and considering the unit of length to be 1 m.
Therefore, all other dimensionless variables are stated in these
units and shown by superscript ‘‘∗’’, e.g. the unit of stress would
be ρ0c20 and the non-dimensional stress is denoted by σ
∗.
Example 1 (Lid Driven Cavity with an Elastic Bed). In our first
test case, the behavior of FSI algorithm in dealing with an
interface that divides the internal domain of a cavity into two
parts, a fluid zone and an elastic solid zone is studied. As shown
in Figure 3, the square cavity consists of an elastic solid up to the
height of hs = 0.25H , while the remaining space is filled with
a fluid. To prevent singularity at the corners, the Lid velocity is
modified according to [40] as:
v∗Lid = v∗0
8x/H 0.0 < x/H < 0.125
1 0.125 < x/H < 0.875
8(1− x/H) 0.875 < x/H < 1.0.
(34)
By imposing the above velocity to the Lid, fluid starts to circulate
in the cavity and as a result of generated shear force at the
interface, the elastic part undergoes a limited deformation.
Therefore, due to fluid–solid interaction, the shape of the
interface continues to change in time until a steady state
configuration is obtained.
1600 SPHparticles are used in the simulation and calculation
will be terminated when the L2 norm of solid particle velocity
becomes less than 10−8. This test case was first investigated
in [40] in which the FSI algorithm was based on a FEMmethod.Figure 3: Schematic of test case 1; Lid driven cavity with elastic bed.
Figure 4: The final shape of the interface, a comparison between FEM and SPH
results for the test case 1, U∗0 = 0.5, ρ∗f = ρ∗s = 1, µ∗f = 0.2, µ∗f = 0.4.
For the sake of comparison, the simulation parameters are set
to the same values given in [40]: v∗0 = 0.5, ρ∗f = ρ∗s = 1, µ∗f =
0.2 and µ∗s = G∗ = 0.4. It is clear from Figure 4 that the
predicted final shape of the interface by the SPH algorithm is
in very good agreement with that estimated by the FEM results.
Then the behavior of the algorithm for different fluid and solid
physical properties is investigated. Figure 5 shows the effect of
shear modulus ratio, µ∗s /µ∗f , on the shape of the interface. We
observe thatwhen the solid shearmodulus is set to a value close
to the fluid viscosity, µ∗s /µ∗f = 1, the solid behaves as a special
kind of fluid and a large deformation occurs at the cavity bed.
On the other hand, when this parameter is chosen much larger
than the fluid viscosity, i.e.µ∗s /µ∗f = 100, the solid part behaves
as a rigid body. Therefore, at the limit, the algorithm behaves
consistently, as expected. Figure 6 illustrates the effects of this
parameter on the flow pattern in the fluid zone. As can be seen,
by increasing the solid shear modulus, streamlines are similar
to the result of a cavity with rigid walls, while for a smaller
solid shear modulus and therefore larger deformation in the
cavity bed, the flow pattern is affected considerably within the
cavity.
Then, the ability of the newalgorithm indealingwith density
ratios greater than unity is assessed. Numerical methods
based on artificial compressibility, suffer from additional
computational difficulties near the interface when the density
ratio increases. The problem is more severe for Eulerian
methods for which the artificial mixing of different phases
364 M. Lahooti et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 358–367Figure 5: The effect of solid–fluid shear modulus ratio on the final shape of the
cavity bed.
within an element can occur. When pressure is calculated from
an equation of state, the calculated mixture averaged density
may lead to a false pressure. Here, we see that it is not the
case for the SPH method. By inspecting the continuity equation
(Eq. (9)), we realize that only the ratio, mb/ρb, which is a
measure of particle volume, contributes to the evolution of
density. Thus as long as the method can preserve the particle
volume, the jump in density across the interface has little effect
on the right hand side of the continuity equation. This can be
verified by Figure 7 for which the simulation has been repeated
for a density ratio of ρ∗s /ρ∗f = 7 and two different Lid velocities.
The Lid velocity effects on the pressure field are also shown in
this figure at two time instants. It is interesting to note that
even for a high Lid velocity and, therefore, in the presence of
strong pressure gradients in the solution, the pressure field is
not contaminated by spurious oscillations. This verifies that the
density re-initialization used in this work is consistent with the
proposed FSI algorithm.
Example 2 (Translation, Rotation and Deformation of an Elastic
Body in a Cavity Flow). To evaluate the behavior of the proposed
FSI algorithm in predicting the dynamic characteristics of fully
submerged bodies, in the second test case, the translation,
rotation and deformation of an elastic square body within a Lid
driven cavity flow are studied. The obstacle length is Lobs =
0.13H , as shown in Figure 8, and initially placed in the middle
of the cavity. The Lid is imposed to a sinusoidal velocity as:
v∗Lid = v∗0 sin (2π/20t) ,
where v∗0 = 0.1. Due to this time varying velocity, fluid motion
starts at t = 0, and first develops a negative circulation in
the cavity. Then by reversing the Lid velocity in the middle of
the period, i.e. 10 s, the direction of the fluid motion and its
circulation are changed. As can be seen in Figures 9 and 10, the
obstacle exactly follows the fluid motion, i.e. first moves to the
left and deforms into a parallelogram. Then by reversing the Lid
velocity, it changes its direction (at 10 s), moves back toward
the center of the cavity and approximately retains its original
square shape (at 20 s).
The simulation is performedwith 1600 particles, 36 ofwhich
are placed within the solid body. The following parameters
are used in the simulation: ρ∗s /ρ∗f = 7, µ∗f = 0.1 and
µ∗s = 0.2. Figure 9 shows the time history sequence of pressure
contours for one complete period of 20 s, and the streamlineFigure 6: The effect of solid–fluid shear modulus ratio on the flow pattern
within the fluid zone.
is depicted in Figure 10. Figure 11 shows an enlarged view
of the deformed body during a period. Finally, the simulation
is repeated for a case of µ∗s /µ∗f = 20, to check the ability
of the algorithm in the limited case of rigid body motion. As
shown in Figure 12, the obstacle is translated by the fluid
without experiencing a considerable deformation in its original
shape.
Example 3 (Oscillation of an Elastic Submerged Cylinder in a
Cavity). For the last test case, oscillation of an elastic cylinder
in a fluid filled cavity is considered. The cylinder is attached
to a spring, as shown schematically in Figure 13. Simulation
is performed with the following parameters: Dcylinder =
0.06H,H = 2L, ρ∗s /ρ∗f = 700 and spring constant is set to
K = 300.
M. Lahooti et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 358–367 365Figure 7: The pressure contours for the first test case at two different Lid
velocities and density ratio ρ∗s /ρ∗f = 7.
Figure 8: Schematic of the second test case.
At t = 0 the cylinder is placed in the middle of the cavity
and the spring is in an un-stretched situation. In the absence
of fluid, the cylinder starts a cyclic motion due to gravity force.
This vibration is affected by viscosity and the fluid flow in the
confined domain. The vibration amplitude is also affected by
artificial viscosity,which is inevitable for convergence. The time
history of the vertical displacement at the center of the cylinder
is shown in Figure 14 for 10 s of simulation. The result indicates
that the cylinder attains its new equilibrium position through
damped oscillations, but with a frequency very different from
the natural frequency. The development of low patterns in
the cavity is shown by Figure 15 for four consecutive time
intervals. As can be seen, at t = 2.25, three distinct zones are
established in the flow, each ofwhich contains a pair of vortices.
By t = 2.5, when the cylinder starts its upward motion fluid
flow symmetry is lost and the embryo of two new vortices are
observed in the flow field. As the process proceeds, the vortical
structures break up to new ones with a smaller size. By this
time, the cylinder potential energy is transferred to the fluid
and, finally, dissipated by viscous forces.Figure 9: The pressure contours for the second test case.
Figure 10: The streamlines for the second test case.
7. Conclusions
A fluid–structure algorithm is proposed based on the
SPH method. In this algorithm, both fluids and solids are
described with SPH particles, and governing equations are
integrated simultaneously. Therefore, the proposed algorithm
is actually amonolithic algorithm,which treats fluids and solids
simultaneously at each time step, and avoids the difficulties of
partitioned algorithms, as addressed in the introduction. The
FSI algorithm relies on the enforcement of boundary conditions
at the interfaces, via a Ghost Fluid like method. In the new
method, for a specified particle near the interface, the particles
belong to other media that take part in the summations, and
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Figure 12: The rigid body translation and rotation of solid body µ∗s /µ∗f = 20.
are considered ghost particles. The stress field is modified for
them in such a way that the continuity of traction is preserved
at the interface. Therefore, the algorithm correctly preserves
the boundary condition at the interface of the fluid and solid.
Finally, the algorithm was tested through three test cases andFigure 13: Schematic of test case 3, the oscillation of a cylinder within a fluid
filled cavity.
Figure 14: The time history of displacement of the center of the cylinder.
Figure 15: The streamlines at different time snapshots for the case 3.
M. Lahooti et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 358–367 367the results show correct limiting behavior and good agreement
with other numerical results.
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