We study the asymptotic behavior of solutions for the semilinear damped wave equation with variable coefficients. We prove that if the damping is effective, and the nonlinearity and other lower order terms can be regarded as perturbations, then the solution is approximated by the scaled Gaussian of the corresponding linear parabolic problem. The proof is based on the scaling variables and energy estimates.
Introduction
We consider the Cauchy problem of the semilinear damped wave equation with lower order perturbations u tt + b(t)u t = ∆ x u + c(t) · ∇ x u + d(t)u + N (u, ∇ x u, u t ), t > 0, x ∈ R n , u(0, x) = εu 0 (x), u t (0, x) = εu 1 (x),
x ∈ R n , ( and c(t) · ∇ x u, d(t)u, N (u, ∇ x u, u t ) can be regarded as perturbations (the precise assumption will be given in the next section). Also, ε denotes a small parameter. Our purpose is to give the asymptotic profile of global solutions to (1.1) with small initial data as time tends to infinity. By the assumption (1.2), the damping is effective, and we can expect that the asymptotic profile of solutions is given by the scaled Gaussian (see (2.7), (2.8) and (2.9)).
The existence of global solutions and the asymptotic behavior of solutions to damped wave equations have been widely investigated for a long time. Matsumura [27] obtained decay estimates of solutions to the linear damped wave equation u tt − ∆u + u t = 0, (1.3) and applied them to nonlinear problems. After that, Yang and Milani [52] showed that the solution of (1.3) has the so-called diffusion phenomena, that is, the asymptotic profile of solutions to (1.3) is given by the Gaussian in the L ∞ -sense. Marcati and Nishihara [26] and Nishihara [31] gave more detailed informations about the asymptotic behavior of solutions. They found that when n = 1, 3, the solution of (1.3) is asymptotically decomposed into the Gaussian and a solution of the wave equation (with an exponentially decaying coefficient) in the L p -L q sense (see Hosono and Ogawa [12] and Narazaki [30] for n = 2 and n ≥ 4).
For the nonlinear problem u tt − ∆u + u t = N (u), (u, u t )(0, x) = ε(u 0 , u 1 )(x), (1.4) there are many results about global existence and asymptotic behavior of solutions (see for example, [13, 14, 17, 19, 20, 22, 32] ). In particular, Todorova and Yordanov [41] and Zhang [53] proved that when N (u) = |u| p , the critical exponent of (1.4) is given by p = 1 + 2/n. More precisely, they showed that, for initial data satisfying (u 0 , u 1 ) ∈ H 1,0 (R n ) × L 2 (R n ) and having compact support, if p > 1 + 2/n, then the global solution uniquely exists for small ε; if p ≤ 1 + 2/n and R n (u 0 + u 1 )(x)dx > 0, then the local-in-time solution blows up in finite time for any ε > 0. The number 1 + 2/n is the same as the well-known Fujita exponent, which is the critical exponent of the semilinear heat equation v t − ∆v = v p (see [7] ), though the role of the critical exponent is different in the semilinear heat equation and the semilinear damped wave equation. In fact, for the subcritical case 1 < p < 1 + 2/n, the solution of the semilinear damped wave equation blows up in finite time under the positive mass condition R n (u 0 + u 1 )(x)dx > 0, while all positive solutions blow up in finite time for the semilinear heat equation.
Concerning the asymptotic behavior of the global solution, Hayashi, Kaikina and Naumkin [10] proved that if N satisfies |N (u)| ≤ C|u| p with p > 1 + 2/n, then the unique global solution exists for suitably small data and the asymptotic profile of the solution is given by a constant multiple of the Gaussian. However, they used the explicit formula of the fundamental solution of the linear problem in the Fourier space, and hence, it seems to be difficult to apply their method to variable coefficient cases.
Gallay and Raugel [8] considered the one-dimensional damped wave equation with variable principal term and a constant damping u tt − (a(x)u x ) x + u t = N (u, u x , u t ).
They used scaling variables s = log(t + t 0 ), y = x √ t + t 0 , ( 5) and showed that if a(x) is positive and has the positive limits lim x→±∞ a(x) = a ± , then the solution can be asymptotically expanded in terms of the corresponding parabolic equation. Moreover, this expansion can be determined up to the second order. Recently, Takeda [39, 40] and Kawakami and Takeda [18] obtained the complete expansion for the linear and nonlinear damped wave equation with constant coefficients. The wave equation with variable coefficient damping u tt − ∆u + b(t, x)u t = 0 has been also intensively studied. Yamazaki [50, 51] and Wirth [46, 47, 48, 49] considered timedependent damping b = b(t). Here we briefly explain their results by restricting the damping b to b(t) = µ(1 + t) −β with µ > 0 and β ∈ R, although they discussed more general b(t): (i) when β > 1 (scattering), the solution scatters to a solution of the free wave equation; (ii) when β = 1 (non-effective weak dissipation), the behavior of solutions depends on the constant µ, and the solution scatters with some modification; (iii) when β ∈ [−1, 1) (effective), the asymptotic profile of the solution is given by the scaled Gaussian; (iv) when β < −1 (overdamping), the solution tends to some asymptotic state, which is nontrivial function for nontrivial data. Hence our assumption (1.2) is reasonable because the asymptotic behavior of solutions to the linear problem completely changes when β < −1 or β ≥ 1.
In the space-dependent damping case b = b(x) = (1 + |x| 2 ) −α/2 , Mochizuki [28] (see also [29] ) proved that if α > 1, then the energy of solution does not decay to zero in general and solutions with data satisfying certain condition scatter to free solutions. On the other hand, Todorova and Yordanov [42] obtained energy decay of solutions when α ∈ [0, 1) and the decay rates agree with those of the corresponding parabolic equation. Moreover, the author of this paper [45] proved that the solution actually has the diffusion phenomena when α ∈ [0, 1). In the critical case α = 1, that is, b = µ(1 + |x| 2 ) −1/2 , Ikehata, Todorova and Yordanov [16] obtained optimal decay estimates of the energy of solutions and found that the decay rate depends on the constant µ. However, the precise asymptotic profile is still open. On the other hand, Radu, Todorova and Yordanov [37, 38] studied the diffusion phenomena for solutions to the abstract damped wave equation
by the method of the diffusion approximation, where A is a nonnegative self-adjoint operator, and L is a bounded positive self-adjoint operator. Recently, Nishiyama [36] studied the abstract damped wave equation having the form (∂ 2 t + M ∂ t + A)u = 0, where M is a bounded nonnegative self-adjoint operator. Moreover, as an application, he also determined the asymptotic profile of solutions to the damped wave equation with variable coefficients under a geometric control condition.
For the semilinear wave equation with space-dependent damping
Ikehata, Todorova and Yordanov [15] proved that when b(x) ∼ (1 + |x|) −α with α ∈ [0, 1) and N (u) = |u| p , the critical exponent is p = 1 + 2/(n − α) (see also Nishihara [33] for the case N (u) = −|u| p−1 u and b(x) = (1 + |x| 2 ) −α/2 with α ∈ [0, 1)). Recently, the asymptotic behavior of solutions to the semilinear wave equation with time-dependent damping
was also studied. When b(t) = (1 + t) −β (−1 < β < 1) and N (u) = |u| p , Lin, Nishihara and Zhai [25] determined the critical exponent as p = 1 + 2/n, provided that the initial data belong to
with compact support. D'Abbicco, Lucente and Reissig [5] (see also [4] ) extended this result to more general b(t) satisfying a monotonicity condition and a polynomial-like behavior. Moreover, they relaxed the assumption on the data to exponentially decaying condition. They also dealt with the initial data belong to the class (
when n ≤ 4. We also refer the reader to D'Abbicco [3] for the critical case β = 1. On the other hand, Nishihara [34] studied the asymptotic profile of solutions in the case n = 1,
with compact support and N (u) = −|u| p−1 u (see also [35] ). He proved that the asymptotic profile is given by the scaled Gaussian. However, the asymptotic profile of solutions in higher dimensional cases n ≥ 2 remains open. Furthermore, even for the small data global existence, there are no results for non exponentially decaying initial data when n ≥ 5. Here we also refer the reader to [21, 23, 24, 43, 44] for space and time dependent damping cases.
In this paper, we shall prove the existence of the global-in-time solution to the Cauchy problem (1.1) with suitably small ε and determine the asymptotic profile. Our result extends that of [34] to higher dimensional cases n ≥ 2, more general damping b = b(t), non exponentially decaying initial data and with lower order perturbations. Moreover, in the one-dimensional case, we can treat more general nonlinear terms N = N (u, u x , u t ) including first order derivatives. For the proof, we basically follow the method of Gallay and Raugel [8] . To extend their argument to variable damping cases, we introduce new scaling variables s = log(B(t) + 1), y = (B(t) + 1)
instead of (1.5). Then, we decompose the solution to the asymptotic profile and the remainder term, and prove that remainder term decays to zero as time tends to infinity by using the energy method.
To estimate the energy of the remainder term, in [8] , they used the primitive of the remainder term
However, this does not work in higher dimensional cases n ≥ 2. To overcome this difficulty, we employ the idea from Coulaud [2] in which asymptotic profiles for the second grade fluids equation were studied in the three dimensional space. Namely, we shall use the fractional integral of the formF (ξ) = |ξ| −n/2−δf (ξ) with 0 < δ < 1, and apply the energy method toF in the Fourier side. Since the remainder term f satisfiesf (0) = 0,F makes sense and enables us to control the term f L 2 in energy estimates. This paper is organized as follows. In the next section, we state the precise assumptions and our main result. Section 3 is devoted to a proof of the main result. The proof of energy estimates is divided into the one-dimensional case and the higher dimensional cases. After that, we will unify both cases and complete the proof of our result except for the estimates of the error terms. These error estimates will be given in Section 4.
We end up this section with some notations used in this paper. For a complex number ζ, we denote by Re ζ its real part. The letter C indicates a generic positive constant, which may change from line to line. In particular, we denote by C( * , . . . , * ) constants depending on the quantities appearing in parenthesis. We use the symbol f ∼ g, which stands for
. Furthermore, we sometimes use x := 1 + |x| 2 . For a function f = f (x) : R n → R, we denote the Fourier transform of f byf =f (ξ), that is,
Let L p (R n ) and H k,m (R n ) be usual Lebesgue and weighted Sobolev spaces, respectively, equipped with the norms defined by
For an interval I and a Banach space X, we define C r (I; X) as the space of r-times continuously differentiable mapping from I to X with respect to the topology in X.
Main result
Let us introduce our main result. First, we put the following assumptions:
, where m = 1 (n = 1) and m > n/2 + 1 (n ≥ 2).
(ii) The coefficient of the damping term b(t) satisfies
with some β ∈ [−1, 1).
(iii) The functions c(t) and d(t) satisfy
with some γ > (1 + β)/2 and ν > 1 + β.
(iv)-(1) When n = 1, the nonlinearity N is of the form
for some k ≥ 0 and each
where we note that when β = −1, the number −2β/(1 + β) is interpreted as an arbitrary large number. Moreover, to ensure the existence of local-in-time solutions, we assume that, for any R > 0, there exists a constant C(R) > 0 such that
(iv)-(2) When n ≥ 2, the nonlinearity N is of class C 1 and independent of ∇ x u, u t , that is, N = N (u). Moreover, N satisfies
Also, to ensure the existence of local-in-time solutions, we assume that
Remark 2.1. (i) By the above assumptions, as we will see later, we can regard the terms c(t) · ∇ x u, d(t)u and N (u, ∇ x u, u t ) as perturbations.
(ii) We can treat the case where the coefficients b(t), c(t) and d(t) depend on both t and x. More precisely, our result is also valid for b = b(t, x), c = c(t, x) and
(iii) A typical example satisfying the assumptions (2.3) and (2.4) is
with p > 2, q > 1 and r > 1.
(iv) The assumption 1 + 2/n < p in (2.5) is sharp in the sense that, if N (u) = |u| p , 1 < p ≤ 1 + 2/n and the initial data satisfies
dt, then the local-in-time solution blows up in finite time (see [15, 22, 24, 41, 53] ).
(v) When n = 1, we can also treat the principal term with variable coefficient
instead of u xx . However, the argument is the same as in Gallay and Raugel [8] and hence, we do not pursue here for simplicity.
(vi) There are no mutual implication relations between the assumptions on the damping b in ours and Wirth [48] , D'Abbicco, Lucente and Reissig [5] .
To state our result, we put
and
We note that the assumption (2.1) implies that B(t) is strictly increasing, and lim t→∞ B(t) = +∞. The main result of this paper is the following:
Theorem 2.1. Under the Assumptions (i)-(iv), there exists some ε 0 > 0 such that, for any ε ∈ (0, ε 0 ], there exists a unique solution
for the Cauchy problem (1.1). Moreover, there exists the limit
such that the solution u satisfies
for t ≥ 1. Here λ is defined by
with arbitrary small number η > 0, and λ 0 and λ 1 are defined by
where we interpret 1/(1 + β) as an arbitrary large number when β = −1, and
Here we interpret −2βp i3 /(1 + β) as an arbitrary large number when p i3 = 0 and β = −1.
, namely there are no perturbation terms, and if β is close to 1 so that
− η with arbitrary small η > 0, and we expect that the gain of the decay rate (1 − β)/(1 + β) is optimal, in other words, the second order approximation of u decays as (B(t) + 1) −n/4−(1−β)/(1+β) . The higher order asymptotic expansion will be discussed in a forthcoming paper.
3 Proof of the main theorem
Scaling variables
We introduce the following scaling variables:
or equivalently,
where we have used the notation t(s) = B −1 (e s − 1). Then, the problem (1.1) is transformed as
Preliminary lemmas
First, we collect frequently used relations and estimates.
Lemma 3.1. We have
Proof. First, we note that the function σ = B(t) is strictly increasing, and hence, the inverse t = B −1 (σ) exists and
Combining this with s = log(B(t) + 1), we obtain
This shows the first assertion of (3.5). Moreover, we have
which shows the second assertion of (3.5).
Next, the assumption (2.1) implies the following:
Under the assumption (2.1), we have the following estimates.
(ii) When β = −1, we have
Proof. (i) When β ∈ (−1, 1), from (2.7) and (3.1) we compute as
Therefore, one has 1 + t(s) ∼ e s/(1+β) , and hence,
By the assumption (2.1), the other estimates can be obtained in a similar way.
and hence, b(t(s)) ∼ 1 + t(s) ∼ exp(e s ) holds. We can prove the other estimates in the same way, and the proof is omitted.
We sometimes employ the Gagliardo-Nirenberg inequality:
where σ = n(p − 1)/(2p).
For the proof, see for example [6, 9] .
Local existence of solutions
We prove the local existence of solutions for the equation (1.1) and the system (3.3), respectively. To this end, putting U (t, x) = x m u, U 0 (x) = x m u 0 and U 1 = x m u 1 , we change the problem (1.1) to
We further put U = t (U, U t ) and U 0 = t (U 0 , U 1 ). Then, the equation (3.6) is written as
where
.
.9]) with dense domain, and hence, A generates a contraction semigroup e tA on
. Thus, we consider the integral form
. First, we define the mild and strong solutions and the lifespan of solutions. 
and satisfies the integral equation
We also call u a strong solution of the Cauchy problem (1.1) on the interval [0, T ) if u has the regularity
and satisfies the equation
. Moreover, we say that (v, w) defined by (3.2) is a mild (resp. strong) solution of the Cauchy problem (3.3) on the interval [0, S) if u is a mild (resp. strong) solution of (1.1) on the interval [0, t(S)). We note that if (v, w) is a mild solution of (3.3) on [0, S), then (v, w) has the regularity
and if (v, w) is a strong solution of (3.3) on [0, S), then (v, w) has the regularity
and satisfies the system (3.
. We also define the lifespan of the mild solutions u and (v, w) by T (ε) = sup{T ∈ (0, ∞); there exists a unique mild solution u to (1.1)} and S(ε) = sup{S ∈ (0, ∞); there exists a unique mild solution (v, w) to (3.3)}, respectively. 
, then the corresponding mild solution u becomes a strong solution of (1.1). Moreover, if the lifespan T (ε) is finite, then u satisfies lim t→T (ε) (u, u t )(t) H 1,m ×H 0,m = ∞. Furthermore, for arbitrary fixed time T 0 > 0, we can extend the solution to the interval [0, T 0 ) by taking ε sufficiently small.
From this proposition, we easily have the following. Proof of Proposition 3.5. By using the assumption (iv), and the Sobolev inequality for n = 1, or the Gagliardo-Nirenberg inequality for n ≥ 2 (see Lemma 3.3), we can see that N ( U) is a locally Lipschitz mapping on
to the integral equation (3.8) . This shows the existence of a unique mild solution u to the Cauchy problem (1.1).
If
) and U becomes the strong solution of the equation (3.7), namely, U satisfies the equation
. Then, by the definition of U, we conclude that u has the regularity in (3.10) and satisfies the equation
Next, we prove that for any fixed T 0 > 0, the solution u can be extended over the interval [0, T 0 ] by taking ε sufficiently small. To verify this, we reconsider the Cauchy problem (3.6) and its inhomogeneous linear version
, the existence of a unique solution in the distribution sense is proved by [11, Theorem 23.2.2] . We also recall the standard energy estimate (see [11, Lemma 23 
We again construct the solution U to (3.6) in
For each V ∈ K, we define the mapping by U = M(V ), where U is the solution to (3.12) withÑ =Ñ (V, ∇ x V, V t ). Then, by using the Sobolev inequality or the Gagliardo-Nirenberg inequality again with the estimate (3.13), we can see that
Thus, noting p > 1 and taking ε > 0 sufficiently small, we deduce that M maps K to itself. Furthermore, in the same manner, we easily obtain
where U j = M(V j ) (j = 1, 2). Thus, noting p > 1 again and taking ε sufficiently small, we see that M is a contraction mapping on K. Therefore, by the contraction mapping principle, we find a unique fixed pointŨ of the mapping M in the set K, andŨ satisfies the equation (3.6) in the distribution sense. Also, the uniqueness of the solution in the distribution sense to (3.6) 
follows from (3.13). Since the mild solution U constructed before also satisfies the equation (3.6) in the distribution sense, we have U (t) =Ũ (t) for t ∈ [0, min{T (ε), T 0 }). However, noting that the estimate (3.14) implies sup 0<t<T0 (Ũ ,Ũ t )(t) H 1,0 ×L 2 is finite, we have T 0 < T (ε) and this completes the proof.
A priori estimate implies the global existence
In what follows, to justify the energy method, we tacitly assume that
Before proving the above proposition, we show that Propositions 3.6 and 3.7 imply the global existence of solutions for small ε.
Proof of global existence part of Theorem 2.1. First, we note that Proposition 3.6 guarantees that there exits ε 2 > 0 such that the mild solution (v, w) uniquely exists on the interval [0, s 0 ] for ε ∈ (0, ε 2 ], where s 0 is the constant described in Proposition 3.7. In particular, we have S(ε) > s 0 for ε ∈ (0, ε 2 ]. Let ε 0 := min{ε 1 , ε 2 }, where ε 1 is the constant described in Proposition 3.7. Then, we have S(ε) = ∞ for ε ∈ (0, ε 0 ]. Indeed, suppose that S(ε * ) < ∞ for some ε * ∈ (0, ε 0 ] and let (v, w) be the corresponding mild solution of (3.3). Applying Proposition 3.7, we have the a priori estimate (3.15) with ε = ε * . On the other hand, Proposition 3.6 also implies
However, it contradicts the a priori estimate (3.15). Thus, we have S(ε) = ∞ for ε ∈ (0, ε 0 ].
Spectral decomposition
In the following, we prove the a priori estimate (3.15) in Proposition 3.7. At first, we decompose v and w into the leading terms and the remainder terms, respectively. Let α(s) be
Since v(s) ∈ H 1,m (R n ) for each s ∈ [0, S) and m > n/2, α(s) is well-defined. We also put
Then, it is easily verified that R n ϕ 0 (y)dy = 1 (3.17) and
We also put ψ 0 (y) = ∆ϕ 0 (y).
We decompose v, w as
We shall prove that f, g can be regarded as remainder terms. First, we note the following lemma.
Lemma 3.8. We have
where r is defined by (3.4).
) and m > n/2, we immediately obtain (3.20) from
Next, by the regularity (3.11), we see that dα ds (s) ∈ C 1 ([0, S); R). Differentiating dα ds (s) again and using the second equation of (3.3), we have
Thus, we finish the proof.
Next, we consider the remainder term (f, g). Since f and g are defined by (3.19), and we assumed that (v, w) has the regularity in (3.11), so is (f, g):
Therefore, from the system (3.3) and the equation (3.18), we see that f and g satisfy the following system:
where h is given by
Moreover, from (3.16), (3.17) and (3.20) , it follows that
We also notice that the condition (3.25) implies
We note that it suffices to show a priori estimates of f , g, α and dα ds for the proof of global existence of solutions to the system (3.3). Therefore, hereafter, we consider the system (3.23) instead of (3.3).
Energy estimates for n = 1
To obtain the decay estimates for f, g, we introduce
From the following lemma and the condition (3.25), we see that F, G ∈ C([0, S); L 2 (R)).
Lemma 3.9 (Hardy-type inequality). Let f = f (y) belong to H 0,1 (R) and satisfy R f (y)dy = 0, and let F (y) =
Proof. First, we prove (3.28) when f ∈ C ∞ 0 (R). In this case R f (y)dy = 0 leads to F ∈ C ∞ 0 (R). Therefore, we apply the integration by parts and have
Thus, we obtain (3.28). For general f ∈ H 0,1 (R) satisfying R f (y)dy = 0, we can easily prove (3.28) by appropriately approximations.
Moreover, by the regularity assumption (3.22) on (f, g), we see that
Since f and g satisfy the equation (3.23), we can show that F and G satisfy the following system:
We define the following energy.
By using Lemma 3.2, the following equivalents are valid for s ≥ s 1 with sufficiently large s 1 > 0.
Next, we prove the following energy identity.
Lemma 3.10. We have
Moreover, we have
Furthermore, we have
Proof. The proofs of (3.34) and (3.35) are the almost same as that of (3.33), and we only prove (3.33).
We calculate the derivatives of each term of E 0 (s). First, we have d ds
Here we have used that y 2 F F y ∈ L 1 (R), which enables us to justify the integration by parts. By Lemma 3.1, we also have
Adding up the above identities, we conclude that
We also have d ds
Adding up the above two identities, one has d ds
From (3.36) and (3.37), we conclude that
This completes the proof.
Energy estimates for n ≥ 2
Next, we consider higher dimensional cases n ≥ 2. In this case, we cannot use the primitives (3.27). Therefore, instead of (3.27), we definê
where 0 < δ < 1, andf (s, ξ) denotes the Fourier transform of f (s, y) with respect to the space variable. First, to ensure thatF ,Ĝ andĤ make sense as L 2 -functions, instead of Lemma 3.9, we prove the following lemma. R n f (y)dy = 0. LetF (ξ) = |ξ| −n/2−δf (ξ) with some 0 < δ < 1. Then, there exists a constant C(n, m, δ) > 0 such that
holds.
Proof. By the Plancherel theorem, it suffices to show that F L 2 ≤ C f H 0,m . Using the definition of F and the conditionf (0) = 0 , we compute
Since m > n/2 + 1, we have
Consequently, we obtain
which completes the proof.
We also notice that, for any small η > 0, the inequality
holds. This is proved by noting that 2−n−2δ < 0 (here we assumed that n ≥ 2). The above inequality enables us to control f L 2 by |ξ|f L 2 and |ξ|F L 2 . Moreover, the coefficient in front of |ξ|f L 2 can be taken arbitrarily small. By applying the Fourier transform to (3.23), we obtain
By noting that 1 2
Making use of this, we calculatê
Hence,F andĜ satisfy the following system.
We consider the following energy.
By using Lemma 3.2 again, the following equivalents are valid for s ≥ s 1 with sufficiently large s 1 .
Then, in a similar way to the case n = 1, we obtain the following energy identities.
Lemma 3.12. We have
44)
Proof. The proofs of (3.43) and (3.44) are the almost same as that of (3.42), and we only prove (3.42). First, we calculate d ds
Adding up these identities, we see that
Summing up the above identities, we have d ds
From (3.45) and (3.46), we conclude (3.42).
Proof of Proposition 3.7
In either case when n = 1 or n ≥ 2, we have proved energy identities of E j (s) with remainder terms R j (j = 0, 1, 2). Hereafter, we unify the both cases and complete the proof of Proposition 3.7. We define
where λ > 0 is determined later, and C 0 , C 1 are positive constants such that 1 ≪ C 1 ≪ C 0 . By recalling the equivalences (3.32) and (3.41) , the following equivalence is valid for s ≥ s 1 :
To obtain the energy estimate of E 4 (s), we first notice the following lemma.
Lemma 3.13. We have
Then, we can also see the following energy estimate.
Lemma 3.14. We have
for n ≥ 2, and
Here R 0 , R 1 , R 2 and L 0 , L 1 , L 2 are defined in Lemmas 3.10 (n = 1) and 3.12 (n ≥ 2), and R 3 is defined by (3.48) .
Then, by the Schwarz inequality and the inequality (3.39), we obtain the following lower estimate of L 4 . Here we recall that δ ∈ (0, 1) is an arbitrary number,δ = m − n/2 and η > 0 is an arbitrary small number.
holds for s ≥ s 1 .
Proof. Let λ satisfy 0 < λ ≤ 1/4 (n = 1) and 0 < λ < min{
. We take the parameter δ so that 2λ < δ < 1. Then, recalling thatδ = m − n/2, we have 2λ < min{δ,δ}. We also note that the equivalences (3.32) and (3.41) of E 0 (s), E 1 (s), E 2 (s) yield the positivity of the first three terms of L 4 (s) for s ≥ s 1 . Therefore, it suffices to consider the terms L 0 (s), L 1 (s) and L 2 (s). When n = 1, noting F y = f and applying the Schwarz inequality, we easily have
Hence, taking C 1 > 8 and C 0 > 2C 1 , we obtain the desired estimate. Next, when n ≥ 2, we note that, for any small µ > 0, we have
We take µ sufficiently small so that µ ≪ η and then C 0 , C 1 sufficiently large so that µ −2m+1 ≪ C 1 ≪ C 0 . Then, applying (3.39) to estimate the last term, we have the desired estimate.
Finally, we put
Then, we easily obtain Lemma 3.16. There exists s 2 ≥ s 1 such that we have
Proof. By the Schwarz inequality, we have
whereη > 0 is a small number determined later. By the equivalence (3. 
We give an estimate for the remainder term R 5 (s):
Lemma 3.17 (Estimate for the remainder terms). Let λ 0 , λ 1 be
(where we interpret 1/(1 + β) as an arbitrary large number when β = −1) and
(where we interpret −2βp i3 /(1 + β) as an arbitrary large number when p i3 = 0 and β = −1). Then, there exists s 0 ≥ s 2 such that we have the following estimates:
for s ≥ s 0 , whereη > 0 is an arbitrary small number.
(ii) When n ≥ 2, R 4 (s) and R 5 (s) satisfy
We postpone the proof of this lemma until the next section, and now we completes the proofs of Proposition 3.7 and Theorem 2.1. We first consider the case n ≥ 2. Takingη = 1/2 in Lemma 3.17 and using (3.50) 
with some constant C * > 0. This completes the proof of Proposition 3.7.
When n = 1, to control the additional term E 5 (s) pi1 L 4 (s) appearing in the estimate of R 5 (s), we use (3.50) as
instead of (3.53). In the same way as before, we multiply the both sides by Λ(s) and integrate it over [s 0 , s] to obtain
As before, putting M (s) := sup s0≤τ ≤s E 5 (τ ) and noting that Λ(s) is bounded by both above and below, we see that
for s ≥ s 0 with some constant C 2 > 0. Taking ε 1 sufficiently small so that for n ≥ 2, s ≥ 0, where λ 1 is given by (3.52).
Proof. When n = 1, β ∈ (−1, 1 
