One can find in the literature three main sets of estimators for the variance components in the hierarchical credibility model. This paper presents these estimators in a unified notation, studies some of their properties important for numerical evaluation and compares their relative performance by simulation. The paper also demonstrates how function cm of the R package actuar can be used to fit hierarchical models to insurance data.
INTRODUCTION
The hierarchical credibility model was introduced by Jewell (1975) as a means to use collateral data from the portfolio in the credibility premium of an insurance contract. Today, hierarchical credibility is mostly seen as a tool to distribute premiums fairly among a heterogeneous portfolio classified in a treelike structure. Since fitting the model involves measuring the homogeneity of the various nodes, hierarchical credibility can also be used simply to judge of the quality of a classification structure. This paper focuses on estimation of the structure parameters in the hierarchical credibility model. After a brief presentation of the model in the next section, we review, in Section 3, the estimators of the structure parameters with an emphasis on three sets of variance components estimators that have been proposed in the literature. In Sections 4 and 5, we study properties important for the numerical evaluation of these estimators and measure their relative performance by simulation. This research originated in our implementation of hierarchical credibility calculations in function cm of the R package actuar. We demonstrate this function in Section 6. We define the following structure parameters of the portfolio: the collective mean
the average within contract variance
the average between contract (or within class) variance
the average between class (or within sector) variance
and, finally, the between sector variance
The goal is to estimate the contract risk premiums m(Q ijk , F ij , C i ). In turn, this will require to successively estimate the class risk premiums m(F ij ,C i ) = E [ m(Q ijk , F ij ,C i ) | F ij ,C i ] and the sector risk premiums m(
Indeed, the best -in the mean square sense -inhomogeneous linear estimator of m(Q ijk , F ij ,C i ) is determined by the recursive system
with the credibility factors
and the weighted averages
See Bühlmann and Jewell (1987) for an elegant proof using projections in Hilbert spaces.
One will note that, in the notation above, summation over an index is denoted by a S replacing the corresponding subscript. Furthermore, replacing a subscript with a w (resp. a z) denotes a weighted average using natural weights (resp. credibility factors).
The quantities in the second column of (2)- (4) are the volumes of the levels. The volume of a level is the sum of the node credibility factors of the level below, except for the contracts level where the natural weights w ijkt are used. In addition, (5)- (7) are the sufficient statistics of the levels. Each is the weighted average of the node sufficient statistics of the previous level using the corresponding credibility factors as weights (or the natural weights for contracts). Again, see Bühlmann and Jewell (1987) or Bühlmann and Gisler (2005) for details.
In practice, evaluation of the credibility premium (1) requires to estimate the unknown structure parameters m, s 2 , a, b and c. This is the topic of the next section.
ESTIMATORS OF THE STRUCTURE PARAMETERS
We first discuss estimators of the collective mean m and the within contract variance s 2 . These are well established in the actuarial literature and are not subject to much controversy. The references we give pertain to the Bühlmann-Straub model, but the results apply unchanged to the hierarchical model. On the other hand, we study in greater detail three sets of estimators that have been proposed over the years for the variance components a, b and c.
Estimator for m
The generally accepted estimator of the collective mean is
Actually, this credibility weighted average is a pseudo-estimator since it depends on the unknown parameters s 2 , a, b and c. Assuming these parameters known, X zzzw is the best linear unbiased estimator of m (DeVylder, 1978) . In practice, the unknown parameters are replaced by their respective estimator. One can check by simulation that the bias of X zzzw is negligible and that its variance is indeed smaller than the variance of the more intuitive weighted average
Estimator for s

2
The estimator of s 2 is
It is straightforward to verify that the estimator is unbiased. Furthermore, DeVylder and Goovaerts (1992) and Goulet (1998a) showed that s 2 is optimal within a large class of linear estimators under zero-excess assumptions. We do not discuss this estimator any further in this paper.
Estimators for a, b and c
It seems that the first estimators of the between (or heterogeneity) variance components in common use in hierarchical credibility were the iterative pseudoestimators found in Goovaerts and Hoogstad (1987) and Goovaerts et al. (1990) :
These estimators look simple and fairly intuitive. However, by using as weights in the estimator of the heterogeneity parameter of a level the credibility factors of that same level, parameters a, b and c end up on the right hand sides of (10)-(12). Consequently, the estimators must be evaluated iteratively by solving a three-dimensional fixed point problem.
To avoid this somewhat involved numerical evaluation scheme, Ohlsson (2005) and Bühlmann and Gisler (2005) proposed two sets of estimators that are small variations on the same idea. It appears these authors made their findings almost simultaneously and independently. However, when Ohlsson presented his work at the ASTIN Colloquium in Zurich, the book by Bühlmann and Gisler was just about to be released. Consequently, Ohlsson's paper was never published in a scientific journal.
The common idea of Ohlsson, Bühlmann and Gisler is to use weights that are fully known upon computing the estimator of a heterogeneity parameter and, yet, to still obtain simple estimators. Essentially, the trick consists in replacing the nodes credibility factors wherever they are used in the iterative estimators (10)-(12) by the nodes volumes; that is, to replace the values in the first column of (2)-(4) by those in the second.
To define the alternative sets of estimators, we first let
and
Notice how (18) and (19) differ from (7) and (8), respectively. The definitions of the terms w ij SS , z i SS and z SS should be obvious from the notation introduced earlier.
One
may verify that E[A ij ] = d ij a, E[B i ] = e i b and E[C ]
= fc when structure parameters are taken as known constants (see also Ohlsson, 2005) . In other words,
is an unbiased estimator of b and C/f is an unbiased estimator of c. However, each of these statistics can be negative. What differs in Ohlsson's and in Bühlmann and Gisler's approach is the solution to cope with negative variance estimators.
Ohlsson (2005) proposes the following unbiased estimators:
These estimators can be negative. In practice, the lower level variance components will be replaced by their estimates and a, b and c will be truncated to zero, thereby introducing a bias. As for Bühlmann and Gisler (2005) , they truncate each unbiased statistic above before averaging them out. Therefore, their biased but always non-negative estimators are
Of course, in computations one also needs to replace the lower level variance components by their estimates in the above formulas.
NUMERICAL PROPERTIES OF THE ESTIMATORS
As one quickly realizes when trying to implement calculations for the hierarchical credibility model in a computer, the formulas of the previous section do not give the complete picture about the structure parameters estimators. Specifically, their numerical evaluation is problematic as soon as one of the (between) variance estimators is zero. Indeed, all the credibility factors of the affected level -and hence the volume of the level -are then also equal to zero. This will result in indeterminate forms ( 0 0 ) upon computing the sufficient statistics and the credibility factors of the levels higher in the tree.
In this section, we provide a few results and guidelines to help cope with such situations. Note that we do not discuss the case s 2 = 0 since it is of no real interest in practice. Indeed, contracts are very rarely all perfectly time homogeneous and, if they were, then predicting their future claims would be trivial.
A first lemma indicates how to compute the sufficient statistic of a level when the between variance of the previous level is zero.
Lemma 1. For the hierarchical credibility model of Section 2, we have the following limits:
Proof. We prove only the first result; the others are symmetrical. If a = 0, then z ijk = 0 for all i, j and k. Therefore, we have
applying l'Hôpital's rule to our original problem yields The results in the above two lemmas are fairly obvious when we look at the physical interpretation of a zero between variance. When a level in the classification tree is perfectly homogeneous, then this level may as well be omitted from the classification, as depicted in Figures 1(b)-1(d) . This explains why the weights and within variances "skip" one level in the formulas for the sufficient statistics and the credibility factors. Furthermore, we can apply the rules of Lemmas 1 and 2 repeatedly if more than one variance is zero. For example, if both a = 0 and b = 0, then the sufficient statistic for sector i is Proof. The results follow from lemmas 1 and 2 and some tedious but straightforward calculations. We merely outline the proof, here. For (27), we write the limit as 
The proof for (28) is symmetrical in every respect. ¡
From the above, it should be obvious that lim a " 0 b = lim a " 0 B i /e i is equal to the right hand side of (29) with an additional summation on i in both the numerator and the denominator. Moreover, as before, the results of the previous theorem can be used repeatedly if more than one variance component is zero. Theorem 2. Let a be the solution of a = f 1 (X, s 2 , a), where X is the vector of observations from the portfolio and f 1 is the right hand side of (10). The sequence a (n + 1) = f 1 (X, s 2 , a (n) ), n = 0,1,2, … converges to a unique, strictly positive solution if, and only if, S i S j A ij > 0. When S i S j A ij # 0, the sequence converges to 0.
We have equivalent relationships between convergence of the sequence b (n + 1) = f 2 (X, a, b (n) ) and the sign of S i B i as well as between convergence of the sequence c (n + 1) = f 3 ( X, b, c (n) ) and the sign of C, where f 2 and f 3 are the righthand sides of (11) and (12), respectively.
Proof. This theorem is a generalization to the hierarchical model of the results previously proved by Dubey and Gisler (1981) for the Bühlmann-Straub model. Hence, the proof follows the same lines. We give the main ideas, but leave to the reader to work out the details.
For the first relationship, one establishes easily that f 1 ( X, s 2 , 0) = 0, f 1 Ј(X, s The proof for the other relationships is similar. ¡ Note that the above theorem guarantees existence and uniqueness of the iterative estimators when computed one at a time. In practice, the estimators are computed simultaneously. Therefore, what is really needed is a statement on the convergence to a unique multivariate fixed point of the sequence 2 , , Unfortunately, we could not prove existence and uniqueness of the fixed point for this much more complex problem. However, we may testify that obtaining convergence in our many numerical tests was never a problem. This completes our study of the inner working of the hierarchical model and its structure parameters estimators. For the sake of simplicity and brevity, from now on we can limit ourselves to two-level models in numerical illustrations.
RELATIVE PERFORMANCE OF THE ESTIMATORS
We wanted to assess by simulation the relative performance of the three sets of estimators introduced in the previous section. From the outset, we can state that our conclusion will not be a very firm one. Indeed, no one set of estimators performed uniformly better or worse than the others for the criteria we considered. Actually, the results were often so close that small variations in two simulations with exactly the same parameters would sometimes yield different conclusions.
We simulated aggregate claim amounts S ijt for a two-level hierarchical portfolio using the collective model of risk theory (Gerber, 1979; Daykin et al., 1994 ) and then we defined the observation in node (i, j, t) as the ratio
See the appendix for the complete simulation model. We ran a number of simulations with different sets of parameters. Each simulation consisted of 10,000 runs with portfolios of 10 sectors, between 100 and 150 contracts per sector (determined randomly) and 5 years of experience. We used the (truncated) Ohlsson estimators as starting values for the iterative estimators. The latter always converged in less than 100 iterations. We report the results for two representative cases in Tables 1 and 2 . The credibility model is applied to frequencies only in Table 1 and to aggregate claim amounts in  Table 2 ; see the appendix for details.
First, we notice that the bias of the estimators in all three sets is not a major source of concern. In most cases, when one estimator is better than the others in this respect, it is by a very small margin. Similarly, the variance of the various estimators of the same parameter are usually comparable. In our tests, the Ohlsson estimators are rarely the best performers. Otherwise, the Bühlmann-Gisler and iterative estimators are essentially on par, perhaps with a small advantage for the latter when it comes to the variance of the estimators.
In the end, the key aspect for the actuary using hierarchical credibility for ratemaking purposes is how accurate the model is at predicting future claims. Table 3 gives the average over all simulation runs of the contract mean square errors 2 . 1
The results are scaled to 1.0 for comparison purposes. Here again, the differences are small. However, in our tests the iterative estimators had most often the smallest mean square error. Now, if we are to draw any conclusion from our simulation study, it is that the Bühlmann-Gisler and iterative estimators seem generally superior to the Ohlsson estimators, but by a minuscule margin. The main advantage of the Bühlmann-Gisler (and Ohlsson) estimators is their numerical simplicity. They are easy to compute by hand -in case anyone would like to do it, which we doubt! -and to implement in a programming language or a spreadsheet application. This cannot be said of the iterative estimators. On the other hand, in our implementation (see below), calculations for the iterative estimators are coded in C versus in R for the other two sets. This results in almost no speed penalty for using the iterative estimators.
AN IMPLEMENTATION
In this section, we give a brief outline of our implementation of hierarchical credibility calculations in the R package actuar (Dutang et al., 2008) . actuar is a package providing additional Actuarial Science functionality to the R statistical system (R Development Core Team, 2009 ). The software is distributed through the Comprehensive R Archive Network (http://cran.r-project.org).
The linear model fitting function of R is named lm. Since credibility models are very close in many respects to linear models, and since the credibility model fitting function of actuar borrows much of its interface from lm, we named the credibility function cm.
Function cm acts as a unified interface for all credibility models supported by actuar. Currently, these are the classical models of Bühlmann (1969) and Bühlmann and Straub (1970) , the hierarchical model and the regression model of Hachemeister (1975) . Furthermore, the function supports all three sets of estimators of the between variance structure parameters presented in Section 3.3.
The credibility modeling function assumes that data is available in the format most practical applications would use, namely a rectangular array (matrix 508 H. BELHADJ, V. GOULET AND T. OUELLET or data frame) with contract observations in the rows and with one or more classification index columns (numeric or character). Then, function cm works much the same as lm. It takes in argument: a formula of the form ~terms describing the hierarchical interactions in a data set, the data set containing the variables referenced in the formula, and the names of the columns where the ratios and the weights are to be found in the data set. The latter should contain at least two nodes in each level and more than one period of experience for at least one contract. Missing values are represented by NAs. There can be contracts with no experience (complete lines of NAs).
In order to give a simple and easily reproducible example, we group states 1 and 3 of the Hachemeister (1975) data set (provided with the package) into one sector and states 2, 4 and 5 into another: -cbind(sector = c(1, 2, 1, 2, 2) , hachemeister)
The above shows that data does not have to be sorted by level. The fitted model using the iterative estimators is:
> fit <-cm (~sector + sector:state, data = X, + ratios = ratio.1:ratio.12, weights = weight.1:weight.12 ,
Call: cm(formula = ~sector + sector:state, data = X, ratios = ratio.1:ratio.12, weights = weight.1:weight.12, method = "iterative")
Structure Parameters Estimators To fit with the Bühlmann-Gisler or the Ohlsson estimators, one merely specify method = "Bühlmann-Gisler" or method = "Ohlsson", respectively, in the call to cm. In the R expression above, we stored the model object returned by cm in an object named fit for further use. This object of class "cm" contains the estimators of the structure parameters. To compute the credibility premiums, one calls a method of predict for this class: The methods of predict and summary can both report for a subset of the levels by means of an argument level. For example:
> predict(fit, levels = "sector")
The results above differ from those of Goovaerts and Hoogstad (1987) for the same example because the formulas for the credibility premiums are slightly different.
CONCLUSION
This paper discussed estimation of the structure parameters in the hierarchical credibility model, with an emphasis on between variance components. We reviewed in a unified notation three sets of estimators presented in the actuarial literature and we provided rules to compute credibility premiums when one or more of the variance component estimators are equal to zero. We also demonstrated a link between the values of the Ohlsson estimators and the convergence of the iterative ones. A simulation study showed that all three sets of estimators perform very similarly. For their numerical simplicity, we recommend using the Bühlmann-Gisler estimators. If computing time is not much of an issue, then the iterative estimators are an excellent alternative.
Finally, we presented function cm of the R package actuar. This function is the package's unified interface to credibility modeling.
If you use R or actuar for actuarial analysis, please cite the software in publications. Use ("actuar") at the R command prompt for information on how to cite the software.
We let S ijt = C ijt1 + … + C ijtN ijt , where N ijt is the number of claims in node (i, j, t) and C ijtu is the amount of claim u in that same node. As usual in the collective model of risk theory, the claim amounts are all mutually independent and independent from the number of claims. where subscript N denotes the structure parameters based on N ijt /w ijt and subscript C denotes the structure parameters based on C ijtu (see Forgues et al., 2006) .
We use the following distribution assumptions:
L ij |C i + Gamma(a, 1/C i )
F i + Normal ( m, s 3 2 ).
The Poisson-gamma combination for frequencies is a typical choice in Bayesian modeling. The lognormal-normal combination for claim amounts was inspired by Hewitt (1971) . These assumptions yield The weights are simulated with w ijt + U (0.5 w ij , 1.5 w ij )
w ij + U (2, 10).
ON PARAMETER ESTIMATION IN HIERARCHICAL CREDIBILITY
This two-step procedure avoids too large fluctuations in weights within a contract. The model of Table 1 has only a frequency component -that is m = s 1 2 = s 2 2 = s 3 2 = 0 -and we simulated observations with parameters a = 4, j = 2 1 and g = 2. This gives a fairly well classified portfolio, with sectors homogeneous within (small a) and heterogeneous between (large b).
For the model of Table 2 , we used the same frequency parameters as above and severity parameters m = log2 -2 3 and s 1 2 = s 2 2 = s 3 2 = 1. In part, these parameters were chosen such that the collective mean is m = 1.
Data was simulated using function simul of the R package actuar (Goulet and Pouliot, 2008 , see also Section 6). 
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