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Abstract
We compute the nuclear force in a holographic model of QCD on the basis of a
D4-D8 brane configuration in type IIA string theory. The repulsive core of nucleons is
important in nuclear physics, but its origin has not been well understood in strongly
coupled QCD. We find that the string theory via gauge/string duality deduces this
repulsive core at a short distance between nucleons. Since baryons in the model are
realized as solitons given by Yang-Mills instanton configuration on flavor D8-branes,
ADHM construction of two instantons probes well the nucleon interaction at short
scale, which provides the nuclear force quantitatively. We obtain a central force, as
well as a tensor force, which is strongly repulsive as suggested in experiments and
lattice results. In particular, the nucleon-nucleon potential V (r) (as a function of the
distance) scales as r−2, which is peculiar to the holographic model. We compare our
results with the one-boson exchange model using the nucleon-nucleon-meson coupling
obtained in our previous paper.8)
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§1. Introduction
Nuclear force, the force between nucleons, exhibits a repulsive core of nucleons at short
distances. This repulsive core is quite important for large varieties of physics of nuclei
and nuclear matter. For example, the well-known presence of nuclear saturation density
is essentially due to this repulsive core. However, from the viewpoint of strongly coupled
QCD, the physical origin of this repulsive core has not been well understood. Despite the long
history of the problem, it was rather recent1) that lattice QCD could reach the problem,∗)
and of course, any understanding of it based on analytic computations is quite helpful for
revealing the basic nature of nuclear and hadron physics. ∗∗)
The recent rapid progress in applying gauge/string duality4)–7) to QCD, holographic
QCD, has been surprising. Now, it has been made possible to compute various observables
in hadron physics such as spectra of mesons/baryons/glueballs and the interactions among
them. Although most of the works rely on the supergravity approximation that works for
large Nc and large ’t Hooft coupling λ, it turned out that the holographic QCD reproduces
quite well the properties of hadrons not only qualitatively but also quantitatively.
We apply this gauge/string duality to the problem of nuclear force. In our previous
paper,8)∗∗∗) we computed nucleon-nucleon-meson couplings, using the holographic QCD on
the basis of a D4-D8 brane configuration in type IIA string theory,9), 10) which incorporates
chiral quark dynamics. This amounts in principle to computing the large distance behavior
of nuclear force, given that the potential between two nucleons can be understood as an
exchange of mesons between them. In this paper, we take one step further: by directly
solving the two-nucleon system in the D4-D8 model of the holographic QCD, we find a short
distance scale of the nuclear force. In fact, we find the repulsive core of nucleons.
First, let us briefly summarize what has been computed for baryons in the D4-D8 model
of the holographic QCD. The D4-D8 model9), 10) of the holographic QCD describes a strong
coupling regime of massless QCD at low energy, in the large Nc limit with large ’t Hooft
coupling λ, for a fixed number Nf of flavors.
†) The low-energy degrees of freedom on the
flavor D8-branes in the holographic geometry of Ref. 12), which are basically the Yang-Mills
(YM) fields in five-dimensional curved space-time, give Kaluza-Klein towers of mesons, while
instantons in the YM theory correspond to baryons in low-energy QCD9) (this is based on
the baryon vertices in gauge/string duality13), 14) and the fact that branes inside branes are
∗) See also Ref. 2) for a study of the interactions between nucleons and hyperons using lattice QCD.
∗∗) For a review on the theoretical aspects of nuclear force including that of short distance, see for example
Ref. 3).
∗∗∗) See also Refs. 19), 21)–24) for closely related works.
†) Introducing massive quarks in the model has been discussed in Ref. 11).
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represented by solitonic instantons15)). Here, in our terminology, the instanton is a gauge
configuration that is localized in spatial four dimensions in the five-dimensional space-time.
The baryon number is identified as the instanton number in four-dimensional space. Since it
is conserved in the time direction and localized in the spatial directions, it behaves as point
particles that are interpreted as baryons. Quantization of a single instanton a la moduli
space approximation16), 17) gives rise to a spectrum of baryons including nucleons.18) In our
previous paper,8) we computed the static properties of the baryons by evaluating the chiral
currents in the presence of the instanton: charge radius, magnetic moments, form factors
etc. were computed, in addition to the nucleon-nucleon-meson couplings.∗) This analysis
is reminiscent of that by Adkins et. al.25) for Skyrmions.26)∗∗) In fact, the holographic
description mimics the relation between the Skyrmion and instantons found by Atiyah and
Manton28)∗∗∗). The physics of finite baryon density and nuclear matter has been explored in
many papers recently, and we do not describe them in detail here.
Next, we briefly outline our method. The one-instanton analysis given in Refs. 18), 19)
revealed that the desired configuration with instanton number 1 can be obtained simply
by considering corrections to the BPST instanton in four-dimensional flat space.30) The
corrections are due to (i) overall U(1) part of the YM gauge fields coupled to the instanton
density, and (ii) curved space-time along the extra dimension x4 in the five-dimensional
space-time. These corrections induce a small potential in the instanton moduli space, fix
the size of the instanton to be of order 1/(
√
λMKK) (where MKK is the only parameter
with mass dimension and gives the meson mass scale), and give the quantization of the
instanton in the moduli space approximation. This type of analysis can be extended to
our case of two baryons. If the two baryons sit close to each other so that the distance r
satisfies r < O(1/MKK), we can use two-instanton configuration in the flat space as a starting
point, since the effects of the curved space are small. The properties of the two-instanton
moduli space are known, concerning not only its construction via renowned ADHM (Atiyah-
Drinfeld-Hitchin-Manin) method,31) but also the metric in its moduli space (see Refs. 32)–36)
for some of the papers relevant to our computations). We use them explicitly as a basis in
a manner similar to the one-instanton case, to explore the physics of the nuclear force, i.e.,
the interaction between two baryons sitting close to each other.
We compute the additional potential induced in the moduli space, due to the presence
∗) By using five-dimensional spinor fields introduced as nucleon fields on the D8-brane, in Refs. 19),20),
the static quantities of baryons were computed. See also Refs. 21), 22).
∗∗) The analysis of the Skyrmions based on the four-dimensional meson effective action derived from the
D4-D8 model is given in Ref. 27).
∗∗∗) To describe the nuclear force, a two-instanton configuration was used for this Atiyah-Manton ansatz
for Skyrmions (see for example Ref. 29)).
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of the two instantons. The analytic form of the moduli Lagrangian can be obtained in the
asymptotic expansion of r. This includes corrections to the kinetic term, coming from the
metric of two-instanton moduli space. Specifying the two-nucleon states by tensor product of
single-baryon states obtained in Ref. 18), we can evaluate the nuclear force for given nucleon
states.
Note that this “asymptotics” means a large distance in the region r < O(1/MKK). There-
fore, in the standard terminology for the nuclear force, our result is for short distances. In
addition, we use the asymptotic expansion in r, so our analytic formula of the nucleon-
nucleon potential is not for nucleons on top of each other. However, this is sufficient for
seeing the repulsive core of the nucleons.
We find that our final expression for the nucleon-nucleon potential, (4.45), is repulsive,
and has 1/r2 dependence. This r-dependence is peculiar to the four-dimensional space, not
the three-dimensional harmonic potential. The appearance of the 1/r2 potential is due to the
extra holographic dimension, thus typical in holographic description. Physically speaking,
the Kaluza-Klein summation of all the meson states in the tower produces this new behavior.
The main reason why the force is repulsive is that the instantons carry electric charge
of the overall U(1) part of the YM fields on the D8-branes. This electric charge is supplied
by a Chern-Simons (CS) coupling on the Nf D8-branes, and is nothing but the baryon
number. The U(1) force is repulsive since the instantons have the U(1) charge of the same
sign. There are some contributions from the SU(2) gauge field that give attractive potential,
but this SU(2) force turns out not to be strong enough to cancel the U(1) repulsive force.
The Kaluza-Klein decomposition of the U(1) part of the gauge fields provides a mass tower
starting with ω meson as the lightest vector meson,9) and so, our computation shows that
the repulsive force is partly due to the ω meson exchange. Not only the ω meson but also the
whole massive mesons participate in the nuclear force, and as a result, the nucleon-nucleon
potential becomes 1/r2.
One might wonder whether it is reasonable to sum up the contributions from all the
massive mesons, since the model deviates from QCD at the energy scale higher than MKK.
However, there are some lines of evidence suggesting that the results obtained by summing
up the infinite tower of massive mesons are better than those obtained by only taking into
account the first few modes. For example, in our previous paper,8) we showed that the
electromagnetic form factors for the nucleon are very close to the dipole profile observed
in the experiment. This result is obtained by summing up the contributions from all the
massive vector mesons. If we only take into account the rho meson, the form factors can
never be close to the dipole profile.
The organization of this paper is as follows. First, in §2, we describe our strategy,
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together with a brief review of the instantons in the D4-D8 model. In §3, we obtain an
effective Hamiltonian for moduli parameters of the two instantons in the model. In §4, using
the wave functions for nucleon states, we evaluate the nucleon nucleon interaction potential.
We decompose it to a central force and a tensor force. In §5, we compare our results with
one-boson-exchange potential evaluated using the nucleon-nucleon-meson coupling obtained
in our previous paper.8) Section 6 is for a brief summary. In the appendices, we review the
ADHM construction of two instantons and summarize the necessary formulas used in this
paper.
§2. Nuclear force in holographic QCD
In this section, we briefly summarize the treatment of the single baryon in the D4-D8
model9), 10) of the holographic QCD following Ref. 18) and describe our strategy for obtaining
the nuclear force. Our first goal is to obtain a quantum mechanics Hamiltonian for a two-
nucleon system. The total Hamiltonian consists of one-body canonical kinetic terms for
each nucleon, potential terms for each nucleon, plus interactions. One generically has an
interaction potential as well as a correction to the kinetic term. Then, secondly, we evaluate
the inter-baryon energy using the Hamiltonian. This provides an explicit nuclear force that
is dependent on nucleon states labeled by spin and isospin.
The concrete calculations of the Hamiltonian will be given in §3, and its evaluation with
explicit nucleon states will be presented in detail in §4.
2.1. Review: single baryon in the model
First, we review briefly the single baryon case18) in the holographic QCD proposed in
Refs. 9), 10). The notation of our paper follows that of Ref. 18).
Our starting point is the meson effective action derived in Refs. 9),10), which is given by
the following five-dimensional U(Nf ) Yang-Mills-Chern-Simons (YMCS) theory in a curved
background:
S = SYM + SCS ,
SYM = −κ
∫
d4xdz tr
[
1
2
h(z)F2µν + k(z)F2µz
]
, SCS =
Nc
24π2
∫
M4×R
ω5(A) . (2.1)
Here µ, ν = 0, 1, 2, 3 are four-dimensional Lorentz indices, and z is the coordinate of the fifth
dimension. The field strength is defined as F = 1
2
Fαβdxα ∧ dxβ = dA + iA ∧ A with the
U(Nf ) gauge field A = Aαdxα = Aµdxµ +Azdz (α = 0, 1, 2, 3, z), and the front factor κ is
related to the ’t Hooft coupling λ and the number of colors Nc as
κ =
λNc
216π3
≡ aλNc . (2.2)
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The action (2.1) is written in the unit MKK = 1, where MKK is the only dimensionful
parameter in the model.∗) The functions h(z) and k(z) appearing as the “metric” in the
action (2.1) are given by h(z) = (1 + z2)−1/3 and k(z) = 1 + z2, while, in the second term,
ω5(A) is the CS 5-form (here, we omit the ∧ product, e.g., AF2 = A ∧F ∧ F)
ω5(A) = tr
(
AF2 − i
2
A3F − 1
10
A5
)
. (2.3)
In the two-flavor case (Nf = 2) that we focus on in this paper, the U(2) gauge fields A are
decomposed as
A = A+ Â 12
2
= Aa
τa
2
+ Â
12
2
=
3∑
C=0
AC τ
C
2
, (2.4)
where τa (a = 1, 2, 3) are Pauli matrices and τ 0 = 12 is a unit matrix of size 2.
This action is obtained from the low-energy effective action on Nf D8-branes in the
curved ten-dimensional geometry corresponding to Nc D4-branes wrapped on a circle with
an antiperiodic boundary condition for fermions. At low energy, this D-brane configuration
provides U(Nc) QCD with Nf massless quarks and the action (2.1) describes the dynamics
of mesons and baryons. The action (2.1) is written in (1+4) dimensions, and the space
along the extra dimension x4(≡ z) is curved. Once the gauge fields are decomposed into
their Kaluza-Klein states concerning the z direction, each mass eigenstate corresponds to
a meson, and the action (2.1) describes the whole spectra/interactions of the mesons. By
contrast, baryons are solitons with nonzero instanton number in the four-dimensional space
parameterized by xM = (~x, z) (M = 1, 2, 3, z). As they are localized in the four-dimensional
space in the five-dimensional space-time, they behave as pointlike particles. The instanton
number is identified with the baryon number9) and these particles are interpreted as baryons.
We will see more of the details below.
The single-baryon solution was found to have the size of order λ−1/2.18), 19) It is helpful
to rescale the coordinates as18)
x˜M = λ1/2xM , x˜0 = x0 ,
A˜0(t, x˜) = A0(t, x˜) , A˜M(t, x˜) = λ−1/2AM(t, x˜) , (2.5)
to see the consistent 1/λ expansion of the equations of motion and the total energy of the
single baryon. Hereafter, we omit the tilde for simplicity. Then, for large λ, the YM part of
∗) In Refs. 9) and 10), these two parameters are chosen as MKK = 949 MeV, κ = 0.00745 to fit the
experimental values of the ρ meson mass mρ ≃ 776 MeV and the pion decay constant fpi ≃ 92.4 MeV.
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the action is
SYM = − aNc
∫
d4xdz tr
[
λ
2
F 2MN +
(
−z
2
6
F 2ij + z
2F 2iz − F 20M
)
+O(λ−1)
]
− aNc
2
∫
d4xdz
[
λ
2
F̂ 2MN +
(
−z
2
6
F̂ 2ij + z
2F̂ 2iz − F̂ 20M
)
+O(λ−1)
]
, (2.6)
while the total equations of motion are
DMF0M +
1
64π2a
ǫMNPQF̂MNFPQ +O(λ−1) = 0 , (2.7)
DNFMN +O(λ−1) = 0 . (2.8)
∂M F̂0M +
1
64π2a
ǫMNPQ
{
tr(FMNFPQ) +
1
2
F̂MN F̂PQ
}
+O(λ−1) = 0 , (2.9)
∂N F̂MN +O(λ−1) = 0 . (2.10)
Therefore, at the leading order, the warp factors h(z) and k(z) are approximated by 1, so
the SU(2) part of the equations is nothing but the standard YM equation in flat space. It
is solved by a BPST instanton located around z ∼ 0. The electric U(1) part is sourced by
the instanton density, as seen in (2.9). The explicit solution is18)
AclM =− if(ξ)g∂Mg−1 , Âcl0 =
1
8π2a
1
ξ2
[
1− ρ
4
(ρ2 + ξ2)2
]
, A0 = ÂM = 0 , (2.11)
with the BPST instanton profile
f(ξ) =
ξ2
ξ2 + ρ2
, g(x) =
(z − Z) + i(~x− ~X) · ~τ
ξ
, ξ =
√
(z − Z)2 + |~x− ~X|2 . (2.12)
ρ is the size of the instanton, while XM = (X1, X2, X3, Z) = ( ~X, Z) is the position of the
soliton in the four-dimensional space.
Quantization of this soliton has been carried out in Ref. 18). It is basically the same as
the quantization of a YM instanton in the moduli space approximation,16), 17) except for the
additional potential in the moduli space induced by the presence of the subleading terms
in the action (2.6). The moduli space for a single YM instanton is M1 ≃ R4 × R4/Z2
parameterized by ( ~X, Z) and yI (I = 1, 2, 3, 4) with the Z2 action y
I → −yI . The radial
component ρ ≡
√
(yI)2 of yI gives the instanton size and the angular components aI = yI/ρ
parameterize the SU(2) orientation of the instanton. The quantization of the soliton is
described by quantum mechanics on this moduli space, with the Lagrangian
L =
mX
2
~˙X2 +
mZ
2
Z˙2 +
my
2
(y˙I)2 − U(ρ, Z) , (2.13)
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where the “mass” for each moduli is given by
mX = mZ =
my
2
= 8π2aNc , (2.14)
and the potential
U(ρ, Z) = M0 + 8π
2aNc
(
ρ2
6
+
1
5(8π2a)2
1
ρ2
+
Z2
3
)
(2.15)
is obtained by substituting the solution (2.11) to the action (2.6). M0 ≡ 8π2κ is the classical
mass at the leading order in the 1/λ expansion. The potential is classically minimized at
ρ2cl =
1
8π2a
√
6
5
, Zcl = 0 , (2.16)
which shows that in fact the soliton has the size of order λ−1/2 when it is rescaled back to
the original coordinates by (2.5). The Hamiltonian is given by
H =
−1
2mX
(
∂
∂ ~X
)2
+
−1
2mZ
(
∂
∂Z
)2
+
−1
2my
(
∂
∂yI
)2
+ U(ρ, Z) . (2.17)
This system has an SO(4) ≃ (SU(2)I×SU(2)J)/Z2 rotational symmetry acting on yI . Here
SU(2)I and SU(2)J are interpreted as the isospin and spin rotations, respectively, and they
act on y ≡ y4 + iyaτa as
y → gIygJ (2.18)
with (gI , gJ) ∈ SU(2)I × SU(2)J . The isospin and spin operators are given by
Ia =
i
2
(
y4
∂
∂ya
− ya ∂
∂y4
− ǫabc yb ∂
∂yc
)
,
Ja =
i
2
(
−y4 ∂
∂ya
+ ya
∂
∂y4
− ǫabc yb ∂
∂yc
)
, (2.19)
respectively. From this, we have ~I2 = ~J2 and, hence, only baryons with I = J appear in this
approach.
Quantum states of the baryon can be labeled using quantum numbers of isospin/spin
I = J ≡ l/2 , (l = 1, 3, 5, · · · ), the eigenvalues of the third components of isospin and spin
operators I3 and J3, and the quantum numbers nρ = 0, 1, 2, · · · and nz = 0, 1, 2, · · · , which
label the excitation numbers of (almost) harmonic oscillators in ρ and Z, respectively. For
example, the proton and neutron have quantum numbers (l, I3, nρ, nz) = (1, 1/2, 0, 0) and
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(l, I3, nρ, nz) = (1,−1/2, 0, 0), respectively. The corresponding wavefunctions are normalized
spin/isospin states25)
|p ↑〉 = 1
π
(y1 + iy2)/ρ , |p ↓〉 = − i
π
(y4 − iy3)/ρ ,
|n ↑〉 = i
π
(y4 + iy3)/ρ , |n ↓〉 = −1
π
(y1 − iy2)/ρ , (2.20)
multiplied by the following ρ and Z wavefunctions,
R(ρ) = ρl˜e−
myωρ
2
ρ2 , ψZ(Z) = e
−mZωZ
2
Z2 , (2.21)
with l˜ = −1 + 2
√
1 +N2c /5, ωρ = 1/
√
6, and ωZ =
√
2/3. The functions R(ρ) and ψZ(Z)
should be multiplied by normalization factors.
2.2. Our strategy
Our strategy for the calculation of the nuclear force consists of three steps:
1) Construction of generic two-baryon solution of the YMCS theory (2.1),
2) Computation of the quantum-mechanical Hamiltonian for the moduli parameters, and
3) Evaluation of the Hamiltonian with specified nucleon states.
This is a direct generalization of the single-baryon case to the two-baryon case. In the
following, we describe each step in more detail.
2.2.1. Construction of two-baryon solution
The case of two baryons, which is our concern, can be considered by solving the equations
of motion of the original action (2.1) with the constraint that the instanton number is 2. As
we have seen, the rescaled variables are useful for seeing the properties of the single baryon.
There, one can start with a BPST instanton solution in flat space, since the size of the
instanton is smaller than the scale of the curved background geometry. When we have two
baryons, the situation is different. If the distance between the two is larger than O(1/MKK)∗)
(or O(√λ/MKK) in the rescaled coordinate), the effect of the curved space-time comes into
play, thus a similar analysis cannot be performed. In this paper, we concentrate on the case
where the two baryons are close to each other, i.e., the distance is smaller than O(1/MKK).
It is well-known that one can explicitly construct generic two-instanton solutions of Eu-
clidean four-dimensional YM theory in flat space. We use ADHM construction of the in-
stantons for our purpose. The construction is reviewed in Appendix B.
The two-instanton moduli space is parameterized by four quaternionic parameters (X1,X2,
y1,y2). We summarize our notation for the quaternion in Appendix A. The quaternion has
∗) As a reference, if we use the value of MKK that is fixed by the rho meson mass, we have 1/MKK ≃
0.208 fm.
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a representation by 2 × 2 complex matrices as in (A.3). In this notation, these moduli
parameters can be written as
Xi = Zi + i ~Xi · ~τ , yi = y4i + i~yi · ~τ , (i = 1, 2) (2.22)
with ~Xi = (X
1
i , X
2
i , X
3
i ) and ~yi = (y
1
i , y
2
i , y
3
i ). When the separation between the two instan-
tons is large, the two-instanton solution can be approximated with a superposition of two one-
instanton configurations with moduli parameters (Xi,yi) (i = 1, 2). Here, X
M
i = ( ~Xi, Zi)
corresponds to the position of the instanton in the four-dimensional space, ρi ≡
√
yIi y
I
i is
the size, and ai ≡ yi/ρi is the SU(2) orientation of the instanton.
Defining rM ≡ XM1 −XM2 (M = 1, 2, 3, z) as the relative position of the two instantons and
|r| =
√
rMrM as the distance between them in the four-dimensional space, the requirement
for the flat space approximation to be valid amounts to
|r| < O
(√
λ/MKK
)
. (2.23)
Note that this is written in the rescaled coordinates (2.5).
As seen from the structure of the equations of motion in the 1/λ expansion, the only
nonzero quantities at leading order are AM and Â0, as in the case of the single baryon. The
equation of motion (2.9) shows that the U(1) part of the gauge field is again sourced by
the instanton density, now with two maxima at the location of the separated baryons. The
explicit solution of the SU(2) two-instanton solution and the U(1) part will be presented in
§3, with the help of the ADHM construction reviewed in Appendix B.
2.2.2. Calculation of quantum-mechanical Hamiltonian for two-baryon moduli
The next task is to obtain the classical potential U(yI1, y
I
2,
~X1− ~X2, Z1, Z2). We substitute
the two-instanton configuration into the action (2.6). As we mentioned, the nonzero fields
at the leading order are only AM (x) (the spatial components of the SU(2)) and Â0(x)
(the temporal component of the U(1)). Therefore, in the rescaled action (2.6), nonzero
contributions are
U = 2M0 +H
(SU(2))
pot +H
(U(1))
pot +O
(
λ−1
)
, (2.24)
H
(SU(2))
pot ≡ aNc
∫
d3xdz tr
[
−z
2
6
F 2ij + z
2F 2iz
]
=
aNc
6
∫
d3xdz tr
[
z2F 2MN
]
, (2.25)
H
(U(1))
pot ≡
aNc
2
∫
d3xdz
[
F̂ 20M
]
. (2.26)
The first term of the total potential (2.24) is the energy contribution from the first term in
the action (2.6), which gives the leading order term in the 1/λ expansion. The important
part is the subleading order potential, H
(SU(2))
pot and H
(U(1))
pot , which, in the case of the single
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baryon, was used to determine the size of the instanton classically and was responsible for the
quantum effect. We compute these for the cases with two baryons, with explicit dependence
on the moduli parameters. In the last equation of (2.25), we have used the self-dual equation
for the instanton.
The computation of H
(SU(2))
pot is straightforward although it is technically involved, which
will be presented in §3.1. On the other hand, it turns out that H(U(1))pot is not easy to compute.
One can evaluate it numerically, but numerical results are not useful for our purpose, as we
will later need to make a moduli integration of it with the baryon wavefunction. Thus, we
need the explicit analytic expression for the moduli dependence of the potential. For this
purpose, we concentrate on the case with a large inter-baryon distance,
O(1/MKK) < |r| , (2.27)
where the left-hand side is the size of the single instanton, (2.16), in the rescaled coordinate.
In this region, since there is only a slight overlap of the instantons, one can obtain an analytic
expression for H
(U(1))
pot . The evaluation will be presented in §3.2.
Together with the constraint (2.23), in this paper, we consider the separation of the
baryon satisfying
O (1/MKK) < |r| < O(
√
λ/MKK) (2.28)
in the rescaled coordinates (2.5).
The quantum mechanics of the moduli parameters consists of the potential term U and
the kinetic term. The kinetic term of the quantum mechanics of the moduli is given by the
moduli space metric. As opposed to the single-instanton case, the moduli space metric of
the two-instanton configuration is complicated. It is found that the asymptotic form in the
case of a large separation takes the form
ds2 = ds20 + ds
2
1 +O(|r|−3) , (2.29)
where ds20 = 2(dy
I
1)
2 + (dXM1 )
2 + 2(dyI2)
2 + (dXM2 )
2 is just two copies of the metric for the
single instanton, and ds21 is O(|r|−2), which is our concern. This contributes to the quantum
mechanics as a O(|r|−2) correction to the kinetic term of the moduli dynamics. We explicitly
compute this correction in §3.3.
All together, the analytic expressions of the O(|r|−2) terms of the quantum mechanics are
computed, and this is the Hamiltonian for the two-baryon interaction. The total expression
is summarized in §3.4.
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2.2.3. Evaluation of nucleon-nucleon potential
The final step is to evaluate the energy with the Hamiltonian of the quantum mechanics.
The interaction Hamiltonian is given in 1/|r| expansion, and we treat this as a perturbation.
The state of our baryons is specified at infinite separation, and we use simply the tensor
product of two copies of a single-baryon wavefunction. This can be justified at leading order
in the perturbation of quantum mechanics.∗)
Since we have an analytic expression for the Hamiltonian, the integration of the moduli
parameter with the given wavefunctions is straightforward. The result is the nucleon-nucleon
potential, in particular if we choose the baryon wavefunctions to be that of a nucleon. This in-
tegration will be presented in §4. The distance between the baryons in the three-dimensional
space, |~r| =
√
(X11−X12 )2+(X21−X22 )2+(X31−X32 )2, is related to the four-dimensional distance
|r| as |r| =√|~r|2 + (Z1 − Z2)2. Note that we fix one of the moduli |~r| and perform the inte-
gration of the other moduli, Z1, Z2, y
I
1, y
I
2. This is because we are interested in the potential
in the scattering problem, rather than the computation of the bound state energy.
Our final result for the nucleon-nucleon potential is given in (4.45) and (4.46). The
central force (4.45) shows that the nucleons have a repulsive core. We also obtain the tensor
force (4.46). All the potentials have the form |~r|−2, which is peculiar to four-dimensional
space, as described in the introduction.
To illustrate the properties of our nuclear force (4.45) and (4.46), we next compute
the one-boson-exchange potential among nucleons. In our previous paper,8) we derived the
nucleon-nucleon-meson coupling in the D4-D8 model of the holographic QCD. By using this
coupling, the summing up of all types of mesons propagating among the nucleons should
provide a certain aspect of the nuclear force. This computation can be carried out for
arbitrary distances between the nucleons, as long as the nucleon radii do not overlap each
other. The resultant nuclear force, at larger distances, exhibits the standard properties of
the nuclear force, such as scalar/tensor forces due to pion/ρ-meson/other-meson exchanges.
The computation will be presented in §5.
We will find there that, in the region (2.28), this one-boson-exchange potential does
not coincide with our nuclear force (4.45) and (4.46) derived using the ADHM construction
of two instantons. The reason is that when nucleons are close to each other the nucleon
itself is deformed by the effect of the other nucleon. In deriving the one-meson-exchange
potential, this effect cannot be taken into account. Thus, naive computation based on the
one-boson exchange is not sufficient to capture the complete picture of the nuclear force at
∗) For describing the deuteron system, this perturbation is not the way to proceed. One needs a minimum
of the whole potential of moduli including r, to obtain quantized energy of a bound state of two baryons.
Our interest in this paper is the potential force appearing in the scattering process of the two baryons.
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short distances.
§3. Effective Hamiltonian for two baryons
In this section, we calculate the effective Hamiltonian for the quantum mechanics of the
two-baryon state following the strategy described in the previous section. The system is
described as a quantum mechanics of a particle living in the two-instanton moduli space.
3.1. Potential from SU(2) part
Let us first evaluate the contribution of the SU(2) part of the gauge field to the potential.
As explained in §2, the leading term in the 1/λ expansion can be obtained by substituting
the two-instanton solution in the flat space-time into the action (2.6). The two-instanton
solution can be obtained using the ADHM construction. See Appendices A and B for our
notation and a brief review of the ADHM construction.
The leading term in the SU(2) part is obtained by evaluating (2.25). This integral can be
calculated using the formula (C.7) obtained in Appendix C. Substituting (B.14) into (C.7),
we obtain ∫
d3xdz z2 trF 2MN = 8π
2
(
ρ21 + ρ
2
2 + 2(Z
2
1 + Z
2
2) + 4(w
4)2
)
, (3.1)
where w4 is the real part of (B.17), which is given by
w4 = − ~r|r|2 · (~y1y
4
2 − ~y2y41 + ~y2 × ~y1) =
ρ1ρ2
2
ra
|r|2 tr
(
iτaa−12 a1
)
. (3.2)
Therefore the potential from the SU(2) part is given by
H
(SU(2))
pot =
4π2aNc
3
(
ρ21 + ρ
2
2 + 2(Z
2
1 + Z
2
2) + 4(w
4)2
)
=
4π2aNc
3
(
ρ21 + ρ
2
2 + 2(Z
2
1 + Z
2
2 ) + ρ
2
1ρ
2
2
rarb
|r|4 tr(iτ
aa−12 a1) tr(iτ
ba−12 a1)
)
. (3.3)
The leading r-independent terms reproduce the contribution of SU(2) part in the one-
instanton potential (2.15) for the two instantons. The next-to-leading term gives the in-
teraction between the two baryons. It is of order 1/|r|2 as expected in a five-dimensional
gauge theory.
3.2. Potential from U(1) part
The field strength of the SU(2) part of the gauge field satisfies (C.3) and then it is easy
to see that
Â0 =
1
32π2a
 log detL (3.4)
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is the regular solution of the equation of motion (2.9), which vanishes at infinity. Here, L is
given by (B.2) and (B.14). By using the constraint (B.16), it can be written as
L(x) =
(
f1(x) e(x)
e(x) f2(x)
)
, (3.5)
where
fi(x) = ρ
2
i + |x−Xi|2 + |w|2 , (i = 1, 2) (3.6)
e(x) = (y1 · y2) + (w · (X1 +X2 − 2x)) . (3.7)
We evaluate the energy contribution of this U(1) gauge field when the separation between
the two instantons is large. Then, it can be confirmed that the energy density is mainly
concentrated around x ∼ Xi (i = 1, 2), where the two instantons are located. When x is
close to X1, we can make the expansion
x ∼ X1, |x−X1| ≪ |x−X2| . (3.8)
Without losing generality, we can chooseX1 = 0 and X2 to be very far away from the origin,
and so we choose x around the origin. The order estimate is
|X2| ∼ |x−X2| ∼ |r| ≡ |X2 −X1| ≫ |x−X1| ∼ |x| . (3.9)
We can evaluate the matrix L in this expansion, and obtain the following expression:
 log detL =
4
|x|2
(
1− ρ
4
1
(|x|2 + ρ21)2
)
+
4
|r|2
(
1 +
2(y1 · y2)2ρ21
(|x|2 + ρ21)3
)
− 8ρ
2
1
(|x|2 + ρ21)3
|w|2 +O(|r|−3) . (3.10)
In this expression, note that w = O(|r|−1). More explicitly, from (B.17), we have
|w|2 = 1|r|2 |y2 × y1|
2 . (3.11)
Then, the gauge field around the position of one of the two instantons x ∼X1 is expanded
as
Â0 =
1
8π2a
[
1
|x|2
(
1− ρ
4
1
(|x|2 + ρ21)2
)
+
1
|r|2
(
1 +
2Y ρ21
(|x|2 + ρ21)3
)
+O(|r|−3)
]
,
(3.12)
where
Y ≡ (y1 · y2)2 − |y2 × y1|2 = 2(y1 · y2)2 − |y1|2|y2|2 = ρ21ρ22
(
2(a1 · a2)2 − 1
)
.
(3.13)
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The leading term in the 1/|r| expansion reproduces the result (2.11) for the single instanton.
We are interested in the next-to-leading term of order |r|−2. Note that the first term in the
next-to-leading terms,
1
|r|2 · 1 , (3
.14)
is precisely the leading contribution of the five-dimensional Coulomb interaction with the
second instanton located at x ∼ X2.
Let us compute the potential energy, with this expression for the gauge field. The U(1)
part of the energy (2.26) can be written as
H
(U(1))
pot = −
aNc
2
∫
d3xdzÂ0Â0 . (3.15)
Note that to obtain this expression we performed a partial integration, it is harmless at
this stage because the gauge field Â0 decays fast asymptotically. Then, we substitute the
expanded expression (3.12) to this energy formula. This procedure is slightly ambiguous,
since the integration does not commute with the 1/|r| expansion in (3.12). We give a more
systematic way of evaluating the integral in Appendix E. Here, we present an easy way to
obtain the correct answer. Substituting the expansion (3.12) into (3.15), we obtain
Nc
40π2a
(
1
ρ21
+
1
ρ22
)
(3.16)
as the leading term. This is just the sum of the energy contribution of the single instanton
in (2.15). The next-to-leading order that we are interested in is the cross terms,
−aNc
2
∫
d3xdz
1
(8π2a)2
[(
1
|x|2
(
1− ρ
4
1
(|x|2 + ρ21)2
))

(
1
|r|2
(
1 +
2Y ρ21
(|x|2 + ρ21)3
))]
−aNc
2
∫
d3xdz
1
(8π2a)2
[(
1
|r|2
(
1 +
2Y ρ21
(|x|2 + ρ21)3
))

(
1
|x|2
(
1− ρ
4
1
(|x|2 + ρ21)2
))]
+(y1 ↔ y2) . (3.17)
Here, (y1 ↔ y2) denotes the contribution from the integration around x ∼ X2, which is
obtained by exchanging y1 and y2 in the first and second terms of (3.17). Note that the
first term in (3.17) is different from the second term. This is because, at this stage, the
partial integration suffers from a surface term, owing to the constant 1/|r|2. Anyway, we
can perform the integration analytically, and the result is
H
(U(1))
pot ≃
Nc
40π2a
(
1
ρ21
+
1
ρ22
)
+
Nc
8π2a
1
|r|2
[
1
2
+
2(a1 · a2)2 − 1
5
(
ρ22
ρ21
+
ρ21
ρ22
)]
+O(|r|−3) .
(3.18)
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3.3. Kinetic term
The kinetic term of the quantum mechanics of the two-baryon states is given by
mX
2
gαβX˙
αX˙β , (3.19)
where Xα = (XMi , y
I
i ) (α = 1, 2, . . . , 16) are the coordinates of the two-instanton moduli
space that are promoted to time-dependent variables and X˙α = d
dt
Xα. gαβ is the metric of
the two-instanton moduli space.
The line element of the two-instanton moduli space for large separation is obtained in
Ref. 36) as
ds2 = ds20 + ds
2
1 +O(|r|−3) (3.20)
where
ds20 = (dX1 · dX1) + (dX2 · dX2) + 2(dy1 · dy1) + 2(dy2 · dy2) ,
ds21 =
2
|r|2
[
ρ22(dy1 · dy1) + ρ21(dy2 · dy2) + 2(y1 · dy1)(y2 · dy2)
− (y2 · dy1)2 − (y1 · dy2)2 − 2(y1 · y2)(dy1 · dy2)
+ 2 ǫIJKL y
I
1y
J
2 dy
K
1 dy
L
2 − ((y2 · dy1)− (y1 · dy2))2
]
. (3.21)
The leading terms ds20 in (3.21) is just a sum of the metric for each instanton, which gives
the canonical kinetic term (2.13). The next-to-leading terms ds21 contribute to the potential
of order 1/|r|2.
The kinetic term of the Hamiltonian is given by the Laplacian ∇2 of the two-instanton
moduli space as
Hkin = − 1
2mX
∇2 . (3.22)
The outline of the calculation is summarized in Appendix D. The result is
∇2 = ∇20 +∇21 +O(|r|−3) , (3.23)
where
∇20 =
(
∂
∂XM1
)2
+
(
∂
∂XM2
)2
+
1
2
(
∂
∂yI1
)2
+
1
2
(
∂
∂yI2
)2
, (3.24)
∇21 = −
1
|r|2
[
ρ22
2
(
∂
∂yI1
)2
+
ρ21
2
(
∂
∂yI2
)2
−
(
yI2
∂
∂yI1
)2
−
(
yI1
∂
∂yI2
)2
+ yI1
∂
∂yI1
+ yI2
∂
∂yI2
+ ǫIJKL y
I
1y
J
2
∂
∂yK1
∂
∂yL2
+
(
yI1y
J
2 + y
J
1 y
I
2 − (y1 · y2) δIJ
) ∂
∂yI1
∂
∂yJ2
]
, (3.25)
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Using the spin/isospin operators (2.19), it can also be written as
∇20 =
(
∂
∂XM1
)2
+
(
∂
∂XM2
)2
+
1
2
∑
i=1,2
[
1
ρ3i
∂
∂ρi
(
ρ3i
∂
∂ρi
)
− 4
ρ2i
Iai I
a
i
]
, (3.26)
∇21 =−
1
|r|2
[
ρ22
2
(
1
ρ31
∂
∂ρ1
(
ρ31
∂
∂ρ1
)
− 4
ρ21
Ia1 I
a
1
)
+
ρ21
2
(
1
ρ32
∂
∂ρ2
(
ρ32
∂
∂ρ2
)
− 4
ρ22
Ia2 I
a
2
)
+ 4Ia1 I
a
2 + ρ1ρ2
∂
∂ρ1
∂
∂ρ2
+ ρ1
∂
∂ρ1
+ ρ2
∂
∂ρ2
−
(
yI2
∂
∂yI1
)2
−
(
yI1
∂
∂yI2
)2 ]
. (3.27)
Here, a, b, c = 1, 2, 3 are the indices for the SU(2) adjoint representation and the subscripts
i = 1, 2 label the two instantons.
3.4. Summary
By collecting (3.3), (3.18), and (3.22) with (3.25) or (3.27), the total Hamiltonian is
obtained as
H = H0 +H1. (3.28)
The leading order Hamiltonian H0 is just two copies of the Hamiltonian for one baryon (2.17)
obtained in Ref. 18)
H0 =
∑
i=1,2
[
−1
2mX
(
∂
∂ ~Xi
)2
+
−1
2my
(
∂
∂yIi
)2
+
−1
2mZ
(
∂
∂Zi
)2
+ U(ρi, Zi)
]
, (3.29)
where U(ρi, Zi) is the potential given in (2.15).
The final term H1 gives the O(|r|−2) interaction between the two baryons,
H1 = H
(U(1))
1 +H
(SU(2))
1 −
1
2mX
∇21 , (3.30)
where mX = 8π
2aNc and
H
(U(1))
1 =
Nc
8π2a
1
|r|2
[
1
2
+
2(a1 · a2)2 − 1
5
(
ρ22
ρ21
+
ρ21
ρ22
)]
, (3.31)
H
(SU(2))
1 =
4π2aNc
3
ρ21ρ
2
2
rarb
|r|4 tr(iτ
aa−12 a1) tr(iτ
ba−12 a1) , (3.32)
and ∇21 is defined in (3.27).
§4. Nucleon-nucleon interaction
We are ready for the evaluation of the nucleon-nucleon interaction potential at short dis-
tances, using the quantum mechanical Hamiltonian (3.28) obtained in the previous section.
This section is devoted to demonstrating these manipulations in detail.
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We evaluate the interaction Hamiltonian H1 with the nucleon wave function obtained in
Ref. 18). The wavefunctions for consistent quantum states of two asymptotic nucleons are
given in §4.1, and with the wavefunctions, the computation of the expectation value of H1
follows in §4.2. Finally, the decomposition of 〈H1〉 into a central force and a tensor force is
given in §4.3. Our final result for the nucleon-nucleon potential at short distances is (4.45)
and (4.46).
4.1. Wavefunctions of two-nucleon states
We have two baryons, and the wavefunction for them is given by a tensor product of the
wavefunctions (2.20) and (2.21). We can arrange (2.20) in a simple form,
1
π
(τ 2a)IJ =
(
|p ↑〉 |p ↓〉
|n ↑〉 |n ↓〉
)
IJ
, (4.1)
where τ 2 is the Pauli matrix τa with a = 2. Here, we specify the matrix element using
the indices I, J that take values in {±1/2}. From (4.1), we see that (I, J) component
of the matrix τ 2a is directly related to the wavefunction of the spin/isospin state with
(I3, J3) = (I, J). For the two nucleons specified by (I31 , J
3
1 , I
3
2 , J
3
2 ), our wavefunction is
1
π2
(τ 2a1)I1J1(τ
2a2)I2J2 , (4.2)
where we have omitted the upper index 3 in I3i and J
3
i for simplicity.
The wavefunction for the instanton size variable ρ is given by a tensor product of (2.21),
which is R(ρ1)R(ρ2). To reduce the computational effort for the evaluation of the ρ integral,
we use the following simplified wavefunction instead of (2.21),
R(ρ1)R(ρ2) , where R(ρ) ≡ ρl˜ exp
[−ρ2] . (4.3)
Hereafter, we mean R(ρ) using this expression. This is obtained by a rescaling (1/2)myωρρ
2 →
ρ2. Note that, among the terms in H1 (3.30), H
(U(1))
1 and ∇21 are invariant under the rescal-
ing, so we can just replace the wavefunction by this simplified one. However, H
(SU(2))
1 has
a scaling dimension that needs to be taken into account. The overall normalization of (4.3)
will be taken care of later.
The wavefunction for the Z modulus, for the nucleon states of nZ = 0, is again a tensor
product of (2.21) and given by
ψZ(Z1)ψZ(Z2) . (4.4)
This is, again, up to a normalization constant.
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4.2. Spin/isospin matrix elements of interaction Hamiltonian
Let us evaluate the expectation value of the interaction Hamiltonian H1, for given wave-
functions for bra and ket, (4.2), (4.3), and (4.4). Since the moduli Z1 and Z2 are decoupled
from the rest, we treat them later independently. Here, first, we integrate the moduli yI1 and
yI2. The integration measure is d
4y1d
4y2 = ρ
3
1ρ
3
2dρ1dρ2dΩ1dΩ2, where dΩi is the integration
over the angular coordinates aIi in SU(2) ∼ S3. The normalization is given by
∫
dΩi = 2π
2,
which is the volume unit S3. For the integral dΩi, the following formulas for the integration
over g ∈ SU(2) are useful:∫
dΩ gijg
−1
kl gmng
−1
pq =
π2
3
[2 (δilδmqδjkδnp + δiqδmlδjpδnk)− δilδmqδjpδnk − δjkδnpδiqδml] ,∫
dΩ gijg
−1
kl = π
2δilδjk . (4.5)
Evaluation of H
(U(1))
1
Let us evaluate the expectation value of H
(U(1))
1 (3.31). In H
(U(1))
1 , the spatial coordinates
XMi do not couple to y
I
i , so it provides only a central force, and does not yield a tensor force.
As for the integration over the ρ variables, only the following three integrals appear:∫ ∞
0
dρ ρ3R(ρ)2 ,
∫ ∞
0
dρ ρ5R(ρ)2 ,
∫ ∞
0
dρ ρR(ρ)2 . (4.6)
On the other hand, to compute the expectation values, we need to include the normal-
ization of the wavefunctions. Considering both, we only need the following ratios for our
computation: (∫ ∞
0
dρ ρ5R(ρ)2
)
/
(∫ ∞
0
dρ ρ3R(ρ)2
)
= 1 +
l˜
2
,(∫ ∞
0
dρ ρR(ρ)2
)
/
(∫ ∞
0
dρ ρ3R(ρ)2
)
=
2
1 + l˜
. (4.7)
These can be derived by partial integrations. Using these, we obtain
〈
ρ22
ρ21
+
ρ21
ρ22
〉
=
∫
dρ1dρ2 ρ
3
1ρ
3
2
(
ρ22
ρ21
+
ρ21
ρ22
)
R(ρ1)
2R(ρ2)
2∫
dρ1dρ2 ρ
3
1ρ
3
2R(ρ1)
2R(ρ2)2
= 2
l˜ + 2
l˜ + 1
. (4.8)
Note that we could use (4.3) because
ρ2
2
ρ2
1
+
ρ2
1
ρ2
2
is scale-invariant.
Next, let us perform the a integration. In H
(U(1))
1 , the nontrivial term is only (a1 · a2)2,
so we compute the matrix element of this. We first note
(a1 · a2)2 = 1
4
tr
[
a
†
1a2
]
tr
[
a1a
†
2
]
=
1
4
(a†1)KL(a1)MN(a2)LK(a
†
2)NM . (4.9)
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Thus, with the wavefunction (4.2), the matrix element is〈
(a1 · a2)2
〉
(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
=
1
4π4
∫
dΩ1
∫
dΩ2 (a
†
1τ
2)J ′
1
I′
1
(a†2τ
2)J ′
2
I′
2
(a†1)KL(a1)MN(a2)LK(a
†
2)NM (τ
2a1)I1J1(τ
2a2)I2J2 .
(4.10)
Here, we have used ((τ 2a)I′J ′)
∗ = (a†τ 2)J ′I′. For the integral (4.10), we can use the formula
(4.5) to obtain〈
(a1 · a2)2
〉
(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
=
1
18
[
5δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2 − δI′1I2δI′2I1δJ ′1J1δJ ′2J2 − δI′1I1δI′2I2δJ ′1J2δJ ′2J1 + 2δI′1I2δI′2I1δJ ′1J2δJ ′2J1
]
=
1
4
δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2 +
1
36
(~τI′
1
I1 · ~τI′2I2)(~τJ ′1J1 · ~τJ ′2J2) . (4.11)
To obtain the last expression of (4.11), we have used the identity
2δI′
1
I2δI′2I1 = δI′1I1δI′2I2 + ~τI′1I1 · ~τI′2I2 . (4.12)
Combining (4.11) with (4.8), we obtain the matrix element for H
(U(1))
1 as〈
H
(U(1))
1
〉
(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
=
Nc
8π2a
1
|r|2
[
1
10
3l˜ + 1
l˜ + 1
δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2 +
1
45
l˜ + 2
l˜ + 1
(~τI′
1
I1 · ~τI′2I2)(~τJ ′1J1 · ~τJ ′2J2)
]
. (4.13)
The Z1, Z2 dependence in |r|2 will be integrated later, together with the other terms in H1.
Evaluation of H
(SU(2))
1
Next, we consider (3.32). First we make the integration over ρ1 and ρ2. In the present
case, the integral is not invariant under the scaling of ρ as opposed to the previous examples.
This time, after the scaling (1/2)myωρρ
2 → ρ2, we obtain the multiplicative new factor
4/(myωρ)
2. Therefore, using (4.7), we obtain
〈
ρ21ρ
2
2
〉
=
4
(myωρ)2
∫
dρ1 ρ
5
1R(ρ1)
2∫
dρ1 ρ
3
1R(ρ1)
2
∫
dρ2 ρ
5
2R(ρ2)
2∫
dρ2 ρ
3
2R(ρ2)
2
=
4
(myωρ)2
(
1 +
l˜
2
)2
. (4.14)
Next, we consider the integration over a1 and a2. It is obvious that it proceeds in the
same manner as H
(U(1))
1 . To use the formulas (4.5), we bring the relevant part of H
(SU(2))
1 to
the form
tr(iτaa−12 a1) tr(iτ
ba−12 a1) = tr(τ
aa−12 a1) tr(τ
ba−11 a2)
= (a1)ij(a
−1
1 )pq(a2)qr(a
−1
2 )ki(τ
a)jk(τ
b)rp . (4.15)
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Then, using (4.5), we obtain
〈
tr(iτaa−12 a1) tr(iτ
ba−12 a1)
〉
(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
=
1
9
[
2δab(4δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2+δI′1I2δI′2I1δJ ′1J1δJ ′2J2)
+(τaτ b)J ′
1
J1(δI′1I1δI′2I2δJ ′2J2−2δI′1I2δI′2I1δJ ′2J2)
+ (τ bτa)J ′
2
J2(δI′1I1δI′2I2δJ ′1J1 − 2δI′1I2δI′2I1δJ ′1J1)
+(τa)J ′
1
J2(τ
b)J ′
2
J1(4δI′1I2δI′2I1 − 2δI′1I1δI′2I2)
]
. (4.16)
To simplify this expression, we use (4.12) and the Fierz transformation
2(τa)J ′
1
J2(τ
b)J ′
2
J1 − (τaτ b)J ′1J1δJ ′2J2 − (τ bτa)J ′2J2δJ ′1J1
= (τa)J ′
2
J2(τ
b)J ′
1
J1 + (τ
b)J ′
2
J2(τ
a)J ′
1
J1 − δab(τ c)J ′2J2(τ c)J ′1J1 − δabδJ ′1J1δJ ′2J2 . (4.17)
Then, (4.16) becomes
〈
tr(iτaa−12 a1) tr(iτ
ba−12 a1)
〉
(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
= δabδI′
1
I1δI′2I2δJ ′1J1δJ ′2J2
+
1
9
(~τI′
1
I1 · ~τI′2I2)
(
(τa)J ′
2
J2(τ
b)J ′
1
J1+(τ
b)J ′
2
J2(τ
a)J ′
1
J1−δab(~τJ ′2J2 · ~τJ ′1J1)
)
. (4.18)
Combining (4.14) and (4.18), we arrive at〈
H
(SU(2))
1
〉
(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
=
(l˜ + 2)2
32π2aNc
|~r|2
|r|4
[
δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2
+
1
9
(~τI′
1
I1 · ~τI′2I2)
(
2(~ˆr · ~τ )J ′
2
J2(~ˆr · ~τ)J ′1J1 − ~τJ ′2J2 · ~τJ ′1J1
) ]
, (4.19)
where ~ˆr ≡ ~r/|~r|.
Evaluation of ∇21
Finally, we evaluate ∇21 in H1. In (3.27), only the last two terms
(
yI1
∂
∂yI
2
)2
+
(
yI2
∂
∂yI
1
)2
have the angular dependence. Thus, as for the terms other than these, we only have to
perform the ρ integral. For example, using
1
ρ3
∂
∂ρ
(
ρ3
∂
∂ρ
R(ρ)
)
=
(
4ρ2 + (−8− 4l˜) + (l˜2 + 2l˜) 1
ρ2
)
R(ρ) , (4.20)
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the ratio formulas (4.7) can be applied, and this results in〈∇21〉(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
=
1
|r|2
(
(l˜ + 2)(l˜ + 5)
l˜ + 1
δI′
1
I1δI′2I2 − ~τI′1I1 · ~τI′2I2
)
δJ ′
1
J1δJ ′2J2
+
1
|r|2
〈[(
yI1
∂
∂yI2
)2
+
(
yI2
∂
∂yI1
)2]〉
(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
. (4.21)
We have used 4Ia1 I
a
2 = ~τI′1I1 · ~τI′2I2.
To perform the integral in the last term in (4.21), we first perform a partial integration∫
d4y1
∫
d4y2 (ψ
′)∗(I′
1
,J ′
1
,I′
2
,J ′
2
)
(
yI1
∂
∂yI2
)2
ψ(I1,J1,I2,J2)
= −
∫
d4y1
∫
d4y2
(
yI1
∂
∂yI2
ψ′(I′
1
,J ′
1
,I′
2
,J ′
2
)
)∗
yI1
∂
∂yI2
ψ(I1,J1,I2,J2) . (4.22)
Using the wavefunctions (4.2) and (4.3), we find
yI2
∂
∂yI1
ψ(I1,J1,I2,J2) =
1
π2
[
(τ 2a2)I1J1(τ
2a2)I2J2
ρ2
ρ1
R(ρ1)R(ρ2)
+(τ 2a1)I1J1(τ
2a2)I2J2(a1 · a2) ρ1ρ2
∂
∂ρ1
(
R(ρ1)
ρ1
)
R(ρ2)
]
. (4.23)
Thus, in (4.22), the following integrals for ρ appear:∫
ρ31dρ1
∫
ρ32dρ2
ρ2
2
ρ2
1
R(ρ1)
2R(ρ2)
2∫
ρ31dρ1
∫
ρ32dρ2 R(ρ1)
2R(ρ2)2
=
l˜ + 2
l˜ + 1
, (4.24)∫
ρ31dρ1
∫
ρ32dρ2 ρ
2
2R(ρ2)
2R(ρ1)
∂
∂ρ1
(
R(ρ1)
ρ1
)
∫
ρ31dρ1
∫
ρ32dρ2 R(ρ1)
2R(ρ2)2
= (−2) l˜ + 2
l˜ + 1
, (4.25)∫
ρ31dρ1
∫
ρ32dρ2 ρ
2
1ρ
2
2R(ρ2)
2
[
∂
∂ρ1
(
R(ρ1)
ρ1
)]2∫
ρ31dρ1
∫
ρ32dρ2 R(ρ1)
2R(ρ2)2
=
(l˜ + 2)(l˜ + 5)
l˜ + 1
. (4.26)
Here, again, we have used (4.7). Then, straightforward calculations with the formulas (4.5)
and (4.11) show that〈[(
yI1
∂
∂yI2
)2
+
(
yI2
∂
∂yI1
)2]〉
(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
= −(l˜ + 2)(l˜ + 5)
l˜ + 1
[
1
2
δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2 +
1
18
(~τI′
1
I1 · ~τI′2I2)(~τJ ′1J1 · ~τJ ′2J2)
]
. (4.27)
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As a result, the matrix elements of the third term in (3.30) are obtained from (4.21) and
(4.27) as
− 1
2mX
〈∇21 〉(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
=
1
32π2aNc|r|2
[
2(~τI′
1
I1 · ~τI′2I2)δJ ′1J1δJ ′2J2
− (l˜ + 2)(l˜ + 5)
l˜ + 1
(
δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2 −
1
9
(~τI′
1
I1 · ~τI′2I2)(~τJ ′1J1 · ~τJ ′2J2)
)]
. (4.28)
Since l˜ ∼ O(Nc), this term is O(1) in the 1/Nc expansion, while the other terms (4.13) and
(4.19) are O(Nc). Therefore, this term is subleading, compared with the contributions from
H
(U(1))
1 and H
(SU(2))
1 .
Summary of the result
Summing up all the results (4.13), (4.19), and (4.28), we have the spin/isospin matrix
elements of the interaction Hamiltonian
〈H1〉(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
= c1
1
|r|2 + c2
|~r|2
|r|4 , (4
.29)
where the coefficients are given by
c1 =
Nc
8π2a
[
1
10
3l˜ + 1
l˜ + 1
δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2 +
1
45
l˜ + 2
l˜ + 1
(~τI′
1
I1 · ~τI′2I2)(~τJ ′1J1 · ~τJ ′2J2)
]
+
1
32π2aNc
[
2(~τI′
1
I1 · ~τI′2I2)δJ ′1J1δJ ′2J2
− (l˜ + 2)(l˜ + 5)
l˜ + 1
(
δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2 −
1
9
(~τI′
1
I1 · ~τI′2I2)(~τJ ′1J1 · ~τJ ′2J2)
)]
, (4.30)
c2 =
(l˜ + 2)2
32π2aNc
[
δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2 +
1
9
(~τI′
1
I1 · ~τI′2I2)
(
2(~ˆr · ~τ )J ′
2
J2(~ˆr · ~τ)J ′1J1 − ~τJ ′2J2 · ~τJ ′1J1
)]
.
(4.31)
4.3. Final result for nuclear force at short distance
We finally evaluate this Hamiltonian (4.29) with the wavefunction for Zi, (4.4), and take
the leading term in the large Nc expansion.
In our result (4.29), the Z dependence is included in the four-dimensional distance,
|r| =√|~r|2 + (Z1 − Z2)2. We fix the baryon distance |~r| in the real space, and perform the
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integration over Z1 and Z2. To perform the integration, we rewrite the wavefunction (4.4)
as
exp
[
−1
2
mZωZ
(
(Z1)
2+(Z2)
2
)]
= exp
[−mZωZ (((Z1−Z2)/2)2 + ((Z1+Z2)/2)2)] .
(4.32)
Since (4.29) consists of two terms, 1/|r|2 and 1/|r|4, we use the following formula for inte-
gration, ∫ ∞
−∞
dx
e−β
2x2
x2 + α2
=
πeα
2β2(1− Err[αβ])
α
, (4.33)∫ ∞
−∞
dx
e−β
2x2
(x2 + α2)2
=
2
√
παβ + π(1− 2α2β2)eα2β2(1− Err[αβ])
2α3
. (4.34)
Here Err is the error function,
Err[x] ≡ 2√
π
∫ x
0
e−t
2
dt . (4.35)
Then we obtain〈
1
|r|2
〉
Z
=
√
πβeβ
2|~r|2/4(1− Err[β|~r|/2])
2|~r| , (4
.36)〈
1
|r|4
〉
Z
= β
β|~r|+√π(1− β2|~r|2/2)eβ2|~r|2/4(1− Err[β|~r|/2])
4|~r|3 , (4
.37)
where β =
√
2mZωZ = (16(2/3)
1/2π2aNc)
1/2.
For large Nc, the argument of the error function, β|~r| is very large for nonzero |~r|. We
can use the following asymptotic formula for the error function,
1− Err(x) = 1√
π
e−x
2
[
1
x
− 1
2x3
+O(x−4)
]
. (4.38)
By using this expression, the Z-integral results are markedly simplified,〈
1
|r|2
〉
Z
=
1
|~r|2 +O(1/Nc) ,
〈
1
|r|4
〉
Z
=
1
|~r|4 +O(1/Nc) . (4
.39)
This expression can be easily guessed since this is just a substitution of Z1 = Z2 = 0. The
value Z1 = Z2 = 0 is the classical value of the location of the instanton in the z space, and
the large Nc limit should reproduce the classical result.
On the other hand, the coefficients c1 and c2 in (4.29) are evaluated in the large Nc
expansion as
c1 = πNc
(
81
10
δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2 +
3
5
(~τI′
1
I1 · ~τI′2I2)(~τJ ′1J1 · ~τJ ′2J2)
)
+O(1) , (4.40)
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c2 = πNc
3
5
(
9δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2 − (~τI′1I1 · ~τI′2I2)(~τJ ′1J1 · ~τJ ′2J2)
+2(~τI′
1
I1 · ~τI′2I2)(~ˆr · ~τ )J ′1J1(~ˆr · ~τ)J ′2J2
)
+O(1) . (4.41)
Here, for deriving these, we used l˜2 = (4/5)N2c + O(1). It is interesting that in fact all the
contributions from ∇21 drop off, since they are subleading compared with the terms from
H
(U(1))
1 and H
(SU(2))
1 in this large Nc expansion.
Therefore, the leading term of the interaction Hamiltonian is
〈H1〉(I′
1
,J ′
1
,I′
2
,J ′
2
),(I1,J1,I2,J2)
=
πNc
λ|~r|2
(
27
2
δI′
1
I1δI′2I2δJ ′1J1δJ ′2J2 +
6
5
(~τI′
1
I1 · ~τI′2I2)(~ˆr · ~τ )J ′2J2(~ˆr · ~τ)J ′1J1
)
. (4.42)
We rescaled ~r back to the original coordinate (remember the rescaling (2.5)). This is the
nucleon-nucleon potential at a short distance in the large Nc limit.
Let us decompose this force into a central force VC(|~r|) and a tensor force VT(|~r|),
V = VC(|~r|) + S12VT(|~r|) . (4.43)
Here, the tensor operator S12 is defined by
S12 ≡ 3(~σ1 · ~ˆr )(~σ2 · ~ˆr )− ~σ1 · ~σ2 = 12( ~J1 · ~ˆr )( ~J2 · ~ˆr )− 4 ~J1 · ~J2 , (4.44)
where ~σi = (σ
1
i , σ
2
i , σ
3
i ) = 2
~Ji are the Pauli-spin operators (it is just twice the spin operator).
Applying the decomposition (4.43) to our result (4.42), we obtain
VC(|~r|) = π
(
27
2
+
32
5
(Ia1 I
a
2 )(J
b
1J
b
2)
)
Nc
λ
1
|~r|2 , (4
.45)
VT(|~r|) = 8π
5
Ia1 I
a
2
Nc
λ
1
|~r|2 . (4
.46)
We have derived the nuclear force at a short distance. As already mentioned, the ex-
pression is valid in the region (2.28). We have found that there is a strong repulsive core in
the central force (4.45). Our finding is quite important, as an analytic computation of the
repulsive core of the nuclear force, based on strongly coupled QCD.
The tensor force (4.46) is found to be negative for I = 0 (since Ia1 I
a
2 = −3/4), which is
consistent with the experimental observation and also with lattice QCD calculations.1) It is
intriguing that the nuclear force has |~r|−2 dependence. This |~r|−2 is peculiar to the physics
with one extra spatial dimension, and thus it is a direct consequence of the holographic
approach to QCD. It would be interesting to fit the lattice and experimental data of the
nuclear force with our result.
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§5. Comparison with one-boson-exchange potential
In this section, for a comparison, we compute the nucleon-nucleon potential using the
one-boson-exchange picture. This can be done by integrating the meson propagator with
the nucleon-nucleon-meson coupling obtained in our previous paper8) in the D4-D8 model in
the holographic QCD.∗) We find some discrepancy between the two pictures. The reason for
this discrepancy is basically the fact that in the one-boson-exchange picture the deformation
of the nucleon by the other nucleon has not been taken into account, while our potential
obtained in §4 includes this effect via the ADHM construction in the previous section. In
sum, we find that the one-boson-exchange potential captures merely a part of the nucleon-
nucleon potential.
5.1. Interaction potential
In Ref. 8), the nucleon-nucleon-meson couplings were computed, by extracting the asymp-
totic behavior of the one-baryon solution.∗∗) The one-boson-exchange potential is obtained
by just evaluating the energy of a superposition of two asymptotic baryons, which are re-
garded as point particles sourcing the meson fields propagating between them. The distance
r should be larger than the instanton size ρ, of course, because we use the asymptotic form
of the solution (which was given in §2.3 in Ref. 8)) as a baryon solution.
Before getting into the details of the evaluation of the potential energy of our system, it is
instructive to consider a simple example of a two-electron system in classical electrodynamics
with the action
S =
∫
d4x
(
−1
4
F 2µν − jµAµ
)
, (5.1)
where jµ is a current of an external source. Here, we work in the Lorenz gauge ∂µA
µ = 0
and consider a static configuration. Then, the equation of motion ∆Aµ = jµ is solved by
Aµ(~x) = (∆−1jµ)(~x) ≡
∫
d3y ∆−1(~x, ~y) jµ(~y) , (5.2)
where ∆−1(~x, ~y) ≡ −1
4π
1
|~x−~y| is the Green’s function for the Laplacian ∆. The on-shell action
is evaluated as
S = −1
2
∫
d4xAµ∆Aµ = −1
2
∫
d4x jµAµ = −1
2
∫
d4x jµ∆−1jµ . (5.3)
∗) In §5 only, we use the upper (or lower) index “(1)” and “(2)” to label the gauge fields and the currents
for the two instantons, and we do not use the rescaled coordinates (2.5). This is for making use of the
notation of Ref. 8).
∗∗) In Refs. 19), 20), the couplings were computed by a different approach, using baryon spinor fields in
the bulk curved space-time.
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Let us consider the current associated with two electrons placed at ~Xi (i = 1, 2):
jµ = j
(1)
µ + j
(2)
µ ,
j
(i)
0 (~x) = eδ
3(~x− ~Xi) , j(i)1 = j(i)2 = j(i)3 = 0 . (i = 1, 2) (5.4)
Then, the solution of the equation of motion is given by
A0(x) = A
(1)
0 (x) + A
(2)
0 (x) , A1 = A2 = A3 = 0 ,
A
(i)
0 = e∆
−1(~x, ~Xi) . (i = 1, 2) (5.5)
Substituting this in the on-shell action (5.3) and picking up the cross term, we obtain the
potential due to the interaction of the two sources as
V =
∫
d3xA(1)µ ∆A
(2)µ =
∫
d3xA(1)µ j
(2)µ = −e2∆−1( ~X2, ~X1) . (5.6)
Let us follow this line of argument for our action (2.1) in the curved space-time. It was
shown in Ref. 8) that nonlinear terms in the equations of motion can be neglected in the
asymptotic region. Therefore, we are allowed to consider the linearized equations of motion
in the curved space-time:
h(z)∂2µAi + ∂z(k(z)∂zAi) = 0 , ∂2µAz + ∂z(h(z)−1∂z(k(z)Az)) = 0 , (5.7)
with the gauge condition
h(z)∂µAµ + ∂z(k(z)Az) = 0 . (5.8)
The potential energy analogous to (5.6) is
V = 2κ
∫
d3xdz tr
[
−A(1)0 j(2)0 + A(1)i j(2)i + A(1)z j(2)z
]
, (5.9)
where the “current” j
(2)
α is defined as
j
(2)
0 = (h(z)∂i∂i + ∂zk(z)∂z)A
(2)
0 ,
j
(2)
j = (h(z)∂i∂i + ∂zk(z)∂z)A
(2)
j ,
j(2)z = k(z)
(
∂i∂i + ∂zh(z)
−1∂zk(z)
)
A(2)z . (5.10)
Here, A
(i)
α (i = 1, 2) are the asymptotic solutions for a single baryon located at xM ∼ XMi
that satisfy the linearized equations of motion (5.7) and the gauge condition (5.8). They are
explicitly obtained in Ref. 8). The “current” (5.10) behaves as the pointlike source placed
at XM2 , which corresponds to the delta function source j
(2)
µ in (5.4) in the previous example.
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Of course, the asymptotic solutions can only be trusted in the asymptotic region, since the
nonlinear terms in the equations of motion will become important near the position of the
instanton XMi . However, here, we simply assume that the baryons can be treated as point
particles to obtain the one-boson-exchange potential.
For simplicity, we consider the static configuration.∗) By noting that our focus is on the
leading order behavior of the large λ and large Nc limit, the leading contribution to the
currents turns out to come only from
Â0, Ai, Az , (5.11)
which are of order O(λ−1) while the next-to-leading order is by the component A0, which
is of order O(λ−1N−1c ). All the other components are of order O(λ−2N−1c ). Thus, let us
consider only the leading order components.
The solutions and the “current” are
Â
(1)
0 =
−1
2aλ
G(~x, z; ~X1, Z1) ,
ĵ
(2)
0 =
−1
2aλ
δ3(~x− ~X2)δ(z − Z2) , (5.12)
A
(1)b
i = −2π2(ρ1)2tr
(
τ ba1τ
a(a1)
−1)(ǫiaj ∂
∂Xj1
− δia ∂
∂Z1
)
G(~x, z; ~X1, Z1) ,
j
(2)b
i = −2π2(ρ2)2tr
(
τ ba2τ
a(a2)
−1)(ǫiaj ∂
∂Xj2
− δia ∂
∂Z2
)
δ3(~x− ~X2)δ(z − Z2) , (5.13)
A(1)bz = −2π2(ρ1)2tr
(
τ ba1τ
a(a1)
−1) ∂
∂Xa1
H(~x, z; ~X1, Z1) ,
j(2)bz = −2π2(ρ2)2tr
(
τ ba2τ
a(a2)
−1) ∂
∂Xa2
δ3(~x− ~X2)δ(z − Z2) . (5.14)
Note that as in Ref. 8), these expressions are written in terms of the original variables without
the rescaling (2.5), keeping them in the order of O(1). Here, G and H are the Green’s
functions associated with the linearized equations of motion (5.7). They are obtained in
Ref. 8) as
G = κ
∞∑
n=1
ψn(Z2)ψn(Z1)Yn(|~r|) , H = κ
∞∑
n=0
φn(Z2)φn(Z1)Yn(|~r|) , (5.15)
where {ψn}n=1,2,··· is a complete set of the eigenfunctions satisfying the eigenequation
− h(z)−1∂z(k(z)∂zψn) = λnψn , (5.16)
∗) This amounts to throwing away momentum-dependent nuclear force such as L · S force.
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with eigenvalue λn and the normalization condition
κ
∫
dz h(z)ψnψm = δnm , (5.17)
and {φn}n=0,1,··· is defined as
φn(z) =
1√
λn
∂zψn(z) , φ0(z) =
1√
κπ
1
k(z)
. (5.18)
The eigenfunction ψn(z) is an even (odd) function for odd (even) n. When the five-
dimensional gauge field is expanded by {ψn(z)}, the coefficient fields are interpreted as
the vector (for odd n) and axial-vector (for even n) meson fields, and the eigenvalues λn are
proportional to the mass squared of the corresponding mesons. The function Yn(|~r|) is the
Yukawa potential associated with the vector/axial-vector mesons of mass
√
λn :
Yn(|~r|) = − 1
4π
e−
√
λn|~r|
|~r| . (5
.19)
We substitute these expressions to the interaction potential (5.9) to obtain
V = κ
[
− 1
4a2λ2
G( ~X2, Z2; ~X1, Z1)
+ 4π4(ρ1)
2(ρ2)
2tr
(
τ ba1τ
a(a1)
−1) tr (τ ba2τ c(a2)−1)
×
(
ǫiaj
∂
∂Xj1
− δia ∂
∂Z1
)(
ǫick
∂
∂Xk2
− δic ∂
∂Z2
)
G( ~X2, Z2; ~X1, Z1)
+ 4π4(ρ1)
2(ρ2)
2tr
(
τ ba1τ
a(a1)
−1) tr (τ ba2τ c(a2)−1)× ∂
∂Xa1
∂
∂Xc2
H( ~X2, Z2; ~X1, Z1)
]
.
(5.20)
This is the inter-baryon potential energy that we want to evaluate as the nuclear force, in
the one-boson-exchange approximation.
5.2. Short distance behavior
When the distance between the solitons is smaller than 1/MKK, the Green’s functions
G and H can be approximated by their flat-space analogue as explained in our previous
paper,8)
G = H =
−1
4π2
1
| ~X1 − ~X2|2 + (Z1 − Z2)2
. (5.21)
Substituting this expression to the inter-instanton potential energy (5.20), we can easily see
that only the first term in (5.20) remains, while the other terms cancel each other and vanish,
V =
κ
16π2a2λ2
1
| ~X1 − ~X2|2 + (Z1 − Z2)2
. (5.22)
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This is a harmonic potential in four-dimensional space. Once the z-part of the wavefunction
for the nucleon, (4.4), is taken into account, the expectation value is given just by substituting
the classical value Z1 = Z2 = 0 to the above potential (5.22),
V =
27π
2
Nc
λ
1
|~r|2 . (5
.23)
Here, |~r| is the distance between the nucleons. We find that only the central force appears.
This expression (5.23) is apparently different from our previous results (4.45) and (4.46).
In fact, in (5.23), there is no isospin dependence, and no tensor force. The reason is that the
one-boson-exchange description is not sufficient to capture the entire nuclear force. In fact,
the two-instanton solution in ADHM construction is not just a superposition of two BPST
instantons. In particular, there is a deformation of the instanton that causes additional
contribution. The one-boson-exchange potential (5.23) only captures a part of the complete
results (4.45) and (4.46) obtained in the previous subsection.
In Appendix F, we try to evaluate the potential height for nucleons overlapping each
other in real space, in the one-boson-exchange picture.
5.3. Large distance behavior
Let us look at the large distance behavior of the nucleon-nucleon potential obtained from
(5.20). The large distance means | ~X1 − ~X2| ≫ 1 in the unit MKK = 1. In this limit,
essentially only the pion dominates, since only the pion is the zero mode while others have
Yukawa potential that decays exponentially fast.
The contribution of the pion comes from n = 0 component of the Green’s function H
defined in (5.15). Therefore, in the potential (5.20), we are interested in the last term, and
the function H is now approximated by a massless Green’s function in three dimensions:
V ≃ κ · 4π4(ρ1)2(ρ2)2tr
(
τ ba1τ
a(a1)
−1) tr (τ ba2τ c(a2)−1)
× ∂
∂Xa1
∂
∂Xc2
κφ0(Z2)φ0(Z1)
−1
4π
1
| ~X1 − ~X2|
. (5.24)
For spin 1/2 baryons, the trace part can be easily evaluated as
tr
(
τ ba1τ
a(a1)
−1) tr (τ ba2τ c(a2)−1) = 64
9
(Ib1I
b
2)J
a
1J
c
2 , (5.25)
where Ji and Ii are spin and isospin operators, respectively. The potential energy is then
V ≃ −κπ2
〈
(ρ1)
2
k(Z1)
〉
(1)
〈
(ρ2)
2
k(Z2)
〉
(2)
64
9
(Ib1I
b
2)J
a
1J
c
2
∂
∂Xa1
∂
∂Xc2
1
| ~X1 − ~X2|
=
16κπ2
9
〈
(ρ1)
2
k(Z1)
〉
(1)
〈
(ρ2)
2
k(Z2)
〉
(2)
(Ib1I
b
2)S12
1
|~r|3 , (5
.26)
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where S12 is defined in (4.44). Here, we have used the relation
∂
∂Xa1
∂
∂Xc2
1
| ~X1 − ~X2|
=
(
δac
3
− rˆarˆc
)
3
|~r|3 (5
.27)
with ~r ≡ ~X1 − ~X2 and~ˆr ≡ ~r/|~r|.
This expression can be compared with the well-known one-pion-exchange potential
V (π) =
1
π
(
gA
fπ
)2
(Ib1I
b
2)J
a
1J
c
2
∂
∂ra
∂
∂rc
e−mpi |~r|
|~r|
=
1
π
(
gA
fπ
)2
(Ib1I
b
2)
(
m2π
3
(Ja1J
a
2 ) +
S12
4
(
m2π
3
+
mπ
|~r| +
1
|~r|2
))
e−mpi |~r|
|~r| . (5
.28)
In the chiral limit mπ → 0, only the tensor force remains, and it agrees with (5.26) when
gA
fπ
=
8π
√
κπ
3
〈
ρ2
k(Z)
〉
, (5.29)
which is exactly the relation found in Ref. 8).
If we use the classical values for the above expectation values,〈
(ρ1)
2
k(Z1)
〉
(1)
=
〈
(ρ2)
2
k(Z2)
〉
(2)
≃ ρ2cl =
1
8π2aλ
√
6
5
, (5.30)
then the potential (5.26) becomes
V ≃ − 2Nc
15π2aλ
(Ib1I
b
2)J
a
1J
c
2
∂
∂Xa1
∂
∂Xc2
1
| ~X1 − ~X2|
=
Nc
30π2aλ
(Ib1I
b
2)S12
1
|~r|3 . (5
.31)
In a quantum evaluation for the expectation values, we will have roughly ×(1.05)2 times the
classical value above, after substituting the numerical values.8)
5.4. Intermediate distance behavior
As the baryons approach each other from asymptotics, there appear effects of the massive
meson exchange. At this intermediate distance, the potential (5.20) becomes
V ≃ κ2
[
− 1
4a2λ2
∞∑
n=1,odd
ψn(Z2)ψn(Z1)Yn(|~r|)
+
256π4
9
(ρ1)
2(ρ2)
2(Ib1I
b
2)J
a
1J
c
2
×
(
ǫiajǫick
∂
∂Xj1
∂
∂Xk2
+ δca
∂
∂Z1
∂
∂Z2
) ∞∑
n=1
ψn(Z2)ψn(Z1)Yn(|~r|)
+
256π4
9
(ρ1)
2(ρ2)
2(Ib1I
b
2)J
a
1J
c
2
∂
∂Xa1
∂
∂Xc2
∞∑
n=0,even
φn(Z2)φn(Z1)Yn(|~r|)
]
, (5.32)
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where we have used (5.15) and also dropped the terms including (∂/∂X)(∂/∂Z), ψ2k(Z),
and φ2k−1(Z) with k = 1, 2, · · · , because they vanish when they are evaluated with baryon
wavefunction, owing to the parity property of the ψn(Z) functions. The potential can be
summarized to the following form:
V ≃ κ2
[( −1
4a2λ2
+
256π4
9
(ρ1)
2(ρ2)
2(Ib1I
b
2)J
a
1J
c
2ǫ
iajǫick
∂
∂Xj1
∂
∂Xk2
) ∞∑
n=1,odd
ψn(Z2)ψn(Z1)Yn(|~r|)
+
256π4
9
(ρ1)
2(ρ2)
2(Ib1I
b
2)J
a
1J
c
2
×
(
∂
∂Xa1
∂
∂Xc2
∞∑
n=0,even
φn(Z2)φn(Z1)Yn(|~r|) + δca
∞∑
n=2,even
λnφn(Z2)φn(Z1)Yn(|~r|)
)]
. (5.33)
The first term in the first line, 1/(4a2λ2), corresponds to the contribution of the vector mesons
that appear from the U(1) part of the gauge field. Among them, the ω meson exchange is at
the lowest order (n = 1). The second term in the first line is the contribution of the vector
meson in the SU(2) part of the gauge field, whose lowest order (n = 1) corresponds to the
ρ meson. The third line gives the contribution of the pion (n = 0) and axial-vector mesons
(n ≥ 1), whose lowest order is the a1 meson, in the SU(2) part of the gauge field. Note
that the contributions from the U(1) part of the axial-vector and pseudo-scalar mesons are
subleading in the 1/Nc expansion.
To divide this expression into the central force and tensor force, we use the following
formula for the Yukawa potential Yn(|~r|),
∂
∂Xa1
∂
∂Xc2
Yn(|~r|) =
(
δac
3
− rˆarˆc
)(
3
|~r|2 +
3
√
λn
|~r| + λn
)
Yn(|~r|)− δ
ab
3
λnYn(|~r|) . (5.34)
Then, we obtain the potential energy due to the central force and tensor force,
V =VC + S12VT , (5.35)
VC =κ
2
[
− 1
4a2λ2
∞∑
n=1,odd
ψn(Z2)ψn(Z1)Yn(|~r|)
+
256π4
9
(ρ1)
2(ρ2)
2(Ib1I
b
2)(J
a
1J
a
2 )
× 2
3
(
−
∞∑
n=1,odd
λnψn(Z2)ψn(Z1)Yn(|~r|) +
∞∑
n=2,even
λnφn(Z2)φn(Z1)Yn(|~r|)
)]
, (5.36)
VT =κ
2 64π
4
27
(ρ1)
2(ρ2)
2(Ib1I
b
2)
( ∞∑
n=1,odd
ψn(Z2)ψn(Z1)
(
3
|~r|2 +
3
√
λn
|~r| + λn
)
Yn(|~r|)
−
∞∑
n=0,even
φn(Z2)φn(Z1)
(
3
|~r|2 +
3
√
λn
|~r| + λn
)
Yn(|~r|)
)
. (5.37)
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We note that these expressions can be reproduced from the leading order of the one-boson-
exchange potential computed from tree-level Feynman diagram with the nucleon-nucleon-
meson couplings obtained in Ref. 8). See Appendix G for detail.
Let us look at the contribution from light mesons. The ω meson gives only the central
force, the first line in VC with n = 1. It is
V
(ω)
C = −κ2
1
4a2λ2
〈ψ1(Z1)〉(1)〈ψ1(Z2)〉(2)Y1(|~r|) . (5.38)
For the potential between the same types of baryons, this expression of course reduces to
V
(ω)
C = −κ2
1
4a2λ2
〈ψ1(Z)〉2Y1(|~r|) . (5.39)
Since the Yukawa potential Yn defined in (5.19) is negative, the ω meson exchange gives a
strong repulsion force in the central force. The ω meson is the lightest vector meson that
comes from the U(1) part of the five-dimensional gauge field. The instanton is electrically
charged under this U(1), so the baryons should have this universal repulsive force. The ω
meson exchange manifests its lowest term in the KK decomposition of the higher-dimensional
“electric” repulsion.
The ρ meson exchange can be seen in SU(2) components of n = 1. The central force is
V
(ρ)
C = κ
2512π
4
27
(ρ1)
2(ρ2)
2(Ib1I
b
2)(J
a
1J
a
2 )ψ1(Z2)ψ1(Z1)(−λ1)Yn(|~r|) , (5.40)
while the tensor force is
V
(ρ)
T = κ
2 64π
4
27
(ρ1)
2(ρ2)
2(Ib1I
b
2)ψ1(Z2)ψ1(Z1)
(
3
|~r|2+
3
√
λ1
|~r| +λ1
)
Y1(|~r|) .
When two baryons are of the same type, these reduce to
V
(ρ)
C = κ
2 512π
4
27
〈ρ2〉2(Ib1Ib2)(Ja1Ja2 ) 〈ψ1(Z)〉2(−λ1)Y1(|~r|) ,
V
(ρ)
T = κ
2 64π
4
27
〈ρ2〉2(Ib1Ib2) 〈ψ1(Z)〉2
(
3
|~r|2+
3
√
λ1
|~r| +λ1
)
Y1(|~r|) . (5.41)
The strength of this tensor force can be compared with the strength of the pion tensor
force (5.26). The ratio of the front coefficients is given by −〈ψ1(Z)〉2/〈φ0(Z)〉2. The classical
evaluation of this gives
−〈ψ1(Z)〉2
〈φ0(Z)〉2 = −κπ〈ψ1(Z)〉
2 ≃ −π(0.597)2 ∼ −1 . (5.42)
Let us see how this ρ meson exchange may change the result of the π exchange. At the length
scale r ∼ 1 fm ∼ 200 MeV−1, the pion behaves as a massless particle while the ρ meson is
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massive. The above ratio denotes that the coefficient is of the same order, while the sign is
opposite to each other. The normalization of the Yukawa potential gives the following rough
ratio
e−mρ|~r|
e−mpi |~r|
∼ O(0.1) . (5.43)
This means that the ρ meson exchange does not contribute much to the tensor force at the
distance scale ∼ 1 fm.
§6. Summary
In this paper, we have deduced the nuclear force at short distance in large Nc strongly
coupled QCD, by applying gauge/string duality.
In the D4-D8model9), 10) of holographic QCD, baryons are instantons in (1+4)-dimensional
YMCS theory. We have explicitly constructed a two-instanton solution in the theory by em-
ploying ADHM construction of instantons. The analytic expression for the potential energy
plus kinetic terms of the baryon, i.e., the effective Hamiltonian of quantum mechanics for
two-baryon system, has been derived, for the distance O(1/(√λMKK)) < r < O(1/MKK).
The evaluation of this interaction Hamiltonian for specific two-nucleon states, labeled by
spin J3i and isospin I
3
i with i = 1, 2, provides the nuclear force at the short distance scale.
We have obtained a central force (4.45) as well as a tensor force (4.46). The central force
exhibits a strong repulsive core of a nucleon. As the repulsive core has been mysterious from
the viewpoint of strongly coupled QCD, our result is of importance as a derivation of the
repulsive core from the “first principle” of QCD, in the large Nc expansion and also with the
gauge/string duality.
The obtained nucleon-nucleon potential at short distances has r−2 behavior. Technically
speaking, this comes from the harmonic potential in four spatial dimensions including the
holographic extra dimension. It would be interesting to fit this peculiar behavior with the
experimental observation or the recent lattice result.1)
As our result is for the short distance, it is important to generalize our analysis to a larger
distance scale. For r > O(1/MKK), the effect of the curvature along z becomes indispensable,
thus, one needs to construct a two-instanton solution in curved space. This may lead to an
analysis of a deuteron system in holographic QCD. For this, the inclusion of quark mass to
the model11) that should make the pion massive may be important. On the other hand, the
height of the nucleon-nucleon potential at r = 0 is of interest, but its derivation has turned
out to be difficult, as we explained in §2.2. Further effort along these directions may reveal
some more interesting physics in QCD, via the holography.
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Appendix A
Notation for quaternion
A quaternion q ∈ H is given as a linear combination of the form
q = q4 − q1I − q2J − q3K , (qm ∈ R , m = 1, 2, 3, 4) (A.1)
where I, J , and K satisfy
I2 = J2 = K2 = −1 , IJ = −JI = K , JK = −KJ = I , KI = −IK = J .
(A.2)
Since (−iτ 1,−iτ 2,−iτ 3) satisfy the same algebra as (I, J,K), a quaternion can be represented
as a 2× 2 complex matrix of the form
q = q4 + iqaτa . (A.3)
The conjugate and norm of a quaternion q are defined as q† = q4 + q1I + q2J + q3K and
|q| ≡
√
q†q =
√
qq† =
√
qmqm , respectively.
The product of two quaternions q,w ∈ H follows from the relation (A.2) and it can be
written in terms of the 2× 2 complex matrix representation (A.3)
qw = q4w4 − ~q · ~w + i(q4 ~w + w4~q − ~q × ~w) · ~τ , (A.4)
where ~q = (q1, q2, q3), etc. We also use the following notation:
(q ·w) ≡ 1
2
(q†w +w†q) = qmwm , (A.5)
(q ×w) ≡ 1
2
(q†w −w†q) = i(q4 ~w − w4~q + ~q × ~w) · ~τ . (A.6)
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An element of Sp(n) is defined as a n× n quaternionic matrix Q satisfying Q†Q = 1n.∗)
In particular, an element of Sp(1) is a quaternion satisfying
q†q = qmqm = 1 , (A.7)
which is equivalent to the condition for an element of SU(2) in the 2 × 2 complex matrix
representation (A.3).
Appendix B
ADHM construction
B.1. ADHM construction for Sp(n) instantons
Here, we briefly review the ADHM construction.31) (See for example Ref. 32) for a
review.) Since SU(2) = Sp(1), the ADHM construction for the Sp(n) instantons is useful
for our purpose.
We define an (n+ k)× k quaternionic matrix of the form
∆(x) = a + bx , (B.1)
where a and b are (n+ k)× k quaternionic matrices and x = x4−x1I − x2J − x3K ∈ H is a
quaternion composed of the coordinate of the four-dimensional space (x1, x2, x3, x4) = (~x, z).
The matrices a and b are required to satisfy that a†a and b†b are k×k real symmetric matrices,
and a†b is a k × k symmetric quaternionic matrix. These conditions for the matrices a and
b are equivalent to the constraint that the matrix ∆ satisfies
∆†∆ = L(x) (B.2)
with a k×k real symmetric matrix L(x). We also implicitly assume that the matrices a and
b are generic and they are matrices of rank k.
The ADHM gauge field for the k-instanton configuration is given by
Am(x) = −iU(x)†∂mU(x) , (B.3)
where U(x) is (n + k)× n quaternionic matrix satisfying
∆†U = 0 , U †U = 1n . (B.4)
Note that the matrix U(x) is defined up to a transformation
U(x)→ U(x)g(x) , (g(x) ∈ Sp(n)) , (B.5)
∗) Sp(n) in this paper is the unitary symplectic group, which is also written as USp(2n).
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which acts as a gauge transformation for the gauge field (B.3).
The gauge field (B.3) as well as the constraint (B.2) is invariant under
∆(x)→ Q∆(x)R , L(x)→ RTL(x)R , (B.6)
where Q ∈ Sp(n+ k) and R ∈ GL(k,R). By using this transformation, the matrix b can be
fixed as
b =
(
0
−1k
)
, (B.7)
and then ∆ is of the canonical form
∆(x) =
(
Y
X − x 1k
)
, (B.8)
where X is a k × k symmetric quaternionic matrix and Y is an n × k quaternionic matrix
such that Y †Y +X†X is a k × k symmetric real matrix. Note that we have not completely
used the transformation (B.6). In fact, a transformation (B.6) with R ∈ O(k) and
Q =
(
q
RT
)
, (q ∈ Sp(n)) (B.9)
leaves (B.7) invariant.
B.2. Sp(1) = SU(2) one-instanton
As an exercise, let us consider the n = k = 1 case. Using the canonical form (B.8), we
have
∆(x) =
(
y
X − x
)
, (B.10)
with y,x,X ∈ H. In this case, (B.2) is satisfied without imposing further constraints.
The condition (B.4) is solved by
U † =
1√
ξ2 + ρ2
(
y(x−X)y−1,y) , (B.11)
where ξ ≡
√
|x−X|2 and ρ ≡
√
|y|2.
Then the ADHM gauge field (B.3) is
Am = −ia(f(ξ) g∂mg−1)a−1 , (B.12)
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where
f(ξ) =
ξ2
ξ2 + ρ2
, g =
x−X
ξ
, (B.13)
and a ≡ y/ρ is an element of Sp(1) = SU(2).
This is the BPST instanton solution. The moduli parameters X, ρ, and a correspond to
the position, size, and gauge orientation of the instanton. The a-dependence of the gauge
field can be eliminated by a global gauge transformation. However, it is known that this
degree of freedom is also physically relevant when we quantize the system via moduli space
approximation method.
B.3. Sp(1) = SU(2) two-instanton
For n = 1 and k = 2, the ansatz (B.8) can be written as
Y = (y1,y2) , X =
(
X1 w
w X2
)
, ∆(x) =
 y1 y2X1 − x w
w X2 − x
 . (B.14)
The constraint (B.2) requires
Y †Y +X†X =
(
|y1|2 + |X1|2 + |w|2 y†1y2 +X†1w +w†X2
y
†
2y1 +X
†
2w +w
†X1 |y2|2 + |X2|2 + |w|2
)
(B.15)
to be a real symmetric matrix and hence
y
†
1y2 − y†2y1 + r†w −w†r = 0 , (B.16)
where we have defined r = X1 −X2. This equation is solved when
w =
r
|r|2 (y2 × y1) + α r , (B
.17)
with α ∈ R. This parameter α can be eliminated by the residual O(2) symmetry in (B.9)
with q = 1 and R ∈ O(2).35) We will set α = 0 in this paper.
After all, we have 4 quaternionic parameters y1, y2, X1, and X2 to parameterize the two
instanton moduli space. It can be shown that when the separation of the two instantons is
sufficiently large, the two-instanton configuration can be approximated by the superposition
of two 1-instanton configurations. Then, Xi (i = 1, 2) represents the positions of the two
instantons, ρi ≡
√|yi|2 corresponds to their size, and ai ≡ yi/ρi is their SU(2) orientation.
This fact can be explicitly seen in the effective Hamiltonian (3.28).
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Appendix C
Evaluation of H
(SU(2))
pot
In this section, we compute ∫
d4x z2 trF 2mn , (C.1)
where z = x4. We will follow the strategy of Ref. 34), in which∫
d4x |x|2 trF 2mn , (C.2)
is calculated.
To evaluate trF 2mn, we use the useful formula
33)
trF 2mn =
1
2
ǫmnpq trFmnFpq = − log detL , (C.3)
where  ≡ ∂m∂m and L(x) is defined in (B.2).
In general, L(x) can be written as
L(x) = Λ|x|2 − 2γmxm + A , (C.4)
where Λ = b†b and A = a†a are positive definite k × k real symmetric matrices, and γm
(m = 1, 2, 3, 4) are k × k real symmetric matrices. For the canonical form (B.8), they are
given by
Λ = 1 , γm = Xm , A = Y
†Y +X†X , (C.5)
where Xm is the k × k real symmetric matrix satisfying X = X4 −X1I −X2J −X3K.
The result we are going to prove is∫
d4x z2 trF 2mn = 8π
2 tr
[
(γ4Λ
−1)2 − (γ1Λ−1)2 − (γ2Λ−1)2 − (γ3Λ−1)2 + AΛ−1
]
. (C.6)
For the canonical form with (C.5), we obtain∫
d4x z2 trF 2mn = 8π
2 tr
(
2(X4)
2 + Y †Y
)
. (C.7)
Note that this formula implies∫
d4x |x|2 trF 2mn = 16π2 tr
(
2Y †Y +X†X
)
, (C.8)
which reproduces the result in Ref. 34).
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To show (C.6), we can set Λ = 1 without loss of generality. The Λ dependence can easily
be recovered by the transformation (B.6). Integrating by parts, we obtain∫
d4x z2 trF 2mn
= − lim
R→∞
∫
S3
d3ΩR2xm
[
z2∂m log detL− 2zδm4  log detL+ 2∂m log detL
]
, (C.9)
where R2 = |x|2 and d3Ω is the volume element of unit S3. Here, we have used Gauss’s law∫
d4x ∂mWm = lim
R→∞
∫
S3
d3ΩR3nmWm , (C.10)
where nm = x
m/R is a unit normal vector of the S3.
We can easily check the following formulas
∂m log detL = tr(Vm) , (C.11)
 log detL = 8 tr(L−1)− tr(V 2m) , (C.12)
∂m log detL = −12 tr(L−1Vm) + 2 tr(VmV 2n ) , (C.13)
where Vm ≡ L−1∂mL. Using these, (C.9) becomes∫
d4x z2 trF 2mn
= − lim
R→∞
∫
S3
d3Ω R2 tr
[
− 12z2L−1xmVm + 2z2 xmVmV 2n
− 16z2L−1 + 2z2 V 2n + 2 xmVm
]
. (C.14)
Inserting the relation Vm = L
−1∂mL = 2L−1(xm − γm), we obtain∫
d4x z2 trF 2mn
=− lim
R→∞
∫
S3
d3ΩR2 tr
[
4(R2 − 4z2)L−1 − 4 xmγmL−1 − 24z2 (R2 − xmγm)L−2
+ 8z2
(
L+ 2(R2 − xmγm)
) (
R2L−2 + L−1γmL−1γm − 2L−2xmγm
)
L−1
]
. (C.15)
We are only interested in the O(R0) terms in the integrand of the right-hand side of this
equation. Then, recalling L = O(R2), we obtain∫
d4x z2 trF 2mn = − lim
R→∞
∫
S3
d3Ω tr
[
P1 + P2 + P3 + P4 + P5
]
, (C.16)
where
P1 = R
6 · 4L−3(R2 − 4z2) , P2 = R4 · 4xnγn L−3(−5R2 + 14z2) ,
P3 = R
−4 · 16(xnγn)2(2R2 − 3z2) , P4 = R−2 · 8A(R2 − 6z2) ,
P5 = R
−2 · 24γ2nz2 . (C.17)
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Useful formulas to evaluate the integral are∫
S3
d3Ω =2π2 ,∫
S3
d3Ω xmxn =
π2
2
R2δmn ,∫
S3
d3Ω (xm)2(xn)2 =
π2
12
R4(1 + 2δmn) . (no sum for m,n) (C.18)
To evaluate the integral of P1 in (C.17), we expand L
−3
L−3 =
1
R6
(
1 + 6
xmγm
R2
− 3 A
R2
+ 24
(xmγm)
2
R4
+O(R−3)
)
(C.19)
and
− lim
R→∞
∫
S3
d3Ω trP1 = − lim
R→∞
∫
S3
d3Ω tr
[
R6 4L−3(R2 − 4z2)
]
= − lim
R→∞
∫
S3
d3Ω tr
[
4(R2 − 4z2) + 4(R2 − 4z2) · 6x
mγm
R2
+ 4(R2 − 4z2)
(
− 3
R2
A+
24
R4
(xmγm)
2
)]
. (C.20)
Using the formulas (C.18), we see that the first term vanishes. The second term also vanishes
since it is odd under x→ −x. From the third term, we obtain
− lim
R→∞
∫
S3
d3Ω trP1 = −16π2 tr(γ21 + γ22 + γ23 − 3γ24) . (C.21)
The integrals for the other P2, · · · , P5 are calculated in a similar manner The results are
− lim
R→∞
∫
S3
d3Ω trP2 = 8π
2 tr
(
4(γ21 + γ
2
2 + γ
2
3)− 3γ24
)
, (C.22)
− lim
R→∞
∫
S3
d3Ω trP3 = −4π2 tr
(
3(γ21 + γ
2
2 + γ
2
3) + γ
2
4
)
, (C.23)
− lim
R→∞
∫
S3
d3Ω trP4 = π
2 tr(A) , (C.24)
− lim
R→∞
∫
S3
d3Ω trP5 = −12π2 tr(γ2m) . (C.25)
Summing up all these, we finally obtain∫
d4x z2 trF 2mn = 8π
2 tr
(−(γ21 + γ22 + γ23) + γ24 + A) . (C.26)
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Appendix D
Laplacian of the two-instanton moduli space
Here, we outline the derivation of the expression (3.25) and (3.27).
Consider a metric given as
gαβ = gαβ + hαβ , (D.1)
where gαβ is a constant metric and hαβ ≪ 1 is a small perturbation. Then, omitting the
O(h2) terms, we have
gαβ = gαβ − hαβ , √g =
√
g
(
1 +
1
2
hαα
)
, (D.2)
∇2 = 1√
g
∂α
√
g gαβ∂β
= ∇20 − hαβ∂α∂β +
1
2
(∂βh
α
α)∂
β − (∂αhαβ)∂β , (D.3)
where (gαβ) is the inverse matrix of gαβ, ∇20 = gαβ∂α∂β , g = det(gαβ), g = det(gαβ). Here,
raising and lowering the indices is done with gαβ and gαβ. We apply these formulas to the
metric (3.21), in which ds20 and ds1 correspond to gαβ and hαβ, respectively.
A little algebra shows
hαα =
2
|r|2 (|y1|
2 + |y2|2) , (D.4)
(∂βh
α
α)∂
β =
2
|r|2
[(
y1 · ∂
∂y1
)
+
(
y2 · ∂
∂y2
)]
+O(|r|−3) , (D.5)
(∂αh
αβ)∂β =
2
|r|2
[(
y1 · ∂
∂y1
)
+
(
y2 · ∂
∂y2
)]
+O(|r|−3) , (D.6)
hαβ∂α∂β =
1
|r|2
[
ρ22
2
(
∂
∂y1
· ∂
∂y1
)
+
ρ21
2
(
∂
∂y2
· ∂
∂y2
)
+
(
y1 · ∂
∂y1
)(
y2 · ∂
∂y2
)
−
(
y2 · ∂
∂y1
)2
−
(
y1 · ∂
∂y2
)2
− (y1 · y2)
(
∂
∂y1
· ∂
∂y2
)
+ ǫIJKL y
I
1y
J
2
∂
∂yK1
∂
∂yL2
+ yI1y
J
2
∂
∂yJ1
∂
∂yI2
]
. (D.7)
From these, we can easily obtain (3.25).
The following formulas are useful to obtain the expression in (3.27):(
yi · ∂
∂yi
)
= ρi
∂
∂ρi
, (D.8)
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(
∂
∂yi
· ∂
∂yi
)
=
∂2
∂ρ2i
+
3
ρi
∂
∂ρi
− 4
ρ2i
Iai I
a
i =
∂2
∂ρ2i
+
3
ρi
∂
∂ρi
− 4
ρ2i
Jai J
a
i , (D.9)
Ia1 I
a
2 = −
1
4
[
(y1 · y2)
(
∂
∂y1
· ∂
∂y2
)
− yI1yJ2
∂
∂yJ1
∂
∂yI2
− ǫIJKLyI1yJ2
∂
∂yK1
∂
∂yL2
]
, (D.10)
Ja1J
a
2 = −
1
4
[
(y1 · y2)
(
∂
∂y1
· ∂
∂y2
)
− yI1yJ2
∂
∂yJ1
∂
∂yI2
+ ǫIJKLy
I
1y
J
2
∂
∂yK1
∂
∂yL2
]
. (D.11)
Appendix E
Evaluation of H
(U(1))
pot
Here, we rederive the result (3.18) in a more systematic way. From the expression in
(3.5), we obtain
log detL = log f1 + log f2 + log f3 , (E.1)
where
fi(x) = ρ
2
i + |x−Xi|2 + |w|2 , (i = 1, 2) (E.2)
f3(x) = 1− e(x)
2
f1(x)f2(x)
(E.3)
with
e(x) = (y1 · y2) + (w · (X1 +X2 − 2x)) . (E.4)
Substituting (3.4) into (2.26), we obtain
H
(U(1))
pot =
aNc
2
1
(32π2a)2
∫
d3xdz (∂M(log f1 + log f2 + log f3))
2
=
aNc
2
1
(32π2a)2
∫
d3xdz
[∑
i=1,2
(∂M log fi)
2 + (∂M log f3)
2+
+ 2(∂M log f1)(∂M log f2) + 2
∑
i=1,2
(∂M log fi)(∂M log f3)
]
. (E.5)
The following formulas are useful for evaluating this integral:
 log fi =
4(|x−Xi|2 + 2(ρ2i + |w|2))
(|x−Xi|2 + ρ2i + |w|2)2
, (E.6)
 log fi = − 96(ρ
2
i + |w|2)2
(|x−Xi|2 + ρ2i + |w|2)4
, (E.7)
 log fi = −1536(ρ
2
i + |w|2)2(3|x−Xi|2 − 2(ρ2i + |w|2)))
(|x−Xi|2 + ρ2i + |w|2))6
, (E.8)
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for i = 1, 2.
Then, the first term in (E.5) is evaluated as∫
d3xdz (∂M log f1)
2 = −
∫
d3xdz ( log f1)( log f1)
=
1
ρ21 + |w|2
∫ ∞
0
du 2π2u3
4(u2 + 2)
(u2 + 1)2
96
(u2 + 1)4
=
1
ρ21 + |w|2
256π2
5
≃ 256π
2
5
(
1
ρ21
− |w|
2
ρ41
+O(|r|−4)
)
, (E.9)
where we have used
u ≡ x−X1√
ρ21 + |w|2
, (E.10)
and u ≡ |u|. A similar formula for f2 is obtained by replacing ρ1 with ρ2 in (E.9).
The third term in (E.5) is evaluated as∫
d3xdz (∂M log f1)(∂M log f2) = −
∫
d3xdz ( log f2)( log f1)
=
1
|r|2
∫
d4u
4(|V1u+ r̂|2 + 2V 22 )
(|V1u+ r̂|2 + V 22 )2
96
(u2 + 1)4
. (E.11)
where r = X1 −X2 and we have defined
r̂ =
r
|r| , Vi =
√
ρ2i + |w|2
|r| . (i = 1, 2) (E
.12)
To evaluate the leading term in the 1/|r| expansion, we consider the limit Vi → 0. Although
the integrand of (E.11) is divergent at u = −r̂/V1 when V2 = 0, the integral around u =
−r̂/V1 is convergent. Besides, there is a suppression factor 1/(u2 + 1)4 that makes the
contribution around u = −r̂/V1 in the integral vanish in the V1 → 0 limit. Therefore, we
can safely take the Vi → 0 limit and using∫
d4u
4 · 96
(u2 + 1)4
= 64π2 , (E.13)
we obtain ∫
d3xdz (∂M log f1)(∂M log f2) =
64π2
|r|2 +O(|r|
−4) . (E.14)
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The last term in (E.5) is given by∫
d3xdz (∂M log f1)(∂M log f3)
= −
∫
d3xdz ( log f1) log f3
=
1
ρ21 + |w|2
∫
d4u
1536(3u2 − 2)
(u2 + 1)6
log f3 , (E.15)
with
f3 = 1− ((y1 · y2)− 2V1|r|(w · u))
2
|r|4V 21 (u2 + 1)(|r̂ + V1u|2 + V 22 )
. (E.16)
Note that we have used the relation (w · r) = 0, which follows from the definition (B.17)
with α = 0. Again, to obtain the leading order terms in the O(|r|−1) expansion, it is allowed
to pick up the leading term in the integrand as
log f3 ≃ − (y1 · y2)
2
|r|4V 21 (u2 + 1)
+O(|r|−3) . (E.17)
Using the formula ∫
d4u
1536(3u2 − 2)
(u2 + 1)6
1
u2 + 1
= −128π
2
5
, (E.18)
we obtain∫
d3xdz (∂M log f1)(∂M log f3) ≃ 128π
2
5
1
|r|2
ρ22
ρ21
(a1 · a2)2 +O(|r|−3) , (E.19)
and similarly∫
d3xdz (∂M log f2)(∂M log f3) ≃ 128π
2
5
1
|r|2
ρ21
ρ22
(a1 · a2)2 +O(|r|−3) . (E.20)
As one can see in (E.17), log f3 is O(|r|−2) and hence the second term in (E.5) does not
contribute to the leading O(|r|−2) terms in the potential. Collecting (E.9), (E.14), (E.19),
and (E.20), we reproduce the potential (3.18).
Appendix F
Height of one-boson-exchange potential
In this appendix, we try to evaluate the height of the nucleon-nucleon potential, in the
one-boson-exchange approximation. Note that as shown in §5.3 the one-boson-exchange
model does not describe correctly the short distance behavior. Thus, this appendix is only
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for an illustration of what will happen in general when two baryons are on top of each other
in real space.
If the instantons are located within the distance of O(1/MKK), the one-boson-exchange
potential is (5.22). When the instantons are located at Zi 6= 0, there is an additional classical
potential coming from the self-energy part (2.15), so in total, the inter-instanton potential
energy is
V =
Nc
16π2aλ
1
| ~X1 − ~X2|2 + (Z1 − Z2)2
+ 8π2aλNc
[
(Z1)
2
3
+
(Z2)
2
3
]
. (F.1)
This classical potential exhibits an interesting structure. Let us find a minimum of this
potential for fixed inter-baryon distance in real space, | ~X1− ~X2| = |~r|. We employ a classical
approximation for Zi, by taking the large Nc limit, for simplicity. Owing to the exchange
symmetry Z1 ↔ Z2, the potential is minimized at Z1 = −Z2 = r4/2. Thus, the minimization
problem is for the potential
V =
Nc
16π2aλ
1
|~r|2 + r24
+
4π2aλNc
3
r24 . (F.2)
The minimization condition is
∂V
∂r4
= − Nc
8π2aλ
r4
(|~r|2 + r24)2
+
8π2aλNc
3
r4 = 0 . (F.3)
This is solved with
|~r|2 + r24 =
√
3
8π2aλ
. (F.4)
This forms a three-dimensional sphere around the origin in the four-dimensional space. For
a fixed |~r|, we obtain nonzero r4 to minimize the classical potential. The instantons go away
from Z = 0 axis, to minimize the potential energy. This can be understood as follows. The
instantons have the overall U(1) electric charge, so they try to be away from each other.
But at the same time there is an effect of the curved space-time, which tries to bring the
instanton toward the Z = 0 axis. The balance of these two effects results in the minimization
at (F.4). The minimum energy for a fixed inter-baryon distance is
V =
Nc√
3
− 4π
2aλNc
3
|~r|2 . (F.5)
Thus, the inter-baryon potential height is maximized at |~r| = 0, with the height value
Vmax =
Nc√
3
. (F.6)
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The sphere (F.4) does not reach the region |~r|2 >
√
3
8π2aλ
. In fact, in this region, the
potential energy is minimized by r4 = 0 in (F.2), which results in the previous result (5.23).
It is smoothly connected with (F.5) at |~r|2 =
√
3
8π2aλ
.
For the sphere (F.4) to make sense, its radius should be larger than the classical radius
of the instanton, (2.16). Unfortunately, both are of the same order, ∼ O(1/
√
8π2aλ), so one
cannot trust this sphere radius. However, we find an interesting picture of the instantons,
where the generic feature of the potential structure suggests that instantons do not overlap
in the spatial four dimensions although they look overlapped in the spatial three dimensions.
Appendix G
One-boson-exchange potential revisited
In this appendix, we rederive the one-boson-exchange potential of §5 by summing up an
infinite number of one-boson-exchange diagrams explicitly, in the standard field-theoretical
computation. A key ingredient for this computation is the nucleon-nucleon-meson cubic
couplings obtained in Ref. 8).∗) It is found that the results are in total agreement with
those derived in §5. See §4.3 of Ref. 8) for the definition of the couplings and the effective
Lagrangian that we use to obtain the Feynman rule.
G.1. Pion exchange
The Feynman rule for the Yukawa coupling among a pion, nucleon N and nucleon N
reads
igπNN γ5 τ
a (isotriplet sector) , iĝπNN γ5 τ
0 (isosinglet sector) . (G.1)
Consider the scattering process where two initial nucleons with (p1, s1, I1) and (p2, s2, I2)
scatter to the final state composed of the two nucleons labeled as (p′1, s
′
1, I
′
1) and (p
′
2, s
′
2, I
′
2)
by exchanging a single pion. Here, p1, p2, p
′
1, and p
′
2 are the on-shell momenta with the
nucleon mass given by mB. s1, s2, s
′
1, and s
′
2 specify the third components of the spin of
the nucleons, and I1, I2, I
′
1, and I
′
2 stand for the third components of the isospin. It turns
out that the scattering amplitudes due to the isotriplet and isosinglet pseudo-scalar meson
exchange are given by
MSU(2)π =(igπNN )2
√
2E1
√
2E2
√
2E ′1
√
2E ′2 τ
a
I′
1
I1
τaI′
2
I2
× u(p′1, s′1)γ5u(p1, s1)
1
k2 +m2π
u(p′2, s
′
2)γ5u(p2, s2) ,
∗) In Ref. 8), the cubic couplings involving excited baryons with I = J = 1/2 are also calculated. The
extension of the computation of the nucleon-nucleon potential in this appendix to such excited states is
straightforward.
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MU(1)π =MSU(2)π
∣∣∣
gpiNN→ĝpiNN , τa→τ0
, (G.2)
respectively. Here, k = p1 − p′1 = p′2 − p2 and
τaI′I = χ
(I′)† τa χ(I) , (G.3)
with χ(I=1/2) = (1, 0)T and χ(I=−1/2) = (0, 1)T being the isospin wavefunctions. The same
notation will be used for the spin matrices σas′s. For the definition of the Dirac spinors, see
Appendix B.2 in Ref. 8). Note also that we regard the pion as being massive with mπ 6= 0
for the moment although the pion is massless in our model.
In the large Nc and large λ limit, the nucleon mass mB scales as O(λNc) so that the
nonrelativistic approximation is valid by considering the momenta to be of order one. Then
E1 = E
′
1 = E2 = E
′
2 ≃ mB ,
k0 ≃ 1
2mB
(~p 21 − ~p ′21 ) = O(m−1B ) , k2 ≃ ~k2 . (G.4)
Furthermore, it can be shown that
u(p′1, s
′
1)γ5u(p1, s1) ≃
1
2mB
(p1 − p′1)a σas′
1
s1
. (G.5)
Hence,
MSU(2)π ≃ +(2mB)2
g2πNN
(2mB)2
(~τ1 · ~τ2)
(
~k · ~σ1
)(
~k · ~σ2
) 1
~k2 +m2π
, (G.6)
and a similar expression holds for the U(1) part. Here, in abbreviation,
~τi = ~τI′iIi , ~σi = ~σs′isi . (i = 1, 2) (G
.7)
To estimate the order of the amplitudes in λ and Nc, recall that the Yukawa couplings are
given in Ref. 8) as
ĝπNN =
mB
fπ
Nc
16π3κ
〈
1
k(Z)
〉
, gπNN =
mB
fπ
16πκ
3
〈
ρ2
k(Z)
〉
, (G.8)
with f 2π = (4/π)κ. Here, 〈 〉 denotes the expectation value with respect to the nucleon
wavefunction given in §2. This implies that
gπNN = O(λ1/2N3/2c ) , ĝπNN = O(λ−1/2N1/2c ) , (G.9)
showing that the SU(2) part dominates the U(1) part.
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The effective action of the nucleons is defined to reproduce the amplitude computed
above. In particular, the effective potential should be equated with
−V˜π = + g
2
πNN
(2mB)2
(~τ1 · ~τ2)
(
~k · ~σ1
)(
~k · ~σ2
) 1
~k2 +m2π
. (G.10)
Note that the overall factor (2mB)
2 is removed from (G.6) because this comes from the
wavefunctions assigned to the four external lines. By Fourier-transforming this, we obtain
Vπ(~x) =
∫
d3k
(2π)3
ei
~k·~xV˜π . (G.11)
Using the formula ∫
d3k
(2π)3
ei
~k·~x 1
~k2 +m2
=
1
4π
e−mr
r
, (G.12)
with r = |~x|, and also for any function g(r),(
~σ1 · ~∇
)(
~σ2 · ~∇
)
g(r) =
1
3
( ~σ1 · ~σ2) ~∇2g(r) + 1
3
S12
(
∂2rg −
1
r
∂rg
)
, (G.13)
with
S12 = 3
( ~σ1 · ~r) ( ~σ2 · ~r)
r2
− ( ~σ1 · ~σ2) (G.14)
being the tensor operator, we find
Vπ(~x) =
g2πNN
4π
1
(2mB)2
(~τ1 · ~τ2)
[
S12
e−mpir
r
(
m2π
3
+
mπ
r
+
1
r2
)
+
m2π
3
(~σ1 · ~σ2) e
−mpir
r
]
.
(G.15)
Using the Goldberger-Treiman relation
gA =
fπgπNN
mB
, (G.16)
we find that the one-pion-exchange potential (G.15) agrees with the expression (5.28) used
in §5. As discussed in §5, the central force vanishes when mπ = 0 and the potential (G.15)
reproduces (5.26), and the n = 0 component of the tensor force (5.37). For mπ 6= 0, it is
standard in the literature to define the coupling
f 2 =
g2πNN
4π
(
mπ
2mB
)2
, (G.17)
with which
Vπ(~x) = mπ
f 2
3
(~τ1 · ~τ2)
[
S12
(
1 +
3
mπr
+
3
m2πr
2
)
+ (~σ1 · ~σ2)
]
e−mpir
mπr
. (G.18)
49
G.2. Axial-vector meson exchange
The Feynman rule for the nucleon-nucleon-axial-vector-meson cubic couplings is
ganNN iγ5γ
µ τ
a
2
(isotriplet sector) , ĝanNN iγ5γ
µ 1
2
(isosinglet sector) . (G.19)
Here, an (n = 1, 2, · · · ) is the axial-vector meson associated with the wavefunction ψ2n with
the mass squared given by λ2n. The propagator for a massive (axial-)vector boson of mass
m is given by
1
k2 +m2
(
ηµν +
kµkν
m2
)
. (G.20)
From these, the amplitude of the two nucleons exchanging an isotriplet axial-vector meson,
summed over the species of the exchanged mesons, becomes
MSU(2)a =
√
2E1
√
2E2
√
2E ′1
√
2E ′2
1
4
(~τ1 · ~τ2)
×
∑
n≥1
−g2anNN
k2 + λ2n
(
ηµν +
kµkν
λ2n
)
(u(p′1, s
′
1)γ5γ
µu(p1, s1)) (u(p
′
2, s
′
2)γ5γ
νu(p2, s2)) , (G.21)
and we obtain a similar expression for the isosinglet case. Note that the cubic couplings are
computed in Ref. 8) as
ĝanNN =
Nc
32π2κ
〈∂Zψ2n(Z)〉 , ganNN = 8π
2κ
3
〈ρ2〉〈∂Zψ2n(Z)〉 . (G.22)
This shows that
ganNN = O(λ−1/2N1/2c ) , ĝanNN = O(λ−1/2N−1/2c ) , (G.23)
and therefore the isosinglet sector is negligible compared with the isotriplet sector, as in the
pion exchange case.
In the nonrelativistic limit, where
u(p′, s′)γ5γ0u(p, s) = O(m−1B ) , u(p′, s′)γ5γju(p, s) = iσjs′s +O(m−2B ) , (G.24)
the scattering amplitude is dominated by the spatial component of the axial-vector fields so
that
MSU(2)a ≃(2mB)2
1
4
(~τ1 · ~τ2)
∑
n≥1
+g2anNN
~k2 + λ2n
[
(~σ1 · ~σ2) + 1
λ2n
(
~k · ~σ1
)(
~k · ~σ2
)]
=− (2mB)2 V˜ SU(2)a . (G.25)
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This yields the effective potential due to the axial-vector-meson exchange:
V SU(2)a (~x) = −
1
4
(~τ1 · ~τ2)
∑
n≥1
g2anNN
∫
d3k
(2π)3
ei
~k·~x
 (~σ1 · ~σ2)
~k2 + λ2n
+
1
λ2n
(
~k · ~σ1
)(
~k · ~σ2
)
~k2 + λ2n

= −1
4
(~τ1 · ~τ2)
∑
n≥1
g2anNN
[
S12
1
λ2n r2
(
1 +
√
λ2n r +
1
3
λ2nr
2
)
− 2
3
(~σ1 · ~σ2)
]
Y2n(r)
= V
(a)
C + S12V
(a)
T , (G.26)
where
V
(a)
C =
1
6
(~τ1 · ~τ2) (~σ1 · ~σ2)
∑
n≥1
g2anNNY2n(r) , (G.27)
V
(a)
T = −
1
12
(~τ1 · ~τ2)
∑
n≥1
g2anNN
1
λ2n
(
3
r2
+
3
√
λ2n
r
+ λ2n
)
Y2n(r) . (G.28)
Using (G.22), it is easy to show that this agrees with the n = 2, 4, 6, · · · components of (5.36)
and (5.37).
G.3. Vector meson exchange
The Feynman rule states that for the nucleon-nucleon-vn cubic couplings, we assign
i
τa
2
(
gvnNN γ
µ − hvnNN
2mB
σµνkν
)
, i
1
2
(
ĝvnNN γ
µ − ĥvnNN
2mB
σµνkν
)
, (G.29)
for the isotriplet and isosinglet cases, respectively. Here, vn (n = 1, 2, · · · ) is the vector
meson associated with the wavefunction ψ2n−1, whose mass squared is equal to λ2n−1, and k
is the momentum of the vector meson flowing outwards from the vertex. It follows that the
two-nucleon scattering amplitude due to the exchange of an isotriplet vector meson, summed
over the infinite tower of the vector meson species, is given by
MSU(2)v =
√
2E1
√
2E2
√
2E ′1
√
2E ′2
−1
4
(~τ1 · ~τ2)
×
∑
n≥1
[
u(p′1, s
′
1)
(
gvnNN γ
µ − hvnNN
2mB
σµρkρ
)
u(p1, s1)
1
k2 + λ2n−1
(
ηµν +
kµkν
λ2n−1
)
× u(p′2, s′2)
(
gvnNN γ
ν +
hvnNN
2mB
σνσkσ
)
u(p2, s2)
]
. (G.30)
As before, a similar expression follows for the U(1) part.
In the nonrelativistic limit, we have
u(p′, s′)γ0 u(p, s) = −iδs′s +O(m−2B ) ,
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u(p′, s′)γj u(p, s) = − i
2mB
[
(p+ p′)j δss′ + iǫjla(p− p′)l σas′s
]
+O(m−2B ) ,
u(p′, s′)σ0j u(p, s) = − i
2mB
[
(p− p′)j δss′ + iǫjla(p+ p′)l σas′s
]
+O(m−2B ) ,
u(p′, s′)σjk u(p, s) = −ǫjka σas′s +O(m−2B ) . (G.31)
Furthermore, we note that the cubic coupling constants obtained in Ref. 8) are given by
gvnNN = 〈ψ2n−1(Z)〉 , hvnNN = 16π
2κmB
3
〈
ρ2
〉 〈ψ2n−1(Z)〉 ,
ĝvnNN = Nc 〈ψ2n−1(Z)〉 , ĥvnNN = Nc
( mB
16π2κ
− 1
)
〈ψ2n−1(Z)〉 , (G.32)
which imply
gvnNN = O(λ−1/2N−1/2c ) , hvnNN = O(λ1/2N3/2c ) ,
ĝvnNN = O(λ−1/2N1/2c ) , ĥvnNN = O(λ−1/2N1/2c ) . (G.33)
Then, among the spinor bilinear forms appearing in the amplitudes, the leading ones for
large λ and large Nc are
u(p′, s′)
(
gvnNN γ
j − hvnNN
2mB
σjρ(p− p′)ρ
)
u(p, s) ≃ hvnNN
2mB
ǫjla(p− p′)lσas′s + · · · , (G.34)
u(p′, s′)
(
ĝvnNN γ
0 − ĥvnNN
2mB
σ0ρ(p− p′)ρ
)
u(p, s) ≃ −iĝvnNN δs′s + · · · . (G.35)
This shows that for the isotriplet vector mesons, the spatial components dominate the am-
plitude, while for the isosinglet vector mesons, the time component does. Consequently,
MSU(2)v ≃ (2mB)2
1
4
(~τ1 · ~τ2) ǫjla kl σas′
1
s1
ǫjmb km σ
b
s′
2
s2
∑
n≥1
1
~k2 + λ2n−1
(
hvnNN
2mB
)2
= −(2mB)2V˜ SU(2)v , (G.36)
MU(1)v ≃ −(2mB)2
1
4
∑
n≥1
ĝ2vnNN
~k2 + λ2n−1
= −(2mB)2V˜ U(1)v . (G.37)
Fourier-transforming the effective potentials gives
Vv(~x) =
∫
d3k
(2π)3
ei
~k·~x
(
V˜ SU(2) + V˜ U(1)
)
= V
(v)
C (~x) + S12V
(v)
T (~x) , (G.38)
with
V
(v)
C (~x) = −
1
6
(~τ1 · ~τ2) (~σ1 · ~σ2)
∑
n≥1
λ2n−1
(
hvnNN
2mB
)2
Y2n−1(r)−1
4
∑
n≥1
ĝ2vnNN Y2n−1(r) ,
(G.39)
V
(v)
T (~x) =
1
12
(~τ1 · ~τ2)
∑
n≥1
(
hvnNN
2mB
)2 (
λ2n−1 +
3
√
λ2n−1
r
+
3
r2
)
Y2n−1(r) . (G.40)
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Again, this is in agreement with the n = 1, 3, 5, · · · components of (5.36) and (5.37).
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Note added : When preparing this paper, we became aware of Ref. 37), which overlaps
partly with our strategy.
Note added in the second version: The added appendix G has some overlaps with
Ref. 38), which appeared when we were preparing the revised version.
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