Average surface roughness value (R a ) is an important measure of the quality of a machined work piece. Lower the R a value, the higher is the work piece quality and vice versa. It is therefore desirable to develop mathematical models that can predict the minimal R a value and the associated machining conditions that can lead to this value. In this paper, real experimental data from an end milling process is used to develop models for predicating minimum R a value. Two techniques, model tree and sequential minimal optimization based support vector machine, which have not been used before to model surface roughness, were applied to the training data to build prediction models. The developed models were then applied to the test data to determine minimum R a value. Results indicate that both techniques reduced the minimum R a value of experimental data by 4.2% and 2.1% respectively. Model trees are found to be better than other approaches in predicting minimum R a value.
Introduction
Machining is the process of removing material from a work piece to transform it to a desired shape. Different machining processes include conventional processes such as grinding, milling, drilling etc. and non-conventional processes such as electrodischarge machining, electrochemical machining, waterjet cutting etc. The milling process uses a rotating cutter for material removal. Two main types of milling are: peripheral milling and face milling. In peripheral milling the machined surface is obtained parallel to the spindle rotation whereas in face milling the machined surface is produced normal to the spindle rotation. Further the milling process is classified as conventional milling and climb milling. In conventional milling the direction of feed of workpiece is against the cutter rotation whereas in climb milling, both the cutter rotation and the workpiece feed are in the same direction. End milling involves a mix of peripheral and face milling and employs bottom and edges of the milling cutter. Fig. 1 shows the geometry of milling process. The important parameters are cutting speed, feed rate, depth of cut and rake angle. Cutting speed is the speed at which the tool tooth cuts through the workpiece. It is expressed in meters per minute or surface feet per minute (SFPM). Feed rate is the speed at which the workpiece is fed into the cutting tool and is expressed in inches per minute or millimetre per minute. Depth of cut specifies the penetration of the milling cutter into the workpiece and indicates the amount of material removed in each pass. The rake angle specifies the direction of chip flow as the workpiece is machined.
One of the commonly used measures of the performance of any machining process, such as milling is the surface roughness of the machined work piece. Surface roughness is defined as the vertical deviations of the surface from its ideal form. Different surface roughness parameters are in use such as root mean square roughness (R q ), roughness average (R a ) and maximum peak-to-valley roughness (R y or R max ), etc. [2] . However, roughness average (R a ) is the most widely used parameter. It is defined as the integral of the absolute value of roughness profile height over the evaluation length i.e.
where l is the sampling length and y is the ordinate of the profile curve as shown in Fig. 2 . A low surface roughness value (R a ) indicates high machining performance and a better quality work piece and vice versa. A high quality work piece with lower surface roughness will be more corrosion resistant and have high creep life and fatigue strength. Therefore, considerable research effort has been put into the development of models that could predict machining parameters resulting in minimum R a value. These models establish relationship between cutting conditions (usually expressed in terms of cutting speed, feed rate, depth of cut and rake angle) and the resulting R a value. Artificial Neural Networks (ANN) have been used in the prediction of surface roughness in drilling [3] , abrasive waterjet machining [4] , CNC lathe [5] and end milling [6, 7] . Least square support vector regression (LS-SVR) is employed in [8, 9] to predict surface roughness in the end milling process. In [7] regression and ANN models for predicting minimum R a value in the end milling process were developed. As compared to experimental data, they achieved a reduction in minimum value of R a by 1.57% and 1.07% by regression and ANN models respectively. References [10, 11] provide a detail review of techniques for predicting surface roughness in different machining processes. In this paper we use sequential minimal optimization (SMO) based support vector machine (SVM) [12, 13] and model trees [14, 15] to determine minimum R a value in the end milling process.
Contributions
Our main contributions in this paper are as follows:
1. The techniques of model trees and sequential minimal optimization based support vector machines (SMO-SVM) have not been used before to model surface roughness. Our work builds upon and is an extension of the work previously reported in [7] . In [7] the authors modeled surface roughness data using simple regression and Artificial Neural Network (ANN). We have modeled, for the first time, the same data using model trees and SMO-SVM. Our contribution is that we have shown that both of these techniques can be used to accurately model real experimental data of an end milling process and predict the cutting conditions that can result in minimal surface roughness value, thus ensuing increased quality of the machined work piece. Fig. 1 . Geometry of milling process showing the workpiece, cutting tool, newly formed surface, chip and different angles (adapted from [1] . a is the rake angle which specifies the direction of chip flow. The angle b between flank and the new surface is called the clearance angle. Fig. 2 . Definition of surface roughness. l is the sampling length and y is the ordinate of the roughness profile curve.
2. We have described the way to select appropriate data for training and testing. An experimental dataset is divided into two different types of training and test datasets. An explanation of the composition of these two different types of training and test datasets and their impact on the accuracy of the regression models developed using SMO-SVM and model trees is provided. We have highlighted which composition is better out of the two and the causes of improvement in the accuracy of the developed regression models due to it. 3. We have in this paper, shown improved results than the previously reported ones [7] for the problem of finding minimum surface roughness value R a for three type of cutting tools: uncoated, TiA1N coated and SNTR coated. We have shown that the techniques of model trees and SMO-SVM combined with carefully crafted training and test sets perform better as they can identify surface roughness values lower than one obtained through simple regression and ANN. The validity of the results is carried out through graphical plots and tests for statistical significance.
This paper is organized as follows: Section 1 introduces the significance of finding minimum value of surface roughness and describe some existing techniques, Section 2 discusses the techniques of model tree and SMO-SVM, Section 3 describes the data set used in this paper and elaborates the results of employing model trees and SMO-SVM for estimating minimum R a value, Section 4 evaluates the results using t tests and making comparison with [7] , finally Section 5 concludes the paper.
Models for predicting surface roughness
Developing mathematical models for predicting R a value is a challenging task because surface roughness value is the result of complex interdependence between various process parameters. In this section we describe the techniques of model trees and SMO-SVM that can be employed to generate reliable regression based models for R a value prediction. To the best of our knowledge, this is the first work that employs these two techniques for predicting minimum R a value. These two techniques are selected as they belong to two different families of algorithms. The models produced by SVM are opaque like the models produced by ANN. Model trees, on the other hand, belong to decision tree family. As compared to ANNs, they produce more understandable models by providing greater visibility into the relationship between variables that build the model.
M5 model trees
M5 model trees [14, 15] have multivariate linear regression models at their leaf nodes, differing from regression trees [16] that have numeric values or decision trees that have classes at the leaf nodes. They can thus be compared to piecewise linear functions. Decision tree induction algorithm is used to build model tree. However, in contrast to decision tree where maximization of information gain is the splitting criteria, in model tree the minimization of variation (standard deviation -sd) in the intra-subset class values is used as the splitting criteria. At each node, the standard deviation of the class values reaching that node is taken as a measure of error. The expected reduction in error is then calculated for each attribute. The attribute which gives maximum reduction in error is chosen for performing splitting. The standard deviation reduction (SDR) is calculated by the following equation [15] :
where K is the set of examples that reach the node and K 1 , K 2 , . . . are the sets resulting from splitting the node according to the selected attribute. The splitting stops if the change in class values (standard deviation) of instances reaching a node becomes very small or when there are only few instances left. Pruning is performed from the leaf nodes and inner nodes are transformed into leaf nodes by replacing them with a linear regression function. To avoid discontinuities between the linear models of the adjacent leaf nodes in the pruned tree, a smoothing process is carried out. The trees formed by M5 algorithm are generally much smaller than the regression trees. M5 model trees have the ability to efficiently scale with very high dimensional data having hundreds of attributes.
Sequential minimal optimization based support vector machine
Support vector machine (SVM) [17] has found applications in numerous fields for solving both regression and classification problems. It solves a nonlinear low dimensional classification problem by projecting it into high dimensional space where an optimal separating hyperplane is constructed between the positive and negative classes with maximum margin. Support vector regression tries to find a continuous value function that fits the data. The input is mapped to a high dimension feature space and a linear model is constructed in that space. The aim is to minimize the functions of the following form [18] :
In the above equation |Á| e is e-sensitive error function defined as follows:
The output of SVM is then expressed as:
where a Sequential minimal optimization is a learning algorithm for SVM originally proposed for classification problems [19] . A variant of this algorithm for support vector regression was proposed in [12] and subsequently improved by [13] . It continuously searches for two Lagrange multipliers that can be optimized with respect to each other and then computes the optimal step for the two Lagrange multipliers. For detailed explanation refer to [18] .
Experimental dataset and results
The experimental dataset reported by [7] was chosen to study the performance of M5 model trees and support vector machine based regression models for predicting the minimum value of surface roughness. Their machining experiments involved 24 trials to measure R a value in the end milling process based on eight data of two levels DOE 2 k full factorial, four center and twelve axial points. All R a values were collected for three type of cutting tools: uncoated, TiA1N coated and SNTR coated. The experimental results reported by them are shown in Table 1 and are used in this paper for developing M5 and support vector machine based regression models. It may be noted that for some instances in Table 1 (such as 9 and 10 or 13 and 14, etc.), identical cutting conditions result in different R a values. This discrepancy in R a values may be attributed to uncontrollable factors that affect machining such as tool wear, chips formation, vibrations, non-homogeneity of tool and work piece material and machine motion errors, etc. [20] . This implies that if further experiments are carried out, we may obtain further different R a values corresponding to identical cutting conditions, some of which may be lower than the currently known values. The aim of this research is to build mathematical models that can predict such potential cutting conditions that may lead to least R a value.
All the experimental data including cutting condition values as well as R a values of Table 1 were normalized using the following equation [3] :
Normalized data is shown in Table 2 . 
Calculation process of predicted dataset
Calculation of predicted values from the available data using M5 and SMO-SVM involves the following steps:
1. The data is first divided into two sets: training set and test set. The decision of which data tuples should go in which set is very important and affects the accuracy of the predicated values. We have carefully selected the data tuples for each set differently than [7] and describe the rationale for this selection, later in this section. 2. The training data set is fed as input to the appropriate algorithm (M5 or SMO-SVM) which then generates the model of the data as output (cf. Sections 2.1 and 2.2). 3. The test set is supplied as input to the data model obtained in the previous step to get the predicted values.
This calculation process of predicted dataset is shown in Fig. 3 . For experiments, in this paper, we divided the normalized data of Table 2 into two types of training and testing datasets. The composition of each of these datasets and the results obtained are discussed in the following sections.
Training and test dataset 1
In the first type of experiments, the training and testing datasets were created in the same way as [7] i.e. the last 16 rows of Table 2 were taken as training data as shown in Table 3 and the first 8 rows as the test data as shown in Table 4 .
Results of M5P model tree based regression models for test dataset 1
Six model trees (3 cutting tools Â 2 tree parameters: pruning enabled and pruning disabled) were built for the normalized training dataset of Table 3 using M5P tree implementation of the Weka suite of machine learning algorithms [21] . The results (predicted minimum R a value) are shown in Table 5 .
To select the best M5 model tree, three factors: Root Mean Square Error (RMSE), correlation and minimum predicted value of R a are considered. Table 6 states the correlation and RMSE values of the six model trees corresponding to the testing data as reported by Weka. First we select the top three best model trees having the lowest RMSE values. Table 6 shows that the models for TiA1N cutting tool with pruning enabled, TiA1N cutting tool with pruning disabled and uncoated tool with pruning enabled have the lowest RMSE values of 0.2253, 0.2253 and 0.2257 respectively. Now, amongst these three selected models we consider the correlation value of each and select the best two having the highest correlation values. It is evident from Table 6 that the correlation values of the three models are the same i.e. 0. Thus, we select the models for TiA1N tool Table 2 Normalized experimental cutting conditions and R a values for end milling process [7] . In contrast to [7] the first eight rows with all distinct cutting conditions pairs are taken as the training set. The remaining 16 rows are used as the test set.
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Data with pruning disabled and TiA1N tool with pruning enabled as the best two models and proceed by considering the third factor, minimum predicted value of R a . Table 5 shows that the predicted minimum values of R a by TiA1N tool with pruning disabled is 0.375 whereas for TiA1N tool with pruning enabled it is also 0.375. Thus, we select TiA1N tool with pruning enabled as the best prediction model (TiA1N tool with pruning disabled can also be equally selected as the best model as it is also having the similar RMSE, correlation and minimum predicted value of R a ). The minimum normalized predicted R a value by the selected best M5 model tree is 0.375. The corresponding normalized and actual cutting conditions values cannot be determined explicitly as the generated model has predicted this constant value 0.375 with respect to all input values. This is not a useful and interesting result as the predicted value is higher than the experimental value which is in contrast to the goals of this work i.e. to determine a lower R a value and the corresponding input cutting conditions. The denormalized minimum predicted R a value is calculated using a modified Eq. (1) as follows [7] : 
Results of SMO-SVM models for test dataset 1
Six SVM models (3 cutting tools Â 2 SVM kernels) were developed using SMO-SVM implementation of Weka (SMOreg) with the normalized training dataset of Table 3 . Table 7 shows the result (prediction of minimum R a value) of applying the SMO-SVM models to the test set. Two kernels: normalized polynomial kernel and radial basis function (RBF) kernel were used for each of the cutting tool data. Experiments were performed with different values of Exponent parameter for normalized polynomial kernel and Gamma parameter for RBF kernel and the values resulting in lowest RMSE were selected finally and reported in Table 7 .
To determine the best SMO-SVM prediction model, three factors: Root Mean Square Error (RMSE), correlation and minimum predicted value of R a are considered. Table 8 states the correlation and RMSE values of the six SMO-SVM models corresponding to the testing data as reported by Weka. First we select the top three best SMO-SVM models having the lowest RMSE values. Table 8 shows that the models for TiA1N cutting tool with normalized polynomial kernel and uncoated cutting tool with RBF kernel and normalized polynomial kernel have the lowest RMSE values of 0.1558, 0.1667 and 0.1843 respectively. Now, amongst these three selected models we consider the correlation value of each and select the best two having the highest correlation values. It is evident from Table 8 that the correlation values of the three models are 0.7519, 0.882 and 0.8329 respectively. Thus, we select the models for uncoated tool with RBF kernel and normalized polynomial kernel as the best two models and proceed by considering the third factor, minimum predicted value of R a . Table 7 shows that the predicted minimum values of R a by uncoated tool with RBF kernel is 0.023 whereas for normalized polynomial kernel it is 0.003. Thus, we select uncoated tool with normalized polynomial kernel as the best prediction model.
The minimum normalized predicted R a value by the selected best SMO-SVM model is 0.003 (row two of Table 7 ) and the corresponding normalized cutting conditions values are: v = 0.768, f = 0.169 and c = 0.174 (second row of Table 4 ). The actual cutting condition values are v = 160 m/min, f = 0.03 mm/tooth and c = 7°(second row of Table 1 ). The denormalized minimum predicted R a value is calculated using a modified Eq. (1) as follows [7] : In the second type of experiments, the training and testing datasets were created differently by selecting different tuples than the first type. The normalized data of Table 2 was divided into training and test sets as follows: DOE 2 k data (first eight rows of Table 2 ) were used as the training set as shown in Table 9 , the remaining 16 tuples of data (the four tuples of center data and twelve tuples of axial data) were used as the test set as shown in Table 10 . This is in contrast to the first type of experiments and [7] where the last 16 rows of Table 2 were taken as training data and the first 8 rows as the test data. Our rationale for this division is as follows: the first eight rows have distinct pairs of cutting conditions values; however, the last 16 rows have instances where identical cutting conditions have resulted in different R a values. The data with distinct input and output values will give more opportunity to the training algorithm to better understand the characteristics of the Table 9 Training dataset 2 used for generating models using M5 and SMO-SVM. In contrast to the first type of experiments and [7] where the training set contained duplicate tuples, here all the eight rows are distinct tuples having dissimilar cutting conditions pairs. Table 2 (with all distinct cutting conditions pairs) are selected as training data and the remaining 16 rows (with repeated identical cutting conditions pairs) as the testing data.
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Results of M5P model tree based regression models for test dataset 2
Six model trees (3 cutting tools Â 2 tree parameters: pruning enabled and pruning disabled) were built for the normalized training dataset of Table 3 using M5P tree implementation of the Weka suite of machine learning algorithms [21] . The results (predicted minimum R a value) are shown in Table 11 .
To select the best M5 model tree, three factors: Root Mean Square Error (RMSE), correlation and minimum predicted value of R a are considered. Table 12 states the correlation and RMSE values of the six model trees corresponding to the testing data as reported by Weka. First we select the top three best model trees having the lowest RMSE values. Table 12 shows that the models for SNTR cutting tool with pruning enabled, SNTR cutting tool with pruning disabled and uncoated tool with pruning disabled have the lowest RMSE values of 0.0638, 0.0669 and 0.1404 respectively. Now, amongst these three selected models we consider the correlation value of each and select the best two having the highest correlation values. It is evident from Table 12 that the correlation values of the three models are 0.946, 0.9534 and 0.8209 respectively. Thus, we select the models for SNTR tool with pruning disabled and SNTR tool with pruning enabled as the best two models and proceed by considering the third factor, minimum predicted value of R a . Table 11 shows that the predicted minimum values of R a by SNTR tool with pruning disabled is 0.099 whereas for SNTR tool with pruning enabled it is 0.088. Thus, we select SNTR tool with pruning enabled as the best prediction model.
The minimum normalized predicted R a value by the selected best M5 model tree is 0.088 (row nine and ten of Table 11) and the corresponding normalized cutting conditions values are: v = 0.471, f = 0.100 and c = 0.407 (ninth and tenth rows of Table 10 ). The actual cutting condition values are v = 144.22 m/min, f = 0.025 mm/tooth and c = 9.5°(seventeenth and eighteenth rows of Table 1 ). The denormalized minimum predicted R a value is calculated using a modified Eq. (1) is as follows [7] : 
Results of SMO-SVM based regression models for test dataset 2
Six SVM models (3 cutting tools Â 2 SVM kernels) were developed using SMO-SVM implementation of Weka (SMOreg) with the normalized training dataset of Table 9 . Table 13 shows the result (prediction of minimum R a value) of applying the SMO-SVM models to the test dataset 2. Two kernels: normalized polynomial kernel and radial basis function (RBF) kernel were used for each of the cutting tool data. Experiments were performed with different values of Exponent parameter for normalized polynomial kernel and Gamma parameter for RBF Kernel and the values resulting in lowest RMSE were selected finally and reported in Table 13 .
To determine the best SMO-SVM prediction model, three factors: Root Mean Square Error (RMSE), correlation and minimum predicted value of R a are considered. Table 14 states the correlation and RMSE values of the six SMO-SVM models corresponding to the testing data as reported by Weka. First we select the top three best SMO-SVM models having the lowest RMSE values. Table 14 shows that the models for SNTR cutting tool and TiA1N cutting tool with RBF kernel and SNTR tool with normalized polynomial kernel have the lowest RMSE values of 0.0780, 0.1346 and 0.1364 respectively. Now, amongst these three selected models we consider the correlation value of each and select the best two having the highest correlation values. It is evident from Table 14 that the correlation values of the three models are 0.9290, 0.7463 and 0.769 respectively. Thus, we select the models for SNTR tool with RBF kernel and normalized polynomial kernel as the best two models and proceed by considering the third factor, minimum predicted value of R a . Table 13 shows that the predicted minimum values of R a by SNTR tool with RBF kernel is 0.117 whereas for normalized polynomial kernel it is 0.094. Thus, we select SNTR tool with Normalized Polynomial kernel as the best prediction model.
The minimum normalized predicted R a value by the selected best SMO-SVM model is 0.094 (row nine and ten of Table 13) and the corresponding normalized cutting conditions values are: v = 0.471, f = 0.100 and c = 0.407 (ninth and tenth rows of Table 10 ). The actual cutting condition values are v = 144.22 m/min, f = 0.025 mm/tooth and c = 9.5°(seventeenth and eighteenth rows of Table 1 ). The denormalized minimum predicted R a value is calculated using a modified Eq. (1) as follows [7] : 
Evaluation of results
The validation of model tree and SMO-SVM based models for predicting minimum value of R a is carried out by plotting and observing the graphs of predicted values vs. experimental values and using paired-samples t tests.
Figs. 4-6 show the plots of predicted values by M5 model trees vs. experimental values for test dataset 1. It is evident from the Figs. 4-6 that in case of model trees applied on test dataset 1, the predicted values remain constant for all data Tables 15 and 16 prove that the mean R a value is increased by 0.01363 from the experimental results for TiA1N tool to the best model tree results, t (7) = À0.1603 and p = 0.877. The 95% confidence interval ranges from À0.03224 to 0.1874. Thus, the two means of experimental TiA1N tool and the best model tree are not significantly different from each other. However, the correlation value of zero indicates that the generated model bears no relationship with the real experimental data.
Figs. 7-9 show the plots of predicted values by SMO-SVM vs. experimental values for test dataset 1. It is evident from the Figs. 7-9 that in case of SMO-SVM applied on test dataset 1, the predicted values fluctuate in the similar manner as the experimental values thus resulting in similar line patterns. Tables 17 and 18 present the results of paired-samples t test of test dataset 1 experimental data for uncoated tool paired with the predicated data by the best SMO-SVM model (uncoated tool with normalized polynomial kernel). Tables 17 and 18 prove that the mean R a value is decreased by 0.14275 from the experimental results for uncoated tool to the best SMO-SVM model, t ( Tables 21 and 22 show the results of paired-samples t test of test dataset 2 experimental data for SNTR tool paired with the predicated data by the best SMO-SVM model (SNTR tool with normalized polynomial kernel). Tables 21 and 22 show that the mean R a value is increased by 0.035 from experimental results for SNTR tool to the best SMO-SVM results, the 95% confidence interval ranges from À0.03224 to 0.03769, t (15) = À1.033 and p = 0.318. Thus, the two means of experimental SNTR tool and the best SMO-SVM model are not significantly different from each other.
Considering the predicted R a value, the model trees and SMO-SVM based models can be evaluated as follows:
Experimental data vs. model trees (test dataset 1)
For the experimental data, the minimum value of R a is 0.190 lm for SNTR tool (cf. Table 1 ). However, in case of model trees, the minimum predicted value of R a is 0.364 lm for test dataset 1 (cf. Section 3.3). Thus, the model tree has provided R a value which is 0.174 lm greater than the experimental data. This poor result can be attributed to the inappropriately designed training and test datasets as proven by the results for the test dataset 2 where carefully crafted training and test datasets resulted in the model tree providing better results.
Experimental data vs. SMO-SVM based model (test dataset 1)
The minimum predicted value of R a by SMO-SVM is 0.128 lm for test dataset 1 (cf. Section 3.4). Comparing with the experimental data, it is evident that SMO-SVM based model has resulted in a minimum R a value which is 0.062 lm less than the experimental data. Although a good result, the paired samples t-test indicate that the difference in the means of the predicted and experimental datasets is significantly large thus implying that the generated model does not adequately captures the dynamics of the experimental data.
Experimental data vs. model trees (test dataset 2)
For the experimental data, the minimum value of R a is 0.190 lm for SNTR tool (cf. Table 1 ). However, in case of model trees, the minimum predicted value of R a is 0.182 lm for test dataset 2 (cf. Section 3.6). Thus, the model tree has provided R a value which is 0.008 lm less than the experimental data. This result is better than the test dataset 1 where the model tree predicted an R a value which was 0.174 lm greater than the experimental data. Since the data tuples and the algorithm used to generate the model are the same as training and test dataset 1, the better results can safely be attributed to the carefully redesigned training and test datasets 2.
Experimental data vs. SMO-SVM based model (test dataset 2)
The minimum predicted value of R a by SMO-SVM is 0.186 lm for test dataset 2 (cf. Section 3.7). Comparing with the experimental data, it is evident that SMO-SVM based model has resulted in a minimum R a value which is 0.004 lm less than the experimental data. This result is better than the test dataset 1 where, although the predicted R a value was less than the experimental data but the difference in the means of the predicted and experimental datasets was significantly large indicating that the SMO-SVM model does not bear good resemblance with the experimental data. However, for test dataset 2 there was no significant difference in the means of the predicted and experimental datasets implying that the SMO-SVM has now adequately captured the process dynamics.
Model tree vs. SMO-SVM
For test dataset 1, both model tree and SMO-SVM did not perform well with model tree predicting a very high R a value than the experimental data and SMO-SVM model failing on the paired sample t-test due to significantly large difference in the means of the experimental and predicted datasets. However, with a carefully redesigned test dataset 2, both the model tree and SMO-SVM performed well by predicting an R a value lower than the experimental value, having line patterns of predicted data bearing good similarity with the experimental data and having no significant difference in the means of the predicted data and the experimental data. As the minimum predicted R a value is 0.182 lm and 0.0186 lm for model tree and SMO-SVM based model respectively, it is evident that the model tree has given R a value which is 0.004 lm less than SMO-SVM based model.
Conclusion
Two techniques, model trees and SMO-SVM were used for the first time in this research to build regression models for predicting the minimum value of surface roughness R a in the end milling process. Table 23 summarizes the minimum value of R a for the experimental data, model trees and SMO-SVM. Also the results reported in [7] using regression and ANN techniques are included for comparison. It is evident from Table 23 that both the techniques, model trees and SMO-SVM reported in this paper (when applied on properly crafted test dataset 2) have performed better than the regression and ANN techniques reported in [7] as they have reduced the minimum R a value of experimental data by 4.2 and 2.1% respectively.
This work also signifies the importance of careful partitioning of data into training and test datasets for obtaining more accurate models. As demonstrated through detailed experimentation, both the techniques did not perform well when applied to the training and test sets used in a previous study [7] (referred to as training and test dataset 1 in this paper). In [7] the last 16 rows of Table 2 were taken as the training data. Many of these rows have different output values corresponding to identical input attribute values that can lead to poorer training and degraded performance of the resulting regression models. However, when we repartitioned the data by taking the first eight rows of Table 2 as the training dataset that contain all unique attribute values and the remaining 16 rows as the test dataset, it resulted in better training of both, model trees and SMO-SVM models as demonstrated through better results (in terms of lower predicted R a value) that were appropriately validated through observing the plots of predicted data vs. the experimental data and the difference in the means of the predicted and experimental datasets.
The reliability of the results obtained through these regression models can be enhanced further by increasing the amount empirical data through additional experimentation. In future, we will try to collect additional surface roughness related experimental data and apply the techniques of model trees and SMO-SVM to it, to further test their modeling accuracy.
For the domain of surface roughness modeling, this discovery of the application of these two techniques (model trees and SMO-SVM) along with the guidelines for their proper use through carefully designed training and test datasets is a step value by a good model with no significant difference between the means of the predicated and experimental datasets Regression [7] 0.187 À1.5 Model tree and SMO-SVM (test dataset 2) predicted even further lower R a value ANN [7] 0.188 À1.05 Model tree and SMO-SVM (test dataset 2) predicted even further lower R a value forward which will help the practitioners in this field in building more accurate models of surface roughness for other cutting tools and different experimental settings.
