Abstract. Simulations of cirrus are subject to uncertainties in model physics and meteorological input data. Here we model cirrus clouds along air mass trajectories, whose extinction has been measured with an elastic backscatter Lidar at Jungfraujoch research station in the Swiss Alps, with a microphysical stacked box model. The sensitivities of these simulations to input data uncertainties (trajectory resolution, unresolved vertical velocities, ice nuclei number density and upstream specific 5 humidity) are investigated.
portant for the modeled cirrus cloud than the unresolved temperature fluctuations, if temporally highly resolved trajectories are used. For the presented case the simulations are incompatible with ice nuclei number densities larger than 20 L −1 and insensitive to variations below this value.
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Introduction
Cirrus clouds are an important component of the climate system, because they influence the radiative budget by scattering solar radiation back to space and by trapping longwave radiation in the troposphere. The balance between these two mechanisms determines the overall radiative effect of cirrus clouds on the climate. In general it is assumed that cirrus clouds have a warming effect on 30 climate (e.g., Chen et al., 2000) , but its magnitude depends strongly the optical thickness and cloud top temperature (e.g., Stephens et al , 1990; Corti and Peter, 2009 ). The optical thickness of cirrus depends on the nucleation properties of the preexisting aerosols and on the local cooling rates, which both determine the ice crystal number density and crystal size. The optical thickness further depends on the atmospheric relative humidity profile, limiting the geometric thickness of the cloud. Finally,
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the cloud top temperature determines the cloud emissivity (Platt and Harshvardhan, 1988; Ebert and Curry, 1992; Chen et al., 2000) . In addition, the shape and orientation of the ice crystals influence the radiative properties of cirrus clouds, but both variables are in general not known and hard to determine from measurements (e.g., Stephens et al , 1990) . While mid-latitude cirrus have been studied by several authors (e.g., Chen et al., 2000; Fusina et al., 2007; Cziczo and Froyd, 40 2014), the magnitude of the positive cloud radiative forcing remains uncertain. The microphysical processes leading to cirrus formation are not yet completely understood. Further, the coarse parameterization of cirrus clouds contributes to the uncertainties of radiative forcing predicted by climate models (Dessler and Yang, 2003; Solomon et al., 2007; Myhre et al., 2013) . We note here, that the overall radiative forcing effect by cirrus clouds is smaller than the effect of liquid and mixed-phase 2008; Brabec et al., 2012; Rolf et al., 2012; Jensen et al., 2013; Cirisan et al., 2014) ). The Zurich
Optical and Microphysical Model (ZOMM, Luo et al. (2003a, b) ), the Model for Aerosol and Ice Dynamics (MAID, Bunz et al. (2008) ) and the Advanced Particle Simulation Code (APSC, Kärcher
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( 2003)) are some of the models used. Studies using these models entail a number of uncertainties in the following quantities:
(a) In the trajectory path as well as the traced thermodynamic fields T and p resulting either from uncertainties in the dynamic fields v or the trajectory calculation method, (b) the representation of small-scale vertical motions leading to small-scale temperature fluctua- Murphy, 2014; Dinh et al., 2015) . Amplitudes and frequency distributions of the unresolved motions are typically taken from field measurements, which are unrelated to investigation at hand. For this most previous studies utilized measured power spectral densities (PSDs) of temperature, e.g from 95 the SUCCESS campaign (Hoyle et al., 2005) or from the INCA campaign (e.g, Haag and Kärcher, 2004) . Whether these PSDs are applicable to geographic locations and meteorological conditions other than during the measurement campaigns remains unclear.
As an alternative NWP model data becomes available at successively higher spatial resolution, but here it remains unclear, which fraction of the vertical velocity variability is actually explicitly resolved by the NWP model and in the 100 derived trajectory data.
Uncertainty (c) limits the accuracy of the relative humidity of an air parcel. The humidity is usually retrieved from state-of-the-art NWP models, however with large uncertainties in the upper troposphere (Kunz et al., 2014) . As ice nucleation occurs at a certain ice supersaturation humidity errors 105 can lead to significant shifts in the onset of ice nucleation as well as in the number of nucleated ice crystals (Dinh et al., 2015) .
Finally, uncertainty (d), i.e. the lack of knowledge on ice nuclei number density n IN in the investigated air parcel, affects the results of cirrus cloud modeling. Ice nuclei, whose number densities 110 are typically between 10 and 100 L −1 (per standard liter) (DeMott et al., 2010) , lead to heterogeneous nucleation on solid particles such as for instance dust and ash (Pruppacher and Klett, 1997; Kärcher and Lohmann, 2003; Wiacek et al., 2010; Cziczo et al., 2013; Cziczo and Froyd, 2014) .
Heterogeneous nucleation results in cirrus with lower number densities than homogeneous nucleation in metastable solution droplets Koop et al., 2000; Kärcher and Ström, 2003) .
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In addition, the nucleation mode determines the ice supersaturation, at which the nucleation starts (Koop et al., 2000; Koop, 2004) , and thus the location of nucleation onset. Knowledge of n IN is available only under the special conditions of concomitant aircraft-borne ice nuclei measurements.
In general, the uncertainties discussed above pertain also to the modelling of cirrus clouds with
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Eulerian models, except for the uncertainty in the trajectory path (a). Several studies have adressed these uncertainties in individual case studies in Lagrangian and Eulerian modeling frameworks (e.g., Jensen et al., 1994b; Hoyle et al., 2005; Jensen et al., 2013; Cirisan et al., 2014; . Most studies focused on the role of different representations of ice nucleation and smallscale temperature fluctuations, while the impact of the temporal resolution of the trajectory data (not 125 relevant for Eulerian studies) and forecast errors in the initial moisture content has so far received less attention. In this study we investigate the representation of small-scale temperature and vertical velocity fluctuations in the COSMO-2 model and along trajectories computed with wind fields at different temporal resolutions between 20 s and one hour for a Lidar measurement case study above and ice nuclei number density within their respective uncertainty range on the modeling results for the same case study.
Methods and Data
Lidar Measurement
The cirrus cloud measurements used in this study were conducted with an elastic backscatter Li-135 dar (LIght Detection And Ranging, Leosphere Lidar ALS 450). This commercial Lidar emits laser pulses with a wavelength of 355 nm, a repetition rate of 20 Hz, and an average pulse energy of 16 mJ. It detects attenuated backscatter, both in parallel and perpendicular polarization enabling a determination of the sphericity and thus the physical state of the scattering particles (Schotland et al., 1971; Kovalev and Eichinger, 2004; Zieger et al., 2012) .
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The Lidar was situated at the high alpine research station Jungfraujoch at 3580 m above sea level (a.s.l.) in the Swiss Alps. Jungfraujoch enables Lidar measurements of the highest quality due to its unique location above the polluted boundary layer. The high altitude also shortens the distance between the Lidar and the scatterer, which further improves the quality of the range-corrected attenuated backscatter signal.
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The retrieved signal can be described using the Lidar equation (Ansmann et al., 1992; Kovalev and Eichinger, 2004) :
where r 2 P (r) describes the range corrected signal detected by the Lidar, β m and β p denote the backscatter coefficient by the molecules and particles, respectively, and α m and α p specify molec-150 ular and particulate extinction coefficient at the range r above the Lidar. The constant C describes instrumental properties such as, for instance, the calibration and overlap functions. The molecular backscatter and extinction coefficients are calculated using COSMO-2 analysis data of pressure and temperature. We will compare the model results with the Lidar measurements in terms of the cloud extinction coefficient, because the simulated extinction coefficient can be calculated directly from 155 the surface area density of the simulated particles from the microphysical boxmodel ZOMM. The extinction coefficient is related to the backscatter coefficient via the "Lidar ratio" (i.e., the ratio between optical extinction and 180
• backscatter at the laser wavelength). We use a Lidar Ratio of 20 sr −1 . This value was determined as the most suitable using a Lidar inversion with far-end as well as a near-end boundary condition (Klett, 1981) . Using the Lidar inversion described in Kovalev and
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Eichinger (2004), the particulate backscatter ratio and extinction coefficient are determined. The profiles are corrected for multiple scattering using the model of Hogan (2008) by the method described in Wandinger (1998) or Seifert et al. (2007) .
In the evaluation of the Lidar data we have taken into account uncertainties in the Lidar signal itself
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(due to statistic uncertainty in the counting of photons), uncertainties in the assumption of Lidar ratio, as well as uncertainties in the molecular properties retrieved from COSMO-2 analysis data. The measurement uncertainties pertain only the absolute extinction value. However, the vertical position of the cloud, which is most important for the comparison with the model results, is not subject to measurement uncertainties (e.g., Fig. 8 below) .
170 Figure 1 shows the Lidar measurements of 22 November 2011 used in the current study. On this day an almost persistent cirrus cloud cover is observed over Jungfraujoch from 4 UTC onwards.
The cirrus cloud had a vertical extent of about 1.5 km with the cloud top located at approximately 11.5 km a.s.l. For the investigation in this paper we focus on 9 UTC. For the comparison to the 175 modeling results we use the mean extinction profile in a 20 min interval around 9 UTC. While the observations show an almost constant height of the cloud top and bottom during this time period, the measured extinction varies somewhat during this time interval. This, however, does not influence our conclusions as for the modeled extinction profiles variations in the extinction are almost always coupled to changes in cloud height. The optical depth of the cirrus cloud during the considered time 180 interval was 0.06, which is classified according to Sassen and Comstock (2001) as a thin cirrus, on the limit to subvisible (τ < 0.03).
Numerical Model Data
Eulerian Model Set-Up
The non-hydrostatic, regional numerical weather prediction model COSMO (Baldauf et al., 2011) 185 was used to predict the motion of the air masses, in which the observed cirrus cloud forms. 
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The spacing of levels gradually increases from 13 m close to the model surface to 1190 m at the model top (23 km). For the initial and boundary conditions we used the operational analysis of the Swiss weather service at 6.6 km horizontal resolution. The topography was filtered with a 4th-order low-pass filter based on Raymond (1988) , resulting in a cut-off of orographic features at approximately 4∆x. In addition the impact of sub-grid scale orography on the drag and gravity wave gener-
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ation is parameterized based on Lott and Miller (1997) . In the simulation turbulence, soil processes, radiation and shallow convection (Tiedtke scheme) are all parameterized. Deep convection is not parameterized as it is explicitly resolved. Microphysical processes are parameterized by the standard single moment scheme with 5 hydrometeor classes operationally used in the model (Reinhardt, 2006) In order to obtain the best possible representation of the real atmospheric conditions observational data routinely used for the COSMO analysis by MeteoSwiss was used for nudging of the simula-205 tion (based on the method of Schraff, 1996 Schraff, , 1997 . The COSMO-2 simulation predicts an ice-phase cloud above Jungfraujoch in the same time and altitude range at which it was observed by the Lidar (not shown). While this indicates a suitable representation of the thermodynamic conditions in the model, the rather coarse vertical resolution of the model in the upper troposphere with only 3 levels between 10.5 and 11.0 km may hamper the representation of processes with small vertical scales.
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The vertical resolution is increased to 100 m by vertical interpolation (s. sec. 2.2.2) for the ZOMM simulations. This allows a better representation of cloud microphysical processes, while presumable rather smooth field over the considered height interval as the upstream moisture profile, gravity wave amplitude and phase are not affected by the interpolation.
Trajectory Data
The wind fields from the COSMO-2 model simulation described above were used offline to calculate air mass trajectories at temporal resolutions between 1 min and 1 h with LAGRANTO (Wernli and Davies, 1997) . These trajectories are referred to in the following as "offline trajectories". In addition, a new module of the COSMO-2 model was used, which allows to calculate trajectories during the model integration (Miltenberger et al., 2013) . This novel method makes use of the wind fields 220 at every Eulerian model time step (here: 20 s) and therefore provides very accurate and temporally highly resolved trajectories. These are referred to as "online trajectories". 
Microphysical Box Model ZOMM
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In order to investigate the microphysical evolution of the cirrus cloud observed above Jungfraujoch, we use the microphysical box model ZOMM (Zurich Optical and Microphysical Model), which was previously developed to investigate polar stratospheric clouds (e.g., Luo et al., 2003b; Engel et al., 2013) and cirrus clouds (e.g., Luo et al., 2003a; Hoyle et al., 2005; Brabec et al., 2012; Cirisan et al., 2014 These concentrations cover the range of free tropospheric background ice nuclei number densities at mid-latitudes, typically ranging between 10 L −1 and 30 L −1 (Haag and Kärcher, 2004; DeMott et al., 2010) .
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We ran the box model along offline backward trajectories and online trajectories derived from the nudged COSMO-simulation. The microphysical box model is run forward in time for all trajectory data-sets. Sedimentational fluxes from higher to lower level parcels are taken into account by ZOMM. The total water in the level is increasing due to sedimentation from the level above and decreasing due to sedimentation to the lower level. The ice particles falling from the level above will troposphere during the considered case study (sec. 3.1).
Evaluation Method for Simulations
We compare the cirrus clouds modeled along different trajectory data sets to the cirrus cloud observed by Lidar above Jungfraujoch. For this comparison we calculate the extinction from the surface area density in the ZOMM model output. We chose to analyse the extinction (instead of the 280 backscatter) as it can be directly calculated from the surface area of the nucleated particles. The backscatter ratio requires an assumption about the aspect ratio of the ice particles to use the T-matrix method to solve the Maxwell equations describing 180
• -scattering of light by not perfectly spherical particles (Mishchenko et al., 2010) . Extinction, in turn, is much less sensitive to shape effects. In general parcels arriving at altitudes between 8 km and 12 km above Jungfraujoch are located just 315 north of the Massif Central 10 h earlier and impinge from a north-westerly direction on the Alps. A significant spread of the trajectories in the horizontal is observed. In addition, there are significant differences in travel speeds between online-and offline-trajectories. The spread and the different travel speed on the air parcels can be problematic for column microphysical models, because these models do not take horizontal or vertical shear into account. This may lead to significant errors as 320 sedimenting ice crystals may enter lower trajectories at unrealistic times. If only trajectories relevant for the observed cirrus cloud are considered, i.e., those arriving between 10.5 km and 11.5 km a.s.l., the spread is somewhat reduced (yellow to orange colors in Fig. 2 ). More importantly, the simulation results show that the air parcels most crucial for the formation of the observed cirrus cloud are not affected by ice crystals falling out of higher level parcels (Fig. 6 later) . Accordingly, these parcels 325 can be considered as decoupled from the trajectory stack and therefore as unaffected by any assumptions on horizontal and temporal alignment for the sedimentation treatment. The evaporation of the ice crystals in lower parcels may, however, be affected by the treatment of sedimentation, as crystals from earlier nucleation events modify the specific moisture content in these parcels (Fig. 6 later) .
The horizontal travel path of online and offline trajectories is rather similar. In the 10 hours prior to 330 arrival at the Jungfraujoch paths deviate by less than 100 km. In the vertical the paths of online and offline trajectories are also very similar, with a maximum vertical deviation of about 500 m. Despite the overall similarity of the trajectory paths some distinct differences particularly in the vertical path can be observed: For instance, the most northerly trajectory from the online and offline data set show a very similar geographical path but reach Jungfraujoch at different altitudes, 500 m apart. Ten hours 335 before reaching Jungfraujoch, the two trajectories are almost at the same location. Their horizontal winds are very similar, but their vertical winds differ significantly. The online trajectories ascent strongly by 300 m about 2 hours before reaching the Jungfraujoch. The offline trajectories, on the other hand, display a slight descent in the same time period (not shown). These differences have considerable impact on the cirrus formation, as they display very different cooling rates (see below).
340
According to the rather similar horizontal and vertical location of the source region, the specific water vapor concentration 10 h before arrival at Jungfraujoch is almost identical in the different trajectory data sets (not shown). The initial moisture content of trajectories arriving at around 9 km a.s.l. is about 80 mg/kg and decreases almost linearly with elevation to about 10 mg/kg at 12 km 345 a.s.l.
Temperature Fluctuations
Small-scale temperature fluctuations have been shown to be very important for cirrus cloud formation (e.g., Hoyle et al., 2005; Brabec et al., 2012; Rolf et al., 2012; Engel et al., 2013; Cirisan et al., 2014) , because the cooling rate in the very moment of the nucleation event affects the nucleation 350 rate (in particular for homogeneous nucleation). These temperature fluctuations remain largely unresolved in state-of-the-art NWP models due to their limited spatial resolution.
With ∆x = 2.2 km horizontal grid spacing only waves with wavelengths larger than 4∆x = 8.8
km can be resolved. Recent studies have shown that the effective model resolution is typically even for the middle and upper troposphere) corresponds to wave periods between 2.9 min to 14.7 min. In order to correctly represent all waves resolved by the Eulerian model in the trajectory data, at least 4 points are required during the wave period. This requires a temporal resolution of 44 s to 3.7 min depending on the travel speed.
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In stark contrast, most trajectory calculation tools rely on NWP model output at a temporal resolution between 1 h and 6 h. Calculating trajectory data at the required temporal resolution calls for massive temporal interpolation of the wind-fields. Such interpolation (e.g. from 1-hourly Eulerian output fields to 5 minute trajectory steps) has been used extensively in past investigations, and it has been shown that the interpolated data provide cooling and heating rates which are in much bet-370 ter agreement with 5-min based datasets, than trajectory data providing only the hourly trajectory data (see Appendix C of Brabec et al. (2012) ). This suggests that interpolating trajectory data is actually a microphysically sensible procedure, because the interpolated trajectory points pick up the high spatial resolution of the underlying Eulerian grid, including orography and weather systems, even when the temporal storage is only hourly. Horizontal winds chase the air parcels faster across 375 this texture than the texture changes itself as function of time (Brabec et al., 2012) . Nevertheless the required temporal interpolation can introduce significant errors in wave amplitude and phase, in particular when trajectories pass through non-stationary waves. By means of the online trajectories with 20 s time steps a new trajectory calculation tool is available, which mitigates the problems introduced by temporal interpolation of wind field data (Miltenberger et al., 2013) . The mean power 380 spectral density of temperature fluctuations is shown in Fig. 3 for trajectories based on wind fields at a temporal resolution of 20 s (red curve), 5 min (blue curve) and 1 h (green curve). Displayed are also trajectories with a temporal resolution of 1 min, which have been interpolated from 5 min and 1h COSMO-2 output. While the power spectral densities are overall very similar, it is clear that increasing the temporal resolution increases the spectrum of resolvable waves to larger frequencies.
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As discussed above, waves with wavelength smaller 4∆x cannot be resolved on the Eulerian grid, which corresponds to wave frequencies higher than about 2 × 10 −3 s −1 using the average horizontal velocity of 17.4 m/s along the trajectories (vertical black dashed-dotted line in Fig. 3 ). Waves with slightly larger wavelength also suffer from amplitude and phase errors in the Eulerian model up to about wavelengths of 8∆x (corresponding frequency indicated by vertical dashed line in Fig. 3 ).
390
Comparing these limiting frequencies to the frequencies resolved in the trajectory data, it becomes clear that an hourly temporal resolution is completely insufficient to capture the temperature variability represented on the Eulerian grid (only frequencies up to about 10 −4 s −1 can be resolved). In contrast, trajectories based on 5 min wind field data are able to represent almost all frequencies that can be represented on the Eulerian grid. Online trajectories cover even a larger frequency range.
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Accordingly, trajectory data based on NWP simulations with ∆x = 2.2 km should be used at least at a temporal resolution of 5 min.
For comparison to our model data we use the high-resolution temperature data from the SUCCESS campaign taking place over the central and western United States (Toon et al., 1998) and from the 400 MACPEX campaign taking place mainly over the Gulf of Mexico and the south-eastern United
States (Rollins et al., 2014) . Both campaigns show significantly higher intensity for all frequencies, as will be further analyzed below.
Vertical Velocity Fluctuations
A different, though related question is the quality of the representation of small-scale fluctuations 405 in the Eulerian model itself. This can be assessed by comparing the power spectral density (PSD)
of the model to PSDs measured during field campaigns in the upper troposphere. For comparison to our model data we use the vertical velocity data from SUCCESS (Toon et al., 1998) and MACPEX (Rollins et al., 2014) and furthermore from the ALPEX campaign carried out over the Alps (Kuettner, 1981) . In a dry atmosphere the PSD of vertical velocities is directly linked to the occurring cooling over topography, fronts, convection, large wind shear and jet streams (e.g., Nastrom et al., 1992; Fritts et al., 1992) , and their vertical propagation depends on the state of the atmosphere, particularly the low-level stability (e.g., Nastrom et al., 1992) . The spread between the power spectral densities observed during SUCCESS and MACPEX and those simulated for the cirrus case study corresponds to the variation of the PSD observed by Ecklund et al. (1985) for different meteorological situations , 1986; Gage et al., 1986) . In contrast, only w 2 larger than about 0.02 m 2 s −2 were observed during the SUCCESS-and the MACPEX campaigns. The reason for this discrepancy remains unclear, but possibly SUCCESS and MACPEX sampled mainly active periods, while the balloon data set covers quiet and active days.
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We conclude from this comparison that the COSMO-2 model is able to simulate a reasonable climatological distribution of w 2 , though w 2 of individual days may be underestimated due to the missing sub-grid scale vertical motions. The power density at the unresolved frequencies higher than 10 −3 s −1 is much lower than at smaller frequencies and hence has only a small impact on the w 2 -distribution in Fig. 5 . A future study should perform an in-depth evaluation of the model 460 performance on a day-by-day basis using vertical velocity measurements. The mean w 2 over the Alpine region for the day thoroughly analyzed in this paper is indicated by an orange line in (Fig. 3) . The high-frequency part of this scaled PSD is then Fourier transformed using 20 different random phase time series resulting in 20 different small-scale temperature series, which are subsequently superimposed on the original temperature series. The resulting PSD of temperature along the trajectories is shown in Fig. 3 by the orange lines (online trajectories) and the cyan lines (offline trajectories based on 5 min wind field data). 
Influence of the Temporal Resolution of the Trajectory Data
The ice water content and ice crystal number density simulated by ZOMM are shown in Fig. 6 and panel), while the color coding shows the modeled ice water content (Fig. 6) or the ice crystal number density (Fig. 7) . Both figures show results from simulations with homogeneous nucleation only and 495 a slightly reduced initial moisture content compared to the COSMO-2 data (95 %), as no cirrus cloud occurs above Jungfraujoch in simulations using the unmodified initial moisture content. The lower rows in both figures show simulations with superimposed small-scale temperature fluctuations and will be discussed in the next section.
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All simulations display a first nucleation event about 7-8 hours before the arrival at Jungfraujoch, but all ice particles formed in this event sediment out before the air parcel reaches Jungfraujoch (Fig. 6 ). In the model runs using trajectories with a temporal resolution of 1 min and 20 s (left and middle panel) a second nucleation occurs about 2 h before the arrival at Jungfraujoch. The ice crystals nucleated in this event reach the Jungfraujoch at altitudes between 10.5 km and 11.5 km,
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which corresponds to the observed cloud height in the Lidar measurements ( trajectory data at a temporal resolution of 20 s and 1 min ( Fig. 9b and c) . Accordingly the location, amplitude and structure error in the SAL metric are small for all simulations (see orange upwardpointing triangles in Fig. 10 below) . In contrast, no cloud forms above Jungfraujoch in simulations with trajectories with 5 min temporal resolution (Fig. 9a ). 
Influence of Small Scale Temperature Fluctuations
Influence of Variations in the Initial Moisture Content
As it is known that the moisture content in weather prediction models are very uncertain in the upper 550 troposphere (Kunz et al., 2014) , simulations with different specific humidity at the trajectory starting points were performed. We used initial humidities between 90 % and 110 % of the values calculated by the COSMO-2 model. The extinctions resulting from these sensitivity runs are shown in Fig. 8 (assuming homogeneous nucleation only). Offline trajectories with a temporal resolution of 1 and 5 minutes are displayed in panels (a) and (b). Simulations using online trajectories are displayed in 555 panel (c). For the simulations using online trajectories, all runs except the 100 % and 105 % cases display a cloud at the right altitude with very good agreement with the measured extinction profiles.
For the 1-min offline trajectories, enhanced humidity produces clouds at a too low altitudes because of a too early nucleation and subsequent sedimentation of the formed ice crystals.
For the offline trajectories with a temporal resolution of 5 min, the variation of the initial humid-560 ity leads in almost all cases to a disappearance of the cloud (Fig. 8a) . Using offline trajectories with a temporal resolution of 1 min (Fig. 8b ) results in profiles similar to the ones using online trajectories.
SAL metric. The conclusion that increasing temporal resolution of the trajectory data leads to better matches between the observed and modeled extinction profiles and to decreasing importance of the unresolved small-scale temperature fluctuations hold for any initial humidity modification investigated. However, the differences between simulations with different initial humidities are very large.
While all terms in the SAL metric are influenced by changes in the initial humidity, the impact on the cloud location is particularly large (Fig. 8 and 10 ).
Influence of the Ice Nuclei Number Density
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An additional uncertainty in modeling the microphysical evolution of cirrus clouds is the potential presence of ice nuclei (IN). These can affect the microphysical evolution as they influence the supersaturation and temperature required for nucleation. Further, IN can lead to a reduction of the nucleated ice crystal number density, which may affect the sedimentation velocity of the ice crystals and hence the total water content of the respective air parcel. We performed simulations including heterogeneous nucleation on different IN concentrations. Significant differences can be observed between the results from these simulations even for a single trajectory data set (Fig. 9) of 100 L −1 is due to a fast evaporation of ice crystals, once they enter the subsaturated region below about 10 km a.s.l. The evaporation timescale strongly depends on the relative humidity, which is likely not very robust in our simulations due to the effect of previous nucleation events on the moisture content on lower level parcels. As discussed in section 3.1 these modifications of the mois- ture content depend on the treatment of sedimentation and assumptions on temporal and horizontal 590 alignment of the parcels. These assumptions may not hold for the present case due to the comparable large horizontal spread of trajectories. For the 1-min and 5-min offline trajectories the evaporation is much slower leading to larger extinction values between 9.5 and 10 km altitude (red lines in Fig. 9a,   b ). Slight differences in the vertical paths between the trajectory data sets contribute additionally to the variation of the evaporation timescale, as these also impact the relative humidity.
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The similarity of the extinction profiles for the simulations with only homogeneous nucleation and those with low IN concentrations is linked to the very fast sedimentation of the ice crystals forming in the early phase of the simulated 10-h time period. The very fast sedimentation of the ice crystals allows for multiple nucleation events along the trajectory and these gradually remove all IN from 600 the air parcel. Hence the last nucleation leading to the cloud present at arrival above Jungfraujoch is formed exclusively by homogeneous nucleation.
The simulations using offline trajectories at 5 min resolution (Fig. 9a) For simulations using IN-concentrations larger than 50 L −1 , clouds only exist at lower levels. However, if we use offline trajectories with a temporal resolution of 1 minute, the model results resemble again those using online trajectories (Fig. 9b) . has little effect on the simulated extinction profiles for trajectories with a high temporal resolution,
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while adding 50 L −1 or more significantly deteriorates the position, amplitude and structure of the cloud ( Fig. 9 and 10 ).
Conclusions
An analysis of the uncertainties involved in Lagrangian cirrus modeling has been presented. The investigated sensitivities include the effects of (i) the temporal resolution of the trajectory data and 625 of the underlying wind fields (20 s to 1 h), (ii) the superposition of unresolved small-scale temperature fluctuations, (iii) small perturbations to the specific humidity at the trajectory starting points (±10 %), and (iv) different ice nuclei concentrations.
The temporal resolution of the wind field data has a pronounced impact on vertical velocities and 630 therefore the temperature variability captured in the trajectory data. To capture most of the variability that is represented in NWP models with a horizontal grid spacing of 2.2 km, trajectory data should be used at least at a 5 min temporal resolution. For the cirrus cloud investigated in this study, the modeled extinction profile matches very well with the observations if trajectory data is used at a temporal resolution of 1 min or higher and using wind field data at a resolution of 5 min or higher. model for the present case study shows significant differences to observational data from the SUC-CESS and MACPEX campaigns, which have been used previously to superimpose small-scale temperature fluctuations. Significant differences in the wave energy occur even for low-frequency waves 660 with wavelength on the order of 100 km, which should not be affected by the grid resolution. However, the modeled PSD agrees well with those observed during quiet days in the ALPEX-campaign.
Further indication of a large day-to-day variability of w 2 is provided by the analysis of balloon sounding data from the Alpine region. A climatological analysis of w 2 in the COSMO-2 analysis suggests that the model can capture the entire range of observed w 2 . However, future studies should 665 perform an in-depth evaluation of the model capability to predict the vertical velocity PSD for different regions and large-scale meteorological conditions.
The specific moisture content at the starting point of each trajectory determines the absolute values of saturation with respect to ice. We observe significant changes in the modeled cirrus cloud prop-670 erties and microphysical evolution if the initial specific humidity is varied by ±10 % of the model value. For high-resolution trajectory data (5 min or better), the sensitivity of the modeled cirrus cloud to perturbations in the parcel's humidity are generally larger than the sensitivity to small-scale temperature fluctuations.
Finally, for the cirrus cloud investigated in this study only a weak sensitivity with respect to ice nuclei number density is found, i.e., very small changes of the modeled extinction profile occur if the ice nuclei number density is raised from 0 L −1 to 20 L −1 . This insensitivity is related to the occurrence of two nucleation events along the trajectories, which leads to the sedimentational removal of ice nuclei by the first cloud. Conversely, if the ice nuclei number density is increased further to 50 680 L −1 or 100 L −1 , the modeled extinction profile cannot reproduce the observation. The cirrus clouds either disappear completely or are located at much lower altitude than in the homogeneous case, as the fewer but larger ice particles sediment more quickly (see Figure 9 ). Also in a case with dynamically active conditions as treated in the Appendix, the calculated extinction coefficients using an IN concentrations of 50 or 100 L −1 are too small compared to measurements (Fig. 14) , even when Lagrangian cirrus cloud modeling shows large sensitivities to all investigated factors. However, the order of their importance can vary from case to case. The presented case study of an isolated tempo-690 rally persistent cirrus cloud with rather small horizontal extent may only be representative for cirrus cloud formation under some specific conditions. In addition, the wave activity on the investigated day is clearly below the climatological average. Therefore we present a case with dynamically more active conditions in the appendix. For the active day, the modelled cirrus clouds shows different responses to modifications of the initial humidity and the assumed ice nuclei number density: vari-
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ations of both parameters lead in general to a variation of the optical thickness of the cloud, while they affected also the vertical location of the cloud on the quiet day. Similar to the quiet day, simulations with ice nuclei number density in excess of 20 L −1 are found to be inconsistent with the observations. The best match with the observed extinction profile is obtained for an increased initial moisture content. A high sensitivity of Lagrangian cirrus cloud modeling to initial humidity was also 700 found by Dinh et al. (2015) in simulations for cirrus clouds in the tropical tropopause layer.
While the use of high resolution trajectory data is shown to be mandatory for cirrus cloud modeling, there are significant uncertainties tied to the specific humidity and ice nuclei number density, turning cirrus cloud modeling into a challenging task with many non-linearly linked uncertainties.
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The representation of small-scale temperature fluctuations remains an issue for cirrus cloud modeling, particularly due to the large day-to-day variations in the wave activity, but the results presented here indicate that high-resolution numerical weather prediction models are capable to capture these variations. A careful consideration of these uncertainties is necessary before any conclusion about the formation of a cirrus cloud can be drawn. of w 2 from 71 balloon soundings and the COSMO-2 analysis suggests a reasonable performance of COSMO-2 in a climatological sense (Fig. 5) , but it remains unclear how the NWP models perform on a day with w 2 in the upper range indicated in Fig. 5 . To analyze this further, we investigate 12
March 2012, which is an "active day" featuring a cirrus cloud above Jungfraujoch, and compare the wind fields from the COSMO-2 analysis at hourly resolution. Based on these wind fields backward 720 trajectories from the Jungfraujoch were calculated with LAGRANTO, using the LAGRANTO output with an interpolated 1-min temporal resolution.
During this active day strong northeasterly flow against the Alps occurred ( Fig. 11) , which resulted in a high gravity wave activity. The trajectories pass through a strong updraft zone at approximately 725 22 UTC (Fig. 12 ), which has a significant impact on the ice supersaturation and accordingly on the location of first ice nucleation. The PSD of temperature shows significantly larger values also at small frequencies than the quiet day analysed in the main part of the paper (Fig. 13) . The power spectral density for this case agrees very well with the measurements from SUCCESS and MACPEX. This corroborates that the amplitude of the temperature fluctuations at smaller frequencies is dependent 730 on the wave activity (and the presence of convection), which varies with the synoptical scale situation. The variation seems to be reasonably captured by high-resolution numerical models.
On the chosen active day a cirrus cloud was observed by the Lidar on Jungfraujoch. The formation of this cirrus cloud was modelled with the ZOMM model based on the described trajectory data 735 set. In these simulations the ice nucleation occurs always towards the end of the rapid ascent of the trajectories around 23 UTC (Fig. 12) . About one hour before reaching Jungfraujoch, the air parcels start to descend, which causes some of the nucleated ice particles to evaporate, particularly close to the cloud top. A maximum ice water content between 40 and 60 ppmv is simulated for this case. , 15, 6, 8771-8799, doi: 10.5194/acpd-15-8771-2015, 2015. Ecklund, W. L., Balsley, B. B., Carter, D. A., Riddle, A. C., Crochet, M., and Garello, R.: Observations of vertical motions in the troposphere and lower stratosphere using three closely spaced ST radars. Radio Science, 20, 6, 1196 Science, 20, 6, -1206 Science, 20, 6, , 1985 . , 25, 885-892, 1986. Ebert, E., and Curry, J.: A parameterization of ice cloud optical properties for climate models. J. Geophys. Res., 97, 3831-3836, 1992. Engel, I., Luo, B.P., Pitts, M. C., Poole, L. R., Hoyle, C. R., Grooß, J.-U., Dörnbrack, A., and Peter, T.: Hetero- 
