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Zusammenfassung
Angewandte Statistik als eigensta¨ndige Fachrichtung wurde vor circa einem Jahrhundert an-
erkannt. Ein grosser Teil dieser Anerkennung kann der Analyse der Varianz zugeschrieben wer-
den. Diese Methode hatte eine entscheidende Bedeutung fu¨r einen Grossteil des wissenschaftlichen
und industriellen Fortschritts im 20. Jahrhundert. Da sich jedoch die Komplexita¨t der Experi-
mente und Daten wa¨hrend dieser Zeit erho¨ht hat, ist auch die Schwierigkeit bei der Durchfu¨hrung
einer Analyse der Varianz gewachsen. Oft ist es schwierig zu verstehen, wie statistische Param-
eter der realen Welt Mengen entsprechen; wie statistische Methoden miteinander in Beziehung
stehen; zwischen dem Praxisbezug und der statistischen Signifikanz einer Analyse zu unterschei-
den; und den Rechenaufwand einer gewa¨hlten Methode zu erkennen. Diese Arbeit leistet einen
Beitrag auf dem Gebiet der angewandten Statistik durch die Festlegung einer Methode, die sich
diese Herausforderungen annimmt. Diese Methode, die rechnerisch effizient ist, klare und in-
tuitive Schlussfolgerungen liefert, wird dann auf simulierte Klimaprojektionen angewendet, um
herauszufinden, welche Faktoren zur allgemeinen Variabilita¨t der Daten beitragen.
Die Arbeit beginnt mit der Darstellung der Analyse der Varianz in einer allgemeineren Form als
es u¨blich gemacht wird, in einer die die Verbindung zwischen fixed und random Effekts inner-
halb eines einzigen Verfahrens erleichtert. Um die Ergebnisse zu presentieren werden neuartige
numerische und grafische Darstellungen der Varianz-Parameter entwickelt, die die praktische
Relevanz sowie die statistische Signifikanz aufzeigen. Es werden auch neuartige Darstellungen
fu¨r allgemeine multivariate Fa¨lle vorgeschlagen. Bestehende Methoden, diese Ziele zu erreichen,
verlassen sich in der Regel auf Markov chain Monte Carlo Methoden. Im Gegensatz dazu, wird
in dieser Arbeit eine Klasse von konjugierten Verteilungen entwickelt, die eine Zerlegung der
Bayesian posterior Verteilung ohne MCMC erlaubt. Fu¨r Fa¨lle, in denen ra¨umlich-geostatistische
Modelle vorliegen, werden Approximationsverfahren entwickelt, die den Rechenaufwand noch
weiter verkleinern. Diese Approximationsverfahren werden genau untersucht und es wird gezeigt,
dass sie genaue Darstellungen der urspru¨nglichen Daten liefern.
Der Ho¨hepunkt dieser Bemu¨hungen ist die ra¨umliche und statistische Analyse einer Reihe von
simulierten Klimaprojektionen. Eine einzelne simulierte Klimaprojektion wird mit einem deut-
lichen mathematischen Klimamodell und einer angenommenen Rate von zuku¨nftigen Treib-
hausgasemissionen durchgefu¨hrt. Die Quellen der Variabilita¨t vom Klimamodell und von der
Emissionsszenario werden untersucht, sowie die Interaktion der beiden. Alle davon werden als
Konstante Effekt untersucht, sowie als zeitliche Effekt ueber die dekadische Zeitspanne. Das
Ausmass der Variabilita¨t fu¨r jede Quelle wird dann gescha¨tzt, zusammen mit der Unsicherheit
dieser Scha¨tzungen. Obwohl das Verfahren originell ist, stimmen die Ergebnisse mit denen in
fru¨heren Peer-Review-Arbeiten u¨berein.
Abstract
Applied statistics as an independent field of study can be said to have been recognized as such
roughly a century ago. A large part of this recognition can be attributed to analysis of variance,
a method which has been of paramount importance for much of the scientific and industrial
progress throughout the 20th century. However, as the complexity of experiments and data has
increased during this time, so has the difficulty in carrying out an analysis of variance. Often it is
difficult to understand how statistical parameters correspond to real-world quantities; to relate
statistical methods to one another; to distinguish between the practical relevance and statistical
significance of an analysis; and to recognize the computational demands of a chosen method.
The work herein contributes to the field of applied statistics by identifying a methodology
that addresses these challenges. This method is then applied to large-scale simulated climate
projections in a way that is computationally efficient and that provides clear and intuitive
conclusions on what explanatory factors contribute to the overall variability of the data.
The work begins with viewing analysis of variance as a more general procedure than it is tra-
ditionally considered. By placing it into a more broadly defined hierarchical Bayesian context,
the ability to draw connections between fixed and random effects within a single procedure
is facilitated. To present results, novel numerical and graphical summaries that communicate
practical relevance, as well as the statistical significance, of variance parameters are then devel-
oped. Novel summaries for general multivariate cases are also proposed. Existing methods that
achieve these goals typically rely on Markov chain Monte Carlo methods. Whereas here a class
of conjugate distributions for variance parameters is derived, which allow for a factorization of
the posterior distribution and which obviate the need for MCMC methods, thus reducing com-
putational demands. For cases involving spatial geostatistical models, approximation methods
that further alleviate computational demands are also developed. These approximations are
closely examined, and shown to produce accurate representations of the original quantities.
The culmination of these efforts is in the spatial statistical analysis of a set of simulated climate
projections. A single simulated climate projection is carried out using a distinct mathematical
climate model, and an assumed rate of future greenhouse gas emissions. Thus, the sources
of variability examined in the data are the climate model and the emissions scenario, their
interaction, both as a constant as well as over decadal time increments. The magnitude of the
variability for each source is then estimated, together with the uncertainty of these estimates.
While the method is original, the results agree with those found in previous peer-reviewed works.

Thesis Outline
Introduction
Paper I: Conjugate distributions in hierarchical Bayesian ANOVA for
computational efficiency and assessments of both practical
and statistical significance
Geinitz, S. and Furrer, R.
Technical report, University of Zurich.
Paper II: Multivariate analysis of global climate projections via
rank deficient Bayesian ANOVA
Geinitz, S., Furrer, R. and Sain, S. R.
Paper to be submitted.
Paper III: Bayesian analysis of variance for relative assessment of
general circulation model effect
Geinitz, S., Furrer, R. and Sain, S. R.
Paper under revision for resubmission to the International
Journal of Climatology.
Paper IV: Assessing variance components of general circulation
model output fields
Furrer, R., Geinitz, S. and Sain, S. R.
Paper published in Environmetrics (2012), 23, pp. 440–450.
7

Introduction
It has long been recognized that the earth’s climate is constantly evolving, that it is itself a
living entity (Peixoto and Oort, 1992). Thus, there has long been a desire to understand and
forecast its behavior. Attempts to predict climate are, however, not only scientific, nor economic
endeavors, but rather a necessary undertaking that must be carried out in order to assess the
possible ecological, political, and social impacts in the coming decades. Furthermore, the need
to quantify the extent to which anthropogenic effects, i.e. effects due to human activity, drive
climate behavior is becoming increasingly more urgent.
The term climate refers to the physical state of the earth’s climatic system averaged over a
specified amount of time. The climatic system is made up of several components, including
the atmosphere (strata of gases), hydrosphere (water masses), cryosphere (ice and snow cover),
lithosphere (crust and tectonic plates), and the biosphere (flora and fauna). The atmosphere,
being the most variable of these, receives the greatest amount of focus when examining observable
weather patterns (Daley, 1993). Precisely speaking, the term weather refers to the instantaneous
state of the atmosphere. While many different properties of the state may be considered, it is
typically classified on the basis of temperature and precipitation (Peixoto and Oort, 1992). As
a result, climate herein is regarded as averaged quantities of temperature and precipitation over
time scales on the order of one to two decades.
Because climate is a direct consequence of weather, any attempt to understand the former must
begin with the latter. A result of paramount importance in numerical weather prediction (NWP)
was to focus on the problem of integrating the equations of motion of the atmosphere (Bjerk-
nes, 1904). Although initial attempts using this approach were unsuccessful, NWP has been
further refined by atmospheric scientists and facilitated by advances in computation. However,
the variability of these forecasts still must be recognized. For example, even with accurate re-
porting of the initial conditions, which are used as input for NWP, forecasts can become more
or less random after a short amount of time. Although this time has increased over the years,
together with increases in model improvements and with computational capabilities, it is still
on the order of days. The high sensitivity from initial values is due to the nonlinearity of the
equations involved and has serious implications for forecasts further into the future (Lorenz,
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1972). Thus, understanding the uncertainty in atmospheric modeling is not only examined by
climate scientists, but has begun to be investigated more closely by statisticians as well. See
Kalnay (2002) for a more thorough review of the early developments of this field.
The systems of partial differential equations based on the thermodynamics and fluid mechanics
on the globe, together with their coupling and numerical methods, form what is referred to as an
atmosphere-ocean general circulation model (AOGCM or GCM). The full system of equations is
discretized in space and in time, then carried out on some of the highest performance computers
available (Nychka, 2000). One such GCM is the Community Climate Model (Kiehl et al.,
1998), which in its latest version used a spatial grid consisting of roughly 8, 000 points that are
approximately 2.8◦ × 2.8◦ with 20 minute time increments.
The scientific effort is enormous and the push to generate accurate models is not only academic
in nature. Because of the potentially devastating effects of future climate changes on societies
and economies worldwide, there is also a large effort by governments and international agencies
to assess and discuss the results of GCM output. The culmination of this effort is seen in the
Intergovernmental Panel on Climate Change (IPCC) report that is generated roughly every
five to seven years. The first report was completed in 1990 (Houghton et al., 1990). The
and most recently completed was in 2007 and is referred to as the Fourth Assessment Report
(AR4). Due to the enormous amount of information presented in the report it is is divided into
three working group reports. The first, Working Group I, is titled The Physical Science Basis
(Solomon et al., 2007) and makes use of the current climate science knowledge, and analyzes
the simulation results from a scientific point of view. Working Group II, Impacts, Adaptation,
and Vulnerability, extends the results of the former by investigating how changes in climate
could result in changes to the earth in other ways, e.g. rising sea levels, ecosystems changes, etc.
Working Group III, Mitigation of Climate Change, addresses changes to social and economic
policies that can be recommended in order to alleviate negative effects of a changing climate.
Additionally, there is a synthesis report that summarizes the previous three. The next IPCC
report (AR5) will be available soon. As with the previous reports, AR5 will be released in
stages, with the first working group report scheduled for September 2013, and final synthesis
report scheduled for October 2014.
The report most relevant for the work herein is the AR4 Working Group I Report. In this
report there are 17 climate research institutions represented. Each of these has implemented
at least one GCM for a total of 23. A significant portion of all IPCC reports are devoted to
the anthropogenic effects on future climate. That is, how different rates of globalization and
industrialization in developing countries affect the composition of the atmosphere, and thus
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affect climate. As a result, GCMs are typically run under several different possible emission
pathways for varying degrees of human activity in various respects, e.g. population growth,
burning of fossil fuels, etc. These have been classified into emissions scenarios with each GCM
carrying out climate projections under each given scenario (Nakic´enovic´ and Swart, 2000). A
vital step in being able to accurately interpret the resulting climate projection data is to be able
to distinguish the differences and variation among the GCMs and the scenarios.
An instance of such climate projection data is temperature (◦ Celsius) over the boreal summer
months of June, July, and August. An individual datum, or so-called observation, is expressed
as a vector existing in Rd with the d elements representing locations on a spatial grid over the
earth. Note that the term observation may be misleading from a climate science point of view,
as it does not refer to meteorological data that has been observed or measured. Rather, from the
statistical point of view that is used herein, they refer to the data that are modeled statistically,
i.e. simulated climate projections are the observations. Individual observations are denoted as
Yijt, where i denotes a GCM, j an emissions scenario, t a decade over which temperature has
been averaged, and d = 8192 corresponding to a 2.8◦ spatial resolution. To illustrate the data,
several summary statistics are calculated using a set of observations consisting of 15 GCMs, 3
emissions scenarios, and 9 decadal periods from 2010 to 2090. These are shown in Figure 1.
The spatial scale of the climate data generated by a GCM is on such a coarse grid that it is
not currently practically possible to predict local climate behavior. Rather, the data from a
GCM is sometimes used as input (boundary conditions) to a regional climate model (RCM),
i.e. an atmospheric model on a finer resolution over a smaller geographical region. Similar to
GCMs, there are many different implementations of RCMs created by different institutions.
The two factors, GCM and RCM, then yield a crossed design that requires some understanding
on which of the factors is responsible for more variation in the final output. Kaufman and
Sain (2010) carry out a two-way spatial analysis of variance to assess variability from each of
these sources. In the analysis they utilize finite-population and superpopulation variances with
respect to spatial fields. Considering both finite and superpopulation variance parameters within
a single statistical model is not new, but is more accessible with the use of a multilevel statistical
model, or more generally, a hierarchical Bayesian model. Gelman (2005) illustrates this clearly
and promotes the use of this type of analysis of variance model. These two references have been
largely influential on the work herein.
It is necessary to mention that the term model is used heavily throughout the thesis, but in
two quite different contexts. While both are considered a type of mathematical model, they are
utilized differently herein. A climate model, which refers to a system of equations representing the
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Figure 1: For the set of temperature data (◦C) Yijt, with i denoting a GCM, j an emissions
scenario, and t a decadal average for periods 2010–2020, . . . , 2090–2100, summary statistics
are calculated. The average over all GCMs, scenarios, and periods (left); a contrast of one
GCM, the Canadian climate model CCCMA-CGCM3.1, (middle); and a contrast of one
scenario, a moderate globalization scenario A1B, (right), show the different magnitudes
across these factors, as well as how temperature varies spatially according to latitude, land
cover, etc. In total, 15 GCMs, 3 emissions scenarios, and 9 decadal periods are represented.
thermodynamics and fluid mechanics on the earth, is what generates the data that is analyzed.
A statistical model is what does the analysis, and which represents the observations in a manner
that allows influential factors in the observations to be identified. When it is unclear from the
context how the term model is being used, a distinction will be made.
The remainder of the introduction is structured as follows. A brief overview of hierarchical
Bayesian analysis of variance as it is applied herein is given in Section 1. Additionally in this
section, the novel technique of using constrained factor level prior distributions to obtain conve-
nient factorized forms of the full joint posterior is alluded to. This is then covered in more detail
in Section 2, as it is then utilized by the manuscripts to follow. In Section 3 various approaches
of quantifying and comparing variability from multivariate sources of variation are covered. This
is further discussed in Geinitz et al. (2012b). In Section 4 higher dimensional multivariate and
spatial data is discussed. This includes spatial covariance matrices and approximations used to
facilitate computation when working with large spatial fields, as is done in Geinitz et al. (2012a)
and Furrer et al. (2012).
1 Analysis of Variance
In this section the standard and widely used method of analysis of variance (ANOVA) is briefly
summarized. An overview of ANOVA in a hierarchical Bayesian framework is then given, along
with some of its advantages over the classical approach.
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1.1 Background of ANOVA
Analysis of variance is generally regarded as a technique to decompose data observations into a
set of quadratic sums, according to the factors of interest in the statistical model (Fisher, 1925).
For the one-way model with factor α and with the same number of replicates for each level of
the factor, observations are denoted as
Yij = µ+ αi + ij , i = 1, . . . , nI , j = 1, . . . , nJ , (1.1)
where estimates of the parameters µ, α1, . . . , αnI are made by minimizing the quantity
SSE =
∑
i,j
(Yij − µ− αi)2. (1.2)
The solution is, however, not unique. Rather, constraints must be employed in order to identify
a distinct solution. One such constraint commonly used on the estimates α̂1, . . . , α̂nI is that their
sum is zero, i.e.
∑
i α̂i = 0. The resulting estimates are then µ̂ = Y .., which denotes the mean
over all n = nInJ observations, i.e. Y .. =
1
n
∑
ij Yij , and α̂i = Y i. − Y .., where Y i. = 1nJ
∑
j Yij .
The sums of squares decomposition is
∑
i,j
Y 2ij = nInJY .. + nJ
∑
i
(Y i. − Y ..)2 +
∑
i,j
(Yij − Y i.)2, (1.3)
which is, more precisely, referred to as the total sums of squares. What is commonly referred to
simply as the sums of squares decomposition uses the mean adjusted quantities
∑
i,j
(Yij − Y ..)2︸ ︷︷ ︸
SST
= nJ
∑
i
(Y i. − Y ..)2︸ ︷︷ ︸
SSA
+
∑
i,j
(Yij − Y i.)2︸ ︷︷ ︸
SSE
. (1.4)
The statistical model specification given by (1.1) generally assumes that ij ∼ N(0, σ2 ), are
independent of one another, and that αi are fixed, but unknown constants. Hence, this is
also referred to as a fixed effects model. The objective of the standard ANOVA procedure is
then to check if there is a statistically significant difference among the αi terms. Since SSE
is proportional to a χ2 distribution, and SSA is an offset of this, this may be tested with the
hypothesis test, H0 : α1 = · · · = αnI = 0. The test is carried out using the standard ANOVA
table, and is shown in Table 1.1.
The probability given in the table is the p-value corresponding to H0. The hypothesis will be
rejected for large values of F = MSAMSE . The hypothesis will not be rejected as F approaches unity,
since the expected value of F is precisely equal to 1 when H0 is true (Table 1.2). This feature
of ANOVA is quite useful, as it allows for the testing of nested models, e.g. rejection of the null
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Table 1.1: One-way analysis of variance summary.
Source Df Sum Sq Mean Sq F value Pr(>F)
α nI − 1 SSA MSA = SSAnI−1 F = MSAMSE Pr(FnI−1,n−nI > F )
 n− nI SSE MSE = SSEn−nI
hypothesis corresponding to the factor β for model Yij = µ+αi +βj + ij would be evidence for
its use over the use of the model given by (1.1).
In another scenario the terms αi may be thought of as originating from a larger population, and
an estimate of the uncertainty within the population is of interest. The statistical model uses
again (1.1) and the same assumption on ij terms, with the added assumption that αi ∼ N(0, σ2α),
and are independent of each other and of the ij . This is generally referred to as a random effects
model. The hypothesis test related to the previous one is H0 : σ
2
α = 0. The test is carried out
using the same F test statistic as before, since the expectation of F is again 1 when H0 is true.
Additional factors may be added in the statistical model, e.g. Yijk = µ + αi + βj + ijk, and
Table 1.2: Expectation of mean squares MSA and MSE.
Source Df Mean Sq Fixed Random
α nI − 1 MSA σ2 + nJnI−1
∑
i α
2
i σ
2
 + nJσ
2
α
 n− nI MSE σ2 σ2
follow the same procedure. Although it is one of the most recognized and relied upon methods
in statistics, carrying out an ANOVA analysis is not always straightforward. Two issues are now
discussed.
Practical and Statistical Significance
One of the most important features that classical ANOVA does not address is the ability to assess
practical significance of a factor. This can be seen either as a trivial technical consequence of the
statistical power that is inherent in standard ANOVA, or as an ideological fault of statisticians
in continuing to promote methods that behave in this manner.
To examine how statistical significance is leveraged by sample sizes consider the model of (1.1),
where Var(Yij) = σ
2
α + σ
2
 . Assume that σ
2
α = ∆σ
2
 so that the expectation of F =
MSA
MSE is
E[F ] = ν2ν2−2(1 + ∆nJ), where ν2 = n− nI . The critical value for which the hypothesis of a null
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factor effect is rejected at a significance level of pc is then Fc = Fν1,ν2,pc , where ν1 = nI−1. Note
that the inequality E[F ] ≥ Fc is satisfied for ∆ ≥ ν2ν2−2 FcnJ − 1nJ . For a modestly sized experiment
of nI = 10, nJ = 25, with significance level pc = 0.05, this yields ∆ ≥ 0.0361, indicating that
the magnitude of variability from errors may be nearly up to 30 times larger (∆−1 ≤ 27.7) than
variability from the factor of interest, but that it is not unlikely that the factor of interest will be
deemed statistically significant. It will be rejected with a probability of 0.4434 when σ2 = ∆
−1.
Table 1.3 displays values of ∆−1, such that for variability from errors up to σ2 ≤ ∆−1, with
σ2α = 1, the result will be E[F ] ≥ Fc. The table further provides probabilities, Pr(F ≥ Fc),
that factor α will be deemed as statistically significant when using a significance level of 0.05.
Geinitz and Furrer (2013) provide a more in-depth example in which two distinct scenarios of
practical significance, which yield identical p-values, are compared.
Table 1.3: For given nI , nJ , with σ
2
α = 1, if σ
2
 ≤ ∆−1, then E[F ] ≥ Fc, where Fc is the
critical value corresponding to a 0.05 level of significance for the hypothesis of a null factor
effect. Entries shown in each cell of the table are then ∆−1(prej), where prej = Pr(F ≥ Fc) is
the probability that the hypothesis is rejected for σ2 = ∆
−1.
nJ
3 5 10 25 100
3 1.2(0.3156) 2.2(0.3668) 4.7(0.3960) 12.3(0.4075) 49.9(0.4123)
nI 10 2.6(0.4053) 4.9(0.4286) 10.6(0.4390) 27.7(0.4434) 112.9(0.4466)
100 9.7(0.4712) 18.0(0.4749) 38.5(0.4800) 99.8(0.4811) 406.3(0.4807)
The multilevel modeling community has also recognized that standard errors of the factor level
predictors are also underestimated using classical methods, which then lead to conclusions of
statistical significance (Goldstein, 1995). On a wider scale, across studies, the issue can be further
compounded. Ioannidis (2005) discusses how many research findings are falsely identified based
on statistical power, not only in individual studies, but also as well as a consequence of the
number of investigators conducting similar research.
From a less tangible point of view, the ideological issue is primarily that the fundamental sta-
tistical method of ANOVA culminates with a test of significance, which is not always the most
informative result. Researchers in other fields have consistently recommended confidence in-
tervals and estimation over hypothesis testing (Yoccoz, 1991; Fidler et al., 2004), although the
results of standard ANOVA remain a default step in many analyses.
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Mixed Model Controversy
Knowing when to regard a factor as fixed or as random is not always clear, as the definitions of
fixed and random alone are not agreed upon by statisticians. Searle et al. (1992), Kreft et al.
(1998), and Snijders and Bosker (1999) each offer different definitions. Gelman (2005) reviews
these and others. It is also possible that interest lies in both the estimates of the individual αi
and in σ2α. Searle et al. (1992) pragmatically recommend the random effects model to be used
whenever the additional assumption is deemed reasonable, and fixed otherwise.
Further problems arise when more terms are present in the statistical model. For Yijk = µ+αi+
βj+(αβ)ij+ijk, with α fixed and β random and interaction term (αβ), it is not entirely clear how
the identifiability constraints should influence the distribution of the random components βj .
Herein lies the so-called mixed models controversy (Voss, 1999). This issue leads to disagreements
of which sums of squares quantities should be used in the test of a significance for the main
random effect. Discussions in the literature on this issue have prolonged. Nelder (1977) has
reiterated his views on parameter constraints in a series of papers (Nelder, 1994; Nelder et al.,
1998; Nelder, 2008), and has led authors to reconsider their previous positions, as with (Voss,
1999, 2000) and (Lencina et al., 2005; Lencina and Singer, 2006). Due to the continued debate,
one may assume that a universally agreed upon solution has not yet been found.
1.2 Hierarchical Bayesian ANOVA
In this section an overview of the steps in our proposed solution to the previously discussed issues
is given. Geinitz and Furrer (2013) elaborate further on this and provide illustrative examples
of a Bayesian ANOVA approach that may serve as a general strategy for ANOVA methods.
To resolve the issues discussed in the previous section there are two steps. The first step is to
treat all factors in the model as random, as recommended by Gelman (2005). Taking this yet
further, we opt for an explicitly hierarchical Bayesian model, assigning priors to all variance
parameters in the statistical model. The second step is to use implicitly constrained prior
distributions to avoid the issues that arise with the mixed model controversy.
The hierarchical nature of the model facilitates estimation of the magnitude of the variability
that a factor contributes to overall variation in the data and for explicit comparison across all
factors in the model, including errors. For example, observations modeled as Yij = µ+ αi + ij ,
and a Bayesian parameterization for mean µ, factor α, and errors  lead to the model specifica-
tion
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µ | σ2µ ∼ N(µ0, σ2µ),
σ2µ ∼ Fµ,
αi | σ2α iid∼ N(α0, σ2α),
σ2α ∼ Fα,
ij | σ2 iid∼ N(0, σ2 ),
σ2 ∼ F,
where Fθ denotes an appropriate variance parameter distribution, e.g. inverse-gamma. More
generally, consider each term in the model as a factor consisting of one or more levels, or a batch
of effects. For the general case the β will be used. The terminology can be misleading, as the
term level is not related to multilevel models. Then, following the notation of Gelman (2005),
observations Yi, i = 1, . . . , n, are stated in terms of an additive decomposition
Yi =
B∑
b=0
β
(b)
jbi
. (1.5)
A specific factor is indexed by b = 0, . . . , B, with each factor consisting of nb distinct levels.
Factor indices b = 0 and b = B typically correspond to overall mean, µ, and to measurement
errors, i, respectively, so that n0 = 1, nB = n. The individual levels of a factor are denoted
by, β
(b)
1 , . . . , β
(b)
nb , with j
b
1, . . . , j
b
n replicating them appropriately so that exactly one factor level
from each factor is associated with exactly one observation. This may also be written explicitly
as a linear model using a regression formulation
Yi =
B∑
b=0
nb∑
j=1
x
(b)
i,j β
(b)
jb
, (1.6)
with β
(b)
jb
denoting the levels of a factor and x
(b)
i,j denoting its corresponding linear predictors.
Since the Bth factor in the model typically refers to errors, or replications, it will be convenient
to refer to this factor by  and to treat it distinctly. Thus, the prior model specification for the
levels of each of the b = 0, . . . , B − 1 factors in the model is given by
β
(b)
j | σ2b ∼ N(β(b)0 , σ2b ), j = 1, . . . , nb. (1.7)
An appropriate variance parameter distribution, such as an inverse-gamma distribution, is cho-
sen for the σ2b terms. However, to maintain conjugacy, and to facilitate computation, prior
distributions are of the form
σ2b +
nb
n
σ2 ∼ InvG(ub, vb). (1.8)
This specific prior parameterization is not novel as it has been used by Box and Tiao (1992) in
a Bayesian variance components analysis setting, as well as by Everson and Morris (2000) in a
multivariate hierarchical model setting.
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The model specification is completed with the final factor, , and is given by
i | σ2 ∼ N(0, σ2 ), i = 1, . . . , n, (1.9)
σ2 ∼ InvG(u, v). (1.10)
Geinitz and Furrer (2013) derive a type of normal–inverse-gamma–inverse-gamma distribution
that accounts for (1.7),(1.8), and (1.10), which allows for flexible parameterization while main-
taining conjugacy.
The second step in our newly proposed ANOVA method is to work with implicitly constrained
prior distributions for the factor levels. An appropriate constraint, e.g. Cbβ
(b) = ab, where
β(b) = (β
(b)
1 , . . . , β
(b)
nb )
T, is used and results in an improper form of (1.7). This type of joint
normal distribution under a linear constraint can be considered as a special case of an intrinsic
Gaussian Markov random field (Rue and Held, 2005). The primary advantage being that the
full joint posterior may be conveniently factored when a balanced design is used. Assume a
model of the form Yi = β
(0) + β
(1)
j1i
+ · · · + β(B−1)
jB−1i
+ β
(B)
i . When least squares estimators that
are independent of one another are available, then by placing similar constraints on the prior
distributions as on the estimators, a practical factorization of the full joint posterior is possible.
This is of the form
p(σ2 , {σ2b , β(b)}B−1b=0 | Y ) = p(σ2 | Y )
B−1∏
b=0
p(σ2b , β
(b) | Y, σ2 ), (1.11)
and allows for direct sampling from the posterior distribution without the need for computa-
tionally intensive MCMC sampling. Further explanation on the use of the constrained priors
is introduced for the more general multivariate case in Section 2.1, and is developed further in
Geinitz et al. (2012b).
As an applied procedure, this approach can be seen as a tool somewhere between linear mixed
effects models and full MCMC routines. The former are fast, simple, and offer estimates of
parameters, but typically give uncertainty of the estimates based on second-order approximations
of the likelihood. The latter leads to more exact statements on the uncertainty of the estimates,
but are computationally more intensive.
Although the data motivating our work is spatial in nature, this ANOVA framework can be
applied to more general multivariate contexts as well.
2 Multivariate Hierarchical Bayesian ANOVA
The following section provides a brief explanation of the multivariate form of our hierarchical
Bayesian approach to analysis of variance. Although multivariate hierarchical modeling in a
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Bayesian context has previously been examined, e.g. Everson and Morris (2000), the inclusion
of constraints on the prior distributions in this context are a novel contribution.
For multivariate data consisting of d elements the observations indexed by i = 1, . . . , n are each
of dimension Rd, and the analog of (1.5) is
Yi =
B∑
b=0
β
(b)
jbi
, (2.1)
while for (1.6) it is
Yi =
B∑
b=0
nb∑
j=1
X
(b)
i,jβ
(b)
jb
, (2.2)
with X
(b)
i,j ∈ Rd×db having full column rank, and β(b)jb ∈ Rdb×1. The likelihood corresponding to
(2.1) is then
Yi | {β(b)jbi }
B−1
b=0 ,Σ ∼ Nd
(
B−1∑
b=0
β
(b)
jbi
, Σ
)
, i = 1, . . . , n. (2.3)
The prior model specification of the factor levels is then
β
(b)
j | Σb ∼ Nd(β(b)0 , Σb), j = 1, . . . , nb, (2.4)
and the multivariate form of (1.8) is
Σb +
nb
n
Σ | Σ ∼W−1(Ψb, κb), (2.5)
for b = 0, . . . , B − 1 and where W−1(Ψ, κ) refers to an inverse-wishart distribution with scale
matrix Ψ and degrees of freedom κ. Distributions of error terms and of the error covariance are
i | Σ ∼ Nd(0,Σ), i = 1, . . . , n, (2.6)
Σ ∼W−1(Ψ, κ). (2.7)
Jeffreys’ prior for the inverse-Wishart distribution is obtained for Ψ = 0, κ = 0, so that the
density is p(Σ) ∝ |Σ|−(d+1). For a reasonable number of observations this is possible, although
using an identity scale matrix and κ = d+ 1 does yield the uniform distribution for off-diagonal
correlation parameters (Tokuda et al., 2011), and can be useful in practice.
The likelihood and prior distributions are then combined to obtain a posterior distribution of
all covariance parameters, and of the individual factor levels.
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2.1 Posterior Factorization
To obtain a computationally convenient form of the posterior, improper prior distributions are
used on the joint prior distribution of levels within a factor similarly to the univariate case.
In the linear model, estimating levels of factor b, i.e. {β(b)1 , . . . ,β(b)nb }, requires constraints. As
before, including analogous constraints in the prior of a Bayesian model allows for convenient
posterior factorization. Degrees of freedom for each factor are then accounted for in the corre-
sponding covariance posterior. Using a vectorized form of the model, Y = (YT1 , . . . ,Y
T
n )
T ∈ Rnd
and β(b) = (β
(b)T
1 , . . . ,β
(b)T
nb )
T ∈ Rnbd, is convenient for the development. The constraint
Cbβ
(b) = 0 ∈ Rcbd, where there are cb constraints, combined with (2.3), (2.4), is now
Y | {β(b),Cbβ(b) = 0}B−1b=0 ,Σ ∼ Nnd
(
B−1∑
b=0
β(b), In ⊗Σ
)
, (2.8)
β(b) | Cbβ(b) = 0,Σb ∼ Nnbd(1nb ⊗ β(b)0 , Ω˜b), b = 0, . . . , B − 1, (2.9)
with ⊗ denoting the Kronecker product. The singular matrix Ω˜b has rank d(nb − cb). To
derive the improper prior the unconstrained and vectorized form of (2.4) is first used. This has
covariance Ωb = Inb ⊗Σb.
The density can also be stated in terms of the precision matrix, which is the inverse of the
covariance, Qb = Ω
−1
b , and is also given as a Kronecker product. Using an eigendecomposition
Qb = ΓΛΓ
T ⊗Σ−1b , it is seen that this allows for arbitrary cases, other than the identity Inb , to
be used. The rank deficiency is introduced by removing cb eigenvalues from the diagonal matrix
Λ, e.g. Λ˜ = diag(0, . . . , 0, λcb+1, . . . , λnb), leading to Q˜b = ΓΛ˜Γ
T ⊗Σ−1b (Rue and Held, 2005).
Let |Q|∗ be the pseudo determinant of a singular matrix, that is, the product of its non-zero
eigenvalues. In the case of the identity, as in (2.8), the eigenvalues are one. Thus, densities of
the likelihood (2.8) and of factor level priors (2.9) are
p(Y | {β(b)}B−1b=0 ,Σ) ∝ |Σ|−n/2exp
(
−1
2
n∑
i=1
(Yi − Ŷi)TΣ−1 (Yi − Ŷi)
−1
2
B−1∑
b=0
nb∑
j=1
(β
(b)
j − β̂
(b)
j )
T n
nb
Σ−1 (β
(b)
j − β̂
(b)
j )
 ,
p(β(b) | Σb) ∝ |Q˜b|1/2∗ exp
(
−1
2
(β(b) − 1⊗ β(b)0 )T Q˜b(β(b) − 1⊗ β(b)0 )
)
∝ |Σb|−(nb−cb)/2exp
−1
2
nb∑
j=cb+1
(β
(b)
j − β(b)0 )TΣ−1b (β(b)j − β(b)0 )
 ,
where ·̂ denotes least squares estimates. As before, when least squares estimates are independent
of one another, then analogous constraints placed on factor level priors allow the posterior to
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be factored as
p(Σ, {Σb,β(b)}B−1b=0 | Y) = p(Σ | Y)
B−1∏
b=0
p(Σb, β
(b) | Y, Σ). (2.10)
Each joint density of a set of factor levels and of the variance component for the factor, i.e.
p(Σb,β
(b) | Y,Σ), is then further partitioned. Using the Woodbury identity, and similar
matrix identities, the formula
(x − s)TU−1(x − s) + (x − t)TV−1(x − t)
= tr
(
(U + V)−1(s − t)(s − t)T ) + (x −P−1m)TP(x −P−1m), (2.11)
is derived, where P = U−1+V−1, m = U−1s+V−1t . The superpopulation covariance posterior
and the factor level posteriors are then found through the decomposition of quadratic forms of
factor levels and of least squares estimates
tr
[
(Σβ +
nb
n
Σ)
−1Bb
]
+
cb∑
j=1
(β
(b)
j − β̂
(b)
j )
T n
nb
Σ−1 (β
(b)
j − β̂
(b)
j )
+
nb∑
j=cb+1
(β
(b)
j −P−1b m (b)j )TPb(β(b)j −P−1b m (b)j ),
with Pb = Σ
−1
b +
n
nb
Σ−1 , m
(b)
j =
n
nb
Σ−1 β̂
(b)
j + Σ
−1
b β
(b)
0 , and where tr(·) denotes the trace
operator. Additionally, Bb =
∑nb
j=cb+1
(β̂
(b)
j − β(b)0 )(β̂
(b)
j − β(b)0 )T , is analogous to a matrix sums
of squares of the unconstrained factor level estimates that has been adjusted by the prior mean.
This allows for the posterior (2.10) to be further simplified as
p(Σ, {Σb, β(b)}B−1b=0 | Y) = p(Σ | Y)
B−1∏
b=0
p(Σb | Y, Σ) p(β(b) | Y, Σ, Σb), (2.12)
such that there is no need for computationally intensive MCMC procedures. The corresponding
distributions of (2.12) are
Σ | Y ∼W−1
(
Ψ +
n∑
i=1
(Yi − Ŷi)(Yi − Ŷi)T , κ + n−
B−1∑
b=0
nb
)
, (2.13)
Σb +
nb
n
Σ | Y,Σ ∼W−1 (Ψb + Bb, κb + nb − cb) , (2.14)
β
(b)
j | Y,Σ,Σb ∼
Nd
(
β̂
(b)
j ,
nb
n Σ
)
j = 1, . . . , cb,
Nd
(
P−1b m
(b)
j , P
−1
b
)
j = cb + 1, . . . , nb,
(2.15)
for b = 0, . . . , B − 1. To sample from the full posterior, a realization from (2.13) is drawn, then
realizations from (2.14) for each factor, and finally realizations of the levels from (2.15) for each
factor. Factor levels are adjusted according to constraints and sample variances are calculated
for each factor to obtain a realization of each finite-population variance, thereby eliminating the
need for MCMC techniques.
21
3 Quantifying Multivariate Variability
Some advantages of the hierarchical Bayesian ANOVA approach for univariate data are in being
able to assess how each distinct source of variation in the model contributes to overall variability,
as well as quantifying how these sources compare with one another. In the multivariate setting,
however, such assessments and comparisons are not straightforward. To be able to quantify
and compare the amount of variability that each factor contributes to overall variability, the
variance components must be explicitly compared. In the univariate case this is a comparison
of the magnitude between scalars, i.e. ascertaining whether σ2b > σ
2
b
′. In the multivariate case
variance components are covariance matrices. The natural progression of comparisons would be
Σb > Σb′ , where A > B implies that A−B is positive definite and noting that proper covariance
matrices are positive definite. This forms, however, only a partial order, thus this comparison
is not always available. In such a case it is necessary to define adequate covariance criteria.
To facilitate comparison of covariance matrices from different sources of variability (factors),
dimensionality reduction is used to introduce a total ordering. Specifically, a function that maps
the space of covariance matrices to scalars is used, e.g. f : Wd×d → R, where the codomain is
typically restricted to positive values. Thus, the idea is that a type of criterion, or a set of
criteria, is needed to quantify the amount of variability that is present in a covariance matrix.
The objective of any criteria is to adequately summarize the qualities of the covariance that are
of interest. Several such criteria are now given.
• Effective variance as defined by Pena and Rodriguez (2003) is
Ve(W) = |W|1/d, (3.1)
although they use this as a measure of multivariate variability such that the notation is
Ve(X) = |ΣX|1/d, for X ∼ Nd(µ,ΣX).
• Effective dependence (Pena and Rodriguez, 2003) is defined as
De(W) = 1− |R|1/d. (3.2)
where R is the correlation matrix corresponding to W, i.e. R = D−1WD−1, and D is the
diagonal matrix with entries Di,i =
√
Wi,i.
• Sphericity (Anderson, 1984, p427), used to test the hypothesis H0 : Σ = σ2I, is given by
ψ(W) =
|W|1/d
(1/d)tr(W)
. (3.3)
If ψ = 1, then the shape of the data with the given covariance is a sphere and H0 is
accepted. If ψ = 0, the data exists in a lower dimension, i.e. covariance is rank deficient.
If the matrix is a correlation matrix, the relation ψ(W) = 1−De(W) exists.
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• Generalized variance (Mardia et al., 1979) is a measure of the volume of the ellipsoidal
contours of the distribution function, i.e. the determinant
Vg(W) = |W|. (3.4)
• Total variance (Geinitz et al., 2012b) is the sum of all the covariance matrix entries
Vt(W) = 1
TW1, (3.5)
The name total variance has previously been used to represent the trace of a covariance,
i.e. the sum of the marginal variances (Mardia et al., 1979).
• Total marginal variance (Geinitz et al., 2012b) is the total of the marginal variances, which
is the trace
Vm(W) = tr(W). (3.6)
This criterion disregards covariance terms that are present and thus for a covariance matrix
with off-diagonal summing to a strictly positive value, the identity Vt(W) > Vm(W) will
be satisfied.
Since the covariance criteria (3.1)–(3.6) reduce the dimensionality of the random matrices, it
is possible to consider their densities directly, as seen in Figure 3.1 for several different types
of dependency structures. Quantiles are shown as dotted lines, means as dashed lines, and
the criteria evaluated at the scale matrix Ψ is shown as a thick grey line. This illustrates the
behavior of the different criteria as well as the uncertainty of their distribution for different Ψ.
An advantage of (3.1)–(3.3) is that they are independent of dimension. However, comparisons to
values that can be considered as the truth, i.e. the criterion of the scale matrix, Ve(Ψ), are not
as apparent as when the linear criteria of (3.5) and (3.6) are used. This is particularly noticeable
when a covariance is nearly diagonal, as seen by the fact that the 0.025 and 0.975 quantiles often
do not cover the true value for these criteria (bottom row of Figure 3.1). Alternatively, criteria
(3.4)–(3.6) do provide coverage over the value corresponding to the true Ψ. Again, because
of the linearity of criteria (3.5) and (3.6), they correspond precisely to the underlying scalar
parameters regardless of the form of the scale matrix (two right-most columns of Figure 3.1).
While the first three criteria may be useful in certain cases, and can be used for hypothesis
tests on the form of the covariance, the latter three are more appropriate for deriving confidence
interval types of summaries.
Criteria (3.4)–(3.6) can be concisely summarized by inverse-χ2ν distributions, χ
−2
ν . For a matrix
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Ve(W) De(W) Ψe(W) Vg(W) Vt(W) Vm(W)
0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.3 0.5 0.7 0.9 0.0 0.4 0.8 1.2 0 5 15 25 35 2 4 6 8 10
Figure 3.1: Comparison of scalar covariance criteria for a 5 × 5 matrix W that is inverse-
Wishart distributed, W−1(Ψ, κ = 12), with scale matrix Ψ being equal to first-order au-
tocorrelation matrix with correlation 0.5 (top row), first-order autocorrelation matrix with
negative correlation −0.3 (second row), equicorrelation matrix with correlation 0.4 (third
row), and identity matrix (bottom row). The mean (dashed vertical lines) and quantiles
corresponding to 0.025 and 0.975 (dotted vertical lines) of the distribution are shown. The
criteria functions evaluated at the scale matrix parameter, e.g. Ve(Ψ), are denoted by thick
grey lines.
parameter, W, distributed as an inverse-Wishart, W ∼W−1(Ψ, κ), it is known that
Vg(W) ∼ |Ψ| ·
(
d∏
i=1
χ2κ−d+i
)−1
, (3.7)
Vt(W) ∼ 1TΨ1 · χ−2κ−d+1, (3.8)
Vm(W) ∼
d∑
i=1
λi · χ−2κ−d+1, (3.9)
where λ1, . . . , λd = eig(Ψ) (Mardia et al., 1979). In the example illustrated by Figure 3.1,
functions are evaluated on cW, with c = κ− d− 1. Since the expectation of an inverse-Wishart
distribution is Ψ/c, this facilitates direct comparison to the scale matrix.
Graphical representations are useful to understanding the results of any analysis, and in commu-
nicating results to others. However, visually displaying higher dimensional data and structures
presents many challenges. Some examples of plotting higher dimensional data, are vector fields
(e.g. wind data with speed and direction), ellipses or angles for correlation (Murdoch and Chow,
1996; Friendly, 2002; Wright, 2012), or glyphs. Visualizations of distributions of covariance ma-
trices are even more challenging. Similar to the elliptical approach, these distributions can be
presented by displaying a large set of ellipses that have been derived from the distribution in
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which axis lengths correspond to eigenvalues and direction to eigenvectors of the decomposed
covariance matrix. This is the approach used by Tokuda et al. (2011) and Geinitz et al. (2012b).
3.1 Spatial Data
Geostatistics is a subfield of statistics that is concerned primarily with data of a geographical,
or spatial nature. The underlying assumption behind geostatistics is that geo-referenced data
points that are close to one another are alike. As the distance between two points increases, then
so does the degree of their independence (Cressie, 1993). Stationarity is also typically assumed,
so that the covariance between two points s1, s2 does not depend on their locations, but only
on the distance between them h = ‖ s1 − s2 ‖. The advantage of such spatial dependence
assumptions is that the covariance parameter space is reduced from n(n + 1)/2 to only a few
parameters, e.g. σ2, ρ. Hence, spatial data is a type of multivariate data.
There exist many functions that define spatial dependence. Common among them are the
parameters corresponding to a marginal variance and a range, denoted by σ2 and ρ, respectively.
The range governs how quickly spatial dependence dissipates and can be related to the concept
of correlation, hence the use of the symbol ρ. The Mate´rn function is a general spatial covariance
function and is defined as
C(h) = σ2
1
Γ(ν)
(
h
2ρ
)ν
2Kν
(
h
ρ
)
, (3.10)
where ν is a smoothness parameter and Kν is the modified Bessel function of the second
kind (Mate´rn et al., 1960). Setting ν = 0.5 results in the exponential covariance, C(h) =
σ2 exp(−h/ρ). As ν → ∞ the Gaussian covariance, C(h) = σ2 exp(−h2/ρ), is obtained. While
not a special case of the Mate´rn class of functions, the spherical covariance function,
C(h) =

σ2, if h = 0,
σ2
(
1− 3h2ρ + h
3
2ρ3
)
, if 0 < h ≤ ρ,
0, if h > ρ,
(3.11)
is also useful, as the covariance is zero at distances greater than range ρ (Schabenberger and
Gotway, 2005). See also Wackernagel (2003) for a comprehensive review of spatial covariance
functions that are available.
4 Higher Dimensions and Spatial Resolutions
For data in higher dimensions, such as the climate projections on the order of d = 104 in size
that are examined herein, the steps needed for computation, i.e. obtaining posterior distribu-
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tions, sampling from the posterior, etc., must be considered. Specifically, covariance matrices
for multivariate data of this size would be approximately one-half gigabyte in size for 64-bit
numerical representations.
Matrices of this size become prohibitively costly for operations needed in evaluating a density,
or in generating a random sample. These types of computations require steps such as solving a
linear system and calculating determinants. The standard approach to computation when large
matrices are involved is to obtain a sparse matrix representation of covariances, so that the
number of non-zero entries is on the order of d, rather than d2. A Cholesky factorization is able
to maintain the sparsity, thereby allowing for quick solving of a linear system and calculation of
a determinant.
Several strategies exist to obtain sparse representations. For spatial processes with primarily
local behavior, one can introduce sparsity through a tapering approach (Furrer et al., 2006),
i.e., direct multiplication of the covariance with a sparse correlation matrix. To adequately
capture large scale structure Cressie and Johannesson (2008), and Stein (2008) have suggested
exact methods for covariances essentially of the form Σ = θ0U + θ1I, where U is an unknown
matrix with rank p being small relative to its dimension. These lead to matrix operations dic-
tated by the value of p. Rue and Tjelmeland (2002) take another approach, utilizing Gaussian
Markov random field approximations to Gaussian processes which then result in sparse precision
matrices. While the sparse precision matrix approach has been shown to produce reasonable
approximations for spatial covariances (Lindgren et al., 2011), it disregards the natural interpre-
tation of spatial covariance functions and therefore this approach was not used here. For any of
these strategies software libraries such as spam (Furrer and Sain, 2010) exist to carry out sparse
matrix computations.
For the climate simulation data examined herein, estimates of spatial ranges have exceeded the
limits for which a sparse matrix representation is possible. Practical values of sparsity (number
of non-zero entries) for a matrix are dependent upon the operations being done. Table 4.1
shows the sparsity of the 8192 × 8192 covariance matrix, whose dimensions correspond to the
2.8◦ resolution shown in Figure 1, when various ranges over the Earth have been used. Timing
of a matrix-vector multiplication is shown for both the sparse matrix object and the full matrix.
This was carried out on a 2GHz Intel processor.
Due to the substantial ranges of the spatial fields considered, full covariance matrices are used.
As a result, the use of approximations at other stages of the analysis have been implemented.
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Table 4.1: Computation with a spatial covariance matrix over different ranges (column 1) in
terms of memory storage (column 2) and processing time of a matrix-vector multiplication
(column 3). Processing time for the multiplication with a full matrix representation is
shown for comparison (column 4).
Range Sparsity Computation Non-sparse Computation
(103 miles) (degrees) (% non-zero entries) (10−3 seconds) (10−3 seconds)
2 29◦ 8.3% 29 132
4 58◦ 25.8% 91 154
6 87◦ 47.4% 171 189
8 116◦ 69.6% 282 211
10 144◦ 88.4% 397 183
4.1 Approximating Marginal Variance Posteriors
Consider spatial data in which a factor α is distributed according a spatial covariance function
and with errors  being spatially independent, i.e. white noise. Observations reside in Rd and
are given by
Yij = µ + αi + ij , i = 1, . . . , nα, j = 1, . . . , n, (4.1)
with model specification
Yij | µ,αi, σ2 ∼ Nd(µ + αi, σ2 I), (4.2)
αi | σ2α ∼ Nd(α0, σ2αRα), (4.3)
uα = σ
2
α +
nα
n
σ2 | σ2 ∼ InvG(ψα, κα), (4.4)
σ2 ∼ InvG(ψ, κ), (4.5)
for i = 1, . . . , nα, j = 1, . . . , n. As is sometimes done in analyses involving spatial fields,
the range parameter is estimated a priori (Furrer et al., 2007), as well as other smoothness
parameters, e.g. ν for the Mate´rn function. Thus, the spatial correlation matrix Rα is assumed
to be known. The spectral decomposition Rα = ΓΛΓ
T , and Λ = diag(λ1, . . . , λd), yields the
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superpopulation variance posterior densities
p(σ2 | Y) ∝ p(σ2 ) · (σ2 )−(n−1−nα)/2 exp
(
− 1
σ2
1
2
nα∑
i=1
n∑
j=1
(Yij − Ŷij)T (Yij − Ŷij)
)
, (4.6)
p(σ2α | Y, σ2 ) ∝ p(σ2α) · |σ2αRα +
nα
n
σ2 I|−(nα−cα)/2etr
(
−1
2
(σ2αRα +
nα
n
σ2 I)
−1Sα
)
= p(σ2α) ·
d∏
k=1
(σ2αλk +
nα
n
σ2 )
−(nα−cα)
2 exp
(
−1
2
(ΓTSαΓ)k,k
σ2αλk +
nα
n σ
2

)
, (4.7)
where etr is the exponential trace operator and Sα =
∑nα
i=cα+1
(α̂i −α0)(α̂i −α0)T.
Using the form given in (4.7), the conditional posterior density p(σ2α | Y, σ2 ) can be closely
approximated by an inverse-gamma distribution. Note that each of the terms in the product
are proportional to an inverse-gamma distribution that has been shifted. Using the substitution
u = σ2αλk +
nα
n σ
2
 , an inverse-gamma density fk(u) ∝ u−s exp(−tk/u), with s = nα−cα2 and
tk =
1
2(Γ
TSαΓ)k,k, is found. The original support, σ
2
α > − 1λmax nαn σ2 , where λmax is the largest
eigenvalue, is then u > nαn σ
2
 (1− λkλmax ).
As an illustration, consider an 8192 × 8192 spatial covariance matrix with range parameter
ρ = 4000 miles. This resolution corresponds to geographical locations being 2.8◦ apart from one
another. Climate data similar to that shown in Figure 1, and that is later examined (Furrer
et al., 2012), is utilized to obtain the required posterior parameters. The left and middle plots
of Figure 4.1 illustrate a set of the individual shifted densities, fk. The right side of the figure
shows the original density (grey solid line) and the inverse-gamma approximation (black dotted
line) that are found by using Laplace approximation to identify a normalizing constant, and first
and second moments, and then moment matching to identify shape and scale parameters. It is
often the case that approximations based on eigendecompositions of matrices fit reasonably well
with a subset of fk corresponding to the largest eigenvalues. However, because of the shifting
and scaling due to both λk and tk, a large number of functions fk must be included. Hence, all
are included in the approximation here, as there is no additional computational cost to do so.
4.2 Multivariate Gaussian Parameter Approximations
For additional factors in a spatial field analysis of variance procedure, a parameterization using
(4.2)–(4.5) is utilized, where each factor in the model b = 0, . . . , B− 1 is considered to be in the
form of (4.3), that is, a covariance matrix in the form of a spatial covariance. For prior mean
α0 = 0, the individual unconstrained factor levels for i = cα + 1, . . . , nα then have the posterior
distribution
αi | Y, σ2 , σ2α ∼ Nd
(
P−1m i, P−1
)
, (4.8)
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Figure 4.1: Individual densities in the product (4.7) (left and middle). These then yield an
inverse-gamma approximation (right, grey solid line) for the posterior density of σ2α | Y, σ2
(right, black dotted line).
where P = (σ2αRα)
−1 + (σ2
nα
n I)
−1, m i = nσ2nα α̂i. Note that this is the form of (2.15), where
Σb is a spatial covariance matrix. As a generalization consider a multivariate random variable
X ∼ Nd (g , F) , (4.9)
where F =
(
(x1R)
−1 + (x2I)−1
)−1
and g =
(
(x1R)
−1 + (x2I)−1
)−1
1
x2
s are in the same form as
P−1 and P−1m i, respectively. The mean and variance are thus considered as functions of two
scalar variance components x1, x2, which are then considered as arguments to the d-dimensional
vector valued function
g(x1, x2) =
(x2
x1
R−1 + I
)−1
s, (4.10)
and to the d× d matrix valued function
F(x1, x2) =
(
(x1R)
−1 + (x2I)−1
)−1
. (4.11)
For repeated sampling from (4.9) it is not efficient to require matrix inversion. Thus, a first-
order series approximation of these functions is utilized, where the expansion of a vector/matrix
valued function of two scalar parameters about the point (a1, a2) is
U(x1, x2) ≈ U(a1, a2) + (x1 − a1) ∂U
∂x1
(a1, a2) + (x2 − a2) ∂U
∂x2
(a1, a2),
and yields the approximations
g˜(x1, x2) = g(a1, a2) + (x1 − a1) 1
a2
R
(
a1
a2
R + I
)−2
s − (x2 − a2)a1
a22
R
(
a1
a2
R + I
)−2
s
= g1 + (x1 − a1)g2 − (x2 − a2)g3,
F˜(x1, x2) = F(a1, a2) + (x1 − a1)a22R (a1R + a2I)−2 + (x2 − a2)
1
a22
(
1
a1
R−1 +
1
a2
I
)−2
= F1 + (x1 − a1)F2 + (x2 − a2)F3,
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where gk,Fk, k = 1, 2, 3 may be computed one time so that scalar differences, x1 − a1, x2 − a2,
are all that is needed for repeated sampling of X˜ ∼ Nd(g˜ , F˜). Of particular interest is the
discrepancy incurred when sampling with X˜ as opposed to X. That is, for standard multivariate
normal random variable Z, consider
X = g(x1, x2) + F(x1, x2)
1/2Z,
X˜ = g˜(x1, x2) + F˜(x1, x2)
1/2Z,
where the square root denotes an appropriate matrix decomposition. The approximation dis-
crepancy is measured using mean square error
MSE[X˜] = E[(X− X˜)(X− X˜)T ]
= (g − g˜)(g − g˜)T + (F1/2 − F˜1/2)(F1/2 − F˜1/2)T .
Using the eigendecomposition R = ΓΛΓT , with Λ = diag(λ), this is further decomposed as
MSEg = (g − g˜)(g − g˜)T
= (ΓDgΓ
T s)(ΓDgΓ
T s)T , (4.12)
MSEF = (F
1/2 − F˜1/2)(F1/2 − F˜1/2)T
= ΓDFΓ
T . (4.13)
Diagonal matrix Dg = diag(dg) is given by
Dg =
(
x2
x1
Λ−1 + I
)−1
−
((
a2
a1
Λ−1 + I
)−1
+(x1 − a1)a2
a1
Λ−1
(
a2
a1
Λ−1 + I
)−2
− (x2 − a2) 1
a1
Λ−1
(
a2
a1
Λ−1 + I
)−2)
= diag
(
λ
(a1x2 − a2x1)
(a1λ+ a2)2
(
1− a1λ+ a2
x1λ+ x2
))
, (4.14)
while DF = diag(dF ) is
DF = D + D˜− 2D1/2D˜1/2
= diag
(
x1x2λ
x1λ+ x2
+ λ
x1a
2
2 + x2a
2
1λ
(a1λ+ a2)2
− 2
(
x1x2λ
2(x1a
2
2 + x2a
2
1λ)
(a1λ+ a2)2(x1λ+ x2)
)1/2)
, (4.15)
with
D =
(
1
x1
Λ−1 +
1
x2
I
)−1
,
D˜ =
(
1
a1
Λ−1 +
1
a2
I
)−1
+ (x1 − a1)a22Λ (a1Λ + a2I)−2 +
x2 − a2
a22
Λ−1
(
1
a1
Λ−1 +
1
a2
I
)−2
.
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Recalling that x1, x2, while conditioned on, are random variables representing variance compo-
nents in a hierarchical Bayesian ANOVA model, consider now the balanced case with n = n1 ·n2.
That is, there are n1 levels of factor 1 and n2 replicates for each level such that factor 2 can be
considered as the model error term. Random variables are then x1 = σ
2
1, x2 = σ
2
2
n1
n = σ
2
2
1
n2
.
Series expansion is done around the means of the respective parameters, a1 = µ1 = E(x1), and
a2 =
1
n2
µ2 =
1
n2
E(x2) such that (4.14), (4.15) are
Dg = diag
(
λ
n2
(µ1σ
2
2 − µ2σ21)
(µ1λ+ µ2
1
n2
)2
(
1− µ1λ+ µ2
1
n2
σ21λ+ σ
2
2
1
n2
))
=
1
n2
D′g,
DF = diag
 1
n2
 λσ21σ22
σ21λ+ σ
2
2
+
λ(σ21
µ22
n2
+ σ22µ
2
1λ)
(µ1λ+ µ2)2
− 2[σ21σ22λ2(σ21 µ22n2 + σ22µ21λ)
(µ1λ+ µ2)2(σ21λ+ σ
2
2)
]1/2 = 1
n2
D′F .
From which it follows that MSE[X˜] converges to 0 as n2 →∞, since
lim
n2→∞
MSEg = lim
n2→∞
1
n22
(
ΓD′gΓ
T s
) (
ΓD′gΓ
T s
)T
= 0,
lim
n2→∞
MSEF = lim
n2→∞
1
n2
ΓD′FΓ
T = 0,
and implies convergence in probability, X˜
p→ X, as well.
The MSE is now illustrated using data that has been analyzed in the thesis. Using an exponential
spatial covariance matrix with range ρ = 4000 miles on a 2.8◦ resolution (same as that of
Figure 1), surfaces of (4.12),(4.13), and of the total MSE = MSEg + MSEF are calculated. The
values over which the surfaces are found are obtained using the joint densities of parameters
x1 = σ
2
α, x2 =
nα
n σ
2
 , with distributions (4.7), (4.6), respectively. Note that the joint density is
p(x1, x2) = p(x1|x2)p(x2), and that a negative correlation is typically present between the two.
The data used to generate these posterior distributions is the same as that of Figure 4.1, and is
later examined in more depth (Furrer et al., 2012). The range over which the approximation is
made is then (x1, x2) ∈ [a1± 10 · SD(x1)]× [a2± 10 · SD(x2)], where SD(·) denotes the standard
deviation and a1, a2 are the corresponding means. Results for MSEg and MSEF are shown in
the left and middle plots of Figure 4.2. In the right-most plot, the total MSE is shown together
with the (scaled) joint density of x1, x2, so that the area over which the approximation is being
utilized can be seen. When this method is used in practice, (Furrer et al., 2012; Geinitz et al.,
2012b), the support of the joint density has also been found to fall well within the bounds of
area for which the linear approximation is accurate.
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Figure 4.2: The mean-squared error, between a random variable X with mean g(x1, x2)
and variance F(x1, x2) and X˜ with linearly approximated mean g˜(x1, x2) and variance
F˜(x1, x2), is decomposed into the terms MSEg (left) and MSEF (middle). As x1, x2 are
themselves random variables corresponding to marginal variances in a spatial covariance,
the (scaled) joint distribution from an analysis of actual GCM data is shown together
with total MSE = MSEg + MSEF (right), to see the area over which the approximation is
utilized. Series approximation is done about the point (a1, a2), which is the mean of (x1, x2)
and is located in the center of the plot.
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Thesis Summary
The thesis consists of four manuscripts. The contents of these are now briefly summarized.
Paper I
Conjugate distributions in hierarchical Bayesian ANOVA for computational efficiency and
assessments of both practical and statistical significance by Geinitz, S. and Furrer, R.
The motivation of this paper is to provide a summary of the current state of analysis of variance
as a staple in the current corpus of statistical methodologies. There are shifts underway, towards
methods that provide conclusions that are more relevant to scientific inquiries, but the procedures
are not rigorously defined, and nor are computationally practical procedures widely available.
In this paper a background of fixed, random, and mixed effects models is provided, and then
put into the context of a hierarchical Bayesian model. Examples that highlight the ability of
the new methodologies to identify practical significance of factors in a statistical model are also
given. This manuscript is still partially under development but is intended to be submitted for
publication in a suitable statistical journal.
The content and examples of the paper were completed by S. Geinitz.
Paper II
Multivariate analysis of global climate projections via rank deficient Bayesian ANOVA by
Geinitz, S., Furrer, R., and Sain, S. R.
In this paper we introduce our hiearchical Bayesian approach to analysis of variance. The
methodological contribution of the paper is in applying constrained prior distributions to factor
levels so that there is no need for Gibbs, nor MCMC sampling. Although this is developed for
the general multivariate case this can also be considered as a novel contribution for univariate
data. Several scalar criteria of covariances as well as visualization tools for the distributions of
covariance matrices are also discussed. The method is illustrated with a three-dimensional data
in one-way ANOVA simulation and with bivariate data consisting of global climate averages
for temperature and precipitation in a two-way ANOVA with temporal covariates. The climate
data has been generated through climate simulations by roughly twenty atmospheric research
33
facilities and has been used in the Fourth IPCC Assessment Report. The two primary factors
are the climate model and the emissions scenario employed. Despite the novel approach, our
results are consistent with those presented in the IPCC report.
The contents and analyses of the paper were carried out by S. Geinitz. R. Furrer has, however,
contributed through support and advising on all elements of the paper. S. Sain provided advice
on the aspects related to the use of the climate data, and on the adequacy of the method for
climate models.
Paper III
Bayesian analysis of variance for relative assessment of general circulation model effect
by Geinitz, S., Furrer, R., and Sain, S. R.
This paper further develops the hiearchical Bayesian analysis of variance method and applies it
to large (128 × 64) spatial fields covering the globe. The method is extended to higher dimen-
sional multivariate cases in which common spatial covariance functions are assumed, i.e. defined
by range and marginal variance parameters. We approximate the posterior of the marginal vari-
ance by decomposing the correlation matrix through its eigendecomposition. This non-standard
distribution can then be approximated by an inverse-gamma distribution to obtain the poste-
rior distribution of the spatial fields. Simulations are done for varying dimensions of spatial
fields. The method is then applied to simulated climate projections of temperature to assess
uncertainty from climate model and from emissions scenario, both as constants and with re-
spect to a linear temporal covariate. Graphical summaries of the posteriors show pointwise
exceedance probabilities in order to illustrate how variability from the different factors compare
over location.
The work in this paper has been carried out by R. Furrer and S. Geinitz. The simulation was
conducted by S. Geinitz, as was much of the analysis of climate data. R. Furrer was responsible
for much of climate discussion and selected figures of climate data, as well as for revisions of the
paper. S. Sain provided input on initial modeling steps and also provided motivation through
an earlier publication that was done in a similar spirit.
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Paper IV
Assessing variance components of general circulation model output fields by Furrer, R.,
Geinitz, S., and Sain, S. R.
In this paper we have provided a more thorough analysis of the climate data that was part of the
IPCC report by using spatial fields for both temperature and precipitation. Many graphical plots
are provided in order to illustrate how climate projections vary over location due to the factors
of climate model and emissions scenario, both as a constant and with a temporal covariate.
Broadly speaking, the results show that climate model is responsible for the greatest amount
of variation in the data, and that the emissions scenario does not have as strong of an affect.
Posterior predictive distributions are shown to provide assessments of increases in temperature
and precipitation over the globe in probabilistic statements. An early section of the paper
provides an introduction and toy example of the hierarchical Bayesian approach to analysis of
variance.
The writing and analyses in this paper were completed by S. Geinitz. R. Furrer has supervised
on every step of the paper and offered suggestions for the most informative graphical summaries
to provide. S. Sain reviewed the paper several times and gave input on the overall clarity of the
paper.
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Abstract Assessing variability according to distinct factors in data is a funda-
mental technique of statistics. The method commonly regarded to as analysis of
variance (ANOVA) is, however, typically confined to the case where all levels of
a factor are present in the data (i.e. the population of factor levels has been ex-
hausted). Random and mixed effects models are used for more elaborate cases, but
require distinct nomenclature, concepts and theory, as well as distinct inferential
procedures. Following a hierarchical Bayesian approach, a comprehensive ANOVA
framework is shown, which unifies the above statistical models, emphasizes practi-
cal rather than statistical significance, addresses issues of parameter identifiability
for random effects, and provides straightforward computational procedures for in-
ferential steps. Although this is done in a rigorous manner the contents herein can
be seen as ideological in supporting a shift in the approach taken towards analysis
of variance.
Keywords: ANOVA; fixed effects; random effects; variance components; hierar-
chical Bayes; multilevel model; constraints
1 Introduction
As an independent field of study Statistics is rather young. Many of the methods, tech-
niques, and philosophies can be attributed to a handful of statisticians during the first
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half of the twentieth century. Among these, R.A. Fisher is often recognized as having had
a profound influence on the field. It has been said that Fisher single-handedly created
the foundations of modern statistical science (Hald, 1998). For statisticians the first con-
tribution that comes to mind is his work in development of likelihood theory. However,
for the greater scientific community, one might consider his formulation of analysis of
variance as the most significant contribution.
As much of Fisher’s work was in agriculture, an apt example to consider is the one-way
ANOVA, Yij = µ+αi+ ij, in which observations are on crop yield, with i, j representing
the jth plant receiving fertilizer treatment i. An appropriate decomposition of the data
should then reveal the variability due to different fertilizers while accounting for variabil-
ity within plant groups that receive the same type of fertilizer treatment. Thus, analysis
of variance is essentially a pragmatic decomposition of the data. In correspondence Fisher
has been cited (Searle et al., 1992) to have said,
“The analysis of variance is (not a mathematical theorem but) a simple
method of arranging arithmetical facts so as to isolate and display the es-
sential features of a body of data with the utmost simplicity.”
The elegance and power of this methodology is perhaps what has caused ANOVA to
become so popular in nearly all areas of scientific research. However, along with the
ubiquitous support of the methodology has come a pervasive reliance on its conclusory
result, the p-value. Recognition of this problem is not new. It has been long noted by
researchers in other fields that the hypothesis-based point of view, which relies on statis-
tical significance, should be amended (Yoccoz, 1991; Fidler et al., 2004; Ioannidis, 2005).
The statistical community has also long acknowledged the need to provide methodolo-
gies that are first and foremost, “of use to scientists in making quantitative inferences,”
(Nelder, 1999). The problem is that the standard methods that continue to be imparted
on students focus on statistical significance. As stated by Savage (1957), a method that
does so “simply reflects the size of the sample and the power of the test, and is not a
contribution to science.” Thus, any standard, or default methodology that aims to de-
compose variation present in a set of observations according to factors of interest, should
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be able to address practical significance as well.
In addition to the base objective of analysis of variance, to decompose variation in
observations according to distinct sources of variability, a default method used in ini-
tial/exploratory work should accomplish the following.
• Allow for each factor to simultaneously consider variability due to the observed set
of effects (finite population variance), as well as the variability from unobserved
effects (superpopulation variance), thereby permitting greater flexibility in model
choice with regards to fixed or random effects.
• Facilitate comparison of magnitude of variability across all factors in the model,
including errors, so that attention may be given to practical significance as well as
statistical significance of a factor.
• Provide ability to consider both magnitude and uncertainty of variance parameters
in the model, by providing confidence, or uncertainty intervals in a default analysis
summary.
These are precisely the goals of the analysis of variance framework proposed in this paper.
While the primary contribution may be seen as ideological in nature, technical issues are
also addressed, which help to facilitate the use of the more general framework.
The organization of the paper is as follows. Section 2 covers basic concepts of stan-
dard methods that are both widely taught and employed, as well as recent shifts in the
practice of ANOVA. Section 3 presents an alternative framework of ANOVA along with
modifications to the standard ANOVA table summary. Section 4 illustrates our method
and compares it to the classical approaches. In particular, we present an example in which
classical ANOVA yields identical p-values for two cases; one in which the factor under
investigation has low practical significance, and one with high practical significance.
2 Background
Following Fisher’s analysis of variance overall uncertainty is attributed to distinct factors
of an experiment through the use of a sum of squares decomposition. This is now shown
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with the balanced one-way analysis of variance model
Yij = µ+ αi + ij, i = 1, . . . , nI , j = 1, . . . , nJ . (1)
As a seminal example consider observations that are on crop yield with i, j represent-
ing the jth plant receiving fertilizer treatment i. More generally the indices represent
a factor level i and replicate j. The appropriate decomposition of the data, which re-
veals variability due to different fertilizers while accounting for variability within plant
groups that receive the same type of fertilizer treatment, is done with the arithmetical
arrangement that summarizes yield for each type, Y i. = n
−1
J
∑
j Yij, and for overall yield,
Y .. = n
−1∑
i
∑
j Yij = n
−1
I
∑
i Y i., where n = nI · nJ . Observations Yij are decomposed
with the identity
Yij − Y .. = (Yij − Y i.) + (Y i. − Y ..). (2)
Terms are then squared and summed, noting that the cross term on the right hand side
equals zero, so that a decomposition of the mean-adjusted sums of squares is
∑
i,j
(Yij − Y ..)2︸ ︷︷ ︸
SST
=
∑
i,j
(Yij − Y i.)2︸ ︷︷ ︸
SSE
+nJ
∑
i
(Y i. − Y ..)2︸ ︷︷ ︸
SSA
, (3)
The terms SST, SSA, and SSE denote total (adjusted) sum of squares, sum of squares
among groups, and sum of squared errors, respectively. Note that each of these terms
is itself a sum of squares that is analogous to a sample variance s2 = k−1
∑k
i=1(xi −
x)2, for a set of independent observations x1, . . . , xk, and is thus proportional to a χ
2
distribution with appropriate degrees of freedom. Fisher showed that SSA and SSE
are both proportional to χ2 distributions, with nI − 1 and n − nI degrees of freedom,
respectively, and that they are independent, the general result of which is due to Cochran
(1934).
While this classical methodology provides a means to examine statistical significance,
it does not provide any formal assessment of practical significance. Loosely speaking,
practical significance can be considered as a contextual basis that allows data-specific
conclusions to be drawn, i.e. evidence that SSA is substantial when compared not only
to zero, but to SSE as well. Practical significance in the example above implies that
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the variability due to the fertilizer treatment is not only significantly different than no
treatment, but that when compared to plant-to-plant variability it is still significant. One
contribution of this paper is in attempting to formalize a statistical methodology that
rigorously provides a method of assessing practical significance.
2.1 Conventional Methods
A fixed effects model generally refers to the case when the observations have exhausted
the population of factor levels (e.g. treatments), or when interest lies only with the factor
levels that have been observed. Alternatively, random effects models are employed when
it is assumed that the factor levels are a subset of a greater population of possible levels.
This definition provided by Hoaglin et al. (1991, p195) is somewhat more explicit than
that given by Eisenhart (1947), in which the effects of a model are considered to be fixed
when they are all nonrandom, and considered to be random when they are all random.
There exist many other definitions in the literature, some of which are not compatible.
See Gelman (2005) for a summary.
2.1.1 Fixed Effects
Consider the model given by (1) such that i = 1, . . . , nI denotes the factor level or
treatment, and j = 1, . . . , nJ denotes replications or errors. Observations are assumed
to be independent across replicates as well as across factor levels. Additionally, it is
generally assumed that
ij ∼ N(0, σ2 ). (4)
Analysis of variance generally aims to test the hypothesis that there is no difference
among the treatments,
H0 : α1 = · · · = αnI = 0, (5)
against the alternative hypothesis that at least one treatment level differs. The test is
a result of the sums of squares decomposition in (3), since SSE
σ2
∼ χ2n−nI and (under the
null hypothesis) SSA
σ2
∼ χ2nI−1, where n = nI · nJ . The expectation of these two terms
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is nJ
nI−1
∑
i α
2
i + σ
2
 and σ
2
 , respectively. The test of H0 is then carried out using the F
distributed ratio MSA
MSE
, where MSA = SSA
nI−1 and MSE =
SSE
n−nI . The term MSA is central
χ2nI−1 distributed when (5) is true, and non-central with shift of
nJ
nI−1
∑
i α
2
i + σ
2
 when
false.
The results described are concisely displayed in a tabular format (Fisher, 1925), as
seen in Table 1. The table culminates with (5) being tested based on the p-value of
p = Pr(FnI−1,n−nI > F ), which does not give any indication of the practical significance.
And despite recognition of the need to focus on effect sizes and confidence intervals
(Gardner and Altman, 1986; Nakagawa and Cuthill, 2007) rather than testing, the table
remains a staple among statistical methodologies.
Table 1: One-way analysis of variance.
Source Df Sum Sq Mean Sq F value Pr(>F)
Factor A nI − 1 SSA MSA F = MSAMSE Pr(FnI−1,n−nI > F )
Errors n− nI SSE MSE
2.1.2 Random Effects
In addition to the statistical model (1) and distributional assumption (4), there is an
additional assumption on the factor levels,
αi ∼ N(0, σ2α), i = 1, . . . nI , (6)
with αi and ij independent. Observations are then normally distributed with mean and
variance
E[Yij] = µ, Cov(Yij, Yi′j′) =

σ2α + σ
2
 i = i
′, j = j′,
σ2α i = i
′, j 6= j′,
0 i 6= i′.
This parameterization has the added benefit that the parameter space for the factor levels
is reduced from nI to 1, since only σ
2
α is estimated. Although individual levels, αi, may
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be predicted if necessary. Averaging over replications at factor level i yields the mean Y i·,
which are independently distributed N(µ, σ2α), where σ
2
α = σ
2
α+
σ2
nJ
. Thus, the likelihood
is a function of the three parameters µ, σ2 , and σ
2
α.
Analogous to (5), the initial inquiry of interest is generally concerned with whether
greater population variance σ2α is significantly different from zero. This corresponds to
the null hypothesis
H0 : σ
2
α = 0, (7)
and is tested using the same F-statistic as for (5) (Searle et al., 1992; Rao, 1997; Cox and
Solomon, 2003). Aside from its unintuitive nature, in that despite being random vs. fixed
the same test statistic is used, this hypothesis test does little to remark on the practical
significance of the variation due to factor α. Namely, the hypothesis may be rejected
even when variation due to the errors is substantially greater, as seen in the example of
Section 4.2.
Further inferential procedures on the variance components themselves are typically
based on method of moments estimators, or explicitly use the likelihood. In the latter
case, variability of the variance components are estimated with the Hessian of the likeli-
hood, as with the widely used R packages nlme (Pinheiro et al., 2006) and lme4 (Bates
and DebRoy, 2004). Wald-type confidence intervals can be then used to obtain confidence
regions for the parameters. Similarly, the asymptotic properties of the log likelihood can
be utilized to obtain confidence intervals using the χ2 distribution, as seen in Figure 2 of
Section 4.1.
2.1.3 Issues and Concerns
The choice to use a fixed or random effects model is not always immediately clear. The
terminology alone may be seen as ambiguous since the distinction between fixed effects,
random effects, and mixed effects is somewhat malleable. The simple fixed effects model
of Section 2.1.1 can be seen as having a random component in the errors, ij. Similarly,
the random effects model of Section 2.1.2 can be seen as having a fixed component, µ. In
both cases implying a mixed effects model. In practice a mixed effects model is employed
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when there are two or more factors, other than overall mean and errors, and they are not
all fixed (random).
More difficult perhaps is determining when each of these methods should be used. If
interest lies in the distribution of the random effects, i.e. the variance component σ2α, then
a random effects model should be chosen. If interest lies in the realized/observed levels
of the factor, then a fixed effects model is used. If both are of interest, then the random
effects should be chosen and levels are then predicted, rather than estimated. Searle
et al. (1992, p18) take a pragmatic approach to this by recommending that in any case
in which it is reasonable to assume that the levels of the factor come from a probability
distribution, i.e. that (6) may be assumed, then a random effects model should be chosen.
The usage of a random effects model, however, typically precludes the estimation of the
finite population variance.
An additional problem that arises in analysis of variance with several factors is the
so-called mixed models controversy (Voss, 1999; Lencina et al., 2005; Nelder, 2008). The
problem essentially comes down to how a hypothesis test of a random effect is carried
out when an interaction is also present in the model.
To resolve the issues above we support the notion of Gelman (2005), in that all fac-
tors in the model are treated as random. The procedural steps are then carried out
equivalently. If interest is in the observed (unobserved) levels of a factor, then greater
focus is given to the finite (super) population variance. However, because of parame-
ter dependencies involved in the unconstrained factor levels, Gelman recommends using
MCMC, in which redundant parameterization is used in order to reduce dependencies
and to speed up posterior sampling. Alternatively, we recommend using constraints to
define an improper joint prior distribution on the factor levels, thereby eliminating the
need for complex MCMC procedures, as in Geinitz et al. (2012). For the variables of
interest and the scenarios examined herein, the use of improper distributions avoids the
marginalization paradox of Dawid et al. (1973).
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2.2 Multilevel Models
Often times the results of an analysis should allow for simultaneous consideration of
both group level and individual level variability, e.g. variability according to schools and
to students within schools. Applications of such scenarios initially arose in the social
sciences (Goldstein, 1995; Kreft et al., 1998; Snijders and Bosker, 2011), but have also
included the health sciences (Von Korff et al., 1992; Greenland, 2000), and have provided
the basis for much of the work in multilevel models.
A multilevel model can be seen as a linear model with coefficients, i.e. factor levels,
that are themselves modeled (Gelman and Hill, 2006). More generally, this can be con-
sidered as a type of hierarchical Bayesian approach. However, while not explicit, the
multilevel point of view is useful in considering a generalized approach towards analysis
of variance. Because the simultaneous consideration of group and individual level vari-
ability entails the decomposition of variation according to each of these sources,“ANOVA
is fundamentally about multilevel modeling” (Gelman, 2005). That is to say, analysis of
variance from the viewpoint of multilevel models allows for both finite population and
superpopulation variance components to be considered, which can be seen as a unification
of fixed and random effects. This comprehensive approach to analysis of variance yields
useful results and has been used in other fields such as ecology (Qian and Shen, 2007),
genetics (Leinonen et al., 2008), and climate (Sain et al., 2011).
In practice there have been some hindrances in the adoption of this more general
approach to ANOVA. Computational procedures to carry out such an analysis typically
rely on either mixed effects models (e.g. lme4 package in R) or on MCMC methods (e.g.
WinBUGS). However, while mixed effects models can be used to obtain initial estimates
of the parameters in a multilevel model, inferential steps, e.g. confidence intervals, for
variance parameters are often done through likelihood approximation. For more explicit
inferential procedures it is necessary to use MCMC methods (Gelman and Hill, 2006,
p566). Although the added complexity and computation of MCMC, particularly when
the use is as an exploratory analysis step, can be a deterrent to this approach. A method
that is both precise in its inferential statements while being straightforward to implement
is not widely known.
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2.3 Bayesian Results
The hierarchical approach towards analysis of variance can be explained most readily
in a Bayesian framework. In an effort to explain this approach in a classical inference
framework Gelman (2005) recommends a simulation approach, which is reminiscent of
posterior sampling. Because we prefer to adopt an explicit Bayesian approach, we now
review some results on distributions for variance components that facilitate the procedure.
2.3.1 Prior Distributions
For the normally distributed random variable Y ∼ N(µ, σ2), prior specification of the
parameters can be done in many different ways. Initially, consider µ, σ2 to be either
known or unknown, each in turn. Following the invariance principle (Jeffreys, 1946),
prior distributions in univariate cases are then
µ known, σ2 unknown: p(µ) ∝ const,
µ unknown, σ2 known: p(σ2) ∝ (σ2)−1.
Box and Tiao (1992, p43) derive same priors using the concept of location and scale pa-
rameters. These identical priors are also found using the reference approach of Bernardo
and Smith (2000, p314), due to asymptotic normality of the posterior distributions.
Note that the density of p(σ2) ∝ (σ2)−1 corresponds to an inverse-gamma distribution,
Γ−1(u, v), with u = v = 0, where x ∼ Γ−1(u, v) implies the density p(x) ∝ x−u−1 exp(− v
x
).
Common values of hyperparameters have thus been limiting forms thereof, such as u =
v = ε, with ε small (Lunn et al., 2000). If prior independence between µ and σ2 is
assumed, then the two univariate priors are combined for
p(µ, σ2) = p(µ)p(σ2) ∝ (σ2)−1. (8)
Alternatively, Jeffreys’ prior for multivariate parameters θ = (µ, σ2)T without indepen-
dence leads to
p(µ, σ2) ∝ (σ2)−3/2. (9)
These correspond to σ2 ∼ Γ−1(u, v), with u = v = 0 for the prior given by (8), and
u = 1
2
, v = 0 for the prior given by (9).
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Box and Tiao (1992, p251) decompose the likelihood by group means, e.g. Y i. in (2),
to place a prior directly on σ2α. The joint prior distribution for µ, σ
2
 , σ
2
α is then
p(µ, σ2 , σ
2
α) ∝ (σ2σ2α)−1. (10)
Additionally, Jeffreys’ independence prior of the original variance parameters (σ2 , σ
2
α)
also leads to (10) (Box and Tiao, 1992). The multivariate analog of this has been used
as well by Everson and Morris (2000). Naturally, a prior may also be placed directly on
the parameter σ2α, although the posterior may no longer be as simple to work with.
2.3.2 Conjugacy
For observations Yi ∼ N(µ, σ2), i = 1, . . . , n, a multivariate conjugate prior for pa-
rameter θ = (µ, σ2)T is the normal-inverse-gamma distribution. This is denoted as
NΓ−1(µ0, τ, u, v) with µ0 ∈ R, τ, u, v > 0. More specifically,
µ | σ2 ∼ N(µ0, σ
2
τ
), (11)
σ2 ∼ Γ−1(u, v), (12)
with joint density,
p(µ, σ2) = p(µ|σ2) · p(σ2)
= (2pi
σ2
τ
)−1/2 exp
(
− τ
2σ2
(µ− µ0)2
)
· v
u
Γ(u)
(σ2)−u−1 exp
(
− v
σ2
)
. (13)
Priors corresponding to (8) and (9) can be found through limiting forms of this. These
are given, informally, by NΓ−1(0, 0,−1
2
, 0) and by NΓ−1(0, 0, 0, 0), respectively. Conjugate
priors of this form have been used extensively, although often with precision, τ = (σ2)−1,
resulting in a normal-gamma distribution (Bernardo and Smith, 2000, p136). The utility
of this general parameterization is in being able to conform to different prior specifications
while maintaining conjugacy. The full model is specified by the likelihood and prior
Y | µ, σ2 ∼ N(µ, σ2), (14)
(µ, σ2) ∼ NΓ−1(µ0, τ, u, v), (15)
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respectively, with the posterior distribution given by
(µ, σ2) | Y ∼ NΓ−1
(
τµ0 + ny
τ + n
, τ + n, u+
n
2
, v +
1
2
[∑
i
(yi − y)2 + (y − µ0)
2
n−1 + τ−1
])
.
(16)
3 Comprehensive ANOVA
Following the view of Gelman (2005) we see the hierarchical Bayesian approach towards
ANOVA (Section 2.2) as a means to unify the two distinct fixed and random effects
models. In addition to the hierarchical model structure a Bayesian model specification
is intuitive and practical. By following this approach the challenges discussed in Sec-
tion 2.1.3 are resolved.
Hierarchical Bayesian models are typically considered simply as mixed effects models
within the statistical community. However, because mixed effects models do not typically
provide assessments of uncertainty of the variance component estimates, nor is variability
of the observed set of factor levels examined by default, we do not see this as truly
providing a comprehensive approach towards ANOVA. As stated, multilevel modeling
seems to be a more natural strategy. As a result much of the work with multilevel models,
including analysis of variance according to various factors, has largely taken place in other
domains, primarily the social sciences (Goldstein, 1995; Gelman and Hill, 2006; Snijders
and Bosker, 2011). This can be seen as a failure of the statisticians, as Huber (2011)
states, “the consequences of not being able to adequately summarize and disseminate
common methodologies may be a divergence of statistics, that each field develops its own
version of statistics.” By presenting ANOVA in a more general hierarchical framework
we are also, “unifying the philosophies, concepts, statistical methods, and computational
tools” (Lindsay et al., 2004).
The unification of fixed and random effect models is clearly seen in the graphical model
of Figure 1. The successive layers of distributional assumptions is shown clearly here. The
inner-most box represents the fixed effects model, while the middle box represents the
random effects model. The hierarchical Bayesian ANOVA model, or simply comprehensive
ANOVA, is then represented by the outer-most box. The diagram explicitly shows the
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ANOVA1
ANOVA2
ANOVA3
φα
...
Fσ2α - σ2α
...
Fα -
φ
...
Fσ2 - σ2...
F -


µ Z
Z
ZZ~


αi -


ij 

>
Yij
Figure 1: Graphical model representing successive assumptions for the fixed effect
(inner box), random effect (middle box), and fully Bayesian (outer box) specifica-
tions.
unification of the models and immediately conveys a general view of ANOVA to students
and researchers not familiar with variance analyses. The notation created by Eisenhart
(1947) is here, where ANOVA1 corresponds to M1, the fixed effects model; and M2 to
ANOVA2, the random effects model. Instead of M3, which refers to a mixed effects model,
we have chosen to allow ANOVA3 to refer to a fully Bayesian parameterization. This
can be confusing though, as Cox and Solomon (2003) have pointed out, “Occasionally
the word Bayesian is used for any analysis involving more than one level of random
variation.” We agree with them, in that this can seem quite confusing, but nonetheless
consider ANOVA3 as a Bayesian analysis of variance procedure.
Analysis of variance in this framework allows the questions discussed in the Intro-
duction to be addressed, and also resolves many of the issues discussed in Section 2.1.3.
Gelman (2005) presents graphical summaries of this ANOVA approach that allow for vi-
sual comparison of confidence intervals for the variance components, which is possible for
both finite and superpopulation variance parameters. In Table 2 a proposed alternative
to the traditional ANOVA table is shown. Commonly significance in the classical ANOVA
table is merely a function of power. That is, given enough observations, nearly any ef-
fect will be deemed as statistically significant. Alternatively, Table 2 provides estimates
of the variance parameters, both finite and superpopulation, as well as a probabilistic
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assessment of practical significance. This is done with a direct comparison of posterior
distributions of all variance components against the error variance σ2 . A probability re-
garding hypothesis (7), i.e. that the superpopulation variance σ2α is equal to zero, can be
given as well. This probability, Pr(σ2α = 0|Y ), thus provides an assessment of statistical
significance. While a point null hypothesis is typically not of interest in a Bayesian set-
ting, there are two reasons that it is included here. First is to allow a comparison to the
standard frequentist method of ANOVA, which relies on a point null hypothesis. Second
is when a mass point is allowed in the posterior distribution, as will be seen in Section 4.
3.1 One-way Model
In the case of a single source of variation, as in (1), the model can be stated as Yij =
αi + ij. To fully illustrate the novel approach towards ANOVA, what can be referred to
as ANOVA3, this basic experimental setup is all that is required.
3.1.1 Model Specification
A particularly useful parameterization in the one-way configuration, that allows different
variance parameterizations while maintaining conjugacy, is an extension of the normal-
inverse-gamma distribution. This involves an additional inverse-gamma distribution for
Table 2: Comprehensive ANOVA summary utilizing posterior distributions to ob-
tain a summary of variance parameters (in units of standard deviation). Quantiles
are used to provide a type of confidence interval. The probability Pr(σα > σ|Y )
provides an assessment on practical significance for the parameter.
Parameter Mean Median Uncertainty Interval Sig. Rel. to Errors
α (finite) sα E[sα|Y ] Q0.5[sα|Y ] (Q0.025[sα|Y ], Q0.975[sα|Y ]) Pr(sα > σ|Y )
(super) σα E[σα|Y ] Q0.5[σα|Y ] (Q0.025[σα|Y ], Q0.975[σα|Y ]) Pr(σα > σ|Y )
 σ E[σ|Y ] Q0.5[σ|Y ] (Q0.025[σ|Y ], Q0.975[σ|Y ]) −
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the added variance component. The resulting distribution is given by
αi | α0, τα, τ, σ2α, σ2 ∼ N
(
α0,
[
τα
σ2α
+
τ
σ2
]−1)
, (17)
σ2α | σ2 ∼ Γ−1(uα, vα), (18)
σ2 ∼ Γ−1(u, v), (19)
with i = 1, . . . , nI corresponding to the number of groups, and additional parameter κ
such that σ2α = σ
2
α + κσ
2
 . Noting that σ
2
α is analogous to the variance of mean of
the observations sharing the same factor level, as in Section 2.1.2, it follows that κ will
typically be set to 1
nJ
. Hyperparameters τα, τ will often be 1, nJ , respectively, although
they are included here to allow for more flexible parameterizations and to comply with
the form of the normal-gamma and normal-inverse-gamma distributions of Bernardo and
Smith (2000).
The variance parameters and factor levels can then be jointly specified as a combina-
tion of normal and inverse gamma distributions, i.e. NΓ−1Γ−1(α0, τα, τ, κ, uα, vα, u, v),
with certain values of hyperparameters, or limits thereof, yielding different prior specifi-
cations such as those discussed earlier.
This is in general, however, not a conjugate model specification, i.e. the posterior dis-
tribution will not be of the same family as the prior distribution. Although the posterior
σ2 continues to follow an inverse-gamma distribution, with density
p(σ2 | Y ) ∝ (σ2 )−u−
n−nI
2
−1 exp
(
− 1
σ2
[
v +
1
2
∑
ij
(yij − α̂i)2
])
,
the posterior distribution of σ2α +κσ
2
 will not be the same type as its prior for arbitrary
values of hyperparameters τ, κ. More specifically, the posterior density of σ
2
α is
p(σ2α | Y, σ2 ) ∝ (σ2α + κσ2 )−uα−1(ς2α +
σ2
nJ
)−nI/2
× exp
(
− vα
σ2α + κσ
2

− 1
2
1
ς2α +
σ2
nJ
∑
i
(α̂i − α0)2
)
,
where ς2α = (
τα
σ2α
+ τ
σ2
)−1, which can be seen as a type of shifted inverse-gamma distribu-
tion. However, rather than normalizing the posterior density so that it is proper when
constrained to non-negative values, it is often more informative to consider a mass point
at zero; allowing for the hypothesis (7) to be tested (see Section 4).
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Each individual αi is however normally distributed, with posterior density
p(αi | Y, σ2 , σ2α) ∝ Q1/2α exp
(
−Qα
2
[
αi −Q−1α
(
1
ς2α
α0 +
nJ
σ2
α̂i
)]2)
,
where Qα =
1
ς2α
+ nJ
σ2
= τα
σ2α
+ τ+nJ
σ2
.
3.1.2 Conjugate Prior
Setting τ = 0, κ =
τα
nJ
, for the prior and likelihood
(αi, σ
2
α, σ
2
 ) ∼ NΓ−1Γ−1(α0, τα, τ = 0, κ =
τα
nJ
, uα, vα, u, v), (20)
Yij | αi, σ2 ∼ N(αi, σ2 ), (21)
gives way to the posterior distribution
(αi, σ
2
α, σ
2
 ) | Y ∼ NΓ−1Γ−1
([
τα
σ2α
+
nJ
σ2
]−1 [
τα
σ2α
α0 +
nJ
σ2
α̂i
]
, τα, nJ ,
τα
nJ
, uα +
nI
2
,
vα +
τα
2
∑
i
(α̂i − α0)2, u + n− nI
2
, v +
1
2
∑
ij
(yij − α̂i)2
)
,
(22)
thus maintaining conjugacy. Particularly beneficial is that with this factorization there
is no need for MCMC sampling. Rather, posterior draws can be taken immediately
without burn-in nor thinning. A single realization from the joint posterior is found by
sampling from p(σ2 |Y ), p(σ2α|Y, σ2 ), and then p(αi|Y, σ2 , σ2α) using (19), (18), (17) with
the parameters updated using the observations.
Selecting appropriate values hyperparameters can then be done as follows. For invari-
ant priors of variance parameters, hyperparameters are uα = vα = u = v = 0, which
may be considered as limiting forms of proper inverse-gamma distributions. To maintain
conjugacy τ = 0, κ =
τα
nJ
is used. Practical values of τα and α0 may then be found using
an empirical Bayes approach and yield τα = 1 and α0 = n
−1
I
∑
i α̂i, i.e. the overall mean.
For more general models, with a mean term, additional factors, interactions, etc., it
is possible to consider several such normal–inverse-gamma–inverse-gamma distributions,
where the single inverse-gamma distribution of the errors, σ2 , is common to all. One may
then use a prior distribution for the factor levels under a linear constraint so that the
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posterior distributions can also be factored similarly. This allows not only for conjugacy,
but also facilitates computation in a way that even for models with many factors, samples
from the posterior can efficiently be drawn without the need for MCMC. This is seen in
Geinitz et al. (2012).
4 Examples
4.1 Rails Data
For illustration of the various analysis variance methods consider the balanced one-way
design for data consisting of six railway rails (Devore, 2000; Pinheiro and Bates, 2000).
Each rail has been measured three times for the amount of time that it takes a certain
type of ultrasonic wave to travel the length of the rail. The objective of any initial
analysis is most likely to investigate the (a) variation due to measurement error and (b)
variation due to the rails themselves in terms of both statistical and practical significance.
Additionally, one may be interested predicting travel time for a future measurement. This
can be considered for either (c) one of these rails as well as (d) a future rail that has not
yet been seen. For this one-way analysis we consider the simple cell-means model
Yij = αi + ij, i = 1, . . . , 6, j = 1, 2, 3. (23)
4.1.1 Conventional Methods
For this one-way model error terms ij are assumed to be iid N(0, σ
2
 ), and group terms
αi as unknown constants, so that the observations are
Yij | αi, σ2 ∼ N(αi, σ2 ). (24)
The model assumes that the six rails that have been observed are the only rails that are
of interest. This is a fixed effects model, which is to say that the population of rails has
been exhausted by the sample.
Questions (a) and (b) can be reasonably addressed using this model. An estimate
of the variation due to the measurement error uses the MSE, which is seen directly in
the standard ANOVA table. The variation due to the rails is formally tested using the
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hypothesis of (5). The corresponding p-value for this test is also reported in Table 3.
There is, however, no formal technique for testing the practical relevance of the variation
due to the rails.
Table 3: One-way ANOVA of Railway Rails
Df Sum Sq Mean Sq F value Pr(>F)
Rail 5 9310.50 1862.10 115.18 0.000000
Residuals 12 194.00 16.17
Question (c) could be answered by looking at the standard error for the estimate α̂i,
to obtain an estimate of the expected travel time. Question (d) can, however, not be
answered because of the assumed fixed effect. To address this question the rails must be
considered as a random effect, i.e. assumed to come from a greater population of rails.
The random effects model is able to addresses (a) and (b) similarly, although the
interpretation of (b) is that the observed rails are only a subset of a much larger (pos-
sibly infinite) population of possible rails. Hence, only statistical significance is again
considered and is done using the hypothesis of (7), which as discussed in Section 2.1.2,
uses the same F-statistic as for the fixed effects model.
Although the ratio of σ
2
α
σ2
may be estimated as a means to gauge practical relevance of
variation due to the rails, this is often an additional step that is not reported by default
for random effects procedures by most software packages. A more informative summary
is often to identify a confidence region of the variance components, σ2α, σ
2
 , as seen using
the likelihood function in Figure 2.
4.1.2 Comprehensive ANOVA
Analogous to the ANOVA summary provided by Table 3, but including both finite and
superpopulation variances, Table 4 presents a clearer view on the practical significance of
the rails. Figure 3 similarly summarizes the analysis. From the graphical plot statistical
significance is suggested by the fact that the intervals do not extend to 0. In contrast
to this, the next example illustrates how negative posterior support can be used to test
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statistical significance.
Table 4: Bayesian ANOVA Table: Posterior distributions are used to obtain two
estimates of the variability. Quantiles provide an assessment of the uncertainty in
these estimates. The probability, e.g. Pr(σα > σ), provide a relative comparison
of each variance parameter to the measurement variability.
Parameter Mean Q0.5 (Q0.025, Q0.975) Pr(> σ)
Rails (finite) sα 24.69 24.71 (22.46, 26.83) 1.000
(super) σα 25.96 23.89 (14.55, 49.20) 1.000
Errors σ 4.27 4.10 (2.87, 6.58) −
4.2 Simulated Data
In the following example a comparison of practical and statistical significance is illustrated
using both classical ANOVA as well as the more comprehensive Bayesian ANOVA. Data
of the form Yij = αi + ij is generated where αi ∼ N(0, σ2α) and ij ∼ N(0, σ2 = 1), for
i = 1, . . . , nI , j = 1, . . . , nJ for a total of n = nI · nJ observed values. This is done under
two distinct cases
σα
σ
ε
  
 
 
 
 
10 20 30 40 50
2
4
6
8
 
 
 
 
  
Figure 2: Comparison of confidence regions for superpopulation standard de-
viations based on χ2 approximation of relative log-likelihood (solid) and using
the highest-posterior-density (dotted). Contours correspond to confidence levels
0.50, 0.75, and 0.95 (small to large).
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Figure 3: Graphical summary of posterior quantiles for variance component (super
and finite population) parameters.
Case A: σ2α =
1
2
, nJ = 6,
Case B: σ2α = 2, nJ = 2,
and with nI = 5 for both. Using the conventional ANOVA method (Table 5) there
is not any discernible differences between the two datasets. Statistical significance is
approximately equivalent because of the balance of statistical power and the difference
in the variance components σ2α and σ
2
 .
By assembling a mass point at zero whenever the posterior has support for negative
values it possible to use the probability p(σ2α = 0|Y ) to test the hypothesis of (7). In-
terestingly, this posterior probability is 0.0263 for case A and 0.0258 for case B, values
which are comparable to their corresponding p-values in Table 5. This is also noted by
the end-points corresponding to the 0.025 level of uncertainty for the intervals shown in
Figure 4. Note that because this is restricted to a simple hypothesis the usual challenges
of finding a posterior predictive p-value (Bayarri and Berger, 2004) are avoided.
A more informative and comprehensive summary of the data is provided by the
Bayesian ANOVA table (Table 6). This provides not only estimates of the variance
components, but also an indication of the practical significance of the factor α when
observed with error .
5 Discussion
The major contribution of this paper can be seen as ideological in nature, in that the
standard method of analysis of variance is treated as a useful procedure to practitioners.
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Table 5: Classical ANOVA table to summarize the decomposition of variance.
Case A (left), with nI = 5, nJ = 6, σ
2
α =
1
2
, represents low practical significance
of factor α. Case B (right), with nI = 5, nJ = 2, σ
2
α = 2, represents strong
practical significance. Despite practical differences between the two cases, p-values
are nearly equal.
Df Sum Sq Mean Sq F val Pr(>F)
α 5 9.70 1.94 3.08 0.0267
 25 15.75 0.63
Df Sum Sq Mean Sq F val Pr(>F)
α 5 27.69 5.54 7.31 0.0239
 5 3.79 0.76
Table 6: Bayesian ANOVA tables to summarize the variance decomposition. Case
A (left) and Case B (right) illustrate a situation in which factor α has low, or high
practical significance.
Par Mean Q0.5 (Q0.025, Q0.975) Pr(> σ)
α sα 0.48 0.49 (0.01, 0.83) 0.07
σα 0.57 0.51 (0.00, 1.37) 0.19
 σ 0.82 0.80 (0.62, 1.09) −
Par Mean Q0.5 (Q0.025, Q0.975) Pr(> σ)
α sα 1.57 1.63 (0.08, 2.33) 0.83
σα 1.77 1.61 (0.00, 3.97) 0.83
 σ 1.03 0.93 (0.55, 2.14) −
As a result, although rigorous treatment is given, the discussion has been restricted to
relatively simple designs. Extending from a one-way balanced ANOVA to many factors
can be considered as a trivial step from here. However, much more work is needed in
order for the method to be able to be widely accepted.
Specific Bayesian aspects to be further developed are the precise usage of p-values and
of the prior specification. Bayarri and Berger (2004) have used a posterior predictive p-
value that has been marginalized over the unknown parameter, which allows for composite
hypothesis testing. Brown and Walker (2012) have shown that a nonparametric prior can
be used to specify a more general prior, which they deem as a compromise between
informative and noninformative. From a broader point of view, the issues of unbalanced
designs, non-orthogonal predictors, and generalized linear models are also necessary for
a thorough development of the statistical method.
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Figure 4: Posterior uncertainty intervals of variance parameters shown graphically
for both cases. Thick line segments correspond to 50% uncertainty and thin line
segments to 95%. Vertical marks denote the posterior median. A point at the
end of an interval denotes evidence that the variance component is zero and is
analogous to the hypothesis of a null effect.
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Abstract Simulated climate projections are subject to distinct sources of varia-1
tion. Two primary sources are the numerical climate model and the presumed2
emissions scenario. Identifying appropriate statistical parameters to represent the3
sources of variability, utilizing computationally efficient procedures, and quantify-4
ing multivariate sources of variation are challenges that any general method must5
take into consideration. A hierarchical Bayesian analysis of variance method is6
presented here, which allows for variance parameters to be assessed simultaneously7
in both a fixed effect and random effect context. By specifying improper prior8
distributions with rank deficient covariances factorization of the full joint posterior9
can be carried out, which obviates the need for Markov chain Monte Carlo meth-10
ods. For each multivariate source of variability, an assessment of its magnitude, the11
uncertainty in the assessment, as well as a relative comparison across all sources12
of variation is obtained. The method is illustrated with simulated data and with13
climate projections made available as part of the coupled model intercomparison14
project (CMIP3), in which global decadal temperature and precipitation variabil-15
ity due to general circulation climate models and to emissions scenarios is examined.16
17
Keywords: hierarchical Bayes; constraints; finite-population; super-population; un-18
certainty quantification; variance components;19
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1 Introduction20
Simulated climate projections have the potential to profoundly impact current econom-21
ical, political, and social policy decisions being made. Thus, the ability to quantify the22
distinct sources of uncertainty within these types of experiments is necessary. Projec-23
tions are made by many research facilities around the globe, each using one or more24
atmosphere-ocean general circulation model (GCM) to discretize and numerically solve25
the fluid dynamical systems representing large scale climate processes. In addition, the26
system is constrained to forcings that represent, primarily, human-driven impacts on27
the composition of gases in the atmosphere. Distinct forcings have been identified with28
different emission paths, or scenarios (SCN), and have been formulated in the Special29
Report on Emissions Scenarios (Nakic´enovic´ and Swart, 2000). The climate projections30
discussed in this article have been used for the fourth Assessment Report (AR4) of the31
Intergovernmental Panel on Climate Change (IPCC) (Meehl et al., 2007). Two primary32
sources of variation in overall climate projection variability that must be quantified are33
then GCM and SCN, each of which is a factor consisting of a set of factor levels.34
It should be stressed that the data analysed herein consist of simulated climate pro-35
jections and not of directly observed or recorded climate measurements. However, from36
a general statistical point of view, the data can be considered as observations originating37
from climate simulation experiments, hence, they are regarded as having been observed.38
In conventional analysis of variance terminology, a set of factor levels may be assumed39
as (exclusively) either fixed or random, and a statistical model of that name is used. The40
fixed effects model focuses on the factor levels present in the observed data or experiment,41
while the random effects model considers all potential factor levels, even those that have42
not been observed. Using a hierarchical Bayesian model we examine each of these cases43
simultaneously by examining variability of the factor levels in the observed data, as well44
as variability of factor levels that have not yet been observed. This distinction is made by45
using the terms finite-population variance and super-population variance, respectively. In46
the context of the application presented here this means that the variance of the existing47
GCM factor levels can be considered and would be denoted as the finite-population48
variance. Whereas the variance of unobserved GCM factor levels, i.e. those that do not49
yet exist, correspond to the super-population variance.50
For each type we assess the magnitude of each source of variation, compare all sources51
2
72
of variation, and provide an estimate of the uncertainty thereof. A similar strategy has52
been used by Kaufman and Sain (2010), in which uncertainty from general circulation53
model and from regional climate models is examined, although uncertainty of super-54
population variability is not explicitly investigated. Yip et al. (2011) use an ANOVA55
approach as well when considering uncertainty of average global temperatures, but also56
consider only the finite-population case. Results of the analysis herein suggest that57
variation in climate projections is due primarily to GCM. Although variation due to SCN58
is suggested to be smaller, the uncertainty in this assessment remains high. Additionally,59
we examine the sources of variability present when considering relative decadal climate60
change up to 2100 when uncertainty of existing factor levels, as well new factor levels, is61
considered.62
The hierarchical Bayesian model utilized herein can be seen as a type of multilevel63
model, which itself is defined as a linear, or generalized linear, regression model in which64
the regression coefficients are given a probability model, i.e. varying coefficients as well65
as a model for these varying coefficients (Gelman and Hill, 2006). Multilevel models have66
become more widely used because of their ability to examine data structured in a hierar-67
chical, or nested form. An additional advantage is in being able to analyse the statistical68
parameters related to variability in the data for all potential sources of variation. These69
types of statistical models are seeing usage in diverse fields such as ecology (Qian and70
Shen, 2007), genetics (Leinonen et al., 2008), and climate (Sain et al., 2011), to name a71
few. Two potential limitations still exist in how such types of analyses are typically car-72
ried out. First, computationally intensive MCMC (Hastings, 1970) procedures are used73
almost exclusively to obtain posterior distributions of variance parameters. Second, to74
facilitate convergence, additional parameters are introduced so that dependence among75
the effects within a single source of variation may be reduced (Gelman, 2005). Such76
problems can be compounded further when dealing with climate model data and, more77
generally, in multivariate cases.78
This paper confronts these challenges by first addressing dependencies within a single79
source of variation, which obviates the need for MCMC for a wide range of models. The80
strategy for doing so is based on the use of improper joint prior distributions with rank81
deficient covariances. This is related to identifiability in classical models and has been an82
ongoing topic of discussion by many, spanning from Nelder (1977) to Nelder (2008), and83
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references therein. With the rank deficiencies, it is then possible to factor the full joint84
posterior distribution in an efficient manner.85
In Section 2 we review the univariate multilevel ANOVA formulation of Gelman86
(2005). Section 3 rigorously focuses on the details of our multivariate rank deficient87
Bayesian approach, which incorporates parameter constraints into priors, and discusses88
computation for general cases. Section 4 provides a demonstration of the method through89
a simulation example. Section 5 applies the method to the climatological data thus far90
described. In Section 6 we discuss extensions and further computational benefits that are91
possible when the method is applied to high-dimensional problems.92
2 Background93
Analysis of variance is widely accepted as a means of partitioning variability in a manner94
that allows it to be attributed to various factors. An important initial step in the analysis95
is considering each factor of the model to be fixed or random. Simple definition of the96
terms, fixed and random, is, however, not straightforward. Searle et al. (1992), Kreft97
et al. (1998), and Snijders and Bosker (1999) each offer different definitions. Gelman98
(2005) reviews these and others.99
Assuming that one definition has been accepted, it is still not clear in practice whether100
a set of parameters in a statistical model should be specified as fixed or random. For101
example, in a statistical model with a factor α and factor levels α1, . . . , αnα , it is possible102
that interest lies in both the estimates of the individual αi and in its super-population103
variance, σ2α. Searle et al. (1992) pragmatically recommend the random effects model to104
be used whenever the additional assumption is deemed reasonable, and fixed otherwise.105
Further problems arise when more terms are present in the statistical model. For106
Yijk = µ+αi+βj+(αβ)ij+ijk, with α fixed and β random and interaction term (αβ), it is107
not entirely clear how the identifiability constraints should influence the distribution of the108
random components βj. Herein lies the so-called mixed models controversy (Voss, 1999).109
This issue leads to disagreements of which sums of squares quantities should be used in110
the test of a significance for the main random effect. Discussions in the literature on this111
issue have prolonged. Nelder (1977) has reiterated his views on parameter constraints in112
a series of papers (Nelder, 1994; Nelder et al., 1998; Nelder, 2008), and has led authors113
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to reconsider their previous positions, as with (Voss, 1999, 2000) and (Lencina et al.,114
2005; Lencina and Singer, 2006). Due to the continued debate, one may assume that a115
universally agreed upon solution has not yet been found.116
A preliminary move needed to address the controversy is to indiscriminately consider117
all components in a model as random. This initial step may be seen as a fundamen-118
tal contribution of the hierarchical regression approach to ANOVA employed by Gelman119
(2005), as it eliminates the need to define terms as fixed or random and facilitates compar-120
ison across all sources of variability. Factors are then considered more generally, so that121
they apply to each potential source of variability in the model, e.g. overall mean, factors,122
nested terms, interactions, etc. These are referred to as generalised factors, but simply123
factors herein. The nature of the variability from a factor is then further distinguished.124
The distinction traditionally made by fixed and random effects is instead addressed by125
considering a factor’s finite- and super-population variances. Following Gelman and Hill126
(2006), the finite-population variance of a factor is defined as the variability of the set of127
factor levels in the existing data, while the super-population variance corresponds to the128
uncertainty of a new factor level that has not yet been observed.129
2.1 Model Parametrization130
Following the notation of Gelman (2005), observations Yi, i = 1, . . . , n, are stated in terms131
of the additive decomposition132
Yi =
B∑
b=0
β
(b)
jbi
. (1)
An individual factor is referenced by b = 0, . . . , B, with each consisting of nb distinct133
factor levels. Factor indices b = 0 and b = B will often correspond to an overall mean,134
µ, and to measurement errors, i, respectively, so that n0 = 1, nB = n. In practice the135
number of factors B is reasonable so that a conventional ANOVA notation can be used136
entirely. However, for discussion of the general case the additional level of sub and super137
scripting is needed. That is, for the balanced model138
Yrst = µ+ αr + βs + (αβ)rs + rst, (2)
with r = 1, . . . , nr, s = 1, . . . , ns, and t = 1, . . . , nt. Factor α then corresponds to b = 1,139
factor β to b = 2, etc., so that this model is stated more generally as140
5
75
Yi = β
(0) + β
(1)
j1i
+ β
(2)
j2i
+ β
(3)
j3i
+ β
(4)
j4i
, (3)
with i ranging from 1 to n = nrnsnt. An individual factor level is referenced equivalently141
by either αr or β
(1)
1 . The subscripts j
b
1, . . . , j
b
n replicate the factor levels appropriately142
so that exactly one level from each factor is associated with exactly one observation.143
Specifically, the set of subscript indices for the factor b = 1, i.e. α, is144
{j11 , . . . , j1nsnt , j1nsnt+1, . . . , j12nsnt , . . . . . . . . . . . . , j1(nr−1)nsnt+1, . . . , j1n}
= {1, . . . , 1, 2, . . . , 2, . . . . . . . . . . . . , nr, . . . , nr},
145
which is used to replicate the distinct factor levels to match the indices for the full set of146
observations. The set of distinct levels for this factor are denoted as β(1) = {β(1)1 , . . . , β(1)nr }147
using model (3), and is equivalent to α = {α1, . . . , αnr} when using (2).148
Similarly, a regression formulation may also be used when considering covariates. The149
extension of (1) is then150
Yi =
B∑
b=0
nb∑
j=1
x
(b)
i,j β
(b)
jb
, (4)
with β
(b)
jb
denoting a factor’s distinct levels and xi,j denoting explanatory variables. The151
regression formulation could be used for the additive decomposition, with explanatory152
variables set to either 0 or 1.153
Given a factor, and an assumed distribution on model errors, a conventional fixed154
effects analysis often corresponds to the test of the null hypothesis H0 : β
(b)
j = 0 for155
j = 1, . . . , nb. While for a random effects model, assuming the nb levels of each factor b156
to be modelled as Gaussian,157
β
(b)
j | σ2b iid∼ N(0, σ2b ), j = 1, . . . , nb, (5)
a test for significant variation of a factor would be H0 : σ
2
b = 0. Alternatively, the158
method identifies two representations of variation for a given factor. The super-population159
variance, σ2b , corresponds to the variance of all potential, possibly infinitely many, factor160
levels. The finite-population variance represents variability of the specific set of factor161
levels that have been realized. Super and finite-population variances can be roughly162
related to the random effect variance component estimate, and the fixed effect within-163
group sum of squares, respectively. Consider the set of levels of factor b as a vector, β(b) =164
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(β
(b)
1 , . . . , β
(b)
nb )
T , with cb constraints. Degrees of freedom for the factor is then νb = nb−cb,165
and the finite-population variance s2b is s
2
b =
1
νb
β(b)
T (
Inb −CTb (CbCTb )−1Cb
)
β(b), where166
Inb is the nb × nb identity and Cb is a cb × nb constraint matrix such that Cbβ(b) = 0.167
Variance component estimation is made by decomposing the estimated variance of the168
factor levels, Vb = Var(β̂
(b)), into the sum of the super-population variation, σ2b , plus the169
variability of the factor level estimates, Vb:estimation, based on the law of total variance170
Vb = Var(β̂
(b))) = Var{E(β̂(b) | β(b))}+ E{Var(β̂(b) | β(b)) = σ2b + Vb:estimation.
A natural estimate of the super-population variance is then the method-of-moments es-171
timator172
σ̂2b = V̂b − V̂b:estimation, (6)
where V̂b =
1
νb
∑nb
j=1(β̂
(b)
j )
2, and V̂b:estimation =
∑
k∈I(b)
nb
nk
σ̂2k includes super-population173
variances from other factors that contribute to the variability of the factor level estimates,174
indicated by the set I(b). This is analogous to a generalization of the sums of squares175
decomposition. For the simple balanced one-way random effects model, Yij = µ+αi+ij,176
with Var(Yij) = σ
2
α+σ
2
 , n = nInJ , and sums of squares decomposition SST = SSA + SSE;177
the mean squared error terms of which are MSA,MSE and have expectations nJσ
2
α+σ
2
 , σ
2
 ,178
respectively. Thus, the estimator of σ2α is distributed as a linear combination of chi-square179
random variables, χ2νA− 1nJ χ2νE where νA, νE are the appropriate degrees of freedom. At a180
minimum, V̂b:estimation will include σ̂
2
B, the estimated error variance. For models in which181
all factors are orthogonal to one another, V̂b:estimation =
nb
n
σ̂2B, b = 0, . . . , B − 1.182
2.2 Confirmatory Steps183
In regards to more inferential procedures, either a frequentist or Bayesian direction can184
be taken. In the frequentist case, an inverse-chi-square distribution, χ−2ν , is employed185
to assess uncertainty in the super-population variance σ2b ; since the sample variance di-186
vided by νbσ
2
b is distributed as a chi-square random variable with νb degrees of freedom.187
For factors with
∑
k∈I(b)
nb
nk
σ̂2k, including more than only the error variance σ̂
2
B, then a188
linear combination of inverse-chi-square distributions as in (6),
∑
imiχ
−2
νi
, is required.189
As Gelman (2005) states, these linear combinations may be dealt with directly, although190
simulation is often more straightforward. The simulation, described therein, is carried out191
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by: 1) Obtain R simulated raw variances, Vb for each of the B factors in the model with192
a random variable that is proportional to χ−2 and corresponding degrees of freedom;193
2) Calculate super-population variances using σ̂2b = max(0, V̂b − V̂b:estimation); 3) Simu-194
late factor levels using newly generated super-population variances; 4) Calculate sample195
variances of each set of factor levels. This informal procedure then yields a (posterior)196
sample of super-population variances, factor levels, and finite-population variances, cor-197
responding to the final three steps. While this ad-hoc method provides useful insight,198
multilevel models have typically come to rely on MCMC methods, often Gibbs samplers,199
e.g. WinBUGS (Lunn et al., 2000). We follow the strategy as well. However, by using an200
explicitly Bayesian formulation, and applying constraints to the prior distribution of the201
set of factor levels, it is often possible to eliminate computationally demanding MCMC202
procedures, as seen in the following section.203
3 Multivariate Analysis of Variance204
Using an explicitly Bayesian model, we now derive a general analysis of variance method-205
ology that achieves the same intuitive results on all sources of variation as in Section 2.206
Thus, a joint prior distribution is specified for the set of levels in a factor. By applying207
a constraint on this joint distribution, an improper joint prior distribution results. This208
avoids the issues of constraints that arise, as in the mixed model controversy, and also209
allows for a computationally convenient factorization of the full posterior distribution. In210
the case of balanced designs the joint posterior is factored into a factor’s super-population211
covariance posterior and each of its distinct factor level posteriors. As a result it is possible212
to sample directly from the joint posterior in an independent manner, thereby obviating213
the need for MCMC. Since more general, higher dimensional cases are considered, the214
multivariate form of the model is given. This is now examined in greater depth.215
3.1 Multivariate Model Parameterization216
Consider d-dimensional multivariate observations such that factor levels are vectors and217
a factor’s variance is a covariance matrix. Namely, (1)–(5) now contain vectors Yi,218
β
(b)
jb
, matrices Xi,j, and covariance matrices are Σb, all of appropriate dimension. The219
multivariate analogue of (1) with Gaussian errors is220
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Yi | {β(b)jbi }
B−1
b=0 ,Σ ∼ Nd
(
B−1∑
b=0
β
(b)
jbi
, Σ
)
, i = 1, . . . , n, (7)
where {β(b)
jb
}B−1b=0 is the set of factors over the given indices. The remainder of the speci-221
fication is given by222
β
(b)
j | Σb ∼ Nd(β(b)0 , Σb), b = 0, . . . , B, j = 1, . . . , nb, (8)
Ub = Σb +
nb
n
Σ | Σ ∼ W−1(Ψb, κb), b = 0, . . . , B − 1, (9)
Σ ∼ W−1(Ψ, κ), (10)
where the inverse-Wishart distribution is denoted by W−1. Factor indices b = 0 and223
b = B respectively correspond to the intercept, or overall mean term, µ, and to errors,224
i. For notational convenience we will refer to Σµ and Σ, rather than Σ0 and ΣB.225
Typically zero-mean factor level priors are assumed; that is, β
(b)
0 = 0. Setting Ψb = 0226
and κb = 0 yields Jeffreys’ noninformative prior p(Ub) ∝ |Ub|−(d+1)/2.227
Although other covariance parameterizations may be chosen, Ub = Σb +
nb
n
Σ is228
commonly used and should not be seen as arbitrary. In a scalar context Box and Tiao229
(1992, p. 252) have used ub = σ
2
b +
nb
n
σ2 since it appears in the decomposition of the230
likelihood for the one-way ANOVA model. The parameterization has also been utilized231
in the context of multivariate random effects by Everson and Morris (2000), since it is232
the conjugate prior. That is to say, the corresponding posterior will be of the same form.233
Further note that Ub is analogous to Vb of Section 2.1 with I(b) = {B}. Naturally, a prior234
may be specified directly on Σb, although additional computation will then be needed.235
3.2 Posterior Distributions236
The distributions of (7)–(10), without additional specification, are not conducive to pos-237
terior sampling. In an MCMC setting this may manifest itself by failure to converge due238
to drifting in the parameter space (Gelfand and Sahu, 1999). This is analogous to non-239
identificability in the least squares setting, in which estimation of the set of all levels in a240
factor, {β(b)1 , . . . ,β(b)nb }, requires further constraints. By including analogous constraints241
in the prior distribution, a closed form of the posterior is possible, as well as for factoriza-242
tion between factors themselves. Degrees of freedom for each factor are then propagated243
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to the parameters of the corresponding covariance posterior. This parametrization is also244
beneficial in terms of computation since sets of factor levels are conditionally indepen-245
dent of one another. Using a vectorized form of the model, Y = (YT1 , . . . ,Y
T
n )
T ∈ Rnd246
and β(b) = (β
(b)T
1 , . . . ,β
(b)T
nb
)T ∈ Rnbd, is convenient for the development. The constraint247
Cbβ
(b) = 0 ∈ Rcbd, where there are cb constraints, combined with (7), (8), is now248
Y | {β(b),Cbβ(b) = 0}B−1b=0 ,Σ ∼ Nnd
(
B−1∑
b=0
β(b), In ⊗Σ
)
, (11)
β(b) | Cbβ(b) = 0,Σb ∼ Nnbd(1nb ⊗ β(b)0 , Ω˜b), b = 0, . . . , B, (12)
with ⊗ denoting the Kronecker product. The rank-deficient Ω˜b, due to the constraint,249
causes (12) to be improper (see Appendix A.1 for the derivation of the density). The250
posterior, however, is proper. More over, when orthogonal factors are used, together251
with the constrained prior distributions, the full posterior from these densities can be252
efficiently factored into253
p(Σ, {Σb, β(b)}B−1b=0 | Y) = p(Σ | Y)
B−1∏
b=0
p(Σb | Y, Σ) p(β(b) | Y, Σ, Σb), (13)
where conditional independence of posteriors among the factors permits the partitioning.254
Details are given in Appendix A.2. Factored as such, there is no need for computationally255
intensive MCMC procedures. The corresponding distributions of (13) are256
Σ | Y ∼ W−1
(
Ψ +
n∑
i=1
(Yi − Ŷi)(Yi − Ŷi)T , κ + n−
B−1∑
b=0
nb
)
, (14)
Σb +
nb
n
Σ | Y,Σ ∼ W−1
(
Ψb +
nb∑
j=cb+1
(β̂
(b)
j − β(b)0 )(β̂
(b)
j − β(b)0 )T , κb + nb − cb
)
,
(15)
β
(b)
j | Y,Σ,Σb ∼
Nd
(
β̂
(b)
j ,
nb
n
Σ
)
j = 1, . . . , cb,
Nd
(
P−1b m
(b)
j , P
−1
b
)
j = cb + 1, . . . , nb,
(16)
for b = 0, . . . , B− 1, where Pb = Σ−1b + nnbΣ−1 , m
(b)
j =
n
nb
Σ−1 β̂
(b)
j + Σ
−1
b β
(b)
0 and where ·̂257
denotes ordinary least-squares estimates. To sample from the full posterior, a realization258
from (14) is drawn, then realizations from (15) for each factor, and finally realizations259
of levels from (16) for each factor. Factor levels are adjusted according to constraints260
and sample covariances are calculated for each factor to obtain a realization of each261
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finite-population covariance, herein denoted by Sb. The procedure provides a method of262
posterior sampling that is more formal than the ad-hoc approach reviewed in Section 2.2263
while avoiding MCMC sampling.264
3.3 Covariance Posterior Remarks265
In all cases thus far covariances Σb are assumed to be of full rank. Hence, improper266
covariance posteriors will be due only to an insufficient number of observed factor lev-267
els. Dı´az-Garc´ıa et al. (1997) offer a comprehensive look at all possible cases of im-268
proper Wishart distributions and following their terminology (15) would be classified as269
a pseudo-inverse-Wishart. Uhlig (1994) as well as Srivastava (2003) consider sampling270
with a pseudo-singular-Wishart distribution. Extending their work to inverse-Wishart271
distributions is one method for dealing with moderate discrepancies in the number of272
observed factor levels, nb < d. Addressing cases in which nb  d is discussed in Sec-273
tion 6. Even in the remaining case, nb ≥ d, simulation from a posterior is not always274
efficient. Because support of the inverse-Wishart posterior requires positive definiteness275
in two respects, Σβ > 0, and Σβ− nbn Σ > 0, the usual method of rejection sampling from276
an inverse-Wishart distribution is not always practical. Everson and Morris (2000) de-277
scribe a more computationally efficient method to maintain positive definiteness through278
a Cholesky decomposition and maintaining positive eigenvalues while the sample real-279
ization is generated. In practice, as in the univariate case (Gelman, 2005), this is an280
issue when a variance parameter is hard to distinguish from zero. Problems will also281
occur when the dimension increases too quickly relative to sample sizes, an issue that is282
discussed in Section 6.283
3.4 Multivariate Sources of Variation284
Typical multivariate analysis of variance strategies rely on the distribution of the determi-285
nant of sums of squares matrices, e.g. Wilks’ lambda distribution. However, multivariate286
sources of variability do not always lead to a single, clear criterion that indicates the287
greatest contributor to overall variability. For scalar variance components, σ2b > σ
2
 is288
clearly interpreted, however, due to the partial ordering of positive definite matrices, the289
analogous statement on covariance matrices is not useful. In other words, there is not a290
single, obvious comparison that can be made to determine which of two covariances are291
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“greater”. Depending on the setting, there may exist an adequate scalar that sufficiently292
summarizes covariance characteristics. For the volume of ellipsoidal contours the deter-293
minant, |Σ|, achieves this, while in other cases the sum of all entries, 1TΣ1, or the sum294
of the marginal variances, tr(Σ), may be appropriate. Scalar criteria with corresponding295
uncertainty intervals then allow multivariate sources of variability to be directly com-296
pared. Mardia et al. (1979) employed the determinant and trace, which correspond to297
the product and sum of eigenvalues; referring to them as the generalized variance and298
total variance, respectively. We amend the terminology, since inclusion of the sum of299
all matrix elements requires further delineation, by denoting 1TΣ1 as the total variance,300
and tr(Σ) as the total marginal variance.301
Effectively relaying results of analysis of variance is one of the motivating factors that302
Gelman (2005) cites. Because the classical table of p-values does not yield any assessment303
on the magnitude of a factor’s variance, the uncertainty of this assessment, nor a relative304
comparison between all factor variances, uncertainty intervals of all factor variances are305
the default choice for presenting results. Further, visual plots are convenient since they306
facilitate communication across disciplines. For explicit comparison of factors b and b′,307
statements of the form P
(
g(Σb) > g(Σb′) | Y
)
, utilizing an arbitrary matrix criterion308
g(·), may also be found.309
4 Simulation Example310
A toy example is now given in order to provide further background on the hierarchical311
Bayesian ANOVA method presented in the paper. Assessments of the uncertainty across312
all factors present in the statistical model are made, which immediately allow for relative313
comparisons. This is typically not possible with conventional ANOVA methods. Simu-314
lated data is used so that the conclusions can be evaluated by comparing the results to315
the true underlying parameters. Possible quantitative criteria of multivariate variability316
are also proposed in order to facilitate comparison of uncertainty from data in dimen-317
sions greater than one. While the variance parameters are assessed using their posterior318
distributions, we also consider approaches to summarize these multivariate distributions319
graphically. The visual summaries of this relative comparison are distinct from those320
made by Hawkins and Sutton (2009), and references therein, but convey the same idea.321
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The assumed model Yij = µ + αi + ij ∈ Rd, i.e. 3 factors with b = 0, 1, 2, in322
which observations are three-dimensional (d = 3). Parameters Σα,Σ, and µ are fixed.323
An individual observation is realized by generating αi and ij, for i = 1, . . . , nα, j =324
1, . . . , n, from mean-zero multivariate Gaussian distributions with their respective fixed325
covariances. The mean term µ is added to the generated observation, yielding n = nαn326
total observations.327
Using (14)–(16), posterior distributions for each covariance criterion are obtained,328
and for three distinct simulation scenarios. Roughly speaking, the three scenarios can329
be explained by stating that variability introduced by factor α is greater than (case 1),330
less than (case 2), or comparable to (case 3) variability introduced by errors . More331
specifically, the covariance matrix is decomposed into a vector of marginal standard de-332
viations sα and a correlation matrix Rα, i.e. Σα = diag(sα)Rαdiag(sα). Throughout all333
simulations correlation matrices are fixed and sα is the only distinction between cases.334
Factor levels αi have the correlation structure (Rα)1,2 = 0.3, (Rα)1,3 = 0.1, (Rα)2,3 = 0.5.335
Errors ij have the covariance structure (Σ)i,j = ρ
|i−j|, and ρ = 0.2.336
Figure 1: Simulation for two sample size pairs, nα = 5, n = 3, and nα = 8, n = 5. In
both, factor α varies greater than , with sα = (
√
2,
√
2,
√
3)T . For uncertainty intervals,
thin narrow lines denote endpoints at 95%, thicker middle portions denote 50%, and
vertical ticks denote medians. Larger red vertical ticks denote true parameter values.
Higher-positioned, wider intervals correspond to smaller factor level sample sizes, lower-
positioned, narrower intervals correspond to larger factor level sample sizes (left). For
second set of sample size pairs, ellipses from first two principal components are displayed
for 2.5%, 50%, and 97.5% determinant-ordered percentiles of posterior distributions when
1000 posterior realizations have been drawn (center). All 1000 posterior ellipses (right).
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The objective of the analysis is to assess the relative variability introduced by factor337
α and by the factor , as well as the uncertainty in the assessment. Further, this is338
to be done in an appropriate multivariate context. Figure 1 displays the results of two339
simulation runs under the first scenario (case 1) using the determinant. In one simulation,340
the number of factor level realizations are nα = 5, n = 3 and in the second nα = 8, n = 5,341
which is to say less vs. more data. The left-most graph of Figure 1 displays uncertainty342
intervals for the determinant of super-population, finite-population, and error covariances.343
For factor α the super-population and finite-population covariances are denoted as Σα344
and Sα, respectively. To compare, a frequentist approach to obtain a confidence interval345
has also been used, ΣFreq, and is described in Appendix B. Narrow lines denote 95%346
quantiles, thicker lines 50%, and a vertical tick is placed at the median. The upper set347
of intervals, which are intuitively wider, correspond to less data, while the lower set of348
intervals correspond to more. By vertical comparison of the uncertainty intervals, we349
see that for nα = 5, n = 3 all intervals overlap, and hence no distinction can be made350
between the sources of variability. For nα = 8, n = 5 however, there is no overlap351
of the uncertainty intervals, suggesting that both super-population variability, and the352
finite-population variability are greater than error variability.353
Although visual representations of multivariate variability are needed in order to com-354
municate results to a broad audience, there is still no widely accepted way to do so.355
Tokuda et al. (2011), and references therein, provide some options to visualizing covari-356
ance matrices. The remaining two plots of Figure 1 go slightly further by presenting357
a diagnostic look at the uncertainty in the covariance assessment. The center graph358
displays ellipses from first two principal components corresponding to 2.5%, 50%, and359
97.5% determinant-ordered percentiles of the posterior distributions, specific values of360
which can be seen on endpoints of the uncertainty intervals. The right-most graph goes361
one step further by showing the uncertainty of the assessment of the variability. This362
is done by plotting of all 1000 ellipses from each posterior distribution to see the size,363
shape, and orientation, of all factor covariances. Size renders an idea of the magnitude364
of the marginal variances. The disparity in size between the ellipses corresponding to Sα365
and Σ suggest that the marginal variances of the former are greater than those of the366
latter. Through shape, some insight into the dependence of a factor’s covariance may be367
gleaned. Lastly, the orientation, or varying orientation, suggests the uncertainty of the368
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Figure 2: Coverage is estimated with 100 simulations for values of nα = 5, . . . , 100 and for
which the sources of variability are approximately equal (case 3). Coverage estimates are
given for Σα, Sα, Σ, as well as for a frequentist based confidence interval, ΣFreq. Gray
lines denote 95% nominal coverage while bold lines show LOESS smoothed coverages
(top). Average uncertainty interval widths are shown on a log scale (bottom).
dependence, e.g. as the orientation of the ellipses corresponding to Σα fluctuate greatly,369
there is not much that can be said about its dependence structure.370
To gain insight into the coverage success and uncertainty interval widths, we have371
carried out 100 simulations over different values of nα and each of the different scenarios372
of variability sources. For each of these simulations the number of replicates is fixed373
with n = 15. Figure 2 displays results for the scenario in which variability sources are374
comparable (case 3). Results in all three scenarios were relatively similar with respect to375
coverage, noting that uncertainty interval widths increase as the magnitude of variability376
increases. Coverage and interval widths for Σα and ΣFreq should be compared as they377
correspond to the same true, unknown covariance.378
5 Application379
The method defined in Section 3 is now applied to a bivariate dataset of global tempera-380
ture (◦C) and precipitation (mm/day) projections for 9 decadal averages of boreal summer381
months, June, July, August, during the remaining century. The data is part of the CMIP3382
project (Meehl et al., 2000) and has been used in the framework of the Fourth Assessment383
Report (AR4) for the Intergovernmental Panel on Climate Change (IPCC) as well. The384
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first factor in the model consists of 13 levels, each representing a single atmosphere-ocean385
general circulation model (GCM). Specific GCMs represented in the data are CNRM-386
CM3, CSIRO-MK3.0, GFDL-CM2.0, GFDL-CM2.1, GISS-MODEL-ER, INM-CM3.0,387
IPSL-CM4, MIROC3.2, ECHAM5/MPI-OM, MRI-CGCM2.3.2A, CCSM3.0, PCM, and388
UKMO-HadCM3 (see Meehl et al., 2007 for detailed descriptions). Although some of389
these have been simulated for several runs, only one run from each has been used. The390
second factor covers 3 greenhouse gas emissions scenarios (SCN) that have been defined391
by the Special Report on Emissions Scenarios, and are identified as A1B, A2, and B1392
(Nakic´enovic´ and Swart, 2000). The raw data, partitioned by SCN, is shown in Figure 3.393
There are additional GCMs have been developed, however, only those for which complete394
data was available for each SCN were used.395
One fundamental objective of the analysis is then to compare how these factors con-396
tribute to overall variability of global climate averages, how they relate to one another,397
and what the uncertainty in this assessment is. Further, we will consider the uncertainty398
of relative change between initial and final decadal intervals. This will be done from both399
a finite and super-population point of view.400
Bias and dependence among climate models is an issue that has in recent years begun401
to be examined further, beginning with Tebaldi and Knutti (2007), Jun et al. (2008),402
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Figure 3: Global averages for temperature (top) and precipitation (bottom) over nine
decadal intervals (nt = 9), with thirteen climate models (nα = 13) represented in different
colors and line types, and with three emissions scenarios (nβ = 3) in columns. Because
of similarities across columns, the most distinguishing factor is suggested to be GCM.
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Knutti et al. (2010), and references therein. While we adopt the statistical assumption403
that has often been used when working with sets of GCMs, which is to assume that404
they are independently drawn from a large or infinite population of climate models, it405
is possible to incorporate dependencies among the GCMs into their prior joint distribu-406
tion. We foresee this being done by specifying the covariance Ωb of (12) with quantified407
dependencies between GCM models, such as those found by Jun et al. (2008), rather408
than the independence implied by Inb in (12). However, by using the prior independence409
assumption, it is straightforward to consider the uncertainty of a novel GCM. Following410
in this manner, uncertainty for each source of variation in the model is considered, and411
uncertainty in an unobserved, novel factor level is also evaluated. Under these assump-412
tions the method may be regarded, at the very least, as an exploratory tool. Preliminary413
analysis steps have suggested the model414
Yijt = µ0 + α0,i + β0,j + γij + x1,tµ1 + x1,tα1,i + x1,tβ1,j + x2,tµ2 + ijt, (17)
where i = 1, . . . , nα, j = 1, . . . , nβ, t = 1, . . . , nt, with nα = 13, nβ = 3, nt = 9, n =415
nαnβnt, and d = 2. Time covariate x1 is centered such that x1,t = −4, . . . , 4. A quadratic416
time covariate is also used, x2, and is transformed to be orthogonal to other predictors in417
the model. Factors of interest are GCM, α, and SCN, β, and their interaction, γ. The418
first two are further delineated as a constant (varying intercepts), α0,β0, and temporally419
(varying slopes), α1,β1.420
Posterior distributions of factors α0,β0, and γ are derived from (15) and (16). Factors421
α1 and β1 differ slightly as they correspond to the regression model formulation. A422
multivariate factor associated with a covariate would, in general, be multiplied by a423
matrix, e.g. X1,t. Utilizing (23), and accounting for implicit constraints placed on the424
parameters, super-population and factor level posteriors of factor α1 are then425
Σα1 + Vα1 | Y,Σ ∼ W−1
 nα∑
i=cα1+1
α̂1,iα̂
T
1,i, nα − cα1
 , (18)
α1,i | Y,Σ,Σα1 ∼
Nd
(
α̂1,i,
nα
n
Σ
)
i = 1, . . . , cα1 ,
Nd
(
P−1α1mα1,i, P
−1
α1
)
i = cα1 + 1, . . . , nα,
(19)
where Vα1 =
1
nβ
(
∑nt
t=1 X
T
1,tΣ
−1
 X1,t)
−1, Pα1 = Σ
−1
α1
+ V−1α1 , and mα1,i = V
−1
α1
α̂1,i. For426
model (17) the covariate matrix is X1,t = diag(x1,t), and thus Vα1 = (nβ
∑nt
t=1 x
2
1,t)
−1Σ.427
The posterior of factor β1 is found similarly.428
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Figure 3 suggests that GCM is the most distinguishing feature. Figure 4 confirms429
this assessment as α0 is seen to be the most significant source of variability among all430
factors for both super- and finite-population cases. Further conclusions that might be431
foreseen using Figure 3 are that α1 contributes little variation, since slopes across GCMs432
are fairly consistent; and that interaction γ is minor, because ranking of GCMs from433
one SCN to the next is fairly consistent. This is confirmed by comparing the estimated434
variance components for α1,γ with that of  in Figure 4. Comparison of these two figures435
with one another illustrates the additional uncertainty of super-population parameters436
over their finite-population counterparts. Reiterating, uncertainty intervals for the super-437
population covariance criteria are wide because they account for uncertainty of all factor438
levels, even those that are not part of the observed data. The uncertainty is particularly439
large when there are few observed factor levels, as in the case of SCN factors β0,β1.440
Finite-population covariance uncertainty intervals are generally smaller, because they441
are concerned with variability of only the factor levels that have been observed. Note442
that while the data uses familiar units of temperature and precipitation, the scale of443
Figure 4 is not easily interpretable, e.g. covariance posterior determinants are in units of444
(◦C)2·(mm/day)2. The analysis has been also carried out using the standardized data,445
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Figure 4: Uncertainty intervals for summaries of super-population variances Σb (top)
and finite-population variances Sb (bottom) on a log scale using generalized variance
(left), total variance (middle), and total marginal variance (right). Nominal coverages of
95% (thin lines) and 50% (thick lines), and the median (vertical line) are denoted using
quantiles of the corresponding posterior distributions.
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such that observed temperature and precipitation each have sample mean and standard446
deviation of 0 and 1, respectively. The relative comparisons of the factor variances under447
the standardized units was, however, nearly indistinguishable. Since focus is on relative448
comparison across sources of variability, the more familiar units have been kept.449
Posterior predictive distributions, often used to perform model checking and diag-450
nostics, can also be utilized to identify distinct sources of variability. The posterior451
predictive is conditional on observations with levels from each factor assumed to be, a)452
the same as those factor levels that have been observed data, b) unobserved/novel factor453
levels. Figure 5 examines posterior density p(Y˜ijnt − Y˜ij1|{Yijt}), the difference between454
posterior predictive distributions at the final, t = nt, and initial, t = 1, decades, i.e.455
2090 − 2010. The figure shows that uncertainty of a novel SCN level is greater than456
that of a novel GCM level. This is extracted by focusing on temporal factors, α1i′ , β1j′ ,457
where indices i′, j′ signify new, unobserved factor levels. Linear and quadratic terms,458
µ1,µ2 are included, although additional (but negligible) variability from these terms has459
been disregarded. In the left-most plot, uncertainty from all three observed SCN levels460
is assumed. Therefore variability from each SCN level posterior is included, as described461
by a). A new unobserved GCM level is assumed, which utilizes the super-population462
posterior, as in b). The center plot of Figure 5 assumes three observed GCM factor levels463
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Figure 5: Posterior predictive distribution of relative change between 2090 and 2010 with
unobserved GCM level and observed SCN levels A1B, A2, B1 (black solid, red dashed,
blue dotted) (left); with observed GCM levels GFDL-CM2.0, ECHAM5/MPI-OM, PCM
(black solid, red dashed, blue dotted) and unobserved SCN level (center); and with both
GCM and SCN unobserved levels (right). Contours correspond to 5%, 25%, and 75%
percentiles.
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(GFDL-CM2.0, ECHAM5/MPI-OM, and PCM) and have been selected so as to best464
represent the range of all the observed GCM levels. Additionally an unobserved SCN465
level is assumed. In this case, the high level of uncertainty in the SCN super-population466
variance is propagated through to the predictive distribution. The high level of uncer-467
tainty may be attributed more to the limited number of observed SCN levels, nβ = 3,468
than to unusually high variability between these factor levels themselves. The right-most469
panel, in which an unobserved level for both GCM and SCN is assumed, naturally shows470
the largest degree of uncertainty.471
Figure 6 is similar to 5 except that temperature and precipitation changes are shown472
over all time differences, 2020−2010, . . . , 2090−2010, thereby highlighting the increasing473
uncertainty over time. As with the previous figure, an estimate of the internal variability474
is, by construction, included in the uncertainty for relative change. This should be475
regarded as only a rough estimate though since decadal, rather than annual, data has been476
modeled. Again, the three cases examined are for an unobserved GCM level and observed477
SCN level (A1B), observed GCM level (ECHAM5/MPI-OM) and unobserved SCN level,478
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Figure 6: Posterior predictive distributions for uncertainty bounds of change in tem-
perature and precipitation over decadal differences 2020 − 2010, . . . , 2090 − 2010 with
unobserved GCM level and observed SCN level A1B (left); with observed GCM level
ECHAM5/MPI-OM and unobserved SCN level (center); and with both GCM and SCN
as unobserved levels (right). Grey areas correspond to regions of 75% uncertainty (i.e.
12.5% and 87.5% percentiles), blue areas to 50%, and solid lines to medians. Plotted
points (jittered) show observational differences for corresponding factor levels.
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and both unobserved GCM and unobserved SCN level, respectively from left to right.479
The left-most figure may be compared to the multi-model average plot of Meehl et al.480
(2007, Fig. SPM.5) but differs in that we assume a novel, unobserved GCM level, and481
thus additional uncertainty. As with the previous figure, the middle column of Figure 6482
highlights the high uncertainty when a novel SCN level is considered.483
6 Discussion484
More and more, researchers are utilizing analysis of variance approaches that allow ap-485
propriate parameters, e.g. super- or finite-population, to be used. In this paper, technical486
details of a hierarchical Bayesian approach towards ANOVA have been derived, thereby487
allowing the method to be used in the analysis of simulated climate projections. More488
generally, this has been extended to multivariate cases and may also yield inferential489
procedures on arbitrary covariance criteria. Further extensions to the methodology must490
explicitly address increasing dimensionality. For moderately sized dimensions d, relative491
to number of observations, improper inverse-Wishart distributions, and/or priors that im-492
pose particular dependence structures, are possible options. For cases in which d is very493
large, stricter covariance assumptions may be employed. In the spatial context, properties494
such as stationarity allow covariance parameter space to be reduced, e.g. range, sill, and495
nugget in a spatial covariance function. Because simultaneous estimation of such param-496
eters is nontrivial, some parameters are often assumed, or estimated empirically in earlier497
analysis steps, as in Furrer et al. (2007). In other cases, so as to maintain computational498
feasibility, sparsity restrictions are placed on covariances (Cressie and Johannesson, 2008;499
Furrer et al., 2006; Stein, 2008). For many such scenarios a covariance is decomposed500
into a correlation matrix and a scalar variance parameter. The method is then carried501
out with the inverse-Wishart posterior density transformed through a spectral decompo-502
sition of the correlation matrix, thus allowing for efficient posterior sampling for cases503
in which d  n. This extension, as carried out by Furrer et al. (2012), offers an alter-504
native to geostatistical model analyses that have previously relied on computationally505
intensive MCMC methods. Other difficulties encountered are unbalanced designs and506
linearly dependent predictors. MCMC, or approximation methods such as INLA (Rue507
et al., 2009), are possible solutions to both of these problems, and are areas currently508
21
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under investigation.509
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Projections of future climate conditions are carried out by many research1
institutions, each with their own general circulation model to do so. The2
projections are additionally subjected to distinct anthropogenic forcings,3
specified by future greenhouse gas emissions scenarios. These two factors,4
together with their temporal effects and interaction, create several potential5
sources of variation in final climate projection output. Multilevel statistical6
models, and specifically multilevel ANOVA, have come to be widely used7
for many reasons, not least of which is their ability to comprehensively as-8
sess many different sources of variation. In this paper a Bayesian multilevel9
ANOVA approach is applied to climate projections to assess each of these10
sources of variation, estimate the uncertainty regarding the assessment, and11
to allow comparison across all sources. The data originate from phase three12
of the Coupled Model Intercomparison Project, consisting of 15 circulation13
models and 3 emissions scenarios over 9 decadal time periods for boreal14
summer and winter. A single observation is a spatial field of 2.8 degree15
resolution with units of precipitation in mm/day, and temperature in de-16
grees Celsius. As this approach towards ANOVA is relatively novel, and17
particularly so for spatial data, a short discussion of conventional ANOVA18
and the new methodology is provided.19
Keywords : climate change; uncertainty; variance components20
1 Introduction21
An atmosphere-ocean general circulation model (GCM) attempts to simulate the Earth’s22
climate system, including the complex interactions among the atmosphere, land surface,23
ocean, sea ice and other biogeochemical processes. In addition to the profound scientific,24
social and political impacts (Hansen et al., 2006) that results from these GCMs carry on25
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the grand scale, they are also influencing high-resolution, regional climate modeling efforts26
(Kaufman and Sain, 2010; Jin et al., 2010; Forland et al., 2011). Of the approximately27
twenty models in use, they mostly differ in how small scale processes are implemented28
and in the numerical approaches used to solve the necessary systems of partial differential29
equations. Together, these twenty GCMs constitute one potential source of variation in30
climate projection output. Another potential source is the level and composition of31
greenhouse gas emissions that is predicted to occur. Emissions scenarios (ES) on the32
quantity and composition of these emissions have been defined (Nakic´enovic´ and Swart,33
2000) and included in climate modeling runs, to assess their effect. Although non-trivial,34
ascertaining the variability that is introduced into climate projections from these two35
sources, and others, has the potential to offer a new perspective on climate modeling.36
In this paper we investigate how these two factors, GCM and ES, contribute to vari-37
ability in a set of climate projections over summer and winter periods for both precipi-38
tation and temperature. The data, which has been made available as part of the third39
phase of the Coupled Model Intercomparison Project (CMIP3) (Meehl et al., 2007a), is40
analyzed using a relatively novel approach towards analysis of variance. The analysis41
yields an assessment for each source of variation, estimates the uncertainty regarding42
each assessment, and further allows for relative comparison across all sources.43
In Section 2 we describe the analysis of variance methodology to be used and illus-44
trate it with an elementary example. This section may be skipped by those familiar with45
analysis of variance, although the example provided can be seen as an abstract simpli-46
fication of the CMIP3 data later examined. For more explicit details on the statistical47
methodology the reader is referred to Furrer et al. (2012), in which a subset of only the48
temperature data presented here was used. Section 3 describes the data in detail, defines49
the statistical model, and summarizes the results. Section 4 concludes with a discussion50
of extensions and generalizations to be addressed in the future.51
2 Methodology52
2.1 Background53
Researchers often recognize statistics as a means of inference for estimation, prediction,54
decision making, etc. Although at its roots, statistics aims to recognize and quantify55
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sources of uncertainty. In other words, analyzing variability, or analysis of variance56
(ANOVA). Broadly speaking there are two points of view under the umbrella of ANOVA57
that can be taken to examine the effect of various factors, which differentiate observations58
from one another. The first is commonly employed when factors are considered fixed,59
that is when all factor outcomes are included in the observations. The second, variance60
component analysis, often implies that effects are random, and that one must consider61
effects of the factor that have not been observed. This description is, however, a broad62
generalization, as there is no clear consensus on the precise definition of fixed and random63
effects (Gelman, 2005). The researcher must then pigeonhole their scientific inquiries into64
the context of one of these two types of analyses. Gelman (2005) has proposed a more65
harmonious, comprehensive solution through the use of a novel formulation of analysis of66
variance within the Bayesian paradigm. We follow this formulation, which allows one to67
restate fixed and random effects into more intuitive finite and super population variances.68
As a toy example consider a group of three lab technicians, each of which carries out an69
experiment nine times, resulting in a total of 27 observations, e.g. yield of a synthesized70
solution. There are two potential sources of variation, lab technician and experiment71
error. To answer the question of whether there is significant variability introduced by the72
lab technician, the scenario may be represented by model Yij = βi+ ij, with i = 1, . . . , 373
and j = 1, . . . , 9. Conventional ANOVA, which corresponds to a fixed effect approach,74
would address the question by utilizing a sums of squares decomposition. The scenario is75
simulated with βi’s and ij’s being generated from mean zero Gaussian distributions with76
variances σ2β = 5 and σ
2
 = 3, respectively. Classical, frequentist ANOVA assumes that77
Df Sum Sq Mean Sq F stat p-value
Betas 3 105.824 35.275 14.571 1.3× 10−5
Residuals 24 58.099 2.421 σε
sβ
σβ
1 2 3 4 5 6 7
Figure 1: Classical sums of squares ANOVA summary culminates with p-value corre-
sponding to hypothesis of equal beta effects (left). Bayesian interpretation of ANOVA
displaying credible intervals for standard deviation components (right). Narrow lines
denote posterior credible intervals for 95% (2.5% and 97.5% quantiles), thicker lines for
50% credible intervals (25% and 75% quantiles), and vertical mark is at the median (50%
quantile). True simulation values are σβ =
√
5 ≈ 2.2 and σ =
√
3 ≈ 1.7.
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the lab technician effect is fixed, then tests the hypothesis that these effects are all equal,78
i.e. H0 : β1 = β2 = β3. In the simulation the hypothesis is rejected (at any reasonable79
level of significance, including 0.05) with a p-value of 0.000013, as seen in the left side80
of Figure 1. Thus, lab technician effect is deemed to be statistically significant. If lab81
technicians are assumed to come from a larger population, then a random effect variance82
component approach may be chosen and a separate analysis is done.83
The Bayesian ANOVA strategy simultaneously addresses both of these questions. The84
super population variance, equivalent to the random effect variance component, pertains85
to the larger population. Because this includes any potential future lab technician, the86
uncertainty of inferential statements for the super population must include the uncer-87
tainty of unobserved lab technicians. Hence, the wider interval for σβ in the right side88
of Figure 1. The finite population variance does not correspond directly to any term in89
conventional ANOVA, rather it is the variance s2β of these three particular lab technicians.90
Since the uncertainty of future lab technicians is excluded, inferential statements on the91
finite population variance will be more “precise”, hence the narrower interval for sβ in92
Figure 1.93
Statements, roughly analogous to conventional ANOVA hypotheses, in the form of94
probabilities on population variances, or standard deviations, can also be made. From95
the example, the probability that variability between these three particular lab techni-96
cians is greater than a value c, where c = 0.5 is assumed to be scientifically relevant,97
e.g. a threshold for laboratory regulations, is P [sβ > c] = 0.9997, conditional on the ob-98
servations. Relative comparison, not possible with conventional ANOVA, offers greater99
perspective in assessing the sources of variability. Namely, the probability that variability100
from these three particular lab technicians is greater than variability from measurement101
errors is P [sβ > σ] = 0.8906, conditional on the observations. Summarizing, the method102
utilizes the uncertainty prescribed by the posterior distributions to assess “significance”103
of the variances in both an absolute and relative sense.104
In general, one must consider any number of factors. From the illustration provided105
these could be, for example, different machines used in the experiment, or time of day106
that the experiment is conducted, etc. To facilitate this it is useful to refer to each factor107
as a batch, that is as a set of varying coefficients, or effects. In this way, overall mean,108
factors, their interactions, terms with covariates, as well as error terms can be referred109
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to similarly. A Bayesian multilevel framework is then used to model each batch of effects110
together with its variance parameter. For the previous example with an overall mean µ111
data observations are modeled as Yij = µ+ βi + ij, and a Bayesian hierarchy is assigned112
to each of the three batches113
µ | σ2µ ∼ N(µ0, σ2µ),
σ2µ ∼ Fµ,
βi | σ2β iid∼ N(β0, σ2β),
σ2β ∼ Fβ,
ij | σ2 iid∼ N(0, σ2 ),
σ2 ∼ F,
114
115
for i = 1, . . . , nI , nj = 1, . . . , nJ . Batch effects are each assigned a Gaussian distri-116
bution N(µ, σ2), with mean and variance denoted by µ and σ2, respectively. In this case,117
a general probability distribution F has been assigned to the batch variance components,118
although the inverse-gamma distribution is a common choice for its conjugate properties.119
For a wide class of linear models, such as the previous example, posterior densities of120
super population variances, batch effects, and finite population variances are derived.121
Specifically, the full joint posterior is factored to obtain a conditional posterior on each122
parameter of interest. Further, when orthogonal designs are available conditional poste-123
riors are independent so that the need for MCMC methods is obviated. In the example124
above, the posterior of super population variances and batch effects is125
p(σ2 , σ
2
β, {βi} | {Yij}) = p(σ2 | {Yij}) · p(σ2β | {Yij}, σ2 ) · p({βi} | {Yij}, σ2 , σ2β), (1)
where p(θ | {Yi}) denotes a conditional probability density,“parameter θ given the set of126
observations Y1, . . . , Yn”. Posterior distributions of finite population variances, which are127
a function of the batch effects e.g. s2β = s
2
β({βi}), are then calculated (Gelman, 2005).128
Prediction may be carried out with the posterior predictive density p(Y˜ | {Yij}),129
where Y˜ represents a future observation. One may consider either 1) a batch effect that130
has already been observed, or 2) a new, unobserved batch effect. In the context of the131
example this is a posterior distribution on the outcome of a new experiment when 1) an132
existing lab technician conducts a new experiment, or 2) a new lab technician conducts133
a new experiment. The difference is in either utilizing an existing batch effect posterior,134
or using the super population variance posterior to generate a new batch effect (Gelman135
et al., 2003).136
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2.2 High-dimensional Multivariate Data137
For multivariate settings a statistical model analogous to the model above may also be138
utilized. Observations of dimension d are specified as Yij = µ + βi + ij. The Bayesian139
hierarchy for the batches may then be given by140
µ | Σµ ∼ N (µ0,Σµ),
Σµ ∼ Fµ,
βi | Σβ iid∼ N (β0,Σβ),
Σβ ∼ Fβ,
ij | Σ iid∼ N (0,Σ),
Σ ∼ F,
141
142
where N (µ,Σ) is a multivariate normal distribution. Super population variances, e.g.143
Σβ, are now covariance matrices and their priors, e.g. Fβ, are the multivariate analog of144
the inverse-gamma distribution, an inverse-Wishart. This multivariate ANOVA is suit-145
able for modest values of d, although as d increases the necessary matrix computation146
becomes intractable. The computations are, in general, on the order of d3. In spatial147
settings, as is the case for the data examined in this paper, there are several strategies148
to address these challenges. For example, for some spatial processes with low range be-149
havior, one can introduce sparsity through a tapering approach, i.e. direct multiplication150
of the covariance with a sparse correlation matrix, as Furrer et al. (2006) have done to151
interpolate a high-resolution spatial field of precipitation. Alternatively, to adequately152
capture long range dependency, Cressie and Johannesson (2008), and Stein (2008) have153
suggested methods for covariance matrices essentially of the form Σ = θ0U+ θ1I, where154
U is an unknown matrix with low rank, then use this strategy to examine total column155
ozone satellite measurements.156
Another approach is to use covariance functions commonly seen in geostatistical set-157
tings (Handcock and Stein, 1993), in which the overarching assumption is that dependence158
tapers off as distance increases. This allows the super population parameter space to be159
reduced substantially. The exponential covariance function, a special case of the more160
general Mate´rn, is defined by a range and sill, ρ, σ2, respectively. For a pair of locations,161
x1, x2, with distance h = dist(x1, x2), it is C(h) = σ
2 exp[−(h/ρ)2], where an appropriate162
distance measure must be used. Data on a sphere, for example, uses great circle distances163
rather than Euclidean.164
Given the range, a high-dimensional multivariate dataset can be analyzed using the165
decomposed posterior of (1). More specifically, a super population variance conditional166
posterior, e.g. p(σ2β | {Yij}, σ2 ), can be seen to be closely approximated by an inverse-167
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gamma distribution (Furrer et al., 2012), thus a scalar variance component as in the168
univariate setting. However, since batch effects are now spatial fields, the batch’s finite169
population variance may be examined spatially, such that s2β(x) is the finite population170
variance at location x.171
3 Analysis172
3.1 Data and Statistical Model173
The data utilized in the analysis are decadal averages of global climate projections that174
have been assembled and archived as part of the CMIP3 project (Meehl et al., 2007a) in175
the framework of the Fourth Assessment Report (Solomon et al., 2007) for the Intergov-176
ernmental Panel on Climate Change (IPCC) over nine decadal periods 2010–2020 to 2090–177
2100. The data further consists of output from 15 different GCMs (CCCMA-CGCM3.1,178
CNRM-CM3, CSIRO-MK3.0, GFDL-CM2.0, GFDL-CM2.1, GISS-MODEL-ER, INM-179
CM3.0, IPSL-CM4, MIROC3.2, ECHO-G, ECHAM5/MPI-OM, MRI-CGCM2.3.2A, CCSM3.0,180
PCM, UKMO-HadCM3 (Meehl et al., 2007b)) each run under three different greenhouse181
gas emissions scenarios (A2, A1B, and B1 (Nakic´enovic´ and Swart, 2000)). Although182
other GCMs and decadal periods are available, in order to maintain a balanced design,183
only those for which all scenarios with distinct forcings were available have been used.184
The analysis is carried out on four datasets in this format, i.e. precipitation (mm/day)185
and temperature (degrees Celsius), and boreal summer months June, July, August (JJA)186
and winter months December, January, February (DJF). Each spatial field has been inter-187
polated to a common 128× 64 longitudinal–latitudinal grid for approximately 2.8 degree188
resolution.189
Bias of and dependence among climate models are important issues as outlined and190
illustrated by Tebaldi and Knutti (2007), Jun et al. (2008), and Knutti et al. (2010),191
and references therein. Here, we nevertheless adopt the statistical assumption that has192
traditionally been used when working with sets of GCMs, which is to assume that they193
are independently drawn from a common process representative of the consensus climate194
characteristics. The statistical model that we use is based on the methodology of Section195
2 in which the first batch α0 in the model consists of 15 effects, each representing a single196
GCM; and the second batch β0 covers the three emissions scenarios. A third batch γ0197
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represents the interaction between the two. To account for climate changes over decadal198
periods, batches µ1, α1, β1 and µ2 are included. Terms µ1 and µ2 represent overall199
linear and quadratic trends, respectively. Terms α1, β1 represent GCM and ES linear200
temporal effects, respectively. Preliminary analyses of the data suggested that no higher201
order terms were needed. Therefore, the model of a single measurement type and season202
dataset is203
Yijt =
constant︷ ︸︸ ︷
µ0 +α0,i + β0,j + γ0ij +t(
linear︷ ︸︸ ︷
µ1 +α1,i + β1,j) + t
2(
quadratic︷︸︸︷
µ2 ) + ijt
= µ0 + tµ1 + t
2µ2︸ ︷︷ ︸
trends
+α0,i + tα1,i︸ ︷︷ ︸
GCM batches
+β0,j + tβ1,j︸ ︷︷ ︸
ES batches
+ γ0ij︸︷︷︸
interaction
+ ijt, (2)
where i = 1, . . . , 15, j = 1, . . . , 3, t = 1, . . . , 9. The dimension of each spatial observation204
on the sphere is d = 128 × 64 = 8192, which results in over 3.3 million individual data205
points for each of the four sets of data. Values of t are centered, t = −4, . . . , 4, and t2 is206
transformed to be orthogonal to other predictors in the model, i.e. t2 − 20/3, such that207
it can be considered as a sequential addition to the model. The notation allows GCM208
and ES effects to be referred to as α and β, respectively. A specific batch may then be209
referred to more specifically by name or with the notation. For example, the constant210
GCM effect is either GCM or α0, while the linear GCM effect with respect to time is211
tGCM or α1. An individual batch field requires an additional index, e.g. constant GCM212
CNRM-CM3 is α0,2. Note that the interaction term, GCM×ES, or γ0, will be referred213
to simply as the interaction.214
Exploratory studies of the dependency structure of each spatial field revealed some215
non-stationarity. For example, the temperature data for months of June through August216
of the α fields suggest a larger range parameter in the Southern Hemisphere than in the217
Northern. The β fields from the same data exhibit a patchy behavior, where patches218
often correspond to land masses. Naturally, one could propose flexible non-stationary219
covariance models on the sphere, capturing some or even most of the features in a single220
field. Since we need a common model for all fields within one batch, we have chosen221
an isotropic exponential covariance function with great circle distances. As with Furrer222
et al. (2007), we opt for a plug-in estimate of the exponential covariance range parameter.223
These have been algorithmically estimated by averaging range estimates that have been224
taken over large latitudinal and longitudinal subsections of the data. Because constant225
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Precipitation Temperature
Batch JJA DJF JJA DJF
GCM (α0,α1) 1001 1054 1421 1706
ES (β0,β1) 1098 1011 3232 1999
Interaction (γ0) 780 926 1600 1669
Table 1: Range parameter ρ distances (km) used in covariance parameterization.
and linear terms within the greater batch are seen to exhibit similar ranges, a single range226
estimate is used for both. Table 1 shows the ranges in kilometers that have been used227
for each dataset.228
Super population variance posteriors using these spatial correlation matrices can then229
be sampled through numerical integration, but can also be closely approximated by an230
inverse-gamma distribution. Batch posteriors are then sampled on a pointwise basis.231
Often times, as in this analysis, overall mean terms are considered nuisance parameters232
and are neglected. Due to orthogonality these terms do not have any impact in the233
analysis of the remaining batches.234
The analysis based on model (2) has been implemented with the freely available235
computer software R (Ihaka and Gentleman, 1996; R Development Core Team, 2011) run236
on a shared server with multiple 1GHz processors and 512GB memory, although parallel237
computing is not leveraged. The most demanding operations are one-time calculations238
such as the spectral decomposition of correlation matrices, which take approximately239
30 minutes each, leading to a total setup time of a few hours. After setup calculations,240
simulation of 1000 realizations from each posterior distribution requires a trivial amount241
of time.242
3.2 Results243
The primary general conclusion evident from the analysis is that GCM is the strongest244
source of variation in the output across the ensemble. Further, GCM batch variability was245
estimated to be large for both super population variance σ2α0 as well as for spatial finite246
population variance s2α0(x) over most spatial locations (Figures 3–6). A second general247
conclusion is that precipitation variability can not be clearly explained by either GCM248
or ES. Rather, the interaction between the two, varies more greatly than the tGCM and249
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both ES and tES batches. Broadly speaking, seasonal patterns can also be seen across250
all batches. Precipitation for JJA and DJF has concentrated variability over regions251
that are reflected about the equator, exhibiting the oscillatory nature of the Intertropical252
Convergence Zone (ITCZ). Temperature does not exhibit such symmetries, but tends to253
see variability concentrated over land masses for JJA and over arctic regions for DJF.254
Results and figures are now covered in more depth.255
Figures 2–6 provide a summary of batches and variance parameters primarily by pos-256
terior averages. Figure 2 displays the least squares estimates of the trend terms, as they257
are considered nuisance parameters. Figures 3–6 summarize the super population stan-258
dard deviation parameters and the mean of finite population standard deviations at each259
spatial location. It is clear that the batch with the greatest variability, for both super260
and finite population, is GCM. As described in Section 2, super population variances261
are represented by a scalar sill parameter over the whole field. Thus, credibility inter-262
vals are easy to display for the super population standard deviations. In the credibility263
interval plots shown, super population variance posterior parameters have been scaled264
to reflect a univariate case, in order to highlight the relative uncertainties between the265
batches. Furthermore, a log scale has been used to better display the intervals. Finite266
population standard deviations are, on the other hand, summarized by their pointwise267
posterior means since each batch field posterior realization is a multivariate spatial field.268
Larger values then represent greater magnitude of variability for the batch. Precipitation269
variability is intrinsically linked with high precipitation, as can be seen in the ITCZ in all270
batches of Figures 3 and 4. The seasonal effect of this can be seen as well, with greater271
variability concentrated north of equator in summer months, and south of equator in272
winter months. For example, JJA interaction (bottom left Figure 3) shows higher values273
to the north of the equator, while DJF interaction (bottom left Figure 4) shows higher274
values to the south.275
Figures 7 and 8 examine the spatial variation of each batch compared to errors.276
Specifically, these plots display a posterior probability on whether or not a batch’s finite277
population standard deviation at location x, e.g. sα0(x), is greater than the error standard278
deviation, σ. As with the example of Section 2, this is given by a posterior probability but279
now at a spatial location, e.g. P [sα0(x) > σ]. This probability is empirically estimated by280
the proportion of times that the inequality was satisfied in posterior realizations. Some281
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batches have been omitted as they are uninteresting, namely 0 or 1 over virtually the282
entire field. For precipitation (Figure 7) GCM shows the highest variability over a large283
proportion of the domain, but suggests low variability over polar regions. Meanwhile,284
tGCM shows very few regions of high variability, primarily over the ITCZ. Batches ES285
and tES have been not been displayed for precipitation as they alone do not suggest286
many regions of high variation. Alternatively, the interaction term shows high variation287
over the ITCZ, suggesting that a compound effect between GCM and ES is occurring.288
For temperature (Figure 8), batch GCM has again been omitted because it also exhibits289
high variability everywhere, thus leading to the overarching conclusion that GCM is the290
greatest source of variation. Figure 8 displays seasonal effects at polar latitudes more291
clearly. Summer months show greater variability over antarctic regions for batch tGCM,292
while winter months show greater variability for arctic regions. In winter, batch ES and293
the interaction also exhibit higher variability over arctic areas. The top row of Figure 8294
shows that ES has higher variability over continental regions.295
Figure 9 illustrates how spatial batch variances compare with one another for win-296
ter months DJF. As stated earlier, GCM exhibits much more variability than all other297
batches, thus it has been omitted. For precipitation, top row of Figure 9, interaction298
variability is greater than that of tGCM. As a broad statement, one may look from left299
to right, and make the general conclusion that batch variability for precipitation can be300
ranked as sγ0(x) > sα1(x) > sβ0(x) > sβ1(x), over the majority of spatial locations x.301
Temperature, bottom row of Figure 9, does not allow for a simple ranking. Rather it302
illustrates how the amount of batch variability depends on latitudinal position. Over303
much of the central latitudes tES varies the most.304
Figures 10–17 are displayed in pairs separately for precipitation and temperature,305
and for DJF and JJA. These figures utilize the posterior predictive distribution, in which306
future observations are generated from the posterior distribution. Further, these figures307
display the difference of two posterior predictive distributions, the difference between the308
ending and starting decadal periods. This is done in order to assess the relative change309
between the two time points. As discussed in Section 2, there is more than one way310
to consider a batch in the posterior predictive distribution. In this case, a hypothetical311
future GCM has been generated, while the existing ES batch fields are used. This is312
accomplished by using the super population variance posterior to obtain a density for a313
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novel GCM; and by using individual ES posteriors. Figure 10 shows the posterior pre-314
dictive distribution for each ES, A2, A1B, and B1, from left to right. In each row the315
probability at spatial location x that the relative change between starting and ending316
decadal periods exceeds 0.25, 0.5, or 0.75 mm/day is shown. This corresponds to 3.6, 7.2,317
or 10.8 inches of precipitation per year. Figure 11, displaying 20 and 80 percent quantiles318
for the relative change posterior, suggests both decreases and increases in precipitation319
certain regions. The same pair of plots is given for precipitation DJF (Figures 12, 13).320
Note that Despite using a subset of available GCMs, emissions scenario A1B (middle col-321
umn) of Figures 11 and 13 can be compared directly to Figure 10.9, page 767, of Solomon322
et al. (2007). The same pairs of plots are also shown for temperature JJA (Figures 14,323
15), and temperature DJF (Figures 16, 17). Seasonal differences for temperature are324
fairly evident. Summer temperature according the scenario A1B (Figure 14, middle col-325
umn) gives high probability of a 2 degree Celsius increase primarily over land masses and326
the Antarctic, which is supported by Figure 10.30d, page 811 of Solomon et al. (2007).327
Winter temperature for the same scenario (Figure 14, middle column) suggest an increase328
over Arctic regions, as in Solomon et al. (2007, Fig. 10.30b, p. 811).329
4 Discussion330
One contribution of this paper can be seen as a way to promote general analysis of331
variance procedures that yield contextually relevant results for multivariate data. How-332
ever, for the method to be widely applicable in similar contexts, several extensions and333
generalizations are needed. To specifically address known dependencies between indi-334
vidual fields within a batch, such as the known dependency between GCMs, the batch335
prior and/or likelihood should include correlation of some kind, most likely empirically336
estimated. As an additional batch in the statistical model one may consider multiple337
runs done for each GCM, in which initial conditions are perturbed. This would have338
the affect over increasing the overall degrees of freedom in a least squares context, and339
generally leads to more precise inference on super population variance parameters. Co-340
variance parameterizations should be more flexible as well. The method currently allows341
for arbitrary covariance matrices. Therefore, non–stationarities could be handled with,342
for example, latitudinal varying covariance functions. Bivariate modeling of temperature343
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and precipitation, that is multivariate in another domain on top of the spatial domain,344
would allow for relationships between these two climate characteristics to be considered345
jointly. For computational comparison, this analysis should also be carried out using a346
sparse precision matrix parameterization.347
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Figure 2: Trend components µ0 (left), µ1 (middle) and µ2 (right) for precipitation JJA
(first row), precipitation DJF (second row), temperature JJA (third row), and tempera-
ture DJF (fourth row).
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Figure 3: Precipitation JJA super population standard deviations, on log scale, credible
intervals (top left). Pointwise posterior means of finite population standard deviations,
on standard scale, for sα0 (top middle), sα1 (top right). Bottom row are posterior means
of finite population standard deviations sγ0 (left), sβ0 (middle), and sβ1 (right).
Figure 4: Precipitation DJF in same layout as Figure 3. Pointwise posterior means of
finite population standard deviations, on standard scale, for sα0 (top middle), sα1 (top
right). Bottom row are posterior means of finite population standard deviations sγ0 (left),
sβ0 (middle), and sβ1 (right).
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Figure 5: Temperature JJA in same layout as Figure 3. Pointwise posterior means of
finite population standard deviations, on standard scale, for sα0 (top middle), sα1 (top
right). Bottom row are posterior means of finite population standard deviations sγ0 (left),
sβ0 (middle), and sβ1 (right).
Figure 6: Temperature DJF in same layout as Figure 3. Pointwise posterior means of
finite population standard deviations, on standard scale, for sα0 (top middle), sα1 (top
right). Bottom row are posterior means of finite population standard deviations sγ0 (left),
sβ0 (middle), and sβ1 (right).
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Figure 7: Precipitation JJA (top) and precipitation DJF (bottom) pointwise probabilities
of P [sα0(x) > σ] (left), P [sα1(x) > σ] (middle), and P [sγ0(x) > σ] (right).
0.0 0.2 0.4 0.6 0.8 1.0
Figure 8: Temperature JJA (top) and temperature DJF (bottom) pointwise probabilities
of P [sα1(x) > σ] (left), P [sβ0(x) > σ] (middle), and P [sγ0(x) > σ] (right).
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Figure 9: Relative comparison of batch variability. Pointwise probabilities of finite pop-
ulation standard deviations for precipitation DJF (top) are P [sα1(x) > sγ0(x)] (left),
P [sα1(x) > sβ0(x)] (middle), and P [sβ0(x) > sβ1(x)] (right). Pointwise probabili-
ties for temperature DJF (bottom) with batch comparisons P [sα1(x) > sγ0(x)] (left),
P [sα1(x) > sβ1(x)] (middle), and P [sβ1(x) > sγ0(x)] (right).
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Figure 10: Precipitation JJA posterior empirical probabilities for relative increase of
0.25 (top), 0.5 (middle), and 0.75 (bottom) mm/day between decades 2010–2020 and
2090–2100. Emissions scenarios are A2 (left), A1B (middle), and B1 (right).
−2 −1 0 1 2 3
Figure 11: Precipitation JJA posterior 20% (top) and 80% (bottom) quantiles for rel-
ative change in precipitation (mm/day) between starting and ending decadal periods.
Emissions scenarios are A2 (left), A1B (middle), and B1 (right).
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Figure 12: Precipitation DJF posterior empirical probabilities for a relative increase of
0.25 (top), 0.5 (middle), and 0.75 (bottom) mm/day between decades 2010–2020 and
2090–2100. Emissions scenarios are A2 (left), A1B (middle), and B1 (right).
−2 −1 0 1 2 3
Figure 13: Precipitation DJF posterior 20% (top) and 80% (bottom) quantiles for relative
change in precipitation (mm/day) between starting and ending periods (same scale as
Figure 11). Emissions scenarios are A2 (left), A1B (middle), and B1 (right).
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Figure 14: Temperature JJA posterior empirical probabilities for a relative increase of
2 (top), 3 (middle), and 4 (bottom) degrees Celsius between decades 2010–2020 and
2090–2100. Emissions scenarios are A2 (left), A1B (middle), and B1 (right).
0 1 2 3 4 5 6
Figure 15: Temperature JJA posterior 20% (top) and 80% (bottom) quantiles for rel-
ative change in precipitation (mm/day) between starting and ending decadal periods.
Emissions scenarios are A2 (left), A1B (middle), and B1 (right).
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Figure 16: Temperature DJF posterior empirical probabilities for a relative increase 2
(top), 3 (middle), and 4 (bottom) degrees between decades 2010–2020 and 2090–2100.
Emissions scenarios are A2 (left), A1B (middle), and B1 (right).
0 2 4 6 8 10 14
Figure 17: Temperature DJF posterior 20% (top) and 80% (bottom) quantiles for rel-
ative change in precipitation (mm/day) between starting and ending decadal periods.
Emissions scenarios are A2 (left), A1B (middle), and B1 (right).
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Assessing variance components of general
circulation model output fields†
Reinhard Furrera*, Steven Geinitza and Stephan R. Sainb
Recent internationally coordinated efforts have used deterministic climate models for a common set of experiments and
have produced large datasets of future climate projections. These ensembles are subject to many sources of variability, and
we propose an analysis of variance procedure to quantify the contribution from several sources to the overall variation.
This procedure is based on a Bayesian linear model parameterization and is applicable for large spatial data. A key feature
is that individual sources of variability are modeled through batches and assessed through the batches’ superpopulation
variance, individual batch-level predictions, and finite population covariance. Further, for a large class of models, we show
that the full posterior can be factored into conditionally independent distributions, consisting of a batch’s superpopula-
tion and batch levels. By doing so, we obviate the need for Markov chain Monte Carlo methods. Finally, this approach is
applied to decadal summer temperatures for different climate models and various scenarios. Copyright © 2012 John Wiley
& Sons, Ltd.
Keywords: multivariate ANOVA; spatial data; mixed model; Bayesian inference
1. INTRODUCTION
Analysis of variance (ANOVA) is often regarded as a procedure for dealing with fixed effects in a model in which various factors contribute
to variation in the response. Following the strategy of Gelman (2005), we regard ANOVA as a variance component approach, considering
each factor in the statistical model as random. Therefore, we use the term batch for these factors. Questions about the greater batch pop-
ulation are addressed with assessments of the superpopulation variance, whereas focus on the finite set of observed batch levels implies
the use of the finite population variance. Geinitz et al. (2012) extended the Gelman (2005) approach to multivariate settings in which each
batch has more levels than the degrees of freedom of the superpopulation covariance matrix. However, many problems in the environmental
and biological sciences involve the analysis of highly multivariate or large spatial datasets. In such settings, it is possible to parameterize
the (superpopulation) covariance matrices. We present an approach based on partitioning the posterior into conditionally independent batch
posteriors, consisting of a batch’s superpopulation variance and levels of the batch, which obviates the need for Markov chain Monte Carlo
(MCMC) methods. We apply this method to the analysis of a climate model ensemble.
1.1. Climate models
Climate models attempt to simulate the Earth’s climate system including the complex interactions among the atmosphere, land surface,
ocean, sea ice, and biogeochemical processes. They are referred to as atmosphere–ocean general circulation models or simply general cir-
culation models (GCMs). In these models, the motion of the atmosphere and the ocean is the result of discretizing the partial differential
equations of fluid dynamics, constrained by external forcings (solar radiation, changes in demographics and resulting changes in land use,
anthropogenic impacts on the composition of the atmosphere, etc.). However, there are many small-scale geophysical processes that cannot
be resolved by the discretized model but have important feedbacks to larger scales. These processes are parameterized in the models and,
because they are not derived directly from classical physics, are potential sources of model bias.
The limited spatial resolution of GCMs is often not sufficient for regional assessment of economic, social, or ecological impacts of climate
change. For high(er)-resolution studies, downscaling methods can be used in which information from GCMs is used to provide a starting
point for obtaining climate information on regional and even more local scales. For example, regional climate models (RCMs) use boundary
conditions from GCMs to deliver high-resolution climate simulations over a bounded domain.
The development, maintenance, and use of a GCM involve extensive scientific research, software engineering, and supercomputer time.
There are somewhere near 20 models that exist, mostly differing in how the unresolved (small-scale) processes are implemented and, in the
numerical approaches, used to solve the partial differential equations.
* Correspondence to: Reinhard Furrer, University of Zurich, Zurich, Germany. E-mail: furrer@math.uzh.ch
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The human influence on the Earth’s climate in the coming decades can only be speculated. The climate science community has hence-
forth defined possible (greenhouse gas) emission scenarios on which the models are based. These scenarios define different hypothetical
development of the anthropogenic forcings.
The different components of a GCM generate a vast array of output. However, the most common atmospheric variables used for assessing
the impacts of a changed climate are surface temperatures, precipitation, and to a lesser extent surface winds. These variables are often
averaged to monthly or seasonal fields.
1.2. Statistical analysis of climate model output
Although the current generation of GCMs does not involve stochastic elements, the statistical community refers to the model output as “data”
and assumes that it originates from some stochastic model. This framework is (implicitly or explicitly) required to synthesize different cli-
mate model data using a statistical framework. Early work in determining probabilities of global temperature change include those by Allen
et al. (2000), Schneider (2001), Forest et al. (2002), Gregory et al. (2002), Knutti et al. (2002, 2003), and Frame et al. (2005). Around 2005,
a shift towards fully Bayesian approaches has been made, initiated by Tebaldi et al. (2004, 2005), who evaluated probabilistic climate change
on a regional level. These ideas have been extended, notably to a multivariate (temperature/precipitation) or temporal setting (Tebaldi and
Sansò, 2007; Berliner and Kim, 2008; Buser et al., 2009; Smith et al., 2009) or to spatial settings (Furrer et al., 2007a,b). In the same spirit,
hierarchical modeling approaches have been applied to RCM by, for example, Sain and Furrer (2010), Sain et al. (2011a), and Christensen
and Sain (2011).
It has to be stated that statistical modeling of GCM (or RCM) data is a difficult task, not only because of the large amount of data involved,
the complex nonstationarities in the individual fields, and the unknown dependencies between the different climate models but also because
of unsettled issues in climate science itself. More specifically, it is still a debate whether climate model output represents the “truth” (the
climate) plus an error or whether climate itself is a possible realization from a set of possible climates. Naturally, the “observed” climate is
inherently populated with observational error. Another fundamental issue is the choice of which models should be used in an analysis, for
example, should “bad” models (in some metric) be included? Knutti et al. (2010) gave a detailed discussion of many of these issues (also
Tebaldi and Knutti, 2007).
Statistically modeling the “mean structure” of the GCM and RCM outputs is important, but given the many uncertainties involved
in climate modeling, it is to some extent more important to statistically assess and attribute these uncertainties. Two key questions are
the following:
(1) What is the variability introduced through the choice of the boundary conditions compared with that of the individual modeling strategies
for RCMs?
(2) What is the variability attributable to the different scenarios compared with the variability due to the individual models for GCMs?
Kaufman and Sain (2010) addressed the first of these and introduced a functional ANOVA approach for an RCM experiment (also
Sain et al., 2011b). Following this spirit, we develop in detail an ANOVA strategy, which Gelman (2005) outlined and which was fur-
ther specified for multivariate cases by Geinitz et al. (2012). Further, we then analyze the output of 15 GCMs under three emission scenarios
to explore their contribution to climate model output variation.
1.3. Outline
In Section 2, we briefly review a constrained Bayesian linear modeling approach towards ANOVA in multivariate contexts. Methods of
modeling spatial variation and their computational demands are then reviewed, and an alternative approach for high-dimensional data is
presented. In Section 3, simulation is used to illustrate the Bayesian linear modeling approach in the context of spatial statistics. Section 4
utilizes the method to identify relative contributions to overall variation from GCMs and emission scenarios.
2. BAYESIAN ANALYSIS OF VARIANCE FOR SPATIAL FIELDS
2.1. Model and notation for multivariate data
Geinitz et al. (2012) followed the approach of Gelman (2005) in indiscriminately considering every batch as random. When batches of the
corresponding least squares can be orthogonalized and batch constraints are included, the full joint posterior distribution can be factored
into independent batch posteriors, consisting of a batch’s superpopulation and batch levels. The observations Yi in Rd , i D 1; : : : ; n, each
consisting of a single batch level from B batches, written as
Yi D
BX
bD0
ˇ
.b/
jb
i
; i D 1; : : : ; n; (1)
is modeled with the Bayesian multilevel model,
Yi j

ˇ
.b/
jb
i

b
;† Nd
0@B1X
bD0
ˇ
.b/
jb
i
; †
1A ; i D 1; : : : ; n; (2)
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ˇ
.b/
jb
j †b Nd

ˇ
.b/
0 ; †b

; j D 1; : : : ; nb ; (3)
U b D †b C
nb
n
† j † W 1.‰b ; b/; b D 0; : : : ; B  1;
† W 1.‰ ; /;
(4)
where W 1.‰ ; / denotes an inverse-Wishart distribution with scale matrix ‰ and  degrees of freedom. The batches b D 0 and b D B
correspond to an overall mean, or intercept, and to measurement errors, i , respectively. Typically, zero-mean batch-level priors are assumed,
that is, ˇ.b/0 D 0. Setting ‰ D 0,  D 0 yields Jeffreys’ noninformative prior p.U/ / jUj.dC1/=2. The support of the inverse-Wishart
distribution is the set of all positive definite matrices. Because Ub  .nb=n/† is required to be positive definite, (4) is referred to as a
constrained inverse-Wishart prior. The covariance parameterization Ub D †b C .nb=n/† has previously been utilized in the context of
multivariate random effects by Everson and Morris (2000).
Model specification with additional cb constraints, for example,
P
j ˇ
.b/
j D 0, combined with (2) and (3), results in improper prior distri-
butions or intrinsic Gaussian Markov random fields (Rue and Held, 2005). With this constraint, the full joint posterior can be factored into
conditionally independent batch posteriors
p

† ; f†b ;ˇ.b/gB1bD0 j Y

D p.† j Y/
B1Y
bD0
p.†b j Y;†/ p.ˇ.b/ j Y;† ;†b/;
offering straightforward marginal posteriors that can be sampled simultaneously, without using MCMC methods. The superpopulation
posterior of batch B , that is, of the measurement error,
† j fYi g W 1
0@‰ CX
i
.Yi bYi /.Yi bYi /T;  C n B1X
bD0
nb
1A ;
can be found independently from other batch terms, depending on observations only through least squares residuals, withb denoting least
squares estimates. The posterior of the remaining batches, b D 0; : : : ; B  1, is comprised of a superpopulation covariance posterior
†b C
nb
n
† j fYi g;† W 1
0@‰b C nbX
jDcbC1
.bˇ.b/j  ˇ.b/0 /.bˇ.b/j  ˇ.b/0 /T; b C nb  cb
1A (5)
and individual batch-level posteriors
ˇ
.b/
j j fYi g;† ;†b 
(
Nd
bˇ.b/
j ;
nb
n †

j D 1; : : : ; cb ;
Nd

P1mj ; P1

j D cb C 1; : : : ; nb ;
(6)
where the distinct cases are due to added constraints and P D †1
b
C .n=nb/†1 , m D †1b ˇ.b/0 C .n=nb/†1 bˇj . The batch-level
posteriors can then be sampled from and adjusted according to constraints, to obtain posteriors for finite-population covariances, Sb .
Replacing some or all summands of Equation (1) by X.b/ˇ.b/
jb
i
with X.b/, a design matrix, extends the methodology to a regression-type
framework. The superpopulation covariance posteriors remain unchanged, and for the individual batch-level posteriors, the design matrices
need to be added accordingly in (6).
2.2. Computational issues in superpopulation modeling
There are analytical and computational limitations of covariance estimation and hence of posterior superpopulation covariance estimation
as well.
From the analytical side, the minimum number of batch levels required for (5) to be properly defined is nb > d . However, Stein (1956)
has shown that for high dimensions, d , the ratio of n3
b
=d must be small, illustrating the difficulty of covariance estimation. For moderate
values of d and small difference d  nb , one may consider improper Wishart distributions (Uhlig, 1994; Srivastava, 2003) for sampling. In
the application of Section 4, d  nb is of the order of thousands.
Statistical procedures, such as evaluating a likelihood or sampling from a distribution, that explicitly model covariance parameters are
computationally intensive for large or huge datasets. For a spatial observation of dimension d , calculating the inverse (i.e., solving a linear
system) and/or determinant of the d  d covariance matrix is a computationally requisite step and is typically achieved through a factored
form of the covariance matrix, such as a Cholesky decomposition. Such a direct factorization requiresO.d3=3/ operations andO.d2/mem-
ory. The d.d C 1/=2 parameter space of an arbitrary covariance matrix is frequently reduced by further assumptions. Parametric covariance
functions reduce the parameter space to a few dimensions, often expressed as †b D †b./. Matérn covariance functions (Handcock and
Stein, 1993) are commonly chosen to represent such spatial dependence, thus lending themselves well to confirmatory procedures even442
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when few observations are available. In other cases, less explicit parametric forms are used. Examples are block structures resulting from
Kronecker products or sparsity assumptions. For spatial processes with primarily local behavior, one can introduce sparsity through a taper-
ing approach (Furrer et al., 2006), that is, direct multiplication of the covariance with a sparse correlation matrix. With a sufficiently sparse
matrix, solving linear systems with a Cholesky factorization and calculating the determinant as a by-product can be found in times between
O.d/ andO.d2/. Rue and Tjelmeland (2002) and Lindgren et al. (2011), for example, looked at Gauss Markov random field approximations
to Gaussian processes resulting in sparse precision matrices. To adequately capture a large-scale structure, Cressie and Johannesson (2008)
and Stein (2008) have suggested exact methods for covariances essentially of the form † D 0U C 1I, where U is an unknown matrix
with low rank (relative to its dimension). These lead to matrix operations dictated by the value of p. In a similar category are the Gaussian
process approximations (Banerjee et al., 2008), implemented in our context through a regression-type model (also Sang and Huang, 2012).
However, regardless of the sparseness strategy that is taken, it cannot be maintained throughout the full sampling scheme. If sparse covari-
ance representations exist, some demands are mitigated, but others involving the inverse (a full matrix) are still needed, for example, (5).
Similarly, when sparse precision representations are available, operations involving its inverse (full) are still required. Only through explicit
restriction of the parameter space, or by dictating a structural form, can sparse computation techniques be utilized.
2.3. Model extensions for spatial data
For large spatial fields, we propose parametric covariance functions †b D 2b R.b/, where R is a correlation matrix. Following the notation
of Section 2, so that likelihood is (2), and priors are
ˇ
.b/
jb
j 2b ;b Nd

0; 2b R.b/

; j D 1; : : : ; nb ; (7)
Ub D 2b C
nb
n
2 j 2  1. b ; b/;
2  1.  ; /;
(8)
where 1. ; / denotes an inverse-gamma distribution with shape and scale parameters,  , , respectively. Setting  D  D 0 yields
the noninformative prior, p.2/ / 2. The superpopulation posterior of 2 is again an inverse-gamma distribution, with shape and scale
parameters adjusted by least squares residual sums of squares and degrees of freedom, respectively. To obtain a more manageable form
of 2
b
, the choice of b must also be addressed. Simultaneous estimation of range and sill parameters is however a nontrivial problem.
One may resort to Metropolis–Hastings steps (Metropolis et al., 1953; Hastings, 1970) as employed by Kaufman and Sain (2010) or, in an
empirical Bayes context (Carlin and Louis, 2000), obtain an estimate of one parameter that is then used in a Bayesian prior specification
(Furrer et al., 2007b). It is this latter approach that we advocate. For Sb D
Pnb
jDcbC1 bˇ.b/jb bˇ.b/jb T and spectral decomposition, R D ƒT,
with ƒ D diag.1; : : : ; d /, the posterior of the superpopulation parameter 2b is then
p.2b j fYi g; 2 // p.2b /  det.2b R C
nb
n
2 I/
.nbcb/
2 exp

1
2
trace..2b R C
nb
n
2 I/
1Sb/
	
/ .2b C
nb
n
2 /
1
dY
kD1
.2bk C
nb
n
2 /
.nbcb/
2 exp
 
1
2
.TSb/kk
2
b
k C nbn 2
!
;
(9)
with support 2
b
> nb2 =.nmax/ and ./kk as the kth diagonal value. Although not a standard density, the eigenvalue transforma-
tion provides a more convenient form to sample from. A standard method, in this case inverse transform sampling, can be used once the
decomposition is available.
3. ILLUSTRATION
To illustrate the method of Section 2, a simulation of a spatial process in two dimensions is carried out. We consider the model
Yij D  C ˛i C ij 2 Rd over varying dimension d , using conventional notation for batches b D 0 and b D 2. Following the nota-
tion of Section 2, batches in the model are then  D ˇ.0/1 , ˛i D ˇ.1/j1
i
. For notational convenience, we will refer to the batch of interest, ˛
directly, for example, 2˛ rather than 21 . Here, we set n˛ D 10, n D 5. The spatial process is observed on the two-dimensional regular gridf1; : : : ; sg  f1; : : : ; sg, for s D 4; : : : ; 12, so that an observation Yij is a random vector of dimension d D 16; : : : ; 144. Batch ˛ superpopu-
lation covariance follows a typical spatial covariance parameterization with †˛ D 2˛R./, where  is a range parameter and 2˛ is the sill.
The correlation matrix, R, is constructed according to a Matérn covariance function with smoothness  D 2:5 and with effective range of 5,
fixed over all values of d . The errors are a white noise process, † D 2 I. The parameters 2 D 1 and  are fixed over all simulations,
whereas 2˛ varies over 0:1, 1, or 10, to examine various magnitudes of signal-to-noise. A single realization is generated by drawing ˛i and
ij ; i D 1; : : : ; n˛ , j D 1; : : : ; n , from their respective Gaussian distributions, then adding the mean .
We consider three different cases of model assumption with regards to  for Equation (7): first, the naive (and incorrect) assumption of
spatial independence, R D I; second, an empirical Bayes approach with maximum likelihood estimation for , R D R.b/; lastly, an oracle
point of view in which R is assumed to be known.
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The results of a single simulation are given by uncertainty intervals of the posterior densities of 2 and 2˛ . There are 1000 draws from
each; then, quantiles of the posterior sample are used for uncertainty intervals. The simulation is carried out 100 times, and the proportion
of successful interval coverages and the average interval width are given. Table 1 shows that, for the naive assumption, uncertainty intervals
are too narrow and have low coverage. When spatial dependence is accounted for, as with R D R.b/, or R known, widths are adequately
adjusted, and the intervals maintain coverage over all d .
4. APPLICATION
4.1. Data and detailed model specification
The methodology outlined in Section 2 is now applied to GCM output compiled and archived for as part of the CMIP3 project (Meehl et al.,
2007a) in the framework of the Fourth Assessment Report (Solomon et al., 2007) for the Intergovernmental Panel on Climate Change.
The data consist of output from 15 different GCMs (CCCMA-CGCM3.1, CNRM-CM3, CSIRO-MK3.0, GFDL-CM2.0, GFDL-CM2.1,
GISS-MODEL-ER, INM-CM3.0, IPSL-CM4, MIROC3.2, ECHO-G, ECHAM5/MPI-OM, MRI-CGCM2.3.2A, CCSM3.0, PCM, UKMO-
HadCM3; see Meehl et al., 2007b, for a detailed description), each run under three different greenhouse gas emission scenarios (A2, A1B,
and B1, here collectively termed as SRES; Nakic´enovic´ and Swart, 2000). In this paper, we analyze nine decadal averages (2010–2020 to
2090–2100) of boreal summer months (June, July, August) temperature .ıC/. Each spatial field was interpolated to a common 128  64
longitudinal–latitudinal grid.
Bias of and dependence among climate models are important issues as outlined and illustrated by Tebaldi and Knutti (2007), Jun et al.
(2008), Knutti et al. (2010), and references therein. Here, we nevertheless adopt the statistical assumption that has traditionally been used
when working with sets of GCMs, which is to assume that they are independently drawn from a common process representative of true
climate characteristics.
The first batch ˛0 in the model consists of 15 levels, each representing a single GCM. The second batch ˇ0 covers three emission sce-
narios. The third batch  represents the interaction between the previous two. To incorporate climate change, temporal components 1, ˛1,
ˇ1, and 2 are included as well, with 1 and 2 representing an overall trend and ˛1 and ˇ1 GCM-specific and SRES-specific temporal
effects, respectively. A preliminary analysis suggested that no further terms are necessary. Hence, the model is
Yijt D 0 C ˛0;i C ˇ0;j C  ij C 1t C ˛1;i t C ˇ1;j t C 2t2 C ijt ;
where i D 1; : : : ; n˛ D 15, j D 1; : : : ; nˇ D 3, t D 1; : : : ; nt D 9, n D n˛nˇnt D 405, and d D 128  64 D 8192, resulting in more than
3.3 million individual data points. Values of t are centered, t D 4; : : : ; 4, and t2 is transformed to be orthogonal to other predictors in the
model, that is, t2  20=3, such that it can be considered as a sequential addition to the model. To enhance readability, we have again written
the terms of Equation (1) in a more common form to eliminate additional subscripts. For example, the overall mean is 0 D ˇ.0/10
1
, and the
GCM batch levels with time covariate is ˛1;i D ˇ.5/
j5
1
for i and j 5i equal to 1; : : : ; n˛ D 15. The considered model is then identical to (2)
containing four regression-type batches. Superpopulation variance parameters of interest are 2
b
, with b denoting the batch.
Here, we use spatial processes on the sphere, implying that the correlation between grid points is given by .R/rsD exp .2c sin.#rs=2/=/,
where #rs is the great circle distance between the two grid points r and s, b > 0 is the range, and c is the appropriate radian conversion
(e.g., Furrer et al., 2007b). A detailed exploratory study of the dependency structure of the individual spatial fields revealed that individual
fields exhibit some nonstationarity. For example, for the ˛ fields, the range parameter seems often larger in the Southern Hemisphere than
in the Northern. The ˇ fields exhibit a patchy behavior, where patches often correspond to continents. Naturally, one could propose flexible
nonstationary covariance models on the sphere, capturing some or even most of the features in a single field. Because we need a common
model for all fields within one batch, we have chosen a simple isotropic exponential covariance function. More specifically, we have used the
ranges 883, 2008, and 994 miles for R˛ , Rˇ , and R , respectively. Superpopulation variance posteriors (9), using these spatial correlation
matrices, can then be sampled from or can be closely approximated by an inverse-gamma density. Batch-level posteriors are then sampled
from on a pointwise basis using a series approximation, so that marginal means and variances of (6), each representing a single location in
the field, are sampled from and adjusted according to the initial constraints. Sample variances of batch levels are then calculated to obtain
finite population variance posteriors. Often times, as in this case, the overall mean term is neglected, and interest is only in batches with
multiple levels.
The analysis based on the presented model has been implemented with the freely available computer software R (Ihaka and Gentleman,
1996; R Development Core Team, 2011) run on a shared server with multiple 1-GHz processors and 512GB memory, although paralleliza-
tion is not utilized. The most demanding operations are one-time calculations such as the spectral decomposition of correlation matrices,
which take approximately 45 min each, leading to a total setup time of a few hours. Results given in the next section are based on 1000
draws from each posterior distribution, taking only a trivial amount of time.
Markov chain Monte Carlo analysis of the data would entail considerable computation for the iterative sampling from each of the variance
components and batch-level posteriors. For an arbitrary correlation matrix, each iteration would require calculations on the order of d3, for
example, here roughly equivalent to the setup time of the presented approach. Rather than utilizing the full condition posteriors that are
typical of MCMC, the improper batch-level priors that have been chosen allow for conditional posteriors to be sampled from successively,
for example, p.2 jY/, p.2˛ jY; 2 /, and p.˛i jY; 2 ; 2˛ /. This decomposition does not explicitly yield computational gains but allows
for full knowledge of the preceding posterior to be utilized in deriving an accurate inverse-gamma approximation and pointwise posterior
approximation of the variance components and batch levels, respectively. After initial setup steps, generating a posterior batch-level sample
is then performed linearly in d .444
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4.2. Results
In this section, we summarize several pointwise statistics of the posterior distribution of finite population standard deviations, obtained by
sampling from superpopulation (9) and then individual (6) batch-level posteriors. We first summarize finite population standard deviations,
then compare them, and finally, consider posterior predictive distributions.
Figure 1 shows the batch-level estimates 0, 1, and 2 and the mean finite population standard deviations of batches ˛0, ˇ0,  , ˛1,
and ˇ1. The top left panel does not quite represent the climate at 2050 as the quadratic correction needs to be taken into account. An
orange-colored grid box in the top right panel results in a reduction of roughly 0.04 ıC. The top middle panel is the average (linear) decadal
adjustment. A red pixel in one of the two bottom row panels indicates a large standard deviation. Hence, the GCM data vary most over the
Antarctic and the adjacent sea, whereas the scenarios differ most over the land. The mean finite population standard deviations of batches
of the errors is not shown as they are of negligible interest. The superpopulation variance of the errors has first and third quartiles of 0.1537
and 0.1539, respectively. The fact that the variability in the interaction is only very locally pronounced (except for one region north of the
Antarctic between the continents of Africa and South America), underpins the early uses of pattern scaling approaches to assess climate
change and its variability Santer et al. (1990).
Given the large variability of batch ˛0, it is natural to investigate in a next step which models (i.e., levels) contribute most to it. Figure 2
summarizes the individual GCM levels of batches ˛1 against ˛0. The left panel gives the root mean square posterior mean calculated over
all grid boxes and area weighted. The models are nicely spread (correlation of 0.39) with no apparent outliers. The middle and right columns
show posterior mean effects of the “good” model GFDL-CM2.0 and the “bad” model INM-CM3.0 (in terms of root mean square posterior
mean). Within one batch, the levels have completely different features.
In the top row of Figure 3, posterior distributions are utilized to examine where precisely batches vary most in relation to the error .
For each grid box, an empirical probability given by the proportion of posterior realizations in which the finite population batch standard
deviations exceeds the error super population standard deviations. These probabilities can be interpreted as an indication of variation due to
the batch being greater than variation due to errors. Batch ˛0 varies strongly over nearly all locations and thus has not been displayed. Also
of interest are batch finite population variance comparisons among the batches, as in the bottom row of Figure 3. The large-scale structures
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Figure 1. Batch-level estimates 0, 1, and 2 (top row) and mean finite population standard deviations .ıC/ of batches ˛0, ˇ0, and  (middle row) and
˛1 and ˇ1 (bottom row). The last panel gives the temporal predictors446
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Figure 2. Root mean square posterior mean of the individual general circulation model levels of batches ˛1 against ˛0 (left panel), calculated over all grid
boxes (black) and area weighted (blue). Posterior mean effects of batches ˛0 (middle column) and ˛1 (right column) for models GFDL-CM2.0 (top row) and
INM-CM3.0 (bottom row). To enhance legibility, the range of batch ˛1 is cut at 2.5. The black area in the lower-right panels contains values ranging from
2.5 to 6.92. RMSPM, root mean square posterior mean
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Figure 3. Pointwise empirical probabilities at location x of finite population batch standard deviations exceeding error superpopulation standard deviations,
that is, P

s˛1 .x/ > 

, P

sˇ0 .x/ > 

, and P

sˇ1 .x/ > 
 (top row) and pointwise empirical probabilities at location x comparing finite population
standard deviations, that is, P

s˛1 .x/ > sˇ1 .x/

, P

sˇ0 .x/ > sˇ1 .x/

, and P

sˇ0 .x/ > s .x/
 (bottom row)
seen in the individual panels can be guessed from Figure 1. The bottom middle panel of Figure 3 shows that the variability between the
scenarios is over very large portions of the globe larger than the variability associated to the change over one century.
Posterior predictive distributions may be utilized to address the uncertainty of global climate temperature change. We illustrate this by
calculating the pointwise empirical probabilities associated with a temperature increase exceeding some fixed threshold between starting and
ending decadal periods. Figure 4 displays these empirical probabilities for a fictional unobserved GCM batch level and the three (observed)
SRES batch levels at at least 2, 3, and 4 ıC. We observe that with high probability, the specified temperature is exceeded over all land
area for all scenarios and over large sea areas for the A2 and A1B scenarios. It appears that the exceedance fields are very similar between
the different scenarios when the threshold temperature is adjusted by multiples of about 0.8 ıC. Compared with Figure 2 in the work
Furrer et al. (2007a), our work have a less patchy field because of the use of only one single batch level.
In a similar fashion, empirical posterior predictive quantiles can be derived. Figure 5 shows such 20% and 80% quantiles on a com-
mon scale. The top and bottom rows can be interpreted as the temperature changes that are exceeded and occur at least, respectively, with
80% probability.
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Figure 4. Pointwise empirical probabilities associated with a temperature increase of at least 2 ıC (top row), 3 ıC (middle row), and 4 ıC (bottom row)
between starting and ending decadal periods. Posterior predictive distributions are based on a fictional general circulation model batch level and on observed
emission scenarios A2 (left column), A1B (middle column), and B1 (right column)
0 1 2 3 4 5 6 7
Figure 5. Pointwise empirical 20% (top row) and 80% (bottom row) quantiles .ıC/ between starting and ending decadal periods. Posterior predictive
distributions are based on a fictional general circulation model batch level and on observed emission scenarios A2 (left column), A1B (middle column),
and B1 (right column)
5. CONCLUSION
Gelman (2005) presented a paradigmatic shift in how ANOVA is approached. The work of Geinitz et al. (2012) and the analysis pre-
sented here extend the methodology of Gelman (2005) to multivariate and highly multivariate or spatial settings through covariance
parameterization, which is a typical technique in the analysis of large spatial datasets with few or no replicates.
Deriving probability statements on random matrices, such as the posterior covariance matrix in our approach, pose not only technical
challenges but also philosophical ones as well. For example, determining a batch for which the superpopulation covariance contributes more
than others to overall variation requires the assumption of a criterion to compare the individual superpopulation covariance matrices. Much
like Wilks’ lambda (e.g., Mardia et al., 1979) is defined using the determinant, other criteria could be based on other matrix characteristics,448
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such as the trace or the sum of all matrix entries. Development of such criteria and a discussion of their properties would facilitate the con-
struction of appropriate multivariate tests in such a setting. Philosophical issues arise from the interpretation of such an analysis, as different
criteria will possibly imply different conclusions.
Confirmatory statements on batch levels, or batch level means, should optimally be addressed using simultaneous inference. For example,
simultaneous credible regions (e.g., Besag et al., 1995 or Holmström et al., 2011) provide a means to obtain uncertainty regions from batch-
level posteriors. For the application of Section 4, however, the magnitude of the scalar variance components together with their uncertainty
is minor in comparison to the batch-level posterior means; thus, there would not be a large distinction between simultaneous and pointwise
uncertainty statements. Nevertheless, simultaneous inference procedures are necessary for further generalization of the presented method.
Independence within batch levels and between batches is a common assumption and allows an important initial step towards a more
complex approach. As discussed, however, GCM batch levels are not independent. Further, a procedure that is analogous to contrasting of
factor levels in traditional ANOVA would be useful in the multivariate Bayesian context as well. Given such contrasts, one may identify sets
of GCMs that are similar with respect to spatial variation.
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