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Two new relative entropy quantities, called the min- and max-relative entropies, are introduced
and their properties are investigated. The well-known min- and max- entropies, introduced by
Renner [1], are obtained from these. We define a new entanglement monotone, which we refer to
as the max-relative entropy of entanglement, and which is an upper bound to the relative entropy
of entanglement. We also generalize the min- and max-relative entropies to obtain smooth min-
and max- relative entropies. These act as parent quantities for the smooth Re´nyi entropies [1],
and allow us to define the analogues of the mutual information, in the Smooth Re´nyi Entropy
framework. Further, the spectral divergence rates of the Information Spectrum approach are shown
to be obtained from the smooth min- and max-relative entropies in the asymptotic limit.
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I. INTRODUCTION
One of the fundamental quantities in Quantum Infor-
mation Theory is the relative entropy between two states.
Other entropic quantities, such as the von Neumann en-
tropy of a state, the conditional entropy and the mutual
information for a bipartite state, are obtainable from the
relative entropy. Many basic properties of these entropic
quantities can be derived from those of the relative en-
tropy. The strong subadditivity of the von Neumann en-
tropy, which is one of the most powerful results in Quan-
tum Information Theory, follows easily from the mono-
tonicity of the relative entropy. Other than acting as a
parent quantity for other entropic quantities, the relative
entropy itself has an operational meaning. It serves as a
measure of distinguishability between different states.
The notion of relative entropy was introduced in 1951,
in Mathematical Statistics, by Kullback and Leibler [2],
as a means of comparing two different probability distri-
butions. Its extension to the quantum setting was due to
Umegaki [3]. The classical relative entropy plays a role
similar to its quantum counterpart. Classical entropic
quantities such as the Shannon entropy of a random vari-
able, the conditional entropy, the mutual information and
the joint entropy of a pair of random variables are all ob-
tainable from it.
More recently, the concept of relative entropy has been
generalized to sequences of states, in the so-called Infor-
mation Spectrum Approach [4, 5, 6, 7, 8, 9]. The lat-
ter is a powerful method which enables us to evaluate
the optimal rates of various information theory proto-
cols, without making any assumption on the structure of
the sources, channels or (in the quantum case) the en-
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tanglement resources involved. In particular, it allows us
to eliminate the frequently-used, but often unjustified,
assumption that sources, channels and entanglement re-
sources are memoryless. The quantities arising from the
generalizations of the relative entropy in this approach
are referred to as spectral divergence rates [see Section
VII for their definitions and properties]. Like the rela-
tive entropy, they yield quantities which can be viewed
as generalizations of entropy rates for sequences of states
(or probability distributions, in the classical case). These
quantities have been proved to be of important opera-
tional significance in Classical and Quantum Informa-
tion Theory, as the optimal rates of protocols such as
data compression, dense coding, entanglement concen-
tration and dilution, transmission of classical information
through a quantum channel and in the context of hypoth-
esis testing [see e.g. [7, 8, 10, 11, 12, 13, 14, 15]]. Hence,
spectral divergence rates can be viewed as the basic tools
of a unifying mathematical framework for studying infor-
mation theoretical protocols.
A simultaneous but independent approach, developed
to overcome the limitation of the memoryless criterion is
the so-called Smooth Entropy framework, developed by
Renner et al. (see e.g. [1], [16], [17], [18], [19]). This ap-
proach introduced new entropy measures called smooth
Re´nyi entropies or smooth min- and max- entropies. In
contrast to the spectral entropy rates, the (unconditional
and conditional) smooth min- and max- entropies are de-
fined for individual states (or probability distributions)
rather than sequences of states. They are non-asymptotic
in nature but depend on an additional parameter ǫ, the
smoothness parameter. Similar to the spectral entropies,
the min- and max- entropies have various interesting
properties e.g.chain rule inequalities and strong subad-
ditivity. They are also of operational significance and
have proved useful in the context of randomness extrac-
tion and cryptography.
Recently it was shown [20] that the two approaches
2discussed above, are related in the sense that the spectral
entropy rates are obtained as asymptotic limits of the
corresponding smooth min- and max- entropies.
In this paper we introduce two new relative entropy
quantities, namely the min- and max- relative entropies
(and their smoothed versions), which act as parent quan-
tities for the unconditional and conditional min- and
max- entropies of Renner [1]. These new relative entropy
quantities are seen to satisfy several interesting proper-
ties. Their relations to the quantum relative entropy [21]
and to the quantum Chernoff bound [22] are discussed.
They also allow us to define analogues of the mutual in-
formation in the Smooth Re´nyi Entropy Framework. The
operational significance of the latter will be elaborated
in a forthcoming paper. We define a new entanglement
monotone, which we refer to as the max-relative entropy
of entanglement, and which is an upper bound to the
relative entropy of entanglement. Moreover, the smooth
min- and max- relative entropies and the analogous quan-
tities in the Quantum Information Spectrum framework,
namely the spectral divergence rates, are proved to be
related in the asymptotic limit. The proofs are entirely
self-contained, relying only on the definitions of the en-
tropic quantities involved, and the lemmas stated in Sec-
tion II.
The min- and max- relative entropies both have inter-
esting operational significances. The operational mean-
ing of the min- relative entropy is given in state discrim-
ination as the negative logarithm of the optimal error
probability of the second kind, when the error probability
of the first kind is required to be zero. This is explained
in the proof of Lemma 12. The max- relative entropy, on
the other hand is related to the optimal Bayesian error
probability, in determining which one of a finite number
(say M) of known states a given quantum system is pre-
pared in. Suppose the quantum system is prepared in the
kth state, ρk, with apriori probability pk, and the optimi-
sation is over all possible choices of POVMs which could
be made on the system to determine its state. Then the
optimal Bayesian probability of error is given by
Pav = 1− inf
σ
max
1≤k≤M
pk2
Dmax(ρk||σ),
where the infimum is taken over all possible quantum
states, σ, in the Hilbert space of the system. This oper-
ational interpretation, was first provided in [23] though
in a somewhat different formalism. It is also explained
in [24].
We start with some mathematical preliminaries in Sec-
tion II. We define (non-smooth) min- and max- relative
entropies in Section III, and state how the unconditional
and conditional min- and max- entropies are obtained
from them. We also define the min- and max- mutual
informations. In Section IV we investigate the properties
of the new relative entropy quantities. A new entangle-
ment monotone is introduced in Theorem 1 of Section V,
and some of its properties are discussed. Next, we de-
fine the smoothed versions of the min- and max- relative
entropies in Section VI. After briefly recalling the def-
initions and basic properties of the spectral divergence
rates in Section VII, we go on to prove the relations be-
tween them and the smooth min- and max- relative en-
tropies in Section VIII. These are stated as Theorem 2
and Theorem 3, which along with the new entanglement
monotone (Theorem 1), and the properties of the min-
and max- relative entropies, constitute the main results
of this paper. Our results apply to the quantum setting
and thus include the classical setting as a special case.
II. MATHEMATICAL PRELIMINARIES
Let B(H) denote the algebra of linear operators act-
ing on a finite-dimensional Hilbert space H. The von
Neumann entropy of a state ρ, i.e., a positive operator
of unit trace in B(H), is given by S(ρ) = −Trρ log ρ.
Throughout this paper, we take the logarithm to base 2
and all Hilbert spaces considered are finite-dimensional.
We denote the identity operator in B(H) by I.
In this paper we make extensive use of spectral pro-
jections. Any self-adjoint operator A acting on a finite-
dimensional Hilbert space may be written in its spec-
tral decomposition A =
∑
i λiPi, where Pi denotes the
orthogonal projector onto the eigenspace of A spanned
by eigenvectors corresponding to the eigenvalue λi. We
define the positive spectral projection on A as {A ≥
0} := ∑λi≥0 Pi, the projector onto the eigenspace of
A corresponding to positive eigenvalues. Correspond-
ing definitions apply for the other spectral projections
{A < 0}, {A > 0} and {A ≤ 0}. For two operators A and
B, we can then define {A ≥ B} as {A − B ≥ 0}. The
following key lemmas are useful. For a proof of Lemma
1 and Lemma 3, see [4, 7, 8]. Lemma 2 is proved in [20].
Lemma 1 For self-adjoint operators A, B and any pos-
itive operator 0 ≤ P ≤ I, we have
Tr
[
P (A−B)] ≤ Tr[{A ≥ B}(A−B)] (1)
Tr
[
P (A−B)] ≥ Tr[{A ≤ B}(A−B)]. (2)
Identical conditions hold for strict inequalities in the
spectral projections {A < B} and {A > B}.
Lemma 2 Given a state ρn and a self-adjoint operator
ωn, for any real γ, we have
Tr
[{ρn ≥ 2nγωn}ωn] ≤ 2−nγ .
Lemma 3 For self-adjoint operators A and B, and any
completely positive trace-preserving (CPTP) map T , the
inequality
Tr
[{T (A) ≥ T (B)}T (A−B)] ≤ Tr[{A ≥ B}(A−B)]
(3)
holds.
3The trace distance between two operators A and B is
given by
||A−B||1 := Tr
[{A ≥ B}(A−B)]−Tr[{A < B}(A−B)]
(4)
The fidelity of states ρ and ρ′ is defined to be
F (ρ, ρ′) := Tr
√
ρ
1
2 ρ′ρ
1
2 .
The trace distance between two states ρ and ρ′ is related
to the fidelity F (ρ, ρ′) as follows (see (9.110) of [25]):
1
2
‖ρ− ρ′‖1 ≤
√
1− F (ρ, ρ′)2 ≤
√
2(1− F (ρ, ρ′)) . (5)
We use the following simple corollary of Lemma 1:
Corollary 1 For self-adjoint operators A, B and any
positive operator 0 ≤ P ≤ I, the inequality
||A−B||1 ≤ ε,
for any ε > 0, implies that
Tr
[
P (A−B)] ≤ ε.
We also use the “gentle measurement” lemma [26, 27]:
Lemma 4 For a state ρ and operator 0 ≤ Λ ≤ I, if
Tr(ρΛ) ≥ 1− δ, then
||ρ−
√
Λρ
√
Λ||1 ≤ 2
√
δ.
The same holds if ρ is only a subnormalized density op-
erator.
III. DEFINITIONS OF MIN- AND MAX-
RELATIVE ENTROPIES
Definition 1 The max- relative entropy of two opera-
tors ρ and σ, such that ρ ≥ 0, Trρ ≤ 1 and σ ≥ 0, is
defined by
Dmax(ρ||σ) := logmin{λ : ρ ≤ λσ} (6)
Note that Dmax(ρ||σ) is well-defined if supp ρ ⊆ suppσ.
For ρ and σ satisfying supp ρ ⊆ suppσ, Dmax(ρ||σ) is
equivalently given by
Dmax(ρ||σ) := logµmax
(
σ−
1
2 ρσ−
1
2
)
, (7)
where the notation µmax(A) is used to denote the maxi-
mum eigenvalue of the operator A, and the inverses are
generalized inverses defined as follows: A−1 is a general-
ized inverse of A if AA−1 = A−1A = PA = PA−1 , where
PA, PA−1 denote the projectors onto the supports of A
and A−1 respectively.
Another equivalent definition of Dmax(ρ||σ) is:
Dmax(ρ||σ) := logmin{λ : Tr
[
Pλ+(ρ− λσ)
]
= 0}, (8)
where Pλ+ := {ρ ≥ λσ}.
Definition 2 The min- relative entropy of two operators
ρ and σ, such that ρ ≥ 0, Trρ ≤ 1 and σ ≥ 0, is defined
by
Dmin(ρ||σ) := − logTr
(
πρσ
)
, (9)
where πρ denotes the projector onto supp ρ, the support
of ρ. It is well-defined if supp ρ has non-zero intersection
with suppσ.
Note that
Dmin(ρ||σ) = lim
α→0+
Sα(ρ||σ), (10)
where Sα(ρ||σ) denotes the quantum relative Re´nyi en-
tropy of order α, with 0 < α < 1, defined by (see e.g.
[21, 28]):
Sα(ρ||σ) := 1
α− 1 logTrρ
ασ1−α. (11)
Various properties of Dmin(ρ||σ) and Dmax(ρ||σ) are dis-
cussed in Section IV.
The min- and max- (unconditional and conditional)
entropies, introduced by Renner in [1] can be obtained
from Dmin(ρ||σ) and Dmax(ρ||σ) by making suitable sub-
stitutions for the positive operator σ. In particular, for
σ = I, we obtain the min- and max- entropies of a state
ρ, which are simply the Re´nyi entropies of order infinity
and zero, respectively:
Hmin(ρ) = −Dmax(ρ||I) = − log ‖ρ‖∞ (12)
Hmax(ρ) = −Dmin(ρ||I) = log rank(ρ). (13)
The min- and max-entropies of a bipartite state, ρAB,
relative to a state σB, are similarly obtained by setting
σ = IA ⊗ σB :
Hmin(ρAB|σB) := − logmin{λ : ρAB ≤ λ · IA ⊗ ρB}
= −Dmax(ρAB ||IA ⊗ σB) (14)
and
Hmax(ρAB|σB) := logTr
(
πAB(IA ⊗ σB)
)
,
= −Dmin(ρAB||IA ⊗ σB) (15)
In the above, πAB denotes the projector onto the support
of ρAB.
In addition, by considering σ = ρA⊗ρB, we obtain the
following analogues of the quantum mutual information
of a bipartite state ρ = ρAB:
Definition 3 For a bipartite state ρAB, the min- and
max- mutual informations are defined by
Dmin(A : B) := Dmin(ρAB ||ρA ⊗ ρB)
Dmax(A : B) := Dmax(ρAB||ρA ⊗ ρB)
(16)
4Smooth versions of the min- and max- relative en-
tropies are defined in Section VI. These in turn yield the
(unconditional and conditional) smooth min- and max-
entropies [1, 20] and mutual informations, upon similar
substitutions for the operator σ. It was proved in [20]
that the smooth min- and max- entropies are related to
the spectral entropy rates used in the Quantum Informa-
tion Spectrum approach [see Section VII or [4]], in the
sense that the spectral entropy rates are the asymptotic
limits of the smooth entropies. As discussed in Section
VII, the spectral entropy rates are obtainable from two
quantities, namely the inf- and sup- spectral divergence
rates. In Section VIII, we prove that these spectral diver-
gence rates are indeed asymptotic limits of the smooth
min- and max- relative entropies.
IV. PROPERTIES OF MIN- AND MAX-
RELATIVE ENTROPIES
The min- and max- relative entropies satisfy the fol-
lowing properties:
Lemma 5 For a state ρ and a positive operator σ
Dmin(ρ||σ) ≤ Dmax(ρ||σ) (17)
Proof (This is exactly analogous to the proof of Lemma
3.1.5 in [1]). Let πρ denote the projector onto the support
of ρ, and let λ ≥ 0 such that Dmax(ρ||σ) = logλ, i.e.,
λσ − ρ ≥ 0. Then, using the fact that for positive semi-
definite operators A and B, Tr(AB) ≥ 0, we get
0 ≤ Tr((λσ − ρ)πρ) = λTr(πρσ)− 1.
Hence,
Dmin(ρ||σ) := − logTr(πρσ) ≤ logλ = Dmax(ρ||σ)
Lemma 6 The min- and max- relative entropies are
non-negative when both ρ and σ are states. They are both
equal to zero when ρ and σ are identical states. Moreover,
Dmin(ρ||σ) = 0 when ρ and σ have identical supports.
Proof Due to Lemma 5, it suffices to prove that
Dmin(ρ||σ) ≥ 0, when ρ and σ are states. Note that
Tr(πρσ) ≤ Trσ = 1, where πρ denotes the projector onto
the support of ρ. Hence,
Dmin(ρ||σ) := − logTr(πρσ) ≥ 0.
The rest of the lemma follows directly from the defini-
tions (7) and (9) of the max- and min- relative entropies,
respectively.
Lemma 7 The min- and max- relative entropies are
monotonic under CPTP maps, i.e., for a state ρ, a pos-
itive operator σ, and a CPTP map T :
Dmin(T (ρ)||T (σ)) ≤ Dmin(ρ||σ) (18)
and
Dmax(T (ρ)||T (σ)) ≤ Dmax(ρ||σ) (19)
Proof The monotonicity (18) follows directly from the
monotonicity of the quantum relative Re´nyi entropy. For
0 < α < 1, we have [28]:
Sα(ρ||σ) ≤ Sα(T (ρ)||T (σ)).
Taking the limit α→ 0+ on both sides of this inequality
and using (10), yields (18).
The proof of (19) is analogous to Lemma 3.1.12 of [1].
Let λ ≥ 0 such that logλ = Dmax(ρ||σ) and hence (λσ −
ρ) ≥ 0. Since T is a CPTP map, T (λσ − ρ) = λT (σ) −
T (ρ) ≥ 0. Hence,
Dmax(T (ρ)||T (σ)) := logmin{λ′ : T (ρ) ≤ λ′T (σ)}
≤ logλ = Dmax(ρ||σ). (20)
Lemma 8 The min-relative entropy is jointly convex in
its arguments.
Proof The proof follows from the monotonicity of the
min-relative entropy under CPTP maps (Lemma 7). Fol-
lowing [28], let ρ1, . . . ρn be states acting on a Hilbert
space H, let σ1, . . . σn be positive operators in B(H) such
that supp ρi ⊆ suppσi, for i = 1, . . . , n, and let {pi}ni=1
denote a probability distribution. Let ρ, σ ∈ B(H).
Consider the following operators in B(H⊗Cn)
A :=
n∑
i=1
piAi =
n∑
i=1
pi|i〉〈i| ⊗ ρi,
B :=
n∑
i=1
piBi =
n∑
i=1
pi|i〉〈i| ⊗ σi
Note that the the operators Ai, Bj , i, j ∈ {1, 2, . . . n},
have orthogonal support for i 6= j, i.e.,
TrAiAj = 0 = TrAiBj = TrBiBj for i 6= j. (21)
Let πA and πi denote the orthogonal projectors onto the
support of A and ρi, respectively, with i = 1, 2, . . . n.
Then using (21) and the convexity of the function − log x,
we obtain
Dmin(A||B) = − logTr
(
πAB
)
= − log(
n∑
i=1
piTr(πiσi)
)
≤
n∑
i=1
pi
[− logTr(πiσi)]
=
n∑
i=1
piDmin(ρi||σi). (22)
5Taking the partial traces of A and B over Cn yields the
operators
TrCnA =
∑
i
piρi ; TrCnB =
∑
i
piσi.
However, since the partial trace over Cn is a CPTP map,
we have by Lemma 7 that
Dmin
( n∑
i=1
piρi||
n∑
i=1
piσi
)
≤ Dmin(A||B) (23)
The inequalities (22) and (23) yield the joint convexities:
Dmin
( n∑
i=1
piρi||
n∑
i=1
piσi
)
≤
n∑
i=1
piDmin(ρi||σi) (24)
Lemma 9 The max- relative entropy of two mixtures of
states, ρ :=
∑n
i=1 piρi and σ :=
∑n
i=1 piσi, satisfies the
following bound:
Dmax(ρ||σ) ≤ max
1≤i≤n
Dmax(ρi||σi) (25)
Proof By definition (8):
Dmax(ρ||σ) = logmin{λ : Tr
[
Pλ+(ρ− λσ)
]
= 0},
where Pλ+ = {ρ ≥ λσ}. Consider the projection operators
Pλ,i+ := {ρi ≥ λσi} for i = 1, 2, . . . , n. Then
0 ≤ Tr[Pλ+(ρ− λσ)] = ∑
i
piTr
[
Pλ+(ρi − λσi)
]
≤
∑
i
piTr
[
Pλ,i+ (ρi − λσi)
]
,
(26)
by Lemma 1. Set λ = max1≤i≤n λi where for each i =
1, 2, . . . , n, λi is defined by
logλi = Dmax(ρi||σi).
For this choice of λ, each term in the sum on the right
hand side of (26) vanishes, implying that Tr
[
Pλ+(ρ −
λσ)
]
= 0, and hence λ ≥ Dmax(ρ||σ).
Lemma 10 The min- and max- relative entropies of two
states ρ and σ are related to the quantum relative entropy
S(ρ||σ) := Tr[ρ log ρ− ρ log σ] as follows:
Dmin(ρ||σ) ≤ S(ρ||σ) ≤ Dmax(ρ||σ). (27)
Proof We first prove the upper bound S(ρ||σ) ≤
Dmax(ρ||σ):
Let ρ ≤ 2ασ, with α = Dmax(ρ||σ). Then using the op-
erator monotonicity of the logarithm [29], we have log ρ ≤
α+log σ. This in turn implies that ρ log σ ≥ ρ log ρ−αρ.
Hence, for a state ρ, Trρ log σ ≥ Trρ log ρ− α, and
S(ρ||σ) := Trρ log ρ− Trρ log σ
≤ Trρ log ρ− Trρ log ρ+ α
= Dmax(ρ||σ). (28)
We next prove the bound Dmin(ρ||σ) ≤ S(ρ||σ):
Consider the CPTP map, T , defined by
T (ω) = πρωπρ + πωπ,
where ω is any density matrix, πρ is the projector onto
the support of ρ, and πρ = I − πρ. Note that T (ρ) = ρ.
Due to the monotonicity of S(ρ||σ) under CPTP maps,
we have
S(ρ||σ) ≥ S(T (ρ)||T (σ))
= Trρ log ρ− Trρ log(πρσπρ)
= S(ρ||πρσπρ). (29)
Define the normalized state σ˜ :=
1
c
πρσπρ where c =
Tr(πρσ). Then
S(ρ||πρσπρ) = S(ρ||cσ˜)
= Trρ(log ρ− log σ˜)− (log c).Trρ
= S(ρ||σ˜)− log c
≥ − log c = Dmin(ρ||σ). (30)
From (29) and (30) we conclude that Dmin(ρ||σ) ≤
S(ρ||σ).
The following lemma is obtained easily from the defi-
nitions of the min- and max-relative entropies.
Lemma 11 The min- and max- relative entropies are in-
variant under joint unitary transformations.
Lemma 12 The min- relative entropy of two states ρ
and σ for which supp ρ ⊆ suppσ, satisfies the following
bounds:
Dmin(ρ||σ) ≤ Dmax(ρ||σ) ≤ − logµmin(σ), (31)
where µmin(σ) denotes the minimum non-zero eigenvalue
of σ. Further,
Dmin(ρ||σ) ≤ − log
[
1− 1
2
||ρ− σ||1
]
(32)
Proof The first inequality in (31) has been proved in
Lemma 5. Since supp ρ ⊆ suppσ, we have πρ ≤ πσ,
where πρ and πσ, denote the projectors onto the supports
of ρ and σ respectively. Further, using the bounds ρ ≤
πρ and πσ ≤ µmin(σ)−1σ, where µmin(σ) denotes the
minimum non-zero eigenvalue of σ, we obtain
ρ ≤ µmin(σ)−1σ.
6Using the definition of Dmax(ρ||σ) we therefore infer that
Dmax(ρ||σ) ≤ − logµmin(σ).
The bound (32) follows from the fact that
Tr(πρσ) ≥ 1− 1
2
||ρ− σ||1, (33)
which can be seen as follows. Consider the scenario
of state discrimination. Suppose it is known that that
a finite quantum system is in one of two states ρ and
σ, with equal apriori probability. To determine which
state it is in, one does a binary Postive Operator-Valued
Measurement (POVM) with elements E1 and E2, and
E1+E2 = I. If the outcome corresponding to E1 occurs
then the system is inferred to be in the state ρ, whereas if
the outcome corresponding to E2 occurs, then the system
is inferred to be in the state σ. The average probability
of error in state discrimination is given by
pave = 1−
1
2
(TrE1ρ+TrE2σ)
=
1
2
(TrE2ρ+TrE1σ) (34)
Note that the two terms in the parenthesis, in the last
line of (34) are, respectively, the Type I error and the
Type II error, in the language of hypothesis testing. By
Helstrom’s Theorem [30] the minimum possible value of
pave is given by
1
2
[
1− 1
2
||ρ− σ||1
]
.
Now consider a POVM in which E1 = πρ (the projector
onto the support of ρ) and E2 = I − πρ. In this case,
the Type I error vanishes and pave =
1
2Tr(πρσ), which by
Helstrom’s theorem satisfies the bound:
1
2
Tr(πρσ) ≥ 1
2
[
1− 1
2
||ρ− σ||1
]
,
hence yielding the desired bound (33). Note that
Dmin(ρ||σ) is therefore related to the average probabil-
ity of error of state discrimination (between the states ρ
and σ) when the Type I error vanishes.
Note that (33) can also be proved algebraically by a
simple use of Lemma 1.
It is known that if one has asymptotically many copies
of two states ρ and σ, the error in discriminating between
them decreases exponentially, and the error exponent is
given by the so-called quantum Chernoff bound ξ(ρ, σ)
[22]. The latter has been shown to be given by ξ(ρ, σ) =
− log(min0≤s≤1Trρsσ1−s). From the expression (10) it
follows that the min-relative entropy provides a lower
bound to the quantum Chernoff bound, i.e.,
ξ(ρ, σ) ≥ Dmin(ρ||σ).
V. A NEW ENTANGLEMENT MONOTONE
Here we introduce a new entanglement monotone for
a bipartite state ρ. We denote it by Emax(ρ) and call it
the max-relative entropy of entanglement.
In [31], Vedral and Plenio proved a set of sufficient con-
ditions under which a measure D(ρ||σ) of the “distance”
between two bipartite quantum states, ρ and σ, defines
an entanglement monotone, E(ρ), through the following
expression:
E(ρ) := min
σ∈D
D(ρ||σ).
Here the minimum is taken over the set D of all separa-
ble states (see also [32]). The conditions ensure that (i)
E(ρ) = 0 if and only if ρ is separable; (ii) E(ρ) is un-
changed by a local change of basis and (iii) E(ρ) does not
increase on average under local operations and classical
communication (LOCC) [34]. By proving that these con-
ditions are satisfied by Dmax(ρ||σ), we are able to define
a new entanglement monotone.
Theorem 1 For a bipartite state ρ, the quantity
Emax(ρ) := min
σ∈D
Dmax(ρ||σ), (35)
where the minimum is taken over the set D of all sepa-
rable states, is an entanglement monotone.
Proof It suffices to prove that the max-relative entropy
Dmax(ρ||σ) satisfies the following properties, which con-
stitute the set of sufficient conditions proved in [31].
• Dmax(ρ||σ) ≥ 0 with equality if and only if ρ = σ.
• Dmax(ρ||σ) = Dmax(UρU †||UσU †) for any unitary
operator U .
• Dmax(Trpρ||Trpσ) ≤ Dmax(ρ||σ), where Trp de-
notes a partial trace.
• ∑i αiDmax(ρi/αi||σi/βi) ≤ ∑iDmax(ρi||σi),
where αi = Trρi, βi = Trσi, ρi = ViρV
†
i ,
σi = ViσV
†
i and
∑
i V
†
i Vi = 1.
• For any set {Pi} of mutually orthogonal projectors,
i.e., PiPj = δijPi,
Dmax
(∑
i
PiρPi||
∑
i
PiσPi
)
=
∑
i
Dmax
(
PiρPi||PiσPi
)
. (36)
• For any projector P ,
Dmax
(
ρ⊗ P ||σ ⊗ P ) = Dmax(ρ||σ).
From Lemma 6 we have that if ρ = σ then Dmax(ρ||σ) =
0. To prove the converse, i.e., Dmax(ρ||σ) = 0 implies
that ρ = σ, note that Dmax(ρ||σ) = 0 =⇒ (σ − ρ) ≥ 0.
On the other hand, since ρ and σ are states, we have
Tr(σ − ρ) = 0, which in turn implies that (σ − ρ) = 0.
This completes the proof of the first property. The second
property follows from Lemma 11. The third property
7follows from Lemma 7, since the partial trace is a CPTP
map.
The fourth property can be proved as follows. Using
the definition (7) of the max-relative entropy, we have∑
i
αiDmax(ρi/αi||σi/βi)
=
∑
i
αi log
[
µmax
((σi
βi
)− 1
2 ρi
αi
(σi
βi
)− 1
2
)]
=
∑
i
αi log
(βi
αi
µmax
(
σ
− 1
2
i ρiσ
− 1
2
i
))
=
∑
i
αi log
βi
αi
+
∑
i
αi logµmax
(
σ
− 1
2
i ρiσ
− 1
2
i
)
≤ −
∑
i
αi log
αi
βi
+
∑
i
logµmax
(
σ
− 1
2
i ρiσ
− 1
2
i
)
≤
∑
i
logµmax
(
σ
− 1
2
i ρiσ
− 1
2
i
)
=
∑
i
Dmax(ρi||σi). (37)
In the above we have made use of the fact that
{αi} and {βi} are probability distributions, and hence∑
i
αi log
αi
βi
≥ 0 [33]. The fifth and sixth properties are
seen to hold by inspection.
Lemma 13 The max-relative entropy of entanglement,
Emax, is an upper bound to the relative entropy of entan-
glement [31]
E(ρ) := min
σ∈D
S(ρ||σ).
Proof Let σ∗ be a separable state such that
Dmax(ρ||σ∗) = min
σ∈D
D(ρ||σ)
= Emax(ρ) (38)
By Lemma 10 we have
Dmax(ρ||σ∗) ≥ S(ρ||σ∗)
≥ min
σ∈D
S(ρ||σ)
= E(ρ). (39)
Properties of Emax(ρ) will be investigated in a forth-
coming paper.
VI. SMOOTH MIN- AND MAX- RELATIVE
ENTROPIES
Smooth min- and max- relative entropies are gener-
alizations of the above-mentioned relative entropy mea-
sures, involving an additional smoothness parameter ε ≥
0. For ε = 0, they reduce to the non-smooth quantities
Definition 4 For any ε ≥ 0, the ε-smooth min- and
max-relative entropies of a bipartite state ρ relative to a
state σ are defined by
Dεmin(ρ||σ) := sup
ρ¯∈Bε(ρ)
Dmin(ρ¯||σ)
and
Dεmax(ρ||σ) := inf
ρ¯∈Bε(ρ)
Dmax(ρ¯||σ)
where Bε(ρ) := {ρ¯ ≥ 0 : ‖ρ¯− ρ‖1 ≤ ε,Tr(ρ¯) ≤ Tr(ρ)}.
The following two lemmas are used in the proof of The-
orem 2 given below.
Lemma 14 Let ρAB and σAB be density operators, let
∆AB be a positive operator, and let λ ∈ R such that
ρAB ≤ 2λ · σAB +∆AB .
Then Dεmax(ρAB||σAB) ≤ λ for any ε ≥
√
8Tr(∆AB).
Lemma 15 Let ρAB and σAB be density operators.
Then
Dεmax(ρAB ||σAB) ≤ λ
for any λ ∈ R and
ε =
√
8Tr
[{ρAB > 2λσAB}ρAB] .
The proofs of these lemmas are analogous to the proofs
of Lemmas 5 and 6 of [20] and are given in the Appendix
for completeness.
VII. SPECTRAL DIVERGENCE RATES
In the quantum information spectrum approach one
defines spectral divergence rates, defined below, which
can also be viewed as generalizations of the quantum rel-
ative entropy.
Definition 5 Given a sequence of states ρ̂ = {ρn}∞n=1
and a sequence of positive operators σ̂ = {σn}∞n=1, the
quantum spectral sup-(inf-)divergence rates are defined in
terms of the difference operators Πn(γ) = ρn − 2nγσn as
D(ρ̂‖σ̂) := inf
{
γ : lim sup
n→∞
Tr
[{Πn(γ) ≥ 0}Πn(γ)] = 0
}
(40)
D(ρ̂‖σ̂) := sup
{
γ : lim inf
n→∞
Tr
[{Πn(γ) ≥ 0}Πn(γ)] = 1
}
(41)
respectively.
8Although the use of sequences of states allows for im-
mense freedom in choosing them, there remain a number
of basic properties of the quantum spectral divergence
rates that hold for all sequences. These are stated and
proved in [4]. In the i.i.d. case the sequence is generated
from product states ρ = {̺⊗n}∞n=1, which is used to re-
late the spectral entropy rates for the sequence ρ to the
entropy of a single state ̺.
Note that the above definitions of the spectral diver-
gence rates differ slightly from those originally given in
(38) and (39) of [13]. However, they are equivalent, as
stated in the following two propositions [35]. For their
proofs see [4] or [20].
Proposition 1 The spectral sup-divergence rate D(ρ̂‖σ̂)
is equal to
D(ρ̂‖σ̂) := inf
{
α : lim sup
n→∞
Tr
[{ρn ≥ 2nασn}ρn] = 0
}
(42)
which is the original definition of the spectral sup-
divergence rate. Hence the two definitions are equivalent.
Proposition 2 The spectral inf-divergence rate D(ρ̂‖σ̂)
is equivalent to
D(ρ̂‖σ̂) = sup
{
α : lim inf
n→∞
Tr
[{ρn ≥ 2nασn}ρn] = 1
}
(43)
which is the original definition of the spectral inf-
divergence rate. Hence the two definitions are equivalent.
Despite these equivalences, it is useful to use the def-
initions (40) and (41) for the divergence rates as they
allow the application of Lemmas 1, 2 and 3 in deriving
various properties of these rates.
The spectral generalizations of the von Neumann en-
tropy, the conditional entropy and the mutual informa-
tion can all be expressed as spectral divergence rates with
appropriate substitutions for the sequence of operators
σ̂ = {σn}∞n=1.
A. Definition of spectral entropy rates
Consider a sequence of Hilbert spaces {Hn}∞n=1, with
Hn = H⊗n. For any sequence of states ρ̂ = {ρn}∞n=1,
with ρn being a density matrix acting in the Hilbert space
Hn, the sup- and inf- spectral entropy rates are defined
as follows:
S(ρ̂) = inf
{
γ : lim inf
n→∞
Tr
[{ρn ≥ 2−nγIn}ρn] = 1
}
(44)
S(ρ̂) = sup
{
γ : lim sup
n→∞
Tr
[{ρn ≥ 2−nγIn}ρn] = 0
}
.
(45)
Here In denotes the identity operator acting in Hn.
These are obtainable from the spectral divergence rates
as follows [see [4]:
S(ρ̂) = −D(ρ̂||Î) ; S(ρ̂) = −D(ρ̂||Î), (46)
where Î = {In}∞n=1 is a sequence of identity operators.
It is known that the spectral entropy rates of ρ̂ are
related to the von Neumann entropies of the states ρn as
follows:
S(ρ̂) ≤ lim inf
n→∞
1
n
S(ρn) ≤ lim sup
n→∞
1
n
S(ρn) ≤ S(ρ̂). (47)
Moreover, for a sequence of product states ρ̂ =
{ρ⊗n}∞n=1:
S(ρ̂) = lim
n→∞
1
n
S(ρn) = S(ρ̂). (48)
For sequences of bipartite states ρ̂ = {ρABn }∞n=1, with
ρABn ∈ B ((HA ⊗HB)⊗n), the conditional spectral en-
tropy rates are defined as follows:
S(A|B) := −D(ρ̂AB‖ÎA ⊗ ρ̂B); (49)
S(A|B) := −D(ρ̂AB‖ÎA ⊗ ρ̂B). (50)
In the above, ÎA = {IAn }∞n=1 and ρ̂A = {ρAn }∞n=1, with
IAn being the identity operator acting in H⊗nA and ρAn =
TrBρ
AB
n , the partial trace being taken on the Hilbert
space H⊗nB .
Similarly, the mutual information rates are given by
S(A : B) := D(ρ̂AB‖ρ̂A ⊗ ρ̂B); (51)
S(A|B) := D(ρ̂AB‖ρ̂A ⊗ ρ̂B). (52)
These spectral entropy rates have several interesting
properties (see e.g.[4]) and also have the operational sig-
nificance of being related to the optimal rates of protocols
(see the discussion in the Introduction and the references
quoted there).
VIII. RELATION BETWEEN SPECTRAL
DIVERGENCE RATES AND SMOOTH MIN-
AND MAX- RELATIVE ENTROPIES
In this section we prove the relations between the spec-
tral divergence rates and the smooth relative entropies.
As mentioned in the Introduction, the proofs are entirely
self-contained, relying only on the definitions of the en-
tropic quantities involved, and the lemmas stated in Sec-
tion II.
A. Relation between D(bρ|bσ) and the smooth
max-relative entropy
Theorem 2 Given a sequence of bipartite states ρ̂ =
{ρn}∞n=1, and a sequence of positive operators σ̂ =
{σn}∞n=1, where ρn, σn ∈ B
(H⊗n), the sup-spectral di-
vergence rate D(ρ̂‖σ̂), defined by (40) (or equivalently by
(42)) , satisfies
D(ρ̂‖σ̂) = lim
ε→0
lim sup
n→∞
1
n
Dεmax(ρn||σn), (53)
9where Dεmax(ρn||σn) is the smooth max-entropy of the
state ρn of the sequence ρ̂, and the operator σn of the
sequence σ̂.
Proof
We first prove the bound
D(ρ̂||σ̂) ≥ lim
ǫ→0
lim sup
n→∞
1
n
Dεmax(ρn||σn), (54)
Let δ > 0 be arbitrary but fixed, and define
γ := D(ρ̂||σ̂) + δ. (55)
Then from Proposition 1 it follows that
lim sup
n→∞
Tr
[{ρABn ≥ 2nγσABn }ρABn ] = 0 . (56)
In particular, for any ε > 0 there exists n0 ∈ N such that
for all n ≥ n0,
Tr
[{ρABn > 2nγσABn }ρABn ] ≤ Tr[{ρABn ≥ 2nγσABn }ρABn ]
<
ε2
8
. (57)
Using Lemma 15 we then infer that for all n ≥ n0
Dεmax(ρ
AB
n ||σABn ) ≤ nγ (58)
and, hence
lim sup
n→∞
1
n
Dεmax(ρ
AB
n ||σABn ) ≤ γ . (59)
Since this holds for any ε > 0, we conclude
lim
ε→0
lim sup
n→∞
1
n
Dεmax(ρ
AB
n ||σABn ) ≤ γ = D(ρ̂||σ̂)+δ . (60)
The assertion (54) then follows because this holds for any
arbitrary δ > 0.
We next prove the bound
D(ρ̂||σ) ≤ lim
ǫ→0
lim sup
n→∞
1
n
Dεmax(ρn||σn), (61)
Let ρ˜n,ε be the operator for which
Dmax(ρ˜n,ε||σn) = inf
ρ∈Bε(ρn)
Dmax(ρ||ρn) = Dεmax(ρn||σn).
(62)
This implies, in particular, that for any λ for which
logλ ≥ Dεmax(ρn||σn), we have
Tr
[{ρ˜n,ε ≥ λσn}(ρ˜n,ε − λσn)] = 0. (63)
For any real constant γ > 0, let us define the projection
operator
P γn := {ρn ≥ 2nγσn}. (64)
Note that
Tr
[
P γn ρn
]
= Tr
[
P γn ρ˜n,ε
]
+Tr
[
P γn (ρn − ρ˜n,ε)
]
≤ Tr[P γn (ρ˜n,ε − 2nασn)] + 2nαTr[P γnσn]
+Tr
[{ρn ≥ ρ˜n,ε}(ρn − ρ˜n,ε)]
≤ Tr[{ρ˜n,ε ≥ 2nασn}(ρ˜n,ε − 2nασn)]
+2n(α−γ) + ε (65)
In the above we have made use of Lemma 1, Lemma 2
and Corollary 1.
Let λ := 2nα and choose logλ = Dεmax(ρn||σn)+δ/2 for
any arbitrary δ > 0. Further let us choose γ = α + δ/2.
Then, by (63), the first term on the right hand side of
(65) vanishes. Moreover, the second term also goes to
zero as n → ∞. Therefore, for n large enough and any
δ
′
> 0, in the limit ε→ 0, we must have that
Tr(P γn ρn) ≤ δ
′
. (66)
This together with Proposition 1 implies that γ ≥
D(ρ̂||σ̂). The required bound (61) then follows from the
choice of the parameters α and γ.
B. Relation between D(bρ|bσ) and the smooth
min-relative entropy
Theorem 3 Given a sequence of bipartite states ρ̂ =
{ρn}∞n=1, and a sequence of positive operators σ̂ =
{σn}∞n=1, where ρn, σn ∈ B
(H⊗n), the inf-spectral di-
vergence rate D(ρ̂‖σ̂), defined by (41) (or equivalently by
(43)), satisfies
D(ρ̂‖σ̂) = lim
ε→0
lim inf
n→∞
1
n
Dεmin(ρn||σn), (67)
where Dεmin(ρn||σn) is the smooth min-relative entropy of
the state ρn of the sequence ρ̂ and the operator σn of the
sequence σ̂.
Proof From the definition (43) of D(ρ̂‖σ̂) it follows that
for any γ ≤ D(ρ̂‖σ̂) and any δ > 0, for n large enough
Tr
[
P γn ρn
]
> 1− δ, (68)
where P γn := {ρn ≥ 2nγσn}.
For any given α > 0, choose γ = D(ρ̂‖σ̂)− α, and let
ρ˜n,γ := P
γ
n ρnP
γ
n (69)
Then using (68) and the “Gentle measurement lemma”,
Lemma 4, we infer that, for n large enough, ρ˜n,γ ∈
Bε(ρn) with ε = 2
√
δ. Let πn,γ denote the projection
onto the support of ρ˜n,γ .
We first prove bound
lim
ε→0
lim inf
n→∞
1
n
Dεmin(ρn||σn) ≥ D(ρ̂‖σ̂). (70)
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For n large enough,
Dεmin(ρn||σn) = sup
ρ
n
∈Bε(ρn)
Dmin(ρn||σn)
≥ Dmin(ρ˜n,γ ||σn)
= − logTr(πn,γσn)
≥ − logTr(Pn,γσn) ≥ nγ. (71)
The last inequality in (71) follows from Lemma 2. Hence,
for n large enough,
1
n
Dεmin(ρn||σn) ≥ γ = D(ρ̂||σ̂)− α, (72)
and since α is arbitrary, we obtain the desired bound
(70).
To complete the proof of Theorem 3, we assume that
lim
ε→0
lim inf
n→∞
1
n
Dεmin(ρn||σn) > D(ρ̂||σ̂), (73)
and prove that this leads to a contradiction.
Let ρ˜n,ε be the operator for which
Dεmin(ρn||σn) = Dmin(ρ˜n,ε||σn) = − logTr
(
π˜n,ǫσn
)
,
(74)
where π˜n,ε is the projection onto the support of ρ˜n,ε.
Note that
Tr(π˜n,ερn) = Tr
[
π˜n,ε
(
(ρn − ρ˜n,ε) + ρ˜n,ε
)]
= Tr
[
π˜n,ε(ρn − ρ˜n,ε)
]
+Trρ˜n,ε
≥ Tr[{ρn ≤ ρ˜n,ε}(ρn − ρ˜n,ε)] +Tr[ρ˜n,ε]
≥ −ε+ 1− ε = 1− 2ε. (75)
We arrive at the second last line of (75) using Lemma
1. The last inequality is obtained by using the fact that
ρ˜n,ε ∈ Bε(ρn), and the bound
Tr
[{ρn ≤ ρ˜n,ε}(ρn − ρ˜n,ε)] ≥ −ε,
which arises from the fact that ρ˜n,ε ∈ Bε(ρn).
Define,
βε := lim inf
n→∞
[ 1
n
Dmin(ρ˜n,ε||σn)
]
:= lim inf
n→∞
[
− 1
n
logTr
(
π˜n,ǫσn
)]
(76)
and
γ := lim
ε→0
βε.
Obviously, βε ≥ γ. Note that the assumption (73) is
equivalent to the assumption γ > D(ρ̂||σ̂). Let γ0 be
such that
βε > γ0 > D(ρ̂||σ̂). (77)
Then, for any fixed ε > 0 there exists n0 ∈ N such that
for all n ≥ n0
1
n
Dmin(ρ˜n,ε||σn) ≥ βε. (78)
The above inequality can be rewritten as
Tr
(
π˜n,ǫσn
) ≤ 2−nβε (79)
Using (79) we obtain the following:
Tr(π˜n,ερn) = Tr
[
π˜n,ε(ρn − 2nγ0σn)
]
+ 2nγ0Tr
[
π˜n,εσn
]
≤ Tr[{ρn ≥ 2nγ0σn}(ρn − 2nγ0σn)]+ 2nγ02−nβε
≤ Tr[{ρn ≥ 2nγ0σn}(ρn − 2nγ0σn)]+ 2−n(βε−γ0)
(80)
The second term on the right hand side of (80) tends
to zero asymptotically in n, since δε > 0. However, the
first term does not tend to 1, since γ0 > D(ρ̂||σ̂) by
assumption. Hence we obtain the bound
Tr(π˜n,ερn) < 1− c0, (81)
for some constant c0 > 0. This contradicts (75) in the
limit ε→ 0.
IX. APPENDIX
Proof of Lemma 14
Proof Define
αAB := 2
λ · σAB
βAB := 2
λ · σAB +∆AB .
and
TAB := α
1
2
ABβ
− 1
2
AB .
Let |Ψ〉 = |Ψ〉ABR be a purification of ρAB and let |Ψ′〉 :=
TAB ⊗ IR|Ψ〉 and ρ′AB := TrR(|Ψ′〉〈Ψ′|).
Note that
ρ′AB = TABρABT
†
AB
≤ TABβABT †AB
= αAB = 2
λ · σAB ,
which implies Dmax(ρ
′
AB‖σAB) ≤ λ. It thus remains to
be shown that
‖ρAB − ρ′AB‖1 ≤
√
8Tr(∆AB) . (82)
We first show that the Hermitian operator
T¯AB :=
1
2
(TAB + T
†
AB) .
satisfies
T¯AB ≤ IAB . (83)
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For any vector |φ〉 = |φ〉AB,
‖TAB|φ〉‖2 = 〈φ|T †ABTAB|φ〉 = 〈φ|β
− 1
2
ABαABβ
− 1
2
AB |φ〉
≤ 〈φ|β−
1
2
ABβABβ
− 1
2
AB |φ〉 = ‖|φ〉‖2
where the inequality follows from αAB ≤ βAB . Hence,
for any vector |φ〉,
‖T¯AB|φ〉‖ ≤ 1
2
‖TAB|φ〉+ T †AB|φ〉‖
≤ 1
2
‖TAB|φ〉‖+ 1
2
‖T †AB|φ〉‖ ≤ ‖|φ〉‖ ,
which implies (83).
We now determine the overlap between |Ψ〉 and |Ψ′〉,
〈Ψ|Ψ′〉 = 〈Ψ|TAB ⊗ IR|Ψ〉
= Tr(|Ψ〉〈Ψ|TAB ⊗ IR) = Tr(ρABTAB) .
Because ρAB has trace one, we have
1− |〈Ψ|Ψ′〉| ≤ 1−ℜ〈Ψ|Ψ′〉 = Tr(ρAB(IAB − T¯AB))
≤ Tr(βAB(IAB − T¯AB))
= Tr(βAB)− Tr(α
1
2
ABβ
1
2
AB)
≤ Tr(βAB)− Tr(αAB) = Tr(∆AB) .
Here, the second inequality follows from the fact that,
because of (83), the operator IAB − T¯AB is positive, and
ρAB ≤ βAB. The last inequality holds because α
1
2
AB ≤
β
1
2
AB, which is a consequence of the operator monotonicity
of the square root (Proposition V.1.8 of [29]).
Using (5) and the fact that the fidelity between two
pure states is given by their overlap, we find
‖|Ψ〉〈Ψ| − |Ψ′〉〈Ψ′|‖1 ≤ 2
√
2(1− |〈Ψ|Ψ′〉|)
≤ 2
√
2Tr(∆AB) ≤ ε .
Inequality (82) then follows because the trace distance
can only decrease when taking the partial trace.
Proof of Lemma 15
Proof Let ∆+AB and ∆
−
AB be mutually orthogonal posi-
tive operators such that
∆+AB −∆−AB = ρAB − 2λσAB .
Furthermore, let PAB be the projector onto the support
of ∆+AB , i.e.,
PAB = {ρAB > 2λσAB} .
We then have
PABρABPAB = PAB(∆
+
AB + 2
λσAB −∆−AB)PAB
≥ ∆+AB
and, hence,
√
8Tr(∆+AB) ≤
√
8Tr(PABρAB)
)
= ε .
The assertion now follows from Lemma 14 because
ρAB ≤ 2λσAB +∆+AB .
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