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Another proof of Grothendieck’s theorem on
the splitting of vector bundles on the projective
line
Claudia Schoemann and Stefan Wiedmann
Abstract. This note contains another proof of Grothendieck‘s theorem
on the splitting of vector bundles on the projective line over a field k.
Actually the proof is formulated entirely in the classical terms of a lattice
Λ ∼= k[T ]d, discretely embedded into the vector space V ∼= Kd∞, where
K∞ ∼= k((1/T )) is the completion of the field of rational functions k(T )
at the place ∞ with the usual valuation.
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1. Historical Remarks
In a recent paper [Gek17] mainly devoted to various questions connected
with the theory of Drinfeld modules, Ernst-Ulrich Gekeler building on some
results of Yuichiro Taguchi [Tag93] showed the following theorem concerning
the reduction theory of lattices over the polynomial ring A = Fq[T ] over the
finite field Fq, which we are going to describe below.
Denoting K∞ the completion of the rational function field K = Fq(T ) with
respect to the valuation | |∞ at the place ∞ and C∞ a completion of an
algebraic closure of K∞ with respect to the unique extension of the valuation
| |∞, one has the following result: (Prop. 3.1 of loc. cit.) Each A-lattice
Λ ⊆ C∞ of rank r > 0 has a successive minimum basis (SMB loc. cit.)
ω1, . . . , ωr ∈ Λ such that additionally {ω1, . . . , ωr} is an A-basis of the lattice
Λ.
This is in rather striking contrast to the situation of classical reduction theory
for Z-lattices Λ in a Euclidian vector space V = Rr, where at least from r ≥ 4
on (see [Mar03], p. 51, for a discussion) an SMB (as a basis of the vector space
V ) usually will not be a basis of the integer lattice under consideration.
We thank U. Stuhler for discussions and historical remarks.
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The reason for this different situation eventually is (a slightly extended ver-
sion of) Grothendieck’s splitting theorem for vector bundles over the projec-
tive line P1. On the other hand, the corresponding statement on the reduction
of lattices for function fields of higher genus g ≥ 1 would be also completely
wrong.
Actually below, making use of Gekeler’s proof in [Gek17], we give yet another
proof of an extended version of Grothendieck’s splitting theorem. We have
freed the context from the field C∞ and are in fact working with the poly-
nomial ring A = k[T ] for an arbitrary field k and with arbitrary A-lattices
in a finite dimensional vector space V over K∞, the completion of K = k(T )
with respect to the valuation at ∞. In particular, different from [Gek17], we
will not need the local compactness of K∞.
As is well known, there are many different proofs by many different authors
for the (now called) Grothendieck’s splitting theorem and one can find a
discussion of the historical background in [OSS80], p.44, where things are
finally traced back to a fundamental paper of Dedekind and Weber [DW82]
in 1882.
It is interesting that the proof here uses only simple results concerning finite
dimensional vector spaces over a discrete valuated complete field. That we
have to work in the case of genus g = 0 is hidden in the fact, that any Laurent
series from k(T )∞ = k((
1
T
)) in 1
T
can be uniquely written as a polynomial in
k[T ] and a power series in 1
T
, vanishing at∞, which in fact is equivalent to a
cohomological calculation of the coherent cohomology of the structure sheaf
OP1 , using the flat cover Spec(k[T ]) ∪ Spec(k[[
1
T
]]) of P1 over k.
2. Vector bundles on the projective line
2.1. Notations
• k field.
• A = k[T ] the ring of polynomials over k.
• K = k(T ) rational function field over k.
• ∞ := − deg discrete valuation on K.
• pi := T−1 uniformizing element of ∞.
• | | := σ∞( ) associated absolute value on K for some fixed real number
0 < σ < 1.
• K∞, a completion of K with respect to this absolute value. In concrete
terms the field of Laurent series in pi over k.
• O∞ valuation ring w.r.t. this absolute value in K∞. In concrete terms
the ring of power series in pi over k.
• m∞ = piO∞ valuation ideal.
• V finite dimensional vector space over K∞.
• Λ A-lattice in V .
• Λ∞ O∞-lattice in V .
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• λ = λA + λm unique decomposition for λ ∈ K∞ s.t. λ
A ∈ A, λm ∈
m∞, the unique decomposition of λ in its polynomial part and a part
vanishing at ∞ .
• < · · · >R space generated over R.
2.2. Construction of vector bundles on the projective line
A vector bundle E on P1k is a locally free sheaf of finite rank d. If we use the
faithfully flat covering (spec(A), spec(O∞)) (c.f. [Wie05], chapter 2.8) we can
describe the bundle as follows:
If we complete the stalk of E at the point ∞ we get a projective, thus
free O∞-module Λ∞ of finite rank d which is canonically embedded into
the d-dimensional K∞-vector space V := K∞ ⊗O∞ Λ∞. By construction
Λ∞ contains a basis of V , so it is an O∞-lattice in V . On the other hand,
Λ := E(spec(A)) is a projective A-module of rank d. Thus it is free as A is a
PID. By the glueing-data we can embed Λ into V and it contains a basis of
V by the glueing-condition.
Altogether we can describe a vector bundle of rank d on P1k by two modules
generated by bases (we call them lattices) of a d-dimensional K∞-vector
space V : An A-lattice Λ and an O∞-lattice Λ∞ inside V both of rank d.
The Theorem of Grothendieck now boils down to the question if there is a
common basis for both lattices. More precisely:
Theorem 2.1. There exist a basis v1, . . . , vd ∈ V of the O∞-lattice Λ∞ and
integers n1, . . . , nd ∈ Z such that pi
n1v1, . . . , pi
ndvd is a basis of the A-lattice
Λ. If E is the associated vector bundle then it splits into line bundles
E ∼= O(n1)⊕ · · · ⊕ O(nd).
2.3. Normed vector spaces over discrete valuated, complete fields
Let F be a discrete valuated, non-archimedean, complete field with (multi-
plicative) valuation | | and F˚ the valuation ring.
Definition 2.2. An F -vector space V is a normed vector space if there exists
a norm function
|| || : V → R≥0
such that:
1.) ||v|| = 0⇔ v = 0
2.) ||λv|| = |λ| ||v||
3.) ||v + w|| ≤ max(||v||, ||w||) (strong triangle inequality).
If the set ||V \ {0}|| is discrete in R, then the norm is called discrete and if
we omit condition 1) it is called a semi-norm.
Remark 2.3. From the strong triangle inequality we conclude:
1.) If ||v|| 6= ||w||, then ||v − w|| = ||v + w|| = max(||v||, ||w||).
2.) If ||v|| > ||v − w||, then ||v|| = ||w||.
3.) A sequence (zn) in V is a Cauchy-sequence iff limn→∞ ||zn+1− zn|| = 0.
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Definition 2.4. A normed vectorspace V is called cartesian if there exists
a basis {v1, . . . , vd} such that ||v|| = max1≤i≤d |λi| ||vi|| for v =
∑d
i=1 λivi,
λi ∈ F . In this case we will call the basis orthogonal. If furthermore ||vi|| = 1
for 1 ≤ i ≤ d, then it is called orthonormal.
Proposition 2.5. 1.) If {v1, . . . , vd} is a basis of an F -vector space V , then
for v =
∑d
i=1 λivi ∈ V
||v|| := max
1≤i≤d
|λi|
defines a norm on V and ||V || = |F |. Furthermore {v1, . . . , vd} is or-
thonormal w.r.t. || ||.
2.) If {v1, . . . , vd} is an orthonormal basis of a normed F -vector space V
then
V˚ := {v ∈ V | ||v|| ≤ 1} =< v1, . . . , vd >F˚ .
Proof. Assertion 1.) follows from the definitions.
If v ∈ V˚ we can find λ1, . . . , λd ∈ F such that v =
∑d
i=1 λivi. As ||v|| =
max1≤i≤d |λi| ≤ 1 we conclude that λ1, . . . , λd ∈ F˚ and v ∈< v1, . . . , vd >F˚ .
The other direction is obvious. 
Definition 2.6. Let W be a vector subspace of V and v ∈ V . We define the
distance
||v||W := inf
w∈W
||v − w||.
This defines a semi-norm on V and obviously ||v||W ≤ ||v|| as 0 ∈ W .
W is called strictly closed if for every v in V there exists w ∈ W s.t. ||v||W =
||v − w||.
Proposition 2.7. If V is a finite dimensional normed vector space over F ,
then V is complete, cartesian, ||V || is discrete and every subspace is strictly
closed. Furthermore ||V || ⊆ |F | iff there exists an orthonormal basis of V .
Proof. C.f. [BGR84] Chapter 2.3 Proposition 4, Chapter 2.4 Proposition 1
and Proposition 3, Chapter 2.5 Observation 2. 
2.4. Lattices
Let V be a d-dimensional normed vector space over K∞. By Proposition 2.7
we know that ||V || is discrete.
Definition 2.8. An A-lattice Λ in V is a finitely generated A-module of rank
d which contains a K∞-basis of V . I.e. we can find v1, . . . , vd s.t.
Λ =< v1, . . . , vd >A and < v1, . . . , vd >K∞= V
Remark 2.9. It is not true in general (e.g. if k is not finite) that Λ is discrete
in the sense, that every ball contains only a finite number of lattice-points.
Proposition 2.10. Let Λ be an A-lattice in V . Then there exists a shortest
non-zero vector in Λ.
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Proof. We prove a slightly different statement by induction on the dimension
d. As |a| ≥ 1 for 0 6= a ∈ A we get our result.
Let 0 6= zn =
∑d
i=1 a
(n)
i vi be a non-trivial sequence in V converging to zero
and at least for one of 1 ≤ i ≤ d the sequence (a
(n)
i ) does not tend to zero.
Then {v1, . . . , vd} are linearly dependent over K∞.
For d = 1 we have zn = a
(n)
1 v1 and v1 has to be zero.
For d > 1, we choose a subsequence of (zn) and c > 0 s.t. for all n (after
renumbering the indices and dropping the other members of the sequence)
|a
(n)
1 | ≥ max
1≤i≤d
(c, |a
(n)
i | ).
We define a new sequence z˜n :=
zn
a
(n)
1
. This sequence converges to zero because
the numbers |a
(n)
1 | are bounded from below by c.
Let yn := z˜n+1 − z˜n =
∑d
i=2 b
(n)
i vi with b
(n)
i :=
a
(n+1)
i
a
(n+1)
1
−
a
(n)
i
a
(n)
1
. Then either
for all 2 ≤ i ≤ d every sequence b
(n)
i converges to zero. In this case the
corresponding sequences of
a
(n)
i
a
(n)
1
are converging to elements ai ∈ K∞ because
one has Cauchy-convergence (this follows from the strong triangle-inequality)
and we get a non-trivial relation between the elements v1, . . . , vd. Otherwise
we are done by induction. 
2.4.1. Successive minimum bases (SMB). This part is now more or less iden-
tical to Gekler’s nice proof of proposition 3.1 in [Gek17].
Proposition 2.11. If Λ is an A-lattice in V , then there exists an (orthogonal)
SMB {ω1, . . . , ωd} of Λ e.g.
1.) < ω1, . . . , ωd >A= Λ,
2.) < ω1, . . . , ωd >K∞= V ,
3.) ||ω1|| ≤ · · · ≤ ||ωd||,
4.) ||v|| = max1≤i≤d |λi| ||ωi|| for v =
∑d
i=1 λiωi and λ1, . . . , λd ∈ K∞.
We construct the SMB by induction:
• Choose ω1 ∈ Λ s.t. ||ω1|| is minimal among vectors in Λ \ {0}.
• If ω1, . . . , ωi−1 are constructed, then choose ωi ∈ Λ\ < ω1, . . . , ωi−1 >K∞ ,
s.t. ωi is minimal.
Remark 2.12. By Proposition 2.10 and the discreteness of ||V || we can always
find ω1, . . . , ωd as above and they are linearly independent over K∞ and
||ω1|| ≤ · · · ≤ ||ωd|| holds by construction. So we have to show 1.) and 4.).
Lemma 2.13. Let Ui :=< ω1, . . . , ωi >K∞. Then ||ωi|| = ||ωi||Ui−1 .
Proof. For i = 1 there is nothing to prove. For i > 1 we only have to show
that ||ωi|| ≤ ||ωi||Ui−1 (c.f. Definition 2.6). Suppose ||ωi|| > ||ωi||Ui−1 . As Ui−1
is strictly closed we find λ1, . . . , λi−1 ∈ K∞ s.t. ||ωi||Ui−1 = ||ωi−
∑i−1
j=1 λjωj ||.
Then ||ωi|| = ||
∑i−1
j=1 λjωj|| by Remark 2.3. From ||
∑i−1
j=1 λ
m
j ωj || < ||ωi|| we
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see that
||ωi −
i−1∑
j=1
λAj ωj|| ≤ max(||ωi −
i−1∑
j=1
λjωj ||, ||
i−1∑
j=1
λmj ωj||) < ||ωi||
As ωi−
∑i−1
j=1 λ
A
j ωj ∈ Λ\Ui−1 we get a contradiction on the choice of wi. 
Lemma 2.14. ω1, . . . , ωd is orthogonal.
Proof. We prove by induction that {ω1, . . . , ωi} is orthogonal for Ui. For i = 1
this is clear.
For i > 1 we have to show that for v =
∑i
j=1 λjωj ∈ Ui one has ||v|| =
max1≤j≤i |λj | ||ωj ||. This is obvious if ||
∑i−1
j=1 λjωj|| 6= |λi| ||ωi|| (c.f. Re-
mark 2.3). So assume
||
i−1∑
j=1
λjωj|| = |λi| ||ωi||
then ||v|| ≤ ||λiωi|| holds. On the other hand we show that ||λiωi|| ≤ ||v||:
||λiωi|| = |λi| ||ωi|| = |λi| ||ωi||Ui−1
= ||λiωi||Ui−1 = ||
i−1∑
j=1
λjωj + λiωi||Ui−1 ≤ ||v||.

Lemma 2.15. For 1 ≤ i ≤ d we have Λ ∩ Ui =< ω1, . . . , ωi >A. This means
Λ =< ω1, . . . , ωd >A.
Proof. If λω1 ∈ Λ then λω1 = λ
Aω1 + λ
mω1 and λ
mω1 ∈ Λ, so λ
m = 0
because ω1 is a shortest vector in Λ. This proves the case i = 1.
If v =
∑i
j=1 λjωj ∈ Λ ∩ Ui then as above
v′ =
i∑
j=1
λmj ωj =
i∑
j=1
(λj − λ
A
j )ωj ∈ Λ.
Then
||v′|| = ||
i∑
j=1
λmj ωj || < ||ωi||.
If λmi 6= 0, then v
′ ∈ Λ \Ui−1 which is a contradiction to the choice of ωi. So
λi ∈ A and v − λiωi ∈ Λ ∩ Ui−1 =< ω1, . . . , ωi−1 >A by induction. So we
conclude, that v ∈< ω1, . . . , ωi >A. 
Corollary 2.16. Λ ∩ Ui = Λ ∩ < ω1, . . . , ωi >K=< ω1, . . . , ωi >A.
Corollary 2.17. We have the following characterisation of the norms of the
vectors ω1, . . . , ωd:
||ωi|| = min{r ∈ R | Br(0) ∩ Λ contains i linearly independent vectors}
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This means that the numbers ||ω1|| ≤ · · · ≤ ||ωd|| are independent of the
choices made in the construction.
Lemma 2.18. Let ω1, . . . , ωd ∈ Λ be an orthogonal basis of V generating Λ
and ||ω1|| ≤ · · · ≤ ||ωd||. Then it is an SMB.
Proof. For v ∈ Λ we have v =
∑d
i=1 aiωi s.t. ai ∈ A. Then
||v|| = max
1≤i≤d
|ai| ||ωi||.
As |a| > 1 for a ∈ A \ {0} we get that ||v|| ≥ ||ωi|| for v ∈ Λ \Ui−1 and hence
the result. 
2.5. Proof of Grothendieck’s Theorem
Given Λ and Λ∞ in V , we attach to an O∞-basis of Λ∞ a norm on V s.t.
Λ∞ becomes the unit-ball (c.f. Proposition 2.5). As shown above we can find
an orthogonal SMB ω1, . . . , ωd for this norm. We find integers n1, . . . , nd s.t.
|pin1 | = ||ω1||, . . . , |pi
nd | = ||ωd||. Then v1 := pi
−n1ω1, . . . , vd := pi
−ndωd is an
orthonormal basis for the norm and is therefore again by Proposition 2.5 an
O∞-basis of Λ∞ and pi
n1v1, . . . , pi
ndvd is an A-basis of Λ. From Corollary 2.17
and Lemma 2.18 we conclude that n1, . . . , nd are unique.
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