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a b s t r a c t
In this paper, a new method is proposed for solving nonlinear neutral multi-pantograph
equations with periodic boundary conditions by combining the advantages of the homo-
topy perturbed method (HPM) and the reproducing kernel method (RKM). The numerical
results obtained show that the present method is reliable.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the following nonlinear neutral multi-pantograph delay differential equations:u
′(t)+
m−
i=1
ai(t)u(pit)+
m−
i=1
bi(t)u′(qit)+ g(t, u) = f (t), 0 ≤ t ≤ T ,
u(0) = u(T ),
(1.1)
where 0 < pi, qi ≤ 1, ai(t), bi(t) are continuous (i = 1, 2, . . . ,m) and f (t) is given such that system (1.1) satisfies the
existence and uniqueness of the solutions.
Functional differential equations with proportional delays are usually referred to as pantograph equations. These equa-
tions arise in a variety of applications, such as number theory, electrodynamics, astrophysics, nonlinear dynamical systems,
probability theory on algebraic structure, quantummechanics and cell growth [1–3]. Therefore, the problems have attracted
a great deal of attention [4–6]. Liu and Li [4] studied the analytical and numerical solutions of the multi-pantograph equa-
tions. Sezer [5,6] gave the series solutions of multi-pantograph equations with variable coefficients. However, numerical
solutions of neutral multi-pantograph equations with periodic boundary conditions are seldom discussed.
Reproducing kernel theory has important applications in numerical analysis, differential equations, probability and
statistics and so on. Recently, Cui and Geng presented the RKM for various linear and nonlinear differential equations [7–10].
The HPM was proposed originally by He [11–13] and was applied to many nonlinear problems. This method is based on
the use of a traditional perturbation method and the homotopy technique.
In this paper, we shall give an analytic approximation of problem (1.1) by combining the HPM and the RKM.
By using theHPM, problem (1.1) can be reduced to a series of linear neutralmulti-pantograph delay differential equations
with periodic boundary conditions. The RKM is an effective method for solving the reduced linear neutral multi-pantograph
delay differential equations. Hence, the combination of the HPM and the RKM is a reliable method for solving problem (1.1).
The rest of the paper is organized as follows. In the next section, the combination of the HPM and the RKM is applied to
problem (1.1). A numerical example is presented in Section 3. Section 4 ends this paper with a brief conclusion.
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2. The numerical algorithm for problem (1.1)
2.1. Combination of the HPM and the RKM
For problem (1.1), according to the HPM, we construct a homotopy as follows:
u′(t)+
m−
i=1
ai(t)u(pit)+
m−
i=1
bi(t)u′(qit)− f (t)+ pg(t, u) = 0 (2.1)
where p ∈ [0, 1] is an embedding parameter. In the case p = 0, (2.1) becomes a linear equation, which is easy to solve, and
when p = 1, (2.1) turns out to be the original one, (1.1).
On the basis of the HPM, we use the homotopy parameter p to expand the solution:
u = u0 + pu1 + p2u2 + p3u3 · · · . (2.2)
The approximate solution of (1.1) can be obtained by setting p = 1:
u = u0 + u1 + u2 + u3 · · · . (2.3)
Substituting (2.2) into (2.1) and equating coefficients of the identical powers of p yields the following equations:
pi : Lui(t) = fi(t), ui(0) = ui(T ), i = 0, 1, 2, . . . (2.4)
where Lu(t) = u′(t)+∑mi=1 ai(t)u(pit)+∑mi=1 bi(t)u′(qit), f0(x) = f (x),
fi(x) = − d
i−1g(x, u)
(i− 1)!dpi−1

p=0
(x), i = 1, 2, . . . .
By using the RKM presented in [7–10] for solving linear BVPs, it is easy to obtain ui, i = 0, 1, 2, . . .:
ui(x) =
∞−
j=1
j−
k=1
βjkfi(xk)ψ j(x). (2.5)
Therefore, the approximate solution of problem (1.1) and them-term approximation to this solution are obtained:
U(x) =
∞−
k=0
uk(x), Um(x) =
m−1−
k=0
uk(x). (2.6)
Furthermore, the approximate solution Um,n(x) can be obtained from the n-term intercept of the uk(x), k = 0, 1, 2, . . . , and
Um,n(x) =
m−1−
k=0
n−
i=1
Aikψ i(x), (2.7)
where Aik =∑ij=1 βijfk(xj).
2.2. The reproducing kernel method for solving problems (2.4)
In order to solve (2.4) using the RKM presented in [7,8], first, we construct a reproducing kernel spaceW 22 [0, T ] in which
every function satisfies the periodic boundary conditions of (2.4).
The reproducing kernel Hilbert spaceW 22 [0, T ] is defined asW 22 [0, T ] = {u(x) | u, u′ are absolutely continuous real value
functions, u′′ ∈ L2[0, T ], u(0) = u(T )}. The inner product and norm inW 22 [0, T ] are given, respectively, by
(u(y), v(y))W22 = u(0)v(0)+ u
′(T )v′(T )+
∫ T
0
u′′v′′dy, (2.8)
and ‖u‖W22 =

(u, u)W22 .
By [7–9], it is easy to obtain the reproducing kernel:
k(x, y) =

k1(x, y), y ≤ x,
k1(y, x), y > x,
(2.9)
where k1(x, y) = 2xyT
2−(y3+3x2y−3)T+xy(x2+y2)
6T .
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Fig. 1. Plots showing the absolute errors |U5,101(x)− u(x)| and |U ′5,101(x)− u′(x)| for Example 3.1.
In (2.4), it is clear that L : W 22 [0, T ] → W 12 [0, T ] is a bounded linear operator. Put ϕi(t) = k(ti, t) and ψi(t) = L∗ϕi(t)
where k(ti, t) is the reproducing kernel of W 12 [0, T ], L∗ is the adjoint operator of L. The orthonormal system {ψ i(t)}∞i=1 of
W 22 [0, T ] can be derived from the process of Gram–Schmidt orthogonalization of {ψi(t)}∞i=1:
ψ i(t) =
i−
k=1
βikψk(t), (βii > 0, i = 1, 2, . . .). (2.10)
By the RKM presented in [7–10], we have the following theorem:
Theorem 2.1. For (2.4), if {ti}∞i=1 is dense on [0, T ], then {ψi(t)}∞i=1 is the complete system of W 22 [0, T ] and ψi(t) =
Lskα(t, s)|s=ti .
Theorem 2.2. If {ti}∞i=1 is dense on [0, T ] and the solution of (2.4) is unique, then the solution of (2.4) is
ui(t) =
∞−
l=1
l−
k=1
βlkfi(tk)ψ l(t). (2.11)
The approximate solution ui,n(t) can be obtained by taking finitely many terms in the series representation of ui(t) and
ui,n(t) =
n−
l=1
l−
k=1
βlkfi(tk)ψ l(t).
Lemma 2.1. If v(t) ∈ W 22 [0, T ], then there exists a constant c such that |v(t)| ≤ c‖v(t)‖W22 , |v′(t)| ≤ c‖v(t)‖W22 .
From above lemma, by the convergence of ui,n(t) in norm, it is easy to obtain the following theorem:
Theorem 2.3. The approximate solution ui,n(t) and its derivatives u′i,n(t) are all uniformly convergent.
3. A numerical example
Example 3.1. Consider the following neutral multi-pantograph delay differential equation:
u′(t)+ 50u(t)− cos tu(0.6t)− 10u(0.9t)− u′(0.2t)+ u3(t) = f (t), 0 ≤ t ≤ 1,
u(0) = u(1),
where f (t) is given such that the exact solution u(t) = sin(π t). According to (2.5) and (2.7), one can obtain the
approximation Um,n(x) of u(x). Takingm = 5, n = 101, and xi = i−1n−1 , i = 1, 2, . . . , n, the absolute errors |U5,101(x)− u(x)|
and |U ′5,101(x)− u′(x)| are as shown in Fig. 1.
4. Conclusion
In this paper, the combination of the homotopy perturbation and reproducing kernelmethodswas employed successfully
for solving nonlinear periodic boundary value problems for neutralmulti-pantograph equations. The numerical results show
that the present method is an accurate and reliable analytical technique for solving nonlinear neutral multi-pantograph
equations with periodic boundary conditions.
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