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TOTALLY NULL SETS AND CAPACITY IN DIRICHLET
TYPE SPACES
NIKOLAOS CHALMOUKIS AND MICHAEL HARTZ
Abstract. In the context of Dirichlet type spaces on the unit ball of
C
d, also known as Hardy–Sobolev or Besov–Sobolev spaces, we com-
pare two notions of smallness for compact subsets of the unit sphere.
We show that the functional analytic notion of being totally null agrees
with the potential theoretic notion of having capacity zero. In partic-
ular, this applies to the classical Dirichlet space on the unit disc and
logarithmic capacity. In combination with a peak interpolation result
of Davidson and the second named author, we obtain strengthenings of
boundary interpolation theorems of Peller and Khrushchëv and of Cohn
and Verbitsky.
1. Introduction
1.1. Background. Let D ⊂ C denote the open unit disc and let
H2 =
{
f ∈ O(D) : sup
0≤r<1
∫ 2pi
0
|f(reit)|2 dt <∞
}
be the classical Hardy space. It is well known that H2 can be identified with
the closed subspace of all functions in L2(∂D) whose negative Fourier coef-
ficients vanish. Correspondingly, subsets of ∂D of linear Lebesgue measure
zero frequently play the role of small or negligible sets in the theory of H2
and related spaces. For instance, a classical theorem of Fatou shows that
every function in H2 has radial limits outside of a subset of ∂D of Lebesgue
measure zero; see for instance [22, Chapter 3]. For the disc algebra
A(D) = {f ∈ C(D) : f
∣∣
D
∈ O(D)},
the Rudin–Carleson theorem shows that every compact set E ⊂ ∂D of
Lebesgue measure zero is an interpolation set for A(D), meaning that for
each g ∈ C(E), there exists f ∈ A(D) with f
∣∣
E
= g. In fact, one can achieve
that |f(z)| < ‖g‖∞ for z ∈ D \ E (provided that g is not identically zero);
this is called peak interpolation. In particular, there exists f ∈ A(D) with
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f
∣∣
E
= 1 and |f(z)| < 1 for z ∈ D \ E, meaning that E is peak set for A(D).
Conversely, every peak set and every interpolation set has Lebesgue measure
zero. For background on this material, see [20, Chapter II].
In the theory of the classical Dirichlet space
D =
{
f ∈ O(D) :
∫
D
|f ′|2 dA <∞
}
,
a frequently used notion of smallness of subsets of ∂D is that of having
logarithmic capacity zero; see [18, Chapter II] for an introduction. This
notion is particularly important in the potential theoretic approch to the
Dirichlet space. We will review the definition in Section 2. A theorem of
Beurling shows that every function in D has radial limits outside of a subset
of ∂D of (outer) logarithmic capacity zero; see [18, Section 3.2]. In the
context of boundary interpolation, Peller and Khrushchëv [23] showed that
a compact set E ⊂ ∂D is an interpolation set for A(D)∩D if and only if E has
logarithmic capacity zero. Many of these considerations have been extended
to standard weighted Dirichlet spaces and their associated capacities, and
more generally to Hardy–Sobolev spaces on the Euclidean unit ball Bd of C
d
by Cohn [16] and by Cohn and Verbitsky [15].
The Hardy space H2, the Dirichlet space D and more generally Hardy–
Sobolev spaces on the ball belong to a large class of reproducing kernel
Hilbert spaces of holomorphic functions on the ball, called regular unitarily
invariant spaces. We will recall the precise definition in Section 2.
In studying regular unitarily invariant spaces H and especially their multi-
pliers, a functional analytic smallness condition of subsets of ∂Bd has proved
to be very useful in recent years. This smallness condition has its roots in
the study of the ball algebra
A(Bd) = {f ∈ C(Bd) : f
∣∣
Bd
∈ O(Bd)}
as explained in Rudin’s book [24, Chapter 10]. We let
Mult(H) = {ϕ : Bd → C : ϕ · f ∈ H whenever f ∈ H}
denote the multiplier algebra of H. If ϕ ∈ Mult(H), its multiplier norm
‖ϕ‖Mult(H) is the norm of the multiplication operator f 7→ ϕ · f on H. A
complex regular Borel measure µ on ∂Bd is said to be Mult(H)-Henkin if
whenever (pn) is a sequence of polynomials satisfying ‖pn‖Mult(H) ≤ 1 for all
n ∈ N and limn→∞ pn(z) = 0 for all z ∈ Bd, we have
lim
n→∞
∫
∂Bd
pn dµ = 0.
A Borel subset E ⊂ ∂Bd is said to be Mult(H)-totally null if |µ|(E) = 0 for
all Mult(H)-Henkin measures µ. The Henkin condition can be rephrased in
terms of a weak-∗ continuity property; see Section 2 for this reformulation
and for more background.
In the case of H2, a measure is Henkin if and only if it is absolutely
continuous with respect to Lebesgue measure on ∂D. Hence the totally null
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sets are simply the sets of Lebesgue measure 0. Beyond the ball algebra,
these notions were first studied by Clouâtre and Davidson for the Drury–
Arveson space [13], and then for more general regular unitarily invariant
spaces by Bickel, McCarthy and the second named author [7]. Just as in
the case of the ball algebra, Henkin measures and totally null sets appear
naturally when studying the dual space of algebras of multipliers [13, 17],
ideals of multipliers [14, 17], functional calculi [7, 12], and peak interpolation
problems for multipliers [13, 17].
1.2. Main results. In this article, we will compare the functional analytic
notion of being totally null with the potential theoretic notion of having ca-
pacity zero. As was pointed out in [17], for the Dirichlet space D, the energy
characterization of logarithmic capacity easily implies that every compact
subset of ∂D that is Mult(D)-totally null necessarily has logarithmic capac-
ity zero. We will show that for Hardy–Sobolev spaces spaces on the ball,
including the the Dirichlet space on the disc, the two notions of smallness in
fact agree.
To state the result, let us recall the definition of Hardy–Sobelev spaces
(a.k.a. Besov–Sobelev spaces) on the ball. Let σ denote the normalized
surface measure on ∂Bd and let
H2(Bd) =
{
f ∈ O(Bd) : sup
0≤r<1
∫
∂Bd
|f(rζ)|2dσ(ζ) <∞
}
be the Hardy space on the unit ball. Let s ∈ R. If f ∈ O(Bd) has a
homogeneous decomposition f =
∑∞
n=0 fn, we let
‖f‖2s =
∞∑
n=0
(n+ 1)2s‖fn‖2H2(Bd)
and define
Hs = {f ∈ O(Bd) : ‖f‖s <∞}.
Thus, if Rsf =
∑∞
n=1 n
sfn denotes the fractional radial derivative, then
Hs = {f ∈ O(Bd) : Rsf ∈ H2(Bd)}.
There are also natural Lp-versions of these spaces, but we will exclusively
work in the Hilbert space setting. If s < 0, then Hs is a weighted Bergman
space on the ball, and clearly H0 = H2(Bd). If d = 1, then H1/2 = D, the
classical Dirichlet space on the disc, and if 0 < s < 12 , then the spaces Hs
are the standard weighted Dirichlet spaces on the disc. For d ≥ 1, the space
Hd/2 is sometimes called the Dirichlet space on the ball, and the spaces
Hs for d−12 < s < d2 are multivariable versions of the standard weighted
Dirichlet spaces on the disc. If s > d2 , then every function in Hs extends to
a continuous function on Bd.
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In the range s ≤ d2 , there is a different description of Hs, which is also
sometimes used as the definition. For a > 0, let
Ka(z, w) =
1
(1− 〈z, w〉)a
and
K0(z, w) = log
( e
1− 〈z, w〉
)
,
and let Da denote the reproducing kernel Hilbert space on Bd with kernel
Ka. It is well known that if a = d − 2s, then Da = Hs, with equivalence of
norms. (This follows by expanding Ka in a power series and comparing the
coefficients with ‖zn1 ‖−2Hs with the help of Stirlings’ formula and the known
formula for ‖zn1 ‖H2(Bd); see [24, Proposition 1.4.9]). The space D1 is usually
called the Drury–Arveson space H2d and plays a key role in multivariable
operator theory [6] and in the theory of complete Pick spaces [2]. For more
background on these spaces, we refer the reader to [25].
For each of the spaces Hs for d−12 < s ≤ d2 , there is a natural notion
of (non-isotropic Bessel) capacity Cs,2(·), introduced by Ahern and Cohn
[3]. Equivalently, for the spaces Da, there is a notion of capacity that can
be defined in terms of the reproducing kernel of Da. We will review these
definitions and show their equivalence in Section 2.
Our main result concerning the Hardy–Sobolev spaces Hs is the following.
Theorem 1.1. Let d ∈ N and let d−12 < s ≤ d2 . A compact subset E ⊂ ∂Bd
is Mult(Hs)-totally null if and only if Cs,2(E) = 0.
In particular, taking d = 1 and s = 12 , we see that in the context of the
classical Dirichlet space D, a compact subset E ⊂ ∂D is Mult(D)-totally null
if and only if it has logarithmic capacity zero.
A direct proof of Theorem 1.1 will be provided in Section 3.
Moreover, we will prove an abstract result about totally null sets, which,
in combination with work on exceptional sets by Ahern and Cohn [3] and
by Cohn and Verbitsky [15], will yield a second proof of Theorem 1.1. This
result applies to some spaces that are not covered by Theorem 1.1, such as
the Drury–Arveson space.
It is possible to interpret the capacity zero condition as a condition in-
volving the reproducing kernel Hilbert space H (cf. Proposition 3.2 below),
whereas the totally null condition is a condition on the multiplier algebra
Mult(H). Complete Pick spaces form a class of spaces in which it is fre-
quently possible to go back and forth between H and Mult(H); see the book
[2] and Section 2 of the present article for more background. For now, let us
simply mention that the spaces Da for 0 ≤ a ≤ 1 are complete Pick spaces.
(For a = 0, one needs to pass to a suitable equivalent norm.)
If H is a reproducing kernel Hilbert space on Bd, let us say that a compact
subset E ⊂ ∂Bd is an unboundedness set for H if there exists f ∈ H so
that limrր1 |f(rζ)| for all ζ ∈ E. The following result covers the spaces in
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Theorem 1.1, but it also applies, for example, to the Drury–Arveson space,
which corresponds to the end point s = d−12 .
Theorem 1.2. Let H be a regular unitarily invariant complete Pick space
on Bd. A compact set E ⊂ ∂Bd is an unboundedness set for H if and only if
E is Mult(H)-totally null.
A refinement of this result will be proved in Section 4. The results of
Ahern and Cohn [3] and of Cohn and Verbitsky [15] on exceptional sets
show that in the case of the spaces Hs for d−12 < s ≤ d2 , a compact subset
E ⊂ ∂Bd is an unboundedness set for Hs if and only if Cs,2(E) = 0. Indeed,
the “only if” part follows from [3, Theorem B], the “if” part is contained
in the construction on p. 443 of [3]; see also [15, p. 94]. Thus, we obtain
another proof of Theorem 1.1.
1.3. Applications. We close the introduction by mentioning some appli-
cations of Theorem 1.1. The first application concerns peak interpolation.
Extending the work of Peller and Khrushchëv [23] on boundary interpola-
tion in the Dirichlet space, Cohn and Verbitsky [15, Theorem 3] showed that
every compact subset E ⊂ ∂Bd with Cs,2(E) = 0 is a strong boundary in-
terpolation set for Hs ∩ A(Bd). This means that for every g ∈ C(E), there
exists f ∈ Hs ∩ A(Bd) with f
∣∣
E
= g and max(‖f‖Hs , ‖f‖A(Bd)) ≤ ‖f‖C(E).
Combining Theorem 1.1 with a peak interpolation result for totally null sets
of Davidson and the second named author [17], we can strengthen the result
of Cohn and Verbitsky in two ways. Firstly, we replace Hs ∩A(Bd) with the
smaller space A(Hs), which is defined to be the multiplier norm closure of
the polynomials in Mult(Hs). Thus,
A(Hs) ⊂ Mult(Hs) ∩A(Bd) ⊂ Hs ∩A(Bd)
with contractive inclusions. Secondly, we obtain a strict pointwise inequality
off of E.
Theorem 1.3. Let d ∈ N, let d−12 < s ≤ d2 and let E ⊂ ∂Bd be compact with
Cs,2(E) = 0. Then for each g ∈ C(E) \ {0}, there exists f ∈ A(Hs) so that
(1) f
∣∣
E
= g,
(2) |f(z)| < ‖g‖∞ for every z ∈ Bd \ E, and
(3) ‖f‖Mult(Hs) = ‖g‖∞.
Proof. According to [17, Theorem 1.4], the conclusion holds when Hs is
replaced with any regular unitarily invariant space H and E is Mult(H)-
totally null. Combined with Theorem 1.1, the result follows. 
In fact, in the setting of Theorem 1.3, there exists an isometric linear
operator L : C(E) → A(Hs) of peak interpolation; see [17, Theorem 8.3].
In a similar fashion, one can now apply other results of [17] in the context
of the spaces Hs, replacing the totally null condition with the capacity zero
condition. In particular, this yields a joint Pick and peak interpolation
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result (cf. [17, Theorem 1.5]) and a result about boundary interpolation in
the context of interpolation sequences (cf. [17, Theorem 6.6]).
Our second application concerns cyclic functions. Recall that a function
f ∈ Hs is said to be cyclic if the space of polynomial multiples of f in dense
in Hs. It is a theorem of Brown and Cohn [8] that if E ⊂ ∂D has logarithmic
capacity zero, then there exists a function f ∈ D ∩A(D) that is cyclic for D
so that f
∣∣
E
= 0; see also [19] for an extension to other Dirichlet type spaces
on the disc. The following result extends the theorem of Brown and Cohn
to the spaces Hs on the ball, and moreover achieves that f ∈ A(Hs), so in
particular, f is a multiplier.
Corollary 1.4. Let d ∈ N, let d−12 < s ≤ d2 and let E ⊂ ∂Bd be compact
with Cs,2(E) = 0. Then there exists f ∈ A(Hs) that is cyclic for Hs so that
E = {z ∈ Bd : f(z) = 0}.
Proof. Applying Theorem 1.3 to the constant function g = 1, we find h ∈
A(Hs) so that h
∣∣
E
= 1, |h(z)| < 1 for z ∈ Bd \ E and ‖h‖Mult(Hs) = 1. Set
f = 1 − h. Clearly, f vanishes precisely on E. The fact that ‖h‖Mult(Hs) ≤
1 easily implies that f is cyclic; see for instance [4, Lemma 2.3] and its
proof. 
2. Preliminaries
2.1. Regular unitarily invariant spaces and totally null sets. Through-
out, let d ∈ N. A regular unitarily invariant space is a reproducing kernel
Hilbert space H on Bd whose reproducing kernel is of the form
(1) K(z, w) =
∞∑
n=0
an〈z, w〉n,
where a0 = 1, an > 0 for all n ∈ N and limn→∞ anan+1 = 1. We think of
the last condition as a regularity condition, as it is natural to assume that
the power series defining K has radius of convergence 1, since H is a space
of functions on the ball of radius 1. Under this assumption, the limit, if it
exists, necessarily equals 1. We recover H2 and D by choosing d = 1 and
an = 1, respectively an =
1
n+1 , for all n ∈ N. Expanding the reproducing
kernels of Da into a power series, one easily checks that Da is a regular
unitarily invariant space for all a ≥ 0. While the class of regular unitarily
invariant spaces is not stable under passing to an equivalent norm, one can
also check that the spaces Hs are regular unitarily invariant spaces for all
s ∈ R. Indeed, each space Hs has a reproducing kernel as in (1), where
an = ‖zn1 ‖−2Hs .
More background on these spaces can be found in [7, 17, 21].
Let H be a regular unitarily invariant space. We let Mult(H) denote the
multiplier algebra of H. Identifying a multiplier ϕ with the corresponding
multiplication operator on H, we can regard Mult(H) as a WOT closed sub-
algebra of B(H), the algebra of all bounded linear operators on H. By trace
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duality, Mult(H) becomes a dual space in this way, and hence is equipped
with a weak-∗ topology. The density of the linear span of kernel functions in
H implies that on bounded subsets of Mult(H), the weak-∗ topology agrees
with the topology of pointwise convergence on Bd. In a few places, we will
use the following basic and well known fact, which we state as a lemma for
easier reference. For a proof, see for instance [17, Lemma 2.2].
Lemma 2.1. Let H be a regular unitarily invariant space and let ϕ ∈
Mult(H). Let ϕr(z) = ϕ(rz) for 0 ≤ r ≤ 1 and z ∈ Bd. Then ‖ϕr‖Mult(H) ≤
‖ϕ‖Mult(H) for all 0 ≤ r ≤ 1 and limrր1 ϕr = ϕ in the weak-∗ topology of
Mult(H).
Let M(∂Bd) be the space of complex regular Borel measures on ∂Bd.
Definition 2.2. Let H be a regular unitarily invariant space.
(a) A measure µ ∈ M(∂Bd) is said to be Mult(H)-Henkin if the func-
tional
Mult(H) ⊃ C[z1, . . . , zd]→ C, p 7→
∫
∂Bd
p dµ,
extends to a weak-∗ continuous functional on Mult(H).
(b) A Borel subset E ⊂ ∂Bd is said to beMult(H)-totally null if |µ|(E) =
0 for all Mult(H)-Henkin measures µ.
By [7, Lemma 3.1], the definition of Henkin measure given here is equiva-
lent to the one given in the introduction in terms of sequences of polynomials
converging pointwise to zero. The set of Mult(H)-Henkin measures forms a
band (see [7, Lemma 3.3]), meaning in particular that µ is Mult(H)-Henkin
if and only if |µ| is Henkin. This band property implies that a compact
set E is Mult(H)-totally null if and only if µ(E) = 0 for every positive
Mult(H)-Henkin measure µ that is supported on E; see [17, Lemma 2.5].
Finally, we require the notion of a complete Pick space. Complete Pick
spaces are reproducing kernel Hilbert spaces that are defined in terms of an
interpolation condition for multipliers; see the book [2] for more background.
In the context of regular unitarily invariant spaces, there is a concrete char-
acterization in terms of the reproducing kernel. If the reproducing kernel of
H is K(z, w) =∑∞n=0 an〈z, w〉n, then H is a complete Pick space if and only
if the sequence (bn)
∞
n=1 defined by the power series identity
∞∑
n=1
bnt
n = 1− 1∑∞
n=0 ant
n
tsatisfies bn ≥ 0 for all n ∈ N (this is a straightforward generalization of [2,
Theorem 7.33]). In particular, the spaces Da are complete Pick spaces in the
range 0 ≤ a ≤ 1 ; cf. [2, Lemma 7.38]. (For a = 0, one needs to pass to the
equivalent norm induced by the reproducing kernel 1〈z,w〉 log
(
1
1−〈z,w〉
)
.)
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2.2. Capacity. When defining capacity for (compact) sets E ⊂ ∂Bd induced
by the Hardy-Sobolev spaces Hs, there are at least two possible approaches.
Each one can be viewed as natural depending the perspective, and in fact
we require both approaches in the proof of Theorem 1.1, one for each im-
plication. The two definitions turn out to be equivalent in the sense that
the capacities defined are comparable with absolute constants. In particu-
lar, capacity zero sets coincide in both senses. We shall briefly discuss the
equivalence of the two definitions.
The first definition, introduced in [3, p. 489], is motivated by the fact
that the spaces Hs can be understood as potential spaces and fits into the
framework of the general potential theory of Adams and Hedberg [1]. Let
M+(∂Bd) denote the set of positive regular Borel measures on ∂Bd. We let
σ be the normalized surface measure on ∂Bd. If E ⊂ ∂Bd is compact, let
M+(E) be the set of all measures inM+(∂Bd) that are supported on E. For
0 ≤ s < d, consider the kernel
ks(z, w) =
1
|1− 〈z, w〉|d−s (z, w ∈ Bd)
and also set
kd(z, w) = log
e
|1− 〈z, w〉| (z, w ∈ Bd).
Definition 2.3. Let 0 ≤ s ≤ d, let µ ∈ M+(∂Bd) and let E ⊂ ∂Bd be
compact.
(a) The non-isotropic Riesz potential of µ is
Is(µ)(z) =
∫
∂Bd
ks(z, w)dµ(w) (z ∈ ∂Bd).
We extend the definition to non-negative measurable functions f ∈
L1(∂Bd, dσ) by letting Is(f) = Is(f dσ).
(b) The non-isotropic Bessel capacity of E is defined by
Cs,2(E) = inf{‖f‖2L2(∂Bd,dσ) : Is(f) ≥ 1 on E, f ≥ 0}.
(c) The quantity ‖Is(µ)‖2L2(∂Bd,dσ) ∈ [0,∞] is called the energy of µ.
By [1, Theorem 2.5.1], we have the following “dual” expression for the
capacity Cs,2(·),
(2) Cs,2(E)
1/2 = sup{µ(E) : µ ∈M+(E), ‖Is(µ)‖L2(∂Bd,dσ) ≤ 1}.
In particular, Cs,2(E) > 0 if and only if E supports a probability measure of
finite energy.
A different approach, which can be justified by regarding Hs as a repro-
ducing kernel Hilbert space, is the following; cf. [18, Chapter 2]. Recall that
if a = d − 2s, then Hs = Da with equivalent norms. Moreover, we have
k2s = |Ka|.
Definition 2.4. Let d−12 < s ≤ d2 , let a = d− 2s, let µ ∈M+(∂Bd) and let
E ⊂ ∂Bd be compact.
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(a) The Da-potential of µ is
I2s(µ)(z) =
∫
∂Bd
|Ka(z, w)| dµ(w).
(b) The Da-energy of µ is defined by
E(µ,Da) =
∫
∂Bd
∫
∂Bd
|Ka(z, w)|dµ(z)dµ(w).
(c) The Da-capacity of E is defined by
cap(E,Da)1/2 = sup{µ(E) : µ ∈M+(E), E(µ,Da) ≤ 1}.
As for the Bessel capacity, cap(E,Da) > 0 if and only if E supports a
probability measure of finite energy. The formula d(z, w) = |1 − 〈z, w〉|1/2
defines a metric on ∂Bd, called the Koranyi metric; see [24, Proposition
5.1.2]. Thus, the capacities cap(·,Da) fit into the framework of capacities on
compact metric spaces developed in [18, Chapter 2].
It appears to be well known to experts that the capacities cap(·,Da) and
Cs,2(·) are equivalent if a = d − 2s, the point being that the corresponding
energies are comparable. A proof in the case d = 1, s = 12 can be found in
[11, Lemma 2.2]. In the case s 6= d2 , the crucial estimate is stated in [10,
Remark 2.1] without proof. A proof of the estimate in one direction in this
case is contained in [3, p.442-442]. For the sake of completeness, we provide
an argument that applies to all cases under consideration. We adapt the
proof in [11, Lemma 2.2] to the non-isotropic geometry of ∂Bd.
Throughout, we write A . B to mean that there exists a constant C ∈
(0,∞) so that A ≤ CB, and A ≈ B to mean that A . B and B . A.
Lemma 2.5. Let d−12 < s ≤ d2 and µ ∈M+(∂Bd). Then
Is(Is(µ)) ≈ I2s(µ),
where the implied constants only depend on s and d.
Proof. We will show that∫
∂Bd
ks(z, ζ)ks(ζ, w)dσ(ζ) ≈ k2s(z, w) (z, w ∈ ∂Bd).
The statement then follows by integrating both sides with respect to µ and
using Fubini’s theorem.
Let
d(z, w) = |1− 〈z, w〉| 12 . (z, w ∈ ∂Bd)
be the Koranyi metric; see [24, Proposition 5.1.2]. If δ > 0 we let Qδ(z) =
{ζ ∈ ∂Bd : d(ζ, z) ≤ δ} be the Koranyi ball centered at z with radius δ. We
will repeatedly use the fact that σ(Qδ(z)) ≈ δ2d for 0 ≤ δ ≤
√
2; see [24,
Proposition 5.1.4].
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Now let z, w ∈ ∂Bd and set δ = d(z,w)2 . Then, in order to estimate the
kernel∫
∂Bd
dσ(ζ)
|1− 〈z, ζ〉|d−s|1− 〈ζ, w〉|d−s =
∫
∂Bd
dσ(ζ)
d(z, ζ)2(d−s)d(ζ, w)2(d−s)
,
we split the domain of integration ∂Bd as follows
∂Bd = Qδ(z)∪Qδ(w)∪{d(ζ, z) ≤ d(ζ, w)}\Qδ(z)∪{d(ζ, w) ≤ d(ζ, z)}\Qδ(w).
We denote by I, I′, II, II′ the corresponding integrals. By the symmetry of
the problem it suffices to estimate I and II.
For I, we note that if ζ ∈ Qδ(z), then δ ≤ d(ζ, w) ≤ 3δ by the triangle
inequality for d. Hence, integrating with the help of the the distribution
function, we find that
I ≈ 1
δ2(d−s)
∫
Qδ(z)
dσ(ζ)
d(z, ζ)2(d−s)
=
1
δ2(d−s)
∫ ∞
0
σ({ζ ∈ Qδ(z) : d(z, ζ) ≤ t
−1
2(d−s) })dt
=
σ(Qδ(z))
δ4(d−s)
+
1
δ2(d−s)
∫ ∞
δ−2(d−s)
σ({ζ ∈ ∂Bd : d(z, ζ) ≤ t
−1
2(d−s) })dt
≈ δ−2(d−2s) + 1
δ2(d−s)
∫ ∞
δ−2(d−s)
t
−d
d−sdt
≈ δ−2(d−2s).
Next, using the fact that d(z, ζ) ≤ √2 for all z, ζ ∈ ∂Bd, we see that
II ≤
∫
∂Bd\Qδ(z)
dσ(ζ)
d(z, ζ)4(d−s)
=
∫ ∞
0
σ({ζ ∈ ∂Bd : δ < d(z, ζ) ≤ t
−1
4(d−s) })dt
. 1 +
∫ δ−4(d−s)
2−2(d−s)
t
−d
2(d−s)dt
.
{
δ−2(d−2s), if s < d2 ,
log(δ−2), if s = d2 .
Combining the estimates for I and II and recalling the definition of δ we see
that ∫
∂Bd
dσ(ζ)
|1− 〈z, ζ〉|d−s|1− 〈ζ, w〉|d−s .
{
1
|1−〈z,w〉|d−2s
, if s < d2
log
(
e
|1−〈z,w〉|
)
, if s = d2 .
To establish the lower bound, it suffices to consider z, w ∈ ∂Bd for which
d(z, w) is small. In the case s < d2 , the lower bound follows from the
treatment of the integral I above. Let s = d2 . Notice that in the re-
gion Uz,w = {ζ ∈ ∂Bd : d(z, w) ≤ d(w, ζ)}, the triangle inequality yields
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d(ζ, z) ≤ 2d(ζ, w). Hence integrating again with the distribution function
and writing δ = (z, w), we estimate∫
∂Bd
dσ(ζ)
d(ζ, w)dd(ζ, z)d
&
∫
Uz,w
dσ(ζ)
d(ζ, w)2d
=
∫ δ−2d
0
σ({ζ ∈ ∂Bd : δ ≤ d(ζ, w) ≤ t
−1
2d })dt
=
∫ δ−2d
0
σ(Q
t−
1
2d
(w))dt − δ−2dσ(Qδ(w))
≥ c0 log(δ−1)− c1,
where c0, c1 > 0 are constants depending only on the dimension d. This
shows the lower bound for small δ, which concludes the proof. 
From this lemma the equivalence of the capacities Cs,2(·) and cap(·,Da)
for a = d− 2s follows easily.
Corollary 2.6. Let d−12 < s ≤ d2 , let a = d− 2s and µ ∈M+(∂Bd). Then
‖Is(µ)‖2L2(∂Bd,dσ) ≈ E(µ,Da).
Hence Cs,2(E) ≈ cap(E,Da) for compact subsets E ⊂ ∂Bd. Here, all implied
constants only depend on d and s.
Proof. For a measure µ ∈M+(∂Bd), we compute
‖Is(µ)‖2L2(∂Bd,dσ) =
∫
∂Bd
(∫
∂Bd
dµ(z)
|1− 〈z, ζ〉|d−s
)2
dσ
=
∫
∂Bd
∫
∂Bd
∫
∂Bd
dσ(ζ)
|1− 〈z, ζ〉|d−s|1− 〈w, ζ〉|d−s dµ(z)dµ(w)
=
∫
∂Bd
Is(Is(µ))dµ(w).
Thus, Lemma 2.5 yields that
‖Is(µ)‖2L2(∂Bd,dσ) ≈
∫
∂Bd
I2s(µ)(w)dµ(w) = E(µ,Da).
Since the energies involved are comparable, so are the capacities by (2). 
3. Direct proof of Theorem 1.1
To prove Theorem 1.1, we will make use of holomorphic potentials. Since
several of our proofs involve reproducing kenrel arguments, it is slightly more
convenient to work with the spaces Da rather than with Hs.
Definition 3.1. Let 0 ≤ a < 1 and let µ ∈ M+(∂Bd). The holomorphic
potential of µ is the function
fµ : Bd → C, z 7→
∫
∂Bd
Ka(z, w) dµ(w).
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Let A(Bd) denote the ball algebra. If µ ∈M+(∂Bd), let
ρµ : A(Bd)→ C, f 7→
∫
∂Bd
f dµ
denote the associated integration functional.
The following functional analytic interpretation of the holomorphic poten-
tial and of capacity will show that every totally null set has capacity zero.
In the case of the Dirichlet space on the disc, it is closely related to the
energy formula for logarithmic capacity in terms of the Fourier coefficients
of a measure; see for instance [18, Theorem 2.4.4].
Proposition 3.2. Let µ ∈ M+(∂Bd) and let 0 ≤ a < 1. The following
assertions are equivalent:
(i) E(µ,Da) <∞,
(ii) the densely defined functional ρµ is bounded on Da,
(iii) fµ ∈ Da.
In this case,
E(µ,Da) ≈ ‖ρµ‖2(Da)∗ = ‖fµ‖2Da ,
where the implied constants only depend on a and d, and
ρµ(g) = 〈g, fµ〉Da
for all g ∈ Da.
Proof. For ease of notation, we write f = fµ, ρ = ρµ and kw(z) = Ka(z, w).
For 0 ≤ r < 1, define fr(z) = f(rz) and ρr(f) = ρ(fr). Then each fr ∈ Da
and each ρr is a bounded functional on Da. First, we connect fr and ρr,
which will be useful in all parts of the proof. By the reproducing property
of the kernel, we find that
〈kz, fr〉 = f(rz) =
∫
∂Bd
krz(w) dµ(w) =
∫
∂Bd
kz(rw) dµ(w) = ρr(kz)
for all z ∈ Bd. Since finite linear combinations of kernels are dense in Da, it
follows that
(3) ρr(g) = 〈g, fr〉
for all g ∈ Da and hence ‖ρr‖(Da)∗ = ‖fr‖Da .
Next, we show the equivalence of (ii) and (iii). If f ∈ Da, then limrր1 fr =
f in Da and hence for all g ∈ A(Bd) ∩ Da, Equation (3) shows that
ρ(g) = lim
rր1
ρr(g) = lim
rր1
〈g, fr〉 = 〈g, f〉,
so ρ is bounded on Da. In this case, ‖ρ‖(Da)∗ = ‖f‖Da , which establishes the
final statement of the proposition holds as well. Conversely, if ρ is bounded
on Da, then since ‖ρr‖(Da)∗ ≤ ‖ρ‖(Da)∗ , it follows that sup0≤r<1 ‖fr‖Da ≤
‖ρ‖(Da)∗ , hence f ∈ Da.
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It remains to show the equivalence of (i) and (iii) and that E(µ,Da) ≈
‖f‖2Da. With the help of Equation (3), we see that
‖fr‖2Da = 〈fr, fr〉 = ρr(fr) =
∫
f(r2z) dµ(z)
=
∫∫
Ka(rz, rw) dµ(w)dµ(z),
where all integrals are taken over ∂Bd. Taking real parts and using the fact
that ReKa and |Ka| are comparable, we find that
‖fr‖2Da ≈
∫∫
|Ka(rz, rw)|dµ(z)dµ(w).
Thus, if f ∈ Da, then Fatou’s lemma shows that
E(µ,Da) =
∫∫
|Ka(z, w)| dµ(z)dµ(w) . ‖f‖2Da .
Conversely, if E(µ,Da) <∞, we use the basic inequality∣∣∣ 1
1− r2〈z, w〉
∣∣∣ ≤ 2∣∣∣ 1
1− 〈z, w〉
∣∣∣ (z, w ∈ Bd)
and the Lebesgue dominated convergence theorem to find that
lim
rր1
‖fr‖2Da . E(µ,Da),
so f ∈ Da and ‖f‖2D . E(µ,Da). 
With this proposition in hand, we can prove the “only if” part of Theorem
1.1, which we restate in equivalent form (see Corollary 2.6 for the equiva-
lence). The idea is the same as that in the proof of [17, Proposition 2.6].
Proposition 3.3. Let 0 ≤ a < 1 and let E ⊂ ∂Bd be compact. If E is
Mult(Da)-totally null, then cap(E,Da) = 0.
Proof. Suppose that cap(E,Da) > 0. Then E supports a probability measure
µ of finite energy E(µ,Da). By Proposition 3.2, we see that the integration
functional ρµ is bounded on Da. In particular, it is weak-∗ continuous on
Mult(Da). Hence E is not Mult(Da)-totally null. 
To prove the converse, we require the following fundamental properties of
the holomorphic potential of a capacitary extremal measure of a compact
subset E ⊂ Bd, i.e. a measure for which the supremum in (2) is achieved. If
a > 0, these properties are contained in the proof of [3, Theorem 2.10], see
also [11, Lemma 2.3] for a proof in the case d = 1 and a = 0. An argument
that directly works with the capacity cap(·,D0) in the case d = 1 and a = 0
can be found on pp. 40–41 of [18]. We briefly sketch the argument in general.
Lemma 3.4. Let E ⊂ ∂Bd be a compact set with cap(E,Da) > 0. There
exists a positive measure µ supported on E so that the corresponding holo-
morphic potential fµ satisfies
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(a) fµ ∈ Da with ‖fµ‖2Da . cap(E,Da).
(b) lim infrր1Re fµ(rζ) & 1 for all ζ ∈ int(E), and
(c) |fµ(z)| . 1 for all z ∈ Bd.
Here, the implied constants only depend on a and d.
Proof. Let s = d−a2 , so that Hs = Da with equivalent norms. The general
theory of Bessel capacities (see [1, Theorem 2.5.3]), combined with the max-
imum principle for the capacity Cs,2(·) [3, Lemma 1.15] implies that there
exists a positive measure µ supported on E so that
(1) µ(E) = ‖Is(µ)‖2L2(∂Bd,dσ) = Cs,2(E);
(2) Is(Is(µ)) ≥ 1 on E \ F , where F is a countable union of compact
sets of Cs,2-capacity zero.
(3) Is(Is(µ)) . 1 on ∂Bd.
(See also [18, Corollary 2.4.3] for an approach using cap(·,D0) in the case
d = 1 and a = 0.)
Item (1) and Corollary 2.6 show that E(µ,Da) ≈ ‖Is(µ)‖2L2(∂Bd,σ) ≈
cap(E,Da), hence Proposition 3.2 yields that (a) holds.
Lemma 2.5 and Item (3) show that for z ∈ ∂Bd, we have∫
∂Bd
|Ka(z, w)|dµ(w) = I2s(µ)(z) ≈ Is(Is(µ))(z) . 1,
so in combination with the basic inequality | 11−r〈z,w〉 | ≤ 2| 11−〈z,w〉 | for z, w ∈
∂Bd and 0 ≤ r < 1, we see that (c) holds.
To establish (b), notice that (c) implies that fµ ∈ H∞(Bd), so fµ has radial
boundary limits f∗µ almost everywhere with respect to σ, and fµ = P [f
∗
µ],
the Poisson integral of f∗µ. Fatou’s lemma and the fact that ReKa and |Ka|
are comparable show that for σ-almost every z ∈ ∂Bd, the estimate
Re f∗µ(z) = lim
rր1
∫
∂Bd
ReKa(rz, w)dµ(w) &
∫
∂Bd
|Ka(z, w)| dµ(w)
= I2s(µ)(z).
Now Cs,2(K) = 0 implies that σ(K) = 0 for compact sets K ⊂ ∂Bd. (This
is because σ
∣∣
K
has finite energy, which for instance follows from Proposi-
tion 3.2 since Da is continuously contained in H2(Bd).) Therefore, Item
(2) and Lemma 2.5 imply that Re f∗µ(z) & 1 for σ-almost every z ∈ E. In
combination with Re fµ = P [Re f
∗
µ], this easily implies (b). 
In [9], Cascante, Fàbrega and Ortega showed that if 0 < a < 1 and if
the holomorphic potential fµ is bounded in Bd, then it is a multiplier of
Da. They also proved an Lp-analogue of this statement. We will require
an explicit estimate for the multiplier norm of fµ. It seems likely that the
arguments in [9] could be used to obtain such an estimate. Instead, we
will provide a different argument in the Hilbert space setting, based on the
following result of Aleman, McCarthy, Richter and the second named author
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[5]. It also applies to the case a = 0 without changes. The function Vf below
is called the Sarason function of f .
Theorem 3.5 ([5]). Let 0 ≤ a < 1, let f ∈ Da and define
Vf (z) = 2〈f,Ka(·, z)f〉 − ‖f‖2.
If ReVf is bounded in Bd, then f ∈ Mult(Da) and
‖f‖Mult(Da) . ‖ReVf‖1/2∞ ,
where the implied constant only depends on a and d.
Proof. In [5, Theorem 4.5], it is shown that if H is a normalized complete
Pick space that admits an equivalent norm which is given by an L2-norm
of derivatives of order at most N , then boundedness of ReVf implies that
f ∈ Mult(H), and
‖f‖Mult(H) . (‖ReVf‖∞ + 3)N+
1
2 .
This applies in particular to the spaces Da. The improved bound on the
multiplier norm of f follows from the scaling properties of both sides of the
inequality. Indeed, if t > 0, then Vtf = t
2Vf , so applying the above inequality
to the function tf , we find that
‖f‖2Mult(Da) .
1
t2
(t2‖ReVf‖∞ + 3)2N+1
for all t > 0. If ‖ReVf‖∞ = 0, then taking t → ∞ above yields f = 0. If
‖ReVf‖∞ 6= 0, then choosing t = ‖ReVf‖−1/2∞ , we obtain the desired esti-
mate. (The choice of t could be optimized to improve the implicit constants,
but we will not do so here.) 
With the help of Theorem 3.5, we can establish the desired multiplier
norm estimate of fµ. It can be regarded as a quantitative version of the
result of Cascante, Fàbrega and Ortega [9] in the Hilbert space setting.
Proposition 3.6. Let 0 ≤ a < 1 and let µ ∈M+(∂Bd). If fµ is bounded in
Bd, then fµ is a multiplier of Da, and
‖fµ‖Mult(Da) ≈ ‖fµ‖∞,
where the implied constants only depend on a and d.
Proof. Since the multiplier norm dominates the supremum norm, we have to
show the inequality “.”. Let f = fµ and
(4) fr(z) = f(rz) =
∫
∂Bd
Ka(rz, w) dµ(w) =
∫
∂Bd
Ka(z, rw) dµ(w).
We will show that ‖fr‖Mult . ‖fr‖∞ for all 0 < r < 1, where the implied
constant is independent of f and r. To simplify notation, write kw(z) =
Ka(z, w). We will use Theorem 3.5 and instead show that
sup
z∈Bd
Re〈fr, kzfr〉 . ‖fr‖2∞.
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Since the map
∂Bd → Da, w 7→ krw,
is continuous, the integral on the right-hand side of (4) converges inH. Thus,
by the reproducing property of the kernel,
Re〈fr, kzfr〉 =
∫∫
〈krw, kzkrζ〉dµ(ζ)dµ(w)
=
∫∫
krζ(rw)kz(rw) dµ(ζ)dµ(w).
Equation (4) shows that
∫
krζ(rw) dµ(ζ) = fr(rw), hence
Re〈fr, kzfr〉 =
∫
fr(rw)kz(rw) dµ(w)
and so
Re〈fr, kzfr〉 ≤ ‖fr‖∞
∫
|kz(rw)| dµ(w) . ‖fr‖∞ Re
∫
kz(rw) dµ(w)
= ‖fr‖∞ Re fr(z) ≤ ‖fr‖2∞. 
We are ready to provide the direct proof of Theorem 1.1, which we restate
in equivalent form.
Theorem 3.7. Let 0 ≤ a < 1 and let E ⊂ ∂Bd be compact. Then E is
Mult(Da)-totally null if and only if cap(E,Da) = 0.
Proof. The “only if” part was already established in Proposition 3.3. Con-
versely, suppose that cap(E,Da) = 0. By upper semi-continuity of capacity,
there exists a decreasing sequence (En) of compact neighborhoods of E so
that limn→∞ cap(En,Da) = 0; see [18, Theorem 2.1.6]. Let µn be a posi-
tive measure supported on En as in Lemma 3.4 and let g
(n) = fµn be the
corresponding holomorphic potential. We claim that
(1) lim infrր1Re g
(n)(rζ) & 1 for all ζ ∈ E and all n ∈ N;
(2) the sequence (g(n)) converges to 0 in the weak-∗ topology ofMult(Da).
Indeed, Part (1) is immediate from Lemma 3.4. To see (2), we first observe
that Lemma 3.4 (c) and Proposition 3.6 imply that the sequence (g(n)) is
bounded in multiplier norm. Using Lemma 3.4 (a), we see that ‖g(n)‖2Da .
cap(En,Da), so (g(n)) converges to zero in the norm of Da and in particular
pointwise on Bd, hence (2) holds.
Let now ν be a positive Mult(Da)-Henkin measure that is supported on
E. We will finish the proof by showing that ν(E) = 0; see the discussion
following Definition 2.2. Item (1) above and Fatou’s lemma show that
ν(E) =
∫
E
1 dν . lim inf
rր1
∫
∂Bd
Re g(n)(rζ) dν(ζ).
Since ν is Mult(Da)-Henkin, the associated integration functional ρν extends
to a weak-∗ continuous functional on Mult(Da), which we continue to denote
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by ρν . Since limrր1 g
(n)
r = g(n) in the weak-∗ topology of Mult(Da) by
Lemma 2.1, we find that for all n ∈ N,
lim
rր1
∫
∂Bd
Re gn(rζ)dν(ζ) = Re ρν(gn).
Thus,
ν(E) . Re ρν(gn)
for all n ∈ N. Taking the limit n → ∞ and using Item (2), we see that
ν(E) = 0, as desired. 
4. Proof of Theorem 1.2
In this section, we prove a refined version of Theorem 1.2. Let H be
a regular unitarily invariant space on Bd. Recall that a compact set E ⊂
Bd is said to be an unboundedness set for H if there exists f ∈ H with
limrր1 |f(rζ)| = ∞ for all ζ ∈ E. We also say that E is a weak unbounded-
ness for H if there exists a separable auxiliary Hilbert space E and f ∈ H⊗E
so that limrր1 ‖f(rζ)‖ =∞ for all ζ ∈ E.
Theorem 4.1. Let H be a regular unitarily invariant complete Pick space
on Bd. The following assertions are equivalent for a compact set E ⊂ Bd.
(i) E is Mult(H)-totally null.
(ii) E is an unboundedness set for H.
(iii) E is a weak unboundedness set for H.
Proof. (i) ⇒ (ii) Suppose that E is totally null. In the first step, we will
show that for each M > 1, there exists f ∈ H ∩A(Bd) satisfying
(1) f
∣∣
E
=M ,
(2) ‖f‖H ≤ 1, and
(3) Re f ≥ 0 on Bd.
Let ε = 1/M . Since E is totally null, the simultaneous Pick and peak
interpolation result [17, Theorem 1.5] shows that there exists η ∈ A(H) ⊂
H ∩ A(Bd) satisfying η
∣∣
E
= (1 − ε2)1/2, η(0) = 0 and ‖η‖Mult(H) ≤ 1. It
follows that the column multiplier[
ε
(1− ε2)1/2η
]
has multiplier norm at most one, so the implication (b) ⇒ (a) of part (i) of
[5, Theorem 1.1] implies that the function f defined by
f =
ε
1− (1− ε2)1/2η
belongs to the closed unit ball of H. Moreover, since ‖η‖Mult(H) ≤ 1, we find
that |η(z)| ≤ 1 for all ζ ∈ Bd, from which it follows that f ∈ A(Bd) and
Re f ≥ 0. Clearly, f
∣∣
E
= 1ε =M . This observation finishes the construction
of f .
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The above construction yields, for each n ≥ 1, a function fn ∈ H∩A(Bd)
satisfying fn
∣∣
E
= 1, ‖fn‖H ≤ 2−n and Re fn ≥ 0. Define f =
∑∞
n=1 fn ∈ H.
Let ζ ∈ E. Then for each N ∈ N, we have that
lim inf
rր1
Re f(rζ) ≥
N∑
n=1
Re fn(ζ) = N.
Thus, limrր1 |f(rζ)| = ∞ for all ζ ∈ E, so E is an unboundedness set for
H.
(ii) ⇒ (iii) is trivial.
(iii) ⇒ (i) Suppose that E is a weak unboundedness set for H and let
f ∈ H ⊗ E satisfy ‖f‖ ≤ 1 and limrր1 ‖f(rζ)‖ = ∞ for all ζ ∈ E. By the
implication (a)⇒ (b) of part (i) of [5, Theorem 1.1], we may write f = Φ1−ψ ,
where Φ ∈ Mult(H,H ⊗ E), ψ ∈ Mult(H) have multiplier norm at most 1
and |ψ(z)| < 1 for all z ∈ Bd. In particular, ‖Φ(z)‖ ≤ 1 for all z ∈ Bd, hence
limrր1 ψ(rζ) = 1 for all ζ ∈ E.
Let now µ be a positive Mult(H)-Henkin measure that is supported on
E and let ρµ denote the associated weak-∗ continuous integration functional
on Mult(H). We have to show that µ(E) = 0; see the discussion following
Definition 2.2. To this end, we write ψr(z) = ψ(rz) and let n ∈ N. Applying
the dominated convergence theorem and the fact that limrր1 ψ
n
r = ψ
n in
the weak-∗ topology of Mult(H) (see Lemma 2.1), we find that
µ(E) = lim
rր1
∫
E
ψnr dµ = lim
rր1
∫
∂Bd
ψnr dµ = ρµ(ψ
n).
Since ψ is a contractive multiplier satisfying |ψ(z)| < 1 for all z ∈ Bd, it
follows that ψn tends to zero in the weak-∗ topology of Mult(H). So taking
the limit n→∞ above, we conclude that µ(E) = 0, as desired. 
Let us briefly compare the direct proof of the implication “capacity 0
implies totally null” given in Section 3 with the proof via Theorem 1.2. If E ⊂
∂Bd is a compact set with Cs,2(E) = 0, then the work of Ahern and Cohn [3]
and of Cohn and Verbitsky [15] shows that E is unboundedness set forHs. To
show this, they use holomorphic potentials and their fundamental properties
(cf. Lemma 3.4) to construct a function f ∈ Hs satisfying limrր1 |f(rζ)| = 1
for all ζ ∈ E. Proceeding via Theorem 1.2, one then applies the factorization
result [5, Theorem 1.1] to f to obtain a multiplier ψ of H of norm at most
1 satisfying limrր1 ψ(rζ) = 1 for all ζ ∈ E, from which the totally null
property of E can be deduced.
The direct proof given in Section 3 uses holomorphic potentials as well, this
time to construct a sequence of functions inH, which, roughly speaking, have
large radial limits on E compared to their norm. It is then shown that the
holomorphic potentials themselves form a bounded sequence of multipliers,
from which the totally null property of E can once again be deduced.
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