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Abstract-This paper proposes a local polynomial modelling 
(LPM) approach for voltage flicker tracking problem in power 
systems. The estimation of voltage envelope can be regarded as 
the identification of a time-varying linear model (TVLM). The 
proposed LPM approach models the time-varying coefficients of 
the TVLM locally by polynomials, which can be estimated by 
least-squares estimation with a kernel having a certain 
bandwidth. A data-driven variable bandwidth selection (VBS) 
method is then proposed to estimate the optimal variable 
bandwidth for minimizing the mean squared error (MSE). 
Online implementation of the LPM method for continuous 
tracking is also developed. The usefulness of the proposed 
approach is demonstrated by its improved performance over 
other conventional tracking methods in a variety of simulation 
scenarios and for voltage flicker tracking in a simulated power 
distribution system. 
I. INTRODUCTION 
In power distribution systems, voltage flicker or 
fluctuation is often produced by high electricity load 
alternations, such as arc furnace operations and resistance 
wielding, and it will cause serious quality problems to the 
power systems and consumers [1]-[5]. Accurate envelope 
tracking of the voltage measurements is therefore important 
not only for evaluating the flicker level, but also for 
compensating the flicker and regulating the voltage. Usually, 
the measured voltage vet) can be modelled as a sinusoidal 
waveform with time-varying amplitudes as follows [5]: 
vet) = A(t)sin(ox + ¢J) + ev(t) 
= A(t)[ sin OX cos ¢J + cos OX sin ¢J] + ev (t) 
[A(t) COS¢J] 
= [sin ox, COSOX] . +ev(t) A(t) sm¢J 
= QT (t)«I>(t) + ev (t), 
(1) 
where A(t) is the voltage amplitude, OJ is the supply angular 
frequency, ¢J is the phase angle, and ev (t) is the additive 
measurement noise. The voltage envelope is obtained as the 
L2-norm of the estimated «I>(t) . 
The voltage model in (1) can also be viewed as time­
varying linear model (TVLM), which has the form 
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L 
yet) = L a(k, t)x(k, t) + a(t)e(t) , (2) 
k=1 
or in the matrix form 
yet) = aT (t)x(t) + a(t)e(t) . (3) 
In the TVLM of (2) and (3), a(t)=[a(l, t), a(2, t), ···, a(L, t)f 
is the time-varying coefficient vector of the system, which is 
assumed to be a function of discrete time instant t, L is the 
order of the system, a2(to) is the conditional variance of 
additive noise at t = to , and e(t) is an additive noise, which is 
frequently modelled as a zero mean white Gaussian process 
with unit variance. By comparing (3) with (1), we can see that, 
in the voltage flicker tracking problem, vet) is the measured 
output, Q(t) is the known input, «I>(t) is the time-varying 
coefficient, and the system order L is equal to 2. 
The TVLM is a simple and efficient model to characterize 
a dynamic discrete-time system with time-varying behaviors 
[6]. Given a dynamic system with known input and output, it 
is crucial to accurately identify the underlying dynamics of the 
system for predicting future measurements and detecting 
system variations. In the case of power distribution system, 
voltage flickers may cause serious power quality problems and 
they need to be estimated accurately. Generally, two classes of 
TV AR identification methods are commonly used in practice 
[6], and they are 1) adaptive filtering [7] and Kalman filtering 
(KF) [8]; 2) basis expansion modelling (BEM) [9]. Although 
these methods usually offer efficient implementation and 
different tradeoffs between performance and complexity, their 
performances are often dependent on prior information and 
model parameters [6]. Therefore, the estimation accuracy of 
these methods is sometimes limited when prior knowledge is 
vague or parameters are incorrectly specified. 
In [13] and [14], a local polynomial modelling (LPM) 
approach is proposed to estimate the time-varying coefficients 
of TVLM's for tracking voltage flicker in power distribution 
system. The LPM technique is originally a flexible and 
efficient nonparametric approach in statistics [10] and it has 
been widely applied in data smoothing, derivative estimation, 
density estimation, etc [10]-[12]. To deal with the TVLM's, 
the proposed LPM method models each element of the time­
varying coefficient vector locally by a set of polynomials with 
a kernel having a certain bandwidth. Consequently, the 
estimation of time-varying coefficients is reduced to the 
estimation of the local polynomial coefficients, which can be 
easily performed using the LS method. 
The asymptotic behaviors of the proposed LPM estimator 
for TVLM have been studied in [13] and [14]. The asymptotic 
expressions of the estimation bias and variance show that both 
the bias and variance are functions of the bandwidth and there 
exists an optimal local bandwidth which minimizes the mean 
square error (MSE). While the analytical formulas of bias and 
variance are useful for theoretical work, they involve some 
quantities which may not be easily estimated in practice. 
Therefore, a "data-driven" variable bandwidth selection (VBS) 
scheme is proposed for selecting the local bandwidth in the 
LPM method. The basic idea of the "data-driven" scheme is to 
approximate the MSE of the LPM for a given bandwidth. 
Hence, an estimate of the optimal bandwidth can be obtained 
by minimizing the approximate MSE over a bandwidth set, 
which consists of a finite set of candidate bandwidth values. 
Following the classical approach in [10], a novel algorithm to 
approximate the MSE is proposed. It employs a "pilot" LPM 
of the system with a slightly higher polynomial order to 
estimate the bias and variance required in the approximated 
MSE. For tracking purposes, the optimal variable bandwidth 
can be updated in a recursive manner. Since this ''pilot fit" 
also requires a pilot bandwidth, we propose to adopt the 
intersection of confidence intervals (lCI) method [11]-[15] for 
choosing this pilot bandwidth, because of its good 
performance and simple implementation. In the proposed 
LPM method with variable bandwidth selection (LPM-VBS), 
each coefficient in the coefficient vector is assigned a separate 
bandwidth, instead of using a global bandwidth for the whole 
coefficient vector. This facilitates the estimation and change 
detection of individual coefficient in the coefficient vector, 
which is very useful in fault detection and other applications. 
This study focuses on the online implementation of the LPM­
VBS method, and a number of practical issues are also 
discussed. 
The performance of the LPM-VBS method was evaluated 
using various types of simulated TVLM's, and the results 
show that the proposed method yields more accurate estimates 
than several conventional TVLM identification methods in 
most testing scenarios. Lastly, the LPM-VBS method is 
applied to track the instantaneous voltage flicker in a 
simulated power distribution system. Simulation results show 
that the proposed LPM-VBS method has better performance 
than conventional methods in tracking the envelope of voltage 
flickers. These results suggest that the proposed LBM-VBS 
method can be a valuable tool in power system diagnostics 
and power quality monitoring. 
The rest of the paper is organized as follows. In Section II, 
the local polynomial modelling for time-varying linear models 
is introduced. Section III is devoted to the development of the 
adaptive variable bandwidth selection method for LPM. 
Online implementation of the LPM-VBS method and several 
practical issues are discussed in Section IV. Simulation results 
and comparisons to conventional methods are presented in 
Section V. Finally, conclusions are drawn in Section VI. 
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II. LOCAL POLYNOMIAL MODELLING OF TVLM 
In the proposed LPM method, the k-th coefficient a(k, /) 
of the TVLM in (3) is modelled locally at time t=lo as a p-th 
order polynomial [10]: 
� I () . a(k, /)z £..J }fa ' (k,/o)(t; -/0)' , (4) 
j=O 
where a(j)(k,/o) are the associated polynomial coefficients. 
These polynomial coefficients can be estimated locally by 
maximum likelihood (ML) estimation. Since the additive 
noise is zero mean and white Gaussian distributed, 
maximizing the likelihood is equivalent to minimizing a 
locally weighted LS criterion between the observations and 
the desired local polynomials as follows: 
• L P 
min L[YI -LLP(J)(k, /o)(t 1 -/o)1X(k,/;)]2 Kh(tl -to), (5) 
P 1=1 k=11=0 
where Y; = y(/;) n is the data length, 
P(j)(k,/o) = a(j)(k,to)/ j!, and Kh(/; -/o)=�K(�(t; -/0» 
is a weighting function which controls the bandwidth h and 
hence the number of neighboring measurements around fo 
used to estimate P(j)(k, /o) ' It can be seen that the weight 
function or kernel K h 0 is obtained by scaling a basis kernel 
function KO in time by a factor of h. Note that KO can be 
selected as a one-sided kernel to meet the requirements of 
online tracking. 
Next, we rewrite (5) more compactly in a matrix form as 
mpin(y -X(/o)B(to»T W(to)(y -X(/o)B(/o», (6) 
where y=[YPY2"",y.f, W(/o)=diag{Kh(/; -to)}, 
[XT (II) (II -fO )XT (fl) • • •  (fl -loY xT (II) ] 
X(to)= xT �t2) (t2 _to�xT (/2) ... (/2 -to): xT (/2) 
xT (I.) (I. -to)xT (I.) (I. -to)P xT (I.) 
and B(fo) = {[p(O)(/oW , ···, [p(P)(/o)f }T with 
p(j)(/o)=[P(j)(l,/o)"",P(j)(L,/oW . Note that B(to) , 
X(/o) , and W(to) are all functions of 10, but for notation 
simplicity we have dropped 10 in subsequent text. 
The LS solution to (6) is given by 
B = (XTJfXfl XTWy , (7) 
and the k-th coefficient at time instant fo is obtained as 
a(k, fo)=a(O)(k, to)=B(k, /o) . By estimating a(k, fo) at 
each time instant, we obtain a smooth function of the time­
varying coefficients from the input x and the noisy output y. 
An important advantage of the proposed LPM method is 
that the bias and variance can be analytically derived, which 
paves the way to the solution of the key problem of automatic 
data-driven variable bandwidth selection. In [13] and [14], it 
has been proved that, as nh � 00 and h � 0, the asymptotic 
bias and variance of the LS estimator in (7) are respectively 
expressed as 
(8) 
u2(t ) Var(B)= 0 (H-IU-IU'U-IH-I)®R-I{l+ (l)} (9) "/if(to)h x Op , 
where H= diag(1,h,"' ,hP) , (Rx)ISq,mSL = rX,q,m(to) with 
rX,q,m(to) = E[x(q ,to)x(m,to)] (U)OSj,/SP = flj+1 with 
fl,= Jr'K(1')dt', (U')OSj,lSp= vj+1 with v,= ft"K2(t')dt', 
U = (f1p+w'" fl2P+lf , p(P+l) = [P(P+l)(1 , to)"'" P(P+l)(L , to)t 
is the (p+1)-th derivative of p, J(t) is the sampling density 
function at t. 
It can be seen from (8) and (9) that, as h increases, the 
squared bias will also increase while the variance will 
decrease. Hence, there exists a locally optimal bandwidth 
hOP'(k,to) for estimating &(j)(k,to), which minimizes the 
MSE. However, as some of the quantities in (8) and (9) are 
difficult to be calculated directly, such as p(P+l) , the optimal 
bandwidth is difficult to be estimated accurately. We next 
introduce an empirical method to select the optimal 
bandwidth from a set of possible bandwidths. 
III. ADAPTIVE BANDWIDTH SELECTION FOR LPM 
Although the bias and variance cannot be directly 
computed because of the unknown quantities, good fmite 
sample approximations of the bias and variance, can still be 
derived as in local polynomial regression [10]. Given a fmite 
set of bandwidth parameters in an ascending order, say, 
H= {hj Ihl <h2 <···<hJ}, (10) 
where J is the number of bandwidths, the empirical 
bandwidth selection method in [13] approximates the bias, 
variance, and MSE values of each bandwidth and determines 
an optimal bandwidth as the one that minimizes the 
approximated MSE. 
For the estimation bias, which contains the unknown 
residual r = m -XB , can be estimated using a Taylor 
expansion with an order p + P ex : 
b(B(to» = (XTJfX)-1 XTWr, (11) 
where l' is an nxl vector with 
P L LLP(P+V)(k,to)(t; -toy+vx(t; -k) as its i-th ( i=1,2,"' , n ) 
v=1 k=1 
element, and the quantities P(P+V)(k,to) can be estimated by 
fitting a polynomial of degree P+Pex' The basic idea is that the 
observations can be better fitted by a higher order polynomial, 
and hence the model provided by this higher order 
polynomial can be used to estimate the bias for a local 
polynomial model with lower order. Since the higher order 
model is still based on local polynomial modelling, we still 
need a bandwidth h * in this (p + P ex )-th order LPM. This 
bandwidth h * is usually referred to as the ''pilot bandwidth", 
which will be discussed later. 
Next, suppose local homoscedasticity, the conditional 
variance can be estimated as: 
(12) 
The noise variance u2(tO) is estimated as the normalized 
weighted residual sum of squares [10]: 
�n � 2 0-2 t �;=JY; -yJ Kh.(t; -to) ( 0 ) 
tr{W* _ W*X*(X*TW*X*)-I X*TW*} , 
(13) 
where X* and W* are respectively the design matrix and 
weighting matrix in the (p + P ex )-th order LPM using the 
pilot bandwidth h * . 
The MSE of the v-th entry of B(t 0 ) at a given point to is 
given by 
MSE.(B(to» = b;(B(to» + V.(B(to», (14) 
where b.(B(to» is the v-th element of b(B(to» and 
V.(B(to» is the v-th diagonal element of V(B(to» . Note 
that we only focus on the estimation of the coefficients 
a(k,to)= &(O)(k,to)=B(k,to) and thus it is only required to 
approximate MSE(a(k,to» = MSEk(B(to» by the 
approximated bias and variance. 
To find the pilot bandwidth h * , the intersection of 
confidence intervals (leI) method is adopted. The leI method 
is an empirical adaptive bandwidth selection method 
proposed by Goldenshluger and Nemirovski [13], and it has 
been successfully applied to various areas, including local 
polynomial regression, image processing, and time-frequency 
analysis, for selecting the variable bandwidth [11]-[12]. The 
algorithm of leI is omitted to save space, and more details 
can be found in [11]-[12]. 
Suppose we have used the leI method to obtain the 
variable bandwidths hICI (k, to) for the k-th coefficient at 
each time instant to' Then, hICI(k,to) will be used as pilot 
bandwidths h*(k,to) to compute X* , W* , and 
jJ(P+V)(k,to) in (11)-(13). Next, with the pilot estimates, we 
can calculate a series of bias, variance, and MSE values of the 
LPM estimators using each bandwidth in the set H. Finally, 
the optimal data-driven bandwidth is the bandwidth having 
the minimum MSE, i.e., 
hMMSE(k,t) = arg mhin MSE(a(k,to» . (15) 
IV. ONLINE IMPLEMENTATION AND PRACTICAL ISSUES 
The LPM is originally proposed in [13] with the support of 
two-side kernels so that both past measuremrents and future 
measurements can be used. However, in many practical 
applications, such as the estiamting of voltage flicker in 
power systems, only past measauremrents are avaiable and 
thus online tracking algorithm of the LPM is desirable. 
Actually, the LPM method can be easily extended for the 
purpose of online tracking by employing a one-sided kernel. 
For example, the one-sided Epanechnikov kernel is given by: 
K(U)= {�(1-
0
U 2) -1<u:S;O, 
u:s; -1. 
(16) 
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The above one-sided Epanechnikov kernel has a support of 
(to -h,to) , so its effective length is h. 
As observed in [10] and [13], the varying optimal 
bandwidth hMMSE(k,t) usually exhibits considerable 
variability since it is based on a finite sample approximation. 
Hence, to obtain a smooth bandwidth function, the optimal 
variable bandwidth hMMSE(k,t) can be further smoothed 
recursively to obtain the smoothed optimal bandwidth 
function hoPI(k,t) as 
hOPI (k, t) = Ah MMSE (k, t) + (1 - Ah)M h , (17) 
where Ah E (0,1) is the forgetting factor, which should be 
close to 1 to ensure the smoothness of the resultant bandwidth 
function, MEDh = median(hMMsE (k, t -1), ... , hMMSE (k, t -1/» 
and 1/ is the length of smoothing window. The use of the 
median operation avoids possible large variations in 
hMMSE(k,t) from affecting significantly the smoothed 
bandwidth hoPI(k,t) . 
The proposed LPM with variable bandwidth selection 
(LPM-VBS) method is summarized as follows. 
Moreover, to achieve a good tradeoff between performance 
and complexity, in our study, the largest bandwidth of His 
selected to make the largest kernel cover at least 118 of the 
data set, and the number of bandwidths, J, is set as 4. 
As for the selection of polynomial order p and Pex, although 
a high order might lead to a smaller bias in theory, it does not 
imply that the polynomial order can be arbitrarily large due to 
two reasons. First, (p + P ex + 1)L should be smaller than the 
number of measurements in the smallest kernel to ensure that 
the LPM solution in (7) is well-posed. Secondly, a higher 
order increases the variability of the LPM estimator because it 
implies more parameters (with the number (p + Pex + I)L) to 
be estimated. More details about the influence of polynomial 
order on the variance and the selection of p and Pex can be 
found in the comprehensive book by Fan and Gijbels [10]. 
They also recommended a local linear estimator (p= 1) because, 
compared to local constant estimator (P=O), the linear 
estimator will not suffer from any loss in variance and can 
reduce the bias effectively. Therefore, in this paper, the 
polynomial order is chosen as p=1. The excess order Pex is 
generally chosen as 2, as recommended in [10]. The proposed 
bandwidth setting gave satisfactory results in our experiments. 
V. SIMULATION RESULTS 
Step 1. For each bandwidth h in H of (10), an estimate 
of the coefficient a(k,t;h) is calculated by a p-th 
order LPM with the constant bandwidth h at 
every time instant using (7). 
A. Random-coefficient Linear Models 
Step 2. A pilot bandwidth hICI(k,t) is estimated using 
the leI method based on the estimates a(k,t;h). 
Step 3. For each bandwidth h in H, a (p+Pex)-th order 
LPM with the pilot bandwidth hICI(k,t) is carried 
out to approximate the MSE MSE(a(k,t;h» 
using (11)-(14). 
Step 4. At each time instant, the optimal bandwidth 
hMMSE(k,t) is approximated as the bandwidth 
having the minimum MSE (15), and the fmal 
smoothed variable bandwidth hoPI(k,t) is 
obtained recursively as (17). 
Step 5. A p-th order LPM with hoPI(k,t) is fmally 
performed to obtain the fmal estimates of the 
time-varying coefficient a(k,t; hOPI (k,t» . 
We now discuss the parameter selection of the online LPM­
VBS method. Firstly, to determine the bandwidth set H of (7), 
the smallest bandwidth value should be selected as the 
minimum bandwidth that makes (7) solvable (over­
determined). Because a (p + p ex) )-th order LPM is used to 
approximate MSE, the number of samples included in the 
one-sided kernel should be larger than (p + p ex + 1 )L (the 
dimension of P(t). If the data are uniformly distributed at a 
sampling frequency of Is, it is required that 
ho � (p + Pex + 1) L/ Is· (18) 
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We first test the performance of the proposed LPM-VBS 
method in a random-coefficient linear model under different 
noise situations. In the stimulated random-coefficient linear 
models, the time-varying coefficients were generated by 
filtering white Gaussian signals with zero mean and unit 
variance using low-pass filters. The resultant TVLM has a 
coefficient function varying considerably over time and the 
extent of variations is determined by the cutoff frequency of 
the low-pass filter. Four cutoff frequencies Ie (normalized by 
the sampling ratels=512 Hz): 0.01, 0.02, 0.05, 0.1, were used 
to simulate different extents of coefficient variations. Zero 
mean white Gaussian noises with different SNRs: 20, 10, 5, 
and 0 dB, were added to simulate different noise conditions. 
The order of the TVLM was L = 4 .  The sampling rate was 
512 Hz, and the number of measurements was n = 512 . The 
polynomial order used in LPM was P = 1 and p ex = 2 .  The 
LPM-VBS algorithms with one-sided Epanechnikov kernels 
and two-sided Epanechnikov kernels are both tested. For LPM 
using two-sided kernels, H = {I / 64,1 / 32,1 / 16,1 / 8}, while for 
LPM using one-sided kernels, H = {1I32,1I16,1 / 8,1I 4} . 
Here, we compare the proposed LPM-VBS method with 
other conventional TVLM identification methods, including 
the RLS, the KF, and the BEM methods. For quantitative 
comparison, the ensemble mean squared deviation (EMSD) 
from the true coefficients was calculated and used as the 
performance measure in the whole time period: 
EMSD= 1010g\O {� ��[a(k'ti)-a(k,ti)]2}. (19) 
In BEM, polynomial basis was employed and a set of 
expansion orders, PBEM =[1,5,10,15,20] , was tested to 
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Fig. 1. Comparisons between various TVLM identification methods for 
random-coefficient linear systems (fc=O.02Hz, SNR=5dB). Dash lines denote 
the true coefficients and solid lines are the estimates. 
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Fig. 2. EMSD comparisons between various TVLM identification methods 
for random-coefficient linear systems. 
detennine the one with the best EMSD for comparison with 
other TVLM methods. For RLS, a set of forgetting factors, 
A=[0.8, 0.85, 0.9, 0.95, 0.99], was tested, and the results with 
the best EMSD were selected for further comparison The 
random walker KF (R WKF), where the state transition matrix 
was chosen as an identity matrix, is tested for comparison, and 
the covariance matrices of state noise and observation noise 
were estimated recursively using the algorithms in [16]. A 
fixed-interval random walk Kalman smoother (RWKS) is also 
tested because it can take advantage of future measurements to 
effectively avoid the tracking lag problem of the RWKF. 
Fig. 1 shows the estimation results of one coefficient of an 
example four-order TVLM (fc=0.02Hz and SNR=5dB), which 
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TABLE I. EMSD COMPARISONS BETWEEN VARIOUS TVLM IDENTIFICATION 
METHODS FOR RANDOM-COEFFICIENT LINEAR SYSTEMS (UNIT: dB) 
Methods 
BEM 
RLS 
RWKF 
RWKS 
LPM-VBS (I) with hlel 
LPM-VBS (I) with hMMS£ 
LPM-VBS til) with hlel 
LPM-VBS (II) with hMMS£ 
Methods 
BEM 
RLS 
RWKF 
RWKS 
LPM-VBS (I) with hici 
LPM-VBS (I) with hMMS£ 
LPM-VBS (II) with h,e, 
LPM-VBS (II) with hMMS£ 
Methods 
BEM 
RLS 
RWKF 
RWKS 
LPM-VBS (I) with hlC/ 
LPM-VBS (I) with hMMS£ 
LPM-VBS (II) with hlC/ 
LPM-VBS (II) with hMMS£ 
Methods 
BEM 
RLS 
RWKF 
RWKS 
LPM-VBS (I) with hlel 
LPM-VBS (I) with hMMS£ 
LPM-VBS (II) with hlC/ 
LPM-VBS (II) with hMMS£ 
SNR-20 
-26.36 
-25.98 
-25.75 
-30.01 
-30.62 
-36.56 
-38.72 
-42.66 
SNR-20 
-15.80 
-17.37 
-18.85 
-22.00 
-18.48 
-24.91 
-29.49 
-34.79 
SNR-20 
-9.19 
-IO.ot 
-11.49 
-13.34 
-10.56 
-12.45 
-17.31 
-23.67 
SNR-20 
-5.31 
-5.77 
-6.50 
-7.41 
-5.98 
-6.38 
-7.71 
-10.50 
&=0.01 Hz 
SNR-IO SNR-5 
-26.18 -25.12 
-25.89 -24.55 
-24.64 -22.48 
-28.50 -26.32 
-29.93 -27.99 
-33.68 -30.55 
-32.68 -29.31 
-34.49 -30.60 
[;=0.02 Hz 
SNR-IO SNR=5 
-15.91 -15.86 
-17.43 -17.01 
-18.02 -16.80 
-21.08 -19.89 
-18.23 -17.60 
-23.05 -20.84 
-24.15 -21.64 
-28.33 -24.33 
&=0.05 Hz 
SNR-IO SNR=5 
-8.98 -9.07 
-9.83 -9.86 
-10.72 -10.38 
-12.32 -12.02 
-10.29 -10.24 
-11.89 -11.40 
-13.98 -12.05 
-17.91 -14.98 
[;-0.1 Hz 
SNR-IO SNR-5 
-5.40 -5.22 
-5.84 -5.60 
-6.39 -5.94 
-7.33 -6.89 
-6.03 -5.76 
-6.32 -5.84 
-6.85 -6.01 
-8.59 -7.07 
(I) One-sided kernel; (II) two-sided kernel. 
SNR-O 
-24.14 
-22.86 
-20.27 
-23.71 
-25.93 
-26.85 
-26.51 
-26.21 
SNR=O 
-15.53 
-16.51 
-15.49 
-18.16 
-17.03 
-18.96 
-19.10 
-20.55 
SNR=O 
-8.93 
-9.41 
-9.47 
-11.25 
-9.83 
-10.19 
-10.19 
-11.65 
SNR=O 
-5.12 
-5.30 
-5.25 
-6.43 
-5.40 
-5.29 
-5.57 
-5.99 
has both slowly changing and rapid changing coefficients. It 
can be seen clearly that, BEM gives a very smooth estimation, 
but rapid change around 0.4 second is smoothed out. The RLS, 
RWKF, and RWKF have better tracking abilities than BEM, 
but it is still difficult for them to track rapid changes 
accurately. Overall, the LPM-VBS methods are better than 
other methods in this example and they have a good 
adaptability for both rapid changes and slow-varying parts. 
Table I listed the EMSD values averaged over 100 
independent runs, and these values were presented 
graphically in Fig. 2. We can conclude that, 1) the LPM-VBS 
method has better perfonnance than other methods for 
TVLM's having various degrees of coefficient variations and 
different noise levels; 2) the LPM using one-sided kernel has 
relatively lower EMSD values than other tracking methods 
when the noise is small and the variability of the system is 
not large, but the perfonnances of all methods are comparable 
under heavy noise and large system variability; 3) RWKS had 
a better result than LPM when the SNR is small and 
coefficient variation is large. In conclusion, the LPM method, 
which is more data-dependent, has an evident advantage over 
BEMlRWKF/RWKS, which is more model-dependent, when 
a pr ior model is not precisely given and the SNR is large. 
B. Tracking of Voltage Flicker in Power Systems 
Lastly, we evaluate the performance of the proposed LPM­
VBS method in tracking the envelope of the flicker and 
compare it with conventional RLS and RWKF methods [S]. 
The measured voltage is assumed to be 
{(2 + cos 201lt) cos(1001lt + Jl"13) 0 < t::;; O.I Ss, 
v(t) = (20) 
(4 +cos201lt)cos(1001lt + Jl"13) t > O.1Ss. 
The envelope of the voltage, which was modulated by a 
sinusoid, fluctuated periodically and mildly, while a rapid 
change occurred at time O.1Ss. The sampling rate was set at 
1600 Hz (32 samples per cycle). A zero mean white Gaussian 
noise component with SNR=30dB was added. 
In the RLS algorithm, the forgetting factor was 0.7, as 
recommended in [S]. In the RWKF method, the state transition 
matrix and state noise matrix were set to identity matrices, and 
the covariance matrices of state and observation noises were 
estimated recursively as in [16]. For tracking purpose, LPM­
VBS with one-sided kernel was tested, and the bandwidth set 
was H = {I I 200,1 I 100,1 I SO,1 I 2S} . Other parameters for the 
LPM were the same as those in previous simulations. 
We can see from Fig. 3 that the proposed LPM-VBS 
method achieved a good envelope tracking performance for 
both rapid voltage change and slow voltage fluctuations. On 
the other hand, the RLS and RWKF methods showed a slow 
response to rapid change, with the RLS showing a slow 
convergence rate. By comparing the EMSD values of the 
three methods (RLS: -4.13 dB, RWKF: -11.61 dB, LPM-VBS: 
-16.79 dB), we can conclude that the LPM-VBS had a better 
envelope tracking performance than RLS and RWKF. 
VI. CONCLUSION 
A local polynomial modelling method for identification of 
time-varying linear models and its application to estimate 
voltage flicker in power systems were presented in this paper. 
Simulation results showed that the performance of the LPM 
with variable bandwidth selection method was superior to 
several conventional TVLM identification methods in an 
example of voltage envelope tracking. The LPM method is 
expected to fmd various other applications like change 
detection and diagnosis in power systems and delivery. 
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