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Distributed Plasticity Analysis of Steel Frame Structures 
Comprising Non-Compact Sections 
Philip Avery, PhD Research Scholar and  Mahen Mahendran, Associate Professor 
Physical Infrastructure Centre, School of Civil Engineering 
Queensland University of Technology,  Brisbane QLD. 4000, Australia 
ABSTRACT 
Application of “advanced analysis” methods suitable for non-linear analysis and design of steel 
frame structures permits direct and accurate determination of ultimate system strengths, without 
resort to simplified elastic methods of analysis and semi-empirical specification equations.  
However, the application of advanced analysis methods has previously been restricted to steel 
frames comprising only compact sections that are not influenced by the effects of local buckling.  
A research project has been conducted with the aim of developing concentrated plasticity 
methods suitable for practical advanced analysis of steel frame structures comprising non-
compact sections.  A primary objective was to produce a comprehensive range of new distributed 
plasticity analytical benchmark solutions for verification of the concentrated plasticity methods.  
A distributed plasticity model was developed using shell finite elements to explicitly account for 
the effects of gradual yielding and spread of plasticity, initial geometric imperfections, residual 
stresses, and local buckling deformations.  The model was verified by comparison with large 
scale steel frame test results and a variety of existing analytical benchmark solutions.  This paper 
presents a description of the distributed plasticity model and details of the verification study. 
Keywords:  Distributed plasticity analysis, Steel frame structures, Non-compact sections 
 




Distributed plasticity methods of analysis are particularly suitable for the analysis of benchmark 
calibrations frames which can be used to verify the accuracy of simplified concentrated plasticity 
methods of analysis.  Although various distributed plasticity analytical benchmarks have been 
provided for steel frames comprising compact sections (Kanchanalai, 1977; Vogel, 1985) no data 
is available for steel frames comprising non-compact sections.  Research was therefore 
undertaken to produce a comprehensive series of analytical benchmarks for steel frames 
comprising non-compact sections, subject to the effects of local buckling. 
The fibre element distributed plasticity formulation favoured by other researchers (Kanchanalai, 
1977; Vogel, 1985; Ziemian, 1993) is not appropriate for explicit modelling of local buckling 
effects.  In order to explicitly model local buckling deformations, the three dimensional 
geometry of each member must be modelled using two dimensional shell elements.  
HKS/Abaqus Standard (version 4.6) includes the capability to perform second-order inelastic 
analysis of shell element structures, and was therefore used for all analyses.  Commercial finite 
element analysis programs (such as Abaqus, Adina and Nastran) have previously been used to 
successfully study the behaviour of steel members subject to local and global instability (Salmi 
and Talja, 1992; Sivakumaran, 1987; Avery and Mahendran, 1997) and the elastic response of 
steel frames (Akay et al., 1977).  However, a systematic treatment of combined local and global 




This paper contains a detailed description of the shell finite element distributed plasticity model.  
The model was verified by comparison with the experimental results presented by Avery and 
Mahendran (1998a) and a variety of analytical benchmarks (Vogel, 1985).  These comparisons 
are presented and discussed.  The model was then used to develop an extensive series of 
benchmark frames comprising members of non-compact cross-section.  These benchmarks are 
presented and discussed by Avery and Mahendran (1998b). 
MODEL DESCRIPTION 
Three applications of the shell finite element distributed plasticity model are described in this 
section:  
1. The Vogel frame models, used for comparison with Vogel’s analytical benchmark solutions 
for frames comprising compact sections (1985). 
2. The test frame models, used for comparison with the experimental test frame results provided 
by Avery and Mahendran (1998a) including non-compact sections. 
3. The non-compact analytical benchmark frame models, used to generate load-deflection 
curves suitable for verification of simplified analytical models. 
Elements 
Shell elements were required in order to provide sufficient degrees of freedom to explicitly 
model local buckling deformations and spread of plasticity effects.  The Abaqus S4R5 shell 
element was selected for analyses of the Vogel frame models, test frame models, and analytical 
benchmark models.  This element is a thin, shear flexible, isoparametric, quadrilateral shell with 
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four nodes and five degrees of freedom per node, utilizing reduced integration and bilinear 
interpolation schemes.   
The R3D4 rigid surface element was used to create pinned member end restraints.  This element 
is a rigid quadrilateral with four nodes and three translational degrees of freedom per node.  As 
the element has no rotational degrees of freedom, perpendicular shell elements attached by 
common nodes to a rigid surface comprising R3D4 elements are free to rotate about the attached 
edge.  Local buckling rotations are therefore unconstrained. 
Discretization of the finite element mesh 
Preliminary analyses of frames comprising compact sections indicated that a mesh of eight 
elements per web or flange was more than adequate to represent the residual stress distribution 
and the spread of plasticity.  It was also necessary for the finite element mesh used in the test 
frame models and the non-compact analytical benchmark models to be fine enough to accurately 
model the local buckling deformations and associated plasticity.  In order to do this, preliminary 
analyses indicated that a minimum of eight elements per local buckling half wavelength were 
sufficient.  For an I-section or rectangular hollow section, this suggests that a minimum of eight 
elements through the depth of the web and eight elements across the width of the flange is 
appropriate.  An aspect ratio close to one was required in the areas of the frame subject to local 
buckling as the half wavelength parallel to the longitudinal axis of the member is of similar 
magnitude to the web and flange widths.  To maintain an optimal aspect ratio close to one, it was 
necessary to have more than eight elements across the width of the web for some I-sections as 
the depth of the web was greater than the flange width.  Similarly, for rectangular hollow 
sections subject to minor axis bending it was necessary to have more than eight elements across 
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the width of the flanges as the width of the flange was greater than the web width.  The geometry 
and finite element mesh for a typical frame model is shown in Figure 1. 
To model the distribution of bending residual stress in cold-formed rectangular hollow sections 
and the spread of plasticity through the thickness of the shell elements, nine integration points 
through the thickness of the element were used.  For hot-rolled and welded I-sections containing 
only membrane residual stresses (i.e., constant through the thickness), the recommended default 
of five integration points though the thickness of the element was considered to be sufficient.  
The accuracy of the model and appropriateness of the finite element mesh density and number of 
integration points was justified by the results of the verification analyses. 
Material model and properties 
The Abaqus classical metal plasticity model was used for all analyses.  This model implements: 
• The von Mises yield surface to define isotropic yielding. 
• Associated plastic flow theory. 
• Either perfect plasticity or isotropic hardening behaviour. 
Multi-linear stress-strain curves were used for the test frame and Vogel frame models, while 
elastic perfectly plastic bilinear stress-strain curves were used for the non-compact analytical 
benchmark models.  For comparison with experimental results, the measured stress-strain 
characteristics were idealised as multi-linear curves for use in the test frame models (Avery and 
Mahendran, 1998a).  The Vogel frame models included the same stress-strain curves that were 
used in the original analyses.  For the analytical benchmark models, a simplified bilinear stress-
strain curve with no strain hardening was used.  The elastic modulus and Poisson’s ratio were 
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taken as 200000 MPa and 0.3, respectively.  For the analysis of the non-compact benchmark 
frames, the nominal yield stress was used.  For sections with different nominal yield stresses for 
the web and the flange, the minimum of the two values was used for the whole section. 
Loads and boundary conditions 
Loads were represented as concentrated nodal forces.  Distributed loads were lumped at adjacent 
nodes.  Zero eccentricity was assumed for all forces.  For the test frame model, the vertical 
concentrated nodal forces representing the vertical jacks were applied concentrically at the top of 
each column.  A horizontal concentrated nodal force representing the horizontal jack (minus the 
friction) was applied concentrically to the outside flange at the base of the right hand column.  
The floor girder was not explicitly modelled.  Instead, a tie multiple point constraint equation 
was used to produce the same effect while reducing the size of the model.  This equation was 
designed to constrain the in-plane horizontal translational degrees of freedom of all the nodes 
located at the base of the columns to be equal to the in-plane translational degree of freedom of 
the node located at the centre of the outside flange at the base of the right hand column.  The 
stiffening arrangement of the joints was explicitly modelled using shell elements (see Figure 1).  
The bearing plates used in the experiment to spread the jack loads and reaction force were also 
included in the model, either by including additional shell elements for column top plates or by 
increasing the thickness of existing elements for side flange doubler plates.  The base plate 
connection was not explicitly modelled.  Instead, single point constraints were applied to all the 
nodes located at the base of the columns to provide ideal fixed base connections.  These single 
point constraints eliminated the out-of-plane horizontal, in-plane vertical and rotational degrees 
of freedom.  The horizontal reaction was modelled using a single point constraint, eliminating 
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the in-plane horizontal degree of freedom of the node located at the centre of the outside flange 
of the left hand column at an elevation corresponding to the centreline of the beam.  The out-of-
plane constraints were modelled using single point constraints, eliminating the out-of-plane 
horizontal degrees of freedom of the nodes located on the outside edges of the beam top flange in 
positions corresponding to the location of the test frame out-of-plane constraint devices.  
For the non-compact analytical benchmark models and the Vogel frame models, the vertical and 
horizontal loads were applied to the nodes located at the intersection of the beam and column 
centrelines, and distributed using a rigid multiple point constraint equation.  This equation was 
designed to constrain the rotational and translational degrees of freedom of all the nodes located 
within a beam-column joint to be equal to the corresponding rotational and translational degrees 
of freedom of the node at the intersection of the beam and column centrelines (i.e., at the centre 
of the joint).  This rigid multiple point constraint also served to provide a rigid connection and to 
spread the loads.  It was therefore not necessary to explicitly model any stiffeners or load bearing 
plates.  As the horizontal load was applied at the right hand beam-column joint, the column base 
fixed connections were modelled using single point constraints eliminating all the degrees of 
freedom of the nodes located at the base of the columns.  For models involving I-sections, out-
of-plane constraints were modelled using single point constraints to eliminate the out-of-plane 
horizontal degrees of freedom of all the nodes located at the intersection of the flanges and web.  
For models involving rectangular hollow sections, out-of-plane constraints were modelled using 
single point constraints to eliminate the out-of-plane degrees of freedom of all the nodes located 
on the flange centrelines.  These arrangements prevented global out-of-plane member or frame 
buckling but did not restrict out-of-plane displacements due to local buckling. 
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Initial geometric imperfections 
For the Vogel frame models, imperfections were explicitly modelled by defining the geometry to 
match the original benchmark models.  Out-of-plumbness imperfections were the only 
imperfection type required for these models.  The magnitude of the imperfections in the Vogel 
frames was based on the ECCS recommendations (1984). 
For the test frame models and non-compact analytical benchmark models, it was necessary to 
include local imperfections.  If the web and flanges of the members were perfectly planar, no 
local buckling would occur during the non-linear analysis.  Local imperfections were applied by 
modifying the nodal coordinates using a field created by scaling the appropriate buckling 
eigenvectors obtained from an elastic bifurcation buckling analysis of the model.  Local 
imperfections were introduced in all of the possible locations where local buckling may occur, 
not just in the location of the critical mode.  Compression members with lower vertical to 
horizontal load ratios (P/H) therefore required local imperfections at each end where the 
maximum compressive stresses occurred due to combined bending and axial compression.  
Compression members with higher P/H ratios required local imperfections distributed along the 
full length of the member.  The magnitudes of the local flange and web imperfections in the non-
compact analytical benchmark models were taken as the assumed fabrication tolerances.  The 
following local imperfection magnitudes were therefore conservatively assumed for all section 
types: 
• Out-of-flatness of web: d1/150. 
• Out-of-flatness of flange: bf/150 but not more than 3.0 mm. 
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The most appropriate local imperfection magnitudes for the test frame models could have been 
obtained by accurately measuring the test specimens.  However, the distribution of local initial 
deformations can be very complex in real members and the magnitudes are so small that accurate 
measurement requires very precise and expensive equipment.  It was therefore decided that the 
same procedure used to determine the magnitude and distribution of local imperfections in the 
non-compact analytical benchmark models would also be appropriate for the test frame models.  
Out-of-plumbness imperfections, but not out-of-straightness imperfections were included in 
unbraced (sway) frames as the P-∆ effects are dominant in this case.  Out-of-straightness 
imperfections, but not out-of-plumbness imperfections were included in braced (non-sway) 
frames, as only P-δ effects are significant for this type of frame.  No member out-of-plane 
imperfections were included as all frames were assumed to be fully braced to prevent out-of-
plane buckling.  For the non-compact analytical benchmark models, the magnitudes of the 
imperfections were taken as the erection and fabrication tolerances for compression members 
specified in Sections 14.4 and 15.3.3 of the Australian Standard for the Design of Steel 
Structures (SAA, 1990): 
• Out-of-straightness:  L/1000 but not less than 3.0 mm. 
• Out-of-plumbness: h/500 but not more than 25 mm for h < 60 metres. 
The nominal local and member imperfections are illustrated in Figure 2.  For the test frame 
models, the measured out-of-plumbness imperfection magnitudes were used (Avery and 
Mahendran, 1998a), and assumed to have a linear distribution.  As all of the test frames were 




The assumed residual stress distributions for hot-rolled I-sections, welded I-sections and 
rectangular hollow sections are shown in Figures 3, 4, and 5, respectively.  The only significant 
residual stress in hot-rolled and welded sections is the membrane component (constant through 
the thickness) in the longitudinal direction.  The longitudinal membrane residual stress 
distributions for both types of I-sections (Figures 3 and 4) were recommended by the ECCS 
Technical Committee 8 (1984) and have been adopted by numerous other researchers.   
The residual stress distributions for cold-formed rectangular hollow sections are significantly 
more complex.  Key and Hancock (1985) measured longitudinal membrane, longitudinal 
bending, longitudinal layering, transverse bending, and transverse layering residual stress 
components and proposed an analytical residual stress model.  A comparison of subsequent 
analyses by Key and Hancock (1985), including this model with experimental stub column test 
results indicated that the most significant components are the longitudinal bending and 
membrane residual stresses.  The other components were therefore ignored for this study.  Key 
and Hancock’s model was further simplified by conservatively ignoring the higher yield stress 
and reduced residual stresses near the section corners.  The simplified model is illustrated in 
Figure 5.  It should also be noted that Key and Hancock’s model was based on measurements 
taken on a 152x4.9 square hollow section with a nominal yield stress of 250 MPa. 
The residual stresses were modelled using the Abaqus *INITIAL CONDITIONS option, with 
TYPE = STRESS, USER.  The user defined initial stresses were created using the SIGINI 
Fortran user subroutine.  Subroutines defining the residual stress distributions of a hot-rolled I-
section, a welded I-section, and a rectangular hollow section are provided by Avery (1998).  
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These subroutines define the local components of the initial stress as a function of the global 
coordinates.  The bending residual stress in rectangular hollow sections was also a function of 
the integration point number through the thickness. 
The cross-section membrane residual stress distributions are self equilibrating (i.e., the sum of 
the stress resultants is zero), and therefore produce no net force or moment either on the section 
as a whole or locally through the plate thickness.  Consequently, the out-of-balance load vector 
corresponding to the initial stress conditions specified for hot-rolled I-sections and welded I-
sections (comprising only membrane residual stresses) is small.  The deformations necessary to 
bring the model into equilibrium are therefore negligible, and the distribution of stress after the 
initial step closely matched the required distribution.  The initial stresses of I-section models 
were applied in a *STATIC step with no loading and the standard model boundary conditions to 
allow equilibration of the initial stress field before starting the response history. 
Unlike the membrane residual stress, the bending component of residual stress in rectangular 
hollow sections is not self equilibrating.  It results in a net moment through the plate thickness in 
the longitudinal direction which is not in equilibrium at the end of each member.  Consequently 
the out-of-balance load vector corresponding to the initial stress conditions specified for 
rectangular hollow sections can be significantly large.  The deformations necessary to bring the 
model into equilibrium magnified the initial imperfections and caused a redistribution of the 
initial stress so that after the equilibrating step neither the initial imperfections nor the initial 
stresses were representative of the initial conditions specified.  This problem was overcome by 
application of forces and moments to balance the out-of-balance load vector generated by the 
initial stresses.  These forces were determined by conducting a preliminary analysis with all 
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degrees of freedom constrained and no applied loads.  The reactions obtained due to the initial 
stresses balanced the out-of-balance forces that would have occurred if no constraints were 
applied.  These reactions were converted to applied force and moment fields, and included in the 
non-linear analysis equilibration and applied load steps. 
Analysis 
Three methods of analysis were used: linear static, elastic buckling, and non-linear static.  Linear 
static and elastic buckling analyses were used first to check the model and gain an understanding 
of the expected failure modes and ultimate loads.  Elastic buckling analyses were also used to 
obtain the eigenvectors for the local imperfections.  Non-linear static analysis, including both 
material and geometric non-linearity, was used to obtain the ultimate load capacity.  The 
Newton-Raphson solution technique and default convergence tolerances were used for all non-
linear analyses. 
VERIFICATION 
Bridge et al. (1991) has suggested that test problems for benchmarking and verification should 
be graded in complexity, so that the initial analyses exhibit the simplest structural behaviour and 
later analyses incorporate more complex phenomena.  In accordance with this strategy, it is 
reasonable to commence the verification of the distributed plasticity shell finite element model 
with simple frames comprising only compact sections and then consider a larger multi-storey 
frame before increasing the complexity by considering frames subject to the effects of local 
buckling.  In this way, the source of any inconsistencies that may occur during the verification 
process can be isolated and the accuracy of the model can be better understood. 
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The accuracy of the distributed plasticity model was established by conducting two series of 
comparisons.  The first series involved the use of analytical benchmark frame analysis results 
published by Vogel (1985), using only compact sections.  The second series of comparisons 
involved verification of the distributed plasticity model by comparison with the results obtained 
from the three large scale experimental tests of frames comprising members of non-compact 
cross-section described by Avery and Mahendran (1998a). 
Vogel frames comprising compact sections 
Before using the model to analyse frames comprising members of non-compact cross-section, it 
was necessary to establish its validity for compact sections.  This was achieved using a number 
of published benchmark solutions.  This verification will establish the validity of the residual 
stress model, spread of plasticity, and finite element mesh.  The calibration frames presented in 
this section were developed by Vogel (1985) using a second-order inelastic analysis based on 
fibre element plastic zone theory.  Three frames were analysed:  
1. The Vogel portal frame - a single bay, single storey, fixed base frame. 
2. The Vogel gable frame - a single bay, single storey, pinned base frame. 
3. The Vogel six storey frame - a two bay, six story, fixed base frame. 
Each of the three frames comprised only compact European sections and rigid joints, and could 
be classified as unbraced (sway frames) with full lateral restraint.  A tri-linear stress-strain 
relationship (see Figure 6) with a yield stress of 235 MPa was adopted by Vogel (1985).  Strain 
hardening commenced at 10 times the yield strain (ey) and the strain hardening stiffness was 
taken to be two percent of the elastic stiffness (E).  The ECCS residual stress pattern for hot-
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rolled I-sections (Figure 3) was used.  The section properties of the sections used in the three 
Vogel frames are shown in Table 1.   
This section contains a description of each frame, the results of the non-linear static analyses, 
and a comparison of these results with the benchmark results provided by Vogel. 
Vogel portal frame.  The Vogel portal frame is one of the simplest, most commonly used 
analytical benchmarks and therefore is a logical choice for the initial verification analysis.  This 
frame may be regarded as a typical single bay, single storey portal frame with intermediate 
slenderness.  This frame will therefore test the ability of the distributed plasticity shell finite 
element model to accurately analyse typical rectangular single storey frames in which each 
member is a compact I-section bent about its major axis with proportional loading.  The 
configuration of the frame is shown in Figure 7, illustrating the dimensions, sections, out-of-
plumbness imperfection magnitudes, loads and constraints.  The dimensions reference member 
centrelines.  The portal frame is subjected to vertical and horizontal loads at the top of the frame, 
applied proportionally.  The loads shown in Figure 7 are for a load factor equal to one, and do 
not necessarily represent the ultimate loads. 
Analysis of the Vogel portal frame using the Abaqus non-linear solution sequence provided 
incremental deflections, stresses and strains at load factor increments not greater than 0.05 up to 
and including an ultimate load factor of 1.01.  Post-processing of these results revealed that the 
frame model failed in an in-plane instability mode preceded by significant yielding, effectively 
forming a plastic hinge at the base of each column.  The results of the present analysis and those 
of previous researchers (Vogel, 1985; Ziemian, 1993) for the collapse load factor (λu) are 
summarised in Table 2.  The inelastic limit point of the distributed plasticity shell finite element 
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model differs by less than one percent from the values obtained by the previous researchers’ 
fibre element plastic zone models. 
The sway load-deflection curve obtained from the present analysis is compared to the curves 
provided by Vogel and Ziemian in Figure 8.  The sway deflection was taken as the in-plane 
horizontal translation of the node located at the intersection of the centrelines of the beam and 
the right hand column.  The three curves are in almost perfect agreement throughout, 
demonstrating that the accuracy of the distributed plasticity shell finite element model is 
equivalent to that of the fibre element plastic zone models favoured by other researchers for 
frames of this type. 
Vogel gable frame.  The Vogel gable frame adds to the previous analysis by including a sloped 
gable roof, distributed member loads applied to the beams, and pinned base connections.  It also 
exhibits much higher strains well into the strain hardening range prior to failure, due to the 
formation of plastic hinges in the roof beams.  The configuration of the frame is shown in Figure 
9, illustrating the dimensions, sections, out-of-plumbness imperfection magnitudes, loads, and 
constraints.  The distributed loads were lumped and applied as concentrated loads to the nodes 
lying on the intersection of the beam web and top flanges, at intervals of approximately 42 mm.  
The loads were applied proportionally and conservatively (i.e., not dependant on the 
deformation).  The loads shown in Figure 9 are for a load factor equal to one, and do not 
necessarily represent the ultimate loads. 
Analysis of the Vogel gable frame using the Abaqus non-linear solution sequence provided 
incremental deflections, stresses and strains at load factor increments not greater than 0.05 up to 
and including an ultimate load factor of 1.04.  Post-processing of these results revealed that the 
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frame model failed in an in-plane instability mode preceded by significant yielding, effectively 
forming plastic hinges near the right hand knee joint and to the left of the ridge.  The results of 
the present analysis and those of previous researchers (Vogel, 1985; Ziemian, 1993) for the 
collapse load factor (λu) are summarised in Table 3.  The inelastic limit point of the distributed 
plasticity shell finite element model differs by less than three percent from the values obtained 
by the previous researchers’ fibre element plastic zone models. 
The sway load-deflection curve obtained from the present analysis are compared with the curves 
provided by Vogel and Ziemian in Figure 10.  The sway deflection was taken as the in-plane 
horizontal translation of the node located at the intersection of the centrelines of the beam and 
the right hand column (i.e., the right hand hip/knee), while the vertical deflection represents the 
vertical component of the translation at the node located at the intersection of the centrelines of 
the two beam members (i.e., at the centre of the gable ridge).  The load-deflection curves 
obtained from the present analysis shows good agreement with the other curves throughout the 
loading range, although the difference is slightly greater than for the portal frame.  The small 
differences between the ultimate load factors (less than three percent) and sway load-deflection 
curves can be attributed to the different methods used to model the distributed load and different 
mesh densities.  For example, Ziemian (1993) used a coarser distribution with lumped 
concentrated loads applied at 500 mm intervals, and a significantly coarser mesh density with the 
length of each element parallel to the longitudinal axis of the beam members equal to 250 mm.  
The present model used an element length of approximately 42 mm in the beam members, and 




Vogel six storey frame.  The Vogel six storey frame is one of three frames selected by the 
European Convention for Constructional Steelwork (ECCS) for the calibration of second-order 
inelastic analysis programs.  This frame is a typical multi-storey frame of intermediate 
slenderness.  This frame will therefore test the ability of the distributed plasticity shell finite 
element model to accurately analyse typical rectangular multi-storey frames in which each 
member is a compact I-section bent about its major axis with proportional loading.  The 
configuration of the frame is shown in Figure 11, illustrating the dimensions, sections, out-of-
plumbness imperfection magnitudes, loads, and constraints.  The beams are subjected to 
distributed member forces which are applied in the same manner as for the gable frame.  The 
loads shown in Figure 11 are for a load factor equal to one, and do not necessarily represent the 
ultimate loads. 
Analysis of the Vogel six storey frame using the Abaqus non-linear solution sequence provided 
incremental deflections, stresses and strains at load factor increments not greater than 0.1 up to 
and including an ultimate load factor of 1.23.  Post-processing of these results revealed that the 
frame model failed in an in-plane instability mode preceded by significant yielding in many of 
the beam members (particularly the upper level storeys) and at the bases of the interior column 
and the right hand exterior column.  The results of the present analysis and those of previous 
researchers (Vogel, 1985; Ziemian, 1993; Clarke et al., 1993) for the collapse load factor (λu) are 
summarised in Table 4.  The inelastic limit point of the distributed plasticity shell finite element 
model differs by approximately five percent from the values obtained using the fibre element 
plastic zone models developed by Ziemian and Clarke et al.  The ultimate load factor predicted 
by Vogel’s original analysis is significantly less than the predictions of subsequent researchers 
and is therefore unanimously considered to be less accurate. 
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The sway load-deflection curve obtained from the present analysis is compared with the curves 
provided by Vogel and Zieman in Figure 12.  The sway deflections were taken as the in-plane 
horizontal translations of the node located at the intersection of the centrelines of the beam and 
the right hand column at the top floor level (i.e., at a height of 22.5 metres above the column 
base level).  The differences between the ultimate load factors and sway load-deflection curves 
can again be partially attributed to the different methods used to model the distributed load and 
different mesh densities.  For example, Ziemian used a coarser distribution with lumped 
concentrated loads applied at 1500 mm intervals, and a coarser mesh density with the length of 
each element parallel to the longitudinal axis of the beam members equal to 150 mm.  The 
present model used an element length ranging from 40 to 60 mm in the beam members, and the 
distributed load was applied as lumped nodal loads at 40 to 60 mm intervals (i.e., the width of 
one element).  The differences between the shell finite element and fibre element plastic zone 
results may also be influenced by the different element formulations, material models and yield 
criteria, resulting in variations in the degree of strain hardening occurring in the models.  The 
reduced clear beam span between inside column faces rather than the column centrelines  (6 to 8 
percent) also contributed to the differences between the behaviour of the shell finite element 
model and the fibre element models. 
Summary.  Using Vogel’s three calibrating frames as a standard for comparison, this study 
indicates that the distributed plasticity shell finite element model is accurate and reliable for 
second-order inelastic analysis of typical single storey and multi-storey steel frame structures 
comprising compact hot-rolled I-sections with full lateral restraint.  The most significant 
difference between the ultimate load factors obtained using the shell finite element model and the 
corresponding load factors predicted by Ziemian’s fibre element plastic zone analysis was 4.2 
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percent for the six storey frame.  It is likely that the shell finite element model is actually more 
accurate due to the finer mesh discretization and more accurate representation of the member 
distributed loads.  According to Ziemian (1993), the discretization used in his analysis of the six 
storey frame “may have been too coarse to model accurately the distribution of yielding.”  Apart 
from the six storey frame, all other differences in the calculated ultimate loads, deflection 
behaviour, and maximum strains were minor.  The significance of these findings is that the 
results obtained from fibre element plastic zone programs, which have been developed over 
many years can be duplicated in a very short period of time using general purpose shell elements 
with commercial finite element analysis codes such as Abaqus.  The advantage of the shell finite 
element model is that, unlike the fibre element plastic zone models, it can be used to explicitly 
model local buckling deformations in frame members and therefore may be suitable (subject to 
further verification) for the second-order inelastic analysis of steel frames comprising non-
compact sections. 
Test frames comprising non-compact sections 
Before using the model to develop benchmark solutions for frames comprising members of non-
compact cross-section, it was necessary to establish its validity for frames of this type.  This was 
done using the results obtained from the three test frame experiments described by Avery and 
Mahendran (1998a).  This verification will establish the validity of the shell element model for 
explicit modelling of local buckling deformations and the associated yielding.  The accuracy of 
the residual stress models, local imperfection magnitudes, and the finite element mesh density 
will also be established.  Three frames were analysed:  
1. Test frame 2 - non-compact hot-rolled I-sections subject to major axis bending. 
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2. Test frame 3 - slender cold-formed rectangular hollow sections subject to minor axis 
bending. 
3. Test frame 4 - slender welded I-sections subject to major axis bending. 
Each of the three single bay, single storey frames comprised fixed base connections and rigid 
joints, and could be classified as sway frames with full lateral restraint.  The section properties of 
the sections used in the three frames are provided by Avery and Mahendran (1998a).  The 
configuration of the three test frames is shown in Figure 13.  This section contains a description 
of each frame, the results of the non-linear static analyses, and a comparison of these results with 
the experimental results provided by Avery and Mahendran (1998a). 
Test frame 2.  The 310 UB 32.0 hot-rolled I-sections used for test frame 2 (major axis bending) 
were non-compact with kf = 0.915 and Ze/S = 0.983.  This frame will therefore test the ability of 
the distributed plasticity shell finite element model to accurately analyse typical rectangular 
single bay, single storey frames in which each member is a non-compact I-section bent about its 
major axis with proportional loading. 
The analytical model of test frame 2 included: 
• Measured centreline dimensions (s = 4000 mm, h = 2850 mm). 
• The approximate experimental vertical to horizontal load ratio (P/H = 4). 
• Measured in-plane out-of-plumbness imperfections (ψ1 = 1/750, ψ2 = -1/600). 
• Multi-linear stress-strain curves for the flanges and web based on measured data (E = 200000 
MPa, σyf = 360 MPa, σyw = 395 MPa, σuf = 512 MPa, σuw = 525 MPa). 
• Mean flange and web plate thicknesses based on measured data (tf = 7.94 mm, tw = 5.55 mm). 
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• Nominal longitudinal membrane residual stresses as shown in Figure 3 (σrf = 108 MPa, σrw = 
118.5 MPa). 
• Nominal local imperfections (see Figure 2) based on the critical local buckling modes at the 
top and base of each column (iw = 1.93 mm, if = 0.99 mm). 
• Self weight of frame members (gravity load) and vertical jacks (0.5 kN each). 
• Explicit modelling of stiffened joints and load bearing plates. 
Analysis of the test frame 2 model using the Abaqus non-linear solution sequence provided 
incremental deflections, stresses and strains for 21 load increments of ∆P = 25 kN and ∆H = 6.25 
kN up to a total applied load of P = 525 kN, H = 131.25 kN.  At this point the increment size was 
automatically reduced to cope with the increasingly significant non-linear response of the 
structure.  A further 16 increments were completed before convergence could not be achieved 
without reducing the increment size to less than the specified minimum (approximately ∆P = 10 
N, ∆H = 2.5 N).  This indicated that the ultimate load of the test frame 2 model had been reached 
at an applied load level of P = 536 kN, H = 134 kN.  Post-processing of these results using 
Patran revealed that the test frame 2 model failed in an in-plane instability mode preceded by 
significant yielding and local buckling near the base of both columns.  The deflections and von 
Mises stress distribution corresponding to the ultimate loads are illustrated in Figure 14.  The 
deformations predicted by the analytical model closely match the observed experimental 
deformations provided by Avery and Mahendran (1998a). 
The ultimate loads obtained from non-linear analysis of the test frame 2 model were P = 536 kN, 
H = 134 kN.  The maximum measured loads supported by the experimental test frame were P = 
568 kN, H = 135 kN.  This represents a difference of 5.6 percent between the analytical ultimate 
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vertical load and experimental maximum vertical load, and a difference of less than 1 percent 
between the analytical ultimate horizontal load and experimental maximum horizontal load.  The 
ultimate strength of test frame 2 was also calculated using AS4100 (SAA, 1990).  The design 
capacity, calculated using a capacity reduction factor (φ = 0.9) and the nominal yield stress (σy = 
320 MPa) is P = 376 kN, H = 93.9 kN.  The predicted capacity using no capacity reduction (φ = 
1) and the average (area based) measured yield stress (σy = 375 MPa) is P = 485 kN, H = 121 
kN.  The AS4100 predicted ultimate loads are approximately 10 percent less than the analytical 
capacity for test frame 2, while the design loads are 30 percent conservative. 
The horizontal and vertical load-deflection curves obtained from the analysis of test frame 2 are 
compared with the experimental curves in Figures 15 and 16.  The analytical sway deflection 
was taken as the in-plane translation of the nodes at the base of the right hand column.  The 
analytical vertical deflection was taken as the vertical translation of the node located at the top of 
the right hand column in the position most closely corresponding to the location of the 
displacement transducer on the experimental test frame.  The analytical curves match the 
experimental results fairly well considering the possible sources of experimental error 
(displacement transducer error, jack calibration error), experimental variables (non-constant P/H 
ratio, variations in the material properties, eccentric loading, residual stresses and local 
imperfections), and analytical approximations (idealised section, nominal residual stress and 
local imperfection distributions). 
Figures 15 and 16 also illustrate the plastic collapse load for test frame 2, obtained from a first-
order elastic-plastic hinge analysis.  The ultimate capacity predicted by the finite element model 
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is approximately 20 percent less than the plastic collapse load.  This difference can be primarily 
attributed to the effects of local buckling. 
Test frame 3.  The 200x100x4 cold-formed rectangular hollow sections (minor axis bending) 
used for test frame 3 were slender with kf = 0.801 and Ze/S = 0.693, and comprised slender 
flanges and compact webs.  The effects of local buckling were therefore more significant for this 
frame than for test frame 2.  The column members were also significantly more slender than 
those of test frame 2.  This frame will therefore test whether the ability of the distributed 
plasticity shell finite element model to accurately analyse rectangular single bay, single storey 
frames comprising non-compact I-sections established by the test frame 2 verification analysis 
can be extended to include frames with greater member and section slenderness and frames 
comprising cold-formed rectangular hollow sections. 
The analytical model of test frame 3 included: 
• Measured centreline dimensions (s = 4000 mm, h = 2950 mm). 
• The approximate experimental vertical to horizontal load ratio (P/H = 8). 
• Measured in-plane out-of-plumbness imperfections (ψ1 = 1/214, ψ2 = -1/231). 
• Multi-linear stress-strain curves for the flanges and webs based on measured data (E = 
200000 MPa, σyf = 370 MPa, σyw = 405 MPa, σuf = 468 MPa, σuw = 480 MPa). 
• Mean flange and web plate thicknesses based on measured data (tf = 3.89 mm, tw = 3.87 mm). 
• Nominal longitudinal membrane residual stresses as shown in Figure 5 (σrm = 30 MPa, σrb = 
200 MPa). 
• Nominal local imperfections based on the critical local buckling modes at the top and base of 
each column (iw = 0.64 mm, if = 1.31 mm). 
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• Self weight of frame members (gravity load) and vertical jacks (0.5 kN each). 
• Explicit modelling of stiffened joints and load bearing plates. 
Analysis of the test frame 3 model using the Abaqus non-linear solution sequence provided 
incremental deflections, stresses and strains for 7 load increments of ∆P = 29 kN and ∆H = 2.5 
kN up to a total applied load of P = 140 kN, H = 17.5 kN.  At this point the increment size was 
automatically reduced to cope with the increasingly significant non-linear response of the 
structure.  A further 11 increments were completed before convergence could not be achieved 
without reducing the increment size to less than the specified minimum (approximately ∆P = 4 
N, ∆H = 0.5 N).  This indicated that the ultimate load of the test frame 3 model had been reached 
at an applied load level of P = 149 kN, H = 18.6 kN.  Post-processing of these results revealed 
that the test frame 3 model failed in an in-plane instability mode preceded by significant yielding 
and local buckling near the base of both columns.  Some local yielding and buckling 
deformations also occurred at the top of each column.  
The ultimate loads obtained from non-linear analysis of the test frame 3 model were P = 149 kN, 
H = 18.6 kN.  The maximum measured loads supported by the experimental test frame were P = 
149 kN, H = 18.6 kN.  This comparison demonstrates the accuracy of the analytical model and 
justifies the assumptions made regarding residual stresses and local imperfections.  The ultimate 
strength of test frame 3 was also calculated using AS4100 (SAA, 1990).  The design capacity, 
calculated using a capacity reduction factor (φ = 0.9) and the nominal yield stress (σy = 350 
MPa) is P = 119 kN, H = 14.9 kN.  The predicted capacity using no capacity reduction (φ = 1) 
and the average (area based) measured yield stress (σy = 382 MPa) is P = 141 kN, H = 17.6 kN.  
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The AS4100 predicted ultimate loads again approximately 5 percent less than the analytical 
capacity for test frame 3, while the design loads are 20 percent conservative. 
The horizontal and vertical load-deflection curves obtained from the analysis of test frame 3 are 
compared with the experimental curves in Figures 17 and 18.  The analytical sway deflection 
was taken as the in-plane translation of the nodes at the base of the right hand column.  The 
analytical vertical deflection was taken as the vertical translation of the node located at the top of 
the right hand column in the position most closely corresponding to the location of the 
displacement transducer on the experimental test frame.  The analytical curves match the 
experimental results fairly well, indicating that the analytical model accurately represents the 
stiffness of the test frame. 
Figures 17 and 18 also illustrate the plastic collapse load for test frame 3, obtained from a first-
order elastic-plastic hinge analysis.  The ultimate capacity predicted by the finite element model 
is approximately 50 percent less than the plastic collapse load.  This difference can be primarily 
attributed to the effects of local buckling, and is more significant than for test frame 3 due to the 
increased section and member slendernesses. 
Test frame 4.  The welded I-sections used for test frame 4 (major axis bending) were slender 
with kf = 0.848 and Ze/S = 0.918.  The effects of local buckling were therefore more significant 
for this frame than for test frame 2 but not as significant as for test frame 3.  Unlike the 
rectangular hollow sections used for test frame 2, which comprised slender flanges and compact 
webs, the welded I-sections used for test frame 4 each comprised a slender web and non-compact 
flanges.  The column members were also less slender than those of test frames 2 and 3.  This 
frame will therefore test whether the abilities of the distributed plasticity shell finite element 
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model established by the test frame 2 and test frame 3 verification analyses can be extended to 
include frames with sections comprising slender webs, frames with lesser member slenderness 
and frames comprising welded I-sections. 
The analytical model of test frame 4 included: 
• Measured centreline dimensions (s = 4000 mm, h = 2817 mm). 
• The approximate experimental vertical to horizontal load ratio (P/H = 6). 
• Measured in-plane out-of-plumbness imperfections (ψ1 = 1/600, ψ2 = 1/1500). 
• Multi-linear stress-strain curves for the flanges and web based on measured data (E = 200000 
MPa, σyf = 303 MPa, σyw = 310 MPa, σuf = 435 MPa, σuw = 442 MPa). 
• Mean web and flange plate thicknesses based on measured data (tw = 3.04 mm, tf = 7.98 mm). 
• Nominal longitudinal membrane residual stresses as shown in Figure 4 (σrf = 303, -75.8 
MPa, σrw = 310, -77.5 MPa). 
• Nominal local imperfections (see Figure 2) based on the critical local buckling modes at the 
top and base of each column (iw = 2.33 mm, if = 1.33 mm). 
• Self weight of frame members (gravity load) and vertical jacks (0.5 kN each). 
• Explicit modelling of stiffened joints and load bearing plates. 
Analysis of the test frame 4 model using the Abaqus non-linear solution sequence provided 
incremental deflections, stresses and strains for 50 load increments of not more than ∆P = 22.5 
kN and ∆H = 3.75 kN up to a maximum applied load of P = 633 kN, H = 105 kN.  At several 
stages during the analysis the increment size was automatically reduced to cope with the 
significant non-linear response of the structure.  Post-processing of the analytical results using 
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Patran revealed that the test frame 4 model failed in an in-plane instability mode preceded by 
significant yielding near the base of both columns and local buckling along the length of both 
columns.  
The ultimate loads obtained from non-linear analysis of the test frame 4 model were P = 633 kN, 
H = 105 kN.  The maximum measured loads supported by the experimental test frame were P = 
615 kN, H = 110 kN.  This represents a difference of 2.9 percent between the analytical ultimate 
vertical load and experimental maximum vertical load, and a difference of 4.5 percent between 
the analytical ultimate horizontal load and experimental maximum horizontal load.  These 
differences can be in part attributed to the variation in the vertical to horizontal load ratio that 
occurred in the experiment.  The ultimate strength of test frame 4 was also calculated using the 
Australian Standard for the Design of Steel Structures, AS4100 (SAA, 1990).  The design 
capacity, calculated using a capacity reduction factor (φ = 0.9) and the nominal yield stress (σy = 
250 MPa) is P = 420 kN, H = 70.0  kN.  The predicted capacity using no capacity reduction (φ = 
1) and the average measured yield stress (σy = 305 MPa) is P = 564 kN, H = 94.0 kN.  The 
AS4100 predicted ultimate loads are again approximately 10 percent less than the analytical 
capacity for test frame 3, while the design loads are 34 percent conservative. 
The horizontal and vertical load-deflection curves obtained from the analysis of test frame 4 are 
compared with the experimental curves in Figures 19 and 20.  The analytical sway deflection 
was taken as the in-plane translation of the nodes at the base of the right hand column.  The 
analytical vertical deflection was taken as the vertical translation of the node located at the top of 
the right hand column in the position most closely corresponding to the location of the 
displacement transducer on the experimental test frame.  The analytical curves match the 
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experimental results moderately well, although the vertical deflections measured during the 
experiment are noticeably greater than the corresponding analytical deflections for vertical loads 
greater than 400 kN.  However, because the magnitudes of the vertical deflections were so small 
(5.0 mm maximum), the measurements would have been fairly sensitive to experimental error.  
The maximum difference between the predicted and measured vertical deflections is 1.2 mm. 
Figures 19 and 20 also illustrate the plastic collapse load for test frame 4, obtained from a first-
order elastic-plastic hinge analysis.  The ultimate capacity predicted by the finite element model 
is only 5 percent less than the plastic collapse load, indicating that the effects of local buckling 
are much less significant for test frame 4 than for test frames 2 and 3 due to the lowermember 
and section slenderness. 
Summary.  Using the three test frames described by Avery and Mahendran (1998a) as a 
standard for comparison, this study indicates that the distributed plasticity shell finite element 
model is accurate and reliable for second-order inelastic analysis of typical single storey frame 
structures comprising non-compact hot-rolled I-sections, rectangular hollow sections and welded 
I-sections with full lateral restraint.  The most significant difference between the ultimate loads 
obtained using the shell finite element model and the corresponding ultimate loads measured 
during the experiments was six percent for the vertical load capacity of test frame 2.  The 
analysis was never more than three percent unconservative.  For each of the three test frames the 
AS4100 predicted capacity (using φ = 1 and the average measured yield stress) was 
approximately 5 to 10 percent less than the analytical capacity, while the AS4100 design 
capacities (using φ = 0.9 and the nominal yield stress) ranged from 20 to 34 percent less than the 
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corresponding analytical capacities.  All analytical, experimental and design capacities are 
summarised in Table 5. 
CONCLUSIONS 
This paper forms part of a methodical and comprehensive investigation aimed at widening the 
scope of advanced analysis to encompass the design of steel frames comprising non-compact 
sections.  The distributed plasticity shell finite element model described in this paper is proposed 
for advanced analysis of steel frames comprising non-compact sections.  The model is 
specifically intended for the development of benchmark solutions to assist with the calibration 
and verification of simplified advanced analysis formulations.  Initial member and local section 
imperfections, membrane and flexural residual stresses, gradual section yielding, spread of 
plasticity, second-order instability, and local buckling deformations are explicitly modelled. 
The verification analyses described in this paper demonstrate that the shell finite element model 
accurately represents distributed plasticity resulting from the combined effects of applied forces 
(axial compression force and bending moment), residual stresses, and local buckling.  The axial 
stiffness and in-plane flexural stiffness are both accurately predicted, and the ultimate capacity 
for in-plane instability can be determined for frames comprising either compact or non-compact 
sections.   
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NOTATION 
A = cross-section area 
bf = flange width 
d  = total depth of section 
d1 = web clear depth 
E = elastic modulus 
eo = member out-of-straightness imperfection 
h  = frame height 
H = applied horizontal load 
I = second moment of area with respect to the axis of in-plane bending 
if = flange out-of-flatness local imperfection 
iw = web out-of-flatness local imperfection 
kf = form factor for axial compression member 
L  = member length or length of element chord 
Lc = length of column member 
P = axial force or applied vertical load 
S = plastic section modulus with respect to the axis of in-plane bending 
s = beam span 
tf  = flange thickness 
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tw  = web thickness 
Ze = effective section modulus with respect to the axis of in-plane bending 
enom  = nominal strain 
ep  = plastic strain 
ep(ln)  = logarithmic plastic strain 
ey  = yield strain 
φ = capacity reduction factor 
λu = ultimate load factor 
σnom  = nominal stress (from tensile test) 
σr = maximum residual stress 
σrb = bending residual stress 
σu = ultimate stress 
σrf, σrw = flange and web residual stresses 
σrm = membrane residual stress 
σtrue  = true stress 
σu = ultimate stress 
σuf, σuw = flange and web ultimate stresses 
σy = yield stress 
σyf, σyw = flange and web yield stresses 
ψo = member out-of-plumbness imperfection 
ψ1, ψ2 = left and right column member out-of-plumbness imperfections 
ω = distributed load magnitude 
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Figure 3.  Assumed longitudinal membrane residual stress distribution for hot-rolled I-












    a1 = 0.075 bf
    a2 = 0.125 bf
web:
    a1 = 0.075 d1
    a2 = 0.125 d1
 
Figure 4.  Assumed longitudinal membrane residual stress distribution for welded I-
sections (ECCS, 1984) 
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Figure 5.  Assumed longitudinal membrane and bending residual stress distributions for 
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Figure 6.  Stress-strain relationship used for Vogel’s calibration frames 
 




















Figure 8.  Comparison of sway load-deflection curves for Vogel’s portal frame 
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Figure 12.  Comparison of sway load-deflection curves for Vogel’s six storey frame 
 





Figure 14.  Deformations and von Mises stress distribution at the ultimate capacity of the 





























































































































































Figure 20.  Comparison of vertical load-deflection curves for test frame 4
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Table 1.  Dimensions and section properties of members used in Vogel’s calibration frames 














HEA340 330 300 9.5 16.5 13300 276.9 1850 
HEB160 160 160 8.0 13.0 5430 24.92 354 
HEB200 200 200 9.0 15.0 7810 56.96 643 
HEB220 220 220 9.5 16.0 9100 80.91 827 
HEB240 240 240 10.0 17.0 10600 112.6 1053 
HEB260 260 260 10.0 17.5 11800 149.2 1283 
HEB300 300 300 11.0 19.0 14900 251.7 1869 
IPE240 240 120 6.2 9.8 3910 38.92 367 
IPE300 300 150 7.1 10.7 5380 83.56 628 
IPE330 330 160 7.5 11.5 6260 117.7 804 
IPE360 360 170 8.0 12.7 7270 162.7 1019 




Table 2.  Summary of available results for the Vogel portal frame 
Reference Element type λu 
Vogel (1985) Fibre element 1.02 
Ziemian (1993) Fibre element 1.00 




Table 3.  Summary of available results for the Vogel gable frame 
Reference Element type λu 
Vogel (1985) Fibre element 1.07 
Ziemian (1993) Fibre element 1.07 




Table 4.  Summary of available results for the Vogel six storey frame 
Reference Element type λu 
Vogel (1985) Fibre element 1.11 
Ziemian (1993) Fibre element 1.18 
Clarke et al. (1993) Fibre element 1.17 




Table 5.  Summary and comparison of experimental, analytical, and design capacities 
 test frame 2 test frame 3 test frame 4 
P H P H  P H 
(1) experiment 568 135 149 18.6 615 110 
(2) analysis 536 134 149 18.6 633 105 
(3) AS4100 design 376 93.9 119 14.9 420 70 
(4) AS4100 prediction 485 121 141 17.6 564 94 mean 
(1) / (2) 1.060 1.007 0.989 1.007 0.971 1.048 1.014 
(3) / (2) 0.701 0.701 0.799 0.799 0.664 0.664 0.721 




List of Figure Titles 
 
Figure 1.  Geometry and finite element mesh of a typical test frame model 
Figure 2.  Imperfections 
Figure 3.  Assumed longitudinal membrane residual stress distribution for hot-rolled I-sections 
(ECCS, 1984) 
Figure 4.  Assumed longitudinal membrane residual stress distribution for welded I-sections 
(ECCS, 1984) 
Figure 5.  Assumed longitudinal membrane and bending residual stress distributions for 
rectangular hollow sections (based on Key and Hancock, 1985) 
Figure 6.  Stress-strain relationship used for Vogel’s calibration frames 
Figure 7.  Configuration of Vogel’s portal frame 
Figure 8.  Comparison of sway load-deflection curves for Vogel’s portal frame 
Figure 9.  Configuration of Vogel’s gable frame 
Figure 10.  Comparison of sway load-deflection curves for Vogel’s gable frame 
Figure 11.  Configuration of Vogel’s six storey frame 
Figure 12.  Comparison of sway load-deflection curves for Vogel’s six storey frame 
Figure 13.  Configuration of test frame models 
Figure 14.  Deformations and von Mises stress distribution at the ultimate capacity of the test 
frame 2 distributed plasticity model 
Figure 15.  Comparison of sway load-deflection curves for test frame 2 
Figure 16.  Comparison of vertical load-deflection curves for test frame 2 
Figure 17.  Comparison of sway load-deflection curves for test frame 3 
Figure 18.  Comparison of vertical load-deflection curves for test frame 3 
Figure 19.  Comparison of sway load-deflection curves for test frame 4 
Figure 20.  Comparison of vertical load-deflection curves for test frame 4 
