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ABSTRACT
Optical interferometry has been successful at achieving milliarcsecond resolution on
bright stars. Imaging performance can improve greatly by increasing the number of
baselines, which has motivated proposals to build large (∼ 100m) optical interfer-
ometers with tens to hundreds of telescopes. It is also desirable to adaptively correct
atmospheric turbulence to obtain direct phased images of astrophysical sources. When
a natural guide star is not available, we investigate the feasibility of using a modified
laser-guide-star technique that is suitable for large diluted apertures. The method con-
sists of using sub-sets of apertures to create an array of artificial stars in the sodium
layer and collecting back-scattered light with the same sub-apertures. We present some
numerical and laboratory simulations that quantify the requirements and sensitivity
of the technique.
1 INTRODUCTION
Long-baseline optical interferometry has provided the high-
est angular resolution at visible wavelengths. Actual im-
ages of the stellar surfaces and circumstellar environments
have been reconstructed by means of aperture synthesis (e.g.
Monnier et al. (2007); Zhao et al. (2008); Millour et al.
(2011)), which have in turn furthered our understanding
of stellar astrophysics. There are proposals to improve the
(u, v) coverage in optical interferometry by increasing the
number of apertures (e.g. Labeyrie et al. (2012)), which
may lead to instruments with a light-collecting area compa-
rable to the planned 40m-class telescopes. Such instruments
will initially perform speckle interferometry observations,
but in order to have direct imaging capabilities on rather
complex sources, it will eventually be necessary to correct
atmospheric wavefront distortions with adaptive optics that
co-phase the interferometer. Because direct imaging is a co-
herent form of aperture synthesis, it is more sensitive than
the incoherent combination of data from sequential base-
lines.
The technique of adaptive optics has undergone a rapid
development in the past decades and has provided nearly
diffraction-limited images with monolithic telescopes. When
natural guide stars are not available, artificial sodium Laser-
Guide-Stars (Foy & Labeyrie 1985), hereafter LGS, have
enabled wavefront sensing down to a fraction of the wave-
length on large telescopes (e.g. Hackenberg et al. (2000);
Perrin et al. (2004); van Dam et al. (2006); Rigaut et al.
(2013)) However, the same wavefront sensing techniques
cannot be applied to large (∼ 100m) diluted apertures due
to modest sodium layer altitude (∼ 92 km) and the fact that
small (∼ 10m) interferometric baselines can typically re-
solve the LGS. The idea of a LGS for optical interferometers
is outlined by (Labeyrie 2013), and the purpose of this pa-
per is to further quantify the capabilities and requirements
of the method. This paper focuses on the wavefront-sensing
technique, on the sensitivity estimation, and on the compar-
ison to other wavefront-sensing methods.
The outline of the paper is as follows: Section 2 de-
scribes the Hypertelescope concept, a type of diluted opti-
cal telescope. Section 3 outlines a possible Hypertelescope-
Laser-Guide-Star concept. Section 4 describes the wavefront
sensing method, focusing only on sensing optical path differ-
ences (OPD or piston) errors between 4 sub-apertures. Sec-
tion 4 also provides some sensitivity estimates and numerical
simulations. Section 5 describes an initial experiment that
validates the concept in the laboratory. Section 6 describes
the case of a NxN array with numerical simulations. Section
7 compares this method to other novel and related wavefront
sensing methods. Sections 8 and 9 provide further discussion
and conclusions.
2 THE HYPERTELESCOPE
Since the first two-telescope interferometer (Labeyrie 1975),
today’s larger versions have used optical delay lines. The
scarce number of available delay-lines in current facilities
has limited the number of optical beams that can be coher-
ently combined. An optical interferometer with a spherical
(Carlina or Arecibo) architecture, is a new type of interfer-
ometer that will allow us to combine beams from tens to hun-
dreds of apertures without the use of delay lines (Lardie`re,
2000; Pedretti et al. 2000; Riaud et al. 2001; Labeyrie et al.
2012). The beam combination can be done in Fizeau mode,
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but as the interferometer becomes more diluted, the sam-
pling of a large number of fringes can become difficult. A
way to overcome this problem is by densifying the pupil
(Labeyrie 1996; Lardie`re et al. 2007; Patru et al. 2009).
Pupil densification is a wavefront manipulation that reduces
the size of the diffraction envelope and concentrates most of
the light on a reduced number of fringes. A large diluted tele-
scope with a densified pupil is also referred to as a hypertele-
scope. Preliminary on-sky tests with miniature versions have
been performed by Pedretti et al. (2000) and Gillet et al.
(2003), and the Carlina architecture has been demonstrated
by Le Coroller et al. (2004). This has motivated the con-
struction of a prototype that exploits the natural curvature
of a high alpine valley (Labeyrie et al. 2012).
Possible science applications range from stellar astro-
physics by directly imaging the surfaces of stars, to exo-
planet science by imaging transits, to deep field galaxies and
cosmology (Labeyrie et al. 2012). This interferometer will
be initially used in speckle mode, which may already pro-
vide reasonably good reconstructed images of simple objects.
For imaging complex and/or faint objects it is desirable to
adaptively phase the light between individual sub-pupils.
The hypertelescope has motivated the development of adap-
tive optics for diluted apertures, but other interferometers or
telescopes with segmented pupils may also possibly benefit
from the technique described below.
3 THE HYPERTELESCOPE
LASER-GUIDE-STAR
In this paper we assume that no natural guide star is avail-
able and will concentrate on a method for sensing piston
differences between individual sub-apertures. This will be
the dominant wave-front error when sub-apertures sizes are
comparable to the Fried parameter as is the case in the
“Ubaye” prototype (Labeyrie et al. 2012).
Conventional laser-guide star techniques cannot be used
with a large (∼ 100m) diluted aperture for two main rea-
sons:
(i) A typical artificial star of a few arc-seconds in angular
size would be resolved at visible wavelengths with small (∼
10m) interferometric baselines.
(ii) Light rays from the star would sample a different at-
mospheric column as those from the artificial star, i.e. the
Cone effect (Tallon & Foy 1990). The cone effect becomes
non-negligible for ∼ 10m apertures (Viard et al. 2002).
Our approach, described by Labeyrie (2013), is to use
sub-sets of adjacent mirrors as the laser emitting optics,
thus creating an array of artificial stars, where each artificial
star is in fact an interference (fringe) pattern in the sodium
layer (see Fig. 1). Each aperture sub-set can in turn be used
to image the interference pattern, so that laser light passes
twice through the optics. We will show in section 4 that this
“double-pass” image can be sensitive to piston errors be-
tween sub-apertures depending on the pupil configuration
as will be explained in the following sections.
The size of each artificial star amounts to less than a
meter in the sodium layer at ∼ 92 km altitude with ∼ 15 cm
apertures. If this were a uniform spot, it would be resolved
by the aperture and would not yield visible fringes. How-
Mirror
quadruplet
Image in sodium layer
Array of ground mirrors
Figure 1. Quadruplets of adjacent mirrors can be used to form
an array of spots in the sky. Each spot is an interference pattern,
whose image in the focal plane of the hypertelescope is sensitive
to wavefront errors.
ever, the image in the sodium layer is a set of incoherent
fringes with spatial frequency corresponding to that of the
sub-aperture separation. Therefore the double-pass image is
a resonant convolution of intensities, and the fringes will be
visible if exposure times are greater than ∼ 0.3 ns (corre-
sponding to the Brownian motion time-scale, above which
back-scattered light is incoherent) and less than the atmo-
spheric coherence time of ∼ 5ms at visible wavelengths. To
reduce the cone effect, apertures must not be farther apart
than a few meters. Even though this Hypertelescope-LGS
(hereafter H-LGS) concept can solve issues (i) and (ii), it
requires an array of laser guide stars, whose power require-
ment will turn out to be the main hard point (section 8.1).
4 SENSING PISTON ERRORS
The interference pattern formed in the sodium layer is the
Point-Spread-Function (PSF) of the sub-set of apertures.
The “double-pass” image formed at the focal plane of the di-
luted aperture is the convolution of the image in the sodium
layer and the PSF of the reversed pupil. In Fourier space,
this is the product of the auto-correlation of the quadruplet
and an inverted copy of it. Therefore, the focal image of
each artificial star is the Fourier transform of the squared
modulus of the auto-correlation of the sub-set of apertures.
The “double-pass” image can contain phase information as
we describe below.
There is a restriction on the minimal number of aper-
tures whose double-pass image contains phase information,
e.g. the double-pass image of a pair of sub-apertures does
not contain any piston information. A triplet’s “double-
pass” image can only contain piston information if there
are two redundant baselines, i.e. if the three apertures are
equally spaced and collinear. However, the three adjacent
sub-apertures would also have to be within a few meters of
each other to reduce the cone effect. Therefore, it is rea-
sonable to use quadruplets with two redundant baselines as
shown in Fig. 2. In this paper we focus on the analysis of
quadruplets.
c© 0000 RAS, MNRAS 000, 000–000
Towards Laser-Guide-Stars for Multi-Aperture Interferometry: an application to the Hypertelescope 3
Figure 2. Each subset of apertures in the form of a quadruplet
(left) can be used to form an interference pattern in the sodium
layer. When the same quadruplet is used to image the interfer-
ence pattern, the (middle) double-pass image is obtained. In this
simulated example, there are no pistons applied. On the right we
display the Fourier transform of the double-pass image.
4.1 The case of a quadruplet aperture
Suppose we have a pupil with four equally illuminated sub-
pupils arranged in a rhombus pattern as shown in Fig. 2.
There is an unknown atmospheric piston at each of the sub-
pupils shown in Fig. 2. If we assume that the wavefront is
uniform across the sub-apertures, we can express the pupil
function as
P (x) =
4∑
i=1
δ(x− xi)eiφi . (1)
To calculate the auto-correlation of P (x), we define the
following displacement vectors
u1 = x2 − x1 ; u2 = x3 − x1 (2)
u3 = x4 − x1 ; u4 = x2 − x3.
The squared auto-correlation (optical transfer function)
of the pupil is
|OTF |2 = 16δ(u) (3)
+ 2(1 + cos(φ2 − φ1 − φ4 + φ3))(δ(u− u1) + δ(u+ u1))
+ 2(1 + cos(φ2 − φ1 − φ4 + φ3))(δ(u− u2) + δ(u+ u2))
+ δ(u− u3) + δ(u+ u3) + δ(u− u4) + δ(u+ u4).
If there are redundant baselines, such as with the rhom-
bus pattern used in our analysis, some auto-correlation
peaks will contain contributions from two redundant base-
lines. Therefore, in the case of the rhombus-type pupil, the
squared modulus of the complex pupil’s auto-correlation re-
tains some phase information. A simulated example display-
ing the double-pass images with different phase delays in one
of the sub-apertures is shown in Fig. 3. The piston informa-
tion can be extracted by taking the Fourier transform of the
double-pass image and measuring the relative height of the
central auto-correlation peak I0 and the peak containing the
piston information I1 (second or third line of equation 4).
We see that
φ2 − φ1 − φ4 + φ3 = ± cos−1
(
8I1
I0
− 1
)
. (4)
Therefore, if three piston values are known from an ad-
jacent quadruplet, the remaining piston value can be found
with a sign ambiguity and modulo 2π.
Figure 3. Double-pass image and it’s Fourier transform for a
piston error in a single sub-pupil. The top row corresponds to a
delay of π/2 applied in sub-pupil 3 of the quadruplet shown in
Fig. 2. The bottom row corresponds to a delay of π in the same
sub-pupil.
The phase ambiguity can be resolved by taking a sep-
arate phase diversity1 image, e.g. a separate image with a
known additional piston delay in one of the sub-apertures.
If we denote the right side of equation 4 by b, which is avail-
able from the data, a phase diversity image with a known
additional piston ǫ (in aperture 2, for example), allows us to
write the following two equations:
φ2 − φ1 − φ4 + φ3 = ±b (5)
(φ2 + ǫ)− φ1 − φ4 + φ3 = ±b′. (6)
Eq. 6 above corresponds to the diversity image. There-
fore, if φ1 + φ4 − φ3 is known, the unknown piston is
φ2 = ±b + φ1 + φ4 − φ3, and the sign ambiguity can be
resolved by checking which sign is consistent with equation
6.
So far the piston is found modulo 2π and it is desir-
able to find the absolute (unwrapped) piston value for poly-
chromatic imaging. The unwrapped piston can be found by
using several wavelength channels. A polychromatic LGS
can be made with two lasers, one emitting at 589 nm, and
another at 569 nm (Foy et al. 1995). We investigate phase
unwrapping with the use of the Sodium doublet (589 nm
and 589.6 nm) and the fainter 330 nm line, produced from a
polychromatic LGS. The doublet wavelength difference de-
termines the maximum OPD, within which the absolute pis-
ton can be found, and is approximately , 0.6mm. However,
using two very close wavelengths requires a very accurate
piston measurement (∆φ ∼ λ/200), which motivates the
need for another more separated wavelength (330 nm).
For each wavelength λi there is a set of possible absolute
OPDs
δλi =
φλiλi
2π
+ nλiλi, (7)
1 The phase diversity method is a very general method, normally
used to sense wavefront errors by taking a separate image with
a known additive wavefront distortion. See Gonsalves (1982) for
a general description and Lloyd-Hart et al. (2001) for an applica-
tion to the LGS.
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Figure 4. Data simulation (above) and analysis (below) procedure for a single quadruplet aperture and a particular wavelength. The
simulation receives two complex pupils: P (x) and P ′(x), which differ by a known additive piston ǫ in one of the sub-apertures. The
simulation provides two images which are fed into the analysis procedure. The analysis of each image with Eq. 4 yields two solutions
for the wrapped phase, but only one solution can be consistent with both images, so a “sign test” is done. The same procedure must be
applied for several wavelengths in order to unwrap the phase.
where the nλi are integers. The solution corresponds to
the first overlap of the sets, and the accuracy of the solution
is discussed in section 4.3.
4.2 Data simulation and analysis procedure for a
quadruplet
The numerical procedure for a quadruplet consists of a data
simulation stage and a data analysis stage as shown in Fig. 4.
The data simulation receives two complex (phase sensitive)
pupil configurations: P (x) and a diversity pupil P ′(x). The
two pupils differ by adding a known piston, ǫ, in one of the
sub-apertures. Double-pass images are simulated by taking
the inverse Fourier transform of the squared-autocorrelation
of each pupil. Poisson distributed noise is finally added to
each image.
The data analysis stage receives the noisy images gen-
erated by P (x) and P ′(x), the later being the diversity im-
age. First, we calculate the Fourier transform of each image.
Next, we use equation 4 to find two possible solutions for the
wrapped phase (i.e. modulo 2π) given by Eq. 5 and shown
as the “Find Ambiguous Phase” block in Fig. 4. A unique
solution for the wrapped phase can be found by checking
which solution is consistent with equation 6, which is ob-
tained from the diversity image (“Sign Test” in Fig. 4). To
find the absolute OPD, we find the wrapped phase for 3 dif-
ferent wavelengths (589 nm, 589.6 nm, 330 nm), which pro-
vides 3 lists of the form of Eq. 7. The best overlap of these
3 lists provides the absolute OPD, and therefore, the un-
wrapped phase.
4.3 Sensitivity of a quadruplet aperture
In this section we focus on the effect of photon noise. Monte-
Carlo simulations were used to quantify the sensitivity of pis-
ton measurements in a quadruplet. Simulated double-pass
images with a piston applied to one of its apertures and con-
taining photon noise were generated. The image was then
analyzed by taking its Fourier transform and using equa-
tion 4. The process was repeated many times to generate a
simulated statistical ensemble of measurements. Fig. 5 dis-
plays two histograms showing the number of occurrences as
a function of the phase for different number of photons per
double-pass image. The signal-to-noise ratio (SNR) is then
Figure 5. Histogram of the occurrences of piston measurements
for the cases of 104 and 105 photons per simulated exposure with
an applied piston of φ = π/2 and photon noise.
the reciprocal of the standard deviation of the ensemble of
measurements.
It is expected that the SNR of the piston measurement
increases as a the square root of the number of photons.
This is indeed the case as shown in Fig. 6, which shows the
SNR as a function of the number of photons for different
atmospheric piston values. It is also worth noting that the
SNR depends on the value of the atmospheric piston, where
the SNR decreases as the atmospheric piston tends to 0 or
π. The fact that the SNR depends on the piston value can
be seen from equation 4 since the derivative of cos−1β tends
to infinity when β → 0 or β → π. This issue should be
resolvable by appropriately including additional delays when
approaching a zero (or π) optical path difference, although
such delay is not included in the simulations below. From
Fig. 6, it is tempting to to conclude that all the double-
pass sensitivity curves tend to converge to the same SNR at
low photon number, however, we note that when the OPD
approaches 0 or π, the statistical mean of each ensemble is
far from the nominal (simulated) one.
The SNR of a hypothetical direct phase measurement,
i.e. a direct phase measurement of fringes in the sodium
layer, is shown in the curve labeled “Complex fringes”. The
SNR of a direct phase measurement is expected to be higher
c© 0000 RAS, MNRAS 000, 000–000
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Figure 6. SNR of simulated piston measurement at 589 nm for a
single quadruplet of apertures as a function of number of photons.
Each of the colored curves corresponds to a different atmospheric
piston in one of the sub-apertures. The top curve is the SNR of
the (hypothetical) piston measurement of the (complex) fringes
in the sodium layer.
Nphot Punwrapp
104 0.25
105 0.62
106 0.90
107 0.98
Table 1. For a given number of detected photons Nphot, there
corresponds a probability Punwrapp, to correctly unwrap the
phase.
since the contrast of the complex fringes is higher by a fac-
tor of ∼ √2 (or better) when compared to the double-pass
fringes. According to Fig. 6, the required number of detected
photons per exposure for achieving a SNR of ∼ 3 is of the
order of ∼ 103. However, many more photons are needed in
order to unwrap the phase as we describe below.
The accuracy of phase unwrapping was investigated for
the case of a quadruplet aperture via Monte Carlo simula-
tions. Simulated double-pass images with random OPDs be-
tween −5000 nm and 5000 nm were generated at 3 different
wavelengths: 589 nm, 589.6 nm and 330 nm. The respective
relative return flux for each wavelength are approximately
1, 1/2 and 1/60 for the parameters used in our simulations
(Guillet de Chatellus et al. 2008). The probability of finding
the correct unwrapped phase, that is, the correct nλi in Eq.
7, is shown in Table 1 for different amounts of detected pho-
tons. Probabilities greater than 90% are found when more
than 106 photons are detected.
5 LABORATORY SIMULATIONS
For a quantitative comparison with numerical simulations,
we have refined the laboratory simulations described by
Labeyrie (2013), which simulate piston measurements of the
wrapped phase for a single quadruplet aperture. As sketched
in Fig. 7, a 3mW, 635 nm diode laser is focused to uniformly
illuminate a rhombus-type mask at 72 cm from the focus of
Laser
Reflective
diffuser
(rotating)Phase
shifterMask
Lens
BS
Camera Camera
(for single−pass)(for double−pass)
Figure 7. Laboratory setup of a simulation of a LGS for a diluted
aperture.
the laser. The mask has 2mm apertures separated by 7mm.
Light exiting the mask is focused with a lens (f = 40 cm)
on a reflective diffuser (90 cm away from the lens) which is
allowed to rotate (at ∼ 1Hz) about the optical axis. The
mask and lens simulate the laser-emitting optics and the
rotating reflective diffuser simulates the sodium layer. The
returning light from the diffuser is imaged in the focal plane
of the laser with the use of a beam-splitter (leftmost camera
in Fig. 7). The leftmost camera simulates the wavefront-
sensing camera, and its exposure time needs to be longer
than the speckle lifetime (of ∼ 1ms) to simulate an image
of incoherent light emitted from the sodium layer.
To simulate the atmospheric turbulence in a controlled
way, a thin film is placed in front of one of the sub-apertures,
and can be tilted in order to vary the piston in a single sub-
aperture. In order to know the amount of introduced pis-
ton, a separate camera (rightmost camera in Fig. 7) images
the fringes in the reflective diffuser, and the phase can be
measured directly by taking the Fourier transform of these
(single-pass) fringes. The phase measurement of the “single-
pass” fringes is much more precise (more photons) than the
phase measurement of the double-pass fringes and can be
used to see if the double-pass fringe measurement yields sen-
sible results.
An example of two double-pass fringe images and their
Fourier transform is displayed in Fig. 8. A constant back-
ground, which originates from unwanted reflections from the
mask, is subtracted from the images before calculating the
Fourier transforms shown in Fig. 8. The piston is estimated
from each Fourier transform by using equation 4. Since the
measurable quantity is a linear combination of piston values
(eq. 4), there are most likely non-zero OPDs among the other
three apertures, and the non-varying piston values cannot be
set to zero. Therefore, we see a constant offset between the
double-pass and single-pass (calibration) measurements. In
Fig. 7, the results of an initial experiment allow us to com-
pare the double-pass and single-pass piston measurements
with a subtracted constant offset between the single-pass
and double-pass piston measurements.
The estimated number of detected return photons per
0.1 s exposure is ∼ 106, which mainly accounts for the ex-
perimental geometry. According to Fig. 6 this corresponds
to a theoretical SNR of ∼ 100. The standard deviation of
100 measurements of a piston measurement of 60◦ yields
an experimental SNR closer to 10. The discrepancy is likely
caused by residual background and/or having a non-uniform
phase in the aperture that is in front of the thin film act-
ing as a phase shifter. This issue deserves more attention
in a future simulation experiment which is currently under
development.
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Figure 8. Double pass fringes (left) obtained in the laboratory
and their Fourier transform (right). The two double pass fringes
correspond to a different OPD applied to one of the apertures.
The appearance of crossed fringes in the lower image as well as
the change in relative intensity of the Fourier peaks evidences the
phase sensitivity.
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Figure 9. Piston values found from simulated LGS images (red)
compared to the direct phase measurement of the fringes in the
simulated sodium layer (blue). The error-bars are estimated from
the statistical standard deviation of 100 measurements of the
same piston.
6 CASE OF A NXN ARRAY
6.1 Finding the phase across an array
Provided that there are several overlapping quadruplets, the
phase can be found across an array as sketched in Fig. 10:
The analysis of a double-pass image of a laser-guide-star
formed with a quadruplet on the edge of the array yields one
of the pistons (for instance by setting the other three to zero,
which ultimately results in and unknown global tip/tilt).
Figure 10. A possible scheme of finding the phase across an ar-
ray: Three of the phases in the leftmost quadruplet (circled in red)
can be set to an arbitrary value. The analysis of it’s double-pass
image yields the remaining phase. The analysis of an adjacent
laser-guide-star, corresponding to the adjacent quadruplet (cir-
cled in green), yields the next unknown phase.
An adjacent quadruplet with 3 overlapping apertures can
be used to form an adjacent laser-guide-star, whose analysis
allows us to find the next piston in the array. The process
can continue until the piston is found across the whole array,
up to an unknown gross tip/tilt. All focal images should be
taken simultaneously, and the phase should be found across
the array within the atmospheric coherence time (< 5ms).
6.2 Sensitivity of a NxN array
Next we estimate the required number of detected return
photons per quadruplet to phase a periodic array of N aper-
tures. Simulated double-pass images are generated under re-
alistic turbulence conditions using Van Ka´rma´n statistics2.
For each array simulation we compare the simulated wave-
front with the reconstructed wavefront by calculating the
residual at each sub-aperture.
When all pistons are found within 2π, the Strehl ra-
tio can be estimated by finding the amount of light in the
central interference peak of a monochromatic Point-Spread-
Function (PSF). Fig. 11 displays the simulated point-spread-
function (PSF) after applying piston corrections to each
aperture. The PSF of an array of period D and sub-aperture
size d is also a periodic pattern, with a period of λ/(2πD)
and an envelope of size λ/(2πd), where d is the sub-aperture
size, assumed to be of the order of the Fried parameter. In
the non-isopistoned case, the PSF is a speckle pattern with
an envelope of size λ/(2πd). Fig. 12 shows the Strehl ratio
as a function of the number of detected return photons per
LGS and for two different array sizes. A minimal Strehl ratio
for imaging is of the order of ∼ 0.5, and corresponds to an
average piston error of ∼ λ/8 (rms). According to Fig. 12,
this can be reached with ∼ 5× 104 detected return photons
per LGS in the case of a 5× 5 aperture array and ∼ 5× 106
for a 10× 10 aperture array.
There is, however, a serious issue related to our phase-
unwrapping strategy. The Strehl ratios shown in Fig. 12
correspond to the cases when the phase was correctly un-
wrapped in all the sub-apertures, and the probability for this
to occur is very low for the number of return photons in our
simulations. With our proposed phase-unwrapping strategy,
2 We assume a wind speed of 15m/s, a seeing of 0.85′′ at 550 nm,
the inner scale l0 = 1 cm, the outer scale L0 = 20m and a sam-
pling of 3.75 cm per pixel. At λ = 589 nm we take the Fried pa-
rameter r0 = 15.5 cm and τ = 4.5 4.5ms. At λ = 330 nm we take
r0 = 7.2 cm and τ = 2.2ms.
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Figure 11. The top row corresponds to the corrected PSF of an
array of 5 × 5 sub-pupils and different number of detected pho-
tons per aperture quadruplet, i.e. the number of detected return
photons per LGS. The bottom row corresponds to an array of
10× 10 apertures.
which uses 3 wavelengths, the phase-unwrapping probability
at any instant of time is ∼ 50% for 107 detected photons per
quadruplet in a 5x5 aperture array. For the case of a 10x10
array, the probability is ∼ 1% for 107 detected photons per
quadruplet. Below ∼ 107 detected photons per quadruplet,
the phase-unwrapping probability is less than 1%. This is
essentially because errors are additive across the array and
the required number of detected photons per quadruplet in-
creases in proportion to the number of quadruplets.
6.3 Other sources of signal degradation
In the simulations presented above, we assumed a negligible
thickness of the sodium layer, and with no altitude varia-
tions as a function of time. In reality the thickness of the
sodium layer is of the order of 10 km, which turns out to
be comparable to the depth of focus at ∼ 92 km of a a sub-
set of ∼ 15 cm apertures. This results in a slight decrease
of fringe contrast in the sodium layer, and a more detailed
calculation of this effect remains to be done. If needed, the
effect can possibly be corrected with range-gating techniques
to separate photons received from different portions of the
sodium layer and simultaneously refocus the laser light to
the desired altitude.
The array of LGS will also likely produce considerable
amounts of Rayleigh back-scattered light, which will pro-
duce background photon noise. Much of this can be removed
in the data analysis, but the remainder will slightly affect
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Figure 12. Strehl ratio as a function of the number of detected
return photons for an array containing 25 apertures (5 × 5) and
an array containing 100 apertures (10× 10).
the SNR of piston measurements. A crude estimate of this
effect has been made empirically via Monte-Carlo simula-
tions for a particular case: a constant background photon
noise of 0.1 photons per pixel to a Fizeau image whose max-
imal number of photons per pixel is ∼ 10 (in the center of
the field of view). In this case the SNR decreases by ∼ 10%.
In the simulations presented above we assume that
the wavefront is coherent across an individual aperture (of
15 cm). Degradation of the seeing may reduce the coherence
across individual apertures, and in the worst case, the arti-
ficial star may resemble a speckle pattern containing fringes
within each speckle. An estimate of this effect remains to be
done. If needed, the usable surface area for each aperture
can be reduced at the cost of a lower return flux.
The simulations presented above do not correspond to
the high dilution factors3 (∼ 100) of some planned instru-
ments, e.g. the hypertelescope. However, numerical simula-
tions show that, in the presence of photon noise alone, the
SNR is independent of the degree of dilution as long as each
fringe is sampled appropriately. High dilution factors may
result in focal images which approach the sampling limit of
current cameras. However, the high sampling requirement
can be alleviated with pupil densification, which reduces the
number of detectable fringes.
The effect of pupil densification on the SNR was
also investigated. Pupil densification can be modeled by
translating the Fourier peaks of the pupil’s autocorre-
lation to lower spatial frequencies (Tallon & Tallon-Bosc
1992). We followed the simulation procedure described by
Tallon & Tallon-Bosc (1992) to generate densified images
and then introduced photon noise. A Monte-Carlo simula-
tion for the case of 50% densification was performed and no
significant difference was seen compared to the non-densified
case. However, we only investigated cases where the densi-
fied and non-densified images where well sampled. This is
expected since the number of photons in each Fourier peak
does not change.
3 The dilution factor is defined as the ratio of the distance be-
tween sub-apertures and the sub-aperture size.
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7 COMPARISON WITH OTHER
WAVE-FRONT SENSING TECHNIQUES
As far as we know, there are no other proposed methods
for wavefront sensing on a diluted aperture equipped with
a LGS. It is still worth comparing this method with an-
other piston sensing technique for diluted apertures with
natural guide stars. When a natural guide star is avail-
able, methods such as the “dispersed-speckles” technique
(Labeyrie et al. 2002) and the related “chromatic phase di-
versity” (Mourard et al. 2012) are capable of sensing pis-
tons in an array. The “dispersed-speckles” essentially takes a
3-dimensional Fourier transform of the (inverse wavelength)
dispersed Fizeau image, and the positions of the Fourier
peaks in this 3-D space yield the OPD for each baseline.
(Borkowski et al. 2005) have performed numerical simula-
tions to estimate the minimum required number of pho-
tons for different applications, e.g. imaging. According to
(Borkowski et al. 2005), a dispersed-speckles data cube re-
quires nearly 1000 photons per aperture in the case of 4
apertures to be sensitive to λ/4 OPDs. Using a similar strat-
egy, (Martinache 2004) has proposed to use a phase retrieval
algorithm to measure the phase of the dispersed speckles, re-
quiring a comparable number of photons per aperture. For
the LGS scheme that we propose we also require ∼ 103
detected photons to measure the wrapped phase, but our
proposed phase unwrapping method requires at least ∼ 106
photons as discussed in section 4.3. A possible advantage of
our technique is that it is not necessary to look for the po-
sition of a Fourier peak to determine a piston value, which
may be hidden in noise, but rather to measure the intensity
of a Fourier peak at a known position determined only by
the pupil configuration.
There have been other proposals related to projecting
fringe patterns in the sky with monolithic apertures, which
allow measuring local phase gradients. Baharav et al. (1994)
proposed to coherently combine three beams from a single
laser to create fringes in the atmosphere that are imaged
by a telescope and a Shack-Hartmann wavefront sensor.
Buscher et al. (2002) proposed to project the pupil-plane
pattern in the atmosphere and effectively create a curva-
ture sensor (Roddier 1988) by forming several images in the
scattering medium. These proposals allow measuring the ef-
fect of turbulence at several layers in the atmosphere, which
may also be feasible with our proposed method, but this still
remains to be explored.
8 DISCUSSION
A LGS for interferometry requires an array of artificial stars,
and the number of artificial stars is directly proportional to
the number of apertures. Depending on the baseline, it may
be possible to use more than 4 sub-apertures to create an
artificial star, which will require a similar analysis as that de-
scribed in Section 4, and would reduce the required number
of artificial stars. In any case, having several guide stars is
not unheard of: Viard et al. (2002) proposed to use several
LGSs to correct of the cone effect and the method will likely
be implemented in next generation 40m-class telescopes.
In Section 4 we saw that the proposed method requires
redundant arrays of apertures. This requirement can be
somewhat relaxed, requiring only local redundancy, by ap-
plying small “pin-cushion” distortions of less than the aper-
ture size which enhance the imaging capabilities of an array.
It may also be possible to perform pupil-remapping for the
returning image to retain phase information of double-pass
images of non-redundant configurations, although this pos-
sibility has not yet been investigated.
It is worth noting that, as with conventional LGS sys-
tems, the global tip-tilt cannot be determined with the LGS
wavefront sensor. The tip-tilt correction needs to be per-
formed separately with a natural guide star, and the quality
of this correction sets the limiting exposure time. Fortu-
nately the isoplanatic angle is much larger for tip-tilt cor-
rections (Olivier et al. 1993).
8.1 Required laser power
The main hard point is the required laser power required
for imaging purposes. A detailed simulation of sodium-
layer physics to calculate the number of return photons
for different types of lasers is beyond the scope of this pa-
per. Below we provide order-of-magnitude estimates in view
of the simulations made by (D’Orgeville et al. 2000) and
(Guillet de Chatellus et al. 2008) which include saturation
effects.
• Requirements for a single piston measurement with a
15 cm quadruplet aperture: According to Fig. 6, in order
to make a ∼ 5σ measurement of a single wrapped-piston
with a 5ms exposure, we require ∼ 103 photons. This corre-
sponds to 106 phot s−1m−2 return photons, which should
be achieved with a ∼ 10W laser at least. However, the
phase unwrapping strategy we have investigated requires at
least 100 times more photons in order to obtain a repeatable
measurement (see Table 1), at which the saturation of the
sodium layer may be reached.
• Requirements for co-phasing large arrays of 15 cm aper-
tures with ∼ λ/8 (rms) accuracy: According to Section 6.2,
the required return fluxes to achieve Strehl ratios of ∼ 0.5
with arrays of 25 and 100 apertures are ∼ 108 phot s−1 m−2
and ∼ 1010 phot s−1 m−2 respectively. These return fluxes
suggest that it may be possible to phase an array of 25
apertures with ∼ 100W lasers, and a 100 aperture array
with ∼ 10 kW lasers. However, it is likely that saturation of
the sodium layer will prevent us to obtain the high fluxes
needed to phase arrays with 100 small apertures.
In order to reduce the required return flux for λ/8 (rms)
phasing, the sub-aperture size could also be increased to
∼ 1m, and each sub-aperture would have to be individu-
ally co-phased via other methods. In this case, the required
laser power per quadruplet is of the order of ∼ 10W for a
25 aperture array and ∼ 100W for a 100 aperture array. If
the phasing precision is further relaxed to λ/4 (rms), lower
return fluxes are required, which may be sufficient for some
imaging applications, although this will be further studied
in a future publication. For the case of λ/4 (rms), the re-
quired laser power would also decrease by about an order of
magnitude.
We stress that the above order-of-magnitude estimates
only hold when there are no phase-unwrapping errors, which
is unlikely to occur with our proposed method (see Section
c© 0000 RAS, MNRAS 000, 000–000
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6.2). A different phase unwrapping strategy must be used in
order do use adaptive optics on large arrays of apertures.
9 CONCLUSIONS
A concept for performing adaptive co-phasing of giant di-
lute apertures with laser guide stars has been expounded
via numerical and laboratory simulations. Using subsets of
apertures to form fringes in the sodium layer is a possible
way to perform wavefront sensing with diluted apertures.
This solves the problem of resolving the artificial star since
the same subset of apertures is used to form the artificial
star/fringes and to perform wavefront sensing by re-imaging
the fringes, which contain OPD information. The use of sev-
eral LGSs solves the cone effect problem, as done in conven-
tional LGS methods, although the residual cone effect must
be further studied. Preliminary experimental efforts validate
the technique in the case of a single LGS, and with SNRs
comparable to those predicted by simulations. Aside from all
the engineering feats that must be undertaken, we have en-
countered a couple of related problems: our proposed phase-
unwrapping method requires too many photons, and we are
currently working on a solution for a future paper. Another
problem for implementing an LGS on diluted apertures is
the need of many very powerful lasers.
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