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Abstract. I describe an adaptable 
apparatus for making precision 
measurements of the growth of faceted ice 
prisms from water vapor as a function of 
temperature, supersaturation, and 
background gas pressure. I also describe 
procedures for modeling growth data to 
disentangle a variety of physical effects and 
better understand systematic errors and 
measurement uncertainties. By enabling 
precise ice-growth measurements over a 
broad range of environmental conditions, 
this apparatus is well suited for 
investigating the molecular attachment 
kinetics at the ice/vapor interface, which is 
needed to understand and model snow 
crystal growth dynamics. 
 
While the formation of atmospheric snow 
crystals is a common natural phenomenon, 
understanding the physical origins of observed 
snow crystal morphologies has proven to be a 
remarkably difficult task [2019Lib, 2017Lib]. 
In typical environmental conditions, the 
development of snow crystal structure is 
governed by two dominant processes: particle 
diffusion of water vapor through the 
surrounding air and the molecular attachment 
kinetics at the ice surface. Lesser 
considerations include the diffusion of latent 
heat, surface-energy factors (notably the 
Gibbs-Thomson effect), and perhaps other 
factors that can become quite important in 
unusual circumstances [2019Lib]. 
 Much of this underlying physics is well 
understood and calculable at a fundamental 
level. For example, particle and heat diffusion 
involve straightforward physical principles and 
can be readily incorporated into finite-element 
computational models. The ice surface energy 
is not so well characterized, especially the 
surface-energy anisotropy, but this is a small 
effect and it appears that a simple isotropic 
surface-energy model is sufficient for 
understanding snow crystal growth [2012Lib2, 
2019Lib].  
 The ice/vapor attachment kinetics, on the 
other hand, is quite an intricate and puzzling 
phenomenon [2019Lib1, 1987Kob], involving 
subtle molecular dynamics processes taking 
place at a structurally complex ice/vapor 
interface. Thus, while much progress has been 
made toward developing computational 
models of faceted diffusion-limited growth 
[2009Gra, 2014Kel], the creation of a fully 
functional snow-crystal simulator awaits a 
better comprehension of the physical 
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underpinnings of the ice/vapor attachment 
kinetics.  
In this paper I describe a relatively simple 
experimental apparatus that allows precise 
measurements of ice growth rates as a function 
of temperature, supersaturation, background 
gas pressure, and surface orientation. Previous 
measurements of this nature have allowed 
significant progress toward understanding the 
attachment kinetics [2013Lib], and further 
progress on this experimental front is required 
to test new physical models of the relevant 
molecular processes [2019Lib1]. 
 It is customary to describe the ice/vapor 
attachment kinetics in terms of the Hertz-
Knudsen relation [1882Her, 1915Knu, 
1996Sai, 1990Yok, 2005Lib, 2017Lib, 2019Lib] 
 
𝑣𝑛 = 𝛼𝑣𝑘𝑖𝑛𝜎𝑠𝑢𝑟𝑓 (1) 
 
where 𝑣𝑛 is the crystal growth velocity normal 
to a growing surface, 𝛼 is a dimensionless 
attachment coefficient, 𝜎𝑠𝑢𝑟𝑓 is the water vapor 
supersaturation at the surface, and the kinetic 
velocity 𝑣𝑘𝑖𝑛 incorporates the statistical 
mechanics of ideal gases. A detailed discussion 
of this equation and its foundations can be 
found in [2019Lib].  
For most lattice orientations of the ice 
surface, 𝛼 ≈ 1 is a reasonable approximation, 
but this is not the case on the principal basal 
and prism facets. Indeed, the anisotropy of the 
attachment kinetics (𝛼𝑏𝑎𝑠𝑎𝑙 ,  𝛼𝑝𝑟𝑖𝑠𝑚 ≪ 1) is 
ultimately responsible for the formation of 
these faceted surfaces [2019Lib]. Much of the 
behavior of 𝑣𝑏𝑎𝑠𝑎𝑙 and 𝑣𝑝𝑟𝑖𝑠𝑚 can be explained 
by the nucleation and growth of 2D terraces on 
the facet surfaces, which is related to the 
terrace step energies via classical nucleation 
theory [2019Lib, 2013Lib, 1996Sai, 1998Nel].  
Terrace nucleation is far from the whole 
story, however, as there is now substantial 
evidence suggesting that the nucleation rate 
depends strongly on the size of the facet 
surfaces, as the nucleation process is 
substantially affected by nearby corner 
structures [2019Lib1, 2019Lib2]. The resulting 
Structure Dependent Attachment Kinetics 
(SDAK) [2003Lib1, 2019Lib1] appears to be 
responsible for many of the peculiar growth 
behaviors that have thwarted efforts to 
understand snow crystal growth dynamics for 
many decades. With a newly proposed physical 
model of the SDAK process [2019Lib1], a 
current goal is to test this hypothesis over a 
broad range of conditions using targeted 
growth experiments, and some results 
provided by the apparatus described here can 
be found in [2019Lib2]. 
 
Figure 1 shows a sketch of this new apparatus, 
which was designed to make precise 
measurements of the growth of small ice 
Figure 1: A sketch of the main components of the 
apparatus described in this paper. The cooled 
vacuum chamber defines the experimental space, 
and the scale of the sketch is set by the 14-inch 
vacuum flanges. The expansion nucleator 
[2019Lib] creates an on-demand source of small 
test crystals, and the microscope objective focuses 
the substrate onto a 40-megapixel camera outside 
the vacuum envelope. 
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crystals under carefully controlled 
environmental conditions. The outer vacuum 
envelope is cooled using a recirculating chiller 
[2019Lib] that provides primary cooling for the 
entire apparatus, capable of reaching 
temperatures down to -35 C. Copper plates 
with soldered copper tubing attach to the top 
and bottom vacuum flanges as well as around 
the body of the vacuum chamber. These 
cooling plates, covered with styrofoam 
insulation, are not shown in Figure 1. 
 The temperature of the base plate shown 
in Figure 1 is controlled to an absolute accuracy 
of better than 0.1 C using a precision 
thermistor and thermal-electric modules within 
the vacuum envelope. The small test chamber 
is coupled to the base plate using thermal joint 
compound, and this copper block provides a 
thermal anchor point for the test assembly 
shown in Figure 2. 
 Lifting the copper block from the base 
plate in Figure 2 allows access to the ice 
reservoir and substrate surfaces, which are 
thoroughly cleaned between runs. After 
cleaning, usually a hydrophobic surface coating 
is applied to the substrate surface to reduce 
possible substrate interactions. I have been 
obtaining satisfactory results using Hendlex 
Nano Glass Pro and Glass Prepare Cleaner on 
the sapphire substrate, but it is difficult to 
ascertain the coating effectiveness at low 
temperatures. Whenever ice crystals are grown 
on a substrate, as they are in this 
apparatus, substrate interactions 
must be considered as a possible 
source of systematic errors in the 
growth measurements.  
   One method to load ice onto the reservoir 
surface is to lay a wet Kimwipe tissue over this 
and adjacent surfaces right before cooldown. 
The tissue adheres to the reservoir surface and 
turns to ice during cooldown, providing a large 
supply of ice. The tissue is sufficiently 
translucent to allow illumination for imaging 
the substrate, as shown in Figure 1. Another 
method is to leave the reservoir surface dry 
during cooldown and then blow warm room 
air onto the surface while heating the substrate. 
Ice crystals readily form on the reservoir this 
way, and imaging the reservoir surface instead 
of the substrate allows monitoring of the ice 
content on the reservoir.  
 During operation, the substrate is 
temperature regulated using a specially 
designed electronic controller that fixes the 
temperature difference between the copper 
block and the substrate. This circuit also 
outputs a monitor voltage equal to  
 
𝑉𝑚𝑜𝑛 = 𝐺
𝑅𝑇,𝑡𝑜𝑝
𝑅𝑇,𝑡𝑜𝑝 + 𝑅𝑇,𝑏𝑜𝑡𝑡𝑜𝑚
𝑉𝑖𝑛 (2) 
 
where 𝑅𝑇,𝑡𝑜𝑝 and 𝑅𝑇,𝑏𝑜𝑡𝑡𝑜𝑚 are the resistances 
of the top and bottom thermistors in Figure 2, 
with 𝐺 and 𝑉𝑖𝑛 provided by precision electronic 
components. As described in the analysis 
section below, 𝑉𝑚𝑜𝑛 is related to the 
temperature difference between the two plates, 
Figure 2: A detailed look at the test 
chamber shown in Figure 1. The 
bottom surface of the reservoir 
plate is typically covered with a thin 
layer of ice, providing a source of 
water vapor for small ice crystals 
growing on the upper surface of the 
substrate. This yields the parallel-
plate geometry of the inner test 
chamber illustrated in Figure 3. 
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and thus to the supersaturation at the substrate 
surface. 
 The expansion nucleator shown in Figure 
1 consists of a small vacuum tee connected to 
a source of humidified compressed nitrogen 
gas and a solenoid valve [2019Lib]. When the 
valve is opened, the compressed gas rapidly 
expands and cools, nucleating minute ice 
crystals in the process. Some of these crystals 
spray into the test chamber and land on the 
waiting substrate surface, where their 
subsequent growth can then be monitored by 
the optical imaging system. 
 Note that the diffusion timescale between 
the sapphire plates in Figure 2 is roughly 𝜏 ≈
𝐿2/𝐷, where 𝐿 is the spacing between the plates 
and 𝐷 is the diffusion constant. After a 
nucleation pulse in air at a pressure of one bar, 
therefore, the supersaturation field between 
the plates settles to its quasi-equilibrium state 
after a time of about 𝜏 ≈ 0.2 seconds. At lower 
pressures, this time is substantially reduced. 
 The overall aim of this apparatus is to 
produce the simple plane-parallel geometry 
illustrated in Figure 3. The reservoir surface at 
temperature 𝑇𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 provides an essentially 
infinite source of water vapor, which is 
absorbed by the growing test crystals on the 
substrate at temperature 𝑇𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒. No growth 
occurs when 𝑇𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 = 𝑇𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒, and the 
supersaturation 𝜎𝑠𝑢𝑏𝑠𝑡 near the substrate is 
roughly proportional to the temperature 
difference 𝛥𝑇 = 𝑇𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 − 𝑇𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒, as is 
further described in the analysis section below. 
 
To extract information about the attachment 
kinetics from observations of growing crystals, 
it is necessary to disentangle influences from 
particle diffusion, the Gibbs-Thomson effect, 
and other factors. While 3D computational 
modeling is required to fully understand the 
growth of complex snow-crystal 
morphologies, basic analytical techniques are 
remarkably useful for examining the growth of 
simple prisms. To develop these techniques, 
first consider the growth of hemispherical ice 
crystals as illustrated in Figure 3. 
 
 
Because the spacing between the reservoir and 
substrate surfaces is much less than their lateral 
extent, I assume periodic boundary conditions 
in the analysis, which is equivalent to assuming 
a plane-parallel geometry with infinite lateral 
extent. As shown in Figure 3, the top surface is 
kept at a fixed temperature 𝑇𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟, and this 
surface is covered with a thick layer of ice 
crystals that serves as a water-vapor reservoir. 
Because the diffusion time scale 𝜏 is very 
short (the Laplace approximation [2019Lib]), 
and the ice reservoir is large, the water-vapor 
number density at the surface of the reservoir 
is always close to the equilibrium value 
𝑐𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 = 𝑐𝑠𝑎𝑡(𝑇𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟), where 𝑐𝑠𝑎𝑡(𝑇) is 
the normal saturated water vapor density above 
a flat ice surface at an equilibrium temperature 
𝑇. This value thus provides a fixed upper 
boundary condition in our solution of the 
particle diffusion equation to determine the 
supersaturation surrounding the test crystals. 
Figure 3: An idealized schematic (not to scale) 
of a small section of the inner parallel-plate ice 
growth chamber. The top and bottom surfaces 
are provided by a pair of 15-mm-diameter, 2-
mm-thick sapphire windows with a separation 
of L = 2 mm. The top surface is covered with a 
thick layer of frost crystals, providing an 
essentially infinite water-vapor reservoir. Small 
test crystals are deposited randomly on the 
lower surface, where their growth can be 
measuring using optical microcopy.  
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 The lower surface has a fixed temperature 
𝑇𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒, and the heat diffusion equation 
yields the simple solution of a linear vertical 
temperature profile that goes from 𝑇𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 at 
the top surface to 𝑇𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 at the bottom 
surface. In the absence of any test crystals, the 
solution to the particle diffusion equation then 
gives a constant number density 𝑐 =
𝑐𝑠𝑎𝑡(𝑇𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟) throughout the entire region 
between the two plates. Thus, in the absence of 
any test crystals, the water vapor 
supersaturation at the lower plate is  
 
𝜎𝑠𝑢𝑏𝑠𝑡,0 ≈
1
𝑐𝑠𝑎𝑡
𝑑𝑐𝑠𝑎𝑡
𝑑𝑇
𝛥𝑇
≈ 𝜂𝛥𝑇 (3)
 
 
where 𝛥𝑇 = 𝑇𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 − 𝑇𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒. 
 It is not trivial to determine the absolute 
value of 𝛥𝑇 with great precision in this 
apparatus, owing to small offsets in thermistor 
values at a fixed temperature. In anticipation of 
further analysis considerations described 
below, therefore, I rewrite Equation 3 in the 
experiment-friendly form  
 
𝜎𝑠𝑢𝑏𝑠𝑡,0 = 𝐶𝑐𝑎𝑙(𝑉𝑚𝑜𝑛 − 𝑉𝑚𝑜𝑛,0) (4) 
 
where 
𝐶𝑐𝑎𝑙 =
4𝜂
𝐺𝑉𝑖𝑛
(
1
𝑅𝑇
𝑑𝑅𝑇
𝑑𝑇
)
−1
(5) 
 
The value of 𝐶𝑐𝑎𝑙 is known to a reasonably high 
precision, but 𝑉𝑚𝑜𝑛,0 is a somewhat critical 
parameter that is best determined by examining 
the crystal growth behavior, as I describe in the 
modeling section below. 
 
 
The first extension of Equation 4 arises from 
the collective growth of all the crystals on the 
substrate, and I refer to this as a large-scale 
diffusion (LSD) correction. Referring to Figure 
3, I model this system by assuming a uniform 
square array of growing hemispherical crystals, 
each having a radius 𝑅, each growing at the 
same velocity 𝑣, with a nearest-neighbor 
separation of ℓ, so the areal crystal number 
density is ℓ−2. I assume that 𝑅 ≪ ℓ ≪ 𝐿, where 
𝐿 = 2 𝑚𝑚 is the plate separation shown in 
Figure 3, and both these inequalities are valid 
for typical data sets, as can be verified by direct 
imaging.  
The LSD correction arises from the overall 
downward flux of water vapor, in this model 
given by  
𝐹 =
𝑑𝑉
𝑑𝑡
𝑐𝑖𝑐𝑒
ℓ2
(6) 
 
where  
𝑑𝑉
𝑑𝑡
= 2𝜋𝑅2𝑣 (7) 
 
for a hemispherical crystal. From the diffusion 
equation, this flux must be driven by a gradient 
in the water-vapor density, thus yielding the 
corrected supersaturation  
 
𝜎𝑠𝑢𝑏𝑠𝑡 ≈ 𝜎𝑠𝑢𝑏𝑠𝑡,0 − 𝛿𝜎𝐿𝑆𝐷 (8) 
 
with 
𝛿𝜎𝐿𝑆𝐷 ≈
𝐹𝐿
𝑐𝑠𝑎𝑡𝐷
            
                ≈ 2𝜋
𝐿𝑣
𝐷
𝑅2
ℓ2
𝑐𝑖𝑐𝑒
𝑐𝑠𝑎𝑡
(9)
 
 
where 𝐷 is the water-vapor diffusion constant, 
equal to 𝐷 ≈ 2 × 10−5 𝑚2/𝑠 in normal air at a 
pressure of one bar [2019Lib]. 
 In practice, the LSD correction quantifies 
the question of how crystal crowding on the 
substrate affects the growth measurements. 
For a given data set, ℓ can be estimated simply 
by counting crystals, and the growth 
parameters are measured from a single test 
crystal. Usually the assumption of identical 
crystals is not unreasonable, and this too can 
be checked by examining the crystal-to-crystal 
uniformity. If Equation 9 yields a sufficiently 
low value 𝛿𝜎𝐿𝑆𝐷, then the correction is 
manageable, meaning that 𝜎𝑠𝑢𝑏𝑠𝑡 is fairly well 
determined surrounding the test crystals. If the 
value of 𝛿𝜎𝐿𝑆𝐷 is considered too high, however, 
then the data set must be rejected, suggesting 
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that additional data with larger ℓ (less crystal 
crowding) must be obtained. 
 Note that 𝛿𝜎𝐿𝑆𝐷 is proportional to the 
spacing 𝐿, so minimizing the (often substantial) 
LSD correction suggests making 𝐿 as small as 
possible. This requirement is what drove the 
development of the parallel-plate geometry 
used in this apparatus [2013Lib]. 
 
 
Assuming that the LSD correction is 
manageable, then the value of 𝜎𝑠𝑢𝑏𝑠𝑡 at the 
substrate is fairly well known. Because 𝑅 ≪
ℓ ≪ 𝐿, we can then assume that 𝜎𝑠𝑢𝑏𝑠𝑡 is 
essentially equal to the supersaturation at 
distances far from a growing crystal, which one 
normally calls 𝜎∞ in diffusion analyses. 
Continuing with our spherical analysis, the 
supersaturation 𝜎𝑠𝑢𝑟𝑓 at the growing crystal 
surface is then given by [2019Lib] 
 
𝜎𝑠𝑢𝑟𝑓 = 𝜎𝑠𝑢𝑏𝑠𝑡 − 𝛿𝜎𝑆𝑆𝐷 (10) 
 
where the small-scale diffusion correction is 
equal to  
𝛿𝜎𝑆𝑆𝐷 =
𝑅
𝑋0
𝑣
𝑣𝑘𝑖𝑛
(11) 
 
and 𝑋0 is the characteristic diffusion length 
[2019Lib]  
𝑋0 =
𝑐𝑠𝑎𝑡
𝑐𝑖𝑐𝑒
 
𝐷
𝑣𝑘𝑖𝑛
(12) 
 
For example, at -5 C in normal air, 𝑋0 ≈
0.142 𝜇𝑚 and 𝑣𝑘𝑖𝑛 ≈ 496 𝜇𝑚/𝑠𝑒𝑐, giving 
  
𝛿𝜎𝑆𝑆𝐷 ≈ 1.4% ∙ (
𝑅
10𝜇 
) (
𝑣
0.1 𝜇𝑚/𝑠𝑒𝑐
) (13) 
 
This correction can be quite large under 
growth conditions in normal air, but it is also 
roughly proportional to the background gas 
pressure. Thus both the LSD and SSD 
corrections can be greatly reduced by operating 
at low pressures. 
 Note that this result follows from solving 
the particle diffusion equation around a 
growing spherical crystal, which also yields 
 
𝑣 =
𝛼𝛼𝑑𝑖𝑓𝑓
𝛼 + 𝛼𝑑𝑖𝑓𝑓
𝑣𝑘𝑖𝑛𝜎∞ (14) 
 
where 𝛼𝑑𝑖𝑓𝑓 = 𝑋0/𝑅 [2019Lib]. 
 The spherical analysis is especially useful 
for determining whether one is in a regime 
where the diffusion corrections are small 
enough to obtain useful information about the 
attachment kinetics. An optimal situation is 
one where 𝛼 ≪ 𝛼𝑑𝑖𝑓𝑓, which is equivalent to 
𝛿𝜎𝑆𝑆𝐷 ≪ 𝜎𝑠𝑢𝑏𝑠𝑡. 
 Note that the separation of diffusion 
corrections into large-scale and small-scale 
terms is a reasonable division because of the 
assumed inequalities 𝑅 ≪ ℓ ≪ 𝐿, which can be 
easily verified for each data set. In this picture, 
the collective diffusion contributions from all 
the crystals overlap and combine at length 
scales of order ℓ and above, yielding the near-
substrate supersaturation 𝜎𝑠𝑢𝑏𝑠𝑡 < 𝜎𝑠𝑢𝑏𝑠𝑡,0. In 
addition, each crystal produces its own isolated 
“hole” in the supersaturation field with a size 
of order 𝑅, which gives 𝜎𝑠𝑢𝑟𝑓 < 𝜎𝑠𝑢𝑏𝑠𝑡. 
 
 
The apparatus described here was designed to 
observe exceptionally small ice crystals 
growing at exceedingly low supersaturations, 
and under such conditions surface-energy 
effects can be important. Most significant is the 
Gibbs-Thomson effect, which replaces 
Equation 1 with [2019Lib] 
 
𝑣𝑛 = 𝛼(𝜎𝑠𝑢𝑟𝑓)𝑣𝑘𝑖𝑛(𝜎𝑠𝑢𝑟𝑓 − 𝑑𝑠𝑣𝜅) (15) 
 
where 𝑑𝑠𝑣 ≈ 1.0 𝑛𝑚 and 𝜅 is the local surface 
curvature, equal to 𝜅 = 2/𝑅 for a spherical 
surface. This expression can be rewritten as 
 
𝑣𝑛 = 𝛼𝑣𝑘𝑖𝑛
𝛼𝑑𝑖𝑓𝑓
𝛼 + 𝛼𝑑𝑖𝑓𝑓
(𝜎∞ − 𝑑𝑠𝑣𝜅) (16) 
 
where here 𝛼 = 𝛼(𝜎𝑠𝑢𝑟𝑓) and 𝜎∞ = 𝜎𝑠𝑢𝑏𝑠𝑡 is 
appropriate for this apparatus, as described 
above. Rearranging these expressions then 
gives 
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𝜎𝑠𝑢𝑟𝑓 =
𝛼𝑑𝑖𝑓𝑓𝜎∞ + 𝛼𝑑𝑠𝑣𝜅
𝛼 + 𝛼𝑑𝑖𝑓𝑓
(17) 
 
The value of 𝑑𝑠𝑣𝜅 is usually relatively small, 
providing a significant correction for only the 
smallest crystals growing at especially low 
supersaturations. The Gibbs-Thomson effect 
is most noticeable immediately after 
nucleation, as the expansion nucleator 
produces crystals that are typically of order one 
micron in size. If 𝜎𝑠𝑢𝑏𝑠𝑡,0 is too low, these 
nascent crystals quickly sublimate away. Thus 
the Gibbs-Thomson effect tends to set a 
practical lower limit to 𝜎𝑠𝑢𝑏𝑠𝑡,0, below which it 
is not possible to nucleate crystals. 
 
 
Another potential systematic error in ice 
growth measurements arises from substrate 
interactions. Of particular importance is the 
heterogeneous nucleation of new molecular 
terraces on faceted ice surfaces that intersect 
the substrate, as is described in [2019Lib, 
2012Lib]. In [2013Lib], we avoided this 
problem by restricting our observations to 
facets that did not contact the substrate, but 
that method precluded using simultaneous 
measurements of many crystals to obtain a 
greater experimental throughput. 
After additional investigation, it now 
appears that substrate interactions are not a 
huge problem, so hydrophobic coatings are 
applied to the substrate surface in the present 
apparatus to increase the ice/substrate contact 
angle and hopefully minimize substrate 
influences on the measured crystal growth 
rates. It appears that this strategy works fairly 
well except at exceptionally low growth rates 
[2019Lib2], but additional investigation is 
needed to examine this issue further.  
 
 
It is a practical impossibility to completely 
eliminate chemical impurities from any 
experimental apparatus, and it is difficult to 
know what impurity level is required before 
chemical effects are negligible. The available 
evidence suggests, however, that fairly high 
levels are needed to effect large changes in 
growth rates relative to perfectly clean air or a 
near-vacuum environment [2019Lib]. In the 
present apparatus, the test chamber is opened 
and cleaned between each run, and it appears 
that this is sufficient to reduce residual 
chemical effects to an acceptable level. 
 
 
Another factor that can affect ice growth is the 
thermal diffusion that removes latent heat 
generated by solidification. When a test crystal 
is resting on a substrate, this heat is mostly 
conducted through the ice to the substrate 
below, which acts as an infinite heat reservoir. 
This heat flow can be approximated by 
considering an infinite sheet of ice of thickness 
𝑅 resting on the substrate. If the sheet grows 
upward with a velocity 𝑣, then latent heating 
produces a temperature increase 
 
𝛿𝑇 ≈
𝐿𝑠𝑣𝜌𝑖𝑐𝑒𝑣𝑅
𝜅𝑖𝑐𝑒
(18) 
 
where 𝐿𝑠𝑣 is the solid/vapor latent heat per 
unit mass, 𝜌𝑖𝑐𝑒 is the density of ice, and 𝜅𝑖𝑐𝑒 is 
the thermal conductivity of ice. This yields an 
effective supersaturation correction of 
 
𝛿𝜎𝑡ℎ𝑒𝑟𝑚 ≈
𝜂𝐿𝑠𝑣𝜌𝑖𝑐𝑒𝑣𝑅
𝜅𝑖𝑐𝑒
(19) 
 
For example, at -5 C, 𝜂 ≈ 0.082 𝐾−1, 𝐿𝑠𝑣 ≈
2.8 × 106 𝐽/𝑘𝑔, 𝜌𝑖𝑐𝑒 ≈ 917 𝑘𝑔/𝑚
3, and 𝜅𝑖𝑐𝑒 ≈
2.3 𝑊𝑚−1𝐾−1, giving  
  
𝛿𝜎𝑡ℎ𝑒𝑟𝑚 ≈ 0.01% ∙ (
𝑅
10𝜇 
) (
𝑣
0.1 𝜇𝑚/𝑠
) (20) 
 
For hemispherical ice prisms as illustrated in 
Figure 3, one must add a dimensionless 
geometrical factor to this result that cannot be 
calculated analytically, but I estimate that this 
increases 𝛿𝜎𝑡ℎ𝑒𝑟𝑚 by roughly a factor of two.  
 Comparing 𝛿𝜎𝑡ℎ𝑒𝑟𝑚 in Equation 20 to 
𝛿𝜎𝑆𝑆𝐷 in Equation 13, we see that the thermal 
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correction is often negligible compared to 
particle diffusion effects. However, 𝛿𝜎𝑡ℎ𝑒𝑟𝑚 
cannot be reduced by operating at a low 
background gas pressure, so this can become 
an important correction factor at low 
pressures. 
 Another consideration when calculating 
𝛿𝜎𝑡ℎ𝑒𝑟𝑚 concerns the nature of the 
ice/substrate thermal coupling. If an ice crystal 
facet rests flat against a bare sapphire substrate, 
then the thermal surface coupling is likely quite 
good, so the above analysis of 𝛿𝜎𝑡ℎ𝑒𝑟𝑚 will be 
reasonably accurate. The addition of even a 
thin hydrophobic coating may change this 
analysis significantly, however, if the thermal 
conductivity of the coating is substantially less 
than that of ice. Moreover, superhydrophobic 
coatings may result in much larger thermal 
corrections, as they are often quite thick, 
involving minimal surface contact and internal 
microscopic air gaps.  
The addition of surface coatings may 
therefore introduce large and difficult-to-
calculate thermal corrections. Thus, while 
hydrophobic and superhydrophobic coatings 
can decrease unwanted substrate interactions, 
they may also increase unwanted thermal 
effects, so one should proceed with caution 
when using such coatings. 
 
 
When using the apparatus described above, it 
is typical to focus on well-formed simple 
hexagonal prisms with one prism facet resting 
flat against the substrate. This allows 
measurement of the effective radius 𝑅 of the 
prism (approximating the hexagonal cross 
section by a simple circle), the half-height 𝐻 of 
the prism, and the growth velocities 𝑣𝑅 =
𝑑𝑅/𝑑𝑡 and 𝑣𝐻 = 𝑑𝐻/𝑑𝑡. For such crystals, it is 
then possible to obtain information about both 
𝛼𝑏𝑎𝑠𝑎𝑙 and 𝛼𝑝𝑟𝑖𝑠𝑚 from a single series of 
measurements. 
 In contrast to the spherical case, it is not 
possible to produce a simple analytical analysis 
of the growth of faceted ice prisms [2001Woo]. 
And while a full 3D numerical analysis is 
possible, this can become quite tedious when 
examining the growth of many crystals. A 2D 
cylindrically symmetrical numerical analysis is 
simpler and faster, but again somewhat 
laborious in practice.  
To expedite the analysis of crystal growth 
data taken with this apparatus, therefore, I have 
adapted the spherical analysis described above 
for application to the growth of simple 
hexagonal prisms. The resulting “1.5D” model 
includes separate 𝛼𝑏𝑎𝑠𝑎𝑙 and 𝛼𝑝𝑟𝑖𝑠𝑚 terms, but 
uses the monopole approximation described in 
[2019Lib] to treat diffusion effects. As I 
describe in the following section, this simple-
prism model allows rapid numerical results, 
inclusion of the full range of correction factors 
described above, and provides a 
straightforward way to examine measurement 
and modeling uncertainties with relative ease.  
 To apply the monopole approximation, I 
define a volume-conserving effective spherical 
radius   
𝑅𝑒𝑓𝑓 =  (
2
3
𝑅2𝐻)
1/3
(21) 
 
so the volume of a sphere of this radius equals 
the total volume of the corresponding 
hexagonal prism. 
 In addition, because the rate of change of 
the volume of a hexagonal prism is equal to 
  
𝑑𝑉
𝑑𝑡
= 4𝜋𝑅 (𝐻𝑣𝑅 +
𝑅𝑣𝐻
2
)
≈ 4𝜋𝑅𝑣𝑘𝑖𝑛𝜎𝑠𝑢𝑟𝑓 (𝐻𝛼𝑝𝑟𝑖𝑠𝑚 +
𝑅𝛼𝑏𝑎𝑠𝑎𝑙
2
) (22)
 
 
I define an effective attachment coefficient  
  
𝛼𝑒𝑓𝑓 = (𝐻𝛼𝑝𝑟𝑖𝑠𝑚 +
𝑅𝛼𝑏𝑎𝑠𝑎𝑙
2
)
𝑅
𝑅𝑒𝑓𝑓
2 (23) 
 
which defines an effective spherical crystal 
having the same total growth rate (the same 
𝑑𝑉/𝑑𝑡) as the hexagonal prism. How these 
quantities are put into use is described in the 
next section. 
 I also modify the Gibbs-Thomson effect to 
deal with the hexagonal-prism case to a 
 
 
9 
 
reasonable approximation by using the 
effective surface curvatures  
 
𝜅𝑏𝑎𝑠𝑎𝑙 ≈
2
𝑅
𝜅𝑝𝑟𝑖𝑠𝑚 ≈
1
𝑅
+
1
𝐻
(24)
 
 
For the case of plate-like ice prisms, for 
example, this formulation provides that the 
thin prism edges will begin sublimating sooner 
than the broad basal faces when 𝜎𝑠𝑢𝑟𝑓 is slowly 
reduced to negative values, as is observed in the 
data example presented below. 
 In typical use, the 1.5D model provides a 
convenient and reasonably accurate method 
for modeling the growth of simple ice prisms, 
as long as the correction factors are not too 
large. In the 𝛼 ≪ 𝛼𝑑𝑖𝑓𝑓 limit, the diffusion 
corrections are small and the attachment 
coefficients 𝛼𝑏𝑎𝑠𝑎𝑙 and 𝛼𝑝𝑟𝑖𝑠𝑚 can easily be 
extracted from the growth data using Equation 
1. The purpose of the 1.5D model is to allow 
measurement of both 𝛼𝑏𝑎𝑠𝑎𝑙 and 𝛼𝑝𝑟𝑖𝑠𝑚 even 
when 𝛼 ≈ 𝛼𝑑𝑖𝑓𝑓. The model works best for 
nearly isometric prisms with 𝑅 ≈ 𝐻, and will 
give somewhat distorted results for thin plates 
or slender columns. Of course, when 𝛼 ≫
𝛼𝑑𝑖𝑓𝑓, it becomes exceedingly difficult to glean 
much useful information about the attachment 
coefficients from growth measurements 
[2019Lib, 2019Lib2]. 
 
A typical series of ice-growth data consists of a 
set of time-stamped images of the substrate 
with a corresponding measurement of the 
monitor voltage 𝑉𝑚𝑜𝑛(𝑡). From a visual 
inspection of the images, individual crystals are 
selected for detailed analysis, typically by 
finding especially well-formed prisms that are 
oriented with one prism facet resting flat 
against the sapphire surface. Measurements 
made from the images then yield 𝑅(𝑡) and 𝐻(𝑡) 
for each selected crystal. Often several suitable 
crystals are analyzed to examine crystal-to-
crystal variation within a single run, and 
multiple runs using ostensibly identical growth 
conditions are examined as well. 
 Because the diffusion corrections and 
other factors described in the preceding 
sections are often quite significant, I have 
found it useful to compare the measured 𝑅(𝑡) 
and 𝐻(𝑡) with model calculation of 𝑅𝑚𝑜𝑑(𝑡) 
and 𝐻𝑚𝑜𝑑(𝑡)  that are generated in the 1.5D 
prism model alluded to previously. In this 
section I describe the model calculations in 
some detail. 
 I follow a standard forward-modeling 
strategy in which a small seed crystal is 
numerically grown using a set of input initial 
conditions and physical parameters. The model 
inputs are then adjusted to reproduce the data, 
hopefully providing a reasonable fit to the 
entire set of 𝑅(𝑡) and 𝐻(𝑡) measurements. 
Importantly, this modeling strategy allows one 
to adjust each of the parameters to different 
degrees, and this process usually facilitates a 
satisfactory understanding of the measurement 
uncertainties and possible systematic errors. 
Model inputs include: 
 The measured 𝑉𝑚𝑜𝑛(𝑡) for the series, which 
usually exhibits a pre-determined time-
dependent behavior. Often 𝑉𝑚𝑜𝑛(𝑡) is kept 
constant for a time after nucleation to allow for 
growth under constant conditions, and then 
𝑉𝑚𝑜𝑛(𝑡) is ramped to slowly lower the 
supersaturation until sublimation occurs. 
 The value of 𝑉𝑚𝑜𝑛,0 that defines the point at 
which the supersaturation 𝜎𝑠𝑢𝑏𝑠𝑡,0 goes to zero. 
This value can be measured from independent 
measurements, but not to high accuracy. 
Therefore, 𝑉𝑚𝑜𝑛,0 is usually treated as an 
adjustable parameter determined mainly from 
the onset of sublimation in the image data, for 
the specific test crystal being analyzed. 
 The attachment coefficients 𝛼𝑏𝑎𝑠𝑎𝑙(𝜎𝑠𝑢𝑟𝑓) 
and 𝛼𝑝𝑟𝑖𝑠𝑚(𝜎𝑠𝑢𝑟𝑓), usually derived from a pre-
determined functional form with a small 
number of input parameters. 
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 Initial values of the crystal size, 𝑅(𝑡 = 0) 
and 𝐻(𝑡 = 0). 
Starting from these inputs, the code then 
calculates the growth of the crystal 
following these computational steps:  
 Calculate 𝜎𝑠𝑢𝑏𝑠𝑡,0 using Equation 4. 
 Compute 𝜎𝑠𝑢𝑏𝑠𝑡 = 𝜎𝑠𝑢𝑏𝑠𝑡,0 − 𝛿𝜎𝐿𝑆𝐷 using 
Equation 8 and the value of 𝛿𝜎𝐿𝑆𝐷 
determined below. For the first iteration of 
the growth series, both 𝜎𝑠𝑢𝑏𝑠𝑡 and 𝜎𝑠𝑢𝑟𝑓 are 
set equal to 𝜎𝑠𝑢𝑏𝑠𝑡,0. 
 Calculate 𝜎𝑠𝑢𝑟𝑓 using an iterative 
algorithm. From an initial estimate of 𝜎𝑠𝑢𝑟𝑓, 
calculate 𝛼𝑒𝑓𝑓(𝜎𝑠𝑢𝑟𝑓) using Equation 23. 
Then calculate 𝜎𝑠𝑢𝑟𝑓,𝑛𝑒𝑥𝑡 using Equation 17 
with 𝑅𝑒𝑓𝑓 provided by Equation 21, set 
𝜎𝑠𝑢𝑟𝑓 → 0.9𝜎𝑠𝑢𝑟𝑓 + 0.1𝜎𝑠𝑢𝑟𝑓,𝑛𝑒𝑥𝑡, and 
iterate. As long as the diffusion corrections 
are not too large, this process usually 
converges quickly, yielding 𝜎𝑠𝑢𝑟𝑓, 
𝛼𝑒𝑓𝑓(𝜎𝑠𝑢𝑟𝑓), 𝛼𝑏𝑎𝑠𝑎𝑙(𝜎𝑠𝑢𝑟𝑓) and 
𝛼𝑝𝑟𝑖𝑠𝑚(𝜎𝑠𝑢𝑟𝑓). This iterative algorithm uses 
the monopole (spherically symmetric) 
approximation to estimate the 
supersaturation at 𝑅𝑒𝑓𝑓, which is then used 
as an estimate of 𝜎𝑠𝑢𝑟𝑓 at all points on the 
crystal surface. Because this formulation 
conserves the crystal volume 𝑉 and the volume 
growth 𝑑𝑉/𝑑𝑡, as described above, it typically 
yields a reasonable approximation of 𝜎𝑠𝑢𝑟𝑓 for 
roughly isometric prisms. 
 Calculate the growth velocities for both the 
basal and prism facets using Equations 16 and 
24, and apply 𝐻 → 𝐻 + 𝑣𝑏𝑎𝑠𝑎𝑙𝑑𝑡 and 𝑅 → 𝑅 +
𝑣𝑝𝑟𝑖𝑠𝑚𝑑𝑡 to grow the crystal. 
 
 
To illustrate the forward modeling process on 
some real data, Figure 4 shows a section of an 
image of several ice crystals growing on the 
substrate. These crystals were grown at a 
temperature of -5 C in a reduced air pressure 
of 0.08 bar. After growing at an initial 
supersaturation of 𝜎𝑠𝑢𝑏𝑠𝑡,0 = 0.28% for about 
100 seconds, the supersaturation was slowly 
lowered in a linear ramp until the crystals 
showed significant sublimation. The circled 
crystal in Figure 4 was selected for further 
analysis, and Figure 5 shows a series of images 
of this crystal as it grew and then sublimated. 
Figure 6 shows measurements of 𝑅(𝑡) and 
𝐻(𝑡) extracted from these 27 images.   
 Referring to the black supersaturation line 
in Figure 6, this shows 𝜎𝑠𝑢𝑏𝑠𝑡,0 derived from 
the measured 𝑉𝑚𝑜𝑛(𝑡) − 𝑉𝑚𝑜𝑛,0 that was 
recorded as the crystals were growing, using 
Equation 4. The lower 𝜎𝑠𝑢𝑏𝑠𝑡 and 𝜎𝑠𝑢𝑟𝑓 curves 
were derived from the model, showing the 
magnitude of the two diffusion corrections. 
These corrections are generally small at low 
Figure 4: A 1mm x 1mm portion of a single 4mm x 
5mm image, taken 150 seconds after a nucleation pulse 
deposited about 150 tiny ice crystals on the substrate. 
The background illumination has a mottled 
appearance because the illumination source passes 
through the ice reservoir located 2mm above the 
substrate. From a visual inspection of the entire field, 
the circled crystal was selected for further analysis 
shown in Figures 5 and 6. 
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growth rates and low pressures, but can be 
quite large at an air pressure of 1 bar. 
 The initial spike in 𝜎𝑠𝑢𝑏𝑠𝑡,0 seen in Figure 6 
arises from the pulse of cold air exiting the 
expansion nucleator. This air cools the 
substrate plate slightly, thus increasing 𝜎𝑠𝑢𝑏𝑠𝑡,0 
by a small amount, and it takes some time for 
the temperature controller to correct this 
perturbation. The reservoir plate is also cooled 
by this pulse of cold air, but it is strongly 
coupled to the copper block that supports it, 
and thus the reservoir plate re-equilibrates in a 
short time. The substrate plate is only weakly 
thermally coupled via the temperature servo, 
however, which responds relatively slowly. The 
supersaturation ramp after 𝑡 = 90 seconds was 
driven by changing the servo set point from its 
initial constant value. 
 The early growth of the crystal, 
immediately after the nucleation pulse, is 
strongly affected by the Gibbs-Thomson 
effect, as the crystal size is exceedingly small. 
The size measurements are uncertain in this 
regime as well, owing to the finite resolution of 
the optical system. For these reasons, the 
model ignores the first two data points shown 
in Figure 6. 
 As described above, the zero-point voltage 
𝑉𝑚𝑜𝑛,0 was treated as an adjustable parameter 
in the model. The point at which 𝑅(𝑡) began to 
diminish was used to choose 𝑉𝑚𝑜𝑛,0, but it was 
also quite useful to vary 𝑉𝑚𝑜𝑛,0 to see how this 
affected the fit to the data, as a way to better 
understand the model uncertainties. 
 As seen in Figure 6, the model was abruptly 
terminated once 𝑑𝑅/𝑑𝑡 became negative. This 
happened at a slightly positive supersaturation, 
owing to the Gibbs-Thomson effect. In 
principle, the model could be extended to 
describe the subsequent sublimation, but I 
have not gotten satisfactory results in this 
regime. During sublimation, the morphology 
changes from that of a faceted prismatic crystal 
to a rounded figure, and I have not yet 
developed the model to the point that it 
adequately reproduces the sublimation 
behavior. 
The model shown in Figure 6 used 
𝛼𝑏𝑎𝑠𝑎𝑙(𝜎𝑠𝑢𝑟𝑓) = exp (𝜎0,𝑏𝑎𝑠𝑎𝑙/𝜎𝑠𝑢𝑟𝑓)  and 
𝛼𝑝𝑟𝑖𝑠𝑚(𝜎𝑠𝑢𝑟𝑓) = 𝐴𝑝𝑟𝑖𝑠𝑚exp (𝜎0,𝑝𝑟𝑖𝑠𝑚/𝜎𝑠𝑢𝑟𝑓) 
with 𝜎0,𝑏𝑎𝑠𝑎𝑙 = 0.73%, 𝜎0,𝑝𝑟𝑖𝑠𝑚 = 0.20%, and 
𝐴𝑝𝑟𝑖𝑠𝑚 = 0.25. Additional results of this nature 
Figure 5: Sub-images showing the growth and 
sublimation of the test crystal circled in Figure 
4. The time series runs from the upper left to 
the lower right. The distance between the 
basal surfaces is 2H, while R denotes the 
effective radius of the hexagonal prism. 
Measurements from these images yielded the 
data points shown in Figure 6.  
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can be found in [2019Lib2]. Note that the basal 
growth slowed and then halted substantially 
sooner than the prism growth, reflecting the 
higher nucleation barrier on the basal surfaces. 
Note also that the supersaturation 
corrections increased rapidly during the early 
growth, reflecting the rapidly increasing crystal 
size at this time. As the supersaturation 
decreased, the growth velocity decreased as 
well, yielding ever smaller supersaturation 
corrections during this time. 
 A particularly useful feature of this analysis 
model is its ability to examine systematic errors 
and uncertainties in both the measurements 
and analysis. For example, refitting the data 
(using different values of 𝜎0,𝑏𝑎𝑠𝑎𝑙, 𝜎0,𝑝𝑟𝑖𝑠𝑚, and 
other parameters) with different assumptions 
of 𝑉𝑚𝑜𝑛,0 provides a good indication of how 
much the kinetic parameters change with the 
uncertainty in determining 𝑉𝑚𝑜𝑛,0. By running 
many models using a variety of different input 
assumptions, it soon becomes fairly 
straightforward to extract a reasonable best-fit 
𝜎0,𝑏𝑎𝑠𝑎𝑙±𝛿𝜎0,𝑏𝑎𝑠𝑎𝑙 (for example) that includes a 
realistic uncertainty in the measured value. 
Alternatively, as was done in [2019Lib2], the 
model runs can also be used to extract 
measurements of 𝛼𝑏𝑎𝑠𝑎𝑙 and 𝛼𝑝𝑟𝑖𝑠𝑚 as a 
function of 𝜎𝑠𝑢𝑟𝑓, along with a reasonable 
understanding of the measurement and 
modeling uncertainties. While this overall 
analysis process is necessarily somewhat 
subjective, in practice it works quite well, and I 
have found that this strategy of examining 
many forward-modeling runs using different 
parameters is substantially superior to other 
analysis options. 
 In summary, the apparatus described 
above allows for precise measurements of the 
growth of simple ice prisms over a broad range 
of environmental conditions, specifically as a 
function of temperature, supersaturation, and 
background gas pressure. The experimental 
methodology is especially well suited for 
observing small ice crystals, just a few microns 
in size, in order to reduce unwanted particle-
diffusion effects. A versatile modeling strategy 
was also developed to disentangle the various 
physical processes that contribute to the 
observed crystal growth rates. This apparatus 
makes it possible to gain new insights into the 
ice/vapor attachment kinetics and, more 
generally, to better understand the 
Figure 6: The green and 
blue data points show 
measurements obtained 
from the set of images 
shown in Figure 5. The 
green and blue lines are 
from the growth model 
described in the text. The 
heavy black line shows 
𝝈𝒔𝒖𝒃𝒔𝒕,𝟎(𝒕) determined from 
the measured 𝑽𝒎𝒐𝒏(𝒕) 
together with the model 
parameter 𝑽𝒎𝒐𝒏,𝟎, as given 
in Equation 4. The grey 
line below 𝝈𝒔𝒖𝒃𝒔𝒕,𝟎(𝒕) shows 
𝝈𝒔𝒖𝒃𝒔𝒕(𝒕), while the line 
below that gives 𝝈𝒔𝒖𝒓𝒇(𝒕),  
both derived from the 
model. 
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fundamental physical processes that govern 
snow crystal growth.  
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