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We probe the existence of a many-body localized phase (MBL-phase) in a spinless fermionic
Hubbard chain with algebraically localized single-particle states, by investigating both static and
dynamical properties of the system. This MBL-phase can be characterized by an extensive number
of integrals of motion which develop algebraically decaying tails, unlike the case of exponentially
localized single-particle states. We focus on the implications for the quantum information propa-
gation through the system. We provide evidence that the bipartite entanglement entropy after a
quantum quench has an unbounded algebraic growth in time, while the quantum Fisher information
grows logarithmically.
Anderson localization is a wave phenomenon in which
transport in non-interacting fermionic systems can be
suppressed due to the presence of a quenched disorder po-
tential1,2, which localizes the single-particle eigenstates
exponentially in space 3. The question whether ergod-
icity is restored once the localized single-particle eigen-
states interact with each other has been debated for sev-
eral decades4–8, culminating in the discovery of a metal-
insulator transition (MIT) at finite energy-density9. This
MIT separates a delocalized phase, which is believed to
be thermal, from an ergodicity breaking phase known
as the many-body localized (MBL-) phase9–13. The
MBL-phase describes a perfect many-body insulator,
whose eigenstates are adiabatically connected to the non-
interacting localized ones, implying a full description in
terms of an extensive number of quasi-local integrals of
motion (LIOMs)14–20. The existence of the LIOMs em-
phasizes an emergent weak form of integrability16,21,22.
As a result, an MBL-phase can be described with arbi-
trary precision by an integrable localized quantum sys-
tem, often called l-bit Hamiltonian16. Although both
the Anderson localized phase and the MBL-phase have
similar static properties, their dynamics are intrinsically
different; interactions weakly couple the LIOMs inducing
a dephasing mechanism which leads to a logarithmically
slow entanglement propagation23–28.
The existence of the MBL-phase has been confirmed in
several numerical works10,29–35 as well as experimentally
using quantum simulators, such as ultracold atoms in op-
tical lattices36–39 and trapped ions40. Moreover, systems
where the single-particle spectrum is fully (or partially)
delocalized have also been found to show MBL41–44.
Thus it is not necessary to have exponentially localized
single-particle states a priori for MBL to exist. How
the l-bit picture changes in an MBL-phase where the
single-particle eigenstates are not exponentially localized
and its implications for information propagation, has not
been explored so far.
The aim of this work is to investigate the possi-
ble existence of an MBL-phase in the case where the
single-particle eigenstates are algebraically localized45,46
(ψE(x) ∼ 1/xα). We numerically show that an alge-
braic MBL-phase is indeed possible. In such a phase the
integrals of motion develop algebraically decaying tails.
This is different from the case with exponentially local-
ized single-particle states, where the corresponding MBL-
phase has exponentially decaying LIOMs.
Our study focus on quantum information propagation
in this algebraic MBL-phase. In particular, we study
the dynamics after a global quench and show that this
MBL-phase is characterized by an unbounded algebraic
growth of entanglement. We also investigate quantum
information transport through the quantum Fisher in-
formation47, and find that its propagation is logarith-
mically slow, in agreement with a recent experiment in
trapped ions, where a long-range disordered Ising model
was studied40.
The rest of the paper is organized as follows. In
Sec. I, we introduce the model and discuss the non-
interacting limit in which its single-particle eigenstates
are algebraically localized. In Sec. II A, we present nu-
merical evidence of the existence of an interacting local-
ized phase, studying static diagnostics, such as energy
level spacing statics, entanglement properties and fluc-
tuations of local observables. In Sec. II B, to provide
further evidence, non-equilibrium dynamical properties
of the model are inspected. In particular, we center our
attention on the imbalance48, which has been used as a
dynamical indicator for ergodicity breaking in several re-
cent experiments 36–39. In Sec. III, we study the quantum
mutual information49 and the long-time density-density
correlator14,50, and show that the LIOMs can have al-
gebraically decaying tails. While the quantum mutual
information gives us information about correlation func-
tions, the long-time limit of the density-density correla-
tor lets us access the LIOMs directly. In Sec. IV, we
investigate the information propagation in this localized
phase, focusing on the dynamics of bipartite entangle-
ment entropy and quantum Fisher information following
a quantum quench starting from a charge-density wave.
I. MODEL
We study the spinless fermionic Hubbard Hamiltonian
in one-dimension
Hˆ =
∑
x 6=y
(Jx,y cˆ
†
xcˆy+h.c.)+
∑
x
hxnˆx+V
∑
x
nˆxnˆx+1, (1)
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2where cˆ†x (cˆx) is the fermionic creation (annihilation) op-
erator at site x and nˆx = cˆ
†
xcˆx is the particle-density
operator. The constants {Jx,y} denote the long-range
hopping between sites x and y, and are defined as Jx,y =
Jy,x = µx,y/(1 + |x − y|2α)1/2. While α sets the power-
law decay exponent of the hopping and {µx,y} are in-
dependent uniformly distributed random variables be-
tween [−1, 1]. {hx} are random fields distributed be-
tween [−W,W ] and V is the interaction strength. L is
the length of the chain, N = L/2 the number of fermions
and boundary conditions are taken to be open. The aver-
age over disorder will be indicated with an overline over
the quantity taken into consideration (e.g. A).
The non-interacting limit of Hˆ is known as the power-
law random banded matrix model (V = 0), and it is
known to have a MIT as a function of α51–55. For V = 0
its single-particle eigenstates {ψE(x)} for α < 1 are de-
localized,
∑
x |ψE(x)|2q ∼ L(1−q) (q ≥ 1), and for α > 1{ψE(x)} are algebraically localized ψE(x) ∼ 1/xα. In the
limit α →∞ the single-particle eigenstates of Hˆ are ex-
ponentially localized and one recovers the paradigmatic
model having an MBL-transition10,24,29,32,35,56–61.
In this work we focus on the case in which the single-
particle eigenstates of Hˆ (Eq. 1) are algebraically local-
ized, hence we choose α > 1.
II. SPECTRAL & EIGENSTATE ANALYSIS
A. Static Properties
In this section we inspect static properties of Hˆ with
the aim to show the existence of an MBL-phase.
The resistance to have crossing of energy levels (level
repulsion) is a well known property of ergodic sys-
tems62–64. The level spacing statistics of an ergodic
system is expected to be the same as that of a ran-
dom matrix belonging to the same symmetry class62.
Thus the level spacing distribution in an ergodic phase
of Hˆ should be the Wigner-Dyson distribution62,63. On
the other hand, in a localized phase, due to the exis-
tence of LIOMs and thus an emergent integrability, en-
ergy levels tend to cross each other and the expected
probability distribution for the level spacing is the Pois-
son distribution62,63. A powerful method to distin-
guish these two cases is the so called r level statis-
tics29,65,66. Defining the r level spacing parameter by
r(n) = min (δ(n), δ(n+1))/max (δ(n), δ(n+1)), where δ(n) =
En+1 − En is the difference between two consecutive
many-body energy levels, and averaging over the eigen-
state index n, in the ergodic phase rGOE ≈ 0.530665,66
and in the localized one rPoisson = 2 log 2−165,66. Never-
theless, it is important to keep in mind the caveat that r
can have the rGOE value even if the system is non-ergodic,
for example in the case of fractal states67.
Figure 1 (a) shows the r level spacing parameter as a
function of W , averaged over both a few eigenstates of
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FIG. 1. (a): Level statistics as a function of disorder strength
W and fixed V for several system sizes L. The upper dashed
line is rGOE ≈ 0.5307, the value of r in case of Wigner-Dyson
level statistic. The lower dashed line is rPoisson = 2 log 2−1 ≈
0.3863, the value of r in the case of Poisson level statistic. Its
inset shows r level statistics parameter as a function of (W −
Wc)L
µ with Wc = 3.1 and ν = 1.3. (b): Fluctuations of the
expectation value of the density operator δn as a function of
W at fixed V and several L. (c): Disorder averaged bipartite
entanglement entropy S as a function of W for fixed V and
several L. Its inset shows the probability distribution PS of
S for several L in the localized phase W = 6. (d) Probability
distribution PS of S for several L in the delocalized phase
W = 1. The curves have been rescaled to underline Var[S] ∼
1/L and maxS PS ∼ L.
Hˆ in the middle of the spectrum68 and disorder con-
figurations, for several system sizes L and interaction
strength V = 1. We set α = 3 to ensure that the
single-particle states are algebraically localized also for
relatively small system sizes. At weak disorder strength
W , r reaches the value rGOE, while at stronger disorder,
r approaches rPoisson, providing evidence of the existence
of the two phases at least for the system sizes considered.
Moreover, using finite-scaling techniques we estimate the
value of the transition point Wc between the two phases,
by collapsing the curves for several L as a function of
(W −Wc)L1/ν , as shown in the inset of Fig. 1 (a). We
estimate Wc ∼ 3.1 and ν ∼ 1.3, however due to limita-
tion in system size, we can not rule out the possibility of
small logaritimic corrections (Wc ∼ logL)69, which will
imply the non existence of a localized phase.
A different quantity that can be studied to shed light
on the existence of an MBL-phase is the fluctuation of
local observables in eigenstates which belong to the same
3energy-density. We define
δn2 = Var[〈En|nˆx|En〉]E , (2)
where 〈En|nˆx|En〉 is the expectation value of nˆx in an
eigenstate of Hˆ and Var[·]E is the variance among few
eigenstates. The eigenstate thermalization hypothesis
(ETH)63,70–72 states that in the thermal phase the ex-
pectation value 〈En|nˆx|En〉 is a smooth function of the
energy-density and δn2 is exponentially suppressed in
system size (δn2 ∼ e−cL). Instead, in the localized phase
ergodicity is broken and the difference |〈En|nˆx|En〉 −
〈En+1|nˆx|En+1〉| ∼ O(L0)10, thus the fluctuation does
not scale to zero with L (δn2 ∼ O(L0)).
Figure 1 (b) shows δn2 as a function of W for several
system sizes L. δn2 has been computed using few eigen-
states of Hˆ in the middle of the spectrum, therefore in the
thermodynamic limit (L→∞) they will converge to the
same energy-density. For weak disorder W , δn2 decays
exponentially to zero with L as expected in a thermal
phase. On the other hand, at strong disorder the curves
are converged with L and ergodicity is broken. Moreover,
the value of Wc is consistent with the one obtained from
the r level statistic.
Finally, we investigate entanglement properties of the
eigenstates of Hˆ, using the bipartite half-chain entangle-
ment entropy49
S = −TrρˆL/2 log ρˆL/2, (3)
where ρˆL/2 denotes the reduced density matrix of half of
the system in an eigenstate in the middle of the spectrum.
S gives us the information on how one half of the chain
is correlated to the other. S has been used to describe
the MBL-transition in the case where the single-particle
states are exponentially localized (i.e. α → ∞). In the
ergodic phase, the two halves of the system are highly en-
tangled and S has a volume-law scaling10,29,30, S ∼ L. In
the localized phase, only near by sites are entangled and
S has an area-law, implying that in a one-dimensional
system S ∼ O(L0)10,29,30.
Figure 1 (c) shows the disorder averaged S for eigen-
states in the middle of spectrum of Hˆ as a function of
W for several L. In agreement with previous results,
S shows two different scalings with L depending on the
value of W . For small W , S has a volume-law scaling,
while at large W , S does not scale with L (area-law), con-
sistent with the existence of a delocalized and a localized
phase respectively. Figures 1 (c), (d) show the probabil-
ity distribution PS of S for two different values of W ,
one in the delocalized phase (W = 1) (Fig. 1 (d)) and
another in the localized phase (W = 6) (inset of Fig. 1
(c)). In the delocalized phase, the width of PS shrinks
to zero in the thermodynamic limit with Var[S] ∼ 1/L
and maxS PS ∼ L, converging thus to a delta function,
as expected in a thermal phase29. In the localized phase,
PS does not scale with L, since S obeys an area-law, and
in addition PS develops exponential tails.
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FIG. 2. (a), (b): The disorder averaged imbalance I(t) for
W = 1 (delocalized phase) and W = 6 (localized phase) re-
spectively for several system sizes L and α = 3. The initial
state is the charge-density wave |ψ〉 =∏L/2s cˆ†2s|0〉.
B. Dynamical Properties
In order to provide further evidence for the existence
of a localized phase, we inspect dynamical properties of
the model. A useful dynamical probe to distinguish a
delocalized phase from a localized one is the imbalance,
which has been used in several experiments in cold-atoms
systems36–39. This quantity is defined as36–39,48
I(t) =
∑
x(−1)x〈nˆx(t)〉
N
, (4)
where nˆx(t) = e
itHˆ nˆxe
−itHˆ with the initial state being
the charge-density wave |ψ〉 = ∏L/2s=1 cˆ†2s|0〉, thus ensuring
I(0) = 1. If the system is ergodic, I(t) decays to zero with
time, as the long-time limit of 〈nˆx(t)〉 depends only on the
energy-density of the initial state, thus losing the memory
of the initial state. In contrast, in the localized phase,
I(t) > 0 also in the long-time limit, thus conserving some
memory of the local structure of |ψ〉.
Figures 2 (a), (b) show the imbalance averaged over
disorder I(t) as a function of time for several system
sizes, which has been computed using Chebyshev inte-
gration techniques50. For W = 1, I(t) shows delocaliza-
tion, decaying with time, as shown in Fig. 2 (a). After
a fast decay at short times (∼ O(1)), a slower decay
takes place. For t . 80 the decay is consistent with a
power law (I(t) ∼ t−a1), with a1 < 0.5 indicating that
the transport at least within these time scales is sub-
diffusive48. However, for longer times t & 80, a clear
bending is visible, which could be the indication of a new
time regime with a faster decaying of I(t) ∼ t−a2 with
a2 > a1. Due to strong finite-size effects we are not able
to extract the power a2, since it is still L dependent. For
this reason, we can not rule out the possibility that dif-
fusion (a2 = 1/2) could be restored at larger time scales
in the thermodynamic limit50. For W = 6, I(t) shows a
typical ergodicity breaking behavior saturating with time
(limt→∞ I(t) > 0), and thus giving further indication of
the existence of a localized phase.
4III. ALGEBRAIC LOCALIZATION
Having given numerical evidence of the existence of a
localized phase, we now turn to questions regarding its
nature.
The MBL-phase in the limit α → ∞ is characterized
by the existence of the LIOMs {τˆx}73 which are expo-
nentially localized in space14–20
1
N Tr[τˆxAˆy] ∼ e
−|x−y|/ξ, (5)
where Aˆy is a local observable at site y, N =
(
L
N
)
is
the dimension of the Hilbert space, and ξ is the local-
ization length. Moreover, it is believed that the LIOMs
in this case are adiabatically connected to the integrals
of motion of the non-interacting case (V = 0) via a se-
quence of local unitary transformations (finite-depth uni-
tary operations), which gives rise to an emergent integra-
bility16,21,22. Expressing the Hamiltonian Hˆ in terms of
{τˆx}
Hˆ =
∑
j
∑
x1<x2<···<xj
b(j)x1,x2,..,xj τˆx1 · · · τˆxj , (6)
with b
(j)
x1,x2,..,xj ∼ e−mini,j |xi−xj |/ξ, we can approximate
Hˆ to arbitrary precision (also in the thermodynamic
limit) by truncating the sum over j in Eq. 6. It is impor-
tant to note that a similar Hamiltonian representation
(Eq. 6) exists for any finite system also in an ergodic
phase. However, in this case the integrals of motion are
spread over the chain 1N Tr[τˆxAˆy] ∼ 1/L, and the sum
in Eq. 6 cannot be truncated once the limit L → ∞ is
taken20.
Assuming that the adiabatic connection between non-
interacting and interacting eigenstates holds also in
the localized phase of Hˆ (Eq. 1), we can expect that
{τˆx} for the interacting case are algebraically localized
( 1N Tr[τˆxAˆy] ∼ 1/|x − y|β) as in the non-interacting
case. For V = 0 one could take {τˆx = ηˆ†xηˆx}, where
ηˆ†x (ηˆx) is the fermionic creation (annihilation) operator
of the single-particle eigenstate ψx of Hˆ(V = 0) with
localization center at site x and single-particle energy
x (Hˆ(V = 0) =
∑
x xηˆ
†
xηˆx). For example, choosing
Aˆy = nˆy, therefore;
1
N Tr[τˆxnˆy] =
|ψx(y)|2
2
+ cL(1− |ψx(y)|2) ∼ 1|x− y|2α ,
(7)
with cL =
1
4
L−2
L−1 .
We now provide numerical evidence for the validity
of our assumptions. We focus on two different quanti-
ties: First, we consider the quantum mutual information
(QMI) for two sites of the chain in eigenstates of Hˆ, which
gives us information about the decay of two-point corre-
lation functions. Second, with the aim to get insight into
the integrals of motion of Hˆ, we study the long-time be-
havior of the density-density correlator.
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FIG. 3. (a): QMI as a function of the distance x for several
system sizes L, α = 3 and W = 6. The dashed line represents
the non-interacting case (Ix ∼ 1/xα) for L = 16. (b): Long-
time limit of the density-density correlator also for W = 6
and α = 3. The dashed line is Π(x,∞) for V = 0 and L = 16.
The QMI for two sites of the chain is defined as
Ix = S([x0]) + S([x0 + x])− S([x0] ∪ [x0 + x]), (8)
where S(A) is the entanglement entropy, defined in Eq. 3,
with ρˆA the reduced density matrix of the chain-subset
A (e.g. A = [x0] ∪ [x]), and x0 denotes the leftmost site
of the chain. The computation of Ix involves two-point
correlation functions and it quantifies the total amount
of classical and quantum correlations in the system74–79.
The QMI for two sites has been shown to be a useful
probe to detect a MIT. Particularly, in an exponentially
localized phase, Ix decays exponentially with the dis-
tance (Ix ∼ e−x/ξ1). Instead, in the presence of an al-
gebraic localization, we expect Ix to have a power-law
behavior (∼ 1/xβ1). Moreover, for V = 0, β1 = α since
the behavior of the QMI is dominated by the decay of
the single-particle wavefunctions80 (ψE(x) ∼ 1/xα).
We benchmark the behavior of the QMI for the power-
law random banded matrix model (V = 0), as shown in
Fig. 3 (a) (dashed line). For V = 0 (dashed line), as the
system is algebraically localized, Ix decays algebraically
with the distance x (∼ 1/xβ1), making the QMI not just
a useful probe to distinguish between extended and local-
ized states but also to inspect different kinds of localized
phases. Moreover, the decay rate β1(V = 0) ≈ α, in good
agreement with our prediction.
Figure 3 (a) shows the QMI in the localized phase for
the interacting case of Hˆ (V = 1) for several system sizes
L. Here, also the QMI decays algebraically with the dis-
tance x (Fig. 3 (a)), and with a rate smaller than one of
the non-interacting case (β1(V = 0) = α < β1(V 6= 0))
as expected. The Pinsker’s inequality75,81 gives an up-
per bound for correlation functions in terms of the QMI,
implying that in our case all the two-point correlation
functions decay at least as fast as Ix. Nevertheless, it
is natural to expect that generic two-point correlation
functions will decay also algebraically with the distance.
While the existence of an adiabatic connection between
the non-interacting and the interacting LIOMs in the lo-
5calized phase is established15,21, an efficient construction
of the latter remains still a challenging task. Neverthe-
less, we can get insights into {τˆx} by studying the long-
time limit of the time-dependent density-density correla-
tor24,82–84, defined as
Φ(x, t) =
1
N Tr
[
(nˆx(t)− 1
2
)(nˆ0 − 1
2
)
]
, (9)
which carries information about the spread of correlation
in the system. Moreover, its long-time limit
Φ(x,∞) = lim
T→∞
1
T
∫ T
0
Φ(x, t)dt, (10)
gives direct access to the integrals of motion as shown in
Ref. 14. The time-averaged operator
nˆt.-av.x = lim
T→∞
1
T
∫ T
0
nˆx(t)dt, (11)
is an integral of motion ([Hˆ, nˆt.-av.x ] = 0), and thus
Φ(x,∞) = 1N Tr
[
(nˆt.av.x − 12 )(nˆ0 − 12 )
]
(Eq. 5).
We renormalize the correlator Φ(x, t) via its Fourier
transform Φ(q, t) = Fq[Φ(x, t)]85
Π(x, t) = Fx
[
Φ(q, t)
Φ(q, t = 0+)
]
, (12)
after imposing limq→0
Φ(q,t)
Φ(q,t=0+) = 1
50. In this way,
Π(x, t) has a clear interpretation in terms of the
wave-packet spreading, since limt→0+ Π(x, t) = δx,0,∑
x Π(x, t) = 1, and Π(x, t) ≥ 050.
Figure 3 (b) shows the long-time limit of Π(x, t) in a
linear-logarithmic scale as a function of the distance x for
a fixed disorder strength W = 6 in the localized phase of
Hˆ, underlining that the decay is slower than an exponen-
tial. Indeed, for V = 0 (dashed line) the decay of Π(x,∞)
is consistent with a power-law decay (Π(x,∞) ∼ 1/|x|β),
as expected, since the single-particle wavefunctions are
algebraically localized. For the interacting case (V 6= 0),
Π(x,∞) has also a decay that is slower than exponential
and it could be algebraic, agreeing with the algebraic de-
cay of two-point correlations functions. It is important to
mention, that due to the limitation in system size of exact
diagonalization techniques, we are not able to reliably ex-
tract the decay-rate of Π(x,∞). Furthermore, it is worth
noting that the difference of Π(x,∞) between the inter-
acting case and the non-interacting one is relatively small
and it is visible only for large x, even if the interaction
strength V is 1/6 of the disorder strength W . The last
remark could indicate that the adiabatic connection be-
tween the non-interacting integrals of motion and the in-
teracting ones could still be valid also in the algebraically
localized phase, implying that the {τˆx(V 6= 0)} could be
constructed perturbativly starting from {τˆx(V = 0)}.
IV. INFORMATION PROPAGATION
We now show the implications of algebraic MBL on
quantum information propagation. We restrict our study
to the regime of strong disorder and weak interactions, so
that we can apply a recent method developed in Ref. 86.
This method is based on perturbation theory and gives
an efficient solution of the dynamics of weakly interacting
localized systems, pinning down the essential mechanisms
for the information propagation in an MBL-phase.
As a first approximation, in the limit of weak interac-
tions, one could take the integrals of motion to be the
ones of the non-interacting model {τˆx = ηˆ†xηˆx}, thus ob-
taining the effective Hamiltonian
Hˆeff =
∑
x
xηˆ
†
xηˆx + V
∑
x,y
Bx,y ηˆ†xηˆxηˆ†y ηˆy, (13)
where {ηˆ†x} ({ηˆx}) defined in Sec. II, are the fermionic
creation (annihilation) operators of the single-particle
eigenstates {ψx} of Hˆ(V = 0) with single-particle energy
x. The coefficients {Bx,y} can be found perturbatively
in the limit of weak interactions86
Bx,y =
∑
z
[|ψx(z)|2|ψy(z + 1)|2
− ψx(z)ψy(z)ψx(z + 1)ψy(z + 1)].
(14)
Importantly, the model Hˆeff (Eq. 13) in this represen-
tation is a classical Ising model, and its eigenstates are
the non-interacting Slater determinant states. The role
of the term
∑
x,y Bx,y ηˆ†xηˆxηˆ†y ηˆy is to weakly correlate
the eigenenergies of the non-interacting model, reproduc-
ing the dephasing mechanism of an interacting localized
phase, which is responsible for the propagation of entan-
glement. Moreover, since the single-particle eigenstates
decay in space with the same rate of the hopping con-
stants (ψx(z) ∼ 1/|x − z|α), we have Bx,y ∼ 1/|x − y|4α
as first approximation.
The Heisenberg equation for the creation operator ηˆ†x
reads
dηˆ†x
dt
= i[Hˆeff, ηˆ†x]
= ixηˆ
†
x + iV
∑
y
B˜x,y ηˆ†y ηˆy ηˆ†x,
(15)
where B˜x,y = Bx,y + By,x. The solution of Eq. (15) is
given by
ηˆ†x(t) = e
+itx+itV
∑
y B˜x,y ηˆ†y ηˆy ηˆ†x. (16)
The knowledge of the time dependence of the operators
{ηˆ†x} and the use of the Wick’s theorem to calculate scalar
products between many-body states allow us to inspect
larger system size than the ones accessible by the exact
diagonalization at arbitrary time scales.
We first inspect the bipartite entanglement entropy,
S(t), after a global quench starting from |ψ〉 =
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FIG. 4. (a): Disorder averaged bipartite entanglement entropy S(t) after a quantum quench starting from |ψ〉 = ∏L/2s cˆ†2s|0〉
for several system sizes L, α = 4, W = 7 and weak interactions V = 0.01. The dashed line is S(t) for the non-interacting case
(V = 0) for L = 24. (b): S(t) for fixed V = 0.01, W = 7, L = 20 for several α. S(t) has been resclated to underline that in
the weak interaction regime S(t) ∼ t1/4α. (c): Quantum Fisher information fQ(t) ∼ log t for several L, α = 4, W = 7 and
V = 0.01. The dashed line is fQ(t) for the non-interacting case (V = 0) and L = 36. All panels are obtained using Hˆ
eff.
∑L/2
s cˆ
†
2x|0〉17,23, as a dynamical probe for information
propagation. In Fig. 4 (a) (inset) we compare the
exact dynamics computed using Hˆ (Eq. 1) with the
approximate one using the effective Hamiltonian Hˆeff
(Eq. 13). We calculate the relative error δS(t) =
|S(t)− Sapprox(t)|/S(t), where S(t) and Sapprox(t) are
the entanglement entropies computed using Hˆ and Hˆeff
respectively. In the weak interaction regime (V = 0.01)
at strong disorder, W = 7, and α = 4, δS(t) does not
increase with L or with t, and it is below 1%, thus giving
evidence that at least for these parameters, our approxi-
mation (Eq. 13) is reliable. In what follows, we focus our
study on the weakly interacting regime at strong disor-
der, thus benefiting from the efficiency of the dynamics
simulation generated with Hˆeff.
Figure 4 (a) shows the disorder averaged entanglement
entropy S(t) for several system sizes L at strong disor-
der W = 7 and weak interactions V = 0.01. The results
are obtained by evolving the initial state |ψ〉 with the
effective Hamiltonian Hˆeff, allowing us to present con-
verged curves over many decades in time (t . 108) up
to L = 24. S(t) has an algebraic propagation in time
(S(t) ∼ tγ), and its long-time limit has a volume-law
scaling, limt→∞ S(t) ∼ L (but not thermal). In the non-
interacting case V = 0, S(t) saturates in the long-time
limit to an L independent value, showing that the al-
gebraic growth is only due to interactions at least for
α ≥ 387. The origin of this algebraic spread of infor-
mation is due to a dephasing mechanism induced by the
interactions which are able to entangle degrees of freedom
far away in space, as explained in Ref. 25. The dephasing
time at which two localized degrees of freedom at distance
x get correlated is given by tdeph ∼ B−10,x ∼ |x|4α, lead-
ing to an algebraic growth of the entanglement entropy
S(t) ∼ t1/4α (γ ∼ 1/4α). Figure 4 (b) shows S(t) for
several α and fixed system size L = 20. For all inspected
values of α, the entanglement entropy grows algebraically
with time (S(t) ∼ tγ(α)). Moreover, the curves in Fig. 4
(b) have been rescaled to show that γ ∼ 1/4α, obtaining
an α independent error of ≈ 15%, this discrepancy could
be due to the too crude approximation Bx,y ∼ 1/|x−y|4α.
Furthermore, we investigate the transport of informa-
tion via the quantum Fisher information (QFI) for the
charge-density wave
fQ(t) =
4
L
[
〈Oˆ(t)2〉 − 〈Oˆ(t)〉2
]
, Oˆ =
∑
x
(−1)xnˆx.
(17)
The QFI is an experimentally accessible measure, involv-
ing only two-point functions, and it quantifies the spread
of correlations, measuring quantum-fluctuations of an op-
erator Oˆ40,47,88–92. Recently, it has been shown that in an
exponential MBL-phase (i.e. α→∞), fQ(t) could have a
sub-logaritimically slow propagation (fQ(t) ∼ log log t),
while in an Anderson localized phase it saturates quickly
with time (limt→∞ fQ(t) ∼ O(L0)). Thus, the QFI can
be used to distinguish a non-interacting localized phase
from an interacting one. We now present the results for
the QFI propagation in the algebraically localized phase
of Hˆ. Figure 4 (c) shows the disorder averaged fQ(t) for
the non-interacting and weakly interacting case for sev-
eral system sizes up to L = 36, by evolving the state |ψ〉
with Hˆeff. For the non-interacting case at α = 4, fQ(t)
saturates with time (Fig. 1 (c), dashed line), showing a
similar behavior like in an Anderson insulator (V = 0
and α → ∞)86. In the algebraic MBL-phase, fQ(t) af-
ter a quick propagation which overlaps with the non-
interacting case, at times ∼ O(V −1) interaction effects
set in, producing a logaritimic growth of the QFI, as
shown in Fig. 4 (c). This result should be compared to
7LIOMs Ix I(t) S(t) fQ(t)
algebraic MBL Tr[τˆxAˆy] ∼ 1/|x− y|β ∼ 1/xβ1 I(t) > 0 ∼ tγ ∼ log t
exponential MBL Tr[τˆxAˆy] ∼ e−|x−y|/ξ ∼ e−x/ξ1 I(t) > 0 ∼ log t ∼ log log t
TABLE I. Summary of the main differences between an algebraic and an exponential MBL-phase (α→∞).
the α → ∞ limit, in which the propagation of fQ(t) is
parametrically slower (∼ log log t).
In Ref. 40 fQ(t) has been measured experimentally in a
long-range interacting disordered quantum Ising model,
finding that it grows logarithmically with time. The
long-range interaction could introduce an algebraic de-
phasing term, like
∑
x,y Bx,y ηˆ†xηˆxηˆ†y ηˆy in Eq. 13 with
Bx,y ∼ 1/|x − y|β , which will reproduce the logaritimic
growth of fQ(t).
V. CONCLUSIONS
In this work, we investigated the stability of an MBL-
phase in a model possessing algebraically localized single-
particle eigenstates. In particular, we studied a spinless
fermionic Hubbard chain with long-range random hop-
ping and short-range interactions. The non-interacting
case is known as power-law random banded matrix model
and for α > 1 (power-law decay exponent of the hop-
ping), its single-particle eigenstates are algebraically lo-
calized, meaning that they develop long-range power-law
tails.
We provided numerical evidence that an interacting
localized phase can still persist once the algebraically
localized single-particle states interact via short-range
density-density interactions, inspecting several MBL
markers. At sufficiently strong disorder, the level statis-
tics of energy levels is Poissonian, fluctuation in eigen-
states of local observables do not scale to zero with sys-
tem size violating the eigenstate thermalization hypoth-
esis, and finally the bipartite entanglement entropy of
eigenstates shows the typical area-law scaling of a local-
ized phase.
Moreover, in order to give further confirmation of
the existence of an MBL-phase, we inspected the non-
equilibrium dynamical properties of the system, focusing
on the relaxation of an initial charge-density wave. We
observed that no relaxation takes place, meaning that
some memory of the local structure of the initial state is
preserved over large time scales, which signifies a break-
down of ergodicity.
This MBL-phase can be characterized by the existence
of an extensive number of integrals of motion, which
develop algebraic decaying tails, thus implying an adia-
batic connection with the integrals of motion of the non-
interacting case. In particular, in this algebraic MBL
the quantum mutual information between two sites de-
cays as a power-law with the distance, and the long-time
limit of the density-density correlator, which provides a
direct access to the integrals of motion, has algebraically
decaying tails.
We then focus on the characterization of information
propagation in the algebraic MBL-phase. In this phase,
interactions couple the power-law localized integrals of
motion, producing a dephasing mechanism which gener-
ates an unbounded algebraic growth of entanglement en-
tropy. In the limit of weak interactions we relate the rate
of the growth with the power of the algebraic decay of the
single-particle states. We also probed quantum informa-
tion transport through the propagation of the quantum
Fisher information after a quantum quench, showing that
it grows logaritimically slowly in time. We commented
the last result in view of a recent experiment in trapped
ions setup, where the dynamics of the quantum Fisher
information for a long-range interacting Ising was mea-
sured.
Finally, table I summarizes the main differences be-
tween an MBL-phase with exponentially localized single-
particle states (exponential MBL-phase) and the alge-
braically localized one. In both phases ergodicity breaks
down, and even though particle transport is absent, in-
formation can still propagate through the system. Nev-
ertheless, the algebraically localized single-particle states
change the interaction-induced dephasing mechanism, al-
lowing a faster information propagation than in an expo-
nential MBL-phase.
VI. NOTE
In completing the manuscript we have become aware
of a related work on algebraic MBL93.
In Ref. 87 a similar model with deterministic hop-
ping (Jx,y = J/|x − y|α) has been considered. Its non-
interacting limit, called the Burin-Maksimov model46,
hosts algebraically localized single-particle states for any
α and it has also a zero-density of delocalized states45,46.
Inspecting system sizes up to L = 16 at strong disorder
W ≈ 20 in Ref. 87 (e.g. Fig. 3 (k)) it was concluded that
the entanglement entropy grows logarithmically slowly
with time (S(t) ∼ log t). We believe, that for the chosen
parameters their system sizes are too small to resolve the
algebraic growth of entanglement. Moreover, the role of
algebraically localized single-particle states was not dis-
cussed.
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