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BOUNDS ON THE MAXIMAL BOCHNER-RIESZ MEANS
FOR ELLIPTIC OPERATORS
PENG CHEN, SANGHYUK LEE, ADAM SIKORA, AND LIXIN YAN
Abstract. We investigate Lp boundedness of the maximal Bochner-Riesz means for self-adjoint op-
erators of elliptic type. Assuming the finite speed of propagation for the associated wave operator,
from the restriction type estimates we establish the sharp Lp boundedness of the maximal Bochner-
Riesz means for the elliptic operators. As applications, we obtain the sharp Lp maximal bounds for
the Schro¨dinger operators on asymptotically conic manifolds, the harmonic oscillator and its pertur-
bations or elliptic operators on compact manifolds.
1. Introduction
Convergence of the Bochner-Riesz means and boundedness of the associated maximal operators
on Lebesgue Lp spaces are among the most classical problems in harmonic analysis. The study on
the Bochner-Riesz means can be seen as an attempt to justify the Fourier inversion. We begin with
recalling the Bochner-Riesz means on Rn which are defined by, for α ≥ 0 and R > 0,
Ŝ α
R
f (ξ) =
(
1 − |ξ|
2
R2
)α
+
f̂ (ξ), ∀ξ ∈ Rn.(1.1)
Here (x)+ = max{0, x} for x ∈ R and f̂ denotes the Fourier transform of f . The associated maximal
function which is called ‘maximal Bochner-Riesz operator’ is given by
S α∗ f (x) = sup
R>0
|S αR f (x)|.(1.2)
The problem of characterizing the optimal range of α for which S α (and S α∗ ) is bounded on L
p(Rn)
is known as the Bochner-Riesz (and maximal Bochner-Riesz) conjecture. It has been conjectured
that, for 1 ≤ p ≤ ∞ and p , 2, S α
R
is bounded on Lp(Rn) if and only if
(1.3) α > α(p) = max
{
n
∣∣∣∣∣1p − 12
∣∣∣∣∣ − 12 , 0
}
.
We refer the reader to [14], Stein’s monograph [44, Chapter IX] and Tao [48] for historical back-
ground and more on the Bochner-Riesz conjecture. It was shown by Herz that for a given p the
above condition on α is necessary, see [22]. Carleson and Sjo¨lin [8] proved the conjecture when
n = 2. Afterward substantial progress has bee made [49, 26, 3, 19], but the conjecture still remains
open for n ≥ 3.
Concerning the Lp boundedness of S α∗ , for p ≥ 2 it is natural to expect that S α∗ is bounded on Lp
on the same range where S α
R
is bounded, see e.g. [26, 28]. This was shown to be true by Carbery
[7] when n = 2. In dimensions greater than two partial results are known. Christ [10] showed that
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S α∗ is bounded on L
p if p ≥ 2(n + 1)/(n − 1) and α > α(p), and the range of p was extended by the
second named author to the range p > 2(n + 2)/n in [26] and see [27] for the most recent progress.
In this paper we focus on the case p ≥ 2 but it should be mentioned that, for p < 2, the range
of α where S α∗ is bounded on L
p is different from that of S α
R
. Tao [46] showed that the additional
restriction α ≥ (2n − 1)/(2p) − n/2 is necessary. Besides, when n = 2 he obtained an improved
estimate over the classical result [47].
Bochner-Riesz means for elliptic operators. Since the Bochner-Riesz means are radial Fourier mul-
tipliers, they can be defined in terms of the spectral resolution of the standard Laplace operator
∆ =
∑n
i=1 ∂
2
xi
. This point of view naturally allows us to extend the Bochner-Riesz means and the
maximal Bochner-Riesz operator to arbitrary positive self-adjoint operator. For this purpose sup-
pose that (X, d, µ) is a metric measure space with a distance d and a measure µ, and that L is a
non-negative self-adjoint operator acting on the space L2(X). Such an operator admits a spectral
resolution
L =
∫ ∞
0
λdEL(λ).
Now, the Bochner-Riesz mean of order α ≥ 0 can be defined by
(1.4) S αR(L) f (x) =

∫ R2
0
(
1 − λ
R2
)α
dEL(λ) f
 (x), x ∈ X
and the associated maximal operator is given by
S α∗ (L) f (x) = sup
R>0
|S αR(L) f (x)|.(1.5)
If we set L = −∆, the operators S α
R
(−∆) and S α∗ (−∆) coincide with the classical S R and S α∗ , respec-
tively. In this paper we aim to investigate Lp-boundedness of the maximal Bochner-Riesz given by
a certain class of self-adjoint operators.
Restriction estimates. The celebrated Stein-Tomas restriction estimate to the sphere played an im-
portant role in the development of Bochner-Riesz problem (see [44]). This estimate can be refor-
mulated in terms of spectral decomposition of the standard Laplace operator. Indeed, for λ > 0 let
Rλ be the restriction operator given by Rλ( f )(ω) = fˆ (λω), where ω ∈ Sn−1 (the unit sphere). Then
dE √−∆(λ) = (2π)
−nλn−1R∗λRλ.
Thus, putting L = −∆, the Stein-Tomas theorem ([44, p. 386]) is equivalent to the estimate
(1.6) ‖dE √L(λ)‖p→p′ ≤ C λn(
1
p
− 1
p′ )−1, λ > 0
for 1 ≤ p ≤ 2(n+1)/(n+3). In [20] Guillarmou, Hassell and the third named author showed that the
estimate (1.6) remains valid for the Schro¨dinger type operators on asymptotically conic manifolds.
It is easy to check that (1.6) is equivalent to the following estimate:
(Rp)
∥∥∥F(√L )∥∥∥
p→2 ≤ CR
n
(
1
p
− 1
2
)∥∥∥δRF∥∥∥2
for any R > 0 and all Borel functions F supported in [0,R], where the dilation δRF is defined by
δRF(x) = F(Rx) (see [9, Proposition I.4] ).
Observation regarding relation between restriction estimate and the sharp Lp-boundedness (the
boundedness of S α
R
in Lp for α satisfying (1.3)) of the Bochner-Riesz means goes back to as far
as Stein [17] (and also see [44]). The argument in [17] and the Stein-Tomas restriction estimate
give the sharp Lp estimates for S α
R
(−∆) for p satisfying max(p, p′) ≥ 2(n + 1)/(n − 1). Likewise, it
3is natural to suspect if there is a similar connection between (Rp) and the sharp L
p bound for S α
R
(L)
when L is a general elliptic operator. This question was explored in [9]. In fact, it was shown in [9,
Corollary I.6] that if the operator L satisfies the finite speed of propagation property and the con-
dition (Rp), then the Bochner-Riesz means are bounded on L
p(X) spaces for p on the range where
(Rp) holds if α > max(0, n|1/p − 1/2| − 1/2).
Our first result is the maximal generalization of the aforementioned result in [9].
Theorem A. Let B(x, r) = {y ∈ X : d(x, y) < r} and V(x, r) = µ(B(x, r)). Suppose that
(1.7) C−1rn ≤ V(x, r) ≤ Crn
holds for all x ∈ X, and L satisfies the finite speed of propagation property (see, Definition 2.1) and
the condition (Rp0) for some 1 ≤ p0 < 2. Then the operator S α∗ (L) is bounded on Lp(X) whenever
2 ≤ p < p′0, and α > α(p0) = max
{
n
(
1
p0
− 1
2
)
− 1
2
, 0
}
.(1.8)
As a consequence, if f ∈ Lp(X), then for p and α satisfying (1.8),
lim
R→∞
S αR(L) f (x) = f (x), a.e.
Later, we will see that the condition (1.7) can be replaced by the doubling condition (2.2).
Cluster estimates. It is not difficult to see that the condition (Rp) implies that the set of point
spectrum of L is empty. Indeed, one has, for 0 ≤ a < R, ‖11{a}(
√
L )‖p→2 ≤ CRn(
1
p
− 1
2
)‖11{a}(R·)‖2 = 0,
and thus 11{a}(
√
L ) = 0. Since σ(L) ⊆ [0,∞), it is clear that the point spectrum of L is empty.
In particular, (Rp) does not hold for elliptic operators on compact manifolds or for the harmonic
oscillator. In order to treat these cases as well we need to modify the estimate (Rp) as follows: For
a fixed natural number κ and for all N ∈ N and all even Borel functions F supported in [−N,N],
(SCκp)
∥∥∥F(√L )∥∥∥
p→2 ≤ CN
n( 1
p
− 1
2
)‖δNF‖Nκ, 2,
where
(1.9) ‖F‖N,2 :=
 12N
N∑
ℓ=1−N
sup
λ∈[ ℓ−1
N
, ℓ
N
)
|F(λ)|2

1/2
for F with suppF ⊂ [−1, 1]. The norm ‖F‖N,2 already appeared in [13, 15] in the study of spectral
multipliers, see also [9].
As shown in [9, Proposition I.14], the condition (SC1p) is equivalent to the following (p, p
′) spectral
cluster estimate (Sp) introduced by Sogge (see [40, 41, 42]): For all λ ≥ 0,
(Sp)
∥∥∥E √L[λ, λ + 1)∥∥∥p→p′ ≤ C(1 + λ)n( 1p− 1p′ )−1.
In this context we shall prove the following result.
Theorem B. Suppose that the condition
(1.10) µ(X) < ∞ and C−1 min(rn, 1) ≤ V(x, r) ≤ Cmin(rn, 1)
is valid for all x ∈ X and r > 0. And suppose that the operator L satisfies the finite speed of
propagation property (see, Definition 2.1) and the condition (SC1p0 ). Then the operator S
α
∗ (L) is
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bounded on Lp(X) whenever (1.8) is satisfied. As a consequence, if f ∈ Lp(X), then for p and α
satisfying (1.8)
lim
R→∞
S αR(L) f (x) = f (x), a.e.
We now consider the case µ(X) = ∞ with the property (1.7). Motivated by the harmonic oscillator
L = −∆ + |x|2 we obtain the following variant of Theorem B.
Theorem C. Suppose that condition (1.7) holds, and the operator L satisfies the finite speed of
propagation property and the condition (SCκp0) for some 1 ≤ p0 < 2 and some positive integer κ. In
addition, we assume that there exists ν ≥ 0 such that
‖(1 + L)−γ/2‖p′
0
→2 ≤ C, γ = n(κ − 1)(1/p0 − 1/2) + κν.(1.11)
Then the operator S α∗ (L) is bounded on L
p(X) whenever
2 ≤ p < p′0, and α > ν +max
{
n
(
1
p0
− 1
2
)
− 1
2
, 0
}
.(1.12)
As a consequence, if f ∈ Lp(X), then for p and α satisfying (1.12),
lim
R→∞
S αR(L) f (x) = f (x), a.e.
We shall show that in dimension n ≥ 2, (1.11) holds with κ = 2 and each ν > 0 for the harmonic
oscillator L = −∆ + |x|2 and L = −∆ + V(x) with the potential V satisfying (6.2) below. The
restriction estimates (SC2p) for those operator were obtained by Kardzhov [24], Thangavelu [52],
Koch and Tataru [25]. Combining these estimates with Theorem C, we are able to obtain the sharp
Lp bounds for the associated maximal Bochner-Riesz operators. See Section 6.3.
In order to prove Theorems A, B, and C, we make use of the square function which has been utilized
to control the maximal Bochner-Riesz operators (see [43, 7, 10, 26]). The square function estimates
in Proposition 4.2 and Proposition 5.6 also have other applications. In particular, those estimates
can be used to deduce smoothing properties for the Schro¨dinger and the wave equations and also
spectral multiplier theorems of Ho¨rmander-Mihlin type, see [28, 29] for such implications when
L = −∆. However, unlike the classical case L = −∆, for the general elliptic operators we don’t have
the typical properties of Fourier multipliers such as translation and scaling invariances. Also, the
associated heat kernels are not necessarily smooth. This requires to refine the classical argument
in various aspects. In particular we will use a new variant of Caldero´n–Zygmund technique for the
square functions, see for example [1, 2].
Roughly speaking, we show that the estimate (Rp) (equivalently (1.6)) or its variant implies the
Lp boundedness of the maximal Bochner-Riesz operators assuming the finite speed of propagation
property. Main advantage of this approach is that we can handle large class of elliptic operators.
Since the restriction type estimates are better understood now, it is possible to extend part of this
argument to general setting of the homogeneous spaces, and also to include operators such as
harmonic oscillator or operators acting on compact manifolds.
The Bochner-Riesz means operator for various classes of self-adjoint operators have been exten-
sively studied (see [9, 15, 21, 23, 24, 32, 36, 39, 40, 42, 50, 51, 52] and references therein). How-
ever, as far as the authors are aware, there is no result that proves, on the range of p up to that of
restriction type estimate, the sharp Lp boundedness of the maximal Bochner-Riesz operator other
than the standard Laplacian and Fourier multipliers (see [3, 7, 8, 10, 18, 26, 27, 28, 29, 37, 45]).
5Organization of the paper. In Section 2 we provide some prerequisites, which we need later, mostly
on the restriction type estimate and the finite speed of propagation property. In Section 3 we con-
sider the maximal bounds under less restrictive assumptions which includes more general elliptic
operators though they don’t give the sharp bounds. The proof of Theorem A will be given in Sec-
tion 4. The proof of Theorems B and C will be given in Section 5. In Section 6 we discuss some
examples of applications of Theorems A, B, C which include the harmonic oscillator and its per-
turbation, Schro¨dinger operators on asymptotically conic manifolds, elliptic operators on compact
manifolds and the radial part of the standard Laplace operator.
List of notation.
• (X, d, µ) denotes a metric measure space with a distance d and a measure µ.
• L is a non-negative self-adjoint operator acting on the space L2(X).
• For x ∈ X and r > 0, B(x, r) = {y ∈ X : d(x, y) < r} and V(x, r) = µ(B(x, r)).
• δRF is defined by δRF(x) = F(Rx) for R > 0 and Borel function F supported on [0,R].
• [t] denotes the integer part of t for any positive real number t.
• N is the set of positive integers.
• For p ∈ [1,∞], p′ = p/(p − 1).
• For 1 ≤ p ≤ ∞ and f ∈ Lp(X, dµ), ‖ f ‖p = ‖ f ‖Lp(X,dµ).
• 〈·, ·〉 denotes the scalar product of L2(X, dµ).
• For 1 ≤ p, q ≤ +∞, ‖T‖p→q denotes the operator norm of T from Lp(X, dµ) to Lq(X, dµ).
• If T is given by T f (x) =
∫
K(x, y) f (y)dµ(y), we denote by KT the kernel of T .
• Given a subset E ⊆ X, we denote by χE the characteristic function of E.
• For 1 ≤ r < ∞,Mr denote the uncentered r-th maximal operator over balls in X, that is
Mr f (x) = sup
x∈B
(
1
µ(B)
∫
B
| f (y)|rdµ(y)
)1/r
.
For simplicity we denote byM the Hardy-Littlewood maximal functionM1.
2. Preliminaries
We say that (X, d, µ) satisfies the doubling property (see Chapter 3, [11]) if there exists a constant
C > 0 such that
V(x, 2r) ≤ CV(x, r) ∀ r > 0, x ∈ X.(2.1)
If this is the case, there exist C, n such that for λ ≥ 1 and x ∈ X
(2.2) V(x, λr) ≤ CλnV(x, r).
In the Euclidean space with Lebesgue measure, n corresponds to the dimension of the space. Ob-
serve that if X satisfies (2.1) and has finite measure then it has finite diameter. Therefore, if µ(X) is
finite, then we may assume that X = B(x0, 1) for some x0 ∈ X.
2.1. Finite speed of propagation property and elliptic type estimates. To formulate the finite
speed of propagation property for the wave equation corresponding to an operator L, we set
Dr = {(x, y) ∈ X × X : d(x, y) ≤ r}.
Given an operator T from Lp(X) to Lq(X), we write
(2.3) suppKT ⊆ Dr
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if 〈T f1, f2〉 = 0 whenever f1 ∈ Lp(B(x1, r1)), f1 ∈ Lq′(B(x2, r2)) with r1 + r2 + r < d(x1, x2). Note
that if T is an integral operator with a kernel KT , then (2.3) coincides with the standard meaning of
suppKT ⊆ Dr, that is KT (x, y) = 0 for all (x, y) < Dr.
Definition 2.1. Given a non-negative self-adjoint operator L on L2(X), we say that L satisfies the
finite speed of propagation property if
(FS) suppKcos(t
√
L ) ⊆ Dt, ∀t > 0 .
Property (FS) holds for most of second order self-adjoint operators and is equivalent to celebrated
Davies-Gaffney estimates, see for example [12] and [38].
Lemma 2.2. Assume that L satisfies the property (FS) and that F is an even bounded Borel function
with Fourier transform Fˆ ∈ L1(R) and that supp Fˆ ⊆ [−r, r]. Then
suppKF(
√
L ) ⊆ Dr.
Proof. If F is an even function, then by the Fourier inversion formula,
F(
√
L ) =
1
2π
∫
+∞
−∞
Fˆ(t) cos(t
√
L ) dt.
But supp Fˆ ⊆ [−r, r], and the lemma follows then from (FS). 
Since our discussion covers general elliptic operators, we need some related estimates which are
slightly more technical. We start with defining the multiplication operator. For any function W :
X → R, we define MW by
(MW f )(x) = W(x) f (x).
In what follows, we shall identify the operator MW with the function W. This means that, if T is
a linear operator, we shall denote by W1T , TW2, W1TW2, the operators MW1T, TMW2 , MW1TMW2 ,
respectively.
We can now formulate the weighted Lp−L2 estimates (Sobolev type conditions). Firstly we consider
(EVp,2) sup
t>0
‖e−t2L V1/p−1/2t ‖p→2 < +∞,
where Vt(x) = V(x, t) and 1 ≤ p < 2. An detailed and systematic discussion on the condition
(EVp,2) can founded in [4]. The following condition which was introduced in [9]:
(Gp,2)
∥∥∥e−t2LχB(x,s)∥∥∥p→2 ≤ CV(x, s) 12− 1p
(
s
t
)n( 1
p
− 1
2
)
holds for all x ∈ X and s ≥ t > 0.
Lemma 2.3. Let 1 ≤ p < 2. Suppose that L satisfies the property (FS). Then the following are
equivalent:
(i) (EVp,2) holds.
(ii) (Gp,2) holds.
(iii) For every N > n(1/p − 1/2) there exists C such that∥∥∥(I + t√L )−NV 1p− 12t ∥∥∥p→2 ≤ C.
7(iv) For all x ∈ X and r ≥ t > 0 we have∥∥∥(I + t√L )−NχB(x,r)∥∥∥p→2 ≤ CV(x, r) 12− 1p
(
r
t
)n( 1
p
− 1
2
)
.
Proof. The equivalence of the conditions (ii) and (iv) was verified in [9, Proposition I.3]. The
similar argument shows that the conditions (i) and (iii) are also equivalent. Thus it is enough to
show equivalence between (iii) and (iv).
First we prove that (iii) implies (iv). Note that by the doubling condition for all y ∈ B(x, r) one has
V(x, r) ∼ V(y, r). Hence for all x ∈ X and r ≥ t > 0,∥∥∥(I + t√L )−NχB(x,r)∥∥∥p→2 ≤ C∥∥∥(I + t√L )−NχB(x,r)V 1p− 12r V(x, r) 12− 1p ∥∥∥p→2
≤ C
∥∥∥(I + t√L )−NχB(x,r)V 1p− 12t ∥∥∥p→2V(x, r) 12− 1p
(
r
t
)n( 1
p
− 1
2
)
≤ C
∥∥∥(I + t√L )−NV 1p− 12t ∥∥∥p→2V(x, r) 12− 1p
(
r
t
)n( 1
p
− 1
2
)
.
By the assumption (iii) it follows that∥∥∥(I + t√L )−NχB(x,r)∥∥∥p→2 ≤ CV(x, r) 12− 1p
(
r
t
)n( 1
p
− 1
2
)
,
where we used (iii) in the last inequality.
We now show that (iv) implies (iii). Let us recall the well known identity, for a > 0,
Ca
∫ ∞
0
(
1 − x
2
s
)a
+
e−s/4sa ds = e−x
2/4
with some suitable Ca > 0. Taking the Fourier transform on both sides of the above equality yields∫ ∞
0
Fa(
√
sλ)sa+
1
2 e−s/4ds = e−λ
2
,
where Fa is the Fourier transform of the function t → (1 − t2)a+ multiplied by the appropriate
constant. Hence, by spectral theory,∫ ∞
0
Fa(
√
stL)sa+
1
2 e−s/4ds = e−tL.
Using this and Minkowski’s inequality give
‖e−tL V
1
p
− 1
2√
t
‖p→2 ≤
∫ ∞
0
‖Fa(
√
tsL)V
1
p
− 1
2√
t
‖p→2sa+
1
2 e−s/4ds
≤ C
∫ ∞
0
‖Fa(
√
tsL)V
1
p
− 1
2√
st
‖p→2
(√
s +
1√
s
) 1
p− 12
sa+
1
2 e−s/4ds,
hence, with a large enough,
(2.4) sup
t>0
‖e−tL V
1
p
− 1
2√
t
‖p→2 ≤ C′ sup
t>0
‖Fa(
√
tL)V
1
p
− 1
2√
t
‖p→2.
We note that Φ = Fa satisfies the assumptions of Lemma 2.2. Thus suppFa(r
√
L) ⊆ Dr, ∀ r > 0.
Hence, by [4, Lemma 4.1.2]
(2.5) ‖Fa(r
√
L)V
1
p
− 1
2
r ‖p→2 ≤ C sup
x∈M
‖Fa(r
√
L)V
1
p
− 1
2
r χB(x,r)‖p→2.
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Observe that
‖Fa(r
√
L)V
1
p
− 1
2
r χB(x,r)‖p→2 ≤ ‖Fa(r
√
L)(1 + r
√
L)N(1 + r
√
L)−NV
1
p
− 1
2
r χB(x,r)‖p→2
≤ ‖Fa(r
√
L)(1 + r
√
L)N‖2→2‖(1 + r
√
L)−NV
1
p
− 1
2
r χB(x,r)‖p→2
≤ C‖(1 + r
√
L)−NV
1
p− 12
r χB(x,r)‖p→2.
From this and (iv) with r = t, we get
‖Fa(r
√
L)V
1
p
− 1
2
r χB(x,r)‖p→2 ≤ CV(x, r)
1
p
− 1
2 ‖(1 + r
√
L)−NχB(x,r)‖p→2 ≤ C.
Combining this with (2.4) and (2.5) shows (EVp,2) which is equivalent with (iii). 
Recall that L is a non-negative self-adjoint operator on L2(X) and that the semigroup e−tL, generated
by −L on L2(X), has the kernel pt(x, y) which satisfies the following Gaussian upper bound:
(GE)
∣∣∣pt(x, y)∣∣∣ ≤ C
V(x,
√
t)
exp
(
−cd
2(x, y)
t
)
for all t > 0, and x, y ∈ X, where C and c are positive constants. The stimate (GE) follows from
(FS) and (EV1,2). Indeed, (EV1,2) is equivalent to the standard Gaussian heat kernel estimate which
is valid for a broad class of second order elliptic operators, see e.g. [4].
It is not difficult to see that, for 1 ≤ p < 2, both the conditions (FS) and (EVp,2) follow from
the Gaussian estimate (GE). But the converse is not true in general. For some 1 < p < 2, there
are operators which fail to satisfy (GE) while (FS) and (EVp,2) hold for them. Examples for such
operators are provided by the Schro¨dinger operators with inverse-square potential, see [12] and the
second order elliptic operators with rough lower order terms, see [30].
2.2. Stein-Tomas restriction type condition. Let 1 ≤ p < 2 and 2 ≤ q ≤ ∞. Following [9], we say
that L satisfies the Stein-Tomas restriction type condition if for any R > 0 and all Borel functions
F supported in [0,R],
(ST
q
p,2
)
∥∥∥F(√L )χB(x,r)∥∥∥p→2 ≤ CV(x, r) 12− 1p (Rr)n( 1p− 12 )∥∥∥δRF∥∥∥q
for all x ∈ X and all r ≥ 1/R. To motivate this definition we state the following two lemmas.
Lemma 2.4. Assume that C−1rn ≤ V(x, r) ≤ Crn for all x ∈ X and r > 0. Then (ST2
p,2
) is equivalent
to (Rp).
Lemma 2.5. Assume that a metric measure space (X, d, µ) satisfies the doubling condition (2.2).
Then (ST∞
p,2
) is equivalent to (EVp,2) or any other condition listed in Lemma 2.3.
For the proofs of these Lemmas and more on the condition (ST
q
p,2
) we refer the reader to [9],
especially [9, Proposition I.3] and [9, Proposition I.4].
The following result for the spectral multipliers of non-negative self-adjoint operators was one of
the main results obtained in [9, Theorem I.16, Corollary I.6]. Fix a non-trivial auxiliary function
η ∈ C∞c (0,∞).
Proposition 2.6. Assume that L satisfies the property (FS) and the condition (ST
q
p,2
) for some p, q
satisfying 1 ≤ p < 2 and 2 ≤ q ≤ ∞.
9(i) Then for any bounded Borel function F such that supt>0 ‖η δtF‖Wβ,q < ∞ for some β >
max{n(1/p − 1/2), 1/q} the operator F(
√
L ) is bounded on Lr(X) for all p < r < p′. In
addition,
‖F(
√
L )‖r→r ≤ Cβ
(
sup
t>0
‖η δtF‖Wβ,q + |F(0)|
)
.
(ii) For all α > n(1/p − 1/2) − 1/q we have the uniform bound, for R > 0,∥∥∥∥(I − L
R2
)α
+
∥∥∥∥
p→p
≤ C.
Finally, we state a standard weighted inequality for the Littlewood-Paley square function, which
we shall use in what follows. For its proof, we refer the reader to [6, 16] for p = 1, and [2]
for the general 1 ≤ p < 2 on the Euclidean space Rn. The estimate remains valid on spaces of
homogeneous type.
Proposition 2.7. Assume that L satisfies the property (FS) and the condition (EVp,2) for some
1 ≤ p < 2. Let ψ be a function in S (R) such that ψ(0) = 0, and let the quadratic functional be
defined by
GL( f )(x) =
(∑
j∈Z
|ψ(2 j
√
L ) f (x)|2
)1/2
for f ∈ L2(X). Then for any w ∈ A1 (i.e., the Muckenhoup A1 weight), GL is bounded on Lr(w, X)
for all p < r < p′.
3. Plancherel estimate and maximal Bochner-Riesz operator
In this section we will discuss the case p = 1 for the condition (ST
q
p,2
). In Corollary 3.5 and
Proposition 3.4 below we state a version of Theorem A which deals with the case p = 1. In this
case the proofs of results are significantly simpler. We also describe some other observations which
will be useful for results in full generality. Following [15], we will call the estimate (ST
q
1,2
) the
Plancherel estimate.
Assume that (X, d, µ) satisfies the doubling condition (2.2). We start with the following lemma.
Lemma 3.1. Let L satisfy the Gaussian bound (GE) and let m be a bounded Borel function such
that suppm ⊆ [−2, 2]. If ‖m‖W2s < ∞ for some s > n + 1/2, for all x ∈ X,
sup
t>0
|m(tL) f (x)| ≤ C‖m‖W2sM( f )(x).
As a consequence, if α > n, then S α∗ (L) is a bounded operator on L
p(X) for all 1 < p < ∞.
Proof. Let H(t) := m(
√
t)et. By the Fourier inversion formula H(t) = 1
2π
∫
+∞
−∞ Ĥ(τ)e
itτdτ, we have
m(t
√
L ) = H(t2L)e−t
2L
=
1
2π
∫
+∞
−∞
Hˆ(τ)e−t
2(1−iτ)Ldτ.(3.1)
Let z := t2(1 − iτ) and θ = argz. From (GE), it is well known (see [34, Theorem 7.2]) that there
exist positive constants C, c such that for all z ∈ C+ and a.e. x, y ∈ X,∣∣∣pz(x, y)∣∣∣ ≤ C (cos θ)−n√
V
(
x,
√
|z|
cos θ
)
V
(
y,
√
|z|
cos θ
) exp
(
−cd
2(x, y)
|z| cos θ
)
.(3.2)
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By the doubling properties of the space X, we use a standard argument to obtain∣∣∣e−zL f (x)∣∣∣ ≤ C(1 + τ2)n/2 ∫
X
1
V
(
x,
√
|z|
cos θ
) exp ( − d(x, y)2
2c |z| cos θ
)
| f (y)|dµ(y)
≤ C(1 + τ2)n/2M f (x).
Then, from this and (3.1) it follows that, for any ε ∈ (0, 1),
|m(t
√
L ) f (x)| =
∣∣∣∣∣ 12π
∫
R
e−zL f (x)Hˆ(τ)dτ
∣∣∣∣∣ ≤ CM( f )(x)
∫
R
|Hˆ(τ)|(1 + τ2)n/2dτ
≤ C‖H‖W2
(2n+1)/2+ε
M( f )(x) ≤ C‖m‖W2
(2n+1)/2+ε
M( f )(x).(3.3)
Because ‖H‖W2
(2n+1)/2+ε
≤ C‖m‖W2
(2n+1)/2+ε
since suppm ⊂ [−2, 2]. This gives the desired inequality.
Finally, we notice that (1 − t2)α
+
∈ W2s if and only if α > s − 1/2. From (3.3), Lp-boundedness of
the Hardy-Littlewood maximal operatorM, we see that for α > n, S α∗ (L) is a bounded operator on
Lp(X) for 1 < p < ∞. 
In Lemma 3.1 the order of α for which S α∗ (L) is bounded on L
p(X) for 1 < p < ∞ is relatively
large. This is mainly because the maximal bound is obtained by the pointwise estimate. The bound
can be improved by making use of the spectral theory. For this, let us first recall that the Mellin
transform of the function F : R→ C is defined by
mF(u) =
1
2π
∫ ∞
0
F(λ)λ−1−iudλ, u ∈ R.(3.4)
Moreover the inverse transform is given by the following formula
F(λ) =
∫
R
mF(u)λ
iudu, λ ∈ [0,∞).(3.5)
Lemma 3.2. Suppose that L satisfies the property (FS) and the condition (EVp,2) for some 1 ≤ p <
2. Let p < r < p′ and s > n|1/p − 1/2|. Suppose also that F : R → C is a bounded Borel function
such that ∫
R
|mF(u)|(1 + |u|)sdu = CF,s < ∞.
Then the maximal operator
F∗(L) f (x) = sup
t>0
|F(tL) f (x)|(3.6)
is a bounded operator on Lr(X) with ‖F∗(L)‖r→r ≤ CCF,s. In particular, if suppF ⊆ [−2, 2] and
‖F‖W2s < ∞ for some s > n|1/p − 1/2| + 1/2, then F∗(L) is bounded on Lr(X) for p < r < p′. As a
consequence, if α > n|1/p − 1/2|, then S α∗ (L) is bounded on Lr(X) for p < r < p′.
Proof. By (3.4), (3.5) it follows that
F(tL) =
∫ ∞
0
F(tλ)dEL(λ) =
∫ ∞
0
∫
R
mF(u)(tλ)
iudu dEL(λ)
=
∫
R
∫ ∞
0
mF(u)(tλ)
iudEL(λ)du =
∫
R
mF(u)t
iuLiudu.
Hence F∗(L) f (x) = supt>0 |F(tL) f (x)| ≤
∫
R
|mF(u)||Liu f (x)|du. And we get
‖F∗(L) f ‖r ≤ C‖ f ‖r
∫
R
|mF(u)|‖Liu‖r→rdu.(3.7)
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From Proposition 2.6, we have that the imaginary power Liu of L is bounded on Lr(X), p < r < p′
with the bound ‖Liu‖r→r ≤ C(1 + |u|)s for any s > n|1/p − 1/2|. This, together with (3.7), gives
‖F∗(L) f ‖r ≤ C‖ f ‖r
∫
R
|mF(u)|(1 + |u|)sdu.(3.8)
Set F(t) = (1 − t2)α
+
. Substituting λ = eν in (3.4), we notice that m is the Fourier transform of
G(ν) = F(eν). Since (1 − t2)α
+
is compactly supported in [−1, 1], we get∫
R
|mF(u)|(1 + |u|)sdu ≤ C‖G‖W2
s+1/2+ε
≤ C‖F‖W2
s+1/2+ε
(3.9)
for any ε > 0. On the other hand, (1 − t2)α
+
∈ W2
s+1/2+ε
if and only if α > s + ε. From this, we know
that if α > n|1/p − 1/2|, then S α∗ (L) is a bounded operator on Lr(X) for p < r < p′. 
As a consequence of Lemma 3.2, we have the following which gives essentially sharp L2 maximal
bound for the Bochner-Riesz means.
Corollary 3.3. Suppose that L satisfies the property (FS) and the condition (EVp,2) for some 1 ≤
p < 2. If α > 0, then S α∗ (L) is bounded on L
2(X).
In Lemma 3.1 we obtained the pointwise estimate for the maximal function under the Gaussian
bound (GE) only. In what follows we additionally impose the condition (ST
q
1,2
). This significantly
improves the regularity assumption on F so that this allows us to essentially recover the sharp max-
imal bounds for the Bochner-Riesz means for p = ∞, see Corollary 3.5. The proof of Proposition
3.4 was inspired by an argument of Thangavelu [50, Theorem 4.2].
Proposition 3.4. Let q ∈ [2,∞]. Let L satisfy the Gaussian bound (GE) and let F be a Borel
function such that suppF ⊆ [1/4, 1] and ‖F‖Wqs < ∞ for some s > n/2. Suppose that the condition
(ST
q
1,2
) holds, then we have, for each 2 ≤ r < ∞,
F∗(L) f (x) ≤ C‖F‖WqsMr f (x).
Hence, F∗(L) is a bounded operator on Lp(X) for all 2 < p < ∞.
Proof. Let r′ ∈ (1, 2] such that 1/r + 1/r′ = 1 and fix R > 0. Consider a partition of X into the
dyadic annuli Ak = {y : 2k−1R−1 < d(x, y) ≤ 2kR−1}, for k ∈ N. For a given f we set
f0(y) = f (y)χ{y: d(x,y)≤R−1}, fk(y) = f (y)χAk(y), k ∈ N.
Then, note that
∣∣∣F(L/R2) f (x)∣∣∣ ≤ ∑∞k=0 |F(L/R2) fk(x)|. By Ho¨lder’s inequality, for f ∈ L2(X)∩Lp(X),∣∣∣F(L/R2) f (x)∣∣∣ ≤ (∫
d(x,y)≤R−1
|KF(L/R2)(x, y)|r
′
dµ(y)
)1/r′
‖ f0‖r +
∞∑
k=1
(∫
Ak
|KF(L/R2)(x, y)|r
′
dµ(y)
)1/r′
‖ fk‖r.
We also note that(∫
Ak
|KF(L/R2)(x, y)|r
′
dµ(y)
)1/r′
≤
∞∑
k=0
V(x, 2kR−1)
1
r′ − 12
(∫
Ak
|KF(L/R2)(x, y)|2dµ(y)
)1/2
and ‖ fk‖r ≤ CV(x, 2kR−1)1/rMr f (x). Combining all these inequalities gives∣∣∣F(L/R2) f (x)∣∣∣ ≤ CMr f (x) ∞∑
k=0
2−ksV(x, 2kR−1)1/2 I(R),(3.10)
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where
I(R) =
(∫
X
|KF(L/R2)(x, y)|2(1 + Rd(x, y))2sdµ(y)
)1/2
.
Notice that L satisfies the condition (ST
q
1,2
) for some q ∈ [2,∞]. By [15, Lemma 4.3] we have∫
X
∣∣∣KF(L/R2)(x, y)∣∣∣2(1 + Rd(x, y))2sdµ(y) ≤ CV(x,R−1)−1‖F‖2Wqs+ε , ∀ε > 0.
Hence, this and (3.10) yield
|F(L/R2) f (x)| ≤ C‖F‖Wqs+ε
∞∑
k=0
2−ks
(
V(x, 2kR−1)
V(x,R−1)
)1/2
Mr f (x).
Since s > n/2, we get
|F(L/R2) f (x)| ≤ C‖F‖Wqs+ε
∞∑
k=0
2(
n
2
−s)k
Mr f (x) ≤ C‖F‖Wqs+εMr f (x) .
From this and Lp-boundedness of the Hardy-Littlewood maximal operatorMr for p > r, we obtain
that ‖F∗(L)‖p→p ≤ C for p ∈ (2,∞). This completes the proof. 
We conclude this section with the following result which covers a special case of Theorem A. In
fact, this shows the case p0 = 1 in Theorem A if we take q = 2 in the following.
Corollary 3.5. Let L satisfy the Gaussian bounds (GE). Suppose that the condition (ST
q
1,2
) holds
for some q ∈ [2,∞]. If α > n/2 − 1/q, then for each 2 ≤ r < ∞,
S α∗ (L) f (x) ≤ CMr f (x).
As a consequence, S α∗ (L) is a bounded operator on L
p(X) for all 2 ≤ p ≤ ∞.
Proof. Let S α(t) = (1 − t2)α
+
. We set
S α(t) = S α(t)φ(t2) + S α(t)(1 − φ(t2)) =: S α,1(t2) + S α,2(t2),
where φ ∈ C∞(R) is supported in {ξ : |ξ| ≥ 1/4} and φ = 1 for all |ξ| ≥ 1/2. Define the maximal
Bochner-Riesz operators S α,i∗ (L), i = 1, 2 by
S α,i∗ (L) f (x) = sup
R>0
|S α,i(L/R2) f (x)|, i = 1, 2.
Note that by Lemma 3.1, S α,2∗ (L) f (x) ≤ CM f (x). For the operator S α,1∗ (L), we choose n/2 < s <
α+1/q, and notice that S α,1 ∈ Wqs+ε if and only if s+ ε < λ+1/q. Taking ε small enough, we apply
Proposition 3.4 to obtain that S α,1∗ (L) f (x) ≤ C‖S α,1‖Wqs+εMr f (x) ≤ CMr f (x) for all 2 ≤ r < ∞.
Hence S α∗ (L) is bounded on L
p(X) for all p > 2. This, together with Corollary 3.3, finishes the
proof of Corollary 3.5. 
4. Spectral restriction estimate and maximal bound
The aim of this section is to prove Theorem A. However, we would like to describe a slightly
more general result which remains valid for the spaces of homogeneous type. For this end, we
assume that (X, d, µ) satisfies the doubling condition, that is (2.2). In this section, we will prove
the following result, which yields Theorem A as a special case with q = 2 and the uniform volume
estimate (1.7).
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Theorem 4.1. Suppose that (X, d, µ) satisfies the doubling condition (2.2). Suppose that L satisfies
the property (FS) and the condition (ST
q
p0 ,2
) for some 1 ≤ p0 < 2 and 2 ≤ q ≤ ∞. Then the operator
S α∗ (L) is bounded on L
p(X) whenever
2 ≤ p < p′0 and α > max
{
n
(
1
p0
− 1
2
)
− 1
q
, 0
}
.(4.1)
As a consequence, if f ∈ Lp(X), for p and α in the range of (4.1),
lim
R→∞
S αR(L) f (x) = f (x), a.e.
In order to prove Theorem 4.1 we use the classical approach which makes use of the square function
to control the maximal operator (see [7, 10, 26]). Here we should mention that we may assume that
(4.2) n
(
1
p0
− 1
2
)
− 1
q
≥ 0.
Otherwise, by [9, Corollary I.7] it follows that L = 0. Thus Theorem 4.1 trivially holds. We assume
the condition (4.2) for the rest of this section.
4.1 Reduction to square function estimate. Let us recall the well known identity, for α > 0,(
1 − |m|
2
R2
)α
= Cα, ρR
−2α
∫ R
|m|
(R2 − t2)α−ρ−1t2ρ+1
(
1 − |m|
2
t2
)ρ
dt
with Cα, ρ = 2Γ(α + 1)/Γ(ρ + 1)Γ(α − ρ). By the spectral theory, we use an argument in [45,
p.278–279] to obtain
S α∗ (L) f (x) ≤ C′α, ρ sup
0<R<∞
(
1
R
∫ R
0
|S ρt (L) f (x)|2dt
)1/2
(4.3)
provided that ρ > −1/2 and α > ρ + 1/2.
By dyadic decomposition, we write x
ρ
+ =
∑
k∈Z 2
−kρφ(2kx) for some φ ∈ C∞0 (1/4, 1/2). Thus
(1 − |ξ|2)ρ+ =: φρ0(ξ) +
∞∑
k=1
2−kρφρ
k
(ξ)(4.4)
where φ
ρ
k
= φ(2k(1 − |ξ|2)), k ≥ 1 and
supp φ
ρ
0
⊆ {|ξ| ≤ 3
4
},
supp φ
ρ
k
⊆ {1 − 2−k ≤ |ξ| ≤ 1 − 2−k−2}.
By (4.3), for α > ρ + 1/2
‖S α∗ (L) f ‖p ≤ C
∥∥∥∥∥∥∥
 sup
0<R<∞
1
R
∫ R
0
∣∣∣∣φρ0

√
L
t
 f (x)∣∣∣∣2dt
1/2
∥∥∥∥∥∥∥
p
(4.5)
+ C
∞∑
k=1
2−kρ
∥∥∥∥∥∥∥
∫ ∞
0
∣∣∣∣φρk

√
L
t
 f (x)∣∣∣∣2dt
t
1/2
∥∥∥∥∥∥∥
p
.
By Lemma 3.2, for the first term we have∥∥∥∥∥∥ sup0<t<∞
∣∣∣∣φρ0 (t√L) f (x)∣∣∣∣
∥∥∥∥∥∥
p
≤ C‖ f ‖p, p0 < p < p′0.(4.6)
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Now, in order to prove Theorem 4.1, by (4.5) it is sufficient to show the following.
Proposition 4.2. Let φ be a fixed C∞ function supported in [−1/2, 1/2], |φ| ≤ 1. For every 0 < δ ≤
1, define
Tδ f (x) =
(∫ ∞
0
∣∣∣∣φ (δ−1 (1 − L
t2
))
f (x)
∣∣∣∣2dt
t
)1/2
.(4.7)
Suppose that L satisfies the property (FS) and the condition (ST
q
p0 ,2
) for some 1 ≤ p0 < 2 and
2 ≤ q ≤ ∞. Then for all 2 ≤ p < p′0 and 0 < δ ≤ 1,
‖Tδ f ‖p ≤ C(p)δ
1
2
+
1
q
+n( 1
2
− 1
p0
)‖ f ‖p.(4.8)
Before we start the proof of Proposition 4.2, we show that Theorem 4.1 is a straightforward conse-
quence of Proposition 4.2.
Proof of Theorem 4.1. Substituting (4.6) and (4.8) with δ = 2−k back into (4.5) yields that, for a
small enough ε > 0,
‖S α∗ (L) f ‖p ≤ C‖ f ‖p +C
∞∑
k=1
2−k(α−
1
2
−ε)2−k(
1
2
+
1
q
+n( 1
2
− 1
p0
))‖ f ‖p ≤ C‖ f ‖p
provided that 2 ≤ p < p′
0
and α > n (1/p0 − 1/2) − 1/q. This gives Theorem 4.1. 
In order to prove Proposition 4.2, let us verify (4.8) for p = 2 first. Note that φ is a fixed C∞
function supported in [−1/2, 1/2], |φ| ≤ 1. It follows from the spectral theory [53] that, for any
f ∈ L2(X),
‖Tδ f ‖2 =
{∫ ∞
0
〈
φ2
(
δ−1
(
1 − L
t2
))
f , f
〉dt
t
}1/2
=
{∫ ∞
0
φ2
(
δ−1
(
1 − t2
)) dt
t
}1/2
‖ f ‖2
≤ Cδ 12 ‖ f ‖2.(4.9)
Since δ ∈ (0, 1] and we assume the condition (4.2), the estimate (4.8) for p = 2 follows from (4.9).
For proof of Proposition 4.2 for 2 < p < p′
0
, we make use of a weighted inequality which reduces
the desired inequality to L2 weighted estimate. See [7, 10, 28].
4.2. Weighted inequality for the square function. Let r0 be a number such that 1/r0 = 2/p0 − 1.
Lemma 4.3. Suppose that L satisfies the property (FS) and the condition (ST
q
p0 ,2
) for some 1 ≤
p0 < 2 and 2 ≤ q ≤ ∞. For any 0 ≤ w and 0 < δ ≤ 1,∫
X
|Tδ f (x)|2w(x)dµ(x) ≤ Cδ1+
2
q
+n(1− 2
p0
)
∫
X
| f (x)|2Mr0w(x)dµ(x).(4.10)
Again before we prove the lemma we show that it concludes the proof of Proposition 4.2. For every
2 < p < p′
0
, we take w ∈ Lr with ‖w‖r ≤ 1 where 1/r + 2/p = 1. Since r0 < r, we have∫
X
|Tδ f (x)|2w(x)dµ(x) ≤ Cδ1+
2
q
+n(1− 2
p0
)
∫
X
| f (x)|2Mr0w(x)dµ(x)
≤ Cδ1+ 2q+n(1− 2p0 )‖ f ‖2p‖Mr0w‖r ≤ Cδ1+
2
q
+n(1− 2
p0
)‖ f ‖2p.
Hence
‖Tδ f ‖2p ≤ Cδ1+
2
q
+n(1− 2
p0
)‖ f ‖2p
for some constant C > 0 independent of f and δ. This finishes the proof of Proposition 4.2.
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Proof of Lemma 4.3. We start with Littlewood-Paley decomposition associated to the operator L.
Fix a function ϕ ∈ C∞ supported in {1 ≤ |s| ≤ 3} such that ∑∞−∞ ϕ(2ks) = 1 on R\{0}. Let
ϕk(
√
L ) f = ϕ(2−k
√
L ) f , k ∈ Z.(4.11)
By the spectral theory we have that, for any f ∈ L2(X),∑
k
ϕk(
√
L ) f = f .(4.12)
By (4.12) we have that, for f ∈ L2(X) ∩ Lp(X),
|Tδ f (x)|2 ≤ 5
∑
k
∫ ∞
0
∣∣∣∣φ (δ−1 (1 − L
t2
))
ϕk(
√
L ) f (x)
∣∣∣∣2dt
t
(4.13)
= 5
∑
k
∫ 2k+2
2k−1
∣∣∣∣φ (δ−1 (1 − L
t2
))
ϕk(
√
L ) f (x)
∣∣∣∣2dt
t
.
For given 0 < δ ≤ 1, we set j0 = −[log2 δ] − 1. Fix an even function η ∈ C∞0 , identically one on
{|s| ≤ 1} and supported on {|s| ≤ 2}. Let us set
(4.14) ζ j0(s) = η(2
− j0 s), ζ j(s) = η(2
− js) − η(2− j+1s), j > j0
so that
(4.15) 1 ≡
∑
j≥ j0
ζ j(s), ∀s > 0.
Then we set φδ(s) = φ
(
δ−1
(
1 − |s|2
))
, and set, for j ≥ j0
φδ, j(s) =
1
2π
∫ ∞
−∞
ζ j(u)φ̂δ(u) cos(su)du.(4.16)
Note that ζ j is a dilate of a fixed smooth compactly supported function, supported away from 0
when j > j0, hence
|φδ, j(s)| ≤
 CN2
( j0− j)N , |s| ∈ [1/4, 8];
CN2
j− j0(1 + 2 j|s − 1|)−N , otherwise
(4.17)
for any N and all j ≥ j0 (see [10, page 18]). By the Fourier inversion formula,
φ
(
δ−1
(
1 − s2
))
=
∑
j≥ j0
φδ, j(s), s > 0.(4.18)
Set
d j = 2
j+1/t.
By Lemma 2.2,
suppKφδ, j(
√
L/t) ⊆ Dd j =
{
(x, y) ∈ X × X : d(x, y) ≤ 2 j+1/t
}
.(4.19)
From (4.13), (4.18) and Minkowski’s inequality, it follows that for every function w ≥ 0,
∫
X
|Tδ f (x)|2w(x)dµ(x) ≤ C
∑
k
∑
j≥ j0

∫ 2k+2
2k−1
〈∣∣∣∣φδ, j

√
L
t
ϕk(√L ) f ∣∣∣∣2, w
〉
dt
t

1/2
2
.(4.20)
16 PENG CHEN, SANGHYUK LEE, ADAM SIKORA, AND LIXIN YAN
For a given k ∈ Z, j ≥ j0, set ρ = 2 j−k+2 > 0. Following an argument as in [20], we can choose
a sequence (xm) ∈ X such that d(xm, xℓ) > ρ/10 for m , ℓ and supx∈X infm d(x, xm) ≤ ρ/10. Such
sequence exists because X is separable. Let Bm = B(xm, 3ρ) and define B˜m by the formula
B˜m = B¯
(
xm,
ρ
10
)
\
⋃
ℓ<m
B¯
(
xℓ,
ρ
10
)
,
where B¯ (x, ρ) = {y ∈ X : d(x, y) ≤ ρ}. Note that for m , ℓ, B(xm, ρ20) ∩ B(xℓ,
ρ
20
) = ∅. Hence, by the
doubling condition (2.2)
(4.21) K = sup
m
#{ℓ : d(xm, xℓ) ≤ 2ρ} ≤ sup
x
V(x, (2 + 1
20
)ρ)
V(x,
ρ
20
)
< C(41)n.
It is not difficult to see that
Dρ ⊂
⋃
{ℓ,m: d(xℓ ,xm)<2ρ}
B˜ℓ × B˜m ⊂ D4ρ.
Recall that 1/r0 + 2/p
′
0
= 1 and d j = 2
j+1/t. It follows by (4.19) and Ho¨lder’s inequality that, for
every j, k and any test function w ≥ 0,〈∣∣∣∣φδ, j

√
L
t
ϕk(√L ) f ∣∣∣∣2, w〉 = 〈∣∣∣∣ ∑
ℓ,m: d(xℓ ,xm)<2d j
χB˜ℓφδ, j

√
L
t
χB˜mϕk(√L ) f ∣∣∣∣2, w
〉
.
Using (4.21), we have〈∣∣∣∣φδ, j

√
L
t
 ϕk(√L ) f ∣∣∣∣2, w
〉
=
∑
ℓ
〈∣∣∣∣ ∑
m: d(xℓ ,xm)<2d j
χB˜ℓφδ, j

√
L
t
χB˜mϕk(√L ) f ∣∣∣∣2, w
〉
≤ K
∑
ℓ
∑
m: d(xℓ ,xm)<2d j
〈∣∣∣χB˜ℓφδ, j

√
L
t
χB˜mϕk(√L ) f ∣∣∣2, w
〉
.
By Ho¨lder’s inequality it follows that〈∣∣∣∣φδ, j

√
L
t
 ϕk(√L ) f ∣∣∣∣2, w
〉
≤ K2
∑
m
‖χBmw‖r0
∥∥∥∥∥∥χBmφδ, j

√
L
t
χB˜mϕk(√L ) f
∥∥∥∥∥∥
2
p′
0
.(4.22)
Since φδ, j is not compactly supported, we choose an even function θ ∈ C0(−4, 4) such that θ(s) = 1
for s ∈ (−2, 2). Set
(4.23) ψ0,δ(s) = θ(δ
−1(1 − s)) and ψℓ,δ(s) = θ(2−ℓδ−1(1 − s)) − θ(2−ℓ+1δ−1(1 − s))
for all ℓ ≥ 1 such that 1 = ∑∞ℓ=0 ψℓ,δ(s), and so φδ, j(s) = ∑∞ℓ=0 (ψℓ,δφδ, j)(s) for all s > 0. From this,
we apply (4.22) to write
∫ 2k+2
2k−1
〈∣∣∣∣φδ, j

√
L
t
ϕk(√L ) f ∣∣∣∣2, w
〉
dt
t

1/2
≤
[−log2δ]∑
ℓ=0
∑
m
‖χBmw‖r0
∫ 2k+2
2k−1
∥∥∥∥∥∥χBm (ψℓ,δφδ, j)

√
L
t
χB˜mϕk(√L ) f
∥∥∥∥∥∥
2
p′
0
dt
t

1/2
+
∞∑
ℓ=[−log2δ]+1
∑
m
‖χBmw‖r0
∫ 2k+2
2k−1
∥∥∥∥∥∥χBm (ψℓ,δφδ, j)

√
L
t
χB˜mϕk(√L ) f
∥∥∥∥∥∥
2
p′
0
dt
t

1/2
= I( j, k) + II( j, k).(4.24)
As to be seen later, the first term I( j, k) is the major one.
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Estimate for I( j, k). For k ∈ Z and λ = 0, 1, . . . , λ0 = [8/δ] + 1, we set
(4.25) Iλ =
[
2k−1 + λ2k−1δ, 2k−1 + (λ + 1)2k−1δ
]
,
so that [2k−1, 2k+2] ⊆ ∪λ0
λ=0
Iλ. Define
ηλ(s) = η
(
λ +
2k−1 − s
2k−1δ
)
,(4.26)
where η ∈ C∞
0
(−1, 1) and ∑λ∈Z η(· − λ) = 1. Observe that for every t ∈ Iλ, it is possible that
ψℓ,δ (s/t) ηλ′(s) , 0 only when λ − 2ℓ+6 ≤ λ′ ≤ λ + 2ℓ+6. Hence, for t ∈ Iλ,
(
ψℓ,δφδ, j
) 
√
L
t
 = λ+2
ℓ+6∑
λ′=λ−2ℓ+6
(
ψℓ,δφδ, j
) 
√
L
t
 ηλ′(√L ),(4.27)
so
I( j, k) ≤
[−log2δ]∑
ℓ=0

∑
m
‖χBmw‖r0
∑
λ
∫
Iλ

λ+2ℓ+6∑
λ′=λ−2ℓ+6
∥∥∥∥∥∥χBm (ψℓ,δφδ, j)

√
L
t
 ηλ′(√L )[χB˜mϕk(√L ) f ]
∥∥∥∥∥∥
p′
0

2
dt
t

1/2
.
Note that
suppψℓ,δ ⊆ (1 − 2ℓ+2δ, 1 + 2ℓ+2δ).
Moreover, if ℓ ≥ 1, then ψℓ,δ(s) = 0 for s ∈ (1 − 2ℓδ, 1 + 2ℓδ). By the Stein-Tomas restriction type
condition (ST
q
p0 ,2
), we have, for 0 ≤ ℓ ≤ [−log2δ],∥∥∥∥∥∥χBm (ψℓ,δφδ, j)

√
L
t

∥∥∥∥∥∥
2→p′
0
=
∥∥∥∥∥∥(ψℓ,δφδ, j)

√
L
t
χBm
∥∥∥∥∥∥
p0→2
(4.28)
≤ C
(
2 j(1 + 2ℓ+2δ)
)n( 1
p0
− 1
2
)
µ(Bm)
1
2
− 1
p0 ‖(ψℓ,δφδ, j)
(
(1 + 2ℓ+2δ) · )‖q
≤ C2 jn( 1p0 − 12 )µ(Bm)
1
2
− 1
p0 ‖(ψℓ,δφδ, j)
(
(1 + 2ℓ+2δ) · )‖q.
From the definition of the function ψℓ,δ, it follows by (4.17) that, for any N < ∞,
(4.29) ‖ψℓ,δφδ, j
(
(1 + 2ℓ+2δ) · )‖q ≤ C

δ
1
q2( j0− j)N , ℓ = 0,
δ
1
q2
ℓ
q2 j− j0
(
2 j+ℓδ
)−N−1
, 1 ≤ ℓ ≤ [−log2δ],
δ
1
q2( j0− j)N2−ℓN , 0 ≤ ℓ ≤ [−log2δ].
By this we have∥∥∥∥∥∥χBm (ψℓ,δφδ, j)

√
L
t
 ηλ′(√L )[χB˜mϕk(√L ) f ]
∥∥∥∥∥∥
p′
0
(4.30)
≤ Cδ 1q2( j0− j)N2 jn( 1p0 − 12 )2−ℓNµ(Bm)
1
2
− 1
p0
∥∥∥ηλ′(√L )[χB˜mϕk(√L ) f ]∥∥∥2.
On the other hand,
∑
λ
∫
Iλ

λ+2ℓ+6∑
λ′=λ−2ℓ+6
∥∥∥ηλ′(√L )[χB˜mϕk(√L ) f ]∥∥∥2

2
dt
t
≤ C2ℓ
(
2kδ
2k
)∑
λ
λ+2ℓ+6∑
λ′=λ−2ℓ+6
∥∥∥ηλ′(√L )[χB˜mϕk(√L ) f ]∥∥∥22
≤ C22ℓδ
∑
λ′
∥∥∥ηλ′(√L )[χB˜mϕk(√L ) f ]∥∥∥22 ≤ C22ℓδ∥∥∥χB˜mϕk(√L ) f ∥∥∥22.
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This, together with estimates (4.28) and (4.30), the fact that 1/r0 + 2/p
′
0 = 1 and
‖χBmw‖r0 ≤ Cµ(Bm)
2
p0
−1
inf
x∈Bm
Mr0w(x),
show that
I( j, k) ≤ Cδ 1q+ 122( j0− j)N2 jn( 1p0 − 12 )
∑
ℓ
2−ℓ(N−1)
∑
m
µ(Bm)
1− 2
p0 ‖χBmw‖r0
∫
B˜m
∣∣∣ϕk(√L ) f |2dµ(x)

1/2
≤ Cδ 1q+ 122( j0− j)N2 jn( 1p0 − 12 )
∑
m
∫
B˜m
|χB˜mϕk(
√
L ) f (x)|2Mr0w(x)dµ(x)

1/2
≤ Cδ 1q+ 122( j0− j)N2 jn( 1p0 − 12 )
(∫
X
|ϕk(
√
L ) f (x)|2Mr0w(x)dµ(x)
)1/2
.
Estimate for II( j, k). Next we show bounds for the term II( j, k). For compactly supported function
the Lq norm is majorized by the supremum norm, so it follows from (ST
q
p0 ,2
) that∥∥∥∥∥∥χBm (ψℓ,δφδ, j)

√
L
t

∥∥∥∥∥∥
2→p′
0
=
∥∥∥∥∥∥(ψℓ,δφδ, j)

√
L
t
χBm
∥∥∥∥∥∥
p0→2
≤ C(2 j(1 + 2ℓ+2δ))n( 1p0 − 12 )µ(Bm) 12− 1p0 ‖(ψℓ,δφδ, j)((1 + 2ℓ+2δ) · )‖∞.
From the definition of the function ψℓ,δ, it follows by (4.17) that, for ℓ ≥ [−log2δ] + 1,
‖ψℓ,δφδ, j
(
(1 + 2ℓ+2δ) · )‖∞ ≤ CN2 j− j0(2 j+ℓδ)−N
for any N < ∞. Therefore,
II( j, k) ≤ C
∞∑
ℓ=[−log2δ]+1
2 j− j0
(
2 j+ℓδ
)n( 1
p0
− 1
2
)−N
∑
m
µ(Bm)
1− 2
p0 ‖χBmw‖r0‖χB˜mϕk(
√
L ) f ‖22

1/2
≤ Cδ2 j[n( 1p0 − 12 )−N+1]
(∫
X
|ϕk(
√
L ) f (x)|2Mr0w(x)dµ(x)
)1/2
.(4.31)
Collecting the estimates of the terms I( j, k) and II( j, k), together with (4.20) and (4.24), we arrive
at the conclusion that∫
X
|Tδ f (x)|2w(x)dµ(x) ≤ Cδ
∑
j≥ j0
(
δ
1
q2( j0− j)N + 2− j(N−1)
)
2
n j( 1
p0
− 1
2
)

2∑
k
∫
X
|ϕk(
√
L ) f (x)|2Mr0w(x)dx
≤ Cδ1+ 2q δ−n(1− 2p0 )
∫
X
∑
k
|ϕk(
√
L ) f (x)|2Mr0w(x)dµ(x)
≤ Cδ1+ 2q+n(1− 2p0 )
∫
X
| f (x)|2Mr0w(x)dµ(x)
whenever N > n(1/p0−1/2)+1. The last inequality follows by Proposition 2.7 for the weighted in-
equality for the square function, sinceMr0w is an A1 weight. This proves Lemma 4.3 and completes
the proof of Theorem 4.1. 
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5. Spectral cluster estimate and maximal bound
Throughout this section, we assume that (X, d, µ) is a metric measure space satisfying the conditions
(1.7) or (1.10).
Let 1 ≤ p < 2 and 2 ≤ q ≤ ∞. Following [9], we say that L satisfies the Sogge spectral cluster
condition: If for a fixed natural number κ and for all N ∈ N and all even Borel functions F such
that suppF ⊆ [−N,N],
(SC
q,κ
p )
∥∥∥F(√L )∥∥∥
p→2 ≤ CN
n( 1
p
− 1
2
)‖F(N·)‖Nκ , q
for all x ∈ X where
‖F‖N,q =
 12N
N∑
ℓ=1−N
sup
λ∈[ ℓ−1
N
, ℓ
N
)
|F(λ)|q

1/q
for F supported in [−1, 1]. For q = ∞, we may put ‖F‖N,∞ = ‖F‖∞ (see also [13, 15]).
Both Theorems B and C stated in Introduction are a special case of the following statement with
q = 2.
Theorem 5.1. Suppose that L satisfies the property (FS) and the condition (SC
q,κ
p0 ) for some 1 ≤
p0 < 2, 2 ≤ q ≤ ∞ and for some κ ∈ N. In addition, we assume that there exists ν ≥ 0 such that
(1.11) holds. Then the operator S α∗ (L) is bounded on L
p(X) whenever
2 ≤ p < p′0, and α > ν +max
{
n
(
1
p0
− 1
2
)
− 1
q
, 0
}
.(5.1)
As a consequence, if f ∈ Lp(X), then for p and α satisfying (5.1),
lim
R→∞
S αR(L) f (x) = f (x), a.e.
Remark 5.2. Note that if (X, d, µ) satisfies (1.10), then by Ho¨lder’s inequality and (1 + L)0 = Id,
the condition (1.11) holds with γ = 0.
Remark 5.3. Taking into account the condition (ST
q
p,2
) one could consider the following estimate
introduced in [9]: ∥∥∥F(√L )χB(x,r)∥∥∥p→2 ≤ CV(x, r) 1s− 1p (Nr)n( 1p− 1s )‖F(N·)‖Nκ , q.
However, one can easily check that the above condition under assumption (1.7) or (1.10) is equiv-
alent to (SC
q,κ
p ), so here we only discuss the latter only.
Remark 5.4. Note that condition (SC
q,κ
p0 ) is weaker than (ST
q
p0 ,2
) and we need a priori estimate
(1.11) in Theorem 5.1. Recall that in [9, Theorem I.10], one can obtain Lp bounds for Bochner-
Riesz means under the assumption (AB
q,κ
p0 ) instead of estimate (1.11). Following [9], we say that L
satisfies the condition (AB
q,κ
p0 ) if for each ε > 0, there exists constant Cε > 0 such that for all N ∈ N
and even Borel functions H with suppH ⊆ [−N,N],
(AB
q,κ
p0 )
∥∥∥H(√L)∥∥∥
p0→p0 ≤ CεN
κn( 1
p0
− 1
2
)+ε‖H(N·)‖Nκ , q.
(see also [13, Theorem 3.6] and [15, Theorem 3.2] for related results). Once (1.11) is proved for
some p0 ∈ [1, 2) and all ν > 0, it is not difficult to check that (SCq,κp0 ) implies (ABq,κp0 ). Indeed, we
apply (1.11) and (SC
q,κ
p0 ) to obtain∥∥∥H(√L)∥∥∥
p0→p0 ≤
∥∥∥H(√L)(1 + L) n2 ( 1p− 12 )(κ−1)+ε∥∥∥
p0→2
∥∥∥(1 + L)− n2 ( 1p0 − 12 )(κ−1)−ε∥∥∥
2→p0
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≤ CεNn(
1
p0
− 1
2
)
∥∥∥H(N·)(1 + N2·) n2 ( 1p0 − 12 )(κ−1)+ε∥∥∥
Nκ, q
≤ CεNκn(
1
p0
− 1
2
)+ε‖H(N·)‖Nκ , q.
This verifies the condition (AB
q,κ
p0 ).
From Remark 5.4, it is easy to see that the same argument as in [9, Theorem I.10, Corollary I.7]
gives the following.
Proposition 5.5. Under the same assumption as in Theorem 5.1, we have the uniform bound∥∥∥(I − L
R2
)α
+
∥∥∥
p0→p0 ≤ C,
for α > ν + n(1/p0 − 1/2) − 1/q and R > 0. As a consequence, if 1/q > n(1/p0 − 1/2) + ν for some
q ≥ 2 and 1 ≤ p0 < 2, then L = 0.
This shows that we may assume the condition
(5.2)
1
q
+ n
(1
2
− 1
p0
)
− ν ≤ 0.
Because, otherwise, L = 0 and Theorem 5.1 is trivially true. We assume the condition (5.2) for the
rest of this section. As in Theorem 4.1, Theorem 5.1 is a consequence of the following.
Proposition 5.6. Suppose the operator L satisfies the property (FS) and the condition (SC
q,κ
p0 ) for
some p0 such that 1 ≤ p0 < 2, 2 ≤ q ≤ ∞ and some positive integer κ. In addition, assume that there
exists ν ≥ 0 such that (1.11) holds. Let φ be a fixed C∞ function supported in [−1/2, 1/2], |φ| ≤ 1.
Recall that for every 0 < δ ≤ 1 Tδ is defined by (4.6). Then for all 2 ≤ p < p′0 and 0 < δ ≤ 1,
‖Tδ f ‖p ≤ C(p)δ
1
2
+
1
q
+n( 1
2
− 1
p0
)−ν‖ f ‖p.(5.3)
The estimate (5.3) for p = 2 follows from (4.9) and the condition (5.2). To show (5.3) for 2 < p <
p′
0
, for 0 < δ ≤ 1 we write
Tδ f (x) =
(∫ ∞
0
∣∣∣∣φ (δ−1 (1 − L
t2
))
f (x)
∣∣∣∣2dt
t
)1/2
≤ T (1)
δ
f (x) + T
(2)
δ
f (x) + T
(3)
δ
f (x),(5.4)
where
T
(1)
δ
f (x) : =
(∫ 1
0
∣∣∣∣φ (δ−1 (1 − L
t2
))
f (x)
∣∣∣∣2dt
t
)1/2
,
T
(2)
δ
f (x) : =

∫ 1/ κ√δ
1
∣∣∣∣φ (δ−1 (1 − L
t2
))
f (x)
∣∣∣∣2dt
t

1/2
,
T
(3)
δ
f (x) : =
(∫ ∞
1/
κ√
δ
∣∣∣∣φ (δ−1 (1 − L
t2
))
f (x)
∣∣∣∣2dt
t
)1/2
.
It is clear that to prove Proposition 5.6 it is sufficient to show the following Lemmas 5.7 and 5.8.
Lemma 5.7. Suppose the operator L satisfies the property (FS) and condition (SC
q,κ
p0 ) for some p0
such that 1 ≤ p0 < 2, 2 ≤ q ≤ ∞ and some κ ∈ N+. In addition, we assume that (1.11) holds for
some ν ≥ 0. Then for all 2 ≤ p ≤ p′
0
and 0 < δ ≤ 1, we have
‖T (1)
δ
f ‖p ≤ Cδ1/2‖ f ‖p(5.5)
21
and
‖T (2)
δ
f ‖p ≤ Cδ
1
2
+
1
q
+n( 1
2
− 1
p0
)−ν‖ f ‖p.(5.6)
Lemma 5.8. Suppose the operator L satisfies the property (FS) and the condition (SC
q,κ
p0 ) for some
p0 such that 1 ≤ p0 < 2, 2 ≤ q ≤ ∞ and some κ ∈ N+. Then for all 2 ≤ p < p′0 and 0 < δ ≤ 1,
‖T (3)
δ
f ‖p ≤ C(p)δ
1
2
+
1
q
+n( 1
2
− 1
p0
)‖ f ‖p.
5.1. Proof of Lemma 5.7. From (4.9), the proof reduces to showing (5.5) and (5.6) for p = p′
0
by
interpolation. By (4.12), we have that for f ∈ L2(X) ∩ Lp(X),
|T (1)
δ
f (x)|2 ≤ 5
∑
k≤0
∫ 2k+2
2k−1
∣∣∣∣φ (δ−1 (1 − L
t2
))
ϕk(
√
L ) f (x)
∣∣∣∣2dt
t
.(5.7)
Write
Φt,δ(
√
L ) := φ
(
δ−1
(
1 − L
t2
))
.
Similarly as in Section 4 for k ∈ Z and λ = 0, 1, · · · , λ0 = [8/δ] + 1 let Iλ and ηλ be defined by
(4.25) and (4.26), respectively. Observe that for every t ∈ Iλ, if Φt,δ(s)ηλ′(s) , 0 , then λ − λδ − 3 ≤
λ′ ≤ λ + λδ + 3. Hence, we see that, for every t ∈ Iλ,
Φt,δ(
√
L )ϕk(
√
L ) =
λ+10∑
λ′=λ−10
Φt,δ(
√
L )ϕk(
√
L )ηλ′(
√
L ),(5.8)
and thus∫ 2k+2
2k−1
∣∣∣∣Φt,δ(√L )ϕk(√L ) f ∣∣∣∣2dt
t
=
∑
λ
∫
Iλ
∣∣∣∣ λ+10∑
λ′=λ−10
Φt,δ(
√
L )ϕk(
√
L )ηλ′(
√
L ) f
∣∣∣∣2dt
t
(5.9)
≤ C
∑
λ
λ+10∑
λ′=λ−10
∫
Iλ
∣∣∣∣Φt,δ(√L )ϕk(√L )ηλ′(√L ) f ∣∣∣∣2dt
t
.
By Minkowski’s inequality,
‖T (1)
δ
f ‖p′
0
≤ C
∥∥∥∥∥∥∥
∑
k≤0
∫ 2k+2
2k−1
∣∣∣∣Φt,δ(√L )ϕk(√L ) f ∣∣∣∣2dt
t

1/2
∥∥∥∥∥∥∥
p′
0
≤ C
∥∥∥∥∥∥∥∥
∑
k≤0
∑
λ
λ+10∑
λ′=λ−10
∫
Iλ
∣∣∣∣Φt,δ(√L )ηλ′(√L )ϕk(√L ) f ∣∣∣∣2dt
t

1/2
∥∥∥∥∥∥∥∥
p′
0
≤ C
∑
k≤0
∑
λ
λ+10∑
λ′=λ−10
∫
Iλ
∥∥∥∥Φt,δ(√L )ηλ′(√L )ϕk(√L ) f ∥∥∥∥2
p′
0
dt
t

1/2
.
Note that t ≤ 1 and by (SCq,κp0 )
‖Φt,δ(
√
L )(1 + L)γ/2‖2→p′
0
= ‖Φt,δ(
√
L )(1 + L)γ/2‖p0→2
≤ C2n( 1p0 − 12 )‖Φt,δ(2·)‖2κ ,q ≤ C.
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Hence
∥∥∥Φt,δ(√L )ϕk(√L )ηλ′(√L ) f ∥∥∥p′
0
≤ C
∥∥∥ηλ′(√L )ϕk(√L )(1 + L)−γ/2 f ∥∥∥2. From this it is easy to
see
‖T (1)
δ
f ‖p′
0
≤ C
∑
k≤0
∑
λ
λ+10∑
λ′=λ−10
∥∥∥∥ηλ′(√L )ϕk(√L )(1 + L)−γ/2 f ∥∥∥∥2
2
∫
Iλ
dt
t

1/2
≤ C
δ∑
k≤0
∑
λ′
∥∥∥∥ηλ′(√L )ϕk(√L )(1 + L)−γ/2 f ∥∥∥∥2
2

1/2
≤ Cδ 12 ‖(1 + L)−γ/2 f ‖2
≤ Cδ 12 ‖ f ‖p′
0
,
where for the last inequality we use (1.11). Thus we get (5.5).
We now show (5.6) for p = p′0. By (4.12), we have that for f ∈ L2(X) ∩ Lp(X),
|T (2)
δ
f (x)|2 ≤ C
∑
0<k≤1−log2 κ
√
δ
∫ 2k+2
2k−1
∣∣∣∣φ (δ−1 (1 − L
t2
))
ϕk(
√
L ) f (x)
∣∣∣∣2dt
t
.(5.10)
Again, for k ∈ Z and t ∈ [2k−1, 2k+2] and λ = 0, 1, · · · , λ0 = [8/δ] + 1, we consider the interval Iλ
and the function ηλ which are given by (4.25) and (4.26), respectively. Observe that for every t ∈ Iλ,
if Φt,δ(s)ηλ′(s) , 0 , then λ − λδ − 3 ≤ λ′ ≤ λ + λδ + 3. Hence, as before it follows that, for every
t ∈ Iλ, (5.8) holds and we have (5.9). Putting this in (5.10) and Minkowski’s inequality (twice) give
‖T (2)
δ
f ‖p′
0
≤ C
∥∥∥∥∥∥∥∥∥

∑
0<k≤1−log2 κ
√
δ
∑
λ
λ+10∑
λ′=λ−10
∫
Iλ
∣∣∣∣Φt,δ(√L )ηλ′(√L )ϕk(√L ) f ∣∣∣∣2dt
t

1/2
∥∥∥∥∥∥∥∥∥
p′
0
≤ C

∑
0<k≤1−log2 κ
√
δ
∑
λ
λ+10∑
λ′=λ−10
∫
Iλ
∥∥∥∥Φt,δ(√L )ηλ′(√L )ϕk(√L ) f ∥∥∥∥2
p′
0
dt
t

1/2
.
We claim that
(5.11) ‖Φt,δ(
√
L )(1 + L)γ/2‖2→p′
0
≤ Cδ 1q−n( 1p0 − 12 )−ν.
Assuming this for the moment, we complete the proof. From (5.10) and (5.11) we have
‖T (2)
δ
f ‖p′
0
≤ Cδ 1q−n( 1p0 − 12 )−ν

∑
0<k≤1−log2 κ
√
δ
∑
λ
λ+10∑
λ′=λ−10
∫
Iλ
∥∥∥∥ηλ′(√L )ϕk(√L )(1 + L)−γ/2 f ∥∥∥∥2
2
dt
t

1/2
.
Thus, it is easy to see that
‖T (2)
δ
f ‖p′
0
≤ Cδ 1q−n( 1p0 − 12 )−ν
δ
∑
0<k≤1−log2 κ
√
δ
∑
λ′
∥∥∥∥ηλ′(√L )ϕk(√L )(1 + L)−γ/2 f ∥∥∥∥2
2

1/2
≤ Cδ 1q−n( 1p0 − 12 )−νδ1/2‖(1 + L)−γ/2 f ‖2
≤ Cδ 12+ 1q−n( 1p0 − 12 )−ν‖ f ‖p′
0
.
For the last inequality we use (1.11). This gives the desired estimate.
It remains to show (5.11). Let N = 8[t] + 1. Note that suppΦt,δ ⊂ [−N,N]. From (SCq,κp0 )
‖Φt,δ(
√
L )(1 + L)γ/2‖2→p′
0
= ‖Φt,δ(
√
L )(1 + L)γ/2)‖p0→2
23
≤ CNn( 1p0 − 12 )‖Φt,δ(Nu)(1 + N2u2)γ/2‖Nκ,q.
We estimate ‖Φt,δ(Nu)(1 + N2u2)γ/2‖Nκ,q. Set H(λ) = Φt,δ(λ)(1 + λ2)γ/2. Let ξ ∈ C∞c be an even
function such that supp ξ ⊂ [−1, 1], ξˆ(0) = 1 and ξˆ(k)(0) = 0 for all 1 ≤ k ≤ [β] + 2. Write
ξN = Nξ(Nu). Then
‖Φt,δ(Nu)(1 + N2u2)γ/2‖Nκ,q ≤ ‖
(
H − ξNκ−1 ∗ H
)
(Nu)‖Nκ ,q + ‖
(
ξNκ−1 ∗ H
)
(Nu)‖Nκ ,q.
To estimate the first in the right hand side, we make use of the following (for its proof, see [13,
(3.29)] or [15, Propostion 4.6]): If suppG ⊂ [−1, 1], then
‖G − ξN ∗G‖N,q ≤ CN−β‖G‖Wβ,q(5.12)
for all β > 1/q and any N ∈ N. Since (H − ξNκ−1 ∗ H)(Nu) = H(Nu) − (ξNκ ∗ (H(N·)))(u). For
β > n(1/2 − 1/p′
0
), we get∥∥∥(H − ξNκ−1 ∗ H)(Nu)∥∥∥Nκ ,q ≤ CN−βκ‖H(N·)‖Wβ,q = CN−βκ∥∥∥∥Φt,δ(Nu)(1 + N2u2)γ/2∥∥∥∥Wβ,q(5.13)
≤ CN−βκ+γδ 1q−β.
For the second one, note that
‖(ξNκ−1 ∗ H)(N·)‖Nκ ,q =
 1Nκ
Nκ∑
i=1−Nκ
sup
λ∈[ i−1
Nκ
, i
Nκ
)
|(ξ ∗ H(·/Nκ−1))(Nκλ)|q

1/q
≤
 1Nκ
Nκ∑
i=1−Nκ
sup
λ∈[i−1,i)
|(ξ ∗ H(·/Nκ−1))(λ)|q

1/q
.
Using |ξ ∗ h(λ)|q ≤ C‖ξ‖q
q′
∫ λ+1
λ−1 |h(u)|qdu,
‖(ξNκ−1 ∗ H)(N·)‖Nκ ,q ≤ C
 1Nκ
Nκ∑
i=1−Nκ
sup
λ∈[i−1,i)
∫ λ+1
λ−1
|H(u/Nκ−1)|qdu

1/q
≤ C
 1Nκ
Nκ∑
i=1−Nκ
∫ i+1
i−2
|H(u/Nκ−1)|qdu

1/q
≤ CN− κq ‖H(·/Nκ−1)‖q
≤ CN− κq (tκδ) 1q tγ ≤ Cδ 1q tγ.
Combining (5.13) and the above, and noting that 1 ≤ t ≤ 1/ κ
√
δ, we have
‖Φt,δ(
√
L )(1 + L)γ/2‖2→p′
0
≤ CNn( 1p0 − 12 )(N−βκ+γδ 1q−β + tγδ 1q )
≤ Cδ 1q−n( 1p0 − 12 )−ν.
Here, we use the relation γ = n(κ − 1)(1/p0 − 1/2)+ κν. This gives (5.11), and completes the proof
of (5.6). 
5.2. Proof of Lemma 5.8. As in Proposition 4.2, the proof of Lemma 5.8 reduces to showing the
following lemma.
Lemma 5.9. For any 0 ≤ w and 0 < δ ≤ 1,∫
X
|T (3)
δ
f (x)|2w(x)dµ(x) ≤ Cδ1+
2
q
+n( 2
p′
0
−1)
∫
X
| f (x)|2Mr0w(x)dµ(x),
where 1/r0 + 2/p
′
0 = 1.
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Proof. We prove Lemma 5.9 by modifying that of Lemma 4.3. By (4.12), we have that, for f ∈
L2(X) ∩ Lp(X),
|T (3)
δ
f (x)|2 ≤ C
∑
k>1−log2 κ
√
δ
∫ 2k+2
2k−1
∣∣∣∣φ (δ−1 (1 − L
t2
))
ϕk(
√
L ) f (x)
∣∣∣∣2dt
t
.(5.14)
For given 0 < δ ≤ 1, we let δ ∈ [2− j0−1, 2− j0) for some j0 ∈ Z. As in the proof Lemma 4.3 we fix a
cutoff function η ∈ C∞0 , identically one on {|s| ≤ 1} and supported on {|s| ≤ 2}. For j ≥ j0 we define
ζ j by (4.14) so that (4.15) holds. Then let φδ, j be defined by (4.16) so that (4.18) holds. From (5.14)
and (4.18), it follows that for every function w ≥ 0,
∫
X
|T (3)
δ
f (x)|2w(x)dµ(x) ≤ C
∑
k>1−log2 κ
√
δ
∑
j≥ j0

∫ 2k+2
2k−1
〈∣∣∣∣φδ, j

√
L
t
ϕk(√L ) f ∣∣∣∣2, w
〉
dt
t

1/2
2
.(5.15)
For ℓ ≥ 0 let ψℓ,δ be defined by (4.23). So, 1 =
∑∞
ℓ=0 ψℓ,δ(s), and so φδ, j(s) =
∑∞
ℓ=0
(
ψℓ,δφδ, j
)
(s) for all
s > 0. Similarly as in (4.24) we get
∫ 2k+2
2k−1
〈∣∣∣∣φδ, j

√
L
t
ϕk(√L ) f ∣∣∣∣2, w
〉
dt
t

1/2
≤
[−log2δ]∑
ℓ=0
∑
m
‖χBmw‖r0
∫ 2k+2
2k−1
∥∥∥∥∥∥χBm (ψℓ,δφδ, j)

√
L
t
χB˜mϕk(√L ) f
∥∥∥∥∥∥
2
p′
0
dt
t

1/2
+
∞∑
ℓ=[−log2δ]+1
∑
m
‖χBmw‖r0
∫ 2k+2
2k−1
∥∥∥∥∥∥χBm (ψℓ,δφδ, j)

√
L
t
χB˜mϕk(√L ) f
∥∥∥∥∥∥
2
p′
0
dt
t

1/2
= I( j, k) + II( j, k).(5.16)
As in Section 4, the first term I( j, k) is the major one. We handle II( j, k) first.
Estimates for II( j, k). Note that ‖F‖N,2 ≤ ‖F‖N,∞ = ‖F‖∞, so for a fixed b > 0 the condition (SCq,κp0 )
implies (ST∞
p0 ,2
) for all functions F with suppF ⊂ (b,R). Hence we can repeat the same argument
used for the proof of (4.31) to show that for any N < ∞
II( j, k) ≤ Cδ2 j[n( 1p0 − 12 )−N+1]
(∫
X
|ϕk(
√
L ) f (x)|2Mr0w(x)dµ(x)
)1/2
.
Estimates for I( j, k). As before (see Section 4 ), for k ∈ Z and t ∈ [2k−1, 2k+2] and λ = 0, 1, · · · , λ0 =
[8/δ] + 1, we consider the interval Iλ and the function ηλ which are given by (4.25) and (4.26),
respectively. For t ∈ Iλ, λ − 2ℓ+6 ≤ λ′ ≤ λ + 2ℓ+6 if ψℓ,δ (s/t) ηλ′(s) , 0. Thus, for t ∈ Iλ, we have
(4.27). Using this we get
I( j, k) ≤
[−log2δ]∑
ℓ=0

∑
m
‖χBmw‖r0
∑
λ
∫
Iλ

λ+2ℓ+6∑
λ′=λ−2ℓ+6
∥∥∥∥∥∥χBm (ψℓ,δφδ, j)

√
L
t
 ηλ′(√L )[χB˜mϕk(√L ) f ]
∥∥∥∥∥∥
p′
0

2
dt
t

1/2
.
Note that suppψℓ,δ ⊆ (1 − 2ℓ+2δ, 1 + 2ℓ+2δ).Moreover, if ℓ ≥ 1, then ψℓ,δ(s) = 0 for s ∈ (1 − 2ℓδ, 1 +
2ℓδ), and so supp
(
ψℓ,δφδ, j
)
(·/t) ⊂ [t(1 − 2ℓ+2δ), t(1 + 2ℓ+2δ)]. Let R = [t(1 + 2ℓ+2δ)] + 1. By the
25
condition (SC
q,κ
p0 ), we have that, for 0 ≤ ℓ ≤ [−log2δ],∥∥∥∥∥∥χBm (ψℓ,δφδ, j)

√
L
t

∥∥∥∥∥∥
2→p′
0
=
∥∥∥∥∥∥(ψℓ,δφδ, j)

√
L
t
χBm
∥∥∥∥∥∥
p0→2
≤ C
(
2 j(1 + 2ℓ+2δ)
)n( 1
p0
− 1
2
)
µ(Bm)
1
2
− 1
p0 ‖(ψℓ,δφδ, j)
(
R · /t)‖Rκ,q
≤ C2 jn( 1p0 − 12 )µ(Bm)
1
2
− 1
p0 ‖(ψℓ,δφδ, j)
(
R · /t)‖Rκ,q.(5.17)
We note that
supp (ψℓ,δφδ, j)
(
R · /t) ⊂ [ t(1 − 2ℓ+2δ)
R
,
t(1 + 2ℓ+2δ)
R
]
.
This, in combination with the fact that Rκδ ≥ 1, gives
‖(ψℓ,δφδ, j)
(
(1 + 2ℓ+2δ) · )‖Rκ,q ≤ ‖ψℓ,δφδ, j‖∞∥∥∥χ[ t(1−2ℓ+2δ)
R
,
t(1+2ℓ+2δ)
R
]
∥∥∥
Rκ,q
≤ C‖ψℓ,δφδ, j‖∞
(
2ℓ+3tδ
R
)1/q
.
From this and (4.29) with q = ∞ we see that
‖(ψℓ,δφδ, j)
(
(1 + 2ℓ+2δ) · )‖Rκ,q ≤ CN2( j0− j)N2−ℓN(2ℓδ) 1q .
Thus (5.17) and the above inequality yield∥∥∥∥∥∥χBm (ψℓ,δφδ, j)

√
L
t
 ηλ′(√L )[χB˜mϕk(√L ) f ]
∥∥∥∥∥∥
p′
0
(5.18)
≤ Cδ 1q 2( j0− j)N2 jn( 1p0 − 12 )2−ℓ(N− 1q )µ(Bm)
1
2
− 1
p0
∥∥∥ηλ′(√L )[χB˜mϕk(√L ) f ]∥∥∥2.
Once (5.18) is obtained, we may repeat the lines of argument in the proof of Lemma 4.3 to get
I( j, k) ≤ Cδ 1q+ 122( j0− j)N2 jn( 1p0 − 12 )
∫
X
|ϕk(
√
L ) f (x)|2Mr0w(x)dµ(x).
Finally, combining the estimates for I( j, k) and II( j, k), together with (5.15) and (5.16), we get∫
X
|T (3)
δ
f (x)|2w(x)dµ(x) ≤ Cδ1+ 2q+n(1− 2p0 )
∫
X
| f |2Mr0w(x)dx
whenever N > n(1/p0 − 1/2) + 1. This completes proof of Lemma 5.9. 
6. Applications
As applications of our theorems we discuss several examples of important elliptic operators. Our
results, Theorems 4.1and 5.1 have applications to all the examples which are discussed in [15]
and [9]. Those include elliptic operators on compact manifolds, the harmonic oscillator, radial
Schro¨dinger operators with inverse square potentials and the Schro¨dinger operators on asymptoti-
cally conic manifolds.
6.1. Laplace-Beltrami operator on compact manifolds. Let ∆g be the Laplace-Beltrami operator
on a compact smooth Riemannian manifold (M, g) of dimension n. It was shown by Sogge that the
condition (Sp) holds with L = −∆g in the standard range of Stein-Tomas restriction theorem, that is
to say, for 1 ≤ p ≤ 2(n + 1)/(n + 3), see [40, 41]. Hence we can apply Theorem 5.1 and obtain the
following.
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Corollary 6.1. Suppose that ∆g is the Laplace-Beltrami operator on a compact smooth Riemannian
manifolds (M, g) of dimension n. Then the operator S α∗ (−∆g) is bounded on Lp(M) whenever
p ≥ 2(n + 1)
n − 1 , and α > max
{
n
∣∣∣∣1
p
− 1
2
∣∣∣∣ − 1
2
, 0
}
.(6.1)
The corollary can be extended to the Laplace-Beltrami operator on a certain class of compact man-
ifolds with boundaries if one combines Theorem 5.1 and the results in Sogge [42]. As far as we are
aware, Corollary 6.1, especially in view of its generality, has not appeared in any literature before.
However, we should mention that in [33] Mockenhaupt, Seeger and Sogge showed that the sharp
maximal Bochner-Riesz bounds for p ≥ 2 holds when (M, g) is a compact Riemannian manifold of
dimension 2 with periodicity assumption for the geodesic flow.
6.2. Schro¨dinger operator on asymptotically conic manifolds. Scattering manifolds or asymp-
totically conic manifolds are defined as interiors of a compact manifold with boundary M, and the
metric g is smooth on the interior M◦ and has the form
g =
dx2
x4
+
h(x)
x2
in a collar neighbourhood near ∂M, where x is a smooth boundary defining function for M and h(x)
a smooth one-parameter family of metrics on ∂M; the function r := 1/x near x = 0 can be thought
of as a radial coordinate near infinity and the metric there is asymptotic to the exact metric cone
((0,∞)r × ∂M, dr2 + r2h(0)).
The restriction estimate (1.6) and Bochner-Reisz sumability results for a class of Laplace type
operators on on asymptotically conic manifolds were obtained in [20]. Our approach allows us to
complement these results with the following concerning the maximal Bochner-Riesz operator.
Corollary 6.2. Let (M, g) be an asymptotically conic nontrappingmanifold of dimension n ≥ 3, and
let x be a smooth boundary defining function of ∂M. Let L := −∆g + V be a Schro¨dinger operator
with V ∈ x3C∞(M) and assume that L has no L2-eigenvalues and that 0 is not a resonance. Then
the operator S α∗ (L) is bounded on L
p(M) whenever
p ≥ 2(n + 1)
n − 1 , and α > max
{
n
∣∣∣∣∣1p − 12
∣∣∣∣∣ − 12 , 0
}
.
Proof. Corollary 6.2 follows from restriction estimates (1.6) established in [20, Theorem 1.2] and
Theorem A. 
Corollary 6.2 includes a class of operators which are 0-th order perturbations of the Laplacian on
nontrapping asymptotically conic manifolds. In particular, our results cover the following settings:
the Schro¨dinger operators, i.e. −∆ + V on Rn, where V smooth and decaying sufficiently at in-
finity; the Laplacian with respect to metric perturbations of the flat metric on Rn, again decaying
sufficiently at infinity; and the Laplacian on asymptotically conic manifolds, see [20].
6.3. The harmonic oscillator. In this section we focus on the Schro¨dinger operators such as the
harmonic oscillator −∆ + |x|2 on L2(Rn) for n ≥ 2. Bochner-Riesz summability results for the har-
monic oscillator were studied and sharp results were obtained by Karadzhov [24] and Thangavelu
in [51, 52]). Here we establish the corresponding result for the maximal Bochner-Riesz operator.
However, we consider the class Schro¨dinger operators L = −∆ + V(x) with a positive potential V
which satisfies the following condition
(6.2) V(x) ∼ |x|2, |∇V(x)| ∼ |x|, |∂2xV(x)| . 1.
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Clearly this class includes the harmonic oscillator.
A restriction type result for this class of operators was established by Koch and Tataru in [25,
Theorem 4], which states that, for λ ≥ 0 and 1 ≤ p ≤ 2n/(n + 2),
‖EL[λ2, λ2 + 1)‖p→2 ≤ C(1 + λ)n(
1
p
− 1
2
)−1.
It is not difficult to show that the above condition is equivalent to condition (SC2,κp ) for κ = 2 and
1 ≤ p ≤ 2n/(n + 2), see [9].
As a consequence of Theorem 5.1 we establish boundedness of the associated maximal Bochner-
Riesz operator.
Corollary 6.3. Let L = −∆+V(x) with a positive potential V(x) satisfying (6.2). Then the operator
S α∗ (L) is bounded on L
p(Rn) whenever
p ≥ 2n
n − 2 and α > max
{
n
∣∣∣∣1
p
− 1
2
∣∣∣∣ − 1
2
, 0
}
.(6.3)
Proof. As we just mentioned, the condition (SC2,κp′ ) for κ = 2 and 1 ≤ p′ ≤ 2nn+2 follows from [25,
Thoerem 4] and [9, Theorem III.9]. Hence by Theorem C it is enough to show that if V(x) ∼ |x|2 is
a positive potential and L = −∆ + V , then
‖(1 + L)−γ/2‖2→p′ ≤ C, γ = n(1/p − 1/2) + 2ν(6.4)
for 1 ≤ p′ ≤ 2n
n+2
and all ν > 0. The proof of (6.4) for p = 1 is given in [15, Lemma 7.9]. We give a
brief proof of this for completeness.
Now fix ν as a positive number. To prove (6.4), we put M = M√1+V . Then we note that
‖(1 + L)1/2 f ‖22 = 〈(1 + L) f , f 〉 ≥ 〈M2 f , f 〉 = ‖M f ‖22.
By the Lo¨wner-Heinz inequality for any quadratic forms B1 and B2, if B1 ≥ B2 ≥ 0, then Bα1 ≥ Bα2
for 0 ≤ α ≤ 1. Hence,
〈(1 + L)α f , f 〉 ≥ 〈M2α f , f 〉.
Thus, for α ∈ [0, 1],
‖Mα(1 + L)−α/2‖2→2 ≤ C.(6.5)
For α = 1 the operator Mα(1+L)−α/2 is of a first order Riesz transform type and a standard argument
yields, for any q ∈ (1, 2],
‖M(1 + L)−1/2‖q→q ≤ C,(6.6)
see [38, Theorem 11]. Then by Ho¨lder’s inequality, for any q1 ≥ q2 ≥ 1 with s = (1/q2 − 1/q1)−1,
‖M−α‖q1→q2 ≤ C
(∫
Rn
(1 + V(x))−sα/2dx
)1/(sα)
.(6.7)
Recall that γ = n(1/p − 1/2) + 2ν. Write
(1 + L)−γ/2 =
(
M−1M(1 + L)−1/2
)[γ]
M[γ]−γMγ−[γ](1 + L)([γ]−γ)/2.(6.8)
Because of V(x) ∼ |x|2, choose s = (n + ε)/α in (6.7) with ε = 2ν/(1/p′ − 1/2) > 0. Denote p0 by
1/p0 = (γ − [γ])/(n + ε)+ 1/2 and for each 1 ≤ i ≤ [γ] − 1 we define pi by putting 1/pi+1 − 1/pi =
28 PENG CHEN, SANGHYUK LEE, ADAM SIKORA, AND LIXIN YAN
1/(n + ε), so p[γ] = p
′. Now multiple composition of operators from (6.5), (6.6) and (6.7), in
combination with (6.8), yield
‖(1 + L)−γ/2‖2→p′ ≤ ‖Mγ−[γ](1 + L)([γ]−γ)/2‖2→2‖M[γ]−γ‖2→p0
[γ]−1∏
i=0
‖M−1M(1 + L)−1/2‖pi→pi+1 ≤ C.
This finishes the proof of (6.4), and completes the proof of Corollary 6.3. 
6.4. Operators ∆n +
c
r2
acting on L2((0,∞), rn−1dr). In this section we consider a class of the
Schro¨dinger operators on L2((0,∞), rn−1dr). These operators generate semigroups but do not have
the classical Gaussian upper bound for the heat kernel.
Fix n > 2 and c > −(n − 2)2/4 and consider the space L2((0,∞), rn−1dr). For f , g ∈ C∞c (0,∞) we
define the quadratic form
(6.9) Q(0,∞)n,c ( f , g) =
∫ ∞
0
f ′(r)g′(r)rn−1dr +
∫ ∞
0
c
r2
f (r)g(r)rn−1dr.
Using the Friedrichs extension one can define the operator Ln,c = ∆n+c/r
2 as the unique self-adjoint
operator corresponding to Q
(0,∞)
n,c , acting on L
2((0,∞), rn−1dr). In the sequel we will write L instead
of Ln,c, which is formally given by the following formula
L f = (∆n +
c
r2
) f = − d
2
dr2
f − n − 1
r
d
dr
f +
c
r2
f .
The classical Hardy inequality
(6.10) − ∆ ≥ (n − 2)
2
4
|x|−2,
shows that for all c > −(n − 2)2/4, the self-adjoint operator L is non-negative. Such operators can
be seen as radial Schro¨dinger operators with inverse-square potentials. It follows by Theorem 3.3
of [12] that L satisfies the property (FS).
Now for −(n − 2)2/4 < c < 0, we set p∗c = n/σ where σ = (n − 2)/2 −
√
(n − 2)2/4 + c. Note that
2 < 2n
n−2 < p
∗
c. Liskevich, Sobol and Vogt [30] proved that, for t > 0 and p ∈ ((p∗c)′, p∗c),
‖e−tL‖p→p ≤ C.
They also proved that the range of p, ((p∗c)
′, p∗c) is optimal in the sense that, if p < ((p
∗
c)
′, p∗c), the
semigroup does not act on Lp((0,∞), rn−1dr) (see also [12]).
Corollary 6.4. Suppose that n > 2 and −(n − 2)2/4 < c. Set
p∗c =

n
σ
, c < 0;
∞, c ≥ 0,
where σ = (n − 2)/2 −
√
(n − 2)2/4 + c. Then the operator S α∗ (L) is bounded on Lp((0,∞), rn−1dr)
whenever
2n
n − 1 < p < p
∗
c and α > max
{
n
∣∣∣∣∣1p − 12
∣∣∣∣∣ − 12 , 0
}
.(6.11)
Proof. It was shown in [9, Proposition III.10] that the condition (ST2
p,2
) for the operators ∆n + c/r
2
holds for p ∈ ((p∗c)′, 2nn+1 ) for c < 0; for p ∈ [1, 2nn+1 ) for c ≥ 0. Now the corollary follows from
Theorem 4.1. 
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Remark 6.5. In the proof of Corollary 6.4 one has to use condition (ST2p,2) because the condition
(Rp) is no longer valid in this setting.
Finally wemention that our approach can be also applied to a class of sub-Laplacians on Heisenberg
H-type group considered in [31], for the class of inverse square potentials considered in [5] and a
class of Schro¨dinger type operators investigated in [35].
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