Abstract. We consider a microscopic model (a system of self-propelled particles) to study the behaviour of a large group of pedestrians walking in a corridor. Our point of interest is the effect of anisotropic interactions on the global behaviour of the crowd. The anisotropy we have in mind reflects the fact that people do not perceive (i.e. see, hear, feel or smell) their environment equally well in all directions. The dynamics of the individuals in our model follow from a system of Newton-like equations in the overdamped limit. The instantaneous velocity is modelled in such a way that it accounts for the angle under which an individual perceives another individual. We investigate the effects of this perception anisotropy by means of simulations, very much in the spirit of molecular dynamics. We define a number of characteristic quantifiers (including the polarization index and Morisita index) that serve as measures for e.g. organization and clustering, and we use these indices to investigate the influence of anisotropy on the global behaviour of the crowd. The goal of the paper is to investigate the potentiality of this model; extensive statistical analysis of simulation data, or reproducing any specific real-life situation are beyond its scope.
Introduction
During the last two, three decades, the field of crowd dynamics has emerged as the natural sciences' reaction to questions arising from social sciences, population biology arXiv:1210.4530v2 [physics.soc-ph] 16 Apr 2013 and urban planning. See e.g. [25] for an example of a problem addressed in psychology, or [4] for an illustration of the civil engineering aspects. The roots and philosophy of crowd dynamics are very much in the spirit of statistical mechanics, molecular dynamics, interacting particle systems methods and the theory of granular matter, as such treating individual humans nearly as non-living material (cf. e.g. the nice overview [23] and references cited therein). A justification for this approach lies in the fact that the individuals' personal will is more or less averaged out if one looks at the crowd as a whole. From this perspective, it can be considered as (stochastic) noise, superimposed on some 'clean' (deterministic) dynamics. To illustrate the thin borderlines between several fields of study, the reader is referred to e.g. [16, 21] for the dynamics of non-living particles, [14, 20] for studies of tumbling or self-propelled living particles (like bacteria), or [12, 5, 6] for crowd dynamics. Although these fields all focus their own specific real-world scenario, their way of thinking and posed questions are very much alike.
However, an evident and important difference between people and molecules or grains (apart from people's own opinions, irritations etc.) is the fact that people clearly have front and back sides. Our degree of perceiving our surroundings highly depends on the direction of looking. We mainly base our walking behaviour on what we see, and clearly what happens in front of us thus has more influence than what happens behind us (this statement is also supported e.g. by [10] ). A modification or extension of physics-inspired models is needed to incorporate this kind of anisotropy in the interactions between individuals. This paper investigates the effect of anisotropy on the global behaviour of a group of pedestrians.
Our focus is on the simulation of a scenario where pedestrians move in a long corridor. We might relate this situation to evacuation of people from a building (cf. [22, 13] ). It is sane to assume that these evacuees have an intrinsic drive to move towards the exit (i.e. one side of the corridor), and moreover that there view is focused in the same direction. Investigating the effect of anisotropy on the large-scale behaviour of the crowd therefore relates to assessing the escape process.
In Section 2 of this paper the model is presented and explained. Section 3 is the main part of the paper. It describes the exact scenario of our simulations and the definitions of the quantities we use for assessing the results (polarization index, projected density, Morisita index). Moreover, in this section the simulation results are presented and discussed. Conclusions and an outlook on possible future work are given in Section 4.
A model for anisotropic interactions between pedestrians
We represent pedestrians by point particles ‡ having masses m i . They are located in a long corridor of lengthL and width B. Here, the word 'long' refers to the fact that at the time scales we focus on, the pedestrians are not able to reach the end of the corridor. Interactions between pedestrians are short-ranged. We therefore suppose that the correlation length in the system is less than or equal to a certain L L and we can subdivide the corridor in an array of rectangles (width B and length L), which are all duplicates of each other. We thus have a scenario with periodic boundary conditions. Our domain of interest is therefore a rectangular box
with periodic boundary conditions in one direction and impermeable walls in the other direction. The corridor contains N < ∞ pedestrians. For all i ∈ {1, ..., N } and t ≥ 0, the vector r i (t) = (x i (t), y i (t)) ∈ Ω represents the position of the i-th pedestrian at time t. We denote its velocity by v i (t).
We assume that the governing equation of motion is
The equation describes the motion of the i-th individual, which has mass m i and which moves with velocity v i (t). However, he/she tries to move according to its desired velocity v des . Here, τ drive is the characteristic relaxation time related to attaining the desired velocity. Its actual velocity is moreover perturbed by two 'forces'. The word 'force' is used since (2) can be regarded as an overdamped limit of a Newton-like equation (cf. [12] for this Newton-like way of modelling). One could argue whether the social force is the right concept to use to drive the pedestrians, or maybe ideas like social pressure (as in a Darcy-like law) or cognitive-based heuristics (see e.g. [19] ) are more appropriate. Here we avoid any polemic by deciding to choose a framework based on social forces and leave for later any further developments of other possible approaches.
There is a physical force F phys i that acts on the individual to describe the effect of the non-living environment (geometry). In this paper we only take into account the influence of walls on pedestrians, that is:
. Furthermore, pedestrian i experiences a so-called social force F soc i due to the presence of other individuals, which influences the motion of this particular pedestrian i.
Individuals are influenced by the walls as soon as they come too close, i.e. within a ‡ Note that this is a modelling choice, and that one can view crowds from different perspectives, e.g. micro-, meso-and macroscopic, or a suitable combination of these. See [2] for a critical review, or the broader overview in [23] .
distance R wall . We model these impermeable walls by means of a strong repulsive force F wall i acting on pedestrian i:
Here, n is the unit normal pointing from the corresponding wall into the corridor, F W all is the strength of the repulsive force and d is the distance to the wall for pedestrian i. The word 'strong' here implies that this force is not just a contact force, but has a longer range. Typically, this makes individuals avoid walls before touching them. § Furthermore, very much in the spirit of [12] , we specify the social force by
where:
• Ω i is the collection of the position vectors of all individuals which are within a distance R cut to pedestrian i. In other words, pedestrians interact only when they are close enough to each other;
• we assume that the interaction potential W depends only on the relative position of the two pedestrians i and j and not on their relative velocity. Figure 1 . Schematic drawing of the variables r i , r j , r j − r i , involved angle θ rirj and unit vectors e x , e y . The vector v des can in principle have arbitrary direction. For the sake of clarity in the picture, it is chosen to be parallel to e x . Here, θ rirj is the angle under which an individual positioned in r i and heading along v des , perceives location r j .
Specifically, W takes the form,
Here, α ∈ [0, 1] is an anisotropy parameter, for which α = 0 means that the potential is isotropic, and α = 1 means that the anisotropy effects are maximal. The angle of § We will see later that the type of repulsion in F wall i
for small d is the same as in the interactions between individuals (cf. (4)- (7)), be it with different parameters.
perception θ r i r j is the angle under which an individual positioned in r i , while moving in the direction of v des , perceives location r j , see Figure 1 . The precise type of interaction is hidden in the structure of the function U . In particular, we distinguish between two types of interactions, namely
• only repulsive interaction (for simplicity denoted by R case). Pedestrians repel each other when their separation distance is smaller than R R r (called radius of repulsion in R case) and do not interact at larger distances;
• both repulsive and attractive interaction (denoted by AR case (called attractive radius in AR case), they are attracted to one another. They do not interact outside these regions.
For these two cases R cut = R R r , respectively R cut = R AR a . The second case is an extension of the first one. The R case we might regard as a population of individualistic people that simply try to avoid each other. In the AR case there is also some social cohesion, as they try to keep the group together. In the following, we describe the precise structure of our potentials.
R case
In the repulsive case we take
See Figure 2 for an example of an interaction potential of the above form. Figure 2 . Typical example of the interaction potential as given in (6).
R r s U s

AR case
If we want to involve a both attractive and repulsive way of interactions, then we take
whereŨ (s) = F AR (
In the above, the constants C 1 and C 2 are such that U is a continuous function. Figure  3 shows an example of this kind of interaction potentials.
R r R a s U s Figure 3 . Typical example of the interaction potential as given in (7)- (8).
Simulation: set-up and results
For all simulations, the number of pedestrians N is an integer multiple of 10. Initially, we place these individuals on a lattice of N x = N 10 rows of 10 pedestrians each. The distance between two succeeding rows is always ∆x = L N . Note that there is an N here, not N x : the pedestrians are thus distributed initially in a domain about one tenth the length of the total corridor (see Figure 4) . The distance between two pedestrians in the same row is ∆y = ). We use these initial conditions for all simulations. The simulation time corresponds to a real life time τ obs = 100 s. This time is large enough to witness a stable profile for all simulations. We give in Table 1 a summary of the parameters and their values used in both the 'repulsive' and 'attractive and repulsive' interaction potentials. 
Symbol Unit
Reference value N -20, 40, 60, 80, 100
For more technical details about this kind of simulations, the reader is referred e.g. to [1, 3] .
To illustrate simulation results, in Figures 5-10 snapshots of the positions of N = 100 pedestrians at time t = 100 s are shown, in both the R case and the AR case for α = 1.0, α = 0.5 and α = 0.0 (fully isotropic), respectively. Some individuals' positions might seem to coincide with the walls. Note however that our individuals are point particles and the walls have no width. The overlap is therefore only a result of the fact that we need to give size to individuals and walls in order to visualize them. of width B = 10 m a corridor. In our setting, the word corridor refers to the ratio between length and width, rather than to the absolute values of B and L. Note that this ratio of the 'real' corridor is in fact even bigger than L/B, namelyL/B, cf. the explanation in the beginning of Section 2. Figure 8 , all figures depict a completely symmetric profile with respect to the line y = 0. This is a natural result of the symmetry in the initial data and symmetry w.r.t. the direction of v des in the interactions; it is just a property of the hyperbolic conservation laws to govern the mean-field behaviour, cf. [7] . Note also the strong tendency of the system to maintain (or produce) organized patterns. These issues will be addressed in more detail in Section 3.2. Figure 8 is an exception in the sense that the distribution of the crowd is not symmetric around the line y = 0. This cannot be explained from the model equations, as these imply that the distribution should be symmetric. This effect must be due to round-off errors and their propagation with respect to time. In the AR case for α = 0.0 (cf. Figure 10 ,) we see that the people move in a crystal-like formation parallel to the e x -axis, which remotely resembles the 2D crystallization patterns at low temperature pointed out in [26] . The group as a whole is very compact. In the sequel we will use the words clusters/clustering for a situation in which pedestrians move close together. However, if we compare Figure 10 to Figures 8 and 9 , we observe that introducing anisotropy by setting α > 0 decreases the amount of structure and clustering. In the R case, all three values of α allow for a well-structured way of moving, but there is no clear clustering. It is evident from the figures that the people are spread over the whole corridor.
Except for
Now, we introduce a number of measurable quantities to help quantify the above statements.
3.1. Definitions of the measured quantities 3.1.1. Polarization index Inspired by [14] , we define the (time-dependent) polarization index p of a group of people as the average angular deviation from the mean propagation direction. Here, the average is taken over all individuals. Note that zero polarization means that all the people move in parallel. We first introduce the following auxiliary definitions:
denotes the time average of an arbitrary quantity q, based on the values q(t j ) at time t j , j ∈ {1, 2, ..., M };
• θ i (t) ∈ (−π, π] is the direction of motion of the pedestrian i at time t. It is defined to be the angle θ i (t) such that
• θ(t) ∈ (−π, π] is the mean direction of motion of the pedestrians group. It is formally defined as the angle such that
where v(t) · e ξ N denotes averaging over the total number of N individuals:
and the average direction of motion. Now, the time-dependent polarization is defined as
We are also interested in the time average of p, which is defined as
3.1.2. Projection of the pedestrian density on the e x axis To examine the distribution of our crowd in the direction that corresponds to the desired velocity, we can consider the number of pedestrians that are located in
Here, 0 < 1, and S η denotes a narrow strip parallel to the e y axis, centered at x-position η and of width η. We could simply plot the number of people in S η as a function of η. Since pedestrians are point masses in our model, this procedure would produce a discontinuous, histogram-like graph. Moreover, the number of discontinuities would highly depend on the value of . In order to smoothen the results, the individuals' coordinates have been projected on their corresponding x-coordinates. Next, we assign an 'induced density' ρ e x,i to each individual i, which can be considered as a mollified Dirac delta distribution, see Figure 11 . It was constructed in such a way that it has support of width Figure 11 . The induced density on the e x axis ρ ex,i prescribed by an individual as a function of the spatial coordinate η, relative to its horizontal coordinate x i .
The total density in a point
] is obtained by adding all individual contributions:
where the induced density ρ ex,i is given by,
Note that this density distribution is normalized:
3.1.3. Morisita index We subdivide the domain Ω in M equally sized rectangular boxes of dimensions S x · S y . Inspired by [14] , we define the Morisita index I M for our system, which is a measure for the degree of dispersion (or of clustering) in our crowd. The index is the product of M and δ M , where δ M is an estimator of Simpson's measure of diversity; cf. [24] . This estimator is defined as
where n i equals the number of pedestrians in box i. This is
, the number of pairs consisting of two individuals within the same box, divided by N (N − 1)/2: the total number of pairs in the system. Thus, δ M is an (unbiased) estimator of the probability that two randomly and independently chosen individuals are in the same box. Now, assume that we draw two independent samples from a uniform distribution on our corridor. The probability that both turn out to be in box i is (1/M) 2 , since they are independent and all boxes have the same size. Summation over all boxes leads to the probability that both sampled individuals are in the same, yet arbitrary, box:
As mentioned above, the Morisita index, introduced in [17, 18] , is defined as
The Morisita index can thus be interpreted as (an estimator of) the probability that two arbitrary pedestrians in our system are in the same box, divided by the probability that two uniformly distributed individuals are in the same box. See Figure 12 for an example that illustrates the use of the Morisita index. The figure also shows that the value of the Morisita index depends on the number of boxes M and their distribution.
Connection between the Morisita index and entropy
We already mentioned the word 'clustering'. In information theory, this concept refers to the process of ordering items: each document should be assigned to a cluster. The reader is referred to [15] , Chapter 16, for more details. A measure to evaluate the quality of a clustering is the entropy. Our aim here is to point out that this entropy is related to the Morisita index, be it that there is no one-to-one correspondence. Let K be a fixed integer number (the number of clusters) and define Ω = {ω 1 , . . . , ω K } to be the set of clusters. One should see ω k as the set of all documents assigned to cluster k. In total there are N documents. We follow [15] , pp. 328-329, in defining the entropy H(Ω) as
Note that this functional form is often used for entropy in many other contexts different than information theory. To find the relation between entropy and the Morisita index, we order our individuals according to the box in which they are situated. We take K to be the number of non-empty boxes. If we give these K boxes indices k, then |ω k | denotes the number of individuals in (non-empty) box k. Note that there is a slight subtlety here. Our boxes are what are called clusters in the jargon of information theory (i.e. to which individuals are assigned). These should not be confused with our intuitive interpretation of 'clusters': aggregations of individuals. Only in specific cases (dense aggregations or large boxes) such aggregation will be contained in a box.
We investigate numerically the relation between entropy and the Morisita index. Each individual in a group of size N = 1000 is assigned randomly to one of in total M = 64 boxes. Note that this value of M corresponds to the reference value in Table 1 , which will also be used in the sequel. Using the obtained configuration we calculate the Morisita index (19) and the entropy (20) . This procedure is repeated 10000 times. For both quantities the exact position of an individual does not matter; it is only important to know in which box he is. Therefore we only need to assign a box (randomly). In Figure 13 we plot the entropy against the Morisita index for each realization. There is a clear correlation between the two, which we indicate by adding a linear fit of the data. Figure 13 . Scatter plot of the entropy against the Morisita index for 10000 random configurations. A linear fit is added to the plot to emphasize the clear correlation between the two concepts.
Although entropy and Morisita are not the same concepts (and do not have the same interpretation), our numerical investigation supports the idea that they are similar in some sense. There is a clear (negative) correlation, which means that mutatis mutandis we can deduce the same information from either of the two measures.
Measured quantities: results
Polarization
To show the kind of information we can deduce from the polarization index, we start by examining the evolution of p(t) for N = 100. The combined results are shown in Figures 14 and 15 . In each of the six cases we identify a relatively short period of time just after t = 0, during which the polarization decreases rapidly. Afterwards, there is a state in which p fluctuates around a certain average level; this state might be an equilibrium. For each α in the R case, and for α = 0.0 in the AR case, this average level is zero (we needed to zoom in in Figure 14 to verify that these curves really decay below the level as in Figure 15 ). The scenarios α = 1.0 and α = 0.5 in the AR case are different in the sense that they do not decay to zero. Moreover, if one would zoom in, one would see that the oscillations in the R case are less rapid and of smaller amplitude than in the AR case. This holds especially for α = 0.5 and α = 0.0. Comparing R to AR requires some extra care, however. It is difficult to compare them in a fair way, because of their intrinsically different nature, and because of the (in)compatibility of the tested values for the interaction radii (cf. Table 1 ).
Let us focus on the initial rapid decay of p: this suggests that the initial configuration is not a favourable state for the system to be in. An immediate relaxation takes place, implying spreading of the individuals in all possible directions until a more preferable situation is reached. Figures 5-9 support this statement. Most clearly in Figures 8 and  9 the system evolved away from the initial configuration. The same statement is true for Figures 5, 6 and 7, although this is less evident. Once we realize however that the particles move in what seem to be six horizontal rows, we must indeed conclude that the particles have deviated from the initial situation in which there were ten rows. Figure  10 is somewhat different, even though we recognize relaxation, as the initial occupation was only about one tenth of the corridor length. Spreading in a direction parallel to the mean direction of motion does not explain the peak in p just after t = 0 however. This is because fluctuations in the magnitude of the velocity (that is: the speed) do not affect the polarization if all individuals move in the same direction. The peak shows that there must have been some vertical displacement too.
We remark that in the AR case p does not necessarily decay to zero, while it does (or at least: seems to do up to fluctuations and noise) in the R case. Regarding Figures  5-10 , we can distinguish the graphs for α = 1.0 and α = 0.5 in the AR case from the four others, since they do not seem to possess the degree of order and structure that the other graphs do have. Strikingly, these are exactly the cases in Figure 15 where p does not tend to zero. From this we conclude that there is a strong relation between the polarization tending to zero, and the preservation or favouring of patterns and organization in the system. The cases in which p oscillates around a non-zero average in the long run, are exactly those in which the initial ordered configuration has disappeared after some time. Moreover, the fact that the polarization remains positive is an indicator that the configurations in Figures 8 and 9 are not stable.
In Figures 16 and 17 the time average polarization index P is shown. For each N , we recognize in P the same ordering with respect to α as the ordering we have seen before in p (just for N = 100, cf. Figures 14 and 15) . The ordering between α = 0.5 and α = 0.0 (R case) is even much clearer when considering the time average. Note that, comparing R and AR, the absolute differences in P are much smaller than those in p. This is mainly because the p-curves in the AR case have smaller range but larger domain where they are non-negligible.
Up to now we only used initial conditions in which the individuals are positioned on a grid in only a part of the corridor. We wish to explore the influence of these initial conditions, by allowing randomness. More specifically, we sample the initial position of each individual from a random distribution on the whole corridor. The corresponding time averages of the polarization are given in Table 2 , represented by the mean and standard deviation of 10 random runs. Both the R case and the AR case are considered.
Unfortunately, these results do not provide an unambiguous conclusion about the effect of random initial conditions. In the R case the mean polarization is bigger for random initial conditions than for regular ones. In the AR case this is the other way around. An issue in interpreting the ratios in the bottom line of the table is that we are dividing relatively small numbers. However, this is something that needs to be stressed: the polarization remains relatively small, also for random initial conditions. We will see later (see e.g. Table 3 ) that for the Morisita index the presented ratio does make sense, and that we can use them to draw conclusions about the effect of randomness.
Projection of the pedestrian density on the e x axis Figures 18 (R case) and 19
(AR case) show the projected mollified density that was introduced in Section 3.1.2. The graphs show that in the isotropic case (α = 0.0) the density profile is completely symmetric around the center of mass. Note that this is only the case if the initial Table 2 . Time average polarization after time t = 100s, for N = 60 individuals and α = 1.0. The mean and standard deviation of 10 independent simulation runs are given. In each run the initial conditions were drawn from a random distribution, such that the initial positions are random over the whole corridor. We compare the outcome to the previously used initial conditions (i.e. on a lattice in a section of the corridor). The ratio: polarization for regular initial conditions divided by the average over 10 random runs is also given. Calculations were performed both for the R case and the AR case.
Polarization R case AR case
conditions are symmetric. For α = 1.0 and α = 0.5 in the AR case symmetry is no longer present. This is perfectly sane, since anisotropy (i.e. α > 0) was introduced to incorporate asymmetric interactions in our model: a pedestrian is more influenced by an other individual in front of him than by one behind him. The graphs corresponding to α = 1.0 and α = 0.5 in the R case are not given. They possess the same oscillatory behaviour as Figure 18 , but without being symmetric around the center of mass. They do not provide any further information or insight, and thus are omitted. The highly oscillatory behaviour in Figure 18 and the omitted graphs reflects the ordered, lattice-like, structures we already observed in Figures 5-7 . Following this rea-soning, one would expect the same kind of oscillations also in the AR case for α = 0.0 (cf. the ordered pattern in Figure 10 ). The reason for not seeing this in Figure 19 is simple: The average distance in e x direction is smaller than the width of the support of our induced density. The total density therefore smoothens out the periodic structure of the individuals' positions. What we do see is the fact that in this situation the individuals do not occupy the whole corridor, but are confined to a certain section of it.
What we observe is that including attraction in the interaction has some regularizing effect. For each of the three choices for α, there is a core of high density around the center of mass, which forms the heart of our crowd. This core is present due to the initial condition that was concentrated on a part of the corridor. Without attraction the repulsive interactions would drive it apart. However, attraction is not able to completely diminish the effect of repulsion. Especially when α increases, the projected density of the core decreases, while there is a tail of mass just behind it (that is, in the graph on the left of the center). This effect can be explained by the fact that individuals in the anisotropic case are driven backwards if they are too close together (like in the high density core). There is no (sufficient) compensation driving the individual forward as this effect is decreased/switched off by increasing α. Apparently the mechanism that drives individuals to the back has more effect as α increases. In Figure 19 we namely see that due the periodic boundaries the tail already reaches again the front of the core group. We expect that the Morisita index (see Section 3.2.3) will provide extra support for our observations here; this index should be high when pedestrians concentrate more and more in a particular region. Figures 20 and 21 show the Morisita index as a function of the number of individuals N . The corridor is subdivided in M = 64 boxes.
Morisita index
The increase in the Morisita index as N increases (in the R case) can be explained. For repulsive interactions, the individuals have a tendency to move as far apart as possible (if possible until they are a distance R R r apart). This was illustrated by As N increases, they are however packed together more and more, thus leading to an increase in Morisita index. If we assume (to obtain an approximate result) that the individuals are distributed uniformly, then n i = N/M for all i. Taking into consideration the ordered distribution in Figures 5-7 , this assumption is justifiable (see also below). It follows that
Moreover, this implies that I M tends to its limit value from below. This matches with the increase of the curves in the R case (Figure 20) , and we conjecture that the Morisita index will tend to 1 for N increasing beyond N = 100.
There is actually more support for the assumption that the individuals in the R case are distributed uniformly. This support is provided by Figure 22 , in which (for N = 100) we show the Morisita index as a function of the box size. In [17] an overview is given of the information that can be derived from such graph. Note that the Morisita index equals 1 if the number of boxes M = 1. This corresponds to the largest possible box size. The value 1 is also indicated in the graph by the dashed grey line. In Figure 23 we see that for each of the three values of α the Morisita index approaches the value 1 from below as the box size increases. This particular trend in the graph corresponds to a uniform distribution of particles (cf. Figure 1 in [17] ). Note that in this figure we thus deviate from the (fixed) values for M and S x · S y given in Table 1 .
In the AR case (Figure 21 ), we observe that the Morisita index is not monotonic in α for N smaller than N ≈ 35 (this is where the graphs for α = 1.0 and α = 0.5 intersect). This point of intersection is hard to explain and requires further investigation. Moreover, it is hard to draw any conclusion about the precise dependence of the Morisita index on N or α in this case. One could argue that increasing α corresponds to lower Morisita index. At least this is the case if one compares α = 0.0 to α > 0.
We now consider the influence of varying the box size in the AR case. The trend, as shown in Figure 23 , is different from the R case ( Figure 22 ). The most importance difference is that the value 1 is approached from above for increasing box size. This case is described in Figure 1 of [17] as 'contagious distribution' with 'clump(s)'. In our terminology this would correspond to clustering. We already observed that in the AR case the individuals do not occupy the whole corridor (cf. Section 3.2.2). In this figure we also deviate from the values for M and S x · S y given in Table 1 .
The shape of the graph and the way of approximating 1 from above, is linked in [17] to the size of clumps (clusters) and the distribution of particles therein. We will not go into detail here, mostly since one can debate about the question to which class in Figure 1 of [17] the graphs in Figure 23 should be assigned.
To investigate the influence of the initial conditions, we also calculate the Morisita index corresponding to random initial conditions. More details are given in Table 3 . Both in the R case and in the AR case the mean Morisita index over 10 random runs is significantly lower than the Morisita index for regular initial conditions. The difference is even much larger than the standard deviation. However, there is consistency, in the sense that in both cases (R and AR) the values are lower.
Conclusions and outlook
The behaviour of a crowd of pedestrians inside a corridor, in which the individuals interact via an anisotropic way, can be distinguished clearly from the case in which Table 3 . Morisita index after time t = 100s, for N = 60 individuals and α = 1.0. The mean and standard deviation of 10 independent simulation runs are given. In each run the initial conditions were drawn from a random distribution, such that the initial positions are random over the whole corridor. We compare the outcome to the previously used initial conditions (i.e. on a lattice in a section of the corridor). The ratio: Morisita index for regular initial conditions divided by the average over 10 random runs is also given. Calculations were performed both for the R case and the AR case. pedestrians interact in a completely isotropic way. In particular, we observe the following differences compared to the isotropic case:
(i) the polarization index increases with increasing anisotropy (i.e. increasing α);
(ii) the projected density along the e x axis shows a symmetric profile around the center of mass for the isotropic case. However, increasing anisotropy implies loss of symmetry;
(iii) the Morisita index, as a measure of clustering, depends clearly on the anisotropy. It increases (with increasing anisotropy) in the R case and, roughly speaking, decreases in the AR case.
(iv) In case of repulsive interactions, the crowd tends to fill the whole corridor. If attraction is included, the group stays compact. Increasing α however seems to diminish this kind of social cohesion as individuals do not look behind.
As a result of our study, many new questions arose. Future research should be concentrated on the following three directions: If N increases, the natural thing to do is to consider the discrete-to-continuum limit (i.e. construct educated procedures to derive mean-field limit equations). Does such limit exist, can we derive it, and can we compare the effect of anisotropy in the limit to the observations of the current work?
• How much does the large time behaviour of the crowd depend on the initial conditions? The initial distribution of pedestrians in this paper is not a realistic situation. People starting to enter a corridor are in real life never distributed in a crystalline structure. However, for an escape situation (for example in the case of fire) it seems reasonable to assume that a group of people starts, being clustered, at one side of a corridor. Therefore, as an extension of this research, we propose to use as initial distribution a more realistic configuration in which people are placed at one side of the corridor, with their positions (slightly) perturbed from the grid points. Averaging over a large collection of such perturbed initial distributions, will lead to effective results. Are these averaged results comparable to the ones presented in this paper? In other words: is averaging the results basically the same as removing the fluctuations from the initial conditions?
In the paper we have included some preliminary results (in the ends of Sections 3.2.1 and 3.2.3) in this direction. There we took the other extreme: random initial conditions over the whole corridor.
• What happens if we try to make our model more realistic: e.g. change the shape of the domain Ω, or allow variation in the direction and magnitude of individuals' desired velocity? Including more sophisticated active parts in the boundary (doors) or impermeable objects within the domain, automatically leads to questions about the efficiency of the flow (such issues are also addressed e.g. in [9, 11] ). Which geometry leads to the fastest evacuation? First steps in this direction have been made in [8] .
The issues addressed in this paper show that anisotropy related to perception has nontrivial effects on the global dynamics of a crowd. Certainly, these effects cannot be neglected. More work, both numerically and analytically, is needed to extend and formalize our results.
at getting insight about what features to expect. A second stage (and follow-up paper) is to optimize the implementation and increase the system size.
Looking ahead, we provide here some preliminary results for N = 1000 in the AR case.
In Figures A1 and A2 we show the time-averaged polarization and the Morisita index, respectively, as a function of N . Compared to Figures 17 and 21 , the graphs have been continued by incorporation of the values at N = 1000. Note the logarithmic scale of the horizontal axes. Note moreover that we have extended Figures 17 and 21 by only one data point each. The linear interpolation between the values at N = 100 and N = 1000 is therefore probably not very meaningful. What we are interested in, is the general trend.
For the polarization, the ordering as a function of α remains as we observed it. What requires more investigation is the increasing trend: that is, increasing P for increasing N . In Figure 17 the graphs seem to stop growing as N goes towards 100. An issue here might be that the time interval of 100 s is simply too short for larger N .
In the Morisita plots we see a downward trend. We see that the curve for α = 1.0 remains beneath the other two, also for N = 1000. We can thus regard the absence of ordering of the curves for N smaller than N ≈ 35 as an exception. A remark needs to be made about the fact that, at N = 1000, the Morisita index for
