A rapid diffusion of stereoscopic image acquisition devices is expected in the next years. Among the different potential applications that depth information can enable, in this paper we focus on its exploitation as a novel information source in the task of scene classification, and in particular to discriminate between indoor and outdoor images. This issue has not been addressed so far in the literature, probably because the extraction of depth information from two-dimensional images is a computationally demanding task. However, new-generation stereo cameras will allow a very fast computation of depth maps. We experimentally show that depth information alone provides a discriminant capability between indoor and outdoor images close to state-of-the art methods based on colour, edge and texture information, and that it allows to improve their performance, when it is used as an additional information source.
Introduction
Scene classification is a challenging topic in computer vision. Discriminating between indoor and outdoor images is a particular instance of scene classification which has been addressed by many authors, since it is often at the root of scene classification taxonomies [8, 9, 21, 24] . Its applications range in various fields, including personal photo tagging, image retrieval [25] , colour constancy [3] , and robotics [6] . Several methods have been proposed so far to face this problem. Most of them are based on extracting low-level information embedded in the image pixels, both in the spatial domain (like colour moments and histograms) and in the frequency domain (through wavelets and the discrete cosine transform). Some recent works exploit meta-data as another source of information.
We argue that a further information source which can convey some discriminant capability between indoor and outdoor scenes is the depth map of the image, namely a map that associates each pixel of the image with its distance computed with respect to the observer.
To our knowledge, depth information was exploited to improve performance in tasks related to the more general field of scene understanding only in [11] . Here different modules (scene classification, image segmentation, object detection, Fig. 1 . Example of indoor (left) and outdoor (right) images and corresponding relative depth maps, estimated through [15] . Darker colours correspond to higher depth values. and depth estimation) were combined to improve the performance of each one, by providing the output of other modules as an additional input. Instead, the usefulness of the depth information in discriminating among different scenes has not been investigated yet, although suggested in [23] .
A depth map can be easily obtained from a stereo image pair (i.e., two images of the same scene taken from slightly different viewpoints) while its estimation from a single image is computationally demanding. Stereo acquisition devices are not yet widespread and this is perhaps one of the reasons why the use of depth information for scene classification has not been explored. However, thanks to the growing interest in 3D imaging, many manufacturers have presented (or are planning to present) devices able to take stereo pictures and videos.
Intuitively, depth maps of outdoor scenes are likely to exhibit higher depth values than indoor ones. However, absolute depth values, corresponding to real distances, can not be obtained unless all the parameters of the stereo camera system are exactly known. Moreover, there is always a practical limit to the maximum depth value that can be measured, which generally lies around 30 meters [26] . Still, in any case a relative depth map can be computed, whose values are relative ranking of pixels based on their depth. Our intuition is that even relative depth maps embed in their "structure" enough information to discriminate between indoor and outdoor scenes (see Fig. 1 ).
Based on the above motivations, in this paper we experimentally investigate the usefulness of relative depth maps as a novel information source for indooroutdoor scene classification. To this aim, we propose three possible feature sets extracted from the relative depth map, based on the analysis of the pixel depth distribution in two publicly available image data sets. We then evaluate the discriminant capability of these feature sets, when they are used as the only information source for a classification algorithm, as well as when they are used as additional information sources to improve existing methods. Since no suitable stereoscopic image data set is available, we carried out experiments on two publicly available corpora of single images, estimating their relative depth maps using a recently proposed method. These depth maps can be seen as an approximation of those obtainable in real application scenarios (relative depth maps estimated by stereo pairs).
Our results show that proposed feature sets exhibit a good discriminant capability for the indoor-outdoor problem. Furthermore, we show that depth information allows to improve the performance of state-of-the art methods, due to its complementarity with pixel-based information. Since these results have been obtained in an unfavourable setting (approximated depth maps), performances in real scenarios should be even better.
In Sect. 2 we survey previous works on indoor-outdoor scene classification. Basic information on depth map computation, including the method used in this work, is provided in Sect. 3. The features we devised based on depth maps are described in Sect. 4. In Sect. 5, we report experimental results. Conclusions and further research directions are summarised in Sect. 6.
Related Works on Indoor-Outdoor Classification
Most of the works on indoor-outdoor scene classification rely on low-level features based on colour, like histograms [7, 17, 18, 20, 21] , and moments [10, 16] . Many approaches are also based on textures [2, 10, 16, 17, 18, 21, 22] and/or on edges [7, 14, 16, 21] . In a few works more complex features are also used, for example based on entropy of the pixel values [21] , or shape [10] . Features are extracted either from the whole image [21] , or from regions obtained by a predefined rectangular block subdivision [2, 14, 17, 18, 20] or by image segmentation [7, 10] . Other works are based on bags of visual words, e.g. [2] . Recently, some authors proposed to combine pixel-level image information with the meta-data often associated to images, like EXIF camera informations [4, 12, 19] and user-generated tags [12] .
In the following we focus on the methods in [17, 21] , which can be considered representative of the pixel-based works mentioned above, are claimed to attain a high accuracy, and provide as well enough information for their implementation. We also consider two feature sets that have proven to attain a high performance in various scene classification tasks, including the indoor-outdoor problem: the Gist descriptor [13] and the Centrist descriptor [27] . These methods will be used in the experiments of Sect. 5, and are described in the rest of this section.
The approach of [17] is based on two different feature sets, extracted from 4 × 4 rectangular image sub-blocks of identical size: colour features (histograms on the LST colour space), and texture features (energy of the sub-bands of a two-level wavelet decomposition). Each sub-block is classified by two SVM classifiers, based respectively on colour and texture features. The sum of the classifier outputs over all sub-blocks is computed separately for each feature set; the two resulting values are then fed to another SVM classifier, which provides the final label. In a subsequent work the authors evaluated the performance improvement obtainable through sky and grass detectors [18] . However, only by using ground truth information they obtained significant improvements in respect to [17] . For this reason, we considered [18] not profitable in a realistic classification scenario, and thus chose to implement [17] .
In [21] , a two-stage approach as in [17] was proposed. The input image is represented using seven different feature set, based on colour distribution, wavelet decomposition, entropy and edge directions. Each feature vector is fed to a distinct neural network. The outputs of the seven first-stage classifiers are then combined by another neural network, which provides the label of the image.
In [13] an image Gist descriptor was proposed, based on a set of holistic properties capable to represent the spatial structure of a scene. Such properties were estimated by means of spectral and coarsely localized information.
The Centrist descriptor proposed in [27] is based on the Census Transform, a per-pixel transform originally designed for matching among local patches. Histograms of the transformed image are computed at different scales by exploiting spatial pyramids.
Depth Map Estimation
The depth map of a scene from a stereo image pair can be computed using several methods, which exhibit a low computational time, suitable even for real time applications. A comprehensive survey is reported in [26] . The simplest way to compute the depth map is to exploit binocular disparity. Given a plane parallel to the ones where the pair of two-dimensional images lie, the distance of a given point in the scene from that plane can be computed by using triangulation [26] .
If all the parameters of the stereo system are exactly known, a depth map of absolute distances can be computed. If not, only relative depths can be obtained. However, even in the former case, practical issues limit the range of depths which can be measured, which is generally between 0 to around 30 meters [26] .
Given the lack of data sets of stereoscopic images suitable for scene classification, in this paper depth maps were estimated using a method based on single images. We point out that such methods provide only relative depth maps, and exhibit two main drawbacks with respect to methods based on stereo image pairs: a higher computational cost which makes them unsuitable in most real application scenarios, and a lower accuracy. Nevertheless, they are suitable to the purposes of this work, namely to investigate whether depth map information can be useful to discriminate between indoor and outdoor images. Among the different approaches proposed so far to estimate the depth map from a single image [26] , we used the one in [15] . It is based on extracting several small image segments, and in inferring their 3D-orientation and 3D-location using Markov Random Fields. This method provides a depth map with a resolution of 55 × 305 pixels, independent of the original image resolution. It is able to estimate the depth map in 1-2 minutes, depending on the size of the input image.
Feature Extraction from Depth Maps
In this section we propose three possible feature sets which can be extracted from depth maps, to discriminate between indoor and outdoor images. We also discuss how such features can be combined with the ones proposed in other works (see Sect. 2), to improve their discriminant capability.
As explained in Sect.3, we consider relative depth maps obtained by the method of [15] . An example is given in Fig. 1 .
To define the feature sets, we first analysed the average histogram of relative depth values computed over all images of the two data sets described in Sect. 5, separately for indoor and outdoor images. These distributions are reported in Fig. 2 . It can be seen that indoor and outdoor images exhibit a clearly different behaviour, especially at lower depth values (which are emphasised by the logscale). Depths of an indoor scene are likely to lie at medium values (see Fig. 1 , left), while in outdoor scenes they are distributed more uniformly (see Fig. 1 , right). Interestingly, these distributions are very similar over the two image data sets, despite the corresponding images strongly differ in terms of image quality, size, and acquisition device. The above analysis suggests that a simple set of features potentially exhibiting a discriminant capability between indoor and outdoor images is the histogram of the logarithm of relative depth values of a given image. We denoted this feature set as 3D H ; its size equals the number of histogram bins.
A drawback of the histogram computed over the whole image is that it does not retain any information about the spatial distribution of depth values. To address this problem, a possible solution is to subdivide an image into N × N sub-blocks, and to compute the average logarithm of depth values of each subblock. This feature set is denoted as 3D B , and its size is equal to N 2 .
Like any other 2D signal, the depth map can be represented in terms of frequency and phase values. Intuitively, outdoor scenes should exhibit an higher contribution at lower frequencies than indoor scenes. Indeed, lower frequencies are likely to correspond to larger homogeneous areas like sky, sea or sandy beach. Based on this intuition, we define a third feature set made up of the average DCT coefficients, computed by a K × K window sliding over the image. The size of the resulting feature set, named 3D D , is K 2 .
Experimental Evaluation
In this section we experimentally assess the discriminant capability of the feature sets proposed in Sect. 4. We first compare their discriminant capability with the reference methods mentioned in Sect. 2 [13, 17, 21, 27] . We then investigate whether the performance of each reference method can be improved, by using each of the proposed feature sets as additional information source.
Experimental Setup
Experiments were carried on two benchmark data sets of indoor and outdoor images. Depth maps were generated using the method in [15] . The first data set is IITM-SCID2. 1 It was used in [10, 21] , and is made up of 907 images (442 indoor, 465 outdoor), subdivided into 393 training and 514 test images. We removed one test image which was too small to be processed by the depth map estimation method. The second data set, denoted as "Web Scene Collection" (WebSC), is made up of 1917 images (955 indoor, 962 outdoor) collected by the authors from the Web and manually labelled. Both data sets, together with the corresponding depth maps, are available at http://prag.diee.unica.it/public/datasets.
The characteristics of the images in the two data sets are rather different. The WebSC corpus contains mainly good-quality, high resolution images. IITM-SCID2 is instead mostly made up of low-quality, low-resolution images, which are often out of focus, and exhibit chromatic aberrations. IITM-SCID2 is thus more challenging than WebSC.
The methods in [17, 21] were implemented as follows. They both adopt a twostage classification scheme. In [17] SVM classifiers with RBF kernel were used at both stages, while in [21] neural networks were used. However, we adopted SVMs with a RBF kernel also for the latter method, as their performance was better than the one of neural networks. To combine the feature sets proposed in this work to the reference methods, we simply added another SVM classifier with a RBF kernel to the first stage, with our features as input.
We used a SVM with a RBF kernel also for the Gist [13] and Centrist [27] feature sets. To add our feature sets, a two stage classifier similar to the previous ones was built, using again SVMs with a RBF kernel.
Our 3D H feature set was computed as a 16-bin histogram, while for the 3D B feature set images were subdivided into 4 × 4 sub-blocks. For the 3D D feature set, we chose a sliding window of 8 × 8 pixel.
We trained the second-stage classifiers of all the methods using the scores provided by first-stage classifiers on training images, obtained through a 5-fold cross-validation. The C parameter of the SVM learning algorithm and the σ parameter of the RBF kernel K(x i , x j ) = exp(− x i − x j /(2σ)) were estimated by a 3-fold cross validation on training data. SVMs were implemented using the LibSVM software library [5] .
Classification performance was measured as overall and per-class accuracy. Concerning the IITM-SCID2 corpus, we kept the original subdivision into training and testing sets, to allow a direct comparison with the results reported in [10, 21] . For WebSC we adopted the 5 × 2 cross-validation approach of [1] , to evaluate also statistical significance. In this case the classifier parameters were estimated separately on each training fold.
As a preliminary evaluation of the degree of complementarity of our feature sets with the ones of the reference methods, we analysed the joint distribution of the score values provided by the corresponding classifiers. Fig 3 shows the joint score distribution for 3D B and Centrist, on WebSC. The scores exhibit a high degree of complementarity, which suggests that combining depth information with pixel-based information could improve classification performance. A similar behaviour was observed using all the other feature sets. Table 1 shows the classification accuracy attained by our proposed features sets, by the four reference feature sets, and by all the possible combinations of one of our feature sets with one of the reference methods.
Results and Discussion
Our feature sets attained an overall classification accuracy between about 70% and 80%. This supports our intuition that depth map provides useful information to discriminate between indoor and outdoor images. Among the proposed features, 3D B attained the best performance on both data sets. This suggests that taking into account also the spatial depth distribution (as in the 3D B features) is beneficial for the considered classification task.
Classifiers based on our features attained however a lower performance than each of the reference methods. Nevertheless, it is worth pointing out that their performance turned out to be comparable to the average accuracy attained by the individual feature sets used in [17, 21] . In particular, the colour-based features of [17] exhibited an overall classification accuracy of 0.77 and 0.83 respectively on the IITM-SCID2 and WebSC data set, while texture-based features attained an overall accuracy on the same data sets respectively equal to 0.75 and 0.77. The accuracy of the seven feature sets of [21] were between 0.68 and 0.80 for the WebSC data set, and between 0.52 and 0.78 for the IITM-SCID2 data set.
Despite the overall classification accuracy attained by the four reference methods was higher than the one attained by classifiers based on our feature sets, Table 1 shows that the performance of the reference methods was almost always improved when the corresponding classifiers were combined with the ones based on our features. The only exception can be observed for the combination of the Centrist and 3D D features, on the IITM-SCID2 data set. Table 1 . Classification accuracy attained by our proposed features sets (top three rows), by the reference methods (top row of each subsequent group of rows), and by all the possible combinations of each reference method with each of our feature sets (remaining rows). For the WebSC data set, the average accuracy and the standard deviation over the 5 × 2 cross-val. procedure is reported; * and * * denote, respectively, results significant with 90% and 95% confidence, with respect to the f -test. [17] 0.871 0.837 0.854 0.871 ± 0.014 0.866 ± 0.010 0.868 ± 0.005 Serrano + 3DB 0.876 0.883 0.879 0.912 ± 0.013 0.870 ± 0.012 0.891 ± 0.009 ** Serrano + 3DH 0.855 0.883 0.869 0.908 ± 0.018 0.872 ± 0.012 0.890 ± 0.012 ** Serrano + 3DD 0.827 0.894 0.862 0.896 ± 0.010 0.879 ± 0.017 0.887 ± 0.007 ** To assess the statistical significance of the observed accuracy improvements on the WebSC data set, we performed the f -test of [1] . We did not apply this test on the IITM-SCID2 data set, as a single run of the experiments was carried out on the predefined subdivision into a training and a testing set. Table 1 shows that the accuracy improvements were found to be statistically significant at the 90% or 95% confidence level, in eight out of twelve cases. In particular, the improvements attained by using the 3D B feature set turned out to be always statistically significant with a confidence level of at least 90%. These results provide evidence that, although image depth information may exhibit a lower discriminant capability than other information sources for the indoor/outdoor image classification task, it also provides complementary information, as suggested by the results reported at the end of Sect. 5.1. This can allow to improve the discriminant capability of other information sources, by combining them with image depth information.
Method

Conclusions and Future Work
In this work we investigated the usefulness of image depth map as an information source in the task of scene classification, and in particular to discriminate between indoor and outdoor images. Our interest is motivated by the rapid diffusion of stereoscopic image acquisition devices which is expected in the next years. We provided evidences that relative depth maps embed in their "structure" useful information for discriminating between indoor and outdoor images. Moreover, we showed that such information exhibits a complementariness to other information sources used by state-of-the-art methods, and that the discriminant capability of the latter can be improved by combining their feature sets with features extracted from depth maps.
We point out that our experiments were carried out by estimating relative depth maps from single images, due to the current lack of data set of stereo images. Since estimated depth maps are less accurate than the ones which can be obtained from stereo images, the latter can be expected to provide an even higher discriminant capability than the one observed in our experiments.
An interesting follow-up of this work is to devise more informative features based on depth maps, as the ones considered in this work are only a preliminary attempt. To this aim, the information about spatial distribution of depth values could be further investigated, since it exhibited the highest discriminant capability among the considered features. It is also interesting to investigate the usefulness of depth information for other, more complex scene classification tasks. Finally, it will be clearly useful to construct a data set of stereo images, representative of a real application scenario.
