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Chemical Bonding in Solids
Abstract
This chapter discusses the various classes of hydride compounds, with a special focus on saline and metallic
hydrides as well as oxyhydrides. It includes the following topics: thermodynamic stability, crystal chemistry,
synthesis, and physical properties. The chapter also highlights recent progress in understanding hydride ion
mobility in alkaline earth hydrides. It further deals with hydride compounds and in particular those
containing alkali, alkaline earth, and transition and rare earth metals. The saline hydrides, that is, AH and
AeH2 (with A=Li, Na, K, Rb, and Cs; Ae=Mg, Ca, Sr, and Ba) are proper ionic materials, in which hydrogen is
present as hydride anions, H−. Saline hydrides show many similarities with their halide analogues, especially
concerning crystal and electronic structures and, perhaps to a lesser extent, physical attributes such as
brittleness, hardness, and optical properties.
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Solids are typically identified by their physical properties, which originate from 
the nature of the forces holding atoms or molecules together in the condensed 
phase. As a result, an understanding of chemical bonding in solids lies at the 
heart of solid-state chemistry. The idealized cohesive forces lead to four main 
types of solids: ionic, covalent, metallic, and molecular [l]. The first three of 
these categories also describe their corresponding bonding limits, whereas 
molecular solids rely on van der Waals forces or anisotropic electrostatic inter-
actions, such as dipole-dipole or hydrogen bonding forces, to condense individ-
ual atoms or molecules into the solid state. However, very few solids exclusively 
exhibit one kind of cohesive force . Most of them engender multiple bonding 
modes. 
If solid-state structures are viewed as molecules with quasi-infinite numbers of 
atoms, then the same bonding concepts used in molecular chemistry should be 
appropriate for solid-state chemistry. The atomic scale of solids, however, com-
pared to a single molecule, can bring about new collective features that lead to 
physical properties useful for technological applications. To reconcile these two 
extremes of atomic scale, quantum mechanics and the steady growth of compu-
tational capabilities have led to tremendous advances in how chemical bonding 
in solids, especially crystalline solids, can be analyzed and interpreted using 
localized and delocalized pictures of electronic structure. However, the experi-
mental chemist relies significantly on simple valence electron counting rules to 
identify new synthetic targets, whereas the materials scientist and condensed 
matter physicist strive to relate the electronic structure of a solid to its measured 
properties. Both outlooks must be grounded in the computational results. With 
the goal of addressing these issues concerning chemical bonding in the solid 
state, this chapter is organized as follows: (1) a brief overview of fundamental 
characteristics and descriptions of chemical bonds in matter; (2) a summary of 
the types of solids and bonding motifs; (3) a description of how quantum 
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mechanics is used to analyze chemical bonding in solids; (4) descriptions of 
important electron counting rules that are useful for experimentalists; and (5) 
selected examples of the synergies among chemical bonding, atomic structures, 
and properties. 
12.1 
Fundamental Characteristics of the Chemical Bond 
In general, every chemical bond is characterized by the distance between a 
coupled pair of atoms and the energy of this pair with respect to the separate 
neutral atoms, which represents the reference state of the system. The energy 
versus distance profile E(R) for this couple, illustrated in Figure 12.la, indicates 
a long-range attraction and a short-range repulsion, the combination of which 
leads to three fundamental characteristics of the chemical bond: (i) the dissocia-
tion or binding energy £ 0; (ii) the equilibrium bond distance R0 ; and (iii) the 
vibrational (stretching) force constant. The dissociation energy is the difference 
between the minimum energy of the curve and that of the reference state. The 
bond distance is the interatomic separation at the energetic minimum, and the 
force constant corresponds to the curvature of the E(R) profile near the equili-
brium distance, that is, (d2E!dR2) at R0• The shape of the E(R) curve around R0 
can be approximated by a harmonic potential, but at longer distances the curve 
develops significant anharmonicity, which accounts for thermal expansion. For 
solids, there are numerous interatomic interactions, so the solid-state analog to 
E(R) is the binding energy curve U(V) with the following characteristics: (i) the 
cohesive energy U0 ; (ii) the equilibrium volume V0; and (iii) the bulk modulus 
B0 [2]. The cohesive energy corresponds to the energy required to dissociate 1 
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Figure 12.1 (a) Energy versus distance profile for an A-B bond. The dissociation energy E0 and 
the equilibrium distance R0 are marked. (b) MO energy diagram for a two-electron AB s·valent 
dimer. 
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modulus is the inverse of the isothermal compressibility KT, which is a measure 
of the curvature of the binding energy U( V) near V0: 
Bo=_...!._= -Vo (~p) =Vo (~2~) . 
KT uV T ,Vo uV T.Vo 
(12.1) 
The short-range repulsive forces, which keep atoms from getting too close to 
each other, largely involve Pauli exclusion forces as well as interelectronic charge 
repulsions and internuclear repulsions, although the latter are somewhat 
screened by the electronic distribution around each nucleus. Primary attractive 
forces include electrostatic attractions and exchange, both of which may be 
accomplished by orbital overlap that encourages delocalization of electrons. 
Chemical bonds are traditionally named according to the spatial distribution of 
valence electron densities relative to the atomic cores. The three major idealized 
bond types are (i) ionic, which exhibit valence electron transfer from electropos-
itive (cationic) elements to electronegative (anionic) elements; (ii) covalent, which 
involve valence electron sharing among adjacent atoms; and (iii) metallic, which 
consists of cationic atom cores in a "sea" of valence electrons, the so-called 
"homogeneous electron gas." However, there are conflicting opinions about 
whether metallic bonds are, indeed, different in character than covalent interac-
tions (4]. Nevertheless, all three bond categories span similar dissociation ener-
gies (no larger than ~ 10 eV) and equilibrium interatomic distances (no longer 
than ~3 A) (3]. Van der Waals forces and hydrogen bonds can lead to condensed 
phases as well, but these interactions are weaker and generally involve longer 
distances than observed for the other three bond types. It is important, however, 
not to treat these idealized classifications too dogmatically, on account of the 
diverse solid-state phenomena arising from combinations of these bond types. 
An important quantum mechanical approach to analyze chemical bonds relies 
on molecular orbitals (MOs) (5] . Consider the H2 molecule, in which the two 
atoms HA and H6 retain some atomic characteristics while simultaneously taking 
part in an electrostatic sharing of the valence electrons. Therefore, MOs may be 
represented by linear combinations of atomic orbitals (AOs), that is, the LCAO 
ansatz. The superposition of two AOs (<pA and <p6 ) creates two MOs: (i) a bond-
ing MO that is the in-phase combination of AOs, l/f~~ = c~l <fJA + c~)<p6 ; 
and (ii) an antibonding MO that is the out-of-phase combination, 
l/f~~J = c~b) <fJA - c~b)<p6 , and has a node bisecting the HA-Hs contact. Solving 
the Schrodinger equation for H2 using extended Hiickel theory [6], which is one 
of the simplest quantum mechanical theories to study MOs, leads to the energies 
and wavefunctions of the bonding and antibonding MOs, respectively (7] : 
E(bJ ~(a+ /3)(1 - S) =a -1/31 + lfJIS + lalS, (bl 1-S [ J 
1/ 2 
l/fAB ~ -2- (<fJA + <fJs ), (12.2a) 
E (abJ ~(a - /3)(1+S)=a+1/31 + lfJIS - lalS , (ab) 1 + S [ J 
1/ 2 
l/fAB ~ -2- (<fJA -<ps). 
(12.2b) 
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In these equations a ( <0) is the onsite energy term that approximates the energy 
of the H ls AO, f3 ( <0) is the intersite energy term, called a resonance or bond 
integral, that is a measure of the interaction energy between AOs on different 
sites, and S is the spatial overlap integral between the AOs on different sites (in 
this case S> O). With respect to the AO energy a, the bonding MO is stabilized 
and the antibonding MO is destabilized. Also, the stabilization of the bonding 
MO is less than the destabilization of the antibonding MO because the AOs on 
different H atoms are not orthogonal, that is, S-:/:- 0. This latter outcome is called 
overlap repulsion, which is a positive energy shift of l/JIS for the energies of both 
the bonding and antibonding MOs [7] . In addition, the energy of the bonding 
MO includes the term +ia!S, which measures the energy loss arising from a shift 
of electron density away from the atoms toward the bond region, whereas - lalS 
is the energy gain of the antibonding MO by shifting electron density from the 
bond region toward the atomic regions. This shift in electron density is meas-
ured with respect to the superposition of neutral atom densities (qJ A)2 + (<p8 )2. 
Within the Born-Oppenheimer approximation, which separates the electronic 
and nuclear motions, the energy of the chemical bond corresponds to electronic 
energy. So, what is the relative importance of electronic kinetic and potential 
energies that ultimately determines bonding? Consider the H2 + ion with one 
valence electron for two protons separated by a specific (bond) distance. Using a 
particle-in-a-box model, the one-electron bond of the H2 + molecule has lower 
kinetic energy than the separated H· + H+ system because the electron moves in 
the larger "box" of molecular H2 +, that is, the electronic motion becomes more 
delocalized. From the MO energy diagram for H2 +, the electron occupies the 
bonding MO. However, in this picture, an interpretation of bonding as simply a 
lowering in kinetic energy ignores any changes in potential energy arising from 
the electrostatic attraction between the electron and the two nuclei. According 
to the Virial Theorem, the electronic kinetic (1) and potential (V) energies are 
related by V = -2 T. Thus, any change in total electronic energy becomes M = 
-fl T = fl V/2. Since flE must be negative for the formation of a stable chemical 
bond, then flT must be positive and fl V must be negative, that is, a change in 
potential energy is behind the energetics of bond formation [4,8] . 
To examine the chemical bond in H2 + using the Virial Theorem requires 
treating the exponent l; of the ls AO on each H atom, qJ ~ exp(-l;r), as a 
variational parameter [9]. For the H atom, the average kinetic energy varies 
as 1;2 , whereas the average potential energy varies as -21;. The total energy 
achieves a minimum value at l; = 1 a.u .- 1 (1 a.u. = 0.529 A), and this is the 
only value where the Virial Theorem is obeyed in the H atom. In the H2 + 
molecule, the bonding MO, which contains the single electron, is expressed 
as l/f~~~exp (-l;r A)+ exp (-l;r8). The kinetic and potential energies follow 
similar functional forms as in the H atom with respect to i;, but both are 
scaled differently because of the larger volume and two protons. The mini-
mum energy for H2 + occurs for l; ~ 1.228, again where the Virial Theorem is 
obeyed, and shows that the AOs contract during bond formation. Variations 
of the kinetic and potential energies versus l; indicate that kinetic energy 
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favors delocalization because it decreases as the AO expands (decreasing s), 
whereas the potential energy favors localization because it decreases as the 
AO contracts (increasing s). Indeed, for fixed S· the average kinetic energy 
drops from the separated H· + H+ system to the H2 + molecule, but, when s 
is allowed to vary so as to achieve the overall minimum energy value, the 
drop in total energy arises from a decrease in potential energy via the 
increased buildup of electronic charge around the nuclei due to orbital 
contraction. 
Orbital arguments are one-electron models and, therefore, suffer when trying 
to describe bond dissociation. Depending upon the extent of electron 
delocalization tolerated in the model, there are two limiting cases that can be 
derived for H2. In the Hund-Mulliken molecular orbital approach, the ground-
state electronic configuration is (yt~~)2~[<tJA(l) + <p8(l})[<pA(2) + <p8 (2)]. Expand-
ing this configuration yields four distinct terms, each of equal weight for the two 
electrons. Two of these terms, <tJA(l)<tJA(2) and <p8 (l)<p8 (2), represent ionic con-
figurations (H+ + H-); the other two, <tJA(l)<p8 (2) and <p8 (l)<tJA(2), represent 
covalent configurations (H-H). Therefore, dissociation of H2 according to the 
Hund-Mulliken model goes to l/2(H• + H•) + l/2(H+ + H-) at an energy 
( +6.42 e V) that is the average of the ionization energy ( + 13.6 e V) and electron 
affinity (-0.86 e V) of the H atom. A second model, called the Heider-London 
variant of the valence bond approach, includes just the covalent terms 
<pA(l)<p8 (2) and <p 8 (l)<pA(2) while neglecting the ionic contribution for this nor-
mal, homopolar bond (in contrast to homopolar charge-shift bonds [10)) 
because the energetic effect of their mixing is less important. Dissociation of H2 
in this model occurs properly to (H• + H•). Both models, however, underesti-
mate the dissociation energy and do not accurately determine the equilibrium 
. distance of H2 [ll). In essence, the molecular orbital treatment underestimates 
electron-electron correlation and enhances electron delocalization throughout 
the molecule, whereas the valence bond treatment overestimates electron-
electron correlation at equilibrium distances and electronic motion is too 
restricted [ l). 
An orbital-based, multielectron approach to reconcile these two treatments 
exists in the Hubbard model [12), which was developed to include electron-elec-
tron correlation in a simple way by including an on-site repulsion parameter (ll) 
when two electrons occupy the same AO. 
For H2, six microstates arise from two electrons distributed among two AOs 
(see Figure 12.2). In the language of the Hubbard model, the electron is allowed 
to hop from one AO to the other, so the bond integral fJ is also called a hopping 
integral. Solution of this problem gives the ground-state energy of 
(12.3) 
for the singlet state for H2 leading to a triplet-singlet energy difference of ~4(J2 / 
U. Depending on the relationship between U and lfJ!, the two limiting cases of 
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Figure 12.2 Application of the Hubbard model 
to H2. Left: Energies and pictorial representa-
tion of the six microstates derived from two 
electrons and two AOs. Right Result of allow-
ing intersite interaction p, which couples 
singlet (5 = 0) microstates. The energy differ-
ence between the singlet ground state and 
the triplet (5 = 1) state is the direct interatomic 
exchange energy. 
molecular orbital and localized valence bond behavior can be retrieved: As 
delocalization becomes more favorable (U « IPI), the ground-state approaches 
the Hund-Mulliken solution; as localization becomes more favorable (U ~ IPI), 
the ground-state approaches the Heitler-London solution. 
Although MO theory has some shortcomings, as described above, it has been 
extremely useful to rationalize the structures of numerous molecules and solids 
as well as to interpret spectroscopic experiments and physical property measure-
ments. Within the LCAO ansatz, the energies and spatial features of MOs 
depend on the relative energies between the component AOs and their corre-
sponding spatial overlaps. For a heteroatomic, two-electron AB s-valent dimer 
with effective AO energies aA and a8 (aA > a8), intersite integral PAB• and over-
lap integral SAB• the bonding and antibonding MOs and their corresponding 
energies are as follows (see Figure 12.lb) [7] : 
1 
t:;~ ~aAB [1-~] 2 + VJAslSAB - ~~B + ( .i;s rr/2 , 
(12.4a) 
(b) [1( 8+SAs)]l/2 [l( 8-SAs)]l /2 lflAB~ - 1- . ~ <flA + - 1 +. ~ <flB· 
2 v 1 + 82 2 v 1 + 82 
[ ] 
1/2 [ 2] 1/2 (ab) _ SAB 2 <iAB EAB ~aAB l+ ~ +VJAslSAs+ PAs+(2) , 
(ab) ~ [~(l 8+SAs)]l/2 -[~(l- 8-SAs)]l/2 
l/f AB 2 + . ~ <fJ A 2 . ~ <fJB · yl+8- yl+8-
(12.4b) 
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In Eq. (12.3), ilAB = (aA + a s)/ 2, aAB = aA - a 8 > 0, and i:5 = aA8 /(2 \PA8 \). If 
atoms A and B are the same, then the dimer is homoatomic so that the energies 
and MOs are expressed by Eq. (12.2). From this simple model, the average MO 
energy is shifted upward by overlap repulsion (+ [PAs\)SA8 ), and the energy dif-
ference between the two MOs involves terms relating to covalency (pA8 ) and 
ionicity (aA8 ) . Furthermore, the bonding MO has greater contribution from the 
lower energy AO at atom B, whereas the antibonding MO has greater character 
from the higher energy AO at atom A (see also Figure 12.lb). For a given inter-
nuclear vector R between atoms A and B, the number density of valence elec-
trons in the two-electron A-B dimer is 
PA8(r) = 2[1/f~~(r))2 = (1 - q)pA(r) + (1 + q)ps(r - R) + PABPcov Cr) , (12.5) 
in which q= o/[1 +<52] 112 is the charge assigned to each AO, PAB = 1/ (1+62] 112 = 
[1-q2] 112 is the A-B bond order, and PA(r), p8 (r), and PcoAr) are the number 
densities corresponding to atom A, atom B, and the covalent bond. Now, i:5 can 
be re-expressed as q/[1-q2] 112, so that for the covalent limit (D ....... O) q ....... 0 and 
for the ionic limit (b ....... oo) q ....... 1. In the H2 molecule, the atomic charge q = 0, 
the bond order PHH= l, and Pcov(r) reveals that electron density flows from out-
side to inside the bond region. 
According to this MO picture, which neglects explicit consideration of intere-
lectronic interactions, all two-center, two-electron orbital interactions are stabi-
lizing, regardless whether they are formed by two one-electron AOs, as in 
"2 H· ....... H2" or "Li•+ H• ....... LiH," or by one filled (two-electron) and one empty 
(zero-electron) AO, as in "H+ + H- ....... Hi" or "Li++ H- ....... LiH." The energy 
changes of these interactions depend on the AO energy mismatch aA8 : (i) in the 
nearly degenerate case (aAB ~ O), aE ex - \PAs\; (ii) in the nondegenerate case, aE 
ex -\PAs\2 / aAB [4] . Therefore, chemical bonding interpretations using orbital 
arguments rely on evaluating intersite energy terms (p) and AO energy differ-
ences (a). PAB values vary with distance, and can be estimated using the Wolfs-
berg-Helmholz relation PA8 ex aAsSAB [13]. Given this relationship, PAB is also 
affected by the nodal character of the AOs involved, which lead to a, It, or 
8-type overlaps. The other important component, the AO energies (a), can be 
obtained from Hartree-Fock calculations or estimated from atomic spectra as 
valence-state ionization potentials, which are derived from the energy differences 
between the ground-state configurations of neutral atoms and the configurations 
of the corresponding ions obtained by removing one electron from the AO of 
interest (14] . In general, valence AO energies become more negative as the effec-
tive nuclear charge for that orbital increases. This variation in AO energies is 
reflected in the notion of electronegativity (15], which, according to Pauling, is 
the "power of an atom in a molecule or solid to attract elections to itself." 
Mulliken defined the electronegativity of an atom x A as the average of its first 
ionization energy and electron affinity (16]. From density functional theory, 
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electronegativity is the negative derivative of the total electronic energy with 
respect to electron number [17]. Another related characteristic is the chemical 
hardness of an atom 17 A• which is the curvature of the total energy versus elec-
tron number, and can be approximated by one-half the difference of the first 
ionization energy and the electron affinity [15,16]. Therefore, hardness gives a 
measure of the HOMO-LUMO gap in an atom (or molecule) or the on-site 
Coulomb repulsion, whereas electronegativity assigns the position of this gap on 
a common energy scale. Using these two parameters, the energy of a free ion 
Aq+ with net charge +q is [7,15]. 
(12.6) 
Thus, when two atoms come together to form a chemical bond, the electronega-
tivity difference provides a measure of effective electron transfer from one atom 
to another, whereas the hardness values provide clues about the extent of elec-
tronic back donation so as to achieve a common electrochemical potential for 
the electrons in the chemical bond. 
As implied from the previous discussion, applying orbital models to ana-
lyze chemical bonding requires recognizing the periodic trends of the "sizes" 
(extensions) and energies of the various core, valence, and virtual 
(unoccupied) AOs of the elements. The alkali and alkaline earth metals pri-
marily use valence s AOs and, beginning with the fourth period, can involve 
virtual cl-orbitals. The transition metals make use of valence d- and s-orbi-
tals, and invoke increasing use of p-orbitals as the effective nuclear charge 
increases along a period. The lanthanide and actinide elements, like the early 
transition metals, rely significantly on valence s and d AOs, but can also 
involve valence f orbitals as well. However, the 4f AOs of the lanthanide ele-
ments are quite contracted and more core-like, whereas the Sf AOs of the 
actinides are more diffuse. Finally, the posttransition metals, metalloids, and 
nonmetals utilize valence s and p AOs for bonding. Now, the sizes of atoms 
and their corresponding AOs are not strictly defined because the radial parts 
of AOs decrease exponentially with increasing distance from the nucleus. 
Nevertheless, regardless of how atomic sizes are estimated, AO radii gener-
ally contract from left-to-right along a period as the effective nuclear charge 
increases, and they expand down a column as filled AOs are continually 
added to the core region. Likewise, the valence AO energies, as evaluated by 
Herman and Skillman, show the following trends [11]: 
a) For main group elements, Ens and Enp values decrease, that is, electrons 
assigned to these orbitals become more tightly bound, and Enp - Ens increase 
with increasing effective nuclear charge, whereas these energies increase 
down a group as the principal quantum number n increases. One notable 
exception is the 4s AO energy crossing below the 3s energy for elements to 
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the left of group 15 (VB), like Ga and Al for which E4.(Ga) < E3.(Al). This 
effect occurs because the 3d electrons do not completely screen the valence 
4s electron(s) from the core. 
b) For transition metals, End values decrease gradually with effective nuclear 
charge, but then drop rapidly after the coinage metals (Cu, Ag, Au) once the 
valence d-shell is filled. However, on moving down a group, £4d become 
more strongly bound than £ 3d toward the middle of the series due to 
enhanced electron-electron repulsions for the smaller 3d AOs. Therefore 
E(n+l)s - End tend to increase from 3d to 4d elements away from the left-
hand side; relativistic effects reverse this trend for the corresponding Sd ele-
ments (18], decreasing E(n+l)s -End by lowering E6s· 
In addition to these typical periodic trends, certain anomalous behavior can 
also affect chemical bonding. In particular, three regions of the periodic table 
deserve special emphasis: (i) the second period main group elements C, N, 
and 0, which engage in cr- and it-bonding, whereas it-bonding is less exten-
sive for their heavier analogs; (ii) the 3d elements Fe, Co, and Ni are ferro-
magnetic rather than Pauli paramagnetic as seen for most transition metals; 
and (iii) the sixth period elements, Pt, Au, Hg, Tl, Pb, and Bi, exhibit some 
structural features and properties that differ from their lighter group rela-
tives. The phenomena observed for these subsets of elements arise from 
enhanced attractions or reduced repulsions that certain valence electrons 
experience from their corresponding atomic cores [ll) . The rationale for the 
exceptional behavior of the 2p and 3d elements emerges from the concept of a 
pseudopotential, which is the effective interaction between the valence electrons 
and the atomic core, that is, nucleus plus core electrons. In short, the pseudo-
orbitals of the valence electrons are orthogonal to all orbitals of different angular 
momentum quantum numbers l by virtue of their angular features, but not to 
core orbitals of the same l because the radial parts of these functions are not 
orthogonal to each other. Thus, since there are no "lp" and "2d" core orbitals, 
2p and 3d valence electrons do not experience a typical Pauli repulsion from 
core electrons [19) . This outcome leads to exceptionally short interatomic dis-
tances and greater it-type orbital overlap for the 2p elements, and spontaneous 
magnetization for the 3d metals, arising from enhanced intra-atomic exchange 
that promotes unpaired electrons. This effect also influences the 4f AOs and 
electrons of the lanthanide metals, leading to their localized behavior in these 
elements and the effect on atomic sizes for the sixth period elements, the "lan-
thanide contraction." The unusual behavior of the later sixth period elements is 
due to a substantial relativistic contraction experienced by the 6s AO leading to 
unusually short interatomic distances, inertpair effects in Hg-Bi, and high electro-
negativities among these elements, especially for Pt and Au [18). Thus, orbital-
based models of chemical bonding significantly use the periodic trends of the 
elements, behavior that provides important perspectives for rationalizing different 
bonding modes in solids. 
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Figure 12.3 Van Arkel-Ketelaar diagram using as x-axis the average electronegativity x and as 
y-axis the electronegativity difference between components. Major bonding regions and 
important characteristics of the edges are labeled. 
12.2 
Types of Solids and Bonding Motifs 
The major types of solid-state compounds can be sorted effectively according 
to their electronic structures using a van Arkel-Ketelaar diagram (see 
Figure 12.3) [l], which is a structure map because each compound corresponds 
to a point on this diagram. There have been various manifestations of this dia-
gram, using different qualitative or quantitative scales [20]. A pedagogically use-
ful diagram sets the horizontal coordinate as the average electronegativity of the 
atoms and the vertical coordinate as the electronegativity difference between the 
atoms [20). This scheme creates a triangular map in which the lower base is the 
sequence of elements from the least electronegative (Cs) to the most electroneg-
ative (F). The upper corner identifies the compound with the highest electrone-
gativity difference (CsF). The upper region of this diagram corresponds to ionic 
compounds, held together by electrostatic forces with valence electrons localized 
on the anions and adopting structures that are usually characterized by close 
packings of anions and the generally smaller cations in interstitial sites; their 
crystals are considered to be brittle. Ionic compounds are electrically insulating 
as solids yet conductive in the liquid state. Most are diamagnetic, which is indic-
ative of only electron pairs, unless they contain transition metals or rare earth 
elements, which can display magnetic features from any localized magnetic 
moments originating from unpaired 3d or 4f electrons. The lower left region is 
identified as metallic compounds, which are typically close-packed like ionic 
structures, but have no clear charge transfer between elements. Metallic solids 
are generally malleable and/or ductile, show good electrical conductivity, and 
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are paramagnetic, although some late- and posttransition metals can be dia-
magnetic. Metallic elements have low electronegativities and ionization energies 
with their valence electrons delocalized throughout the atomic network. The 
lower right region is assigned to covalent compounds, whose structures are either 
isotropic but less efficiently packed than metals or anisotropic that show no clear 
distinction between cationic and anionic species. Like ionic compounds, they are 
electrical insulators and generally diamagnetic. Elements forming covalent com-
pounds have high electronegativities and ionization energies, and their valence 
electrons localized into chemical bonds or lone pairs. Although these three 
bonding categories are idealizations and manifest significant differences, the dia-
gram points out the possibilities for intermediacy and continuous variation 
among these bond types. 
Whereas the corners of the van Arkel-Ketelaar diagram differentiate idealized 
bond types, the sides of the triangle indicate distinctions and relationships 
between pairs of bond categories. The base of the map from metals to covalent 
elements corresponds to the absence of charge transfer between components, 
that is, the elements themselves. The left-hand side between the metallic and 
ionic substances identifies isotropic, essentially electrostatic bonding forces 
between, respectively, free electrons and atom cores or cations and anions. 
Finally, the right-hand side connecting ionic and covalent compounds character-
izes the highest degree of electron localization, which can occur either at atoms, 
to form ions, or in bonds. Thus, traversing this map from one side toward an 
opposite vertex leads to three trends in electronic structure: (i) increasing charge 
transfer (bottom side to top vertex); (ii) increasing anisotropic bonding (left-hand 
side to lower right); and (iii) increasing electronic delocalization (right-hand side 
to lower left). These qualitative transitions between different modes of electronic 
structure allow for additional compound types: for example, the metalloids found 
between metals and covalent compounds; Zintl phases, which behave like valence 
compounds, but exist between the metals and ionic compounds; and oligomeric, 
polar covalent oxides, sulfides, and halides, which are found between the ionic 
and covalent materials. Much scientific interest focuses on these intermediate 
regions because novel or interesting physical and chemical properties can origi-
nate from combining different bond types in a single material. 
Since the van Arkel-Ketelaar diagram is able to portray a continuous variation 
of electronic behavior among different types of compounds, a unified approach 
to evaluate and understand electronic structure and to rationalize properties can 
emerge. As such, orbital-based schemes, although limited by being one-electron 
models, do provide a useful and relatively successful framework to address the 
three idealized bonding modes in solids. In general, the principal basis set 
includes the valence and important virtual or core AOs on each atom. Then, the 
Schrodinger equation is solved to obtain the desired results for chemical bond-
ing analysis. In the next section, some of the quantum mechanical methods and 
philosophies to achieve these solutions will be discussed in more detail, but here 
simple models of electronic structure for typical ionic, covalent, and metallic sol-
ids will be discussed as fundamental starting points. 
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Figure 12.4 Evolution of the band diagram for 
a typical ionic solid NaCl(s) [1]. The free atom 
orbitals shift upon ionization to Na+(g) and 
Ci-(g). The Madelung potential and polariza-
tion shift the ion orbital energies in near 
alignment with the free atom orbital energies. 
Finally, after Cl··· Cl and Na··· Na dispersion, 
the final band diagram emerges. A bandgap 
E9 separates the occupied valence band from 
the empty conduction band. 
12.2.l 
Ionic Solids 
For an "ionic" solid to be stable, the net electrostatic attraction between ions 
must exceed the energetic cost to exchange electrons between free atoms to pro-
duce gaseous ions. Therefore, ionic bonding will be most effective for elements 
with low ionization potentials to form cations and high electron affinities to 
form anions, such as for the alkali metal halides like NaCl(s). Furthermore, in 
the ideal ionic compound, the valence electrons are localized at the anions that 
achieve closed-shell electronic configurations. Therefore, the qualitative orbital 
energy diagram of an ionic solid like NaCl(s) [1,21), shown in Figure 12.4, has a 
filled valence band, originating from the Cl 3p AOs, that lies below the bottom 
of the empty conduction band, which is assumed to arise from the Na 3s AOs, 
according to the relative electronegativities of Cl and Na. Since the large ener-
getic separation between Cl 3p and Na 3s AOs of ~8.8 eY does not give rise to 
significant stabilization or destabilization of bonding or antibonding orbitals, 
respectively, relative to the corresponding AOs, the valence bandwidth of 1.8(2) 
eV arises largely from Cl··· Cl orbital interactions with the band center being 
displaced to an energy slightly higher than E3p(Cl) due to overlap repulsion. The 
conduction band would also be expected to have a bandwidth, arising from 
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Ions Potential 
Figure 12.4 Evolution of the band diagram for 
a typical ionic solid NaCl(s) [1] . The free atom 
orbitals shift upon ionization to Na +(g) and 
Ci-(g). The Madelung potential and polariza-
tion shift the ion orbital energies in near 
alignment with the free atom orbital energies. 
Finally, after Cl · · · Cl and Na · · · Na dispersion, 
the final band diagram emerges. A bandgap 
E9 separates the occupied valence band from 
the empty conduction band. 
12.2.1 
Ionic Solids 
For an "ionic" solid to be stable, the net electrostatic attraction between ions 
must exceed the energetic cost to exchange electrons between free atoms to pro-
duce gaseous ions. Therefore, ionic bonding will be most effective for elements 
with low ionization potentials to form cations and high electron affinities to 
form anions, such as for the alkali metal halides like NaCl(s). Furthermore, in 
the ideal ionic compound, the valence electrons are localized at the anions that 
achieve closed-shell electronic configurations. Therefore, the qualitative orbital 
energy diagram of an ionic solid like NaCl(s) [l,21], shown in Figure 12.4, has a 
filled valence band, originating from the Cl 3p AOs, that lies below the bottom 
of the empty conduction band, which is assumed to arise from the Na 3s AOs, 
according to the relative electronegativities of Cl and Na. Since the large ener-
getic separation between Cl 3p and Na 3s AOs of ~8.8 eV does not give rise to 
significant stabilization or destabilization of bonding or antibonding orbitals, 
respectively, relative to the corresponding AOs, the valence bandwidth of 1.8(2) 
eV arises largely from Cl··· Cl orbital interactions with the band center being 
displaced to an energy slightly higher than £ 3p(CI) due to overlap repulsion. The 
conduction band would also be expected to have a bandwidth, arising from 
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Na··· Na orbital interactions. To reconcile this simple orbital picture with an 
ionic model of Na+ and Cl- ions that are held together by electrostatic forces, 
the Na 3s energy is shifted downward by the ionization potential and the Cl 3p 
energy is shifted upward by the electron affinity. Bringing Na+ and Cl- ions 
together to form NaCl(s) stabilizes the anion states, which are surrounded by 
cations, and destabilizes the cation states, which are surrounded by anions, by 
the electrostatic Madelung potential. Once polarization and other relaxation 
processes are included, the energies of the ion states are nearly in line with those 
of the free atom states and broaden into bands via Na·· ·Na and Cl· · ·Cl disper-
sion. Thus, the two main observables associated with the electronic structure of 
ionic solids are the bandgaps (2) and valence bandwidths (22), which are listed 
for some alkali metal halides in Table 12.l. 
The energy gap between the empty conduction band and the filled valence 
band of an ionic solid is typically greater than ~3 eV (less than ~400 nm), so 
these solids are electrical insulators and transparent to visible light. According 
to the model above, the bandgap is a charge transfer gap, and can be estimated 
by the difference in valence AO energies, for example, Eg(NaCl) = 8.5 eV and 
£ 3.(Na) - £ 3p(Cl) = 8.8 eV. Such estimates can be improved by including on-site 
Coulomb repulsions and the electrostatic potential at the anions, although the 
simple estimates already capture the periodic trends [2). Among the alkali metal 
halides, bandgaps steadily decrease from MF(s) to MI(s) for a given metal Mand 
specifically from LiF(s) to CsF(s) as the cation-anion distance increases, but 
these gaps are less sensitive to changes in the cations for chlorides, bromides, 
and iodides (1.2). Calculations of the electronic structures of these heavier hal-
ides like NaC!(s) suggest that states at the bottom of the conduction band origi-
nate from the lowest virtual s AO of the anion (4s for Cl), rather than valence 
AOs of the cation (24). 
The valence bandwidths for the alkali halides range from ~l.0-2.0eV (21) and 
are derived primarily from nonbonding halide-halide interactions. Since the 
valence band is full, the valence electrons are considered to be localized on the 
anions. As cation-anion orbital interactions become stronger, the valence band-
width will typically increase and the electronic distribution changes. Electron 
density distributions calculated for various NaCl-type compounds MX (M =Li-
Rb, Ag, Mg, Ca; X = F-Br, 0, S) show three distinct characteristics, depending 
upon the polarizabilities of the anions and cations: (i) for fluorides and oxides, 
all ions are spherical with saddle points in electron density found midway along 
the M · · · M (and X · · · X) contacts; (ii) for alkali and alkaline earth sulfides, chlo-
rides, and bromides, cations are spherical and anions are distorted with local 
minima in electron density midway along the M · · · M contacts; and (iii) for sil-
ver halides, which have their highest electron density at the polarizable Ag ions 
due to the presence of filled 4d valence states, both cations and anions show 
distorted spherical distributions with density contours along the X · · · X contacts 
resembling those along the M · · · M contacts of sulfides, chlorides, and 
bromides [25). 
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Table 12.1 Chemical bonding characteristics for selected NaCl-type MX(s) solids using an ionic bond-
ing model. 
Compound Ro Ucoh (eV) 80 (GPa) Eg A.E,P 
(AJ121 (eV) [2] (eV) [2] 
Experimental Calculateda) Experimental Calculatedb) 
[2) [23] 
LiF 2.01 8.85 8.38 67.l 52.5 13.6 14.5 
LiCl 2.57 7.15 6.71 29.8 28.0 9.4 8.4 
LiBr 2.75 6.45 5.97 23.8 23.4 7.6 7.1 
NaF 2.32 7.91 7.49 46.5 36.5 11.6 14.9 
NaCl 2.82 6.63 6.31 24.4 21.9 8.5 8.8 
NaBr 2.99 6.01 5.68 19.9 18.7 7.5 7.5 
KF 2.67 7.62 7.27 30.5 25.3 10.7 15.9 
KC! 3.15 6.72 6.39 17.4 16.2 8.4 9.8 
KBr 3.30 6.17 5.85 14.8 14.3 7.4 8.4 
R0 =equilibrium cation-anion distance; U coh = cohesive energy; Bo = bulk modulus; £8 = bandgap; and 
A£,P = £ ,(M) - fp(X) for valence A Os of M and X. 
a) Using Eq. (12.7). 
b) Using Eq. (12.9) . 
Binding of ions in an ionic solid can be estimated by the lattice energy, which 
includes the attractive electrostatic Madelung energy and overlap repulsions 
between filled-shell ions, as well as smaller van der Waals and other multipole 
attractions, and a zero-point energy term (2,15,26,27] . By using just the electro-
static attraction and the Born-Mayer expression for the overlap repulsion, the 
lattice energy (eV) depends on the cation-anion distance R (A) according to 
(R) 14.4Az+z- -R/ p 14.4Az+z- ( pR (R - R) fp ) U i t ~ - +Be = - 1 - - e 0 
a R R R2 ' 0 
(12.7) 
where A is the structure-dependent Madelung constant, R0 is the equilibrium 
distance, z+ and Z- represent the ionic charges, and p is an empirical scaling 
parameter, frequently set to 0.345 A. At R0 , the lattice energy expression 
becomes 
14.4Az+ z- ( p) 
U1ac(Ro) = - Ro 1 - Ro , (12.8) 
which represents the energy change for dissociation of M,,,Xx{s) to the free ions 
mM2 +(g) + xX2 -(g). This crude point-charge model of ions reasonably accounts 
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for structural trends and bulk moduli of ionic solids. For example, among MX(s) 
salts, the CsCl structure type is favored when the cation and anion sizes are sim-
ilar; the ZnS structure type is favored if there is extreme disparity between ionic 
sizes with generally larger anions; and the NaCl structure type is preferred for an 
intermediate size relationship. Since ionic forces are isotropic, these solids tend 
to be dense sphere packings of anions with essentially uniform coordination 
environments surrounding all atoms (ions). 
The equilibrium lattice energy U1• 1(R0 ) can be evaluated from experimental 
data using a Born-Haber cycle based upon the standard heat of formation of the 
salt MmXAs), heats of atomization of M and X, ionization potential(s) for the 
cation M2 +, and electron affinity(ies) for the anion xz- (28]. Therefore, to obtain 
the cohesive energies of ionic solids, the ionization potential(s) and electron 
affinity(ies) must be subtracted from the equilibrium lattice energy. For example, 
the cohesive energies of the alkali metal halides MX(s) are Ucoh = IU1at(R0)1-
[JP1(M) -£A(X)) , which are listed in Table 12.l as evaluated from experi-
ment (24] and calculated using Eq. (12.7). Since the volume dependence of the 
cohesive energy is found entirely in the lattice energy, estimates of bulk 
moduli (23) (GPa) for NaCl-type solids (A= 1.7476) may be derived from Eq. 
(12.6) to give (25) 
B = V (d2 U1at) = _l_ (d2 U1at) = 224z+z- (Ro_ 2) 
o 0 dV2 18R dR2 R4 p . V0 0 Ro O 
(12.9) 
As seen in Table 12.l, the calculated cohesive energies and bulk moduli using 
Eqs. (12.7)-(12.9) typically underestimate the experimental values for NaCl-type 
alkali metal halides, but the variations with cation-anion distances are repro-
duced quite well. Once van der Waals and zero-point energy terms are included, 
all further differences between calculated and experimental values are attributed 
to polar covalent interactions between the cations and anions. 
Overall, the point-charge model accounts well for bonding energetics and 
compressibilities of the alkali metal halides. However, extending this model to 
other systems is limited [15) . For example, many oxides are also considered to 
be ionic compounds because oxygen has a large electronegativity, but the doubly 
charged oxide ion, 0 2- (g), is unstable relative to o-(g) + e-. Thus, oxide lattice 
energies are related to a nonexistent reference state of ions, and it is unclear 
whether complete charge transfer occurs in oxides. Furthermore, the valence 
bandwidths in oxides, as determined from photoemission spectra, are larger 
than those in the alkali metal halides, for example, ~5.0eV in MgO, a result that 
suggests stronger cation-anion orbital interactions in metal oxides than in alkali 
metal halides. Therefore, the oxide band is no longer purely anionic, but involves 
significant mixing of anion and cation wavefunctions (1) . According to the van 
Arkel-Ketelaar diagram, the variation of electronic structure from an ionic to 
covalent picture is essentially continuous. As electronegativity differences 
between "cations" and "anions" decrease, orbital interactions increase and the 
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Madelung energy will be reduced because the extent of charge transfer 
decreases. So, the nature of localized electronic states transforms from anions 




Cohesion in the covalent bond occurs when the potential energy of the valence 
electrons decreases by increasing electron density between atom cores. There-
fore, a simple orbital picture for a covalent compound assigns electron pairs into 
bonding orbitals and any nonbonding lone pairs. The covalent corner of the van 
Arkel-Ketelaar map consists of molecular solids formed by the most electroneg-
ative elements that have fewer bonding orbitals than lone pairs, which create 
weak intermolecular dispersion forces. On the other hand, a typical covalently 
bonded, extended solid is the diamond-type structure of silicon, which forms a 
three-dimensional tetrahedral network of two-center, two-electron bonds. This 
structure and other related covalent solids are not densely packed. To gain a 
qualitative understanding about the valence electronic structure of Si(s), as 
depicted in Figure 12.Sa, the valence 3s (Es) and 3p (Ep) AOs may be converted 
into four equivalent, isoenergetic sp3 hybrid orbitals, E(sp3) =(Es+ 3Ep)/4, that 
are spatially orthogonal and directed toward the four nearest Si neighbors: 
<{J1(sp3)=1/2(s + Px +Py+ Pz); <{J2(sp3) = 1/2(s + Px - Py - Pz); <p3(sp3) = 1/2(s - Px 
+Py - Pz); and <p4(sp3) = 1/2(s - Px - Py+ Pz).2 Then, each sp3 hybrid forms one 
bonding and one antibonding orbital with another sp3 hybrid located on a neigh-
boring atom directed along the interatomic axis. This interaction splits the four 
hybrid energy levels into two bonding and two antibonding levels per Si atom 
separated by twice the magnitude of the bond integral 21Psi-sd between two 
adjacent overlapping sp3 hybrid orbitals. These hybrid orbitals broaden into 
bands via energetic coupling between different sp3 hybrids on the same atom 
because they are not eigenfunctions of the Hamiltonian operator. The approxi-
mate bandwidths for both the occupied, bonding valence band and unoccupied, 
antibonding conduction band are 6.Esp = Enp - Ens• and a simple calculation 
shows that as long as M sp(Si) < 21Psi- Sil, a bandgap occurs. This condition is 
just satisfied for tetrahedral Sn, and is definitely observed for Ge and diamond. 
Therefore, the bandgap in tetrahedral semiconductors may be called a hybridiza-
tion gap. For Si(s), Ge(s), and Sn(s), this gap is less than 3 eV (larger than 
~400 nm), which makes these elements semiconducting by also showing 
decreasing electrical resistivity with increasing temperature. For compound tet-
rahedral semiconductors AX(s) like GaAs(s) and ZnSe(s), a similar qualitative 
orbital diagram may be constructed (see Figure 12.Sb) in which the splitting 
between bonding and antibonding orbitals is 26.A-x = 2[P2 + (6.hyb/2)2]112 (6.hyb 
= EA(sp3) - Ex(sp3)) and the bandwidths differ because 6.Esp(A) # Msp(X).2 
Moreover, in all cases, there is energetic coupling between the bonding orbital 
of an A-X contact constructed from sp3 hybrids and all other bonding and 
SI (Diamond) 1lll 
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(a) 
Figure 12.S Evolution of the band diagrams 
for tetrahedral semiconductors (a) Si and (b) 
GaAs (2). The free atom orbitals form sp3 
hybrids, which interact according to the bond 
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(b) 
integral fJsr-s; or fJGa-As to form bonding and 
antibonding orbitals. In the solids, these orbi-
tals broaden into bands by intrasite and other 
intersite overlaps. 
antibonding orbitals connected to the two atoms, a coupling that affects the 
bandwidths of and bandgap between the valence and conduction bands. Mixing 
of antibonding orbitals into bonding states also lowers the A-X bond order PAx 
from unity, which would indicate a completely saturated, formally single 
bond [11] . The bond order in elemental tetrahedral semiconductors decreases as 
t..Esp increases, so the bonds in diamond, Si(s), and Ge(s) are, respectively, ~94, 
~86, and ~81 % saturated. Bond ionicity also affects bond order, as seen for GaAs 
(s) and ZnSe(s), which are ~79 and 75% saturated, respectively, arising, in part, 
from the energetic mismatch between sp3 hybrids on the different elements. The 
effect of bond ionicity is evident from plots of the calculated bonding densities 
along the nearest-neighbor contacts in Ge(s), GaAs(s), and ZnSe(s), plots that 
show that the maximum bonding density is midway along the Ge-Ge bond and 
steadily shifts toward the more electronegative component (As or Se) in GaAs 
and ZnSe [29]. 
The binding energy curve U(R) of a tetrahedral semiconductor can be 
expressed as the sum of an attractive bond energy term Ubond(R), which is 
related to [j32 + (t..hyb/2)2] 112, and the overlap repulsion Urep(R), lowered by the 
promotion energy Eprom for the valence electrons [2]: 
U(R) ~ Ubond(R) + Urep(R) - Eprom· (12.10) 
Unfortunately, U(R) is not a simple sum of two-center interactions, as seen for 
ionic solids, because multicenter interactions arise from the energetic coupling 
Si {Diamond) e 
I 3s, 3p sp-1 Sl~~I 
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Figure 12.5 Evolution of the band diagrams 
for tetrahedral semiconductors (a) Si and (b) 
GaAs [2). The free atom orbitals form sp3 
hybrids, which interact according to the bond 
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integral /Jsi-SI or fJGa-As to form bonding and 
antibonding orbitals. In the solids, these orbi -
tals broaden into bands by intrasite and other 
intersite overlaps. 
antibonding orbitals connected to the two atoms, a coupling that affects the 
bandwidths of and bandgap between the valence and conduction bands. Mixing 
of antibonding orbitals into bonding states also lowers the A-X bond order PAX 
from unity, which would indicate a completely saturated, formally single 
bond [ll] . The bond order in elemental tetrahedral semiconductors decreases as 
6.Esp increases, so the bonds in diamond, Si(s), and Ge(s) are, respectively, ~94, 
~86, and ~81 % saturated. Bond ionicity also affects bond order, as seen for GaAs 
(s) and ZnSe(s), which are ~79 and 75% saturated, respectively, arising, in part, 
from the energetic mismatch between sp3 hybrids on the different elements. The 
effect of bond ionicity is evident from plots of the calculated bonding densities 
along the nearest-neighbor contacts in Ge(s), GaAs(s), and ZnSe(s), plots that 
show that the maximum bonding density is midway along the Ge-Ge bond and 
steadily shifts toward the more electronegative component (As or Se) in GaAs 
and ZnSe (29]. 
The binding energy curve U(R) of a tetrahedral semiconductor can be 
expressed as the sum of an attractive bond energy term Ubond(R) , which is 
related to [/32 + (6.hyb/2)2] L/2, and the overlap repulsion Urep(R), lowered by the 
promotion energy Eprom for the valence electrons (2]: 
U(R) ~ Ubond(R) + Urep(R) - Eprom · (12.10) 
Unfortunately, U(R) is not a simple sum of two-center interactions, as seen for 
ionic solids, because multicenter interactions arise from the energetic coupling 
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between bonding and antibonding orbitals on different sites [2,11]. Nevertheless, 
since the orbital model places electron pairs into bonding orbitals, the cohesive 
energy Ucoh = IU(R0)1, which is the magnitude of the binding energy at the equi-
librium A-X distance R0 , provides a means to estimate effective pairwise bond 
dissociation energies D(A-X) in covalent solids. For elemental tetrahedral semi-
conductors, D(A-A) ~ Ucoh(A)/2; for compound semiconductors, D(A-X) ~ 
Ucoh(AX)/4. To calculate the cohesive energies of covalent solids accurately 
requires elaborate electronic structure theory, but the values can be determined 
from experiment by using heats of formation of the solid and the heats of atomi-
zation of each component in a modified Born-Haber cycle [30] . For the tetrahe-
dral semiconductors, this exercise yields 
IUA(Ro)I ~ 2D(A-A) = ..1Hatom(A), 
IUAx(Ro)I ~ 4D(A-X) = ..1Hatom(A) + ..1Hatom(X) - ..1H;(AX), 
(12.lla) 
(12.llb) 
and some results are listed in Table 12.2. The bond integral f3 between adja-
cent sp3 hybrid orbitals can be estimated from the energetics of the pathway 
of first dissociating the solid into gaseous atoms using sp3 hybrids and then 
relaxing the atoms to their ground-state configurations. For elemental semi-
conductors, f3A-A ~ [Ucoh(A) +Eprom(A)]/2, and for compound semiconduc-
tors, /h-x~!Ucoh(AX)+Eprom(A)+Eprom(X)]/4, in which Eprom(A), the 
promotion energy for element A with NA valence electrons, is [(8-NA)/4].'.l 
Esp(A) [2]. These f3 values for selected tetrahedral semiconductors are also 
listed in Table 12.2. In general, bond dissociation energies D(A-X) decrease 
as the sizes of the components increase, and the f3 values decrease as ionicity 
increases. From Tables 12.1 and 12.2, the cohesive energies of the tetrahedral 
semiconductors and NaCl-type alkali metal halides are similar in magnitude. 
However, experimental bulk moduli [31], which provide estimates for the 
curvatures of U(R) near the equilibrium A-X distances, indicate stiffer bonds 
within the covalent, diamond-type solids than NaCl-type ionic salts by 
approximate factors of 3-5. 
Although the orbital energy diagram of sp3 hybrids accounts for the stability 
and bandgaps of the diamond-type structure for compounds with four valence 
electrons per atom, there is no simple rule that predicts which hybridization 
scheme and corresponding local structure is most preferred for each element. 
Other common hybrid orbitals for second period elements are the sp2 hybrids, 
which, in addition to the single unhybridized p AO, can describe the bonding of 
carbon atoms in graphite and graphene. However, the particular set of hybrid 
orbitals chosen must represent the overall minimum total energy for the system 
by maximizing bond overlap with neighboring atoms while minimizing the pro-
motion energy from the ground-state electronic configuration [ll]. Moreover, 
the use of hybrid orbitals is valid only for any observable that includes all 
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Table 12.2 Chemical bonding characteristics for selected tetrahedral semiconductors AX(s). 
Compound Ro Ucoh D(A-8) p Bo Eg 
!Al [3oJ (eV) [30) (eV) (eV) (GPa) [31) (eV) [2] 
c 1.54 7.42 3.71 7.87 433 5.4ind 
Si 2.35 4.68 2.34 5.94 98 l .lind 
Ge 2.45 3.88 1.94 5.86 75 0.6ind 
Sn 2.81 3.13 1.57 4.71 53 ~o.l'"d 
AIP 2.36 8.59 2.15 5.53 86 2.45ind 
AIAs 2.43 7.76 1.94 5.37 77 2.16ind 
Al Sb 2.66 7.15 1.79 4.83 58 l.6ind 
GaP 2.36 7.54 1.88 5.54 89 2.26ind 
GaAs 2.45 6.71 1.68 5.38 75 l.43di< 
GaSb 2.65 6.01 1.50 4.82 57 0.73d" 
ZnS 2.34 6.36 1.59 4.64 77 354di< 
Zn Se 2.46 5.40 1.35 4.37 62 2.7di< 
Zn Te 2.64 4.61 1.15 3.84 51 2.25d" 
CdS 2.52 5.71 1.43 4.23 62 2.42di< 
CdSe 2.62 4.93 1.23 4.00 53 l.74di< 
CdTe 2.81 4.15 1.04 3.48 42 l.49di< 
R0 =equilibrium nearest-neighbor distance; Ucoh =cohesive energy; D(A-X) = A-X bond dissociation 
energy; P =estimate of intersite sp3 - sp3 integral; B0 =bulk modulus; and Eg = bandgap ("ind"= 
indirect; "dir" =direct) . 
electrons, that is, "collective" properties such as cohesive energy and electron 
density [1] Spectroscopic studies of solids, which provide insights about the dif-
ferent energy bands, demand a delocalized or MO-type approach. 
This simple strategy to generate qualitative orbital energy diagrams of 
covalent solids can be easily extended to structures that do not consist of 
tetrahedrally bonded main group atoms, such as those with elements that 
contain lone pairs or transition elements, by taking into account electronega-
tivities and using first- or second-order perturbation theory. Any lone pairs 
would occur as nonbonding bands intermediate in energy between bonding 
and antibonding bands with band centers close to the energies of the corre-
sponding AOs or hybrids. Valence d AOs of transition metals would split 
. according to the concepts of ligand field theory [13]. This qualitative 
approach becomes complicated, however, if the materials are metals. For 
example, in the case of graphite or graphene, the sp2 hybrids are energetically 
separated into cr-bonding and cr-antibonding bands, but the unhybridized p 
AOs form a continuous it-band with no separation between bonding and 
antibonding character [l]. Thus, the orbital picture for metals develops some 
characteristics that distinguish them from covalent solids. 
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Figure 12.6 (a) Evolution of the band dia-
grams for main group metals, for example, Na, 
and transition metals, for example, Nb. The 
valence s and p form broad bands, whereas 
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mon d-band model for intermetallic alloy or 
compound. Dotted line indicate the contribu-
tions to the rectangular DOS from A (left) and 
B (right). 
The electronic structure of a metal involves a broad, quasi-continuous energy 
band arising from the overlapping valence AOs of the metal atoms that form 
densely packed structures like fee, hep, or bee packings with large coordination 
numbers for each atom [2] . The energy differences between adjacent levels 
within this band are small relative to kT, even at low temperatures, so the sub-
stance effectively conducts electric current because states above the highest 
occupied level are thermally accessible. The energy of the highest occupied 
orbital is called the Fermi level Er, which measures the work function for a 
metal, that is, the energy needed to eject an electron to the vacuum. Orbital 
energy diagrams of main group metals like Na(s), Mg(s), and Al(s) differ from 
those of transition metals because of the valence d AOs (see Figure 12.6a) . Both 
classes of metals have a broad conduction band consisting of valence s and p 
levels, whereas the transition metals include a narrower valence cl-band, which 
generally shows features, that is, peaks and valleys, arising from the coordination 
at the transition metal atom. Nevertheless, important periodic trends can be elu-
cidated by treating the valence cl-band simply as rectangular with bandwidth W, 
height n(E) = 10/W, center £ 0 , and filled with Nd electrons, which depends on 
the transition metal [11]. In particular, the band center drops in energy from 
left-to-right across a transition series as Nd increases, and the bandwidth varies 
as N d-(10 - Nd) such that W achieves maximum values near the half-filled d-
band, that is, for Groups 5 and 6 (see Table 12.3 (32]) . The corresponding pic-
ture for intermetallic compounds and alloys of different transition metals A and 
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Figure 12.6 (a) Evolution of the band dia-
grams for main group metals, for example, Na, 
and transition metals, for example, Nb. The 
valence s and p form broad bands, whereas 
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The electronic structure of a metal involves a broad, quasi-continuous energy 
band arising from the overlapping valence AOs of the metal atoms that form 
densely packed structures like fee, hep, or bee packings with large coordination 
numbers for each atom [2]. The energy differences between adjacent levels 
within this band are small relative to kT, even at low temperatures, so the sub-
stance effectively conducts electric current because states above the highest 
occupied level are thermally accessible. The energy of the highest occupied 
orbital is called the Fermi level EF, which measures the work function for a 
metal, that is, the energy needed to eject an electron to the vacuum. Orbital 
energy diagrams of main group metals like Na(s), Mg(s), and Al(s) differ from 
those of transition metals because of the valence d AOs (see Figure 12.6a). Both 
classes of metals have a broad conduction band consisting of valence s and p 
levels, whereas the transition metals include a narrower valence d-band, which 
generally shows features, that is, peaks and valleys, arising from the coordination 
at the transition metal atom. Nevertheless, important periodic trends can be elu-
cidated by treating the valence cl-band simply as rectangular with bandwidth W, 
height n(E) = 10/ W, center £ 0, and filled with Nd electrons, which depends on 
the transition metal [11]. In particular, the band center drops in energy from 
left-to-right across a transition series as Nd increases, and the bandwidth varies 
as Nd·(lO - Nd) such that W achieves maximum values near the half-filled d-
band, that is, for Groups 5 and 6 (see Table 12.3 [32]). The corresponding pic-
ture for intermetallic compounds and alloys of different transition metals A and 
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Table 12.3 Chemical bonding characteristics for selected main group and fifth period transition metals. 
Metal Rws Re N 
'· 
JUMJ (eV) Bo (GPa) 
<Al c111 !Al1111 !Al 
Experimental Calculated0 Experimental Calculatedb 
[11) c11 I 
Li 1.73 0.70 1.73 1.63 2.12 11 8.76 
Na 2.11 0.93 2.11 1.11 1.24 6.3 4.23 
K 2.57 1.17 2.57 0.93 1.13 3.1 1.97 
Rb 2.8 1 1.31 2.81 0.85 0.90 2.5 1.41 
Be 1.25 0.40 2 0.99 3.32 5.55 130 99.88 
Mg 1.77 0.69 2 1.40 1.51 2.26 45 27.95 
Ca 2. 18 0.92 2 1.73 1.84 2.92 17 12.97 
Sr 2.38 1.02 2 1.89 1.72 2.67 12 9.39 
Al 1.58 0.57 3 1.10 3.39 5.51 76 86.49 
Ga 1.67 0.64 3 1.16 2.81 ~60 
In 1.84 0.72 3 1.28 2.52 ~35 
Cu 1.41 0.48 1.41 3.49 1.26 140 17.21 
Ag 1.60 0.72 1 1.60 2.95 100 
Zn 1.54 0.57 2 1.22 1.35 0.64 70 46.96 
Cd 1.77 0.67 2 1.37 1.16 50 
Metal (structure) Rws (A) [32) W(eV) [11) JUTJ BT (GPa) [32) 
(eV) [32) 
Rb (bee) 2.81 0.85 2.5 
Sr (fee) 2.38 1.72 12 
Y (hep) 1.99 6.28 4.39 41.0 
Zr (hep) l.78 7.80 6.29 94.9 
Nb (bee) 1.63 9.34 7.44 169.0 
Mo (bee) 1.55 9.55 6.88 261.0 
Tc (hep) 1.52 9.10 7. 13 297.0 
Ru (hep) l.49 8.49 6.74 303.0 
Rh (fee) 1.40 7.59 5.72 282.0 
Pd (fee) 1.52 5.98 3.90 189.0 
Ag (fee) 1.60 3.86 2.94 98.8 
Cd (hep) 1.77 1.16 50 
Rws =Wigner-Seitz radius at equilibrium volume; Re = radius of empty-core pseudopotential; N =number of 
valence electrons; r, =effective radius of l valence electron; IUMI· IUTI = cohesive energy; Bo= bulk modulus; and 
W = 4d bandwidth. 
a) Using Eq. (12.12b). 
b) Using Eq. (12.13) 
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B is a common valence cl-band with bandwidth W AB that is somewhat larger 
than the bandwidths of the individual elements WA and W8 due to the AO 
energy difference between the two metals (see Figure 12.6b) [ll]. In addition, 
the total rectangular cl-band height nA8(£) is the sum of two skewed distribu-
tions nA(E) + n8(£). However, since there is no net charge transfer in a metal via 
effective screening from the conduction electrons, the effective band centers of 
each skewed distribution are adjusted from £ 0(A) and £ 0(B) to maintain local 
charge neutrality in the compound. 
The internal energy of a dose-packed, main group metal UM can be estimated 
by treating it as empty-core pseudopotentials of radius Re embedded in a delo-
calized "gas" of valence electrons with uniform number density p =NI Vin which 
N and V are the number of valence electrons and volume per atom in the 
solid [2,ll] . Two important distance parameters are the effective sphere radius 
for one atom Rws. called the Wigner-Seitz radius, and for one valence electron 
rs, so that 4JTR~5/3 = V and 4Jrr~ /3 = V / N = 1 / p . UM contains two main con-
tributions: (i) the energy of the electron gas Ueg• which includes kinetic, 
exchange, and correlation; and (ii) an electrostatic term Ues arising from core-
valence electron repulsions and the attractive Madelung energy of point ions in 
the uniform electron gas (UM in eV; rs, Re , and Rws in A) : 
UM(N , V , Rc ) ~NUeg(rs ) + Ues(N ,Rws, Re) (12.12a) 
[
8.416 6.59 ] 7.20N2 [ (Re ) 2 ] 
= N --2- - -- + Ucorr(rs) +--- 3.00 -- - 1.80 . rs rs Rws Rws (12.12b) 
These expressions explicitly omit structural effects which enter as a second-
order correction to Ues and modify the electrostatic term by less than 0.5%. 
Although these differences are relatively insignificant regarding the cohesive 
energies, they are important for distinguishing different structures, such as 
exhibited by the trivalent elements Al (cubic), Ga (orthorhombic), and In (tetrag-
onal). Also, there are various expressions for the correlation energy of the elec-
tron gas Ucorr(rs), but the values typically constitute no more than ~ 10% of the 
attractive exchange term [15,33]. The pseudopotential core radii Re are deter-
mined by setting dUMldRws = 0 at the equilibrium volume V0 . The cohesive 
energy for a main group metal may be estimated from Eq. (12.12) by subtracting 
the first N ionization potentials of the metallic element from UM(N, V0 ,Rc). The 
corresponding bulk moduli B0 (GPa) can also be estimated from Eq. (12.llb), 
showing contributions from both energy terms: 
_ (358.62 l12.40) 122.58N2 ( (Re ) 2 ) Bo- --5----4 - + 4 13.53 R- -1.80 . rs rs Rws ws (12.13) 
Reasonable agreement with experimental data for cohesive energies and bulk 
moduli are seen for the alkali and alkaline earth metals and even Al, but the 
agreement is poor for the coinage metals Cu, Ag, and Au and posttransition 
metals because the occupied cl-orbitals are explicitly ignored (see Table 12.3). 
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For the transition metals, the rectangular model of the valence d-band pro-
vides a good rationale for the essential parabolic trend in cohesive energies with 
group number because the significant contributions come from the extent of d-
band filling Nd. The cohesive energy IUTI turns out to be related to the band-
width and d-band filling by [ll] 
(12.14) 
At low Nd values, the cohesive energy increases as d-d bonding states are 
increasingly occupied. Likewise, equilibrium volumes and Wigner- Seitz radii 
drop. Once d- d antibonding states become accessible just beyond the half-
filled point at Nd= 5, the cohesive energy decreases. However, the equili-
brium volumes and Wigner-Seitz radii achieve minima beyond the half-filled 
band because the effective nuclear charge for the valence cl-electrons 
increases as Nd increases. This model works best for the 4d elements, which 
show a maximum in cohesive energy for Nb but a minimum in equilibrium 
atomic volume and maximum in bulk modulus for Ru, as summarized in 
Table 12.3. The bulk moduli for metals in Groups 4-10 are also substantially 
larger than those observed for the covalently bonded tetrahedral semiconduc-
tors, except for diamond. Thus, occupation of the d-band provides substan-
tial bond strength for these elements. The common, rectangular d-band 
model of transition metal alloys and intermetallics also accounts very 
well [11] for their trends in thermodynamic stabilities relative to the compo-
nent metals, as found experimentally and predicted by Miedema et al. [34] 
and ~rewer [35], that the most stable alloys would be comprised of elements 
at opposite ends of the transition metal series because their common d-band 
would be approximately half-filled and gain significant energetic stabilization 
via d-d bonding interactions. 
The semiquantitative assessments of chemical bonding for ionic, covalent, 
and metallic solids using simple physical arguments to estimate cohesive 
energies and bulk moduli identify the important factors contributing to the 
stability and relative energetics of each bonding category. Each model 
involves an attractive term and a repulsive term to the energy profile in 
accord with the E(R) curve of Figure 12.l. Since these simple descriptions are 
derived from the results of extensive quantum mechanical calculations on 
many different solid-state structures, it is now time to consider how these 
computational results are obtained. 
12.3 
Quantum Mechanical Calculations and Analyses 
A thorough study of chemical bonding and electronic structure in molecules and 
solids requires a combination of experimental and computational analyses [36] . 
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Calculating the electronic structure involves solving the time-independent 
Schrodinger equation [l,2,11), to which the Born-Oppenheimer approximation 
is applied because electronic velocities are much larger than nuclear velocities so 
that electronic motion can be separated from nuclear motion. Therefore, elec-
tronic energies and wavefunctions are evaluated using "static" nuclear structures, 
even ignoring the zero-point motion of nuclei at 0 K. As a result, temperature is 
not a direct factor in such calculations, but does influence the occupation of 
electronic states according to the Fermi-Dirac distribution, as well as the ener-
getic distribution of states by any changes in atomic structure such as thermal 
expansion or solid-solid phase transitions. The resulting Schrodinger equation 
to be solved becomes 
H'F n(r1 , .. . , r N) = (T + V) 'F n(r1 , ... , r N) = E,, '¥,,(r1 , . . . , r N ), (12.15) 
where lJI n(r1, • • . , rN) are the N-electron wavefunctions, Eno are the correspond-
ing electronic energies, and the Hamiltonian operator fl is the sum of kinetic 
('I') and potential (V) energy operators. In principle, Eq. (12.15) utilizes all elec-
trons in the system, but typical results focus just on the valence and low-lying 
unoccupied states. 
Since a solid is a chemical structure with a quasi-infinite number (about 1023) 
of atoms and valence electrons, essential approximations to the atomic structure 
are also necessary to solve the Schrodinger equation. For this purpose, it helps to 
differentiate solids into molecular and extended structures. For molecular solids, 
calculations may be performed on an isolated molecule by ignoring "packing 
effects." However, these weak intermolecular interactions, especially when they 
are numerous, can influence the local structure of a molecule, so an effective 
medium could be included. Extended solids occur in three principle categories: 
(i) amorphous; (ii) incommensurately modulated or quasiperiodic; and (iii) crys-
talline or periodic. To examine aperiodic structures, appropriate fragments may 
be extracted from the solid and then terminated by s-type orbitals to reduce the 
effects of surface termination on the computational results. For a crystalline 
solid, the potential felt by an electron has the full periodicity of the lattice, that 
is, V(r+ T) = V(r), for a Bravais lattice vector T. To make the set of Bravais lat-
tice vectors finite, Born-von Karman boundary conditions assign arbitrarily 
large lattice vectors equivalent to the null vector (36] Then, the wavefunction 
for a single electron lfl,,k(r) contains the phase factor eik·r in which the wavevec-
tor k is a quantum number arising from these periodic boundary conditions. 
Furthermore, for the periodic potential, Bloch's theorem states that the wave-
functions take the form lflnk(r) = eik·r u,,k(r), with u 11k(r + T) = u 11k(r), that is, Unk(r) 
also has the full periodicity of the lattice. There are three significant outcomes 
from Bloch's theorem (37] : 
a) lflnk(r + T) = eik T 1f1 nk(r), which shows that to calculate electronic states in 
crystals, it is sufficent to evaluate the wavefunctions of one unit cell, because 
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the wavefunctions for all other unit cells are given by a phase change with 
respect to the reference cell. 
b) If K is a reciprocal lattice vector appropriate to the Bravais lattice, then I/I nk(r) 
and I/I n{k+KJ(r) have the same symmetry properties with respect to lattice 
translations. Therefore, k and k + K are equivalent symmetry labels and all 
information regarding electronic states in crystals is confined to one unit cell 
in reciprocal space surrounding a single K vector. The first Brillouin zone is 
the unit cell at K = 0, called the 1 point, that is formed by the perpendicular 
bisectors to all neighboring reciprocal lattice vectors .. 
c) The wavefunction I/I n,-k(r) is the complex conjugate of l/fnk(r), so these wave-
functions will have the same energies E(k) . 
Bloch's theorem allows accurate calculations of bulk electronic states and 
properties of periodic structures. So, the electronic structures of quasiperiodic 
and incommensurately modulated structures can also be estimated by using 
crystalline approximants, whose structures and compositions mimic the actual 
solids (38] . For crystals that display mixed site occupancies, using either periodic 
superstructures or ordered models with subgroups of the crystallographic space 
groups, or applying the coherent potential approximation (CPA) (39] to the elec-
tronic Hamiltonian become necessary to properly handle the disorder inherent 
in these solids. 
Now, the major challenges for solving Eq. (12.14) involve setting up appropri-
ate potential energy operators for the valence electrons and establishing useful 
expressions for the wavefunctions. For simple metals with delocalized electrons, 
the free-electron model using plane wave basis functions is reasonable (11,37]. 
On the other hand, for solids exhibiting more localized electrons, like transition 
metal compounds, semimetals, semiconductors, and insulators, the tight-binding 
method [l,11,37], which constructs wavefunctions by the LCAO ansatz, is pre-
ferred. These two philosophies will be compared shortly. Nevertheless, the 
energy operators may be separated into one-electron and two-electron contribu-
tions. The significant one-electron terms are the kinetic energies and the effec-
tive electrostatic electron-nuclear attractions, which are screened by the core 
electrons to create effective nuclear charges. The two-electron term involves 
interactions between pairs of valence electrons, leading to exchange and correla-
tion. If there were no electron-electron interactions, then Eq. (12.15) could be 
easily solved and the wavefunctions would be products of one-electron spin 
orbitals, that is, IJ'(r1, • •• , rN) ~ q>1 (r1) · · · q>~rN) . Additional improvements to 
the Hamiltonian operator include relativistic effects of electronic motion and 
spin-orbit coupling, especially for the heavier elements. 
Electron-electron interactions in the Schrodinger equation can be accounted 
for by the Hartree approximation (15], in which each electron moves in the aver-
age electrostatic field of all other electrons yielding a set of effective one-electron 
potentials and orbitals for each electron. From these one-electron orbitals, Slater 
determinants are constructed to account for the antisymmetry of electron 
exchange, a procedure giving the Hartree-Fock method. As a result, 
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surrounding each electron is a region called a Fermi hole (11,15], which arises 
because other electrons of the same spin are prevented from closely approaching 
it via exchange repulsion. Therefore, like-spin electrons do not shield each other 
from the nucleus as well as electrons with opposing spins (15]. Consequently, 
given a system with unequal numbers of electron spins, there will be differential 
shielding and one set of spins will experience a higher effective nuclear 
charge than the other. This effect leads to exchange splitting of the correspond-
ing spin orbitals and can have profound effects on chemical bonding, especially 
for high-spin versus low-spin transition metal complexes. For example, the five 
degenerate valence d AOs of a transition metal atom in an octahedral ligand 
field are split into three t2g orbitals below two eg orbitals. The eg orbitals are 
metal-ligand cr-antibonding, whereas the t2g orbitals are metal-ligand 1t-bonding 
or 7t-antibonding depending upon whether the ligands are, respectively, weak-
field or strong-field ligands. The d-orbitals are also split by exchange into two 
sets of spin orbitals. If the exchange splitting exceeds the ligand field splitting, 
then high-spin complexes are favored; if not, low-spin complexes are favored. In 
the high-spin case, the cr-antibonding eg orbital(s) will be occupied; in the low-
spin case, the eg orbital(s) will be unoccupied. In general, exchange effects are 
greatest for atoms with valence 2p, 3d, and 4f electrons because electrons 
assigned to these orbitals will experience especially high effective nuclear 
charges, leading to contracted AOs and large effective electron-electron 
interactions. 
Correlation, on the other hand, reduces the electrostatic repulsion between 
electrons by mutual avoidance (15]. It can be included by applying perturbation 
theory or allowing electrons to occupy higher energy orbitals, which mixes other 
electronic configurations into the final ground-state wavefunction - a procedure 
called configuration interaction. In effective one-electron methods, introducing 
an empirical Coulomb repulsion parameter, sometimes called the Hubbard U 
parameter (12], is used to correct any underestimation of correlation by these 
computational procedures, especially for certain rare earth and transition 
metals (1,15]. 
Methods to solve Eq. (12.14) range from simple to complex arising from the 
two-electron terms, which necessitate approximations to achieve solutions that 
allow insights about chemical bonding. The simplest approximations, such as 
Hi.ickel and extended Hi.ickel (1,6], explicitly neglect all two-electron terms and 
treat the Hamiltonian operator empirically or semiempirically in which the 
resulting integrals are determined by simple algorithms using AO energies eval-
uated from atomic spectra or first-principles calculations. The electron-electron 
interactions are then "absorbed" by the numerical parameters. These strategies 
are most effective when angular overlap influences the energetics of structures 
or the two-electron energy terms are relatively insignificant compared to the 
one-electron terms. However, they poorly optimize interatomic distances and 
overestimate the energies of antibonding orbitals, thereby overestimating bandg-
aps in semiconductors and insulators. In first-principles methods, on the other 
12.3 Quantum Mechanical Calculations and Analyses 1431 
hand, all integrals are explicitly calculated according to some physical model. 
Therefore, their accuracy and appropriateness depend on the system and the 
models involved to express the electronic potential energy. The Hartree-Fock 
method can give excellent results for insulators and semiconductors, but has not 
been thoroughly developed for metals because there is a singularity in the 
exchange energy for states at the Fermi level. Simplifications to Hartree-Fock 
methods include various "neglect of differential overlap" (NDO) approaches [15], 
which can treat large systems because many two-electron integrals are replaced 
by numerical parameters. Another effective way to solve the many-body problem 
of Eq. (12.14) uses density functional theory (DFT), in which the interacting sys-
tem of electrons is described by its electronic probability density p(r) rather than 
its many-body wavefunction because the ground-state electronic density 
uniquely determines the ground-state wavefunction and energy [40] . By intro-
ducing a reference system of noninteracting electrons with the same (spin) den-
sity, the functional of the total energy can be expressed as 
J 1 j j p(r)p(r') , E[p(r)] = To[p(r)] + p(r)vexi(r)dr + 2 Ir_ r 'I drdr + Exc [p(r)] , 
(12.16) 
which includes the kinetic energy, the attractive Coulomb potential Vext(r) 
provided by the nuclei, a classical Coulomb repulsion term, and an energy 
functional for exchange and correlation. Although the exact functionals for 
exchange and correlation are not known except for the free-electron gas, 
various approximations like the local (spin) density (LDA/LSDA) [40) and 
generalized-gradient approximations (GGA) [40) permit calculation of cer-
tain physical quantities with reasonable success. The exchange-correlation 
functional in LDA/LSDA depends only on p(r) at each point in space 
(LSDA decouples the two different electron spins), whereas GGA remains 
local but also takes into account the gradient vp(r) at the same position. 
Generally, LDA/LSDA is suitable for a nearly uniform electronic distribu-
tion, whereas GGA is necessary when larger density fluctuations are present. 
Since LDA/LSDA or GGA functionals often underestimate the on-site Cou-
lomb interaction between electrons, especially for rare earth compounds 
with localized 4f electrons or transition metal oxides and halides with local-
ized 3d electrons like NiO, one correction introduces a Hubbard on-site 
repulsion parameter U [41). However, the choice of U is often made empiri-
cally rather than from first-principles techniques. Overall, DFT methods 
have been successful for evaluating ground-state properties, such as atomic 
structures, pressure-induced phase transitions, and isothermal bulk moduli, 
although equilibrium bond distances are often underestimated. On the other 
hand, DFT calculations typically underestimate bandgaps and overestimate 
cohesive energies [42). 
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Regardless of the mathematical method used to solve the Schrodinger 
equation, important results of these calculations on crystalline solids are 
depicted in electronic band structure (dispersion) diagrams E(k) versus k and 
density of states (DOS) curves n(E) versus E, which are the solid-state analogs 
of MO energy diagrams for discrete molecules. Band structures E(k) are plot-
ted along specified directions in the first Brillouin zone that exhibit special 
symmetry; the endpoints of these directions are given specific letters, for 
example, as already mentioned k = 0 is the r point. DOS curves n(E), on the 
other hand, are obtained by sampling many wavevectors within the Brillouin 
zone. Each n(E) value equals the number of spin-up and spin-down states 
found within an infinitesimally small energy window dE. Therefore, the total 
DOS curve, when integrated up to the Fermi level, gives the total number of 
valence electrons. The other important result is the total energy for a system 
of N valence electrons: 
ErnT(N) = Esand(N) - Eoc (N) + Ecore = L N;E; - Eoc(N) + Ecore· 
(12.17) 
Esand is the sum of energies of the occupied orbitals, and N; are the occupation 
numbers (O, l, or 2) for each orbital l/f;(r). Because this summation treats the 
two-electron terms twice for each pair of electrons, this double-counted energy 
E0 c must be withdrawn from Esand (7,15] . The Coulomb repulsions between 
atomic cores Ecore account for the final, repulsive energetic term in the total 
electronic energy. 
12.3.1 
Free-Electron versus Tight-Binding Approximations 
As we have emphasized, important interpretations of chemical bonding emerge 
from the Schrodinger equation when orbital approximations are applied. 
Depending upon whether or not the system is metallic and the nature of the 
basis set, there are two limiting philosophies: the free-electron and the tight-
binding approximations. 
In the free-electron model the positive charge associated with the atom cores 
is smeared out so the valence electrons are not scattered by a lattice. The net 
attraction between the valence electron "gas" and this uniform positive back-
ground and the average repulsion within the valence electron gas exactly cancel 
each other, creating a constant potential. The solutions to the Schrodinger equa-
tion l/f(r) after applying periodic boundary conditions l/f(X + L, y, z) = l/f(X, y, z), 
and so on for a large cubic box of volume V=L3 are as follows: 
a) The orbitals are plane waves, l/fk(r) = (l !V)eikr, periodic along a line parallel 
to the wavevector k, which is also a quantum number arising from the 
boundary conditions, and has units in reciprocal space, that is, !/distance 
such as A -1. Each plane wave can be assigned at most two electrons of oppo-
site spins. 






Figure 12.7 Energy band and DOS curves for 
the free-electron model. In the band diagram, 
the Fermi wavevector kF and Fermi energy EF 
are indicated. All states with k s kF at T = 0 K 
are occupied and form a sphere in k-space. 
The DOS states show that all states with Es EF 
are occupied. 
b) The kinetic energy for the plane wave l/fk(r) is (k= !kl): 
n2k2 
EKE(k) = - = (3.810 eV A 2)k2. 
2m 
(12.18) 
At 0 K, all l/fk are occupied such that k s kF, the Fermi wavevector, and EKF.(k) 
s EKE(kr) =Er. the Fermi energy, so that the region of occupied states is a 
sphere in reciprocal space with radius kr. This sphere contains N valence 
electrons, so kF is a direct measure of electron density according to 
k~ = 3n2p = 29.6lp. Also, Er= (36.47 eV A 2)p213. The band structure dia-
gram, EKE(k) versus k is a parabola, and the resulting DOS curve n(E) is pro-
portional to E~/E2 , as illustrated in Figure 12.7. 
c) The exchange energy associated with lffk(r) is calculated by applying Hartree-
Fock theory to the occupied plane waves, which gives [37] 
e
2
kr ( k~ - k2 lkF +kl) EExch(k) = - 8n2£o 2 +  In kr - k . (12.19) 
EExch(k) is attractive, but there is a logarithmic singularity at kF, so EExch(k) is 
typically not included for plotting the band structure because it leads to a 
vanishing DOS at Er, a result that is inconsistent with metallic behavior and 
arises by neglecting correlation in the electron gas. Nevertheless, the total 
exchange energy over all occupied plane waves can be evaluated. 
The total energy of N free electrons follows from Eq. (12.17) by placing two 
electrons in each l/fk(r) with ks kr and treating the summation as an integration 
because l/fk(r) are quasi-continuous in reciprocal space, resulting in 
f k' NUeg(p)~ Jo [2£KE(k) + EExch(k)]dk (12.20a) 
= N -EF - --, -F = N(21.87p213 - 10.63p113) . (
3 3e2k . ) 
5 16n-£o 
(12.20b) 






Figure 12.7 Energy band and DOS curves for 
the free-electron model. In the band diagram, 
the Fermi wavevector kF and Fermi energy EF 
are indicated. All states with k ~ kF at T = 0 K 
are occupied and form a sphere in k-space. 
The DOS states show that all states with E ~ EF 
are occupied. 
b) The kinetic energy for the plane wave 1/fk(r) is (k= lki): 
h2k2 0 2 2 
EKE(k) = 2m = (3.810 eVA )k . (12.18) 
At 0 K, all l/fk are occupied such that k ~ kF, the Fermi wavevector, and EKE(k) 
~ EKE(kF) = EF, the Fermi energy, so that the region of occupied states is a 
sphere in reciprocal space with radius kF. This sphere contains N valence 
electrons, so kF is a direct measure of electron density according to 
k~ = 3n2p = 29.6lp. Also, EF = (36.47 eV A.2)p213. The band structure dia-
gram, EKdk) versus k is a parabola, and the resulting DOS curve n(E) is pro-
portional to £~2 , as illustrated in Figure 12.7. 
c) The exchange energy associated with l/fk(r) is calculated by applying Hartree-
Fock theory to the occupied plane waves, which gives [37) 
e
2
kF ( k~ - k2 lkF +k l) EExch(k) = - 8n2£o 2 +  In kF - k . (12.19) 
EExch(k) is attractive, but there is a logarithmic singularity at kF, so EExch(k) is 
typically not included for plotting the band structure because it leads to a 
vanishing DOS at EF, a result that is inconsistent with metallic behavior and 
arises by neglecting correlation in the electron gas. Nevertheless, the total 
exchange energy over all occupied plane waves can be evaluated. 
The total energy of N free electrons follows from Eq. (12.17) by placing two 
electrons in each l/fk(r) with k ~ kF and treating the summation as an integration 
because l/fk(r) are quasi-continuous in reciprocal space, resulting in 
( k' NUeg(p)~ Jo [2£KE(k) + EExch(k)]dk (12.20a) 
= N (~ EF - 3e2kF ) = N(21.87 p2/3 - 10.63pl/3) . 
5 16n2 £o 
(12.20b) 
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The first term is a repulsive, kinetic energy term; the second is an attractive 
exchange energy arising from the Fermi hole. An additional term may also take 
into account correlation Ueorr(p), included in Eq. (12.12b), for which there are 
approximate expressions [11,15,33,43]. 
Improvements to the free-electron model include incorporating a periodic 
pseudopotential to represent the valence electron-nuclear attraction from a 
periodic array of atomic cores, as well as to take into account the orthogonal 
relationship arising from the Pauli exclusion principle between orbitals for the 
valence and core electrons [2,11]. For metals, the pseudopotential also takes 
screening into account. The periodic screened pseudopotential Vp5 (r) can be 
expressed as a Fourier series over the reciprocal lattice vectors K: 
Vps(r) = Vps(r + T) = L Vps(K)eiK ·r. (12.21) 
K 
There are several kinds of pseudopotentials, but a simple approximation for an 
atom uses an empty-core pseudopotential [2,11], which is zero for r <Re and 
-Zeff e2/4ne0 r for r> Re. This approximation captures one essential aspect of 
pseudopotentials, that they are characterized by core radii. Using linear response 
theory, the Fourier transform of the screened empty-core pseudopotential is 
V ) _ -Bn cos qRe 
ps(q - Pq2 +l2np/EF' (12.22) 
so that Vps(q = 0) = -2£F/3 and Vps(qo) = 0 for qo = n/2Re. For metals, 4Re has a 
similar length as interatomic distances and lattice constants so that q0 is close to 
the length of reciprocal lattice vectors connecting opposite faces of the Brillouin 
zone. Using Eq. (12.21), the integral of the Hamiltonian operator between two 
different plane wave states l/fk and l/fk is (using the Dirac braket notation) 
" . (tz2k2 ) (\Vk IT+ L Vps(K)e'K ' llllk ) = - + Vps(O) (k - k') + Vps(K)ti(k +K -k') , 
K 2m o 
(12.23) 
which yields the nearly free-electron approximation. With the periodic pseudo-
potential and Bloch's theorem, the energies of the plane waves are periodic in K, 
that is, E(k + K) = E(k), and all information is found within the first Brillouin 
zone, which is bounded by a few vectors in reciprocal space located at ±K/2. In 
the free-electron model, the wavefunctions 111 +K/2 and I/' -K/2 are degenerate; in 
the nearly free-electron model, they couple via the periodic potential according 
to Eq. (12.23). This coupling of degenerate wavefunctions opens an energy gap 
of 21 Vps(KJI in the band structure at wavevector K/2. The resulting wavefunc-
tions depend upon the sign of Vps(KJ: If Vps(KJ < 0, then the lower energy func-
tion builds up at the atomic cores; if Vp5(K) > 0, then the lower energy function 
builds up between atomic cores [44]. However, if K ~ q0 , then Vps(KJ ~ 0 and the 
energy bands closely resemble free-electron bands. 




Figure 12.8 DOS curves for selected main group metals. The vertical axes are n(E); the horizon-
tal axes are energy E. The dashed lines indicate the corresponding Fermi levels. The lightly 
shaded regions identify contributions to the DOS from valence s AOs. 
For 3d structures, the energy gaps at the various Brillouin zone boundaries do 
not occur at the same energies, so no gaps develop in the DOS curves, but there 
will be observable fluctuations relative to the free-electron DOS curve, as 
observed for various main group metals (see Figure 12.8) . The elements best 
described by the nearly free-electron model include Li, Na, Mg, Al, and In. Most 
DOS curves follow the parabolic free-electron model near the lowest band ener-
gies, but significant deviations can occur close to the Fermi levels. Among the 
elements considered in Figure 12.8, Be, Ca, and Ga show the greatest discrepan-
cies from the free-electron approximation. The deep minimum near Er in the 
DOS for Be can be attributed to the absence of core p electrons, leading to nega-
tive Vps(J<) values and contracted 2p AOs. Zn has a narrow 3d band superim-
posed over a broad valence 4s-4p band, which creates significant fluctuations 
near the Fermi level via 3d-4s-4p mixing. Ca has low-lying, virtual 3d orbitals 
that contribute to the features of its DOS curve just above the Fermi level. Ga, 
on the other hand, adopts a relatively complex structure, which creates signifi-
cant covalent bonding effects that disrupt the nearly free-electron picture. The 
metals Na, Mg, and Al follow the free-electron model well because their signifi-
cant Vp5(K) values are rather close to 0. 
In the tight-binding model of a crystalline solid [l,7,11,36,45], electrons move 
in a periodic array of atomic-like potentials, so the crystal orbitals are con-
structed via the LCAO ansatz. The overlap of these AOs slightly modifies the 
picture of isolated atoms, so that the Hamiltonian operator can be approximated 
as the sum of atomic Hamiltonians with a small correction to the potential 
energy arising from possible electron transfer and electron density accruing 
between atoms, that is, 
if= (l:ffA) + v =I: (tA + vA) + v' 
= (l:tA) + [(I:vA) + v] = t+ v. (12.24) 
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The basis functions are one-electron Bloch functions lfJµk(r) delocalized through-
out the entire structure and built from the A Os x µ(r) in each unit cell: 
1 '"'ikT 
<p1,k(r) = . r,:; L., e Xµ(r - T). yN T 
(12.25) 
By symmetry arguments, lfJµk(r) and lfJµ1<(r) for two different wavevectors k and k 
are orthogonal. The crystal orbitals for the solid are then constructed as linear 
combinations of these Bloch functions 
'"" 1 '""'"" k·T IJl;k(r) = L., C;µ(k)(Pµk(r) = . r,:; L., L., C;µ(k)e' Xµ(r - T). 
µ yN µ T 
(12.26) 
Applying the variational theorem to the Schrodinger equation leads to solving 
a secular determinant for each selected wavevector k. The solutions are the 
effective one-electron energies E;(k) and coefficients C;µ(k) [5,15,36,45]. The 
resulting Hamiltonian matrix elements H;i(k) = (IJl;klHllJljk) contain two ener-
getic contributions: (i) on-site integrals <Xµ = (xµ(r- T)IHlxµ(r- T) ); and (ii) 
intersite integrals pµ,, = (xµ(r- T)IHlx,,(r - T) ). Because of the inter-
dependency among various energy terms and atomic charges, this problem 
should be solved self-consistently so that the output potential matches the 
input potential. Some simplified but useful approaches establish effective 
Hamiltonian matrix elements and achieve outcomes noniteratively. For exam-
ple, in extended Hiickel theory [6], the on-site integrals aµ can be estimated 
by AO energies, and the intersite integrals /3µ,, can be evaluated using the 
Wolfsberg-Helmholz relation. 
There are no general analytical expressions for the electronic energy bands or 
DOS curves arising from tight-binding calculations, but some general outcomes 
include the following: 
a) Energy bands E;(k) are characterized by their location and dispersion. Band 
centers are dictated largely by the respective energies of the AO basis func-
tions and the strengths of intersite orbital overlaps. In some literature, these 
overlaps are called hybridizations, but they differ from on-site hybridizations 
that transform MOs into valence band orbitals, like sp3 hybrids at tetrahe-
drally coordinated main group atoms. Bandwidths typically increase as the 
strengths of intersite orbital overlaps increase. Symmetry factors can disrupt 
band dispersion by introducing avoided crossings, which can lead to pseudo-
gaps or actual band gaps in the DOS curves. 
To demonstrate these concepts simply, consider a linear chain of main 
group atoms that have valence s and p AOs and are separated by a distance 
a. The first Brillouin zone contains the wavevectors -n/a < k $ n/a, and the 
band structure is plotted from k = 0 to n/ a. Four energy bands, two a-type 
and two degenerate n-type, occur in the band structure, shown in 
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Figure 12.9 Tight-binding energy band dia-
grams for a linear chain of main group atoms. 
(a) ap-as is larger than the sum of intersite 
integrals p,"' and {Jppo so that very little s-p 
mixing occurs. (b) ap-as is smaller than the 
sum of intersite integrals P sscr and {Jppcr so that 
an avoided crossing occurs along k. The 
dashed lines indicate the band dispersions 
without s-p mixing. The crystal orbitals for 
k = 0 and n/a are shown; they are appropriate 
for both diagrams. 
Figure 12.9, ansmg from the four valence s and p AOs. The key energy 
parameters are the on-site AO energies as and ap, as well as the intersite 
integrals Psso• fJspo• (Jppo• and (JPP'" The dispersion of each band depends on 
the type of AO assigned to it: dE/dk > 0 for s(a)-overlap and p (n)-overlap; 
d.E!dk < 0 for p (a)-overlap. Also, the bandwidths generally increase from n-
to a-overlap, and the band center of the s-band will be lower than the energy 
of the p-bands. Considering symmetry characteristics of the bands, inversion 
is a symmetry operation only at k = 0 and n/ a. Therefore, at these two wave-
vectors, the energy bands are either distinctly s (even) or p (odd) bands. For 
any intermediate k-point, s and Pz have identical symmetry characteristics 
because they are involved in a-overlap between atoms and will mix, which 
means they may not cross along the k-axis. The Prr bands, however, have dif-
ferent rotational symmetry with respect to the chain than the s and p0 bands, 
so Prr bands may cross p0 bands. If aP - as is large with respect to Psso and 
(Jppcr• then the s- and p-bands will not intersect. However, if aP - as is small 
with respect to Pssa and (Jppcr• then these bands will apparently cross - an 
avoided crossing occurs. 
b) The DOS curve n(E) is inversely proportional to jvkE(k)I [37]. Therefore, 
when an energy band has high dispersion (large bandwidth), its contribution 
to n(E) is low; when an energy band has low dispersion (narrow bandwidth), 
its contribution to n(E) is large, creating a peak in the DOS curve. 
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c) The total number of valence electrons N can be partitioned by using the 
density matrix elements with the Bloch basis functions, Pµv = f L;[N;C;µ(k) 
C;,,(k)]dk = f Pµ,,(k)dk (N; =occupation numbers for crystal orbital l/f;k) [15) . 
Since each atom involves a subset of AOs for the entire problem, these 
density matrix elements can be divided among the atoms and atom pairs 
according to 
(12.27) 
in which "Re" identifies the real part of the possibly complex off-diagonal 
terms of the density matrix. The second term in the first part of Eq. (12.27) 
arises from interatomic orbital overlap and is called the overlap popula-
tion [5,15), which is the average number of valence electrons shared 
between all pairs of atoms. The term in brackets in the second part of Eq. 
(12.27) represents the gross atomic population for each atom in the struc-
ture. This partitioning follows the Mulliken population analysis [5,13,15), 
which divides the overlap population between atom pairs strictly in half to 
obtain the gross atomic populations. Alternative population analyses exist 
providing different numerical results [15). Likewise, the total DOS curve n 
(£) can be separated into individual atom- or orbital-projected DOS 
curves, 
n(E) = L L nAµ(E). (12.28) 
A µEA 
d) The partitioning of valence electrons can be transformed to the energy scale 
because the density matrix elements Pµv(k) can be transformed into energy-
dependent values pµ ,_,(£). This leads to "crystal orbital overlap population" 
(COOP) curves [46), which are DOS curves weighted by the energy-depen-
dent overlap population for an atom pair "A-B": 
COOPA-B(E) = L L Re [Pµv(E)Sµv] · (12.29) 
µEAvEB 
If COOP A-8 (£) > 0, = 0, or < 0, then the A-B interaction at energy E in the 
DOS is, respectively, bonding, nonbonding, or antibonding. Integrating the 
COOP A-8 (£) curve over all occupied states provides a measure of the A-B 
bond order. To bypass issues arising from basis set dependences on the over-
lap matrix, a partitioning based on the energies gives "crystal orbital Hamil-
ton population" (COHP) curves [15,47) : 
COHPA-B(E) = L L Pµv(E)Hµv(E} , (12.30) 
µE AvE B 
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which have become a valuable bond analysis procedure for DFT-type cal-
culations. COHP curves resemble COOP curves, except that bonding 
interactions have negative COHP values and antibonding interactions 
have positive COHP values. The COHP A-s(E) curve integrated up to Er 
yields an estimate of the A-B interaction strength, called ICOHP for the 
A-B contact. 
Although COOP and COHP curves originated from tight-binding 
approaches to the electronic structure of solids because the crystal orbitals 
are constructed from local basis sets, it has become possible recently to 
extract similar chemical bonding information from computations based on 
various plane waves and pseudopotentials (48). This energy-resolved bonding 
analysis, called "projected COHP" (pCOHP), involves evaluating a "transfer 
matrix" T(k), which has matrix elements between the plane-wave-related 
functions l/fik and the local orbitals <fJw that is, ~µ(k) = (l/l;k I <fJµ). These trans-
fer matrix elements are used to transfer the density and Hamiltonian matri-
ces from the plane wave-type basis to a local orbital picture, and thus obtain 
interatomic COHP values (48). 
12.3.2 
Examples of Electronic Structures 
Graphene (Graphite) versus Diamond 
The results of tight-binding calculations for these two allotropes of carbon 
are depicted in Figure 12.10, which includes energy band diagrams plotted 
along high-symmetry directions of each Brillouin zone, DOS curves, and 
nearest-neighbor C-C COHP curves [l]. The DOS of graphene shows no 
bandgap at the Fermi level, although the curve goes to zero, so graphene is 
called a "zero-gap semiconductor." In the band structure, this feature of the 
DOS at Er arises from the it-bands crossing exactly at the wavevector K of 
the Brillouin zone [49). In addition, there are three cr-bonding bands overlap-
ping the it-bands. According to the C-C COHP curve, the C-C interactions 
are bonding below Er and antibonding above Er. For diamond, four energy 
bands occur below an energy gap, which marks the position of the Fermi 
level. These four bands are C-C bonding, and above the gap, the bands are 
C-C antibonding. The valence bandwidth of diamond corresponds to the 
difference in energies of the two lowest valence states at the [' point. A sim-
plified tight-binding analysis provides some additional insights (50), as 
described below. 
The graphene and diamond allotropes contain, respectively, trigonal planar 
and tetrahedral carbon atoms and primitive unit cells that contain two C atoms: 
CA and C8 . The corresponding nearest-neighbor C-C distances are 1.418 (51) 
and 1.5446 (52) A. If just 2s, 2px, 2py, and 2pz valence AOs are assigned to each 
C atom and only nearest-neighbor interactions are considered, then the tight-
binding equation involves an 8 x 8 Hamiltonian matrix H(k), which consists of 



























Figure 12.1 O Calculated electronic structures 
for graphene and diamond. Valence energy 
band diagrams plotted along high-symmetry 
directions in the corresponding Brillouin 
zones, electronic DOS curves with 
contributions from the 2s AO projected in 
gray, and nearest-neighbor C-C COHP curve 
are shown. The dashed line indicates the 
Fermi level for each system. Energies are in 
electrovolts. 
two 4 x 4 intra-atomic blocks along the diagonal and two 4 x 4 interatomic off-
diagonal blocks [2,50]: 
Eru 0 0 0 H ru-Bs H ru-Bx H ru-By H ru-Bz 
0 EAµ 0 0 H Ax-Bs H Ax-Bx H Ax-By HAx-Bz 
0 0 EAµ 0 HAy-Bs H Ay-Bx HAy-By H Ay-Bz 
H(k) = 0 0 0 EAµ H Az-Bs H Az-Bx H Az-By H Az-Sz H ;._,_Bs H ';._._Bs H~y-Bs H~-Bs Ess 0 0 0 
H ;._,_Bx H ';._._Bx H~y-Bx H~-Bx 0 Esµ 0 0 
H k-Sy H ';._._By H~y-By H~-By 0 0 Esµ 0 
H ;.,,_Sz H ';._._Bz H~y-Bz H~-Bz 0 0 0 Esµ 
(12.31) 
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Second nearest-neighbor interactions will add terms to the intra-atomic blocks, 
and provide improved agreement with the results of computations illustrated in 
Figure 12.10 [50]. The interatomic matrix elements HA-B are k-dependent and 
include /Jss• /Jsp• /Jppm and /JPP" intersite integrals that depend upon the local 
geometry at each C atom and the C-C distance. For graphene, since the node 
of the 2pz AOs is the plane of the structure, the only nonzero off-diagonal term 
involving 2pz AOs is HAz-Bz· As a result, the 8 X 8 H(k) matrix for graphene 
becomes block-diagonalized into submatrices that are 6 x 6 (cr-bands) and 2 x 2 
(7t-bands). A Hiickel-type solution for the 2 x 2 submatrix leads to the eigenval-
ues ({JPP" = /3") [l] 
E(k) = E(k1 , k2 ) = Ep ± [3/3" + 2/3" cos 2nk1 
+2/3" cos 2nk2 + 2/3" cos 2n(k1 + k2)] 1/ 2, (12.32) 
which gives rise to 7t-bands that are symmetrical about EP because the overlap 
repulsion term is explicitly ignored in the Hiickel approximation. In the actual 
electronic structure, the overlap repulsion affects the positions of the antibond-
ing levels significantly. 
According to the results in Figure 12.10, the Fermi level of graphene falls amid 
the 7t-bands at wavevector K. From Eq. (12.32), in the absence of any second 
nearest-neighbor interactions or explicit two-electron interactions, the band 
energy E(K) = £(1/3, 1/3) = EP, the energy of the 2p A Os. Furthermore, the slope 
of the 7t-bands are nonzero at K, so that the DOS is zero at E(K). The bottom of 
the 7t-band occurs at r, and falls below the top of the cr-bonding bands, a result 
which is realized from the simple tight-binding model: Emin(7t-bonding) = Ep -
31/JPP"I and Emax(cr-bonding) = Ep - 311/2(/JPP" - /Jppcr)I; since l/JPP"I < l/Jppcrl• then 
Emin(7t-bonding) < Emax(cr-bonding). Furthermore, the three cr-bonding bands 
and the corresponding three cr-antibonding bands are separated by an energy 
gap that depends on the magnitude of /Jsp- For graphite, in which the honeycomb 
sheets of carbon atoms stack along the c-axis, weak 2p2 • • • 2pz interactions 
between sheets disrupt the band structure at the K-point, resulting in bands that 
overlap in energy by ~40 meV and lead to semimetallic behavior [53]. 
For diamond, the energy gap also arises from the inclusion of the interatomic 
Psp term in the tight-binding Hamiltonian matrix. Through a unitary transfor-
mation of the 2s and 2p AOs into sp3 hybrids, the bandgap can result from 
hybridization [2,11] . Without the Psp term, the valence s- and p-bands would 
overlap in energy and diamond would be metallic [l,50). According to the band 
structure, the bandgap is indirect because the highest occupied and lowest 
unoccupied crystal orbitals occur at different wavevectors k, and the valence 
bandwidth is the energy difference between the two lowest energy bands at r, 
which are, respectively, 2s and 2p orbitals shifted by corresponding intersite inte-
grals W ~ (Ep - £ 5 ) + 4(1131/Jppcr - 2/JPP"I - Pss) [51). The three distinct peaked fea-
tures in the DOS arise from states near the L and X points on the boundary of 
the Brillouin zone. 
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Binary derivatives of graphite and diamond include, respectively, hexagonal 
boron nitride BN and tetrahedral gallium arsenide GaAs or zinc blende ZnS. In 
these cases, the structures are alternant decorations of either the honeycomb 
(BN) or diamond (GaAs and ZnS) nets. For a 2d model of BN, the degeneracy of 
the n-bands at the K-point, as seen for graphene, is broken and a direct energy 
gap arises that can be approximated by E2p(B) - £ 2p(N). The valence band orbi-
tals achieve greater contributions from the N AOs, whereas the conduction band 
orbitals arise mostly from B AOs. For GaAs and ZnS, the energy gaps become 
enhanced from the electronegativity differences between the two components, 
and also become direct as ionicity increases. Likewise, the valence bands show 
greater AO contributions from the more electronegative elements, that is, As 
and S (50]. 
Rhenium Trioxide 
Re03 is a network of vertex-sharing Re0612 octahedra related to perovskite. The 
unit cell is a cube of side a= 3.75 A with Re atoms at the corners and 0 atoms at 
the centers of every edge (54] . The valence AOs include 6s, 6p, and 5d orbitals at 
Re and 2s and 2p orbitals at each 0, which follow the energetic sequence 0 2s < 
0 2p < Re 5d <Re 6s <Re 6p. The tight-binding Hamiltonian matrix using this 
basis set is a 21 x 21 matrix with significant Re-0 intersite integrals including 
(Jdpcr and f3ctp'lt' and the resulting band structure, DOS and Re-0 COHP curves 
are shown in Figure 12.11 with the Fermi level selected as the reference energy 
(0 e V) (2,55]. The energy range of these diagrams includes just the nine 0 2p 
and some of the five Re 5d orbitals. The DOS curve and band structure diagram 
reveal that the 0 2p and Re 5d bands fal l in distinct energy regions arising from 
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Figure 12.11 Calcu lated electronic structures 
for Re03. Valence energy band diagrams plot-
ted along high-symmetry directions in the Bril-
louin zone, electronic DOS curves with 
DOS Re- OCOHP 
contributions from Re valence AOs projected 
in gray, and nearest-neighbor Re-0 COHP 
curve are shown. The dashed line indicates 
the Fermi level. Energies are in electrovolt s. 
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interactions, with the Re 5d bands splitting into t2g and eg bands from the octa-
hedral coordination by 0 atoms. The dispersion of the Re t2g bands extend 
about 5 eV from the minimum at the r wavevector, k= (0, 0, 0), which is com-
pletely Re-0 it-nonbonding, to the maximum at the R point, k = (1 /2, 1/2, 1/2), 
which is maximally Re-0 it-antibonding. In fact, the dispersion of the three 
Re-0 JC* t2g bands can be derived from the tight-binding matrix to be 
Exy(k) = EReSd + 2.0dp"(sin 2JCkx +sin 2JCky), 
Exz(k) = EReSd + 2.0dpJt(sin 2JCkx +sin 2JCk, ), 




for k= (kx, ky, kz). Plots of these equations along the wavevector sequence 
f'-X-M-1-R nicely reproduces essential dispersions of these bands. Weaker 
0 · · · 0 interactions break the accidental degeneracies derived from Eq. (12.33), 
which only includes nearest-neighbor Re-0 interactions. From the DOS and 
Re-0 COHP curves, the 0 2p band shows some contributions of Re AOs that 
are clearly Re-0 bonding below about -3.8 eY. The peaks between -3.8 and 
-1.6 eV are essentially Re-0 nonbonding because there is little contribution 
from Re orbitals and the Re-0 COHP is nearly zero in this region. The Fermi 
level falls within the Re-0 it-antibonding t2g band because, of the 25 valence 
electrons for Re03, 24 electrons fill the 12 0 2s and 2p bands, leaving one 
valence electron remaining to occupy the Re t2g band. Therefore, Re03 is a 
metallic oxide, whereas nearly isostructural W03 is semiconducting but 
NaxW03 and HxW03 are metallic [55]. 
BCC Metals: Elements and lntermetallics 
As a final example for this section, consider bee Cr in its paramagnetic state and 
TiFe [56], which is similar but with Ti at the corners and Fe at the center of 
cubic unit cells. Their corresponding DOS and nearest-neighbor COHP curves 
are shown in Figure 12.12. Both DOS curves include a broad, nearly featureless 
valence 4s-4p band that extends around a narrower 3d band, which develops 
features arising from the cubic environment at each metal atom: the orbitals are 
split into eg below t2g bands. As a result of the intersite integrals, both electronic 
structures at the Fermi levels show pseudogaps, which occur because states 
below Er are metal-metal bonding and states above Er are metal-metal anti-
bonding as seen in the Cr-Cr and Ti-Fe COHP curves. In TiFe, states below 
the pseudogap have greater contributions from Fe 3d AOs, and those above the 
pseudogap have greater contributions from Ti 3d AOs, a result in accord with 
the relative electronegativities of Ti and Fe. Body-centered cubic transition met-
als are preferred when the valence d-band is nearly half-filled, cases that occur 
for V, Nb, Ta, Cr, Mo, W, and these elements exhibit the largest cohesive ener-
gies among elements other than C [11]. Furthermore, binary intermetallic 
compounds formed by one early and one later transition metal, like TiFe, 
have among the largest standard enthalpies of formation of intermetallic 
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Figure 12.12 Electronic DOS and nearest-
neighbor metal- metal COHP curves for (a) bee 
Cr and (b) cubic TiFe. The Fermi levels are 
marked by dashed lines. In the DOS curve for 
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of Fe valence orbitals to the total DOS. COHP 
curves are plotted as "-COHP," so that+ val-
ues are metal-metal bonding and - values are 
metal- metal antibonding. 
compounds [34,35). Both results are evident in the tight-binding analysis of the 
electronic structure for these two bee-type examples. 
The electronic structures of solids as described by the free-electron or tight-
binding methods yield crystal orbitals that are delocalized throughout the entire 
solid. Although this spatial interpretation of bonding is reasonable for metals, an 
alternative picture for insulators and semiconductors considers electron pairs 
localized into bond and lone pair orbitals. This revision of the calculated elec-
tronic states can be accomplished by a unitary transformation of the delocalized 
orbitals, but these new functions are no longer solutions of the given form of the 
Schrodinger equation, that is, they are no longer Hamiltonian eigenstates. So, 
such functions are inappropriate to consider electronic transitions or ionization, 
but they are valid descriptors for collective properties such as the electron den-
sity and total energy, because they make use of all electrons in the ground state, 
whose total wavefunction has not physically changed by the transformation. 
Wannier functions are one type of "localized" functions for crystalline solids that 
are generated from the delocalized Bloch-type orbitals according to 
W1,(r - T) = . ~ L e- ik T rp11k(r). 
yN k 
(12.34) 
Localization of these functions is implied because Wµ(r-TJ and Wµ(r-T) are 
orthogonal about the different lattice positions T and T. However, their tails 
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typically extend over a few unit cells. Nevertheless, the transformation between 
delocalized Bloch-type functions and localized Wannier functions is only strictly 
valid for filled or half-filled energy bands, such as occur for ferromagnetic insula-
tors. Localization methods include Edmiston-Ruedenberg (57] and Foster-
Boys [58] schemes, the latter being actually used to construct maximally local-
ized Wannier functions in solids [59] . Unfortunately, different localization meth-
ods can yield different results, which can restrict their usefulness as a tool for 
analysis of chemical bonding. 
A recent development to extract useful chemical bonding information from 
the calculated electronic structures of intermetallic solids is the reversed approx-
imation molecular orbital (raMO) analysis (60], which creates localized MOs or 
Wannier functions with the goal of designing isolobal analogies (61] that have 
been especially useful for bonding insights in organometallic complexes and 
cluster compounds [1,5] . In the raMO procedure, the fully occupied wavefunc-
tions of the system are used as an approximate basis set for the solution a simple 
chemical bonding question, for example, the interactions between a transition 
metal atom and its ligand cr orbitals. Underlying the raMO approach is the fact 
that the fully occupied wavefunctions will consist of linear combinations of any 
localized bonding features that may be present in the structure. For example, the 
raMO method could trace pseudogaps in the electronic DOS curves of CrGa4, 
Os3Sn7 and lr3Sn7 to 18-electron configurations at the transition metals [60]. 
12.3.3 
Bonding Analyses in Position Space: QTAIM and ELF/ELl-D 
Although solution of the electronic Schrodinger equation for molecules and sol-
ids yields wavefunctions and their energies, the key quantity of any chemical sys-
tem is the total electron density distribution p(r), which can be reconstructed to 
a certain degree from diffraction experiments. The atomic positions in a chemi-
cal structure are located at local maxima p(rA), where each atom type is identi-
fied from the electron density gradient -vp(r) close to the nucleus as an 
electron-nuclear cusp that is proportional to the core charge Z, and the total 
number of electrons is fp(r)dr. Moreover, according to theorems of Hohenberg 
and Kohn [62] , the ground-state wavefunction IJl0(rv . . . , rN) is a unique func-
tional of the electron density IJl0{p(r)} and, likewise, the ground-state energy is 
the minimum of the functional E{p(r)). This outcome implies that all bonding 
effects, in principle, are contained in p(r). In fact, the electron density is one part 
of a hierarchy of density functions [14] Pm(rv ... , rN) for 1 :$ m < N 
Pm(r1 , ... , rN)= (~) j drm+1··· j drN 'P~(r1 , .. . , rN)'Po(r1 , . . . , rN), 
(12.35) 
which have probabilistic meanings and are useful for bonding analyses. 
Among these functions, the single-particle (electron) density p(r) =:p1(r1), which 
represents N times the probability density of finding an electron at rv and the 
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pair density p2 (r1, r2), which is N(N - 1)/2 times the probability density to find 
an electron at r1 and a second electron at r2, are widely used for chemical bond-
ing studies. These densities can be decomposed into spin-dependent contribu-
tions (a= spin up; f3 =spin down), in particular, 
p(r) = pa(r) + r/(r) , (12.36a) 
and 
(12.36b) 
Thus, once these density functions are obtained, chemical bonding can be com-
prehensively analyzed in position space. Furthermore, all kinds of quantum 
chemical codes delivering reasonable approximations to the wavefunctions can 
be utilized. Consequently, the different views of molecular orbital and valence 
bond theories become united in position space by extraction and analysis of 
Pm(r1, • •• , rN), which are the common physical kernels for any chemical 
system [63) . 
The notion of identifiable atoms within a chemical structure represents a 
central hypothesis in chemistry [64), and its precise definition has been achieved 
within the Quantum Theory of Atoms in Molecules (QT AIM) approach pio-
neered by Bader [65]. In this framework, atoms are defined as electron density 
basins associated with the local maxima at the nuclear positions p(rA). An elec-
tron density basin is the collection of all points in space whose density gradient 
paths vp(r) end at the same attractor rA. Since, by construction, no gradient path 
crosses a basin boundary, these boundaries are zero-flux surfaces and space is 
exhaustively partitioned into non-overlapping electron density basins. Fulfill-
ment of the zero-flux condition at the basin surfaces qualifies this scheme as a 
partitioning of position space into quantum mechanical subsystems because (a) 
there is a well-defined electronic kinetic energy for each QTAIM basin; (b) the 
total atomic energies of the QT AIM basins sum to the total electronic energy; 
and (c) for a system in a stationary state with vanishing net Hellmann-Feynman 
forces on the nuclei, the Virial Theorem (V)=-2(1') is valid for the entire sys-
tem as well as for each QT AIM basin. Although the QT AIM basins possess 
sharp boundaries, they behave like proper open quantum systems by freely 
exchanging electrons with their neighbors. Thus, QT AIM and qualitative 
LCAO-MO theory give consistent pictures of chemical bonding. In cases when 
orbitals are expanded using plane waves, an AO description can be regained by 
fitting an AO basis set to the converged molecular or crystal orbitals. In contrast, 
position-space bonding analysis is independent of the type of representation of 
the wavefunction. 
Characterization of p(r) for chemical bonding features is achieved by topologi-
cal analysis, which provides the QT AIM basins as well as identifies critical points 
re of p(r), that is, sites where vp(rc) = 0. Critical points are distinguished by the 
signs of their curvatures, which are the three eigenvalues of the diagonalized 
hessian matrix of p(rc), and they are referred to by "(rank, signature)." The rank 
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Figure 12.13 Representation of the four types of structurally stable critical points occurring in 
the electron density distribution p(r). The (r, s) designation refers to (rank, signature) as 
explained in the text. 
is the number of nonzero curvatures and the signature sums the number of cur-
vatures of each sign at the critical point re. Accordingly, there are four types of 
structurally stable critical points in p(r) (see Figure 12.13): 
• (3, -3) is a local maximum (attractor), typically identified as an atomic critical 
point because maxima in p(r) generally occur at nuclear positions. The nuclear 
maximum is strictly not a critical point because of the electron-nuclear cusp, 
but it may be considered as such in the topological analysis. 
• (3, -1) is a saddle point with one positive and two negative curvatures, and 
within QT AIM identifies a bond critical point (bcp ), which occurs between 
two atomic critical points. 
• (3, + 1), a ring critical point (rep), is a saddle point with two positive and one 
negative curvatures, and is found at the middle of several bonds forming a 
loop. 
• (3, +3) is a local minimum (repellor), or a cage critical point (ccp), because it is 
located at the center of a region surrounded by several rings. 
Thus, p(r) typically displays a qualitatively simple topology with local maxima 
(attractors) at the nuclear positions, saddle points between close attractors, and 
local minima in cage-like environments. 
In the framework of QT AIM, it is important to realize that the total electron 
density of the system is employed. Any approximations using just parts of p(r), 
such as the valence electron density, can only be justified if they yield the same 
results as the total density. For example, the local valence charge density maxima 
found between nearest-neighbor Si atoms in diamond-type a-Si are insignificant 
within the strict QT AIM framework, because the total density only displays a 
(3 , -1) saddle point at the bond midpoint, a result which indicates some 
unspecified interatomic interaction. Using just p(r), characterization of the inter-
action at each bcp can be accomplished from the Laplacian v2p(bcp), which is a 
measure of the average curvature of p(bcp). For shared interactions like covalent 
bonds, v 2p(bcp) < 0, indicating local charge concentration, whereas for unshared 
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interactions like ionic bonds or van der Waals interactions, v2p(bcp) > 0, indicat-
ing charge depletion. For the traditional covalent bond expected in ex-Si, 
v 2p(bcp) < 0 where the positive curvature in p(bcp) along the internuclear Si-Si 
contact is overcompensated by two negative curvatures orthogonal to the bond. 
In the valence electron density of ex-Si, negative internuclear curvatures also 
occur at the local maxima along the Si-Si bonds caused by omitting the core 
contributions to the electron density. Thus, in this case accumulation of valence 
charge density along the Si-Si bond translates into charge concentration at the 
bcp within the QT AIM framework. Unfortunately, further examinations indicate 
that v 2p(bcp) does not generally give a reliable classification of chemical bonding 
situations in terms of shared versus unshared interactions. Especially for bonds 
between transition metal atoms, no charge concentration is found, which is 
caused by the dominating positive contributions of the d AOs to v 2p(bcp). To 
enhance the overall analysis, inclusion of additional quantities evaluated at the 
bcp like the energy density or the virial ratio T(bcp) / V(bcp) are useful, but these 
values are not directly available from experimental data as is p(r). Another recent 
effort on the basis of electron density alone employs the so-called source func-
tion to characterize covalent bonding between QTAIM atoms (66]. As discussed 
below, v 2p(r) must be supplemented by a two-particle quantity describing elec-
tron pairing, the pair-volume function, to display electron localizability informa-
tion and serve as a more faithful indicator of covalent bonding. 
Nevertheless, a valuable outcome of the QT AIM approach is that every prop-
erty density defined in position space can be evaluated for each QT AIM atom by 
integration over its associated basin. Two important characteristics are the 
atomic basin volume VA and its electron population NA . For example, within 
certain groups of homodesmic compounds, that is, compounds exhibiting a sin-
gle bond type, the QTAIM volumes exhibit clear correlations [67] with atomic 
volume increments developed by Biltz, who derived these increments from crys-
tal chemical considerations [68] . In another case, QT AIM atomic volumes eval-
uated for seven different Al 1_xPtx phases revealed a systematic variation of 
atomic volumes VA1(x) and Vrt(x) with changing composition and allowed an 
extended Vegard's law to be formulated, that is, V(x) =xVrt(x)+(l-x)VA1(x), 
which accounts for the experimentally observed trend of the average atomic vol-
umes and the cell volumes for all compounds in the binary phase diagram [67] . 
In yet another case, decomposition of the bulk modulus into contributions from 
QT AIM atoms clearly revealed transferability within compound classes such as 
oxygen atom compressibilities in different spinels (69). 
The QTAIM basin electron population NA is obtained by integrating p(r) 
within the basin assigned to atom A and defines an effective atomic charge 
Qt1 = ZA - NA for nuclear charge ZA. Although these effective charges are use-
ful for an ionic description of chemical bonding, it is important to recognize that 
NA values are averaged populations because p(r) is evaluated from the occupied 
orbitals, which are delocalized throughout the entire structure. Therefore, each 
NA value also contains a dynamical part responsible for electron sharing and 
covalent bonding. The uncertainty of a basin's population, which can be 
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expressed as the variance o}, is a measure of the population fluctuations in the 
wavefunction. For example, the ground-state MO wavefunction of H 2 contains 
the four terms lfJA(l)rpA(2), 1fJB(l)rpB(2), lfJA(l)rpB(2), and lfJB(l)rpA(2), each with 
weight w1=0.25. For each atom, the average electron population is NA= NB 
= 1.00, and the variance is ai = a~ = E 1w1(N;A - N A)2 = 0.50. The variance can 
be also calculated according to ai =(Ni) - (N A)2, which requires knowledge of 
the electron pair density function p2(rv r2) for the first term and the electron 






According to Eq. (12.37), the pair density function can be separated into a sto-
chastically independent contribution, which is the product of two charge densities 
at r 1 and r 2, and an exchange-correlation hole contribution. The quantity 
P2'.xcCr1, r2)/ pa(r1) represents the exchange-correlation hole density of an elec-
tron at r 1, a value that measures the degree to which density is excluded at r2 
from the presence of an electron at r 1. For a single-determinant wavefunction, 
only Fermi correlation is included, which leads to the pure exchange part p2,x(ri. 
r2) of the pair density. Using p2,x(ri. r2) or p2,xdrv r2) to evaluate the electronic 
fluctuations in each basin allows derivation of an interatomic electron-sharing 
index called the "delocalization index" DAB between two basins A and B [70]: 
DAB= -21 dr1fs dr2p2.xc(r1,r2). (12.38) 
The delocalization index DAB can be considered as the position-space analog of 
an effective covalent bond order, a concept that has a long history in quantum 
chemistry. Unlike the closely related Meyer-de Giambiagi-Wiberg bond 
index [71] defined for tight-binding basis functions, DAB can be directly obtained 
for any type of wavefunction construction and is not explicitly basis set depen-
dent. In this framework, NA consists of a sum of electrons localized inside the 
basin, A.A, and the sum of all electrons delocalized (shared) between basins, that is, 
(12.39) 
Therefore, the total fluctuation of NA, given by the variance, is decomposed into 
a sum of two-center contributions DAB· Application of Eq. (12.38) to H 2 in the 
MO representation discussed above for which ai = 0.50 yields DHAHs = 1.00, 
that is, an effective H-H bond order of 1. Similarly, the expected C-C bond 
orders are fairly well reproduced for C2H 2 (D ~ 3), C2H4 (D ~ 2), and C2H 6 and 
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crystalline diamond (8 ~ 1). Highly polar bonds are characterized by strongly 
reduced effective covalent bond orders, for example, 8(Li,F) = 0.2 in molecular 
LiF [70]. 
This type of analysis has also been generalized to account for multicenter 
delocalization, because the two-center index 8AB consists of a sum of three-
center indices 8ABC [72] . The ability to quantitatively assess multicenter bonding 
is very important for the study of numerous metal-rich and intermetallic phases 
as well as main group deltahedral cluster compounds, in which there are too few 
valence electrons to form two-center, two-electron bonds with respect to the 
number of nearest neighbors. For crystalline solids, research in this direction has 
recently begun [73] . 
Another important analysis of electronic distributions in position space 
involves the electron localization function (ELF) [74] and its subsequent devel-
opments, for example, the electron localizability indicator ELI-D. The ELF distri-
bution 11(r) is a relative measure, with respect to the homogeneous electron gas, 
of the likelihood of finding an electron in the neighborhood of a reference elec-
tron with the same spin u =a (up) or p (down) located at r, and, thus, has its 
origins in the study of the same-spin pair density functions of Eq. (12.37b) . ln 
the Taylor expansion of the cr-spin pair density spherically averaged around r of 
a Hartree-Fock type of wavefunction from spin orbitals rp;(r), Becke and Edge-
combe rediscovered the function Dcr(r) (75]: 
" 2 ljVp"(r)i2 
D,,(r) = L jVrp;(r)I - - ( ) , 
occ.; 4 p" r 
(12.40) 
which describes the probability of a cr-spin electron to approach another cr-spin 
electron located around the position r. Regions where this probability are small 
coincide with space where electrons are well localized and vice versa, which 
reveals D"(r) to be an inverse measure of electron localizability. Also, D,,(r) is a 
monotonically decreasing function around each atom and does not display the 
interesting features of ELF. Therefore, the decisive step to create a proper elec-
tron localization function is to calibrate Dcr(r) with the corresponding value of 
the homogeneous electron gas D~(r) = 5.742p(r)5/ 3 by forming the ratio 
Dtr(r) / D~(r), which is called the kernel of ELF. To have a direct measure of elec-
tron localizability, the final function should contain the inverted kernel, and, for 
graphical convenience, its values are restricted between 0 and 1. To fulfill these 
demands, a Lorentzian scaling has been chosen out of several possibilities, which 
also importantly keeps the locations of the critical points of the scaled kernel: 
(12.41) 
According to this original definition of ELF for the closed-shell case, the values 
11(r) = 1 correspond to perfect localization and 11(r) = 0.5 to "electron gas-like" 
delocalization. However, in the homogeneous electron gas, 11(r) = 0.5 for all r 
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because vri(r) = 0. In real chemical systems, values of ri(r) ~ 0.5 are typically con-
nected with nonzero vri(r) , which is a different scenario. Nevertheless, plots of 
ri(r) graphically describe regions of electron localization at each point in space, 
unlike Mulliken populations, which are centered at atoms. 
Unfortunately, as a result of the physically unmotivated calibration step in 
Eq. (12.41), the physical meaning of ELF in this original form is obscured. Subse-
quently, several other interpretations of the ELF function have been proposed, 
most retaining the original name. As a result, there is no single interpretation of 
the physical meaning of ELF, but it should now be considered as a family of 
functions that essentially share a similar kernel D,,(r) / D~(r) for the special case 
of a single-determinant, closed-shell, time-independent wavefunction. However, 
the members of this family are all physically different, which becomes apparent 
when more general types of wavefunctions are employed, for example, multide-
terminant ones for correlated cases, time-dependent cases, or open-shell config-
urations [76] . One variant is the electron localizability indicator r~(r), called 
ELl-D, which is based on the same-spin pair density and can also be reduced to 
an ELF-like kernel for a single-determinant, closed-shell, time-independent 
wavefunction [76,77] . Among all these variants of ELF, the ELI-D approach has 
been developed most widely, covering consistent treatments of electron correla-
tion, open-shell systems, momentum space, and relativistic wave functions . 
Moreover, ELI-Dis a product of the electron density and the pair-volume func-
tion v;(r), that is, 
_,, ( 12 )3/8 r~(r) = p,,(r) · V 0 (r) :::o p,,(r) · p,,(r)D"(r) , (12.42) 
so that r~(r) can be regarded as a charge distribution. The second expression in 
Eq. (12.42) is valid only for a single-determinant wavefunction, and indicates the 
inverse relationship between Y~(r) and the ELF kernel at this level of approxi-
mation. v;(r) corresponds to a local volume required to encompass a pair of 
cr-spin electrons, so that the ELI-D function r~(r) is the position-resolved 
charge necessary to create a pair of cr-spin electrons. ELI-D analysis allows an 
exact orbital decomposition, which relates orbital-based and position-space 
approaches of chemical bonding analysis [73], and establishes a connection with 
the QT AIM approach as well [79] . The mechanism to create an ELI-D attractor 
results from a competitive interplay between p(r) and v;(r), which typically dis-
play inverse behavior. For example, to create an ELI-D attractor between two 
covalently bonded transition metal atoms as in Re2(CO)i0, the positive value of 
v 2p(bcp) !p(bcp) is overcompensated by the negative value of v2v;;v;, indicat-
ing the decisive role of the pair-volume function to create electron localizability 
information. 
Since the calculation of the kernel D"(r) / D~(r) for any variant of ELF and ELI-
D is very similar for a system whose wavefunction is given by a single closed-
shell, time-independent Slater determinant, the locations of critical points, as 
well as the volumes and electron populations of corresponding basins are 
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identical in 17(r) and Y~(r). Therefore, the combined name ELI-D/ELF will be 
used for the remaining discussion. 
ELI-D/ELF allows point-by-point analysis of electronic localizability in real 
space, which includes atomic shell structure, bonding electron pairs, and lone 
pairs leading to direct connections with the Lewis picture of chemical bonding 
and the VSEPR model [78]. Atomic shell structures are not faithfully displayed 
by the spherically averaged electron density 4nrp(r) about any atom, although 
they are evident from the principal quantum numbers of the occupied A Os used 
in MO calculations. On the other hand, ELI-D/ELF displays the correct number 
of shells in position space and, upon integration of the electron density inside 
each shell, replicates the appropriate shell populations typically within about 
±0.2e- for the valence region (80]. ELI-D also reveals atomic shell structure 
even in momentum space [81]. The connection between ELI-D/ELF and local-
ized orbital descriptions exists for the case of the C-C bonds in saturated 
hydrocarbons and diamond, in which a localized orbital for each bond can be 
found, and ELI-D/ELF displays an attractor in the valence region between car-
bon atoms. On the other hand, when 1t-bonding is involved, interpretations may 
differ. For example, two different localized orbital schemes for the C=C bond in 
ethylene yield either one cr- plus one 1t-bonding orbital (Edmiston-Ruedenberg) 
or two "banana bonds" (Foster-Boys), whereas ELl-D/ELF displays two attrac-
tors at the "banana bond" locations in support of the second localization scheme. 
On the other hand, in benzene, Foster-Boys localization retrieves one of the two 
degenerate Kekule structures, but ELI-D/ELF yields a single attractor at the 
C-C internuclear line with a rather small curvature in the out-of-plane direc-
tion resulting from the 1t MOs. Since many interesting bonding situations like 
these will be challenging to assess using localized orbitals, physically motivated 
bonding indicators are preferred strategies. ELI-D/ELF functions follow the sym-
metry of the ground-state wavefunction and display the whole electronic local-
ization scenario with one scalar distribution. Therefore, certain special bonding 
situations for which chemists traditionally depict mesomeric formulas based on 
the idea of resonating valence bond structures are shown in an averaged way by 
ELl-D/ELF, consistent with the total wavefunction. 
The gradients of the ELI-D/ELF function can be used to construct attractor 
basins that exhaustively partition real space in a manner complementary to the 
QT AIM strategy. These regions correspond to inner atomic shells or, for the 
valence region, bonds and lone pairs. Since each partition scheme covers a dif-
ferent aspect of the chemical structure, a finer partitioning of position space can 
be achieved by employing both partitions simultaneously, which is called the 
ELI-D/QTAIM or ELF/QTAIM intersection technique (82] . For a typical two-
center bond, an ELI-D/ELF attractor is located close to the internuclear line of 
the two atoms; it will be at the midpoint between two atoms for the nonpolar 
case. The corresponding ELI-D/ELF basin will exclusively touch the penultimate 
atomic shells of the two atoms, which classifies the basin as disynaptic (synaptic 
order defines the number of different penultimate shells that share a common 
surface with the reference basin). The QT AIM atomic basins intersect this ELI-
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D/ELF basin at the attractor position, and the resulting ELI-D/ELF basin seg-
ments contain the same number of electrons. For polar two-center bonds, the 
ELI-D/ELF attractor is often located inside the basin of the more electronegative 
atom, which also shows the larger electronic basin population. This ELI-D/ELF/ 
QT AIM technique has been directly employed to define a bond polarity 
index (82]. To relate this analysis to the concept of oxidation state, the electronic 
population of each diatomic ELI-D/ELF basin is completely assigned to the 
QT AIM atom basin that contains the majority of its charge. In this way, QT AIM 
rather than an electronegativity scale is used to assign ELI-based oxidation num-
bers on an electronegativity basis [ 83]. Exam pies of ELI-D /ELF and QT AIM 
space partitioning are illustrated in Figure 12.14 for graphene, bee Na, and KC!. 
Graphene 
ELI-D QTAIMAtomic Basins 
ELl-D/QTAIM Intersection ELI-D Bond and Core Basins 
(a) 
Na (bee) 
• QTAIM Atomic Basin 
(b) 
Figure 12.14 ELl-D/ ELF and QTAIM space par-
titioning for (a) graphene; (001) slice, (b) bcc-
Na; and (c) KCI. (a) Light gray regions in ELl-D 
diagram are at bond midpoints, signifying 
C- C bond attractors. The QTAIM atomic 
basins, indicated by the black lines are derived 
from the electron density. The ELl-D/QTAIM 
intersection occurs by superposition of both 
partitioning schemes. Each bond basin gets 
intersected by two QTAIM atoms; each QTAIM 
atom gets chemically decorated by 3/2 bond 
basins and one core basin. (b) QTAIM atom 




surfaces and, right, roughly spherical penulti-
mate shell basin set of Na with specific surface 
structure caused by 24 bond basins surround-
ing each Na penultimate shell; each bond 
basin is attached to four Na penultimate shells 
(tetrasynaptic), indicating a multicenter bond-
ing scenario. (c) ELl-D diagram of (100) slice 
with semitransparent QTAIM basins of Kand 
Cl; ELl -D disynaptic basin (dark gray) between 
Kand Cl is marginally intersected by K QTAIM 
atom, that is, it is effectively monoatomic rep-
resenting a Cl lone pair-type feature. 
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Additional effects such as ring strain, multiple bonding, or multicenter bond-
ing can lead to significant displacement of the ELI-D/ELF attractor from the 
internuclear line. For a nonpolar three-center bond, an ELI-D/ELF attractor 
exclusively touches the penultimate shells of three atoms (trisynaptic) and is 
expected to be equidistant from the three atoms involved. The corresponding 
intersection with the QT AIM atom basins yields equal charge contributions 
from each QT AIM atom. Originally, the synaptic order of an ELI-D/ELF basin 
was proposed to yield directly the multicenter character of a bond (84]. 
Although this prescription works well for molecules, experience shows that it 
should be considered as an upper bound for solid-state structures, in which a 
basin in the valence region is typically surrounded by a number of core basins in 
many directions, so that a high synaptic order is obtained even for classical cases. 
For example, in NaCl-type CaO, there are eight ELI-D/ELF valence basins 
around each oxygen core centering the O@Ca6 octahedral faces and that are 
tetrasynaptic by one 0 and three Ca atoms. Therefore, determining the number 
of QTAIM atoms significantly intersecting a certain ELI-D/ELF basin is also 
important. From the relative electronic populations contained in each inter-
sected part, the importance of each QT AIM atom contributing to an ELI-D/ELF 
basin can be assessed (85] . Again, for CaO, despite its tetrasynapticity with more 
than 90% of its population contained in the QT AIM oxygen atom, each ELI-D/ 
ELF basin is effectively monoatomic, that is, it has oxygen lone pair character. In 
a further development, analysis of 51 binary main group compounds forming 
zinc blende or rock salt structures has revealed that the covalent bond numbers 
per anion, derived using the ELI-D/QTAIM basin intersection technique, can 
separate the more covalent compounds with zinc blende structure from the 
more ionic compounds with rock salt structure [85b] . 
This discussion of how to analyze chemical bonding from a position- space 
perspective would be incomplete if the energetic aspects were omitted. Once 
spatial partitioning is achieved via QT AIM, the total energy of the chemical sys-
tem can be decomposed into intra-atomic terms summed over all atoms and 
pairwise, interatomic contributions summed over all atom pairs, that is, 
E = °'"' (T tAl + v<Al + v'A)) + °'"' (v'AB) + v<BAJ + v<AB) + v <ABl) TOT L-t en ee ~ en en ee nn · 
A A <B 
(12.43) 
In Eq. (12.43), the symbols T, Ven• Vee• and Vnn correspond, respectively, to 
kinetic, electron-nuclear potential, electron-electron potential, and nuclear-
nuclear potential energies, and have clear physical meanings. To achieve a chem-
ical interpretation of the total energy, the following decomposition of the total 
energy can be proposed (77]: 
ErnT = L £ (Al + L £ (AB) = L EbAl + (:L £~~; + L £-AB)) 
A A<B A A A<B 
- °"£(A) E 
= L...., O + Bond · (12.44) 
A 
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According to Eq. (12.43), each intra-atomic energy term £-Al is given by the 
energy of a reference atomic state £0Al, shifted by an atomic deformation energy 
E~~: for atom A in the chemical structure. This deformation energy can be fur-
ther separated into charge transfer (CT) and charge reorganization (CR) terms 
that depend on the electron population NA evaluated for the QT AIM basin A: 
E~~i = E~Aj(N A)+ E~J(N A) = [E(A)(N A) - EbA)J + [E(A) - E(A)(N A)]. 
(12.45) 
Within the interatomic energy term £-AB) of Eq. (12.44), the electron-electron 
potential energy term Vee (AB) can be decomposed into a repulsive Coulomb 
interaction between the charge clouds of atoms A and B and an attractive, non-
classical exchange- correlation term that is closely related to the two-center 
delocalization index o(A,B) defined in Eq. (12.38): 
(12.46) 
Numerical experience shows that larger A-B distances typically lead to lower 
effective covalent bond orders, and smaller covalent interaction energy terms 
V~A~)· According to this scheme, a chemical definition of the bonding energy 
£Bond arises as the sum of generally positive atomic deformation energies and 
negative interaction energies, as given in Eq. (12.44) . 
The entire machinery of position-space bonding analysis is much more com-
putationally demanding than qualitative MO theory, especially integrations over 
basin regions. For the energetic analysis, the precision of such integrations must 
be quite high because chemical bonding energies arise from the partial cancella-
tion of much larger contributions to the total energy of a system. These chal-
lenges have been resolved for molecular systems and enlightening bonding 
analyses that provide quantitative links with useful qualitative concepts are rap-
idly emerging [86). For crystalline solids, position-space analysis of chemical 
bonding using electron densities, ELl-D/ELF, and delocalization indices are well 
implemented, and development of the energetic decomposition is soon to be 
achieved. 
In summary, the results of quantum mechanical calculations provide extensive 
measures of chemical bonding, whether in real space or in orbital space. The 
nature of the appropriate model and the level of approximation are important 
choices for assessing the outcome, and there are numerous codes in widespread 
use, some of which were used to produce Figure 12.8 (TB-LMTO-ASA), 
Figure 12.10 (WIEN2k; TB-LMTO-ASA), Figure 12.11 (WJEN2k; VASP; LOB-
STER [48]), and Figure 12.12 (TB-LMTO-ASA) [87). Of course, the next step 
becomes how to make the computational results useful for synthetic chemists or 
materials scientists, who want to make solids with targeted, high performance 
properties - one of the grand challenges of the twenty-first century for solid-
state chemistry. 
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12.4 
From Calculations to Electron Counting Rules 
Chemists do not always use quantum chemical calculations to gain insights 
about chemical bonding. They also rely significantly on counting valence elec-
trons and deriving seminal inferences from composition. Perhaps the most 
widely used tenet among chemists is the octet or 8 - N rule, which accounts for 
many structures involving main group elements. Other important valence elec-
tron counting rules include the 18-electron rule for transition metal and organo-
metallic complexes, the Wade-Mingos rules for cluster compounds, and 
Hiickel's 4n + 27t-electron rule for aromatic rings, to name but a few [l,13) . All 
of them have been quite successful to enhance understanding of molecular 
structures and reactivities, but they are essentially guidelines. Exceptions occur, 
which do not diminish their importance, but simply emphasize that factors other 
than valence electron count can influence chemistry. These rules are often used 
diagnostically once a chemical structure has been characterized, but, in the 
hands of a creative synthetic chemist, they can also be predictive as a means 
toward proposing new compounds or reaction mechanisms. All of these valence 
rules can be rationalized using MO theory, typically by filling bonding and non-
bonding MOs and relying on large energy separations between the HOMO and 
LUMO [l,5,15). Many of these electron counting rules have been adapted to 
evaluate the stabilities and structures of extended solids, and some will be sum-
marized in this section. 
12.4.1 
Octet or 8-N Rule [1,11) 
The 8 - N rule is widely used to rationalize the connectivities of covalently 
bonded s and p element compounds by identifying the number of near-neighbor 
contacts (coordination numbers) expected for an element with N valence elec-
trons. The rule works for elements containing at least four valence electrons. So, 
C(diamond), Si, Ge are four-connected (tetrahedral); P, As, Sb are three-con-
nected (trigonal pyramidal); and S, Se, Te are two-connected (bent). To establish 
the local coordination geometry requires inclusion of structure-dependent mod-
els, like VSEPR (13). If multiple bonds occur, then the rule assigns the number of 
"localized" two-center, two-electron bonds to each atom in a chemical structure, 
such as three a -bonds and one 7t-bond to each C atom in graphene. In any MO 
energy diagram for a main group element structure, the octet rule can be applied 
when all bonding and nonbonding MOs are occupied because the delocalized, 
occupied MOs can be transformed into localized orbitals, each containing two 
electrons [l,4,11] . Then, all bonds are treated as saturated covalent bonds so 
that each atom formally completes its octet using its valence s and p AOs. The 
underlying cause of the octet rule, however, relies both on the attractive forces 
and on the changes in overlap repulsion that arise by gradually filling antibond-
ing MOs [11). If just nearest-neighbor intersite integrals are considered and 
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Figure 12.15 Qualitative cr-only MO scheme 
rationalizing the octet rule for main group 
bonding. For N=4, each atom pair has four 
bonding MOs and four antibonding MOs; for 
N = 5, each atom pair has three bonding MOs, 
two nonbonding lone pairs, and three anti-




two bonding MOs, 4 nonbonding lone pairs, 
and two antibonding MOs; for N = 7, each 
atom pair has one bonding MO, six non-
bonding lone pairs, and one antibonding MO. 
The energy scale reflects the overlap repu lsion 
and the increasing intersite energy term as 
coordination number decreases. 
overlap repulsion is ignored, then there would be no energy difference between 
equally filling a bonding and antibonding MO versus a pair of nonbonding MOs. 
However, since overlap repulsion destabilizes the antibonding orbital more than 
the bonding orbital is stabilized, lowering the coordination number by one for 
each fully occupied antibonding orbital stabilizes the system. Moreover, as the 
coordination number decreases for a given atom, the local overlap repulsions 
likewise decrease so that the interatomic distances may become smaller, and 
thereby enhance the intersite bonding integrals (see Figure 12.15) (ll]. "Excep-
tions" such as three-bonded C rely on multiple bonding by invoking ir-overlap, 
which is reasonable for the second period elements arising from the lack of core 
"lp" AOs. For the heavier elements, lack of ir-bonding occurs because the intrin-
sically longer distances create weaker through-space orbital overlap as well-
enhanced second-order mixing between filled ir-antibonding and empty cr-anti-
bonding orbitals, interactions that lower the ir* MOs in energy and disrupt the 
purely ir-type overlap. 
A solid-state application of the octet rule is the Grimm-Sommerfeld valence 
rule (13,88]. Surveying compounds that adopt either the cubic zinc blende or 
hexagonal wurtzite structures, which consist of networks of four-bonded, tetra-
hedrally coordinated atoms, indicates that the average number of valence elec-
trons per atom is 4. However, numerous examples related to these structures 
contain vacant positions, such as Cdln2Se4 . The total number of valence elec-
trons in Cdln2Se4 is 1(2e- ) + 2(3e-) + 4(6e-) = 32e-, which, when divided by 7 
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atoms in the chemical formula, yields 4.6 valence electrons per atom. Since this 
ratio exceeds 4, an intact network of tetrahedrally coordinated atoms would 
necessitate occupation of antibonding orbitals. To avoid this outcome in 
Cdln2Se4, 1/8 of the atomic sites in the tetrahedral framework are vacant, elimi-
nating the occupation of antibonding orbitals and creating a semiconducting 
bandgap in the DOS. To accomplish this outcome via electron counting, a 
vacancy is treated as an "atomic site" with 0 valence electrons. Then, for 
Cdln2Se4 , we obtain 32e-/8 atomic sites for an average of 4 valence electrons 
per atomic site; this is the Grimm-Sommerfeld valence rule for compounds 
related to tetrahedral semiconductors. A general formulation of such solids is 
"Oa lb2c · · · v~n) · · • 7 h" in which n atoms in the formula contribute v(n) valence 
electrons, and the stoichiometric values a-h must satisfy the following equation: 
h I:; nv<n) 
~=4 h . (12.47) 
I:: n 
n=a 
Selected examples following the Grimm-Sommerfeld rule are listed in 
Table 12.4 [13]. 
Another manifestation of the octet rule in solids is the Zintl-Klemm formal-
ism [89]. Zintl compounds constitute a broad class of intermetallic and metal-
metalloid compounds that generally (i) involve combinations of electropositive 
metals with posttransition metals or metalloids; (ii) exhibit narrow homogeneity 
widths; and (iii) are typically semiconducting and diamagnetic. The Zintl con-
cept counts all valence electrons, but considers their structural influence only on 
the electronegative components, which are formally anions. Thus, the electro-
positive metals are treated simply as cations. For most Zintl phases AaXx (A= 
electropositive metal; X = posttransition metal or metalloid), short interatomic 
X-X contacts are considered to be two-center, two-electron covalent bonds. If 
v A and Vx are the numbers of valence electrons for atoms A and X, then the 
number of valence electrons per formula unit (NJ AaXx is 
N = avA +xvx = x(~vA + vx) = xNx (12.48) 
in which N x is the average number of valence electrons per anion. According to 
the octet rule, the average number of X-X contacts per X atom will be 8 - Nx. 
Klemm proposed the pseudoatom concept for the negatively charged unit 
x<avA /x>- that would show structural characteristics of the isoelectronic ele-
ment [89] . If Nx is not an integer, then more than one pseudoatom are needed 
to account for the observed structure. Formal electron counting according to the 
8 - N rule distinguishes between covalent bonds and lone pairs. Polar bonds, 
however, are ambiguous because they can be treated using either assignment. 
Within the pseudoatom concept, this outcome causes inconsistencies between 
the different formal descriptions: for example, As in GaAs can range from either 
0-bonded "As3-" with four lone pairs to 4-bonded "As+" with four As-Ga 
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Table 12.4 Formulas and average number of valence electrons per atom for selected com-
pounds related to tetrahedral semiconductors following the Grimm-Sommerfeld valence 
rule (13] . 
Formula No. of valence Examples 
"Oa 1 b2c · · · N(n)" 7 h" e - per atom 
"4" 4.00 C, Si, Ge, Sn 
"4141" 4.00 SiC 
"3151" 4.00 BN, BP, AIN, AIP, AIAs, GaP, GaAs, 
Ga Sb 
"2161" 4.00 BeO, BeS, ZnO, ZnS, ZnSe 
"1171" 4.00 CuCI, CuBr 
"2152" 4.00 ZnP2, ZnAs2, CdP2 
"113162" 4.00 CuBSe2, CuAIS2, CuAISe2, CuGaS2, 
CuGaSe2 
"21415,'' 4.00 BeSiN2, MgGeP2, ZnSiP2, ZnGePi. 
ZnSnAs2 
"135164" 4.00 Li3P04, Cu3PS4, Cu3AsSe4, Cu3SbS4 
"l14i53" 4.00 CuSi2P3, CuGe2P3 
"12463" 4.00 Cu2SiS3, Cu2GeS3, Cu2SnS3, Cu2SnSe3 
"122.4164" 4.00 Cu2ZnGeS4, Cu2ZnSnS4 
"01125264" 4.50 CuSbS2 
"01224164" 4.57 Be2Si04, Zn2Si04 
"01213264" 4.57 ZnAl2S4, ZnA12Se4, ZnGa2S4, ZnGa2Se4, 
CdGa2S4 
"0112217 4" 4.57 Li2BeF4, Cu2Hgl4 
"01235173" 4.57 Zn3Pl3, Zn3Asl3 
"013263" 4.80 Al2S3, Al2Se3, Ga2S3, Ga2Se3, ln2Se3 
"0154" 5.00 P, As, Sb 
"01416/ 5.33 Si02, SiS2, GeS2 
"01217i" 5.33 BeF2, BeCl2, ZnCli. ZnBri. Znl2 
"02315164" 5.33 BP04, BPS4, AIP04, AIPS4, GaP04 
covalent bond pairs. Recently, using the ELI-D/QTAIM approach, a general for-
malism has been suggested to interpret polar bonding in a consistent way that 
unites both descriptions [90]. 
Further extensions of the Zintl-Klemm formalism include accounting for 
multiple bonds, vacancies, and clusters. As mentioned above, multiple bonds 
create lower coordination numbers, but the effective number of two-center, 
two-electron bonds remains intact, so that the electron counting rule in Eq. 
(12.48) does not change. If a Zintl-type structure contains a network with ran-
domly distributed vacancies, the Zintl-Klemm concept can account for the frac-
tion of vacancies in the polyanionic net. This effect typically occurs for Nx > 4. 
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For a compound formulated as AaXxDy, then 
N = (x+ y )Nx , 
so that 
y = (N - xNx)/Nx = (N / Nx) - x . 
(12.49a) 
(12.49b) 
These rules help assign vacancy fractions in tetrahedral and graphene-like nets 
of Zintl phases (91]. If N x < 4, the electronegative metals or metalloids generally 
optimize bonding by forming clusters. 
The Zintl-Klemm concept works best to rationalize structural behavior rather 
than to predict structures. Furthermore, the cations play important roles beyond 
just providing electrons to the polyanions, both by their sizes and by occasionally 
engaging in polar covalent interactions with the electronegative compo-
nents [91,92]. Such influences are found in the isoelectronic series LiTl, NaTl, 
and KT!, which demonstrate significant energetic competition among metallic, 
ionic, and covalent interactions. This series can be formulated as A +Ti- but LiTl 
is cubic CsCl-type, Na Tl is stuffed (double) diamond type, and I<Tl = K6 [Tl6] 
contains distorted Tl66- octahedra. Factors contributing to their structural dif-
ferentiation include relativistic effects at Tl, electronegativity differences between 
A and Tl, and atomic size ratios between the constituent elements. Relativistic 
effects contract the Tl 6s AOs and hinder them from participating in effective 
interatomic overlap, rendering Tl-Tl covalent interactions relatively weaker 
than isoelectronic Al-Al or Ga-Ga contacts in related structures. Electronega-
tivity differences determine the degree of valence electron transfer from the 
alkali metal to Tl; in these cases, greater transfer can strengthen the covalent 
Tl-Tl interactions. Finally, the increasing A:Tl size ratio from LiTl to I<Tl con-
tributes to the formation of the CsCl-type LiTl, as well as the occurrence of 
Tl6 6- clusters in I<Tl at ambient pressure rather than the double-diamond struc-
ture of Na Tl. These findings demonstrate how even "simple" solid-state systems 
can display combinations of bonding modes. 
12.4.2 
18-Electron Rule [13) 
Transition metal atoms have nine valence (s + p + d) AOs that can contribute to 
chemical bonding. For a TL,, complex, in which each ligand L has a single a-type 
orbital, there will generally be a collection of n symmetry-adapted orbitals that 
will find an appropriate match with one of the valence AOs on the metal T. 
These n ligand orbitals, which are usually lower in energy than the T valence 
AOs due to relative electronegativities, will be pushed to even lower energies via 
T-L a-bonding overlap and n T AOs will be pushed to higher energy as the 
corresponding T-L a-antibonding orbitals. This leaves 9-n orbitals at the T 
atom that remain a-nonbonding, but that may engage in n:-type overlap with 
other ligand orbitals. Therefore, by filling the n T-L bonding MOs and the 
9 - n a-nonbonding MOs, there are nine filled a-bonding and nonbonding MOs 
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leading to the 18-electron rule. In general, this rule holds for molecules with 
large HOMO- LUMO gaps, when the ligands are good a-donors by destabilizing 
the LUMO, and good 7t-acceptors by stabilizing the HOMO; such ligands are 
strong-field ligands on the spectrochemical series, such as CO, phosphines, 
CN-, and ethylene. On the other hand, transition metals coordinated by weak-
field ligands like H20 and halides often do not follow the 18-electron rule, and 
lead to complexes with unpaired electrons. Other exceptions to this rule occur 
for special coordination geometries like square- planar complexes, which are 16-
electron species because the valence T Pz AO does not overlap with ligand 
a-orbitals and there is a large gap between the occupied z2 and empty x2 - y2 
orbitals. Thus, the 18-electron rule relies on using the valence d, s, and p AOs of 
a transition metal to form metal-ligand a-bonds, and filling any remaining 
a-nonbonding d-orbitals. 
An important class of solids from the point of view of both structural and 
physical characteristics are the Heusler phases and its various relations (93]. This 
versatile collection of more than 800 compounds includes semiconductors, half-
metallic ferromagnets, superconductors, and topological insulators. Heusler 
compounds (Tdh(Oh)X adopt the cubic Li3Bi-type structure, which is a coloring 
of bee packing with a fee arrangement of main group metal/metalloid atoms X 
and transition metals Oh and Td, respectively, filling all octahedral and tetrahe-
dral holes. Some important examples include ferromagnetic Cu2MnAl, the ferro-
magnetic shape memory alloy Ni2MnGa, and semiconducting Fe2 V Al. Defect 
derivatives of these Heusler phases have one-half of the tetrahedral holes occu-
pied in an ordered manner "TdOhX," leading to the MgAgAs-type structure and 
numerous examples involving monovalent and divalent metals A, A', trivalent 
metals X', and late/early transition metals TIT' , namely, AA'X (Nowotny-)uza 
phases: A= Li, Cu, Ag; A' =Be, Mg, Zn, Cd; and X = N-Bi), AX' X, A TX, T'TX 
(half-Heusler phases; T' includes rare earth metals). In these structures, one of 
the three components is surrounded by a cube of two interpenetrating tetrahe-
dra of the other two elements, a position called the heterocubic (HC) site [90]. 
The other two components are tetrahedrally coordinated, so the MgAgAs-type 
also consists of two zinc blende networks intersecting at the HC sites. It seems 
that all half-Heusler phases T'TX have the late transition metal T in the hetero-
cubic site, whereas all main group examples AA'X and AX'X have the main 
group metal/metalloid X in that site. ATX compounds occur either as ATX(HC) 
or as A T(HC>x, depending on the constituents. Semiconducting representatives 
of MgAgAs-type compounds show either 8e- (AA'X or AX'X) or 18e- (ATX or 
T'TX) per formula unit and their bandgaps can be tuned from 0 to 4 eV by 
systematic changes in chemical composition (93,94]. On the other hand, 17e-
examples are metals and 19e- or 22e- cases are half-metallic ferromagnets, 
which originate when the nonmagnetic electronic DOS is split into majority and 
minority spin DOS curves and the Fermi level falls in a bandgap for the DOS of 
either spin (94]. Similarly, for the Heusler phases, 24e-T'2TX cases, like Fe2VAI, 
are semiconducting and Co-rich cases exceeding 24e- are half-metallic ferro-
magnets, displaying nearly fully polarized conduction electrons (95]. 
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Figure 12.16 Schematic orbital energy diagrams of half-Heusler alloys AA'X (Nowotny- Juza 
phases; LiMgP), AX'X (LiAISi), and T'TX (TiSnNi) to demonstrate the 8-electron and 18-electron 
rules followed for semiconducting examples of this structural class. 
An orbital-based rationale for the 8e- Nowotny-Juza and half-Heusler phases 
follows the Zintl- Klemm formalism, but there are some subtle differences 
between the AA'X (e.g., LiMgP) and AX'X (e.g., LiAISi) arising from the electro-
negativity difference between A' and X' relative to elements A and X (see 
Figure 12.16), differences that affect the bandgap and valence electron density in 
the solid [90]. Nevertheless, the 8 valence electrons are assigned to A'-X or 
X'-X polar covalently bonding states that are derived mostly from the valences 
and p AOs of element X. The electropositive element A donates its valence elec-
trons to complete the octet, but the polar covalent interactions with the bonding 
orbitals are weak because of the large energy difference between the valence A Os 
of A and these bonding crystal orbitals. For the 18e- semiconductors T'TX (e.g., 
TiSnNi), polar-covalent T-X interactions create bonding orbitals derived 
mostly from the valence s and p AOs of X. Then, T'-X (d-s,p) and T'-T d-d 
interactions further lower the X-centered bonding bands as well as separate the 
cl-bands into T'-T bonding, which are centered more on the T atoms, and 
T'-T antibonding, which are centered more on the T' atoms. In these T'TX 
examples, the bandgap opens through d-p and d-d interactions between the 
two different transition metals. Recent electronic structure calculations also 
invoke the importance of cr-antibonding interactions between valence s-orbitals 
of the components to control the presence or absence of a bandgap in the DOS 
curve for half-Heusler compounds [96] . Nevertheless, the 18e- semiconducting 
half-Heusler phases follow the 18-electron rule for transition metal complexes, 
albeit in a collective manner. 
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Table 12.5 Selected half-Heusler compounds Asc<HC> with element C in the heterocubic site and the 
results of a position-space analysis of chemical bonding. 
ABC(HC) Oexp {A) Ocalc (A) O""!A) Qett(B) 0 ett(C) ~~~IM(eV) o(A,C) o(B,C) c;nn 
-AX'X -
LiAISi 5.922 5.937 +0.82 +1.40 -2.22 -35.4 0.072 0.538 2.44 
LiAIGe 5.977 6.020 +0.83 +1.34 -2.16 -33.3 0.070 0.536 2.42 
LilnGe 6.304 6.404 +0.84 +0.18 -1.02 -7.7 0.048 0.688 2.94 
LilnSn 6.676 6.820 +0.84 -0.00 -0.84 -5.6 0.046 0.681 2.91 
BeAIB 4.93 4.962 +1.42 +2.08 -3.50 -104.5 0.208 0.352 2.24 
- AA'X (Nowotny- Juza) -
LiMgN 4.995 5.003 +0.81 +l.57 -2.38 -48.9 0.102 0.222 1.30 
LiMgP 6.003 6.014 +0.83 +1.49 -2.32 -38.3 0.084 0.232 1.26 
LiMgAs 6.181 6.212 +0.83 +l.46 -2.29 -36.4 0.081 0.240 1.28 
LiMgSb 6.60 6.672 +0.84 +1.39 - 2.23 -31.8 0.077 0.259 1.34 
LiMgBi 6.73 6.856 +0.84 +l.31 - 2.15 -28.6 0.074 0.278 1.41 
-ATX-
MgAgAs 6.20 6.341 +1.56 -0.16 -1.40 -18.9 0.150 0.612 3.05 
MgSbCu 6.168 6.256 +1.54 -0.84 -0.70 -14.7 0.088 0.692 3.12 
- T'TX (half-Heusler) -
ScSbNi 6.065 6.118 +l.39 -0.60 -0.79 -12.4 0.354 0.674 4.11 
TiSbCo 5.872 5.892 +l.21 -0.37 -0.84 -10.4 0.590 0.704 5.18 
VSbFe 5.823 5.790 +0.87 -0.23 -0.64 -5.6 0.757 0.687 5.78 
TiSnNi 5.927 5.949 +I.22 -0.20 -1.02 -11.6 0.510 0.616 4.50 
ZrSbCo 6.068 6.109 +l.40 -0.53 -0.87 -12.9 0.576 0.668 4.98 
TiSbRh 6.088 6.143 +l.30 -0.10 -1.20 -13.8 0.581 0.748 5.32 
ZrSbRh 6.261 6.336 +l.53 -0.29 -1.24 -16.8 0.583 0.712 5.18 
YSbPd 6.4973 6.619 +l.61 -0.58 -1.03 -15.9 0.336 0.674 4.04 
Experimental and computationally optimized lattice constants, effective charges Q0 rr, QT AIM Madelung 
energies, bond indices for the two contacts forming intersecting zinc blende networks, and a covalency index 
summing the nearest-neighbor bond indices are listed [85]. 
A position-space analysis of chemical bonding and electron density distribu-
tions also reveal some distinct differences among the semiconductors of the half-
Heusler class formulated as AA'X, AX'X, and T'TX [90], especially by emphasiz-
ing the two intersecting zinc blende networks through the HC sites. Selected 
results are summarized in Table 12.5. In AA'X(HCJ (LiMgPn, Pn = N, P, As, Sb, 
Bi) both A- X(HC) and A '-X(HCJ nets were found to be mainly ionic, whereas in 
AX'X(HCJ (LiTrTt, Tr = Al, Ga, In; Tt =Ge, Sn) the Tr-Tt network becomes 
increasingly covalent with decreasing Tr-Tt electronegativity difference, while 
the A-Tt partial structure remains mainly ionic. In general, the effective charge 
distributions for these two cases are A("+"lA•<"+"Jx<"-") and AC"+"lx•<"+"Jx<"-"l. For 
4641 12 Chemical Bonding in Solids 
T'T(HC)X compounds, both T'-T(HC) and X-T(HC) tetrahedral substructures 
exhibit significant polar covalent bonding and smaller effective charges on the 
atoms than in AX'X cases. The effective charge distribution was found to be 
even qualitatively different than the others, namely, T'(''+")T("-"lx<"-"l. For all 
"ABC(HC\" ionicity and covalency were quantified, respectively, by the QTAIM 
Madelung energy £3:~IM and the index c;nn = 4.5Ac + 4880 involving the eight 
nearest-neighbor contacts at each HC site. The different bonding scenario in 
T'TX from the AA'X and AX'X cases was shown to be the reason for the differ-
ent site preference of T(HC) instead of X(HC) in the T'TX compounds. Interest-
ingly, BeAlB is unique among these half-Heusler compounds by displaying 
the effective charge distribution of AA'X compounds and the coexistence of 
intersecting, polar covalent tetrahedral partial structures like the T'TX 
representatives. 
12.4.3 
Wade-Mingos Rules: Polyhedral Skeletal Electron Pair Theory [S, 13,97] 
Unlike the network solids discussed above, main group element molecular clus-
ters, especially those formed by Group 13 (B-Tl) and some Group 14 (C-Pb) and 
15 elements, lack sufficient numbers of valence electrons to accommodate one 
electron pair for each edge, and so must be rationalized by electron counting 
schemes that invoke multicenter bonding. Many of these clusters are based 
upon n-vertex deltahedra, which are convex polyhedra with triangular faces and 
experiments show that the most common clusters range from 5 to 12 cluster 
atoms, such as the trigonal bipyramid (n = 5), octahedron (n = 6), and icosahe-
dron (n = 12). By using Euler's formula relating the numbers of vertices, edges, 
and faces of a convex polyhedron, an n-vertex deltahedron will have 2n - 4 faces 
and 3n - 6 edges. Clearly, such main group element clusters are deficient in the 
number of valence electrons if bonding is considered via either two-center, two-
electron bonds for each edge, or three-center, two-electron bonds for each trian-
gular face. The Wade-Mingos rules establish an effective electron counting 
scheme for such clusters and their derivatives by assigning a certain number of 
electrons to skeletal bonding, that is, multicenter interactions that hold the clus-
ter geometry intact. For the three most commonly observed structural polyhe-
dra, the Wade-Mingos rules state the following: 
a) Closo-structures are intact n-vertex deltahedra for which there are n + 1 skel-
etal electron pairs and n skeletal atoms, that is, vertices. The optimum 
valence electron concentration is 2(2n + 1)/ n = 4 + 2/ n electrons per atom. 
b) Nido-structures are (n + 1)-vertex deltahedra missing one vertex for which 
there are n + 2 skeletal electron pairs but only n skeletal atoms. The optimum 
valence electron concentration is 2(2n + 2)/n = 4 + 4/n electrons per atom. 
c) Arachno-structures are (n + 2)-vertex deltahedra missing two vertices and 
have n + 3 skeletal electron pairs for n skeletal atoms. The optimum valence 
electron concentration is 2(2n + 3)/n = 4 + 6/n electrons per atom. 
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A solid-state application of the Wade-Mingos rules occurs for Rb2In3, which 
consists of two-dimensional networks of [In6]"- octahedra connected by four 
exo-In-In bonds. Each [In6)"- layer would require 14e- (seven skeletal electron 
pairs for the six-vertex octahedron) + 4e- (two exo-orbitals of terminal In 
atoms) + 4e- (four exo-orbitals engaged in intercluster In-In bonding) for a 
total of 22 valence electrons. Therefore, n = 4, so the formula Rb4In6::Rb2In3 
accounts for the observed structure of interconnected clusters [98]. 
MO theory starting with a suitable AO basis set provides a decent rationale for 
the Wade-Mingos rules [5,13]. Each main group atom provides one valence s 
and three orthogonal p AOs, which can be oriented into one radial AO and two 
tangential AOs with respect to the cluster geometry. The s and radial p AOs can 
then be hybridized to form an outward-pointing (exo)orbital and an inward-
pointing (skeletal) orbital. Empirical outcomes of solving the LCAO or tight-
binding Schrodinger equation reveal the following general pattern of cluster 
orbitals for an intact, n-vertex deltahedron: (a) 1 totally bonding skeletal orbital 
from the inward-pointing radial orbitals; (b) n bonding tangential orbitals; (c) n 
radial exo-orbitals that are used either as lone pairs or to form bonds with ligand 
atoms or other clusters; (d) n antibonding tangential orbitals; and (e) n - 1 anti-
bonding skeletal orbitals from the inward-pointing radial orbitals. These five sets 
account for the total of 4n valence orbitals from the cluster atoms, and they are 
divided into n + 1 bonding orbitals, n exo-directed, essentially nonbonding orbi-
tals, and 2n - 1 antibonding orbitals. Thus, an n-vertex deltahedron consisting of 
n main group skeletal atoms will need n + 1 skeletal bonding electron pairs and n 
additional pairs to fill the exo-orbitals. This is the Wade-Mingos rule for closo-
deltahedra. One or two additional electron pairs would occupy the correspond-
ing number of antibonding orbitals in this diagram, making the closo-deltahe-
dron electronically unstable. These antibonding orbitals become stabilized into 
the bonding/nonbonding region of the MO diagram by adjusting the cluster to 
be based upon (n + 1) or (n + 2) vertex deltahedra, respectively. Thus, the rules 
for nido- and arachno-clusters emerge. From this orbital analysis, a striking anal-
ogy emerges between the Wade-Mingos rules for molecular clusters and the 
Grimm-Sommerfeld rule for extended tetrahedral structures concerning the 
occurrence of vacancies or defects in structures [13]. 
A solid-state application of Wade-Mingos rules applied to condensed clusters 
provides a simple rationale for the structural differences among the trialumi-
nides of transition and rare earth metals T Al3, all of which involve ordered, 
close-packed arrangements of T and Al atoms (93] . In 12e- LuA13, the Al atoms 
form a simple cubic net of vertex-sharing [Al6 ] octahedra; in 14e- TaA13, the Al 
atoms form a 3d net of vertex-sharing [Al5] square pyramids. Now, an isolated 
octahedral cluster requires 26e- arising from 12e- in six exo-orbitals plus 14e-
in skeletal bonding orbitals, which may be divided into one radial and six tan-
gential bonding orbitals. The cubic network of LuA13 can be generated by [Al6] 
octahedra in a fee array, which contains one octahedral hole per [Al6 ] octahe-
dron. When the sizes of the [Al6 ] clusters and the octahedral holes are equal, the 
[Al612] net of LuA13 occurs. Upon forming the fee array, the six exo-orbitals of 
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the [Al6 ] octahedra will create six radial orbitals in the octahedral holes, but only 
one of these will create a skeletal bonding orbital. Therefore, as the [Al6n] net-
work forms, the two octahedral units have a total of 14 + 2 = 16 skeletal bonding 
electrons, or eight skeletal bonding electrons per octahedron. The additional 
four electrons in LuA13 can be formally assigned to two of the valence 5d AOs 
of the rare earth metal because the coordination environment of Lu is a cubocta-
hedron, which splits the 5d AOs into e8 below t2g sets. The calculated DOS and 
COHP curves of LuA13 reveal a pseudogap in the DOS for 12e- with optimized 
Al-Al orbital interactions [93]. For 14e- TaAl3, the additional electron pair 
would occupy Al-Al antibonding orbitals for a network of [Al612] octahedra, so 
creation of square pyramids, that is, nido-octahedra, accommodate the addi-
tional electron pair. Similar electronic structure calculations also indicate a 
pseudogap at the Fermi level in TaA13, with optimized Al-Al and Ta-Al 
interactions [99] . 
The Wade-Mingos rules have been extended into Jemmis mno-rules [100], 
which were formulated to account for structures derived from condensing clus-
ters together via a face, an edge, a vertex, or four vertices. According to the Jem-
mis modification, the number of skeletal electron pairs required for a complete 
cluster is m + n + o + p - q, in which m = # of individual polyhedral fragments, 
n = # of vertices in the polyhedron, o = # of single-vertex shared condensations, 
p = # of missing vertices from the closo-skeleton, and q = # of capping atoms. 
Other schemes, such as Tea's topological electron counting rules [101], have 
been developed to rationalize the structures of a wide variety of clusters, typically 
containing transition metals. 
12.4.4 
Transition Metal Octahedral Clusters 
An important class of solid-state structures that go back to the earliest days of 
inorganic cluster chemistry involve edge-capped T6X12 and face-capped T6X8 
octahedral clusters of the early transition metals from Groups 3-6 and halides 
or chalcogenides X [102]. In crystals containing these clusters, each metal atom 
is terminated by an axial ligand, which completes a local square pyramidal coor-
dination at each T atom. The T6X12 cluster requires 12-14 cl-electrons for 
metal-metal bonding, whereas the T 6X8 cluster needs 20-24 cl-electrons [103]. 
As a result, T 6X12 clusters are commonly observed for the Group 3-5 met-
als [96]. Among these, clusters of the more electron-deficient Groups 3 or 4 
metals typically contain an interstitial element, which can range from main 
group elements to even later transition metals like Fe, Co, Ni, and Ru [104,105]. 
The chemistry of Zr, Nb, and Ta is especially rich in these clusters, as well as 
interstitial chemistry of Sc, Y, and other rare-earth metals,. On the other hand, 
T6X8 clusters, which require more cl-electrons for metal-metal bonding, are 
found among the Groups 5-7 metals, especially for Mo, W, and Re [102]. These 
clusters seldom enclose interstitial atoms because they would create strong 
repulsions with the face-capping ligands. One notable exception occurs for 
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Nb6111 [106], which may be formulated as [Nb618 ]1612. The [Nb618 ] 3+ cluster, 
which has just 19 valence d-electrons for Nb-Nb cluster bonding, reacts with 
hydrogen to form the 20e- cluster [HNb618]1612 = HNb6 I11 [106]. Additional 
examples of T 6X8 clusters occur in Chevrel phases, AMo6S8 and AMo6Se8 (A = 
divalent and trivalent cations) [107], which show interesting electronic propert-
ies and catalytic activities. 
12.4.S 
Shell Model 
Alkali metal clusters observed in mass spectra can be rationalized using the free-
electron model applied to a finite volume in which electrons are constrained to 
move under an attractive mean field potential due to atomic cores whose posi-
tions are not specified [108]. For a spherical well of radius R0, the solutions of 
the Schrodinger equation are 
and 
li2 2 
Ent = ---2 (KntRo) 2mR0 
(12.50) 
The eigenfunctions (/Jntm(r) are spherical waves creating shells whose energies 
increase according to their quantum numbers as follows: ls< lp < ld < 2s < 1f 
< 2p < lg< 2d < lh < 3s < 2f and so on. The resulting closed-shell electron 
counts of 2, 8, 18, 20, 34, 40, 58, 68, 90, 92, 106, and so on provide excellent 
agreement with the enhanced peaks in the mass spectra of monovalent alkali 
metal and noble metal clusters, but do not satisfactorily explain all observables, 
such as the fine structure in mass spectra or the ionization potentials and elec-
tron affinities of clusters, to name but a few properties. This application of the 
free-electron model to clusters has provided some useful insights about the sta-
bilities of certain Mg-rich complex metallic alloys [109]. 
12.4.6 
Hume-Rothery Electron Compounds 
The structures and stabilities of various noble metal alloys with main group met-
als can be rationalized by their valence electron-to-atom (e/a) ratios, as was 
shown by Hume-Rothery, who called them "electron compounds" [110]. The 
e/a ratios are determined by using just the valence s- and p-electrons from each 
component, irrespective of the specific chemical constituents making up the 
alloy [111]. Five structure types, found for binary or ternary mixtures of metals 
with e!a ratios ranging from 1 to 2, were identified: (1) fee (a-brass); (2) bee 
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(p-brass); (3) hep (t;, cla ~1.63; e, cla ~ 1.55-1.58; and 'l· cla ~ 1.77-2); (4) P-Mn; 
and (5) y-brass. Examination of several binary phase diagrams involving the 
noble metals Cu, Ag, or Au with sp-valent elements Zn, Al, Ga, In, Si, Ge, Sn, 
and so on reveal the following general trends: fee (ela = 1.00-1.35); t;-hcp 
(ela = 1.22-1.75); bee (ela = 1.36-1.59); P-Mn (ela = 1.40-1.54); y-brass 
(ela = 1.54-1.70); e-hcp (ela = 1.66-1.89); and 11-hcp (ela = 1.96-2.00) [106]. For 
example, the bee (p-brass) structure occurs for CuZn and Cu3Al (3e- /2 atoms or 
6e-14 atoms: ela = 1.5) and they-brass structure occurs for Cu5Zn8 and Cu9Al4 
(2le-I 13 atoms: el a= 1.63). In this electron counting scheme, the noble metal 
valence d-band is formally filled so that the dominant orbital interactions will be 
sp-sp interactions. Transition metals with partially filled d-bands can be 
assigned negative valences, which have been useful to predict Al-based interme-
tallics and even new quasicrystals, but less effective for Cu-based intermetallics. 
However, electronic structure calculations reveal that the valence cl-electrons 
have significant structural influences in all cases [112]. Thus, electronic structure 
calculations are important to provide insights into the basis for any Hume-
Rothery electron-counting rule. 
Original application of the free-electron model to rationalize these rules led to 
determining the number of electrons required to fill the free-electron Fermi 
sphere that makes first contact with the corresponding Brillouin zone boundary 
faces, an effect called Fermi surface-Brillouin zone (FsBz) interactions [111]. 
This construction in reciprocal space provides decent agreement with the upper 
bounds on ela values for fee, bee, and e-hcp phases. Application of pseudopoten-
tials suggests that the sequence fee-bee-hep among these Hume-Rothery 
phases is driven by the presence of van Hove singularities in the electron DOS 
curve, that is, places where the band structure has zero slope such as at Brillouin 
zone boundaries [11) . These singularities create pseudogaps in DOS curves, 
which are hallmarks of these electron phases and observed in the DOS and band 
structure of p-brass CuZn and arise in the screening function of electrons in a 
metal from states near the Fermi level. Furthermore, the valence d-bands are 
below the Fermi level, but, nonetheless, hybridize with the s- and p-bands. On 
the other hand, tight-binding calculations, using a computational technique 
called second moment scaling [107) to equate the overlap repulsion term in the 
total energy among different structure types, account very well for the sequence 
of observed structures [112). These orbital-based conclusions yield the following 
observations: (a) a purely s and p valence orbital model gives enhanced stability 
to the bee structure for el a values below ~ 1.50, but reproduce stability trends for 
cases above 1.50, that is, P-Mn, y-brass, and the various hep structures; and (b) 
inclusion of contracted valence d AOs enhances the stability of the fee structure 
for ela below ~l.30. Therefore, short-ranged metal-metal interactions play an 
important role to stabilize various Hume-Rothery phases [44,112) , and they are 
particularly useful to understand the atomic arrangements found for various 
y-brasses. In general, maximizing the numbers of heteroatomic near-neighbor 
contacts is the major factor influencing the observed atomic distributions [111). 
This outcome was especially important for the Cu-Zn y-brasses, which occur for 
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57-68 atomic percent Zn, that is, e/a==l.58-1.72e-/atom (114] . All of these 
structures contain a [(Zn4)(Cu4 )) kernel that is surrounded by mixtures of Cu 
and Zn atoms. Analysis of the DOS and various metal-metal COHP curves of 
Cu5Zn8 indicates that optimizing Cu-Zn orbital interactions is responsible for 
the upper limit of the e/a ratio, that is, the Zn-rich border, whereas the lower 
limit arises from the competition in free energy with the ~-brass CuZn 
phase [114]. 
So, there are numerous applications of valence electron counting rules for sol-
ids. All of them rely on filling a set of crystal orbitals, a result that often results in 
semiconducting or insulating behavior. Although these rules are powerful guide-
lines for electronic structure, and derive their justification from quantum chemi-
cal calculations, there are always subtleties that demand further analyses. This is 
especially true for assessing structure-property relationships in solids. 
12.S 
Selected Bonding Influences on Structure and Properties 
There certainly exist synergistic relationships between atomic and electronic 
structures, so that chemical bonding features have profound influences on 
short-range and long-range structure and materials properties. The diversity of 
the chemical elements creates numerous trends and perplexing idiosyncrasies 
that attract the attention of experimentalists and theorists alike to manipulate 
existing solids and to predict the existence of new ones. In this final section, we 
summarize a few observations of how chemical bonding factors and features of 
electronic structure can influence chemical structure, electrical conductivity, 
itinerant magnetism, and unusual chemistry under pressure. 
12.5.1 
Structural Influences 
Ground-state structures minimize the total electronic energy for a given configu-
ration of energy states. Among the elements, there is a clear variation from 
close-packed arrangements for the metals with low-valence electron concentra-
tions to more open networks for the metalloids and nonmetals with high-valence 
electron concentrations [l,11]. Within the transition metals, there is also a regu-
lar sequence of the close-packed structures hep, fee, and bee depending on 
d-band filling [l,11]. In general, ground-state structures tend to generate elec-
tronic configurations that avoid occupation of antibonding orbitals, especially 
cr-antibonding orbitals, which destabilize chemical bonds. However, if a com-
pound and a proposed structure allow antibonding orbitals to be occupied, then 
specific chemical and structural responses often occur. 
To examine trends in structure as a function of valence electron count, the 
concept of second moment scaling [1,113] or the structural energy difference 
theorem [11) have provided useful guidelines to evaluate the relationship 
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Figure 12.17 Demonstration of second 
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linear H3 system. (a) MO energy diagrams for 
the two structures, indicating the MO energies 
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difference curve over the full range of electron 
counts after applying second moment scaling. 
The energy scale is in units of fJ. For t.E < 0, 
the triangle structure is preferred; for t.E > 0, 
the linear structure is preferred. 
between band occupations and chemical structure. The significant concept 
behind both approaches is to compare the energetics of structures under the 
condition of establishing equivalent effective repulsive energy terms to the total 
energy. Within tight-binding or LCAO-MO theory, this can be accomplished by 
setting the second moments of the electronic DOS, µ2 = fE2n(E)dE, equal to each 
other for all structures to be compared. To illustrate how this procedure works, 
consider the case of three H atoms forming either a triangle, which is preferred 
for H3+ or a linear fragment preferred for H3-, shown in Figure 12.17. Using a 
simple MO approach and taking into account just nearest-neighbor intersite 
integrals p for the triangle and {J' for the linear trimer, the second moments are, 
respectively, µ2 = 6fJ2 and µ2 = 4/}'2 • The concept of second moment scaling sets 
µ2 = µ2. so that /J' = (1.5) 112/J= l.225P for comparing the total MO energies of 
the two cases as a function of electron count. A plot of 6.E(N) = E1inear(N) - Etrian· 
gJe (N) versus N shows the triangle to be energetically favored at low electron 
counts whereas the linear trimer to be favored at higher electron counts. A thor-
ough analysis of the DOS using moments provides valuable insights about the 
origins of the shape of the DOS curve and its relationship to structural compo-
nents like rings and angular features [1,11]. 
For the main group elements, hybridization between valences and p AOs sig-
nificantly affects the electronic DOS curves and their corresponding struc-
tures [115] . DOS curves for these elements show the valences-bands to drop 
steadily in energy relative to the p-bands as the effective nuclear charge increases 
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Figure 12.18 Results of second moment scal-
ing calculations on various structural models 
versus band filling for main group elements 
shown for s-band only, p-band only, and sp-
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by moving left-to-right across a period. On the other hand, relativistic effects on 
the valence 6s AOs for Tl, Pb and Bi cause these 6s bands to split away below 
the 6p bands. The outcome of applying second moment scaling to various struc-
tural models ranging from close packed to molecular dimers is sketched in 
Figure 12.18 for the cases of filling (a) just an s-band; (b) just a p-band; and (c) 
an sp-band such that D.Esp = EP - £ 5 ~ 0. For just the single s- or p-band, close-
packed structures are favored at low-band fillings, whereas more open, network 
structures prefer higher band fillings. This outcome is derived from the presence 
of three-membered rings in close-packed structures and not in open networks 
(see also Figure 12.17). Invoking s-p mixing largely accounts for the structural 
trends among the third-fifth period main group elements. The inconsistencies 
observed for second and sixth period elements, require, respectively, a softer or 
harder pairwise repulsive potential than modeled by the second moment scaling 
procedure. The softer core of the 2p elements leads to more effective it-bonding 
and lower coordination numbers. On the other hand, the larger D.Esp of the sixth 
period elements induced by relativistic effects and a harder core is mimicked by 
the p-only structural trends, which produces the sequence among the posttransi-
tion elements hep (Tl)-+ fee (Pb)-+ As-type (Bi)-+ simple cubic (Po). Finally, the 
bee structures for K-Cs, rather than hep, are attributed to the presence of d-
bands just above the Fermi level for these elements (see the DOS for K in 
Figure 12.8). 
For the transition metals, the rectangular d-band model discussed in Section 
12.2 accounts for trends in cohesive energies but does not differentiate among 
structures because the actual DOS curves display structure arising from the crys-
tal structures themselves (see DOS curves for Cr and TiFe in Figure 12.12) [ll]. 
Therefore, a tight-binding model applying second moment scaling reproduces 
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the variation in structure hep--> bee --> hep --> fee across the 4d and Sd series, due 
in large part to the significant relative strength of d-d it-interactions as seen in 
the relationship among canonical d-d intersite integrals, /)0 : fl": {36 = 6: 4 : 1 [l]. 
When d-d it-overlap is ignored, the observed structural trend is not reproduced. 
That the transition metals adopt densely packed structures that contain numer-
ous three-membered rings stems from the low occupancy of their s- and p-
valence bands, with the d-band occupation influencing the finer structural 
details as well as contributing substantially to the cohesive energies. Structural 
differences within the 3d series arise from effects of spontaneous magnetism, 
which will be discussed shortly. 
For all solids, bonding character and strengths depend on the relative energies 
and occupations of the valence orbitals created by the chemical structure. To 
summarize several salient points, the monosulfides of the fourth period elements 
"MS" provide a useful sequence that encompasses many effects of energy band 
filling and bonding characteristics. The features of these structures are summa-
rized in Table 12.6. All of the fourth period elements except Br are more electro-
positive than S, so S becomes anionic in these examples. There are interesting 
trends in volumes, which suggest gradual filling of bonding, then antibonding 
orbitals, as well as variations in the occurrence of S-S and metal-metal bond-
ing. For the monosulfides with the sp-elements, including Cu and Zn because 
their 3d AOs are formally filled, 7e- "KS" and CuS have S-S dimers, 8e- CaS 
and ZnS are rocksalt-type or tetrahedral, 9e- GaS has 2d character with Ga-Ga 
bonds, lOe- GeS is a distorted rocksalt-type, and then "AsS," "SeS," and "BrS" 
are molecular solids. Thus, when there are fewer than 8 valence electrons per 
"MS" formula unit, S-S bonds form, as rationalized by the octet rule, and when 
there are more than 8 valence electrons, M-M bonds form, unless the configu-
ration of the metal is formally closed shell, as for Ge2+ , which is [Ar](4s)2• 
Among the transition metal monosulfides, many show some degree of metal-
-metal bonding involving the valence 3d electrons except MnS, which is high-
spin d5 octahedral - its large volume indicates occupation of the eg antibonding 
orbitals. In 9e - ScS, there are vacancies associated with both the Sc and S sites 
and a broad homogeneity width, resulting in part from occupying Sc-S it-anti-
bonding orbitals in stoichiometric, rocksalt-type ScS (116). 
The examples discussed above exhibit structures in which cr-antibonding orbi-
tals remain unoccupied. If a chemical structure would contain a sufficient num-
ber of valence electrons to occupy cr-antibonding orbitals, then Nature's typical 
"response" includes either (a) creating structural vacancies, which eliminate cer-
tain local orbital interactions, both bonding and antibonding, or (b) enacting 
structural distortion by bond stretching or bond angle bending to reduce certain 
interatomic overlaps and lower the energies of antibonding orbitals. An example 
of creating vacancies is cubic NbO, which can be viewed as a defect-NaCl struc-
ture with Nb and 0 vacancies ordered along the body diagonals of the unit 
cell (117). The DOS and COOP curves for Nb-0 and Nb-Nb contacts in NbO 
reveal [117]the following: (a) only Nb-0 bonding and nonbonding orbitals are 
filled; (b) crystal orbitals below the Fermi level show strong Nb-Nb bonding; 
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Table 12.6 Ground-state structural features of the fourth period monosulfides from K to Br. 
Compound Pearson Voloume/ Distances (A) Coordination 
symbol formula 
unit (A 3 ) 
KS (K2S2) hPl2 60.77 S- S: 2.11, 2. 13 S@K6 (dist. octahedron; 
K- S: 3.14-3.29 C3, C3v) 
l<@S6 (dist. tr.prism; C2v) 
CaS cFB 46.16 Ca-S: 2.85 S@Ca6 (octahedron; O,,) 
Ca@S6 (octahedron; O,,) 
ScS cFB 34.95 Sc-S: 2.60 S@Sc6 (octahedron; Oi,) 
Sc@S6 (octahedron; O,,) 
(vacancies at Sc and S sites) 
TiS hP4 29.92 Ti-S: 2.48 S@Ti6 (tr. prism; D3i,) 
Ti-Ti: 3.21, 3.28 Ti@S6 (octahedron; D3d) 
VS oP8 28.11 V-S: 2.39- 2.52 S@V6 (dist. tr. prism; C,) 
V- V: 2.95, 3.31 V@S6 (dist. octahedron; CJ 
CrS mS8 33.74 Cr-S: 2.43, 2.88 S@Cr6 (dist. tr. prism; C2) 
Cr-Cr: 3.04 Cr@S6 (dist. octahedron; C;) 
MnS cFB 35.97 Mn-S: 2.62 S@Mn6 (octahedron; Oi,) 
Mn@S6 (octahedron; O,,) 
FeS hP24 30.19 Fe-S: 2.36-2.72 S@Fe6 (dist. tr. prism; 
Fe-Fe: 2.93- 2.99 C,. C3, D3) 
Fe@S6 (dist. octahedron; C1) 
CoS hP4 25.77 Co-S: 2.35 S@Co6 (tr. prism; D3h ) 
Co-Co: 2.60, 3.38 Co@S6 (octahedron; D3d) 
NiS hR6 28.01 Ni-S: 2.26-2.38 S@Ni5 (dist. sq. prism; C,) 
Ni-Ni: 2.53, 3.15 Ni@S5 (dist. sq. prism; C.) 
CuS hP12 33.91 S-S: 2.00 S@Cu3 (trig. pyr.; C3v) 
Cu-S: 2.18 S@Cu5 (trig. bipyr.; D3h) 
Cu-S: 2.32, 2.33 Cu@S4 (dist. tetrahedron; Civl 
Cu@S3 (trig. pl. ; D3") 
ZnS cFB 39.39 Zn-S: 2.34 S@Z"4 (tetrahedron; Td) 
Zn@S4 (tetrahedron; Td) 
Gas hPB 43.20 Ga-S: 2.33 S@Ga3 (trig. pyr.; C3v) 
Ga-Ga: 2.45 Ga@S3 (t rig. pyr.; C3v) 
GeS oPS 41.07 Ge-S: 2.44- 2.45; S@Ge6 (dist. octahedron; C,) 
3.28 Ge@S6 (dist. octahedron; C,) 
Ge-Ge: 3.33 
Ass (As.s.) mP32 49.98 As-S: 2.24 S@As2 (bent; C1) 
As-As: 2.57 As@S2 (bent; C,) 
SeS (Se4S4) mP32 56.77 Se/S- Se/S: X8 puckered rings 
2.18-2.28 
BrS (S2Br2 ) 0516 60.04 S-Br: 2.24 S2 Br2 nonlinear molecules 
S- S: 1.95 
The Pearson symbol [ 11] is a structural designator that summarizes the lattice symmetry and number 
of atoms per unit cell. Other relevant information includes volume per formula unit, shortest 
interatomic distances, and local coordination at each element. 
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and (iii) the Fermi level does not fall at a pseudogap, but is controlled by opti-
mizing Nb-0 bonding. The corresponding DOS and COOP curves for a hypo-
thetical NaCl-type "NbO" indicate that Nb-0 antibonding states would be 
occupied and, compared to actual NbO, Nb-Nb interactions are significantly 
weaker, although the 0 2p band is slightly lower in energy with respect to the 
Nb 4d bands from having six neighboring Nb atoms in NaCl-type "NbO" rather 
than four Nb neighbors in the actual structure (117] . Thus, although vacancies 
lower the stabilizing Madelung potential at each 0 site, they contribute to 
strengthening Nb-0 and Nb-Nb bonding. An example of structural distortion 
involves the metal trifluorides TF3 [ll8], which are related to Re03, whose elec-
tronic structure is illustrated in Figure 12.11. Re03 and TF3 are 3d networks of 
vertex-sharing Re0612 or TF612 octahedra; the 0 atoms in Re03 are linearly 
coordinated by Re, whereas the F atoms in TF3 show various T-F-T bond 
angles, depending on cl-electron count. The results of electronic structure calcu-
lations indicate that bent T-F-T bond angles are preferred for configurations 
beyond d2 to alleviate T-F n-antibonding interactions. Re03 is a d1 oxide, and 
as the Re--0 COHP curve in Figure 12.ll shows, the states just below the Fermi 
level are essentially Re--0 nonbonding. d2 -"NbF3," which is most likely an oxy-
fluoride NbOxF3_x, is linear at "F," but d3-MoF3 , d5-RuF3 , and d6 -RhF3 show 
decreasing T-F-T angles as the occupation of T-F n-antibonding increases. 
Further theoretical investigations suggest that the bond bending can be 
explained via a solid-state analog of a second-order Jahn-Teller distortion [ll8]. 
12.5.2 
Metals versus Nonmetals 
Metals are clearly distinguished from nonmetals by their electronic structures at 
the Fermi levels. In semiconductors or insulators, there is a bandgap largely rela-
tive to kT that separates the occupied valence band from the unoccupied con-
duction band, whereas in metals, the lowest unoccupied states fall well within 
kT of the occupied states. By applying an electric field, the degeneracy of elec-
tronic states lflk and lfl-k is broken. If there is no energy gap at the Fermi level, 
then the occupation of states with +k and -k differs and a current develops. If 
the energy gap is sufficiently large, then there will be no net current. The exis-
tence of a bandgap in the electronic DOS curve for a solid can arise from various 
factors, including polar-covalent bonding or charge transfer induced by electro-
negativity differences. We have already pointed out the hybridization gap in ele-
mental, tetrahedral semiconductors Si, Ge, and Sn, which arises via s-p mixing 
to optimize covalent bonding. The bandgap can be further adjusted in binary 
solids via differences in electronegativity. Another isoelectronic series, the NaCI-
type CaO, ScN, and TiC, also demonstrate the effects of relative AO energies on 
the DOS curves [ll9] . In this series, anion electronegativities increase from C to 
N to 0, whereas the effective nuclear charges increase among the cations from 
Ca to Sc to Ti. In their corresponding electronic DOS curves, (a) the centers 
between the anion 2p band and the metal 3d band steadily decrease along the 
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series CaO-ScN-TiC; (b) the dispersion (bandwidth) of the anion 2p bands 
increases, an effect that can be attributed to stronger cation-anion orbital inter-
actions from CaO to ScN to TiC; and (c) the contribution to the anion 2p band 
from the cation AOs steadily increases from CaO to ScN to TiC. The result is 
that CaO shows a clear energy gap between occupied and unoccupied levels 
(experimentally, ~7 eV); ScN shows a smaller energy gap, appropriate for a semi-
conductor {experimentally, ~2 eV); and TiC has a pseudogap, indicative of semi-
metallic character. 
Solid-state compounds provide other mechanisms to create or eliminate 
bandgaps in DOS curves and that are related to chemical bonding features. 
These mechanisms are especially noteworthy in ld systems: the Peierls distor-
tion [l,36) and charge density waves [1), both involving creation of an energy 
gap in a partially occupied band. A classic example of a ld system showing a 
Peierls distortion is polyacetylene [CH) 00 which is a planar, zigzag chain of CH 
units. Each C atom shows sp2 hybridization to provide the cr-bonding backbone; 
the remaining 2pz orbital forms a half-filled it-band because each C 2pz AO con-
tributes 1 valence electron. For a chain of equidistant C-C bonds, metallic 
behavior is expected because there is no energy gap at the Fermi level, as 
depicted in Figure 12.19a. This outcome can also be expressed via two resonance 
Lewis structures for the polymer chain. However, polyacetylene is a semi-
conductor implying a bandgap at the Fermi level. Indeed, an energy gap will 
open in the it-band at the half-filled point when C-C bond length alternation 
occurs along the polymer chain. A simple tight-binding model for the it-band of 
polyacetylene yields the following energy values: 
(12.52) 
where /31 and /32 represent the two intersite C-C it-integrals. The Fermi level is 
E(kF) = E(it!a) = E2p - l/31 -/321 and Egap = 21/31 -/321· If /31 = /32, that is, all C-C 
distances are equal, Egap = 0. As soon as bond length alternation occurs, a 
bandgap opens, with the greatest changes to the energy bands occurring closest 
to the Fermi level. Therefore, the driving force for distortion of polyacetylene is 
closely related to the position of the Fermi level, which is controlled by the num-
ber of valence electrons. When polyacetylene is doped with an electron acceptor 
like bromine, the polymer chain becomes oxidized and metallic because some 
electrons are removed from the it-band, thereby eliminating the driving force for 
bond alternation and opening an energy gap at the Fermi level. Peierls distor-
tions are not limited to metallic systems with half-filled energy bands, but any 
partially filled band for a ld structure will be susceptible toward a distortion that 
opens a bandgap by adjusting the translational periodicity of the chain. Never-
theless, the largest driving force occurs for half-filled band cases. 
Another way of opening energy gaps in DOS curves is by creating periodic 
variations in electron density at atomic sites rather than at bond sites. These are 
called charge density waves, which can be either static, as for a structural distor-
tion, or dynamic, which is moving along a chain but elicits no static structural 
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Figure 12.19 (a} Peierls distortion in the rr-band of polyacetylene. (b} Charge density wave in 
the polycationic [Pt(NH3}4 BrJ2+ chain. 
effects. An example of a charge density wave in ld occurs for the polycation of 
Wolfram's red salt [Pt(NH3) 4Br] 2+, which contains square-planar [Pt(NH3) 4 ] 3+ 
units alternating with Br- ions [l]. A qualitative description of the band struc-
ture for an undistorted [Pt(NH3) 4 Br] 2+ chain focuses just on the half-filled Pt :? 
band, which gets its dispersion by being :?-s antibonding at the bottom, at k = 0, 
and z2-pz antibonding at the top, at k=n/a. For the half-filled band, Pt-Br bond 
alternation will not affect the band structure because all Pt atoms remain equiv-
alent upon this distortion mode. However, the distortion that opens an energy 
gap leads to the formulation [Pt(NH3) 4Br2] 2+·[Pt(NH3) 4] 2+, so that there are two 
inequivalent Pt sites by formally doubling the periodicity along the chain (see 
Figure 12.19b) . At one Pt, two neighboring Br- ligands move closer, leading 
toward Pt4+, d6 pseudo-octahedral coordination; at the other Pt, the two Br-
ligands shift away, leading toward Pt2+, d8 pseudosquare planar coordination. 
Chemically, this is an example of disproportionation of Pt3+ into Pt4+ (d6) and 
Pt2+ (d8), creating a static charge density wave of alternating Pt4+ and Pt2+ sites 
along the chain and effecting a transition from metallic to semiconducting 
behavior. The :? orbital at the Pt site that has the shorter Pt-Br distances, the 
"Pt4+" site, goes up in energy as the Pt-Br cr-antibonding interaction increases. 
The :? orbital at the Pt site that has the longer Pt-Br distances, the "Pt2+" site, 
goes down in energy as the Pt-Br cr-antibonding interaction decreases. 
Thus, the construction of energy bands for solids distinguishes metals from 
nonmetals by relying on partially filled, quasicontinuous bands. However, some 
systems benefit energetically by keeping electrons localized so as to minimize 
electron-electron repulsions. This approach was examined by Hubbard [12], 
who introduced an energy penalty U for occupying a localized orbital with two 
electrons, and applied this concept to a chain of H atoms, each with 1 AO and 1 
valence electron leading to a half-filled energy band of bandwidth W = 4(3 ((J = 
intersite integral) [l,35]. In the "metallic state," the energy band is occupied by 
an equal number of spin-up and spin-down electrons, so that the total energy 
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Emetal is the sum of the band energy and the resulting energy penalty of having 
on average 1/2 spin-up and 1/2 spin-down electron per H atom. Therefore, 
Ernetal = -(W/JT) + (U/4). In the "localized state," with one spin-up electron 
assigned to each H atom, the band energy is 0 because all crystal orbitals are 
half-occupied and the energy penalty is also 0 because no local orbital is 
fully occupied. Therefore, E1ocal = 0. The localized state will be preferred when 
W < (Jr/4)U [120]. So, a half-filled band system with W ~ U is susceptible to a 
metal-insulator transition induced by electron-electron repulsion, called a 
Mott-Hubbard transition. An example is NiO(s) , which is a transparent green, 
insulating solid. According to tight-binding theory, NiO contains Ni2+ (3d8) ions 
with a local electronic configuration (t2g)6 (eg)2 • The partially filled eg band would 
suggest metallic behavior for NiO. However, the Ni2+ ions have contracted 3d 
orbitals, so that the eg bandwidth is small compared with the on-site electron 
repulsion term U, and NiO behaves as an antiferromagnetic insulator. 
12.5.3 
Magnetism 
For the transition metals, the valence cl-electrons contribute to cohesion, struc-
ture, conductivity and, for certain 3d metals, cooperative magnetization (11 ,15] . 
At 300 K, Fe, Co, and Ni are ferromagnetic, whereas Cr and Mn show antiferro-
magnetic faetures. Most transition metals are Pauli paramagnetic, except for the 
coinage metals Cu, Ag, and Au, which are diamagnetic. In a typical metal, the 
net numbers of spin-up (Nr) and spin-down (N!) electrons are equal, Nt =N,. 
When the metal is placed in a magnetic field, the degeneracy of the spin-up and 
spin-down states is broken, with the spin-up states moving to lower energies and 
the spin-down states moving to higher energies. Since the Fermi level remains 
essentially fixed, because it is determined by the total number of valence elec-
trons N = N; + N,, a net magnetic moment is created that is proportional to the 
DOS at EF, that is, m = Nr - N! ~ µ8 n(EF). 
As shown in Table 12.3 and discussed earlier in this section, structures of the 
4d and 5d metals correlate strikingly with d-band filling. Along the 3d series, 
however, the same trend does not hold entirely: Sc to Cr follow the sequence 
from hep to bee, as well as fee Ni and Cu; but Mn adopts an exceedingly com-
plex structure, Fe is bee, and Co is hep. Determination of the net magnetic 
moment per atom for the ferromagnetic metals also does not correspond to an 
integer number of electrons; they are 2.20µ6 for Fe, 1.72µ 8 for Co, and 0.62µ 8 for 
Ni. However, the structures of the ferromagnetic metals Fe, Co, and Ni follow 
the same sequence as the 4d and 5d metals from Groups 5 to 10, that is, bcc-
hcp-fcc. A chemical rationale for these characteristics of the ferromagnetic 3d 
metals emerges by considering the electronic structure of the "nonmagnetic" 
metals, that is, when the spin-up and spin-down states are degenerate (15,114]. 
For the case of nonmagnetic bee-Fe, the Fermi level falls on a peak in the DOS 
curve and these states are Fe-Fe antibonding according to a COHP analysis. If 
the degeneracy between spin orbitals is removed, by applying LSDA, for 
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example, then upon achieving self-consistency, the spin-up states are lowered 
compared to the spin-down states. Now, the Fermi level occurs nearly at the top 
of the spin-up 3d bands, so they are nearly filled, but in the midst of a deep 
pseudogap of the spin-down 3d bands. The magnetic moment is evaluated to be 
2.18µs, which agrees very well with experiment. The COHP analysis shows that 
the Fe-Fe orbital interactions within the spin-down orbitals are nearly opti-
mized. Thus, there are two important signatures of possible ferromagnetic 
behavior in metals arising from the nonmagnetic DOS: (a) a large DOS value at 
the Fermi level; and (b) the orbital interactions at the Fermi level are antibond-
ing, in particular, those involving the magnetically active metals [15,121 ]. 
12.5.4 
High-Pressure Effects 
Studying solids under applied pressure provides salient insights about chemi-
cal bonding as revealed by possible structural changes and trends in electrical 
conductivity. On compression, nearest-neighbor distances usually decrease, 
which can lead to changes in coordination numbers. The contributions to 
the free energy have different volume dependencies: the electronic kinetic 
energy varies as V-213; coulombic forces vary as V-113; and the pV term can 
exceed many chemical bond energies at sufficiently high pressures. At lower 
applied pressures, the greatest effects occur for the energy bands derived 
from the valence AOs, bands that broaden as the intersite integrals increase 
upon decreasing interatomic separations. As a result, materials should gener-
ally become metallic under increased pressure. Although many solids do 
behave accordingly, there are some unexpected outcomes, both regarding 
structure and conductivity. Moreover, when the applied pressures become 
especially high, that is, in the gigapascal range, compound formation can be 
induced between elements that normally do not bond under ambient condi-
tions, nonclassical compositions become energetically accessible, and unusual 
atomic and electronic structures can emerge from significant core-valence 
and core-core interactions. 
The divalent hep metals Mg and Zn remain metallic under pressure, but show 
different structural effects (122] . The c!a ratio of the unit cell lengths for Mg 
remains nearly ideally close-packed (1.624-1.673) for pressures up to ~300kbar; 
the corresponding value for Zn is extended at ambient conditions (1.856), and 
steadily decreases to the ideal value of 1.63 at ~250 kbar. According to the 
results of first-principles calculations (122], the observed behavior arises from 
the extent of valence s-p orbital mixing, which exchanges s-s antibonding for 
p-p bonding states below the Fermi level, as well as from the opposing contribu-
tions to the total energy from occupying the energy bands and the electrostatic 
energy involving the atom cores with the screened electron density, which pre-
fer, respectively, nonideal and ideal c/a ratios in these hep structures. For Mg, 
the electrostatic energy overrides the band energy, and the extent of 3s-3p mix-
ing is moderate such that small hybridization gaps occur in the band structure at 
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Brillouin zone boundaries, creating small deviations from free-electron behavior 
in the DOS curve at the Fermi level. In Zn, the band energy exerts stronger 
influence than the electrostatic term because the filled 3d subshell, which lies 
about 8 eV below the Fermi level, increases the effective nuclear charge primarily 
for 4s and partly for 4p electrons, so that these AOs have enhanced intersite 
integrals. The hybridization gaps are also larger in Zn than in Mg, so that the 
DOS of Zn shows a distinct pseudogap quite near the Fermi level. On compres-
sion, the occupied 3d states prevent extensive broadening of the 4d bands and 
the electrostatic energy term steadily dominates so that the c/a ratio of Zn 
becomes ideally close-packed. 
Ca, on the other hand, exhibits nontrivial behavior under pressure [123] . Close 
to 4 GPa, fee Ca undergoes a metal- nonmetal transition, and then changes to 
bee at 19 G Pa and becomes metallic again. At 32 GPa, it transforms to (dis-
torted) simple cubic that exhibits superconductivity above 50 GPa. During this 
compression, the atomic volume of Ca shrinks by a factor of 2.4, which induces 
significant changes in its electronic structure. At even higher pressures, its struc-
tural complexity increases. The low-lying 3d AOs of Ca lead to pronounced s-
p-d mixing, stabilizing the fee structure over hep observed for Mg. Upon com-
pression, these 3d AOs become increasingly populated. Furthermore, the inter-
atomic core-valence overlap increases, an effect that can expel valence electrons 
into the interstitial (empty space) regions of a structure, leading to strong, non-
nuclear charge maxima and increased electron localization. First-principles cal-
culations reveal a DOS curve with much structure, not at all resembling a 
parabolic, free-electron-like relation, and a 0.1 eV bandgap occurring at 18 GPa. 
An evaluation of ELF in fee Ca shows maxima in the octahedral voids arising 
from multicenter bonding. These maxima become more pronounced on increas-
ing pressures due to interatomic core-valence repulsions as the volume shrinks 
significantly. In the energy band structure, the bandgap opens via avoided band 
crossings involving s-p-d mixing [124). 
The complex and non-close-packed structures exhibited by Ca above 32 GPa 
mimic behavior also observed for many other simple metals like Li, Rb, Cs, Sr, 
and Ba, which adopt close-packed crystal structures at low and high pressures, 
but complex networks at intermediate pressures [125]. In some cases, the partic-
ipation of valence d AOs to bonding rationalizes this behavior. From the per-
spective of the nearly free-electron model, imperfect screening of the atom cores 
as the atoms approach more closely and Fermi surface-Brillouin zone interac-
tions may also contribute, especially for Li, which has no low-lying valence d 
AOs. The complex structural candidates for these intermediate pressure phases 
will have strong diffraction peaks clustered around a narrow range of wavevec-
tors close to 2kF· 
In addition to unusual structures, highly compressed materials may achieve 
unprecedented compositions or show compound formation that are inaccessible 
under ambient conditions because the p V term in the free energy can exceed 
the energies of chemical bonds at sufficiently high pressures. For example, the 
enhanced involvement of 3d states in K under pressure may enable it to combine 
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with Fe [126]. A recent computational study of the Li-Be system [127], which 
are immiscible under normal conditions, revealed stability ranges for "Li3 Be" 
{~100-120GPa), "LiBe" {~50-lOOGPa), "LiBe2 " (> ~20GPa), and "LiBe4" 
(> ~60 GPa) . None of the predicted structures is dose-packed, but all show 
aspects of a Hume-Rothery stabilization mechanism via Fermi surface-Brillouin 
zone interactions in their electronic structures. Also, somewhat peculiarly, the 
bottom of the valence DOS curve of "LiBe" at 82 GPa displays a step-like singu-
larity that remains constant for ~4eV until distinct features emerge. The Fermi 
level ultimately lies in a clearly broad pseudogap. The interpretation of the step-
like feature in the DOS is as two-dimensional electron gas states associated with 
layers of Be atoms. This effect is attributed to larger size of the Li core over the 
Be core, such that as volume decreases, the Li cores begin to overlap, while the 
Be cores do not, and expel valence electrons into the vicinity of Be atoms where 
they form quasi-2d free-electron-like states. A high-pressure examination from 
10 to 80 GPa of the "ionic" NaCl system also revealed unprecedented com-
pounds [128] . NaCl transforms into the CsCl-type structure at 30 GPa with met-
allization expected at pressures at least 300 GPa, but will not spontaneously 
decompose to other compositions in the pressure range studied. Therefore, by 
varying composition and temperature, cubic and orthorhombic NaC13 and 
tetragonal Na3Cl were obtained. At 20-48 GPa, NaC13 is semiconducting, ortho-
rhombic builtup of Na+ and C'3- linear trimers, as seen in 13 - , in which the 
bonding may be described as a three-center, four-electron bond. At 48 GPa, 
NaC13 transforms into a metallic, cubic structure with linear chains of Cl atoms. 
The transition from the metallic Cl atom chains, which are formally [Cl- 113] 00 , to 
C'3- units resembles a Peierls distortion for the 2/3-filled band in this case (128]. 
On the other hand, Na3Cl is a layered superstructure of the CsCl-type structure, 
which can be formulated as insulating [NaCl] and metallic [Na2] layers alternat-
ing along the c-axis. 
Finally, at pressures exceeding 110 GPa hydrogen sulfide H2S transforms 
into a metallic phase that becomes superconducting with a Tc of 203 K [129] . 
The likely superconducting phase involves a bee lattice of S atoms but there 
are two differing interpretations [130]: (i) decomposition of H2S into bee 
"H3S" and sulfur, but the amount of sulfur in the samples varies and is usually 
much less than expected; and (ii) dissociation of H2S into H3S+ +SH- , which 
together form a cubic perovskite-like structure based on the 3d network of 
vertex-sharing [SH612]+ octahedral with (SH)- units filling the voids with ran-
dom orientations. OFT-based electronic structure calculations prefer the sec-
ond choice [130]. The electronic band structure of [SH3]+(SH)- contains 
features that resemble the band structure for superconducting MgB2 (131] . 
Furthermore, the occupied S 3p states from the [SH3i+ substructure lie below 
the S 3p states from the disordered (SH)- groups, which contribute substan-
tially to states near the Fermi level of this phase. In effect, a description of the 
bee-type [SH3)+(SH)- from its electronic structure is consistent with its formal 
charges. Nevertheless, further experimental and theoretical work on this 




The solid state allows examination of all chemical bonding modes. A van Arkel-
Ketelaar diagram shows that continuous variation among the three common 
bonding types, namely, covalent, metallic, and ionic, is possible. An orbital 
approach provides a unifying strategy to interpret the electronic structure of var-
ious types of solids, but the continual development of quantum chemical codes, 
especially via density functional theory, is providing increased accuracy and the 
ability to examine solids under extreme conditions of pressure. However, orbital 
methods do not provide clear real space characterization of chemical bonding, 
but through the development of important tools like QT AIM analysis of electron 
densities, delocalization index-based interatomic electron sharing, and ELF/ELI-
D analysis of electron localizability provide direct access to atomic volumes, 
effective atomic charges, and assessments of oxidation states, effective bond 
orders and multicenter bonding, and evaluations of the effects of bond pairs and 
lone pairs. As proven for molecular systems, density matrix-based methods are 
well suited to be applied to correlated descriptions of solids as well, that is, den-
sity matrix-based or post-Hartree-Fock wavefunction-based methods, a perspec-
tive for solids that has already started (132]. Valence electron counting rules, 
which are useful for the experimentalists, still provide useful rationale for com-
pound formation, their structures, and properties. However, the role of compu-
tations will continue to increase, and fundamental questions, like at which size 
does a nanoscale particle show chemical and physical properties that resemble 
those of the solid (133], are on the horizon for enriching our understanding of 
the chemical bond. 
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