Abstract. 2014 The landscape of the binary perceptron is studied by Simulated Annealing, exhaustive search and performing random walks on the landscape. We find that the number of local minima increases exponentially with the number of bonds, becoming deeper in the vicinity of a global minimum, but more and more shallow as we move away from it. The random walker detects a simple dependence on the size of the mapping, the architecture introducing a nontrivial dependence on the number of steps.
The single-layer perceptron has been object of intense theoretical research since Gardner's seminal paper [1] . The tools for this area of research have been developed in the analysis of the infinité range spin-glasses [2] . Remarkable outcomes of these studies were the rederivation of the maximal storage capacity of the network for the random input/output mapping [1] ] and the calculation of the distribution of relaxation times for the optimal stability perceptron learning algorithm of Krauth and Mezard [3] . Most of the results derived in the 1960's [4, 5] and also recently [1, 3, [6] [7] [8] [9] concerned perceptrons with real weights, though Gardner's approach can easily be extended to the case where the weights are constrained to take on only a limited number of values. Clearly, knowing how the discretisation of the weights affects the performance of the perceptron is important from the technological viewpoint because some sort of discretisation is always made when implementing the network in hardware. There is also a biological motivation for considering discrete weights, since the fine tuning of the synaptic efficacies is not a plausible assumption for highly robust systems as biological brains.
In this paper we consider an extreme case of discretisation where the weights are constrained to take the values ± 1 and we refer to this model as the binary perceptron [6, 10] . [4] .
Lacking a specific algorithm for the binary perceptron we need to resort to heuristic methods to find the solutions of a given mapping [13] . The process of finding these solutions can be viewed as a search in the weight space for the global minima of the energy function which represents the number of misassociated patterns (0 , E , p ) and ©(x) = 1 for x ± 0 and 0 otherwise. Moreover In figure 3 we show the number of steps the greedy algorithm takes to reach a minimum as a function of a. This quantity scales nicely with N 1/2 (we have tested this scaling for N = 15 up to 1 001), increases linearly for small a and seems to saturate for large a. This behavior might be a consequence of a decreasing in the number of minima as a increases, since it is clear that as the minima become rarer more time will be needed to find them. To check it we present in figure 4 the ratio between the number of minima and the total number of vectors against a for N = 7, 9 and 15. The minima were obtained by exhaustive search. For [12] though the problem considered there was the random input/output mapping. One of the key points to the calculation of ac for the binary perceptron was to realize that the solutions do not become arbitrarily close to each other as a -a c. In table V we show the dependence on a for N = 120 of the mean and the width of the distribution of dH. The solutions become closer to each other as a increases and the width decreases very slowly with a. As observed in the beginning of this section the sharp reduction in the number of solutions prevents us of further increasing a and then verifying whether dH goes to zero or not when p approaches pmax In this section we study random walks on the energy landscape of the binary perceptron. The quantity we focus on is the average variation of energy after s random steps. Each step consists of flipping one randomly chosen bond. Clearly on one hand, in a very correlated landscape a random walker would need many steps to reach a position, i.e. a vector J, whose energy differs significantly from the initial one. On the other hand, in a very uncorrelated landscape our random walker would need only a few steps to reach such a position. Thus studying the variation of energy in a random walk we expect to obtain information about the landscape's correlation.
The walker starts from a random initial position, i.e. from a vector J whose components ± 1 are chosen randomly with equal probability. We first calculate the probability distribution for an energy change DE due to flipping m bonds of J and then express it in terms of the number of steps s taken by the random walker.
We will be mainly interested in the first two moments of P /1E. In the following we only present and discuss the results, giving the details of the calculations in the appendix. We have found Clearly the first moment is zero since a bond flip can increase or decrease the energy of a random configuration with equal probability. Pm in the equation for the second moment is given by for m « N and odd N &#x3E; 1. From this equation one can see that Pm = P m + 1 for odd m. In the limit m = f3 N we can write P m -+ P ( B ) where Before comparing thèse results with our simulations m has to be related to the number of steps taken in our random walk. We thus ask for the probability Ps, m of obtaining m flipped bonds in s random steps. This is a well known problem proposed by Ehrenfest The aim of this study is to understand general features of the binary perceptron landscape, which would eventually guide our intuition in the construction of algorithms searching for global minima. Our results are restricted to mapping problems which have at least one solution [10] . The general problem of finding the global minima of the binary perceptron energy is NP-complete [ 17] since it is equivalent to integer programming although a typical problem may be tractable [18] . Next we summarize our main results. We find that the number of local minima increases exponentially with N, but far from a global minimum they become ever shallower as they proliferate. In the vicinity of a global minimum the average energy of the local minima tends to decrease, indicating the existence of a « Massif Central » a la Kauffmann [15] . For A change in energy occurs, whenever some of the fields change sign. Suppose this happens for n fields, out of which n+ change from plus to minus, whereas n-do the opposite, so that n = n + + n -and AE = n -2 n -. The probability for the occurrence of this energy change is with the notation Ck = n! /k! (n -k )! and n_ = (n -AE)/2. 
