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Exploring the solar system by sending spacecraft to different bodies and planets has sig-
nificant scientific value. Two different means of enabling demanding missions to targets
throughout the solar system are the application of gravity-assist manoeuvres and the usage
of electrical low-thrust propulsion systems. Determining optimal trajectories for these kind
of missions is a challenging task.
A new method of determining low-thrust gravity-assist sequences, while incorporating the
gravity-assist partner into the optimisation process, was proposed by Maiwald [1]. The
developed search method is simple to use and shows promising results. The quality of the
solution can be improved however. To accomplish this, two constraints are proposed, which
are designed to reduce the size of the search space.
The first constraint is meant to maximise the energy which is transferred to the spacecraft
by conducting a gravity assist. The second constraint limits the possible next gravity-assist
partner in an user specified range.
Within the present thesis, the implementation and evaluation of these constraints is realised.
At first, the constraints are deployed into the method and a series of simulations, using an
example mission from Earth to Jupiter, is conducted. The results are evaluated and dis-
cussed afterwards.
The evaluation of the tests revealed that the constraints have beneficial influences on the
convergence properties of the solutions. The quality of the resulting low-thrust gravity-
assist trajectories could be improved by utilisation of the implemented constraints.
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11 Introduction
Exploring the solar system by sending spacecraft to different objects, like planets, moons or
asteroids, is an important part of the basic research about the formation and the characteris-
tics of the solar system and by that, the world we are living in. Ambitious and demanding
missions to distant objects like Cassini-Huygens, Voyager 1 & 2, New Horizons, Hayabusa 1 &
2 and Rosetta are rare, due to the tremendous amount of labour and thus money necessary,
but significant in their scientific value. [2]
Planing and executing these type of missions takes long periods of time and hence re-
quires the stability and experience of publicly founded governmental space programs (e.g.
NASA, ESA, JAXA). The ESA mission Rosetta, for example, reached its target, the comet
67P/Churyumov-Gerasimenko, in 2014 after a flight time of around 10 years. Developing
the mission took even longer – the first ideas to conduct a Rosetta-like mission date back to
the mid 1980s. This sums up to a total timespan of around 30 years from the beginning of
planing to the end of service in 2016 when the probe landed on the comet. [3]
Besides the development and assembly of the actual spacecraft and the operational costs,
one major matter of expense is the cost of launching the payload into orbit [4]. These high
costs are one of the factors which steady the high entry barrier for launching new scientific
spacecraft. With the emergence of privately funded space programmes in recent years (the
so called NewSpace industry, e.g. SpaceX, BlueOrigin), the goal of this industry to decrease
the cost of space flight and the resulting competition imposed on the launch provider mar-
ket, this high entry barrier will most likely get smaller over the next years [5]. This might
be an important factor in increasing the amount of proposed exploration missions to other
bodies in the solar system. If less budget needs to be allocated for launching the spacecraft,
it might be possible that more research facilities and companies will develop and conduct a
greater amount of missions.
However, the accessibility of space flight is only one part of the costly and labour intensive
process of designing and flying spacecraft. Another part of the design process, which is
especially important for exploration missions to other places in solar system and which is
within the scope of this thesis, is the procedure of calculating and optimising the trajectory
to reach the desired body. The mission analysis requires a great amount of expertise and
experience of the researchers to enable the calculation of the most efficient trajectories [1].
In accordance to the possible simplification of the access to space, it is desirable to develop
methods which simplify the process of designing demanding flight trajectories.
An important variable in the design process of flight trajectories, especially those to other
solar system bodies, is the energy which is required to reach the target. This energy has to
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be provided by the spacecraft itself, which is normally placed into an orbit around Earth, or
an escape trajectory leading away from it, by the launch vehicle, i.e. the rocket. The energy
necessary to alter the orbit to the desired trajectory is depicted in form of the necessary
velocity change (∆v). Taking the ideal rocket equation, Eq. (1.1), into account – in which
∆v is the maximum change in velocity, ve the effective exhaust velocity of the engine, m0
the initial mass of the spacecraft including propellant mass and m f the dry mass of the
spacecraft – it can be seen that the possible change in velocity is highly dependent on the
amount of fuel stored on the spacecraft (m0 −m f ) and the engine’s exhaust velocity. [6]
∆v = ve · ln
(
m0
m f
)
[m/s] (1.1)
The propellant mass is strictly limited by the total mass budget of the spacecraft. It is not
possible to store an arbitrary amount of fuel on the probe to enable the execution of the
required orbital manoeuvres, because of the interdependencies between the different sub-
systems of the craft. Cutting back on e.g. the usable science payload mass in order to in-
crease the propellant mass is not preferable in most cases. Consequently, another means of
enabling high-energy missions is to use engines, which are as efficient as possible. [7]
In general, two different flight proven propulsion technologies exist – high-thrust, low-
efficiency chemical propulsion and low-thrust, high-efficiency electrical propulsion [8]. Both
systems have specific advantages and disadvantages, which affect the respective main area
of application. Chemical propulsion systems are primarily used as main drive in most satel-
lites and interplanetary spacecraft, whereas electrical propulsion systems are mainly used
in the attitude control system and as station keeping devices [9].
But electric propulsion systems are getting more important in recent years and missions like
Dawn and Hayabusa 1 & 2 utilised electric thrusters as the main drive to reach their interplan-
etary targets [2]. Due to the high efficiency of the electric engines the propellant mass could
be drastically decreased, offering an advantage over conventional chemical drive systems
[10].
The calculation of low-thrust trajectories, however, is a complex process because of the man-
ner these engines are applied. In consequence to the small thrust output, electrical thruster
are turned on for months or even years straight, altering the orbit of the spacecraft in a slow
and steady way. In contrast to the brief intervals in which high-thrust engines are turned
on to perform orbital manoeuvres, low-thrust engines are typically thrusting for a signifi-
cant fraction of the whole mission duration. This constant change in velocity entails that the
resulting trajectories normally have helical-like shapes. The task of determining the thrust
magnitude and direction for every point in time in order to obtain an optimal trajectory, in
terms of flight duration and fuel consumption, can become very difficult. The subject of
low-thrust engines and the calculation of the resulting trajectories will be further discussed
in Chapter 2.1. [11, 10]
Another very important means of improving mission performance, and by that facilitating
many high-energy missions in the first place, is the utilisation of gravity-assist manoeuvres.
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The basic concept is to perform a close fly-by at a planet (or moon) which shifts the direction
of the spacecraft’s velocity vector in the heliocentric reference frame. Throughout this shift
in direction, orbital energy of the planet is transferred to the spacecraft, which provides
additional energy for the alteration of the flight trajectory in the intended way. [12]
Gravity assists are commonly used in many high-energy missions like the already men-
tioned Rosetta mission, which performed four fly-bys (three at Earth and one at Mars) to
reach the highly elliptical orbit of the target comet [3]. The application of gravity-assist ma-
noeuvres enables a lot of different missions which would not be possible otherwise, mainly
due to the limitations of currently available launcher technologies and the resulting strict
boundaries of the payload mass, i.e. the mass of the spacecraft. More details on gravity-
assist manoeuvres are provided in Chapter 2.2.
Because of the positive effects gravity-assist manoeuvres and low-thrust propulsion tech-
nologies have on the overall mission performance, it is worthwhile to investigate and de-
velop methods which are capable of calculating optimal low-thrust trajectories while incor-
porating gravity assists [1].
1.1 A New Method for Low-Thrust Gravity-Assist Optimisation
Currently available methods which calculate low-thrust gravity-assist trajectories have one
flaw in common: the gravity-assist partners are not included as an optimisation variable.
This means that the trajectories between the gravity-assist partners are optimised, but the
sequence of partner planets has to be provided to the optimiser. The knowledge about ben-
eficial gravity-assist sequences for the respective mission profile has to be available a priori.
This restricts the search for feasible solutions to sequences which are already known or were
investigated beforehand. Furthermore, these methods rely heavily on the expertise and ex-
perience of the respective mission analyst. [1]
Low-thrust gravity-assist optimisation methods like the ones proposed by Crain, Bishop and
Fowler [13], Zhao, Shang, Cui and Huang [14] and McConaghy, Debban, Petropoulos and
Longuski [15] are based on this concept. To overcome this issue, the System Analysis Space
Segment department of the German Aerospace Center (DLR) in Bremen is conducting research
on a method which includes the gravity-assist partners into the optimisation procedure.
This new method was first published in a 2017 paper by Maiwald [1].
In this paper, it is explained how gravity-assist sequences are mapped out for conventional
impulsive missions by utilisation of Tisserand’s Criterion and how this method could be
transferred to low-thrust missions. The implications and restrictions which arise by attempt-
ing an application on low-thrust trajectories will be further discussed in Chapter 2.2.2. The
basic idea of the proposed method is to force the optimiser to evaluate trajectories with
specific gravity-assists partners and to benchmark the resulting trajectories to a no-gravity-
assist trajectory. Which planet will serve as gravity-assist partner at which position in the
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sequence is open to optimisation. This enables the optimiser to specifically use the gravity-
assist partner as a control variable.
The trajectories between the gravity-assist manoeuvres are modelled by utilisation of a
shape-based approach where the shape of the trajectory is described as an analytical func-
tion, Eq. (1.2) presented by Wall and Conway [16]. [1]
r(Θ) =
1
a + bΘ+ cΘ2 + dΘ3 + eΘ4 + fΘ5 + gΘ6
(1.2)
The variable r defines the radial and Θ the angular position of the spacecraft in a heliocen-
tric reference frame. The coefficients a− g are provided by the optimiser and describe the
shape of the trajectory. Using a shape-based trajectory model, at the expense of accuracy, the
calculation time can be reduced in comparison to trajectory propagation methods [17].
Currently, as the basic evaluation of this method is the first goal, a 2-dimensional model is
used to reduce the complexity and calculation efforts. For missions including bodies in the
solar system which posses relatively small inclinations, this simplification is acceptable. For
the actual optimisation of the trajectories (i.e. calculation of the coefficients a− g) a heuristic
approach utilising an evolutionary algorithm is used. An in-depth analysis of the whole
optimisation method is provided in Chapter 2.4. [1]
The method has been coded in C++ to be further analysed and to enable an evaluation
of the performance. The final program is called Gravity-assist Optimisation for Low-thrust
Trajectories (GOLT) and the first realised tests show promising results. Using a mission from
Earth to Jupiter as an example, the calculated trajectories result in a reduction of the required
∆v of up to 22 % for a 2-leg trajectory, which incorporates one gravity-assist manoeuvre, in
respect to the 1-leg trajectory, which functions as the benchmark.
However, the search method can be further improved in regard of the resulting trajectories’
quality, which is randomly fluctuating, and the reproducibility of results. This is why two
constraints are proposed which are designed to decrease the size of the search space. The
implementation and evaluation of these constraints is the foundation of this thesis. [1]
1.2 Work Objectives and Outline
The primary work objective is to implement the constraints (specified in Chapters 1.2.1 and
1.2.2). The second objective is to conduct a series of simulations to evaluate whether the
constraints entail any positive effects on the resulting trajectories. These simulations will
use a similar mission profile as used by Maiwald, to enable a comparability of the results.
Finally, it will be analysed and discussed if the search space could be decreased sufficiently
to enable a better convergence of the results to the (global) optimum.
Within Chapter 2 the theoretical background this thesis is based on is provided. Begin-
ning with current low-thrust engine technologies and the calculation of low-thrust trajec-
tories (Chapter 2.1). Afterwards, the functional principle of gravity-assist manoeuvres and
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the application of Tisserand’s Criterion on low-thrust missions are explained (Chapter 2.2).
Evolutionary algorithms are examined within Chapter 2.3, subsequently followed by the
examination of the search method (GOLT) within Chapter 2.4.
Within Chapter 3 the implementation of the constraints is demonstrated, followed by an
explanation about the method of data acquisition, i.e. the design approach of the simulation
series which are conducted to evaluate the usefulness of the constraints.
Within Chapter 4 the results of the testing phases are presented and discussed within Chap-
ter 5.
Finally, the implementation and application of the constraints is summarised within Chapter
6. The remaining open issues are outlined, an outlook to possible further investigations is
provided and the work done within this thesis is concluded.
1.2.1 First Constraint: ∆v Gain
The idea of the first constraint is to stick to gravity-assist manoeuvres of higher quality, i.e.
manoeuvres which yield the most energy. Because it is assumed, that by forcing the opti-
miser to utilise manoeuvres which gain a maximum amount of ∆v, the ∆v requirements of
the overall mission could be decreased. Maximising the outcome of one gravity assist might,
for instance, enable a reduction of the total number of necessary manoeuvres to reach the
target. Furthermore, it might be possible that more cost effective flight paths are produced
in terms of ∆v and flight time.
On the other hand, limiting the search space to high-energy yielding gravity assists could
complicate the determination of useful subsequent manoeuvres. Conducting one good grav-
ity assist might reduce the chance to find a beneficial next one. The spacecraft’s arrival at
the target planet at high velocities might also implicate the necessity of large deceleration
manoeuvres at the end of the mission. The implications of using the ∆v-gain constraint thus
need to be carefully analysed. [1]
The currently implemented method for determining the parameters of the gravity-assist
manoeuvre (i.e. the hyperbolic excess velocity v∞, the planet-centric turning angle δ and
the pericenter distance rper) is to randomly choose them. They are interlinked with the tra-
jectory leading to a gravity assist and can be arbitrarily altered by the optimiser. Eq. (1.3)
depicts how the ∆v gained by a gravity-assist manoeuvre is calculated. v∞ represents the
spacecraft’s hyperbolic excess velocity as it reaches the gravitational influence of the body,
rper the pericenter distance of the fly-by hyperbola and µpl the gravitational constant of the
respective planet [18].
∆v =
2v∞
1+ v2∞ · rperµpl
(1.3)
The three variables (δ, v∞ and rper) are not independent, as two of them are sufficient to
completely describe a gravity-assist manoeuvre. E.g. by knowing the values of v∞ and rper
the turning angle can be calculated (see Chapter 3.2.1 for more information). Because of this
interdependence the turning angle is neglected during the remarks within this chapter.
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The pericenter distance is constrained by the minimum possible distance (limited by the
radius of the body, the atmosphere or other barriers like the radiation belts of Jupiter) and
the sphere of gravitational influence of the respective body (rSOI , radius of the sphere of
influence). The hyperbolic excess velocity is defined to lie between 50 m/s and 10,000 m/s,
as this range of velocities is believed to be sufficient for most gravity-assist manoeuvres.
Figure 1.1 depicts the possible ∆v gain for a fly-by at Earth in respect to the pericenter dis-
tance and the hyperbolic excess velocity. The graph is a graphical representation of Eq. (1.3)
and shows which combinations of rp and v∞ provide which ∆v gain. The pericenter dis-
tance in this graph is specified between 6,500 km and 200,000 km. The minimum distance of
6,500 km represents the rounded value of Earth’s radius (6,370 km). The sphere of influence,
on the other hand, is reaching up to 925,000 km [19], which is not displayed to its full extend
because the graph would become illegible.
The first observation is that the possible ∆v gain is increasing when the pericenter distance
is decreased. The closer the spacecraft is flying to the center of gravitational pull, the greater
the gravitational attraction gets. This leads to a higher deflection of the velocity vector in the
heliocentric reference frame and thus to a greater amount of gained ∆v (see Chapter 2.2).
Furthermore, it can be observed that a hyperbolic excess velocity of 0 m/s entails that ∆v is
0
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FIGURE 1.1: ∆v gain by performing a gravity assist at Earth, in respect to
the fly-by distance rper and the hyperbolic excess velocity v∞. The black line
represents the maximum possible ∆v gain for every pericenter distance rper.
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also 0 m/s. If the spacecraft has no relative velocity in respect to the planet at a distance just
outside the sphere of influence, it would never reach the planet and no gravity assist would
be performed. Hyperbolic excess velocities which are on the other end of the scale (reaching
10,000 m/s) also have a disadvantageous influence on the ∆v gain of the manoeuvre. If the
spacecraft is passing the planet at a very high velocity, the time frame in which it is under
the gravitational influence gets shorter, thus reducing the effect of the gravity assist.
Consequently, there is a specific v∞ for every rper which yields the maximum amount of
∆v. To define this extreme value, the derivative of Eq. (1.3) with respect to v∞ has to be
calculated, see Eq. (1.4). [20]
δ∆v
δv∞
=
2
1+ v2∞ · rperµpl
−
4 · v2∞ · rperµpl(
1+ v2∞ · rperµpl
)2 (1.4)
The first derivative has to be equal to 0 to find the position of the extreme value, Eq. (1.5).
[20]
0 =
2
1+ v2∞,ex · rperµpl
−
4 · v2∞,ex · rperµpl(
1+ v2∞,ex · rperµpl
)2 ∣∣∣∣ ·(1+ v2∞,ex · rperµpl
)
(1.5)
⇔ 2 =
4 · v2∞,ex · rperµpl
1+ v2∞,ex · rperµpl
⇔ 2+ 2 · v2∞,ex
rper
µpl
= 4 · v2∞,ex
rper
µpl
⇔ 1 = v2∞,ex
rper
µpl
⇔ v∞,ex =
√
µpl
rper
(1.6)
Due to the fact that v∞, µpl and rper cannot have negative values, the extreme value described
by Eq. (1.6) is the positive maximum depicted by the black line in Figure 1.1. By inserting
Eq. (1.6) into Eq. (1.3) the maximum possible ∆v gain is calculated. Interestingly, this value
is equal to the respective hyperbolic excess velocity (v∞,ex) and also the circular orbital ve-
locity for the respective pericenter distance Eq. (1.7). This entails that by setting a specific
pericenter distance, the maximum amount of ∆v which could be gained by the gravity assist
can be easily calculated. [20]
∆vmax = v∞,ex = vcircular =
√
µpl
rper
(1.7)
The search method in its current form does not take these considerations into account. The
present proceeding is to randomly determine the values of rp and v∞ in the specified ranges,
and by that randomly setting the resulting ∆v gain.
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As can be seen in Figure 1.1 there are large areas in which the gravity assist does not have
a significant effect. For example, a randomly chosen fly-by at high velocity and a high
pericenter distance influences the trajectory just in a very slight way. The first proposed
constraint is designed to disregard these areas and to force the optimiser to utilise gravity-
assist manoeuvres which gain more ∆v and thus have greater value for the overall mission,
by possibly decreasing e.g. the flight time, the number of gravity assists and the required
fuel mass. [1]
1.2.2 Second Constraint: Partner Pool
The second proposed constraint is based on the assumption that for certain mission profiles
only certain gravity-assist partners are advantageous. A trajectory from Earth to Mercury,
for example, will most likely not benefit from a gravity assist at Saturn or Neptune. Or a
trajectory leading to the outer rim of the solar system does not benefit from propagating
back to gravity assists at the inner planets. The idea is to implement a method which lets the
user specify in which range (in the direction and against the direction of flight) gravity-assist
partners can be chosen by the optimiser. By doing this a lot of useless gravity-assist manoeu-
vres are neglected and it is assumed that by reducing the search space in this manner, the
solutions will converge more quickly to the optimum. [1]
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The following chapters are intended to provide the necessary background information this
thesis is based on.
2.1 Low Thrust
Within this chapter the basic principle of low-thrust engines will be explained and which
types are used for the propulsion of interplanetary spacecraft. Afterwards, low-thrust tra-
jectories are illustrated and a quick method of trajectory approximation is presented.
2.1.1 Electrical Propulsion Systems
Electrical powered spacecraft propulsion systems generally work by using electrical energy
to expel an (ionised) propellant, the reaction mass, at very high velocities to exert a force
on the spacecraft [9]. Electrical thrusters are able to generate exhaust velocities, and with
that specific impulses, which are multiple times greater than the ones produced by chemical
propulsion systems. The advantages of these systems thus lie in the fuel efficiency. [8]
In general, three different types of electrical propulsion systems are differentiated, distin-
guished by the force which propels the reaction mass.
• Electrothermal systems use electromagnetic fields to heat up a propellant, which is
then expanded through a nozzle to generate thrust. Arcjets (heating the propellent by
generation of an electric discharge, i.e. an electrical arc) and resistojets (heating the
propellant through an electrical resistor) are two commonly used types of these en-
gines. Hydrazine is commonly used as reaction mass. With specific impulses around
500 s to 1,000 s and thrust levels which are smaller than 1 N, these engines are generally
used as station keeping devices and attitude control systems [21].
• Electromagnetic systems are utilising the Lorentz force to accelerate ions inside a elec-
tromagnetic field. A simple and often used form of electromagnetic thrusters are the
pulsed plasma thruster (PPT), which discharge an electrical current through a solid
propellant to ablate and sublimate parts of the propellant. The resulting gas is turned
into a plasma by an electrical arc and is expelled by application of an electromagnetic
field, which exerts a strong Lorentz force on the plasma. PPT work in short pulses and
generate specific impulses around 2,000 s to 3,000 s. The generated thrust is in the low
mN and µN range, which is why these engines are mainly used for attitude control
and the propulsion of very small spacecraft. [8, 21]
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• Electrostatic systems ionise a gas (most of the time xenon) and accelerate it by appli-
cation of an electric field. These engines generate thrust levels in the range of 25 mN to
600 mN with specific impulses ranging from 1,500 s to 5,000 s. Besides attitude control
and station keeping are electrostatic ion engines also used as main propulsion systems
for (interplanetary) spacecraft. Two different thruster types deployed for this task are
the Hall-effect-thruster (HET), used on the ESA mission SMART-1 and the electrostatic
ion thruster, e.g. NSTAR used on the NASA mission Dawn. [8]
2.1.2 Low-Thrust Trajectories
To investigate what differentiates low-thrust trajectories from conventional Hohmann trans-
fer orbits and which difficulties arise in computing these type of trajectories, at first the
differences in the accumulation of ∆v will be further explained. To do this, a hypothetical
spacecraft is introduced with a total mass m0 of 1,000 kg, a propellant mass mp of 500 kg and
a dry mass m f of also 500 kg. Two different types of engines are utilised. A conventional
chemical vacuum engine with an specific impulse Isp of 320 s which produces 400 N of thrust
and a electrical thruster with a specific impulse of 2,500 s which generates 100 mN of thrust.
To enable a statement about how much ∆v can be generated by these thrusters, the possible
duration of thrusting has to be calculated first. As a simplification it is assumed, that the
thrust level and the specific impulse are constant during the whole operation of the engine.
To derive the propellant mass used per second, the thrust force F has to be divided by the
exhaust velocity of the engine (the exhaust velocity is derived by multiplying the specific
impulse with the standard gravity acceleration on Earth, g0 ≈ 9.81 m/s2 → ve = Isp · g0) [8].
The total amount of propellant mp then has to be divided by the propellant mass used per
second to deviate the total burn duration tb. Eq. (2.1) shows how the thrusting duration tb
can be described.
tb = mp ·
(
F
ve
)−1
(2.1)
Reorganise this equation to single out the propellant mass mp on one side, Eq. (2.2), and
insert it into the basic rocket equation, (Eq. (1.1) in Chapter 1), to obtain a formula which
calculates the generated ∆v for the whole thrusting time tb, Eq. (2.3).
mp =
tb · F
ve
(2.2)
∆v =ve · ln
(
mp + m f
m f
)
⇒ ∆v =ve · ln
( tb·F
ve + m f
m f
)
(2.3)
Figure 2.1 shows the graphical representation of this formula for the respective engine types.
On the left side is the chemical thruster which can thrust for around 4,000 s (≈ 66 min) and
on the right side is the electrical thruster which operates for around 1,400 days (≈ 3.8 years).
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The vast differences in the resulting ∆v are very obvious in this representation. The chem-
ical engine is able to generate around 2,000 m/s in roughly an hour, which allows to treat
orbital manoeuvres as impulsive changes in velocity and thus simplifies the calculation of
trajectories. The electrical thruster operates for nearly 4 years and the spacecraft changes its
velocity by 17,000 m/s in this time.
This constant change in velocity, and by that the constant alteration of the orbital parameters,
complicates the computation of optimal trajectories for low-thrust missions. Furthermore,
during the complete time of operation the engine can be throttled up or down and the di-
rection of thrust can be arbitrarily changed. This opens an infinite search space where at
each point in time the thruster can be operational in every direction and with every possible
thrust level.
An example for a low-thrust trajectory is shown in Figure 2.2. This picture, published by
the Jet Propulsion Laboratory (JPL), depicts the trajectory the Dawn spacecraft took on its
journey to Vesta and Ceres [22]. The continuous thrust exerted by the propulsion system
generates a helical-shaped orbit. Mission design of low-thrust trajectories therefore requires
a quick method of approximation, as there is no analytical solution for a problem of this
complexity. There are a very large number of different solutions to accomplish the mission,
with a large amount of different launch dates, flight times and thrusting phases. [16]
Different approaches are described for the computation of low-thrust trajectories. For in-
stance the impulsive ∆v model proposed by Sims and Flanagan [11], where a low-thrust
trajectory is modelled as a sequence of impulsive manoeuvres. This basic trajectory model
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FIGURE 2.1: Difference in accumulated ∆v for a 1,000 kg spacecraft with
500 kg propellant. Using a chemical thruster (400 N, Isp: 320 s) on the left
side and an electrical thruster (100 mN, Isp: 2,500 s) on the right side.
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FIGURE 2.2: Trajectory of the Dawn spacecraft launched in 2007. The thrust-
ing phases are depicted in blue color and the coasting phases in black.
Source: NASA - JPL
URL: http://dawn.jpl.nasa.gov/mission/timeline_trajectory.html [22]
was for example used by Yam, Biscani and Izzo [23] to develop a global optimisation algo-
rithm for low-thrust missions.
Shape-Based Approach
The trajectory model used in GOLT is the shape-based approach described by Wall and Con-
way [16]. The proposed method is based on approximation of the trajectory by an inverse
polynomial, Eq. (2.4), with seven free parameters (a− g) which incorporate the boundary
conditions, like launch date, flight time, number of revolutions around the solar system, and
describe the flight path of the spacecraft. As mentioned in Chapter 1, the radial position of
the spacecraft is described by r and the angular position by Θ. [16]
r(Θ) =
1
a + bΘ+ cΘ2 + dΘ3 + eΘ4 + fΘ5 + gΘ6
(2.4)
Within the search method GOLT, the complete trajectory is divided into legs, where each leg
describes the path from one gravity-assist body to the next one. Accordingly, for n gravity-
assist manoeuvres the trajectory consists of n + 1 legs. Every leg is represented by one par-
ticular polynomial described by the parameters a− g. This method enables a fast evaluation
of a vast amount of different trajectories, as the optimiser can quickly link the boundary
conditions (e.g. date of departure at body 1, date of arrival at body 2, flight time between
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the bodies, arrival and departure velocities, etc.) and calculate a transfer trajectory from
one body to the other. The resulting trajectories, however, are not perfectly accurate, which
is why this approach is used as a quick method for pre-evaluating different solutions, that
serve afterwards as an initial guess in a more precise optimisation process. This final op-
timisation is not within the scope of this thesis and will thereby not be further discussed.
[16]
To provide an example how these shape-based trajectories may look, a 1-leg trajectory, that
was calculated during the later presented testing phases (see Chapter 4), is shown in Figure
2.3. The trajectory represents a direct insertion of the spacecraft into the orbit of Jupiter,
starting at Earth, with one revolution around the center of the solar system. The solution of
the inverse polynomial, the required ∆v, the launch date (LD displayed as Modified Julian
Date, MJD) and the flight time (ToF) are depicted to the right side of the graph.
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FIGURE 2.3: Example for a shape-based, 1-leg trajectory from Earth to Jupiter.
The coefficients which describe the inverse polynomial, Eq. (2.4), are depicted
on the right side of the graph. The axes are scaled in astronomical units (AU).
The slightly elliptical orbits of Jupiter and Earth are approximated as circles in
this graph.
2.2 Gravity Assist
Missions leading to other bodies in the solar system can be expensive in terms of flight time
and ∆v requirements. A key component in reducing theses costs is the application of gravity
assists. These manoeuvres provide a way to harness orbital energy of a planet as a means
Chapter 2. State of the Art 14
to alter the trajectory of the spacecraft. The practical application of gravity assists enabled
many highly demanding exploration mission to deep space bodies. [24, 25]
The functional principle of gravity assists is best explained by considering the implied ve-
locity vectors of the spacecraft and the planet, see Figure 2.4. In a planet-centric reference
frame an incoming spacecraft will travel on a hyperbolic path around the planet. The grav-
itational attraction of the planet curves the trajectory of the spacecraft. Provided that the
velocity of the planet vpl remains constant throughout the encounter, the magnitudes of the
incoming and the outgoing velocities remain constant during this deflection [26]. However,
assuming a constant velocity of the planet is not entirely correct. As the planets in the solar
system are located on slightly eccentric orbits, their respective orbital velocities change over
time. But for the short amount of time the gravity-assist encounter takes place, the planet’s
velocity change is negligible. [12]
How this curvature in the trajectory enables the transfer of energy to the spacecraft’s orbit
vpl
direction of the Sunv∞,in
v∞,out
FIGURE 2.4: Planet-centric view of a gravity assist. The incoming spacecraft
(v∞,in) travels on a hyperbola around the planet (velocity depicted by vpl) and
obtains a deflected trajectory at departure (v∞,out). The magnitudes of the
incoming and outgoing velocities remain constant. [24]
δ
α
vhpl
vhin
vhout
∆vh
vpl∞,in
vpl∞,out
FIGURE 2.5: Velocity vector diagram of a gravity assist. Heliocentric values
marked with h and planet centric with pl . vhpl : velocity vector of planet - v
h
in:
incoming - vhout: outgoing velocity of the spacecraft - ∆v
h: ∆v gain - vpl∞,in:
hyperbolic excess velocity at arrival - vpl∞,out: departure - α: angle between hy-
perbolic excess velocity at departure and velocity of planet - δ: turning angle.
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can be seen when the heliocentric and the planet-centric velocity vectors are regarded to-
gether. Figure 2.5 shows a combined view of the heliocentric vectors (marked with h) and
the planet centric (marked with pl). Adding the velocity vector of the planet vhpl with the in-
coming, respectively the outgoing, velocity vector of the spacecraft, derives the heliocentric
velocity vectors of the spacecraft before (vhin) and after (v
h
out) the gravity assist. It can be seen
that the outgoing velocity’s vector vhout is larger than the incoming one. The spacecraft thus
gained energy, i.e. velocity, by conducting the gravity assist. [24]
The magnitude of the difference between vhin and v
h
out depicts the velocity change induced by
the gravity assist (∆vh). The turning angle δ describes the angle between the planet-centric
velocities of the spacecraft. α describes the angle between the hyperbolic excess velocity
at departure and the heliocentric velocity of the planet. This angle determines whether
the spacecraft gains or looses energy in the heliocentric reference frame. An angle of 0◦
provides the most energy, as the departing velocity vector of the spacecraft is aligned with
the velocity of the planet – the gained ∆v is at its maximum. An angle of 180◦ on the other
hand reduces the speed of the spacecraft by the greatest amount, resulting in a heliocentric
orbit of lower energy. The angle can be arbitrarily altered, by changing the direction of the
incoming spacecraft in respect to the planet. If the spacecraft is still very far away from the
planet, it is possible by application of small corrective manoeuvres to modify the trajectory
in a way that every desired α can be generated. [24]
2.2.1 Gravity-Assist Sequencing Using Tisserand’s Criterion
A technique to plan out gravity-assist sequences, from an energetic point of view, is the
application of Tisserand’s Criterion. This criterion was described by French astronomer
Félix Tisserand in 1889 as an invariant quantity in the orbits of comets, that got perturbed
by the gravitational influence of Jupiter [27]. The specific function of the orbital parameters
a (semi-major axis), e (eccentricity) and i (inclination) remained constant before and after the
encounter with the planet. By using this function, see Eq. (2.5), observed comets could be
identified, although their orbital period and perihelion changed throughout the encounter
with Jupiter. The Tisserand parameter T stays approximately constant for these different
observations: [24, 28]
T =
rpl
a
+ 2
√
a(1− e2)
rpl
· cos(i) ≈ const (2.5)
rpl denotes the heliocentric radius of the planet in this equation, i.e. the distance to the Sun.
Tisserand’s Criterion and its graphical representation that was developed for the Europa
Orbiter Tour [29], are nowadays commonly used to determine possible sequences which can
be achieved by using gravity-assist manoeuvres. An example for these so called Tisserand
graphs (in this case a P− rp-plot) is depicted in Figure 2.6. In this illustration, encounters
with Venus, Earth and Mars are displayed. The X-axis shows the heliocentric pericenter and
the Y-axis the orbital period. Every point on the graph thus refers to one specific heliocentric
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FIGURE 2.6: Tisserand graph (P− rp-plot) of gravity assists at Venus, Earth
and Mars. The orbital period is plotted over the heliocentric pericenter and
graphs for hyperbolic excess velocities of 3 km/s, 5 km/s and 7 km/s are de-
picted.
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FIGURE 2.7: Example for a VEEGA sequence: The spacecraft leaves the Earth
at 3 km/s and performs a fly-by at Venus to enable a return to Earth at a higher
hyperbolic excess velocity of 7 km/s. Multiple consecutive gravity assists at
Earth enable a heliocentric orbit of high energy orbit.
orbit described by pericenter distance and orbital period. The different lines show which
orbits can be obtained by conducting a gravity assist at the respective planet with a specific
hyperbolic excess velocity. The highest point of the line relates to the angle α being 0◦ and
the lowest point to being 180◦. [24]
By following the paths through the intersection points, possible gravity-assist sequences can
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be determined. A classical path is the VEEGA sequence (Venus, Earth, Earth, see Figure 2.7)
which was used by the Galileo spacecraft [24]. The sequence starts with a trajectory leading
away from Earth with a velocity of 3 km/s. Then a gravity assist at Venus is conducted with
a hyperbolic excess velocity of 5 km/s which enables a return to Earth with a higher velocity,
e.g. 7 km/s in this example. By conducting two consecutive gravity assists at Earth, the he-
liocentric orbit of the spacecraft can be significantly raised to reach planets like Mars, Jupiter
or beyond. Following this sequence requires only minimal propulsion by the spacecraft for
corrective manoeuvres in deep space to achieve the desired fly-by parameters. [24]
It shall be noted, that the possible flight paths derived by this method are just necessary
conditions and not sufficient, as the phasing of the planets is not considered. Tisserand
graphs only show the possible trajectories from an energetic point of view – if a desired
flight path is possible in the first place. The generated sequences get fed into an optimisation
algorithm which includes the phasing of the planets and calculates optimal trajectories for
the respective sequences. An example of these optimisers is the satellite tour design program
(STOUR) developed by JPL for the Galileo mission [30]. [24]
2.2.2 Application of Gravity-Assist Sequencing on Low-Thrust Trajectories
Tisserand’s Criterion is derived under the premise of the restricted, circular three body system.
This means that the masses of the involved bodies (planet, sun and spacecraft) are of differ-
ent orders of magnitude and constant, the orbits are circular, the only forces involved are of
gravitational origin and the energy relation depicted by Eq. (2.5) is true for large distances
between the planet and the spacecraft.
This premise is violated in several aspects by attempting to apply the criterion on low-thrust
trajectories. The applicability on low-thrust missions and the necessary changes to the cal-
culations are explained in three associated papers by Maiwald from 2015 [28], 2016 [20] and
2017 [1]. Using Tisserand’s Criterion to map out possible gravity-assist paths through the
solar system always includes violations of the restricted, circular three body system to some
extend, as there are more than three bodies involved and the respective orbits are usually
eccentric. To account for the application of continuous thrust, a modified Tisserand’s Crite-
rion was derived by Maiwald, which introduces an additional term into the Eq. (2.6). [28,
20, 1]
1
2a2
+
√
a2(1− e22) · cos(i2) =
1
2a1
+
√
a1(1− e21) · cos(i1) + 2
t2∫
t1
−→v · −→a tdt (2.6)
The value of Tisserand’s Criterion after the encounter (state 2) is equal to the value of Tis-
serand’s Criterion before the encounter (state 1) extended by the energy of the thrusting
between these two instances, i.e. the integral part. The semi-major axes are scaled with the
solar distance of the planet, so rpl does not appear in this equation. [28, 20, 1]
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The thrust energy part of this equation is specific to the respective trajectory, which is why
the application of the modified Tisserand’s Criterion requires knowledge about the exact
flight path of the spacecraft. Accordingly, the modified Criterion cannot be used in the
same way as for impulsive missions – to assess beneficial gravity-assist sequences in the
first place – because the resulting trajectory has to be known to calculate Eq. (2.6). This
means that Tisserand graphs cannot be used for an a priori mapping of low-thrust missions,
because the introduction of thrust enables a linkage between the respective Tisserand graph
lines in a non-specified way. A possible link (without any calculated values) which could be
obtained by application of thrust is depicted in Figure 2.8. [28, 20, 1]
Theoretically, the modified Tisserand’s Criterion can be used for planning low-thrust mis-
sions, but practically the absence of a priori information about the actual trajectory reduces
the applicability, as non-specific interlinkages between the different orbital states are con-
ceivable.
2.3 Evolutionary Algorithms
The method of low-thrust gravity-assist optimisation investigated in this thesis utilises an
evolutionary algorithm, specifically differential evolution, as the optimisation method. This
chapter provides information about evolutionary algorithms in general and exemplifies the
characteristics of differential evolution in Chapter 2.3.1.
Evolutionary computation denotes a broad range of different probabilistic global optimisa-
tion procedures that utilise models of genetics and natural selection as major elements in
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FIGURE 2.8: Possible change of the orbital parameters of a spacecraft which
utilises low-thrust propulsion (red line). No actual values were calculated, as
this graph is meant to illustrate the idea.
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their design and implementation [31]. A great variety of different approaches were devel-
oped like genetic algorithms, evolution strategies, evolutionary programming and genetic
programming [32]. The conceptual basis of these different algorithms is mostly the same
and will be explained in this chapter.
Evolutionary algorithms (EA) use a vocabulary derived from biology, especially the evo-
lution of species. The key part of an EA is a population of elements which represent the
potential solutions of the given optimisation problem [32]. This population of solutions is
optimised in an iterative process (over the course of generations) which rewards better so-
lutions and sanctions worse. The idea is to integrate an evolutionary pressure to strive for
the best possible solution. The algorithm has to incorporate three core principles of the Dar-
winian evolution in order for a natural selection of the best solution to occur. [33, 32, 31,
34]
• Heredity – a process must be in place which allows the properties of individuals (par-
ents) to be passed on to their successors (children).
• Variation – a variety of the traits has to be present in the population and a mechanism
to introduce new (random) variations.
• Selection – there must be a mechanism which selects the superior solutions which are
closer to the targeted optimal solution, i.e. that are more fit than the other solutions.
[33]
To enable the concept of selection and to assess which solutions are better than the others,
a fitness function needs to be designed, which allocates a certain numerical fitness value to
every population member [33]. Superior solutions get a higher fitness value than inferior
solutions. How this fitness function is implemented is greatly dependent on the actual opti-
misation problem. In the case of low-thrust trajectory optimisation a solution which requires
less ∆v and/or less flight time could for instance indicate a solution of higher fitness. [33,
31]
The derivation of new population members in a new generation is done by selecting two
or more solutions as parents. The traits of the parents are crossed over to form a new set
of properties which will be passed on the the child solution. The implementation of this
crossover mechanism is also dependent on the optimisation problem and the data structure
of the elements. A possible crossover technique might be to take half of the data of one
parent solution and combine this with half of the data of the other solution. The selection
process of new parent solutions is normally combined with the calculated fitness value. This
means that solutions with a higher fitness are more likely to serve as parents. This method
enables the heredity of good solutions to a new generation and the combination of good
solutions to maybe even better ones. [33, 31]
A mechanism to introduce variation into the solutions is normally incorporated in two differ-
ent ways. By randomly generating the initial population, a certain initial variety is present
in the first place. The bigger the number of population members is, the greater this initial
variation of the solutions is. In highly complex, multi dimensional search spaces, this initial
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variety is most like not sufficient to find the optimal solution. Therefore a second variation
mechanism has to be introduced, the mutation. The mutation mechanism is interconnected
with the heredity of properties from parents to children. When properties are passed on
from one generation to the next, new random values are introduced into the traits of the
children at a certain probability. A mutation rate of 1 % for example means that every in-
herited property (an integer value for instance) has a chance of 1 % to be overwritten by a
new and random value. The random mutation of properties prevents (or should prevent)
the optimiser from getting stuck at certain parts of the search space without any means of
randomly generating new ways to find the global optimum. [33, 31]
A simple EA is working in the following way: [31]
Create an initial population
Repeat
Calculate fitness of every population member
Select parents from the population, with a fitness bias
Generate children by crossing over the parents
Mutate the children based on mutation rate
Place the children into the population
Until best solution is found or the results do not get better over multiple generations
EA are used in a great variety of different optimisation problems due to their robustness and
their ability to find (near) global optima in many different high-dimensional multi-modal
search spaces [32].
2.3.1 Differential Evolution
The specific evolutionary optimisation algorithm used in GOLT is called Differential Evo-
lution (DE). DE was developed by Storn and Price [35] to minimise objective functions of
non-differentiable, non-linear, multi-modal, noisy problems with continuous or discrete pa-
rameters. The optimiser works with a population of Np vectors, where each vector has D
parameters or dimensions. −→x gi describes the population member i in generation g, with
{0 ≤ i ≤ Np − 1} and {0 ≤ g ≤ gmax}. DE generates new population members as perturba-
tions of existing vectors. [36]
The mechanism is, that for every population member of the current generation (the target
vector −→x gi ) , three random members of the population are selected
(−→x r0,−→x r1,−→x r2) and
perturbed to the mutation vector (−→v gi ), utilising the formula depicted in Eq. (2.7). W denotes
the differential weight and is a real valued number, chosen by the user, between 0 and 2. [36]
−→v gi = −→x r0 +W ·
(−→x r1 −−→x r2) (2.7)
Each vector of the current population is then recombined with the respective mutant vector
to produce a trial vector −→u gi . This crossover step requires a user specified crossover constant
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Cr ∈ [0, 1]. The recombination works by iterating through every parameter D of the target
vector and always producing a random number between 0 and 1. For every parameter, this
random number is compared to Cr. If the random number is less or equal than the crossover
constant, the parameter of the new trial vector is set to be the respective parameter of the
mutant vector. If the random number is bigger than the crossover constant, the parameter
of the current population vector is copied to the trial vector. The crossover constant thus
denotes a probability by which the mutated values are transferred to the trial vector. [36]
The last step is to compare the fitness function of the trial vector −→u gi to the original target
vector−→x gi . If the fitness is higher, the trial vector replaces the target vector in the population
of the next generation g + 1. These three steps, Mutation, Crossover and Selection/Evaluation,
are performed for every population member of the current generation to generate the pop-
ulation of the next generation. This optimisation is proceeded until a stopping criterion is
met. This criterion might be a maximum number of generation or a number of subsequent
generations where no trial vectors of higher fitness were found. [36]
2.4 GOLT
This chapter is dedicated to provide insights into the underlying mechanics of the search
method GOLT (Gravity-assist Optimisation for Low-thrust Trajectories). At first the basic con-
cept of optimisation is described, followed by a specification of the local and global control
variables and the concept of incorporating the selection of gravity-assist partners into the
optimisation. Afterwards, preliminary simulation results are presented.
2.4.1 Concept of the Optimisation Method
As elaborated in Chapter 2.2.2, Tisserand’s Criterion cannot be used for an a priori mapping
of feasible low-thrust gravity-assist trajectories, as the resulting trajectory has to be known in
order to calculate the modified Tisserand’s Criterion. Because of this, as mentioned in Chap-
ter 1.1, the idea of the search method is to force the optimiser to investigate gravity-assist
trajectories with given fly-by partners, chosen randomly from a pool of possible partners.
The mission sequence is thereby represented as a list of encounter partners, starting with
the launch body and ending at the target planet. The rest of the sequence, beyond these two
fixed bodies, is open for optimisation.
The trajectories in between the gravity-assist bodies are defined by velocity and position
vectors and are part of the optimisation process. The complete mission is separated into seg-
ments, or legs, between the gravity-assist bodies, which each are defined by the respective
departure and arrival body. The gravity-assist manoeuvres function as handover points,
were the arrival body, encounter date and the departure velocity vector are passed on as
starting constraints for the subsequent segment. As a quick approximation method, the
shape-based approach is used (see Chapter 2.1.2). The resulting polynomial, described by
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the coefficients a− g, is released as a set of 100 data points, each containing a value for r(Θ),
Θ and the thrust acceleration at. [1]
The overall mission is described by four control variables – the mission launch date LDmission,
the flight time ToFmission, the number of revolutions around the barycentre Nrev,mission and the
sequence of gravity assists GAID. The range in which these variables can be altered by the
optimiser is provided by the user. A launch window gets specified, a maximum and mini-
mum flight time, a maximum number of revolutions and the amount of gravity-assist ma-
noeuvres. The number of revolutions around the solar system is needed in the shape-based
trajectory model, as the final angle Θ f inal is described as the angle Θ plus the complete rev-
olutions multiplied with 2pi (Θ f inal = Θ+ Nrev · 2pi). Derived from these mission variables,
every trajectory segment is also described by a respective set of variables (LDleg, ToFleg and
Nrev,leg). The variables describing the trajectory segments are constrained by the overall mis-
sion, as the particular launch dates, flight times and numbers of revolutions cannot exceed
the limitations set by the mission variables. [1]
A 1-leg trajectory is thereby defined by three control variables that just obtain integer values,
as the launch date and time of flight are described as whole days, without consideration of
smaller time frames. Without incorporating gravity-assist manoeuvres, the search space is
thus finite, which means that the optimisation method should be able to consistently find
the same optimal trajectory.
However, this only the case as long as no hyperbolic excess velocities at start and end of
the mission are defined. The user is able to specify these values to simulate, for instance, an
initial trajectory leading away from Earth, a spacecraft is brought to by the launch vehicle.
The magnitude of these velocities is defined by the user, the direction on the other hand
is randomly defined by the optimiser. These random initial and finial velocities open an
infinite search space, preventing the calculation of the exact same 1-leg trajectory.
For every gravity-assist manoeuvre, however, two additional real-valued variables describ-
ing the manoeuvre are introduced. As mentioned in the Chapters 1.2.1 and 3.2.1 two of
the three variables (δ, v∞ and rper) are sufficient to specify a gravity assist. As the currently
implemented (and later changed, see Chapter 3.2.1) method of determining these variables
relies on choosing δ and v∞, and calculating rper based on the chosen values, it can be stated
that for every gravity-assist manoeuvre, the variables δ and v∞ are added to the system. As
these variables are real valued an infinite amount of combinations is feasible.
The variable GAID, which contains the sequence of gravity-assist bodies, strongly influences
the other variables describing the gravity assist, due to its discreteness. Values for variables
like δ, v∞ or the segment flight time for one particular gravity assist (e.g. at Earth), are most
likely useless if applied to a gravity assist at a different planet (e.g. at Mars), as soon as the
GAID variable gets changed by the optimiser.
For that reason, there has to be a distinction between variables which can be globally opti-
mised and variables which are just locally viable for one gravity-assist manoeuvre. The local
variables get overwritten in every iteration of the optimisation, because they highly depend
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TABLE 2.1: Global and local control variables used for the optimisation.
Variable Description
global variables
LDmission Launch date of the overall mission and the first leg of the trajectory
ToFmission Overall flight time of the mission
Nrev,mission Number of revolutions around the barycentre of the whole mission
GAID Sequence of gravity-assist partners
local variables
δ Turning angle around which the planet-centric hyperbolic excess velocity
is turned due to the gravitational influence of the planet
v∞ Hyperbolic excess velocity of the spacecraft as it enters the sphere of
influence of the planet (consists of X- and Y-component)
LDleg Launch date of the particular trajectory leg
ToFleg Flight time of the particular trajectory leg
Nrev,leg Number of revolutions performed in the particular trajectory leg
on the global variables and especially the respective gravity-assist partner. Table 2.1 lists the
control variables of the optimisation process. [1]
Theoretically, a search approach is possible, in which every variable gets varied in a struc-
tured manner to completely explore the search space. Practically, this is not viable, as for
every additional gravity-assist manoeuvre a new, infinite search space gets introduced, mak-
ing a structured search infeasible. Therefore a heuristic search approach, based on an evo-
lutionary algorithm, is chosen. The first iteration of the method, which is investigated in
this thesis, utilises Differential Evolution (DE) as the designated optimisation algorithm. As
the search space is unknown and cannot be described by an analytical and differentiable
function, using DE is a viable method [37]. However, the capability of the evolutionary al-
gorithm gets limited by using local variables, which cannot be optimised over the course of
generations. [1]
Furthermore, the number of control variables depends on the number gravity-assist ma-
noeuvres, but the optimisation algorithm requires a constant number of control variables, as
it works by recombining the current population members to produce new solutions. This is
why, for every number of gravity assists (from 0 to the maximum amount specified by the
user), the optimiser initialises a completely new population of solution candidates.
As the values of the control variables which provide good results for a trajectory with a
certain number of gravity assists, are most likely not beneficial for a different amount of
gravity-assist manoeuvres, this approach is feasible. A flight time and launch date which,
for instance, enable a good 1-leg trajectory, are not necessarily as profitable for a 2-leg tra-
jectory, as the phasing of the planet has to be considered and it might not be possible for
the spacecraft to reach the fly-by planet in that certain time frame. Thus, for every differ-
ent number of gravity assists a new population is created and an optimised trajectory is
produced and released. [1]
Initially, DE was designed to minimise a certain cost- or error-function [36]. In this case,
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however, the maximisation of a fitness-function is implemented, that is calculated based on
the the inverse of the ∆v requirement of the mission. A lower ∆v requirement results in a
higher fitness value and vice versa. [1]
Modelling the gravity-assist manoeuvre is done by application of Tisserand’s Criterion. As
explained above, the criterion cannot be used for an a priori investigation of the feasible
gravity-assist partners, but the actual manoeuvre, i.e. the perturbation of the spacecraft’s
trajectory, can be approximated. For the relatively short amount of time the spacecraft is
in close vicinity to the planet, the velocity change induced by the thruster is negligible.
Thereby the integral part of the modified Tisserand’s Criterion, Eq. (2.6), is small and the
gravity assist can be modelled by shifting the heliocentric orbit of the spacecraft along the
respective Tisserand graph line. The position and velocity of the planets are based on the
real ephemerides, located in text files available to the program. [1]
The settings specified by the user are provided to the search method via a text file. The
complete contents of this file are listed in Appendix A.
2.4.2 Preliminary Simulation Results
Preliminary test runs conducted by Maiwald [1] show promising results concerning the use-
fulness of the search method. The following settings were specified for these trial runs:
• Trajectory from Earth to Jupiter
• LDmission: 56,000 MJD
• Launch window: 360 days
• ToF: between 2,000 days and 3,000 days
• Nrev,max: 4
• Maximum number of gravity assists: 2 (i.e. 1- to 3-leg missions)
• Population size: either 50 or 200
• Maximum number of generations: 1,000
• Crossover Constant Cr: 0.75 and Differential Weight W: 1
In total, 30 calculation have been executed to get an overview about the to be expected
quality of the resulting trajectories with different populations sizes and numbers of gravity-
assist manoeuvres. The 2-leg trajectories generated by using 50 population members were
better than the 1-leg trajectory benchmark in 60 % of the cases. The trajectories produced by
200 population members, on the other hand, exceeded the benchmark in all cases. The ∆v
requirement of the mission could be decreased by performing one gravity-assist manoeu-
vre. The 1-leg trajectory required 16,256 m/s in all cases and the average ∆v requirement of
the 2-leg trajectories were 16,033 m/s (50 population members) and 14,083 m/s (200 popu-
lation members). Most of the time the gravity-assist partner was the Earth. Mars was the
designated partner of just two trajectories and was only found in the runs with 50 popu-
lation members. The 3-leg trajectories however did not enable better results than the 1-leg
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benchmark. The averagely required ∆v of these trajectories was between 41,363 m/s (50
population members) and 32,151 m/s (200 population members). [1]
These tests revealed that the method is basically working and can produce good results for
trajectories which incorporate one gravity-assist manoeuvre. It could be observed that util-
ising more population members has a very beneficial influence on the solutions. An initial
population which ranges over a greater random area of the search space enables the calcu-
lation of notably better trajectories. However, by increasing the number of gravity assists to
more than one, the computation of trajectories that perform better than the 1-leg benchmark
gets considerable harder. None of the 3-leg trajectories could exceed the 1-leg benchmark.
Furthermore, the quality of the solutions is randomly changing over successive calculations
and it was not possible to reproduce a good solution in a later calculation. Whether the
proposed constraints enable an overall improvement of the trajectory quality and variation,
will be further evaluated within the next chapters. [1]
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3 Methodology
Within this chapter the working steps required to successfully implement and test the con-
straints are described. In the first section, the proceedings to accomplish this task are il-
lustrated. Within the second part, the considerations which went into the implementation
of the constraints are explained. Afterwards, the conducted series of simulations are elu-
cidated. The test set-up and the insights which are hoped to be obtained by the different
testing phases are outlined.
3.1 Proceedings
The first step in implementing the constraints is to gain in-depth knowledge about the inner
workings of the search method. To determine where the constraints will be incorporated
into the actual source code, it is crucial to fully understand the whole search process. Fur-
thermore, a literature review is conducted to assess the state of the art of the research fields
relevant to this thesis – low-thrust propulsion and trajectory design / gravity-assist manoeu-
vres and gravity-assist sequencing / evolutionary algorithms.
A new input parameter, called debug_mode, got implemented in the course of this process,
which reduces the amount of messages logged via the output console during the execution
of the program. This reduced amount of output messages increases the performance of the
search method by 45 %, resulting in a significantly smaller calculation time.
After finishing the thorough examination of the search method and locating the positions
where the constraints can be inserted, the mathematical expressions modelling the desired
search method behaviour are developed. The final functionality and the implementation
process of the constraints is described in the following Chapter 3.2.
The evaluation of the usefulness of the implemented constraints is done by conducting a
series of simulations. These tests are meant to systematically explore the implications of
applying the constraints. The decisions and considerations which went into the design of
these simulations are described within Chapter 3.3.
Then, after completely carrying out the simulations, the gathered data is processed into
graphs and tables which enable the generation of quantifiable statements about the search
method’s behaviour while applying the constraints. The results comprised of the edited
data are illustrated within Chapter 4.
Based on the data, it is investigated and discussed whether the constraints work in the in-
tended way. The implications, benefits and characteristics which arise by application of the
constraints are presented in Chapter 5.
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3.2 Implementation of the Constraints
The Chapters 3.2.1 and 3.2.2 are providing information about the implementation process of
the respective constraints. The mathematical considerations required for the incorporation
are explained and the currently used parts of the search method are compared to the new,
modified version which includes the constraints.
3.2.1 Implementation: ∆v Gain
The idea of the first constraint is to neglect gravity assists which do not transfer much energy
to the orbit of the spacecraft. As illustrated in Chapter 1.2.1 the optimiser will randomly
choose the defining variables of a gravity-assist manoeuvre (the pericenter distance - rper,
the turning angle δ and the hyperbolic excess velocity at arrival - v∞) without considering
how much energy could be gained.
To acknowledge how the currently implemented method works, some additional mathe-
matical expressions have to be regarded. At first a formula is needed which calculates the
turning angle based on the values of rper and v∞. This can be derived by taking the vector
diagram shown in Chapter 2.2 into account, see Figure 3.1 [1]. The values which are marked
with h are, as before, valid inside the heliocentric reference frame – the velocity of the planet
(vhpl), the incoming (v
h
in) and outgoing (v
h
out) velocity of the spacecraft and the heliocentric ∆v
gain (∆vh). The planet-centric values (marked with pl) are the respective hyperbolic excess
velocities at arrival and departure (vpl∞,in and v
pl
∞,out). The turning angle δ is not specific to
one of the reference frames.
As the magnitudes of vpl∞,in and v
pl
∞,out do not change during the gravity assist, it is not impor-
tant to distinct between the two in the following considerations ( |vpl∞,in| = |vpl∞,out| = |v∞|).
δ
vhpl
vhin
vhout
∆vh
vpl∞,in v
pl
∞,out
FIGURE 3.1: Velocity vector diagram of a gravity assist. Heliocentric values
marked with h and planet centric with pl . vhpl : velocity vector of planet - v
h
in:
incoming - vhout: outgoing velocity of the spacecraft - ∆v
h: ∆v gain - vpl∞,in:
hyperbolic excess velocity at arrival - vpl∞,out: departure - δ: turning angle.
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The relation depicted in Eq. (3.1) can be derived based on the red triangle in the diagram.
sin
(
δ
2
)
=
∆v
2 · v∞ (3.1)
Reorganising this equation to place the turning angle on one side and applying the formula
for the ∆v gain (shown in Chapter 1.2.1, Eq. (1.3)), the relation described in Eq. (3.2) is
resulting. This equation links the planet-centric variables and is currently used in the search
method.
δ = 2 · sin−1
 1
1+ v∞ · rperµpl
 (3.2)
If this equation is reorganised again, to calculate rper based on the other two variables, the
equation shown in Eq. (3.3) is resulting. This equation is also presently used.
rper =
(
1
sin
(
δ
2
) − 1) · µpl
v2∞
(3.3)
In a simplified way, the currently implemented method defines the gravity-assist variables
in the following manner:
• Choose a new hyperbolic excess velocity at arrival in the sphere of influence of the
planet v∞,in. This is a random value between 50 m/s and 10,000 m/s.
• After setting the magnitude of the arrival velocity, the direction is set by randomly
defining the components of the vector in X- and Y-direction in a way that the magni-
tude of the velocity remains constant. v∞ =
√
v2∞,x + v2∞,y. The vector gets basically
turned in a random direction which relates to a random determination of the angle α.
• Calculate the minimum and the maximum turning angle δ which are possible by ar-
riving at this velocity. This is done by utilising Eq. (3.2) and setting the pericenter
distance to rmin for δmin and rSOI for δmax.
• The resulting values for δmin and δmax are the boundaries in which a random turning
angle is chosen. Furthermore, this value is randomly set to be either positive or neg-
ative, to randomise whether the spacecraft gains or looses energy in the heliocentric
reference frame through the gravity assist.
• The calculated turning angle δ is afterwards applied into Eq. (3.3) to calculate the
respective pericenter distance.
• Now the gravity-assist manoeuvre is defined in a random way and the program can
proceed to further calculations.
To implement the proposed constraint this sequence is altered in a way which enables the
utilisation of high-energy yielding gravity assists. As mentioned, two of the three variables
(rper, δ and v∞) are sufficient to describe the whole manoeuvre. For that reason the con-
strained search method just uses the pericenter distance and the hyperbolic excess velocity,
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as these two values are more intuitively usable than the turning angle. Furthermore, the
sequence of the calculations is adjusted and simplified.
At first the pericenter distance is randomly chosen, followed by the definition of the hyper-
bolic excess velocity. Both values are located within a specific range, which can be varied
by the user, see below. After defining these two variables, the gravity-assist manoeuvre is
completely described and the remaining parameters (i.e. the turning angle, the ∆v gain etc.)
can be calculated based on these two values and the program can proceed.
To enable the user to specify in what extent the constraint shall be able to change the be-
haviour of the old search method, two input values are defined. The first one is called dperi
and describes in the range of 0 % to 100 % where the pericenter of the fly-by could be set.
0 % means in this context that the pericenter is always at the minimal possible distance rmin,
limited by body surface, atmosphere or other barriers. 100 % means, that the pericenter is
randomly placed between rmin and the sphere of influence rSOI , thus matching the currently
implemented method.
The second value is called dvelo and describes the range around the extreme value of the
hyperbolic excess velocity (v∞,ex, derived in Chapter 1.2.1) in which the actual velocity can
be randomly chosen. dvelo can also obtain values between 0 % and 100 %. 0 % means in this
case that the velocity is always set to the extreme value given in Eq. (1.6). 100 % on the other
hand widens the range to v∞,ex ± v∞,ex. Accordingly, the velocity will be randomly set to be
between 50 m/s and 2 · v∞,ex.
50 m/s acts as the lower border because smaller velocities, and most of all 0 m/s, do not
make very much sense, as the possible gained energy gets negligible at this point (see Chap-
ter 1.2.1). The mathematical expressions which describe the calculation of the values for rper
and v∞ are provided in the Eq. (3.4) and (3.5).
rmin ≤ rper ≤ rmin + dperi · (rSOI − rmin) dperi ∈ {0, 1} (3.4)
v∞,ex · (1− dvelo) ≤ v∞ ≤ v∞,ex · (1+ dvelo) dvelo ∈ {0, 1} (3.5)
The following steps are executed in the modified sequence, in place of the instructions listed
above, also see Figure 3.2:
• Use the parameter dperi to choose a new pericenter distance rper based on Eq. (3.4).
• Calculate the extreme value of the hyperbolic excess velocity v∞,ex, Eq. (1.6), to gain
knowledge about the maximum amount of possible ∆v gain.
• Utilise Eq. (3.5) to choose the actual hyperbolic excess velocity which deviates from
the extreme value in the way specified by the parameter dvelo. If the velocity is below
50 m/s: set it to 50 m/s.
• Turn the incoming velocity vector in a random direction, similar to the step in the
unmodified method. Through this step, the angle α is randomly determined, thus
specifying whether energy will be gained or lost in the heliocentric reference frame.
Chapter 3. Methodology 30
• The gravity assist is now completely described and the resulting ∆v gain and turning
angle δ can be calculated before the program proceeds.
As an example how the search space for gravity assists can be limited by this constraint,
Figure 3.2 shows the same graph as in Chapter 1.2.1 with the addition of the restrictions on
the variables rper and v∞. In this example the values for dperi and dvelo are set to be 10 % and
20 %. This means that the pericenter distance can be set between 6,500 km and 91,850 km
(6,500 km + 0.1 · (925,000 km− 6,500 km) = 91,850 km, Eq. (3.4)). The two lines (derived
from Eq. (3.5)) depicting the upper and lower bound of the velocity restriction are also
plotted and marked as v∞,max and v∞,min. Thus, the green color depicts the area in which the
parameters are allowed to be set by the optimiser.
It can be seen that by using these parameter settings (10 % for dperi and 20 % for dvelo) the area,
in which the variables of the gravity assist are possibly located, gets significantly smaller. If
this reduction has any positive effects on the resulting trajectories will be tested and anal-
ysed in the following chapters.
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FIGURE 3.2: Possible ∆v gain of a gravity assist at the Earth by using the
constraint (derived from Figure 1.1). The restricted ranges of rper (rmin to
rmax) and v∞ (v∞,min to v∞,max) are listed in the graph and marked as black
lines. The green color described the area in which the optimiser is allowed to
set the gravity-assist variables. In this case the parameter dperi is set to 10 %
and dvelo to 20 %. The search method first chooses rper (marked as black dashed
line) and sets v∞ afterwards.
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3.2.2 Implementation: Partner Pool
The idea of the Partner Pool (PP) constraint is to restrict the possible gravity-assist partners,
to prevent the investigation of sequences with are most likely disadvantageous, like Earth –
Mercury – Neptune – Venus – Saturn, to name an arbitrarily selected extreme example.
The optimiser chooses a new gravity-assist partner in accordance to Eq. (3.6) in its unmod-
ified, current state. The eight planets are numbered from 1 to 8 – 1 being Mercury and 8
Neptune. The variables GAPartner,new and GAPartner,current are consequently integer values
between 1 and 8. In the calculation, the ID of the current planet is subtracted by 1 and an
random value (X) between 0 and 3 is added.
GAPartner,new = (GAPartner,current − 1) + X X ∈ {0, 1, 2, 3} (3.6)
The resulting behaviour is that the optimiser can choose gravity-assist partners in a fixed
range around the current planet. The range can be characterised as follows: starting from the
current gravity-assist partner (or the body at which the trajectory origins), the new gravity-
assist partner can be either one step away towards the center of the solar system or two steps
away in an outwards direction. For example, Eq. (3.7), if the current gravity-assist partner
is the Earth (ID 3), the new partner ID can be set to 2, 3, 4 or 5. Respectively, Venus, Earth,
Mars or Jupiter.
GAPartner,new = (3− 1) + X X ∈ {0, 1, 2, 3} (3.7)
⇒ GAPartner,new ∈ {2, 3, 4, 5}
This approach is obviously very restrictive and may be sufficient for trajectories which do
not involve planets which are wide apart. But it is important, that the user is able to specify
in which range around the current planet the next gravity-assist partner can be selected.
To accomplish this, two new input values are defined, forwards and backwards. These two
variables define how many “jumps” are allowed in which flight direction of the mission. A
jump is in this context defined as the selection of a gravity-assist partner planet which is in
direct neighbourhood to the current planet (like Earth – Mars or Saturn – Jupiter).
The parameter forwards defines the number of jumps in alignment with the mission direction
and backwards the number against the direction of flight. Thus, if the overall mission trajec-
tory is outbound in the solar system (like a mission from Earth to Saturn), forwards limits
the number of jumps in the outbound direction, whereas backwards restricts the number of
jumps in the inbound direction. For a flight direction towards the center of the solar system
this is the other way around. The values can differ between 0 and 7, as the eight main plan-
ets of the solar system are supported currently. The mission flight direction does not need
to be specifically provided by the user, as it is calculated based on the trajectory’s start and
end body.
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The modified calculations of the new partner IDs are provided in Eq. (3.8) and 3.9.
direction = outbound :
GAPartner,new = (GAPartner,current − backwards) + X X ∈ {0, . . . , f orwards + backwards}
(3.8)
direction = inbound :
GAPartner,new = (GAPartner,current − f orwards) + X X ∈ {0, . . . , f orwards + backwards}
(3.9)
The calculations are slightly different for the respective mission directions. For the case of an
outbound mission directory, the current planet ID is subtracted by the backwards parameter
and a random number between 0 and f orwards + backwards is added. The term in brackets
(GAPartner,current − backwards) acts as the lower limit of the possible gravity-assist partners,
because by adding the random number X, the new ID can only get bigger or stay the same.
The random number lies in an interval between 0 and f orwards + backwards, as the addi-
tion of the two parameters provides the whole range of allowed possible next gravity-assist
partners.
E.g. for a mission trajectory from Earth to Saturn (outbound direction), with the parameters
forwards and backwards set to 3 and 2, the modified method calculates the gravity-assist part-
ner IDs shown in Eq. (3.10) as possible candidates for the first manoeuvre.
(current partner ID: Earth = 3, f orwards + backwards = 5)
GAPartner,new = (3− 2) + X X ∈ {0, 1, 2, 3, 4, 5} (3.10)
⇒ GAPartner,new ∈ {1, 2, 3, 4, 5, 6}
It can be seen that by using relatively high numbers for the forwards and backwards param-
eters, the first gravity-assist manoeuvre is allowed to happen at nearly every planet in the
solar system (Mercury to Saturn).
If the mission direction is towards the center of the solar system, the lower limit of possible
next partners is determined by subtracting the forwards parameter from GAPartner,current, Eq.
(3.9). As an example a mission from Earth to Mercury is regarded and the parameters for-
wards and backwards are set to 1 and 0. By doing this, a backwards propagation is prevented.
The calculation of the first possible gravity-assist partner is shown in Eq. (3.11). In this case
at least one gravity assist at Venus has to be conducted before the spacecraft is able to reach
Mercury.
(current partner ID: Earth = 3, f orwards + backwards = 1)
GAPartner,new = (3− 1) + X X ∈ {0, 1} (3.11)
⇒ GAPartner,new ∈ {2, 3}
These calculations have to be incorporated into two different locations inside the program.
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The first location is where a new gravity-assist partner is selected, after execution of the pre-
vious fly-by, or at the beginning of the mission. The other location, where this constraint
needs to be implemented, is within the differential evolution algorithm. During the muta-
tion step, the gravity-assist partner of the new mutation vector is assembled by application
of the mutation equation (see Chapter 2.3.1, Eq. (2.7)). To implement the constraint, the nor-
mal behaviour of the differential evolution has to be changed to prevent using gravity-assist
partners which are outside of the scope defined by the user. Thus, the calculations shown
in Eq. (3.8) and (3.9) have to be incorporated into the mutation mechanism. This leads to a
differing behaviour of the mutation in contrast to the original algorithm. As this deviance is
just in respect to the selection of a new gravity-assist partner, the rest of the DE algorithm is
not affected by this change.
By introduction of the two parameters, the possible gravity-assist sequences can be adjusted
by the user according to the respective mission profile. If this approach has any positive
effects on the resulting trajectories will be tested and analysed, in combination with the first
constraint, within the next chapters.
3.2.3 Remarks About the Source Code
The implemented, modified source code, which incorporates the constraints into the search
method, is not provided within this thesis for several reasons. The whole program is com-
posed of more than 6,000 lines of code and most of the changes performed in this context
were of administrative nature. For example, implementing the new input values and addi-
tional calculations (like the flight direction of the mission), which are executed in several dif-
ferent locations within the source code. The new procedures that calculate the constrained
parameters of the gravity-assist manoeuvres are thoroughly explained in Chapter 3.2. These
explanations are sufficient to conceive the modifications integrated into the search method.
Additionally supplying the source code would not be practical without providing the con-
text of the remaining program. This would involve an extensive illustration of the details
which would exceed the confines of this thesis.
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3.3 Data Acquisition
In order to determine the influence of the proposed and implemented constraints on the
resulting trajectories, a series of tests is carried out. The goals of these tests are, on one hand,
to identify the magnitude of influence exerted by the usage of the constraints, and on the
other hand, to define which set of parameters enable the best results. The most important
value that represents the quality of the result is the required ∆v for a calculated trajectory.
Further results, which are investigated, are for example the encounter date and the partner
planets of the gravity-assist manoeuvres.
For a better comparability of the results with the work done by Maiwald [1], the following,
similar search method settings are chosen. The trajectory begins at Earth and ends at Jupiter
and the launch date is set to be 56,000 MJD, which is equal to the 14th of March in 2012.
Furthermore, the flight time is defined to not exceed 3,000 days and the launch window is
either 100 days for Phase 1 or 360 days for Phases 2 and 3. The settings for Phase 2 and 3
are exactly the same as used by Maiwald, so these results can be directly compared. The
Phase 1
• First overview about different constraint parameter
settings.
• Design based on assumptions.
• 210 trajectories: 1-leg, 2-leg, 3-leg missions.
• Main goals: confirm or discard the assumptions and
generate data for the design process of Phase 2.
• Occurring problems: suboptimal search method settings.
Phase 2
• Incorporation of the insights gathered during Phase 1 into
the test design.
• Application of a different, sequential approach for
determining the best constraint parameter settings.
• Utilisation of more optimal search method settings.
• 280 trajectories: 1-leg, 2-leg missions.
• Main goals: further investigate different constraint
parameter settings and determine the most beneficial for
this particular mission profile.
Phase 3
• Further examination of one particular, beneficial constraint
parameter setting.
• Utilisation of 200 population members instead of 100.
• 60 trajectories: 1-leg, 2-leg, 3-leg missions.
• Main goal: investigate whether the application of the
constraints influences more optimal solutions as well.
FIGURE 3.3: Overview about the three testing phases with the respective main
characteristics and goals.
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TABLE 3.1: Constraint parameters which are altered during the test runs.
Parameter Abbreviation Values
Application of ∆v-gain constraint ∆v gain Yes / No
Pericenter distance in the range dperi 0 to 100
between rmin and rSOI , in %
Range around the extreme value v∞,ex in which the dvelo 0 to 100
actual hyperbolic excess velocity v∞ lies, in %
Application of the PP constraint PP Yes / No
Maximum jumps in the direction of flight forwards 0 to 7
Maximum jumps against the direction of flight backwards 0 to 7
differences and the aim of Phase 1 are discussed further in Chapter 3.3.1.
To account for the random variations in the quality of the results, and to collect statisti-
cally significant data, each set of parameters is calculated 10 (Phase 1 and 2) or 30 (Phase 3)
times. Furthermore, each testing phase consists of a control group in which no constraints
are applied. This control group is used as a benchmark to provide comparable results for
the influence, the application of the constraints entails. The parameters, which characterise
the behaviour of the constraints, and which are altered during the different test runs, are
listed in Table 3.1. Figure 3.3 contains a graphical overview about the three testing phases’
goals and properties.
3.3.1 Phase 1
The aim of Phase 1 is to gain an overview concerning the expectable benefits the application
of the constraints implicates. The starting conditions of this phase are a little bit different
from Phases 2 and 3 which is why the resulting ∆v values cannot be directly compared.
However, a direct comparison between these phases is not intended. Instead, the target is to
gain knowledge about the most beneficial parameter sets, and to investigate whether these
benefits are applicable for 2-leg and 3-leg missions alike. It is examined if parameter sets
which produce good results for 2-leg missions are equally advantageous for 3-leg missions.
The main settings of Phase 1 are listed in Table 3.2. The complete settings file is specified in
Appendix A.
In Phase 1, other than Phases 2 and 3, there are values set for v∞,start and v∞,end. This means
that, at the beginning of the mission, the spacecraft is on a random flight path leading away
from Earth with a hyperbolic excess velocity v∞ of 1,000 m/s. In the same way, the en-
counter at Jupiter is considered complete, as soon as a trajectory is found which ends with
a v∞ of 50 m/s. The maximum number of gravity-assist manoeuvres is set to 2. The search
method will thus produce trajectories with one, two and three legs, respectively zero, one
and two gravity assists. To limit the time the computation takes to finish, the evolutionary
optimisation algorithm is set to a population size of 100 and a maximum number of 200
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TABLE 3.2: Starting conditions of Phase 1.
Parameter Value
Start Body Earth
End Body Jupiter
Launch Date 56,000 MJD
Launch Window 100 days
Maximum Flight Time 3,000 days
Minimum Flight Time 1,000 days
Maximum Revolutions 3
v∞,start 1,000 m/s
v∞,end 50 m/s
Maximum Number of Gravity Assists 2
Population Size 100
Maximum Number of Generations 200
generations. With these settings one trajectory computation takes around four hours on the
testing computer specified in Appendix B.
Assumptions
As no information is available, how the search method responds to varying constraint pa-
rameter settings, the design process of the first phase has to be based on two assumptions.
Each assumption concerns the basic implications of applying one of the constraints. See the
following list and Figure 3.4:
• It is assumed that changes in the values of dperi and dvelo between 0 % and 10 % have a
great impact on the quality of the result. The parameters are set 1 %, 2 %, 5 % and 10 %
to examine this assumption and evaluate whether this influence is positive or negative.
Consequently, it is assumed that values greater than 10 % are leading to similar results
like the unchanged version, thus eliminating the purpose of the ∆v-gain constraint.
Both parameters are set to 50 % to investigate this argumentation.
• The PP constraint is assumed to have an advantageous impact on the quality of the
results, only if the allowed jumps in both directions of flight are limited to values
smaller and equal to 2. The constraint is meant to decrease the size of the search space,
thus allowing gravity assists to happen at planets far away from the target Jupiter, is
assumed to be a hindrance.
Assumption 1
∆v gain
Changing dperi and dvelo between 0 % and 10 % greatly influences
the quality of the results. Values bigger than 10 % are not benefi-
cial.
Assumption 2
Partner Pool
Setting forwards and backwards to values bigger than 2 is not bene-
ficial for this particular mission profile.
FIGURE 3.4: Overview about the two assumptions made prior to Phase 1.
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TABLE 3.3: Trial plan Phase 1.
Number ∆v gain dperi dvelo PP forwards backwards
1 no - - no - -
2 yes 0 0 no - -
3 yes 1 0 no - -
4 yes 2 0 no - -
5 yes 5 0 no - -
6 yes 10 0 no - -
7 yes 50 0 no - -
8 yes 0 1 no - -
9 yes 0 2 no - -
10 yes 0 5 no - -
11 yes 0 10 no - -
12 yes 0 50 no - -
13 yes 1 1 no - -
14 yes 2 2 no - -
15 yes 5 5 no - -
16 yes 10 10 no - -
17 yes 50 1 no - -
18 no - - yes 1 1
19 no - - yes 2 1
20 no - - yes 2 2
21 yes 50 1 yes 1 1
Trial Plan
Phase 1 consists of 21 different parameter sets, whereby every set is computed 10 times. This
leads to a total amount of 210 computations with each one producing a 1-leg, a 2-leg and a
3-leg trajectory. Table 3.3 shows the complete trial plan for this phase.
The first run, without any constraints in use, acts as a benchmark to measure the impact the
different constraint parameter sets have. The runs 2 to 17 examine the different settings of
the ∆v-gain constraint. The first of these runs investigates what happens when the optimiser
is forced to maximise the ∆v which can be gained through a gravity-assist manoeuvre. To
achieve this, the parameters dperi and dvelo are both set to 0 %. Accordingly, the pericenter
distance is always set to be the lowest possible distance rmin and v∞ is set to be the respective
extreme value specified by Eq. (1.6).
The next five runs are examining different settings for the pericenter distance part of the
constraint. In these runs the pericenter distance is altered between 1 % and 50 %, whereas
dvelo is always set to 0 %. This means that for a randomly chosen pericenter distance the
hyperbolic excess velocity is always set to the extreme value. The next five runs are intended
to investigate the impact of changing dvelo. Therefore the pericenter distance is always set to
the minimum possible value (0 %) and dvelo is altered between 1 % and 50 %.
The next five runs combine these two parts of the ∆v-gain constraint. The parameters are
consecutively increased from 1 % to 10 % and the trial number 17 utilises the parameters of
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the best results from the previous runs, which are the runs with the numbers 7 and 8 (see
Chapter 4).
The runs 18 to 20 are investigating three different settings concerning the PP constraint.
Assuming, it is not beneficial for an Earth - Jupiter mission to allow the execution of gravity-
assist manoeuvres at planets which are far away from these two bodies (like Neptune for
example), the possible gravity-assist partners are limited to either forwards:1 and backwards:1
(18), forwards:2 and backwards:1 (19), or forwards:2 and backwards:2 (20). During these three
trial runs the ∆v-gain constraint is not activated.
The last trial run deploys the best parameter settings of the previous runs. It shall be in-
vestigated whether the application of the most beneficial parameters for the respective con-
straints leads to even better results. Why these settings where chosen can be seen in the
presentation of the results in Chapter 4.
3.3.2 Phase 2
TABLE 3.4: Starting conditions of Phase 2.
Parameter Value
Start Body Earth
End Body Jupiter
Launch Date 56,000 MJD
Launch Window 360 days
Maximum Flight Time 3,000 days
Minimum Flight Time 2,000 days
Maximum Revolutions 4
v∞,start 0 m/s
v∞,end 0 m/s
Maximum Number of Gravity Assists 1
Population Size 100
Maximum Number of Generations 1,000
The second phase of testing is, like Phase 1, designed to investigate a large range of different
constraint parameter sets, to determine which are most beneficial. As stated in Chapter
3.3 the search method settings are in line with the settings used by Maiwald [1] to enable
comparability. The greatest change in the settings, opposed to Phase 1, is that the values
of v∞,start and v∞,end are set to 0 m/s. This means that there is no initial hyperbolic excess
velocity defined at the beginning of the mission, and the encounter with Jupiter is finished as
soon as a trajectory is found that leads to a v∞ of 0 m/s. Furthermore, the maximum number
of generations is increased to 1,000, because the 200 generations used in the computation of
Phase 1 were found to not be sufficient to always find the best solution (see Chapter 5.1.2).
Table 3.4 shows the starting parameters of Phase 2. The complete settings file is specified in
the Appendix A.
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TABLE 3.5: Trial plan Phase 2.
Number ∆v gain dperi dvelo PP forwards backwards
1 no - - no - -
2 yes 0 0 no - -
3 yes 10 0 no - -
4 yes 20 0 no - -
5 yes 30 0 no - -
6 yes 40 0 no - -
7 yes 50 0 no - -
8 yes 60 0 no - -
9 yes 70 0 no - -
10 yes 80 0 no - -
11 yes 90 0 no - -
12 yes 100 0 no - -
13 yes 20 10 no - -
14 yes 20 20 no - -
15 yes 20 30 no - -
16 yes 20 40 no - -
17 yes 20 50 no - -
18 yes 20 60 no - -
19 yes 20 70 no - -
20 yes 20 80 no - -
21 yes 20 90 no - -
22 yes 20 100 no - -
23 yes 20 40 yes 1 1
24 yes 20 40 yes 2 1
25 yes 20 40 yes 2 2
26 no - - yes 1 1
27 no - - yes 2 1
28 no - - yes 2 2
Trial Plan
Phase 2 consists of 28 different parameter sets, each calculated 10 times, leading to a total
amount of 280 calculations. To enable a timely completion of this testing phase, and because
the evaluation of Phase 1 (see Chapter 4 and 5) revealed that the quality of the results for
2-leg and 3-leg mission behave in a similar manner for a given set of constraint parameters,
only 1-leg and 2-leg missions are calculated during this phase. The maximum number of
gravity assists is thus set to 1, resulting in a calculation time of about two hours per solution.
One assumption made prior to the execution of Phase 1 is, that small changes (in the range
from 1 % and 10 %) of the ∆v-gain parameters entail great changes in the results. As later
discussed within Chapter 5.1.1, this assumption is not necessarily correct.
To account for this, Phase 2 comprises a sequential and thorough investigation of the possi-
ble parameter sets for the ∆v-gain constraint. Starting with setting dvelo to 0 % and increasing
dperi from 0 % to 100 % within the runs number 2 to 12. A quick pre-evaluation revealed that
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the best value for dperi is around 20 %. Therefore, dperi is set to be 20 % for the runs 13 to 22,
where dvelo is increased from 10 % to 100 %.
Analogous to this, the value for dvelo is set to be 40 % for the subsequent runs 23 to 25.
These three runs evaluate the impact of the PP constraint, using the same values as before in
Phase 1. The last three runs are using the same PP constraint parameters while the ∆v-gain
constraint is deactivated.
3.3.3 Phase 3
TABLE 3.6: Starting conditions of Phase 3.
Parameter Value
Start Body Earth
End Body Jupiter
Launch Date 56,000 MJD
Launch Window 360 days
Maximum Flight Time 3,000 days
Minimum Flight Time 2,000 days
Maximum Revolutions 4
v∞,start 0 m/s
v∞,end 0 m/s
Maximum Number of Gravity Assists 2
Population Size 200
Maximum Number of Generations 1,000
In Phase 3 the same settings as in Phase 2 are utilised. The only differences are, on one hand,
that the maximum amount of gravity-assist manoeuvres is set to 2, and, on the other hand,
that 200 population members are used for the evolutionary optimization algorithm. Table
3.6 shows the starting parameters of Phase 3 (see Appendix A for the complete settings file).
Phase 3 is designed to further investigate one specific parameter set which was found to be
advantageous during the evaluation of Phase 2. Because of this Phase 3 comprises only two
different settings, one without application of the constraints (acting as a benchmark), and
one utilising the constraint parameters, shown in Table 3.7. These parameters were chosen
because they were found the beneficial for this particular mission profile. These findings
will be later presented and discussed.
As opposed to the other two testing phases, during Phase 3 each setting is computed 30
times to further reduce the impact of statistical anomalies. This means that 60 computations
are done altogether. As shown by Maiwald [1] (see Chapter 2.4.2), the number of popula-
tion members directly influences the quality of the computed trajectories. Accordingly, it is
assumed that calculations with 200 population members should produce better results than
the calculations of Phase 2.
Furthermore, the number of computed gravity-assist manoeuvres is raised to two, to con-
firm the observation made in Phase 1, that 2-leg and 3-leg missions behave in similar ways
Chapter 3. Methodology 41
TABLE 3.7: Trial plan Phase 3.
Number ∆v gain dperi dvelo PP forwards backwards
1 no - - no - -
2 yes 20 20 yes 1 1
to the change of the parameter settings. The chosen settings increased the computation time
to around 12 hours to 15 hours.
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4 Results
The results of the three testing phases are successively presented within the following chap-
ter to provide an objective overview about the influences, different constraint parameter
settings entail.
4.1 Phase 1
TABLE 4.1: Resulting average ∆v requirements and standard deviation σ of
the 2-leg and 3-leg trajectories of Phase 1. The average ∆v requirement for all
of the 1-leg trajectories is around 16,040 m/s.
No. ∆v gain PP 2-leg: m/s 3-leg: m/s
∆v σ ∆v σ
1 - - 17,779 1,506 42,451 17,722
2 0 / 0 - 18,621 1,339 51,705 13,459
3 1 / 0 - 17,604 1,590 46,616 11,723
4 2 / 0 - 17,583 2,606 46,087 10,597
5 5 / 0 - 17,168 556 39,976 14,217
6 10 / 0 - 17,097 808 40,355 10,221
7 50 / 0 - 16,627 709 35,986 12,405
8 0 / 1 - 18,597 1,658 44,874 13,288
9 0 / 2 - 19,374 1,638 59,693 20,786
10 0 / 5 - 18,618 1,842 49,249 8,124
11 0 / 10 - 19,315 2,070 55,120 26,246
12 0 / 50 - 19,174 1,350 48,369 15,724
13 1 / 1 - 20,127 2,627 49,063 14,819
14 2 / 2 - 18,125 881 46,105 6,937
15 5 / 5 - 17,626 886 36,842 8,443
16 10 / 10 - 17,877 1,602 41,210 13,055
17 50 / 1 - 16,694 585 35,529 12,092
18 - 1 / 1 17,581 575 39,386 10,520
19 - 2 / 1 18,278 2,063 41,799 22,477
20 - 2 / 2 18,502 1,922 38,847 9,718
21 50 / 1 1 / 1 16,386 406 30,209 7,578
Phase 1 consists of 21 different parameter settings which have been calculated 10 times
each. To assess the performance of every particular run the average value of the 10 ∆v-
requirements is calculated. To supplement these average values the respective standard
deviations are also determined. The resulting values are shown in Table 4.1. To provide an
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overview about the utilised parameter settings per run, the first two columns represent an
abridged version of Table 3.3, where the settings for the ∆v gain and the PP constraint are
depicted. Figure 4.1 (2-leg trajectories) and Figure 4.2 (3-leg trajectories) depict the graphical
representation of the average values and the respective standard deviations. The red dotted
line in Figure 4.1 additionally displays the required ∆v of the computed 1-leg missions. The
search method always found 1-leg trajectories which required approximately 16,040 m/s
with minimal deviations.
The computation of the 3-leg trajectories revealed the problem that during some calculations
no sufficient optimum was found. This lead to ∆v requirements which were way too high
to be reasonable (up to 1.8× 106 m/s). To avoid corrupting the data, every trajectory which
requires a lot more than 100,000 m/s is ignored. This means that overall 13 3-leg trajectories
are not included in the evaluation of the results. The runs number 11 and 12 are the worst
in this respect with two and three non-converging trajectories.
Observations
• Nearly all 2-leg trajectories and all of the 3-leg trajectories have greater ∆v require-
ments than the trajectories without any gravity-assist manoeuvres. Altogether, just 15
(7.1 %) 2-leg trajectories were found which require less than 16,040 m/s ∆v. None of
these trajectories were computed during the benchmark run number 1. Instead, the
runs number 3, 4, 7 and 21 each produced at least two trajectories which exceeded the
1-leg trajectory.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
15,000
16,000
17,000
18,000
19,000
20,000
21,000
22,000
23,000
Run Number
A
ve
ra
ge
∆
v
[m
/s
]
FIGURE 4.1: Average ∆v requirements for the 2-leg trajectories of the 21 runs
of Phase 1. The red dotted line represents the produced 1-leg trajectories.
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• The usage of the constraints has a notably impact on the quality of the results. This
influence can be positive or negative based on which constraint parameters have been
chosen. As for the 2-leg trajectories, the average ∆v requirement of 17,779 m/s (with-
out constraints) could be improved up to 7.8 % (in run 21) whereby the standard devi-
ation improved by 73 %. On the other hand, different parameter settings (e.g. run 13)
worsen the average ∆v by 13.2 % and the standard deviation by 74.4 %. The observa-
tion can also be made for the 3-leg trajectories. The best result (run 21) improved the
average ∆v requirement by 28.8 % and the standard deviation by 57.2 %. One of the
worst results (run 9) produced trajectories which require 40.6 % more ∆v in average,
with a 17.3 % higher standard deviation.
• As for the ∆v-gain constraint, increasing the first parameter (dperi), which controls the
possible distance of the pericenter of a gravity assist, has a beneficial influence on the
∆v requirement. Run number 7 for example, which uses a value of 50 % for dperi, leads
to a reduction of the average ∆v and the standard deviation of 6.5 % and 53 % for the
2-leg trajectory. The respective 3-leg mission shows the same behaviour with a 15.2 %
and 30 % reduction of the average ∆v and the standard deviation.
• The second parameter of the ∆v-gain constraint (dvelo), which controls the hyperbolic
excess velocity to maximise the gained ∆v by a gravity assist, has an opposing influ-
ence on the results. The best results are achieved, when this value is 0 %. Especially the
2-leg missions show a increasing worsening of the resulting ∆v requirements during
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FIGURE 4.2: Average ∆v requirement for the 3-leg missions of the 21 runs of
Phase 1.
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the runs 8 through 12.
• Combining the incrementation of the two parameters in the runs 13 through 15 from
1 % to 5 % improves the required ∆v and the respective standard deviation. This im-
provement is beginning to stop at the run number 16 in which both parameters are set
to 10 %. The ∆v requirement and the respective standard deviation are getting higher
than in the previous run for 2-leg and 3-leg trajectories alike.
• By comparing the related runs, in which the two parameters are either set to 0 % or
the same value (for 1 % runs number 3, 8 and 13; for 2 % runs number 4, 9 and 14;
for 5 % runs number 5, 10 and 15; for 10 % runs number 6, 11 and 16), it can be seen
that the best results origin by increasing dperi (runs number 3, 4, 5 and 6) and setting
dvelo to 0 %. The worst results are in the group of the runs where dperi is set to 0 % and
dvelo is changed (8, 9, 10 and 11). The four runs where both parameters obtain values
different from 0 % produce mediocre results which lie between the two others. These
statements are mostly true for the 2-leg missions. The biggest exception being the 2-leg
trajectories of run 13. The 3-leg missions do show a similar, but not exactly the same
behaviour (e.g. runs 3, 8 and 13, where run 8 produced the best results).
• Concerning the influence of the PP constraint, the data shows that the setting of run 18
(forwards:1 and backwards:1) yields results which are better than the benchmark (run 1).
The runs number 19 and 20 perform worst than run 18. Except for the 3-leg trajectories
produced during run 20, which are similar to the 3-leg trajectories of run 18.
• The combination of the best parameter sets of the previous runs produces the overall
best results for 2-leg and 3-leg missions alike in run 21.
Gravity Assist Partners and Encounter Dates
To further investigate the properties of the 2-leg missions, Figure 4.3 depicts the gravity-
assist partner, the encounter date and the resulting ∆v requirement of all 210 calculated
trajectories. The graph shows that only 33 (15.7 %) gravity-assist manoeuvres are performed
at the Earth, whereas the majority uses Mars as gravity-assist partner. Further, each planet
seems to have two main groups of encounter dates. As for Earth these two groups are
located around 56,125 MJD and around 56,470 MJD. These two groups of encounters are
roughly one year apart from another.
The only obvious exception to this is a gravity assist happening at 56,671 MJD. Also, there
are four gravity assists happening at around 56,250 MJD which might indicate a third group
of encounter dates at Earth. The second group of gravity assists at the Earth (at 56,470 MJD)
produces the best results of the whole testing phase, but very few trajectories were found
which utilise this particular fly-by opportunity. The seven of these trajectories which require
less than 16,040 m/s were found during the runs 3, 4, 10 and 19.
The two groups of encounter dates with Mars as gravity-assist partner are more widespread
than the gravity assists at Earth. The first and most commonly used group is between
56,600 MJD and 56,800 MJD and the second group is around 56,950 MJD. Better results are
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FIGURE 4.3: Date of encounter and gravity-assist partner, with the respective
∆v requirement, for the 2-leg missions of Phase 1.
produced by the first group of the Mars encounters. But none of these trajectories can com-
pete with the best results from second group of Earth gravity assists and only a few exceed
the 1-leg trajectory benchmark of 16,040 m/s.
Trajectory Examples
The Figures 4.4, 4.5, 4.6 and 4.7 depict four trajectory examples which were calculated during
Phase 1. Figure 4.4 illustrates a 1-leg trajectory. It can be seen how the spacecraft travels on a
helical shape from Earth to Jupiter, while completing two revolutions around the barycentre.
In general, all of the 1-leg solutions are very similar to the displayed, only varying in a small
range due to the hyperbolic excess velocities at start and finish.
Figure 4.5 shows the best 2-leg trajectory of Phase 1 with a ∆v requirement of 13,971 m/s.
The spacecraft follows the Earth on its orbital path around the Sun for more than a year
(421 days), before conducting a gravity assist at Earth and proceeding towards Jupiter. How-
ever, most 2-leg trajectories of Phase 1 use Mars as gravity-assist partner. Figure 4.6 thus
depicts the best trajectory found which utilises a fly-by at Mars. This trajectory requires
15,295 m/s ∆v and it can be seen how the spacecraft travels for two years away from Earth’s
orbital path towards the encounter with Mars on a spiral-shaped trajectory.
The best 3-leg solution of Phase 1 is displayed in Figure 4.7. This particular trajectory re-
quires just 18,757 m/s ∆v and with that only around 1,000 m/s more than the overall best
3-leg solution found during Phase 3 (see 4.3). The first gravity assist is conducted at Earth
144 days after departure and the second one at Mars over 600 days later.
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FIGURE 4.4: 1-leg trajectory calculated during Phase 1. The ∆v requirement,
the launch date (LD) and the flight time (ToF) are listed on the right side.
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FIGURE 4.5: Best 2-leg trajectory produced during Phase 1. The date of the
encounter at Earth (GA) is additionally listed.
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FIGURE 4.6: Best 2-leg trajectory calculated during Phase 1 which incorpo-
rates a gravity assist at Mars.
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FIGURE 4.7: Best 3-leg trajectory produced during Phase 1. The dates of the
first (GA 1) and second (GA 2) gravity assist are listed as well.
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4.2 Phase 2
TABLE 4.2: Resulting average ∆v requirements and standard deviation σ
of the 2-leg trajectories of Phase 2. The ∆v requirement for all of the 1-leg
trajectories is exactly 16,034 m/s.
No. ∆v gain PP 2-leg: m/s No. ∆v gain PP 2-leg: m/s
∆v σ ∆v σ
1 - - 15,125 1,000 15 20 / 30 - 14,852 681
2 0 / 0 - 15,870 727 16 20 / 40 - 14,787 448
3 10 / 0 - 14,720 1,217 17 20 / 50 - 14,813 807
4 20 / 0 - 14,935 348 18 20 / 60 - 15,086 618
5 30 / 0 - 15,072 773 19 20 / 70 - 15,169 549
6 40 / 0 - 15,277 754 20 20 / 80 - 14,546 718
7 50 / 0 - 15,032 579 21 20 / 90 - 14,865 614
8 60 / 0 - 15,092 683 22 20 / 100 - 14,963 778
9 70 / 0 - 15,007 446 23 20 / 40 1 / 1 14,217 838
10 80 / 0 - 15,284 585 24 20 / 40 2 / 1 14,920 719
11 90 / 0 - 15,303 521 25 20 / 40 2 / 2 14,786 908
12 100 / 0 - 15,632 485 26 - 1 / 1 14,612 1,087
13 20 / 10 - 15,145 849 27 - 2 / 1 15,558 957
14 20 / 20 - 14,796 879 28 - 2 / 2 14,198 1,281
Phase 2 of testing consists of 28 different parameter sets which were each calculated 10
times. Opposed to Phases 1 and 3, only 2-leg trajectories are calculated to decrease the
overall computing time of the 280 single calculations of this phase. Similar to Phase 1, Table
4.2 shows the average ∆v requirements plus the respective standard deviation of all runs.
The graphical representation is given in Figure 4.8. The red dotted line in Figure 4.8 again
shows the ∆v requirement of the calculated 1-leg trajectories. In this testing phase the search
method always found the exact same 1-leg trajectory which needs 16,034 m/s of ∆v.
Observations
• Unlike in Phase 1, most of the 2-leg trajectories require less ∆v than the 1-leg trajec-
tory. The single best trajectory, which was found during run number 28, requires just
12,635 m/s ∆v which is equal to an improvement of 21.2 %.
• The influence of the changing constraint parameters is similar, but not equal, to the
observed behaviour during Phase 1. As for the ∆v-gain constraint, changing the dperi
parameter from 0 % to 100 % (runs number 2 to 12) is revealing a curve similar to a
bathtub, whereby the worst results are produced at the left and right side of the curve.
Setting dperi to 0 % or 100 % increases the averagely needed ∆v by 4.9 % or 3.6 %. Good
results with the smallest deviation are produced by setting dperi to 20 %. This decreases
the required ∆v by 1.3 % and the standard deviation is reduced by 65.2 %. Increasing
the parameter further leads to a successively increasing ∆v requirement.
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• Changing the second parameter of the ∆v-gain constraint (dvelo) shows, that in this
case, the parameter does not have a very great influence on the resulting trajectories.
The average ∆v values in the runs 13 to 22 lay within a range of around 360 m/s.
Except for run 20 which requires a little bit less ∆v in average. This low spread com-
plicates the decision which parameter setting is the most beneficial. Nevertheless, for
the following runs 23, 24 and 25 it was chosen to set dvelo to 40 %, because of the low
standard deviation of this particular run.
• Utilising the PP constraint in the runs 23 to 25 reveals that, similar to Phase 1, the
best results are produced by setting the constraint parameter to forwards:1 and back-
wards:1. In the runs 24 and 25 trajectories were calculated which require, in average,
considerably more ∆v.
• The last three runs use solely the PP constraint. Run number 26 produced results
which require 2.8 % more ∆v with a 29.7 % higher standard deviation in comparison
to run number 23, that uses the same PP constraint parameters, but in addition to us-
ing the ∆v-gain constraint. Run number 27 produces even worst results, compared
directly to run number 24 (4.3 % and 33.1 % enlargement of the average ∆v and the
standard deviation) . However, this pattern does not continue through run number 28,
where some really good and some really bad solutions were calculated. Resulting in
a very high standard deviation and a noticeable lower average ∆v requirement (com-
pared to run 25, the required ∆v drops by 4 % and the standard deviation increases by
41.7 %).
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FIGURE 4.8: Average ∆v requirement for the 2-leg missions of the 28 runs of
Phase 2. The red dotted line represents the produced 1-leg trajectory.
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Gravity Assist Partners and Encounter Dates
Analogous to Figure 4.3, which showed the 2-leg trajectory gravity-assist partners and en-
counter dates of Phase 1, depicts Figure 4.9 the same graph for Phase 2. It can be seen that
only 31 (11.1 %) of the gravity assists were performed at Mars. Most of these encounters at
Mars happen around 56,950 MJD and some around 56,700 MJD. These two groups of en-
counter dates match the two groups found during Phase 1. The difference is that the most
commonly used Mars encounter dates from Phase 1 are barely used during Phase 2 and vice
versa. A similar behaviour can be observed at the Earth encounters. The group of encoun-
ters which is most commonly used during Phase 2 (around 56,470 MJD), was also found
during Phase 1, but only used a few times. However analogous to Phase 1, this particular
gravity-assist manoeuvre enables very good results. The best of these trajectories was found
during run 28.
A second large group of encounter dates at Earth is located roughly one year later around
56,850 MJD. This group of encounter dates also enables the calculation of good trajectories,
but was not found during Phase 1. The best trajectory of this encounter date group, which
happens at 56,880 MJD, was calculated during run 23. But similar to Phase 1, there are two
groups of encounters which are close together, one around 56,125 MJD and the other around
56,250 MJD. As in Phase 1, these encounters are not enabling particularly good trajectories.
Further, there are some encounters which lie between one of these main groups, but none of
these gravity-assist encounters enable any good results.
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FIGURE 4.9: Date of encounter and gravity-assist partner, with the respective
∆v requirement, for the 2-leg missions of Phase 2.
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Trajectory Examples
During Phases 2 and 3 the search method produced always the same 1-leg trajectory, due
to the finite search space while utilising no gravity assist. As elaborated in Chapter 2.4 and
opposed to Phase 1, the search space for 1-leg trajectories is finite as long as no hyperbolic
excess velocities at start and end (v∞,start, v∞,end) are defined. The calculated 1-leg trajectory
is shown in Figure 2.3 in Chapter 2.1.2.
Two examples of the trajectories produced during Phase 2 are provided. The first, depicted
in Figure 4.10, displays the overall best solution with a ∆v requirement of 12,635 m/s. The
solution incorporates a gravity assist at a similar encounter date as the best trajectory of
Phase 1 (around 56,500 MJD) but a later launch date, which is why the spacecraft follows
the Earth’s orbital path for just 171 days before conducting the fly-by and proceeding to
Jupiter. The best solution of Phase 1 entailed that the spacecraft followed the Earth for more
than a year. Furthermore, it can be seen that the spacecraft’s path exceeds Jupiter’s orbit
by around 0.5 AU before arriving at the target. This indicates that the trajectory might be
further improvable as this wide arc above Jupiter’s orbit should be expensive in terms of
flight time and ∆v.
Figure 4.11 depicts the worst 2-leg trajectory found during Phase 2. This solution incor-
porates a gravity assist at Mars and the flight time is 208 days shorter than for the best
trajectory. The ∆v requirement, on the other hand, is significantly higher at 16,884 m/s.
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FIGURE 4.10: Best 2-leg trajectory found during Phase 2.
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FIGURE 4.11: Worst 2-leg trajectory solution of Phase 2.
4.3 Phase 3
Phase 3 consists of only two different runs. One acting as a benchmark where no constraints
are used and the other one using the parameters shown in Table 4.3. Furthermore, the table
shows the average ∆v requirements and the respective standard deviations of the calculated
2-leg and 3-leg missions.
In Phase 3, 30 calculations were conducted per parameter setting, which means that overall
60 different 2-leg and 3-leg trajectories were computed. Figure 4.12 and Figure 4.13 show,
on the left hand side, the ∆v requirements of all 60 single trajectories and, on the right hand
side, the respective average ∆v and standard deviation. The left graph is separated at run
30. The runs number 1 to 30 use the regular search method, while during the runs number
31 to 60 the constraints are applied. The red dotted line again shows the computed 1-leg
trajectory which requires a ∆v of 16,034 m/s.
TABLE 4.3: Resulting average ∆v requirements and standard deviation σ of
the 2-leg and 3-leg trajectories of Phase 3. The average ∆v requirement for all
of the 1-leg trajectories is exactly 16,034 m/s.
No. ∆v gain PP 2-leg: m/s 3-leg: m/s
∆v σ ∆v σ
1 - - 14,100 931 34,323 8,168
2 20 / 20 1 / 1 14,071 563 26,164 5,301
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FIGURE 4.12: ∆v requirement for the 2-leg missions of Phase 3. Every single
trajectory is listed on the left side and the average values with the respective
standard deviation on the right side.
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FIGURE 4.13: ∆v requirement for the 3-leg missions of Phase 3. Every single
trajectory is listed on the left side and the average values with the respective
standard deviation on the right side.
Observations
• Using 200 population members for the DE algorithm reduces the overall ∆v require-
ments of all trajectories. Other than in Phase 2, none of the 2-leg trajectories required
more ∆v than the 1-leg trajectory.
• As for the 2-leg trajectories, using the constraints does not reduce the averagely needed
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∆v by much, but the standard deviation is reduced by 39.5 %. This can be seen very
clearly in the graphs of Figure 4.12. The unconstrained search method produces results
which have a relatively wide spread, ranging from around 12,000 m/s to 16,000 m/s.
As the constraints get activiated, this range is reduced to values between 12,500 m/s
and 15,000 m/s.
• The benefits of using constraints are even more notable for the 3-leg missions (Figure
4.13). The application of the constraints entails a 23.8 % reduction of the average ∆v
and a 35.1 % reduction of the respective standard deviation. One of the calculated
trajectories even gets in close proximity to the 1-leg trajectory benchmark, by requiring
only 17,550 m/s ∆v.
Gravity Assist Partners and Encounter Dates
To further examine the gravity-assist encounters of the 2-leg trajectories, Figure 4.14 shows,
analogous to Phases 1 and 2, the encounter dates and the gravity-assist partners, with re-
spect to the resulting ∆v requirements. It can be seen that similar gravity-assist encounter
dates were utilised. The most commonly used group of Earth encounters is again around
56,470 MJD. Two trajectories utilise a gravity assist around 56,125 MJD (one year earlier) and
a few use a gravity assist around 56,850 MJD (one year later). The best results are produced
by using the encounter around 56,470 MJD (as it is the case in Phases 1 and 2). The Mars
is used as a gravity-assist partner only three times. These three trajectories were computed
during the benchmark run, which did not use any constraints.
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FIGURE 4.14: Date of encounter and gravity-assist partner, with the respec-
tive ∆v requirement, for the 2-leg missions of Phase 3.
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FIGURE 4.15: Gravity-assist sequences which are used in the 3-leg trajecto-
ries of Phase 3.
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FIGURE 4.16: Gravity-assist sequences which are used in the 3-leg trajecto-
ries of Phase 3, either with the regular method (left side) or by utilising the
constraints (right side).
To examine the gravity-assist partner sequences used by the 3-leg trajectories, Figure 4.15
depicts the eight different gravity-assist sequences which were found, in respect to the re-
sulting ∆v requirement. Most of the trajectories utilise a Earth - Earth (EE) gravity-assist
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sequence, which enables very good, but also very bad solutions. Similar results are pro-
duced by using a Mars - Mars sequence (MM). The groups EJ, EV, VE, VV, for the most part,
do not enable good results. Using a Earth - Mars gravity-assist sequence (EM) is, on the
other hand, very beneficial for the resulting ∆v requirement. Furthermore, the application
of a Mars - Jupiter sequence (MJ) is also enabling the calculation of efficient trajectories,
based on the one trajectory which was found.
To be able to compare which of these gravity-assist sequences were found by which search
method setting, Figure 4.16 depicts a separated version of Figure 4.15. The left side shows
the sequences used by the regular method and the right side shows which ones were used
while applying the constraints. The application of the constraints drastically reduces the
amount of different gravity-assist sequences. Only Earth - Earth, Earth - Mars, and Mars -
Mars sequences are used.
Trajectory Examples
Figure 4.17 displays the best 2-leg trajectory found during Phase 3 and by that all testing
phases. It requires just 12,351 m/s ∆v and the flight path is similar to the best solution of
Phase 2, depicted in Figure 4.10. The only differences are the slightly earlier launch date
(56,299 MJD opposed to 56,335 MJD), gravity assist date at Earth (56,482 MJD opposed to
56,506 MJD) and a reduced flight time to 2,665 days opposed to 2,850 days. The shorter flight
time can be explained by regarding the two different approach trajectories before the arrival
at Jupiter. The spacecraft exceeds Jupiter’s orbital path by a smaller amount than in the
Phase 2 solution, accomplishing a more direct insertion into the aimed for orbit. As can be
seen in the data, this trajectory is more efficient and less time consuming.
The best 3-leg trajectory found during Phase 3 is illustrated in Figure 4.18. With a ∆v re-
quirement of 17,549 m/s, this trajectory nearly reached the 1-leg trajectory benchmark. The
first gravity assist is conduced at Earth after a flight time of 118 days and the second ma-
noeuvre is performed at Mars after an additional flight time of 516 days. After the second
encounter the spacecraft proceeds towards Jupiter on a helical-shaped trajectory.
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FIGURE 4.17: Best 2-leg trajectory found during Phase 3. This solution rep-
resents the most optimal solution found during all three testing phases.
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FIGURE 4.18: Best 3-leg trajectory solution found during Phase 3. This so-
lution represents the best 3-leg trajectory produced during all three testing
phases.
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5 Discussion
In the following chapter the objectives of this thesis, outlined in Chapter 1.2, are analysed
and discussed. At first the results of the testing phases are discussed, beginning with the
assumptions made prior to Phase 1. Afterwards the problems emerged during Phase 1 are
illustrated, followed by the insights gained by evaluating Phases 2 and 3. Subsequent, the
gravity-assist partners and the encounter dates are examined. The usefulness of an appli-
cation of the constraints is discussed and concluded afterwards. In the last section of this
Chapter preliminary further investigations of different mission profiles are described.
5.1 Discussion of the Simulation Results
5.1.1 Assumptions
The design process of Phase 1 was based on two assumptions concerning the properties of
the modified search method (see Figure 5.1). The first assumption was that small changes
of the parameters dperi and dvelo have great influences on the resulting trajectories and that
values bigger than 10 % are not beneficial, because the behaviour of the search method is
believed to match the unchanged version.
As can be seen in the Figures 4.1, 4.2 and 4.8 this is only in part supported by the observa-
tions. During Phases 1 and 2 it proofed to be very disadvantageous to set both parameters to
0 %. This is plausible, because by trying to utilise the single best possible gravity-assist ma-
noeuvre, the search space gets strictly limited and it might be the case that better solutions
get discarded in the first place. For instance, it might be possible that the spacecraft obtains
too much velocity from the gravity assist and a large deceleration manoeuvre is necessary
to reach the target. Or it is conceivable that two gravity assist, each yielding less energy,
might enable a more efficient trajectory. Gaining the maximum amount of energy with one
particular fly-by, does not implicate that the resulting trajectory is optimal.
In contrast to the assumption, the actual optimal value of dperi lies in the range of 20 % (Phase
2) to 50 % (Phase 1). The optimal value of dvelo is, as later discussed, not as obvious as for
dperi, but better results are likewise computed when setting the parameter to values in the
similar range. In accordance to the first part of the assumption, the results are becoming
drastically better if dperi is just slightly higher than 0 %, but the second part, that values
greater than 10 % do not enable better results, could not be verified.
The second assumption was that allowing gravity-assist partners which are more than two
positions away from the current body has negative effects on the resulting calculation. By
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allowing gravity-assists to reach out too far away from the current body, it is assumed that
the search space gets unrestricted, negating the inducement to apply the PP constraint in the
first place. This assumption is not meant to be generally applicable and just specific to the
tested Earth - Jupiter trajectory.
During the conducted testing phases, this assumption was just indirectly tested, as the PP
constraint was never set to values greater than 2. But the assumption is supported by the
fact, that the parameter setting of forwards:1 / backwards:1 proofed to produce particularly
better results than forwards:2 / backwards:1 or forwards:2 / backwards:2. This outcome indi-
cates that, at least for this particular mission profile, setting the PP constraint parameter to
values greater than 2 should not enable better results. Greater values just widen the search
space of possible gravity-assist partners. In this case, setting forwards:3 for instance, would
entail that the first gravity assist manoeuvre could be executed at Saturn. Allowing such
manoeuvres for a trajectory to Jupiter would most likely be disadvantageous either in terms
of ∆v requirement or mission flight time.
It is thus appropriate to expect that setting the parameters to values higher than 2 does not
enable the computation of better trajectories. For generalisable statements which parameter
settings should be used for different mission profiles (e.g. to the outer rim of the solar sys-
tem), more testing needs to be done. But initially it could be reasonable to set the partner
pool constraint in a way that the first gravity-assist encounter is not allowed to be conducted
directly at the end body (except for trajectories to Mars and Venus, because these planets are
only one step away from Earth). In the case of an Earth - Jupiter trajectory, because these
planets are just two steps away from each other within the solar system, limiting the possi-
ble next gravity-assist partner to the planet one step further in each direction of flight seems
Assumption 1
∆v gain
Changing dperi and dvelo between 0 % and 10 % greatly influences
the quality of the results. Values bigger than 10 % are not benefi-
cial.
Conclusion:
The assumption is partly correct. The variation of dperi from 0 %
to 10 % greatly and positively influences the solution quality.
Changing dvelo on the other hand does not exert such an influ-
ence. Furthermore, it can be stated that, opposed to the assump-
tion, setting the parameters to values greater than 10 % can be
beneficial.
Assumption 2
Partner Pool
Setting forwards and backwards to values bigger than 2 is not bene-
ficial for this particular mission profile.
Conclusion:
As forwards:1 and backwards:1 proofed to be the optimal setting for
the PP constraint, it can be concluded that values greater than 2
are not beneficial for this mission profile.
FIGURE 5.1: Conclusions of the assumptions made prior to Phase 1.
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to be an advantageous approach. For computing e.g. an Earth - Neptune trajectory, it might
be beneficial to set the parameters to allow gravity-assist manoeuvres which are four steps
in direction (one fewer step than a direct path from Earth to Neptune) and one, or maybe
two, steps against the direction of flight.
Without a priori knowledge about the to be expected behaviour, and the goal of Phase 1 to
acquire this knowledge, founding the design of the first testing phase on these assumptions
made sense. As it turned out, the first assumptions was just partially supported by the
observations, but the acquired understanding about the influences of the two constraints
on the resulting trajectories, lead to a more established design process in the second testing
phase.
5.1.2 Phase 1
Problems
Phase 1 inherited the drawback of being the first testing phase and thus was required to be
based on the discussed assumptions concerning the optimisation behaviour. Furthermore,
the chosen settings, like the hyperbolic excess velocities at start and end (v∞,start, v∞,end) and
the low number of generations were not ideal to find the best solutions. This is why Phase 1
involved a few problems and difficulties which will be further examined in this section.
One of the problems of Phase 1 originated in the not anticipated behaviour when dperi is set
to 0 %. During the runs number 8 to 12 the parameter dvelo was increased from 1 % to 50 %,
while dperi was set to 0 %. All these runs produced increasingly bad results for the 2-leg and
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FIGURE 5.2: Comparison between of the averagely required ∆v during Phase
1, while increasing dperi (left side) or dvelo (right side) from 0 % to 50 %
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3-leg missions alike. This effect is more obvious for the 2-leg missions though. Taking the
run number 2 as starting point and placing the runs 3 to 7 (dperi), respectively 8 to 12 (dvelo)
behind it, the changing ∆v requirement can be clearly observed. This connection is depicted
in Figure 5.2. The black lines are laid through the average values and show the trend how
the solutions get better while increasing dperi, and worse by increasing dvelo.
The primary source of these changing ∆v requirements is most likely based on the setting
of dperi and not influenced by increasing dvelo. Keeping dperi constantly at 0 % during the
runs number 8 to 12, probably prohibits the calculation of better solutions, as the search
space gets strictly limited to a few different possible gravity-assist manoeuvres. It could
have been expected that greater values for dvelo widen the search space in a manner that
more different gravity assist become possible and better solutions could be found. But this
expected outcome could not be observed. Thus, higher values of dvelo do not have a positive
influence on the solutions.
The data gathered during Phase 2 (see Figure 4.8) supports this claim. Increasing dvelo from
10 % to 100 % during the runs 13 to 22 of Phase 2, does not have a consistent influence on the
quality of the results. As said in Chapter 4.2, the average values and standard deviations
differ only in a small range, which could be due to statistical effects, as just 10 calculations
were executed per run. More details on this topic will be provided in Chapter 5.1.3.
The next problem which occurred during Phase 1 is that the evolutionary search algorithm
was set to optimise the solutions over the course of just 200 generations. This limit was
reached by 85 of the 210 2-leg trajectories (around 40 %) and by 25 of the 3-leg trajectories
(around 12 %). Hitting this boundary indicates that the particular solution could have been
further optimised.
This circumstance is unfavourably, but by assessing over how many generations each trajec-
tory was optimised and by regarding the resulting ∆v requirement, no distinct correlation
between the quality of the solution and the number of generations can be found. Solutions
which reached the generation limit are varying in the same range of possible ∆v require-
ments as the other solutions. Accordingly, it can be stated that the overall bad solutions of
Phase 1 are very likely not originating from the low number of generations.
Presumably, the main source of the poor solution quality is the definition of values for the
hyperbolic excess velocities at start and end of the mission, which might be the most severe
problem of Phase 1. Comparing the 1-leg trajectories of all three testing phases, it can be seen
that the trajectories of Phase 1 require roughly the same amount of ∆v as the 1-leg trajectories
of Phases 2 and 3. The initial and terminal hyperbolic excess velocities thus did not enable
the calculation of better solutions. Additionally, the produced 1-leg trajectories variate in
a small range, because setting values for v∞,start and v∞,end introduces random real-values
variables into the system, making it impossible to consistently find the same 1-leg trajectory.
The 2-leg and 3-leg missions, on the other hand, are generally requiring significantly more
∆v than in Phases 2 and 3. It is possible that the initial velocity vector influences the flight
path of the spacecraft in a way, that returning to Earth to conduct a gravity assist gets more
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complicated. As later discussed (see Chapter 5.1.5) conducting a gravity assist at Earth en-
ables the best 2-leg trajectories of the whole testing phases. Due to the possible restraint
of finding a trajectory which utilises this beneficial gravity-assist manoeuvre, most of the
2-leg trajectories of Phase 1 might be forced to conduct a disadvantageous fly-by at Mars,
resulting in higher ∆v requirements. It is thus safe to argue that the generally higher ∆v re-
quirements of the 2-leg and 3-leg trajectories of Phase 1 are originating from the poor choice
of the values of v∞,start and v∞,end.
Lessons Learned
Taking the overall goal of Phase 1 into account, to get a first overview about the possible ef-
fects of an application of the constraints, these mentioned problems are not substantial. Al-
though the solutions produced during this phase are not optimal, the implications of using
the constraints can be assessed. Accordingly, the following statements about the constraint
parameter settings can be derived from the data:
• Using the constraints has an impact on the results. Depending on the specific settings,
this influence can be positive or negative.
• More beneficial parameter settings enable the calculation of trajectories which require
less ∆v in average, with a lower standard deviation (up to 7.8 % less ∆v with 73 %
smaller σ for 2-leg missions and 28.8 % less ∆v with 57.2 % smaller σ for 3-leg mis-
sions).
• Different settings impede the calculation of solutions which are better than the 1-leg
mission benchmark, which results in increased ∆v requirements (up to 13.2 % more ∆v
with 74.4 % higher σ for 2-leg missions and 40.6 % more ∆v with 17.3 % higher σ for
3-leg missions).
• Changing dperi to values greater than 0 % has a large and positive influence on the
solutions.
• Changing dvelo to values greater than 0 % has a small and mostly negative influence on
the solutions.
• The best ∆v-gain constraint settings found during this phase are: around 50 % for dperi
and around 0 % to 1 % for dvelo.
• Utilising the PP constraint has also the potential to increase or decrease the quality of
the solutions.
• The best solutions are calculated by setting this constraint to forwards:1, backwards:1.
With these settings the trajectories require on average 1.1 % less ∆v with 61.2 % smaller
σ for 2-leg missions and 7.2 % less ∆v with 40.6 % smaller σ for 3-leg missions.
• Constraint parameter settings which produce good results for 2-leg missions, are also
very likely to produce good results for 3-leg missions, see below.
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Correlation Between 2-leg and 3-leg Solutions
The correlation between the quality of the 2-leg and 3-leg solutions is best visualised by nor-
malising the average ∆v requirements of the 3-leg missions in respect to the 2-leg missions.
This normalisation is done by dividing the average ∆v of the benchmark run number 1 of
the 3-leg missions by the benchmark run of the 2-leg missions. The resulting ratio is 2.3877,
see Eq. (5.1). By dividing every average ∆v of the 3-leg missions by this ratio and gener-
ating the percentage wise deviation of the benchmark, the graph depicted in Figure 5.3 is
resulting.
Run 1, 2-leg Missions ∆v : 17,779 m/s
Run 1, 3-leg Missions ∆v : 42,451 m/s
42,451
17,779
≈ 2.3877 (5.1)
The benchmark run number 1 is displayed as a black mark and the dashed line. The average
normalised deviation, of the ∆v requirements of the 2-leg and 3-leg missions in percent, are
depicted as blue and red marks. It can be seen that the quality of the results changes in
a similar way for the 2-leg and 3-leg missions alike. It is thus reasonable to conclude that
parameter settings which produce good results for 2-leg missions are most likely producing
good results for 3-leg missions as well.
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FIGURE 5.3: Average ∆v requirements of 2-leg and 3-leg missions of Phase 1.
Normalised in respect to the benchmark run number 1 in which no constraints
were used. The Y-axis depicts the deviation in percent from the benchmark.
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5.1.3 Phase 2
The insights gained by the first phase of testing were directly incorporated in the design
process of Phase 2. Accordingly, the velocities at start and end of the mission (v∞,start, v∞,end)
were set to 0 m/s, the maximum number of generations was set to 1,000 and based on the
correlation between 2-leg and 3-leg trajectories, only 2-leg trajectories were computed to
reduce the computing time requirements. Furthermore, the exploration of the ∆v gain pa-
rameter settings was done in a sequential manner, in which the first step was to determine
the best value for dperi and afterwards examine the different settings for dvelo based on this
value. Taking in account that dperi should have a significantly larger influence on the solu-
tion quality, which was observed during Phase 1, this approach is reasonable to better asses
the impact of changing dvelo.
Alteration of dvelo
To examine this impact, Figure 5.4 depicts the averagely required ∆v and standard deviation
of the corresponding trial runs. During these runs, dperi is set to 20 % and dvelo is increased
from 0 % to 100 %. As mentioned in Chapter 4.2, the influence of changing dvelo is relatively
small. Most of the average values are inside a scope of ± 1.5 % in respect to run number
4. Based on the relatively low amount of calculations per run, this deviation is most likely
based on random variations of the solution quality. Nevertheless, it can be observed that the
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FIGURE 5.4: Increasing dvelo from 0 % to 100 % in 10 % steps, while setting
dperi to 20 % during Phase 2. Most of the average values are located in a range
± 1.5 % away from the average ∆v produced during run number 4.
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standard deviation of the runs 13 to 22 is bigger than the standard deviation of the solutions
of run number 4. This indicates that increasing dvelo might have a small negative influence
on the deviation of the solutions.
Considering how the gravity assist is calculated based on the constraint parameters, this out-
come is plausible (see Figure 3.2). The first step is to randomly define the pericenter distance
in a specified range (utilising dperi) away from the closest possible distance, which generally
defines how much ∆v can be gained with a gravity-assist manoeuvre. The maximum possi-
ble ∆v gain is achieved, as specified in Chapter 3.2, by setting the hyperbolic excess velocity
of the encounter to be equally to the circular orbit velocity of the given pericenter distance.
Setting dvelo to a non-zero value thus entails a variation of the hyperbolic excess velocity
within the specified range around this maximum. This second step, in which the actual hy-
perbolic excess velocity is randomly chosen, encompasses a significantly smaller range of
possible outcomes than the definition of the pericenter distance in the first place. Accord-
ingly, choosing the pericenter distance roughly appropriates the possible ∆v gain and the
fine tuning of the hyperbolic excess velocity in the second step accurately determines the
actual ∆v gain of the manoeuvre.
It is thereby reasonable to confirm the observation of Phase 1, that the parameter dperi has a
greater influence on the resulting trajectories. Furthermore, the setting of both parameters to
values around 20 % should be sufficient to produce good results in most cases. This is con-
sidered to enable a good balance between choosing a high-quality gravity-assist manoeuvre
and not limiting the search space too much.
Assessment of the Partner Pool Constraint
To examine the impact of the PP constraint, the average ∆v requirements and deviations
of the associated runs of Phase 2 are shown in Figure 5.5. The graph on the left side de-
picts the solutions produced by just using the PP constraint, i.e. by deactivating the ∆v-gain
constraint. Run number 1 serves as the benchmark, in which the PP constraint is also de-
activated. On the right side, the four runs are displayed in which the ∆v-gain constraint is
applied (with dperi: 20 % and dvelo: 40 %) and the PP constraint utilises the same parameter
settings as before. Run number 15 is the benchmark in this case.
As can be seen in the graphs, setting the PP constraint to forwards:1 and backwards:1 (runs
26 and 23) positively influences the quality of the solutions in a similar way in both cases.
Setting the parameters to forwards:2 and backwards:1 has a negative influence (runs 27 and
24). The influence of setting the parameters to forwards:2 and backwards:2 on the other hand
is ambiguous (runs 28 and 25).
Is the ∆v-gain constraint deactivated, the averagely required ∆v is decreased, while the stan-
dard deviation is increased. Thus, by using this setting, solutions are produced in a wider
range, with greater deviation. If the the ∆v-gain constraint is applied, the standard devia-
tion is mainly just increased by a small factor, while the average ∆v remains constant (refer
to Table 4.2 for the exact values). While using both constraints, setting the PP constraint to
forwards:1 and backwards:1 is therefore a more promising approach.
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Connecting ∆v Gain and PP Constraint
The most important result of examining the graphs in Figure 5.5 is that the influence of the
two constraints on the solution quality is independent from another. This means that the
influence of the ∆v-gain constraint and the influence of the PP constraint add up to magnify
the overall influence on the results. The influence of just using the PP constraint can be
assessed in the graph on the left hand side. The influence of the ∆v-gain constraint (i.e.
significantly lower standard deviation and average ∆v requirements which are a little bit
lower), is present in all solutions on the right side.
It can be observed that the basic alterations of the ∆v requirement and the respective stan-
dard deviation on the left side are mostly similar to the alterations displayed on the right
side. This means that the influence of each constraint can be regarded separately and it can
be stated that the two constraints are independently from another affecting the quality of the
solutions. Disregarding however, that the solutions of run number 28 require less ∆v in av-
erage. As this run entails a higher standard deviation, the lower average value is assumed to
be originating from this variance. A wider spread of the solutions should implicate a more
distorted average value.
Conclusion of Phase 2
In conclusion, Phase 2 enabled a better assessment of the implications of different constraint
parameter settings as Phase 1. This is mainly due to the elimination of the optimisation
problems encountered during Phase 1. Besides the drawbacks of Phase 1, the observations
and conclusions regarding the behaviour of the constrained search method, could be mostly
1 26 27 28
13,000
13,500
14,000
14,500
15,000
15,500
16,000
16,500
-/- 1/1 2/1
2/2
Run Number
A
ve
ra
ge
∆
v
[m
/s
]
only PP Constraint
15 23 24 25
-/- 1/1 2/1 2/2
Run Number
PP and ∆v gain at 20%/40%
FIGURE 5.5: Comparison between applying solely the PP constraint (left
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gathered during Phase 2.
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confirmed or refined by evaluating Phase 2.
• dperi greatly influences the results. The best setting found during Phase 2 is 20 %.
• dvelo has a smaller influence on the solutions and should be set to values between 0 %
to 40 %.
• The PP constraint enables better results when set to forwards:1 and backwards:1 for this
particular mission profile.
• The combination of both constraints enables the calculation of better solutions, as the
effect of each particular constraint is independent from the other.
• Even while using more beneficial search method settings (no initial and terminal hy-
perbolic excess velocities v∞,start, v∞,end and 1,000 generations), the application of the
constraints enables a further improvement of the solutions.
5.1.4 Phase 3
The third phase of testing was designed to thoroughly investigate the influence of both
constraints using one particular parameter set. dperi and dvelo were both set to 20 % and
the PP constraint was set to forwards:1 and backwards:1. In distinction to the other phases,
the population size was increased to 200 members, which should enable the calculation of
overall better trajectories, according to tests conducted by Maiwald, see Chapter 2.4.2. The
goal is to investigate whether the constraints are able to further improve the solution quality.
2-leg Missions
As can be seen in Chapter 4.3 this further improvement could be achieved. As for the 2-leg
missions, the utilisation of the constraints entailed a notable reduction of the variation of the
solutions (39.5 % smaller standard deviation), which means that, on average, a smaller vari-
ety of different solutions was found. The average ∆v requirement was not reduced by much
however. This is most likely due to the (near) optimality of the solutions in the first place.
If there is just a small amount of trajectories possible that require less ∆v, an optimisation
of the search space through utilisation of the constraints cannot necessarily generate better
trajectories. Nevertheless, this drastic reduction of the deviation of the solutions is a great
result.
3-leg Missions
The situation is different for the 3-leg trajectories. It can be assumed that these trajectories
are far away from optimality by requiring more than 34,000 m/s ∆v in average (see Table
4.3). This is why the constraints should be able to greatly influence the solution quality. As
the data shows, this is the case (see Figure 4.13). The averagely required ∆v was decreased
by 23.8 % and the standard deviation by 35.1 %. This is a remarkable improvement to the
regularly calculated 3-leg trajectories. The utilisation of two sequential gravity-assist ma-
noeuvres enables the constraints to genuinely enhance the overall ∆v requirements. This
behaviour could already be observed during Phase 1, where the average ∆v was reduced up
to 28.8 % with a 57.2 % smaller standard deviation for the best 3-leg trajectories.
Chapter 5. Discussion 69
Gravity-Assist Sequences
The gravity-assist partners and encounter dates of the 2-leg missions of all testing phases
will be further discussed within the next section. Beyond that, the gravity-assist sequences
of the 3-leg missions of Phase 3 show interesting results as well. All sequences which were
found during this phase are depicted in Figures 4.15 and 4.16 within Chapter 4.3. The sep-
arated version of the graph, were the sequences found by the regular method are depicted
on the left side and the ones produced by using the constraints are shown on the right side,
illustrates the effect the PP constraint has on the selection of the gravity-assist partner.
The complete first sequence group (EJ: Earth - Jupiter) is not used at all by the constrained
method, because a gravity assist at Jupiter is not allowed after an encounter with Earth. The
specified parameter settings of the constraint only permit a jump from one planet to the next
in two consecutive fly-bys. Please note: the number of planets which need to be skipped
after executing the last gravity assist and heading to the target planet are not restricted by
the constraint.
The second group of sequences (EE: Earth - Earth) was often used by the regular search
method and produced a great variety of good and bad solutions (ranging from 19,000 m/s
to 44,000 m/s). While applying the constraints, this sequence was also extensively used, but
with better results in average (from 20,000 m/s to 36,000 m/s). The sequences EM and MM
on the other hand were just used four times by the regular method and did not produce
exceptionally good results. But with the constraints, these sequences were found five (EM)
and seven (MM) times with notably better resulting trajectories. One of the Earth - Mars
sequences even nearly exceeded the benchmark of the 1-leg trajectory (16,034 m/s) with
requiring only 17,549 m/s. The sequence groups EV, VE, MJ, VV were not used by the con-
strained search method, although the Mars - Jupiter sequence seems to enable good results,
with a ∆v requirement of 22,922 m/s. Maybe this sequence would have been used if more
calculations had been conducted.
Conclusion of Phase 3
Regarding the results of Phase 3 and Phase 1, it can be concluded, that the constraints have
a greater impact on trajectories which utilise more gravity-assist manoeuvres. Furthermore,
the constraints reduce the amount of different gravity-assist sequences that are used in 3-
leg missions. This result is plausible, as the constraints exclusively influence the selection
and calculation of gravity-assist manoeuvres. For trajectories with even more gravity assists
this conclusion has to be further tested, which is why a short preliminary investigation of
different mission profiles was conduced. These stripped-down testing series are presented
in Chapter 5.3.
5.1.5 Considerations About Gravity-Assist Partners and Encounter Dates
To further examine the gravity-assist partners and encounter dates, the 2-leg trajectories of
all three phases are gathered in Figure 5.6. The encounter dates and resulting ∆v require-
ments of all 550 trajectories are accumulated in this graph. The red marks represent the
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trajectories calculated during Phase 1, the black marks depict the trajectories of Phase 2 and
the blue marks the trajectories of Phase 3. The diamond shapes depict Earth and the trian-
gles Mars as gravity-assist partner. The launch windows of the three phases are illustrated
as well. During Phase 1, the window spans from 56,000 MJD to 56,100 MJD. The other two
phases used a launch window from 56,000 MJD to 56,360 MJD. All together, four different
main encounter groups at Earth and two at Mars can be distinguished. These six encounter
groups are listed in the graph and delimited by black vertical lines. However, a few minor
exceptions exist which do not fit into one of the defined groups.
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FIGURE 5.6: Encounter dates and fly-by bodies of all 550 calculated 2-leg tra-
jectories in respect to the overall ∆v requirement of the trajectory. Differenced
by testing phase and encounter body. Six main groups of encounters can be
defined, in which most of the performed gravity assists can be allocated.
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Earth Encounter Groups
The first encounter group at Earth (Earth A, around 56,125 MJD) was found during all three
phases, but most of the calculated trajectories origin from Phase 1. The group is very close
to the launch window of Phase 1 and right in the middle of the launch window of Phases
2 and 3. This might influence why this particular encounter was not often used during
Phases 2 and 3. As nearly half of the allowed launch dates are at a later time, most of the
trajectories might not be able to use this encounter in the first place. In general, utilising a
group Earth A encounter, does not enable the calculation of exceptionally good trajectories.
Instead the found trajectories are located in a broad range, from around 14,000 m/s to well
above 24,000 m/s. None of the other encounter groups show such a wide deviation of the
solution quality.
The second group of encounters, Earth B, is located around 56,250 MJD and was used just a
few times during Phases 1 and 2. This might indicate that this encounter group is rather sub-
optimal, as it was never used during Phase 3, which is assumed to utilise the most optimal
trajectories.
The next two encounter groups at Earth (Earth C and Earth D at 56,470 MJD and 56,850 MJD)
are used most frequently during Phases 2 and 3 and enable the calculation of the best trajec-
tories of the whole testing phases. The group Earth C seems to be especially beneficial, as it
was used during all three phases and enabled a great variety of really good solutions. The
best of these trajectories, found during Phase 3, requiring just about 12,300 m/s. The worst
trajectory of this group, calculated during Phase 1, requires 17,000 m/s of ∆v, which means
that the encounters of this group are very close together and most of the found solutions
exceed the 16,000 m/s benchmark of the 1-leg trajectories.
This indicates that a local optimum of the solution space is located in vicinity of 56,470 MJD.
Based on the data this encounter might even be the overall global optimum, enabling the
most efficient trajectories from Earth to Jupiter. The encounter group Earth D, which is lo-
cated around one year later than Earth C, was also used often, especially during Phase 2.
This observation suggests that this encounter group also comprises a local optimum which
enables good trajectories, but is not as beneficial as Earth C.
Mars Encounter Groups
The first group of Mars encounters (Mars A) was mostly used during Phase 1 and gener-
ally does not enable good trajectories. Just a few of the trajectories utilising this particular
encounter could exceed the 1-leg benchmark. The significantly frequent usage of this en-
counter during Phase 1, might cohere with the general flaws in the optimality of the solu-
tions and the definition of initial and terminal hyperbolic excess velocities. The initial veloc-
ity leading away from Earth could encourage the utilisation of a gravity assist in the Mars A
group, which does not enable exceptionally good results. The optimiser might got stuck at
this encounter with small chances to redirect the trajectory to a more beneficial encounter in
the Earth C or Earth D groups.
The second group of Mars encounters Mars B, on the other hand, was used during all three
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phases. The trajectories in this group that were found during Phase 2 and 3 did perform
relatively well, with ∆v requirements between 14,000 m/s and 17,000 m/s. In contrast to the
solutions of Phase 1, which require more ∆v. This particular encounter was used relatively
often during Phases 2 and 3, which indicates that the local optimum of the Mars encounters
might be located in the area around 56,950 MJD.
Summary
To summarise, the graph depicts were the local optima of the solution space can be found
and that a greater optimality of the trajectories entails an accumulation of the solutions in
the Earth C encounter group. The correlation between optimality of the solution and the
selection of an Earth C encounter can be assessed by regarding the total number of Earth C
encounters within every testing phase.
Phase 1 produced the least optimal solutions, and just 9 of the trajectories (4.3 %) utilise this
particular encounter. Phase 2 produced considerably better results and altogether, 155 of
the trajectories (55.4 %) are located in the Earth C group. In the best performing run of Phase
2 (run number 23) 8 of the 10 trajectories (80 %) are located in this group. During Phase
3 the most optimal solutions were calculated. Of the 30 trajectories which were produced
by utilisation of the constraints, 26 are located in this encounter group (86.7 %). The four
remaining solutions are situated in the group Earth D.
The trajectories of Phase 3 located in the Earth A and Mars B encounter groups, were ex-
clusively found by the regular method. In total, while not using the constraints, 22 of the
30 trajectories (73.3 %) are utilising the Earth C encounter. It can be thus stated, that more
optimal solutions tend to be found in the Earth C encounter group. This result confirms the
observation made during preliminary simulations done by Maiwald [1], see Chapter 2.4.2.
Furthermore, as the application of the constraints is driving the search method to utilise
this beneficial gravity-assist encounter, it can be derived that the constraints produce more
optimal solutions.
5.2 Improvement of the Convergence
To summarise, the application of the constraints beneficially influences the identification of
the global optimum and the convergence of the solutions to this optimum. For 2-leg tra-
jectories, utilising the constraints can drastically reduce the standard deviation of multiple
solutions. The average ∆v requirement, on the other hand, could generally just be decreased
by a few percent. This means that the constraints work as intended, since they were specif-
ically designed to find better fly-by manoeuvres and disregard the less advantageous ones.
Using the constraints further directs the optimiser to conduct more profitable gravity-assist
manoeuvres, as explained above. It is a great result that the application of the constraints
thus increases the chances to find good solutions.
Additionally can be observed that the constraints have a notably bigger impact on the calcu-
lation of trajectories with more gravity-assist manoeuvres. The produced 3-leg trajectories
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show a great reduction in the average ∆v requirements and significantly smaller standard
deviation. The variety of different 3-leg gravity-assist sequences (found in Phase 3) were
drastically reduced to sequences which are more beneficial for the mission profile.
However, it has to be considered that by choosing the wrong parameter settings, these ben-
efits can be discarded and trajectories which require much more ∆v can be produced. To
gain knowledge about the most beneficial parameter settings for a given mission profile (i.e.
start and end body, launch date and flight time), it is essential to initially conduct a pre-
evaluation of different parameter settings. These tests should just use 2-leg missions, with
a reduced amount of population members, to limit the time requirements of the computa-
tion. Parameter settings which are found to be beneficial during this initial evaluation are
very likely to produce better results for trajectories with more gravity assists and which are
computed by utilising more population members.
To further investigate the possible impacts of the constraints, different mission profiles have
to be examined. In future investigations about beneficial parameter settings for various
missions, the two constraints need to be regarded separately.
The most beneficial parameter for the PP constraint are most likely severely dependent on
the respective start and end body, as the limitation of the next possible gravity-assist partner
should not be too strict, to prohibit the spacecraft to actually reach the target planet.
The ∆v-gain constraint, on the other hand, might possibly possess a globally optimal param-
eter setting for all different kind of mission profiles. The constraint is designed to harvest the
most energy of each gravity-assist manoeuvre. The parameter settings which were found to
be most beneficial during the tests in this thesis, might also be advantageous in different
scenarios. The feature of sticking to gravity assists of higher quality has the potential to
be commonly useful with a specific parameter set, without the requirement of determining
these parameters for every new missions profile.
5.3 Preliminary Further Investigations
The thorough examination of the constraint’s implications realised in the context of this the-
sis focusses on one particular mission leading from Earth to Jupiter. Investigating different
mission profiles in a similar, detailed manner would go beyond the feasible scope. However,
three additional, short simulation series were conducted to examine how the constraints af-
fect trajectories to Mercury, Mars and Saturn.
The three tests are structured in a similar manner as Phase 3. One run is executed with the
regular search method and one run while applying the constraints. The parameters are the
same as in Phase 3, accordingly dperi and dvelo are set to 20 % and the PP constraint is defined
as forwards:1 and backwards:1 for the trajectories to Mercury and Mars, and to forwards:2 and
backwards:2 for the trajectory to Saturn. The higher PP parameters for the mission to Saturn
are chosen, as explained above, to prevent that the first gravity assist can be conducted at
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TABLE 5.1: Starting conditions of the additional calculated missions to Mer-
cury, Mars and Saturn.
Parameter Mercury Mars Saturn
Start Body Earth Earth Earth
End Body Mercury Mars Saturn
Launch Date 58,300 MJD 58,150 MJD 57,700 MJD
Launch Window 360 days 150 days 360 days
Maximum Flight Time 2,000 days 1,000 days 4,500 days
Minimum Flight Time 500 days 200 days 2,000 days
Maximum Revolutions 6 4 8
v∞,start 0 m/s 0 m/s 0 m/s
v∞,end 0 m/s 0 m/s 0 m/s
Maximum Number of Gravity Assists 3 3 3
Population Size 100 100 100
Maximum Number of Generations 1,000 1,000 1,000
the target planet and to prevent that the search space is too strictly limited for this more
complex trajectory.
Each run is calculated five times, to limit the calculation effort on one hand, and, on the
other hand, to gather data which is better statistically evaluable than one single calculation
per setting would have been. Furthermore, each mission utilises up to three gravity-assist
manoeuvres, resulting in 1-leg, 2-leg, 3-leg and 4-leg trajectories. The calculation of 4-leg
trajectories is done to investigate whether the observed beneficial influence of the constraints
also transfers to trajectories with more gravity assists. The evolutionary search algorithm is
set to work with a population size of 100 members. The launch dates, launch windows and
flight times are more or less arbitrarily chosen to match Hohmann-transfer windows to the
respective target bodies. The main search method settings are listed in Table 5.1.
The goals of these additional simulations are to assess the impact of applying the constraints
with the given parameter settings on different mission profiles. As stated above, the ∆v-gain
constraint parameters found to be beneficial for the Earth - Jupiter trajectory are believed to
be also advantageous when applied to other trajectories. This assumption is tested in a small
scale during the following simulations.
5.3.1 Mercury
The first additional investigated mission is starting at Earth and ending at Mercury. In total,
ten solutions were produced, five using the regular search method and five applying the
constraints. Every solution comprises of a 1-leg, 2-leg, 3-leg and 4-leg trajectory and for each
trajectory type, the average ∆v requirement and standard deviation σ are calculated. The
resulting values are differentiated based on the application of the constraints. The resulting
values and the graphical representation are illustrated in Figure 5.7.
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The 1-leg trajectory benchmark requires 18,636 m/s of ∆v. As before, the search method was
able to always find the same 1-leg trajectory. The calculated 2-leg trajectories are in close
proximity to this benchmark. Two of the five trajectories produced by the regular search
method exceeded this limit by requiring 17,918 m/s and 17,994 m/s. While applying the
constraint, four trajectories were found which require less than the benchmark (18,069 m/s,
18,512 m/s, 18,211 m/s and 17,963 m/s). This results in an average ∆v requirement which is
decreased by 3.5 % and a standard deviation which is 35.1 % smaller, when the constraints
are applied.
The same can be observed for the 3-leg and 4-leg trajectories. As for the 3-leg missions,
the average ∆v requirement drops by 19.8 % and the standard deviation by 83.8 % when
utilising the constraints. The 4-leg missions show a 23.7 % reduction in the average ∆v,
while the standard deviation is increased by 11.7 %.
For all types of trajectories can be observed that the application of the constraints reduces the
average ∆v requirement. The standard deviation decreases for the 2-leg and 3-leg missions
but increases for the 4-leg missions. It shall be noted that these result are based on just
ten solutions in total, which is why they have to be taken cautiously. It could be the case
that these findings do not hold if more calculations had been performed. Nevertheless, the
overall trend can be observed, that utilising the constraints with the given parameter set
does beneficially influence the solutions.
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FIGURE 5.7: Results of the trajectories leading to Mercury. The blue marks
depict the solutions produced by the regular search method, the red marks the
solutions of the constrained method. The average values and standard devia-
tions of the runs, each consisting of five solutions, are displayed to the right.
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5.3.2 Mars
The results of the calculated trajectories leading from Earth to Mars are shown in Figure
5.8. The 1-leg trajectory requires 5,584 m/s of ∆v and three of the ten 2-leg trajectories have
exceeded this benchmark by requiring 5,224 m/s (regular search method) and 5,237 m/s,
4,955 m/s (constrained search method).
Generally can be observed that the application of the constraints reduces the averagely
needed ∆v for each number of gravity assists. The 2-leg trajectories require in average 10.4 %
less ∆v. The 3-leg trajectories register a drop of 21.3 % and the 4-leg trajectories 4.1 %. But
the standard deviation of the 2-leg and 3-leg trajectories are both increasing by around 5 %
when the constraints are applied. The 4-leg trajectories however show a decreasing stan-
dard deviation of 31.5 %. The trend seen for the missions to Mercury, that the constraints
do positively influence the solution’s quality, can thus be also observed for the missions to
Mars.
However, a distinct characteristic of the trajectories to Mars is the wide spread between
the ∆v requirements of the 2-leg and 3-leg trajectories. The 2-leg trajectories are in close
proximity to the 1-leg solution and the 3-leg missions require around five times as much
∆v as the 2-leg trajectories. For the trajectories to Mercury, this difference is less than two
times the ∆v requirement. This indicates that missions to Mars do not benefit as much from
conducting more than one gravity assist. The calculation of solutions incorporating more
than one fly-by manoeuvre are significantly more difficult for a trajectory from Earth to
Mars as opposed to a trajectory targeting Mercury.
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FIGURE 5.8: Results of the trajectories leading to Mars.
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5.3.3 Saturn
The results produced for the Earth - Saturn mission are displayed in Figure 5.9. The calcu-
lated 1-leg trajectory requires 19,034 m/s of ∆v. Four 2-leg solutions exceeded this bench-
mark, three of which were calculated with the regular search method (requiring 17,657 m/s,
18,822 m/s and 18,867 m/s) and one solution was produced while applying the constraints
(requiring 18,487 m/s).
This results in an 1 % higher average ∆v requirement for the 2-leg trajectories while apply-
ing the constraints. However, the standard deviation drops by 56.6 %, as the solutions are
significantly closer together. The 3-leg trajectories show a reduction of the average ∆v by
35.3 % and a 51.5 % lower standard deviation. The 4-leg solutions require 20.1 % less ∆v
with a 71.8 % higher standard deviation.
Of the ten 4-leg trajectories, five were found which did not converge to an optimum. These
trajectories require between 800,000 m/s and 5,000,000 m/s of ∆v. Two non-converging so-
lutions were found while using the regular search method and three while utilising the
constraints. To avoid data corruption, these trajectories are discarded for this evaluation.
The benefits of applying the constraints, observed for the Mercury and Mars missions, are
identifiable for the Earth - Saturn solutions as well. However, the most distinct difference
between using the regular and the constrained search method are found for the 3-leg trajec-
tories. This greater influence of the constraints in reducing the ∆v requirement and standard
deviation of the 3-leg missions, can also be observed in the trajectories targeting Mercury
and Mars.
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FIGURE 5.9: Results of the trajectories leading to Saturn.
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5.3.4 Conclusions of the Further Investigations
TABLE 5.2: Best trajectories of all three additional missions. The ∆v require-
ment and the flight time (ToF) of each trajectory is listed. The solutions pro-
duced by application of the constraints are emphasised.
Mercury Mars Saturn
Legs ∆v in m/s ToF ∆v in m/s ToF ∆v in m/s ToF
1 18,636 563 5,584 533 19,034 4,012
2 17,918 659 4,955 783 17,657 4,432
3 26,219 789 12,951 993 24,235 3,919
4 30,234 1,455 30,170 748 44,823 4,397
Table 5.2 lists the best trajectories for each number of legs produced during the additional
simulations. For every trajectory the required ∆v and flight time are provided. The six
solutions calculated by application of the constraints are emphasised.
It can be seen that the best 2-leg trajectories targeting Mercury and Saturn are calculated by
the regular search method. The best 2-leg trajectory to Mars is in turn provided by applying
the constraints. For the 3-leg trajectories this is different, as all of the best trajectories are
found by using the constrained search method. The best 4-leg trajectories leading to Mer-
cury and Saturn are also found by utilisation of the constraints. The best 4-leg solution for a
mission to Mars was found by the regular search method.
These findings support the claim that the constraints have a greater impact on trajectories
with more gravity-assist manoeuvres, as most of the best trajectories incorporating more
than one fly-by were found by application of the constraints.
Besides that, it can be seen that the 4-leg trajectories require significantly more ∆v than the
3-leg trajectories, which in turn require significantly more than the 2-leg missions. Whether
the increasing ∆v requirement resembles an exponential or a linear growth cannot be clearly
assessed, based on the small sample size. Nevertheless, it can be reasoned that the calcula-
tion gets linearly or exponentially more complicated for every added trajectory leg.
In summary, these preliminary investigations of different mission profiles showed that the
applied constraints, with the given parameter set, generally enabled the calculation of bet-
ter solutions than the regular search method. This is a great result as it indicates that the
constraints might posses globally useful parameter settings which are viable for different
mission profiles. However, these preliminary simulation series need to be extended to a
similar scale as the investigated Earth - Jupiter trajectories to confirm these observations.
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6 Final Remarks
6.1 Open Issues and Outlook
The application of the constraints can have a great impact on the solution’s quality. How-
ever, during the evaluation of the conducted simulation series some questions remained
unanswered. These still open issues and ideas for further investigations are presented in
this chapter.
Premature Termination of the Optimisation Process
Currently, the optimisation process is either stopped when the maximum amount of genera-
tions is reached, or as soon as over five subsequent generations no better solution is found in
the whole population. After five generations without improving the fitness of the solutions,
it is assumed that an optimum got located. Most of the 2-leg solutions, produced during the
three testing phases, stopped after around 100 to 250 generations. The optimisation of the
3-leg trajectories was generally stopped around 50 generations earlier.
It might be the case that the solution quality can be enhanced by allowing the optimisation
process to proceed over more than five generations without improving the fitness of the
solutions. It is fair to assume that, especially for the more complex trajectories with three
legs, the optimisation is terminated too soon to enable a sufficient exploration of the search
space. However, this question remains open and must be further examined in subsequent
investigations.
Dynamic Adaptation of the Partner Pool Constraint
The PP constraint has on its own a beneficial influence on the quality of the produced solu-
tions. The limitation of the search space of possible next gravity-assist partners thus works
as intended. One method to possibly further improve this constraint is to dynamically adapt
the allowed subsequent partner planets as the missions proceeds and the spacecraft gets
closer to the target.
For example, a mission with three gravity-assist manoeuvres from Earth to Saturn is re-
garded, where the PP constraint is set to forwards:2 and backwards:2, as it has been done in
the additional testing series. The gravity-assist sequence is assumed to be Mars - Jupiter -
Saturn, where a gravity assist at Saturn is performed before actually reaching the targeted
orbit around it. For each fly-by manoeuvre, the next possible partner is located in a static
range around the current planet (± 2 jumps in this case), regardless of the fact if the planet
is already the actual target.
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It might be beneficial to dynamically reduce the range in which the next gravity-assist part-
ner can be chosen, if the spacecraft is already in close proximity to the target. In the case
of the example, after the second gravity assist which is performed at Jupiter, the setting of
the PP constraint in its current form, allows the last gravity assist to happen at all planets
between Earth and Uranus. If the range is dynamically reduced to just allow gravity as-
sists at Jupiter and Saturn for this last manoeuvre, this might possibly further improve the
calculated solution quality, as gravity-assist sequences which are very likely suboptimal get
discarded. This extension of the PP constraint and the evaluation of the usefulness have to
be done in further investigations.
Globally Viable Constraint Parameter
The evaluation of the three additional simulation series in Chapter 5.3, indicated that the
chosen constraint parameter settings positively influenced the solution’s quality of these
different missions. As mentioned in the above chapter, these findings have to be confirmed
by conducting a systematically evaluation of different parameter settings and mission pro-
files. The sample size of five calculations per setting is too small to reliably validate the
usefulness of this particular parameter set for the respective mission profile.
To assess whether globally viable constraint parameter settings do exist, further extensive
investigations need to be conducted.
6.2 Conclusion
The goal of this thesis is to implement the proposed constraints into the present search
method GOLT and to conduct simulations to demonstrate their usefulness. In conclusion
can be stated, that these goals are successfully completed. The implemented constraints
work in the intended way and can greatly influence the quality of the solutions. In regard
of improving the simple to use low-thrust gravity-assist sequencing method, the work done
within this thesis contributes to further optimise the search method’s performance.
Through the introduction of the constraints, the user is enabled to adjust the settings in a
broader range, to better match the specific mission profile. However, the additional input
values entail that the process of determining the right settings increases in its complexity.
As wrong parameter settings of the constraints might negatively influence the results, pre-
liminary evaluations have to be conducted to define which settings enable the best solutions
for a given mission profile. But the possible benefits of using the constraints with the right
parameter settings are remarkable.
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A Settings
Within this appendix, the complete settings file is presented and explained. Furthermore,
the settings of the three testing phases are listed below.
Contents of the Settings File
General Settings
start_body Planet at which the trajectory origins
end_body Planet at which the trajectory ends
r_min Minimum allowable distance from the barycentre in AU
launch_date Date of launch in MJD
launch_window Window of launch in days
flight_time_max Maximum flight time in days
flight_time_min Minimum flight time in days
accuracy Relative difference between the set and the calculated flight time
max_thrust Maximum allowed thrust acceleration in m/s2
nrev_max Maximum number of revolutions around the barycentre
step_no Number of steps, every trajectory leg is approximated by
fitness_weight Weight of ∆v over flight time in calculation of the fitness
v_inf_start Initial hyperbolic excess velocity in m/s
v_inf_end Hyperbolic excess velocity at arrival at the target planet in m/s
N_GA_max Maximum number of gravity assists
Debug_Mode The progress of the calculation is displayed via the console
if this option is true. Setting it to false prohibits this,
leading to an increasing performance of around 45 %.
Differential Evolution Algorithm Settings
N_pop Size of the population (recommended: at least 10 times
the number of control variables (3+ N_GA_max) · 10)
Gen_max Maximum number of generations
Crossover_Constant Value of the crossover constant Cr, between 0 and 1
Diff_Weight Value of the differential weight W, between 0 and 2
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Constraint Settings
delta_v_gain true activates the ∆v-gain constraint
diff_pericenter Value of dperi between 0 and 100
diff_V_inf Value of dvelo between 0 and 100
partner_pool true activates the Partner Pool constraint
forwards_diff Allowed jumps in direction of flight
backwards_diff Allowed jumps against the direction of flight
Setting Files of the Testing Phases
Parameter Phase 1 Phase 2 Phase 3
start_body Earth Earth Earth
end_body Jupiter Jupiter Jupiter
r_min 0.25 0.25 0.25
launch_date 56,000 56,000 56,000
launch_window 100 360 360
flight_time_max 3,000 3,000 3,000
flight_time_min 1,000 2,000 2,000
accuracy 0.000,1 0.000,1 0.000,1
max_thrust 0.000,15 0.000,4 0.000,4
nrev_max 3 4 4
step_no 100 100 100
fitness_weight 60,000 20,000 20,000
v_inf_start 1,000 0 0
v_inf_end 50 0 0
N_GA_max 2 1 2
Debug_Mode false false false
N_pop 100 100 200
Gen_max 200 1,000 1,000
Crossover_Constant 0.75 0.75 0.75
Diff_Weight 1 1 1
delta_v_gain true/false true/false true/false
diff_pericenter 0 to 50 0 to 100 20
diff_V_inf 0 to 50 0 to 100 20
partner_pool true/false true/false true/false
forwards_diff 1 to 2 1 to 2 1
backwards_diff 1 to 2 1 to 2 1
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B Specification Test Computer
As a reference point to bring the computation time of the different testing phases into con-
text, the specifications of the test system are listed below. As mentioned in the respective
chapters, the calculations per trajectory either took 4 hours (Phase 1), 2 hours (Phase 2) or
12 hours to 15 hours (Phase 3). As the program does not provide multi-threading compatibil-
ity one instance of the program can be executed per CPU core without performance losses.
The most important specification to assess the computation time is the single-core perfor-
mance of the CPU. To provide a benchmark, the Geekbench 4 Single-Core Score of the test
system is listed additionally.
CPU Intel Core i5-3550 @ 3.30 GHz (4 logical processors)
(Geekbench 4 Single-Core Score: 3790)
RAM 8 GB DDR3 SDRAM 666 MHz
OS Windows 10 Pro 64-bit
Mainboard Gigabyte H77-D3H
GPU Radeon HD 7850
