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Вивчення дисципліни „Економетрія” передбачено навчальним планом  підготовки бакалавра за напрямком „Економіка і підприємництво”.
Швидкий розвиток і широке застосування засобів обчислювальної техніки визначають вимоги до підготовки сучасного економіста, який повинен за допомогою сучасних пакетів прикладних програм уміти аналізувати складні соціально-економічні явища. Зміст дисципліни „Економетрія” заснований на необхідності підготовки фахівців, які знають і вміють використовувати в повсякденній роботі новітні економіко-математичні методи й моделі.
Для закріплення знань з даного курсу і придбання навичок, необхідних для побудови й аналізу економетрічних моделей, для студентів заочної форми навчання передбачене виконання розрахунково-графічного завдання. . Розрахунково-графічного завдання з економетрії охоплює основні теми курсу, зокрема «Етапи економетрічного моделювання», «Класифікація економетрічних моделей», «Проста лінійна економетрічна модель», «Метод найменших квадратів». Пропоновані для вирішення задачі передбачають побудову економетрічної моделі. Для їхнього розв'язання необхідно оцінити вигляд кореляційної залежності, визначити параметри рівняння регресії і охарактеризувати їхній економічний смисл, оцінити силу лінійної залежності і впливу досліджуваного фактора, перевірити статистичну значущість отриманих результатів - виконати перевірку адекватності моделі й установити довірчі межі помилки апроксимації.
Розрахунково-графічне завдання повинне бути оформлене відповідно до встановлених вимог, обов'язково відповідати номеру варіанта студента, містити умови розв'язуваних задач, необхідні розрахунки і пояснення, висновки з побудованих економетрічних моделей.
Через великий обсяг обчислень при побудові й аналізі економетрічних моделей у розрахунково-графічному завданні з економетрії рекомендується використовувати сучасні пакети прикладних статистичних програм:
STATISTICA, SPSS, SAS, Econometric Views, Mesosaur- Econometric, Excel і т.д.
При виконанні розрахунково-графічного завдання особливу увагу слід звернути на базові поняття, основні формули для розрахунків параметрів економетрічних моделей, приклади їхньої побудови і аналізу, що наведені нижче.
Після здачі на перевірку роботу перевіряють і за умови правильного розв'язання задачі допускають до захисту студентом під час заліку. Якщо розрахунково-графічне завдання не зараховане, його необхідно переробити відповідно до зауважень викладача.
Розрахунково-графічне завдання повинне бути виконано в терміни, передбачені навчальним графіком. Наприкінці роботи слід привести літературу, якою студент користувався при її виконанні.
На титульному аркуші треба чітко написати назву дисципліни, варіант завдання, прізвище, ім'я та по батькові студента, указати курс, спеціальність і факультет.







Побудова кореляційної залежності між результативною і факторною ознаками Y і X і оцінка тісноти зв'язку між ними є основною метою кореляційного аналізу. Кореляційний аналіз заснований на використанні рівняння регресії.
Нагадаємо, що залежність
y = f(x),                                                    (1)
в якій кожному значенню X відповідає одне певне значення Y, називається функціональною.
Одному значенню факторної ознаки Х xi може відповідати ряд значень Y:  y1, y2, …, уk, що звичайно викликано впливом різних факторів на результативну ознаку Y або помилками вимірювання. У цьому випадку залежність називається статистичною. У такій залежності для кожного значення xi можна визначити умовне середнє уi.
Статистичною називається залежність між X і Y, при цьому із зміною факторної ознаки X змінюється розподіл результативної ознаки Y. Статистична залежність, в якій при зміні X змінюється середнє значення Y, називається кореляційною.
yx = (x).                                                 (2)
Регресією Y на X називається умовне математичне сподівання  випадкової величини Y за умови, що Х прийняла значення хi. Лінія, що з'єднує точки yi, називається лінією регресії. Для апроксимації лінії регресії аналітичним виразом використовують рівняння регресії. На практиці найчастіше користуються лінійним рівнянням регресії
Y = yx x + b.                                                (3)




Для встановлення параметрів yx і  b рівняння регресії (3) застосовується метод найменших квадратів (МНК), який дозволяє при відомому класі залежності yx = (x) так вибрати їхні значення, щоб вона щонайкраще відображала дані спостережень.
При використанні МНК вимога найкращого узгодження yx = =(х) з дослідними даними зводиться до того, щоб сума квадратів відхилень кривої, що згладжує, від експериментальних точок оберталася в мінімум:
.                                          (4)
де     yi – значення Y, отримані в результаті спостережень;
yiр - розрахункові значення Y, отримані з виразу кривої, що згладжує  (х).
Якщо всі вимірювання проводилися з однаковою точністю і помилки вимірювань розподілені за нормальним законом, то знайдена залежність буде найбільш імовірною з усіх можливих в даному класі функцій.
З урахуванням того, що  yiр = (хi), вираз (4) можна записати у вигляді
.                                     (5)
Невідомі параметри шуканої залежності визначають, записавши її не тільки як функцію аргументу х, але і як функцію невідомих параметрів aj:
.                       (6)
Умова (6) виконується, якщо всі часткові похідні суми квадратів відхилень за параметрами aj будуть дорівнювати нулю. Часткові похідні дають систему m+1 рівнянь із m+1 невідомими, розв'язання якої дає шукані параметри aj, що задовольняють умові (5).
Дістанемо для лінійного рівняння регресії (3) методом найменших квадратів вираз для коефіцієнта регресії ух і вільного члена b. Для цього підставимо в (6) вираз (3):
.
Для відшукання мінімуму візьмемо похідні за параметрами ух і b і дорівняємо їх до нуля, тоді дістанемо систему рівнянь: 
,                               (7)
з якої в результаті перетворень отримаємо:
,                            (8)
звідки виразимо ух і b:

;                                         (9)
.                                   (10)






Для визначення виду залежності побудуємо поле кореляції.

Рис. 1 - Розміщення статистичних даних на полі кореляції

З розміщення точок на полі кореляції можна припустити, що залежність лінійна:
.

















Використавши метод найменших квадратів, знайдемо оцінки параметрів рівняння регресії:
= =0,9339;
=120,67-0,9339*125,25=3,699.
Рівняння регресії має вигляд
=3,699+0,9339 х.
Отримане рівняння регресії в будь-якому разі вимагає певної інтерпретації і аналізу. У розглянутому прикладі коефіцієнт  може розглядатися як гранична схильність до споживання. Фактично він показує, на яку величину зміниться обсяг споживання, якщо рівень доходу збільшиться на одиницю. Вільний член  є прогнозованим значенням рівня споживання при нульовому доході (тобто автономне споживання). Однак тут необхідна обережність. Важливо, наскільки віддалені дані спостережень від осі координат залежної змінної, тому що навіть при вдалому виборі рівняння регресії для досліджуваного інтервалу немає гарантій, що вона залишиться саме такою і при істотному віддаленні від вибірки. У розглянутому прикладі b=3,699 (грош.од.). Цей факт можна пояснити для окремого домогосподарства (витрата накопичених або позичених коштів), однак при розгляді сукупності домогосподарств він втрачає зміст.

Визначення тісноти лінійної залежності

Для оцінки тісноти кореляційної залежності використовують вибірковий коефіцієнт кореляції:
,                                             (11)
де sx, sy – вибіркові середні квадратичні відхилення змінних X і Y відповідно.
Для обчислення коефіцієнта кореляції безпосередньо з даних спостереження використовують формулу
.                                  (12)
Вибірковий коефіцієнт кореляції приймає значення від -1 до +1. Якщо rв = 0, то лінійний зв'язок відсутній, чим ближче значення rв до одиниці, тим тісніше зв'язок, і при rв = 1 він стає функціональним.
Щоб оцінити, яка частина варіації залежної змінної пояснюється варіацією факторної ознаки, використовуємо коефіцієнт детермінації R2:
R2=1- ,                                                  (13)
де Qост - залишкова сума квадратів відхилень, що характеризує вплив факторів, які не враховані в регресійній моделі:
 ;                                             (14)
Qобщ – загальна сума квадратів відхилень статистичних значень залежної змінної від її середньої
.                                            (15)
Величина R2 приймає значення від 0 до 1 і характеризує якість рівняння регресії.  

Приклад 2. Для аналізу тісноти лінійної залежності, отриманої в прикладі 1, обчислимо коефіцієнт кореляції:
= =0,9914.
Отримане значення коефіцієнта кореляції дозволяє зробити висновок про сильну лінійну залежність розглянутих показників, що також підтверджується розташуванням точок на полі кореляції щодо апроксимуючої прямої.


Рис. 2 - Розташування апроксимуючої залежності щодо статистичних даних

Щоб знайти, яка частина варіації рівня споживання домашніми господарствами описується отриманим рівнянням регресії, обчислимо коефіцієнт детермінації R2:
R2=1- ,
R2=1- =0,983.
Це означає, що вся варіація обсягу споживання домашніми господарствами, що викликана невизначено великим переліком факторів, на 98,3% залежить від рівня їхнього доходу і тільки на 1,7% від інших факторів.

Перевірка статистичної значущості рівняння регресії

Перевірка значущості рівняння регресії дозволяє встановити, чи відповідає математична модель, що виражає залежність між змінними, статистичним даним. При цьому висуваємо нульову гіпотезу:
Н0: yx = 0.                                                    (16)
Перевірка значущості рівняння регресії проводиться шляхом дисперсійного аналізу, для чого в загальному випадку розраховують незміщені оцінки дисперсій залежної змінної, які викликані впливаючим фактором, , і впливом неврахованих факторів . Оцінки дисперсій  і  мають -розподіл з m-1 і n-m ступенями свободи відповідно, а їхнє відношення - F-розподіл з тими ж ступенями свободи. Рівняння регресії є значущим, якщо спостережуване значення F-статистики більше табличного значення критерію Фішера-Снедекора:
,                                            (17)
де  - табличне значення F-критерію Фішера-Снедекора, визначене на рівні значущості  при k1 = m-1 і k2 = n-m ступенях свободи; m – число оцінюваних параметрів рівняння регресії; n – число спостережень.
Якщо коефіцієнт детермінації R2 відомий, то спостережуване значення F-статистики можна визначити за формулою
.                                             (18)
Таким чином, якщо спостережуване значення F-статистики більше табличного значення F-критерію Фішера-Снедекора, який відповідає рівню значущості  при ступенях свободи k1 і k2, нульова гіпотеза відхиляється.
Для оцінки значущості коефіцієнта кореляції висувають нульову гіпотезу:
Н0: rxy = 0.                                                 (19)
При перевірці нульової гіпотези виходять з того, що при відсутності кореляційного зв'язку статистика
.                                            (20)
має t-розподіл Стьюдента з n-2 ступенями свободи. Гіпотеза Н0 відхиляється, якщо
.                                   (21)
де - табличне значення t-критерію Стьюдента.
Приклад 3. Виконаємо перевірку адекватності моделі, отриманої в прикладі 1. Із цією метою для перевірки нульової гіпотези: Н0: =0 обчислимо F-статистику:
F= =264,61.
Знайдемо табличне значення F-критерію F(; m; n-m-1):
F(0,05; 2; 9) =4,26.
Порівняємо табличне значення з експериментальним. Оскільки
F>F(0,05; 2; 9),
нульова гіпотеза відхиляється, тобто коефіцієнти регресії є значущими.
Оцінимо значущість коефіцієнта кореляції, для чого обчислимо t-статистику
t= =22,81.
Знайдемо відповідне табличне значення t-розподілу при 9 ступенях свободи і рівні значущості =0,05 t (n-m-1; /2).  t (9; 0,025)=2,262.
Оскільки >tтабл., можна зробити висновок про вірогідність коефіцієнта кореляції, який характеризує тісноту зв'язку між залежною і незалежною змінними.

Визначення довірчих границь помилки апроксимації

Рівняння регресії визначає математичне сподівання залежної змінної , а не її фактичне значення y. Різниця  є стандартною помилкою рівняння, породженою дією неврахованих факторів. Можна показати, що статистика  має t-розподіл Стьюдента з k=n-2 ступенями свободи. Для встановлення довірчих меж помилки апроксимації можна з певною імовірністю установити граничне значення помилки рівняння регресії y і побудувати довірчий інтервал для умовного математичного сподівання M(Y):
 y = tкрит. sy ,                                   (22)
де tкрит. – критичне значення t при заданому рівні значущості і числі ступенів свободи k=n-2; sy – стандартна помилка групової середньої .
Приклад 4. Побудуємо довірчі межі для рівняння регресії, отриманого в прикладі 1. Скористаємося формулою (22), при цьому врахуємо, що для рівняння парної регресії при рівні значущості 5% tкрит.=1,96, тоді
в= 1,96* * =3,4,
що становить 2,82% (3,4/120,67).




Нанесемо на графік довірчі межі.

Рис. 3 - Положення довірчих меж





Завдання 1 (варіанти 1 - 10)
На підставі вихідних даних побудувати економетрічну модель, що характеризує залежність між витратами на певний вид товару, грош.од., і особовим доходом, грош.од. Дослідити статистичну значущість моделі. Вихідні дані наведені в таблиці.
Дохід, грош.од.	Поточні витрати, грош.од.	Послуги, грош.од.	Товари тривалого користування, грош.од.






























Завдання 2 (варіанти 11 - 20)
За територіями регіону наведені дані за 200X р. (див. таблицю свого варіанта). Потрібно побудувати лінійне рівняння парної регресії y від x; розрахувати лінійний коефіцієнт парної кореляції і середню помилку апроксимації; оцінити статистичну значущість параметрів регресії і кореляції за допомогою -критерію Фішера- Снедекора і -критерію Стьюдента; виконати прогноз заробітної плати  при прогнозному значенні середньодушового прожиткового мінімуму , що становить 107% від середнього рівня; оцінити точність прогнозу, розрахувавши помилку прогнозу і його довірчий інтервал; на одному графіку побудувати вихідні дані й теоретичну пряму.
Варіант 11
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(критичні значення t (, n-m-1))
Тест	Рівень значущості 
Двосторонній	50 %	20 %	10 %	5 %	2 %	1 %	0,2 %	0,1 %





















Визначення тісноти лінійної залежності	9
Перевірка статистичної значимості рівняння регресії	11
Визначення довірчих границь помилки апроксимації	13
РОЗРАХУНКОВО-ГРАФІЧНЕ ЗАВДАННЯ	15
Завдання 1 (варіанти 1 - 10)	15
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