A new scheme of radar target recognition based on parameterized high resolution range profiles (PHRRP) is presented in this paper. A novel criterion called generalizedweighted-normalized correlation (GWNC) is proposed for measuring the similarity between PHRRP's. By properly choosing the parameter of the mainlobe width in GWNC, aspect sensitivity of PHRRP's can be reduced without sacrificing their discriminative power. Performance of the scheme is evaluated using a dataset of three scaled aircraft models. The experimental results show that by using GWNC, only a small number of most dominant scatterers can achieve the same recognition rates as HRRP's, thus leading to a significant data reduction for the recognition system.
INTRODUCTION
Radar target recognition based on high resolution range profiles (HRRP) has received much attention in recent years. 2, 5 A HRRP is basically the distribution of the target's scatterers along the radar line of sight and is usually obtained via Fourier transform of the radar return recorded in the frequency domain. Since scatterers occur only at the peaks of a HRRP and the frequency domain data are usually zero padded in order to locate all significant scatterers correctly, information redundancy is quite severe in HRRP's. Based on the scatterers' model, parameterizations of HRRP's have been proposed to achieve data reduction using the modified Prony algorithm 1 and the least squares fitting method. 3 Since the distribution of scatterers is target-dependent and usually nonuniform, the parameterized HRRP's (PHRRP) cannot be regarded as discrete signals and the normalized correlation (NC) based recognition scheme can no longer be used to classify them. In this paper, we present a new scheme of radar target recognition based on PHRRP's. We first use the RELAX algorithm 4 to extract PHRRP's from the frequency domain measurements. Then we propose a novel criterion called generalized-weighted-normalized correlation (GWNC) for measuring the similarity of PHRRP's, and use it to classify the extracted PHRRP's.
The rest of the paper is organized as follows. Section 2 gives a brief introduction of the data model and the RELAX algorithm. Section 3 establishes the GWNC criterion. Section 4 presents experimental results. Finally Sec. 5 concludes the paper.
DATA MODEL AND EXTRACTION OF PHRRP'S

Data Model
The frequency domain radar return can be modeled as
where r k and σ k , respectively, are the down range and scattering strength of the kth scatterer, K is the number of scatterers on the target, f 0 is the center frequency, and c is the speed of light. Equation (1) can be interpreted as the superimposition of K complex sinusoids with complex amplitudes σ k exp(j2π 2r k c f 0 ) and frequencies
Hence the HRRP, i.e. Fourier transform of X(f ), is in fact a band limited and discrete spectrum, each spectral line corresponding to a scatterer on the target. This observation leads us naturally to using parametric spectrum estimation techniques 1,3,5 to extract the parameters, i.e. {σ k exp(j2π
, in Eq. (1). Usually we are not concerned with the phase of the complex amplitudes. Therefore the parameters that serve for later recognition purpose are represented by
, which are referred to as the parameterized HRRP (PHRRP). Various methods are available for extraction of PHRRP's, including the modified Prony algorithm 1 and the least squares fitting method. 3 The more recently proposed RELAX algorithm 4 gives the estimates of spectrum parameters directly and has been demonstrated to be robust to noise. For this reason, it shall be used in this paper to extract the PHRRP's from the frequency domain measurements.
Extraction of PHRRP's
Using matrix notations, the discrete version of Eq. (1) can be written as
where a is column vector representing σ k exp(j2π
. . K, and Ω and x are matrix and column representations of exp(j2π 2r k c f ) and X(f ), respectively, at discrete samples of f . The parameter estimation of Eq. (2) is to estimate Ω and a from x, which is the frequency domain measurements recorded by the radar. This can be achieved by minimizing the square error e 2 = x − Ωa 2 . The optimization can proceed in two steps. First suppose Ω is known, then the square error is minimized by orthogonally projecting x onto the column space of Ω, i.e. setting a = Ω + x, where
Next, we optimize Ω to minimize e 2 = x − ΩΩ + x 2 , which is equivalent to maximizing ΩΩ + x 2 because ΩΩ + is the orthogonal projector on the column space
T , with ∆f being the sampling interval of X(f ) and N the number of sampling points, and
, which can be implemented by FFT. The RELAX algorithm 4 is an algorithm that iteratively finds the strongest complex sinusoid present in x using the above methods and then cleans the complex sinusoid form x. At each iteration when the kth strongest complex sinusoid is found, the 1st-kth strongest complex sinusoids are reestimated, again iteratively, until the relative change of the residue energy of x is smaller than satisfied. This finely tunes the parameters to their real values. For the case, when the number of complex sinusoids K is unknown, the RELAX algorithm stops when the residue energy of x is smaller than desired.
GENERALIZED-WEIGHTED-NORMALIZED CORRELATION (GWNC)
The model of frequency domain radar return of Eq. (1) is rewritten as
where the superscript x is used to denote the associated data record. Taking Fourier transform of each side of Eq. (3) yields the range domain signal
where x(r) = x 1 (2r/c) with
, and w(r) = w 1 (2r/c) with w 1 (r) being Fourier transform of the frequency domain window function. Multiplying x(r) by its conjugate and dropping the cross-term yields
wherex(r) is the cross-term free HRRP, * denotes the complex conjugate, and σ
For two cross-term free HRRP'sx(r) andỹ(r), we define
Note that the cross-terms are again dropped in Eq. (6). Obviously, C(y, x) = C(x, y). Define
ρ(x, y) is referred to as generalized-weighted-normalized correlation (GWNC), with the weights |w(r x,l − r y,k )| 2 being a function of relative distance between scatterers. Just as normalized correlation (NC) is used to measure the similarity of HRRP's, GWNC can be used to measure the similarity of PHRRP's, each of which is designated as {σ (5). It should be noted that the choice of a proper mainlobe width for w(r) is important in the application of GWNC. With a wide mainlobe, GWNC is robust to the azimuth variation. However, GWNC will lose its discriminating power if the mainlobe is too wide. From our experiences, the mainlobe width can be chosen to be 2-5 times the width of a range cell achieved by DFT .
It is easily seen from Eqs. (6) and (7) that GWNC is efficient in computation when the number of scatterers is not too large. For PHRRP templates {σ , C(y, y) needs to be computed only once before it is matched against all templates. Thus the computation of GWNC can be further reduced. The storage efficiency of GWNC is obvious, as there are only 2K data points for K scatterers, and this is much smaller than the data points of a HRRP.
To compensate for the translational range shift, the numerator of Eq. (7) should be modified as
In practice, the search for ∆r can be done in the neighborhood of ∆r, where
EXPERIMENTAL RESULTS
We evaluate the performance of GWNC using the dataset of three scaled aircraft models: B52 (scale 1:91), Q6 (scale 1:20) and Q7 (scale 1:15). The raw data are collected by placing the scaled models on a turntable in a microwave anechoic chamber and measuring the radar returns at stepped frequencies ranging from 12 GHz to 18 GHz with a 0.06 GHz increment. Azimuthal angles of the measurements are from 0
• to 155 • (0 • is the nose-on azimuth) with an average increment of 0.43
• . The elevation angles remain constant at 5
• . The PHRRP's are obtained by extracting the parameters of K most dominant scatterers from the stepped-frequency measurements using the RELAX algorithm. 5 The corresponding HRRP's are obtained via FFT of the stepped-frequency measurements. Figure 3 gives the NC of HRRP's and GWNC of PHRRP's, respectively, of B52 for all three targets. The abscissas are azimuth variation in degrees. Figure 4 gives similar plots of the Q6 aircraft. In Figs. 3(b) and 4(b) , the number of most dominant scatterers are all 12. Since translational range shifts do not occur for turntable targets, the GWNC is computed using Eqs. (6) and (7), with w(r) is chosen as Fourier transform of the Hamming window function to reduce the effect of sidelobes. The mainlobe width of w(r) is chosen to be three times the width of a range cell achieved by DFT. It is seen from Figs. 3 and 4 that the azimuth sensitivity of PHRRP's can be reduced without sacrificing their discriminative power if the mainlobe width of w(r) is chosen properly. Now we evaluate the performance of GWNC via comparison of classification rates. We construct the template set for PHRRP (or HRRP) by fetching PHRRP's (or HRRP's) from every 4.7
• azimuths starting from the 2 • azimuth, thus obtaining a total of 99 templates for PHRRP (or HRRP) over the 0
• -155
• azimuth range for the three aircraft models. An unknown PHRRP (or HRRP) is classified by first computing its GWNC (or NC) with all PHRRP (or HRRP) templates and then assigning it to the class of which a template has the maximum GWNC (or NC) with the unknown PHRRP (or HRRP). In computation of GWNC, w(r) is again chosen as Fourier transform of the Hamming window function with its mainlobe width chosen to be three times the width of a range cell achieved by DFT. The classification results are summarized in Table 1 .
It is seen from Table 1 that the classification rates achieved by PHRRP's increase rapidly as an increased number of dominant scatterers are used and the classification rates achieved by only 12 dominant scatterers are already comparable to those achieved by HRRP's, thus demonstrating the effectiveness of GWNC. The number of data points for a HRRP is 101 and it can be reduced to 64 by discarding the range cells at each end, which carry little target features. On the other hand, there are only 2K data points for K most dominant scatterers. This results in a 62% data reduction for 12 dominant scatterers. 
CONCLUSIONS
In this paper we have presented a new scheme for radar target recognition based on parameterized high resolution range profiles (PHRRP). We have proposed a novel criterion called generalized-weighted-normalized correlation (GWNC), which can be used to measure the similarity between PHRRP's. With a properly chosen mainlobe width of GWNC, the PHRRP's azimuth sensitivity can be reduced and yet their discriminative power does not suffer. The experimental results with the dataset of three scaled aircraft models show that by using GWNC only a small number of most dominant scatterers can achieve the recognition rates as good as those of HRRP's, thus leading to a significant data reduction for the recognition system.
