We study some elliptic systems arising from 3-component predator-prey models, where crossdiffusions are included in such a way that predator chases the prey and the prey runs away from the predator. We establish the existence and non-existence of non-constant positive solutions. Our results show that the cross-diffusions can create the stationary patterns.  2004 Elsevier Inc. All rights reserved.
Introduction
Denote u 1 , u 2 the densities of two prey and u 3 that of predator. Let u = (u 1 , u 2 , u 3 ) T , D = diag(ε 1 , ε 2 , ε 3 ), and G(u) = (g 1 (u),g 2 (u),g 3 (u)) T , where ε i , i = 1, 2, 3, are positive constants, and
with positive constants c, b, k, r, q and ρ. The authors of [16] and [17] , by the singular perturbation method, studied the positive solutions of the following steady state problem of 3-component prey-predator model −D∆u = G(u) in Ω, ∂u/∂ν = 0 on ∂Ω, (1.1) where Ω is a smooth bounded domain in R N (N 1), and ∂ ν is the directional derivative normal to ∂Ω. Under the assumptions k < a < the authors of [17] proved that for the suitable choice of r, (1.1) has stable non-constant positive solutions coming from semi-trivial constant solution provided that ε 1 and ε 2 are sufficiently small and ε 3 is sufficiently large. In [16] , the author obtained the existence of unstable non-constant positive solutions coming from semi-trivial constant solution for the suitable choice of r and the sufficiently small ε 1 , ε 2 . The further biological meaning of termsg i (u), i = 1, 2, 3, we refer to [15] [16] [17] and references therein.
In the present paper, we consider the strongly coupled version of (1.1),
where K(u) = (K ij (u) ) 3×3 , and in R 3 + , K ij (u) are differentiable functions, and K ij (u) 0 when (i, j ) = (3, 1), (3, 2) , while K 31 (u), K 32 (u) 0. In this model, 3 and J 3 = −K 31 (u)∇u 1 − K 32 (u)∇u 2 − K 33 (u)∇u 3 indicate the population fluxes of u 1 , u 2 and u 3 , respectively. The terms K 11 (u), K 22 (u) and K 33 (u) represent the "self-diffusions," it is required that K 11 (u), K 22 (u) and K 33 (u) are positive functions of u 0. The terms K ij (u) , i = j , are the "cross-diffusions." The condition K 1j (u) 0, j = 2, 3, implies that the part −K 12 (u)∇u 2 − K 13 (u)∇u 3 of flux of u 1 is directed toward decreasing population density of u j , i.e., the prey u 1 runs away from the predator and another prey u 2 , K 2j (u) 0, j = 1, 3, implies that the part −K 21 (u)∇u 1 − K 23 (u)∇u 3 of flux of u 2 is directed toward decreasing population density of u j , i.e., the prey u 2 runs away from the predator and another prey u 1 , while K 3j (u) 0, j = 1, 2, implies that the part −K 31 (u)∇u 1 − K 32 (u)∇u 2 of flux of u 3 is directed toward increasing population density of u 1 and u 2 , i.e., the predator chases the prey. The relations between u 1 and u 2 are competition. See Okubo [32, Chapter 10] for a more detailed discussion on biological models, and also Ni [30] for a recent survey on the mathematical developments.
For the convenience, we write K 31 (u) and K 32 (u) as −K 31 (u) and −K 32 (u), respectively, and think that K 31 (u), K 32 (u) 0. Based on the biological background of (1.3), it is reasonable to assume that K ij ∈ C 1+α (R Due to the lack of structure, for conventional approaches such as variational analysis, (1.3) is very hard to analyze in the general case and high space dimensions. As a start point in this paper we shall focus our attention on the case of K 12 (u) = K 21 (u) ≡ 0 and one dimension, i.e., the system
Here K 12 (u) = K 21 (u) ≡ 0 means that we do not care the "cross-diffusions" between two prey. Since the maximum principle does not hold for (1.5), to get a priori estimates of positive solutions of (1.5) by use of the integration methods we should make the following assumptions about the structures of diffusion terms. Assume that for all u ∈ R 3 + ,
(1.7)
And assume further that there exists a positive constantĈ such that, for all u ∈ R 3
Thus, (1.6) and (1.7) are reasonable.
Remark 2. If we choose
In [2] , the authors studied a prey-predator model with one prey and one predator and cubic reaction terms. They discussed the existence and non-existence of non-constant positive solutions with respect to the diffusion terms K 11 (u) and K 22 (u) .
, where u * is the unique positive constant solution of (1.5) which will be given in Section 2. Throughout this paper, k ij are used as variation parameters, whereas the other constants are fixed. The main results of this paper roughly read as follows.
(i) If k 11 1 and k 23 + k 32 1 then (1.5) has no non-constant positive solution, while for any fixed k 11 , if k 23 + k 32 1 then (1.5) has at least one non-constant positive solution.
This shows that the cross-diffusions K 23 (u) and K 32 (u) can create stationary patterns, see Remark 4 of Section 5.3 for the details.
(ii) If k 22 1 and k 13 + k 31 1 then (1.5) has no non-constant positive solution, while for any fixed k 22 , if k 13 + k 31 1 then (1.5) has at least one non-constant positive solution. This shows that the cross-diffusions K 13 (u) and K 31 (u) can create stationary patterns, see Remark 4 of Section 5.3 for the details.
(
, be fixed. For any given k 33 , (1.5) has no non-constant positive solution provided that k 11 1 and k 22 1, while for any given k 11 and k 22 , (1.5) has at least one non-constant positive solution provided that k 33 1.
(iv) At certain ranges of k ij , i, j = 1, 2, 3, the constant equilibrium u * = (u * 1 , u * 2 , u * 3 ) T to (1.5) changes its stability, i.e., the corresponding time-dependent PDE system experiences a Turing instability [11, 13, 40] , and therefore a branch of non-constant positive solutions bifurcates. Moreover, with our a priori estimates in Theorem 1, we obtain global results of this branch of bifurcating solutions.
Typically there are two methods in establishing the existence of non-trivial solutions for elliptic system. One is a bifurcation technique that we shall use in this paper. In this direction, there are quite a number of works for ecological competition models; see, for example, [3, 5, 6, 12, 28, 29] and references therein. For predator-prey models, see [7] [8] [9] [10] 35, 36] and also the ODE work of [14, 18] . A variation of the bifurcation technique is through a powerful Leray-Schauder degree theory (incorporated with difficult a priori estimates); see [1, [19] [20] [21] [22] [23] [24] [25] [26] [27] 33, 34, 37, 41] . The other method is singular perturbation; see [4, 16, 17] for a very recent work.
The organization of this paper is as follows. In Section 2, we discuss the Turing instability. In Section 3, we shall establish a priori upper and lower bounds for positive solutions of (1.5). In Section 4, we study the non-existence of non-constant positive solutions. In Section 5 we consider the bifurcation and the global existence with respect to diffusion terms of non-constant positive solutions. Throughout this paper we assume that (1.2), (1.4), (1.6)-(1.8) hold.
Remark 3.
Since our main attention in this paper is to discuss the non-constant positive solutions of (1.5), we shall not discuss the well-posedness of the initial and boundary value problem of the corresponding time-dependent PDE system to (1.3).
Turing instability
For simplicity we denote
The corresponding dynamical system of (1.3) can be written as
whereas their spatially homogeneous counterpart is
Under the condition (1.2) we know that G(u) = 0 has an unique positive solution
where
are all positive constants. The linearization of (2.2) at u * is
Its character polynomial is
It is obvious that a 0 , a 2 > 0. Moreover, by the direct computations we know that there exists q 0 > 0 such that a 1 > 0 and a 1 a 2 − a 0 > 0 provided that
This shows that if (2.4) holds then u * is stable for the corresponding spatially homogeneous evolution system (2.2). The Turing instability [40] refers to "diffusion-driven instability," i.e., the stability of the constant equilibrium u = u * = (u * 1 , u * 2 , u * 3 ) T changing from stable, for the ODE dynamics (2.2), to unstable, for the PDE dynamics (2.1). Here we perform some calculations to find a criterion for the Turing instability. Let
Let {µ, φ(·)} be an eigenpair of −∆ in (0, ) with zero Neumann boundary condition, i.e.,
Then (2.5) has a non-trivial solution of the form Ψ = cφe λt , where c is a constant vector, if and only if (λ, c) is an eigenpair for the matrix −µK(u * ) + G u (u * ). Hence, the equilibrium u * is unstable if the matrix −µK(u * ) + G u (u * ) has an eigenvalue with positive real part.
. By the direct computations we have
In this section and in Section 5 we are concerned mainly with the following problems:
(P 1 ) k 22 and k 13 are variation parameters, whereas the other constants are fixed. (P 2 ) k 11 and k 23 are variation parameters, whereas the other constants are fixed. (P 3 ) k 22 and k 31 are variation parameters, whereas the other constants are fixed.
(P 4 ) k 11 and k 32 are variation parameters, whereas the other constants are fixed. (P 5 ) k 11 , k 22 and k 33 are variation parameters, whereas the other constants are fixed.
For problem (P 1 ), we assume that bρk
Then |A(µ)| can be written as
where C 11 , C 12 and C 13 are constants being independent of k 13 . In view of (2.7), by use of earnest analysis, we have the following 
For problem (P 2 ), we assume that c − ρk > 0. Set 
We first consider problem (P 1 ), i.e., the variations of k 22 and k 13 . We assume that bρk − 1 > 0. Therefore, Proposition 1 holds, and consequently we have Theorem 1 (Turing instability). For any fixed k 22 , there exists a positive constant C 1 1 such that when k 13 C 1 , the equilibrium u(x, t) ≡ u * of (2.1) is linearly unstable for some domain (0, ).
Proof. From Proposition 1 we know that if µ ∈ (µ (1)
2 , µ (1) 3 ) then |A(µ)| > 0, and consequently A(µ) = −µK(u * ) + G u (u * ) has one positive eigenvalue. Hence, the equilibrium u(x) ≡ u * of (2.1) is linearly unstable for any domain (0, ) on which the eigenvalue problem (2.6) has an eigenvalue µ ∈ (µ (1) 2 , µ (1) 3 ). 2
For problems (P i ), i = 2, 3, 4, 5, we have the similar results to Theorem 1. 
Upper and lower bounds for positive solutions

It is obvious that
Proof. It is easy to know that for all m, (i) There exists a positive constant C 0 , which depends only on σ ,Ĉ and S, such that any
(ii) There exists a positive constant c 0 , which depends only on σ ,Ĉ, S and positive constant L, such that any
Proof. First, we establish the upper bound for u, i.e., (3.1) . Integrating the equations of (1.5) over [0, ] and using Jensen's inequality we have
In particular,
Integrating the equations of (1.5) from x to it follows that
This implies
From (3.3) we see that |h i (u)| C, i = 1, 2, 3. This combine with (1.8) yields
This combine with (3.5) and K ij ∈ C 1+α (R 3 + ) we see that there exists a positive constant C * , which depends only on σ ,Ĉ, S and the norms of
In the sequel we establish the lower bound of u. On the contrary we suppose that (3.2) does not hold. Then there exist sequences 
By use of (3.6) we see that u is a non-negative solution of (1.5).
We write the third equation of (1.5) (or (2.3)) as
From the uniqueness results of ODE we see that u 3 ≡ 0. Consequently, (u 1 , u 2 ) satisfies 
Ifx ∈ (0, ), by the maximum principle we have 
Therefore, 
Applying (1.6), the direct computation yields 
11)
Consequently,
It contradicts the first inequality of (1.7). Therefore, u 2 ≡ constant = r/(ρk). By (3.11), u 3x ≡ 0, and in turn u 3 ≡ (aρk − r)/(ρk 2 ) 0. It is impossible.
When aρk − r > 0. Similar to the proof of case (ii) one can get a contradiction. The proof of Theorem 2 is completed. 2
Conditions for positive solutions are necessarily constant
In this section we will give some conditions to ensure that the positive solutions of (1.5) are necessarily constant. For explicitly, we set 
Theorem 3. If one of the following holds:
then positive solutions of (1.5) must be a constant.
Proof. Let c 0 and C 0 be given by Theorem 2, and set
Without loss of generality we can assume that θ * ij 1. Suppose that u = (u 1 , u 2 , u 3 ) is a positive solution of (1.5). Then we have, by Theorem 2,
Multiplying the equations of (1.5) by q(u 1 − u 1 )/u 1 , qρ(u 2 −ū 2 )/u 2 and (u 3 −ū 3 )/u 3 , respectively, and integrating the results over (0, ) we have
Using (1.4) and (4.1) it follows that
By the direct computations we have
Let condition (i) hold, i.e., d 1 1 and θ 23 + θ 32 1. Using the Hölder inequality we have, by (4.3),
for some C 2 > 0, where µ 1 = (π/ ) 2 is the first positive eigenvalue of −∆ in (0, ) with zero Neumann boundary condition. Similarly, we have by (4.4),
for some positive constant C 3 . Combine (4.2) with (4.5) and (4.6) we see that if d 1 1, then u 1 =ū 1 , u 2 =ū 2 , u 3 =ū 3 , i.e., u =ū. Since u is a positive solution, it yields that
When condition (ii) or (iii) holds, the proof is similar. Theorem 3 is proved. 2
Existence of non-constant positive solutions
In Section 2 we have shown that at certain parameter ranges, the constant equilibrium u * = (u * 1 , u * 2 , u * 3 ) T to (1.5) changes its stability. In this section we shall establish the existence of non-constant positive solutions to (1.5). We first consider the problem (P 1 ) given in Section 2, and consequently we have Proposition 1.
Local bifurcation
We now use a bifurcation theory of [38] (see also [39, Chapters 12, 13] ) to establish the existence of non-constant positive solutions to (1.5). Write |A(µ)| as H (µ, k 22 , k 13 ), and let
be a complete set of eigenpairs of (2.6). Set
We say that (k 22 ,k 13 , u * ) ∈ (0, ∞) 2 × X is a regular point to (2.3) if there exists a positive constant δ such that for any (k 22 , k 13 
, one and only one of both µ (1) 3 (k 22 ,k 13 ) and µ (1) 2 (k 22 ,k 13 ) is an eigenvalue of (2.6). Then (k 22 ,k 13 , u * ) is a bifurcation point to (2.3) with respect to any
Proof. For any
3) can be written as
where (I − ∆) −1 is the inverse of I − ∆ with the homogeneous Neumann boundary condition. Direct computation gives 13 , 0) has a bounded inverse from X to itself. An implicit function theorem then implies that for all (k 22 , k 13 ) close to (k 22 ,k 13 ), Φ = 0 is the only solution to f (k 22 , k 13 , Φ) = 0 in the small neighborhood of the origin; that is, (k 22 ,k 13 , u * ) is a regular point of (2.3).
(ii) Suppose the second assertion of the theorem is not true. Then there exist (k 22 ,k 13 ) ∈ Γ and a C 1 simple curve γ such that the following are true: Since S p does not have any accumulating points, by taking smaller positive δ if necessary we can assume that, for all 
Hence, modulo 2, the number of negative eigenvalues of D Φ f (γ (s), 0) on X i is the same as (δ), ·) , B δ , 0) and we have a contradiction. This contradiction shows that (γ (s), u * ) is a bifurcation point of (2.3). Theorem 3 is proved. 2
Global bifurcation
We now study bifurcation branches of solutions to (2.3) that starts from a bifurcation point. 
Theorem 5 (Global bifurcation). Let γ (s)
Proof. Let S be the closure of the set
In view of the estimates in Theorem 2, following the arguments of [38] or [39, pp. 181-183] , incorporated with the calculation of the degree d(f (γ (s), ·), B δ , 0) that we presented in the proof of Theorem 4, we can conclude that S contains a component C (i.e., maximal connected subset) which meets (γ (0), u * ) and either
We recall that if u is a positive solution which is not equal to u * , then u cannot be a constant function.
If (1) happens, then either the assertion (i) or the assertion (ii) of the theorem holds. Suppose that (2) holds. Then applying Theorem 2 we see that either (iii) or (iv) of the theorem holds. This completes the proof. 2
Global existence with respect to the diffusion terms
Theorem 6. Let µ (1) (k 22 ) be defined in part (iii) of Proposition 1, and assume that µ (1) 
For any fixed k 22 (large) and odd integer n, as f (0) = ∞, f (∞) = 0, there exists an interval (k 31 ,k 31 ) such that µ (1) (k 22 ) ∈ (µ n , µ n+1 ) for all k 31 ∈ (k 31 ,k 31 ). Applying Theorem 6 we see that, for such k 31 and the large k 13 , problem (1.5) has non-constant positive solution. These arguments show that the cross-diffusions K 13 (u) and K 31 (u) can create the stationary patterns. Similarly, the cross-diffusions K 23 (u) and K 32 (u) can create the stationary patterns, see Theorems 7 and 9 at the end of this section.
Proof of Theorem 6. Step 1. By (iii) of Proposition 1 we see that there exists a positive constant C such that
We shall prove that for any k 13 C, (2.3) has at least one non-constant positive classical solution. On the contrary we assume that this assertion is not true for some k 13 = k *
13
C. By Theorem 3 we know that there exists d > 0 such that (2.3) has no non-constant positive solution for all k 22 d. In the sequel we fix k 13 = k * 13 .
Step 2. For t ∈ [0, 1], we definê
Considering the equation 
where (I − ∆) −1 is the inverse of I − ∆ subject to the homogeneous Neumann boundary condition.
Step 1 shows that (5.5) has no non-constant positive solution for t = 0, 1 (note that k 13 = k * 13 here). The direct computation gives
In particular, Step 3. By Theorem 2, there exist positive constants c 0 and C 0 such that for all 0 t 1, the positive solutions of (5.5) satisfy c 0 < u 1 , u 2 , u 3 < C 0 . Set Θ = {u ∈ X | c 0 < u 1 , u 2 , u 3 < C 0 }. This contradicts (5.6) and our proof is complete. 2
Finally, for problems (P 2 )-(P 5 ), the similar results to that of Theorems 4-6 hold. Here we state only the analogies of Theorem 6. At the hand, we have Propositions 2-5, respectively.
Theorem 7.
Assume that c − ρk > 0 and µ (2) 
