Abstract. We develop an asymptotic preserving scheme for the gray radiative transfer equation, which under a diffusive scaling results in a nonlinear diffusion equation for the material temperature. To alleviate the restriction on time step and capture the correct front propagation in the limit, an implicit treatment is crucial. However, this often involves a large-scale nonlinear iterative solver as the spatial and angular dimensions are coupled. Our idea is to introduce an auxiliary variable that leads to a "redundant" system, which is then solved with a three-stage update: prediction, correction, and projection. The benefit of this approach is that the implicit system is local to each spatial element, independent of angular variable, and thus only requires a scalar Newton's solver. We also introduce a spatial discretization with a compact stencil based on even-odd decomposition. Our method preserves the nonlinear diffusion limit with correct front propagation even for the Marshak wave case, and is expected to generalize to other nonlinearity.
Introduction
The gray radiative transfer equation (GRTE) concerns photon transport and its interaction with the background material. It describes the radiative transfer and energy exchange between radiation and materials, and has wide applications in astrophysics and inertial confinement fusion. The system for the radiative intensity I and the material temperature T is In equation (1.1), x is the space variable, v is the angular variable, σ(x, T ) is the opacity and a, c, C v are positive constants representing the radiation constant, light speed and heat capacity respectively. The parameter ε > 0 is the Knudsen number and n x in (1.2) is the outer normal direction for x ∈ ∂Ω x . Due to the high dimensionality and nonlinearity in (1.1), it is often expensive to directly discretize (1.1). Therefore, some limit cases are identified. When the mean free path is small and the unknowns vary slowly in time and space, one can consider the parabolic scaling limit by sending ε → 0. In such case, the radiative intensity I approaches a Planckian at the local temperature acT 4 and the material temperature satisfies the following nonlinear diffusion equation [1, 18] : 
Then by using Chapman-Enskog expansion, the leading order temperature satisfies nonlinear diffusion equation (1.3).
The design of an efficient scheme for (1.1) has a two-fold difficulty. On the one hand, for high opacity material when the interactions between radiation and material are strong, the mean free path is very small, which indicates that ε ≪ 1. In order to solve the GRTE accurately, one has to use resolved space and time steps that are less than the mean free path, which leads to an extremely high computational cost. One way around it is to simulate the nonlinear diffusion equation (1.3) instead. However, when the opacity σ depends on T , both optical thin and optical thick regimes co-exist, solving only the limit model will not generate satisfactory results. On the other hand, the nonlinearity induces additional complexity. As is known that, starting from a compactly supported initial intensity, the solution of the limit nonlinear degenerate diffusion equation remains compactly supported with finite propagation speed. It is then desirable to capture this speed numerically. Explicit discretization of the nonlinear diffusion term may yield erroneous result with incorrect front propagation speed. It also requires a parabolic type CFL condition ∆t = O(∆x 2 ), where ∆t is the time step and ∆x is the spatial mesh size. To resolve these issues, a fully implicit scheme is desired, but it calls for nonlinear iterative solver that can be quite expensive in high dimensions, especially for GRTE where the spatial and velocity dimensions are coupled. Due to the above mentioned difficulties, designing efficient numerical solvers for GRTE is a major endeavor and remains a challenging task. To resolve the difficulty stemming from small scales, the asymptotic preserving (AP) schemes that provide seamless connections between thin and thick opacity regimes would serve the purpose. Such works include [7, 8, 11, 13, 14, 17] for the linear steady state RTE, [10, 12, 15, 19] for time dependent problems, and [2, 3] for high order methods, to name a few. However, as explicit time dependent solvers are often limited either by the parabolic CFL condition or hyperbolic CFL condition based on the speed of light, implicit methods become the new paradigm. As a result, semi-implicit or fully implicit solvers that involve linearization or the development of pre-conditioner start to cumulate. For linear RTE, three kinds of methods prevail. One is the Krylov iterative method for the discrete-ordinate system preconditioned by diffusion synthetic acceleration (DSA) [20, 29] , another is the implicit Monte Carlo (IMC) method [5] , and the third is moment method in terms of spherical harmonics [4, 6, 9, 16, 24, 25] . Practically however, they all come with caveat. The first kind includes a sub-iterations of sweeps and diffusion solvers for DSA pre-conditioner, and thus is very complicated to extend to nonlinear case. The second kind suffers from unavoidable statistical fluctuations and requires a large sampling of points. The third one often generate very complicated system whose well-posedness and realizability necessitate detailed investigation. A more recently developed method that takes advantage of the spectral structure of the linear system resulting from a fully implicit discretization provides an viable alternative [21] . For the nonlinear RTE, much less works are available. McClarren et. al. made a first attempt in designing a semi-implicit time integration that treats the streaming term explicitly and material coupling term implicitly with a linearized emission source, along with a moment method for angular variable and a discontinuous Galerkin method for spatial variables [23] . Another method is the unified gas kinetic scheme developed by Sun et.al. [26, 27] which employs a linearized iterative solver for the material thermal temperature. Similar as for the linear RTE, numerical time steps of these methods are limited by parabolic CFL condition or hyperbolic CFL condition determined by the speed of light. Afterwards, Sun et.al extended their method to be implicit, which require an iterative solver [28] . In this paper, we aim at developing a scheme that is implicit by design but only requires a scalar Newton's iterative solver, preserves the nonlinear diffusion limit with correct front propagation.
When the opacity nonlinearly depends on T , scattering coefficient introduces another level of nonlinearity. One particular example is σ T = σ T 3 with σ independent of T . This is referred to as "Marshak wave" which is of particular interest. Rewriting (1.1) to incorporate the temperature dependence in σ,
then sending ε → 0, its diffusion limit reads
The additional nonlinearity in the "Marshak wave" case calls for special care in the design of of nonlinear solver in order to capture the correct propagation speed of the front. We propose a new scheme that can solve the above-mentioned difficulties, for both the cross section dependent or independent of T . The benefits of our scheme are:
• The scheme is AP, thus it allows to use meshes that do not resolve all the small parameters. Its stability and accuracy is independent of the mean free path and which will be applicable to ε ranging from very small to order one values.
• It can use a hyperbolic CFL condition ∆t = O(∆x) to provide the correct solution behavior without doing any nonlinear iteration.
• It requires only scalar Newton iterative solver to update the material temperature T , while all previous AP methods for GRTE have to use nonlinear iteration to update T for each time step [23, 27] . For I that depends both on space and angular variables, only one linear transport system has to be solved implicitly in each time step and all other calculations are explicit.
• It can capture the correct front position when the initial temperature is compact supported, even for the "Marshak wave" case.
• It can be extended to nonlinearities other than T 4 , thus is very attractive for extensions to multifrequency radiative transfer problems.
The organization of this paper is as follows. Section 2 exposes a three-stage diffusion solver for the limiting nonlinear diffusion equation, it requires only scalar iterative solver and provides correct front speeds for compact supported initial data. The detailed semi-implicit scheme and one dimensional fully discretized schemes for GRTE are presented in Sections 3 and 4 respectively. Their capability to capture the nonlinear diffusion limit is shown as well. In Section 5, how to deal with the case when σ depends on T is discussed and finally, some numerical tests are given in Section 6 to discuss the stability and accuracy of our scheme. The performances of both cases when σ depends and is independent of T are displayed, with particular attentions been paid to the compactly supported initial conditions.
Three-stage diffusion solver
Before treating the GRTE, we first discuss the discretization for the limiting nonlinear degenerate diffusion equation (1.3) . We intend to propose a scheme that (1) requires only hyperbolic CFL condition, (2) can avoid solving a nonlinear system, (3) can capture the correct propagation front. Our idea is to introduce an auxiliary variable whose equation along with (1.3) forms a "redundant" system which mitigates the nonlinearity and can be solved semi-implicitly. This idea shares the same spirits as that in our previous work [22] , in which we proposed an accurate front capturing scheme for tumor growth models with similar nonlinearity. The details are described below.
which yields
After multiplying both sides of (2.1) by 4T 3 , one gets a semi-linear equation for the new variable U as follows
When the solution is regular enough, equation (2.2) for U is equivalent to equation (1.3) for T . Similar to the idea in [22] , we solve the two equations for T and U together,
with the initial condition for U as U (x, 0) = T 4 (x, 0). Note specifically that, when solving (2.3) numerically, the relation U = T 4 that bridges these two equations is polluted by the numerical error and therefore a projection step is needed to reinforce this relation. More specifically, we have the following semi-discretized prediction-correction-projection method. At every time step, given T n , we first update U by a prediction step:
and then using the updated U n+1 * to advance T via (2.3) as:
Finally a projection is conducted to get U n+1 by
2.2. Spatial discretization. For simplicity, we consider 1D case. Let ∆x = L/N x , we consider uniform mesh as follows
and let
to be the approximation of U (x i+ 1 2 , t n ) and T (x i+ 1 2 , t n ), then the fully discrete three-stage scheme for the diffusion limit reads
In order to be consist with the discretization of GRTE in section 3, here we let the unknowns be on half grids. Remark 1. Due to the time derivative terms in the nonlinear diffusion limit equation for T , to construct a conservative scheme, it is unavoidable to solve nonlinear equations. However, it is important to notice that, all nonlinear equations for different grid points are decoupled in the second stage of (2.7). Thus a nonlinear equation of only one variable has to be solved for each grid point. One can use standard iterative solvers for such polynomial equations and the convergence is guaranteed.
Remark 2. It is necessary to use the three-stage scheme in order to meet all three requirements at the beginning of this section. To allow hyperbolic CFL condition, the diffusion operator can not be explicit, while if it is implicit, a nonlinear system that couples the unknowns at all grid points has to be solved. The introduction of the auxiliary variable U provides a good approximation for T 4 by solving a linear system.
However, the correct front speed can not be obtained by discretizing only the equation for U as in the first stage in (2.7). Indeed, if we have only two stages, the prediction and projection that writes
it can not capture the correct front speed. This is because when T n i+
remains zero, which indicates that the support of compactly supported initial data remains the same.
2.3.
The Marshak wave case. To extend the above scheme to the Marshak wave in which the scattering coefficient depends on T, i.e., σ T = σ T 3 , our prediction-correction-projection method becomes
The corresponding fully discretized scheme writes
Time discretization for the radiative transfer equation
We start off by considering the time discretization of GRTE (1.1). In order to preserve the asymptotic limit (1.3) while keeping the computational complexity under control, we propose a scheme whose limit mimics the three-stage diffusion solver (2.4)-(2.6).
3.1. The prediction step. As with (2.4), we will solve for variable U instead of T in the prediction step. Multiplying the second equation in (1.1) by 4T 3 yields
Then at each time step, given I n , T n , U n , we use the following semi-discrete scheme in time
Note that, considering T given at previous time step, (3.1) is a linear system with respect to I and U , and any asymptotic preserving scheme for linear transport equations such as Macro-Micro decomposition [19] or even-odd decomposition can be used [12] . Here we use a fully implicit scheme to maximize the stability.
Diffusion limit of (3.2): First from (3.2a), one has
Taking the average in v for (3.2a), dividing (3.2b) by 4(T n ) 3 , and then adding these two equations, we have, to the leading order:
where we have plugged the expression of I n+1 * from (3.3) into (3.2a). Note from (3.2b) that
which is the same as (2.4). It is important to point out that (3.5) is only valid when ρ n = acU n + O(ε), and therefore a projection step as will be explained in Section 3.3 is necessary.
3.2. The correction step. In order to mimic the correction stage (2.5) when sending ε to zero, we first introduce the following expansion for I: 6) and substitute it into (1.1), which yields
where
n+1 dv. Then, we try to solve (3.7) using the predicted information U n+1 * , I n+1 * . We use the following semi-discrete scheme in time
Here εJ n+1 * is determined as follows. Using the definition of J in (3.6), we can write the original equation
Thus we approximate εJ by
The advantage of treating the term εv · ∇ x J using the information obtained from the prediction stage can be seen below. Integrating (3.8a) with respect to v, summing it up with (3.8b), we have the following equation
(3.10)
In particular, to update T , one only needs to solver scalar nonlinear polynomial equations at each step, which is much more efficient than solving a nonlinear system. After getting T n+1 , J n+1 can be updated by (3.8a) explicitly.
Diffusion limit of (3.8): Note that, at the leading order, I n+1 * = acU n+1 * from the prediction stage and I n = acU n from the projection stage. Sending ε → 0 in (3.10), formally one gets
which is the same as (2.5).
Remark 3. There is another way of discretizing (3.7) by keeping the first term in (1.1) unexpanded and discretizing it using the update from the prediction stage:
which avoids any nonlinear solver but yields a diffusion limit of the form
We have tested the performance of this discretization, and it behaves well when σ does not depend on T. However, it failed when σ has a T dependence such as that in the Marshak wave. Besides, (3.11a) is not conservative. Therefore, to facilitate the extension to the strongly nonlinear case such as the Marshak wave, we always use (3.7) from here on.
3.3. The Projection step. Finally, we apply the projection step
One sees that when ε → 0,
which also indicates that to the leading order, I n+1 = acU n+1 for ∀n > 1, and is consistent with (2.6).
In summary, we have the following semi-discrete update at each time step:
Algorithm 1: one step of semi-discrete update for GRTE Input:
2 Correction: obtain T n+1 and J n+1 from (3.8);
3 Projection: obtain U n+1 , I n+1 from (3.12).
Spatial Discretization
For the ease of exposition, we will explain our spatial discretion in 1D. That is, x ∈ [0, L], v ∈ [−1, 1], and f (v) = 
The higher dimensions can be treated in the dimension by dimension manner. To get a more compact stencil in spatial discretization, we use the even-odd parity method in the sequel.
4.1. The prediction step. Let
be the even and odd part of I, then the time discretization of the prediction step in (3.2) can be rewritten as
Consider the even part on half spatial grid and odd part on regular grid, i.e.,
we propose the following spatial discretization
Remark 4. Throughout the paper, we do not delineate on velocity discretization. In the numerical examples, we always use uniform grid in velocity with small enough grid size.
Boundary conditions. Note from (4.3a)-(4.3b) that one just need boundary conditions for O n+1 * 1 and O n+1 * Nx+1 . To cope with (4.1), using the relation (4.2), we have
Diffusion limit of (4.3): First from (4.3a) and (4.3b), one sees that
Taking average in v of (4.3b), then adding it to (4.3c) divided by 4(T n i+
Plugging the relation in (4.6), it becomes
to the leading order, which is the same as the first equation in (2.7).
The correction step.
In the correction step, we always have
Recall the definition of J from (3.6) and E, O in (4.2), E J and O J relate to J as
Consequently, (3.7) can be written into
and the semi-discretization (3.11a) becomes
The spatial discretization then takes the following form:
where the E n+1 i+ 1 2 and O n+1 i appeared above are replaced by
in (4.10b) is chosen by using the relationship among O J , E J and O from (4.10a), i.e.,
) . (4.12)
To avoid the division by a small number, we substitute
into (4.10b). Note that this choice of O n+1 * Ji
is consistent with our time discretization (3.9).
Boundary conditions. To implement (4.10a)-(4.10c), after substituting (4.11)-(4.12), one first solve T n+1 as in (3.10), and then get E n+1 J from (4.10b), and finally using U n+1 and E n+1 J to obtain O n+1 J from (4.10a). Since (4.10c) does not need a boundary condition, we first examine the boundary condition in (4.10b). When i = 1, (4.10b) becomes
Notice that
and
we have
After T n+1 (and hence U n+1 := (T n+1 ) 4 ) is obtained from (4.10c) and E n+1 is obtained from (4.10b), we impose the boundary condition for O J in (4.10a). Similar to (4.5), we have
Nx .
Using again the relation (4.11), O n+1 J1 is determined by
Remark 5. A simpler choice of boundary condition for O J 1 and O J Nx+1 is directly from the relation (4.7): is obtained from (4.5) using the correct boundary condition, such a simplification is acceptable. Similar arguments applies to (4.16).
Diffusion limit of (4.10). Taking the average in v of (4.10b) and adding it to (4.10c), keeping the leading order terms, we have
Then using the relation between E n+1 i+ 1 2 and U n+1 i+ 1 2 from (4.11), the above formula is the same as the second step in (2.7).
4.3. The projection step. U , O and E for the next time step are determined by
Here the boundary condition for O n+1 in (4.17b) is similar to that in (4.5), i.e.,
To summarize, we have the following one time step update of the fully discrete version of GRTE.
Marshak wave case
As with the previous three-stage scheme, we describe below the corresponding stages for the Marshak wave (1.4) with emphasis on the variations compared to the previous case. The method we developed here can be used for other kinds of nonlinearity, such as non-grey radiative transfer equation.
Algorithm 2: one step of fully discrete update for GRTE Input:
from (4.10);
3 Projection: obtain U n+1 i+ 1 2 , O n+1 i
and E n+1 i+ 1 2 from (4.17).
5.1. The prediction step. Noting that σ T = σ/T 3 , similar to the prediction stage (3.1), we solve the
Let E and O be defined the same as in (4.2), and denote
we discretize (5.1) as
where V n i+1/2 , V n i are respectively the approximations to (T n (x i+1/2 )) 3 and (T n (x i )) 3 , which are determined
Compared to (4.3), the major difference here is the presence of V , and we prefer to multiply it to the left hand side just to avoid dividing by zero when V = 0. The boundary conditions O n+1 * 1
and O n+1 * Nx+1 needed in (5.2a) is chosen the same as in (4.5).
5.2. The correction step. First we derive the correction system. As with (3.6), we expand
Notice that instead of directly extending expanding I as I = acU − ε
we absorb the nonlinearity brought up by σ into the 'potential', in so doing we will get better stability later on. In the same manner, at variance with (4.7), we define
Then we get the following correction system similar to (4.8) as
which can be discretized as follows
Like before, E n+1 i+ 1 2 and O n+1 i
are replaced by
and O n+1 * J is chosen as
) .
Here V n+1 * i+
).
5.3. The projection step. Finally, U , E, O for the next time step are determined by
Remark 6. The corresponding prediction-correction-projection for the diffusion limit takes the form
which is consistent with (2.9).
Numerical Examples
In this section, we conduct a few numerical experiments to test the performance of our proposed method. Our examples will cover both optically thin ε ∼ O(1) and optically thick ε ≪ 1 cases, and with both strong σ ∼ O(1) and weak σ ≪ 1 scattering. Without loss of generality, we assume a = c = C v = 1 throughout the examples. A hyperbolic CFL condition independent of ε is observed.
6.1. Three-stage diffusion solver. The limit nonlinear diffusion equation is degenerate when T = 0, thus there exist special non-negative compact supported solutions. In the literature, these kind of solutions serve as benchmark numerical tests. In order to get the correct front speed when the initial temperature is compactly supported, it is crucial to employ nonlinear iterations, which can be time consuming.
In this subsection, we first check the accuracy of our three-stage diffusion solver (2.4)-(2.6), which only needs scalar Newton's solver. As a reference, we use a fully implicit scheme for (1.3):
The initial condition is chosen as
and the collision cross-section σ takes the form
where σ 0 = 0.2. The results are plotted in Fig. 1 , where good agreements between our 3-stage solver and fully implicit solver are observed. 
The collision cross-section is chosen as σ(x) = 1. In Figure 2 , we plot error
with decreasing ∆x and t max = 0.1, for different values of ε = 1, 10 −3 , 10 −5 . A uniform first order accuracy across different regimes is verified.
6.3. Varying Sigma. In this section, we consider two examples with varying σ(x). In one case, σ(x) is striped and takes the form of (6.2) with σ 0 = 0.1. In the other case, σ is vanishing in the following sense
See Fig. 3 for the shape of these two choices of cross-section. Initial data is chosen the same as (6.3). In both cases, for ε = 1, we compare the solution to our new scheme with the explicit solver for the GRTE on a finer mesh; for ε = 10 −5 , we use the solution to the diffusion limit obtained from the fully implicit solver To compute the reference solution with ε = 1, a direct explicit solver of (1.4) would generate erroneous solutions. Therefore, we use an iterative implicit solver for (5.1). More specifically, given I n , U n , we run the
(6.6) until it converges, and U (k+1) , I (k+1) → U n+1 , I n+1 . For ε ≪ 1, we solve the corresponding diffusion limit . In the first example, the initial data is taken the same as (6.3), and zero incoming boundary condition I(0, x > 0) = I(1, x < 0) = 0 is used. The solutions are plotted in Fig. 8 for ε = 1 and Fig. 9 for ε = 10 −5 .
In the second example, the initial data for the transport equation is I(x, v, t = 0) = 10 −16 , and boundary conditions are I(0, v > 0) = 1, I(1, v < 0) = 0. In the corresponding diffusion limit, the initial temperature takes T (x, 0) = 10 −4 , and boundary conditions are T (x = 0) = 1, T (x = 1) = 0. In Fig. 10 we choose ε = 10 −5 , and compare the solution to our AP scheme with the diffusion solution obtained by (6.7). We see that our scheme captures the correct propagation front. For moderate ε = 0.2, the reference solver (6.6) fails to produce a reasonable solution, thus we only show the wave propagation obtained from our scheme in Fig. 11 , which yields a similar wave pattern in the process of time evolution as in the case with much smaller ε. 
