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Desde el origen de los sistemas computacionales, el subsistema de memoria ha sido 
siempre uno de sus componentes fundamentales. Sin embargo, el diferente ritmo de 
evolución que han experimentado microprocesador y memoria se ha convertido en 
uno de los mayores desafíos que los diseñadores actuales deben abordar con el ﬁn 
de desarrollar sistemas computacionales más potentes. A este problema, llamado 
brecha de memoria, se le suma la limitada escalabilidad y el elevado consumo de 
energía de las tecnologías de memoria convencionales (DRAM y SRAM), lo que ha 
llevado a considerar nuevas tecnologías de memoria no volátil (NVM por sus siglas 
en inglés) como posibles candidatas a reemplazar a las tecnologías convencionales. 
PCM y STT-RAM se postulan actualmente, entre las NVMs, como las mejores 
alternativas para ello. 
Aunque PCM y STT-RAM poseen ventajas signiﬁcativas sobre DRAM y SRAM, 
también adolecen de algunos inconvenientes que deben ser mitigados antes de que 
puedan ser utilizadas como tecnologías de memoria en la próxima generación de 
computadores. En particular, el elevado coste de las operaciones de escritura so­
bre ambos tipos de tecnología (tanto en términos de consumo de energía como en 
términos de latencia), así como la limitada durabilidad de las celdas de memo­
ria PCM, que se vuelven inmutables tras una cantidad de escrituras sobre las 
mismas relativamente reducida, constituyen los principales inconvenientes de las 
tecnologías PCM y STT-RAM. En esta tesis se presentan dos propuestas con el 
objetivo de gestionar de forma eﬁciente las escrituras sobre estos tipos de memoria. 
En la primera propuesta, enmarcada en un sistema con memoria principal im­
plementada con tecnología PCM, se pretende reducir el número de escrituras a 
dicha memoria principal actuando a nivel del controlador de cache a través del 
algoritmo de reemplazo del nivel inmediatamente inferior en la jerarquía (el úl­
timo nivel de cache, LLC por su siglas en inglés). Para ello, y como punto de 
partida, se han evaluado, aplicadas a la LLC, las políticas de reemplazo conven­
cionales (orientadas a incrementar el rendimiento del sistema) en términos del 
número de escrituras a memoria principal que generan. Una vez determinado el 
algoritmo que produce una menor cantidad de escrituras a memoria principal, se 
han planteado una serie de modiﬁcaciones sobre dicho algoritmo encaminadas a 
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encontrar una política de reemplazo que obtenga un compromiso satisfactorio en 
el doble objetivo de minimizar el número de escrituras a memoria PCM (y por 
tanto aumentar su durabilidad y reducir el consumo de energía de la misma) y no 
penalizar el rendimiento. Los algoritmos propuestos se han codiﬁcado e integrado 
en el simulador arquitectónico gem5 , de modo que se simula el entorno deseado 
en donde la memoria principal se modela de acuerdo a las características de una 
memoria PCM y el último nivel de cache opera con los algoritmos de reemplazo 
diseñados. Se evalúa el comportamiento de dichos algoritmos sobre distintos tipos 
de aplicaciones, tanto secuenciales como paralelas y también cargas multiprogra­
madas. Los resultados obtenidos revelan que, dependiendo del escenario evaluado 
(uni-procesador o multiprocesador) y comparado con usar el algoritmo de reem­
plazo LRU convencional, algunas de nuestras propuestas consiguen extender la 
vida útil de la memoria principal hasta un 45% y reducir el consumo de energía en 
la jerarquía de memoria hasta un 9%, todo ello sin apenas penalizar el rendimiento. 
En la segunda de las propuestas, enmarcada en un entorno en el que el último nivel 
de cache se construye utilizando tecnología STT-RAM, se presenta un mecanismo 
para predecir escrituras innecesarias a este último nivel de cache, de modo que 
las escrituras que sean identiﬁcadas como ineﬁcientes sean ﬁltradas a la LLC y 
se realicen directamente en la memoria principal. Para ello, en primer lugar se 
exploró la localidad de reuso que exhibe el ﬂujo de referencias que llega a la LLC, en 
contraposición a la localidad temporal que predomina en los niveles de cache más 
cercanos al procesador. Una vez comprobada y evaluada tal propiedad, se planteó 
la forma de explotarla utilizando un elemento capaz de detectar aquellos bloques 
que presentan reuso. Este detector de reuso se encarga de gestionar los contenidos 
de la LLC, de modo que los bloques para los que se detecta reuso son insertados en 
la LLC, mientras que aquellos para los que no se identiﬁca reuso no son insertados 
en la LLC, reduciendo así el número de escrituras en dicho nivel y reduciendo 
también el consumo de energía en el mismo. Para evaluar esta técnica se procedió 
a codiﬁcar la inclusión del detector de reuso, así como las modiﬁcaciones necesarias 
en el protocolo de coherencia, utilizando el simulador arquitectónico gem5 , donde 
también se modeló la LLC conforme a las características de las memorias STT­
RAM. Posteriormente, se evaluó la propuesta usando aplicaciones secuenciales y 
cargas multiprogramadas en entornos multiprocesador. De acuerdo a los resultados 
obtenidos, esta técnica de gestión de contenidos, aplicada a una LLC implementada 
con tecnología STT-RAM, consigue, comparado con un sistema con una LLC 
3 
construida con tecnología STT-RAM en la que no se utiliza detector de reuso, 
reducciones de energía en la LLC compartida de un sistema multiprocesador de 
alrededor del 40%, reducciones adicionales en el consumo de energía de la memoria 
principal de más del 6% e incrementos en el rendimiento del sistema que oscilan 
en el rango 3-7% dependiendo de las características particulares de los distintos 
sistemas multiprocesador evaluados. 
Como conclusiones, podemos destacar que es posible diseñar soluciones arquitec­
tónicas que mitiguen las deﬁciencias de las NVMs y faciliten su recorrido en el 
camino emprendido hacia convertirse en las sustitutas naturales de las cada vez 
más agotadas tecnologías convencionales. Actuando a distintos niveles se ha de­
mostrado que PCM y STT-RAM pueden ser alternativas más que eﬁcientes al uso 
de DRAM y SRAM como tecnologías de memoria principal y último nivel de cache 
respectivamente. 
Palabras Clave: PCM, Memoria de Cambio de Fase, Durabilidad, Celdas De­
fectuosas, Jerarquía de Memoria, Políticas de Reemplazo de Cache, Reducción de 
Escrituras, gem5, STT-RAM, Detector de Reuso, Localidad de Reuso, Ahorro de 
Energía, Rendimiento, Contadores de Monitorización de Rendimiento, PMCTrack, 




Since the beginning of computer systems, the memory subsystem has always been 
one of their essential components. However, the diﬀerent pace of change between 
microprocessor and memory has become one of the greatest challenges that cur­
rent designers have to address in order to develop more powerful computer sys­
tems. This problem, called memory gap, is further compounded by the limited 
scalability and the high energy consumption of conventional memory technolo­
gies (DRAM and SRAM), which has leaded to consider new non-volatile memory 
(NVM) technologies as potential candidates to replace them. Among NVMs, PCM 
and STT-RAM are currently postulated as the best alternatives. 
Although PCM and STT-RAM have signiﬁcant advantages over DRAM and SRAM, 
they also suﬀer from some drawbacks that need to be mitigated before they can 
both be employed as memory technologies for the next computers generation. No­
tably, the slow and energy-hungry write operations on both technologies, and the 
limited endurance of PCM cells, which become unchangeable after performing a 
relatively reduced amount of writes on them, are the main constraints of PCM and 
STT-RAM technologies. This thesis presents two proposals aimed to eﬃciently 
manage the write operations on this kind of memories. 
The ﬁrst proposal, conceived for a system with a PCM-based main memory, is 
intended to reduce the number of writes to the main memory by operating at the 
cache controller level through the replacement policy used in the immediate-lower 
memory hierarchy level (the last-level cache, LLC). For this purpose, and as the 
starting point, the conventional LLC replacement policies (oriented to improve 
the system performance) have been evaluated in terms of the amount of writes 
generated to main memory. Once the algorithm reporting the lowest amount of 
writes to main memory has been identiﬁed, several changes are proposed aimed to 
ﬁnd a replacement policy satisfying the twofold goal of minimizing the number of 
writes to PCM main memory (and hence reducing the corresponding energy con­
sumption) and not penalizing the system performance. The proposed algorithms 
have been encoded and integrated in the gem5 architectural simulator, so that 
the desired environment, where the main memory is modeled according to PCM 
memory features and the last-level cache operates with the designed replacement 
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policies, is simulated. The behavior of these algorithms when running diﬀerent 
kind of applications, both sequential and parallel programs as well as multipro­
grammed workloads, is evaluated. Experimental results show that, on average, 
compared with a conventional LRU algorithm, some of our proposals manage to 
extend the memory lifetime up to 20–45%, also reducing the energy consumption 
in the memory hierarchy by up to 9% and hardly degrading performance. 
In the second proposal, conceived for a system with an STT-RAM last-level cache, 
a mechanism aimed to predict unnecessary writes to this last-level cache is pre­
sented, so that those writes identiﬁed as useless are ﬁltered in the LLC and per­
formed directly in the main memory. For this purpose, ﬁrst it was explored the 
reuse locality that the stream of references arriving at the LLC exhibits, unlike the 
temporal locality that exhibits the stream of references arriving to the cache levels 
closer to the processor. Once veriﬁed and evaluated this feature, it was exploited 
by using an element able to detect those blocks exhibiting reuse. This reuse detec­
tor is in charge of managing the LLC contents, so that the blocks predicted to be 
non-dead blocks are inserted in the LLC while those predicted to have not reuse 
bypass the LLC, hence reducing the amount of writes to this level and also the 
corresponding energy consumption. For the evaluation of this approach, the inclu­
sion of the reuse detector (as well as the required modiﬁcations in order to adapt 
the coherence mechanism) was encoded using the gem5 architectural simulator, 
where also the LLC was modeled according to STT-RAM memory features. Then 
the proposal was evaluated using sequential applications and multiprogrammed 
workloads in a multiprocessor environment. Experimental results reveal that this 
content management technique, applied to an STT-RAM LLC and compared to 
an STT-RAM LLC baseline where no reuse detector is employed, reports energy 
reductions in the shared LLC of a multiprocessor system of around 40%, an ad­
ditional energy reduction of more than 6% in the main memory, and improves 
performance by 3-7% depending on the speciﬁc features of the diﬀerent multipro­
cessor systems evaluated. 
In conclusion, we must highlight that it is possible to design architectural solutions 
that mitigate the shortcomings of NVMs and facilitate their route to become the 
natural replacement of the exhausted conventional technologies. By addressing 
this issue at diﬀerent levels, it has been shown that PCM and STT-RAM may 
be eﬃcient alternatives to the usage of DRAM and SRAM as technologies of the 
main memory and the last-level cache, respectively. 
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The diﬀerent evolution experienced by microprocessors and memory subsystems 
has become one of the greatest challenges that current designers have to deal with 
in order to develop more powerful computer systems. Moreover, a large memory 
capacity is currently required given the huge amount of information that people 
need to store in the computer systems. In order to eﬃciently manage the memory 
capacity, a memory hierarchy is usually employed to create the illusion of a perfect 
memory, i.e. a memory with response time near to zero, low cost and unlimited 
storage capacity. 
1.1 Memory hierarchy 
In order to establish a memory hierarchy, several memory levels are used, where 
each level can employ diﬀerent manufacturing technologies. The physical regis­
ters constitute the memory level closest to the microprocessor, oﬀering the lowest 
response time at the expense of a very limited capacity (only a few registers are 
available). Then, several levels of cache memory are included, usually built em­
ploying SRAM technology (Subsection 1.2.2). Given that the cache memories and 
the processor are based on the same primary technology (CMOS) and are usually 
placed within the same integrated circuit, the cache constitutes a signiﬁcantly fast 
level among the memory levels. However, given the low integration capacity of the 
SRAM technology and especially its high cost, the cache memories also provide a 
reduced storage capacity. 
Moving further away from the processor, the next memory level within the hi­
erarchy is the main memory, which is traditionally manufactured using DRAM 
technology (Subsection 1.2.1). The main memory provides higher storage capac­
ity but also higher latency than the cache levels. It is also the last-level in the 
memory hierarchy managed by hardware. 
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Finally, a secondary memory managed by the operating system (OS) serves as a 
backup for the main memory. This level is usually manufactured with magnetic 
or ﬂash technologies (Subsection 1.3.3.1) and, regardless of the type of technology 
used, it provides the highest storage capacity and latency in the memory hierarchy. 
Figure 1.1 illustrates the diagram of a typical memory hierarchy1, where also 
external memory devices, which follow the same trends illustrated, are shown at 
the bottom of the pyramid. 












Figure 1.1: Typical Memory Hierarchy. 
The control of the data traﬃc through the diﬀerent levels of the memory hierarchy 
is carried out using diﬀerent algorithms aimed to make the memory system eﬃcient 
by exploiting the speciﬁc characteristics of the executed programs (spatial and 
temporal locality) or the speciﬁc memory system implementation (number of cache 
levels, replacement policy, coherency protocol, etc.). The cache controller and 
the memory controller are in charge of the cache memory and the main memory 
management, respectively. Conversely, the OS is responsible of managing the data 
traﬃc between the main memory and the secondary memory. 
These algorithms are focused on diﬀerent aspects. For example, a write policy for 
1The memory level closest to the processor is referred to as the lowest level within the hier­
archy. Likewise, the level farthest to the processor is called the highest level. 
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updating the information across the diﬀerent memory levels must be established. 
Typically, a write-back policy (where data are only modiﬁed between adjacent 
levels of the hierarchy once the blocks the data belong to are evicted from the 
corresponding level) or a write-through policy (i.e. when data are modiﬁed in a 
level of the hierarchy, they are also immediately updated in the next higher level) 
is used. Or, as another example, a replacement policy is employed for selecting the 
block to evict when a replacement in a memory level is required. The most typical 
replacement policy is Least Recently Used (LRU), where the replaced block is the 
one that was referenced the furthest in the past. 
1.2 Conventional memory technologies 
In this section we explore the main features of the memory technologies currently 
employed in most computer systems. Notably, we detail DRAM and SRAM and 
we analyze the major constraints that both kind of technologies suﬀer from. 
1.2.1 Dynamic Random-Access Memory (DRAM) 
Traditionally, DRAM has been the technology used for implementing the main 
memory in most computer systems. Currently, DRAM has scaled down to 20nm 
and has a lifespan of 1015 write cycles [1], [2], [3]. Figure 1.2 shows the structure 
of a DRAM memory array and the DRAM cell [4]. 
As the zoom of Figure 1.2 illustrates, the DRAM cell is mainly based on a ﬁeld 
eﬀect transistor (FET) and a capacitor which contains the logical datum (one if it 
is charged and zero if it is discharged). The memory array is made up of many of 
these cells, organized in rows and columns. The DRAM controller reads/writes an 
individual storage cell by means of a row address and a column address. Special 
circuits called sense ampliﬁers (SA) are used to detect the value stored at the 
capacitor when this gets connected to its associated bitline. They are necessary 
for detecting and amplifying the tiny logical signals represented by the electric 
charges in the cells. 
Because of leakage current in the DRAM cell, the data need to be refreshed from 
time to time, which requires extra circuitry. The major leakage paths in a DRAM 
cell stem from reverse junction leakage from the storage node, and gate induced 
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Figure 1.2: Structure of DRAM. 
drain leakage current. Moreover, the reading operation is destructive, so the data 
must be refreshed after the reading process. 
In the DRAM cells the capacitors must be large enough not only to store enough 
charge, but also to mitigate the amount of leakage currents. Also, the transistors 
must be able to exercise full control in the channel between the drain and source. 
For these reasons, it is not possible to implement DRAM memories below 20nm 
[1], [5]. In addition to the challenge of DRAM integration, other obstacles are 
arising related to this technology, such as a high cost and a high energy consump­
tion. Thus, in the case of high performance servers, the highest cost and energy 
consumption are derived from the main memory [6]. 
1.2.2 Static Random-Access Memory (SRAM) 
SRAM has traditionally been the technology used for implementing the cache 
memory levels in computer systems. As shown in Figure 1.3(a), the SRAM cell 
is made up by two control transistors and a bistable based on two inverters with 
a feedback loop. The read is performed by turning on the control transistors –by 
means of the word line (WL)–, so that the stored value is read through the bit 
lines (BL). For writing a value in the cell, the control transistors have to be turned 
on and the value to store must be written to the BL lines. The control transistors 
must be larger than the inverter transistors, so that when the new datum to store 
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is diﬀerent than the data currently stored in the cell, the control transistors can 
provide more current than the inverter transistors and the voltage swaps to the 
new value. Note that unlike DRAM, where the information is represented by 
the amount of charge in the capacitors, in SRAM cells it is represented based on 
voltage levels. 
As shown in Figure 1.3(b), the SRAM cell (usually called 6T cell) is actually made 
up of six transistors. Note that DRAM cells just need one transistor and a capac­
itor to store a logical value, hence reporting higher integration capacity. However, 
unlike the case of DRAM cells, the stored data do not need to be refreshed peri­
odically, given that the stored data are not lost. The major problem with SRAM 
technology is that leakage increases dramatically as the transistor size decreases. 
Because cache memories generally occupy a chip area similar or even bigger than 
the cores, their contribution to the total energy consumption is quite signiﬁcant. 
(a) (b) 
Figure 1.3: (a) Schematic of an SRAM cell. (b) SRAM 6T cell. 
1.2.3 Constraints of conventional memory technologies 
As stated earlier, the diﬀerent pace of change between the microprocessor and 
the memory subsystem is one of the greatest challenges designers have to address. 
This problem, called memory gap [7], [8], lies in that, over the last decades, the 
performance improvement of the processor is signiﬁcantly higher than the improve­
ment achieved in the memory systems. Figure 1.4, adapted from [8], illustrates 
the concept of memory gap. Notably, this ﬁgure represents how both the processor 
and the memory system have evolved with respect to the performance they deliv­





































in terms of the DRAM access latency. According to the data depicted (dotted 
red line), the processor has roughly followed a 25% improvement per year from 
1978 to 1986, a 52% improvement from 1986 until 2000, and a 20% improvement 
from 2000 to 2010. The dashed red line from 2005 to 2010 indicates that there 
is almost no change in processor performance on a per-core basis in these years. 
Overall, the processor performance has improved (with respect to the processor 
performance in 1978) more than four orders of magnitude. Table 1.1 identiﬁes the 
real commercial processors corresponding to data shown in Figure 1.4 (continuous 
blue line). Conversely, the memory performance has hardly improved one order of 
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Figure 1.4: Evolution of processor and memory performance. 
Furthermore, among the main conventional memory technologies (DRAM and 
SRAM) there is also some imbalance in their properties that further accentuates 
this gap, since there is not a memory technology that clearly evolves well in both 
performance and capacity. Figures 1.5 and 1.6 show the evolution along the last 
decades of SRAM and DRAM in terms of performance and capacity with respect 
to the values they exhibited in 1980. 
As shown in these ﬁgures, performance is increasing at a higher rate for SRAM 
than DRAM, whereas in the case of capacity, the trend is the opposite. Moreover, 
the memory gap problem has recently increased because both DRAM and SRAM 
technologies have serious scalability issues that signiﬁcantly restrict their develop­
ment. For theses reasons, during the lastest years there has been a lot of research 
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Year Processor Performance Symbol 
1978 AX-11/780, 5 MHz 1 A 
1984 VAX-11/785, 7.5MHz 1.5 AA 
1986 VAX 8700, 22 MHz 5 B 
1987 Sun-4/260, 16.7 MHz 9 C 
1988 MIPS M/120, 16.7 MHz 13 D 
1989 MIPS M2000, 25 MHz 18 E 
1990 IBM RS6000/540, 30 MHz 24 F 
1991 HP 9000/750, 66 MHz 51 G 
1992 Digital 3000 AXP/500, 150 MHz 80 H 
1993 IBM POWERstation 100, 150 MHz 117 I 
1994 Digital Alphastation 4/266, 266 MHz 183 J 
1995 Digital Alphastation 5/300, 300 MHz 280 K 
1996 Digital Alphastation 5/500, 500 MHz 481 L 
1997 AlphaServer 4000 5/600, 600 MHz 21164 649 M 
1998 Digital AlphaServer 8400 6/575, 575 MHz 21264 993 N 
1999 Professional Workstation XP1000, 667 MHz 21264A 1267 O 
2000 Intel VC820 motherboard, 1.0 GHz Pentium III processor 1779 P 
2001 IBM Power4, 1.3 GHz 3016 Q 
2002 Intel D850EMVR motherboard (3.06 GHz, Pentium 4 pro­
cessor with Hyper-Threading Technology) 
4195 R 
2003 Intel Xeon EE 3.2 GHz 6043 S 
2004 AMD Athlon 2.6 GHz 6681 T 
2005 AMD Athlon 64, 2,8 GHz 7108 U 
2006 Intel Core 2 Extreme 2 cores, 2.9 GHz 11865 V 
2007 Intel Core Duo Extreme 2 cores, 3.0 GHz 14387 W 
2008 Intel Core i7 Extreme 4 cores 3.2 GHz (boost to 3.5 GHz) 19484 X 
2009 Intel Xeon 4 cores 3.3 GHz (boost to 3.6 GHz) 21871 Y 
2010 Intel Xeon 6 cores, 3.3 GHz (boost to 3.6 GHz) 24129 Z 















































Figure 1.5: SRAM and DRAM performance evolution. 
on new memory technologies oriented to deal with these issues. Notably, there is 
a whole set of new memory technologies that have recently experienced a signiﬁ­
cant level of progress in order to become real contenders to replace conventional 
memory technologies in a near future. In the next section we explore them. 


















































Figure 1.6: SRAM and DRAM capacity evolution. 
1.3 Emerging memory technologies 
Non-Volatile Memories (NVMs) are a set of memory technologies that have been 
explored by researchers for many years. These technologies, unlike DRAM and 
SRAM, are non-volatile, i.e. the stored data are not erased when the energy supply 
is cut oﬀ. Moreover, these technologies exhibit a high energy eﬃciency and thus 
can solve the problem of high energy consumption of DRAM and SRAM. Next 
we recap the main features and the operation of some of the main technologies 
belonging to the NVM set. 
1.3.1	 Magnetic RAM (MRAM) and Spin-Transfer Torque 
RAM (STT-RAM) 
The concept of magnetic RAM (MRAM) originates from the ferrite cores memory 
developed in the 1950s [9]. Although many similar approaches were proposed 
for decades, such as domains for data storage[10], magnetostriction for moving 
the domains walls in magnetic wire [11], employing diﬀerent material alloys to 
reduce energy and increase bit density [12], etc., none of these mechanisms had 
wide acceptance because the performance, energy consumption and cost of DRAM 
always overcame them. 
The discovery of giant magneto resistance (GMR) [13], [14] put back the interest 
in MRAMs. GMR is a quantum eﬀect observed in structures called magnetic 
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tunnel junction (MTJ). A MTJ is composed of a non-magnetic but conductive 
material which is placed between two ferromagnetic material layers, e.g. Fe/Cr/Fe. 
The electrical resistance changes signiﬁcantly depending on the magnetic ﬁeld 
direction of the magnetic layers (parallel or antiparallel). Henceforth, when we 
talk about MRAM, we will be referring to structures that make use of the GMR 
eﬀect. Figure 1.7 shows the structure of an MRAM cell [2] formed by an MTJ. 
The MTJ is formed by a ﬁxed layer and a free layer: if the two ferromagnetic 
layers have diﬀerent directions, the MTJ resistance is high, indicating a “1” state, 
whereas if the two layers have the same direction, the MTJ resistance is low, 
indicating a “0” state. The inputs for the MRAM cell are the following: one bit 
line (BL), one word line (WL) and one write word line (WWL). The WL is turned 
on for reading the cell value, and current through the MTJ is sensed at the BL. 
For programming the cell, the WL is turned oﬀ and the free layer orientation is set 
based on the magnetic ﬁeld generated by the current ﬂowing through the BL and 
WWL. This structure has the disadvantage of requiring a high current density (in 
the order of 10 MA/cm2) to program it. 
Figure 1.7: MRAM cell structure. 
The spin-transfer torque (STT) eﬀect [15] occurs when a spin-polarized current of 
electrons ﬂows through a magnetic layer, so it transfers spin angular momentum 
to that layer, which results in a torque on the magnetization. If the torque is 
strong enough, it can set the magnetic direction of that layer. 
In the case of an MTJ, the ﬁxed layer is used to generate the spin-polarized 
current; only the electrons whose spin is aligned with its magnetization direction 
pass to the free layer. If the STT eﬀect is suﬃciently strong, the torque causes 
the magnetization of the free layer to be set to the desired direction. 
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(a) (b) 
Figure 1.8: (a) STT-RAM cell structure. (b) STT-RAM equivalent circuit. 
Spin-Transfer Torque memories (STT-RAM) make use of STT eﬀect to program 
the memory cell. Figure 1.8(a) shows an STT-RAM cell, where the WWL is not 
included, as opposed to an MRAM cell. A read operation to an MTJ is performed 
by applying a small voltage diﬀerence between the two electrodes of the cell (BL 
and WL), and then sensing the current ﬂow. A write operation is performed by 
applying a large voltage diﬀerence between the two electrodes for a given duration, 
called write pulse width (see Figure 1.8(b), where the STT-RAM cell is represented 
as a variable resistor). The current density is reduced to 1-5 MA/cm2. STT-RAM 
has read and write speeds of 20ns and a lifespan of 1012 write cycles. All these 
features make STT-RAM a promising candidate to become a universal memory. 
1.3.2 Phase Change Memory (PCM) 
A PCM cell (Figure 1.9(a)) consists of two enveloping electrodes, a thin layer of 
chalcogenide material (e.g. Ge2Sb2Te5, GST in short) and a heating element [2]. 
This heater is just a material that produces Joule heat when an electrical current 
is driven through, warming the chalcogenous material. In order to write a logical 
value in the cell, the heating element is employed to apply electrical pulses to 
the chalcogenide, which changes the properties of the material resulting in two 
diﬀerent physical states: amorphous (high electrical resistance) and crystalline 
(low resistivity). Notably, if a fast high-intensity current pulse is applied, the 
material goes over 600◦C and melts. Then, it is cooled down quickly, going to an 
amorphous state (RESET process), in which resistance is high. If the pulse is long 
and with a low intensity, the material goes through an annealing process allowing 
the molecules to re-crystallize, lowering the electrical resistance (SET process). 
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Thus, the chalcogenide switches easily, rapidly and in a reliable way between both 

















Figure 1.9: (a) PCM cell. A heating element (purple) is attached to a chalcogenous 
material (yellow/green), and enclosed between the two electrodes. The bit of 
material attached to the heater forms the programmable volume (green), i.e. the 
part of material that will experiment the phase change. (b) Heat pulses used to 
set and reset. 
Regarding writing to a PCM cell it is worth to note that after a certain number of 
writes (around 108), the heating element is detached from the cell as a consequence 
of the continuous expansions/contractions derived from the writing process, leav­
ing the cell in a stuck at failure state. From that moment on, although the cell 
is still readable, the stored valued cannot be changed anymore. The process for 
reading the stored value just consists in applying a low current to the cell in order 
to measure the associated resistance. Table 1.2 shows the two basic operations on 
a PCM cell and the relationship with the logical and physical states. 
Operation Logical Value Impedance Material State 
Set 1 Low Crystalline 
Reset 0 High Amorphous 
Table 1.2: States of a PCM cell.
 
PCM achieves an integration density higher than DRAM. So far, 3nmx20nm pro­
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totypes have been manufactured. Also, a PCM cell can store multiple bits and it 
is a non-volatile memory. PCM is currently presented as the best option to replace 
DRAM as main memory technology. 
1.3.3 Other NVM technologies 
1.3.3.1 Flash memory 
The cell of ﬂash memory [2] is composed by a transistor with an electrically pro­
grammable threshold voltage. This is achieved by introducing an additional con­
ducting layer in the gate stack of the conventional ﬁeld eﬀect transistor called 
the ﬂoating gate. The memory cell is programmed by applying bias voltages to 
the control gate and the drain, which causes tunnelling and trapping of charges 
in the ﬂoating gate, resulting in a shift of the eﬀective threshold voltage of the 
device. This technology has been widely accepted as secondary and external mem­
ory. However, due to its high latency and low endurance (which worsens when the 
integration density is further increased), ﬂash memory is not a good candidate for 
implementing main memory or cache. 
1.3.3.2 Racetrack or Domain Wall Memory (DWM) 
In a racetrack memory, information is stored on an U-shaped nanowire as a pattern 
of magnetic regions with diﬀerent polarities (bits are stored like in serial tapes). 
The U-shaped magnetic nanowire is an array of keys, which are arranged vertically 
like trees in a forest. The nanowires have regions with diﬀerent magnetic polarities, 
and the boundaries between the regions represent 1s or 0s, depending on the 
polarities of the regions on either side. A separate nanowire, perpendicular to 
the U-shaped “racetrack”, writes data by changing the polarity of the magnetic 
regions. A second device at the base of the track reads the data. Data can be 
written and read in less than a nano-second [16]. Because of the reduced number 
of write and read heads, it is necessary to shift the array and locate the desired 
bit over an access head. Racetrack is a promising candidate to become a universal 
memory but, unlike PCM or STT-RAM technologies, it is not mature enough yet. 
21 1.4. Motivation and objectives 
1.3.3.3 Ferro-Electric RAM (FeRAM) 
The cell of a Ferro-Electric RAM [17], [18] is composed by a ferro-electric mate­
rial enclosed between two metallic electrodes, forming a capacitor with the ferro­
electric material in between instead of a dielectric material. The ferroelectric ma­
terial is able to store a remnant polarization induced by the electric ﬁeld formed 
by the two electrodes that compose the capacitor. Thus, the cell has two stable 
states associated to the direction of the remnant polarization which depends on 
the direction of the current through the electrodes. This cell behaves similarly to 
DRAM, in the sense that the read operation is destructive and a FET is necessary 
for isolating the cells. The main beneﬁt of this technology is that programming 
pulses can be shorter than 50 ns and that FeRAM endurance is around 1012 cycles, 
both for reading and writing. Its main drawbacks are that reading is destructive 
and that it is not highly scalable, due to the need of including a capacitor of at least 
20nmx20nm (however, this drawback could be overcame with three-dimensional 
circuitry), and also that it requires temperatures up to 700◦C for manufacturing 
the ferroelectric element. 
1.3.3.4 Resistive RAM (ReRAM) 
Resistive RAM cell [2] (ReRAM) is implemented by placing an insulating material 
between two metal electrodes. Although usually this system would not lead elec­
trons from one electrode to another, a ﬁlament conduction path between the two 
electrodes can be created by applying a high voltage. This path could be created 
by induced defects in the insulating material such as metal defect migration. Ap­
plying other voltage can eliminate the ﬁlament (reset the cell) and generate a new 
high impedance path between the two electrodes. This technology is not mature 
enough yet because there are a lot of materials that can be used as potential stor­
age cells and researchers still continue to analyze the mechanism that generates 
the switching eﬀect and the scalability that could be reached. 
1.4 Motivation and objectives 
In response to the scalability and energy consumption constraints that both DRAM 
and SRAM technologies exhibit, the NVMs arise as candidates to replace them for 
the next generation of computer systems. Among the diﬀerent NVMs, the PCM 
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technology reveals as the prime contender to replace DRAM as main memory tech­
nology, while STT-RAM postulates as the optimal candidate to replace SRAM in 
the cache levels of the memory hierarchy. Although both PCM and STT-RAM 
signiﬁcantly improve the integration capacity and energy consumption of DRAM 
and SRAM respectively, they also exhibit some drawbacks, such as the slow and 
energy-hungry write operations on both technologies, that need to be mitigated 
before they become true design alternatives. 
Notably, PCM cells show a serious constraint related to the endurance [2], [6], 
[19], [20], [21], because they only allow around 108 cycles of writing and erasing 
(due to the detachment of the heating element from the cell explained earlier), 
while DRAM is estimated to exceed the 1015 cycles. This implies that a main 
memory built using PCM technology would exhibit a lifetime clearly lower than 
DRAM, constituting an important restriction in the potential adoption of the 
PCM technology. Moreover, although STT-RAM consumes around an order of 
magnitude less static power than SRAM, the STT-RAM write latency and write 
energy consumption are signiﬁcantly worse than those of SRAM. 
For these reasons, the main goal of this thesis is to explore architectural tech­
niques that enable to exploit the various advantages of PCM and STT-RAM as 
main memory and cache technologies respectively and, at the same time, to sig­
niﬁcantly mitigate the endurance (only in PCM) and write operation constraints. 
For this purpose, we ﬁrst address the endurance problem of PCM technology by 
proposing some new replacement algorithms for the last-level cache (LLC) with the 
goal of cutting down the write traﬃc to the PCM main memory, hence extend­
ing its lifetime and decreasing the corresponding energy consumption, without 
degrading system performance. The rationale behind that is that conventional 
LLC replacement algorithms just pursue to increment the hit rate and therefore 
the system performance, but are absolutely-unaware of the amount of writes to 
the main memory that they imply, so they do not take into consideration at all 
the corresponding impact on the memory endurance. Then, we address the write 
energy consumption and write latency problems of STT-RAM LLCs by using a 
management scheme that selects the contents of the cache aiming to exploit a 
special kind of locality, referred to as reuse locality, instead of temporal locality. 
Speciﬁcally, the proposal includes a hardware element (called reuse detector) for 
detecting blocks that do not exhibit reuse, in order to avoid their insertion in the 
LLC, hence reducing the number of write operations (also improving performance) 
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and the energy consumption in the STT-RAM. 
1.5 Outline 
The organization of this document is as follows: 
•	 Chapter 2: recaps the related work in the research ﬁeld this thesis belongs 
to. 
•	 Chapter 3: details and evaluates the proposal conceived to mitigate the 
endurance and write energy consumption constraints of a PCM-based main 
memory by dealing with the LLC replacement policy. 
•	 Chapter 4: details and evaluates the proposal conceived to eﬃciently address 
the write energy consumption of STT-RAM technology by managing the 
contents of an STT-RAM LLC using a reuse detector. 
•	 Chapter 5: summarizes the conclusions derived from this thesis and also 






As described in the previous chapter, in this thesis we explore some architectural 
techniques for mitigating the write energy consumption and write latency prob­
lems that both PCM and STT-RAM suﬀer from and also the endurance problem 
of PCM technology. In order to address the memory lifetime constraint that PCM 
exhibits, in Chapter 3 we introduce new replacement algorithms for the last-level 
cache oriented to reduce the amount of writes generated to the PCM-based main 
memory system. Thus, in this chapter, and as a previous step to get a better 
understanding, we ﬁrst do a thorough review of the conventional cache replace­
ment policies proposed in the literature (Section 2.1), and then we analyze some 
replacement algorithms and other architectural techniques speciﬁcally designed for 
improving the management of a PCM memory (Section 2.2). Also, in Chapter 4 
we deal with STT-RAM constraints by employing a cache management scheme 
for improving the content selection mechanisms of an STT-RAM-based LLC, in 
order to reduce the number of write operations and the energy consumption in 
this cache level. Therefore, we also include in this chapter (Section 2.3) the review 
of some proposals aimed to improve the management of STT-RAM memories. 
2.1 Conventional cache replacement policies 
Many cache replacement algorithms have been proposed in the literature in the 
latest decades. In this section we focus on the explanation of those cache re­
placement policies more closely related to our work, but that were not conceived 
speciﬁcally for NVMs-based systems. 
Prior to that, we brieﬂy review some key concepts related with the management 
of the replacements in the cache: When a new block arrives at the cache and the 
frame (in a direct-mapped cache) or the set (in a set-associative cache) where it 
maps to is full, the cache replacement policy must decide which block to replace. In 
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general, as Bélády established in [22], the best decision in terms of performance is 
to choose the block that will not be referenced again for the longest time. Precisely 
knowing the future in advance is not possible, but, in computer systems, we usually 
employ the past behavior for obtaining hints about the future behavior. As such, 
the diﬀerent cache replacement policies proposed in the literature for improving 
performance try to predict which one is the block that will not be referenced again 
for the longest time, based on the analysis of past information. This information, 
which constitutes the replacement state of a block, is gathered at diﬀerent points of 
the block residency in cache, speciﬁcally, at insertion (i.e. when the block initially 
arrives at the cache), and at promotion (i.e. every time the block experiences a 
hit, either for reading or for writing it). Then, when a block has to be selected 
for victimization, the replacement policy makes the decision based the replacement 
state of each block. 
We can divide the replacement policy into 3 sub-policies: 
•	 Insertion sub-policy: This sub-policy determines the initial replacement state 
to assign to a block when it is ﬁlled into the cache. 
•	 Promotion sub-policy: This sub-policy determines how to update the replace­
ment state of a block when it experiences a hit. 
•	 Victimization sub-policy: When a block has to be evicted for accommodat­
ing a new one, this sub-policy chooses the victim block by comparing the 
replacement states of the candidate blocks. 
The access pattern to the various cache levels in the hierarchy is diﬀerent. For 
example, in the lowest level, a strong temporal locality is observed for most ap­
plications, which leads to designing replacement policies that seek to exploit such 
locality. In these levels, the Least Recently Used (LRU) policy (or any approxi­
mation of LRU that allows to reduce the hardware devoted for implementing it) 
is the most frequently employed policy, given that it provides satisfactory results 
with a reasonable hardware overhead. Conversely, when a block reaches the LLC, 
the temporal locality has already been almost totally exploited by the lower levels, 
so the replacement policy must exploit other features. In this work we will focus 
on the highest cache level, so we will next describe some recent replacement algo­
rithms applied to the LLC for improving performance, as well as the classic LRU 
27 2.1. Conventional cache replacement policies 
and one extended approximation of this algorithm (Not Recently Used, or NRU). 
We defer to Subsection 2.2.1 the description of LLC replacement policies focused 
on reducing the amount of writes generated in an NVM-based scenario. 
2.1.1 Least Recently Used (LRU) 
The LRU policy constitutes the baseline algorithm any new proposal compares to, 
given that it is implemented in most commercial systems under diﬀerent simpliﬁed 
versions. LRU [8] arranges blocks using a recency stack, in which the block that 
occupies the LRU position is the furthest referenced block in the past, while the 
one at the MRU (Most Recently Used) position is the nearest referenced block in 
the past. 
•	 Insertion sub-policy: a new block is inserted into the recency stack as the 
MRU block, whereas all the remaining blocks are moved one step closer to 
the LRU position. 
•	 Promotion sub-policy: a block experiencing a hit is moved to the MRU posi­
tion inside the recency stack, moving the remaining blocks (those previously 
located between the block that experiences the hit and the block occupying 
the MRU position) one step closer to the LRU position. 
•	 Victimization sub-policy: the block occupying the LRU position inside the 
recency stack is selected for eviction, under the philosophy that, due to 
temporal locality, it is also the block that will not be required again for the 
longest time. 
While LRU provides good performance for workloads with high data locality, LRU 
penalizes performance in applications where data are only reused in the distant 
future. For example, LRU would deliver poor performance under a situation where 
the application working set is larger than the available cache size, or when a burst 
of references to non-temporal data discards the active working set from the cache. 
In both scenarios, LRU ineﬃciently utilizes the cache since newly inserted blocks 
have no temporal locality after insertion [23]. 
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2.1.2 Not Recently Used (NRU) 
Given that, due to its high cost, it is unfeasible to implement the LRU policy in 
systems with high associativity caches, several approximations have been proposed 
in the literature and are usually employed in real systems. One such algorithm is 
the NRU policy [24], [25]. 
This algorithm uses an extra bit per cache block. This bit is used for predicting 
the reuse behavior of the block. As such, if the block is predicted to be reused in 
the immediate future, the bit is set to 0, whereas if the block is predicted to be 
reused in the distant future, the bit is set to 1. In detail, the algorithm works as 
follows: 
1. When a new block is inserted into the cache or a block already present in the 
cache experiences a hit, the corresponding NRU bit is set to 0 to indicate an 
immediate prediction. 
2. When a block has to be selected for victimization, a block with the corre­
sponding NRU bit showing a distant prediction is chosen. Note that if more 
than one block meet this criteria, a random block is selected for victimization 
among those with distant prediction. 
3. If there is no block with the NRU bit set to 1, the NRU bit of all blocks is 
shifted and one random candidate is selected for eviction. 
The NRU policy may provide a limited performance in some cases, especially 
when used in the LLC. For example, an access pattern where the blocks will not 
be referenced again (streaming access pattern) could pollute the cache under this 
policy, assigning these blocks a wrong immediate prediction when they are inserted, 
and evicting other blocks that will be requested in the near future. In fact, an 
LRU policy would also be harmful in this scenario. Therefore, based on this and 
other similar observations, other replacement policies have been proposed in the 
last years for the LLC, where, as explained before, temporal locality exploitation 
is not the main objective. In the following subsections, some of these policies (the 
ones more closely related to our work) are described in detail. 
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2.1.3	 Probabilistic escape LIFO (peLIFO) 
The peLIFO policy [26] builds on a LIFO (Last In First Out) replacement pol­
icy [27], in which, making use of a ﬁll stack, the last block entering the cache is 
the candidate for replacement. With this scheme, some blocks will remain at the 
bottom part of the stack, being able to exploit long-term reuses. In peLIFO the 
bottom part of the ﬁll stack is reserved for long-term reuses as well. However, un­
like LIFO, peLIFO selects dynamically intermediate stack positions (called Escape 
Points) for replacement, that guarantee that short-term reuses are also fulﬁlled. 
As most applications go through diﬀerent stages along execution, these Escape 
Points must be recalculated periodically. Speciﬁcally, at the end of every stage, 
three Escape Points are selected for the next period, based on a set of statistics 
collected during the previous stage. In every replacement, one among the three 
Escape Points is dynamically selected via a Set Dueling mechanism [28], according 
to hit rate information. Notably, if none of these three Escape Points demonstrates 
a satisfactory behavior, the LRU block is chosen. Figure 2.1 illustrates the dif­
ference between LIFO and peLIFO. Notably, in the situation shown in the ﬁgure 
where the block b9 must be accommodated in the cache, in the case of the LIFO 
policy the block b1 (the last entered block) would be evicted while in the case of 
a peLIFO policy the b3, b5 and b7 blocks as well as the LRU block would be the 
candidates, being the set-dueling mechanism in charge of determining the ﬁnal 
victim. 
2.1.4	 Static, Bimodal and Dynamic Re-Reference Interval 
Prediction (SRRIP, BRRIP and DRRIP, respectively) 
These techniques were proposed in [23], and currently constitute the state-of­
the-art cache replacement policies. Therefore, most new proposed approaches 
compare to this algorithm as well as to the classic LRU policy. In addition, our 
best proposed algorithms in terms of reduction of writes to main memory (detailed 
in Chapter 3) are based on these policies. For these reasons, in this section we will 
explain SRRIP, BRRIP and DRRIP in great detail. 
The recency stack is thought of as a Re-Reference Interval Prediction (RRIP) 
Stack that represents the order in which blocks are predicted to be re-referenced 


































Figure 2.1: LIFO (left) vs peLIFO (right). LIFO has just one ﬁxed escape point 
(the top of the stack), whereas peLIFO selects dynamically 3 escape points (plus 
a fourth ﬁxed escape point, the LRU block). 
(note that the LRU recency stack could also be viewed this way). The block at 
the head of the RRIP Stack is predicted as near-immediate (i.e. the block will 
be re-referenced sometime soon) while the block at the tail of the RRIP Stack is 
predicted as distant (i.e. the block will be re-referenced in the distant future). 
For implementing the RRIP Stack, each block has an associated replacement state 
that represents the prediction of how far in the future it will be referenced again 
(Re-Reference Interval Prediction, or RRIP). This replacement state is codiﬁed 
with M bits, that represent 2M diﬀerent RRPVs (Re-Reference Prediction Values). 
A block with RRPV=0 is predicted to be referenced again soon (near-immediate 
RRIP), whereas a block with RRPV=2M -1 is predicted to be referenced again far 
in the future (distant RRIP).1 
Based on this replacement state information, the insertion, promotion and victim­
ization sub-policies of SRRIP (Static RRIP) operate as follows: 
1Note that in the LRU policy diﬀerent blocks have always diﬀerent replacement states, but 
in the RRIP approaches diﬀerent blocks could have the same replacement state. 
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•	 Insertion sub-policy: on cache ﬁlls SRRIP assigns to the new block an in­
termediate prediction replacement state of RRPV=2M -2 (denoted as long 
RRIP). 
•	 Promotion sub-policy: on the re-reference of a block, there are two diﬀerent 
options: HP (Hit Priority) that sets the RRPV of the block to zero, and FP 
(Frequency Priority) that decrements it by one. Figure 2.2 illustrates, in a 
set of 4-way associative cache, an example of both promotion schemes for 
the block b1 using M=2. 
•	 Victimization sub-policy: for eviction, SRRIP selects one block with a distant 
RRIP (RRPV=2M -1) 2. If there is not such a block, SRRIP increments the 
RRPV of all the blocks in the cache set (there is one RRIP stack per cache 
set in the case of an associative cache) and repeats the search. Figure 2.3 
illustrates the victimization process when using M=2. 
In some cases, for example when the re-reference interval of all the blocks is larger 
than the available cache size, SRRIP utilizes the cache ineﬃciently. In such sce­
narios, SRRIP generates cache thrashing and results in no cache hits at all [23]. To 
avoid this situation, the authors propose BRRIP (Bimodal RRIP), that modiﬁes 
the insertion sub-policy of SRRIP as follows: 
•	 Insertion sub-policy of BRRIP: it inserts majority of cache blocks with a 
distant RRIP (RRPV=2M -1) and infrequently inserts new blocks with a 
long RRIP (RRPV=2M -2). 
This policy helps to preserve some of the working set in cache, improving per­
formance under the scenario described in the previous paragraph. However, for 
non-thrashing access patterns, always using BRRIP can signiﬁcantly hurt cache 
performance. In order to be robust across all kind of cache access patterns, the 
authors also propose a third policy, called DRRIP (Dynamic RRIP), which follows 
an insertion sub-policy that combines both SRRIP and BRRIP: 
•	 Insertion sub-policy of DRRIP: it includes a Set Dueling mechanism [28] 
that identiﬁes which insertion policy among SRRIP and BRRIP –based on 
2The victim selection policy breaks ties by always starting the victim search from a ﬁxed 
location (see example of Figure 2.5). 
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Figure 2.2: SRRIP promotion schemes: (a) SRRIP-FP, (b) SRRIP-HP. 
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Figure 2.3: SRRIP Victimization. 
the current miss rates reported– is best suited for the application (Figure 
2.4). 
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Figure 2.4: DRRIP Insertion. 
To illustrate the operation of various of the policies explained so far (speciﬁcally, 
Bélády, LRU, NRU and SRRIP-HP), Figure 2.5 shows the behavior of these poli­
cies –in a 4-way associative cache– for the access pattern shown in equation 2.1. 
This access pattern starts with several consecutive requests to the block a1 (n 
times, in this example we suppose n = 2) followed by a sequence of references 
to blocks from c1 to c5, which constitutes a streaming pattern since they are not 
referenced again, and ﬁnally block a1 is referenced again n times (twice in this 
example). Initially the cache is assumed to be empty. Note that in the case of 
NRU and SRRIP-HP policies, each block has a subscript that indicates the value 
of the NRU bit and the RRPV respectively. 
n n{a1 , (c1, c2, c3, c4, c5), a 1 } with n = 2 (2.1) 
According to Figure 2.5, SRRIP-HP is the policy exhibiting a behavior closer to 
the ideal one (Bélády). In the ﬁrst seven references (two access to the a1 block 
and the ﬁve references from c1 to c5), all the four evaluated policies behave in the 
same fashion: six compulsory misses since the six diﬀerent referenced blocks must 
be brought to the cache on their ﬁrst references, and one hit (the second reference 
to block a1). After these ﬁrst seven references, both LRU and NRU experiences a 
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Figure 2.5: Behavior of LRU, NRU and SRRIP-HP policies in a 4-way cache for 
the access pattern of equation 2.1. 
miss upon the next access to block a1 (after the reference to block c5). However, 
SRRIP-HP (and also Bélády) is able to experience a hit in this case, so that after 
the seven ﬁrst access of the pattern, only SRRIP-HP and Bélády are able to report 
hits for the two subsequent accesses to block a1. Note that in NRU and SRRIP­
HP policies, the victim selection policy breaks ties by always starting the victim 
search from a ﬁxed location (the left in this example). Please also note that in the 
case of the Bélády policy, since when a ci block must be evicted all these blocks 
exhibit the same replacement state (given that neither of which will be referenced 
again), we just select the victim block randomly. 
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2.1.5 Signature-based Hit Predictor (SHiP) 
This proposal [29] is not a policy per se, but a predictor for the insertion of new 
blocks that can be used in conjunction with any other policy. SHiP associates 
each cache reference with a distinct signature, learns dynamically the re-reference 
interval of each one, and employs this information in the insertion sub-policy. 
The proposal also incorporates a Signature History Counter Table (SHCT) of 
saturating counters to learn the re-reference behavior of each signature. Every 
time a block is re-referenced (hit), the corresponding counter is incremented. If 
a block is never re-referenced during its residency in cache, the corresponding 
counter in the SHCT is decremented when the block leaves the cache. The authors 
evaluate SHiP in conjunction with an SRRIP replacement policy: when a new 
block enters the cache, SHiP assigns it a distant RRPV if the associated counter 
is zero; otherwise a long RRPV is assigned. 
2.1.6 Probabilistic Replacement Policy (PRP) 
The Pobabilistic Replacement policy [30] is based on the argument that lower 
cache levels have already ﬁltered the references with short reuse distances (tem­
poral locality), leaving a reference stream dominated by moderate and long reuse 
distances. Key aspect in PRP is to victimize the block with minimum estimated 
probability of being used again (hit probability) instead of the block with maxi­
mum expected reuse distance (Denning et al. [31] deﬁne the maximum expected 
reuse distance as 1/λi, where λi is the stationary probability of accessing to a 
block i). 
PRP adds some additional metadata to cache lines for determining the hit proba­
bility: for each line L, it stores the frequency NL(t) with which the reuse distance 
t is observed, and the last access timestamp (ML). Also, the count of accesses 
to each set of the LLC, denoted as M, is stored. PRP tracks the evicted lines so 
that upon eviction, NL(t) values are stored in a separate DRAM area, and fetched 
when the line enters the cache again. 
To minimize space, PRP uses a logarithmic spacing of reuse-distance histogram 
bins focused on the range where the hit rate varies with the reuse distance. They 
group reuse distances (NL(t)) into H histogram bins (H = 6 is used). Bin 0 records 
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reuse distances in the interval [1, W], where W is the number of ways of the cache. 
Bins from i=1 to H-2 record reuse distances that fall in the interval [Wαi−1 , Wαi], 
where α is a constant (α = 2 is used). The last bin (i = H-1) records reuse distances 
in the range [WαH−2 , ∞[. 
For determining the hit probability of line L (PLhit), PRP uses the following 
formula: 
� 
NL(t)P hit(t)hit t<TLPL = � (2.2)
NL(t)t<TL 
where TL is the age of line L (calculated as M − ML), NL(t) is the frequency of 
occurrence of reuse distance t for line L, and P hit(t) is the probability that a line 
of reuse distance t will hit in the cache. This latter distribution is not dependent 
on the line (they use a ﬁxed cache distribution, which is the average hit rate of 
the optimal policy in the selected reuse bins using the training input set). 
hitTo select a victim, an array of hit probability calculators computes PL for 
each candidate line Li using the corresponding age TLi and the reuse distribution 
NLi (t). The candidate with the lowest probability of hit is evicted. The reuse 
distribution for the incoming line is initialized with the reuse proﬁle NL(t) that 
was stored alongside the page table translations in the TLB and brought to the 
LLC alongside the memory request that initiated the LLC access. 
2.2 Architecting PCM for main memory 
Phase Change Memory (PCM) is a promising candidate to substitute DRAM as 
the technology used for implementing main memory [2], [32], [33], [34], [35], [36], 
[37], since it provides several beneﬁts such as the following: its non-volatile nature 
allows signiﬁcant leakage power savings, its integration level is higher than that 
of DRAM and it is capable of storing multiple bits in one cell. Table 2.1 shows 
the key features of a 16MB main memory implemented with DRAM and PCM 
90 nm technology3 according to CACTI 6.5 [38] and NVSim [39]. As shown, the 
3We employ an old transistor technology and a reduced main memory size for the comparison 
due to current NVSim constraints. However, the goal here is just to provide an insightful and 
illustrative idea about the diﬀerences between both technologies. 
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PCM implementation exhibits smaller die footprint and better eﬃciency in read 
operations than a DRAM main memory. More importantly, compared to DRAM, 
a PCM main memory reduces static power consumption in more than one order of 
magnitude. Nevertheless, PCM also exhibits two major drawbacks, both related 
with write operations: the cost of performing a write to a PCM cell is higher 
than in a DRAM cell (in terms of both latency and energy) and it also suﬀers 
from an endurance issue, as a PCM cell degrades on every write and thus it can 
only be written for a limited amount of cycles before breaking. In this section, we 
summarize several architectural studies that seek to mitigate these drawbacks of 
PCM in order to make it viable as a main memory technology candidate. 
Parameter DRAM PCM Ratio DRAM/PCM 
Area (mm2) 53.61 13.79 3.89 
Read Latency (ns) 20.74 20.15 1.02 
Write Latency∗ (ns) 20.74 151.3/42.58 0.14/0.49 
Read Energy (nJ) 3.44 0.23 14,95 
Write Energy (nJ) 3.37 6.57 0.51 
Leakage Power (mW) 388.57 25.72 15.11 
Table 2.1: Area, latency and energy consumption for 90 nm DRAM and PCM 
16MB main memories (∗note that for write latency in PCM the diﬀerent Set/Reset 
times are shown). 
2.2.1 Write-aware cache replacement policies 
As explained in the previous section, cache replacement algorithms are usually 
designed only for performance improvement. Nevertheless, the high latency and 
energy involved in write operations to PCM cells, as well as the limited endurance 
of this technology, have added a new objective to these algorithms in the last-level 
cache: reducing the amount of writes generated to main memory. As such, several 
cache replacement policies have appeared in the last years aimed to address this 
goal. Next we recap some of the most outstanding proposals. 
2.2.1.1 CLean-Preferred victim selection (CLP) 
The CLean-Preferred victim selection policy [40] aims to maintain dirty blocks 
(blocks that have been modiﬁed with respect to the memory copy) in the cache 
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to increase the probability that writes were coalesced. This policy implements 
a modiﬁed LRU that gives preference to clean blocks when choosing a victim, 
since they do not imply writing to main memory as the memory copy is already 
updated. The authors propose a family of clean-preferred replacement policies, 
called N-Chance. The N parameter reﬂects how much preference is given to clean 
blocks. The algorithm selects as victim the LRU clean block among the N least 
recently used ones. If such a block does not exist, the LRU block is used. Given 
that this policy is based on a conventional LRU, its implementation complexity 
would be the same (or even higher) as that of LRU. Other CLP approaches based 
on eﬃcient implementations of LRU (such as Tree-LRU) would also be possible, 
but they would come at the expense of some performance degradation. Figure 2.6 
shows an example of the CLP behavior for diﬀerent N-Chance values in a 8-way 
set within an associative cache. In this ﬁgure an extra bit is allocated per each 
block inside the cache (b0, b1, ...., b7), referred to as dirty bit (DB), in order to 
indicate if the block has been modiﬁed (dirty block, DB=1) or not (clean block, 
DB=0). When N=4, CLP looks for a clean block among the 4 least recently used 
ones (b7, b6, b5 and b4). As this search is not successful, the LRU block (b7) is 
evicted. Note that analogous situations occur when N is lower than 4. Conversely, 
if N=5, the search for a clean block is extended to the block b3, which is a clean 






















Figure 2.6: CLP algorithm behavior for diﬀerent N-Chance values. 
2.2.1.2 Read-Write Aware (RWA) and Improved RWA (I-RWA) 
These two policies [41] are based on SRRIP-HP and they both employ RRPV 
values of log2assoc bits per cache block, being assoc the associativity of the cache 
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(speciﬁcally, the authors employ an 8-way associative LLC). RWA modiﬁes neither 
the victimization nor the promotion sub-policy with respect to SRRIP-HP, but 
the insertion sub-policy is modiﬁed as follows: when a read/store misses in the 
LLC, the RRPV of the inserted block is set to assoc-2; when a writeback to 
the LLC misses, the RRPV of the inserted block is set to 0 (recall that SRRIP­
HP treats writebacks and read/store misses the same, setting the RRPV of the 
inserted block to 2M -2 in both cases, being M the number of bits used to codify the 
replacement state). Conversely, I-RWA distinguishes between single and multiple­
use dirty lines, trying to protect multiple-use lines. The SRRIP-HP victimization 
sub-policy is not modiﬁed, but the insertion sub-policy is changed so that any 
read/store miss sets the RRPV of the ﬁlled block to assoc-2 while a writeback 
miss sets it to assoc-3. Besides, the promotion sub-policy is changed so that a 
read/store hit sets the RRPV of the block to a medium value (3) –instead of 0 as 
done in SRRIP-HP– while a writeback hit sets it to 0. Both techniques pursue the 
same goal of keeping dirty blocks inside the cache in order to decrease the amount 
of writes to the main memory that they incur when evicted. 
2.2.1.3	 Adaptive and Combined Wear-out-Aware Replacement algo­
rithms (AC-WAR) 
Adaptive and Combined Wear-Out-Aware Replacement Algorithms (AC-WAR) [42] 
aims to reduce the number of bit-ﬂips in the writes to main memory by redesign­
ing the cache replacement policy of the diﬀerent levels of the cache hierarchy. 
These proposals are based on several observations. First, the authors experiment 
with a cache where the cache block is divided into several sub-blocks, allocating 
a dirty bit per sub-block. Based on their evaluation, they determine that there 
is a high correlation between dirty sub-blocks and bit-ﬂips. Second, according to 
their experiments, they determine that, in a 3-level cache hierarchy, the LLC is 
more sensitive to cache replacement policy modiﬁcations than L2. Based on these 
observations, they propose a diﬀerent cache replacement policy for each level. 
For the n-way set-associative L2 cache, they propose to evict the Least Modiﬁed 
block First (LMF), but avoiding evicting the w (with w<n) Most Recently Used 
(MRU) blocks in the set, i.e. the LRU policy is used in part of the set. The value 
of w can be changed dynamically, using a set-dueling mechanism, for adapting it 
to the diﬀerent program phases. 
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As for the LLC, when a block is evicted it must also be invalidated in the private 
cache levels since an inclusive policy is employed. In addition to the dirty bit per 
sub-block, they include an oﬀset value which determines if the block is present 
or not in any private cache. Based on this information, the cache replacement 
policy for the LLC ﬁrst evicts non-shared blocks using the LMF policy, and, when 
non-shared blocks exist in this level, the LMF is applied over shared blocks. 
2.2.1.4 Writeback-aware cache partitioning 
Zhou et al. [43] also propose to reduce the number of LLC-to-memory writebacks 
at the LLC controller level. Speciﬁcally, they propose a writeback-aware cache 
partitioning (WCP) and a write-queue balancing (WQP) replacement policy, both 
for a multi-core environment. WQP is a replacement policy, based on [44], aimed 
to distribute the writebacks among the available write-queues. The key idea is 
to reduce the delays due to LLC writebacks by avoiding an overuse of the write­
queues. When a block must be victimized, the WQP algorithm starts the search 
for a clean block or a block mapped to a light used write-queue from the LRU po­
sition to the MRU one. The WCP approach employs a set of counters to estimate 
the hit rate and the avoidable writebacks, so that the cache space allocation for the 
diﬀerent cores is dynamically determined. For a N-way associative cache, WCP 
adds N hit counters and N avoidable writeback counters per way and core. Each 
read hit increments the corresponding hit counter and each writeback increments 
the corresponding avoidable writeback counter. Based on the values of these coun­
ters, WCP tries to select a valid cache partition that maximizes a weighted sum 
of the number of read hits and the number of writebacks. 
2.2.1.5 Least-Dirty-First (LDF) 
Yoo et al. [45] propose the Least Dirty First (LDF) cache replacement policy, 
which works on top of any other replacement algorithm (they employ NRU and 
SRRIP as example of this). The authors use 4KB cache blocks in the third cache 
level (the LLC) and a cache line of 256B in the other two cache levels, so that the 
LLC cache block includes 16 cache lines which share the same tag and also the 
bits that determine the replacement state, e.g. the NRU bit and the RRPV in the 
case of NRU and SRRIP replacement policies respectively. Each line inside the 
cache block is associated with its own dirty bit, which is set when a dirty line is 
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evicted from L2. The key idea of LDF (similarly to LMF in [42]) is that the more 
dirty lines a cache block includes, the more PCM writes the block will generate 
when it were evicted. Thus, the policy victimizes the block with the least number 
of dirty lines among those blocks less likely to be referenced again (according to 
the replacement state derived from the policy the LDF works on top of). 
2.2.2 Other proposals 
In this section we summarize other techniques which, although not so closely re­
lated to our proposal described in Chapter 3 (in the sense that they do not address 
the PCM write operation constraints by proposing new cache replacement poli­
cies), they also are oriented to make the PCM technology feasible for implementing 
the main memory. 
2.2.2.1 Eliminating redundant bit writes 
Several techniques have been proposed in this area [2], [19], [20], [46]. In a con­
ventional DRAM write access, all bits in the corresponding row must be updated. 
However, a great portion of these writes are redundant (i.e. many bits after the 
write remain unchanged). Hence, taking advantage of the fact that PCM reads 
are much faster and less power consuming than writes (as we earlier illustrated in 
Table 2.1), every write is preceded by a read and a bitwise comparison, writing 
only those bits diﬀering from the original values. Figure 2.7 illustrates an example 
on how redundant bit writes can be eliminated. Notably, the ﬁgure reproduces 
the situation in which a ﬁctitious (just 8 bits) dirty cache block is evicted from 
the LLC and therefore the main memory (denoted as MM in the ﬁgure) must be 
updated. Before writing, each bit of the LLC block is read and compared to the 
value stored in the corresponding location of the main memory where the write 
must be performed. In the example shown, only three bits of the LLC block (those 
marked with arrows) diﬀer from the corresponding values in the main memory, so 
only the corresponding three writes are eﬀectively performed, avoiding the other 
ﬁve unnecessary writes, which translates into energy savings in the main memory 
and also into a lower degradation of PCM cells. 
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LLC0 1 0 1 0 1 0 1 
only the modiﬁed bits
are written to MM 
0 0 0 1 1 0 0 1 MM 
Figure 2.7: Elimination of redundant bit writes. 
2.2.2.2 Flip-N-write 
In [47], the authors propose a technique for reducing the amount of writes to a 
PCM-based memory. Similarly to the previous proposal, before performing a write 
to PCM the data to write are compared to the data stored in the row, but this 
approach also compares the bitwise inverse of the data to write to the data stored 
in the row, writing the one (data to write or the bitwise inverse) that involves less 
bit ﬂips. For this purpose, the memory row incorporates an extra bit (ﬂip bit, F) to 
indicate whether the stored data is the original one (F=0) or the opposite (F=1). 
Figure 2.8 recreates the same situation as that of the previous technique, where 
the same ﬁctitious (just 8 bits) dirty cache block is evicted from the LLC and 
hence the main memory (denoted again as MM) must be updated. In the ﬁgure 
the original data to be written (on the top left corner) and the corresponding 
bitwise inverse which results from shifting each bit in the original data (top right 
corner) are shown. Both data (original data to write and the corresponding bitwise 
inverse) are compared to the stored values in the main memory. In the case of the 
comparison to the original data, only three bits (highlighted in red) diﬀer from 
the values in the main memory, while in the case of the comparison to the bitwise 
inverse there are obviously ﬁve bits (also highlighted in red) diﬀering form the 
MM data. As the original data involves a number of bit changes (bit-ﬂips) not 
higher than N/2 (where N is the word width, 8 in our example), the original data 
is written to main memory and the extra bit in the memory row (called ﬂip bit) 
is set to 0 to indicate that the data has not been ﬂipped. 
2.2.2.3 Wear leveling 
The wear leveling techniques [2], [46] try to even out the amount of writes per­
formed to a PCM memory among the various PCM cells. It has been observed that 
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Figure 2.8: Flip-N-Write. 
memory updates are highly concentrated over a reduced number of memory cells, 
which creates an extremely unbalanced write distribution and leads these cells to 
early failures while the rest remain almost untouched. A proposal to mitigate this 
problem is to apply periodic row shifts to even out the writes to all cells on the 
row. At a coarser granularity, another approach aims to periodically swap highly 
written memory pages with lowly written ones. 
2.2.2.4 Hybrid memory 
The underlying idea of this research area is to combine PCM with other technolo­
gies which are not so sensitive to the number of writes performed. Thus, many 
proposals combine a large PCM storage with a fast and small DRAM memory 
which acts both as a cache for the main memory and as an interface between the 
PCM main memory and the processor system [6]. In [48], this combination is 
studied in a Digital Signal Processor (DSP), whereas in [49] the scenario is anal­
ogous but a bit diﬀerent: Chip Multiprocessors (CMPs) with local Scratch Pad 
Memories (SPM) and PCM as main memory. 
Many of these proposals also study content management techniques for this hybrid 
conﬁguration. For example, Jang et al. [50] proposed to split the DRAM buﬀer 
into two regions: the Aggresive Fetching Superblock Buﬀer (AFSB) and the Se­
lective Filtering Buﬀer (SFB). A page fetched into the DRAM buﬀer is initially 
stored in the AFSB. Pages in the AFSB are divided into subpages, each with a 
size equal to the cache block. Every subpage has an access counter, and the av­
erage value of all the counters is used as a threshold for classifying subpages into 
high-access and low-access subpages. When a miss occurs in the DRAM buﬀer, 
the page is requested to the PCM memory and stored into the AFSB, and the 
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page with the lowest average access count is evicted from the AFSB but the most 
accessed subpages are inserted into the SFB to allow them a second chance to 
avoid the eviction. 
In a similar direction, Parker et al. [51] proposed an algorithm for managing the 
DRAM buﬀer similarly to wear leveling approaches. They propose to divide the 
DRAM buﬀer in two layers: the ﬁrst layer manages both clean and dirty blocks 
with an LRU policy; the second layer manages clean blocks using an LRU policy 
but for dirty blocks it implements a write frequency list. When the DRAM buﬀer 
is full, the LRU clean block from the second layer is evicted. If no clean blocks 
exist, the dirty block with the lowest write count is evicted. Finally, if all dirty 
blocks exhibit the same write count, the LRU policy is used for victimize a dirty 
block. 
To conclude this body of work, Choi et al. [52] divide the DRAM buﬀer in three 
regions: the Adaptive Filtering Buﬀer (AFB), the Aggressive Streaming Buﬀer 
(ASB) and the Write Buﬀer (WB). Most pages are stored in the ASB, which 
seeks to improve spatial locality by prefetching a superblock (i.e. a set of pages) 
each time. When a page in the ASB experiences a hit, it is moved to AFB or 
WB depending on if the access was a read or a write respectively. The AFB 
exploits temporal locality by managing the recently referenced pages in an LRU 
list, whereas the WB is in charge of delaying the eviction of dirty pages to PCM 
main memory. When no space left in the WB, a page is evicted to the AFB using 
a FIFO replacement policy, whereas when no space left in the AFB, a page is 
evicted to the PCM following an LRU replacement policy. Finally, in the case of 
a miss in the ASB, the superblock is prefetched from the PCM main memory and 
a page is evicted (if necessary) using a FIFO replacement policy. 
A diﬀerent approach is proposed in [53], where the authors, instead of employ 
a DRAM as a diﬀerent memory level, combine DRAM and PCM in a large and 
ﬂat memory, allocating those pages that are most frequently written to the DRAM 
structure, and also migrating pages between the two diﬀerent parts when necessary. 
Notably, DRAM and PCM memory addresses spaces are shown as the same main 
memory addresses space, and the OS diﬀerentiates between both kind of memories 
via physical addresses. The memory controller is in charge of translating the 
addresses come from the diﬀerent cores and the OS periodically updates the pages 
mapping based on the memory controller information. 
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Finally, Lee et al. [54] present a new write-aware replacement policy, called Clock-
DWF, that we include in this section since it is speciﬁcally intended for swap­
ping eﬃciently memory pages between PCM and DRAM in a hybrid architecture. 
The authors propose a new memory management policy, based on the well-known 
CLOCK algorithm [55], that predicts if memory pages will receive future write 
references soon or not, and depending on that prediction maps the pages either to 
DRAM or to PCM. 
2.2.2.5 Error resilience 
Resistive memories are much less susceptible to transient faults than DRAM. How­
ever, the conventional correction codes used in DRAM are designed to handle tran­
sient faults with no eﬀective lifetime limits, and these codes applied to resistive 
memories would wear out faster than the cells they are designed to repair [56]. 
That is why multiple solutions have been proposed for detecting and correcting 
errors in PCM memories. The goal of these techniques is to provide a fast and 
durable working memory with low hardware complexity, focusing on solving the 
reliability problem mostly in hardware and hiding it from software layers as much 
as possible. Next we recap some of the more noteworthy proposals in this ﬁeld: 
•	 Dynamically replicated memory [57]: In this technique, faulty pages (those 
where an inner block wears out) are paired for creating a healthy one, with 
the only restriction for pairing a couple of pages that there was no faulty 
bytes in the same position. 
•	 Error-correcting pointers [58]: The authors propose to perform the error 
management at line level (instead of at page level) by using error-correction 
metadata storage to point to worn bits and replace them. Speciﬁcally, each 
line has associated n pointers (they can tolerate up to n bits of hard faults), 
which allow to encode the location of the failed cells and also the correspond­
ing right values. 
•	 Alternate Data Retry [59] (ADR) and Stuck-At-Fault Error Recovery [60] 
(SAFER): ADR is a technique useful for 1 bit faults (recall that when a 
failure occurs, the cell can still be read but it is stuck at some value). ADR 
inspects the stuck-at fault by reading the cell after each write, and if a 
stuck-at is detected the technique writes the inverse of the datum (that 
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unsuccessfully tried to wrote previously), and an extra bit indicates that the 
datum stored has been inverted. The SAFER proposal extends the ADR 
approach to multi-bit faults. It divides faulty blocks into diﬀerent partitions 
containing only one failed bit each, and then the ADR technique is applied 
to the various partitions. Again, extra bits are needed to indicate if data are 
inverted or not (as in ADR) and also in this case to indicate the partition 
size. 
•	 Fine-grained Remapping with Error-Correcting Code and Embedded-Pointers [61] 
(FREE-p): Given that if a page contains a faulty line it should be discarded 
and therefore the entire memory will wear out so quickly, the FREE-p pro­
posal employs a ﬁne-grained remapping so that the faulty lines from a page 
are remapped to working lines from another page. Also, as when a line fails 
not all the bits are damaged but most of them remain healthy, FREE-p uses 
these working bits from a faulty line to store the address of the line where 
it remaps. Thus, the page can still be used normally. FREE-p just adds an 
extra bit to each line, indicating if the data stored correspond to eﬀective 
data or to an address for a redirection. 
•	 Pay-as-you-go [62] (PAYG): This technique allocates one error correction 
entry per line to correct 1-bit fault. In order to correct lines with more faults, 
PAYG uses a pool of global correction entries to provide additional entries for 
this kind of blocks. The main diﬀerence with the previous proposals lies in 
that this mechanism works at hardware level and hence it is OS-independent. 
•	 Coset coding [63]: The authors provide multiple encodings for data words, 
and propose to employ, when data must be written, the more convenient 
encoding in order to minimize wear and to tolerate errors. 
•	 Zombie memory [64]: Similarly to FREE-p, Zombie maps faulty lines to 
working lines, but this technique uses the working lines from the discarded 
pages pool. The authors propose both ZombieXOR and ZombieMLC ap­
proaches. The former is well suited for single-level cells (see next subsection) 
and only tolerates stuck-at faults. The latter is designed speciﬁcally for 
multilevel cells in order to tolerate both stuck-at faults and drift4. 
4The resistance drift is the phenomenon that makes the resistance of a PCM cell increases over 
time. Such drifting was not a problem in single-level PCM cells because the rate of resistance 
drift is proportional to the initial resistance of the cell and is nearly-zero for the crystalline state. 
However, researchers found that the resistance of cells at the the intermediate states written in 
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2.2.2.6 SLC and MLC 
PCM cells have so far been shown to store just one of two possible values, that 
is, a single bit. This is the traditional kind of memory cells, called single-level 
cell (SLC). However, a single PCM cell can be put in four (or more) distinct 
physical states [65], [66], while sustaining reasonable latency and write endurance 
limitations. An especially designed programming algorithm allows the PCM cell 
to be put in intermediate states in terms of resistivity, by exposing the cell to a 
set of accurately designed electrical pulses. Such a design is called multilevel cell 
(MLC), and, in the case of four diﬀerent physical states, two bits are stored in a 
single MLC, eﬀectively doubling the storage capacity of the memory at the same 
area cost [67]. Therefore, in this sense MLCs clearly constitute a further step in 
the PCM chances of becoming a feasible technology for the main memory. 
However, it is worth noting that in order to put the PCM cell in the correct 
state when it is used as an MLC, it is often necessary to use iterative writes [68], 
[69]. This technique stems from the fact that diﬀerent PCM cells have diﬀer­
ent responses to electrical pulses, and this physical behavior is unpredictable. It 
is therefore impossible to program a PCM cell to a desired state with a single 
electrical programming pulse without some probability of errors. 
2.2.2.7 Data compression 
In order to address the endurance problem of PCM by maintaining the eﬀec­
tive storage capacity as memory cells fail, various compression techniques at the 
memory controller level have been proposed. Pekhimenko et al. [70] propose a 
new approach to compress pages, which they called Linearly Compressed Pages 
(LCP). The key idea of LCP is to compress all of the cache lines within a given 
page to the same size. Doing so simpliﬁes the computation of the physical address 
of the cache line, because the page oﬀset is simply the product of the index of 
the cache line and the compressed cache line size (i.e. it can be calculated using 
a simple shift operation). Based on this idea, a target compressed cache line size 
is determined for each page. Cache lines that cannot be compressed to the target 
size of the corresponding page are called exceptions. All exceptions, along with the 
metadata required to locate them, are stored separately in the same compressed 
the multilevel PCM cells can cross the state boundary and lead to undesirable errors due to state 
changes. 
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page. If a page would require more space in the compressed form than in the 
uncompressed form, then this page is not compressed. The page table is extended 
to indicate in which form the page is stored. 
In the same direction, Dgien et al. [71] propose a compression-based architecture 
integrated into the NVM module, which relies on a compression-decompression 
engine (CDE) and a data comparator that work together to reduce the number 
of bit writes that occur during each write access to memory. This abstracts all 
data manipulations from the memory controller on the processor, allowing the 
processor to communicate seamlessly with the NVM module. The proposed CDE 
implements the frequent pattern compression (FPC) algorithm [72] (which uses a 
static pattern table that is capable of matching a wide range of values without 
the need of an application proﬁling or runtime modiﬁcations) to compress the 
incoming data. Notably, during a write operation, the new data bits are compared 
with the currently stored bits to only write the modiﬁed bits. On a read access, 
the data value is decompressed if it was stored in compressed form. Further, the 
additional space saved by compression is used to perform wear-leveling, such that 
the compressed data value is written to opposite sides of the word in the NVM 
array. This helps in achieving wear-leveling by uniformly spreading the writes to 
NVM. The write-minimization and wear-leveling achieved by this technique leads 
to improved lifetime and reduction in write latency/energy. 
2.2.2.8 Quantifying wasted write energy in the memory hierarchy 
Shelor et al. [73] characterize the amount and type of wasted writes through the 
memory hierarchy and quantify the potential energy savings that can be obtained 
from removing them. Their results reveal that a signiﬁcant amount of wasted 
writes occur at every level of the memory hierarchy and that a signiﬁcant part 
(around 15%) of the total memory subsystem energy could be saved by eliminating 
all these wasted writes. Bock et al. [74] introduce the concept of useless writebacks, 
which occur when a dirty cache line that belongs to a dead memory region is evicted 
from the cache. Such writebacks could safely be avoided to improve endurance 
and energy consumption. Also, they develop algorithms to measure the number of 
useless writebacks to PCM for three diﬀerent types of memory regions (heap, global 
and stack) and they determine that a technique based on useless writebacks is a 
promising candidate for reducing energy consumption and improving endurance 
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of a PCM-based main memory. 
2.3 Architecting STT-RAM for the last-level cache 
As stated in Chapter 1, various emerging technologies are currently considered to 
replace SRAM as the building-block for LLCs, being STT-RAM the best placed 
to overcome SRAM constraints, such as energy consumption and low integration 
capacity. 
The key aspects of employing STT-RAM instead of SRAM as the last-level cache 
technology are illustrated in Table 2.2, that recaps some important features of a 
1MB LLC for both kind of implementations. These data corresponds to caches 
implemented with 32 nm technology according to CACTI 6.5 [38] and NVSim [39]. 
As shown, an STT-RAM cache exhibits smaller die footprint and better eﬃciency 
in read operation than an SRAM cache. More importantly, an STT-RAM cache 
consumes more than an order of magnitude less static power compared to SRAM. 
Conversely, the STT-RAM cache exhibits a signiﬁcant drawback that needs to be 
mitigated: a poor write eﬃciency both in terms of latency and energy consumption. 
Parameter SRAM STT-RAM Ratio SRAM/STT-RAM 
Area (mm2) 12.14 0.62 19.71 
Read Latency (ns) 4.51 3.37 1.34 
Write Latency (ns) 4.51 14.71 0.3 
Read Energy (nJ) 0.29 0.23 1.26 
Write Energy (nJ) 0.29 0.34 0.87 
Leakage Power (mW) 215.57 12.78 16.87 
Table 2.2: Area, latency and energy consumption for 32 nm SRAM and STT-RAM 
1MB caches. 
It is worth noting that some authors have even proposed the use of STT-RAM 
for main memory. Thus, Kultursay et al. [75] evaluate the behavior of an STT-
RAM-based main memory and show that the performance and energy can be 
signiﬁcantly improved by using partial write and row buﬀer write bypass. Notably, 
this proposal achieves energy savings in the main memory compared to employing 
DRAM technology. Although there are some other proposals to use STT-RAM 
as main memory, this is not the usual scenario. Thus, in the next subsections 
50 2. Related Work 
we recap several works where STT-RAM is used in cache memories, proposing 
techniques for improving the eﬃciency of an STT-RAM-based LLC. We classify 
these proposals in two broad categories: those mainly focused on reducing the 
number of writes performed to the STT-RAM LLC in order to decrease its energy 
consumption and those mainly oriented to improve the system performance. 
2.3.1 Reducing the amount of writes to an STT-RAM LLC 
In this subsection, we start by describing in detail a recent approach for reducing 
the amount of writes to an STT-RAM-based LLC, which constitutes the most sim­
ilar approach to our proposed techniques in this area (described in Chapter 4), and 
therefore constitutes the baseline to which we will compare our mechanisms: Ang 
et al. [76] propose Dead Write Prediction Assisted STT-RAM Cache Architecture 
(DASCA) to predict and bypass dead writes (writes to data in last-level caches 
not referenced again during the lifetime of corresponding cache blocks) for write 
energy reduction. In this work dead writes are classiﬁed into three categories: 
dead-on-arrival ﬁlls, dead-value ﬁlls and closing writes, as a theoretical model for 
redundant write elimination. On top of that they also present a dead write predic­
tor based on a state-of-the-art dead block predictor [77]. Thus, DASCA bypasses 
a write operation to the LLC only if it is predicted not to incur extra cache misses. 
This proposal employs a PC-based predictor that correlates dead blocks with ad­
dresses of memory instructions (signatures). Notably, it samples a few cache sets 
and keeps track of PC information only for those sets. Predictions are made via a 
predictor table, made up of saturating counters similar to those used in a bimodal 
branch predictor, being the counters indexed by the signatures stored in the sam­
pler entries. Diﬀerent signatures are used depending on the kind of dead write 
predicted according to the aforementioned dead writes classiﬁcation. 
Chang et al. [78] analyze the cache coherence protocols impact on the number of 
writes to a LLC based on STT-RAM, showing that the protocols with a owned 
state (MOESI and MOSI) reduce the number of writes to the LLC. 
Zhang et al. [79] propose Statistics based cache Bypassing method for Asymetric­
access Caches (SBAC), an approach conceived for a cache hierarchy formed by 
an SRAM L1 cache and STT-RAM-based L2 and L3 caches. The main goal is to 
reduce the cache energy consumption bypassing some L2 write operations. The 
bypassing technique employed makes use of statistics of data locality from the 
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whole cache instead of a single cache block signature. In a more recent work, Kim 
et al. propose [80] Inclusive Bypass Tag Cache (IBTC), where the SBAC approach 
is extended to an inclusive memory hierarchy environment. 
Wang et al. [81] propose an obstruction-aware cache management policy called 
OAP. OAP periodically monitors the STT-RAM cache in a multi-core system 
in order to detect LLC-obstruction processes (those processes that they do not 
only experience a performance loss themselves, but they also negatively aﬀect 
the performance of other processes running simultaneously on the system) and 
also manage the cache accesses from diﬀerent processes, so that when an LLC­
obstruction is detected the memory references corresponding to the conﬂicting 
process are forwarded to the next cache level or main memory as appropriate. 
Rasquinha et al. [82] propose two techniques to reduce the number of writes to a 
last-level (L2) STT-RAM cache and also save energy. The ﬁrst one adds a small 
cache between L1 and L2 –called write-cache (WC)– which is mutually exclusive 
with L2 and stores only the dirty lines evicted from L1. On a cache access, both 
L2 and WC are accessed in parallel. The write misses are allocated to WC and the 
load misses are allocated to L2. WC reduces the number of L2 writes by absorbing 
most of the L1 writebacks. 
Yazdanshenas et al. [83] propose a coding scheme for STT-RAM last-level cache 
based on the concept of value locality. They reduce switching probability in cache 
by swapping common patterns with limited weight codes to make writes less often 
as well as more uniform. 
Jung et al. [84] rely on the observation that, on average, a large fraction of bytes 
and words written to the L2 cache are only zero-valued data. Based on this, this 
technique adds additional “all-zero-dat” ﬂags in the tag arrays at the granularity of 
a single byte and a single word. Before any cache write, the data value is checked. 
If the all-zero bytes or words are detected, the corresponding ﬂags are set and 
only the non-zero bytes or words are written. During a cache read operation, only 
the non-zero bytes or words are read and then the actual data are constructed by 
combining the information from the all-zero ﬂags. 
Park et al. [85] logically divides the STT-RAM cache line into multiple partial 
lines. In L1 cache, a history bit is kept for each partial line to track which partial 
lines have changed. Using this information, when a dirty L1 block is written to 
52 2. Related Work 
last-level cache, only those partial lines which have been changed are written. 
Mao et al. [86] propose techniques for mitigating the write pressure caused due to 
prefetching in an STT-RAM-based LLC. One of these techniques prioritizes diﬀer­
ent types of LLC requests such as load, store, prefetch, or writeback, etc., based on 
their criticality. The critical requests are assigned a high priority and hence, they 
are served earlier. In multi-core systems, the excessive requests generated from 
a cache-intensive program may block those generated from a cache-unintensive 
program which may lead to its starvation. To address this, they propose another 
technique which prioritizes the requests from a cache-unintensive program, so that 
they are served promptly. 
2.3.2 Improving performance of an STT-RAM LLC 
Jog et al. [87] propose a cache revive technique to calculate retention time. Some 
cache blocks retain data even after completion of retention time. The retention 
time is chosen so that it will minimize the number of unrefreshed cache blocks. 
Guo et al. [88] propose the use of STT-RAM to design combinational logic, register 
ﬁles and on-chip storage (I/D L1 caches, TLBs and L2 cache). Also, to hide 
the write latency of STT-RAM, they propose sub-bank buﬀering which allows 
the writes to complete locally within each sub-bank, while the reads from other 
locations within the array can complete unobstructed. They show that by carefully 
designing the pipeline, the STT-RAM based design can signiﬁcantly reduce the 
leakage power, while also maintaining the performance level close to the CMOS 
design. 
Sun et al. [89] propose an STT-RAM cache design for lower level caches where 
diﬀerent cache ways are designed with diﬀerent retention periods. For example, in 
a 16-way cache, way 0 is designed with a fast STT-RAM design with low retention 
period and the remaining 15 ways are designed with a slow STT-RAM design which 
has higher retention period. Their technique uses hardware to detect whether a 
block is read or write-intensive. The write-intensive blocks are primarily allocated 
to way 0, while the read intensive blocks are allocated to the other ways. Also, 
to avoid refreshing dying blocks in way 0, their technique uses data migration to 
move such blocks to banks with higher retention period. 
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Sun et al. [90] propose a write-buﬀer design to address the long write latency 
of last-level (L2) STT-RAM cache. The L2 may receive a request from both L1 
and the write buﬀer. Since read latency of STT-RAM is smaller than the write 
latency and also reads are performance-critical, the buﬀer uses a read-preemptive 
management policy, which ensures that a read request receives higher priority than 
a write request. The authors also propose a hybrid SRAM and STT-RAM cache 








The current trend of increasing the number of cores in a single chip allows various 
threads or applications to execute simultaneously, which increases the demand on 
the main memory system to retain the working set of all the concurrently executing 
streams. This leads to the requirement of a larger main memory capacity in order 
to maintain the expected performance growth. However, the increase in memory 
size makes its leakage current to grow proportionally, and as a result, its energy 
consumption has become a major portion of the overall energy consumption in the 
system. Moreover, although DRAM has been the prevalent building block for main 
memories during many years, scaling constraints have been observed when DRAM 
is used with small feature sizes. Consequently, current research is focused on 
exploring new technologies for designing alternative memory systems in response 
to these energy and scaling constraints observed in DRAM technology. Among 
these technologies, as was introduced in Section 1.3.2, Phase Change Memory 
(PCM) is clearly the prime contender. 
PCM is a low-cost and non-volatile memory technology that almost removes the 
static power consumption and provides higher density and therefore much higher 
capacity within the same budget than DRAM. Nevertheless, several obstacles re­
strict the adoption of PCM as main memory for the next computer generation: 
long write access latency, high write power and limited endurance. 
In this chapter, we deal with the PCM endurance problem at the cache controller 
level by focusing on the LLC replacement policy. Conventional policies make their 
replacement decisions with the only objective of increasing the hit rate in the 
cache. Our goal is to redesign these policies so that they report a satisfactory 
trade-oﬀ between memory lifetime and performance. 
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The rest of the chapter is organized as follows: Section 3.1 presents the algorithms 
proposed to increase the lifetime of PCM-based systems. Sections 3.2 and 3.3 detail 
the experimental framework used and the results, respectively. Finally, Section 3.4 
concludes. 
3.1 Proposed policies 
In this section we present our cache replacement policies proposals aimed to re­
duce the amount of writes to a PCM main memory and thus to increase the PCM 
lifetime. Subsection 3.1.1 shows the principles our policies are based on and Sub­
section 3.1.2 explains our proposals. 
3.1.1 Rationale 
As explained in the previous chapters, it becomes essential to restrict the number 
of writes performed to main memory in order to improve the PCM lifetime. Writes 
can reach memory via two channels: from the upper level in the hierarchy (the 
disk) for loading the code or data, or from the lower level in the hierarchy (the 
LLC) for updating those blocks that have been modiﬁed by the processor. This 
work focuses on the second type of writes. 
The observed LLC-to-memory write pattern is very dependent on the memory 
updating policy employed: if a write-through policy is used, every time a block 
is modiﬁed in the LLC it is also updated in the main memory level; conversely, 
if a write-back policy is employed, a block is updated in memory only when it 
leaves the LLC in a dirty state. In this proposal we will employ the latter policy, 
which is the most frequently used one in real systems due to its better tolerance to 
high memory latency and lower bandwidth requirements than the former policy. 
Moreover, the write-back policy implies a signiﬁcantly lower amount of writes to 
memory, which makes it even more adequate in our scenario. 
In a write-back policy, a block can be modiﬁed several times in cache before evic­
tion. Our aim is to coalesce as many modiﬁcations to a block as possible in the 
LLC. For this purpose we focus on the cache replacement policy, which mainly 
determines the lifetime of the blocks inside the cache. When a cache miss im­
plies the eviction of a block, the replacement algorithm decides which block must 
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be replaced/victimized. Conventional policies –conceived for systems with several 
cache levels backed up by a DRAM main memory– make their decisions with the 
only goal of increasing the cache hit rate and hence system performance. However, 
in our PCM scenario, the replacement policy for the LLC should not only aim to 
improve performance but also to reduce the number of writes to memory that it 
implies. 
For developing such write-aware replacement policy, we should pay attention to 
the following general considerations: 
1. First, a clean block leaving the LLC can simply be discarded, generating no 
writeback at all. Therefore, a write-aware replacement policy should give a 
higher priority to the eviction of clean blocks over dirty ones. 
2. Second, among dirty blocks, we should distinguish whether they will be 
modiﬁed again in the future or not. A block that will be modiﬁed later 
again should stay in cache in order to merge future modiﬁcations with the 
previous ones into a single writeback. Conversely, a block that will never 
be modiﬁed again will not be able to reduce the amount of writebacks even 
though staying in the LLC. Consequently, our policy should give a higher 
priority to the eviction of the latter blocks. 
3. Finally, among dirty blocks that will be modiﬁed in the future, we should 
consider the following two aspects: 
•	 First, based on Belady’s conclusions [22], the evicted block should be the 
one that will be modiﬁed again furthest in the future, given that this is 
the block with the lowest probability of merging the future modiﬁcations 
with the preceding ones into the same writeback. 
•	 Second, based on the fact that a dirty block may have from only one 
to all its words modiﬁed, the evicted block should be the one with the 
least amount of modiﬁed words, since this is the block with the lowest 
probability of overwriting a dirty word in the next write to the block. 
The ﬁrst issue is quite easy to accomplish, since the dirtiness information of blocks 
is available in the cache. However, the two remaining points are more complex 
to achieve, as they require extra hardware and some knowledge about the future. 
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Besides, the third issue takes into account two conﬂicting aspects. Hence, as done 
in other similar situations, and in particular in conventional cache replacement 
policies, the solution in this case will be to build a prediction based on the previous 
behavior/state of the blocks. 
Obviously, we have to take into account that an appropriate block replacement 
policy is essential to guarantee a high hit rate in the cache, and if we only pay 
attention to writeback reduction we can severely impact performance. Therefore, 
we must look for a satisfactory trade-oﬀ between performance and write reduction. 
Our proposed write-aware replacement policies for the LLC are presented below. 
3.1.2 Implementation 
Before delving into our write-aware LLC replacement policies, we ﬁrst analyze 
the behavior of some of the conventional algorithms described in Section 2.1 (i.e. 
performance-oriented cache replacement policies), in order to inspect how they 
impact the amount of writes to main memory. Notably, we evaluate LRU, SR­
RIP, DRRIP, SHiP (in combination with SRRIP, as done in the original paper 
[29]), peLIFO and RANDOM1 policies employing the SPEC CPU2006 benchmark 
suite [91] and the experimental framework detailed in Section 3.2. Figure 3.1 illus­
trates the amount of writes to memory normalized to the LRU baseline. Note that 
the ﬁgure shows results per benchmark as well as the geometric mean obtained. 
Given that all assessed algorithms report quite poor results (between 5% and 32% 
more writes to memory than LRU), we propose and evaluate several modiﬁcations 
looking for a reduction in the amount of writes to memory without penalizing 
performance. Thus, we have studied many policies based on the conventional ones 
by modifying them in several ways. DRRIP-based policies proved to achieve the 
best trade-oﬀ between writeback reduction and performance. In fact, according to 
Figure 3.1, DRRIP ranks only second to LRU as the policy that on average delivers 
the lowest number of writes to main memory, although DRRIP outperforms LRU 
for most applications. Moreover, DRRIP, as we detail in the evaluation section, is 
the policy that, especially in the multi-core scenario, delivers a higher performance. 
Therefore, hereafter we stick to DRRIP-based policies. 
1Although the RANDOM policy has not been described in Section 2.1, this approach, that 
simply relies on randomly choosing the block to victimize, also reports satisfactory performance 
numbers under some scenarios. 
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Figure 3.1: Writes to main memory normalized to LRU for performance-oriented 
policies: SPEC CPU2006 suite. hmmer and astar applications report numbers 
ranging between 7 and 16x for most policies. 
DRRIP Random SRRIP SHiP 
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Below we detail those changes to DRRIP insertion, promotion and victimization 
sub-policies that demonstrated to be eﬃcient enough. We should highlight that all 
these proposals can easily stack on top of any other technique applied at the main 
memory level for the same or for a diﬀerent purpose. Note that we always use 
2-bit DRRIP (RRPV ranges between 0 and 3). Recall that a detailed description 
of DRRIP foundation and operation was provided in Section 2.1.4. 
1.	 Changes to the insertion sub-policy of DRRIP: the only change that reveals 
as satisfactory enough deals with the set-dueling mechanism, which decides 
the policy to employ in each insertion (SRRIP or BRRIP). This mechanism 
makes the decision by comparing the number of misses that each policy gen­
erates in a few dedicated sets. Speciﬁcally, for the insertion, some cache sets 
always follow SRRIP while other cache sets always follow BRRIP; the re­
maining sets (follower sets) use the policy determined by the mechanism, 
so that the block is inserted according to the scheme reporting the lowest 
amount of misses at that moment. Our proposal is to change the metric em­
ployed to make the decision: instead of using the number of misses (which 
is reasonable for a performance-oriented policy), we compare the number of 
writebacks to memory that both SRRIP and BRRIP generated in the ded­
icated sets, inserting the block according to the policy currently exhibiting 
the lowest number of writebacks. We will refer to this change as SD (from 
Set-Dueling). Figure 3.2 illustrates the changes proposed to the set-dueling 
mechanism. Notably, in the ﬁgure, an incoming block b4 must be ﬁlled into 
a set of 4-way associative LLC, so a set-dueling mechanism determines if 
the block is inserted with distant or long RRPV relying on the number of 
writebacks generated by SRRIP and BRRIP in the sampled sets. 
2.	 Changes to the promotion sub-policy of DRRIP: we make the following three 
proposals: 
•	 PL (Promotion Low-aggressiveness): as explained before, clean blocks 
leaving the LLC are not harmful at all for PCM, whereas dirty blocks 
cause a writeback to main memory when evicted from the LLC. Conse­
quently, we propose to promote more aggressively (i.e. to a state that 
makes the block to be replaced further in the future) a dirty block than 
a clean one. Speciﬁcally, PL promotes clean blocks using the FP option 
(decrementing the RRPV), while dirty blocks are promoted using the 
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Figure 3.2: Changes to the insertion sub-policy of DRRIP. 
HP option (setting the RRPV to 0). Note that a more aggressive ap­
proach would be not to promote clean blocks at all; however, according 
to our experiments, this would lead to an excessive performance drop, 
due to not exploiting whatsoever the temporal locality of clean blocks. 
As shown in Figure 3.3, where we have included the dirty bit of the 
block next to the block identiﬁer, clean blocks (dirty bit = 0) are pro­
moted with an FP policy, whereas as shown in Figure 3.4, dirty blocks 
(dirty bit = 1) are promoted with an HP policy. 
•	 PM (Promotion Medium-aggressiveness) and PH (Promotion High- ag­
gressiveness): based on both the second and third general considerations 
previously detailed in Section 3.1.1 and the temporal locality principle, 
we propose to promote a block that experiences a write hit2 with a very 
aggressive policy under the intuition that, if a block is written, it will 
probably be written again soon. Notably, in both PM and PH, blocks 
experiencing a write hit always promote under the HP option. However, 
regardless of the dirtiness state of the block, whereas PM promotes a 
block that experiences a read hit using the FP option in order to not 
2Note that, unlike L1, LLC reads and writes do not correspond directly to program loads and 
stores respectively. In our system, the LLC is written to only when a dirty block is evicted from 
L2, which can take place both due to a load or a store in the processor. Conversely, LLC is read 
when L2 misses, which again can occur both due to a load or a store. 
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Figure 3.3: Changes to the promotion sub-policy of DRRIP. Promotion Low­
aggressiveness: the clean block b1 is promoted with FP policy. 
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Figure 3.4: Changes to the promotion sub-policy of DRRIP. Promotion Low­
aggressiveness: the dirty block b1 are promoted with HP policy. 
impact performance in excess, PH does not promote a block at all un­
der a read hit, for giving even more protection to writes at the cost of 
some performance degradation. Thus, in PM, as shown in Figure 3.5, 
read hits promote the block with an FP policy whereas, as shown in 
Figure 3.7, write hits promote the block with an HP policy. In PH, as 
shown in Figure 3.6, read hits keep the RRPV unchanged, whereas as 
shown in Figure 3.7, write hits promote the block with an HP policy. 
3. Changes to the victimization sub-policy of DRRIP: as for block eviction, the 
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Figure 3.5: Changes to the promotion sub-policy of DRRIP. Promotion Medium­
aggressiveness: a read to block b1 promotes it with FP policy. 
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Figure 3.6: Changes to the promotion sub-policy of DRRIP. Promotion High­
aggressiveness: a read to block b1 does not promotes it at all. 
only extra issue (with respect to DRRIP) to which we will pay attention is the 
dirtiness of the blocks. According to the ﬁrst general consideration previously 
described in Section 3.1.1, we propose the following three modiﬁcations: 
•	 VL (Victimization Low-aggressiveness): at ﬁrst, only clean blocks with 
a distant RRIP are considered for replacement. Note that, as done 
in original DRRIP, our three victimization sub-policies break ties by 
always starting the victim search from a ﬁxed location (the left in our 
studies). In the event that the policy is unable to ﬁnd such a block, 
a dirty block with a distant RRIP is victimized. As in the original 
DRRIP policy, if no blocks with a distant RRIP exist, VL increments 
the RRPV of all the blocks and repeats the same process. For the sake 
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Figure 3.7: Changes to the promotion sub-policy of DRRIP. Promotion Medium 
and High-aggressiveness, a write to block b1 promotes it with HP policy. 
of clarity, Figure 3.8 illustrates the ﬂow chart of VL policy, whereas 
Figure 3.9 shows an example of the VL operation where the block b2 
(the clean block with a distant RRPV) is evicted. 
Found Evict Block 
Not found 
Look for clean block 
with distant RRPV 
Found 
Look for dirty block 
with distant RRPV 
Increment RRPV of all 
blocks 
Not found 
Figure 3.8: VL Flow Chart. 
We next recap the working operation ﬂow of VL to determine the victim 
block: 
1. Find the ﬁrst clean block with RRPV=3. 
2. If not found, ﬁnd the ﬁrst dirty block with RPRPV=3. 
3. If not found, the RRPV of all the blocks in the set is incremented 
and the whole process starts again. 
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Figure 3.9: Changes to the victimization sub-policy of DRRIP. Victimization Low­
aggressiveness: among the blocks with distant RRIP a clean block (b2) is evicted. 
•	 VM (Victimization Medium-aggressiveness): we can view this policy as 
a two-stage process. At the ﬁrst stage, only clean blocks are considered 
for replacement, so that the clean block with the highest RRPV is 
victimized. Notably, when no clean block with a distant RRIP is found, 
the policy augments the RRPV of clean blocks. In the event that VM is 
unable to ﬁnd clean blocks in this ﬁrst stage, a second stage takes place, 
in which a conventional search is performed, including all the blocks in 
the set. Figure 3.10 shows the ﬂow chart of VM policy, and Figure 3.11 
illustrates an example of the VM operation, where the block b1 (the 
clean block with the highest RRPV) is evicted after incrementing its 
RRPV. 
Next we summarize the VM operation to search for the victim block: 
1. Find the ﬁrst clean block with RRPV=3. 
2. If not found, the RRPV of clean blocks in the set is incremented 
and the process starts again. 
3. If no clean blocks exist, ﬁnd the ﬁrst dirty block with a distant 
RRIP. 
4. If not found, the RRPV of all the blocks in the set is incremented 
and the process restarts again from the (c) point. 
•	 VH (Victimization High-aggressiveness): this is also a two-stage pro­
cess. At the ﬁrst stage, as in the case of VM, only clean blocks are 
considered for replacement, so that the clean block with the highest 
RRPV is victimized. Note that, as opposed to the VM policy, the 
RRPV of clean blocks remains unchanged in this ﬁrst stage, whatever 
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Figure 3.10: VM Flow Chart. 
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Figure 3.11: Changes to the victimization sub-policy of DRRIP. Victimization 
Medium-aggressiveness: since there is not a clean block with distant RRIP the 
RRPV of all clean block is increased. 
the combination of RRPVs may be. When no clean blocks exist in the 
set, a second stage is carried out, in which a conventional search is per­
formed, considering all the blocks in the set. Figure 3.12 illustrates the 
ﬂow chart of VH policy, and Figure 3.13 shows an example of the VH 
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operation where the block b1 (the clean block with the highest RRPV) 
is evicted without incrementing its RRPV. 
Found Evict Block 
If there are no 
Look for the clean 




Look for dirty block 
with distant RRPV 
Increment RRPV of all 
blocks 
Not found 
Figure 3.12: VH Flow Chart. 
RRPV=0 RRPV=1 RRPV=2 RRPV=3 






Figure 3.13: Changes to the victimization sub-policy of DRRIP. Victimization 
High-aggressiveness: since there is not a clean block with distant RRIP, the clean 
block with the highest RRPV is evicted. 
Summarizing the operation of VH to select the victim: 
1. Find the ﬁrst clean block with RRPV=3. 
2. If not found, ﬁnd the ﬁrst clean block with RRPV=2. 
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3. If not found, ﬁnd the ﬁrst clean block with RRPV=1. 
4. If not found, ﬁnd the ﬁrst clean block with RRPV=0. 
5. If no clean blocks exist, ﬁnd the ﬁrst dirty block with a distant 
RRIP. 
6. If not found, the RRPV of all the blocks in the set is incremented 
and the process restarts again from the (e) point. 
As a result of all the possible combinations of the 7 proposed sub-policies (SD, PL, 
PM, PH, VL, VM and VH), we introduce a full set of LLC replacement policies, 
denoted by the the names of the sub-policies they consist of. Thus, for instance, 
the policy referred to as PL-VH-SD, combines the PL change proposed to the 
promotion sub-policy of DRRIP, the VH change proposed to the victimization 
sub-policy of DRRIP and the only change proposed to the original insertion sub­
policy of DRRIP (denoted as SD). Although we have evaluated all of them, in 
the evaluation section, for the sake of simplicity, we only show results for those 
policies providing a satisfactory trade-oﬀ among PCM lifetime and performance 
(see Section 3.3.1.1). 
In order to further clarify our proposals, Figure 3.14 shows an illustrative example 
of the operation of three of our policies (PL-VL-SD, PM-VM-SD, PH-VH-SD) 
and original DRRIP for a sequence of ﬁve references to the last-level cache. For 
simplicity, we make several assumptions: ﬁrst, we consider a 4-ways LLC in which 
all accesses are mapped to the same set. Second, a write-back updating policy is 
used. Third, in the sub-insertion policy, the SD mechanism is supposed to always 
select SRRIP (i.e. blocks inserted with RRPV=2). Finally, HP is employed as the 
promotion sub-policy for DRRIP. Note also that the second row shows the initial 
state for each way of the involved set, and rows from the fourth to the eighth show 
the contents of the set after each access. 









Initial state: A 2,1 E 2,0 C 2,0 F 3,1 
Ref DRRIP PL-VL-SD PM-VM-SD PH-VH-SD 
write A Hit. Promote with HP, i.e. 
RRP VA=0 
A 0,1 E 2,0 C 2,0 F 3,1 
Hit on dirty block. Promote with 
HP, i.e. RRP VA=0 
A 0,1 E 2,0 C 2,0 F 3,1 
Hit and write access. Promote 
with HP, i.e. RRP VA=0 
A 0,1 E 2,0 C 2,0 F 3,1 
Hit and write access. Promote 
with HP, i.e. RRP VA=0 
A 0,1 E 2,0 C 2,0 F 3,1 
Read C Hit. Promote with HP, i.e. 
RRP VC =0 
A 0,1 E 2,0 C 0,0 F 3,1 
Hit on clean block. Promote with 
FP, i.e. RRP VC =RRP VC -1=1 
A 0,1 E 2,0 C 1,0 F 3,1 
Hit and read access. Promote with 
FP, i.e. RRP VC =RRP VC -1=1 
A 0,1 E 2,0 C 1,0 F 3,1 
Hit and read access. Do not pro-
mote at all. 
A 0,1 E 2,0 C 2,0 F 3,1 
write B Miss. One block with RRPV=3 
(F). Evict F. 
A 0,1 E 2,0 C 0,0 B 2,1 
Miss. Zero clean blocks with 
RRPV=3. One dirty block with 
RRPV=3 (F). Evict F. 
A 0,1 E 2,0 C 1,0 B 2,1 
Miss. 1st stage: Zero clean blocks 
with RRPV=3. Increment RRPVs 
of clean blocks. One clean block 
with RRPV=3 (E). Evict E. 
A 0,1 B 2,1 C 2,0 F 3,1 
Miss. 1st stage: There are clean 
blocks. Evict clean block with the 
highest RRPV (E). Evict E. 2nd 
stage unnecessary. 
A 0,1 B 2,1 C 2,0 F 3,1 
write C Hit. Promote with HP, i.e. 
RRP VC =0 and set dirty bit. 
A 0,1 E 2,0 C 0,1 B 2,1 
Hit on clean block. Promote with 
FP and set dirty bit. 
A 0,1 E 2,0 C 0,1 B 2,1 
Hit and write access. Promote 
with HP and set dirty bit. 
A 0,1 B 2,1 C 0,1 F 3,1 
Hit and write access. Promote 
with HP and set dirty bit. 
A 0,1 B 2,1 C 0,1 F 3,1 
Read G Miss. Zero blocks with RRPV=3. 
Increment all RRPVs. Now two 
blocks with RRPV=3 (E and B). 
Evict E. 
A 1,1 G 2,0 C 1,1 B 3,1 
Miss. Zero clean and dirty blocks 
with RRPV=3. Increment all 
RRPVs. Now one clean block with 
RRPV=3 (E). Evict E. 
A 1,1 G 2,0 C 1,1 B 3,1 
Miss. 1st stage: No clean blocks 
at all. Go to 2nd stage: One dirty 
block with RRPV=3 (F). Evict F. 
A 0,1 B 2,1 C 0,1 G 2,0 
Miss. 1st stage: There are zero 
clean blocks. Go to 2nd stage: 
One dirty block with RRPV=3 
(F). Evict F. 
A 0,1 B 2,1 C 0,1 G 2,0 
Figure 3.14: Example of diﬀerent policies operation: original DRRIP and three of 
our proposals. 
3.2 Experimental framework 
This section is divided into four parts. In Section 3.2.1 we describe the main 
aspects related with the architectural simulator employed, the memory hierarchy 
simulated and the diﬀerent benchmarks used for the the evaluation of our propos­
als. In Section 3.2.2 we detail the endurance model we use in order to translate 
the number of writes avoided to the PCM main memory into endurance improve­
ment numbers. Section 3.2.3 describes a statistical simulator we employ to better 
visualize the lifetime extension results we obtained and ﬁnally, in Section 3.2.4, we 
detail the energy model we employ in order to quantify the energy savings in the 
memory hierarchy derived from the implementation of our proposals. 
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3.2.1 General aspects 
For our main experiments we use gem5 [92]. We use the classic memory model 
provided by this simulator and we modify it by including a new cache level (L3) 
and encoding the proposed cache replacement policies. We simulate both a single 
and a multi-core scenario, using the simulator in its Syscall Emulation mode (SE) 
or Full System mode (FS) respectively. For the sake of a better accuracy in both 
execution modes, an O3 processor type (detailed mode of simulation) was used. 
The cache hierarchy models after that of an processor operating at 2GHZ, formed 
by three cache levels, being all the levels non-inclusive/non-exclusive. In the case 
of the multi-core scenario we model 2 and 4-core CMPs, with private L1 and L2 
(both using a classical LRU algorithm as replacement policy), and a shared L3 (the 
cache level where we implement our proposed policies). Figure 3.15 illustrates the 























Figure 3.15: Simulated system, for all caches a 64 bytes/block is used. 
For modeling the PCM main memory we use DRAMSIM2 [93]. The integration 
between DRAMSIM2 and gem5 is done using the patch developed for gem5 [94]. 
We adapt the read and write latencies according to the PCM target (see Table 3.4 
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Mixes Applications Mixes Applications 
MIX0 lbm, mcf, milc, soplex MIX1 lbm, mcf, milc, GemsFDTD 
MIX2 mcf, milc, soplex, GemsFDTD MIX3 bzip2, zeusmp, cactus, leslie3d 
MIX4 zeusmp, cactus, leslie3d, gobmk MIX5 cactus, leslie3d, gobmk, calculix 
MIX6 perlbench, gcc, gromacs, namd MIX7 hmmer, h264ref, omnetpp, astar 
MIX8 lbm, mcf, gromacs, sphinx3 MIX9 mcf, milc, perlbench, h264ref 
MIX10 cactus, hmmer, h264ref, lbm MIX11 mcf, cactus, hmmer, h264ref 
Table 3.1: SPEC 2006 multiprogrammed mixes. 
in Section 3.2.4). We consider a PCM main memory with 1 channel with 2 ranks 
of 8 banks each. Each bank has an 8-entry read queue and a 32-entry write 
queue for pending requests. When a writeback of a cache line from the LLC 
occurs, a write request is sent to the PCM, which is queued at a write queue. The 
application progresses without delay if the write queue has available entries since 
the writebacks are not on the critical path. Otherwise, the application stalls. The 
latencies and buﬀer sizes were selected according to the system used in [43]. 
Since we target both uniprocessor and multi-processor architectures, our exper­
iments make use of the SPEC CPU2006 [91] and the PARSEC [95] benchmark 
suites. When using the former suite in a single-core scenario (L3 1MB size) we 
employ train inputs –we also tried with reference inputs, obtaining very similar 
results but at the expense of very long simulation times– and we simulate 1 bil­
lion instructions from the checkpoint determined using PinPoints [96]. Note that 
results from 9 out of 29 benchmarks are not considered in the evaluation section 
due to experimental framework constraints. We also report results of 12 multipro­
grammed mixes using SPEC CPU2006 programs (Table 3.1) in a 4-CMP system 
with a 4MB L3. In this case, we fast forward 100M instructions, warm up caches 
for 200M instructions and then report results for 1B instructions per core. Fi­
nally, when the PARSEC benchmarks are employed, we use large inputs, which 
exhibit memory footprints much more similar to those of train inputs for SPEC 
applications than the small ones, and each simulation fast forwards to the prede­
ﬁned checkpoint at the code region of interest (ROI), warms-up for 100 million 
instructions, and then simulates 1 billion instructions for all threads or up to ROI 
completion (whichever comes ﬁrst). 
For selecting the multiprogrammed mixes from Table 3.1, we employ the following 
methodology: we execute each benchmark alone, using an L3 of 1MB and an 
LRU replacement policy for all cache levels, and we measure the amount of LLC­
72 3. LLC replacement policies for improving PCM endurance 
to-memory writebacks that it generates. We then obtain for each benchmark 
the writebacks to main memory per 1000 instructions ratio (WPKI). Based on 
these values, we include each benchmark into the high, medium or low category. 
Speciﬁcally, the high category includes benchmarks with a WPKI higher than 3, 
the medium those with a WPKI satisfying 1 < WPKI < 3 and ﬁnally, in the low 
category we include the programs with a WPKI lower than 1. Table 3.2 shows 
this classiﬁcation. Based on this classiﬁcation, and as we will further detail in 
Section 3.3.2.1, we build some mixes made up of applications with high WPKI, 
some with medium WPKI, some with low WPKI, and some combining applications 
from diﬀerent WPKI categories. 
High Medium Low 
lbm, mcf, milc, soplex, bzip2, zeusmp, cactus, perlbench, gcc, gromacs, 
gemsFDTD gobmk, calculix, leslie3d hmmer, h264ref, omnetpp 
namd, astar, sphinx3 
Table 3.2: Benchmark characterization according to the number of writes to main 
memory per Kinstruction (WPKI). 
We should also highlight here that gem5 supports both x86 and Alpha ISAs. 
However, given that we found restrictions when using the FS mode for x86, we 
only simulated the PARSEC suite compiled for the Alpha ISA. In the case of the 
SPEC CPU2006 suite, we run the simulations with the benchmarks compiled for 
both architectures, but, given that we obtained results in the same ballpark, we 
only report here those corresponding to the x86 architecture. 
3.2.2 Endurance model 
The policies proposed in Section 3.1.2 are conceived with the aim of extending the 
lifetime/endurance of a PCM main memory without sacriﬁcing too much perfor­
mance. For achieving such a goal, we modiﬁed conventional performance-oriented 
replacement policies trying to reduce the number of LLC-to-memory writebacks. 
Note that the lifetime extension of the device is closely related to the reduction 
of writes, assuming the presence of wear leveling mechanisms (both at page level 
and inside each cache block) to prevent hot memory locations to wear memory 
unevenly, as [19], [97], [98], [99], [100]. This claim holds in the reasoning that if 
we write to memory, e.g. half often, then each cell is worn half as much, which 
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translates directly into twice (1/0.5 = 2) the memory lifetime. 
There is a caveat though: any conventional PCM-based memory would implement 
the redundant bit writes technique [2], [19], [46], based on which only those bits 
that have changed need to be updated. Therefore, we cannot just look at the 
amount of writebacks to memory we reduce, because that could artiﬁcially make 
our results look better than they are, but we need to take into account how many 
bits are aﬀected by each writeback. Given the size of the task, we have slightly 
relaxed the model as follows: 
•	 Whenever a cache block is written to main memory, we account for how 
many of the 64-bit words within the block have been modiﬁed. Unmodiﬁed 
bits do not wear oﬀ PCM cells. 
•	 We assume that, when a word is modiﬁed, half of its bits are ﬂipped and 
the other half preserves their value. This assumption is based on the fact 
that we use both integer and FP applications: on the one hand, control 
variables have a small variability, on the other hand, pointers to the heap 
and FP-numbers have much larger variability. Therefore, we take 0.5 as a 
general, broad approximation. 
Based on this reasoning, we can derive the following equations, which we will 
employ in the evaluation section for calculating endurance results. 
First, we need to account for how many bits in the block are aﬀected by each 
writeback. In other words, the probability of each bit to ﬂip, denoted as BFP 
(Bit Flip Probability). This is needed because reducing the number of writes to 
main memory could have the side eﬀect of increasing the dirtiness of a block and 
increasing the probability of bits being ﬂipped. 
�WB 
RMBW ∗ BW ∗ n=1 n ∗ NWMMnBFP =	 (3.1)
NWMM ∗ BB 
where: 
–	 RMBW = Ratio of Modiﬁed Bits per Word (recall that our relaxed model 
assumes RMBW=0.5). 
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–	 BW = Bits per Word (in our scenario, BW=64). 
–	 WB = Words per Block (in our scenario, WB=8). 
–	 n = Number of words modiﬁed within a written-back block (in our scenario, 
n can be an integer from 1 to 8). 
–	 NWMM = Total Number of Writebacks to Main Memory. 
–	 NWMMn = Number of Writebacks to Main Memory with n words modiﬁed. 
–	 BB = Bits per Block (in our scenario, BB=512). 
Based on the fact that memory wear is proportional to NWMM corrected with 
BFP, and that memory endurance is inversely proportional to memory wear, we 
can derive the wear reduction and endurance extension (denoted as WR and EE 
respectively) achieved by a policy with respect to lru when running a particular 
application (note that we are using the relation WB=BB/BW): 
1 1 1 = EEpolicy/lru = = �WB BF Ppolicy NWMMpolicy nWRpolicy/lru	 ∗ ∗NWMMn,policyn=1 WB 
WB 




Note that this equation is perfectly coherent with the reasoning from Section 3.1 
and the assumptions of our model: it weights each write to main memory with the 
percentage of dirty words that the written-back block contains. Note also that, 
due to the normalization vs LRU, the EE obtained in Equation 3.2 is independent 
of the constant factors we assumed above (RMBW, BB, BW and WB). 
3.2.3 Memory endurance simulator 
Although gem5 yields the values required to estimate the memory endurance ex­
tensions according to the model detailed in Section 3.2.2, we also employ a sta­
tistical simulator in order to plot the available memory (#alive_pages) under 
each evaluated policy as time passes. Doing faithful, cycle accurate simulation is 
unfeasible due to the amount of time PCM requires to experience stuck-at faults. 
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Therefore, we have developed an in-house Monte Carlo simulator following the de­
scription in [58]. Table 3.3 recaps the main parameters employed in this simulator. 
Each proposal is simulated by creating a number of memory pages #starting_­
pages. Each bit inside every page is created with a lifetime randomly distributed 
according to a Gaussian distribution N(µ = 108, σ = 2.0 ∗ 107). The simulator 
uses as input parameters for each proposal the following (provided by the gem5 
simulator): the average BFP, the total number of writes and the average write 
reduction vs LRU. Initially, the wear rate w is calculated as a function of BFP 
and the number of pages in the system, as Equation 3.3 shows. The BFP expresses 
how much each bit is worn per-write, and the part involving the number of pages 
expresses how much extra wear alive pages have to absorb on behalf of those faulty 
pages that have been discarded from the system. 
#starting_pages 
w = BF P ∗ (3.3)#alive_pages 
Then, according to the characterization obtained from gem5 , we start simulating 
writes to the cells. At some point in time t a cell will wear out, the page con­
taining it is discarded, the simulator updates the #alive_pages and the wear rate 
accordingly, and the simulation proceeds until all pages are discarded. As a result 
of this simulation, a curve is generated that shows the amount of memory available 
(expressed in percentage of available pages) as a function of the number of writes. 
In the evaluation section we will show this kind of curves when quantifying the 
memory endurance achieved by the diﬀerent proposals evaluated. 
Parameter Value 
Page size 4KB 
Row size 64 Bytes 
Chips per rank 8 
Bit lines per chip x8 
Lifetime distribution N(µ = 108, σ = 2.0 ∗ 107) 
Pages 2000 
Table 3.3: Main parameters of the memory endurance simulator. 
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3.2.4 Energy model 
Finally, we should mention that in the evaluation section we will show results about 
energy consumption in the memory hierarchy, following a model that includes 
both dynamic and static contributions. The static component is calculated using 
CACTI 6.5 [38], [101], which reports a leakage number for each cache level. In 
the case of the main memory, as it is built with PCM technology, the static power 
is considered as negligible in our experimental environment based on [43]. Thus, 
adding the power contributions of each cache level, we obtain the total static 
power consumed in the memory hierarchy. Finally, we multiply that number by 
the execution time of the program to obtain the total static energy consumed in 
the execution of that application. 
In the case of the dynamic component, we again use CACTI 6.5 for determining the 
dynamic energy consumption per access to each cache level, whereas for computing 
the dynamic energy consumption associated with the accesses to main memory we 
follow [43], employing 1J/GB and 6J/GB per PCM read and PCM write respec­
tively (Table 3.4 includes data regarding latencies and energy consumption per 
memory hierarchy level). Then, the equation employed to determine the dynamic 
energy consumption in the memory hierarchy is: 
n 
Dynamic Energy = (RHLi ∗ RELi + WHLi ∗ W ELi+ 
i=1 
(RMLi + WMLi) ∗ (T ELi + W ELi))+ 
RP CM ∗ REP CM + WPCM ∗ W EP CM (3.4) 
where n is the amount of cache levels, RHLi and WHLi denote, respectively, the 
number of read and write hits in cache level i, RMLi and WMLi denote, respec­
tively, the number of read and write misses in cache level i, RPCM and WPCM 
correspond to the amount of reads and writes to PCM, respectively, REPCM and 
WEPCM denote the energy consumption per read and write to PCM respectively 
and ﬁnally RELi, WELi and TELi correspond to the energy consumption of a 
read, a write and a tag array consult, respectively, in cache level i. 
It is worth noting that in the energy consumption analysis of the next section 
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L1 1 0.22/0.21/0.0017 4.02 
L2 10 0.53/0.54/0.0055 11.65 
L3 1MB 30 2.26/2.50/0.019 38.61 
L3 2MB 30 1.98/2.17/0.035 115.60 
L3 4MB 30 2.72/2.98/0.067 202.53 
PCM read 100 59.61 0 
PCM write 700 357.63 0 
Table 3.4: Latencies and energy consumption. 
we do not account for the implementation overhead of the replacement policies, 
which, according to the analysis from Section 3.3.3.2, constitutes a reasonable 
approximation. In any case, including this overhead in the energy study would be 
beneﬁcial to our interests, as it will be detailed in the aforementioned section. 
3.3 Evaluation 
This section is divided into three parts. Sections 3.3.1 and 3.3.2 assess the eﬀective­
ness of our proposed LLC replacement policies and of other write-aware policies in 
cutting the write memory traﬃc and extending the memory lifetime in single-core 
and multi-core environments respectively. Finally we also report some additional 
results in Section 3.3.3. Note that, throughout this section, when providing results 
about writes, we refer to LLC-to-memory writebacks (recall that we do not deal 
with writes from the disk to memory) at a block-level. 
3.3.1 Write-aware policies in a single-core scenario 
In this section we deeply analyze the behavior of our proposed LLC replacement 
policies and other algorithms in a PCM-based system within a single-core scenario 
(Figure 3.15, just one CPU) with a 1MB L3 cache. First, we explore the isolated 
contribution of each of our proposals and, based on this evaluation, we justify 
the decision of reporting results from just some of our policies, which we consider 
as representative, along this section. Then, we report data about the number of 
writes to memory and endurance that each evaluated proposal involves as well 
as the performance delivered. Besides, being energy consumption one of the main 
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motivations for adopting PCM as main memory technology, we also include results 
about the involved energy consumption in the memory hierarchy according to the 
model detailed in Section 3.2.4. Finally, we expose a brief discussion about the 
trade-oﬀ between the memory endurance and the performance that the evaluated 
policies deliver. 
3.3.1.1 Contribution of each proposed change 
The various modiﬁcations we have proposed over original DRRIP impact the write 
memory traﬃc diﬀerently. Figure 3.16 quantiﬁes this impact for each change 
isolated and also when we combined them. First, we observe that modifying the 
insertion sub-policy by changing the criteria that rules the Set Dueling mechanism 
(SD label) reports low reductions (around 1%) in the amount of writes to memory. 
Second, the impact of our promotion sub-policies is also limited. The low, medium 
and high-aggressiveness versions (PL, PM and PH respectively) only manage to cut 
the write traﬃc to memory between 0.5 and 1.5% with respect to DRRIP. Third, 
the victimization sub-policies clearly report the major beneﬁts. Notably, VL, VM 
and VH are able to reduce the amount of writes generated by original DRRIP 
by around 10, 24 and 32% respectively. Therefore, we arrange our proposals 
into high-aggressiveness, medium-aggressiveness and low-aggressiveness categories 
depending on whether they include the VH, VM or VL label respectively. It 
is worth to note that when diﬀerent sub-policies are combined, in some cases the 
write reduction achieved is higher than the one that would result by simply adding 
their isolated contributions. 
Next we explain the criteria followed to choose the most representative policies 
across the board (highlighted in Figure 3.16 with green bars and north-west lines). 
First, we discarded all policies that do not reduce the write traﬃc to memory 
with respect to conventional LRU. We also ruled out most of the algorithms that 
achieve modest write reduction at the expense of performance drops. Finally, 
among those policies reporting similar results in both amount of writes to memory 
and performance, we pick one of them within each group. As a result, we choose 
just one algorithm from each class of victimization sub-policies (i.e. VH, VM 
and VL) combined with one of the three possible promotion sub-policies (the best 
performing one in each case, either PH, PM or PL) and with the SD insertion 
sub-policy. Notably, we choose PM-VH-SD, PM-VM-SD and PL-VL-SD. 
































































































Figure 3.16: Amount of writes to main memory normalized to LRU: contribution 
of each proposed policy. 
From now on, in all the following ﬁgures and for each evaluated policy, we report 
the geometric mean of the normalized metrics (write reduction, endurance, per­
formance and energy consumption in the memory hierarchy) with respect to LRU 
considering both all the benchmarks (we labeled them as All) and only the most 
memory-intensive programs (we labeled them as memory-intensive). The ratio­
nale behind including this group of applications with high memory footprints is 
twofold: ﬁrst, to reveal potential biased values in the All numbers due to programs 
in which the amount of writes is so low that minimal write reduction in absolute 
values lead to high percentage numbers, polluting the All number, and second, 
to stress the beneﬁts derived from our techniques over those applications that, 
performing high amounts of writes to memory, are more harmful to PCM lifetime. 
In order to deﬁne this second group of applications, we sort all the programs ac­
cording to the WPKI values exhibited in the baseline policy, and, starting from 
the benchmark with the highest WPKI, we pick applications until the accumu­
lated WPKI of the selected programs reaches at least the 75% of the total WPKI 
obtained when considering all applications. In the experimental setting we employ 
in this section, the memory-intensive group is conformed by lbm, mcf , milc and 
soplex. 
Note that in this scenario we also report the geometric mean of the evaluated 
metrics when all the applications except the sphinx3 program are considered (we 
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exhibits a special behavior that may lead the evaluated metrics to be somehow 
biased. Notably, while for the rest of applications the evaluated policies are able 
to reduce the amount of writes to memory by a factor ranging from 1X to 2X, for 
sphinx3 many policies under evaluation are able to cut the write traﬃc to memory 
in an unusually large fashion (up to a hundredth part, 100X). 
3.3.1.2 Write ﬁltering and endurance 
Figure 3.17 illustrates the number of writes to main memory generated by diﬀerent 
proposals: from left to right we show results of some performance-oriented policies 
(DRRIP, peLIFO and SHiP), some previously proposed write-aware approaches 
(RWA, IRWA and CLP) described in Section 2.2.1, and some of our proposed 





All Memory-intensiv eAll w/o sphinx3 
Figure 3.17: Amount of writes to main memory normalized to LRU: SPEC 
CPU2006 suite. 
First, as shown, all our proposals signiﬁcantly outperform original DRRIP. Second, 
they also exhibit higher ability in cutting the write traﬃc to main memory than 
other write-aware policies (such as RWA and IRWA) and similar ability as CLP. 
The rationale behind the deﬁcient behavior of both RWA and IRWA is twofold: 1) 
they are based on SRRIP instead of DRRIP, which generates a higher number of 
writes as Figure 3.1 illustrates, and 2) they do not modify the SRRIP victimization 
sub-policy, that, as demonstrated in Section 3.3.1.1, constitutes the sub-policy 
with the highest impact. CLP reduces the amount of writes by around 33% and 
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15.3% when sphinx3 is considered or not respectively, while the best-performing 
of our proposals (PM-VH-SD) reaches 30% and 16% respectively. Third, the three 
performance-oriented policies augment the number of writes compared to LRU. 
Fourth, zooming into the memory-intensive programs, we observe that, although 
the results follow a similar tendency, the diﬀerences among policies get reduced3. 
Besides, our most aggressive policy even improves CLP for these applications. 
Next, according to the model detailed in Section 3.2.2, we show how the achieved 
reductions in writes to memory translate into extensions of the PCM lifetime 
for each evaluated proposal. Notably, Table 3.5 illustrates the memory lifetime 




All/All w/o sphinx3 Memory-intensive 
-5.9/-6.3 2.0 
peLIFO -11.5/-12.2 0.9 
SHiP -20.9/-24.9 -3.7 
RWA 5.4/-7.2 3.6 
IRWA -23.1/-25.1 -4.2 
CLP 49.1/17.6 11.9 
PM-VH-SD 41.4/19.0 16.1 
PM-VM-SD 36.3/17.1 11.6 
PL-VL-SD 7.4/6.5 5.8 
Table 3.5: Memory lifetime improvements (percentages) with respect to LRU: 
SPEC CPU2006 suite. 
As shown, the trends observed in the values of memory lifetime extension closely 
follow those observed for the write reduction numbers when considering all appli­
cations. This is due to the fact that the ratios between the BFP of each evaluated 
policy and that of LRU, which modulates the contribution of the write reduction 
factor to the memory endurance extension number as shown in Equation 3.2, are 
very similar across the board. Notably, the average number of dirty words per 
writeback when considering all applications ranges between 5.95 in SHiP and 5.62 
in PM-VM-SD, exhibiting LRU a value of 5.86, which implies BFPs ratios in the 
range 1.02-0.95. This makes the write reduction number the major contribution to 
the memory endurance improvement obtained. However, those policies exhibiting 
a BFP value lower than LRU obtain an additional memory lifetime improvement. 
3The percentages of write reduction exhibited by most write-aware policies decrease for the 
memory-intensive programs (as analyzed in Section 3.3.3.1, this occurs even for an optimal 
policy). 
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Thus, PM-VM-SD, while reducing 6% less memory writes than CLP when con­
sidering all applications except sphinx3 , is able to almost match its endurance 
extension (17.1% vs 17.6%) since the geomean of the ratios between BFP and the 
BFP of LRU is 0.94 in our proposal while it is just 1.0 in CLP. When consider­
ing the memory-intensive programs, the ratios obtained between the BFPs of the 
evaluated policies and that of LRU are higher than 1 across the board (up to 1.06 
in the case of CLP). This implies that the write reduction achieved translates into 
lower memory endurance extensions. Note that for these programs, the average 
number of dirty words per writeback is moderately lower, ranging from 3.9 in LRU 
to 4.17 in CLP. 
In order to visually observe the memory lifetime improvements achieved, we use the 
memory endurance simulator detailed in Section 3.2.3, which reports the amount of 
memory available (expressed in percentage of available pages) as a function of the 
number of writes. We change the variable in the x-axis from number of writes to 
time (expressed in generic units). Figure 3.18 illustrates the curves obtained when 
considering both all the applications except sphinx3 and the memory-intensive 
programs. We observe how in both cases our PM-VH-SD policy reports the highest 
amount of memory available for a given time. For instance, when considering all 
applications except sphinx3 , after 1.8 billions of instructions executed, PM-VH-SD 
maintains around 58% of pages surviving while CLP just maintains around 42%. 
Note that, for the sake of clarity, we omit some proposals (peLIFO, SHiP and 
IRWA) that do not provide satisfactory results according to Table 3.5. 
Note also that the time reached for the memory-intensive programs until the 
whole memory fails is higher than the one obtained for all the applications, since, 
although the amount of writes performed is higher, the average number of dirty 
words that exhibit the writebacks in this kind of applications is signiﬁcantly lower 
than when considering all applications. 
3.3.1.3 Performance 
Although our prime goal is to extend the PCM lifetime, it is clear that a proposal 
meeting this requirement could not be adopted if it comes at the expense of a 
signiﬁcant performance drop. In order to further evaluate the beneﬁts that each 
policy reports, Figure 3.19 shows the performance (execution time) delivered. 
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Figure 3.18: Available memory vs time for SPEC CPU2006 suite: (a) All, (b) 
Memory Intensive. 
First, we observe that most of our DRRIP-based proposals almost match the 
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Figure 3.19: Execution Time normalized to LRU: SPEC CPU2006 suite. 
a medium-low victimization sub-policy (VM or VL)– manage to outperform it. 
Second, all our proposals outperform the other write-aware policies (especially 
RWA and IRWA, which signiﬁcantly degrade performance, 4.1 and 10.2% over 
LRU respectively). 
Third, the two most aggressive policies in reducing the amount of writes to mem­
ory (CLP and PM-VH-SD) do provide a moderately satisfactory trade-oﬀ with 
performance since they both penalize it around 1-2%, depending if we include 
the sphinx3 program or not. Intuitively, we would expect that this performance 
penalty was higher. Therefore, it is worth to note the key factors that may aﬀect 
the performance delivered by the various write-aware approaches. Note that two 
opposing factors turn up: 
1) Our proposed replacement algorithms are mainly focused on reducing the 
amount of dirty blocks evicted, being partially unaware of the performance im­
pact, so it would be expected to lead to an increase on the number of read misses, 
hence augmenting the amount of accesses to main memory and hurting perfor­
mance. However, our results reveal that for the PM-VH-SD policy –our algorithm 
achieving the highest reduction of writes to memory– the amount of LLC read 
misses in 8 out of 20 benchmarks decreases with respect to LRU. In fact, in the 
original DRRIP algorithm (the policy our schemes are based on) more than half of 
the benchmarks exhibit a lower amount of LLC read misses than LRU. The ratio­
nale behind this decrease in the amount of LLC read misses is that the temporal 
locality has been almost totally ﬁltered at the LLC by the lower cache levels, thus 
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a policy focusing only on temporal locality exploitation, like LRU, may provide 
poor results at this level of the hierarchy for some applications. Overall, the total 
amount of read misses in L3 considering all applications (and hence the events of 
read queue ﬁlling) has slightly increased in our proposals compared to LRU. This 
makes the net contribution on performance essentially negligible for our proposals. 
2) Conversely, reducing the number of writes to memory reduces the pressure 
over the write queues, which leads to performance improvements (as explained 
in Section 3.2, once the corresponding write queue is full, the application stalls 
when a writeback from the LLC occurs). As for the write queues ﬁlling, our 
results illustrate that in the LRU baseline only in 8 out of 20 programs some 
write queue ﬁlls up at least once. For these 8 benchmarks, PM-VH-SD is able 
to signiﬁcantly reduce the chances of ﬁlling up write queues and therefore mostly 
cancel the performance drops associated with the higher LLC read misses observed 
in 6 of these programs. For the remaining two applications (soplex and h264ref ), as 
the amount of LLC read misses is also lower than that of the baseline, performance 
improvements of 16 and 5% respectively are delivered. 
Fourth, among the performance-oriented policies, DRRIP and peLIFO provide 
satisfactory results (as expected) while SHiP surprisingly exhibits the second worst 
number across the board (largely due to the performance drop delivered in hmmer , 
astar , bzip2 and soplex applications). 
Finally, zooming into the memory-intensive programs, we observe that all our 
policies manage to improve signiﬁcantly the performance of the other write-aware 
proposals and also that of some performance-oriented algorithms (note that DR­
RIP performs especially well for this kind of applications). Notably, our most 
aggressive algorithm, providing very similar write reduction as CLP, manages to 
outperform it by more than 3%. Moreover, for these applications (and also con­
sidering all benchmarks) our low-aggressiveness approach even reports the best 
numbers across the board, exhibiting also the lowest amount of LLC read misses 
among all evaluated policies. 
3.3.1.4 Memory energy consumption 
As for the energy consumption on the memory hierarchy for the diﬀerent eval­
uated policies, our experimental results reveal that our proposals outperform all 
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the other policies, reporting energy savings ranging between 4% (medium and 
low-aggressiveness algorithms) and 2% (high-aggressiveness policy) with respect 
to LRU. Only DRRIP and CLP are able to also report energy savings with respect 
to LRU. The other two write-aware policies signiﬁcantly augment the energy con­
sumption. Considering only the memory-intensive programs, the energy savings 
are greater across the board, being again our three proposals (and also CLP) those 
reporting the highest values (in the range from 9 to 8%). We should highlight that 
these savings mainly come from a lower number of writes to main memory, which 
are highly energy-consuming in the PCM technology. However, note also that for 
the SPEC applications the most aggressive policies in cutting the write traﬃc to 
memory are not the best ones in terms of energy consumption, since they penal­
ize the execution time with respect to less aggressive schemes, leading the static 
energy to grow. Thus, the energy savings for these most aggressive policies are 
partially canceled. 
3.3.1.5 Putting it all together 
Although considering a policy as the best one depends on the particular require­
ments of the system and the user, here we try to extract some insights about the 
trade-oﬀs reported based on the diﬀerent metrics evaluated. We consider that our 
high-aggressiveness algorithm provides satisfactory trade-oﬀs between the memory 
endurance extension and performance. Notably, it exhibits a high number in mem­
ory lifetime extension (around 19% when the sphinx3 application is not considered) 
without signiﬁcantly degrading performance (around 1.4% penalty), reducing also 
the memory energy consumption around 2%. Our medium-aggressiveness pol­
icy also reports satisfactory trade-oﬀs, improving memory endurance in a slightly 
more modest fashion (17%) but maintaining the system performance largely un­
changed with respect to original DRRIP and LRU, and also reporting around 4% 
energy savings. Our least aggressive algorithm –although it contributes less to 
PCM lifetime extension (around 6.5%)– exhibits the best performance and energy 
numbers (1% and 4% improvement respectively for all benchmarks and 4% and 
8% improvement for memory intensive benchmarks). As for the other write-aware 
policies, while RWA and IRWA clearly report poor trade-oﬀs, CLP exhibits simi­
lar numbers to our most aggressive proposal when considering all the applications 
except sphinx3 (although CLP achieves a lower endurance extension and deliv­
ers lower performance), but performs signiﬁcantly worse when we focus on the 
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memory-intensive programs (our PM-VH-SD is able to improve memory lifetime 
by 4% more than CLP while also exhibits a performance value more than 3% 
better than CLP). Finally, the performance-oriented policies –although exhibiting 
satisfactory performance numbers, except SHiP– fail in improving the memory 
endurance. 
3.3.2 Write-aware policies in a multi-core scenario 
In this section we extend the prior study about the behavior of diﬀerent cache 
replacement policies to a multi-core scenario. We just move to this new and more 
realistic setting without any change in our proposed algorithms. We evaluate the 
same policies as in the single-core environment for both multiprogrammed work­
loads (Section 3.3.2.1) and multithreaded applications (Section 3.3.2.2). For this 
purpose, we measure again the number of writes to main memory, endurance, 
performance and energy consumption in the memory hierarchy that each policy 
involves, normalized to LRU. However, due to the inherent non-determinism that 
all simulators exhibit (especially in multi-core environments, where the number 
of instructions executed across diﬀerent policies are not stable owing to the ran­
dom interleaving among memory accesses of diﬀerent threads) and for the sake of 
higher accuracy, we opted to employ in this scenario the geometric mean of the 
metrics above mentioned (except for performance where we employ the Instruction 
Throughput metric) divided by the total number of instructions executed. Note 
that, conversely, in the single-core scenario both kind of metrics match, since all 
the benchmarks execute the same amount of instructions (1B) in all the runs. Fi­
nally, in Section 3.3.2.3 we analyze the trade-oﬀ between memory endurance and 
performance that the evaluated policies exhibit. 
3.3.2.1 Multiprogrammed workloads 
For the evaluation of our proposals in a 4-CMP system with a 4MB shared L3 
(Figure 3.15), we employ 12 mixes made up of applications from SPEC CPU2006 
chosen accordingly to the WPKI categories illustrated in Table 3.2. We randomly 
compose 3 mixes made up of applications with high values of WPKI (mixes 0, 1 
and 2, referred to as the memory-intensive ones), 3 made up of programs exhibiting 
a medium WPKI ratio (mixes 3, 4 and 5) and 2 composed by benchmarks with 
low WPKI values (mixes 6 and 7). We also evaluate four extra mixes merging 
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applications with WPKI corresponding to diﬀerent categories (mixes 8 to 11). 
The detailed mixes are illustrated in Table 3.1. Besides, like in the single-core 
conﬁguration, we report data considering both all mixes and only the memory­
intensive workloads. 
3.3.2.1.1 Write ﬁltering and endurance Figure 3.20 shows the number of 
writes to memory per instruction that each evaluated policy performs normalized 
to LRU. As shown, considering all mixes, our most aggressive proposal exhibits 
the best behavior. Notably, PM-VH-SD achieves a write reduction of around 19%. 
The rest of our techniques manage to cut the write traﬃc to memory in the range 
14-12%. The other write-aware policies (except CLP that reduces writes by around 
16%) as well as the performance-oriented ones behave signiﬁcantly worse. Indeed 
some of them even augment the amount of writes with respect to the baseline. 
When we just consider the 3 memory-intensive mixes, our proposals with medium 
and low-aggressiveness are able to further increase the write reduction capability, 
mainly due to the numbers that they exhibit for the mcf application (better than 
those of all the other policies evaluated), which appears in these 3 mixes. Besides, 
our three techniques –and also SHiP and peLIFO– achieve the best numbers across 
the board (reductions ranging from 22% to 15%), signiﬁcantly outperforming the 
other write-aware evaluated policies. Even 2 of our proposals exhibit an amount 
of writes more than 10% lower than that of CLP, the best-performing of the other 
write-aware techniques. 
Table 3.6 illustrates the memory lifetime improvements with respect to LRU for 






peLIFO -4.9 6.0 
SHiP -16.7 4.3 
RWA -1.6 0.7 
IRWA -17.1 -1.1 
CLP 16.8 7.5 
PM-VH-SD 19.9 12.9 
PM-VM-SD 7.8 14.4 
PL-VL-SD 4.1 13.1 
Table 3.6: Memory lifetime improvements (percentages) with respect to LRU: 
multiprogrammed workloads. 



























All Memory-instensiv e 
Figure 3.20: Writes to main memory per instruction normalized to LRU: multi­
programmed workloads. 
As in the single-core scenario, the general trend observed is similar to that of 
write reduction numbers. However, in this case we observe a higher variability in 
the ratios of BFPs when considering all applications (from 1.02 in CLP to 1.15 
in SHiP), which mitigates the memory endurance extensions. These numbers are 
even higher when considering just the memory-intensive mixes, ranging from 1.04 
in PM-VH-SD to 1.18 in peLIFO. The average number of dirty words per writeback 
are slightly lower than in the single-core scenario, oscillating between 5.31 in CLP 
and 5.98 in SHiP. 
Figure 3.21 shows the memory available when using each proposal over the time, 
where we observe that, according to data of Table 3.6, PM-VH-SD exhibits the 
best behavior when considering all mixes and our three proposals are the best­
performing across the board when considering just the memory-intensive work­
loads. Note also that in this scenario, unlike in the single-core environment, we 
do not observe the eﬀect of a signiﬁcant higher amount of programs execution for 
the memory-intensive workloads until the entire memory fails. This is due to the 
fact that the average number of dirty words per writeback for these workloads is 
just slightly lower than that when considering all the mixes, ranging between 4.73 
and 5.57 among the evaluated policies. 
3.3.2.1.2 Performance In order to evaluate the performance delivered by each 
proposal when executing multiprogrammed workloads, we analyze the Instruction 
Throughput (IT) and the Weighted Speedup (WS) metrics. The IT metric is deﬁned 
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Figure 3.21: Available memory vs time for multiprogrammed workloads: (a) All, 
(b) Memory Intensive.
 






























as the slowdown experienced by each application in a mix, compared to its run 
under the same conﬁguration when no other application is running on other cores 
n(
�
i=1(IPCshared /IP Calone )). Figure 3.22 illustrates the IT that each evaluated i i 
policy delivers normalized to LRU. Note that, unlike in the case of execution time 
(or CPI) metrics, now values higher than 1 imply performance improvements with 
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Figure 3.22: Instruction throughput normalized to LRU: multiprogrammed work­
loads. 
First, we observe that although our medium-aggressiveness policy suﬀers a per­
formance drop of around 1%, our high-aggressiveness algorithm slightly improves 
LRU performance and our low-aggressiveness scheme outperforms LRU (and also 
all the other algorithms evaluated) by more than 2%. Second, all our techniques be­
have better than RWA and IRWA write-aware policies, while CLP performs slightly 
worse than our most aggressive proposal. Third, zooming into the performance­
oriented policies, the ﬁgure reveals that DRRIP and peLIFO slightly improve the 
LRU performance, while SHiP suﬀers a moderate penalty due to the high perfor­
mance drop exhibited in mixes 7, 10 and 11, which include the hmmer application, 
for which, as stated in Section 3.3.1.3 SHiP performs especially poor. 
Fourth, for the memory-intensive mixes, we observe that all evaluated policies, ex­
cept the most aggressive ones (CLP and PM-VH-SD) and RWA, improve their IT 
with respect to considering all the mixes. Note also that original DRRIP performs 
signiﬁcantly well for these mixes. Our low-aggressiveness proposal reports perfor­
mance numbers that improve LRU by more than 8%, still outperforming all the 
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other techniques –except SHiP–. All our proposals also outperform RWA, while 
IRWA is able to report for these mixes an IT improvement over LRU of around 
1%. Finally, we should also highlight that all our techniques clearly outperform 
CLP –even up to more than 10%– for these memory-intensive workloads. 
For the sake of simplicity and since in our context the WS does not constitute a 
metric as signiﬁcant as the IT, we do not show the WS results obtained. Anyway, 
these results follow an analogous trend as those obtained when we evaluate the 
instruction throughput. 
3.3.2.1.3 Memory energy consumption As for the energy savings per in­
struction, our results reveal that our three evaluated proposals and CLP achieve 
the best results with numbers around 9% (our most aggressive policy) and 7% 
(CLP and our medium and low-aggressiveness schemes) with respect to LRU. The 
results from the other write-aware and performance-oriented policies are much 
more modest even augmenting the energy consumption as in the case of RWA, 
IRWA and SHiP. For the memory-intensive mixes, our PM-VH-SD policy reports 
energy savings in the memory hierarchy of around 5% whereas our medium and 
low-aggressiveness schemes are around 12 and 15% respectively. The best of the 
other write-aware techniques (IRWA) hardly reaches 7% while CLP is around just 
3%. 
3.3.2.2 Multithreaded applications 
In this section we inspect the behavior of our proposals when using the paral­
lel applications from the PARSEC suite running in the system depicted in Fig­
ure 3.15 with a shared L3 cache. We explore both a 2-CMP system where L3 is 
1MB/16-Way and a 4-CMP system with a 2MB/16-Way L34. Again, we report 
data considering both all applications and only the memory-intensive programs. 
Following the same criteria deﬁned in Section 3.3.1.1, this group of benchmarks 
includes vips, facesim, dedup, ferret and fuidanimate for the 2-CMP system while 
in the 4-CMP it consists of vips, facesim, dedup, ferret and canneal. Note that 
for the PARSEC applications we use the same algorithms as when employing the 
4Note that with PARSEC applications we do not follow the rule 1MB per core as we did 
with SPEC CPU2006 benchmarks. The reason is that with the PARSEC suite, the amount 
of writes to main memory is signiﬁcantly lower than that observed with the SPEC suite, and 
hence we opted to employ the rule 0.5MB/core in the multi-core scenario when running PARSEC 
applications 
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SPEC benchmark suite. 
3.3.2.2.1 Write ﬁltering and endurance Figure 3.23 shows the number of 
writes to memory per instruction that each policy generates. We can observe that 
in both CMP systems all our proposals signiﬁcantly outperform the performance­
oriented policies (that roughly match and even exceed the number of writes of 
LRU) as well as the IRWA write-aware algorithm. Notably, our most aggressive 
policy reduces the write traﬃc to memory with respect to LRU by around 31 
and 28% in the 2-CMP and 4-CMP evaluated systems respectively, improving 
CLP numbers by around 2 and 5% respectively. Moreover, when considering the 
memory-intensive programs, our best-performing policy is able to even involve 
amounts of writes 8% and 7% lower than those of CLP in the 2-CMP and 4­
CMP systems respectively. These amounts of writes leads to the memory lifetime 
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Figure 3.23: Writes to main memory per instruction normalized to LRU: PARSEC 
suite. 
As in the case of the single-core scenario, in the 2-CMP system the trends observed 
in the memory lifetime improvements when considering all applications closely fol­
low those of the write reduction numbers since the BFP ratios just ranges between 
0.99 and 1.02. For the memory-intensive programs, these values are lower than 
1 for all the policies across the board (except RWA), which further extends the 
memory lifetime, with PM-VM-SD and PL-VL-SD exhibiting the best numbers 
(0.95 and 0.96 respectively), just outperformed by SHiP with 0.93. Thus, SHiP, 
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Benchs 
Policies 2-CMP 4-CMP 
All Mem-intensive All Mem-intensive 
DRRIP 3.2 9.1 -8.7 11.2 
peLIFO 2.5 4.7 -15.2 -6.8 
SHiP 9.3 5.1 -23.9 -2.3 
RWA 24.9 5.0 -2.5 -4.5 
IRWA 4.2 2.7 -10.4 -4.6 
CLP 38.5 6.9 35.1 24.2 
PM-VH-SD 44.1 18.3 40.7 30.7 
PM-VM-SD 39.3 17.1 29.0 22.9 
PL-VL-SD 18.3 16.3 16.2 21.8 
Table 3.7: Memory lifetime improvements (percentages) with respect to LRU: 
PARSEC suite. 
even augmenting the amount of writes to memory with respect to LRU by 1.7% is 
able to extend the memory lifetime by 5.1% compared to the baseline. The aver­
age of dirty words per writeback ranges between 5.5 and 5.7 among the evaluated 
policies in this scenario. 
The 4-CMP system is the scenario in where our policies beneﬁt the most from 
the BFP ratios, which considering all applications range between 0.95 and 0.98 
and considering just the memory-intensive programs range among 0.87 and 0.91. 
Notably, PL-VL-SD, reducing writes with respect to LRU by 9.6 and 6.2% for 
All and memory-intensive groups respectively, manages to improve the memory 
lifetime by 16.2 and 21.8% respectively. The average of dirty words per writeback 
ranges between 5.0 and 5.5 in this scenario. 
Figures 3.24 and 3.25 show the memory available over time for each evaluated 
proposal in the 2-CMP and 4-CMP systems respectively, where we observe that 
in all the cases PM-VH-SD exhibits the best behavior, signiﬁcantly outperforming 
CLP. Furthermore, our three proposals behave especially well for the memory­
intensive programs in both scenarios. 
Note also here how, for our medium and high-aggressiveness policies and also 
CLP, the program executions number reached for All applications in the 2-CMP 
system before the entire memory fails is higher than that of the memory-intensive 
programs, since the diﬀerence between the memory lifetime improvements obtained 
by these two groups of benchmarks is the highest across all the scenarios evaluated, 
and, although the average of dirty words is slightly lower for memory-intensive 
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Figure 3.24: Available memory vs time for PARSEC suite in a 2-CMP: (a) All, 
(b) Memory Intensive. 
applications, it is not enough to compensate the lower write reduction obtained in 
these applications. 
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Figure 3.25: Available memory vs time for PARSEC suite in a 4-CMP: (a) All, 
(b) Memory Intensive. 
3.3.2.2.2 Performance Figure 3.26 shows the geometric mean of the cycles per 
instruction (CPI) reported by all evaluated policies. 
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First, we observe that our proposals behave slightly better in the 2-CMP system 
than in the 4-CMP one. Indeed, in the 2-CMP system most of our schemes even 
outperform original DRRIP. 
Second, RWA performs worse than all of our proposals while IRWA outperforms 
most of them in both scenarios at the expense of reporting no memory lifetime 
extension or even punishing lifetime. CLP, the other write-aware policy under 
evaluation, reports worse numbers than all our proposals in both 2 and 4-CMP 
systems (up to 5 % performance degradation with respect to LRU in the 4-CMP 
system while our PM-VH-SD is able to improve LRU performance). Third, as ex­
pected, the performance-oriented policies –except peLIFO in the 4-CMP system– 
deliver satisfactory performance numbers. 
Fourth, when considering the memory-intensive programs, in both CMP systems 
our algorithms that report higher write reduction than CLP are also able to exhibit 
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Figure 3.26: CPI normalized to LRU: PARSEC suite. 
3.3.2.2.3 Memory energy consumption As for the energy consumption per 
instruction reported by the evaluated policies in the memory hierarchy, in the 2­
CMP scenario the energy savings achieved are moderate across the board, being 
the best-performing policy our low-aggressiveness PL-VL-SD, with reductions by 
around 5% compared to LRU. In the 4-CMP system our proposals obtain more 
modest numbers, up to 2.5%. In both scenarios they all outperform the other 
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evaluated policies unless DRRIP in the 4-CMP system, which also reduces the 
energy consumption by around 2.5%. 
For the memory-intensive programs, in the 2-CMP system our proposals obtain 
numbers between 8 and 6.5% while CLP reports energy savings of just 2.3% with 
respect to LRU. In the 4-CMP, our proposals report energy savings in the range 
5-4.5%, while CLP reduces the energy consumption by 1%. 
3.3.2.3 Putting it all together 
Analyzing the trade-oﬀ between memory endurance and performance exhibited by 
the evaluated proposals in the multi-core scenario, we observe that, when running 
multiprogrammed workloads, PM-VH-SD is able to report the highest memory 
lifetime improvement (19.9%) and the highest reduction in the energy consumption 
in the memory hierarchy (more than 9%) without degrading performance. We 
must also highlight the behavior of our low-aggressiveness PL-VL-SD policy, which 
clearly reports the best trade-oﬀ across the illustrated proposals5 when considering 
only the memory-intensive programs. In such scenario, it achieves the second­
highest memory lifetime improvement (13.1%, just slightly outperformed by PM­
VM-SD), the second-highest throughput value (8.7% improvement with respect 
to LRU, just outperformed by SHiP) and the highest energy savings (more than 
15%). In the same scenario CLP reports 7.5% of endurance extension, 3.3% of 
throughput degradation and just 3.3% of memory energy savings. 
In the 2-CMP system running parallel applications, our most aggressive policy, ex­
tending the memory lifetime up to 44.1%, provides also satisfactory performance 
numbers (around 1% improvement over LRU). Our medium-aggressiveness algo­
rithm, that improves the memory endurance by around 39%, experiences also a 
performance improvement of around 2%. Finally, our least aggressive policy, al­
though extending memory endurance by a moderate 18%, manages to also improve 
performance by around 2%. They also are able to deliver energy savings of 3, 4 and 
5% respectively. Thus, for our purpose of extending the memory lifetime without 
penalizing performance, PM-VH-SD seems to be the best option in this scenario. 
5In the multiprogrammed workload scenario, other of our low-aggressiveness schemes report 
better numbers than the chosen algorithm. Notably, PM-VL-SD, delivering the same perfor­
mance and energy numbers as PL-VL-SD, is able to reach 8.1% and 15.6% memory endurance 
extension for All and memory-intensive programs respectively vs 4.1 and 13.1% obtained by 
PL-VL-SD respectively. 
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Note that CLP improves memory lifetime by 6% less than our proposal and also 
behaves worse (2.5%) than PM-VH-SD in terms of performance. Moreover, for 
memory-intensive programs, our three proposals signiﬁcantly outperform CLP in 
memory lifetime while also deliver higher performance. 
In the 4-CMP, PM-VH-SD clearly provides again the best trade-oﬀ across the 
board (40% memory lifetime extension, performance improvement of around 1% 
and energy savings of 1.5%). Note that CLP improves endurance by 35%, at the 
expense of a performance drop of around 5%. Finally, it is worth to note that 
the same trends, even augmented in favour of our proposals, are maintained when 
only the memory-intensive programs are considered. 
Overall, we consider that in all the multi-core systems analyzed we always may 
ﬁnd at least one of our policies that is able to clearly deliver a better trade-oﬀ 
(higher lifetime extension and also higher performance) than the other write-aware 
proposals and also performance-oriented algorithms. Notably, most performance­
oriented policies decrease the memory lifetime with respect to LRU and even 
exhibit worse performance numbers than some of our proposals, while the RWA 
and IRWA write-aware policies clearly exhibit poor trade-oﬀs. Finally, for CLP, 
which also reports signiﬁcant extensions in memory endurance, note that we have 
performed a direct comparison with our proposals along the evaluation section to 
demonstrate the better trade-oﬀs achieved by our policies. 
3.3.3 Additional analysis 
In this ﬁnal section, we extend our study with some additional experiments. Specif­
ically, we start by comparing some performance and write-aware oriented policies 
with an optimal one. Then, we estimate the implementation overhead of our 
proposals. Finally, we evaluate the sensitivity to the LLC size of the diﬀerent 
write-aware policies as well as DRRIP. 
3.3.3.1 Comparison to an optimal policy 
In order to ﬁnd out how far we are from the maximum feasible write reduction, 
we compare the performance-oriented policies which report the lowest amount of 
writes –DRRIP and LRU–, our most aggressive write-aware algorithm evaluated in 
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Figure 3.27: Amount of writes to main memory normalized to LRU: optimal policy 
and ours. 
policy (in terms of writes to main memory), that operates as follows: For a given 
cache set, we allocate an array with an amount of entries matching the associativity 
(n) of the LLC, and traverse the trace of writebacks from L2 to L3. We ﬁrst ﬁll 
the array with the ﬁrst n diﬀerent blocks that are written back. Then, for every 
new block written back from L2 to L3 and not contained in the array, we do the 
following: (1) we analyze the trace onward to ﬁnd the block in the array that will 
be re-written the furthest in the future; (2) we replace the found block with the 
incoming one (or we just bypass the new block if it is re-written further than all 
the other blocks in the array); and (3) we increment a counter. When the entire 
trace has been processed, the counter stores the total number of writes to main 
memory generated in this set under an optimal replacement policy. 
Given that the simulation of the optimal policy is a time-consuming process, we 
opted to restrict the analysis to a pool of sets (32) conveniently scattered across 
the cache. Obviously, the other policies are also evaluated in the same cache sets. 
Figure 3.27 illustrates the amount of writes to memory that each evaluated policy 
implies normalized to LRU for both SPEC (single-core) and PARSEC benchmarks 
(2 and 4-CMP systems). Although the analysis is limited due to the reduced num­
ber of sets considered, we can infer a couple of relevant qualitative conclusions. 
First, our most aggressive policy is moderately close to the maximum theoretical 
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reduction. Notably, PM-VH-SD is the algorithm closest to the optimal policy in 
all the scenarios evaluated for both All and memory-intensive benchmark sets. 
Second, for both SPEC applications and parallel programs in the 2-CMP system, 
the maximum write reduction feasible for the memory-intensive programs is lower 
than that when considering all the benchmarks (in the 4-CMP system these num­
bers for both groups of benchmarks remain laregely unchanged). Overall we can 
extract the conclusion that, although the optimal policy is unfeasible and our pro­
posals are close to the optimal numbers, it seems that it still remains opened some 
avenue for improvement in order to even further reduce the current gap with this 
optimal policy and even improving the performance delivered. 
3.3.3.2 Implementation overhead 
A new policy may induce two types of overhead, speciﬁcally, extra hardware (both 
extra storage needed for book keeping and extra logic needed for implementing the 
new algorithm) and impact on the critical path. We should start mentioning that, 
as many authors have previously pointed out, the updating of the replacement 
policy state is completely oﬀ the critical path [23], [26], which makes the critical 
path delay remain unaltered by our proposed changes. However, for the sake 
of completeness, we will prove in this section, by means of deeply analyzing the 
algorithm complexity of our proposals, that the delay generated by our changes, 
as well as the extra logic they involve, are both negligible compared to DRRIP. 
Besides, we will analyze the extra storage involved by our policies. To complete 
the section, we will also analyze the overhead of DRRIP, LRU, CLP, RWA and 
IRWA. 
3.3.3.2.1 Algorithm complexity Let us analyze the algorithm complexity of 
each sub-policy for the diﬀerent replacement policies, which can provide us an idea 
of the logic that they involve. 
• Insertion sub-policy: With respect to DRRIP, our policies only modify the 
set-dueling evaluating metric, so it comes "for free".
 
Moreover, comparing DRRIP with LRU, note that, whereas the former pol­
icy only requires to update the RRPV of the new block, the latter one needs
 
to update the position in the Recency Stack of all the blocks in the set.
 
• Promotion sub-policy: Our policies incorporate cleanness/dirtiness (PL) or 
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read/write (PM and PH) information to the promotion process, something 
extremely simple. Besides, all this information is already present in the block 
or comes along with the access itself. 
Furthermore, compared to LRU, DRRIP promotion is much easier, since, 
like in the insertion sub-policy, DRRIP just updates the RRPV of the pro­
moted block, whereas LRU promotion updates also the blocks between the 
promoted one and the MRU position. 
•	 Victimization sub-policy: As established in [23], original DRRIP searches 
for the ﬁrst block with the highest RRPV by replicating the Find First One 
(FFO) logic, requiring four FFO circuits that operate in parallel to ﬁnd 
pointers to the ﬁrst “0”, “1”, “2”, and “3” RRPV registers. Then, a priority 
MUX chooses the output of the appropriate FFO circuit as the victim. When 
a block with distant RRIP is not found, DRRIP also requires additional logic 
to age the RRPV registers, using a state machine for this purpose. Our 
policies could either duplicate the number of FFO circuits for distinguishing 
between clean and dirty blocks, leaving the delay intact vs DRRIP, or access 
the four FFO circuits sequentially, ﬁrst for clean blocks and then for dirty 
blocks (if needed), leaving the logic overhead almost untouched with respect 
to DRRIP. Besides, VM entails some changes on the aging logic for being 
able to increment only clean blocks during the ﬁrst stage of this sub-policy. 
Now let us move to the comparison among LRU and DRRIP. Similarly to 
DRRIP, the former policy requires a search for ﬁnding the LRU block. How­
ever, LRU needs no aging logic, making its complexity slightly lower. 
To sum up, the time delay and extra logic that our policies introduce with respect 
to DRRIP can be considered negligible, whereas they are higher in LRU than in 
DRRIP. 
3.3.3.2.2 Extra storage Original DRRIP just requires 2 bits per cache block 
for storing the state associated to the replacement policy. In our policies, no extra 
bits need to be added to those required by DRRIP. 
Furthermore, as stated by the authors in [23], DRRIP implies less hardware over­
head than LRU. Notably, the number of bits required per cache set, assuming an 
N-way associative cache, is N ∗ logN in LRU and 2 ∗ N in DRRIP, which, for 
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example, in our setting (LLC associativity = 16), would lead LRU to need twice 
as much storage as DRRIP. 
Finally, note that the implementation complexity of CLP, given that this policy 
is based on a conventional LRU, would be the same (or even higher) as that of 
LRU. Other approaches in which CLP is based on eﬃcient implementations of 
LRU (such as Tree-LRU) would be possible, but this would come at the expense 
of some performance degradation. RWA and IRWA, like in our case, are DRRIP­
based policies so they entail a negligible implementation overhead compared to 
original DRRIP. Indeed, the overhead is even smaller than in our policies due to 
the fact that RWA and IRWA preserve the victimization sub-policy unchanged 
with respect to DRRIP. 
3.3.3.3 Sensitivity to LLC size 
In order to further evaluate the impact of our proposals, we inspect the reduction 
in the number of writes to memory6 and also the performance delivered when 
larger sizes of LLC are considered. To analyze our proposals operation we scale 
the problem by augmenting the LLC size without changing the number of cores. 
We choose a 4-CMP system and explore multiprogrammed workloads (using SPEC 
CPU2006 applications) with LLC sizes of 4, 8 and 16 MB and parallel applica­
tions (PARSEC) employing 2, 4, 8 and 16 MB LLC sizes. We just evaluate LRU, 
DRRIP, CLP and our three chosen policies (PM-VH-SD, PM-VM-SD and PL­
VL-SD). Figures 3.28 and 3.29 show the amount of writes per instruction and the 
performance (CPI) respectively when using multiprogrammed workloads, whereas 
Figures 3.30 and 3.31 illustrate the same information (using the throughput met­
ric instead of CPI to measure performance) when multithreaded programs are 
employed. 
For the evaluated mixes we observe that the same trends are still valid when we 
increase the LLC size. First, our PM-VH-SD policy reports again the highest write 
reduction across the board when considering all the mixes, slightly outperforming 
CLP, while also delivers a higher throughput than CLP. Second, for the memory­
intensive workloads (labeled as M.I.), although the diﬀerences get reduced with 
respect to a smaller LLC size, most of our proposals still outperform CLP in both 
6For the sake of simplicity we omit endurance results, that follow a similar trend to write 
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Figure 3.28: Writes to main memory per instruction for diﬀerent LLC sizes nor­
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Figure 3.29: Instruction Throughput for diﬀerent LLC sizes normalized to their 
respective LRU: multiprogrammed workloads. 
write reduction capability and throughput. Thus, for this kind of applications, our 
PL-VL-SD policy, matching the CLP number regarding the amount of writes to 
memory in the 8MB scenario, is able to deliver a throughput 4% higher than CLP. 
Conversely, in the 16MB scenario, CLP is just outperformed by our PM-VH-SD 
policy. 
For multithreaded applications, as shown, PM-VH-SD always reports the best 
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Figure 3.30: Writes to main memory per instruction normalized to LRU for dif­
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Figure 3.31: CPI normalized to LRU for diﬀerent LLC sizes: PARSEC suite. 
sizes analyzed and for both All and memory-intensive7 groups of benchmarks, 
moderately outperforming CLP. Furthermore, our PM-VH-SD scheme, being the 
technique that provides the highest reduction in amount of writes to memory, also 
behaves correctly in terms of performance, signiﬁcantly outperforming CLP (up 
to 5%) in all the scenarios evaluated. Finally, note that our medium and low­
aggressiveness schemes analyzed also exhibit better performance numbers than 
7Note that the group of memory-intensive applications, chosen according to the criteria ex­
plained in Section 3.3.1.1, is not made up of exactly the same programs for all the LLC sizes 
considered. 
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CLP for all the LLC sizes and groups of benchmarks under evaluation. 
3.4 Conclusions 
In this chapter we have addressed the endurance constraint of the phase-change 
memories by redesigning the last-level cache replacement policy. First, we have 
evaluated the operation of classical replacement algorithms in terms of writes to 
main memory and then we have proposed new policies with the main goal of 
minimizing this number of writes to main memory in order to extend the PCM 
lifetime. The foundation behind these proposals is to merge as many modiﬁca­
tions to a block as possible in a single writeback, while maintaining the system 
performance. 
According to our results, the conclusions are triple. First, as the conventional 
performance-oriented replacement algorithms are absolutely unaware of the num­
ber of writes performed to memory, they entail low PCM lifetime values, which 
suggests that they must be adapted to a potential future scenario where PCM­
based systems prevail. Second, combining eﬃciently the proposed changes to the 
insertion, promotion and victimization sub-policies leads to algorithms that sig­
niﬁcantly cut the write traﬃc to memory and hence increase its lifetime, with 
low impact on performance. Speciﬁcally, our most aggressive policy delivers the 
best trade-oﬀ between endurance and performance in both the single and the 
multi-core scenarios, reporting memory lifetime improvements in the range 20­
45% at the cost of a very small impact on performance. Besides, the write traﬃc 
reduction it achieves is not far from optimal. Concerning our medium and low­
aggressiveness algorithms, they also report satisfactory results in both scenarios 
evaluated, managing to moderately improve the PCM lifetime and also reduce the 
energy consumption while delivering satisfactory performance results. Third, as 
demonstrated in Section 3.3, most previously proposed write-aware policies (such 
as RWA and IRWA) clearly fail to achieve satisfactory trade-oﬀs. 
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In the last years chip multiprocessors have become majority on many oﬀ-the­
shelf systems, such as high performance servers, desktop systems, mobile devices 
and embedded systems. In all of them the designers usually include a multilevel 
memory hierarchy, where the shared last-level cache (LLC) plays an important 
role in terms of cost, performance and energy consumption. As for the cost, 
the LLC generally occupies a chip area similar or even bigger than the cores. 
Regarding performance and energy consumption, the LLC is the last resource 
before accessing the main memory, which delivers higher energy consumption and 
lower performance as it is located outside the chip. 
As detailed in Section 1.2.2, the technology currently employed in building LLCs 
is mainly SRAM (and also, to a lesser extent, embedded DRAM). However, they 
both reveal as power-hungry, especially for the large sizes required as the number 
of cores increases. One way of mitigating this problem is to employ emerging non­
volatile memory technologies. Among them, Spin-Transfer Torque RAM (STT­
RAM) is clearly the prime contender. STT-RAM removes almost all the static 
power consumption and, compared to SRAM, provides higher density and there­
fore much higher capacity within the same budget. Moreover, it delivers higher 
read eﬃciency in terms of latency and energy. Nevertheless, some obstacles restrict 
the adoption of STT-RAM as last-level cache for the next generation of CMPs: 
its write operation is slower and requires more energy than in an SRAM cache. 
These constraints may lead to a performance drop and even to almost cancel the 
energy savings derived from the minimal static power consumption of STT-RAM. 
In addition, previous research states that conventional shared LLC designs are 
ineﬃcient since they waste most storage space [76], [77]. This is due to the fact 
that LLC management policies often lead to store dead blocks, i.e. blocks that will 
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not be referenced again before their eviction. This is mainly because the cache 
levels closer to the processor exploit most of the temporal locality, which therefore 
becomes largely ﬁltered before accessing the LLC. With the goal of avoiding this 
eﬀect and hence increasing the hit rate, various mechanisms that modify the LLC 
insertion and replacement policies have been proposed recently. 
This chapter addresses the shortcomings aforementioned by focusing on improving 
the eﬃciency, in terms of both performance and energy, of a non-inclusive and non-
exclusive STT-RAM LLC in a chip multiprocessor system. Notably, we present 
a new mechanism of content selection for last-level caches that beneﬁts from the 
reuse locality that LLC references exhibit [102], [103]. This locality lies in the 
following principle: when a block is referenced twice in the last-level cache (i.e. 
it is reused), this block has a good chance of being referenced again in the near 
future. Our approach pursues to insert in the LLC only those blocks that exhibit 
reuse at that level. For this purpose, we propose to include a hardware resource 
–referred to as Reuse Detector– between the LLC and the private cache levels 
which determines for each block evicted from the private cache levels if it has been 
reused or not at the LLC. If the block is determined to having been reused, it is 
inserted (or it updates) in the LLC. Otherwise, the block bypasses the LLC and is 
sent directly to main memory. 
4.1 Proposed design 
In this section we ﬁrst motivate the need of a new LLC management scheme 
(Section 4.1.1) by describing the main limitations of conventional management 
and also recalling those of SRAM technology. Then we describe in Section 4.1.2 
the baseline system we start from in designing our mechanism of content selection 
for LLCs. In Section 4.1.3 we describe in detail the proposed design built on top 
of that baseline system. Finally we brieﬂy discuss the main diﬀerences between 
our proposal and the DASCA scheme, which is the closest approach to our work 
and the state-of-the-art STT-RAM LLC management scheme [76]. 
4.1.1 Rationale 
As detailed in Section 2.3 (Table 2.2), key aspects of employing STT-RAM in­
stead of SRAM as last-level cache technology are that an STT-RAM cache ex­
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hibits smaller die footprint and better eﬃciency in read operation than an SRAM 
cache. Also, an STT-RAM cache consumes more than an order of magnitude less 
static power compared to SRAM. However, STT-RAM caches exhibit a signiﬁcant 
drawback that needs to be mitigated: the poor write performance both in terms 
of latency and energy consumption. 
Moreover, regardless of implementation technology, last-level caches usually suﬀer 
from the same problem: they keep data assuming that recently referenced lines are 
likely to appear in the near future (temporal locality). Nevertheless, various recent 
studies point out that the reference stream entered in the LLC does not usually 
exhibit temporal locality. Notably, in [102] the authors observe that this reference 
stream exhibits reuse locality instead of temporal locality. Essentially, that term 
describes the property that the second reference to a line is a good indicator of 
forthcoming reuse and also that recently reused lines are more valuable than other 
lines reused a long time ago. 
The studies carried out in [102], [103], [104] demonstrate, considering a large 
amount of multiprogrammed workloads and diﬀerent multiprocessor conﬁgura­
tions, two important aspects: ﬁrst, most lines in the LLC are dead (they will 
not receive any further hits during their lifetime in the LLC) and second, most 
LLC hits come from a small subset of lines. We have performed our own analysis 
about the behavior of the blocks evicted from the LLC, in terms of the amount 
of accesses they receive before eviction, in the scenario depicted in Figure 4.3 but, 
as a starting point, employing just one core (detailed conﬁguration is shown in 
Table 4.1). Figure 4.1 illustrates this behavior, grouping the blocks into three 
diﬀerent categories: no reuse, just one reuse or more than one reuse (multiple 
reuse). 
As shown, our experimental results conﬁrm that most lines in the LLC are dead. 
Notably, around 70% of the blocks do not receive any further access since the 
moment they enter the LLC. Only around 5% of the blocks just receives one 
further hit (i.e. one reuse) and around 25% exhibit more than one reuse. 
Consequently, getting blocks with just one use (the block ﬁll, so no reuse) to bypass 
the LLC when they are evicted from the previous level caches, and just storing 
blocks with reuse (at least two LLC accesses), should allow to hold the small 
fraction of blocks with multiple reuses, increasing the LLC hit rate and improving 
























































































































No Reuse Multiple Reuse 1 Reuse 
Figure 4.1: Breakdown of blocks replaced from the LLC according to the number 
of accesses they receive before eviction. 
system performance. 
Furthermore, Figure 4.2 shows that most LLC hits are to blocks having multiple 
reuses, which together with the aforementioned fact that most blocks inserted in 
the LLC do not experience any reuse, highly justify the idea of a content selector 
























































































































No Reuse Multiple Reuse 1 Reuse 
Figure 4.2: Breakdown of block hits at the LLC according to the number of accesses 
they have received before read. 
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4.1.2 Baseline system 
The memory hierarchy used in the baseline multi-core system includes two private 
levels (L1 and L2) and a last-level cache shared among all the cores. All caches 
are write-back, write-allocate and employ LRU as replacement policy. L1 and L2 
are inclusive while the LLC is non inclusive. 
The baseline management of this memory hierarchy is as follows: When a block 
is requested to Main Memory (MM), it is copied to the private cache levels of the 
requester core, but not to the LLC. During its lifetime at the private levels of the 
core, the block can be requested by other cores, in which case a copy will be sent 
from a private L2 cache to the L1-L2 caches of the requesting core, as dictated 
by the directory-based coherency mechanism (please refer to Section 4.2 for more 
details on the coherency mechanism). 
When a block is evicted from an L2 cache, the LLC is checked: In case the block 
is not present there (either because it has not been inserted yet or because it 
has already been inserted and evicted by the LLC replacement mechanism), it 
is inserted in the LLC; otherwise, if the block is already in the LLC, the block 
is updated or just discarded, depending on whether the block is dirty or clean 
respectively. Thus, in our hierarchy, LLC insertions never come from MM but from 
an L2, in a similar way to an exclusive policy. Note however that our mechanism 
diﬀers from an exclusive policy in that, as a result of a hit in the LLC, the block 
is copied to the private cache levels of the requester core, but maintained in the 
LLC. 
4.1.3 The Reuse Detector 
As explained earlier, several works have demonstrated that a notable percentage 
of the blocks inserted/updated in the LLC are in fact useless, as they are dead­
blocks [76], [77]. These useless blocks are harmful, as they might evict other blocks 
which could potentially be useful in the future, and moreover, they increase the 
amount of writes to the LLC, which in the context of NVMs is far from convenient, 
as explained in previous chapters. 
In this work we leverage the technique for reducing the amount of dead-blocks 
inserted/updated in the LLC [104] to improve the eﬃciency of an STT-RAM LLC. 
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In [104], the authors present a proposal that, in an exclusive memory hierarchy, 
reduces the amount of blocks inserted in a conventional LLC by around 90%. 
We apply this technique to a diﬀerent context, i.e., to a non-inclusive STT-RAM 
LLC design within a memory hierarchy where L1-L2 are inclusive. The exclusion 
policy employed in [104] implies that, upon a LLC hit, the block is copied to 
the private cache levels and removed from the LLC. In our case, the block is 
inserted in the LLC at the end of its usage in the private caches and remains 
in the LLC until eviction. For our purpose, we include an intermediate element 
between each private L2 cache, Last-Private-Level cache (LPL), and the shared 
LLC (Figure 4.3). A block evicted from the private L2 caches is targeted to 
the corresponding element, which we denote as Reuse Detector (RD), instead of 
accessing directly to the LLC as it would do in the baseline system. The RD 
decides whether to send the block to the LLC or not (i.e. to bypass the shared 
last-level cache), by means of a prediction about the future usefulness of the block. 
We must highlight that, being the RD out of the block request path to the LLC, 
it does not impact the LLC hit or miss latencies. 
For accomplishing the RD prediction, we apply Albericio's concept of reuse local­
ity [102], [103]. As such, if the evicted block from the L2 has never been requested 
to the shared LLC since the time it entered the cache hierarchy (i.e. it has never 
been reused at the LLC), the block is predicted as a dead-block and thus it by­
passes the LLC, directly updating MM (if the block is dirty) or being just discarded 
(if it is clean). Otherwise, if the block has been reused (i.e. it has been requested 
to the LLC at least once since the time it entered the cache hierarchy) and thus 
it is predicted as a non-dead-block, it is inserted/updated in the LLC. 
The RD consists of a FIFO buﬀer and some management logic. The buﬀer stores 
the addresses of the blocks evicted by the corresponding last-private-level cache 
in order to maintain their reuse state. Moreover, an extra bit, called reuse bit, is 
added to each cache line in the private levels. This bit distinguishes if the block was 
inserted at the private cache levels from the shared LLC or from another private 
cache level (reuse bit is 1), or main memory (reuse bit is 0). In the following 
sections, we analyze in detail the Reuse Detector operation and implementation. 

















Off chip memory 
Figure 4.3: Placement of a Reuse Detector between each private L2 level and the 
STT-RAM LLC. 
4.1.3.1 Reuse Detector operation 
As we said in a previous section, our proposal aims to reduce the amount of writes 
to the STT-RAM LLC and to improve the management of LLC blocks, which 
translate into performance improvement and energy consumption reduction on 
the system. 
Figure 4.4 shows a ﬂow diagram of a block request from a core to its associated 
private caches. If the request hits in L1 or L2 the reuse bit is untouched, and the 
block is copied in L1 if it was not there (inclusive policy). Otherwise, the request 
is forwarded to the LLC. If the access hits in the LLC, the block is provided to the 
core and copied in the private levels with the reuse bit set. If the access misses 
in the LLC but the coherency mechanism informs that the block is present in 
another private cache, the block is provided by that cache. In this case, the access 
114 4. Reuse Detector for STT-RAM LLCs 
is recognized as a reuse, so the reuse bits are also set. Finally, if no copy of the 
block is present in the cache hierarchy, it is requested to MM and copied in L1-L2 
with the reuse bit unset. 
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Figure 4.4: Block request and reuse bit management. 
Figure 4.5 shows a ﬂow diagram of a block eviction from an L2 cache (if required, 
the corresponding L1 cache is invalidated). When a block is evicted from a last­
private-level cache, its reuse bit is checked. If the reuse bit is set, it means that 
the block was inserted into the private caches either from the LLC or from another 
private cache after checking the LLC and the coherency mechanism. In any case, 
the block is considered as having been reused, and it should be inserted in the LLC 
(if not present yet) or just updated (if the block is dirty but it is already present 
in the LLC). Note that if the block is clean and already present in the LLC, it can 
just be discarded. If the reuse bit is unset (i.e. the block was brought into the 
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private caches directly for main memory) but the block's tag is found in the RD 
buﬀer, the block is also considered as having been reused, and thus it is handled as 
in the previous situation. Finally, if the reuse bit is unset and its tag is not present 
in the RD buﬀer, it means that the block is considered as not having been reused 
yet. In this case, the tag is inserted in the RD, and, based again on Albericio's 
observations [102], [103], the block should bypass the LLC, as it is predicted as a 
dead-block, and it should be sent to MM (if the block is dirty) or just discarded 




































Figure 4.5: Block eviction from a last-private-level cache and LLC insertion. 
4.1.3.2 Example 
For the sake of completeness, in this subsection we provide a straightforward ex­
ample illustrating the ﬂow of ﬁve memory blocks (A, B, C, D and E) through the 
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diﬀerent cache levels under a given access pattern. In this example, we consider 
a dual-core system (Core0 and Core1) with private ﬁrst level caches (L10 and 
L11), a shared second level cache (LLC), and the corresponding Reuse Detectors 
between both cache levels. In the example we assume a simpliﬁed conﬁguration 
where: 1) direct-mapped L1s, 2-way set associative RDs and a 4-way set associa­
tive LLC are considered; 2) all memory blocks map to the same L1 frame and to 
the same RD and LLC set; and 3) initially, all caches and RDs are empty. Next, 
we detail the access sequence of our example and show the contents of the memory 
hierarchy after each access in Figure 4.6. Note that we specify as a subindex the 
dirty bit followed by the reuse bit (Xd,r) for each block X in the private cache 
levels, and only the dirty bit (Xd) for each block X in the LLC. 
1.	 Core0 requests a word within block A for reading: The access misses in L10, 
it is forwarded to the LLC, and given that the access to LLC also misses and 
the block is not present in any other private cache, it is forwarded to MM. 
According to Figure 4.4, block A is copied to L10 with its reuse bit unset, 
and the requested word is provided to Core0. 
2.	 Core1 requests a word within block A for reading: The access misses in L11 
and LLC. However, the coherency mechanism informs that the block is at 
L10, so the request is forwarded to that cache. According to Figure 4.4, the 
block is copied to L11 and both reuse bits are set, as we recognize this access 
as an LLC reuse. 
3.	 Core1 requests a word within block B for reading: The access misses in L11 
and LLC, and the block is not present in any other private cache, so the 
request is forwarded to MM. According to Figure 4.4, block B is copied to 
L11 (replacing block A) with its reuse bit unset, and the requested word is 
provided to Core1. According to Figure 4.5, given that block A has its reuse 
bit set, it is inserted into the LLC. 
4.	 Core1 requests a word within block C for reading: Block C is inserted in L11 
and block B is replaced. As the reuse bit of block B was unset and its tag 
was not in RD1, according to Figure 4.5 the tag is stored in RD1 and, given 
that the block is clean, it is not inserted in the LLC but just discarded. 
5.	 Core1 requests a word within block B for reading: This access is handled 
analogously to the previous access. 
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1st 
Access 
L10 A0,0 L11 
RD0 RD1 
LLC 
Main Memory A B C D E 
2nd 
Access 
L10 A0,1 L11 A0,1 
RD0 RD1 
LLC 
Main Memory A B C D E 
3rd 
Access 
L10 A0,1 L11 B0,0 
RD0 RD1 
LLC A0 
Main Memory A B C D E 
4th 
Access 
L10 A0,1 L11 C0,0 
RD0 RD1 B 
LLC A0 
Main Memory A B C D E 
5th 
Access 
L10 A0,1 L11 B0,0 
RD0 RD1 B 
LLC A0 





L10 A0,1 L11 D0,0 
RD0 RD1 B 
LLC A0 B0 





L10 A1,1 L11 D0,0 
RD0 RD1 B 
LLC A0 B0 





L10 E0,0 L11 D0,0 
RD0 RD1 B 
LLC A1 B0 
Main Memory A B C 
C 
D E 
Figure 4.6: Example of the Reuse Detector operation. 
6.	 Core1 requests a word within block D for reading: Block D is inserted in 
L11 and block B is replaced. As the reuse bit of block B was unset but its 
tag was present in RD1, according to Figure 4.5 block B is inserted in the 
LLC. 
7.	 Core0 writes to a word within block A: The access hits in L10. The dirty 
bit for the block is set. 
8.	 Core0 requests a word within block E for reading: Block E is inserted in L10 
and block A is replaced. As the dirty bit of block A is set and A is already 
present in the LLC, the block is updated at this level. 
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4.1.3.3 Implementation details 
Although a typical set-associative design could be used for the RD implementation, 
where a whole block tag, a validity bit and some information related with the 
replacement policy is included for each line, as in [104], we use two techniques 
aimed at reducing the required space: sectoring and compression. A sector is a 
set of consecutive memory blocks aligned to the sector size. Storing sector tags 
in the RD allows to merge in a single line of the RD the information related with 
several blocks. Note that for each entry it is necessary to store a presence bit. For 
example, with a sector comprising 4-blocks, each line is made up of a tag derived 
from the sector address, a validity bit, some bits storing the replacement state and 
4 presence bits. 
The compression of the tags is achieved based on the following process: let t be 
the amount of bits of the full tag and c the amount of bits of the compressed tag, 
being t>c. We ﬁrst divide the full tag into several pieces, each of size c (the last 
piece is ﬁlled with 0s if necessary). Then, we xor all the pieces, obtaining the 
compressed tag. Note that each compressed tag is shared among various sectors, 
thus false positives are possible when non-reused blocks are delivered to the LLC. 
This situation does not cause a functional problem, but it may degrade system 
performance, so the value of c must be chosen carefully. 
As for the storage overhead of the RD implementation, i.e. the total amount 
of extra bits required compared to the baseline, we need the following hardware: 
Each RD has 1024 sets and 16 ways (our simulations reveal that this value provides 
similar performance to that of higher associativity values), and a sector size of 2 
blocks. Each RD entry requires 14 bits (10 for the compressed tag, 2 for the block 
presence, 1 for the replacement policy and 1 validity bit) as Figure 4.7 illustrates. 
Given that the amount of entries in the RD is 8K, the total extra storage required 











Figure 4.7: Reuse Detector entry.
 
Finally, as RD replacement policy we use a 1-bit FIFO. Again based on our sim­
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ulations, this scheme delivers a similar performance as other policies that would 
require more storage. In a FIFO policy, age information is updated only when a 
new address is inserted, and not during subsequent hits. This approach is fully 
consistent with the main RD buﬀer goal of detecting the ﬁrst reuse of a block. 
4.1.4 Reuse Detector vs DASCA 
In this section we brieﬂy discuss the main diﬀerences between the RD approach 
and the DASCA scheme (explained in Section 2.3.1). As for the operation of both 
approaches, note that the DASCA mechanism tries to predict dead writes based 
on a PC-based predictor. For this purpose, the PC signature of each block that 
accesses the LLC must be recorded. Conversely, the RD scheme tries to predict 
dead-blocks based on their reuse state. Our prediction is based on the addresses 
of the accessed data instead of the instruction addresses used in DASCA. Also, 
in our approach we directly store the mentioned addresses while in the DASCA 
scheme the authors employ a PC-signatures table which is trained by an auxiliary 
cache that works in parallel with the conventional cache. 
4.2 Experimental framework 
For our experiments we use the gem5 simulator [92] and we employ the ruby 
memory model, speciﬁcally the MOESI_CMP-directory coherence policy provided 
by the simulator, this protocol supports multiple chips and 2-level caches (the 3­
level cache support had to be added), also it is a non-inclusive (neither strictly 
inclusive nor exclusive) hierarchy. It is worth noting that we focus on a MOESI 
policy since protocols with owned state (e.g. MOESI and MOSI) are able to reduce 
the number of writes to the LLC, as demonstrated by Chang et al. [78]. We modify 
the coherence protocol, encoding the proposed reuse detector. We simulate both 
a single and a multi-core scenario. For the sake of a better accuracy in both 
scenarios, an O3 processor type (detailed mode of simulation) was used. 
The main features of both the processor and the memory hierarchy are shown in 
Table 4.1. The network used is a crossbar modeled with Garnet [105], a detailed 
interconnection network model inside gem5. As explained above, for the evaluation 
of our proposed RDs we implement them in the cache hierarchy modifying the co­
herence protocol. For modeling the DRAM main memory we use DRAMSIM2 [93]. 
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We adapt the LLC read and write latencies according to the STT-RAM target. 
Both latencies and energy consumption values are obtained from NVSim [39] for 
a 1MB (1 bank) cache and are illustrated in Table 4.2. For scaling the LLC to 
larger sizes, we multiply the leakage power by the number of cores. 
Parameter Value 
Architecture x86 
CPUS 1/4/8, 2GHz 
Pipeline 8 Fetch, 8 Decode, 8 Rename, 8 Issue/Execute/Writeback, 8 Commit 
Registers Integer (256), Floating Point (256) 
Buﬀers Reorder Buﬀer (192), Instruction Queue (64) 
Branch Predictor TournamentBP 
Functional Units IntALU=6, IntMulDiv=2, FPALU=4, FPMultDiv=2, SIMD-Unit=4, RdWrPort=4, IprPort=1 
Private Cache L1 D/I 32 KB, 8 ways, LRU repl., Block Size 64B, Access Latency 2 cycles, SRAM 
Private Cache L2 D/I 256 KB, 16 ways, LRU repl., Block Size 64B, Access Latency 5 cycles, SRAM 
Interconnection Crossbar network, modeled using Garnet, latency 3 cycles 
Shared Cache L3 1 bank/1MB/core, 16 ways, LRU repl., Block Size 64B, R/W Latency 6/17 cycles, STT-RAM 
DRAM 2 Ranks, 8 Banks, 4kB Page Size, DDR3 1066MHz 
DRAM Bus 2 channels with a 8 bus of 8 bits 
Table 4.1: CPU and memory hierarchy speciﬁcation. 
Parameter Value 
Hit Latency (ns) 5.61 
Miss Latency (ns) 1.75 
Write Latency (ns) 16.5 
Hit Dynamic Energy (nJ) 0.32 
Miss Dynamic Energy (nJ) 0.19 
Write Dynamic Energy (nJ) 1.31 
Leakage Power (mW) 3.09 
Table 4.2: Latencies and energy consumption of an 1MB (1 bank) STT-RAM 
cache using 22nm technology. 
Our experiments make use of the SPEC CPU2006 benchmark suite [91]. When we 
evaluate our proposal in a single-core scenario (LLC 1MB size) we employ reference 
inputs and simulate 1 billion instructions from the checkpoint determined using 
PinPoints [96]. Note that results from 4 out of 29 benchmarks are not considered in 
the evaluation section due to experimental framework constraints. We also report 
results of 28 multiprogrammed mixes employing SPEC CPU2006 programs in both 
4 and 8-CMP systems with 4 and 8MB shared LLC sizes, respectively. In both 
cases, we fast forward 100M instructions, warm up caches for 200M instructions 
and then report results for at least 500M instructions per core. 
For selecting the aforementioned multiprogrammed mixes, we employ an analogous 
methodology to the one used in the previous chapter, but, in this case, based on 
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the amount of writes to LLC instead of the amount of writes to main memory: 
we execute each benchmark alone, using an LLC of 1MB and without any reuse 
detector, and we measure the amount of LLC writes that it generates. We then 
obtain for each benchmark the number of writes to LLC per 1000 instructions 
ratio (WPKI). Based on these values, we include each benchmark into the high, 
medium or low category. Speciﬁcally, the high category includes benchmarks with 
a WPKI higher than 8, the medium those with a WPKI satisfying 1 < WPKI < 8 
and ﬁnally, in the low category we include the programs with a WPKI lower than 
1. Table 4.3 shows this classiﬁcation. Based on this classiﬁcation, and as we 
will further detail in Section 4.3, we build some mixes made up of programs with 
high WPKI, some with medium WPKI, some with low WPKI, and some combining 
applications from diﬀerent WPKI categories trying to ﬁll most of the combinations 
high-medium, high-low, medium-low and high-medium-low. Tables 4.4 and 4.5 
show the built mixes for the 4-core and 8-core CMP system, respectively. 
High Medium Low 
lbm, mcf, libquantum, bwaves, bzip2, soplex, gcc, wrf, astar, gromacs, calculix, h264ref, tonto, 
milc, cactusADM, zeusmp, lelie3d hmmer, xalancbmk, gobmk, perlbench omnetpp, namd, sphinx3, GemsFDTD 
Table 4.3: Benchmark characterization according to the number of LLC writes per 
Kinstruction (WPKI). 
4.2.1 Energy model 
The DRAM energy is obtained directly from the simulator. For computing the 
LLC energy we employ a model that includes both dynamic and static contribu­
tions. The static component is calculated using NVSim [39], which reports the 
leakage number for 1MB LLC. Thus, we multiply that number by the execution 
time and the number of cores to obtain the total static energy. In the case of 
the dynamic component, we again use NVSim for determining the dynamic en­
ergy consumption per access to the LLC. Then, we compute the dynamic energy 
consumption as follows: 
Dynamic Energy = HLLC ∗ HELLC + WLLC ∗ WELLC + MLLC ∗ MELLC 
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Mixes Applications 
H0 cactusADM, libquantum, mcf, leslie3d 
H1 cactusADM, bwaves, leslie3d, milc 
H2 mcf, milc, zeusmp, libquantum 
H3 lbm, leslie3d, bwaves, cactusADM 
M0 xalancbmk, gobmk, soplex, bzip2 
M1 wrf, xalancbmk, gcc, perlbench 
M2 gcc, soplex, hmmer, gobmk 
M3 perlbench, gobmk, wrf, astar 
L0 GemsFDTD, sphinx3, namd, calculix 
L1 omnetpp, gromacs, tonto, h264ref 
L2 omnetpp, GemsFDTD, sphinx3, calculix 
L3 tonto, namd, gromacs, h264ref 
HM0 zeusmp, milc, astar, gcc 
HM1 lbm, libquantum, gobmk, leslie3d 
HM2 zeusmp, gobmk, gcc, milc 
HM3 mcf, soplex, xalancbmk, bwaves 
HL0 cactusADM, leslie3d, bwaves, omnetpp 
HL1 lbm, omnetpp, bwaves, libquantum 
HL2 namd, gromacs, lbm, leslie3d 
HL3 GemsFDTD, leslie3d, omnetpp, milc 
ML0 sphinx3, tonto, gromacs, perlbench 
ML1 hmmer, wrf, h264ref, gromacs 
ML2 GemsFDTD, perlbench, wrf, namd 
ML3 xalancbmk, soplex, sphinx3, tonto 
HML0 hmmer, h264ref, omnetpp, mcf 
HML1 milc, GemsFDTD, hmmer, h264ref 
HML2 GemsFDTD, milc, bzip2, wrf 
HML3 GemsFDTD, leslie3d, xalancbmk, bwaves 
Table 4.4: SPEC 2006 multiprogrammed mixes for the 4-core CMP. 
where HLLC , WLLC and MLLC denote the number of hits, writes and misses in 
the LLC respectively, and HELLC , WELLC and MELLC correspond to the energy 
consumption of a hit, a write and a miss in the LLC respectively. 
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Mixes Applications 
H0 mcf, milc, zeusmp, cactusADM, leslie3d, lbm, bwaves, libquantum 
H1 cactusADM, libquantum, mcf, leslie3d, cactusADM, bwaves, leslie3d, milc 
H2 cactusADM, bwaves, leslie3d, milc, mcf, milc, zeusmp, libquantum 
H3 mcf, milc, zeusmp, libquantum, lbm, leslie3d, bwaves, cactusADM 
M0 xalancbmk, gobmk, soplex, astar, gcc, perlbench, hmmer, wrf 
M1 xalancbmk, perlbench, soplex, bzip2, wrf, xalancbmk, gcc, perlbench 
M2 soplex, xalancbmk, gcc, perlbench, gobmk, soplex, hmmer, gobmk 
M3 perlbench, 445.gobmk, 481.wrf, 473.astar, 481.wrf, 450.soplex, 456.hmmer, 445.gobmk 
L0 GemsFDTD, sphinx3, namd, calculix, h264ref, tonto, gromacs, omnetpp 
L1 GemsFDTD, sphinx3, namd, calculix, omnetpp, gromacs, tonto, h264ref 
L2 omnetpp, gromacs, tonto, h264ref, tonto, namd, gromacs, h264ref 
L3 omnetpp, GemsFDTD, sphinx3, calculix, tonto, namd, gromacs, h264ref 
HM0 cactusADM, leslie3d, libquantum, mcf, xalancbmk, gobmk, soplex, bzip2 
HM1 zeusmp, milc, lbm, mcf, wrf, hmmer, perlbench, gcc 
HM2 libquantum, bwaves, milc, cactusADM, soplex, astar, gobmk, perlbench 
HM3 leslie3d, lbm, cactusADM, zeusmp, gobmk, soplex, gcc, wrf 
HL0 cactusADM, leslie3d, libquantum, mcf, GemsFDTD, sphinx3, namd, calculix 
HL1 zeusmp, milc, lbm, mcf, h264ref, tonto, gromacs, omnetpp 
HL2 libquantum, bwaves, milc, lbm, GemsFDTD, sphinx3, h264ref, tonto 
HL3 leslie3d, lbm, cactusADM, zeusmp, namd, calculix, gromacs, omnetpp 
ML0 xalancbmk, gobmk, soplex, bzip2, GemsFDTD, sphinx3, namd, calculix 
ML1 astar, perlbench, hmmer, wrf, h264ref, tonto, gromacs, omnetpp 
ML2 xalancbmk, gobmk, gcc, perlbench, GemsFDTD, sphinx3, gromacs, omnetpp 
ML3 soplex, bzip2, hmmer, wrf, h264ref, tonto, namd, calculix 
HML0 cactusADM, leslie3d, bwaves, xalancbmk, gobmk, soplex, GemsFDTD, sphinx3 
HML1 libquantum, mcf, lbm, h264ref, astar, perlbench, namd, calculix 
HML2 milc, zeusmp, cactusADM, hmmer, wrf, xalancbmk, h264ref, tonto 
HML3 mcf, milc, leslie3d, namd, soplex, perlbench, gromacs, omnetpp 
Table 4.5: SPEC 2006 multiprogrammed mixes for the 8-core CMP. 
4.3 Evaluation 
This section evaluates how well RD and DASCA behave when managing an STT­
RAM LLC, both in terms of performance and energy consumption of LLC and 
main memory. Single, four and eight core systems are examined in Sections 4.3.1, 4.3.2, 
and 4.3.3, respectively. 
4.3.1 Evaluation in a single-core scenario 
First, we show the number of writes to the LLC that each evaluated proposal 
involves as well as the performance delivered. Then, we focus on the involved 
energy consumption in both the STT-RAM and the main memory according to 






















































































































4. Reuse Detector for STT-RAM LLCs 
graphs shown in this section report individual data for each benchmark, adding at 
the right end the geometric mean of all data (labeled as GMEAN ) and the geo­
metric mean of the eight most write-intensive benchmarks, according to Table 4.3 
(labeled as HIGH ). 
4.3.1.1 Write ﬁltering 
Figure 4.8 illustrates the number of writes to the STT-RAM LLC generated by 
the DASCA scheme and our proposal (using a RD of 8K entries) normalized to a 







D ASCA RD 
Figure 4.8: Number of writes to the STT-RAM LLC normalized to the baseline: 
SPEC CPU2006 suite. 
As shown, our proposal signiﬁcantly outperforms DASCA. Notably, in 20 out of 
25 benchmarks evaluated the Reuse Detector exhibits higher ability in cutting 
the write traﬃc to the STT-RAM LLC. Overall, the block bypassing decisions 
commanded by RD reduce the number of LLC writes with respect to the baseline 
system around 90% whereas DASCA just achieves a 65% reduction. In addition, 
if we zoom just in the 8 programs with the highest WPKI numbers (those labeled 
as high in Table 4.3), RD reduces the number of LLC writes by around 98% with 
























































































































Apart from the goal of decreasing the STT-RAM LLC energy consumption (quan­
tiﬁed later in this section), it is clear that energy eﬃciency should not come at 
the expense of a performance drop. Thus, to further evaluate the beneﬁts of RD, 









Figure 4.9: Performance (Instructions per Cycle) normalized to the baseline: 
SPEC CPU2006 suite. 
Overall, our scheme performs moderately better than DASCA: RD delivers 1.9% 
performance improvement compared to the baseline while DASCA just improves 
IPC by 0.3%. If we focus on the write-intensive applications RD clearly outper­
forms DASCA, achieving performance improvements of 5% and 1.4%, respectively. 
This reveals, as we will conﬁrm later in the multi-core environment, that our ap­
proach works especially well for those applications for which the amount of writes 
to the LLC is higher, both in terms of write reduction and performance improve­
ment. 
4.3.1.3 Energy savings 
Figure 4.10 shows the total energy savings (adding both the dynamic and the 
static components) in the LLC. Overall, our proposal reports 41% energy reduc­






















































































































4. Reuse Detector for STT-RAM LLCs 
write-intensive programs, the numbers are 65% and 54%, respectively. If we split 
the total energy savings with respect to the baseline into the dynamic and static 
parts, our proposal achieves a 60% reduction in the dynamic part considering all 
the applications (75% for the high programs), while DASCA obtains 50% (64% 
for the high benchmarks). As for the static part, RD is able to obtain 2% en­
ergy savings (around 5% for the high programs), while DASCA just achieves 0.3% 
(1.4% for the write-intensive applications). Note that avoiding LLC writes reduces 
dynamic energy, whereas improving performance translates into static energy sav­
ings. It is also worth noting that, as Figure 4.11 illustrates, the dynamic energy 
consumption in the LLC of the baseline system is, for most of the applications 
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Figure 4.10: Energy consumption in the LLC normalized to the baseline: SPEC 
CPU2006 suite. 
Finally, we have also explored the impact on the energy consumption in the DRAM 
main memory. In Figure 4.12, we show the results for all the applications. As 
expected, the DRAM energy reduction follows the trend of performance improve­
ment. Overall, our proposal manages to reduce the DRAM energy consumption 
by 2.1% (5.3% for the write-intensive programs) with respect to the baseline, while 















































































































































































































































Figure 4.11: Breakdown of energy consumption in the LLC into the static and 








Figure 4.12: Energy consumption in the DRAM normalized to the baseline: SPEC 
CPU2006 suite. 
4.3.1.4 Discussion 
If we zoom into speciﬁc benchmarks, there are some special cases that deserve 
further detail to get a deeper insight. Note that globally, the relative trend shown 
for each benchmark in the amount of writes to the LLC between our approach and 
DASCA, is quite stable in the energy consumption diﬀerences, although modulated 
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with the relative performance numbers. However, there are some few exceptions 
such as namd, GemsFDTD or omnetpp, where RD is able to reduce the amount 
of LLC writes signiﬁcantly more than DASCA but the energy savings and also 
the performance improvements obtained by both techniques are almost the same 
(and quite low compared to the baseline) in all these three cases. The reason 
is that these programs are three of the four benchmarks that exhibit the lowest 
values of WPKI, so, although the write reductions that RD achieves in relative 
terms compared to DASCA is signiﬁcant for these applications, the corresponding 
reduction in absolute values are very modest, and therefore the impact on the 
energy is almost negligible. 
Also, in other applications such as mcf , cactusADM or hmmer , our approach is 
able to report IPC numbers signiﬁcantly higher than those of DASCA, while both 
techniques exhibit quite similar write reduction capabilities. In order to explain 
that, ﬁrst note that there are many diﬀerent aspects involved in the system per­
formance delivered. Among others, one key aspect is that reducing the amount of 
writes to the LLC is not suﬃcient in itself to guarantee performance improvements: 
although the main goals when bypassing blocks from the LLC to main memory 
are both to save energy and improve performance by increasing the hit rate in 
the LLC, obviously the bypassing may fail in the sense that a bypassed block 
could be referenced again soon, leading to a LLC miss and even a performance 
drop with respect to the case where bypassing is not carried out. Thus, for all 
these three benchmarks, the experimental data reveal that with our proposal the 
amount of hits in the LLC clearly outperforms both the baseline and the DASCA 
mechanism. Notably, the amount of LLC hits experienced in the cactusADM and 
mcf programs are 7.23x and 2x the values obtained in the baseline, while DASCA 
obtains 1.89x and 0.89x, respectively. Also, the amount of misses in the LLC is 
lower than in the baseline and DASCA, with values ranging between 0.77-0.87x 
those obtained in the baseline. Considering all the evaluated benchmarks, RD is 
able to augment the amount of hits around 7% with respect to the baseline (40% 
if we only consider the write-intensive applications) while DASCA experiences no 
increment when considering all the benchmarks and 23% for the high applications. 
At a ﬁrst glance, the behavior of the libquantum application may seem somehow 
strange: Neither RD nor DASCA are able to signiﬁcantly reduce the amount of 
writes to the LLC; however this benchmark running under RD reports a perfor­
mance improvement of 7% with respect to the baseline, while performance remains 
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largely unchanged under DASCA. In addition, and as one would expect since the 
number of bypasses is low, the number of hits in the LLC is practically the same in 
the three policies. The reason to explain the performance improvement lies in the 
LLC bank contention due to the write activity: this application is by far the most 
stalled one due to write contention. Thus, although the write reduction is very 
limited with our scheme, it is enough to reduce stalls with respect to the baseline 
by around 8%, which in absolute numbers implies a huge number of this kind of 
situations avoided, which leads to the performance improvement obtained. 
Conversely, although other benchmarks such as gromacs, calculix or wrf exhibit 
moderate LLC write reduction with RD and DASCA, they all perform worse 
than in the baseline. For these three programs the amount of hits experienced 
in the LLC is, in RD and DASCA, lower than in the baseline, which suggests 
that the bypassing performed is not eﬃcient for these benchmarks. Recall that 
the energy savings achieved in the LLC as a consequence of the reduction in the 
number of writes performed in this cache level may be partially oﬀset with the 
performance drop derived from the increment in the amount of LLC misses, as 
in these three programs occurs. Note also that, although the write operations 
are outside the critical path, the performance improvement derived from avoiding 
the long write operations may be mitigated if bank contention exists between the 
writes eﬀectively performed. 
4.3.2 Evaluation in a 4-core CMP system 
In this section we extend the single-core analysis performed in the previous section 
to a more up-to-date environment: a multi-core scenario where the LLC is shared 
among diﬀerent cores. For this purpose, we measure again the number of writes to 
the shared LLC (4MB), the performance and the energy consumption in both the 
STT-RAM LLC and the DRAM main memory for RD and DASCA, and report 
results normalized to the baseline. However, as done in the Chapter 3, we employ in 
this scenario the geometric mean of the number of writes and energy consumption 
(per application) divided by the total number of instructions executed. 
We employ 28 mixes made up of applications from the SPEC CPU2006 suite chosen 
accordingly to the WPKI categories illustrated in Table 4.3. First, we randomly 
compose three groups of 4 mixes each made up of applications belonging to just 
one WPKI category (mixes referred to as Hi, Mi and Li for high, medium and 
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low WPKI respectively). Then, we build 16 more mixes merging applications 
with WPKI corresponding to diﬀerent categories and trying to construct them 
in a balanced and homogeneous fashion. Again, the workload name encodes the 
WPKI categories of the applications. For example, HL2 is the third mix we build 
consisting of some applications with high WPKI and some applications with low 
WPKI. The detailed mixes are illustrated in Table 4.4. Most graphs in this section 
report results considering all the mixes (GMEAN), just the 4 Hi most write­
intensive mixes (HIGH), the 4 Hi and the 4 HMi mixes together (H+HM), the 4 
Hi, the 4 HMi and the 4 HMLi mixes together (H+HM+HML) and all the mixes 
including a high program (SomeH). 
4.3.2.1 Write ﬁltering 
Figure 4.13 illustrates the number of writes to the STT-RAM LLC generated when 
using DASCA and an 8K-entry RD per core normalized to a baseline STT-RAM 
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Figure 4.13: Number of writes to the STT-RAM LLC normalized to the baseline 
in a 4-core CMP system. 
The experimental results reveal that RD exhibits a signiﬁcantly greater ability to 
decrease the amount of writes to the LLC than DASCA. Notably, in 25 out of 
the 28 mixes evaluated RD outperforms DASCA. Overall, the number of writes in 
the baseline system gets reduced to 26% by using RD, in contrast with DASCA 
where it gets reduced to just 40%. As for the write-intensive mixes (HIGH) the 
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RD and DASCA make around 22% and 34% of the writes the baseline performs, 
respectively. 
4.3.2.2 Performance 
In order to evaluate performance when executing multiprogrammed workloads, we 
analyze, as done in the Chapter 3, the Instruction Throughput (IT) metric. The 
IT metric is deﬁned as the sum of all instructions committed per cycle in the entire 
nchip (
�
i=1 IPCi, being n the number of threads). Figure 4.14 illustrates the IT 
that each evaluated policy delivers normalized to the baseline. 
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Figure 4.14: Instruction throughput normalized to the baseline in the 4-core CMP 
system. 
As shown, RD moderately outperforms DASCA. This is a key contribution of 
RD, since our approach, managing to reduce the amount of writes to the shared 
LLC to a greater extent than DASCA, is also able to deliver higher performance 
(which also allows to report higher energy savings in both the LLC and the main 
memory as shown later). The data reveal that, overall, RD improves performance 
by around 3% compared to the baseline, while DASCA just improves it by around 
1.2%. Moreover, we can observe that, in almost all of the 28 mixes evaluated 
(except mainly those mixes made up of benchmarks with a reduced WPKI, those 
labeled as low, where the performance of both techniques essentially matches that 
of the baseline), our technique performs better. Zooming into particular mixes, 
the results reveal that RD performs especially better than DASCA in those mixes 
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made up of write-intensive applications. Thus, our approach reports a performance 
improvement of more than 7% when considering just the Hi mixes while DASCA 
just reports 1.7% IT improvement with respect to the baseline. Also, RD delivers 
signiﬁcantly higher performance than DASCA and the baseline for those mixes 
which contain any application with high WPKI. 
4.3.2.3 Energy savings 
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Figure 4.15: Energy consumption in the LLC normalized to the baseline in the 
4-core CMP system. 
Figure 4.15 illustrates the energy savings in the LLC. As in the single-core scenario, 
the graph follows a similar relative trend between our approach and DASCA to the 
one observed in the write reduction numbers (Figure 4.13), just slightly modulated 
with the performance numbers since, as shown in Figure 4.16, the dynamic contri­
bution to the energy consumption in the LLC is higher than the static part (except 
in the mixes made up of applications with low WPKI only), so that the ability to 
reduce the amount of writes to the LLC (dynamic contribution) impacts the total 
energy consumption more than the ability to improve performance, which mainly 
aﬀects the static contribution. Overall, our proposal reports around 40% energy 
reduction in the STT-RAM LLC compared to the baseline while DASCA reduces 
it by around 33%. If we zoom into the write-intensive mixes, RD and DASCA are 
able to save around 50% and 43% of LLC energy consumption, respectively. If we 
break the LLC energy numbers down into the static and dynamic contributions, 
our results reveal that, overall, RD is able to reduce –considering all mixes– the 
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static energy part by around 2.7% with respect to the baseline (around 6% for the 
write-intensive mixes) while DASCA reduces the static contribution by 1.2% (1.7% 
for the high mixes). In addition, our approach reports dynamic energy savings of 
around 56% (61% for the high mixes) while DASCA numbers are 46% (53% for 











































Figure 4.16: Breakdown of energy consumption in the LLC into the static and 
dynamic contributions for the baseline in the 4-core CMP system. 
Also, we explore the energy savings obtained in the DRAM main memory, where 
the leakage contribution has far greater signiﬁcance than in the STT-RAM LLC, 
so that the trends obtained essentially follow those of the IT graph, but in-
verted (higher performance translates into lower DRAM energy consumption). 
Figure 4.17 illustrates that RD manages to additionally reduce the energy con­
sumption of the main memory by around 6.3% on average compared to the base­
line (8.3% for the write-intensive mixes), while DASCA barely reaches a 4% energy 
reduction (around 2% for the high mixes), mainly due to the higher performance 
improvement that our proposal exhibits. 
4.3.2.4 Discussion 
For the sake of clarity, we next explain where the performance improvements of our 
technique come from. First, as Figure 4.13 illustrated earlier, the write reductions 
to the LLC that RD achieves are greater than those of DASCA. Second, and more 
importantly, as Figure 4.14 reveals, the bypasses dictated by RD translate into 
a higher performance than those of DASCA. As in the single-core scenario, the 
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Figure 4.17: Energy consumption in the DRAM normalized to the baseline in the 
4-core CMP system. 
rationale behind that is related with the hit rate experimented in the LLC with 
both schemes. Figure 4.18 illustrates the amount of hits in the LLC per kilo 























































Figure 4.18: Amount of LLC hits per kilo instruction normalized to the baseline 
in the 4-core CMP system. 
The results reveal that in most of the mixes evaluated the amount of hits in the 
LLC is higher under our approach than using DASCA. Again, this is especially 
evident for the case of the mixes including write-intensive applications such as 
H1, H3 and HL2 where the number of hits is 2.87x, 2.45x and 1.37x those of the 
baseline, respectively. This is the key to explain our performance improvements: 
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the eﬃcient management of the LLC contents by exploiting the reuse locality. In 
addition, there are other factors that also contribute to the throughput gain such 
as less write operations to the LLC, less main memory accesses, and increased 
row buﬀer hit rates. In order to perform a deeper comparison between RD and 
DASCA, Table 4.6 recaps the average values of diﬀerent metrics involved in the 
performance delivered by both techniques, normalized to those of the baseline. As 
shown, our scheme improves DASCA and the baseline (especially in the data from 
















1.00/1.05 1.04/1.09 1.03/1.00 1.00/1.05 1.03/1.06 0.37/0.15 
RD (All/High) 0.95/0.93 1.16/1.63 1.04/1.01 0.97/0.98 0.95/0.94 0.21/0.08 
Table 4.6: Average (geomean) values of diﬀerent metrics normalized to the baseline 
in the 4-core CMP system. 
As in the single-core scenario, next we zoom into particular mixes that need fur­
ther detail to get a better understanding. First, in some mixes such as H0, HM3 
or HML0, we can observe that the DASCA scheme is able to reduce the amount 
of writes to the shared LLC and also the energy consumption in the STT-RAM 
more than our scheme does (Figures 4.13 and 4.15). Conversely, the RD manages 
to deliver a higher throughput than DASCA (Figure 4.14). However, these per­
formance improvements our approach achieves are not enough to oﬀset the higher 
energy savings in the LLC that the DASCA scheme reports for these mixes as a 
consequence of the lower number of writes to the STT-RAM. 
Second, data for mix L2 reveal that the RD is able to reduce the amount of 
writes to the LLC much more than DASCA with respect to the baseline (81% vs. 
48%). However, this great diﬀerence translates into just 22% of energy savings 
in RD vs. 13% of DASCA. As shown, the diﬀerence between both policies has 
been signiﬁcantly reduced due to the low contribution of the dynamic energy to 
the total energy consumption in the LLC that this mix exhibits, as Figure 4.16 
illustrates. 
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4.3.2.5 Sensitivity to Reuse Detector size 
The RD size is a key design aspect of our proposal. In order to evaluate its 
impact we show in Figure 4.19 the amount of writes to the LLC, the Instruction 
Throughput and the energy consumption in both the LLC and the main memory 







Writes LLC IT Eng. LLC Eng. DRAM 
8K-All 16K-All 32-All 64K-All 8K-High 16K-High 32K-High 64K-High 
Figure 4.19: Writes to LLC, IT and energy consumption in both LLC and main 
memory normalized to the baseline for diﬀerent RD sizes per core in the 4-core 
CMP system. 
As shown, the major impact is observed on the capability to reduce the number of 
writes in the LLC, ranging from an average reduction of 74% with respect to the 
baseline when an 8K-entry RD per core is employed (78% for the write-intensive 
mixes) to a reduction of around 56% for a 64K-entry RD per core (60% for the 
high mixes). Note that maybe these data might appear contradictory at ﬁrst 
sight. However, they are not: As the size of RD increases, it also augments the 
probability that a block ﬁnds its tag in the RD, so the probability of bypassing 
decreases, leading to a minor reduction of writes to the LLC. We can also observe 
a moderate impact on the average energy consumed in the LLC, with values in 
the range 60-67% as the size of RD gets increased: again, note that these numbers 
follow a similar trend to those exhibited by the amount of writes. Finally, the 
impact on the performance and the energy consumption of the main memory is 
highly reduced, falling the average IT variations into a small range of 1% (4% for 
the write-intensive mixes) and the average DRAM energy variations into a range 
of 1.5% (5% for the write-intensive mixes). 
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4.3.2.6 Overhead analysis 
In Section 4.1.3.3 we outlined that an 8K-entry RD for a 1MB LLC requires an 
extra storage of 14KB, which represents a 1.37% overhead with respect to the 
LLC size. In this section we previously noted that for the 4-CMP system under 
evaluation (4MB shared LLC) we employ an 8K-entry RD per core. The reason is 
that we are maintaining for each evaluated system the same overhead (1.37%) with 
respect the LLC size. Therefore, in the 8-CMP evaluated later, we also employ an 
8K-entry RD per core. Hence, the total extra storage (overhead) of RD is 56KB 
and 112KB for the 4-CMP and 8-CMP systems respectively, representing in all 
cases a 1.37% overhead with respect to the LLC size. 
4.3.2.7 RD in a two-level cache hierarchy 
We have evaluated the operation of our proposal in a three-level cache hierarchy 
since most current multi-core processors employ this conﬁguration. Furthermore, 
two private levels are more likely to ﬁlter more temporal locality than just one 
private level. However, for a fair comparison, we have also evaluated our proposal 
and the DASCA scheme in a conﬁguration with just two cache levels. Notably, 
we reproduce the same conﬁguration (4-CMP) used by the authors in [76] when 
presenting the DASCA technique (32 KB IL1 and DL1 as private caches and a 















0.67/0.79 1.01/1.03 0.81/0.85 0.97/0.96 0.98/1.01 
RD (All/High) 0.55/0.75 1.03/1.04 0.74/0.82 0.95/0.95 0.98/1.00 
Table 4.7: Average (geomean) values of diﬀerent metrics normalized to the baseline 
in the 4-core CMP system with two cache levels. 
As shown, RD maintains a higher capability than DASCA (around 12-14% higher) 
in reducing the amount of writes to the LLC. However, as expected, the amount 
of writes avoided (and also the hits experienced in the LLC) is signiﬁcantly lower 
than the one exhibited in an scenario with 3 cache levels. Recall that this is 
due to the fact that, with two cache levels only, most temporal locality has not 
been ﬁltered by the ﬁrst level, so the last-level should not only seek to exploit 
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reuse locality. Also, as a consequence of this lower capability in cutting the write 
traﬃc to the LLC, the energy savings achieved in the shared L2 are signiﬁcantly 
lower than those obtained with three cache levels, although RD still reports better 
numbers than DASCA. Finally, RD again improves the Instruction Throughput 
to a greater extent than DASCA, and consequently also delivers higher energy 
savings in the main memory. Note that we have also evaluated 28 mixes in this 
conﬁguration following the same criteria explained earlier, but they are not exactly 
the same as in the three-level cache hierarchy experiments since the WPKI values 
that the benchmarks exhibit do not match those of the three-levels conﬁguration 
and therefore some programs changed the category (high, medium or low) in which 
they were classiﬁed. 
4.3.3 Evaluation in an 8-core CMP system 
In this section we illustrate and analyze the main results obtained when using 
RD and DASCA in an 8-core CMP system with an 8MB shared LLC. Like in the 
previous section, in this scenario we create 28 mixes following the same criteria as 
in a 4-CMP system. The mixes evaluated are shown in Table 4.5. In this section 
we will not zoom into the details as we did in the previous section (Section 4.3.2), 
but will only describe the average results and main trends. Given that a detailed 
analysis of the 8-core system would show similar results as the 4-core scenario, in 
this section we will not zoom into details but will only describe the average results 
and main trends. 
4.3.3.1 Write ﬁltering 
Figure 4.20 illustrates the number of writes to the STT-RAM LLC generated with 
DASCA and with RD (assuming an 8K-entry RD per core). Both schemes are 
normalized to a baseline STT-RAM without any content selection mechanism. 
Similarly to the results for the 4-core scenario, the experimental results reveal 
that RD just performs 41% of the writes in the baseline scheme, whereas DASCA 
produces 52% of the writes that the baseline did. For the write-intensive mixes, 
RD and DASCA reduce the amount of writes compared to the baseline in 44% 
and 35% respectively. 
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Figure 4.20: Number of writes to the STT-RAM LLC normalized to the baseline 
in the 8-core CMP system. 
4.3.3.2 Performance 
As we did in Section 4.3.2.2, we employ the Instruction Throughput (IT) to eval­
uate the performance when executing multiprogrammed workloads. Figure 4.21 
illustrates the IT that each evaluated policy delivers normalized to the baseline. 
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Figure 4.21: Instruction throughput normalized to the baseline in the 8-core CMP 
system. 
Similarly to the results obtained for a 4-core CMP system, RD outperforms DASCA 
in the 8-core scenario. Moreover, in the 8-core scenario, higher performance im­
provements are achieved in both schemes over the baseline. The results reveal 
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that RD improves performance by around 7% compared to the baseline, while 
DASCA improves it by around 4%. As for write-intensive mixes, RD improves 
the baseline by 20% and DASCA by 11%. As shown in Figure 4.21, RD signiﬁ­
cantly overcomes DASCA and the baseline scheme in those mixes which contain 
any application with high WPKI. 
4.3.3.3 Energy savings 
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Figure 4.22: Energy consumption in the LLC normalized to the baseline in the 
8-core CMP system. 
Figure 4.22 illustrates the energy savings in the shared LLC. In general, the re­
sults in the 8-core scenario follow the trend observed for the 4-core environment. 
Speciﬁcally, RD reports around 34% energy reduction in the STT-RAM LLC com­
pared to the baseline while DASCA reduces energy by around 29%. In the case of 
write-intensive mixes, both RD and DASCA reduce the LLC energy consumption 
by 34% and 28%, respectively. Analyzing the static and dynamic contributions 
on the LLC energy consumption, overall, RD is able to reduce –for all mixes– the 
static energy part by around 6% with respect to the baseline (around 15% for the 
write-intensive mixes) while DASCA reduces the static contribution by 4% (10% 
for the high mixes). In addition, our approach reports dynamic energy savings of 
around 45% (36% for the high mixes) while DASCA numbers are 38% (30% for 
the high mixes). Note that mixes made up of applications with low WPKI exhibit 
the lowest energy savings across the board. This is consistent with the modest 
write reduction they report and especially with the high contribution of the static 
141 4.3. Evaluation 











































Figure 4.23: Breakdown of energy consumption in the LLC into the static and 
dynamic contributions for the baseline in the 8-core CMP system. 
Figure 4.24 illustrates the energy savings obtained in the DRAM main memory, 
where it is shown that RD reduces the energy consumption of the main memory 
by around 6% on average compared to the baseline (3% for the write-intensive 
mixes), while DASCA reaches a 3% energy reduction and actually wastes more 
energy, around 6%, for the high mixes. This energy waste may look surprising, 
given that DASCA is able to reduce the number of writes with respect to the 
baseline in more than 35% and to deliver a performance improvement higher than 
10%. However, this can be explained by the fact that DASCA suﬀers a very 
signiﬁcant increase in the amount of LLC misses, which translates into high values 
of DRAM accesses (as shown in Table 4.8 below). 
4.3.3.4 Discussion 
As in the 4-core conﬁguration, in this section we explain the reasons for the higher 
performance improvement achieved in our technique (RD) against DASCA in the 
8-core scenario. 
As we already reasoned in the previous section, the better performance of RD is due 
to several factors, being the most important one the high eﬃciency achieved from 
the reuse locality exploitation. For demonstrating that fact, Figure 4.25 shows 
the amount of hits in the LLC per kilo instruction that each mix experiments 
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Figure 4.24: Energy consumption in the DRAM normalized to the baseline in the 
8-core CMP system. 
normalized to the baseline. As the ﬁgure shows, our approach achieves in most 
mixes a higher or much higher number of hits than DASCA, which conﬁrms that 
RD uses a more eﬃcient policy than DASCA. 
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Figure 4.25: Amount of LLC hits per kilo instruction normalized to the baseline 
in the 8-core CMP system 
In addition to the hit rate improvement, there are other metrics that also justify 
achieving a better performance, such as LLC misses, DRAM reads and writes, row 
buﬀer read hit rate and bank contention in the LLC. All these metrics are shown 
in Table 4.8, for both RD and DASCA and also for both all and write-intensive 
mixes. Note that the RD beats DASCA in all the metrics considered. 
















1.07/1.30 0.92/0.84 1.00/0.99 1.07/1.30 1.08/1.21 0.32/0.13 
RD (All/High) 0.98/0.96 1.05/1.01 1.02/1.04 1.00/1.06 1.02/1.05 0.19/0.07 
Table 4.8: Average (geomean) values of diﬀerent metrics normalized to the baseline 







Writes LLC IT Eng. LLC Eng. DRAM 
8K-All 16K-All 32-All 64K-All 8K-High 16K-High 32K-High 64K-High 
Figure 4.26: Writes to LLC, IT and energy consumption in both LLC and main 
memory normalized to the baseline for diﬀerent RD sizes per core in the 8-core 
CMP system. 
4.3.3.5 Sensitivity to Reuse Detector size 
Given that the RD size is a determining factor in our proposal, and as done in 
the 4-CMP system, in Figure 4.26 we show the amount of writes to the LLC, 
the Instruction Throughput, and the energy consumption in both the LLC and 
the main memory for diﬀerent RD sizes per core, namely 8K, 16K, 32K and 64K 
entries. 
The trends are very similar to those observed in the 4-core scenario. Notably, a 
high impact is observed on the capability to reduce the number of writes in the 
LLC, especially for the All mixes, whereas a moderate (or even negligible in some 
cases) impact is seen on the average energy consumed in that cache level or main 
memory and performance of the overall system. 
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4.4 Generation of Miss-Rate Curves (MRCs) 
Along this thesis we have acquired a vast experience about the operation of the 
memory system available in current computers, the constraints that it presents and 
the potential enhancements that future systems may include (from better organi­
zation policies to diﬀerent technologies). Using all this knowledge, and learning 
some new concepts about the Linux kernel internals and about a recent feature 
introduced in Intel processors known as Cache Monitoring Technology (CMT), in 
this section we develop a methodology for building the Miss-Rate Curve (MRC) 
of an application. The MRC reports an application’s cache occupancy on a given 
cache level (usually the shared LLC in a multi-core scenario) vs. a certain related 
performance metric, such as the number of Misses Per Kilo Instructions (MPKI). 
Several mechanisms have been proposed for building these curves [106], [107], [108], 
[109], but they all pose diﬀerent limitations, such as requiring hardware support 
or relying on code instrumentation. For example Qureshi et al. [106] propose to 
estimate the distance from the LRU position of the accessed tag to the top of the 
LRU stack (stack distance) and, based on the stack distance, speculate about the 
access result (miss or hit) in function of the cache size. However, for that purpose, 
they need to add counters to each position of the LRU stack for some sets of 
the LLC, something not available on nowadays designs. Or, as another example, 
in [110], [111] the authors propose to instrument all memory accesses and record 
them in a trace log. Then, from this trace log, it is possible to estimate the stack 
distance. Note that this approach is very limited due to the overhead that such 
instrumentation adds to execution. 
Our proposed methodology is inspired by several previous works: 
1. PMCTrack [112], [113], [114], an OS-oriented PMC (Performance Monitoring 
Counter) tool for the Linux kernel, that simpliﬁes the collection of PMC 
application data from both the userspace and at the OS-level. 
2. Intel’s Cache Monitoring Technology (CMT) [115], [116], a new feature in­
troduced in the Intel Xeon E5 2600 v3 product family. This feature allows 
an operating system or a Hypervisor/Virtual Machine Monitor (VMM) to 
determine the current last-level cache (LLC) usage of the various applica­
tions running on the platform. It currently monitors the L3 cache, which is 
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the LLC in most server platforms. Intel processors expose the CMT facilities 
to the system software via a set of Model Speciﬁc Registers (MSRs) [117]. 
Overall, our technique works as follows: By using PMCTrack we periodically 
gather the MPKI and by making use of Intel’s CMT we collect the LLC occupancy 
of the co-running applications, thus obtaining diﬀerent discrete MRC points. Note, 
however, that when several applications share a cache, they may reach an equilib­
rium state in the distribution of the cache. In that case, in order to obtain points 
in the whole range of cache sizes, we slow down co-runner applications by applying 
duty-cycle modulation techniques to the cores where they run. This allows other 
applications to increase their occupancy, which in turn, makes it possible for us to 
explore diﬀerent MPKI values for the whole cache size range. Then, when enough 
points have been collected, we apply regression analysis to obtain the whole MRCs 
for the applications. 
Figure 4.27 illustrates two examples of curves obtained with this technique, em­
ploying the experimental framework depicted in Table 4.9. Notably, the MRC 
points obtained by using our technique are represented as blue dots in the ﬁg­
ure and the continuous red line is derived from a regression analysis of the MRC 
points. The MRC for the lbm application shows a steep MPKI fall for small cache 
occupancy values and then it saturates from a certain cache size point on. The 
MRC for the omnetpp program, in contrast, shows a linear MPKI drop for the 
whole range of cache sizes. 
Platform Superserver SYS-6018R-MTR Supermicro 
Processor Model(s) Intel Xeon E5-2695 v3 @ 2.3GHz 
Core count 14 
Last-Level Cache 35MB (L3) 
Main memory 32GB DDR4 @ 2133 MHz 
Table 4.9: Features of the evaluated platform 
Finally, note that MRCs can be used for diﬀerent purposes, such as to improve 
the distribution of a shared cache among threads [106], [107] or to adapt the cache 
size to reduce energy [118]. For example, in [107] the authors propose a complete 
methodology for estimating the MRCs in a multiprogrammed environment and, 
based on that methodology, partitioning the shared cache among threads. In our 
case, we strongly believe that MRCs could be used to develop new approaches on 
top of those presented in Chapters 3 and 4. 
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Figure 4.27: MRCs for lbm (a) and omnetpp (b) applications 
4.5 Conclusions 
In this chapter we have addressed the main constraints of conventional SRAM 
last-level caches: power-hungry operation and ineﬃcient management. In order 
to overcome these drawbacks we propose to employ an STT-RAM shared LLC 
where its contents are selected according to a Reuse Detector which exploits the 
reuse locality of the stream of references arriving at the LLC. The Reuse Detector 
is a hardware component that tracks block reuse and determines, according to its 
predicted future utility, if they must be inserted in the LLC or bypassed to the 
main memory. 
The Reuse Detector succeeds in managing the STT-RAM LLC contents in two 
complementary ways. First, it is able to bypass to main memory a signiﬁcant 
fraction of the blocks evicted from the last-private-level cache instead of inserting 
them in the LLC, thus decreasing the amount of the energy-hungry writes to be 
performed in the STT-RAM. Second, it increases signiﬁcantly the LLC hit rate, 
which leads to moderate performance improvements. In addition, the energy con­
sumption in the main memory is also reduced. This way, our approach is able to 
outperform other strategies also oriented to decrease the energy consumption in 
STT-RAM LLCs, such as the DASCA scheme. Although DASCA exhibits slightly 
lower ability to cut the write operations to the LLCs, this technique, which pre­
dicts if a block will not be reused again instead of predicting if a block is going 
to be reused as ours, achieves lower accuracy in the prediction, hence also signif­
icantly lower hit rates at this cache level and therefore much lower performance 
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improvements. 
Overall RD reports on average energy reductions of 40% (quad-core) and 35% 
(eight-core) in the LLC, an additional 6.5% (in both quad and eight-core) energy 
reduction in the main memory, and improves performance by 3% (quad-core) and 
7% (eight-core) compared to an STT-RAM LLC baseline. 







Since the beginning of the computing era, the memory system has been one the 
most important topics in computer architecture research. This is because, as 
explained extensively along this thesis, one of the major constraints for the im­
provement of computer performance is the well-known memory gap. Speciﬁcally, 
since the very ﬁrst conception of memory hierarchy, more levels have been pro­
gressively added or technological improvements have been applied to each single 
level. For example, switching from single-core to multi-core processors brought 
along with it the inclusion of a Shared Last-Level Cache, which allows to have a 
common area of data and simpliﬁes coherency management. As for the techno­
logical improvements, SRAM and DRAM integration has progressively increased 
along the last decades, reducing the access latency and the energy consumption. 
However, computer system requirements of the current era, such as portability, 
high performance, low power consumption or reliability, demand deep qualitative 
changes in all system components. Particularly, the search for a perfect memory 
(i.e. one with an immediate response, inﬁnite capacity and no cost), seems to lead 
to the adoption of Non-Volatile Memory (NVM) technologies as storage systems for 
the future computers, given that these technologies entail an important reduction 
on energy consumption and at the same time a high performance improvement. 
In fact, although some NVM technologies were discovered 50 years ago and they 
have been an important research topic for many years, there has recently been an 
important rise in the research area concerning these technologies. 
Flash is an example of a NVM technology that has been widely used in external 
storage (ﬂash drive, SD, compact ﬂash, etc.) and recently even as a secondary 
storage with the development and popularization of SSD (Solid State Disk). Thus, 
the classic non-volatile storage (magnetic disks) has been replaced with another 
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non-volatile technology (ﬂash technology) which is clearly faster. The use of SSD 
as secondary storage led to an increase of system performance, mainly because the 
diﬀerence between DRAM and secondary storage was reduced from six to three 
orders of magnitude. Integration of SSDs is very simple, given that these devices 
use the same interface and algorithms as the classic secondary storage. In order 
to achieve this performance improvement, DRAM-write-caches must be added to 
the SSDs for addressing the high write latency of ﬂash technology, which is mainly 
caused by the complex algorithms used for error correction. These algorithms are 
necessary to ensure the reliability of data stored in a technology with such low 
endurance as ﬂash. 
Many eﬀorts have been made to use NVM technologies in the levels closer to the 
processor. Part of them have been collected in the related work of this thesis, 
and we have also added new proposals to the state of the art to meet the same 
objectives. It is important to highlight that using NVM technologies in the lower 
levels of the hierarchy poses many challenges, as we have discussed along this the­
sis. The techniques that we have proposed address some of these challenges, such 
as low endurance (in PCM techonology) or high dynamic energy consumption of 
both PCM and STT-RAM, and do not target others, such as the fact that ex­
posing the non-volatile characteristic to software can imply an evolution in the 
current paradigm which exists in the memory hierarchy so far. As such, we could 
see scenarios where: the operating system would always be latent, programming 
languages would have their data structures persistent, data from interpreted pro­
gramming languages and virtual machines (Java, Python, Virtual Box, VMware, 
etc.) would always be available, etc. This entails great advantages but also new 
challenges, that go from taking advantage of non-volatibility feature to the involve­
ment of this non-volability in the memory management, encryption of data in the 
non-volatile levels and, in the case of hybrid hierarchies, handling the management 
of the combination of non-volatile and volatile technologies. 
In this thesis we have explored architectural techniques for aiding NVMs in being 
adopted as the main technology for implementing cache or main memories in the 
forthcoming generations of computers. The result of this work can be divided in 
two main parts. 
Firstly, the DRAM, which is typically used for implementing main memory, suﬀers 
important limitations such as a low integration capacity or a high energy consump­
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tion. PCM has been postulated in the latest years as one of the most promising 
candidates for replacing DRAM as main memory, given that this NVM technology 
highly overcomes the drawbacks of DRAM. However, PCM has its own limitations, 
being the most important one its low endurance, mainly due to the degradation 
suﬀered by PCM cells when they are written to. In this thesis, we assume a main 
memory implemented with PCM technology and propose architectural techniques 
for reducing the endurance problem. For that purpose, we change the last-level 
cache (LLC) replacement policy, introducing a new goal in its design: Usually, 
the LLC replacement algorithms are only performance-aware, as performance has 
traditionally been the main objective when implementing computing systems. Our 
techniques modify the LLC replacement policy by introducing a second goal in the 
algorithms: reducing the amount of writes. Thus, the objective in our proposed 
algorithms is to obtain a convenient trade-oﬀ among both (sometimes conﬂicting) 
objectives. Our proposals allow to reduce signiﬁcantly the number of writes to 
main memory, and, in the case of a main memory based on PCM technology, to 
increse its endurance up to 45%. 
The main contributions of the ﬁrst part of this thesis are included in the following 
publications: 
•	 Roberto Rodríguez, Rodrigo González-Alberquilla, Fernando Castro, Daniel 
Chaver, Luis Piñuel, and Francisco Tirado, “Optimización de políticas de 
reemplazo cache para entornos PCM”, in Proceedings of the XXIII Jornadas 
de Paralelismo, ser. JP-2012, Elche, Spain, 2012, pp. 461–466 
•	 Roberto Rodríguez-Rodríguez, Fernando Castro, Daniel Chaver, Luis Piñuel, 
and Francisco Tirado, “Reducing writes in phase-change memory environ­
ments by using eﬃcient cache replacement policies”, in Design, Automation 
and Test in Europe, DATE 13, Grenoble, France, March 18-22, 2013, pp. 93– 
96 
•	 Roberto Rodríguez, Fernando Castro, Daniel Chaver, Luis Piñuel, and Fran­
cisco Tirado, “Increasing the Endurance of Phase-Change Memories with 
Cache Replacement Policies”, in Proceedings of the XXIV Jornadas de Par­
alelismo, ser. JP-2013, Madrid, Spain, 2013, pp. 18–23 
•	 Roberto Rodríguez, Fernando Castro, Daniel Chaver, Luis Piñuel, and Fran­
cisco Tirado, “Extending endurance of Phase Change Memories”, in Non­
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Volatile Memories Workshop, San Diego, USA, Sep. 2014 
•	 R. Rodríguez-Rodríguez, F. Castro, D. Chaver, R. Gonzalez-Alberquilla, L. 
Piñuel, and F. Tirado, “Write-aware replacement policies for PCM-based 
systems”, The Computer Journal, vol. 58, no. 9, pp. 2000–2025, 2015. doi: 
doi:10.1093/comjnl/bxu104. [Online]. Available: http://dx.doi.org/ 
10.1093/comjnl/bxu104 
In the second part of this thesis, we have focused our eﬀorts on improving the 
eﬃciency of a system based on a LLC implemented with STT-RAM technology. 
Cache memories have traditionally been implemented using SRAM technology. 
The high static energy consumption exhibited by SRAM has put it in the spotlight 
for being replaced by a new memory technology. STT-RAM, another NVM, is a 
promising candidate for that, due to its negligible leakage, small size and low read 
latency. However, similarly to PCM, this NVM also has its own drawbacks: high 
write latency and energy consumption. 
Because temporal locality is highly exploited in the private levels of the cache 
hierarchy, the accesses to the LLC do not exhibit such property, as almost all 
temporal locality is ﬁltered by the private levels. Thus, using this property to 
manage the LLC contents causes that most of the blocks allocated to this cache 
level are dead on arrival. In this thesis we propose to use a content selector as a 
ﬁlter to classify the blocks that will be allocated in the LLC. Although the temporal 
locality is ﬁltered by the private levels, the reuse locality (i.e. the property that a 
block that is reused in the LLC will probably be reused again in the near future) 
is a good choice to predict the behavior of the LLC blocks, so we use a Reuse 
Detector (RD) as a content selector for the LLC. Our RD reports on average 
energy reductions up to 40% in the LLC, an additional 6.5% energy reduction in 
the main memory, and improves performance up to 7% compared to an STT-RAM 
LLC without RD. 
As a last contribution included in this second part of the thesis, we have presented 
a novel method for building the Miss-Rate Curve (MRC) of an application in a 
real system. For building those curves, we use PMCTrack, a novel tool that per­
mits, among other features, to interact with the Performance Monitoring Counters 
available in the current processors. MRCs can be used for multiple purposes in 
the context of cache eﬃcient techniques, and could thus be used for aiding the 
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techniques presented in this thesis to reach their objectives. 
The main contributions of the second part of this thesis are contained in the 
following publications: 
•	 Roberto Rodríguez-Rodríguez, Javier Díaz, Fernando Castro, Pablo Ibáñez, 
Daniel Chaver, Victor Viñals, Juan Carlos Saez, Manuel Prieto-Matias, Luis 
Piñuel, Teresa Monreal, and Jose María Llabería, “Reuse detector: Improv­
ing the management of STT-RAM SLLCs”, Submitted to The Computer 
Journal, June 17th, 2016 
•	 Juan Carlos Saez, Jorge Casas, Abel Serrano, Roberto Rodríguez-Rodríguez, 
Fernando Castro, Daniel Chaver, and Manuel Prieto-Matías, “An OS-Oriented 
Performance Monitoring Tool for Multicore Systems”, in Euro-Par 2015: 
Parallel Processing Workshops - Euro-Par 2015 International Workshops, 
Vienna, Austria, August 24-25, Revised Selected Papers, 2015, pp. 697–709. 
doi: 10.1007/978-3-319-27308-2_56. [Online]. Available: http://dx. 
doi.org/10.1007/978-3-319-27308-2_56 
•	 Juan Carlos Saez, Adrian Pousa, Roberto Rodríguez-Rodríguez, Fernando 
Castro, and Manuel Prieto-Matias, “PMCTrack: Delivering performance 
monitoring counter support to the OS scheduler”, The Computer Journal, 
2016, in press. doi: 10.1093/comjnl/bxw065. [Online]. Available: http: 
//dx.doi.org/10.1093/comjnl/bxw065 
Adoption of NVMs as the technology used in the diﬀerent cache levels or in main 
memory still poses many challenges. Thus, as a future work, we plan to improve 
the techniques proposed in this thesis and to envision new ones, with the aim 
of further reducing energy consumption, extending durability, improving perfor­
mance, etc. Likewise, we plan to deep in generating MRCs. Speciﬁcally, we plan 
to use another feature recently introduced on Intel processors and related to CMT, 
namely Cache Allocation Technology (CAT) [125]. This feature allows the OS to 
dynamically specify the amount of cache space into which an application can ﬁll. 
The system software could periodically vary the per-application maximum LLC 
allocation to monitor the MPKI for diﬀerent cache size conﬁgurations. This would 
allow us to obtain MRC points over the whole cache size range for the co-running 
applications. 
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Since the beginning of computer systems memory subsystem has been 
one of their mainstays. But the diﬀerent evolution rate between micro­
processor and memory has become one of the greatest challenges that 
current designers have to overcome in order to develop more powerful 
computer systems. In addition to this problem, called memory gap, it 
is the fact that the scalability and energy consumption of conventional 
technologies (SRAM and DRAM) is very limited currently, leading to 
consider new Non-Volatile Memory technologies (NVM) as possible 
candidates for the replacement of conventional ones. PCM and STT­
RAM are currently postulated as the best alternative for it. 
NVMs have signiﬁcant advantages over SRAM and DRAM, but also 
some drawbacks that need to be mitigated before they can be used as 
memory technologies for the next computers generation. In particular, 
the cost in energy and latency of the writes of these technologies and 
the endurance of PCM (the life time limited by the number of write 
cycles that can be performed on each cell) are their main drawbacks. 
This thesis presents two proposals: ﬁrst a behavioral analysis, in terms 
of number of writes to main memory, of conventional cache replacement 
policies and also new proposals aimed at reducing the number of writes 
to main memory are exposed thought for increase the life time of the 
memory when it is developed using PCM technology. Likewise, a second 
proposal to avoid useless writes to last level of cache (LLC) is presented, 
this is aimed to reduce the energy consumption on a system where the 
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