Reducible spectral curves and the hyperkaehler geometry of adjoint
  orbits by Bielawski, Roger
ar
X
iv
:m
at
h/
06
05
30
9v
2 
 [m
ath
.D
G]
  1
4 M
ar 
20
07
REDUCIBLE SPECTRAL CURVES AND THE HYPERKA¨HLER
GEOMETRY OF ADJOINT ORBITS
ROGER BIELAWSKI
Abstract. We study the hyperka¨hler geometry of a regular semisimple ad-
joint orbit of SL(k,C) via the algebraic geometry of the corresponding re-
ducible spectral curve.
It is by now well-known that adjoint orbits of complex semisimple Lie groups
admit hyperka¨hler structures. Among several constructions of such structures, it
is the one given by Kronheimer [11], later extended by Biquard [5] and by Kovalev
[10], that stands out. Kronheimer’s hyperka¨hler structures are algebraic and the
metrics are complete or very close to being complete. They have found quite a few
applications in representation theory. Yet, despite their nice properties, they remain
quite mysterious. Not only are they not known explicitly, but there is also no good
description of the relation between the hyperka¨hler geometry of a semisimple orbit
of GC and the Ka¨hler geometry of the corresponding orbit of the compact group G.
There are some exceptions: notably, Hermitian symmetric spaces studied in detail
by Biquard and Gauduchon [6].
Kronheimer’s construction is based on Nahm’s equations: a system of Lie algebra
valued ODE’s used first to describe moduli spaces of magnetic monopoles. It is well
known that the Nahm equations for u(k) correspond to a linear flow on the Jacobian
of an algebraic curve S. In Kronheimer’s construction for regular semisimple orbits
SL(k,C), the underlying curve S is a union of rational curves, without multiple
components and with every pair of components intersecting in a pair of points. In
this paper, we study the hyperka¨hler geometry of these orbits via the algebraic
geometry of such reducible curves S. To make the algebraic geometry as simple
and as explicit as possible, we restrict ourselves to the (generic) case of S having
only ordinary double points as singularities. For such an S, we define and give a
(polynomial) formula for the theta function, analogous to one given by Mumford
[12] for singular curves with only one rational component. We also give a formula
for the inverse of the Abel mapping as well as one for Hitchin’s metric on spaces of
sections of certain line bundles over S. All of this makes Kronheimer’s hyperka¨hler
structure of an orbit somewhat more explicit: there are no differential equations left
to solve. In particular, following up on ideas of Hitchin [9], we give a formula for a
Ka¨hler potential of Kronheimer’s hyperka¨hler metric in terms of the theta function
of S. We also interpret the hypercomplex structure of an open dense subset of
the orbit as a natural structure on a PU(k) bundle over a subset of the Jacobian
of S and identify the twistor lines as intersections of quadrics. We remark that a
different characterisation of twistor lines has been given by Santa-Cruz [14].
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1. Line bundles and flows on spectral curves
1.1. Line bundles and matricial polynomials. In what follows T denotes the
total space of the line bundle O(2) on P1 (T ≃ TP1), π : T → P1 is the projection,
ζ is the affine coordinate on P1 and η is the fibre coordinate on T . In other words
T is obtained by gluing two copies of C2 with coordinates (ζ, η) and (ζ˜ , η˜) via:
ζ˜ = ζ−1, η˜ = η/ζ2.
We denote the corresponding two open subsets of T by U0 and U∞.
Let S be an algebraic curve in the linear system O(2k), i.e. over ζ 6= ∞ S is
defined by the equation
(1.1) P (ζ, η) = ηk + a1(ζ)η
k−1 + · · ·+ ak−1(ζ)η + ak(ζ) = 0,
where ai(ζ) is a polynomial of degree 2i. S can be singular or non-reduced.
We recall the following facts (see, e.g., [8, 1]):
Proposition 1.1. The group H1(T,OT ) (i.e. line bundles on T with zero first
Chern class) is generated by ηiζ−j , i > 0, 0 < j < 2i. The corresponding line
bundles have transition functions exp(ηiζ−j) from U0 to U∞. ✷
Proposition 1.2. The natural map H1(T,OT ) → H
1(S,OS) is a surjection, i.e.
H1(S,OS) is generated by η
iζ−j , 0 < i ≤ k − 1, 0 < j < 2i. ✷
Thus, the (arithmetic) genus of S is g = (k − 1)2. For a smooth S, the last
proposition describes line bundles of degree 0 on S. In general, by a line bundle we
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mean an invertible sheaf. Its degree is defined as its Euler characteristic plus g− 1.
The theta divisor Θ is the set of line bundles of degree g− 1 which have a non-zero
section.
Let OT (i) denote the pull-back of O(i) to T via π : T → P
1. If E is a sheaf
on T we denote by E(i) the sheaf E ⊗ OT (i) and similarly for sheaves on S. In
particular, π∗O is identified with OS .
If F is a line bundle of degree 0 on S, determined by a cocycle q ∈ H1(T,OT ),
and s ∈ H0
(
S, F (i)
)
, then we denote by s0, s∞ the representation of s in the
trivialisation U0, U∞, i.e.:
(1.2) s∞(ζ, η) =
eq
ζi
s0(ζ, η).
We recall the following theorem of Beauville [3]:
Theorem 1.3. There is a 1−1 correspondence between the affine Jacobian Jg−1−Θ
of line bundles of degree g−1 on S and GL(k,C)-conjugacy classes of gl(k,C)-valued
polynomials A(ζ) = A0 +A1ζ +A2ζ
2 such that A(ζ) is regular for every ζ and the
characteristic polynomial of A(ζ) is (1.1). ✷
The correspondence is given by associating to a line bundle E on S its direct
image V = π∗E, which has a structure of a π∗O-module. This is the same as a
homomorphism A : V → V (2) which satisfies (1.1). The condition E ∈ Jg−1−Θ is
equivalent to H0(S,E) = H1(S,E) = 0 and, hence, to H0(P1, V ) = H1(P1, V ) = 0,
i.e. V =
⊕
O(−1). Thus, we can interpret A as a matricial polynomial precisely
when E ∈ Jg−1 −Θ.
Somewhat more explicitly, the correspondence is seen from the exact sequence
(1.3) 0→ OT (−2)
⊕k → O⊕kT → E(1)→ 0,
where the first map is given by η · 1 − A(ζ) and E(1) is viewed as a sheaf on T
supported on S. The inverse map is defined by the commuting diagram
(1.4)
H0
(
S,E(1)
)
−−−−→ H0
(
Dζ , E(1)
)
A˜(ζ)
y y·η
H0
(
S,E(1)
)
−−−−→ H0
(
Dζ , E(1)
)
,
where Dζ is the divisor consisting of points of S which lie above ζ (counting mul-
tiplicities). That the endomorphism A˜(ζ) is quadratic in ζ is proved e.g. in [1].
Observe that if Dζ0 consists of k distinct points p1, . . . , pk and if ψ
1, . . . ψk is a basis
of H0
(
S,E(1)
)
, then A˜(ζ0) in this basis is
(1.5) A(ζ0) =
[
ψj(pi)
]−1
diag
(
η(p1), . . . , η(pk)
) [
ψj(pi)
]
,
where
[
ψj(pi)
]
is a matrix with rows labelled by i and columns by j.
Remark 1.1. For a singular curve S, Beauville’s correspondence most likely extends
to Jg−1 −Θ, where Jg−1 is the compactified Jacobian in the sense of [2]. It seems
to us that this is essentially proved in [1].
Let K be the canonical (or dualising) sheaf of S. We have K ≃ OS(2k − 4). If
E belongs to Jg−1 −Θ, then so does E∗ ⊗K and:
Proposition 1.4. Let A(ζ) be the quadratic matricial polynomial corresponding to
E ∈ Jg−1 −Θ. Then A(ζ)T corresponds to E∗ ⊗K.
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Proof. For a finite morphism f : X → Y of projective schemes and coherent OX -
module E and OY -module G we have a natural isomorphism [7, Ex. III.6.10]:
f∗HomX
(
E, f !G)
∼
→ HomY (f∗E,G), where f
!G = HomY (f∗OY , G).
On the other hand, denoting by KX and KY the dualising sheaves of X and Y ,
we have from [7, Ex. III.7.2] that f !KY = KX . Therefore, in our situation, where
X = S, Y = P1, f = π, π∗E = V , we have π∗
(
E∗ ⊗K
)
≃ V ∗(−2). 
In particular, theta-characteristics outside Θ correspond to symmetric matricial
polynomials.
1.2. Real structure. The space T is equipped with a real structure (i.e. an anti-
holomorphic involution) τ defined by
(1.6) ζ 7→ −
1
ζ¯
, η 7→ −
η¯
ζ¯2
.
Suppose that S is real, i.e. invariant under τ . Then τ induces an antiholomorphic
involution σ on PicS as follows. Let E be a line bundle on S trivialised in a
cover {Uα}α∈A with transition functions gαβ(ζ, η) from Uα to Uβ. Then σ(E) is
trivialised in the cover
{
τ(Uα)
}
α∈A
with transition functions
gαβ
(
τ(ζ, η)
)
,
from τ(Uα) to τ(Uβ). Observe that σ(E) = τ∗E where “bar” means taking the op-
posite complex structure. This map does not change the degree of E and preserves
line bundles OS(i). As there is a corresponding map on sections
(1.7) σ : s 7→ τ∗s,
it is clear that Jg−1 − Θ is invariant under this map. Its effect on matricial poly-
nomials is given by:
Lemma 1.5. Let A(ζ) = A0 + A1ζ + A2ζ
2 be the quadratic matricial polynomial
corresponding to E ∈ Jg−1 −Θ. Then −A2 +A1ζ −A0ζ
2 corresponds to σ(E).
Proof. From (1.4), using (1.7), the polynomial Aτ (ζ) corresponding to σ(E) satis-
fies:
Aτ (−1/ζ¯) = −A(ζ)/ζ¯2,
from which the statement follows. 
As we are interested in the hermitian conjugation of A(ζ), and not in the complex
one, Proposition 1.4 leads us to adopt the following definition:
Definition 1.1. A line bundle E of degree d = ik on S, i ∈ Z, is real if E ≃
σ(E)∗ ⊗OS(2i). We denote the corresponding subspace of J
d(S) by Jd
R
(S) and, in
the case d = g − 1 = (k − 2)k write ΘR for Θ ∩ J
g−1
R
.
Proposition 1.1 and 1.2 imply that real line bundles of degree 0 have transition
functions exp q(ζ, η), where q satisfies:
q(τ(ζ, η)) = q(ζ, η).
In general, we have:
Lemma 1.6. A line bundle E of degree d = ik, i ∈ Z, on S is real if and only if
it is of the form E = F (i), where F is a real line bundle of degree 0. ✷
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Remark 1.2. This lemma is empty for a smooth S. However, on a reducible curve
S =
⋃p
j=1 Sj , Sj ∈ |O(2kj |, it implies that a real bundle of degree ik has the
multi-degree (ik1, . . . , ikp). Thus, the reality condition picks out one component of
Jd(S).
For bundles of degree g − 1 we conclude:
Proposition 1.7. There is a 1−1 correspondence between Jg−1
R
−ΘR and conjugacy
classes of matrix-valued polynomials A(ζ) as in Theorem 1.3 such that there exists
a hermitian h ∈ GL(k,C) with
(1.8) hA0h
−1 = −A∗2, hA1h
−1 = A∗1, hA2h
−1 = −A∗0.
Proof. From Proposition 1.4 and Lemma 1.5, we know that a bundle in Jg−1 − Θ
is real if and only if A(ζ) = A0 + A1ζ + A2ζ
2 is conjugate to −A∗2 + A
∗
1ζ − A
∗
0ζ
2.
Let h be the matrix realising this conjugation, i.e. h satisfies (1.8). It follows that
p = (h∗)−1h centralises A(ζ). If p does not belong to the centre of GL(k,C), then
A(ζ) belongs to the reductive subalgebra Z(p) and Ker(η−A(ζ)) is not everywhere
one-dimensional. This contradicts the assumption that A(ζ) corresponds to a line
bundle. Thus h is hermitian up to an irrelevant central factor. 
Example 1.1. This example illustrates Remark 1.2 in view of the above proposition.
Consider a curve S consisting of two rational components intersecting in a pair of
points (i.e. the polynomial (1.1) is the product of two polynomials linear in η).
Then k = 2 and g = 1. The affine Jacobian Jg−1 −Θ = J0 −Θ has 3 components:
the line bundles of multi-degree (0, 0), apart from OS , and all line bundles of multi-
degrees (1,−1) and (−1, 1). The latter two components correspond to matricial
polynomials which are upper-triangular for all ζ (up to conjugation by GL(2,C))
with the diagonal part distinguishing (1,−1) from (−1, 1). The last proposition
shows again that there are no real bundles in these components.
1.3. Hermitian metrics.
Definition 1.2. A line bundle of degree g − 1 on S is called definite if it is in
Jg−1
R
− ΘR and the matrix h in (1.8) can be chosen to be positive-definite. The
space of definite line bundles on S will be denoted by Jg−1+ .
We easily conclude that there is a 1-1 correspondence between Jg−1+ and U(k)-
conjugacy classes of matrix-valued polynomials A(ζ) as in Theorem 1.3 which in
addition satisfy
(1.9) A2 = −A
∗
0, A1 = A
∗
1.
Definite line bundles have also the following interpretation (cf. [8]):
For E = F (k− 2) ∈ Jg−1
R
the real structure induces an antiholomorphic isomor-
phism
(1.10) σ : H0
(
S, F (k − 1)
)
−→ H0
(
S, F ∗(k − 1)
)
,
via the map (1.7). Thus, for v, w ∈ H0
(
S, F (k−1)
)
, vσ(w) is a section ofOS(2k−2)
and so it can be uniquely written [8, 1] as
(1.11) c0η
k−1 + c1(ζ)η
k−2 + · · ·+ ck(ζ),
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where the degree of ci is 2i. Following Hitchin [8], we define a hermitian form on
H0
(
S, F (k − 1)
)
by
(1.12) 〈v, w〉 = c0.
The following fact can be deduced from [8]:
Proposition 1.8. A line bundle E = F (k− 2) ∈ Jg−1
R
−ΘR is in J
g−1
+ if and only
if the above form on H0
(
S, F (k − 1)
)
is definite. ✷
Because of this, we shall also refer to F (k − 1) as definite.
1.4. Flows. If we fix a tangent direction on Jg−1(S), i.e. an element q ofH1(S,OS),
then the linear flow of line bundles on Jg−1(S) corresponds to a flow of matricial
polynomials (modulo the action of GL(n,C)). We shall be interested only in the
flow corresponding to [η/ζ] ∈ H1(S,OS). Following the tradition, we denote by L
t
the line bundle on T with transition function exp(−tη/ζ) from U0 to U∞.
For any line bundle F of degree 0 on S we denote by Ft the line bundle F ⊗
Lt. We consider the flow Ft(k − 2) on J
g−1(S). Even if F = F0 is in the theta
divisor, this flow transports one immediately outside Θ, and so we obtain a flow
of endomorphisms of Vt = H
0
(
S, Ft(k − 1)
)
. These vector spaces have dimension
k as long as Ft(k − 2) 6∈ Θ. We obtain an endomorphism A˜(ζ) of Vt as equal to
multiplication by η onH0(S∩π−1(ζ), Ft(k−1)
)
, where π : T → P1 is the projection.
To obtain a flow of matricial polynomials one has to trivialise the vector bun-
dle V over R (whose fibre at t is Vt). This is a matter of choosing a connec-
tion. If we choose the connection ∇0 defined by evaluating sections at ζ = 0 (in
the trivialisation U0, U∞), then the corresponding matricial polynomial A(t, ζ) =
A0(t) +A1(t)ζ +A2(t)ζ
2 satisfies [8, 1]
d
dt
A(t, ζ) = [A(t, ζ), A2(t)ζ] .
As mentioned above, if F is a real bundle, then V has a natural hermitian metric
(1.12) (possibly indefinite). The above connection is not metric, i.e. it does not
preserve the form (1.12). Hitchin [8] has shown that the connection ∇ = ∇0 +
1
2A1(t)dt is metric and that, in a ∇-parallel basis, the resulting A(t, ζ) satisfies
d
dt
A(t, ζ) = [A(t, ζ), A1(t)/2 +A2(t)ζ] .
If the bundle F (k − 1) is positive-definite, then so are all Ft(k − 1). If the basis
of sections is, in addition, unitary, then the polynomials A(t, ζ) satisfy the reality
condition (1.9). If we write A0(t) = T2(t) + iT3(t) and A1(t) = 2iT1(t) for skew-
hermitian Ti(t), then these matrices satisfy the Nahm equations:
(1.13) T˙i +
1
2
∑
j,k=1,2,3
ǫijk[Tj , Tk] = 0 , i = 1, 2, 3.
2. A unitary basis
For a definite line bundle F (k−1) on a real curve S, we can find an explicit basis
of sections, unitary with respect to the form (1.12). We begin by reformulating the
equation (1.12).
REDUCIBLE SPECTRAL CURVES 7
Let s, s′ be two sections of F (k−1) on S. The form 〈s, s′〉 is given by computing
the section Z = sσ(s′) of O(2k − 2) on S. Writing
Z(ζ, η) = c0η
k−1 + c1(ζ)η
k−2 + · · ·+ ck(ζ)
on S, we have 〈s, s′〉 = c0. If P (ζ, η) = 0 is the equation defining S, then for any
ζ0, such that S ∩ π
−1(ζ0) consists of distinct points, we have
c0 =
∑
(ζ0,η)∈S
Res
Z(ζ0, η)
P (ζ0, η)
.
Thus, if we write (ζ0, η1), . . . , (ζ0, ηk) for the points of S lying over ζ0, then we have
(2.1) 〈s, s′〉 =
k∑
i=1
s(ζ0, ηi) · σ(s
′)(ζ0, ηi)∏
j 6=i
(
ηi − ηj
) .
Therefore, one can compute 〈s, s′〉 from the values of the sections at two fibres of S
over two antipodal points of P1 (as long as the fibres do not have multiple points).
Without loss of generality, we shall take 0 and ∞ as a pair of antipodal points
in P1. We assume that the fibre over both points consists of distinct points, which
denote by 0i and ∞i, i = 1, . . . k, so that τ(0i) =∞i. We have
Lemma 2.1. Let F (k − 1) be a definite line bundle on S. Let K ⊂ {1, . . . , k} and
let D = {0i; i ∈ K} ∪ {∞j; j 6∈ K}. Then F (k − 1)[−D] 6∈ Θ.
Proof. Let s be a section of F (k − 1)[−D]. Then, the formula (2.1), with ζ0 = 0,
implies that ‖s‖2 = 0, so s ≡ 0. 
Hence, for any i = 1, . . . , k, there is a one-dimensional space Vi of sections
vanishing at each ∞j for j < i and each 0j for j > i. A section in Vi can be found
explicitly in terms of the theta function of S (as in [1]), which we shall do later for
a reducible curve. These sections are automatically mutually orthogonal:
Proposition 2.2. The subspaces Vi of H
0
(
S, F (k− 1)
)
are mutually orthogonal in
the metric (1.12).
Proof. Let s ∈ Vi and s
′ ∈ Vj , i 6= j. Then sσ(s
′) vanishes at all ∞n with n < i or
n > j, and at all 0n with n > i or n < j. Thus sσ(s
′) vanishes at all ∞n or at all
0n. The formula (2.1) shows that 〈s, s
′〉 = 0. 
Remark 2.1. The formula (1.5) shows that the matricial polynomial A(ζ), corre-
sponding to multiplication by η in a basis of sections si ∈ Vi, is upper-triangular at
ζ = 0 and lower-triangular at ζ =∞.
3. Reducible algebraic curves
In this section, S does not have to be, a priori, in |O(2k)|. We consider a curve S
whose consisting of k copies S1, . . . , Sk of P
1, such that each pair of the Si intersects
in two points and such that all intersection points are distinct. The genus g of S
is (k − 1)2. We assume, in addition, that S comes with a map π : S → P1 whose
restriction to each Si is an isomorphism.
For any i 6= j, we denote by aij , aji the image under π of the two intersection
points of Si and Sj . Since all singularities of S are ordinary double points, we have:
aij 6= aik and aji 6= aki if j 6= k. We shall also assume that aij 6=∞, i, j = 1, . . . , k,
i 6= j.
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Let p : S˜ → S be the normalisation. We denote by φi : P
1 → Si the inverse of
π ◦ p|Si .
3.1. Line bundles. We denote by Pic0 S the group of line bundles of multi-degree
0 = (0, . . . , 0). Such a line bundle F on S gives k copies Oi ≃ O of the trivial bundle
on each Si, i = 1, . . . , k, and hence F is identified by the matching conditions at
each aij , i.e. by an invertible automorphism λij ∈ C
∗ between the fibre of Oi at
φi(aij) and the one of Oj at φj(aij). A change of the isomorphisms Oi ≃ O does
not change the bundle F , and hence, we identify Pic0 S with
(
C∗
)k(k−1)
/
(
C∗
)k
where the action of
(
C∗
)k
is given by
(3.1) (z1, . . . , zk) · (λij) =
(
ziz
−1
j λij
)
.
Observe that the diagonal C∗ acts trivially and, hence, Pic0 S ≃
(
C∗
)(k−1)2
. We
denote by [λij ] the point in Pic
0 S corresponding to a (λij) ∈
(
C∗
)k(k−1)
.
3.2. The Abel map. We define the Jacobian of S (the range of abelian integrals)
as JacS =
(
C∗
)g
≃ Pic0 S. We consider line bundles F (n) = F ⊗ π∗O(n) on S,
where F ∈ Pic0 S and n ≥ 0, i.e. line bundles of multi-degree (n, . . . , n). We denote
by S(n) the set of effective divisors of multi-degree (n, . . . , n), i.e.
S(n) =
{
(xmi ) i=1,...,k
m=1,...,n
; xml ∈ Sl, x
m
l 6= alj , ajl
}
(we omit the reference to the isomorphisms φi; strictly speaking we have π◦p(x
m
l ) 6=
alj , ajl). We define polynomials Pi(ζ) =
∏n
m=1(ζ − x
m
i ) (if any x
m
i is ∞, then that
factor is omitted). These give a section of F (n), where F is determined by [λij ], if
and only if Pj(aij) = λijPi(aij) for every i, j, i 6= j. Therefore, we can define the
Abel map An = An(∞, ·) : S
(n) → JacS by
An
(
(xmi )
)
= [λij ] where λij =
∏n
m=1(aij − x
m
j )∏n
m=1(aij − x
m
i )
.
3.3. Theta function and theta divisor. In Jg−1S we again consider only the
component of line bundles of multi-degree (k− 2, . . . , k− 2), i.e. line bundles of the
form F (k− 2), where F ∈ Pic0 S. In this component, the theta divisor is the image
of Ak−2, i.e. the set of line bundles F (k − 2) which have a section. Concretely, Θ
is the set of equivalence classes of [λij ] of (λij) ∈
(
C∗
)k(k−1)
for which there exist
polynomials Q1(ζ), . . . , Qk(ζ) of degree ≤ k − 2, which solve the equations
(3.2) Qj(aij) = λijQi(aij), i, j = 1, . . . , k, i 6= j.
These equations can be written as k(k − 1) linear equations ΞQ = 0, where Ξ is a
matrix depending on the aij and on the λij and Q is the vector of the coefficients of
polynomials Qi. We shall see shortly that the determinant of Ξ is invariant under
(3.1), and hence, the function
(3.3) ϑ(λij) = det Ξ
descends to a function on JacS. This function is the analogue of the theta function
(since there are no B-cycles on S, the theta function lives on JacS rather than just
on its universal cover). The set Θ of zeros of ϑ is the theta divisor of line bundles
F such that F (k − 2) admits a non-zero section. We use the notation ϑ, instead
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of θ, to emphasise that our theta function is already “translated by the Riemann
constant”.
For many purposes, it is better to define the theta function on a bigger space,
given by replacing (3.2) with homogeneous equations
(3.4) λijQi(aij) + µijQj(aij) = 0.
Thus we consider the space
(
C∗ ×C∗
)k(k−1)
of pairs (λij , µij), which is a fibration
over JacS under the map which sends (λij , µij) to the orbit (under (3.1)) of the quo-
tient −λij/µij . To define a determinant we have to make (3.4) into a matrix Ξ. The
rows of Ξ are the equations (3.4) for every (i, j) with (i, j) ordered lexicographically.
The columns of Ξ are numbered by pairs (m,n), m = 1, . . . , k, n = 0, . . . , k−2, with
each (m,n) corresponding to the n-th coefficient of Qm(ζ) = b0 + · · · + bk−2ζ
k−2.
The ordering on (m,n) is again lexicographical.
With these preliminaries, we define:
Definition 3.1. The (extended) theta function of the curve S is the map ϑ :
(
C∗ ×
C∗
)k(k−1)
→ C, defined by
ϑ(λij , µij) = detΞ,
where Ξ is the matrix given by the left-hand side of (3.4).
An immediate advantage of defining ϑ this way is that it depends on a particular
labelling of intersection points only up to a sign.
The projection of the set of zeros of ϑ to JacS is the theta divisor. It is clear
that ϑ is a homogeneous polynomial in λij , µij , but not all degrees occur. We adopt
the following definition:
Definition 3.2. Let P = {(i, j); i, j = 1, . . . , k, i 6= j}. A subset L of P is called
regular, if, for every i, there are as many elements of L with first coordinate i as
with second coordinate equal to i. In other words, for every i = 1, . . . , k, the set
(3.5) Li = {(i, j) ∈ L} ∪ {(m, i) 6∈ L}
has cardinality k − 1. The set of regular subsets of P will be denoted by R(P ).
Theorem 3.1. The following formula for the theta function ϑ :
(
C∗×C∗
)k(k−1)
→
C of the curve S holds true:
(3.6) ϑ(λij , µij) =
∑
L∈R(P )
aL ·
∏
(i,j)∈L
λij
∏
(i,j) 6∈L
µij ,
where each coefficient aL is given by
aL = (−1)
s
k∏
m=1
V (Lm);
V (Lm) is a Vandermonde determinant of {aij ; (i, j) ∈ Lm} (for some ordering) and
s is the sign of the permutation of P defined as (L1, . . . , Lk), where the ordering in
each Lm is the one used to define V (Lm).
Remark 3.1. Mumford [12] gives a similar formula in the case of a singular curve
whose normalisation is P1.
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Proof. The matrix Ξ has size k(k − 1)× k(k − 1). Its rows are numbered by pairs
(i, j), i 6= j, corresponding to the intersection points aij . Its columns are numbered
by pairs (m,n), m = 1, . . . , k, n = 0, . . . , k − 2, with each (m,n) corresponding
to the n-th coefficient of Qm(ζ) = b0 + · · · + bk−2ζ
k−2. Thus the entry of Ξ with
coordinates (i, j), (m,n) is λija
n
ij if m = i, µija
n
ij if m = j, and it is zero otherwise.
To compute the determinant of Ξ, we therefore have to sum up over 1 − 1 maps
σ from P to {(m,n);m = 1, . . . , k, n = 0, . . . , k − 2} such that σ(i, j) = (i, n) or
σ(i, j) = (j, n), for every (i, j). Observe that such a map corresponds to giving a
subset L of P and a pair of maps ρ : L→ {0, . . . , k−2}, ρ′ : L′ → {0, . . . , k−2} (L′
is the complement of L), so that σ(i, j) is (i, ρ(i, j)) or (j, ρ′(i, j)). The bijectivity
amounts to the following conditions: (1) ρ(i, ·) and ρ′(·, j) are injective for every
i, j; (2) ρ(i, j) 6= ρ′(m, i) if (i, j) ∈ L and (m, i) ∈ L′. These imply that, for every
i, we have an injective map σi from Li given by (3.5) to {0, . . . , k − 2} given by
σi(i, j) = ρ(i, j) and σi(m, i) = ρ
′(m, i). The sets Li are disjoint and as every
(i, j) belongs to Li or Lj, their union is P . Since each σi is injective, each Li has
cardinality at most k − 1 and therefore exactly k − 1. Thus L is regular and each
σi is a bijection. If we write Σ(L) for the set of k-tuples (σ1, . . . , σk) such that each
σi is a bijective mapping from Li onto {0, 1, . . . , k − 2}, then the determinant can
be written as ∑
L∈R(P )
∑
σ∈Σ(L)
(−1)sgn σ
∏
(i,j)∈L
λija
σi(j)
ij
∏
(i,j) 6∈L
µija
σj(i)
ij ,
where sgnσ denotes the sign of the corresponding permutation of P . This proves
the formula (3.6), and each coefficient can be evaluated by grouping together factors
with coordinates in each Lm. 
We can recover the function (3.3) and similar functions on JacS from the fol-
lowing observation
Proposition 3.2. Let p, q be two integers and define a map
f :
(
C
∗
)k(k−1)
→
(
C
∗ × C∗
)k(k−1)
, f(λij) = (λ
p
ij , λ
q
ij).
Then the map ϑ ◦ f is invariant under the action (3.1) and induces a map ϑp,q :
JacS → C.
Proof. This is a consequence of regularity of subsets L (and their complements)
occurring in (3.6): in any L, the number of λij with the first coordinate m is the
same as the number of those with second coordinate m. 
For nonnegative p, q, the function ϑ ◦ f , given in the statement, clearly extends
to Ck(k−1) and, hence, ϑp,q extends to the algebro-geometric quotient of C
k(k−1) by
(3.1). We continue to write [λij ] for the orbit of (λij) ∈ C
k(k−1). From Theorem
3.1, we immediately obtain:
Corollary 3.3. ϑ1,0 and ϑ0,1 do not vanish at the origin [0], i.e. at the orbit of
0 ∈ Ck(k−1). ✷
Remark 3.2. Geometrically, this corollary can be interpreted in terms of the com-
pactified Jacobian of S [13, 2]. The compactified Jacobian Jg−1(S) is stratified by
Jacobians of partial normalisations of S and the boundary of the theta divisor of S
is given by the theta divisors of these normalisations. The point [0] is the smallest
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stratum in Jg−1(S), i.e. it corresponds to the full normalisation S˜. Of course, there
are no line bundles of degree g(S˜)− 1 admitting nonzero sections.
3.4. The inverse mapping. As is well known, the theta function may be used to
invert the Abel mapping. We shall now do this explicitly for the curve S.
We consider a point in JacS given by (λij , µij). It determines a line bundle F
of multi-degree 0. We consider the line bundle F (k− 1) and its sections. A section
of F (k − 1) consists of polynomials Q1(ζ), . . . , Qk(ζ) which satisfy (3.4). We wish
to construct such sections explicitly.
We define functions
(3.7) sij(u) = λij(aij − u), tij(u) = µij(aij − u),
with the convention sij(∞) = λij , tij(∞) = µij , and a function of k variables
(3.8) ΛF (u1, . . . , uk) = ϑ
(
sij(ui), tij(uj)
)
.
Observe that, since every L in (3.6) is regular, Λ is a polynomial of degree k− 1 in
each variable.
Proposition 3.4. Let pi ∈ Si, i = 1, . . . , k, be different from any intersection
points. Let F be a line bundle of multi-degree 0 on S. Then F (k−1)[−p1−· · ·−pk] ∈
Θ if and only if ΛF
(
π(p1), . . . , π(pk)
)
= 0.
Proof. Put D = p1+ · · ·+pk and yi = π(pi), i = 1, . . . , k. Let
(
Q1(ζ), . . . , Qk(ζ)
)
a
section of F (k−1)[−D], i.e. each Qi has degree k−1, Qi(yi) = 0, and λijQi(aij)+
µijQj(aij) = 0 for every i 6= j. We then have
sij(ui)
Qi(aij)
aij − ui
+ tij(uj)
Qj(aij)
aij − uj
= 0
as functions of u1, . . . , uk, for all i 6= j. The function Qi(ζ)/(ζ − ui) becomes at
ui = yi a polynomial of degree k−2 and, hence, the section (Q1, . . . , Qk) is non-zero
if and only if ϑ
(
sij(yi), tij(yj)
)
= 0. 
Proposition 3.5. Let F and pi, i = 1, . . . , k be as in the previous proposition and
suppose that F (k−1)[−p1−· · ·−pk] 6∈ Θ. Let sl =
(
Q1(ζ), . . . , Qk(ζ)
)
, l = 1, . . . , k,
be the (unique up to a constant multiple) section of F (k − 1) which vanishes at pj
for all j 6= l. Then, up to a constant multiple, the polynomial Ql(ζ) is given by
(3.9) Ql(ζ) = ΛF
(
π(p1), . . . , ζ︸︷︷︸
l
, . . . , π(pk)
)
.
Proof. Let x1, . . . , xk−1 be the roots of Ql and wi = p(φl(xi)), i = 1, . . . , k − 1,
the corresponding points of Sl. Thus the section sl vanishes at p1, . . . , wi︸︷︷︸
l
, . . . , pk
for every i and, from the previous proposition, the right-hand side of (3.9) van-
ishes at x1, . . . , xk−1. By the remark before the statement of Proposition 3.4, the
right-hand side is a polynomial of degree k − 1 and, so, it is either a constant
multiple of Ql(ζ) or it vanishes identically. The assumptions imply, however, that
ΛF
(
π(p1), . . . , π(pk)
)
6= 0 and the second possibility is thereby excluded. 
Remark 3.3. To completely determine the section sl (i.e. to describe the Qj , j 6= l),
we now find one root x of Ql and apply the formula (3.9) with the index l replaced
by j, j 6= l, to points y1, . . . , x︸︷︷︸
l
, . . . , yk (where yi = π(pi)).
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4. Reducible spectral curves
We now relate the results of the previous section to those in sections 1 and 2,
i.e. we consider a fully reducible real spectral curve S given by the equation
(4.1)
k∏
i=1
(
η − zi − 2xiζ + z¯iζ
2
)
= 0,
where each xi is real. We assume that S does not have multiple components, i.e.
(xi, zi) 6= (xj , zj) for i 6= j.
Let Si, i = 1, . . . , k, be the components, i.e.
(4.2) Si = {(ζ, η); η = zi + 2xiζ − z¯iζ
2}, i = 1, . . . , k.
Two curves Si and Sj intersect in a pair of distinct points pij , pji = τ(pij), where
the ζ-coordinate aij = π(pij) of each pij is given by
(4.3) aij =
(xi − xj) + rij
z¯i − z¯j
, rij =
√
(xi − xj)2 + |zi − zj|2.
We assume that S has only nodes, i.e. pij 6= pmn for (i, j) 6= (m,n). By using the
SO(3)-action on TP1, we can also assure that aij 6= 0,∞ for any i, j.
4.1. Line bundles. Let F be a line bundle of multi-degree 0 on S. From Proposi-
tions 1.1 and 1.2, F is trivialised on U0, U∞ with the transition function exp q(ζ, η)
where
(4.4) q(ζ, η) =
k−1∑
i=1
ηi
ζi
qi(ζ), qi(ζ) =
i−1∑
n=−i+1
dn,iζ
n,
for some complex numbers dn,i. Moreover, F is real in the sense of Definition 1.1 if
dn,i = (−1)
kd−n,i for all i, k. For every i = 1, . . . , k, we write q
(
ζ, zi +2xiζ − z¯iζ
2)
as qi+(ζ) + q
i
−(ζ), where q
i
+ (resp. q
i
−) contains all positive (resp. negative) powers
of ζ and qi+(0) = q
i
−(0). The multiplication by e
−qi+(ζ) on U0 and by e
qi−(ζ) on U∞
provides an isomorphism between the trivial bundle on Si and F |Si . This gives us a
canonical identification of Pic0 S with
(
C∗
)g
. In the notation of the previous section,
the bundle F corresponds to the point [λij ] ∈ JacS, where λij = e
qj
+
(aij)−q
i
+(aij),
i 6= j. The property of F being real is equivalent to [λij ] = [λji] for all i 6= j.
If we now consider the bundle F (k − 1) on S, then its section s(ζ) is given on
each Si ∩ U0 by
(4.5) si0(ζ) = e
−qi+(ζ)Qi(ζ),
where the Qi are polynomials of degree k−1 satisfying the matching conditions. For
the time-dependent line bundle Ft = F ⊗ L
t, where Lt has the transition function
e−tη/ζ , we have to replace q(η, ζ) with q(ζ, η) − tη/ζ. Thus (4.5) becomes:
(4.6) si0(t, ζ) = e
t(xi−z¯iζ)e−q
i
+(ζ)Qi(t, ζ).
Moreover, we observe that the line bundle Lt corresponds to the point
(4.7)
[
e−rijt
]
∈ JacS ≃
(
C
∗
)g
,
where the rij are given in (4.3).
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4.2. Definite line bundles. If F is real and F (k−2) 6∈ Θ, the space H0
(
S, F (k−
1)
)
comes with a hermitian metric given by (1.12). We compute this metric in
the representation of sections given by (4.5). Let P1, . . . , Pk and R1, . . . , Rk be
two sets of polynomials defining sections s, s′ of F (k − 1) via (4.5). Let us write
ηi(ζ) = zi + 2xiζ − z¯iζ
2. The formula (2.1) gives (for any ζ):
(4.8) 〈s, s′〉 = (−1)k−1ζk−1
k∑
i=1
Pi(ζ)Ri
(
−1/ζ¯
)∏
j 6=i
(
ηi(ζ)− ηj(ζ)
) .
Setting ζ = 0 we get
(4.9) 〈s, s′〉 =
k∑
i=1
Pi(0)Ri(∞)∏
j 6=i(zi − zj)
,
where Ri(∞) is the coefficient of ζ
k−1 in Ri(ζ).
We can describe the set of definite (in the sense of definition 1.2) line bundles
of degree g − 1. Let ∞i = Si ∩ π
−1(∞) and 0i = Si ∩ π
−1(0), i = 1, . . . , k. By
assumption, these points are all distinct. Recall the definition (3.8) of the function
ΛF .
Proposition 4.1. The set of definite line bundles F (k − 2) on S corresponds to
the subset Jac+ S of JacS consisting of equivalence classes (under the action (3.1))
[λij ] ∈ JacS such that:
(1) λij = λji for all i 6= j.
(2) For every l = 1, . . . , k the polynomial Ql(ζ) = ΛF (∞, . . . ,∞, ζ, 0, . . . , 0),
where ζ occurs in l-th place, has degree exactly k− 1, i.e. its term of degree
k − 1 does not vanish.
(3) The sign of Ql(0)Ql(∞)Q
j 6=l(zl−zj)
is the same for each l = 1, . . . , k.
Proof. The first condition simply says that F is real. The second condition with
l = k is equivalent, thanks to Proposition 3.4, to F (k − 2) 6∈ Θ. Condition (2) and
Proposition 3.4 also imply that, for each l = 1, . . . , k, there is a section sl of F (k−1),
unique up to a constant multiple, which vanishes at ∞1, . . . ,∞l−1, 0l+1, . . . , 0k.
Proposition 3.5 says that the restriction of sl to Sl is the polynomial Ql. Formula
(2.1) shows (as in the proof of Proposition 2.2) that the sl are mutually orthogonal
in the form (1.12) and that 〈sl, sl〉 is given by the fraction in (3). Therefore (1.12)
is definite if and only if all these fractions have the same sign. 
We do not know how many connected components Jac+ S has. We think that
there are at least two: one containing Lt(k − 2) for t > 0 and the other one
containing Lt(k − 2) for t < 0. We have:
Proposition 4.2. The form (1.12) is positive-definite on the connected component
of Jac+S containing Lt(k − 2) for t > 0.
Remark 4.1. From Corollary 3.3, we know that this component contains Ft(k − 2)
for any real F ∈ Pic0 S and sufficiently large t.
Proof. Thanks to (4.7), the bundle Lt corresponds to
[
e−rijt
]
in JacS. Thus, it
tends to the point [0] on the boundary of JacS. We claim that there is a unitary
basis s1(t), . . . , sk(t) of Lt(k − 1) which has a limit as t → +∞. This can be
proved either via the asymptotic behaviour of solutions to Nahm’s equations or by
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the argument used in the proof of Theorem 6.3 below. From (3.2), we know that a
limit section (Q1, . . . , Qk) satisfies Qj(aij) = 0 for any i, j, and hence it is generated
by sections sl = (Q1, . . . , Qk) with Ql(ζ) =
∏
i6=l(ζ − ail) and Qj ≡ 0 for j 6= l.
Thus, we shall be done as soon as we show that the norm of this sl is positive for
each l. From the formula (4.8) we need to compute Ql(ζ)Ql
(
−1/ζ¯
)
, which is:
(−1)k−1ζk−1
∏
i6=l
(ζ − ail)
(
−
1
ζ
− ail
)
=
∏
i6=l
(ζ − ail)
(
1 + ζail
)
.
Since ali = −1/ail, this can be rewritten as:
Ql(ζ)Ql
(
−1/ζ¯
)
=
∏
i6=l
ail
∏
i6=l
(ζ − ail)
(
ζ − ali) =
∏
i6=l
ail
z¯i − z¯l
∏
i6=l
(
ηl(ζ) − ηi(ζ)
)
.
This, together with (4.8) and (4.3), shows that
〈sl, sl〉 =
∏
i6=l
xi − xl + ril
|zi − zl|2
,
which proves the result. 
5. Hyperka¨hler structure of adjoint orbits of GL(k,C)
Let z1, . . . , zk be distinct complex numbers and let us write τ = diag(z1, . . . , zk).
Let O(τ) be the adjoint GL(k,C)-orbit of τ . It is a regular semi-simple orbit
and Kronheimer [11] shows that O(τ) admits a family of hyperka¨hler structures,
parameterised by Rk, such that the complex structure I1 is the one of the complex
adjoint orbit. We recall Kronheimer’s construction.
5.1. Orbits and Nahm’s equations. The hyperka¨hler structure on O(τ), given
by a parameter (x1, . . . , xk) ∈ R
k, is obtained by considering solutions to Nahm’s
equations (1.13) corresponding to the flow Lt on the spectral curve (4.1). The
structure is seen better, if we allow gauge freedom and introduce a fourth u(k)-
valued function T0(t). Thus, we consider the following variant of Nahm’s equations:
(5.1) T˙i + [T0, Ti] +
1
2
∑
j,k=1,2,3
ǫijk[Tj , Tk] = 0 , i = 1, 2, 3.
The functions T0, T1, T2, T3 are smooth, u(k)-valued and defined on the half-line
[0,+∞). Moreover, if we write
(5.2) τ = τ2 + iτ3, τ1 = −i diag(x1, . . . , xn),
so that τ1, τ2, τ3 are diagonal skew-hermitian matrices, then we require that each
Ti(t), i = 1, 2, 3, approaches τi exponentially fast as t → +∞, and that T0 ap-
proaches 0 also exponentially fast.
The space of such solutions is acted upon by the gauge group G of U(k)-valued
functions g(t), with g(0) = 1 and a diagonal limit, approached exponentially fast,
at +∞. The action is given by:
T0 7→ gT0g
−1 − g˙g−1
Ti 7→ gTig
−1 , i = 1, 2, 3.(5.3)
The hyperka¨hler manifold Mτ1,τ2,τ3 is defined as the moduli space of solutions to
(5.1) satisfying these boundary conditions modulo the action of G.
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The tangent space at a solution (T0, T1, T2, T3) can be identified with the space
of solutions to the following system of linear equations:
(5.4)
t˙0 + [T0, t0] + [T1, t1] + [T2, t2] + [T3, t3] = 0,
t˙1 + [T0, t1]− [T1, t0] + [T2, t3]− [T3, t2] = 0,
t˙2 + [T0, t2]− [T1, t3]− [T2, t0] + [T3, t1] = 0,
t˙3 + [T0, t3] + [T1, t2]− [T2, t1]− [T3, t0] = 0.
The first equation is the condition that (t0, t1, t2, t3) is orthogonal to the infinitesi-
mal gauge transformations and the remaining three are linearisations of (5.1).
Mτ1,τ2,τ3 carries a hyperka¨hler metric defined by
(5.5) ‖(t0, t1, t2, t3)‖
2 = −
3∑
i=0
∫ +∞
0
tr t2i (s)ds,
and the three anticommuting structures I1, I2, I3 are given by the left multiplication
of t0+ t1i+ t2j+ t3k by i, j, k (i, j, k - the standard basis of imaginary quaternions).
Kronheimer shows that the map(
Mτ1,τ2,τ3 , I1
)
→ O(τ2 + iτ3),
(
T0(t), T1(t), T2(t), T3(t)
)
7→ T2(0) + iT3(0)
is a biholomorphism. In fact, if we identify, as usual, the complex structures with
P1, then the map
φζ :
(
Mτ1,τ2,τ3 , Iζ
)
→ O(τζ),
(
T0(t), T1(t), T2(t), T3(t)
)
7→ A(0, ζ),
τζ = (τ2 + iτ3) + 2iτ1ζ + (τ2 − iτ3)ζ
2,
A(0, ζ) = (T2(0) + iT3(0)) + 2iT1(0)ζ + (T2(0)− iT3(0))ζ
2,
a biholomorphism as long as τζ is a regular matrix. For other complex structures,
Mτ1,τ2,τ3 is a vector bundle over a flag manifold [5].
5.2. Twistor lines via JacS. We wish to make a connection between the hy-
perka¨hler geometry ofMτ1,τ2,τ3 and the algebraic geometry of a reducible curve S.
The curve S is given by the equation
det
(
η · 1− (τ2 + iτ3)− 2iτ1ζ − (τ2 − iτ3)ζ
2
)
= 0.
It is of the form (4.1) with zi (resp. xi) being the diagonal entries of τ2+ iτ3 (resp.
iτ1). In order to make use of previous sections, we assume that S has only nodes,
i.e. no three of the points (xi,Re zi, Im zi) ∈ R
3, i = 1, . . . , k, are collinear.
The action of G allows one to eliminate the component T0 in the definition of
Mτ1,τ2,τ3 . Thus, as a manifold, Mτ1,τ2,τ3 is diffeomorphic to triples (T1, T2, T3) ∈
u(n) ⊗ R3 such that the solution
(
T1(t), T2(t), T3(t)
)
of the Nahm’s equations
(1.13) with the initial condition Ti(t) = Ti, i = 1, 2, 3, exists for all t ≥ 0 and
limt→+∞ Ti(t) exists and is conjugate to τi, i = 1, 2, 3. We know from section 1
that, as long as A(ζ) = (T2 + iT3) + 2iT1ζ + (T2 − iT3)ζ
2 is a regular matrix for
every ζ, the U(n)-conjugacy class of (T1, T2, T3) is identified with an element of
Jac+ S. We do not obtain all points of Jac+ S this way: only those F such that
Ft(k− 2) 6∈ Θ for all t ≥ 0. We shall denote this subset by B. We expect that B is
a connected component of Jac+ S.
We remark that the remaining (i.e. non-regular) triples (T1, T2, T3) ∈ u(n)⊗R
3
correspond to the closure B of B in JacR S − ΘR, where JacS is the compactified
Jacobian and Θ is the closure of Θ in JacS (cf. Remarks 1.1 and 3.2).
16 ROGER BIELAWSKI
It is clear from the above discussion that B is identified with Mτ1,τ2,τ3/U(k)
and, hence, with O(τ)/U(k), where τ = τ2 + iτ3. We wish to describe the fibration
Mτ1,τ2,τ3 → B in greater detail.
As in section 1, we denote by V a vector bundle over B, whose fibre at F (k−2) is
H0
(
S, F (k − 1)
)
. Proposition 4.2 implies that the metric (1.12) is positive-definite
on V . Let us denote by U(V ) the corresponding bundle of unitary frames of V .
Topologically, U(V ) is a trivial bundle (we can find a section as in the proof of
Proposition 4.1). Let PU(V ) be the quotient of U(V ) by the centre of U(k). We
can restate Beauville’s theorem 1.3 in the following form:
Proposition 5.1. There is a canonical U(k)-equivariant diffeomorphism between
the restriction of PU(V ) to B and the corresponding open dense subset ofMτ1,τ2,τ3 .
Proof. Let F (k − 2) ∈ B. If ψ1, . . . , ψk is a unitary basis of H0
(
S, F (k − 1)
)
, then
we obtain a a triple (T1, T2, T3) in Mτ1,τ2,τ3 via (1.5). This map is smooth and
U(k)-equivariant. The induced map from PU(V ) is injective by the argument used
in the proof of Proposition 1.7. The inverse mapping is provided by (1.3). 
Thus, Kronheimer’s hyperka¨hler structure lives naturally on PU(V ). We are
going to describe the twistor lines from this point of view.
First let us fix notation. Let Q = [Qij ] be a matrix of complex polynomials of
degree n. We write σ(Q) for the matrix of polynomials defined by σ(Q)ij(ζ) =
(−1)nQji(−1/ζ¯).
Theorem 5.2. The bundle U(V ) is isomorphic to an open U(k)-invariant subset
V(S) of the set of all k× k matrices Q of polynomials of degree k− 1 which satisfy:
(5.6) σ(Q)DQ = 1,
where
D = diag
(
1∏
j 6=i
(
ηi(ζ)− ηj(ζ)
)
)
.
The action of U(k) is given by right multiplication on elements of Q and the pro-
jection V(S)→ B is Q 7→ [λmn], where λmn =
Qns
Qms
(amn) for any s.
Proof. The map from U(V ) to V(S) is clear: represent a unitary basis ofH0
(
S, F (k−
1)
)
in the form (4.5). This gives a quadratic matrix of polynomials satisfying (5.6),
thanks to (4.8).
Conversely, suppose that Q is a matricial polynomial satisfying (5.6). We need
the following lemma:
Lemma 5.3. Let Z1(ζ), . . . , Zk(ζ) be polynomials of degree 2k − 2 such that
(5.7)
k∑
s=1
Zs(ζ)∏
l 6=s
(
ηs(ζ)− ηl(ζ)
) = const.
Then, there exists a section s of OS(2k− 2) such that Zi(ζ) is a restriction of s to
Si.
Indeed, suppose that Z =
(
Z1(ζ), . . . , Zk(ζ)
)
satisfies this condition. If the
constant is nonzero, we can replace Zi by Zi − cη
k−1
i , where c is the constant in
question. Thus, we can assume that the Zi satisfy the homogeneous version of this
equation. It is clear that any section of π∗O(2k − 2), which must be of the form
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(1.11), satisfies the above condition. Therefore we can add to Z a section of the
form (1.11) in order to assume that Zi(aij) are all non-zero. Equation (5.7) implies,
in particular, that the residue at aij of the left-hand side vanishes. The only terms
which have a pole at aij are s = i and s = j. We observe that, if we replace all
Zi in (5.7) by 1, we obtain 0 (this can be viewed as the product of the last row
of V −1 with the first column of V , where V is the Vandermonde determinant in
η1(ζ), . . . , ηk(ζ)). Therefore Zi(aij) = Zj(aij), which proves the lemma.
We return to the proof of the proposition. We consider the open subset V(S),
where the i-th column of Q, i = 1, . . . , k, defines a section of Fi(k − 1) for some
Fi ∈ Pic
0 S with Fi(k− 2) 6∈ Θ. The i-th row Ri1, . . . , Rik of σ(Q) is then, because
of (1.7), a section of σ(Fi)(k−1). Thus, Ri1Q1j, . . . , RikQkj represents a section of
Fj ⊗ σ(Fi)(2k− 2), and, from the above lemma, Fj ⊗ σ(Fi) ≃ O for all i, j. Taking
first i = j and then all i, j shows that all Fi are isomorphic to one bundle F which
is real. The matrix Q becomes now, thanks to (5.6), a unitary basis of sections of
F (k − 1) which proves that F ∈ Jac+ S and the metric is positive-definite. 
It is clear how the hyperka¨hler structure of Mτ1,τ2,τ3 looks on V(S)/U(1). For
every ζ0, which is not one of the amn, we have a map from V(S) to the adjoint
orbit of τζ0 = (τ2 + iτ3) + 2iτ1ζ0 + (τ2 − iτ3)ζ
2
0 , given by
Q 7−→ Q(ζ0)
−1τζ0Q(ζ0)
(we observe that (5.6) guarantees that Q(ζ) is invertible if ζ is not one of the
amn). The pull-backs of complex structures of O(τζ0 ), for this dense subset of
ζ0, to V(S)/U(1) ≃ PU(V ) generate the hypercomplex structure of V(S)/U(1)
(isomorphic to that of Mτ1,τ2,τ3).
Remark 5.1. To extend this description to all of Mτ1,τ2,τ3 , we have to consider a
bigger subset of polynomial matrices satisfying (5.6): those, whose columns fibre
over a point in JacS −Θ.
6. Ka¨hler potentials
6.1. Ka¨hler potentials in terms of Nahm’s data. It is well-known (see, e.g.
[9]) that the function
K = −
1
2
∫ ∞
0
tr
(
T 21 (t) + T
2
2 (t)
)
dt
is a U(n)-invariant Ka¨hler potential for
(
M0,0,τ3, I1
)
, i.e. −i∂I1 ∂¯I1K is the Ka¨hler
form ω1 = g(I1·, ·) of the hyperka¨hler metric g given by (5.5). The reducible spectral
curve S corresponding to τ1 = τ2 = 0 has, however, points of multiplicity greater
than two, and, so, this S does not fit in with the results of the previous sections.
On the other hand, the cohomology class [ω1] is identified with τ1 [11], and, hence,(
M0,τ2,τ3 , I1, ω1
)
, being Stein, must admit a U(k)-invariant Ka¨hler potential. We
have:
Proposition 6.1. The function
(6.1) K = −
1
2
∫ ∞
0
tr
(
T 21 (t) + T
2
2 (t)− τ
2
2
)
dt
is a Ka¨hler potential for
(
M0,τ2,τ3 , I1, ω1
)
.
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Proof. This can be proved via a direct calculation, but it is more instructive to
use the fact that Mτ1,τ2,τ3 is the (infinite-dimensional) hyperka¨hler quotient
1 of
the space A of all quadruples
(
T0(t), T1(t), T2(t), T3(t)
)
satisfying the prescribed
boundary conditions at +∞, with its flat hyperka¨hler structure, by the gauge group
G. The moment map equations are the three equations (5.1). The function K is
finite, since τ1 = 0, and is a Ka¨hler potential for
(
A, I1, ω1
)
by direct computation.
It is still a Ka¨hler potential on the complex submanifold B defined as the space of
solutions to (5.1) with i = 2 and i = 3.
(
M0,τ2,τ3, I1, ω1
)
is the Ka¨hler quotient of(
B, I1, ω1
)
by G and we shall use the following lemma:
Lemma 6.2. Let K be a globally defined G-invariant Ka¨hler potential on a Ka¨hler
manifold (M, I, ω) on which the action of G is Hamiltonian and holomorphic. Let
µ : M → g∗ be a moment map on M defined by 〈µ, ρ〉 = dK(Iρˆ), where ρˆ is the
fundamental vector field induced by ρ ∈ g.
Then K descends to a Ka¨hler potential for the Ka¨hler quotient µ−1(0)/G.
To see that this proves the proposition, we have to check that dK, where K is
given by (6.1), evaluated on vectors I1ρˆ, ρ ∈ LieG, gives the moment map with
respect to ω1, i.e. (5.1) holds for i = 1. We compute I1ρˆ by differentiating (5.3):
I1ρˆ =
(
−[ρ, T1], [ρ, T0]− ρ˙,−[ρ, T3], [ρ, T2]
)
.
Then
dK(I1ρˆ) = −
∫ ∞
0
tr
(
T1([ρ, T0]− ρ˙)−T2[ρ, T3]
)
= −
∫ ∞
0
tr ρ
(
T˙1+[T0, T1]+[T2, T3]
)
,
where we have used the fact that τ1 = 0. It remains to prove the lemma.
Proof of Lemma. Let π : µ−1(0) → µ−1(0)/G be the projection. Let I¯ and K¯
denote the induced complex structure and induced map K on µ−1(0)/G. In other
words K = K¯ ◦ π and I¯v is π(Ivh), where vh denotes the horizontal lift of v. We
compute:
I¯dK¯(v) = −dK(Ivh) = IdK(vh).
By assumption, IdK(ρˆ) = 0 at points of µ−1(0) and, hence, IdK(vh) = IdK(v˜) for
any other lift v˜ of v. Thus, I¯dK¯(π(u)) = IdK(u) and taking the exterior derivative
of both sides proves the lemma. 
We can identify the Ka¨hler potential (6.1) for the hyperka¨hler metric on the
orbit O(τ) using ideas of Hitchin [9]. We need to extend Theorem 2 on p. 56 in [9]
to fully reducible curves.
6.2. Hitchin’s theorem for reducible curves. For a matricial polynomialA(ζ) =
A0 +A1ζ +A2ζ
2, representing a line bundle in Jg−1(S)−Θ, the expression
(6.2) ∆ = tr
(
A0A2 −
1
4
A21
)
is GL(k,C) invariant and, hence, it defines a holomorphic function on Jg−1(S)−Θ.
Hitchin [9] shows that ∆ extends to a meromorphic function on Jg−1(S) and, for
a smooth S, relates it to the theta function of S. Our next aim is to extend this to
fully reducible spectral curves.
1Alternatively, the same argument can be applied to Mτ1,τ2,τ3 as a finite-dimensional hy-
perka¨hler quotient of the manifold MU(k)(c), with its Ka¨hler potential, described in section 4 of
[4]
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Let S be a curve given by (4.1). Recall from section 4 that the line bundle Lt,
which on TP1 has the transition function e−tη/ζ , induces the element
[
e−rijt
]
in
JacS ≃
(
C∗
)g
. This induces a flow [λij ]→
[
e−rijtλij
]
and, hence, a vector field X
on JacS. For a function f on JacS we write
df
dt
= Xf =
d
dt
f
[
e−rijt(·)
]
.
Let us also reformulate ∆. We can write A0 = T2+iT3, A1 = 2iT1, A2 = T2−iT3
for complex matrices T1, T2, T3. Then
∆ = tr
(
T 21 + T
2
2 + T
2
3
)
.
We recall that τ1, τ2, τ3 are diagonal skew-hermitian matrices defined by τ2+ iτ3 =
diag(z1, . . . , zk), iτ1 = diag(x1, . . . , xk).
We now have the following analogue of Theorem 2 in [9]:
Theorem 6.3. Let S be a reducible spectral curve given by (4.1) with nodes only.
Then, the following equality holds on JacS:
(6.3) ∆− tr
(
τ21 + τ
2
2 + τ
2
3
)
=
3
2
d2
dt2
logϑ1,0,
where ∆ is given by (6.2) and ϑ1,0 is defined in Proposition 3.2.
Proof. We follow Hitchin’s strategy with suitable modifications due to non-compactness
of JacS. The computation of polar parts of ∆ and ϑ1,0, given in [9], remains valid
and, hence, we know that ∆ − 32
d2
dt2 logϑ1,0 is a holomorphic function on JacS.
To prove that it is equal to tr
(
τ21 + τ
2
2 + τ
2
3
)
, we need to study its asymptotic
behaviour.
Let [λij ] ∈ JacS and consider its orbit under the flow
[
e−rijtλij
]
(t ∈ C). We
assume at first that all rij are rational, so that this orbit is a closed complex
submanifold of JacS isomorphic to C∗. We claim that both ∆− tr
(
τ21 + τ
2
2 + τ
2
3
)
and d
2
dt2 logϑ1,0, restricted to the flow orbit, approach zero as Re t→ ±∞. This, of
course, will prove the result for rational rij and, hence, by continuity, for all S. We
deal first with ϑ1,0. We have:
d2
dt2
logϑ1,0 =
1
ϑ
d2ϑ
dt2
−
(
1
ϑ
dϑ
dt
)2
,
We now observe that ϑ1,0 restricted to the flow orbit approaches ϑ1,0([0]) exponen-
tially fast as Re t→ +∞. Moreover, we know from Corollary 3.3 that ϑ1,0([0]) 6= 0
and, hence, d
2
dt2 logϑ1,0 approaches 0 exponentially fast, as Re t → +∞. To deal
with t→ −∞, we observe that dividing ϑ1,0 by
∏
i6=j λije
−rijt yields ϑ0,1 restricted
to the orbit
[
erijtλ−1ij
]
but it does not change d
2
dt2 logϑ1,0. Thus, the argument used
for ϑ1,0 can be now applied to ϑ0,1 and, so,
d2
dt2 logϑ1,0 approaches zero exponen-
tially fast, as Re t→ ±∞.
We now show that ∆ approaches tr
(
τ21 + τ
2
2 + τ
2
3
)
as Re t → ±∞. Let F ∈
Pic0 S be the line bundle represented by [λij ]. From section 1 we know that there
is an anti-holomorphic isomorphism
H0
(
S, F (k − 1)
)
−→ H0
(
S, σ(F )(k − 1)
)
and, hence, ∆−tr
(
τ21 + τ
2
2 + τ
2
3
)
approaches 0 as Re t→ −∞ on the orbit Ft(k−1)
if and only if it approaches 0 as Re t → +∞ on the orbit σ(F )(k − 1). Therefore
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we only need to deal with Re t → +∞. Let tn be a sequence of complex numbers
with Re tn → +∞. The fact that ϑ1,0([0]) 6= 0 implies that Ftn(k − 2) 6∈ Θ
for n large enough. Therefore Ftn(k − 1)[−D0] 6∈ Θ for n large enough, where
D0 = 01 + · · ·+ 0k is the divisor π
−1(0) (with 0i ∈ Si), and we can find a basis of
sections s1n, . . . , s
k
n of Ftn(k− 1) such that s
l
n vanishes at all 0i, i 6= l. We represent
this basis in the form (4.5), so that sln is given by polynomials Q
n
1l(ζ), . . . , Q
n
kl(ζ)
satisfying the matching conditions Qnjl(aij) = e
−rijtnλijQ
n
il(aij) for all i 6= j and
all l, n. In addition, Qnil(0) = 0 for i 6= l and all n. Let now R be such that
all aij are contained in the disc BR ⊂ C of radius centred at 0 and of radius
R. Define Mnl as the sup norm of {Q
n
1l(ζ), . . . , Q
n
kl(ζ)} over BR. For a fixed l,
there a subsequence of n such that Qnjl(ζ)/M
n
l converges for every j = 1, . . . , k,
and at least one of these has a non-zero limit. Taking the limit of the matching
conditions satisfied by the Qnjl shows that their limits Qjl satisfy Qjl(aij) = 0 for
every i 6= l. Since these are polynomials of degree at most k − 1 and, in addition,
Qjl(0) = 0 for j 6= l, we have that Qjl ≡ 0 for j 6= l and Qll(ζ) = Cl
∏
i6=l(ζ − ail)
for a nonzero Cl. We can find a subsequence such that these limits exist for every
l = 1, . . . , k. Now recall from (1.5) that a matricial polynomial corresponding to
Ftn(k − 1) is obtained by conjugating a diagonal matrix by the matrix
[
Qnij(ζ)
]
.
Another matricial polynomial An(ζ) (conjugate to the previous one) is obtained
by conjugating by
[
Qnij(ζ)/M
n
j
]
. We showed above that this latter matrix has a
diagonal limit (with non-vanishing diagonal entries). Therefore a subsequence of
An(ζ) has a diagonal limit equal to (τ2 + iτ3) + 2iτ1ζ + (τ2 − iτ3)ζ
2. This finishes
the proof. 
Corollary 6.4. For i = 1, 2, 3, trT 2i − tr τ
2
i =
1
2
d2
dt2 logϑ1,0.
Proof. The functions trT 2i − T
2
j , i, j = 1, 2, 3, all arise from trA(ζ)
2, which is
constant on the Jacobian. 
6.3. A formula for the Ka¨hler potential of Kronheimer’s metric. We can
now identify the Ka¨hler potential (6.1) for the complex structure I1 of the hy-
perka¨hler manifold M0,τ2,τ3 . As a complex manifold
(
M0,τ2,τ3 , I1
)
is the adjoint
orbit O(τ2 + iτ3) of GL(k,C). We assume that the diagonal entries z1, . . . , zk of
τ2 + iτ3 are all distinct, so that the orbit is regular semisimple. In addition, we
require that the spectral curve S, given by (4.1) with x1 = · · · = xk = 0, has only
ordinary double points, i.e. we assume that no three points zi ∈ C are collinear.
With these assumptions, we know that K, being U(k)-invariant, is given by a func-
tion on the subset B of JacR S −ΘR. We have:
Theorem 6.5. The Ka¨hler potential K, defined by (6.1), of
(
M0,τ2,τ3 , I1, ω1
)
is
given by
K(T0, T1, T2, T3) =
1
2
ϑ˙1,0(λ)
ϑ1,0(λ)
,
where λ is the point of JacS corresponding to the triple
(
T1(0), T2(0), T3(0)
)
and
ϑ1,0 is defined in Proposition 3.2.
Proof. We just follow (6.1), i.e. integrate, using the last corollary and the fact,
already observed in the proof of Theorem 6.3, that ϑ˙1,0/ϑ1,0 decays exponentially
fast as t→ +∞. 
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Example 6.1. We compute the Ka¨hler potential (6.1) in the case when k = 2 and
z2 = −z1 = R/2, i.e. we give yet another computation for the Eguchi-Hanson
metric (cf. [9]). The theta function (3.6) is λ12λ21 − µ12µ21 and, after setting
µ12 = µ21 = 1 and quotienting by (3.1), we have ϑ1,0(γ) = γ− 1, where γ = λ12λ21
is the coordinate on C∗ ≃ JacS. Thus, ϑ1,0(γ, t) = e
−2Rtγ−1 and ϑ¨ = −2Rϑ˙. This
means that d
2
dt2 logϑ1,0 = −2R
d
dt logϑ1,0−
(
d
dt logϑ1,0
)2
and, writing f = ddt logϑ1,0
and X = T2(0)+iT3(0), we get from the last corollary: f
2+2Rf−trXX∗+R2/2 =
0. Therefore f = −R+
√
R2/2 + trXX∗ (as f must be nonnegative on the orbit).
The potential K is half of f .
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