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Abstract. We study the uniqueness of solutions of Helmholtz equation for a problem that
concerns wave propagation in waveguides. The classical radiation condition does not apply to our
problem because the inhomogeneity of the index of refraction extends to infinity in one direction.
Also, because of the presence of a waveguide, some waves propagate in one direction with different
propagation constants and without decaying in amplitude.
Our main result provides an explicit condition for uniqueness which takes into account the phys-
ically significant components, corresponding to guided and non-guided waves; this condition reduces
to the classical Sommerfeld-Rellich condition in the relevant cases.
Finally, we also show that our condition is satisfied by a solution, already present in literature,
of the problem under consideration.
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1. The problem of uniqueness for the Helmholtz equation. Let Σ ⊂ RN
be a (possibly empty) bounded closed surface. It is well known that the Dirichlet
problem {
∆u+ k2u = f outside Σ,
u = U on Σ,
(1.1)
has not an unique solution. If k = 0 (Poisson’s equation), in order to obtain the
uniqueness, it is required that the solution vanishes at infinity. If k 6= 0, that is not
sufficient anymore. In fact, there are two different solutions of (1.1) which vanish
at infinity, representing the outward and inward radiation. Hence, an additional (or
different) condition at infinity is needed.
The first condition we can add is that
lim
R→∞
R
N−1
2
(
∂u
∂R
− iku
)
= 0, (1.2)
uniformly; this is the so-called Sommerfeld’s radiation condition. Here, ∂u∂R denotes
the radial derivative of u. The physical meaning of this condition is that there are
no sources of energy at infinity. Moreover, it assures that, far from the surface Σ, u
behaves as a wave generated by a point source.
Stated as in (1.2) and together with the assumption that u vanishes at infinity,
this condition is due to Sommerfeld, see [So1] and [So2] (see also [Mag1] and [Mag2]).
The vanishing assumption on u was dropped by Rellich (see [Rel]), who also proved
that (1.2) can be replaced by the weaker condition
lim
R→∞
∫
∂BR
∣∣∣∣ ∂u∂R − iku
∣∣∣∣2 dσ = 0 , (1.3)
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2 G. CIRAOLO AND R. MAGNANINI
where BR is the ball centered at the origin with radius R. In the same paper, Rellich
also proved that a radiation condition can also be given in the form∫
RN
∣∣∣∣ ∂u∂R − iku
∣∣∣∣2 dx < +∞. (1.4)
Condition (1.4) can be considered the starting point for our work, as we are going
to explain shortly. Before describing our results, we cite some generalizations of the
work of Rellich.
When n is a function which is identically 1 outside a compact set, (1.3) still
guarantees the uniqueness of a solution of
∆u+ k2n(x)2u = f, x ∈ RN ;
see [Mi1] and [Sc] and references therein.
Several authors (see [Rel] [Mi2] [RS] [Zh] [PV] [Ei]) studied the case in which n
is not constant at infinity, but has an angular dependency, say n(x) → n∞(x/|x|)
as |x| → ∞, and it approaches to the limit with a certain behaviour. Among these
papers, we want to mention the results in [Zh] and [PV], where the authors proved the
uniqueness of solutions of the Helmholtz equation by means of the limiting absorbtion
method and by introducing the radiation condition:
lim
R→+∞
1
R
∫
BR
∣∣∣ ∂u
∂R
− ikn∞u
∣∣∣2dx = 0.
Here, the assumptions on n are so that the energy cannot be trapped along any
direction, but it radiates toward infinity. That is in accordance with [PS], where
the authors point out that the Sommerfeld radiation condition, since it involves the
dimension, is inappropriate for problems admitting a lower dimensional solution (a
plane wave).
The present paper is motivated by the study of wave propagation in optical waveg-
uides. In particular, we shall study the uniqueness of solutions of the two-dimensional
Helmholtz equation
∆u+ k2n(x)2u = f, (x, z) ∈ R2, (1.5)
where n is of the form
n :=
{
nco(x), |x| ≤ h,
ncl, |x| > h;
(1.6)
here nco is a bounded function and ncl is a constant; thus, (1.6) models the index of
refraction of a rectilinear open waveguide of width 2h (subscripts co and cl refer to
the core and cladding of the waveguide) (see [SL]).
We observe that functions n of type (1.6) are not considered in the works cited
before. In fact, the most important feature of optical waveguides is the presence of
waves confined inside the waveguide (guided modes) which are oscillatory and never
decaying along the axis of propagation (z-axis). It is easy to show that a pure guided
mode supported by the Helmholtz equation does not satisfy the radiation conditions
above retrieved (as already pointed out in [PS]). Functions n similar to (1.6) were
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considered by Ja¨ger and Saito¯ in [JS1]-[JS2]; however, their assumptions on n do not
admit the occurrence of guided modes.
As far as we know, the only works dealing with uniqueness in an optical waveg-
uide setting have appeared in the Russian literature (see [Rei] [No] [NS] [KNH] and
references therein). However, the Reichardt condition studied therein only deals with
guided modes and does not apply to the total field.
The main result of this paper is Theorem 2.3, where we present a new radiation
condition that guarantees the uniqueness of a solution of (1.5) with n given by (1.6).
We observe that, if we suppose that no guided mode is present (this is possible by
choosing special parameters in the function n), our radiation condition reduces to
(1.4). In this setting, our results provide a different proof of special cases studied in
[Rel] and [JS1]-[JS2].
The key ingredients of our proof are essentially four: (i) if (1.5) possesses two
solutions satisfying our radiation condition, then their difference w must belong to
the Sobolev space H2(R2); (ii) as a consequence of (i), the Fourier transform of w in
the z-direction (parallel to the fiber’s axis) is square integrable for almost all x ∈ R
and satisfies an ordinary differential equation in x; (iii) the only square integrable
solution of such an equation is identically zero; (iv) the proof is then completed by
using an appropriate transform theory in the x-direction and repeating the arguments
in (ii) and (iii). This scheme will be carried out in §2.
In [MS] the authors derived a solution1 for the problem (1.5)-(1.6) in terms of
a Green’s function. Section 3 is devoted to prove that such a solution satisfies our
radiation condition. This will be done in three steps: in §3.1 we derive a representation
of the solution as a contour integral; in §3.2 we prove uniform estimates for the non-
guided part of the spectrum-based solution; in §3.3 we carry out the proof by testing the
radiation condition on the guided part and using the asymptotic estimates obtained
in §3.2.
We wish to observe that the results in the present paper can be easily adapted to
prove the uniqueness of a solution for the Pekeris waveguide problem (see [Wi] and
[De]).
2. A new Rellich-type condition and a uniqueness theorem. In this sec-
tion we shall state a radiation condition, that generalizes (1.4), and prove our unique-
ness result.
2.1. Preliminaries. We recall the relevant results of [MS] which will be useful
in the rest of the paper.
In [MS] a Green’s function G for (1.5) is constructed: a solution of (1.5) is
u(x, z) =
∫
R2
G(x, z; ξ, ζ)f(ξ, ζ)dξdζ, (2.1)
where
G(x, z; ξ, ζ) =
∑
j∈{s,a}
+∞∫
0
ei|z−ζ|
√
k2n2∗−λ
2i
√
k2n2∗ − λ
vj(x, λ)vj(ξ, λ)dρj(λ). (2.2)
Here
n∗ = maxR
n,
1We will refer to such a solution as the spectrum-based solution.
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〈dρj , η〉 =
Mj∑
m=1
rjmη(λ
j
m) +
1
2pi
+∞∫
d2
√
λ− d2
(λ− d2)φj(h, λ)2 + φ′j(h, λ)2
η(λ)dλ,
for all η ∈ C∞0 (R) (〈 , 〉 is the usual dual product),
rjm =
 +∞∫
−∞
vj(x, λjm)
2dx
−1 = √d2 − λjm√
d2 − λjm
h∫
−h
φj(x, λ
j
m)2dx+ φj(h, λ
j
m)2
. (2.3)
Also, vj(x, λ) are linearly independent solutions of
v′′ + [λ− q(x)]v = 0, in R, (2.4)
where q(x) = k2[n2∗ − n(x)2], and have the following form:
vj(x, λ) =

φj(h, λ) cosQ(x− h) + φ
′
j(h,λ)
Q sinQ(x− h), if x > h,
φj(x, λ), if |x| ≤ h,
φj(−h, λ) cosQ(x+ h) + φ
′
j(−h,λ)
Q sinQ(x+ h), if x < −h,
(2.5)
for j = s, a, with Q =
√
λ− d2, d2 = k2(n2∗ − n2cl); the φj ’s are solutions of (2.4) in
the interval (−h, h) and satisfy the initial conditions:
φs(0, λ) = 1, φ′s(0, λ) = 0,
φa(0, λ) = 0, φ′a(0, λ) =
√
λ.
(The indices j = s, a correspond to symmetric and antisymmetric solutions, respec-
tively.)
We notice that (2.2) can be split up into two summands,
G = Gg +Grad,
where
Gg(x, z; ξ, ζ) =
∑
j∈{s,a}
Mj∑
m=1
ei|z−ζ|
√
k2n2∗−λjm
2i
√
k2n2∗ − λjm
vj(x, λjm)vj(ξ, λ
j
m)r
j
m, (2.6)
and
Grad(x, z; ξ, ζ) =
1
2pi
∑
j∈{s,a}
+∞∫
d2
ei|z−ζ|
√
k2n2∗−λ
2i
√
k2n2∗ − λ
vj(x, λ)vj(ξ, λ)
σj(λ)√
λ− d2 dλ, (2.7)
with
σj(λ) =
λ− d2
(λ− d2)φj(h, λ)2 + φ′j(h, λ)2
, j = s, a; (2.8)
Gg represents the guided part of the Green’s function, which involves the guided
modes, i.e. the modes propagating mainly inside the waveguide; Grad is the part of
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the Green’s function corresponding to the non-guided energy, i.e. the energy radiated
outside or vanishing along the waveguide, which we denote by
urad =
∫
R2
Grad(x, z; ξ, ζ)f(ξ, ζ). (2.9)
It exists a finite number of guided modes, which corresponds to the finite number
of roots of the equations√
d2 − λ φj(h, λ) + φ′j(h, λ) = 0, j ∈ {s, a},
laying in the interval (0, d2). We shall denote by λjm, m = 1, . . . ,Mj , j = s, a, these
roots. Each vj(x, λjm) decays exponentially for |x| > h as it is clear from the formula:
vj(x, λjm) =

φj(h, λjm)e
−
√
d2−λjm(x−h), x > h,
φj(x, λjm), |x| ≤ h,
φj(−h, λjm)e
√
d2−λjm(x+h), x < −h.
(2.10)
We notice that Gg is bounded and oscillatory in the z direction, because
√
k2n2∗ − λjm
is real for every m = 1, . . . ,Mj , j = s, a.
Remark 2.1. The functions σj(λ), j ∈ {s, a}, given by (2.8), are meromorphic
functions of λ ∈ C, real-valued for λ ∈ R and with poles that are real and simple (see
[CL],[Ti]), which corresponds to the values λjm, m = 1, . . . ,Mj, j = s, a.
To simplify notations, we shall denote by γl, l = 1, . . . ,M, M = Ms + Ma, the
values λjm, m = 1, . . . ,Mj , j = s, a, ordered according to the natural ordering on the
real line, and by γ∗ their maximum. With these premises, we set
e(x, γl) =
vj(x, γl)
‖vj(·, γl)‖2 . (2.11)
From (2.6) and (2.3), it is clear that the guided part Gg can be written as
Gg(x, z; ξ, ζ) =
M∑
l=1
Ggl (x, z; ξ, ζ),
where
Ggl (x, z; ξ, ζ) =
eiβl|z−ζ|
2iβl
e(x, γl)e(ξ, γl), (2.12)
with
βl =
√
k2n2∗ − γl. (2.13)
Let s ∈ R; we will denote by L2,s(R2) the weighted Lebesgue space consisting of
all the complex-valued measurable functions u such that (1 + x2 + z2)s|u(x, z)|2 is
summable in R2, equipped with the natural norm defined by
|u|22,s =
∫
R2
|u(x, z)|2(1 + x2 + z2)sdxdz;
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L2,s(R2) is commonly used when dealing with solutions of Helmholtz equation (see
[Ag] and [Le]). In [CM] we proved that the spectrum-based solution (2.1)-(2.2) derived
in [MS] belongs to L2,s(R2), for s < −1, if f ∈ L2,−s(R2).
The following lemma will be useful in the next subsection.
Lemma 2.2. For s < −1, let w ∈ L2,s(R2) satisfy
∆u+ k2n(x)2u = 0 (2.14)
in R2, where n is given by (1.6). Then
lim
|x|→+∞
u(x, z)e−|x|
√
d2−γ∗ = lim
|x|→+∞
ux(x, z)e−|x|
√
d2−γ∗ = 0, (2.15)
where γ∗ = max
1≤l≤M
γl.
Proof. Since u is a solution of (2.14), from Lemmas A.1 and A.3 in [CM], we infer
that both (1 + x2 + z2)s|∇u(x, z)|2 and (1 + x2 + z2)s|∇2u(x, z)|2 are summable in
R2. Thus, it easily follows that the function
Ψ(x, z) = (1 + x2 + z2)s/2u(x, z)
belongs to the Sobolev space W 2,2(R2). The Sobolev Imbedding Theorem (see Theo-
rem 4.12 in [AF]) implies that Ψ ∈ L∞(R2) and hence the first limit in (2.15) follows
at once.
A straightforward computation shows that Ψ satisfies the following equation
∆Ψ + b · ∇Ψ + c Ψ = 0
in R2, where
b(x, z) = − 2s(x, z)
1 + x2 + z2
, c(x, z) = k2n(x)2 − s 2− s(x
2 + z2)
(1 + x2 + z2)2
.
Since Ψ ∈ W 2,2(R2), by Theorem 8.10 in [GT], we have that Ψ ∈ W 3,2(H+) where
H+ = {(x, z) ∈ R2 : x ≥ h}. Again, by the Sobolev Imbedding Theorem, |∇Ψ| is
bounded in H+ and hence the second limit in (2.15) holds as x → +∞. The same
limit as x→ −∞ holds by a similar argument.
2.2. The radiation condition and uniqueness theorem. We consider a so-
lution u of (1.5) and define
ul(x, z) = e(x, γl)U(z, γl), l = 1, . . . ,M, (2.16)
with e(x, γl) given by (2.11) and where
U(z, γl) =
∞∫
−∞
u(ξ, z)e(ξ, γl)dξ, l = 1, . . . ,M. (2.17)
The remainder part of u is
u0(x, z) = u(x, z)−
M∑
l=1
ul(x, z). (2.18)
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We introduce a one-parameter family of sets ΩR, R > 0, such that ∂ΩR are level
sets of a convex and coercive function d(x, z), i.e. ΩR = {(x, z) ∈ R2 : d(x, z) ≤ R}.
With these notations, we state our radiation condition for a solution u of (1.5):
M∑
l=0
∞∫
0
∫
∂ΩR
∣∣∣∂ul
∂ν
− iβlul
∣∣∣2d` dR < +∞, (2.19)
with β0 = kncl and βl,l = 1, . . . ,M , given by (2.13).
Notice that, when n ≡ 1, we can choose ΩR = BR and (2.19) reduces to (1.4),
since in such a case the guided components are not present.
The main result of this paper follows.
Theorem 2.3. There is at most one solution of (1.5) that satisfies (2.19) and
belongs to u ∈ L2,s(R2), s < −1.
Remark 2.4. As it will be clear, it is not necessary to specify further the sets
ΩR in (2.19) to get uniqueness of a solution of (1.5). That means that Theorem 2.3
holds for any choice of one-parameter family of sets ΩR satisfying the above mentioned
assumptions.
Of course, a solution of (1.5) satisfying (2.19) may not exist for an arbitrary
choice of the sets ΩR. In §3, we shall choose a special family of sets ΩR and prove
that, with this choice, the solution of (1.5) given by (2.1)-(2.2) satisfies (2.19).
We also notice that it is not necessary to choose the same sets ΩR in each ad-
dendum in (2.19); Theorem 2.3 still holds if we replace (2.19) by the more general
radiation condition
M∑
l=0
∞∫
0
∫
∂Ω
(l)
R
∣∣∣∂ul
∂ν
− iβlul
∣∣∣2d` dR < +∞, (2.20)
where Ω(l)R , l = 0, 1, . . . ,M, are one-parameter families satisfying the above mentioned
assumptions.
Theorem 2.3 is based on Lemma 2.5 and Theorem 2.6 below.
Lemma 2.5. Let β ∈ R and u be a weak solution of (2.14) Then∫
∂Ω
∣∣∣∂w
∂ν
− iβw
∣∣∣2d` = ∫
∂Ω
(∣∣∣∂w
∂ν
∣∣∣2 + β2|w|2) d`, (2.21)
for every Ω ⊂ R2 bounded and sufficiently smooth.
Proof. Since u is a weak solution of (2.14), by Theorem 8.8 in [GT], we obtain
the necessary regularity to infer that∫
∂Ω
u¯
∂u
∂ν
d` =
∫
Ω
div(u¯∇u) dxdz =
∫
Ω
{|∇u|2 + u¯∆u} dxdz =
∫
Ω
{|∇u|2 − k2n(x)2|u|2} dxdz.
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Therefore
Im
∫
∂Ω
w¯
∂w
∂ν
d` = 0,
which easily implies (2.21).
Theorem 2.6. Let u ∈ L2,s(R2) be a weak solution of (2.14) satisfying (2.19).
Then
M∑
l=0
+∞∫
0
dR
∫
∂ΩR
[∣∣∣∂ul
∂ν
∣∣∣2 + β2l |ul|2] d` < +∞, (2.22)
and, in particular, ∫
R2
|ul|2dxdz < +∞, (2.23)
for every l = 0, 1, . . . ,M .
Proof. By Lemma 2.5, it is enough to prove that each ul, l = 0, 1, . . . ,M , satisfies
(2.14). Then, (2.22) and (2.23) will follow from (2.21) and (2.19).
Suppose l ≥ 1. Since
−
∫
R2
∇u · ∇ϕ dxdz + k2
∫
R2
n(x)2uϕ dxdz = 0 (2.24)
for every ϕ ∈ H10 (R2), we choose ϕ(x, z) = e(x, γl)η(z) with η ∈ C10 (R), and obtain:
−
∫
R2
[ux(x, z)e′(x, γl)η(z) + uz(x, z)e(x, γl)η′(z)] dxdz+
k2
∫
R2
n(x)2u(x, z)e(x, γl)η(z)dxdz = 0;
an integration by parts and Lemma 2.2 then give∫
R2
u(x, z)e′′(x, γl)η(z)dxdz −
∫
R2
uz(x, z)e(x, γl)η′(z)dxdz+
k2
∫
R2
n(x)2u(x, z)e(x, γl)η(z)dxdz = 0.
Since e(x, γl) satisfies (2.4), we obtain
−
∫
R2
uz(x, z)e(x, γl)η′(z)dxdz + (k2n2∗ − γl)
∫
R2
u(x, z)e(x, γl)η(z)dxdz = 0,
and thus, from (2.17),
−
∫
R
Uz(z, γl)η′(z)dz + (k2n2∗ − γl)
∫
R
U(z, γl)η(z)dz = 0,
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for every η ∈ C10 (R).
Together with (2.4), this formula implies that each ul(x, z), l = 1, . . . ,M , given by
(2.16), is a weak solution of (2.14). In fact, for ϕ(x, z) = ψ(x)η(z) with ψ, η ∈ C10 (R),
integration by parts gives
−
∫
R2
∇ul(x, z) · ∇ϕ(x, z) dxdz + k2
∫
R2
n(x)2ul(x, z)ϕ(x, z) dxdz =
∫
R
{e′′(x, γl) + [γl − q(x)]e(x, γl)}ψ(x) dx
∫
R
U(z, γl)η(z)dz
+
∫
R
e(x, γl)ψ(x)dx
∫
R
[−Uz(z, γl)η′(z) + (k2n2∗ − γl)U(z, γl)]η(z)dz
 = 0 ;
the same conclusion holds for any ϕ ∈ C10 (R2), by a density argument.
Since u and ul, l = 1, . . . ,M , now satisfy (2.14), the same holds for u0. Thus, as
already mentioned, we can apply Lemma 2.5 to each ul, l = 0, 1, . . . ,M , and obtain
M∑
l=0
∫
∂ΩR
∣∣∣∂ul
∂ν
− iβlul
∣∣∣2d` = M∑
l=0
∫
∂ΩR
(∣∣∣∂ul
∂ν
∣∣∣2 + β2l |ul|2) d`,
for every R > 0, and then, since u satisfies (2.19), we get (2.22) and (2.23).
2.3. Proof of Theorem 2.3. Let u1 and u2 be two solutions; u = u1 − u2
satisfies (2.14) and (2.19).
From Theorem 2.6 we have that u ∈ L2(R2) and, by using Lemmas A.1 and A.3
in [CM], we get u ∈ H2(R2). Therefore, u(x, ·) ∈ L2(R) for almost every x ∈ R, and
the same holds for ux(x, ·) and uxx(x, ·). Hence, we can transform (2.14) by using the
Fourier transform in the z-coordinate,
uˆ(x, t) =
+∞∫
−∞
u(x, z)e−iztdz, for a.e. x ∈ R,
and obtain:
uˆxx(x, t) + [k2n(x)2 − t2]uˆ(x, t) = 0, a.e. x ∈ R. (2.25)
From Fubini-Tonelli’s theorem, the integrals
∫
R2
|uˆ(x, t)|2dxdt,
+∞∫
−∞
dt
+∞∫
−∞
|uˆ(x, t)|2dx and
+∞∫
−∞
dx
+∞∫
−∞
|uˆ(x, t)|2dt
have the same value, finite or infinite.
Since u(x, ·) belongs to L2(R) for almost every x ∈ R, the same holds for uˆ(x, ·)
and, furthermore, we have
+∞∫
−∞
|uˆ(x, t)|2dt = 2pi
+∞∫
−∞
|u(x, z)|2dz a.e. x ∈ R.
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By integrating the above equation and using Fubini-Tonelli’s theorem, we obtain
∫
R2
|uˆ(x, t)|2dxdt =
+∞∫
−∞
dx
+∞∫
−∞
|uˆ(x, t)|2dt = 2pi
+∞∫
−∞
dx
+∞∫
−∞
|u(x, z)|2dz
= 2pi
∫
R2
|u(x, z)|2dxdz < +∞.
Therefore uˆ(·, t) ∈ L2(R) for almost every t ∈ R.
From (2.25), it follows that
uˆ(x, t) = a(t) cos
√
λ− d2(x− h) + b(t) sin
√
λ− d2(x− h), for x > h,
where λ = k2n2∗ − t2 and d2 = k2(n2∗ − n2cl). Since
+∞∫
−∞
|uˆ(x, t)|2dx ≥
+∞∫
h
|uˆ(x, t)|2dx,
we obtain that uˆ(x, t) can be not identically zero only for some values t = λjm ∈ (0, d2]
and, furthermore, in that case
uˆ(x, t) = a(t)vs(x, λms ) + b(t)va(x, λ
m
a ).
Hence, for some A,B ∈ R we should have
u(x, z) = AZs(z)vs(x, λms ) +BZa(z)va(x, λ
m
a ),
where Zj(z) = e±z
√
k2n2∗−λjm , because u is a solution of (2.14). Since u(x, ·) ∈ L2(R),
then both A and B must be zero and hence u ≡ 0 on R2.
3. The spectrum-based solution satisfies the radiation condition. It will
be useful to introduce the following function
[x]h =

x+ h, x < −h,
0, −h ≤ x ≤ h,
x− h, x > h.
(3.1)
This section is devoted to the proof of the following result.
Theorem 3.1. Let f ∈ L2(R2) be such that f ≡ 0 a.e. outside a compact
subset of R2. Then, the spectrum-based solution (2.1) of (1.5) is the only solution in
L2,s(R2), s < −1, such that
∞∫
0
∫
∂ΩR
∣∣∣∂u0
∂ν
− iβ0u0
∣∣∣2d` dR+ M∑
l=1
∞∫
0
∫
∂QR
∣∣∣∂ul
∂ν
− iβlul
∣∣∣2d` dR < +∞, (3.2)
where ΩR is given by
ΩR =
{
(x, z) ∈ R2 : [x]2h + z2 ≤ R2
}
(3.3)
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Figure 3.1. The set ΩR. Figure 3.2. The contour C.
(see Fig. 3.1) and QR =
{
(x, z) ∈ R2 : |x|, |z| ≤ R} .
Remark 3.2. At the cost of extra computations, it may be proved that Theorem
3.1 also holds if we replace (2.20) by the more compact condition (2.19) with ΩR given
by (3.3).
We shall break the proof of Theorem 3.1 up into three steps. First, in §3.1, we
will derive a handier representation of the radiating part Grad of the Green’s function,
as a suitable contour integral (see Lemma 3.3). Then, in §3.2, we will prove a uniform
asymptotic expansion for the quantity
∂Grad
∂ν
− iβ0Grad on the sets ∂ΩR. Such an
expansion will be used in §3.3 to carry out the proof of Theorem 3.1, where we also
test the radiation condition on the guided components of u.
3.1. Representing Grad as a contour integral. We introduce the following
functions:
{x}h = x− [x]h,
with [x]h given by (3.1), and, for τ ∈ C,
Φj(x, τ) = φj({x}h, d2 + τ2) +
φ′j({x}h, d2 + τ2)
iτ
, j ∈ {s, a}. (3.4)
With these notations, (2.5) and (2.8) take the more compact forms:
vj(x, d2 + τ2) =
1
2
{
Φj(x, τ)eiτ [x]h + Φj(x,−τ)e−iτ [x]h
}
(3.5)
and
σj(d2 + τ2) =
1
Φj(h, τ)Φj(h,−τ) , (3.6)
for j ∈ {s, a}.
Lemma 3.3. Let C be the contour from −pi2 + i ·∞ to pi2 − i ·∞ shown in Fig. 3.2
and let Grad be the function in (2.7). Then,
Grad =
∑
j∈{s,a}
∫
C
[
A+j (x, ξ; t)e
iβ0α+(x,z;ξ,ζ;t) +A−j (x, ξ; t)e
iβ0α−(x,z;ξ,ζ;t)
]
dt,
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with
A±j (x, ξ; t) =
1
8pii
· Φj(x, β0 sin t)Φj(ξ,±β0 sin t)
Φj(h, β0 sin t)Φj(h,−β0 sin t) ,
and
α±(x, z; ξ, ζ; t) = ([x]h ± [ξ]h) sin t+ |z − ζ| cos t,
t ∈ C, and where Φj, j ∈ {s, a}, is given by (3.4). In particular, the following
equivalent expression for Grad will also be useful:
Grad =
∫
C
g(x, ξ; t) eiβ0([x]h sin t+|z−ζ| cos t)dt, (3.7)
where
g(x, ξ; t) =
∑
j∈{s,a}
[
A+j (x, ξ; t)e
i[ξ]h sin t +A−j (x, ξ; t)e
−i[ξ]h sin t
]
. (3.8)
(Notice that g does not depend on x for |x| ≥ h.)
Proof. We first take (2.7) and make the change of variable τ =
√
λ− d2 to obtain:
Grad =
1
4pii
∑
j∈{s,a}
+∞∫
−∞
ei|z−ζ|
√
β20−τ2√
β20 − τ2
vj(x, τ2 + d2)vj(ξ, τ2 + d2)σj(τ2 + d2)dτ ;
here, we also used the fact that all the relevant quantities subject to integration are
even functions of τ . With the help of (3.5) and (3.6), and simple manipulations, we
can infer that
Grad =
1
8pii
∑
j∈{s,a}
+∞∫
−∞
{
Φj(x, τ)Φj(ξ, τ)
Φj(h, τ)Φj(h,−τ)e
i
[
τ([x]h+[ξ]h)+|z−ζ|
√
β20−τ2
]
+
Φj(x, τ)Φj(ξ,−τ)
Φj(h, τ)Φj(h,−τ)e
i
[
τ([x]h−[ξ]h)+|z−ζ|
√
β20−τ2
]}
dτ.
The conclusion is then readily obtained by splitting the interval of integration up into
the three intervals (−∞,−β0), [−β0, β0] and (β0,+∞) and by subsequently making
the change of variable τ = β0 sin t, with t ∈ C.
Lemma 3.4. For every ξ, ζ fixed, we have:
∂Grad
∂x
= iβ0
∫
C
g(h signx, ξ; t) sin t eiβ0([x]h sin t+|z−ζ| cos t)dt, (3.9a)
for |x| ≥ h and z 6= ζ;
∂Grad
∂z
= iβ0 sign (z − ζ)
∫
C
g(x, ξ; t) cos t eiβ0([x]h sin t+|z−ζ| cos t)dt, (3.9b)
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for z 6= ζ.
In particular, on the set (0, ζ) + ∂ΩR given by (3.3), we have:
∂Grad
∂ν
− iβ0Grad = iβ0
∫
C
g(x, ξ; t)[cos t− 1] eiβ0R cos tdt, (3.10a)
for z − ζ = R and |x| ≤ h, and
∂Grad
∂ν
− iβ0Grad = iβ0
∫
C
g(h, ξ; t)[cos (t− ϑ)− 1] eiβ0R cos (t−ϑ)dt, (3.10b)
where ν is the normal to (0, ζ)+∂ΩR and we have set [x]h = R sinϑ and z−ζ = R cosϑ
with ϑ ∈ [0, pi/2) and R > h.
Formulas analogous to (3.10) hold for the remaining values of ϑ in [−pi, pi).
Proof. Since z 6= ζ and Im([x]h sin t + |z − ζ| cos t) → +∞ as t → ∞ on C, the
integrands in (3.9a) and (3.9b) vanish exponentially as t→∞ on C, since g is bounded
(see Lemma A.3). Thus, (3.9a) and (3.9b) follow from an application of Lebesgue’s
dominated convergence Theorem.
3.2. Uniform asymptotic estimates for
∂Grad
∂ν
− iβ0Grad. Aiming to esti-
mate, as R → ∞, the function ∂Grad∂ν − iβ0Grad given by (3.10), we need to deform
the contour C to a more convenient one.
Without loss of generality we can assume that ϑ ∈ [0, pi/2]. We define the new
contour Cϑ (see Fig. 3.3) as follows:
Cϑ =
5⋃
j=1
Γj ,
where
δ1 = arccos
2β0√
4β20 + d2 − γM
, δ2 = arcsinh
√
d2 − γM
2β0
,
(notice that cos δ1 cosh δ2 = 1) and
Γ1 = {t = t1 + it2 ∈ C : Re(cos t) = 1, Im(cos t) ≥ 0, −pi2 < t1 ≤ −δ1, t2 ≥ δ2},
Γ2 = {t ∈ C : −δ1 ≤ t1 ≤ −δ1 + ϑ, t2 = δ2},
Γ3 = {t ∈ C : Re[cos (t− ϑ)] = 1, Im[cos (t− ϑ)] ≥ 0, |t1 − ϑ| ≤ δ1, |t2| ≤ δ2},
Γ4 = {t ∈ C : δ1 + ϑ ≤ t1 ≤ pi − δ1, t2 = −δ2},
Γ5 = {t ∈ C : Re(cos t) = −1, Im(cos t) ≥ 0, pi2 < t1 ≤ pi − δ1, t2 ≤ −δ2}.
This choice of Cϑ is suggested by the following three remarks:
(i) C ∪ Cϑ does not contain in its interior the poles of g (which correspond to the
guided part (2.6) of G);
(ii) Γ3 is part of the steepest descent path of cos(t− ϑ);
(iii) Γ1,Γ2,Γ4,Γ5 are chosen to complete the contour C ∪Cϑ and to fulfill Lemma 3.5
below.
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Figure 3.3. The contour C.
By (i), it is clear that we can write
∂Grad
∂ν
− iβ0Grad = iβ0
∫
C0
g(x, ξ; t)[cos t− 1] eiβ0R cos tdt,
for |x| ≤ h, and
∂Grad
∂ν
− iβ0Grad = iβ0
∫
Cϑ
g(h, ξ; t)[cos (t− ϑ)− 1] eiβ0R cos (t−ϑ)dt,
for x ≥ h.
Lemma 3.5. Let (x, z) ∈ (0, ζ) + ∂ΩR. The following estimates hold for R→∞:
∂Grad
∂ν
− iβ0Grad = iβ0
∫
Γ3
g(x, ξ; t)[cos t− 1] eiβ0R cos tdt+O(e−cβ0R), (3.11a)
for |x| ≤ h, and
∂Grad
∂ν
− iβ0Grad = iβ0
∫
Γ3
g(h, ξ; t)[cos (t− ϑ)− 1] eiβ0R cos (t−ϑ)dt+O(e−cβ0R),
(3.11b)
for x ≥ h, ϑ ∈ [0, pi/2], where
c =
√
d2 − γM
4β20 + d2 − γM
·min
(
1,
√
d2 − γM
2β0
)
.
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Proof. We shall prove only (3.11b) since (3.11a) follows analogously. We prelim-
inarily observe that
Im cos(t− ϑ) ≥ c, (3.12)
for t ∈ Γ1,Γ2,Γ4,Γ5 and ϑ ∈ [0, pi/2]. From (3.12), we easily obtain that∣∣∣∣∣
∫
Γj
g(h, ξ; t)[cos(t− ϑ)− 1]eiβ0R cos (t−ϑ)dt
∣∣∣∣∣ ≤ Kpi2 (cosh δ2 + 1)e−cβ0R, j = 2, 4,
where K is a bound for g (see Lemma A.3). Thus, it remains to prove that∫
Γj
g(h, ξ; t)[cos (t− ϑ)− 1] eiβ0R cos (t−ϑ)dt = O(e−cβ0R), j = 1, 5,
uniformly as R → ∞, for ϑ ∈ [0, pi/2]. We carry out the details for j = 1, the case
j = 5 is completely analogous. We first use Lemma A.2 to write that∫
Γ1
g(h, ξ; t)[cos (t− ϑ)− 1] eiβ0R cos (t−ϑ)dt = J(R) +O(e−cβ0R),
since (3.12) holds; here,
J(R) = iβ0
∫
Γ1
(
1 +
i
2β0 sin t
h∫
{ξ}h
p(y)dy
)
[cos (t− ϑ)− 1]eiβ0[R cos(t−ϑ)+(h−ξ) sin t]dt,
with p(y) = d2 − q(y). Let ψ(t) = R cos(t − ϑ) + (h − ξ) sin t and δ = δ1 + iδ2; an
integration by parts yields
J(R) =
eiβ0ψ(δ)
ψ′(δ)
(
1 +
i
2β0 sin δ
h∫
{ξ}h
p(y)dy
)
[1− cos (δ − ϑ)]
+
∫
Γ1
eiβ0ψ(t)
ψ′(t)2
{
[cos (t− ϑ)− 1]
[
R− iψ(t)
2β0 sin t
h∫
{ξ}h
p(y)dy
]
+ (h− ξ)(sin t− sinϑ)− iψ
′(t)(cos t− cosϑ)
2β0 sin2 t
h∫
{ξ}h
p(y)dy
}
dt.
From (3.12) and since
sinh t2 ≤ | cos t|, | sin t| ≤ cosh t2,
|ψ(t)| ≤ β0(R+ |h− ξ|) cosh t2, |ψ′(t)| ≥ 12β0R sinh t2, for R ≥ 2|h− ξ| coth δ2,
for t ∈ Γ1, we obtain that J(R) = O(e−cβ0R), as R→∞.
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Theorem 3.6. On ∂ΩR, we have
∂Grad
∂ν
− iβ0Grad = O
(
R−
3
2
)
, (3.13)
uniformly as R→∞.
Proof. First, we estimate the left-hand side of (3.13) on the sets (0, ζ) + ∂ΩR.
By Lemma 3.5, we only need to estimate the first addendum in (3.11). We prove the
estimate for (3.11b); the estimate for (3.11a) follows exactly in the same way.
Since Γ3 is part of the steepest descent path, the steepest descent method (see
[BO]) suggests to change the variables in the first addendum in (3.11b): by setting
cos(t− ϑ) = 1 + iy2, we obtain
∫
Γ3
g(h, ξ; t)[cos (t− ϑ)− 1] eiβ0R cos (t−ϑ)dt = −4ieiβ0R
y0∫
0
y2e−β0Ry
2 g(h, ξ; t(y))√
y2 − 2i dy,
with y0 = (sin δ1 sinh δ2)
1
2 . Thanks to Lemma A.3,
∣∣∣∣ ∫
Γ3
g(h, ξ; t)[cos (t− ϑ)−1] eiβ0R cos (t−ϑ)dt
∣∣∣∣ ≤ 2√2K
y0∫
0
y2e−β0Ry
2
dy ≤ K
√
pi
2β30
R−
3
2 ,
where K is a bound of g. Therefore, (3.11b) implies that∣∣∣∣∂Grad∂ν − iβ0Grad
∣∣∣∣ ≤ K√ pi2β0 R− 32 ,
on the sets (0, ζ) + ∂ΩR.
By using exactly the same argument as before, we can prove that the derivatives
of Grad are O(R− 12 ) on the sets (0, ζ) + ∂ΩR, uniformly as R → ∞; we reach the
conclusion (3.13) by observing that ν∂ΩR − ν(0,ζ)+∂ΩR = O(R−1), as R→∞.
3.3. Proof of Theorem 3.1. Since f ∈ L2(R2) and f has compact support,
from Corollary 5.1 in [CM] we have that u ∈ L2,s(R2), s < −1.
Thus, it remains to prove that (2.1) satisfies (2.19). In order to do it, we shall
check the following facts:
(i) if u is given by (2.1) and ul, l = 1, . . . ,M , is computed via (2.16), the remainder
part u0 of u, given by (2.18), equals the function urad in (2.9);
(ii) u satisfies (3.2).
We preliminarily notice that
+∞∫
0
∫
∂ΩR
∣∣∣∣∂u0∂ν − iβ0u0
∣∣∣∣2d`dR < +∞
is easily verified thanks to Theorem 3.6.
The following property of orthogonality is useful to check (i).
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Lemma 3.7. Let e(x, γl), l = 1, . . . ,M , and vj(x, λ), j ∈ {s, a}, be the solutions
of (2.4) given by (2.11) and (2.5), respectively, with λ > 0. If λ 6= γl, then
+∞∫
−∞
e(x, γl)vj(x, λ)dx = 0.
Proof. We multiply the following equations
e′′(x, γl) + [γl − q(x)]e(x, γl) = 0,
v′′(x, λ) + [λ− q(x)]v(x, λ) = 0,
by v(x, λ) and e(x, γl), respectively, and integrate in x over an interval (a, b). An
integration by parts gives:
(γl − λ)
b∫
a
e(x, γl)v(x, λ)dx =
b∫
a
[e(x, γl)v′′(x, λ)− e′′(x, γl)v(x, λ)] dx
= [e(x, γl)v′(x, λ)− e′(x, γl)v(x, λ)]ba .
The conclusion follows by observing that e(x, γl) and its first derivative vanish expo-
nentially as |x| → ∞, while v(x, λ) and v′(x, λ) are bounded.
Now, by (2.1), (2.16) and Lemma 3.7, we have that
ul(x, z) =
∫
R2
Ggl (x, z; ξ, ζ)f(ξ, ζ)dξdζ, l = 1, . . . ,M,
with Ggl given by (2.12) and thus u0 = u
rad.
To complete the proof it remains to check (ii) for l = 1, . . . ,M . When z is large
enough, we have
∂ul
∂ν
− iβlul = 0, l = 1, . . . ,M,
on ∂QR ∩ {(x, z) : |z| = R}, since ∂∂ν = ± ∂∂z . Thanks to (2.10), we easily find that∣∣∣∣∂ul∂ν − iβlul
∣∣∣∣ = O (e−R√d2−γl) ,
as R→∞ on ∂QR ∩ {(x, z) : |x| = R} and thus we obtain that
+∞∫
0
∫
∂QR
∣∣∣∣∂ul∂ν − iβlul
∣∣∣∣2d`dR < +∞, l = 1, . . . ,M,
which completes the proof.
Appendix A. Asymptotic Lemmas. In what follows, BV (R) denotes the
space of functions with bounded variation.
Lemma A.1. Let T be a non-negative number, q ∈ BV (R) and
p(x) = d2 − q(x), x ∈ R.
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Then, the following asymptotic estimates for the functions Φs and Φa given by (3.4)
hold uniformly as |τ | → +∞, for x ∈ R and | Im τ | ≤ T :
Φs(x, τ) =
[
1 +
i
2τ
{x}h∫
0
p(y)dy
]
eiτ{x}h +O
(
1
|τ |2
)
, (A.1)
Φa(x, τ) =
√
τ2 + d2
iτ
[
1 +
i
2τ
{x}h∫
0
p(y)dy
]
eiτ{x}h +O
(
1
|τ |2
)
. (A.2)
Proof. (i) First, we prove an estimate for φj , j ∈ {s, a}. From (2.4), we know
that φj satisfies
φ′′j (y, λ) + [τ
2 + p(y)]φj(y, λ) = 0, y ∈ [−h, h].
We multiply the above equation by sin τ(x− y), integrate by parts twice and obtain
the following integral equation:
φj(x, λ) =
φ′j(0, λ)
τ
sin τx+φj(0, λ) cos τx− 1
τ
x∫
0
p(y) sin(τ(x− y))φj(y, λ) dy. (A.3)
We set ηj(x, λ) = sup
s∈[0,x]
|φj(s, λ)|. Since | sin τx|, | cos τx| ≤ cosh τ2x (τ2 = Im τ),
from the above equation we have that
ηj(x, λ) ≤
[ |φ′j(0, λ)|
|τ | + |φj(0, λ)|
]
cosh τ2x+
1
|τ |
x∫
0
p(y) cosh τ2(x− y) ηj(y, λ) dy,
and, by Gronwall’s Lemma (see [SC]), we get
ηj(x, λ) ≤
[ |φ′j(0, λ)|
|τ | + |φj(0, λ)|
]
e
1
|τ|
xR
0
p(y) cosh τ2(x−y) dy×
×
1 + τ2
x∫
0
e
−
sR
0
p(y) cosh τ2(x−y) dy
sinh τ2s ds
 .
Since 0 ≤ p(y) ≤ d2, we have that
ηj(x, λ) ≤
[ |φ′j(0, λ)|
|τ | + |φj(0, λ)|
]
cosh τ2x exp
{
d2 sinh τ2x
|τ |τ2
}
.
If we assume |τ | ≥ d and x ∈ [−h, h], we finally get
|φj(x, λ)| ≤
√
2 cosh τ2h exp
{
d sinhTh
T
}
, j ∈ {s, a}. (A.4)
(ii) Now we prove (A.1) and (A.2). Let q ∈ C1(R). From (3.4), by straightforward
manipulations we have:
Φ′j(x, τ)− iτΦj(x, τ) =
i
τ
p(x) φj(x, λ); (A.5)
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by multiplying the above equation by e−iτx, integrating by parts twice and observing
that
2
x∫
0
e−iτyp(y)φj(y, λ)dy =
x∫
0
e−iτyp(y)Φj(y, λ)dy
+
1
iτ
x∫
0
e−iτyp′(y)φj(y, λ)dy −
[
e−iτy
iτ
p(y)φj(y, λ)
]y=x
y=0
,
it follows that Φj satisfies
Φj(x, τ)e−iτx = Φj(0, τ) +
i
2τ
x∫
0
e−iτyp(y)Φj(y, λ)dy
+
1
2τ2

x∫
0
e−iτyp′(y)φj(y, λ)dy − e−iτxp(x)φj(x, λ) + p(0)φj(0, λ)
 . (A.6)
By setting Mj(x, τ) = sup
s∈[0,x]
|Φj(s, λ)e−iτs| and from (A.4), we get
Mj(x, τ) ≤ |Φj(0, τ)|+ 12|τ |
x∫
0
p(y)Mj(y, τ)dy
+
1
2|τ |2
C
x∫
0
eτ2y|p′(y)|dy + Cd2eτ2x + p(0)|φj(0, λ)|
 ,
for |τ | ≥ d, where C is the right-hand side of (A.4). Thus, Gronwall’s Lemma yields
the following estimate for Mj :
Mj(x, τ) ≤
[
|Φj(0, τ)|+ Cd
2
2|τ |2 + p(0)|φj(0, λ)|
]
exp
 12|τ |
x∫
0
p(y)dy

+
C
2|τ |2
x∫
0
exp
{
1
2|τ |
x∫
s
p(y)dy
}
eτ2s[ |p′(s)|+ τ2d2]ds;
since Φs(0, τ) = 1, Φa(0, τ) =
√
τ2+d2
iτ and 0 ≤ p(x) ≤ d2, we have
Mj(x, τ) ≤ e dh2
{
1 +
√
2 +
C
2d2
eTx
[
d2 + |q|BV
]}
, (A.7)
for |τ | ≥ d. By a standard approximation argument we can infer that (A.7) holds for
every q ∈ BV (R). By (A.6), (A.4) and (A.7), we get that
Φj(x, τ) = Φj(0, τ)eiτx +O
( 1
|τ |
)
.
Again, from (A.6) and the above asymptotic formula, we obtain (A.1) and (A.2).
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In Lemmas A.2 and A.3, we will use the following inequality:
| Im sin t| ≤ max
{
1,
√
d2 − γM
2β0
}
, t ∈ Cϑ, ϑ ∈ [0, pi/2]. (A.8)
Lemma A.2. Let g be defined by (3.8). Then, the following asymptotic expansion
g(x, ξ; t) =
1
4pii
eiβ0({x}h−ξ) sin t
[
1 +
i
2β0 sin t
{x}h∫
{ξ}h
p(y)dy
]
+O
(
1
| sin t|2
)
(A.9)
holds uniformly as t→∞ on Cϑ for ϑ ∈ [0, pi/2], x ∈ R and ξ bounded.
Proof. The proof is a straightforward consequence of Lemma A.1 and (A.8), and
hence is omitted.
Lemma A.3. Let g be given by (3.8). Then g is a bounded function of x, ξ ∈ R,
if ξ is bounded, and t ∈ Cϑ, ϑ ∈ [0, pi/2].
Proof. (i) First, we prove an estimate for φj(x, τ2 + d2) for |τ | ≤ d, | Im τ | ≤ T
and |x| ≤ h. By setting λ = τ2 + d2 and ηj(x, λ) = sup
s∈[0,x]
|φj(s, λ)| as before, from
(A.3) and since
∣∣ sin τx
τx
∣∣ is bounded by the constant B = √cosh2(Th) + sinh2(Th)(Th)2 , we
have
ηs(x, λ) ≤ cosh(Tx) +B
|x|∫
0
p(y)|x− y|ηs(y, λ)dy,
ηa(x, λ) ≤ B
{√
2d|x|+
|x|∫
0
p(y)|x− y|ηa(y, λ)dy
}
;
Gronwall’s Lemma yields
|φj(x, λ)| ≤ min
{
cosh(Th),
√
2dhB
}
exp
(
B
d2h2
2
)
, (A.10)
for |x| ≤ h, |τ | ≤ d and | Im τ | ≤ T .
(ii) To complete the proof, we notice that from (A.5) it follows that∣∣∣∣Φj(x, τ)Φj(h, τ)
∣∣∣∣ ≤ deTh|τΦj(h, τ)|
(√
2 + dheTh sup
x∈[−h,h]
|φj(x, λ)|
)
,
and since τΦj(h, τ) 6= 0 far from the poles of g, we have that Φj(x,τ)Φj(h,τ) is bounded for
τ = β0 sin t, t ∈ Cϑ, ϑ ∈ [0, pi/2] and for |τ | ≤ d. Thus, the assertion of the lemma
follows from (A.10) and Lemma A.2.
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