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У статті розглядається архітек-
тура та алгоритм нечіткої ймовір-
нісної нейронної мережі, яка може 
виконувати завдання класифікації в 
режимі реального часу
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В статье рассматривается архи-
тектура и алгоритм нечеткой веро-
ятностной нейронной сети, которая 
может выполнять задачу классифи-
кации в режиме реального времени
Ключевые слова: нечеткая нейрон-
ная сеть, классификация
This article discusses the architecture 
and algorithm of fuzzy probabilistic neu-
ral network that can perform a task on-
line classification
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Введение
Достаточно эффективно для решения задачи 
классификации текстовых данных могут быть ис-
пользованы вероятностные нейронные сети (PNN), 
введенные Д.Ф. Шпехтом [1], обучение которых 
«производится по принципу «нейроны в точках 
данных», что делает его крайне простым и бы-
стрым. В [2-4] были введены модификации PNN, 
предназначенные для обработки текстовой инфор-
мации и отличающиеся наличием элементов кон-
куренции в процессе обучения и возможностью 
коррекции рецепторных полей ядерных активаци-
онных функций.
Вместе с тем, использование PNN в задачах об-
работки текстов усложняется в случаях, когда объ-
емы анализируемой информации велики, а векторы 
признаков (образы) имеют достаточно высокую 
размерность.
Это затруднение объясняется тем, что как в 
PNN, так и в других нейронных сетях, обучаемых 
по принципу «нейроны в точках данных» [5], ко-
личество нейронов первого скрытого слоя (слоя 
образов) определяется числом векторов-образов 
обучающей выборки N, что, естественно, приводит 
к снижению быстродействия и требует хранения 
всех данных, использованных в процессе обучения 
сети.
Для преодоления этого недостатка в [6] была 
предложена улучшенная вероятностная нейронная 
сеть (EPNN), где первый скрытый слой образован 
не образами, а прототипами классов, вычисленных 
с помощью обычного К-среднего (HCM) в пакетном 
режиме.
Поскольку в задачах классификации число воз-
можных классов m обычно существенно меньше 
объема обучающей выборки N, EPNN гораздо луч-
ше приспособлена для решения прикладных задач, 
чем стандартная PNN.
Вместе с тем, можно отметить такие основные 
недостатки EPNN как возможность обучения толь-
ко в пакетном режиме, когда обучающая выборка 
задана заранее, и четкий результат классификации 
(отнесение предъявляемого образа только к одно-
му классу), в то время как при обработке текстовых 
документов достаточно часто возникает ситуация, 
когда анализируемый текст с различными уров-
нями принадлежности может одновременно отно-
ситься сразу к нескольким возможно сразу пере-
секающимся классам.
В настоящей работе предпринимается попыт-
ка синтеза нейро-фаззи сети, обучаемой в on-line 
режиме и предназначенной для нечеткой класси-
фикации текстовых документов, представленных 




1. Нечеткая вероятностная нейронная сеть
Архитектура предлагаемой нами нейро-фаззи сети 
представлена на рис. 1.
Рис. 1. Архитектура нечеткой вероятностной нейронной 
сети (FPNN)
Данная нейро-фаззи сеть содержит два слоя обра-
ботки информации: первый скрытый слой прототипов 
(вместо первого скрытого слоя образов в обычной 
PNN) и выходной слой вычисления уровней при-
надлежностей. Исходной информацией для обучения 
является классифицированная последовательность 
векторов-образов
x x x k x N1 2( ) ( ) ( ) ( ), , , , , , 
x k x k x k x k Rn
T n( ) = ( ) ( ) ( )( ) ∈1 2, , , ,
при этом предполагается, что N может изменять-
ся со временем, количество классов m также может 
изменяться, прототипы (центроиды) классов описы-





, , , , подлежащими 
определению, обозначение x k j,( )  относим образ x k( ) к 
j -му классу, j m= 1 2, , , , каждый класс содержащим N j  








Для вычисления прототипов в [6] используется 











которую несложно переписать в рекуррентной 
форме
c k c k
k
x k j c kj j j( ) = −( ) + ( ) − −( )( )1 1 1, ,  (1)
что, как можно заметить, соответствует правилу 
обучения Т.Кохонена [7] с параметром шага
η k
k
( ) = 1 ,
соответствующим условиям стохастической ап-
проксимации.
Поскольку в реальных задачах прототипы клас-
сов могут дрейфовать во времени, вместо (1) мож-
но использовать либо экспоненциально взвешенное 
среднее
c k c k x k j c kj j j( ) = −( ) + −( ) ( ) − −( )( ) < <α α α1 1 1 0 1, , ,
либо адаптивную процедуру [8]
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удовлетворяющую при α = 1  стохастической ап-
проксимации А. Дворецкого.
Выходной слой сети оценивает уровень принад-
лежности неклассифицированных наблюдений x k k N( ) >( )  
к сформированным классам с прототипами c Nj ( )  с 
помощью выражения
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лежащего в основе вероятностной процедуры не-
четкой классификации, известный как метод нечетких 
С-средних (FCM) [9].
Таким образом, в процессе обучения сети одно-
временно используются четкие и нечеткие процедуры 
(HCM и FCM).
Переписав (2) в виде
u k















можно заметить, что (3) есть не что иное, как коло-
колообразная (ядерная) функция активации
u k
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m
,
устанавливаем автоматически в процессе класси-
фикации.
Поскольку выражения (2), (3) относятся к вероят-










ситуация, при которой u k m jj ( ) = ∀−1 ,  означает, что 
наблюдение x k( )  относится либо ко всем классам оди-
наково, что является маловероятно, либо ни к одному 
из них.
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В этой ситуации можно увеличить число классов 
до m +1 , положив x k( )  в качестве начального про-
тотипа нового класса. Если же будет обнаружено, 
что для p  классов p m<  уровень принадлежности 
u kj ( )  окажется меньше m−1 , это означает, что x k( )  не 
может принадлежать этим классам, и уровни принад-
лежности следует пересчитать с помощью выражения 
(2), изменив верхний индекс суммирования в знамена-
теле на m p− .
Для исключения возможных p  классов, не вклю-
чающих в себя x k( ) , может быть также использована 
процедура, основанная на V-критерии [11] (Vigilance 
criterion) и проверке условия
e x k c Nu k j
j ( ) ( ) − ( ) ≤ ε ,
где пороговое значение ε устанавливается эмпи-
рически. Понятно, что при p m= −1 , получаем четкий 
результат классификации.
Выводы
Рассмотрена задача on-line классификации тек-
стовых документов, поступающих на обработку по-
следовательно в реальном времени. Введена нечеткая 
модификация вероятностной нейронной сети, отлича-
ющаяся крайне простой численной реализацией и ма-
лым объемом необходимой для ее реализации памяти. 
Рассмотрена задача автоматической классификации 
текстовых документов.
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