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Nous étudions trois familles de fonctions spéciales et non-conventionnelles. Elles
sont toutes définies en utilisant les groupes de Lie compacts semi-simples qui sont
considérés, ici, pour les groupes de Lie de rang 2 et 3. Ces familles sont appelées C-
S- et E-fonctions. Des applications récentes de ces fonctions dans le traitement des
données digitales en 2 et 3 dimensions ont mené à une étude intensive dans ce domaine.
Les fonctions des trois familles peuvent être perçues commes des généralisations mul
tidimensionnelles des fonctions trigonométriques communes, cosinus et sinus, et de
fonctions exponentielles.
Notre problème est de considérer les décompositions de leurs produits en une
somme finie de fonctions C, S et E. Il advient que
C x C = C + avec des coefficients entiers positifs.
C x S = S + avec des coefficients entiers positifs.
S X S = C + avec des coefficients entiers.
E x E = E +... avec des coefficients entiers positifs.
Mots-clés : fonctions spéciales, groupes de Lie semi-simples, réseau de poids,
groupes de Weyl, orbites du groupe de Weyl
iv
ABSTRACT
Three families of unconventional special functions, ail defined using a compact
semisimple Lie group, are considered for Lie groups of rank 2 and 3. The families
are called C-, S- and E-functions. Recent applications of the functions in 2 and 3-
dimensional digital data processing iead to intensive studies of the families. The func
tions of the three families can be understood as muitidimensional generalizations of
common trigonometric functions, cosine, sine, and the exponential function.
Our problem is to consider decomposition of products of such functions into their
finite sums. It tums out that
C x C = C + with positive integer coefficients.
C X S = S + with positive integer coefficients.
S x S = C + with integer coefficients.
E x E = E +... with positive integer coefficients.
Keywords speciai functions, semisimple Lie groups, weight lattices, Weyl groups,
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INTRODUCTION
Grâce au développement récent de l’analyse de Fourier appliquée aux données di
gitales, il a été établi que pour un certain nombre de raisons, il est bien avantageux
d’utiliser une nouvelle classe de fonctions d’expansion de types C, S et E [1J-[11].Ces
fonctions sont basées sur chaque groupe de Lie semi-simple compact et le nombre de
variables indépendantes de ces fonctions est égale au rang du groupe de Lie correspon
dant. En général, les propriétés des ces familles de fonctions sont peu explorées dans
le contexte appliqué [10, 12].
Dans ce mémoire, nous allons considérer les familles de fonctions C, S et E à deux
et trois variables. Ainsi les groupe de Lie pertinents sont de rang deux et trois. La
propriété particulière de ces fonctions que nous allons étudier pour ces fonctions, est
la décomposition de leurs produits en une somme finie de C, S ou E fonctions. Nous
présentons ces résultats spécifiques pour les groupes de rang deux [7, 8, 9] et trois.
L’importance de ces fonctions spéciales est devenue apparente depuis seulement
quelques années. Dans la théorie de Lie, les fonctions S sont connues. Elles sont uti
lisées dans la formule de Weyl pour le caractère d’une représentation irréductible de
dimension finie le caractère s’exprimant comme une fraction de deux fonctions S
particulières [13J-[16]. Ici, nous considèrons les fonctions S dans un contexte bien
différent.
Les C-fonctions sont les ingrédients des caractères des représentations irréduc
tibles, mais elles sont peu utilisées en soi, sauf dans l’article [1]. Un caractère s’ex
prime comme une combinaison linéaire finie de C-fonctions avec des coefficients en
tiers positifs. Ces coefficients sont appelés multiplicité de poids dominants pour une
représentation particulière [17]. En fait, il existe quelques algorithmes assez laborieux
connus permettant de les obtenir.
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Les fonctions S et C sont les fonctions d’orbite d’un groupe de Weyl attaché à
chaque groupe de Lie semï-simple particulier. Les fonctions C et S peuvent être vues
comme (resp.) symétrisées ou antisymétrisées par rapport à un groupe fini [18, 19, 201.
Dans notre cas, de groupe considéré est le groupe de Weyl W.
Les E-fonctions ont rarement été utilisées dans la littérature, excepté pour la réfé
rence [10]. Cependant, leur introduction apparaît naturellement, quand nous interpré
tons les fonctions S et C comme des généralisations multidimensionnelles de fonctions
trigonométriques sinus et cosinus à une variable. Pour la construction de la E-fonction,
au lieu d’utiliser le groupe de Weyl, nous utilisons son sous-groupe w’ c W qui est
généré par un nombre de réflexions paires. Par conséquent, les fonctions E deviennent
une généralisation multidimensionnelle des fonctions exponentielles.
Pour un groupe de Lie compact semi-simple donné G, les fonctions des trois fa
milles forment trois bases orthogonales dans un espace de fonctions définies sur les
classes de conjugaison des éléments de G [1, 13]. De plus, les fonctions sont orthogo
nales sur une région bornée F, dite fondamentale, de G, d’un espace paramétrique. Or,
pour l’exploitation pratique contemporaine, l’orthogonalité discrète de ces fonctions
est indispensable [1].En fait, il s’agit d’orthogonalité sur un réseau approprié FM dans
F. C’est un réseau de densité déterminé par un entier positif M. Il advient que sur ce
réseau, seulement un nombre fini de fonctions de chaque famille sont orthogonales.
Notre but est de trouver les règles de décomposition des produits de ces trois fa
milles de fonctions considérées comme des fonctions continues. Il va de soi que le
même exercice peut être accompli dans le cas discret. Les résultats présentés dans
ce mémoire contiennent la décomposition pour les groupes compacts semi-simples
de rang deux et pour les groupes simples de rang trois. Nous considérons les quatre
groupes semi-simples de rang deux A1 X A1, A2, C2 et G2. En terme de symboles
conventionnels de groupe de Lie, nous utilisons respectivement, S U(2)xS U(2), S U(3),
0(5) (resp. Sp(4-)) et G(2). Pour le rang trois, nous analysons les groupes simples : A3,
33 et C3 ou respectivement S U(4), 0(7) et Sp(6).
Le produit de fonctions C se décompose en somme de fonctions C. Le produit de
fonctions S se décompose aussi en somme de fonctions C et le produit de fonctions
C et S, en somme de fonctions S. Selon les cas, devant chacune des fonctions, nous
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retrouvons un coefficient entier positif ou négatif. En général, 2E = C + S. Dans le cas
du groupe de rang un, les fonctions S, C et E sont égales aux fonctions sinus, cosinus
et exponentielle. Dans ce cas-là, la discrétisation des fonctions C et S est bien connue
et utilisée sous le nom de “cosine transforrn” et “sine transform” [5, 7, 8, 9, 21]. La
discrétisation de fonctions exponentielles en une dimension est la transformation de
Fourier ordinaire.
Les fonctions des trois familles ont d’autres propriétés utiles que nous n’allons pas
établir avec détails dans ce mémoire. Elles sont des fonctions propres des opérateurs de
Laplace des groupes de Lie correspondants. Leurs valeurs propres sont aussi connues
dans tous les cas. Les fonctions C vérifient la condition de Neumann à la frontière de
F la normale à la frontière est égale à zéro. Les fonctions S vérifient la condition de
Dinchlet la fonction est égale à zéro sur la frontière de F. Chaque point du réseau
FM représente une classe de conjugaison d’éléments d’un sous-groupe fini abélien, du
groupe de Lie correspondant, qui est générée par les éléments d’ordre M dans G [22].
En premier lieu, nous définissons quelques termes importants pour l’étude de ces
fonctions, tels la réflexion, les systèmes de racines, la région fondamentale, les orbites
du groupe de Weyl, les bases, les matrices de Cartan et le graphe de Dynkin. Par la
suite, nous exposons les trois types de fonctions avec les éléments dont nous nous
sommes servis pour les trouver dans chacun des sept cas étudiés, soient A1 x A1, A2,
C2, G2, A3, 33 et C3. Finalement, nous arrivons au but ultime de ce mémoire, qui est de
présenter les décompositions de produits de ces trois familles de fonctions pour chacun
des groupes de Lie compacts semi-simples que nous avons étudiés. Nous donnerons
aussi, quelques cas spéciaux de décompositions de produits de ces fonctions pour le
cas C3 seulement. Tous ces résultats sont présentés sous forme de tableaux, dans les
tables 3.1 à 3.15.
Chapitre 1
DÉFINITIONS
Dans ce chapitre, nous présentons les définitions et résultats concernant les groupes
de Lie compacts semi-simples, qui sont indispensables pau contenu de ce mémoire.
Des aspects généralement moins connus, telles les définitions des trois familles de
fonctions et quelques-unes de leurs propriétés sont énoncées en détails.
1.1. Rftixio
Soit E un espace euclidien de dimension fini n. Nous notons le produit scalaire de
x, y E E, par (x, y). Pour tous les vecteurs non-nuls a de E, notons r, la réflexion (ou
symétrie) par rapport au plan orthogonal à o. Par conséquent, rja) = —a et rjx) = x
pour tous x tel que a, x) = O (car x est dans le plan, donc reste sur lui-même lors de




En appliquant la formule ci-haut, nous constatons la validité de ce que nous avons
énoncé:
Et si Kx,a) = O
rjx)=x—2 a=x.
1.2. SYSTÈME DE RACINES
Définition 1.2.1. Un sous-ensemble R de E est un sytèlne de racines dans E, si les
axiomes suivants sont satisfaits:
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j) R est un ensemble fini de vecteurs non-nuls.
ii) R engendre E.
iii) Si a,B E R alors rjJ3) e R.
2(a’,fl)
iv) St a,/3 e R alors est un entier:
(a’,a)
Nous observons que si a E R, alors —a e R.
Le seul système de racines de rang 1 est le système:
- o i’
La figure précédente représente le cas en une dimension. Nous trouvons le système
de racines simples R E E, en deux dimensions, appliquant les réflexions aux vecteurs
Q et a2, par rapport aux axes de réflexions r1 et ra,, qui sont respectivement orthogo
naux à a et En trois dimensions, la situation est analogue : il s’agit d’ajouter Q3 et
r. Par contre, nous n’avons pas nécessairement besoin de Q3 pour générer toutes les
racines du sytème de racines.
1.3. BAsEs ET POIDS FONDAMENTAUX
Chaque élément de W transforme R en lui-même, par 1.2.1(iii). Comme R est un
ensemble fini, W est un groupe fini. Par 1.2.1(u), nous savons que R engendre E, mais
ça ne veut pas dire que R est linéairement indépendant. Au contraire, nous voyons bien
que R n’est pas linéairement indépendant, car pour tout a E R, —a’ e R et donc, nous
pouvons trouver une combinaison linéaire a1a1 + ... + a,a,, = O où a1, ...,a,1 E R et
..., e R, avec au moins un a• non-nul. En fait, nous voulons trouver une base de
R et donc de E.
Définition 1.3.1. Soit R un système de racines dans E. Un sous-ensemble S de R
est appelé une base de racines simples de R, si les deux conditions suivantes soitt
satisfaites:
j) S est une base pour l’espace vectoriel E.
ii) Chaque 6 e R peut être écrit comme une combinaison linéaire
16 = Z m,a’
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où les sont des coefficients entiers de même signe (i.e tous non-négatifs ou
tous non-positifs).
Nous poserons S = {a1, a2}, en deux dimensions, et S = {a1, a2, a3} en trois di
mensions. Nous appelons cette base la a-base. Nous aurons aussi besoin de la w-base
qui s’obtient à l’aide de la base a, en faisant le changement de base suivant:
= Cu w = C’a (1.3.1)
où a = (ai, a2) ou (ai, a2, a3), dépendant si nous sommes en dimension deux ou trois
et u = (w1,u2) ou (u1,u2,u3). La matrice de changement de base est la matrice de
Cartan C que nous allons définir ultérieurement pour les groupes de rang deux et trois.
Nous pouvons aussi faire un changement d’une base duale vers une autre base duale
comme ceci
(1.3.2)
Nous remarquons que si la matrice de Cartan C est symétrique, C = CT, alors
a = et u = (r).
Finalement, une des propriétés que nous allons employer plus tard, dit que pour






Les éléments de S dans la base a sont appelés racines simples et dans la base u,
poids fondamentaux.
Soit S la base-a d’un système de racines R. Nous notons par R l’ensemble des
racines qui ont une combinaison linéaire d’éléments de S avec des coefficients non-
négatifs. Un élément de R est appelé une racine positive. Dans la base u, nous ne
retrouvons qu’une ou deux racines dominantes (plus grande racine), dépendant si le
groupe contient une ou deux orbites. Notre description des groupes de Weyl va être en
fonction de la base u qui offre plus d’avantages que la base a.
Définition 1.3.2. Nous appelions À un point intrinsèque, s’il est uniquement invariant
soits la transformation trivial (identité) du groupe de Weyt. Si À n ‘est pas intrinsèque,
alors ii existe i tel que rÀ = À.
Le réseau de poids P se définit par P = Zw1 + Zu2 et P = Zw1 + Zu2 ÷ Zw3 en
deux et trois dimensions respectivement. Nous pouvons ensuite lui extraire p qui est
$
le réseau de poids dominants et qui s’écrit comme = + Z°u2 pour le cas
en deux dimensions et + V°u2 + Z0u3 pour celui en trois dimensions.
De plus, il existe un autre réseau en ce qui concerne l’étude des fonctions S. Il s’agit
de qui n’admet seulement que des points intrinsèques, c’est-à-dire que =
+ Z>0w2 + Z>0w3 pour la dimension trois et nous savons que c’est la même
chose pour la dimension deux avec u3 en moins.
1.4. SYsTÈME DUAL
Soit R un système de racines dans E.
Proposition 1.4.1. L’ensemble R* des racines duales, ‘, nonzmées aussi inverses, a e
R, est un système de racines de E*. Et encore plus, & = a pour tout a e R.
Aussi, pour trouver les racines duales à partir du système de racines, nous avons
2
(1.4.1)
Par convention, le carré de la longueur de la plus grande racine simple est égale à
deux, ce qui implique par 1.4.1 que la plus grande racine simple est égale à son dual.
1.5. LA RÉGION FONDAMENTALE
En général, la région fondamentale F de l’espace E* d’un groupe est une région où
chaque classe de conjugaison des éléments du groupe est représentée précisément par
un seul point et chaque point représente une classe de conjugaison.
Le région fondamentale d’un groupe de Lie simple est composée des points x tel
que O (x, ) 1, où est la plus grande racine de R. Supposons
= qii + (]2E2 (1.5.1)
en deux dimensions et
= qioi + Q2o2 + q3a3 (1.5.2)
en trois dimensions, où q, q et (f3 sont des entiers positifs bien connus pour chaque








,}. (1.5.4)q q2 q3
1.6. GRouPE DE WEYL
Définition 1.6.1. Posons R un système de racines dans un espace vectoriel E. On note
par W(R) le groupe généré par les réflexions ra, où les a sont des racines simples. W(R)
est appelé groupe de Weyl de R. C’est un groupe fini de transformations orthogonales
deE.
Le groupe W est un sous-groupe normal du groupe Aut(R) des automorphismes de
E laissant R invariant. Comme R engendre E, ces deux groupes peuvent être identifiés
avec des sous-groupes du groupe de toutes les permutations de R. Ce sont des groupes
finis.
Exemple: Quand R est un système de rang 2, le groupe W est isomorphe au groupe
diédral d’ordre 2n, avec n = 2 pour le type A1 X A1 qui a 2 X 2 = 4 éléments, n=3 pour
A2 qui a 6 éléments, n=4 pour B2 qui a $ éléments et n=6 pour G2 qui a 12 éléments.
Nous avons Aut(R) = W lorsque R est de type B2 ou G2 et IAut(R) WI = 2 quand R
est detypeAi xA1.
1.6.1. Orbite du groupe de Weyl
Un orbite du groupe de Weyl WÀ de À dans le réseau P est l’ensemble de tous
les points distincts de P obtenus par toutes les applications possibles de W à À =
au1 + bu2 = (a, b) où a, b e Z. Nous écrivons WÀ = W,1. L’orbite WÀ est toujours finie.
La cardinalité IWÀI de W est le nombre différents de points qui sont générés à partir de
À par W. La nombre maximal de points dans l’orbite égale l’ordre du groupe de Weyl
W, WI = IWI. De plus, il est possible que IWI I IWI. Chaque À e R est contenu dans
une seule W-orbite. Les éléments de W, sont appelés poids. Chaque orbite WÀ contient
un unique élément appartenant à que nous nommons le poids dominant de WÀ.
Nous pouvons reconnaître le poids dominant facilement, car il est le seul à posséder
des coordonnées toutes entières et non-négatives dans la base w. Notons que pour le
cas en trois dimensions, nous utilisons À = au1 + bu2 + cu3 = (a, b, c), où a, b, c e Z.
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1.6.2. Sous-groupe pair, W’, du groupe de Weyl
Pour extraire we du groupe de WeyI, il suffit de prendre seulement les éléments
générés par un nombre pair de réflexions. Ce groupe se nomme sous-groupe pair du
groupe de Weyl. Nous le notons we et
we = {rJrklj k; 1 j,k n)
Aussi, nous savons que we est un sous-groupe fini de W tel que
w = we u we.
Observons que l’index j dans la dernière équation est arbitraire, car pour tout i, j E
{1, ..., n], rr e we. Soit A e E, un point arbitraire de l’espace euclidien E. Nous
écrivons W l’orbite du point A par rapport à l’action du sous-groupe pair de Weyl.
1.7. MATRIcE DE CARTAN
Définition 1.7.1. La matrice de Cartan de R est ta matrice
(a a’)
C=2 où a,a’eS. (1.7.1)
(aj, a’)
Proposition 1.7.1. Un système de racines est déterminé à un isomorphisme près à sa
matrice de Cartan.
1.8. DIAGRAMME DE DYNKIN
Un graphe de Dynldn est un graphe fini et chaque paire de sommets distincts est
joint par 0, 1, 2 ou 3 arêtes. Chaque sommet est d’une couleur blanche ou noire. Posons
R un système de racines et S une base de R. Le graphe de Dynkin de R est défini comme
ceci : Les sommets sont les éléments de S. Deux sommets distincts a’ et a’2 sont joints
par 0,1,2 ou 3 arêtes, dépendant si l’angle entre les deux racines est de ir/2, 27r/3, 37r/4
ou 5ir/6. Aussi, pour voir le ratio de la longueur des racines, il faut mettre les sommets
de deux couleurs différentes blanc lorsque le carré de la longueur de la racine est
égale à 2 et noir lorsque c’est égale à 1. Exceptionnellement, dans le cas de G2, le
sommet blanc représente encore 2 pour le carré de la longueur de la racine, tandis que
le sommet noir va décrire une racine de longueur au carré égale à 2/3.
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Proposition 1.8.1. Spécifier un diagramme de Dynkin est équivalent à spécifier une
matrice de Cartan. Il détermine ;tn système de racines simples à un isomorphisme
près.
Expliquons comment déterminer une matrice de Cartan à partir d’un diagramme
de Dynkin.
Premièrement, si le j-ième point représentant laj-ième racine est blanc, Q, c) = 2
et s’il est noir, Qïj, o’j) 1, sauf dans le cas de G2, où le produit scalaire de la racine
par elle-même est 2/3. Si deux racines o et ne sont pas reliées par aucune arête,
alors C = Cfl = O, car Qj, a’j) = O. Ensuite, si deux racines sont reliées par une, deux
ou trois arêtes, nous pouvons trouver c à l’aide de la formule (1.7.1) spécifiée dans la
section 1.7
1.9. LEs TROIS FAMILLES DE FONCTIONS
1.9.1. C-fonctions
Les fonctions C peuvent être écrites sous forme d’exponentielles. En deux dimen
sions, nous posons À = au1 + bu2 et y = x1 + Y2 où a, b e Z° et x, y e R. Il est
important de toujours prendre y par rapport à la base duale choisie initialement pour À.
Par exemple, si À = a1 + b52, alors nous prenons y = xu1 + yu2.
C,1(x, y)
=
À e Fet y e R2, (1.9.1)
J1EW1
où W sont tous les orbites du groupe de Weyl attachés au cas étudié.
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1.9.2. E-fonction
Les fonctions E sont aussi écrite sous forme exponentielle. La différence est que
nous prenons seulement les termes qui sont dans les orbites du sous-groupe pair du




p u rPet y E R2 (1.9.2)
pEW’
1.9.3. S -fonction
Les S-fonctions sont des fonctions avec parfois des signes négatifs, parfois des
signes positifs devant les exponentielles, dépendant si p appartient ou pas à W. S’il
y appartient le signe est positif et s’il n’y appartient pas négatif. Cette fonction peut
s’exprimer en terme de E et C.
S,1(x,y) = 2E — C À E Pet y E R2. (1.9.3)
Rentarqite 1. En trois dinzeitsions, les fonctions se définissent de la même manière.
Seulement, À = au1 + bu2 + eu3 et y = xû31 + Y2 + Z(3 où y E R3.
1.10. SYMÉTRIE ET ANTISYMÉTRIES DES C-FONCTIONS ET S-FONCTIONS
Maintenant, introduisons la notion de réflexion affine.
Définition 1.10.1. Une réflexion affine est une réflexion suivie d’une translation avec
un axe de réflexion qui passe par l’origine.
La fonction C est symétrique, c’est-à-dire que
Cl(rkz) = C1(z)
C(Rz) = C(z),
et la fonction S est antisymétrique
S(rz) = —SÂ(z), k = 1,2,..., n
= —S(z),
où rk, k = 1,2, ..., n sont les réflexions du groupe de Weyl et est la réflexion affine
reliée à la plus grande racine et À E F.
Chapitre 2
C, S ET E-FONCTIONS À DEUX VARIABLES ET
TROIS VARIABLES
2.1. A1xA1
2.1.1. Diagramme de Dynkin et la matrice de Cartan
Le diagramme de Dynkin pour le cas A1 X A1 est
o o
Duquel, nous pouvons déduire les produits scalaires suivants:
(a1,a2) = O, (ai,o1) = (o2,o2) = 2.
Par conséquent, la matrice de Cartan et son inverse sont
20 10
C= et C_1= 2
02 0
2.1.2. Les bases a’ et u et leurs bases duales
En se servant de la matrice de Cartan et de son inverse, nous obtenons comme
changement de base:
= 2w1 = (z1 = w1
a2 = 2w2 = a2 w2 = w2.
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2.1.3. Système de racines et réflexions du groupe fini de Weyl
Des racines simples a et a’2, nous accomplissons une réflexion à partir des axes de
symétrie r et r7. De cette façon, il en résulte le système de racines R = {±a1, ±Q2},
qui géométriquement représentent les points milieu des arêtes d’un carré de côté de
longueur 2 ‘J.
2.1.4. Région fondamentale
Comme A1 x A1 n’est pas un groupe de Lie simple, sa région fondamentale est le
produit cartésien de deux segments de A1, donc un carré. Ainsi, la région fondamentale
deA1 xA1 est
F(A1 xA1)= {xw1 +yu2IO x,y 1}.
Les sommets de la région sont O, w1, w2 et w1 + w2. Alors, les côtés ont une longueur
de IwiI = 1w21 = ‘J/2. Dans la figure qui suit, nous imageons la région fondamentale
par la partie hachurée. Il en sera ainsi pour toutes les autres figures des cas ultérieurs.
0:1 + (1:2
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2.1.5. Orbites du groupe de Weyl






{±(a, b), ±(a, —b)} si a, b O
Considérons un exemple de calculs, pour il = au1 + bu2 = (a, b) où a, b O et
selon une réflexion par rapport à r, qui est perpendiculaire à a1, en utilisant 1.1.1,
1.3.1 et 1.3.2.
2(au1 +bu2,a’1)





a b a b
= —a1 + a2 — (a1,ai)a’i —
a b
= a1 + a2 — aa1
—a b
= i + 2
2 2
= —au1 + bu2
Nous constatons que si notre système d’orbite contient (a, b), en faisant la réflexion par
rapport à l’axe perpendiculaire à a1, nous retrouvons aussi (—ci, b). Nous poursuivons
de cette façon avec l’autre axe de symétrie et selon le même algorithme appliqués aux
autres éléments trouvés. Par exemple, nous pourrions faire la réflexion par rapport à
l’axe de symétrie r2 du vecteur —au1 + bu2 qui serait —au1 — bu2. Ce qui justifie la
présence de l’élément (-a,-b) dans notre orbite.
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2.1.6. Orbites du sous-groupe pair de Weyl
Les composantes de l’orbite du groupe pair de Weyl sont celles obtenues à partir
d’un nombre pair de réflexions:
{(O,O)} sia=b=O
we — {±(a,O)} siaOetb=O
(a,b) —
{±(O,b)} sia=OetbO
{±(a, b)} si a, b O
2.1.7. C-fonctions
Les C-fonctions de A1 x A1 avec À = au1 + bu2 et y = x + Y2 = xu1 + yu2,
sont le produit de deux C-fonctions A1
Cab(X,Y) = Ca(x)Cb(y) = 2cos(irax)2cos(rby) = 4cos(lrax)cos(7rby) (2.1.1)









= e2) + e2 + e2_) + e2)
= cos(ir(ax + by)) + j sin(lr(ax + by)) + cos(ir(ax + by)) — i sin(ir(ax + by))
+ cos(ir(ax — by)) + i sin(ir(ax — by)) + cos(ir(ax — by)) — j sin(7r(ax — by))
= 2 cos(7r(ax + by)) + 2 cos(ir(ax — by))
= 4 cos(7rax) cos(irby)
La justification du passage de la deuxième à la troisième égalité se fait comme suit:
Kaui + bw2,xc)j +yû32) = ax(uj,ui)+ aywi,u2) + bx(u2,u1)+ by(u7,u2)





(—au1 — bu2, xc)1 + Y2) = —(au1 + bu, xû3j + yw)
=z+E.
2 2
Et ainsi de suite, avec les autres produits scalaires.
Ainsi, nous obtenons les fonctions sont les suivantes:
C(o,o)(x, y) =1
C(a,O)(X, y) =2 cos(irax)
C(o,b)(x, y) =2 cos(irbx)
C(a,b)(X, y) =4 cos(7rax) cosQrby)
2.1.8. Orthogonalité des C-fonctions
L’orthogonalité des fonctions peut être facilement vérifiée, en définissant le produit
scalaire de deux fonctions comme étant l’intégrale du produit des deux fonctions sur
la région fondamentale.
c ic1 c1
j C(flb)(x,y)C(l)(x,y)dF = ] dx] C(ab)(x,y)C(cd)(x,y)dy (2.1.2)f O O
O siacetbd,
- sia=b=c=d=O,
= 1 sia=c>Oetb=d=O (2.1.3)
ou a = c = O et b = U> O,
2 sia=c>Oetb=d>O.
Nous constatons que lorsque les deux C-fonctions ne sont pas les mêmes, leurs
produits scalaires égale à O. Donc les fonctions C sont orthogonales entre elles.
2.1.9. S -fonctions
Comme nous l’avons énoncé au chapitre précédent, les fonctions S sont constituées
des mêmes termes que les fonctions C, à la différence que les termes où p e W ont un
signe positif devant l’exponentielle et les autres termes sont précédés un signe négatif:
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= 2 cos(ir(ax + by)) — 2 cos(ir(ax — by))
= —4 sin(airx) sin(brry).
2.1.10. E-fonctions
Nous gardons seulement les ternies qui sont positifs dans la fonction S, c’est à dire
les élément où ,u e W.
Ea,b(X, y) = e2i dj+bw2,Yl+YùY2) + e2(_1_2x2)
= 2 cos(ir(ax + by))
2.2. A2
2.2.1. Diagramme de Dynkin et matrice de Cartan




Toutes les racines de A2 sont de même longueur. Les deux racines simples avec un
angle relatif de , entre elles, fournissent les produits scalaires suivants:
= —Ï, Kai,ai) = Ko2,a2) = 2.





2.2.2. Les bases a et w et leurs bases duales
Nous pouvons exprimer le changement de base et la base duale, grâce à la matrice
de Cartan C et à son inverse C1.
= 2w1 —w2, w1 = (2a1 +a2) = ai i = w1.
= —w1 + 2w2, w2 + 2a2) a2 = a2 = U2.
2.2.3. Système de racines
Le système de racines est donc R = {±(a1 + a2), ±a1, ±a2} qui représente géomé
triquement les sommets d’un hexagone régulier. La plus grande racine , est égale à
a1 + a2.
2.2.4. Région fondamentale
D’après la propriété donné en (1.4.3), les sommets du triangle de la région fonda
mentale de A2 sont {o. , }, où q = = 1, car = q1a1 + cJ2a2 = a1 + a2qi q2
et = w1, w2 = w2. Donc, les sommets sont {O,w1,w2}, qui représente un triangle
équilatéral. Ce qui est équivalent à
F = {xw +yw2IO x,yetx+y 1).
Chacun des côtés de la région fondamentale sont orthogonaux soit à a1 ou à a2 ou
à la plus grande racine , = a1 + a2.
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2.2.5. Orbites du groupe de Weyl
Soit ,I = au1 + bu2 = (a, L) p Alors, les orbites du groupe de Weyl de A2
W, E W(ab) consiste en un, trois ou six points générés par À et par une action répétée
des réflexions r1 et r7.
{(0, 0)]
{(a, 0), (—a, a), (0, —a)}
W(a,b) = {(0, b), (b, —b), (b, 0)}
{(a, b), (—a, ci + b), (a + b, —b),
si a = b = O
si a O et b = O
si a = O et b O
si ct,b O
c1 + a-,Wj + W7
ai
(—b, —ci), (b, —a — b), (—a — b, a)}
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2.2.6. Orbites du sous-groupe paire de WeyI
Les orbites du sous-groupe pair de Weyl, si nous éliminons les termes venant d’un
nombre impair de réflexions, sont:
{(O,O)} sia=b=O
we — (a,O),(—a,a),(O,—a)) siaOetb=O
(a,b) —
{(O, b), (b, —b), (—b, O)] si a = O et b O
{(a, b), (b, —a — b), (—ci — b, ci)] si ci, b O
2.2.7. Les C-fonctions
Grâce à aux orbites du groupe de Weyl, nous pouvons trouver les polynômes
C(a,b)(X,Y). On définit
C(o,o)(x, y) = 1
Maintenant, grâce à l’équation 1.9.1, nous obtenons:
C(a O)(t y) = e(2u/3)(2x + e(2 /3)(Yx)(1 +
C(ob)(x, y) = e_(27
3)(2x+)t)
+ e213’” +
C(,,b)(x, y) = e(27 3)2a+b)x+(ab)v) + e(2i13_ x+ +2b»i) +
+ e_(23) a1x++2a»’) + e23) a+2b)x+(ba)y) + e_(2!3)2b+x++2.
Notons que si ci = b, la fonction passe de C à R qui sera
C(aa) = 2cos(2?ra(x +y)) + 2cos(2iray) + 2cos(2irax). (2.2.1)
2.2.8. Orthogonalité des C-fonctions
Pour vérifier l’orthogonalité des fonctions C, il suffit de faire comme dans la sec
tion précédente, mais comme la région fondamentale n’est plus la même, les bornes
d’intégration cont différentes. Pour prouver cette orthogonalité, nous avons besoin du
produit scalaire de deux fonctions dans les complexes, qui est défini comme suit










ou a = e = O et b = d> O,
si a = e > O et b = d> O.
Si a = b = e = d = O, l’intégrale équivaut à l’aire de la région, qui est bel et bien
Et les fonctions sont orthogonales entre elles, car lorsqu’elles ne sont pas les
mêmes, leur produit scalaire est O.
2.2.9. S -fonctions
( ( (2iri/3)((2a+b)x+(a+2b)y) (27ri/3)((b—a)x+(a+2b)y) (2iri/3)((2a+b)x+(a—b)v)
— e — e — e
+ + e_(2 /3) +2b)x+(ba)y) — e_(2nuI3)2b+++2dt». (2.2.5)
2.2.10. Les E-fonctions
En prenant les termes trouvés dans la section sur l’orbite du sous-groupe pair de
Weyl, il advient que la fonction E s’exprime:
E(a,b)(X, y) = e(232a ++2b)’) + 3XQi—b)x+(1+2a)’) + e_(2 /3)(+2 +(ba)y) (2.2.6)
2.3. C2
2.3.1. Diagramme de Dynkin et matrice de Cartan
Nous pouvons faire le contraire de ce que nous faisons jusqu’à présent, et donner
la matrice de Cartan et par la suite en déduire le graphe de Dynldn associé.
Voici donc la matrice de Cartan, pour C2
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2 —1 1 1
C= et C1= 2
—2 2 1 1
De cette matrice, nous pouvons en tirer les produits scalaires qui nous serons utiles
Kai,o2) = —1, (ai,ai) = 1, (a2,o2) = 2.
De ceux-ci, nous développons le diagramme de Dynkin, qui possède deux arêtes.
Ceci signifie que o et a2 sont positionnées à 3ir/4 de différence et le premier point est
noir, car (r1, o) = 1 et le deuxième point est blanc, à cause de (a2, a’2) = 2. Donc, le
diagramme est:
p
2.3.2. Les bases a’ et w et leurs bases duales
De la matrice de Cartan et de son inverse, nous trouvons les formules qui vont nous
être utiles pour traiter le cas C2
= 2w W2, wi = oi + = = d?1 + a2.
= —2w1 + 2w2, = i + a2, = a2, = + a2.
2.3.3. Système de racines
Le système de racines s’obtient en faisant faire les réflexions aux deux vecteurs o
et a2 par rapport aux axes de symétries ‘ et r2 et aux vecteurs qu’ils engendrent à
l’aide de ces symétries. R = (±a, ±a2, ±(op + a2), ±(2aj + a2)} représente géométri
quement les sommets et les points milieu des arêtes d’un carré. La plus grande racine
est = 2a’1 + a2.
2.3.4. Région fondamentale
La région fondamentale de C2, F(C2) est définie
F(C2)= {x&1 +yû2Ix,y O et 2x+y 1). (2.3.1)
Alors, ces sommets sont {O, /2, w2) = {O, w, w2}. Géométriquement, cette situation
représente un triangle avec des angles de ir/2, 7r/4 et ir/4.
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Comme dans les cas précédents, posons À. = au1 + bu2 € et faisons lui faire
toutes les réflexions possibles. Alors, les orbites du groupe de Weyl contiennent un,
quatre ou huit points. Plus présicément,
si a = b = O,
W(a,b) =
{±(a, O), ±(—a, a)},
{±(O, b), ±(2b, —b)},
si a O et b = O,
si a = O et b O,
{±(a, b), ±(—a, a + b), ±(a + 2b, —b), ±(a + 2b, —a — b)),




— {±(a, O), ±(—a, a)],
(a,b) —
{±(O, b), ±(2b, —b)),
{±(a, b), ±(a + 2b, —a — b)},
si ct = b = O,
si a O et b = O,
si a = O et b O,




Les C-fonctions de C2, avec À = au1 + bu2 et y = x& + Y(-2 sont les suivantes:
Cf0,0) (x, y) = 1,
C(a,O)(X, y) 2 cos(7ray) + 2 cos(7ra(2x + y))’
C(0,b)(x, y) = 2 cos(2irbx) + 2 cos(2irb(x + y)),
Cf,b)(x, y) = 2 cos(ir(2bx + (ci + 2b)y)) + 2 cos(ir((2a + 2b)x + (a + 2b)y))
+ 2 cos(7r(ay + (2a + 2b)x)) + 2 cos(ir(2bx — ay)), où a, b > O
2.3.8. Orthogonalité des C-fonctions
L’orthogonalité des C-fonctions peut être vérifiée par
r r112 rl—2x
j y)C(,)(x, y)dF =] dx] C(ab)(X, y)C()(x, y)dyF O O
O siacetbd,
si ci = b = e = d = O,
= 1 sia=c>Oetb=d=O
ou ci = c = O et b = d> O,
2 sia=c>Oetb=d>O.
En particulier, nous avons pour tout (ci, b) O et (c, d) = O
f’ Ca,(,y)dF = O
2.3.9. S -fonctions
S (a,b)(X, y) = —2 cos(ir(2bx + (a + 2b)y)) + 2 cos(ff((2a + 2b)x + (ci + 2b)y))
— 2 cos(ir(ay + (2a + 2b)x)) + 2 cos(ir(2bx — ay))
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2.3.10. E-fonctions
E(a,b)(X, y) = 2 cos(r((2a + 2b)x + (a + 2b)y)) + 2 cos(ir(2bx — ay)), où a, b > O
2.4. G2
2.4.1. Diagramme de Dynkin et matrice de Cartan
Comme nous l’avons vu dans la section précédente, le graphe de Dynkin relié à G2
est
p




Les longueurs et les angles relatifs qui en découlent sont représentés par les pro
duits scalaires
= —1 (a1,a) = 2 (a2,a2) =
2.4.2. Les bases a et w et leurs bases duales
À partir de la sous-section précédente, nous énonçons les résultats suivants pour
les bases
= 2w1 — 3w2 w1 = 2a’1 + 3a’2 = =
= —w1 + 2w2 w2 = a1 + 2a2 = 3a2 w2 = 3w2.
2.4.3. Système de racines
Encore une fois, en partant avec les deux racines simples a1 et a2 et en leur faisant
faire des réflexions successives par rapport aux axes de symétrie r et ra2, nous créons
les douze racines suivantes:
R = {±(2a1 + 3a2), ±(a1 + 3a2), ±(a1 + 2a2), ±(a1 + Q’2), ±ai, ±tY2]. (2.4.1)
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Géométriquement, ceci représente les sommets d’une étoile hexagonale régulière. Les
racines longues sont ±o, ±(a + 3a2), ±(2o + 3a’2) et les courtes sont ±a2, ±(a +
a2), ±(ai + 2a2). De plus, la plus grande racine = 2a + 3°2.
2.4.4. Région fondamentale
tw1w2
Nous savons que les sommets de la région fondamentale de G2 sont O, -i-, =
{o -, 2}. Ce qui forme la moitié d’un triangle équilatéral. Nous pouvons aussi écrire
la région fondamentale de cette manière:
F(G2) = {Xi +yw2IO x,y; 1 2x+3y}.
2.4.5. Orbites du groupe de Weyl
(2.4.2)
Soit À = au1 + bu2 E (a, b) p les orbites du groupe de Weyl consistent en un,




{±(a, O), ±(—a, 3a), ±(2a, —3a)} si a O et b = O,
W(a,b) = {±(O, b), ±(b, —b) ± (—b, 2b)}, si a = O et b O,
{±(a, b), ±(—a, 3a + b), ±(a + b, —b), ±(2a + b, —3a — b),
— b, 3a + 2b), ±(2a + b, —3a — 2b)), si a, b O.
2.4.6. Orbites du sous-groupe pair de Weyl
{(O,O)}, sia=b=O,
e
— {±(a, O), ±(—a, 3a), ±(2a, —3a)} si a O et b = O,
(a,b) —
{±(O, b), ±(b, —b) ± (—b, 2b)}, si a = O et b O,
{±(a, b), ±(2a + b, —3a — b), ±(—a — b, 3a + 2b)} si a, b O.
2.4.7. C-fonctions
Dans ce cas-ci, pour n’importe quel À = au1 + bu2 et y = a + b52, la fonction C
est réelle, car pour chaque poids, p e C, nous pouvons trouver —p e C,1. Donc, toutes
les exponentielles dans C,(z) sont combinées en 2 cos(2r(p, y)).
C(o,o)(x, y) = 1
C(aO)(X, y) = 2 cos(2ra(2x + 3y)) + 2 cos(2irax) + 2 cos(2ira(x + 3y))
C(ob)(x, y) = 2 cos(2irb(x + y)) + 2 cos(2irby) + 2 cos(2irb(x + 2y))
C(ab)(X, y) = 2 cos(2ir((a + b)x + by)) + 2 cos(27r(ax + (3a + b)y)
+ 2 cos(2ir((2a + b)x + (3a + b)y)) + 2 cos(27r((2a + b)x + (3a + 2b)y))
+ 2 cos(2ir(ax — by) + 2 cos(2ir((a + b)x + (3a + 2b)y)).
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ou a = e = O et b d> O,
si a = e> O etb = d> O.
2.4.9. S -fonctions
5 (a,b)(X, y) = 2 cos(2ir((a + b)x + by)) + 2 cos(2ir(ax + (3a + b)y)
— 2 cos(27r((2a + b)x + (3a + b)y)) + 2 cos(2ir((2a + b)x + (3a + 2b)y))
— 2 cos(2ir(ax — by)) — 2 cos(2ir((a + b)x + (3a + 2b)y)).
2.4.10. E-fonctions
E(fl,b)(x, y) = 2 cos(2rr((a + b)x + by)) + 2 cos(2rr(ax + (3a + b))2)
+ 2 cos(2rr((2a + b)x + (3a + 2b)y))
2.5. A3
2.5.1. Diagramme de Dynkin et matrice de Cartan
Le diagramme et la matrice sont mutuellement reliés. À partir d’un des deux, nous
pouvons trouver l’autre et vice-versa. Tout d’abord, le diagramme de Dynkin et la




2 —1 0 3/4 1/2 1/4
C = —1 2 —1 C = 1/2 1 1/2
0 —1 2 1/4 1/2 3/4
Maintenant, voici les produits scalaires qui ont été utiles pour trouver les composantes
de la matrice et qui ont été trouvés grâce au graphique de Dynldn.
Kai,ai) = 2 (2,a2) = 2 ((E3,(E3) = 2.
(al,a2) = —1 Ka2,a3) = —Ï Kai,a3) = 0.
2.5.2. Les bases a et w et leurs bases duales
Avec la matrice de Cartan, son inverse et sa transposée, nous retrouvons les for
mules des changements de bases et de bases duales.
3 1 1
ai = 2w1 — w2 w1 = + a2 + (E3 = a = w1.
1 1
= —w1 + 2w2 — w3 w2 = 01 + (E2 + (E’3 a2 = 2 U2 = w2.
1 1 3
= —w2 + 2w3 w3 = —o + E2 + €‘3 (E3 = (E3 W3 = w3.
2.5.3. Système de racines
Nous appliquons le même algorithme qu’à deux variables pour chercher le système
de racines d’un groupe de Weyl en trois dimensions. Nous débutons donc avec les
racines simples ai, 2 et (E3 et nous faisons les réflexions par rapport aux axes de
réflexion r, ra, et i-, qui sont respectivement orthogonaux aux racines ai, 2 et (E3.
Par la suite, nous continuons ce procédé avec les racines déjà trouvées. Nous obtenons
donc le système de racines
R = {±ai, ±(E2, ±(E3, ±(LE1 + (E2), ±(a2 + (E3), ±((Ei + 2 + (E3)}. (2.5.1)
La plus grande racine est = ai + 2 + (E3.
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2.5.4. Région fondamentale
Dans le cas de A3, comme = a + u2 + u3, nous nous retrouvons avec
F(A3) = {O,31,c32,3} = {O,wi,w7,w3) (2.5.2)
Nous pouvons représenter graphiquement la région fondamentale en trois dimen
sions.
Nous voyons que celle-ci représente un tétraède dont les sommets sont (O, O, O),
(O, O, —i—), O, —i--) et (—g—, —— —g—), lorsque w1 s aligne avec I axe des Z.
2.5.5. Orbites du groupe de Weyl
En faisant faire les réflexions par rapport à ra,, ra, et r3 d’un point sur l’orbite,
À = au1 + bu2 + eu3 e nous obtenons tous les termes dans l’orbite.
Premièrement, si a2 + b2 + e2 = O, nous n’avons qu’un point dans l’orbite:
FIG. 2.1. Région fondamentale de A3
0.0
W(a,b,t) = {(0,O, O))
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En deuxième lieu, si a2 + b2 + e2 O, il en découle les 24 termes dans l’orbite.
(a, b, c), (—a, a + b, c),
(b+c,—a—b—c,a+b), (a,b+c,—c),
(b, —a — b, a + b + e), (—a, a + b + c, —c),
(—a—b,a,b+c), (a+b,c,—b—c),
(a + b + c, —b — c, b), (—b, —a, a + b + c),
(b,c,—a—b—c), (a+b,—b,b+c),
W(a,b,c) =
(c, —b — c, —a), (a + b + e, —c, —b),
(—a — b — e, a, b), (—b, b + e, —a — b — e),
(b+c,—c,—a—b), (—b—c,—a,a+b),
(c,—a—b—c,a), (—a—b—c,a+b,—b),
(—c, —b, —a), (—b — e, b, —a — b),
(—c,—a—b,a), (—a—b,a+b+c,—b—c)
2.5.6. Orbites du sous-groupe paires de Weyl
Encore une fois, ici nous négligeons les termes venant des réflexions impaires et
gardons ceux provenant des paires. Nous nous retrouvons avec deux fois moins de
termes que pour a2 + b2 + e2 O.
(a, b, c), (b, —a — b, a + b + e), (—a, a + b + e, —e),
e



















2.5.8. la S -fonctions





















2.6.1. Diagramme de Dynkin et matrice de Cartan
Exposons tout d’abord, le graphe de Dynldn pour le cas 33
1 2 3
À partir de ce diagramme, la matrice de Cartan associée et les produits scalaires
sont:
2 —1 0 1 1 1
C=—1 2—2 C1= 1 2 2.
0 —1 2 1/2 1 3/2
(o1,a1) = 2 (o2,a2) = 2 (a3,o3) = 1.
(oi,a2) = —1 (2,a3) = —1 (Q1,Q3) = 0.
2.6.2. Les bases o et w et leurs bases duales
= 2w1 — W2 W1 = a1 + Œ2 + Q’3 = = w1.
= —w1 + 2w2 — 2w3 w2 = a’ + 2a2 + 2a3 a’2 = 2 = W2.
= —w2 + 2w3 W3 = + Q + 3 OE3 = 2a’3 w3 = 2w3.
2.6.3. Système de racines
En appliquant, encore une fois, le même algorithme, nous nous retrouvons avec
un système de 18 racines. Il est important, en se rappelant bien de la définition d’un
système de racines, que chaque racine, a, possède un inverse, —or.
R = {±a1, ±€Y2, ±Q!3, ±(a1 + a2), ±(a2 + a3), ±(a2 + 2a3), ±(o + 2 + Q3),
± (ï + a’2 + 2a3), ±(a1 + 2a2 + 2a’3)}
Dans ce cas, la plus grande racine du système est ,, = a1 + 2a2 + 2a3. Ce qui va
nous aider à retrouver la région fondamentale, car nous savons maintenant que q = 1,





Avec les coefficients de la plus grande racine, la région fondamentale est:
W2W3 f w2F = 10,w1,
-i-, j
= 10,wi, --,w3







Ce qui représente un tétraède de sommets, (0,0,0), (0, 0, 1), (, 0, ) et (, , ),
avec le vecteur u1 aligné à l’axe des z.
2.6.5. Orbites du groupe de WeyI




























2.6.6. Orbites du sous-groupe de Weyl pair
(a + b + e, —a, —2b — e),
(a+b,b+c,—2b—c),
(b, a, —2a — 2b — c),
(—b —c,a+b+ c,—2a—2b—c),
(a, —a — b, —e),
ta + 2b + e, —b, —c),
(—a — 2b — e, b + e, —e),
(a, b, c),
(—a, —b — e, c),
(—a — b, a, 2b + c),
(a+b,—a—2b—c,2b+c),
(—b — e, —a, 2a + 2b + c),
(—a — b, b, —2b — e),
(—a—b—c,a+2b+c,—2b—c),
(b + e, a + b, —2a — 2b — c),
(—b, a + 2b + e, —2a — 2b — e),
(—a, —b, —c),
(b+c,—a—2b—c,2a+2b+e)
(—a, a + b + e, —c),
(—a — 2b — e, a + b, e),
(a+2b+c,—a—b—c,c),
(—a — b — e, —b, 2b + c),
(a+b+c,—b—c,2b+c),





C(a,b,c)(X, y, z) = 2 cos(2((—b — + (—a — 2b — c)y + (—a — 2b —
2 cos(2((—a — b — )x + (—a — 2b — c)y + (—a — 2b
—
2cos(2ir(— + (—b — c)y + (—a — 2b
—
2 cos(2(— + (—b — c)y + (—a — 2b
—
2 cos(2((—b — )x + (—b — c)y + (—a — 2b
—
2 cos(2((—a — b — )x + (—a — b — c)y + (—a — 2b
—
2 cos(2(— +(—a—b—c)y+(—a—2b— )z))+2 cos(2((—a—b—)x—ay+(—a— )z))+
2 cos(2((b + )x — ay + (—a
— )z)) +2 cos(2((b + )x + by + t—a —
2cos(2r(— +by+(—a— )z))+2 cos(2ir((—a—b— )x+(—a—b—c)y+(—a— )z))+
2 cos(2ir(— + (—a — b — c)y + (—a — )z)) + 2 cos(2ir((—b — )x + ay + (a —
2 cos(2ir((a + b + )x + ay + (a — )z)) + 2 cos(2ir((a + b + )x + (a + b)y + (a —
2 cos(2(— + (a + b)y + (a — )z)) +2 cos(2((—b — )x + (—b — c)y + (a —
2 cos(2ir(— +(—b—c)y+(a—)z))+2 cos(2ir((—a—b—)x+(—a—b)y+(—a—2b—)z))+
2 cos(2ir( +(—a — b)y+(—a — 2b
— )z))+ 2 cos(2ir((—b — )x—by+(—a — 2b —
2 cos(2ir(—by+(—a—2b— )z))+2 cos(2ir((—b—x+(—a—2b—c)y+(—a—2b—.)z))+




S (a,b,c)(X, y, z) = 2i sin(2((—b — + (—a — 2b — c)y + (—a — 2b
—
2i sin(2((—a — b — )x + (—a — 2b — c)y + (—a — 2b
—
2i sin(2((—b — )x + (—b — c)y + (—a — 2b
—
2isin(2(— + (—b — c)y + (—a — 2b
—
2i sin(2((—a — b — )x + (—a — b — c)y + (—a — 2b
—
2i sin(2(—+(—a—b—c)y+(—a—2b—)z))+2i sin(2((—a—b—)x—ay+(—a—)z))—
2i sin(2ir((b + )x — ay + (—a
— )z)) + 2i sin(2ir((b + )x + by + (—a —
2i sin(27r(— + by +(—a
— )z))— 2i sin(2ir((—a — b — )x+ (—a — b — c)y + (—a—
2i sin(27r(— + (—a — b — c)y + (—a — )z)) — 2i sin(27r((—b — )x + ay + (a —
2i sin(2ir((a + b + )x + ay + ta — )z)) — 2i sin(2ir((a + b + )x + (a + b)y + (a —
2i sin(2ir(— + (a + b)y + (a — )z)) + 2i sin(2r((—b — )x + (—b — c)y + (a —
2i sin(2ir(— +(—b—c)y+(a—)z))—2i sin(27r((—a—b—
2i sin(2ir( +(—a—b)y+(—a—2b— )z))+2i sin(2ir((—b — )x—by+(—a —2b
—
2i sin(2(—by+(—a—2b—)z))—2i sin(2((—b—)x+(—a—2b—c)y+(—a—2b—)z))+
2i sin(2((—a — b — )x + (—a — 2b — c)y + (—a — 2b —
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2.6.9. Les E-fonctions








e2I3T +(—a—b—c)y+(—a— )z) + e2
(a+b+ )x+ay+(a—
+
e2I2T +(a+b)y+(a— + e21’
y)x+(—b—c)y+(a—
e21





e2_(1_b_ 15 )x+(—a—b)y+( 15 —a)) +e215—a)z) +
e2’
)x+a)’+(a+ 15 )z) + e2’9 —by+(a+ 15 )z) +
e2115
)x+(a+b+c) v+(a+ )z) + e2




)x+(a+2b+c)y+(a+2b+ 15 )z) +




2.7.1. Diagramme de Dynkin et matrice de Cartan
Premièrement, développons la matrice de Cartan associée au cas C3 et son inverse
2 —1 0 1 1 1/2
C=—1 2—1 C’=12 1.
0 —2 2 1 2 3/2
Les produits scalaires trouvés à partir de cette matrice sont les suivants:
= 1 Ko2,a2) = 1 = 2
Kai,a2) = —1/2 2,a3) = —1 (ai,o3) = 0.
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Le graphe de Dynkin obtenu à partir de la matrice de Cartan est:
.
1 2 a3
2.7.2. Les bases a et w et leurs bases duales
Les bases sont:
1
U1 = i + 2 + Q3
w2 = a1 + 2a2 + a’3
U3 = o + 2a2 + E3
2.7.3. Le système de racines
R = {±a’j, ±a2, ±a3, ±(a1 + a2), ±(a’2 + Q3), ±(2a2 +
± (o + a2 + a3), ±(ai + 2o3 + Q3), ±(2o’i + 2a’2 + a3)}
Comme, nous l’observons, la plus grande racine dans ce cas-ci est , = 2a + 2a’2 + cï3.
2.7.4. Région fondamentale
La région fondamentale est délimitée par les sommets suivants
(W1U2
F O, -i-, -i-, W3j = {O, wj, w2, w3).
Cette région forme un tétraède qui a les sommets (O, O, O), (O, O, ——), (—s—, o
et (-i-, -- --•
= 2w1 — w2
= —w1 + 2w2 — w3








FIG. 2.3. Région fondamentale de C3
2.7.5. Orbites du groupe de WeyI
± ta, b, e),
± (a ÷ b, —b, b + e),
±(b,—a—b,a+b+c),
± (—a — b, a, b + c),
±(a+b+2c,—b—2c,b+c),
±(b,a+b+ 2c,—a—b— e),
± (—a — b, a + 2b + 2e, —b — e),
±(—a—b—2c,a,b+c),
±(—b,a+2b+2c,—a—b—c),
± (—b — 2c, —a, a + b + e),
±(b+2c,—a—2b—2c,a+b+c),
±(a+b+2c,—a—2b—2c,b+c),
± (—a, a + b, e),
± (a, b + 2e, —e),
± (—a, a + b + 2e, —e),
±(a+b,b+ 2c,—b—c),
± (—b, —a, a + b + e),
±(b+2e,—a—b—2c,a+b+c),
± (a + 2b + 2e, —b — 2e, e),
±(a+b+2c,b,—b—c),
± (a + 2b + 2e, —a — b — 2e, e),
±(b+ 2c,a+ b,—a —b—c),
± (—a — 2b — 2e, a + b, e),








2.7.6. Orbites du groupe pair de Weyl
we
(a,b,c) —
(a + b + 2e, —a, —b — e)
(a+b,b+2c,—b—c)
(b,a,—a—b—c)
(—b — 2c,a+b +2c,—a—b —e)
(a, —a — b, —c)
(—a — 2b — 2c, b + 2c, —c)
(a,b,c)
t—a, —b — 2e, e)
(—a — b, a, b + e)
(a+b,—a— 2b— 2c,b +c)
(—b — 2e, —a, a + b + e)
(b + 2e, —a — 2b — 2e, a + b + e)
(—a — b, b, —b — e)
(—a—b—2c,a+2b +2c,—b—c)
(b +2c,a +b,—a—b —e)
(—b, a + 2b + 2e, —a — b — e)
(a + 2b + 2e, —b, —e)
(—a, a + b + 2e, —e)
(—a— 2b—2e,a+b,e)
(a + 2b + 2e, —a — b — 2e, e)
(—a — b — 2e, —b, b + e)
(a+b+ 2e,—b—2e,b+c)




C(a,b,c)(X, y, z) = 2 cos(2((—b — c)x + (—a — 2b — 2c)y + (— — b —
2 cos(2((—a — b — c)x + (—a — 2b — 2c)y + (— — b —
2 cos(2((—b — c)x + (—b — 2c)y + (— — b —
2 cos(2(—cx + (—b — 2c)y + (— — b —
2 cos(2(—cx + (—a — b — 2c)y + (— — b —
2 cos(2((—a — b — c)x + t—a — b — 2c)y + (— — b —
2 cos(2(—cx + (—a — b — 2c)y + (— — b —
2 cos(2((—a — b — c)x — ay + (— — )z)) + 2 cos(2((b + c)x — ay + (— —
2 cos(27r((b+c)x+by+(— —)z))+2 cos(27r((—a—b—c)x+(—a—b—2c)y+(— —
2 cos(2ir(—cx + (—a — b — 2c)y + (— — )z)) +2 cos(2ir((—b — c)x + ay + ( —
2 cos(27r((a + b + c)x + ay + ( — )z)) + 2 cos(27r(—cx + (a + b)y + ( —
2 cos(27r((a+b+c)x+(a+b)y+( — )z))+2 cos(2ir((—b— c)x+(—b — 2c)y+( —
2 cos(27r(—cx+(—b—2c)y+( —)z))+2 cos(2ir((—a—b—c)x+(—a—b)y+(— —b—
2 cos(2ir(cx + (—a — b)y + (— — b — )z)) + 2 cos(2ir((—b — c)x — by + (— — b —




S(a,b,c)(X,Y,Z) = 2i sin(2((—b — c)x + (—a — 2b — 2c)y + (— — b —
2i sin(2((—a — b — c)x + t—a — 2b — 2c)y + (— — b —
2i sin(2((—b — c)x + (—b — 2c)y + (— — b —
2i sin(2(—cx + (—b — 2c)y + (— — b —
2isin(2((—a — b — c)x + (—a — b — 2c)y + (— — b —
2i sin(27r(—cx+(—a—b—2c)y+(— —b— )z))+2i sin(27r((—a—b—c)x—ay+(— —
2isin(27r((b + c)x — ay + (— — — 2isin(2r(—cx + by + (— —
2i sin(2ir((b+c)x+by+(— — )z))—2i sin(27r((—a—b—c)x+(—a—b—2c)y+(— —
2i sin(27r(—cx + (—a — b — 2c)y + (— — — 2i sin(2ff((—b — c)x + ay + ( —
2i sin(2ir((a + b + c)x + ay + ( — + 2i sin(2ir(—cx + (a + b)y + ( —
2i sin(2r((a+b+c)x+(a+b)y+( — )z))+2i sin(2ir((—b—c)x+(—b—2c)y+( —
2i sin(27r(—cx+(—b—2c)y+( — )z))—2i sin(2ir((—a—b—c)x+(—a—b)y+(— —b—
2isin(27r(cx+(—a—b)y+(— —b— )z))+2isin(27r((—b—c)x—by+(— —b—
2i sin(2ir(cx—by+(— —b— )z))—2i sin(22r((—b—c)x+(—a—2b—2c)y+(— —b—
2isin(2((—a — b — c)x + (—a — 2b — 2c)y + (— — b —
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2.73. E-fondIons













LA DÉCOMPOSITION DES PRODUITS DE
FONCTIONS
Nous pouvons aussi développer les fonctions C, S et E sous un autre forme, en pre
nant respectivement, la première, la deuxième, et la troisième composante de chaque
terme dans les orbites comme l’exposant de x, de y et de z, qui sont multipliés entre
eux. Ainsi, le résultat qui en découle est un polynôme. Par exemple, pour le groupe de
Lie relié à A1 X A1, en exprimant la C-fonction sous forme d’un tel polynôme, nous
obtenons
C(a,b)(X,Y) = xa9 + x_ayb + xay + x_a
y_b•
Nous voyons que les exposants sont les quatre termes dans l’orbite ±(a, b), ±(a, —b).
Par conséquent, nous sommes aussi en mesure de trouver les fonctions S et E. Pour
les polynômes E, nous utilisons seulement les termes dans les orbites du sous-groupe
pair, comnie dans le cas précédent. Il en est de même pour les polynômes reliés à la
fonction S, les composantes, où les exposants ne proviennent pas des réflexions paires,
sont de signe négatif et les autres sont de signe positif. Pour A1 X A1, nous avons





E(a,b)(X, y) = xa9 + xayb
Lorsque nous multiplions deux polynômes provenant du même groupe de Lie semi
simple, nous nous retrouvons avec une somme de polynômes de même type. Nous
pouvons utiliser la forme des fonctions C, $ et E vu au Chapitre 1, ou celle que nous
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venons de décrire. Nous utilisons cette dernière, car il est plus aisé d’effectuer les
différentes manipulations associées. Nous nommons cette forme la décomposition des
produits de deux fonctions. Dans ce qui suit, nous présentons ces décompositions sous
forme de tableaux.
Pour trouver la somme des polynômes, nous avons eu recours à Mathématica ou à
un résultat paru dans l’article [30]
C(a,b)C((,d) = IW(a,b)/W(a,b)+p(c,d)IC(a,b)+M(c,d). (3.0.1)
pEW(,d)
Comme p peut être n’importe quel poids de l’orbite W(,d), la somme (a, b) +p n’est
généralement pas un poids dominant. Malgré tout, un poids non-dominant est unique
dans son orbite. En fait, en appliquant les réflexions appropriées à (a, b) + p, nous
pouvons le transformer en un poids dominant correspondant. Le calcul laborieux pour
chacun des cas. Donc, nous allons présenter les décompositions explicites pour les cas
des rangs plus bas. Ceux-ci s’avèrent être plus utiles et pertinents.
Dans ce qui suit, nous présentons la décomposition des produits de fonctions pour
des W—orbites ou Weorbites génériques. Il y a plusieurs cas spéciaux. Premièrement,
quand n’importe quel de a, b, c, d sont de valeur égale et deuxièmement, lorsqu’une ou
plusieurs de leurs valeurs est zéro. Les décompositions pour ces cas spéciaux sont plus
simples que pour les cas génériques. Il n’est pas pratique de montrer tous ces cas non-
génériques. Pou;- chaque groupe de Lie particulier, les cas spéciaux trouvés sont des
restrictions des cas génériques. Par contre, il n’existe aucun procédé applicable à tous





{ a,b } =E(ab)
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TAB.3.1. PourA1 xA1
(a,b)(c,d) {a,b][c,d] (a,b)[c,d]_[ {a,b}{c,d}
(a+c,b+d) (a+c,b+d) [a+c,b+d] { a+c,b+d }
(a-c,b+d) -(a-c,b+d) - [a-c,b+d] { a-c,b-d }
(a+c,b-d) -(a+c,b-d) -[a+c,b-d]
(a-c,b-d) (a-c,b-d) [a-c,b-d]
Faisons un exemple avec ce tableau de ce que serait la décomposition des produits
des fonctions provenant de A1 x A1.
C(a,b)(X, y)C(f.,cI)(x, y) = C(a+c,b+d) + C(a_c,b+d) + C(a+(,b_cl) + C(a_(,b_d)
S (0,b)(X, y)S (c,d)(X, y) = C(a+c,b+d) — C(a_c,b+d) — C(a+c,b_d) + C(a_c,b_ct)



























































































































































(-b-d,a+b-e,-2 a-2 b-c-f) (-b-d,a+b-e,-2 a-2 b-c-f)
(-b-d,-a-b-c-e,2a+2b+c-f) -(-b-d,-a-b-c-e,2a+2 b+c-f)
(-b-d,a+2 b+c-e,-2 a-2b-c-f) -(-b-d,a+2 b+c-e,-2 a-2h-c-f)
(-a-b-d,a-e,2 b+c-f) -(-a-b-d,a-e,2 b+c-f)
(-a-b-d,b-e,-2b-c-f) -(-a-b-d,b-e,-2b-c-f)
(-a-b-d,-b-c-e,2 b+c-f) (-a-b-d,-b-c-e,2 b+c-f)
(-a-b-d,a+2 b+c-e,-2b-c-f) (-a-b-d,a+2 b+c-e,-2b-c-f)
(b-d,a-e,-2 a-2 b-c-f) -(b-d,a-e,-2 a-2 b-c-f)
(b-d,-a-b-e,2 a+2b+c-f) -(b-d,-a-b-e,2 a+2b+c-f)
(b-d,-a-2 b-c-e,2 a+2 b+c-f) (b-d,-a-2 b-c-e,2 a+2 b+c-f)
(b-d,a+b+c-e,-2a-2 b-c-f) (b-d,a+b+c-e,-2a-2 b-c-f)
(a+b-d,-a-e,-2 b-c-f) (a+b-d,-a-e,-2 b-c-f)
(a+b-d,-b-e,2b+c-f) (a+b-d,-b-e,2b+c-f)
(a+b-d,-a-2 b-c-e,2 b+c-f) -(a+b-d,-a-2 b-c-e,2 b+c-f)
(a+b-d,h+c-e,-2b-c-f) -(a+b-d,b+c-e,-2b-c-f)
(-a-2 b-c-d,b-e,c-f) (-a-2 b-c-d,b-e,c-f)
(-a-2b-c-d,a+b-e,c-f) -(-a-2b-c-d,a+b-e,c-f)
(-a-2 b-c-d,b+c-e,-c-f) -(-a-2 b-c-d,b+c-e,-c-f)
(-a-2b-c-d,a+b+c-e,-c-f) (-a-2b-c-d,a+b+c-e,-c-f)
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(-b-c-d,-a-e,2 a+2b+c-f) -(-b-c-d,-a-e,2 a+2b+c-f)
(-b-c-d,-a-b-e,2 a+2b+c-f) (-b-c-d,-a-b-e,2 a+2b+c-f)
(-b-c-d,a+b+c-e,-2 a-2 b-c-f) -(-b-c-d,a+b+c-e,-2 a-2 b-c-f)
(-b-c-d,a+2b+c-e,-2 a-2 b-c-f) (-b-c-d,a+2b+c-e,-2 a-2 b-c-f)
(-a-b-c-d,a-e,2b+c-f) (-a-b-c-d,a-e,2b+c-f)
(-a-b-c-d,-b-e,2 b+c-f) -(-a-b-c-d,-b-e,2 b+c-f)
(-a-b-c-d,b+c-e,-2b-c-f) (-a-b-c-d,b+c-e,-2b-c-f)
(-a-b-c-d,a+2 b+c-e,-2 b-c-f) -(-a-b-c-d,a+2 b+c-e,-2 b-c-f)
(b+c-d,a-e,-2a-2 b-c-f) (b+c-d,a-e,-2a-2 b-c-f)
(b+c-d,a+b-e,-2 a-2 b-c-f) -(b+c-d,a+b-e,-2 a-2 b-c-f)
(b+c-d,-a-2b-c-e,2 a+2 b+c-f) -(b+c-d,-a-2b-c-e,2 a+2 b+c-f)
(b+c-d,-a-b-c-e,2 a+2b+c-f) (b+c-d,-a-b-c-e,2 a+2b+c-f)
(a+b+c-d,-a-e,-2 b-c-f) -(a+b+c-d,-a-e,-2 b-c-f)
(a+b+c-d,b-e,-2b-c-f) (a+b+c-d,b-e,-2b-c-f)
(a+b+c-d,-a-2 b-c-e,2b+c-f) (a+b+c-d,-a-2 b-c-e,2b+c-f)
(a+b+c-d,-b-c-e,2 b+c-f) -(a+b+c-d,-b-c-e,2 b+c-f)
(a+2b+c-d,-b-e.-c-f) -(a+2b+c-d,-b-e,-c-f)
(a+2 b+c-d,-a-b-e,-c-f) (a+2 b+c-d,-a-b-e,-c-f)
(a+2b+c-d,-b-c-e,c-f) (a+2b+c-d,-b-c-e,c-f)
(a+2 b+c-d,-a-b-c-e,c-f) -(a+2 b+c-d,-a-b-c-e,c-f)
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(a,b,c)[d,e,f] {a,b,c}{d,e,f}
-[-a-d,-b-e,-c-fl { -a+d+2 e+f,-b-c-e,c-f}
-[-a-d,a+b-e,c-fj { -a+d+2e+f,a+b+c-e,-c-f}
-[-a-d,-b-c-e,c-f] { a+d+2 e+f,-a-b-e,-c-f}
-[a-d,a+b+c-e,-c-f] { a+d+2e+f,b-e,c-f}
-[a-d,-a-b-e,-c-f] {-b+d+2 e+f,-a-b-c-e,2 a+2b+c-f}
-[a-d,b-e,c-f] {-b+d+2 e+f,a+2 b+c-e,-2 a-2 b-c-f}
-[a-d,-a-b-c-e,c-fj { -a-b+d+2e+f,a-e,2 b+c-f}
-[a-d,b+c-e,-c-fi {-a-b+d+2 e+f,b-e,-2 b-c-f}
-[-b-d,-a-e,2a+2b+c-fj {b+d+2e+f,a-e,-2 a-2 b-c-f}
-[-b-d,a+b-e,-2 a-2 b-c-fi {b+d+2 e+f,-a-b-e,2 a+2b+c-f}
-[-b-d,-a-b-c-e,2a+2 b+c-f] {a+b+d+2 e+f,-a-2 b-c-e,2 b+c-f}
-[-b-d,a+2 b+c-e,-2 a-2b-c-fi {a+b+d+2e+f,b+c-e,-2 b-c-f}
-[-a-b-d,a-e,2 b+c-f] { -a-2 b-c+d+2e+f,a+b-e,c-f}
- [-a-b-d,b-e,-2b-c-f] { -a-2 b-c+d+2e+f,b+c-e,-c-f}
-[-a-b-d,-b-c-e,2 b+c-fi {-b-c+d+2 e+f,-a-e,2 a+2b+c-f}
-[-a-b-d,a+2 b+c-e,-2b-c-fi {-b-c+d+2 e+f,a+b+c-e,-2 a-2b-c-f}
-[b-d,a-e,-2 a-2 b-c-fi {-a-b-c+d+2 e+f,-b-e,2 b+c-f}
-[b-d,-a-b-e,2 a+2b+c-fi {-a-b-c+d+2e+f,a+2 b+c-e,-2 b-c-f}
-[b-d,-a-2 b-c-e,2 a+2 b+c-fi {b+c+d+2 e+f,a+b-e,-2 a-2b-c-f}
-[b-d,a+b+c-e,-2a-2 b-c-fi {b+c+d+2 e+f,-a-2 b-c-e,2 a+2b+c-f}
-[a+b-d,-a-e,-2 b-c-fi {a+b+c+d+2 e+f,-a-e,-2 b-c-f}
-{a+b-d,-b-e,2b+c-fi { a+b+c+d+2e+f,-b-c-e,2 b+c-f}
-[a+b-d,-a-2 b-c-e,2 b+c-fi {a+2 b+c+d+2 e+f,-b-e,-c-f}
-{a+b-d,b+c-e,-2b-c-fi { a+2b+c+d+2 e+f,-a-b-c-e,c-f}
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(-b-d,-a-b-2 c-e,a+b+c-f) -(-b-d,-a-b-2 c-e,a+b+c-f)
(-b-d,a+2 b+2c-e,-a-b-c-f) -(-b-d,a+2 b+2c-e,-a-b-c-f)
(-a-b-d,a-e,b+c-f) -(-a-b-d,a-e,b+c-f)
(-a-b-d,b-e,-b-c-f) -(-a-b-d,b-e,-b-c-f)
(-a-b-d,-b-2 c-e,b+c-f) (-a-b-d,-b-2 c-e,b+c-f)
(-a-b-d,a+2 b+2c-e,-b-c-f) (-a-b-d,a+2 b+2c-e,-b-c-f)
(b-d,a-e,-a-b-c-f) -(b-d,a-e,-a-b-c-f)
(b-d,-a-b-e,a+b+c-f) -(b-d,-a-b-e,a+b+c-f)




(a+b-d,-a-2 b-2 c-e,b+c-f) -(a+b-d,-a-2 b-2 c-e,b+c-f)
(a+b-d,b+2c-e,-b-c-fl -(a+b-d,b+2c-e,-b-c-f)
(-a-2 b-2 c-d,b-e,c-f’) (-a-2 b-2 c-d,b-e,c-f’)
(-a-2 b-2c-d,a+b-e,c-fl -(-a-2 b-2c-d,a+b-e,c-f)
(-a-2 b-2 c-d,b+2 c-e,-c-f) -(-a-2 b-2 c-d,b+2 c-e,-c-f)
(-a-2 b-2c-d,a+b+2 c-e,-c-f’) (-a-2 b-2c-d,a+b+2 c-e,-c-f’)
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(-b-2 c-d,-a-e,a+b+c-f) -(-b-2 c-d,-a-e,a+b+c-f)
(-b-2c-d,-a-b-e,a+b+c-f) (-b-2c-d,-a-b-e,a+b+c-f)
(-b-2 c-d,a+b+2c-e,-a-b-c-f) -(-b-2 c-d,a+b+2c-e,-a-b-c-f)
(-b-2 c-d,a+2b+2c-e,-a-b-c-f) (-b-2 c-d,a+2 b+2c-e,-a-b-c-f)
(-a-b-2 c-d,a-e,b+c-f) (-a-b-2 c-d,a-e,b+c-f)
(-a-b-2c-d,-b-e,b+c-f) -(-a-b-2c-d,-b-e,b+c-f)
(-a-b-2 c-d,b+2 c-e,-b-c-f) (-a-b-2 c-d,b+2 c-e,-b-c-f)
(-a-b-2c-d,a+2 b+2 c-e,-b-c-f) -(-a-b-2c-d,a+2 b+2 c-e,-b-c-f)
(b+2 c-d,a-e,-a-b-c-f) (b+2 c-d,a-e,-a-b-c-f)
(b+2c-d,a+b-e,-a-b-c-f) -(b+2c-d,a+b-e,-a-b-c-f)
(b+2 c-d,-a-2 b-2c-e,a+b+c-f) -(b+2 c-d,-a-2 b-2c-e,a+b+c-f)
(b+2 c-d,-a-b-2 c-e,a+b+c-f) (b+2 c-d,-a-b-2 c-e,a+b+c-f)
(a+b+2c-d,-a-e,-b-c-f) -(a+b+2c-d,-a-e,-b-c-f)
(a+b+2 c-d,b-e,-b-c-f) (a+b+2 c-d,b-e,-b-c-f)
(a+b+2c-d,-a-2 b-2 c-e,b+c-f) (a+b+2c-d,-a-2 b-2 c-e,b+c-f)
(a+b+2 c-d,-b-2c-e,b+c-f) -(a+b+2 c-d,-b-2c-e,b+c-f)
(a+2 b+2 c-d,-b-e,-c-f) -(a+2 b+2 c-d,-b-e,-c-f)
(a+2 b+2 c-d,-a-b-e,-c-f) (a+2 b+2 c-d,-a-b-e,-c-f)
(a+2 b+2 c-d,-b-2 c-e,c-f) (a+2 b÷2 c-d,-b-2 c-e,c-f)
(a+2 b+2c-d,-a-b-2 c-e,c-f) -(a+2 b+2c-d,-a-b-2 c-e,c-f)
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(a,b,c)[d,e,f] {a,b,c}{d,e,f}
[-a-d,-b-e,-c-fl { -a+d+2 e+2 f,-b-2 c-e,c-f}
[-a-d,a+b-e,c-f] {-a+d+2 e+2 f,a+b+2c-e,-c-f}
[-a-d,-b-2c-e,c-fl {a+d+2 e+2 f,-a-b-e,-c-f}
[-a-d,a+b+2c-e,-c-fl {-b+d+2e+2 f,a+2 b+2 c-e,-a-b-c-f}
[a-d,-a-b-e,-c-f] {-b+d+2 e+2 f,-a-b-2 c-e,a+b+c-f}
[a-d,b-e,c-f] {-b+d+2e+2 f,a+2 b+2 c-e,-a-b-c-f}
[a-d,-a-b-2 c-e,c-f] {-a-b+d+2 e+2f,a-e,b+c-f}
[a-d,b+2c-e,-c-fj {-a-b+d+2 e+2 f,b-e,-b-c-f}
[-b-d,-a-e,a+b+c-f] {b+d+2 e+2f,a-e,-a-b-c-f}
[-b-d,a+b-e,-a-b-c-fj {b+d+2 e+2 f,-a-b-e,a+b+c-f}
[-b-d,-a-b-2 c-e,a+b+c-fj { a+b+d+2e+2 f,-a-2 b-2 c-e,b+c-f}
[-b-d,a+2 b+2c-e,-a-b-c-fl { a+b+d+2 e+2 f,b+2c-e,-b-c-f}
[-a-b-d,a-e,b+c-fl {-a-2 b-2 c+d+2 e+2 f,a+b-e,c-f}
[-a-b-d,b-e,-b-c-f] {-a-2 b-2c+d+2 e+2 f,b+2 c-e,-c-f}
[-a-b-d,-b-2 c-e,b+c-fl { -b-2 c+d+2 e+2f,-a-e,a+b+c-f}
[-a-b-d,a+2 b+2c-e,-b-c-f] {-b-2 c+d+2 e+2 f,a+b+2c-e,-a-b-c-f}
[b-d,a-e,-a-b-c-f] {-a-b-2 c+d+2 e+2 f,-b-e,b+c-f}
[b-d,-a-b-e,a+b+c-f] {-a-b-2c+d+2 e+2 f,a+2 b÷2 c-e,-b-c-f}
[b-d,-a-2 b-2 c-e,a+b+c-f] {b+2 c+d+2 e+2f,a+b-e,-a-b-c-f}
[b-d,a+b+2c-e,-a-b-c-f] {b+2 c+d+2 e+2 f,-a-2 b-2c-e,a+b+c-f}
[a+b-d,-a-e,-b-c-fj { a+b+2 c+d+2 e+2 f,-a-e,-b-c-f}
[a+b-d,-b-e,b+c-f] {a+b+2c+d+2 e+2 f,-b-2 c-e,b+c-f}
[a+b-d,-a-2 b-2 c-e,b+c-f] { a+2 b+2 c+d+2 e+2f,-b-e,-c-f}
[a+b-d,b+2c-e,-b-c-fl { a+2 b+2 c+d+2 e+2 f,-a-b-2 c-e,c-f}
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TAB. 3.10. suite de (a,b,c)[d,e,f1 pour C3
[-a-2 b-2 c-d,b-e,c-fl
[-a-2 b-2c-d,a+b-e,c-f]
























Comme il y a vraiment plusieurs cas spéciaux, nous traitons seulement ceux du cas
C3.
TAB. 3.11. Cas spéciaux pour C3, (a,O,O)x
(d,O,O) (O,e,O) (O,O,f) [ (d,e,O) (d,O,f) (O,e,O
8(-a-d,O,O) 8(-a,-e,O) 8(-a,O,-f) $(-a-d,-e,O) $(-a-d,O,-f) 8(-a,-e,-f)
8(a-d,O,O) 8(a,-e,O) 8(a,O,-f) $(a-d,-e, O) 8(a-d,O,-f) 8(a,-e,-f)
8(a-d,-a,O) $(a,-a-e,O) 8(a,-a,-f) 8(a-d,-a-e,O) 8(a-d,-a,-f) 8(a,-a-e,-f)
$(-a-d,a,O) 8(-a,a-e,O) $(-a,a,-f) 8(-a-d,a-e,O) 8(-a-d,a,-f) $(-a,a-e,-f)
8(-d,a,-a) 8(O,a-e,a) $(O,a,a-f) $(-d,a-e,-a) 8(-d,a,-a-f) 8(O,a-e,-a-f)
8(-d,-a,a) 8(O,-a-e,a) $(O,-a,a-f) 8(-d,-a-e,a) 8(-d,-a,a-f) $(O,-a-e,a-f)
TAB. 3.12. Cas spéciaux pour C3, (O,b,O)x
(O,e,O) (O,O,f) ] (d,e,O) (d,O,O (O,e,fl
4(O,-b-e,O) 4(O,-b,-f) 4(-d,-b-e,O) 4(-d,-b,-f) 4(O,-b-e,-f)
4(2b,-b-e,O) 4(2b,-b,-f) 4(2b-d,-b-e,O) 4(2b-d,-b,-f) 4(2b,-b-e,-f)
4(O,b-e,O) 4(O,b,-f) 4(-d,b-e,O) 4(-d,b,-f) 4(O,b-e,-f)
4(-2b,b-e,O) 4(-2b,b,-f) 4(-2b-d,b-e,O) 4(-2b-d,b,-f) 4(-2b,b-e,-f)
4(b,-e,-b) 4(b,O,-b-f) 4(b-d,-e,-b) 4(b-d,O,-b-f) 4(b,-e,-b-f)
4(-b,b-e,-b) 4(-b,b,-b-f) 4(-b-d,b-e,-b) 4(-b-d,b,-b-f) 4(-b,b-e,-b-f)
4(b,b-e,-b) 4(b,b,-b-f) 4(b-d,b-e,-b) 4(b-d,b,-b-f) 4(b,b-e,-b-f)
4(-b,2b-e,-b) 4(-b,2b,-b-f) 4(-b-d,2b-e,-b) 4(-b-d,2b,-b-f) 4(-b,2b-e,-b-f)
4(-b,-e,b) 4(-b,O,b-fl 4(-b-d,-e,b) 4(-b-d,O,b-fl 4(-b,-e,b-f)
4(b,-b-e,b) 4(b,-b,b-f) 4(b-d,-b-e,b) 4(b-d,-b,b-f) 4(b,-b-e,b-f)
4(-b,-b-e,b) 4(-b,-b,b-f) 4(-b-d,-b-e.b) 4(-b-d,-b,b-f) 4(-b,-b-e,b-f)
4(b,-2b-e,b) 4(b,-2b,b-f) 4(b-d,-2b-e,b) 4(b-d,-2b,b-f) 4(b,-2b-e,b-f)
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TAB. 3.13. Cas spéciaux pour C3, (O,0,c)x
(0,O,f) (d,e,0) (d,0,f) (0,e,f)
6(0,0,-c-f) 6(-d,-c,-c) 6(-d,0,-c-f) 6(O,-e,-c-f)
6(2c,0,-c-f) 6(2c-d,-e,-c) 6(2c-d,0,-c-fl 6(2c,-e,-c-f)
6(O,2c,-c-f) 6(-d,2c-e,-c) 6(-d,2c,-c-f) 6(0,2c-e,-c-f)
6(-2c,2c,-c-f) 6(-2c-d,2c-e,-c) 6(-2c-d,2c,-c-f) 6(-2c,2c-e,-c-f)
6(0,0,c-f) 6(-d,-e,c) 6(-d,O,c-f) 6(0,-e,c-f)
6(-2c,O,c-f) 6(-2c-d,-e,c) 6(-2c-d,0,c-f) 6(-2c,-e,c-f)
6(O,-2c,c-f) 6(-d,-2c-e,c) 6(-d,-2c,c-f) 6(O,-2c-e,c-f)
6(2c,-2c,c-f) 6(2c-d,-2c-e,c) 6(2c-d,-2c,c-f) 6(2c,-2c-e,c-f)
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2(b-d,-a-2 b-e,a+b) 22(b-d,-a-2 b,a+b-f) 2(b,-a-2b-e,a+b-f)
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Finalement, les fonctions décrites dans ce mémoire peuvent être encore exploitées
à bien des points de vue. Une des questions intéressantes au sujet des fonctions de
nos trois familles est la suivante : «Si nous remplaçons le cosinus par la fonction C,
le sinus par la fonction S et l’exponentielle par la fonction E, quelles identités trigo
nométriques bien connues des cosinus, sinus et de la fonction exponentielle trouveront
leurs analogues avec ces changements ?». Cette question n’a jamais été posée et nous
voyons que quelques-unes des identités trigonométriques vont se généraliser à n’im
porte quelle dimension.
Nos résultats, sur les décompositions des produits spécifiques des trois familles
pourrait être utilisés pour la formulation des relations de récurrence qui permettrait de
générer les fonctions de chaque famille de plus en plus grande.
De plus, il serait intéressant d’explorer les trois familles de fonctions comme des
polynômes orthogonaux qui dépendent de n variables. POur les cas à une et deux va
riables, les démarches sont simples. Par contre, dans le cas à trois variables la situation
se complique drôlement [23]-[261. Ces polynômes se définissent aussi pour des va
riables discrètes et ils restent toujours orthogonaux.
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