ABSTRACT This paper introduces the maximum uniform message distribution (MUMD) problem, which can be present in delay-tolerant communication networks, where the destination of the messages is not present in the network. This type of behavior arises in scenarios of natural disasters or social conflicts where a global communication network is not available. In these scenarios, the people inside the affected area might use their mobile devices to communicate in an opportunistic manner. During this communication, the devices can duplicate, exchange, and gather messages with the intention of afterward delivering them to the global communication network. A device successfully delivers all messages in its memory when it reaches the global communication network. We model the MUMD as a computational problem and analyze the effectiveness of the existing opportunistic routing algorithms to solve this problem. Furthermore, we design an algorithm for the MUMD and perform experimental simulations to analyze its performance. Our results show that the greater the number of copies of messages and the more uniformly distributed through the network they are, the higher the probability that deliveries will be successful.
I. INTRODUCTION
The breakdown of the communication infrastructure caused by unforeseen events such as natural disasters or social conflicts can hinder the relief work to people within the affected area. Some initiatives that have focused on mitigating the undesirable effect of failures in communications networks are the following. Google crisis response [1] consists of a set of informative tools about a natural disaster that can be helpful for people with Internet access. These tools include public alerts, a person finder, a crisis map, among others. The main limitation of this system is that it is useless in the absence of the Internet.
Twitmight [2] is a Twitter client for mobile devices with a disaster mode (activated by the user) to communicate without Internet access. Twitmight allows the transmission of tweets by using peer-to-peer communication. It creates a mobile adhoc network with the assumption that before the connectivity loss, all the mobile devices were connected to a server to obtain security certificates. This feature implies that new users cannot join the network during a disaster. Another drawback of Twitmight is that it is reactive and not proactive.
FireChat is a proprietary app for public and private message communication that works even without Internet access or cellular data [3] . This app has been used in several social conflicts where the Internet and cellular networks were censored or overloaded. Some examples are Iraq and Hong Kong in 2014, Ecuador and Catalonia in 2015, and more recently, at the Democratic National Convention in Philadelphia, USA in July 2016.
Other research efforts focus on analyzing different types of network technologies to determine which is the best to mitigate the lack of communication in post-disaster scenarios and to help the emergency response [4] - [8] . In general, delay tolerant networks (DTNs) or opportunistic networks (OPNETs) [9] , [10] are suitable options to achieve this goal. The main purpose of DTNs is the dissemination of messages and the resource optimization of the network [11] , [12] .
In networking, a routing algorithm involves message transmission from a source to a destination. However, in some particular scenarios such as natural disasters or social conflicts, the destination may be not available temporarily in the network. For such scenarios, it is necessary to change the paradigm of conventional routing to one that increases the probability that a message eventually reaches its destination.
One way to accomplish this task is by making copies of the message and distributing them across the network, ensuring that every vertex has a copy of the message. Since the location of the destination vertex is unknown, the above procedure intents to take the message ''closer'' to its destination; however, some aspects hinder fulfilling this objective, examples of them are the following.
If the network intends to transmit several messages and many of their destinations are not present, the previous approach might generate too many copies, overloading the communication channels, and decreasing the performance of the network, causing well-known problems, such as broadcast storms [13] .
Because, for some applications, various network resources (storage capacity, bandwidth, battery, etc.) are quite limited, several vertices will compete for them when they try to maximize the number of copies of their messages. It is desirable to design a mechanism that restricts the generation of copies of each message to control this conflict of interest. Such a mechanism will also help to avoid network overloading.
Additionally, for this type of scenario in distributed systems, it would be unpractical to limit the number of copies by using a centralized entity. Thus, a distributed approach in which the controller makes decisions based only on local information seems to be more appropriate.
Taking into accounts these issues, in the following subsection, we describe a system that can help to temporarily mitigate the lack of conventional communication networks.
A. CONTRIBUTION OF THIS RESEARCH
This paper introduces the Maximum Uniform Message Distribution (MUMD) problem. Roughly speaking, the input to this problem is a dynamic graph with a set of messages stored in its vertices. The output for this problem is a distribution of copies of all the messages on the vertices of the network that maximizes the number of copies of each message, subject to the following restrictions. First, all the messages have the same number of copies in the network. Second, there is at most one copy of each message in each vertex. We modeled the MUMD as a computational problem, and to the best of our knowledge, this work is the first research paper to study this type of problem.
Our motivation to study the MUMD is that a solution for this problem can be useful for implementing a provisional communication network, based on wireless mobile devices, to temporarily replace traditional communication networks when they fail. This alternative network could allow the survivability of the network for successful delivery (to make a message from the affected area reach a functioning communication network). Although, the notion of survivability is not new, this issue is not entirely explored for mobile devices [14] .
Additionally, we propose EDEN (Estimate, Disseminate and EmeNd copies), an opportunistic routing algorithm, which generates an approximate solution for the MUMD. Each mobile device executes EDEN in the provisional network to maximize the probability to successfully deliver a message. Finally, We analyze the performance of EDEN through numerical simulations.
B. CONTENTS OF THIS PAPER
The organization of this paper is as follows. Section II describes previous work related to opportunistic routing protocols. Section III formally describes the MUMD and introduces an application scenario. Section IV describes the EDEN algorithm. Section V describes the experimental design. Section VI discusses the results of the experimental simulations. Finally, Section VII presents various concluding remarks and ideas for future work.
II. RELATED WORK
This section contrasts the advantages and drawbacks of some existing routing algorithms for DTNs when we attempt to use them to solve the MUMD.
In the literature, there exist some routing protocols that can be useful, with some modifications, as an attempt to solve the MUMD. Many of them were designed for opportunistic networks. However, to the best of our knowledge, there is not any protocol that by itself solves the MUMD.
Existing routing protocols have adopted several types of forwarding strategies for relay selection, such as pure opportunistic, probabilistic or predictive-based, and socialbased. The probabilistic or predictive strategy such as PROPHET [15] , MaxProp [16] , and MoVe [17] obtain promising results under specific scenarios [4] , [18] .
Because the MUMD assumes that the destination vertex is unknown or not available, a straightforward implementation of probabilistic or social-based routing algorithms is not possible. These algorithms require the presence of the destination vertex in the network to work appropriately.
One straightforward and naive approach for attempting to solve the MUMD is broadcasting the messages by flooding. One example of this approach is the protocol of epidemic flooding [19] . Unfortunately, flooding causes well-known problems, such as broadcast storms [13] , overloaded communication channels, energy inefficiency, and unrestricted data redundancy.
Another more feasible approach that mitigates the above problems could be controlled flooding. One example of this mechanism is Spray and Wait (SnW) and its variants [20] - [22] . This algorithm could generate a controlled message distribution across the network.
SnW uses two phases. First, the spray phase restricts each vertex to generate only L copies of its message. This phase has two modes. In the simple mode, the source vertex sends one copy to L different vertices. In the binary mode, the source vertex sends L i copies to the i-th different vertex,
Second, in the wait phase, each vertex with a single copy inhibits the 28448 VOLUME 6, 2018 transmission of this message until it contacts the destination vertex.
SnW uses a parameter that depends on the number of vertices (assuming that each vertex knows the total number of vertices, n, in the network), which is a strong assumption in distributed computing systems [23] . SnW works by initially limiting the number of copies of each message to L. The suitable value for L depends on the application scenario; however, Spyropoulos et al. [24] suggest that for SnW with the binary mode, L should be between 10% to 15% of n.
The EDEN algorithm (see Section IV) does not assume that each vertex knows the parameter n. Furthermore, it does not require the presence of any specific destination vertex in the network. EDEN is a variation of SnW.
III. THE MUMD PROBLEM
This section formally defines the MUMD as a computational problem, i.e., as a relation between the input and the output. It also presents the application scenario and how to map the MUMD to such a scenario.
A. FORMAL DEFINITION OF THE MUMD
The input of the MUMD is an edge-dynamic undirected graph, defined by G = G 0 , G 1 , . . . , G φ−1 , G φ , where in each undirected graph, G j = V , E j , |V | = n, and E j = E j+1 for all j ≥ 0. Additionally, |E j | = 0 for all j = 0 (G 0 is a graph with no edges). Each vertex v ∈ V has a message m v and a memory array b v with the capacity to store κ v messages.
At time slot j, nodes u and v can communicate if (u, v) ∈ E j . Let C i,j be the set of copies of message i immediately after time slot j, for 1 ≤ i ≤ n. Let M j be the multiset of all messages in the vertices of V in graph G j immediately after all the possible message transmissions occur through edges of E j , i.e., M j = n i=1 C i,j . Let K be the maximum number of messages that V can store, i.e., K = n j=1 κ j . Let C = min{|C i,φ |} for all 1 ≤ i ≤ n, i.e., the number of copies of the message that has the minimum number of copies in G φ .
The output of the MUMD is a multiset of messages M φ that maximizes C subject to the following restrictions:
1) The number of copies |C i,φ | is the same for all i. 2) There is at most one copy of each message in each vertex.
B. APPLICATION SCENARIO
Assume that there is a group of people in the affected area (without global communication) that have mobile communication devices. All of them want to send a message outside of the affected area (see Fig. 1a ). Any pair of them can wirelessly communicate with each other via their devices if they are close enough (defined by the communication interface of their devices). In these encounters, these devices exchange copies of their messages to increase the probability of successful deliveries. The more copies they make, the higher the probability of successful deliveries. Eventually, somebody, somehow, could exit the affected area and access a global communication network with his/her mobile device. In this way, the mobile device can successfully deliver all the messages stored in it.
To maximize the probability of a successful delivery for each message, the communication protocol of this provisional network would try to generate as many copies of each message as possible. This characteristic of the protocol is consistent with the maximization objective of the MUMD. At the same time, it has to eliminate the conflict of interest among the individuals. Because the sum, K , of the storage capacity of all the devices of the network is limited, this protocol restricts the number of copies L for each message to approximately K n . This second characteristic of the protocol is congruent with the first restriction of the MUMD. Notice that in this scenario, it would be useless to have more than one VOLUME 6, 2018 copy of a message in a device. For this reason, the protocol of the provisional network takes care of this issue. This third characteristic of the protocol is congruent with the second restriction of the MUMD.
Consequently, the communication protocol uniformly distributes messages over the entire network and uses the maximum possible storage capacity of the devices.
C. MAPPING THE MUMD TO THE APPLICATION SCENARIO
We model the application scenario with a dynamic graph. Some works use dynamic graphs to model dynamic networks [25] , [26] . A dynamic graph changes its set of edges at any time t. Each vertex of this graph represents an individual with a mobile device (see Fig. 1b ). This scenario assumes that the number of individuals is always n, so the number of vertices does not change in the graph.
Each edge in the graph, at time t, represents a contact between two mobile devices that can communicate (i.e., their distance in the application scenario is smaller than a given communication radius defined by their communication interface). Each communication contact is a consequence of the movement pattern of the individuals across the affected area in the application scenario. For this reason, the graph modifies its set of edges when the communication contacts change (i.e., the dynamic graph captures the movement of the individuals), as shown in Fig. 1b .
In this scenario, a vertex's capacity to store messages is proportional to the storage capacity of the mobile device that it represents.
Our assumptions for the communication model of this application scenario are the following: 1) All the vertices have the same communication interface. 2) Each vertex has a limited storage capacity to store messages. 3) Transmission opportunities are limited in duration and bandwidth (according to the movement model). 4) The vertices have no control over their movement. 5) The vertices have no a priori knowledge of the network size and connectivity. 6) The vertices do not know their geographic locations.
IV. EDEN ALGORITHM
This section describes the EDEN algorithm, its message exchange process, and its corresponding pseudocode. We use the 'binary transmission tree' to describe the message exchange process.
The EDEN algorithm spreads copies of the messages across the network considering the overall memory capacity of all the vertices in the network. The main idea of this algorithm is to allow bounded message replication (bounded to a suitable number of copies) of each message according to the global memory capacity in the network. The following subsection explains the message properties and the message spreading mechanism of this algorithm.
A. MESSAGE PROPERTIES FOR EXCHANGE
Each message m v generated by vertex v has the following properties:
• m v .pnc indicates the permitted number of copies for message m v .
• m v .sign is a binary suffix common to a set of copies of a message used in the message exchange process. We call this binary suffix the signature.
• m v .updated indicates whether m v .pnc was updated or not.
• m v .avIds is a sorted list of the available copy identifiers for message m v . A vertex can generate this list by using the values of m v .sign and m v .pnc (see Subsection IV-B).
• m v .id indicates the unique identifier of a message in binary format.
• m v .anc indicates the available number of copies for message m v .id. Notice that a message only has to store the first three properties described above because, with them, a vertex can generate the others. The following subsection illustrates the message exchange process in the 'binary transmission tree.'
B. BINARY TRANSMISSION TREE
The procedure to make copies of the messages in the EDEN algorithm is a modified version of the spray phase with the binary mode of the SnW algorithm. This process is the following.
We define the 'binary transmission tree' to graphically illustrate the transmission process of message m v over time, as shown in Fig. 2 . The binary transmission tree (BTT) is a binary tree that has at most (2 x − 1) BTT nodes, where x is the number of available copies for message m v . Each left child of the BTT relates to the same vertex as its parent (the transmitter). Alternatively, each right child associates with the vertex that receives a copy of the message (the receiver). Each BTT node has a unique identifier specified by its signature.
Given a binary alphabet = {0, 1}, n denotes the set of all binary strings over of bit-length n. For example, 2 = {00, 01, 10, 11}. Note, in Fig Similarly, assume that in the network vertex v contacts vertex w, and v transmits message m v to w. Then, the BTT node with the signature 0 2 generates two new BTT nodes, lc(0 2 ) and rc(0 2 ), with the signatures lc(0 2 ) ← 0 2 • 0 2 = 00 2 and rc(0 2 ) ← 1 2 • 0 2 = 10 2 , both generated at time t = t 2 . The construction process of the BTT ends when it completes x leaves (i.e., after x − 1 transmissions of the message m v ).
In general, any vertex with signature ρ is able to generate all the copies of messages m v whose identifiers, between 0 and x − 1, end with the suffix ρ. Specifically, after generating BTT nodes lc(ρ) and rc(ρ), each of them is able to generate all the copies whose identifiers are between 0 and x−1 and that end with the suffix 0 2 •ρ and 1 2 •ρ, respectively. In the network, the transmitter keeps half of the available copies, and the receiver keeps the other half.
Initially, the number of permitted copies (m v .pnc) is equal to the number of available copies (m v .anc). The available number of copies decreases at half at each message transmission, i.e., m v .anc = m v .pnc/2 length(ρ) , where length(ρ) denotes the number of bits (number of message transmissions) in ρ. The permitted number of copies (m v .pnc) keeps the same value at each message transmission. It only changes at the time the estimator converges (see Subsection IV-D). The following subsection explains how to compute the permitted number of copies x used in the BTT and the message exchange process.
C. ESTIMATOR OF THE EDEN ALGORITHM
The SnW algorithm uses a fixed value L for all the vertices to limit the number of copies of each message. Meanwhile, the EDEN algorithm uses, for vertex v, a parameter l v (t) as a time-dependent local estimator of the optimum number of copies, L .
Specifically, at time t = 0, vertex v initializes its local estimator to l v (0) = κ v . The EDEN algorithm regularly updates l v (t) during the execution of the algorithm by using the information collected from the local estimators of contacted vertices. This algorithm gradually adjusts each l v (t) until it approaches L , i.e., as time t → ∞, l v (∞) → L . Previous works use a similar approach called distributed averaging [28] , [29] .
When a contact occurs between vertices v and u at time t = t k , these vertices update their local estimators as follows:
and l u (t k−β ) are the previous values of the local estimators of v and u, respectively.
Each vertex uses an array called historic to store the historic.size most recent values of its local estimator. The local estimator is stable if the difference between the current value of the local estimator and each of the elements in the historic array is less than a predefined . Subsection IV-E1 explains the operation of this array.
Assume that at time t = t σ , the estimator l v (t σ ) is stable. Then, at time t = t σ , vertex v removes from its memory each message whose copy number is greater than l v (t σ ). Additionally, vertex v incentives the creation of new copies of each message whose copy number is smaller than l v (t σ ). The following subsection explains these two mechanisms.
D. UPDATING THE PERMITTED NUMBER OF COPIES
When a vertex v detects that its estimator l v (t) is stable, v compares l v (t) against m r .pnc for all the messages m r stored in v. When they differ, vertex v performs the following mechanisms for each message in its memory. From now on, for simplicity, we refer to l v (t) as l v . 
1) COPY PROMOTION
If m r .pnc < l v , then message m r requires more copies. To achieve this, v replaces m r .pnc with the value of l v . For the algorithm, this change is transparent (i.e., it does not need to perform any special action to generate the extra copies for m r ).
Example 2: Assume that a vertex v contains a message m r with a permitted number of copies equal to 8 (i.e., m r .pnc = 8) and m r .sign = 00 2 . Also assume that v detects that l v = 16 is stable. From these values, vertex v computes m r .anc = 2 and m r .avIds = [000 2 , 100 2 ]; i.e., all the binary identifiers from 000 2 to 111 2 with suffix 00 2 (see the left side of Fig. 3a) . Updating the value of m r .pnc from 8 to 16 means that there should now be 16 copies of message m r with identifiers from 0000 2 to 1111 2 . Note that from these 16 identifiers, there are 4 with suffix 00 2 . Therefore, it results in more available copies of m r in vertex v; i.e., m r .anc = 4 and m r .avIds = [0000 2 , 0100 2 , 1000 2 , 1100 2 ] (see the right side of Fig. 3a) .
2) COPY DEPURATION
If m r .pnc > l v , then m r was allowed an excessive number of copies. To correct this excess, the algorithm executes one of the following two cases for each message. Similar to copy promotion, the first case only updates the permitted number of copies, while the second case detects that the copy of the message is one of the surplus and then removes it.
• Case a: If (l v − 1) 2 ≥ m r .sign, then vertex v replaces m r .pnc with the value of l v and allows the procedure of message exchange to work normally.
• Case b: If (l v − 1) 2 < m r .sign, then vertex v removes the message m r . Example 3: Assume that a vertex v contains a message m r with m r .pnc = 16 and m r .sign = 11 2 . Also assume that v detects that l v = 5 is stable. Then, vertex v performs Case a of the copy depuration mechanism. Before the execution of the copy depuration procedure, m r .avIds = [0011 2 , 0111 2 , 1011 2 , 1111 2 ]; i.e., all the binary identifiers from 0000 2 to 1111 2 with suffix 11 2 (see the left side of Fig. 3b) . After executing the copy depuration procedure, m r .avIds = [0011 2 ]; i.e., all the binary identifiers from 0000 2 to 0011 2 with suffix 11 2 (see the right side of Fig. 3b ).
E. PSEUDOCODE OF EDEN ALGORITHM
Pseudocode 1 describes the EDEN procedure for vertex v. Each vertex v in the network locally executes this procedure. The EDEN procedure receives two integer values as input, historic.size and , to evaluate the convergence of the estimator. The description of Pseudocode 1 is the following.
Step 1 initializes the estimator l v equal to the value of the memory capacity of vertex v. Step 
TRANSMIT(s v (2)) 10:
TRANSMIT(r v,u ) 13 :
EXCHANGE-MESSAGES(r v,u r v,u ) 15: end while in its communication range. When v detects such a vertex u, v verifies that u is not busy transmitting to another vertex. If u is available, then the data exchange process starts between both vertices (Steps 6 through 14). In Step 6, v updates its local estimator (see Pseudocode 2). In Step 7, v updates the messages in its memory (see Pseudocode 3). In Step 8, v generates its 'available message summary' (see Pseudocode 4) . In Steps 9 and 10, v transmits this summary to u and receives the summary from u, respectively. In Step 11, v computes its 'requested message summary' (see Pseudocode 5) . In Steps 12 and 13, v transmits this summary to u and receives the summary from u, respectively. In Step 14, v transmits all the messages requested by u and receives all the messages that it requested from u (see Pseudocode 6) . Next, v continues the execution at Step 5 of Pseudocode 1.
Remark 1: The vertex with the smallest identifier takes the lead of the communication channel. In this explanation, we assume that the identifier of vertex v is smaller than that of u.
1) UPDATE-ESTIMATOR PROCEDURE
In the Update-Estimator procedure, vertex v evaluates if l v becomes stable as described in Subsection IV-C. Pseudocode 2 describes this procedure.
The EDEN algorithm uses the historic array as a circular queue to store the historic.size most recent values of l v . This array computes the value (counter mod historic.size) to determine the position in the array where the following value of l v is going to be stored. The description of Pseudocode 2 is the following.
Step 1 evaluates if l v is not stable. If l v is already stable, then this step exchanges the estimators and exits; otherwise, continue to Step 2. In Steps 2 and 3, v transmits its local estimator l v to u and receives the estimator l u from u, respectively.
Step 4 replaces the estimator l v . Step 
2) UPDATE-MESSAGES PROCEDURE
In the Update-Messages procedure, vertex v updates the messages in its memory according to the procedure described in Subsection IV-D. Pseudocode 3 describes this procedure.
Step 1 evaluates if l v is stable. If l v is already stable, then continue to Step 2; otherwise, exit this procedure. Steps 2 through 9 evaluate and update the available number of copies of each message in the buffer of v, as explained in Subsection IV-D, and exit. The number of copies must be an integer value; hence, in the case that l v converges to a noninteger value, Step 6 rounds this value via stochastic rounding, e.g., if the fractional part of l v is 0.6, choose randomly among l v + 0.6 and l v − 0.4, with probabilities 0.6 and 0.4, respectively. Pseudocode 4 CREATE-AVAILABLE-SUMMARY Input: A value x ∈ N, representing the minimum remaining copies of each message in the summary to be generated. 
randomly remove α elements of r v,u 6: end if 7: return r v,u summary to the set s v (2), i.e., the set of identifiers that have at least two available copies (one to keep and one to send). Notice that s v (2) ⊆ s v (1).
Step 1 initializes the summary, and Step 2 checks if there is at least one message in the memory of v; if so, Steps 3 through 7 evaluate the number of available copies (m r .anc) of each message m r in b v . If m r .anc is at least x, then the procedure adds m r to the summary. Finally, Step 9 returns the requested summary.
4) CREATE-REQUESTED-SUMMARY PROCEDURE
In the Create-Requested-Summary procedure, vertex v builds r v,u , the requested message summary of v, i.e., the set of identifiers of the messages that v requests from u. Notice that r v,u ⊆ s u (2)\s v (1). Let r v,u be at most |κ v −b v .size| identifiers randomly chosen from the set {s u (2) \ s v (1)}.
This procedure receives as input the set s u (2).
Step 1 computes the set s v (1) with Pseudocode 4. This set contains the identifiers of all the existing messages in the memory of v.
Step 2 obtains r v,u , the set of identifiers of all the available messages in u that v does not have. Steps 3 through 6 randomly choose from the set {s u (2) \ s v (1)} the identifiers of those messages that b v is able to store. Finally, Step 7 returns the requested message summary.
5) EXCHANGE-MESSAGES PROCEDURE
The Exchange-Messages procedure exchanges those messages specified by r v,u and r u,v between v and u. Pseudocode 6 describes this procedure. 
Pseudocode 6 EXCHANGE-MESSAGES

F. EDEN WITH WARM-UP ALGORITHM
The EDEN with warm-up (EDEN wu ) algorithm is a simplified version of EDEN. During the first stage (the warming-up), each vertex v only exchanges its estimator and is allowed to receive messages. Vertex v ends this stage when its estimator converges. During the second stage, each vertex v starts the message exchange procedure as in EDEN, but it ignores the estimator update, copy promotion, and copy depuration procedures. Notice that EDEN executes these two stages simultaneously.
The main reason to introduce EDEN wu was to analyze which strategy has better performance:
• EDEN strategy: starting the transmission of messages with an estimator likely to be far from L and requiring an additional mechanism for correcting the number of generated messages.
• EDEN wu strategy: starting the message transmission after computing an estimator very close to L and without requiring any a posteriori correction in the number of generated messages. The pseudocode for EDEN wu is the same as that of EDEN except for the following minor changes in Pseudocodes 1 and 6. In Pseudocode 1, insert before Step 6 the validation ''if stable = false'' and insert the line ''end if'' just after
Step 7. Additionally, in Pseudocode 6, insert before Step 1 the validation ''if stable = true'' and insert the line ''end if'' just after Step 6.
V. EXPERIMENTAL DESIGN
This section presents the experimental design used to compare the performances of the algorithms used for the MUMD. This experimental design applies to all the experiments.
A. METRICS FOR PERFORMANCE EVALUATION
The opportunistic routing protocols use mechanisms to improve several performance metrics, such as throughput, delivery ratio, storage usage, battery lifetime, information spreading [25] , among others. However, most of these metrics are meaningless or inadequate in the context of the MUMD, (e.g., the most relevant metrics are delivery ratio and average message delivery latency, but both cannot be computed without a destination). For this reason, we introduce a set of metrics that are suitable to measure the quality of the output generated by the algorithms that intend to solve the MUMD.
The purpose of these metrics is three-fold. First, to evaluate the uniformity in the number of copies of each message. Additionally, to measure the memory usage of all the vertices in the network. Finally, to compute the number of vertices that must be selected at random to obtain at least one copy of each message. The following subsections describe these metrics.
1) RELATIVE UNIFORMITY FACTOR
The Relative Uniformity Factor (RUF) evaluates the uniformity of the numbers of copies of the messages in the network. The RUF is equal to the product of the numbers of copies of all the messages divided by the average of these numbers, as shown in (2) .
where C i is the number of copies of message i in the network andC is given by (3).C
One property of this metric is that the higher the uniformity of the numbers of copies is, the greater the value of the RUF is. The RUF obtains its maximum value when the numbers of copies of all the messages are the same. In such a case, the value of the RUF is equal to one. When the number of copies of a message is zero, the value of the RUF is zero, its minimum possible value.
2) MEMORY UTILIZATION FACTOR
The Memory Utilization Factor (MUF) measures the occupancy of messages in the memory of all the vertices in the network. The MUF is equal to the sum of the total number of messages in the network divided by the maximum capacity of storage K in the network, as shown in (4).
The value of the MUF varies between zero and one and is proportional to the percentage of the storage capacity of the network that has been used to store messages.
3) NUMBER OF DRAWS TO OBTAIN THE COLLECTION OF MESSAGES
This metric indicates the average number λ of vertices that are necessary to select from the network to obtain the set n . We call n the set of all the messages in the network. This metric assumes a random selection without replacement and with a uniform distribution. It also assumes that each selected vertex transmits all the messages in its memory to their destinations.
In the application scenario, the selected vertices represent those mobile devices that could exit the affected area and manage to contact a global communication network.
The parameter λ can take any value between {2, . . . , n} since we are assuming that κ v < n for all v. Notice that the lower the value of λ is, the better.
From this formulation, some interesting questions are the following: First, what is the average number of vertices that must be selected to obtain α·| n | different messages for some constant 0 < α < 1? Second, what is the value of λ if we assume an optimal uniform distribution of messages in the network? Notice that this is the best value that, on average, the best algorithm for the MUMD can obtain. Given the output of the MUMD M φ , we experimentally measured λ.
Remark 2: The context of this metric is similar to a variation of the coupon collector problem with group drawings [30] , [31] .
Remark 3: The plots of Figs. 9, 12, 14, 15, 16, 17 and 19 use λ/n rather than λ since it is easier to compare the results of the experiments for various values of n. We call the ratio λ/n Normalized Average Number of Draws (NAND).
It is worth noting that the metrics RUF and MUF are good indicators of the copy uniformity of messages and the memory utilization, respectively; however, they are not correlated with the quality of the candidate solutions for the MUMD. The product of the RUF and MUF (denoted by RUF×MUF) combines the behavior of these two metrics into one single metric. This metric and λ are correlated with the quality of the candidate solutions for the MUMD. Moreover, for the practical scenarios described in Subsection III-B, between these two metrics, λ is probably the most suitable metric for the MUMD.
4) CONVERGENCE TIME
The saturation time is the time when the storage occupancy in the network is maximum, i.e., MUF =1. Similarly, the convergence time of the network is the time when the occupancy is maximum and, for each vertex v ∈ V , the content of b v does not change.
B. NETWORK SIMULATOR
We performed the experiments using the Opportunistic Network Environment (ONE) simulator [32] The purpose of the computational experiments was to compare different routing protocols using the metrics RUF, MUF and NAND. The ONE simulator allows the representation of the scenario associated with the MUMD problem and the implementation of the proposed algorithms. The experiments described in this section used the parameter settings of Table 1 . We implemented the following assumptions in the simulation scenario to accurately simulate the MUMD problem: 1) Each vertex generates only one message at the start of the simulation. 2) The final message destinations are not in the network.
C. PARAMETER SELECTION
We performed preliminary experiments to determine the appropriate parameter values of the simulator to emulate the MUMD. Table 1 lists the parameters setup, and the following subsections describe them.
1) NUMBER OF VERTICES
The number of vertices, n, in the simulation area takes values from the set {16, 32, 64, 128}.
2) AREA OF THE SIMULATION
The experimental simulations use two areas of rectangular shape. The first area does not have spatial constraints, and its size is 590 m × 532 m. The second area considers spatial constraints. It corresponds to a map of the city of Ensenada, Baja California, Mexico (see Fig. 4 ), and its size is 4000 m × 3000 m.
3) COMMUNICATION INTERFACE
Bluetooth and Wi-Fi are the most common communication interfaces used in opportunistic networks. We considered Bluetooth because it is more widely used than Wi-Fi in opportunistic communications with heterogeneous mobile devices. In practice, most Bluetooth devices easily achieve a transmission range of 10 m and a transmission velocity of 250 kBps, regardless of any obstacles or interference.
4) MOBILITY MODELS
We use the 'random waypoint' and 'shortest path map-based' models implemented in the ONE simulator. The velocity range for these models is between 0.5 and 1.5 m/s to emulate the average human walking pace.
The shortest path map-based model works similar to Random Waypoint. First, it chooses a random destination point on the map. Second, it computes the shortest path between the current vertex location and the destination point. Finally, it moves the vertex from its current destination to the destination through the computed path.
5) MESSAGE PARAMETERS
The message size is restricted to 1 kB. This size is useful for a wide variety of scenarios modeled by the MUMD problem. We assumed that each vertex generates only one message at the time it joins the network.
6) VERTEX STORAGE PARAMETERS
Our simulation scenarios assume k v < n and three different distributions of storage capacity for the vertices: 'Uniform buffers' (Ub), 'Semi-uniform buffers' (Sb), and 'Non-uniform buffers' (Nb).
• Uniform buffers. In this distribution, all the vertices have the same buffer size, κ v = n/2, i.e., each vertex can store at most n/2 different messages.
• Semi-uniform buffers. This distribution equally divides the set of n vertices into four groups, and the groups have buffer sizes of n/2, n/4, n/8, and n/16, respectively.
• Non-uniform buffers. This distribution equally divides the set of n vertices into n/2 groups. The buffer size of each group is i, where 1 ≤ i ≤ n/2. We do not consider the scenarios where k v ≥ n, for any vertex. Because it can be solved straightforward with any routing algorithm that floods the network. A more challenging scenario for the MUMD is when k v < n, for all the vertices. Table 2 shows the optimal value of l v for each buffer distribution and different numbers of vertices. 
7) ENERGY MODEL AND PARAMETERS
Our simulation assumes the energy model and parameter values proposed by Rodrigues-Silva et. al. [33] . The authors of this model measured the average energy consumption of the Nokia E52 mobile phone using the Bluetooth interface. They obtained that the energy consumption for scanning, sending, and receiving files are 0.06 mW/s, 0.08 mW/s, and 0.08 mW/s, respectively. The battery capacity of this phone is 4800 mW/s. This energy model is suitable for our application scenario. The ONE simulator already includes an implementation of this model, which has been used recently in some research works [34] - [36] with the same parameter values proposed in [33] .
We considered three different energy schemes (unrestricted, fully-charged, and random-charged) for the capacity of the battery. The first scheme assumes that each vertex has unrestricted energy. The second scheme assumes that each vertex has a fully-charged battery at the beginning of the simulation. The third scheme assumes that the initial energy level of each battery is a random value with a uniform distribution between 50% and 100% of the maximum capacity. No scheme considers the possibility of recharging the battery. 
9) SIMULATION SCENARIOS
This subsection presents five simulation scenarios. Each scenario has different parameters as shown in Table 1 .
• Scenario A. Buffer distribution Ub and in an area without spatial constraints.
• Scenario B. Buffer distribution Sb and in an area without spatial constraints.
• Scenario C. Buffer distribution Nb and in an area without spatial constraints.
• Scenario D. Buffer distribution Nb in an area with spatial constraints, and with/without energy restrictions.
• Scenario E. Buffer distribution Nb in an area with spatial constraints, without energy restrictions, and three different vertex arrival times. The objective of Scenarios A, B, and C is to analyze the effects of different buffer distributions. Meanwhile, Scenario D only considers the Nb buffer distribution, with energy restrictions (see Subsection V-C7) and using a map area (see Fig. 4 ) to represent a more realistic scenario. Finally, the objective of Scenario E is to measure the impact of the different vertices arrival times to the network (see Subsection V-C8) when using the same realistic scenario as Scenario D with unrestricted energy.
D. STATISTICAL ANALYSIS
The experiments consisted of 100 executions for each mobility model and each routing algorithm, changing the initial random seed at each execution. We performed a statistical test analysis of the results. First, we used the Lilliefors test [37] to determine whether or not the experimental data have a normal distribution. If the outcome of this test indicates that data was not normally distributed, then we applied the Wilcoxon rank sum test [38] ; otherwise, we applied the student's t-test to determine if there exists a statistically significant difference among the outputs.
E. COMPUTING ENVIRONMENT
Our experiments run on a Dell PowerEdge R900 with 12 Intel Xeon processors running at 2.13 GHz, 32 GB of RAM, and the Linux CentOS 6 operating system. We coded our implementation in Java 1.8 and compiled it with JDK 8.
F. PARAMETERS OF THE ALGORITHMS
We compared EDEN algorithm against two well-known opportunistic routing algorithms, epidemic flooding [19] and Spray and Wait [20] . We did not modify any parameter of epidemic flooding as implemented in the ONE simulator. On the contrary, for the SnW algorithm, we set the initial number of copies, L, equal to 15% of n.
Additionally, to compare the performances of all the previous algorithms against an ideal algorithm, we generated the optimal number of copies ( 
VI. RESULTS
This section presents the results of the simulation for all the scenarios. First, it shows the average convergence time of the estimator in EDEN for Scenario C, with different numbers of vertices, and the random waypoint mobility model. Then, it presents the results of the metrics RUF, MUF, λ, and convergence time of the network for all the algorithms in Scenarios A, B, and C. After that, it presents the results of λ and the energy consumption time of the vertices for all the algorithms in Scenario D. Finally, it shows the results of NAND and the convergence time of the network for Scenario E. Fig. 7 shows the MUF for various algorithms and values of n. SnW has the worst performance for this metric, lower than 0.4, since this algorithm gives priority to the uniformity of messages rather than to memory utilization. In general, the MUF values for the epidemic flooding and EDEN algorithms are greater than 0.94. Particularly, epidemic flooding always obtains approximately a value of one, i.e., it practically fills the buffers in all executions for all n, obtaining the best performance for this metric. Fig. 8 shows the RUF×MUF for various algorithms and values of n. The values of this metric are similar to those of the RUF since most of the values of the MUF are very close to one for all algorithms, except for SnW. For the last algorithm, its product is always lower than 0.38. For simplicity, we replace the plots of MUF and RUF by RUF×MUF in the remainder of this section. Fig. 9 shows the NAND for the random waypoint mobility model and various algorithms and values of n. For this metric, the lower, the better. Because epidemic flooding replaces old messages by new ones in each vertex, it is possible that even after drawing all the vertices from the network, this algorithm fails to obtain at least one copy of each message. Fig. 9 shows this behavior for epidemic flooding when n is equal to 16, 32 , and 64, where, even after drawing all the vertices from the network, it cannot obtain n (i.e., λ/n = 1). The second worst algorithm is SnW for all n. The EDEN algorithm has the best performance among all analyzed algorithms. Moreover, there is no significant difference in the values between Ideal and EDEN for n = 128 vertices. Fig. 10 shows the convergence time of the network for various algorithms and values of n. Epidemic flooding yields the worst results. For this algorithm, the network did not even converge at the final simulation time for n > 16. Because SnW transmits very few messages compared to the other algorithms, its convergence time is the smallest, on average, less than 7,500 seconds. For EDEN, its convergence time is 23,000 seconds, on average, for all n.
A. CONVERGENCE OF THE ESTIMATOR
For the convergence time in Scenarios B, C, and D with unrestricted energy scheme, the algorithms keep their rankings which respect each other as in Scenario A. If this type of plot included EDEN wu , its performance would be worse than EDEN. For this reason, we omit the corresponding plots for these scenarios in the following subsections.
C. SIMULATION FOR SCENARIO B
This subsection presents the simulation results for Scenario B for the random waypoint mobility model. Fig. 11 shows the RUF×MUF for various algorithms and values of n. The product for epidemic flooding is practically zero, the lowest for all algorithms and values of n. Then, SnW has the second worst performance. Its product is lower than 0.8, on average, for all n. Finally, EDEN outperforms EDEN wu for all n, except for 16, in which the opposite occurs. For n = 16, this particular behavior is probably due to the effect of rounding on l v , since its optimal value is 3.75 (see Table 2 ) and our protocol demands an integer number of copies. When executing EDEN wu , not all of the vertices start the transmission of their messages at the same time. Each vertex starts its message transmissions immediately after its estimator converges. The first vertices that transmit do not have a problem to allocate all their messages; on the contrary, the last vertices that start their transmissions rarely can allocate all their messages. This behavior decreases the RUF×MUF. . 12 shows the NAND for the random waypoint mobility model and various algorithms and values of n. Epidemic flooding obtains a value of one for this metric, being the worst for all algorithms and values of n. SnW obtains the second worst values for all n. Its values are 10% worse than those of EDEN and EDEN wu , on average, for all n, except for n = 16, where they are similar. The performance of EDEN is 2% better than that of EDEN wu , on average, for all n, except n = 16, in which case they are similar. There is no significant difference in this metric between Ideal and EDEN for n = 64 and n = 128.
D. SIMULATION FOR SCENARIO C
This subsection presents the simulations for Scenario C for the random waypoint mobility model. Fig. 13 shows the RUF×MUF for various algorithms and values of n. The product for epidemic flooding is practically zero, the lowest of all algorithms for all n. SnW obtains the second lowest product for all n. Its product is lower than 0.66, on average, for all n. EDEN is at least 5% better than EDEN wu , on average, for all n. Fig. 14 shows the NAND for the random waypoint mobility model and for all algorithms and values of n. EDEN is at least 2% better than EDEN wu , on average, for all n. Furthermore, EDEN wu is at least 10% better than SnW, on average, for all n. Finally, epidemic flooding, with a value of one for this metric, is the worst of all algorithms.
E. SIMULATION FOR SCENARIO D
This subsection shows the results for the NAND metric in Scenario D, which considers three different energy schemes (see Subsection V-C7). Fig. 15 shows the NAND for all algorithms and values of n for the unrestricted energy scheme. Fig. 15 keeps practically the same behavior as Fig. 14 (Scenario C) . Therefore, the descriptions of Figs. 15 and 14 are the same. In the remaining of this subsection, all the plot comparisons of Figs. 16 and 17 are against to those of Fig. 15 . Note that SnW and epidemic flooding remain practically with the same values for all energy schemes. Fig. 16 shows the NAND for all algorithms and values of n for the fully-charged battery scheme. All the plots of Fig. 16 VOLUME 6, 2018 FIGURE 13. RUF×MUF for Scenario C, using the random waypoint mobility model, for all algorithms and values of n. FIGURE 14. NAND for Scenario C, using the random waypoint mobility model, for all algorithms and values of n. maintain their values for all n, except for the following cases. First, the performance of EDEN wu decreases 13%, on average, for n = 32. Second, the performances of EDEN and EDEN wu decrease 19%, on average, for n = 16. Furthermore, note that the performances of these two algorithms are even worse than that of SnW for n = 16. Finally, Fig. 17 shows the NAND for all algorithms and values of n for the third energy scheme. EDEN maintains the same values for n = 128 and n = 64; meanwhile, it decreases its performance 23% and 20%, on average, for n = 32 and n = 16, respectively. EDEN wu maintains the same values only for n = 128; meanwhile, it decreases its performance VOLUME 6, 2018 19%, 37%, and 16%, on average, for n = 64, n = 32, and n = 16, respectively.
The above cases show a notorious decrease for EDEN and EDEN wu . The reason of this decrease is because the average convergence times of the network for the unrestricted energy scheme (left column of Fig. 18 ) are greater than those of the other two energy schemes (middle and right columns of Fig. 18, respectively) . Note that the lower the number of vertices, the longer the convergence time. For this reason, the loss in performance for EDEN and EDEN wu is more notorious for small values of n than for high values of n. In particular, EDEN wu is the most affected algorithm because of the delay of its warming-up stage.
F. SIMULATION FOR SCENARIO E
This subsection presents the results for Scenario E, which uses the same parameters as Scenario D with the unrestricted energy scheme. Fig. 19 shows the NAND for various algorithms, four uniform distributions, and n = 128. For comparison purposes, the first column of this figure includes the results when all the vertices join the network at the beginning of the simulation. Our experimental results indicate that the different arrival times practically do not affect the NAND for any algorithm. For the above reason, this subsection omits the plots for the other values of n. Fig. 20 shows the convergence time for various algorithms and n = 128. In general, SnW, EDEN, and EDEN wu require more time to converge, the wider the arrival range of the vertices, the longer the convergence time of the network. Particularly, EDEN wu is the most affected. We conjecture that the delayed entrance of the vertices would have a more negative impact in scenarios that consider energy constraints.
VII. CONCLUDING REMARKS AND FUTURE WORK
This paper proposes a novel problem called the Maximum Uniform Message Distribution (MUMD). This problem arises from our attempt to mitigate a service failure of the global communication network. To deal with this problem, we also proposed the EDEN algorithm and a variant of it, EDEN wu , to generate approximate solutions for the MUMD. Additionally, we compared them against two well-known opportunistic routing algorithms, namely SnW and epidemic flooding, and against the performance of an ideal algorithm. We performed numerical simulations to evaluate these algorithms in scenarios with different characteristics.
Note that the SnW and epidemic flooding algorithms were not specifically designed to solve the MUMD. SnW gives priority to the uniformity of messages rather than to memory utilization; on the contrary, epidemic flooding does the opposite. Meanwhile, the objective of EDEN is to maximize both parameters; therefore, it obtains the best performance for metrics RUF×MUF and NAND for most scenarios.
The EDEN wu algorithm is simpler than EDEN because it avoids the copy promotion and the copy depuration procedures. For this reason, it requires fewer message transmissions and a longer time to achieve the convergence time of the network than EDEN. However, in general, the performance of EDEN wu is at most 2% worse than EDEN for NAND, in most scenarios. Furthermore, EDEN and EDEN wu obtain values at most 2% and 4% worse than an Ideal algorithm, respectively, for NAND in Scenarios A, B, and C.
In general, for the two variants of EDEN, our experimental results show that convergence times of both the estimator and the network depend on the number of contacts among the vertices of the network: the greater the number of vertices, the shorter the convergence time.
In Scenario D, in general, the performances of EDEN and EDEN wu deteriorate as the battery capacity decreases. The smaller the number of vertices, the higher the performance degradation of these two algorithms. In spite of this behavior, EDEN is the best, under the NAND criterion, for most simulation results for this scenario. SnW and epidemic flooding keep practically the same performance for all energy schemes.
Notice that Scenario D with random-charged energy scheme seems similar to a situation where all vertices gradually leave the network. The depletion of a battery results in the withdrawal of a vertex. The results in this Scenario imply that the earlier the removal of the vertices, the worse the performance of our proposed algorithms.
In Scenario E, the performances of the algorithms, under the NAND criterion, are practically the same as the ones in which all the vertices arrive at the beginning of the simulation; however, the different arrival times drastically affect the convergence times of the network.
For future work, it would be interesting to study mechanisms to allow EDEN to save energy, mainly because energy supply is a major concern in disaster scenarios [39] . Another interesting research direction is the evaluation of EDEN with a mobility model that realistically represents the movements in a disaster area scenario (e.g., [40] ).
