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Abstract
Inspired by the recent successful completion of the study of the well-posedness theory for the Cauchy
problem of the Korteweg-de Vries (KdV) equation
ut + uux + uxxx = 0, u|t=0 = u0 (0.1)
in the space Hs(R) (or Hs(T)), we study the well-posedness of the Cauchy problem for a class of the
coupled KdV-KdV systems


ut + a1uxxx = c11uux + c12vvx + d11uxv + d12uvx,
vt + a2vxxx = c21uux + c22vvx + d21uxv + d22uvx,
(u, v)|
t=0
= (u0, v0)
(0.2)
in the space Hs(R) := Hs(R)×Hs(R). Typical examples include the Gear-Grimshaw system, the Hirota-
Satsuma system and the Majda-Biello system, to name a few. They usually serve as models to describe
the interaction of two long waves with different dispersion relations.
In this paper we look for those values of s ∈ R for which the Cauchy problem (0.2) is well-posed
in the space Hs(R). Our findings enable us to provide a complete classification of the systems (0.2) in
terms of its well-posedness in Hs(R) based on the coefficients of the systems. More precisely, for given
nonzero dispersion coefficients a1 and a2, as well as cij , dij , i, , j = 1, 2 with at least one of them nonzero,
the locally analytically well-posedness of the the system (0.2) in the space Hs(R) belongs to one of the
following four classess:
(I) s ≥ − 13
12
, (II) s > − 3
4
, (III) s > 0, (IV) s ≥ 3
4
.
The key ingredients in our proofs are the bilinear estimates in both divergence and non-divergence
forms under the Fourier restriction space norm. There are four different types of the bilinear estimates
that need to be investigated for the coupled KdV-KdV systems. Sharp bilinear estimates are established
for all of them. In contrast to the lone critical index − 3
4
for the single KdV, the critical indexes for
the coupled KdV-KdV are − 13
12
, − 3
4
, 0 and 3
4
depending on the ratio α2
α1
and the type of the bilinear
estimates. As a result, the systems (0.2) are classified into four classes, each of them corresponds to a
unique index s∗ ∈ {− 13
12
, − 3
4
, 0, 3
4
} such that any system in this class is locally analytically well-posed if
s > s∗ while the bilinear estimate, the key for the proof of the well-posedness, fails if s < s∗.
∗Email: xin.yang@uc.edu
†Email: zhangb@ucmail.uc.edu
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1 Introduction
1.1 Problem to study
This paper studies the Cauchy problem of a class of coupled KdV-KdV systems posed on the whole line
R of the following general form,
(
ut
vt
)
+A1
(
uxxx
vxxx
)
+A2
(
ux
vx
)
= A3
(
uux
vvx
)
+A4
(
uxv
uvx
)
, x ∈ R, t ∈ R,
(
u
v
)∣∣∣∣∣
t=0
=
(
u0
v0
)
,
(1.1)
where {Ai}1≤i≤4 are 2× 2 real constant matrices, u = u(x, t), v = v(x, t) are real-valued unknown functions
of the two real variables x and t, and subscripts adorning u and v connote partial differentiations ∂t or ∂x.
It is assumed that there exists an invertible real matrix M such that
A1 =M
−1
(
a1 0
0 a2
)
M,
with a1a2 6= 0. By regarding M
(
u
v
)
as the new unknown functions (still denoted by u and v), the system
(1.1) can be rewritten in the following problem,
ut + a1uxxx + b11ux = −b12vx + c11uux + c12vvx + d11uxv + d12uvx,
vt + a2vxxx + b22vx = −b21ux + c21uux + c22vvx + d21uxv + d22uvx,
(u, v)|t=0 = (u0, v0).
(1.2)
This system is called in divergence form if d11 = d12 and d21 = d22. Otherwise, it is called in non-divergence
form.
Listed below are a few specializations of (1.1) appeared in the literature.
• Majda-Biello system: 
ut + uxxx = −vvx,
vt + a2vxxx = −(uv)x,
(u, v)|t=0 = (u0, v0),
(1.3)
where a2 6= 0. This system was proposed by Majda and Biello in [34] as a reduced asymptotic model to
study the nonlinear resonant interactions of long wavelength equatorial Rossby waves and barotropic
Rossby waves.
• Gear-Grimshaw system:
ut + uxxx + σ3vxxx = −uux + σ1vvx + σ2(uv)x,
ρ1vt + ρ2σ3uxxx + vxxx + σ4vx = ρ2σ2uux − vvx + ρ2σ1(uv)x,
(u, v)|t=0 = (u0, v0),
(1.4)
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where σi ∈ R(1 ≤ i ≤ 4) and ρ1, ρ2 > 0. This system is a special case of (1.1) by setting
A1 =
(
1 σ3
ρ2σ3
ρ1
1
ρ1
)
. (1.5)
Note that A1 in (1.5) is diagonalizable over R for any σ3 ∈ R and ρ1, ρ2 > 0. Moreover, the eigenvalues
of A1 are nonzero unless ρ2σ
2
3 = 1. So (1.4) can be reduced to the form (1.2) as long as ρ2σ
2
3 6= 1.
This system was derived by Gear-Grimshaw in [16] (also see [4] for the explanation about the physical
context) as a model to describe the strong interaction of two-dimensional, weakly nonlinear, long,
internal gravity waves propagating on neighboring pycnoclines in a stratified fluid, where the two
waves correspond to different modes.
• Hirota-Satsuma system: 
ut + a1uxxx = −6a1uux + c12vvx,
vt + vxxx = −3uvx,
(u, v)|t=0 = (u0, v0),
(1.6)
where a1 6= 0. This system was proposed by Hirota-Satsuma in [18] to describe the interaction of two
long waves with different dispersion relations.
• The coupled KdV system 
ut + vx + (uv)x +
1
6vxxx = 0,
vt + ux + vvx +
1
6uxxx = 0,
(u, v)|t=0 = (u0, v0),
(1.7)
which is a special case of a broad class of Boussinesq systems or the so-called abcd systems,
ut + vx + (uv)x + avxxx − buxxt = 0,
vt + ux + vvx + cuxxx − dvxxt = 0,
(u, v)|t=0 = (u0, v0).
(1.8)
Here the constant coefficients a, b, c, d are required to satisfy
a+ b =
1
2
(
θ2 − 1
3
)
, c+ d =
1
2
(
1− θ2) ≥ 0, a+ b+ c+ d = 1
3
.
This four-parameter family of Boussinesq system was derived by Bona, Chen and Saut [8, 9] from the
two-dimensional Euler equations for free-surface flow to describe the two-way propagation of small-
amplitude, long wavelength, gravity waves on the surface of water in a canal which arise also when
modeling the propagation of long-crested waves on large lakes or the ocean.
In this paper we study the well-posedness of the Cauchy problem (1.2) in the space
Hs(R)×Hs(R) , Hs(R).
The Cauchy problem (1.2) can be viewed as a special example of the following abstract Cauchy problem,
dw
dt
+ Lw = N(w), w(0) = φ (1.9)
3
where L is a linear operator, N is a possibly time-dependent nonlinear operator and the initial datum φ
belongs to a Banach space Xs with index s ∈ R. The scale of Banach spaces Xs has the property Xs2 ⊂ Xs1 if
s1 ≤ s2, where the notation Xs2 ⊂ Xs1 means not only that Xs2 is a subset of Xs1 , but also that the inclusion
mapping is continuous and has dense range. The following definition of well-posedness in Hadamard’s sense
is standard.
Definition 1.1. The Cauchy problem (1.9) is said to be well-posed in the space Xs if for any δ > 0 there is
a T = T (δ) > 0 such that
(a) for any φ ∈ Xs with ‖φ‖Xs ≤ δ, (1.9) admits a unique solution w in the space C([0, T ];Xs), and
(b) the solution w depends continuously on its initial data φ in the sense that the mapping φ → u is
continuous from {φ : ‖φ‖Xs ≤ δ} to C([0, T ];Xs).
The well-posedness described by Definition 1.1 is local in character since the T in the definition depends
on δ. If T can be specified independently of δ in Definition 1.1, then (1.9) is said to be globally well-posed
in the space Xs. In general, the Cauchy problem (1.9) is often known to be well-posed in the space Xs in
the strict sense of Definition 1.1 when s is sufficiently large. When s is not so large, it may arise that some
auxiliary condition is needed to secure uniqueness. The Cauchy problem (1.9) in this case may be well-posed
in the following weaker sense.
Definition 1.2. The Cauchy problem (1.9) is said to be well-posed in the space Xs if for any δ > 0 there is
a T = T (δ) > 0 such that
(a) for any φ ∈ Xs with φ‖Xs ≤ δ, (1.9) admits exactly one solution w in the space C([0, T ];Xs) satisfying
the auxiliary condition
w ∈ YTs (1.10)
where YTs is an auxiliary metric space;
(b) the solution w depends continuously on its initial data φ just as in (b) of Definition 1.1.
Remark 1.3. In the literature, the well-posedness in Definition 1.2 is called conditionally well-posedness
(cf. Kato [24] and Bona-Sun-Zhang [7] and the reference therein). By contrast, the well-posedness presented
in Definition 1.1 is called unconditionally well-posedness. In addition, the Cauchy problem (1.9) is said to
be (locally) uniformly well-posed, Ck-well-posed (k ≥ 0), or analytically well-posed in the space Xs if the
corresponding solution map is (locally) uniform continuous, Ck or real analytic.
In this paper, we are mainly concerned with the well-posedness of the Cauchy problem (1.2) in the space
Hs(R). In particular, we are looking for an answer of the following problem.
Problem: For what values of s ∈ R is the Cauchy problem (1.2) well-posed (either in the sense of Definition
1.1 or Definition 1.2) in the space Hs(R)?
1.2 Literature review
It is beneficial and instructive to the study of the Cauchy problem (1.2) by first reviewing the study of
the well-posedness of the initial value problem of the single KdV equation
ut + uux + uxxx = 0, u(x, 0) = u0(x) (1.11)
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posed either on the whole real line R or on a periodic domain T. The study began in the late 1960s with
the work of Sjo¨berg [39, 40] and has just come to a happy end very recently with the work of Killip and
Visan [32]. Looking back, this study, which has lasted more than half a century, can be divided into four
stages with four different major approaches developed in the process.
In Stage 1, (1.11) was most studied using traditionally PDE and functional analysis techniques. Sjo¨berg
[39, 40] was the first one to obtain the existence and uniqueness of solutions of (1.11) on T in the space
L∞(0, T ;H3(T)) (instead of in the space C([0, T ];H3(T))), but without showing the continuity of the as-
sociated solution map. The first well-posedness result in the strict sense of Definition 1.1 was due to Bona
and Smith [5] who showed that (1.11) is (globally) well-posed in the space Hk(R) or Hk(T) for any integer
k ≥ 2 using a cleverly designed regularization scheme and classical energy estimate method. Then, (1.11)
was shown by Bona and Scott [6] to be (globally) well-posed in the space Hs(R) or Hs(T) for any real
number s ≥ 2 using Tartar’s nonlinear interpolation theory [43]. As one of the applications of his then
newly developed powerful general theory dealing with various quasi-linear evolutionary partial differential
equations, Kato [20] showed that (1.11) is locally well-posed in Hs(R) or Hs(T) for any s > 32 . This is the
best result one can obtain using traditional PDE approaches.
In Stage 2, as various smoothing properties of dispersive wave equations were discovered in 1980s (cf.
[12, 20, 27, 41], Kenig, Ponce and Vega [26, 28, 29] were able to exploit the various dispersive smoothing
properties of the linear KdV equation to show that (1.11) is locally well-posed in the space Hs(R) in the
sense of Definition 1.2 for any s > 34 by applying the contraction mapping principle in a carefully constructed
Banach space, now known as the Kenig-Ponce-Vega (or KPV) space. As one of the key linear estimate fails
when s < 34 , one can only show that (1.11) is well-posed in H
s(R) for s > 34 using this approach of Kenig,
Ponce and Vega developed in [28, 29].
In Stage 3, Bourgain [11] introduced the Fourier restriction space Xs,b and showed that the Cauchy
problem (1.11) is well-posed in both space Hs(R) and Hs(T) for any s ≥ 0 by using the contraction mapping
principle in Xs,b. Then Kenig, Ponce and Vega [31] showed that (1.11) is locally well-posed in the space
Hs(R) for any s > − 34 and in Hs(T) for any s ≥ − 12 . The local well-posedness of (1.11) in the space H−
3
4 (R)
was established by Christ, Colliander and Tao [13]. The thresholds − 34 for Hs(R) and − 12 for Hs(T) are
sharp if one requires the solution map to be uniformly continuous, see [13]. Moreover, (1.11) has been shown
to be globally well-posed in Hs(R) for s ≥ − 34 and in Hs(T) for s ≥ − 12 (see [14, 17, 25]).
In Stage 4, Kappeler and Topalov [19] showed in 2006 that (1.11) is globally well-posed in the space
Hs(T) for any s ≥ −1 by developing a new approach based on the inverse scattering method. Very recently,
Killip and Visan [32] showed that (1.11) is globally well-posed in the space Hs(R) by introducing a new
method of general applicability for the study of low-regularity well-posedness for integrable PDE. As it has
already been shown by Molinet [35] that (1.11) is ill-posed in both Hs(R) and Hs(T) for any s < −1, the
study of the well-posedness of (1.11) has finally come to a happy end.
Remark 1.4.
(i) The well-posedness results established in both Stage 1 and Stage 4 are in the strict sense of Definition
1.1. In particular, the uniqueness hods in the space C[0, T ];Hs(R)) or C[0, T ];Hs(T)). In contrast,
those well-posedness results obtained in Stage 2 and Stage 3 are in the sense of Definition 1.2 and
are therefore conditionally well-posedness. Nevertheless, those auxiliary conditions needed to secure
the uniqueness of the solution are removable because the solution of (1.11) possesses the property of
persistency of regularity, see Bona-Sun-Zhang [7]. Thus the well-posedness obtained in all four stages
are all unconditional. The Cauchy problem (1.11) is unconditionally (globally) well-posed in the space
Hs(R)) or Hs(T) for any s ≥ −1.
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(ii) However, there is a difference between the well-posdenss presented in Stages 1 and 4 and those presented
in Stages 2 and 3. For the well-posedness obtained in Stage 1 and 4, the solution of (1.11) depends
only continuously on its initial value. By contrast, for the well-posedness established in Stage 2 and
3, one can show the solution of (1.11) depends on its initial value analytically (cf. [45–47]). Thus the
Cauchy problem (1.11) is analytically well-posed in Hs(R) for s ≥ − 34 and in Hs(T) for s ≥ − 12 , but
is only continuously well-posed in Hs(R) for −1 ≤ s < − 34 and in Hs(T) for −1 ≤ s < − 12 .
Naturally, following the advances of the study of the well-posedness of the Cauchy problem (1.11) for
the single KdV equation, there have many works on the well-posedness of the Cauchy problem (1.2) for the
coupled KdV systems. Here we provide a brief summary of the previous results. As a convenience of the
notation, LWP and GWP will stand for local well-posedness and Global well-posedness.
• Majda-Biello system (1.3).
– If a2 = 1, the LWP in Hs for any s > − 34 follows immeidately from the single KdV theory. The
GWP in Hs for any s > − 34 was justified by Oh [37] via the I-method.
– If a2 ∈ (0, 4) \ {1}, Oh [36] proved that (1.3) is locally well-posed in Hs(R) for s ≥ 0 and ill-posed
when s < 0 if the solution map is required to be C2. The key ingredient in the proof for the LWP
is the bilinear estimate under Fourier restriction norm. Then due to the L2 conservation law of
(1.3), its GWP in Hs(R) for s ≥ 0 automatically holds.
• Gear-Grimshaw system (1.4).
– Assume σ4 = 0 and ρ2σ
2
3 6= 1. Then Bona-Ponce-Saut-Tom [4] proved the LWP of (1.4) in
Hs(R) for s ≥ 1 by utilizing the Kato smoothing and the harmonic analysis tools developed by
Kenig-Ponce-Vega in [29]. They also showed the GWP of (1.4) in Hs(R) for s ≥ 1 under further
assumption that ρ2σ
2
3 < 1.
– Later, further LWP and GWP results were proven by Ash-Cohen-Wang [2], Linares-Panthee [33]
and Saut-Tzvetkov [38], where the best LWP result is proven in Hs(R) for s > − 34 . However,
their arguments depend on the scaling changes of the system (1.4). This argument essentially
requires the matrix A1 in (1.5) is similar to the identity matrix, which means σ3 = 0 and ρ1 =
1. Equivalently, if considering the diagonalized system (1.2), their results are only valid under
the assumption that a1 = a2 (see Remark 1.2 in [36] and Remark 3.1 in [1] for more detailed
explanations).
– Alvarez-Carvajal [1] considered the diagonalized system (1.2) where (bij) = 0, d11 = d12 and
d21 = d22. That is, they studied the following system:
ut + a1uxxx = c11uux + c12vvx + d1(uv)x,
vt + a2vxxx = c21uux + c22vvx + d2(uv)x,
(u, v)|t=0 = (u0, v0).
(1.12)
They proved that (1.12) is locally well-posed in Hs(R) for s > − 34 if a1 = −a2 6= 0. The key tool
in their proof is the bilinear estimate under the Fourier restriction norm. The question whether
(1.12) is well-posed in Hs(R) when |a1| 6= |a2| is left open in [1]. Thus, Alvarez-Carvaja’s result
in [1] does not apply to the Gear-Grimshaw system (1.4) since a1 = −a2 > 0 implies ρ1 = −1
which is against the assumption ρ1 > 0.
• Hirota-Satsuma system (1.6).
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– Alvarez-Carvajal [1] proved the LWP for (1.6) in Hs(R) for s > 34 via the method in [29].
– Feng [15] considered a slightly general system:
ut + a1uxxx = −6a1uux + c12vvx,
vt + vxxx = c22vvx + d22uvx,
(u, v)|t=0 = (u0, v0).
(1.13)
When c22 = 0 and d22 = −3, (1.13) reduces to the original Hirota-Satusma system (1.6). Feng
proved the LWP of (1.13) in Hs(R) for s ≥ 1 under the assumption that a1 6= 1 and c12d22 < 0.
The GWP was also shown by the further restriction that 0 < a1 < 1. The method in the proof is
also based on [29].
Remark 1.5. All the above three models can be regarded as special forms of (1.2). More precisely,
• For the Majda-Biello system (1.3), it can be obtained from (1.2) by setting
a1 = 1; (bij) = 0; c11 = c21 = c22 = 0, c12 = −1;
d11 = d12 = 0, d21 = d22 = −1.
(1.14)
• For the Gear-Grimshaw system (1.4), we need to first diagonalize A1 in (1.5) as M−1
(
a1 0
0 a2
)
M ,
where a1 and a2 are the nonzero eigenvalues of A1 when ρ2σ
2
3 6= 1. Then regarding M
(
u
v
)
as the new
unknown functions (still denoted by u and v), it reduces (1.4) to (1.2) with the property that
b11 = b12 = 0, d11 = d12, d21 = d22. (1.15)
Moreover, if σ4 = 0 in (1.4), then in addition to (1.15), the coefficients in reduced form (1.2) will
further satisfy b21 = b22 = 0.
• For the Hirota-Satsuma system (1.6), it can be obtained by setting
a2 = 1; (bij) = 0; c11 = −6a1, c21 = c22 = 0;
d11 = d12 = d21 = 0, d22 = −3.
(1.16)
For the slightly more general system (1.13), the coefficients satisfy
a2 = 1; (bij) = 0; c11 = −6a1, c21 = 0;
d11 = d12 = d21 = 0.
(1.17)
1.3 Our main results
As we have seen from the literature review, both the dispersion coefficients a1 and a2 ( the ratio r = a2/a1
more precisely) in the system (1.2) and whether (1.2) is in divergence form or non-divergence form have a
big impact on the well-posedness results of the system (1.2). In this paper, inspired by the success of the
study of the Cauchy problem of the single KdV equation (1.11), we look for a constant s∗ ∈ R such that the
Cauchy problem of the system (1.2) is locally well-posed in Hs for any s > s∗, and ill-posed for any s < s∗.
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Such an s∗ is expected to depend on the dispersion coefficients a1 and a2, divergence form or non-divergence
form of the system (1.2).
The following Theorem 1.6 and Theorem 1.7 are the main findings we have obtained so far for this task.
Theorem 1.6. Let a1, a2 ∈ R \ {0} and denote r = a2
a1
. Then (1.2) is locally analytically well-posed in
Hs(R) for any
(a) s > − 34 if r < 0;
(a)’ s ≥ − 1312 if r < 0, (cij) = 0, d11 = d12, d21 = d22;
(b) s ≥ 0 if 0 < r < 14 ;
(b)’ s > − 34 if 0 < r < 14 , c12 = d21 = d22 = 0;
(c) s ≥ 34 if r = 14 ;
(c)’ s ≥ 0 if r = 14 , c21 = d11 = d12 = 0;
(d) s ≥ 0 if 14 < r < 1;
(e) s > 0 if r = 1, b12 = b21 = 0;
(e)’ s > − 34 if r = 1, b12 = b21 = 0, d11 = d12, d21 = d22,
In the above theorem, it only mentions the cases when r ≤ 1. But due to the symmetry structure of
(1.2), the cases when r > 1 can be obtained automatically from Theorem 1.6.
Theorem 1.7. (1.2) is also locally analytically well-posed in Hs(R) for any
(f) s ≥ 0 if 1 < r < 4;
(g) s ≥ 34 if r = 4;
(g)’ s ≥ 0 if r = 4, c12 = d21 = d22 = 0;
(h) s ≥ 0 if r > 4;
(h)’ s > − 34 if r > 4, c21 = d11 = d12 = 0.
The following table (see Table 1) for the LWP of (1.2) is presented for the convenience of the interested
readers.
Remark 1.8. The well-posedness results presented above are most likely sharp as the key bilinear estimates
used in their proofs are sharp, see Proposition 3.6 to Proposition 3.9.
As applications, we apply the above results to a few specializations of (1.2) to spell out their well-posedness
results.
First we consider a special class of (1.2) of the following form
ut + a1uxxx + b11ux = −b12vx + d11(uv)x,
vt + a2vxxx + b22vx = −b21ux + d22(uv)x,
(u, v)|t=0 = (u0, v0).
(1.18)
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r = a2a1 Coefficients bij , cij , dij s
r < 0
(cij) = 0, d11 = d12 and d21 = d22
Otherwise
s ≥ − 1312
s > − 34
0 < r < 14
c12 = d21 = d22 = 0
Otherwise
s > − 34
s ≥ 0
r = 14
c21 = d11 = d12 = 0
Otherwise
s ≥ 0
s ≥ 34
1
4 < r < 1 any s ≥ 0
r = 1
b12 = b21 = 0, d11 = d12 and d21 = d22
b12 = b21 = 0, d11 6= d12 or d21 6= d22
s > − 34
s > 0
1 < r < 4 any s ≥ 0
r = 4
c12 = d21 = d22 = 0
Otherwise
s ≥ 0
s ≥ 34
r > 4
c21 = d11 = d12 = 0
Otherwise
s > − 34
s ≥ 0
Table 1: Summary of the LWP Results for (1.2) in Theorem 1.6 and Corollary 1.7
Theorem 1.9. If a1a2 < 0, then the system (1.18) is locally analytically well-posed in the space Hs(R) for
any s ≥ − 1312 .
Remark 1.10. This is rather surprising since the Cauchy problem (1.11) of the single KdV equation is
ill-posed in Hs for any s < −1.
Next we consider the Majda-Biello system (1.3).
Theorem 1.11 (Locall well-posedness of the Majda-Biello system).
The Majda-Biello system (1.3) is locally analytically well-posed in the space Hs(R) for any
(i) s > − 34 if a2 ∈ (−∞, 0) ∪ {1} ∪ (4,∞);
(ii) s ≥ 0 if a2 ∈ (0, 1) ∪ (1, 4);
(iii) s ≥ 34 if a2 = 4.
Theorem 1.12 (Global well-posedness of the Majda-Biello system).
The Majda-Biello system (1.3) is globally analytically well-posed in the space Hs(R) for any
(i) s > − 34 if a2 = 1;
(ii) s ≥ 0 if a2 /∈ {0, 1, 4};
(iii) s ≥ 1 if a2 = 4.
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Remark 1.13. Part (i) and (ii) in Theorem 1.11 and Theorem 1.12 are due to Oh [36, 37]. Part (iii) is
our new result in this paper.
Now we consider the Hirota-Satsuma systems (1.13).
Theorem 1.14 (Local well-posedness of the Hirota-Satsuma system).
The Hirota-Satsuma systems (1.13) is locally analytically well-posed in the space Hs(R) for any
(i) s > − 34 if a1 ∈ (−∞, 0) ∪ (0, 14 );
(ii) s ≥ 0 if a1 ∈ (14 , 1) ∪ (1,∞);
(iii) s > 0 if a1 = 1;
(iv) s ≥ 34 if a1 = 14 .
Theorem 1.15 (Global well-posedness of the Hirota-Satsuma system).
Let c12d22 < 0. Then the Hirota-Satsuma systems (1.13) is globally analytically well-posed in the space
Hs(R) for any
(i) s ≥ 0 if a1 /∈ {1, 14};
(ii) s ≥ 1 if a1 = 14 .
We finally turn to consider the Gear-Grimshaw system (1.4).
Theorem 1.16 (Local Well-posedness of Gear-Grimshaw system).
Assume ρ2σ
2
3 6= 1. The Gear-Grimshaw system (1.4) is locally analytically well-posed in the space Hs(R)
for any
(i) s > − 34 if σ3 = 0 and ρ1 = 1;
(ii) s > − 34 if ρ2σ23 > 1;
(iii) s ≥ 0 if ρ2σ23 < 1 but (1.19) is not satisfied;
(iv) s ≥ 34 if
ρ2σ
2
3 ≤
9
25
, ρ1 =
1
2
(
α±
√
α2 − 4
)
(1.19)
with
α =
17− 25ρ2σ23
4
.
Theorem 1.17 (Globall Well-posedness of the Gear-Grimshaw system).
Assume ρ2σ
2
3 6= 1. The Gear-Grimshaw system (1.4) is globally analytically well-posed in the space
Hs(R) for any
(i) s ≥ 0 if (1.19) does not hold;
(ii) s ≥ 1 if (1.19) holds.
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1.4 Some key points of our proofs
Our main results will be proved using the same approach as that developed by Bourgain [10, 11], Kenig-
Ponce -Vega [31] in establishing analytical well-posedness of the Cauchy problem of (1.11) in the spaceHs(R)
for − 34 < s ≤ 34 . The key ingredient in the approach is the bilinear estimate under the Fourier restriction
space (also called Bourgain space). Let us first introduce the definition of this space. For any α, β ∈ R with
α 6= 0, denote the polymomial φα,β as
φα,β(ξ) = αξ3 − βξ. (1.20)
For convenience, φα,0 will be denoted as φα. Then the Fourier restriction space is defined as follows.
Definition 1.18. For any α, β, s, b ∈ R with α 6= 0, the Fourier restriction space Xα,βs,b is defined to be the
completion of the Schwartz space S (R2) with respect to the norm
‖w‖Xα,β
s,b
= ‖〈ξ〉s〈τ − φα,β(ξ)〉bŵ(ξ, τ)‖L2(dξdτ), (1.21)
where 〈·〉 = 1+ | · |, φα,β is given by (1.20), and ŵ refers to the space-time Fourier transform of w. Moreover,
Xα,0s,b is simply denoted as X
α
s,b.
The bilinear estimate which was first considered by Bourgain [11] is the following one:
‖∂x(uv)‖X1
s,b−1
≤ C‖u‖X1
s,b
‖v‖X1
s,b
. (1.22)
Bourgain proved (1.22) for s = 0 and b = 12 while the following lemma is due to Kening, Ponce and Vega.
Lemma 1.19 (Kenig-Ponce-Vega [31]). The bilinear estimate (1.22) holds for any s > − 34 with some
b ∈ (12 , 1), but fails for any b ∈ R if s < − 34 .
In order to deal with the general KdV-KdV system (1.2), four types of bilinear estimates need to be
ivestigated.
Divergence form 1 (D1): ‖∂x(w1w2)‖Xα2,β2
s,b−1
. ‖w1‖Xα1,β1
s,b
‖w2‖Xα1,β1
s,b
, (1.23)
Divergence form 2 (D2): ‖∂x(w1w2)‖Xα1,β1
s,b−1
. ‖w1‖Xα1,β1
s,b
‖w2‖Xα2,β2
s,b
, (1.24)
and
Non-divergence form 1 (ND1): ‖(∂xw1)w2‖Xα1,β1
s,b−1
. ‖w1‖Xα1,β1
s,b
‖w2‖Xα2,β2
s,b
, (1.25)
Non-divergence form 2 (ND2): ‖w1(∂xw2)‖Xα1,β1
s,b−1
. ‖w1‖Xα1,β1
s,b
‖w2‖Xα2,β2
s,b
, (1.26)
where (α1, β1), (α2, β2) equals (a1, b11) or (a2, b22). (D1) will be used to deal with the square terms like uux
and vvx in (1.2). (D2) is responsible for the mixed divergence term (uv)x when d11 = d12 or d21 = d22 in
(1.2). (ND1) and (ND2) will be applied to treat the mixed nondivergence terms uxv and uvx when d11 6= d12
or d21 6= d22. On the other hand, (D1) is different from (D2) since w1 and w2 live in the same space Xα1,β1s,b
for (D1) but in different spaces for (D2). (ND1) is also slightly different from (ND2). Nevertherless, due to
the relation (w1w2)x = (∂xw1)w2+w1(∂xw2), any results for (ND2) can be automatically obtained once the
corresponding results are known for (D2) and (ND1). In contrast to the proof of the classical bilinear estimate
(1.22), the study of the bilinear estimates (1.23)– (1.26) is more complicated and technically challenging due
to either the distinct dispersion coefficients α1 and α2 or the nondivergence form of the bilinear estimate.
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The main idea of treating these four bilinear estimates are similar, so let us explain it for the following
bilinear estimate of the divergence form.
‖∂x(w1w2)‖Xα3
s,b−1
. ‖w1‖Xα1
s,b
‖w2‖Xα2
s,b
. (1.27)
By duality and Plancherel identity, in order to verify (1.27), it is equivalent to prove (see e.g. [42])
∣∣∣∣∣
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ3〈ξ3〉s
3∏
i=1
fi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b
∣∣∣∣∣ ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3, (1.28)
where 〈·〉 = 1 + | · | and
Li = τi − φαi(ξi) = τi − αiξ3i , 1 ≤ i ≤ 3.
In (1.28), the loss of the spatial derivative in the bilinear estimate (1.27) is reflected as the term ξ3〈ξ3〉
s
〈ξ1〉s〈ξ2〉s
and the gain of the time derivative is reflected as the term 〈L1〉b〈L2〉b〈L3〉1−b. Then how to compensate the
loss of the spatial derivative from the gain of the time derivative is the theme. Denote
K1 =
ξ3〈ξ3〉s
〈ξ1〉s〈ξ2〉s and K2 = 〈L1〉
b〈L2〉b〈L3〉1−b.
Then the key issue is to control K1 by taking advantage of K2. Since
∑3
i=1 ξi = 0, then 〈ξ3〉 ≤ 〈ξ1〉〈ξ2〉. As
a result, K1 is a decreasing function in s, which means the smaller s is, the more likely the bilinear estimate
will fail. So the question is to find the smallest s such that the bilinear estimate holds. Noticing that Li
contains the time variable τi, so a single Li can barely have any contributions. Since
∑3
i=1 τi = 0, then
3∑
i=1
Li = −
3∑
i=1
αiξ
3
i
is a function only in ξi, 1 ≤ i ≤ 3. Define
H(ξ1, ξ2, ξ3) =
3∑
i=1
Li. (1.29)
Then it is obvious that K2 & |H |min{b, 1−b} which can be used to control K1. Thus, H(ξ1, ξ2, ξ3) plays a
fundamental role. In addition, H measures to what extent the spatial frequencies ξ1, ξ2 and ξ3 can resonate
with each other. Because of this, H is called the resonance function (see Page 856 in [42]). For example, in
the classical case when αi = 1 for 1 ≤ i ≤ 3,
H(ξ1, ξ2, ξ3) = −3ξ1ξ2ξ3. (1.30)
Unfortunately, |H | is not always large, the situation may become complicated near the region when H
vanishes. We shall call the zero set of H to be the resonance set. Take (1.30) as an example, the resonance
set of H consists of three lines: ξi = 0, 1 ≤ i ≤ 3. Usually, the worst situation occurs near the resonance set
and this trouble is usually called resonant interactions (see Page 856 in [42]). The best we can hope is that
K1 will also be small near the resonance set. Otherwise, s has to be chosen large enough to justify (1.27).
12
When s < 0, by writing ρ = −s, then ρ > 0 and
K1 ∼ 〈ξ1〉ρ〈ξ2〉ρ|ξ3|1−ρ.
As a result, K1 is also small near the resonance set ξi = 0, 1 ≤ i ≤ 3, which means the resonant interactions
do not cause too much trouble. Then it turns out that the sharp index for the bilinear estimate to hold is − 34
as shown in Lemma 1.19. As another example, let α1 = α3 = 1 and α2 = r 6= 0. By writing ξ3 = −(ξ1+ ξ2),
the resonance function can be written as
Hr(ξ1, ξ2, ξ3) = ξ2
[
(1 − r)ξ22 + 3ξ2ξ1 + 3ξ21
]
. (1.31)
Then there are four cases.
(i) r = 1. This reduces to the classical case.
(ii) r < 14 . In this case, there exists a positive constant δr (depending only on r) such that
(1 − r)ξ22 + 3ξ2ξ1 + 3ξ21 ≥ δr(ξ21 + ξ22).
Consequently, the resonance set is only a single line ξ2 = 0. Moreover, |ξ2| ≪ 1 and |ξ1| ∼ |ξ3| near
this line. As a result, |K1| ∼ |ξ3| does not depend on s at all, which means the resonant interactions
have no effect on s in this case. So there is hope to obtain an even smaller threshold for s. Actually,
when r < 0, s can be as small as − 1312 . However for 0 < r < 14 , the threshold is still − 34 because of the
coherent interactions which will be discussed later.
(iii) r > 14 and r 6= 1. In this case, there exists two distinct constants x1r and x2r (depending only on r)
such that
Hr(ξ1, ξ2, ξ3) = (1 − r)ξ2(ξ2 − x1rξ1)(ξ2 − x2rξ1).
As a result, the resonance set consists of three different lines: ξ2 = 0, ξ2 = x1rξ1 and ξ2 = x2rξ1. If
s < 0, then near the line ξ2 = x1rξ1 or ξ2 = x2rξ1 with large ξ1, the resonance function Hr is small
while K1 is large. Thus, the bilinear estimate will fail. Actually, the threshold for s in this case is
s ≥ 0. This has already been pointed out by Oh [36].
(iv) r = 14 . In this case,
Hr(ξ1, ξ2, ξ3) = 3ξ2(ξ2 + 2ξ1)
2.
The resonance set consists of two lines ξ2 = 0 and ξ2 = −2ξ1. But the resonance interaction is
significant near the line ξ2 = −2ξ1 due to the square. Consequently, the situation is expected to be
worse. Actually, as we will see later, which makes things even worse is that the coherent interaction
also occurs near ξ2 = −2ξ1. Hence, the bilinear estimate is valid only for s ≥ 34 .
In addition to the resonant interactions, there is another trouble coming from coherent interactions
(see Page 856 in [42]), when one has ∇φα1 (ξ1) = ∇φα2(ξ2), that is α1ξ21 = α2ξ22 . Equivalently, coherent
interactions occur when the surfaces τ1 = φ
α1(ξ1) and τ2 = φ
α2(ξ2) fail to be transverse. For example, let
us take α1 = α3 = 1 and α2 = r <
1
4 in (1.27). As we just discussed above, the resonance set of Hr is a
sinlge line: ξ2 = 0 no matter r < 0 or 0 < r <
1
4 . However, the critical indexes for s are different in these
two cases.
• If r < 0, then α1ξ21 will not match α2ξ22 no matter how to choose ξ1 and ξ2. So the coherent interactions
do not occur in this case. Then due to the simplicity of the resonance set, it will be shown that the
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sharp index for the bilinear estimate to hold is − 1312 which is much smaller than − 34 in the classical
case.
• If r > 0, then α1ξ21 = α2ξ22 whenever ξ2 = r−
1
2 ξ1. So the coherent interactions occur along the line
ξ2 = r
− 1
2 ξ1. As a result, it will be shown that the sharp index in this case is still − 34 .
The above arguments discussed the difficulties for the bilinear estimate of the divergence form, actually
the nondivergene form can bring its own trouble. Let us compare the divergent bilinear estimate (1.24) and
the nondivergent bilinear estimate (1.25) when α1 = α2 = 1 and βi = 0. Thus, (1.24) reduces to the classical
case. The resonance function for (1.24) and (1.25) is the same, that is
H(ξ1, ξ2, ξ3) = −3ξ1ξ2ξ3.
However, the terms K1 and K˜1 coming from the loss of the spatial derivative for (1.24) and (1.25) are
different. More precisely,
K1 =
ξ3〈ξ3〉s
〈ξ1〉s〈ξ2〉s and K˜1 =
ξ1〈ξ3〉s
〈ξ1〉s〈ξ2〉s .
Consider s = − 34+, then
K1 = 〈ξ1〉 34−〈ξ2〉 34−〈ξ3〉 14+ and K˜1 = 〈ξ1〉
7
4
−〈ξ2〉 34−
〈ξ3〉 34−
.
In the region |ξ1| ∼ |ξ2| ≫ 1 and |ξ3| ≪ 1, it is easily seen that K˜1 is much larger than K1. Since − 34 is
the critical index to control K1, there is no hope to control K˜1 as well. Actually, it will be shown that the
critical index for (1.25) is 0.
As a summary, there are three main troubles in establishing the bilinear estimates (1.23)-(1.26).
(T1) : resonant interactions;
(T2) : coherent interaction;
(T3) : the nondivergence form in the region |ξ1| ∼ |ξ2| ≫ |ξ3|.
Generally speaking, (T1) is the most significant trouble and (T2) and (T3) are of the same level of influence.
In most cases, these troubles do not occur at the same place, then the strategy is simply to divide the region
suitably and deal with one trouble in each region. However, if more than one trouble occurs at the same
place, then the situation is expected to be worse. In the following, we list a table which includes the sharp
index for s and the main trouble in each case for the bilinear estimates (1.23)-(1.26). We use ”+” to indicate
the situation when two troubles occur at the same place.
This table summarizes the results for the bilinear estimates Lemma 3.1 thruogh Lemma 3.4. We want
to remark that all these results are sharp, please see Proposition 3.6 through Proposition 3.9 for the precise
statements. On the other hand, in most cases, the counterexamples used in Section 6 to establish the
sharpness of the bilinear estimates can be applied in a suitable way to establish the sharpness of the well-
posedness of the corresponding KdV-KdV systems in the sense that if s is less than the critical index, then
the solution map can not be smooth. We will address this issue in a forthcoming paper [44].
To end our introduction we list several bilinear estimates obtained above in this paper which deserve
special attentions in comparison to the classical bilinear estimates presented in Lemma 1.19.
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r < 0 0 < r < 14 r = 1 r >
1
4 , r 6= 1 r = 14
(D1):(1.23)
(T2)
s > − 34
(T2)
s > − 34
(T2)
s > − 34
(T1)
s ≥ 0
(T1)+(T2)
s ≥ 34
(D2):(1.24)
None
s ≥ − 1312
(T2)
s > − 34
(T2)
s > − 34
(T1)
s ≥ 0
(T1)+(T2)
s ≥ 34
(ND1):(1.25)
(T3)
s > − 34
(T2) or (T3)
s > − 34
(T2)+(T3)
s > 0
(T1)
s ≥ 0
(T1)+(T2)
s ≥ 34
(ND2):(1.26)
(T3)
s > − 34
(T2) or (T3)
s > − 34
(T2)+(T3)
s > 0
(T1)
s ≥ 0
(T1)+(T2)
s ≥ 34
Table 2: Sharp Bilinear Estimates
Lemma 1.20. The nondivergence bilinear estimate
‖(∂xu)v‖X1
s,b−1
≤ C‖u‖X1
s,b
‖v‖X1
s,b
(1.32)
holds for any s > 0 with some b ∈ (12 , 1), but fails for any b ∈ R if s < 0.
Lemma 1.21. Assume α2α1 =
1
4 . Then the bilinear estimates
‖(∂xu)v‖Xα1
s,b−1
≤ C‖u‖Xα1
s,b
‖v‖Xα2
s,b
, (1.33)
‖∂x(uv)‖Xα2
s,b−1
≤ C‖u‖Xα1
s,b
‖v‖Xα1
s,b
, (1.34)
‖∂x(uv)‖Xα1
s,b−1
≤ C‖u‖Xα1
s,b
‖v‖Xα2
s,b
. (1.35)
hold for any s ≥ 34 with some b ∈ (12 , 1), but fails for any b ∈ R if s < 34 .
Lemma 1.22. Assume α1α2 < 0. Then the bilinear estimate
‖∂x(uv)‖Xα1
s,b−1
≤ C‖u‖Xα1
s,b
‖v‖Xα2
s,b
(1.36)
holds for any s ≥ − 1312 with some b ∈ (12 , 1), but fails for any b ∈ R if s < − 1312 .
Lemma 1.23. Assume α2α1 <
1
4 . Then the bilinear estimate
‖∂x(uv)‖Xα2
s,b−1
≤ C‖u‖Xα1
s,b
‖v‖Xα1
s,b
(1.37)
holds for any s > − 34 with some b ∈ (12 , 1), but fails for any b ∈ R if s < − 34 .
1.5 Organization
The remaining of the paper is organized as follows. In Section 2, some linear estimates needed in the proof
of our main result Theorem 1.6, are recalled or proved as a preparation. In Section 3, the various bilinear
estimates, the key ingredients in establishing the main results of the paper, are presented while their proofs
are provided in Section 5 and Section 6. Section 4 is dedicated to the proof of Theorem 1.6.
15
2 Preliminaries
Let ψ ∈ C∞0 (R) be a bump function supported on [−2, 2] with ψ = 1 on [−1, 1]. We will use C and
Ci(i ≥ 1) to denote the constants. Moreover, C = C(a, b . . . ) means the constant C only depends on a, b . . . .
We use A . B to denote an estimate of the form A ≤ CB. The notation A & B is used similarly. In
addition, we will write A ∼ B to mean A . B and B . A.
Consider the Cauchy problem of the linear KdV equation in the following form where α, β ∈ R and α 6= 0.{
wt + αwxxx + βwx = 0, x ∈ R, t ∈ R,
w(x, 0) = w0(x).
(2.1)
For any w0 ∈ Hs(R), it admits a unique solution w ∈ Cb(R;Hs(R)) for any s ∈ R, which can be written as
w(x, t) = Sα,β(t)w0(x) =
∫
R
eiξxeiφ
α,β(ξ)t ŵ0(ξ)dξ, (2.2)
where φα,β(ξ) is defined as in (1.20).
Lemma 2.1. For any α 6= 0, b > 12 , s, β ∈ R, there exists C = C(b) such that
‖ψ(t)Sα,β(t)w0‖Xα,β
s,b
≤ C‖w0‖Hs(R) (2.3)
and ∥∥∥ψ(t)∫ t
0
Sα,β(t− t′)F (t′)dt′
∥∥∥
Xα,β
s,b
≤ C‖F‖Xα,β
s,b−1
. (2.4)
Proof. The proof follows exactly as Lemma 3.1 and Lemma 3.3 in [30].
Strictly speaking, the constant in the above lemma also depends on ψ. But since ψ is a fixed bump
function throughout this paper, we will not track the dependence of the constants on it.
Lemma 2.2. Let α1, α2 ∈ R \ {0} with α1 6= α2, s ∈ R and 12 < b ≤ 23 . There exist ǫ = ǫ(α1, α2) and
C = C(α1, α2, b) such that for any β1 and β2 with |β1|+ |β2| < ǫ,
‖∂xw‖Xα2,β2
s,b−1
≤ C ‖w‖
X
α1,β1
s,b
. (2.5)
Proof. By duality and Plancherel identity, it is equivalent to prove for any g ∈ Xα2,β2−s,1−b,∣∣∣∣ ∫
R
∫
R
ξŵ(ξ, τ)ĝ(ξ, τ) dξ dτ
∣∣∣∣ ≤ C‖w‖Xα1,β1
s,b
‖g‖
X
α2,β2
−s,1−b
.
Define
f1(ξ, τ) = 〈ξ〉s〈L1〉bŵ(ξ, τ) and f2(ξ, τ) = 〈ξ〉−s〈Li〉1−bĝ(ξ, τ),
where
Li = τ − φαi,βi(ξ), for i = 1, 2.
Then it reduces to show ∣∣∣∣ ∫
R
∫
R
ξf1(ξ, τ)f2(ξ, τ)
〈L1〉b〈L2〉1−b dξ dτ
∣∣∣∣ ≤ C 2∏
i=1
‖fi‖L2(dξdτ). (2.6)
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By Holder’s inequality, it suffices to verify
sup
ξ,τ∈R
|ξ|
〈L1〉b〈L2〉1−b ≤ C. (2.7)
If |ξ| ≤ 1, then (2.7) holds for C = 1. Now we assume |ξ| > 1, then it follows from 12 < b ≤ 23 that
〈L1〉b〈L2〉1−b ≥
(〈L1〉〈L2〉) 13 ≥ 〈L1 − L2〉 13 .
Since α1 6= α2, then it is easy to see that when |β1|+ |β2| < ǫ for a sufficiently small ǫ = ǫ(α1, α2), we have
〈L1 − L2〉 = |(α2 − α1)ξ3 − (β2 − β1)ξ|+ 1 ≥ |α2 − α1|
2
|ξ|3.
Proposition 2.3. If α1 = α2 6= 0., then (2.5) fails for any s, b, β1, β2 ∈ R.
Proof. Let α1 = α2 := α. If there exist s, b, β1, β2 ∈ R such that (2.5) holds for some fixed constant C∗,
then, for any w, (2.6) holds for any f1 and f2 with C being replaced by C
∗.
• If b ≥ 12 , for any N ≥ 2, define f1(ξ, τ) = f2(ξ, τ) = 1E(ξ, τ) with
E = {(ξ, τ) ∈ R2 : N − 1 ≤ ξ ≤ N, |τ − αξ3 + β1ξ| ≤ 1},
then for any (ξ, τ) ∈ E, |L1| ≤ 1 and |L2| = |L1 + (β2 − β1)ξ| . N . In addition, the area of E is 2 by
direct calculation. As a result, the right hand side of (2.6) equals 2C∗ while its left hand side has the
following lower bound: ∣∣∣∣ ∫
R
∫
R
ξf1(ξ, τ)f2(ξ, τ)
〈L1〉b〈L2〉1−b dξ dτ
∣∣∣∣ & NN1−b ∼ N b,
which is impossible when N →∞.
• If b < 12 , the argument is similar. We just need to replace the definition of E by
E = {(ξ, τ) ∈ R2 : N − 1 ≤ ξ ≤ N, |τ − αξ3 + β2ξ| ≤ 1}.
The proofs of the main theorem in this paper will use the scaling argument as in [31], see the discussion
at the beginning of Section 4. We will reduce the proof to the case when the initial data and the elements
in the matrix B are sufficiently small. As a result, for all the estimates in the next section concerning the
Xα,βs,b norm, β can be assumed sufficiently small as we did in Lemma 2.2.
3 Bilinear Estimates
In this section, we will list the main results of the bilinear estimates of four types (3.1)-(3.4). These are
the key ingredients in the proof of the main theorem. Lemma 3.1–Lemma 3.3 will be used to deal with the
divergence form (3.1)-(3.2) and Lemma 3.4 will be applied to treat the nondivergence form (3.3)-(3.4). On the
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other hand, all these bilinear estimates are sharp in the sense of Proposition 3.6–Proposition 3.9. The proofs
for Lemma 3.1–Lemma 3.4 will be presented in Section 5 and the proofs for Proposition 3.6–Proposition 3.9
will be postponed to Section 6.
Lemma 3.1. Let α1, α2 ∈ R \ {0} and denote r = α2
α1
. Assume one of the cases below.
(a) r < 14 and s > − 34 .
(b) 14 < r < 1 or r > 1, and s ≥ 0.
(c) r = 14 and s ≥ 34 .
(d) r = 1 and s > − 34 .
Then there exist b0 = b0(s) >
1
2 and ǫ = ǫ(α1, α2) such that for any
1
2 < b ≤ b0 and for any |β1|+ |β2| ≤ ǫ,
there exists some constant C = C(α1, α2, s, b) such that the following bilinear estimate holds.
‖∂x(w1w2)‖Xα2,β2
s,b−1
≤ C ‖w1‖Xα1,β1
s,b
‖w2‖Xα1,β1
s,b
(3.1)
Lemma 3.2. Let α1, α2 ∈ R \ {0} and denote r = α2
α1
. Assume r < 0 and one of the cases below.
(a) − 1312 ≤ s ≤ −1 and 14 − s3 ≤ b ≤ 43 + 2s3 .
(b) −1 < s < − 34 and 14 − s3 ≤ b ≤ 1 + s3 .
(c) s ≥ − 34 and 12 < b ≤ 34 .
Then there exist ǫ = ǫ(α1, α2) and C = C(α1, α2, s, b) such that for any |β1|+ |β2| ≤ ǫ, the following bilinear
estimate holds.
‖∂x(w1w2)‖Xα1,β1
s,b−1
≤ C ‖w1‖Xα1,β1
s,b
‖w2‖Xα2,β2
s,b
. (3.2)
Lemma 3.3. Let α1, α2 ∈ R \ {0} and denote r = α2
α1
. Assume one of the cases below.
(a) 0 < r < 14 and s > − 34 .
(b) 14 < r < 1 or r > 1, and s ≥ 0.
(c) r = 14 and s ≥ 34 .
(d) r = 1 and s > − 34 .
Then there exist b0 = b0(s) >
1
2 and ǫ = ǫ(α1, α2) such that for any
1
2 < b ≤ b0 and for any |β1|+ |β2| ≤ ǫ,
there exists some constant C = C(α1, α2, s, b) such that (3.2) holds.
Lemma 3.4. Let α1, α2 ∈ R \ {0} and denote r = α2
α1
. Assume one of the cases below.
(a) r < 14 and s > − 34 .
(b) 14 < r < 1 or r > 1, and s ≥ 0.
(c) r = 14 and s ≥ 34 .
(d) r = 1 and s > 0.
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Then there exist b0 = b0(s) >
1
2 and ǫ = ǫ(α1, α2) such that for any
1
2 < b ≤ b0 and for any |β1|+ |β2| ≤ ǫ,
there exists some constant C = C(α1, α2, s, b) such that the bilinear estimate holds for the nondivergence
forms
‖(∂xw1)w2‖Xα1,β1
s,b−1
≤ C ‖w1‖Xα1,β1
s,b
‖w2‖Xα2,β2
s,b
(3.3)
and
‖w1(∂xw2)‖Xα1,β1
s,b−1
≤ C ‖w1‖Xα1,β1
s,b
‖w2‖Xα2,β2
s,b
. (3.4)
Remark 3.5. Some cases in Lemma 3.1 and Lemma 3.3 have already been known.
• When r = −1 and β1 = β2 = 0, Case (a) was proved in [1].
• When β1 = β2 = 0, Case (b) was proved in [36].
• When β1 = β2, Case (d) is the classical bilinear estimate which was proved in [31].
So the main novelty results of the bilinear estimates in this paper are Lemma 3.2, Lemma 3.4 and Case (c)
in Lemma 3.1 and Lemma 3.3.
Next we discuss the sharpness of the above bilinear estimates. For simplicity, we assume β1 = β2 = 0.
Proposition 3.6. Let β1 = β2 = 0. Then (3.1) fails for any b ∈ R if one of the following cases holds.
(a) r < 14 and s < − 34 .
(b) 14 < r < 1 or r > 1, and s < 0.
(c) r = 14 and s <
3
4 .
(d) r = 1 and s < − 34 .
Proposition 3.7. Let β1 = β2 = 0 and assume r < 0. Then (3.2) fails if one of the following cases holds.
(a) s < − 1312 and b ∈ R.
(b) − 1312 ≤ s ≤ −1 and b /∈ [ 14 − s3 , 43 + 2s3 ].
(c) −1 < s < − 34 and b /∈ [ 14 − s3 , 1 + s3 ].
Proposition 3.8. Let β1 = β2 = 0. Then (3.2) fails for any b ∈ R if one of the following cases holds.
(a) 0 < r < 14 and s < − 34 .
(b) 14 < r < 1 or r > 1, and s < 0.
(c) r = 14 and s <
3
4 .
(d) r = 1 and s < − 34 .
Proposition 3.9. Let β1 = β2 = 0. Then (3.3) and (3.4) fail for any b ∈ R if one of the following cases
holds.
(a) r < 14 and s < − 34 .
(b) 14 < r < 1 or r > 1, and s < 0.
(c) r = 14 and s <
3
4 .
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(d) r = 1 and s < 0.
Remark 3.10. Case (b) and Case (d) in Proposition 3.6 and Proposition 3.8 have already been proved
in [36] and [31].
Remark 3.11. The results presented in Lemma 3.2 and Proposition 3.7 together are surprising in compar-
isonto the previous results.
• First, in the case of the classical KdV equation (1.11), the critical index for the bilinear estimate
is − 34 and (1.11) is not uniformly well-posed when s < − 34 . Moreover, even for the continuous well-
posedness, s should be at least −1. However, in the case of the coupled KdV system (1.18) with α2α1 < 0,
the critical index of the corresponding bilinear estiamte (3.2) can be as low as − 1312 , which impies the
analytic well-posedness of (1.18) for any s ≥ − 1312 .
• For all the previous biliear estimates, b is usually required to be greater than but close to 12 . However,
for the bilinear estimate (3.2) with α2α1 < 0, b actually has to be larger than but away from
1
2 when
− 1312 ≤ s < − 34 . In particular, b has to be exactly 1118 when s = − 1312 .
4 Proof of Theorem 1.6
First we will reduce the problem to the case when bij are small in (1.2) by scaling of (u, v) as in [31].
Define the functions uλ and vλ for λ ≥ 1 as follows.{
uλ(x, t) = λ−2u(λ−1x, λ−3t),
vλ(x, t) = λ−2v(λ−1x, λ−3t),
x ∈ R, t ∈ R, (4.1)
Then (1.2) is equivalent to the system below.
uλt + a1u
λ
xxx + b
λ
11u
λ
x = −bλ12vλx + c11uλuλx + c12vλvλx + d11uλxvλ + d12uλvλx ,
vλt + a2v
λ
xxx + b
λ
22v
λ
x = −bλ21uλx + c21uλuλx + c22vλvλx + d21uλxvλ + d22uλvλx ,
(uλ, vλ)(x, 0) = (uλ0 , v
λ
0 )(x),
(4.2)
where bλij = λ
−2bij and {
uλ0 (x) = λ
−2u0(λ−1x),
vλ0 (x) = λ
−2v0(λ−1x),
x ∈ R.
Since λ ≥ 1 and s ≥ − 1312 , then {
‖uλ0‖Hs(R) ≤ λ−
5
12 ‖u0‖Hs(R),
‖vλ0 ‖Hs(R) ≤ λ−
5
12 ‖v0‖Hs(R).
Noticing that the coefficients a1, a2, (cij) and (dij) do not change during this process, so when λ→ ∞, we
have
max
1≤i,j≤2
|bλij | → 0 and max
1≤i,j≤2
(|cij |+ |dij |)
(‖uλ0‖Hs(R) + ‖vλ0 ‖Hs(R))→ 0. (4.3)
Thus in order to prove the local well-posedness of (1.2), it suffices to consider the case when |bij | and
‖u0‖Hs(R) + ‖v0‖Hs(R) in (1.2) are smaller than a fixed constant. More precisely, it is enough to justify the
statement below.
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Proposition 4.1. Let a1, a2 ∈ R \ {0} and denote r = a2
a1
. Assume r, s and the coefficients bij, cij, dij in
(1.2) satisfy one of the following conditions.
(a) r < 0 and s > − 34 .
(a)’ r < 0, (cij) = 0, d11 = d12, d21 = d22, and s ≥ − 1312 .
(b) 0 < r < 14 and s ≥ 0.
(b)’ 0 < r < 14 , c12 = d21 = d22 = 0, and s > − 34 .
(c) r = 14 and s ≥ 34 .
(c)’ r = 14 , c21 = d11 = d12 = 0, and s ≥ 0.
(d) 14 < r < 1 and s ≥ 0.
(e) r = 1, b12 = b21 = 0 and s > 0.
(e)’ r = 1, b12 = b21 = 0, d11 = d12, d21 = d22, and s > − 34 .
Then there exist a constant ǫ = ǫ(a1, a2, s) such that (1.2) is locally well-posed in Hs(R) on a time interval
of size 1 if
max
1≤i,j≤2
|bij | ≤ ǫ and max
1≤i,j≤2
(|cij |+ |dij |)
(‖u0‖Hs(R) + ‖v0‖Hs(R)) ≤ ǫ. (4.4)
Proof of Proposition 4.1. We will only prove Case (a) since the other cases are similar by using the
appropriate bilinear estimates established in Section 3.
Assume r = a2a1 < 0 and s > − 34 . Fix u0, v0 ∈ Hs(R) and consider b > 12 which will be determined later.
The system (1.2) can be rewritten as
ut + a1uxxx + b11ux = F1(u, v),
vt + a2vxxx + b22vx = F2(u, v),
(u, v)|t=0 = (u0, v0),
(4.5)
where {
F1(u, v) = −b12vx + c11uux + c12vvx + d11uxv + d12uvx,
F2(u, v) = −b21ux + c21uux + c22vvx + d21uxv + d22uvx.
(4.6)
For the convenience of the notations, we denote the space Yi = X
ai,bii
s,b and the semigroup operator Si = S
ai,bii
for i = 1, 2. We also define M1 = max
1≤i,j≤2
|bij | and M2 = max
1≤i,j≤2
(|cij |+ |dij |). Then (4.4) becomes
M1 ≤ ǫ and M2
(‖u0‖Hs(R) + ‖v0‖Hs(R)) ≤ ǫ. (4.7)
Naturally, we equip Y1 × Y2 with the norm
‖(u, v)‖Y1×Y2 = ‖u‖Y1 + ‖v‖Y2 .
Define the solution space to be
Y = {(u, v) ∈ Y1 × Y2 : ‖(u, v)‖Y1×Y2 ≤ C∗(‖u0‖Hs + ‖v0‖Hs)}, (4.8)
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where C∗ is a fixed constant (only depending on a1, a2 and s) which will be determined later. Recall the
bump function ψ(t) in Lemma 2.1 and consider the following map
Φ(u, v) , (Φ1(u, v),Φ2(u, v)),
where 
Φ1(u, v) = ψ(t)
(
S1(t)u0 +
∫ t
0
S1(t− t′)F1(u, v)(t′) dt′
)
,
Φ2(u, v) = ψ(t)
(
S2(t)v0 +
∫ t
0
S2(t− t′)F2(u, v)(t′) dt′
)
.
(4.9)
We will first prove that Φ maps Y into itself by choosing a suitable constant C∗.
Fix any (u, v) ∈ Y . By Lemma 2.1, Lemma 2.2, Cases (a) and (d) in Lemma 3.1, and Case (a) in Lemma
3.4, there exist b = b(s) > 12 , ǫ1 = ǫ1(a1, a2, s) and C1 = C1(a1, a2, s) such that for any |b11|+ |b22| ≤ ǫ1, we
have
‖Φ1(u, v)‖Y1 ≤ C1‖u0‖Hs + C1|b12| ‖v‖Y2 + C1M2
(‖u‖2Y1 + ‖v‖2Y2 + 2‖u‖Y1‖v‖Y2)
and
‖Φ2(u, v)‖Y2 ≤ C1‖v0‖Hs + C1|b21| ‖u‖Y1 + C1M2
(‖u‖2Y1 + ‖v‖2Y2 + 2‖u‖Y1‖v‖Y2).
Thus,
‖Φ(u, v)‖Y ≤ C1
(‖u0‖Hs + ‖v0‖Hs)+ C1M1‖(u, v)‖Y + 2C1M2‖(u, v)‖2Y .
Denote E0 = ‖u0‖Hs + ‖v0‖Hs , then it follows from the definition of Y that ‖(u, v)‖Y ≤ C∗E0 for any
(u, v) ∈ Y . Hence
‖Φ(u, v)‖Y ≤ C1E0 + C1M1C∗E0 + 2C1M2(C∗)2E20 .
Choose C∗ = 4C1, then
‖Φ(u, v)‖Y ≤ C1E0 + 4C21M1E0 + 32C31M2E20 .
Now choose
ǫ = min
{ǫ1
2
,
1
4C1
,
1
32C21
}
. (4.10)
Then it follows from (4.7) that
‖Φ(u, v)‖Y ≤ 3C1E0 ≤ C∗E0,
which implies that Φ(u, v) ∈ Y .
So far, we have proved Φ maps Y to Y by choosing C∗ = 4C1 and ǫ as in (4.10). Then by the similar
argument and choosing a suitably smaller ǫ, we can show Φ is a contraction on Y , which implies Φ has a
unique fixed point (u, v) ∈ Y . Finally, since ψ(t) ≡ 1 on [−1, 1], (u, v) is the unique solution to the system
(1.2) on a time interval of size 1. The rest argument for the local well-posedness in the sense of Definition
1.2 follows from [31].
5 Proof of the Bilinear Estimates
The goal of this section is to prove the bilinear estimates Lemma 3.1 through Lemma 3.4 presented in
Section 3. The sharpness of these bilinear estimates will be proved in the next section. The proofs for the
cases (a), (b), (c) in Lemma 3.1 and 3.3 are similar to those in Lemma 3.4. Case (d) in Lemma 3.1 and 3.3
are similar to the classical proof in [31]. In addition, the proof for (1.26) is similar to that for (1.25). Thus,
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we will only prove Lemma 3.2 for (3.2) and Lemma 3.4 for (3.3) in this section.
5.1 Auxilliary Lemmas and Some Notations
We first list some auxiliary lemmas that will be used in this section.
Lemma 5.1. Let ρ1 > 1 and 0 ≤ ρ2 ≤ ρ1. Then there exists C = C(ρ1, ρ2) such that for any α, β ∈ R,∫ ∞
−∞
dx
〈x − α〉ρ1〈x− β〉ρ2 ≤
C
〈α− β〉ρ2 . (5.1)
The proof for this lemma is standard and therefore omitted.
Lemma 5.2. Let ρ > 1. Then there exists C = C(ρ) such that σi ∈ R, 0 ≤ i ≤ 2, with σ2 6= 0,∫ ∞
−∞
dx
〈σ2x2 + σ1x+ σ0〉ρ ≤ C |σ2|
− 1
2
〈
σ0 − σ
2
1
4σ2
〉− 1
2
. (5.2)
Proof. First, without loss of generality, it suffices to consider the case when σ2 > 0. By rewriting
σ2x
2 + σ1x+ σ0 = σ2
(
x+
σ1
2σ2
)2
+ σ0 − σ
2
1
4σ2
and doing a change of variable y =
√
σ2
(
x+ σ12σ2
)
, it reduces to show for any α ∈ R,∫ ∞
−∞
dy
〈y2 + α〉ρ ≤ C〈α〉
− 1
2 .
The verification of this inequality is elementary and we leave it to the readers.
Lemma 5.3. If ρ > 12 , then there exists C = C(ρ) such that for any σi ∈ R, 0 ≤ i ≤ 2, with σ2 6= 0,∫ ∞
−∞
dx
〈σ2x2 + σ1x+ σ0〉ρ ≤
C
|σ2|1/2
. (5.3)
Similarly, if ρ > 13 , then there exists C = C(ρ) such that for any σi ∈ R, 0 ≤ i ≤ 3, with σ3 6= 0,∫ ∞
−∞
dx
〈σ3x3 + σ2x2 + σ1x+ σ0〉ρ ≤
C
|σ3|1/3 . (5.4)
Proof. We refer the reader to the proof of Lemma 2.5 in [3] where (5.4) is proved. The similar argument can
also be applied to (5.3).
For the proof of the bilinear estimate, it is usually beneficial to transfer it to an estimate of some weighted
convolution of L2 functions as pointed out in [14,42]. The next lemma illustrates this for the nondivergence
form (3.3).
Lemma 5.4. Given s, b, (αi, βi), 1 ≤ i ≤ 2, the bilinear estimate
‖∂x(w1w2)‖Xα1,β1
s,b−1
≤ C ‖w1‖Xα1,β1
s,b
‖w2‖Xα2,β2
s,b
, ∀ {wi}i=1,2,
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is equivalent to
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ3〈ξ3〉s
3∏
i=1
fi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3, (5.5)
where
L1 = τ1 − φα1,β1(ξ1), L2 = τ2 − φα2,β2(ξ2), L3 = τ3 − φα1,β1(ξ3). (5.6)
Proof. By duality and Plancherel theorem, it is equivalent to show that for any w3 ∈ Xα3,β3−s,1−b,∫∫∫∫
R4
ξ ŵ1(ξ1, τ1)ŵ2(ξ − ξ1, τ − τ1)ŵ3(ξ, τ)dξ1dτ1dξdτ ≤ C ‖w1‖Xα1,β1
s,b
‖w2‖Xα2,β2
s,b
‖w3‖Xα3,β3−s,1−b . (5.7)
Set φi = φ
αi,βi for 1 ≤ i ≤ 2 and
f1(ξ, τ) = 〈ξ〉s〈τ − φ1(ξ)〉bŵ1(ξ, τ),
f2(ξ, τ) = 〈ξ〉s〈τ − φ2(ξ)〉bŵ2(ξ, τ),
f3(−ξ,−τ) = −〈ξ〉−s〈τ − φ1(ξ)〉1−bŵ3(ξ, τ).
Then (5.7) becomes
∫∫∫∫
R4
−ξ〈ξ〉sf1(ξ1, τ1)f2(ξ − ξ1, τ − τ1)f3(−ξ,−τ) dξ1dτ1dξdτ
〈ξ1〉s〈ξ − ξ1〉s〈τ1 − φ1(ξ1)〉b〈τ − τ1 − φ2(ξ − ξ1)〉b〈τ − φ1(ξ)〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
. (5.8)
Set
(ξ2, τ2) = (ξ − ξ1, τ − τ1) and (ξ3, τ3) = (−ξ,−τ).
Then
3∑
i=1
ξi =
3∑
i=1
τi = 0.
In addition, since φ1 is an odd function, 〈τ − φ1(ξ)〉 = 〈τ3 − φ1(ξ3)〉. Inequality (5.8) thus reduces to∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ3〈ξ3〉sf1(ξ1, τ1)f2(ξ2, τ2)f3(ξ3, τ3)
〈ξ1〉s〈ξ2〉s〈τ1 − φ1(ξ1)〉b〈τ2 − φ2(ξ2)〉b〈τ3 − φ1(ξ3)〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
.
For the convenience of the proof in this section, we will fix some notations in the following. For given
α1, α2 ∈ R \ {0}, r = α2α1 . Write ~ξ = (ξ1, ξ2, ξ3), ~τ = (τ1, τ2, τ3) and let
A :=
{
(~ξ, ~τ) ∈ R6 :
3∑
i=1
ξi =
3∑
i=1
τi = 0
}
(5.9)
be the integral domain of the LHS of (5.5).
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Since
∑3
i=1 τi = 0, the expression
∑3
i=1 Li is independent of ~τ for any (
~ξ, ~τ ) ∈ A. So we can define the
resonance function H as a function of ~ξ by
H(ξ1, ξ2, ξ3) =
3∑
i=1
Li.
Furthermore, by writing ξ3 = −(ξ1 + ξ2), one has
H(ξ1, ξ2, ξ3) = (α1 − α2)ξ32 + 3α1ξ22ξ1 + 3α1ξ2ξ21 + (β2 − β1)ξ2
= α1ξ2
[
(1− r)ξ22 + 3ξ2ξ1 + 3ξ21
]
+ (β2 − β1)ξ2.
(5.10)
If ξ1 6= 0, then H can be rewritten as
H(ξ1, ξ2, ξ3) = α1ξ2ξ
2
1 h
(ξ2
ξ1
)
+ (β2 − β1)ξ2 (5.11)
where
h(x) = (1− r)x2 + 3x+ 3. (5.12)
If r 6= 1, then h(x) is a quadratic function in x and there are three cases.
(a) If r < 14 , then h(x) does not have real zeros which implies that |h(x)| ≥ σ(x2 + 1) holds on R for any
sufficiently small σ > 0.
(b) If r > 14 , then h(x) has two different real zeros
(c) If r = 14 , then h(x) has two same real zeros x =
1
2 .
Denote by MAX = max{〈L1〉, 〈L2〉, 〈L3〉}. Obviously
MAX ≥ 〈H(ξ1, ξ2, ξ3)〉
3
. (5.13)
For any (~ξ, ~τ ) ∈ A with fixed (ξ3, τ3), L1 + L2 can be regarded as the function in ξ1 by writing ξ2 =
−(ξ1 + ξ3). Thus, we can define
P (ξ1) = L1 + L2 = (α2 − α1)ξ31 + 3α2ξ3ξ21 + (3α2ξ23 + β1 − β2)ξ1 + α2ξ33 − β2ξ3 − τ3. (5.14)
As
P ′(ξ1) = 3α2
[(
1− 1
r
)
ξ21 + 2ξ3ξ1 + ξ
2
3
]
+ β1 − β2
= 3α2
(
− 1
r
ξ21 + ξ
2
2
)
+ β1 − β2,
(5.15)
if ξ1 6= 0, then P ′(ξ1) can be rewritten as
P ′(ξ1) = 3α2ξ21 p
(ξ2
ξ1
)
+ β1 − β2, (5.16)
where
p(x) = x2 − 1
r
. (5.17)
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Similarly, for any (~ξ, ~τ ) ∈ A with fixed (ξ1, τ1), L2 + L3 can be regarded as the function in ξ2 by writing
ξ3 = −(ξ1 + ξ2). Thus,
Q(ξ2) := L2 + L3 = (α1 − α2)ξ32 + 3α1ξ1ξ22 + (3α1ξ21 + β2 − β1)ξ2 + α1ξ31 − β1ξ1 − τ1. (5.18)
Now taking derivative of Q with respect to ξ2,
Q′(ξ2) = 3α1
[
(1− r)ξ22 + 2ξ1ξ2 + ξ21
]
+ β2 − β1. (5.19)
If ξ1 6= 0, then
Q′(ξ2) = 3α1ξ21 q
(ξ2
ξ1
)
+ β2 − β1, (5.20)
where
q(x) = (1− r)x2 + 2x+ 1. (5.21)
For any (~ξ, ~τ ) ∈ A with fixed (ξ2, τ2), L1+L3 can be regarded as the function in ξ1 by writing ξ3 = −(ξ1+ξ2).
Thus, we define
R(ξ1) = L1 + L3 = 3α1ξ2ξ
2
1 + 3α1ξ
2
2ξ1 + α1ξ
3
2 − β1ξ2 − τ2. (5.22)
Taking derivative of R with respect to ξ1, then
R′(ξ1) = 3α1ξ2(2ξ1 + ξ2). (5.23)
5.2 Proof for Lemma 3.2
We will give details for the proof of Case (a) and then briefly mention the proofs for Case (b) and Case
(c).
Proof of Case (a) in Lemma 3.2. Let − 1312 ≤ s ≤ −1 and 14 − s3 ≤ b ≤ 43 + 2s3 . Denote ρ = −s. Then
1 ≤ ρ ≤ 1312 and
1
4
+
ρ
3
≤ b ≤ 4
3
− 2ρ
3
. (5.24)
We adopt all the notations as in (5.6) and (5.9)-(5.23). According to Lemma 5.4, it suffices to prove
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
|ξ3|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3. (5.25)
Since r < 0 in this case, it follows from (5.11) and (5.12) that there exists δ1 = δ1(α1, α2) such that for any
(~ξ, ~τ ) ∈ A,
|H(ξ1, ξ2, ξ3)| ≥ δ1|ξ2|(ξ21 + ξ22)− |(β2 − β1)ξ2|.
Noticing 1 + δ1|ξ2|3 & |ξ2|, so when |β1| + |β2| ≤ ǫ1 for a sufficiently small constant ǫ1 which only depends
on δ1, we have
〈H(ξ1, ξ2, ξ3)〉 ≥ δ1
2
|ξ2|(ξ21 + ξ22). (5.26)
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Consequently, it follows from (5.13) that
MAX ≥ δ1
6
|ξ2|(ξ21 + ξ22) & |ξ2|
3∑
i=1
ξ2i . (5.27)
We decompose A as A = ∪3i=0Ai, where
A0 = {(~ξ, ~τ ) ∈ A : |ξ1| ≤ 1 or |ξ2| ≤ 1},
Ai = {(~ξ, ~τ) ∈ A : |ξ1| > 1, |ξ2| > 1 and 〈Li〉 = MAX}, 1 ≤ i ≤ 3.
(5.28)
Contribution on A0: no matter |ξ1| ≤ 1 or |ξ2| ≤ 1, it always holds 〈ξ1〉〈ξ2〉 . 〈ξ3〉. Hence,
∫
A0
|ξ3|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b .
∫
A0
|ξ3|
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b
=
∫
R
∫
R
|ξ3‖f3|
〈L3〉1−b
(∫
R
∫
R
1A0(
~ξ, ~τ ) |f1f2|
〈L1〉b〈L2〉b dτ1dξ1
)
dτ3 dξ3.
Based on the standard argument as in [31] via the Cauchy-Schwartz inequality, in order to bound the above
integral by C
∏3
i=1 ‖fi‖L2ξτ , it suffices to have
sup
ξ3,τ3∈R
|ξ3|
〈L3〉1−b
(∫
R
∫
R
1A0(~ξ, ~τ )
〈L1〉2b〈L2〉2b dτ1dξ1
) 1
2
≤ C. (5.29)
By Lemma 5.1 and the fact that b > 12 ,∫
R
∫
R
1A0(
~ξ, ~τ)
〈L1〉2b〈L2〉2b dτ1dξ1 .
∫
R
1A0(
~ξ, ~τ )
〈L1 + L2〉2b dξ1 =
∫
R
1A0(
~ξ, ~τ )
〈P (ξ1)〉2b dξ1, (5.30)
where P (ξ1) is defined as in (5.14). Since α1 6= α2, P (ξ1) is a cubic function in ξ1. Therefore, it follows from
Lemma 5.3 that the integral in (5.30) is finite.
• If |ξ3| ≤ 1, then the boundedness of the integral in (5.30) automatically implies the boundedness of
|ξ3|
〈L3〉1−b
( ∫
R
∫
R
1A0
(~ξ,~τ)
〈L1〉2b〈L2〉2b dτ1dξ1
) 1
2 .
• If |ξ3| ≥ 1, then |ξ1|2 + |ξ2|2 & 1 since
∑3
i=1 ξi = 0. Then it follows from r < 0 and (5.15) that for
sufficiently small β1 and β2,
|P ′(ξ1)| & ξ21 + ξ22 & |ξ3|2.
Hence, ∫
R
1A0(
~ξ, ~τ )
〈P (ξ1)〉2b dξ1 .
1
|ξ3|2
∫
R
|P ′(ξ1)|
〈P (ξ1)〉2b dξ1 .
1
|ξ3|2 ,
which also leads to the boundesness of |ξ3|〈L3〉1−b
( ∫
R
∫
R
1A0
(~ξ,~τ)
〈L1〉2b〈L2〉2b dτ1dξ1
) 1
2 .
Thus, (5.29) is justified.
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Contribution on A3: since |ξi| > 1, then 〈ξi〉 ∼ |ξi| for i = 1, 2. Hence,
∫
A3
|ξ3|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b
.
∫
R
∫
R
|ξ3‖f3|
〈ξ3〉ρ〈L3〉1−b
(∫
R
∫
R
1A3(
~ξ, ~τ )|ξ1ξ2|ρ|f1f2|
〈L1〉b〈L2〉b dτ1dξ1
)
dτ3 dξ3.
Again by the Cauchy-Schwartz argument and Lemma 5.1, it reduces to show
sup
τ3, ξ3∈R
|ξ3|
〈ξ3〉ρ〈L3〉1−b
(∫
R
1A3(
~ξ, ~τ)|ξ1ξ2|2ρ
〈P (ξ1)〉2b dξ1
) 1
2
≤ C.
Since |ξi| ≥ 1 for i = 1, 2, similar to the discussion on A0, for sufficiently small β1 and β2, |P ′(ξ1)| & ξ21+ξ22 &
|ξ1ξ2|. As a result, it suffices to justify
sup
τ3, ξ3∈R
(∫
R
1A3(
~ξ, ~τ )|ξ3|2|ξ1ξ2|2ρ−1
〈ξ3〉2ρ〈L3〉2(1−b)
|P ′(ξ1)|
〈P (ξ1)〉2b dξ1
) 1
2
≤ C.
Since L3 = MAX on A3 and
∫
R
|P ′(ξ1)|
〈P (ξ1)〉2b dξ1 <∞, it is enough to verify
1A3(
~ξ, ~τ )|ξ3|2|ξ1ξ2|2ρ−1
〈ξ3〉2ρ(MAX)2(1−b) ≤ C. (5.31)
Since ρ ≥ 1, then |ξ3| ≤ 〈ξ3〉ρ ≤ 1. On the other hand, it follows from (5.27) that 〈MAX〉 & |ξ1ξ2| 32 . Hence,
1A3(
~ξ, ~τ )|ξ3|2|ξ1ξ2|2ρ−1
〈ξ3〉2ρ(MAX)2(1−b)
. sup
|ξ1|≥1, |ξ2|≥1
|ξ1ξ2|2ρ−1
|ξ1ξ2|3(1−b)
≤ 1,
where the last inequality is due to b ≤ 43 − 2ρ3 in (5.24).
Contribution on A1: since 〈L1〉 = MAX on A1,
1
〈L1〉b〈L3〉1−b ≤
1
〈L1〉1−b〈L3〉b .
Thus,
∫
A1
|ξ3|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b .
∫
A1
|ξ3‖ξ1ξ2|ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉1−b〈L2〉b〈L3〉b
=
∫
R
∫
R
|f1‖ξ1|ρ
〈L1〉1−b
(∫
R
∫
R
1A1(
~ξ, ~τ)|ξ3‖ξ2|ρ|f2f3|
〈ξ3〉ρ〈L2〉b〈L3〉b dτ2dξ2
)
dτ1 dξ1.
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Similarly by Cauchy-Schwartz argument and Lemma 5.1, it suffices to prove
sup
τ1,ξ1∈R
|ξ1|ρ
〈L1〉1−b
(∫
R
1A1(
~ξ, ~τ)|ξ3|2|ξ2|2ρ
〈ξ3〉2ρ〈Q(ξ2)〉2b dξ2
) 1
2
≤ C, (5.32)
where Q(ξ2) is defined as in (5.18). By the similar argument as in the A3 case, for sufficiently small β1 and
β2, it follows from r < 0 and (5.19) that |Q′(ξ2)| & |ξ1ξ2|. Then again by the similar argument as in the A3
case, it reduces to prove (5.31) (with A3 being replaced by A1) which can be justified analogously.
Contribution on A2: we further decompose A2 as three parts: A2 = ∪3i=1A2i, where
A21 = {(~ξ, ~τ ) ∈ A2 : |ξ1| < 13 |ξ2|},
A22 = {(~ξ, ~τ ) ∈ A2 : 13 |ξ2| ≤ |ξ1| ≤ 23 |ξ2|},
A23 = {(~ξ, ~τ ) ∈ A2 : |ξ1| > 23 |ξ2|}.
(5.33)
On A21 or A23, it is obvious from the formula (5.23) that |R′(ξ1)| & |ξ1ξ2|. Hence, the argument is analogous
to the A1 case. On A22, |ξ1| ∼ |ξ2| ∼ |ξ3|, so
∫
A22
|ξ3|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b .
∫
A22
|ξ2|1+ρ
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b
=
∫
R
∫
R
|f2‖ξ2|1+ρ
〈L2〉b
(∫
R
∫
R
1A22(
~ξ, ~τ )|f1f3|
〈L1〉b〈L3〉1−b dτ1dξ1
)
dτ2 dξ2.
By Cauchy-Schwartz argument and Lemma 5.1, it suffices to prove
sup
τ2∈R, |ξ2|≥1
|ξ2|1+ρ
〈L2〉b
(∫
R
1A22(
~ξ, ~τ)
〈R(ξ1)〉2(1−b)
dξ1
) 1
2
≤ C, (5.34)
where R(ξ1) is defined as in (5.22). Since |ξ2| ≥ 1, R(ξ1) is a quadratic function in ξ1. In addition, (5.24)
implies 2(1− b) > 12 . As a result, it follows from (5.3) in Lemma 5.3 that∫
R
1A22(
~ξ, ~τ )
〈R(ξ1)〉2(1−b)
dξ1 . |ξ2|− 12 .
On the other hand, since L2 = MAX on A22, then it follows from (5.27) that L2 & |ξ2|3. Thus,
sup
τ2∈R, |ξ2|≥1
|ξ2|1+ρ
〈L2〉b
(∫
R
1A22(
~ξ, ~τ)
〈R(ξ1)〉2(1−b)
dξ1
) 1
2
. sup
τ2∈R, |ξ2|≥1
|ξ2|1+ρ
|ξ2|3b |ξ2|
− 1
4 ≤ C,
where the last inequality is due to b ≥ 14 + ρ3 in (5.24).
Proof of Case (b) in Lemma 3.2. Let ρ = −s. Then 34 < ρ < 1 and
1
4
+
ρ
3
≤ b ≤ 1− ρ
3
. (5.35)
We follow the same outline as the proof for Case (a) and write A = ∪3i=0Ai as in (5.28).
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• On A0, the proof is the same as that for Case (a).
• On A3, it still reduces to prove (5.31). Since ρ < 1 in this case, it suffices to show
1A3(
~ξ, ~τ )|ξ3|2−2ρ|ξ1ξ2|2ρ−1
(MAX)2(1−b)
≤ C. (5.36)
Noticing that (5.27) implies
MAX & max{|ξ2ξ23 |, |ξ21ξ2|, |ξ2|3} ≥ 1,
then for any (~ξ, ~τ ) ∈ A3, it follows from 34 < ρ < 1 that
|ξ3|2−2ρ|ξ1ξ2|2ρ−1 = |ξ2ξ23 |1−ρ|ξ21ξ2|ρ−
1
2 |ξ32 |
4ρ−3
6 . (MAX)2ρ/3.
Therefore, (5.36) holds since b ≤ 1− ρ3 in (5.35) implies 2ρ3 ≤ 2(1− b).
• On A1, similarly, it reduces to prove (5.36) (with A3 being replaced by A1) which can be justified
exactly the same as above.
• On A2, we also decompose this region as (5.33). The arguments on A21 and A23 are again reduced
to prove (5.36) (with A3 being replaced by A21 or A23). The argument on A22 is exactly the same as
that in Case (a).
Proof of Case (c) in Lemma 3.2. It suffices to consider the case when s = − 34 . The argument is exactly
the same as that for Case (b).
5.3 Case (a) for (3.3) in Lemma 3.4
Proof. We adopt all the notations as in (5.6) and (5.9)-(5.23). In addition, we denote ρ = −s. In order to
prove (3.3), by similar argument as that in Lemma 5.4, it suffices to show
∫
A
|ξ1|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3. (5.37)
Since 〈ξ1〉〈ξ2〉〈ξ3〉 ≥ 1, it suffices to consider the case when 916 ≤ ρ < 34 , that is − 34 < s ≤ − 916 . Define b0 = 34 + s3
and consider any b ∈ ( 12 , b0]. Then
1
2
< b ≤ 3
4
− ρ
3
. (5.38)
Since r < 14 in this case, then for any (
~ξ, ~τ ) ∈ A, it follows from (5.11) and (5.12) that there exists
δ1 = δ1(α1, α2) such that
|H(ξ1, ξ2, ξ3)| ≥ δ1|ξ2|(ξ21 + ξ22)− |(β2 − β1)ξ2|.
So when |β1|+ |β2| ≤ ǫ1 for a sufficiently small constant ǫ1 which only depends on δ1, we have
〈H(ξ1, ξ2, ξ3)〉 ≥ δ1
2
|ξ2|(ξ21 + ξ22). (5.39)
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Consequently, it follows from (5.13) that
MAX ≥ δ1
6
|ξ2|(ξ21 + ξ22). (5.40)
We decompose A as A = ∪3i=0Ai, where
A0 = {(~ξ, ~τ ) ∈ A : |ξ1| ≤ 1 or |ξ2| ≤ 1},
Ai = {(~ξ, ~τ) ∈ A : |ξ1| > 1, |ξ2| > 1 and 〈Li〉 = MAX}, 1 ≤ i ≤ 3.
(5.41)
Contribution on A0: no matter |ξ1| ≤ 1 or |ξ2| ≤ 1, it always holds 〈ξ1〉〈ξ2〉 . 〈ξ3〉. Hence,
∫
A0
|ξ1|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b .
∫
A0
|ξ1|
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b
=
∫
R
∫
R
|f3|
〈L3〉1−b
(∫
R
∫
R
1A0(
~ξ, ~τ ) |ξ1||f1f2|
〈L1〉b〈L2〉b dτ1dξ1
)
dτ3 dξ3.
Then similar as Case (a) in Section 5.2, by Cauchy-Schwartz argument and Lemma 5.1, it suffices to prove
sup
ξ3,τ3∈R
1
〈L3〉1−b
(∫
R
1A0(
~ξ, ~τ ) |ξ1|2
〈P (ξ1)〉2b dξ1
) 1
2
≤ C, (5.42)
where P (ξ1) is defined as in (5.14). Since α1 6= α2, P (ξ1) is a cubic function in ξ1. We decompose A0 further
as A0 = A01 ∪ A02, where
A01 = {(~ξ, ~τ) ∈ A0 : |ξ1| ≤ 1}, A02 = {(~ξ, ~τ ) ∈ A0 : |ξ1| > 1, |ξ2| ≤ 1}.
On A01, it follows from Lemma 5.3 that∫
R
1A01(
~ξ, ~τ) |ξ1|2
〈P (ξ1)〉2b dξ1 ≤
∫
R
1
〈P (ξ1)〉2b dξ1 ≤ C.
On A02, | ξ2ξ1 | ≤ 1. Then it follows from (5.17) and r < 14 that∣∣∣p(ξ2
ξ1
)∣∣∣ = ∣∣∣(ξ2
ξ1
)2
− 1
r
∣∣∣ ≥ 1
2|r| .
As a result, (5.16) implies
|P ′(ξ1)| ≥ 3|α1|
2
ξ21 − |β1 − β2|.
Since |ξ1| ≥ 1, then for sufficiently small β1 and β2, we have
|P ′(ξ1)| ≥ |α1|ξ21 . (5.43)
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Hence, ∫
R
1A02(
~ξ, ~τ) |ξ1|2
〈P (ξ1)〉2b dξ1 ≤
∫
R
1A02(
~ξ, ~τ ) |ξ1|2
|α1|ξ21
|P ′(ξ1)|
〈P (ξ1)〉2b dξ1
.
∫
R
|P ′(ξ1)|
〈P (ξ1)〉2b dξ1 ≤ C.
Thus, (5.42) is justified.
Contribution on A3: since |ξi| > 1, then 〈ξi〉 ∼ |ξi| for i = 1, 2. Hence,
∫
A3
|ξ1|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b
.
∫
R
∫
R
|f3|
〈ξ3〉ρ〈L3〉1−b
(∫
R
∫
R
1A3(~ξ, ~τ)|ξ1|1+ρ|ξ2|ρ|f1f2|
〈L1〉b〈L2〉b dτ1dξ1
)
dτ3 dξ3.
Again by the Cauchy-Schwartz argument and Lemma 5.1, it reduces to show
sup
τ3, ξ3∈R
1
〈ξ3〉ρ〈L3〉1−b
(∫
R
1A3(
~ξ, ~τ)|ξ1|2(1+ρ)|ξ2|2ρ
〈P (ξ1)〉2b dξ1
) 1
2
≤ C. (5.44)
• If r < 0, then we rewrite (5.44) as
sup
τ3, ξ3∈R
(∫
R
1A3(
~ξ, ~τ)|ξ1|2(1+ρ)|ξ2|2ρ
〈ξ3〉2ρ〈L3〉2(1−b)|P ′(ξ1)|
|P ′(ξ1)|
〈P (ξ1)〉2b dξ1
) 1
2
≤ C.
So it suffices to prove
1A3(
~ξ, ~τ )|ξ1|2(1+ρ)|ξ2|2ρ
〈ξ3〉2ρ〈L3〉2(1−b)|P ′(ξ1)|
≤ C. (5.45)
First, according to the definition of A3 and (5.40), we know
〈L3〉 = MAX & |ξ2|(ξ21 + ξ22) ≥ |ξ1ξ2|
3
2 .
On the other hand, it follows from (5.17) and r < 0 that∣∣∣p(ξ2
ξ1
)∣∣∣ = ∣∣∣(ξ2
ξ1
)2
− 1
r
∣∣∣ ≥ 1|r| .
As a result, (5.16) and |ξ1| ≥ 1 together imply that for sufficiently small β1 and β2, we have
|P ′(ξ1)| ≥ 3|α1|ξ21 − |β1 − β2| ≥ |α1|ξ21 .
Hence
LHS of (5.45) . sup
|ξ1|≥1, |ξ2|≥1
|ξ1|2(1+ρ)|ξ2|2ρ
|ξ1ξ2|3(1−b)|ξ1|2
= sup
|ξ1|≥1, |ξ2|≥1
|ξ1ξ2|2ρ−3(1−b) ≤ C,
where the last inequality is because ρ < 34 and (5.38) together implies 2ρ ≤ 3(1− b).
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• If 0 < r < 14 , then p(x) = x2 − 1r has two real solutions − 1√r and 1√r . Since 0 < r < 14 , then
− 1√
r
< −2 < 2 < 1√
r
. (5.46)
Based on this, we decompose A3 further as A3 = ∪3i=1A3i, where
A31 =
{
(~ξ, ~τ ) ∈ A3 :
∣∣ ξ2
ξ1
+ 1√
r
∣∣ ≥ 1 and ∣∣ ξ2ξ1 − 1√r ∣∣ ≥ 1},
A32 =
{
(~ξ, ~τ ) ∈ A3 :
∣∣ ξ2
ξ1
+ 1√
r
∣∣ < 1},
A33 =
{
(~ξ, ~τ ) ∈ A3 :
∣∣ ξ2
ξ1
− 1√
r
∣∣ < 1}.
On A31, p
(
ξ2
ξ1
) ≥ 1, then the rest argument is the same as that for r < 0. The proofs for A32 and A33
are similar, so we will only deal with A32.
On A32, it holds that |ξ1| ∼ |ξ2| ∼ |ξ3| due to (5.46). We decompose A32 further as A32 = A321 ∪A322,
where
A321 =
{
(~ξ, ~τ ) ∈ A32 : |ξ1|− 32 ≤
∣∣∣ξ2
ξ1
+
1√
r
∣∣∣ < 1}, A322 = {(~ξ, ~τ ) ∈ A32 : ∣∣∣ξ2
ξ1
+
1√
r
∣∣∣ < |ξ1|− 32}.
– On A321, similar as before, it suffices to prove (5.45) (with A3 replaced by A321). First, we have∣∣∣p(ξ2
ξ1
)∣∣∣ = ∣∣∣(ξ2
ξ1
+
1√
r
)(ξ2
ξ1
− 1√
r
)∣∣∣ ≥ 3|ξ1|− 32 .
As a result, it follows from (5.16) that for sufficiently small β1 and β2,
|P ′(ξ1)| ≥ 9|α2‖ξ1| 12 − |β1 − β2| ≥ |α2‖ξ1| 12 & |ξ3| 12 .
In addition, 〈L3〉 = MAX & |ξ2|(ξ21 + ξ22) & |ξ3|3. Therefore,
1A321(
~ξ, ~τ)|ξ1|2(1+ρ)|ξ2|2ρ
〈ξ3〉2ρ〈L3〉2(1−b)|P ′(ξ1)|
. sup
|ξ3|&1
|ξ3|2+4ρ
|ξ3|2ρ+6(1−b)+ 12
= sup
|ξ3|&1
|ξ3|2ρ+6b− 92 . C,
where the last inequality is again due to (5.38). Thus, we verified (5.45) (with A3 replaced by
A321).
– On A322, since |ξ1| ∼ |ξ2| ∼ |ξ3|, then in order to prove (5.44) (with A3 replaced by A322), it is
equivalent to show
sup
τ3, ξ3∈R
|ξ3|1+ρ
〈L3〉1−b
(∫
R
1A322(
~ξ, ~τ)
〈P (ξ1)〉2b dξ1
) 1
2
≤ C. (5.47)
In addition, by writing ξ2 = −ξ1 − ξ3, then∣∣∣ξ3
ξ1
+ 1− 1√
r
∣∣∣ ≤ |ξ1|− 32 ,
which implies ∣∣∣ξ3 − 1−√r√
r
ξ1
∣∣∣ ≤ |ξ1|− 12 . |ξ3|− 12 .
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Thus, ∣∣∣ξ1 − √r
1−√r ξ3
∣∣∣ . |ξ3|− 12 .
As a result, as long as ξ3 is fixed, the range for ξ1 is at most O(|ξ3|− 12 ). Hence,
sup
τ3, ξ3∈R
|ξ3|1+ρ
〈L3〉1−b
(∫
R
1A322(
~ξ, ~τ )
〈P (ξ1)〉2b dξ1
) 1
2
. sup
|ξ3|&1
|ξ3|1+ρ
|ξ3|3(1−b) |ξ3|
− 1
4
= sup
|ξ3|&1
|ξ3|ρ+3b− 94 ≤ C,
where the last inequality is due to (5.38).
Contribution on A1: since 〈L1〉 = MAX on A1,
1
〈L1〉b〈L3〉1−b ≤
1
〈L1〉1−b〈L3〉b .
Thus,
∫
A1
|ξ1|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b .
∫
A1
|ξ1|1+ρ|ξ2|ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉1−b〈L2〉b〈L3〉b
.
∫
R
∫
R
|f1‖ξ1|1+ρ
〈L1〉1−b
(∫
R
∫
R
1A1(
~ξ, ~τ )|ξ2|ρ|f2f3|
〈ξ3〉ρ〈L2〉b〈L3〉b dτ2dξ2
)
dτ1 dξ1.
Similarly by Cauchy-Schwartz argument and Lemma 5.1, it suffices to prove
sup
τ1,ξ1∈R
|ξ1|1+ρ
〈L1〉1−b
(∫
R
1A1(
~ξ, ~τ )|ξ2|2ρ
〈ξ3〉2ρ〈Q(ξ2)〉2b dξ2
) 1
2
≤ C, (5.48)
where Q(ξ2) is defined as in (5.18).
• If r < 0, then we rewrite (5.48) as
sup
τ1,ξ1∈R
(∫
R
1A1(
~ξ, ~τ)|ξ1|2(1+ρ)|ξ2|2ρ
〈L1〉2(1−b)〈ξ3〉2ρ|Q′(ξ2)|
|Q′(ξ2)|
〈Q(ξ2)〉2b dξ2
) 1
2
≤ C,
so it suffices to prove
1A1(
~ξ, ~τ )|ξ1|2(1+ρ)|ξ2|2ρ
〈L1〉2(1−b)〈ξ3〉2ρ|Q′(ξ2)| ≤ C. (5.49)
First, according to the definition of A1 and (5.40), we know
〈L1〉 = MAX & |ξ2|(ξ21 + ξ22) ≥ |ξ1ξ2|
3
2 . (5.50)
On the other hand, it follows from (5.21) and r < 0 that q(x) has a positive lower bound −r1−r .
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Consequently, it follows from (5.20) that for sufficiently small β1 and β2, we have
|Q′(ξ2)| & ξ21 .
Then similar as before,
LHS of (5.49) . sup
|ξ1|≥1, |ξ2|≥1
|ξ1|2(1+ρ)|ξ2|2ρ
|ξ1ξ2|3(1−b)|ξ1|2
= sup
|ξ1|≥1, |ξ2|≥1
|ξ1ξ2|2ρ−3(1−b) ≤ C.
• If 0 < r < 14 , then q(x) = (1− r)x2 + 2x+ 1 has two real solutions as below:
x1r = − 1
1−√r , x2r = −
1
1 +
√
r
.
It is obvious that −2 < x1r < −1 < x2r < 0. Therefore, there exists a positive constant σr, which only
depends on r, such that
[x1r − σr , x1r + σr] ⊂ (−2,−1) and [x2r − σr, x2r + σr] ⊂ (−1, 0). (5.51)
Based on this, we decompose A1 further as A1 = ∪3i=1A1i, where
A11 =
{
(~ξ, ~τ ) ∈ A1 :
∣∣ ξ2
ξ1
− x1r
∣∣ ≥ σr and ∣∣ ξ2ξ1 − x2r∣∣ ≥ σr},
A12 =
{
(~ξ, ~τ ) ∈ A1 :
∣∣ ξ2
ξ1
− x1r
∣∣ < σr},
A13 =
{
(~ξ, ~τ ) ∈ A1 :
∣∣ ξ2
ξ1
− x2r
∣∣ < σr}.
On A11, q
(
ξ2
ξ1
)
has a positive lower bound σ2r , so the rest argument is the same as that for r < 0. The
proofs for A12 and A13 are similar, so we will only deal with A12.
On A12, it holds that |ξ1| ∼ |ξ2| ∼ |ξ3| due to (5.51). We decompose A12 further as A12 = A121 ∪A122,
where
A121 =
{
(~ξ, ~τ ) ∈ A12 : σr|ξ1| 32
≤
∣∣∣ξ2
ξ1
− x1r
∣∣∣ < σr}, A122 = {(~ξ, ~τ) ∈ A12 : ∣∣∣ξ2
ξ1
− x1r
∣∣∣ < σr|ξ1| 32
}
.
– On A121, similar as before, it suffices to prove (5.49) (with A1 replaced by A121). First, we have∣∣∣q(ξ2
ξ1
)∣∣∣ = ∣∣∣(ξ2
ξ1
− x1r
)(ξ2
ξ1
− x2r
)∣∣∣ ≥ σ2r |ξ1|− 32 .
As a result, it follows from (5.16) that for sufficiently small β1 and β2,
|Q′(ξ2)| ≥ 3|α1|σ2r |ξ1|
1
2 − |β1 − β2| & |ξ1| 12 .
In addition, 〈L1〉 = MAX & |ξ2|(ξ21 + ξ22) & |ξ1|3. Therefore,
1A121(
~ξ, ~τ )|ξ1|2(1+ρ)|ξ2|2ρ
〈L1〉2(1−b)〈ξ3〉2ρ|Q′(ξ2)| . sup|ξ1|>1
|ξ1|2+4ρ
|ξ1|6(1−b)+2ρ+ 12
= sup
|ξ1|>1
|ξ1|2ρ+6b− 92 ≤ 1.
Thus, we verified (5.49) (with A1 replaced by A121).
– On A122, since |ξ1| ∼ |ξ2| ∼ |ξ3|, so in order to prove (5.48) (with A1 replaced by A122), it is
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equivalent to show
sup
τ1,ξ1∈R
|ξ1|1+ρ
〈L1〉1−b
(∫
R
1A122(
~ξ, ~τ )
〈Q(ξ2)〉2b dξ2
) 1
2
≤ C, (5.52)
Moreover, we have
〈L1〉 = MAX & |ξ2|(ξ21 + ξ22) & |ξ1|3.
In addition, it follows from the definition of A122 that
|ξ2 − x1rξ1| ≤ σr|ξ1|− 12 .
Hence, as long as ξ1 is fixed, the range for ξ2 is at most O(|ξ1|− 12 ). Therefore,
sup
τ1,ξ1∈R
|ξ1|1+ρ
〈L1〉1−b
(∫
R
1A122(~ξ, ~τ)
〈Q(ξ2)〉2b dξ2
) 1
2
. sup
|ξ1|&1
|ξ1|1+ρ
|ξ1|3(1−b)
|ξ1|− 14
= sup
|ξ1|&1
|ξ1|ρ+3b− 94 ≤ C.
Contribution on A2: since 〈L2〉 = MAX on A2,
1
〈L2〉b〈L3〉1−b ≤
1
〈L2〉1−b〈L3〉b .
Then in the same way as we did for A1, it suffices to prove
sup
τ2,ξ2∈R
|ξ2|ρ
〈L2〉1−b
(∫
R
1A2(
~ξ, ~τ )|ξ1|2(1+ρ)
〈ξ3〉2ρ〈R(ξ1)〉2b dξ1
) 1
2
≤ C,
where R(ξ1) is defined as in (5.22). Equivalently, we need to show
sup
τ2∈R,|ξ2|>1
|ξ2|2ρ
〈L2〉2(1−b)
∫
R
1A2(
~ξ, ~τ )|ξ1|2(1+ρ)
〈ξ3〉2ρ〈R(ξ1)〉2b dξ1 ≤ C. (5.53)
According to R′(ξ1) = 3α1ξ2(2ξ1 + ξ2) in (5.23), we further decompose A2 to three parts: A2 = ∪3i=1A2i,
where 
A21 = {(~ξ, ~τ ) ∈ A2 : |ξ1| ≤ 23 |ξ2|},
A22 = {(~ξ, ~τ ) ∈ A2 : 23 |ξ2| ≤ |ξ1| ≤ 2|ξ2|},
A23 = {(~ξ, ~τ ) ∈ A2 : |ξ1| > 2|ξ2|}.
As a result,
|ξ2|2ρ
〈L2〉2(1−b)
∫
R
1A2(
~ξ, ~τ)|ξ1|2(1+ρ)
〈ξ3〉2ρ〈R(ξ1)〉2b dξ1 =
3∑
i=1
Ji,
where
Ji ,
|ξ2|2ρ
〈L2〉2(1−b)
∫
R
1A2i(
~ξ, ~τ )|ξ1|2(1+ρ)
〈ξ3〉2ρ〈R(ξ1)〉2b dξ1.
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• On A21, since |ξ1| ≤ 23 |ξ2|, then |ξ3| ∼ |ξ2|. Therefore,
J1 .
1{|ξ2|>1}|ξ2|2(1+ρ)
〈L2〉2(1−b)
∫
R
dξ1
〈R(ξ1)〉2b .
Since |ξ2| > 1, R(ξ1) is a quadratic function in ξ1. So it follows from Lemma 5.2 that∫
R
dξ1
〈R(ξ1)〉2b .
1
|ξ2|1/2〈L4〉1/2
≤ 1|ξ2|1/2
, where L4 =
α1ξ
3
2
4
− β1ξ2 − τ2. (5.54)
Thus,
1{|ξ2|>1}|ξ2|2(1+ρ)
〈L2〉2(1−b)
∫
R
dξ1
〈R(ξ1)〉2b .
1{|ξ2|>1}|ξ2|
3
2
+2ρ
〈L2〉2(1−b)
.
Notice that (5.40) implies
〈L2〉 = MAX & max{|ξ2ξ21 |, |ξ2|3}. (5.55)
Hence,
1{|ξ2|>1}|ξ2|
3
2
+2ρ
〈L2〉2(1−b) .
1{|ξ2|>1}|ξ2|
3
2
+2ρ
|ξ2|6(1−b) = 1{|ξ2|>1}|ξ2|
2ρ+6b− 9
2 ≤ C.
• On A22, since 23 |ξ2| < |ξ1| < 2|ξ2| on A22, then |ξ1| ∼ |ξ2|. Moreover, it follows from (5.23) that
|R′(ξ1)| ∼ |ξ1ξ2|. As a result,
J2 .
|ξ2|2ρ
〈L2〉2(1−b)
∫
R
1A22(
~ξ, ~τ)|ξ1|2(1+ρ)
〈ξ3〉2ρ|ξ1ξ2|
|R′(ξ1)|
〈R(ξ1)〉2b dξ1
.
1{|ξ2|>1}|ξ2|4ρ
〈L2〉2(1−b)
∫
R
|R′(ξ1)|
〈R(ξ1)〉2b dξ1
.
1{|ξ2|>1}|ξ2|4ρ
|ξ2|6(1−b)
. C,
where the last inequality is due to 4ρ ≤ 6(1− b).
• On A23, since |ξ1| > 2|ξ2|, then |ξ3| ∼ |ξ1|. Moreover, it follows from (5.23) that |R′(ξ1)| ∼ |ξ1ξ2|. As
a result,
J3 .
|ξ2|2ρ
〈L2〉2(1−b)
∫
R
1A23(
~ξ, ~τ)|ξ1|2(1+ρ)
〈ξ3〉2ρ|ξ1ξ2|
|R′(ξ1)|
〈R(ξ1)〉2b dξ1
.
∫
R
1A23(~ξ, ~τ )|ξ1| |ξ2|2ρ−1
〈L2〉2(1−b)
|R′(ξ1)|
〈R(ξ1)〉2b dξ1.
Noticing that |ξ1| > 1 and |ξ2| > 1 on A23. As a result, by writing 2(1− b) = 12 + (32 − 2b), it follows
from (5.55) that
〈L2〉2(1−b) & |ξ2ξ21 |
1
2 |ξ32 |(
3
2
−2b) = |ξ1| |ξ2|5−6b ≥ |ξ1| |ξ2|2ρ−1.
Hence,
J3 .
∫
R
|R′(ξ1)|
〈R(ξ1)〉2b dξ1 ≤ C.
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5.4 Case (b) for (3.3) in Lemma 3.4
When r > 14 , the lower bound (5.39) for the resonance term H is not available anymore. Instead, H may
vanish for nonzero ~ξ. As a result, the regularity index s is higher than Case (a). In this section, we will
prove the bilinear estimate for any nonnegative s and the argument is different from that for Case (a). We
first present an elementary lemma whose proof is left to the readers.
Lemma 5.5. Let r > 0 and r 6= 14 , 1. Define h(x) and p(x) as in (5.12) and (5.17). That is
h(x) = (1 − r)x2 + 3x+ 3 and p(x) = x2 − 1
r
.
Then h(x) and p(x) do not have any common roots. Consequently, there exists a constant δ0 ∈
(
0, 12r
)
, which
only depends on r, such that for any x ∈ R, either |h(x)| ≥ δ0 or |p(x)| ≥ δ0 holds.
This lemma will be used to show that either |H(ξ1, ξ2, ξ3)| or |P ′(ξ1)| is large, which is essential in the
following proof. As a comparison with Case (c), in which r = 14 and Lemma 5.5 breaks down, the regularity
index s is required to be at least 34 .
Proof of Case (b) for (3.3) in Lemma 3.4. We adopt all the notations as in (5.6) and (5.9)-(5.23).
Then similar to Lemma 5.4, it suffices to prove
∫
A
|ξ1|〈ξ3〉s
3∏
i=1
|fi(ξi, τi)|
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3.
Since 〈ξ3〉〈ξ1〉〈ξ2〉 ≤ 1, it suffices to consider the case when s = 0. Then the above inequality reduces to
∫
A
|ξ1|
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3. (5.56)
Define b0 =
2
3 and consider any b ∈
(
1
2 ,
2
3
]
. Due to Lemma 5.5 and the assumption on r in this case, there
exists δ0 ∈
(
0, 12r
)
, which only depend on r, such that for any x ∈ R, either |h(x)| ≥ δ0 or |p(x)| ≥ δ0, where
h(x) and p(x) are defined as in (5.12) and (5.17). Based on this, we decompose A as A = ∪3i=1Ai, where
A1 = {(ξ, τ) ∈ A : |ξ1| ≤ 1},
A2 =
{
(ξ, τ) ∈ A : |ξ1| > 1,
∣∣∣p(ξ2
ξ1
)∣∣∣ ≥ δ0},
A3 =
{
(ξ, τ) ∈ A : |ξ1| > 1,
∣∣∣p(ξ2
ξ1
)∣∣∣ < δ0, ∣∣∣h(ξ2
ξ1
)∣∣∣ ≥ δ0}.
Contribution on A1: since |ξ1| ≤ 1 on A1, then
∫
A1
|ξ1|
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b .
∫
R
∫
R
|f3|
〈L3〉1−b
(∫
R
∫
R
1{|ξ1|≤1}|f1f2|
〈L1〉b〈L2〉b dτ1dξ1
)
dτ3 dξ3.
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Then by Cauchy-Schwartz argument and Lemma 5.1, it suffices to prove
sup
τ3,ξ3∈R
1
〈L3〉1−b
(∫
R
1{|ξ1|≤1}
〈L1 + L2〉2b dξ1
) 1
2
≤ C,
which is obvious.
Contribution on A2: writing
∫
A2
|ξ1|
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b =
∫
R
∫
R
|f3|
〈L3〉1−b
(∫
R
∫
R
1A2(ξ, τ)|ξ1‖f1f2|
〈L1〉b〈L2〉b dτ1dξ1
)
dτ3 dξ3.
Then by Cauchy-Schwartz argument and Lemma 5.1, it suffices to prove
sup
τ3,ξ3∈R
1
〈L3〉1−b
(∫
R
1A2(ξ, τ)|ξ1|2
〈P (ξ1)〉2b dξ1
) 1
2
≤ C, (5.57)
where P (ξ1) is defined as in (5.14). It follows from (5.16) and the definition of A2 that
|P ′(ξ1)| ≥ 3|α2|δ0|ξ21 | − |β1 − β2|.
So for sufficiently small β1 and β2, we have
|P ′(ξ1)| ≥ |α2|δ0|ξ1|2. (5.58)
Thus, ∫
R
1A2(
~ξ, ~τ )|ξ1|2
〈P (ξ1)〉2b dξ1 =
∫
R
1A2(
~ξ, ~τ )|ξ1|2
|P ′(ξ1)|
|P ′(ξ1)|
〈P (ξ1)〉2b dξ1 .
∫
R
|P ′(ξ1)|
〈P (ξ1)〉2b dξ1 . C,
which implies (5.57).
Contribution on A3: it follows from (5.11) and the definition of A3 that
|H(ξ1, ξ2, ξ3)| ≥ |α1|δ0|ξ2|ξ21 − |β2 − β1‖ξ2|.
So if |β1|+ |β2| ≤ |α1|δ0/2, then
|H(ξ1, ξ2, ξ3)| ≥ |α1|δ0
2
|ξ2|ξ21 ,
which implies
MAX & |ξ2|ξ21 .
In addition, it follows from (5.17) and the definition of A3 that∣∣∣(ξ2
ξ1
)2
− 1
r
∣∣∣ < δ0 ≤ 1
2r
,
which implies |ξ2| ∼ |ξ1|. As a result,
|ξ2| ∼ |ξ1| ≥ 1 (5.59)
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and
MAX & |ξ1|3. (5.60)
We further decompose A3 as three parts: A3 = ∪3i=1A3i, where
A3i = {(~ξ, ~τ) ∈ A3 : 〈Li〉 = MAX}, 1 ≤ i ≤ 3.
• On A33,
∫
A33
|ξ1|
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b =
∫
R
∫
R
|f3|
〈L3〉1−b
(∫
R
∫
R
1A33(
~ξ, ~τ )|ξ1‖f1f2|
〈L1〉b〈L2〉b dτ1dξ1
)
dτ3 dξ3.
By Cauchy-Schwartz argument and Lemma 5.1, it suffices to prove
sup
τ3,ξ3∈R
1
〈L3〉1−b
(∫
R
1A33(
~ξ, ~τ )|ξ1|2
〈P (ξ1)〉2b dξ1
) 1
2
≤ C.
Equivalently, that is to show
sup
τ3,ξ3∈R
(∫
R
1A33(
~ξ, ~τ )|ξ1|2
〈L3〉2(1−b)
1
〈P (ξ1)〉2b dξ1
) 1
2
≤ C. (5.61)
Since 〈L3〉 = MAX on A33, it follows from (5.60) and 12 < b ≤ 23 that
〈L3〉1−b ≥ 〈L3〉 13 & |ξ1|.
Therefore, ∫
R
1A33(
~ξ, ~τ )|ξ1|2
〈L3〉2(1−b)
1
〈P (ξ1)〉2b dξ1 ≤
∫
R
1
〈P (ξ1)〉2b dξ1 ≤ C,
where the last inequality is due to Lemma 5.3. Consequently, (5.61) is justified.
• On A31: since 〈L1〉 = MAX on A31, then
1
〈L1〉b〈L3〉1−b
≤ 1〈L1〉1−b〈L3〉b .
In addition, by the same argument as above for A33, we have
〈L1〉1−b & |ξ1|.
Hence,
∫
A31
|ξ1|
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b ≤
∫
R
∫
R
|f1‖ξ1|
〈L1〉1−b
(∫
R
∫
R
1A31(
~ξ, ~τ )|f2f3|
〈L2〉b〈L3〉b dτ2dξ2
)
dτ1 dξ1
≤
∫
R
∫
R
|f1|
(∫
R
∫
R
1A31(
~ξ, ~τ)|f2f3|
〈L2〉b〈L3〉b dτ2dξ2
)
dτ1 dξ1
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By Cauchy-Schwartz argument and Lemma 5.1, it suffices to prove
sup
τ1,ξ1∈R
(∫
R
1A31(
~ξ, ~τ)
〈Q(ξ2)〉2b dξ2
) 1
2
≤ C,
where Q(ξ2) is defined as in (5.18). Then the above inequality can be verified directly via Lemma 5.3.
• On A32: similar as the above argument for A31, we have
1
〈L2〉b〈L3〉1−b ≤
1
〈L2〉1−b〈L3〉b and 〈L2〉
1−b & |ξ1|.
Hence, ∫
A32
|ξ1|
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b ≤
∫
R
∫
R
|f2|
(∫
R
∫
R
1A32(
~ξ, ~τ )|f1f3|
〈L1〉b〈L3〉b dτ1dξ1
)
dτ2 dξ2.
By Cauchy-Schwartz argument and Lemma 5.1, it reduces to prove
sup
τ2,ξ2∈R
(∫
R
1A32(ξ, τ)
〈R(ξ1)〉2b dξ1
) 1
2
≤ C,
where R(ξ1) is defined as in (5.22). Since (5.59) implies that |ξ2| & 1 on A32, then
sup
τ2,ξ2∈R
∫
R
1A32(ξ, τ)
〈R(ξ1)〉2b dξ1 . supτ2∈R, |ξ2|&1
∫
R
1
〈R(ξ1)〉2b dξ1 ≤ C,
where the last inequality is due to Lemma 5.3.
5.5 Case (c) for (3.3) in Lemma 3.4
Proof. We adopt all the notations as in (5.6) and (5.9)-(5.17). Then according to Lemma 5.4, it suffices to
prove ∫
A
|ξ1|〈ξ3〉s
3∏
i=1
|fi(ξi, τi)|
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3.
Since 〈ξ3〉〈ξ1〉〈ξ2〉 ≤ 1, it suffices to consider the case when s = 34 . Then the above inequality reduces to
∫
A
|ξ1|〈ξ3〉 34
3∏
i=1
|fi(ξi, τi)|
〈ξ1〉 34 〈ξ2〉 34 〈L1〉b〈L2〉b〈L3〉1−b
≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3. (5.62)
Define b0 = 1 and consider any b ∈
(
1
2 , 1
]
. Since r = 14 in this case, then P
′(ξ1) in (5.16) can be written
more explicitly as
P ′(ξ1) =
3α1
4
ξ21
(ξ22
ξ21
− 4
)
+ β1 − β2. (5.63)
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Based on this, we decompose A as A = ∪4i=1Ai, where
A1 = {(~ξ, ~τ ) ∈ A : |ξ1| ≤ 4},
A2 =
{
(~ξ, ~τ ) ∈ A : |ξ1| > 4,
∣∣∣ξ2
ξ1
− 2
∣∣∣ ≥ 1
2
and
∣∣∣ξ2
ξ1
+ 2
∣∣∣ ≥ 1
2
}
,
A3 =
{
(~ξ, ~τ ) ∈ A : |ξ1| > 4,
∣∣∣ξ2
ξ1
− 2
∣∣∣ < 1
2
}
,
A4 =
{
(~ξ, ~τ ) ∈ A : |ξ1| > 4,
∣∣∣ξ2
ξ1
+ 2
∣∣∣ < 1
2
}
.
Contribution on A1: notice 〈ξ3〉 34 ≤ 〈ξ1〉 34 〈ξ2〉 34 , so the argument reduces to the A1 part of the proof
in Section 5.4.
Contribution on A2: it is easy to check that
∣∣( ξ2
ξ1
)2 − 4∣∣ ≥ 1. As a result, for sufficiently small β1 and
β2, it follows from (5.63) that
|P ′(ξ1)| & |ξ1|2. (5.64)
Then again due to 〈ξ3〉 34 ≤ 〈ξ1〉 34 〈ξ2〉 34 , the rest argument reduces to the A2 part of the proof in Section 5.4.
Contribution on A3: in this region, |ξ1| ∼ |ξ2| ∼ |ξ3|, so it suffices to prove
∫
A3
|ξ1| 14
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3.
We decompose A3 further as A3 = A31 ∪ A32, where
A31 =
{
(~ξ, ~τ) ∈ A3 : 1|ξ1| 32
≤
∣∣∣ξ2
ξ1
− 2
∣∣∣ < 1
2
}
,
A32 =
{
(~ξ, ~τ) ∈ A3 :
∣∣∣ξ2
ξ1
− 2
∣∣∣ < 1|ξ1| 32
}
.
• On A31: write
∫
A31
|ξ1| 14
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b =
∫
R
∫
R
|f3|
〈L3〉1−b
(∫
R
∫
R
1A31(
~ξ, ~τ)|ξ1| 14 |f1f2|
〈L1〉b〈L2〉b dτ1dξ1
)
dτ3 dξ3.
Then by Cauchy-Schwartz argument and Lemma 5.1, it reduces to show
sup
τ3, ξ3∈R
1
〈L3〉1−b
(∫
R
1A31(
~ξ, ~τ )|ξ1| 12
〈P (ξ1)〉2b dξ1
) 1
2
≤ C. (5.65)
On A31, it follows from (5.63) that for sufficiently small β1 and β2, we have
|P ′(ξ1)| & |ξ1| 12 .
42
Therefore, ∫
R
1A31(
~ξ, ~τ )|ξ1| 12
〈P (ξ1)〉2b dξ1 =
∫
R
1A31(
~ξ, ~τ )|ξ1| 12
|P ′(ξ1)|
|P ′(ξ1)|
〈P (ξ1)〉2b dξ1
.
∫
R
|P ′(ξ1)|
〈P (ξ1)〉2b dξ1 ≤ C,
which verifies (5.65).
• Contribution on A32: write
∫
A32
|ξ1| 14
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b =
∫
R
∫
R
|f1‖ξ1| 14
〈L1〉b
(∫
R
∫
R
1A32(
~ξ, ~τ )|f2f3|
〈L2〉b〈L3〉1−b dτ2dξ2
)
dτ1 dξ1.
By the Cauchy-Schwartz argument and Lemma 5.1, it reduces to prove
sup
τ1,ξ1∈R
|ξ1| 14
〈L1〉b
(∫
R
1A32(ξ, τ) dξ2
〈L2 + L3〉2(1−b)
) 1
2
≤ C.
Since 〈L1〉 ≥ 1 and 〈L2 + L3〉 ≥ 1, it suffices to justify
sup
τ1,ξ1∈R
|ξ1| 14
(∫
R
1A32(ξ, τ) dξ2
) 1
2
≤ C. (5.66)
For any (~ξ, ~τ) ∈ A32, it is obvious that
|ξ2 − 2ξ1| ≤ |ξ1|− 12 .
As a result, when ξ1 is fixed, the size of the range for ξ2 is at most 2|ξ1|− 12 . Hence,∫
R
1A32(ξ, τ) dξ2 ≤ 2|ξ1|−
1
2 ,
which implies (5.66).
Contribution on A4: the argument is similar as the A3 part.
5.6 Case (d) for (3.3) in Lemma 3.4
Since r = 1 (that is α1 = α2) in this section, we will just write α to denote α1 (or α2). In addition, many
expressions at the end of Section 5.1 can be greatly simplified. For example, the formulas for H(ξ1, ξ2, ξ2),
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P (ξ1), Q(ξ2), R(ξ1) can be rewritten as follows.
H(ξ1, ξ2, ξ3) =
3∑
i=1
Li = −3αξ1ξ2ξ3 + (β2 − β1)ξ2, (5.67)
P (ξ1) = L1 + L2 = 3αξ3ξ
2
1 + (3αξ
2
3 + β1 − β2)ξ1 + αξ33 − β2ξ3 − τ3 (5.68)
Q(ξ2) = L2 + L3 = 3αξ1ξ
2
2 + (3αξ
2
1 + β2 − β1)ξ2 + αξ31 − β1ξ1 − τ1 (5.69)
R(ξ1) = L1 + L3 = 3αξ2ξ
2
1 + 3αξ
2
2ξ1 + αξ
3
2 − β1ξ2 − τ2. (5.70)
Proof of Case (d) for (3.3) in Lemma 3.4. We adopt the notations (5.6) and (5.9). Again, it suffices
to prove ∫
A
|ξ1|〈ξ3〉s
3∏
i=1
|fi(ξi, τi)|
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3. (5.71)
Since 〈ξ3〉〈ξ1〉〈ξ2〉 ≤ 1, it suffices to consider the case when 0 < s ≤ 34 . Define b0 = 12 + s3 and consider any
b ∈ ( 12 , b0]. Then
1
2
< b ≤ 1
2
+
s
3
≤ 3
4
. (5.72)
We decompose A as A = ∪3i=1Ai, where
A1 = {(~ξ, ~τ ) ∈ A : |ξ1| ≤ 4},
A2 =
{
(~ξ, ~τ) ∈ A : |ξ1| > 4, |ξ3| ≥ 1
4
|ξ1|
}
,
A3 =
{
(~ξ, ~τ) ∈ A : |ξ1| > 4, |ξ3| < 1
4
|ξ1|
}
.
Contribution on A1: notice 〈ξ3〉s ≤ 〈ξ1〉s〈ξ2〉s, so the argument reduces to the A1 part of the proof in
Section 5.4.
Contribution on A2: since |ξ3| ≥ 14 |ξ1| > 1 on A2, then it follows from 〈ξ3〉s ≤ 〈ξ1〉s〈ξ2〉s that
∫
A2
|ξ1|〈ξ3〉s
3∏
i=1
|fi(ξi, τi)|
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b .
∫
R
∫
R
1{|ξ3|≥1}|ξ3‖f3|
〈L3〉1−b
(∫
R
∫
R
|f1f2|
〈L1〉b〈L2〉b dτ1dξ1
)
dτ3 dξ3.
By Cauchy-Schwartz argument and Lemma 5.1, it suffices to prove
sup
τ3∈R, |ξ3|≥1
|ξ3|
〈L3〉1−b
(∫
R
dξ1
〈P (ξ1)〉2b
) 1
2
≤ C, (5.73)
where P (ξ1) is defined as in (5.68). Since |ξ3| ≥ 1, P (ξ1) is a quadratic function in ξ1. As a result, it follows
from Lemma 5.2 that ∫
R
dξ1
〈P (ξ1)〉2b .
1
|ξ3| 12 〈L4〉 12
,
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where
L4 = αξ
3
3 − β2ξ3 − τ3 −
(3αξ23 + β1 − β2)2
12αξ3
=
1
4
αξ33 −
β1 + β2
2
ξ3 − (β1 − β2)
2
12αξ3
− τ3. (5.74)
For any |ξ3| ≥ 1 and sufficiently small β1 and β2, we have
〈L3〉〈L4〉 ≥ |L3 + L4| =
∣∣∣3
4
αξ33 +
β2 − β1
2
ξ3 +
(β1 − β2)2
12αξ3
∣∣∣
≥
∣∣∣3
4
αξ33
∣∣∣− ∣∣∣β2 − β1
2
ξ3
∣∣∣− (β1 − β2)2
12|αξ3|
& |ξ3|3.
Hence, it follows from (5.72) that
|ξ3|
〈L3〉1−b
(∫
R
dξ1
〈P (ξ1)〉2b
) 1
2
.
|ξ3| 34
〈L3〉1−b〈L4〉 14
≤
( |ξ3|3
〈L3〉〈L4〉
) 1
4
≤ C,
which verifies (5.73).
Contribution on A3: since |ξ3| < 14 |ξ1| on A3, then we have
3
4
|ξ1| ≤ |ξ2| ≤ 5
4
|ξ1|. (5.75)
Consequently,
∫
A3
|ξ1|〈ξ3〉s
3∏
i=1
|fi(ξi, τi)|
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b .
∫
R
∫
R
|ξ1|1−s|f1|
〈L1〉b
(∫
R
∫
R
1A3(
~ξ, ~τ ) |f2f3| dτ2dξ2
〈L2〉b〈L3〉1−b
)
dτ1 dξ1.
By Cauchy-Schwartz argument and Lemma 5.1, it suffices to prove
sup
τ1,ξ1∈R
|ξ1|1−s
〈L1〉b
(∫
R
1A3(
~ξ, ~τ) dξ2
〈Q(ξ2)〉2(1−b)
) 1
2
≤ C, (5.76)
where Q(ξ2) is defined as in (5.69). By direct calculation,
Q′(ξ2) = 3αξ1(2ξ2 + ξ1) + β2 − β1. (5.77)
Due to (5.75) and |ξ1| > 4, for any sufficiently small β1 and β2, we have
|Q′(ξ2)| & |ξ1|2 (5.78)
and
|Q(ξ2)| ≤ 10|α‖ξ31 |+ |L1|.
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Hence, ∫
R
1A3(
~ξ, ~τ ) dξ2
〈Q(ξ2)〉2(1−b)
≤
∫
|ξ2|≤ 54 |ξ1|
1
|Q′(ξ2)|
|Q′(ξ2)|
〈Q(ξ2)〉2(1−b)
dξ2
.
1
|ξ1|2
∫ 10|α‖ξ3
1
|+|L1|
0
dy
〈y〉2(1−b)
.
|ξ1|3(2b−1) + 〈L1〉2b−1
|ξ1|2 .
As a result,
LHS of (5.76) . sup
τ1∈R, |ξ1|≥1
|ξ1|1−s
(
|ξ1|3(b− 12 ) + 〈L1〉b− 12
)
〈L1〉b|ξ1| ≤ C,
where the last inequality is due to (5.72) which implies
(1− s) + 3
(
b− 1
2
)
≤ 1.
6 Sharpness of the Bilinear Estimates
This section will prove Proposition 3.6 through Proposition 3.9 which justify the sharpness of all the
bilinear estimates in Lemma 3.1 through Lemma 3.4. Since the Cases (b) and (d) in Proposition 3.6 and 3.8
have already been known and the Case (c) is similar to the Case (c) in Proposition 3.9. Hence, we will only
prove Proposition 3.7, Proposition 3.9 and Case (a) in Proposition 3.6 and 3.8. For any set E, we use |E| to
denote its area.
Lemma 6.1. Let Ei ⊂ R2 (1 ≤ i ≤ 3) be bounded regions such that E1 + E2 ⊆ −E3. That is
− (ξ1 + ξ2, τ1 + τ2) ∈ E3, ∀ (ξi, τi) ∈ Ei, 1 ≤ i ≤ 2. (6.1)
Then ∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
3∏
i=1
1Ei(ξi, τi) = |E1‖E2|.
Proof. Rewriting the left hand side as∫∫
E1
(∫∫
E2
1E3
(− (ξ1 + ξ2),−(τ1 + τ2)) dξ2dτ2) dξ1dτ1,
then the conclusion follows from (6.1).
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6.1 Proof for Case (a) in Proposition 3.6
Let r < 14 . Suppose there exist s ∈ R and b ∈ R such that (3.3) holds, then it will be shown that s ≥ − 34 .
Similar to Lemma 5.4, there exists a constant C = C(α1, α2, s, b) such that
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ3〈ξ3〉s
3∏
i=1
fi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3, (6.2)
where
L1 = τ1 − α1ξ31 , L2 = τ2 − α1ξ32 , L3 = τ3 − α2ξ33 . (6.3)
The resonance function
H(ξ1, ξ2, ξ3) =
3∑
i=1
Li = α1ξ3
[
(1 − r)ξ21 − (1 + 2r)ξ1ξ2 + (1− r)ξ22
]
.
Let N be any large number. Define
B1 = {(ξ1, τ1) : N − 1 ≤ ξ1 ≤ N, 1
2
N ≤ |τ1 − α1ξ31 | ≤ N},
B2 = {(ξ2, τ2) : −N − 2 ≤ ξ2 ≤ −N − 1, 1
2
N ≤ |τ2 − α1ξ32 | ≤ N}.
For any (ξ1, τ1) ∈ B1 and (ξ2, τ2) ∈ B2, define (ξ3, τ3) = −(ξ1+ξ2, τ1+τ2). Then it is obvious that 1 ≤ ξ3 ≤ 3.
Moreover, since |ξ1 −N | ≤ 1 and |ξ2 +N | ≤ 2, it is easy to see that
α1ξ
3
1 + α1ξ
3
2 = α1(ξ1 −N +N)3 + α1(ξ2 +N −N)3
= 3α1(ξ1 −N)N2 + 3α1(ξ2 +N)N2 + O(N)
= −3α1N2ξ3 +O(N).
As a result, it follows from |τ1 − α1ξ31 | ≤ N and |τ2 − α1ξ32 | ≤ N that
|τ3 − 3α1N2ξ3| = O(N).
Thus, B1 +B2 ⊆ −B3 holds if we choose a suitably large constant C1 and define
B3 = {(ξ3, τ3) : 1 ≤ ξ3 ≤ 3, |τ3 − 3α1N2ξ3| ≤ C1N}.
Next, by choosing fi = 1Bi for 1 ≤ i ≤ 3, it follows from (6.2) that
C
3∏
i=1
|Bi| 12 ≥
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ3〈ξ3〉s
3∏
i=1
1Bi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b . (6.4)
By direct calculations, |B1| ∼ |B2| ∼ |B3| ∼ N . In addition, for any (ξi, τi) ∈ Bi, 1 ≤ i ≤ 3, we have
|L1| ∼ N, |L2| ∼ N, |H(ξ1, ξ2, ξ3)| ∼ N2.
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As a result, |L3| = |H − L1 − L2| ∼ N2. Therefore, it follows from (6.4) and Lemma 6.1 that
N
3
2 &
1
N2sN2bN2(1−b)
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
3∏
i=1
1Bi(ξi, τi) =
|B1‖B2|
N2sN2
∼ 1
N2s
.
Then we conclude s ≥ − 34 by sending N →∞.
6.2 Proof for Proposition 3.7
(a) Suppose there exist s < − 1312 and b ∈ R such that (3.2) holds. Then according to Lemma 5.4, there
exists a constant C = C(α1, α2, s, b) such that
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ3〈ξ3〉s
3∏
i=1
fi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3, (6.5)
where
L1 = τ1 − α1ξ31 , L2 = τ2 − α2ξ32 , L3 = τ3 − α1ξ33 . (6.6)
The resonance function
H(ξ1, ξ2, ξ3) =
3∑
i=1
Li = α1ξ2
[
(1− r)ξ22 + 3ξ2ξ1 + 3ξ21
]
.
• Part I: Let N be any large number. Define
B1 = {(ξ1, τ1) : N − 1 ≤ ξ1 ≤ N, |τ1 − α1ξ31 | ≤ 1},
B2 = {(ξ2, τ2) : −N − 2 ≤ ξ2 ≤ −N − 1, |τ2 − α2ξ32 | ≤ 1}.
For any (ξ1, τ1) ∈ B1 and (ξ2, τ2) ∈ B2, define (ξ3, τ3) = −(ξ1 + ξ2, τ1 + τ2). Then 1 ≤ ξ3 ≤ 3.
Moreover, since |ξ1 −N | ≤ 1 and |ξ2 +N | ≤ 2, it is easy to see that
α1ξ
3
1 + α2ξ
3
2 = α1(ξ1 −N +N)3 + α2(ξ2 +N −N)3
= α1N
3 − α2N3 +O(N2).
Then it follows from |τ1 − α1ξ31 | ≤ 1 and |τ2 − α2ξ32 | ≤ 1 that
|τ3 + α1N3 − α2N3| = O(N2).
Thus, B1 +B2 ⊆ −B3 holds if we choose a suitably large constant C1 and define
B3 = {(ξ3, τ3) : 1 ≤ ξ3 ≤ 3, |τ3 + α1N3 − α2N3| ≤ C1N2}.
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Next, by choosing fi = 1Bi for 1 ≤ i ≤ 3, it follows from (6.5) that
C
3∏
i=1
|Bi| 12 ≥
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ3〈ξ3〉s
3∏
i=1
1Bi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b . (6.7)
By direct calculations, |B1| = |B2| = 2 and |B3| ∼ N2. In addition, for any (ξi, τi) ∈ Bi, 1 ≤ i ≤ 3,
we have
|L1| ≤ 1, |L2| ≤ 1, |H(ξ1, ξ2, ξ3)| ∼ N3.
As a result, |L3| = |H − L1 − L2| ∼ N3. Hence it follows from (6.7) and Lemma 6.1 that
N &
1
N2sN3(1−b)
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
3∏
i=1
1Bi(ξi, τi) =
|B1‖B2|
N2sN3(1−b)
∼ 1
N2sN3(1−b)
.
Let N →∞, then
b ≤ 4 + 2s
3
. (6.8)
• Part II: Similarly, for large number N , we define
B1 = {(ξ1, τ1) : N −N− 12 ≤ ξ1 ≤ N, |τ1 − α1ξ31 | ≤ 1},
B3 = {(ξ3, τ3) : N −N− 12 ≤ ξ3 ≤ N, |τ3 − α1ξ33 | ≤ 1}.
For any (ξ1, τ1) ∈ B1 and (ξ3, τ3) ∈ B3, define (ξ2, τ2) = −(ξ1 + ξ3, τ1 + τ3). Then −2N ≤ ξ2 ≤
−2N + 2N− 12 . Moreover, noticing
α1ξ
3
1 + α1ξ
3
3 = α1(ξ1 + ξ3)
[
(ξ1 + ξ3)
2
4
+
3(ξ1 − ξ3)2
4
]
= −α1ξ
3
2
4
+O(1),
then it is easy to see that ∣∣∣τ2 − α1
4
ξ32
∣∣∣ = O(1).
Thus, B1 +B3 ⊆ −B2 holds if we choose a suitably large constant C2 and define
B2 =
{
(ξ2, τ2) : −2N ≤ ξ2 ≤ −2N + 2N− 12 ,
∣∣τ2 − α1
4
ξ32
∣∣ ≤ C2}.
Next, by choosing fi = 1Bi for 1 ≤ i ≤ 3, it follows from (6.5) that
C
3∏
i=1
|Bi| 12 ≥
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ3〈ξ3〉s
3∏
i=1
1Bi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b . (6.9)
By direct calculation, |B1| ∼ |B3| ∼ |B2| ∼ N− 12 . In addition, for any (ξi, τi) ∈ Bi, 1 ≤ i ≤ 3, we
have
|L1| ≤ 1, |L3| ≤ 1, |H(ξ1, ξ2, ξ3)| ∼ N3.
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As a result, |L2| = |H − L1 − L3| ∼ N3. Thus, it follows from (6.9) and Lemma 6.1 that
N−
3
4 &
N1+s
N2sN3b
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
3∏
i=1
1Bi(ξi, τi) =
N |B1‖B3|
NsN3b
∼ 1
NsN3b
.
Let N →∞, then
b ≥ 1
4
− s
3
. (6.10)
When s < − 1312 , it follows from (6.8) and (6.10) that 1118 < b < 1118 which is a contradiction.
(b) Let − 1312 ≤ s ≤ −1. The argument is exactly the same as the above and we conclude that (6.8) and
(6.10) are necessary conditions on b such that (3.2) holds.
(c) Let −1 < s < − 34 . The argument in Part II is the same as above and we obtain the lower bound for b
as in (6.10). In order to get the desired upper bound, we define Define
B1 = {(ξ1, τ1) : N − 1 ≤ ξ1 ≤ N, |τ1 − α1ξ31 | ≤ 1},
B2 = {(ξ2, τ2) : N − 1 ≤ ξ2 ≤ N, |τ2 − α2ξ32 | ≤ 1}.
For any (ξ1, τ1) ∈ B1 and (ξ2, τ2) ∈ B2, define (ξ3, τ3) = −(ξ1+ ξ2, τ1+ τ2). Then −2N ≤ ξ3 ≤ −2N +2.
Moreover, since |ξ1 −N | ≤ 1 and |ξ2 −N | ≤ 1, it is easy to see that
|τ3 + α1N3 + α2N3| = O(N2).
Thus, B1 +B2 ⊆ −B3 holds if we choose a suitably large constant C3 and define
B3 = {(ξ3, τ3) : −2N ≤ ξ3 ≤ −2N + 2, |τ3 + α1N3 + α2N3| ≤ C3N2}.
Next, by choosing fi = −1Bi for 1 ≤ i ≤ 3, it follows from (6.5) that
C
3∏
i=1
|Bi| 12 ≥
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
−ξ3〈ξ3〉s
3∏
i=1
1Bi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b . (6.11)
By direct calculation, |B1| = |B2| = 2 and |B3| ∼ N2. In addition, for any (ξi, τi) ∈ Bi, 1 ≤ i ≤ 3, we
have
|L1| ≤ 1, |L2| ≤ 1, |H(ξ1, ξ2, ξ3)| ∼ N3.
As a result, |L3| = |H − L1 − L2| ∼ N3. Therefore, it follows from (6.11) and Lemma 6.1 that
N &
N1+s
N2sN3(1−b)
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
3∏
i=1
1Bi(ξi, τi) =
N |B1‖B2|
NsN3(1−b)
∼ N
NsN3(1−b)
.
Let N →∞, then b ≤ 1 + s3 .
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6.3 Proof for Case (a) in Proposition 3.8
Let 0 < r < 14 , where r =
α2
α1
. Suppose there exist s < − 34 and b ∈ R such that (3.2) holds. Then similar
to Section 6.2, (6.5) holds where Li (1 ≤ i ≤ 3) are given by (6.6).
• Part I: Let N be any large number. Define
B1 = {(ξ1, τ1) : N −N− 12 ≤ ξ1 ≤ N, |τ1 − α1ξ31 | ≤ 1},
B2 = {(ξ2, τ2) : r− 12N −N− 12 ≤ ξ2 ≤ r− 12N, |τ2 − α2ξ32 | ≤ 1}.
The choice of B1 and B2 is such that the slope of the curve τ1 = α1ξ
3
1 at ξ1 = N equals the slope
of the curve τ2 = α2ξ
3
2 at ξ2 = r
− 1
2N . This is possible only when r > 0. For any (ξ1, τ1) ∈ B1 and
(ξ2, τ2) ∈ B2, define (ξ3, τ3) = −(ξ1 + ξ2, τ1 + τ2). Then
−(1 + r− 12 )N ≤ ξ3 ≤ −(1 + r− 12 )N + 2N− 12 .
Moreover, since |ξ1 −N | ≤ N− 12 and |ξ2 − r− 12N | ≤ N− 12 , then
α1ξ
3
1 + α2ξ
3
2 = α1(ξ1 −N +N)3 + α2
(
ξ2 − r− 12N + r− 12N
)3
= 3α1(ξ1 −N)N2 + α1N3 + 3α2
(
ξ2 − r− 12N
)
r−1N2 + α2
(
r−
1
2N
)3
+O(1).
Noticing α2 r
−1 = α1, we obtain
α1ξ
3
1 + α2ξ
3
2 = 3α1(ξ1 −N)N2 + 3α1
(
ξ2 − r− 12N
)
N2 + α1N
3 + α1r
− 1
2N3 +O(1)
= −3α1N2ξ3 − 2α1
(
1 + r−
1
2
)
N3 +O(1).
As a result, it follows from |τ1 − α1ξ31 | ≤ 1 and |τ2 − α2ξ32 | ≤ 1 that∣∣τ3 − 3α1N2ξ3 − 2α1(1 + r− 12 )N3∣∣ = O(1).
Thus, B1 +B2 ⊆ −B3 holds if we choose a suitably large constant C1 and define
B3 =
{
(ξ3, τ3) : −
(
1+r−
1
2
)
N ≤ ξ3 ≤ −
(
1+r−
1
2
)
N+2N−
1
2 ,
∣∣τ3−3α1N2ξ3−2α1(1+r− 12 )N3∣∣ ≤ C1}.
Next, by choosing fi = −1Bi for 1 ≤ i ≤ 3, it follows from (6.5) that
C
3∏
i=1
|Bi| 12 ≥
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
−ξ3〈ξ3〉s
3∏
i=1
1Bi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b . (6.12)
By direct calculation, |B1| ∼ |B2| ∼ |B3| ∼ N− 12 . Moreover, for any (ξi, τi) ∈ Bi, 1 ≤ i ≤ 3, we have
|L1| ≤ 1, |L2| ≤ 1, |H(ξ1, ξ2, ξ3)| ∼ N3.
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As a result, |L3| = |H − L1 − L2| ∼ N3. Hence, it follows from (6.12) and Lemma 6.1 that
N−
3
4 &
N1+s
N2sN3(1−b)
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
3∏
i=1
1Bi(ξi, τi) =
N |B1‖B2|
Ns+3(1−b)
∼ 1
Ns+3(1−b)
.
Let N →∞, then
b ≤ 3
4
+
s
3
. (6.13)
• Part II: By the same argument as that in Part II of Section 6.2, (6.10) still holds.
Consequently when s < − 34 , it follows from (6.13) and (6.10) that 12 < b < 12 which is a contradiction.
6.4 Proof for Proposition 3.9
We will only prove for (3.3) since the proof for (3.4) is similar.
(a) Let r < 14 . Suppose there exist s ∈ R and b ∈ R such that (3.3) holds, then it will be shown that s ≥ − 34 .
Similar to Lemma 5.4, there exists a constant C = C(α1, α2, s, b) such that
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ1〈ξ3〉s
3∏
i=1
fi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3, (6.14)
where
L1 = τ1 − α1ξ31 , L2 = τ2 − α2ξ32 , L3 = τ3 − α1ξ33 .
The resonance function
H(ξ1, ξ2, ξ3) =
3∑
i=1
Li = α1ξ2
[
(1− r)ξ22 + 3ξ2ξ1 + 3ξ21
]
. (6.15)
Let N be any large number. Define
B1 =
{
(ξ1, τ1) : N −N− 12 ≤ ξ1 ≤ N, 1
2
N
3
2 ≤ |τ1 − α1ξ31 | ≤ N
3
2
}
,
B2 =
{
(ξ2, τ2) : −N −N− 12 ≤ ξ2 ≤ −N, 1
2
N
3
2 ≤ |τ2 − α2ξ32 | ≤ N
3
2
}
.
For any (ξ1, τ1) ∈ B1 and (ξ2, τ2) ∈ B2, define (ξ3, τ3) = −(ξ1 + ξ2, τ1 + τ2). Then 0 ≤ ξ3 ≤ 2N−2.
Moreover, since |ξ1 −N | ≤ N− 12 and |ξ2 +N | ≤ N− 12 , then
α1ξ
3
1 + α2ξ
3
2 = α1(ξ1 −N +N)3 + α2(ξ2 +N −N)3
= α1N
3 − α2N3 +O(N 32 ).
As a result, it follows from |τ1 − α1ξ31 | ≤ N
3
2 and |τ2 − α2ξ32 | ≤ N
3
2 that
|τ3 + α1N3 − α2N3| = O(N 32 ).
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Thus, B1 +B2 ⊆ −B3 holds if we choose a suitably large constant C1 and define
B3 = {(ξ3, τ3) : 0 ≤ ξ3 ≤ 2N− 12 , |τ3 + α1N3 − α2N3| ≤ C1N 32 }.
Next, by choosing fi = 1Bi for 1 ≤ i ≤ 3, it follows from (6.14) that
C
3∏
i=1
|Bi| 12 ≥
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ1〈ξ3〉s
3∏
i=1
1Bi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b . (6.16)
By direct calculation, |B1| ∼ |B2| ∼ |B3| ∼ N . In addition, for any (ξi, τi) ∈ Bi, 1 ≤ i ≤ 3, we have
|L1| ∼ N 32 , |L2| ∼ N 32 , |H(ξ1, ξ2, ξ3)| ∼ N3.
As a result, |L3| = |H − L1 − L2| ∼ N3. Thus, it follows from (6.16) and Lemma 6.1 that
N
3
2 &
N
N2sN3bN3(1−b)
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
3∏
i=1
1Bi(ξi, τi) =
N |B1‖B2|
N2sN3
∼ 1
N2s
.
Then we conclude that s ≥ − 34 by sending N →∞.
(b) Let r > 14 and r 6= 1. Suppose there exists s ∈ R and b ∈ R such that (6.14) holds, then it will be shown
that s ≥ 0. Recall the resonance function H in (6.15), when ξ1 6= 0, it can be rewritten as
H(ξ1, ξ2, ξ3) = α1ξ2ξ
2
1h
(ξ2
ξ1
)
,
where h is given by (5.12). That is h(x) = (1− r)x2 +3x+3. When r > 14 and r 6= 1, it is easy to check
that h(x) has two distinct solutions x1r and x2r which do not equal to −1 or 0. In particular, for any
large N , we have x1rN ∼ (1 + x1r)N ∼ N and
H(ξ1, ξ2, ξ3) = α1ξ2ξ
2
1(1− r)
( ξ2
ξ1
− x1r
)(ξ2
ξ1
− x2r
)
= (α1 − α2) ξ2(ξ2 − x1rξ1)(ξ2 − x2rξ1). (6.17)
Define
B1 = {(ξ1, τ1) : N −N−2 ≤ ξ1 ≤ N, |τ1 − α1ξ31 | ≤ 1},
B2 = {(ξ2, τ2) : x1rN −N−2 ≤ ξ2 ≤ x1rN, |τ2 − α2ξ32 | ≤ 1}.
For any (ξ1, τ1) ∈ B1 and (ξ2, τ2) ∈ B2, define (ξ3, τ3) = −(ξ1 + ξ2, τ1 + τ2). Then
−(1 + x1r)N ≤ ξ3 ≤ −(1 + x1r)N + 2N−2.
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Moreover, since |ξ1 −N | ≤ N−2 and |ξ2 − x1rN | ≤ N−2, it is easy to see that
α1ξ
3
1 + α2ξ
3
2 = α1(ξ1 −N +N)3 + α2
(
ξ2 − x1rN + x1rN
)3
= α1N
3 + α2(x1rN)
3 +O(1).
Thus, B1 +B2 ⊆ −B3 holds if we choose a suitably large constant C1 and define
B3 = {(ξ3, τ3) : −(1 + x1r)N ≤ ξ3 ≤ −(1 + x1r)N + 2N−2, |τ3 + α1N3 + α2(x1rN)3| ≤ C1}.
Next, by choosing fi = 1Bi for 1 ≤ i ≤ 3, it follows from (6.14) that
C
3∏
i=1
|Bi| 12 ≥
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ1〈ξ3〉s
3∏
i=1
1Bi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b . (6.18)
By direct calculations, |B1| ∼ |B2| ∼ |B3| ∼ N−2. On the other hand, for any (ξi, τi) ∈ Bi, 1 ≤ i ≤ 3,
we have |L1| ≤ 1 and |L2| ≤ 1. Moreover, noticing that |ξ2 − x1rξ1| = O(N−2), so
H(ξ1, ξ2, ξ3) = (α1 − α2) ξ2(ξ2 − x1rξ1)(ξ2 − x2rξ1) = O(1),
which implies |L3| = |H − L1 − L2| = O(1). Hence, it follows from (6.18) and Lemma 6.1 that
N−3 &
N1+s
N2s
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
3∏
i=1
1Bi(ξi, τi) = N
1−s|B1‖B2| ∼ N−3−s.
Then we conclude s ≥ 0 by sending N →∞.
(c) Let r = 14 . Suppose there exist s ∈ R and b ∈ R such that (6.14) holds, then it will be shown that s ≥ 34 .
We use the same notations as those in the above Case (b). Since r = 14 , the two solutions x1r and x2r
of h(x) = 0 are both equal to -2. Thus, (6.17) becomes
H(ξ1, ξ2, ξ3) =
3α1
4
ξ2(ξ2 + 2ξ1)
2. (6.19)
Define
B1 = {(ξ1, τ1) : N −N− 12 ≤ ξ1 ≤ N, |τ1 − α1ξ31 | ≤ 1},
B2 = {(ξ2, τ2) : −2N −N− 12 ≤ ξ2 ≤ −2N, |τ2 − α2ξ32 | ≤ 1}.
For any (ξ1, τ1) ∈ B1 and (ξ2, τ2) ∈ B2, define (ξ3, τ3) = −(ξ1 + ξ2, τ1 + τ2). Then
N ≤ ξ3 ≤ N + 2N− 12 .
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Moreover, since |ξ1 −N | ≤ N− 12 and |ξ2 + 2N | ≤ N− 12 , it follows from α2 = α14 that
α1ξ
3
1 + α2ξ
3
2 = α1(ξ1 −N +N)3 +
α1
4
(
ξ2 + 2N − 2N
)3
= 3α1(ξ1 −N)N2 + α1N3 + 3α1
4
(ξ2 + 2N)(2N)
2 − α1
4
(2N)3 +O(1)
= −3α1N2ξ3 + 2α1N3 +O(1).
Thus, B1 +B2 ⊆ −B3 holds if we choose a suitably large constant C1 and define
B3 = {(ξ3, τ3) : N ≤ ξ3 ≤ N + 2N− 12 , |τ3 − 3α1N2ξ3 + 2α1N3| ≤ C1}.
Next, by choosing fi = 1Bi for 1 ≤ i ≤ 3, it follows from (6.14) that
C
3∏
i=1
|Bi| 12 ≥
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ1〈ξ3〉s
3∏
i=1
1Bi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b . (6.20)
By direct calculations, |B1| ∼ |B2| ∼ |B3| ∼ N− 12 . For any ξi, τi) ∈ Bi, 1 ≤ i ≤ 3, we have |L1| ≤ 1 and
|L2| ≤ 1. In addition, noticing that |ξ2 + 2ξ1| = O(N− 12 ), so it follows from (6.19) that
H(ξ1, ξ2, ξ3) =
3α1
4
ξ2(ξ2 + 2ξ1)
2 = O(1),
which implies |L3| = |H − L1 − L2| = O(1). Therefore, it follows from (6.20) and Lemma 6.1 that
N−
3
4 &
N1+s
N2s
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
3∏
i=1
1Bi(ξi, τi) = N
1−s|B1‖B2| ∼ N−s.
Then we obtain s ≥ 34 by sending N →∞.
(d) Let r = 1 and suppose there exist s ∈ R and b ∈ R such that (6.14) holds. Then it will be shown that
s ≥ 0. We denote α1 = α2 = α, then Li = τi−αξ3i and the resonance function H in this case reduces to
H(ξ1, ξ2, ξ3) = −3αξ1ξ2ξ3. (6.21)
Let N be any large number. Define
B1 = {(ξ1, τ1) : N −N−2 ≤ ξ1 ≤ N, |τ1 − αξ31 | ≤ 1},
B2 = {(ξ2, τ2) : −N − 2N−2 ≤ ξ2 ≤ −N −N−2, |τ2 − αξ32 | ≤ 1}.
For any (ξ1, τ1) ∈ B1 and (ξ2, τ2) ∈ B2, define (ξ3, τ3) = −(ξ1 + ξ2, τ1 + τ2). Then N−2 ≤ ξ3 ≤ 3N−2.
Moreover, since |ξ1 −N | ≤ N−2 and |ξ2 +N | ≤ 2N−2, then
αξ31 + αξ
3
2 = α(ξ1 −N +N)3 + α
(
ξ2 +N −N
)3
= αN3 − αN3 +O(1) = O(1).
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As a result, it follows from |τ1 − αξ31 | ≤ 1 and |τ2 − αξ32 | ≤ 1 that |τ3| = O(1). Thus, B1 + B2 ⊆ −B3
holds if we choose a suitably large constant C1 and define
B3 = {(ξ3, τ3) : N−2 ≤ ξ3 ≤ 3N−2, |τ3| ≤ C1}.
Next, by choosing fi = 1Bi for 1 ≤ i ≤ 3, it follows from (6.14) that
C
3∏
i=1
|Bi| 12 ≥
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
ξ1〈ξ3〉s
3∏
i=1
1Bi(ξi, τi)
〈ξ1〉s〈ξ2〉s〈L1〉b〈L2〉b〈L3〉1−b . (6.22)
By direct calculations, |B1| ∼ |B2| ∼ |B3| ∼ N−2. For any (ξi, τi) ∈ Bi, 1 ≤ i ≤ 3, we have
|L1| ≤ 1, |L2| ≤ 1, |H(ξ1, ξ2, ξ3)| ∼ |ξ1ξ2ξ3| ∼ 1.
As a result, |L3| = |H − L1 − L2| . 1. Hence, it follows from (6.22) and Lemma 6.1 that
N−3 &
N
N2s
∫
3∑
i=1
ξi=0
∫
3∑
i=1
τi=0
3∏
i=1
1Bi(ξi, τi) =
N |B1‖B2|
N2s
∼ N
−3
N2s
.
Then we conclude s ≥ 0 by sending N →∞.
Appendix
A Case (d) in Lemma 3.3
When β1 = β2, the Case (d) in Lemma 3.1 and Lemma 3.3 follow directly from [31] for the classical KdV
case. However, if β1 6= β2, no matter how small they are, the argument is slightly different and requires
more delicate analysis. So for the sake of completeness, we still include its proof in the appendix. We will
only prove the Case (d) for Lemma 3.3 since the proof for Lemma 3.1 is similar.
Proof. We write α = α1 = α2 and adopt the notations (5.6), (5.9) and (5.67)-(5.70). In addition, we denote
ρ = −s. Then according to Lemma 5.4, it suffices to prove
∫
A
|ξ3|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3. (A.1)
Since 〈ξ1〉〈ξ2〉〈ξ3〉 ≥ 1, it suffices to consider the case when 916 ≤ ρ < 34 , that is − 34 < s ≤ − 916 . Define b0 = 34 + s3
and consider any b ∈ ( 12 , b0]. Then
1
2
< b ≤ 3
4
− ρ
3
. (A.2)
According to the expression (5.67) for the resonance function H , it may vanish when ξ2 = 0 or ξ1ξ3 is small
(since β1 and β2 are expected to be small). Based on this observation, we divide the integral domain A as
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A = ∪3i=1Ai, where
A1 = {(~ξ, ~τ) ∈ A : |ξ1| ≤ 1 or |ξ2| ≤ 1},
A2 =
{
(~ξ, ~τ) ∈ A : |ξ1| > 1, |ξ2| > 1, |ξ3| ≤ 1
4|ξ1|
}
,
A3 =
{
(~ξ, ~τ) ∈ A : |ξ1| > 1, |ξ2| > 1, |ξ3| > 1
4|ξ1|
}
.
Contribution on A1: no matter |ξ1| ≤ 1 or |ξ2| ≤ 1, 〈ξ1〉〈ξ2〉 . 〈ξ3〉 always holds. So
∫
A1
|ξ3|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b .
∫
A1
|ξ3|
3∏
i=1
|fi(ξi, τi)|
〈L1〉b〈L2〉b〈L3〉1−b
=
∫
R
∫
R
|f3|
〈L3〉1−b
(∫
R
∫
R
1A1(
~ξ, ~τ ) |ξ3‖f1f2|
〈L1〉b〈L2〉b dτ1dξ1
)
dτ3 dξ3.
Then by Cauchy-Schwartz argument and Lemma 5.1, it suffices to show
sup
τ3,ξ3∈R
|ξ3|
〈L3〉1−b
(∫
R
1A1(
~ξ, ~τ) dξ1
〈P (ξ1)〉2b
) 1
2
≤ C, (A.3)
where P (ξ1) is defined as in (5.68).
• If |ξ3| ≤ 1, then |ξ1| ≤ 2 for any (~ξ, ~τ ) ∈ A1. As a result,
|ξ3|
〈L3〉1−b
(∫
R
1A1(
~ξ, ~τ ) dξ1
〈P (ξ1)〉2b
) 1
2
≤
( ∫
|ξ1|≤2
dξ1
〈P (ξ1)〉2b
) 1
2
≤ 2.
• If |ξ3| > 1, then by the same argument as that for A2 part in Section 5.6, we also have
|ξ3|
〈L3〉1−b
(∫
R
1A1(
~ξ, ~τ) dξ1
〈P (ξ1)〉2b
) 1
2
≤ C.
Thus, (A.3) is verified.
Contribution on A2: since |ξi| > 1, then 〈ξi〉 ∼ |ξi| for i = 1, 2. Hence,
∫
A2
|ξ3|〈ξ1〉ρ〈ξ2〉ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b .
∫
R
∫
R
|f1‖ξ1|ρ
〈L1〉b
(∫
R
∫
R
1A2(
~ξ, ~τ)|ξ3‖ξ2|ρ|f2f3|
〈ξ3〉ρ〈L2〉b〈L3〉1−b dτ2dξ2
)
dτ1 dξ1.
By Cauchy-Schwartz argument and Lemma 5.1, it reduces to prove
sup
τ1,ξ1∈R
|ξ1|ρ
〈L1〉b
(∫
R
1A2(
~ξ, ~τ )|ξ3|2|ξ2|2ρ dξ2
〈P (ξ1)〉2(1−b)
) 1
2
≤ C. (A.4)
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It is easily seen that |ξ2| ∼ |ξ1| on A2, so it suffices to show
sup
τ1∈R, |ξ1|≥1
|ξ1|2ρ
(∫
R
1A2(
~ξ, ~τ)|ξ3|2 dξ2
) 1
2
≤ C. (A.5)
Since |ξ3| ≤ 14|ξ1| on A2, then it follows from ξ3 = −(ξ1 + ξ2) that
−ξ1 − 1
4|ξ1| ≤ ξ2 ≤ −ξ1 +
1
4|ξ1| .
Hence, ∫
R
1A2(
~ξ, ~τ )|ξ3|2 dξ2 ≤ |ξ1|−2
−ξ1+ 14|ξ1|∫
−ξ1− 14|ξ1|
dξ2 ≤ |ξ1|−3,
which implies (A.5) since ρ < 34 and |ξ1| ≥ 1.
Contribution on A3: since |ξ1| ≥ 1 and |ξ2| ≥ 1 on A3, it reduces to prove
∫
A3
|ξ3‖ξ1ξ2|ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b ≤ C
3∏
i=1
‖fi‖L2
ξτ
, ∀ {fi}1≤i≤3,
In addition, since |ξ1ξ3| ≥ 14 on A3, then it follows from (5.67) that for any |β1|+ |β2| ≤ |α|2 , we have
|H(ξ1, ξ2, ξ3)| ≥ 3|α‖ξ1ξ2ξ3| − |β2 − β1‖ξ2|
≥ |α‖ξ1ξ2ξ3|.
Denote MAX = max{〈L1〉, 〈L2〉, 〈L3〉}. Then
MAX ≥ |H |
3
≥ |α|
3
|ξ1ξ2ξ3|. (A.6)
We further decompose A3 as A3 = ∪3i=1A3i, where
A3i = {(~ξ, ~τ) ∈ A3 : 〈Li〉 = MAX}, 1 ≤ i ≤ 3.
• Contribution on A33: in this region,
〈L3〉 = MAX ≥ |α|
3
|ξ1ξ2ξ3|. (A.7)
In addition, the following relation holds on A33.
1
|ξ3| ≤
(
2 +
96
|α|
)
〈L3〉. (A.8)
In order to prove this inequality, we only need to consider the case when |ξ3| < 12 , since otherwise (A.8)
holds automatically. Consequently, we have |ξ1| > 1 > 2|ξ3|, which implies |ξ2| ≥ 12 |ξ1|. As a result,
|ξ1ξ2ξ23 | ≥
1
2
|ξ1ξ3|2 ≥ 1
32
.
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Hence, it follows from (A.7) that
1
|ξ3| ≤ 32|ξ1ξ2ξ3| ≤
96〈L3〉
|α| ,
which verifies (A.8). Define
Ω =
{
(ξ3, τ3) ∈ R2 : ξ3 6= 0 and 1|ξ3| ≤
(
2 +
96
|α|
)
〈L3〉
}
.
Then (ξ3, τ3) ∈ Ω for any (~ξ, ~τ ) ∈ A33. Notice (A.7) implies |ξ3‖ξ1ξ2|ρ . 〈L3〉ρ|ξ3|1−ρ. Therefore,
∫
A3
|ξ3‖ξ1ξ2|ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b
.
∫
A3
1Ω(ξ3, τ3)〈L3〉ρ+b−1|ξ3|1−ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b
≤
∫
R
∫
R
|f3|1Ω(ξ3, τ3)〈L3〉ρ+b−1|ξ3|1−ρ
〈ξ3〉ρ
(∫
R
∫
R
|f1f2|
〈L1〉b〈L2〉b dτ1dξ1
)
dτ3 dξ3.
By Cauchy-Schwartz argument and Lemma 5.1, it suffices to show
sup
τ3, ξ3∈R
1Ω(ξ3, τ3)〈L3〉ρ+b−1|ξ3|1−ρ
〈ξ3〉ρ
(∫
R
dξ1
〈P (ξ1)〉2b
) 1
2
≤ C. (A.9)
Then based on the expression (5.68) for P (ξ1) and Lemma 5.2,∫
R
dξ1
〈P (ξ1)〉2b ≤
1
|ξ3| 12 〈L4〉 12
,
where L4 is given by (5.74). That is
L4 =
1
4
αξ33 −
β1 + β2
2
ξ3 − (β1 − β2)
2
12αξ3
− τ3. (A.10)
Thus,
LHS of (A.9) ≤ sup
ξ3,τ3∈R
1Ω(ξ3, τ3)〈L3〉ρ+b−1|ξ3| 34−ρ
〈ξ3〉ρ− 34 〈L4〉 14
≤ sup
ξ3,τ3∈R
1Ω(ξ3, τ3)〈L3〉ρ+b−1
〈ξ3〉2ρ− 34 〈L4〉 14
. (A.11)
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Based on the expression (A.10) for L4, we have
〈L3〉 = 〈τ3 − αξ33 + β1ξ3〉
=
〈
− L4 − 3α
4
ξ33 +
β1 − β2
2
ξ3 − (β1 − β2)
2
12αξ3
〉
≤ 〈L4〉+
∣∣∣3α
4
ξ33 −
β1 − β2
2
ξ3
∣∣∣+ (β1 − β2)2
12|α|
1
|ξ3| .
So for any (ξ3, τ3) ∈ Ω,
〈L3〉 ≤ 〈L4〉+
∣∣∣3α
4
ξ33 −
β1 − β2
2
ξ3
∣∣∣+ (β1 − β2)2
12|α|
(
2 +
96
|α|
)
〈L3〉. (A.12)
When |β1|+ |β2| is sufficiently small such that
(β1 − β2)2
12|α|
(
2 +
96
|α|
)
≤ 1
2
,
then it follows from (A.12) that
〈L3〉 ≤ 2
(
〈L4〉+
∣∣∣3α
4
ξ33 − β1ξ3
∣∣∣) . 〈L4〉+ |ξ3|3.
Thus,
RHS of (A.11) ≤ sup
ξ3,τ3∈R
1Ω(ξ3, τ3)
(〈L4〉+ |ξ3|3)ρ+b−1
〈ξ3〉2ρ− 34 〈L4〉 14
≤ C,
where the last inequality is due to (A.2) which implies{
ρ+ b− 1 ≤ 14 ,
3(ρ+ b− 1) ≤ 2ρ− 34 .
• Contribution on A31: since 〈L1〉 = MAX on A31, then
〈L1〉 = MAX ≥ |α|
3
|ξ1ξ2ξ3| (A.13)
and
1
〈L1〉b〈L3〉1−b
≤ 1〈L1〉1−b〈L3〉b .
As a result,
∫
A31
|ξ3‖ξ1ξ2|ρ
3∏
i=1
|fi(ξi, τi)|
〈ξ3〉ρ〈L1〉b〈L2〉b〈L3〉1−b ≤
∫
R
∫
R
|f1‖ξ1|ρ
〈L1〉1−b
(∫
R
∫
R
1A31(
~ξ, ~τ)|ξ3‖ξ2|ρ|f2f3|
〈ξ3〉ρ〈L2〉b〈L3〉b dτ2dξ2
)
dτ1 dξ1.
By Cauchy-Schwartz argument and Lemma 5.1, it suffices to prove
sup
ξ1,τ1∈R
|ξ1|ρ
〈L1〉1−b
(∫
R
1A31(~ξ, ~τ)|ξ2|2ρ|ξ3|2 dξ2
〈ξ3〉2ρ〈Q(ξ2)〉2b
) 1
2
≤ C, (A.14)
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where Q(ξ2) is defined as in (5.69). Then by direct calculation,
Q′(ξ2) = 3αξ1(2ξ2 + ξ1) + β2 − β1. (A.15)
Based on this, we decompose A31 further as A31 = A311 ∪ A312, where
A311 =
{
(~ξ, ~τ) ∈ A31 : |ξ2| < 2
3
|ξ1|
}
,
A312 =
{
(~ξ, ~τ) ∈ A31 : |ξ2| ≥ 2
3
|ξ1|
}
.
– On A311, |ξ3| ∼ |ξ1|, so it follows from (A.13) that
|ξ1|2ρ|ξ2|2ρ|ξ3|2
〈L1〉2(1−b)〈ξ3〉2ρ .
|ξ1ξ2|2(ρ+b−1)|ξ3|2b
〈ξ3〉2ρ . |ξ1|
2ρ+6b−4.
As a result, combining the above inequality and Lemma 5.3,
|ξ1|ρ
〈L1〉1−b
(∫
R
1A311(ξ, τ)|ξ2|2ρ|ξ3|2 dξ2
〈ξ3〉2ρ〈Q(ξ2)〉2b
) 1
2
. 1{|ξ1|≥1}|ξ1|ρ+3b−2
(∫
R
dξ2
〈Q(ξ2)〉2b
) 1
2
. 1{|ξ1|≥1}
|ξ1|ρ+3b−2
|ξ1| 14
≤ C,
where the last inequality is due to ρ+ 3b− 2 ≤ 14 .
– On A312, it follows from (A.15) that |Q′(ξ2)| ∼ |ξ1ξ2| for sufficiently small β1 and β2. Therefore,
|ξ1|ρ
〈L1〉1−b
(∫
R
1A312(
~ξ, ~τ )|ξ2|2ρ|ξ3|2
〈ξ3〉2ρ〈Q(ξ2)〉2b dξ2
) 1
2
.
|ξ1|ρ
〈L1〉1−b
(∫
R
1A312(
~ξ, ~τ )|ξ2|2ρ|ξ3|2
〈ξ3〉2ρ|ξ1ξ2|
|Q′(ξ2)|
〈Q(ξ2)〉2b dξ2
) 1
2
≤
(∫
R
1A312(~ξ, ~τ)|ξ1ξ2|2ρ−1|ξ3|2−2ρ
〈L1〉2(1−b)
|Q′(ξ2)|
〈Q(ξ2)〉2b dξ2
) 1
2
. (A.16)
Notice that (A.2) and the assumption 916 ≤ ρ < 34 together implies 2ρ− 1 ≤ 2− 2ρ ≤ 2(1− b), so
it follows from (A.13) that
1A312(
~ξ, ~τ )|ξ1ξ2|2ρ−1|ξ3|2−2ρ
〈L1〉2(1−b) ≤
1A312(
~ξ, ~τ )|ξ1ξ2ξ3|2−2ρ
〈L1〉2(1−b) .
〈L1〉2−2ρ
〈L1〉2(1−b) ≤ 1.
As a result,
RHS of (A.16) .
(∫
R
|Q′(ξ2)|
〈Q(ξ2)〉2b dξ2
) 1
2
≤ C.
• Contribution on A32: the argument in this part is similar to that for the A31 part.
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