Abstract: This paper proposes a face detection algorithm of combining skin color segmentation and AdaBoost algorithm .The algorithm set up the skin Gaussian model in YCbCr color space using skin color clustering characteristics. Then sort out the region of skin color, use AdaBoost algorithm to train a classifier to detect face in the image. Based on our experiments, the proposed method shows good results with significant improvements of low error detection rate and better detection speed in both simple and complex background.
INTRODUCTION
Face recognition is a kind of biological recognition technology. Automatic face recognition system consists of face detection, face image preprocessing, feature extraction and identification [1] .The face detection is the key step in the automatic face recognition system, its purpose is to determine whether there is a face in the image.
Face image has a lot of features, including color, template, histogram and structure. The color feature is stable with obvious difference from most of the background [2] . But for complex background image, the effect of skin detection is not ideal with high error detection rate and low detection precision [3] .
SKIN COLOR DETECTION
Research shows that the difference of skin color is mainly caused by the brightness, the influence of chrominance is little. After eliminate brightness information, the skin color will show clustering features in color space. Using this feature we can sort out skin color region in the picture, because the YCbCr color space can separate the brightness of color as shown in the [4] [5] .
After select the appropriate threshold for binarization processing, the binary image will contain some small holes in the skin region. We use mathematical morphology to solve the problem, such as corrosion, expansion, opening operation and closing operation process, to eliminate a scatter of face image [6] . real-time performance [7] [8] .
Given a Haar-like feature set and a training set of positive and negative images, we use AdaBoost algorithm to learn a classification function. The main idea is to train a lot of weak classifiers for the training set, and then select the key weak classifiers to construct strong classifiers. At last, construct a cascade of strong classifiers to achieve increased detection performance which reducing computation time.
Weak classifier training and selection
For a weak classifier, the training is to select a feature from a large number of Haar features, classification of low error rate is also required.
Use this classifier to classify samples, at the same time, update the weight of samples. 
Training of strong classifier
AdaBoost algorithm is an iterative method, the realization is as follows: 
