Abstract. We prove the existence of the curvature measures for a class of U WDC sets, which is a direct generalization of U PR sets studied by Rataj and Zähle. Moreover, we provide a simple characterisation of U WDC sets in R 2 and prove that in R 2 the class of U WDC sets contains essentially all classes of sets known to admit curvature measures.
Introduction
One of the important tasks of modern curvature theory is to extend the notion of curvature to sets with singularities beyond convex sets. This has been done by Federer by constructing the curvature measures for the sets of positive reach ( [3] ), by Fu in the case of subanalytic sets ( [6] ), by Zähle and Rataj for certain locally finite unions of sets of positive reach called U PR sets ( [15] ) and also for the so called Lipschitz manifolds of bounded curvature ( [17] , [16] ). Recently, the existence of the curvature measures has been proven for the class of (locally) WDC sets ( [13] , [7] ).
The aim of the present paper is to extend the curvature theory to the class of U WDC sets, which is formed by special locally finite unions of WDC sets (see Definition 3.1) that relates to WDC sets the same way U PR sets relate to the sets of positive reach. Since WDC sets are a direct generalisation of the sets of positive reach, U WDC sets are a generalisation of U PR sets.
The plan of the paper is the following. First we recall some basic definitions and some facts mostly about WDC sets (Section 2). Next we prove our first main result, the existence of the normal cycle for U WDC sets (Theorem 3.6) and we also prove the Kinematic Formula for the corresponding curvature measures (Theorem 3.7). In Section 4 we prove our second main theorem that provides a geometric description of U WDC sets in R 2 (Theorem 4.13). The main part of the theorem (equivalence (A) ⇐⇒ (B)) says that a compact set M ⊂ R 2 is U WDC if and only if its complement has finitely many connected components and ∂M is a union of finitely many DC graphs (see Section 2.4 for the definition). In the last section we add some other observations about U WDC sets in plane, mainly that every compact subanalytic set in R 2 is U WDC and also that compact Lipschitz manifolds of bounded curvature of Rataj and Zähle are also U WDC (and actually even WDC). We in fact believe that in R 2 the class of U WDC sets is the maximal integral geometric class (in the sense of [7] , cf. also [8] ).
Preliminaries
2.1. Notation and basic definitions. We will use the notation A c for the complement of a set A. In any vector space V , we use the symbol 0 for the zero element and span M for the linear span of a set M . By a subspace of V we always mean a linear subspace, unless specified otherwise. The symbol U (x, r) (B(x, r)) denotes the open (closed) ball with centre x and radius r > 0 (in R d ). Tan (A, a) denotes the tangent cone of A ⊂ X at a ∈ X (u ∈ Tan (A, a) if and only if u = lim i→∞ r i (a i −a) for some r i > 0 and a i ∈ A \ {a}, a i → a). For a convex set K ⊂ R d the symbol Nor (K, x) denotes the unit normal cone of K at x.
We shall work mostly in the Euclidean space R d with the standard scalar product u · v and norm |u|, u, v ∈ R d . The unit sphere in R d will be denoted by S d−1 . We denote by Π V the orthogonal projection to V . The angle between two vectors v, w ∈ S d−1 (defined as usual by the formula arctan(v · w)) will be denoted ρ(v, w). The set of all Euclidean motions on R d will be denoted G d and the unique Haar measure on G d will be denoted γ d . For t ∈ R and v ∈ S d−1 , H v,t will denote the halfspace in R d defined by {y ∈ R d : y · v ≤ t}. For A ⊂ R d and ε > 0 we define the set A ε := {y ∈ R d : |x − y| ≤ ε} and call it the parallel set of A (with a radius ε). If K, M ⊆ R d are non-empty compact sets we denote by dist H (K, M ) the Hausdorff distance between K and M . Recall that for ε > 0
A mapping is called K-Lipschitz if it is Lipschitz with a constant K. If H is a finite-dimensional Hilbert space, U ⊆ H open, f : U → R locally Lipschitz and x ∈ U , we denote by ∂f (x) the Clarke subdifferential of f at x, which can be defined as the closed convex hull of all limits lim i→∞ f ′ (x i ) such that x i → x and f ′ (x i ) exists for all i ∈ N (see [1, §1.
1.2]). Since we identify H
* with H in the standard way, we sometimes consider ∂f (x) as a subset of H. For a real function f defined on a neighbourhood of a point x ∈ R the symbols f ′ + (x) and f ′ − (x) will denote the one-sided derivatives at x from the right and the left, respectively. We say that a mapping f :
For n ∈ N we denote by Σ n the system of all nonempty subsets of {1, . . . , n} and we put Σ 0 n = Σ n ∪ {∅}. The cardinality of a set A will be denoted by |A|. The symbol χ(A) will denote the Euler-Poincaré characteristic of a set A.
Legendrian and normal cycles.
We follow the notation and terminology from the Federer's book [4] . Given an open subset U of R d and 0 ≤ k ≤ d an integer, let I k (U ) denote the space of k-dimensional integer multiplicity rectifiable currents in U . Each current T ∈ I k (U ) can be represented by integration as
, a T is a unit simple tangent k-vectorfield of W (T ) and ι T is an integer-valued integrable function over W (T ) ("index function") associated with T . Note that the carrier W (T ) is not uniquely determined and need not be closed, in contrast with the support spt T which is closed by definition.
The mass norm M(T ) of a current T is defined as the supremum of values T (φ) over all differential forms φ with |φ| ≤ 1.
) with the properties:
where α is the contact 1-form in R d acting as (u, v), α(x, n) = u · n (cf. [6] ).
Let v ∈ S d−1 and t ∈ R be given. We shall say that the current T touches the halfspace H v,t (or, equivalently, that H v,t touches T ) if there exists a point x ∈ R d such that (x, −v) ∈ spt T and x · v = t. 
Such a T is then unique (see [6, Theorem 3.2] and [13, Lemma 4.4]), we write T = N A and call it the normal cycle of A.
Remark 2.3. There are various classes of sets known to admit the normal cycle, such as (compact) sets with positive reach [19] , U PR sets defined in [15] , subanalytic sets (see [6] ), the so-called Lipschitz manifolds with locally bounded inner curvature MB d defined and studied in [17] and [16] , or (locally) WDC sets defined in [13] (see Section 2.3 for more details).
We will not need the exact definitions of subanalytic sets or of the class MB d , we will only use their following (well known) properties. We start with two definitions. 
Proof. This is a well known fact, see e.g. the proof of [12, Lemma 3.1]
Proof. Follows immediately from [16, Lemma 3].
2.2.1. Curvature measures via normal cycles. The existence of the normal cycle of a set M allows us to define the so-called curvature measures of M as follows: given k ∈ {0, . . . , d − 1}, let ϕ k be the k-th Lipschitz-Killing differential (d − 1)-form on R 2d which can be described by
where a i are vectors from R 2d , π 0 (x, n) = x and π 1 (x, n) = n are coordinate projections, the sum is taken over finite sequences σ of values from {0, 1}, Ω d denotes the volume form in
We also define the kth (total) curvature of A by N A (ϕ k ) = C k (A) and, finally, the variational measure of C k (A, ·) is denoted by C var k (A, ·). Finally, for completeness we also define 
It is well known that for two DC functions f, g all the functions f + g, f g, max(f, g) and min(f, g) are DC. Also, if F, G are two DC mappings and F • G makes sense then F • G is a DC mapping as well (see [18] and [9] ). Apart from those basic properties, we will also need the following results about DC functions. 
Let f be a Lipschitz function on an open set U ⊂ R d . A real number c is called a weakly regular value of f if whenever x i → x as i → ∞, with f (x i ) > f (x) = c and ξ i ∈ ∂f (x i ), i ∈ N, then ξ i → 0. This is equivalent to the condition that for every K ⊂ U compact there is an ε > 0 such that the inequality |v| ≥ ε holds for every x ∈ K satisfying c < f (x) < c + ε and v ∈ ∂f (x).
A We call a set A ⊂ R d locally WDC if for every x ∈ A there is U x , an open neighborhood of x, and a WDC set
The following results about WDC were proven in [13] and [7] . Note that there are sets in R d admitting the normal cycle that are not WDC. A simple example of such set is B((−1, 0), 1) ∪ B((1, 0), 1) ⊂ R 2 , which is clearly a U PR set, but cannot be WDC by [14, Lemma 7.8] .
The normal cycles of the WDC sets also have the additivity property, i.e. The corresponding curvature measures also satisfy other classical formulas of the integral geometry such as the Crofton formula ( [13, Theorem 1.3] ) and the kinematic formula ( [7, Theorem B] . In this paper we will only need the following special case of the kinematic formula which one obtains by applying [7, (1.2) 
, β i being the Lipschitz-Killing forms ϕ i and φ and ψ being the characteristic functions of U and V , respectively: Theorem 2.10 (Kinematic formula for WDC sets). Let A and B be two compact
where γ d,i,j are constants depending only on d, i and j.
Proposition 2.11. Let M and K be finite nonempty collections of WDC sets in
is WDC for almost every g ∈ G d . Since both M and K are finite (and so in particular countable), M ∩ g(K) is WDC for almost every euclidean motion g on R d and every M ∈ M and K ∈ K.
The second part of the lemma follows directly form de construction of the Haar measure on G d .
Lipschitz and DC graphs.
We will say that M is an L-Lipschitz graph in the direction v, if the function f in the definition above can be found L-Lipschitz. We also say that M is a Lipschitz (LLipschitz) graph, if it is an L-Lipschitz graph in the direction v for some v ∈ S d−1 . The following results will be useful.
Lemma 2.12. [14, Lemma 7.3] Let P be a DC graph in R 2 and 0 ∈ P . Suppose that Tan (P, 0) is a 1-dimensional space and (0, 1) / ∈ Tan (P, 0). Then there exists ρ * > 0 such that, for each 0 < ρ < ρ * , there exist α < 0 < β and a DCR function
and L > 0. Then the following conditions are equivalent:
Indeed, the definition of f implies
So we can write the following series of equivalences.
Which is what we want. Now, to prove the implication (a)
Moreover, the L-Lipschitzness of f and (2.9) imply (b), which concludes the proof on the implication.
To prove the opposite implication assume (b) and put K = Π v (M ). By (b) we, in particular, know that Π v is injective on M . Indeed, it Π v was not injective on M , there would be A, B ∈ M and α ∈ R such that B = A + αv. Then (b) implies
which in not possible. Therefore we can define f :
there are s, t ∈ K such that A = s + f (s) and B = t + f (t) and so we can again use (2.9) to obtain that f is L-Lipschitz and so M is a Lipschitz graph.
Remark 2.14. Suppose that P is a DC graph in R 2 with K = v ⊥ . Then the following is true (see [14, Remark 7 .1] for the proof, note that Lipschitzness of f is not needed in the proof ): for a = c + ϕ(c) ∈ P there exist DC graphs [17] , where the term d-dimensional Lipschitz manifold was used).
We will need the following easy observation about Lipschitz domains:
is a Jordan curve as in (a) then there is a partition D := {a = t 0 < · · · < t n = b} such that the image of γ restricted to [t i , t i+1 ] is a Lipschitz graph for every i = 0, . . . , N − 1.
Proof. Part (a) follows from [11, Theorem 6 .1] and part (b) directly from the compactness of M (and the definition of a Lipschitz domain).
Curves of finite turn.
such that the sum on the left hand side makes sense. The above definition can be equivalently formulated that there is a constant K ∈ R such that
for every partition a = x 0 < · · · < x n = b such that the sum on the left hand side makes sense. Note that in [2] the latter is used as a definition of a curve with a finite turn, whereas our definition of finite turn is (in [2] ) referred to as a curve of a finite angular turn. We will use the following results:
→ R be a curve of finite turn and suppose that ℑ(γ) is a Lipschitz graph. Then ℑ(γ) is a DC graph.
Proof. Without any loss of generality we may assume that
is the arc length parametrisation of γ. Moreover, since for a < u < t < b
we have that both ϕ and ϕ −1 are biLipschitz. By [2, Proposition 5.7 (i)] we know that γ • ϕ −1 is (as an arc length parametrization of a curve with a finite turn) DCR and so both ϕ −1 and f • ϕ −1 are (as its coordinates) also DCR. Moreover, [2, Remark 5.6 (i)] and the fact that ϕ −1 is biLipschitz imply that ϕ is also DCR. So (by [2, Remark 5.
• ϕ is DC, which concludes the proof.
U WDC sets ant their normal cycles
We will also define an auxiliary class U
(a) We will sometimes omit the argument R d and just write M ∈ U WDC (M ∈ U G WDC ) if the dimension d is already specified. We will also often write M = (c) Note that it follows directly from the definition above that each U WDC set is immediately also a U PR set (since the definition of U PR sets is essentially the same except the sets M I are assumed to have a positive reach which means that they are locally WDC as well) (d) It is easy to see that (by Proposition 2.11) a set M ⊂ R d is U WDC if and only if for every x ∈ M there is a closed ball B containing x in the interior (but not necessarily centred at
Proof. This is essentially the proof of [15, Proposition 2.1]. Pick x ∈ M and suppose that M i , i = 1, . . . , j, are as in the definition of U WDC set for some neighbourhood U of x. Due to Proposition 2.11 we can assume that x ∈ j i=1 M i . By [14, Lemma 3.1] there is an ε > 0 together with a (strong) deformation retractions Φ I :
. Using those projections we will define a projection P : B(x, ε) → M as follows.
For (1), . . . , σ(i)}, i = 1, . . . , j. For σ, a permutation on {1, . . . , j}, and z ∈ M σ put z σ j = P I σ j (z) and define
The mapping P is also continuous on each M σ due to the continuity of all mappings P I and so P is continuous on B(x, ε). To conclude the proof it remains to define a contraction Ξ : (M ∩ B(x, ε)) × [0, 1] → {x}. This can be done in a standard way by Ξ(z, t) = P ((1 − t)z + tx).
Proof. The proof is exactly the same as the one of [15, Proposition 2.2].
Then N MI , the normal cycle of M I := i∈I M i ∈ WDC, exists (by Theorem 2.9) for every I ∈ Σ N and we can define an integral current T (M ) as
Clearly, T (M ) is a Legendrian cycle. Let S := I supp T MI . Then supp T (M ) ⊂ S and therefore if a half space H does touch neither of N MI it does not touch T (M ) either. Denote the system of all half spaces H that touch neither N MI by H. Since the currents N MI are normal cycles H is of full measure and so T (M ) satisfies (2.5). Moreover, for every I ∈ Σ N there is a set
holds for every (v, x) ∈ H I .
To prove that T (M ) is the normal cycle of M , it is enough to show that (2.6) holds for every (x, v) ∈ I∈ΣN H I =: H. To do that pick some (x, v) ∈ H and we want to prove that (3.2) holds.
First note that the right hand side of (3.2) makes sense since
is U WDC by the that each of the sets M I defined by
is WDC. Now,
Thus we obtain the following:
This allows us to prove our first main result.
Theorem 3.6. Each compact U WDC set admits the normal cycle.
Proof. Pick a compact set M ∈ U WDC (R d ). We may assume that M = ∅. By the compactness of M and the definition of a U WDC set there are n ∈ N, x 1 , . . . , x n ∈ M , r 1 , . . . , r n > 0, i 1 , . . . , i n ∈ N and M j i ⊂ R d , j = 1, . . . , n, i = 1, . . . , i j such that:
is WDC for every I ∈ Σ ij and every j = 1, . . . , n. Next we claim that we can find balls B k = B(y k , 2r k ), k = 1, . . . , n such that for every for every k = 0, . . . , n the following conditions hold:
is a system of WDC sets, where we denote B J = j∈J B j , J ∈ Σ k . This will be done by induction.
For k = 0 we just need to verify condition (B), but that follows directly from condition (c). For the induction step assume that we have balls B 1 , . . . , B k constructed with both conditions (A) and (B) satisfied for some k ∈ {0, . . . , n − 1}.
Using the second part of Proposition 2.11 with r = 2r k+1 and M = M k (which is possible by the induction procedure) we can find B k+1 such that (A) holds and such that M =:
is a system of WDC sets. Now it is enough to observe that M k+1 = M ∪ M k which proves the claim.
by (b) and (A). Therefore we can again define an integral current
The fact that T (M ) is indeed the normal cycle of M follows the same way as in the proof of Lemma 3.5.
Theorem 3.7 (Kinematic formula). Let M and K be two compact U WDC sets in
Proof. We first prove the case
First note that the set g(K) is again U G WDC for every Euclidean motion g. This is
, since every intersection of a nonempty and finite collection of the sets
and again every intersection of a nonempty and finite collection of the sets in the union is of the form M I , g(K J ) or M I ∩g(K J ), I ∈ Σ p , J ∈ Σ q , which are all WDC sets. Note that this can be also expressed in a more convenient way (which we will also use later) by
We want to prove L = P . Applying ϕ k to both sides of (3.3) we obtain
and
Similarly, one can also see that
Where the second to last equality holds by Theorem 2.10. Moreover, for g ∈ G 0 ,
and applying this to U ∩ g(V ) and integrating over G d we obtain that L = P which concludes the proof.
U WDC sets in plane
In this section we aim to provide a simple geometric characterization of compact WDC sets in R 2 (Theorem 4.13). We start with some simple observations and few definitions. A) of A we know that there is a unique U C ∈ U such that U C ∩ C = ∅. Moreover, for each U ∈ U there is at least one C ∈ C such that C ∩ U = ∅ (this is because the system C is a covering of A) and so the mapping C → U C maps C onto U. Hence, |A| = |U| ≤ |C| < ∞.
We will also use the following easy fact which we state without a proof. and v ∈ S 1 we denote by γ z,v the unique orientation preserving isometry on R 2 that maps 0 to z and (1, 0) to z + v. If K ⊂ R and f : K → R is a function, then hyp f and epi f will be used for hypograph and epigraph of f , respectively;
Further, for u > 0, s ∈ (0, ∞], z ∈ R 2 and v ∈ S 1 , we define Lemma 4.4. Let M be a closed locally WDC set in R 2 , x ∈ ∂M and v ∈ S 1 . Then there exists 1 ≤ i ≤ 5 such that M is of type T i at x in direction v.
For the purpose of characterising U WDC (R 2 ) sets we will use the following version of the definition above.
Definition 4.5. Let M ⊂ R 2 and r, u > 0. We say that
• M is aT Proof. We will prove the lemma by induction with respect to N .
The case N = 0 follows directly from what the definitions of the set of type T i and T i . So suppose that the statement of the lemma is true for N up to some n, we will prove that it holds for N = n + 1 as well.
Without any loss of generality we can assume that x = 0, v = (1, 0) and (by Remark 4.6) that there are r, u > 0 such that each set M I is aT i r,u -set for some i (depending on I). We can also assume that each M j is aT For a simplicity of the notation we will assume that each M j is aT 5 r,u -set, the general case can be proved in a similar manner. By the definition aT 5 r,u -set we know that there are
We also know that each M I then has to be either aT First note that we can suppose that there are j, k ∈ {1, . . . , N }, j = k, such that M {j,k} is aT 5 r,u -set. If not then we can reindex the sets M i isn such a way that (4.3)
, in which case it is easy to verify that M is aT 3 r,u -set, where we define f 2j−1 := L j and f 2j := U i , j = 1, . . . N (note that (4.2) follows from (4.3)).
So assume that there are j, k ∈ {1, . . . , N }, j = k, such that M {j,k} is aT 5 r,uset. Possibly reindexing the sets we can assume j = n and k = n + 1. Put
We are done (by the induction procedure) if we can prove that eachM I is aT 1 r,u -set or aT 5 r,u -set, I ∈ Σ n . The only situation we need to check is if n ∈ I and |I| ≥ 2. Put J = I \ {n} ∈ Σ n . Since M {n,n+1} is aT 5 r,u -set we know that
which, in particular, implies thatM n is aT 5 r,u -set as well with the corresponding functions U = max(U n , U n+1 ) and L = min(L n , L n+1 ).
IfM J is aT 1 r,u -set we are done sinceM I is then aT 1 r,u -set as well. IfM J is not aT 1 r,u -set it has to be aT 5 r,u -set. PutŨ := min j∈J U j andL := max j∈J L j . Then (4.5)
Hence, if either of the sets M J∪{n} or M J∪{n+1} is aT 1 r,u -set we are done. If both of them areT 5 r,u -sets then L n , L n+1 ≥Ũ and U n , U n+1 ≥L U ≥L which implies U ≥ L and soM Proof. For x ∈ (−r, r) define the values g 1 (x), . . . , g n (x) as follows. Let σ be some permutation on {1, . . . , n} such that
Then we put g i (x) := f σ(i) (x). It is easy to see that the definition of g i (x) is independent of the choice of σ and that (4.7) holds, and it remains to show that the functions g i are DC on (−r, r). By Lemma 2.8 (and (4.7)) it is enough to show that each g i is continuous. To do that fix x ∈ (−r, r) and i ∈ {1, . . . , n}. Let ε > 0. We want to find a δ > 0 such that |g i (x) − g i (y)| < ε whenever |x − y| < δ and y ∈ (−r, r). Put
By the continuity of each f i we can find
whenever |x − y| < δ 1 and k ∈ {1, . . . . , n}. Similarly, we can find δ 2 > 0 such that |f k (x) − f k (y)| < ε whenever |x − y| < δ 2 and k ∈ {1, . . . . , n}. Put δ := min(δ 1 , δ 2 ). Suppose that |x − y| < δ and let j be such that g i (y) = f j (y). We first claim that g i (x) = f j (x). To prove the claim consider l such that f j (x) > f l (x) then (using δ ≤ δ 1 ) we obtain
Since there is at most i − 1 indices l such that g i (y) = f j (y) > f l (y) we obtain that there is at most i − 1 indices l such that f j (x) > f l (x) and so we know (using (4.8)) that g i (x) ≥ f j (x) and similarly, there is at most n − i indices l such that
Using the claim and also the fact that δ ≤ δ 2 we can write
which completes the proof of the lemma.
Lemma 4.9. Let M ⊂ R 2 be a compact set such that M c has finitely many components and ∂M is a union of finitely many DC graphs. Suppose that x ∈ ∂M and v ∈ S 1 . Then M is of type T i at x in direction v for some i = 1, 2, 3.
Proof. Without any loss of generality we may assume that x = 0 and v = (0, 1). By the assumptions of the lemma, ∂M is a union of finitely many DC graphs P 1 , . . . , P n . Put I = {i : 0 ∈ P i }. Clearly I = ∅ (x ∈ ∂M ), so we can suppose that I = {1, . . . , N } for some N ∈ N. PutĨ = {i : Tan (P i , 0) ⊃ {(1, 0)}}. IfĨ = ∅, then there exist r, u > 0 such that ∂M ∩ A 2u r = {0} and so M is either aT 1 r,u -set or a aT 2 r,u -set. IfĨ = ∅, we can again suppose thatĨ = {1, . . . ,Ñ } for someÑ ∈ N. We will prove that M is añ T 3 r,u -set for some u, r > 0.
Due to Remark 2.14 we can find DC graphs Q 1 , . . . , QÑ such that (4.9) Tan (Q i , 0) = span{(1, 0)} and such that (4.10)
Using Lemma 2.12 we obtain that there exist u, ρ ∈ (0, ∞) such that for each 1 ≤ i ≤Ñ there is a DCR function ϕ i on (−ρ, ρ) such that Q i ∩ A 2u r = graph ϕ i for every 0 < r < ρ. Note that also (ϕ i ) ′ (0) = 0 by (4.9). Using (4.10) we obtain
for every 0 < r < ρ. Since (ϕ i ) ′ (0) = 0 we may additionally assume (perhaps by making ρ smaller) that ∂M ∩ A 2u r ⊂ A u r for every 0 < r < ρ. Moreover, using Lemma 4.8 we can find DCR functions f 1 , . . . , fÑ : (−ρ, ρ) → R such that
. . ,Ñ − 1. It remains to prove that (4.2) holds for some 0 < r < ρ. To do that put
and suppose for a contradiction that for some i condition (4.2) does not hold for any 0 < r < ρ. Fix some such i. Then there are x j , y j ∈ H i , j ∈ N, satisfying y j+1 < x j < y j and f i+1 > f i on (x j , y j ), j ∈ N. But this is a contradiction with the assumption that M c has only finitely many connected components since each set of the form {(x, y) :
Lemma 4.10. Let a > 0 and let g, h be two DCR functions on
Define, for (x, y) ∈ R 2 , F (x, y) := 2L max(0, x − a, −x), G(x, y) := max(0, y − g(x), h(x) − y). and H := F + G. We will prove that H is a DC aura for M . It is easy to see that H is DC and that M = H −1 ({0}). It remains to show that 0 is a weakly regular value of H.
Note that if (x, y) ∈ R 2 \ M , then one of the conditions x > a,
then v 2 = 1 and, finally, if y < h(x) then v 2 = −1. In either case |v| ≥ min(1, L) > 0 which proves that 0 is a weakly regular value of H. Corollary 4.12. Let M be a set in R 2 such that for every x ∈ ∂M and v ∈ S 1 , there exists
First of all we can assume that x ∈ ∂M (since otherwise x ∈ M • and it is enough to pick any ρ > 0 such that B(x, ρ) ⊂ M and K = B(x, ρ)).
First we claim that there are finitely many v 1 , . . . , v N ∈ S 1 and u, r > 0 such that (A) M is aT 3 r,u -set at x in direction v j for every j = 1, . . . , N , (B)
, be the set of all v such that M is of type T 3 at x in the direction v. Note that the set V 3 is finite (if not, then there would be a sequence {v i } ⊂ V 3 converging to some v ∈ S 1 , but then M cannot be of type T i at x in direction v for any i = 1, 2, 3). Let V 3 = {v 1 , . . . , v N } and let r l and u l , l = 1, . . . , N be such
-set. By Remark 4.6, (b) and (c) we may assume that there are some r ′ , u > 0 such that r l = r ′ and u l = u, l = 1, . . . , N , and also that (A) and (C) hold for every 0 < r < r ′ . It remains to prove (B). To do this assume (aiming to a contradiction) that for every n ∈ N there is y n ∈ ∂M ∩ B(x,
Define w n := yn−x |yn−x| . We can assume (possibly by passing to a subsequence) that w n → w ∈ S 1 as n → ∞. Then one one hand w ∈ V 3 (A u ρ (x, w) ∩ ∂M = ∅ for any u, ρ > 0), but on the other hand (4.11) implies that w ∈ V 3 , a contradiction.
Pick now v 1 , . . . , v N ∈ S 1 and u, r > 0 as in the claim above. For every i = 1, . . . , N we have
Then it is easy to see that (by (B) and (C)) M 3 is a union of finitely many closed convex circular sectors S 1 . . . , S p . First note that each set K ± j is convex (in fact it is always either a singleton {x}, or a triangle with vertices x, γ x,vj (r, ±ur) and γ x,vj (r, ±2ur)). Moreover, by (C),
. . , p and l = 1, . . . , N . Next we claim that for every j ∈ {1, . . . , N } there are q(j) ∈ N and
To prove the claim pick some such j. We can assume that v j = (1, 0) and so M is aT Denote g i as a continuous extension of f i (which is defined on [0, r)) to [0, r], n = 0, . . . , n + 1. Clearly each g i is DCR on [0, r]. Let I be the system of those m ∈ {0, . . . , n} that satisfy {(a, b) ∈ M : f m (a) < b < f m+1 (a)} = ∅ and let J be the system of all m ∈ {1, . . . , n} satisfying both m − 1 / ∈ I and m / ∈ I. Put q(j) = |J| + |I|. Pick some bijections κ : {1, . . . , |I|} → I and τ : {1, . . . , |J|} → J and define K j,m := graph g τ (l) , l = 1, . . . , |J| and
Now, Lemma 4.10 implies (i), (4.1) implies (ii) and (iii) follows from (4.2). Also, since K j,m ∩ K ± j is either a line segment (this can only happen when κ(m) = n or κ(m) = 0) or a singleton {x} (in all other cases) we obtain (iv).
Put
and K = K.
Note that both K s and S are collections of convex sets while K 3 is a collection of WDC sets. We claim that K is U G WDC . This is enough to finish the proof ot the theorem since K ∩ U x,
is always convex by (4.12), (4.13), (4.14), (iii) and (iv) (recall that S and K s contain only convex sets). Of course, each convex set is WDC.
Theorem 4.13. Let M ⊂ R 2 be a compact set. Then the following conditions are equivalent.
(A) M ∈ U WDC , (B) M c has finitely many connected components and ∂M is a union of finitely many DC graphs, (C) for every x ∈ ∂M and v ∈ S 1 , there exists 1 ≤ i ≤ 3 such that M is of type
Proof. We start with the implication (A) =⇒ (C). Pick x ∈ ∂M and v ∈ S 1 . By the definition there is a neighbourhood U of x and sets M 1 , . . . , M j such that
M i and such that each set M I := i∈I M i , I ∈ Σ j is WDC. By [14, Lemma 7.8] we know that each M I is of type T j for some j = 1, . . . , 5 and so M is of type T i at x in direction v (for some i ∈ {1, 2, 3}) by Lemma 4.7 and we are done.
The implication (C) =⇒ (A) follows from Corollary 4.12 and the implication (B) =⇒ (C) follows directly from Lemma 4.9. Now we prove the implication (C) =⇒ (B).
Analogously to the proof of Corollary 4.12 we can find for every x ∈ ∂M some u(x), r(x) > 0, N (x) ∈ N and v
Since ∂M is compact we know that there are x 1 , . . . , x p such that ∂M is covered by balls B(x i , r(x i )), i = 1, . . . , p. Therefore there is some ρ > 0 such that the parallel set (∂M ) ρ is also covered by balls B(x i , r(x i )), i = 1, . . . , p.
By (b) we have that (∂M ) ρ is therefore covered by the system
First note that A is a finite cover of ∂M and that (by (a)) ∂M ∩ A is a union of finitely many DC graphs for every A ∈ A and so ∂M is a union of finitely many DC graphs as well.
Moreover, by (a) we also know that A \ M has only finitely many connected components relatively in A for each A ∈ A.
Since A is a finite covering of A we know by Proposition 4.1 that the number of connected components of A (relatively in A) is finite. And, finally, since
A contains a neighbourhood of ∂M = ∂(M c ) we know that each connected component of M c has nonempty intersection with A and so the number of connected components of M c is finite by Proposition 4.2 . 
Proof. Pick ε > 0. We need to prove that for some m ∈ N, dist H (A k , A) ≤ ε whenever k ≥ m which is the same that
which concludes the proof
Suppose that there is a non-empty compact set 1, 0) ). In particular, a i → a and b i → b. Since all f i are Lipschitz with the same constant we easily obtain that M x is a singleton for every x ∈ [a, b]. So we can define f : [a, b] → R in such a way that {y : (x, y) ∈ M } = {f (x)}, x ∈ [a, b]. Therefore M = graph f and it remains to prove that f is DCR on [a, b] . The trivial case a = b is obvious and so we will assume a < b.
It is not difficult to see that we can extend/restrict functions f i to obtain L-
Additionally, g i (a) = h i (a) = 0 and φ i (a) → f (a) and so the sequences {g i }, {h i } and {ψ i } are uniformly bounded. Hence, by a standard (multiple) application of the Arzelà-Ascoli theorem, we can find convergent subsequences {g i k }, {h i k } and {φ i k } converging to functions g, h and ψ, respectively. Clearly, g and h are convex Lipschitz, and φ is affine. Since
Proof. Pick M ∈ N (R 2 ). By Theorem 4.13 it is enough to prove that M c has finitely many connected components and that ∂M is a union of finitely many DC graphs.
Let M i , i ∈ N, be compact C 2 smooth domains such that Since γ m is a C 2 curve we know that each f l is also C 2 . Moreover, . and so the sequence f l satisfies the assumptions of Lemma 5.2. Since A m is the limit of the sequence {graph f l } in the Hausdorff distance, we obtain that A m is a DC graph, which concludes the proof of the theorem.
Corollary 5.4. Let M be a compact subanalytic set in R 2 . Then M is U WDC .
Proof. Since M ∈ N (R 2 ) by Proposition 2.6 we can just apply Proposition 5.3.
Lemma 5.5. Let M ⊂ R 2 be a compact Lipschitz domain. Suppose that M admits the normal cycle and that M satisfies condition (I). Then M is U WDC .
Proof. By Lemma 2.15 (a) we can find pairwise disjoint Jordan curves γ i : [0, 1] → R 2 , i = 1, . . . , j such that ∂M = i γ i . Pick i ∈ {1, . . . , j}. We want to prove that γ i has finite turn. We start by proving the following claim.
Claim: suppose that 0 ≤ s < t < u < 1. Put A := γ i (t), A − := γ i (s) and A + := γ i (u). Then To prove the claim pick some 0 ≤ s < t < u < 1 and put K = co γ i ([s, u]) and T = co{A − , A, A + }. Note that K is compact since γ i is continuous. First note that H 1 (Nor (T, A)) = ρ(α, β) and therefore it is enough to prove that
Choose some v ∈ Nor (T, A)
• . Put L := {x ∈ K : x · v = min{y · v : y ∈ K}}.
First note that v ∈ Nor (K, x) for every x ∈ L. Moreover, L is a compact line segment and L ⊂ K \ {A ± } (since clearly A · v > A ± · v). Let x be an endpoint of L. From the definition of K we obtain that x ∈ γ i ([s, u]) \ {A ± } = γ i ((s, u)) and so there is s < p < u such that γ i (p) = x. Due to the continuity of γ i there is r > 0 such that ∂M ∩ U (x, r) ⊂ γ i ((s, u) ) ⊂ K. Also, x ∈ U (x, r) ∩ ∂M ∩ ∂K.
To prove the claim it is now sufficient to use the fact that M satisfies condition (I) together with a well known fact that C var 0 (M, X) ≥ H 1 ({v : ∃x ∈ X, ı M (x, v) = 0}).
Next pick a partition 0 = x 0 < x 1 < · · · < x n = 1. Without any loss of generality we may assume that n = 2j for some j ∈ N. By the claim Fix i ∈ {1, . . . , j} again. Since M is a Lipschitz domain and ∂M is compact, there is (by Lemma 2.15 (b)) a partition {0 = x 0 < · · · < x n = 1} of [0, 1] such that, denoting ξ k := γ| [x k ,x k+1 ] , ℑ(ξ k ) is a Lipschitz graph. Since γ i has a finite turn, each ξ k has finite turn as well. By Lemma 2.16 we obtain that each ℑ(ξ k ) is a DC graph.
Hence ∂M is a union of finitely many DC graphs. Using the fact that M c has only finitely many components (since M admits the normal cycle) we obtain that M is U WDC by Theorem 4.13.
Corollary 5.6. Suppose that M ∈ MB 2 is compact, then M is U WDC .
Proof. Follows from Lemma 5.5 and Proposition 2.7.
