The inability of theoretical model fluxes to fit the observed solar flux in the UV, the "missing UV opacity problem," results in erroneous abundances derived from UV lines. For example, S. Balachandran and R. A. Bell recently argued that the solar beryllium abundance, derived from Be ii lines at 3130 Å , was not depleted but rather equal to the meteoritic value with critical implications on mixing and angular momentum transport models. In this Letter we have incorporated recent Iron Project calculations of the Fe i bound-free opacity into our calculations of the continuous opacity. By combining this with observed line blocking, we compare the predicted fluxes to the observed solar flux in the 2000-4000 Å region. We find that a reasonable fit to the observed flux between 3000 and 4000 Å is obtained with twice the Fe i bound-free value recently derived by M. A. Bautista. The importance of this and other metal bound-free opacities is discussed.
1. INTRODUCTION Balachandran & Bell (1998, hereafter BB98) have recently argued that the solar photospheric Be abundance is, to within the error limits, the same as the meteoritic value, indicating that Be has not been depleted in the solar photosphere in the last 4.5 Gyr. The difference between this result and that of other recent work, e.g., King, Deliyannis, & Boesgaard (1997) and Primas et al. (1997) , which suggest a factor of 3 depletion in solar photospheric Be relative to the meteoritic value, arose because BB98 increased the continuous opacity of their solar model in the region of the solar Be ii lines (i.e., 3130 Å ) over that given by standard opacity sources. The increased opacity was estimated by requiring that the A-X electronic transitions of the OH molecule in the UV yield the same oxygen abundance as the vibrational-rotational lines of OH in the IR for the same solar model atmosphere. As the oscillator strengths of both sets of lines are accurately known (Bauschlicher & Langhoff 1987; J. H. Black 1995, private communication) , the lines are formed in the same atmospheric layers, and the continuous opacity in the infrared is well understood, the UV opacity is the only uncertain quantity.
BB98 found that an increase of a factor of 1.6 in their overall continuous opacity, contributed essentially by hydrogen, is required to match the OH profiles. However, no significant increase in the hydrogenic opacities is feasible as these values are well known. The photoionization cross sections of the metals Mg i and Si i have recently been calculated by the Opacity Project (Seaton et al. 1994 ) with an accuracy better than 20% (M. J. Seaton 1999, private communication) . Their contributions to the continuous opacity are relatively small being roughly 8.5% and 1% of the total hydrogenic opacity at . BB98 regarded an increase in the bound-free t(3100) p 0.1 opacity of Fe i as a possible source of the "missing opacity" because the values they used, those of Dragon & Mutschlecner (1980, hereafter DM80) , were not calculated using the more modern techniques employed in the Opacity Project work (Seaton et al. 1994 ). Adding this increased Fe i opacity allowed BB98 to match the computed and observed profiles of the OH lines well. Furthermore, unlike the increase in the hydrogenic opacity, the increased Fe i opacity gave better agreement with calculations of both the limb darkening of the Be ii lines as well as the solar flux measurements-the Solstice data-of Woods et al. (1996) . To match the OH lines, the enhancement needed to the DM80 calculations was very large, namely, a factor of about 30. In the present Letter, we reexamine the problem of continuous opacity sources in the solar atmosphere. We have carried out new computations using Bautista's (1997) Fe i bound-free opacity, which is much larger than that of DM80. In particular, we have calculated continuous solar spectra for the wavelength intervals ll2000-3000 and ll3000-4000 using different continuous opacity sources. We have also used the continuous fluxes predicted for the ll3000-4000 interval and the line blocking derived from the Kurucz et al. (1984) solar atlas to estimate the emergent flux of the solar model. We have compared this flux with that observed by Woods et al. This comparison shows very good agreement if the Bautista Fe i continuous opacity is increased by a factor of 2.
ATOMIC PHYSICS CALCULATIONS
Radiative data for Fe i were recently calculated by Bautista (1997) . The data set contains energy levels and photoionization cross section for 1,117 LS bound states with principal quantum number and total angular momentum . The caln ≤ 10 L ≤ 7 culations were carried out using the R-matrix method developed by the Opacity Project (Seaton et al. 1994 ) and the Iron Project (Hummer et al. 1993 3d 4s 3d 3d 4 p 3d 4s 3d 4s4 p expansion accounts for the photoionization of the outer sub4s shell as well as the inner subshell, which contributes sig3d nificantly to the photoionization cross sections (Bautista & Pradhan 1995) . The photoionization cross sections are characterized by the presence of extensive structures of autoionizing resonances that arise from the coupling between states included in the close coupling calculation. The coupling between states also leads to an enhancement of the background cross section. In the case of the ground-state cross section of Fe i, the background is enhanced by up to 3 orders of magnitude above the results from central field type approximations (see Bautista & Pradhan 1995) .
For the present work, special attention was paid to possible sources of uncertainty that may come from the Fe i data. This is important when dealing with heavy neutral species for which accurate data is particularly difficult to obtain. Another difficulty is that the opacity in the region considered here (around 2900 Å ) is dominated by excited states of Fe i. Most close coupling calculations are optimized to the ground and the lowest excitation states of the core ion. Consequently, data for excited states may be less accurate than that for the ground state. In addition, the high resolution (∼20 Å ) needed in the calculated spectra imposes particular requirements on the resolution of the calculated cross sections. Some sources of uncertainty that need to be considered are accuracy of the ionization energy of every state, overall accuracy of the cross sections, position and resolution of autoionizing resonances, and possible contributions from fine structure.
The typical accuracy in bound-state energies from R-matrix calculations vary from ∼1 to a few percent. In the case of Fe i, the averaged accuracy is approximately 4%. At 2900 Å an uncertainty in the energy of 4% corresponds to 116 Å , which is larger than the resolution needed for calculated spectra. Furthermore, all the cross sections that contribute significantly to the opacity in the region of interest had to be shifted in energy so that their ionization thresholds agree with the experimental energies measured by Nave et al. (1994) .
Another source of uncertainty in the threshold energies comes from using LS coupling data, which means that finestructure energy levels and ionization thresholds had to be averaged over statistical weights. These averages could be in error if the fine-structure cross sections happened to be dominated by a particular level rather than split according to statistical weights among all levels of the multiplet. The maximum uncertainty expected from this source is ∼1% in the threshold energies.
Photoionization cross sections must be continuous across the ionization threshold with the photoabsorption functions, which are proportional to the magnitude of the oscillator strengths. Then, the accuracy of the background photoionization cross sections in the near-threshold region may be indicated by the accuracy of the f-values. The overall accuracy of the calculated f-values for Fe i varies between ∼20% for quintets and ∼50% for triplets.
Fe i cross sections exhibit extensive structures of autoionizing resonances. The profile of these resonances can be approximated by narrow arctan functions around the resonance centroid energies. Then, very large numbers of energy points (typically of the order of 10 5 -10 6 ryd Ϫ1 ) per cross section are required if one wants to resolve most resonances. Bautista's cross sections were calculated at approximately 1000 points per rydberg. These points are equally spaced in effective quantum number to improve the resolution of resonances near ionization thresholds. Yet, it is expected that many resonances may be unresolved. Unresolved resonances become a serious problem when a point of the energy mesh that represents the cross section happens to lie near the peak of a very high and narrow resonance. In this case, the integrated cross section between the high point at the peak and the two adjacent points at the valleys will be severely overestimated with respect to the true cross section under a very sharp resonance. In addition, there is always some uncertainty on the exact position of the resonances in the cross sections. The positions of most resonances are expected to be accurate (better than 1%), as the thresholds onto which resonance series converge were adjusted to experimental energies during the calculation of the cross sections. However, the uncertainty of the position of some resonances may be greater than their intrinsic widths. Furthermore, very high points in the cross sections due to unresolved resonances should be avoided in practical applications, despite the fact that there is no formal theoretical limit to how high or how narrow the resonances can be. For the present work, we neglected any point of the cross sections higher than 100 Mbarn. Such an upper bound is 1-2 orders of magnitude above the typical level of background cross sections.
In Bautista's calculations, some relativistic effects were taken into account by means of the mass and Darwin operators in the Hamiltonian. However, there was no inclusion of spinorbit interactions that allow for the splitting of LS terms into fine structure. These data in LS coupling suffice for the calculation of Rosseland or Plank mean opacities (Seaton et al. 1994 ). However, fine-structure splitting might be important for the calculation of high-resolution synthetic spectra. In particular, spin-orbit interactions will split the already large number of autoionizing resonances in the photoionization cross sections, and this may lead to changes in the bound-free opacity. Taking into account the various sources of error in the calculated photoionization cross sections, one may assess a conservative uncertainty to the bound-free opacity from Fe i between 50% to up to a factor of 2.
SOLAR SPECTRUM CALCULATIONS
The solar model used for this Letter was calculated using the current Maryland version of the MARCS program (Gustafsson et al. 1975) . This model and the Kurucz (1993) Fe p 7.48 log N(H) p 12 combination of these sources is referred to as the standard opacity. These opacity sources were used to calculate continuous solar fluxes for the wavelength region ll2000-4000. The calculations were made using various combinations of the metal opacities.
The computed continuous solar flux was convolved with solar line blocking to produce a solar flux spectrum. Rather than use calculated line blocking, which has intrinsic problems because of incompleteness, we have instead measured the line blocking from the Kurucz et al. (1984) digital solar atlas, using data between 3000 and 4000 Å with a step size of 0.02 Å . We use the continuum level as drawn in this atlas. The resulting combination of the model continuous flux and observed line blocking was compared with the observed solar flux spectrum taken from the Solstice data of Woods et al. (1996) . The Woods et al. data were chosen because of their high resolution (2.5 Å ) and fine step size (0.5 Å ), which our fluxes were calculated to match. Unfortunately, the solar atlases available shortward of 2960 Å do not allow us to estimate the line block- ing in the UV. This is in part due to their lower resolution. However, the line spectrum is so rich that the continuum level may not be observable even at higher resolution. Consequently, we can only compare our continuous fluxes with the Solstice data. These comparisons are discussed below.
We note that our MARCS solar model ( ) gave l/H p 1.6 results which were essentially identical to the OSMARCS model (Edvardsson et al. 1993) . We have also computed our continuous spectra of three other models-the empirical model of Holweger & Müller (1974) and the theoretical models of Kurucz (1993) with and without overshoot. Both Kurucz models were generated with ATLAS9 and have a mixing length of . A comparison of the continuous fluxes calculated l/H p 1.25 with these models (Fig. 1) shows that the model we use is not sharply different from the others.
As a check on the Solstice fluxes, we have compared them with the solar flux measurements of Lockwood, Tug, & White (1992) . The comparison, shown in Figure 1 , uses the data binned into 20 Å intervals. The agreement is excellent at the shortest and longest wavelengths-3400 and 3900 Å -but the Lockwood et al. data are about 8% brighter around 3650 Å .
3.1. Opacity Effects between 3000 and 4000 Å Figure 2 shows continuous solar fluxes calculated for four combinations of Fe i and Mg i opacities for our solar model. This model is held fixed for each of the runs. Comparison of calculations with and without Mg i shows that this source reduces the solar flux by about 5% at wavelengths shortward of 3887 Å . The use of the Bautista (1997) Fe i instead of the DM80 Fe i bound-free opacity reduces the solar flux at all wavelengths, although the effect is greater at shorter wavelengths. The effect of doubling the Bautista value is also shown. Combining the measured values of the solar line blocking with the model continuous fluxes calculated with the doubled Bautista Fe i opacity gives a good fit to the Solstice data. The fit is at its best in the region ll3100-3250 (the region of the Be ii lines) and ll3550-3650. It is poorer just longward of the Balmer jump, which is set at 3676.36 Å in the calculations presented here. This choice of wavelength, which may seem curious to the reader, comes about as a consequence of including only a finite number of hydrogen lines longward of the Balmer limit in synthetic spectrum calculations. The relatively poorer fit to the Solstice data just longward of the Balmer limit may come from errors in our line-blocking data, resulting from the difficulty in locating the continuum level in the solar spectrum owing to the broad profiles of the numerous hydrogen lines in this region. However, it may also result from errors in the calibration of the solar data. we have neglected cross sections in the Fe i calculations greater than 100 Mbarn. The DM80 Fe i opacity decreases the continuous flux over the no Fe i opacity case. The reduction factor is a few percent at 2900 Å , about 10% at 2600 Å , and roughly a factor of 2 at 2200 Å . The Bautista (1997) Fe i values have a much greater effect on the continuous opacity. In particular, the continuous flux is reduced by a factor of approximately 2 at all wavelengths shortward of 2700 Å .
Opacity Effects between
The solar data broadly support the predictions of the models. The solar flux shortward of 2650 Å is less than at longer wavelengths. However, the Sun significantly increases in brightness at 2630 Å rather than at the Mg i edge of 2511 Å . There are dips in the continuous fluxes calculated using the Bautista (1997) Fe i opacity at about 2650 and 2750 Å , but these do not match features seen in the solar fluxes. The feature at 2630 Å in the solar spectrum is not matched by the models. Of course, this figure does indicate how large the solar line blocking must be in this wavelength region.
Given the magnitude of the Mg i bound-free opacity, we note that abundances derived from lines shortward of 2511 Å should be referenced to Mg (or possible ) and not to Mg ϩ Fe H. For example, the notation [B/H], which is commonly used for the boron abundance, which is derived primarily from B i lines at 2490 Å , is inappropriate since it relies on hydrogen being the dominant continuous opacity source; the more appropriate notation is [B/Mg].
IMPLICATIONS/CONCLUSIONS
Bautista's (1997) new opacity calculations support BB98's conjecture that the Fe i bound-free opacity in the Be ii region is underestimated by DM80's value. BB98 estimated that in addition to the H-He opacities, a metal bound-free opacity of roughly 30 times DM80's value would be required in the Be ii region. We caution that the flux comparison done in the present study is at a very different resolution (2.5 Å ) and over a much larger wavelength region (ll3000-4000) than the opacity estimate done by BB98 (0.008 Å and ll3100-3180, respectively), and therefore a direct comparison of the two studies is not possible. However, the flux fit is essentially compatible with BB98's finding that the solar beryllium abundance is meteoritic; twice Bautista's Fe i bound-free opacity is roughly 20 times DM80's value.
The lack of Be depletion in the solar photosphere coupled with the large (factor of 140) depletion in Li implies that only shallow mixing has occurred below the surface convective zone through the entire 4.5 Gyr life of the Sun. This sharply contradicts the rotational braking models (e.g., Pinsonneault et al. 1989) in which both angular momentum and material transport occur via turbulence. These models predict a rapidly rotating core for the present-day Sun with both Li and Be depletion resulting from slow, deep mixing. The former prediction is contradicted by helioseismological data that reveal that the interior of the present-day Sun is in slow solid-body rotation (Charbonneau et al. 1998) , implying that the transport of angular momentum was more efficient. Furthermore, the thin shear layer at the base of the solar convective zone (the tachocline), inferred from helioseismology (Basu 1997) , suggests the absence of deep mixing in the present-day Sun. Angular momentum transport via magnetic fields (Charbonneau & MacGregor 1993) or internal gravity waves (Kumar & Quataert 1997; Zahn, Talon, & Matias 1997) are able to produce a rapid loss of angular momentum. With a small degree of turbulence at the tachocline, they are able to reproduce Li depletion with no Be destruction (Barnes, Charbonneau, & MacGregor 1999; Brun, Turck-Chièze, & Zahn 1999 ). It appears that material mixing may not be linked to angular momentum transport at all. S. C. B. is pleased to acknowledge support from NSF grants AST 96-18335 and AST 98-19870 and from STScI grant AR-079990196.
