To investigate the possibility of differential flow speeds between ions of the same element and their roles in the determination of ionic fractions, this paper extends our latest minor-ion model to a five-fluid model, describing the behavior of five species of minor ions of one given element in the fast solar wind. We solve the five sets of mass, momentum, and energy equations simultaneously to include the effects of ionization, recombination, and heating. The five species of minor ions are taken as test particles flowing in a background plasma consisting of electrons, protons, and alpha particles. The parameters of the background gas are calculated using a previous three-fluid wave-driven magnetohydrodynamic model for the fast solar wind. These background parameters are modeled as closely as possible to observed values. Using this background of fast solar wind parameters, the five-fluid minor-ion model has no problem reproducing the frozen-in charge-state distributions observed in the fast solar wind for C and O ions, while the modeled ionic fractions of Si, Mg, and Fe show significant shifts to lower charge states compared with the observed values. It is found that the majority of C and O ions are frozen-in below 1.2 solar radii, while most Si, Mg, and Fe ions are frozen-in beyond 1.3-1.5 solar radii. Comparing the cases with and without differential flows shows that even though differential flow speeds between ions of the same element do develop beyond a certain heliocentric distance (e.g., 1.2 solar radii for Si ions), they cannot account for the high ion charge states observed in situ.
INTRODUCTION
The formation of ionic charge states in the fast solar wind depends on the properties of the background gas, namely, the electron density and temperature and details of the electron distribution function (e.g., halo), as well as the microscopic and macroscopic properties of the minor ions themselves. The charge-state distribution of minor ions is frozen-in within a few solar radii owing to decreasing electron density and increasing ion velocities. The charge-state distribution observed in situ therefore reflects the plasma conditions in the corona.
However, the inference of physical conditions from the charge-state observations is not a straightforward task. As a result of lacking knowledge about the inner coronal environment, some assumptions must be made to describe the formation of minor ions. For instance, there are no measurements about the minor-ion flow speeds in the inner corona except the spectroscopic measurements of O 5+ (Li et al. 1998; Cranmer et al. 1999; Patsourakos & Vial 2000) ; the measurements on the electron temperatures in the inner corona are also very scarce and conducted mainly in the region very close to the Sun (Habbal & Esser 1994; Wihelm et al. 1998; Doschek et al. 2001 ). In addition, we do not know the coronal electron velocity distribution which is obviously non-Maxwellian with a suprathermal tail in situ (e.g., Feldman et al. 1975 ). Thus, model calculations are necessary to better understand the formation of the charge states. Recent studies found that the electron temperatures given by spectroscopic measurements are lower than that inferred from the in situ observed charge-state distribution. To interpret this disagreement, two approaches were introduced. The first one is to assume that the electron velocity distribution function is already non-Maxwellian with a suprathermal tail in the near-Sun region (Esser & Edgar 2000) , which was first introduced in the model of ionic fractions by Owocki & Scudder (1983) . Esser & Edgar showed that in order to produce the observed Si ion fractions, the halo-to-core ratios of electron densities and temperatures have to be as large as 5% and 6, respectively. Another approach that has been tried to solve the problem is to include the effect of differential flow speed between adjacent charge states of the same element with the assumption of the Maxwellian velocity distribution for the solar wind particles. There are only two charge-state models (Ko et al. 1997; Esser & Edgar 2001) in the literature that take the differential flow speed into account. In these models, only the charge-state equations were solved, while the ion flow speeds were prescribed. Therefore, the possibility and evolution of the differential flow speeds between ions could not be addressed by these models themselves. To do this, the coupling between minor ions and major solar wind particles (electrons, protons, and alpha particles) as well as the heating and acceleration mechanism(s), which might depend on the ionic charges, must be taken into account. There is only one theoretical model so far that described the evolution of differential flow speed between minor ions of the same element (Esser & Leer 1990) . This study showed that the flow speed ratio between O 6+ and O 5+ could be as large as 2-3 close to the coronal base. To further investigate the differen-tial ion flow speeds, we have constructed a one-fluid minorion model for O 5+ (O 7+ ) ions (Chen, Esser & Hu 2002, hereafter Paper I) , where the mass, momentum, and energy equations for one species of O ions flowing in a four-fluid background (e, p, , and O 6+ ) were solved simultaneously. In this one-fluid case it was shown that differential flow speeds may play totally different roles in the formation of individual charge state. To O 5+ , the differential flow speed between O 5+ and O 6+ is critical to the formation of O 5+ , while that between O 7+ and O 6+ has almost no effect on the formation of O 7+ because the differential flow speed between O 7+ and O 6+ develops after these ions are formed. Taking advantage of the absolute dominance of O 6+ in O ions in the fast solar wind, the approach of Paper I can yield reasonable results. However, for the other elements, such as C, Mg, Si, or Fe, there is a more even distribution of charge states, five in the case of Si for example. Therefore, to study the formation of these ions and the roles of differential flow speeds, the mass, momentum, and energy equations for multiple species of minor ions must be solved simultaneously. This is the work done by the present paper.
The minor ions in our model are taken as test particles in a three-fluid fast solar wind consisting of electrons, protons, and alpha particles. We use a previous three-fluid fast solar wind model driven by dispersive ion cyclotron waves (Hu & Habbal 1999) to get the properties of the background plasma. This specific background model is chosen because it is capable of yielding reasonable parameters for both the major particles and minor ions despite the fact that the detailed heating and acceleration mechanism involved is controversial. To check the effect of other heating mechanism, we will do a parameter study on the heating function in x 4. The conceptual basis of the idea that minor ions can be treated as test particles was laid by many previous studies (Geiss, Hiry, & Leutwyler 1970; Burgi & Geiss 1986; Hu, Esser, & Habbal 2000) . Section 2 describes our five-fluid minor-ion model. The solution for the background plasma is presented in x 3. The Si ions are investigated in more details in x 4, the solutions for C and O, Mg and Fe are shown in x 5 and 6, respectively. The last section is our conclusions and discussion.
THEORETICAL MODEL
With the ionization and recombination processes included, the time-dependent MHD equations for minorion charge state i are written as follows:
where n is the number density, v the velocity, and T the temperature. The subscript i denotes the minor-ion species with Z i ¼ i (in units of the electron charge e), j ¼ i þ 1 and k ¼ i À 1 denote the adjacent charge states of ions i, the subscript e means the parameters for electrons, the summations l in the Coulomb collisions are over ions i, and the particles in the background plasma, i.e., Coulomb collisions between minor ions are neglected because their densities are small. The terms M S , G, and k B are the Sun's mass, the gravitational constant, and the Boltzmann constant. All velocities refer to the radial component with the subscript r omitted. The radial component of the phase speed, v ph , for outward propagating dispersionless Alfvén waves is given by 
where ¼ 2:7 Â 10 À6 radian s À1 is the angular velocity of the Sun; a is the cross section area of the flow tube. The resonant acceleration along the magnetic field and the resonant heating rate for ions i are presented by a i and Q i , respectively. For details of a i , Q i , and the Coulomb collision terms, please refer to Hu & Habbal (1999) . The production rate of ions i from the recombination or ionization of adjacent charge states j (q ij ) and k (q ik ) can be written as
respectively. The loss rate of ions i through their ionization and recombination is given by
In equations (6) and (7), C s and R s (s ¼ i; j; k) represent the ionization and recombination rates (in cm 3 s À1 ), respectively. For the first (last) charge state considered in the model, the recombination (ionization) rate is assumed to be zero in order to observe the mass conservation for the element studied ( P i n i is a constant). The rates adopted in this paper are from Mazzotta et al. (1998) except when mentioned otherwise. We adopt the flow tube geometry proposed by Chen & Hu (2002) because in future studies it can also be used for the case of the slow wind. The cross section area of the flow tube is then given by
where f m , f 1 , r c , and c are the parameters of the flow tube. When f m ¼ f 1 , this tube describes the fast solar wind and is approximately equivalent to the expansion given by Kopp & Holzer (1976) . We solve the sets of equations (1)- (3) (Ko et al. 1997 ) is used, except the fraction of O 5+ , which is from Wimmer-Schweingruber (1994) . All the ions collected in this table are covered by our study. The physical quantities of the background particles involved in the sets of equations (1)- (3) are directly calculated from the model described in Hu & Habbal (1999) with small modifications on the electron heating term and boundary conditions included. We use the following exponential function to heat the electrons:
The parameters at the coronal base for the background are taken to be electron density n e0 ¼ 8 Â 10 7 cm À3 , density ratio of alpha particles to protons n 0 =n p0 ¼ 0:
; where T 0 is the temperature for all species including the minor ions at the base, i.e.,
is the magnetic field strength, hv 2 0 i 1=2 is the wave amplitude, and is the spectrum index of the ion cyclotron waves. The parameters for the flow tube and the heating functions for electrons are taken to be
, and e ¼ 0:16R S , the same values as their counterparts in Paper I.
BACKGROUND SOLUTION (e, p, )
The background solar wind solution is obtained from the turbulence-driven three-fluid solar wind model presented by Hu & Habbal (1999) . In this background model, the Kolmogorov-type cascade function is used to transfer energy from low-frequency Alfvén waves to high-frequency ioncyclotron waves, and the transferred energy is assumed to be entirely dissipated through the wave-particle interaction. The dissipated wave energy is distributed among protons and alpha particles according to the quasi-linear theory of wave-particle interaction and cold plasma dispersion relation based on a given power-law spectrum of the ion cyclotron waves. This background model is modified so that the heating of electrons can be included. For the boundary conditions and other parameters presented in x 2, we obtain the parameters for electrons, protons, and alpha particles plotted in Figure 1 . Some measured values are also shown. Since we are mainly interested in the regions where ions are formed, only the radial profiles between 1R S and 3R S are plotted in Figure 1 . The limits on the electron densities given by Fisher & Guhathakurta (1995) , Koutchmy (1977) , and Wilhelm et al. (1998) are shown in Figure 1a as error bars, diamonds, and squares, respectively. The error bars (Fisher & Guhathakurta 1995) and diamonds (Koutchmy 1977) in Figure 1b represent the proton velocities derived from the above densities assuming constant mass flux. The proton velocities derived from Ly Doppler dimming (Cranmer et al. 1999 ) are shown as triangles. The measurements of the electron temperature from Wilhelm et al. (1998) are shown as squares in Figure 1c . The triangles in Figure 1c represent the effective proton temperatures derived by Kohl et al. (1997) , which are taken to be the upper limits of the temperatures. The maximum of the electron temperature is 1:04 Â 10 6 K at 1.22R S . It can be seen from Figure 1 that at least in the region where ions are formed, the predicted quantities agree well with the observations. As far as the parameters at 1 AU are concerned, the present solution yields the following values: n p ¼ 2:53 cm À3 , v p ¼ 750 km s À1 , n p v p ¼ 1:9 Â 10 8 cm À2 s À1 , T e ¼ 1:43 Â 10 5 K, T p ¼ 2:17 Â 10 5 K, and n =n p ¼ 0:04, which are in good agreement with observations (Schwenn 1991; Villante & 
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Vellante 1982; Bame et al. 1975) . The predicted flow speeds and temperatures of alpha particles at 1 AU are higher than the corresponding values for protons but somewhat lower than observed. This is usually attributed to continued heating and acceleration in interplanetary space (e.g., Marsch et al. 1982; Neugebauer et al. 1994; von Steiger et al. 1995; Hu et al. 2000) . Nevertheless, this solution serves as a good background for the studies of minor ions that are formed in the inner corona where the calculated values are within the range of observed limits for the parameters that are known.
4. SOLUTIONS FOR Si: Si 7+ -Si 11+
Of the five observed elements, it is the Si that is the most difficult to model so that the predicted charge-state distribution is consistent with observations (e.g., Esser & Edgar 2001) . We therefore start with the Si ions and study them in more detail by investigating the effects of differential flow speeds, a different heating mechanism, and atomic data. The charge-state distribution at the coronal base is determined by the ionization equilibrium, i.e.,
To justify this assumption, we calculate the following three timescales:
The exp is the expansion timescale, while q ( l ) represents the production (loss) timescale for ion species i. It is found that for every Si charge state the expansion timescale is larger than the production or loss timescale by more than 1 order of magnitude at the lower boundary. See, for example, the timescales for Si 9+ ions shown in Figure 2 . This means that the assumption of ionization equilibrium for Si ions at the base is valid. It can also be seen from Figure 2 that the three timescales intersect with each other between 1.2R S and 1.3R S , which implies that the Si ions will be frozen-in at or beyond this location. This point is further illustrated by the calculations below. We adopt the same mechanism as that used for the background ions to heat and accelerate the minor ions. The dispersive effect of minor ions on the dispersion relation is omitted to avoid the unreasonable exaggeration by the cold plasma approximation (Hu et al. 2000) . With the resonant acceleration a i and heating rate Q i calculated from equations (25) and (26) in Hu & Habbal (1999) and the background parameters shown in Figure 1 , the five sets of equations (1)- (3) . To date these are the only minor-ion flow speeds derived from coronal observations. The calculated flow speeds for protons are also plotted (dotted line). Initially the Si ions lag behind the protons because the gravity is large and the Coulomb collisions are not efficient enough to drag the minor ions to flow together with the protons. When the resonant acceleration by waves becomes important, the Si ions start to flow faster than the protons. The ratios of flow speeds between adjacent charge states are plotted in Figure  3b . It can be seen from Figure 3a and 3b that the speeds of Si ions (as well as the ions of other elements) experience the following evolution: From the coronal base to some distance, say, r 1 (r 1 % 1:2R S ), all Si ions flow at roughly the same speed due to the strong coupling there. Beyond r 1 , the ions with a smaller charge will flow slower and decouple from the bulk flow earlier. This is due to a smaller electrical field force, which is proportional to Z i and a smaller drag force by the Coulomb collision with the protons which is proportional to Z 2 i . The decoupled ions are then basically decelerated by the gravity to a further distance, say r 2 , which varies depending on the charge. The start point of the deceleration can be taken as the distance where ions decouple from the background. Beyond r 2 , the resonant acceleration by cyclotron waves becomes dominant and favor the ions with smaller charges, which then flow faster. The ratios of flow speeds between adjacent Si charge states lie in the range [0.7, 1.7]. And the maximums of the four ratios are located at 1.23R S , 1.26R S , 1.29R S , and 1.32R S , respectively.
The temperature profiles are plotted in Figure 3c . The effective temperatures for O 5+ (Esser et al. 1999; Kohl et al. 1997 ) are also presented for comparison. The temperature ratio between, for example, Si 8+ and Si 9+ at 1.5R S is 1.19. This implies that the temperature of minor ions in the inner corona is neither mass proportional nor mass-to-charge proportional, as indicated by the observations in that part of the corona (Esser et al. 1999) . The mass proportional values that are observed in situ develop beyond the distance where the ion fractions are formed. This point is also suggested by the comparison between temperatures of ions of different elements. For example, the ratio of modeled temperatures between Si 9+ and O 5+ is 1.41 at 1.5R S . Figure 3d shows the ionic fraction, f i , which is used as the indicator of the freezing-in process of minor ions and defined by
where the summation l is over all the five Si charge states studied here. In a steady state situation, according to equation (1), f i ðrÞ satisfies
Thus, it is the electron density, the ionization and recombination rates that depend on the electron temperature, and the ion velocities that determine the formation of minor ions. To determine the freezing-in distance r f , the following criterion is used:
where r f is the first point from the base outward that satisfies the above condition. Table 1 with the location of the maximum velocity ratios, we find that the differential flow speeds are already developed while the Si ions freeze in. This means the differential flow speeds might be important in the formation of Si ions. To further clarify the roles of differential flow speeds, we conduct the following study:
We construct another code to solve only the mass equations (1) for the five charge states with their flow speeds prescribed, as most previous studies did. All Si ions are assumed to flow at the same speed which is equal to the Si 9+ 
speed shown in Figure 3a . The ionic fractions thus obtained are labeled as Model B in Table 1 . It's easy to see that the difference of the frozen ionic fractions is within 10%, which is close to the observational errors. Considering the very large discrepancy between the observed charge-state distribution and model calculations, the effect of differential flow speeds is negligible. We point out in passing that using the flow speed of other Si ions as the uniform Si flow speed has no impact on this conclusion. To investigate the effect of different heating mechanism we introduce the following exponential heating addition:
For different charge states, we vary the heating rate Q i;0 from 0.5 (in units of 1 Â 10 À11 ergs s À1 ) to 20 and the damping length from 6R S to 1R S . With this large parameter space, the effect of any kind of heating mechanism should be covered. Substituting the resonant heating rate in equation (3) with the above heating function (15) and setting the resonant acceleration a i to be zero, we solve the full sets of equations (1)-(3) using various combination of heating parameters. It is, according to our parameter study, very difficult to get differential flow speeds below 1.2R S because of the strong coupling there. The maximum flow speed ratio we can produce is less than 10, which is lower than the values used by Esser & Edgar (2001) and thus could not account for the observed high Si charges. The atomic data describing the ion formation are not always known with good accuracy. To gain some insight into their possible effects, we consider two other sets of atomic data (Raymond & Smith 1977; Lennon et al. 1998 ). The corresponding ionic fractions are labeled as model C and model D in Table 1 , respectively. The calculated ion fractions are significantly lower than observed also for these atomic data sets.
SOLUTIONS FOR C AND O
The situations for C and O are similar, and we therefore present their solutions together in this section. The five charge states selected for C and O are C 2+ -C 6+ and O 4+ -O 8+ , respectively. Since the abundances of C 2+ , C 3+ and O 4+ , O 8+ are completely negligible compared with that of the measured C or O ions by Ko et al. (1997) , we exclude their effects in the following discussion. By comparing the three timescales, we find that the expansion timescales for the major C and O charge states are comparable with the production and loss timescales at the coronal base. Thus, the ionization equilibrium assumption at the base is questionable for C and O. Keeping this in mind, we first discuss the results based on the boundary conditions determined by the ionization equilibrium.
As far as the differential flow speeds are concerned, the maximum of v iþ1 =v i is 1.9 for C at about 1.22R S between C 5+ and C 4+ , and 2.5 for O at about 1.25R S between O 6+ and O 5+ . Their flow speeds have similar dependence on their charges as for Si. Namely, the ions couple to the background till they reach a certain distance, say r 1 (r 1 % 1:13R S for C and 1.18R S for O), and then start to decouple from the background one by one in the order of charges from small to large. The decoupled ions are then decelerated by gravity till the wave-particle interaction becomes important. The observed and modeled ionic fractions with their freezing-in distances for C and O are listed in Tables 2 and 3 , respectively. It can be seen from Table 2 and 3 that we have no problem in reproducing the observed charge-state distribution although the fractions of the highest charge states are slightly smaller than observed. The majority of the C and O ions are frozen-in below 1.2R S , which is closer to the base than the Si ions and before the differential flow speeds are well developed. The differential flow speeds therefore have no important effects on the formation of the major C and O ions, which is further confirmed by the comparison with the solutions associated with the uniform velocities. This point is consistent with our previous study on the O ions conducted in Paper I. In Paper I we concluded that the differential flow speed between O 5+ and O 6+ ions has an important effect on the formation of O 5+ ions since they are frozenin at about 1.9R S where the differential flow speeds have developed.
The discrepancy between the observed and calculated ionic fractions for C (O) can be eliminated by modifying the boundary abundance for C 6+ (O 7+ ). If an ionic fraction of 4 Â 10 À5 instead of 7 Â 10 À6 is used for C 6+ , or 3 Â 10 À5 instead of 6 Â 10 À7 for O 7+ , the obtained frozen-in ionic fractions of C 6+ and O 7+ are 0.102 and 0.028, respectively, which are well in agreement with observations. The latter values of ionic fractions listed above for C 6+ and O 7+ are determined by the ionization equilibrium assumption at the base.
SOLUTIONS FOR Mg AND Fe
The Mg and Fe ions selected for this study are Mg 6+ -Mg 10+ and Fe 8+ -Fe 12+ , respectively. The ionization equilibrium assumption at the lower boundary is reasonable for Mg and Fe ions. Their flow speeds have similar dependence on their charges as that for other elements. The observed and calculated ionic fractions of Mg and Fe are shown in , which is frozen-in at 1.21R S . Thus, the Mg and Fe ions are frozen-in a little further away from the base than the C and O ions, which is consistent with previous studies (e.g., Burgi & Geiss 1986; Owocki, Holzer, & Hundhausen 1983) . Comparing the results with and without differential flows also shows that the differential flow speeds produced here are not important for the formation of Mg and Fe ions.
DISCUSSION AND CONCLUSIONS
Taking the minor ions as test particles and using a previous three-fluid turbulence-driven solar wind model to obtain the solution for the background plasma consisting of electrons, protons, and alpha particles, we solve simultaneously the mass, momentum, and energy equations for five species of minor ions of one element (C, O, Mg, Si, and Fe). The model yields reasonable charge-state distributions for C and O, which freeze-in within 1.2R S , but fails to produce the observed higher charge states for Mg, Si, and Fe, which freeze-in between 1.3R S and 1.5R S . It is found that the differential flow speeds between ions of the same element, which were proposed to explain the ionic fractions by recent studies (Ko et al. 1997; Esser & Edgar 2001) , could not account for the high ion charge states observed in situ.
Most minor ions in our model are frozen-in within 1.5R S , even the Si and Fe ions, which were usually reported by previous models to be frozen-in beyond 2R S . This result comes from the fact that previous models have used electron densities somewhat higher than observed values and ion velocities that were lower than the ones indicated by observed O 5+ flow speeds (Li et al. 1998; Cranmer et al. 1999; Patsourakos & Vial 2000) . The electron density at the coronal base is one of the critical parameters to the coronal physics. To explore the effect of a possible larger electron density at the base, we carried out the calculations with n e0 ¼ 1:5Â10 8 cm À3 and slight modifications on the other input parameters to keep the background model close to observed values. Because of the enhanced Coulomb drag force by protons, the location where the ions decouple and the peak of the velocity ratios are shifted outward by approximately 0.2R S for the Si, Mg, and Fe ions while the freeze-in distances of C and O remain the same as in the low-density case. The difference between observed and predicted ion fractions becomes even larger in the high density case.
Previous models that explain in situ ion fractions by the coronal electron temperature alone show that the electron temperature should have a maximum of at least 1.5 MK in the near-Sun region which is higher than observed by spectroscopic measurements. This disagreement of at least 0.5 MK could not be reconciled by the differential flow speeds produced by the present model. Comparing the cases with and without differential flows shows that the differential flow speeds between adjacent charge states are not the key to solve the charge-state issue in the fast solar wind. As shown by our model calculation, it is impossible to get any significant differential flow below about 1.2R S , where a substantial fraction of minor ions form. This is the reason that the differential flow speed has no important impact on the formation of most minor ions. It seems that the only way to resolve the charge-state issue is to introduce the non-Maxwellian electron velocity distribution with an enhanced suprathermal tail in the inner corona. The in situ electron velocity distribution function is observed to be highly nonMaxwellian with a cold core and a hot halo. The ratio of the electron temperature between the halo and the core can be as large as 6 (Marsch 1991) . It is not known yet what this implies for the inner corona. Since we have no difficulty in reproducing the observed ionic fractions for C and O, which are frozen-in mainly below 1.2R S , while the problematic elements (Mg, Si, and Fe) are frozen-in beyond 1.3R S , it is strongly suggested by this model that the Maxwellian distribution assumption of the electron velocity might be valid at the corona base and that the non-Maxwellian distribution with a hot halo should develop very close to the Sun below 1.5R S . This is consistent with the study based on the nonMaxwellian distribution assumption by Esser & Edgar (2000) . The conclusions presented here are useful for further study of the ionic fractions, which should consider the effect of the non-Maxwellian distribution. 
