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A connected dominating set (CDS) is useful in forming a virtual backbone in wireless 
ad hoc or sensor networks because these networks lack a ﬁxed infrastructure and 
centralized management. Self-stabilization guarantees that the system tolerates any ﬁnite 
number of transient faults and does not need any initialization. The safe convergence 
property guarantees that the system quickly converges to a feasible safe conﬁguration, and 
subsequently converges to a legitimate conﬁguration without violating safety. A previous 
publication on a safely converging algorithm for the minimum CDS assumed a phase 
clock synchronizer, which is a very strong assumption. In this paper, we propose the ﬁrst 
asynchronous self-stabilizing (6 + )-approximation algorithm with safe convergence for 
the minimum CDS in networks modeled by unit disk graphs (UDGs). We assume that the 
feasible safe conﬁguration satisﬁes the condition that a dominating set is constructed. The 
convergence time to a feasible safe conﬁguration is one round, and the convergence time 
to a legitimate conﬁguration in which an approximated minimum CDS is constructed is 
O (max{d2, n}) rounds, and O (n6) steps.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the 
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
1.1. Connected dominating sets
Wireless ad hoc or sensor networks have no ﬁxed physical backbone infrastructure and no centralized administration. 
Therefore, a connected dominating set (CDS) of communication entities (i.e., sensor nodes, computers, processors, processes) 
is useful to form a virtual backbone to facilitate the computation of message routing and other network problems for such 
networks.
In an undirected connected graph, a CDS D is a subset of nodes such that D is a dominating set and the subgraph 
induced by D is connected. The minimum CDS problem entails ﬁnding a CDS of minimum size. Unfortunately, it is known 
that the minimum CDS problem is NP-hard [1], even for unit disk graphs (UDGs) — a model of ad hoc or sensor networks. 
In a UDG, there is a link between two nodes if and only if their geographical distance is at most one unit. That is, for the 
sake of analytical simplicity, it assumes that each process has the same communication range in ad hoc or sensor networks.
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for the minimization problem guarantees the approximation ratio |Dalg|/|Dmin|, where |Dalg| is the size of the solution of 
the approximation algorithm in the worst case and |Dmin| is the size of a minimum solution.
1.2. Self-stabilization with safe convergence
A distributed system consists of a set of processes communicating with each other through communication links. Each 
process is a state machine which changes its state according to the states of its direct neighbors by using a distributed 
algorithm. The processes cooperate to accomplish the task of the system.
Self-stabilization [2] is a theoretical framework of fault-tolerant distributed algorithms. A self-stabilizing algorithm can 
start execution from an arbitrary (illegitimate) system conﬁguration, and eventually leads the system conﬁguration to a 
legitimate conﬁguration satisfying a (predeﬁned) speciﬁcation. Because of this property, it can tolerate any ﬁnite number of 
transient faults, such as message loss and memory corruption, as long as no faults occur while converging to the legitimate 
conﬁgurations [3]. That is, the system autonomously recovers in ﬁnite time without the cost of human intervention even 
if transient faults and spontaneous reconﬁgurations occur. It considers the conﬁguration obtained by the latest fault or 
reconﬁguration as an initial conﬁguration. By this property, self-stabilizing algorithms can adjust to intermittent topology 
changes. If faults or topology changes occur during the converging period, a self-stabilizing algorithm restarts computation 
from the conﬁguration immediately following the faults or changes. If faults or topology changes occur inﬁnitely often, the 
self-stabilizing system cannot converge to a legitimate conﬁguration.
Ordinary self-stabilizing algorithms have no safety guarantee while the system is converging even if there are no faults 
or topology changes. Therefore, the service quality cannot be guaranteed while the system is converging. Thus, to enhance 
the availability of self-stabilizing systems during the converging period, we focus on a safety guarantee property, called 
safe convergence [4], by extending self-stabilization. When faults occur, a self-stabilizing algorithm with safe convergence 
(SC-algorithm) converges the system to a feasible (not legitimate) safe conﬁguration satisfying a certain safety property as 
soon as possible. Then, the safety property should be conﬁgured to offer the minimal quality of services. That is, in a feasible 
safe conﬁguration, the network can offer minimal services. After that, if no fault occurs for a long enough period of time 
(i.e., during convergence time), the system automatically converges to a legitimate conﬁguration to provide the best quality 
of services. As a result, the SC-algorithm entails a smaller time complexity to guarantee the safety property as compared 
with the algorithms without safe convergence. The safe convergence property requires that the system preserve the safety 
condition while it transitions from a feasible safe conﬁguration to a legitimate conﬁguration. This means that SC-algorithms 
must enforce each process to update its local state only when its update does not disrupt the safety property for safe 
convergence (i.e., each process avoids breaking the safety property). In contrast, when a conﬁguration is feasible but not 
legitimate, at least one process among all of the processes in the network must perform a state change for convergence to 
a legitimate conﬁguration. Accordingly, designing SC-algorithms is not a trivial task.
There are many publications proposing extensions of self-stabilization for quick convergence and the safe property guar-
antee, for example, superstabilization [5] and safe stabilization [6]. The concept of superstabilization guarantees that the 
system quickly converges to a conﬁguration when the topology changes while the system is in a legitimate conﬁguration. It 
only considers maintaining safety after faults or topology changes occur in a legitimate conﬁguration and does not address 
the safety during convergence. The concept of safe stabilization guarantees that any k faults1 in a safe conﬁguration will not 
lead to an unsafe conﬁguration, for some given constant k. Unfortunately, both of the above methods entail a prohibitively 
high time and memory cost. In contrast, self-stabilization with safe convergence does not require any time or memory 
overhead and its implementation is much simpler than that of superstabilization and safe stabilization because it does not 
guarantee safety when faults occur in a legitimate conﬁguration. Related research on safe convergence includes [7–12].
1.3. Related work
Because a CDS can be used as a virtual backbone for routing messages in ad hoc networks, many algorithms for the CDS 
have been proposed. A comprehensive survey of this topic for ad hoc networks is provided in [13].
Finding the minimum CDS is one of the fundamental optimization problems. Generally, approximation algorithms based 
on linear programming in a centralized system [14] may be considered. However, in vast dynamic distributed networks, it 
is diﬃcult to collect the states of all of the components (e.g., processes, communication links) forming the entire system. 
Therefore, a distributed approximation algorithm is more suitable than a centralized approximation algorithm for such net-
works. Some distributed approximation algorithms have been proposed for certain optimization problems based on linear 
programming [15]. However, these algorithms entail a burden on memory resources, high traﬃc costs, and a long computa-
tional time.
Some (non-self-stabilizing) local distributed approximation algorithms are proposed in [16–18] for the minimum CDS 
problem. However, these approaches assume that each process has its geographic location and communicates directly with 
processes that are two or more hops away. This assumption is not feasible for networks in which the geographic location 
1 They are transient faults which occur in k processes simultaneously.
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algorithms to self-stabilizing algorithms are proposed. However, these algorithms also entail a burden on memory resources, 
high traﬃc costs, and a long computational time. Therefore, fully distributed approximation algorithms are demanded.
Some (non-self-stabilizing) fully distributed approximation algorithms with a constant approximation ratio have 
been proposed. Existing distributed algorithms for UDGs include O (1)-approximations [21] and [22], two randomized 
O (1)-approximations [23], an 8-approximation [24], a (4.8 + ln 5)-approximation [25], and a 6-approximation [26]. However, 
these algorithms are not self-stabilizing. Additionally, these algorithms select dominators (i.e., members of the dominating 
set) in a greedy manner based on an atomic view of the states of neighboring processes within two or more hops. However, 
adopting this atomic perspective in practice requires the system to collect the necessary information of two or more hops. 
If some transient faults can occur in the system, the collected information may be outdated just after the completion of the 
collecting.
There are some self-stabilizing algorithms for computing CDSs without the safe convergence property, for exam-
ple, [27–29]. However, these algorithms are not approximations, i.e., they do not guarantee the quality of their solutions. 
Additionally, [27] and [28] assume that information for two or three hops can be maintained at each node, i.e., each node 
can refer to and update the local states of nodes either two or three hops away in a single step. Unfortunately, a self-
stabilizing implementation with such an assumption is not eﬃcient.
In [30], Kamei et al. proposed a self-stabilizing 8-approximation algorithm for the CDS. However, it does not provide the 
safe convergence property. In [31], they proposed the self-stabilizing 6-approximation SC-algorithm based on [30]. However, 
this algorithm assumes that the step synchronization uses a phase clock synchronizer [32]. That is, every process executes 
the same step in parallel and in a synchronized manner. This is a very strong assumption. Additionally, they did not compute 
the round and step complexity for converging to a legitimate conﬁguration.
1.4. Our contributions
In this paper, we propose a (6 + )-approximation SC-algorithm for the minimum CDS in UDGs under an unfair dis-
tributed daemon (called unfair d-daemon), i.e., we assume an asynchronous system. Our algorithm can compute a CDS in 
general graphs, but cannot guarantee the approximation ratio in general graphs. That is, we impose the UDG assumption 
only for the guarantee of the approximation ratio.
Using our algorithm, a system very quickly converges to the feasible (not legitimate) safe conﬁguration: a (non-
connected) dominating set is computed in one round. Then, as long as no transient faults occur, the system eventually 
converges to a legitimate conﬁguration in which an approximated minimum CDS is constructed. In sensor networks, it is 
expected that the communication backbone provides secure information exchange (e.g., no message loss or inﬁnite loops, 
etc.). As soon as a dominating set is constructed, we can use it to store the information until an approximated minimum 
CDS is constructed by making each dominator store the information temporarily. For each dominator, if there are neighbor-
ing dominators, then it can exchange the data. Because our algorithm guarantees that a dominator can leave only when it 
has at least one neighboring dominator, before leaving the dominating set, a dominator can send and entrust the stored 
sensor data to the neighboring dominator. After that, when an approximated minimum CDS is constructed, each dominator 
can start transferring the data over the CDS.
For the system to converge to a legitimate conﬁguration, our algorithm takes O (max{d2, n}) rounds and O (n6) steps, 
where d and n are the diameter and the number of processes in the network, respectively. One step is the time for a 
process to execute an action. The round complexity is the number of rounds in which every process takes at least one step 
in the worst case. That is, some processes may execute too many steps in a round, and the number of rounds captures the 
execution rate of the slowest process in any computation. On the other hand, the step complexity is the maximum number 
of steps taken by any process in the worst case. It is an important criterion because it reﬂects the number of messages 
exchanged by an algorithm. In particular, for self-stabilizing algorithms, each process must send messages to its neighbors 
to inform them that its state has changed. No previous work has provided a step complexity analysis for the minimum CDS 
problem with safe convergence. We therefore analyze these time complexities.
To guarantee that both the round and step time complexities are polynomial, we incorporate the algorithm in [33] into 
our approach. The algorithm in [33] is for the construction of a BFS tree and our algorithm uses it to guarantee connectivity 
between dominators. In contrast, [31] uses another BFS tree construction algorithm from [34], and its convergence time 
complexity is (d) rounds, and O (n(hmax + d)n) steps, where hmax is the maximum height value in the tree in the initial 
conﬁguration under an unfair d-daemon.
Designing an algorithm for the minimum CDS with safe convergence is not trivial for the following reasons. As a result of 
the safe convergence property, each conﬁguration between a feasible safe conﬁguration and a legitimate conﬁguration main-
tains the safety property, i.e., the system retains a dominating set for each conﬁguration in the computation. To construct 
an approximated minimum CDS, some members of the dominating set in the feasible safe conﬁguration leave the set. If two 
neighboring processes leave simultaneously because of an unfair d-daemon, then the set may no longer be a dominating 
set. Therefore, our algorithm ﬁrst computes a larger dominating set to guarantee the safety property. After that, it decreases 
the membership of the CDS carefully using voting among neighbors to avoid the situation where two neighboring processes 
leave the CDS simultaneously.
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model and the distributed minimum CDS problem. In section 3, we show an outline of the heuristic algorithm from [35]
on which our algorithm is based. In section 4, we propose an approximation SC-algorithm for the minimum CDS under an 
unfair d-daemon. In section 5, we show the proof of the correctness of the proposed algorithm. In section 6, we provide a 
conclusion and discussion of future work.
2. Preliminaries
2.1. System model
Let V = {P1, P2, . . . , Pn} be a set of n state machines called processes and E ⊆ V × V be a set of bidirectional commu-
nication links in a distributed system. Then, the topology of the distributed system is represented as an undirected graph 
G = (V , E). G is connected and simple. In this paper, we use “graphs” and “distributed systems” (resp. “node” and “process”, 
“edge” and “link”) interchangeably. We assume that each process has a unique process identiﬁer. We denote the process 
identiﬁer of Pi by Pi . If there is a link between Pi and P j , then P j is a neighbor of Pi and Pi is a neighbor of P j . Ni
denotes the set of neighboring processes of Pi .  denotes the maximum degree of the network. Let the distance between 
Pi and P j be the number of the edges on a shortest path between them. For any set S ⊂ V and any process Pi /∈ S , let the 
distance between Pi and S be the minimum distance between Pi and any P j ∈ S . G(C) denotes an induced subgraph of G
by a subset C of V .
A set of local variables deﬁnes the local state of a process. Q i denotes the local state of each process Pi ∈ V . A tuple 
of the local state of each process (Q 1, Q 2, . . . , Qn) forms a conﬁguration of a distributed system.  denotes a set of all 
conﬁgurations.
We assume the state reading model as a communication model. In this model, each process can read the local states of 
neighboring processes without delay. Although a process can read the local state of neighboring processes, it cannot update 
them; it can only update its own local state.
Our algorithm is semi-uniform, i.e., there is a speciﬁc process Pr such that each process except Pr executes the same 
program. Note that we can elect Pr as a leader using a self-stabilizing leader election algorithm (e.g., [36–38]). Then, we 
assume that other processes have no a priori knowledge of Pr . An algorithm of each process Pi is given as an ordered ﬁnite 
set of actions and their priority labels. This priority label of each action is assigned as a unique positive integer where a 
smaller label indicates higher priority. Each action is given as follows: < label>::< guard>→< command>. Each guard is a 
predicate on Pi ’s local state and the local states of its neighbors. Each command updates the local state of Pi , then, the next 
local state is computed from the current local states of Pi and its neighbors. An action can be executed only if its guard is 
satisﬁed. We deﬁne Pi as being privileged in conﬁguration γ if and only if at least one guard is satisﬁed by Pi in γ . When 
several guards of actions are satisﬁed simultaneously at Pi , then only the action with highest priority among the actions 
corresponding to the satisﬁed guards can be executed at Pi .
Each process executes the algorithm in an atomic execution unit called a step. A step consists of the following three 
substeps: (1) reading the local states of all neighbors and evaluating the guards, (2) executing an action associated with a 
satisﬁed guard with the highest priority, and (3) updating its local state. When the three substeps are done, the next step 
begins.
We assume an unfair distributed daemon (i.e., scheduler) [39]. At each step, the distributed daemon selects an arbitrary 
non-empty subset of privileged processes, and the selected processes execute one action in parallel. The unfair daemon can 
select a set of processes to interfere with the stabilization of the system, that is, it can indeﬁnitely prevent a process from 
executing a step except when the number of privileged processes is only one.
2.2. Self-stabilization and safe convergence
For any conﬁguration γ , let γ ′ be any conﬁguration that immediately follows γ . Then, we denote this transition relation 
by γ → γ ′ . This means that it is possible for the network conﬁguration to change from γ to γ ′ by some processes 
simultaneously executing one step. For any conﬁguration γ0, a computation E of the algorithm starting from γ0 is a maximal 
(possibly inﬁnite) sequence of conﬁgurations E = γ0, γ1, γ2, . . . such that γt → γt+1 for each t ≥ 0. Note that starting from 
a conﬁguration γ0, there are many possible executions depending on the scheduler’s selections.
Deﬁnition 1 (Self-stabilization). Let  be the set of all conﬁgurations. A system S is self-stabilizing with respect to  such 
that  ⊂  if and only if it satisﬁes the following two conditions:
• Convergence: Starting from an arbitrary conﬁguration, the system eventually reaches a conﬁguration in , and
• Closure: For any conﬁguration λ ∈ , any conﬁguration γ that follows λ is also in  as long as no fault occurs.
Each γ ∈  is called a legitimate conﬁguration.
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system S is safely converging with respect to (F , L) if and only if it satisﬁes the following three conditions:
• S is self-stabilizing with respect to F .
• Safe convergence: For any execution starting from a conﬁguration in F , the system eventually reaches a conﬁguration 
in L .
• S is self-stabilizing with respect to L .
Each γ ∈ F is called a feasible safe conﬁguration, and each γ ∈ L is called a legitimate conﬁguration.
If Pi is privileged in γ j and not privileged in γ j+1, but does not execute any action in γ j , then we say Pi is neutralized. 
The neutralization of Pi can be caused by the following situation: at least one neighbor of Pi changes its state in γ j → γ j+1, 
and this change effectively renders the guards of all actions of Pi false in γ j+1.
We use the deﬁnition of rounds to compute the time complexity. The ﬁrst round of a computation E is the minimal 
preﬁx E ′ of E in which every privileged process in the initial conﬁguration either executes at least one action or becomes 
neutralized at least once. The second round of E is the ﬁrst round of E ′′ where E = E ′E ′′ . The third and later rounds are 
deﬁned recursively in the same way.
Deﬁnition 3. Let S be a safely converging self-stabilizing system with respect to (F , L). The ﬁrst convergence time (resp. 
second convergence time) is the maximum number of rounds (resp. rounds or steps) to reach a conﬁguration in F (resp. 
L ) from any initial conﬁguration in  (resp. F ).
2.3. Formal deﬁnition of the problem
In this section, we formally deﬁne the problem.
The dominating set and independent set are deﬁned as follows:
Deﬁnition 4. A dominating set of a graph G = (V , E) is a subset V ′ ⊆ V such that there are v ∈ V ′ and (u, v) ∈ E for each 
u ∈ V \V ′ . A dominating set V ′ of G is minimal if no proper subset of V ′ is a dominating set of G .
Deﬁnition 5. An independent set of G is a subset V ′ ⊆ V such that (u, v) /∈ E for any u, v ∈ V ′ . An independent set V ′ of G
is maximal if no proper superset of V ′ is an independent set of G .
The following relationship between dominating sets and independent sets is shown in [40].
Theorem 1. (See [40].) Every maximal independent set (MIS) in a graph G is a minimal dominating set of G.
The minimum connected dominating set (CDS) is deﬁned as follows:
Deﬁnition 6. A connected dominating set (CDS) of a graph G = (V , E) is a dominating set V ′ ⊆ V such that the induced 
subgraph G(V ′) by V ′ is connected. A connected dominating set V ′ of G is minimum if |V ′| ≤ |V ′′| for any connected 
dominating set V ′′ of G .
We call the members of the CDS dominators and the remainder dominatees. Each dominatee is dominated by at least one 
dominator.
In this paper, we propose a distributed algorithm to solve the minimum CDS problem. We assume that each process Pi
does not know the global information of the network. We deﬁne the distributed minimum CDS problem as follows.
Deﬁnition 7. Let G = (V , E) be a distributed system, let cdsi ∈ {0, 1} be a local variable of each process Pi ∈ V that represents 
whether Pi is in a minimum connected dominating set. The distributed minimum connected dominating set problem entails the 
following:
• Each process Pi must decide and output the value of cdsi , and
• The set {Pi ∈ V | cdsi = 1} is a minimum connected dominating set of G .
3. Marathe et al.’s algorithm
Marathe et al. proposed a sequential approximation algorithm for the minimum CDS in UDGs [35]. Because our algorithm 
is based on their algorithm, we present its outline here. Fig. 1 presents the formal outline.
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First, their algorithm selects an arbitrary node vr from G , and constructs a breadth ﬁrst spanning (BFS) tree T on G
rooted at vr . For any node vi , let dist(vr, vi) denote the distance from vr to vi . Let k denote the height (i.e., the maximum 
distance from vr to another node) of T on G , and let Ld be the set of nodes that have the distance (i.e., the depth) d from 
vr (0 ≤ d ≤ k) (i.e., Ld = {vi ∈ V | dist(vr, vi) = d}). The CDS constructed by their algorithm is the union of following two 
subsets of nodes (i.e., (
⋃k
d=0 Id) ∪ (
⋃k
d=1 Sd)).
• The ﬁrst subset, ⋃kd=0 Id , is an MIS of G . The root vr deﬁnitely joins the set I0. Let Dd be a set of nodes vi ∈ Ld , 
each of which is dominated by (i.e., neighboring to) some node in Id−1. For each 1 ≤ d ≤ k, a set Id is an MIS of an 
induced subgraph of G by Ld \ Dd . That is to say, the heuristic algorithm paves the plane dominated by members of I
in increasing order of dist(vr, vi) from vr .
• The second subset is ⋃kd=1 Sd , where Sd is a set of father nodes of each vi ∈ Id for each 1 ≤ d ≤ k. Note that Sd ⊆ Ld−1.
We call the above approach to constructing an MIS 
⋃k
d=0 Id “paving on a BFS tree”. The MIS constructed by paving on a BFS 
tree satisﬁes the following property.
Theorem 2. (See [24].) Let I ′ be the MIS constructed by paving on a BFS tree T . For any vi in I ′ , the distance between vi and I ′ \ {vi}
is exactly two in T . 
By Theorem 2, the connectivity of the CDS is ensured by adding nodes in 
⋃k
d=1 Sd . In the MIS constructed by paving 
on T , each member vi ∈ Ld of the MIS has a father on T , and the father neighbors at least one member of the MIS in 
Ld−1 or Ld−2. Therefore, the union of the MIS and a set of fathers of members of the MIS (i.e., (
⋃k
d=0 Id) ∪ (
⋃k
d=0 Sd)) is 
connected. Because the MIS is also a dominating set by Theorem 1, the union is a CDS.
We redeﬁne an MIS constructed by paving on T as follows:
Deﬁnition 8. Let T be a BFS tree rooted at vr on G . For any MIS I ′ of G , I ′ is an MIS constructed by paving on T , if each 
member vi (excluding vr ) of I ′ that has dist(vr, vi) = l has the following two nodes:
• a father v j ∈ Ni of vi on T , and
• a neighbor vk ( = vi) of v j on G that is a member of I ′ and either has dist(vr, vk) = l − 1 or dist(vr, vk) = l − 2.
We deﬁne CDS-tree formally as follows:
Deﬁnition 9. Let I ′ be any MIS constructed by paving on a BFS tree T for G . Let S ′(= ∅) be a set of nodes each of which is 
the father of a member of I ′ on T . A set of nodes I ′ ∪ S ′ is a CDS-tree for G .
In [41], Vahdatpour et al. proved the following theorem about the relationship between the minimum CDS and MISs in 
UDGs.
Theorem 3. (See [41].) For any UDG, the size of an MIS is at most 3|Dmin| + 3, where Dmin is the minimum CDS. 
In [31], the following theorem was proven.
Theorem 4. (See [31].) Let Dmin be the minimum CDS on a graph. Any CDS-tree is an approximation for the minimum CDS whose size 
is at most 6|Dmin| + 5 in UDGs.
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We propose an Approximation safely converging algorithm for the minimum CDS (ASC-CDS). We regard the safety property 
as the condition in which “a dominating set is computed”. That is, ASC-CDS constructs a dominating set in the ﬁrst round 
and then leads the system to a conﬁguration where a (6 + )-approximation of the minimum CDS is constructed. During 
the convergence, the system maintains a dominating set in each conﬁguration, but the dominating set gradually changes to 
ﬁnally construct the connected dominating set.
Our algorithm ASC-CDS is based on the strategy of Marathe et al.’s algorithm in [35]. In ASC-CDS, we assume the 
output of each process Pi is the variable cdsi , where cdsi = 1 (resp. 0) if Pi is a dominator (resp. dominatee). Additionally, 
the local variable mi represents whether Pi is in the MIS or not, that is, mi = 0 (resp. mi = 0) if Pi is (resp. is not) a member 
of the MIS. For each conﬁguration γ ∈ , we deﬁne the following two subsets:
• MIS(γ ) ≡ {Pi ∈ V | mi = 0}
• Doms(γ ) ≡ {Pi ∈ V | cdsi = 1}
A set of legitimate conﬁgurations is deﬁned as follows.
Deﬁnition 10. A conﬁguration γ is in a set of feasible safe conﬁgurations F if and only if Doms(γ ) is a dominating set. A 
conﬁguration γ is in a set of legitimate conﬁgurations L if and only if γ satisﬁes the following conditions:
• Doms(γ ) is a CDS-tree,
• MIS(γ ) is an MIS constructed by paving on a BFS tree T ,
• For each process, di is the number of neighboring dominators with a distance smaller than or equal to Pi ’s distance 
from Pr , and ci = 0 ∧ ai = ⊥,
• For each process, Li , Fi , Ti , and Reqi satisfy a legitimate conﬁguration in [33], i.e., they represent a BFS tree rooted at 
Pr .
The details of each variable are described in the following explanation of ASC-CDS.
ASC-CDS ﬁrst computes a BFS tree T on G rooted at Pr , i.e., each process Pi computes the distance Li from Pr and 
its father Fi on T . To construct T , ASC-CDS is a conditional composition [42] of algorithm CDS in this paper and the 
Question–Answer algorithm (QA) in [33]: CDS◦ |Condi QA, where each guard g of the actions of QA at each Pi has the form 
Condi ∧ g (see Fig. 4). If the guards of CDS and QA are true at the same time, then QA is executed before CDS at Pi . 
Algorithm CDS uses an algorithm in [33] as actions 1, 3, 7, and 8 for Pi = Pr (see Fig. 6) and actions 1 and 2 for Pr (see
Fig. 5), and uses QA only for the BFS tree construction.2 QA can be seen as an oracle for these actions to construct T , that 
is, it allows a process to connect to a neighbor only if the neighbor is in the tree rooted at Pr and is in the shortest path 
to Pr . In this way, the polynomial step complexity is ensured for the BFS tree construction. The formal description of QA in 
[33] is shown in Fig. 2. The formal description of the proposed algorithm CDS is shown in Fig. 3–Fig. 6. The constant and 
variables of CDS for each process Pi are shown in Fig. 3. The predicates and macros of CDS for each process Pi are shown 
in Fig. 4. The actions of CDS are shown in Fig. 5–Fig. 6.
By the conditional composition, each process Pi executes QA only when the predicate Condi is true (see Fig. 4). That is, 
the following predicates are true.
• GoodTGoodLi : Pi belongs to the tree rooted at Pr (i.e., Ti = C ), the tree is locally correct around Pi and there are some 
neighbors of Pi which can newly become its children,
• GoodDSi : Pi does not need to newly join the dominating set, and
• GoodAMi : Pi has a consistent local state.
The original condition for the conditional composition in [33] is only GoodTGoodLi . This condition is necessary for the BFS 
tree construction. If GoodTGoodLi is false, Pi should not execute QA until Pi joins the tree T rooted at Pr through action 3 
of CDS. By this condition, QA is executed only by processes in T until the BFS tree construction is completed, and no 
process executes QA after the construction. The other two conditions (i.e., GoodDSi and GoodAMi ) ensure that the system 
prioritizes the maintenance of a dominating set during the BFS tree construction. If GoodDSi is false, Pi should join the 
sets MIS and Doms. Hence, Pi executes actions 1, 2, 3, 4, or 6 of CDS rather than QA and joins the corresponding sets. If 
GoodAMi is false, Pi has an incorrect value of di which represents the number of neighboring dominators P j with L j ≤ Li . 
Then, ai =⊥ ∧di > 1 ∧ NumDomi ≤ 1 ∧mi = 0 holds, where
• NumDomi : The number of neighbors P j that are in MIS such that L j ≤ Li (see Fig. 4).
2 The algorithm in [33] is a conditional composition of QA and an algorithm for the BFS tree construction. These actions in CDS are the same as the 
algorithm for the tree construction.
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neighbor P j , which wants to leave MIS (i.e., mj = 0 ∧ c j = 0), can leave MIS. That is, if ai = P j then P j can leave MIS by 
action 10 of CDS, which is caused by the incorrect value di . The leaving of P j may brake the dominating set (see the proof 
of Lemma 2). Therefore, Pi executes QA only when these three conditions are true.
We now explain the BFS tree construction using QA and some actions of CDS. Using QA, each process can connect to the 
tree rooted at Pr in order of increasing distance from Pr . Note that because QA does not change the value of cdsi and mi
for any Pi , the states of QA do not affect the safe convergence. The algorithm QA manages the requests for adding children 
on T . Each request which is sent by action 7 of CDS (i.e., Reqi = ASK), and is signaled to QA. The request is processed by
QA as follows:
(1) The process Pi which has made the request in CDS sends the request to its father by action 2 of QA.
(2) The process which receives a request from its child transmits the request to its father by action 3 of QA.
(3) If the process P j has sent a request in (1) or (2) and the request was received by P j ’s father, P j changes its state 
Q j = W by action 4 of QA.
(4) By repeating (2) and (3), the request from Pi is received by Pr and the state Qr becomes W .
(5) An acknowledgement (i.e., Q i = A) is transmitted from Pr to the Pi that sent the request with the lowest Li preferen-
tially, by backtracking along the path over which the request was sent, using action 5 of QA.
Then, this process Pi obtains a permission (i.e., Reqi = REP) from Pr , and every neighbor P j of Pi can select Pi as their 
father in the tree rooted at Pr by action 3 of CDS. Note that each process P j selects a neighbor Pi as its father by satisfying 
the following macro:
• MinChPar j : If Pi ∈ N j is in the tree rooted at Pr and the value Li is the smallest among P j ’s neighbors, then this macro 
returns Pi (see Fig. 4).
After that, if the following predicate is true in Pi , then Pi sets Reqi to OUT by action 8 of CDS and ﬁnishes processing the 
request.
• Endi : Reqi = REP and every neighbor P j of Pi connects to the tree rooted at Pr and has a consistent value of L j (see
Fig. 4).
Note that another request is allowed to be sent by Pi when the following predicate is true in Pi :
• Starti : Reqi = OUT and there is at least one neighbor P j such that P j is not in the tree rooted at Pr or has an inconsis-
tent value of L j (see Fig. 4).
If Starti is true, Pi sets Reqi to ASK by action 7 of CDS and begins processing another request.
Next, CDS computes an MIS constructed by paving on T . In CDS, the members of the MIS are selected in a greedy 
manner in order from Pr to the leaves of T . Lastly, CDS selects members of a CDS-tree, i.e., members of the MIS and their 
fathers.
To guarantee the safety property, CDS ﬁrst computes a larger dominating set even if the BFS tree is broken. When the 
process is not in the tree rooted at Pr (i.e., Ti = E), the process joins MIS and Doms by actions 1 and 6 of CDS. When the 
process is in the tree rooted at Pr (i.e., Ti = C ), if Pi(= Pr) is not dominated by its neighbors P j with L j ≤ Li , then Pi joins 
MIS and Doms by action 2. When Ti = C , if Pi or at least one of its children are in MIS but not in Doms, then Pi joins Doms
by action 4.
After that, while CDS constructs a BFS tree, it carefully removes some of the members of MIS and Doms to construct a 
minimum CDS by actions 9, 10, and 11. That is, the process should preserve a condition of the dominating set even when 
it leaves the dominating set. To guarantee that Doms remains a dominating set, CDS must guarantee that MIS remains a 
dominating set. To guarantee that MIS remains a dominating set, at most one process Pi can leave MIS among Pi and its 
neighbors in each step using the following approach: When a process Pi wants to leave MIS, Pi sets ci to a non-zero value 
in action 5. The value ci is determined by the following macro:
• WantLeavei : If Pi and all of its neighbors belong to the tree rooted at Pr and Pi belongs to MIS and at least one of its 
neighbors P j with L j < Li (resp. L j = Li) also belongs to MIS, then this macro returns 2 (resp. 1) (see Fig. 4).
Pi can leave MIS by action 10 only if every neighbor P j authorizes Pi to leave, that is, each P j sets a j to Pi by action 5. 
The value a j is determined by the following macros (see Fig. 4):
• Cand j : The set of P j ’s neighbors Pk such that Pk wants to leave MIS (i.e., ck = 0).
• LostCand j(Pk): If P j has a smaller value of L j , a larger value of c j , or a larger value of mj than those of Pk , then this 
macro returns 0. This means that P j has a higher priority than Pk . Otherwise, this macro returns 1.
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Fig. 3. Constant and variables of algorithm CDS for each process Pi .
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Fig. 5. CDS: Our proposed safely converging self-stabilizing approximation algorithm for the minimum CDS for process Pr .
• MinCand j : One of the processes in Cand j with the highest priority by LostCand.
• ChangeCand j : This macro indicates whether P j authorizes a neighbor to leave MIS. If one of the following three cases is 
satisﬁed, this macro returns MinCand j (i.e., P j authorizes MinCand j to leave MIS). Otherwise, this macro returns ⊥ (i.e., 
P j does not authorize any neighbor to leave MIS).
– P j is not in MIS, and
∗ there are some neighbors Pk with Lk ≤ L j in MIS or
∗ the value of L of MinCand j is larger than L j .
– P j is in MIS and all neighbors with Lk ≤ L j are not in MIS.
– P j wants to leave MIS but it has a neighbor MinCand j with higher priority than P j .
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However, if there is a process Pl ∈ Ni with Ll < Li and cl = 0, then Pi selects Pl as a candidate ai for leaving MIS, and Pi
cannot leave the set. When Pi wants to leave, if there is a neighbor P j with mj = 0 ∧ L j ≥ Li and there is no neighbor Ph
of P j with mh = 0 ∧ Lh ≤ L j other than Pi , then Pi waits for P j to join or encourages P j to join by action 9. After P j joins 
MIS and selects Pi as a candidate a j for leaving MIS, Pi can leave MIS by action 10. By action 11, processes that are neither 
in MIS nor fathers of MIS leave Doms.
5. Proof of correctness
In this section, we show the proof of correctness of ASC-CDS.
5.1. Self-stabilization with respect to F
The ﬁrst part of the proof shows that ASC-CDS is self-stabilizing with respect to F (Lemmas 1–4). We begin by showing 
that any two adjacent processes cannot leave the set MIS simultaneously and any two neighbors of any process also cannot 
leave the set simultaneously (Lemma 1). Next, let γ ′ be a conﬁguration after any execution of one round starting from any 
arbitrary conﬁguration. We show that MIS is a dominating set in γ ′ (Lemma 2), the set Doms is a dominating set in γ ′
(Lemma 3), and Doms continues to be a dominating set in any execution from γ ′ (Lemma 4). Now, we prove each lemma.
By the deﬁnition of the algorithm, a process leaves MIS only by action 10. By the guard of action 10, ai =⊥ ∧∀P j ∈
Ni[a j = Pi] must hold for it to execute. Hence, we have the following lemma:
Lemma 1. Let γ be any conﬁguration in . (a) A process Pi and any of its neighbors P j ∈ Ni cannot leave MIS(γ ) simultaneously. 
Additionally, (b) Any two neighbors P j ∈ Ni and Pk ∈ Ni of Pi cannot leave MIS(γ ) simultaneously.
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execution of action 10, Pi must satisfy ai =⊥. For P j ’s execution of action 10, ∀Pl ∈ N j[al = P j] must hold. Because Pi ∈ N j , 
this is a contradiction. Therefore, (a) holds.
Assume that P j ∈ Ni and Pk ∈ Ni leave MIS simultaneously, that is, they execute action 10 in the same step. For P j ’s 
execution of action 10, ∀Pl ∈ N j[al = P j] must hold, that is, ai = P j . However, for Pk ’s execution of action 10, ai = Pk must 
hold. This is a contradiction. Therefore, (b) holds. 
Assume that there exists a process Pi such that mi = 0 ∧ ∀P j ∈ Ni[mj = 0]. Then, Pi or its neighbor execute action 2 
in the ﬁrst round. Additionally, there exists no action which makes a process satisfy mi = 0 ∧ ∀P j ∈ Ni[mj = 0]. Hence, we 
have:
Lemma 2. Let γ be any conﬁguration in , and γ ′ be a conﬁguration after any execution of one round starting from γ . Then, for each 
Pi , we have mi = 0 ∨ ∃P j ∈ Ni[mj = 0] in γ ′ , and mi = 0 ∨ ∃P j ∈ Ni[mj = 0] is always satisﬁed after the ﬁrst round.
Proof. We show that every process satisﬁes mi = 0 ∨ ∃P j ∈ Ni[mj = 0] in γ ′ . For the contrary, we assume Pi satisﬁes 
mi = 0 ∧ ∀P j ∈ Ni[mj = 0] in γ ′ . Note that because our algorithm is a conditional composition of QA and CDS, some 
processes may execute only QA in the ﬁrst round.
By the deﬁnition of the algorithm, Pr satisﬁes mr = 1 in γ ′ . If Pi = Pr satisﬁes T Fi = E ∨ LFi ≥ Li ∨ Ti = E in γ , Pi cannot 
execute QA by GoodTGoodLi . If Pi still satisﬁes Ti = E in γ ′ and Pi is privileged by action 1 or 6 in γ , then Pi executes 
action 1 or 6 during γ → γ ′ and mi = 1 in γ ′ . If Pi still satisﬁes Ti = E in γ ′ and Pi is not privileged by action 1 or 6 in 
γ , then Pi is not privileged by any actions and mi = 1 in γ ′ . If the value of Ti becomes C during one round, then Pi ﬁrst 
executes action 3, and the value of mi becomes 1. To satisfy mi = 0 ∧ ∀P j ∈ Ni[mj = 0] in γ ′ , Pi and all of its neighbors 
must leave MIS by action 10. By the deﬁnition of action 10, Pi and all of its neighbors must satisfy T = C . Therefore, we 
consider only processes with Ti = C in γ ′ below.
Case 1: Assume that there is no process Pi that satisﬁes mi = 0 ∧ ∀P j ∈ Ni[mj = 0] in γ . That is, every process satisﬁes 
mi = 0 ∨ ∃P j ∈ Ni[mj = 0] in γ , hence mi = 0 ∧ ∀P j ∈ Ni[mj = 0] becomes true at Pi during the ﬁrst round.
Case 1-1: Consider the case that GoodAMi is false, i.e., Pi satisﬁes ai =⊥ ∧di > 1 ∧ NumDomi ≤ 1 ∧mi = 0 in γ . Then, Pi
cannot execute QA by Condi , and Pi is privileged in action 5 because Ti = C ∧di = NumDomi in γ . To satisfy the assumption 
of γ ′ , Pi is not privileged in actions 2 and 3 in γ . That is, because the guards of these actions are false (i.e., Pi satisﬁes 
mi = 0 ∧ ∃P j ∈ Ni[mj = 0 ∧ L j ≤ Li]) NumDomi = 1 holds. Additionally, in γ ′ , Pi ’s neighbor P j with mj = 0 leaves MIS, that 
is, P j executes action 10 before γ ′ . By the deﬁnition of action 10, ai points to P j with mj = 0.
• If Pi executes action 4 or 5 as its ﬁrst step before P j leaves, then di is updated to 1 (note that action 4 has higher 
priority than action 5, and updates the value of d). If L j > Li , after P j leaves, there is a neighbor Pk of Pi with 
mk = 0 ∧ Lk ≤ Li because NumDomi = 1. To satisfy the assumption of γ ′ , Pk leaves MIS before γ ′ . However, then Pk
cannot leave by the deﬁnition of action 10 because di = 1; this is a contradiction. If L j ≤ Li , then P j cannot leave by 
the deﬁnition of action 10; this is a contradiction.
• If the value of mj becomes 0 by action 10 before Pi executes its ﬁrst step, then mi = 0 ∧ ∀P j ∈ Ni[mj = 0] may hold. 
However, then Pi did not execute its ﬁrst step, is privileged in action 2, and cannot execute QA by GoodDSi . Therefore, 
Pi executes action 2 as its ﬁrst step and mi becomes 1. This is a contradiction because mi = 0 ∧∀P j ∈ Ni[mj = 0] in γ ′ .
Note that, such a process Pi is only in the initial conﬁguration because Pi ’s neighbors not pointed to by ai cannot leave 
by action 10 and Pi cannot point to P j with L j ≤ Li by ai when NumDomi = 1 ∧mi = 0 by action 4 or 5.
Case 1-2: Consider the case that GoodAMi is true, i.e., Pi satisﬁes ai =⊥ ∨di ≤ 1 ∨ NumDomi > 1 ∨ mi = 0 in γ . By 
the deﬁnition of the algorithm, if mi = 0 ∧ ∀P j ∈ Ni[mj = 0], then the value of mi cannot become 0. By Lemma 1(a), if 
mi = 0 ∧ ∃P j ∈ Ni[mj = 0], then either the value of mi or that of mj cannot become 0. Therefore, we consider a process 
Pi with Ti = C ∧ mi = 0 ∧ ∃P j ∈ Ni[mj = 0] ∧ {ai =⊥ ∨di ≤ 1 ∨ NumDomi > 1} in γ . From this assumption, all neighbors 
Ps ∈ Ni with ms = 0 must change the value of ms to 0 during the ﬁrst round. By Lemma 1(b), the neighbors Ps of Pi
leave MIS one by one. Consider when the number of neighbors Ps of Pi with ms = 0 ∧ Ls ≤ Li becomes only one, then 
NumDomi = 1. For Ps ’s execution of action 10, ∀Pl ∈ Ns[al = Ps] must hold. Therefore, Pi must satisfy ai = Ps when Ps
executes action 10. Thus, Pi executes action 4 or 5 to change the value of ai , then di becomes 1. For Ps ’s execution of action 
10, ∀Pl ∈ Ns[al = Ps ∧ (ml = 0 ∨ dl > 1 ∨ Ll < Ls)] must hold. Because mi = 0, di = 1 and Ls ≤ Li , Ps cannot execute action 
10. This is a contradiction.
Therefore, by the proof of Case 1, from the conﬁguration where ∀Pi ∈ V [mi = 0 ∨∃P j ∈ Ni[mj = 0]] holds, any execution 
cannot result in a conﬁguration such that ∃Pi ∈ V [mi = 0 ∧ ∀P j ∈ Ni[mj = 0]] holds.
Case 2: Consider the case where is at least one process Pi satisfying mi = 0 ∧ ∀P j ∈ Ni[mj = 0] in γ and keeping this 
property during one round. Then, in γ , Pi is privileged in action 2 and cannot execute QA by GoodDSi . Therefore, the value 
of mi becomes 1 in its ﬁrst step. After that, Pi cannot satisfy mi = 0 ∧ ∀P j ∈ Ni[mj = 0] because of the proof of Case 1; this 
is a contradiction.
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Ni[mj = 0] is always satisﬁed in any execution because there is no action to make any Pi satisfy mi = 0 ∧ ∀P j ∈ Ni[mj = 0]
by the proof of Case 1. 
We show that there is no process such that mi = 0 ∧ cdsi = 0 after one round. This along with Lemma 2 gives the 
following lemma:
Lemma 3 (One-round convergence to F ). Let γ be any conﬁguration in , and γ ′ be a conﬁguration after any execution of one round 
starting from γ . Then, we have γ ′ ∈ F .
Proof. By the deﬁnition of the algorithm, Pr satisﬁes mr = 1 ∧ cdsr = 1 in γ ′ . If Pi satisﬁes T Fi = E ∨ LFi ≥ Li ∨ Ti = E in γ , 
then by GoodTGoodLi , Pi cannot execute QA. If Pi still satisﬁes Ti = E in γ ′ and Pi is privileged by action 1 or 6 in γ , then 
Pi executes action 1 or 6 during γ → γ ′ and has mi = 1 and cdsi = 1 in γ ′ . If Pi still satisﬁes Ti = E in γ ′ and Pi is not 
privileged by action 1 or 6 in γ , then Pi is not privileged by any actions and mi = 1 and cdsi = 1 in γ ′ . If the value of Ti
becomes C during the ﬁrst round, then Pi executes action 3, and both mi and cdsi become 1.
To show this lemma by contradiction, we assume that Doms(γ ′) is not a dominating set which entails that there is a 
process Pi with cdsi = 0 ∧ ∀P j ∈ Ni[cds j = 0] in γ ′ . Then, Ti = C holds in γ ′ . Because mi = 0 ∨ ∃P j ∈ Ni[mj = 0] in γ ′ by 
Lemma 2, if cdsi = 1 holds for each Pi with mi = 0 in γ ′ , then cdsi = 1 ∨ ∃P j ∈ Ni[cds j = 1] holds; this is a contradiction. 
Hence, there is a process Pi with cdsi = 0 ∧mi = 0 ∧ Ti = C in γ ′ . By the deﬁnition of the algorithm, there is no action 
to make cdsi = 1 ∨mi = 0 to cdsi = 0 ∧mi = 0, so cdsi = 0 ∧mi = 0 in γ . Then, Pi cannot execute QA by GoodDSi and is 
privileged in action 4. Therefore, if Pi did not execute its ﬁrst step, and is not privileged in actions 1, 2, or 3, it executes 
action 4 and the value of cdsi becomes 1 in its ﬁrst step. If Pi executes actions 1, 2, or 3 as its ﬁrst step, then the 
value of cdsi becomes 1 in its ﬁrst step. After that, because there are no actions to make Pi satisfy cdsi = 0 ∧ mi = 0, 
cdsi = 1 ∨ ∃P j ∈ Ni[cds j = 1] holds in γ ′ . This is a contradiction. Therefore, the lemma holds. 
By the proof of Lemmas 2 and 3, we can derive the following lemma.
Lemma 4 (Closure of F ). Let γ be any conﬁguration in F , and γ ′ be any conﬁguration that appears in any execution starting 
from γ . Then, we have γ ′ ∈ F .
5.2. Self-stabilization with respect to L
The second part of the proof shows that ASC-CDS is self-stabilizing with respect to L (Lemmas 5–8). We prove that 
for any conﬁguration γ0 and any computation starting from γ0, a static BFS tree is eventually constructed (Lemma 5), 
i.e., a BFS tree is eventually constructed and it is kept until faults occur. After that, we show that for any feasible safe 
conﬁguration γ0 and any computation starting from γ0, the system eventually reaches a conﬁguration where no process is 
privileged (Lemma 6). Additionally, in any terminal conﬁguration, the set MIS is an MIS constructed by paving on a BFS tree 
(Lemma 7). Then, in any terminal conﬁguration, the set Doms is an approximation of the minimum connected dominating 
set (Lemma 8).
For the conditional composition between QA and CDS, we add two conditions, GoodDSi and GoodAMi , to the original 
condition Condi of [33]. From [33], while a BFS tree is not constructed, there is a process Pi which satisﬁes GoodTGoodLi . 
We show that these added conditions do not interfere with the convergence of QA, i.e., the part of the BFS tree construction 
in ASC-CDS converges to the conﬁguration where a BFS tree is constructed in the same way as in [33]. Hence, we have the 
following lemma:
Lemma 5. For any conﬁguration γ0 and any computation starting from γ0, a static BFS tree is eventually constructed.
Proof. This lemma means that there is a conﬁguration γ such that the values of Li , Fi , and Ti for any Pi are not changed 
by the execution after γ . In γ , the aforementioned variables represent a BFS tree. From [33], after γ , GoodTGoodLi is always 
false. Then, because the execution of QA and the actions for the construction of the BFS tree stop, the BFS tree is static. 
In other words, until a BFS tree is constructed, some requests are send and QA is executed. Note that, in [33], the original 
condition for the conditional composition between the BFS tree construction algorithm and QA is only GoodTGoodLi . That 
is, we change the condition Condi by adding GoodDSi ∧ GoodAMi . While the condition GoodTGoodLi is about the values of 
the variables representing a BFS tree, GoodDSi and GoodAMi are about MIS and Doms. Therefore, we show that these added 
conditions do not interfere with the convergence of QA. Note that in [33], for the BFS tree construction algorithm and QA, 
an unfair distributed daemon is assumed, and we also assume it. Additionally, actions 1, 3, 7, and 8 of CDS are same as the 
BFS tree construction algorithm in [33] with respect to the BFS tree variables.
By the conditional composition, when Condi is true, QA is executed. If Condi is always false, the BFS tree construction by
QA and actions 1, 3, 7, and 8 of CDS stops forever. If the construction stops forever before it is completed, there is process 
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∧di > 1 ∧ NumDomi ≤ 1 ∧mi = 0}. We call this condition W .
• Case 1: Pi always satisﬁes mi = 0 ∧ ∀P j ∈ Ni[mj = 0 ∨ L j > Li]. In this conﬁguration, Pi is privileged in action 2 of
CDS. After Pi executes action 2, Pi satisﬁes mi = 1, ai = ⊥ and cdsi = 1. Therefore, the condition W is false after Pi ’s 
execution. This is a contradiction.
• Case 2: Pi always satisﬁes mi = 0 ∧ cdsi = 0. In this conﬁguration, Pi is privileged in action 4 of CDS. After Pi executes 
action 4, Pi satisﬁes mi = 0 and cdsi = 1. Therefore, the condition W is false after Pi ’s execution. This is a contradiction.
• Case 3: Pi always satisﬁes ai =⊥ ∧di > 1 ∧ NumDomi ≤ 1 ∧mi = 0. In this conﬁguration, Pi is privileged in action 5 of
CDS. After Pi executes action 5, Pi satisﬁes di = NumDomi . In this action, the values of the variables mi and cdsi are 
not changed. Therefore, if the condition W is true after Pi ’s execution, Pi is privileged in action 2 or 4. Because these 
actions have higher priority than action 5, then Pi executes action 2 or 4. Then, the condition W is false after Pi ’s 
execution. This is a contradiction.
In every case, when Pi executes an action, the condition Condi becomes true. Therefore, the lemma holds. 
Next, we show the convergence to L (Lemma 6). From [33] and Lemma 5, the system eventually reaches a conﬁguration 
where no process executes actions to construct a BFS tree thereafter, i.e., actions 1, 3, 6, 7, or 8. The local variables of process 
Pr with Lr = 0 except ar are constant by the deﬁnition of the algorithm. Then, we show that each process Pi stops execution 
of other actions in ascending order of L from Pr as follows:
Lemma 6 (Convergence to L). For any conﬁguration γ0 ∈ F and any computation starting from γ0, the system eventually reaches 
a conﬁguration where no process is privileged.
Proof. For each Pi , the values of the variables Li , Fi , Ti , and Reqi are changed only by actions 1, 3, 7, and 8, and these 
actions are same as in [33]. From [33] and Lemma 5, every process eventually satisﬁes Ti = C ∧∀P j ∈ Ni[T j = C ∧|L j − Li | ≤
1] ∧ Reqi = OUT, and Li and Fi eventually represent a BFS tree. We assume that Ti = C ∧ ∀P j ∈ Ni[T j = C ∧ |L j − Li | ≤ 1]
holds in γ0.
First, we assume that the processes P j ∈ Ni with L j < Li do not change the value of any variable other than a j . Then, we 
show that Pi can change the value of mi at most three times. The value of mi is changed by actions 2, 9, and 10. Action 2 
entails joining MIS and action 10 entails leaving MIS. Action 9 is the preparation for the execution of action 10, i.e., the 
execution of action 9 is needed before that of action 10 for some executions of action 10. If each process Pi changes the 
value of mi forever, then Pi executes action 2 and action 10 (or the pair of actions 9 and 10) repeatedly.
Now, we show that if Pi executes action 2 in γ0, then after that, Pi can execute neither action 9 nor 10. For the contrary, 
we assume that Pi executes action 9 or 10 after action 2 in γ0. After action 2, ai =⊥ holds. If each process Pl ∈ Ni with 
Ll < Li satisﬁes cl = 0, then Pi satisﬁes ai = Pl by action 5 before action 10 because the priority of action 5 is higher than 
action 10. Then, Pl executes action 10 and cl = 0 holds. This is a contradiction because we assume that processes P j with 
L j < Li do not change the value of any variable other than a j . Therefore, each process Pl with Ll < Li satisﬁes cl = 0. Before 
Pi executes action 2, mi = 0 ∧∃P j ∈ Ni[mj = 0 ∧ L j ≤ Li] holds in γ0 ∈ F by Lemma 2. Therefore, after Pi executes action 2, 
Pi satisﬁes the following property: mi = 1 ∧ ci = 0 ∧ ai =⊥ ∧NumDomi = 1 ∧ ∃P j ∈ Ni[L j = Li ∧mj = 2 ∧ c j = 0] because 
each Pl ∈ Ni with Ll < Li satisﬁes cl = 0. Let P j be the neighbor of Pi with L j = Li ∧mj = 2 ∧ c j = 0. For Pi ’s execution 
of action 9 or 10, Pi must satisfy ai =⊥ and ci = 0. Because Pi satisﬁes mi = 1, ai =⊥, and ci = 0 after its execution of 
action 2, before action 9 or 10, Pi must execute action 5. However, by action 5, ci = 1 holds because NumDomi = 1 and 
L j = Li . That is, LostCandi(P j) = 1 holds because L j = Li , c j ≥ ci = 1, mi = 1, and mj = 2. Therefore, Pi updates ai = P j by 
action 5. Then, P j executes action 10, and then ∀P j ∈ Ni[mj = 0 ∨ L j > Li] holds. Therefore, Pi cannot execute both actions 
9 and 10. This is a contradiction. Therefore, after action 2 in γ0, Pi cannot execute actions 9 and 10.
Before action 2 in γ0, Pi may execute action 10 or a pair of actions 9 and 10. Therefore, after Ti = C ∧ ∀P j ∈ Ni[T j =
C ∧ |L j − Li | ≤ 1] holds, if processes P j with L j < Li do not change the value of any variable except a j , then Pi can change 
the value of mi at most three times.
By the deﬁnition of the algorithm CDS, the root process cannot change the value of mr = 1 and cr = 0. Therefore, the 
processes Pi with Li = 1 cannot change the value of mi inﬁnitely often. Because the processes Pi with Li = h cannot change 
the value of mi inﬁnitely often, the processes P j with L j = h + 1 cannot change the value of mj . By the deﬁnition of the 
other variables di , ci , ai , and cdsi , their value cannot be changed inﬁnitely often because the value of m of Pi and its 
neighbors cannot be changed inﬁnitely often. Thus, the lemma holds. 
Next, we show the closure to L (Lemmas 7–8). If MIS(γ ) is not an MIS constructed by paving on a BFS tree, then there 
is a process Pi such that Pi is privileged in γ .
Lemma 7. If no process is privileged in conﬁguration γ ∈ , MIS(γ ) is an MIS constructed by paving on a BFS tree.
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of Pr , [33] showed that for each Pi the value of Li represents the distance from Pr in γ . By the other actions, the value 
of Fi and Li are not changed. This means that the BFS tree construction is completed in γ . From [33], every process has 
Ti = C in γ .
Assume on the contrary that MIS(γ ) is not an MIS constructed by paving on T in γ . Then, MIS(γ ) is not an independent 
set (Case A), or is an independent set but is not maximal (Case B), or is an MIS but is not constructed by paving on T
(Case C).
First, we consider Case A, i.e., there are two processes Pi and P j ∈ Ni in MIS(γ ). This means that mi = 0 ∧∃P j ∈ Ni[mj =
0] holds at Pi in γ . If there is more than one such couple pair Pi and P j ∈ Ni in γ , we consider a pair with the smallest 
Li and L j among such pairs. There are three cases as follows. If Li > L j , then we have ci = 2 by the deﬁnition of WantLeave
because there is no process that is privileged in action 5. Then, by the deﬁnition of Cand, Pi ∈ Cand j . Then, by the deﬁnition 
of LostCand, LostCand j(Pi) = 1 can be true. If L j > Li , then we have c j = 2 because there is no process that is privileged in 
action 5. Then, by the deﬁnition of Cand, P j ∈ Candi . Then, by the deﬁnition of LostCand, LostCandi(P j) = 1 can be true. If 
Li = L j , then we have ci = c j = 1 because there is no process that is privileged in action 5. Then, by the deﬁnition of Cand, 
Pi ∈ Cand j and P j ∈ Candi . Then, by the deﬁnition of LostCand, LostCand j(Pi) = 1 or LostCandi(P j) = 1 can be true. In any 
one of these cases, note that LostCand j(Pi) = 1 and LostCandi(P j) = 1 conﬂict with each other. Without loss of generality, we 
consider the case that Pi ∈ Cand j and LostCand j(Pi) = 1 (i.e., LostCandi(P j) = 0). Then, because ci = 0 ∧ LostCandi(P j) = 0, 
ai =⊥ holds by the guard of action 5 in γ . If ∀Pk ∈ Ni[ak = Pi ∧ (mk = 0 ∨ dk > 1 ∨ Lk < Li)], then Pi is privileged in action 
10; this is a contradiction.
Case A1: Consider the case that ∃Pk ∈ Ni[mk = 0 ∧dk ≤ 1 ∧ Lk ≥ Li], let Pk be such a process. Because Lk ≥ Li and mi = 0, 
NumDomk = 0 holds.
• If dk = NumDomk or dk = 0, then Pk is privileged in action 5; this is a contradiction.
• If dk = NumDomk = 1 and Lk > Li , then Pk is privileged in action 2 because mi = 0 ∧ ci = 0; this is a contradiction.
• If dk = NumDomk = 1 and Lk = Li , and if all neighbors of Pi except Pk point to Pi with their a, then by action 9, mi = 2
holds. Then, Pk is privileged in action 2; this is a contradiction.
• If dk = NumDomk = 1 and Lk = Li , and if there is a neighbor Pl of Pi satisfying al =⊥, then Pl is privileged in action 5 
because Pi is in its Candl . This is a contradiction.
• If dk = NumDomk = 1 and Lk = Li , and if there is a neighbor Pl of Pi that points to a neighbor other than Pi with al , 
we can ﬁnd a process privileged in action 5 or 10 by following a directed path deﬁned by the value of the a pointers, 
because each process Pa points to a neighbor Pb only when Pa loses to Pb by LostCanda(Pb). This is a contradiction.
Case A2: Otherwise, we consider the case that ∀Pk ∈ Ni[mk = 0 ∨dk > 1 ∨ Lk < Li] ∧∃Pk ∈ Ni[ak = Pi], let Pk be a process 
with ak = Pi .
• If mk = 0 (i.e., Pk = P j), by the deﬁnition of ChangeCandk , ak =⊥ holds because Pi ∈ Candk and LostCandk(Pi) = 1.
• If mk = 0 ∧ Lk < Li , by the deﬁnition of ChangeCandk , ak =⊥ holds because Pi ∈ Candk .
• If mk = 0 ∧ Lk ≥ Li ∧ dk > 1, then NumDomk = dk > 1 by action 5, that is, ak =⊥ holds because Pi ∈ Candk .
Therefore, in every case, ak =⊥. Because ak = Pi , there is a neighbor Pq of Pk and ak = Pq ∧ cq = 0 ∧mq = 0 holds by the 
deﬁnition of ChangeCandk .
• If all neighbors Pl of Pq point to Pq with their al , then Pq is privileged in action 10; this is a contradiction.
• If there is a neighbor Pl of Pq that satisﬁes al = Pq , then Pl is privileged in action 5 because Pq ∈ Candl , or we can 
ﬁnd a process privileged in action 5 or 10 by following a directed path deﬁned by the value of the a pointers. This is a 
contradiction.
Next, we assume Case B, i.e., MIS(γ ) is an independent set which is not maximal. However, by Lemma 2, there is no 
process where mi = 0 ∧ ∀P j ∈ Ni[mj = 0] holds, i.e., MIS(γ ) is a dominating set. Therefore, MIS(γ ) is a dominating set and 
an independent set in γ . According to Theorem 1, this is a contradiction.
Finally, we consider Case C, i.e., MIS(γ ) is an MIS which is not constructed by paving on T . Then, there are two processes 
Pi = Pr and P j ∈ Ni such that mi = 0 ∧mj = 0 ∧ L j = Li − 1, and there is no neighbor Pk ∈ N j such that mk = 0 ∧ Lk ≤ L j
in γ . Then, ∀Pk ∈ N j[mk = 0 ∨ Lk > L j] holds at P j , and P j is privileged in action 2. This is a contradiction.
Therefore, MIS(γ ) is an MIS constructed by paving on T . 
If Doms(γ ) = ({Pi | mi = 0} ∪ {P j | Fi = P j ∧mi = 0}), then there is a process Pi such that Pi is privileged in γ . Hence, 
it follows that:
Lemma 8 (Closure to L ). If no process is privileged in conﬁguration γ , γ ∈ L .
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Pr , the value of Fi represents a father of Pi in a BFS tree T in γ . By Lemma 7, the set {Pi | mi = 0} is an MIS constructed 
by paving on T in γ . Therefore, by the deﬁnition of the CDS-tree, if Doms(γ ) = ({Pi | mi = 0} ∪ {P j | Fi = P j ∧mi = 0}), 
γ ∈ L . To show the contraposition, we assume Doms(γ ) = ({Pi | mi = 0} ∪ {P j | Fi = P j ∧mi = 0}).
First, assume that {Pi | mi = 0}  Doms(γ ), i.e., there is a process Pi such that mi = 0 ∧ cdsi = 0. According to the 
deﬁnition of constant of Pr , Pi is not Pr . Then, Pi is privileged in action 4 in γ . This is a contradiction.
Next, assume that {P j | Fi = P j ∧ mi = 0}  Doms(γ ), i.e., there are two processes Pi and P j ∈ Ni such that mi =
0 ∧ cds j = 0 ∧ Fi = P j . Because {Pi | mi = 0} is an MIS, mj = 0 holds at P j . Then, in P j , mj = 0 ∧∃Pi ∈ N j[Fi = P j ∧mi = 0]
holds, i.e., P j is privileged in action 4 in γ . This is a contradiction.
Finally, assume that Doms(γ ) is a CDS, but not a CDS-tree, i.e., Doms(γ )  ({Pi | mi = 0} ∪ {P j | Fi = P j ∧mi = 0}). Then, 
there is a process Pi for which cdsi = 1, but neither Pi nor its children are members of MIS. That is, mi = 0 ∧∀P j ∈ Ni[F j =
Pi ∨mj = 0] holds at Pi . Then, Pi is privileged in action 11 in γ . This is a contradiction.
Therefore, if no process is privileged in conﬁguration γ , γ ∈ L . 
From Lemmas 6 and 8, we can derive the following theorem.
Theorem 5. ASC-CDS is safely converging and self-stabilizing with respect to (F , L) under an unfair distributed daemon. Addi-
tionally, ASC-CDS is a (6 + )-approximation algorithm for the minimum CDS in UDGs.
5.3. Time complexity analysis
We now analyze the time complexity of ASC-CDS. First, we analyze it in terms of rounds.
Lemma 9. For any conﬁguration γ0 and any computation from γ0 , the second convergence time is O (max{d2, n}) rounds.
Proof. By Lemmas 3 and 4, from γ0, after the ﬁrst round, the conﬁguration satisﬁes γ ∈ F . The time complexity of [33] is 
O (d2) rounds for the tree construction. Because each process leaves MIS and Doms by actions 9, 10, and 11 after the tree 
becomes locally correct (i.e., Ti = C ∧ ∀P j ∈ Ni[T j = C ∧ |L j − Li | ≤ 1]), we consider the number of rounds after the tree 
construction.
By the deﬁnition of actions 9 and 10, the process closer to Pr preferentially leaves MIS. By the proof of Lemma 6, if the 
neighbors P j ∈ Ni with smaller values of L j do not change the value of mj , then the process Pi can leave at most once. For 
each leaving, we show below that processes need to execute at most seven rounds. Then, every seven rounds, at least one 
process leaves MIS in order of increasing distance from Pr .
Let Pi be the process that leaves MIS next. For its leaving, Pi sets ci = 0 by action 5 in the ﬁrst round. In the second 
round, Pi sets ai to ⊥, and every process P j ∈ Ni sets a j to Pi or ⊥. In the third round, every process P j sets a j to Pi , 
except processes with mj = 0 ∧ d j = 1 ∧ L j = Li . In the fourth round, Pi executes action 9 and sets mi to 2. In the ﬁfth 
round, P j executes action 2. In the sixth round, P j sets a j to Pi . In the seventh round, Pi executes action 10. Therefore, 
every seven rounds, at least one process leaves MIS, and the value of m is changed in O (n) rounds in the network.
After changing the value of m, in the ﬁrst and second rounds, each process executes actions 4 and 5 or actions 5 and 
11 in turn because of the priority of these actions. Action 5 is executed only when the values of di , ci , and ai are incorrect. 
Therefore, the lemma holds. 
Next, we analyze the complexity in terms of steps (Lemmas 10–11).
Lemma 10. Let J be the maximum number of times any process executes action 2 in any computation from a conﬁguration where 
a BFS tree is constructed. For any conﬁguration γ0 and any computation from γ0 , O (n6 + J2n2) steps are needed by algorithm 
ASC-CDS until the system reaches a conﬁguration where no process is privileged.
Proof. The time complexity of [33] is O (n6) steps. For each Pi , the value of variables Li , Fi , Ti , and Reqi are changed only by 
actions 1, 3, 7, and 8. These actions are the same as [33] for these variables. Therefore, to complete the construction of a BFS 
tree, the number of execution steps of QA and CDS is O (n6) steps. From [33], there are at most 2n +n2 connection changes 
between fathers and their children in these steps until a BFS tree is constructed. Also from [33], before Pi joins a tree rooted 
at Pr (i.e., the BFS tree), Pi repeats actions 1 and 3 alternately. By both actions 1 and 3, mi = 1 ∧ cdsi = 1 ∧ ci = 0 ∧ ai =⊥
holds. Only when the value of Ti is E in the initial conﬁguration, action 6 is executed at most once to modify the values of 
mi , ci , ai , and cds. Then, mi = 1 ∧ cdsi = 1 ∧ ci = 0 ∧ ai =⊥ holds.
Let J i be the maximum number of times Pi executes action 2 in any computation from a conﬁguration where a BFS 
tree is constructed. First, consider variables other than Li , Fi , Ti or Reqi after the tree construction. After Pi executes 
action 2, Pi should execute action 10 before it executes action 2 again. Therefore, the number of executions of action 10 
is at most 1 + J i . The number of executions of action 9 is at most the number of executions of action 10, so 1 + J i . 
Therefore, the number of changes of the value of mi is 2 + 3 J i ≤ 2 + 3 J . The value of cdsi is changed by actions 4 and 11 
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conﬁguration, or Pi or its neighbors change the value of m. Therefore, the total number of executions of actions 4 and 11 is 
1 + 	P j∈Ni∪{Pi}(2 + 3 J j) ≤ 1 + (2 + 3 J )( + 1) = 3 + 3 J + (2 + 3 J ).
Next, we estimate the number of executions of action 5. The value of ci is modiﬁed by action 5 because either the value 
is incorrect in the initial conﬁguration, or Pi or its neighbors change the value of m. Therefore, the number of changes of 
ci is 1 + 	P j∈Ni∪{Pi}(2 + 3 J j) ≤ 1 + (2 + 3 J )( + 1) = 3 + 3 J + (2 + 3 J ). The value of di is modiﬁed by action 5 because 
either the value is incorrect in the initial conﬁguration, or the neighbors change the value of m. Therefore, the number of 
changes of di is 1 +	P j∈Ni (2 + 3 J j) ≤ 1 + (2 + 3 J ). The value of ai is modiﬁed by action 5 because the value is incorrect 
in the initial conﬁguration, or Pi or its neighbors change the value of m or c. Therefore, the number of changes of ai is 
1 + 	P j∈Ni∪{Pi }(2 + 3 J j + 3 + 3 J j + (2 + 3 J j)) ≤ 6 + 6 J + (7 + 9 J ) + (2 + 3 J )2. Thus, the number of executions of 
action 5 is O ( J2) steps.
We now consider variables other than Li , Fi , Ti , or Reqi during tree construction. For each topological change, if Ti =
C ∧ ∀P j ∈ Ni[T j = C ∧ |L j − Li | ≤ 1] holds, then other variables may be changed. However, from the above discussion about 
what follows BFS tree construction, the number of changes to these variables between topological changes is less than or 
equal to the number of changes to these variables after tree construction. Because the number of topological changes is at 
most 2n + n2, these variables are changed O ( J2n2) times.
Therefore, the second convergence time of the proposed algorithm is O (n6 + J2n2) steps. 
Lemma 11. Let γ0 be the conﬁguration where a BFS tree is constructed. For any computation from γ0, the number of executions of 
action 2 is O (n) until every process is not privileged.
Proof. If Pi changes the value of mi forever, Pi alternates between action 2 (i.e., joining MIS) and action 10 (or the pair of 
actions 9 and 10) (i.e., leaving MIS). We now count the number of times each process joins and leaves. Consider process Pi
with Li = h. If the e-th executed action by Pi is action 2 (resp. action 10 or the pair of actions 9 and 10), then we denote 
it J he (resp. L
h
e ).
By the deﬁnition of action 10, after Pi executes it, mi = 0 ∧ ∃P j ∈ Ni[mj = 0 ∧ L j ≤ Li] holds. By the proof of Lemma 6, 
if P j ∈ Ni with L j < Li does not change the value mj , then Pi can execute action 2 at most once. Therefore, for Pi to 
leave after joining, P j ∈ Ni with L j < Li must execute action 2. For Pi to join after leaving, NumDomi = 1 must hold and a 
neighbor P j ∈ Ni with L j ≤ Li must set c j = 0 (to signify that P j wants to leave) by the deﬁnition of action 2. That is, the 
last neighbor P j ∈ Ni with L j ≤ Li ∧mj = 0 wants to leave.
By the deﬁnition of the algorithm, the values of mr = 1 and cr = 0 are constant for process Pr with Lr = 0. All processes 
Ps with Ls = 1 can execute only action 10 at most once because they neighbor Pr . Consider the processes Pi with Li = 2. 
Let Ps ∈ Ni be a neighbor of Pi with Ls = 1. Before Ps leaves and sets cs , Pi can execute L21 by the initial conﬁguration. 
After setting cs , Pi can execute J22 . Therefore, the maximum execution sequence by Pi is L
2
1, J
2
2 .
Consider the processes P j with L j = 3. Let Pi ∈ N j be a neighbor of P j with Li = 2. Before Pi leaves (i.e., L21), P j can 
execute L31, J
3
2 by the proof of Lemma 6. After Pi joins (i.e., J
2
2), P j can execute L
3
3. Therefore, the maximum execution 
sequence by P j is L31, J
3
2, L
3
3.
Let Pk be a process with Lk = h where h is an odd number, and assume that the maximum execution sequence by Pk
is Lh1, J
h
2, · · · , Lhe . Consider the maximum total number of times that Pt with Lt = h + 1 joins and leaves. Before Lh1, Pt can 
execute Lh+11 , J
h+1
2 . After J
h
2, Pt can execute L
h+1
3 , and before L
h
2, Pt can execute J
h+1
4 . Therefore, the maximum execution 
sequence by Pk is L
h+1
1 , J
h+1
2 , L
h+1
3 , · · · , Lh+1e , J h+1e+1 , and the total number of times that Pt joins and leaves is at most e + 1. 
Therefore, for each h ≥ 3, the total number of execution steps is at most h.
In the maximum execution sequence, the number of executions of actions 2 and 10 is h. The value of Li is at most n. 
Therefore, the number of times that action 2 is executed in the network is O (n). 
Theorem 6. The ﬁrst convergence time is at most one round, and the second convergence time is O (max{d2, n}) rounds, O (n6) steps.
Proof. From Lemmas 3 and 9, we derive the round complexity. From Lemmas 10 and 11, the step complexity is O (n6 +
J2n2) = O (n6) steps. Therefore, the lemma holds. 
6. Conclusion
In this paper, we propose an asynchronous self-stabilizing approximation algorithm for the minimum CDS with safe 
convergence in UDGs. The proposed algorithm facilitates determining an approximate minimum CDS to form a virtual 
backbone in ad hoc or sensor networks. Our algorithm converges to a feasible safe conﬁguration in one round, and to 
a legitimate conﬁguration in O (max{d2, n}) rounds, O (n6) steps. In the feasible safe conﬁguration, a dominating set is 
constructed. In the legitimate conﬁguration, an approximate minimum CDS is constructed. Our algorithm guarantees that 
the size of the solution in UDGs is at most 6|Dmin| +5. Future work entails further improving the approximation ratio and/or 
time complexity of the safely converging self-stabilizing approximation algorithm.
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