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Résumé
Ce mémoire est une étude empirique sur l'acquisition des phrases relatives françaises chez 26 
lycéens norvégiens. Le but général de l'étude était de déterminer l'interlangue des apprenants 
par rapport à la relativisation et plus spécifiquement si la hiérarchie d'accessibilité (HA) était 
applicable. Les élèves ont faits des traductions du norvégien au français, ils ont lié deux 
phrases françaises avec une relativisation et ils ont fait des jugements de grammaticalité. 
L'analyse des données a été faite au moyen des méthodes statistiques. 
La tâche avec deux phrases à lier a appuyé l'hypothèse de la HA. Par contre, les résultats de la
tâche des traductions peuvent être expliqués par le transfert linguistique prédit par une analyse
contrastive. Les jugements de grammaticalité ont montré une forte préférence pour les 
constructions qui sont traduites directement du norvégien.
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1 Introduction
Ce chapitre contient la présentation du thème du mémoire, mes justifications du choix du 
thème, un aperçu de l'enseignement des deuxièmes langues étrangères en Norvège, les notions
préliminaires des élèves, le cadre théorique de l'étude et enfin la formulation des questions de 
recherche.
1.1 Le choix du thème
Comme je suis professeur de lycée depuis dix ans, il était évident d'écrire mon mémoire de 
master sur l'acquisition des langues secondes. J'ai déjà eu le plaisir d'enseigner la langue 
française pendant quelques années, et j'ai découvert que lors de l'apprentissage d'une nouvelle 
langue, beaucoup de phénomènes curieux peuvent se faire voir. Par exemple, j'ai plusieurs 
fois corrigé des rédactions où l'élève a essayé de s'exprimer en français, mais le résultat est 
bien particulier et ne conforme ni à la langue française ni en norvégien. Qu'est-ce qui se passe 
dans le cerveau d'une personne qui apprend une nouvelle langue ? J'ai dû choisir un thème et 
mon directeur de mémoire, Hans Petter Helland, a proposé les relatives. Cette proposition m'a
paru très bonne pour plusieurs raisons : Premièrement, les relatives sont bien entendu un 
thème que l'on enseigne au lycée. Deuxièmement, l'emploi des relative rend le langage plus 
varié. Le résultat est un meilleur français, ce qui est intéressant en soi, mais aussi parce que 
l'examen du cours de français exige l'emploi des constructions complexes et un langage varié 
pour l'utilisation de la langue en pratique.
1.2 L'enseignement des langues étrangères en 
Norvège
Dans l'école norvégienne, les langues étrangères connaissent une position importante, et après
la réforme scolaire de 2006, même croissante. Pour tous, la première langue étrangère est 
l'anglais, qui est obligatoire dès la première année de l'école élémentaire ou « la première 
classe » qui correspond au cours préparatoire en France. En entrant au collège, à l'âge de 13 
ans en Norvège, la plupart des élèves choisissent une deuxième langue étrangère. Il existe des 
alternatives où les élèves peuvent approfondir leurs connaissances du lapon, du norvégien ou 
de l'anglais, ou peuvent faire un cours pratique dans la vie professionnelle 
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(« arbeidslivsfag »), mais ces options sont moins populaires. Pendant l'année scolaire 2014-
2015, 67,3 % des élèves de 10e classe (l'année terminale du collège) apprennent une deuxième
langue étrangère, alors que 24,0 % ont opté pour l'approfondissement en lapon, en norvégien 
ou en anglais.(Grunnskolens informasjonssystem, 2015) Pour ceux qui poursuivent le diplôme
de « studiespesialiserende » au lycée, plus ou moins équivalent au Baccalauréat général en 
France, une deuxième langue étrangère est obligatoire pour toutes les deux premières années, 
presque sans exception. Les élèves qui ont opté pour un autre choix qu'une deuxième langue 
étrangère au collège sont obligés de faire la langue étrangère même pendant l'année terminale.
Pour l'année scolaire 2014-2015, parmi les élèves pour qui une DLE est obligatoire, 17 % 
apprennent le français comparé à 44 % pour l'espagnol et à 38 % pour l'allemand 
(Fremmedspråksenteret, 2015).
La réforme de 2006, « Kunnskapsløftet » (« la Promotion de la Connaissance ») a renforcé la 
position de la DLE en introduisant que la note reçue au collège fait partie de la moyenne qui 
décide l'admission au lycée. Il est à noter que, même si l'inscription au lycée est garantie aux 
élèves, les notes du collège décident le choix de lycée et de programme.
La Norvège est loin d'être le seul pays à souligner l'importance des langues étrangères. Dans 
le Cadre européen commun de référence pour les langues, publié par le Conseil de l'Europe 
en 2001, l'un des trois principes sur lequel se base le document est formulé, par le Comité des 
ministres dit :
– « que c’est seulement par une meilleure connaissance des langues vivantes européennes que 
l’on parviendra à faciliter la communication et les échanges entre Européens de langue maternelle 
différente et, partant, à favoriser la mobilité, la compréhension réciproque et la coopération en Europe et
à éliminer les préjugés et la discrimination »
(Conseil de l'Europe, 2001, p. 10)
Parmi les objectifs politiques, on trouve :
– entretenir et développer la richesse et la diversité de la vie culturelle en Europe par une 
connaissance mutuelle accrue des langues nationales et régionales, y compris les moins largement 
enseignées
(Conseil de l'Europe, 2001, p. 10)
Il est donc clair que l'enseignement des langues étrangères, mais aussi des langues en plus de 
l'anglais, est devenu un domaine prioritaire, en Norvège comme ailleurs en Europe.
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Donc, la situation langagière pour les élèves ayant le norvégien comme langue maternelle 
(L1), est que l'anglais est la deuxième langue (L2), tandis que la troisième langue (L3) est 
presque toujours l'allemand, l'espagnol ou le français. Parmi ces trois langues, le français est 
malheureusement le moins populaire. 
1.3 Les notions préliminaires des relatives chez les 
élèves
Le programme du cours de français dans le système scolaire en Norvège ne donne pas 
d'instructions très détaillées sur les thème à enseigner. Il est donc nécessaire de demander aux 
élèves s'ils ont reçu de l'enseignement sur les relatives. Pourtant, il est possible de venir à 
quelques suppositions. Le manuel scolaire utilisé par le lycée où l'étude se déroulera est 
« Enchanté 1 » de Hønsi, Kjetland et Liautaud (2013). Ce livre traite des relatives vers la fin. 
Les relativisations des sujets et des compléments d'objet direct sont présentées avec les règles 
pour l'emploi de « qui » et de « que ». La petite grammaire à la fin du livre explique que le 
choix est déterminé par la fonction relativisée, mais dans le chapitre où se trouvent les textes 
et les exercices, une règle bien approximative est présentée : Si le mot relatif, « som », peut 
être enlevé en norvégien, il faut mettre « que », sinon, il faut mettre « qui ». Comme je le 
démontre dans la section 1.4, cette règle est très floue et produit des fautes pour certaines 
phrases. J'ose dire qu'elle est néanmoins bien connue en Norvège : Je l'ai utilisée moi-même 
en enseignant le français, même avant de voir « Enchantée 1 ». Les relativisations des 
compléments d'objet indirect ne sont pas mentionnées du tout dans le livre. Ces constructions 
sont probablement inconnues pour les élèves. Malgré la possibilité que les relatives ont été 
peu enseignées, je pense, en me appuyant sur mes quelques années d'expérience comme 
enseignant du français, que les phrases relatives sont au moins partiellement connues pour les 
élèves. En conséquence, une étude sur les relatives est possible et peut donner des 
connaissances utiles sur un thème qui est souvent enseigné à l'école.
1.4 La phrase relative en français et en norvégien
Je commence cette section par une description de la phrase relative en français, ensuite en 
norvégien, suivi par une comparaison entre les deux langues. Ce thème dans sa totalité vaut 
probablement tout un mémoire en soi – ou plus, mais je me limiterai ici à ce qui est pertinent 
pour expliquer l'emploi des phrases relatives chez les élèves. Dans la section 1.6, je vais 
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présenter une théorie sur l'acquisition des phrases relatives où la fonction syntaxique du 
constituant relativisé a un rôle central. Pour cette raison, je vais aussi ajouter quelques 
commentaires sur la définition des compléments d'objet indirect, puisqu'il paraît exister des 
différences de terminologie entre les langues germaniques et le français. Il sera nécessaire 
d'adopter une terminologie qui est un peu différente de celle qui est normalement utilisée 
quand on discute la grammaire française.
1.4.1 Les relatives en français
La description de la phrase relative française qui suit se base principalement sur la 
Grammaire méthodique du français de Riegel, Pellat et Rioul (2009, p. 794-810). Cependant, 
je ferai des références à d'autres œuvres où je le trouve pertinent, surtout concernant la qualité
de restrictivité, afin d'obtenir une terminologie mieux adaptée à mon champ d'étude.
La phrase relative canonique est une subordonnée introduite par un pronom relatif et 
enchasseée dans une phrase régissante (matrice). La proposition subordonnée relative 
(nommée « relative » à partir d'ici) est introduite par un mot relatif, tels que « qui », « que », 
« quoi », « dont », « où » et les différentes formes de « lequel ». Ce dernier étant presque 
toujours un pronom relatif, mais il existe également un emploi de déterminant qui est très rare
de nos jours. Les autres sont des pronoms relatifs en leur fonction d'introducteurs des 
relatives, mais ils peuvent également servir de pronoms interrogatifs, à l'exception de « dont »
qui est toujours un pronom relatif. 
Riegel et al. (2009, p. 795-796) explique qu'en français, les pronoms relatifs ont trois 
caractéristiques définitoires :
1. Ils servent d'introducteur de la proposition relative. Ils sont donc toujours mis au début
de la relative pour marquer la frontière entre la relative et la phrase matrice dont il fait 
partie.
2. Dans la relative, ils représentent anaphoriquement quelque chose hors de la relative. 
Cette référence peut être à un constituant de la phrase matrice, appelé l’antécédent, 
mais il y a d'autres possibilités.
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3. Les pronoms relatifs portent des marques casuelles selon leur fonction syntaxique 
dans la relative : « qui » quand le relatif est sujet de la relative, « que » quand il est 
complément d'objet direct, etc.
Une conséquence de la première caractéristique est le placement du relatif au début de la 
proposition relative. Ceci en combinaison avec la deuxième caractéristique a pour résultat un 
réarrangement des constituants comparé à l'ordre des mots canonique. Comme le constituant 
relativisé est représenté dans la relative par le pronom relatif, celui-ci se trouve toujours en 
tête quelle que soit sa fonction syntaxique. Ce sont donc seulement les relatives contenant un 
sujet relativisé qui gardent l'ordre des mots original. La troisième caractéristique permet un 
ordre plus libre sans risque d’ambiguïté :
Je connais les personnes que Pierre a rencontrées / Je connais les personnes qu'a rencontrées 
Pierre.
(Riegel et al., 2009, p. 797)
Certes, en ce cas, l'accord en personne du verbe et l'accord en nombre et en genre du participe 
passé avec un complément d'objet direct antéposé indiquent clairement le sujet, mais même si 
l'antécédent avait été un nom au singulier, le cas du relatif aurait marqué indirectement la 
fonction de « Pierre », l'argument de complément d'objet direct étant déjà rempli par le relatif 
« que ».
La deuxième caractéristique de la liste montre qu'il y a des relatives sans antécédent : les 
relatives substantives indéfinies. Parmi ces types on trouve par exemple des constructions 
comme « Qui vivra, verra. » que l'on retrouve vers la fin du chapitre sur les relatives dans la 
GMF (Riegel et al., 2009, p.811-822). Je juge que ces relatives sont trop compliquées pour les
élèves, et je vais les exclure de l'étude, en me concentrant sur des constructions plus simples.
Avant de continuer, il est temps d'examiner le terme « complément d'objet indirect » en 
français. Dans la GMF, Riegel et al. (2009, p. 402) définissent le complément d'objet indirect 
comme un complément du verbe qui est introduit par une préposition, et donnent une longue 
liste de prépositions. Le bon usage, grand classique de la grammaire française, présente la 
même définition (Grevisse et Goosse, 2007, p. 323), et on retrouve cette définition chez 
Helland (2006, p. 49-51). La GMF (Riegel et al., 2009, p.406) et Helland (2006, p. 50-51) 
définissent aussi un sous-groupe nommé les COIs-datif qui sont les COIs qui se 
pronominalisent par des pronoms personnels conjoints datifs (« lui », « leur »). Le bon usage 
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ne mentionne que brièvement que traditionnellement en France les compléments qui peuvent 
être remplacés par les pronoms datifs sont appelés des « compléments d'attribution » 
(Grevisse et Goosse, 2007, p. 323). Comme on va le voir plus tard, cette définition diffère du 
celle qui est utilisée en anglais et en norvégien. 
Quant à la relativisation, la GMF traite tous les groupes prépositionnels de la même façon et 
ne distingue pas entre les COI et les autres compléments. Dans tous ces cas, le pronom relatif 
est précédé par la préposition, et tout le groupe se place en tête de la relative(Riegel et al., 
2009, p. 402). Le bon usage (Grevisse et Goosse, 2007, p. 913-914) et Helland (2006, p. 264-
267) font la même chose. On voit donc qu'aucun de ces trois livres sur la grammaire française 
ne se base sur les fonctions syntaxiques des relatifs pour expliquer le choix des formes. La 
description est organisée par les différentes formes et mentionne une fonction syntaxique 
seulement si celle-ci correspond à une seule forme et vice versa. En conséquence, « qui » est 
décrit comme le relatif sujet, et « que » comme le relatif complément d'objet direct. Ensuite la
GMF présente le système pour la relativisation de tous les groupes prépositionnels. Elle ne 
met pas d'accent sur les fonctions, mais plutôt sur les distinctions entre les antécédents 
humains ou non, et animés ou non. La forme « dont » est simplement un choix fréquent si la 
préposition est « de ». Ce choix simplifié est bien adapté à une description de la relativisation 
en français, mais comme je le montrerai dans la section 1.6, il est probablement nécessaire de 
préciser les différentes fonctions du mot relatif. 
Jusqu'ici, j'ai traité les pronoms relatifs. Le français connaît aussi un déterminant relatif, 
« lequel », mais selon la GMF et Le bon usage, son usage est presque toujours réservé à la 
langue écrite juridique (Riegel et al., 2009, p.798 ; Grevisse et Goosse, 2007, p. 1429). Il est 
donc très peu fréquent en français et comme cet usage est inconnu en norvégien, je vais 
exclure les déterminants relatifs de la discussion pour le reste du mémoire.
La question de la restrictivité d'une phrase relative est traitée dans toutes les grammaires 
auxquelles j'ai référé jusqu'ici, mais il y a des variations de terminologie et de détails. 
Certaines relatives sont nécessaires pour l'identification de l'antécédent. Sans la relative, 
l'antécédent aurait une plus grande extension, mais la relative sert à la restreindre. Une telle 
relative est nommée « déterminative » ou « restrictive », et je vais utiliser ce dernier terme, 
car il est plus courant dans la littérature anglaise et norvégienne. À l'inverse, une relative qui 
peut être supprimée sans changer le sens de la phrase et qui ne sert qu'à ajouter des 
informations supplémentaires sur l'antécédent, porte plusieurs noms dans la littérature, mais 
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j'ai simplement opté pour le terme « non restrictive ». Cette définition suit de très près celle 
que l'on retrouve chez Helland (2006, p. 300) et chez Le bon usage (Grevisse et Goosse, 2007,
p. 1432). D'autre part, la GMF présente une explication plus compliquée : Elle distingue les 
antécédents définis et non définis et utilise des termes séparés pour les deux cas : Pour les 
antécédents non définis les relatives sont désignées « essentielles » ou « accidentelles ». 
Cependant, cette distinction me paraît être moins intéressante. Par conséquent, je ne 
considérerai que la qualité relative/non relative pour tous les antécédents. Les différences 
entre les relatives restrictives et non restrictives sont syntaxiques aussi bien que sémantiques. 
Une relative restrictive sert de modificateur de l'antécédent, alors qu'une relative non 
restrictive en sert d'apposition (Helland, 2006, p. 300-301). Il est à noter qu'en français, la 
restrictivité a une influence peu saillante sur la construction superficielle de la relative, sauf 
pour le déterminant relatif qui s'emploie uniquement pour les relatives non restrictives 
(Helland, 2006, p. 302 ; Grevisse et Goosse, 2007, p. 800). Cet usage est déjà exclu de l'étude 
à cause de sa rareté. Tous les autres relatifs sont possibles, quelle que soit la restrictivité de la 
relative. Luzi (2012) a commenté sur cette double fonction de la relative, où deux fonctions 
ont une seule forme. Finalement, je devrais mentionner que les relatives non restrictives sont 
souvent séparées de leur antécédent par une virgule, mais j'ai décidé d'ignorer la ponctuation 
dans la production des élèves (Riegel et al., 2009, p.807). En français, cette virgule est donc la
seule marque qui peut distinguer les relatives restrictives et non restrictives sans faire une 
analyse de la sémantique de la phrase. En norvégien, et en anglais, la restrictivité porte 
quelquefois sur la syntaxe d'une façon saillante, comme on va le voir.
En plus des relatives présentées ci-dessus, d'autres variantes sont connues en français, hors le 
français standard. Selon la GMF (Riegel et al., 2009, p. 810), la langue populaire a attesté des 
formes comme : 
1. L'emploi d'un « que » passe-partout pour n'importe quel relatif du français standard..
2. L'emploi de « que », mais en plus, le constituant relativisé, ou une partie de ceci, est 
repris dans la relative. Les groupes prépositionnels relativisés où la préposition reste 
dans la relative sont classifiés ici. Il paraît qu'il s'agit ici du phénomène des pronoms 
résomptifs, auquel je reviendrai dans la section 1.6.
3. L'emploi d'un pronom relatif comme en français standard, mais le constituant 
relativisé est représenté dans la relative par un terme.
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Je trouve ces variantes intéressantes parce qu'elles montrent la variation de langue, même 
chez les francophones. En particulier, je reviendrai ci-dessous aux groupes prépositionnels de 
la deuxième variante, parce qu'une construction identique existe en norvégien standard.
1.4.2 Les relatives en norvégiens
Pour la description des relatives en norvégien, je me base sur Norsk referansegrammatikk 
(Faarlund, Lie et Vannebo, 1997). Le NRG est l'œuvre la plus récente et la plus complète sur 
la grammaire norvégienne.
Les relatives sont un sous-groupe des subordonnées appelé « phrases implicatives ». Les 
propositions implicatives sont toutes les subordonnées où un complément a été enlevé et ce 
complément est exprimé dans la matrice de manière implicite ou explicite. Si le complément 
est un groupe nominal, la subordonnée sera une proposition relative. Les relatives peuvent 
être introduites par plusieurs mots relatifs : le subordonnant « som », un mot interrogatif ou le 
déterminant « hvilken », mais dans le langage quotidien, le subordonnant « som » est de loin 
le plus utilisé. Selon le NRG : « Des relatives avec un antécédent nominal et un mot 
interrogatif comme introducteur existe seulement en bokmål, et y appartient à un style 
principalement écrit » (Faarlund et al., 1997, p. 1056, ma traduction). De plus, mes propres 
observations informelles de la langue parlée des élèves et mon intuition linguistique 
soutiennent que les relatives sont presque toujours introduites par « som » en norvégien 
contemporain et je limiterai l'étude à de telles relatives.
En norvégien, plusieurs fonctions peuvent être relativisées : sujet, complément d'objet direct, 
complément d'objet indirect et complément de préposition. (Faarlund et al., 1997, p. 1054-
1055). La définition de complément d'objet indirect est beaucoup plus étroite en norvégien 
qu'en français, et plusieurs complément considérés comme des COIs en français sont des 
compléments d'objet prépositionnel en norvégien. L'emploi du terme « COI » en norvégien est
réservé aux situations ou un verbe peut avoir deux compléments d'objet qui n'ont pas de 
préposition. Cependant, le COI peut être exprimé avec une préposition qui est toujours « til » 
(Faarlund et al., 1997, p. 43). Donc, les phrases suivantes sont toutes les deux acceptables (les
exemples sont suivis d'une glose en français) :
[Hun]S gir [ham]COI [en gave]COD
[Elle]S donne [lui]COI [un cadeau]COD
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[Hun]S gir [en gave]COD [til ham]COI
[Elle]S donne [un cadeau]COD [à lui]COI
La relativisation se fait en enlevant le constituant relativisé de la relative, et en introduisant la 
relative par le subordonnant « som » pour toutes les fonctions. Si le constituant est un groupe 
prépositionnel, c'est-à-dire s'il sert de COI ou de COP, seulement le complément de la 
préposition est enlevé alors que la préposition reste à sa place canonique et elle porte la 
désignation d'une préposition orpheline. Un exemple, suivi d'une glose en français :
En mann [[som]subordonnant [jeg]S snakker [om _]COP ]relative.
Un homme [[que]subordonnant [je]S parle [de _]cop ]relative
Ici, « _ » représente le constituant relativisé et enlevé.
On retrouve la même distinction entre les relatives restrictives et non restrictives qu'en 
français (Faarlund et al., 1997, p. 280). Un trait particulier est la possibilité de la suppression 
du subordonnant sous certaines conditions :
1. Le constituant relativisé n'est pas le sujet.
2. La relative se place directement après l'antécédent.
3. La relative est restrictive.
Le résultat est qu'une phrase (suivie d'une glose en français) telle que
En mann [[_]subordonnant [jeg]S snakker [om _]COP ]relative.
Un homme [[_]subordonnant [je]S parle [de _]cop ]relative
est tout à fait grammaticale, et, selon moi, même plus courante que la variante avec le 
subordonnant. (Faarlund et al., 1997, p. 1055-1056).
Comme en français, il y a des relatives sans antécédent explicite, dites substantives, mais 
comme j'ai déjà exclu ces relatives en français de l'étude, il n'est pas nécessaire de les traiter 
ici. Selon le NRG, certaines constructions infinitives sont également considérées comme des 
relatives, par exemple :
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« Eg leiter etter ei bok å lese for barna. » 
(Faarlund et al., 1997, p. 1062)
« Je cherche un livre à lire pour les enfants »
(Ma traduction)
Des constructions analogues existent en français (Riegel et al., 2009, p.353), mais elles ne 
sont pas classifiées comme des relatives, et même en norvégien, ces relatives infinitives sont 
si différentes des autres relatives que je décide de les exclure de l'étude.
1.4.3 Une comparaison
En comparant les relatives en français et en norvégien, on voit qu'elles se ressemblent à 
plusieurs égards, mais il y a aussi des différences notables. 
D'un point de vue très général, les processus de la formation des relatives sont similaires dans 
les deux langues : La relative est subordonnée à une phrase matrice avec laquelle elle partage 
un groupe nominal commun. Ce GN est toujours exprimé dans la matrice, mais il est effacé 
dans la relative. La relative est introduite par un mot relatif. Cependant, dans la théorie 
grammaticale des deux langues, ce relatif voit une nette différence de fonction : En français le
relatif est considéré d'avoir la même fonction syntaxique dans la relative que le GN relativisé. 
En norvégien, le relatif est considéré comme un simple introducteur (un subordonnant) sans 
fonction syntaxique, le constituant relativisé est complètement enlevé de la relative ou 
représenté par un opérateur non-exprimé : 
En gutti [som _i heter Arne]
Un garçoni [quii _i s'appelle Arne]
Bokeni [som jeg leser _i]
Le livrei [quei je lis _i]
Cette différence me semble d'être une différence d'interprétation, plutôt qu'une différence 
fondamentale entre les deux langues. La division des grammairiens est probablement fondée 
sur le fait qu'en français, le relatif porte une marque casuelle, alors qu'en norvégien, le relatif 
est invariable comme on le voit dans l'exemple ci-dessus. 
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Dans les deux langues, on retrouve la même notion de restrictivité, mais ce n'est qu'en 
norvégien que cela porte sur le relatif : Certaines relatives restrictives permettent l'effacement 
du relatif, ce qui est impossible en français.
Les langues de distinguent le plus au sujet des compléments d'objet indirect et prépositionnel, 
outre la variation de terminologie. La séparation de la préposition de son complément qui a 
lieu en norvégien est inconnue en français standard. Le système français où le relatif varie 
selon la nature de l'antécédent, n'existe pas en norvégien contemporain qui garde le même 
subordonnant invariable. 
1.5 L'acquisition des langues secondes
Dans cette section, je vise à fournir un aperçu général de l'acquisition des langues secondes 
(ALS). Je le fais principalement pour établir une base théorique sur laquelle mon étude peut 
se fonder, mais également pour donner des traductions en français des termes utilisés dans la 
littérature anglophone, car la grande majorité de la recherche sur l'ALS est publiée en anglais. 
Ce champ d'étude est vaste, et je vais prendre comme point de départ un ouvrage de référence.
Pour cela j'utiliserai le livre « Understanding Second Language Acquisition » de Lourdes 
Ortega (2009), mais je ferai également référence à plusieurs autres ouvrages et articles.
Je emploierai dans ce mémoire essentiellement la terminologie choisie par Ortega (2009, p. 
5). Selon elle, la langue maternelle est nommée la première langue, ou L1. Si un enfant 
apprend plusieurs langues en même temps, il peut avoir plusieurs L1s. Le terme « langue 
seconde » ou L2 s’applique à toutes les langues apprises après la L1 (ou les L1s). Une 
personne peut avoir plusieurs L2s, et évidement, pour la plupart des apprenants du français 
comme L2 en Norvège, le français est la deuxième L2, l'anglais étant la première L2. Les 
deux sont néanmoins désignés comme des L2s. Cependant, le terme L3 est quelquefois utilisé 
si l'on veut distinguer les différentes deuxièmes langues d'un apprenant, par exemple chez 
Ortega (2009, p. 181). Elle ne fait pas la distinction entre une langue étrangère et une langue 
seconde, et je ne la ferai pas non plus. Une notion importante pour l'étude de l'ALS est celle 
désignée par le terme « interlangue » (anglais : « interlanguage »). L'interlangue est la 
représentation mentale chez l'apprenant de la grammaire de la langue cible. Cette grammaire 
n'est pas en principe identique à celle de la langue cible. Bien au contraire, les différences sont
souvent considérables, et le but de l'enseignement est de les diminuer. (Ortega, 2009, p. 6)
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Au début de la recherche sur l'ALS, pendant les années 50 et 60, les analyses contrastives 
étaient populaires. La supposition était que les difficultés de l'apprentissage d'une L2 
s'expliquaient principalement par les différences entre la L1 et la L2. Nous savons maintenant 
que cette explication est trop simplifiée. Plusieurs études ont montré de nombreux exemples 
des traits communs entre deux langues servant de L1 et L2 qui ne sont pas transférés de la L1 
à la L2, mais on trouve également des différences qui ne se manifestent jamais dans 
l'interlangue des apprenants (Ortega, 2009, p. 32). Plusieurs théories et modèles ont été 
avancés pour expliquer le développement d'une L2, et j'en ai choisi deux que je présenterai 
plus en détails ci-dessous.
Premièrement, on a l'hypothèse de Chomsky de l'existence d'un dispositif d'acquisition du 
langage dans le cerveau humain. Ce dispositif nous donne une faculté innée pour l'acquisition 
des langues, en limitant les possibilités grammaticales qui peuvent être réalisées. Ces 
contraintes linguistiques forment ce que l'on appelle la grammaire universelle (GU) (Ortega, 
2009, p. 111). La forme exacte de la GU n'est pas déterminée, et si elle existe, il n'est pas 
certain qu'elle soit disponible de la même façon pour apprendre une L2 qu'une L1. White 
(2003) a fait une revue assez approfondie du rôle de la GU dans l'ALS dont je rendrai compte 
ci-dessous. Le premier argument pour l'existence d'une GU est le problème de la pauvreté du 
stimulus : Comment est-il possible de déterminer si parfaitement la grammaire d'une langue, 
même les traits les plus subtils, sans instruction explicite ? La GU est une solution de ce 
problème, proposée pour les L1. White maintient qu'il y a des études indiquant la présence des
contraintes de la GU dans l'interlangue des apprenants. Elle cite une étude de Kanno (citée 
dans White, 2003, p. 24) qui a montré que des apprenants anglophones du japonais 
possédaient des connaissances sur un aspect de la grammaire japonaise qui à la fois n'existe 
pas en anglais, n'a pas été enseigné aux participants, est gouverné par l'une des contraintes 
universelles trouvées dans des études précédentes et est un trait subtil qui est difficile à 
découvrir. Elle soutient également que la disponibilité de la GU dans une L2 n'implique 
nécessairement pas que la grammaire de l'interlangue est la même que la grammaire de la 
langue cible. Les contraintes de la GU ne peuvent que limiter les possibilités linguistiques, et 
elles ne sont pas assez précises pour garantir la convergence vers la langue cible. 
Deuxièmement, on a la notion de la degré de marquage (anglais : markedness). J'adopte ici la 
définition d'Ortega (2009, p. 37), car il y a une grande variation dans l'emploi du terme. Selon 
elle, les traits linguistiques sont plus ou moins marqués. Les traits moins marqués sont 
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simples et très répandus dans les langues du monde, alors que les traits plus marqués sont plus
compliqués et plus rares. En plus, il est souvent possible d'organiser plusieurs traits dans des 
groupes ordonnés où l'existence d'un trait plus marqué dans une langue implique l'existence 
de traits moins marqués. Cela est surtout intéressant pour l'ALS parce qu'il apparaît que les 
traits marqués ne sont transférés qu'avec difficulté, même si la L1 et la L2 en possèdent les 
mêmes (Ortega, 2009, p. 38-39).
Il est facile de supposer que l'idée de l'importance du marquage et les analyses contrastives 
sont deux idées rivales. Cela n'est pas le cas, car l'article qui a introduit le premier, écrit par 
Eckman (1977), a visé à combiner les deux, et il montre que le marquage sert à augmenter 
l'analyse contrastive. Il est donc venu à ce qu'il a appelé l'hypothèse de la différence de 
marquage1 : Les traits qui diffèrent entre la langue maternelle et la langue cible, sont difficiles 
à acquérir mais seulement s'ils sont à la fois marqués. Je reviendrai à ce phénomène utilisé 
aux phrases relatives dans la section 1.6. 
De plus, la L1 n'occupe probablement pas une position privilégiée relativement à une L2. 
Toutes les L2s peuvent aussi s'influencer. (Ortega, 2009, p. 48). En conséquence, pour les 
élèves norvégiens apprenant la langue française, on peut s'attendre à trouver des influences de
l'anglais autant que le norvégien.
Il convient également de remarquer un article de Jacquelyn Schachter (1974) où elle montre 
que les difficultés d'une L2 peuvent se manifester comme une tendance à éviter les 
constructions qui sont perçues comme difficiles. Cette stratégie d'évitement mène à une 
production abaissée de certaines formes pour que l'apprenant ne commette pas des fautes. 
Selon Schachter, il n'est pas possible de compter les fautes commises par un apprenant pour 
déterminer sa maîtrise de la L2, et de plus, il n'est même pas possible d'utiliser le pourcentage 
de fautes, car l'évitement prime sur le risque de se tromper.
Pour ce mémoire, je ferai des analyses contrastives entre le français et le norvégien (en fait, je 
l'ai déjà fait en 1.4.3!). Je me baserai sur des analyses de degrés de marquage. Je prendrai en 
considération la possibilité que la grammaire universelle est disponible aux élèves. Je 
n'oublierai pas les influences de l'anglais ainsi que du norvégien. Finalement, je remarquerai 
l'emploi des stratégies d'évitement.
1 J'ai opté pour cette traduction de l'anglais : « Differential markedness hypothesis », après avoir trouvé une 
dizaine d’occurrences en ligne.
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1.6 L'acquisition des phrases relatives
Je donnerai ici un aperçu global et simplifié des travaux scientifiques sur l'acquisition des 
phrases relatives en particulier. Les articles sur ce thème sont nombreux, mais la grande 
majorité de travaux sont publiés en anglais. En outre, dans le contexte de l'acquisition des 
langues secondes, l'anglais est très souvent inclus dans les études, soit comme langue 
maternelle, soit comme langue cible. En conséquence, les ouvrages que je présenterai ci-
dessous sont tous en anglais. Mais bien qu'ils se concernent sur la phrase relative dans cette 
langue, les résultats sont probablement valides même pour le français.
Le point de départ est un article très marquant de Edward Keenan et Bernard Comrie (1977). 
Dans leur « Noun phrase accessibility and universal grammar », ils introduisent le concept 
d'une « Hiérarchie d'Accessibilité » (anglais : Accessibility Hierarchy, dèsormais : « HA ») de 
la relativisation. Après avoir analysé une cinquantaine de langues humaines, ils sont venus à 
la conclusion que la possibilité de la relativisation des différentes fonctions syntaxiques est 
toujours conforme à un système : Si une langue permet la relativisation d'une certaine 
fonction en bas de la hiérarchie, elle permettra toujours la relativisation de toutes fonctions 
qui se trouvent plus hautes dans la hiérarchie. Cette hiérarchie est la même pour toutes les 
langues d'où le terme de hiérarchie d'accessibilité. Les fonctions de la hiérarchie, organisées 
de la fonction syntaxique la plus accessible au moins accessible, prennent les formes 
suivantes :
SU > DO > IO > OBL > GEN > OCOMP     (Keenan et Comrie, 1977, p. 66)
J'ai opté pour les abréviations originales, parce que les définitions des différentes fonctions ne 
sont pas identiques à celles utilisées en français (cf. la discussion dans la section 1.4), et je 
souhaite éviter toute ambiguïté dans la définition d'un complément d'objet indirect. SU est le 
sujet, comme en français. DO est le complément d'objet direct, aussi comme en français. IO 
est le complément d'objet indirect, mais limité à sa fonction dative. OBL(iques) comprennent 
ce que l'on appelle les compléments d'objet prépositionnel en norvégien, qui sont considérés 
des COIs en français. GEN est le génitif ou la marque de possession. En anglais et en 
norvégien, le génitif existe toujours pour les noms, et il y a même des relatifs réservés pour ce
cas : « whose » en anglais et « hvis » en norvégien, mais leur emploi sont en déclin selon mes 
observations informelles. On note que bien que ces relatifs puissent être traduits par « dont » 
en français, ce mot peut remplacer tout groupe prépositionnel introduit par « de », avec une 
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fonction possessive ou non. Par conséquent, le GEN est classifié avec les COIs en français. 
OCOMP est « l'objet de comparaison » (ma propre traduction littérale à partir de Keenan et 
Comrie (1977, p. 66)). Cela s'illustre par une construction telle que « plus grand que moi ». 
En fait, le français est choisi comme l'exemple d'une langue qui permet la relativisation de 
toutes fonctions jusqu'à GEN, mais qui l'interdit pour OCOMP (Keenan et Comrie, 1977, p. 
74).
Le but de Keenan et Comrie était de trouver des universaux linguistiques liés à la grammaire 
universelle, et ils ont étudié la langue maternelle des locuteurs. Néanmoins leurs travaux sont 
intéressants également dans le contexte de l'apprentissage des langues secondes. La notion de 
degré de marquage n'est pas mentionné dans leur article d'une façon explicite, mais ils font 
référence au concept dans leurs essais d'explication. Comme ils le disent :« La HA reflète 
directement la facilité psychologique de compréhension » (Keenan et Comrie, 1977, p. 88, ma
traduction). Nous reconnaissons ces idées de l'explication du marquage de la section 1.5. Tout 
d'abord, on retrouve le même système d'implication : Une langue qui permet la relativisation 
d'une fonction plus basse dans la hiérarchie, permet toujours la relativisation des fonctions 
plus hautes dans celle-ci. Autrement dit, une position plus basse correspond à un trait plus 
marqué, et on peut conclure que, par exemple, la relativisation des génitifs est plus marquée 
que celle des sujets. De plus, on retrouve l'idée que les traits plus marqués sont plus 
compliqués (ou complexes), même pour les locuteurs natifs. Keenan et Comrie offrent une 
description d'une étude très intéressante faite par Valli et al. où ces derniers ont montré que 
des jeunes francophones (âgés de 12 ans) font la relativisation des sujets avec plus de facilité 
que la relativisation des objets, et pour les génitifs les locuteurs se sont trompés dans plus de 
la moitié des cas (travail cité par Keenan et Comrie, 1977, p. 89).
Il est donc probable que la HA est applicable comme un exemple d'emploi du degré de 
marquage pour l'acquisition des langues secondes, et il n'est donc pas étonnant que plusieurs 
études aient été faites sur ce thème. J'en ai choisi deux que je trouve particulièrement 
intéressantes, et je les présenterai ci-dessous :
La première est l'étude d'Eckman, Bell et Nelson (1988). En utilisant la HA de Keenan et 
Comrie, ils ont divisé des étudiants de l'anglais comme langue seconde en quatre groupes qui 
avaient la même langue maternelle et les mêmes compétences sur la relativisation en anglais. 
Trois groupes ont reçu de l'enseignement sur la relativisation des SUs, DOs et OBLs 
respectivement, mais limité uniquement à une seule fonction pour chaque groupe. Le 
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quatrième servait de contrôle ayant eu un enseignement sur un thème grammatical non lié à la
relativisation. Le résultat était clair, et frappant : Le groupe OBL était le seule à réussir dans 
une large mesure à la relativisation des OBLs, ce qui était prévu, mais ils surpassaient 
également les groupes SU et DO en relativisation des fonctions qui ont été enseignées à ces 
groupes. Donc, on voit que la maîtrise d'une relativisation d'une fonction en bas de la HA, 
c'est-à-dire pour des formes de plus en plus marquées, se généralise aux fonctions moins 
marquées plus hautes dans la hiérarchie, mais l'inverse n'est pas vrai. Je trouve que ce résultat 
illustre le caractère exact de la HA, mais aussi qu'il montre son application potentielle dans 
l'enseignement des langues secondes.
La deuxième étude est la thèse de doctorat de Maria G. Pavesi (1986). Elle aussi examine 
l'applicabilité de la HA pour l'acquisition des phrases relatives en anglais, cette fois chez des 
Italiens ayant l'anglais comme langue seconde. Le point de départ est l'hypothèse de la 
différence de marquage (HDM) introduite par Eckman (1977 ; cité par Pavesi, 1986, p. 11). 
Ses résultats soutiennent les prédictions générales de la HA et de l'HDM : Plus la 
relativisation d'une fonction est marquée, plus elle est difficile à acquérir. Il y a cependant 
d'autres raisons pour commenter cette étude comme nous le verrons ci-dessous.
Premièrement, la descente dans la hiérarchie des relatives en anglais entraîne un degré de 
marquage plus élevé que ce qui suit par la HA en soi. L'anglais, tout comme le norvégien, 
autorise deux phénomènes inconnus en français dont l'un est très marqué. Les prépositions 
orphelines sont limitées à un petit nombre de langues, et cela est donc un trait très marqué 
selon van Riemsdijk (cité par Pavesi, 1986, p. 21). L'autre est l'omission facultative des 
relatifs, sous certaines conditions (cf. section 1.4.2). Malheureusement, malgré l'existence de 
plusieurs articles et livres portant sur ce dernier phénomène de l'anglais, je n'ai pas réussi à en 
trouver des renseignements sur la qualité marquée/non marquée. Pour les élèves norvégiens 
apprenant le français, la situation s'est inversée. Ils possèdent dans leur langue maternelle un 
trait très marqué, sous forme des prépositions orphelines, et selon les modèles que l'on a revus
jusqu'ici on peut attendre un transfert assez faible. En fait, il existe une étude sur une telle 
situation, et même si elle n'inclut pas le norvégien et le français comme langue maternelle et 
langue cible, respectivement, les langues de l'étude possèdent quelques caractéristiques 
parallèles. Tarallo et Myhill (1983) ont trouvé que des étudiants de l'allemand, du portugais, 
du persan, du chinois ou du japonais avec l'anglais comme langue maternelle n'acceptent que 
rarement les prépositions orphelines. Les taux d'acceptation étaient de 13 % à 45 %, sauf pour
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une certaine classe de verbes allemands auxquels la préposition peut être préfixée, mais pas 
pour les relatives. Donc une minorité assez forte accepte faussement un trait très marqué, mais
elle reste toutefois une minorité. L'effacement fautif du relatif est également traité par les 
auteurs, et la conclusion est que ce trait ne se transfère que rarement de l'anglais aux langues 
qui ne l'acceptent pas (Tarallo et Myhill, 1983, p. 69). On peut probablement s'attendre à ce 
que les Norvégiens aient une tendance à traiter ce problème de la même façon.
Pavesi (1986, p. 184-186) a également trouvé qu'il était difficile de distinguer entre IO et OBL
tout comme entre GEN et OCOMP, et elle offre des explications qui peuvent être intéressantes
même pour le norvégien : Les IOs en anglais se construisent souvent avec une préposition, de 
la même manière que les OBLs. La situation est pareille en norvégien. Pour GEN vs OCOMP,
elle remarque que les comparaisons en anglais se font par une conjonction comparative qui se 
comporte presque comme les prépositions, alors que le GEN en anglais exige un relatif 
spécialisé (« whose ») qui est peu utilisé à l'oral (Pavesi, 1986, p. 184). En ce qui concerne le 
norvégien, j'ai interrogé quelques personnes avec le norvégien comme langue maternelle sur 
la grammaticalité d'une phrase (suivie d'une glose en français) comme :
Jeg har en bror  som jeg er    sterkere enn.
Je    ai  un frère  que je  suis  plus fort  que.
Les réponses ont été divisées. Au moins, ils l'ont trouvée assez lourde, mais probablement 
correcte. En considération de ces difficultés, je vais les exclure de mon étude et je me 
limiterai aux niveaux de SU jusqu'à IO dans la HA..
J'ai déjà mentionné l'étude de Tarallo et Myhill (1983) en relation avec Pavesi (1986), mais 
cette étude mérite quelques commentaires elle-même. Les auteurs ont étudié des erreurs 
comme l'effacement du relatif et l'utilisation des prépositions orphelines – dont j'ai parlé ci-
dessus – ainsi que l'effacement fautif des prépositions et l'existence des pronoms résomptifs. 
La première de ces nouvelles erreurs était assez rare chez les participants de l'étude, sauf pour 
les phrases allemandes, mais cela est expliqué par le marquage de cas sur le relatif lui-même 
en allemand. Comme le cas n'est pas marqué de la même manière ni en français ni en 
norvégien , je ne m'attends pas à de grandes difficultés avec cela.2 Je trouve plus intéressants 
les pronoms résomptifs. Ceux-ci sont les pronoms laissés à la place d'un constituant relativisé,
2 Ce qui a été une erreur grave de ma part que j'ai découverte après l'analyse des résultats de l'enquête. J'y 
reviendrai plus tard.
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processus agrammatical en français standard comme en norvégien, mais qui existe dans 
d'autres langues (Tarallo et Myhill, 1983, p. 61). Comme je l'ai montré vers la fin de la section
1.4.1 quand j'ai discuté les relatives non standard, au moins quelques francophones les 
acceptent. D'autre part, je n'ai trouvé aucune référence à l'existence de tels pronoms dans le 
NRG (Faarlund et al., 1997), et en me fondant sur ma propre intuition de la langue 
norvégienne, ils sont inconnus en norvégien. J'ai peu de preuves pour cette supposition, mais 
je peux aussi ajouter que le suédois, qui est très proche du norvégien, n'est pas sur la liste des 
langues avec pronoms résomptifs du tableau 2 de Keenan et Comrie (1977, p. 93). 
Néanmoins, Tarallo et Myhill (1983, p. 63-64) ont trouvé qu'une partie considérable des 
anglophones a accepté ces pronoms. Il n'est pas impossible qu'une tendance pareille se 
retrouve chez les élèves norvégiens. 
J'ai maintenant fourni une base théorique sur laquelle je peux baser mon étude.
1.7 Les questions de recherche
 Avant de commencer l'enquête, je dois formuler mes questions de recherche qui déterminent 
les buts du travail. J'en ai cinq, et je les présenterai ci-dessous, l'une après l'autre, avec des 
explications et des justifications. 
QR1 : La hiérarchie d'accessibilité est-elle applicable pour des apprenants du français L2
ayant le norvégien comme L1 et l'anglais comme L2 ? 
La HA a vu des tests avec plusieurs combinaisons de langues, mais à ma connaissance, il n'y a
pas d'études sur cette combinaison spécifique. D'un point du vue structurel linguistique, 
Tarallo et Myhill (1983) ont des informateurs semblables, mais je voudrais rechercher la 
situation exacte qui existe chez les élèves norvégiens.
QR2 : Quelles sont les erreurs de la production des phrases relatives en français ?
La théorie nous a donné des prédictions générales sur le développement de l'interlangue. Je 
voudrais savoir si l'on retrouve ces tendances chez les élèves norvégiens. Je réfère ici 
principalement à l'article de Tarallo et Myhill (1983).
QR3 : Plus précisément : Comment les élèves norvégiens construisent-ils la 
relativisation des compléments d'objet indirect ?
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Pour cette relativisation, il est à la fois vrai qu' : 
1. Elle n'est probablement pas enseigné aux élèves.
2. Elle est marquée à cause de sa place plus basse dans la HA.
3. Elle se fait d'une façon différente entre le norvégien et le français,
4. Elle se fait par un processus très marqué en norvégien (et en anglais) comparé au 
français.
Il est donc intéressant d'étudier les choix des élèves, car ils touchent à plusieurs théories de 
l'acquisition des langues secondes. Cela nous mène à une question évidente :
QR4 : Comment ces erreurs peuvent-elles être expliquées ?
Peut-être que la HA sera utile, peut-être trouvera-t-on des transferts linguistiques, peut-être 
verra-t-on des effets la grammaire universelle. Et peut-être, si je réussissais à établir des 
explications fondamentales de la production des élèves, que je pourrais contribuer à 
l'amélioration de l'enseignement de la langue française en Norvège et même ailleurs.
Finalement, inspiré par les résultats de White (2003), j'ai décidé d'essayer de déterminer si les 
élèves possèdent des connaissances intuitives sur la formation des phrases relatives, ou s'ils 
s'appuient sur des règles formelles. 
QR5 : Est-il possible que les élèves aient de l'intuition sur la formation des phrases 
relatives ?
Ainsi, après avoir délimité le champ d'étude et formulé les buts de ma recherche, je suis prêt à
en élaborer le design exact.
19
2 Méthodologie
Ce chapitre est consacré à une description de la méthodologie de l'étude. Je justifierai mon 
choix de type d'enquête et les questions. Je présenterai l'échantillon. J'expliquerai les 
considérations juridiques à observer et le déroulement pratique de l'étude. Je finirai par une 
description des méthodes statistiques et le codage des données.
2.1 Le choix du type d'enquête
Je commence le chapitre sur la méthodologie par une justification pour mon choix d'un 
questionnaire comme le type d'enquête. Au début, j'avais considéré plusieurs options : une 
analyse de textes libres écrits par les élèves, des entretiens ou un questionnaire. Chacune de 
ces méthodes a ses avantages et ses inconvénients, est je les examinerai dans les trois 
paragraphes qui suivent. Évidemment, chaque étude empirique rencontre la même 
problématique, et par conséquent on retrouve une discussion pareille par exemple chez Pavesi
(1986, p. 65-67)
Un texte libre laisse aux élèves de choisir les constructions qu'ils préfèrent. Ils peuvent écrire 
comme ils veulent et les textes représentent probablement la production ordinaire des élèves. 
Je ne cherche cependant pas à révéler ce qu'ils veulent écrire en français, mais ce qu'il sont 
capables d'écrire. En se souvenant des stratégies d'évitement décrites par Schachter (1974), il 
est fort probable qu'une grande partie des élèves ne choisissent pas une construction relative 
qu'ils trouvent difficile. Mon expérience d'enseignant soutient cette supposition. Un autre 
aspect de ce problème est le faible nombre de relatives que l'on peut trouver dans les textes 
libres. Il est tout simplement trop facile pour les élèves d'éviter les relatives, car elles peuvent 
toujours être remplacées par la réécriture. Si le domaine de recherche avait été un trait 
inévitable du langage, comme par exemple les déterminants ou l'accord sujet-verbe, cette 
approche aurait été viable. Pour ces raisons, je rejette les analyses des textes libres.
Il est donc nécessaire d'assigner aux élèves des tâches préparées pour les guider aux 
constructions voulues. Cela peut se faire à l'oral ou à l'écrit. Pavesi, dans sa thèse de doctorat, 
a opté pour une combinaison. Pour elle, la différence entre ces deux formes faisait partie de sa
recherche et elle dit dans son introduction qu'elle s'attend à trouver un usage élevé de traits 
marqués à l'écrit, comparé à l'oral (Pavesi, 1986, p. 67), Pour moi, ce sont les traits les plus 
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marqués qui m'intéressent. De plus, les entretiens prennent plus de temps, ce qui rend plus 
difficile la réalisation de l'étude sur le plan pratique.
La conclusion est la formulation d'un questionnaire écrit. De cette manière, je peux m'assurer 
que les élèves doivent au moins essayer de produire les différentes variantes des relatives. 
Une seule leçon suffit pour tester tous les élèves d'une classe et la forme écrite du 
questionnaire invite les élèves à y répondre plus soigneusement. Je perds la possibilité de 
poser des questions supplémentaires où cela aurait été utile, mais après tout, les avantages 
sont plus importants que les inconvénients.
Au début du projet, j'ai prévu un déroulement de l'étude empirique en deux étapes. La 
première était une enquête préliminaire avec peu de répondants conçue pour tester le 
questionnaire. La deuxième aurait été l'administration d'une version révisée du questionnaire à
un plus grand groupe d'élèves. Lors de l'analyse de l'enquête préliminaire, je me suis rendu 
compte que j'avais assez de données pour mon mémoire. Le nombre de répondants suffit pour 
achever des résultats signifiants, et le questionnaire a bien fonctionné, à quelques exceptions 
(j'y reviendrai pendant la discussion). J'ai décidé d'écrire ce mémoire après avoir fait 
seulement la première étape de l'étude envisagée, mais je donnerai plus loin des conseils pour 
de futures recherches.
2.2 L'échantillon
Mon champ d'étude est les connaissances linguistiques des élèves norvégiens dans leur 
cinquième année de l'enseignement du français. Évidemment, il est impossible de les évaluer 
tous, et il est nécessaire de trouver un échantillon représentatif pour le groupes. Pour la 
première étape, j'ai eu 26 répondants qui étaient tous des élèves de français au niveau voulu 
d'un lycée près d'Oslo. Les personnes avec le français comme langue maternelle ont été 
exclues de l'enquête. Les élèves étaient divisés en deux classes, avec deux professeurs 
différents, mais je n'ai pas essayé de distinguer les résultats des deux classes. Pendant les trois
premières années de l'enseignement du français, ils sont allés à une multitude de collèges avec
différents enseignants. Il y a donc une petite variation dans l'échantillon, mais il n'est pas 
nécessairement représentatif pour toute la population, et il est possible que les choix 
pédagogiques d'un nombre très limité d'enseignants aient fortement influencé le 
développement des élèves de l'échantillon. Il n'est toutefois qu'à espérer que les résultats ne 
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sont pas trop biaisés. Pour la deuxième étape, j'avais envisagée un échantillon plus grand tiré 
de plusieurs lycées à proximité d'Oslo. Ce choix géographique est motivé par des raisons 
linguistiques. Il y a une grande variation dialectale en Norvège, et même si je pense que la 
construction des relatives avec « som » est pareille partout, le NRG ne dit pas le contraire, il 
vaut mieux que le norvégien des élèves soit assez homogène (Faarlund, Lie et Vannebo, 
1997).
2.3 Les considérations juridiques
La collection des données personnelles en Norvège est régie par la loi 
(Personopplysningsloven, 2000) , aussi pour les buts scientifiques. Je donnerai dans cette 
section un aperçu des régulations, et je trouverai une conception d'étude qui réduit au 
maximum les complications formelles de son déroulement. 
C'est Personvernombudet for forskning chez Norsk samfunnsvitenskapelig datatjeneste (NSD)
qui est chargé de surveiller et accepter les projets scientifiques de plusieurs institutions, dont 
l'Université d'Oslo, selon le décret d'application Personopplysningsforskriften (§7-12 et §7-
27, 2000). Il est nécessaire de rapporter à NSD les études qui nécessitent l'enregistrement des 
données personnelles et surtout si les données seront traitées par voie électronique. Selon un 
guide publiée par NSD, une étude peut éviter ces exigences à condition qu'elle obéisse à 
certaines règles (Norsk samfunnsvitenskapelig datatjeneste, 2015b). Le questionnaire ne peut 
pas inclure des informations qui peuvent servir à identifier les participants de l'étude. Cela 
s'applique aussi à la collection des données et parce que les journaux des fournisseurs d'accès 
à Internet peuvent, en théorie, même s'ils ne sont pas accessibles aux chercheurs, être utilisés 
pour l'identification, il est très difficile de faire l'étude en ligne. J'ai donc décidé de donner le 
questionnaire en version papier, ce qui est la recommandation de NSD.
Les participants de l'étude sont mineurs, mais en fait, cela n'a pas une incidence sur le 
déroulement de l'étude. Les jeunes dès l'âge de 15 ans peuvent consentir seuls à la 
participation à des études si les données personnelles ne sont pas sensibles3 selon la définition 
de Personopplysningsloven (§2, 2000 ; Norsk samfunnsvitenskapelig datatjeneste, 2015a). Ils 
doivent néanmoins être bien informés de l'étude, et j'ai décidé d'envoyer une lettre aux parents
et aux élèves. J'ai aussi obtenu la permission de l'étude du proviseur de mon lycée.
3 En norvégien : « sensitive personopplysninger ».
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Ainsi, je me suis assuré que l'étude se déroule en conformité avec les lois et réglementations 
applicables.
2.4 Le questionnaire
Dans cette section j'expliquerai la formulation du questionnaire tout en justifiant mes choix. Je
voudrais appliquer des méthodes statistiques lors de l'analyse des résultats, au moins pour 
certaines questions, et cela porte sur mes choix. Les instructions du questionnaire doivent être 
en norvégien, et je les ai précisées dans l'annexe A.
J'ai voulu que les répondants ne se préparent pas pour l'étude en apprenant par cœur les règles 
grammaticales de la relativisation, car je cherche découvrir s'ils possèdent une intuition sur le 
thème de recherche. Je ne les ai donc pas informés du thème exact, sauf pour le fait qu'il s'agit
d'un aspect de la grammaire française. Il est en même temps utile d'avoir des renseignements 
sur l'enseignement qu'ont reçu les répondants avant, mais je ne peux pas recueillir 
d'information personnelle qui puisse servir à l'identification. De cette raison, je ne pose qu'une
simple question pour déterminer s'ils se souviennent de l'enseignement des relatives au 
collège ou aux deux premières années du lycée. J'ai mis cette question vers la fin du 
questionnaire pour ne pas dévoiler le thème, mais aussi parce qu'il est probable que les 
répondants comprennent mieux le thème s'ils ont vu plusieurs exemples. Cette question est la 
cinquième et je la dénote « Q5 ».
J'ai décidé d'essayer une variété de questions différentes. La première est une traduction du 
norvégien en français. Les qualités que je voudrais examiner sont :
1. La fonction syntaxique : SU, DO ou IO
2. La restrictivité : relative restrictive ou non restrictive
3. L'effacement du relatif : présence ou non du relatif en norvégien pour DO et IO du 
type restrictif
J'ai fait huit phrases relatives grammaticales en norvégiens avec toutes les combinaisons 
possibles des qualités mentionnées. Ainsi je peux tester les différences d'acquisition selon la 
HA, je peux aussi étudier comment les différences entre le norvégien et le français portent sur 
la traduction et je peux en analyser et classifier les fautes. L'ordre des questions est décidé au 
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hasard, mais il est le même dans tous les questionnaires. Les qualités de chaque phrase sont 
indiquées au tableau 2.1. Les relatives non restrictives sont marquées par un antécédent nom 
propre.
Phrase Fonction
relativisée
Restrictivité Présence du relatif
Restrictive Non restrictive Présent Absent
Q1.1 IO X X
Q1.2 SU X X
Q1.3 IO X X
Q1.4 IO X X
Q1.5 DO X X
Q1.6 DO X X
Q1.7 DO X X
Q1.8 SU X X
Tableau 2.1 Les qualités des phrases de Q1
Les instructions données aux répondants ne mentionnent pas les relatives, mais leur 
demandent de faire une traduction « le plus proche possible à la phrase norvégienne ». J'utilise
l’abréviation « Q1 » pour la première question, et j'y réfère sous le nom « Q1.1 » etc.
J'ai aussi voulu donner aux répondants des phrases à subordonner, l'une à l'autre. C'est la 
même méthode qu'a utilisée par exemple Pavesi (1986). Chaque paire de phrases du français 
contient un élément commun. Il n'est pas nécessaire de faire des phrases différentes pour 
examiner la présence du relatif, et il est de même difficile de distinguer entre les relatives 
restrictives et non restrictives. Pour cette raison j'ai limité les variables à deux : La fonction 
syntaxique du constituant relativisé et la catégorie de mot de celui-ci. J'utilise les même 
fonctions qu'en Q1 : SU, DO et IO, mais pour chaque fonction, il y a deux versions : Une avec
un nom et une autre avec un pronom. Le résultat donne six combinaisons qui sont mis dans un
ordre aléatoire. J'utilise le même système pour désigner les différentes phrases et un aperçu se 
trouve au tableau 2.2.
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Phrase Fonction relativisée Catégorie de mot relativisée
Q2.1 SU PRONOM
Q2.2 IO NOM
Q2.3 SU NOM
Q2.4 IO PRONOM
Q2.5 DO PRONOM
Q2.6 DO NOM
Tableau 2.2Les qualités des phrases de Q2
Les instructions aux répondants sont plus directes pour cette question. Les relatifs sont 
mentionnés d'une façon explicite et je donne un exemple pour guider les élèves vers la 
construction voulue. C'est pour cela que Q2 est placée après Q1 dans le questionnaire.
L'étude de Tarallo et Myhill (1983) utilise les jugements de grammaticalité pour déterminer 
l'interlangue des répondants, et j'ai voulu tester le même type de questions. Comme dans 
l'étude de Tarallo et Myhill, je présente plusieurs versions de quelques phrases relatives dont 
certaines sont correcte est certaines contiennent des fautes. Sur la base de l'analyse contrastive
de la section 1.4.3 et les études déjà faites, j'ai décidé de tester les variables suivantes :
1. La fonction syntaxique relativisée : SU, DO ou IO
2. Le cas du relatif : « qui » ou « que »
3. Présence du constituant relativisé dans la relative : un pronom, un nom ou rien
4. L'effacement du relatif : oui ou non
5. Une préposition orpheline : présente ou absente
La première variable permet l'analyse des niveaux différents de la HA. La deuxième est 
choisie parce que le norvégien ne marque pas le cas du relatif. Le troisième est à cause du 
résultat de Tarallo et Myhill (1983, p. 63) ou des anglophones acceptaient à tort assez souvent 
des relatives avec des pronoms résomptifs, malgré leur absence en anglais standard (et en 
norvégien). J'ajoute de plus des noms résomptifs. La quatrième est également étudiée par 
Tarallo et Myhill (1983, p. 64), et le phénomène existe en norvégien aussi. La dernière est 
étudiée par Tarallo et Myhill (1983, p. 66), et comme les prépositions orphelines sont un trait 
du norvégien comme de l'anglais, j'ai décidé de les inclure. Il est impossible de faire toutes les
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combinaisons possibles, et quelques-unes de celles-ci sont même impossibles ou peu 
intéressantes : les prépositions orphelines ne se combinent qu'avec les IOs et l'effacement du 
relatif ne se fait pas pour SU en norvégien, pour donner quelques exemples. Les différentes 
phrases sont mises dans un ordre aléatoire, et les qualités de chaque phrase sont présentées au 
tableau 2.3. 
Phrase Fonction
relativisé
Cas correct
du relatif
Constituant
résomptif
Effacement
du relatif
Préposition
orpheline
 Acceptable en
français norvégien
Q3.1 IO X X X
Q3.2 SU X X X
Q3.3 DO X NOM
Q3.4 DO X X
Q3.5 DO X
Q3.6 IO X
Q3.7 IO X X
Q3.8 IO
Q3.9 SU PRONOM
Q3.10 DO X X X
Q3.11 DO NOM
Q3.12 DO X PRONOM
Q3.13 IO X X
Q3.14 DO PRONOM
Q3.15 IO X X X
Q3.16 SU X
Tableau 2.3Les qualités des phrases de Q3
Le tableau vise à décrire un grand nombre de qualités des phrases, dont certaines méritent une
explication : la colonne « Cas correct du relatif » est marqué par un « X » si le cas du relatif 
correspond à celui qui est correct pour la phrase. Les phrases sans relatif ne sont pas marquées
dans cette colonne, mais dans « Effacement du relatif ». Les deux dernières colonnes 
indiquent la grammaticalité. Un « X » dans la colonne « français » marque une phrase 
acceptable en français standard, tandis que un « X » dans la colonne « norvégien » marque 
une phrase acceptable en norvégien si elle est traduite littéralement dans cette langue, à 
condition que tous les relatifs soient traduits par « som ». Traditionnellement, la construction 
de Q3.13 peut se traduire par « Jeg kjenner mannen til hvem jeg snakker », où la préposition 
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précède le relatif et le relatif est un mot interrogatif, mais cela est une forme qui appartient au 
registre littéraire selon le NRG (Faarlund, Lie et Vannebo, 1997, p. 1056). J'ose même dire 
que cette forme est très peu courante dans le langage quotidien des élèves, et qu'ils 
n'accepteraient pas une phrase norvégienne telle que celle-ci.
J'ai opté pour une échelle à quatre points pour l'évaluation faite par les répondants, afin qu'ils 
soient forcés de classifier les phrases comme acceptables ou non. Ils peuvent choisir entre 
« correcte », « peut-être correcte », « peut-être incorrecte » et « incorrecte ». Ainsi, même si 
les répondants ne sont pas sûrs de leurs réponses, ils doivent se fier à leur intuition, et cette 
intuition est l'un des aspects de l'interlangue que je veux tester. Finalement, j'ai ajouté deux 
cases pour chaque phrase où les répondants peuvent indiquer s'ils utilisent leur intuition ou les
règles. Les instructions disent qu'ils doivent cocher les deux s'ils utilisent l'intuition au début, 
mais qu'ils se souviennent d'une règle plus tard.
Vers la fin, j'ai ajouté une quatrième question (Q4) pour tester l'intuition des élèves. Je voulais
savoir s'ils ont de l'intuition sur les relatives dans une langue qu'ils connaissent mieux que le 
français, mais qui n'est pas leur langue maternelle. J'ai donc construit une phrase relative 
anglaise où j'ai mis le relatif « that », dont l'usage est limité aux relatives restrictives, dans un 
contexte non restrictif. Les répondants ont été invités à évaluer la grammaticalité de la phrase,
et à en proposer des changements.
Finalement, comme l'enquête aurait servi d'une enquête préliminaire, j'ai demandé aux 
répondants de commenter et critiquer les questions.
2.5 L'organisation de l'étude
Le questionnaire a été donné aux 26 répondants pendant une leçon de français qui a duré 
environ 90 minutes. J'ai précisé que le questionnaire n'est pas une épreuve scolaire et qu'il 
vaudrait mieux qu'ils essaient d'y répondre, même s'ils ne seraient pas sûrs de leurs réponses. 
Je leur ai offert de fournir des traductions des mots simples, mais je n'ai pas aidé à la structure
des phrases.
Les questions ont été faites l'une après l'autre et j'ai demandé aux répondants de ne pas revenir
aux questions précédentes, même s'ils découvraient des corrections à faire. Les instructions de
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la deuxième question donnent un exemple d'une relative française, mais je n'ai pas voulu 
qu'ils la voient avant de terminer la première question.
Tous les répondants ont terminé le questionnaire en moins de 60 minutes.
2.6 Les méthodes statistiques
Dans cette section je présenterai la méthodologie statistique que j'utiliserai lors de l'analyse 
des données quantitatives. Ces méthodes offrent de grandes possibilités, mais il y a également
des limitations importantes, dues à la nature préliminaire de cette enquête. Je donnerai ici un 
aperçu général, mais je reviendrai aux conséquences spécifiques pour mon étude pendant la 
discussion.
Pour la statistique, j'ai utilisé trois ouvrages pour les techniques qui sont plus avancées que 
celles que j'enseigne moi-même au lycée. Le plus important est écrit de Bhattacharyya et 
Johnson (1977), mais j'ai également référé à Johnson (2008) et Løvås (1999). Ces livres sont 
en anglais ou en norvégien, et pour la traduction de la terminologie, je réfère à Legendre et 
Legendre (1999) qui ont fait un lexique anglais-français pour la statistique. Il paraît que 
certains termes du lexique sont utilisés principalement au Canada, mais j'ai décidé de suivre 
ce lexique malgré tout. Parlant de la terminologie des mathématiques, j'ai opté pour le point 
médian « · » pour désigner la multiplication au lieu de la croix de multiplication, « × ».
Le questionnaire va fournir une grande quantité de données qui peuvent être catégorisées dans
de nombreuses catégories pour examiner les différents résultats des répondants. Par exemple, 
je peux compter le nombre de traductions réussies pour les catégories SU, DO et IO pour la 
première question, pour essayer de déterminer s'il y a une vraie différence entre ces trois 
catégories dans la production des répondants. Le problème est que même si les répondants 
traitent les trois types de relativisation de la même façon, on ne peut pas s'attendre ce que la 
degré de succès soit exactement le même pour toutes les catégories. Chaque répondant a 
probablement une probabilité de réussir à la traduction d'un certain type de phrase. Cela veut 
dire que si l'on donne un grand nombre de phrases du même type au répondant, on s'attend à 
ce que le répondant réussisse à une proportion des phrases. Cette proportion est probablement 
proche de la probabilité de réussir à ce type, et une grande probabilité signifie une bonne 
maîtrise. J'ai mis le mot « probablement » en caractères italiques pour une raison spécifique : 
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Si l'on voir chaque traduction comme un échantillon d'une variable aléatoire, le résultat peut 
varier considérablement. 
Pour mieux illustrer le problème, j'offre un dé à six faces. La probabilité d'avoir le résultat 
« 6 » à un seul jet du dé est 1/6. Si l'on lance le dé six fois, la valeur attendue du nombre du 
résultat « 6 » est 1. Si l'on le lance 60 fois, la valeur attendue est 104. Une valeur de 8 dans ce 
dernier cas indique-t-elle un dé pipé ? Probablement non, car la probabilité d'avoir une 
déviance de plus de 1 de la valeur attendue de 10, c'est-à-dire un nombre de « 6 » qui est 
inférieur ou égal à 8 ou supérieur ou égal à 12 peut se calculer en utilisant la distribution 
binomiale :
P(X≤8∨X≥12)=1−P(9≤X≤11)=1 –∑
x=9
11
(20x )( 16 )
x
( 56 )
20− x
≈0,604=60,4 %  
Il est donc plus probable d'avoir un tel résultat, ou encore plus extrême, qu'avoir un nombre 
de « six » qui est 9, 10 ou 11, même pour un dé parfaitement équilibré.
Quand peut-on conclure qu'il s'agit d'un dé pipé ? Plus la déviance est grande, moins la 
probabilité est d'avoir le résultat par hasard pour un dé équilibré. Cette probabilité est 
nommée une valeur p, et celle-ci est calculée à partir d'une supposition que l'on nomme 
l'hypothèse nulle ou H0. La valeur p d'un résultat est donc la probabilité d'avoir ce résultat, ou 
un résultat encore plus extrême, en supposant que l'hypothèse nulle soit vraie. Si cette valeur 
est très faible, il vaudra mieux rejeter H0 et accepter l'hypothèse contraire, H1, H0 étant fausse. 
Un tel résultat n'est jamais tout à fait certain. Il faut choisir, en avance, un niveau de la valeur 
p au-dessous de laquelle l'hypothèse nulle sera rejetée. Ce niveau est appelé le « seuil de 
signification » et est désigné α. Si l'on trouve que la valeur p est inférieure à α, on rejettera H0 
et on dira que ce résultat est significatif. Le choix de α n'est pas évident, et dépend de son 
application. Un α plus haut permet la découverte des déviances plus faible, mais cela accroît 
le risque de rejeter à tort l'hypothèse nulle. Un α plus faible donne des conclusions plus fortes,
mais au prix d'accepter à tort H0 plus souvent. En général α est souvent fixé à 0,05 = 5 %. 
Dans mon exemple du dé, l'hypothèse nulle est que la probabilité est 1/6 d'avoir 6 comme 
résultat, P(X=6) = 1/6. L'hypothèse contraire est que P(X=6) ≠ 1/6. Si on teste un dé avec un 
4 La valeur attendue de la distribution binomiale est E(X)=np=60⋅1
6
=10 en ce cas.
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α = 5 %, le risque de rejeter à tort H0 même pour un dé qui est en fait équilibré, au moins pour
la face « 6 », est de 5 %. Cela veut dire que si l'on teste 20 dés, la valeur attendue du nombre 
de réjections à tort sera 1, même si tous les dés étaient équilibrés. Il est très important de noter
que ni α ni la valeur p n'indiquent la probabilité que l'hypothèse contraire est acceptée à tort, 
car ils décrivent une probabilité conditionnelle où l'on ne connaît pas la vraisemblance de la 
condition. Une très bonne illustration de ce problème est présentée par la bande dessinée dans 
l'annexe B.
Le déroulement général d'un test d'hypothèse peut être décrit selon cette liste qui est basé sur 
une simplification du processus fourni par Bhattacharyya et Johnson (1977, p. 178-180) :
1. Formulez l'hypothèse nulle, H0, et l'hypothèse contraire, H1.
2. Décidez un seuil de signification, α, avant de faire le test. On choisit souvent α = 0,05.
3. Choisissez une statistique du test. Celle-ci est basée sur la distribution de probabilité 
applicable au problème.(Une grosse simplification !)
4. Calculez la valeur p, c'est-à-dire la probabilité d'avoir un résultat au même niveau, où 
encore plus extrême, que celui que l'on trouve dans l'échantillon.
5. Comparez la valeur p et α. Si p ≤ α, rejetez l'hypothèse H0, mais il faut se souvenir que
cela n'est pas la même chose que réfuter H0. Si p > α, ne rejetez pas H0, mais il faut se 
souvenir que cela n'est pas une démonstration de la validité de H0.
Pour mon exemple du dé, la distribution binomiale était applicable, mais la situation est 
souvent plus compliquée. Pour vérifier que le dé est équilibré, il faut tester toutes les faces, et 
la distribution de probabilité n'est plus la distribution binomiale, qui est assez facile à 
comprendre est qui est enseignée même au lycée en Norvège.
Choisir la distribution correcte, et le test qui y appartient est une tâche difficile qui requiert de 
très bonnes connaissances de la statistique. Heureusement, il y a des lignes directrices pour le 
choix dans la littérature statistique. La distribution des données dans des tableaux de 
contingence peut être décrite par la distribution du χ2 (khi carré), à condition que l'effectif de 
chaque case soit au moins 5 (Bhattacharyya et Johnson, 1977, p. 424-441). Pour les données 
catégorielles, dont j'ai parlé au début de cette section, on peut tester l'indépendance des 
variables avec le test du χ2. En ce cas l'hypothèse nulle est que les variables sont 
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indépendantes. Pour chaque case, on calcule la différence entre l'effectif attendu (E) et 
l'effectif observé (O). Celle-ci est carrée et divisée par l'effectif attendu. La formule est donc : 
(O – E)2/E. En additionnant ces résultats pour toutes les cases, on arrive à la statistique du χ2, 
qui est une mesure de la déviance totale, graduée en fonction de la valeur attendue, à 
condition que H0 soit vraie. χ2 suit une distribution de probabilité qui s'appelle simplement la 
distribution du χ2, et on l'utilise pour calculer la probabilité d'avoir une statistique du test 
supérieure ou égale au χ2 calculé, la valeur p. Une légère complication résulte du fait que la 
distribution du χ2 et plutôt une famille de distributions, et il faut en choisir une selon une 
quantité du tableau qui s'appelle les degrés de liberté. Tout simplifié, les degrés de liberté sont
le nombre de choix libres pour les effectifs des cases quand les effectifs totaux pour chaque 
ligne et colonne sont données. Le nombre de degrés de liberté dans un tableau de contingence 
à c colonnes et l lignes se calcule par :
ddl=(c – 1)(l−1)
Auparavant, le calcul des valeurs p exactes à partir de χ2 était difficile, mais de nos jours il y a
des logiciels qui le font sans problème. J'ai opté pour GeoGebra, au lieu des logiciels 
spécialisés à la statistique, car je connais bien ce programme et il est suffisant pour cet 
emploi. 
La valeur p est comparée à α pour déterminer s'il vaut mieux rejeter H0. Si l'hypothèse nulle 
est rejetée, il faudra faire un examen plus approfondi du tableau pour déterminer les causes 
des déviances de la H0. Pour chaque rapport entre deux variables que je voudrais étudier, je 
vais indiquer les degré de liberté, la valeur de χ2, la valeur p, si le résultat est significatif, c'est-
à-dire p ≤ α et en ce dernier cas, je vais offrir un tableau qui montre les déviances (O – E) et 
(O – E)2/E pour chaque case.
Pour toute l'étude, j'ai opté pour α = 0,05. C'est la valeur standard, mais le fait que je puisse 
examiner un grand nombre de relations rend l'interprétation de cette valeur plus difficile. J'y 
reviendrai lors de la discussion.
Si les données sont appariées, on peut utiliser le test des signes des paires appariées (Løvås, 
1999, p. 286-287). J'ai eu besoin de ce test une seule fois et l'explication se trouve près du 
tableau 3.6.
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Quand on veut analyser les effets de plusieurs variables indépendantes sur une variable 
dépendante, on fait souvent une analyse de variance (abréviation d'après l'anglais : ANOVA). 
Mais si la variable dépendante est binaire, c'est-à-dire qu'elle a une des deux valeurs, les 
conditions d'ANOVA ne sont pas remplies est l'emploi d'ANOVA peut produire des résultats 
peu fiables (Jaeger, 2008). Les arguments de Jaeger ont très bien expliqué le problème 
d'utiliser ANOVA sur une probabilité p qui est limitée à des valeurs entre 0 et 1. Si l'on fait la 
transformation :
logit ( p)=ln p
1−p
La fonction logit(p) peut avoir n'importe quelle valeur de –∞ à ∞. Ensuite on utilise la 
régression logistique. Pour cela, je vais utiliser le logiciel R, et je vais suivre l'exemple de 
Johnson (2008, 159-169).
2.7 Le codage et la base des données
Toutes les données de l'étude vont être insérées dans une base de données MySQL. De cette 
manière, il est très facile d'en tirer les données voulues en n'importe quelle combinaison en 
utilisant la langue SQL. Une brève description de la base et les principes du codage suit.
J'attribuerai au hasard un numéro de 1 à 26 à chaque répondant. Ce numéro sert de clé 
primaire dans la table de la base des données qui contient l'information sur chaque répondant. 
J'utilise également le numéro pour référer à un répondant de façon R1, R2, etc.
Pour le codage des réponses, j'ai choisi un système assez particulier qui mérite une courte 
explication : Chaque réponse pour chaque phrase pour chaque répondant recevra un code 
numérique. Ce code représente les fautes commises par le répondant. S'il n'y a pas de fautes, 
le code sera 0. Les codes pour les différentes fautes sont tous de la forme 2n avec 
n = 0, 1, 2, 3, 4, ...., c'est-à-dire les puissances de 2 : 1, 2, 4, 8, 16, ..... De cette manière, il est 
possible d'additionner simplement les codes de plusieurs fautes. Si un répondant commet les 
fautes avec les codes 2, 4 et 16, la somme 22 est enregistrée pour cette réponse. Avec SQL, il 
est facile de retrouver les codes individuels, car chaque code correspond à un chiffre unique 
de la représentation binaire de la somme. Les codes pour les fautes sont déterminés lors du 
codage des données.
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3 Résultats
Ce chapitre est consacré à la présentation des résultats de mon étude, principalement sous 
forme de tableaux. La discussion sur l'interprétation des données et les choix du codage se fait
ici, et je cite les réponses qui sont nécessaires pour illustrer et justifier mes interprétations. La 
discussion sur la signifiance de résultats suit au chapitre suivant, avec des citations où je les 
trouve pertinentes. Je maintiendrai toujours l'orthographe originale des citations des 
répondants, même pour les parties qui ne concernent pas la discussion.
3.1 L'enseignement des relatives (Q5)
Cette question concernait l'enseignement antérieur sur le s relatives. Le tableau 3.1 indique 
l'enseignement que les répondants ont eu sur les relatives, divisé en trois catégories : les trois 
ans du collège, la première année du lycée (VG1) est la deuxième année du lycée (VG2).
Enseignement des relatives
Oui (en %) Non (en %) Ne sait pas
(en %)
Total (en %)
Niveau 
scolaire
Collège 5 (19,2 %) 13 (50,0 %) 8 (30,8 %) 26 (100%)
VG1 4 (15,4 %) 12 (46,2 %) 10 (38,5 %) 26 (100%)
VG2 11 (42,3 %) 10 (38,5 %) 5 (19,2 %) 26 (100%)
Tableau 3.1 Enseignement des relatives par niveau scolaire
Il est aussi intéressant de savoir si les répondants ont eu un enseignement des relatives à un 
moment quelconque, ce qui est montré au tableau 3.2. La colonne « jamais » indique les 
répondants qui sont sûrs qu'ils n'ont jamais appris les relatives en classe. La colonne « Ne sait 
pas » indique ceux qui n'ont coché « oui » pour aucun niveau scolaire, mais qui ont coché « ne
sait pas » au moins une fois. Donc, pour ceux-ci la possibilité reste qu'ils les ont apprises en 
classe. La colonne « oui » indique ceux qui ont coché « oui » une ou plusieurs fois, c'est-à-
dire ceux qui sont sûrs d'avoir appris les relatives en classe.
Enseignement 
des relatives
Jamais Ne sait pas Oui Ensemble
Effectif (en %) 1 (3,8 %) 10 (38,5 %) 15 (57,7 %) 26 (100 %)
Tableau 3.2 Enseignement des relatives, quel que soit le niveau scolaire.
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3.2 Les traductions (Q1)
Pour cette question, le but était de traduire en français des phrases relatives norvégiennes. 
Pour les analyses des réponses, j'ai seulement considéré les fautes qui concernent la 
relativisation et j'ai ignoré les fautes d'orthographe, d'accord et de genre et le mauvais choix 
des mots pour la traduction. Chaque phrase fausse est classifiée dans une ou plusieurs classes 
de fautes et chaque classe reçoit un code numérique. Le tableau 3.3 indique les fautes trouvées
lors de l'analyse des réponses. Il faut savoir que les 26 répondants ont contribué avec 8 
phrases chacun pour un total de 208 phrases et chaque phrase peut contenir plusieurs fautes à 
la fois. Je donnerai ci-après une description des différentes fautes et je noterai aussi les 
difficultés d'interprétation.
Code Description Effectif
1 Erreur de cas : « qui » vs. « que » 32
2 Effacement du relatif 38
4 Pronom résomptif 2
8 Préposition orpheline 13
16 Effacement de la préposition pour les IOs 55
32 Préposition mal placée 1
64 Forme déviante du relatif 5
128 L'emploi de « qui » sans préposition pour les IOs 29
2048 Pas de réponse ou réponse impossible à interpréter 16
4096 Réécriture sans relative 7
8192 Relativisation fausse 2
Tableau 3.3 Les fautes de Q1 et leur quantité.
Les erreurs de cas sont simplement les phrases où les répondants ont mis « qui » au lieu de 
« que » et vice versa, mais j'ai limité ce code à SU et à DO. Le sens de l' « effacement du 
relatif » devrait être évident. Les pronoms résomptifs sont assez rares et il n'y a que deux 
exemples : R10 a écrit « J'ai un frére qu'il s'appelle Pierre » à Q1.2, alors que R22 a écrit « J'ai
une tante je envoye un lettre pour elle ». La première phrase paraît d'être un vrai pronom 
résomptif auquel je reviendrai pendant la discussion, mais la deuxième est peut-être moins 
claire : Je trouve qu'il est possible que le répondant ait simplement coordonné la phrase 
matrice sans sa relative et l'ancienne relative, promue à une phrase en ajoutant un pronom 
pour le constituant relativisé. En ce cas, on ne peut pas vraiment parler d'un pronom 
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résomptif. Les prépositions orphelines comprennent les phrases contenant une préposition qui 
est placée vers la fin de la phrase et qui n'est pas suivie par son complément. Les répondants 
ont assez souvent résolu le problème des prépositions par l'effacement de la préposition de la 
phrase, erreur à laquelle j'ai assigné le code 16. Le code 32 décrit un phénomène avec une 
seule occurrence : le placement de la préposition à une position qui ne correspond ni au 
français ni au norvégien. R1 a fourni la phrase « J'ai un aunt qui je a envoyer lettre » à Q1.3. 
Certes, l'absence d'un accent sur « a » avec un verbe à l'infinitif peut indiquer que le 
répondant a essayé de mettre le verbe au passé composé. Il y a cependant deux arguments 
contre cette hypothèse : R1 a traduit « jeg har » par « j'ai » partout. De plus, le répondant a 
effacé les mots « a elle » à la fin de la phrase. Ces mots sont toujours lisibles et il n'y a pas 
d'accent sur « a ». Je trouve donc qu'il s'agit vraiment d'une préposition. Elle est à la fois une 
préposition orpheline, mais j'ai choisi de mettre un code particulier à cause des différences par
rapport aux autres prépositions orphelines. Il y a six occurrences des relatifs avec une forme si
différentes de celle du français standard qu'elles sont impossibles à classifier. Parmi ceux-ci, 
cinq sont produits par R2 qui a mis « quill » à Q1.1, à Q1.2, à Q1.4 et à Q1.7 et « quel » à 
Q1.8. La dernière occurrence est de R22 à Q1.5 : « Le libre quelle je lire ... ». J'ai ensuite 
décidé de donner un code à la situation où le relatif est représenté par « qui » dans les phrases 
IO, mais où il n'est pas précédé par une préposition. Il se combine souvent avec le code 16, 
l'effacement de la préposition. Cette décision a été prise parce que j'ai voulu distinguer entre 
l'emploi de « qui » et de « que » pour les IOs et j'ai trouvé qu'il était difficile de classifier le 
cas du relatif comme correct ou incorrect tant que c'est la préposition qui indique la cas.
Les codes 2048 et 4096 représentent des réponses dont il est impossible de tirer de 
l'information sur la relativisation. J'ai aussi mis le premier code à la réponse Q1.1 de R23 qui 
a écrit : « Voici ma tante Agathe, qui j'appelle souvent ». Cette phrase ne contient qu'une 
erreur de cas, mais le répondant a choisi le verbe « appeler » qui exige un complément d'objet 
direct au lieu de « téléphoner à ». En conséquence, je ne peux pas inclure cette réponse avec 
les autres. Le code 8192 par contre est utilisé pour les deux réponses où le répondant a fait 
une phrase relative, mais la relativisation a été faite d'un autre constituant qu'en norvégien. 
R21, qui a fait toutes les deux, a donné « Je lis le livre qu'il s'appelle “L'étranger” » pour Q1.5
et « Hyer, J'acheté un chemise qui est blanc ». Dans la première phrase, on peut indiquer une 
préposition orpheline et également une erreur de cas, mais le répondant a relativisé la fonction
SU au lieu de DO. Cela compliquerait les analyses parce que Q1.5 serait une relativisation de 
différentes fonctions selon le répondant. C'est la raison pour laquelle j'ai opté pour limiter la 
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classification à 8192. La deuxième phrase, qui est parfaite du point de vue de la relativisation, 
est aussi classifiée comme fautive, car le répondant a changé le constituant relativisé de DO à 
SU.
Je continue à la présentation des résultats pour chaque phrase. Le tableau 3.4 montre le 
nombre de phrases correctes, c'est-à-dire les phrases qui ne contiennent aucune des fautes 
présentées au tableau 3.3.
Phrase Fonction 
relativisée
Restrictive Absence 
du relatif
Effectif 
(en %)
Total par 
fonction (en %)
Q1.8 SU 19 (73,1 %) 37 (71,2 %)
Q1.2 SU X 18 (69,2 %)
Q1.7 DO 6 (23,1 %)
17 (21,8 %)Q1.5 DO X 8 (30,8 %)
Q1.6 DO X X 3 (11,5 %)
Q1.1 IO 0 (0 %)
0 (0 %)Q1.4 IO X 0 (0 %)
Q1.3 IO X X 0 (0 %)
Tableau 3.4: (Q1) Les traductions sans erreurs, catégorisées par fonction, restrictivité et
effacement du relatif. n = 26 pour chaque phrase.
Les différences entre les trois fonctions paraissent significatives, mais je voudrais le 
démontrer en utilisant le test de χ2. On ne peut pas inclure les IOs dans le tableau parce que ce
test requiert un effectif d'au moins 5 dans chaque case. Je vais également exclure les phrases 
ou le relatif est absent, afin que la structure des phrases reste identique à tous égards sauf pour
la fonction relativisée. Sinon, je risque de comparer les phrases sans ou avec un relatif 
explicite. Les calculs, qui indiquent que la différence entre les deux fonctions est significative 
avec p < 10-5, sont présentés au tableau 3.5.
Effectif observé (effectif attendu) (O−E) (O−E)2/E
Fonction Succès Échec Total Succès Échec Succès Échec
SU 37 (25,5) 15 (26,5) 52 11,5 -11,5 5,19 4,99
DO 14 (25,5) 38 (26,5) 52 -11,5 11,5 5,19 4,99
Tableau 3.5: Test du χ2 pour SU et DO. χ2 = 20,35, ddl = 1, p < 10-5
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Il est également possible de faire le test qui repose sur l'appariement des observations. Pour un
répondant spécifique et la même restrictivité de la phrase, il y a une paire de phrases qui ne se 
distinguent que par la fonction relativisée. Si les probabilités de réussir sont pareilles pour SU 
et DO, on s'attend ce que la probabilité de réussir à SU, mais échouer à DO dans la même 
paire soit égale à la probabilité d'échouer à SU, mais réussir à DO. Au tableau 3.6, j'ai compté 
le nombre de paires de chaque type. La valeur p est la probabilité d'avoir un résultat (2 succès 
sur 27 échantillons) égal au résultat observé, ou encore plus extrême, en supposant une 
hypothèse nulle qui prédit que la distribution de probabilité suit la loi binomiale avec n = 27 
et p = 0,5. Selon ce test, la différence est significative avec p < 10-5.
DO
Succès Échec
SU Succès 12 25
Échec 2 13
Tableau 3.6: Test des signes des paires appariées, p < 10-5.
Pour tester si la différence entre les phrases DO et IO est significative, il faut utiliser un autre 
test que le test du χ2. Je pense que la réponse à cette question est assez évidente, mais je 
choisis quand même de proposer un test brut : L'hypothèse nulle est que les réponses suivent 
une distribution binomiale avec une probabilité de succès qui est la même pour les deux 
fonctions, et j'estime qu'elle est égale à (6 + 8 + 3)/(26 · 6) ≈ 0,109. La probabilité de trouver 
17 succès ou plus est :
P(X≥17)=∑
i=17
78
(78i )⋅0,109i⋅(1−0,109)78−i≈0,0039
En même temps, la probabilité d'avoir zéro succès dans l'autre population, cela veut dire les 
phrases IO, est :
P(X=0)=(780 )⋅0,1090⋅(1−0,109)78≈0,0001
Chacun des deux résultats indique que la différence est significative. Si l'on suppose 
l'indépendance des résultats des deux populations, la valeur p se calcule en fait par :
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p=P(X≥17)⋅P(X=0)<10−6
Il est possible qu'une H0 avec une autre probabilité puisse donner une valeur p un peu plus 
élevée, mais comme l'une des probabilités P(X≥17) et P(X=0) doit diminuer, et elles 
sont déjà moins de 0,05, la valeur p doit toujours être inférieure au seuil de signification. Sur 
la base de la première probabilité, on peut même conclure que p < 0,001. La supposition 
d'indépendance des populations n'est pas un problème, car s'il y avait une dépendance entre 
les résultats des deux phrases, il nous faudrait supposer qu'un taux plus élevé de succès sur les
DOs implique une probabilité de succès diminuée pour les IOs, et ainsi, l'hypothèse nulle 
serait déjà rejetée ! L'approche classique pour comparer deux populations binomiales est 
d'utiliser un test z, comme il est décrit par Bhattacharya et Johnson (1977, p. 308-310), mais 
comme je n'ai pas réussi à affirmer que ce test approximatif est valable même si l'une des 
probabilités est zéro, j'ai préféré faire un test auquel je peux me fier. Le seul inconvénient que 
je vois, est que l'estimation de la valeur p a probablement donnée une valeur trop élevé. Il 
démontre néanmoins que la différence entre les DOs et les IOs est significative.
Au tableau 3.7, j'ai comparé les résultats pour les relatives restrictives et non restrictives. 
Chaque catégorie comprend 26 phrases SU et 26 phrases DO. Les phrases où le relatif est 
supprimé en norvégien ne sont pas incluses. La minuscule différence entre ces deux 
catégories n'est évidemment pas significative.
Effectif observé (effectif attendu) (O−E) (O−E)2/E
Restrictivité Succès Échec Total Succès Échec Succès Échec
Non restr. 26 (25,5) 26 (26,5) 52 0,5 -0,5 0,01 0,01
Restr. 25 (25,5) 27 (26,5) 52 -0,5 0,5 0,01 0,01
Tableau 3.7: Test du χ2 pour les phrases restrictives vs non restrictives. SU et DO sont
regroupés. χ2 = 0,038, ddl = 1, p > 0,8
Pour tester s'il y a de l'interaction entre la restrictivité et la fonction, je vais analyser les 
données en utilisant la régression logistique. J'ai attribué la valeur 1 aux relativisations SU et 
la valeur 2 aux relativisations DO. J'ai également attribué la valeur 1 aux phrases restrictives 
et la valeur 2 aux phrases non restrictives. J'ai demandé à R de produire le tableau de 
déviances en utilisant la commande :
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> anova(glm(succes ~ fonction * restrictive, data = dilldall, family = binomial), test="Chisq")
Les résultats sont présentés au tableau 3.8. On voit que la fonction prédit significativement la 
probabilité de réussir à la traduction, mais la restrictivité et l'interaction entre les deux 
variables sont loin d'avoir un effet significatif.
Ddl Déviance Ddl résiduel Dév. résiduelle P(>|Khi|)
NULL 103 144,14
fonction 1 21,0770 102 123,06 4,412 · 10-6
restrictive 1 0,0478 101 123,01 0,8269
fonction:restrictive 1 0,4379 100 122,57 0,5081
Tableau 3.8: (Q1) Analyse de déviance: Modèle: succès ~ fonction * restrictive (Q1) 
Les phrases sans relatif explicite et les phrases IO sont exclues. n = 104 avec 26 phrases dans
chaque catégorie.
Si l'on accepte certaines fautes : les erreurs du cas ou l'effacement du relatif, on vient aux 
résultats du tableau 3.9. J'ai limité ce tableau aux fonctions SU et DO, parce qu'il n'y avait 
aucune phrase correcte pour les IOs, même en permettant ces fautes. Les trois premières 
colonnes des réponses sont tous disjoints et j'ai donc calculé le total. J'ai décidé de ne pas 
accepter les effacements du relatif pour les relatives SU (il y en avait deux occurrences), parce
que ces effacements ne sont pas grammaticaux en norvégien. Cependant, j'ai accepté la seule 
occurrence d'un effacement pour la phrase DO non restrictive, parce que une interprétation 
restrictive n'est pas tout à fait impossible. On peut s'imaginer que le locuteur connaît plusieurs
personnes avec le nom « Chantal ».
Phrase
Les qualités de la relative
norvégienne à traduire
Réponses des répondants
Fonction 
relativisée
Restrictive Absence 
du relatif
Sans 
fautes
Erreur 
de cas
Effacement 
du relatif
Total
Q1.8 SU 19 4 - 23
Q1.2 SU X 18 2 - 20
Q1.7 DO 6 16 1 23
Q1.5 DO X 8 6 8 22
Q1.6 DO X X 3 3 12 18
Tableau 3.9: (Q1) Les réponses en acceptant certaines fautes pour les fonctions SU et DO.
n = 26 pour chaque phrase.
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Quant aux phrases IO, plusieurs fautes ont été commises. La situation est plus compliquée 
parce que les différentes fautes ne sont pas disjointes et elles peuvent apparaître en diverses 
combinaisons. Le tableau 3.10 illustre cela avec trois tables de contingence, un pour chaque 
phrase. Il faut se souvenir que personne n'a réussi à traduire correctement une seule phrase et 
toutes les phrases sont plus ou moins fausses. Les deux variables sont le relatif, qui est 
« qui », « que » ou effacé (marqué par « ») et la préposition qui est effacée ou orphelinée. 
Pour la construction du tableau mentionné ci-dessus, j'ai découvert que la classification des 
fautes n'était pas idéale pour les IOs. Par exemple, je n'avais pas enregistré directement 
l'emploi de « que »comme relatif et par conséquent, j'ai refait la classification. Cela m'a 
amené à certains problèmes auxquels je n'avais pas assez réfléchi la première fois. R16 
présente un bon exemple de ces problèmes : Pour Q1.4 il ou elle a écrit : « J'ai un cousin que 
je gir? des cadeau a tout les Noël ». On peut se demander le rôle de « a » dans cette phrase. À 
première vue, j'aimerais bien l'interpréter comme une préposition orpheline, mais il est 
possible que toute la partie « a tout les Noel » soit considérée comme une expression qui 
signifie « chaque Noel ». Ici, j'ai opté pour l'interprétation de préposition orpheline parce que 
R16 les a employées dans plusieurs phrases où il n'y a aucun doute quant au rôle de la 
préposition. Ce problème revient plusieurs fois et j'ai dû consulter une personne avec le 
norvégien comme langue maternelle. Elle a trouvé qu'une interprétation où la préposition a 
comme complément « hver jul » est possible, mais rare. Elle a offert l'exemple « Til hver jul 
kjøper jeg en gave til ham » pour illustrer un usage plus normal. Comme les autres ont montré
qu'ils produisent ailleurs au moins une préposition orpheline qui n'est pas douteuse, j'ai décidé
de classifier touts ces phrases ainsi. Ce choix n'est pas forcément bien fondé et j'y reviendrai à
la discussion.
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Phrase Relatif Effacement de
la préposition
Préposition
orpheline
Total
Q1.1
non restrictive,
relatif présent 
en norvégien 
« qui » 13 3 16
« que » 4 0 4
 0 0 0
Total 17 3 20
Q1.3
restrictive,
relatif absent en
norvégien
« qui » 5 0 5
« que » 3 1 4
 9 4 13
Total 17 5 22
Q1.4
restrictive,
relatif présent 
en norvégien 
« qui » 11 4 15
« que » 6 0 6
 3 0 3
Total 20 4 24
Tableau 3.10: (Q1) La distribution de certaines fautes pour la fonction IO. 
n = 26 pour chaque phrase.
Le dernier tableau (3.11) illustre le nombre des phrases qui sont soit correcte, soit le résultat 
d'un transfert direct à partir de la phrase norvégienne. Ce tableau est un regroupement des 
résultats des tableaux 3.9 et 3.10.
Phrase Fonction 
relativisée
Restrictive Absence 
du relatif
Effectif, 
par phrase
En % Effectif, par
fonction
En %
Q1.8 SU 23 88,5 % 43 82,7 %
Q1.2 SU X 20 76,9 %
Q1.7 DO 23 88,5 %
63 80,8 %Q1.5 DO X 22 84,6 %
Q1.6 DO X X 18 69,2 %
Q1.1 IO 20 76,9 %
66 84,6 %Q1.4 IO X 24 92,3 %
Q1.3 IO X X 22 84,6 %
Tableau 3.11: (Q1) Les phrases qui seraient correctes si elles étaient traduites directement en
norvégien. 
n= 26 pour chaque phrase.
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Pour la plupart des phrases il y a très peu de variation entre les effectifs pour les phrases. On 
pouvait soupçonner que cela était dû à la cohérence des réponses chez les répondants, c'est-à-
dire que les réponses correctes ont été fournies par les mêmes répondants, mais un examen 
des réponses individuelles ne justifient pas une telle supposition : Pour les paires des phrases 
non restrictives SU et DO, il n'y a au total que deux répondants, R2 et R13, qui ont échoué 
aux deux phrases de la paire. Cependant, R2 a mis presque systématiquement « quill » pour le
relatif, et on peut certainement discuter s'il s'agit d'une erreur de la forme du relatif, plutôt 
qu'une erreur de la stratégie de relativisation. Les deux erreurs qui restent, sont commises par 
deux répondants différents, R14 et R21. Pour les phrases restrictives SU et DO, les résultats 
sont encore plus intéressants : Un seul répondant a échoué à toutes les deux phrases d'une 
paire. Si l'on suppose que les réponses sont tout à fait aléatoires même dans la paire avec une 
probabilité de succès de 21/26 (tirée des données), on peut calculer les probabilités d'avoir 
deux succès, un succès et un échec et deux échecs et la valeur attendue du nombre 
d'observations pour un échantillon de 26 :
P(2 S)=21
26
⋅21
26
≈0,652, E[2S sur 26]=0,652⋅26≈17,0 Observation : 17
P(SÉ)=21
26
⋅ 5
26
+ 5
26
⋅12
26
≈0,311 E[SÉ sur 26 ]=0,311⋅26≈8,1 Observation : 8
P(2 É)= 5
26
⋅ 5
26
≈0,037 E [2 É sur 26]=0,037⋅26≈1,0 Observation : 1
En comparant ces valeurs attendues aux observations, on trouve que les déviances sont 
presque trop petites : L'écart type, σ, pour une distribution binomiale (ou plutôt multinomiale)
est :
σ=√np(1−p)
σ2 S=√26⋅0,652⋅(1−0,652)≈2,4
σSE=√26⋅0,311⋅(1−0,311)≈2,4
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σ2 E=√26⋅0,037⋅(1−0,037)≈0,96
Les déviances des réponses sont inférieures aux écarts types, et peuvent s'expliquer 
parfaitement par la chance. On peut aussi faire un test plus général sur les résultats : le test 
d'adéquation. L'hypothèse nulle du test est que le nombre attendu de réussites reste le même 
pour chaque phrase. J'ai trouvé ce nombre en divisant le total des observations par le nombre 
total des phrases : 172 / (26 · 8) = 21,5. Le tableau 3.12 indique le résultat du test. Il est à 
noter que le nombre de degrés de liberté est réduit par le nombre de paramètres estimés.
Phrase Q1.1 Q1.2 Q1.3 Q1.4 Q1.5 Q1.6 Q1.7 Q1.8 Total
Observations, O 20 20 22 24 22 18 23 23 172
Nombre attendue, E 21,5 21,5 21,5 21,5 21,5 21,5 21,5 21,5 172
(O−E)2
E
0,105 0,105 0,012 0,291 0,012 0,570 0,105 0,105 1,302
Tableau 3.12: Test d'adéquation pour Q1. H0 : les nombres de succès sont pareils pour chaque
phrase. χ2 = 1,302, ddl = 6, p > 0,97
Finalement, pour cette question, je vais examiner le taux de succès pour chaque répondant 
pour voir s'il est possible d'en tirer des tendances. Le tableau 3.13 indique la distribution du 
nombre du succès pour Q1. La deuxième colonne indique le nombre de répondants qui ont 
réussi au niveau indiqué pour la ligne. La troisième colonne indique le nombre attendu si les 
succès sont conformes à la loi binomiale avec n = 8 et p = 0,822. La probabilité est calculée à 
partir de toutes les données. N est le nombre de répondants, alors que n est le nombre de 
répétitions pour chaque répondant. Les trois répondants avec deux ou trois succès ont des 
résultats qui diffèrent considérablement des résultats des autres. Si l'on suppose que ces 
résultats sont dus à un autre processus que pour les autres, on peut les exclure du modèle, 
même si cela est une pratique problématique. La quatrième colonne indique le nombre attendu
si les trois répondants avec le résultat le plus extrême sont exclus et la probabilité de succès 
est recalculée à partir de ceux qui restent. En ce cas on a p = 0,891.
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Nombre de succès Effectif Effectif attendu, N = 26 Effectif attendu, N = 23
0 0 <0,01 <0,01
1 0 <0,01 <0,01
2 2 0,02 <0,01
3 1 0,14 0,01
4 0 0,83 0,14
5 1 3,08 0,94
6 5 7,12 3,83
7 7 9,39 8,94
8 10 5,42 9,14
Tableau 3.13: La distribution du nombre de succès pour Q1
Malheureusement, le test de χ2 ne peut pas être utilisé à cause de la valeur attendue faible dans
plusieurs cases. Néanmoins, à mon avis, un examen informel montre assez clairement que 
l'ensemble des résultats n'est probablement pas conforme à la loi binomiale. Il a été difficile 
de trouver un test recommandé dans la littérature, mais je proposerai le test suivant : Quelle 
est la probabilité de trouver 3 répondants ou plus avec un nombre de succès égal ou inférieur à
3 si l'hypothèse nulle est que les résultats suivent la loi binomiale avec p = 0,822. Pour chaque
répondant on peut calculer la probabilité de réussir à un nombre de phrases égal ou supérieur 
à 4 :
p4+=∑
i=4
8
(8i )⋅0,822i⋅(1−0,822)8−i=0,9938022
Ensuite, j'utilise cette probabilité pour calculer la probabilité d'avoir un résultat au niveau du 
résultat observé ou encore plus extrême, c'est-à-dire que trois répondants ou plus réussissent à
trois phrases ou moins :
p=∑
i=3
26
(26i )⋅(1−0,9938022)i⋅0,99380228−i≈5,56⋅10−4
J'ai utilisé la probabilité pour l'événement contraire : p4+=1−0,9938022. Pour vérifier ce 
résultat, j'ai écrit un petit programme informatique, dont le code source se trouve à l'annexe C.
Après avoir lancé ce programme trois fois, chaque fois dure plus de dix minutes, j'ose 
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constater que les résultats paraissent être très proches du résultat du calcul. Le moyen des 
résultats, que l'on trouve vers la fin de l'annexe C, est 5,57 · 10-4 qui est presque identique au 
résultat théorique exprimé avec trois chiffres significatifs.
Pour la dernière colonne, il est plus difficile de déterminer si les données peuvent venir d'une 
distribution binomiale. Les calculs sont plus difficiles, et j'ai opté pour une autre simulation. 
Comme une mesure brute de la déviance totale des valeurs attendues, j'ai choisi le même 
calcul comme pour le test du χ2, mais au lieu de consulter la distribution du χ2, j'ai fait la 
simulation 1 000 000 de fois, et j'ai compté combien de fois la valeur du χ2 simulé était 
supérieure à la valeur observée : χ2 = 1,014. Les résultats semblent s'approcher d'une valeur de
la proportion de 0,88. On peut se noter que la valeur p du test du χ2 est de 0,995 avec ddl = 7, 
ce qui illustre bien que le test du χ2 n'est pas applicable. J'ai dû fixer le nombre attendu pour 
les taux de succès faibles, et j'ai choisi 0,0001, 0,0001, et 0,001 pour X = 0, X = 1 et X = 2 
respectivement. Ce choix n'est pas important : Une fois que le programme simule au moins un
répondant avec quatre succès ou moins, l'équation garantit que le χ2 simulé va être supérieur 
au χ2 observé. Le code source se trouve à l'annexe D. À ce point, je voudrais souligner que les 
derniers résultats sont calculés pour un échantillon où les répondants qui semblent être 
différenciés des autres d'une façon qualitative, ont été exclus.
Vers la fin de cette section, je devrais émettre quelques réserves à propos des interprétations 
des relatives IO. Les répondants ont quelquefois sauté des mots dans la traduction. C'est assez
souvent le verbe de la relative qui manque, mais s'ils ont traduit toute la phrase jusqu'au sujet, 
je l'ai acceptée. Une telle phrase montre le statut du relatif, mais il est peut-être erroné de 
supposer l'absence de la préposition. En ce cas, les taux de l'effacement de la préposition 
seraient trop élevé.
3.3 Deux phrases à joindre (Q2)
J'ai analysé les réponses à la deuxième question de la même manière que celles de la 
première. Les codes restent les mêmes, mais j'en ai ajouté quelques nouveaux. Il y avait 
également des problèmes d'interprétation et je commence par discuter les difficultés et 
présenter les différentes fautes et leur quantité avant de continuer à plusieurs tableaux 
illustrant des résultats divers.
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Le tableau 3.14 montre les différentes fautes et le nombre d'occurrences de chaque faute. La 
plupart des phrases ont un seul code. Les seules exceptions sont les phrases avec le code 128 
qui est toujours combiné avec 16. On ne peut pas comparer les chiffres dans ce tableau à ceux 
du tableau 3.3, en partie parce qu'il y a moins de phrases dans Q2 que dans Q1, mais aussi 
parce que les principes de codage des phrases sont différents pour certains codes. Code 1, les 
erreurs de cas, est pour les phrases où le répondant a confondu l'emploi de « qui » et de 
« que », mais l'usage est limité aux fonctions SU et DO. Il n'y avait aucune occurrence de 
relatif effacé. L'un des plus grands problèmes du codage était l'interprétation des phrases qui 
semblent contenir des pronoms résomptifs. Je prends comme exemple la réponse de R1 à 
Q2.5 : « Marie a une chemise vert qui elle la porte aujourd'hui .» Au début, j'ai interprété 
l'occurrence de « la » comme un pronom résomptif. Il est à noter que ce répondant met 
presque systématiquement « qui » comme relatif et je trouve que l'on ne peut pas considérer le
cas du relatif. Cette interprétation paraissait donc plausible, mais au cours du codage j'ai 
trouvé un grand nombre de phrases du même type : les deux phrases restent inchangées, mais 
un mot relatif est inséré. Il me semble plus raisonnable d'interpréter cette construction comme 
une sorte de coordination entre les deux phrases où le relatif sert de connecteur. En 
conséquence, j'ai changé le code pour cette phrase, et les autres du même type, à 512. Je 
retournerai à ce thème pendant la discussion. 
Les codes 8, 16 et 32 ont le même usage qu'en Q1. Le code 64 a été donné à une seule phrase 
intéressante de R18. À Q2.6 celui a écrit : « Le chat joue avec la souris, lequel il mange. » Cet
emploi de « lequel » est contraire à la grammaire moderne, mais Le bon usage nous informe 
qu'il était beaucoup plus fréquent auparavant, mais qu'il est maintenant considéré archaïque 
(Grevisse et Goosse, 2007, p. 926, § 721 b et H720). J'ai décidé d'y attribuer un code unique 
plutôt que marquer la phrase comme correcte. Il y avait beaucoup de relativisations fausses où
le répondant a relativisé un autre mot que le mot commun. Des exemples sont celui offert par 
R22 à Q2.6 : « Le chat joue avec la souris qui mange la souris » qui est grammatical, mais 
change le sens et celui offert par R19 à Q2.4 : « Je rencontre Paul, qui lui donnes 10 euros. » 
qui change le sens, mais qui est légèrement agrammatical, la prononciation du verbe du relatif
étant identique à celle de la forme correcte. J'ai opté pour un autre code que celui utilisé à Q1, 
parce que le processus de production de mon avis est un peu différent entre la traduction et 
l'action de joindre deux phrases existantes. Cinq répondants ont une fois chacun offert une 
relativisation où deux constituants de la relative ont été enlevés. À Q2.4, R7 a écrit « Je 
rencontre Paul qui donnes 10 euros. » et à Q2.5, R26 a donné « Marie a une chemise vert qui 
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porte aujourd'hui. ». En ces cas, il est impossible d'établir l'identité du constituant relativisé. 
Si l'emploi du cas du relatif avait été plus stable chez les répondants, on aurait pu fonder 
l'interprétation de la phrase sur celui-ci, mais cela n'est pas possible. De cette raison, je trouve 
qu'une classification de ces phrases comme correctes ou incorrectes se baserait sur la 
conjecture de ma part, et je les exclus de l'analyse suivant. En ayant donné un code à ce 
dernier phénomène, il ne reste pas de phrases sans une interprétation spécifique, et le code 
2048 est utilisé exclusivement pour les champs vides. Les réécritures sans relativisation, plus 
ou moins correctes, sont assez nombreuses et comprennent des phrases telles que les 
coordinations : « Je rencontre Paul et tu lui donnes 10 euros. » par R1 à Q2.4 et les choix un 
peu plus curieux tels que : « Je vois la femme, mon amis Marie parle à la femme. ».
Code Description Effectif
1 Erreur de cas : « qui » vs. « que » 16
2 Effacement du relatif 0
4 Pronom résomptif 0
8 Préposition orpheline 8
16 Effacement de la préposition pour les IOs 4
32 Préposition mal placée 0
64 Forme déviante du relatif 1
128 L'emploi de « qui » sans préposition pour les IOs 4
256 Relativisation fausse 20
512 Le relatif sert de connecteur 22
1024 Plusieurs constituants sont supprimés dans la relative 5
2048 Pas de réponse 4
4096 Réécriture sans relative 25
Tableau 3.14: Les fautes de Q2 et leur quantité
Après avoir donné cette justification pour mon interprétation des données de Q2, je poursuis à
la construction des tableaux destinés à illustrer de divers aspects du langage des répondants. 
Le premier tableau, 3.15, vise à illustrer le nombre de phrases qui sont liées correctement avec
une relativisation. Ces phrases sont définies comme les phrases qui n'ont reçu aucun code 
d'erreur.
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Phrase Fonction à
relativiser
Catégorie de mot
à relativiser
Effectif (en %)
Q2.3 SU NOM 18  (69,2 %)
Q2.1 SU PRONOM 22  (84,6 %)
Q2.6 DO NOM 6  (23,1 %)
Q2.5 DO PRONOM 4  (15,4 %)
Q2.2 IO NOM 1  (3,8 %)
Q2.4 IO PRONOM 0  (0,0 %)
Tableau 3.15: (Q2) Le nombre de phrases relatives correctes, par fonction et catégorie de
mot. n = 26 pour chaque phrase.
Si l'on inclut les fautes qui peuvent être considérées comme le résultat d'un transfert : c'est-à-
dire les erreurs du cas, les prépositions orphelines, les prépositions effacées et les forme 
déviantes du relatif, on aura les résultats du tableau 3.16.
Phrase Fonction 
relativisée
Catégorie   
de mot
Sans 
fautes
Erreur 
de cas
Préposition
orpheline
Préposition
effacée
Forme 
déviante
Total
Q2.3 SU NOM 18 6 - - 0 24
Q2.1 SU PRONOM 22 1 - - 0 23
Q2.6 DO NOM 6 3 - - 1 10
Q2.5 DO PRONOM 4 6 - - 0 10
Q2.2 IO NOM 1 - 8 1 0 10
Q2.4 IO PRONOM 0 - 0 3 0 3
Tableau 3.16: (Q2) Les nombre de phrases « correctes » en admettant les fautes qui peuvent
être dues au transfert du norvégien, par fonction et catégorie. 
n = 26 pour chaque phrase. 
Je vais maintenant examiner si ces différences sont significatives. J'utilise à nouveau le test du
χ2, et le calcul et le résultat est montré au tableau 3.17. Pour avoir un effectif assez élevé pour 
chaque case, j'ai regroupé les différentes catégories de mot de la même fonction relativisée 
dans des catégories distinguées uniquement par la fonction. De toute façon, les différences 
entre les catégories de mot ne sont certainement pas significatives. J'ai décidé d'exclure les 
phrases IO. Le résultat pour la catégorie NOM est identique à celui de la fonction DO, mais 
pour la catégorie PRONOM, où il y a une différence remarquable, il existe une explication 
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qualitative du résultat à laquelle je reviendrai à la discussion. La différence entre les fonctions
SU et DO est très significative avec une valeur p < 10-7.
Effectif observé (effectif attendu) (O−E) (O−E)2/E
Fonction Succès Échec Total Succès Échec Succès Échec
SU 47 (33,5) 5 (18,5) 52 13,5 -13,5 5,44 9,85
DO 20 (33,5) 32 (18,5) 52 -13,5 13,5 5,44 9,85
Tableau 3.17: Test du χ2 pour SU et DO. χ2 = 30,58, ddl = 1, p < 10-7
Je présente ensuite une analyse des choix faits par les répondants au lieu de la relativisation 
prévue à la construction de la question.. Le tableau 3.18 montre pour chaque phrase le nombre
de choix dans les trois catégories indiquées et le total. Un examen plus approfondi des 
réponses catégorisées sous la colonne « relativisation fausse » montre qu'elles sont toutes des 
relativisations du SU.
Phrase Fonction 
relativisée
Catégorie 
de mot
Relativisation
fausse
Relatif comme 
connecteur
Réécriture 
sans relative
Total
Q2.3 SU NOM 0 1 1 2
Q2.1 SU PRONOM 0 2 1 3
Q2.6 DO NOM 4 3 8 15
Q2.5 DO PRONOM 3 7 4 14
Q2.2 IO NOM 6 5 5 16
Q2.4 IO PRONOM 7 4 6 17
Tableau 3.18: (Q2) Les différents choix et fautes faits par les répondants, par phrase. 
n = 26 pour chaque phrase.
Il est intéressant de déterminer s'il y a des différences significatives entre les différentes 
fonctions. La fonction SU est évidement différente des autres, et les taux sont trop faibles 
pour un test du χ2, mais il est moins évident s'il y a des différences entre les fonctions DO et 
IO. J'ai choisi de comparer la catégorie de faute qui semble avoir la plus grande différence, les
relativisations fausses. Comme on le voit dans le tableau 3.19, la différence n'est pas 
significative, mais cela ne garantit pas que les deux fonctions sont traitées de la même façon.
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Effectif observé (effectif attendu) (O−E) (O−E)2/E
Fonction RF non RF Total RF non RF RF non RF
DO 7 (10) 45 (42) 52 -3 3 0,90 0,21
IO 13 (10) 39 (42) 52 3 -3 0,90 0,21
Tableau 3.19: Test du χ2 pour la différence entre les taux de relativisations fausses (RF) pour
les fonctions DO et IO. χ2 = 2,23, ddl = 1, p > 0,1.
Pour illustrer la cohérence des réponses, j'ai préparé le tableau 3.20. Ce tableau liste les 
répondants qui ont réussi à joindre au moins une des phrases Q2.5 et Q2.6 par un relatif. 
J'accepte les erreurs de cas et aussi la forme déviante du relatif produite par R18 que j'ai 
présentée ci-dessus. Le code d'erreur est indiqué pour chaque phrase pour chaque répondant, 
et les codes sont les mêmes que ceux décrits dans le tableau 3.14. On voit qu'il n'y a que trois 
répondants qui ont produit une réponse en cohérence totale : R20, R23 et R24 dont le dernier 
a fait deux erreurs du cas alors que les deux autres ont mis le cas correct. Il y a de plus deux 
répondants qui ont changé le cas du relatif entre les deux phrases. Les dix répondants qui 
restent se divisent en deux groupes : Cinq qui ont réussi à la relativisation des noms, mais non
pas à la relativisation des pronoms, et cinq qui ont fait le contraire. Dans ce dernier groupe, 
quatre sur cinq ont opté pour l'emploi du relatif comme connecteur, tandis que les choix des 
autres groupes sont plus variés.
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Répondant Q2.6, DO, NOM Q2.5, DO, PRONOM
R1 512 0
R6 1 0
R7 512 1
R8 1 4096
R9 1 512
R16 0 1
R17 1 4096
R18 512 64
R19 256 0
R20 0 0
R21 1 2048
R22 0 256
R23 0 0
R24 1 1
R25 512 0
Tableau 3.20: (Q2) La cohérence des réponses de ceux qui ont réussi à au moins l'une des
phrases Q2.5 et Q2.6..
Finalement, inspiré par l'emploi de Pavesi (1986, p. 91-95) d'une échelle de Guttman, j'ai fait 
le tableau 3.21 qui illustre la relation d'implication entre les différentes fonctions. J'ai accepté 
toutes les fautes qui peuvent être expliquées par le transfert.
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SU DO IO
13 – – –
2 (+) – –
14 (+) – –
3 + – –
4 + – –
5 + – –
10 + – –
11 + – –
12 + – –
15 + – –
26 + – –
22 (+) (+) –
1 + (+) –
7 + (+) –
8 + (+) –
9 + (+) –
17 + (+) (+)
19 + (+) (+)
21 + (+) (+)
18 + (+) +
25 + (+) +
6 + + (+)
20 + + (+)
23 + + (+)
24 + + (+)
16 + + +
Tableau 3.21: Échelle de Guttman pour Q2. « + » indique deux succès, « (+) » indique un
seul succès et « – » indique zéro succès. Les fautes de transfert sont acceptées.
3.4 Les jugements de grammaticalité (Q3)
Le tableau 3.24 donne une première vue des résultats de la troisième question. Ce tableau 
transmet de nombreuses informations à la fois : Pour chaque phrase il indique la fonction 
relativisée ; les fautes, si tant est qu'il y en ait dans la phrase ; son acceptabilité en français et 
en norvégien, selon les critères que j'ai expliqués par rapport au tableau 2.3 ; les évaluations 
des répondants et la moyenne de ces évaluations. J'ai mis des abréviations pour les fautes en 
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raison d'un manque de place. « Cas » signifie une erreur de cas. Cela comprend les phrases 
SU, mais aussi IO, avec le relatif « que » et les phrases DO avec le relatif « que ». Il faut noter
que l'effacement du relatif n'est pas marqué dans cette colonne, même si l'on pouvait 
considérer la présence ou l'absence du relatif comme une sorte de marque casuelle en 
norvégien. La colonne « CR » est pour les phrases avec un constituant résomptif. Une case 
vide marque l'absence d'un tel constituant. Les autres valeurs sont suffisamment explicites. 
L'effacement du relatif est marqué par « ER » et la présence d'une préposition orpheline est 
marquée par « PO ». Les abréviations pour les évaluations sont « C » pour « correcte », 
« PC » pour « peut-être correcte », « PIC » pour « peut-être incorrecte » et « IC » pour 
« incorrecte ».
À vrai dire, la construction de cette question a été fondée plus sur mon intuition que sur une 
base théorique bien établie. Il a donc été difficile de trouver des principes d'interprétation et 
d'analyse statistiques dans la littérature. Johnson (2008, p. 216-229) fournit un exemple d'une 
étude qui vise à mesurer l'acceptabilité de différentes phrases. Sa méthode était de faire 
dessiner aux répondants des lignes dont la longueur représenterait l'acceptabilité de la phrase. 
L'analyse proposée qui suit se base sur la nature continue des données. Comme les réponses 
de mon étude sont catégorisées, je ne peux pas utiliser la même méthode. Même des 
recherches en ligne ne m'ont pas donné des réponses définitives, mais j'ai décidé de procéder à
des méthodes assez simples. Le tableau indique la moyenne, mais je trouve que cette valeur 
est la valeur la plus douteuse. Elle est calculée à partir d'une échelle où des valeurs 
numériques ont été attribuées aux réponses. Ces valeurs n'ont pas été communiquées aux 
répondants qui ont vu une échelle purement ordinale. Le problème est le traitement de 
l'évaluation comme une variable quantitative plutôt qu'une variable ordinale. Par exemple, le 
choix des valeurs numériques est en principe arbitraire. Certes, la variable est ordinale (à la 
distinction d'une variable nominale) ce qui implique que la valeur numérique devrait 
augmenter (ou diminuer), mais il n'est pas certain que la différence entre chaque niveau doive 
être 1. On peut par exemple décider que les deux réponses avec « peut-être » sont plus 
proches l'une à l'autre, qu'aux autres options. En ce cas, une échelle {1,3,4,6} serait meilleure.
Néanmoins, j'ai opté pour une échelle {1,2,3,4} et j'ai indiqué une moyenne basée sur cette 
échelle. Ensuite, on peut se demander ce qui exprime une différence significative entre deux 
moyennes, et également ce qui exprime une différence d'une valeur attendue. Si les réponses 
sont tout à fait aléatoires, on attend une moyenne de 2,5. Une moyenne de 2,46, ce qu l'on 
trouve pour Q3.9, est-elle significativement différentes d'une moyenne de 2,5 ? Sûrement 
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pas ! Si l'on va se fier à la communication de conférence de Gliem et Gliem (2003), l'emploi 
d'une seule question pour chaque combinaison de traits linguistiques met en doute la fiabilité 
des réponses. Donc, je me contenterai d'indiquer les résultats suivants, outre la moyenne qui 
est une valeur douteuse : 
Pour chaque phrase j'ai marqué avec un fond gris la catégorie contenant la médiane. La 
médiane est l'observation dans une série ordonnée qui a le même nombre d'observations à 
chaque coté. Comme il y a 26 réponses pour chaque phrase, la médiane est en fait la 
combinaison entre les observations numéro 13 et 14. Cela a été important pour Q3.8, parce 
que la médiane est partagée entre deux catégories. Pour Q3.1, la médiane n'est que 
l'observation numéro 13, parce qu'il n'y a que 25 réponses à cette question. Ensuite, j'ai fait un
test du χ2 pour déterminer si la distribution des réponses se distingue significativement d'une 
distribution uniforme avec une valeur attendue de 6,5 pour chaque catégorie (6,25 pour Q3.1).
Les phrases qui ont vu une différence à un seuil de signification de 0,05 sont marquées par un 
astérisque dans la colonne de la moyenne.
Le tableau 3.22 indique l'emploi et l'efficacité des différentes stratégies. Les colonnes sous 
« méthode » montrent le nombre de répondants qui ont coché pour l'emploi d'une règle, d'une 
règle et de l'intuition, et de l'intuition respectivement. Les colonnes « Évaluations correctes » 
indiquent le nombre de réponses correctes divisé par le nombre total de réponses avec la 
méthode indiquée, et la proportion. Le groupe « règle » comprend les répondants qui ont 
coché seulement « règle » ou « règle » avec « intuition ». Le groupe « intuition » comprend 
ceux qui ont coché seulement « intuition ». Une réponse est considérée correcte si le 
répondant a choisi « correcte » ou « peut-être correcte » pour les questions Q3.2, Q3.10 et 
Q3.13, et s'il ou elle a choisi « incorrecte » ou « peut-être incorrecte » pour les autres 
questions. Les chiffres pour chaque phrase sont trop petits pour trouver des différences entre 
les méthodes avec le test du χ2. Il existe un test pour les tableaux de contingence avec des 
effectifs faibles, mais ce test, le test exact de Fisher, exige que les totaux des colonnes et des 
lignes soient fixes (Bhattacharyya et Johnson, 1977, p. 441). De toute façon, il est très 
difficile d'obtenir des résultats significatifs à ce niveau, étant donné que le nombre de tests à 
faire (16) implique que le seuil de signification doit être abaissé (cf. annexe B !). Néanmoins, 
j'ai mis en gras le résultat le plus élevé où il y a au moins dix répondants dans chaque groupe, 
et le résultat reste le même, même si n'importe quel répondant change son choix. Je dois 
souligner une fois de plus que cela ne constitue pas une différence significative, mais que ces 
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phrases sont un peu plus intéressantes pour servir d'un point de départ des études plus 
approfondies. Il est plus intéressant de comparer les taux de succès pour les deux méthodes et 
le résultat d'un test du χ2 se trouve dans le tableau 3.23. L'hypothèse nulle est qu'il n'y a pas de
différences entre les des groupes, et le résultat et qu'elle ne peut pas être rejetée avec une 
valeur p de plus de 0,55.
Phrase Qualités de
la phrase
Acceptable en Méthode Évaluations correctes
fra. nor. Règle Comb. Intuition Règle Intuition
Q3.2 SU X X 12 5 9 14/17 = 82 % 8/9 = 89 %
Q3.16 SU,C X 9 6 11 9/15 = 60 % 5/11 = 45 %
Q3.9 SU,C,+P 7 3 16 5/10 = 50 % 6/16 = 38 %
Q3.10 DO X X 5 3 18 4/8 = 50 % 14/18 = 78 %
Q3.5 DO,C X 8 1 17 1/9 = 11 % 3/17 = 18 %
Q3.12 DO,+P 8 3 15 10/11 = 91 % 14/15 = 93 %
Q3.14 DO,C,+P 10 2 14 11/12 = 92 % 11/14 = 79 %
Q3.3 DO,+N 1 4 20 5/5 = 100 % 18/20 = 90 %
Q3.11 DO,C,+N 8 1 16 8/9 = 89 % 14/16 = 88 %
Q3.4 DO,-R X 5 0 21 4/5 = 80 % 11/21 = 52 %
Q3.13 IO X 1 5 20 3/6 = 50 % 6/20 = 30 %
Q3.8 IO,C 3 2 21 4/5 = 80 % 14/21 =67 %
Q3.6 IO,-R 0 2 24 0/2 = 0 % 20/24 = 83 %
Q3.1 IO,PO X 4 6 15 7/10 = 70 % 5/15 = 33 %
Q3.7 IO,C,PO X 5 3 18 4/8 = 50 % 10/18 = 56 %
Q3.15 IO,-R,PO X 2 3 21 0/5 = 0 % 12/21 = 57 %
Total 88 49 276 89/137 =
65 %
171/276 =
62 %
Tableau 3.22: L'emploi des règles vs de l'intuition pour les évaluations de grammaticalité
(Q3). Les abréviations de la colonne « qualités de la phrase » : SU/DO/IO : les fonctions
relativisées, C : erreur du cas, +P : pronom résomptif, +N : nom résomptif, -R : effacement
du relatif, PO: préposition orpheline.
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Effectif observé (effectif attendu) (O−E) (O−E)2/E
Méthode Succès Échec Total Succès Échec Succès Échec
Règle 89 (86,2) 48 (50,8) 137 2,8 -2,8 0,087 0,149
Intuition 171 (173,8) 105(102,2) 276 -2,8 2,8 0,044 0,074
Tableau 3.23: Test du χ2 pour la différence entre les méthodes. H0 : Il n'y a pas de différence.
χ2 = 0,35, ddl = 1, p > 0,55
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Q
3.15
Q
3.7
Q
3.1
Q
3.6
Q
3.8
Q
3.13
Q
3.4
Q
3.11
Q
3.3
Q
3.14
Q
3.12
Q
3.5
Q
3.10
Q
3.9
Q
3.16
Q
3.2
Phrase
IO IO IO IO IO IO DO
D
O
D
O
D
O
D
O
D
O
D
O SU SU SU
Fonction
relativisée
X X X X X X X Cas Phrase contenant faute de :
N
O
M
N
O
M
PR
O
N
O
M
PR
O
N
O
M
PR
O
N
O
M
C
R
X X X ER
X X X PO
X X X
français
A
cceptable enX X X X X X X X
norvégien
6 8 5 2 3 4 5 1 0 1 0 15 8 9 5 19
C
 (1)
Évaluation des élèves, effectif
8 4 8 4 5 5 6 2 2 3 2 7 10 6 7 3
PC
 (2)
8 6 1 12 5 9 9 5 5 2 7 3 5 1 5 1
PIC
 (3)
4 8 11 8 13 8 6 18 19 20 17 1 3 10 9 3
IC
 (4)
2,38
2,54
*2,72
*3,00
*3,08
2,81
2,62
*3,54
*3,65
*3,58
*3,58
*1,62
2,12
2,46
2,69
*1,54
M
oyenne
Tableau 3.24: (Q3) Aperçu général des évaluations de grammaticalité
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3.5 Les relatives en anglais (Q4)
Accepte la phrase Rejette la phrase
3 (11,5 %) 23 (88,6 %)
Tableau 3.25: L'acceptabilité d'une relative anglaise avec un relatif faux
La grande majorité d'informateurs rejettent la phrase. Parmi ceux qui l'ont rejetée, plusieurs 
proposent l'emploi du mot « which », alors que d'autres ne se contentent que de constater que 
la phrase n'est pas bonne. Personne dans ce groupe ne s'est référé aux règles grammaticales. 
Ils écrivent des justifications telles que celle-ci par R15 : « Den virker litt rar. Hvis man heller
skriver ''I went to London which is the capital of Britain'', vil den høres mer riktig ut. ». 
Traduction : « Elle semble un peu drôle. Si on écrit plutôt : […], elle semblera plus 
correcte. ». Le seul répondant qui s'est référé à des règles est l'un des trois qui ont accepté la 
phrase. Curieusement, ce répondant, R25, remarque que la phrase semble bonne, mais qu'il ou
elle avait préféré écrire « wich »(sic), mais les règles permettent l'emploi des deux mots 
« that » et « wich ».
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4 Discussion
Tout ce chapitre est consacré à la discussion des résultats présentés dans le chapitre précédent.
Je vais analyser la portée des résultats pour les questions, et je vais également comparer les 
résultats des différentes questions en les comparant à la théorie présentée dans l'introduction. 
Il a été difficile d'analyser chaque question de manière isolée, mais j'ai essayé d'organiser la 
discussion d'une façon qui est facile à comprendre. Je dois avouer que le résultat est loin d'être
parfait. Vers la fin, je vais discuter les sources possibles d'erreurs.
4.1 L'enseignement donné précédemment sur les 
relatives (Q5)
Comme on le voit des tableaux 3.1 et 3.2, la majorité des répondants (15 sur 26) se 
souviennent d'avoir reçu de l'enseignement sur les relatives. Les répondants d'un autre groupe 
(10 sur 26) n'en sont pas sûrs, mais il n'y a qu'un seul répondant qui est sûr de ne pas avoir 
reçu de l'enseignement sur les relatives auparavant. C'est R2, et ce répondant est en fait la 
source de beaucoup de réponses les plus divergentes : Tous les relatifs de la première question
sont soit d'une forme déviante, « quill » ou « quel », soit effacé. Ce répondant est donc le 
répondant avec le nombre le plus faible de succès du tableau 3.13, même en permettant les 
fautes de transfert. Pour la deuxième question, la seule réussite était pour la phrase qui avait 
une structure identique à celle de l'exemple. Il est tentant de croire que ces mauvais résultats 
sont dus à l'enseignement manquant, mais je trouve que cela est une conclusion impertinente. 
Par exemple, pour la troisième question, R2 a indiqué l'emploi des règles pour l'évaluation de 
six phrases. Certes, il est possible d'apprendre des règles sans qu'elles soient enseignées en 
classe, mais je pense qu'il est aussi possible que les réponses sur les questions de 
l'enseignement soient influencées par les mauvais résultats des autres questions. Il est quand 
même impossible de trouver des différences entre les groupes quand l'un des groupes est si 
petit, et le groupe de « ne sait pas » est si grand. J'ai trouvé ces informations très peu utiles, et 
je ne vais pas y revenir.
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4.2 La hiérarchie d'accessibilité et l'hypothèse de la 
différence de marquage dans Q1
Les théories principales sur lesquelles j'ai fondé mon étude, sont l'idée de l'existence d'une 
hiérarchie d'accessibilité (HA) pour les relatives et la proposition que cette HA influence la 
difficulté d'apprendre les différents types de la relative. Cette dernière idée est appelée 
l'hypothèse de la différence de marquage (HDM), et les deux sont décrites dans la section 1.6 
avec des références à la littérature. Dans cette section, je vais discuter les résultats en rapport 
avec la HA et l'HDM. Je reviendrai à la HA dans les sections 4.3 et Feil: Fant ikke kilden til 
referansen, pour Q2.
À première vue, les résultats de la première question semblent soutenir la HA. En se référant 
au tableau 3.4 et aux tableaux qui le suivent, on voit qu'il y a une grande différence entre les 
taux de succès pour les trois fonctions et cette différence est significative. Le taux est le plus 
élevé pour les SUs, i (71,2 %), plus bas pour les DOs (21,8 %), et le plus bas, en fait 0 %, 
pour les IOs. Cependant, il y a une autre explication pour ces différences qui n'est pas fondée 
sur la HA et l'HDM. Comme je l'ai montré dans la section 1.4, plus on descend la HA, plus 
grandes sont les différences grammaticales entre les relatives françaises et norvégiennes. Le 
tableau 3.9 indique le nombre de succès pour chaque phrase si l'on accepte les fautes qui 
peuvent s'expliquer par un transfert linguistique du norvégien : Les erreurs de cas, parce que 
l'on n'utilise en norvégien qu'une seule forme du relatif pour les deux fonctions, et 
l'effacement du relatif, ce qui est acceptable pour les relatives restrictives DO en norvégien. 
On voit maintenant que les différences entre les fonctions ont pratiquement disparu. Il paraît 
que toutes les différences entre les fonctions sont dues à des transferts. Les erreurs du cas sont
les moins nombreuses pour les phrases SU, ce qui peut être expliqué avec la fréquence des 
différents types des relatives : Je propose, même si je dois avouer que je ne suis pas capable 
de le vérifier, que les relativisations du SU se font plus souvent que celles du DO et en 
conséquence, le mot « qui » est le relatif auquel les répondants se sont habitués. La phrase 
restrictive DO avec un relatif explicite peut servir d''une sorte de point de départ pour 
comprendre les choix des répondants pour les phrases DO. À cette phrase (Q1.5), 14 
répondants ont mis un relatif explicite, mais parmi eux, 6 ont choisi la variante fausse. En 
comparant 6 sur 14 pour les phrases DO et 2 sur 20 pour les phrases SU – relatives restrictives
dans les deux cas – il me semble évident que le relatif « qui » est préféré très souvent. On voit
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aussi que l'effacement était un choix populaire, ce qui est à attendre parce que cet effacement 
est possible, et peut-être même préférable, pour la phrase du questionnaire. La phrase sans 
relatif explicite (Q1.6) a vu un taux très élevé des effacements, ce qui s'explique parfaitement 
par l'absence du relatif en norvégien. Elle reste cependant la phrase pour laquelle le plus petit 
nombre de répondants ont réussi, même si l'on permet les fautes de transfert. J'admets en 
relisant la phrase qu'elle est un peu lourde en norvégien sans contexte, et je vois que plusieurs 
répondants ont opté pour des traductions qui expriment mieux que l'on a acheté une chemise 
qui est blanche. Par exemple, R12 a écrit : « Hier, j'ai acheté un pull blanche », R21 a écrit : 
« Hyer, j'acheté un chemise qui est blanc » et R24 a écrit : « Hier, j'achete une chemise 
blanche ». Peut-être le problème est-il la phrase norvégienne et non pas la relativisation en 
soi. Étant enseignant, je trouve le résultat pour la phrase DO non restrictive le plus 
intéressant : Il n'y avait qu'un seul effacement, commenté dans la section 3.2, mais un très 
grand nombre d'erreurs de cas. Je peux offrir une bonne explication pour ce phénomène, en 
me référant à la section 1.3. La règle approximative pour le choix entre « qui » et « que » ne 
fait pas une exception pour les phrases non relatives, où le relatif n'est pas facultatif en 
norvégien. On a ainsi eu le résultat prévu si l'on suppose que les répondants ont respecté la 
règle qu'ils ont apprise. Quant à l'acceptation des erreurs du cas, le même choix a été fait par 
Eckman et al. (1988, p. 8), même si on peut dire que la situation linguistique est un peu 
différente en anglais, l'emploi du « whom » pour les relatives DO n'étant pas obligatoire.
Continuant aux phrases IO, on retrouve les mêmes tendances, mais on y trouve aussi la plus 
grande lacune de mon étude. Le taux de succès est de 0 %, mais si l'on accepte les fautes qui 
peuvent être expliquées par le transfert, le taux est soudainement plus élevé pour les phrases 
IO que pour les autres (voir tableau 3.11). Dans le tableau 3.10, les fautes sont classifiées et 
organisées par phrase. Ici, personne n'a effacé le relatif dans la phrase non restrictive (Q1.1), 
mais il y a beaucoup d'effacements pour les relatives restrictives, dont presque tous sont faits 
dans la phrase où le relatif est absent en norvégien. Cela est une indication assez forte pour le 
transfert. On voit également que « qui » est le relatif préféré, mais je ne crois pas que cela soit
la conséquence d'un choix conscient. C'est plutôt que « qui » est le relatif préféré pour toutes 
les relatives, quelle que soit leur fonction relativisée. L'une des questions centrales de ce 
mémoire (QR3) voncerne les choix faits par les répondants pour la relativisation des relatives 
IO, et c'était surtout le placement de la préposition qui était intéressant. On voit qu'une forte 
majorité de répondants ont simplement choisi de supprimer la préposition, alors que quelques 
autres ont produit de prépositions orphelines. Personne n'a choisi de placer la préposition 
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devant le relatif. J'avais prévu les prépositions orphelines, mais l'effacement d'un grand 
nombre des prépositions était une surprise, et c'est pendant l'analyse que j'ai compris 
l'importance d'un trait de la grammaire norvégienne : Les compléments d'objet indirect 
peuvent se construire sans préposition en norvégien. Il faut se souvenir que la définition des 
COIs en norvégien est plus étroite qu'en français (voir section 1.4), mais je n'avais pas 
compris les conséquences de ce fait lors de la construction du questionnaire. Au contraire, j'ai 
soigneusement choisi les phrases avec des IOs de la HA, au lieu des OBLs, pour limiter 
l'étude aux trois premiers niveaux de la hiérarchie. Le résultat est que toutes les phrases 
norvégiennes permettent l'effacement de la préposition, et c'est probablement cette possibilité 
qui a été transférée en français. 
On voit donc que pour les traductions de Q1, une analyse contrastive suffit pour expliquer les 
problèmes des répondants. Pour chaque fonction, les fautes dues aux différences entre les 
langues sont si nombreuses qu'il n'y a pas de différences significatives entre les sommes des 
phrases correctes et des phrases avec des fautes de transfert pour les différentes fonctions. Il 
paraît que la HA et l'HDM ne sont pas nécessaires pour prédire les difficultés de production. 
La possibilité reste que sans les différences grammaticales, les taux de succès auraient été 
pareils pour toutes les fonctions.
4.3 La hiérarchie d'accessibilité et les stratégies 
d'évitement dans Q2
Les réponses à la deuxième question brossent un tableau bien différent : Le tableau 3.15 
indique clairement qu'il y a une grande différence entre les fonctions si l'on exige les 
relativisations correctes. Contrairement à Q1, ces différences sont maintenues même en 
acceptant les fautes causées par le transfert, ce qui est montré dans le tableau 3.16. La 
différence entre les fonctions SU et DO sont significative, mais je n'ai pas calculé la valeur p 
pour la différence entre les catégories de mot nom et pronom. La raison est la grande 
différence entre les deux catégories de mot. Je suis assez sûr que l'explication ne se trouve pas
dans une différence générale entre les noms et les pronoms pour les relatives IO, mais plutôt 
dans la forme du pronom. Je pense qu'il est probable que les répondants n'ont pas compris le 
mot « lui » et ils ne savent pas qu'il exprime un COI-datif. Cette supposition est soutenue par 
le bilan des fautes. La phrase Q2.2 a produit un taux assez haut des prépositions orphelines, 
alors qu'il n'y en avait aucune pour la phrase Q2.4. Je propose que les répondants n'aient pas 
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trouvé la préposition cachée dans le pronom, et toute la structure de la phrase était obscure. Il 
n'est donc que la phrase avec un nom relativisé qui est comparable aux phrases DO, et l'on 
trouve que les taux de succès sont pareils pour ces phrases.
Pour expliquer les différences entre les fonctions, il faut étudier les choix faits par les 
répondants qui ne sont ni corrects ni le résultat du transfert. Le tableau 3.18 indique le nombre
des fautes divisées en trois catégories : La relativisation fausse, l'emploi du relatif comme 
connecteur et la réécriture sans relative. Dans les sous-sections suivantes, je discuterai ces 
trois catégories en rapport avec la HA. Finalement, dans la sous-section 4.3.4, je discuterai la 
possibilité d'expliquer les résultat par l'emploi des stratégies d'évitement.
4.3.1 Les relativisations fausses
La première catégorie comprend les réponses qui contiennent une relativisation, mais la 
relativisation a été fait sur un autre constituant que le constituant prévu. Ces changements de 
relativisation ne sont pas faits d'une façon aléatoire, il y a au contraire un système dans les 
choix des répondants, et c'est ici que l'on trouve des traces de la HA. Toutes les relativisations 
fausses sont des relativisations d'un SU dans les phrases DO et IO. Les répondants ont 
systématiquement choisi une relativisation qui se trouve plus hautes dans la hiérarchie. Les 
IOs ont été très difficiles, mais ils ont même évité les relativisations DO et ils ont opté pour 
aller jusqu'au sommet de la hiérarchie. Les résultats sont souvent des phrases grammaticales, 
mais le sens de la phrase a été changé, comme par exemple la réponse de R15 à Q2.2 : « Je 
vois la femme qui parle à la femme. » ou la réponse de R17 à Q2.4 : « Je rencontre Paul, qui 
lui donnes 10 euro. ». Ces résultats sont semblables à ceux des autres études qui utilisent le 
même types de questions que la mienne : Pavesi (1986, p. 117) a également trouvé des 
relativisations fausses et toutes ces relativisations se sont faites des constituants placés plus 
haut dans la HA. Malheureusement, elle les a classifiées avec les fautes d'évitement et les taux
ne sont pas comparables. De même, Eckman et al. (1988, p. 9) ont trouvé ce résultat. 
Retournant à l'article fondateur de Keenan et Comrie (1977, p. 88-89), on voit que ces 
résultats sont conformes à ce que prédit la HA. Les relativisations placées plus haut dans la 
HA se font plus facilement, et elles sont préférées même si le sens de la phrase change. Il y a 
toutefois des réponses où le répondant a réussi à maintenir le sens comme celui de R7 à Q2.2 :
« Je vois la femme qui parle avec Marie. ». La HA explique donc d'une façon très directe les 
choix de cette catégorie. Les études mentionnées traitent des relatives anglaises produites par 
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des locuteurs des différentes langues maternelles, mais dont la plupart parlent une langue 
romane. Les répondants de Pavesi (1986, p. 78-79) étaient tous italiens, alors que 12 sur 36 
des répondants d'Eckman et al. (1988 , p.7) parlaient espagnol. Mes répondants, qui parlent 
une langue germanique, montrent les mêmes tendances en apprenant une langue romane, en 
l'occurrence le français.
4.3.2 Le relatif comme connecteur
La deuxième catégorie comprend les fautes que j'ai considérées des exemples du relatif 
servant du connecteur. Ce sont les réponses où les deux phrases n'ont pas changé du tout, mais
où elles sont liées avec un relatif. Un exemple est la réponse de R10 à Q2.5 : « Marie a une 
chemise verte qui elle la porte aujourd'hui. » Le répondant a fait la coordination entre les deux
phrases et le « relatif », qui n'est plus un relatif dans cet emploi, sert d'une sorte de 
conjonction de coordination au lieu d'être un subordonnant. Ma proposition est qu'il a voulu 
exprimer le sens d'une phrase telle que « Marie a une chemise verte et elle la porte 
aujourd'hui. » Le résultat n'est jamais une phrase grammaticale ni en français ni en norvégien 
(si l'on fait une traduction directe). J'ai choisi une interprétation de ces réponses qui est 
différente de celles de Pavesi (1986, p. 117) et Eckman et al. (1988, p. 9). Pavesi a considéré 
les réponses de ce type comme des exemples de la rétention du groupe nominal relativisé, 
c'est-à-dire l'emploi des noms et pronoms résomptifs. Eckman et al. ont fait le même choix. 
Voici mes justifications pour mon choix :
La première se base sur la cohérence des réponses des répondants. S'ils acceptent vraiment les
constituants résomptifs, cette acceptation devrait se faire visible aussi pour les phrases avec 
un constituant résomptif dans la troisième question. À partir des données, on peut faire le 
tableau 4.1 qui ne présente que les évaluations de ceux qui ont produit au.moins une 
occurrence d'une coordination des deux phrases avec le relatif comme connecteur. 
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Phrase Erreur
du cas
Constituant
résomptif
Évaluations de élèves, effectif Moyenne
n = 12
Moyenne
n = 26C (1) PC (2) PIC (3) IC (4)
Q3.12 PRONOM 0 0 4 8 3,67 3,58
Q3.14 X PRONOM 1 1 0 10 3,58 3,58
Q3.3 NOM 0 1 3 8 3,58 3,65
Q3.11 X NOM 1 1 2 8 3,42 3,54
Tableau 4.1: Les évaluations des phrases DO contenant un constituant résomptif, échantillon
limités à ceux qui ont produit au moins une réponse avec le code « Relatif sert de
connecteur » à Q2. La moyenne est comparée à la moyenne de tous les répondants.
On voit que les moyennes ne diffèrent guère des moyennes de toute la population. Il y a une 
petite différence pour Q3.11, qui serait plus grande si l'on calculait la dernière moyenne 
limitée aux 14 répondants qui n'ont produit aucune « conjonction ». Mais au lieu de faire ces 
calculs et de tester si la différence est significative, je me contenterai de faire une analyse 
qualitative des réponses. En fait, sur les cinq acceptations totales ou partielles, trois sont faites
par le même répondant, R14, et ce répondant n'a produit qu'une seule conjonction à Q2 : La 
réponse « Je vois la femme que Marie parle avec la femme », préférant des réécritures avec 
une vraie conjonction comme « Le chat joue avec la souris et il mange la souris. » ou une 
juxtaposition des phrases comme « Je rencontre Paul, il lui donnes 10 euros. », même si la 
dernière contient un changement du sujet de la deuxième phrase. Les rejets des constituants 
résomptifs sont donc à un niveau très élevé pour tous les répondants.
Deuxièmement, je pense que l'explication se trouve partiellement dans les instructions de la 
question. Il n'est pas clair que le but de la question est de formuler des phrases relatives. Une 
lecture possible des instructions est qu'il faut lier les phrases avec des mots tels que « qui », 
« que » ou « lequel » en faisant le moins de changements possibles, et les répondants ont suivi
les instructions à la lettre : Ils n'ont rien changé et ils ont inséré l'un des mots entre les phrases.
Il est donc possible qu'ils pensent qu'ils ont suivi les instructions, même s'ils n'aiment pas le 
résultat, ce qui est montré par les résultats de Q3.
Il n'est pas impossible que j'aie vraiment trouvé des occurrences des constituants résomptifs, 
mais je trouve que les explications alternatives sont assez bonnes, et je n'ose pas conclure que 
j'ai trouvé ce phénomène chez mes répondants. J'ai peut-être choisi une définition des 
constituants résomptifs qui est trop étroite. J'ai basé mon interprétation à la supposition que 
les répondants n'ont pas compris qu'ils ont essayé de former des relatives. S'ils l'ont compris, 
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toutes les phrases « relatif sert de connecteur » devraient être reclassées en « constituant 
résomptif ».
4.3.3 Réécriture sans relative
Cette catégorie, qui a aussi vu un nombre de réponses, trouve certainement son explication 
dans les instructions. J'ai écrit de « utiliser des mots comme ''qui'', ''que'', ''lequel'' et d'autres 
mots pareils » et il est bien possible que ces autres mots incluent les conjonctions « et » ou 
« mais » pour les répondants. Les réponses de cette catégorie sont en général grammaticales, 
et il n'y a pas d'instructions qui exigent, quoi qu'il en soit, l'emploi des relatives. Les 
juxtapositions sont peut-être plus discutables, mais pour les répondants ce choix peut sembler 
meilleur que les options alternatives. 
4.3.4 Les stratégies d'évitement
Les choix dans les trois catégories ont tous un taux élevé pour les phrases DO et IO, et un 
taux très bas pour les phrases SU. Pour les relativisations fausses, la HA donne une bonne 
explication pour cette différence. Les relativisations qui sont à un niveau plus élevé dans la 
HA se font plus facilement et cette stratégie n'est donc jamais applicable pour les relatives SU.
Quant aux deux autres catégories, pourquoi y a-t-il une si grande différence entre les 
fonctions ? Il faut se souvenir que pour les traductions de Q1, presque tous les répondants ont 
fourni des relatives qui contenaient au maximum des fautes dues au transfert. Je pense que la 
réponse se trouve dans la combinaison entre l'emploi de la HA de Keenan et Comrie (1977) et
les stratégies d'évitement proposées par Schachter (1974). Plus que l'on descend dans la 
hiérarchie, plus les relativisations semblent difficiles à faire, même s'ils ont réussi à Q1, et les 
répondants ont de plus en plus d'envie de trouver une autre solution que la relativisation. Dans
Q1, la structure de la phrase était fixée, mais Q2 a probablement donnée l'impression qu'il y 
avait d'autres stratégies acceptables, celles-ci ayant été choisies.
R24 présente un bon exemple de cette hypothèse. Ce répondant n'a commis que des fautes de 
transfert à Q1 et les réponses à Q2 sont aussi assez correctes, sauf les erreurs du cas, pour les 
phrases SU et DO. Q2.2 a été faite par une préposition orpheline « Je vois la femme qui Marie
parle avec », mais à Q2.4, le répondant a opté pour une coordination, même s'il a compris le 
mot « lui » et le résultat était : « Je rencontre Paul et tu donnes 10 euros a lui ». Ces choix 
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peuvent aussi être influencés par la restrictivité des relatives. Je discuterai cette possibilité 
dans la section 4.6.
4.4 Est-ce que j'ai refait Eckman, Bell et Nelson dans 
l'instruction de Q2 ?
Cette observation pourrait sembler secondaire, mais je voudrais la mentionner quand même. Il
est possible que j'aie fait une version minuscule de l'enquête d'Eckman et al. (1988). Dans 
l'introduction de Q2, j'ai fourni un exemple d'une relativisation pour montrer aux répondants 
le but de la question. J'ai choisi une relativisation du SU, et si l'on peut se fier aux résultats de 
cette enquête, les répondants trouveront la généralisation du processus aux fonctions DO et IO
très difficile. Peut-être l'exemple a-t-il servi comme modèle pour les phrases SU, mais la 
plupart des répondants n'ont pas réussi à faire les autres relativisations en utilisant le modèle. 
Il est peu probable que cela explique toutes les différences entre les taux de succès pour les 
différentes fonctions, mais la possibilité reste que la présence de cet exemple a influencé l'un 
des résultats centraux de mon étude.
4.5 Q2 est-elle une question artificielle sans rapport 
avec la réalité langagière ?
Il y a une grande différence entre Q1 et Q2. J'ai fourni quelques explications ci-dessus, mais 
la GMF offre une remarque qui peut contribuer à la compréhension des différences. La 
remarque présente l'idée que la grammaire générative explique la relativisation comme une 
enchâssement d'une phrase à relativiser dans une autre phrase avec le même groupe nominal 
(paraphrase de Riegel et al., 2009, p. 796). Après un exemple de deux phrases qui sont liées, 
la GMF dit :
Cette représentation peut être admise à titre purement descriptif, mais ne doit pas être considérée 
comme constituant une hypothèse sur la façon dont les sujets parlants construisent un énoncé comportant 
une proposition relative. Il n'y a pas d'opération réunissant deux phrases préexistante [mis en italique par 
moi]. 
                                             (Riegel et al., 2009, p. 796)
La citation implique que les locuteurs ne construisent pas les relatives en reliant deux phrases 
existantes. Si cela est correct, il est possible que Q2 fasse un test d'une compétence qui est 
bien différente de celle qui est requise pour faire les relatives dans la langue quotidienne. Les 
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résultats de Q2 peuvent être intéressants d'un point de vue théorique, mais pour une 
compréhension de ce qui se passe pendant la production naturelle des relatives, il est possible 
que les résultats de Q1 soient plus utiles. Eckman et al. (1988) peuvent avoir le même 
problème. Cela dit, le problème peut ne pas être trop grand. Il est possible que les bonnes 
connaissances sur la construction des relatives comme dans Q2 transfèrent facilement à la 
production réelle des relatives, ou peut-être que l'assertion de la GMF, aussi catégorique 
qu'elle puisse être, est simplement fausse. Quoi qu'il en soit, la partie orale de l'étude de 
Pavesi (1986, p. 72 ; p. 98) est faite d'une façon qui devrait obtenir des relativisations qui sont
produites d'une manière naturelle. Elle y a trouvé la même hiérarchie. Les résultats peuvent 
avoir une conséquence pédagogique : Il paraît que les répondants réussiront beaucoup plus 
souvent, s'ils se reposent sur la structure de la phrase dans la langue maternelle. Il y a 
néanmoins une autre explication, qui est proposée dans la section suivante.
4.6 Les effets de la restrictivité
Dans Q1, la restrictivité des phrases était une variable importante, mais seulement parce que 
la restrictivité porte sur la syntaxe des relatives en norvégien et en anglais : L'effacement du 
relatif n'étant permis que pour les relative restrictives non SU. Une analyse contrastive a 
prédit des problèmes de productions à cet égard, et le résultat l'a confirmé. Après la 
conception du questionnaire, j'ai compris l'importance potentielle de la différence entre les 
relatives restrictives et non restrictives. Luzi (2012) a étudié la production des relatives 
pendant un examen oral en italien passé par des étudiants à deux niveaux différents, B1 et C2.
Elle a trouvé que les étudiants au niveau B1 utilisent très souvent la coordination pour 
exprimer la relation entre deux phrases, même si une relativisation était possible. Au niveau 
C2, l'emploi des coordinations est considérablement réduit. L'important, c'est que cette 
différence existe uniquement pour les relatives non restrictives. Comme les répondants de 
mon étude sont, au maximum, au niveau B1, mais plus probablement au niveau A2, on peut 
s'attendre à ce qu'ils préfèrent la coordination à la relativisation pour les relatives non 
restrictives.
La question est donc : Les paires de phrases de Q2 expriment-elles des relatives restrictives où
non restrictives ? La réponse est difficile. Q2.4 est certainement non restrictive, car la 
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deuxième phrase n'est pas nécessaire pour identifier la personne dont on parle. Pour les autres,
la situation est moins claire. Les phrases relatives formées selon mon intention seraient 
probablement le plus souvent considérées comme des relatives restrictives, mais dans la 
question, la séparation en deux phrases implique que la référence de l'antécédent prévu de la 
première phrase est déjà connue. En ce cas, les phrases relatives sont en fait non restrictives ! 
Selon Luzi, le processus de formation des relatives est différent pour les restrictives et les non 
restrictives. En conséquence, il est possible que les résultats des enquêtes sur les relatives 
soient différents pour les deux types. L'article fondateur du Keenan et Comrie (1977) limite la
définition des relatives aux relatives restrictives, mais l'étude de Eckman et al. (1988), qui se 
base sur la HA de Keenan et Comrie, utilise le même type de paires de phrases à joindre que 
dans mon étude, et on peut peut-être discuter s'il est évident que la HA est applicable aux 
relatives non restrictives5. 
Retournant à mon étude, je note que le taux élevé d'application d'autres stratégies que la 
relativisation peut être causé par le fait que les phrases sont essentiellement non restrictives. 
Mes répondants, étant à un niveau assez bas, préfèrent souvent la coordination, et ils ne sont 
pas déjà arrivés au niveau où les relativisations remplacent les coordinations même pour les 
non restrictives. Il n'est malheureusement pas possible de dépasser les spéculations à la base 
de mes données. La conception du questionnaire ne permet pas de comparer la formation des 
relatives restrictives et non restrictives sans facteurs de confusion. Q2 présente seulement les 
relatives non restrictives et la question destinée à l'examen des différences entre les deux 
types, Q1, présente aux répondants une structure prédéterminée à laquelle il est difficile 
d'échapper. Il faut se souvenir aussi que l'étude de Luzi concernait la production orale 
spontanée des relatives, ce qui est une situation bien différente d'un questionnaire avec des 
questions écrites.
4.7 Les jugements de grammaticalité et le rôle de 
l'intuition linguistique (Q3)
Les deux questions destinées à sonder l'intuition linguistique des répondants étaient Q3 et Q4.
Le but de la quatrième question était de découvrir si les répondants possédaient des 
5 J'ai me suis rendu compte de cette possibilité vers la fin de la rédaction du mémoire, et je n'ai pas le temps de 
la poursuivre, mais une recherche rapide en ligne me fait connaître que je ne suis pas le premier qui a eu cette 
idée.
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connaissances linguistiques sur les points subtils d'une L2 qui se distinguent de la langue 
maternelle. Je vais commencer par discuter les résultats de la phrase anglaise. Puis, je vais 
continuer aux évaluations des phrases de Q3. Je voudrais savoir si les répondants peuvent 
reposer à l'intuition, et comment ils traitent les phrases qui contiennent des traits particuliers. 
Ce dernier inclut les noms et pronoms résomptifs, qui ne sont acceptables ni en norvégien ni 
en français, les prépositions orphelines, où il y a une grande différence entre le français et le 
norvégien, et l'effacement des relatifs, ce qui est inacceptable en français. 
4.7.1 La relative anglaise
En norvégien, la restrictivité porte sur la possibilité d'effacer le relatif, mais elle ne porte pas 
sur la forme du relatif comme elle le fait en anglais. Il était donc intéressant de savoir si les 
répondants étaient capables de voir que l'emploi de « that » n'était pas acceptable dans une 
relative non restrictive. Le rejet de la phrase par la grande majorité des répondants, 23 sur 26, 
voir tableau 3.25, montre qu'ils en sont vraiment capables. Le plus intéressant, de mon avis, 
est l'absence presque totale de références à des règles formelles dans ce groupe. Personne n'a 
offert une explication fondée explicitement sur la grammaire pour l'agrammaticalité de 
« that » dans ce contexte. Ils s'en sont tous remis à l'intuition et à ce qu'ils pensent que 
« semble bon ». Sur cette base, j'ose deviner que la distinction entre les relatives restrictives et
non restrictives n'est pas parmi les thèmes enseignés en Norvège dans les cours d'anglais, 
mais les répondants savent néanmoins que la phrase est mauvaise. Il y avait même un 
répondant, R3, qui a rejeté la phrase sans une bonne explication en soi, mais qui a écrit qu'il y 
avait deux éléments d'information dans la phrase. En fait, cela est le plus proche à une 
explication de la restrictivité à laquelle personne n'est parvenu. Cette question simple connaît 
pourtant des problèmes qui invitent à émettre des réserves : Il est possible que les répondants 
n'utilisent jamais le relatif « that ». Il est peu probable, mais sans demander l'évaluation d'une 
phrase où l'emploi de « that » est correct, cela reste envisageable. Il est aussi possible que 
certains parmi ceux qui ont accepté la phrase aient choisi une interprétation telle que « I went 
to London. That is the capital of Britain ». R1, que j'ai classifiée comme étant à tort, a écrit un
commentaire qui peut permettre une telle explication. En ce cas, il n'est pas correct de 
classifier la réponse comme une faute.
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4.7.2 Les constituants résomptifs
Les influences de l'anglais et du français ne sont pas comparables en Norvège. 
L'enseignement de l'anglais commence très tôt, et l'anglais a une présence dans la vie 
quotidienne en Norvège à un autre niveau que le français. Par exemple, les émissions et les 
films ne sont pas doublés en norvégien, sauf pour les plus petits. La question est donc de 
savoir si les répondants peuvent évaluer la grammaticalité des relatives françaises, même sans
connaissances des règles. Si les résultats en anglais peuvent être considérés clairs, les résultats
en français sont moins clairs. Comme on le voit dans le tableau 3.24, les évaluations sont très 
variables. Le rejet des pronoms et noms résomptifs pour les phrases DO est presque unanime. 
Pour toutes les phrases, la médiane se trouve dans la catégorie « incorrecte » et pour les 
pronoms résomptifs, il n'y avait que six évaluations qui les ont acceptés. On peut comparer le 
taux de 6 sur N = 52, ce qui est environ 11,5 %, avec le taux d'acceptations fautives des 
pronoms résomptifs chez Tarallo et Myhill (1983, p. 63) qui était de 34 % (N = 55) pour les 
relativisations de DO. Il est à noter que Tarallo et Myhill ont compté l'incertitude comme une 
demie-acceptation. Si je compte les neuf évaluations de « peut-être incorrecte » comme 4,5 
acceptations, le taux s'élèvant à 20,2 %. Les résultats pour les noms résomptifs sont pareils, en
fait il y avait un rejet de plus comparé aux pronoms. Les répondants ont fait appel à l'intuition 
un peu plus souvent qu'aux règles, mais la différence n'est pas grande (cf. le tableau 3.22). On 
peut noter que l'appel aux règles était au niveau le plus bas pour la question qui était la 
première à apparaître dans le questionnaire. Q3.3 n'a vu qu'une seule application des règles, 
avec quatre applications de plus en combinaison avec l'intuition. Les trois autres questions du 
même type ont vu un taux plus élevé de l'application des règles. Il est possible que les phrases
DO avec le cas correct et un nom résomptifs semblent plus mauvaises que le cas incorrect où 
les pronoms résomptifs, mais je trouve qu'il est plus probable que cet écart est dû à l'ordre des 
questions plutôt que les qualités innées des phrases. 
Les évaluations étaient bien différentes pour la seule occurrence d'un pronom résomptif en 
fonction SU. Pour Q3.9, la médiane se trouve dans l'acceptation réservée, et la moyenne est à 
peine au côté de l'acceptation. C'est un résultat curieux si l'on le compare aux évaluations des 
DOs résomptifs, mais l'explication se trouve probablement dans la phonétique. Les 
évaluations de cette phrase sont très polarisées, et le mode, c'est-à-dire l'alternatif le plus 
choisi, est en fait le rejet total. Je pense qu'un grand nombre des répondants ont lu les mots 
« qu'il » comme le mot « qui » et ils ont choisi d'accepter. Ceux qui ont découvert qu'il s'agit 
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d'un relatif suivi par un pronom résomptif, rejettent la phrase comme ils l'ont fait pour les 
autres phrases avec de tels pronoms. Cela reste néanmoins des spéculations. Sans une phrase 
contrôle tel que « J'ai un chien qui il s'appelle Fido », il est en principe impossible de savoir si
le résultat est en fait dû à la lecture erronée.
4.7.3 Les prépositions orphelines
Comme je l'ai expliqué en section 1.6, les prépositions orphelines sont très marquées, et 
j'avais attendu pour cette raison qu'elles sont rejetées par les répondants. Pour Q1, les 
prépositions orphelines étaient assez rares, mais cela peut être causé par la possibilité de 
supprimer la préposition en norvégien. La phrase de Q2 qui contient une préposition explicite 
(Q2.2) a vu une production considérable des prépositions orphelines avec 8 occurrences sur 
les 10 occurrences des relativisations plus ou moins correctes, les fautes de transfert permises.
Comme je l'ai commenté ci-dessus, les phrases de Q1 et Q2 comportent des lacunes à cet 
égard, mais les évaluations de Q3 permettent l'examen de ce thème.
On voit dans le tableau 3.24 que les trois relatives IO avec une préposition orpheline sont 
toutes plus acceptées que les trois relatives sans une telle préposition, même si ce dernier 
groupe contient la phrase correcte. Celle-ci est rejetée par une grande majorité en utilisant 
l'intuition. Il paraît donc que les prépositions orphelines sont considérées comme le choix 
préféré, malgré le degré de marquage très élevé de cette construction. Comment peut-on 
expliquer ce résultat ? Je pense que la réponse se trouve dans ce que Ortega (2009, p. 118) 
appelle « comportement de la forme U ». Ce terme est souvent appliqué à un développement 
linguistique des apprenants où les débutants dans une L2 transfèrent avec succès un trait qui 
est marqué, mais pareil dans les deux langues, alors que les apprenants intermédiaires 
s'arrêtent de faire le transfert parce qu'ils découvrent que le trait est en fait marqué. Le trait 
retourne au niveau avancé quand les apprenants comprennent que le trait marqué est en fait le 
même dans la L1 et la L2. L'explication donnée par Ortega (2009, p. 39) est que les débutants 
reposent sur une interlangue qui est toujours fortement influencée par la L1. Il est évident que 
les répondants de mon étude n'ont quasiment aucune connaissance des relatives IO. Ils sont 
donc au début de la forme U, mais cette fois le résultat est agrammatical dans la langue cible. 
Je crois aussi que les évaluations des répondants sont influencées par le fait que l'anglais 
accepte les prépositions orphelines, et ils connaissent donc deux langues qui les permettent.
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Il est très difficile de trouver l'effet de l'emploi des règles et de l'intuition pour ces phrases. 
(Voir tableau 3.22.) Les trois phrases avec des prépositions orphelines sont placées au début, 
au milieu et à la fin du questionnaire. Le nombre de répondants qui se sont appuyés sur 
l'intuition augmente vers la fin, mais les résultats sont variables : Pour Q3.1, l'emploi des 
règles semble supérieur à l'intuition, mais à la fin la situation s'est inversée. Il est probable que
cet effet est produit par l'ordre des phrases, ou simplement par hasard puisqu'on ne peut pas 
dire que les différences sont significatives.
4.7.4 L'effacement du relatif
Il y avait trois phrases avec un relatif effacé. (Voir tableau 3.22.) Les répondants ont très 
souvent utilisé l'intuition pour déterminer l'évaluation de ces phrases. Pour les phrases qui 
seraient grammaticales en norvégien, les réponses basées sur l'intuition sont divisées presque 
en deux, alors que l'application de règles montre une très forte variation : La phrase DO est 
rejetée correctement par 4 sur 5 répondants, mais la phrase IO est acceptée à tort par 5 sur 5. Il
est tentant de commencer à en chercher des explications profondes, mais les taux sont très 
faibles, et il est bien possible que le résultat soit dû à la chance. L'acceptation de l'effacement 
par un nombre de répondants est évidemment le résultat du transfert du norvégien, et cela 
n'est pas une surprise si l'on a corrigé des rédactions écrites par des élèves, car le mot « que » 
a certainement une tendance à disparaître. Le transfert est probablement la raison du fort rejet 
de la phrase Q3.6. Le problème pour les répondants n'est pas l'effacement du relatif, mais le 
placement de la préposition. Le rejet est quasiment au même niveau que les deux autres 
phrases où la préposition est placée devant la relative, mais il y a une variation entre les 
formes « qui » et « que ».
4.7.5 Une explication pour le manque d'intuition en français
En considérant toutes les évaluations de Q3, on voit que les répondants acceptent les phrases 
qui ont une forme qui aurait été grammaticale en norvégien. Il paraît donc qu'ils s'appuient sur
la grammaire norvégienne pour leurs évaluations de grammaticalité. Cela implique qu'ils 
acceptent même les phrases qui contiennent des traits très marqués, comme les prépositions 
orphelines. L'explication peut être trouvée chez Ortega (2009, p. 113). L'interlangue est 
influencée par la fréquence de l'input linguistique, et je propose que la fréquence des relatives 
soit faible pour les répondants. Le manuel scolaire qu'ils ont utilisé pour la première année du 
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lycée, contient des textes qui sont écrits avec soin (Hønsi, Kjetland, Liautaud, 2013). Les 
relatives sont introduites vers la fin du livre, et les relatives sont très rares dans les textes qui 
précèdent le chapitre sur les relatives. Les relatives IO sont encore plus rares et il est probable 
qu'ils n'ont presque jamais lu ou écouté une telle relative. On pouvait s'attendre à ce que les 
prépositions orphelines soient moins acceptées, mais comme ils ont déjà appris l'anglais, qui 
permet les prépositions orphelines, il est probablement plus facile de les accepter dans une 
troisième langue.
4.8 La cohérence des réponses et la hiérarchie 
d'accessibilité
Cette section est consacrée à l'examen des cohérences entre les réponses individuelles. 
J'utiliserai l'échelle de Gutman pour les différences entre les fonctions et j'examinerai les 
résultats « intra-fonctionnels », c'est-à-dire entre les deux phrases avec la même fonction à 
relativiser.
Un autre tableau qui sert à illustrer la HA pour Q2 est l'échelle de Guttman dans le tableau
3.21. Selon la HA, un locuteur devrait maîtriser les relativisations à un niveau plus haut avant 
de maîtriser les relativisations aux niveaux plus bas. L'échelle de Guttman soutient très bien 
cette implication, et il y seulement deux répondants qui montrent un résultat qui contredit 
légèrement l'hypothèse : R18 et R25, mais comme je vais le montrer ci-dessous, les échecs 
représentent probablement un effet aléatoire. J'ai encore une fois accepté toutes les fautes de 
transfert. En se référant au détails du déroulement de l'étude de Pavesi, cela est probablement 
nécessaire pour avoir des résultats comparables : En fait, elle a instruit ses répondants de ne 
pas supprimer la préposition à la fin de la relative. Au total, j'ai trouvé les mêmes résultats que
Pavesi (1989, p.83 ; p. 95) et il paraît que la HA est très utile pour comprendre et prédire les 
résultats des répondants.
Pour Q1, comme j'ai l'ai montré avec les calculs qui suivent le tableau 3.11, la HA paraît être 
moins applicable, et j'en ai déjà discuté les raisons dans la section 4.2. On voit qu'à Q2 aussi, 
il y a une variation du résultat même pour les phrases qui sont du même type. Le tableau 3.20 
montre les résultats pour les phrases DO pour tous les répondants qui ont réussi à une phrase 
au minimum. Les dix répondants qui ont réussi à une seule phrase sont parfaitement répartis 
entre les deux catégories de mot, cinq pour chacune. Les résultats sont en fait très proches de 
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la possibilité de supposer que la probabilité de réussir à une relativisation DO est 10/26, et 
ceux qui ont réussi aux deux ne sont pas plus nombreux de ce que l'on peut qualifier par la 
chance.
4.9 Les sources possibles d'erreurs
Jusqu'ici, dans tout le mémoire, j'ai mentionné des sources possibles d'erreurs. Il y en a 
plusieurs, et je les présenterai dans les sous-sections suivantes. Il y a quelques reprises, mais 
j'ai voulu présenter les problèmes les plus importants dans sa propre section.
4.9.1 L'échantillon
L'échantillon, choisi au début pour une étude préliminaire, peut paraître assez petit, et si 
j'avais continué à la deuxième étape, l'échantillon aurait été plus grand, probablement. En fait,
le problème n'est pas vraiment la taille de l'échantillon, mais les membres de l'échantillon. Si 
l'on emploie correctement les analyses statistiques, le seul problème est que les déviances 
doivent être assez grandes pour obtenir des valeurs p qui indiquent des résultats significatifs. 
Si la population est trop petite, même la plus grande différence possible pourra être trop 
petite. Mes premiers calculs m'ont montré qu'il était possible de dépasser le seuil de 
signification pour les résultats le plus importants, et je me suis contenté de la première étape 
de cette étude. Avec un petit échantillon, il est aussi plus difficile de trouver des différences 
significatives pour les effets plus faibles, mais avec une citation de Ilse Lehiste : « Bien sûr 
c'est significatif, mais est-ce important ? » (cité par Johnson, 2008, p. 57). Je ne cherche pas 
les effets minuscules. On peut aussi noter que la taille n'est pas très différente de celle de 
plusieurs études fondamentales, comme par exemple Eckman et al. (1988) qui n'avaient que 
36 répondant divisés en quatre groupes de neuf (mais ces groupes ont été très soigneusement 
composés).
Le plus grand problème est le fait que tous les répondants sont tirés de deux classes au même 
lycée. Ils ont utilisé le même manuel scolaire, les professeurs ont fait presque les mêmes 
choses, et bien que les élèves aient appris le français pendant trois années dans des collèges 
différents, le nombre de collèges est très limité et ils se trouvent tous dans la même région. Le
problème potentiel n'est pas la taille de l'échantillon, mais que l'échantillon n'est pas 
représentatif pour les élèves norvégiens en général.
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4.9.2 Le risque des bonbons verts
Ma méthode pour organiser les données, combinée avec les questions de recherche très 
ouvertes, augmentent le risque de commettre la faute décrite à l'annexe B. La nature de la 
valeur p veut dire qu'un seuil de signification de 5 % entraîne le risque de rejeter à tort 
l'hypothèse nulle une fois sur 20, même si l'on teste uniquement pour les différences qui 
n'existent pas en réalité. Par exemple, dans le tableau 3.20, les répondants sont organisés dans 
de longues séquences, sauf le premier. Quelle est la probabilité d'avoir un tel échantillon par 
hasard ? Je n'ai pas fait les calculs, mais elle est probablement assez petite. Y a-t-il une 
corrélation entre les nombres assignés par moi au hasard et les connaissances linguistiques ? 
Certainement pas, mais j'ai refait l'analyse des phrases concernées pour exclure la possibilité 
d'une erreur systématique du codage.
Un autre exemple est le tableau 3.22. C'est ici que les difficultés de la taille de l'échantillon se 
sont fait voir, car il était impossible de trouver des différences significatives. En fait, la valeur 
p pour la différence entre l'emploi de l'intuition et l'emploi des règles pour la dernière phrase, 
Q3.15, est à peine inférieur au seuil de signification, p ≈ 0,04, mais comme je dois faire le test
16 fois, le résultat peut se produire par hasard. Néanmoins, j'ai essayé d'interpréter les 
résultats.
4.9.3 Les instructions imprécises et les problèmes de vocabulaire
Surtout Q2 est influencée par ce problème. Plusieurs répondants parmi ceux qui ont choisi la 
réécriture sont peut-être capables de faire des relatives s'ils veulent, mais les instructions 
n'étaient pas assez précises. C'est pour cette raison que j'ai opté pour une interprétation 
d'évitement, mais bien qu'il soit intéressant d'étudier les données de ce point de vue, la 
possibilité reste que les répondants ont opté pour des interprétations différentes et que 
plusieurs effets sont confondus dans les données.
Il y avait des problèmes de vocabulaire, comme par exemple le problème de « lui » dans 
Q2.4. Moi, j'ai aussi commis une fautes : Q2.3 aurait été changé à « Le collègue vient de 
France ».
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5 Conclusion
Dans ce dernier chapitre, je commencerai par présenter mes réponses aux cinq questions de 
recherche. Ensuite, on trouvera une section sur les idées pour une éventuelle deuxième étape
5.1 Les questions de recherche
5.1.1 QR1 : La hiérarchie d'accessibilité
Voilà la formulation complète de la première question de recherche :
QR1 : La hiérarchie d'accessibilité est-elle applicable pour des apprenants du français L2
ayant le norvégien comme L1 et l'anglais comme L2 ?
En s'appuyant sur Q2, il semble que la réponse soit affirmative. J'ai retrouvé les tendances de 
l'étude de Pavesi (2006), même l'échelle de Guttman. Il est fort possible que les résultats 
soient partiellement dus à l'évitement, mais en ce cas la propension d'éviter s'élève en 
descendant dans la hiérarchie. Cela soutient aussi la proposition que la HA est importante 
pour l'acquisition des relatives. Les résultats de Q1 sont moins clairs, et il paraît que la 
présence d'un modèle norvégien influence fortement les choix des répondants, et presque 
toutes les fautes peuvent être expliquées par le transfert. La HA peut être applicable, mais 
l'effet est confondu avec le transfert. Pour Q3, la phrase correcte est la phrase la plus acceptée 
pour la fonction SU, pour la fonction DO, la phrase correcte est à la deuxième place, alors que
pour la fonction IO, la phrase correcte est moins acceptée que les trois phrases avec une 
préposition orpheline. Ces résultats semblent obéir à la HA.
5.1.2 QR2 : Quelles sont les erreurs ?
La deuxième question concernait les erreurs produites par les répondants.
QR2 : Quelles sont les erreurs de la production des phrases relatives en français ?
Pour la traduction, presque toutes les erreurs sont des erreurs que l'on peut prédire à partir 
d'une analyse contrastive des langues (marquée par AC dans les listes suivantes). Les erreurs 
qui se sont présentées plus de cinq fois sont :
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1. Les erreurs du cas, où le répondant a mis « qui » au lieu de « que » ou vice versa. 
(AC)
2. L'effacement du relatif. (AC)
3. Les prépositions orphelines (AC)
4. L'effacement de la préposition. (AC) Malheureusement je n'ai pas compris 
l'importance de cette possibilité lors des tests de l'étude.
5. Les réécritures sans relative. Probablement le résultat d'une stratégie d'évitement.
Pour la deuxième question, la liste des erreurs avec plus de cinq occurrences est différente :
1. Les erreurs du cas. (AC)
2. Les prépositions orphelines (AC)
3. La relativisation fausse. Les répondants ont essayé de faire la relativisation dans une 
position plus élevée de la HA.
4. Le relatif sert de connecteur. Le résultat est agrammatical en français comme en 
norvégien.
5. Les réécritures sans relative. 
Il y avait plus de réécritures pour la deuxième question, ce qui est probablement causé par les 
instructions imprécises.
5.1.3 QR3 : La construction des relatives IO
La troisième question de recherche se concentrait sur les compléments d'objet indirect.
QR3 : Plus précisément : Comment les élèves norvégiens construisent-ils la 
relativisation des compléments d'objet indirect ?
La réponse courte : Ils n'ont aucune idée. À l'exception d'un seul répondant, ceux qui essayent
de construire les relatives IO optent pour une traduction directe à partir d'une phrase 
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norvégienne, ce qui a produit beaucoup de fautes de transfert. La plupart ne reconnaissent 
même pas la forme correcte quand ils la voient dans Q3.
5.1.4 QR4 : L'explication des erreurs
La quatrième question concerne les explications pour toutes les erreurs qui sont faites.
QR4 : Comment ces erreurs peuvent-elles être expliquées ?
Évidemment, les transferts du norvégien expliquent un grand nombre d'erreurs. Les stratégies 
d'évitement expliquent la plupart des autres. Il paraît que les évitements sont de plus en plus 
préférés, plus on descend dans la HA, mais si la structure de la phrase relative est déjà 
donnée, comme pour les traductions, presque toutes les erreurs sont dues au transfert.
5.1.5 QR5 : Le rôle de l'intuition
La dernière question cherchait à trouver des traces de la grammaire universelle et de 
l'intuition. 
QR5 : Est-il possible que les élèves aient de l'intuition sur la formation des phrases 
relatives ?
Comme je l'ai commenté dans la sous-section 4.7.5 : La réponse est négative. Elle compte 
pour l'anglais, mais pas pour le français. L'input linguistique a probablement été trop faible
5.2 Des propositions pour la deuxième étape
Si quelqu'un veut faire la deuxième étape de l'étude que j'avais envisagée au début du travail 
de ce mémoire, je voudrais offrir quelques propositions pour faire avancer l'enquête :
• Si l'on veut étudier les relativisations IO, il faudra trouver des répondants qui ont vu 
plus de relatives du ce type.
• Le choix d'utiliser les relativisations IO au lieu d'OBL était mauvais. Par exemple, au 
lieu d'utiliser « parler à », il vaut mieux utiliser « parler avec ». Il faut éviter les 
pronoms datifs, comme « lui ».
79
• Les instructions doivent être plus claires. Surtout pour la deuxième question.
• Si l'on garde la deuxième question, on devrait considérer marquer les constituants à 
relativiser.
• Pour éviter le problème avec la différence entre les relatives restrictives et non 
restrictives, on peut remplacer la deuxième question par une variante de la méthode 
utilisée par Pavesi (1986, p. 72) pour la partie orale. Il est probablement possible de le 
faire à l'écrit.
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Annexe A
Undersøkelse ved XXXXXXXX 23.10.2014
Dette spørreskjemaet er en del av et mastergradsprosjekt som tar sikte på å avdekke hvordan 
norsktalende elever lærer seg en spesiell del av den franske grammatikken. Jeg takker for at 
du ønsker å stille opp. 
Det er viktig at du tenker på at dette ikke er en prøve. Det er derfor viktig at du svarer så ærlig 
som mulig. Spesielt er det viktig at du prøver å besvare, selv om du tror at svaret ditt er 
«feil». For studien er det faktisk slik at det er de svarene som avviker fra standard fransk som 
er er de mest interessante. 
Vennligst gjør én oppgave om gangen. Ikke gå tilbake og «rett» på svar, selv om du skulle 
komme på noen nye regler.
Du kan gjerne spørre om hjelp til å oversette enkeltord eller å forstå ord i den franske teksten.
Ikke dvel for lenge ved hver oppgave heller. Så fort du mener du har et svar, skriver du det 
ned og går videre.
Svararkene skal ikke merkes med navn eller noe annet som kan brukes til å identifisere deg. 
Slik bevares anonymiteten.
Hvis du skulle ønske å trekke deg fra studien, må du la være å levere inn skjemaet.
Jeg vil igjen takke for din deltagelse!
1. Noen oversettelser
Oversett de følgende setningene til fransk. Prøv å velge en uttrykksform på fransk som ligger 
nærmest mulig den norske setningen.
1 Dette er min tante Agathe, som jeg ofte ringer til.
2 Jeg har en bror som heter Pierre. 
3 Jeg har en tante jeg sender brev til.
4 Jeg har en fetter som jeg gir gave til hver jul.
5 Boken som jeg leser, heter «L'étranger».
6 Skjorten jeg kjøpte i går, er hvit.
7 Chantal, som jeg møtte i Paris, kommer til Norge.
8 Jeg reiser til Paris, som er hovedstaden i Frankrike.
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2. Noen sammenskjøtinger
Slå sammen disse setningene slik at det blir én setning med ett punktum til sist. Bruk ord som 
«qui», «que», «lequel» og lignende for å skjøte dem sammen. Prøv å bare gjøre de endringene
som er nødvendige.
Her er et eksemperl:
Oppgave: Fido mange les plantes. Les plantes sont dans le jardin.
Svar: Fido mange les plantes qui sont dans le jardin.
1 Pierre a une sœur. Elle aime jouer au foot.
2 Je vois la femme. Marie parle à la femme.
3 J'ai un collègue. Le collègue vient de la France.
4 Je rencontre Paul. Tu lui donnes 10 euros.
5 Marie a une chemise verte. Elle la porte aujourd'hui.
6 Le chat joue avec la souris. Il mange la souris.
3. Noen grammatikalitetsvurderinger
For hver av disse setningene skal du  vurdere hvor riktige de høres ut. Marker også hvordan 
du har gjort din vurdering. Kryss av for «bruker regler» hvis du på en eller annen måte har 
brukt en generell regel for å vurdere setningen. Kryss av for «bruker intuisjon» hvis setningen
rett og slett «høres» rett eller gal ut, uten at du trenger å tenke på en regel. Hvis du har en 
intuitiv oppfatning, men etterpå kommer på en regel, krysser du av for begge.
[Je montre les cases seulement pour la première phrase.]
1 Je connais l'homme qui tu parles à.
 Din vurdering:
[  ] Riktig [  ] Kanskje riktig [  ] Kanskje feil [  ] Feil
Hvordan fant du svaret:
[  ] Bruker regler [  ] Bruker intuisjon
2 J'ai un chien qui s'appelle Fido.
3 J'aime le livre que tu lis le livre.
4 J'aime le livre tu lis.
5 J'aime le livre qui tu lis.
6 Je connais l'homme à tu parles.
7 Je connais l'homme que tu parles à.
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8 Je connais l'homme à que tu parles.
9 J'ai un chien qu'il s'appelle Fido.
10 J'aime le livre que tu lis.
11 J'aime le livre qui tu lis le livre.
12 J'aime le livre que tu le lis.
13 Je connais l'homme à qui tu parles.
14 J'aime le livre qui tu le lis.
15 Je connais l'homme tu parles à.
16 J'ai un chien que s'appelle Fido.
4. And now for something completely different...
Forklar hva du synes om den følgende setningen. Er den rett? Gal? Er meningen litt rar? Bør 
den endres på noe vis? (Det skal ikke være noe punktum etter «London».)
«I went to London that is the capital of Britain.»
5. Litt bakgrunnsinfo
Undersøkelsen handler om hvordan man lager relativsetninger på fransk. Det vil si slike 
setninger som (vanligvis) lages med ordet «som» på norsk. Jeg vil gjerne vite om du kan 
huske å ha blitt undervist i dette tidligere. Med undervisning mener jeg at læreren din har 
gjennomgått dette temaet i klassen, gjerne både med forklaring av regler og eksempler:
Har du fått undervisning i relativsetninger
- på ungdomsskolen? [  ] Ja [  ] Nei [  ] Husker ikke
- i VG1? [  ] Ja [  ] Nei [  ] Husker ikke
- i VG2? [  ] Ja [  ] Nei [  ] Husker ikke
6. Kommentarer
Dette er en forundersøkelse som skal danne grunnlag for en større undersøkelse. Derfor er det 
interessant å få vite hvordan spørsmålene fungerte. Skriv gjerne noen ord her om hva du 
synes.
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Annexe B 
Source : Randall Munroe, en ligne https://xkcd.com/882/
Licence : CC-BY-NC-2.5
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Annexe C
Le code source du programme « Simuler.java » :
class Simuler{
    public static void main (String [] args){
        double p = 0.822;
        int[] res = new int[9];
        int compte = 0;
        int n = Integer.parseInt(args[0]);
        for (int i = 0; i < n; i++){
            for (int d = 0; d < 9; d++){
                res[d] = 0;
            }
            for (int r = 0; r < 26; r++){
                int succes = 0;
                for (int j = 0; j < 8; j++){
                    if(Math.random() < p){
                        succes++;
                    }
                }
                res[succes]++;
            }
            if (res[0]+res[1]+res[2]+res[3] >= 3){
                compte++;
            }
        }
        System.out.println("Nombre de cas: " + compte + 
                    " Proportion: " + (compte / (n+0.0)));
    }
}
Compilez avec javac :
    $ javac Simuler.java
Lancez ainsi (avec trois exemples pour n = 100 000 000) :
    $ java Simuler 100000000
    Nombre de cas: 55440 Proportion: 5.5440E­4
    $ java Simuler 100000000
    Nombre de cas: 55967 Proportion: 5.5967E­4
    $ java Simuler 100000000
    Nombre de cas: 55700 Proportion: 5.5700E­4
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Annexe D
Le code source du programme « Simuler2.java » :
class Simuler2{
    public static void main (String [] args){
        double p = 0.891;
        int[] res = new int[9];
        int compte = 0;
        int n = Integer.parseInt(args[0]);
        double[] att =
          {0.0001,0.0001,0.001,0.01,0.14,0.94,3.83,8.94,9.14};
        double[] obs = {0,0,0,0,0,1,5,7,10};d
        double diff2 = 0;
        for (int i = 0; i < 9; i++){
            diff2 += (att[i]­obs[i])*(att[i]­obs[i])/att[i];
        }
        System.out.println("Diff^2 = " + diff2);
        for (int i = 0; i < n; i++){
            double diff2res = 0;
            diff2res = 0;
            for (int d = 0; d < 9; d++){
                res[d] = 0;
            }
            for (int r = 0; r < 23; r++){i
                int succes = 0;
                for (int j = 0; j < 8; j++){
                    if(Math.random() < p){
                        succes++;
                    }
                }
                res[succes]++;
            }
            for (int k = 0; k < 9; k++){
                diff2res += (att[k]­res[k])*(att[k]­
                             res[k])/att[k];
            }
            if (diff2res > diff2){
                compte++;
            }
        }
        System.out.println("Nombre de cas: " + compte + 
                        " Proportion: " + (compte / (n+0.0)));
    }
}
Compilez avec javac :
    $ javac Simuler2.java
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