Abstract. A study is made of the eigenvalues of self-adjoint Toeplitz operators on multiply connected planar regions having g holes. The presence of eigenvalues is detected through an analysis of the zeros of translations of theta functions restricted to R g in C g .
Introduction
The theory of Toeplitz operators on multiply connected planar regions D having g holes acting on the Hardy spaces H 2 (dm a ) with respect to harmonic measures m a (based at a fixed point a in D) has been investigated by M. B. Abrahamse [1] . Among his results is the following example: let D be the annulus D r = {z : r < |z| < 1} with the outer boundary b 0 , inner boundary b 1 and let φ ≡ 1 on b 0 , φ ≡ −1 on b 1 . Let T φ be the corresponding self-adjoint Toeplitz operator on H 2 (dm a ). Then the essential spectrum of T φ is given by σ e (T φ ) = {−1, 1}. In fact, Abrahamse shows that −1, 1 cannot be eigenvalues of T φ and, hence, there exist two sequences {λ ± n } of eigenvalues in the "gap" (−1, 1) in the range of φ such that λ ± n → ± 1 and σ(T φ ) = {−1, 1} ∪ {λ ± n : n = 1, 2, . . .}. The explicit determination of λ ± n is in Clancey [3] , λ ± n = q0+p1r 2n q0−p1r 2n , n ∈ Z, where q 0 is the pole of the Green's function for D r in the interval (r, 1) and p 1 is the critical value of the Green's function for D r with pole at q 0 . Self-adjoint Toeplitz operators on multiply connected regions have also been studied by Pincus and Xia [8] . Among other things they give the estimate dim Ker(T φ − λ) ≤ g, where g is the number of holes.
It is also known (see, e.g., [3] ), when the symbol φ (not necessarily real) is Hölder continuous on ∂D, that the multiplicity of the zero of an appropriate theta function determines the dimension of Ker(T φ − λ).
One interesting problem is to determine a necessary and sufficient condition for the existence of infinitely many eigenvalues of self-adjoint Toeplitz operators T φ in the gaps in the range of the symbol φ. This paper is focused on this problem in the cases when g = 1, 2. The analysis here uses a resolvent formula for self-adjoint Toeplitz operators on multiply connected planar regions. This resolvent formula is expressed in terms of theta functions associated with double [4; 2] . Consequently, our investigation leads to the study of zeros of the theta functions. Moreover, when the genus g = 2, we need to give an explicit description of the loci of the zeros of the theta functions on real horizontal planes through half periods. The case when g = 1 is resolved completely and a sufficient condition for the case g = 2 is provided. This paper is organized as follows. In Section 1 we will review some preliminaries concerning doubles of multiply connected planar regions as compact Riemann surfaces and their associated theta functions. Moreover, some introductory discussions about Toeplitz operators on the least harmonic majorant Hardy spaces and their resolvent formulae will be made in this section. In Theorem 1 of Section 2 we will present a necessary and sufficient condition for the existence of infinitely many eigenvalues in the gaps in the range of the symbol φ. The proof of Theorem 1 will be given in this section. In Section 3 we will give an explicit description of the zeros of the theta functions on real horizontal planes through half periods. In Section 4, when g = 2, we will establish a sufficient condition for the existence of infinite sequences of eigenvalues in the gaps.
Preliminaries
Let D be a bounded multiply connected planar region having g ≥ 1 holes with analytic boundaries b 1 , . . . , b g , and let b 0 be the boundary of the unbounded component of the complement of D. 
Here we consider elements z ∈ C g and n ∈ Z g as column vectors and "t" denotes transpose. This function is quasi-periodic in the sense that for z ∈ C g and m, n in Z g ,
In particular, θ is Z g periodic. The quasi-periodicity of the theta function θ implies the invariance of the zero set θ 0 of θ under translation by elements in the period lattice
is a well-defined subvariety of the complex torus Jac(X) = C g /(Z g + τ Z g ). Recall that the Abel-Jacobi map Φ 0 based at a fixed point p 0 on b 0 is a map from X to the Jacobian variety Jac(X) defined by
Since the B-period matrix of the marked double X has the form τ = iP , where P is a real g × g positive definite symmetric matrix, the antiholomorphic involution map J defined on the Jacobian variety by
is a well-defined map.
Let W d denote the image in Jac(X) under Φ 0 of the collection of non-negative divisors of degree d (≥ 1), and let W 0 = {0}. The following theorem of Riemann [6] characterizes the zero locus of the theta function associated with τ : When the genus of the marked double X is g ≥ 1, 
The Toeplitz operator T φ is self-adjoint if and only if the symbol φ is real-valued. The resolvent formula for the self-adjoint Toeplitz operators is given in [4] as follows.
Let φ be a real-valued element in L ∞ (dm a ), and let z be given in D. Then for the reproducing kernel k z in H 2 (dm a ) and for any complex number λ satisfying Imλ = 0, there holds
where t a is a constant real number and C(z), ω z are constants depending only on z.
We need here to mention the fact that d
) is the harmonic measure of b j based at z. We will denote the signed measure −1 2 * dω j by dν j . In fact, the holomorphic differential dw j is the reflection of the holomorphic differential ∂ω j dz from D on the double X.
We close this section with the remark that the theta function associated with a double of genus g never vanishes in R g . This is a result of Fay [7, p. 118] . Moreover, in the case g = 1 the associated theta function vanishes only at the point It will be convenient to use the following terminology. Given φ in L ∞ (dm a ) the open intervals forming the bounded components of the complement of the essential range of φ will be called gaps.
Theorem 1
From the functional calculus for a self-adjoint operator it follows that the isolated singularities of the resolvent are eigenvalues. Moreover, if T is a self-adjoint operator with eigenvector f corresponding to the eigenvalue z = a, then whenever f, k is non-zero, the restriction of T to the smallest invariant subspace containing k will have eigenvalue z = a. Since k z , z ∈ D is dense in H 2 (dm a ), one can see from the resolvent formula that the zeros of the function
in a gap are precisely the eigenvalues of T φ in the gap. We can use the work of Riemann to describe in C g the zero subvariety for the theta function θ associated with the marked double X of genus g ≥ 1. Moreover, since the Hardy spaces are conformally invariant, to study the existence of eigenvalues of the self-adjoint Toeplitz operators T φ on the Hardy spaces H 2 (dm a ) of the g-holed D, one can replace the region D by its conformal model, which can be chosen as a circular region obtained from the unit disc by removing g disjoint closed discs. When g = 1, one can choose the region D to be an annulus. 
Theorem 1. Suppose that D is the annulus
associated with the function in the denominator of the resolvent formula is in the form f (t) = θ(x(t) + 
Similarly, as t approaches m 0 from the left, the path x(t) will hit the zero locus of θ infinitely often. The proof of the theorem is complete.
Proposition 1
If the region D is obtained from the unit disc by removing g disjoint closed discs centered on the real axis, the double X of such a region has the extra anti-conformal map Q : X → X defined by reflection in the real axis. In such a case the Riemann constant ∆ 0 for X based at p 0 = −1 has the explicit form 
The result we will describe here is for genus g = 2. We choose D to be as in Figure  1 (a). The notation T 0 , T 1 and T 2 will be used for the "circles" in X formed by doubling the intervals We will see that we need only to look for zeros of theta functions in the real horizontal planes
2 , there are 2 2 of these planes. Moreover, θ maps R 2 into R * . Therefore, the zero locus corresponding to λ = 0 0 is the empty set. Thus, it remains to study 3 of these planes. Since theta functions are quasi-periodic, this leads to the study of the zeros of only the following functions in R 2 :
The discussion below will show that the zero loci of the above functions F , G, and H are as in the following Figures 2(a), 2(b) , and 2(c), respectively.
One determines the zero set of F using the following:
The complete zero set of the function F given by (I) is the union of the arcs with the following parameterization:
where p varies over T 0 .
Proof. Referring to ( * ),
By Riemann's characterization of zero set of theta (Theorem VI.3.1 in [6] ), this last condition is equivalent to x − 1 2
for some p. Cancelling out ∆ 0 from both sides, the last condition is equivalent to
, for some path from p 0 to p. Using the fact that 
If the path of integration is taken along the loop T 0 , Figure 1 
and when p traces T 0 for the kth time, k ∈ Z * (here, k < 0 denotes −k revolutions in the negative direction), 
Note that the second component, 
Note that the orientation of the boundary is consistent with the orientation for the arc length. Thus,
Therefore, using the maximum principle,ω 1 never vanishes on G intersected with the upper half-plane. Using the symmetry of the region and the anti-conformal involution map J, one can show thatω 1 will never vanish off the loop T 0 . This proves that the above zero locus is the complete zero divisor of F (x).
In a similar manner one sees that the complete zero sets of G and H are the union of the arcs with parameterizations 
respectively, where p varies over T 2 and T 1 , respectively. The details of these cases are given in [2] .
Remark. As can be seen from the Figures 2(a) , 2(b), 2(c), the zero sets of F , G, H have the following geometric property. A line in R 2 with positive slope will intersect these zero sets infinitely often.
Theorem 2
Let the genus g = 2. In the sequel we assume that φ ∈ L ∞ (dm a ), φ = φ, and we put When t is in one of the gaps, the function f (t), in Section 2, is in the form
. Therefore, using the theorem of Riemann, one needs to investigate the intersections of zero loci of the theta function θ in the real horizontal planes
Using the notation introduced in the preceding section, one needs only to study the intersections of the zero loci of the theta functions F , G, and H, from Section 3, in R 2 with the path x(t). 
The following theorem covers the case where Below we will prove Theorem 2. For the convenience of the reader we collect the analogues of this theorem in Table 1. This table demonstrates , where
Theorem 2. Suppose D is a conjugate symmetric region with two holes. Let
In Section 3, Figure 2 (a), we exhibited the zero locus of the function in F in R 2 . In order to see the intersection of the zero locus of the function F with the path x(t)
In fact, for j = 1, 2, we can write, for example,
where Ω a−Ja is the normalized differential of the third kind with poles at a, Ja on the double X. The function 2πi νj Ωa−Ja is a symmetric multiple-valued meromorphic function having no poles on ∂D. The symmetric meromorphic differential
2πi Ω a−Ja is positive on ∂D. Moreover, ν j is positive on b j and negative on b i , i = j. Hence, it is easy to see that
Therefore, it is easy to see that if the above hypotheses hold, then b2 log|φ − t|d → ν → large positive large negative as t approaches M 2 from the right. Note that whenever dν j , j = 1, 2, is considered only on one of the boundary components, it will be a positive or a negative measure. This property allows us to use the Lebesgue Dominated Convergence Theorem. Thus, if the above hypotheses hold, then the path For each one of these zeros one can choose an appropriate ω z , by moving z if necessary, so that the zero becomes an isolated singularity of the resolvent form. Note that once we make a zero an isolated singularity this zero would be an eigenvalue of T φ .
(ii): When t is in the gap (M 1 , m 0 ), the function
is in the form f (t) = θ(x(t) + Table 1 .
We close with an example that illustrates the effectiveness of the criteria that have been developed for detecting eigenvalues. where r(t) = (r 1 (t), r 2 (t)) and the r i (t) (i = 1, 2) are bounded. Since log|1 + t| → −∞, as t → (−1) + ,
Similarly,
Therefore, there exist two infinite sequences of eigenvalues in the gap (−1, 1).
(ii) For any t in (1, c) where r(t) = (r 1 (t), r 2 (t)) and the r i (t) (i = 1, 2) are bounded. Since log|c − t| → −∞, as t → c − ,
Therefore, there exists an infinite sequence of eigenvalues in the gap (1, c).
