Digital image restoration aims to recover damaged zones of a digital image, using surrounding information. In this paper we propose a novel approach, based on bit-plane slicing decomposition, with the purpose to make information analysis and reconstruction process easy, fast and effective. Tests have been made on digitized damaged old photos to restore several classes of typical defects in old photographic prints.
INTRODUCTION AND RELATED WORKS
Inpanting deals with filling-in gaps of an image in such a way that for a non-expert observer the restored zone is indistinguishable from the rest of the image. The term "inpainting" comes from the art-craftsmen restoration technique of filling holes and cracks in a painting. The need to restore images is naturally extended from paintings to old photos and films, and so to their digitized versions.
Digital restoration is usually made by professional artists using commercial image processing tools. Many efforts have been done by researchers to replicate their performances with semiautomatic digital techniques. There are two different main approaches for a restoration problem in literature: PDE (Partial Differential Equation) or variational methods, and constrained texture synthesis.
Bertalmio et al. [2] pioneered a restoration algorithm based on a 3rd order PDE model. It was the first time the term "inpainting" was used for a digital image processing application. An earlier 2nd order PDE inpainting model was proposed by Masnou and Morel [8] for a disocclusion problem in computer vision. Olivera et al. [9] proposed a faster inpainting method. Missing region is repeatedly filtered with a 3x3 convolution mask to diffuse known information to the unknown pixels. Chan Kokaram[7] .
Criminisi et al. [4] proposed an hybrid "exemplar-based" method for removing large objects from digital images. We propose a novel approach to analyze image features, to store uncorrupted information and to reconstruct damaged zones of a digital image. We applied our techniques to digitally scanned old photos with damages.
OLD PHOTOS DEFECTS
Old photographic prints may present several types of defects, due to several factors. In most cases, damages are originated by an inaccurate handling and/or store of the original image, or chemical factors [1] .
While the knowledge of damages origin on their physical support is an important issue for a manual restoration activity, several defects appear similar on digitized images, and could be processed with similar methods.
We are interested in processing those defects which can be seen as sets of corrupted pixels surrounded by good information. Spots, cracks, foxing are some of the defects with these features (see fig. 1 ).
PROPOSED ALGORITHM
The main idea is to use a simple observation domain, bitplane slices, in order to make information analysis and restoration process of damaged areas easy,fast and effective.
Our approach doesn't focus on automatic damage detection. We observed that the defects discussed above appear much darker or much lighter than surrounding pixels. A simple histogram threshold based method is used to detect damaged pixels in the cropped image. However ,we need an input matrix, with the same image size, in which all the pixels are labelled as good or damaged.
Starting from this classification, our method can be divided into three sub-phases: 
Bit-Plane Decomposition and Gray coding
Image is split with a bit-plane slicing decomposition, and each plane is Gray-coded in order to decorrelate information between different planes.
To store information about pixels is an hard task, both for memory space and access time problems. Working with bit sequences, rather than pixel sequences, helps to save memory space and to speed-up access time, making information memorization and recovering faster and easier. Obviously, reconstruction of each plane cannot be independent from others, since annoying artefacts would be visible into reconstructed image after reassembling phase. Gray coding helps to decorrelate planes (see fig 2) . However, a more advanced solution, outlined in the next section, has been found. Note that since most part of information is stored in the most significative planes, lower planes could be processed with less care (i.e. smaller window size), speeding-up the process without losing quality in the reconstructed image. We observed that in several cases, damage can be seen only in the most significative planes ( fig. 2) . So avoiding to process lower bit planes doesn't affect quality of the reconstructed image.
Information Storage
Once image is decomposed and coded, our method builds a dictionary to store information about the undamaged area.
According to the 2D Markov Random Field (MRF) theory applied to images [5] , each pixel of an image is statistically determined by its neighbourhood. Respect to this, the dictionary is built with pixel statistics information. For each undamaged point b(x,y) in each bit plane we consider a square window WN (N is the user defined window size) centered on it. Then an index is created with the scan-ordered bit sequence inside the window. Similarly another index is built for the previous significative bit plane, with an M-size square window, and added as header to the above index:
Restoration
It is important to note that the order in which pixels are reconstructed strongly affects results. With a simple scan order, the restoration process tend to reproduce up-to-down left-to-right diagonal shapes. Our method computes the average image gradient vector which suggests us the direction along which pixels have to be processed (left-right, by rows or by columns). This solution helps us to reconstruct the natural bias of the image.
The restoration phase is the dual process ofthe dictionary building process. For each damaged bit in each bit-plane a N-size square window is considered, filled with uncorrupted, corrected and damaged bits. The corresponding M-size square window is considered in the previous plane, in which the whole information is known (bits are either damaged or corrected).
The first goal ofthe reconstruction process is to compute the probability that the central bit of the window is 1 or 0, given the known neighbor bits in the plane and the bits in the previous plane. The statistics of each of the submasks of a window can be computed building up the statistics of all the possible windows which share the same submask P(WN WM , b= O)=,P(W WMi+l , b =) (3) P(WNI WmZ+ bc =I)=EP(wJ WM'+',bC c ) Wi qW '=w~~~~~~~~~~(4) Wil JWJ2 WN The two statistics we're looking for: (6) where H[i,k] is the dictionary built in the analysis phase, ND is the number of the damaged bits in the window, B1p is the index for the sequence with a "black"(zero) central bit in the window, and W1p for the sequence with a "white"(one) central bit. Both of these indexes contain the bits from the WN submask.
The algorithm proceeds by comparing a random generated number with the two statistics, weighted by an user defined parameter a, in order to choice which information (0/1) to put in the central position of the window.
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Sli(x,y) S1' (X,y)+ S0' (X,y) 1S11 (XI,y)+ S0' (X,y) (0 which is what we need to reproduce a highly stochastic pattern. When a>>1 bit value is simply set as the most frequent bit in the window central position with that surrounding conditions. This helps reconstructing zones with strong-oriented lines. Observe that not all the bitplanes have to be processed in the same way, because for less significative planes randomness is more evident.
To avoid the "growing garbage" problem, if no statistics match the actual sequence in the dictionary, the random generation process works using the following probabilities, without increasing execution time Po -P ((X, Y) = 1 bj l(X,y)) (11) After all planes are restored, bit planes are merged to reconstruct the whole image.
COMPUTATIONAL COST
Computational cost depends on damaged area size and on the size of the windows used in the analysis and reconstruction phases:
where d is damaged pixels number, n is image size, T is the table index size.
The first term of eq. 12 is due to the dictionary building phase. It also depends on windows size. The second term is the computational cost of the reconstruction phase. If d<<n and windows are small, first term is predominant and computational cost is 0(n). 
EXPERIMENTAL RESULTS
We tested our algorithm on the photos from the Alinari Archives in Florence (about 100 images since 1840) composed of high resolution, color and b/w digital images, concerning the Mediterranean coast, digitized from original pictures, negatives, and slides.
The algorithm has been implemented in ANSI-C, and executed on an AMD Athlon 2 GHz PC with 1 GB RAM.
For small sized images, execution time is much lower than 1 s. Experimental results show that to reconstruct large defects our algorithm takes no more than 10 s. Figure 3 shows some results of our algorithm on a set of damaged images. We provide significant statistical parameters in order to compare image characteristics before and after restoration. Statistical features for restored images are very similar to those from undamaged pixels. In addition, our method does not introduce any bluffing, and even the finest granularity is reconstructed.
REMARKS AND FUTURE WORKS
The key-point of our method is to create a consistent statistics dictionary with uncorrupted information. It supposes that the number of damaged pixels is much lower than undamaged, so that good matching will be found between the sequences from the region to restore and those in the dictionary. For In this paper we presented a new simple, fast and effective method to restore defects in digitized old photos. Bit-plane slicing decomposition is used to observe image features in a simple domain, to analyse information, and to reconstruct missing pixels to restore corrupted zones, respecting boundary conditions.
Testing has been made on a set of defects that may be typically seen on digitized old photographic prints. 
