Abstract. We study geometric and statistical properties of complex rational maps satisfying the Topological Collet-Eckmann Condition. We show that every such a rational map possesses a unique conformal probability measure of minimal exponent, and that this measure is non-atomic, ergodic and that its Hausdorff dimension is equal to the Hausdorff dimension of the Julia set. Furthermore, we show that there is a unique invariant probability measure that is absolutely continuous with respect to this conformal measure, and we show that this measure is exponentially mixing (it has exponential decay of correlations) and that it satisfies the Central Limit Theorem.
Introduction
We consider complex rational maps f : C → C of degree at least 2, viewed as dynamical systems acting on the Riemann sphere C. We provide a systematic approach to study geometric and statistical properties of rational maps. For simplicity we restrict to rational maps satisfying the "Topological Collet-Eckmann Condition" (TCE) . This condition is very natural and important, because it has several equivalent formulations [PRS1] and because the set of (non-hyperbolic) rational maps satisfying this condition has positive Lebesgue measure in the space of all rational maps of a given degree [Asp] . Our main results extend without change to multimodal maps of the interval satisfying the TCE condition.
1.1. The Topological Collet-Eckmann Condition. The TCE condition was originally formulated in topological terms, but it has many equivalent formulations. For example, a rational map f satisfies the TCE condition if and only if it is non uniformly hyperbolic: The Lyapunov exponent of each invariant probability measure supported on the Julia set is larger than a positive constant, that is independent of the measure. In this paper we will mainly use the following equivalent formulation of the TCE condition.
Exponential Shrinking of Components (ExpShrink).
There exist λ Exp > 1 and r 0 > 0 such that for every x ∈ J(f ), every integer n ≥ 1 and every connected Exp . See [PRS1] for the original formulation of the TCE condition, and for other of its equivalent formulations.
The TCE condition is closely related to the "Collet-Eckmann condition": a rational map f satisfies the Collet-Eckmann condition if every non-repelling periodic point of f is attracting, and if for every critical value v in the Julia set J(f ) of f that is not mapped to a critical point under forward iteration, the derivative |(f n ) ′ (v)| growths exponentially with n. The Collet-Eckmann condition implies the TCE condition, but the reserve implication is not true. In fact, in [PRo, §5] there is an example of a rational map f satisfying the TCE condition and having a critical value v in J(f ) that is not mapped to a critical point under forward iteration, and such that lim inf n→∞ 1 n ln |(f ′ ) n (v)| = −∞. The Collet-Eckmann condition was introduced in [CE] , in the context of unimodal maps. It has been extensively studied for complex rational maps, see [Asp, DF, GSm1, GSw, Pr2, Pr3, PRS1, PRo, Sm] and references therein. In particular, M. Aspenberg recently proved in [Asp] that in the space of all rational maps of a given degree, there is a set of positive Lebesgue measure of (non-hyperbolic) rational maps that satisfy the Collet-Eckmann condition, and hence the TCE condition.
Conformal measures.
A general Julia set has a fractal nature, as its Hausdorff dimension is larger than its topological dimension, see e.g. [Zd] . In this case, a natural geometric measure on the Julia set are the conformal measures of minimal exponent: given t > 0, a non zero Borel measure µ is conformal of exponent t for f , if for every Borel subset U of C where f is injective, we have
Every rational map admits a conformal measure [Su] and the minimal exponent for which such a measure exists is equal to the "hyperbolic dimension" of the Julia set, see [DU, Pr1] and also [McM, U, PU] . For a uniformly hyperbolic rational map there is a unique conformal probability measure of minimal exponent. This measure is equal, up to a constant factor, to the restriction to the Julia set of the Hausdorff measure of dimension equal to the Hausdorff dimension of the Julia set [Su] . However, for certain rational maps the Hausdorff measure of the Julia set might be zero or infinity. In other cases all the conformal measures are atomic. See the survey article [U] for these and other results related to conformal measures. Our first result is about the existence of a non-atomic conformal measure of minimal exponent.
Theorem A. Every rational map satisfying the TCE condition admits a unique conformal probability measure of minimal exponent. This measure is non-atomic, ergodic, its Hausdorff dimension is equal to the Hausdorff dimension of the Julia set and it is supported on the conical Julia set.
We recall the definition of "conical Julia set" in Appendix B. This set is also called "radial Julia set".
The conformal measures of a rational map without recurrent critical points in the Julia set are well understood [U] . The first result in the more subtle case when there is a recurrent critical point in the Julia set was proved by the first named author in [Pr2] , where it is shown that a rational map satisfying the ColletEckmann condition and an additional "Tsujii type" condition admits a non-atomic conformal measure of minimal exponent. This result was extended by J. Graczyk and S. Smirnov to rational maps satisfying the Collet-Eckmann condition, and the weaker "summability condition" [GSm2] . The methods employed in these articles breakdown for rational maps satisfying the TCE condition, as they use the growth of derivatives at critical values in an essential way.
1.3. Absolutely continuous invariant measures and their statistical properties. Having a non-atomic conformal measure of minimal exponent as a reference measure, it is natural to look for absolutely continuous invariant measures. Note that if a rational map satisfies the TCE condition and its Julia set is the whole sphere, then the measure given by Theorem A is the spherical measure.
Recall that if (X, B, ν) is a probability space and if f : X → X is a measure preserving map, then the measure ν is said to be mixing, if for every pair of square integrable functions ϕ, ψ : X → R we have (ϕ • f n ) · ψdµ − ϕdν ψdν → 0, as n → ∞.
Theorem B. Let f be a rational map satisfying the TCE condition. Then there is a unique f invariant probability measure that is absolutely continuous with respect to the unique conformal probability measure of minimal exponent of f . Moreover this measure is ergodic, mixing and its density with respect to the conformal measure of minimal exponent is almost everywhere bounded from below by a positive constant.
There are several existence results of this type for rational maps with no recurrent critical points in their Julia set [U] . For other existence results in the case of recurrent critical points, see [Asp, Ber, GSm2, Pr3, Pr2, Re] .
We next study the statistical properties of the invariant measure given by Theorem B. Given a measurable space (X, B, ν) and a measure preserving map f : X → X, we will say that the measure ν is exponentially mixing or that it has exponential decay of correlations, if there are constants C > 0 and ρ ∈ (0, 1) such that every bounded measurable function ϕ and every Lipschitz continuous function ψ, we have
Here ψ Lip = sup z∈J(f ) |ψ(z)| + sup z,z ′ ∈J(f ),z =z ′ |ψ(z)−ψ(z ′ )| dist (z,z ′ ) denotes the Lipschitz norm of ψ. Moreover we will say that the Central Limit Theorem holds for ν, if for every Lipschitz continuous function ψ : X → R that is not a coboundary (i.e. it cannot be written in the form ϕ • f − ϕ) there is σ > 0 such that for every x ∈ R we have,
2σ 2 du, as n → ∞.
Theorem C. If f is a rational map satisfying the TCE condition, then the invariant measure given by Theorem B is exponentially mixing and the Central Limit Theorem holds for this measure.
To the best of our knowledge this is the first result of this type in the holomorphic setting. In the case of unimodal maps, a similar result was proved in [Y2, KN] . In [BLS] this result was shown for Collet-Eckmann multimodal maps having all its critical points of the same critical order. The proof that we give here for rational maps extends without change for multimodal maps satisfying the TCE condition (and hence for those satisfying the Collet-Eckmann condition), with no restriction on the critical orders of critical points.
Further results.
We show that a rational map having an exponentially mixing invariant measure as described in theorems B and C, must satisfy the TCE condition. This adds yet another equivalent formulation of the TCE condition.
Theorem D. Let f be a rational map having an exponentially mixing invariant measure that is absolutely continuous with respect to some conformal measure of f , in such a way that the density is almost everywhere bounded from below by a positive constant. Then f satisfies the TCE condition.
An analogous result for unimodal maps was shown by T. Nowicki and D. Sands in [NS] . We follow the same idea of proof, which is to show (by an argument attributed to G. Keller) that the existence of such a measure implies that the map is uniformly hyperbolic on periodic orbits: there is λ > 1 such that for every positive integer n and every repelling periodic point p of f of period n, we have
Then we use the result of [PRS1] , that for a complex rational map this last condition is equivalent to the TCE condition.
We also show that the measure given by Theorem B is characterized as the unique invariant measure supported on J(f ) whose Hausdorff dimension is equal to HD(J(f )) (Proposition 8.3) and as the unique equilibrium state with potential −HD(J(f )) ln |f ′ | of f (Corollary 8.4). Similar results for Collet-Eckmann unimodal maps where shown in [BK] ; see also [PS] .
Finally, we also show that for a rational map satisfying the TCE condition, the set of points in the Julia set that are not in the conical Julia set has Hausdorff dimension 0. This is a direct consequence of Theorem E and Lemma 7.2. 1.5. Strategy. We now explain the strategy of proof of our main results, and simultaneously describe the organization of the paper.
To prove theorems A, B and C we use an inducing scheme. That is, we construct a (Markovian) induced map and then deduce properties of the rational map from properties of the induced map. To construct a conformal measure supported on the conical Julia set (Theorem A), we basically construct an induced map whose maximal invariant set has the largest possible Hausdorff dimension (equal to the Hausdorff dimension of the Julia set) and which is strongly regular in the sense of [MU1] . Given a rational map having such an induced map, we construct the desired conformal measure in Appendix B. For the existence and statistical properties of the absolutely continuous measure (theorems B and C) we do a "tail estimate" and use the results of L.-S. Young [Y2] . The main difference with previous approaches is that we estimate diameters of pull-backs directly using condition ExpShrink, and not through derivatives at critical values.
The core of this paper is divided into 2 independent parts. In the first part ( § §3,4) we construct, for a given rational map satisfying the TCE condition, an induced map which is uniformly hyperbolic in the sense that its derivative is exponentially big with respect to the return time, and that it satisfies some additional properties, see Theorem E in §4.4. For this, we first show in §3 that the TCE condition implies a strong form of the "Backward Contraction" property of [Ri] . The construction of the induced map is based on the concept of "nice couple" introduced in [Ri] , which is closely related to nice intervals of real one-dimensional dynamics, see § §4.1, 4.2. To each nice couple we associate an induced map of the rational map ( §4.3). Then we repeat in §4.4 the construction of nice couples of [Ri] , using the Backward Contraction property that was shown in §3. The desired properties of the induced map associated to this nice couple follow easily from the Backward Contraction property.
In the second part ( § §5-7) we give very simple conditions on a nice couple, for a rational map satisfying the TCE condition, so that the associated induced map has the following properties: its maximal invariant set has the largest possible Hausdorff dimension (equal to the Hausdorff dimension of the Julia set) and there is α ∈ (0, HD(J(f ))) such that,
where the sum is over all the connected components of the domain of the induced map. This is stated as the Key Lemma in §7. Both estimates are very important for the existence of the conformal measure supported on the conical Julia set and for the existence and statistical properties of the absolutely continuous invariant measure. To prove (2) we introduce in §5 a "discrete density" that behaves well under univalent and unicritical pull-backs. Then we prove in §6 a general result estimating the discrete density of the domain of the first entry map to a nice set. The use of the discrete density greatly simplifies the proof of the Key Lemma, as it reduces considerably the combinatorial arguments.
To prove Theorem A we show a general result in Appendix B, that roughly states that if a rational map admits a nice couple satisfying the conclusions of the Key Lemma, then the rational map has a conformal measure supported on the conical Julia set (Theorem 2). The proof is very simple: the hypothesis imply that the induced map associated to the nice couple is (strongly) regular in the sense of [MU1] and by the results of [MU1] we deduce that this induced map has a conformal measure whose dimension is equal to HD(J(f )). Then we spread this measure using the rational map, to obtain a conformal measure supported on the conical Julia set. The proof of Theorem A is in §8.1.
The proof of theorems B and C is in §8.2. We deduce these results from some results of Young in [Y2] , that we briefly recall. As usual the most difficult part is the "tail estimate". In our case this follows easily from Theorem E and from the Key Lemma.
In Appendix A we gather some general properties of the induced maps considered here, the most important being translations of results of [MU1] to our particular setting.
The proof of Theorem D is in §8.3 and the results about Hausdorff dimension of invariant measures and equilibrium states are in §8.4.
1.6. Notes and references. There are quadratic polynomials having no conformal measures supported on the conical Julia set [U] . Even when there exists such a measure, little is known in general about its properties. For example, to the best of our knowledge it is not known if the Hausdorff dimension of such a measure is positive.
In [H] it is shown that for every rational map of degree at least 2, the measure of maximal entropy is exponentially mixing and that the Central Limit Theorem is satisfied for this measure. The last result was first shown in [DPU] . However the measure of maximal entropy does not describe well, in general, the geometry of the Julia set: The Hausdorff dimension of the measure of maximal entropy is usually strictly smaller than the Hausdorff dimension of the Julia set [Zd] .
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Preliminaries.
For basic references on the iteration of rational maps, see [CG, Mi] . An open subset of the Riemann sphere C will be called simply-connected if it is connected and if its boundary is connected.
2.1. Spherical metric. We will identify the Riemann sphere C with C ∪ {∞} and endow C with the spherical metric. The spherical metric will be normalized in such a way that its density with respect to the Euclidean metric on C is equal to z → (1 + |z| 2 ) −1 . With this normalization the diameter of C is equal to π/2. Distances, balls, diameters and derivatives are all taken with respect to the spherical metric. For z ∈ C and r > 0, we denote by B(z, r) ⊂ C the ball centered at z and with radius r. Note that an open ball of radius r > 1 2 diam(C) is equal to C.
2.2.
Critical points. Fix a complex rational map f . We denote by Crit(f ) the set of critical points of f and by J(f ) the Julia set of f . Moreover we put C (f ) := Crit(f ) ∩ J(f ). When there is no danger of confusion we denote Crit(f ) and C (f ) just by Crit and C .
For simplicity we will assume that no critical point in C is mapped to another critical point under forward iteration. The general case can be handled by treating whole blocks of critical points as a single critical point; that is, if the critical points c 0 , . . . , c k ∈ J(f ) are such that c i is mapped to c i+1 by forward iteration, and maximal with this property, then we treat this block of critical points as a single critical point.
2.3. Pull-backs. Given a subset V of C and an integer n ≥ 0, the connected components of f −n (V ) will be called pull-backs of V by f n . Note that the set V is not assumed to be connected.
When considering a pull-back of a ball, we will implicitly assume that this ball is disjoint from the forward orbits of critical points not in J(f ). So such a pull-back can only contain critical points in J(f ). If f does not have indifferent cycles (e.g. if f satisfies the TCE condition), it follows by the Fatou-Sullivan classification of the connected components of the Fatou set [Bea, CG, Mi] , that there is a neighborhood of J(f ) disjoint from the forward orbit of critical points not in J(f ). So in this case every ball centered at a point of J(f ) and of sufficiently small radius, will meet our requirement.
2.4. Distortion of univalent pull-backs. We will now state a version of Koebe Distortion Theorem, taking into account that derivatives are taken with respect to the spherical metric. Given x ∈ J(f ), r > 0 and an integer n ≥ 1, let W be a connected component of f −n (B(x, r)) on which f n is univalent. Then for ε ∈ (0, 1) let W (ε) ⊂ W be the preimage of B(x, εr) by f n in W . Fix two periodic orbits O 1 and O 2 of f of period at least 2 and let r K > 0 be sufficiently small such that for every x ∈ C the ball B(x, r K ) is disjoint from either O 1 or O 2 . So, for every positive integer n and every component
Hence the following version of Koebe Distortion Theorem holds (see also Lemma 1.2 of [Pr3] ).
3. TCE implies Backward Contraction.
The purpose of this section is to prove the following property of rational maps satisfying ExpShrink, which is closely related to the Backward Contraction property of [Ri] .
Proposition 3.1. Let f be a rational map satisfying ExpShrink with constant λ Exp > 1. Then for every λ ∈ (1, λ Exp ) there are constants θ ∈ (0, 1) and α > 0, such that for every δ > 0 small and every c ∈ C there is a constant δ(c) ∈ [δ, δ θ ] satisfying the following property.
For every c, c ′ ∈ C , every integer n ≥ 1 and every pull-back W of B(c, δ
After some preliminary lemmas in § §3.1, 3.2 and 3.3, the proof of this proposition is given in §3.4.
3.1. Distortion lemma for bounded degree maps. The following is a wellknown general lemma, that is needed in the proof of Proposition 3.1.
and proper map and let W be a connected component of ϕ −1 (B(z, r/2)). Then there is a constant K > 1, depending only on ε and on the degree of ϕ, such that for every connected set U ⊂ B(z, r/2) and every connected component
Proof. For a set D ⊂ C conformally equivalent to a disc and for η ⊂ D we denote by diam D (η) the diameter of η with respect to the hyperbolic metric of D.
Since r ∈ (0,r) there is K 0 > 0 such that
Moreover the modulus of the annulus B(z, r) \ B(z, r/2) is bounded from below in terms ofr only. Thus the modulus of the annulus W \ W is bounded in terms of r and of the degree of ϕ only. Let w ∈ W be such that ϕ(w) = z and consider a conformal representation ψ :
Since diam(C \ W ) > ε, by Koebe Distortion Theorem the distortion of ψ on W ′ (where D ⊂ C is endowed with the Euclidean metric) is bounded by some constant κ 0 > 1. Therefore we have,
Since the modulus of D \ W ′ is equal to that of W \ W , which is bounded in terms of the degree of ϕ only, there is a constant κ 1 > 0 such that
where the last inequality follows from Schwarz' Lemma. So by (3) we have,
3.2. Diameter of pull-backs. The following is analogous to Lemma 1.9 of [Pr4] .
Lemma 3.3. Let f be a rational map satisfying ExpShrink with constants λ Exp > 1 and r 0 > 0. Then the following assertions hold.
1. There are constants C 0 > 0 and θ 0 ∈ (0, 1) such that for every r ∈ (0, r 0 ), every integer n ≥ 1, every x ∈ J(f ) and every connected component W of f −n (B(x, r)), we have
Let n ≥ 1 be an integer, let W be a pull-back of B(x, r) by f n and let W n be the corresponding pull-back of W 0 . Then, letting θ 0 :=
2. Let A 0 be a constant satisfying
and r > 0 is small enough, we have
3.3. Pull-backs and critical points. Fix a complex rational map f of degree at least 2. Recall that we assume that no critical point in C := Crit(f ) ∩ J(f ) is mapped to a critical point under forward iteration (cf. Preliminaries).
The following is Lemma 1 of [Pr1] .
Then there is a constant κ > 0 such that for every c ∈ C and every n ≥ 1, we have
Proof. For a critical point c of f denote by d(c) the local degree of f at c. Let C ≥ 0 be such that for δ > 0 small and c ∈ C , we have diam(f (B(c, δ))) ≤ Cδ d(c) . Given n ≥ 1 let w ∈ f −n (c) be a point closest to c and put r := dist(c, w).
> r, so the lemma follows with constant κ := max c∈C C 0 (c) −1 .
Lemma 3.5. Let f be a rational map satisfying ExpShrink. Then there are constants r 1 > 0 and A 1 > 0 such that for every c ∈ C , every r ∈ (0, r 1 ), every n ≥ 1 and every connected component
Proof. Let C 0 , r 0 > 0 and θ 0 ∈ (0, 1) be given by Lemma 3.3. So, assuming r ∈ (0, r 0 ) we have diam(W ) ≤ C 0 r θ0 . Since W contains a n-th preimage of c we have by Lemma 3.4,
Hence the Lemma follows with any constant A 1 ∈ (0, θ 0 / ln M ), by taking r 1 sufficiently small.
Lemma 3.6. Let f be a rational map satisfying ExpShrink and let N ≥ 1 be the number of critical points of f in J(f ). Then there are constants r 1 > 0, ξ 1 > 1 and ν 1 > 0 such that for every x ∈ J(f ), every r ∈ (0, r 1 ) and every pull-back 
is at most D 1 .
Proof. Note that part 2 is a direct consequence of part 1. Fix λ ∈ (1, λ Exp ) and let r 0 > 0, C 0 > 0 and θ 0 ∈ (0, 1) be as in Lemma 3.3, so diam(W i ) ≤ C 0 λ −i r θ0 for i ≥ 0. In particular we may suppose that W mi contains a unique critical point c i ∈ C .
Fix i > N . Then there is a critical point c such that
let m 0 ≤ n 0 < n 1 < . . . < n k−1 ≤ m i be all the integers such that c ∈ W nj . Thus for every j = 1, . . . , k − 1 the set W nj contains a (n j − n j−1 )-th preimage of c. Then Lemma 3.4 implies that,
ln(M/λ) and assuming r 1 > 0 small enough, we have n j ≥ ξn j−1 + ν ln 1/r. Therefore,
and the lemma follows with ξ 1 := ξ 1/N and ν 1 := νξ −2 .
3.4. Proof of Proposition 3.1. Let f be a rational map satisfying condition ExpShrink with constants λ Exp > 1 and r 0 > 0 and let C 0 > 0 and θ 0 ∈ (0, 1) be the constants given by part 1 of Lemma 3.3. Moreover let r 1 > 0 and A 1 > 0 be the constants given by Lemma 3.5. Denote by N the cardinality of C and choose
. Choose λ ∈ (1, λ 0 ) and fix δ > 0 small enough so that δ θ2 < r 1 . Let c 0 ∈ C and consider successive pull-backs W 0 := B(c 0 , δ), W 1 , . . . . For j ≥ 0 define c j ∈ C , δ j > 0 and m j ≥ 1 inductively as follows. Put δ 0 := δ and m 0 := 0. Once c j−1 , δ j−1 and m j−1 are defined, let m j > m j−1 be the least integer such that for some c j ∈ C we have
Lemma 3.7. There is a constant A 2 > 0 independent of δ, such that the following assertions hold.
Proof. Part 1 and 2 of the lemma will be shown in parts 3 and 4 below. 1. If δ > 0 is sufficiently small, then for every j = 0, . . . , 2N we have
2. Consider j ′ > j ≥ 0 such that c j ′ = c j and such that
′ ). So by Lemma 3.5
3. Given k ≥ 2N suppose by induction that δ j ≤ δ θ2 for j = 0, . . . , k. By part 1 this holds for k = 2N . Notice that there must be a critical point c ∈ C such that,
4. To prove part 2 of the lemma, let A 0 (λ 0 , 0) be the constant given by part 2 of Lemma 3.3 with λ := λ 0 and β := 0 and put
and by the same reasoning as in part 3, we conclude that inequality (5) holds with δ θ0 replaced by δ. So in this case we have (5) holds with δ θ0 replaced by δ and therefore δ j = δ k+1 ≤ δ.
where the supremum is taken over all c 0 ∈ C and all successive pull-backs W 0 := B(c 0 , δ), W 1 , . . ., where c j , δ j and m j are defined as above. Put θ := θ 2 and fix α ∈ (0, α 2 ). In what follows we will prove that, if δ > 0 is sufficiently small, then the assertion of Proposition 3.1 holds for this choice θ, α and δ(c). 1. Taking c 0 = c and j = 0 in the definition of δ(c), we have δ(c) ≥ δ. Moreover by part 1 of Lemma 3.7 we have δ(c) ≤ δ θ2 . On the other hand by part 2 of the same lemma, δ j > δ implies that m j ≤ A 2 ln 1/δ. So the supremum defining δ(c) is realized.
Let c, c
′ ∈ C , n ≥ 1 and let W be a pull-back of B(c, δ
. By part 2 of Lemma 3.3 it follows that there is
By part 1 there is c 0 ∈ C and a pull-back
Let c j , δ j and m j be as in Lemma 3.7 for the pull-back W 0 , . . . , W m k +n . Then for some ℓ > k we have c ℓ = c
3. Let W be the pull-back of B(c, 2δ −α δ(c)) by f n that contains W . Since n ≤ A 0 ln 1/δ it follows by Lemma 3.6 that the degree of f n : W → B(c, 2δ
is bounded by a constant depending on A 0 only. Hence by Lemma 3.2 there is a constant K > 1 such that,
So by (6) and assuming δ > 0 small enough we have,
This ends the proof of Proposition 3.1.
Induced maps.
Given a rational map satisfying the TCE condition, the purpose of this section is to construct an induced map that is hyperbolic in the sense that its derivative is exponentially big with respect to the return time, and that it satisfies some additional properties (Theorem E). The construction of this induced map is based on the construction of "nice couples" in [Ri] . We first recall the definition of nice sets ( §4.1) and of nice couples ( §4.2), and then we explain how to associate to each nice couple an induced map ( §4.3). The statement and proof of Theorem E is in §4.4.
4.1. Nice sets. Let f be a complex rational map. We will say that a neighborhood V of C that is disjoint from the forward orbits of critical points not in C is a nice set for f , if it satisfies the following properties. The set V is the union of sets V c , for c ∈ C , such that V c is a simply-connected neighborhood of c, such that the closures of the sets V c are pairwise disjoint and such that for every pull-back W of V we have either
Let V = ∪ c∈C V c be a nice set for f . Note that if W and W ′ are distinct pull-backs of V , then we have either,
For a pull-back W of V we denote by c(W ) the critical point in C and by m W ≥ 0 the integer such that f mW (W ) = V c(W ) . Moreover we put,
Note that K(V ) is a compact and forward invariant set and for each c ∈ C the set V c is a connected component of
It follows that W is a pull-back of V and that f mW is univalent on W .
Nice couples.
A nice couple for f is a couple ( V , V ) of nice sets for f such that for every pull-back W of V we have either
Let ( V , V ) be a nice couple for f . Then for each pull-back W of V we denote by W the corresponding pull-back of V , in such a way that W ⊂ W , m W = m W and c( W ) = c(W ). If W and W ′ are disjoint pull-backs of V such that the sets W and W ′ intersect, then we have either
is disjoint from V . It follows that f j (W ) does not contain critical points of f and that f mW is univalent on W .
4.3. The canonical induced map associated to a nice couple. Let f be a complex rational map and let ( V , V ) be a nice couple for f . We will say that an integer m ≥ 1 is a good time for a point z in V , if f m (z) ∈ V and if the pull-back of V by f m to z is univalent. Let D be the set of all those points in V having a good time and for z ∈ D denote by m(z) ≥ 1 the least good time of z. Then the map F :
As V is a nice set, it follows that each connected component W of D is a pull-back of V . Moreover, f mW is univalent on W and for each z ∈ W we have m(z) = m W . Similarly, for each positive integer n, each connected component W of the domain of definition of F n is a pull-back of V and f mW is univalent on W . Conversely, if W is a pull-back of V contained in V and such that f mW is univalent on W , then there is c ∈ C and a positive integer n such that F n is defined on W and F n (W ) = V c . In fact, in this case m W is a good time for each element of W and therefore W ⊂ D. Thus, either we have
Thus, repeating this argument we can show by induction that there is a positive integer n such that W is defined on W and that
Lemma 4.1. For every rational map f there is r > 0 such that if ( V , V ) is a nice couple satisfying
Moreover there is c ∈ C such that the set
is non-empty and its greatest common divisor is equal to 1.
Proof. Let p be a repelling periodic point of f . By the locally eventually onto property of Julia sets [CG, Mi] , for each critical point c ∈ C there is a backward orbit starting at c and that is asymptotic to the backward periodic orbit of f starting at p. As our standing assumption is that no critical point is mapped into another critical point under forward iteration, this backward orbit does not contains critical points. Let r > 0 be sufficiently small, so that B(C , r) intersects each of these backward orbits only at its starting point in C . Let ( V , V ) be a nice couple for f satisfying (8) and let F be the canonical induced map associated to ( V , V ). Since the partition of J(F ) induced by the connected components of D is generating, it follows that for every open set U intersecting J(F ) there is c ∈ C and an integer n such that F n (U ) contains V c . Thus, to prove that F is topologically mixing we just have to show that for every c, c ′ ∈ C there is n 0 > 0 such that for every positive integer n ≥ n 0 the set F n (V c ′ ) contains V c . For this, we will show that for every c, c ′ ∈ C there is a positive integer n such that the set F n (V c ′ ) contains V c , and then that there is c 0 ∈ C such that F (V c0 ) contains V c0 . By (8) it follows that for each c ∈ C , the periodic point p is accumulated by a sequence ( W n ) n≥1 of connected components of C \ K( V ) that are pull-backs of V c . By the locally eventually onto property of Julia sets, it follows that for each c ′ ∈ C there is an integer n(c ′ ) and q(c
As for large n the set W n is disjoint from f n(c ′ ) (C ), it follows that for large n the pull-back of
is a univalent pull-back of V c . This shows that for every c, c ′ ∈ C there is a positive integer n such that
Choose an arbitrary c ′ ∈ C and let q(c ′ ) as before. Let n ≥ 0 be the largest integer such that q := f n (q(c ′ )) ∈ V and let c 0 ∈ C be such that q ∈ V c0 . Then q is an iterated preimage of p such that f (q) ∈ K(V ). As before, for every c ∈ C the point q is accumulated by univalent pull-backs of V c . As f (q) ∈ K(V ), it follows that the corresponding pull-backs of V c are contained in the domain of F and thus that
To prove the final statement we will use the fact that every rational map has a repelling periodic point of each sufficiently large period. This follows from the result of [Bea, Theorem 6.2.2, p.102] , that every rational map has a periodic point of a given (minimal) period greater or equal than 4, and from the fact that a rational map possesses at most finitely many non-repelling periodic points. For the proof of the final statement, notice that we can take the sequence ( W n ) n≥1 above, in such a way that (m Wn ) n≥1 is an arithmetic progression for which the difference between 2 consecutive terms is equal to the minimal period of p. This shows that the set (9) contains a set of the form {a + nb | n ≥ 0}, where b is the minimal period of p. Repeating the argument with #C + 1 repelling periodic points whose periods are pairwise distinct prime numbers, we can find c ∈ C for which the set (9) contains sets of the form {a 0 + nb 0 | n ≥ 0} and {a 1 + nb 1 | n ≥ 0}, where b 0 and b 1 are distinct prime numbers. This implies that the greatest common divisor of the set (9) is equal to 1. 4.4. Constructing nice couples. The purpose of this section is to prove the following result.
Theorem E. Let f be a rational map satisfying ExpShrink with constant λ Exp > 1. Then for every λ ∈ (1, λ Exp ), m > 0 and r > 0 there is a nice couple ( V , V ) such that,
and such that the canonical induced map F :
In view of Proposition 3.1, this theorem is a direct consequence of the following proposition.
Proposition 4.2. Let f be a rational map satisfying ExpShrink with constant λ Exp > 1 and choose λ ∈ (1, λ Exp ) and τ ∈ (0, 1 4 ). For δ > 0 small and c ∈ C , let δ(c) ≥ δ be given by Proposition 3.1. Then for every δ > 0 sufficiently small there is a nice couple ( V , V ) for f such that for each c ∈ C we have,
The proof of this proposition is a repetition of [Ri, Proposition 6.6 ]. We include it here for completeness. It depends on the following lemma.
Lemma 4.3. Given δ > 0 small, put V 0 = ∪ c∈C B(c, δ(c)) and
Proof. Let α > 0 be given by Proposition 3.1 and suppose that δ > 0 is sufficiently small so that δ −α > 2. Given c ∈ C and an integer n ≥ 0, let V c n be the connected component of
n is increasing with n and that V c = ∪ n≥0 V c n . To prove the lemma is enough to show that for every integer n ≥ 0 we have V c n ⊂ B(c, 2δ(c)). We will proceed by induction in n. The case n = 0 being trivial, suppose by induction hypothesis that the assertion holds for some n ≥ 0 and fix c ∈ C . We will show that the assertion holds for n + 1. For every point z ∈ V c n+1 there is an integer m ∈ {0, . . . , n + 1} and c 0 ∈ C such that f m (z) ∈ B(c 0 , δ(c 0 )); let m(z) be the least of such integers. Let X be a connected component of V c n+1 \ B(c, δ(c)) and let z ∈ X for which m(z) is minimal among points in X. Let c 0 ∈ C be such that f m(z) (z) ∈ B(c 0 , δ(c 0 )). Considering that m(z) > 0, we have by induction hypothesis c, 2δ(c) ). This completes the induction step and the proof of the lemma.
Proof of Proposition 4.2. Let θ ∈ (0, 1) and α > 0 be given by Proposition 3.1 and choose δ > 0 sufficiently small so that the conclusions of Proposition 3.1 hold and so that δ −α > 2. Furthermore, we assume that δ > 0 is sufficiently small so that the least positive integer
. In part 1 below, for each c ∈ C we construct sets V c and V c satisfying (11) and
In part 2 we conclude from these properties that the sets V := ∪ c∈C V c and V := ∪ c∈C V c are nice sets for f and that ( V , V ) is a nice couple for f .
1. Note that Proposition 3.1 implies that for every c ∈ C and every pull-back W of V by f that intersects B(c, δ(c)), we have diam(W ) < τ δ(c).
We will just construct V c , the construction of V c is analogous. For c ∈ C put,
We have B(c,
2. Given c ∈ C let W 0 be equal to either V c or V c and let W 0 , W 1 , . . . be successive pull-backs by f . For an integer n ≥ 1 let W n be the connected component of
follows that we have either
So to prove that the sets V and V are nice sets for f and that ( V , V ) is a nice couple for f , is enough to prove that for each n ≥ 0 we have W n ⊂ W n .
We proceed by induction. For n = 0 just note that W 0 ⊂ W 0 we have, because V ⊂ V ⊂ V 0 . Suppose by induction hypothesis, that for some integer n ≥ 1 we have W n ⊂ W n . If W n does not intersect C then the map f : W n → W n−1 is proper, so we have W n ⊂ W n in this case by the induction hypothesis. If W n intersects C then let W ′ n be the connected component of f −1 ( W n−1 ) that contains W n , so that W ′ n ⊂ W n . By the induction hypothesis, we have W n ⊂ W ′ n ⊂ W n . This completes the induction step and ends the proof of the lemma.
The density · α .
Throughout all this section we fix α > 0.
5.1. Families of subsets of C and the density · α . Given a family F of subsets of C put supp(F) := ∪ W ∈F W and
where the supremum is taken over all Möbius transformations ϕ. For two such families F and F ′ we have,
Lemma 5.1. For every family F of subsets of C we have
Proof. Recall that we identify the Riemann sphere C with C ∪ {∞}.
there is nothing to prove, so assume that diam(supp(F)) < 1 4 . After an isometric change of coordinates assume 0 ∈ supp(F). The hypothesis diam(supp(F)) < 1 4 implies that supp(F) is contained in {z ∈ C | |z| < 1}. Moreover, letting ∆ := 2 diam(supp(F)), we have that the set supp(F) is contained in the ball B = {z ∈ C | |z| ≤ ∆}, because the density of the spherical metric with respect to the Euclidean metric on C is at least 1 2 on {z ∈ C | |z| ≤ 1}. On the other hand, note that the distortion of the Möbius map ϕ(z) := ∆ −1 z on B is bounded by 2. So we have
5.2. Univalent pull-backs. The following assertion is an easy consequence of Koebe Distortion Theorem. For every m > 0 there is a constant C(m) > 0 such that the following property holds. Let U and U be simply-connected subsets of C such that U ⊂ U and such that U \ U is an annulus of modulus at least m. Then for every univalent holomorphic map h : U → C there exists a Möbius map ϕ such that the distortion of h • ϕ on U is bounded by C(m).
The following lemma is a direct consequence of the property above. 
Modulus and diameter. Let
A be an open subset of C homeomorphic to an annulus. When the complement of A in C contains at least 3 points, there is a unique R ∈ (1, +∞] such that A is conformally equivalent to {z ∈ C | 1 < |z| < R} ∈ (0, +∞]. In this case we put mod(A) = ln R. When the complement of A in C consists of two points, we put ln A = +∞. A round annulus is by definition the complement in C of 2 disjoint closed balls or the complement of a closed ball in an open ball containing it, that is different from C.
Lemma 5.3. There is a universal constant m 0 > 0 such that for every subset A of C that is homeomorphic to an annulus, the connected components B and
Proof. Is easy to check by direct computation that there is a constant m 1 > 0 so that property above holds for every round annulus, with m 0 replaced by m 1 . On the other hand, there is a universal constant m 2 > 0 such that every annulus in C of modulus m ∈ (m 1 , +∞) contains an essential round annulus of modulus m−m 1 . So the assertion of the lemma holds with constant m 0 := m 1 + m 2 .
5.4. Unicritical pull-backs. Given simply-connected subsets U and V of C, we say that a holomorphic and proper map h : U → V is unicritical if is has a unique critical point. Note that the degree of a unicritical map as a ramified covering is equal to the local degree at its unique critical point. Given an unicritical map h : U → V and a family F of connected subsets of C such that supp(F) ⊂ V , put
We say that a family F of simply-connected subsets of C is m-shielded by a family F, if for every W ∈ F there is an element W of F containing W and such that W \ W is an annulus of modulus at least m. 
Proof. Let γ be the Jordan curve that divides the annulus V \ V into two annuli of modulus equal to a half of the modulus of V \ V . Denote by V the open disk in V bounded by γ. Then there are two cases. As the modulus of the annulus V \ V is at least 1 2 m, there is r 0 ∈ (0, 1) only depending on m such that V is contained in ϕ({|z| ≤ r 0 }). By hypothesis for each W ∈ F there is W ∈ F contained in V \ {h(c)}, such that W \ W is an annulus of modulus at least m. It follows that the diameter of W with respect to the hyperbolic metric of V \{h(c)} is bounded from above in terms of m only. Therefore there is ρ ∈ (0, 1) such that for every r ∈ (0, ρr 0 ), every element W of F intersecting ϕ({|z| = r}) must be contained in the annulus ϕ({ρr ≤ |z| ≤ ρ −1 r}). For j ≥ 1 put
By definition of ρ we have F = ∪ j≥1 F j . Moreover put U j := h −1 ( V j ). By §5.2 there is a constant C ′ > 0 only depending on r 0 and on the degree d of h, such that for every j ≥ 1 we have
Let j 0 ≥ 1 be the least integer such that for every j ≥ j 0 we have diam( U j ) < 1 2 . Note that for every j > j 0 the set
is an annulus of modulus (j − j 0 ) ln ρ −1 /d. So there are constants C ′′ > 0 and η ∈ (0, 1) only depending on ρ and d, such that for every j ≥ j 0 we have diam ( U j 
Let m 
2 and as before we have,
Therefore,
As our hypothesis are coordinate free, this estimate proves the assertion of the lemma with constant
6. Nice sets and the density · α .
Fix a complex rational map f of degree at least 2. Recall that the hyperbolic Hausdorff dimension of f is by definition
where the supremum is taken over all forward invariant subsets X of C on which f is uniformly expanding.
The purpose of this section is to prove the following proposition.
Proposition 6.1. Let f be a rational map such that for every neighborhood V ′ of C the map f is uniformly expanding on the set
Then for every nice couple
See §4.1 for the definition of K(V ). After the preliminary lemmas 6.2, 6.3 and 6.4, the proof of this proposition is given at the end of this subsection.
For a subset X of C denote by BD(X) the upper box dimension of X. 
Proof. We will show first that we can reduce to the case when K ′ is compact and
Clearly K is compact and forward invariant. Thus there is a compact neighborhood U of K such that U is contained in the interior of f (U ). Let K be the maximal invariant set of f contained in U . This set is compact, forward invariant and, reducing U if necessary, f is uniformly expanding on K. By definition of K it follows that there is a sufficiently large integer N such that f N (K ′ ) is contained in U , and hence in K. It follows that BD(K ′ ) ≤ BD( K). Thus, replacing K ′ by K if necessary, we can reduce to the case in which K ′ is compact and invariant. The first inequality is a general fact. As f is uniformly expanding on K ′ , it follows that there is a uniformly expanding set K ′′ containing K ′ , which has a Markov partition, see [PU] . (The idea, taken from Bowen's construction, is to pick a δ-net in K ′ and shadow by forward f -trajectories all ǫ-trajectories of points in the net. The set K ′′ is defined as the union of these trajectories and it contains K ′ , provided δ ≪ ǫ.) Hence BD(K ′′ ) = HD(K ′′ ). To get this one uses an equilibrium state for the potential −HD(K ′′ ) ln |f ′ | on an invariant topologically transitive part of the related topological Markov shift. Next, for a sufficiently small neighborhood V ′ of C one can construct in a similar way an expanding set K ′′′ containing the set (13), and that has a Markov partition that is a substantial extension of the previous one. Hence we have
Lemma 6.3. Let f , ( V , V ) and D V be as in Proposition 6.1. Then there are constants α ∈ (0, HD hyp (f )) and C 0 > 0 such that
and such that for every ball B of C we have,
Proof. As by hypothesis f is uniformly expanding on K := K(V ) ∩ J(f ), it follows that for every ball B of C intersecting K there in an integer n ≥ 0 such that f n (B) has definite size and such that the distortion of f n on B is bounded independently of B. So the existence of the constant C 0 > 0 for which (15) holds for every ball B follows from (14) . In what follows we will prove that (14) holds for some appropriated choice of α.
Let V
′ be a neighborhood of C that is contained in V and such that for every c ∈ C the set K ′ defined by (13) intersects V c . It follows that every element of
By Lemma 6.2 we have BD(K ′ ) < HD hyp (f ).
2. Fix α ∈ (BD(K ′ ), HD hyp (f )). For r > 0 let N (r) be the least number of balls of C of radius r centered at some point of K ′ , that are necessary to cover K ′ . It follows that for every r > 0 the cardinality of a collection of pairwise disjoint balls of radius at least r and centered at points in K ′ is at most N (r). On the other hand, as
3. Since for every W ∈ D V the map f mW extends univalently to W , it follows that there is a constant A 1 > 0 such that for every W ∈ D V we have Area(W ) ≥ A 1 diam(W ) 2 . Therefore there is an integer A 2 such that for every W ∈ D V there are at most A 2 elements W ′ ∈ D V such that,
and such that B W ′ intersects B W . So, if for r > 0 we denote by N ′ (r) the number of elements of D V whose diameter belongs to (r, 2r), then we can find a collection F of such sets whose cardinality is at least N ′ (r)/(A 2 + 1) and such that the balls B W , for W ∈ F, are pairwise disjoint. As the centers of the balls B W belong to K ′ , it follows that
So by (16) we have,
Lemma 6.4. Let f be a complex rational map and let ( V , V ) be a nice couple for f . Then there is a constant C 1 > 0 such that for every ball B of C there is at most one connected component W of C \ K(V ) intersecting B and such that
Proof. Let ( V , V ) be a nice couple for f . It follows from (7) 
Note that for each W ∈ D V the set W is disjoint from K( V ) and W \ W is an annulus of modulus at least
As the set K( V ) contains at least 2 points (because it contains ∂V ), it follows that there is ε > 0 such that for every W ∈ D V the set
is contained in W . Clearly the constant C 1 := ε −1 has the desired property.
Proof of Proposition 6.1. Recall that we identify C with C ∪ {∞} and that the spherical metric is normalized in such a way that its density with respect to the Euclidean metric on C is given by z → (1 + |z| 2 ) −1 . Moreover, balls, distances, diameters and derivatives are all taken with respect to the spherical metric, see the Preliminaries.
Let α, C 0 and C 1 be the constants given by lemmas 6.3 and 6.4. Choose ρ ∈ (0, 1) sufficiently small so that for every r ∈ (0, 1] we have dist({|z| = r}, {|z| ≤ ρr}) ≥ C 1 diam({|z| ≤ ρr}).
Let ϕ be a given Möbius map. After isometric change of coordinates in the domain and in the target, we assume that ϕ is of the form ϕ(z) = λz, with λ real and satisfying λ ≥ 1. Let N ≥ 1 be the least integer satisfying ρ N < λ −1/2 and put
for n = 1, . . . , N − 1, and put
For n = 0, . . . , N we denote by F n the sub-collection of D V of sets contained in A n and we denote by F the sub-collection of D V of sets not contained in any of the A n . By definition we have
In parts 1, 2 and 3 below we estimate the sum diam(ϕ(W )) α , where W runs through F, F 0 and F 1 ∪ . . . ∪ F N , respectively. These estimates are independent of λ, so the lemma follows form them.
1. By definition each element of F intersects at least two of the sets {|z| = ρ n λ −1/2 }, for n = 0, . . . , N . For W ∈ F denote by n(W ) the largest integer n = 0, . . . , N such that W intersects {|z| = ρ n λ −1/2 }. So for each W ∈ F we have
and diam(ϕ(W )) ≤ (2ρ −2 )ρ n(W )−N . By Lemma 6.4 and by the choice of ρ, for distinct W, W ′ ∈ F the integers n(W ) and n(W ′ ) are distinct. Therefore we have
As sup{|ϕ
By Lemma 6.3 this last quantity is finite.
3.
Note that there is a constant C 2 > 0 only depending on ρ, that bounds the distortion of ϕ on each of the sets A n , for n = 1, . . . , N . On the other hand, note that for each n = 1, . . . , N and z ∈ C such that |z| = ρ n λ −1/2 , we have z ∈ A n and
Therefore we have
7. Key Lemma.
The purpose of this section is to prove the following lemma.
Key Lemma. Let f be a rational map satisfying ExpShrink. Then for every m > 0 there exists r > 0 such that if ( V , V ) is a nice couple satisfying,
then the canonical induced map F : D → V associated to ( V , V ) satisfies the following properties.
We have HD((J(f )\J(F ))∩V ) < HD(J(f )). In particular, for every c ∈ C we have HD(J(F
where the sum is over all connected components W of D. After some preliminarily considerations in §7.1, we prove parts 1 and 2 of the Key Lemma in §7.2 and in §7.3, respectively. 7.1. Bad pull-backs. Let f be a rational map and let V be a nice set for f . For an integer n ≥ 1 we will say that a connected component W of f −n ( V ) is a bad pullback of V of order n, if f n is not univalent on W and if for every m = 1, . . . , n − 1 such that f m ( W ) ⊂ V , the map f m is not univalent on the connected component of f −m ( V ) containing W . Note that every bad pull-back of V contains a critical point of f in C .
The proof of the following lemma is similar to that of Lemma A.2 of [PRS1] .
Lemma 7.1. Let f be a rational map and let V be a nice set for f . Let L ≥ 1 be the least integer such that for some c ∈ C we have f L (c) ∈ V . Then for each positive integer n, there are at most (2L#C ) 2n/L bad pull-backs of V of order n.
Proof. 1. For a bad pull-back W of V of order n, let ℓ( W ) be the largest integer ℓ in {0, . . . , n − 1} such that f ℓ ( W ) intersects C . The integer ℓ( W ) might be equal to 0. As V is a nice set we have f ℓ( W ) ( W ) ⊂ V and, as W is a bad pull-back, the
2. Fix an integer n ≥ 1. For a given bad pull-back W of order n define a strictly decreasing sequence of integers (ℓ 0 , . . . , ℓ k ), by induction as follows. Define ℓ 0 := n and suppose that for some j ≥ 0 the integer ℓ j is already defined and that we have 
3. To each bad pull-back of V of order n we associate a strictly decreasing sequence (ℓ 0 , . . . , ℓ k ), as in part 2, so that ℓ 0 = n and ℓ k = 0. Note that for each j = 1, . . . , k, the pull-back of V by f ℓj−1−ℓj containing f ℓj ( W ) contains a critical point in C . As for each c ∈ C and each integer m there are at most #C connected components of f −m ( V c ) containing an element of C , it follows that there are at most (#C ) k+1 bad pull-backs of order n with the same associated sequence.
On the other hand, by definition of L it follows that for every j = 1, . . . , k we have ℓ j−1 − ℓ j ≥ L. So, k ≤ n/L and for each integer m = 1, . . . , n there is at most one integer r ∈ {0, 1, . . . , L − 1} such that m + r is one of the ℓ j . It follows that there are at most (L + 1)
2n/L such decreasing sequences. We conclude that the number of bad pull-backs of V of order n is at most,
7.2. Proof of part 1 of the Key Lemma. Let f be a rational map satisfying condition ExpShrink with constants λ Exp > 1 and r 0 > 0. We will show that part 1 of the Key Lemma holds for every nice couple ( V , V ) for which max c∈C diam(V c ) is sufficiently small. In fact, we will prove that for such a nice couple ( V , V ), we have (18) HD
As every inverse branch of F is Lipschitz, this implies that HD((J(f )\J(F ))∩V ) < HD(J(f )), as desired. Given a nice couple ( V , V ), denote by R V the first return map to V and denote by J(R V ) the subset of V of those points for which R n V is defined for every integer n ≥ 1. Equivalently, J(R V ) is the set of those points that return infinitely often to V under forward iteration of f . Note that J(F ) ⊂ J(R V ) and that
As f is uniformly expanding on K(V ) ∩ J(f ) (this follows easily from condition ExpShrink), Lemma 6.2 implies that,
So, the following lemma implies that (18) holds for every nice couple ( V , V ) for which max c∈C diam(V c ) is sufficiently small, by choosing ε ∈ (0, HD(J(f ))). For a given r > 0 let L(r) ≥ 1 be the smallest integer such that for some c ∈ C the point f L(r) (c) is at distance at most r from C . As our standing convention is that no critical point in C is mapped to a critical point under forward iteration, we have that L(r) → ∞ as r → 0.
Lemma 7.2. Given ε > 0 choose r ∈ (0, r 0 ) sufficiently small so that
Proof. For a point z in J(R V ) \ D there are arbitrarily large integers n ≥ 1 such that f n (z) ∈ V . Moreover, for every such n the pull-back W of V to z by f n is not univalent. It follows that W is a bad pull-back of V . So, if for n ≥ 1 we denote by D n the collection of all bad pull-backs of V of order n, then for every n 0 ≥ 1 we have
it follows from (19) that this sum is exponentially small with n. This implies the assertion of the lemma. Let r ∈ (0, r 0 ) be sufficiently small so that
We will prove that part 2 of the Key Lemma holds for this choice of r. So let ( V , V ) be a nice couple satisfying,
Denote by D V the collection of all connected components of C \ K(V ) and let α ∈ (0, HD hyp (J(f ))) be given by Proposition 6.1, so that D V α < +∞ (it is easy to see that the hypothesis of this proposition are satisfied for maps satisfying property ExpShrink). Taking α closer to HD(J(f )) = HD hyp (J(f )) if necessary, we assume that (20) holds with HD(J(f )) replaced by α.
Recall that we denote by D the subset of V of those points having a good time, see §4.3. Denote by D the collection of the connected components of D. As V is a nice set, it is easy to see that every W ∈ D is a pull-back of V and that for every z ∈ W we have m(z) = m W . 
Proof. Let
. Then the assertion of the lemma follows from Lemma 5.4 applied to h := f .
For every bad pull-back
Proof. 1. Let W ∈ D \ D 0 be given and let n be the largest integer in {0, . . . , m W − 1} such that f n (W ) intersects V . We have n > 0 because by assumption W ∈ D 0 .
Then 2. We keep the notation of parts 1 and 2 of the proof of Lemma 7.1. Note that we have ℓ 0 = m W and for each j = 1, . . . , k we have Define families F 0 , . . . , F k of pull-backs of V inductively as follows. Put F 0 := D 0 and for j = 0, . . . , k − 1 suppose that the family F j is already defined and that supp(
be the sub-family of F j of those W such that W is disjoint from h j (c j+1 ) and define
, so the induction hypothesis is satisfied. It is easy to see that F k = D W . To prove the assertion of the lemma, note that the family F ′ j is m-shielded by the family
Therefore we have,
To prove part 2 of the Key Lemma, note that by part 1 of Lemma 7.4 we have
where the union is over all bad pull-backs W of V . Let n ≥ 1 be an integer and let W be a bad pull-back of order n. Then we have diam( W ) ≤ λ
−n
Exp . By part 2 of Lemma 7.4 and by Lemma 5.1 we have
As the number of bad pull-backs of order n is bounded by (2L(r)(#C )) 2n/L(r) , letting
we have
where the sum is over all bad pull-backs W of V of order n. Recall that we have chosen r > 0 sufficiently small and α sufficiently close to HD(J(f )), so that (20) is satisfied with HD(J(f )) replaced by α. As α ∈ (0, HD(J(f ))) it follows that η ∈ (0, 1) and that,
Conformal and invariant measures.
In this section we prove the main results of this paper.
8.1. Proof of theorem A. Let f be a rational map satisfying the ExpShrink condition with constant λ Exp > 1, and let λ ∈ (1, λ Exp ) and m > 0 be given. Let r > 0 be given by the Key Lemma for this choice of m and let ( V , V ) be a nice couple for f given by Theorem E for this choice of λ, m and r. It follows that the nice couple ( V , V ) satisfies the conclusions of the Key Lemma. Reducing r > 0 if necessary, we assume that the canonical induced map associated to ( V , V ) is topologically mixing (Lemma 4.1). Then Theorem A is a direct consequence of Theorem 2 in Appendix B, and of the fact that the equality α(f ) = HD(J(f )) holds for maps satisfying ExpShrink, see [Pr5] .
8.2. Proof of theorems B and C. The uniqueness part of Theorem B follows from Proposition B.1, and from the fact that the unique conformal probability measure of minimal exponent of f is supported on the conical Julia set (Theorem A). All the remaining statements will be obtained from some results of Young [Y2] , that we recall now. Let (∆ 0 , B 0 , m 0 ) be a measurable space and let T 0 : ∆ 0 → ∆ 0 be a measurable map for which there is a countable partition P 0 of ∆ 0 , such that for each element ∆ ′ of P 0 the map T 0 : ∆ ′ → ∆ 0 is a bijection. Moreover we assume that the partition P 0 generates, in the sense that each element of the partition ∨ ∞ n=0 T −n 0 P 0 is a singleton. It follows that for every pair of points x, y ∈ ∆ 0 there is a non negative integer s, such that T s 0 (x) and T s 0 (y) belong to different elements of the partition P 0 . We denote by s 0 (x, y) the least of such integers s and call it the separation time of x and y.
We assume furthermore that for each element ∆ ′ of P 0 the map (T 0 | ∆ ′ ) −1 is measurable and that the Jacobian Jac(T 0 ) of T 0 is well defined and positive on a set of full measure of ∆ 0 . Moreover, we require that there are constants C > 0 and β ∈ (0, 1), such that for almost every x, y ∈ ∆ 0 that belong to the same element of P 0 , we have |Jac(T 0 )(x)/ Jac(T 0 )(y) − 1| ≤ Cβ s0(T0(x),T0(y)) .
Let R be a measurable function defined on ∆ 0 , taking positive integer values and that is constant on each element of P 0 . Moreover we assume that the greatest common divisor of the values of R is equal to 1. Then put, ∆ = {(z, n) ∈ ∆ 0 × {0, 1, . . .} | n < R(z)}, and endow ∆ with the measure m, such that for each n = 0, 1, . . . its restriction to ∆ n := {(z, n) | z ∈ ∆ 0 , (z, n) ∈ ∆} is equal to the pull-back of m 0 by the map (z, n) → z. Moreover we define the map T : ∆ → ∆ by
Recall that exponential mixing and Central Limit Theorem were defined in §1.3.
Theorem (L.-S. Young [Y2] ). With the previous considerations, the following properties hold. 1. If R dm 0 < +∞, then the map T : ∆ → ∆ admits an invariant probability measure ρ that is that is absolutely continuous with respect to m. Moreover, the measure ρ is ergodic, mixing, and its density with respect to m is almost everywhere bounded from below by a positive constant. 2. If m 0 ({z ∈ ∆ 0 | R(z) > m}) decreases exponentially fast with m, then the measure ρ is exponentially mixing and the Central Limit Theorem holds for ρ.
We will also need the following general lemma, whose proof is below. 
To prove theorems B and C, let f be a rational map satisfying the ExpShrink condition and let µ be the conformal probability measure of exponent α(f ) = HD(J(f )) for f , given by Theorem A, so that µ is supported on the conical Julia set of f and HD(µ) = HD(J(f )). We will use several times that the measure µ does not charge sets whose Hausdorff dimension is strictly less than HD(J(f )). To see this, suppose by contradiction that there is a set X such that µ(X) > 0 and HD(X) < HD(J(f )). Then the set Y = ∪ n≥0 f n (X) has full measure with respect to µ (Proposition B.1) and we have that HD(Y ) = HD(X) < HD(J(f )). But this contradicts HD(µ) = HD(J(f )).
Let ( V , V ) be a nice couple for f satisfying the conclusions of Lemma 4.1, Theorem E and of the Key Lemma, as in the proof of Theorem A in §8.1. Let F : D → V be the canonical induced map associated to ( V , V ). Moreover, let c ∈ C be given by Lemma 4.1 and let F : D → V c be the first return map F to V c . We denote by R the return time function of F with respect to f , so that
Notice that the measure m 0 is non-zero, because HD((J(F )∩V c )\J( F )) < HD(J(f )) (Lemma 8.1) and hence µ(J( F )) = µ(J(F ) ∩ V c ) > 0. We will now verify that all the hypothesis of Young's theorem are verified for this choice of ∆ 0 , T 0 , P 0 and R.
First notice that F is an induced map of f in the sense of Appendix A. Hence, the bounded distortion property and the fact that the partition P 0 is generating for T 0 = F | J( F ) , follow from §A.1. On the other hand, the final statement of Lemma 4.1 implies that the greatest common divisor of the values of R is equal to 1. It remains to prove the "tail estimate" in part 2 of Young's theorem. By the bounded distortion property of F , it follows that there is a constant C 0 > 1 such that for every connected component W of D we have
Note that for each connected component W of D and for every z ∈ W we have
where By (21) it follows that there is a con-
Thus we have verified all the hypothesis of Young's theorem. Let ρ be the invariant measure given by Young's theorem and consider the projection π : ∆ → C defined by π(z, n) = f n (z). We have f • π = π • T and therefore the measure π * ρ is invariant by f , it is exponentially mixing and the Central Limit Theorem holds for this measure. It remains to show that this measure is absolutely continuous with respect to µ and that its density is almost everywhere bounded from below by a positive constant. First notice that by definition of m we have π * m| J( F )×{0} = µ| J( F ) and that for every connected component W of D and every n ∈ {0, . . . , m W − 1} the measure
is absolutely continuous with respect to µ, with density J W,n := |(f n ) ′ | −α on f n (W ), and 0 in the rest of C. When we sum these measures over all possible W and n, we obtain a series of measures W,n µ W,n , that converges to π * m as linear functionals on continuous functions defined on J(f ). If u : J(f ) → R is the constant function equal to 1, then by the Monotone Convergence Theorem we have,
Hence the function W,n J W,n is µ-integrable. Using the Monotone Convergence Theorem again we have that for every continuous function u :
Thus, it follows that π * m is absolutely continuous with respect to µ, with density
As ρ is absolutely continuous with respect to m, we have that π * ρ is absolutely continuous with respect to µ. Let h be the density of π * ρ with respect to µ. Since π 0 m| J( F )×{0} = µ| J( F ) , it follows by Young's theorem that there is a constant c > 0, such that we have h > c almost everywhere on J( F ). As µ(V c \ J( F )) = 0 (because the Hausdorff dimension of this set is strictly less than that of J(f )), it follows that we have h > c almost everywhere on V c . Let N be a positive integer such that
. By the invariance of µ, for almost every z ∈ J(f ) we have
This finishes the proof of theorems B and C.
Remark 8.2. When C contains exactly one element Lemma 8.1 is not necessary, because in this case F = F . When C contains more than one element we cannot apply Young's theorem directly to ∆ 0 = J(F ), T 0 = F and P 0 = {W ∩ J(F ) | W c.c. of D}, because in this case the image by F of an element of P 0 is of the form V c ∩ ∆ 0 , for some c ∈ C , and it is not equal to ∆ 0 . However Young's theorem extends to this more general setting, as shown in [G, Théorème 2.3.6 and Remarque 2.3.7] or [BM, Theorem 1 .1], and we can also apply this more general result directly to F .
Proof of Lemma 8.1. Let G be the restriction of F to (D \V c )\F −1 (V c ) and notice that G is an induced map of f in the sense of Appendix A. As F is topologically mixing (Lemma 4.1), the domain of G is strictly smaller than D \ V c and therefore we have that HD(J(G)) < HD(J(F )) [MU2, Theorem 4.7, p. 134] . It is easy to see that the set (J(F ) ∩ V c ) \ J( F ) is equal to the preimage of J(G) by F | V c . As each inverse branch of F is Lipschitz, it follows that
and that HD((J(f )∩V c ) < HD(J(f )). As HD(J(f )∩K(V )) < HD(J(f )) (Lemma 6.2), it also follows that HD(J(f ) \ ∪ n≥0 f −n (J( F ))) < HD(J(f )). As by hypothesis F satisfies the conclusions of the Key Lemma, it follows that the pressure function of F is finite at α and that it vanishes at HD(J(F )) = HD(J(f )).
Thus, the pressure function of G is finite at α, and from the inequality HD(J(G)) < HD(J(F )) it follows that the pressure function of G is negative at HD(J(F )). Thus there is α ∈ (α, HD(J(f ))) where the pressure function of G is negative.
Let D ′ be the subset of D of all those points z for which there is a positive integer m such that F m is defined at z and such that
we denote by m ′ (z) the least value of such m, so that
c . Thus, if we denote by C 0 > 0 the distortion constant of F , then we have
Note that the first factor is finite by part 2 of the Key Lemma and that the second factor is finite because the pressure function of G is negative at α. Now, if W ′ is a connected component of D that is contained in V c and whose image by F is not equal to V c , then we have
is less than a distortion constant times,
Then the estimate (21) follows from part 2 of the Key Lemma.
8.3. Proof of Theorem D. Let f be a rational map having an exponentially mixing invariant measure ν, that is absolutely continuous with respect to a conformal invariant measure µ of f . Moreover we assume that there is a constant c > 0 such that the density of ν with respect to µ is almost everywhere larger than c. We will show that there is a constant λ > 1, such that for every positive integer n and every repelling periodic point p of f of period n we have |(f n ) ′ (p)| ≥ λ n . By [PRS1] this last property is equivalent to the TCE condition, so this proves the theorem.
As ν is exponentially mixing, there are constants C > 0 and ρ ∈ (0, 1) such that for every continuous function ϕ : J(f ) → R, every Lipschitz function ψ : J(f ) → R and every positive integer n we have 1. Let n be a positive integer and let p be a repelling periodic point of f of period n. Let φ be a local inverse of f n at p that fixes p. Let r > 0 be sufficiently small such that φ is defined on the ball B(p, r) and such that φ(B(p, r)) ⊂ B(p, r).
By the Fatou-Sullivan classification of connected components of the Fatou set [Bea, CG, Mi] , is easy to see that ν, and hence µ, is supported on the Julia set of f . Therefore the topological support of µ, and hence of ν, is equal to the Julia set of f . It follows that there is ε > 0 such that ν(B(p, r) \ B(p, εr)) > 0. Thus there is a bounded and measurable function ϕ that is constant equal to 1 on B(p, εr), that is constant equal to 0 outside of B(p, r) and such that ϕdν = 0.
By Koebe Distortion Theorem there is a constant η > 1 such that for every positive integer k there is r ′ > 0 such that,
and
By the conformality of µ it also follows that, if we denote by α the exponent of µ, we can take η > 1 large enough so that µ(B(p,
For such k and r ′ , let ψ : J(f ) → R be a Lipschitz function that is equal to 0 outside B(p, r ′ ), that is positive on B(p, r ′ ), and that is equal to 1 on B(p, 1 2 r ′ ). Moreover, we can take such a ϕ in such way that for some constant C ′ > 0 independent of k we have
Then, the inequality (1) implies that,
where
As this holds for every positive integer k, it follows that
This shows the desired assertion with λ := ρ Before the proof of this proposition we consider the following corollary. For an invariant measure ν we will denote by h ν its metric entropy and by χ ν := ln |f ′ |dν its Lyapunov exponent. An f -invariant probability measure is called an equilibrium state with potential −HD(J(f )) ln |f ′ | of f , if it is supported on J(f ) and if it maximizes
among all f -invariant probability measures ν that are supported on J(f ).
Corollary 8.4. For a rational map f satisfying the TCE condition, the measure given by Theorem B is the unique equilibrium state with potential −HD(J(f )) ln |f
Proof. When f satisfies the TCE condition, the supremum of (22) is equal to 0 [Pr5, PRS2] . Thus, in this case an invariant probability measure ν is an equilibrium state with potential −HD(J(f )) ln |f ′ | of f , if and only if ν is supported on J(f ) and if
Let ν be an f -invariant measure supported on J(f ), and consider its ergodic decomposition ν = ν ξ d ν(ξ). As f satisfies the TCE condition, for each ξ the Lyapunov exponent of ν ξ is positive [PRS1] and therefore h ν ξ /χ ν ξ = HD(ν ξ ) [Mañé, PU] . Thus we have
and we conclude that an invariant measure is an equilibrium state of f with potential −HD(J(f )) ln |f ′ |, if and only if the Hausdorff dimension of almost every ergodic component is equal to HD(J(f )).
As the conformal probability measure of minimal exponent of f has Hausdorff dimension equal to HD(J(f )) (Theorem A), it follows that the Hausdorff dimension of the measure given by Theorem B is equal to HD(J(f )). As this measure is ergodic, it follows that it is an equilibrium state with potential −HD(J(f )) ln |f ′ | of f . The uniqueness follows from Proposition 8.3.
Proof of Proposition 8.3. We keep the considerations and notation of the proof of theorems B and C. Recall that the measure given by Theorem B was obtained as the projection by π of a T -invariant measure supported on ∆. The restriction of this measure to J( F )×{0} ∼ J( F ) is a F -invariant measure whose Hausdorff dimension is equal to HD(J(f )). By Theorem 1 in Appendix A, there is a unique F -invariant probability measure whose Hausdorff dimension is equal to HD(J( F )) = HD(J(f )). Thus, we just need to show that if ν is an ergodic f -invariant measure supported on the Julia set of J(f ) whose Hausdorff dimension is equal to HD(J(f )), then ν is obtained from an F -invariant measure whose Hausdorff dimension equal to HD(J(f )), in the same way as it was described above.
If ν is an ergodic f invariant measure whose Hausdorff dimension is equal to HD(J(f )), then Lemma 8.1 implies that ν is supported on ∪ n≥0 f −n (J( F )). Thus we have ν(J( F )) > 0 and by [Zw] there is an F -invariant measure ρ 0 , which is absolutely continuous with respect to ν and such that ν is obtained by first extending ρ 0 to a T -invariant measure on ∆, and then by projecting it by π. As ρ 0 is absolutely continuous with respect to ν it follows that the Hausdorff dimension of ρ 0 is equal to HD(J(f )) = HD(J( F )). This completes the proof.
Appendix A. Induced maps.
In this appendix we study a class of induced maps of a given rational map. We show in particular that these maps fall into the category of maps studied in [MU1] , and gather in Theorem 1 several results of this book.
Throughout all this section we fix a rational map f .
A.1. Definition and general properties of induced maps. Recall that for a nice set V = ∪ c∈C V c for f and for each pull-back W of V , we denote by c(W ) ∈ C the critical point and by m W ≥ 0 the integer such that f mW (W ) = V c(W ) , see §4.1.
Moreover, if ( V , V ) is a nice couple for f , then for each pull-back W of V we denote by W the unique pull-back of V that contains W and such that m W = m W .
Definition A.1. Let f be a rational map and let ( V , V ) be a nice couple for f . We will say that a map F : It is straightforward to check that every induced map satisfies the following properties. . For a given integer n ≥ 1 we denote by E n the collection of all admissible words of length n and we set E * = ⊔ n≥1 E n . Moreover we denote by E ∞ the collection of all infinite admissible words of the form W 1 W 2 . . . . Given an integer n ≥ 1 and an infinite word
Given W ∈ D, denote by φ W the holomorphic extension to V c(W ) , of the inverse of F | W , that is given by property (I 2 ). For a finite word W = W 1 . . . W n ∈ E * put c(W ) := c(W n ). Note that the composition
is well defined and univalent on V c(W ) and takes images into V . Moreover, put Expansion. For each c ∈ C endow V c with the corresponding hyperbolic metric. The restriction of this metric to V c is comparable to the spherical metric on C. By Schwarz-Pick Lemma it follows that for each W ∈ D the holomorphic map φ W : V c(W ) → V decreases the hyperbolic metric by a factor s ∈ (0, 1), independent of c and W . So there is a constant C D > 0 such that for every finite word W ∈ E n the spherical diameter of D W is at most C D · s n .
Maximal invariant set. For every infinite word W ∈ E ∞ and every n ≥ 1, we have
It follows that the intersection ∩ n≥1 D W |n is a singleton. We denote the corresponding point by π(W ). So π defines a map from E ∞ to C; we denote by J(F ) := π(E ∞ ) the image of π. Note that the set J(F ) is equal to the maximal invariant set of F .
It follows from condition (I 3 ) that for every integer n ≥ 1 and for distinct W, 
Proof. 1. Observe that for every W ∈ E * the set A W is an annulus whose modulus is at least min
It follows that there is a constant C 0 > 0 such that every point whose distance to Taking C larger if necessary we assume that for every ball B in C we have Area(B) ≤ C diam(B) 2 . To prove property (I 4 ) let κ ∈ (0, 1) and let B be a ball. Moreover let F be a finite collection of elements of E * , such that the sets D W , for W ∈ F, are pairwise disjoint and such that for every W ∈ It is easy to see that for every t ≥ 0 the sequence ( 1 n ln Z n (D, t)) n≥1 is uniformly bounded from below. In particular the function P (D, ·) does not take the value −∞. Note however that if D is infinite, then P (0) = +∞.
The proof of the following lemma is straightforward.
Lemma A.5. Put θ(F ) := inf{t ≥ 0 | P (t) < +∞}. Then the pressure function P is finite, continuous and strictly decreasing to −∞ on (θ(F ), +∞).
It follows from this lemma that there is at most one value of t ≥ 0 for which the pressure function P vanishes. Following the terminology of [MU2] we say that F is strongly regular if there is t > θ(F ) at which P vanishes.
A.3. Conformal measures. Fix an induced map F : D → V of f . For a given t > 0, a finite Borel measure µ will be called conformal with exponent t for F , if µ is supported on J(F ) and if for every W ∈ D and every Borel set U contained in W , we have
In the following theorem we gather several results of [MU2] , applied to our particular setting.
Theorem 1 ([MU2]
). Let F be a topologically mixing and strongly regular induced map and let h ≥ 0 be the unique zero of the pressure function of F . Then h = HD(J(F )), there is a unique conformal probability measure µ of exponent h for F and this measure satisfies HD(µ) = HD(J(f )). Furthermore, there is a unique invariant probability measure ρ of F that is absolutely continuous with respect to µ and this measure is also characterized as the unique F -invariant probability measure satisfying HD(ρ) = h.
Proof. The collection of maps Φ = {φ W | W ∈ D} is a Conformal Graph Directed Markov System (CGDMS for short), as defined in §4.2 of [MU2] , except for the fact that the Cone Condition (4d) of [MU2] is replaced here by the weaker condition (I 4 ). All the results we use from [MU2] only require this weaker condition, as it is explained below. Moreover note that the hypothesis that F is topologically mixing easily implies that Φ is finitely primitive in the sense of [MU2] . The equality h = HD(J(F )) is given by Theorem 4.2.13 of [MU2] . In the proof of this result the Cone Condition is only used to guaranty that the conclusion of Lemma 4.2.6 holds. But the conclusion of this last lemma is our condition (I 4 ).
Theorem 4.2.9 of [MU2] implies that there is a conformal measure µ of exponent h for F . Observe that in the proof of Theorem 4.2.9 of [MU2] the Cone Condition is only used to prove that the CGDMS in question is conformal-like (Proposition 4.2.7 of [MU2] ). But this is an immediate consequence of the Strong Separation Condition (I 3 ) (notice that our condition (I 3 ) is stronger than the Open Set Condition (4b) of [MU2] .)
The existence and uniqueness of the absolutely continuous invariant measure is given by theorems 6.1.2 and 6.1.3 of [MU2] . Although these results are stated for Conformal Iterated Functions Systems, they apply equally well to CGDMS and to Markov maps. Finally the equalities HD(µ) = HD(ρ) = h are given by Corollary 4.4.6 of [MU2] . As before, in the proof of these results the Cone Condition is only used to guarantee that the conclusion of Lemma 4.2.6 holds.
Appendix B. Conformal measures via inducing.
Fix throughout all this section a rational map f and a nice couple ( V , V ) for f . In this appendix we study the conformal measures of f , through the canonical induced map F associated to ( V , V ). In particular we give a sufficient condition on F , for f to have a conformal measure supported on the conical Julia set. See §B.1 and §B.2 for the definition of conformal measure and of conical Julia set, respectively.
This appendix is dedicated to the proof of the following result. See §B.1 for the definition of α(f ).
Theorem 2. Let f be a rational map of degree at least 2, let ( V , V ) a nice couple for f and let F : D → V the canonical induced map associated to ( V , V ). Assume that F is topologically mixing and that the following properties hold.
1. For every c ∈ C we have HD(J(F ) ∩ V c ) = α(f ). 2. There is α ∈ (0, α(f )) such that
Then the canonical induced map F is strongly regular in the sense of [MU1] and there is a unique conformal probability measure of exponent α(f ) for f . Moreover this measure is non-atomic, ergodic, its Hausdorff dimension is equal to α(f ) and it is supported on the conical Julia set of f .
Observe that J(F ) is clearly contained in the conical Julia set J con (f ) of f . In [DU, Pr1] it is shown that α(f ) = HD(J con (f )) (see also [McM] ), so by the inclusion J(F ) ⊂ J con (f ), we have HD(J(F )) ≤ HD(J con (f )) = α(f ).
So the first hypothesis of the theorem requires, in fact, that for each c ∈ C the Hausdorff dimension of J(F ) ∩ V c is as large as possible B.1. Conformal measures. For a given t ≥ 0, we say that a non zero Borel measure µ is conformal of exponent t for f , if for every Borel subset U of C where f is injective, we have
By the locally eventually onto property it is easy to see that if the topological support of a conformal measure is contained in the Julia set J(f ) of f , then the support is in fact equal to J(f ). Note that a conformal measure of exponent t = 0 must be supported on the exceptional set of f . So the exponent of a conformal measure supported on J(f ) is positive. It was shown by Sullivan that every rational map admits a conformal measure supported on the Julia set [Su] . So the infimum, α(f ) := inf{t > 0 | there exists a conformal measure of exponent t supported on J(f )} is well defined and is easy to see that it is realized. It follows that α(t) is positive, as there is no conformal measure of exponent t = 0 supported on the Julia set.
B.2. The conical Julia set and sub-conformal measures. The conical Julia set of f , denoted by J con (f ), is by definition the set of all those points x in J(f ) for which there exists ρ(x) > 0 and arbitrarily large positive integers n, such that the pull-back of the ball B(f n (x), ρ(x)) to x by f n is univalent. This set is also called radial Julia set.
We will need the following general result, which is a strengthened version of [McM, Theorem 5 .1], [DMNU, Theorem 1.2] , with the same proof. Given t ≥ 0 we will say that a Borel measure µ is sub-conformal of exponent t for f , if for every subset U of C on which f is injective we have
Proposition B.1. If µ is a sub-conformal measure for f supported on J con (f ), whose exponent is at least α(f ), then µ is conformal of exponent α(f ) and every other conformal measure of exponent α(f ) is proportional to µ. Moreover µ is non-atomic and every subset X of C such that f (X) ⊂ X and µ(X) > 0, has full measure with respect to µ. In particular µ admits at most one absolutely continuous invariant probability measure.
