For nite-temperature micromagnetic simulations the knowledge of the temperature dependence of the exchange stiness plays a central role. We use two approaches for the calculation of the thermodynamic exchange parameter from spin models: (i) based on the domain wall energy, (ii) based on the spin-wave dispersion. The corresponding analytical and numerical approaches are introduced and compared. A general theory for the temperature dependence and scaling of the exchange stiness is developed using the classical spectral density method. The low-temperature exchange stiness A is found to scale with magnetization as m 1.66 for systems on a simple cubic lattice and as m 1.76 for an FePt Hamiltonian parametrized through ab initio calculations. The additional reduction of the scaling exponent, as compared to the mean-eld theory (A ∼ m 2 ), comes from the non-linear spin-wave eects.
INTRODUCTION
Micromagnetic modeling has proved to be a very useful tool, complementary in many respects to experimental measurements, especially for calculations of hysteresis and dynamics of magnetic nanoelements such as magnetic grains, dots, stripes etc. 15 . Nowadays the micromagnetic approach is used as a design tool, for example, for the evaluation of novel magnetic recording media performance 6 . The importance of micromagnetics can hardly be overestimated since a huge amount of experimental work in nanomagnetism relies on the physical insights provided by micromagnetic modeling, based, for example, on open source programs such as OOMMF 7 or Magpar 4 . Micromagnetic modeling needs as input fundamental magnetic ( micromagnetic) parameters: eective crystalline anisotropy K, exchange stiness A and saturation magnetization M s . These are provided normally by experimental measurements as sample averaged quantities. The dynamics is based on the integration of the classical Landau-Lifshitz-Gilbert (LLG) equation of motion which requires additional input parameters such as the Gilbert damping constant.
On the other hand, ab initio models has turned out to be ecient in providing insight on the local atomic scale values such as the local magnetic moment µ s , the local anisotropy d or a pair-wise exchange J ij in nanoclusters or periodic cells 8, 9 . Most of the ab initio calculations are zero-temperature, and the ab initio modeling of nite temperature magnetization dynamics in nanoscale magnetic elements remains still a challenge for the future.
At the same time, standard micromagnetics is also essentially zero-temperature, although the micromagnetic parameters could be taken as experimentally measured values at a given temperature T . In "thermal micromagnetics" the uctuations are introduced as additional random elds acting on each discretization element 10, 11 . It has been shown that this approach is correct only for low temperatures 12 due to the fact that the standard micromagnetic approach considers constant magnetization length in each element. Thus high-frequency spin waves (SW), responsible for longitudinal magnetization uctuations near the Curie temperature T c are cut o and the value of the Curie temperature is strongly overestimated. An improved micromagnetic approach for higher temperatures is based on the Landau-Lifshitz-Bloch (LLB) equation 13, 14 which removes the condition of the conservation of the magnetization magnitude at each discretization element and introduces longitudinal uctuations.
The modern approach combines the strength of both methods in a unique multi-scale modeling scheme 15 , where information from the ab initio to the micromagnetic scale is used. The correct account for thermal uctuations is provided by using an intermediate atomistic scale (classical Heisenberg models 15 parameterized through ab initio calculations). These models are known for their suitability to evaluate thermodynamic properties at any temperature. Here the thermal uctuations are introduced via a Metropolis Monte Carlo algorithm or by means of the Langevin dynamics approach 16 .
The multiscale scheme proposed in Ref. 15 proceeds as follows. Ab-initio calculations are mapped onto an atomistic spin model based on a classical Heisenberg Hamiltonian 8, 9, 15 . The atomistic model is used to evaluate the temperature dependent parameters K(T ), M s (T ) and the longitudinal and transverse susceptibilities which are the physical parameters required for the LLB equation. This provides a direct link from the electronic structure lengthscale to a mesoscopic, single spin equation of motion capable of large scale simulations. However, the use of large scale (micromagnetic) models requires the temperature dependence of the micromagnetic exchange constant A(T ). The evaluation of temperature dependent macroscopic parameters is highly non-trivial. While the temperature dependence of the anisotropy constant as well as its scaling behavior with the temperaturedependent magnetization M (T ) is known (analytically at least at low temperature and for simple systems, see e. g. 17 ; for a more general numerical method within the multiscale scheme, see Ref.18 .) the temperature dependence of the exchange stiness has received little attention. Atxitia et al 19 employed a quadratic scaling law
, which is essentially a mean eld result. However, given the importance of this parameter in micromagnetic calculations, a more detailed investigation is strongly justied.
In the present article, we investigate the temperature dependent exchange stiness A(T ) in detail. In order to get a thorough understanding of its temperaturedependence as well as its scaling with magnetization we use dierent methods and models for our investigation. Our methods are based on classical denitions of the exchange stiness: through the domain wall (DW) and through the spin wave (SW) approaches. The development of the methods also provides a basis for future multiscale modelling theory where the temperature dependence of the parameters cannot be expected to follow simple laws and should be numerically evaluated. The paper is organized as follows. Firstly we outline the atomistic model which forms the basis of the calculations. The model is then used to calculate A(T ) using a method based on the domain wall stiness. This is followed by a mean-eld treatment of the problem. The atomistic model is then used to calculate A(T ) based on the SW stiness. Interestingly the two methods (DW stiness and SW stiness) give essentially the same scaling law, demonstrating the link between the two phenomena. It is also shown that the scaling exponent can be material dependent. Finally we present analytical calculations using a classical spectral density method. This model is shown to give a scaling law in agreement with the numerical results and, importantly, to give a scaling law for the anisotropy constant in agreement with experiment and with previous numerical simulations, demonstrating the power of the analytical model.
II. MODELS
Our models are based on the classical Heisenberg Hamiltonian. To investigate the generality of our approach, in what follows we use two types of model systems: (i) a generic Heisenberg Hamiltonian for localized magnetic moments on a simple cubic lattice and (ii) a specic Hamiltonian for FePt, parameterized through ab initio calculations 8 .
The generic ferromagnet is described by the Hamiltonian
where S i , with |S i | = 1 and i = 1, . . . , N , are classical spins, J > 0 is the ferromagnetic exchange constant, in the following restricted to nearest-neighbors, µ s is the atomistic magnetic moment, H = He z is the external magnetic eld, d is the on-site magnetic anisotropy parameter, and N is the number of spins in the system. FePt is intensively investigated due to its potential application as ultra-high density recording media 20 . In previous publications 8 bulk FePt was modeled in the layered L1 0 phase. The model has been constructed on the basis of rst-principles calculations of non-collinear (nite angle) congurations calculated using constrained local spin density functional (LSDA) theory 21 , innitesimal angle or LSDA based perturbation theory 2224 and site-resolved magneto-crystalline anisotropy with beyond LSDA corrections 25 . The fundamental interactions at the electronic level are strongly modied by the L1 0 structure. In particular it was shown 8 that the Fe moments can be considered as localized, while the Pt induced moments have to be treated as essentially delocalized. Nevertheless, it is possible to construct a classical spin Hamiltonian involving only the Fe degrees of freedom, with the introduction of a two-ion anisotropy term and a modied exchange term 8 . This Hamiltonian was used in several theoretical studies 2628 and was veried by a comparison of the temperature dependence of the anisotropy constant with experimental data 8, 29, 30 .
In the following, we consider the full Hamiltonian, described in detail in Ref. 8 including Zeeman energy and dipole-dipole coupling,
The two-ion anisotropy parameters d
ij represent the dominant contribution to the uniaxial anisotropy energy as compared to the single-ion term d (0) . The exchange interactions J ij (and consequently also d (2) ij ) are taken into account up to a distance of 5 unit cells until they are nally small enough to be neglected. Note that all parameters follow from SDFT calculation so that the model contains no adjustable parameters.
The zero-temperature exchange stiness A(0 K) can be easily evaluated from local values J ij and the interatomic distances. When the exchange energy between spins is written for the small angle deviations, the classical exchange energy in terms of the continuous magneti-sation vector m takes the form
where the rst summation is over the position vectors a ij = r i − r j from lattice point i to all its neighbors, ν = x, y, z and the "classical micromagnetic exchange stiness" at zero temperature is
where V 0 is the volume of the unit cell. The direct summation of the exchange gives A x(y) (0K) = 1.13 × Since we are interested in thermal properties we use Langevin dynamics, i. e., simulations of the stochastic Landau-Lifshitz-Gilbert (LLG) equation of motion. This equation has the form
with the gyromagnetic ratio γ = 1.76 × 10 11 (Ts) −1 and a dimensionless Gilbert damping parameter α which we set to α = 1 (high damping limit) in the domain wall stiness approach (section III) and to α = 0.1 in the spinwave stiness approach (section IV). Note that the value of the damping parameter does not inuence thermal equilibrium properties 31 , only the dynamics of the system. The large value for α we chose guarantees fast relaxation to thermal equilibrium and will not inuence our results since we are only interested in equilibrium properties.
Thermal uctuations are included as an additional noise term ζ i (t) in the internal eld
, where i, j denote lattice sites and k, l the Cartesian components. All algorithms we use are described in detail in Ref. 16. In the following we use two physical denitions of A(T ) based on the domain wall stiness and the spin-wave stiness parameter. Numerical calculations are extended using a Mean-Field approach and a classical spectral density method.
III. THE DOMAIN WALL STIFFNESS APPROACH
A. Numerical approach: Thermodynamic Exchange Stiness
In the present section, we evaluate the exchange stiness from the temperature dependent free energy of a domain wall and its corresponding width. For this purpose we perform Langevin dynamics simulations for a generic Heisenberg model as well as for the FePt Hamiltonian. For the generic model we use a system of 32 3 moments. For FePt the system size has a cross section of 25.6×25.6 nm 2 and a length of 12.8 nm. This was found suciently large to avoid nite size eects. In both systems we create a domain wall by applying xed, antiparallel boundary conditions. The free energy ∆F of the domain wall is obtained from numerical calculations of the internal domain wall energy ∆E, which is the energy dierence between a system with and without a domain wall, using the relation
where β = 1/k B T , k B is the Bolzmann constant and T is the temperature. It is found that domain wall proles are well described by the usual hyperbolic functions 32 , so that we were able to t the domain wall width δ. Assuming that the well-known equations for the domain wall width,
and the free energy,
hold even at nite temperature, we can obtain the micromagnetic exchange stiness A(T ) as well as the anisotropy energy constant K(T ). For a more detailed description of the applied methods see 
B. Theory: Mean-eld approximation
To gain a further insight into the thermodynamic behavior of exchange stiness we performed also mean-eld (MF) calculation. A one-dimensional domain wall is considered, where the magnetization is uniform within planes. We start with the Hamiltonian of a generic ferromagnet given in Eq.(1), on a simple cubic lattice with nearest-neighbor interactions only and in zero anisotropy and magnetic eld. The MF Hamiltonian has the form where m i is the thermally averaged magnetization of the ith plane. The free energy is
Consider a domain wall forced into the system by appropriate boundary conditions. In a system without anisotropy a one-dimensional domain wall would develop; a state with a unique angle between all planes involved. In a MF picture it is hence sucient to consider only three planes in order to describe the thermodynamics of the whole domain wall. Let ψ be the angle between the magnetic moments of the dierent planes. The thermally averaged magnetization of the ith plane is assumed to be oriented in the z-direction and is given by m i = m ψ e z , with m ψ being the magnitude of the magnetisation in a wall with angle ψ. The magnetization of the (i − 1)th plane is then given by m i−1 = m ψ (cos ψe z +sin ψe x ) and the one of the (i+1)th plane has the form m i+1 = m ψ (cos ψe z − sin ψe x ) where it is assumed that the magnetization is in the x − z plane (see Fig. 3 ). With these assumptions the free energy per spin has the form
The free energy of the domain wall ∆F is the dierence of the free energies of a system with (F (ψ)) and without a domain wall (F (0)). The integrals can be solved, resulting in the free energy (per spin) of a domain wall with angle ψ between adjacent planes
m 0 is the magnetisation in a system without a wall. These magnetisation values can be obtained from the MF self-consistency equation,
Once again solving the integral results in the thermally averaged magnetization of the i-th plane (in the z-direction) within a domain wall with angle ψ. This is given by
with L(x) = coth x − 1/x being the Langevin function.
Note that m 0 = m ψ=0 is the normal equilibrium magnetization. These equations for m 0 and m ψ can be solved
∆F (15)) numerically and the results can be used in Eq. (11) to calculate the domain wall free energy exactly. However, in certain limits analytical solutions can be obtained as well.
In the following we will focus on the behavior of the domain wall free energy in the low temperature limit. In this limit the self-consistency equation can be expanded up to the rst order in T and one obtains
Using this approximation in Eq. (11) leads to an approximation for the free energy of a domain wall in the limit of small angles as well as for low temperature,
This expression for the domain wall free energy can well be compared with a micromagnetic expression for the exchange contribution to the energy density (per crosssectional area) ∆F exc = 2aA(1 − cos(ψ)), yielding a relation for the temperature-dependent exchange stiness
where a is the distance between adjacent planes. The main result is that the exchange stiness scales with the square of the magnetization in the domain wall. Fig. 4 shows a comparison of the domain wall free energy obtained from a numerical solution of the selfconsistency equations with the small angle low temperature approximation. It can be seen that in the limit of small angles the approximation coincide with the exact data. The lower is the temperature the wider is the range of validity of the approximation shown in Eq. (15). Another common denition of the exchange parameter is via the spin-wave (SW) stiness. A priori it is not clear that this denition coincides with the one used in the previous section based on domain wall properties, since the equilibrium background magnetization is different in both cases. In the present section we evaluate the temperature-dependent exchange stiness via Langevin dynamics simulations of thermally excited SW (SW Langevin), using the method outlined in Refs. 33, 34 . For this purpose we simulate a generic, three dimensional ferromagnet with a Heisenberg Hamiltonian as in Eq.
(1), with d = 0 and external applied eld H parallel to the z−axis. The system size is N = 32 × 32 × 32 with
The random thermal eld introduces correlated magnetization uctuations. These can be analyzed via a Fourier analysis, both in space and time, by transforming the magnetization uctuations m (r, t) = (m x (r, t) , m y (r, t)) around the equilibrium direction m 0 = (0, 0, 1) via a Discrete Fourier Transform DFT ,
where {t n } is the discrete time and the wavevector for a nite box-shaped ferromagnet with periodic boundary conditions takes the form k ν = 2πnν aNν with n ν = 0, 1, . . . , N ν − 1; ν = x, y, z.
The power spectral density F (k, w) = | m(k, ω)| 2 is presented in Fig. 6 (a) for four dierent characteristic temperature regions and for the xed wavevector q = (0, 0, π/(4a)). For low temperatures the intensity of the SW modes decrease with the wavenumber k, while at high temperature there occurs a redistribution of the energy over all modes. The mode intensities are tted by the Lorentzian prole from which the resonance frequency of each mode is extracted and nally the dispersion relation ω k is constructed. The corresponding dispersion relations are plotted in Fig.6(b) . As expected, a softening of the SW modes with increased temperature occurs.
The low-temperature dispersion relation of spin waves is well known. It is obtained by linearizing the LLG equation around equilibrium and has the form
, where z is the number of nearest neighbors, H A = 2d
(0) /µ s is the anisotropy eld. By using the SW Langevin technique we obtain an exact dispersion relation ω k as can be seen in Fig. 6(b) . We now assume the following temperature dependent dispersion relation for the LLG Langevin simulated SW
By tting our numerical dispersion relations to this expression, we extract the temperature dependence of the micromagnetic parameter A(T ). Note that at high temperatures only the low frequency part of the spectrum was used, in agreement with the long-wave length interpretation of the micromagnetic exchange (3). The results are presented in Fig.1 as a We now use theoretical formalism developed in Ref.36, known as the classical spectral density method (CSDM). We will apply the CSDM to two dierent systems, a ferromagnet described by the generic classical Hamiltonian in Eq. (1) and to the full FePt Hamiltonian (2) without dipole-dipole interaction.
In this method one makes use of the lowering and raising operators S 
2 , and of the Fourier transforms where the zero-wave vector component reads J 0 = ∑ j J ij = zJ, with J being the exchange coupling between rst nearest neighbors (n.n.). z = J 0 /J can be seen as the mean coordination number with interaction coupling J. For sc lattice with only n.n. z = 6. By dening γ q = z
where a ij is the relative position of considered neighbors and η i = J ij /J 1 the relative exchange strength, we can write J q = J 0 γ q . The spin variables S ± q and S z q satisfy the following Poisson relations
In terms of these Fourier components the Hamiltonian becomes
where h ≡ µ s H, the sum in the last term is restricted to the rst Brillouin zone (1BZ) of the lattice and
Analogously to the exchange term, we have also dened for the two-ion anisotropy d
1 . Note that this Hamiltonian reduces to the generic one for
In CSDM one further introduces the classical spectral density Λ AB (τ ) ≡ i⟨{A(τ ), B}⟩ where the brackets ⟨. . .⟩ denote the equilibrium ensemble average and {} the Poisson bracket of the classical operators A and B. Then, the calculations proceed by assuming a given form (e.g. a Gaussian or a Lorentzian) for Λ k ( ω) involving a few parameters (the frequency ω is measured in the energy units µ s /γ). The latter are obtained by solving a hierarchy of moment equations which are in turn obtained from a chain of equations for Green's functions of all orders. In terms of the spectral density Λ AB (τ ) these equations can be written as
H A = {{A, H} , A} and so on. In the present case, we introduce the following spectral density
and assume that it can be represented approximately by one δ−function
This involves two unknown parameters λ k and ω(k) which are obtained by solving the equations for the rst two moments. Indeed, from the zero-moment equation we have
where we have introduced the magnetization along the eld direction as m = N −1 ⟨S z 0 ⟩. Thus, from Eq. (25) it immediately follows that λ k = 2N m and from the rst moment equation we have
where we have dened ϱ
The transverse correlation function appearing on the right-hand side of Eq. (26) can be readily calculated leading to
where we have introduced the thermally averaged occupation number
In order to compute the longitudinal correlation function in Eq. (26) one has to make use of a particular decoupling procedure (see the discussion below and in the appendix). This is the second approximation used in CSDM, in addition to that related with the choice for the form of the spectral density. In Ref. 36 (and references therein) the following approximation is used
Finally, dening the averaged exchange structural factors T (ex) , where T (iso) = N −1 ∑ q γ q Ω q stands for the isotropic exchange interaction and,
Ω q for the anisotropic one (two-ion anisotropy, see above). We have for the frequency dispersion relation the self-consistent equation
(30) where the rst contribution stems from the Zeeman energy and the second from the single-ion uniaxial anisotropy energy, where
with
The third term in Eq. (30) is due to the two-ion anisotropy and contributes to both the zero wavevector modeω 0 and to the non-zero wavevector modes (i.e. exchange). Its temperature dependence is described by
As a result, within the CSDM approximation we recover the anisotropy eld scaling with magnetization in the low temperature region. Especially for FePt, we obtain that the eective anisotropy eld h A = 2d (30) is due to the isotropic exchange interaction whose temperature dependence is given by
In all cases the contributions T (iso) γ k and T (ani) γ (ani) k are due to magnon-magnon interactions as can be checked from dierent theoretical approaches that account for non-linear SW eects. This is discussed in the Appendix.
To solve Eq. (30), the thermally reduced magnetization value is necessary. We use the following expression, valid for arbitrary temperature, as suggested in Ref. 36,
It is easy to show that it reduces to the well known expression for the reduced magnetization in the low temperature limit, m ≃ 1 − Ω, for classical spin systems 37 . Consequently, Eq. (30) should be solved self-consistently together with Eq. (34). The results are plotted in Fig. 6 and compared with the SW dispersion obtained through the Langevin dynamics simulation.
Despite the assumptions, such as the δ−function for the spectral density and the decoupling procedure such as in Eq. (29), the temperature-dependent equilibrium magnetization m is well described in the low temperature region T < T C /4 and in the high temperature region T ∼ = T C , including an acceptable prediction of the Curie temperature k B T C ≈ 1.47J for the generic case The low-temperature exponent for the scaling of the exchange stiness with magnetization can be found analytically with some approximations. We will neglect the inuence of the temperature dependence of the zero wavevector part ω 0 = h + h A (T ) on the dispersion relation, which becomes exact in the absence of anisotropy. For the anisotropic exchange case of FePt we neglect the exchange anisotropy contribution to ω k , because
0 /J 0 ≪ 1. With these approximations, the dispersion relation (Eq.30) reduces to
with Q(m) = 1 + mT (iso) . Averaging over the noninteracting magnon gas the interaction terms T (ex) and using Eq. (34), we obtain the following expression for the function Q(m), Table I : Geometrical factors and values of the scaling exponents ε and κ = 2 − ε for dierent lattice structures and for the particular case of the full ab initio parametrized FePt Hamiltonian.
where we have used the low-temperature approximation for the magnetization, i.e., m ≃ 1 − W kB J0 T and we have dened ∆m = 1 − m ≪ 1. We have also dened the lattice sums W (ς) and G(ς), according to
with ς = J 0 /( ω 0 + J 0 ). In the case of FePt, due to the high anisotropy contribution, we obtain ς FePt ≃ 0.975 at small temperatures and zero applied eld. For other materials d << J 0 and ς ≈ 1 even for relatively high applied elds. The values of the geometrical parameters and scaling exponents are presented in Table I for sc, bcc, and fcc lattice structure for ω 0 = 0. Note that the numerical calculation of the sums should be made carefully due to the divergent contribution of the Goldstone mode. With the denitions above, we can rewrite the value of
Analogously to the SW Langevin approach (cf. Eq. (18)) the micromagnetic exchange at low temperatures is dened by
where ν = x, y, z. We should note that the dierences W (ς) − 1 and G(ς) measure the deviation of our result from the MFA behavior and tend to zero if the number of equivalent neighbors tends to innity (z → ∞).
In this case Q(m) = 1 and we recover the MFA result
The high temperature behavior is evaluated via numerical calculation of the dependence of Q(m) on m. It is easy to show that near the critical temperature T ∼ = T C the parameter Q(m) → 1 recovering again the MFA result. Moreover, from Eq. (34) we get
in this region, leading to a linear dependence of the exchange stiness, in agreement with the Landau theory of phase transitions 38 .
In Fig. 1 we compare the numerical solution of the complete set of self-consistent equations (30, 34) for all ranges of temperature, and the atomistic simulation results described in the previous sections. For a generic ferromagnet there is a good agreement within the three approaches, in this case the scaling is given by A(T ) ∝ m
1.66
and it is valid until the usual low temperature region T < T C /4. It can be seen that the CSD method and SW Langevin simulations give a very close behavior. Moreover, the SW Langevin data has a very low data dispersion.
In the special and more complex FePt case, there are two dierent exchange parameters, one for directions parallel to z−axis, which we call A ∥ and another for directions perpendicular to the z-axis A ⊥ . These exchange parameters satisfy A ∥ (m) = A x(y) (0K)m κ and A ⊥ (m) = A z (0K)m κ . As observed from the DW simulations & the temperature dependence in both directions is the same, whereas the absolute value is dierent. The lowtemperature scaling exponent κ = 1.76 is valid approximately until T < T C /4. Note that the high temperature behavior cannot be described in terms of the power scaling law.
V. CONCLUSIONS
We have introduced methods suitable for the multiscale modeling of the temperature-dependent exchange stiness in magnetic materials, described by Heisenbergtype spin models. The present article aims to show the capability of the calculations of exchange stiness in principle, leaving the investigation of more complex Hamiltonians for the future. As a rst step and to check in the rst place the generality of the conclusions, we have used a generic spin model on a cubic lattice and a spin Hamiltonian for FePt, parameterized through the ab initio calculations.
In the spirit of classical approaches to the exchange stiness, we have considered two possibilities: the domain wall and the SW approaches. It is not clear a priori that the two denitions give the same answer in the thermodynamical sense. Indeed, the rst approach captures the thermal averaging of the micromagnetic parameters inside the long-wave-length excitations in the form of a domain wall. At the same time, the SW spectrum was evaluated as small-amplitude excitations in the whole wavevector range on the background of the saturated state. To make the situations similar and to comply with the micromagnetic interpretation of exchange, only the long-wave-length part of the SW spectrum was used at high temperatures. The results of the two numerical approaches are in agreement, and they also agree with analytical calculations based on the classical spectral density method.
Our methods allows us to obtain the low-temperature scaling behavior of the exchange stiness with magnetization. The scaling exponent was found to be A(T ) ∼ m for FePt. The values of the exponents are well understood within the CSDM approach as a consequence of the linear magnetization dependence on temperature within the Heisenberg model and SW nonlinearities. The absolute value of the low-temperature exponent is dened by the geometry of the lattice. The CSDM method also claries the failure of the mean-eld approximation to get the correct lowtemperature scaling. Indeed, as is well known, the MF model does not treat correctly the correlations between dierent SW modes (magnon-magnon interactions). Our results show that this problem also manifests itself in the temperature dependence of the exchange stiness.
The CSDM method adequately describes the SW dispersion relation for low temperatures only up to T < T c /4. At the same time, when the exchange stiness is represented as a function of magnetization (averaged strength of the magnetization uctuations), it gives a satisfactory agreement with numerical approaches even at high temperatures. However, for more complex Hamiltonian models its validity region should always be checked against numerical approaches.
The SW stiness method requires a lot of computational space for the Fourier transform in four dimensions. The use of the Fourier transform also implies a regular lattice. In spite of the fact that the denition of the exchange via the long wavelength SW stiness is rigorous, its computational feasibility is limited. The domain wall approach, however, can be applied in arbitrary systems, including multi-phase and disordered ones. Considering the simpler Hamiltonian (1) without the anisotropy contribution, the CSDM approach yields the following SW dispersion relation
The extra term in Eq. (39) with a quadratic dependence on the magnetization m is a contribution that stems from the particular (higher-order) decoupling scheme used for the longitudinal correlation function in Eq.(29). With a simpler MF theory, or random-phase approximation (RPA), or still the well known BogoliubovTyablikov approximation (BTA), one obtains a linear dependence on m in the additional contribution, as will be seen shortly.
In fact, there are many prescriptions for such a decoupling scheme that is used within the Green's function (GF) approach to the calculation of the dispersion relation, the magnetization, and higher-order spin averages of a magnetic system. Indeed, within this approach one is led to apply a certain scheme for breaking high-order Green's functions into lower-order ones in order to close the system of equations which is then easily solved in Fourier space. Finding an adequate scheme for doing so has triggered many investigations each dealing with a specic situation with a particular Hamiltonian. Unfortunately, there is no general or systematic procedure. What is clear, however, is that this variety of decoupling schemes only reects the complexity of dealing with magnon-magnon interactions and non-linear SW eects. On the other hand, a decoupling scheme that may be valid for the exchange coupling is not necessarily a good approximation for the local anisotropy contributions. Indeed, in the quantum case, the spin operators satisfy the SO(3) Lie algebra and this implies that two spin operators commute when they refer to distinct lattice sites. In particular, the longitudinal and transverse motions are uncorrelated when they refer to two distinct lattice sites and they are strongly correlated otherwise. Now, when applying MF theory, RPA or the BTA approximation, it is assumed that the longitudinal and transverse motions are uncorrelated and this is a valid approximation only when they refer to distinct sites i ̸ = k. However, in the (local) anisotropy contributions these sites are identical and thus the longitudinal and transverse motions are correlated, which renders such decoupling procedures bad approximations. In Ref. 39 it was argued that one can avoid using a decoupling scheme by establishing 2S equations of motion for the anisotropy functions. The problem, however, with this approach is that in practice one has to specify the spin S thus limiting the calculations to a particular material. In addition, it is not obvious how to obtain the classical limit from the nal results. One should also note that Devlin's approach 39 is only worth the trouble when one is interested in an arbitrary ratio k = K/J. However, in typical situations this ratio is of the order of 10 −2 for bulk magneto-crystalline anisotropy.
As mentioned earlier, these various contributions that stem from dierent decoupling schemes are in fact due to magnon-magnon interactions and non-linear SW effects. To illustrate this idea, let us consider the simplest case of a spin Hamiltonian without the anisotropy contribution and use the Holstein-Primako representation for the spin operators S. Then, the lowest-order nonlinear terms arising from the isotropic exchange interaction are the four-magnon terms as were derived by Dyson 40, 41 [see also 42, 43 ]
Applying the lowest-order RPA to this 4 th -order term we obtain
where ⟨n k ⟩ is the thermal occupation number given by the Bose-Einstein distribution ⟨n k ⟩ = 1 exp (β ω k ) − 1 .
In the classical limit this reduces to Eq. (28).
On the other hand, the linear SW theory yields the magnon dispersion
Then, the temperature-dependent magnon dispersion is obtained by adding the contribution from the magnonmagnon interactions (41) to ω k (0). Indeed, after taking into account the symmetry k ↔ k 
This (renormalized) dispersion relation can also be derived using the technique of double-time Green's functions. Indeed, this technique yields
where ⟨S z ⟩ is the magnetization in the direction of the eld. Now, replacing the latter by
and adding the magnon interaction contribution
yields the temperature-dependent dispersion
