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The rate-limiting reaction of the bc1 complex from Rhodobacter sphaeroides is transfer of the first electron from ubihydroquinone
(quinol, QH2) to the [2Fe–2S] cluster of the Rieske iron–sulfur protein (ISP) at the Qo-site. Formation of the ES-complex requires
participation of two substrates (S), QH2 and ISPox. From the variation of rate with [S], the binding constants for both substrates involved in
formation of the complex can be estimated. The configuration of the ES-complex likely involves the dissociated form of the oxidized ISP
(ISPox) docked at the b-interface on cyt b, in a complex in which Nq of His-161 (bovine sequence) forms a H-bond with the quinol UOH. A
coupled proton and electron transfer occurs along this H-bond. This brief review discusses the information available on the nature of this
reaction from kinetic, structural and mutagenesis studies. The rate is much slower than expected from the distance involved, likely because it
is controlled by the low probability of finding the proton in the configuration required for electron transfer. A simplified treatment of the
activation barrier is developed in terms of a probability function determined by the Brønsted relationship, and a Marcus treatment of the
electron transfer step. Incorporation of this relationship into a computer model allows exploration of the energy landscape. A set of
parameters including reasonable values for activation energy, reorganization energy, distances between reactants, and driving forces, all
consistent with experimental data, explains why the rate is slow, and accounts for the altered kinetics in mutant strains in which the driving
force and energy profile are modified by changes in Em and/or pK of ISP or heme bL.
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Abbreviations: bc1 complex, ubiquinol:cytochrome c oxidoreductase
(EC 1.10.2.2); bL and bH, low- and high-potential hemes of cytochrome b,
respectively; cyt, cytochrome; Em, (pH), midpoint redox potential at pH
indicated (pH 7 assumed if not indicated); Eh, (pH), ambient redox potential
at pH indicated; ESEEM, electron spin echo envelope modulation
spectroscopy; HYSCORE, hyperfine sublevel correlation spectroscopy;
ISP, Rieske iron–sulfur protein; ISPH, reduced ISP; ISPox, oxidized,
dissociated ISP; P-phase, N-phase, aqueous phases in which the sign of the
transmembrane proton gradient is positive or negative, respectively; PDB#,
Protein Data Bank identifier; Q, oxidized form of quinone; QH2, reduced
form (hydroquinone, quinol) of quinone; QH, Q, protonated and
deprotonated forms of semiquinone; Qi site (Qo site), quinone reducing
(quinol oxidizing) site of bc1 complex; Rb., Rhodobacter; RC, photosyn-
thetic reaction center; SQ, semiquinone (with protonation state unspeci-
fied); UHDBT, 5-undecyl-6-hydroxy-4,7-dioxobenzothiazol; UHNQ, 2-
undecyl-3-hydroxy-1,4-naphthoquinone
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The X-ray crystallographic structures of the mitochon-
drial bc1 complexes have provided a new perspective on
functional studies [1–7]. They contain at their core the three
catalytic subunits common to the bacterial enzymes. A
structure at f 3.5 A˚ resolution of the Rhodobacter capsu-
latus complex (Berry, E. and Daldal, F., unpublished) shows
that the catalytic superstructure is highly conserved, as had
been expected from studies of the mechanism, which seems
to be essentially the same in complexes from mitochondria
and photosynthetic bacteria.
The ‘‘modified’’ Q-cycle of Fig. 1 accounts economi-
cally for the extensive kinetic data from studies of the
turnover of the bc1 complex measured in situ in chroma-
tophores from photosynthetic bacteria [8–15]. The model
is highly constrained by experimental data that exclude
many alternative versions. Three catalytic subunits, cyt b,
cyt c1 and the Rieske iron–sulfur protein (ISP), house the
Fig. 1. The modified Q-cycle through which the bc1 complex catalyzes the
oxidation of quinol and the reduction of cytochrome (cyt) c. The cyt b subunit
is represented by the dashed cyan outline, and contains the Qo- and Qi-sites,
connected by hemes bL and bH. The ISP and cyt c1 catalytic domains, and cyt
c are represented by dashed blue, pink and orange circles. Electron transfer
steps are shown by dark-blue arrows, proton release and uptake by red
arrows, binding and release of quinone species by curved arrows (blue-green
for Qo-site, yellow-green for Qi-site). Sites of inhibition are shown by open
fletched arrows outlined in orange pointing from the inhibitor name to its site
of action. The arrow pointing down from stigmatellin indicates that the
reaction of ISPH with cyt c1 is blocked by the interaction of ISPH with
stigmatellin which binds it at the b-interface of the Qo-site. See text for
abbreviations.
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connect three catalytic sites for external substrates. At one
site, cyt c1 is oxidized by cyt c (or c2 in bacteria). Two
catalytic sites in cyt b are involved in oxidation or
reduction of ubiquinone. At the quinol oxidizing site
(the Qo-site), one electron from quinol is passed to the
ISP, which transfers it to cyt c1, while the semiquinone
(SQ) produced is oxidized by another chain consisting of
the two b-hemes of cyt b, in the bifurcated reaction. At the
quinone-reducing site (Qi-site), electrons from the b-heme
chain are used to generate quinol. The integration of the
oxidation and reduction reactions with the release or
uptake of protons in the aqueous phases, allows the
complex to establish a proton gradient across the mem-
brane. Electron transfer between the two Q-sites through
the b-heme chain is the main electrogenic process. The
contribution of electrogenic H+ movement is likely rela-
tively small, because both quinone-processing sites are
quite close to the aqueous phases with which they
equilibrate.The structures confirmed the main characteristics
expected from previous mechanistic and structural modeling
studies, but revealed several unexpected features [1–7,16–
22]. The most dramatic was the evidence for a large domain
movement of the ISP. On the basis of distances between
donor and acceptor sites, we suggested that this movement
was necessary for transfer of electrons from QH2 to cyt c1
[1]. Mobility of the ISP extrinsic head has been the subject
of much recent work; the results have provided strong
evidence that movement is required [23–31], and these
aspects of structure have been extensively reviewed
[22,32–34]. The movement requires specific catalysis of
the separate reactions of ISP at its two reaction sites, and
implies participation of five catalytic interfaces in turnover,
instead of the three expected from the earlier modified Q-
cycle model [18–20].
In this brief review, I will discuss the reactions at the Qo-
site, the binding of ISP with Qo-site occupants, and the
controlling role of the proton-coupled electron transfer
reactions involved in ubihydroquinone (QH2) oxidation.
The question of mechanism has been highly controversial,
and focused on a few key areas where none of the
hypotheses proposed had appeared to be easily reconcilable
with the experimental evidence. The main themes have
been the nature of the enzyme–substrate complex (ES-
complex) from which the electron transfer occurs, molecu-
lar details of mechanism, the site of the controlling process
in determination of overall rate, and mechanism of control.
The set of hypotheses presented here provides a simple
explanation for many features that had appeared anomalous,
and accounts economically for the experimental observa-
tions in the context of electron transfer theory and the
structural information available from crystallography and
spectroscopy.
1.1. Formation of the ES-complex at the Qo-site
The overall reaction for oxidation of QH2 at the Qo-
site of the oxidized bc1 complex involves the [2Fe–2S]
cluster of ISPox and heme bL of cyt b as the immediate
acceptors.
QH2 þ ISPox þ hemebLfQþ ISPHþ hemebL þ Hþ
The driving force for this reaction is calculated by sum-
ming the driving forces for the two partial electron transfer
reactions, DGo’=F(Em, ISP +Em, bL 2Em, Q/QH2) = 2.9
kJ mol 1, giving a value of Keq = 3.2 at pH 7.0, using
Em, ISP = 310 mV, Em, bL = 90 mV and Em, Q/QH2 = 90 mV.
A more complete description of the energy landscape
requires partitioning of the driving force between a set of
partial processes, including binding of substrates, activation
barriers, electron and proton transfer reactions and dissoci-
ation of products.
An obvious conclusion arising from movement of the
ISP is that it acts as a substrate at its two docking
Scheme 1. Summary scheme to show the reactions involved in electron transfer at the Qo-site. The formation of the ES-complex (left) occurs through two
possible routes, in which one or other of the two substrates binds first, and is followed by binding of the second. After formation of the ES-complex
(EbL.QH2.ISP
ox), the rate-limiting first electron transfer occurs through the activated complex {ES}#, and leads to formation of an intermediate complex
(EbL.QH
S ISPH, not shown) that breaks down by dissociation to the intermediate products, EbL.QH
S and HISPred. Transfer of the second electron from QHS to
heme bL, and dissociation to the final products (right), completes the reaction.
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formation of the ES-complex at the Qo-site—QH2 and
ISPox, as shown in Scheme 1. The scheme summarizes our
working hypothesis for the reaction sequence for QH2
oxidation [16–20,35–39].
From the structure of the stigmatellin-containing com-
plex, we suggested that the ES-complex was formed
between QH2 in a position at the end of the pocket distal
from heme bL, similar to that found for stigmatellin, and
ISPox docked in the position seen for ISPH in the stigma-
tellin structure. A likely configuration involved a H-bond
between the ring UOH of the quinol, and the Nq of ISP
His-161 (Fig. 2). Because of the difference in pKa values
for QH2 (pK >11.5) and the ISP (pK f 7.6), the quinol-
OH was suggested as the most likely H-bond donor
[35,40].
This conclusion was at variance with previous spec-
ulations about the nature of the ES-complex, and the bond
formed. These had been heavily influenced by early
experiments of Rich and Bendall [41] in which the rate
of oxidation of QH2 by cyt c in solution was shown to be
strongly accelerated by raising the pH over the range up
to 11. The results were interpreted as showing that
dissociation of QH2 to the quinol anion, QH
, was a
prerequisite step before electron transfer could occur.Fig. 2. A plausible model for the ES-complex, and of the EP-complex immediatel
the stigmatellin-containing complex (PDB# 2bcc) was used to model binding of u
coordinate data for the inhibitor were removed from the file to leave a vacant site. W
center, PDB# 4rcr) was steered into position in the vacant Qo-site using SCULP
anchored artificially to Nq of His-161 of the ISP, and to the nearest O-atom of the ca
free to move allowed the structure to achieve a low energy configuration in the di
The protein was then freed, and structure within 15 A˚ of the quinone was allowed
were removed, and the structure was allowed to equilibrate for several hours. H-ato
and acceptor atoms to mimic a hydroquinone.Extrapolating this to the enzyme catalyzed reaction led
to the suggestion of two alternative scenarios for forma-
tion of the ES-complex:
QH2fQH
 þ Hþf E QH ! Eþ P
QH2 þ EfE QH2fE QH þ Hþ ! Eþ P
The first of these was incorporated into the ‘‘proton-
gated affinity change’’ mechanism of Link [42], in which
an explicit role of His-161 in its protonated form was
postulated as providing a base to favor the binding of the
quinol anion. The second reaction sequence was incorpo-
rated into the ‘‘proton-gated charge transfer’’ model of
Brandt [43,44]. In both mechanisms, electron transfer
proceeded only after deprotonation of QH2, and release
of the proton occurred to the aqueous phase. However, the
experimental justification for this was ambiguous. The
enzyme-catalyzed reaction showed a stimulation over the
pH range 5.0–8.0, as expected, but in contrast to the
reaction in solution, there was a strong decrease in rate
over the pH range above 8.0 [44,45].
With our suggestion that formation of the ES-complex
involved the dissociated form of the ISPox, bound to the
neutral quinol, the strong dependence on pH of the rate ofy after transfer of the first electron and proton (H-transfer). The structure of
bihydroquinone in the site with the same liganding as the stigmatellin. The
ith the protein frozen, a ubiquinone (coordinates from the bacterial reaction
T V. 2.5 (Interactive Simulations Inc., San Diego, CA). The quinone was
rboxylate group of Glu-272 of cyt b. Energy minimization with the quinone
stal end of the Qo-site that overlapped the volume occupied by stigmatellin.
to relax using energy minimization. Finally, the constraints on the quinone
ms were introduced into the PDB file positioned halfway between the donor
Scheme 2. Binding square involved in formation of the ES-complex, shown
as a thermodynamic cycle with substrates and binding constants as discussed
in the text. The equations below show the processes by which the
thermodynamic parameters (Em Q/QH2 and pKISPox) are displaced by the
binding reactions. In Eq. (i), DH2 is an arbitrary electron donor whose
contribution cancels in calculations (see text), best thought of as representing
a reference electrode. The reactions shown here are simplified by omission of
other processes involving the binding of ISP, Q and QH2, since they are not
relevant to the immediate argument. The binding constants for Q and QH2 in
the equilibrium state before oxidation of ISPH are similar [52] so that the Em
value for the bound couple is within experimental error the same as that for
the free pool. The poise of overall reaction is measured through [ES], assayed
kinetically under conditions in which all ISPH has been converted to ISPox.
This simplifies the system by eliminating terms involving ISPH, but still
leaves some ambiguity in description. A complete treatment would be
somewhat intractable. The essential elements are brought out here by
focusing on the formation of the ES-complex. However, the limitations
inherent in measuring the poise of the bound couple through [ES], and our
incomplete knowledge of binding constants for all components, necessarily
mean that the values are approximations. For further discussion see The
strength of the bond involved in formation of the gx = 1.80 complex, and
[18–21].
A.R. Crofts / Biochimica et Biophysica Acta 1655 (2004) 77–9280electron transfer over the pH range below the pK1 at 7.6
could be naturally explained in terms of simple enzyme
kinetics—the rate varied with [S] and approached satura-
tion [23] (see below for further discussion)—and no
stimulation over the high pH range was expected.
1.2. The binding constants involved in formation of the ES-
complex
A long history from several labs of work in photosyn-
thetic bacteria had shown that QH2 is preferentially bound
compared to Q on oxidation at the Qo-site, so that the
dependence of rate on Eh is displaced from the Em of the
pool (at f 90 mV) to an apparent Em f 130–140 mV
(reviewed in Ref. [9]). The molecular basis for this displace-
ment was not understood. Similarly, it had previously been
observed, as noted above, that the steady-state rate of QH2
oxidation observed using isolated mitochondrial complexes
showed a pH dependence over the range 5.5–9.5 [44,45].
This behavior was discussed in terms of two dissociable
groups, the protonation state of which determined activity—
the stimulation over the range < pH 8.0 was attributed to the
need to deprotonate a group with pK f 6.5, and the loss of
rate at pH 8.0 was attributed to the need for a protonated
group with pK f 9. A more complete description in terms
of 3 dissociable groups, with values pK f 5.7, 7.5 and 9.2
has recently been suggested [46]. However, the groups
involved in control of rate had not been identified, and both
Brandt and Okun [44] and Covia´n and Moreno-Sa´nchez [46]
had excluded the involvement of the group giving rise to the
pK1 at f 7.6 of ISPox as the determinant for the stimulation
in the range pH < 8.
The rate of QH2 oxidation in the first turnover of the site,
seen in pre-steady-state kinetic measurements of the Rho-
dobacter sphaeroides bc1 complex in situ, showed a similar
pH dependence, with the stimulation over the range 5.5–8.0
titrating in with an apparent pK of f 6.3 [21,23,36–39].
This value was displaced from the pK of 7.6 expected to
determine the concentration of the dissociated ISPox (with
the imidazolate form of His-161) proposed as the form
involved in formation of the ES-complex. At first sight this
appeared to be contrary to the mechanism proposed. How-
ever, Crofts et al. [38] suggested a straightforward explana-
tion for both displacements (that of Em, Q/QH2 and of
pKISP)—that they both reflect the same process—formation
of the ES-complex of Fig. 2, as shown in Scheme 2. The
equilibria involved in formation of the ES-complex are
pulled over by the binding process through mass action—
the binding of QH2 would raise the apparent Em for the
oxidation reaction, and the binding of ISPox will pull the
dissociated form of ISPox out of solution, giving an apparent
shift in the pK—as shown by the equations in Scheme 2.
Although not explicitly spelled out at the time [38], this
conclusion was based on the fact that kinetic assays mea-
sured the concentration of the right-hand term (the ES-
complex) in both equations. The rate is proportional to [ES]through the standard kinetic equation, m = kcat[ES]. The
apparent Em and pK values came from measurements of
variation in rate (and hence [ES]) as a function of redox
poise or pH. When the rate was measured at constant pH,
and Eh was varied over the range of reduction of the Q pool,
[QH2] varied with constant [ISPox]; when pH was varied
[ISPox] changed, and the Eh was adjusted so that the [QH2]
remained constant at the same near-saturating value. Con-
sideration of the free-energy values for the partial processes
of reaction Eqs. (i) and (ii) in Scheme 2 gives the following
expressions. For Eq. (i), we first separate out the partial
processes.
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DH2 couple,
DH2 þ QfDþ QH2
for which
DGo ¼ zFDEo ¼ zFðEfreeQm EDmÞ
and binding of QH2 to form the ES-complex,
QH2 þ E:ISPoxfE:ISPoxQH2
for which
DGo ¼ RT lnKQH2
Adding these equations gives us the reduction of the
bound QH2 with reference to the D/DH2 couple and the free
Q.
DH2 þ Qþ E:ISPoxfDþ E:ISPoxQH2
for which
DGooverall ¼ zFðEESm  EDmÞ
Since summing the DG values for the partial reactions
also gives DGoverall
o
DGooverall ¼ zFðEfree Qm  EDmÞ  RT lnKQH2
from which we obtain
KQH2 ¼ exp
zF
RT
DEESfreem
 
Similarly, for Eq. (ii)
DGooverall ¼ DGISP
free
ox
diss þ DGoblinding ¼ 2:303RT  pKISP
bound
ox
¼ 2:303RT  pKISPfreeox  RT lnKISPox
from which
KISPox ¼ 10DpK
freebound
In order to obtain a value for KQH2, we have to first
justify the use of our kinetic determination of [ES] as
appropriate to measurement of the mid-point of the half-
cell implied in the overall reaction of Eq. (i), for which
EV¼ Em þ RTzF ln ½EISPox:QH2	½Q	½E:ISPox	 . We also have to reconcile this
with the conventional expression relating DEm to the
binding constants for both QH2 and Q,
KQH2
KQ
¼ exp
zF
RT
DEboundfreem
 
, which has a similar form to the expres-
sion above, but assumes a different half-cell for the bound
states, for which EV¼ Em þ RTzF ln ½EISPox:QH2	½E:ISPoxQ	 . The difference
between the two expressions is the equation for the equi-
librium constant for binding of Q—the binding of Q is
assumed not to contribute a significant energy term in the
first approach, so that DGQ
o f 0, and KQ f 1. Because theligand is in substantial excess (the Q-pool is in >30-fold
excess over the bc1 complex), the predominant oxidized
form of the enzyme will be that with Q bound, and a value
for KQ f 1 is appropriate in both cases. Using this value,
the two half-cell reactions, and the two expressions for
KQH2, become equivalent.
With this approximation, the thermodynamic displace-
ments measured kinetically (DEm
bound free f 40 mV, and
DpKfree  bound f 1.3, [38]) can be converted to equilibri-
um constants using the relationships above, and give
values of KQH2 f 21 and KISPox f 20. Values in the
literature for the displacements give a range of 17F 4 for
these values, but within this error, both sets of data showed
similar values for the equilibrium constant determining the
displacement. These values provide two of the four equi-
librium constants for the thermodynamic cycle represented
by the binding square of reactions of Scheme 2. This
binding square is the same as the set of equilibria on the
left of Scheme 1 leading to formation of the ES-complex.
Estimates of values for the other two missing terms (KvQH2
and KvISPox, for binding to the vacant enzyme) are avail-
able, both with uncertain values in the range 1F1.5
[16,19,20]. The similarity of the two values derived from
the displacements measured kinetically provide support for
our suggestion that both reflect the same phenomenon—
the liganding between QH2 and ISPox involved in forma-
tion of the ES-complex—and suggest that the other two
terms are of nearly equal value.
The equilibrium constants discussed above are derived
from thermodynamic values, and are therefore formally
dimensionless. The equivalent kinetic equilibrium constants
will have the same value, but with dimensions to account for
the concentration of the binding species1 . For QH2 this
would reflect the concentration in the lipid phase, but for the
ISPox, which is a tethered substrate in which the sum of
concentration of all forms is equal to [bc1 complex], a
conventional concentration term is inappropriate. A formal-
ism for treatment of this special case in the context of the
binding constants involved in formation of the gx = 1.80
complex was suggested by Shinkarev et al. [47], as dis-
cussed further below.
If the displacement of the pK observed kinetically does
represent the binding constant involved in formation of the
ES-complex, then the pH dependence over the range 5.5–
8.0 is accounted for by the properties of the ISP without
invoking a controlling effect of another dissociable group
(cf. Ref. [46]). The configuration of the ES-complex sug-
gested requires specific properties of the histidine side chain
involved—it has to be the group responsible for the pK1
measured from redox titration as a function of pH. This
assignment now seems well justified [48–50]. The interpre-
tation of a controlling role for this pK in determining the
occupancy of the ES-complex is strongly supported by
experiments with a mutant strain, Y156W, in which both
the pK, and the whole curve for pH dependence, were
shifted up by f 1 pH unit [37].
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An interesting conformational change of a buried gluta-
mate side chain (Glu-272) was revealed in Berry’s [16,20]
structure PDB# 2bcc. In the presence of stigmatellin, Glu-
272 had rotated 120j away from a position seen in the
native complex (PDB# 1bcc), where it pointed towards
heme bL [1], to provide a second ligand to the inhibitor
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dimensions M1, referred to the lipid phase, where the Q-pool is 30–60
mM. Several different approaches can be taken to reconciling the values
reported here with conventional values for the binding constants.
1. If KQ is included in the equation relating KQH2 to the observed
displacement of Em, the units cancel, and the value given for DG
o
overall
derives from a dimensionless ratio representing the preferential binding
of QH2 over Q. By setting KQ=1 (and ignoring the concentration term),
we implicitly recognize the possibility that the value given here for
KQH2 represents a ratio of binding constants, so that the value for
DGooverall is the free-energy change arising from the change in state
rather than an absolute measure of the binding free-energy. However,
because the change in state leading to formation of the ES complex
involves the conversion of E.ISPH to E.ISPOX, and the ISP can be at
either the b or c interface, a full treatment would require consideration
of the differential binding of Q and QH2 to all these species.
2. The concentration ratios in the logarithmic terms of thermodynamic
equations, and the related equilibrium constants, are dimensionless.
Formally, this is achieved by division of all concentration terms by the
activities in the standard state (1 M). However, when kinetic assay are
used, the concentration of [ES] is in relative units of fractional
occupancy, and this implies that actual concentrations are normalized to
[Etot]. The same normalization has to be applied to all terms with
concentration units. Since the [Etot] of the bc1 complex in the membrane
is in the range 0.5–1 mM [9], equilibrium constants expressed in
conventional M units will have values greater (for association constants)
than the thermodynamic values by 1/[Etot], or 1–2
103. The value for
KQ of 1 used here then becomes 1–2
103 M1, in the same range as
the value estimated by Ding et al. [53] from the dependence on [Q] of
the amplitude of the gx=1.80 line of the EPR signal of ISPH (from
KDV1.6 mM, KQz625 M
1, but this value is for binding of Q to the bc1
complex with ISP reduced). Using this same adjustment, KQH2f20,000
M1.
3. An absolute value for KQH2 can also in principle be obtained via the
Michaelis–Menten relationship, since KMf1/KS
assoc. The apparent Km
has been measured in the range 3–9 mM, depending on the relative
concentration of Qtotal/RC, and estimates of the membrane concentration
of RC. From this apparent KM, a value for KQH2f200 M
1 might seem
reasonable. However, this estimate ignores competition with Q and is
clearly a lower limit. Substitution into the standard equation for a
reversible competitive inhibitor gives
m0 ¼ Vmax½QH2	
1
KQH2
þ ½Q	 KQ
KQH2
þ ½QH2	
:
From this, at
m0 ¼ 1 2Vmax; 1
KQH2
þ ½Q	 KQ
KQH2
¼ ½QH2	 ¼ KappM ;

allowing calculation of KQH2 from the experimental value of the
apparent KM. However, substitution into this equation involves
estimation of ratios for both KQ/KQH2, and [QH2]/[Q], and both are
derived from the same experimental curve, that giving the apparent Em
at f125 mV for ES. As a consequence, these terms cancel and give a
value for KQH2 of infinity.through H-bonding to a UOH group across the chromone
ring structure of stigmatellin from the UCMO involved in
interaction with the ISP. Molecular dynamics simulations
[17] had predicted a relatively stable water chain leading
from the aqueous phase on the cyt c side into the protein
along the bL heme edge to the Qo-pocket. In the native
structure, or that with myxothiazol bound, the Glu-272
carboxylate contacted this water chain. We suggested that
the two ligands that bind stigmatellin were also involved in
formation of the dual ES-complex, and that a movement of
Glu-272 between these positions, with protonation after
formation of the SQ intermediate, could provide a plausible
pathway for transfer of a second proton from the site of
oxidation of QH[16]. Consistent with this, mutant strains
with the equivalent glutamate in Rb. sphaeroides (E295)
modified to aspartate, glycine or glutamine, showed small
increases (1.5–2.5-fold) in apparent Km for QH2, lowered
rates of electron transfer, and resistance to stigmatellin. The
water chain we predicted has now been found in higher
resolution structures from Hunte et al. [7,33], and these
authors arrived at similar mechanistic conclusions. The
water chain is also seen in a recent 2.1 A˚ structure of the
bovine complex (PDB# 1pp9, Berry, E.A., by personal
communication). The contribution of the H-bond from
Glu-272 (Glu-295 in Rb. sphaeroides sequence) to the
binding of QH2 is likely in the range < 1 kJ mol
 1, as
judged from the small increase in Km for QH2 in mutant
strains [16].
The mechanism proposed implies an important role in
catalysis for this residue. The glutamate is completely
conserved in a-proteobacteria and mitochondria, and also
in cyanobacteria and chloroplasts [20,22], but variations
are seen outside these groups. In Rb. sphaeroides, muta-
tion slowed the rate substantially, but did not prevent
turnover or photosynthetic growth under anaerobic con-
ditions where the bc1 complex activity is required [16].
Both these observation indicate that a glutamate at this
position is not essential for function. However, data show
a relatively weak contribution to the binding, and the
structures show water molecules within the Qo-pocket
that form H-bonds with the carboxyl group O-atoms.
Of the three mutants, E295Q showed the most dramatic
inhibition. It seems possible therefore that on shortening
the side chain (in the E295D strain), or replacement with
a small side chain (in E295G), additional waters could
enter the pocket, and facilitated the exit of the second
proton. This option would be more constrained in the
strongly inhibited E295Q mutant. Additional mutations at
this site, in a His-tagged background to facilitate protein
purification for spectroscopic work, are currently under
study.
1.4. The gx=1.800 complex
The gx = 1.80 line in the CW X-band EPR spectrum of
ISP is observed only when the quinone pool is oxidized
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in the reaction center, several groups had speculated that
the line-shape change at gx might reflect a H-bond
between Q and the side-chain of a histidine ligand to
the [2Fe–2S] cluster of the reduced ISP [48,52], and
formation of a similar bond involving QH2 was an
important component of reaction schemes from Ding et
al. [52–54], Brandt and Okun [44], and Link [45,48].
This speculation was put on firmer ground when the
structure of the extrinsic head domain was published,
showing the liganding histidines exposed [55]. Ding et al.
[52–54] had suggested that the tightly binding quinone at
the Qo-site (the Qos species) of their double-occupancy
model was stabilized by strong binding of a quinone by
the ISPH through a histidine ligand. When the complete
structure of the bc1 complex was available [1], and the
role of mobility of the ISP head became apparent, we
suggested that the quinone species interacting with ISPH
must represent a weakly bound H-bonded complex
[16,19,20]. Preference for a weak binding was predicated
on the need for rapid dissociation of the mobile head
domain to allow participation in catalysis [19–21]. Struc-
tures in which stigmatellin was bound at the Qo-site [1,7]
showed an H-bond between a ring UCMO group of the
chromone ring and His-161 of ISP, strongly suggesting
that a similar bond between the quinone UCMO and His-
161 might be responsible for the interaction revealed by
the gx = 1.80 line [19,20]. In order to explore the structure
in greater detail, we collaborated with Dr. Sergei Dikanov
and Dr. Rimma Samoilova in use of pulsed EPR to look
at the [2Fe–2S] cluster ligands. We were able to show
that the gx = 1.80 complex involved a liganding N-atom
(tentatively identified as Ny of His-161) with structural
characteristics (as determined from the spin interaction)
similar to those seen in the stigmatellin complex [56].
The involvement of Nq of the histidine ring in an H-bond
with the occupant likely changed the spin interaction of
the 14Ny liganding the Fe with the paramagnetic cluster.
The electron spin echo envelope modulation spectroscopy
(ESEEM) spectra of both these bound forms differed
from that seen in the presence of myxothiazol, where
the liganding histidines are exposed to the aqueous phase.
This conclusion supported the view that the H-bonded
configuration of quinone and stigmatellin were similar,
and represented the first direct structural information
about occupancy of the Qo-site by a quinone species.
The Q.ISPH complex is formally an EP-complex, and the
strength of this bond is therefore a parameter of thermo-
dynamic interest in defining the energy landscape (see
later).
1.5. The strength of the bond involved in formation of the
gx=1.80 complex
A substantial literature on the change of Em of the ISP
in the presence of inhibitors such as 5-undecyl-6-hydroxy-4,7-dioxobenzothiazol (UHDBT) and stigmatellin has been
interpreted in terms of a preferential binding of the reduced
ISP by the inhibitor [57,58]. Since the ESEEM data had
shown that a similar bond is involved [56], the binding of
ISPH by quinone might also be expected to induce an
increase in Em, ISP. We demonstrated this effect by looking
at the change in kinetics of cyt c on flash activation of
chromatophores with and without addition of myxothiazol,
over the Eh range around the Em of ISP. Quantification of
the changes showed that the Em in the presence of
myxothiazol was f 40 mV lower than that in the absence
of inhibitor [47,59]. Sharp et al. [60] had earlier reported a
similar shift in Em in the presence of MOA-stilbene
measured directly by redox titration, and Darrouzet et al.
[61] had independently investigated changes in Em, ISP in
mutant strains with modified linker regions, and reported
that myxothiazol induced a downward shift in the Em, ISP,
which in wild-type was f 40 mV, comparable to the value
found from kinetics. From the structural data, no ligand is
formed between myxothiazol and the ISP—rather the
extrinsic domain was rotated away from its binding site
on cyt b to expose the histidine ligands to the aqueous
phase [5,20,62]. We suggested that the Em measured in the
presence of myxothiazol therefore likely reflected the
unliganded state, and that the change in Em induced by
addition of inhibitor was due to displacement of Q by the
inhibitor, leading to loss of the bound state seen in the
gx = 1.80 complex. From the Em change, a binding con-
stant of f 4 could be calculated, showing that a substan-
tial fraction of the ISPred would be bound at Eh, 7 f 200
mV [47].
Changes in Em induced by inhibitors have previously
been discussed in terms of a differential binding of a ligand
(for example an inhibitor or a catalytic site) to oxidized and
reduced forms of the redox couple (ISPox/ISPH, or Q/QH2),
through a formalism suggested by Clark [63]. This approach
was introduced to describe changes in Em on ligand binding
in soluble systems, and the expression commonly used has
the form Eappm ¼Efreem þRTzF ln K o
dissoc
Kdissocr
. However, it is not often
recognized that this form is appropriate only if the ligand is
in excess ([L]>Ko and [L]>Kr), so that the bound forms
dominate the reaction mixture.
Use of this expression has provided valuable mecha-
nistic insights, but the expression is inappropriate when a
ligand binds much more strongly to one redox form than
the other, unless the ligand is in excess. It is also
inappropriate when discussing the unusual features asso-
ciated with binding of a tethered substrate like the ISP,
since the concentration terms have to be replaced by
probability terms. Shinkarev et al. [47] developed a
different expression that made it possible to avoid these
difficulties, with Eappm ¼ Efreem þ RTzF ln 1þK
assoc
r
1þKassoco . When both Ko
and Kr are large compared to 1 (strong binding to both
forms), this expression approaches that of Clark. Howev-
er, when one form binds weakly and the other strongly,
as is likely the case for interaction of ISPH with QH2
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1, and the other K. In this case the Em change provides a
measure of the binding constant for the stronger binding
form—in this instance, Q. Space does not permit dis-
cussion of the limitations of this useful approach, for
which the reader should consult the original [47].
The binding constant for formation of the gx = 1.80
complex calculated using this formalism, Kassoc f 4, was
in the same range as that expected for the binding of QH2 by
Glu-272, as seen from the increased Km in mutant strains
(Km
G/Km
E f 2.3) [47]. Since the first of these values refers to
binding of Q to the Qo-site with ISPH, and the second refers
to the fraction of binding of QH2 not attributable to
interaction with ISPH, they can be thought of as differential
binding constants for interaction of Q and QH2 with the
enzyme under the conditions expected in a redox titration.
The similar values explain why the apparent Em for forma-
tion of the gx = 1.80 complex titrates with a value close to
the mid-point of the quinone pool [19].
1.6. The energy profile of the QH2 oxidation reaction;
identification of limiting steps
In the discussion on formation of the ES-complex above,
it was proposed that the ES-complex is stabilized by
formation of an H-bond between the UOH of QH2 and
the imidazolate ring of the dissociated ISPox. Electron
transfer from QH2 to ISPox would have to occur through
this H-bond. This proposal has important consequences for
the mechanism. Because the pK on the reduced form of ISP
is >12, electron transfer would have to be coupled to H+
transfer so that the reaction is formally an H-transfer.
Release of the proton would occur on oxidation of ISPH
by cyt c1 (at pK>pK1) or on rebinding of ISPoxH to form the
ES-complex (at pH < pK1).
As noted above, a second mechanistic consequence is
that formation of the ES-complex does not involve disso-
ciation of QH2 to QH
. Electron transfer can proceed from
this state without the prior need for release of a proton
implicit in the ‘‘proton-gated charge transfer’’ mechanism
[43,44]. This proposal solves an obvious embarrassment
inherent in mechanisms with QH as a necessary interme-
diate—that the pH dependence of electron transfer for the
bc1 complex in the higher pH range was the opposite of
that expected—a slowing of rate was seen rather than the
acceleration seen in the Rich and Bendall [41] experi-
ments. Despite this difficulty, Brandt and Okun [44]
justified their mechanism by invoking two separate con-
tributions—the two pK values affecting rate as discussed
above—and a strong dependence on pH of the activation
energy for steady-state electron transfer, but this does not
reconcile the internal inconsistency, and the pH depen-
dence of activation energy was contrary to our own
findings.
The studies of Crofts and Wang [64] on the pre-steady-
state kinetics of the complex in its native state, laterextended to a wider range of conditions by Hong et al.
[21], showed the following:
(a) The reaction with the slowest rate under conditions of
substrate saturation was the oxidation of QH2 from the
ES-complex. This was also the reaction with the highest
activation barrier.
(b) In contrast to the observation on steady-state electron
transfer with the isolated mitochondrial complex [44],
the activation barrier for oxidation of QH2 in the pre-
steady-state was independent of pH. This removed any
justification for a mechanism involving a necessary
dissociation of QH2 to QH
 before electron transfer.
(c) The activation barrier was also independent of the redox
poise of the quinone pool. From the discussion on
formation of the ES-complex above, it will be clear that
varying pH below the pK for ISPox varies the
concentration of one substrate—the dissociated ISPox
species active in formation of the ES-complex.
Reduction of the quinone pool increases the concentra-
tion of QH2, the other substrate. These independencies
therefore showed that the activation barrier was
independent of substrate concentration, and after
formation of the ES-complex, as is the norm for
enzyme reactions.
(d) As shown by acceleration of the rate of electron transfer
over the lower pH range, and the acceleration on
reduction of the pool, the rate varied with concentration
of either substrate, as expected from simple Michaelis–
Menten considerations.
(e) The dependence of rate on driving force for the first
electron transfer, as determined from experiments taking
advantage of changes in Em, ISP in mutant strains,
identified this as the limiting partial process (see below).
(f) Reactions associated with movement of the ISP extrinsic
domain were not limiting. The movement of the ISP
could be assayed by measuring the lag times involved in
reactions that incorporate it as a partial process. The time
not accounted for by electron transfer events was always
short ( < 30 As), and the reactions all had low activation
barriers [21]. This was in line with weak association
constants [19], and the simple constrained diffusion
mechanism suggested by the structures and MD
simulations [17].
1.7. Dependence of rate on driving force and on pH
Analysis of the kinetics in strains with mutations in ISP
that lowered the Em value had shown that the steady-state
rate of QH2 oxidation depended on the Em, and therefore on
the driving force for the first electron transfer [65–67], and
we showed a similar dependence on driving force in pre-
steady-state measurements assaying oxidation of the first
QH2 [37–39,68]. In contrast, the overall rate did not appear
to be greatly modified by changes in Em of heme bL, either
by mutation, or on prior reduction of heme bH [21]. This
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Fig. 3. The dependence of rate on driving force for electron transfer as
determined in mutant strains with modified Em, ISP. The points show data
plotted on a log10 scale for the rate constants (or maximal rates under
saturating conditions) of quinol oxidation by the bc1 complex from bacteria
or mitochondria from strains with mutations in the ISP that modify the Em
of the [2Fe–2S] cluster. The rates have been normalized to the rate in wild-
type strains (taken as 100). The values are plotted against the change in Em
determined by redox titration compared to wild-type. Data shown as
squares are from Ref. [37]; other values from Refs. [40,66,67]. For the data
from our own work [37], experiments measured the rate of heme bH
reduction in the presence of antimycin in chromatophores from Rb.
sphaeroides. The reactions of the bc1 complex were initiated by a saturating
flash of light to excite turnover of the photochemical reaction centers. The
reaction generates the substrates for the bc1 complex in < 10 As. All
experiments were performed under anaerobic conditions at pH 7, and Eh
100 mV, under which conditions both substrates (ISPox and QH2) were
present f 200 As after the flash at close to saturating concentration. The
points indicated by the open symbols were obtained with strain Y156W.
The open triangle indicates a point measured at pH 8, with the Eh adjusted
to 30 mV so as to maintain the same degree of reduction of the pool as for
the other points. Under these conditions both substrates were at close to
saturating concentration for this strain. See text for further explanation. The
slope shown is the best fit to points other than the open triangle; see text for
explanation.
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QH2 to ISPox) was the rate-limiting step.
With identification of the rate-limiting step, attention
could be shifted to detailed consideration of the factors
determining rate—distance, driving force and reorganization
energy [69,70]. In the context of the proposed structure of the
ES-complex, the rate observed in wild-type was much slower
than that expected from our model. Assuming that electron
transfer occurred through a H-bond between QH2 and His-
161 [16,21], the rate expected from the Moser et al. [69] De
Vault [70] treatment, using the distance of f 7 A˚ suggested
by the structure, and a conventional value for the reorgani-
zation energy (kf 0.75 eV) was f three orders of magni-
tude higher than the rate observed. Hong et al. [21] could
explain the observed rate if a high value for reorganization
energy (kf 2.0 eV) was used, in line with the high activa-
tion barrier, but this value was much higher than that found
in other electron transfer reactions occurring over similar
distances [69], and no obvious feature of the structure could
be used to justify such a high value. The problem then was to
find a better explanation for this anomalously slow rate.
Our own work on the dependence of reaction rate on
driving force used mutant strains with modifications in ISP
at Tyr-156 (Tyr-165 in bovine sequence) [37]. This residue
forms a H-bond from the tyrosine-OH to the Sc of one of
the cysteine ligands (Cys-139, bovine)—one of several H-
bonds to the cluster contributing to the high Em and low pK
[49]. Measurement of the Em and pK values of these strains
showed that all had decreases in Em—minor for the Y156H
strain, but increasingly more substantial for strains Y156F,
L, and W. However, for one strain (Y156W), in addition to
the substantial decrease in Em measured at pH 7, there was
also a substantial increase in pK (from 7.6 to 8.5). The effect
of change in Em on the rate of reaction could be assessed by
plotting the logarithm of the rate-constant for oxidation of
QH2 as a function of DEm at pH 7.0. Assuming that the
driving force was given by the value of DGo for the overall
reaction, and that the Em of the acceptor was unchanged by
mutations in ISP, DEm is a direct measure of DDG
o. In such
plots, the points followed the dependence of rate on driving
force expected from Marcus theory (reviewed in Ref. [70])
(Fig. 3). However, a substantial part of the inhibition
observed in strain Y156W (open square in Fig. 3) could
be attributed to the effect of the pK change on the concen-
tration of the dissociated form as substrate. At pH 7.0 and
with a pK of 8.5, the concentration of ISPox would have
been eight times lower than with a pK at 7.6, and the rate
would have reflected this lower concentration. This affect of
pK could be illustrated by plotting on the same scale the rate
for strain Y156W measured at pH 8.0, with the DEm
adjusted to the value appropriate to this pH (open triangle
in Fig. 3). The value then fell away from the slope defined
by the other points [37]. This anomaly called into question
the validity of using the Marcus explanation for the inhib-
itory effect observed, but provided an important clue as to
how the anomalously slow rate could be explained.For an explanation of this anomalous behavior, we must
look in greater detail at the role of pK1 of ISPox in
controlling several critical parameters:
(1) The Em value of the ISP, together with the Em of the SQ/
QH2 couple, determines the overall redox driving force
for the first electron transfer, as summarized above and
discussed extensively by Hong et al. [21] and in Ref.
[37].
(2) In the formation of the ES-complex, the dissociated
(imidazolate) form is the substrate (see above, and Refs.
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and on the pK of the group undergoing dissociation,
assumed to be pK1 due to dissociation of His-161.
(3) The pK1 at 7.6 on the oxidized form results in a
dependence of Em, ISP on pH—the value decreases
above pH 7.0, with a f 59 mV/pH unit slope above the
pK. A second pK (pK2) on the oxidized form at 9.2
increases the slope at higher pH. Over this range (at
pH>8), the overall rate, and the rate of the first electron
transfer, both decrease. The decrease in Em of ISP might
be expected always to determine the overall driving
force [46], but because the Em of the Q/QH2 couple also
decreases by f 59 mV/pH, the driving force is
constant with pH over the range of pK1, and pK2 will
be the critical determinant for the change in driving
force. This driving force effect, together with the effect
on concentration (as in (2) above), provided an
explanation for the entire dependence of rate on pH
over the physiological range, in terms of the pK values
of ISPox.
(4) The pK1 also plays a critical role in determining the
activation barrier, as discussed more extensively below.
As an aside from our consideration of the Qo-site
reaction, the equilibrium constant between cyt c1 and ISP
is also determined by pK1 over the physiological range,
because the Em of cyt c1 shows no pH dependence over this
range. This has important consequences for the kinetics of
the high potential chain measured in pre-steady-state experi-
ments [27,71].
1.8. Proton-coupled electron transfer as a determinant in
the rate-constant for QH2 oxidation
Work on model compounds by Roberts et al. [72] had
demonstrated the controlling effect of pK values on coupled
H+ and electron transfer through H-bonds in aprotic media.
A detailed theoretical treatment by Cukier and Nocera [73]
suggested that, for the case in which the proton transfer step
was unfavorable, the rate was controlled by the low prob-
ability for a favorable configuration from which electron
transfer could occur, and they developed a Marcus theory
treatment in which the contributions of proton transfer and
electron transfer were treated using separate terms for
driving force but a common reorganization energy.
The quantum mechanical treatment required was com-
plex, but the idea was essentially simple—electron transfer
through an H-bond is determined by the probability of
finding the H+ in a suitable configuration in the bond.
Graige et al. [74], in discussion of the proton-coupled
electron transfer reaction at the QB-site in photochemical
reaction centers, had made simplifying assumptions that
allowed separation of the role of the proton transfer from
the electron transfer, by treating the former through a
probability function. Combining these approaches has led
us to propose a treatment of the dependence of rate ondriving force as applied to the Qo-site reaction [39], which
avoids the difficulties arising from quantum mechanical
considerations of the role of the proton [73]:
(i) The electron transfer can occur only when the proton
configuration is favorable. This requires that the proton
be transferred through the H-bond before electron
transfer can occur.
E:bL:QH2ISPox f
DGproton
E:bL:QH
:HþISPox f
DG
e
electron
ES e
! E:bL:QH  :ISPH ð1Þ
(ii) The value for DGproton is given by the Brønsted
relationship [75], which describes the equilibrium
distribution of the H+ along a H-bond in terms of the
pK values of the H-bond donor (pKD) and acceptor
(pKA):
DGproton ¼ 2:303RTðpKD  pKAÞ
¼ 2:303RTðpKQH2  pKISPoxÞ
(iii) The occupancy of the proton-transfer state needed for
electron transfer is determined by Brønsted term, as
above. Given the pK values for QH2 (pK >11.5) and
ISPox (pK f 7.6), the configuration is thermodynam-
ically highly unfavorable, and the low probability of
accessing the state represents a substantial part of the
activation barrier. This probability term recalls the
explanation of Rich and Bendall [41] for the pH
dependence of QH2 oxidation. In both cases, the
unfavorable state is determined by the high pK of the
donor (QH2). However, while in the solution experi-
ment, or in the ‘‘proton-gated charge-transfer’’ mech-
anism [44], the pK determines the probability of
dissociation to the quinol anion, in the present case it
determines, relative to the pK of the acceptor, the
distribution of the H+ along the H-bond. The step
represented by {ES}# in Scheme 1 is replaced by the
two partial processes shown in Eq. (1). In terms of an
Arrhenius representation, this gives:
klim ¼ koexpfðDG eelectron þ DGprotonÞF=RTÞg
¼ fkoexp DG eelectronF=RTÞgexpf2:303DpKg
ð2Þ
(iv) The reaction occurs at a protein interface that appears
from the structures to be aprotic and anhydrous, so it is
unlikely that the proton will equilibrate with the
aqueous phase [7,33,39].
(v) Rates of H+ transfer through H-bonds are inherently
rapid (f 2
 1011 s 1), f 1000 faster than the
maximal electron transfer rate at this distance
[75,76]. To a close approximation, the proton transfer
contribution can therefore be treated as a separate
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allows for a great simplification in thermodynamic
treatment. It will be recognized that the reaction
sequence of Eq. (1), with the parameters for equilib-
rium and rate constants discussed above, represents
one of the classes of electron transfer reactions
involving kinetic complexity discussed by Davidson
[77]. The overall electron transfer is coupled to the
proton transfer step, which has a low probability, but
rapid rates for the reactions by which the intermediate
step is equilibrated, compared to the electron transfer
step. As discussed by Davidson [77], the overall rate
constant for such processes is given by
klim ¼ KxkET ð3Þ
where Kx is the equilibrium constant for establishing
the intermediate state, and kET is the rate constant for
the electron transfer step. This is an alternative
representation of Eq. (2).
(vi) Using the pre-exponential terms suggested by Moser
et al. [69], a Marcus expression for the electron
transfer energy barrier, and the Brønsted term for the
proton barrier, the following equation for the rate
constant was proposed [39]. This is equivalent to Eq.
(2) written in log10 form, with the two DG terms and
ko expanded.
log10klim ¼ 13
b
2:303
ðR 3:6Þ  c ðDG
o
e þ kÞ2
k
 ðpKQH2  pKISPoxÞ ð4Þ
Here b is 1.4, the slope of the Moser–Dutton
relationship between log10k and distance, R is the
distance in angstroms, DGe
o is the driving force for the
electron transfer step, and k is the reorganization
energy (both in electrical units). The term c has a
value of 3.1 following the Moser et al. [69] treatment
for the electron transfer step adopted in the previous
paper [39].
This equation has been incorporated into a simple com-
puter model that provides a framework for testing the effects
of changes in critical parameters [21]. The current version
includes routines to allow exploration of the contribution of
the Brønsted term. The program also allows a choice
between the Moser–Dutton factor of 3.1 for c in Eq. (4),
which includes quantum mechanical contributions from
tunneling [69,70], or a classical Marcus term (F/(4
 2.303
RT) [70,78]), which has a value of f 4.2 at 298 K. In the
program, the curve of log10klim vs. DG is plotted using
values input by the user for the critical parameters c, R, k,
and the two pKs. These make it possible to move the
curve around the plot area so as to match experimental
values for k and reaction driving force (DGe
o). The program
keeps track of the First Law interdependence of thermody-namic parameters for partitioning of the activation barrier,
and those for transfer of the first and second electrons
based on the nature of the bifurcated reaction, as detailed in
Ref. [21].
This program has been used to analyze the experimental
data summarized in Fig. 3, in which Em and pK values were
varied by mutagenesis. The data shown in Fig. 3 include
values from our own work [37] and some from the literature
for comparison [40,65–67], scaled to the rate in wild-type
strains. The plot of log10(k) against change in driving force
(given by the change in Em in the mutant strains) shows that
the rate varied with driving force in a manner consistent
with Marcus theory [21,37,40,65–67]. However, as noted
above, the results using strain Y156W (with pK1 f 8.5)
showed anomalous properties [37].
With the insight provided by the treatment above, a
plausible explanation for this behavior can be offered. The
inhibition of rate because of the higher pKISPox (which
reduces the substrate concentration) is counteracted by a
stimulation due to a higher probability of favorable proton
configuration arising from the contribution of the higher
pKISPox to the Brønsted term.
The critical points can best be explained in terms of
Marcus curves generated by the program (Fig. 4). The
parameters were adjusted to take account of the observed
rate constant (kcatf 1.5
 103 s 1) and activation barrier
(f 65 kJ mol 1) for the first electron transfer in the wild-
type [21], the Em values of the reactants and products (and
hence DGoV for the overall reaction), pK values, and the
distance of 6–7 A˚ over which the first electron transfer must
occur if our model for the ES-complex is correct.
Before examining the curves, it is worth noting some
properties of the equation and the resulting curves. The
inverted parabola has a width determined by c (the lower
value resulting from the Moser et al. [69] treatment gives a
wider parabola, and consequently a shallower slope at any
particular value for log10k), and by k (larger values give
wider parabolas), and is offset vertically by changing the
distance, R, and Brønsted terms (pK values). These latter do
not modify the shape of the curve since their value in the
equation is independent of DG, the dependent variable.
Changing k also shifts the curve horizontally so that the
peak position (when k =DG) is at higher values of DG for
lower values of k. In Fig. 4, a limited area of the plot is
highlighted. To avoid confusion in looking at the positions
of the curves, it is worth noting that a vertical shift in the
position of the parabola will appear as a horizontal dis-
placement of the curve, which should not be confused with
the horizontal displacement due to a change in k.
We are interested in explaining the dependence of an
electron transfer reaction on redox driving force. Although
the overall reaction requires both electron transfer steps, and
is exergonic, we focus here in the first electron transfer
reaction, because that is rate-determining. In the discussion
here, the overall driving force for the first electron transfer is
endergonic, but this is not essential to the treatment. A
Fig. 4. Marcus curves showing the variation in rate with driving force for different conditions discussed in the text. Default parameters used in all curves were:
R1 = 7 A˚, Em, bL = 90 mV, Em, Q/QH2 (pool) = 90, Em, Q/QH2 (bound) = 130, Em, Q/QHS = 325, Em, QH./QH2 = 585, E act = 0.65 V. Curve A—Parameters: Em, ISP= 310
mV (or 198 mV for Y156W, line AV); DG 1overall =DG 1e = 275 mV (line A) (or DG 1e = 387 mV for Y156W, line AV), k1 = 1.87 V. Values returned: rate,
first e = kET = kcat = 1.26
 103 s 1, slope (at DG 1e) = 0.0071/mV (intercept on line A) (or slope = 0.0074/mV for Y156W, intercept on line AV). Curve B—
Parameters:Em,ISP= 310mV;DG 1
overall = 275mV,DG 1
e = 32mV,pKISPox = 6.3,pKQH2 = 11.5;DG proton/F = 307mV.Valuesreturned:rate,firste = kcat = 1.51
103
e = kcat = 1.51
103 s 1, kET = 2.4
 108 s 1, k1 = 0.84 V, slope (at DG 1e) = 0.0059/mV (intercept on line B). Curve C—Parameters: Em, ISP= 310 mV;
DG 1
overall = 275 mV, DG 1
e = 32 mV, pKISPox = 6.3, pKQH2 = 11.5; DGproton/F = 307 mV. Values returned: rate, first e = kcat = 1.55
 103 s 1,
kET = 2.45
 108 s 1, k1 = 0.66 V, slope (at DG 1e) = 0.008/mV (intercept on line B). Curve D—Parameters: Em, ISP= 198 mV, k1 = 0.66 V,
DG 1
overall = 387mV,DG 1
e = 133mV,pKISPox = 7.2,pKQH2 = 11.5;DG
proton/F= 254mV.Values returned: rate, first e = 3.41
102 s 1, kET = 6.8
 106 s 1,k1 = 0.66
k1 = 0.66 V, slope (at DG 1
e) = 0.01/mV (intercept on line D). For curve A, the driving force for the first electron transfer is the overall driving force
given (in electrical units) by DGoverall =DGo/F =DEm, using values for Em, ISP and Em, QH/QH2 given above. For curves B, C and D, the driving force
for the first electron transfer is DG 1
e, given by the difference between DG1
overall and the Brønsted energy term, and is: DGe1 ¼ DGoverall  DGproton
¼ DGoverall  2:303 RT
F
ðpKD  pKAÞ. The points plotted are those from Fig. 3, scaled to the rate measured in Rb. sphaeroides as described in the text,
and to a driving force assuming the parameters above for curve B or C. The open symbols show values for mutant strain Y156W.
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somewhat misleading version suggested as appropriate for
the endergonic direction in Ref. [80]. The curve plotted is
log10k vs. DG for the electron transfer step, and is indepen-
dent of the assignment of DG to a particular partial process.
However, when it comes to finding a fit to the data, DG has
an explicit meaning that is model-dependent, as explained
below. In moving the curve around the plot area to fit the
data, the parameters for the curve take on the explicit
meaning for DG to match the meaning implicit in the
vertical line at the driving force of a particular partial
process.
Since log10k and DG are the variables plotted, the unique
values for k and driving force (DGo) appropriate for a
particular reaction are related to the curves through inter-
cepts of the plotted curve with horizontal and vertical lines,
respectively, at the values given by experimental data. Since
the first electron transfer step is limiting, a satisfactory fit of
the plotted curve to the experimental values is found when
the three lines intercept at a single point.The solid curves show the variation of log10kcat for
electron transfer as a function of driving force, using either
a Moser et al. [69], or a classical Marcus [70,78] treatment,
or either of these modified by the Brønsted term, for a
particular set of values for k, R, c, and pKs, as detailed in
the figure legends. For the unmodified treatments, the
driving force for the first electron was the DGoverall. By
splitting out the Brønsted term, we are assuming that
changes in Em, ISP do not affect the proton distribution.
For the plots modified by the Brønsted term, the redox
driving force (changed by changes in Em, ISP) was the
fraction of the overall driving force not attributable to the
Brønsted term. This is the value shown as DG1
e in the
figure legend, and by the vertical broken lines. The values
for DGoverall were calculated from Em, 7 values, using for
Em of ISPox either the value for the wild-type (Em, 7 = 310
mV) or that for mutant Y156W, in which the Em, 7 was
shifted to 198 mV. The acceptor Em used was that for the
SQ/QH2 couple, with a value of 585 mV. This value was
based on the case favored by Hong et al. [21] in which the
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DGo. Justification for this assumption, which is in line
with experimental observation, can be found in the earlier
literature [21,64,79]. The horizontal dashed line is posi-
tioned at the observed value for log10kcat for wild-type; the
many different lines appropriate for rates measured in
mutant strains have been omitted for clarity. For any
particular reaction, plausible parameters for the curve are
those at which the parabola intercepts both the horizontal
line for the measured log10k, and the vertical line for the
appropriate driving force. To find this point, the parameters
of the curve are adjusted till the intercept condition is
fulfilled. Curves can be generated to fit other plausible
scenarios for the first electron transfer [21] by choice of
different values for Em, SQ/QH2 to modify DG
overall. This
will not affect the general shape of the curves generated, or
the changes in position arising from changes in pK, but
will determine the values needed to produce a suitable
intercept of the curve with the experimental values.
In the evaluation of these curves, it should be noted that
the rates discussed (except those for the open triangle)
were from experiments in which kinetics were measured at
Eh f 100 mV and at pH 7.0, conditions in which the
concentrations for both substrates were close to saturation
for wild-type (with Em for ISP at 310 mV). The measured
rates were therefore close to kcat, and appropriate for
comparison with the Marcus curves, for which it is
assumed that the ES-complex was fully populated (satu-
rating substrate concentrations).
Curve A is that given by the standard Moser et al.
treatment assuming pure electron transfer, similar to that
previously published [21]. The vertical dashed line A shows
a driving force for the first electron transfer appropriate for
wild-type ISP. Using the full distance from the >CMO
oxygen of stigmatellin to the nearest Fe of the cluster, a
value for k= 1.87 eV was needed in order to get the rate low
enough. This value for distance (7 A˚) is at the high end for
the O–Fe distance from different structures (which range
from 6.68 to 7.1 A˚). If the liganding histidine participates in
the electronic structure of the cluster, the distance would be
smaller; at 6.3 A˚, the value for k needed is the maximal
value (2.01 V) compatible with the large activation barrier
measured. All plausible values for k are much higher than
experimental values found for similar electron transfer
reactions. The slope at the intercept point (f 0.007/mV)
is considerably less than that of the experimental curve of
Fig. 3 (f 0.009/mV).
The vertical dash-dot line AV shows the driving force
assuming Em, ISP = 198 mV, the value found at pH 7 in
mutant Y156W. The intercept of the Moser–Dutton curve
with this line is at a lower rate, showing the ‘‘inhibition’’
compared to the wild-type kcat, which could be attributable
to the change in driving force if everything else was equal.
Curve B is the Moser–Dutton curve, but incorporating
the Brønsted term of Eq. (2). This places part of the
activation barrier in the improbable proton transfer, so thatthe fraction to be accounted for in the electron transfer is
smaller. The parabola is shifted down by–(pKQH2 pK
ISPox), which has the effect of shifting the intercept with
the horizontal log10k line to the right. Since a fraction of
the driving force also comes from the Brønsted term, the
driving force for the electron transfer step also has to be
adjusted. This is shown by the vertical dotted line B, with
a value appropriate for wild-type ISP. We have assumed
here that the pK value appropriate to the calculation is
that for the ES-complex (6.3 rather than 7.6 for the free
form) leading to values for k close to the expected range
for the electron transfer step. The lower value of k
narrows the parabola, and shifts it to the left. The result
of all these shifts is a slope of the curve at the intercept
similar to that for curve A. However, the slope at the
intercept (f 0.006/mV) is still lower than the slope
from experiment.
Curve C shows the profile using a classical Marcus term
for the activation energy, but partitioning out the proton-
transfer probability using the Brønsted term. The larger
value for c results in a narrower parabola and hence a
steeper slope. Values for other parameters are similar to
those for curve B, but the narrowing necessitates a small
change in k to move the curve over to give the same
intercept. The steeper slope at the intercept is more in line
with that from experimental values, as shown by the points
plotted, taken from Fig. 3. The values for log10k for these
points are those for Fig. 3, scaled to kcat for wild-type. The
values for DG1
e were adjusted as follows: the value of
change in Em shown in Fig. 3 was added to the value for
Em of the wild-type strain to restore the measured Em, and
this was then used, with the assumed value for Em, SQ/QH2 to
calculate the overall driving force, DGoverall. The driving
force for the electron transfer step was then taken as the
difference between this value and DGproton given by the
Brønsted term. This brings the values for the mutant strains
into line with the value for DG1
e for wild-type (vertical line
B), as detailed in the figure legend.
Curve D shows the effect of using the same treatment as
for curve C, but with the pK for ISPox appropriate for the
Y156W strain. As for curves B and C, the value appropriate
for the ES-complex (7.2 rather than 8.5 for the free form)
was assumed. This offsets the curve vertically by the pK
difference, and shifts the intercept with log10kcat to the left.
Changing the pK also changes the contribution of the
Brønsted term to DGoverall, and therefore changes the
driving force for the electron transfer step, from the value
indicated by the open square (derived from the Em, 7 value
for Y156W) to that indicated by vertical line D. The
intercept of curve D with line D shows the value for
log10kcat expected for strain Y156W on the basis of the
model. This maximal rate constant is close to the value
measured at pH 8.0 (open triangle), conditions close to those
for maximal rate for this strain [37]. The expected rate
measured at pH 7.0 would be lower than kcat because the
concentration of the ISPox substrate will be lower by
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close to the measured rate at pH 7.0 represented by the open
square.
The main points to be derived from this analysis are as
follows:
1. By introducing the intermediate proton configuration, we
can explain the otherwise anomalously slow first electron
transfer. The transfer of the electron occurs with a high
rate constant, but from a weakly populated state. The
probability of occupancy of this state is given by the
Brønsted term. The parameters for the electron transfer
step (kET and k) are in line with those in other systems
operating over similar distances with similar driving
forces.
2. Inclusion of the Brønsted term also provides an
explanation for the otherwise anomalous behavior in
strain Y156W. The change in pK with respect to wild-
type leads to changes in rate measured at pH 7 in which a
slowing due to the substrate effect is compensate by a
speeding up due to the smaller value of the Brønsted
term. Changes in pK are expected to have a number of
more subtle effects on the profile of the activation barrier
because of the interplay between the Brønsted term,
DGoverall, and the driving force for the electron transfer
step. When all these effects are taken into account, the
anomalous behavior of strain Y156W seems to be quite
satisfactorily explained. This success provides strong
support to the suggestion that proton-coupled electron
transfer at the Qo-site of the bc1 complex controls the rate
of ubihydroquinone oxidation, and for the formalism
developed here to describe these reactions.
There is obviously some degree of arbitrariness in the
particular choice of values for driving force for the first
electron transfer reaction, since the true value for
DGoverall is not known. Nevertheless, the general pattern
shown in Fig. 4 would be expected to apply to all
plausible choices, and the explanation of the anomalous
behavior in strain Y156W would hold in any case.
3. The curves of Fig. 4 bring up another issue, which relates
to the slopes observed. The choice of driving force
determines what parameters of the equation are needed to
shift the curves till they intercept the experimental
values, and hence determines the slope at the intercept.
Hong et al. [21] have an exhaustive discussion of this
question, and some additional points are covered in Ref.
[36]. From the arguments presented there, it seems very
likely that the first electron transfer is uphill, but how
much so is debatable. In principle, the data from mutant
strains provide constraints (dependent on model) on the
choice; however, they should perhaps be treated with
some caution, since the rate of electron transfer can
obviously be changed by more pleiotrophic effects than
the direct dependence on driving force. Nevertheless,
taken at face value, the data suggest that a classical
Marcus treatment gives a better fit than the Moser et al.treatment. If further experiments reinforce this conclu-
sion, the difference might show to what extent the
quantum mechanical complexities implied in the Moser
et al. treatment [69] are necessary.
The reaction of QH2 oxidation at the Qo-site proceeds
beyond the first electron step because the overall equilibri-
um constant for the two electron process is favorable, and
because the reduced heme bL product is rapidly removed by
electron transfer to heme bH and the Qi-site. Because the
overall rate seems to be independent of the driving force for
the second electron transfer within the range for which data
are available, the rate is clearly not limiting, and likely in
practice to be determined by a rate constant much higher
than that for the first electron transfer. The kinetic complex-
ity introduced by the bifurcation of electron transfer pro-
vides some fascinating physical chemistry, as discussed
elsewhere [21,36]. The program used for examination of
the parameters for the first electron transfer also generates
Marcus curves for the second electron transfer, from SQ to
heme bL, using calculated values for driving force derived
from the need for thermodynamic consistency between the
partial and overall processes, as described previously [21].
The distance for the second electron transfer is strongly
model-dependent. The main kinetic requirement is for a
combination of rate constant and occupancy of the SQ
intermediate state that gives a rate sufficiently in excess of
the limiting rate to explain the lack of effect of driving force
for this reaction [21]. The program (in executable and Visual
Basic source code forms) is available at URL http://
www.life.uiuc.edu/crofts/MarcusBronsted/, and will allow
readers to explore these parameters themselves.
A plausible reaction energy profile, based on the fit shown
by curve C and values for the second electron transfer that
satisfy the conditions above, is shown in Fig. 5. This
illustrates the main points made above. The binding energies
for formation of the ES-complex have been estimated, and are
relatively small, thus avoiding a kinetic trap. Transfer of the
first electron from QH2 to ISPox involves co-transfer of a H
+,
and is formally a H-transfer. The activation barrier is high,
and partitioned into two steps. The first of these is an
unfavorable intermediate step in which the proton transfer
through the H-bond sets up a suitable configuration for
electron transfer. Electron transfer has to overcome an addi-
tional barrier, and this governs the dependence on Em ISP.
The first electron (H) transfer reaction is overall unfavorable,
but the step involving electron transfer is nearly isopotential.
The slow rate of the first electron transfer is determined by the
low occupancy of the intermediate proton configuration, and
an electron transfer step that has a high rate constant and low
reorganization energy in line with expectations based on the
distance involved. The positive overall DG for the first
electron transfer ensures that the SQ intermediate is main-
tained at a low concentration, andminimizes the likelihood of
by pass reactions, including reaction with O2 to generate
damaging reactive oxygen species. The reaction is pulled
Fig. 5. The energy profile for the oxidation of QH2 at the Qo-site, based on the parameters discussed in the text. The states are numbered as follows:
(1) The reactants
(2) alternative intermediate states
(3) the ES-complex (see Scheme 1)
(4) The proton-transfer state needed for electron transfer
(5) The activated state
(6) The intermediate product state after the first electron transfer
(7) The product state after the second electron transfer, shown in equilibrium with the gx = 1.80 complex
(8) The product state after electron transfer to heme bH (as observed in the presence of antimycin), also shown in equilibrium with the gx = 1.80 complex.
The vertical arrows emphasize the fact that exact values for energy levels of intermediate states are not known.
A.R. Crofts / Biochimica et Biophysica Acta 1655 (2004) 77–92 91over by the very rapid transfer of the second electron to heme
bL, and a favorable equilibrium constant arising from the
further electron transfer to heme bH and then to Q or SQ as
terminal acceptor at the Qi-site. A detailed discussion of the
second electron transfer reaction is beyond the cope of this
paper, but is covered elsewhere [21,36].Acknowledgements
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