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Resumen
La idea básica de la cancelación de ecos es bloquear la señal desde la sala remota para
que  no  se  realimente.  Para  ello  se  coloca  un  sistema  adaptativo  en  medio  que  genere
“idealmente” la misma señal que proviene de la sala local y se envía de vuelta a la sala
remota la diferencia entre la señal estimada y la que retorna de la sala local, en lugar de
esta última. La introducción de múltiples canales permite capturar la espacialidad de los
locutores pero  introduce una alta correlación entre  las señales que afecta el comporta‐
miento del cancelador adaptativo. Este inconveniente de mal condicionamiento del sis‐
tema, conocido como problema de  la no‐unicidad, puede hacer  incluso que el sistema
adaptativo converja a una solución no única. En la cancelación de ecos multicanal estas
soluciones no sólo dependen de las respuestas al impulso de la sala local, sino también de
las respuestas al impulso de la sala remota. Las respuestas al impulso de las salas típicas
en aplicaciones manos  libres, que  requieren de  la cancelación de ecos, son extremada‐
mente grandes (del orden de miles de coeficientes). La enorme longitud de las respuestas
al impulso no sólo se traduce en un gran volumen de operaciones matemáticas sino tam‐
bién en un retardo inadmisible perceptualmente.
En la primera parte de esta tesis se estudia el problema de la cancelación de ecos acús‐
ticos multicanal. A continuación se exploran y comparan diferentes técnicas de filtrado
adaptativo multicanal en  la búsqueda de  la  idoneidad para  la aplicación de  la cancela‐
ción de ecos. Para ello se establecen ocho experimentos: el primero y el cuarto, de un solo
canal (caso más simple); el segundo, quinto y séptimo, de dos canales (caso estéreo: más
simple del caso multicanal general); el tercero, sexto y octavo, de cinco canales (caso mul‐
ticanal  típico en aplicaciones domésticas y de videoconferencia). Los experimentos son
elegidos de manera tal que constituyan casos críticos con una muy elevada correlación
inter‐canal  para  poder  estimar  el  comportamiento  de  los  algoritmos  en  una  situación
muy crítica. Estas técnicas de filtrado adaptativo no pueden ser aplicadas directamente a
un  sistema  de  cancelación  de  ecos  acústicos  multicanal  adaptativo  por  el  retardo  y  laxxv
carga computacional que imponen las largas respuestas al impulso acústicas involucra‐
das. Por ello, en la segunda parte de la tesis, se estudian arquitecturas de filtrado adapta‐
tivo multirresolución para abordar el problema en el dominio del tiempo y la frecuencia:
descomposición en subbandas y filtrado adaptativo en el dominio de la frecuencia parti‐
cionado por bloques. Por último se hace un estudio para la decorrelación inter‐canal que
busca un mejor condicionamiento del problema:  la decorrelación mediante  la  transfor‐
mación adaptativa de Karhunen‐Loève y la introducción de ruido de banda ancha deco‐
rrelado.  Esta  última  técnica  permite  afrontar  el  problema  de  la  cancelación  de  ecos
multicanal sin detección de doble locución. Finalmente se intenta buscar una valoración
subjetiva de los resultados.
En los apéndices se tratan dos temas muy importantes para el desarrollo de esta tesis.
El primero trata de la simulación y medición de salas. Ambas técnicas son muy impor‐
tantes para la cancelación de ecos multicanal porque permiten disponer de respuestas al
impulso en diferentes condiciones, correlación, etc. sobre las que basar las simulaciones
de los algoritmos desarrollados y analizados en la tesis. La segunda trata de las técnicas
de gradiente conjugado que, aunque son un algoritmo de optimización para la minimiza‐
ción de funciones, por su importancia en esta investigación merece un estudio detallado.
El uso de las técnicas de gradiente conjugado en la cancelación de ecos acústicos multica‐
nal es uno de los aportes fundamentales de esta investigación y de ello se derivan dife‐
rentes algoritmos adaptativos. xxvi
Abstract
The basic idea of Acoustic Echo Cancellation (AEC) is to block the signal that comes
from the remote room to avoid undesirable feedback effects. An adaptive system, placed
between the remote and the local room, generates a signal which, “ideally”, cancels the
echo signal coming from the local room. The difference between the estimated echo sig‐
nal and the “local” signal in then sent again to the remote room. The introduction of mul‐
tiple  channels  allows  to  enhance  the  spatial  properties  of  the  system  at  the  cost  of
complicating it due to the the high correlation between signals which heavily affects the
behavior of  the adaptive canceller. The  issue, known as  the non‐unicity problem, may
force the algorithm to converge to a non‐unique solution. We have to take into account
that in AEC these solutions do not only depend on the local room impulse responses but
also are affected by the impulse response of the remote room. The impulse responses of
typical  chambers  used  for  hands‐free  applications  (which  require  AEC  systems)  are
extremely large (thousands of taps) and the systems involved need to deal with a rather
large computational complexity. Furthermore, the systems often suffer from perceptible
delays which are unacceptable for real‐time applications.
The first part of this thesis studies the problem of the multichannel acoustic echo can‐
cellation. After that, a number of techniques and alternatives are explored and compared
to reduce some of the problems seen  in the first part. Eight different experiments have
been set up to deal with every possible situation: Two of them deal with the mono case
(easiest situation) and three cases explore the problem in a stereo configuration. Finally,
the rest of the cases deal with a 5 channel situation (supposing a teleconference environ‐
ment for domestic applications). The experiments are chosen so the multichannel signals
suffer from a high correlation, to correctly estimate the behavior of the different adaptive
algorithms under severe conditions.  As we will see, these adaptive filtering techniques
cannot be directly applied to a multichannel AEC system due to the enormous computa‐
tional complexity and  the overall  latency  (related  to  the  long  impulse responses as wexxvii
have already  mentioned)  involved.  For  that,  in  the  second  part  of  the  thesis multirate
adaptive  filtering  structures  would  be  studied  to  attack  the  problem  in  the  frequency
domain.  Particularly,  subband  and  partitioned  block  frequency  adaptive  filtering
schemes are reviewed. Finally, interchannel decorrelation algorithms are studied in order
to mitigate  the non‐unicity problem. Two different strategies are  reviewed. Karhunen‐
Loeve Transform (KLT) based methods and wideband decorrelated noise  injection sys‐
tems. The latter allows solving the multichannel acoustic echo cancellation problem with‐
out  the necessity of using double‐talk detection algorithms. Subjective  tests are carried
out to evaluate the results of the different algorithms. 
The  appendices  deal  with  two  very  important  questions  for  this  work.  First  one
explains  the  methods  used  for  simulating  and  measuring  the  different  chambers
employed in the experiments. Both elements are important to obtain impulse responses
under different circumstances of reverberation, correlation etc. In the second one Conju‐
gate Gradient (CG) techniques are reviewed. CG methods can be seen as an optimization
technique  to  minimize  functions  and  they  have  been  analyzed,  developed  and  exten‐
sively used in this thesis and deserve a specific detailed chapter. The employment of CG
algorithms  inside complex adaptive algorithm structures  is one of the novel  ideas pro‐
posed in this work and many proposed schemes are based on CG based algorithms.xxviii
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1  Introducción
Los ecos son un fenómeno natural en la vida. Durante una conversación,
en entornos cerrados, la energía sonora interacciona, a diferencia de si esta
actividad  se  realiza  en  espacios  abiertos,  y  puede  que  se  perciba  cierta
reverberación, e  incluso ecos. En una conversación  telefónica  también se
puede percibir este fenómeno y, si ese teléfono es manos libres, lo más pro‐
bable es que el efecto del eco sea aún más acuciado. En ambos casos,  las
causas que provocan  los ecos son diferentes, pero el efecto es el mismo:
repeticiones atenuadas, más o menos separadas en el tiempo, que pueden
llegar a ser muy molestas.
El objetivo de la cancelación de ecos, en este contexto, es atenuar la ener‐
gía del eco a niveles que, perceptualmente, resulten inaudibles o, al menos,
soportables.  El  número  de  canales  está  determinado  por  la  cantidad  de
fuentes sonoras que intervienen en el fenómeno.
Los ecos pueden ser acústicos o eléctricos. Los ecos eléctricos o de línea
son propios de los sistemas de telefonía y están relacionados con el retorno
que se produce debido a desajustes de impedancias.
Los ecos acústicos se deben a que  la energía sonora emitida regresa a
nuestro sistema auditivo con pequeñas variaciones que dependen de  las
características  del  entorno  circundante  (suelo,  techo,  paredes,  moqueta,
objetos, etc.) que, desde ahora, se referencia indistintamente como sala.
Cuando un sonido se propaga en una sala normalmente encuentra obs‐
táculos en su camino. En dependencia de su longitud de onda (cuán lejos
viaja durante cada período oscilatorio) y las dimensiones, forma y compo‐1
Introducciónsición  del  obstáculo,  tiene  lugar  una  compleja  interacción  entre  ambos:
sonido y obstáculo. Parte de la energía mecánica del sonido es absorbida
por  el  obstáculo,  parte  es  reflejada.  Si  el  obstáculo  es  relativamente
pequeño,  en  comparación  con  la  longitud  de  onda  del  sonido,  el  objeto
esencialmente “proyectará una sombra” en la dirección de propagación del
sonido; aunque esta sombra no será precisamente “negra” (silencio) debido
a los efectos de refracción y difracción.
Este es el contexto acústico habitual de los seres humanos y de hecho,
tiene  un  fuerte  impacto  en  nuestra  habilidad  de  percibir  y  disfrutar  del
fenómeno de la comunicación. 
1.1 Ecos
La diferencia entre  la percepción de eco y reverberación depende del
período de tiempo que transcurre entre la recepción del sonido directo y las
reflexiones  provocadas  por  el  entorno.  Si  una  onda  reflejada  llega  un
tiempo muy corto después del sonido directo, es percibida, no como un eco,
sino como una distorsión espectral o reverberación. La mayoría de las per‐
sonas prefiere alguna cantidad de  reverberación en  lugar de escuchar el
sonido “seco” de un entorno completamente anecoico y esa cantidad de
reverberación deseable depende de la aplicación [58]. Por ejemplo, en una
sala de conciertos es deseable más reverberación que en una oficina. Sin
embargo, cuando el flanco frontal de la onda reflejada llega con unas pocas
décimas  de  milisegundos  después  del  sonido  directo,  el  sonido  es  oído
como un eco distinto, como copias amortiguadas del sonido emitido y no
como reverberación. Estos ecos son molestos y, en condiciones extremas,
pueden conseguir arruinar una conversación. El objetivo principal de esta
tesis es la cancelación de este tipo de ecos en entornos donde intervienen
más de una fuente.
1.1.1 Ecos de Línea
A diferencia de los ecos acústicos de una sala, los ecos de línea son pro‐
pios de  los sistemas de  telefonía, porque estos ecos se generan eléctrica‐
mente,  y  no  acústicamente,  debido  al  desajuste  de  impedancia  en
determinados puntos a  lo  largo del medio de  transmisión. Por ello  tales
ecos son denominados ecos de línea o de red.2
EcosLos ecos de línea suelen ser un problema cuando la conexión telefónica
se realiza a través de líneas de larga‐distancia. En este caso el retardo entre
los terminales es lo suficientemente grande como para que se escuchen dis‐
tintos ecos. Una fuente significativa de ecos de líneas en tales circuitos es un
dispositivo conocido como híbrida1. Otra fuente de ecos, no menos impor‐
tante, se debe al acoplamiento entre micrófono y altavoz en el terminal tele‐
fónico [116].
Las  técnicas propuestas en esta  tesis pueden ser útiles para controlar
este tipo de ecos, aunque el eco objetivo no es el eco de línea, sino el eco
acústico.
1.1.2 Ecos Acústicos
Los ecos acústicos son más propios de las nuevas tecnologías empleadas
en la comunicación manos‐libres. En este caso el ó los usuarios no tiene un
terminal  desde  el  que  hablar,  sino  que  comparten  un  entorno  cerrado
donde  pueden  moverse  libremente,  al  igual  que  sus  interlocutores.  Las
salas  que  “participan”  en  la  conversación  se  comunican  vía  canales  de
comunicación  inalámbricos, red  telefónica convencional, canales de  fibra
óptica, satélite, etc. A diferencia del terminal telefónico clásico los micrófo‐
nos y altavoces que intervienen en la comunicación están colocados en la
sala, de tal manera, que permite la conversación de más de un usuario, con
mayor naturalidad y, sin ninguna restricción de movimiento.
Un sistema manos‐libres, como este, necesita determinado número de
micrófonos para grabar la conversación local. Las señales capturadas por
los micrófonos  son enviadas al otro extremo a un conjunto de altavoces
colocados convenientemente para conservar la espacialidad de la conversa‐
ción  (Figura 1‐1). El sonido emitido por  los altavoces  rebota en  la sala y
vuelve,  a  través  de  los  micrófonos,  más  atenuado  e  impregnado  de  las
características acústicas de  la sala del otro extremo. El mismo proceso se
repite  provocando  múltiples  copias  de  la  misma  señal,  retardadas  en  el
1.  La híbrida es un circuito de enlace o puente pasivo que convierte de 2 a 4 hilos y viceversa. En las
líneas de  larga distancia  las conexiones suelen ser de 4 hilos  (2 en cada sentido) a diferencia de  las
conexiones en lazo local (que conectan a los interlocutores a sus respectivas oficina central local por‐
tando ambas señales de recepción y transmisión sobre un sólo par de hilos). La híbrida pasa la salida
del circuito de 4 hilos al circuito de 2 hilos y la salida del circuito de 2 hilos a la entrada del circuito de
4 hilos sin atenuación; sólo provee atenuación entre la salida y la entrada del circuito de 4 hilos.
Un circuito de 4 hilos acabado en híbrida puede ser conmutado a cualquier número de circuitos de 2
hilos por lo que es necesario la utilización de circuitos de balance. Las imprecisiones y desajustes de
este circuito permiten que algo de la señal de 4 hilos se acople a la entrada de 4 hilos provocando ecos.3
Introduccióntiempo y modificadas por ambas salas. El proceso de cancelación consiste
en evitar que el sonido transmitido de una sala a otra regrese.
Existen diferentes tipos de aplicaciones manos‐libres: telefonía, telecon‐
ferencia o videoconferencia, sistemas de domótica controlados por voz, etc.
La telefonía manos‐libres es muy importante por ejemplo, para que los con‐
ductores puedan hablar por teléfono mientras conducen, aunque en diver‐
sos países ha sido absolutamente prohibido, a pesar de las estimaciones de
reducción en un 24% de los accidentes. Los kits manos‐libres comerciales
incorporan paulatinamente técnicas de cancelación de ecos y supresión de
ruido a  fin de proveer al cliente una mejora en  la calidad de  la escucha,
comodidad y naturalidad. Los sistemas de videoconferencia tienen uso fre‐
cuente en reuniones de negocios, educación a distancia, etc. Los llamados
sistemas de domótica tienen cada vez mayor interés y cada vez son más los
que incorporan funciones de control remoto accionadas por voz.
Según  [116], en  un  entorno  acústico  el camino  del  eco  es  extremada‐
mente largo, del orden de 125 ms, (en relación con el eco de línea o red, fun‐
damentalmente debido a la baja velocidad del sonido a través del aire), el
camino del eco puede cambiar muy rápidamente en cualquier momento
durante la conversación (la respuesta al impulso de la sala no es estática1)
y el ruido de fondo en la señal del extremo‐local es fuerte2. 
1.  No solo varía según la temperatura ambiente, presión y humedad sino también en dependencia del
movimiento de los objetos en la sala. Por ejemplo: personas, puertas, localización de los micrófonos y
altavoces.
2.  La magnitud del nivel de presión sonora decae exponencialmente según incrementa la distancia de
la fuente. El nivel de voz, por ejemplo, en un micrófono a 18 pulgadas de un altavoz está aproximada‐
mente en torno a los 70 dB SPL, mientras que el nivel de ruido en un ambiente moderadamente rui‐
doso  es  menor  que  60  dB  SPL.  Estos  niveles  garantizan  la  inteligibilidad  de  la  voz  recibida  en  el
micrófono, sin embargo, según el locutor en el extremo‐local se aleja del micrófono, disminuye la inin‐
teligibilidad.
AEC
al extremo 
remoto
Fig 1‐1. Sala de 
comunicación manos‐
libre típica.4
Modelado Acústico1.2 Modelado Acústico
Lo primero en llegar al micrófono o receptor es el sonido directo de la
fuente sonora. Una fracción de segundo más tarde llegan las primeras
reflexiones, procedentes de los obstáculos (reflexiones de primer orden) y
por última una cola difusa formada por sonidos de menor intensidad pro‐
ducto de múltiples interacciones con los obstáculos (reflexiones de orden
superior) (ver Figura 1‐2). Esta compleja interacción de las ondas en la sala
y la propagación del sonido hacia atrás y hacia delante por toda la sala, pro‐
duce modos normales de vibración, cada uno con su propia velocidad de
amortiguamiento, generando, como resultado final, sonido reverberante
[1].
La relación de la presión sonora en el receptor con la presión sonora pro‐
ducida por la fuente se conoce como función de transferencia acústica. Como
normalmente estas variaciones son estudiadas en el contexto de una sala se
denomina función de transferencia acústica de la sala ó respuesta al impulso de la
sala [1]. 
La energía de la señal reverberante en una sala es una función del
tamaño de la sala y de los materiales que la integran (tanto de la sala como
de todos los objetos que contenga). Los materiales de una sala tienen dife‐
rentes propiedades de reflexión y absorción del sonido. En una sala típica,
la intensidad promedio del sonido decae exponencialmente debido a sus
propiedades reverberantes. 
Fig 1‐2. Respuesta al 
impulso de una sala 
(Sonido directo, 
primeras reflexiones, 
cola difusa).5
IntroducciónEl tiempo de reverberación, T60, es el tiempo que tarda en caer 60 dB el
nivel de reverberación. Por lo tanto, para reducir el eco acústico de una ofi‐
cina típica en 30 dB, se necesita un cancelador de ecos de 100 a 150 ms de
longitud. Lo que implica, a una frecuencia de muestreo de 8 KHz, del uso
de un filtro adaptativo de respuesta al impulso finita del orden de 1000
coeficientes.
La función de transferencia acústica o respuesta al impulso de una sala
se puede medir o simular a partir de un modelo teórico de propagación del
sonido y es muy importante para el desarrollo y validación de los sistemas
de cancelación de ecos. 
Esta función de transferencia debe tener en cuenta el medio de propaga‐
ción del sonido, los caminos de propagación del sonido directo y las prime‐
ras reflexiones y la atenuación, dependiente de la frecuencia, que provocan
el medio y los obstáculos. 
Por definición, la respuesta al impulso acústica describe, exclusiva‐
mente, el comportamiento de un sistema acústico, lineal e invariante en el
tiempo, entre dos puntos en el espacio. 
La determinación de los parámetros acústicos de la sala estándar (e.g.,
tiempo de reverberación, relación energía‐tiempo) puede ser formulada
desde la respuesta al impulso [123].
1.3 Cancelación Adaptativa
El objetivo de la cancelación de ecos adaptativa es identificar las funcio‐
nes de transferencia acústica necesarias, de manera adaptativa (sin ningún
conocimiento a priori), para bloquear el retorno de las señales de voz entre
una sala y otra.
1.3.1 Escenario
La Figura 1‐3a muestra un escenario simplificado de cancelación de ecos
adaptativa manos‐libres típica monocanal. Los interlocutores se encuen‐
tran ubicados en dos recintos diferentes denominados, por su funcionali‐
dad: extremo lejano ó sala de transmisión y extremo cercano ó sala de recepción.
En una comunicación bidireccional o full‐dúplex ambas salas desempeñan6
Cancelación Adaptativalos mismos papeles por lo que sólo será necesario detallar las señales que se
mueven en una dirección.
La señal  es recogida por un micrófono en la sala de transmisión y
enviada a la sala de recepción. Aquí esta señal es convertida a energía acús‐
tica a través de un altavoz y viaja a través de los diferentes caminos de pro‐
pagación del recinto hasta llegar al micrófono destinado a convertir la señal
acústica en eléctrica con el efecto indeseado de retorno al otro extremo. La
señal captada por el micrófono  regresa al extremo lejano “impreg‐
nada” de las propiedades acústicas de la sala de recepción  más ruido
de fondo con cierto retardo y, según su nivel, se realimenta provocando
ecos. El efecto del eco se puede agravar considerablemente hasta llegar,
incluso, a invalidar la conferencia.
La Figura 1‐3b muestra una solución elegante al problema de la Cance‐
lación de Ecos Acústicos1 descrita en numerosas publicaciones [55][58][59]
[77][93][102][111][113][116][125]. La idea básica es bloquear la señal  del
extremo cercano para que no se realimente. La señal  que llega al alta‐
voz tiene que ser filtrada por un filtro adaptativo  variante en el tiempo
que modele la acústica de la sala de recepción, es decir, la función de trans‐
ferencia al impulso de la sala  y genere una señal  lo más parecida
posible a la señal de retorno o salida del sistema desconocido , que
constituye la “respuesta deseada”. La resta de estos dos señales  cono‐
cida como señal de error o residuo se envía de vuelta al extremo cercano.
1.  En inglés AEC ‐ Acoustic Echo Cancellation. Término utilizado a lo largo del texto. 
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Fig 1‐3. Escenario de la 
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IntroducciónEl tiempo está normalizado respecto al período de muestreo. El índice 
es el instante de tiempo discreto relacionado con el tiempo (en segundos) a
través de la frecuencia de muestreo  según ,  (  es el
período de muestreo).  es la muestra de la señal  en el instante discreto
. Los coeficientes del filtro adaptativo  y la función de transferencia
de la sala , se describen de forma matricial. 
es un filtro transversal de longitud  cuyos coeficientes ,
dependen del instante de tiempo discreto . El operador traspuesta 
indica que  es un vector columna.
Se ha demostrado que la función de transferencia al impulso de una sala
cambia considerablemente. Por lo tanto  debe ser capaz de seguir estos
cambios de la acústica de la sala aún en condiciones adversas de ruido e
inclusive ante la intervención del interlocutor del extremo cercano. El filtro
adaptativo  debe ser colocado en paralelo al Sistema Altavoz‐Sala‐Micró‐
fono1 tal como se muestra en la Figura 1‐3b. Si  se corresponde con ,
las señales  y  están perfectamente desacopladas sin ningún efecto
perturbador a los usuarios del sistema electro‐acústico.
El cancelador de ecos  consiste de dos componentes: el filtro  (de
estructura transversal) y el controlador del tamaño del paso de adaptación. 
La Figura 1‐4 muestra un cancelador de ecos adaptativo monocanal con
respuesta al impulso finita.
1.  En inglés LEM: Loudspeaker‐Enclousure‐Microphone Systems. Término utilizado a lo largo del
texto.
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Cancelación AdaptativaEl filtro transversal convoluciona la señal del interlocutor remoto 
con su propia respuesta al impulso  de orden  para producir una esti‐
mación del eco . El vector  de orden 
contiene la muestra de la señal  en el instante  y  observaciones ante‐
riores hechas en los instantes . El eco sintético  produ‐
cido por el filtro transversal es substraido de la salida de micrófono 
para producir la señal de error . La señal del altavoz remoto  y la
señal de error  actúan sobre el controlador del tamaño del paso de
adaptación para ajustar los coeficientes del filtro  de acuerdo a algún
algoritmo que minimice la energía de la señal de error según algún criterio
de optimización o función de coste . La señal de error
 a la salida del cancelador de ecos deberá proveer una estimación de la
señal del altavoz local o cercano sin corromper [113] y nada de la señal cap‐
tada por el micrófono en la sala de transmisión o extremo lejano.
El objetivo del filtrado adaptativo es encontrar la proyección lineal que
mejor capture la información en la respuesta deseada [10][16][63][113]. La
selección del algoritmo de adaptación y el ajuste del paso de adaptación
será analizada posteriormente en profundidad. 
El primer paso es seleccionar una representación del filtro adaptativo
 en términos de un número finito de parámetros. La selección de la
estructura para el proceso de filtrado tiene gran impacto sobre la operación
del algoritmo como un todo. 
La respuesta al impulso de un filtro lineal determina la memoria del fil‐
tro. Sobre esta base, los filtros lineales se pueden clasificar en: filtros de res‐
puesta al impulso de duración finita (FIR ‐ Finite Impulse Response), y de
respuesta al impulso de duración infinita (IIR ‐ Infinite Impulse Response).
Existen tres tipos de filtros lineales con memoria finita: el filtro transversal
(conocido también como filtro de respuesta al impulso de duración finita
FIR o filtro de línea de coeficientes‐retardados), el predictor en celosía1 y el
arreglo sistólico [113].
Si se asume que el camino del eco es lineal2, se puede implementar un
filtro que aproxime al camino del eco encontrando una expansión de la res‐
1.  Lattice.
2.  Para niveles de presión sonora bajos y no sobrecarga de los convertidores (digital‐analógico, analó‐
gico‐digital), la función de transferencia acústica puede ser modelada con suficiente precisión como un
sistema lineal.
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Introducción
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puesta al impulso del camino del eco en términos de un conjunto de funcio‐
nes bases. Entonces el problema se reduce a la estimación de los coeficientes
de expansión [58]. Si , es un conjunto de funciones bases
expandidas (truncadas), la expansión puede ser implementada como por
un conjunto de  filtros como se muestra en la Figura 1‐5. La salida del
banco de filtros , está relacionada con la entrada  según
(1‐1)
El símbolo * es el operador de convolución,  es la salida del m‐ésimo
filtro y  es el m‐ésimo coeficiente de expansión. Las magnitudes  y 
son vectores columnas de dimensión , y el operador  denota trans‐
posición conjugada o hermítica. 
Observe que los factores de ganancia  en la Figura 1‐5
pueden ser generalizados a filtros FIR; esta es la esencia del filtrado adap‐
tativo en subbandas. 
Para el caso especial, cuando , el filtro se convierte en un
filtro transversal (línea de retardo ponderada) con una unidad de retardo
entre cada coeficiente, como se muestra en la Figura 1‐6. 
Esta estructura conocida como respuesta al impulso finita1 es la utili‐
zada con mayor frecuencia. En este caso los factores de ganancia
 son modificados periódicamente según algún criterio de rendi‐
miento normalmente asociado a la minimización de una función de error o
coste. El filtrado adaptativo, en este caso, se realiza en banda completa.
La Figura 1‐7 muestra una estructura que, en lugar de aplicar la señal de
entrada a una línea de retardo ponderada, utiliza una estructura en celosía
de predicción lineal entre ambas. Esta estructura se conoce como escalera
celosía (lattice‐ladder) y su formulación como “estimación de proceso con‐
junta” y es especialmente útil para el filtrado adaptativo [12][23]. Observe
que las  observaciones del vector  son reemplazadas por los errores de
predicción regresivos2 . 
1.  En inglés FIR: Finite Response Impulse.
2.  backward.
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Fig 1‐6. Filtro con línea 
de retardo ponderada.
Fig 1‐5. Expansión del 
filtro.
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Esta estructura tiene la habilidad de adaptar más rápido que un filtro
transversal cuando se utiliza un algoritmo de gradiente estocástico. Este
incremento de la velocidad de adaptación se debe a la ortogonalización que
realiza el predictor en celosía [91].
En este documento se asume el uso de señales complejas para mayor
generalidad. Por lo que todos los algoritmos desarrollados aparecen en su
forma compleja. En algunas ocasiones los algoritmos de filtrado adaptativo
trabajan con señales reales. En ese caso es necesaria una simple transforma‐
ción de la formulación matemática de forma compleja a real: eliminar la ope‐
ración de conjugación  compleja y reemplazar la operación de transposición
Hermítica (e.g., transposición conjugada), de un vector o matriz, por su
transposición ordinaria [113].
1.3.2 La Seńal de Voz
Las prestaciones de los algoritmos adaptativos dependen fundamental‐
mente de las propiedades de las señales que se utilizan para la identifica‐
ción. En general, es habitual el uso de la propias señales de voz para excitar
y adaptar el sistema. La identificación de sistemas con este tipo de señales
puede ser muy difícil [59]. La Figura 1‐8 muestra un fragmento de voz
correspondiente a la palabra “sota”. La voz se caracteriza fundamental‐
mente por tres tipos diferentes de excitación: segmentos periódicos (sono‐
ros), segmentos ruidosos (no sonoros) y pausas.
La estacionariedad de la señal de voz es localizada en intervalos entre 10
y 30 ms. La parte inferior de la figura muestra la densidad espectral de
potencia para ventanas de 30 ms, tomadas cada 5 ms. Los segmentos sono‐
ros se deben a los sonidos de las vocales y los no sonoros a los de las conso‐
nantes. 
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Fig 1‐7. Estructura 
basada en celosía para 
estimación de proceso‐
conjunto, con un sólo 
coeficiente de reflexión 
en cada etapa en 
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IntroducciónEn la parte inferior de la Figura 1‐8 se pueden distinguir claramente los
segmentos sonoros de los no sonoros tanto por la energía como por la perio‐
dicidad. Esta periodicidad define la altura y es una característica del locu‐
tor. Los fragmentos sonoros tiene la densidad espectral de potencia en
forma de peine, mientras que los no sonoros tienen la mayor parte de su
energía en altas frecuencias. Estos cambios espectrales tan rápidos motivan
la utilización de procesado de señal en subbandas o en el dominio de la fre‐
cuencia. En ambas estructuras de procesado es posible una normalización
de potencia selectiva en frecuencia. Esto permite diseminar los autovalores
más pequeños y por lo tanto una convergencia más rápida [113].
La Figura 1‐9 muestra un fragmento sonoro y un fragmento no sonoro
(de 36,6 ms cada uno) de la secuencia “Sota”, en el dominio del tiempo
(parte superior) y en el dominio de la frecuencia (parte inferior). Los espec‐
tros están normalizados. Los picos espectrales pronunciados son conocidos
como formantes y su posición está relacionada con las diferentes vocales y
el género del locutor. La distancia entre los picos está determinada por la
frecuencia fundamental.
0 0.1 0.2 0.3 0.4 0.5
-1
-0. 5
0
0.5
1
señal de voz
tiempo (seg)
tiempo (seg) 
fre
cu
en
cia
 (H
z)
Densidad Espectral de Potencia
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0
1000
2000
3000
4000
-150
-100
-50
0
50
dB
Fig 1‐8. Secuencia de 
voz de ejemplo “Sota”. 
La parte superior de la 
figura muestra la señal 
de voz respecto al 
tiempo. La señal está 
muestreada a 8192 Hz. 
La parte inferior 
muestra la densidad 
espectral de potencia de 
la secuencia.12
Cancelación de Ecos Monocanal1.3.3 Ruido de Fondo
En contraste con la señal de voz, el ruido de fondo, presente en la mayo‐
ría de las aplicaciones manos‐libres, tiene un comportamiento estacionario.
En [59] se compara la densidad espectral de potencia del ruido de fondo
medido en una oficina (principalmente de un ventilador de un PC más el
de un aire acondicionado) y en el interior de un coche que viaja por una
autopista a 100 km/h. En general, ambos ruidos, no son planos, sino más
bien paso‐bajos. El ruido en el coche mantiene una diferencia en todo el
espectro de aproximadamente 40 dBs respecto al ruido (muchos más mode‐
rado) en la oficina. El ruido en la oficina más alto está por debajo de los 500
Hz y tiene una media de, aproximadamente, 30 dB.
1.4 Cancelación de Ecos Monocanal
Desde un punto de vista de ingeniería de control, la cancelación de ecos
acústicos es un problema de identificación de sistemas. Si embargo, el sis‐
tema LEM (Figura 1‐10) a identificar es sumamente complejo: la respuesta
al impulso es muy larga (e.g., con miles de muestras distintas de cero) y
variante en el tiempo a una velocidad proporcional al movimiento de los
interlocutores.
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IntroducciónEn este contexto la palabra canal expresa el número de canceladores que
intervienen en el sistema. Un sistema de cancelación de ecos monocanal se
compone de un único sistema adaptado en paralelo para cancelar el eco, un
micrófono, y un altavoz, en cada dirección de la comunicación.
Haciendo un análisis más cuidadoso del sistema LEM la señal deseada
está compuesta por: la señal propagada a través del camino del eco hacia el
micrófono (convolución de  y la respuesta al impulso de la sala ), la
o las señales de voz a transmitir locales  (voz y música), y el ruido de
fondo . Por tanto, la señal grabada en el micrófono es:
(1‐2)
El objetivo es eliminar la parte de eco de , de manera tal que la única
señal enviada sea . 
El filtro adaptativo en paralelo, que tiene como señal de entrada ,
deberá estimar la respuesta al impulso de la sala , mediante  y obte‐
ner el eco estimado  para poder cancelarlo de . Por lo tanto el error
obtenido o eco residual, que idealmente deberá ser  es igual a:
(1‐3)
(1‐4)
(1‐5)
(1‐6)
Si se asume  y  despreciables el eco residual  puede servir al
controlador del tamaño del paso de adaptación para actualizar los paráme‐
tros del filtro.
(1‐7)
El nuevo estimador  se actualiza a partir de la estimación anterior
 más un paso de adaptación o gradiente, obtenido a partir de la función
de coste.
La situación que se produce cuando  no es despreciable (por ejem‐
plo: cuando al menos un locutor en la sala de recepción habla simultánea‐
mente con al menos otro en la sala de transmisión) se conoce como doble‐
locutor. Cuando esto ocurre es necesario detener la adaptación y mantener
el último conjunto de filtros adaptados “fijo” hasta la desaparición de tal
situación con la consiguiente pérdida de los cambios en los caminos del eco
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Cancelación de Ecos Monocanaly aún peor, sin ninguna garantía de que ese último estado de los filtros
garantice determinado error cuadrático medio y desajuste.
1.4.1 Criterios de Optimización
El criterio de optimización, conocido también como función de coste, es
una función que depende de la señal de error  cuya minimización per‐
mite al algoritmo adaptativo acercarse iterativamente a la solución. Por lo
tanto, la función de coste  depende de la señal de error  y su elección
determina el tipo de algoritmo adaptativo [65]. 
Tales funciones están íntimamente ligadas a la estadística de la señales
involucradas y normalmente corresponden a superficies convexas (que
presentan un mínimo absoluto). 
(1‐8)
La función de coste, definida por (1‐8), no sólo depende del tiempo ,
sino que es también una función de la variable a minimizar  por lo que
se podría definir igualmente como  o , cuando la variable a mini‐
mizar se representa como un vector.
Debido a la presencia de un camino del eco variante en el tiempo y al
modelo de orden finito del filtro,  generalmente no será cero, aún
cuando  y  lo sean.
La funciones de coste más habituales son
1.4.1.1 Error Cuadrático Medio
(1‐9)
 es el operador de esperanza estadística. Si no se conocen los esta‐
dísticos de segundo orden a priori, lo cual es el caso habitual en la estima‐
ción estocástica, se puede utilizar un estimador de la función de coste.
(1‐10)
1.4.1.2 Error Cuadrático Instantáneo
(1‐11)
Esta función trabaja directamente con los datos y no con los estadísticos.
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Introducción1.4.1.3 Error Absoluto
 (1‐12)
1.4.1.4 Mínimos Cuadrados
(1‐13)
Realiza una suma de los errores acumulados ponderada por una fun‐
ción de mínimos cuadrados. 
La elección de una potencia para el error está relacionada con su propia
naturaleza. Para una secuencia aleatoria de distribución gaussiana el mejor
estimador es el error cuadrático medio. La mayoría de los procesos de error,
en una situación de estimación, tienen característica gaussiana por lo que es
habitual emplear el error cuadrático instantáneo en la mayoría de los casos
reales. Si la estadística del error es de tipo laplaciano o exponencial, el mejor
criterio de optimización corresponde al módulo del error.
1.4.2 Ecuación Normal o de Wiener-Hopf
De (1‐4) se puede obtener el índice de rendimiento para el estimador de
error lineal cuadrático:
(1‐14)
Derivando con respecto a los coeficientes  e igualando a cero se
obtiene la ecuación de Wiener‐Hopf en forma matricial
(1‐15)
(1‐16)
 es el vector de muestras de entrada, 
corresponde a la matriz de autocorrelación de dimensión  y r al vector
de correlación cruzada entre la entrada del filtro y la respuesta deseada
(1‐17)
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Cancelación de Ecos MulticanalSi se asume la existencia de la inversa de , se obtiene la solución
óptima de Wiener
 (1‐18)
La solución de la ecuación de Wiener‐Hopf requiere del conocimiento
de ambas magnitudes: la matriz de correlación  del vector de entrada 
y el vector de correlación cruzada  entre el vector de entrada  y la res‐
puesta deseada , por lo que tiene escaso valor práctico. Observe que,
para que el sistema lineal dado por (1‐18) tenga solución, la matriz de corre‐
lación  debe ser no singular.
1.5 Cancelación de Ecos Multicanal
Este nuevo escenario es absolutamente necesario para comunicaciones
full dúplex. Si  corresponde al número de canales, un sistema de telecon‐
ferencia necesita un cancelador de ecos acústicos multicanal1 de  filtros
adaptativos con el objetivo de identificar  caminos de eco desde  alta‐
voces a  micrófonos.
Las prestaciones del cancelador de ecos acústico multicanal son mucho
más vulnerables a la selección del algoritmo que su contraparte monofó‐
nica. Esto se debe a que las prestaciones de la mayoría de los algoritmos
adaptativos dependen del número de condición de la señal de entrada (sin‐
gularidad). En el caso multicanal este número es muy alto por lo que es
necesario tener en cuenta la correlación cruzada entre todas las señales de
entrada para conseguir la convergencia de cada algoritmo adaptativo a la
solución. 
1.5.1 Principios Generales
Los problemas que presenta la cancelación de ecos multicanal son muy
diferentes a los de la cancelación de ecos monocanal tradicional [56][57]
[66]. La implementación del cancelador de eco multicanal más sencillo no
sólo deberá seguir los cambios de los caminos de eco en la sala de recepción,
sino también en la sala de transmisión. Por ejemplo, el cancelador tiene que
re‐converger si alguien comienza a hablar en una localización diferente de
la sala de transmisión. No existe un algoritmo adaptativo que pueda seguir
1.  MAEC ‐ Multichannel Acoustics Echo Canceller.
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Introducción
x1 n[ ]
xP n[ ]estos cambios lo suficientemente rápido lo cual se traduce a una pobre
supresión del eco. Por lo tanto la generalización de un cancelador de ecos
adaptativo mono en el caso multicanal no produce un rendimiento satisfac‐
torio y no es, desde luego, la mejor opción para una aplicación de cancela‐
ción de ecos multicanal.
La cancelación de ecos estéreo ha sido tratada abundantemente en la
literatura de procesado de señal [54][55][56][58][59][81][94][102][103][116]
[125][127][130]. La Figura 1‐11 muestra un escenario de cancelación de ecos
estéreo típico (dos canales, ). De acuerdo a este esquema, la cancela‐
ción de ecos consiste en la identificación directa de un sistema lineal desco‐
nocido, que consiste en la combinación paralela de dos caminos acústicos
 que se extienden a través de la sala de recepción desde los altavoces
hacia cada uno de los micrófonos, mediante las diversas entradas a la sala
de recepción y la salida de cada micrófono. El cancelador de eco acústico
estereofónico intentará modelar este sistema desconocido con un par de fil‐
tros adaptativos . El mismo modelo se aplica al otro micrófono
reemplazando los caminos acústicos por los correspondientes a este micró‐
fono. Además, también es posible aplicar un cancelador similar para la sala
de transmisión a la derecha, con lo cual haría falta cuatro canceladores ( ).
En general, el sistema de identificación tiene múltiples entradas ( ) y
múltiples salidas1 ( ).
1.  MIMO ‐ Multiple Inputs Multiple Outputs.
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Cancelación de Ecos MulticanalLa Figura 1‐12 muestra un sistema de cancelación de ecos multicanal de
 canales para una salida. El empleo de un mayor número de micrófonos y
altavoces incrementa la complejidad del sistema a la vez que permite una
mayor libertad de movimiento a los interlocutores y una mayor sensación
de espacialidad. Un esquema similar se puede obtener utilizando filtros en
celocía como muestra la Figura 1‐13.
1.5.2 Problema de la No Unicidad
El problema fundamental de la identificación de este sistema es que los
múltiples canales pueden portar señales relacionadas linealmente entre sí.
Esto trae por consecuencia la singularidad de la ecuación normal a resolver
por el algoritmo adaptativo. Inconveniente que se conoce como problema de
la no unicidad [52][54]. El motivo por el cual esto ocurre es que las  señales
de entrada son obtenidas mediante el filtrado de una fuente común. Si se
supone que la longitud de las respuestas al impulso (en la sala de transmi‐
sión y de recepción) es igual a la longitud de los filtros de modelado, igual
a  y que el sistema (sala de transmisión) es lineal e invariante en el tiempo.
Se obtienen las siguientes  relaciones
(1‐19)
donde
(1‐20)
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Introducciónson vectores de muestras de señal a las salidas de los micrófonos en la
sala de transmisión,  denota la transpuesta de un vector o matriz,
 la hermítica o traspuesta conjugada y los vectores de respuesta
al impulso entre la fuente y los micrófonos están definidos como
(1‐21)
La señal de error en el instante de tiempo n entre la salida del micrófono
 en la sala de recepción y su estimación está dada por
(1‐22)
Donde
(1‐23)
son los P filtros de modelado. Se define
(1‐24)
como un vector columna de dimensión  que contiene los  vecto‐
res de señal a la salida de los micrófonos  y
(1‐25)
es un vector columna de dimensión  que contiene los  vectores
de la respuesta al impulso estimada.
(1‐26)
Si se aplica el criterio de error cuadrático medio definido por
(1‐27)
Donde  es el operador de esperanza estadística. 
La minimización de (1‐27) correspondiente a
(1‐28)
conduce a la ecuación normal:
(1‐29)
Observe la correspondencia con la Ecuación 1‐15 en la página 16 para el
caso monocanal.
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Cancelación de Ecos Multicanal(1‐30)
Es la matriz la estimación de la matriz de correlación de las señales de
entrada. Observe que cada  tiene la forma de (1‐16). Y
(1‐31)
es el vector de correlación cruzada. Cada  tiene la forma de
(1‐17). El valor del gradiente  con respecto a  corresponde a 
(1‐32)
Considerando el siguiente vector
(1‐33)
Se puede verificar, utilizando (1‐19) que , tal que  no
es invertible. Por lo tanto, no existe una solución única al problema y el
algoritmo adaptativo conducirá a una de los muchas posibles soluciones, la
cual puede ser muy diferente a la solución deseada . Estas “solucio‐
nes”, no únicas, dependen de las respuestas al impulso de la sala de trans‐
misión. Esto, por supuesto, no es tolerable porque  puede variar
instantáneamente, por ejemplo, cuando una persona para de hablar y otra
comienza [116].
1.5.3 Coherencia
La función de coherencia sirve para medir la correlación o de‐correla‐
ción entre dos señales. Esta función está relacionada con el condiciona‐
miento de la matriz de correlación y, por lo tanto, determina la sensibilidad
de la solución de la ecuación normal al ruido [54]. La magnitud coherencia
entre dos procesos es igual a 1 si y sólo si ambos procesos están relaciona‐
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Introduccióndos linealmente. Para debilitar esta relación a menudo se aplican transfor‐
maciones no lineales o variantes en el tiempo. Al reducir la coherencia y por
lo tanto, el número de condición de la matriz de covarianza, probablemente
se mejore el desajuste. Estas transformaciones se deben hacer cuidadosa‐
mente para no degradar la percepción de inteligibilidad y espacialidad de
las señales.
La coherencia entre dos señales  y  se define en el dominio de
la frecuencia como:
(1‐34)
Donde
(1‐35)
es la densidad espectral de potencia entre las señales  y  o, lo que es
lo mismo, la transformada de Fourier de la correlación entre ambas señales.
El límite inferior de los autovalores de la matriz de covarianza está limi‐
tado por un factor . Por lo tanto, una magnitud‐cuadrada de
coherencia de 0.999 a la misma frecuencia  significa que la solución sería
sensible al ruido a un nivel de –30 dB. En el caso donde , no existe
una solución única debido a la singularidad de la ecuación normal. En
general el efecto de longitud finita de los filtros adaptativos limita la cohe‐
rencia y asegura una solución única. La función de coherencia es útil para
medir la correlación cruzada entre pares de señales de entrada y también
como un indicador de eficiencia de los métodos de decorrelación propues‐
tos.
1.6 Aproximación estocástica
En la práctica, en lugar de resolver la ecuación de Wiener‐Hopf, cada
vez que cambien los estadísticos de la señal, se utilizan soluciones algorít‐
micas adaptativas que parten de unos coeficientes del filtro inicial  y con‐
vergen hacia la solución de Wiener  (e.g., mínimo de una superficie de
error), según incrementa el número de iteraciones (Ecuación 1‐7 en la
página 14). Esta solución permite seguir las variaciones de los estadísticos
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Aproximación estocásticade la señal, sin necesidad de invertir la matriz de autocorrelación  del
vector de entrada . La familia de algoritmos que estiman  y  se deno‐
minan estocásticos [116]. La forma de estimación de ambas magnitudes
influyen directamente en las prestaciones del algoritmo adaptativo. 
Para señales no‐estacionarias, como la señal de voz, la estimación de sus
estadísticos debe ser variante en el tiempo. El estimador de esperanza mate‐
mática o media es eliminado y el estimador de varianza estocástico reem‐
plaza  por , que puede ser recursivamente actualizado en cada
muestra según.
(1‐36)
En general, existen dos formas de estimar  y  según el tipo de enven‐
tanado sobre los datos de entrada .
1.6.1 Ventana de Datos Deslizante Finita
En este caso sólo se utilizan las muestras de datos que caen dentro de
una ventana de longitud finita . La matriz de correlación y el vector de
correlación cruzada se estiman promediando el conjunto en el tiempo
(1‐37)
(1‐38)
La elección de la longitud de la ventana  para promediar el gradiente
tiene impacto sobre la convergencia de los coeficientes del filtro. 
1.6.2 Ventana de Datos Exponencialmente Decreciente
En este caso se utiliza una estimación recursiva de ambas magnitudes
según cierto factor de olvido  en el rango . El valor seleccionado
para  determina la duración efectiva de las muestras anteriores de la
entrada utilizadas para estimar las funciones de correlación y correlación
cruzada dadas por
(1‐39)
(1‐40)
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IntroducciónEstas definiciones satisfacen las recursiones
(1‐41)
(1‐42)
Posteriormente se analiza cómo seleccionar el valor óptimo de .
Debido a la recursión en (1‐41) la inversa de la matriz de correlación 
se puede obtener actualizando  utilizando el “teorema de inver‐
sión matricial” o fórmula de Sherman‐Morrison‐Woodbury.
(1‐43)
donde  y  se asume no‐singular. Aplicando esto a (1‐41) se
obtiene
Cuando la señal de excitación al sistema adaptativo de cancelación de
ecos acústicos no es estacionaria, y el sistema desconocido es variante en el
tiempo, los métodos de enventanado exponencial o deslizante permiten al
filtro olvidar o eliminar consideraciones de errores ocurridos demasiado
lejos en el tiempo. El precio de este olvido es un deterioro en la fidelidad de
la estimación del filtro [116].
En general, la mayoría de los algoritmos adaptativos convierten un pro‐
blema de optimización estocástico a uno determinístico y la solución con‐
seguida es una solución aproximada a la del problema original. Los
algoritmos descendentes son quizá los métodos de optimización determi‐
nísticos más simples. El estimador recursivo tiene la forma
(1‐44)
En cada iteración, la actualización del estimador se realiza en la direc‐
ción de . La variable  regula el efecto de la actualización de la esti‐
mación sobre el valor en curso y se conoce como paso de adaptación. Para
todos los esquemas de optimización iterativos determinísticos, existe un
algoritmo de aproximación estocástica. Es suficiente reemplazar los térmi‐
nos relacionados con la función de coste, con los valores aproximados apro‐
piados y calculados iterativamente por cada nuevo conjunto de muestras
de entrada/salida.
R n[ ] λR n 1–[ ] x n[ ]xH n[ ]+=
r n[ ] λr n 1–[ ] x n[ ]d * n[ ]+=
N
R 1– n[ ]
R 1– n 1–[ ]
A 1– B 1– B 1– C I DB 1– C+[ ] 1– DB 1––=
A B CD+= B
R 1– n[ ] λ 1– R 1– n 1–[ ] λ 2– R 1– n 1–[ ]x n[ ] 1 λ 1– xH n[ ]R 1– n[ ]x n[ ]+[ ] 1– xH n[ ]R 1– n 1–[ ]–=
w n[ ] w n 1–[ ] μ wΔ n[ ]+=
wΔ n[ ] μ24
Valoración de la cancelación de Ecos1.7 Valoración de la cancelación de Ecos
Para valorar un sistema de cancelación de ecos es necesario definir aque‐
llas características medibles que ayuden a identificar sus prestaciones y una
metodología de evaluación.
1.7.1 Medidas
Es necesario establecer los diferentes tipos de medidas que caractericen
el comportamiento de un sistema adaptativo. Esto permite comparar los
diferentes algoritmos entre sí y valorar, en cada caso, su idoneidad. En
general, las medidas no deben ser consideradas independientemente, sin
relacionadas entre sí1.
1.7.1.1 Longitud del Filtro
En [59] se ofrece una comparación de diferentes respuestas al impulso,
medidas en un coche, en una oficina y en una pequeña sala de lectura,
(muestreadas a 8 kHz) donde se refleja la relación entre la máxima atenua‐
ción de ecos conseguible en dependencia del orden del filtro transversal
adaptativo colocado en paralelo al sistema LEM. Para conseguir una ate‐
nuación de sólo 30 dB se necesitan filtros de longitud aproximadamente de
1900 muestras para la sala de lectura, 800 para la oficina y 250 para el coche.
La longitud  del  filtro especifica con qué precisión un sistema puede ser
modelado por un filtro adaptativo. Esta es una medida común a cualquier
sistema adaptativo a diferencia de otras medidas específicas para la aplica‐
ción de cancelación de ecos. La longitud del filtro afecta a la velocidad de con‐
vergencia.
1.7.1.2 Velocidad de Convergencia
La velocidad de convergencia determina la velocidad a la cual el filtro
converge a su estado objetivo. Es decir, cuando la señal de error disminuye
por debajo de cierto nivel. Esta medida es deseable que sea muy alta, lo más
rápida posible, pero no es independiente de otras características de com‐
portamiento. Normalmente, cuando se incremente la velocidad de conver‐
gencia, disminuye la estabilidad, haciendo al sistema adaptativo más
1.  En muchos casos la relación entre ellas es inversa. Cuanto más se mejora una característica, se
empeora otra.25
Introducciónpropenso a diverger, en lugar de converger a la solución adecuada. Así
mismo, una disminución de la velocidad de convergencia puede provocar
una mayor estabilidad del sistema. La velocidad de convergencia, al igual
que la longitud del filtro, debe ser considerada, sólo, en relación a las otras
medidas de comportamiento.
1.7.1.3 Error Cuadrático Medio Mínimo
El error cuadrático medio mínimo1 es una medida que indica cuanto de
bien un sistema puede adaptar a una solución dada. Un MSE mínimo
pequeño indica que el sistema adaptativo ha modelado con precisión, pre‐
decido, adaptado y/o convergido a una solución para el sistema. Factores
como el ruido de cuantización, orden del sistema adaptativo, ruido de
medida, error del gradiente debido al tamaño finito del paso de adaptación,
etc, ayudan a determinar el MSE mínimo pero no son los únicos.
1.7.1.4 Complejidad Computacional
La complejidad computacional es particularmente importante en aplicacio‐
nes de filtrado adaptativo en tiempo real. Las limitaciones de velocidad de
cálculo, longitud de palabra, precisión, etc. pueden afectar las prestaciones
del sistema. Un algoritmo altamente complejo requiere mucho más recur‐
sos computacionales que un sistema más simple.
1.7.1.5 Estabilidad
La estabilidad es probablemente la medida de comportamiento más
importante para un sistema adaptativo. En la mayoría de los casos la esta‐
bilidad está determinada por las condiciones iniciales, la función de trans‐
ferencia del sistema, etc.
1.7.1.6 Robustez
La robustez de un sistema está directamente relacionada con su estabili‐
dad. La robustez es una medida de cuan bien el sistema puede resistir a
ambos: ruido a la entrada y de cuantización.
1.  Del inglés minimun mean square error (MMSE).26
Valoración de la cancelación de Ecos1.7.1.7 Pérdida de Retorno del Eco
Una medida que expresa el efecto de un filtro de cancelación de ecos es
la denominada pérdida de retorno del eco mejorada o ERLE (Echo Return
Loss Enhancement) dada por:
(1‐45)
Asumiendo, por simplicidad, que  es una señal de entrada estacio‐
naria blanca, el ERLE se puede expresar como:
(1‐46)
El límite superior para el filtro de cancelación de ecos de grado  se
puede calcular asumiendo una correspondencia perfecta entre los primeros
 coeficientes del filtro adaptativo con el sistema LEM.
(1‐47)
Para este caso, (1‐46) se reduce a:
(1‐48)
1.7.1.8 Desajuste
Según (1‐47) se asume que ambas, la respuesta al impulso del filtro de
cancelación de eco y la del sistema LEM, tienen el mismo orden igual a .
En realidad, la respuesta al impulso del sistema LEM puede ser mucho más
larga que la del filtro adaptativo. Sin embargo, esta suposición no implica
restricción alguna porque una respuesta al impulso más corta siempre
puede ser extendida con ceros.
El desajuste entre el sistema electro‐acústico LEM y el filtro de cancela‐
ción de ecos se puede expresar por un vector de no correspondencia dado
por
(1‐49)
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Introducción(1‐50)
del vector de desajuste del sistema, denominado también distancia del
sistema. La magnitud
(1‐51)
representa el error  sin  perturbación. Este es el error que se produce
cuando ambos la señal local  y el ruido de fondo local  son cero. La
señal de error  está dada por
(1‐52)
Las señales generadas localmente harán que el filtro diverja y, por lo
tanto, incremente la distancia del sistema. Por lo tanto, independiente‐
mente del algoritmo adaptativo utilizado es necesario un procedimiento de
control para detener la adaptación cuando  y  no son despreciables
respecto al eco .
La magnitud
(1‐53)
Donde  denota vector de norma‐dos, es la medida más frecuente de
desajuste y mide la correspondencia entre las respuestas al impulso de la
sala de recepción y la de los filtros que la modelan. En el caso multicanal,
es posible tener una buena cancelación de ecos aún cuando el desajuste sea
grande. Sin embargo, en muchos casos la cancelación se degradará si 
cambia [116]. Uno de los objetivos principales en la investigación de la
MAEC es eliminar este problema.
La única forma de disminuir el desajuste es decorrelando parcialmente
(o en su totalidad) las  señales de entrada dos a dos. La correlación entre
dos canales puede tener que ver con un mal‐condicionamiento de la matriz
de correlación por medio de la magnitud de coherencia. El mal‐condiciona‐
miento se puede monitorizar a través de la función de coherencia.
La Figura 1‐14 muestra un ejemplo del comportamiento de a un cance‐
lador de ecos. La parte superior de la figura muestra la señal del eco , a
continuación, en el medio, se muestra la señal de eco residual  y en la
parte inferior: en línea continua el error cuadrático medio (MSE) y en línea
discontinua el desajuste (dado por la ecuación (1‐53)). El error de fondo es
de ‐35 dB respecto a la señal de entrada al sistema .
Δ n[ ] 2 ΔH n[ ]Δ n[ ]=
eu n[ ] d n[ ] y n[ ]– ΔH n[ ]x n[ ]= =
s n[ ] r n[ ]
e n[ ]
e n[ ] eu n[ ] s n[ ] r n[ ]+ +=
s n[ ] r n[ ]
d n[ ]
ε n[ ] v n[ ] w n[ ]–
v n[ ]----------------------------------=
.
hi
P
d n[ ]
e n[ ]
x n[ ]28
Valoración de la cancelación de EcosEl algoritmo adaptativo aplicado, en este ejemplo, es de gradiente con‐
jugado. Este tipo de gráfica es útil porque muestra el rendimiento del can‐
celador respecto al tiempo.
La Figura 1‐15 muestra la ampliación de la Figura 1‐14 en un intervalo
de 2 a 3 segundos donde la voz exhibe todos su comportamiento: fricativo,
sonoro y pausa (silencio). Como se puede observar en este intervalo ambos:
la señal de error y el desajuste son muy bajos, el sistema adaptativo ha con‐
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Fig 1‐14. Ejemplo del 
comportamiento de un 
cancelador de ecos.
Fig 1‐15. Ampliación de 
la figura anterior.29
Introducciónseguido una buena adaptación. Sin embargo, el desajuste indica el esfuerzo
del sistema adaptativo para mantener la convergencia siguiendo los cam‐
bios en la señal de perturbación.
1.7.2 Evaluación
Existe una serie de recomendaciones, recogidas en estándares interna‐
cionales, cuyo objetivo es establecer una serie de mínimos evaluables a
nivel de prestaciones. Aún así, estas normas no garantizan mínimos de cali‐
dad a nivel perceptual. Es posible que un sistema de cancelación de ecos
cumpla determinado estándar internacional y que sus prestaciones de cali‐
dad, desde el punto de vista perceptual, no sean satisfactorias.
1.7.2.1 Normas
El rendimiento de un cancelador de ecos se puede juzgar inicialmente
por dos criterios: la compatibilidad con las recomendaciones de la ITU
G.167 [49] para la cancelación de ecos acústicos y la adecuación de la longi‐
tud de la cola para el entorno donde será utilizado [2]. Estas recomendacio‐
nes incluyen especificaciones como: tiempo de convergencia inicial (o
velocidad de convergencia) y cantidad de cancelación. Las recomendacio‐
nes G.167 exigen canceladores de ecos prácticos que reduzcan el eco en el
rango de 40 a 45 dB. Sin embargo, un dispositivo que pasa las pruebas
G.167 en una sala, no necesariamente lo hará en otra, debido a la diferencia
acústica de las salas. La dependencia de estas especificaciones con la sala
pone en duda la validez absoluta de estas pruebas.
La longitud de la cola del cancelador de ecos acústicos define el retardo
de eco máximo que este puede cancelar. La longitud de la cola no está espe‐
cificada por la G.167, sino que debe ser evaluada separadamente, y está
directamente relacionada con el tiempo de reverberación de la sala. La lon‐
gitud de la cola para un sala se puede calcular mediante
(1‐54)
Esta fórmula relaciona la longitud de la cola con el tamaño de la sala y
el número de reflexiones canceladas.  es la longitud de la cola del cance‐
lador de ecos (en segundos),  es el número de reflexiones canceladas,  es
la distancia mayor entre las paredes (en unidades compatibles a la figura de
la velocidad del sonido: ) y  es la velocidad del sonido (aproximada‐
T N 1+( )dc--=
T
N d
c c30
Valoración de la cancelación de Ecosmente 343 metros por segundo a temperatura ambiente). Esta ecuación
asume que ambos, micrófono y altavoz, están montados en la misma pared
(que es el peor caso en término de número de reflexiones a cancelar). Las
pruebas y la experiencia demuestran que una longitud de la cola de aproxi‐
madamente 200 ms es ideal para la mayoría de las situaciones. Los cancela‐
dores de ecos con longitudes de cola más cortas tienen dificultades para
operar en salas grandes o acústicamente vivas. La recomendación G.167
asume un tiempo de reverberación promedio de 400 ms para aplicaciones
de teleconferencia y 500 ms para telefonía manos‐libres.
1.7.2.2 Juicio Perceptual
Sin embargo es importante juzgar la calidad del audio con algún criterio
perceptual, hecho normalmente de forma comparativa. Las pruebas de
escucha son la única manera de evaluar el rendimiento de un cancelador de
ecos acústicos. Primero se selecciona un grupo de diversas personas y, si es
posible, este mismo grupo deberá evaluar todas las soluciones bajo consi‐
deración durante un período corto de tiempo.
La parte más importante de la evaluación está en el lado opuesto desde
el cancelador de ecos (el extremo remoto). Aquí es donde se debe oír el eco
en primer lugar y serán más evidentes la mayoría de los problemas del can‐
celador. Idealmente, el entorno de pruebas debe ser el mismo (o muy simi‐
lar) para todos los canceladores acústicos de ecos; debido al impacto de las
salas.
A continuación se enumeran algunos aspectos importantes a “oír” en
una prueba de este tipo:
Eco residual
Si el eco residual es excesivo, el sonido puede tener una cualidad dis‐
tante, hueca, e inclusive el eco puede ser audible. Este eso es especialmente
notable cuando no existe locutor en el extremo cercano para enmascararlo.
Si este es debido a que la longitud de la cola es corta, el eco residual puede
sonar retardado.
Pérdida de la convergencia
Cuando el cancelador de ecos pierde la convergencia, el resultado es un
eco audible que puede ser más fuerte que el eco escuchado sin cancelador.31
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El participante en el extremo lejano (remoto) habla, mientras un partici‐
pante en el extremo cercano (local) permanece callado pero dando paseos
hacia adelante y hacia atrás en el campo de captación del micrófono. El par‐
ticipante en el otro extremo podría notar un leve eco residual si este movi‐
miento es excesivo, pero no debería ser molesto. Idealmente el eco no
debería ser notable. Si se cambia la posición del micrófono o el volumen del
altavoz, en el extremo remoto se puede oír un eco breve, pero el cancelador
debería adaptarse rápidamente a esta nueva situación.
Aullidos
Pueden ocurrir ruidos (tipo alaridos) cuando ambas partes tienen siste‐
mas manos‐libres con altavoces y micrófonos abiertos. Esto es provocado
por una carencia de rechazo a aullidos o un funcionamiento incorrecto del
rechazador de aullidos.
Voz atenuada durante doble‐locutor
Para reducir el riesgo de aullidos o realimentación durante doble‐locu‐
ción, el cancelador de ecos puede aplicar el conmutador de pérdida, que
reduce los niveles de la señal de voz.
Comportamiento half‐dúplex
Este es básicamente un caso extremo de voz atenuada durante doble‐
locución. Si uno de los extremos es atenuado, de manera tal que resulte
inaudible, entonces sería imposible para los altavoces allí interrumpir al
otro lado.
Voz recortada o ruidosa durante doble‐locución
Cuando se aplica procesado no lineal durante doble‐locución se puede
añadir a la señal de voz una distorsión muy áspera y molesta. La deforma‐
ción de la voz puede hacerla ininteligible.
Transiciones de estados audibles
Se pueden notar cambios audibles del nivel de ruido de fondo, chasqui‐
dos, o cambios de niveles de volumen total durante las transiciones de
estado del cancelador. Esto puede ocurrir incluso entre palabras o pausas32
Cancelación de Ecos Multirresolucióncortas en la voz y es provocado por una máquina de estados que cambia
entre estados bruscamente o con demasiada frecuencia.
La máquina de estados convencional de un sistema de cancelación de
ecos conmuta entre los siguientes estados: recepción (sólo si está presente
la voz del extremo lejano), transmisión (sólo si está presente la voz del
extremo cercano), doble‐locutor (ambas voces presentes: del extremo lejano
y cercano), ocioso (no hay voz en ninguno de los extremos).
A esta lista es importante añadir la correcta percepción espacial de los
locutores. El uso de funciones no lineales para reducir la coherencia entre
canales puede distorsionar la imagen espacial de los locutores.
1.8 Cancelación de Ecos Multirresolución
La motivación principal del filtrado adaptativo multirresolución es la
disminución de la complejidad computacional [4][108]. El filtrado adapta‐
tivo multirresolución opera a frecuencias de muestreo más bajas. El sistema
acumula un número de muestras y realiza la adaptación por bloques. Exis‐
ten dos enfoques diferentes: filtrado adaptativo en subbandas y en el domi‐
nio de la frecuencia [108]. En ambos casos, se transforma la señal de entrada
en una forma más deseable antes del procesado adaptativo, ya sea
mediante un banco de filtros o mediante la transformada discreta de
Fourier. En ambos casos los algoritmos adaptativos operan en dominios
transformados cuyas funciones bases ortogonalizan la señal de entrada, lo
que permite una decorrelación eficiente [88] y una mayor velocidad de con‐
vergencia. Esta transformación no es adaptativa y corresponde, simple‐
mente, a un paso de pre‐procesado independiente de los datos [69]. Para
algoritmos adaptativos donde el error es una función lineal de los datos,
ambos enfoques pueden ofrecer resultados similares.
1.8.1 Cancelación de Ecos en Subbandas (con retardo)
La estructura fundamental se obtiene usando filtros paso‐banda para las
funciones bases , en la Figura 1‐5 en la página 10, y reem‐
plazando las ganancias fijas  por filtros adaptativos
.
hm n[ ] m, 1 2 … M, , ,=
wm n[ ] m, 1 2 … M, , ,=
wk n[ ]33
IntroducciónExisten diferentes configuraciones de filtrado adaptativo en subbandas
[70]. La Figura 1‐16 muestra un escenario de cancelación de ecos monoca‐
nal en subbandas convencional. En [27], a esta configuración se le deno‐
mina de lazo abierto, con los filtros adaptativos operando en subbandas.
Los filtros adaptativos son controlados mediante las señales de error en
subbandas (locales). La señal de entrada  y la señal de salida del camino
del eco  son pasadas a través de bancos de filtros de análisis idénticos
para producir  vectores de señales en subbandas muestreadas a menor
velocidad (diezmadas por un factor ). El filtro de cancelación forma un
vector en subbandas  aproximado a las señales de eco en subbandas
correspondientes . Los errores resultantes en subbandas  pasan a
través de un banco de síntesis para obtener la señal de error en banda com‐
pleta  que sea trasmitida al altavoz remoto. 
El algoritmo de adaptación utiliza el vector de las señales de error en
subbandas y las señales de entrada, también en subbandas, para ajustar los
coeficientes de los filtros adaptativos de manera tal que el vector de error
tienda a cero.
Observe que, en la Figura 1‐16, cada componente en subbanda de la
señal de eco es cancelado antes de que la señal de error compuesta sea sin‐
tetizada. 
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Cancelación de Ecos MultirresoluciónAlternativamente, es posible sintetizar la señal de eco en banda com‐
pleta estimada  antes de la cancelación y utilizar la señal de error en
banda completa  para adaptar los pesos en cada subbanda [134]. Esta
configuración, que en [27] se le refiere como configuración de lazo cerrado,
se muestra en la Figura 1‐17. En este enfoque, los filtros adaptativos que
operan en subbandas son suficientes para un alto rendimiento en términos
de MSE en banda completa. Sin embargo, la velocidad de convergencia
puede ser más baja porque los bancos de filtros imponen un retardo a la
señal en el lazo de control [70]. Más importante aún, los componentes de la
señal de error fuera del rango de frecuencia de cada filtro actúan como
ruido en el proceso de adaptación del filtro [95]. Esto requiere reducir el
tamaño del paso de adaptación y sacrificar aún más la velocidad de conver‐
gencia. Por ello, este tipo de estructura tiene menor éxito.
En un filtro adaptativo en subbandas, el número de subbandas , el
factor de diezmado , y los filtros de análisis y síntesis  y  son
parámetros del banco de filtros e influyen en el rendimiento de los filtros
adaptativos en términos del MSE en banda completa y la velocidad de con‐
vergencia. Un aspecto importante del filtrado adaptativo en subbandas es
el que los bancos de filtros multirresolución1 introducen distorsión de sola‐
pamiento2 y distorsión de la imagen, debido a los bloques de construcción
1.  En inglés multirate.
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Introducciónmultirresolución. El empleo de bancos de filtros de análisis y síntesis tam‐
bién introducen retardos del sistema y/o de bloque. Demasiado retardo es
un efecto indeseable para el filtrado adaptativo en subbandas. En los algo‐
ritmos de cancelación de ecos acústicos el máximo retardo tolerable es de 2
ms para teléfonos fijos y 39 ms para teléfonos móviles.
1.8.2 Cancelación de Ecos en Subbandas (sin retardo)
Los filtros adaptativos en subbandas sin retardo se desarrollaron para
resolver el inconveniente del retardo en los filtros adaptativos en subban‐
das, a expensas de una complejidad adicional [27][72][80]. Estos filtros
adaptativos en subbandas no introducen retardo en el camino de la señal,
sin embargo si puede existir retardo en el camino del algoritmo. En esta
familia de algoritmos el filtrado se realiza en el dominio del tiempo, en
lugar del dominio en subbandas, por lo que eliminan la distorsión de sola‐
pamiento e imagen del filtrado adaptativo en subbandas en la señal a la
salida. Sin embargo, los efectos de solapamiento entre bandas de los filtros
de análisis, aún pueden afectar el rendimiento del algoritmo adaptativo.
Estos algoritmos transforman los coeficientes de los filtros adaptados en
subbandas a los de un filtro al dominio banda completa mediante un trans‐
formador de coeficientes .
La Figura 1‐18 muestra un esquema de filtrado adaptativo en subbandas
sin retardo de lazo abierto. En esta configuración ambas: la señal de ecos y
de entrada al sistema pasan a través de un banco de filtros de análisis y el
filtrado adaptativo se realiza independientemente en cada subbanda,
governado por la señal de error generada en cada subbanda.
El transformador de coeficientes  genera un filtro en banda completa
y el filtrado de cancelación de ecos se realiza en banda completa. Como el
filtro en banda completa  es muy largo, el filtrado se suele implementar
con convoluciones rápidas particionando el filtro en el dominio del tiempo
[33][71][72]. La secuencia  es particionada en  segmentos de la misma
longitud. El primer segmento se procesa por convolución directa (lo que
otorga la propiedad: sin retardo) y los segmentos restantes por convolucio‐
nes rápidas utilizando FFTs1 y FFTs inversas, secuencialmente por cada
2.  aliasing.
1.  Transformadas rápidas de Fourier (FFT ‐ Fast Fourier Transform).
T
T
w n[ ]
w n[ ] Q36
Cancelación de Ecos Multirresoluciónsegmento. Observe que este enfoque no necesita del empleo de los filtros de
síntesis para devolver la señal a banda completa, con lo cual elimina el
retardo y los inconvenientes que producen.
Una implementación similar en lazo cerrado se muestra en la Figura 1‐
19. En esta configuración la señal de error se genera en banda completa y se
pasa al dominio subbandas, para la adaptación de los filtros adaptativos,
mediante un banco de filtros de análisis. En [70] se compara ambas confi‐
guraciones y muestra que el desajuste es mejor que en la configuración de
lazo abierto, aunque no significativamente.
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Fig 1‐18. Configuración 
lazo abierto de filtrado 
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Fig 1‐19. Configuración 
lazo cerrado de filtrado 
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IntroducciónEn general, la descomposición en bancos de filtros, depende del tipo de
transformación que utilice y el diseño de los filtros. Los bancos de filtros, a
simple vista, son sistemas que transforman segmentos localizados de señal
en un conjunto de coeficientes en el dominio transformado. Un banco de fil‐
tros es un conjunto de filtros, en paralelo, en el cual la salida de cada filtro
corresponde a una parte del espectro en frecuencia. Si todos los filtros
tienen el mismo ancho se le denomina uniformemente espaciado. Los bancos
de filtros no uniformemente espaciados se ajustan más a los mecanismos de
percepción humanos por lo que el ancho de banda de los diferentes filtros
cambia de forma logarítmica. Los bancos de filtros no uniformemente espa‐
ciados normalmente se basan en estructuras de árbol u ondículas1 [98]. En
esta tesis serán considerados sólo bancos de filtros uniformemente espacia‐
dos. Estos últimos se obtienen normalmente modulando un filtro prototipo
paso‐bajo bien diseñado (desplazando en frecuencia), por lo que son deno‐
minados bancos de filtros modulados. Los bancos de filtros modulados
generan señales en subbandas complejas pero permiten implementaciones
eficientes [42][98][99][106][108] descomponiendo el filtro prototipo en sus
componentes polifásicos y aplicando una transformación (DFT2, DCT3,
GDFT4, etc.).
En dependencia del orden del diezmado en subbandas y el número de
filtros, existen dos tipos de esquemas de bancos de filtros: críticamente
muestreados y sobremuestreados. El diezmado en subbandas permite tra‐
bajar a frecuencias de muestreo muy inferiores ( ) a la de la señal en
banda completa y elimina la redundancia de la señal a la salida de cada fil‐
tro. Cuando el número de filtros en subbandas es igual al orden de diez‐
mado ( ) se habla de banco de filtros críticamente muestreados.
Cuando el diezmado es inferior al número de filtros ( ) se le denomina
banco de filtros sobremuestreados. Este último, son más complejos pero
mucho menos sensibles a la distorsión de imagen. La Figura 1‐20 muestra
la configuración en lazo abierto de filtrado adaptativo en subbandas sin
retardo multicanal propuesta en esta tesis. Esta estructura es una extrapo‐
lación del esquema de la Figura 1‐12 en la página 18 con la adaptación en
subbandas sin retardo. 
1.  Wavelets.
2.  Transformada discreta de Fourier (DFT ‐ Discrete Fourier Transform).
3.  Transformada discreta del coseno (DCT ‐ Discrete Cosine Transform).
4.  Transformada discreta generalizada de Fourier (GDFT ‐ Generalized Discrete Fourier Transform).
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Cancelación de Ecos MultirresoluciónDe manera similar se puede obtener la configuración en lazo cerrado de
filtrado adaptativo en subbandas sin retardo multicanal en la Figura 1‐21.
Ambas estructuras pueden ser implementadas de manera eficiente utili‐
zando la descomposición polifásica del banco de filtros de análisis, la adap‐
tación en subbandas a una frecuencia de muestreo menor, y la convolución
rápida sin retardo en banda completa mediante el particionamiento de las
respuestas al impulso de cada canal.
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Fig 1‐20. Configuración 
lazo abierto de filtrado 
adaptativo en 
subbandas sin retardo 
multicanal.39
IntroducciónLa implementación natural de estas estructuras utiliza filtros transver‐
sales pero el uso de filtros celosía aprovecharía sus propiedades de ortogo‐
nalización en beneficio de una mayor velocidad de convergencia y la
disminución de la coherencia entre los canales [34][81].
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Fig 1‐21. Configuración 
lazo cerrado de filtrado 
adaptativo en 
subbandas sin retardo 
multicanal.40
Cancelación de Ecos Multirresolución1.8.3 Cancelación de Ecos en el Dominio de la 
Frecuencia
La reducción de la complejidad de los filtros adaptativos en el dominio
de la frecuencia se justifica por el hecho de que la convolución en el domi‐
nio del tiempo es equivalente a una multiplicación en el dominio de la fre‐
cuencia y la disponibilidad de algoritmos eficientes para el cálculo de la
transformada discreta de Fourier (normalmente conocida como transfor‐
mada rápida de Fourier) [69][102]. La operación de convolución, en el
dominio del tiempo, requiere de  operaciones, siendo  la longitud del
filtro transversal. Sin embargo, una FFT de  muestras requiere de sólo
 multiplicaciones. En realidad, la multiplicación en el dominio dis‐
creto de Fourier se corresponde con la convolución circular en el dominio
del tiempo pero, si se añaden  ceros en cada FFT, para evitar solapamiento
en el dominio del tiempo, resulta equivalente a la convolución lineal. Por lo
tanto, en total se necesitan  multiplicaciones para el filtrado en sí, más
 multiplicaciones para la FFT y la FFT inversa. Observe que cuanto
mayor es la longitud del bloque  menor es la complejidad del cálculo en
comparación con la convolución en el dominio del tiempo.
La estrategia de filtrado adaptativo en el dominio de la frecuencia es por
bloques (BFDAF1); lo que permite reducir la complejidad porque, tanto la
salida de los filtros, como los pesos adaptativos, son calculados sólo des‐
pués de acumular un bloque grande de muestras.
Existen dos estrategias según dónde se estime el error: en el dominio del
tiempo o en el dominio de la frecuencia. La Figura 1‐22 muestra el primer
caso y la Figura 1‐23 al segundo.
1.  BFDAF ‐ Block Frequency Domain Adaptive Filtering.
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IntroducciónSin embargo, la aplicación directa de la adaptación en el dominio de la
frecuencia mantiene el retardo que producen la enorme longitud de los fil‐
tros. Una manera directa de reducir este retardo es particionando la res‐
puesta al impulso, de longitud , en  fragmentos más pequeños de
longitud  como ilustra la Figura 1‐24.
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Fig 1‐23. Configuración 
de filtrado adaptativo 
multicanal en el 
dominio de la 
frecuencia con el error 
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Cancelación de Ecos MultirresoluciónLa partición en el tiempo de la respuesta al impulso se puede ver, a dife‐
rencia de la descomposición en subbandas, como un banco de  filtros en
paralelo que trabajan con el espectro completo de la señal de entrada. O sea,
la respuesta al impulso es particionada de manera transversal y dispuesta
como una estructura paralela equivalente (Figura 1‐25)[68][116].
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IntroducciónLa adaptación en el dominio de la frecuencia particionado (PBFDAF1)
trabaja mejor cuando la longitud del bloque  es igual a la longitud del
filtro completo , pero ello introduce un enorme retardo en la señal. Al par‐
ticionar el filtro de longitud , en  segmentos de longitud , la longitud
bloque  se puede reducir a un orden mucho más pequeño  y con ello, el
orden del retardo. En la Figura 1‐25 este retardo es modelado por los blo‐
ques grises etiquetados como . Existe un compromiso entre velocidad de
convergencia, eficiencia computacional y número de particiones [100].
La Figura 1‐26 muestra un diagrama del algoritmo PBFDAF multicanal.
Este caso corresponde a la versión particionada de la Figura 1‐22. De la
misma manera, es posible obtener una versión particionada que trabaje con
el error obtenido en el dominio de la frecuencia. La transformación  repre‐
senta la transformación de Fourier y  su inversa. El vector de pesos
adaptativos por canal se obtiene concatenando los vectores de pesos de
cada partición correspondiente a cada canal. Para un canal  cualquiera,
. El índice  opera a una velocidad de blo‐
que, mucho más baja que el índice , que opera a velocidad de muestra.
1.9 Modelos de Decorrelación
La cancelación de ecos multicanal es un problema matemático mal con‐
dicionado debido al problema de la no unicidad mencionado anterior‐
mente. Una alta correlación entre los canales puede hacer que el algoritmo
adaptativo converja a una solución degenerada y no a los caminos de aco‐
plamiento verdaderos. Para conseguir que el algoritmo adaptativo converja
a la solución correcta es necesario, por lo tanto, decorrelar las señales a la
entrada del filtro. En [142] se realiza una comparación de los métodos habi‐
tuales de decorrelación de señal aplicados a la cancelación de ecos multica‐
nal y se proponen dos experimentos: decorrelación añadiendo marca de
agua2 y decorrelación por ortogonalización total. Los algoritmos analiza‐
dos en [142] son
1. Funciones no lineales [28][52][54][125] ‐ Son simples en cómputo pero
difíciles de implementar para más de dos canales. La distorsión de la
señal puede afectar perceptualmente a la señal de voz.
1.  PBFDAF ‐ Partitioned Block Frequency Domain Adaptive Filtering.
2.  Watermarking.
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Modelos de Decorrelación2. Introducción de ruido enmascarado en las señales de voz [5][141]‐ La
distorsión no es audible, se mantiene bajo el umbral de enmascara‐
miento y su implementación es sencilla para más de dos canales.
3. Empleo de codificadores perceptuales de audio (compresión de audio
embebida) [126]‐ No es fácil de implementar para más de dos canales.
4. Filtros peine entrelazados [52][94] ‐ Bueno para señales de banda
ancha tipo ruido. Si el número de canales es muy alto no es posible su
uso.
5. Desplazamiento de la altura [94] ‐ Produce artefactos en las direccio‐
nes de llegada.
6. Filtros paso‐todo variantes en el tiempo [86][101][139] ‐ Aprovecha la
insensibilidad a la fase del sistema perceptual auditivo.
Otra línea de investigación explora la aplicación de transformaciones
ortogonales. En [30][31] se aplica la transformada de Karhunen‐Loève (KLT) en
una etapa de preprocesado para eliminar la redundancia entre canales y,
por lo tanto, decorrelar las señales antes de aplicarlas a un codificador. La
KLT, conocida también como análisis de los componentes principales (PCA1) es
un procedimiento matemático que transforma un número de variables
(posiblemente) correladas en un número (más pequeño) de variables inco‐
rreladas llamadas componentes principales. Los objetivos son reducir la
dimensionalidad de un juego de datos, e identificar las nuevas variables
subyacentes que son ahora ortogonales. En un entorno de cancelación de
ecos multicanal la aplicación de la KLT a las señales de entrada al cancela‐
dor podría ayudar a resolver el problema de mal condicionamiento y ace‐
lerar la convergencia de los filtros al camino solución del eco. En [18] se
proponen diferentes algoritmos adaptativos para PCA que convergen a
mayor velocidad que los algoritmos PCA tradicionales. 
En [96] se explora las propiedades de decorrelación del algoritmo adap‐
tativo de proyección afín (APA2). Este algoritmo aplica las direcciones de
actualización que son ortogonales a los últimos  vectores de entrada y,
por lo tanto, permite la decorrelación de un proceso de entrada auto‐regre‐
sivo acelerando la convergencia.
1.  PCA ‐ Principal Component Analysis.
2.  APA ‐ Affine Projection Algorithm.
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IntroducciónEn [32][77][129] se proponen técnicas de separación de fuentes ciega1
para la cancelación de ecos estéreo. Para reducir la correlación entre los
canales se utilizan técnicas de blanqueo en una etapa de pre‐procesado y
aplicando BSS en post‐procesado se obtiene una mejor convergencia. El
blanqueo de la señal se puede realizar con un filtro de predicción lineal2
(LPC) inverso [73]. Un filtro de blanqueo elimina todos los componentes
periódicos de la señal y mantiene sólo la parte impredecible.
El filtro celosía es una alternativa a la estructura del filtro transversal
para la realización de un predictor lineal [91], al igual que la realización de
un estimador de proceso conjunto. La predicción lineal encuentra la pro‐
yección de una secuencia  sobre un subespacio , generado por
. El filtro en celosía es simplemente una consecuencia de
encontrar un nuevo conjunto de vectores que generen el subespacio ,
pero con la valiosa propiedad de que estos vectores sean mutuamente orto‐
gonales entre sí. Tal conjunto de vectores forman una base ortogonal para el
subespacio. En [81] se propone un algoritmo celosía de dos‐canales en el
dominio transformado que, inherentemente, decorrela las señales estéreo.
Sin embargo, el uso directo de un predictor celosía no resuelve completa‐
mente el problema de la no unicidad. Los errores de predicción regresivos
son ortogonales para cada canal pero aún correlados entre los diferentes
canales por lo que el problema de la correlación cruzada persiste.
La solución propuesta en [136] utiliza la propiedad de decorrelación de
un LPC y la introducción de ruido enmascarado [61] para eliminar el pro‐
blema de detección de doble‐locutor. La adaptación del filtro (monocanal)
se realiza sólo con la parte impredecible de la señal.
La decorrelación de las señales de audio tiene impacto sobre la imagen
espacial [39]. El uso de determinado modelo de correlación deberá satisfa‐
cer un difícil compromiso entre, lograr una buena decorrelación para miti‐
gar el problema de la no unicidad, a la vez que mantenga la imagen espacial
de las fuentes.
1.  BSS ‐ Blind Source Separation.
2.  LPC ‐ Linear Predictor Coefficients.
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Escenario de Pruebas1.10 Escenario de Pruebas
La definición de un escenario de pruebas es importante para la evalua‐
ción de los diferentes algoritmos adaptativo desarrollados en el Capítulo 2
y de las prestaciones de la cancelación adaptativa de ecos acústicos multi‐
canal en el Capítulo 3. 
En el primer caso, el interés fundamental es evaluar el comportamiento
de los algoritmos en condiciones ideales; las respuestas al impulso pueden
ser mucho más cortas que las habituales en las aplicaciones de cancelación
de ecos y las señales de perturbación ideales para la identificación de siste‐
mas (a diferencia de voz).
En el segundo caso, se utilizan los mejores candidatos obtenidos en el
Capítulo 2 para la adaptación multirresolución en casos “reales” de cance‐
lación de ecos. Las respuestas al impulso son largas y las señales de pertur‐
bación utilizadas corresponden a voz (femenina y masculina). En este
escenario es conveniente utilizar casos extremos de correlación en el que la
proximidad de los sensores (micrófonos) influya en el comportamiento
general del sistema y permita comparar el funcionamiento en salas simula‐
das versus salas medidas reales.
Por último, en el Capítulo 4, se proponen técnicas para mejorar el rendi‐
miento del cancelador con la disminución de la correlación entre los dife‐
rentes canales y explorando el uso de señales de perturbación incorreladas.
En este caso, es posible atacar el problema de doble locución no resuelto en
el Capítulo 3.
1.10.1 Escenario 1
El escenario 1 permite evaluar el comportamiento de los algoritmos
adaptativos en el caso más simple: monocanal. La Figura 1‐27 muestra la
configuración propuesta. La señal  corresponde a la señal de perturba‐
ción;  y  son las funciones de transferencia acústicas de la sala de
transmisión y recepción, respectivamente;  es la señal de ruido de
fondo;  es la señal de retorno del eco y  es la señal residual. El filtro
 adapta a  para conseguir que  sea lo más parecida posible (en
mínimos cuadrados) y la señal residual lo más baja posible.
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Introducción
0Para evaluar el comportamiento de los algoritmos de filtrado adaptativo
es necesario, por tanto, definir: respuesta al impulso del filtro, señal de per‐
turbación, ruido de fondo y número de canales.
1.10.1.1 Respuesta al Impulso
La respuesta al impulso está ligada al tiempo de reverberación, dimen‐
siones de la sala1, colocación y diagrama de radiación de los sensores, coefi‐
cientes de absorción de las paredes. 
Se suponen ambas salas, de transmisión y recepción, idénticas. Para
obtener una respuesta al impulso relativamente corta se supone una fre‐
cuencia de muestreo  hertzios y una sala de dimensiones relativa‐
mente pequeñas [2000 2440 2700] (ancho, largo, alto; dimensiones en
milímetros) con coeficientes de absorción  [0.8 0.8; 0.5 0.5; ‐0.6 ‐0.6] corres‐
pondientes a las paredes de los ejes (x, y, z) respectivamente. 
Las posiciones de la fuente y el micrófono en la sala de transmisión son
[1000, 1800, 1000] y [1000, 2000, 750] respectivamente y en la sala de recep‐
ción [1000, 100, 750] y [1000, 2000, 750]. El patrón de radiación enfrenta a los
1.  Se asume una sala cúbica.
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Fig 1‐28. Configuración 
del experimento 1.
Fig 1‐27. Experimento 1. 
Cancelación de ecos 
monocanal.48
Escenario de Pruebassensores (altavoces e interlocutores con micrófonos) por lo que la tríada
(elevación, acimut, semiapertura de la fuente), en grados, corresponde a [0
‐90 180] y [0 90 180] respectivamente y en ambas salas. Se supone un tiempo
de reverberación de 70 ms.
La Figura 1‐29 muestra la respuesta al impulso correspondiente a la con‐
figuración del experimento 1 de la Figura 1‐28. La longitud de las respues‐
tas al impulso  es de 560 muestras.
1.10.1.2 Seńal de Perturbación
La señal de perturbación  corresponde a una secuencia MLS de
orden 10. 
La Figura 1‐30(a) muestra un fragmento de las primeras 50 muestras de
la secuencia. La Figura 1‐30(b) muestra el espectro de la secuencia entera
que, como se puede observar, es aproximadamente plano.
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Introducción1.10.1.3 Ruido de Fondo
El ruido de fondo  es de tipo gaussiano con medio cero y varianza
unidad de ‐30 dB potencia. La Figura 1‐31(a) muestra el histograma de la
secuencia de ruido gaussiano y la Figura 1‐31(b) su espectro.
1.10.1.4 Número de Canales
Para este experimento de filtrado adaptativo monocanal .
1.10.2 Escenario 2
El escenario 2 corresponde al caso estéreo mostrado por la Figura 1‐32.
Por cada micrófono en la sala de transmisión se forman dos caminos de eco
 y  que al convolucionar con la señal de perturbación  forman
las dos señales  y  a enviar a la sala de recepción. 
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Escenario de PruebasEstas señales entran también al sistema adaptativo formado por  y
 que intentará bloquear, generando una señal , la
señal de retorno de eco  formada por la suma de las convoluciones de
los caminos del eco  y  con  y , respectivamente.  es
la señal de ruido de fondo y  la señal de error residual.
1.10.2.1 Respuesta al Impulso
La Figura 1‐33 muestra la configuración del experimento 2. En la sala de
transmisión los micrófonos están colocados a 10 cm para buscar una alta
correlación entre las señales en las posiciones [950 2000 750] y [1050 2000
750] y la fuente en [1000 1800 1000]. Los patrones de radiación son idénticos
a los del experimento 1. En la sala de recepción las dos fuentes v01 y v02
corresponden a altavoces colocados en las posiciones [500 100 750] y [1500
100 759]. La separación de los altavoces es de un metro. El micrófono está
colocado en [1000 2000 750].
La Figura 1‐34(a) muestra las dos respuestas al impulso que se forman
en la sala de transmisión  y  y la Figura 1‐34(b) las dos respuestas
al impulso  y , a las que deben adaptar los filtros  y . La
longitud de las respuestas al impulso  es de 560 muestras.
1.10.2.2 Seńal de Perturbación
La señal de perturbación utilizada es una secuencia MLS de orden 10
común a todos los experimentos.
1.10.2.3 Ruido de Fondo
El ruido de fondo  es de tipo gaussiano con media cero y varianza
unidad de ‐30 dB potencia.
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del experimento 2.51
Introducción1.10.2.4 Número de Canales
El número de canales es  que corresponde al caso estéreo. Este es
el caso multicanal más simple y ha sido el más tratado en la literatura
[28][52][53][54][55][56][81][86][94][101][102][103][104][125][126][127][129][
130][139].
1.10.3 Escenario 3
El escenario 3, que muestra la Figura 1‐35, corresponde a un sistema
multicanal de cinco canales.
Este sistema no es conceptualmente diferente al diseñado en el experi‐
mento 2. Sin embargo introduce mayor complejidad, es relativamente uti‐
lizado en cualquier sistema de audio doméstico y, al incorporar mayor
cantidad de sensores, debe reconstruir la imagen espacial de las fuentes con
mayor facilidad.  y .
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Escenario de Pruebas1.10.3.1 Respuesta al Impulso
La Figura 1‐36 muestra el escenario del experimento 3. En la sala de
transmisión se dispone un arreglo de micrófonos en línea en las posiciones
[800 2000 750], [900 2000 750], [1000 2000 750], [1100 2000 750], [1200 2000
750] y una fuente en la posición [1000 1800 1000]. En la sala de recepción los
altavoces forman un arreglo en línea colocado en las posiciones [500 100
750], [750 100 750], [1000 100 750], [1250 100 750] y [1500 100 750]. El micró‐
fono es colocado en la posición [1000 2000 750]. Los patrones de radiación
se consideran iguales a los de los experimentos anteriores.
La Figura 1‐37(a) muestras las cinco respuestas al impulso de la sala de
transmisión  y la Figura 1‐37(b) las correspondientes a la sala de recep‐
ción  a las que deben adaptar los filtros . La lon‐
gitud de las respuestas al impulso  es de 560 muestras.
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impulso del 
experimento 3. 53
Introducción1.10.3.2 Seńal de Perturbación
La señal de perturbación utilizada es una secuencia MLS de orden 10
común a todos los experimentos.
1.10.3.3 Ruido de Fondo
El ruido de fondo  es de tipo gaussiano con medio cero y varianza
unidad de ‐30 dB potencia.
1.10.3.4 Número de Canales
El número de canales . Este es un número de canales habitual en
sistemas domésticos de audio.
1.10.4 Escenario 4
El objetivo de este escenario es evaluar entornos de cancelación de ecos
más realistas. La habitación es exáctamente igual a la definida en “Escena‐
rio 1” y los transductores están colocados en la misma posición. 
1.10.4.1 Respuesta al Impulso
La Figura 1‐38 muestras las respuestas al impulso del “Escenario 4”.
Observe que la longitud  (para  kHz).
1.10.4.2 Seńal de Perturbación
A pesar de que la señal de voz no es una buena señal de perturbación es
la que habitualmente se utiliza en aplicaciones de cancelación de voz. En
este caso una voz masculina grabada en ambiente anecoico.
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Escenario de Pruebas1.10.4.3 Ruido de Fondo
El ruido de fondo  es de tipo gaussiano con medio cero y varianza
unidad de ‐40 dB potencia.
1.10.4.4 Número de Canales
Para este experimento de filtrado adaptativo monocanal .
1.10.5 Escenario 5
Este escenario se corresponde con el “Escenario 2”.
1.10.5.1 Respuesta al Impulso
La Figura 1‐40 muestras las respuestas al impulso para el “Escenario 5”.
La longitud de las respuestas al impulso es .
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Introducción1.10.5.2 Seńal de Perturbación
La señal de perturbación es la misma definida en el “Escenario 4”. Una
secuencia de voz masculina a 16 kHz.
1.10.5.3 Ruido de Fondo
El ruido de fondo  es de tipo gaussiano con medio cero y varianza
unidad de ‐40 dB potencia.
1.10.5.4 Número de Canales
Este experimento corresponde a filtrado adaptativo estereo .
1.10.6 Escenario 6
Este escenario corresponde al “Escenario 3”.
1.10.6.1 Respuesta al Impulso
La Figura 1‐41 muestra las respuestas al impulso correspondiente al
“Escenario 6”. Todas las respuestas tienen longitud .
1.10.6.2 Seńal de Perturbación
La señal de perturbación es la misma definida en el “Escenario 4”. Una
secuencia de voz masculina a 16 kHz.
1.10.6.3 Ruido de Fondo
El ruido de fondo  es de tipo gaussiano con medio cero y varianza
unidad de ‐40 dB potencia.
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Escenario de Pruebas1.10.6.4 Número de Canales
Este experimento corresponde a filtrado adaptativo multicanal .
1.10.7 Escenario 7
Esta configuración es idéntica a la del “Escenario 2”. La única excepción
es la situación de doble locutor.
1.10.7.1 Respuesta al Impulso
Las respuestas al impulso se corresponden con las del “Escenario 5”.
1.10.7.2 Seńal de Perturbación
Este experimento se utiliza para evaluar la situación de doble‐locutor.
En la sala remota se utiliza la señal de voz masculina  descrita en el
“Escenario 4”. Para la sala local se utiliza una señal de voz  femenina
grabada en ambiente anecoico.
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Introducción1.10.7.3 Ruido de Fondo
El ruido de fondo  es de tipo gaussiano con medio cero y varianza
unidad de ‐40 dB potencia.
1.10.7.4 Número de Canales
Este experimento corresponde a filtrado adaptativo estereo .
1.10.8 Escenario 8
Esta configuración es idéntica a la del “Escenario 3”. La única excepción
es la situación de doble locutor.
1.10.8.1 Respuesta al Impulso
Las respuestas al impulso se corresponden con las del “Escenario 6”.
1.10.8.2 Seńal de Perturbación
Las señales de perturbación corresponden a las señales de voz descritas
en el “Escenario 7”.
1.10.8.3 Ruido de Fondo
El ruido de fondo  es de tipo gaussiano con medio cero y varianza
unidad de ‐40 dB potencia.
1.10.8.4 Número de Canales
Este experimento corresponde a filtrado adaptativo multicanal .
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Estructura de la Tesis1.11 Estructura de la Tesis
En este Capítulo 1 se plantean los fundamentos de la cancelación de ecos
acústicos, mono y multicanal, adaptativa. En “Cancelación Adaptativa”,
“Cancelación de Ecos Monocanal” y “Cancelación de Ecos Multicanal”, se
introduce la aplicación del filtrado adaptativo para la cancelación de ecos,
diferentes funciones de coste, la estimación de variables estocásticas muy
importantes para el desarrollo de los algoritmos adaptativos (“Aproxima‐
ción estocástica”), etc. En “Valoración de la cancelación de Ecos” se hace
una revisión de las diferentes medidas y criterios de evaluación del com‐
portamiento del cancelador de ecos; esto permite disponer de un conjunto
de herramientas para valorar la eficiencia y comportamiento de un cance‐
lador de ecos adaptativo y da una referencia de comparación entre ellos
objetiva y subjetiva. En el apartado “Cancelación de Ecos Multirresolución”
se introducen los diferentes esquemas para afrontar el problema de la can‐
celación de ecos multicanal de manera práctica. Se hace especial énfasis en
las estructuras sin retardo, por la importancia que tienen en el desarrollo de
aplicaciones en tiempo real. Por último, en “Modelos de Decorrelación”, se
introducen diferentes enfoques para mitigar el efecto de la alta correlación
entre los diferentes canales, lo que influye negativamente en el rendimiento
y convergencia del cancelador.
En el Capítulo 2 ‐ “Extensión al Filtrado Adaptativo Multicanal” se
desarrollan los principales algoritmos de filtrado adaptativo multicanal
para estructuras transversales (en “Filtros Transversales”) y celosías (en
“Filtros en Celosía”). En el filtrado adaptativo es muy importante diferen‐
ciar los filtros con memoria y sin memoria (“Estimación Estocástica”). Los pri‐
meros permiten la estimación de variables estocásticas muy importantes
para aumentar el rendimiento y velocidad de convergencia de los filtros y
los segundos, mucho más simples, trabajan con estimaciones instantáneas.
Existe un compromiso entre ambos porque el uso de memoria implica
mayor esfuerzo computacional y mayor consumo de memoria. Se hace
especial énfasis en el desarrollo de “Algoritmo de Gradiente Conjugado”
(Apéndice B). Estos métodos permiten obtener prestaciones cercanas a la
ideal con una complejidad computacional mucho menor. En el Capítulo 2
se estudia el comportamiento de los diferentes algoritmos adaptativos y se59
Introducciónrealiza un análisis comparativo entre ellos para facilitar su elección en base
a prestaciones y medidas.
En el Capítulo 3 ‐ “Ampliación del Filtrado Adaptativo Multirresolu‐
ción”, se plantea el desarrollo de algoritmos, en el dominio del tiempo (“Fil‐
trado Adaptativo en Subbandas”) y de la frecuencia (“Filtrado Adaptativo
en el Dominio de la Frecuencia”), que permiten la implementación de la
cancelación de ecos multicanal con utilidad práctica. El enfoque multirreso‐
lución permite trasladar la señal a otro dominio con menor frecuencia de
muestreo y tratar, sin latencia, la adaptación y convolución (“Convolución
Particionada”) de las enormes funciones de transferencia acústica.
En el Capítulo 4 ‐ “Modelo de Decorrelación” se desarrollan métodos
para mejorar las prestaciones de los algoritmos de cancelación de ecos acús‐
ticos multicanal.
En el Capítulo 5 ‐ “Conclusiones” se analizan los resultados obtenidos,
se realiza una valoración respecto a los resultados esperados y objetivos
planteados por esta tesis. Además se resumen las principales aportaciones
realizadas y las posibles líneas de investigación futuras.
En el Apéndice A ‐ “Simulación” se desarrollan las principales herra‐
mientas para la simulación de la cancelación de ecos acústicos multicanal:
modelado y medición. En “Modelado Acústico de Salas” se introducen las
diferentes técnicas de modelado, sus principales propiedades e idoneidad
para la aplicación de cancelación de ecos acústicos. En “Desarrollo del
método de las Imágenes” se plantea y desarrolla un método que permite la
simulación de salas en forma de cubo (escenario habitual en aplicaciones
manos libres y videoconferencia). En “Medida de Salas” se introducen los
principales métodos para la medición de salas reales. Ambas herramientas
permiten disponer de salas acústicamente adecuadas para el desarrollo de
los diferentes algoritmos adaptativos de cancelación de ecos acústicos mul‐
ticanal. Esta última permite disponer de entornos reales y la primera de
diferentes caminos de ecos y geometría de salas. En “Medición Adaptativa”
se plantea el problema de medición de salas como un caso particular de la
cancelación de ecos multicanal y se desarrolla un método de medición
adaptativa multicanal.
En el Apéndice B se desarrolla el método de gradiente conjugado. Se
reserva un anexo exclusivamente al desarrollo de esta técnica por su rele‐60
Conclusionesvancia dentro de este trabajo de investigación. Este algoritmo de optimiza‐
ción tiene excelentes propiedades de convergencia, complejidad
computacional, capacidad de paralelización, etc. que le convierten en una
poderosa herramienta para la cancelación de ecos acústicos multicanal. De
hecho, su uso en arquitecturas multirresolución (en el Capítulo 3) consti‐
tuye uno de los principales aportes de esta tesis.
1.12 Conclusiones
En este capítulo se introduce una perspectiva general de la cancelación
de ecos acústicos multicanal como una aplicación de identificación de siste‐
mas en la cual el sistema desconocido es un conjunto de respuestas al
impulso acústicas con un gran número de coeficientes, la señal de pertur‐
bación habitual es la voz de los interlocutores y la disposición geográfica de
altavoces y micrófonos generan un sistema “mal condicionado”. Las rela‐
ciones cruzadas entre los canales, que provoca la inclusión de múltiples
canales, requieren de una solución singular, diferenciada, de la cancelación
de ecos monocanal.
En la segunda mitad se plantean diversas estrategias multirresolución
adecuadas para tratar con las largas respuestas al impulso asociadas con las
salas típicas que intervienen en las aplicaciones que requieren de la cance‐
lación de ecos multicanal (e.g., videoconferencia, manos‐libres, etc.) y se
definen las medidas para una correcta evaluación del comportamiento del
cancelador (desde el punto de vista objetivo y subjetivo).
Por último se definen los escenarios de cancelación que permiten simu‐
lar los diferentes casos tratados en esta tesis. Existen tres grupos de experi‐
mentos bien diferenciados. El primer grupo se utiliza para evaluar el
comportamiento de las diferentes técnicas de filtrado adaptativo, el
segundo simula una situación más realista (e.g., las respuestas al impulso
son largas, las señales de perturbación son señales de voz, etc.) y por
último, el tercer grupo, permite evaluar la situación de doble‐locutor en un
escenario típico real.61
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2  Extensión al Filtrado 
Adaptativo Multicanal
La cancelación de ecos acústicos multicanal, aunque conceptualmente es
muy similar a la cancelación de ecos acústicos monocanal tradicional, es
fundamentalmente diferente en un aspecto: la generalización directa del
cancelador de ecos mono no sólo debe seguir los cambios de los caminos
del eco en la sala de recepción, sino también en la sala de transmisión [60].
Por ejemplo, el cancelador debe reconverger si un interlocutor para de
hablar y otro comienza en otro lugar diferente en la sala de transmisión. No
existe algoritmo adaptativo que pueda seguir estos cambios con la veloci‐
dad suficiente lo que resulta en una cancelación de ecos pobre.
El problema fundamental es que los canales pueden portar señales rela‐
cionadas linealmente entre sí que pueden hacer singular la ecuación normal
que debe resolver el algoritmo adaptativo (Ecuación 1‐29 en la página 20).
Esto implica que no existe una solución única sino infinitas soluciones que,
excepto la única verdadera, dependen todas de las respuestas al impulso de
la sala de transmisión. 
Este inconveniente, conocido como problema de la no unicidad, se
puede solucionar con la decorrelación de los diferentes canales o, en su
defecto mitigar, con la disminución de la coherencia entre canales [54]. En
el Capítulo 4 se proponen estructuras y métodos de decorrelación para
garantizar que el algoritmo adaptativo converja a una solución única.63
Extensión al Filtrado Adaptativo MulticanalEn general, la correlación cruzada entre los canales, hace que la estima‐
ción de los pesos que minimizan el error entre el eco  y el eco estimado
 no sea única.
Los algoritmos de filtrado adaptativo pueden operar en el dominio del
tiempo o en dominios transformados, sobre estructuras de filtros transver‐
sales o en celosía, en subbandas o en banda completa, etc. En este capítulo
se hace una revisión del estado del arte de las diferentes técnicas adaptati‐
vas para el caso multicanal en su forma compleja. Las señales discretas de
audio que llegan al sistema multicanal a través de conversores analógico‐
digital son representadas con valores enteros o reales. Sin embargo, cuando
se utilizan bancos de filtros para dividir la señal en subbandas, es posible
que, en dependencia del tipo de transformación que se utilice, se tenga a la
salida de los filtros de análisis señales complejas. No obstante, la generali‐
zación de los algoritmos en su forma compleja, permite también la opera‐
ción con señales reales sin ninguna modificación o adaptación. Cuando se
utilicen señales reales y, por razones de optimización en la implementa‐
ción, se desee traducir el algoritmo a su forma real basta con seguir las dos
reglas básicas tratadas en el Capítulo 1.
Es importante señalar que toda la formulación desarrollada es indepen‐
diente del esquema de cancelación multicanal que se emplee: banda com‐
pleta o subbandas.
2.1 Estimación Estocástica
Cuando se desconoce la estadística de la señal a la entrada del sistema
adaptativo multicanal es necesario reemplazar la función de coste y su pri‐
mera y segunda derivada por valores aproximados apropiados obtenidos
iterativamente a partir de los datos que llegan al sistema.
A continuación se considera el caso de la estimación estocástica para la
estructura transversal y posteriormente para la estructura en celosía.
2.1.1 Sin memoria
El problema de optimización estocástico se puede plantear como la
minimización de la función de coste  dependiente del tiempo
(2‐1)
d n[ ]
y n[ ]
J n[ ]
min J n[ ] E f x n[ ] d n[ ] w n[ ],,( ){ }=64
Estimación EstocásticaCuando la función de coste es igual a la suma de la señal del eco residual
o error al cuadrado, lo cual es muy frecuente,
(2‐2)
y se desconoce su distribución, a priori, es necesario utilizar un estima‐
dor. Asumiendo ergodicidad existen dos direcciones básicas para la aproxi‐
mación estocástica de un problema de optimización estocástico: métodos
no recursivos y métodos recursivos. En el primer caso, se utilizan los datos
muestreados de la variable aleatoria según la aproximación
(2‐3)
De esta manera, el problema de optimización estocástico es transfor‐
mado en uno determinístico. La solución de (2‐3) se utiliza como una solu‐
ción aproximada del problema original (2‐1). La aplicación del método de
aproximación estocástica no recursivo al problema de identificación de sis‐
temas planteado conduce a la estimación en mínimos cuadrados
(2‐4)
El método de aproximación estocástica no recursivo es un algoritmo de
procesado en lote. Esta es su principal desventaja para las aplicaciones en
tiempo real. Observe que es necesario acumular una gran cantidad de
datos.
El vector de pesos es una variable independiente de la función de coste
por lo que también es común definir la función de coste como .
Una forma alternativa es la aproximación estocástica recursiva la cual
actualiza el estimador de los parámetros óptimos siempre que haya un
nuevo dato disponible1
(2‐5)
El vector  está definido por la Ecuación 1‐25 en la página 20. El
vector  es la dirección de descenso, resultado de la minimización de la
función de coste. Los métodos de aproximación estocásticos recursivos se
obtienen de las modificaciones apropiadas de los diferentes algoritmos de
1.  Esta ecuación es similar a la Ecuación 1‐44 en la página 24 con el paso de adaptación .
J n[ ] e2 m[ ]
m 1=
n
∑=
min J n[ ] 1N--- f x n[ ] d n[ ] w n[ ],,( )
n 1=
N
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w n[ ] marg in J n[ ]=
          marg= in 1N
--- d n[ ] xH n[ ]w n[ ]– 2
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μ 1=
w n 1+[ ] w n[ ] wΔ n[ ]+=
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Extensión al Filtrado Adaptativo Multicanaloptimización determinísticos iterativos [38]. Los esquemas de optimización
determinísticos iterativos requieren del conocimiento de ya sea la función
de coste , el gradiente 
 (2‐6)
 y/o la matriz hessiana
(2‐7)
con . Sin embargo, sus contrapartidas estocásticos reempla‐
zan estas funciones por sus estimaciones imparciales.
Según el criterio de optimización  se obtienen diferentes familias de
filtrado adaptativo. La elección de la función de coste deberá ajustarse a los
estadísticos de la señal de entrada  y la señal deseada .
En el apartado “Aproximación estocástica” del Capítulo 1 se utilizaron
dos técnicas de estimación, basada en ventanas de datos, para obtener esta‐
dísticos de segundo orden (correlación y correlación cruzada).
2.1.2 Con memoria
El uso de memoria (bloque de vectores o matrices) mejora las prestacio‐
nes de los algoritmos adaptativos porque enfatizan las variaciones en la
correlación cruzada entre los canales [112] pero requieren de una estructu‐
ración cuidadosa de los datos, además de exigir mayores requerimientos
computacionales: memoria y procesado.
La ventana de datos deslizante es un aproximador que promedia con
una memoria de orden .
(2‐8)
La ventana de datos exponencialmente decreciente introduce un opera‐
dor de promediado en el tiempo que tiene un factor de olvido exponencial.
J n[ ]
J w( )∇ J w( )∂
w1∂
-------------- J w( )∂
w2∂
-------------- … J w( )∂ wL∂
--------------
T
=
g J w( )∇=
( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
2 2 2
1 1 1 2 1
2 2 2
2
2 1 2 2 2
2 2 2
1 2
T
L
L
L L L L
J J J
w w w w w w
J J J
J w w w w w w
J J J
w w w w w w
⎡ ⎤∂ ∂ ∂⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂⎢ ⎥∇ = ∂ ∂ ∂ ∂ ∂ ∂⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥∂ ∂ ∂⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎢ ⎥⎣ ⎦
w w w
w w w
w
w w w
"
"
# # % #
"
H ∇2J w( )=
J w( )
x n[ ] d n[ ]
N
ε .[ ] 1N--- .[ ]
m n N– 1+=
n
∑=66
Estimación Estocástica(2‐9)
Cuando cambia la correlación cruzada entre los canales, por algún
cambio en cualquiera de las dos salas: remota o local, el bloque de vectores
de entrada de memoria  utilizado en la adaptación está formado por seña‐
les con diferentes correlaciones cruzadas. Esto acelera la convergencia de
los pesos estimados a los verdaderos.
Para un canal , , los datos se pueden almacenar en matrices
de la forma
(2‐10)
Observe que la N‐ésima columna de  corresponde al vector en
curso del canal . Esta matriz tiene dimensión :  es el orden del p‐
ésimo filtro y  la longitud de la memoria de la estimación. La matriz de
entrada de datos al sistema adaptativo tiene la forma
(2‐11)
Observe que (2‐10) se corresponde con la Ecuación 1‐20 en la página 19
y (2‐11) con la Ecuación 1‐24 en la página 20 en ausencia de memoria
( ). El vector de la señal deseada
(2‐12)
es de longitud . 
La matriz de autocorrelación y correlación cruzada se pueden estimar
con las ecuaciones
(2‐13)
(2‐14)
según el enfoque de ventana de datos deslizante o en su versión de ven‐
tana de datos exponencialmente decreciente
(2‐15)
(2‐16)
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Extensión al Filtrado Adaptativo MulticanalLa estimación de la matriz de autocorrelación depende de la organiza‐
ción las muestras. El método que estima la matriz de autocorrelación según
(2‐13) con las muestras organizadas según (2‐10) se conoce método de la
covarianza (por la correspondencia con la estimación de la matriz de auto‐
correlación del modelado autoregresivo). La matriz que resulta es semide‐
finida positiva pero no es Toeplitz.
Asimismo, el gradiente se obtiene como en (1‐32) o, equivalentemente
(2‐17)
donde 
(2‐18)
La relación de equivalencia se puede obtener a partir del estimador de
ventana deslizante del gradiente, aplicando (2‐8)
(2‐19)
La ecuación (2‐17) es útil cuando el algoritmo no requiera el uso de la
matriz de correlación o el vector de correlación cruzada. Observe que
ambos, la matriz de datos de entrada al sistema  y el vector de error
 están disponibles en cada iteración.
Aunque la función de coste es la misma, los filtros en celosía para esti‐
mación de proceso conjunto, representado en la Figura 1‐7 en la página 11
para  canales, tienen una estructura más compleja que los filtros trans‐
versales. La relación entre la salida  y la entrada , además, involucra
a los coeficientes de reflexión según
(2‐20)
(2‐21)
 es el vector de predicción regresivo y  es una matriz triangular
inferior que depende de los coeficientes de reflexión
(2‐22)
Observe que  es el número de coeficientes de la parte transversal de la
celosía y que existen  coeficientes. Finalmente
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Filtros Transversales(2‐23)
La matriz  tiene dimensión  y actúa como un precondicionador
sobre el vector  que genera la señal decorrelada . Los vectores 
y  son vectores columnas de dimensión . El error instantáneo es el
mismo que para el filtro transversal definido por la ecuación Ecuación 1‐3
en la página 14.
La adaptación de la sección transversal del filtro celosía de estimación
de proceso conjunto, además del gradiente , depende indirectamente
de los coeficientes de reflexión, vía el vector de predicción regresivo.
Observe que  según la derivada de  respecto a  en la
ecuación (2‐20). Sin embargo, la adaptación de los coeficientes de reflexión
depende del gradiente  de  respecto a los coeficientes de reflexión
. 
(2‐24)
 y/o de la matriz hessiana
(2‐25)
con .
No obstante la definición de la función de coste es la misma y las defini‐
ciones dadas para la estructura transversal son igualmente válidas para la
estructura celosía de estimación de proceso conjunto. En la sección “Filtros
en Celosía” se desarrolla la formulación de este tipo de estructura con más
detalle para el caso multicanal, del cual el ejemplo mostrado sólo es un caso
particular.
2.2 Filtros Transversales
El filtro transversal, combinador lineal adaptativo o de respuesta al
impulso finita (FIR) es, con diferencia, la estructura más utilizada en las
aplicaciones de cancelación de ecos multicanal. Es simple, estable y de fase
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Extensión al Filtrado Adaptativo Multicanallineal. En el filtro FIR, cada valor de salida está determinado por una com‐
binación ponderada de un número finito, fijo, , de valores anteriores de la
señal de entrada al filtro (Figura 1‐6 en la página 10). En el caso multicanal,
Figura 1‐12 en la página 18, los pesos o valor de los coeficientes de los  fil‐
tros son óptimos, cuando la suma de la salida de los  filtros, , o eco
estimado, sea aproximadamente igual a la señal deseada  o señal de
eco. La minimización de la función de error  (definido por la
Ecuación 1‐26 en la página 20) conduce a la ecuación normal o de Wiener‐
Hopf, dada por (1‐29).  es la señal de eco o referencia sólo si en la sala
local o de recepción hay silencio. Es decir, si  y  en la Figura 1‐10 en
la página 13 son despreciables. La situación cuando  no es despreciable
(por ejemplo: cuando al menos un locutor en la sala de recepción habla
simultáneamente con al menos otro en la sala de transmisión) se conoce
como doble‐locutor. Cuando esto ocurre es necesario detener la adaptación y
mantener el último conjunto de filtros adaptados “fijo” hasta la desapari‐
ción de tal situación con la consiguiente pérdida de los cambios en los cami‐
nos del eco y aún peor, sin ninguna garantía de que ese último estado de los
filtros garantice determinado error cuadrático medio y desajuste. En el
Capítulo 4 se propone un mecanismo de adaptación continua independien‐
temente del número de locutores activos simultáneamente en ambas salas.
2.2.1 Métodos de Optimización
Los métodos de optimización son útiles para encontrar mínimos o máxi‐
mos de una función. Aunque habitualmente los esquemas de optimización
iterativos son determinísticos1, es posible encontrar un algoritmo de
aproximación estocástica que nos permita su uso con señales cuyos estadís‐
ticos y formulación matemática se desconocen a priori. Es suficiente reem‐
plazar los términos relacionados por la función de coste con valores
aproximados apropiados obtenidos a partir de cada nuevo conjunto de
muestras de entrada/salida. Por lo tanto, en los esquemas de aproximación
estocásticos los pasos de iteración de los métodos de optimización coinci‐
den con los instantes de actualización [38].
1.  Tanto la función a optimizar como sus estadísticos son conocidos.
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Filtros Transversales2.2.1.1 Condiciones de Optimalidad
La definición estricta de un mínimo global  de  es que
(2‐26)
donde  es el conjunto de valores posibles de . Para un problema
sin restricciones, como es el caso,  es infinitamente grande. 
La Figura 2‐1 muestra los diferentes tipos de mínimos estacionarios. Si
 es una función suave con primera y segunda derivadas para todo posi‐
ble . Entonces el punto solución  es un punto estacionario de  si
(2‐27)
donde  es el gradiente de . Los componentes de la primera deri‐
vada  están definidos en (2‐6). El punto  es también un mínimo
local fuerte de  si la matriz hessiana  es simétrica y definida positiva
(2‐28)
Esta condición es una generalización de convexidad, o curvatura posi‐
tiva, para dimensiones altas.
2.2.1.2 Algoritmo de Máxima Pendiente
El gradiente descendente es un procedimiento de optimización iterativo
computacionalmente simple de implementar. La utilidad del método de
gradiente descendente depende de la estructura de la función de coste a
optimizar. El comportamiento del gradiente descendente es más útil en
para funciones de coste que tengan un solo mínimo y cuyos gradientes son
isotrópicos en magnitud con respecto a cualquier dirección lejos de este
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Extensión al Filtrado Adaptativo Multicanalmínimo [114]. En la práctica, sin embargo, la función de coste a optimizar
normalmente es multimodal, y las magnitudes del gradiente son no isotró‐
picas respecto a cualquier mínimo. En tal caso, los parámetros estimados
sólo garantizan minimizar localmente la función de coste, y la convergencia
a cualquier mínimo local puede ser extremadamente lenta.
Si la función de coste es igual al error cuadrático medio se puede escribir
una ecuación general para cualquier conjunto arbitrario de coeficientes del
filtro
(2‐29)
expandiendo y tomando la esperanza matemática se obtiene
(2‐30)
(2‐31)
Esta superficie de error, representada en función de los pesos, es una
función cuadrática convexa cuyo error cuadrático medio mínimo es único
y está en el fondo de esta superficie, para la cual . Observe que,
cuando esto ocurre, los dos últimos términos de la ecuación (2‐30) desapa‐
recen debido a (1‐18), y (2‐30) se reduce a . Por lo
tanto, no existen mínimos locales.  y  son la matriz de correlación y
el vector de correlación cruzada definidos en (1‐30) y (1‐31) respectiva‐
mente.
El algoritmo de gradiente descendente debe cambiar iterativamente los
pesos, en la dirección de máxima pendiente, para, a partir de un vector 
arbitrario inicial, converger a la solución . La dirección de máximo des‐
censo corresponde al gradiente negativo de la superficie de error . La
dirección de descenso , debe satisfacer . La forma más simple
de garantizar la negatividad de este producto interno es seleccionar
. El vector de pesos cambia según
(2‐32)
El gradiente  se obtiene derivando la ecuación (2‐30) res‐
pecto a . De donde se obtiene
(2‐33)
En lugar de (2‐33), es más compacto utilizar
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Filtros Transversales(2‐34)
y , quedando finalmente
(2‐35)
Observe que cuando el gradiente  la ecuación (2‐34) corresponde
a la ecuación de Wiener‐Hopf. Sustituyendo (2‐34) en (2‐35) se obtiene
(2‐36)
La solución para la próxima iteración se obtiene sumando al valor actual
de la solución, el error de  la  ecuación  multiplicado por una
constante o paso de adaptación . El paso de adaptación es una constante
escalar que regula el efecto de la actualización del valor estimado sobre el
actual. En algunos casos, el paso de adaptación se selecciona de manera tal
que minimice la función de coste en cada iteración utilizando una método
de optimización de búsqueda lineal [24].
(2‐37)
Es posible, sin embargo, determinar explícitamente el valor de . Por
la definición (2‐31), resulta
(2‐38)
lo cual (como se puede ver diferenciando respecto a ) se minimiza en
(2‐39)
Por lo tanto, el método de descenso de mayor pendiente (2‐35) toma la
forma explícita
(2‐40)
Una expresión alternativa se obtiene escribiendo
, derivando respecto a , e igua‐
lando a cero. De esta manera
(2‐41)
que es una forma más útil para el desarrollo de algoritmos adaptativos.
La razón es obvia, los parámetros  y  normalmente no se conocen,
a diferencia de la entrada  y el error  que están disponibles en cada
iteración.
La condición necesaria y suficiente para la convergencia es
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Extensión al Filtrado Adaptativo Multicanal(2‐42)
Si se define el vector de pesos residuales , el error en cada
iteración se puede expresar como
(2‐43)
donde  es el error para el filtro de Wiener óptimo definido por
(2‐44)
Entonces el error en mínimos cuadrados queda definido por
(2‐45)
El término de correlación cruzada desaparece por el principio de ortogo‐
nalidad. La convergencia del vector de pesos  al filtro de Wiener  sig‐
nifica la convergencia del error cuadrático medio a su valor mínimo
.
2.2.1.3 Gradiente Conjugado
El método de gradiente conjugado1 fue diseñado originalmente para la
minimización de funciones cuadráticas convexas pero, con algunas varia‐
ciones, se ha extendido al caso general. La primera iteración en CG es la
misma que en SD, pero la construcción de las direcciones sucesivas se rea‐
liza de manera tal que formen un conjunto de vectores conjugados mutua‐
mente con respecto a la hessiana  (definida positiva) de una función
cuadrática convexa general. La velocidad de convergencia para el SD
depende de la dispersión de los autovalores de  (razón de los autova‐
lores extremos), sin embargo, las propiedades de convergencia del CG
dependen del espectro de la matriz entera. Si los autovalores están concen‐
trados, entonces se puede esperar una alta velocidad de convergencia. Para
una función cuadrática se puede obtener la convergencia en al menos
 iteraciones. En particular, si  tiene  autovalores distin‐
tos, la convergencia a la solución requiere  iteraciones.
1.  CG ‐ Conjugate Gradient.
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Filtros TransversalesEn general el método tiene la siguiente forma
(2‐46)
(2‐47)
El CG descompone la dirección de descenso de la ecuación recursiva de
actualización de los pesos (2‐5) en dos partes según el teorema de expan‐
sión [24] en (2‐47): la longitud de paso  obtenida por búsqueda lineal y
la dirección de búsqueda .  es el gradiente  y  es selec‐
cionado de manera tal que  sea la k‐ésima dirección conjugada cuando
la función es cuadrática y la búsqueda lineal es exacta.
Los métodos más conocidos para la formulación de  son
 (Fletcher‐Reeves) [110] (2‐48)
 (Polak‐Ribière) [15] (2‐49)
 (Hestenes‐Stiefel) [97] (2‐50)
 (Método Conjugado Descendiente) [109] (2‐51)
 (Dai‐Yuan) [140] (2‐52)
Un factor clave para la convergencia global de todos estos algoritmos es
el criterio de selección de la longitud de paso . La selección más natural
de  es hacer una búsqueda lineal exacta, e.g., haciendo
. En [75], sin embargo, se demuestra que la
fórmula unificada para  (2‐53) asegura la convergencia global en la
mayoría de los casos
(2‐53)
Cuando , igual a una constante, se simplifica considerable‐
mente la complejidad y carga computacional del algoritmo dando lugar a
la versión conocida como gradiente conjugado rápido.
qk n[ ]
g1 n[ ]– k 1=
gk n[ ]– βkqk 1– n[ ]+ k 1>⎩⎨
⎧
=
wk 1+ n[ ] wk n[ ] μk n[ ]qk n[ ]+=
μk n[ ]
qk n[ ] gk n[ ] f wk n[ ]( )∇ βk
qk n[ ]
βk
βk
gk n[ ] 2
gk 1– n[ ] 2
---------------------------=
βk
gk
H n[ ] gk n[ ] gk 1– n[ ]–( )
gk 1– n[ ] 2
-----------------------------------------------------------=
βk
gk
H n[ ] gk n[ ] gk 1– n[ ]–( )
qk 1–
H n[ ] gk n[ ] gk 1– n[ ]–( )
-----------------------------------------------------------------=
βk
gk n[ ] 2
q– k 1–
H n[ ]gk 1– n[ ]
--------------------------------------------=
βk
gk n[ ] 2
qk 1–
H n[ ] gk n[ ] gk 1–– n[ ]( )
---------------------------------------------------------------=
μk n[ ]
μk n[ ]
μk n[ ] minμ 0≥ f wk n[ ] μqk n[ ]+( )arg=
μk n[ ]
μk n[ ]
gk
H n[ ]qk n[ ]
qk
H n[ ]R n[ ]qk n[ ]
-----------------------------------------–=
μk n[ ] μ=75
Extensión al Filtrado Adaptativo MulticanalFinalmente, la actualización del vector de pesos para la próxima itera‐
ción corresponde a
(2‐54)
En cada iteración , el algoritmo CG, realiza un mínimo de iteraciones
correspondiente a  pero, como este algoritmo converge en un número de
iteraciones igual al número de autovalores de , es conveniente estable‐
cer una condición de parada, cuando el error caiga por debajo de cierto
umbral, haciendo posible detener la adaptación antes de alcanzar el valor
.
En el Apéndice B ‐ Gradiente Conjugado, se desarrolla en profundidad
el método del gradiente conjugado, dada la importancia del algoritmo en
esta tesis.
Experimento 1
La Figura 2‐2 muestra una comparación del error cuadrático medio
(línea contínua) y desajuste (línea discontínua) en función de la memoria.
 corresponde a una memoria muy corta.  es un valor aproxima‐
damente igual a , siendo  la longitud del filtro.
La condición de parada ha sido establecida para una potencia del error
cuadrático medio inferior a ‐60 dB. Se puede apreciar que la velocidad de
convergencia es aproximadamente la misma, aunque según aumenta la
memoria se estabiliza a un valor MSE mayor a la vez que mejora el des‐
ajuste.
w1 n 1+[ ] wK n[ ]=
n
K
R n[ ]
K
N 4= N 23=
N L= L
0 0.02 0.04 0.06 0.08 0.1 0.12
-100
-80
-60
-40
-20
0
20
CG: MSE/desajuste
tiempo (seg)
dB
N 4=
N 23=
Fig 2‐2. Experimento 1. 
Gradiente conjugado.76
Filtros TransversalesExperimento 2
La Figura 2‐3 muestra la comparación del error cuadrático y medio y el
desajuste para los diferentes valores de memoria del experimento 1.
Para el caso estereofónico las pautas de comportamiento se mantienen.
Experimento 3
Para  canales el comportamiento del algoritmo respecto al error
cuadrático medio es similar que con dos y un solo canal. Sin embargo el
desajuste es ligeramente peor. 
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Fig 2‐3. Experimento 2. 
Gradiente conjugado.
Fig 2‐4. Experimento 3. 
Gradiente conjugado.77
Extensión al Filtrado Adaptativo MulticanalEsto se debe a que el algoritmo de gradiente conjugado adapta a una
solución diferente que absorbe el mal condicionamiento del sistema para
conseguir el error en los límites establecidos. Este comportamiento del des‐
ajuste en la aplicación de cancelación de ecos multicanal no es importante
porque, en este caso, se trata de conseguir que la señal residual de retorno
tenga potencia mínima.
La Figura 2‐5 muestra una comparación entre la señal de retorno o eco
(a) versus la señal de error residual (b). El método aplicado en todos los
experimentos es el de Dai‐Yuan.
2.2.1.4 Método de Newton-Raphson
Este método intenta mejorar las prestaciones del método de máxima
pendiente utilizando una matriz de ponderación cuidadosamente seleccio‐
nada
(2‐55)
La forma más simple del algoritmo de Newton‐Raphson utiliza el
inverso de la matriz hessiana como matriz de ponderación .
La matriz hessiana , definida en (2‐7), se obtiene de la segunda
derivada de la ecuación (2‐30) respecto a . 
Sustituyendo en la ecuación (2‐55)
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Fig 2‐5. Experimento 3. 
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Filtros Transversales(2‐56)
Este método fuerza que la dirección de corrección apunte a un punto
mínimo, en el caso de las funciones de coste cuadráticas, como (2‐30). El
paso de adaptación puede ser fijo (normalmente ) o estimado
mediante optimización de búsqueda lineal. La inversión de la hessiana
incrementa el coste de este algoritmo en términos computacionales.
Observe que, en la solución , la ecuación (2‐56) es equivalente a la
ecuación de Wiener‐Hopf (1‐29).
2.2.1.5 Método de Levenberg-Marquad
Este método se utiliza cuando la matriz hessiana no es definida positiva
o invertible e introduce un factor de corrección que fuerza a que la matriz
de ponderación  sea definida positiva.
(2‐57)
 es un factor de regularización para disminuir la inestabilidad cuyo
valor es un número positivo mucho menor que uno.
2.2.1.6 Métodos Quasi-Newton
Cuando no es sencillo estimar la hessiana, la matriz de ponderación
 se puede simplificar a una matriz constante. Estos métodos son un
caso especial de los métodos quasi‐Newton llamados normalmente métodos
de pre‐condicionamiento.
2.2.2 Algoritmos Adaptativos de Mínimos Cuadrados
2.2.2.1 LMS - Least Mean Square
El algoritmo LMS es la versión estocástica del algoritmo de máxima pen‐
diente [16]. Se obtiene simplemente ignorando el operador de esperanza en
el cálculo del gradiente en (2‐41); reemplazando la media por el valor ins‐
tantáneo. El algoritmo tiene la forma
(2‐58)
(2‐59)
(2‐60)
Esto es equivalente a cambiar los pesos del filtro en la dirección negativa
del gradiente del error cuadrático instantáneo. El gradiente es una variable
w n 1+[ ] w n[ ] μ R 1– n[ ]g n[ ]+=
μ 1=
w n[ ] w0=
W n[ ]
w n 1+[ ] w n[ ] μ R 1– n[ ] δI+( )g n[ ]+=
δ
W n[ ]
e n[ ] d n[ ] wH n[ ]x n[ ]–=
wΔ n[ ] μ x n[ ]e∗ n[ ]=
w n 1+[ ] w n[ ] μ x n[ ]e∗ n[ ]+=79
Extensión al Filtrado Adaptativo Multicanalaleatoria y no garantiza el mínimo error en cada iteración. Si embargo, si se
satisface la condición (2‐42) para la convergencia del algoritmo de máxima
pendiente, el algoritmo LMS converge.
El algoritmo LMS se comporta mejor cuando las secuencias de entrada
son ruido blanco, por lo que es conveniente utilizar técnicas de blanqueo
que intenten ortogonalizar las entradas mientras ecualiza la potencias de
las entrada.
Con la idea de mejorar las prestaciones del LMS existen variantes que
incrementan ligeramente la carga computacional y otras, por el contrario,
la reducen al mínimo. Este es el caso, por ejemplo, de los algoritmos de
signo.
2.2.2.2 Leaky LMS
Debido a las imprecisiones numéricas, es posible que uno o más autova‐
lores de la matriz de correlación estén muy próximos a cero. En este caso,
el modo de convergencia correspondiente, permanecerá constante y no
convergerá. Si algunos de estos autovectores “cero” llega a tomar valores
negativos muy pequeños, el modo diverge. Para prevenir estos resultados
indeseables se utiliza una técnica del análisis numérico denominada
leakage. La expresión (2‐36) es sustituida por
(2‐61)
donde el coeficiente de leakage  es un número pequeño positivo
mucho menor que uno. La matriz de correlación es sustituida por 
que no tiene autovalores cero. La convergencia debe satisfacer
(2‐62)
el algoritmo LMS correspondiente toma la forma
(2‐63)
Este algoritmo no converge a la solución de Wiener sino a una solución
modificada
w n 1+[ ] 1 μα–( )w n[ ] μ r n[ ] R n[ ]w n[ ]–( )+=
w n[ ] μ r n[ ] R n[ ] αI–( )w n[ ]–( )+=
α
R n[ ] αI–
0 μ 2α λ+ max
---------------------< <
w n 1+[ ] 1 μα–( )w n[ ] μ x n[ ]e∗ n[ ]+=
w R αI+[ ] 1– r=80
Filtros Transversales2.2.2.3 NLMS - LMS Normalizado
El LMS normalizado se obtiene optimizando el paso de adaptación
según (2‐37). La normalización es particularmente interesante cuando los
niveles de energía de las muestras de entrada al filtro son desiguales a los
diferentes coeficientes del combinador lineal. De esta manera se indepen‐
diza la velocidad de convergencia de la potencia de la señal [29]. En este
caso el paso de adaptación varía en el tiempo según
(2‐64)
Otra manera de obtener el NLMS es seleccionando la dirección de des‐
censo  en (2‐5) de manera tal que satisfaga la condición
(2‐65)
y minimizar  sujeto a la restricción (2‐65). Esta restricción
requiere que el nuevo peso estime el dato en curso perfectamente y haga el
cambio lo más pequeño posible. El valor óptimo de  es
(2‐66)
finalmente
(2‐67)
Una estimación intuitivamente razonable para el término de potencia en
el denominador podría ser la potencia instantánea a la entrada del combi‐
nador lineal, la cual es la norma cuadrada del vector de entrada
(2‐68)
Esto es equivalente al LMS con  tomando exactamente el valor mitad
entre los límites inferior y superior de los autovalores de la matriz de corre‐
lación . Normalmente no se utiliza la ecuación (2‐66) directamente sino
que se introduce un paso de adaptación normalizado  y se añade un
factor de regularización muy pequeño a la norma para evitar inestabilidad.
(2‐69)
alternativamente la potencia puede ser estimada mediante una ventana
deslizante
(2‐70)
μ n( ) α
xH n[ ]x n[ ]
-------------------------=
v n[ ]
wH n 1+[ ]x n[ ] d n[ ]=
wΔ n[ ] 2
wΔ n[ ]
wΔ n[ ] α
x n[ ] 2
----------------- x n[ ]e∗ n[ ]=
w n 1+[ ] w n[ ] μ n[ ]x n[ ]e∗ n[ ]+=
x n[ ] 2 x k[ ] 2
k n L– 1–=
n
∑=
μ
R n[ ]
0 α 2< <
μ n[ ] α 
x n[ ] 2 δ+
---------------------------=
μ n[ ] α p n[ ]----------=81
Extensión al Filtrado Adaptativo Multicanal (2‐71)
Esta última actualización recursiva es inicializada con .
La complejidad del NLMS es .
Experimento 1
La Figura 2‐6 muestra la comparación del error cuadrático medio y des‐
ajuste para diferentes valores del paso de adaptación. 
Con valores muy pequeños del paso de adaptación el algoritmo no llega
a converger del todo. Para , sin embargo, consigue un buen error cua‐
drático medio, a la vez que un buen desajuste. No obstante, la diferencia del
comportamiento no es sustancialmente significativa.
p n[ ] p n 1–[ ] x n[ ] 2 x n L–[ ] 2–+=
p 1–[ ] γ=
ONLMS LP( ) 2LP∼
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Fig 2‐6. Experimento 1. 
NLMS.
Fig 2‐7. Experimento 2. 
NLMS.82
Filtros TransversalesExperimento 2
El comportamiento para el caso estéreo (Figura 2‐7) es similar para el
caso mono; a pesar de la alta correlación entre ambos canales.
Experimento 3
Para el escenario multicanal con  canales (Figura 2‐8) el comporta‐
miento de ambos, el error cuadrático medio y el desajuste, empeora ligera‐
mente. 
La Figura 2‐9 muestra la señal de eco versus la señal de error residual.
Observe que, aunque el comportamiento del error cuadrático medio está
sólo un tanto por encima de los ‐50 dB, la señal residual es mucho mayor
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Extensión al Filtrado Adaptativo Multicanalque la correspondiente al algoritmo de gradiente conjugado (Figura 2‐5)
con un comportamiento similar del desajuste. 
El NLMS es uno de los algoritmos más utilizados. Debido a la normali‐
zación respecto a la potencia de la señal del paso de adaptación su compor‐
tamiento es más independiente de la selección del paso de adaptación como
ocurre en el caso del LMS y todas sus variantes. Es por ello que sólo se ana‐
liza el comportamiento del NLMS y no del LMS o del Leaky LMS.
2.2.2.4 FNLMS - LMS con Normalización Filtrada
La estimación de la potencia en (2‐68) y (2‐71) depende de la ventana de
los datos y esta se va deslizando con al avance del tiempo. También es posi‐
ble utilizar una suma ponderada
(2‐72)
 es un factor de ponderación en el rango . A esta ecuación a
veces se le trata en la literatura como estimación filtrada. El uso de (2‐71) en
combinación con (2‐72) provee una forma alternativa de NLMS. La ecua‐
ción (2‐72) es una ecuación en diferencias de primer orden cuya respuesta
al impulso es . La solución a (2‐72), de forma cerrada, corresponde
a la convolución de tal respuesta al impulso con la secuencia de entrada
(2‐73)
Por lo tanto  tiene peso unidad y  tiene peso , que
decrece con . El paso de adaptación se calcula según (2‐70), con ,
aplicando (2‐72). La ventaja básica del NLMS y del FNLMS es un aumento
de la velocidad de convergencia respecto al método original LMS. 
2.2.2.5 PNLMS - NLMS Proporcionado
Este algoritmo controla de manera adaptativa el tamaño de cada uno de
los pesos de los  filtros teniendo en cuenta que muchos de los coeficientes
de los largos caminos de ecos son cero [25][58][60]. El tamaño de los pasos
se calcula a partir de la última estimación del filtro de manera tal que los
coeficientes grandes reciben un tamaño de paso grande. 
p n[ ] β p n 1–[ ] L 1 β–( ) x n[ ] 2+=
β 0 β 1< <
L 1 β–( )βn
x n[ ] 2
p n[ ] L 1 β–( ) βk x n k–[ ] 2
k 1=
n
∑=
x n[ ] 2 x n k–[ ] 2 βk
k 0 α 2< <
P84
Filtros TransversalesEsto acelera la velocidad de convergencia del coeficiente permitiendo
que los coeficientes activos ajusten más rápido que los no activos (con valo‐
res muy cercanos a cero). Las siguientes ecuaciones describen el algoritmo
(2‐74)
(2‐75)
(2‐76)
(2‐77)
(2‐78)
 es una matriz diagonal que pondera los coeficientes individuales
de los filtros. Los elementos de la diagonal se calculan dividiendo el vector
de ganancia distribuida  dividido por su media (2‐76).  (el subíndice
denota PNLMS) es un número positivo con valor típico  para el
caso en que los coeficientes sean cero.  es una constante para evitar que los
coeficientes del filtro tengan ceros seguidos siempre ( ) [25]. El
vector  es un vector columna que contiene
los valores absolutos del vector de coeficientes. La ecuación (2‐74) genera el
vector de ganancia distribuida a partir del vector de coeficientes; primero
extrae el valor absoluto máximo del vector de coeficientes. Si este es menor
que el umbral , elige este último como mínimo; luego multiplica este
valor por la constante  y obtiene un nuevo mínimo; por último, forma el
vector de ganancia distribuida con los valores del vector de coeficientes
modificando, haciendo igual a este último mínimo, el valor del coeficiente
cuyo valor absoluto sea menor que este último umbral.
Una variante de este algoritmo denominada PNLMS++ utiliza PNLMS
para los índices de tiempo  impares y NLMS para los pares. Esta modifi‐
cación hace la adaptación menos sensible a la asunción de una respuesta al
impulso en los caminos del eco con muchos ceros.
El PNLMS no aporta una mejora sensible en cuanto al error cuadrático
medio o el desajuste respecto al NLMS. Se establece un compromiso, por lo
tanto, entre el incremento del coste computacional en favor de una selec‐
ción automática del paso de adaptación.
g n[ ] max w n[ ] ρ max w n[ ] γp⎩ ⎭⎨ ⎬
⎧ ⎫,
⎩ ⎭⎨ ⎬
⎧ ⎫
=
g n[ ] gk n[ ]
k 1=
LP
∑=
G n[ ] diag g n[ ]g n[ ]----------⎩ ⎭⎨ ⎬
⎧ ⎫
=
μ n[ ] α
xH n[ ]G n[ ]x n[ ] δ+
------------------------------------------------=
w n 1+[ ] w n[ ] μ n[ ]G n[ ]x n[ ]e∗ n[ ]+=
G n[ ]
g n[ ] γp
γp 0 01,=
ρ
ρ 5 L⁄=
w n[ ] w1 n[ ] w2 n[ ] … wLP n[ ]
T
=
γp
ρ
n85
Extensión al Filtrado Adaptativo Multicanal2.2.3 Algoritmos Adaptativos de Mínimos Cuadrados 
con Memoria
Ninguno de estos algoritmos de mínimos cuadrados: LMS, LLMS,
NLMS, FNLMS, PNLMS, tiene memoria. Trabajan sólo con el último vector
de datos , de longitud . Son los más baratos computacionalmente y
la velocidad de convergencia depende fuertemente de la distribución de los
autovalores de la matriz de correlación  de los datos de entrada 
(Ecuación 1‐30 en la página 21). Por lo que estos algoritmos convergen a
una velocidad inaceptablemente baja cuando las señales son de ruido colo‐
reado o voz y según aumente la correlación entre los  canales. Existen
variantes de estos algoritmos que en lugar de calcular la innovación del
filtro con el error  utilizan su signo. Se diseñaron teniendo como obje‐
tivo implementaciones en tiempo real corriendo bajo plataformas de muy
bajo presupuesto. Sus prestaciones son mucho peores que los algoritmos
desarrollados por lo que no se tratarán en el ámbito de esta tesis.
2.2.3.1 LMS de Ventana Deslizante
Esta variante del LMS con memoria tiene mejores propiedades de con‐
vergencia a pesar de incrementar en  su complejidad computacional
. Este algoritmo está directamente relacionado con
el algoritmo de proyección afín rápido.
(2‐79)
(2‐80)
(2‐81)
El gradiente en (2‐79) se puede calcular según (2‐17). Para incrementar
la estabilidad del algoritmo se suele sumar una factor de regularización
muy pequeño en el denominador de (2‐80)
(2‐82)
2.2.3.2 Algoritmos Adaptativos Quasi-Newton
El algoritmo adaptativo quasi‐Newton utiliza estadísticos de segundo
orden, para aumentar la velocidad de convergencia del filtro adaptativo,
mediante el método de Gauss‐Newton. Probablemente el mejor conocido
x n[ ] LP
R n[ ] x n[ ]
P
e n[ ]
N
OLMS WS– NPL( ) 4NPL 3N+∼
w n[ ]Δ g n[ ]–=
μ n[ ] w n[ ]Δ
2
wH n[ ]Δ R n[ ] w n[ ]Δ
------------------------------------------------=
w n 1+[ ] w n[ ] μ n[ ] w n[ ]Δ+=
μ n[ ] w n[ ]Δ
2
wH n[ ]Δ R n[ ] w n[ ]Δ δ+[ ]
--------------------------------------------------------------=86
Filtros Transversalesalgoritmo quasi‐Newton es el algoritmo de mínimos cuadrados recursivo1
(RLS). La complejidad del RLS es .
RLS ‐ Recursive Least Square
De la ecuación normal (Ecuación 1‐29 en la página 20) se pueden obte‐
ner las ecuaciones del algoritmo RLS multicanal
(2‐83)
Utilizando el lema de inversión (Ecuación 1‐43 en la página 24) se
obtiene la siguiente ecuación recursiva para la inversa de la matriz de corre‐
lación
(2‐84)
El algoritmo RLS tiene una complejidad de  multiplicaciones
para una sola salida del sistema. En [60] se propone una versión numérica‐
mente estable con una complejidad de  multiplicaciones deno‐
minada RLS rápido (FRLS ‐ Fast RLS).
Experimento 1
La Figura 2‐10 muestra el comportamiento del RLS para el experimento
1.  es la memoria del algoritmo para la estimación de la matriz de autoco‐
rrelación inversa. 
1.  RLS ‐ Recursive Least Square.
ORLS LP( ) LP 2∼
e n[ ] d n[ ] wH n[ ]x n[ ]–=
w n 1+[ ] w n[ ] R 1– n[ ]x n[ ]e∗ n[ ]+=
R 1– n 1+[ ] λ 1– R 1– n[ ] λ
2– R 1– n[ ]x n[ ]xH n[ ]R 1– n[ ]
1 λ 1– xH n[ ]R 1– n[ ]x n[ ]+
----------------------------------------------------------------------–=
O P2L2( )
O 6P2L 2PL+( )
N
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Fig 2‐10. Experimento 1. 
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Extensión al Filtrado Adaptativo MulticanalObserve que el RLS alcanza coverger a una solución que genera una
señal de error de potencia mejor que la del ruido de fondo con mejor des‐
ajuste que el de gradiente conjugado pero mucho más tarde.
Experimento 2
El comportamiento del MSE y desajuste es peor para el caso estéreo. La
Figura 2‐11 muestra como el RLS no alcanza los ‐50 dB de MSE y el des‐
ajuste empeora según avanza el algoritmo. La matriz de autocorrelación,
debido a la coherencia entre los canales (véase “Escenario 2” en la
página 50) no está bien condicionada y el algoritmo no es capaz de conver‐
ger a la solución exacta. Sin embargo, el comportamiento del RLS para el
experimento 3 es similar.
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Observe en la Figura 2‐12 que con  el algoritmo tiene una
buena estimación de la matriz de autocorrelación. Según aumenta el orden
de los filtros la complejidad se dispara. 
La Figura 2‐13 compara la señal de retorno (eco) con la señal residual
para una memoria de orden . La alta correlación entre los cana‐
les hace que el algoritmo no converja a la solución exacta. El algoritmo RLS
es un referente de las técnicas adaptativas por su alta velocidad de conver‐
gencia. Sin embargo, si la matriz de autocorrelación no está bien condicio‐
nada su comportamiento es pobre en el sentido del error cuadrático medio
y el desajuste. Este algoritmo es práctico sólo para  y  de bajo orden.
Observe que la matriz de autocorrelación tiene dimensión .
2.2.3.3 Algoritmos Adaptativos de Proyección
Los algoritmos adaptativos de proyección resuelven la debilidad de los
algoritmos sin memoria modificando los coeficientes de los filtros, no sólo
en la dirección del vector de entrada, sino dentro del hiperplano expandido
por el vector de entrada y sus  predecesores inmediatos [59]. La matriz
de datos de entrada corresponde a (2‐11) y el vector de error es calculado
según (2‐18). El vector , definido en (2‐12), contiene las últimas  seña‐
les del micrófono.
Para señales de voz, los vectores consecutivos pueden estar altamente
correlados lo que significa que las direcciones difieren sólo ligeramente. 
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Extensión al Filtrado Adaptativo MulticanalEl NLMS no tiene memoria por lo que no puede seguir los cambios del
sistema altavoz‐sala‐micrófono.
La Figura 2‐14 muestra la relación entre el desajuste del sistema, antes y
después de la actualización entre el NLMS y el algoritmo de proyección afín
[59]. El desajuste  está definido por la Ecuación 1‐49 en la página 27. El
AP proyecta en múltiples direcciones (  y , en el ejemplo) para
actualizar los pesos, lo que aumenta la velocidad de convergencia respecto
a los algoritmos adaptativos sin memoria. 
APA ‐ Algoritmo de Proyección Afín
Si  es un subespacio de otro subespacio , y  es cualquier elemento
en , entonces el subespacio afín es . Osea, el subespacio afín  es
una traslación de . La proyección de un vector  en un subespacio afín
puede ser descrita como
(2‐85)
donde  está en el subespacio afín  y  es una matriz de proyección
lineal (que proyecta  sobre el subespacio ) de la forma
 es una matriz unitaria y  es una matriz diagonal con un
cero y  unos en la diagonal.  representa un desplazamiento del sub‐
espacio afín  desde el origen, ortogonal a . Observe que la matriz  y
el vector  definen completamente el subespacio .
Una proyección relajada sobre el subespacio afín  toma  sólo como
una parte desde  hacia . Si se define la matriz de proyección  ortogonal
a 
Δ n[ ]
x n[ ] x n 1–[ ]
S Ω f
Ω S′ S f+= S′
S a
c Fa f+=
c S′ F
a S
F Qdiag 0 1 … 1, , ,{ }QH=
Q diag 0 1 … 1, , ,{ }
PL 1– f
S′ Fa F
f S′
S′ c
a S′ P
F
Fig 2‐14. Actualización 
del vector de desajuste.
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se puede reescribir (2‐85) como
(2‐87)
 es seleccionado de manera tal que . Entonces la proyección rela‐
jada de  sobre  se define como
(2‐88)
donde  es el parámetro de relajación y toma valor en el rango .
Las ecuaciones del algoritmo de proyección afín, en una forma relajada
y regularizada, son
(2‐89)
Observe que, para , el APA es idénticamente igual al NLMS. El
escalar  es un parámetro de regularización para la inversa de la matriz
.  puede tener autovalores cercanos a cero y crear pro‐
blemas con la inversa,  toma el valor  cuando sus autovalores
son muy pequeños, lo cual permite obtener una inversa bien comportada.
La ecuación (2‐89) constituye una proyección relajada  dimensional de los
coeficientes antiguos sobre un subespacio afín.
La Figura 2‐15 ilustra gráficamente la diferencia entre la proyección
(izquierda) y la proyección relajada (derecha) sobre un subespacio afín para
 y .  es un subespacio lineal y  un subespacio afín. De la
Figura 1‐11 en la página 18 se puede apreciar que 
(2‐90)
P I F–=
c I P–[ ]a Pb+=
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a S′
c I μP–[ ]a μPb+=
μ 0 μ 1< <
e n[ ] d n[ ] wH n[ ]X n[ ]–=
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N 1=
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d n[ ] XH n[ ]v n[ ]=
Fig 2‐15. Proyección 
sobre un subespacio 
afín.
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(2‐92)
Sustituyendo (2‐90),(2‐91) y (2‐92) en (2‐89), sin regularización ( ), la
ecuación del filtro adaptativo se puede escribir como
Si se hace
 (2‐93)
y 
(2‐94)
se obtiene
(2‐95)
 es el espacio nulo de  (cuando ), lo cual corresponde a la pro‐
yección sobre el subespacio afín (izquierda en Figura 2‐15). Cuando 
se obtiene la proyección relajada sobre el subespacio afín (derecha en la
Figura 2‐15). Observe (2‐95) se corresponde con (2‐88) para
.
El APA es una generalización de ambos RLS y NLMS (el NLMS es visto
como una proyección afín unidimensional) cuya velocidad de convergen‐
cia es superior a la del NLMS para señales de entrada coloreadas e incre‐
menta según aumenta el orden de proyección (memoria), aunque también
lo hace su carga computacional ( ).
Una forma simple de mejorar el APA estándar [116] es introduciendo la
restricción que  sea ortogonal a  para , donde
. El algoritmo se basa en la definición de un nuevo sis‐
tema de ecuaciones lineales que tenga en cuenta las contribuciones de cada
señal de entrada independientemente. Es necesario crear una nueva matriz
(2‐96)
Las  restricciones de ortogonalidad son
(2‐97)
La matriz cero tiene dimensión  y
y n[ ] XH n[ ]w n[ ]=
e n[ ] d n[ ] y n[ ]–=
δ 0=
w n 1+[ ] I μX n[ ] XH n[ ]X n[ ][ ] 1– XH n[ ]–
⎩ ⎭⎨ ⎬
⎧ ⎫
w n[ ] μX n[ ] XH n[ ]X n[ ][ ] 1– XH n[ ]v n[ ]+=
F I μ– X n[ ] XH n[ ]X n[ ][ ] 1– XH n[ ]=
f μX n[ ] XH n[ ]X n[ ][ ] 1– XH n[ ]v n[ ]=
w n 1+[ ] Fw n[ ] f+=
f F μ 1=
0 μ 1< <
P μX n[ ] XH n[ ]X n[ ][ ] 1– XH n[ ]=
OAPA NLP( ) 2LPN∼ O N2( )+
Δwi Xj n[ ] i j≠
Δw n[ ] w n[ ] w n 1–[ ]–=
L P 1–( )× N⁄
Xp n[ ] X1 n[ ] … Xp 1– n[ ] Xp 1+ n[ ] … XP n[ ] ,= p 1 2 … P, , ,=
P
Xp
H n[ ]Δwp n[ ] 0,= p 1 2 … P, , ,=
P 1–( )N 1×92
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 es la proyección de  sobre un subespacio ortogonal a 
(2‐99)
Esta ecuación se mantiene sólo si , de manera tal que la matriz
que aparece en (2‐99) sea invertible. Se puede ver que
(2‐100)
Experimento 1
La Figura 2‐16 muestra el comportamiento del error cuadrático medio y
desajuste para un valor de memoria pequeño  y para . Se
puede ver claramente que un aumento de la memoria perjudica el compor‐
tamiento del filtro adaptativo. No se representa, como en otros algoritmos,
el caso  porque el comportamiento se agrava considerablemente.
Experimento 2
La Figura 2‐17, sin embargo, muestra que el APA mejora levemente con
el aumento de la memoria, fundamentalmente el desajuste.
Experimento 3
El comportamiento del APA para el escenario multicanal  es muy
similar al del experimento 2; como se puede apreciar en la Figura 2‐18. En
este caso ambos, error cuadrático medio y desajuste son peores cuando
Δwp n[ ] Zp n[ ] ZpH n[ ]Zp n[ ]
p 1=
P∑
1–
e n[ ],= p 1 2 … P, , ,=
Zp n[ ] Xp n[ ] Xp n[ ]
Zp n[ ] I Xp n[ ] XpH n[ ]Xp n[ ][ ]
1–
Xp n[ ]–⎩ ⎭⎨ ⎬
⎧ ⎫
Xp n[ ],= p 1 2 … P, , ,=
L P 1–( )N≥
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Extensión al Filtrado Adaptativo Multicanalaumenta la memoria a  y la convergencia es apreciablemente
más lenta.
En la Figura 2‐19 se puede observar el comportamiento de la amplitud
del error residual respecto a la señal de eco para  y . El APA,
para , se comporta como el NLMS. Sin embargo, si se compara la señal
residual del NLMS (Figura 2‐9) con la del APA (Figura 2‐19), se observa
una notable mejoría; incluso para un valor de memoria pequeño. De hecho,
para , el comportamiento de la señal de eco residual es muy similar a
cuando . En todos los casos se utiliza para la comparativa la
versión APA mejorada con un coeficiente de relajación .
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Filtros TransversalesPRA ‐ Algoritmo de Rango Parcial
La estrategia del algoritmo de rango parcial, para reducir la complejidad
computacional del APA, es simplemente actualizar los coeficientes sólo
una vez cada  muestras. 
(2‐101)
Este algoritmo también se conoce como proyección de orden de bloque
(BOP1).
RAP ‐ Proyección de Acción de Fila
Este método2 fue introducido como un método para resolver sistemas
de ecuaciones grandes con muchos ceros del tipo
(2‐102)
La formulación original no obliga a que  sea cuadrada. El RAP
comienza con una conjetura inicial a la solución  y luego procede con las
iteraciones
(2‐103)
k es el índice de la iteración, m es la fila o número de ecuación del sistema
de ecuaciones (2‐102) seleccionado en la iteración k,  es el vector
1.  BOP ‐ Block Order Projection.
2.  RAP ‐ Row Action Projections.
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Extensión al Filtrado Adaptativo Multicanalcolumna correspondiente a la transpuesta conjugada de la fila m en la itera‐
ción k de la matriz ,  es elemento m del vector  y  es un coeficiente
de relajación que toma valores .
El método de seleccionar las filas m se denomina método de control. Un
método obvio, llamado cíclico, arranca en la primera fila , e incre‐
menta, de fila en fila, hasta llegar a la última y luego simplemente repite. El
método de bloque cíclico se repite sobre bloques de filas un número deter‐
minado de ciclos y luego se desplaza un determinado número de filas más
abajo (con o sin solapamiento) para repetir el ciclo. Si  es cuadrada y no
singular y (2‐102) es consistente, entonces  converge a la solución única
 [115][117].
NLMS‐OCF ‐ NLMS Factores de Corrección Ortogonal
El mejor rendimiento del NLMS se obtiene cuando los vectores de
entrada sucesivos son ortogonales. Los factores de correción ortogonal
generan las direcciones ortogonales adecuadas y se mueve adecuadamente
en estas direcciones cuando los vectores de entrada sucesivos no son orto‐
gonales [112]. Este procedimiento es similar al método de Rosenbrock que
minimiza funciones no lineales, minimizando sucesivamente a lo largo de
direcciones ortogonales. La ecuación de adaptación de los pesos del algo‐
ritmo NLMS es modificada según
(2‐104)
donde los vectores  son ortogonales entre ellos
( ). En ausencia de ruido y ortogonalidad entre los  canales, si
, es posible una convergencia exacta ( ). El primer
paso de adaptación se calcula como en el NLMS
(2‐105)
La nueva estimación de los pesos se obtiene después de la corrección a
lo largo de  mediante
(2‐106)
Utilizando el procedimiento de Gram‐Schmidt [35], se reescribe 
( ) como la suma de un componente a lo largo de  y un componente
ortogonal a . Si el componente ortogonal es . Entonces el tamaño
del paso a lo largo de  es
R rk m[ ] r μ
0 μ 2≤<
m 1=
R
w
w0 R 1– r=
w n 1+[ ] w n[ ] μ0 n[ ]x n[ ] μ1 n[ ]x1 n[ ] … μN n[ ]xN n[ ],+ + + += n N PL<≥
x n[ ] x1 n[ ] x2 n[ ] … xN n[ ], ,,,
x1 n[ ] x n[ ]= P
N P L 1–( )= w n 1+[ ] w0=
μ0 n[ ] αe
∗ n[ ]
x n[ ] 2
-----------------=
x n[ ]
w1 n 1+[ ] w n[ ] μ0 n[ ]x n[ ]+=
x n D–[ ]
D 0> x n[ ]
x n[ ] x1 n[ ]
x1 n[ ]96
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donde  es el error en la estimación de
 utilizando . Para  la ecuación (2‐107) minimiza el error
de estimación a posteriori en  con  como pesos.
Generalizando los pasos anteriores,  es el componente de 
que es ortogonal a  calculado mediante
el procedimiento de Gram‐Schmidt
(2‐108)
y el tamaño del paso correspondiente
(2‐109)
(2‐110)
(2‐111)
Para  la ecuación (2‐109) minimiza el error de estimación a poste‐
riori en  con  como pesos. La adaptación se realiza hasta
que  y el vector de pesos se actualiza a . 
El algoritmo de proyección afín es un caso especial de NLMS‐OCF
donde el retardo . El número de factores de corrección ortogonal  se
selecciona ponderando la velocidad de convergencia con la disponibilidad
de potencia computacional que se cuente. Sin ruido, el NLMS‐OCF con‐
verge a la solución en un número finito de iteraciones si el número de fac‐
tores de corrección ortogonal es igual al orden del sistema . La
desventaja de este algoritmo es su alta carga computacional (en [112] se
propone una versión rápida del mismo). La complejidad computacional de
este algoritmo es de .
Debido a la correlación cruzada entre los canales existe un espacio afín
de soluciones de minimización válidas y la estimación de los pesos con‐
verge al punto en este espacio afín más cercano a la propuesta inicial. Por
ello los pesos estimados no necesariamente corresponden a los pesos “ver‐
daderos”. Cualquier cambio en la sala remota varia la correlación entre las
señales y por lo tanto el espacio de minimización de la solución. El algo‐
μ1 n[ ]
αe1* n[ ]
x1 n[ ] 2
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⎪⎨
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xk n[ ] x n kD–[ ]
xH n kD–[ ]xm n[ ]
xm n[ ] 2
------------------------------------------ xm n[ ]
m 1=
k 1–
∑–=
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xk n[ ] 2
-------------------- si xk n[ ] 0≠
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⎪⎨
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=
ek n[ ] d n kD–[ ] wkH n 1+[ ]x n kD–[ ]–=
wk 1+ n 1+[ ] wk n 1+[ ] μk n[ ]xk n[ ]+=
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Extensión al Filtrado Adaptativo Multicanalritmo adaptativo necesita readaptar los parámetros, no sólo cuando hayan
cambios en la sala cercana, sino también en la sala remota.
El NLMS‐OCF opera con  factores de corrección ortogonal y vectores
de entrada espaciados  muestras por lo que el bloque de vectores de
entrada utilizados para la adaptación desde  hasta  está
compuesto de señales de entrada correladas de manera diferente. Estas
variaciones se benefician según aumenta , porque la adaptación se realiza
con señales de entrada separadas en el tiempo, pero con un coste mayor de
memoria para almacenar un número mucho mayor de muestras.
2.2.3.4 Decorrelación en el Dominio del Tiempo
En [64] y [135] se desarrolla un método de decorrelación, en el dominio
del tiempo, para aumentar la velocidad de convergencia del LMS monoca‐
nal. Las señales de entrada al filtro adaptativo en el instante , para el caso
multicanal, se sustituyen por un componente ortogonal a las señales de
entrada en el instante  ( ). El componente ortogonal se obtiene
mediante
(2‐112)
El coeficiente de correlación  está definido por
(2‐113)
y el paso de adaptación para la actualización de los pesos
(2‐114)
finalmente
(2‐115)
Este algoritmo, denominado DLMS, esencialmente cambia la dirección
del vector de actualización para las señales de entrada correladas para que
esta correspondan a las señales de entrada incorreladas.
2.2.3.5 Decorrelación en el Dominio Transformado
La decorrelación en el dominio transformado [11][38][128] se puede ver
como un caso especial del método de Newton‐Raphson (2‐55). La matriz
 se elige como una transformación unitaria de manera tal que deco‐
rrele las señales de entrada y acelere la velocidad de convergencia del algo‐
N
D
n k= n k ND+=
D
n
n 1– N 2=
z n[ ] x n[ ] α n[ ]x n 1–[ ]–=
α n( )
α n[ ] x
H n[ ]x n 1–[ ]
x n 1–[ ] 2
----------------------------------–=
μ n[ ] 1
xH n[ ]z n[ ]
-------------------------=
w n 1+[ ] w n[ ] μ n[ ]z n[ ]e∗ n[ ]+=
W n[ ]98
Filtros Transversalesritmo1. Por cada canal, el filtro transversal es sustituido por el de la
Figura 2‐20.
Observe que, en este esquema, el vector de entrada al combinador lineal
 es sustituido por una versión decorrelada  que resulta de una
transformación unitaria . 
(2‐116)
Si  es unitaria,
(2‐117)
es decir . La actualización de los pesos se realiza en el dominio
transformado
(2‐118)
(2‐119)
(2‐120)
aunque también es posible operar directamente con los coeficientes del
combinador lineal
(2‐121)
Las prestaciones de este método dependen del grado de ortogonaliza‐
ción que la matriz de transformación sea capaz de aplicar a los datos. 
KLT ‐ Transformada de Karhunen‐Loève
La matriz de transformación de Karhunen‐Loève2 forma las funciones
bases a partir de los estadísticos de la propia señal. Por ello a los algoritmos
1.  Una especie de precondicionamiento de las secuencias a la entrada del filtro adaptativo.
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TTH I=
T 1– TH=
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w n 1+[ ] w n[ ] T μ n[ ]z n[ ]( )e∗ n[ ]+=
Fig 2‐20. Filtro 
transversal en el 
dominio transformado 
monocanal.
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Extensión al Filtrado Adaptativo Multicanalque utilizan esta transformación se les suele denominar: de auto‐ortogonali‐
zación. La KLT es óptima en el sentido de concentración de la energía en la
menor cantidad de coeficientes posibles [13]. El vector de entrada se puede
expandir como una combinación lineal de los autovectores de la matriz de
correlación según [14][113]
(2‐122)
Esta ecuación se denomina expansión de Karhunen‐Loève. Los coefi‐
cientes son variables aleatorias incorreladas de media cero y están defini‐
dos por
(2‐123)
 es la matriz modal (matriz de autovectores), cuyas columnas corres‐
ponden a los autovectores de la matriz de correlación, y  es la matriz dia‐
gonal de autovalores; que contiene los autovalores de la matriz de
correlación [14]. Ambas de dimensión .
(2‐124)
(2‐125)
El conjunto de vectores  forman un conjunto ortonormal que
cumple (2‐117): 
Las ecuaciones (2‐120) y (2‐121) representan la versión LMS en el domi‐
nio transformado. En [19] el algoritmo adaptativo del tipo Newton‐Raph‐
son de la ecuación (2‐56), dado por
(2‐126)
es trasladado al dominio transformado según la expansión de Karhu‐
nen‐Loève
(2‐127)
2.  La KLT se le denomina también Análisis de los Componentes Principales (PCA ‐ Principal Compo‐
nent Analysis) y, para señales discretas, es también equivalente a la Descomposición en Valores Singu‐
lares (SVD ‐ Singular Value Decomposition). A veces se le refiere también por la Transformada
Hotteling.
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# # % #
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q1 q2 … qN, , ,
QQH I= QH Q 1–=( )
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Filtros TransversalesLa matriz de autocorrelación  es reemplazada por la matriz de auto‐
correlación de , la cual corresponde a la matriz de autovalores definida
en (2‐125). La multiplicación de  en (2‐126) decorrela básicamente
la señal al incluir la forma de la superficie de error en el algoritmo. Sin
embargo, si los elementos de la diagonal son exactos, entonces
 corresponde a la matriz identidad. Esto significa que si 
es diagonal y normalizada, los autovalores involucrados son iguales lo que
resulta la máxima velocidad de convergencia [11]. Por ello la matriz de
transformación se selecciona según
(2‐128)
donde  es la base para la transformada estimada de la descomposición
en valores singulares de la matriz de correlación 1. Observe la corres‐
pondencia entre las ecuaciones (2‐116) y (2‐123). De esta manera se cumple
(2‐129)
La KLT requiere de la estimación de la matriz de correlación  y del
cálculo de sus autovectores y autovalores. Por ello, la mayoría de los algo‐
ritmos utilizan transformaciones independientes de la estadística de las
secuencias de entrada al filtro adaptativo que la ortogonalicen aproximada‐
mente. Las transformadas más utilizadas son: de Fourier discreta (DFT),
generalizada de Fourier discreta (GDFT), del coseno discreta (DCT), Hart‐
ley (DHT), House‐Holder (DHHT), Walsh‐Hadamard (WHT).
La DFT se puede ver como un banco de filtros en paralelo sintonizado a
diferentes subbandas del proceso de entrada. Si se considera que los datos
en las diferentes bandas no están correlados [7], se puede considerar que las
salidas de los filtros tampoco lo están. El esquema propuesto en el
Capítulo 3, de adaptación en subbandas y filtrado en banda completa sin
retardo, se beneficia de esta consideración para acelerar el proceso de adap‐
tación en cada subbanda. Las transformadas simétricas y ortogonales, que
tienen la propiedad , facilitan el movimiento de los datos de un
dominio a otro. Basta con multiplicar por la matriz . Las que operan con
números reales, como la DHT, DCT, DHHT y WHT, pueden ser más apro‐
piadas para aplicaciones en tiempo real en plataformas de bajo coste. La
WHT de hecho sólo opera sólo con signos.
1.  Estimada de la secuencia de entrada, con cierta memoria (2‐13)(2‐15).
R n[ ]
z n[ ]
R 1– n[ ]x n[ ]
A 1– A AHA I= = A
T QH=
Q
R n[ ]
A QRQH=
R n[ ]
T TH=
T101
Extensión al Filtrado Adaptativo MulticanalDFT ‐ Transformada Discreta de Fourier 
Si se asume que la secuencia de entrada al sistema adaptativo está for‐
mada por procesos estocásticos periódicos (cicloestacionarios) la matriz de
correlación estimada es circulante con autovectores complejos relacionados
armónicamente. En este caso la transformada discreta de Fourier coincide
con la transformada de Karhunen‐Loève. Aún cuando la correlación no sea
periódica, si es cero fuera de los límites de una ventana central, se puede
representar por el desarrollo en serie de Fourier con una adecuada repre‐
sentación de la transformada de Karhunen‐Loève. La ventana deberá ser lo
suficientemente grande para garantizar que la correlación será cero fuera
de sus límites. Esta es la motivación principal de utilizar transformaciones
fijas, que no dependen de la estadística de la señal.
La matriz de transformación se obtiene mediante [11]
(2‐130)
(2‐131)
 es el orden de la descomposición.  tiene dimensión  y todas sus
entradas son complejas. 
GDFT ‐ Transformada Discreta de Fourier Generalizada
El banco de filtros que forma la DFT está referenciado al origen de
tiempo  y en el origen de frecuencia . Observe que . La
DFT generalizada no es más que la propia DFT con el origen de tiempo y
frecuencia seleccionable [108]. La matriz de transformación se define por
(2‐132)
 corresponde a la nueva referencia para el origen de tiempos, 
corresponde a la nueva referencia para el origen de frecuencia, y  esta
definido por (2‐131). Típicamente,  y  son fracciones racionales menor
que uno, aunque no necesariamente. Cuando  y , la GDFT se
suele referenciar como GDFT impar (ODFT) y cuando  y 
DFT impar cuadrada (OSDFT).
T 1
N
-------WN
kn–
  ,= k n, 0 … N 1–, ,=
WN e
2π N⁄( )=
N T N N×
n 0= w 0= wk
2π
N
-----=
T 1
N
-------WN
k k0+( ) n n0+( )–
=
n0 k0
WN
n0 k0
n0 0= k0 1 2⁄=
n0 1 2⁄= k0 1 2⁄=102
Filtros TransversalesDCT ‐ Transformada Discreta del Coseno 
La DCT y la DST (transformada discreta del seno) forman matrices, y
por lo tanto transformadas, reales. Existen cuatro tipos establecidas, desde
la DCT‐1 hasta la DCT‐4, según las condiciones de frontera en el límite del
intervalo. Todas las clases de DCT son ortogonales y sus vectores bases son
realmente autovectores de matrices diferencia de segundo orden simétricas
[41][143]. Originalmente la DCT‐2 se obtuvo como una aproximación de los
autovectores de una matriz de correlación con entradas . El número 
(cercano a 1) mide la correlación entre los vecinos más cercanos. Los verda‐
deros autovectores deberían generar una base óptima de Karhunen‐Loève.
Los vectores de la DCT, más simples, son cercanos al óptimo (e indepen‐
dientes de  [41]. Los cuatro tipos mas utilizados son
DCT‐1: (divide por  cuando  o  sean  ó )
DCT‐2: (divide por  cuando )
DCT‐3: (divide por  cuando )
DCT‐4:
Existen cuatro combinaciones más de las condiciones de frontera discre‐
tas:  y  (denominadas DCT‐5,..., DCT‐8 o DCT‐1,...,DCT‐4
impares). Cualquier combinación produce igualmente una transformación
ortogonal. 
DCT‐5: (divide por  cuando  o  sean  ó )
DCT‐6:  (divide por  cuando  y )
DCT‐7: (divide por  cuando  y )
DCT‐8:
Las DCT1‐4 se multiplican por un factor de escala  y DCT5‐8 por
.
DHT ‐ Transformada Discreta de Hartley
Su principal diferencia con la DFT es que transforma entradas reales a
salidas reales. Se desarrolló como una herramienta de análisis alternativa y
especialmente para manipular datos reales. La matriz de transformación se
define por
(2‐133)
ρ n k– ρ
ρ
kn πN 1–------------cos 2 k n 0 N 1–
k 1 2⁄+( )nπN---cos 2 n 0=
k n 1 2⁄+( ) πN---cos 2 k 0=
k 1 2⁄+( ) n 1 2⁄+( )πN---cos
N 1 2⁄– N 1 2⁄+
kn 2π2N 1–---------------cos 2 k n 0 N 1–
k n 1 2⁄+( ) 2π2N 1–---------------cos 2 k 0= n N 1–=
k 1 2⁄+( )n 2π2N 1–---------------cos 2 k N 1–= n 0=
k 1 2⁄+( ) n 1 2⁄+( ) 2π2N 1–---------------cos
2 N⁄
2 2N 1–⁄
T 1
N
------- kn2πN----- kn
2π
N
-----sin+cos  ,= k n, 0 … N 1–, ,=103
Extensión al Filtrado Adaptativo MulticanalDHHT ‐ Transformada Discreta de Householder
La transformación de Householder o reflexión de Householder es una
matriz de la forma
(2‐134)
para algún vector  (conocido como vector de Householder) con .
La multiplicación de un vector por la transformación de Householder lo
refleja en el hiperplano que es ortogonal a . Dado un vector  cualquiera,
se puede generar una matriz de Householder , tal que .
Para ello se selecciona  donde .
WHT ‐ Transformada de Walsh‐Hadamard
La transformada Walsh‐Hadamard tiene columnas ortogonales cuyos
elementos son todos igual a  ó . Las matrices de Walsh‐Hadamard
existen sólo para  o  múltiplo de 4. La matriz básica corresponde a
Para normalizar la transformación y obligar que sea unitaria (que se
cumpla (2‐117)) se debe dividir por .Esta transformación tiene la gran
ventaja que sustituye las multiplicaciones por cambios de signo.
Experimento 1
La Figura 2‐21 muestra el comportamiento del error cuadrático medio y
desajuste para un paso de adaptación , factor de regularización
 y seis tipos diferentes de transformación: WHT, DFT, GDFT, DHT,
DHHT y DCT‐4. Observe que el comportamiento, en cuanto a propiedades
de convergencia, es similar cualquiera sea la transformación. Esto permite
utilizar algoritmos muy simples como la WHT que no requiere de operacio‐
nes complejas (sólo sumas y restas).
Experimento 2
La Figura 2‐22, sin embargo, muestra un comportamiento del TDLMS
para el caso de dos canales muy similar al caso monocanal. La decorrela‐
ción de la transformación ayuda a que el sistema converja a la solución.
T I 2vv
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vHv
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v v 1=
v u
T Tx y 0 0 … 0 H=
v x ke 1[ ]+( ) x ke 1[ ]+⁄= k x 1[ ]( ) xsgn=
+1 1–
N 2= N
T2
1 1
1 1–
=
T4
1 1
1 1–
1 1
1 1–
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1 1–
1 1
1 1–
–
1 1 1 1
1 1– 1 1–
1 1 1– 1–
1 1– 1– 1
= =
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μ 1=
δ 10 12–=104
Filtros Transversales0 0.02 0.04 0.06 0.08 0.1 0.12
-100
-80
-60
-40
-20
0
20
tiempo (seg)
dB
TDLMS: MSE/desajuste
WHT
DFT
GDFT
DHT
DHHT
DCT
0 0.02 0.04 0.06 0.08 0.1 0.12
-100
-80
-60
-40
-20
0
20
tiempo (seg)
dB
TDLMS: MSE/desajuste
WHT
DFT
GDFT
DHT
DHHT
DCT
0 0.02 0.04 0.06 0.08 0.1 0.12
-100
-80
-60
-40
-20
0
20
tiempo (seg)
dB
TDLMS: MSE/desajuste
WHT
DFT
GDFT
DHT
DHHT
DCT
Fig 2‐21. Experimento 1. 
TDLMS.
Fig 2‐22. Experimento 2. 
TDLMS.
Fig 2‐23. Experimento 3. 
TDLMS.105
Extensión al Filtrado Adaptativo MulticanalExperimento 3
El comportamiento del TDLMS para el escenario 3, corresponde a 
es muy similar a los experimientos anteriores. Los resultados muestras la
estabilidad, en cuanto a propiedades de convergencia del algoritmo, res‐
pecto al número de canales. Esto es debido a la etapa previa de decorrela‐
ción del algoritmo.
La KLT extrae adaptativamente de la señal de entrada la mejor matriz
de transformación y por ello es capaz de mejorar, aún más, las prestaciones
de convergencia del TDLMS. Pero su alto coste computacional cuando se
adaptan filtros muy largos (observe que en estas simulaciones 
muestras) resulta impracticable.
La Figura 2‐24 muestra el comportamiento del error residual para 
canales y el uso de la WHT. Aunque el algoritmo es capaz de conseguir un
error cuadrático medio incluso por debajo del nivel del ruido de fondo
(establecido en ‐30 dB) no consigue una relación señal eco/ señal de eco resi‐
dual buena. 
El empleo de las otras transformaciones genera un comportamiento del
error residual similar al mostrado por la WHT pero, aunque algunas de
estas transformaciones operan con números reales, el incremento del coste
computacional es apreciable respecto a la WHT.
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L 512=
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Fig 2‐24. Experimento 3. 
TDLMS. Señal de error 
residual para WHT.106
Filtros en Celosía2.3 Filtros en Celosía
Otra implementación de los filtros adaptativos que ofrece algunas ven‐
tajas adicionales utiliza la estructura celosía de predicción lineal básica
como esqueleto. Esta estructura es conocida como escalera‐celosía1 y su for‐
mulación como estimación de proceso conjunto2 y es especialmente útil
para el filtrado adaptativo porque el predictor que utiliza diagonaliza com‐
pletamente la matriz de correlación [113].
La predicción lineal puede ser hacia delante o hacia atrás. En el primer
caso se trata de estimar el valor futuro de la señal en  a partir de la com‐
binación lineal de un conjunto de  muestras anteriores. En el segundo
caso se trata de, a partir de las últimas  muestras, estimar el valor pasado
de la señal en .
La Figura 2‐25 muestra la ventana de datos que utiliza la predicción
lineal de orden . El problema de la predicción lineal consiste en encontrar
la proyección de una muestra sobre el subespacio lineal generado por una
ventana de muestras (anteriores o posteriores). 
El predictor hacia delante proyecta  sobre el subespacio generado
por ; . El error de
proyección hacia delante es
(2‐135)
 es el componente ortogonal al subespacio generado por . 
(2‐136)
(2‐137)
y el predictor hacia atrás proyecta  sobre el subespacio generado
por ; . El error de proyección
hacia atrás es
1.  Del inglés lattice‐ladder.
2.  Del inglés joint process estimation.
a
b
x n[ ] x n 1–[ ] x n M–[ ]
x n M 1–( )–[ ]
x n[ ]
M
M
x n M–[ ]
M
x n[ ]
xM 1– n 1–[ ] xM 1– n 1–[ ] x n 1–[ ] x n 2–[ ] … x n M 1–( )– 1–[ ]
T
=
fM n[ ] x n[ ] xM 1– n 1–[ ]〈 〉=
x n[ ] xM 1– n 1–[ ]
fM n[ ] x n[ ] xM 1– n 1–[ ] u,〈 〉–=
fM n[ ] x n[ ] umx n m–[ ]
m 1=
M
∑–=
x n M–[ ]
xM 1– n[ ] xM 1– n[ ] x n[ ] x n 1–[ ] … x n M 1–( )–[ ]
T
=
Fig 2‐25. Predicción 
lineal. (a) hacia atrás; 
(b) hacia delante.107
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 es el componente ortogonal al subespacio generado por .
(2‐139)
(2‐140)
Las ecuaciones (2‐137) y (2‐139) se pueden escribir en notación matricial
de la forma
(2‐141)
(2‐142)
Los vectores en (2‐141) y (2‐142) representan diferentes órdenes de pre‐
dicción con respecto al índice de tiempo en curso . Cada orden predice
una muestra diferente en el futuro (2‐141) o en el pasado (2‐142) y esta pre‐
dicción es óptima en términos de la minimización de la norma de los vecto‐
res de error de predicción [91].
Ahora el problema de predicción lineal es, dado los vectores  y
, minimizar la longitud de los vectores de predicción de error de ‐
ésimo orden,  y , dada por  y .Los predictores (tér‐
mino del sumatorio) son vectores en el subespacio generado por , ...,
 y , ..., , respectivamente. Según el teorema de la pro‐
yección, el vector del subespacio más cercano a  y  es la proyec‐
ción de ambos sobre el correspondiente subespacio como indican las
ecuaciones (2‐141) y (2‐142). Por lo tanto, ambos errores corresponden al
predictor óptimo y cumplen la propiedad de ortogonalidad
, (2‐143)
, (2‐144)
porque el error debe ser ortogonal al subespacio y, por lo tanto, a cual‐
quier vector en el subespacio [91]. Se puede escribir
(2‐145)
(2‐146)
Teniendo en cuenta que  y que
 (2‐147)
bM n[ ] x n M–[ ] xM 1– n[ ]〈 〉=
x n M–[ ] xM 1– n[ ]
bM n[ ] x n M–[ ] xM 1– n[ ] v,〈 〉–=
bM n[ ] x n M–[ ] vmx n m– 1+[ ]
m 1=
M
∑–=
fM n[ ] x n[ ] umx n m–[ ]
m 1=
M
∑–=
bM n[ ] x n M–[ ] vmx n m– 1+[ ]
m 1=
M
∑–=
n
x n[ ]
x n M–[ ] M
fM n[ ] bM n[ ] fM n[ ] 2 bM n[ ] 2
x n 1–[ ]
x n M–[ ] x n[ ] x n M 1+–[ ]
x n[ ] x n M–[ ]
fm n[ ] x n m–[ ],〈 〉 0= 1 m M≤ ≤
bm n[ ] x n m– 1+[ ],〈 〉 0= 1 m M≤ ≤
fM n[ ] x n[ ] xM 1– n 1–[ ]〈 〉=
bM n[ ] x n M–[ ] xM 1– n[ ]〈 〉=
xM 2– n 1–[ ] x n[ ] xM 1– n 1–[ ]=
fM n[ ] x n[ ] bM 1– n 1–[ ] xM 2– n 1–[ ],〈 〉=108
Filtros en Celosía (2‐148)
se puede definir los errores de predicción en la etapa anterior
(2‐149)
(2‐150)
Ambos,  y , son ortogonales a . La parte
derecha de las ecuaciones (2‐147) y (2‐148) se puede interpretar como una
ortogonalización posterior de  con respecto a  y de
 con respecto a . Osea
(2‐151)
(2‐152)
Por lo tanto, los componentes ortogonales de  y  a la expan‐
sión de  y , respectivamente, se pueden escribir como
(2‐153)
(2‐154)
con
(2‐155)
(2‐156)
Las ecuaciones (2‐153) y (2‐154) proveen una forma recursiva de estimar
los errores de predicción hacia adelante y hacia atrás. La parte derecha de
ambas ecuaciones corresponde al procedimiento de ortogonalización de
Gram‐Schmidt [35].  y  son los coeficientes de reflexión hacia
delante y hacia atrás. La estructura celosía (Figura 2‐26) es quivalente, por
lo tanto, al proceso de ortogonalización descrito.
Dada la simetría de la función de autocorrelación (e.g., ; donde
) los coeficientes del predictor hacia atrás
bM n[ ] x n M–[ ] fM 1– n[ ] xM 2– n 1–[ ],〈 〉=
fM 1– n[ ] x n[ ] xM 2– n 1–[ ]〈 〉=
bM 1– n 1–[ ] x n M–[ ] xM 2– n 1–[ ]〈 〉=
fM 1– n[ ] bM 1– n 1–[ ] xM 2– n 1–[ ]
fM 1– n[ ] bM 1– n 1–[ ]
bM 1– n 1–[ ] fM 1– n[ ]
fM n[ ] fM 1– n[ ] bM 1– n 1–[ ]〈 〉=
bM n[ ] bM 1– n 1–[ ] fM 1– n[ ]〈 〉=
x n[ ] x n M–[ ]
xM 1– n 1–[ ] xM 1– n[ ]
fM n[ ] fM 1– n[ ] uM n[ ]bM 1– n 1–[ ]+=
bM n[ ] bM 1– n 1–[ ] vM n[ ]fM 1– n[ ]+=
uM n[ ]
bM 1–
H n 1–[ ]fM 1– n[ ]
bM 1– n 1–[ ] 2
----------------------------------------------------–=
vM n[ ]
fM 1–
H n[ ]bM 1– n 1–[ ]
fM 1– n[ ] 2
----------------------------------------------------–=
uM n[ ] vM n[ ]
uM n[ ]
vM n[ ]
z 1–
fm 1– n[ ]
bm 1– n[ ]
fm n[ ]
bm n[ ]
Rm R m–=
Rm x x n m–[ ],〈 〉 x n[ ]x n m–[ ]
n ∞–=
∞
∑= =
Fig 2‐26. Etapa de una 
estructura celosía 
monocanal.109
Extensión al Filtrado Adaptativo Multicanalóptimos son la imagen especular de los coeficientes del predictor hacia
delante óptimos.
, (2‐157)
Esto hace que ambos errores de predicción, hacia delante y hacia atrás,
tengan la misma norma
, (2‐158)
Este resultado es intuitivo porque, independientemente de que la pre‐
dicción sea hacia delante o hacia atrás en el tiempo, el vector de error siem‐
pre tiene la misma longitud. Considerando los coeficientes de expansión
idénticos (lo cual es muy frecuente), la estructura celosía es definida por las
ecuaciones
, (2‐159)
, (2‐160)
Los coeficientes  son denominados coeficientes de correlación par‐
cial o PARCOR ó coeficientes de reflexión. Los valores de estos coeficientes
se pueden obtener aplicando el teorema de proyección y aplicando (2‐158)
(2‐161)
El estimador de proceso conjunto en celosía se consigue añadiendo
coeficientes transversales adicionales en escalera como se muestra en la
Figura 2‐27. 
Esta estructura es especialmente atractiva para el filtrado adaptativo
porque, al reemplazar el vector de entrada  por sus errores de predic‐
ción hacia atrás, los cuales están mutuamente decorrelados, permite una
adaptación más rápida que la estructura transversal cuando se utiliza un
algoritmo de gradiente estocástico [91].
um n[ ] vM m– 1+ n[ ]= 1 m M≤ ≤
h1 n[ ] h2 n[ ] hL 1– n[ ] hL n[ ]
z 1– z 1–
y n[ ]
k1 n[ ]
k1
* n[ ]
kL 1– n[ ]
kL 1–
* n[ ]
fL n[ ]
bL n[ ]
x n[ ]
fm n[ ] 2 bm n[ ] 2= 1 m M≤ ≤
fm n[ ] fm 1– n[ ] km* n[ ]bm 1– n 1–[ ]+= f1 n[ ] x n[ ]=
bm n[ ] bm 1– n 1–[ ] km n[ ]fm 1– n[ ]+= b1 n[ ] x n[ ]=
km n[ ]
km n[ ]
bm 1–
H n 1–[ ]fm 1– n[ ]
bm 1– n 1–[ ] 2
---------------------------------------------------–
bm 1– n 1–[ ] fm 1– n[ ],( )〈 〉
fm 1– n[ ] bm 1– n 1–[ ]
----------------------------------------------------------------–= =
x n[ ]
Fig 2‐27. Estructura 
celosía en escalera 
monocanal multi‐
etapas.110
Filtros en CelosíaLa Figura 2‐28 muestra un filtro adaptativo en celosía de estimación de
proceso conjunto de  etapas y  canales. Observe que todas las etapas son
idénticas y que existe una relación cruzada entre los canales, en cada etapa,
a través de los coeficientes de reflexión.
Esta relación es la que permite modelar la correlación cruzada entre los
diferentes canales para la adaptación adaptativa multicanal. La Figura 2‐29
muestra una sola etapa del filtro. Los índices  y  corresponden a la mues‐
tra de tiempo y órden de la cédula o etapa, respectivamente.  es el
coeficiente de reflexión que víncula el canal  al  en la etapa  y el índice
de tiempo .
El proceso de estimación conjunta requiere, por cada canal,  coeficien‐
tes del filtro transversal y  pares de coeficientes transversales.
Las ecuaciones de procesado de la m‐ésima etapa son
(2‐162)
donde  y  son vectores columnas de dimensión  que
corresponden a la versión multicanal de los predictores hacia detrás y hacia
delante analizados para un sólo canal.  es la versión multicanal de los
coeficientes de reflexión y corresponde a una matriz de dimensión  de
la m‐ésima etapa.
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Km n[ ]
P P×Fig 2‐28. Filtro 
adaptativo celosía 
multicanal.111
Extensión al Filtrado Adaptativo Multicanal(2‐163)
(2‐164)
El predictor se inicializa con muestras de cada canal según
(2‐165)
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Filtros en CelosíaSe puede obtener una representación más compacta del sistema, exten‐
diendo las ecuaciones del predictor a las  etapas. En ese caso
(2‐166)
donde  es el vector columna de los coeficien‐
tes de estimación de proceso conjunto de dimensión , con
.  es un vector
columna de dimensión  que contiene los coeficientes de predicción
hacia atrás de todo el sistema  y  es una
matriz de dimensión  obtenida con el desarrollo recursivo de la
ecuación (2‐162).
(2‐167)
 es una matriz con 1’s sólo en la diagonal principal y  es una
matriz de ceros de dimensión  y la matriz de los coeficientes de
reflexión
(2‐168)
La relación entrada/salida de la ecuación (2‐162) se puede plantear en su
forma equivalente a un filtro transversal según
(2‐169)
donde 
(2‐170)
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Extensión al Filtrado Adaptativo Multicanaly  con . De
la ecuación (2‐169) se puede observar que
(2‐171)
La ecuación (2‐171) es la versión multicanal del algoritmo de ortogona‐
lización de Gram‐Schmidt. De acuerdo a este algoritmo existe una corres‐
pondencia uno a uno entre el vector de entrada  y el vector de error de
predicción hacia atrás . La matriz  es triangular inferior con matri‐
ces que contienen 1’s a lo largo de la diagonal principal y todos los elemen‐
tos por encima de la diagonal principal iguales a cero. El determinante de
la matriz  es unitario; por lo tanto, es no singular y existe su inversa.
2.3.1 Algoritmo de Gradiente Estocástico
El algoritmo de filtrado celosía de gradiente adaptativo (GAL1) es una
extensión del NLMS a la estructura celosía [113] desarrollado por Griffiths
[82][83]. La Figura 2‐28 muestra la estructura básica para la estimación de
la respuesta deseada , basada en un predictor celosía multietapa y mul‐
ticanal, que realiza predicciones hacia delante y hacia atrás por cada canal,
combinando la información cruzada entre los diferentes canales, en cada
etapa. El error cuadrático medio instantáneo es
(2‐172)
La minimización de (2‐172) mediante el algoritmo de gradiente estocás‐
tico con respecto a los coeficientes de la estructura transversal resulta en
(2‐173)
El gradiente  se obtiene de derivar (2‐172) con respecto a .
(2‐174)
El paso de adaptación se puede normalizar de la forma
(2‐175)
Para adaptar los coeficientes de reflexión, sin embargo, el algoritmo clá‐
sico de Griffiths minimiza los errores de predicción
(2‐176)
1.  GAL ‐ Gradient‐Adaptive Lattice.
x n[ ] xT n[ ] xT n 1–[ ] … xT n L– 1–[ ]
T
= x n[ ] x1 n[ ] x2 n[ ] … xP n[ ]
T
=
b n[ ] L n[ ]x n[ ]=
x n[ ]
b n[ ] L n[ ]
L n[ ]
d n[ ]
e2 n[ ] d n[ ] y n[ ]– 2=
hm n 1+[ ] hm n[ ] μm n[ ]Δm n[ ]+=
Δm n[ ] hm n[ ]
Δm n[ ] e
2 n[ ]∂
hm n[ ]∂
----------------- 2e∗ n[ ] e n[ ]∂hm n[ ]∂
----------------- 2– e∗ n[ ] y n[ ]∂hm n[ ]∂
----------------- 2– e∗ n[ ]bm n[ ]= = = =
μm n[ ] μ
bm n[ ] 2
--------------------=
J n[ ] E fm n[ ] 2 bm n[ ] 2+{ }=114
Filtros en CelosíaSustituyendo (2‐162) en (2‐176) se obtiene
(2‐177)
El gradiente complejo produce
(2‐178)
(2‐179)
Sustituyendo (2‐162) en (2‐179)
(2‐180)
El algoritmo de gradiente descendente para actualizar los coeficientes
de reflexión que minimiza  tiene la forma
(2‐181)
Observe que  es una función cuadrática de ; este algoritmo
converge para valores suficientemente pequeños del paso de adaptación
. El algoritmo LMS se define sustituyendo la esperanza matemática en
(2‐180) y tomando la dirección del gradiente instantáneo.
(2‐182)
El paso de adaptación variante en el tiempo , en cada etapa, se
puede normalizar con la varianza del error según
(2‐183)
, (2‐184)
Ambas, la matriz de gradientes
(2‐185)
y la matriz de normalización
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Extensión al Filtrado Adaptativo Multicanal(2‐186)
tienen dimensión .
En [81] se desarrolla un algoritmo de gradiente de descenso para el caso
estereofónico. La ventaja principal del filtrado adaptativo en celosía utili‐
zando el estimador de proceso conjunto sobre el filtro adaptativo con
estructura transversal es su velocidad de adaptación. La velocidad de con‐
vergencia del estimador de proceso conjunto en la estructura celosía se
debe a que, después de la convergencia de la parte del predictor en celosía,
los errores de predicción hacia atrás utilizados para formar el estimador de
proceso conjunto están decorrelados.
La función de transferencia del estimador de proceso conjunto en celosía
depende de ambos, los coeficientes del filtro en celosía , , y de
los coeficientes del proceso conjunto , . Los coeficientes son
adaptados para que los errores de predicción hacia atrás de los órdenes
sucesivos sean ortogonales, y por lo tanto, se seleccionan sólo sobre las
bases de la señal de entrada de referencia  o sus estadísticos (en depen‐
dencia del criterio seleccionado). Los coeficientes del proceso conjunto se
seleccionan para conseguir la función de transferencia deseada. Se produce
la actualización de dos conjuntos de coeficientes: uno sobre la base de la
señal de referencia, y el otro sobre la base de ambas, la señal de referencia
y las señales primarias.
En la cancelación de ecos, el objetivo es adaptar las funciones de trans‐
ferencia de los filtros a la funciones de transferencia de los canales de eco.
Generalmente, los canales de eco varían extremadamente lentos y, por lo
tanto, el propósito de la adaptación es ajustar a funciones de transferencia
desconocidas, no el seguimiento de funciones de transferencia variantes en
el tiempo. Si los estadísticos de la señal de referencia cambian, como es en
el caso de la voz, los coeficientes del filtro en celosía seguirán esos cambios
y los coeficientes del proceso conjunto tienen que cambiar para mantener la
función de transferencia fija [91].
Esto es una desventaja del estimador de proceso conjunto del filtro en
celosía respecto al filtro transversal; en el cual los coeficientes varían sólo a
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Filtros en Celosíala velocidad de variación de los canales del eco (porque reflejan directa‐
mente los caminos del eco).
Esta desventaja sólo existe cuando se utiliza el algoritmo de gradiente.
El estimador de proceso conjunto en celosía cuando utiliza el criterio de
mínimos cuadrados se comporta como el filtro transversal. Sin embargo,
con mucha mayor complejidad, sólo consigue las mismas prestaciones que
la estructura transversal.
Experimentos
La Figura 2‐30 muestra el comportamiento del GAL para pasos de adap‐
tación , , factor de olvido  y factor de regulari‐
zación  para los tres experimentos: mono, estéreo y multicanal con
 y la Figura 2‐31, las señales de eco y error residual para .
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Fig 2‐30. GAL. 
Comportamiento en 
error cuadrático medio 
y desajuste para los 
tres experimentos.
Fig 2‐31. GAL. Señal de 
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Extensión al Filtrado Adaptativo Multicanal2.3.2 Algoritmo de Gradiente Estocástico Simplificado
El algoritmo de gradiente estocástico simplificado [26][46]1 utiliza el
error  para adaptar ambos: los coeficientes de reflexión y los
coeficientes del proceso conjunto. De esta manera
, (2‐187)
, (2‐188)
El gradiente respecto a los coeficientes del filtro transversal se obtienen
de la misma manera
(2‐189)
Sin embargo, el gradiente para la estructura celosía, se obtiene teniendo
en cuenta (2‐166)
(2‐190)
Es posible obtener una expresión recursiva para (2‐190)
(2‐191)
(2‐192)
(2‐193)
El vector  tiene dimensión  y la matriz , .
Es posible también una versión normalizada de este algoritmo, utili‐
zando pasos de adaptación normalizados en potencia según (2‐175) para
los coeficientes de estimador de proceso conjunto y (2‐183) para los coefi‐
cientes de reflexión de la estructura en celosía.
Este algoritmo tiene mayor velocidad de convergencia que el de gra‐
diente estocástico clásico (GAL) aunque es necesario monitorizar su estabi‐
lidad; verificando sencillamente que los valores de los coeficientes de
reflexión no excedan la unidad en módulo. Cuando esto ocurre, se puede
conservar el último valor estable de los coeficientes de reflexión o igualar‐
los a cero y reiniciar el proceso de convergencia.
1.  Ambas publicaciones desarrollan el algoritmo sólo para el caso monocanal recursivo.
e n[ ] d n[ ] y n[ ]–=
hm n 1+[ ] hm n[ ] μΔm n[ ]+= 1 m L≤ ≤
Km n 1+[ ] Km n[ ] λ∇m n[ ]+= 1 m L 1–≤ ≤
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--------------------f1 n[ ]+⎩ ⎭⎨ ⎬
⎧ ⎫
– e∗ n[ ]= =
∇m 1– n[ ] 2 hmH n[ ]fm 1– n[ ] qm 1– n[ ]bm 1– n 1–[ ]+{ }– e∗ n[ ]=
qm n[ ] qm 1– n[ ] hm 1–H n[ ]Km n[ ]–=
q0 n[ ] hH n[ ] 0P P×
K n[ ]
=
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Filtros en Celosía2.3.3 Algoritmo de Gradiente Conjugado
La introducción de algoritmos de gradiente conjugado a estructuras en
celosía recursivas monocanal se aplicó con éxito en [36]. Las expresiones de
adaptación del algoritmo de gradiente conjugado para la estructura en celo‐
sía multicanal son similares a (2‐173)(2‐181) y (2‐187)(2‐188). La única dife‐
rencia es la introducción de la actualización de los coeficientes utilizando
versiones conjugadas del gradiente obtenidas recursivamente. 
En cada iteración  se estiman los gradientes iniciales y luego se itera
 actualizando los coeficientes con versiones conjugadas de
los gradientes obtenidos recursivamente. Ambos algoritmos, de gradiente
estocástico o de gradiente estocástico simplificado, son susceptibles de
extensión al método de gradiente conjugado. Sólo varía la estimación del
gradiente para la adaptación de los coeficientes de reflexión. El algoritmo
de gradiente estocástico utiliza las ecuaciones (2‐174)(2‐182) y el de gra‐
diente estocástico simplificado (2‐189)(2‐191).
Los gradientes de toda la estructura, ya sea para la actualización del esti‐
mador de proceso conjunto , como para la actualización de los coefi‐
cientes de reflexión , están almacenados en matrices.  tiene  filas
y  columnas y  es un arreglos de  matrices de dimensión . 
es el número de canales y  el número de etapas de la estructura celosía‐
escalera.
Para buscar las direcciones conjugadas de los gradientes es conveniente
re‐arreglar ambas matrices de gradientes,  y  en un único vector
(2‐194)
(2‐195)
(2‐196)
El algoritmo se puede resumir en las siguientes líneas
para 
extracción de los gradientes  y  de 
(2‐197)
n
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Extensión al Filtrado Adaptativo Multicanal(2‐198)
estimación de los gradientes  y 
(2‐199)
(2‐200)
(2‐201)
fin del bucle
El índice  ha sido eliminado por simplicidad.  es un factor de
olvido que pondera la importancia de la innovación que especifica la ope‐
ración de filtrado paso‐bajo en (2‐199). La selección del gradiente en (2‐199)
es muy importante. Para generar más de un vector de direcciones conjuga‐
das, se propone la estimación del gradiente como el valor promedio utili‐
zando los coeficientes más recientes. Observe que la innovación de los
coeficientes del sistema hace necesario recalcular todos los errores de pre‐
dicción hacia delante y hacia atrás según (2‐162).
El método de gradiente conjugado es consistente con la descripción en
(2‐46) para el caso de la estructura transversal. En (2‐200) se aplica el
método de Fletcher‐Reeves para el cálculo de  pero es posible aplicar
otros métodos (Ver “Gradiente Conjugado” en la página 74.) igualmente
satisfactorios. Cuando  el algoritmo se hace inestable. Para un pro‐
blema cuadrático, cuando se utiliza la expresión exacta para el gradiente, se
minimiza la función objetivo según el método progresa. Esto asegura que
.
En general la estructura celosía en escalera posee propiedades de con‐
vergencia superiores a costa de un aumento de la complejidad del algo‐
ritmo. En estos casos es importante monitorizar el comportamiento de los
coeficientes de reflexión y mantener las condiciones de estabilidad 
[36].
Otra característica destacable en el uso de esta estructura es el pobre
comportamiento del desajuste cuando el número de canales es mayor que
uno. Las relaciones cruzadas entre los coeficientes de reflexión por etapa y
canal producen funciones de coste multimodales muy complejas. El algo‐
Kk 1+ Kk λ∇k+=
Δk 1+ ∇k 1+
gk 1+ Δk 1+ ∇k 1+
T
=
gk 1+ αgk 1 α–( )gk 1++=
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2
gk
2
-------------------=
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gk gk 1+=
n 0 α 1≤ ≤
βk
βk 1>
βk 1≤
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Conclusionesritmo consigue un comportamiento del error cuadrático medio excelente a
costa de converger a modos diferentes de la solución. Esto no es crítico en
este tipo de aplicación pero si puede ser crítico en aplicaciones de identifi‐
cación de sistemas, donde el objetivo principal no es tener un error muy
bueno a la salida, sino un sistema lo más parecido al sistema desconocido.
Monitorizando el error es posible detener el búcle descrito cuando el
error disminuya por debajo un umbral preestablecido que garantice ciertos
criterios de calidad. De esta manera se puede reducir el número de opera‐
ciones cuando el sistema alcance una solución razonable.
El cálculo de los pasos de adaptación en (2‐197) y (2‐198) es muy costoso
según el método de gradiente conjugado tradicional (2‐53). Por ello, en el
método descrito, los pasos de adaptación  y  se seleccionan con valores
constantes (normalmente mucho menor que ) dando lugar a la versión del
método de gradiente conjugado rápido (Ver “Gradiente Conjugado” en la
página 74.).
2.4 Conclusiones
En este capítulo se desarrollan y analizan las técnicas adaptativas más
populares para el caso multicanal. El enfoque se realiza desde dos puntos
de vista. 
El primero tiene en cuenta la técnica de minimización del error del error
residual. Se explora la aplicación de métodos de optimización como el
método de gradiente conjugado y de técnicas iterativas basada en mínimos
cuadrados. 
El segundo tiene en cuenta la estructura de los filtros adaptativos. Se
considera la estructura transversal (FIR) y la estructura celosía‐escalera.
Todos los algoritmos adaptativos se desarrollan y estudian para su apli‐
cación en problemas de filtrado adaptativo multicanal con aritmética com‐
pleja. La naturaleza multicanal impone el problema de la no‐unicidad.
Según aumente la correlación cruzada entre los canales, el sistema descono‐
cido está peor condicionado y la solución del sistema a la solución única,
verdadera, es más compleja. La aritmética compleja es una forma generali‐
zada de expresar los algoritmos útil, por ejemplo, para el filtrado adapta‐
tivo en subbandas, dominios transformados o multirresolución donde la(s)
señal(es) de entrada al sistema, reales en problemas de audio como la can‐
μ λ
1121
Extensión al Filtrado Adaptativo Multicanalcelación de ecos, pasa(n) por una etapa de preprocesado, independiente de
la señal, y se transforman en señales evaluadas complejas.
En este capítulo se pretende explorar las propiedades de convergencia
de los algoritmos, no para la aplicación directa en la aplicación de cancela‐
ción de ecos multicanal, porque niguno de ellos es eficiente al tratar con fil‐
tros extremadamente largos, sino para su aplicación en las estructuras
multirresolución desarrolladas en el Capítulo 3. 
La propia naturaleza de los caminos de los ecos en la aplicación de can‐
celación de ecos acústicos multicanal impone el uso de estructuras más
complejas, descritas en el Capítulo 3, para disminuir la carga computacio‐
nal y reducir la latencia del sistema, con la adaptación de filtros extremada‐
mente largos. Estas estructuras multirresolución dividen el problema
general en filtros de menor longitud tratables con las técnicas descritas en
este capítulo.
En general, existe una relación de compromiso entre las prestaciones de
un algoritmo de filtrado adaptativo y su complejidad numérica. Los algo‐
ritmos más simples suelen ser abordables computacionalmente con peor
rendimiento, convergencia, desajuste, etc. Estos algoritmos minimizan fun‐
ciones de coste basada en estimadores instantáneos y no tienen memoria.
Los algoritmos con memoria, sin embargo, son capaces de proyectar la
adaptación, no sólo en la dirección del vector de entrada, sino dentro del
hiperplano expandido por el vector de entrada y sus  predecesores
inmediatos con lo cual aumentan sus prestaciones a la vez que su comple‐
jidad. Muchos de estos algoritmos con memoria requieren de la inversión
de la matriz de autocorrelación o de operaciones entre matrices y vectores
que, dado el orden de las respuestas, pueden requerir un gran esfuerzo
computacional (ya sea en operaciones y/o memoria).
Sin embargo es posible, como el método de gradiente conjugado, conse‐
guir un buen equilibrio entre las prestaciones y el coste que suponen.
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El filtrado adaptativo multirresolución tiene como objetivo reducir la
velocidad a la que operan los filtros adaptativos con el fin de mejorar el
retardo que introduce la enorme longitud de las respuestas al impulso de
una sala (tipo de respuesta en la aplicación de cancelación de ecos). 
Existen dos enfoques bien diferenciados: la descomposición en subban‐
das y el particionamiento en el dominio de la frecuencia. En el primer caso
el espectro de la señal y los filtros se descompone en subbandas y en el
segundo ambos, la señal y el filtro, son particionados en bloques consecuti‐
vos sin solapar. El algoritmo adaptativo minimiza el error, en ambos casos,
de estructuras mucho más cortas, que en su conjunto son equivalentes a las
de banda completa, a una frecuencia de muestreo mucho menor, lo que per‐
mite reducir la complejidad computacional [69]. En dependencia de cómo
se organicen los datos ambos enfoques pueden realizarse: sin retardo y, en
general, permiten la implementación de canceladores de ecos multicanal en
tiempo real. En [77] se presenta el algoritmo adaptativo en el dominio de la
frecuencia por bloques particionados como un filtro adaptativo en subban‐
das al que es necesario añadir un módulo de corrección del error extra.123
Ampliación del Filtrado Adaptativo Multirresolución3.1 Filtrado Adaptativo en Subbandas
La principal razón para usar un esquema en subbandas es la reducción
de la complejidad computacional [102]. Otra de las grandes ventajas de este
enfoque es que posee estructuras muy convenientes para su implementa‐
ción en sistemas paralelos, lo que hace posible el trabajo en tiempo real. Una
manera de aumentar la eficiencia considerablemente es utilizando técnicas
multirresolución y diseñando tales estructuras de manera tal que la carga
computacional pueda ser compartida por las subbandas que conforman el
banco de filtros.
El filtrado adaptativo en subbandas descompone las señales de interés1
al sistema en un conjunto de subbandas y la adaptación se realiza en cada
subbanda como se muestra en Figura 1‐16 a Figura 1‐21 en los apartados
“Cancelación de Ecos en Subbandas (con retardo)” en la página 33 y “Can‐
celación de Ecos en Subbandas (sin retardo)” en la página 36.
La Figura 3‐1 muestra un ejemplo de aplicación de un banco de filtros.
La señal de entrada  se desdobla en  subbandas, a su paso a través de
los  filtros de análisis . Estos filtros dividen el espectro en  bandas
equiespaciadas uniformes (de igual ancho), de manera tal que a su salida,
las señales  sólo contienen aquellas frecuencias que pertenezcan al
ancho de banda del filtro de análisis correspondiente. El operador de trans‐
formación  representa algún tipo de procesado por subbanda y final‐
mente, la salida de todas las subbandas se mezcla para obtener una señal de
salida  en lo que se pudiera llamar la fase de reconstrucción o síntesis
de la señal. 
1.  Las señales dependen de la configuración del sistema: lazo abierto o lazo cerrado. La señal de
entrada al sistema  se utiliza en ambas configuraciones pero la salida del sistema puede ser 
o la señal de error  en dependencia de la configuración seleccionada.
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Filtrado Adaptativo en SubbandasEsta implementación no es eficiente. Para una implementación eficiente
es necesario el empleo de técnicas multirresolución pero ilustra el funciona‐
miento general del banco de análisis.
3.1.1 Fundamentos
Existen tres aspectos diferentes desde donde se pueden explicar y clasi‐
ficar los bancos de filtros: solapamiento, modulación y muestreo.
Un banco de filtro de interés es aquel en el cual todos los filtros tienen el
mismo ancho de banda y la misma frecuencia de muestreo. A este tipo de
banco se le denomina uniforme. Existen innumerables formas de definir
bancos de filtros no‐uniformes. Una clase importante de banco de filtros no‐
uniformes es el espaciado por octavas; por su similitud con el modelo per‐
ceptual auditivo. En el ámbito de esta tesis se exploran las posibilidades de
los bancos de filtros uniformes.
3.1.1.1 Solapamiento
En dependencia de cómo se diseñe el banco de filtros de análisis los fil‐
tros pueden tener determinado grado de solapamiento. 
La Figura 3‐2 muestra la respuesta en frecuencia de los filtros de análisis
(para ) según el grado de solapamiento. La Figura 3‐2(a) muestra el
caso ideal. Los filtros paso‐banda son ideales, no existe solapamiento y toda
la energía de cada subbanda está perfectamente aislada de las vecinas. Este
tipo de bancos no es práctico. Las tres figuras inferiores muestran los casos
2π
2π
2π
2π
H1 H2 H3 H4
H1 H2 H3 H4
H1 H2 H3 H4
H1 H2 H3 H4
a( )
b( )
c( )
d( )
M 4=
Fig 3‐2. Tipos de 
Bancos de Filtros de 
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Ampliación del Filtrado Adaptativo Multirresolucióntípicos: solapamiento, solapamiento marginal y no‐solapamiento. Esta
última (d) es de interés, por ejemplo, en transmultiplexores de división en
tiempo a división en frecuencia (TDM‐FDM) para sistemas de comunica‐
ciones. Los filtros con solapamiento marginal (c), sin huecos espectrales
entre bandas, son útiles en sistemas donde la señal de entrada  es ana‐
lizada en términos de sus componentes espectrales  y es necesario
recuperar la señal en una etapa de síntesis. En ausencia de procesado la
señal a la salida debería ser idénticamente igual a la señal de entrada. En
este caso es conveniente mantener este solapamiento por debajo de ciertos
mínimos para que las señales de las diferentes subbandas sean lo más inde‐
pendiente posible. Finalmente los bancos de filtros fuertemente solapados
(b), son de interés en sistemas tales como los analizadores espectrales,
donde se desea análisis de alta resolución (e.g., muchas subbandas) y un
modelo espectral bien interpolado [108].
3.1.1.2 Modulación
La modulación es necesaria para formar, en cada subbanda, una señal
paso‐bajo a partir de una señal paso‐banda y poder diezmar, sin introducir
solapamiento, para reducir la frecuencia de muestreo. El tipo de modula‐
ción implica si las señales en subbandas son complejas o reales. Dos de los
tipos de modulación más extendidos son la modulación compleja o en cua‐
dratura y la modulación en banda lateral1 (SBB).
Una de las características que distingue las diferentes clases de bancos
de filtros es la manera en la cual son moduladas las diferentes subbandas.
En un banco de filtros uniforme, donde todos los filtros tienen el mismo
ancho de banda , es habitual la generación de un filtro paso‐bajo con
determinadas características deseables, y a continuación generar el resto de
filtros mediante una operación de modulación del filtro prototipo . 
3.1.1.3 Muestreo
Otra consideración importante en el diseño de bancos de filtros es la
velocidad a la cual se muestrea las señales de las subbandas . Si el
ancho de banda de las subbandas es , como se muestra en la Figura 3‐
1.  SSB ‐ Single Sideband.
x n[ ]
xm n[ ]
ΩMm
p n[ ]
xm z( )
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Filtrado Adaptativo en Subbandas6(a), se puede reducir la frecuencia de muestreo de las señales de cada sub‐
banda por un factor .
 (3‐1)
para la modulación compleja y 
 (3‐2)
para la modulación SSB. Si se aplica la igualdad en (3‐1) y (3‐2) se dice
que las bandas están críticamente muestreadas y, si no se aplica, se dice que
están sobremuestreadas. Si las  bandas del banco de filtros complejo están
uniforme y contiguamente espaciadas tal que
(3‐3)
estarán críticamente muestreadas si  y sobremuestreadas si .
En un banco de filtros críticamente muestreado el número total de
muestras en las señales de las subbandas  es igual al número total de
muestras en la señal de entrada . Cuando se reduce la frecuencia de
muestreo en una subbanda por , los componentes de señal fuera del
ancho de banda  introducen aliasing en la banda de la señal diezmada.
Por lo tanto, cada una de las subbandas contiene algunos componentes de
aliasing desde las otras subbandas debido al solapamiento o la dispersión
espectral de los filtros.
Es posible diseñar un banco de filtros análisis/síntesis de manera tal que
el aliasing que introduce el analizador sea cancelado exactamente por el
sintetizador. Los bancos de filtros que permiten recuperar íntegramente la
señal en presencia de aliasing se les denomina de reconstrucción perfecta.
La frecuencia de muestreo de las señales en subbandas es , si  es
la frecuencia de muestreo de la señal en banda completa. Esta reducción de
la frecuencia de muestreo, sin pérdida de información, permite trabajar a
una velocidad mucho menor que la requerida para tratar la señal en banda
completa.
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x[
x n[3.1.1.4 Interpolación
El proceso de interpolación o expansión, previo al banco de filtros de
síntesis en la Figura 3‐3, expande la señal en el dominio del tiempo a la vez
que la comprime en el dominio de la frecuencia. La Figura 3‐4 muestra un
interpolador de orden .
(3‐4)
(3‐5)
La compresión en frecuencia genera  imágenes espectrales que requie‐
ren de un filtro de interpolación paso‐bajo para eliminarlas. El proceso de
interpolación devuelve la señal a su frecuencia de muestreo. Para ello
inserta  ceros entre las muestras de la señal de entrada. A continuación del
interpolador es necesario un filtro anti‐imagen.
3.1.1.5 Diezmado
El proceso de diezmado, a continuación del banco de filtros de análisis
en la Figura 3‐3, contrae la señal en el tiempo a la vez que la expande en el
dominio de la frecuencia. Si el ancho de banda de la señal es mayor que
, para , el diezmado produce aliasing. Para evitar el aliasing
es necesario que, a la operación de diezmado, le preceda un filtro anti‐alia‐
sing. Por ello, el diseño de los filtros de análisis en la Figura 3‐3 debe elimi‐
nar el aliasing que produce el proceso de diezmado.
(3‐6)
(3‐7)
donde .
3.1.2 Bancos de Filtros M-Subbandas Uniformes
Los bancos de filtros como el que muestra la Figura 3‐3 están formados
por un conjunto de filtros paso‐bajo, paso‐banda y paso‐alto que dividen el
espectro de la señal en bandas adyacentes de igual ancho y posteriormente
recombinan estas bandas de frecuencia de nuevo, después de cierto proce‐
sado en el dominio de las subbandas. Todos los filtros tienen el mismo
K
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Filtrado Adaptativo en Subbandasancho y sus frecuencias centrales se hayan espaciadas uniformemente en
frecuencia. Si el número  de filtros es una potencia de dos, es posible uti‐
lizar bancos de filtros de sólo dos subbandas ordenadas en forma de árbol.
En otros casos se utiliza un banco de filtros de M‐subbandas con estructura
paralela, que permite particionar el espectro en un número  arbitrario de
subbandas [99].
Las versiones en subbandas de la señal de entrada corresponde a
, (3‐8)
El submuestreo mueve todas las señales en subbandas a la banda base
. La ecuación (3‐8) se puede escribir de forma matricial como
(3‐9)
donde el vector de las señales de subbandas está dado por
.  es la matriz de componentes de alias o matriz de
modulación del banco de filtros de análisis dada por
(3‐10)
 es el vector de modulación de la señal de
entrada. Los bancos de síntesis ,  tienen básicamente las
mismas características que los filtros de análisis . El sobremuestreo de
las señales  produce las señales . Estas señales son filtradas por
 y finalmente sumadas para obtener 
(3‐11)
La ecuación (3‐11) se puede escribir de forma matricial como
(3‐12)
donde  y  está dado por (3‐9).
Para establecer las condiciones de reconstrucción perfecta (anti‐alias). Es
necesario combinar las ecuaciones del filtro de análisis y síntesis. La versión
modulada de la señal de salida corresponde a
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que, en notación matricial, corresponde a
(3‐14)
donde
(3‐15)
es la matriz de modulación del banco de filtros de síntesis. El banco de
filtros de análisis es descrito por (3‐10). Sustituyendo el vector  de las
señales en subbandas desde (3‐9) en (3‐14) se obtiene la relación entre las
señales de entrada y salida del banco de filtros dada por
(3‐16)
 es la matriz de transferencia dada por el producto de la matriz de
modulación del banco de filtros de síntesis y la transpuesta de la matriz de
modulación del banco de filtros de análisis. Esta matriz enlaza la señal de
entrada , y todas sus réplicas desplazadas en frecuencia, con la señal de
salida  y sus réplicas desplazadas.
El banco de filtros se considera libre de componentes de aliasing a la
salida si y solo si la matriz  tiene la siguiente forma diagonal
(3‐17)
Si, además, la función  es paso‐todo, entonces el banco de filtros no
provoca distorsión en la magnitud. Si la fase es lineal, entonces no existe
distorsión de fase o retardo de grupo. Si
(3‐18)
donde  es un número real, el banco de filtros es de reconstrucción
perfecta.
3.1.2.1 Funciones de Distorsión y Aliasing
La primera fila de la matriz de transferencia  da la señal de salida
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Filtrado Adaptativo en Subbandas(3‐19)
La señal de salida  depende de la señal original de entrada , e.g.,
 con , y de sus componentes alias , donde
. Para , la ecuación (3‐19) define la función de transfe‐
rencia del banco de filtros. Como, idealmente, se espera la reconstrucción
perfecta, esta función describe las distorsiones lineales del banco de filtros
y es denominada, por lo tanto, función de distorsión
(3‐20)
La función de aliasing describe el aliasing. Los diversos componentes
alias  de la señal de entrada, donde  no se cancelan
unos con otros a la salida. La funciones de transferencia correspondientes a
 deben ser consideradas aparte. Sin embargo, en la
práctica sólo se requiere de una única función para describir el aliasing
general en el banco de filtros. La función de aliasing está definida por
(3‐21)
la suma de todos los componentes alias incorrelados.
3.1.3 Bancos de Filtros Complejos Modulados
Se puede conseguir un desplazamiento equidistante en los bancos de fil‐
tros uniformes mediante la modulación compleja. En general, la recons‐
trucción no es perfecta, debido al aliasing y a la distorsión lineal. Sin
embargo, se puede mantener los errores a valores arbitrariamente peque‐
ños. A este tipo de reconstrucción se le denomina casi perfecta.
Si se divide el espectro  en un conjunto de  subbandas con
solapamiento marginal  se tiene
, (3‐22)
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Ampliación del Filtrado Adaptativo Multirresolucióndonde  es el ancho de banda de transición correspondiente a una res‐
puesta de un filtro de análisis real (Figura 3‐6(a)). El número de subbandas
 es un número entero par.
Si se considera el conjunto de  filtros FIR de la Figura 3‐3, cada uno de
longitud , con respuestas en frecuencia lateral ,  y con
la siguiente especificación de la respuesta
(3‐23)
como se muestra en la Figura 3‐6. Si se define
(3‐24)
Estos filtros están relacionados en el dominio del tiempo con un filtro
prototipo real con frecuencia de corte , como se muestra en la Figura 3‐
6(b), por
(3‐25)
Se asumen las siguientes restricciones
 y .
Observe que esta última hace corresponder la transformación de (3‐25)
con la GDFT (“GDFT ‐ Transformada Discreta de Fourier Generalizada” en
la página 102)  veces sobremuestreada, aunque sólo son necesarias las
primeras  subbandas1. 
1.  Para señales de entrada reales, las otras  señales en subbandas son complejas conjugadas de
las primeras  señales y, por lo tanto, redundantes. Por lo tanto, sin pérdida de generalidad, se
pueden ignorar las últimas  subbandas: .
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Filtrado Adaptativo en SubbandasComo los filtros de análisis y síntesis son complejos tienen respuestas en
frecuencia unilateral. Por ello se requiere del uso de aritmética compleja, en
lugar de real, en cualquier algoritmo que opere en el dominio de las sub‐
bandas.  y  introducen desplazamientos en los índices de frecuencia y
tiempo respectivamente. El desplazamiento en frecuencia  des‐
plaza las características paso‐banda del filtro  y mantiene cubierto el
rango de frecuencias de  por  subbandas (  par). Esto tiene un
gran impacto en la eficiencia computacional del procesado complejo en
subbandas. La selección de  permite asegurar la propiedad de fase
lineal del filtro  si es simétrico respecto a ;  es la longitud del
filtro.
Observe que si ambos  y 
(3‐26)
la GDFT se comporta como la DFT. El banco de filtros de la DFT está
referido al origen de tiempos  y a la frecuencia origen . Lo cual
lleva a una estructura de banco de filtros con ordenamiento de las subban‐
das en frecuencias pares. Esta forma de la DFT es quizá la más usada,
debido a la disponibilidad del algoritmo FFT y debido a su conveniencia
matemática, pero no siempre es la más apropiada [108]. La modificación en
el origen de las frecuencia permite otro tipo de ordenamiento de las sub‐
bandas. Por ejemplo, si el origen de frecuencias es  para un banco
de filtros de  subbandas, el ordenamiento de las subbandas es impar, de
manera tal que las frecuencias centrales de las subbandas corresponden a
, (3‐27)
Normalmente  y  son fracciones racionales menores que la unidad.
La forma en la cual  y  se conoce como DFT‐impar. Cuando
ambos  y  se le denomina DFT‐impar‐cuadrada. La
Figura 3‐7 muestra la magnitud espectral de un banco de filtros de 16 sub‐
bandas modulado GDFT. Observe que se ignoran los 8 subbandas superio‐
res.
m0 n0
m0 1 2⁄=
p n[ ]
0 π,( ) M 2⁄ M
n0 0=
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Ampliación del Filtrado Adaptativo Multirresolución3.1.4 Bancos de Filtros con Estructura Polifásica
Una implementación eficiente del sistema de bancos de filtros sobre‐
muestreado de la Figura 3‐3, con  señales en subbandas muestreadas por
, se basa en la modulación de los  filtros de análisis  y síntesis
, , de un filtro prototipo . La descripción polifásica se
utiliza para explotar la redundancia del diezmado por  [106][120][121]. La
descripción polifásica del m‐ésimo filtro de análisis corresponde a
(3‐28)
(3‐29)
produce una descomposición en  componentes polifásicos tipo‐I
 [106]. De manera similar, la señal de entrada es descompuesta en 
componentes polifásicos tipo‐II ,
(3‐30)
Si los componentes polifásicos se organizan en forma de vector,
(3‐31)
0 0.2 0.4 0.6 0.8 1
-150
-100
-50
0
50
frecuencia normalizada (ciclos por muestra))
m
a
gn
itu
d 
(dB
)
  filtro prototipo evaluado real
0 0.2 0.4 0.6 0.8 1
-150
-100
-50
0
50
frecuencia normalizada (ciclos por muestra))
m
a
gn
itu
d 
(dB
)
  banco de filtros modulado GDFT
a( )
b( )
M
K M< M Hm z( )
Gm z( ) m 1 … M, ,= P z( )
K
Hm z( ) z k– Hm k zK( )
k 0=
K 1–
∑=
Hm k z
K( ) hm nK k+( )z n–
n ∞–=
∞
∑=
K
Hm k z
K( ) K
Xk z( )
X z( ) z K– k 1–+ Xk zK( )
k 0=
K 1–
∑=
hm z( ) Hm 0 zK( ) Hm 1 zK( ) … Hm K 1– zK( )
T
=
Fig 3‐7. Respuesta en 
magnitud del filtro 
prototipo y de un 
banco de filtros de 
análisis de 16 
subbandas modulado 
GDFT.134
Filtrado Adaptativo en Subbandas(3‐32)
la señal en subbanda  se puede expresar como
(3‐33)
Para asegurar la compatibilidad, se asume que los filtros están siempre
sujetos a la descomposición polifásica tipo‐I y las señales a la tipo‐II.
Una notación más compacta para las operaciones del banco de filtros de
análisis colecta las  señales en un vector . Inser‐
tando (3‐33) se obtiene
(3‐34)
donde  es la matriz de análisis polifásica.
El banco de filtros de análisis de la Figura 3‐8 se puede implementar
como un demultiplexor seguido de un sistema MIMO lineal e invariante en
el tiempo . Para factorizar  se asume que los filtros de análisis
tienen  coeficientes y son obtenidos de un filtro prototipo  por modu‐
lación. 
De forma análoga al banco de filtro de análisis, el banco de filtros de sín‐
tesis de la Figura 3‐3 sobremuestrea las señales en las subbandas por un
factor  y aplica los filtros de interpolación , . Si todos los
filtros  y  son obtenidos del mismo filtro prototipo  y el banco
de filtros es de reconstrucción perfecta,  es paraunitaria1. La recons‐
trucción está dada por la matriz de síntesis polifásica , la cual es para‐
hermítica o paraconjugada de  y relaciona las muestras en subbandas a
los componentes polifásicos de la señal en banda completa,
1.  Una matriz función de transferencia  es paraunitaria si . La paraconjugada
 se obtiene de  por transposición, reemplazo de  por  y reemplazo de
cada coeficiente por su complejo conjugado.
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Ampliación del Filtrado Adaptativo Multirresolución(3‐35)
La Figura 3‐9 muestra el banco de filtro de síntesis que permite recons‐
truir la señal en banda completa. 
En [118] se propone una implementación eficiente de un banco de filtros
sobremuestreado basado en la representación del espacio de estados de la
factorización polifásica de  y .
La Figura 3‐10 muestra un diagrama de flujo de señal del banco de filtro
de análisis obtenido en [118]. El primer bloque corresponde a un demulti‐
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Filtrado Adaptativo en Subbandasplexor que actúa como una unidad de retardo de orden , en la cual entran
 muestras cada vez1. El segundo bloque multiplica por el vector de coefi‐
cientes del filtro . El último bloque de mezclas crea  subbandas
sumando convenientemente los coeficientes polifásicos.  es una matriz de
modulación (e.g., GDFT) que rota las sumas para obtener las señales en
subbandas. Observe que esta estructura requiere mantener en memoria 
muestras de señal y  muestras del filtro prototipo.
La Figura 3‐11 muestra el diagrama de flujos de la implementación del
banco de filtros de síntesis. Las muestras en las subbandas  son de‐
rotadas. El primer bloque duplica las  muestras en subbandas a  valores
para excitar los coeficientes del filtro prototipo en el siguiente bloque.
El último bloque multiplexa las muestras. De los  productos sólo las
últimas  muestras son retenidas en la línea de retardo. La salida  es
el resultado de sumas las  muestras menos significativas de los productos
con las  muestras menos significativas de la línea de retardo.
1.  El algoritmo necesita acumular un bloque de  muestras para realizar la descomposición.
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Ampliación del Filtrado Adaptativo MultirresoluciónLa matriz de modulación determina el tipo de implementación del
banco de filtros. El banco de filtros modulado DFT determina una matriz
de transformación  de dimensión  con los filtros ordenados
de forma par (centrados en , ). Si  es la matriz de
DFT generalizada (GDFT), el ordenamiento de los filtros es impar (centra‐
dos en , ) y permite una factorización, par‐
tiendo de la matriz DFT . 
 y , , pueden tener forma diagonal
si se cambia el signo de la función prototipo convenientemente [120]. Se
puede explotar la simetría adicional en la secuencia de modulación de los
bancos de filtros ordenados‐impar (periodicidad ) alternando cambios
de signos sobre los bloques de  coeficientes. En lugar de modificar el
bloque de mezclas (último del banco de filtro de análisis y primero del
banco de filtro de síntesis) es más conveniente incorporar los cambios de
signos en la función prototipo.
La Figura 3‐12(a) muestra la función prototipo  en el dominio del
tiempo y la parte inferior (b) la función prototipo modificada que permite
obtener una implementación más eficiente. Para mejorar la eficiencia se
puede utilizar la FFT en lugar de la DFT.
Una ligera modificación del banco de filtros modulado GDFT permite la
implementación de la modulación SSB lo que permite obtener señales
reales en subbandas. Para ello se debe diezmar el banco de filtros sólo por
, realizar una operación compleja adicional sobre las señales en las sub‐
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Filtrado Adaptativo en Subbandasbandas , seguida de una operación real. En la parte de síntesis, es
necesario aplicar una demodulación antes de alimentar las señales en sub‐
bandas al banco de filtros de síntesis modulado GDFT [108].
3.1.5 Descomposición en Subbandas (sin retardo)
La Figura 3‐13 muestra la descomposición en subbandas de un sistema
lineal e invariante en el tiempo1 (LTI) arbitrario. La señal de entrada pasa
por un banco de  filtros de análisis ,  que la desdobla
en  señales de subbanda . Cada una de estas señales es diezmada por
un factor  (sobremuestreada), pasa por un banco de filtros  que
aporta los componentes necesarios para recuperar un filtro arbitrario en
banda completa a cuya salida se tiene las señales . Estas son interpola‐
das, por un factor , y sintetizadas a su paso por un banco de filtros de sín‐
tesis , . Por último la señal  es la suma de todas las
señales de las subbandas. Se asume  real, por lo que se debe considerar
sólo la parte real de  y sólo son necesarias las  primeras subbandas
para recuperar la señal. Este escenario es equivalente a la convolución en
banda completa  de un sistema  LTI cualquiera. 
De manera similar, en el banco de filtros de síntesis , cada sub‐
banda impone alguna imagen en las otras bandas debido al solapamiento o
dispersión espectral de los filtros de interpolación.
Para que la descomposición en subbandas del sistema propuesto en la
Figura 3‐13 represente al sistema , para una selección adecuada de
, . es necesario que los bancos de filtros de análisis y
síntesis satisfagan las siguientes propiedades de diseño
1.  LTI ‐ Linear Time Invariant.
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Ampliación del Filtrado Adaptativo Multirresolución, (3‐36)
(3‐37)
 es una constante y  es un retardo introducido por causalidad. La
inclusión del segundo término en (3‐37) es equivalente a tomar la parte real
en el dominio del tiempo. La ecuación (3‐36) se puede satisfacer haciendo
 no demasiado grande respecto a  y la ecuación (3‐37) haciendo  un
filtro raíz de Nyquist. Observe que una condición necesaria para que se
cumpla (3‐36) es que las respuestas en frecuencia  y  sean unila‐
terales. Para respuestas de doble banda lateral no puede haber  copias
de , cada una trasladada  radianes, sin solapamiento con 
en sus bandas de paso para algunos valores de , independientemente del
valor de .
La Figura 3‐14 muestra un ejemplo de  después de submuestrear y
luego sobremuestrear por un factor de . En esta figura se puede observar
como se satisface la propiedad (3‐36) sólo si el desplazamiento  es
mayor que el ancho de banda ocupado por una subbanda . Por ejemplo
(3‐38)
ó
(3‐39)
El prototipo ideal  es tal que (3‐38) y (3‐39) se satisfacen con la igual‐
dad.
Para especificar los componentes en subbandas  es necesario utili‐
zar las condiciones impuestas a los bancos de filtros de análisis y síntesis de
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Filtrado Adaptativo en Subbandasla Figura 3‐13 de manera tal que la salida  corresponda a la convolución
en banda completa  de un sistema  LTI cualquiera. 
Suponga, para mayor claridad que las señales a la salida de los diezma‐
dores corresponda a  y a la entrada de los interpoladores . De esta
manera
(3‐40)
(3‐41)
En notación matricial (3‐41) se define por
(3‐42)
donde  es un vector de dimensión . 
es la matriz de componentes de alias dada por
(3‐43)
de dimensión  y  es el vector de
entrada de dimensión . Las señales  después del interpolador y
arregladas como un vector  se pueden expresar como
(3‐44)
donde
(3‐45)
Por lo que la salida del banco de filtros se puede expresar como
(3‐46)
donde
(3‐47)
. Observe que para que se cumpla (3‐40)
. El k‐ésimo elemento  de  esta dado por
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Ampliación del Filtrado Adaptativo Multirresolución(3‐48)
De (3‐36), cada conjunto de respuestas en frecuencia  y  se
solapa sólo en sus bandas de rechazo para . Por el momento, si se
asume un filtro prototipo ideal, se tiene que
, (3‐49)
lo cual resulta una evidencia de que el error de aliasing es suprimido en
las subbandas. Tomando en cuenta (3‐46), (3‐48) y (3‐49) se tiene que
(3‐50)
Si  es seleccionado, de manera tal que satisfaga
, (3‐51)
la salida del banco de filtros  es equivalente a la salida en (3‐40).
Sustituyendo (3‐51) en (3‐50) se obtiene
(3‐52)
tomando la parte real del equivalente en el dominio del tiempo,
teniendo en cuenta que ambas:  y  son señales reales y utilizando (3‐
37) se obtiene
(3‐53)
La salida de la descomposición en subbandas de la Figura 3‐14 es equi‐
valente a una versión escalada y retardada de la salida de un sistema LTI
 arbitrario. En resumen, como consecuencia de (3‐36) y (3‐37), es posible
insertar un sistema  diagonal entre los bancos de filtros de análisis y
síntesis de manera tal que sea equivalente a un sistema FIR  cualquiera.
Los filtros  que satisfagan (3‐51) se denominan componentes en sub‐
bandas de  [72].
Cuando el filtro prototipo no es ideal y tiene una banda de rechazo finita
la propiedad (3‐36) se mantiene sólo aproximadamente y las ecuaciones (3‐
49) a (3‐53) también. Esta aproximación puede llegar a ser arbitrariamente
buena según la respuesta del filtro prototipo  se acerque a la ideal. Es
posible encontrar componentes FIR en subbandas ,  tal
ak z( ) 1K--- Gm z( )Cm z
K( )Hm zWKk( )
m 1=
M 2⁄
∑
k 1 … K, ,=
=
Hm zWK
k( ) Gm z( )
k 0≠
ak z( ) 0= k 1 … K 1–, ,=
Y z( ) X z( ) 1K--- Hm z( )Cm z
K( )Gm z( )
m 1=
M 2⁄
∑=
Cm z
K( )
Hm z( )Cm zK( ) Hm z( )S z( )= m 1 … M 2⁄, ,=
Y z( )
Y z( ) S z( )X z( ) 1K--- Hm z( )Gm z( )
m 1=
M 2⁄
∑=
x n[ ] s n[ ]
ℜ Y z( ){ } X z( )S z( )dz
k0–
K
-----------=
S z( )
C z( )
S z( )
Cm z( )
S z( )
P z( )
Cm z( ) m 1 … M 2⁄, ,=142
Filtrado Adaptativo en Subbandasque el sistema de la Figura 3‐14 se asemeje a  en el sentido de mínimos
cuadrados para  si  es un FIR. Partiendo de (3‐51) y submues‐
treando en ambos lados se obtiene
(3‐54)
Si el aliasing en las subbandas se mantiene pequeño, una buena selec‐
ción de  en (3‐54) será una buena opción en (3‐51). El error de esta
aproximación es
(3‐55)
de manera tal que se puede encontrar una aproximación en mínimos
cuadrados para  sobre el círculo unidad como
(3‐56)
que en el dominio del tiempo, utilizando el teorema de Parseval, es igual
a
(3‐57)
De (3‐57), es posible definir la magnitud en el dominio del tiempo de
 como
(3‐58)
cuando . Igualmente, es posible definir la versión en el domi‐
nio del tiempo de  cuando .
(3‐59)
La solución en mínimos cuadrados dada por (3‐57)  es la 
que fuerza al correspondiente  lo más cerca posible, en el sentido de
mínimos cuadrados a la señal .
La longitud de  está dada por
(3‐60)
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Ampliación del Filtrado Adaptativo Multirresolucióndonde  es un operador de redondeo al alza.  es la longitud de ,
 es la longitud de . Como se quiere que , la longitud de los
componentes en subbandas  queda restringida a
(3‐61)
Es importante observar que la longitud de los componentes en subban‐
das son del orden de , lo que es significativamente más pequeño que 
para  grande.
Se puede obtener los coeficientes en el sentido de mínimos cuadrados de
(3‐57) resolviendo
(3‐62)
donde , y  es la matriz de convolución
Toeplitz
(3‐63)
Por lo que, los componentes en subbandas de la respuesta al impulso
FIR  está dado por
, (3‐64)
donde  es la pseudo‐inversa de Moore‐Penrose de . Se puede con‐
cluir que, dado un sistema  en banda completa de longitud , y un con‐
junto de  filtros de análisis y de síntesis de longitud  que satisfacen (3‐
36) y (3‐37), se puede aproximar un sistema LTI FIR en banda completa ,
en el sentido de mínimos cuadrados, con una secuencia de  filtros en
banda ,  de longitud . 
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Filtrado Adaptativo en Subbandaspleto  correspondiente al conjunto de componentes en subbandas 
de una secuencia  se puede obtener como
(3‐65)
y corresponde a la respuesta al impulso de la Figura 3‐14.
3.1.6 Diseńo del Filtro Prototipo
El diseño de los filtros de análisis  y síntesis , para la técnica
de banco de filtros compleja descrita, tiene menos restricciones que los sis‐
temas en subbandas convencionales porque no requiere cancelar los com‐
ponentes de aliasing indeseables. Los únicos requisitos que debe satisfacer
son los definidos en (3‐36) y (3‐37). Para satisfacer (3‐36), es necesario que
se cumpla (3‐38). En [72] se proponen dos técnicas para el diseño del filtro.
La primera se basa en la factorización espectral del filtro de Nyquist1. El
segundo es un procedimiento de mínimos cuadrados estableciendo los cri‐
terios de atenuación en banda base y de rechazo de la función objetivo en
el dominio de la frecuencia.
La Figura 3‐15 muestra la respuesta en frecuencia del filtro prototipo
evaluado real  para un banco de filtros sobremuestreado modulado
GDFT con factor de diezmado  como el correspondiente a la Figura 3‐13.
La selección de un filtro prototipo con una buena atenuación en la banda de
rechazo de  suprime, lo mejor posible, el aliasing en las subbandas.
Si la atenuación en la banda de rechazo es lo suficientemente alta se cumple
(3‐36).
1.  Cualquier función sinc(.) enventanada es un filtro de Nyquist [106].
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Ampliación del Filtrado Adaptativo MultirresoluciónEn [119] se propone un método de minimización en mínimos cuadrados
cuyos términos de coste corresponden a dos términos de error en estado
estable. El primero es el error cuadrático medio mínimo, definido como la
potencia de los errores en subbandas  con respecto al error en banda
completa . Este término es embebido en una relación señal/alias1. El
segundo es la precisión del modelado. Esta medida representa cuán bien
puede modelar la estructura en subbandas el sistema desconocido .
Este método tiene una conexión directa con el sistema descrito en “Des‐
composición en Subbandas (sin retardo)” porque enlaza el error de mode‐
lado de una estructura en subbandas de la Figura 3‐13 para la
reconstrucción del modelo equivalente en banda completa.
La Figura 3‐16 muestra que es posible definir un modelo equivalente en
banda completa 
 (3‐66)
al sistema desconocido  mediante la adaptación en subbandas de un
conjunto de filtros óptimos .  es la función de transferencia del
banco de filtros. No es posible la identificación exacta de  a partir de (3‐
66). El desajuste entre la respuesta deseada  y el modelo en banda com‐
pleta equivalente  cuantifica el error de modelado como
(3‐67)
El último término  corresponde al error en la reconstrucción
perfecta ponderado por el sistema desconocido . El error de la recons‐
trucción  expresado en el dominio de la frecuencia
(3‐68)
1.  SAR ‐ Signal Alias Rate. Se puede reducir la potencia de error con un filtrado adaptativo que mini‐
mice este factor.
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Filtrado Adaptativo en Subbandasse puede expresar en términos del filtro prototipo , el cual tiene que
satisfacer la propiedad en M‐banda con su secuencia de autocorrelación
[106]
(3‐69)
Por lo que, el error de modelado del sistema de adaptación en subban‐
das se puede enlazar con el filtro prototipo del banco de filtros. El error de
reconstrucción en (3‐69) es equivalente al error, en complementariedad de
potencia, a minimizar en el diseño del filtro prototipo por un banco de fil‐
tros modulado.
El error cuadrático medio mínimo (a través de la SAR) se puede expre‐
sar, en función del filtro prototipo, como
(3‐70)
Esta magnitud determina la cantidad de aliasing y por lo tanto, consti‐
tuye un término de coste a minimizar en el diseño del filtro prototipo.
La Figura 3‐12(a) muestra una función prototipo  creada para
 subbandas y , con un factor de atenuación en la banda de
rechazo . La Figura 3‐7(a) muestra la magnitud espectral de la
función prototipo  y la Figura 3‐7(b) el banco de filtros obtenido con
ella.
3.1.7 Filtrado Adaptativo en Subbandas Monocanal
En el apartado “Cancelación de Ecos Multirresolución” en la página 33
se esboza el esquema de adaptación en subbandas tradicional. El esquema
con retardo requiere del banco de filtros de síntesis para devolver a banda
completa la señal de error , en la configuración lazo abierto; o la señal
de eco adaptada , en la configuración lazo cerrado. Ambos esquemas
están representados por la Figura 1‐16 en la página 34 y por la Figura 1‐17
en la página 35 respectivamente. Con una implementación polifásica de los
bancos de filtros la adaptación se realiza por bloques de  muestras. El
bloque entra a una línea de retardo de orden  que genera  muestras
en subbandas.
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Ampliación del Filtrado Adaptativo MultirresoluciónLa estructura descrita en “Descomposición en Subbandas (sin retardo)”
es más interesante, dada su característica sin retardo, para el desarrollo de
algoritmos de adaptación en el dominio de las subbandas en tiempo real.
Este planteamiento requiere adaptar los coeficientes de los filtros en sub‐
bandas y filtrar en banda completa mediante la convolución particionada.
Igualmente son posibles dos configuraciones: lazo abierto y lazo cerrado;
según qué señal pasa al dominio de las subbandas. 
En la configuración de lazo abierto (Figura 1‐18 en la página 37) la señal
de entrada  y deseada  pasan al dominio de las subbandas,  y
, el error en el dominio de las subbandas está dado por
(3‐71)
El filtrado adaptativo se realiza en subbandas independientemente y
puede ser con o sin memoria; inclusive diferente para cada subbanda o con
distinto juego de parámetros. El filtro en banda completa  se obtiene
aplicando la ecuación (3‐65) y el error en banda completa
(3‐72)
Ambos vectores: de entrada  y de señal deseada  son líneas de
retardo de orden , igual a la longitud del filtro en banda completa ,
que, por cada bloque, reciben  nuevas muestras de  y  respectiva‐
mente.
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Filtrado Adaptativo en SubbandasEn la configuración de lazo cerrado (Figura 1‐19 en la página 37) el error
que utiliza el algoritmo adaptativo en cada subbanda se obtiene transfor‐
mando el error en banda completa  al dominio de las subbandas.
La Figura 3‐17 muestra la implementación polifásica del filtrado adap‐
tativo en subbandas sin retardo en lazo abierto. El operador de transforma‐
ción  corresponde a la ecuación (3‐65).
Experimento 4
La Figura 3‐18 muestra el comportamiento del SAF‐CG. En todas las
subbandas se utiliza filtrado adaptativo mediante gradiente conjugado
aplicando el método Hestenes‐Stiefel. El algoritmo está configurado para
 subbandas, de las cuáles sólo se utilizan la primera mitad. La longi‐
tud de cada partición . La longitud del filtro prototipo es
. La longitud de las respuestas al impulso ha sido recortada a
. La potencia de la señal de voz respecto a la respuesta la impulso
es de 90 dB y la relación señal ruido del ruido de fondo de 40 dB.
La longitud de los filtros en el dominio de la frecuencia es  y la
memoria del algoritmo de gradiente conjugado para la estimación de la
autocorrelación es . El umbral de error cuadrático medio
para abortar la búsqueda de nuevas direcciones conjugadas es de ‐45 dB.
Aunque el comportamiento del desajuste es muy bueno, no lo es así el
del error cuadrático medio. Esto se debe al error que introduce la adapta‐
ción en subbandas y el filtrado en banda completa. A pesar de que la adap‐
tación en subbandas puede ser muy buena.
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Ampliación del Filtrado Adaptativo Multirresolución3.1.8 Filtrado Adaptativo en Subbandas Multicanal
El filtrado adaptativo multicanal en subbandas adapta  filtros que
tiene en cuenta la correlación entre las señales por subbandas; como si de
un caso de filtrado adaptativo en banda completa se tratase para cada una
de las subbandas. Nuevamente son posibles dos configuraciones: lazo
abierto (Figura 1‐20 en la página 39) y lazo cerrado (Figura 1‐21 en la
página 40); en dependencia de las señales involucradas en la adaptación.
Para lazo abierto el error es definido igualmente por (3‐72) pero los vec‐
tores de entrada y de coeficientes ahora están definidos por
, con  y
, con . 
Los  vectores de coeficientes ,  en banda completa se
obtienen mediante la ecuación (3‐65) a partir de los filtros adaptados en
subbandas de cada canal  para  y . Aunque
el vector de entrada  por cada canal tiene dimensión  actúa como
una línea de retardo en la cual, en cada iteración , actualiza  muestras1.
De la misma manera, es posible seleccionar un algoritmo de adaptación
diferente para cada subbanda o un juego de parámetros diferentes. Para
que la adaptación sea sin retardo, es importante que el filtrado en banda
completa se realice por convolución particionada (véase “Convolución Par‐
ticionada” en la página 171).
Este esquema permite adaptar por cada canal y en cada subbanda con
filtros muy cortos de longitud  dada por (3‐61) y, por lo tanto, el empleo
de algoritmos más complejos de adaptación con alta velocidad de conver‐
gencia. 
La estructura propuesta es altamente paralelizable, lo cual permite, para
aplicaciones en tiempo real, compartir la carga computacional entre diver‐
sos procesadores. La Figura 3‐19 muestra una implementación polifásica
del filtrado adaptativo multicanal en subbandas sin retardo en lazo abierto.
El operador de transformación  corresponde a la ecuación (3‐65).
1.  La operación es definida como un registro de desplazamiento donde las últimas  muestras corres‐
ponden a las  muestras menos significativas de la línea de retardo.
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Ampliación del Filtrado Adaptativo MultirresoluciónExperimento 5
La Figura 3‐20 muestra el comportamiento del SAF‐CG para el caso esté‐
reo ( ).
Las condiciones del experimento son las mismas que en el experimento
1. El comportamiento es ligeramente inferior en ambos: el error cuadrático
medio y el desajuste.
Experimento 6
Para  canales el comportamiento del SAF‐CG se resiente, principal‐
mente en el desajuste.
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Filtrado Adaptativo en el Dominio de la Frecuencia3.2 Filtrado Adaptativo en el Dominio de la 
Frecuencia
La implementación del filtrado adaptativo en el dominio de la frecuen‐
cia aprovecha dos factores para reducir la complejidad computacional y
disminuir el retardo: la estrategia de actualización por bloques permite
adaptar a una frecuencia de muestreo mucho más baja que la de la señal y
el uso de algoritmos que realizan, eficientemente, filtrado convolutivo. La
reducción de la complejidad es posible porque el algoritmo acumula mues‐
tras, hasta alcanzar la longitud de un bloque, y a continuación adapta los
coeficientes y pone un bloque de muestras a la salida. La longitud de este
bloque depende del número de particiones en que se seccione la respuesta
al impulso. El filtrado convolutivo se basa en la sustitución de la operación
de convolución en el dominio del tiempo por la convolución en el dominio
de la frecuencia.
La operación básica subyacente en el filtrado adaptativo en el dominio
de la frecuencia es la transformación de la señal de entrada en una forma
“más deseable” antes del proceso de adaptación [69]. Esta transformación
al dominio de la frecuencia, no‐adaptativa e independiente de los datos, se
realiza con una o más transformadas de Fourier (DFTs) y constituye un
paso de preprocesado que genera señales aproximadamente decorreladas
(ortogonales). Esto permite utilizar pasos de adaptación variantes en el
tiempo por cada coeficiente del filtro y con ello una convergencia más uni‐
forme. La velocidad de convergencia de los algoritmos de gradiente‐des‐
cendente depende de la disparidad de los autovalores de la matriz de
autocorrelación de la señal de entrada.
3.2.1 BFDAF1
El filtrado adaptativo por bloques en el dominio de la frecuencia es una
implementación eficiente y directa del filtrado adaptativo por bloques en el
dominio del tiempo. Esta eficiencia se logra aprovechando la equivalencia
entre la convolución lineal y la convolución circular (multiplicación en el
dominio de la frecuencia) según el teorema de Parseval. Como el cómputo
1.  Filtrado adaptativo por bloques en el dominio de la frecuencia (BFDAF ‐ Block Frequency Domain
Adaptive Filtering).153
de la DFT inherentemente realiza una convolución circular, la implementa‐
ción de la convolución lineal deseada requiere ciertas restricciones de los fil‐
tros adaptativos. Estas restricciones fuerzan ciertos elementos de los
vectores de señal a cero y el uso de sólo un subconjunto de componentes
para su uso posterior en el algoritmo. La eliminación de alguna de estas res‐
tricciones puede reducir la complejidad computacional a cambio de la
degradación en las prestaciones del algoritmo. El algoritmo puede que no
converja a la solución de Wiener.
En dependencia de la organización de las muestras con el producto de
dos DFTs se puede obtener una convolución o una correlación circular. Se
puede demostrar que ciertos elementos de la convolución circular corres‐
ponden a un subconjunto de la convolución lineal [9][69] y que su tamaño
depende de las longitudes relativas de las dos secuencias.
Existen dos técnicas para realizar una convolución lineal con algoritmos
FFT: solapar‐salvar y solapar‐añadir1. Con el solapamiento de ciertos ele‐
mentos de las secuencias de datos y la retención de sólo un subconjunto del
producto DFT final se puede obtener la convolución lineal entre una
secuencia de longitud finita y una secuencia de longitud infinita. En este
caso y usando como ejemplo el caso multicanal ( ), el vector de pesos
en el dominio de la frecuencia  corresponde a la secuencia de longitud
finita de dimensión  y la señal de entrada  a la secuencia de longitud
infinita. Para generar  muestras a la salida, es necesario el uso de DFTs de
longitud . El tamaño óptimo del bloque es  y una longitud
adecuada de la DFT de ‐puntos ( ).
Ambas técnicas: solapar‐salvar, solapar‐añadir son equivalentes desde
el punto de vista computacional y de prestaciones. Sólo las ecuaciones que
definen ambos algoritmos son ligeramente diferentes. Por ello, en esta tesis,
se considera sólo el primer caso: solapar‐salvar. En [69] se detallan ambos
métodos para filtrado adaptativo monocanal.
Este algoritmo, en su forma directa, no es práctico para la aplicación de
cancelación de ecos, dada la enorme longitud de los filtros adaptativos
involucrados, pero sirve como base teórica y punto de partida del PBFDAF.
1.  overlap‐save, overlap‐add.
P 1=
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B
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Filtrado Adaptativo en el Dominio de la FrecuenciaLos algoritmos adaptativos en el dominio de la frecuencia generalmente
tienen una recursión similar a la actualización de los algoritmos adaptati‐
vos en el dominio del tiempo por bloques.
3.2.1.1 BLMS
El algoritmo de adaptación en bloque considera la actualización de los
coeficientes del filtro adaptativo sólo una vez cada  muestras por lo que
se puede decir que tiene memoria de longitud . La actualización de los
pesos en bloque, correspondiente al LMS, se puede describir como
(3‐73)
La matriz , definida por las ecuación Ecuación 2‐11 en la página 67
de dimensión , almacena  muestras por cada canal.  per‐
mite definir la memoria del algoritmo ( ) y  corresponde a la longitud
del filtro. El índice temporal  hace referencia a una sola actualización de
los pesos desde el tiempo  hasta el  basado en las  muestras acumu‐
ladas y otorga la denominación de recursión por bloque. Observe que todos
los términos del error en el sumatorio dependen del mismo vector de pesos
 de dimensión .
(3‐74)
con
(3‐75)
 es el valor más eficiente para los algoritmos basados en la FFT
[69]. La actualización en (3‐73) opera a una frecuencia de muestreo mucho
más baja que la de las muestras que llegan. El cambio de variable  en (3‐
73) corresponde a un incremento de  muestras del índice original . Si
, donde  es un múltiplo entero de , se puede factorizar el argu‐
mento  como  y, si se elimina la dependencia explícita del
vector de pesos de , se obtiene el cambio de variable en (3‐73).
La estimación del gradiente de bloque está dada por
(3‐76)
y se obtiene de la diferenciación de error cuadrático medio bloque dado
por , donde . La
dimensión del vector del gradiente es de .
El algoritmo BLMS en bloque en (3‐73) minimiza la misma función de
comportamiento MSE que el LMS no‐bloque dado por la Ecuación 2‐60 en
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la página 79. La estimación del gradiente en (3‐76) puede verse como una
estimación más precisa del verdadero gradiente (en cada actualización se
promedian  términos). Para señales estacionarias en sentido amplio, el
vector de coeficientes en estado estable (solución de Wiener), el desajuste,
y las constantes de tiempo del BLMS son idénticas a las del LMS estándar.
La única diferencia es que el tamaño del paso de adaptación en el BLMS
debe ser escalado por . Si la matriz de autocorrelación de la señal de
entrada tiene un dispersión de autovalores alta, el BLMS puede converger
más lentamente que el LMS debido al límite superior más ajustado de .
Observe que la estimación del gradiente en (3‐76) es una correlación lineal
entre la señal de error y el vector de señal de entrada y (3‐75) es una convo‐
lución lineal entre los coeficientes y los vectores de la señal de entrada. Es
posible implementar eficientemente cada una de estas operaciones
tomando sus transformadas discretas de Fourier, calculando sus productos
y tomando la transformada inversa de Fourier para obtener el resultado [9].
Esto permite una realización eficiente en el dominio transformado cuyo
algoritmo se conoce como BFDAF.
3.2.1.2 BLMS en el Dominio de la Frecuencia
En el algoritmo BLMS el vector de coeficientes  tiene orden .
Sin embargo, para la implementación del BLMS en el dominio de la fre‐
cuencia es conveniente un reordenación de los datos en una matriz  de
dimensión . Si se supone , la matriz de coeficientes en el dominio
de la frecuencia se define por 
(3‐77)
donde  es la transformada de Fourier
correspondiente al canal  de dimensión .
y la matriz de la señal de entrada, en el dominio de la frecuencia, como
(3‐78)
 es la transformada de Fourier de la matriz de entrada  de
dimensión , donde  es la transformada
de Fourier correspondiente al canal  de dimensión .
 es la matriz DFT de orden  con elementos  para
 y . Se elige esta notación por simplificación en la for‐
N
N
μ
w m[ ] LP 1×
W m[ ]
L P× M L=
W m[ ] w1 m[ ] w2 m[ ] … wP m[ ] FW m[ ]= =
wp m[ ] w1p m[ ] w2p m[ ] … wMp m[ ]
T
=
P M 1×
X m[ ] x1 m[ ] x2 m[ ] … xP m[ ] FX m[ ]= =
X m[ ] X m[ ]
M P× xp m[ ] x1p m[ ] x2p m[ ] … xMp m[ ]
T
=
P M 1×
F M M× Fkl e j2πkl– M⁄=
k l, 0 … M 1–, ,= j 1–=156
Filtrado Adaptativo en el Dominio de la Frecuenciamulación porque, en la práctica, es conveniente la utilización de la FFT, que
es un algoritmo eficiente para obtener la DFT. Su inversa  está dada por
 tal que , donde  es una matriz identidad de orden
.
La salida del filtro en el dominio de la frecuencia es
1 (3‐79)
La forma general del BFDAF puede ser expresada como
(3‐80)
(3‐81)
La matriz variante en el tiempo  es diagonal y contiene los pasos de
adaptación , .  es el vector de error en el dominio de
la frecuencia definido por  y  una
matriz formada por  réplicas del vector de error.  es la matriz de restric‐
ciones para el gradiente que deben ser impuestas para conseguir una corre‐
lación lineal. Estas restricciones se definen normalmente en el dominio del
tiempo y  es su transformación en el dominio de la frecuencia. Observe
que  pre‐multiplica a ; por lo que estas restricciones también se apli‐
can a la matriz de los pasos de adaptación.  es la matriz de gradiente
de orden .
La Figura 1‐22 en la página 41 y la Figura 1‐23 en la página 42 muestran
dos configuraciones típicas de filtrado adaptativo en el dominio de la fre‐
cuencia. La única diferencia entre ambas es el dominio donde se calcula el
error: la primera en el tiempo y la segunda en la frecuencia. La Figura 3‐22
muestra la implementación del método de solapar‐salvar a la configuración
de la Figura 1‐22 en la página 41 que calcula el error en el dominio del
tiempo.
Método de Solapar‐Salvar
El método de solapar‐salvar utiliza una matriz de la señal de entrada
 de orden  que contiene  muestras del bloque en curso y
otras  muestras del bloque anterior (como la longitud de la DFT es
, se dice que la concatenación se realiza con un 50% de solapa‐
miento). De  sólo interesan los  primeros términos, que son los que
corresponden a la convolución circular. Esta ecuación es completamente
1.  El operador  indica multiplicación elemento a elemento ( ) y corres‐
ponde a la convolución circular.
F 1–
F 1– FH M⁄= FHF MIM= IM
M
Y m[ ] X m[ ] W m[ ]⊗=
  ⊗ Yi j m[ ] Xij m[ ]Wi j m[ ]=
W m 1+[ ] W m[ ] 2Cμ m[ ]G m[ ]+=
G m[ ] X∗ m[ ] E⊗ m[ ]=
μ m[ ]
μi m[ ] i 0 … M 1–, ,= e m[ ]
e m[ ] Fe m[ ]= E m[ ] e m[ ] e m[ ] … e m[ ] M P×=
P C
C
C μ m[ ]
G m[ ]
M P×
X m[ ] 2L P× L P×
L P×
M 2L=
y m[ ] L157
equivalente a realizar el producto interno en (3‐75)  veces, pero requiere
menos complejidad debido a la eficiencia de la FFT. 
Una técnica similar se puede emplear para adaptar los pesos porque el
gradiente en (3‐76) es una correlación lineal y los pesos son fijos para el
bloque entero de  muestras.
Los errores son calculados en el dominio del tiempo de acuerdo a
, donde . El vector
de error  se transforma al dominio de la frecuencia mediante
(3‐82)
El vector de error es aumentado con  ceros porque, para implementar
la convolución lineal, es necesario descartar  muestras según
(3‐83)
(3‐84)
El vector  se obtiene de sumar las columnas de la matriz
 en (3‐84) obtenida en (3‐79). Alternativamente,
 juega el mismo rol en la correlación que  en la convolución
excepto que en el error los ceros preceden a  porque una correlación es,
básicamente, una convolución invertida. Otro detalle a tener en cuenta para
la implementación multicanal es que cada canal  se actualiza según el
mismo error definido por (3‐82) por lo que para la estimación del gradiente
es necesario multiplicar cada columna de las muestras de entrada en el
dominio de la frecuencia por este vector de error o, alternativamente, crear
una matriz de error con  réplicas del vector de error
 como en (3‐80). 
L
L P×
e m[ ] d m[ ] y m[ ]–= d m[ ] d mL[ ] d mL 1+[ ] … d mL L 1–+[ ] T=
e m[ ]
e m[ ] F 0L 1×
e m[ ]
=
L
L
y m[ ] últimos L componentes de F 1– y m[ ]=
y m[ ] yp m[ ]
p 1=
P
∑=
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Y m[ ] y1 m[ ] y2 m[ ] … yP m[ ]=
e m[ ] W m[ ]
e m[ ]
P
P
E m[ ] e m[ ] e m[ ] … e m[ ] M P×=
Fig 3‐22. BFDAF 
multicanal. Método 
solapar‐salvar con el 
error calculado en el 
dominio del tiempo.
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Filtrado Adaptativo en el Dominio de la FrecuenciaObserve que
(3‐85)
De la misma manera la estimación del gradiente de bloque se define
como
(3‐86)
Esta vez, sólo se seleccionan los primeros elementos (coincidentes con la
correlación)1. Los  primeros términos corresponden exactamente con el
gradiente bloque estimado en el dominio del tiempo en (3‐76) para .
 es una matriz de dimensión . Para la adaptación, dado que el
vector de coeficientes fue aumentado en (3‐85), es necesario aumentar el
gradiente de la misma manera
(3‐87)
(3‐88)
La ecuación (3‐87) es equivalente a la actualización en (3‐80) excepto por
el uso de la DFT para implementar la convolución de salida y la correlación
del gradiente.
La selección de las  primeras muestras de  en (3‐86) y la extensión
con ceros en (3‐87) se realiza para asegurar que el seccionamiento de las
muestras para la obtención del gradiente en el dominio de la frecuencia, sea
equivalente al dominio del tiempo. La Figura 3‐23 muestra estas dos
nuevas operaciones de transformación necesarias sobre el gradiente. 
Esta operación se conoce como restricción del gradiente. En el dominio del
tiempo existen sólo  coeficientes, por lo que debería existir un número
“equivalente” en el dominio de la frecuencia. Por ejemplo, si se realiza la
transformada inversa de los  coeficientes en el dominio de la frecuencia
a través de una IDFT, sólo los primeros  coeficientes transformados son
distintos de cero. El vector de coeficientes en el dominio de la frecuencia en
(3‐85) es generado añadiendo  ceros por cada canal , pero sólo los últi‐
mos  términos de  son normalmente distintos de cero. Las restric‐
ciones del gradiente aseguran la actualización correcta de los pesos.
1.  Como  es una matriz los primeros  elementos corresponden a las primeras  filas. Cada
columna contiene el gradiente correspondiente a cada canal .
W m[ ] F W m[ ]
0L P×
=
G m[ ] primeros L componentes de F 1– G m[ ]=
L
G m[ ] L L
p 1 … P, ,=
N L=
G m[ ] L P×
W m 1+[ ] W m[ ] 2μG m[ ]+=
G m[ ] F G m[ ]
0L P×
=
L G m[ ]
L
2L
L
L P
L F 1– G m[ ]159
La eliminación de las restricciones del gradiente en (3‐89) y (3‐90) en el
algoritmo provoca que el vector de coeficientes de longitud  en el domi‐
nio de la frecuencia no se corresponda íntegramente con los  pesos en el
dominio del tiempo, por lo puede introducir efectos de recirculación que
pueden empeorar las prestaciones en estado‐estable del algoritmo adapta‐
tivo.
(3‐89)
(3‐90)
Como la implementación del BFDAF con el método de solapar‐salvar es
simplemente una implementación eficiente del BLMS en el dominio de la
frecuencia, tiene las mismas propiedades en términos de desajuste, veloci‐
dad de convergencia, y el rango de estabilidad del tamaño del paso de
adaptación . Si se utiliza un paso de adaptación diferente para cada coefi‐
ciente adaptativo se puede mejorar las prestaciones del algoritmo sin incre‐
mentar su error cuadrático medio mínimo. Por lo que, no sólo reduce la
complejidad computacional, sino que también puede mejorar la velocidad
de convergencia compensando la variación de la potencia de la señal a
través de las muestras1 de frecuencia. El problema principal del BFDAF es
la enorme longitud de los bloques que provoca un retardo inaceptable para
aplicaciones en tiempo real.
3.2.2 PBFDAF
El PBFDAF es una adaptación del BFDAF que intenta reducir el retardo
propio de la gran longitud de las respuestas particionándolas en partes
iguales mucho más cortas, transformando estas partes al dominio de la fre‐
cuencia independientemente y adaptando por bloques mucho más peque‐
ños [59][71][77][116]. En [59] se ofrece una descripción general y detallada
del PBFDAF para cancelación de ecos acústicos multicanal.
1.  bins.
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Filtrado Adaptativo en el Dominio de la FrecuenciaEn el PBFDAF la respuesta al impulso es particionada de manera trans‐
versal y dispuesta como una estructura equivalente (Figura 1‐25 en la
página 42). La salida del filtro es obtenida mediante
(3‐91)
Partiendo la respuesta al impulso  en  segmentos de longitud  se
obtiene
(3‐92)
La longitud total del filtro en cada canal  es un múltiplo entero de la
longitud de cada segmento  según , . En cada iteración de
bloque  es necesario acumular  muestras de entrada . La Figura 3‐
24 muestra un esquema del algoritmo PBFDAF aplicando el método de
solapar‐salvar. 
La matriz de la señal de entrada , de orden , contiene 
muestras del bloque en curso y otras  muestras del bloque anterior y
la longitud de la DFT  (50% de solapamiento). De la transformada
de  en el dominio de la frecuencia  sólo interesan los  primeros
términos, que son los que corresponden a la convolución circular. La matriz
de entrada entra a una estructura FIFO (Fist In First Out) que convoluciona
por particiones [68]. 
Se puede formar una matriz , con  de
dimensión  que almacene las muestras de entrada en el dominio de
la frecuencia, más las  muestras anteriores.  es una matriz que
recoge  muestras de los  canales de entrada del bloque . Esta matriz de
dimensión  se concatena con la del bloque anterior  formando una
matriz de dimensión . La transformada de Fourier de esta matriz, de
orden  (para un 50% de solapamiento ) corresponde a la última
partición de una estructura FIFO . La matriz , de dimensión 
deberá por tanto, en cada iteración desplazar los  vectores en la dimen‐
sión  hacia el principio, dejando libre la última posición  para albergar
la nueva matriz .
 es una matriz que contiene los valores de los coeficientes adapta‐
tivos en el dominio de la frecuencia de las  particiones y los  canales. De
esta manera la matriz de salida
y n[ ] xp n m–[ ]wpm
m 0=
L 1–
∑
p 1=
P
∑=
wp Q K
y n[ ] xp n qK– m–[ ]wp qK m+( )
m 0=
K 1–
∑
q 0=
Q 1–
∑
p 1=
P
∑=
L
K L QK= K L≤
m K x n[ ]
X m[ ] 2K P× K P×
K P×
M 2K=
y m[ ] y m[ ] K
X X1 … XQ= XQ F X m 1–[ ]X m[ ]=
M Q P××
Q 1–( )KP X m[ ]
K P m
K P× m 1–
2K P×
M P× M 2K=
X X M Q P××
Q 1–
Q Q
XQ
W m[ ]
Q P161
(3‐93)
también de dimensión  tendrá las  salidas de cada partición en
el dominio de la frecuencia y longitud  de los  canales. La salida de cada
canal corresponde a la suma de la salida de cada partición
Y m[ ] X m[ ] W m[ ]⊗=
M Q P×× Q
M P
Fig 3‐24. PBFDAF 
multicanal. Método 
solapar‐salvar con el 
error calculado en el 
dominio del tiempo.
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Filtrado Adaptativo en el Dominio de la Frecuencia(3‐94)
y la salida del sistema adaptativo a la suma de todos los canales
(3‐95)
Observe que las ecuaciones (3‐94) y (3‐95) corresponden a la suma en la
matriz multidimensional  en la dimensión  y  respectivamente. A
continuación es necesario trasladar el vector  al dominio del tiempo
según
(3‐96)
El error, en el dominio temporal, se obtiene de acuerdo a 
(3‐97)
donde .
El vector de error  se transforma al dominio de la frecuencia
mediante
(3‐98)
El vector de error es aumentado con  ceros para la correcta implemen‐
tación de la convolución lineal. Igualmente para la estimación del gradiente
bloque es necesario utilizar el mismo vector de error en el dominio de la fre‐
cuencia  para las  particiones y  canales. De forma matricial esta
operación se puede definir generando una matriz de error  multidi‐
mensional, de dimensión , con réplicas del vector de error  en
la dimensión  y ; operación que se denota como .
La actualización de los pesos sin restricciones se define por
(3‐99)
siendo el gradiente
(3‐100)
Esta definición del gradiente, de manera similar que en (3‐90), no garan‐
tiza que la convolución circular sea equivalente a la convolución lineal.
Para ello se introducen restricciones al gradiente y la actualización se deno‐
mina con restricciones. Estas restricciones (Figura 3‐23) consisten en 
yp m[ ] yqp m[ ]
q 1=
Q
∑=
y m[ ] yp m[ ]
p 1=
P
∑=
Y m[ ] Q P
y m[ ]
y m[ ] últimos K componentes de F 1– y m[ ]=
e m[ ] d m[ ] y m[ ]–=
d m[ ] d mK[ ] d mK 1+[ ] … d mK K 1–+[ ] T=
e m[ ]
e m[ ] F 0K 1×
e m[ ]
=
K
e m[ ] Q P
E m[ ]
M Q P×× e m[ ]
Q P E e←
W m 1+[ ] W m[ ] 2μG m[ ]+=
G m[ ] X∗ m[ ] E m[ ]⊗=163
(3‐101)
(3‐102)
Observe que en cada iteración , a una frecuencia mucho más baja que
la frecuencia de muestreo, este algoritmo acumula sólo un número de
muestras igual a la longitud de una partición ; a diferencia del BFDAF que
requería de la longitud del filtro completo . Por lo tanto, el retardo del
algoritmo se reduce a  muestras.
Ambos algoritmos BFDAF y PBFDAF son la versión en el dominio de la
frecuencia del BLMS por lo que ofrecen prestaciones equivalentes en
cuanto a velocidad de convergencia y desajuste. Sin embargo es posible
normalizar el paso de adaptación según la potencia de la señal de entrada
y con ello independizar los modos de convergencia de los coeficientes.
La normalización de la potencia se puede definir como la operación de
filtrado dada por
(3‐103)
y la matriz del paso de adaptación
(3‐104)
 es un factor de olvido que define la importancia de la potencia
de la señal en curso respecto a las anteriores.  es una constante, relativa‐
mente pequeña , asociada al tamaño general del paso de adaptación y
 una constante de regularización para evitar inestabilidad en el algoritmo.
La adaptación sin restricciones normalizada del PBFDAF se define por
(3‐105)
En la adaptación con restricciones el gradiente en (3‐105) es modificado
por la ecuación (3‐101).
De la misma manera se puede aplicar un paso de adaptación variable
para el BFDAF modificando las ecuaciones (3‐87) y (3‐89) conveniente‐
mente. De hecho, el algoritmo de BFDAF es idénticamente igual al PBFDAF
para .
En [116] se examina la complejidad numérica y los requerimientos de
memoria de este algoritmo, al que denomina PBFDAFNLMS, concluyendo
que reduce la complejidad numérica por un factor de entre dos y seis, pero
G m[ ] F G m[ ]
0K Q P××
=
G m[ ] primeros K componentes de F 1– G m[ ]=
m
K
L
K
S m[ ] 1 β–( )S m[ ] β X m[ ] 2+=
μ m[ ] μ
S m[ ] γ+--------------------=
0 β 1< <
μ
μ 1«
γ
W m 1+[ ] W m[ ] 2μ m[ ] G m[ ]⊗+=
Q 1=164
Filtrado Adaptativo en el Dominio de la Frecuenciarequiere más memoria. Con el incremento de la longitud del filtro , la
complejidad numérica decrece debido a las transformadas rápidas de
Fourier; que trabajan con mayor eficiencia según incrementa la longitud. En
dependencia de la longitud del bloque  existe un mínimo local. La com‐
plejidad numérica de la parte de corrección de la señal de error aumenta
según lo hace , y la complejidad de la parte de adaptación disminuye
debido a la implementación del método solapar‐salvar, lo que establece un
punto óptimo donde la complejidad es mínima.
Experimento 5
La Figura 3‐25 muestra el comportamiento del PBFDAF para el caso
estéreo ( ). Cada una de las respuestas al impulso tiene  coefi‐
cientes. El número de particiones  por lo que la longitud de cada par‐
tición es . La longitud de la FFT es . La relación del ruido de
fondo en la sala local es de ‐40 dB. La potencia de la señal de voz en la sala
remota respecto a la respuesta al impulso de la sala es de 65 dB. Los pará‐
metros del PBFDAF utilizados son: ,  y .
Observe que según avanza el algoritmo, la señal de eco residual  dis‐
minuye y el desajuste mejora, aunque a los 8 segundos aún no ha alcanzado
la convergencia. Sin embargo, el error cuadrático medio está normalmente
por debajo de los ‐40 dB de SNR del ruido de fondo. Esto evidencia que aún,
con una buen comportamiento del error cuadrático medio, es también muy
importante el comportamiento del desajuste.
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Fig 3‐25. Experimento 5. 
PBFDAF estéreo. 165
Experimento 6
La Figura 3‐26 muestra el comportamiento del PBFDAF para el caso
multicanal ( ).
Los parámetros del algoritmo son idénticos al del experimento 5.
Observe que el comportamiento del error cuadrático medio es similar, lo
que justifica la similitud de la señal de error residual. Sin embargo el com‐
portamiento del desajuste es claramente peor.
3.2.3 PBFDAF-CG
La alta velocidad de convergencia del algoritmo de gradiente conjugado
relacionada con la baja complejidad computacional (respecto al RLS) le con‐
vierte en un candidato ideal a tener en cuenta para la adaptación de los
coeficientes del filtro en el dominio de la frecuencia (“Algoritmo de Gra‐
diente Conjugado” en la página 119). Este método de minimización cons‐
truye direcciones sucesivas, a partir de la estimación del gradiente
descendente, de manera tal que formen un conjunto de vectores conjuga‐
dos mutuamente con respecto a la hessiana  (definida positiva) de una
función cuadrática convexa general.  es la transformada de Fourier de
la matriz de autocorrelación .
En cada iteración de bloque , el algoritmo de gradiente conjugado itera
 veces;  representa la memoria de estimación del gra‐
diente. El algoritmo de gradiente conjugado converge en un número
máximo de iteraciones igual a la longitud del filtro (partición en este caso)
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Filtrado Adaptativo en el Dominio de la Frecuencia. , aunque es posible detener el algoritmo cuando el error cuadrático
medio satisface determinada umbral de parada (e.g., MSE < ‐60 dB). Para
aplicar el método del gradiente conjugado es necesario modificar la ecua‐
ción de actualización de los pesos (3‐105) por
(3‐106)
 es el vector, de dimensión , que resulta de rearreglar la matriz
 en un vector. Se denota esta operación por  y  a la operación
inversa que devuelve el vector de dimensión  a una matriz de orden
.  es un conjunto finito de vectores ‐conjugado o ‐ortogonal
que satisface , . La propiedad de ‐conjugación es útil por‐
que, dada la independencia lineal del conjunto de vectores conjugados, per‐
mite expandir la solución  en función de ellos según
(3‐107)
Comenzando en cualquier punto  del espacio de pesos, se define
, con , , y , (3‐108)
(3‐109)
(3‐110)
, , y , (3‐111)
(3‐112)
 se puede obtener, de manera similar a su definición en (2‐48), (2‐
49), (2‐50), (2‐51) ó (2‐52), como
 (Fletcher‐Reeves) [110] (3‐113)
 (Polak‐Ribière) [15] (3‐114)
 (Hestenes‐Stiefel) [97] (3‐115)
 (Método Conjugado Descendiente) [109] (3‐116)
 (Dai‐Yuan) [140] (3‐117)
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Cuando  el método de gradiente conjugado puede hacerse inesta‐
ble. Para evitar inestabilidad se puede hacer  ó reiniciar el algoritmo
con una nueva estimación del gradiente (como en el algoritmo de máximo
descenso) haciendo .
 representa el gradiente estimado en . Para generar  es nece‐
sario evaluar el gradiente en . La evaluación del gradiente
instantáneo  consta de los siguientes pasos
(3‐118)
(3‐119)
(3‐120)
, (3‐121)
(3‐122)
, (3‐123)
Primero es necesario evaluar la salida en el dominio de la frecuencia (3‐
118) y trasladarla al dominio del tiempo (3‐119). El error, en este enfoque,
se calcula en el dominio del tiempo (3‐120), se traslada convenientemente
al dominio de la frecuencia (3‐121) y se rearregla en forma de matriz para
la estimación, finalmente, del gradiente instantáneo (3‐122) sin restriccio‐
nes. La ecuación (3‐123) aplica restricciones para que la correlación circular
sea equivalente a la correlación lineal. La estimación del gradiente instan‐
táneo utiliza las señales de entrada en curso  y .
Sin embargo, con sólo la estimación del gradiente instantáneo, el
método del gradiente conjugado termina en un solo paso. Esto es debido a
que no existe ninguna otra dirección conjugada al vector de dirección ini‐
cial [37]. Para generar vectores de dirección distinta de cero conjugadas al
vector de gradiente negativo inicial es necesario promediar los gradientes
instantáneos estimados sobre un número específico de  muestras pasadas
de la entrada.
(3‐124)
Observe que en (3‐108) y (3‐111) se utiliza el promedio de  estimacio‐
nes del gradiente instantáneo definido por (3‐122).
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Filtrado Adaptativo en el Dominio de la FrecuenciaEsta es una alternativa que no requiere del conocimiento de la Hessiana
, ni del empleo de algún procedimiento de búsqueda lineal para alcanzar
la solución.
Experimento 5
La Figura 3‐27 muestra el comportamiento del PBFDAF‐CG para el caso
estéreo ( ). Cada una de las respuestas al impulso tiene  coefi‐
cientes. El número de particiones  por lo que la longitud de cada par‐
tición es . La longitud de la FFT es . La relación del ruido de
fondo en la sala local es de ‐40 dB. La potencia de la señal de voz en la sala
remota respecto a la respuesta al impulso de la sala es de 65 dB. 
Los parámetros del PBFDAF utilizados son: la memoria de la estimación
, el método de gradiente conjugado corresponde a Hestenes‐
Stiefel y el umbral de SNR para abortar la iteración de búsqueda de nuevas
direcciones conjugadas es de ‐45 dB.
Ambos comportamientos, del error cuadrático medio y desajuste son
mucho mejores que en el PBFDAF. Observe que la señal de error o eco resi‐
dual tiene el nivel del ruido de fondo. Es posible disminuir aún más este
nivel, disminuyendo el umbral de SNR para abortar el algoritmo, pero pro‐
vocaría mayor desajuste. Sin embargo, lo más interesante de este algoritmo
es la rapidez con que reacciona. Observe que el nivel de eco residual
alcanza el nivel del ruido de fondo desde que recibe las primeras muestras,
aproximadamente en medio segundo.
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Experimento 6
La Figura 3‐28 muestra el comportamiento del PBFDAF‐CG para el caso
multicanal ( ).
Para cinco canales se utilizan el mismo juego de parámetros del algo‐
ritmo. El comportamiento del desajuste, al igual que en el PBFDAF, es peor
y el error cuadrático medio muy similar. Sin embargo, el comportamiento
del señal de eco residual, como era de esperar (dado el MSE) tiene los nive‐
les del ruido de fondo. Esto demuestra la robustez del PBFDAF‐CG ante el
aumento del número de canales.
3.2.4 PBFDAF-CG rápido
El algoritmo de gradiente conjugado rápido sustituye el paso de adapta‐
ción  en (3‐109), definido por (3‐110), por una constante  ( ) cuyo
objetivo es ponderar la importancia de la innovación que especifica la ope‐
ración de filtrado paso‐bajo en (3‐109). 
Para cada bloque de muestras , el PBFDAF‐CG (o la versión rápida)
realiza  iteraciones, lo que aumenta enormemente el tiempo de cál‐
culo. El objetivo de estas iteraciones es conseguir direcciones conjugadas a
posteriori que permitan alcanzar la solución o la minimización de  en (3‐
121). Es posible abortar el algoritmo una vez satisfecho algún umbral de
error cuadrático medio1 y con ello reducir en gran medida el exceso de
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Convolución Particionadacarga computacional. Observe que todas las operaciones relacionadas con
el algoritmo de gradiente conjugado son entre vectores; por lo tanto mucho
menos costosas computacionalmente que la de otros algoritmos capaces de
converger a la solución de Wiener en pocas iteraciones, como los del tipo
RLS.
El algoritmo de gradiente conjugado es capaz de obtener el nivel de
error cuadrático medio deseado con muy pocas muestras (una mala estima‐
ción del gradiente) introduciendo un gran desajuste en la estimación del fil‐
tro. Para la aplicación de cancelación de ecos multicanal esto no es un
problema porque el objetivo principal es que la potencia de la señal de eco
sea lo más mínima posible y no que el desajuste sea el mejor. El desajuste
será peor también según aumente el ruido de fondo en el extremo cercano
o sala de recepción excepto que se establezca una condición de parada alre‐
dedor de este valor. El algoritmo consigue disminuir el error convergiendo
hacia una posible solución que, en este caso, no corresponde a la solución
de Wiener.
La memoria de la estimación del gradiente . Si , el algoritmo
se comporta como un LMS en el dominio de la frecuencia, sin  puede
llegar a tener propiedades de convergencia del tipo RLS. Por lo que se esta‐
blece un compromiso entre alcanzar buenas propiedades de convergencia
como una alta velocidad y bajo desajuste y la disminución de la carga com‐
putacional. El orden de la complejidad del método es .
Observe que en cada iteración, los pesos se actualizan  veces y el
promediado del gradiente en una ventana de  muestras pasadas (de  y
) es  [37]. Para obtener unos resultados de convergencia cercanos al
método RLS sin un costo computacional excesivo se puede seleccionar
.
3.3 Convolución Particionada
La convolución, cuando se utilizan filtros muy largos, introduce un
retardo considerable, además de un coste computacional elevado que inva‐
lida su uso en aplicaciones de tiempo real. Sin embargo, la convolución
1.  Aunque en la práctica se puede sustituir por una medida de error cuadrático instantáneo.
N K≤ N 1=
N K=
O KN min K N,( ){ }
min K N,( )
N X
d O KN{ }
N K=171
donde intervienen filtros muy largos es típica en aplicaciones de audio
como la cancelación de ecos multicanal. 
En este capítulo (en “Filtrado Adaptativo en Subbandas”) se desarrolla
un algoritmo que, para evitar el retardo propio de la arquitectura de adap‐
tación en subbandas, adapta en subbandas, pero convoluciona en banda
completa. Los filtros equivalentes, obtenidos en el dominio de las subban‐
das, son respuestas al impulso de un gran número de coeficientes. Por lo
que es necesario desarrollar un método de convolución que garantice su
aplicación en tiempo real y no introduzca retardo en el camino de la señal.
Este método es la convolución particionada.
3.3.1 Convolución Particionada (con retardo)
La convolución particionada aplica las mismas técnicas desarrolladas en
“Filtrado Adaptativo en el Dominio de la Frecuencia”. La convolución par‐
ticionada utiliza la misma técnica de solapar‐salvar que el algoritmo
PBFDAF valiéndose de la convolución circular.
La Figura 3‐29 muestra el proceso que realiza el algoritmo de solapar‐
salvar. Si  es la longitud de la FFT, se toman 1 muestras de las señales
de entrada, se multiplica en frecuencia (lo cual por la igualdad de Parseval
es equivalente a convolucionar en el dominio del tiempo) y, para eliminar
las periodicidades que introducen las FFTs, se seleccionan sólo las primeras
 muestras de la IFFT.
En la convolución particionada [8][33][124], la respuesta al impulso es
dividida en  bloques de longitud . Cada una de estas particiones es tra‐
tada como una respuesta al impulso independiente. Si se considera un 50%
de solapamiento, cada bloque de datos se rellena con ceros hasta alcazar la
longitud 2, y se transforma al dominio de la frecuencia vía FFT de
1.  Si  es la longitud de la FFT y  la de la convolución tal que , 
(habitualmente ) y sólo se seleccionan a la salida las primeras  muestras.
2.  Típicamente la potencia de 2 más cercana a .
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Convolución Particionadamanera tal que se obtiene una colección de  filtros, . Todos los
datos de entrada se procesan en bloques solapados de  muestras (cada
bloque a  muestras del anterior).
Los resultados de la multiplicación de los  filtros  con las FFTs de
los últimos  bloques de entrada se suman en  acumuladores en el domi‐
nio de la frecuencia y finalmente se realiza una IFFT del primer acumulador
para producir un bloque de datos de salida (obviamente de sólo las últimas
 muestras del bloque).
Cada bloque de datos de entrada es transformado vía FFT una sola vez
y, de la misma manera, sólo es necesaria una IFFT después de la suma en
frecuencia; por lo que el número total de FFTs es mínimo. La principal ven‐
taja de este algoritmo, en comparación con la partición no particionada, es
que la latencia del proceso de filtrado completo es de sólo  muestras, en
lugar de . Se puede establecer un valor bajo de retardo entre la entrada y
la salida partiendo la respuesta al impulso en mayor número de particio‐
nes. La Figura 3‐30 muestra un esquema de la partición convolucionada a
lo largo del tiempo.
Observe que cada bloque de datos genera  FFTs que son multiplicadas
con las FFTs almacenadas de las  particiones del filtro. Estas multiplica‐
ciones son almacenadas en un búfer circular para sumarlas con las del
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siguiente bloque de datos. Sólo el bloque de extrema izquierda es transfor-
mada al dominio del tiempo y de esta transformación sólo se toman las últi-
mas  muestras.
Si se denomina  al conjunto de multiplicaciones del primer bloque de
datos y  al segundo , entonces para el índice de
tiempo 1, solo es necesario tener en cuenta . En el siguiente instante de
tiempo correspondiente a  muestras, la suma se forma con
, si  corresponde al tercer
bloque la suma se forma con .
Observe que esta suma admite una implementación eficiente utilizando
doble búfer. En [33] se desarrolla cuidadosamente el método para una apli-
cación en tiempo real aplicada a sonido envolvente.
3.3.2 Convolución Particionada (sin retardo)
Es posible eliminar la latencia procesando el primer bloque por convo-
lución directa y el resto por convolución rápida en la secuencia temporal
[27]. De esta manera, la convolución rápida comienza una vez procesadas
las muestras por convolución directa. Sin embargo, la convolución directa
permite entregar muestras a la salida según van llegando, eliminando com-
pletamente la latencia.
3.4 Conclusiones
Existe una conexión entre el filtrado adaptativo en subbandas y el fil-
trado adaptativo en el dominio de la frecuencia. El filtrado adaptativo en el
dominio de la frecuencia se puede ver como un sistema en subbandas
modulado DFT cuyos bancos de filtros poseen una selectividad pobre en
frecuencia [77] y por lo cual es necesario añadir un módulo de corrección
de error. La estructura de filtrado adaptativo en subbandas no es única. Es
posible realizar bancos de filtros eficientes con una estructura solapar-
sumar ponderada [108] similar a la estructura solapar-salvar del filtro
adaptativo en el dominio de la frecuencia. 
Ambas estructuras, de filtrado adaptativo en subbandas y en el dominio
de la frecuencia, explotan la eficiencia computacional de la FFT como base
de las rotaciones y modulaciones que requieren; aunque el enfoque de la
primera, de adaptación en subbandas y filtrado en banda completa,
L K–
A
A1 A2 … AQ, , ,( ) B B1 B2 … BQ, , ,( )
A1
K 1+
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Conclusionesrequiere de un esfuerzo computacional adicional (dado fundamentalmente
por la ecuación (3-65) y la convolución particionada).
Ambos esquemas admiten la implementación de diferentes algoritmos
adaptativos. Existen versiones PBFDAF-RAP [77] y PBFDAF-CG desarro-
llada en esta tesis. Sin embargo, sólo el escenario de adaptación en subban-
das admite el uso de diferentes algoritmos simultáneamente
parametrizables independientemente por subbandas. El empleo de los
algoritmos de adaptación en el dominio del tiempo es directo, ya sea, con o
sin memoria. Por lo que constituye una plataforma de simulación flexible y
versátil para la aplicación de la cancelación de ecos acústicos multicanal.
Las estructuras multirresolución, desarrolladas en este capítulo, son
apropiadas para resolver el problema de la cancelación de ecos acústicos
multicanal. Ambas, la descomposición en subbandas, y la transformación
al dominio de la frecuencia, son estructuras generales que admiten el uso
de las técnicas de filtrado adaptativo analizadas en el Capítulo 2.175
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Decorrelación entre Canales4  Modelo de Decorrelación
La cancelación de ecos acústicos multicanal es un problema matemática-
mente mal condicionado [54][94] (véase “Problema de la No Unicidad” en
la página 19). La alta correlación entre las señales de los diferentes canales
provoca que el cancelador adaptativo coverja a una solución degenerada y
no encuentre los caminos de acoplamiento verdaderos [142]. La alta corre-
lación entre los canales se debe a que todos provienen de una misma señal
(e.g., voz de un locutor) y la proximidad entre los micrófonos que provoca
caminos de ecos muy parecidos.
Parece obvio que la forma de regularizar el problema es mediante la
decorrelación inter-canales. 
4.1 Decorrelación entre Canales
La decorrelación inter-canales debe transformar las señales en sonidos
ortogonales perceptualmente similares que permitan identificar mejor los
caminos de ecos del sistema conservando la espacialidad y la calidad de la
fuente1. Precisamente, el esfuerzo por recrear la percepción espacial de los
interlocutores, sus movimientos dentro de la sala, etc., introduce múltiples
micrófonos y altavoces en una sala y con ello el problema de la no-unicidad.
La conservación de la calidad debe evitar cualquier artefacto audible o dis-
torsión que degrade perceptualmente las señales de voz.
1.  En ambas salas se debe percibir la colocación espacial de sus interlocutores.177
Modelo de Decorrelación4.1.1 Mal Condicionamiento
Cuando la elección de la longitud de los filtros  del sistema de cance-
lación  es menor que la longitud  de la respuesta de la sala  (sistema
desconocido) se puede provocar un gran desajuste entre la respuesta iden-
tificada y la respuesta verdadera si las señales de los diversos canales están
altamente correladas. El desajuste puede se cuantificado mediante
(4-1)
y es habitualmente representado en decibelios. El error cuadrático
medio mínimo del desajuste [54] está dado por
(4-2)
Para un canal  cualquiera, si se representa con un subíndice la longi-
tud, el vector que contiene la respuesta de la sala verdadera se define por
donde  es la respuesta real,  corresponde a las primeras  mues-
tras de este y  a la cola o parte truncada de la respuesta. La respuesta al
impulso del sistema a identificar  en (4-1) está definida por el vector
columna  de dimensión  y  es
la respuesta al impulso del sistema identificado también de dimensión
.
La matriz  en (4-2) se define por
(4-3)
donde  es la matriz de covarianza de dimensión  y  es la cola
de la covarianza, de dimensión . El mal condicionamiento de
 provocará un gran desajuste. Para regularizar la matriz de covarianza
y reducir el desajuste es necesario decorrelar las señales  correspondien-
tes a los  canales. Los autovalores de la matriz de covarianza 
tienen un límite inferior dado por el factor , donde
(4-4)
es la función de coherencia definida como la transformada de Fourier
normalizada de las funciones de correlación cruzada entre  y  (véase
“Coherencia” en la página 21). Cualitativamente, si  y  están decorrela-
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Decorrelación entre Canalesdas,  es baja en todas las frecuencias,  es bien-comportada y el des-
ajuste es bajo.
El caso ideal de regularización de la matriz de covarianza  de -cana-
les debe ortogonalizar las señales de manera tal que
, , (4-5)
o equivalentemente
, (4-6)
La condición dada por (4-6) corresponde a la ortogonalización total. Exis-
ten métodos que, mejoran el comportamiento de  sin llegar a ortogona-
lizar por completo las señales. Esta ortogonalización  parcial, si bien no
resuelve el problema del mal condicionamiento, lo mitiga y ayuda a mejo-
rar el desajuste.
4.1.2 Transformación
La idea básica de la generación de sonidos ortogonales perceptualmente
similares es hacer pasar las señales, a la salida de la sala remota, por una
transformación (lineal o no lineal) que disminuya la coherencia entre las
señales a su salida.
En [142] se presentan los métodos habituales de decorrelación de señal
aplicados a la cancelación de ecos multicanal y se proponen dos nuevos
enfoques.
4.1.2.1 Funciones No Lineales
Las funciones no lineales [28][54][125] son simples en cómputo pero difí-
ciles de implementar para más de dos canales ( ). Un ejemplo de esta
técnica es la utilización de rectificadores de media onda positivo y negativo
sobre cada canal respectivamente [116]
(4-7)
(4-8)
Este principio elimina la relación lineal entre las señales de voz  y
 pero puede introducir una degradación perceptual en las señales
“decorreladas”  y .
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Modelo de Decorrelación4.1.2.2 Introducción de Ruido
Es posible mejorar el desajuste añadiendo ruido controlado e incorre-
lado en los diferentes canales [5]. Para que este ruido no sea audible se debe
aplicar un conformador espectral que tenga en cuenta las propiedades de
enmascaramiento del sistema perceptual auditivo. De esta manera el nivel
de ruido añadido a cada canal estará siempre por debajo del umbral enmas-
carado, no será audible y no cambiará la percepción de la imagen espacial1.
La introducción de ruido produce términos en la diagonal-bloque en la
matriz . Estos términos introducen algún tipo de regularización que
reduce el número de condición de la matriz y mejora, por lo tanto, el com-
portamiento de los algoritmos adaptativos.
La utilización de un modelo perceptual auditivo, sin embargo, intro-
duce un coste computacional adicional. Sin embargo, si las señales involu-
cradas son de voz, se puede utilizar un modelo simplificado de obtención
de los niveles del ruido enmascarado [141]. Esta simplificación se basa en la
utilización de la envolvente de la potencia espectral para obtener la forma
de los patrones de enmascaramiento. Es posible obtener la envolvente a
partir de un simple predictor lineal.
La ventaja de este método es la sencillez de su implementación para
cualquier número de canales.
4.1.2.3 Codificación Perceptual
Los codificadores que utilizan modelos perceptuales auditivos introdu-
cen distorsión inaudible y procesos no lineales que disminuyen la correla-
ción inter-canal [126]. El ruido de cuantificación que introducen los
codificadores perceptuales en la mayoría de los casos está por debajo del
umbral de escucha. Este enfoque se basa en la idea de que esta distorsión es
suficiente para obtener una solución bien condicionada al problema de la can-
celación de ecos acústicos multicanal.
Los codificadores perceptuales de audio operan en paralelo con un algo-
ritmo de estimación de máscara global2. La fuente de señal de audio se des-
compone en 32 señales pasobanda submuestreadas críticamente por un
banco de filtros. La resolución en frecuencia se incrementa con el procesado
1.  La imagen espacial correspondiente a ruidos incorrelados es espacialmente difusa; a diferencia de la
imagen espacial proveída por señales altamente correladas que está bien localizada. Si el nivel del
ruido es muy alto no es posible conseguir una fusión espacial de las dos imágenes.
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Decorrelación entre Canalesde cada señal pasobanda por una Transformada del Coseno Discreta Modi-
ficada (MDCT) en el codificador MPEG 1 capa III. En dependencia de la
señal a la salida, cada señal pasobanda se descompone en ya sea 6 ó 18 com-
ponentes MDCT, donde es posible utilizar la ventana más corta (que genera
6 componentes MDCT) durante los trasientes en la fuente de audio. Des-
pués de esta descomposición los componentes MDCT son escalados y
cuantizados. La clave del codificador perceptual está en seleccionar los
niveles de cuantificación suficientes para en cualquier subbanda, de
manera tal que el nivel de ruido de cuantificación introducido sea menor
que el umbral de enmascaramiento global. La redundancia de los datos se
reduce aplicando a la señal una codificación Huffman antes de transmitirla
al canal. Cuando los canales no son idénticos, el ruido de cuantificación
introducido a los dos canales (en el caso estéreo) es casi independiente.
Como resultado, disminuye la correlación entre los dos canales.
El paso de las señales por una cadena codificador-decodificador intro-
duce una carga computacional adicional no despreciable. Además la imple-
mentación para más de dos canales no es fácil.
4.1.2.4 Filtros Peines Entrelazados
Esta transformación se basa en la observación de que la percepción de la
panorámica (estéreo) se debe fundamentalmente a la energía sonoro supe-
rior a 1 kHz y que un filtro peine por debajo de esta frecuencia no degrada
la localización auditiva [52].
Los filtros peine son capaces de generar valles y crestas espectrales
equiespaciados. Esta propiedad les hace especialmente interesante para eli-
minar la energía de la señal, en un canal, en determinada banda. Si en esa
banda rechazada se deja una pequeña cantidad de ruido de fondo incorre-
lado es posible reducir la coherencia a cero en esa banda.
Este método es adecuada para señales de banda ancha. Si el número de
canales es muy alto no es posible su uso.
2.  En el enmascaramiento simultáneo un componente grande en frecuencia enmascarará a otro en una
banda de frecuencia cercana. En el enmascaramiento temporal son enmascarados los componentes justo
antes o después de un componente grande de audio (en el dominio temporal). El codificador de audio
estima el umbral de enmascaramiento global utilizando este conocimiento.181
Modelo de Decorrelación4.1.2.5 Desplazamiento de la Altura
Este método, en general, consiste en desplazar un canal en frecuencia
respecto a los otros. El desplazamiento en frecuencia debe decorrelar com-
pletamente las señales si estas consisten de frecuencias aisladas pero no si
tienen un espectro continuo [94]. Aún, si se logra algún tipo de decorrela-
ción está claro que el desplazamiento en frecuencia provocará una oscila-
ción de la dirección de aparente del sonido a la frecuencia desplazada
destruyendo totalmente el efecto panorámico. Este método no es satisfacto-
rio.
4.1.2.6 Filtros Paso-Todo Variantes en el Tiempo
En este enfoque de decorrelación las señales, a la salida de la sala remota
o de transmisión son forzadas a pasar a través de diferentes filtros pasotodo
variantes en el tiempo. Con el uso de estos filtros en el camino de la señal
es posible conseguir una alineación, casi perfecta, entre el filtro adaptativo
y el camino de eco verdadero [86].
El filtro pasotodo más simple puede ser descrito en función de un único
parámetro 
(4-9)
Este filtro tiene propiedades muy importantes como son
•  ,  y . El filtro pasa todas las frecuencias todo el
tiempo sin atenuación.
•  Sólo cambia la fase de cada frecuencia.
•  Está completamente determinado por un solo parámetro . Por lo
tanto, el diseño del sistema sólo requiere de la selección apropiada de
.
Para que el filtro pasotodo sea estable . En [86] se describe un
método para determinar el parámetro variante en el tiempo  sin perju-
dicar la percepción espacial. Los cambios de fase tienen el efecto de variar
las direcciones de llegada de la señal a cada frecuencia a los oídos. Por lo
tanto la selección  debe limitar los cambios de fase a aquellos que pro-
voquen retardos inter-aural no perceptibles1, para no afectar la percepción
1.  just noticeable.
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Decorrelación entre Canalesespacial. Este retardo varía de 30 s a 200 s. El límite de cambio en el
tiempo de llegada de cada frecuencia alrededor de 60 s establece unos
límites .
Es posible algún tipo de conformación espectral con ruido aleatorio para
reducir el nivel de potencia en bajas frecuencias e incrementarlo en altas
frecuencias [101] y mejorar el grado de decorrelación.
En [142] se utiliza la transformada de Hilbert para generar señales orto-
gonales.
(4-10)
 es una señal mono cuyas copias, perceptualmente similares, son
generadas a diferentes canales,  forman un par transformado
Hilbert (e.g., señal analítica) y  representan modulado-
res de fase lentos. Las ortogonalidades mantenidas a lo largo de  son
todas diferentes y cuidadosamente espaciadas unas de otras porque 
está desplazado 90º en fase de  en todas las frecuencias. 
conforman dos vectores base ortogonales en el subespacio que generan.
Conceptualmente, la ecuación (4-10) genera señales que rotan alrededor del
origen en este espacio a diferentes velocidades angulares . La condición
de ortogonalidad  se mantiene a largo plazo si , . Este
método sin embargo funciona mejor para señales de música que para seña-
les de voz.
Estos método utiliza la insensibilidad de la fase del sistema perceptual
auditivo y son susceptibles de aplicar a cualquier número de canales. 
4.1.2.7 Marcas de Agua
El uso de marcas transparentes es un método similar a 4.1.2.2, aunque
utiliza un modelo de enmascaramiento mucho más simple. La idea es intro-
ducir energía (marca transparente), en frecuencias con una energía impor-
tante, inaudible según una relación de enmascaramiento empírica [142].
4.1.2.8 Ortogonalización
En “KLT - Transformada de Karhunen-Loève” en la página 99 se desa-
rrolló la expansión de Karhunen-Loève como una transformación que, a
partir de la propia señal, genera otra señal completamente ortogonal. 
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Modelo de DecorrelaciónSin embargo el concepto de auto-ortogonalización está relacionado con
la eliminación de la correlación o dependencia entre muestras consecutivas
de la señal y no con la reducción o eliminación de la correlación entre los
diferentes canales. Si la transformación es estimada teniendo en cuenta
cierta memoria de cada canal es posible eliminar la redundancia inter-
canal.
La idea de aplicar este tipo de transformación temporal-adaptativa fue
estudiada con éxito para la compresión de audio multicanal [31]. Una trans-
formación  KLT es introducida en una etapa de preprocesado para elimi-
nar la redundancia inter-canal. Las señales decorreladas, denominadas
auto-canales, alimentan al filtro adaptativo.
La Figura 4-1 muestra un esquema adaptativo multicanal con decorrela-
ción. Las señales de entrada ,  pasan a través de una transfor-
mación KLT (representada por la matriz ). Los filtros adaptan utilizando
como señal de entrada los auto-canales de la etapa de preprocesado ,
 y generan la salida  a partir de la suma de las  salidas de los
filtros. La transformación inversa  permite devolver al dominio tempo-
ral las salidas de los filtros. Es posible obviar esta transformación inversa,
para disminuir el coste computacional dado que . En la
Figura 4-1 no se representa ningún índice temporal porque este esquema es
común tanto para procesado secuencial (e.g., muestra a muestra ), como
para procesado bloque (e.g., cada  muestras, índice de bloque ) como es
en el caso del filtrado adaptativo multirresolución (e.g., filtrado en subban-
das o en el dominio de la frecuencia particionado).
La salida de la transformación KLT está definida por
(4-11)
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Decorrelación entre Canalesdonde  es la matriz de señal de entrada de dimensión .  es la
memoria del bloque; para el caso de algoritmos de adaptación bloque.
Observe que para los algoritmos de adaptación muestra a muestra  y
 es el número de canales. La matriz de salida de la transformación  tiene
las mismas dimensiones que  y la matriz de transformación  es de orden
. Es posible sustituir la transformación  por algún tipo de transforma-
ción independiente de los datos (e.g., DCT, DFT, GDFT, etc.) pero la KLT,
dependiente de la señal, es teóricamente óptima en la decorrelación de las
señales a través de los canales. Si  es la KLT, los canales transformados se
denominan auto-canales. Las columnas de la matriz KLT corresponden a
los autovectores de la matriz de covarianza  asociada con la señal de
audio multicanal .
(4-12)
 ( ) representa la media eliminada de la señal  y 
los autovalores de . Esta transformada produce señales canales decorre-
lados estadísticamente en el sentido de tener una matriz de covarianza dia-
gonal para las señales transformadas.
Otra propiedad de la KLT es que su matriz de transformación inversa es
igual a su traspuesta. Como  es real y simétrica, la matriz formada por
los autovalores normalizados es ortogonal. Por lo tanto la reconstrucción
está dada por . Según la teoría de expansión de la KLT, la selección
de los autovectores asociados a los autovalores mayores pueden minimizar
el error entre los canales original y reconstruido. Si se utilizan todos los
autovectores este error tiende a cero. La KLT es óptima en el sentido de
error cuadrático mínimo.
Para que la KLT sea útil la matriz de transformación de decorrelación
debe ser adaptativa, sintonizada a las características de períodos diferentes.
El período de adaptación de la matriz KLT puede ser mucho mayor que el
período de adaptación del sistema adaptativo. Cuanto más pequeño sea
este período mayor será la decorrelación inter-canal. La estimación de la
matriz KLT también depende de la memoria o longitud de la señal de
entrada.
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Modelo de Decorrelación4.2 Modelo de Decorrelación
Sólo un subconjunto de las técnicas analizadas en “Decorrelación entre
Canales” son susceptibles de aplicar en un escenario multicanal: introduc-
ción de ruido, filtros paso-todo variantes en el tiempo y la ortogonalización.
La ortogonalización disminuye la correlación inter-canal a través de la
estimación adaptativa de la KLT y ha sido utilizada satisfactoriamente en
sistemas de compresión de audio multicanal de alta fidelidad [30][31]. 
La Figura 4-2 muestra la coherencia y la señal de covarianzas normali-
zadas de dos canales ( ) con una señal de voz masculina y los micrófo-
nos colocados a 10 cm de distancia (“Escenario 5” en la página 55). 
La parte superior izquierda de la figura muestra la coherencia de los
canales de entrada al sistema de cancelación. Observe que la proximidad de
los micrófonos produce una coherencia media de alrededor de un 0.95 lo
que se puede traducir en una alta correlación. La parte inferior izquierda
representa la matriz de covarianza normalizada de ambos canales y mues-
tra, igualmente, la alta correlación que existe entre ambos canales. La parte
superior derecha muestra la coherencia de los canales una vez transforma-
dos al dominio KLT. Observe como, con una única estimación (acumu-
lando un número suficiente de muestras) la KLT consigue disminuir la
coherencia por debajo de 0.1 en media. La parte inferior derecha muestra,
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Modelo de Decorrelaciónnuevamente, la matriz de covarianzas normalizadas de los canales decorre-
lados. Observe que la correlación cruzada cae prácticamente de 1 a 0.
La Figura 4-3 muestras la matriz de covarianza normalizada de un sis-
tema de cinco canales:  sin ninguna transformación y  pasando las
señales a través de la KLT. En este caso se dispone de un arreglo de micró-
fonos colocados linealmente a 10 cm uno del otro (“Escenario 6” en la
página 56).
En [30] se propone una KLT adaptativa temporal justificado por el
hecho de conseguir mayor compactitud de la información. Aunque en esta
aplicación no se hace uso de esta propiedad de la KLT si es evidente que la
matriz de covarianza se puede considerar estacionaria sólo de manera loca-
lizada o temporal. Teniendo en cuenta que la señal fundamental en esta
aplicación es la voz, se puede obtener una buena decorrelación estimando
la KLT entre períodos suficientemente largos. Esto implica mayor consumo
de memoria a favor de menor carga computacional en la estimación de la
KLT.
La Figura 4-4 muestra el comportamiento del PBFDAF-CG con  y sin
el uso de la KLT  según el esquema de la Figura 4-1. El experimento
corresponde al “Escenario 5” en la página 55 para el caso estereofónico. El
comportamiento en error cuadrático medio es similar. Sin embargo el des-
ajuste empeora cuando se utiliza la KLT. 
Este resultado puede parecer contradictorio; si se tiene en cuenta la alta
correlación entre ambos canales mostrada en la Figura 4-2. Sin embargo, si
tenemos en cuenta que la adaptación en el dominio de la frecuencia
requiere transformar a un dominio ortogonal y que tiene en cuenta la corre-
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Modelo de Decorrelaciónlación cruzada entre los canales (“Filtrado Adaptativo en el Dominio de la
Frecuencia” en la página 153), el resultado parece razonable.
Es importante observar que para obtener el desajuste es necesario trans-
formar los coeficientes del filtro adaptativo del dominio KLT al dominio
temporal.
4.2.1 Doble Locución
El fenómeno de “doble locución” aparece cuando en ambas salas
(remota y local) al menos dos locutores hablan simultáneamente. En la
situación de doble locución la voz en la sala local actúa como un ruido inco-
rrelado de alto nivel para el algoritmo adaptativo [116]. La perturbación de
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Modelo de Decorrelaciónla voz en el extremo cercano puede provocar que el filtro adaptativo diverja
y el eco audible, o algún artefacto sonoro, pase a la sala remota. La forma
habitual de resolver este problema es ralentizar o detener la operación de
filtrado durante el tiempo que permanezca esta situación de doble locu-
ción.
El llamado detector de doble locutor1 tiene la función, como su nombre
indica, de prevenir esta situación. Normalmente estima un estadístico que
compara con un umbral. Muchos son los esfuerzos realizados en este sen-
tido, sin embargo la presencia del detector de doble locución, además de
aumentar el consumo computacional, puede provocar artefactos audibles
en la señal de eco que llega a la sala remota.
Sin embargo es posible, con el uso de ruido incorrelado y técnicas de
predicción lineal, eliminar el uso del detector de doble locutor a la vez que
se condiciona el sistema para que converja a la solución adecuada.
4.2.2 Decorrelación Sin Detección de Doble Locución
La introducción de ruido decorrelado a cada canal, además de disminuir
la correlación inter-canal, puede servir para eliminar la detección de doble
locutor. En [136] se propone un método para la cancelación de ecos
monofónica que inyecta ruido aleatorio de banda ancha inaudible a la señal
en la sala remota, antes de transmitirla a la sala local, luego intenta aislar la
señal de banda ancha del conjunto de la mezcla en la sala local y adaptar el
sistema con esta señal de entrenamiento. El procedimiento se basa en que
la voz tiene propiedades de banda estrecha y que es posible, mediante un
procedimiento de predicción lineal, aislar la señal incorrelada (ruido de
banda ancha) de la señal correlada (voz de banda estrecha). 
La Figura 4-5 muestra el sistema adaptativo para la cancelación de ecos
multicanal sin detección de doble locución. Este esquema es una amplia-
ción del esquema general que muestra la Figura 1-12 en la página 18. Aquí
se suma una señal de banda ancha por cada canal , . Estas
señales son ortogonales entre sí y tienen una relación de potencia, respecto
a la señal de la sala remota inferior a -15 dB. Esta relación de potencia per-
mite enmascarar la señal de banda ancha [61][62].
1.  DTD - Double-Talk Detect.
rp n[ ] p 1 … P, ,=189
Modelo de DecorrelaciónEl filtro  corresponde al predictor lineal adaptativo de la Figura 4-6
y se utiliza para eliminar la voz (parte correlada de la señal ) de la señal
del micrófono. Sin embargo, como el filtro de predicción lineal adaptativo
introduce distorsión de la señal de entrenamiento se utiliza un filtro de
compensación en cada canal que modifica la señal de entrenamiento según
la distorsión del .
Como se puede observar en la Figura 4-5, en este esquema los filtros
adaptativos adaptan con la señal de entrenamiento, en lugar de las señales
de voz. El filtro  recupera de  la parte incorrelada de la señal de
entrenamiento que ha convolucionado con la sala local y sirve como señal
deseada al sistema adaptativo . Las señales de entrada al sistema adap-
tativo son las señales de banda ancha modificadas según la distorsión intro-
ducida por el predictor lineal adaptativo , . Para obtener la
verdadera señal de eco es necesario filtrar las señales de voz por los filtros
del sistema adaptativo. 
r1 n[ ]
rP n[ ]
w1 n[ ]
wP n[ ]
w1 n[ ]
wP n[ ]
x1 n[ ]
xP n[ ]
y1 n[ ]
yP n[ ]
y n[ ]
d n[ ]
e n[ ]
z1 n[ ]
zP n[ ]
b n[ ]
LPC
LPC
LPC
LPC
d n[ ]
LPC
a n[ ]z D–
d n[ ] d' n[ ] b n[ ]
LPC d n[ ]
b n[ ]
zp n[ ] p 1 … P, ,=
Fig 4‐5. Sistema 
Adaptativo para 
Cancelación de Ecos 
Multicanal Sin 
Detección de Doble 
Locución.
Fig 4‐6. Predictor 
Lineal Adaptativo.190
Modelo de DecorrelaciónLos filtros , , en el camino de la señal , son copias de
los filtros adaptados por el sistema. Por lo que es necesario, además del pro-
ceso de adaptación, un proceso de filtrado independiente de las señales de
voz de los diferentes canales con los filtros adaptados correspondientes. La
suma de todos los canales corresponde a la señal de eco estimada. Esta
señal es suprimida de la señal de retorno y enviada como señal de eco resi-
dual  a la sala remota.
La inclusión del predictor lineal adaptativo  en el camino de la señal
deseada  permite la adaptación sin detección de doble locución porque
extrae de la señal sólo la parte incorrelada. Las señales de voz que aparez-
can en la sala local durante la adaptación serán rechazadas por este filtro y
por lo tanto no influyen en el proceso de adaptación del sistema (sólo
mediante la distorsión “compensada” que produce en la señal de entrena-
miento).
Si la señal  representa la señal de voz del locutor 1 en la sala remota,
la señal , la señal de voz del locutor 2 en la sala local,  el ruido de
fondo en la sala local,  y ,  los caminos del eco de la sala
remota y local, respectivamente
(4-13)
(4-14)
con
, (4-15)
El segundo término de (4-14) corresponde al componente de la señal de
entrenamiento. Como  es una señal de banda ancha, el componente
 es una señal aleatoria también.
El retardo en el filtro de predicción lineal adaptativo  deberá ser ele-
gido de manera tal que la señal en  y  permanezca correlada. Si
 es mayor que la longitud de las respuesta al impulso de la sala local ,
, esto no se cumple. Como consecuencia el filtro de predicción
lineal  no podrá predecir el componente de la señal de entrenamiento
en . Si  es una señal periódica de banda estrecha per-
manecerá correlada después del retardo , por lo que será predecida y can-
celada por el . 
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Modelo de DecorrelaciónSin embargo, ni , ni , son realmente señales periódicas de
banda estrecha. Si el retardo  es demasiado largo, la correlación de la voz
en  y  será débil y el filtro no puede predecirla y cancelarla de
manera efectiva. Si el retardo  es demasiado corto, la señal periódica en
 y  permanecerá correlada después de  por lo que predecida y
cancelada por el filtro de predicción lineal adaptativo .
Para eliminar la interferencia de la señal de voz del algoritmo adaptativo
se debe selecciónar un retardo  corto (e.g., ). Esto provoca que la voz
en  y  esté fuertemente correlada. No obstante es necesario com-
pensar la distorsión que pueda introducir en la señal de entrenamiento,
haciendo pasar la señal de banda ancha de cada canal por el mismo filtro.
El sistema adaptativo depende fuertemente del predictor lineal adapta-
tivo. Si el filtro de predicción lineal es ideal, el comportamiento del sistema
es equivalente a las prestaciones de modelado sin la perturbación de la voz.
Por lo que el predictor lineal adaptativo debe tener buenas propiedades de
convergencia. Sin embargo, hay tres factores que afectan la velocidad de
convergencia de un predictor lineal: la dispersión de los autovalores nor-
malmente es grande debido a la alta correlación de la señal de entrada, para
modelar entradas auto-regresivas (ARMA) se requieren predictores FIR de
alto orden y la dispersión de los autovalores no es una función decreciente
de la longitud del filtro, y los filtros grandes requieren de pasas de adapta-
ción pequeños (lo que redunda en un proceso de adaptación lento).
Una estructura alternativa que mejora el modelado del filtro de predic-
ción lineal adaptativo consiste en sustituir el filtro por una cascada de fil-
tros de predicción de orden muy bajo [105] adaptados
independientemente. En este caso, la predicción se genera mediante suce-
sivos refinamientos. En una cascada de filtros cortos, se puede utilizar
pasos de adaptación grandes, y cada etapa es afectada menos por la dispa-
ridad de los autovalores, lo cual resulta en una convergencia más rápida.
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Modelo de DecorrelaciónCada etapa es un filtro corto que “ve” su señal de entrada a través de
una matriz de autocorrelación pequeña. Cada etapa intentará cancelar
modos dominantes de su señal de entrada [105]. Los resultados experimen-
tales muestran que el predictor lineal adaptativo en cascada tiene la intere-
sante habilidad de converger rápidamente a una buena aproximación del
predictor óptimo aunque su importancia es eminentemente práctica.
Experimentos
La Figura 4-8 muestra las señales de voz utilizadas para generar la situa-
ción de doble locución.  es una señal de voz masculina (en la sala
remota) y  una señal de voz femenina (en la sala local).
Experimento 7
La Figura 4-9 muestra el comportamiento del PBFDAF-CG sin detección
de doble locución. Cada una de las respuestas al impulso tiene 
coeficientes. El número de particiones  por lo que la longitud de cada
partición es . La longitud de la FFT es . La relación del ruido
de fondo en la sala local es de -40 dB. La potencia de la señal de voz en la
sala remota respecto a la respuesta al impulso de la sala es de 65 dB y en la
sala local de 35 dB. 
Los parámetros del PBFDAF utilizados son: la memoria de la estimación
, el método de gradiente conjugado corresponde a Hestenes-
Stiefel y el umbral de SNR para abortar la iteración de búsqueda de nuevas
direcciones conjugadas es de -45 dB.
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Fig 4‐8. Señales de voz 
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Modelo de DecorrelaciónLa señal de ruido incorrelado, sumado a canal canal, tiene una relación
de potencia de -10 dB respecto a la señal  que sale de la sala remota. Este
ruido es audible pero con valores de potencia inferior el algoritmo no con-
sigue la convergencia. Para el predictor lineal adaptativo se utilizaron 3
etapas en cascada de orden 5 cada una.
Esta dependencia de la convergencia del algoritmo respecto a la relación
de potencias de las señales implicadas no es positiva y es un tema de inves-
tigación interesante. Con los resultados de estas simulaciones se puede
comprobar la independencia del comportamiento del error cuadrático
medio respecto a la situación de doble locución. Observe que esta situación
(de la Figura 4-8) surge a los 2 segundos y desaparece, aproximadamente,
a los 4,5 segundos. La introducción del ruido incorrelado permite, además,
converger al algoritmo desde el primer instante (observe que el error cua-
drático medio cae a -45 dB que es el umbral de parada establecido para el
PBFDAF-CG).
Experimento 8
La Figura 4-10 muestra el comportamiento del PBFDAF-CG sin detec-
ción de doble locución para  canales. El comportamiento del error
cuadrático medio es similar al caso estereofónico. Sin embargo el desajuste
se degrada.
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EvaluaciónExisten dos factores que influyen en la degradación del desajuste según
aumenta el número de canales. El primero es el propio comportamiento del
algoritmo de gradiente conjugado que es capaz de alcanzar determinado
error cuadrático medio convergiendo a otra solución similar y por ello sen-
sible al nivel del error de fondo. El segundo es la fuerte correlación entre los
canales definida en los experimentos.
Los micrófonos han sido colocados a 10 cm de distancia entre ellos en
una habitación relativamente pequeña. En la Figura 4-2 y la Figura 4-3 se
muestran las matrices de covarianza de los canales (antes y después de
decorrelar) y se puede obervar la fuerte correlación que existe entre los dife-
rentes canales.
4.3 Evaluación
El comportamiento de un cancelador de ecos multicanal puede ser cuan-
tificable mediante una serie de medidas (véase “Medidas” en la página 25)
pero la única manera de comprobar la calidad subjetiva de una señal de
audio es preguntándole a la gente su opinión [6].
Aunque no existe un estándar para mediciones subjetivas en cancela-
ción de ecos acústicos es posible, dada la generalidad de algunos métodos,
su uso para la evaluación de la calidad subjetiva de la señal de eco residual
en esta aplicación.
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Modelo de DecorrelaciónEL grupo EBU desarrolló en agosto de 1996 un método de prueba ade-
cuado para calidad de audio intermedia (dada por el desarrollo de aplica-
ciones de audio en internet) cuyos resultados fueron transformados por la
ITU en la recomendación ITU-R BS.1534 [48].
Este método establece múltiples estímulos y referencias y anclas ocultas
conocido por las siglas MUSHRA. 
La primera parte MUS viene de múltimples estímulos (Multiple Stim-
ilus). Lo que significa que significa que la señal a prueba, más todas las ver-
siones procesadas, deben ser presentadas al sujeto simultáneamente. Esta
simultaneidad no es literal y se refiere a disponibilidad. Todas las señales
deben estar disponibles al sujeto de manera tal que pueda escuchar cual-
quier versión que desee y conmutar entre ellas rápidamente. De esta
manera se facilita al sujeto la decisión acerca de la calidad relativa de las
diferentes versiones.
En cada prueba debe estar presente la señal original, sin procesar. Esto
garantiza que el oyente conozca cómo debe sonar realmente la señal a
prueba. En el caso de la cancelación de ecos esta señal corresponde a la
señal deseada  excluyendo la señal enviada desde la sala remota .
En el caso más simple, cuando no se dé la situación de doble locución, esta
señal corresponde simplemente al ruido de fondo y en el caso de doble
locución al ruido de fondo más la señal (o señales) de voz de la sala local.
La segunda parte HRA viene de referencias y anclas ocultas (Hidden
Reference and Anchors). Algunos de los múltiples estímulos son pre-defi-
nidos. La referencia oculta viene de la exigencia que aparezca la señal ori-
ginal, sin procesar, como una versión más a evaluar. Esta señal debe recibir
una puntuación muy alta. Una puntuación baja a la referencia oculta
sugiere que el oyente no es confiable.
Se deben incluir dos versiones más de cada señal a prueba. Una es una
versión filtrada paso-bajo con un ancho de banda de 3.5 kHz, la otra es una
versión filtrada paso-bajo con un ancho de banda de 7 kHz. Se puede incluir
una tercera versión, opcional, filtrada paso-bajo con un ancho de banda de
10 kHz.
El propósito de la referencia oculta y las anclas es asegurar el uso del
rango de valores completo independientemente de la calidad del sistema a
prueba. Sin las anclas es posible que un sistema de baja calidad reciba una
d n[ ] x n[ ]196
Evaluaciónevaluación más alta que la que debería si los otros sistemas son también de
baja o más baja calidad. Esto también funciona de la otra manera: un sis-
tema puede recibir una evaluación más baja que la debida porque está
siendo probado con sistemas de calidad más alta. 
La referencia oculta asegura el uso del tope de la escala, la señal filtrada
a 3,5 kHz asegura el uso del límite inferior de la escala. El ancla de 7 kHz
cae en el medio.
El sujeto debe asignar valores que indiquen su opinión de todos los sis-
temas bajo prueba, la referencia oculta, y las anclas ocultas. La escala utili-
zada es numérica con términos descriptivos asociados con intervalos sobre
la escala. El rango de la escala es del 100 al 0. El rango desde 100 hasta 80 se
describe como excelente, de 80 a 60 como bueno, de 60 a 40 como regular, de
40 a 20 como pobre y de 20 a 0 como malo.
El hecho de que existan sólo cinco términos descriptivos no impone nin-
guna restricción a los valores numéricos que el sujeto puede asignar a las
versiones de una señal a prueba. La escala es contínua de 100 a 0 (aunque
sólo se debe usar valores enteros).
El método, para obtener resultados confiables, recomienda una fase de
entrenamiento y el uso de evaluadores expertos o que tengan cierta expe-
riencia en la escucha crítica de secuencias de sonido.
El método permite la escucha con altavoces o auriculares pero impide la
mezcla de ambos en una misma evaluación.
Por último el análisis estadístico permite finalmente obtener una
medida de la calidad subjetiva del sonido a prueba. La gran ventaja de este
método es que ofrece una medida absoluta que permite la comparación con
cualquier otra prueba similar [40].
El primer paso en el análisis es el cálculo de la evaluación media,  para
cada presentación
(4-16)
donde  es la evaluación del observador  para la condición de prueba
 y la secuencia  y  es el número de observadores.
Similarmente, se pueden obtener evaluaciones promedio generales,  y
, para cada condición de prueba y cada secuencia de prueba.
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Modelo de DecorrelaciónCuando se presentan los resultados de una prueba, todas las evaluacio-
nes promedio deben tener asociado un intervalo de confidencia obtenido
de la desviación estándar y el tamaño de cada muestra.
El método propone el uso de un intervalo de confidencia del 95% dado
por
(4-17)
donde
. (4-18)
La desviación estándar para cada presentación , está dada por
(4-19)
Con una probabilidad del 95%, el valor absoluto de la diferencia entre la
evaluación experimental media y la evaluación “verdadera” media (para
un alto número de observadores) es más pequeña que el intervalo de con-
fidencia del 95%, bajo la condición que la distribución de las evaluaciones
individuales satisfacen ciertos requerimientos.
Este método de prueba subjetivo puede ser adaptado para la evaluación
de la calidad subjetiva de la cancelación de ecos, pero con grandes dificul-
tades. 
La primera está relacionada con el propio material a prueba. La señal de
interés es justo ausencia de señal la mayor parte del tiempo. En el mejor de
los casos, en presencia de ruido de fondo, la señal de prueba consistiría en
una señal de banda ancha de muy bajo nivel o en la situación de doble-locu-
tor las señales de voz de la sala remota. 
La segunda está relacionada con la evaluación de la espacialidad. En la
cancelación de ecos multicanal es importante la preservación, no sólo de la
calidad de las señales de voz involucradas, sino también de su colocación
espacial. De hecho, alguno de los métodos expuestos para disminuir la
correlación inter-canales pueden distorsionar o destruir la imagen espacial
de la señal de voz. Este método está pensado, fundamentalmente para eva-
luar codificadores con señales de audio mono y estéreo. Para un mayor
número de canales sería necesario definir el entorno de pruebas y la calidad
de la colocación espacial.
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Conclusiones4.4 Conclusiones
En este capítulo se aborda la solución del problema de la no-unicidad
para sistemas complejos de cancelación de ecos multicanal; es decir, siste-
mas reales con respuestas al impulso muy grandes (del orden de miles de
coeficientes). En este caso, sólo es posible el uso de sistemas multirresolu-
ción como el filtrado adaptativo en el dominio de la frecuencia particionado
y en subbandas (adaptación en subbandas y filtrado en banda completa).
Se analizan dos métodos aplicables al caso multicanal. El primero es la
decorrelación de las señales mediante la transformada adaptativa de Kar-
hunen-Loève. El segundo, la introducción de ruido decorrelado en cada
canal. Este método permite además, mediante el uso de un predictor lineal
adaptativo, evitar la detección de doble locución. La introducción de ruido
incorrelado permite además adaptar con una señal de perturbación de
banda ancha, en lugar de la voz.
Ambos métodos no dieron los resultados esperados. En general se
observa una dependencia de las relaciones de potencia de las señales acús-
ticas implicadas con los algoritmos multirresolución. Los sistemas adapta-
tivos multirresolución de hecho transforman las señales de voz mediante
transformaciones ortogonales que tienen en cuenta la correlación cruzada
inter-canales mitigando el problema de la no-unicidad. No obstante los
resultados indican una posible línea de trabajo en la solución de la adapta-
ción sin detección de doble locución.199
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5  Conclusiones
La “Cancelación de Ecos Acústicos Multicanal” es un tema muy amplio
y los problemas a resolver complejos. Las largas funciones de transferencia
requieren de técnicas eficientes computacionalmente para su aplicación en
entornos reales sin latencia. Los problemas de correlación entre canales aso-
ciados perjudican el rendimiento de los filtros adaptativos. Las señales de
entrada al sistema de cancelación (señales de perturbación) son un factor
determinante en su comportamiento. Las señales de voz no son estaciona-
rias en sentido amplio, en los silencios se pierde la información necesaria
para la cancelación y por último si un interlocutor habla simultáneamente
en la sala local con otro en la sala remota se produce la situación de doble
locutor que obliga al sistema a converger a una solución inadecuada por lo
que, habitualmente, es necesario detectar esta situación y detener la adap-
tación. La solución del sistema multicanal no admite una extrapolación
directa de la solución al sistema monocanal.
En esta tesis se planteó, como objetivo principal abordar el estudio de la
cancelación de ecos acústicos multicanal y explorar diversas soluciones a
los problemas específicos preservando la inteligibilidad y espacialidad de
los locutores. Se han estudiado técnicas del estado del arte, inclusive de
otras áreas (como la codificación) y evaluado en el ámbito de la cancelación
de ecos multicanal y de estos estudios se ha hecho aportaciones que permi-
ten la solución del problema satisfactoriamente.201
Conclusiones5.1 Principales aportaciones
En el Capítulo 2 se desarrolló la versión multicanal compleja de algunos
algoritmos de filtrado adaptativo monocanal como “Gradiente Conjugado”
en la página 74, “FNLMS - LMS con Normalización Filtrada” en la
página 84, “PNLMS - NLMS Proporcionado” en la página 84, “LMS de
Ventana Deslizante” en la página 86, “NLMS-OCF - NLMS Factores de
Corrección Ortogonal” en la página 96, “Decorrelación en el Dominio del
Tiempo” en la página 98 y “Decorrelación en el Dominio Transformado” en
la página 98.
En “Filtros en Celosía” en la página 107 se propone una estructura en
celosía para filtrado adaptativo multicanal simplificado que adapta ambos:
los coeficientes de reflexión y los transversales con el error a la salida de la
estructura celosía en escalera. En “Algoritmo de Gradiente Conjugado” en
la página 119 se introduce el método de gradiente conjugado en la adapta-
ción. 
En general la estructura celosía en escalera posee propiedades de con-
vergencia superiores a costa de un aumento de la complejidad del algo-
ritmo. Es importante monitorizar el comportamiento de los coeficientes de
reflexión y mantener las condiciones de estabilidad.
En [84] se propone un escenario de filtrado adaptativo multicanal que
emplea técnicas de gradiente conjugado y se compara sus prestaciones res-
pecto al LMS. En este esquema se aplican las técnicas de filtrado polifásico
descritas en “Bancos de Filtros con Estructura Polifásica” en la página 134
y convolución particionada de la respuesta en banda completa descrita en
“Convolución Particionada (sin retardo)” en la página 174 para reducir los
requerimientos computacionales conservando el sistema sin  retardo. El
algoritmo de gradiente conjugado estocástico multicanal propuesto tiene
un comportamiento mucho mejor que la familia de algoritmos LMS muy
próximo a la solución de Wiener (RLS). Este enfoque requiere mayor
esfuerzo computacional aunque no necesita operar con matrices densas
(todas las operaciones son con vectores), y ofrece una alta capacidad de
paralelización y buen rendimiento lo cual lo convierte en un buen candi-
dato para su empleo en aplicaciones de tiempo real.202
Principales aportacionesEl mismo escenario se utiliza en [50] para la separación de fuentes rela-
cionada a aplicaciones de arreglos de micrófonos como los sistemas de tele-
conferencia basados en síntesis de campo de ondas1.
En “PBFDAF-CG” en la página 166 se propone un nuevo algoritmo de
filtrado adaptativo en el dominio de la frecuencia particionado de gra-
diente conjugado [85]. El método de gradiente conjugado introduce una
carga computacional adicional controlada por una ventana de estimación
. En el peor de los casos, si , el algoritmo se comporta como el
PBFDAF NLMS clásico. Según  crece, aumenta considerablemente la
velocidad de convergencia, a la vez que la carga computacional. El algo-
ritmo PBFDAF-CG puede utilizar los métodos de gradiente conjugado ana-
lizados en “Algoritmo de Gradiente Conjugado” en la página 119. El caso
más general supone la minimización de una función no cuadrática por lo
que es posible que el algoritmo encuentre nuevas direcciones y concluya
sólo cuando se satisfaga determinado criterio de terminación. El aumento
de la carga computacional no es excesivo, teniendo en cuenta que el algo-
ritmo propuesto no requiere del conocimiento del hessiano (que en este
caso coincide con la matriz de autocorrelación), ni de la implementación de
una búsqueda lineal. Todas las operaciones son entre vectores.
En “Convolución Particionada” en la página 171 se propone un
esquema sin retardo para la convolución particionada. La idea de eliminar
la latencia no es nueva [27][72][137]. Fue desarrollada para arquitecturas de
filtrado adaptativo en subbandas y en el dominio de la frecuencia con el fin
de eliminar la latencia que introducen. La estructura que permite el filtrado
adaptativo en subbandas sin retardo requiere la adaptación de los filtros en
subbandas y el filtrado en banda completa. Esto exige que la convolución
en banda completa sea sin retardo. En esta tesis se desarrollo un método, a
partir de [27] que permite la convolución en banda completa sin latencia.
En “Modelo de Decorrelación” en la página 186 se propone la extensión
del método propuesto en [136] para la cancelación de ecos multicanal sin
detección de doble locutor y se evalúa la decorrelación ortogonal a través
de la transformada de Karhunen Loève, utilizada con éxito para la codifica-
ción [30] de audio de alta calidad.
1.  WFS - Wave Field Synthesis.
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ConclusionesEn “Medición Adaptativa” en la página 240 se desarrolla un método de
estimación de la respuesta al impulso multicanal adaptativo. La medición
multicanal [3] facilita obtener las respuestas al impulso entre diferentes
posiciones simultáneamente. Sin embargo, la evolución de los métodos clá-
sicos de medición monocanal hacia la medición multicanal aún está en fase
incipiente. Teniendo en cuenta que la medición multicanal de una sala es
un problema de identificación de sistemas y se puede ver como un caso
adaptativo de la cancelación de ecos multicanal. Se desarrolló y probó un
método de medición en tiempo real basado en filtrado adaptativo multirre-
solución con gradiente conjugado.
5.2 Líneas futuras de investigación
En el Capítulo 1 se proponen diferentes escenarios para la simulación de
los algoritmos de filtrado adaptativo multicanal. En todos los casos se dise-
ñan arreglos lineales, ya sea de micrófonos o de altavoces. Esta es una con-
figuración extendida (e.g., técnicas de reconstrucción del campo sonoro por
síntesis del campo de ondas, etc.). Sin embargo, sería conveniente estudiar
la influencia de la geometría de los canales sobre las propiedades de con-
vergencia de los algoritmos adaptativos y la conservación de la calidad de
la espacialidad de las fuentes.
En el Capítulo 2 se desarrollan un conjunto de algoritmos adaptativos
tomando como función de coste el error cuadrático medio. Sería interesante
evaluar otras funciones de coste como estadísticos de orden [138] o algorit-
mos de gradiente natural basado en la geometría de Riemannian [114].
También sería interesante evaluar filtros adaptativos no lineales como son
los filtros de Volterra o redes neuronales.
En el Capítulo 3 se desarrolla una estructura para el filtrado adaptativo
en subbandas basada en bancos de filtros de análisis uniforme. Existe una
clase de banco de filtros no-uniforme diseñado en octavas que guarda rela-
ción con el modelo perceptual auditivo. En tipo de estructura mejora la
resolución en cada subbanda y existen métodos eficientes para su imple-
mentación. Sería conveniente explorar este tipo de estructura y estudiar sus
prestaciones para la aplicación de cancelación de ecos multicanal.
En el Capítulo 3 se propone un algoritmo de filtrado adaptativo en el
dominio de la frecuencia de gradiente conjugado rápido. Sin embargo, el204
Líneas futuras de investigaciónmétodo de gradiente conjugado es más robusto con una buena estimación
del gradiente. Para ello es necesario la estimación de la matriz de autocorre-
lación y el vector de correlación cruzada en el dominio de la frecuencia.
Sería conveniente estudiar las mejoras que puede introducir una estima-
ción mejor del gradiente y de proyecciones -conjugadas del vector de
coeficientes teniendo en cuenta la carga computacional y requerimientos de
memoria.
En el Capítulo 4 se estudian diferentes modelos de decorrelación para la
solución del problema de la no-unicidad. En general, los resultados no
fueron los esperados, pero si parece una línea de investigación interesante.
Principalmente para resolver la cancelación de ecos multicanal sin la nece-
sidad de detección de doble locutor.
También en este capítulo se explora el uso posible de un sistema de eva-
luación perceptual (no existe un sistema de este tipo para la evaluación de
la cancelación de ecos multicanal) y los problemas de adaptación asociados.
Un aspecto muy importante, apenas tratado en la literatura, es el com-
portamiento del cancelador de ecos multicanal a los movimientos de los
locutores. En esta situación dinámica, no sólo cambian las respuestas al
impulso, y es importante que el cancelador reaccione lo suficientemente
rápido, sino que también se debe conservar, en la sala local, la relación
espacial del locutor con la sala remota.
Por último es posible, a partir de los algoritmos desarrollados y las
simulaciones realizadas, afrontar el desarrollo de un sistema de cancelación
de ecos multicanal en tiempo real y su evaluación en entornos reales.
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Apéndice A 
Simulación
A fin de validar los algoritmos desarrollados, las soluciones propuestas
y poder establecer comparaciones con los métodos y algoritmos más utili-
zados, o interesantes, es necesario recrear un escenario de cancelación de
ecos multicanal lo más realista posible. El escenario de pruebas, consta de
dos salas como muestra la Figura 1-3 en la página 7: la sala de transmisión
o extremo lejano y la de recepción o extremo cercano. Ambas salas se
pueden caracterizar, desde el punto de vista acústico, a través de su res-
puesta al impulso. La respuesta al impulso (Figura 1-2 en la página 5) o fun-
ción de transferencia acústica define la relación de la presión sonora en un
punto de la sala (receptor) respecto a la presión sonora de excitación desde
otro punto de la sala (transmisor). En ambos, receptor y transmisor, se colo-
can transductores electroacústicos: micrófono y altavoz respectivamente.
El número de micrófonos y altavoces determina el número de canales del
sistema. Es posible tener un número diferente de micrófonos y altavoces.207
El escenario de cancelación de ecos multicanal de la Figura A-1 muestra
el caso más general cuando intervienen dos salas. Ambas salas juegan el
mismo rol (transmisión y recepción) según la dirección que se siga. En
general, en la sala de transmisión, existen  locutores y  micrófonos. Por
cada par  se tiene una respuesta al impulso diferente representada por
la matriz de funciones de transferencia acústicas .
(A-1)
Cada vector  representa la respuesta al impulso de la sala entre las
posiciones  y . Las  señales recogidas por los micrófonos de la sala de
transmisión llegan, a través de algún medio, a los altavoces de la sala de
recepción. Las  señales llegan a los  locutores y  micrófonos. De la
misma manera, por cada par  se tiene una respuesta al impulso dife-
rente representada por la matriz de funciones de transferencia acústicas .
(A-2)
Si  es un vector que contiene  muestras en el instante de tiempo .
Se puede definir el vector  como la salida de un sistema convolutivo
excitado por . Si la longitud de los filtros  es de  muestras, la
señal de entrada al sistema corresponde a un vector  de dimensión
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. La dimensión de la matriz de función de transferencia acústica de la
sala de transmisión  es de 
(A-3)
Por lo tanto, la dimensión del vector  será igual a . Si se asume
que la longitud de cada función de transferencia acústica de la sala de
recepción  es igual , entonces , de dimensión , nos per-
mite obtener el vector de salida  de dimensión  según
1 (A-4)
El objetivo de la cancelación de ecos multicanal es obtener una matriz 
(A-5)
tal que
(A-6)
(A-7)
Observe que el análisis para  locutores en la sala de recepción es idén-
tico al problema formulado en sentido contrario.
La Figura A-2 muestra un diagrama simplificado para el mismo escena-
rio ilustrado en la Figura A-1. Los íconos de los transductores (altavoz y
micrófono) representan ahora arreglos de transductores, en lugar de unida-
des. A pesar de la similitud con el escenario de cancelación de ecos mono-
canal (Figura 1-3 en la página 7), la solución de este sistema es válida para
el caso monocanal pero no al contrario.
1.  Por cada canal  la convolución requiere  muestras de .
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Para la simulación del sistema de cancelación de ecos multicanal es
necesario disponer de las matrices de función de transferencia acústica 
y . Estas respuestas al impulso se pueden medir o simular a partir de
un modelo teórico de propagación del sonido. Para obtener un modelo con-
vincente es necesario obtener estas respuestas en relación con el problema
tratado. Las salas en aplicaciones de videoconferencia o manos libres no
suelen ser muy grandes y a menudo, no están muy bien condicionadas.
Para poder simular diferentes salas, con tiempo de reverberación diferentes
parece prudente utilizar algún modelo de simulación. Sin embargo para
comprobar los resultados de los métodos y algoritmos planteados en entor-
nos más reales es conveniente el uso de mediciones en campo.
Por ello, para esta tesis, se desarrollaron ambos: un modelo de simula-
ción parametrizable y un sistema de medición de respuestas al impulso
multicanal.
A.1 Modelado Acústico de Salas
Las técnicas de modelado para salas acústicas se pueden dividir entre
simulación computacional o modelado a escala [90]. Los modelos a escala
son muy utilizados por los arquitectos y especialistas en acústica en el
diseño de salas de conciertos. Los modelos computacionales son herra-
mientas ampliamente utilizadas en el modelado y diseño de acústica de
salas [44].
H n[ ]
V n[ ]
Fig A‐3. Diferentes 
métodos para 
modelado de acústica 
de salas.210
Modelado Acústico de SalasEs obvio que un modelo computacional es mucho más flexible que un
modelo a escala. La geometría de un sala modelada computacionalmente es
fácil de modificar. Para variar los materiales de las superficies sólo es nece-
sario cambiar los coeficientes de absorción. El modelo computacional es
rápido. Para cualquier cambio en el modelo, el nuevo conjunto de resulta-
dos es prácticamente inmediato. Pero las ventajas no están relacionadas
sólo con el coste y el tiempo. La ventaja más importante es probablemente
que los resultados pueden ser visualizados y analizados mucho mejor
porque el modelo computacional contiene mucho más información que un
conjunto de mediciones hechas en un modelo a escala con micrófonos en
miniatura.
Matemáticamente, la propagación del sonido es descrita por la ecuación
de la onda (una ecuación diferencial parcial) en tres dimensiones. La solu-
ción de esta ecuación, para determinadas condiciones iniciales y condicio-
nes de frontera, permite obtener la respuesta al impulso desde una fuente
a un receptor; pero sólo en casos muy específicos se puede obtener de forma
analítica. Por lo tanto, la solución deberá ser obtenida mediante alguna
aproximación teórica. Existen tres teorías o enfoques que permiten estudiar
y simular la acústica de una sala:
•  Modelado estadístico
•  Teoría geométrica (Modelado basado en rayos)
•  Teoría ondulatoria (Modelado basado en ondas)
A.1.1 Modelado Estadístico
De la misma forma que la energía de una fuente de sonido radia en todas
direcciones, las ondas reflejadas en cualquier punto dentro de la sala, tam-
bién viajan en todas las direcciones. Se puede considerar que las fases de las
ondas que transfieren cada uno de estos puntos tienen una distribución
aleatoria. Los sonidos naturales (palabra y música) producidos en el inte-
rior de la sala son señales aleatorias e irregulares. Tal consideración permite
determinar la energía en cualquier punto de la sala, sin tener cuenta los
retrasos de fases entre las ondas, así como la suma de los valores medios de
la energía de las reflexiones que alcanzan el punto de la sala en estudio [92].
Los métodos estadísticos, como el Análisis de Energía Estadística (SEA
- Statistical Energy Analysis), no describen los detalles físicos intrínsecos211
del fenómeno, sin embargo tienen la ventaja de utilizar herramientas mate-
máticas estadísticas basadas en la teoría de la probabilidad relativamente
simples1. Tal modelo, basado en datos de los resultados del proceso, per-
mite obtener conclusiones objetivas de los aspectos cuantitativos del pro-
ceso, e inclusive, de sus posibles defectos.
A.1.2 Teoría Geométrica. Modelos basados en rayos.
En acústica, como en muchas otras áreas de la física, es una cuestión
básica si el fenómeno debe ser descrito por partículas o por ondas [67].
La teoría geométrica considera el campo sonoro como una combinación
de rayos, construidos a partir de la óptica geométrica. La propagación del
sonido es descrita por partículas de sonido que se propagan a lo largo de
rayos de sonido. Mediante esta teoría se puede determinar los puntos de
incidencia de las ondas sobre los obstáculos de la sala, así como las pérdidas
de energía debida a la absorción sonora de los materiales que constituyen
los obstáculos. Esto tiene mayor importancia cuando los obstáculos están
compuestos por materiales con diferentes propiedades absorbentes. En este
caso, la acústica de la sala se estudia determinando la energía del sonido en
cualquier punto, calculando las pérdidas de todos los rayos de sonido que,
después de reflejarse, pasan por él. 
A.1.3 Teoría Ondulatoria. Modelos basados en ondas.
El espacio vacío dentro de una sala se comporta como un sistema vibra-
torio que se excita por la energía de la fuente de sonido. Los modos norma-
les de vibración de una sala son tridimensionales, a diferencia de una
cuerda (unidimensional) o una membrana (bidimensional); por lo que el
espectro de frecuencias resultante será mucho más complejo.
A.1.3.1 Métodos Basados en Ondas. Teoría Ondulatoria
El principio de estos métodos es que el campo sonoro satisfaga la ecua-
ción de la onda
1.  El aplicar estadística matemática a sucesos aleatorios requiere que el proceso mantenga su distribu-
ción aleatoria. Si por cualquier causa, el fenómeno deja de ser aleatorio, nos da una baja descripción del
proceso. Por ejemplo, si alguna de las superficies interiores de la sala tiene propiedades de enfoque, la
naturaleza aleatoria de la dirección de llegada de las ondas reflejadas es menor. En este caso, no es
apropiado emplear un análisis estadístico.212
Modelado Acústico de Salas(A-8)
(A-9)
donde  es la presión del sonido y  su velocidad. Si se asume que las
paredes no son completamente rígidas pero permiten componentes norma-
les distintos de cero de la velocidad de la partícula, entonces para las pare-
des perpendiculares al eje , las condiciones de frontera son
, para  y , para 
donde  y  son las impedancias de las paredes e . Para las con-
diciones de fronteras perpendiculares a los ejes  y , existen ecuaciones
similares. Las condiciones iniciales describen la presión y su velocidad de
cambio con respecto al tiempo cuando . La ecuación diferencial par-
cial, conjuntamente con las condiciones de frontera y las condiciones inicia-
les, determinan el campo acústico dentro de la sala.
Para obtener la función de transferencia de la sala se necesitan tres ecua-
ciones: la ecuación de conservación de la masa, la ecuación de conservación
del momento y la ecuación de la onda. Las ecuaciones de conservación son
las encargadas de especificar, para un problema dado, las condiciones de
contorno [45].
(A-10)
(A-11)
(A-12)
 es el vector de posición,  es la velocidad del sonido,  es la
densidad del medio,  es la fuerza externa,  es el volumen
inyectado externamente de fluido, la presión  es una magnitud esca-
lar, y la velocidad del fluido  es un vector.
Aunque es posible una solución analítica de la ecuación, en determina-
das circunstancias, los modelos basados en ondas para la propagación del
sonido son resueltos generalmente mediante soluciones numéricas, más o
menos eficientes; como el método de elementos finitos (FEM - Finite Ele-
ment Method) y el método de elementos fontera (BEM - Boundary Element
Method). 
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Los modelos de ondas se caracterizan por proveer resultados muy pre-
cisos a una sola frecuencia; de hecho demasiado precisos para ser útil en
relación a entornos arquitectónicos, donde son preferibles los resultados en
bandas de octava. Otro problema es que el número de modos naturales en
una sala incrementa aproximadamente al cubo de la frecuencia. Esto res-
tringe el uso de estos modelos de ondas a baja frecuencias o salas pequeñas.
A.1.3.2 Métodos basados en rayos. Teoría geométrica.
Considerar la propagación del sonido por partículas que se propagan a
lo largo de un rayo de sonido, es apropiado para sonidos a medias y altas
frecuencias y el estudio de las interferencias con estructuras grandes y com-
plicadas. Para la simulación acústica de grandes salas, existen dos métodos
geométricos clásicos: el método de trazado de rayos y el método de las imágenes.
La longitud de onda o la frecuencia del sonido no es inherente al modelo,
para ambos métodos. Por esta razón, el modelo tiende a crear reflexiones de
alto orden mucho más precisas de lo que correspondería a una onda sonora
real y esto no es beneficioso. Por lo tanto, los modelos geométricos puros
deben ser limitados a reflexiones de relativamente bajo orden y modelar las
reflexiones de alto orden mediante algún enfoque estadístico. Una forma de
introducir la naturaleza de onda del sonido en los modelos geométricos es
asignando un coeficiente de dispersión a cada superficie. De esta manera,
la reflexión desde una superficie puede ser modificada desde un compor-
tamiento especular1 puro a un comportamiento más o menos difuso, lo cual
se ha demostrado esencial, para el desarrollo de modelos computacionales
que puedan generar resultados confiables.
Trazado de rayos
El método de trazado de rayos utiliza una gran cantidad de partículas,
las cuales son emitidas en diferentes direcciones desde un punto fuente. Las
partículas son trazadas junto con la energía perdida en la sala en cada
reflexión de acuerdo al coeficiente de absorción de la superficie. Cuando
1.  En el caso de la reflexión especular, a los rayos incidente y reflejado, con respecto a la perpendicular
a la superficie espejo, se aplican las siguientes reglas:
i.  El rayo incidente, el rayo reflejado y la perpendicular al espejo en el punto de incidencia pertenecen
al mismo plano
ii.  El ángulo entre el rayo incidente y la perpendicular, denominado ángulo de incidencia, es igual al
ángulo entre el rayo reflejado y la perpendicular, denominado ángulo de reflexión.214
Modelado Acústico de Salasuna partícula impacta con una superficie es reflejada, lo cual significa deter-
minar una nueva dirección de propagación (e.g., según la ley de Snell).
Para calcular un resultado relacionado con una posición específica del
receptor es necesario, definir un área o volumen alrededor del receptor, a
fin de que capture las partículas cuando viajen por ella, o considerar los
rayos de sonido como el eje de una cuña o pirámide. En cualquier caso,
existe el riesgo de colectar reflexiones falsas y no encontrar algún posible
camino de reflexión. Existe una probabilidad, razonablemente alta, de que
un rayo ʺilumineʺ una superficie de área , después de viajar un tiempo ,
si el área del frente de onda por rayo es menor que . Esto determina el
número mínimo de rayos 
(A-13)
Donde  es la velocidad del sonido. De acuerdo a esta ecuación, para
una sala típica, se requiere de un enorme número de rayos1.
El primer modelo de trazados de rayos acústicos de salas tenía como
objetivo graficar, para inspección visual, la distribución de las reflexiones.
Posteriormente se desarrolló un método para obtener la respuesta en un
punto que consideraba los rayos como conos circulares con funciones de
densidad especial para compensar el solapamiento entre conos vecinos.
Con esta técnica no fue posible obtener una precisión razonable. Actual-
mente se han desarrollado modelos de trazado de rayos que usan pirámi-
des triangulares en lugar de conos circulares para superar el problema de
solapamiento de los conos.
Método de las imágenes
El método de las imágenes se basa en el principio de que una reflexión
especular puede ser construida geométricamente replicando la fuente en el
plano de la superficie reflectante. En una sala con forma de caja rectangular
es muy sencillo construir todas las imágenes hasta alcanzar un cierto orden
de reflexión. Si el volumen de la sala es , el número aproximado de fuen-
tes imagen en un radio  es
(A-14)
1.  Por ejemplo: un área de superficie mínima de 10 m2 y un tiempo de propagación de sólo 600 ms
requiere, aproximadamente, 100000 rayos como mínimo.
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Esta es una estimación del número de reflexiones que llegarán al recep-
tor transcurrido un tiempo  después de la emisión del sonido. Estadística-
mente, esta ecuación es independiente de la geometría de la sala. Un
auditorio típico, normalmente tiene una alta densidad de primeras reflexio-
nes y baja densidad de las últimas reflexiones compensándose, de tal
manera, que el número de reflexiones promedio incrementa con la potencia
al cubo del tiempo según se indica en la ecuación (A-14).
La ventaja del método de las imágenes es que, es muy preciso. Cuando
la sala no tiene la forma de una simple caja rectangular, sin embargo, existe
un problema. Con  superficies, existen  posibles pares imagen-fuente de
primer orden y cada una de ellas puede crear  imágenes de segundo
orden. Hasta la reflexión de orden  el número de imágenes posible  es
(A-15)
Por ejemplo, en una sala de 15000 m3 modelada por 30 superficies, el
camino libre medio será, aproximadamente de 16 m, lo cual significa que,
para calcular reflexiones de hasta 600 ms, se necesita un orden de reflexión
de . Por lo tanto, la ecuación (A-15) demuestra que, el número de imá-
genes posible es aproximadamente . Estos cálculos explotan
porque incrementan exponencialmente con el orden de reflexión.
Cuando se considera una posición específica del receptor resulta que la
reflexión de la mayoría de las imágenes no contribuye, con lo cual la mayo-
ría del esfuerzo de cálculo será en vano. De la ecuación (A-14) parece que
sólo 2500 de las  imágenes son válidas para un receptor específico. Por
ello el modelo sólo debe incluir aquellas imágenes que contribuyan a la fun-
ción de respuesta al impulso.
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Desarrollo del método de las ImágenesCada imagen contribuye sólo con un impulso puro de potencia conocida
y afecta al retardo sólo una vez; mientras cada modo normal, de caída expo-
nencial, afecta todas las veces. El cálculo del modo normal requiere la solu-
ción de las ecuaciones trascendentales para encontrar la localización del
polo más la evaluación de una función relativamente compleja para encon-
trar la ganancia del modo (residuo). Se ha demostrado teóricamente que el
modelo de las imágenes es equivalente a la solución del modo-normal asu-
miendo fronteras rígidas para la función de respuesta al impulso de la sala.
Por lo tanto, en el modelo final para el cálculo de la función de respuesta al
impulso es necesario considerar la atenuación debida a la reflexión sobre
paredes no-rígidas.
A.2 Desarrollo del método de las Imágenes
Se asume un modelo de sala rectangular, de paredes rígidas, con una
fuente en la posición  y un receptor en la posición . El
objetivo es obtener la respuesta al impulso o, lo que es lo mismo: la función
de transferencia de la sala, entre la fuente  y receptor . La elección de una
sala rectangular se debe a que es un entorno típico de oficina, el modelo
puede ser fácilmente simulado con un lenguaje como Matlab, la solución
del método de las imágenes consigue la solución exacta1. 
La ecuación general de la onda considerando la velocidad de la partícula
es
1.  La solución es exacta sólo cuando se considera las paredes rígidas. Para que el modelo continúe
siendo válido en el caso de paredes no-rígidas es necesario tener en cuenta el efecto de absorción acús-
tica de las paredes sobre las amplitudes de cada uno de los rayos que llegan al receptor.
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Fig A‐5. Imágenes de 
primer orden en el 
plano (2D).217
(A-16)
 es la presión acústica,  la velocidad instantánea de las partículas,  la
velocidad de propagación del sonido y  la densidad del medio1. Si se con-
sidera el caso de una fuente puntual y un escalón de velocidad, la ecuación
(A-16) queda
(A-17)
Tomando transformada de Fourier en (A-17) se obtiene la ecuación de
Hemlholtz
(A-18)
La solución de (A-18) [51] suponiendo como condiciones de contorno
una sala con forma de paralelepípedo de paredes rígidas es
(A-19)
Ambos sumatorios son triples (debido al tratamiento tridimensional): el
primero sobre la terna , donde ,  y  sólo toman valores 0 y 1 y
el segundo sobre la terna , con ,  y  enteros
. Los  son ocho vectores
(A-20)
 es el vector de posición del emisor y  del receptor y 
, (A-21)
,  y  son las dimensiones del recinto.
La respuesta al impulso se puede obtener tomando la transformada de
Fourier inversa de (A-19)
(A-22)
El método de las imágenes se basa en la idea de que, el sumatorio de (A-
22) se obtendría también si, en lugar de suponer una sola fuente sonora en
un recinto cerrado, se hubiera dispuesto de infinitas fuentes en el espacio
1.  El operador de divergencia de un campo vectorial div mide la tasa de cambio de la velocidad en las
tres dimensiones. La divergencia da la tasa de crecimiento de las líneas de flujo por unidad de volu-
men.
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Desarrollo del método de las Imágeneslibre. La ubicación exacta de las fuentes se obtiene reflejando la fuente origi-
nal en cada una de las paredes del recinto (primeras imágenes) y mediante
un proceso iterativo de reflexión de las imágenes. En (A-22) se puede obser-
var que cada imagen está afectada por un factor inversamente dependiente
de su distancia al receptor de manera tal que, el peso relativo disminuye con
el orden de la imagen [89]. Se puede demostrar que el método descrito es
equivalente a repetir la estructura básica de ocho fuentes periódicamente
en las tres direcciones espaciales  con períodos, respectivamente
.
Cada imagen aporta un término a la ecuación (A-22) equivalente al de
una onda esférica (rayo acústico) que, proveniente de la fuente original,
sufre diferentes reflexiones en las paredes de la sala.
x y z, ,( )
2Lx 2Ly 2Lz, ,( )
Fig A‐6. Estructura 
básica del método de 
las imágenes (3D).
Fig A‐7. Equivalencia 
entre rayo original e 
imagen.219
El método de las imágenes es reversible, de modo que es equivalente a
múltiples imágenes de la fuente emitiendo a un receptor que una sola
fuente enviando rayos acústicos a las imágenes del receptor.
A.2.1 Solución para paredes no-rígidas
La solución (A-22) a la ecuación (A-17) sólo es válida cuando se conside-
ran, como condición de contorno, las paredes rígidas. Cuando las paredes
no son rígidas, varían las condiciones de contorno y la solución (A-22) deja
de ser exacta. Sin embargo, bajo la suposición de que, cada pared tiene un
coeficiente de reflexión  aproximadamente independiente del ángulo de
incidencia de la onda de presión, la solución sólo ha de tener en cuenta el
efecto de absorción acústica por las paredes en las amplitudes de cada uno
de los rayos que llegan al receptor. De modo que, para que el modelo con
solución (A-22) continúe siendo válido sólo es necesario introducir los fac-
tores de atenuación en cada uno de los términos [51].
Para determinar el coeficiente a aplicar, al término correspondiente a la
contribución de cada imagen, hay que tener en cuenta que, cada reflexión
en una pared afecta a la amplitud en un factor igual al coeficiente de
reflexión de dicha pared. El número de reflexiones en cada una de las pare-
des depende de la imagen considerada como se muestra en la Figura A-8.
La Figura A-8 representa las sucesivas imágenes de la fuente en una
dirección. Se puede demostrar que, las imágenes situadas en  y 
conforman una sola reflexión (en las paredes izquierda y derecha, respecti-
vamente); a continuación, las imágenes de segundo orden,  y ,
se originan por una reflexión en cada pared; las de tercer orden,  y
, por tres reflexiones, etc.
La modificación que tiene en cuenta el orden de cada imagen corres-
ponde a
β
x– x– 2Lx+
x 2Lx– x 2Lx+
x– 2Lx–
x– 4Lx+
Fig A‐8. Introducción 
de los factores de 
atenuación de las 
paredes.220
Desarrollo del método de las Imágenes(A-23)
donde  son los coeficientes de reflexión correspondientes a cada una de
las paredes y el subíndice 1 hace referencia a la más próxima al origen de
coordenadas de cada par enfrentado.
A.2.2 Incorporación de diagramas de radiación
Para hacer más realista el modelo, se puede suponer el empleo de trans-
ductores no omnidireccionales. En tal caso, es necesario introducir sus
correspondientes diagramas de radiación como parámetros.
El factor de corrección para introducir el efecto direccional de un dispo-
sitivo deberá afectar la amplitud en función del ángulo formado por la línea
que une ambos transductores (fuente y emisor1) y el diagrama de radiación.
El modelo de simulación adoptado supone un diagrama de radiación de
forma cónica 2 con el vértice situado en el transductor, de modo
que, quede completamente especificado por la semiapertura del haz 
como se muestra en la Figura A-9. La orientación del diagrama, a su vez,
queda definida por el ángulo acimutal  del transductor respecto al eje 
y el de elevación  sobre el plano horizontal. En estas condiciones, el
ángulo  que forma un punto arbitrario  con el eje del cono de
1.  Típicamente el emisor corresponderá a un altavoz y la fuente a un micrófono.
2.  elevación, acimut, semiapertura de la fuente.
p t x x',;( ) βx1
nx i– βx2
nx βy1
ny j– βy2
ny βz1
nz k– βz2
nz δ t Rp Rr+ c⁄–
4π Rp Rr+
----------------------------------------------
r
∑
p
∑=
β
θ ϕ ΔΨ, ,[ ]
ΔΨ
ϕ0 x
θ0
θ x1 y1 z1, ,( )
Fig A‐9. Modelo de 
diagrama de radiación.221
radiación situado en  se puede calcular mediante una traslación
del origen y una adecuada rotación de los ejes de coordenadas. Resulta que
(A-24)
con
(A-25)
(A-26)
Existe respuesta en el transductor siempre que se verifique la condición
.
En la aplicación del modelo anterior a un problema de imágenes acústi-
cas hay que tener en cuenta que éstos son transductores virtuales y el ángulo
 que forma el rayo virtual que une una imagen de un dispositivo con el
otro transductor coincide con el correspondiente al rayo real como se
deduce de la Figura A-7. De este modo, si se especifica el diagrama de
radiación de uno de los transductores, bastaría con situar sobre él el vértice
del cono  para aplicar las ecuaciones (A-24), (A-25) y (A-26) a cada
una de las imágenes del otro dispositivo e incluir en el sumatorio de (A-23)
sólo la contribución de aquellas que verifiquen la condición de iluminación
.
Para el caso general, en el cual se definan diagramas de radiación para
ambos: fuente y receptor, es necesario calcular para cada rayo real tanto el
ángulo con el cual es emitido como su ángulo de incidencia sobre el recep-
tor. De esta forma se puede verificar, en ambos casos la ecuación de ilumi-
nación. Esto exige asociar al rayo real dos rayos virtuales: la traza que une
la fuente con una imagen del receptor y la traza que une una imagen de la
fuente con el receptor; como se muestra en la Figura A-10.
x0 y0 z0, ,( )
θcos ζ R⁄=
ζ x1 x0–( ) θ0 ϕ0 y1 y0–( ) θ0 ϕ0 z1 z0–( ) θ0sin+sincos+coscos=
R x1 x0–( )2 y1 y0–( )2 z1 z0–( )2+ +=
θ Δψ<
θ
x0 y0 z0, ,( )
θ Δψ<
Fig A‐10. Equivalencia 
entre imágenes de 
fuente y receptor.222
ResultadosDe este modo, el rayo real es aceptado si la imagen del receptor está con-
tenida en el cono del diagrama de radiación de la fuente y simultáneamente
la imagen de la fuente es interior al correspondiente cono del receptor. El
problema consiste ahora en asociar imagen de la fuente con otra del recep-
tor de forma que ambas correspondan al mismo rayo real.
La Figura A-11 ilustra como establecer dicha asociación. Como se puede
apreciar, las imágenes de primer orden (una sola reflexión) se relacionan
directamente , mientras que para asociar las de
segundo orden (dos reflexiones) hay que cambiar el signo del desplaza-
miento respecto a la posición original . Para
imágenes de orden superior se puede comprobar que, de forma análoga, se
seguirían asociando las de órdenes pares e impares superiores. De este
modo, si la posición de una imagen de la fuente es
(A-27)
la correspondiente del receptor es
(A-28)
de modo que  y ambas son responsables del
mismo término en la ecuación (A-23).
A.3 Resultados
Se supone una sala de dimensión [3000, 3000, 2750], dadas en milíme-
tros, con dos transductores omnidireccionales según se muestra en la
Figura A-12. La posición de la fuente está en [750, 1500, 1600] con un patrón
de radiación [0 90 180]1 y el micrófono en [2500, 1500, 1400], con patrón de
radiación [0 0 180]. 
1.  [elevación, acimut, semiapertura del haz de radiación] en grados.
x x– '↔– x 2Lx+ x'– 2Lx+↔–,( )
x 2Lx+ x' 2Lx–↔– x 2– Lx x' 2Lx+↔,( )
xpr x 1 2i–( ) 2nxLx+ y 1 2j–( ) 2nyLy+ z 1 2k–( ) 2nzLz+, ,[ ]T=
x'pr x' 2nxLx–( ) 1 2i–( ) y' 2nyLy–( ) 1 2j–( ) z' 2nzLz–( ) 1 2k–( ), ,[ ]T=
x x'pr– xpr x'– Rp Rr–= =
Fig A‐11. Asociación 
de las imágenes.223
Los coeficientes de reflexión son  y
. La frecuencia de muestreo es de 16 kHz y el número de
muestras generadas de 5600 para una respuesta de 0.35 segundos de dura-
ción. 
La Figura A-14 muestra la respuesta al impulso obtenida para las
mismas condiciones anteriores cerrando el ángulo del haz de apertura en la
fuente a 60º y en el receptor a 80º.
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ResultadosEn ambas respuestas se puede observar la caída aproximadamente
exponencial de la energía de la respuesta al impulso. El tiempo de reverbe-
ración T60, que es el tiempo que tarda la amplitud del sonido en caer 60 dB,
para una sala como la correspondiente a la Figura A-12 es de 200 a 300 ms;
por lo que, para una buena representación de la respuesta al impulso de la
sala, se puede seleccionar una duración de 350 ms.
Si a la misma situación anterior se añade un micrófono en la posición
[2500, 1600, 1400], es decir, a 10 cm del otro, se tiene el escenario que mues-
tra la Figura A-15.
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La Figura A-16 muestra las respuestas al impulso correspondientes
y como se puede apreciar, ambas respuestas son muy similares debido
a la proximidad de los micrófonos. Una medida que permite comparar el
grado de similitud de ambas respuestas es el desajuste definido por la
Ecuación 1-53 en la página 28. Cuanto más pequeño es el desajuste, más se
parece una respuesta a la otra. Para este escenario .
La coherencia (Ver “Coherencia” en la página 21.) permite la compara-
ción de ambas respuestas en el dominio de la frecuencia. La Figura A-17
muestra la coherencia entre ambas respuestas.
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xUna elevada coherencia entre dos canales, dada por la similitud de las
respuestas al impulso entre dos caminos diferentes, implica un mal condi-
cionamiento de la matriz de correlación en la estimación adaptativa de la
respuesta al impulso de la sala para el caso de la cancelación de ecos multi-
canal. Existe un compromiso entre la colocación de los micrófonos y el com-
portamiento del cancelador dado por esta medida.
Poder simular la respuesta al impulso, entre dos puntos cualquiera de
una sala, da la posibilidad de ajustar el algoritmo de adaptación, monitori-
zar el error cometido, (e.g., el desajuste entre la respuesta al impulso simu-
lada y la estimada) y medir la eficacia de determinadas técnicas de
decorrelación para mejorar la convergencia del algoritmo adaptativo utili-
zado. 
A.4 Medida de Salas
Otra alternativa al modelado acústico de salas, menos versátil pero más
real, es la medición de salas. Medir una sala significa obtener la respuesta
al impulso entre pares de puntos de la sala. En la medición tradicional se
coloca un altavoz en un punto de la sala y un micrófono en otro punto. Se
emite una excitación por el altavoz, que recoge el micrófono y el problema
de medición se reduce a obtener el sistema lineal acústico a partir de la
entrada y salida a través de un proceso de deconvolución. Si se desea obte-
ner la respuesta al impulso acústico de varios caminos es necesario colocar
ambos: altavoz y micrófono, en los extremos de cada nuevo camino y repe-
tir la medición.
En la medición multicanal se colocan  altavoces y  micrófonos en dife-
rentes puntos. Se excitan los altavoces con  señales incorreladas entre si y
a partir de las  mediciones se obtienen simultáneamente las  respuestas.
(A-29)
(A-30)
Cada vector  representa la respuesta al impulso de la sala entre las
posiciones  y . Si se supone que cada respuesta al impulso tiene longitud
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, la dimensión de  es de , la del vector de estímulos  corres-
ponde a  y la del vector de mediciones .Observe que, en la situa-
ción de medición tradicional, la matriz  se reduce a un solo camino 
y la ecuación (A-30) a una convolución unidimensional.
Un modelo más real, representado en la Figura A-18, tiene en cuenta la
influencia del ruido a la salida del sistema.
(A-31)
Existen diferentes métodos para medir la respuesta al impulso de una
sala que dependen fundamentalmente del tipo de excitación que se emplee
y el dominio donde se realice la deconvolución.
Los métodos en el dominio del tiempo suelen aprovechar las propieda-
des de la autocorrelación de la señal de perturbación para la deconvolución
de la respuesta impulsiva.
(A-32)
donde  es la transformada inversa de Fourier y  y  la den-
sidad espectral de potencia, entre las señales  y  respectivamente, defi-
nida por la Ecuación 1-35 en la página 22.
En los métodos en el dominio de la frecuencia se suele diseñar la señal
de perturbación pensando en la transformada de Fourier de la respuesta
impulsiva. Para la deconvolución se suele usar una expresión del tipo
(A-33)
donde  es la transformada de Fourier.
Existe una tercera variante que realiza barridos en frecuencia. Este tipo de
señales excitan el sistema en un determinado rango de frecuencia, la dife-
rencia con el método anterior es que las frecuencias se excitan en instantes
de tiempo distintos. La deconvolución de la respuesta impulsiva se puede
realizar tanto en el dominio del tiempo como en la frecuencia.
A estas variantes se puede añadir la deconvolución en tiempo real, ya
sea en el dominio del tiempo o la frecuencia, mediante un algoritmo adap-
tativo que minimice el error entre el sistema multicanal real y el estimado.
El empleo de un método de identificación de sistemas adaptativos es, en
realidad, una situación simplificada de la aplicación de cancelación de ecos
L H n[ ] JL IL× x n[ ]
IL 1× JL 1×
H n[ ] h n[ ]
yr n[ ] H n[ ]x n[ ] r n[ ]+=
h n[ ] F 1– Sxy f[ ]Sxx f[ ]
-------------
⎩ ⎭⎨ ⎬
⎧ ⎫
=
F 1– Sxx f[ ] Sxy f[ ]
xx xy
h n[ ] F 1– Fy n[ ]Fx n[ ]--------------⎩ ⎭⎨ ⎬
⎧ ⎫
=
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Medida de Salasmulticanal. En este caso la señal de perturbación y su potencia puede ser
elegida convenientemente, a diferencia de la voz empleada en la aplicación
de cancelación de ecos, y sólo es necesario tener en cuenta el efecto de la
sala que se desea medir, a diferencia del efecto de ambas salas en la aplica-
ción de cancelación de ecos.
A.4.1 Perturbación
El estándar ISO 3382 [47] especifica los siguientes requerimientos para
que una señal de perturbación sea válida para medir una respuesta al
impulso. Primero, debe de ser aproximadamente omnidireccional.
Segundo, su nivel de presión sonoro debe proveer suficiente rango diná-
mico para evitar la contaminación del ruido de fondo. Tercer, la señal debe
de ser repetible.
Existen una serie de parámetros útiles para definir las cualidades de las
señales de perturbación. Para que una señal dada pueda ser una señal de
perturbación óptima debe cumplir dos requisitos. El primero es que tenga
una amplitud pequeña para que el sistema no entre en saturación, y por
consiguiente en zonas de no linealidad. El segundo es que la energía de la
señal sea suficientemente alta para que la relación señal a ruido sea óptima.
El índice de rendimiento más empleado es el factor de pico FP [78], y se
define como
(A-34)
Donde ,  y  corresponden al valor máximo, el valor mínimo
y el valor RMS de la señal .
El factor de normalización   es para que el factor de pico de una senoidal
pura (sin valor medio) sea 1.
Un nuevo índice PIPS1 para medir el rendimiento de la señal, definido
por Gogfrey [79], otorga una escala de 0%-100%. Las señales que tienen un
100%, de este índice, se considera poseen las mejores cualidades para ser
señales de perturbación mientras que las que tienen 0% se considera con las
peores cualidades.
1.  PIPS (Performance Index for Perturbation Signals).
FP
xmax xmin–
2 2xrms
---------------------------=
xmax xmin xrms
x n[ ]229
(A-35)
A.4.1.1 Impulso
El uso de un impulso como señal de perturbación es, a primera vista, lo
que parece más razonable para obtener la respuesta al impulso. Gracias a
las propiedades de la convolución con un impulso unidad, la señal que se
recoge por los micrófonos es la denominada respuesta al impulso de la sala,
siempre que el espectro del pulso diseñado sea plano.
Para mejorar la SNR de la señal, el pulso puede ser repetido varias veces
y obtener la respuesta al impulso del promedio de las diferentes respuestas
al impulso obtenidas. Si el ruido está incorrelado con la señal este promedio
permite una disminución del nivel de ruido en 3dB.
Los impulsos son una forma de medición de la respuesta al impulso
aplicable siempre que la medida sea lo más rápida posible, y no haya un
camino acústico largo. Si se excita el sistema con un pulso corto, la res-
puesta al impulso es medida de manera directa en el dominio del tiempo
(A-36)
donde  es la amplitud del pulso,  su ancho y  el período.
El factor de pico mínimo de un pulso esta dado por , la función de
autocorrelación de un pulso es idéntica a la de una secuencia MLS1, para
que la energía de la señal de entrada sea la misma se debe actuar sobre el
factor .Una de las ventajas de emplear pulsos como señal de pertur-
bación es su fácil generación y su inmunidad ante las variaciones en el
tiempo.
Es posible también emplear como señal de perturbación impulsos reales
como un disparo de pistola o la explosión de un globo2. Este método para
la medida al impulso de la sala, tiene algunas ventajas, como que la relación
señal a ruido SNR es muy elevada; por ejemplo, la SNR con un ruido de
fondo normal es de 90 dB SPL, mientras que con una señal de perturbación
MLS de orden 16, la SNR es de 60,5 dB.
1.  MLS - Maximun Length Sequence.
2.  balloons.
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Medida de SalasLa normativa ISO 3382 [47] especifica que, en el rango de frecuencias de
interés, el nivel de pico de la señal debe estar al menos 45dB por encima del
ruido.
Uno de los problemas a considerar es la variabilidad del espectro y la
directividad de este tipo de fuentes. No se puede asegurar su omnidireccio-
nalidad ni la repetibilidad de la señal de excitación. Sin embargo, la res-
puesta al impulso depende de la dirección de la fuente, y como la norma
ISO 3382 define, para mediciones de acústica de recintos, se debe emplear
un altavoz “lo más omnidireccional” posible.
Según la ISO 3382, la excitación del sistema con impulsos es buena para
el análisis de las primeras reflexiones pero no para la medida de tiempos de
reverberación lo que provoca resultados poco fiables en el cálculo de pará-
metros relacionados con la energía cuando el tiempo de desvanecimiento
es grande.
El poco éxito de esta familia de señales de perturbación se debe funda-
mentalmente a tres razones. La primera es que la respuesta en frecuencia
de estos impulsos no es plana. La segunda es la dificultad de obtener una
adecuada SNR porque la energía de los impulsos está empaquetada en una
duración muy corta. La tercera razón es que no son repetibles con precisión
porque dependen significativamente de pequeñas variaciones en la distri-
bución de la carga, forma del globo, etc.
A.4.1.2 Secuencias Pseudoaleatorias de Longitud Máxima
Las secuencias pseudoaleatorias de longitud máxima (MLS)
[21][131][132][133] son secuencias binarias cuya función de autocorrelación
es aproximadamente un impulso. La señal pseudoaleatoria binaria es gene-
rada por medio de  registros de desplazamiento realimentados. La longi-
tud de las secuencias es . 
En cada periodo de una MLS, el número de 1´s es siempre uno más que
el número de 0´s. En aplicaciones prácticas la señal MLS binaria  toma
m
N 2m 1–=
XOR
1 2 … n 1– n
0 1,( )
Fig A‐19. Registro de 
desplazamiento para 
generar una secuencia 
MLS.231
valores  denominadas MLS simétricas. La suma de una secuencia
MLS simétrica es siempre -1. Esto es importante para obtener la respuesta
al impulso porque la componente continua es casi nula.
La autocorrelación de una secuencia MLS periódica , de período 
es en esencia igual que un impulso unidad periódico. Esto significa que
tiene un espectro plano en todas las frecuencias.
(A-37)
(A-38)
Por conveniencia matemática se suele normalizar por , en lugar de
por , de esta manera
(A-39)
(A-40)
La ecuación (A-40) se puede expresar como la suma de un impulso
periódico  y un pequeño componente de directa
(A-41)
Cuanto más largo sea el periodo , más se aproxima a cero el compo-
nente DC, y la expresión (A-41) se aproxima más al impulso unidad ideal
.
Si se aplica una secuencia MLS  a un sistema LTI de respuesta al
impulso periódica , la salida del sistema  es expresada como una
convolución circular o periódica
(A-42)
Se puede obtener la respuesta al impulso con la correlación cruzada de
la salida  y la entrada . La correlación cruzada normalizada corres-
ponde a
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o lo que es lo mismo
(A-44)
Combinando (A-44) y (A-41) se obtiene
(A-45)
El segundo término de esta ecuación (A-45) es el valor medio de la res-
puesta al impulso periódica y representa la componente continua. El último
término es idéntico pero escalado por . El segundo termino elimina la
componente en continua de la respuesta al impulso periódica. Para 
grande, el último termino es también insignificante. Si el sistema medido
esta acoplado en alterna, la suma de  sobre un período y el segundo y
tercer termino de la ecuación (A-45) se cancelan conjuntamente. Cualquier
desplazamiento extraño del nivel de continua en la cadena de medición
queda también atenuado por el factor .
Debido a este acoplamiento en alterna, los resultados obtenidos utili-
zando secuencias de una sola muestra no son necesariamente iguales a los
obtenidos con secuencias MLS simétricas. Hay que tener en cuenta que, a
diferencia de las secuencias muestra unidad, las mediciones con MLS simé-
tricas están virtualmente acopladas en alterna, de modo que no contienen
energía en la componente continua DC.
Afortunadamente este comportamiento no perjudica el análisis del sis-
tema acústico. Para aplicaciones con sistemas acoplados en continua, se
suma un valor constante de -1 a la secuencia MLS, que permite la recupera-
ción completa de la respuesta al impulso, incluyendo la componente conti-
nua [76].
En el dominio de la frecuencia, las secuencias MLS exhiben un espectro
plano en todas las frecuencias excepto en DC [21][22]. El espectro de poten-
cia de una secuencia periódica corresponde a
(A-46)
y el espectro de potencia de una secuencia MLS
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(A-47)
Si se ignora la componente de DC, existe una secuencia MLS que alcanza
 veces la potencia de señal de una secuencia de impulso unidad
periódica, con la misma amplitud de pico. Esta amplificación supone una
mayor inmunidad al ruido en las medidas con secuencias MLS.
La fase espectral de una secuencia impulso unidad es definida por
(A-48)
y la de una MLS por
(A-49)
La fase espectral de la MLS no es cero para todas la frecuencias, pero
varia de manera pseudoaleatoria con la frecuencia y tiene una densidad de
probabilidad uniforme en el rango de  [22].
Para la identificación de sistemas con señales de perturbación MLS, se
requiere la absoluta linealidad e invarianza en el tiempo del sistema1. Este
método además necesita que la señal de excitación esté sincronizada con el
conversor A/D empleado en la grabación de la respuesta del sistema. 
Algunas propiedades de las MLS son
• Tienen un factor de cresta mínimo, y por consiguiente tienen una
óptima relación señal a ruido.
• El estímulo es determinístico, permite ser repetido y al ser periódico
no es necesario el enventanado.
• Cuanto más larga sea la secuencia MLS, mejor relación SNR mues-
tra. Al ser más larga la secuencia, más posibilidad hay de que esta
sufra de las variaciones temporales del sistema.
• La búsqueda del nivel óptimo de volumen es crucial en este tipo de
señales ya que mucha energía provoca una distorsión excesiva,
mientras que un nivel bajo, provoca una mala relación señal a ruido.
Al ser una señal de perturbación periódica la duración de la secuencia
MLS debe ser al menos el doble de la duración de la respuesta en frecuen-
cia, para que no exista aliasing temporal.
1.  La variación temporal en un sistema acústico suele ocurrir por cambios de temperatura, viento, cam-
bios en la geometría de la sala, objetos en movimiento, etc.
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Medida de SalasLa Figura A-20 corresponde a la respuesta al impulso medida en la posi-
ción 5 de la sala real de  mostrada en la Figura A-21. La
medición se realizó en 12 puntos distribuidos por la sala utilizando un solo
altavoz. Esta habitación es una sala de reuniones donde, eventualmente, se
realizan videoconferencias. La frecuencia de muestreo es de 44 100 Hz. La
secuencia MLS es de orden de , por lo que su longitud es de
muestras (lo que corresponde a aproximadamente 1.5 seg). 
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Existen métodos eficientes para la medición basada en secuencias MLS
que emplean transformadas rápidas de Hadamard [43][87].
A.4.1.3 Barridos logarítmicos en frecuencia 
Esta señal de perturbación consiste en un seno en el que la frecuencia
varía de forma exponencial, desde una frecuencia inicial hasta una final.
Con esta señal es posible deconvolucionar de manera simultánea la res-
puesta al impulso del sistema, y las respuestas al impulso debidas a cada
orden de distorsión armónico por separado.
En la práctica, lo que se observa es que una vez deconvolucionada la res-
puesta en frecuencia aparece una secuencia de respuestas impulsivas sepa-
radas entre sí en el eje del tiempo. Con el análisis mediante la FFT de cada
una de estas respuestas al impulso se puede obtener la distorsión armónica
debida a dicha frecuencia.
Este método de medida muestra mayor robustez frente otros métodos
ante posibles alinealidades e invarianzas en tiempo del sistema en cuestión.
A.4.1.4 Suma de armónicos
Este tipo de señales de perturbación1 consiste en una señal periódica
compuesta por una suma de armónicos
(A-50)
donde  es el número de armónicos,  es la amplitud normalizada de
cada tono, de modo que ,  es el número de armónico,  es la fase
del armónico número  y  es la frecuencia fundamental de la señal.
La respuesta en frecuencia del sistema se puede obtener comparando la
amplitud y la fase de los tonos a la salida, con la amplitud y la fase de los
mismos a la entrada.
Los tonos que componen la señal SOH deben estar armónicamente rela-
cionados para evitar problemas de muestreo. El problema de estas señales
es que sus índices de rendimiento FP y PIPS son pésimos. Es posible mejo-
rar estos índices actuando sobre las fases de los armónicos. La modificación
de las fases de los armónicos disminuye la amplitud de la señal que resulta
de la suma de los mismos sin que varíe la distribución de potencias.
1.  SOH - Sum Of Harmonics.
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N
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Medida de SalasLa selección adecuada de las fases se puede conseguir aplicando las
ecuaciones de las fases de Schroeder [78].
(A-51)
Las señales SOH son muy útiles para la identificación de alinealidades
de los sistemas. Estos métodos se basan en el principio de dejar determina-
dos armónicos sin excitar a la entrada y ver que sucede a esas frecuencias a
la salida, si el sistema es lineal la potencia de señal a esas frecuencias debe
ser nula. Sin embargo, si el sistema responde a su salida con potencias en la
frecuencias no excitadas denota algún tipo de alinealidad.
Para la deconvolución de la respuesta impulsiva de cada canal, se deben
separar los armónicos, aplicar la ecuación (A-60) y posteriormente (A-32).
para obtener la respuesta impulsiva de cada canal de salida en el dominio
del tiempo. Como las señales a tratar son reales, es suficiente con analizar
el intervalo de .
A.4.2 Deconvolución
Se puede utilizar el término deconvolución para hacer referencia a la
transformación mediante la cual se obtiene la función de transferencia si se
refiere al proceso inverso de la convolución de la perturbación con el sis-
tema desconocido definido por la ecuación (A-30). Es decir, al proceso
mediante el cual, a partir de la entrada y la salida al sistema, se puede obte-
ner la función de transferencia. La operación de convolución en el dominio
del tiempo, como define el teorema de Parseval, es equivalente a una mul-
tiplicación en el dominio de la frecuencia. Esto da lugar al desarrollo de
diferentes métodos de deconvolución en ambos dominios.
A.4.2.1 Deconvolución en el Dominio del Tiempo
La deconvolución en el dominio del tiempo suele aprovechar las propie-
dades de la autocorrelación de la señal de perturbación para la deconvolu-
ción de la respuesta impulsiva.
El uso de la perturbación MLS, con función de autocorrelación impulso,
permite extraer la respuesta al impulso como la convolución de la salida
con el estímulo
(A-52)
φk πN---k
2=
0 π ),[
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Es necesario descartar la primera mitad de las muestras respuesta al
impulso y normalizarlas dividiéndola por la longitud de la respuesta
entera.
A.4.2.2 Deconvolución en el Dominio de la Frecuencia
La deconvolución en el dominio de la frecuencia es más apropiada
cuando la señal de perturbación es diseñada teniendo en cuenta la transfor-
mada de Fourier de la respuesta impulsiva. Tal es el caso de los barridos
logarítmicos en frecuencia o la suma de armónicos.
Estimación de   usando funciones de correlación
Para estimar la respuesta al impulso en el dominio de la frecuencia uti-
lizando funciones de correlación es necesario obtener la transformada dis-
creta de Fourier de las funciones de correlación.
La autocorrelación  de una señal  en el dominio de la frecuencia
corresponde a
, (A-53)
y la correlación cruzada  entre las señales  y  a
, (A-54)
sobre una secuencia de  muestras. La función  se denomina den-
sidad espectral de potencia de  y  densidad espectral de potencia
cruzada de  y .
Teniendo en cuenta el modelo con ruido a la salida de la Figura A-18, se
puede obtener la función de transferencia en el dominio de la frecuencia
 mediante
(A-55)
teniendo en cuenta que  se puede despejar  y
 y multiplicarlas para obtener la potencia del ruido
(A-56)
aplicando (A-53) y (A-54) se obtiene la densidad espectral de potencia
del ruido
(A-57)
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Medida de SalasLa minimización de la potencia de ruido  hace posible la deconvo-
lución de  en un sistema en presencia de ruido. La minimización se rea-
liza derivando (A-57) respecto a  y , e igualando a cero.
(A-58)
(A-59)
finalmente
(A-60)
Es posible obtener la respuesta al impulso en el dominio del tiempo apli-
cando (A-32).
Espectrometría con retardo temporal1
La espectrometría con retardo temporal (TDS) es otro método para
encontrar las funciones de transferencia con ayuda de barridos, diseñado
por Heyser [107] especialmente para la medición de altavoces, aunque tam-
bién es aplicable para las mediciones de salas o cualquier otro sistema lineal
e invariante en el tiempo en general. 
En este método, un generador de señal genera dos señales simultánea-
mente, un seno y un coseno, en fase. La señal seno es llevada al altavoz y
grabada por un micrófono. La señal recogida es multiplicada por las seña-
les originales seno y coseno, el resultado de estas operaciones será la parte
real y la parte imaginaria de la función de transferencia, respectivamente.
Las salidas del multiplicador son filtradas con un filtro paso bajo de fre-
cuencia de corte fija.
Como el sonido que se reproduce por el altavoz y que se capta por el
micrófono llega con retardo, es preciso introducir un retardo equivalente a
la distancia entre el altavoz y micrófono en las señales seno y coseno origi-
nales. 
Como se sabe las reflexiones del sonido llegan más tarde que el sonido
directo de modo que, seleccionando un retardo apropiado, es posible elimi-
nar las reflexiones no deseadas y simular mediciones casi en campo abierto.
Este método tiene algunos inconvenientes: el uso de barridos lineales
provoca un espectro de excitación blanco, y a su vez esto una baja relación
1.  TDS - Time Delay Spectrometry.
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señal a ruido en baja frecuencia. Por ejemplo: el rango de audición de 20Hz-
20Khz es barrido en un segundo, esto implica que barrera de 20Hz-100Hz
en solo 4ms, lo que resulta insuficiente porque en bajas frecuencias predo-
mina el ruido de fondo. Para palear este inconveniente se generan barridos
muy largos, o se divide la medición en dos rangos: de 20Hz-500Hz y de
500Hz-20KHz. Pero estas dos soluciones no son óptimas porque la longitud
de los barridos resulta excesiva.
A.5 Medición Adaptativa
Los métodos expuestos hacen referencia explícita a la aplicación de la
señal de perturbación al sistema acústico desconocido, medida de la res-
puesta y cálculo de la respuesta al impulso. Sin embargo es posible aplicar
algún procedimiento adaptativo teniendo en cuenta la similitud del pro-
blema de la medición de la respuesta al impulso con la cancelación de ecos.
Observe que, en el problema de cancelación de ecos, se trata de obtener la
función de transferencia de la sala remota, con el objetivo de cancelar la
señal de eco de retorno.
Ambos casos, son aplicaciones de identificación de sistemas que inten-
tan resolver el mismo problema: obtener la respuestas al impulso de una
sala basada en las señales de entrada y salida al sistema. El caso de la can-
celación de ecos multicanal es más complejo porque, en la situación tradi-
cional, no se cuenta con una señal de perturbación adecuada, sino que se
identifica el sistema teniendo en cuenta sólo las señales de voz de los locu-
tores. Estas señales no resultan adecuadas como señales de perturbación.
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ConclusionesNo tienen un factor de pico (FP), ni un índice de comportamiento para seña-
les de perturbación adecuados (PIPS) debido, sobre todo, a su poca estacio-
nariedad en sentido amplio. Existen momentos de silencio (donde
desaparece la señal de perturbación), tramos sonoros y fricativos con pro-
piedades espectrales bien diferentes, situación de doble locución, etc.
Sin embargo, para la medición de una sala, se puede elegir la señal de
perturbación más conveniente, con la SNR adecuada y adaptar hasta que el
error obtenido esté por debajo de algún limite preestablecido (e.g., -60 dB).
La Figura A-22 muestra la respuesta al impulso obtenida utilizando la
mismas señales de entrada/salida que se emplearon para estimar la res-
puesta al impulso de la Figura A-20. La señal de perturbación corresponde
a una secuencia MLS de orden 16. Sólo es necesario tener en cuenta un deta-
lle. En la medición tradicional, la señal de entrada es habitualmente corta y
la de salida larga, con una cola de reverberación que depende de las carac-
terísticas de la sala. La medición adaptativa requiere una señal de perturba-
ción lo suficientemente larga que permita alcanzar el umbral de error
establecido y, a diferencia de la medición tradicional, no requiere de la cola
o desvanecimiento de la señal de salida (una vez que se deja de aplicar la
señal de entrada).
A.6 Conclusiones
La simulación de una sala rectangular permite obtener la respuesta al
impulso en función de sus dimensiones, la posición de la fuente y el recep-
tor, los coeficientes de reflexión de las paredes y el diagrama de radiación
de la fuente y el receptor. Por lo que es una herramienta muy valiosa en la
consideración de diferentes escenarios. De los métodos que existen para
abordar la acústica de una sala se selecciona el método geométrico cono-
cido como método de las imágenes. Este método produce muy buenas estima-
ciones para altas y medias frecuencias por lo cual se le introducen dos
modificaciones: la primera, introducción de los coeficientes de reflexión de
las paredes, permite ajustar la solución para el caso de paredes no rígidas e
introduce el efecto de absorción acústica de las paredes en forma de factores
de atenuación; la segunda, el diagrama de radiación de cada uno de los
transductores, permite una simulación más realista.241
La simulación de la respuesta al impulso de una sala rectangular entre
cualquiera dos puntos da la posibilidad de evaluar el algoritmo adaptativo
utilizado para el caso de la cancelación de ecos multicanal: el desajuste
entre la respuesta al impulso estimada y la simulada, la coherencia entre los
diferentes canales, la estimación del condicionamiento de la matriz de
correlación, etc. y también la posibilidad de controlar en cada momento
cualquiera de estos parámetros modificando, mediante esta simulación, las
condiciones de la sala y la posición de los diferentes transductores.
La Figura A-23 muestra la comparación de las respuestas al impulso
obtenidas mediante un método tradicional y el adaptativo. La parte supe-
rior de la figura muestra la respuesta simulada para una sala similar a la
real. Las dimensiones son las mismas . La fuente está colo-
cada en la posición  y el receptor en . Los
coeficientes de reflexión empleados son [-0.9 -0.9; -0.9 -0.9; -0.7 -0.7] corres-
pondientes a las 6 paredes [x; y; z]. El patrón de radiación de la fuente es
 y el del receptor .Los parámetros corresponden al
ángulo de elevación, acimut y la semiapertura del haz respectivamente.
La frecuencia de muestreo es de 16 kHz y el tiempo de reverberación de
500 ms. La gráfica central  muestra la respuesta al impulso obtenida por
deconvolución de una secuencia MLS de orden 16. La gráfica inferior 
muestra la respuesta al impulso obtenida por identificación adaptativa uti-
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Conclusioneslizando el método PBFDAF con restricciones, ,  y . El
desajuste , definido por la Ecuación 1-53 en la página 28 entre la res-
puesta simulada  y  es de -10.2796 dB mientras que entre  y 
es de -10.2535 dB.
La medición adaptativa es más conveniente para el caso de medición
multicanal. La implementación de algoritmos adaptativos para la identifi-
cación de sistemas multicanal, del que la cancelación de ecos es una aplica-
ción, permite identificar todos los caminos entre los sensores
simultáneamente de manera natural. Sin embargo, la utilización de las téc-
nicas de medición tradicionales no permiten obtener todas las funciones de
transferencias acústicas simultáneamente. Es necesario replantear dichas
técnicas de deconvolución al escenario multicanal, sobre todo, cuando
existe más de una perturbación (MIMO).
La medición multicanal tiene la ventaja de medir todos los caminos en
idénticas condiciones y de una sola vez.
μ 0.025= α 0.25= γ 0.5=
ε n[ ]
h n[ ] a n[ ] h n[ ] w n[ ]243
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Apéndice B 
Gradiente Conjugado
Los métodos de gradiente conjugado son técnicas básicas de optimiza-
ción adecuadas para la resolución iterativa de problemas de minimización
sin restricciones. Estas técnicas tienen gran utilidad práctica porque permi-
ten obtener soluciones de manera sencilla y directa. 
La estructura subyacente fundamental para estos algoritmos de gra-
diente descendente es que comienzan en un punto inicial, se determina, de
acuerdo con determinada regla, una dirección de movimiento y después se
sigue esa dirección hacia un mínimo (relativo) de la función objetivo de esa
recta. En el nuevo punto se determina la próxima dirección a seguir, y se
repite el proceso hasta alcanzar el mínimo. La diferencia fundamental entre
estos algoritmos radica en la regla que siguen para seleccionar las direccio-
nes sucesivas de movimiento. Una vez establecida la selección todos los
algoritmos fuerzan el movimiento hacia el punto mínimo de la recta corres-
pondiente.245
El proceso de determinar el punto mínimo se denomina búsqueda lineal.
Para funciones no lineales, este proceso se completa mediante una bús-
queda exhaustiva del punto mínimo en la recta. Las técnicas de búsqueda
lineal no son otra cosa que procedimientos de resolución de problemas de
minimización unidimensionales y constituyen la base fundamental de los
algoritmos de programación no lineal; los problemas de dimensiones supe-
riores se resuelven mediante búsquedas lineales sucesivas.
El método de gradiente conjugado1 fue diseñado originalmente para la
minimización de funciones cuadráticas convexas pero, con algunas varia-
ciones, se ha extendido al caso general. La primera iteración en CG es la
misma que en el método de máximo descenso2, pero la construcción de las
direcciones sucesivas se realiza de manera tal que formen un conjunto de
vectores conjugados mutuamente con respecto a la Hessiana  (definida
positiva) de una función cuadrática convexa general. La velocidad de con-
vergencia para el SD depende de la razón de los autovalores extremos de
, sin embargo, las propiedades de convergencia del CG dependen del
espectro de la matriz entera. Si los autovalores están concentrados, enton-
ces se puede esperar una alta velocidad de convergencia. Para una función
cuadrática se puede obtener la convergencia en al menos  iteraciones. En
particular si  tiene  autovalores distintos, la convergencia a la solución
requiere  iteraciones.
Como el resto de los métodos de segundo orden es implementado como
un método de adaptación en bloque.  Cada paso de gradiente conjugado es
al menos tan bueno como el del método de descenso de mayor pendiente
desde el mismo punto.  
La formulación es simple y la memoria que utiliza es del mismo orden
que el número de coeficientes del filtro. Además, las técnicas CG calculan
automáticamente los parámetros de aprendizaje óptimos, garantizando la
convergencia del algoritmo.
La solución al problema cuadrático  tiene una solución única
que se corresponde con la solución única de la ecuación lineal
(B-1)
1.  CG - Conjugate Gradient.
2.  SD - Steppest Descent.
A
A
L
A K
K
1
2
--xHAx bHx+
Ax° b=246
Direcciones ConjugadasB.1 Direcciones Conjugadas
En un proceso de búsqueda se parte de un punto, se decide una direc-
ción y se viaja en esa dirección.
(B-2)
El problema es determinar qué dirección elegir y cuál debe ser el valor
de  que garantice el avance más rápido posible sobre la superficie de
error; esto es
(B-3)
Los métodos que hacen esto se llaman de máximo descenso en la direc-
ción de . Observe que si  y , (B-2) corresponde a la ecuación de
actualización de los pesos del método de máximo descenso en la dirección
del gradiente.
Si se dispone de un sistema conjugado la solución
(B-4)
(B-5)
puede ser simplificada considerablemente. En otras palabras, se puede
obtener la dirección de actualización de los pesos como una combinación
lineal del gradiente en curso y la dirección de actualización anterior.
La condición heurística en (B-4) se conoce como método de Newton. Si
la función es estrictamente cuadrática alcanza la solución en un solo paso,
pero implica demasiada carga computacional para resultados no siempre
significativos (puede que la aproximación no sea muy buena).
Se dice que un conjunto finito de vectores  es -ortogonal
o -conjugado si , . Por lo tanto, si , cualquier par de
vectores son conjugados, mientras que si , la conjugación es equiva-
lente al concepto habitual de ortogonalidad. La propiedad de -conjuga-
ción es útil porque, dada la independencia lineal del conjunto de vectores
conjugados , se puede expandir la solución  en función de
ellos según
(B-6)
xk 1+ xk αkdk+=
α
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d α 0= d g–=
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Δxk Ak1–– gk=
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A I=
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d0 d1 … dk 1–, , , x°
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para algún conjunto de las . Multiplicando ambos miembros por 
y sustituyendo (B-1) en (B-6) se obtiene
(B-7)
de donde resulta finalmente
(B-8)
Esta solución es igualmente dependiente de la información básica de ,
 y del conjunto de las direcciones conjugadas. No aporta mejoras signifi-
cativas en relación con la solución de la ecuación normal pero evita la inver-
sión de la matriz de correlación y admite recursión en el cálculo de la
solución final. En (B-8) subyacen dos ideas básicas: La primera es la idea de
seleccionar un conjunto de vectores conjugados  de manera tal que,
tomando el producto escalar apropiado, todos los términos del lado dere-
cho de (B-6), excepto el -ésimo se desvanezcan. Esto se logra tomando los
vectores  ortogonales en el sentido ordinario, en lugar de tomarlos -
ortogonales. La segundo observación es que, utilizando la -ortogonalidad
la ecuación que resulta para  se puede expresar en términos del vector
conocido  en lugar del vector desconocido ; por lo tanto: se pueden eva-
luar los coeficientes sin el conocimiento de .
Según se conozca el conjunto de vectores -conjugados a priori o no, la
solución recurrente tiene dos posibilidades.
Como  forman la base para , el paso desde el punto de
arranque  al punto crítico  puede ser expresado como una combinación
lineal de los vectores conjugados .
, (B-9)
(B-10)
La solución del proceso recurrente en su k-ésima iteración es
(B-11)
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Direcciones ConjugadasMultiplicando ambos miembros de (B-11) por  se obtiene, según la
-conjugación de 
(B-12)
Como se desea que  y además se cumple que el gradiente en el
punto  es  la secuencia de coeficientes  que
resuelve el problema se calcula de forma recurrente como
(B-13)
La secuencia de soluciones  es una secuencia convergente a la
solución . La superficie de error es convexa por lo que .
Otra propiedad importante es la ortogonalidad entre los gradientes y las
direcciones -conjugadas de iteraciones anteriores. Como
(B-14)
Multiplicando ambos miembros por  y teniendo en cuenta (B-13) se
obtiene
(B-15)
Para direcciones  se tiene que
(B-16)
El primer sumando se anula (se puede comprobar por una prueba de
inducción) y el segundo por la propiedad de -conjugación.
De aquí resulta el algoritmo conocido como el conjunto de direcciones con-
jugadas
Paso 1- Con  se estima el gradiente , 
Paso 2- Desde 
(B-17)
(B-18)
Este algoritmo supone el conocimiento de las direcciones conjugadas. El
operador  define la estimación del gradiente instantáneo
.
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La Figura B-1 ilustra que, como , (dada por la ecuación ) es
estrictamente una función convexa, las conclusiones obtenidas se mantie-
nen sólo si se puede demostrar que  es ortogonal al subespacio . Se
puede demostrar que  minimiza la función cuadrática dada por la ecua-
ción  sobre la línea dada por (B-2) para , así como la
variante lineal .
(B-19)
, (B-20)
(B-21)
 es el residuo de  o dirección negativa del gradiente .
Por lo tanto, para asegurar una reducción en el tamaño de  se debe insistir
en que  no sea ortogonal a .
El problema es, por supuesto, cómo seleccionar el conjunto de vectores
conjugados de manera tal que garanticen la convergencia global del algo-
ritmo. Tal caso de desconocimiento del conjunto de direcciones -conjuga-
das supone encontrar las secuencias  y .  Este es el caso más
habitual y es el que se conoce por Algoritmo de Gradiente Conjugado.
B.2 Gradiente Conjugado Lineal
Para garantizar que las direcciones conjugadas seleccionadas no sean
ortogonales a los residuos se debe asegurar la posibilidad de seleccionar 
tal que  y . El método del gradiente conjugado es el
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Fig B‐1. Método de las 
direcciones conjugadas.250
Gradiente Conjugado Linealmétodo de la dirección conjugada, que se obtiene eligiendo los vectores de
dirección sucesiva como una versión conjugada de los gradientes sucesivos
obtenidos a medida que avanza el método.  Así las direcciones no se espe-
cifican de antemano, sino que se determinan secuencialmente en cada paso
de la iteración. 
En el k-ésimo paso se evalúa el vector de gradiente negativo actual y se
le suma una combinación lineal de los vectores de dirección anteriores para
obtener un nuevo vector de dirección conjugada en el cual moverse. Este
método de selección tiene asociada varias características favorables a priori. 
La primera es que, a menos que se obtenga la solución en menos de 
pasos, el gradiente es siempre distinto de cero y linealmente independiente
respecto a todos los vectores de dirección anterior. De hecho el gradiente
es ortogonal al subespacio  generado por . Si se encuentra la solu-
ción en menos de  pasos, el gradiente se desvanece y el proceso termina.
En este caso, no es necesario continuar la búsqueda de direcciones adicio-
nales. 
La segunda y muy importante ventaja del método de gradiente conju-
gado es la sencillez de la formulación para el cálculo de los nuevos vectores
de dirección. Esta simplicidad hace al método sólo ligeramente más com-
plicado que el de máxima pendiente. 
La tercera es que, como el método está basado sobre los gradientes, el
proceso tiene un progreso uniforme hacia la solución en cualquier paso.
Aunque para el problema cuadrático puro el progreso uniforme no es de
gran importancia, sí lo es para la generalización a problemas no cuadráti-
cos.
Paso 1- Comenzando en cualquier punto  del espacio de pesos se
estima el gradiente , 
Paso 2- Desde 
(B-22)
(B-23)
se estima el gradiente 
(B-24)
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(B-25)
El primer paso del algoritmo es idéntico a un paso del descenso de
mayor pendiente; cada paso se mueve en una dirección, que es una combi-
nación lineal del gradiente actual y el vector de dirección anterior. Este
método asume que la superficie de error es cuadrática; en este caso el
método converge en una número finito y calculable de pasos. Si la superfi-
cie de error no es cuadrática, el método converge en un número indetermi-
nado de pasos. Por tanto, sólo se puede seguir buscando nuevas direcciones
de acuerdo con el algoritmo y acabar cuando se alcanza determinado crite-
rio de terminación. Además, el proceso del gradiente conjugado también se
puede interrumpir después de  o  pasos y ser reiniciado con un paso
de gradiente puro. Como la -conjugación de los vectores del algoritmo
del gradiente conjugado puro depende de la dirección inicial, que es la del
gradiente negativo, parece preferible el procedimiento de volver a comen-
zar.
Este algoritmo, desde el punto de vista práctico, implica el cálculo y
almacenamiento de la matriz hessiana , por lo que, en lugar de calcular
 mediante (B-23) se suele determinar mediante una búsqueda lineal que
minimice el objetivo o por corte y asignación (para evitar errores de aproxi-
mación numérica).  Esto elimina el cálculo explícito de la matriz hessiana .
En el método de aproximación cuadrática se hacen las siguientes asocia-
ciones
, 
y utilizando estas asociaciones, evaluando de nuevo en cada paso, se
pueden calcular todas las magnitudes necesarias para implementar el algo-
ritmo de gradiente conjugado básico.
El algoritmo completo es
Paso 1- Inicialización: , , 
Paso 2- Búsqueda lineal: Comenzando en un punto  se busca a lo largo
de una línea que es paralela a  para determinar la longitud del paso 
que decrementará “suficientemente” el valor de la función de una variable
 relativo a su valor en .
Paso 3- Actualización de la estimación del punto mínimo
βk
gk 1+
H gk 1+
gk
Hgk
------------------------=
K K 1+
A
A
αk
A
gk fxk∇↔ A fx k( )↔
x x0= g0 f x0( )∇= d0 g0–=
xk
dk αk
αk mink fx αd+ k( ){ }arg= α 0=252
Gradiente Conjugado LinealPaso 4- Generación recursiva de la dirección de búsqueda
donde es posible obtener , para el caso cuadrático, por
 (Fletcher-Reeves) [110]
Paso 5- Terminación: Si  para; de lo contrario  y volver
al paso 2.
En el algoritmo el primer paso es idéntico al paso de máxima pendiente;
cada paso se mueve en la dirección que es combinación lineal del gradiente
en curso y el vector de dirección precedente.  La característica atractiva del
algoritmo es la simplicidad de la formulación, (B-26) y (B-27), para actuali-
zar el vector de dirección.  El método es sólo ligeramente más complicado
de implementar que el método de máxima pendiente pero converge en un
número finito de pasos.
(B-26)
(B-27)
En el algoritmo anterior se observa que la primera dirección se asigna
obviamente a la que más acerca  a la solución final:  .
Los tres primeros pasos son independientes de las futuras direcciones y
en el quinto se calcula la dirección siguiente . Esta se compone de dos
partes, una que contiene la dirección anterior  y otra que fuerza la bús-
queda del mínimo absoluto, esto es la dirección negativa del gradiente en
esa dirección, . En el paso cuarto la constante  se calcula de tal
manera que fuerza la -conjugación entre la nueva dirección  y las
anteriores .  
La potencia del método de gradiente conjugado es que, según progresa,
resuelve sucesivamente cada problema polinomial de manera óptima
actualizando sólo una pequeña cantidad de información.
Resumen GC
1. Inicialización , , , 
2. Si  corresponde al mínimo deseado, el algoritmo converge
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3. 
4. 
5. 
6. 
7. 
8. , volver al paso 2 
Con  igual al vector gradiente con respecto a  y
.
B.3 Búsqueda lineal
La precisión de la búsqueda lineal tiene una profunda influencia sobre
las prestaciones del método CG. La búsqueda lineal es un componente
esencial de esquemas de descenso básicos para garantizar la convergencia
global. La búsqueda lineal es esencialmente una aproximación a un pro-
blema de minimización unidimensional.
La estructura fundamental de las técnicas iterativas locales para resolver
un problema de minimización sin restricciones es simple.  Se selecciona un
punto inicial; de acorde a algún tipo de algoritmo se decide la dirección de
movimiento y mediante la búsqueda lineal se determina la magnitud apro-
piada del próximo paso.  Se repite el proceso desde el nuevo punto y el
algoritmo continúa hasta encontrar el mínimo local (búsqueda lineal pre-
cisa), o cuando se satisface determinado criterio de terminación (búsqueda
lineal imprecisa).
En el punto en curso , se tiene una dirección de descenso  y se debe
determinar el valor de  que decremente suficientemente el valor de la fun-
ción de una sola variable
(B-28)
La condición  implica que 
lo que asegura que la secuencia  decrezca monotónicamente. Sin
embargo, es posible que, si las reducciones de  son muy pequeñas, cual-
quier valor límite de  puede que no sea un mínimo local. 
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Búsqueda linealPara asegurar que esta situación no ocurra, es necesario demandar un
decremento en  (o ) suficiente entre iteraciones sucesivas, caso en el
cual no se debe seleccionar  cerca de los extremos del intervalo ,
donde  es el valor más pequeño de  que satisface ,  como
indica la Figura B-2.
Para que  se mueva dentro de un intervalo reducido del intervalo
, deben cumplirse los siguientes requerimientos
1. 
Este requerimiento excluye el extremo del lado derecho y es equivalente
a 
(B-29)
donde  es un número pequeño menor que 0.5, y .
2. 
Este requerimiento excluye el extremo del lado izquierdo y es equiva-
lente a
(B-30)
donde  y .
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Fig B‐2. Condiciones 
de la búsqueda lineal.255
La Figura B-2 ilustra estos límites y los valores permisibles de . La
búsqueda termina cuando el valor de  toma valor dentro de este intervalo
(cuando se satisfacen ambos requerimientos). 
Este criterio de terminación [17] es del tipo de búsqueda lineal imprecisa
y aunque el autor asegura que bajo ciertas condiciones y utilizando como
algoritmo de búsqueda lineal inexacta un método de descenso si se cum-
plen las dos condiciones anteriores  cuando , otros [20] reco-
miendan una búsqueda lineal burda, en lugar de encontrar el mínimo
global real. El planteamiento se basa en que la potencia del algoritmo CG es
sensible en aquellos casos donde el camino hacia el mínimo sigue unos
pocos valles estrechos, y se viene abajo siempre que la superficie de error es
más o menos plana, porque la búsqueda lineal del CG intentará encontrará
llegar a un mínimo en una superficie plana.
En general la imprecisión se introduce en un algoritmo de búsqueda
lineal simplemente con terminar el procedimiento de búsqueda antes de
que converja. La naturaleza exacta de la imprecisión introducida depende
de la técnica de búsqueda especial empleada y del criterio utilizado para
terminar la búsqueda. Otros autores utilizan otros criterios de búsqueda
lineal imprecisa como la regla de Armijo o la prueba de Goldstein.
B.4 Gradiente Conjugado No Lineal
El método CG ha sido extendido e investigado exhaustivamente para
problemas no cuadráticos. En las variantes más populares, la idea básica es
eliminar las operaciones de matriz y expresar simplemente las direcciones
de búsqueda recursivamente mediante (B-24) para  con
. La nueva iteración para el punto mínimo corresponde a (B-22);
donde  es el tamaño del paso. El parámetro  se selecciona de manera
tal que si  fuera una función cuadrática convexa y  es el minimizador
exacto de  a lo largo de , el CG se reduce al método de CG lineal y ter-
mina en al menos  pasos exactamente.
Es posible utilizar una técnica alternativa que no requiera del conoci-
miento del hessiano, ni el empleo de búsqueda lineal [37]. Observe que en
la forma cuadrática pura del método de gradiente conjugado
. Esto se obtiene multiplicando (B-24) por  y teniendo en
cuenta el hecho que los vectores  son -conjugados. Por lo tanto para
αk
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gk 0→ k ∞→
k 0 1 … K 1–, , ,=
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f dk
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dk
HAdk dk
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Gradiente Conjugado No Linealobtener  a partir de  es necesario utilizar  sólo para evaluar .
También para el problema cuadrático  puede ser evaluado tomando un
paso unidad desde  en la dirección del gradiente negativo y evaluando
el gradiente allí. Para ver esto suponga
(B-31)
(B-32)
El gradiente instantáneo  se define por
(B-33)
De donde se deduce que
(B-34)
Por lo tanto
(B-35)
Combinando estos resultados se puede obtener un algoritmo de gra-
diente conjugado para problemas no cuadráticos en general sin necesidad
del conocimiento del hessiano o de la implementación de una búsqueda
lineal.
Cuando se aplica a problemas no cuadráticos los métodos de gradiente
conjugado normalmente no terminan en  pasos por lo que es posible
encontrar nuevas direcciones de acuerdo al algoritmo y concluir sólo
cuando se satisfaga determinado criterio de terminación. Alternativamente
el algoritmo de gradiente conjugado puede ser interrumpido cada  ó 
pasos y rearrancado con un paso de gradiente puro.
Resumen GC No Lineal 
1. Inicialización , , , , , 
2. Si  corresponde al mínimo deseado, el algoritmo converge
3. 
4. 
5. , , 
6. 
7. 
8. , volver al paso 2
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Tres de las mejores fórmulas conocidas para el cálculo de  toman
nombre según sus desarrolladores
 (Fletcher-Reeves) [110] (B-36)
 (Polak-Ribière) [15] (B-37)
 (Hestenes-Stiefel) [97] (B-38)
 (Conjugado Descendiente) [109] (B-39)
 (Dai-Yuan) [140] (B-40)
En la práctica, en general se utilizan más (B-37) y (B-38), aunque (B-36)
tiene las mejores propiedades de convergencia global teóricas. De hecho,
muchos investigadores recientemente combinan las propiedades teóricas y
prácticas para lograr esquemas más eficientes.  La simple modificación de
(B-41)
Por ejemplo, puede proveer una convergencia global a este método CG
no lineal, aún con búsqueda lineal inexacta (en caso de utilización).
La calidad de la búsqueda lineal en estos algoritmos de CG debe preser-
var las propiedades de conjugación mutua de las direcciones de búsqueda
y asegurar que cada dirección generada sea al menos tan buena como la de
máximo descenso. La técnica de rearranque, preserva la velocidad de con-
vergencia lineal restableciendo  con la dirección de máximo descenso
después de un determinado número de búsquedas lineales.
B.5 Precondicionamiento
El comportamiento del método CG es generalmente muy sensible al
redondeo en los cálculos, tanto que puede llegar a destruir las propiedades
de conjugación mutua. El método fue rechazado, incluso por muchos años,
hasta que fue realizado con una técnica de precondicionamiento que acele-
raba la convergencia significativamente.
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PrecondicionamientoEl precondicionamiento introduce una modificación del sistema lineal
 mediante la aplicación de un precondicionador  definido positivo
estrechamente relacionado con .  El sistema modificado se puede escribir
como
(B-42)
Esencialmente, la nueva matriz de coeficientes es . El precondicio-
namiento ayuda a producir una estructura de autovalores más agrupada
para  y/o un número de condición más bajo que para  lo que
redunda en una sensible mejora de la velocidad de convergencia. Sin
embargo, el precondicionamiento añade también mayor carga computacio-
nal porque exige la solución del sistema lineal que involucra a  ( )
en cada paso. Por lo tanto, es esencial para la eficiencia del método que 
sea factorizada mucho más rápido que la matriz original . Esto es viable,
por ejemplo, si  es un componente esparcido de la  densa1.
Las relaciones de recurrencia para el método PCG (Preconditioned Conju-
gate Gradient) se pueden obtener desde el algoritmo anterior.
Resumen PGC
1. Inicialización , , , , ,
2. Si  corresponde al mínimo deseado, el algoritmo converge
3. 
4. 
5. , , 
6. 
7. 
8. , volver al paso 2
El sistema  debe ser resuelto varias veces para . El cálculo de
 en el paso 6 depende del problema a resolver. 
(B-43)
1.  La solución de un sistema lineal denso de  requiere del orden de  operaciones, mientras
que para un sistema disperso puede llegar a ser del orden de .
Ax b–= M
A
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gk ε<
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(B-47)
B.6 Gradiente Conjugado Estocástico
Es posible aplicar el método de optimización de gradiente conjugado
para minimizar el error cuadrático medio
(B-48)
a la salida de un sistema de cancelación de ecos multicanal. Si se utiliza
el valor del gradiente instantáneo, como en el LMS, el método de gradiente
conjugado termina en un paso. Esto se debe a que, con el gradiente esti-
mado, según se analizó antes, no existen más direcciones conjugadas al
vector de dirección inicial.
B.6.1 Estimación del gradiente
Cuando se desconoce el gradiente exacto, o sea  y , e incluso el
aspecto de la superficie de error se hace necesario recurrir a algún método
de estimación del gradiente. Para poder generar vectores de dirección dis-
tintos de cero conjugados al vector de gradiente negativo inicial, es necesa-
rio estimar el gradiente instantáneo sobre un número  de las últimas
muestras [37]. La forma de estimar  y  tienen impacto directo en las pres-
taciones del algoritmo. En general existen dos formas de estimar  y  uti-
lizando diversas formas de enventanado
Ventana de datos deslizante finita
En este caso sólo se utilizan las muestras de datos que caen dentro de
una ventana de longitud finita . La matriz de correlación y el vector de
correlación cruzada se estiman promediando el conjunto en el tiempo
según
βkPR
gk 1+
H M 1– gk 1+ gk–( )( )
gk
H M 1– gk( )
---------------------------------------------------------=
βkHS
gk 1+
H M 1– gk 1+ gk–( )( )
dk
H M 1– gk 1+ gk–( )( )
---------------------------------------------------------=
βkCD
gk 1+
H M 1– gk 1+( )
d– k
H M 1– gk( )
----------------------------------------=
βkDY
gk 1+
H M 1– gk 1+( )
dk
H M 1– gk 1+ gk–( )( )
------------------------------------------------=
e n[ ] d n[ ] wH n[ ]x n[ ]–=
A b
N
A b
A b
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Gradiente Conjugado Estocástico(B-49)
(B-50)
Es posible calcular el vector residual o gradiente por 
(B-51)
 Esta formulación es más eficiente si  es mucho menor que . Siendo 
la longitud del vector de datos de entrada .  es el vector esperado. La
elección de la longitud de la ventana  para promediar el gradiente tiene
impacto sobre la convergencia de los coeficientes del filtro. 
Ventana de datos exponencialmente decreciente
Cuando se utiliza una ventana de datos exponencialmente decreciente
se obtiene la estimación de la matriz de correlación que utiliza el algoritmo
RLS. Cuando se utiliza en el algoritmo de CG le da un rendimiento similar
al que se logra con el algoritmo RLS. Las funciones de correlación y corre-
lación cruzada están dadas por
(B-52)
(B-53)
donde  es un factor de olvido.
B.6.2 Efecto del tamańo de la ventana sobre la 
convergencia
La estimación instantánea del gradiente no resulta apropiada en el algo-
ritmo de gradiente conjugado. Es necesaria una estimación promediada del
gradiente. La cuestión que se plantea es ¿Cómo seleccionar el valor de 
adecuado?.
En cada iteración, el algoritmo de gradiente conjugado termina en un
número de pasos igual al . Para demostrar esto se deben considerar
dos casos,
Supuesto 1: 
Ai
1
N
--- ujuj
H
j i N– 1+=
i
∑=
bi
1
N
--- sjuj
j i N– 1+=
i
∑=
gi 2 bi Aixi–( )–=
 2N
--- sj xj
Huj–( )uj
j i N– 1+=
i
∑–=
N L L
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N
Ai λAi 1– uiuiH+=
bi λbi 1– siui+=
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N
min L N,( )
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La ecuación (B-51) para la estimación del gradiente se puede reescribir
como
(B-54)
(B-55)
donde  y  son constantes en cualquier iteración dada.  puede escri-
birse de la forma
(B-56)
Donde
(B-57)
Si la entrada  es una excitación persistente de orden , entonces la
matriz  será simétrica definida positiva. Esta forma de obtener 
implica una función de la forma  que permite tratar este
supuesto por la teoría del algoritmo de gradiente conjugado clásico para la
minimización de una función cuadrática de la forma  y concluir
que el método termina en  pasos en cada iteración.
Supuesto 2: 
Suponga una matriz  cuyas columnas se corresponden con los  vec-
tores de dirección, tal que . Si estos vectores de dirección
son -conjugados, entonces la matriz  es diagonal con sus autovalo-
res en la diagonal. Observe que  en (B-57) es la suma de  matrices de
rango 1. Por lo tanto,  tiene rango máximo  y puede tener un máximo
de  autovalores distintos de cero. Por lo que el número de vectores de
dirección -conjugada en  está limitado a  y por lo tanto, cuando ,
el algoritmo de gradiente conjugado terminará en  pasos.
La elección de  implica no promediado en la estimación del gra-
diente y el algoritmo de gradiente conjugado revierte al algoritmo LMS. El
orden de la complejidad del método de gradiente conjugado es de O(
), porque, en cada iteración los pesos son actualizados 
veces y el cálculo del gradiente promediado sobre las últimas  muestras
es O( ). Cuando  la complejidad tiende a la del algoritmo LMS, y
para valores altos de , la complejidad tiende a la del esquema RLS.
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Análisis de estabilidadSegún aumenta la longitud de la memoria de estimación del gradiente
, aumenta la velocidad de convergencia. Un valor más alto de  implica
un número mayor de vectores de dirección linealmente independientes
pero también un número mayor de actualización del vector de pesos en
cada iteración.
 y  son parámetros de entrada a nuestro algoritmo de gradiente con-
jugado. Si se desea obtener resultados de convergencia similares a los ofre-
cidos por el método RLS se puede seleccionar  a costa de un
incremento de cómputo. Esta opción inclusive puede ser preferible al
método clásico RLS porque el método de gradiente conjugado no involucra
manipulación de matrices. Si por el contrario, es de interés obtener un ren-
dimiento en la convergencia LMS, se puede seleccionar  como .
Un valor intermedio debe proveer una convergencia razonable con una
complejidad computacional abordable.
B.7 Análisis de estabilidad
El algoritmo de gradiente conjugado se hace peligrosamente inestable
cuando el parámetro  excede a la unidad. Para un problema cuadrático,
cuando se utiliza la expresión exacta del gradiente o una buena aproxima-
ción del mismo como en el algoritmo de gradiente conjugado estocástico, la
función objetivo es minimizada según el algoritmo progresa. Esto asegura
que  permanezca menor o igual a la unidad, lo que garantiza la estabili-
dad del algoritmo.
La inestabilidad la provoca fundamentalmente el ruido de estimación
del gradiente y ocurre para . Una visión alternativa del método con-
siste en considerar la ecuación (B-26) para el cálculo iterativo de las direc-
ciones conjugadas como la salida de un filtro discreto -dimensional
recursivo. Este filtro -dimensional es, en efecto, un conjunto de  filtros
idénticos de un solo polo operando en paralelo. Cada uno con transfor-
mada 
(B-58)
y, por lo tanto, cada uno con un polo en . Este método de calcular
las nuevas direcciones conjugadas corresponde a un filtrado de los gradien-
tes con un filtro variante en el tiempo. Si se puede enfocar el cálculo de los
N N
L N
N L=
N 1 N L< <
β
β
β 1>
L
L L
z
H z( ) 1
1 βz 1––
-------------------=
z β=263
vectores de dirección conjugada como una operación de filtrado, es posible
plantear una generalización del empleo de filtros recursivos paso-bajos de
orden superior (múltiples polos). Por ejemplo el filtro paso-bajo de dos
polos de la ecuación (B-59) descrito como una relación recursiva (ecuación
de diferencias de segundo orden)
(B-59)
donde   y  son parámetros que, elegidos adecuadamente, aseguran
la estabilidad y la característica de respuesta en frecuencia paso-bajo. Este
enfoque, basado en filtrado lineal de gradientes ruidosos genera toda una
familia de algoritmos. Los resultados indican que esta familia de algoritmos
es de hecho efectiva en el incremento de la velocidad de convergencia y,
consecuentemente, en la disminución del tiempo de respuesta de los filtros
adaptativos para la igualación e identificación de canal.
Otra variante del algoritmo de GC consiste en considerar el escalar 
como una constante. Algunos autores denominan los algoritmos que resul-
tan de esta simplificación Algoritmos  de  Gradiente  Conjugado  Rápido. El
motivo de aparición de esta alternativa se debe a la combinación las buenas
propiedades de convergencia que provee el método de gradiente conju-
gado frente a las pobres propiedades de desajuste. Se puede argumentar
que para valores pequeños de , la estimación del gradiente es pobre lo que
produce valores inapropiados del tamaño del paso . Además, el cálculo
del paso de adaptación  es muy intensivo (requiere del orden de ( )
multiplicaciones y una división.
B.8 Conclusiones
Los métodos de gradiente conjugado son técnicas básicas de optimiza-
ción adecuadas para la resolución iterativa de problemas de minimización
sin restricciones. Han sido replanteados y evaluados para la aplicación de
cancelación de ecos acústicos multicanal y comparado con algoritmos tra-
dicionales de filtrado adaptativo. El algoritmo de gradiente conjugado
posee buenas propiedades de convergencia (similares a la solución de
Wiener-Hopf), el propio proceso de convergencia puede ser controlable (se
puede detener una vez alcanzado el error cuadrático medio objetivo), es
computacionalmente eficiente (trabaja sólo con vectores), robusto (se
dk 1+ gk 1+– β1dk β2dk 1–+ +=
β1 β2
α
N
αk
αk 2LPN264
Conclusionespuede controlar la estabilidad), altamente paralelizable (lo que facilita su
implementación y uso en sistemas de tiempo real).
Para que el método funcione bien requiere de una buena estimación del
gradiente. Para ello se requiere de cierta memoria de los datos. Este es el
punto más vulnerable del método. Cuanto mejor sea esa estimación, mejor
será la estimación de las direcciones conjugadas.
En el Capítulo 3 se introdujo en los sistemas de adaptación multirreso-
lución produciendo los mejores resultados en comparación con las técnicas
clásicas de adaptación. A partir de esta introducción se aporta el PBFDAF-
CG (filtrado adaptativo en el dominio de la frecuencia particionado en blo-
ques con técnicas de gradiente conjugado).265
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Erratas
Estos son todos los errores y omisiones del documento original (Enero, 2006) de la tesis
Cancelación de Ecos Multicanal con fecha Junio de 2006. Las posiciones en el libro están indi-
cadas por la página y número de línea, donde la línea superior de la página corresponde
al número 1 y la línea inferior al -1. No se consideran líneas los subtítulos, ecuaciones, grá-
ficos ni los números de página.
Errores sin corregir
página 18, línea 5
Reemplazar “se puede realizar un filtro” por “se puede realizar con un filtro”.
página 64, línea 2-3
Reemplazar “ ” por “ ” e “ ” por “ ”.
página 73, ecuación (2-38)
Reemplazar “ ” por “ ”.
página 75, ecuación (2-46)
Reemplazar  por .
página 75, línea 6
Reemplazar “k-ésima” por “k-ésima”.
página 96, línea 8
Reemplazar “se desplaza un determinado de filas” por “se desplaza un determinado
número de filas”.
d n( ) d n[ ] y n( ) y n[ ]
R n[ ] R n[ ]
qk n[ ]
g1 n[ ]– k 1=
gk n[ ]– βkqk n[ ]+ k 1>⎩⎨
⎧
= qk n[ ]
g1 n[ ]– k 1=
gk n[ ]– βkqk 1– n[ ]+ k 1>⎩⎨
⎧
=1
página 98, línea -2
Reemplazar “como un caso especial de (2-55)” por “como un caso especial del método
de Newton-Raphson (2-55)”.
página 110, línea 1
Reemplazar “óptimos con la imagen” por “óptimos son la imagen”.
página 126, línea 16-17
Reemplazar “y poder diezmar sin introducir solapamiento para” por “y poder diez-
mar, sin introducir solapamiento, para”.
página 128, línea 8
Agregar al final de la línea “A continuación del interpolador es necesario un filtro anti-
imagen”.
página 139, línea 9,11
Reemplazar “aportan los” por “aporta los” y “Estas son interpolada por un factor  y
sintetizada a su paso por un banco de filtros“ por “Estas son interpoladas, por un factor
, y sintetizadas a su paso por un banco de filtros“.
página 146, figura 3-16
En la figura aparece, en ambas ramas, una réplica del Banco de Filtros de Análisis
donde debería estar el Banco de Filtros de Síntesis; como se muestra a continuación.
página 147, línea 5
Reemplazar “se puede enlaza con al filtro” por “se puede enlaza con el filtro”.
K
K
Sistema
Desconocido
Banco de
Análisis
Banco de
Síntesis
Sistema
Adaptado
Banco de
Análisis
Banco de
Síntesis
Modelo en banda completa equivalente
δ n[ ]
w n[ ]
s n[ ] t n[ ]*2
página 148, línea 4
Reemplazar “Esta planteamiento” por “Este planteamiento”.
página 151
Reemplazar “ ” por “ ”.
página 174, línea 20-21
Reemplazar “El filtrado adaptativo en subbandas se puede ver” por “El filtrado adap-
tativo en el dominio de la frecuencia se puede ver”.
página 183, línea 1
Reemplazar “a200 s” por “a 200 s”.
página 185, línea -4,-3
Reemplazar “El período de adaptación de la matriz KLT puede ser mucho mayor que
el período de adaptación.” por “El período de adaptación de la matriz KLT puede ser
mucho mayor que el período de adaptación del sistema adaptativo”.
página 189, línea 4
Reemplazar “durante el tiempo en que permanezca” por “durante el tiempo que per-
manezca”.
página 192, línea -8
Reemplazar “modelar entras auto-regresivas” por “modelar entradas auto-regresi-
vas”.
página 201, línea -7
Reemplazar “Esta tesis” por “En esta tesis”.
página 208, ecuación (A-1), (A-2)
Reemplazar
eP k[ ] eM 2⁄ k[ ]
μ μ3
por
y
por
página 209, ecuación (A-5)
Reemplazar
por
página 210, línea -6
Reemplazar “se puede dividir” por “se pueden dividir”.
página 212, línea 7
Reemplazar “debe ser descrito por partícula” por “debe ser descrito por partículas”.
página 213, línea 1,9
Reemplazar “velocidad.Si se” por “velocidad. Si se” y “cambio con respuesta al
tiempo“ por “cambio con respecto al tiempo”.
página 214, línea 10
Reemplazar “Para la simulación de acústicas de grandes salas” por “Para la simulación
acústica de grandes salas”.
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página 215, línea 2-3,9,10
Reemplazar “(e.g., según la ley de Snell, tan conocida de la óptica geométrica)” por
“(e.g., según la ley de Snell)”, “Existe una razonablemente alta probabilidad” por “Existe
una probabilidad, razonablemente alta,” y “después de viajar un tiempo  si“ por “des-
pués de viajar un tiempo , si“.
página 216, línea -3
Reemplazar “sólo 2500 de las 1019 imágenes” por “sólo 2500 de las  imágenes”.
página 227, línea 7-8
Reemplazar “Poder simular la respuesta al impulso entre cualquiera dos puntos de
una sala da la posibilidad” por “Poder simular la respuesta al impulso, entre dos puntos
cualquiera de una sala, da la posibilidad”.
página 227, ecuación (A-29)
Reemplazar
por
página 229, línea 10
Reemplazar “para evitar la contaminación del ruido de fono” por “para evitar la con-
taminación del ruido de fondo”.
página 230, línea 5
Reemplazar “siempre que el espectro en frecuencia del pulso diseñado sea lineal” por
“siempre que el espectro del pulso diseñado sea plano”.
página 231, línea -2
Reemplazar “el número de 1´s es siempre uno más que numero de 0´s” por “el número
de 1´s es siempre uno más que el número de 0´s”.
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página 242, línea 2
Reemplazar “cualquiera dos puntos” por “dos puntos cualquiera”.
página 250, línea -8
Reemplazar “por supuesto, como seleccionar” por “por supuesto, cómo seleccionar”.
página 253, línea -6
Reemplazar “La potencia del método de gradiente conjugado es que según progresa”
por “La potencia del método de gradiente conjugado es que, según progresa,”.6
