Abstract-In this paper, the capacity of continuous-space electromagnetic channels is analyzed. We assume the regions confining the transceivers are filled with dielectric that is either lossy or lossless and show how the capacity is affected by the physical loss of the source region. Our analysis is based on calculation of exact power consumption in the presence of mutual coupling and accurate modeling of noise based on fluctuationdissipation theorem. We also analytically derive the Q factor and show how the capacity is affected by the bandwidth constraint. Finally, we compare our work with the existing literature and analyze the maximum gain of spherical dielectric antennas in practical applications.
I. INTRODUCTION
T HE fundamental limit on the information transmission using electromagnetic waves has long been a major interest in electromagnetic theory and information theory. Related works on such limit in recent years can be classified into either discrete-space analysis or continuous-space analysis. First of all, in the discrete-space analysis, the point sources are usually assumed to form an array structure and the multiport network theory is mainly utilized to model and analyze the electromagnetic system. For example, there have been some studies on the impact of antenna mutual coupling [4] - [9] and antenna superdirectivity [10] , [11] on the information-theoretic capacity of electromagnetic channels. In contrast with the discrete-space analysis, the continuous-space analysis assumes that the source is continuously distributed inside a limited space called the source region. For example, [12] - [20] studied the effect of the size of the source region on the spatial degrees of freedom (DoF) by using the continuous-space analysis.
Meanwhile, the relationship between the physical loss of electromagnetic system and the channel capacity has been considered for both discrete-space and continuousspace approaches. In the discrete-space analysis, the circuittheoretic loss resistances were assumed to be placed at each antenna port, and the resultant reduction of the channel capacity was derived [5] , [6] . In the continuous-space analysis, the effect of loss on the channel capacity was considered by assuming the loss on the electromagnetic channel [21] . However, even though the actual loss of the system is deeply related to the loss of the medium at the transceivers, the impact of material loss on the channel capacity has not been analyzed in the literature.
To address the above issue, we analyze the effect of lossy medium on the electromagnetic channel capacity by using the continuous-space approach. We summarize some existing results on continuous-space electromagnetic channels as follows. Poon et al. [13] analyzed the relationship between the size of the source region and the spatial DoF by assuming linear, circular and spherical free-space source regions. Later, Poon and Tse [19] extended the methodology of [13] to the vector antennas and considered the extra DoF from polarization diversity. Hanlen and Fu [14] suggested the scatter channel model and analyzed the spatial DoF. Xu and Janaswamy [15] considered the DoF of electromagnetic channels when the scattering occurs in a two-dimensional region and the current strength is restricted. Migliore [17] theoretically analyzed the relationship between the DoF of electromagnetic channels and the effective DoF of multiantenna channels. Jensen and Wallace [21] suggested a new framework using the constraint on the radiation power and background noise and compared this new framework with the conventional framework that restricts the current strength and uses the i.i.d. field noise. Reference [21] extended the research on the superdirectivity in discrete-space approach [10] to the continuous-space approach. Also, Jensen and Wallace [21] decomposed the electromagnetic channels into multiple independent sub-channels and assumed the artificial loss on each sub-channel. Then, the authors considered how those artificial loss affect the channel capacity. Gruber and Marengo [22] mathematically derived the channel capacity when the source constraint is given for both the radiation power and the current strength. In addition, the channel capacity was analyzed in [22] by comparing the narrowband and the broadband scenarios. Recently, Poon and Tse [20] used the radiation power constraint and considered the relationship between the fractional bandwidth and the channel capacity.
Compared to the existing works above, the framework of our work is described as follows. First of all, we assume the medium of the regions confining the transceivers as dielectric whose characteristic can be described by electric permittivity. In addition, we utilize the fluctuation-dissipation theorem for our noise model, whereas the conventional works 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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mainly assumed the i.i.d. field fluctuation or background noise [15] , [20] - [22] . Note that our noise model relates the loss of the thermodynamic system to the statistical property of the thermal noise. Also, we calculate the power consumption that considers the electromagnetic interaction between the field and the source, whereas others mainly restricted the current strength or the radiation power. We summarize the contribution of this paper as follows. First, we derive the capacity of continuous-space electromagnetic channels by considering the physical property of the regions confining the transceivers, which has not been done in the existing literature. Second, we analytically derive the Q factor, which is inversely proportional to the available bandwidth, and consider how the Q factor affects the capacity. Also, the DoF is numerically derived by considering both the efficiency and the bandwidth, and for some cases, the DoF in our work exceeds that in the previous works. Finally, we compare our work with the existing literature on the continuous-space electromagnetic channels and numerically derive the maximum gain of the spherical dielectric antenna for practical applications.
The remainder of this paper is organized as follows. In Section II, we define channels and derive the capacity of those channels when narrow bandwidth is assumed. In Section III, we derive the quality factor and consider how it affects the capacity. In Section IV, we compare our work with the existing works on continuous-space electromagnetic channels and discuss how our work is related to practical implementations. Finally in Section V, we conclude our paper.
Notation: In this paper, boldface letters are used for vectors or field quantities (J, E, X, . . .), and overlined boldface letters are used for matrices or operators (G, T, …). The superscript ' * ', 'H ', 'T ' denote element-wise complex conjugate (or complex conjugate for scalar quantity), conjugatetranspose and transpose, respectively. Also, R and C are the set of real numbers and the set of complex numbers, respectively, and {A} (A + A * )/2 and {A} (A − A * )/2i are the real part and the imaginary part of the scalar quantity A, respectively. Similarly, {K} (K + K * )/2 and {K} (K − K * )/2i are the real part and the imaginary part of the matrix K, respectively. In addition, for the complex number k, we define k {k} and k {k}. In this paper, we assume the steady-state variation exp(−i ωt) for the radial frequency ω.
II. INFORMATION-THEORETIC CAPACITY FOR NARROW-BAND CHANNELS
In this section, we analyze capacity of two different electromagnetic channels by considering the property of the medium. We first describe geometry and electromagnetic properties as follows. Suppose there are concentric spheres V and S with radius R 1 and R 2 , respectively, as shown in Fig. 1 . Also, the wave numbers of the region V and the region outside of V are assumed to be k 1 ω √ μ 0 1 and k 0 ω √ μ 0 0 , respectively, where ω, μ 0 , 0 and 1 are radial frequency, freespace permeability, free-space permittivity and permittivity of V , respectively. In addition, K different points, s 1 , . . . , s K , are assumed to be uniformly distributed on S. The definition of uniform distribution is given as follows:
for all conic solid angles ⊆ , where | | d and I is the indicator function, and for β > 0,
for all j 1 = j 2 and for all K , where d(·, ·) is the Euclidean distance between two angular positions on the unit sphere.
Any β < 8π/ √ 3 is expected to work for our definition [23] . For uniformly distributed 1 , 2 , . . ., let us define
Here, the constant α is related to the density of the sampled points on S. Note that if we increase the number K of sampled points for given sampling density α, the radius R 2 of S also increases. Also, the electromagnetic interaction among the sampled points s K , j 's becomes negligible by choosing sufficiently small sampling density α. In the remainder of this paper, we will use s j instead of s K , j . Note that the summation over the uniformly distributed s 1 , . . . , s K can be approximated to the integral as follows. For some continuous f on S,
for sufficiently large K if the integral on the right-hand side is bounded. This is possible since each point s j occupies approximately the same solid angle over the angular domain for sufficiently large K . Now, the definition of two channels are given as follows:
• In the forward channel, the transmitter is allowed to generate the source current inside V that satisfies the power constraint P. Also, the receiver measures the electric field on s 1 , . . . , s K with additive thermal noise. The transmitter is allowed to use the spherical waves with order n ≤ N. • In the reverse channel, the transmitter is allowed to generate the source current on s 1 , . . . , s K under the power constraint P. Also, the receiver measures the electric field inside V with additive thermal noise. The receiver is allowed to use the spherical waves with order n ≤ N. Note that the forward and reverse channels we analyze in this paper can be considered as parts of the whole channel from a transmitter inside a sphere V to a receiver inside another sphere, i.e., the overall channel can be decomposed into three parts, the channel from the transmitter in V to the electric field on S (Fig. 1(a) ), the scattering environment from S in Fig. 1(a) to S in Fig. 1(b) , and finally the last part from S to the receiver in V (Fig. 1(b) ).
The spherical wave and its order n will be introduced in Section II-A. Here, the purpose of the restriction n ≤ N is to assure that the sampled points s 1 , . . . , s K are located inside the non-reactive region. Such an assumption decouples the transmitter and the receiver, which is commonly assumed in far-field wireless communications. Since any electromagnetic field in free space can be decomposed into multiple spherical waves and the reactive region for order-n spherical wave is k 0 R 2 < n [24] , [25] , we suppose k 0 R 2 N so that the sampled points are inside the non-reactive region. Also, we restrict our analysis to the free-space radiation, i.e., no scatterer exists between V and S. Note that if scatterers exist between V and S, the capacity and DoF of channels in our work may change [26] , [27] . For both the forward and the reverse channels, the temperature over all region is assumed to be T . In addition, we assume both transmitter and receiver know the channel information and the channel is constant for all time.
We organize this section as follows. In Section II-A, some preliminaries for our capacity analysis are given. In Section II-B, the capacity of the forward and the reverse channels are analyzed when the lossy dielectric sphere V is assumed. In Section II-C, we extend our result in Section II-B for the lossless dielectric sphere V .
A. Preliminaries
In this section, we review and suggest some concepts that are needed for capacity analysis. In Section II-A1, we introduce dyadic Green function and its decomposition using spherical vector waves. In Section II-A2, calculating power consumption is given. In Section II-A3, the noise model used in our work is introduced.
1) Dyadic Green Function (DGF) and Spherical Vector Wave (SVW) Decomposition:
In electromagnetic theory, DGF G is the kernel, which relates the current source J and electric field E as
where μ(r) is the permeability at r. In this paper, we assume all media is dielectric, i.e., μ(r) is equal to μ 0 for all r. For spherically layered medium, DGF G can be decomposed by using SVWs [28] , [29] defined as
Here, the integers n and m satisfy n ≥ 1 and −n ≤ m ≤ n, j n and h (1) n are the spherical Bessel function of the first and the third kind, respectively, and Y nm is the spherical harmonics. Also, for the lossy medium we consider in this paper, the additional SVWs are needed to decompose G:
. Similarly, V nml can be defined. For SVWs F 1 and F 2 above, they are orthogonal with respect to the inner products defined as
where (3) indicates the integral over all solid angles. The detailed derivation for orthogonality and the properties of SVWs are given in Appendix A. Note that the decomposition of G using SVWs [28] , [29] will be given in the detailed proof in Section II-B.
2) Power Consumption:
In the capacity analysis, we calculate the power consumption as follows. In [28] and [30] , the power consumption of the source J is equal to
for the inner product (2) . Simply, one can show that (4) is equal to
by using DGF G in (1), where
drdr for a linear kernel T and two vector fields F i : R 3 → C 3 , i = 1, 2. Note that (4) and (5) include both radiated power and the power consumption due to loss. Calculating power consumption in this way was not used in the existing works on continuousspace electromagnetic channels. Instead, the previous works bound the norm of J or the radiated power due to the source. This will be specifically discussed in Section IV-A.
3) Fluctuation-Dissipation Theorem (FDT):
In this paper, we use FDT as the noise model. From [31] - [34] , the statistical property of the noise source satisfies the following property:
Lemma 1 (FDT for Narrowband Analysis): At temperature T , the charge fluctuation J noise in a dielectric medium follows
where k B is the Boltzmann constant, B is bandwidth, is the imaginary part of the complex permittivity of the medium in which the charge fluctuation exists, and I is the identity operator.
Since the dielectric conductivity of the medium is σ ω , FDT states that the thermal charge fluctuation is proportional to the temperature and the conductivity of the medium. Also, FDT gives the pointwise independence of the noise source. In addition, FDT for the electric field is given as follows [33] , [35] :
Lemma 2: At temperature T , the statistical property of the field fluctuation E noise is
where k B is the Boltzmann constant and B is bandwidth. Our noise model differs from the noise model in the existing literature such as the i.i.d. field fluctuation [14] , [15] , [17] , [22] and the interference-like noise [21] . Note that in the derivation of FDT in [33] , the thermodynamic system is assumed to be in the thermal equilibrium at temperature T . This implies both outgoing and incoming thermal energy exist for each point and there is no net thermal energy transport.
B. Capacity Analysis With Lossy Dielectric Sphere
In this section, the capacity of the forward channel and the reverse channel is derived by using the preliminaries in Section II-A. In a nutshell, the proof for the forward channel is given as follows. First, we consider the relationship between source and field by using DGF and SVWs in Section II-A1. Then, we define information-theoretic channels and decompose those channels with multiple independent subchannels by considering the power consumption of the source in Section II-A2 and the noise statistics followed from FDT in Section II-A3. Here, we show each subchannel can be indexed by
, and the (n, m, l)-th subchannel uses the (n, m, l)-th SVW in Section II-A1. This follows from the assumption that the points on S are uniformly distributed. We also show the (n, m, l)-th subchannel can be qualified by using the efficiency η nml defined as below:
Definition 2 (Efficiency): The efficiency η nml of the channel with index (n, m, l) is defined as
where for k {k}, k {k} for a complex number k,
and
We leave definitions of I j j n,l , I j j * n,l and I yj * n,l in (39), (41), (42), (43) in Appendix A, which are followed from the integral using spherical Bessel functions. Also, the definitions of R n,l and T n,l are given as
For the forward channel, η nml is equal to the radiation efficiency of SVW source V nml inside V . Similarly for the reverse channel, it becomes the receiving efficiency from the reciprocity [36] . As a result, by considering the efficiency of all subchannels and using the standard water-filling power allocation [37] over multiple subchannels, the capacity for those channels can be derived as follows:
Theorem 1: For both the forward channel and the reverse channel, the capacity of each channel is equal to
For any n, l, the efficiency η nml decreases rapidly after some threshold as n increases for k 1 = 0. Thus, we can always find an integer N 0 such that the capacity in Theorem 1 increases for N < N 0 and remains as a constant for N ≥ N 0 as N increases.
The remainder of this section is organized as follows. In Section II-B1, a detailed proof on the capacity of the forward channel is given. In Section II-B2, a sketch of the proof for the reverse channel is given.
1) Proof for the Capacity of the Forward Channel:
The capacity of the forward channel can be derived as follows. From the definition of DGF (1), the electric field E due to the source J in V is
For spherically layered medium, DGF can be decomposed as [28] , [29] 
where k(r ) is the wave number at r ,r r/ r , and δ(·) is the Dirac delta function.
The decomposition of the kernel g nl (r, r ) depends on the regions including r and r . For r ∈ S and r ∈ V , g nl (r, r ) can be decomposed as
for SVWs U nml and V nml , where T n,l is defined in Definition 2. By using (8), (7) becomes
Similar to the previous works [19] , [21] , [22] on continuousspace electromagnetic channels, we normalize SVWs as
where the normalization coefficients are defined by using the inner products (2) and (3):
and N S n,l for simplicity. Finally, by using (10), (9) becomes
where the arguments k 0 of u nml and k 1 of v nml are omitted. Now, let us define the source J, which represents an arbitrary source in V , as
where the set of indices ϒ is defined in Theorem 1 and J nml v nml , J V . Then, by using (6), (11), (12) and the orthogonaility of v nml 's, the electric field E on S is
where
. Recall that in the forward channel, the receiver measures
where E noise is the additive thermal noise satisfying FDT in Lemma 2.
By using the source and the field above, the forward channel is information-theoretically defined as follows. First, we define J nml , (n, m, l) ∈ ϒ in (12) as the channel inputs.
for all (n, m, l) ∈ ϒ, where
represent the contributions of the transmit signal and the thermal noise on the channel outputs, respectively. Note that the channel inputs J nml 's should satisfy the power constraint of the forward channel. Also, the noise E nml,noise should satisfy the statistics followed from FDT in Lemma 2.
The information-theoretic channel defined as above can be decomposed into multiple independent subchannels. We prove this by showing that each channel independently consumes and radiates the power, the noise E nml,noise is independent over different subchannels and the input J nml only affects the output E nml . Also, it can be shown that each subchannel can be qualified by the efficiency in η nml in Definition 1. The derivation of the capacity is then straightforward.
2) Power Consumption and Radiation Power: We first show that the input J nml of the (n, m, l)-th subchannel radiates and consumes power independently as follows. In (12), the input J nml for the (n, m, l)-th subchannel is related to the normalized source v nml . In Appendix B, we show the electric field E nml in V due to the normalized source is equal to
for k 1 , k 1 and F n,l in Definition 2. By using (4) in Section II-A2, the power consumption due to the source v nml is equal to
It can be shown that (17) is equal to (18) for τ nml in Definition 2 since the inner product in (17) is equal to
by using (38) and (44) in Appendix A. As a result, the power consumption of the source J in (12) 
by using the orthogonality of SVWs. Also, the radiation power can be derived as follows. From [30] , the radiation power is equal to 1 2Z 0 lim
for the free-space wave impedance Z 0 √ μ 0 / 0 . By using (13) and the orthogonality of u nml 's, (19) becomes
Since the limit in (20) is equal to n(n + 1)/(k 0 R 2 ) 2 and 
where the equality holds by using FDT in Lemma 2. Note that G ≈ G 0 on S for the free-space DGF G 0 and sufficiently large K since R 2 increases as K increases. Also, since the electromagnetic interaction among s 1 , . . . , s K is negligible for sufficiently small density α, we have
where I is an identity operator and δ is an indicator such that δ a,b = 1 if a = b and 0, otherwise. Thus, by using (22), (21) can be approximated as
By using the condition that s j 's are uniformly distributed, the summation in (23) is approximately equal to the integral over all angular positions. Specifically, since 1 , . . . , K of s 1 , . . . , s K are uniformly distributed points on S, we have
for sufficiently large K since u nml (r) H uñml (r) is continuous. Also, the integral in (24) is equal to the inner product between u nml and u n m l for the inner product in (3) in Section II-A1. Therefore, the noise statistics (23) is equal to
4) Independent Subchannels:
It can be shown that all subchannels are independent. The proof is given as below. By using (13) , E nml,signal in (15) is equal to
for all (n, m, l) ∈ ϒ. Since s 1 , . . . , s K are uniformly distributed, the summation in (25) can be approximated to the integral as shown in (24) . Thus,
for sufficiently large K . In addition, the term N S n,l of G n,l in (13) can be approximated as
for all (n, m, l) ∈ ϒ and K α N 2 since |h (45) in Appendix A. By using (26) and (27) , the output E nml in (14) becomes
As a result, since the power consumption and the noise statistics are independent over subchannels and the output E nml is only affected by J nml as shown in (28), all subchannels are independent.
5) Information-Theoretic Capacity: In summary, the information-theoretic channel we defined becomes
and the noise follows
Let the input, the output and the noise of the channel be
for all (n, m, l) ∈ ϒ, respectively. Then, the channel output satisfies
where (1/2) ϒ |X nml | 2 ≤ P and E{Z nml Z * nml } = 4k B T Bδ n,ñ δ m,m δ l,l . Without loss of generality, the channel gain can be regarded as
for circularly symmetric Gaussian noise [37] , and this is equal to 3α 2
The derivation of the capacity of this channel is straightforward by using the waterfilling power allocation in multiantenna channel [37] . 6) Capacity of the Reverse Channel: In the preceding section, the forward channel and its capacity is analyzed. The proof for the reverse channel is similar to that of the forward channel. In this section, we only give a sketch of the proof as follows. First, we show that the reverse channel is equivalent to
for H n,l in (28) 
for τ nml in Definition 2. Note that the noise variance on the (n, m, l)-th subchannel of the reverse channel is proportional to τ nml , whereas τ nml appears at the power consumption on the (n, m, l)-th subchannel of the forward channel in (29) . As a result, it can be shown that the channel in (30) is equivalent to the channel in the forward channel. The derivation of the capacity of this channel is straightforward by using the waterfilling power allocation in multi-antenna channel [37] .
C. Capacity Analysis With Lossless Dielectric Sphere
In this section, we derive the capacity when the sphere V is filled with lossless dielectric medium. Recall that the capacity for forward and reverse channels were derived by first decomposing the channel in parallel and evaluating the quality of sub-channels in terms of efficiency η nml in the previous section. Intuitively, if the sphere V is filled with lossless medium, the efficiency η nml of each sub-channel is equal to 1, and thus, all sub-channels are of equal quality. As a result, we get the following theorem.
Theorem 2: For both the forward channel and the reverse channel defined as above, the capacity of each channel is equal to
where h nml 3α 4k B T B for all n, m, l. The detailed proof is given in Appendix D. The theorem states that if there is no loss, 2N(N + 2) channels are of equal quality. A similar result was reported in [22] that considered the channel, where the source region is the free space. Such result is related to the superdirective antenna arrays [38] - [41] that can achieve desired directivity irrespective of the size of the antenna array. Thus, it is possible to generate extremely narrow beam and send information via arbitrarily many channels if the source region is filled with the lossless medium. However, there are problems with bandwidth if superdirectivity is used [21] , and this will be considered in the following section.
III. CONSIDERATION ON BANDWIDTH
In this section, we analyze the information-theoretic capacity by restricting the Q factor, which is inversely proportional to the bandwidth [42] - [48] . Especially, we focus on the forward channel in Section II and represent the capacity of the forward channel by using the Q factor. The remainder of this section is organized as follows. In Section III-A, we derive the Q factor for the lossy source region and the capacity considering the Q factor. Also in Section III-B, the spatial degrees of freedom (DoF) of the forward channel is numerically analyzed by using the Q factor derived in Section III-A.
A. Q Factor and the Capacity
The Q factor of the source is defined as the ratio of the energy stored in the field to the power consumption [42] - [49] . In this section, we derive the Q factor for the lossy dielectric sphere 1 and consider how it is related to the capacity of the forward channel. First, the Q factor is derived as follows.
Theorem 3: For the forward channel defined in Section II, the Q factor Q nml of the SVW source V nml in V is 
and for 1 
1 The Q factor for the dielectric sphere was also derived in [47] and [48] . In those works, Q was derived by assuming the surface current sources and using the boundary condition. On the other hand, we derive Q of the volume current sources from the decomposition of DGF using SVWs and show that the result is not the same as those in the previous works.
The quantities F n,l and τ nml are defined in Definition 2, and y n is the spherical Bessel function of the second kind. Also, we leave definitions of I j j n,l and I j j * n,l in (39), (41) , (43) in Appendix A, which are derived from the integral using spherical Bessel functions. Note that the Q factor is not affected by the order m of V nml .
Recall that we define the source J of the forward channel as the linear combination of SVWs V nml , (n, m, l) ∈ ϒ in (12) and each SVW is related to its corresponding subchannel. Theorem 3 is derived as follows. Suppose that the electric field E nml and the magnetic field H nml are generated by the normalized source v nml of V nml since the normalization does not change the Q factor. In [47] (35) for the power consumption P tot,nml of the source v nml including loss. By using the efficiency η nml in Definition 2, Note that the Q factor is inversely proportional to the fractional bandwidth in [42] - [49] . That is, the usable bandwidth B nml of the (n, m, l)-th subchannel of the forward channel satisfies
for the carrier frequency ω. It was shown in [42] that (33) and (34) in Theorem 3 exponentially increase as n increases or R 1 decreases when n > k 0 R 1 . Thus from (31) in Theorem 3, Q nml increases and B nml decreases exponentially as n increases or R 1 decreases if the medium in V is assumed to be lossless, i.e., η nml = 1 for all (n, m, l). For the lossy dielectric sphere, however, Q nml in (31) increases slower than the lossless case since it is affected by η nml < 1 that decreases as n increases in the end. This is called the efficiency-bandwidth tradeoff [50] . In addition, recall that sufficiently narrow bandwidth B is assumed in Theorem 1 such that B ≤ B nml for all (n, m, l) ∈ ϒ. Thus, the capacity in Theorem 1 may decrease due to the high Q [20] . However, if multiple carriers are utilized, higher Q and resulting reduction in bandwidth applies to each carrier independently since each signal is independent and the whole system is linear [22] .
B. Numerical Results
In this section, an example of the forward channel is considered with the following assumptions. Suppose that the source region is smaller than or comparable to the wavelength λ. Also, let the carrier frequency be ω = ω c 2π f c for f c = 16.8GHz, the wavelength be λ = 2πc 0 / f c for the speed c 0 of light in free space, and N in the definition of the forward channel be 5. Additionally, assume the permittivity of the dielectric sphere is 1 = r 0 (1 + i tan δ) with r = 16, where r is called the relative permittivity and tan δ is called the loss tangent that represents the lossy property of the dielectric. Note that the above assumptions are mostly followed from the experimental work [51] , which successfully implements the high-gain small antenna with a large usable bandwidth.
For the order n = 1, 3, 5 of the source and the loss tangent tan δ = 10 −2 , 10 −4 , 10 −6 , the efficiency and the Q factor for l = 2 are plotted in Fig. 2 . Recall that Q nml increases exponentially as n increases or R 1 decreases if n > k 0 R 1 in lossless case, i.e., (R 1 /λ) < (n/2π) and tan δ = 0 [42] . For n = 1, 3, 5, (n/2π) ≈ 0.16, 0.48, 0.8. As shown in Fig. 2(b) , however, the Q factor increases as R 1 decreases for (R 1 /λ) < (n/2π) but bounded in the end if the lossy medium is assumed, i.e., tan δ > 0. This is due to the decrease in efficiency as R 1 decreases as shown in Fig. 2(a) , which is called the efficiency-bandwidth tradeoff we mentioned in Section III-A [50] . The capacity of the forward channel, therefore, is affected by multiple parameters such as the material loss, the size of the source region, the bandwidth of the system, the power constraint and the number of carriers. For simplicity, we consider DoF defined as the number of all subchannels that satisfy Q nml ≤ Q max , η nml ≥ η min (36) for some constant Q max and 0 < η min < 1. If the (n, m, l)-th subchannel satisfies the restriction in (36), the subchannel is considered to be usable with sufficiently large bandwidth and efficiency. The definition on DoF is related to Theorem 1 as follows. Recall that the capacity in Theorem 1 was derived by using multiple independent subchannels with indices (n, m, l) ∈ ϒ = {(n, m, l) ∈ Z 3 : 1 ≤ n ≤ N, −n ≤ m ≤ n, l = 1, 2} and waterfilling power allocation. Here, we assume the bandwidth B is sufficiently narrow so that B ≤ ω c 2π Q nml for all (n, m, l) ∈ ϒ and all subchannels are usable. In practice, however, there might be applications that require minimum bandwidth B near the single carrier frequency, and thus, the subchannels satisfying Q nml ≤ ω c 2π B are only available. In this case, the capacity in Theorem 1 might be changed since the waterfilling power allocation is applied for the subchannels satisfying the constraint on the Q factor. Also, η min in (36) is determined by the waterfilling power allocation. That is, the subchannel with low efficiency is usable if the signal-to-noise ratio (SNR) is sufficiently high, whereas the subchannel is not usable for low SNR. For the forward channel we consider in this section, DoF is plotted in Fig. 3 , where Q max in (36) is 10 2 or 10 3 and η min in (36) is 0.5 or 0.8. For comparison, 2k 0 R 1 (k 0 R 1 + 2) is also plotted in Fig. 3 , which is equal to the number of all subchannels satisfying n ≤ k 0 R 1 and DoF proposed in [19] and [52] .
If tan δ = 10 −2 , which represents the high-loss medium, DoF is comparable to or smaller than 2k 0 R 1 (k 0 R 1 + 2) for η min = 0.5 or 0.8, respectively. On the other hand, if tan δ = 10 −6 , which represents the low-loss medium, DoF is comparable to or higher than 2k 0 R 1 (k 0 R 1 + 2) for Q max = 10 2 or 10 3 , respectively. Therefore, for the low-loss material, DoF may be enhanced if the bandwidth of the system is sufficiently narrow. As we mentioned in the previous section, this may decrease the capacity on single carrier, but the capacity of the whole system can be increased by using multiple carriers.
IV. DISCUSSION

A. Comparison With Previous Works
We compare our work with the existing literature [13] - [15] , [17] , [19] , [21] , [22] on the continuous-space electromagnetic channels as follows. First, the electromagnetic power consumption of the source is directly restricted in our work, whereas the previous works restricted the current strength or the radiation power [21] , [22] . Specifically, the above restrictions can be explained as follows. Recall that the forward channel in Section II-B can be decomposed into the multiple subchannels, where J nml is the input for each subchannel as we defined in (28) . In our work, we restrict n,m,l |J nml | 2 τ nml for the τ nml in Definition 2. On the other hand, the previous works have restricted the current strength n,m,l |J nml | 2 [13] - [15] , [17] , [19] , [22] or the radiation power n,m,l |J nml | 2 ρ nml [21] , [22] for the ρ nml in Definition 2. Some of those previous works [19] , [22] consider the forward channel using SVWs, and we compare our result with [19] , [22] as follows. In [19] , it was shown that the (n, m, l)-th subchannel with n ≤ k 0 R 1 is usable when the current strength is bounded. This result coincides with [52] , which assumes the high-loss sphere. In Section III-B of our work, however, whether the (n, m, l)-th channel is usable or not depends on the efficiency and the bandwidth of the system, and for some cases, the subchannel with n > k 0 R 1 is also effectively usable. Also, in [22] , the constraints on both current strength and radiation power are used to analyze the capacity. However, the free-space source region is assumed in [22] . If we ignore the restriction on the current strength and only use the radiation power constraint, our result can be regarded as a generalization of [22] since the radiation power is equal to the power consumption of the source in this case.
Second, we use FDT as the noise model, whereas the previous works assume either the i.i.d. noise field [14] , [15] , [17] , [22] or the interference-like noise [21] . The capacity of the reverse channel depends on the noise model. In Section II-B2 of our work, for example, we show that the noise E nml,noise of the (n, m, l)-th subchannel satisfies E{E nml,noise E * nml,noise
for τ nml in Definition 2. Here, it should be noted that the variance of the noise is proportional to τ nml . On the other hand, if the i.i.d noise field is assumed, it can be shown that the variance of the noise E nml,noise is the same over different subchannels. Also, the statistics of the interference-like noise is determined on how the noise sources external to the receiver are configured.
Finally, we derive the Q factor analytically for lossy dielectric sphere. In [20] , the Q factor in [42] is used to evaluate the capacity of the forward channel with free-space source region and single carrier frequency. However, as we mentioned in Section III, the capacity depends on the efficiencybandwidth tradeoff, the number of usable carriers, and other factors.
B. Application
Practically, our work is applicable to wireless communications using spherical dielectric antennas. We can experimentally measure the radiation pattern of such an antenna and decompose the pattern into multiple subchannels with SVWs. A similar approach was taken in [53] and [54] " where spherical nanoantennas and MIMO antennas were considered, respectively. Then, by using the SVW decomposition the performance limit can be calculated using our approach. As an example, we compare our result to [51] , which demonstrated an antenna composed of the notched dielectric sphere and was possible to efficiently excite the higher order mode, i.e., n ≥ k 0 R 1 . For comparison with [51] , assume there is a dielectric sphere with r = 16 and tan δ = 1.2 × 10 −4 at the carrier frequency ω c = 2π · 16.8GHz, which follows the property of dielectric medium MgO-TiO 2 at ω c . Also, assume the radius of the dielectric sphere is R 1 = 5mm and the bandwidth is equal to B = 0.5GHz. In addition, suppose the order n of each SVW is less than N = 5, which follows the experiment work [53] 2 Under such assumption, we try to find the maximum antenna gain for given spherical antenna. Recall that the source J inside the dielectric sphere can be represent by using orthogonal SVWs, i.e., J = (n,m,l)∈ϒ J nml v nml , where ϒ = {(n, m, l) : n ≤ 5, −n ≤ m ≤ n, l = 1, 2}. By using the source and its decomposition, the gain G of an antenna can be defined as [36] 
where the radiation intensity is
2Z 0 for the electric field E radiated from the antenna and the power consumption is
for τ nml defined in Definition 2. In addition, the Q factor of the spherical antenna can be derived as follows. Recall that the Q factor is defined as the ratio of the stored energy to the power consumption. Since Q nml in Theorem 3 is the ratio of the stored energy to the power consumption for the source v nml and the power consumption is equal to P nml , the Q factor Q of the antenna can be simply derived as
. 2 Note that a finite number N such that SVWs with n ≥ N is negligible can be found experimentally in practice.
Finally, the maximum antenna gain for fixed angular position (θ, φ) can be found by solving the following optimization problem:
We solve the above problem numerically, and the theoretical maximum gain of the dielectric spherical antenna is equal to 12.31. In comparison with our work, the gain of the demonstration in [51] was 8.
V. CONCLUSION In this paper, the capacity of continuous-space electromagnetic channels is analyzed, where the transceivers are confined in dielectric spheres. As a result, we characterized the channel capacity as a function of the size and the physical property of the dielectric and show how the capacity is affected by the radiation efficiency and the Q factor, which is inversely proportional to the bandwidth.
Recently, a major problem in the multi-antenna communication is how to improve the efficiency of the communication when the communication devices have a large number of antennas while the physical size of such devices is limited. Our work can provide a useful guideline for such a scenario. There are some experimental results that can solve some of the practical problems mentioned in our paper. For example, the experimental demonstration [51] uses dielectric resonator sufficiently smaller than the wavelength and achieves high efficiency and non-Foster impedance matching in [55] increases the bandwidth by using active circuit elements in antenna impedance matching.
APPENDIX A SPHERICAL VECTOR WAVES
We explicitly derive the spherical vector waves and their properties in this section. If there is no confusion, the argument kr of the spherical Bessel functions will be omitted. From [19] , we have
where for all n, m,
and for all n,
Here, note that for all n, m, n , m and i 1 , i 2 = 1, 2, 3,
For the spherical waves V nml , V nml , W nml , W nml with the wave number k, the inner products over the sphere with radius r are derived as follows. Let the arguments (k, ·) of the vector waves and (k, r ) of integrals be omitted and V be the sphere with radius r centered at origin. Then, we have
,
Note that in (39) , (40), (41), (42) and (43), the supersciprt j j, y j, j j * , y j * on I n,l and the argument kr of the spherical Bessel functions are omitted. Also, (43) is followed from the properties on j
n 's and y
n (z)
By using the definition of the inner product, the normalization coefficients, where V is the sphere with radius R 1 and S is the sphere with radius R 2 , are defined as follows:
APPENDIX B ELECTRIC AND MAGNETIC FIELD INSIDE DIELECTRIC SPHERE For r and r in V , DGF can be decomposed as
where for SVWs defined in Appendix A,
Let us assume the electric field E nml is generated due to the source J nml (r) v nml (k 1 , r) in V . Then, by using the definition of DGF (1), the electric field inside V can be derived as
Note that the argument (k 1 , ·) of SVWs are omitted in this section if there is no confusion and V (r ) is a sphere with radius r that is centered at origin. Also, the argument of inner product is omitted if it is equal to (k 1 , R 1 ). By using the definitions and properties in Appendix A, we have
where the argument (k 1 , r ) of I n,l 's and the argument k 1 r of the spherical Bessel functions are omitted. Here, for k 1 = {k 1 } and k 1 = {k 1 }, we derive
for
by using differentiation, recurrence formula and Wronskian properties of spherical Bessel functions such that
By using (46) , (47), (48), (49) and (50), the electric field is derived as
where D n,l , E n,l and F n,l are defined in Definition 2 and the arguments k 1 of D n,l , E n,l and F n,l are omitted. Also, note that [56] . In addition, by using H nml = ∇ × E nml /(i ωμ 0 ) and ∇ × V nml (k, r) = kV nm,3−l (k, r) for any k [57, p.36], the magnetic field H nml in V due to the defined source is
APPENDIX C NOISE STATISTICS
For the noise statistics at the reverse channel, we derive (k 1 , r) H G(r, r )v nml (k 1 , r )drdr , (51) where the decomposition of DGF is given in Appendix B. Note that we calculate the double integral by first doing the integral over r and then over r . First, we calculate where V (r ) is a sphere with radius r that is centered at origin. By using the definitions and properties in Appendix A, we have 
where the argument (k 1 , r ) of I n,l 's and the argument k 1 r of the spherical Bessel functions are omitted. As a result, by using (48), (49), (50) and the orthogonality of A (1) nm , A (2) nm , A
nm in (37) , (51) is equal to This is equal to the term in the bracket on the left-hand side of (18) .
APPENDIX D PROOF OF THEOREM 2
Consider the forward channel and assume the sphere filled with lossless dielectric, i.e., k 1 → 0. Assume there is the source in V , i.e.,
where J nml v nml , J V , ∀n, m, l. Note that the orthogonal basis is v nml since the spherical Bessel function j n (k 1 r ) of the first kind is a real-valued function for r > 0 and v nml = v nml for lossless case. The electric field generated from the source v nml can be derived similar to that for the lossy dielectric sphere, and is equal to
where C nml C 1,nml + i C 2,nml for
where V (r ) is a sphere with radius r centered at the origin. Therefore, the radiation efficiency of each spherical wave is
which is shown to be 1 for any real-valued k 1 . See Appendix E. As a result, we derive Theorem 2 for the forward channel. The proof for the reverse channel is similar to that for the forward channel.
APPENDIX E PROOF ON THE EFFICIENCY FOR THE LOSSLESS CASE
Let us assume that l = 1. From the definition of the scattering coefficients, we have
where A n Ŷ n (Cz)Ĥ (1) n (z) − CŶ n (Cz)Ĥ (1) n (z), B n Ĵ n (Cz)Ĥ (1) n (z) − CĴ n (Cz)Ĥ (1) n (z) forŶ 
Here, A n B * n is equal tô Y n (Cz)Ĵ n (Cz)|Ĥ (1) n (z)| 2 + |C| 2Ŷ n (Cz)Ĵ n (Cz)|Ĥ (1) n (z)| 2 − CĴ n (Cz)Ŷ n (Cz)Ĥ (1) n (z)(Ĥ (1) n (z)) * − CĴ n (Cz)Ŷ n (Cz)Ĥ (1) n (z)(Ĥ (1) n (z)) * .
Since z is assumed to be a real number, we havê
n (z)(Ĥ (1) n (z)) * = (Ĵ n (z)Ĵ n (z) +Ŷ n (z)Ŷ n (z)) + i, which follows by usingĴ n (z)Ŷ n (z) −Ĵ n (z)Ŷ n (z) = 1. Also, since C k 1 /k 0 is a real number, the imaginary part of A n B * n is equal to {−CĴ n (Cz)Ŷ n (Cz)(Ĵ nĴ n +Ŷ nŶ n + i ) − CĴ n (Cz)Ŷ n (Cz)(Ĵ nĴ n +Ŷ nŶ n + i ) * } = C, whereĴ n ,Ŷ n without arguement have their argument as z and the Wronskian property is used. Therefore C|T n,1 | 2 {1 + R n,1 } = 1.
The proof on the case l = 2 can be done similarly.
