Abstract. The central result of this paper is an identification of the shifted Cartier dual of the moduli stack Mg(C) of G-Higgs bundles on C of arbitrary degree (modulo shifts by Z( G)) with a quotient of the Langlands dual stack ML g (C). Via hyperkähler rotation, this may equivalently be viewed as the identification of an SYZ fibration relating Hitchin systems for arbitrary Langlands dual semisimple groups, coupled to nontrivial finite B-fields. As a corollary certain self-dual stacks Mg(C) Γ are observed to exist, which I conjecture to be the Coulomb branches for the 3d reduction of the 4d N = 2 theories of class S.
Introduction
The observation that careful analysis of dualities in physics regularly leads to the prediction of novel dualities in mathematics has been responsible for significant advances in modern geometry and representation theory. Over the past decade one particularly rich source of physical dualities have been the "theories of class S" of Gaiotto, Moore and Neitzke [26] . These 4d N = 2 superconformal quantum field theories are obtained from the superconformal 6d N = (2, 0) theories X g [48, 54] via compactification on a Riemann surface C, and are labelled by a choice of simply-laced Lie algebra g: the resulting 4d theory will be denoted S g [C] . It has previously been observed that these theories exhibit interesting dualities arising from the mapping class group of C [24] , and that they form the four-dimensional part of the 4d-2d "AGT correspondence" [2] . This paper is motivated by a less well-studied self-duality arising from the geometry of the Coulomb branch.
The Coulomb branch of the 4d theory S g [C] is known to be the Hitchin base H 0 (C; (g//G) × [26, §3.1.2] . General principles imply that the Coulomb branch of the 3d theory obtained via circle compactification is fibred over the 4d Coulomb branch, and by reversing the order in which one compactifies on C and S 1 one can argue that the 3d Coulomb branch is given by the moduli space of G-Higgs bundles on C, Higgs G (C) [26, §3.1.6] .
Date: November 6, 2018. 1 For just the tip of the iceberg: Seiberg-Witten theory and Donaldson invariants [52, 20, 53] ; 3d N = 4 gauge theories and symplectic duality [9, 12, 10] ; 4d N = 4 Yang-Mills theories and the geometric Langlands program [36, 29, 18, 21, 7] .
It turns out, however, that this description of the 3d Coulomb branch is subtly incorrect. One hint in this direction is the fact that while Higgs G (C) requires as data a choice of gauge group G, the theory S g [C] only requires the data of a Lie algebra. More significantly, careful analysis of S g [C] as a relative quantum field theory [23] leads to the conclusion that the Coulomb branch of the 3d theory must be a self mirror-dual space [50, 16] which requires as extra data a maximally compatible collection of discrete charges for line operators [25] . As Higgs G (C) is self mirror-dual only for self Langlands dual groups G [18] , it cannot be the desired 3d Coulomb branch.
This work originated out of a desire to understand these self-dual moduli spaces, and reasonable candidate spaces Mg(C) Γ are supplied in Corollary 3.14. The spaces
Mg(C) Γ
are mathematically self-dual and consistent with physical expectations [25, 50] , although there is not yet a direct derivation of these spaces from physical principles.
More broadly, the main results of this paper may be understood in the context of mirror symmetry and Langlands duality for Hitchin systems. S-duality for 4d N = 4 supersymmetric Yang-Mills theory predicts that the Hitchin fibration for the group G will be SYZ mirror dual to the Hitchin fibration for the Langlands dual group L G [8, 30, 36] ; this has been proved for arbitrary reductive G by Donagi and Pantev [18] , and for type A Hitchin systems coupled to a nontrivial B-field by Hausel and Thaddeus [31] . Theorems 3.12-3.13 and Corollary 3.16 of this paper may be interpreted as an extension of these dualities to incorporate Hitchin systems for arbitrary semisimple groups coupled to nontrivial B-fields (i.e. equipped with a finite group or O × gerbe).
1.1. Notation and conventions.
1.1.1. Lie theoretic conventions. In the following, G is most generally a complex reductive algebraic group, however at times I will note further assumptions of simplicity, simple connectivity, etc. Lie algebras will be denoted by lower case fraktur font, so for instance the Lie algebra of G will be denoted by g. Given a semisimple group G, I will denote by G the corresponding simply-connected form and by G ad the corresponding adjoint form.
A choice of Borel subgroup of G will be denoted B, with Lie algebra b, and a choice of maximal torus will be denoted by H with Lie algebra h. The notation T is reserved for an algebraic torus that is not the maximal torus of a semisimple group G, and the (abelian) Lie algebra of such a torus is denoted t. The rank of a reductive algebraic group G will be denoted by rank(G), or just by r.
When considering the Weyl group associated to a maximal torus H ⊂ G I will use the notation W G (H) = N G (H)/H; when I do not need to emphasise the maximal torus H I will just write W .
The set of roots of the group G will be denoted by R, and a choice of positive roots will be denoted R + . Given a choice of positive roots, the corresponding simple roots will be denoted S.
If M is a set or space with a G-action I will denote by M G the fixed points of the G-action.
Finally, there are many notations in the literature for the lattices that appear in the study of reductive algebraic groups. As it can sometimes be difficult to keep straight what each piece of notation means (particularly across different references) I have opted to use a notation that makes manifest the input data and the variance for each lattice without being cumbersome. As above, let T denote an algebraic torus, and let G denote a reductive algebraic group with chosen maximal torus H:
• Denote the character lattice of T by X • (T ) := Hom(T, C × ), and the cocharacter lattice by X • (T ) := Hom(C × , T ). When convenient, these can be identified as subgroups X • (T ) ⊂ t * and X • (T ) ⊂ t.
• Denote by X
• (G, H) := X • (H) the character lattice corresponding to a choice of maximal torus H ⊂ G; similarly denote the corresponding cocharacter lattice by X • (G, H). When convenient these can be identified as subgroups X
• (G, H) ⊂ h * and X • (G, H) ⊂ h. When G is semisimple and H is a choice of maximal torus I will denote the root and weight lattices by 1.1.2. Geometric conventions. A general complex scheme or manifold will be denoted by X, with structure sheaf O X , and a general test scheme will be denoted S. The constant sheaf on X valued in A is denoted A X . The notation C will be reserved for the situation where the space in question is a Riemann surface or an algebraic curve (usually, but not always, of genus g > 1).
Given a space X and spaces equipped with maps to X, Y 1 → X and Y 2 → X, I will denote by Hom X (Y 1 , Y 2 ) the collection of maps Y 1 → Y 2 in the slice category of spaces with a map to X.
Given a group G, I will use the algebro-geometric terminology G-torsor to refer to a principal G-bundle. I.e. a G-torsor over a space X is a space P → X equipped with a (right) G-action, such that (1) the map (id P , act) : P × G → P × X P is an isomorphism and (2) P admits local sections. Here the terms "space" and "local" are deliberately vague, as this definition is applicable to many different categories and Grothendieck topologies.
As a general rule, stacky moduli spaces are denoted via calligraphic and italic fonts, while coarse moduli spaces are denoted via bold font. 
Given two stacks Y and Z, I will denote by Map(Y, Z) the sheaf of groupoids whose S points are given by Map S (Y × S, Z × S) for any affine scheme S. Similarly, if A, B are commutative group stacks, I will denote by Hom(A, B) the commutative group stack whose S-points are given by Hom S (A × S, B × S) for any affine scheme S [1, XVIII].
Finally and importantly: from Important Remark! 3.12 onwards, I will implicitly restrict away from the discriminant locus of the Hitchin base (see Definition 2.11 and (2.15)). The duality results of Section 3 will hold over this dense open set of Hitch g (C) -the question of whether or not this duality may be extended over the discriminant is still open. Partial results in this direction have been obtained by Arinkin and Fedorov [3, 4] .
1.1.3. Duality conventions. This paper involves significant interplay between various well-known dualities.
To distinguish between them I use the following notation: [41, 37] . Background on stacks and descent theory may be found in [40, 51] . Material on shifted Cartier duality may be found in [15, 11, 13] as well as in Arinkin's appendix to [17] . As always, k denotes an algebraically closed field.
Definition 2.1. A Picard groupoid is a symmetric monoidal category in which every object is invertible (with respect to the monoidal structure) and every morphism is invertible (in the usual sense).
Remark 2.1. Given a Picard groupoid (C, ⊗) the set of equivalence classes of objects π 0 C is a commutative group in a canonical way.
The canonical example of a Picard groupoid, which in particular explains the nomenclature, is as follows:
Example 2.1. Let X be a complex manifold, and consider the category whose objects are holomorphic line bundles on X and whose morphisms are given by isomorphisms of holomorphic line bundles. Tensor product of line bundles endows this category with the structure of a Picard groupoid, and the commutative group obtained by taking π 0 is exactly the Picard group of holomorphic line bundles on X.
Definition 2.2. Let X be a space endowed with a Grothendieck topology. A commutative group stack on X is a sheaf of Picard groupoids on X.
Remark 2.2. I have left the meaning of "space" in Definition 2.2 deliberately ambiguous. In this paper I will primarily work with complex varieties with the analytic orétale topology (c.f. [17, 18] ), although the material in this section applies in much greater generality (e.g. algebraic stacks equipped with the fppf topology [1, XVIII 1.4], [11, 13] ).
Example 2.2. Given two commutative group stacks A and B over X there is a commutative group stack Hom(A, B) whose U -points are given by the category Hom
Example 2.3. Given a k-scheme X, an abelian scheme over X is a smooth group scheme over X whose fibres are abelian varieties (group schemes which are complete varieties over k).
Example 2.4. Any sheaf of abelian groups K over X may be regarded as a commutative group stack with discrete objects (and trivial automorphisms).
Example 2.5. Given a sheaf of abelian groups K over X, the classifying stack BK whose U -points are BK(U ) = (groupoid of K| U -torsors on U ) is a commutative group stack.
Remark 2.3. There is a convenient reformulation of the theory of commutative group stacks in terms of complexes of sheaves, due to Deligne [1, XVIII, 1.4] . Let Ch [−1,0] (X) denote the 2-category given by:
• Objects are complexes of abelian sheaves on X concentrated in degrees -1 and 0, A
The injectivity assumption implies that the quotient prestack [A 0 /A −1 ] is already a stack.
• Morphisms are chain maps of complexes.
• 2-morphisms are homotopies of chain maps. Remark 2.5. The terminology "reflexive" is adopted after [13] ; the same property is termed "dualisability" in [11] . Example 2.6 (Dualising sheaves and classifying stacks [11, ). Let K be a sheaf of abelian groups on X. Then:
In particular, if K is locally finitely generated then K is a reflexive commutative group stack.
Definition 2.5. Given a commutative group stack A over X there are two associated sheaves of abelian groups [11, Def. 2.9]: (1) the coarse moduli sheaf π 0 (A), and (2) the automorphism group of a neutral section π 1 (A). A sequence of commutative group stacks A → B → C is exact if both sequences of sheaves of abelian groups
The following proposition is immediate: Proposition 2.1. Shifted Cartier duality is an exact, contravariant, involutive autoequivalence on the 2-category of reflexive commutative group stacks.
One might fear that the hypotheses of Proposition 2.1 are too restrictive to apply to any interesting examples. The following proposition, together with reflexivity of abelian varieties and Example 2.6 proves that we need not worry: Proposition 2.2. Suppose that a commutative group stack A over X is locally isomorphic to a product of reflexive commutative group stacks. Then A is a reflexive commutative group stack. Example 2.7. Let T be an algebraic torus, and let X be a smooth, projective, connected curve over k. The moduli stack of T -bundles on X is the commutative group stack Bun T (X) = Map(X, BT ). Denote by Bun T (X) the corresponding coarse moduli space, and by Bun 0 T (X) and Bun 0 T (X) the corresponding neutral components. These are all commutative group stacks, with the following shifted Cartier duals:
2.2. Higgs bundles and cameral covers. Fix a Riemann surface (or complex smooth projective algebraic curve) C, which I will often assume to have genus > 1, and denote by K C → C the canonical bundle of C. Let G be a complex reductive algebraic group. The following (standard) notion of a Higgs bundle is attributable to Hitchin [33, 32] :
• E → C is a holomorphic G-bundle, and
Here, ad(E) is the vector bundle associated to E via the adjoint representation of G on g = Lie(G).
Remark 2.6. By replacing K C with any other line bundle L → C, we obtain the more general notion of an L-valued G-Higgs bundle on C.
Consider the Lie algebra g of G as a G × G m -module, via the adjoint action of G and the scaling action of the multiplicative group. A map from a scheme X to the stack quotient [g/G × G m ] is given by the data of Fix the data of a maximal torus and a Borel subgroup H ֒→ B ⊂ G. This determines a set of simple roots S in the root system R of the Lie algebra g. Denote the root space of g corresponding to α ∈ R by g α , and choose a nonzero vector x α ∈ g α for each simple α ∈ S. For each simple root α there is then a unique element
∨ , the coroot corresponding to α. Then the elements x + = α∈S x α and x − = α∈S x −α are regular 3 nilpotent elements of g [38] .
Consider the adjoint action of G on g, and the induced action of the Weyl group W : 
W is a polynomial algebra generated by homogeneous elements P 1 , . . . , P r of degrees m 1 + 1, . . . , m r + 1.
(2) The Chevalley or characteristic polynomial map χ : g → c, induced by the above isomorphism, is G m -equivariant with respect to the weight one action of G m on g, and the action on c defined by
(3) The restriction of χ to the regular locus g reg ⊂ g is smooth, and each fibre is a single G-orbit. (4) Let g x+ ⊂ g denote the Lie algebra centraliser of x + (i.e. the kernel of ad(x + ) acting on g). Then the affine subspace x − + g x+ is contained in the regular locus g reg , and the Chevalley map restricts to an isomorphism x − + g x+ ∼ = c.
Remark 2.8. The inverse to the Chevalley map on x − + g x+ is called the Kostant section, and will be denoted by κ:
For L → X a line bundle consider the associated c-bundle on X
is the functor whose S-points are given by
Since by definition c = h/W = g//G, the Chevalley map factors through the stack [g/G]. Since it is G mequivariant, it further descends to give maps
Definition 2.9. The restriction of (2.9) to the subfunctor classifying the line bundle L is the Hitchin map
Definition 2.10. The Kostant section (2.6) induces a section
known as the Hitchin section. This section may depend upon a choice of square-root L 1/2 for L; see [34] for details.
Cameral covers.
Definition 2.11. The Hitchin base Hitch g (X, L) is the C-points of the Hitchin base functor, i.e.
The Hitchin base Hitch g (X, L) is an affine space, and it represents the functor Hitch g (X, L). Moreover, it parametrises the L-valued cameral covers of X, which we define after [18] as follows:
Definition 2.12. A cameral cover of X is a schemeX together with a map p :X → X and a W -action along the fibres of p satisfying:
(1) p is finite and flat over X.
(3) Locally with respect to theétale (or analytic) topology on X,X is a pullback of the W -cover
An L-valued cameral cover of X is a cameral cover p :X → X together with a W -equivariant mapσ :X → tot(L ⊗ h).
2.3.
The group scheme of regular centralisers. Following the ideas of [19, 43] , I will now review a uniform approach to understanding the fibres of the Hitchin map (2.10) via the "group scheme of regular centralisers".
2.3.1. Regular centralisers over the adjoint quotient. Consider first the group scheme of centralisers I → g defined by
This map is very poorly behaved: observe for instance that it interpolates between the fibre of a regular semisimple element, which is an algebraic torus of dimension r, and the fibre over 0, which is a copy of G. When restricted to the regular locus, however, I
reg becomes a smooth commutative group scheme of relative dimension r, whose generic fibre (over a semisimple element) is an algebraic torus.
Recalling that the Kostant section κ is valued in g reg ⊂ g, we may make the following definition.
Definition 2.13. The group scheme of regular centralisers J is the pullback
reg is a smooth commutative group scheme, so is J. Consider the pullback by the Chevalley map χ * J → g: by construction this is equipped with an isomorphism over the regular locus (χ * J)| g reg ∼ → I| g reg , and this extends uniquely to a homomorphism of group schemes χ * J → I since J is smooth, I is affine, and χ * J \ χ * J| g reg is closed of high codimension [43] . J descends to a group scheme over [c/G m ], and in fact [g reg /G] → c is a J-gerbe, trivialised by the Kostant section [42] .
Regular centralisers over the Hitchin base. Let us now consider a Picard stack on the Hitchin base
Hitch g (X, L), which we define following [42] . Recall that a point σ : S → Hitch g (X, L) is equivalent to a map
which lies over the map X → BG m that classifies the line bundle L → X. By pulling back the smooth commutative group scheme J → [c/G m ] along h σ , we obtain a smooth family of commutative group schemes 
Now consider the category of
J σ -torsors on X × S, Tors Jσ (X × S). The assignment σ → Tors Jσ (X × S) defines a Picard stack on Hitch g (X, L), denoted T ors J .
Proposition 2.4. There is an action of Tors
reg is open in Higgs G (X, L) with non-empty fibres over Hitch g (X, L). Moreover, T ors J acts on this locus simply-transitively.
2.3.3.
The Hitchin fibration away from the discriminant locus. Consider the branch locus of the genericallý etale Galois W -cover h → c, denoted by D g . This may be identified with the divisor given by vanishing of the discriminant α∈R dα, (2.15) where the product is over the roots of G. 4 We adopt the follow definition after [42] :
Remark 2.9. Geometrically, Definition 2.14 means that the associated cameral cover p σ :X σ → X has simple Galois ramification, i.e. all of the ramification points of p a have ramification index one [18] . Moreover in this situationX is smooth [43] .
If L is very ample then the very regular locus is open and dense in Hitch g (X, L) [42] . Denote the complement of this locus by ∆ g (or just ∆ if g is clear from context), so that the very regular locus is Hitch g (X, L) \ ∆.
Moreover, if the Hitchin section exists, it trivialises this gerbe.
Finally, let (X, L) = (C, K C ), and recall the coarse moduli space of semistable K C -valued Higgs bundles
The above groupoid level analysis, together with the fact that Higgs bundles with very regular characteristics are stable, yields the following corollary upon passage to equivalence classes:
is a torsor for H 1 (C; J σ ), the group of equivalence classes of J σ -torsors on C.
Duality for quotients of the moduli of Higgs bundles
In this section I present new duality results relating moduli stacks of Higgs bundles for Langlands dual groups. These build on previous results by Donagi and Pantev, who proved Langlands duality of Hitchin systems for arbitrary reductive groups [18] , and Hausel and Thaddeus who proved a duality result for Hitchin systems of type A equipped with an extra stacky structure (the "gerbe of liftings") [31] . The goal of this section is to generalise the results of Hausel and Thaddeus to arbitrary semisimple groups; the existence of certain self-dual moduli stacks will then follow as a corollary.
An outline of the proof is as follows: I begin by comparing the Hitchin fibres of isogeneous simple groups, showing that for a smooth compact Riemann surface the fibres for isogeneous groups are isogenous abelian varieties (Section 3.1). I then construct the moduli stack of primary interest in this paper, M g (C), roughly "the moduli stack of G-Higgs bundles of arbitrary degree, modulo Z( G)", and describe its structure locally over the Hitchin base (Section 3.2). By comparing certain group schemes of regular centralisers and dualising the stack Higgs
• G (C) of " G-Higgs bundles of arbitrary degree" I tease out the likely structure of the dual
D (Sections 3.3 and 3.4). With all that done, the desired duality theorems will follow from an application of the Langlands duality results of Donagi and Pantev (Section 3.5 and 3.6).
Comparison of Hitchin fibres for isogenous simple groups.
In what follows I will make heavy use of comparisons between Hitchin Pryms (Definition 3.1) for different reductive groups belonging to the same isogeny class. Let G be a reductive algebraic group, C be a compact Riemann surface, and denote by J Restrict to the situation where G a simple group. The following claim may be checked locally:
Lemma 3.1. Let G → G/Z denote an isogeny of simple groups, so that Z is a discrete subgroup of the centre Z(G). There is a short exact sequence of commutative group schemes over
Since pullback of sheaves is exact there is an analogous exact sequence over any other [c/G m ]-scheme. In particular, corresponding to a point σ in the Hitchin base we have a short exact sequence of sheaves over C
Suppose now that G is a connected and simply-connected simple group. Taking the long exact sequence of (3.2) yields
Definition 3.1. For simply connected G, the Hitchin Prym for G associated to σ is
For a general reductive group G define the Hitchin Prym to be the identity component of H 1 (C; J G σ ). Remark 3.1. Note that for a non simply-connected semisimple group G/Z the Hitchin Prym is given by
Remark 3.2. In order to identify the cohomology group H 1 (C; J G σ ) with the Hitchin fibre Higgs G (C) σ I have implicitly trivialised the gerbe of Higgs bundles [19] using a Hitchin section (2.11).
The Hitchin Pryms are known to be abelian varieties [18] , and a rephrasing of Corollary 2.7 yields that the fibres of the Hitchin fibration for G/Z which lie over very regular characteristics (Definition 2.14) are torsors for the Higgs
Rewrite the exact sequence associated to (3.2) as
Recall that we denote by R the set of roots of the group G.
Lemma 3.2. Suppose that C is a smooth, proper, irreducible curve over C, that the line bundle classified by σ has nontrivial |R| th power, and that σ is a very regular characteristic. Then the map on global sections
In what follows I will make use of an alternative and more explicit description of the sheaf of regular centralisers, which is due to [19] . Denote by π σ :C σ → C the cameral cover of C classified by σ : C → [c/G m ], and consider the sheaf onC σ of holomorphic maps to a choice of maximal torus H ⊂ G, H(OC σ ). Push this sheaf down to C and take W : .7) i.e. W -equivariant maps from the induced cameral coverŨ σ to the maximal torus H. Denote by D α σ the fixed point scheme of the root reflection s α ∈ W acting onC σ , and define a subsheaf HC
Then according to [19, Theorem 11.6] there is an isomorphism between J G σ and TC σ . I will use the description given by the latter in the proof of Lemma 3.2.
Proof of Lemma 3.2. Observe that since C is proper so isC σ , and since σ is assumed to be very regularC σ is non-singular. Thus, since H = H/Z is affine, any map fromC σ to H will be locally constant; i.e.
First consider the case whereC σ is connected -for instance, this is true if g(C) > 1 and
where the second equality follows from Proposition B.2. The discriminant (2.15), which locally detects ramification of cameral covers, pulls back along σ to give a section of the |R| th power of the line bundle classified by σ. By assumption this is non-trivial, hence we can guarantee the existence of a root 5 α such that s α fixes some point inC σ . Via the W -action, we can therefore guarantee that every root α ∈ R fixes at least one point ofC σ . Since the Weyl group acts trivially on the centre, we have
IfC σ has multiple connected components, choose one and denote it byC * . Setting
Then the same argument as above goes through, using that S is generated by those s α ∈ W such that s α fixes some point inC * .
Example 3.1. How could this have failed? Suppose that C is an irreducible complex projective variety that admits a connectedétale double cover: all double covers are sl 2 C cameral covers, so we are implicitly assuming that our double cover is cameral and valued in some line bundle which has trivial square. Since there is no ramification the condition (3.8) is vacuous and so
where the Weyl group invariants in this case are calculated in Example B.1. Thus, in this example
From Lemma 3.2 we obtain a comparison theorem relating any Hitchin Prym to the Hitchin Prym for the connected simply-connected group: Theorem 3.3. Let G be a simple, connected, simply-connected group and G → G/Z an isogeny. Then for σ ∈ Hitch g (C, K C ) \ ∆ g there is an isomorphism of abelian varieties
Proof. By Lemma 3.2, H 1 (C; Z) → Higgs G (C) σ is injective, thus the long exact sequence of (3.2) involving the Hitchin Pryms breaks up into two short exact sequences; the isomorphism of the theorem is the content of the bottom sequence.
Remark 3.4. To really get value out of Theorem 3.3 one should assume that the genus of C is at least 2, so that the very regular locus is open and dense in the Hitchin base [22] . Theorem 3.4. Let G be a simple, connected, simply-connected group, and let L G denote the simply-connected cover of its Langlands dual group. Then
Proof
Dualising the isogeny of abelian varieties from Theorem 3.3
we obtain the dual isogeny To generalise the results of [31, 18] , and to prove the existence of a self-dual space, I will now construct a generalisation of this space for G-Higgs bundles, where G may be any connected simply-connected semisimple group (c.f. [5] for an analogous construction for the moduli stack of bundles). 
Construction of Higgs
s a general embedding if it can be represented by a matrix in the image of the map GL s (Z) → GL s (Z/N Z).
More generally, let K be a finite abelian group equipped with an isomorphism k : K ≃ µ N1 ×· · ·×µ Ns , and let T is an complex algebraic torus of rank s. I will call a homomorphism τ :
Remark 3.5. If τ is a general embedding with respect to some isomorphism T ≃ (C × ) s , then since automorphisms of (C × ) s correspond to elements of GL s (Z), it is in fact a general embedding with respect to all such isomorphisms.
s is an embedding if and only if any matrix A which represents it is in GL s (Z/N Z). In particular, general embeddings are embeddings. • The centre is cyclic, isomorphic to µ N . In this case, embeddings correspond to elements of (Z/N Z) × , while there are only two general embeddings, ω → ω ±1 (distinct if N = 2).
• The centre is µ 2 × µ 2 . In this case all embeddings are general embeddings, given by elements of GL 2 (F 2 ) ≃ S 3 (the symmetric group on 3 letters). Now, let G be a connected simply-connected simple group with centre Z( G), fix a trivialisation k : Z( G) → µ N1 × · · · × µ Ns , and let τ : Z( G) → T be a general embedding of Z( G) into a complex algebraic torus (whose rank s is necessarily equal to the number of cyclic factors in Z( G), by the definition of a general embedding).
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Definition 3.3. Define a group G τ by the equation
where Z( G) ⊂ G is the inclusion homomorphism.
Proposition 3.5. The group G τ is independent of the choice of general embedding, up to non-canonical isomorphism.
where N is the lowest common multiple of the orders of the cyclic factors of Z( G). Let A 1 , A 2 be representative matrices for the general embeddings. We wish to find an automorphism β :
As observed above, β will be represented by some matrix B ∈ Mat s×s (Z)
, which occurs if and only if BA 1 ≡ A 2 modulo N . But by the definition of a general embedding the matrices representing τ 1 and τ 2 may be lifted to matrices in SL s (Z), which I will also denote by A 1 and A 2 , and so it suffices to take B = A 2 A −1
To complete the proof of the proposition, it suffices to observe that [id G × β] is a well-defined isomorphism
Remark 3.7. It is reasonable to ask whether we really needed to consider general embeddings, or whether any matrix A ∈ GL s (Z/N Z) would suffice. In fact, we do: Suppose that det(A) = ±1 modulo N , so that A cannot be lifted to GL s (Z). It is possible to find an automorphism γ of (µ N ) s , represented by a matrix C, such that det(AC) = 1. In order for this to induce an isomorphism as in Proposition 3.5, α would need to extend to an automorphism of the group G, necessarily not an inner automorphism. But, for example, Out(SL 8 C) = Z/2Z while Aut(Z(SL 8 C)) = Aut(Z/8Z) = Z/2Z × Z/2Z -so there are necessarily automorphisms of the centre which do not extend to automorphisms of the entire group. The group G τ comes equipped with two projections (3.19)
Note that T /Z( G) ≃ T non-canonically: for the moment I will not choose such an isomorphism.
Example 3.3. Let G = SL n and τ : Z(SL n ) = µ n ⊂ G m . 7 Then G τ = GL n and the maps p and ∂ are (3.20)
6 This value of s is moreover the minimal possible rank for a torus admitting an embedding of Z( G). 7 Although some results will require that we work over C, many of the constructions -such as this one -are independent of the ground ring.
The Lie algebra of G τ is
where g = Lie( G) and t = Lie(T ). Let H ⊂ G be a maximal torus with Lie algebra h so that
is a maximal torus of G τ with Lie algebra h τ = h × t. Since t is abelian the quotient c τ = h τ /W is
where c = h/W is the adjoint quotient for the group G and W ≡ W Gτ (H τ ) = W G (H) is the Weyl group. Thus there is a "Hitchin map" between stacks (c.f. (2.9))
The maps p and ∂ induce maps (3.25)
and so for a space X there are maps (3.26)
Supposing now that the pushforwards to BG m all classify the line bundle L → X, we obtain maps (3.27)
Higgs Gτ (X, L)
Example 3.4. In the running SL n /GL n example (3.20), these maps are
Higgs GLn (X, L)
Now, choose an isomorphism t : T ∼ = G s m . Under this isomorphism Z( G) is sent to a product of groups of roots of unity, so t induces an isomorphism
and by taking i th j powers componentwise we obtain an isomorphism T /Z( G) ∼ = G s m . This isomorphism of groups allows us to further identify
Now, suppose that X = C is a Riemann surface, or a smooth complex projective algebraic curve. Choose a point x ∈ C and for p = (p 1 , . . . , p s ) denote
where we have implicitly used the isomorphism (3.30). Define a lattice by Λ(x) = {O( px) | p ∈ Z s } ⊂ Bun T /Z( G) (C). Passing to the group of connected components of Bun T /Z( G) (C) exhibits an isomorphism (3.32)
and so yields a splitting ι x : X • (T /Z( G)) ֒→ Bun T /Z( G) (C).
Definition 3.4. Define Higgs
• G (C, L) to be the pullback of stacks over the trace-free locus of the Hitchin base {0} ⊂ H 0 (C; t ⊗ L) (3.33)
Remark 3.9. Note that given another point y ∈ C, the embeddings ι x and ι y differ by the automorphism of Bun T /Z( G) (C) given by tensoring with the
and Bun
T /Z( G) (C) is a divisible abelian group, this also yields an automorphism of Higgs Gτ (C, L). By uniqueness of pullbacks the stacks Higgs
• G (C, L) for various choices of x ∈ C are all isomorphic.
Remark 3.10. When L = K C , the canonical bundle, I will often omit the line bundle from the notation, e.g. 
Restricting to the case L = K C , the following square commutes (though is not cartesian):
(3.36)
Remark 3.11. Since I wish to compare Higgs Gτ (C) with Higgs G (C), from now on I will implicitly restrict Higgs Gτ (C) to the trace-free locus Hitch g (C) × {0} ⊂ Hitch g × H 0 (C; t ⊗ K C ) = Hitch gτ (C).
Note that
hence Higgs Gτ (X)| Hitch g (C)\∆ → Higgs Gτ (X)| Hitch g (C)\∆ is a (locally trivial) Z( G τ ) = T -gerbe [18] .
Remark 3.12 (Important Remark!). From now on I will assume that we are working away from the discriminant locus (2.15), and except for in the statement of theorems I will omit the explicit restriction symbol "| Hitchg(C)\∆ ".
In other words, locally the stack Higgs Gτ (C) decomposes as the product
Moreover, the coarse moduli space Higgs Gτ (C) splits locally into the product of its neutral component and its group of connected components (since its group of connected components is the free group π 0 (Higgs Gτ (C)) = π 0 (Bun T /Z( G) (C)) = X • (T /Z( G))), i.e. locally
Next we wish to understand the local structure of Higgs
• G
(C). A (closed) point of Higgs
• G (C) is given by (1) a G τ -bundle P → C (2) a Higgs field φ ∈ H 0 (C; c KC ) (i.e. "tracefree"), and (3) an isomorphism ψ : ∂ * (P ) ≃ O( px) (for some p ∈ Z s ).
More generally, an S-point of Higgs
Note that the action of BT which was previously given by tensoring with the pullback of a T -bundle on S must be restricted: now only T -bundles T S → S satisfying
may act on the moduli space. These are exactly those T -bundles which are induced from Z( G)-bundles via τ ,
Bτ B∂ so we see that one effect of pulling back is a "reduction of structure group" from BT to BZ( G).
To see what happens to the abelian variety component in the local decomposition (3.39), note that the component defined by the cartesian diagram (3.42) 
and the projection Higgs
There is another important stack which admits a map from Higgs 
Proof. The action of X • (T ) on Higgs G (C) and BZ( G) is trivial, so it suffices to check this claim for the group of connected components. For this, is suffices to check the corresponding claim for the moduli space of bundles (not Higgs bundles). Consider the generalisation of the Kümmer sequence
The H 0 row of the corresponding long exact sequence in cohomology is exact (since C is compact/projective); starting at H 1 the long exact sequence is
Now, H 2 (C; T (O C )) = 0 -this follows analytically by taking the long exact sequence of the exponential sequence 0 → Z → O → O × → 1 and observing that there are no (2,0)-forms on C, and it follows algebraically from the existence of an injective comparison map
Identifying H 2 (C; Z( G)) = Z( G) canonically and using the identification
The map out of H 1 (C; Z( G)) factors through the identity component of Bun T (C), and so the content of (3.49) may be split into the two identifications: Bun Proposition 3.7.
(1)
There is a short exact sequence of sheaves
Proof.
(1) Follows from the fact that the Lie algebra of G 1 × G 2 is g 1 ⊕ g 2 , and the adjoint action factors as
. (2) Since T is abelian the adjoint action is trivial, so Z T (x) = T for every x ∈ t. Proof. Pulling the short exact sequence (3.51) back via some cameral cover of C yields
where the vanishing of H 2 (C; J G × T ) is observed in [18, §5] .
9 Note that this is not necessarily connected, i.e. is not necessarily the neutral component.
Since the map H
is itself an embedding (and in fact it factors through H 1 (C; T ) 0 = Bun 0 T (C)), the above sequence splits into two short exact sequences, yielding .54) and (restricting the the neutral component)
Higgs G (C) follows immediately from (3.55), and the isomorphism Higgs
follows from (3.55) and the identification Higgs
of Theorem 3.3.
Dualising Higgs
• G (C). At a first glance one might expect that the stacks Higgs
• G (C) will provide the correct generalisation of the Langlands duality results of [31, 18] . In this section we will see that this is not quite correct, since by remembering all of the connected components of Higgs Gτ (C) this stack is keeping track of too much information (or, perhaps better, it is keeping track of components and automorphisms in a non-symmetric manner). Regardless, I will describe the structure of the shifted Cartier dual Higgs
• G (C) so that in Section 3.5 I can show that the moduli space M g (C) is well-behaved under shifted Cartier duality.
As a first step let us "measure the difference" between the stacks Higgs
• G (C) and Higgs Gτ (C), i.e. :
Proposition 3.9. There are isomorphisms of commutative group stacks
Proof. The second isomorphism is immediate -we have already seen that a choice of point x ∈ C gives a splitting of the map Bun T /Z( G) (C) → π 0 (Bun T /Z( G) (C))) = X • (T /Z( G)). Hence it suffices to prove the first isomorphism, which follows by composing the pullback square (3.33) with the pullback square (3.57)
to obtain the pullback square (3.58)
This can be seen to yield a short exact sequence of commutative group stacks via the local description of the maps given in Section 3.2.2. Now, consider the following short exact sequences of commutative group stacks and their coarse moduli spaces:
Using Example 2.7 and the identifications given in Appendix C (as well as another dualisation result from [18] , namely L Higgs 0 = Higgs D ) these dualise to the short exact sequences
From the exact sequences (3.60), we are led to study the quotient stacks
BunT (C) and
. By Proposition 3.8,
is a T -gerbe over Higgs 0 G ad (C). This result extends to the non-neutral connected components as well: Proposition 3.10. The stack
Proof. The exact sequence of groups
yields the short exact sequence of sheaves of regular centralisers
Global sections of (3.62) remain exact, so starting at H 1 the associated long exact sequence of cohomology gives
We have already seen that H 2 (C; T (O C )) = 0 during the course of the proof of Proposition 3.6, and so this becomes the short exact sequence of coarse moduli spaces
Since Higgs Gτ (C) is locally isomorphic to Higgs Gτ (C) × BT the result follows.
Combining this result with the short exact sequences (3.60) gives the following corollary:
Notation 3.1. To declutter notation, from now on I will denote
3.5. Dualising M g (C). As per Example 3.5, the moduli stack M g (C) may be interpreted as the "moduli of G-Higgs bundles on C of arbitrary degree, modulo uninteresting isomorphisms". The main results of this paper -namely the generalisation of [31, 18] to incorporate "non-zero degrees" for all semisimple groups (Theorems 3.12 and 3.13) and the existence of self-dual moduli stacks associated to simply-laced Lie algebras (Corollary 3.14) -boil down to the fact that the moduli stack M g (C) behaves nicely under shifted Cartier duality.
There is an action of
, induced by the Bun T (C) action on Higgs Gτ (C) and the trivialisation of the gerbe Bun T (C) over Bun T (C) given by the choice of point x ∈ C. 10 This action is free away from the discriminant locus of Hitch g (C), a fact which may be checked locally. 10 The existence of such a trivialisation may be easier to see from the Cartier dual perspective, where it becomes the splitting of the map
Theorem 3.12. There is an isomorphism of commutative group stacks 
Proof. Consider the commutative diagram with exact rows and columns (3.66)
Dualising the bottom row of this diagram gives
But by the definition of Q
• G (C) and Proposition 3.10, Q
Now, take a subgroup Γ ⊂ H 1 (C; Z( G)) and consider the "intermediate quotient" stack
) is equipped with a non-degenerate skew pairing, induced by the cup product on cohomology and a natural nondegenerate symmetric pairing on Z( G) (see, e.g., [36, §7.1]). Denote by ann(Γ) the annihilator of Γ with respect to this pairing. Theorem 3.13. There is an isomorphism of commutative group stacks
Proof. Consider the quotient map
with kernel H 1 (C; Z( G))/Γ. Locally the map (3.70) is (3.71)
Under Cartier duality (−) D , the map γ dualises locally to (3.72)
The kernel of the dual isogeny is (H 1 (C; Z( G))/Γ) ∨ , so we have a short exact sequence
The theorem now follows from the identification
of Theorem 3.12, and the iden-
induced by the non-degenerate skew-pairing.
Remark 3.13. By restricting to the semistable locus and letting Γ be a subgroup induced by a subgroup Z ⊂ Z( G), Theorem 3.13 may be interpreted as an SYZ mirror symmetry statement relating Hitchin fibrations for arbitrary semisimple Langlands dual groups coupled to nontrivial finite B-fields [49, 31] .
In fact, in type A it is possible to derive from this a topological mirror symmetry statement in the vein of [31] by applying the results of [27] . In that paper, Groechenig, Wyss and Ziegler prove an equality of "gerbe-twisted stringy E-polynomials" -roughly speaking, these record appropriately defined Hodge numbers for complex varieties with at worst orbifold singularities, equipped with a finite group gerbe 11 -for the spaces Higgs d SLn (C) and Higgs e P GLn (C) where d and e are both coprime to n. In the setup we have been considering, we can say the following:
• Type A: The equality of stringy E-polynomials will hold for , respectively equipped with the e th and d th powers of the gerbe of liftings, when gcd(d, n) = gcd(e, n) = 1. When Γ is isotropic the arguments of [27] apply directly and the only thing to check is that the . When Γ is not isotropic one may apply the results of the sequel [28] where the same authors show that the hypothesis that the isogeny is self-dual may be weakened; the relevant isogenies between Hitchin Pryms in this case were constructed by Ngô 12 [43, 4.18 .1].
• Outside of Type A: We hit a serious snag here, in that the coprimality assumption that ensured the existence of smooth components of M g (C) in the Type A setup no longer applies. Worse, one can in fact guarantee the existence of strictly semistable points in every connected component [45] ! Nevertheless, away from the singular locus we have all of the ingredients that we want -e.g. the arithmetic gerbe and Ngô's isogeny between dual Hitchin Pryms -and so one might still hope to obtain a topological mirror symmetry statement either by extending the results of [27, 28] to allow for some singular behaviour, or by varying the stability condition and studying a non-singular birational model as in [14] .
We may deduce from Theorem 3.13 the existence of a collection of self-dual commutative group stacks: Corollary 3.14. In the setup of Theorem 3.13 suppose that G = L G (e.g. G is ADE type), and that Γ = ann(Γ) is a Lagrangian subgroup of H 1 (C; Z( G)). Then,
is a self-dual commutative group stack.
Remark 3.14. As per Remark 3.13, Corollary 3.14 may be interpreted as the statement that a particular space is self SYZ mirror dual. Combined with the consistency of
with physical expectations [25, 50] , it is therefore reasonable to conjecture that this space is the 3d Coulomb branch for a theory of class S.
Finally, we may deduce from the above results the following (non-stacky) corollary: Proof. This follows from the previous results by restricting to the neutral component of the coarse moduli space.
3.6. Equivalence of derived categories. Let us conclude this section by noting the implications for the derived categories of the moduli stacks we have been studying. Throughout this subsection we always work away from the discriminant locus in the Hitchin base.
Recall that given dual abelian schemes X and Y = X D over a base B with sheaves of sections X and Y, an argument from the Leray spectral sequence implies that 3.75) provided that the local system R 2 π Y, * O × has no sections (generically true) and the pullback map
is trivial; furthermore, if certain compatibility conditions are met then given β ∈ H 1 (B; X ) and α ∈ H 1 (B; Y) we may construct an O × -gerbe determined by α over the X-torsor labelled by β [6, 17] . Call this gerbe α X β .
Corollary 3.16. Over Hitch g (C) \ ∆ there is an equivalence of bounded derived categories of coherent sheaves
implemented by a Fourier-Mukai transform. Furthermore, for every β ∈ π 0
between the derived categories of weight 1 sheaves on the induced O × -gerbes.
Proof. Since the stacks involved are reflexive, (3.76) follows immediately from (3.69) (see e.g. [17, Appendix] ). The compatibility conditions of [6] are satisfied since we may explicitly construct the desired O × -gerbes as induced from the corresponding finite group gerbes via α : Z( G) → C × ⊂ O × , and similarly for β. Then as in [18] we may apply the results of [6, §5-6 ] to obtain the statement (3.77) (c.f. especially [6, Corollary 6.2 
]).
Remark 3.15. Recalling that the category of sheaves on an O × gerbe is Z-graded, the minus sign (α, β) → (−β, α) that appears in (3.77) may be reinterpreted as saying that the Fourier-Mukai transform induces an equivalence between (3.78) where the ±1 denote the weight ±1 components of the corresponding derived categories. The change in weight arises from a simple analysis of how one expects the Fourier-Mukai transform to act on an O × gerbe over a torsor, which I have included as Appendix A.
Examples of dual spaces
To conclude, let us see how the results of Section 3 may be used to both describe new dualities and reinterpret some previously known examples.
Example 4.1. An analysis of A 1 theories of class S was performed in [25] . There Gaiotto, Moore and Neitzke explain that a line operator in the A 1 theory corresponds to a simple closed path on C, and that a collection of line operators may be simultaneously included in the theory only if a "mutual locality condition" is satisfied. Geometrically, the mutual locality condition on a collection of line operators L becomes the requirement that that the number of intersection points of any two paths in L be even -by passing to Poincaré dual cocycles, this induces an isotropic subgroup of H 1 (C; µ 2 ) with respect to the natural skew-pairing.
A well-defined A 1 theory requires a choice of a maximal collection of mutually local line operators, which induces a Lagrangian subgroup Γ ⊂ H 1 (C; µ 2 ). [25] propose that the resulting moduli space ought not to be Higgs SL2 (C), but instead should be Higgs SL2 (C)/Γ. Corollary 3.15 tells us that this space is indeed self-dual, while Corollary 3.14 suggests that if we wish to consider Higgs fields on topologically non-trivial bundles then we will have to account for some stacky structure in the form of a 2-form B-field [31] .
Example 4.2. Theorem 3.12 in fact gives another derivation of the SYZ mirror symmetry results of Hausel and Thaddeus for SL/P GL-Higgs bundles [31] . To see this, observe that for type A n−1 (3.65) becomes
The right hand side of this equation is the moduli stack of GL n C-Higgs bundles (E, φ) equipped with an isomorphism det(E) ≃ O C (dx) for some degree d ∈ Z/nZ 13 and such that tr φ = 0, and the object we are dualising on the left hand side is the moduli space of P GL n C-Higgs bundles equipped with the gerbe of liftings of the universal projective Higgs bundle to a universal GL n -Higgs bundle (again, tracefree and equipped with an isomorphism det(E) ≃ O C (dx)). The exact form of [31, Thm. 3.7] for d, e ∈ Z/nZ then resembles (3.77):
Example 4.3. Consider the group G = SO(2n). This is a self Langlands dual group, and so by the results of Donagi and Pantev [18] gives rise to a self-dual moduli stack of Higgs bundles. It is natural to ask whether or not this space fits into the story of this paper.
In fact it does: for simplicity I will discuss this duality on the level of coarse moduli spaces. The centre of the universal coverG = Spin(2n) is either µ 2 × µ 2 (if 2n = 4k) or µ 4 (if 2n = 4k + 2). The central subgroup corresponding to SO(2n) is either the diagonal copy of µ 2 ⊂ µ 2 × µ 2 or the unique µ 2 subgroup of µ 4 -in either case this subgroup is isotropic with respect to the natural pairing on Z( G), and so induces an isotropic subgroup H 1 (C; µ 2 ) ⊂ H 1 (C; Z( G)). By nondegeneracy of the skew-pairing on H 1 (C; Z( G)) this subgroup is maximal isotropic, and the resulting abelian scheme
is isomorphic to Higgs 0 SO(2n) (C), the moduli space of SO(2n)-Higgs bundles with vanishing second Stiefel-Whitney class.
To make this example extremely concrete, consider the first non-trivial case G = SO(4). The universal cover isG = Spin(4) = SU (2) × SU (2) with centre µ 2 × µ 2 , corresponding to the µ 2 centres of each of the SU (2) factors. Spin(4) double covers the spaces SO(3) × SU (2), SU (2) × SO(3), and SO(4), corresponding respectively to the subgroups µ 2 × 1, 1 × µ 2 , and the diagonal subgroup ∆. Denote the unique nondegenerate pairing on µ 2 by Υ 2 ; then the pairing on the central
On the diagonal subgroup corresponding to SO(4), this pairing is identically 1, since Υ ((a, a), (b, b) 
is isotropic, and by nondegeneracy of the cup product pairing and of Υ on µ 2 × µ 2 it is maximal isotropic -hence the results of the previous paragraph apply. First, consider the isomorphism
The stack we are dualising on the left hand side of (4.4) is the moduli space of P Sp(2n) = Sp(2n)/µ 2 -Higgs bundles equipped with the gerbe of liftings of the universal P Sp(2n)-Higgs bundle to a universal symplectic Higgs bundle. To interpret the right hand side, use the standard embedding µ 2 = Z(Spin(2n + 1)) ⊂ C × to construct
the complexification of the compact group Spin c (2n + 1). Fix a point x ∈ C. Then the moduli stack M so(2n+1) (C) may be identified as the stack of Spin c (2n + 1) C -Higgs bundles (E, φ) equipped with an isomorphism 
Next consider the isomorphism
We have already seen one interpretation of the left hand side in terms of Spin c (2n + 1) C -Higgs bundles -another interpretation is that on the left hand side we are dualising the moduli space of SO(2n + 1)-Higgs bundles equipped with the gerbe of liftings of the universal SO(2n + 1)-Higgs bundle to a universal Spin(2n + 1)-Higgs bundle.
To interpret the right hand side we again construct the corresponding group G τ -this time the group is
the general symplectic group of linear automorphisms which preserve a given symplectic form up to a scaling factor. Then M sp(2n) (C) is -imprecisely -the stack of GSp(2n) C -Higgs bundles "with fixed second Stiefel-Whitney class, considered up to parity". The precise interpretation of the two connected components is analogous to the interpretation for Spin(2n + 1): M 0 sp(2n) (C) is isomorphic to the moduli stack Higgs Sp(2n) (C), and M 1 sp(2n) (C) may be identified as the moduli stack of GSp(2n) C -Higgs bundles (E, φ) equipped with an isomorphism ∂ * (E) ≃ O C (x), and satisfying tr(φ) = 0. Now, let's consider the action of the integral transform on the simple objects C {n} and C m of our categories. We have ρ * (P ⊗ π * C {n} ) = ρ * (C n ⊠ C {n} ) = C n (A. 7) so that sheaves supported on n ∈ Z become weight n G m -representations. On the other hand, Then the root, weight, and character lattices are given by Λ R = Z · dα = X
• (P GL 2 , H ad ) (B.7)
and the coroot, coweight, and cocharacter lattices are
The Weyl group in this case is of order 2, with non-trivial element acting on h by s α (x) = −x, so that x exponentiates to a fixed point in G if and only if 2x ∈ X • (G, H). For G = SL 2 C this translates to dα(x) ∈ Z, which upon exponentiating gives ±1 0 0 ±1 .
For G = P GL 2 C this translates to dα(x) ∈ 1 2 Z, which upon exponentiating gives a new non-trivial fixed element given by the equivalence class of i 0 0 −i .
Appendix C. Structure results for G τ
In this appendix I record some results on the structure of the reductive algebraic group G τ , which was used in Section 3 to construct the moduli stack M G (X).
C.1. The Langlands dual of the map τ . Consider the exact sequence of complex algebraic groups
Proposition C.1. There is a dual exact sequence
Proof. Consider the exact sequence of abelian groups
τ Taking characters Hom(−, C × ) is a contravariant functor, and yields the exact sequence
Apply − ⊗ L Z C × and take homology to get the exact sequence
As an abelian group C × ∼ = R × >0 × U (1) ∼ = R × U (1), and so Tor Z 1 (Z( L G), C × ) is canonically isomorphic to the torsion subgroup of Z( L G) (which is the entire group, since Z( G) is torsion). Hence we have an exact sequence
Choose a maximal torus H ⊂ G. Via the above procedure the exact sequence Proposition C.2. The Langlands dual exact sequence is given by
where ι : Z( G) ⊂ G and L ι : Z( L G) ⊂ L G are the subgroup inclusions, and L τ is the map embedding of Proposition C.1. I.e. the Langlands dual of G τ is
Proof. It suffices to prove the result after replacing the group G with a choice of maximal torus H. 
Therefore, composing L 1 × τ with projection to the second factor gives
Repeating this argument but with the central column in the first diagram given by (C.18) 1 H
H×T Z( G)
T /Z( G) 1
shows that composition with the first projection is
