Introduction
A finite structural description of a set C, roughly, is a finite set of rules that shows how to construct exactly the elements of C. A tree ideal is a class of finite rooted trees that is closed downward by topological minor inclusion. For every tree ideal I, a finite structural description was first given by Robertson, Seymour and Thomas in 1993 [10] . Additional constructive results on this subject are given in [5, 6, 8] . In this paper we give a finite structure theorem (Theorem 6) that generalizes them by adding the Friedman "gap-condition" to the topological inclusion. This serves as a basic structure theorem in [7] . See [7, 8] for discussion on motivations and applications. Except for applying Friedman's tree theorem [11] , and Hall's marriage theorem [2] , this paper is self-contained.
Basic definitions and main result
A relation ≤ on a set Q is a quasi-order if it is reflexive and transitive. We say Q is well-founded if Q contains no infinite strictly descending sequence q 1 > q 2 > · · · . A sequence q 1 , q 2 , . . . of Q is good if there exist indices i, j such that i < j and q i ≤ q j . A set Q is well-quasi-ordered (wqo), if every infinite sequence in Q is good.
A lower set of Q (or an ideal of Q, for short) is a subset I of Q which is closed under ≤. That is, for all q ∈ I and all q ∈ Q, q ≤ q implies q ∈ I. The class of all ideals of Q is denoted by LQ and it is quasi-ordered by the subset relation '⊆'. An anti-chain A ⊆ Q is a set of pairwise incomparable elements of Q. The following is a folklore lemma.
Lemma 1. A quasi-order Q is wqo if and only if LQ is well-founded if and only if Q is well-founded and contains no infinite anti-chain.
Let N = {0, 1, 2, . . .}. For each m ∈ N, we denote the set {0, 1, 2, . . . , m} by JmK and assume that both N and JmK are well-ordered by the usual integer inequality. We also use the following succinct notation inspired by [1] : A directed-path from x to y in a graph T is a sequence x = v 0 , v 1 , . . . , v n = y of distinct vertices of T such that v i−1 v i is an edge of T directed from v i−1 to v i for each i with 1 ≤ i ≤ n. If there is a unique directed-path from x to y in T then we denote it by xT y.
(1.1.1) Let m ∈ N, and Q be a non-empty quasi-ordered set. An (m, Q)-tree is a quadruple T = (V, E, l, r), such that:
(i) V is a finite set, r ∈ V , and E ⊆ V × V , (ii) for every v ∈ V there is a unique directed-path rT v, and (iii) l : V → JmK × Q is a labeling function, where l(v) = (l E (v), l V (v)).
As usual, elements of V are called vertices, and elements of E are called edges of T . We denote an edge e = (u, v) ∈ V × V by uv (for short), which means e is directed from u to v. Also, if V (T ) = {r}, then we denote the tree T by [r] . This avoids confusion with the notation r ∈ V (T ). So [r] is a rooted-tree with one vertex r.
We denote the set of all (m, Q)-trees by F(m, Q). When the label set JmK × Q is obvious from the context, we use the term tree for short. The vertex r is called the root of T . When we need to be more explicit, we use the notation root(T ) instead of r. We call l E (r) the root edge-label. On the other hand, if v is not a root, then there is a unique vertex u such that the edge uv is directed into v (so v is an out-neighbor of u). Then, we can treat l E (v) as labeling the edge e = uv and will sometimes refer to it as the edge-label of e. Where no misunderstanding can occur we will write l(e) instead of l E (v), for clarity and emphasis. The out-degree of a vertex v ∈ V (T ) is the number of out-neighbors of v. A leaf of T is v ∈ V (T ) with out-degree zero. The height of T , height(T ), is the maximum number of edges in a directed-path in T .
(1.1.2) Let T, T ∈ F(m, Q), with roots r, r , respectively. We say that T is a topological minor of T (and write T T ) if there is an injective mapping f :
where u ∧ v means the last vertex that belongs to both rT v and rT u), and
Note that the relation ignores the edge label l E (v). However, if T T , then f maps every edge uv = e of T to a unique directed-path f (e) = f (u)T f (v) in T . Thus, extending f so that it also maps E(T ) to a set of directed-paths of T , we define the following:
for every edge e in f (e), and
The function f is said to satisfy the Friedman gap-condition if (i), (ii) and (iii) of (1.1.3) hold. In F(m, Q), we always assume the relation F . The set of rooted finite trees without edge labels (but with vertex labels) is denoted by F(Q). Note that F(Q) can be seen as F(0, Q), since (1.1.3)(ii) and (iii) hold trivially for (0, Q)-trees. The following is the earliest result on well-quasi-ordering all finite trees. Kruskal (1960) [4] .) Let Friedman (1985) [11] .) Let m ∈ N and Q be wqo. Then
Theorem 2. (See
The main result of this paper is Theorem 6. We have to introduce the structural tools required before its formal statement.
In Section 2, we introduce the basic RST finite structural gadgets (RST stands for Robertson, Seymour and Thomas [10] , who are the founders of this finite structure theory) and prove the main technical part, Theorem 10. In Section 3, we prove Theorem 6. A brief conclusion is given to point to the next stage of this research.
RST constructive operations and tools
The null-graph, Γ , is defined by V (Γ ) = E(Γ ) = ∅. Clearly, Γ is a not a tree as it has no root. However, just as it is convenient to allow 0 as a natural number in order to have an additive identity, it is helpful to use Γ formally as the identity for the following 'tree-sum':
Let p ∈ JmK and q ∈ Q. Then, we say T is a (p, q)-tree-sum of T 1 , T 2 , . . . , T n , and write
. . , T n remain as given and l(r 0 ) = (p, q).
We call each T i a child of r 0 . In general, if xy ∈ E(T ), then the maximal subtree T of T rooted at y is called a child of x. The set of all children of x is denoted by Chil(x). So in the tree-sum above, for each i, Remark. If n = 0 (that is, we have a null sequence ∅ of left components in B), then note that we have B = (Z; ; k; I 1 ). To avoid the awkward notation of a double semi-colon ";;", we write B = (Z; ∅; k; I 1 ) whenever n = 0.
What is a bit?
Remark. In [10] , a bit has no root component. The authors of [10] study unlabeled trees, and so need no root labeling rule. Also, they assume that the left components of a bit have a property called 'coherence'. Such an assumption is not needed in this note.
What is I(B)?
(2.2.1) Let B be a finite set of bits. Then I ∈ LF(m, Q) is said to be B-closed if the following two conditions hold: 
We define I(B) to be the intersection of all B-closed ideals.
What does conforming to a bit mean?
, B be a set of bits, and B = (Z;
We define conformity of T to B in I(B) as follows: 
Note that, if T ∈ Z, then T has height zero and T conforms to B by a tree-sum in I(B), since T satisfies 2.3(ii) trivially. The following is obvious:

Lemma 4. Let B be a set of bits and T be a tree. Then, T ∈ I(B) if and only if T conforms to B in I(B), for some B ∈ B.
What is an RST proper description?
(2.4.1) Let I ∈ LF(m, Q) and B be a finite set of bits. Then, B is a proper description
Remark. If I = Z, then {(Z; ∅; 0; ∅)} is trivially a proper description of I. We do not try to decompose ideals where all trees have height zero. Rather, we assume they are 'well-behaved' and see them as label sets rather than tree ideals. Robertson, Seymour and Thomas (1993) [10] .) Every I ∈ LF has a proper description B.
Theorem 5. (See
We adapt a convenient notation from [1] : assume Q is quasi-ordered by ≤. Let F ⊆ Q, and define Forb(F ) = {q ∈ Q |, ∀q ∈ F }. When we want to be very clear about which quasi-order we are referring to, we write Forb(F ) ⊆ Q. Assuming that F is an anti-chain we observe that, by Lemma 1, if Q is wqo, then F is finite.
We prove the following strengthening of Theorem 5, which is our main theorem:
Theorem 6. Let I ∈ LF(m, Q) and be such that at least one tree in I has root-edge label m. Suppose also that S ⊆ F(m, Q), and I = Forb(S). Then I has a proper description B. Moreover, for each T ∈ I, either (i) there exists a bit B ∈ B where T conforms to B in I(B) by a tree-sum, or
(ii) l E (root(T )) < l E (root(S)), for some S ∈ S.
Hall's marriage theorem
We state Hall's theorem from 1935 in its graph theoretic form. For this purpose we define a bipartite graph G as follows:
. . , g q } be disjoint sets of names (vertices) of n boys and q girls. Let V (G) = B ∪ G, and for
if and only if g j accepts b i for marriage. In 2.8, we extend it as Theorem 9 in a rather obvious manner, and show its strong implication on the finite structure theorem that we seek. Hall (1935) [2] .) Let G be as defined in 2.5 
. Then, there is no complete (of size n) matching M ⊆ E(G), from B to G, if and only if there exists a subset F ⊆ B, such that |F | > |N (F )|.
In Theorem 7, each boy and each girl is given a unique name (vertex). Therefore, depending on the context, we can refer to each b i or g j as a person or as a vertex without confusion. Note that every girl in G − N (F ) rejects (does not accept for marriage) every boy in F . A direct application of Theorem 7 follows next.
Forbidding one tree and using Theorem 7
We denote the set of all trees of height zero in F(m, Q) by F 0 .
Let T be a tree. Then, T ∈ I if and only if either (i) T conforms to B in I(B) by a tree-sum, for some
We can prove Theorem 8 using Theorem 7, but it is a special case of Theorem 10.
Remark. In Theorem 8, if height(S) = 0, p = 0 and q ≤ q for all q ∈ Q, then I = ∅ and Z = ∅. Hence, B = {B 0 } and B 0 = (∅; ∅; ∞; ∅). Clearly, we need not properly describe the empty ideal φ, nor can we use the superfluous bit (∅; ∅; ∞; ∅).
Special subideals of I
In this section assuming that I has t forbidden trees, t ≥ 1, we define the subideals of I that shall be used in properly describing I. 
. . , t}, and Ī = {1, 2, . . . , t} − I. We have for reference:
Let X I ∈ X I and ∀Y ⊆ X I let
In contrast, if S has no height zero tree, then Z ∅ = F 0 , since l V (r) ∈ Q and l E (r) ∈ JmK are arbitrary (recall that F 0 is the set of all trees of height zero). See (1) for the case of t = 1.
Extending Hall's marriage theorem by 'parents approval'
Let t ≥ 1, and 1 , 2 , . . . , t be pairwise disjoint sets of names (vertices) of boys such
. . , g q } be a set of names of q girls, who have a parent, named r. Let G be a bipartite graph such that In this setting, clearly any complete matching (of size n i + 1) from i ∪ {r i } to G ∪ {r} in G includes the edge r i r. For trees, the parents r i and r will be seen as the roots of two trees T and T . Indeed, let Chil(root(T )) = T and Chil(root(T )) = T . Then, to get T F T , it is not sufficient to have a complete matching from T to T . We also need [root(T )] [root(T )]. For unlabeled trees, this holds always, but in F(m, Q), we have to satisfy (1.1.2)(ii) and (1.1.3)(iii). The extension in this section deals only with (1.1.2)(ii). We treat the case of (1.1.3)(iii) later in Section 2.11. 
Proof. The sufficiency is trivial. To prove the necessity, let I ⊆ {1, 2, . . . , t} be maximal, such that for i / ∈ I, we have a complete matching of size n i , from i to G. Then, the result is obvious by Theorem 7. 2
|I| sets, and for each i ∈ I, by (2.8.1), 
Writing the multiplicity of left components
As is traditional, we have so far written a bit as B = (Z; 
Bit components vs Hall components, what is the analogy?
Let X I ∈ X I , where X I is as defined in (3). Let Y ⊆ X I and I Y be as defined in (4). Set n = 2 |I| − 2, Y 0 = ∅, arrange the n non-empty proper subsets of X I in arbitrary
. . , k n be non-negative integers. Let ZĪ be as in (5) and if I = ∅, then set
Remark. Compare (7) and (8) . Note that in (4), I ∅ = I. In (8), we want to write only proper subideals of I, and so choose not to write I ∅ with k 0 . Also, Hall's theorem puts no bound on the number of girls in G X I . Likewise, there is no bound k n+1 on I X I in (8) .
Recall that a bit is invariant to a permutation of its left components. Likewise, we have an arbitrary ordering of Y 1 , Y 2 , . . . , Y n in (7) and (8). (7) is set up so that no i ∪ {r i } (the set of boys and their parent in 2.8) gets a complete matching to G ∪ {r}, (8) is set up so that no i ∪ {root(S i )} (the set of trees in 2.7 with their parent root) gets a complete matching to T ∪ {root(T )}, if
Now the key analogy: G X I in
if F i ∈X I −Y j d j < |F i | for all i ∈ I and r i r / ∈ E(G) for all i ∈Ī. Next,
let T be a tree and T = Chil(root(T )). Let
. . , n, will be handy in 2.12, by (6) . Prior to that, let us ask one last question:
, for some i ∈Ī, do we have (1.1.3)(iii)?
No complete inclusion without (1.1.3)(iii)
We are now concerned with the approval of the other parent: the spouse. Let I be as in (2) and T ∈ F(m, Q). Suppose that T = Chil(root(T )), and for some i, 1 ≤ i ≤ t, we have a complete matching (of size n i + 1) from i ∪ {root(S i )} to T ∪ {root(T )}, where
root(S i ) is mapped to root(T ). We may still have T ∈ I, if (1.1.3)(iii) is violated. That is, if l E (root(S i )) < l E (v), for some v on the directed-path root(T )T f(root(S i )
). This is why we have part (ii) in Theorem 6. As we show here, it is quite easy to handle this case. For convenience, we define for any J ∈ LF(m, Q) and p ∈ JmK, the truncation of J as 
where p = max{l E (root(S)) | S ∈ S} > 0. In Section 4, we shall discuss how we properly describe the truncated ideal I p , by introducing "the ancestor of I" and this notion is needed only in Section 4.
Forbidding many trees and using Theorem 9
The crux of the matter is proved here. However, the proof is a straightforward interpretation of the extended version of Hall's marriage theorem for trees using the RST tools. Let I ⊆ {1, 2, . . . , t}. Let I and X I be as defined in (2) and (3), respectively. For each X I ∈ X I , if I = ∅, let B X I = (ZĪ ; ∅; ∞; ∅) and otherwise let B X I be as defined in (8) . Let
Theorem 10. Let I be as in (2) . Let B = {tab (I)} ∪ I⊆{1,2,...,t} B I , where B I is as in (10) and tab(I) as in (9) . Let 
3(ii), T ⊆ I(B). By induction on h, T ⊆ I.
Since B X I is as in (8), by 2.
Let us re-partition T such that for any
Then, since T ⊆ Forb(F z ), for any matching M , from z to T , we have |M | ≤ n z − |F z |. Next, by (10), for any z ∈ I and any matching M , from z to T , we have
But then, f is injective, and so we find a matching to T of size n z , contrary to z ∈ I. So, (b) ⇒ (a).
To prove (a) ⇒ (b), assume the contrary and choose a counterexample T ∈ I. Let T = Chil(root(T )). We must first show that T ⊆ I (for unlabeled trees, this is trivial). I(B) , for otherwise, T also violates (b), so that we could choose a shorter T ∈ I.
contrary to (a). Hence T ⊆ I. Now, assume that every T ∈ I, with height(T ) < height(T ) is in
For i = 1, 2, . . . , t, let Chil(root(S i )) = i . As in 2.8, we see T ∪ {root(T )} and i ∪ {root(S i )} as a set of names of trees (vertices) and form a bipartite graph G, with
. . , t}, we deduce that for any i ∈ {1, 2, . . . , t}, there is no
By Theorem 9, there are a set I ⊆ {1, 2, . . . , t} and an X I such that (i)
for all i ∈Ī. Hence, [root(T )] ∈ ZĪ . Next, take the partition T = Y ⊆X I T Y , where 
By (6), 
By (10), we find a bit B X I as in (8) By the given hypothesis, I has at least one tree of root-edge label m. Hence, I p ⊂ I. For non-triviality, we also assume that not every tree in I is of height zero. Recall that ideals of height zero trees are seen as label ideals rather than tree ideals.
By Theorem 10, there exists a description B as given in (10) It is routine and easy to show that I(B) = I(B ), by induction on the height of the trees of I. Since B is a finite set, in a finite number of steps, we find a proper description B . That is, B preserves (N2) and also satisfies (N1). The result follows. 2
A sketch of structure-tree T I from proper descriptions
In this section, for every ideal I ∈ LF(m, Q), we give a sketch of the structure-tree T I that we obtain by recursively using proper descriptions. A detailed proof of the existence of such a labeled finite tree can be found in [7] . Although a sketch, we want our reader to have a good intuition on how we obtain a finite 'structure-tree'. In order to do so, first we need to introduce the notion of 'the ancestor of I'.
Let I = Forb(S) be as defined in (2.7.1). We define the ancestor of I, denoted by A I , as follows:
Define A 0 I = I and recursively, for j ≥ 1, let
. Since S is finite, it follows that every ideal I has a finite sequence of ancestors {A F(m, Q) . We define the structure-tree T I as follows: by Theorem 6, if I = ∅ and I has at least one tree with root-edge label m, then we have a finite set of bits B = {B 1 , B 2 , . . . , B s } ∪ {tab(I)}, for some s ≥ 1 which is a proper description of I (if I is a truncated ideal, then it is easy to show that I = A I p and that A I is not a truncated ideal, by assuming that S is an anti-chain; see Example 1). Hence, if I is truncated, then we keep the integer p for our record and properly describe A I . Thus, assume I is not truncated. To simplify the discussion of finiteness, we ignore tab(I) for now and define
Next, for any i, 1 ≤ i ≤ s, we assume B i = (Z i ; I 1 , I 2 , . . . , I n i ; k i ; I n i +1 ), and define
Here we also temporarily ignore Z i and k i . By (11) , the root of T I has out-degree |B| − 1. By (12), the root of T B i has out-degree n i + 1. Take a component I j in B i . If I j = ∅, we terminate. Also, if I j is a truncated ideal, we ignore I j until we start labeling T I . Otherwise, we repeat the process to get T I j , using a proper description of I j . We deduce that T I has finite degree at every vertex. Thus, to prove T I is finite it suffices to show that T I contains no infinite directed-path P , by the well-known König Infinity Lemma [3] . By applying (N1) successively, along the directed-path P , on encountering the vertices r I , r I j , . . . , we get a strictly descending chain I ⊃ I j ⊃ . . . . By Lemma 1, P has to be finite, and so is T I finite. This is how Robertson et al., prove that their structure-tree is finite in [10] . Here, by the same argument, we deduce that |V (T I )| is finite. While defining V (T I ) and E(T I ), we indeed ignored tab(I) and the components k i and Z i of each bit B i . Now, we label root(T I ) by T A I . Recursively, for j = 1, 2, . . . , s, we label root(T A )| is finite. We terminate with the label of T F(m,Q) that has no ancestor. Naturally, we label root(T B i ) by the pair (k i , Z i ). Hence, taking the vertices of the trees defined by (11), we have labeled them by finite trees, some natural numbers, and some height zero tree ideals.
Recursively, we label each root(T I j ) in (12). A caution is necessary here. Only if I j is a truncated ideal or ∅, do we terminate the recursion. In particular, if A I j = I, then labeling r I j by a tree isomorphic to T I leads to an infinite loop. How we avoid such a pathological case is shown in [7] . The main result of this note is Theorem 6. Thus, we limit our discussion to this goal. The exact labeling rules of T I are important in [7] and thus are treated in [7] . Also for smoothness, without loss of generality, we use what we call 'nice' structures in [7] .
Conclusion
The primary purpose of this paper is to provide a basic structure theorem for Friedman ideals. An application can be found in [7] . In [7] , we need to lift the tree inclusion T I F T I to an ideal inclusion I ⊆ I , for any two ideals I, I ∈ F(m, Q). Theorem 6 plays a key role in achieving this result. A corollary of the lifting is a theorem of well-quasi-ordering Friedman ideals of finite trees under the subset inclusion. The result in this paper is also a demonstration, where a simple extension of Hall's marriage theorem, suiting a certain quasi-order, yields a structural insight into those classes that are characterized by forbidding a finite number of elements. For instance, consider the ideals of tree-decompositions of finite graphs. In this case, the quasi-order ' RS ' satisfies the Robertson-Seymour (RS) gap-condition, which imposes an additional condition on the Friedman gap-condition F . Accordingly, we further refine Hall's marriage theorem to suit the RS relation. The relation RS has played a key role in the graph minors series [9] , and hence is worth studying. Other applications that are also interesting to study are active currently.
