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Abstract
Jet reconstruction and jet fragmentation variables provide important information to study the interaction between
hard scattered partons and the Quark-Gluon Plasma. This paper presents the measurement of the inclusive cross
section for fully reconstructed jets in pp collisions at
√
s = 2.76 TeV, which provides an essential reference for jet
measurements in Pb-Pb collisions at the same
√
sNN . In addition, we report jet fragmentation measurements for
charged particle jets in pp collisions at
√
s = 7 TeV. These measurements utilize the ALICE central barrel track-
ing system to detect charged particles with good eﬃciency above 150 MeV/c, together with the Electromagnetic
Calorimeter (EMCal). The jet cross section and fragmentation measurements are compared to theoretical calculations
and Monte Carlo generators.
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1. Introduction
Jet measurements play an important role in understanding the properties of the strongly-coupled medium created
in ultra-relativistic heavy-ion collisions. To quantify the ”jet-quenching” phenomena [1] in the medium, reference
measurements from pp collisions are required. We report measurements of the inclusive diﬀerential jet cross section
in pp collisions at
√
s = 2.76 TeV and jet fragmentation in pp collisions at
√
s = 7 TeV with the ALICE experiment.
Inclusive jet cross sections and their ratio at diﬀerent values of R can be calculated using perturbative Quantum Chro-
modynamics (pQCD) at Next-to-Leading-Order (NLO) [2, 3], and compared to data. Good agreement is observed.
For the jet fragmentation measurement, PYTHIA6 [4] (Perugia-0) reproduces data very well in the kinematic range
considered.
2. Data set and Detector
The data presented here were recorded by the ALICE experiment [5] for pp collisions at
√
s = 7 TeV in 2010
and
√
s = 2.76 TeV in 2011. Several trigger detectors were used: the VZERO, consisting of segmented scintillator
detectors covering full azimuth over 2.8 < η < 5.1 (VZEROA) and −3.7 < η < −1.7 (VZEROC); the SPD, a highly
granular silicon pixel detector close to the beam pipe, and the Electromagnetic Calorimeter (EMCal) covering 100
degrees in azimuth and |η| < 0.7. Both analyses utilized Minimum Bias (MB) triggered events, which required at least
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one hit in any of VZEROA, VZEROC and SPD, in coincidence with the presence of a bunch crossing. In addition,
the cross section analysis used the EMCal triggered events, which required that the MB trigger condition was fulﬁlled
and at least one EMCal “single shower” sum, a fast sum of energy in groups of 4 × 4 (η × ϕ) adjacent EMCal towers
each covering an angular region Δη × Δϕ = 0.014 × 0.014, exceeded a nominal threshold energy of 3.0 GeV.
For oﬄine analysis, the input to the FastJet anti-kT algorithm [6, 7] used for jet reconstruction consisted of charged
particle tracks and EMCal clusters. Charged tracks were measured in the ALICE tracking system covering full azimuth
within |η| < 0.9. Optimum track momentum resolution and uniform track eﬃciency were achieved using a hybrid
approach: a small fraction of tracks lacking information in the inner tracking system due to local ineﬃciencies were
additionally constrained using the primary vertex. Tracks with measured pT > 0.15 GeV/c were accepted.
EMCal clusters were formed by a clustering algorithm that combined signals from up to 3×3 neighboring EMCal
towers. Clusters with large apparent energy but anomalously small number of contributing towers, possibly due to
the interaction of slow neutrons or highly ionizing particles in the avalanche photodiode of the most energetic tower,
were rejected.
3. Analysis method
For the jet fragmentation analysis, only charged tracks were used in the jet reconstruction with a resolution pa-
rameter of R = 0.4. We measured the diﬀerential momentum distributions, dN/dpT and dN/dξ (ξ = ln(p
jet
T /p
track
T )), of
charged particles per jet in bins of charged jet pT. Jets containing charged tracks above 100 GeV/c were excluded.
The leading charged jet with axis within |η| < 0.5 in each event was used. Reconstructed charged tracks within a
distance of ΔR =
√
Δη2 + Δϕ2 < 0.4 with respect to the leading jet axis were used to build the dN/dpT and dN/dξ
distributions. Contributions from the underlying event (UE) not related to the jet fragmentation were estimated via
a ”perpendicular cone” method in data. In each event, a cone of R = 0.4 was placed perpendicular to the leading jet
axis in the azimuthal direction, and all the tracks within this cone were used to estimate the UE contribution to the
signal. Another source of contamination were secondaries, predominantly produced by weak decay of strange parti-
cles, photon conversions and the products of hadronic interactions in the detector material. These contributions were
estimated from simulations using PYTHIA6 (Perugia-0) event generator followed by detailed GEANT3 [8] transport
and detector response simulation, and were subtracted from data. A data-driven method was utilized to account for
the low strangeness yield in the simulation.
The detector eﬀects of tracking eﬃciency and track momentum resolution can not only shift and smear the mea-
sured track distributions inside of jets, but also aﬀect the charged jet reconstruction. In general, the tracking momen-
tum resolution eﬀectively smeared the jet energy, and the tracking eﬃciency caused a bin migration in jet pT. These
detector eﬀects were corrected via a bin-by-bin technique based on the same simulation sample mentioned above.
The correction factors were extracted by comparing the dN/dpT and dN/dξ distributions in the same nominal charged
jet pT bin on detector level and particle level. In the pT regions considered in this analysis, the correction factor was
typically 10-20%.
In the jet cross section analysis, both charged tracks and EMCal clusters were fed into the jet ﬁnding algorithm
with two resolution parameters of R = 0.2 and R = 0.4. The same charged track selection criteria were used as in
the fragmentation analysis. Since the charged hadrons also deposited energy in the EMCal, their contribution to
cluster energy should be subtracted to avoid double-counting of energy in the jet measurement. Charged tracks were
propagated to the EMCal and matched to the closest cluster within Δη = 0.015 and Δϕ = 0.03. The energy of the
matched cluster was corrected by removing 100% of the sum of all associated charged track momenta up to the cluster
energy itself. The algorithm potentially over-subtracted cluster energy if the cluster had additional contributions from
either neutral particles or undetected charged particles. This residual eﬀect was estimated from PYTHIA+GEANT
simulations to be less than 5% and corrected in the ﬁnal bin-by-bin correction. Jets fully contained in the EMCal
acceptance were accepted.
The jet bias imposed by the EMCal trigger needed to be corrected in order to measure the jet cross section with
these data. The trigger eﬃciency of jets was estimated using a data-driven approach incorporating simulation. Jet
events were simulated at the detector level using PYTHIA6 (Perugia-2011) and GEANT3. Each simulated EMCal
cluster was accepted by the trigger with a probability equal to the measured cluster trigger eﬃciency in data, taking
into account the local variations in trigger eﬃciency. A simulated event was accepted if at least one EMCal cluster
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Figure 1: Upper panels: dN/dpT distributions of charged particles within charged jets in two diﬀerent charged jet pT bins: 20-30 GeV/c (left) and
60-80 GeV/c (right). Data points (blue circles) are overlaid with PYTHIA6 (Perugia-0) predictions (red squares). Lower panels: ratio of PYTHIA6
predictions to data.
Figure 2: Upper panels: dN/dξ distributions of charged particles within charged jets in two diﬀerent charged jet pT bins: 20-30 GeV/c (left) and
60-80 GeV/c (right). Data points (blue circles) are overlaid with PYTHIA6 (Perugia-0) predictions (red squares). Lower panels: ratio of PYTHIA6
predictions to data.
in this event was accepted by the trigger. The jet trigger eﬃciency was determined by comparing the inclusive jet
spectrum for the triggered and MB populations in the simulation.
Jets were corrected to the particle level, without accounting for hadronization eﬀects, utilizing a bin-by-bin tech-
nique based on simulation. The correction factors were determined by comparing the inclusive jet spectra on detector
level and particle level. The main contributions to the correction factors were eﬀects that either shifted or smeared the
jet energy. The major sources to the jet energy shift were unmeasured neutron and K0L , tracking eﬃciency as well as
the residual corrections of charged energy double counting. The jet energy smearing mainly originated from the in-
trinsic detector resolution and the event-by-event ﬂuctuation of the jet energy shift. The underlying event contribution
was not subtracted, but its eﬀect decreased as jet pT increased, and was estimated to be ∼ 20% for R = 0.4 jets and
∼ 5% for R = 0.2 jets in the lowest jet pT bin.
4. Results
Figure 1 and 2 present the dN/dpT and dN/dξ distributions of charged particles within charged jets in two diﬀerent
charged jet pT bins: 20-30 GeV/c (left) and 60-80 GeV/c (right). Good agreement is observed between data and
PYTHIA6 (Perugia-0) predictions, except at the very low pT region. The hump−backed plateau structure [9] is
observed in Fig. 2, and the ξ value of the peak position shifts to the right as jet pT increases.
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Figure 3: Upper left: inclusive diﬀerential cross section obtained with R = 0.4. Data points are black squares. The colored bands show the NLO
pQCD calculations, and the PYTHIA8 predictions are red circles. Lower left: ratio of NLO pQCD calculations and PYTHIA8 predictions to data.
Right: ratio of inclusive diﬀerential jet cross sections for R = 0.2 and R = 0.4 with pQCD calculations and PYTHIA8 predictions.
Figure 3, left panel, shows the inclusive diﬀerential jet cross sections obtained with R = 0.4, together with the
results of the pQCD calculations at NLO [2, 3] and PYTHIA8 [10] prediction. The total uncertainties of the NLO
calculations are estimated by varying the renormalisation and factorisation scales from 0.5 pT to 2.0 pT. As seen in
the ﬁgure, the NLO calculations agree with data within uncertainties. The right panel of Fig. 3 illustrates the ratio
of the inclusive jet cross sections for R = 0.2 and R = 0.4 from data, together with parton-level pQCD calculations
at LO, NLO, and NLO with hadronization correction as well as PYTHIA8 predictions. The NLO calculation with
hadronization correction and PYTHIA8 predictions agree with the measurement within uncertainties.
5. Summary
We have presented the measurements of the inclusive diﬀerential jet cross section in pp collisions at
√
s = 2.76
TeV, and jet fragmentation in pp collisions at
√
s = 7 TeV. Comparisons to theoretical calculations and various models
show good agreement. Next we will carry out similar analyses in Pb–Pb collisions, and compare the results with pp.
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