Introduction
Recently, Gu and Tian [1] proposed the special HSS iteration methods for positive definite linear systems Ax = b (1) with A ∈ C n×n a complex Toeplitz matrix and x, b ∈ C n×n . Such systems arise in a variety of applications in mathematics and engineering; see Refs. [2, 3] for details. Their aim was to apply the special HSS iteration methods to solve the large sparse non-Hermitian positive definite Toeplitz systems, which is a special version of the HSS iteration method in [4] and the splitting is
where the symmetric part H = 
where β is a given positive constant, H = 1 2 (A + A T ) and S =
Main results
We begin this section by recalling some definitions that will be used in this paper. 
be the iteration matrix of the HSS iteration (3) and V (β) = (βI − H)(βI + H) −1 . Then the spectral radius ρ(M(β)) is bounded by ‖V (β)‖ 2 and has the following relation:
i.e., the HSS iteration (3) converges to the exact solution x * ∈ C n of the system of Toeplitz linear equations (1).
They have proved the theorem. Unfortunately, the proof of Theorem 3 in Ref. [1] is incorrect. By similarity transformation, they first note that
If P ∈ C n×n is a positive definite matrix, then it holds that ‖(βI − P)(βI + P) −1 ‖ 2 < 1; see [7] . Since A is a positive definite matrix, H = 1 2
That is to say, Q (β) is a complex orthogonal matrix for ∀β > 0. So, they think that ‖Q (β)‖ 2 = 1. It then follows that
It is because the definition of 2-norm or spectral norm of
is an complex orthogonal matrix, ‖Q (β)‖ 2 may not be equal to one. The spectral radius ρ(M(β)) of the iteration matrices (4) are shown in Table 1 . From Table 1 , we see that not all positive constants β satisfy ρ(M(β)) < 1 for a definite positive Toeplitz matrix A. But a good choice of β can make the modified HSS method converge.
