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CHAPTER 1

INTRODUCTION

Curvature is a measure of the amount of bending of a curve or surface [19].
Curvature describes the geometry of a curve or surface in a way that summarizes
its local shape behavior [43]. Curvature has been used in a wide variety of imagerelated tasks in medicine, manufacturing, and other applications where it is useful to
determine deviation from an expected shape. For instance, curvature has been used
to identify colon polyps in computed tomography (CT) scans [44] and in inspection of
manufactured cylinder-like rods to check for manufacturing defects [37]. It has also
been used in visualization and computer vision tasks including volume rendering,
registration, and object identification.
Most of the tasks mentioned above utilize surface curvature. Surface curvature, even if found on a surface in a volumetric (3D) dataset, like CT datasets, is
inherently 2D. Such surfaces are, in fact, 2D surfaces because a 2D coordinate system
can be used to uniquely describe every point on them. For example, the previously
mentioned medical task of identifying colon polyps using curvature considers curvature of the cylinder-like colon, and cylinders are 2D surfaces. The rod inspection task
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also considers cylinders. Thus, both these tasks utilize 2D curvature. Many uses of
curvature in image-related tasks consider 2D curvature within 3-dimensional data.
Mathematically, there are many equivalent ways to define surface curvature.
However, all these definitions rely on knowing the mathematical formula describing
the surface. In practice, many tasks using curvature are applied in situations where
the formula describing the surface is not known. For example, in the previously mentioned medical task of identifying colon polyps in CT scans, the formula describing
the surface of the colon is not known. The CT scanning process produces a discrete
dataset that includes the colon but does not provide the mathematical formula describing it. Thus, to use curvature to identify colon polyps in the acquired CT data,
curvatures must first somehow be determined even though no colon surface formula
is known.
There do exist computer algorithms (methods) for surface curvature determination from discrete data that can be applied when no surface formula is known.
Such methods often rely on one of two strategies: (1) fitting one or more polynomial
functions to the discrete data and determining the curvature of these polynomial functions (e.g., [63]) or (2) estimating some mathematical quantities from the discrete data
that are then used to determine surface curvature (e.g., [59]). Unfortunately, due to
the imperfect nature of acquired data (including noise, erroneous data, missing data,
limited resolution, etc.), the surface curvatures determined by these methods exhibit
varying levels of error in their determined curvatures. Further, none of the methods
has been shown to be the most accurate for every dataset, and there thus exists no
“best” method for determining surface curvature from such acquired data. Addition2

ally, the amount of computing time required to determine curvatures from acquired
data is different for each surface curvature determination method. Thus, selection of
a determination method can impact both the level of error in the determined surface
curvature values and the computational time required to determine those values.
In this dissertation, a number of topics related to methods for determination of
surface curvature from discrete datasets are considered. The topics include introduction of new methods for determining such curvatures and evaluation of existing and
new methods in terms of their (1) accuracy and (2) computational time. These evaluations consider methods for determining surface curvature from both 2D datasets
(e.g., discrete data acquired from range scanners) and 3D datasets (e.g., discrete
data acquired from CT scanners). The surface curvature determination methods are
also evaluated based on their performances in some common computer-based tasks
that utilize surface curvature data. Additionally, approaches that exploit graphics
processing unit (GPU) capabilities to achieve greatly improved computational times
are introduced. This dissertation also introduces and evaluates new methods for determining curvature of 3D surfaces (henceforth denoted as hypersurfaces) from 3D
datasets. Such hypersurfaces, unlike the previously discussed 2D surfaces (henceforth
denoted as surfaces), cannot be uniquely described using a 2D coordinate system and
instead require a 3D coordinate system.
The rest of this chapter presents related background terms and summarizes
the motivations for and contributions of this dissertation.
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1.1

Terms and Definitions

In this section, some relevant terms and definitions are presented to provide
background.
A volumetric dataset (also known as a 3D dataset, volumetric data, or a volume) is a collection of data items laid out in a 3D grid. Each data item has a location
(u, v, w) and an associated value f (u, v, w). Often, the associated values are scalars
representing physical quantities (such as density in a medical CT scan). Some volumetric datasets are generated synthetically (sometimes such data is called synthetic
data, and volumes containing such synthetic data are known as synthetic volumes),
with the associated values representing values found from evaluating a mathematical
function. Otherwise, they are generated by sensors like CT scanners (sometimes such
data is called real data, and volumes containing such data are known as real volumes).
A range image (also known as a depth image, depth map, or simply range
data) is a collection of data items laid out in a 2D grid. Each data item has a
location (u, v) and an associated value f (u, v). The associated value is a quantity
related to the distance from the sensor to the object at position (u, v). Some range
images are generated synthetically (and images containing such data are sometimes
called synthetic range images), with the associated values representing values found
from evaluating a mathematical function. Otherwise, they are generated by sensors
like the Microsoft Kinect or other range scanners.
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1.2

Motivation

As mentioned previously, when surface curvature is to be determined from
acquired datasets, such as from a CT scanner or a range scanner, the surface formula
is usually unknown. While a number of methods exist to determine curvature from
such datasets, the accuracies and run times of each method vary (sometimes substantially). These variations in accuracy and run time have prompted a number of 2D
surface curvature determination comparison studies, with no study showing any one
method to be “best.” As a result, knowing which curvature determination method
is optimal on such data is still an open question. Further, many of the studies have
focused exclusively on the accuracy of such methods with no consideration of their
computational time. The work for this dissertation thus focused both on accuracy
and computational times.
In addition to the open questions of optimality and run-time, little study
has been done previously on hypersurface curvature determination from acquired
data. The work for this dissertation thus also considered the hypersurface curvature
determination issue.
In summary, the primary contributions of this dissertation are introduction of
a number of new surface and hypersurface curvature methods and studies. The studies
include the most complete (in terms of number of methods compared) comparisons
of the accuracy and run-times of surface curvature determination methods. Also
included are comparisons of the impact of curvature determination method selection
on rendering quality in curvature-based direct volume renderings (DVRs). Lastly
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included are comparisons of the accuracy and run-times of hypersurface curvature
determination methods (from 3D datasets).

1.3

Organization

The rest of this dissertation is organized as described here. Chapter 2 discusses
the mathematics, characteristics, and applications of curvature. Chapter 3 discusses
related work, including existing comparisons of curvature methods and applications
of curvature. Chapter 4 presents our studies on curvature determination in range
images. Chapter 5 presents our studies on curvature determination in volumetric
data. Chapter 6 presents our studies on hypersurface curvature determination in
volumetric data. Chapter 7 concludes the dissertation and provides some insight into
future potential work in related areas.
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CHAPTER 2

CURVATURE AND ITS USE

As discussed in Chapter 1, curvature is a widely studied and used measure of
shape. In this chapter, details on a number of applications of curvature (in addition to
the rod inspection and polyp identification applications previously noted in Chapter 1)
are provided. Many of these applications exploit invariant characteristics and other
shape properties of curvature. In this chapter, details on the mathematics of curvature
are also provided.

2.1

Characteristics and Applications of Curvature

Curvature has previously been found to be applicable for tasks in a wide range
of fields. In this section, an overview of a number of applications that utilize curvature
is presented. As the applications of curvature are extensive, it is not intended to
present an exhaustive list of such applications here.
First, some details on and motivation for the use of curvature generally are
provided.
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2.1.1

Curvature Characteristics and Utility
As previously noted, curvature describes the bending of a surface. It is a

translation- and rotation-invariant surface descriptor [39] noted for providing an “intuitively satisfying criterion for classification” [34] of surfaces based on shape (e.g.,
planar, spherical, etc.), and, consequently, curvature has found much use in a variety
of classification and other tasks where it is useful to have such a descriptor. Curvature
has also been noted for its utility in computer graphics, where it is commonly used
to provide shape cues for visualizations and other graphical representations.

2.1.2

Surface Curvature Use in Range Images
As a translation- and rotation-invariant surface descriptor, curvature has found

many uses in tasks that utilize range images. Some of those tasks are described here.
One such task is segmentation. Some curvature-based segmenters, for example,
have detected surface boundaries in range images using curvature to detect jump or
crease edges [3, 17].
Another such task is classification. Some curvature-based classifiers have used
curvature to classify a surface as convex, concave, or planar [6, 34, 60].
Curvature has also been used for a variety of recognition tasks on range images,
especially recognition of features on the human body. Some facial recognition schemes,
for example, have used curvature to locate features on the human face [4, 70]. At
least one such facial recognition work has used curvature to locate the nose tip [70].
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Curvature has also been used in detection of anatomical feature points in range imageguided radiotherapy [64].
Curvature has been used in the scanning and preservation of cultural heritage
on range images produced using consumer range scanners [7]. One curvature-based
cultural heritage preservation scheme has used curvature to register multiple scans of
the objects to be preserved [7].
Curvature has been used for surface reconstruction [41] on range images. One
curvature-based surface reconstruction scheme has used curvature in the registration
phase of a surface reconstruction pipeline [41].

2.1.3

Surface Curvature Use in Volumes
As a translation- and rotation-invariant surface descriptor, curvature has also

found many uses in tasks that utilize volumes. Some of those tasks are described
here.
One such task is segmentation. One curvature-based segmenter has used curvature to segment volumes based on surface shape [63], allowing location of points
within the volume that exhibit a user-specified shape.
Another such task is in volume rendering, where curvature has been used to
modify shading to convey local shape information [33, 36]. One specific application
area of such curvature-based visualizations is in medical visualization, where curvature
is used to provide perceptually motivated visualizations [58].
Curvature has also been used in seismic data for the task of selecting drilling
locations in the oil and gas industries [47].
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A number of medical diagnosis tasks have also used curvatures in volume data,
including in determining if tumors are benign or malignant in CT scans [31].

2.1.4

Surface Curvature Use in Other Types of Data
This dissertation focuses on curvature of surfaces and hypersurfaces in range

images and volumes, but other works have previously explored uses of curvature in
other types of data. For example, curvature in color images has been used in biometrics [68], and curvature in point cloud data has been used in surface reconstruction [5].
Curvature has also been used in rendering of meshes to enhance shape depiction [1]
and for part-in-whole matching (i.e., identifying to which complete object an archaeological fragment belongs) in computational archaeology [13].

2.1.5

Hypersurface Curvature Use in Volumes
Compared to surface curvature use in volumes, reported uses of hypersur-

face curvature in volumes has been more limited. Some such reported uses include
medical assessment or segmentation tasks [67], visualization of seismic data [2], and
surface reconstruction [54]. Yoshizawa et al. [76] have described a framework capable of detecting crease surfaces, based on curvature, in hypersurfaces of an arbitrary
dimension.

2.2

Mathematics of Curvature

In this section, details of the mathematics of curvature are presented, including
(1) the notation used throughout this dissertation and (2) formulations of curvature
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using these notations. The goal here is to present the mathematics details necessary
for determining curvature from discrete volume and range image datasets, and this
section presents the mathematical bases that allow for (1) finding the curvatures of
2D surfaces in range images, (2) finding the curvatures of 2D surfaces in volumes,
and (3) finding the curvatures of 3D hypersurfaces in volumes. The curvature-finding
bases here require a continuous function from which to compute curvature and thus
cannot be directly applied to discrete range images or volumes. (Some methods for
computing curvature in such discrete data, which build upon and/or approximate the
continuous mathematics presented in this section, are presented in later chapters.)
The presentation here also does not attempt to address the question of if a surface
or hypersurface does or does not exist within a range image or volume. Within the
context of this dissertation, the ultimate interest of the mathematical foundation
presented here is as a basis to determine curvatures in discrete data. Consequently,
the presentation of the mathematics here is not concerned with some issues commonly
addressed in the consideration of curvature in continuous data (e.g., verifying that a
function is continuous and differentiable prior to computing the curvature).

2.2.1

Mathematics Notation
Here, the mathematical notation used throughout the remainder of the disser-

tation is presented.
In this presentation, f denotes the underlying continuous, twice differentiable
function that represents a dataset. fu denotes the partial of f in the u direction.
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For volumes, f is a trivariate function that can be evaluated at any arbitrary
location (u, v, w). The gradient of this trivariate function is denoted ~g (i.e., ~g =
[fu fv fw ]T ) and the normal is denoted ~n (i.e., ~n =

~g
).
k~g k

For range data, f is a bivariate function that can be evaluated at any arbitrary
location (u, v). This normal of this bivariate function is denoted ~n (i.e., ~n =

fu ×fv
).
kfu ×fv k

Both point locations and matrices are denoted using upper case, bold symbols
(e.g., P or H).
When a dataset is acquired (e.g., by a sensor), the resulting discrete data is
viewed as having been sampled from f (i.e., the value at each point P in the dataset
is assumed to be equal to f (P)). In such a case, f is often unknown and the acquired,
discrete data sampled from f must be used instead. For discrete volumes, there are
a total of Nu ×Nv ×Nw samples of f (at each location where where 0 ≤ u < Nu ,
0 ≤ v < Nv , and 0 ≤ w < Nw ). For discrete range images, there are a total of
Nu ×Nv samples of f (at each location where 0 ≤ u < Nu and 0 ≤ v < Nv ).

2.2.2

Curvature Mathematics Overview
At each point on a 2D surface, curvature can be measured in any arbitrary

direction within the normal plane. When considering such surfaces there are two
principal curvatures at each point on the surface. These principal curvatures represent
the maximum (denoted κ1 ) and minimum (denoted κ2 ) among all the directional
curvature values at the point. The directions in which principal curvatures occur
are always orthogonal. Two closely related curvature quantities are the Gaussian
curvature, K, which is equal to κ1 × κ2 and the mean curvature, H, which is equal
12

to (κ1 + κ2 )/2. In this dissertation, the term “curvature” is used to refer to any of
these curvature measures. If both H and K are known, or if both κ1 and κ2 are
known, the remaining two of these measures can be computed from the known two
√
√
(e.g., κ1 = H + H 2 + K, κ2 = H − H 2 − K, etc.). The goal here is to present the
mathematics in a straight-forward way, and in some cases the presented mathematics
produces H and K, while in other cases it produces κ1 and κ2 , depending on which
formulation is more straight-forward.
When considering 3D hypersurfaces, there are three principal curvatures at
each point of the hypersurface. These principal curvatures represent the maximum
(denoted κ1 ), the median (denoted κ2 ), and the minimum (denoted κ3 ) of these curvatures at the point. As in the case of surface curvature, there are related quantities
in the form of the mean curvature, H, which is equal to (κ1 + κ2 + κ3 )/3 and the
Gaussian curvature, K, which is equal to κ1 × κ2 × κ3 .

2.2.3

Mathematics of Curvature of Surfaces in Range Images
As described earlier, range images consist of discrete data arranged in a 2D

grid, and this discrete data can be viewed as sampled from a continuous, differentiable
(often unknown) function f . Thus, surface curvature at a point in a range image can
be computed as surface curvature of the corresponding point in f . The mathematics
for computing the principal curvatures of f (and thus the curvatures of the range
image sampled from f , when f is known) are described here.
Some existing literature [19] views the mathematical basis of range images
as a type of surface known as a Monge patch, a differentiable mapping of the form
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U 7→ R3 , where U is an open set in R2 [72], formed from the unknown f . Defining a
Monge patch based on f is beneficial because the formulas for computing curvature
of Monge patches are relatively easily derived and well known [72]. The Monge patch,
here denoted χ, is of the form

χ(u, v) = (u, v, f (u, v)).

(2.1)

While the unknown f (and thus χ) are assumed to be continuous and differentiable,
the range image formed from sampling f is discrete.
The mean and Gaussian curvatures of χ can also be computed using the coefficients of the first and second fundamental forms of the Monge patch χ [72]. The
coefficients of the first fundamental form, E1 , F1 , and G1 , are E1 = χu · χu = 1 + fu2 ,
F1 = χu · χv = fu fv , and G1 = χv · χv = 1 + fv2 [72]. The coefficients of the second
fundamental form, E2 , F2 , and G2 , are E2 = ~n · χuu , F2 = ~n · χuv , and G2 = ~n · χvv ,
where ~n =

χu ×χv
.
kχu ×χv k

These fundamental forms are useful for determining various met-

ric properties of the surface [72], and the mean and Gaussian curvatures can be found
from the fundamental form coefficients [72], resulting in formulas [19]:

H=

E2 G1 − 2F1 F2 + G2 F1
fuu + fvv + fuu fv2 + fvv fu2 − 2fu fv fuv
=
, and
3
2(E1 G1 − F12 )
2(1 + fu2 + fv2 ) 2

(2.2)

K=

2
E2 G2 − F22
fuu fvv − fuv
.
=
E1 G1 − F12
(1 + fu2 + fv2 )2

(2.3)

Determination of curvature at any location in χ (or f ) using the formulation
presented here thus requires values for several partials of f at that point. Since, in the
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case of discrete range data such as range images, f is often not known, and thus these
partials are not known, many existing methods for determining curvature in range
images operate by first estimating the necessary partials from the range image and
then evaluating Eqs. 2.2 and 2.3 (or some alternative formulations) based on those
estimations. A number of existing methods for determination of surface curvature
in range images are described in Chapter 3. New methods for determination of such
curvature developed in this dissertation research are described in Chapter 4.

2.2.4

Mathematics of Curvature of Surfaces in Volumetric Data
As described earlier, volumetric data consists of discrete data arranged in a 3D

grid, and this discrete data can be viewed as sampled from a continuous, differentiable
(often unknown) function f . Thus, surface curvature at a point in a volume can be
computed as the surface curvature of the corresponding point in f . The mathematics for computing the principal curvatures of f (and thus the curvatures of volume
sampled from f , when f is known) are described here.
A number of equivalent formulations to compute the surface curvature at each
point in f exist. Perhaps the simplest is to, for a given point in f , compute the first
two eigenvalues of ∇~nT , where n is the normalized gradient of f at the point, and
take them as κ1 and κ2 . Using this formulation has the benefit of being relatively
conceptually straight-forward (compared to many others): ~n isolates the directional
component of the surface normal by normalizing the gradient vector, and ∇~nT provides a measure of instantaneous change in ~n, thus describing the curvature.
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While that formulation is relatively conceptually straight-forward when f is
known, it is less desirable when curvatures are to be determined in a discrete volume;
since f is usually unknown in such data, estimating ∇~nT requires estimating change
in estimated first derivative values [36]. Measuring second derivative quantities as
change in estimated first derivative quantities hinders accurate determination of curvature, because any noise in the estimated first derivative quantities appears in the
estimated second derivatives as additional noise. To avoid this hindrance, alternate
approaches for computing the principal curvatures of f have been proposed.
One such alternate approach is the one described by Kindlmann et al. [36].
Their approach allows calculating ∇~nT without finding the derivative of a normalized
quantity. This alternate approach uses two quantities, ~nK and O, computed from the
normal and gradient:

~nK = −~n and
O = I − ~nK ~nTK ,

(2.4)
(2.5)
(2.6)

where ~nK is ~n or −~n, depending on the desired normal direction [36], I is the 3 × 3
identity matrix, and H is the Hessian of f . The approach uses ~nK and O to find
∇~nT :

∇~nT =

−OHO
.
k~g k

16

(2.7)

As noted previously, the principal curvatures can be computed as the first two
eigenvalues of ∇~nT , but Kindlmann et al. [36] have noted that it is possible to avoid
performing an eigenanalysis by instead computing the principal curvatures as
√

2F 2 − T 2
and
2
√
T − 2F 2 − T 2
κ2 =
,
2

κ1 =

T+

(2.8)
(2.9)

where T is the trace of ∇~nT , and F is the Frobenius norm of ∇~nT .
Determination of curvature at any location in f using either formulation presented here thus requires values for several partials of f at that point. Since, in
the case of discrete volumetric data, f is not known, and thus such partials are not
known, many existing methods for determining curvature in volumes operate by first
estimating the necessary partials from the range image and then computing curvature via Eqs. 2.4 to 2.9 based on those estimations. A number of existing methods
for determination of surface curvature in volumes are described in Chapter 3. New
methods for determination of such curvature developed in this dissertation research
are described in Chapter 5.

2.2.5

Mathematics of Curvature of Hypersurfaces in Volumetric Data
As mentioned previously, volumetric data consists of discrete data arranged

in a 3D grid, and this discrete data can be viewed as sampled from a continuous,
differentiable (often unknown) function f . Thus, hypersurface curvature at a point
in a volume can be computed as hypersurface curvature of the corresponding point in

17

f . The mathematics for computing the hypersurface principal curvatures of f (and
thus the volume sampled from f ) are described here.
Such mathematics is identical to the formulation previously described by
Monga et al. [51] and Hamann [24]. That formulation considers a trivariate function, χ3 , similar in construction to the previously presented Monge patch used for 2D
data:

χ3 (u, v, w) = (u, v, w, f (u, v, w)).

(2.10)

w ,1)
√ u ,−f2 v ,−f
.
At each point of χ3 , the hypersurface normal of χ3 is given by ~n = (−f
2
2

1+fu +fv +fw

The three principal curvatures of χ3 are the eigenvalues of the Gauss-Weingarten
map [24]:


−1



fu fw 
 fuu fuv fuw  1 + fu2 fu fv





1

f
 f f
2
f
f
f
f
1
+
f
v w 
uv
vv
vw   u v
v
l






fu fw
fv fw 1 + fw2
fuw fvw fww

,

(2.11)

where

l=

p
1 + fu2 + fv2 + fw2 .

(2.12)

These eigenvalues are ordered such that κ1 > κ2 > κ3 .
Determination of hypersurface curvature at any location in χ3 (or f ) using
the formulation presented here thus requires values for several partials of f at that
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point. Since, in the case of discrete volumetric data, f is not known, and thus such
partials are not known, many existing methods for determining hypersurface curvature in volumes operate by first estimating the necessary partials from the volume
and then finding the eigenvalues of Eq. 2.11 based on those estimations. Some existing methods for determination of hypersurface curvature in volumes are described
in Chapter 3. New methods for determination of such curvature developed in this
dissertation research are described in Chapter 6.

2.3

Summary

In this chapter, some applications of curvature were discussed. The applications ranged from medicine to computer graphics, surface reconstruction, etc. Many
of these applications exploit the ability of curvature to describe shape.
This chapter also presented the mathematics used to compute surface curvature (in range images and volumes) and the mathematics used to compute hypersurface curvature (in volumes). The mathematics require knowledge of the first
and second derivatives, complicating determination of curvature in discrete and/or
acquired data, where these quantities are often unknown.
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CHAPTER 3

RELATED WORK IN SURFACE AND HYPERSURFACE
CURVATURE DETERMINATION

As noted previously, determination of curvature from discrete datasets is complicated by a number of factors. Despite this, there exist a number of methods for
determining surface curvatures in range images and volumes and for determining hypersurface curvatures in volumes. In this chapter, descriptions of a number of those
methods are provided. The focus here is on methods capable of determining curvature at every point within such data without need for intermediate processing steps
such as generation of a mesh or other surface extraction methods.
Additionally, a number of studies of these existing methods exist. In this
chapter, some details on those existing studies are also presented.

3.1

Surface Curvature Determination in Range Images

In this section, a number of existing methods for determining curvature in
range images are discussed. Some of these methods have parameters that affect
the behavior of the methods (e.g., parameters to control the smoothing, continuity,
polynomial degree, convolution kernel size, or neighborhood size). For those methods,
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details on the parameter settings chosen (for tests of these methods, presented in a
later chapter) are also described. For each of the methods discussed here, a unique,
bold abbreviation prefixed with 2R- is given. This prefix indicates that the method
is for estimating surface curvature in range images.

3.1.1

Determination via B-Splines Fitting (2R-BSF)
Flynn and Jain [19] have described a method that fits a B-Spline surface to

approximate f , the function that represents the range image. The method is denoted
here as 2R-BSF. The fit B-Spline, fˆ, is of the form:

fˆ(u, v) =

CX
u −1 C
v −1
X
i=0

cij Bi,ku (u)Bj,kv (v),

(3.1)

j=0

where Bi,k denotes the i-th B-Spline blending function of degree k; cij are constraint
coefficients determined by the fitting; and Cu and Cv are the number of constraint
coefficients in the u and v directions, respectively. Since fˆ provides a continuous
form, its derivatives can be found at any point of interest in the range image. Such
derivatives are then used by the 2R-BSF method to determine curvature there (via
Eqs. 2.2 and 2.3).
The 2R-BSF method has three parameters: k, Cu , and Cv . In their description of the 2R-BSF method, Flynn and Jain [19] used k = 3, Cu =

Nu
,
2

and Cv =

Nv
2

(where Nu and Nv are the dimensions of the range image). Following their approach,
we have used k = 3, Cu =

Nu
,
2

and Cv =

method (reported later).
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Nv
2

for our experiments on the 2R-BSF

3.1.2

Determination via Linear Regression (2R-LR)
Flynn and Jain [19] have also described a method that uses linear regression

to approximate f . The method is denoted here as 2R-LR. The linear regression
performs a quadratic surface fitting about each point of the range image. Each fit
quadratic surface fˆ is of the form:

fˆ(u, v) = a1 u2 +a2 v 2 +a3 uv+a4 u+a5 v+a6 ,

(3.2)

with each ai determined via linear regression (using linear least squares) on a portion
of the range image. Specifically, for any point of interest in the range image, the
2R-LR method fits a quadratic surface on a N × N neighborhood centered at that
point. The derivatives of fˆ at that point are then used to determine curvature there
(via Eqs. 2.2 and 2.3).
The 2R-LR method has one parameter: N . Flynn and Jain [19] used N = 5.
Following their approach, we have used N = 5 in our experiments on the 2R-LR
method (reported later).

3.1.3

Determination via Convolution with Orthogonal Polynomials (2ROP)
Besl and Jain [6] have described a convolution-based method that is based on

separable convolution kernels constructed by sampling orthogonal polynomials. The
method is denoted here as 2R-OP. These kernels are used by the 2R-OP method
to estimate derivatives at any grid point of interest in the range image. 2R-OP
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uses the kernels by convolving the range image with them. The method uses these
estimated derivatives to determine curvature at the grid point of interest (via Eqs. 2.2
and 2.3). Since the kernels are created from sampling orthogonal polynomials, when
convolved they implicitly perform a least-squares fit based on a local quadratic surface
model [19].
The 2R-OP method uses kernels of odd size, N , generated according to three
functions bi [6]:

where M =

N −1
2

b0 (k) =

1
,
N

(3.3)

b1 (k) =

3
k,
M (M + 1)(2M + 1)

(3.4)

b2 (k) =

1
M (M + 1)
(k2 −
), and
P (M )
3

(3.5)

and P (M ) is given by

P (M ) =

1
8 5 4 4 2 3 1 2
M + M + M − M − M,
45
9
9
9
15

(3.6)

and k denotes the locations at which each polynomial is sampled, with

k ∈ {−

N −1
N −1
, ..., −1, 0, 1, ...,
}.
2
2

(3.7)

Applying the b0 kernel performs smoothing. Applying the b1 kernel generates estimates of the first derivative. Applying the b2 kernel generates estimates of the second
derivative.
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Using these kernels, estimated partial and mixed partial derivatives of f are
found. Specifically, to find fi , i ∈ {u, v}, the 2R-OP method (1) convolves in the i
direction with the discrete kernel resulting from sampling b1 and (2) convolves in the
other direction with the discrete kernel resulting from sampling b0 . Moreover, to find
fij , i, j ∈ {u, v} and i 6= j, the method convolves in the i and j directions with the
discrete kernel resulting from sampling b1 . Lastly, to find fii , i ∈ {u, v}, the method
(1) convolves in the i direction with the b2 kernel sampling and (2) convolves in the
other direction with the discrete kernel resulting from sampling b0 .
The 2R-OP method has one parameter: N . A prior study by Flynn and
Jain [19] that considered 2R-OP used N = 7. Following their approach, we have
used N = 7 in our experiments on 2R-OP (reported later).

3.1.4

Determination via Convolution with Directional Sensitive Filters
(2R-DE)
Fan et al. [15–17] have described a convolution-based method based on di-

rectionally-sensitive convolution kernels. The method is denoted here as 2R-DE.
It uses these kernels to estimate derivatives in four directions (0, 45, 90, and 135
degrees) at each point in the range image (since the kernels are sensitive to change
in each of these directions [19]). From these directional derivative estimates, the
2R-DE method obtains a directional surface curvature measure in each direction ψ
(ψ ∈ {0◦ , 45◦ , 90◦ , 135◦ }) at the point of interest via a slight variation of the classic
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formula to compute the curvature of the graph of a function:

κψ (u, v) =

fψψ (u, v)
3

(1 + fψ (u, v)2 ) 2

,

(3.8)

where fψ and fψψ are the first and second derivatives of f in the direction of ψ,
respectively. The 2R-DE method then uses these κψ to determine mean curvature
(H), as the average of the four directional curvatures, and, from that, the Gaussian
curvature (K) at the grid point via the formulas:

1 ◦
◦
◦
◦
H = (κ0 + κ45 + κ90 + κ135 ), and
4
◦

◦

◦

◦

K = κ0 κ90 + κ45 κ135 − H 2 .

(3.9)
(3.10)

The 2R-DE method has one parameter: the type of directionally-sensitive
convolution filters used. Fan et al. did not indicate the compass operators they used
for their curvature determination method [15–17]. One popular set of compass operators that allow for the directions required by the 2R-DE method are the Robinson
operators. We have used the Robinson 3 × 3 compass operators in our experiments
on 2R-DE (reported later).

3.1.5

Determination via Difference in Normals (2R-DN)
Hoffman and Jain [34] have described a method that uses the magnitude of the

change in normal direction between neighboring points. The method is denoted here
as 2R-DN. The normal estimates required by the method are obtained by, at each
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grid point in the range image, fitting a plane to the N × N neighborhood centered
about the point and using the normal of that plane as the normal estimate at the
point. Then, for any range image grid point of interest, P, and each Q grid point in
the N × N neighborhood centered at P, the method computes curvature estimates,
denoted κP,Q , using the change in normal from P to Q via:

κP,Q =

k~nP −~nQ k
× s(P, Q),
kP − Qk

(3.11)

where ~nP and ~nQ are estimated normals at P and Q, respectively, and s is a sign
function, defined as [19]:

s(P,Q) =





1 if kP−Qk ≤ k(~nP +P)−(~nQ +Q)k

(3.12)




−1 otherwise.

The 2R-DN uses the maximum and minimum of all the κP,Q at P as the principal
curvatures at P.
The 2R-DN method has one parameter: N . A prior study by Flynn and
Jain [19] that considered 2R-DN used N = 5. Following their approach, we have
used N = 5 in our experiments on 2R-DN (reported later).

3.1.6

Determination via Circle Fitting (2R-CF)
Martin [46] has described a method that uses circle fitting. The method is

denoted here as 2R-CF. For any range image grid point of interest, P, the method
forms multiple triplets of points about P. Each triplet consists of P and two grid
26

points neighboring P on opposing sides of P (e.g., a triplet is formed by P and its
neighbors above and below it, P and its neighbors to the left and right of it, P
and its neighbors to the top right and bottom left of it, or other opposites). The
method fits a circle to each of these triplets. Each of these circles gives a curvature
estimate via its radius, with the estimate obtained via the i-th circle denoted κ(i) .
The method also computes the normal to each circle at P via the unitized vector
from the circle center to P, with the normal to the i-th circle at P denoted θ~i (c.f.
~n, which denotes a surface normal). Additionally, the method computes the unitized
tangent to each circle at P, with the tangent to the i-th circle at P denoted ~λi . The
method then computes ~n, the estimate of the surface normal at P, as the average of
all combinations of cross products of computed tangent vectors at P.
Since the planes in which the κ(i) lie are not guaranteed to be perpendicular to
the surface, and since principal curvatures are measured within planes perpendicular
to the surface (i.e., the principal curvatures are normal curvatures), the κ(i) cannot
be directly used as estimates for the principal curvatures. To estimate the principal
curvatures from all the κ(i) , the method maps each κ(i) to a corresponding normal
curvature κn(i) via a simple rearrangement of Meusnier’s Theorem:

κn(i) =

κ(i)
,
cos φi

(3.13)

where φi denotes the angle between θ~i and ~n. The computed normal curvatures
are then used to form a minimization problem based on Euler’s Theorem [46]. The
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minimization is of the form:

X

1
1
(κn(i) − (κ1 + κ2 ) + (κ1 − κ2 )(cos 2θ0 cos 2γi + sin 2θ0 sin 2γi ))2 ,
2
2

(3.14)

where γi is the angle between ~λi and ~λ0 (where ~λi is the tangent of the ith circle and
~λ0 is the tangent of the first circle), and θ0 = γi − θi . The 2R-CF method uses a
simplified form of this minimization by defining three coefficients (denoted A, B, and
C) to contain the curvature information [46], giving a minimization of the form:

X

(κn(i) − (A + B cos 2γi + C sin 2γi ))2 ,

(3.15)

where A, B, and C are coefficients used to simplify the minimization such that the
principal curvatures can be solved from A, B, and C.
Finally, the 2R-CF method solves for the principal curvatures by solving for
κ1 and κ2 at P from A, B, and C via:

κ1 = A +
κ2 = A −

√

B 2 + C 2 , and

√

B2 + C 2.

(3.16)

The 2R-CF method has two parameters: the number of triplets of points
and the specific triplets of points chosen (i.e., which triples are chosen and from how
large of neighborhood). We have used 12 triplets of points selected from within the
5 × 5 neighborhood centered at P in our experiments on 2R-CF (reported later).
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Figure 3.1: The neighborhood of points centered at P from which triplets are selected.

This neighborhood is illustrated in Fig. 3.1. Martin [46] suggested that using triplets
with all points as close as possible to P provides the best localization, but also noted
that considering points further from P can provide more accurate results. Based on
that recommendation, the triplets considered in our experiments on 2R-CF consist
of a mix of triplets formed from points that immediately neighbor P ((PH , P, PQ ),
(PI , P, PP ), (PM , P, PL ), and (PR , P, PG ) in Fig. 3.1) and points that contain one
point that immediately neighbors P and one point that is on an edge of the 5 × 5
neighborhood centered at P ( (PC , P, PQ ), (PE , P, PP ), (PX , P, PG ), (PL , P, PN ),
(PH , P, PV ), (PT , P, PI ), (PK , P, PM ), and (PA , P, PR ) in Fig. 3.1).

3.1.7

Comparisons of Methods for Surface Curvature Determination in
Range Images
A few prior studies of the accuracy of methods for determining surface cur-

vature in range images have been reported. One of those was done by Flynn and
Jain [19]. It compared five early methods for estimating principal curvatures based
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on experiments on both synthetic and real range data. Another study was done by
Krsek et al. [38]. It compared five methods (some for range images and some for
meshes) based on experiments on synthetic data.

3.2

Surface Curvature Determination in Volumes

In this section, a number of existing methods for determining surface curvature in volumes are discussed. Some of these methods have parameters that affect
the behavior of the methods (e.g., parameters to control the smoothing, continuity,
polynomial degree, convolution kernel size, or neighborhood size). For those methods, details on the parameter settings used in our experiments on them (reported
later) are also described. Each of the methods discussed here is denoted by a unique,
bold abbreviation prefixed with 2V-. This prefix indicates that the method is for
estimating surface curvature in volumes.

3.2.1

Taylor Expansion Convolution (2V-TE)
Kindlmann et al. [36] have described a method based on separable convolutions

that estimate first and second partial derivatives from which curvatures are ultimately
determined. It is denoted here as 2V-TE. The convolutions use filters based on
the Taylor Expansion and developed according to the framework of Möller et al.
[50]. The Möller et al. framework allows for designing filters capable of estimating
derivatives with a polynomial degree (commonly called accuracy) and continuity.
These parameters also influence the size of the kernels used for estimation.
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The 2V-TE method first applies the derivative estimation convolutions at
every data point in the volume to estimate the derivatives of f . Once the derivatives
are estimated, curvature is calculated using Eqs. 2.4 through 2.9.
The 2V-TE method has two parameters: the accuracy (i.e., polynomial degree) and continuity used for filter development. These parameters also influence
computation time due to altering the kernel size. In their tests of the 2V-TE method
on synthetic data, Kindlmann et al. [36] found that fourth order filters (with C 3 continuity) often produce excellent results. Following their approach, we have used C 3
continuous fourth order filters for our experiments on the 2V-TE approach (reported
later).

3.2.2

Gradient Structure Tensor (2V-GSTH, 2V-GSTI)
Rieger et al. [59] and Wernersson et al. [73] have described methods using

the Gradient Structure Tensor (GST). The initial processing steps of both methods
are identical, and for that reason the methods are described together in this section,
starting with the earlier Rieger et al. method.
The Rieger et al. [59] method is based on convolution with Gaussian derivative
kernels. It is denoted here as 2V-GSTH. The 2V-GSTH method first convolves
with Gaussian derivative kernels of standard deviation σg to estimate the gradient, ~g ,
at every point within the volume. Then, the method computes the GST, G = ~g~g T , at
every point in the volume. Next, the method convolves G with a Gaussian smoothing
kernel of standard deviation σT , giving a smoothed tensor Ḡ. The 2V-GSTH method
uses the eigenvectors, d~1 , d~2 , d~3 , of Ḡ to find (1) surface normal estimates (i.e., via d~1 )
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and (2) principal direction estimates (i.e., via d~2 and d~3 ). Since any nonzero scalar
multiple of an eigenvector of G is also an eigenvector of G, normal and principal
curvature directions may also be chosen as −d~1 , −d~2 , and −d~3 . The curvature is
found by measuring the directional change in

d~1 d~T
1
,
kd~1 k

a quantity that is linearly related

to the norm of the derivative of d~1 (and thus the norm of the derivative of the normal
vector, a second derivative quantity related to curvature). The 2V-GSTH method
measures the derivatives of this quantity in the principal directions, d~2 and d~3 , to
determine the magnitude of each principal curvature via:

d~1 d~T1
1
|κ1 | = √ ∇d~2
2
kd~1 k

and
F

d~1 d~T1

1
|κ2 | = √ ∇d~3
2
kd~1 k

(3.17)

,

(3.18)

F

where kkF denotes the Frobenius norm.
Finally, the 2V-GSTH method finds the sign of curvature via

sign (κi ) = sign (d~Ti+1 Hd~i+1 ), for i = {1, 2}.

(3.19)

The 2V-GSTH method estimates the Hessian, H, using convolution with Gaussian (second) derivative filters of standard deviation σH . Since the sign of curvature
depends upon the chosen normal direction, the sign could also be defined as:

sign (κi ) = -sign (d~Ti+1 H(f )d~i+1 ), for i = {1, 2},
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(3.20)

depending on the chosen normal direction (d~1 or −d~1 ). For our experiments using the
2V-GSTH method (reported later), we have used the formulation shown in Eq. 3.20
to ensure that the curvature signs for the 2V-GSTH method match the signs of all
other methods considered.
The Wernersson et al. [73] method is also based on the GST, but it avoids
estimating H. Wernersson et al. have observed that, in the presence of noise such
as in sensed or noise-added data, estimates of H tend to be inaccurate, and thus
using H to determine signs of curvature is unreliable. Based on their observation,
the Wernersson et al. method determines signs of curvature without requiring an
estimate of H. The method is denoted here as 2V-GSTI. The 2V-GSTI method
first computes Ḡ, ~n, d~2 , and d~3 (i.e., in the same way as the 2V-GSTH method). It
then computes two estimates, κ11 and κ12 for the sign and magnitude of κ1 :

κ11 = h(~q1 signh~n, ~q1 i), d~2 i and

(3.21)

κ12 = h(~r1 signh~n, ~r1 i), d~2 i,

(3.22)

where ~q1 and ~r1 are first eigenvectors (sorted by descending eigenvalue) of the GST
calculated at locations Q and R, respectively, which are defined with respect to the
point (u, v, w) as:

Q = (u, v, w) − d~2 and

(3.23)

R = (u, v, w) + d~2 .

(3.24)
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Since Q and R likely do not lie at sample points, the GST is interpolated at these
points. κ1 is then computed as the average of κ11 and κ12 .
κ2 is calculated analogously to κ1 .
The 2V-GSTH method has three parameters: σg , σT , and σH . In their tests
of the 2V-GSTH method, Wernersson et al. set σT = σH [73]. Following their
approach, we have used σT = σH = 1 for our experiments on the 2V-GSTH method
(reported later).
The 2V-GSTI method has two parameters: σg = 1 and the type of interpolation used to interpolate the GST at Q and R. Wernersson et al. [73] did not indicate
the type of interpolation they used. We have used σg = 1 and tricubic B-spline
interpolation for our experiments on the 2V-GSTI method (reported later).

3.2.3

Reduction to Planar Curves (2V-PCR)
Hladůvka et al. [33] have described a method that reduces the problem of

finding surface curvature within volumetric data to the problem of finding a set of
planar curves and determining the curvature of those planar curves via a mapping
to the Dupin indicatrix, from which principal curvatures can be found. The method
is denoted here as 2V-PCR. The method was originally developed to determine
curvatures of cylinder-shaped objects, but the approach is not limited to cylinders
and thus is considered here. At each point of interest P within the volume, the 2VPCR method estimates planar curves within the 3 × 3 × 3 neighborhood centered at
P. These planar curves lie in four planes passing through P. One such plane is the one
perpendicular to some axial direction (e.g., the x = u plane). The three other planes
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are oriented at successive 45◦ rotations (from the first plane) about a vector through
P (e.g., about an axial line x = u, z = w). These planes and the neighborhood of P
are illustrated in Fig. 3.2.
Each plane used by the method consists of a 3 × 3 set of grid points. Within
each of these four planar regions, the bilinear interpolant is formed. Because the
surface to which P belongs, which consists of all points in the volume with a value
equal to f (P), passes through the neighborhood centered at P, the method assumes
that the value f (P) occurs at a number of other locations within these bilinear interpolants. Next, the method defines unit circles centered at P in each of the four
planes, and two points on each unit circle where the bilinear interpolant achieves the
value f (P) are found. These points are denoted P1 to P8 . It is possible that two
intersection points do not exist within some planes; possibly there will be fewer than
8 such points.
Each triple of points (given by P and a unique pair of points from P1 , ..., P8 )
that is not collinear defines a circle within a plane. The i-th circle’s radius Ri =
|Ci − P|, where Ci is the circle center, is an estimate for the surface curvature at P;
y

P
x
z

Figure 3.2: 2V-PCR’s four bilinear interpolation planes. Each dot is a grid point.
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i.e., the curvature estimate is

1
.
R

The i-th circle’s curvature estimate is denoted κi .

For each triple of points, a surface tangent estimate at P, based on the normal of
the plane in which the triple of points lies, is then found. The i-th circle’s tangent
estimate is denoted χ
~ i . For each triple of points that is collinear, no circle can be
defined and thus no curvature estimate can be obtained. Instead, just a tangent
estimate is found from such triples of points.
Next, the curvature estimates given by the circles are used to determine the
principal curvatures. Since the planes in which the circles lie are not guaranteed to
be perpendicular to the surface, and since principal curvatures are measured within
planes perpendicular to the surface (i.e., the principal curvatures are normal curvatures), the curvature estimates given by the circles must be mapped to normal
curvatures before the principal curvatures can be determined. To map each circle
curvature to a normal curvature, first an estimate for the normal, ~n, at each point is
obtained by averaging cross products of each of the tangent estimates in its neighborhood. Once ~n is known, each plane curvature κi is mapped to a normal curvature,
κni , using Meusnier’s Theorem:

κni =

κi
,
cos φi

(3.25)

where φi is the angle between the normal of the plan in which the i-th circle lies and
~n.
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Each κni is then mapped to a point on the Dupin Indicatrix DI by the mapping:

~t
DI (~t) = p
.
|κni |

(3.26)

This map scales each unit tangent vector ~t to a point on the Dupin indicatrix [33].
Each of the points on the Dupin Indicatrix gives an equation of the form:

E2 x2i + 2F2 xi yi + G2 yi2 = sign(κni ),

(3.27)

where (xi , yi ) denotes the location of the i-th point in the interpolation plane. Solving
the system of these equations provides estimates for E2 , F2 , and G2 , the coefficients
of the second fundamental form [33, 72].
Principal curvatures (albeit unsigned) are finally found using the eigenvalues
of the matrix of the coefficients of the second fundamental form [33, 72]:




E2 F2 
.



F2 G2

(3.28)

There are no parameters for the 2V-PCR method.

3.2.4

B-Splines (2V-BS)
Soldea et al. [63] have described a method based on B-Spline fitting. The

method is denoted here as 2V-BS. The method directly uses the volume data as the
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coefficients for a trivariate B-Spline, fˆ. The form of that fitting is:

fˆ(u, v, w) =
Nu X
Nv X
Nw
X

(3.29)
f (i, j, k)Bi,su ,τu (u)Bj,sv ,τv (v)Bk,sw ,τw (w),

i=0 j=0 k=0

where the Bi,k,τ terms denote the i-th B-Spline blending function, of degree k, over
knot sequence τ . From fˆ, first and second order partial derivatives are calculated.
The 2V-BS method uses these estimated first and second order partial derivatives to calculate Gaussian curvature (K) and mean curvature (H) via novel formulations derived from the coefficients of the first and second fundamental forms [63]:

K = (2fu fv fuw fvw +2fu fw fuv fvw +2fv fw fvu fuw

(3.30)

−2fu fw fuw fvv −2fv fw fuu fvw −2fu fv fuv fww
2
2
+fu2 fvv fww +fv2 fuu fww −fu2 fvw
−fw2 fuv
)/(fu2 +fv2 +fw2 )2 ,

H = (2fu fv fuv + 2fu fw fuw + 2fv fw fvw − (fv2 + fw2 )fuu
3

− (fu2 − fw2 )fvv − (fu2 − fv2 )fww )/2(fu2 + fv2 + fw2 ) 2 .

(3.31)

κ1 and κ2 are then found from K and H.
The 2V-BS method has one parameter: the spline degree k. We have used
k = 3 for our experiments on the 2V-BS method (reported later).
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3.2.5

3D Deriche Filters (2V-DF)
Monga et al. [51] have described a method based on convolution with 3D

Deriche filters. Such filters are of particular interest because they can be implemented
as infinite impulse response (IIR) filters and thus can be implemented easily on some
hardware [11]. The method is denoted here as 2V-DF.
The filters used by the method are denoted here as fd0 , fd1 , and fd2 . The
method uses these three filters to smooth (fd0 ) and to estimate the first (fd1 ) and
second (fd2 ) derivatives. The method estimates derivatives by convolving the appropriate derivative estimation filter along the axis on which derivatives are to be
estimated and convolving the smoothing filter along the other axes. The filters are
defined as [51]:

fd0 (x) =c0 (1 + α|x|)e−α|x| ,

(3.32)

fd1 (x) = − c1 xα2 e−α|x| , and

(3.33)

fd2 (x) =c2 (1 − c3 α|x|)e−α|x| ,

(3.34)

where the scaling factors c0 , c1 , c2 , and c3 are defined by:

(1 − e−α )2
,
1 + 2e−α α − e−2α
3
−(1 − e−α )
c1 = 2 −α
,
2α e (1 + e−α )
c0 =

(3.35)
(3.36)

4

−2(1 − e−α )
, and
1 + 2e−α − 2e−3α − e−4α
(1 − e−2α )
c3 =
.
2αe−α
c2 =
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(3.37)
(3.38)

The α term controls the amount of smoothing. The optimal α value depends on
the amount of noise in the data as well as the derivative being estimated, and it
may differ for the first and second derivatives. Monga et al. [51] have noted that
smaller values for α are often required for second derivative estimates compared to first
derivative estimates, as greater smoothing is often required when estimating higher
order derivatives. Thus, an α value of α1 is used for the first derivative estimation and
an α value of α2 is used for the second derivative estimation. Once the derivatives
are estimated, curvature is calculated using Eqs. 2.4 through 2.9.
The 2V-DF method has three parameters: the two smoothing factors (α1 and
α2 ) and the size of the filters used for convolution. In all but one set of tests of the
method (reported later) we have used α1 = 6.5 and α2 = 5.0 and kernels of size 9.
For other tests, we have used other α values. The method is denoted 2V-DFα when
considering a specific α1 = α2 = α).

3.2.6

Catmull-Rom Splines (2V-CRS)
Kindlmann et al. [36] have described a method that uses Catmull-Rom splines

to estimate first and second derivatives for curvature determination. The method is
denoted here as 2V-CRS.
The 2V-CRS method estimates derivatives using Catmull-Rom splines and
determines curvature from these derivative estimates. The splines 2V-CRS uses
are based on Ferguson’s parametric cubic curves where the necessary tangents are
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estimated using a finite difference. The spline’s interpolating polynomial is:



P (t) = 1 t t2



Pi−1 




  P 
 i 
,
t3 M 


P 
 i+1 




Pi+2

(3.39)

where M is defined as:
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0
0
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0
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 2 −5 4 −1






−1 3 −3 1

(3.40)

The first and second derivatives of P (t) are used to determine curvature using Eqs. 2.4
through 2.9.
The 2V-CRS method has no parameters.

3.2.7

Comparisons of Methods for Surface Curvature Determination in
Volumes
Some prior studies of the accuracy of methods for determining surface curva-

ture in volumes have been reported. One of these was done by Rieger et al. [59]. That
study considered the accuracy of their gradient structure based curvature method
(2V-GSTI) and compared it with two existing methods for determining surface curvature in volumes. Another study was done by Wernersson et al. [73]. That study
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considered the accuracy of four curvature determination methods with a focus on
the impact of differing curvature formulations. That study did not consider differing approaches for estimating the derivatives used in conjunction with the curvature
formulations; all derivatives were estimated with Gaussian kernels.

3.3

Hypersurface Curvature Determination in Volumes

In this section, some existing methods for determining hypersurface curvature
determination in volumes are discussed. Because hypersurface curvature determination in volumes has been studied much less than has surface curvature determination
in volumes, a small number of methods are discussed in this section.

3.3.1

3D Deriche Filters
Monga and Benayoun [52] have described a method that first convolves with

3D Deriche filters [11] to estimate derivatives. It then computes curvatures based on
those derivatives using a formulation similar to the one in Eq. 2.11.

3.3.2

Trivariate Graph Mesh
Hamann [24] has described a method based on a local polynomial approxi-

mation of the data. The method requires a triangulation of the data points in the
volume as well as normal estimates.
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3.4

Surface Curvature Determination in Other Types of Data

In this section, a number of existing methods for determining curvature from
other types of data are discussed. Some of the methods developed in this dissertation’s research (presented later) are inspired by the methods discussed here. Our
experiments, reported later, also consider some of the methods discussed here. Some
details about the method parameter choices are also discussed here.
Methods for determining curvatures in point cloud data are especially of interest because such methods can often be easily adapted to operate on range images
by viewing each pixel location (u, v) as a point in a point cloud with the coordinates
(u, v, f (u, v)). Thus, each point in the range image is mapped to a point in a point
cloud.

3.4.1

Point Clouds (2R-MLS, 2R-CAN)
Yang and Qian [75] have described a method for point cloud data based on

curvatures of a moving least-squares (MLS) surface. The method, as applied to range
images, is denoted here as 2R-MLS.
The MLS method first projects each point of interest P to an MLS surface.
This projection is done by minimizing an energy function as a point Pp , not part of
the original point cloud but initially located at the same position as the point P, is
moved in the direction of ~nP , the normal at P. MLS uses closed form formulas to
directly compute H and K of the MLS surface at each Pp [75].
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We adapted MLS to range data to use grid points near each point of interest
P as the neighborhood. The MLS method uses the points in the neighborhood to
project Pp onto an MLS surface based on weighing each point in the neighborhood via
a Gaussian weighting function. The MLS method has three parameters: the neighborhood size, the parameter for the Gaussian weighting function (which impacts the
size of the Gaussian kernel used), and the normal estimation scheme used. For neighborhood size, we used 20, which means the 20 closest points in 3-space, a Gaussian
scale parameter of 3.7, and plane fitting to estimate normals in our experiments on
2R-MLS on range images (reported later).
Zhang et al. [78] have described a method for point cloud data based on chord
lengths and estimated normals. The method, as applied to range images, is denoted
here as 2R-CAN.
The CAN method computes a number of normal curvature estimates using
chord length and estimated normals at each point of interest P and each point Q in
the neighborhood of P. Normal curvature estimates at P are then used in a linear
regression based on Euler’s formula, and this linear regression is used to solve for the
principal curvatures.
We adapted CAN to range data to use grid points near each point of interest
P as the neighborhood. The CAN method has two parameters: the number of
neighboring points used and the method used to estimate normals. For neighborhood
size, we used 50, which means the 50 closest points in 3-space, and plane fitting to
estimate normals in our experiments on 2R-CAN on range images (reported later).
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Tong and Tang [71] have described a method for point cloud data based on
tensor voting. Their method conducts three passes of tensor voting. The first pass
obtains normal estimates, the second pass corrects for noise by pushing points toward
the likely surface location, and the third pass determines curvatures based on the
output of the first two passes.

3.5

Parallel Curvature Computation

Prior works have noted that determination of curvature is sometimes timesensitive (e.g., in visualization tasks where the visualizations should achieve an interactive frame rate) and introduced methods that reduce the time required for curvature
determination by using parallel computation. Some of these efforts to parallelize curvature determination exploit parallelism available on one or more CPUs, while others
exploit parallelism available on the graphics processing unit (GPU) using general purpose computing on the GPU (GPGPU). In this section, some existing methods for
determining curvature using parallel computation are discussed
Martins et al. [47] compared curvature determination methods for visualization
of seismic data using both a parallel CPU and a GPGPU approach. They observed
a substantial speedup of the GPGPU approach over the parallel CPU approach.
Others have previously used GPGPU approaches to achieve substantial speedups for
curvature determination on mesh data [23, 40, 56]. Parallel curvature methods have
also been used as part of a variety of curvature-based applications, including active
contour algorithms [77] and generation of features using the scale invariant feature
transform [30].
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3.6

Summary

In this chapter, a number of existing methods for determining surface curvature in range images and volumes were described. Additionally, some methods for
determining hypersurface curvature in volumes were described. A few methods for
finding curvature in other types of data, such as point clouds, were described (and
some of these methods are applicable for the types of data considered in this dissertation and will be considered in our comparative studies presented later). Regardless of
the type of data considered (range images, volumes, or another type of data) and the
types of curvatures to be determined (surface curvature or hypersurface curvatures),
the methods share many similarities. Many of them rely on estimation of derivatives using either convolution or surface fitting (though some methods utilize hybrid
or unique approaches), and some methods for different types of data even utilize the
same approach for estimating derivatives (e.g., B-Splines have been used to determine
surface curvature in both volumes and range images).
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CHAPTER 4

METHODS FOR AND STUDIES OF SURFACE CURVATURE
DETERMINATION IN RANGE IMAGES

This chapter presents (1) details of our methods developed in this dissertation
research (here forward “new methods”) for determining surface curvature in range
images, (2) studies of the accuracy of such methods and of prior methods, (3) studies
of method run times, and (4) studies of some range image tasks that utilize curvature and the impact, on those tasks, of the curvature method used. These studies
additionally consider some of the point cloud methods previously presented in Section 3.4.1.
Due to space constraints, figures in this chapter refer to each method using its
previously defined abbreviation excluding the 2R- prefix.

4.1

New Methods for Curvature Determination in Range Images

In this section, four methods for determining curvature in range images, developed as part of this dissertation research effort, are described. (These methods were
previously published as part of this dissertation research effort [27].) Two of these
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methods estimate derivatives via surface fitting and two of them estimate derivatives
via convolution.

4.1.1

Using B-Splines Without Fitting (2R-SBS)
The first of these methods is motivated by two observations made during our

testing of existing methods: (1) the 2R-BSF method described in § 3.1.1 is among
the most accurate for some data, but (2) its fitting operation is computationally
expensive. This first new method, denoted 2R-SBS, strives for high accuracy at lower
computational expense by directly using the range image as the B-Spline coefficients,
thus avoiding the expensive linear regression step of 2R-BSF. A similar approach
was previously used in volume data by Soldea et al. [63], but this dissertation research
is, to our knowledge, the first adaptation of the strategy to range images.
The 2R-SBS method uses as many B-Spline control points as the dimensions of the input range image, and the input data directly provides the B-Spline
coefficients. The B-Spline formulation is:

fˆ(u, v) =

N
u −1 N
v −1
X
X
i=0

f (i, j)Bi,k (u)Bj,k (v),

(4.1)

j=0

where fˆ provides a continuous approximation of f , the range image. Bi,k indicates
the i-th B-Spline blending function of degree k (we have used k = 3). The 2R-SBS
method uses the derivatives of the continuous function fˆ for curvature determination
(via Eqs. 2.2 and 2.3).
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4.1.2

Determination via Taylor Expansion Convolution (2R-TE)
One inherent source of possible error in some existing determination methods is

their use of low-degree polynomial convolution kernels or surface fittings. The second
new method, denoted 2R-TE, finds curvature using partial derivatives estimated by
convolution with separable filters derived from the Taylor Expansion. These separable filters follow the work of Möller et al. [50] and are generated according to specified
accuracy and continuity parameters, allowing for arbitrary polynomial degree fitting.
While many existing curvature determination methods fit quadratic or simpler surfaces, potentially resulting in reduced accuracy when considering higher polynomial
degree surfaces, the convolution kernels chosen for our 2R-TE method have C 3 continuity and fourth order accuracy and thus can exactly reconstruct polynomials of
degree three or less. The first derivative filter, as generated via the framework of
Möller et al. [50], is:

2.0 1.0
1.0 2.0
,
, 0.0, − ,
}.
12.0 3.0
3.0 12.0

(4.2)

1.0 1.0 17.0 5.0 17.0 1.0
1.0
,
,
,− ,
,
,−
}.
24.0 6.0 24.0 3.0 24.0 6.0 24.0

(4.3)

{0.0, −

The second derivative filter is:

{0.0, −

Kindlmann et al. [36] previously used these filters when considering curvature in volume data, noting that they produce excellent derivative estimates. To
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our knowledge, the 2R-TE method is the first one to use these filters to determine
curvature in range images.
The method obtains first and second derivative estimates via convolution with
each of these filters in each axial direction and then uses these derivative estimates
for curvature computation using Eqs. 2.2 and 2.3. Unlike some convolution-based
methods that require convolution along both axis even when estimating derivatives
along a single axis, our 2R-TE method requires convolution only along the axis with
respect to which derivatives are being estimated.

4.1.3

Determination via 3D Deriche Convolution (2R-DF)
The third new method, denoted 2R-DF, finds curvature using partial deriva-

tives estimated by convolution with Deriche filters. Deriche filters are attractive
filters for estimating derivatives because (1) they feature a smoothing parameter to
tune accuracy in the presence of noise, and (2) they can be recursively implemented as
infinite impulse response (IIR) filters, which makes them relatively easy to implement
on some hardware [11]. These filters have been used previously to estimate curvature
in volume data by Monga et al. [52], but, to our knowledge, the use here is their first
employment to determine curvature in range images.
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The 2R-DF method is based on the Deriche filters, fd0 , fd1 , and fd2 :

fd0 (x) = − c0 (1 + α|x|)e−α|x|

(4.4)

fd1 (x) = − c1 xα2 e−α|x|

(4.5)

fd2 (x) =c2 (1 − c3 α|x|)e−α|x| ,

(4.6)

with scaling factors, c0 , c1 , c2 , and c3 , defined as in Eq. 3.35. fd0 provides smoothing,
while fd1 and fd2 provide estimates of the first and second derivatives, respectively. In
order to estimate, for example, fu , the 2R-DF method convolves a filter sampled from
fd1 along the u direction of the range image and convolves a filter sampled from fd0
along the v direction. Mixed partials and second derivatives are found using the same
approach. For the 2R-DF method, the filters used are discretized ones of length 9
(i.e., the filters are samplings of fd0 , fd1 , and fd2 at 9 locations). After derivatives are
estimated via convolution, the method uses these estimates to compute the curvature
using Eqs. 2.2 and 2.3.
The α values for filter generation may vary depending on data noise and the
derivatives to be estimated. Increasing α performs less smoothing. Thus, large α
values tend to work well for noise-free data, while smaller α values are needed for noisy
data. Henceforth, α1 and α2 will be used to denote the smoothing parameter used
when generating filters used in estimation of first and second derivatives, respectively.
(Most of our applications of the 2R-DF method used α1 = 3.0 and α2 = 1.0).
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Figure 4.1: Catmull-Rom spline interpolation illustration. (Interpolation is along
the u and v directions.)

4.1.4

Determination via Catmull-Rom Splines (2R-CRS)
The fourth new method, denoted 2R-CRS, determines curvature using Catmull-

Rom (C-R) splines. C-R splines are attractive because they (1) do not require any
expensive fitting process and (2) are guaranteed to pass through the control points
(cf. B-Splines). 2R-CRS uses the range image as the control points, and the C-R
splines are thus guaranteed to pass through each point in the range image.
2R-CRS finds curvature using the first and second derivatives of C-R interpolating polynomials. Such polynomials have the form:



P (t) = 0.5 1 t t2

 

2
0
0  A
0

 

 
 B 
 −1 0
1
0

 

   , 0 ≤ t ≤ 1,
t3 
 
 2 −5 4 −1  C 

 

 

 
−1 3 −3 1
D

(4.7)

where A, B, C, and D are the values of f at four points in a 1D neighborhood, with
P (0) = B and P (1) = C.
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The use of C-R splines is inspired by Kindlmann et al.’s [36] use of them to
determine curvature in volume data for direct volume rendering. To our knowledge, CR splines have not previously been used for curvature determination in range images.
Fig. 4.1 illustrates C-R splines. In this illustration, each dot is a sample point.
The point of interest, P, is located at f (u, v). The other 15 points are points in P’s
neighborhood.
In the 2R-CRS method, a 4×4 neighborhood of any point of interest is used to
estimate the derivatives needed to determine curvature. For example, fu is estimated
from the spline fit to u axis-direction (range) data points in the neighborhood of P
(i.e., using A = f (u−1, v), B = f (u, v), C = f (u+1, v), and D = f (u+2, v)), specifically by evaluating P 0 (0). fv is similarly obtained using a spline fit to v axis-direction
data points in the neighborhood of P. For the second derivatives, the processes are
identical except that P 00 (0) is evaluated instead of P 0 (0). For mixed partials, four udirection C-R splines are first formed (as exhibited by the four horizontally oriented
curves in Fig. 4.1). Then, P 0 (0) is evaluated for each spline to provide four fu values.
Next, a v-direction C-R spline is fit on these u-direction values and P 0 (0) is evaluated,
providing an estimate for fuv . The 2R-CRS method then uses the set of derivative
estimates to compute the curvature using Eqs. 2.2 and 2.3.

4.2

Experiments and Results

In this section, a series of quantitative and qualitative tests of curvature determination accuracy are presented. For comparison purposes, the tests consider the
new methods versus the six classic, existing range image determination methods (de53

(a) M-L

(b) Ball1

(c) Ball2

(d) Parabo

(e) Array

Figure 4.2: Renderings of M-L, Ball1, Ball2, Parabo, and Array, normalized for
display.

scribed earlier in § 3.1) and the 2R-MLS and 2R-CAN methods for point clouds
(described earlier in § 3.4.1). Run times and present some analyses of accuracy are
also presented in this section.
First, tests of accuracy on synthetic and real images are reported. Because the
range image generating function is known, synthetically generated datasets provide a
“ground truth” baseline to determine the accuracy of determined curvatures. Those
tests compare the accuracy of each method based on the average absolute error in each
of κ1 and κ2 . (For methods producing H and K natively, κ1 and κ2 are determined
from the natively produced H and K.) In addition to these accuracy tests, curvatureenhanced 3D renderings of a real dataset are also presented (to illustrate the impact
each method has on one curvature application). An analysis of a simple classification
task using curvature values from each method is presented as well.
All of the methods considered operate directly on the range image rather than
on a derived mesh. The motivation for direct operation is two-fold: (1) operating on
a derived mesh may limit curvature determination accuracy [71], and (2) operations
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Figure 4.3: Mean absolute κ1 (dark green) and κ2 (light blue) error for the 0◦ (top
left), 45◦ (top right), and 90◦ (bottom) oriented Cylinder. Bars which appear to be
absent represent a value of (or very near) 0. Assumed prefix: 2R-. * denotes new
method.

done directly on sensed data can often be easily implemented in hardware (e.g., for
real-time operation).

4.2.1

Synthetic Data Accuracy Quantification
The synthetic range images used in the experimental testing include instances

of a single cylinder (in three orientations), a hyperbolic paraboloid, and a surface
that varies sinusoidally. Some tests also used a Gaussian noise-added range image of
these latter two surfaces.
The cylinder has a radius of 170. The range images of it were generated at a
size of 128 × 128 samples. The image denoted Cylinder0 contains a cylinder parallel
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to the x axis. The image denoted Cylinder45 contains a cylinder parallel to the line
x = y. The image denoted Cylinder90 contains a cylinder parallel to the y axis. The
cylinder’s principal curvatures, which follow from its definition, are:

κ1 =

1
; κ2 = 0.
170

(4.8)

The hyperbolic paraboloid (henceforth denoted HP) images were generated at
a size of 512 × 512 using the function:

f (u, v) = uv,

(4.9)

where f (u, v) denotes the depth at each point (u, v). The mean and Gaussian curvatures of this hyperbolic paraboloid are:

H(u, v) = −

uv

, and

(4.10)

K(u, v) = −(1 + u2 + v 2 )−2 .

(4.11)

3

(1 + u2 + v 2 ) 2

The sinusoidally varying surface images were created using a function originally
defined by Marschner and Lobb [45] (henceforth the M-L function), which has been
previously used in other testing domains. That function is:
√
(1 − sin(πw/2) + β(1 + ρ( u2 + v 2 )))
f (u, v, w) =
− 0.5,
2(1 + β)
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(4.12)

where ρ is given by:

ρ(s) = cos(2πfM cos(

πs
)).
2

(4.13)

We used β = 0.25 and fM = 6, following [45]. The M-L function is trivariate (i.e., it
produces a volume). A level 0 isosurface was generated from the volume and, from
that, a 256 × 256 range image in which each image point records its distance to the
isosurface was generated. A rendering of that image is shown in Fig. 4.2 (left). The
actual curvatures of the M-L function were determined based on derivatives (found
using the Sage mathematics software [66]) calculated at each point.

4.2.1.1

Noise-Free Cylinder Accuracy

In Fig. 4.3 the mean absolute error results for Cylinder0, Cylinder45, and
Cylinder90 are presented. Locations near the edge of the dataset (i.e., within 10
pixels) were not considered, as the convolution masks used by some methods extend
outside the data bounds at such locations.
For these simple noise-free cases, all methods have fairly low error. This is not
surprising since there is no noise and the shape of the object is a relatively simply
quadratic. 2R-TE exhibits the lowest error for κ1 determination. 2R-DN and 2RDF exhibit the lowest error for κ2 determination. Error for both κ1 and κ2 are
highest for 2R-DE, 2R-CF, 2R-MLS, and 2R-CAN. Most methods have higher
error for κ2 on Cylinder45 than on Cylinder0 or Cylinder90, likely due to the fact
that many methods rely on axially directed quantities, but the cylinder in Cylinder45
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is not axially aligned (unlike Cylinder0 and Cylinder90). Unlike the Cylinder0 or
Cylinder90 case, the estimated partial derivatives are not 0 in either direction, and
thus the estimated minimum curvature magnitude is larger than 0. This suggests
that, while curvature is rotation-invariant, the quality of curvature determination
when working with discrete data may be impacted by object orientation.

4.2.1.2

Noise-Free Hyperbolic Paraboloid Accuracy

In Fig. 4.4 (left) the mean absolute error results for the noise-free HP image
are presented. Again, locations near the edge of the dataset were not considered.
Here, 2R-CRS is best, achieving an error of exactly zero for both κ1 and κ2 .
The 2R-BSF, 2R-LR, 2R-OP, 2R-SBS, and 2R-TE methods again have lower
error levels than other methods. Also, like the cylinders datasets, the 2R-DE, 2RCF, 2R-MLS, 2R-DN, and 2R-CAN methods have the highest errors, although
in this case the difference between the best and worst methods is substantially larger.
2R-CAN in particular has a very high average error due to some locations having
very large curvature values (likely due to an ill-behaved system of equations during
the linear regression step).
Unlike the cylinders datasets, here error performance is generally similar for
both κ1 and κ2 . This outcome is likely due to one curvature always being zero with
cylinders, resulting in a substantial difference in magnitude between κ1 and κ2 ; HP,
in contrast, has smaller differences between κ1 and κ2 .
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Figure 4.4: Mean absolute error in κ1 , κ2 for HP dataset without (left) and with
(right) noise (σ = 0.50). Assumed prefix: 2R-. * denotes new method.

4.2.1.3

Noise-Added Hyperbolic Paraboloid Accuracy

Methods were additionally tested on an HP range image corrupted with Gaussian noise (µ = 0; σ = 0.5). Again, locations near the edge of the dataset were not
considered. In Fig. 4.4 (right) the mean absolute error results for this noise-added
HP image are presented.
Errors here tend to be much larger than in the noise-free case. 2R-OP and
2R-LR have the smallest errors (they both perform well for this particular dataset
with and without noise). 2R-BSF also has low errors on this dataset (both with and
without noise), but not as low of errors as 2R-OP and 2R-LR. In contrast, 2RDF is average in accuracy on the noise-free dataset, but it is among the best when
noise is present. 2R-CF is worst; it has higher errors on both the noise-added and
noise-free dataset. 2R-CRS, which has the lowest error on the noise-free dataset,
is about average for this noise-added dataset. The remaining methods have roughly
comparable results for this noise-added dataset.
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Figure 4.5: Mean absolute error in κ1 , κ2 for noise-added HP dataset for combinations of 2R-CRS using estimated and exactly computed derivatives. Bar labels
identify which exactly computed derivatives were used (while all other derivatives
were estimated using the 2R-CRS method’s estimates).

A series of tests to determine the primary sources of error for each method
when operating on this noise-added data was also performed.
The first of these tests consisted of computing the error in various quantities
estimated by each method (e.g., the error in first derivatives, second derivatives, or
mixed partials) and finding the statistical correlation of this error with the level of
error present in the resulting determined curvatures. In the tests, it was found that,
for those methods that directly use estimated derivatives and evaluate Eqs. 2.2 and
2.3 (i.e., the 2R-BSF, 2R-LR, 2R-DF, 2R-OP, 2R-SBS, 2R-TE, and 2R-CRS
methods), total absolute error in κ1 and κ2 appears to be more strongly correlated
with total error in the second/mixed partial derivative estimates (Pearson correlation
coefficient of about 0.2) than with total error in the first derivative estimates (Pearson
correlation coefficient of about 0.002). That is, more of the error in the determined
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curvatures appears to be due to errors in estimation of the second and mixed partial
derivative quantities than to errors in estimation of the first derivatives.
The second of these tests consisted of replacing each method’s estimated mixed
partials and second derivatives with exactly computed ones and analyzing the change
in error in curvature. Many methods exhibited substantially lower curvature error
levels in such cases, as expected. In another test, which consisted of replacing each
method’s estimated first derivatives with exactly computed ones, the reduction in
error levels was much smaller compared to the tests in which the mixed partials and
second derivatives were replaced. Fig. 4.5 presents a subset of these experiments (for
2R-CRS – the others tested behaved similarly). The figure presents curvature errors
for the noise-added HP dataset for various combinations of estimated and exact values
for fu , fv , fuv , fuu , and fvv . (E.g., the bars labeled “None” show the error levels in κ1
and κ2 when using the 2R-CRS method’s estimated values for all derivatives, and
the bars labeled “fu , fv ” show the error levels when using exact (true) values for fu
and fv and 2R-CRS estimates for all other derivatives.) The lowest error is achieved
when using exact values for fuv , fuu , and fvv .
Tests to determine the primary sources of error for each method were also
performed on those methods that do not compute curvature based on Eqs. 2.2 and
2.3. In those tests, various estimated quantities used by each method were replaced
with exactly computed quantities. For the 2R-MLS method, which uses estimated
normals to project each data point onto an MLS surface, the tests revealed that error
drops substantially when exactly computed normals are used, and thus a substantial
amount of error in curvature determination for the 2R-MLS method is due to er61
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Figure 4.6: Mean absolute error in κ1 , κ2 for M-L dataset without (left) and with
(right) noise (σ = 0.01). Assumed prefix: 2R-. * denotes new method.

rors in normal estimation. The 2R-CAN method similarly benefits from the use of
exact normals. The 2R-DE method, which uses first and second derivatives in four
directions to estimate directional curvatures, which are in turn used for curvature determination, also exhibits an improvement in the quality of curvature determination
when using exactly computed directional derivatives. This hints that 2R-DE could
be improved by the use of a higher quality compass operator. In contrast, 2R-DN,
which determines curvature from the change in normal direction in a neighborhood
about a point, does not benefit much from using exactly computed normals; use of
a higher quality normal estimator is unlikely to improve 2R-DN. Even with the improvements brought on by the use of exactly computed derivatives, many of these
methods are outperformed by 2R-OP. 2R-MLS, 2R-CAN, 2R-DE, and 2R-DN,
even with the use of exactly computed derivative quantities, perform more poorly
than 2R-OP, even when 2R-OP uses estimated derivative quantities.
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4.2.1.4

Noise-Free Marschner-Lobb Accuracy

In Fig. 4.6 (left) the mean absolute error results for the noise-free M-L images
are presented. Again, locations near the edge of the dataset were not considered.
The shape of this data proves more difficult for curvature determination, which
is unsurprising as it is a more complex model (the Cylinders and HP range images
can be modeled exactly as quadratics, but M-L is sinusoidal). Consequently, methods
capable of exactly fitting more complex shapes, like the three methods capable of
fitting cubic surfaces, perform best: 2R-TE has the smallest errors, followed by the
two B-Spline methods, 2R-BSF and 2R-SBS.
In Fig. 4.7 (left), visualizations of error levels in maximum and minimum
curvature throughout the M-L range image are presented for 2R-OP. The figure
uses blackness to indicate high error, with yellow indicating low error. The method
exhibits higher error at the locations of peaks and valleys in the data, while error
elsewhere is relatively low. Other methods generate a similar pattern where errors
are larger at peaks and valleys. In Fig. 4.8, visualizations of mean curvature (H)
at each point in the M-L image are presented. A color scale is used to indicate
mean curvature. Fig. 4.8(a) shows a visualization of actual curvature. Fig. 4.8(bd) shows visualizations of curvatures from several methods. The 2R-TE result is
visually similar to the actual result. The 2R-OP result is also similar, except that
the highest and lowest curvature areas (in the peaks and valleys) do not reach the
full maximum and minimum. 2R-MLS exhibits low mean curvature everywhere,
resulting in a loss of detail.
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Figure 4.7: Locations of high (black) and low (yellow) error in κ1 for noise-free (left)
and noise-added (right) M-L datasets (2R-OP method).

(a) Actual

(b) *2R-TE

(c) 2R-OP

(d) 2R-MLS

- 0 +

Figure 4.8: Mean curvature at each location in the noise-free M-L dataset mapped
to a color. High curvature is green/yellow and low curvature is pink/purple. Images
generated using curvatures determined by actual, exact solutions in (a) and by 2RTE, 2R-OP, and 2R-MLS in (b-d). * denotes new method.
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4.2.1.5

Noise-Added Marschner-Lobb Accuracy

Additionally each method was tested on an M-L range image corrupted with
Gaussian noise (µ = 0; σ = 0.01). Error results for this noise-added image are
presented in Fig. 4.6 (right). For every method, the error is larger than for the noisefree data, reflecting the challenges of noise for the estimators. The 2R-OP, 2R-LR,
2R-DE, 2R-CAN, and 2R-DF methods exhibit the smallest errors here, which is
in contrast to the noise-free case, where those methods were not among the best. 2RSBS and 2R-TE, which had relatively high accuracy for the noise-free M-L dataset,
here have relatively low accuracy. 2R-CRS and 2R-CF have relatively low accuracy
in both the noise-free and noise-added cases.
One reason that 2R-DF, 2R-OP, 2R-MLS, and 2R-CAN are among the
lowest in accuracy when there is no noise but among the best in accuracy when there is
noise is that these methods all incorporate some kind of smoothing component as part
of their processing. (E.g., one of the 2R-OP’s filters performs a simple neighborhood
averaging, and 2R-MLS’s projection to an MLS surface has a smoothing effect.)
These tests here suggest that for noise-free data a smoothing component is often
detrimental to curvature accuracy. When noise is present, however, smoothing tends
to reduce the impact of the noise and increase accuracy. Further, this smoothing
has a larger negative impact on datasets with more fine details (i.e., data with high
frequency features have those features filtered out by the low-pass smoothing filter).
For instance, the impact of smoothing is more significant for the M-L dataset trials
than for the HP dataset trials. In all tests here, no pre-process smoothing was used.
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In Fig. 4.7 (right), a visualization of error levels in κ1 , determined by 2R-OP,
throughout the noise-added M-L range image is presented. The highest errors are
typically in the peaks and valleys. Some additional errors are distributed elsewhere
due to the noise. While Fig. 4.7 (right) only shows the distribution of errors for
the 2R-OP method, other methods have similarly distributed errors. In Fig. 4.9, a
color-coded visualization of the mean curvature at each point in the noise-added M-L
data is presented for several methods. The 2R-DE image contains noticeable random
noise, however the 2R-DE method seems to have preserved the most detail at peaks
and valleys. The 2R-TE image is poor and substantially worse than the 2R-TE
image for the noise-free case. The 2R-OP image is similar to the 2R-OP image
for the noise-free case, though it does not preserve some details and contains some
random noise. The 2R-MLS image again tends to have lower curvature magnitudes
everywhere, resulting in a loss of detail.

4.2.2

Real Data Accuracy Quantification
Next, our accuracy quantification experiments on real data are presented.

For these experiments, four real range images are used. The first two range images considered, Ball1 and Ball2, contain balls of known radius (for which actual
curvatures are readily determined). These images are from Ohio State’s SAMPL
database (http://sampl.eng.ohio-state.edu, now obtainable via Wayback Machine at
http://archive.org). Ball1 has radius 3.5 inches. Ball2 has radius 3 inches. The
images were captured with a Technical Arts 100X range scanner and then resam-
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(a) 2R-DE

(b) *2R-TE

(c) 2R-OP

(d) 2R-MLS

- 0 +

Figure 4.9: Mean curvature at each location in the noise-added M-L dataset mapped
to a color. High curvature is green/yellow and low curvature is pink/purple. Images
generated using curvatures determined by (a) 2R-DE (b) 2R-TE (c) 2R-OP (d)
2R-MLS. * denotes new method.

pled to an isotropic grid with the SciPy Python library using linear interpolation. A
rendering of the resampled data is shown in Fig. 4.2(b and c).
The third real image considered, Parabo, contains a paraboloid printed with
a MakerBot Replicator 2 3D printer (layer height 0.2mm, 2 shells), based on a 3D
model from Thingiverse [35]. The generating formula for the paraboloid was:
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z = 5.09−2 (x2 + y 2 ).

(4.14)

The object was imaged with a Microsoft Kinect v2. It is also shown in Fig. 4.2(d).
The fourth real image used in our tests, Array, contains an array of six objects
and was also imaged with a Kinect v2. It consists of a metal cylinder (diameter
51mm), two polished stone balls (diameters 51mm and 57mm), a bowling ball (diameter 217mm) resting atop a segment of PVC cylinder (diameter 128mm), and a
cardboard cylinder (diameter 80mm). It is shown in Fig. 4.2(e).
For our tests, absolute error in curvature was determined for each image point
that was on the surface. For the Ball1 and Ball2 datasets, all points on the surface
were automatically located by selecting all the non-zero points. For Parabo and Array,
points corresponding to the objects’ surfaces were manually selected. Summarizing
averages of errors on Ball1, Ball2, Parabo, and Array are reported for the four new
and eight existing methods in Figs. 4.10 and 4.11.
For Ball1, the 2R-MLS, 2R-CAN, and 2R-OP methods have the smallest
error, followed by 2R-DN, 2R-DF, and 2R-LR. For Ball2, the 2R-DF, 2R-MLS,
2R-CAN, and 2R-OP methods have the smallest error, followed by 2R-LR. The
2R-CRS method has the highest error. On Parabo, the 2R-CAN and 2R-MLS
methods have the lowest error, followed by 2R-OP and 2R-DF. Again, the 2RCRS method has the highest error, followed closely by 2R-CF. Finally, for Array,
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Figure 4.10: κ1 and κ2 absolute error means for Ball1 (left) and Ball2 (right).
Assumed prefix: 2R-. * denotes new method.
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Figure 4.11: κ1 and κ2 absolute error means for Parabo (left) and Array (right).
Assumed prefix: 2R-. * denotes new method.

the relative order of each method in terms of accuracy is similar to the other real
images (although 2R-CF is much worse here).
An additional test that simulated data dropout (randomly, with 0.25 to 1
percent dropout), a common type of error in range scanners, was performed on the
Ball1 dataset. In those test results, which are not elaborated here, the 2R-CF, 2RMLS, and 2R-CAN methods were most resilient to dropouts. In addition, in those
test results, these methods experienced smaller increases in error as the amount of
dropouts increased (than did the other methods).
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4.2.3

Curvature-based Rendering Quality
Some 3D graphics rendering modes have used curvature to enhance shape

depiction. Those types of renderings integrate a curvature-based scaling component
into existing illumination models [1]. Here, curvature determination method impact
on renderings of the Stanford bunny range image [65] produced by such rendering
modes are reported. In those Stanford bunny renderings, curvature was used to scale
the diffuse component of the standard Phong illumination model, as was done in [1].
The bunny was also rendered without using curvature, to establish a baseline. To
further enhance the shape depiction, both types of renderings used unsharp masked
normals in the illumination computation (also as reported in [1]). All renderings were
produced in the Meshlab software [9] using a custom shader.
Fig. 4.12 shows cropped renderings of the Stanford bunny, including a rendering that does not use curvature at all (in (a)) and renderings that use the 2R-BSF,
2R-DF, and 2R-CAN methods for curvature-based shape depiction (in (b-d)). Relatively speaking, the renderings produced using 2R-DF and 2R-CAN curvatures
help to improve details on the bunny’s upper torso and face, including the whisker
indentations and eye socket (indicated by green arrows). In contrast, the rendering
using curvature values from the 2R-BSF method is inferior to the others, with much
detail actually hidden by the curvature-based scaling. (2R-TE, 2R-CF, 2R-CRS,
and 2R-SBS were similarly poor.) 2R-OP and 2R-LR were on par with 2R-DF
and 2R-CAN while 2R-MLS, 2R-DE, and 2R-DN were somewhat worse.
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(a) No curvature

(b) 2R-BSF

(c) *2R-DF

(d) 2R-CAN

Figure 4.12: Stanford bunny renderings without curvature-based scaling and with
curvature-based scaling using 2R-BSF, 2R-DF, and 2R-CAN. Arrows indicate
areas where curvature impact is most observable. * denotes new method.

4.2.4

Curvature-based Object Discrimination Quality
Next, discrimination tasks based on curvature that were performed for the

research are reported. Such discrimination tasks can be useful as part of a contentbased retrieval system [8]. The tasks used two scenes, with each scene containing a mix
of cylindrical, planar, and spherical objects of various sizes. Due to the variation in
scene object sizes, each object has a unique set of principal curvature values associated
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Figure 4.13: Photograph of simple scene used for object discrimination tests on
Kinect v2.

with it, and thus each object can be discriminated from others in the scene via
curvature. For these evaluations, each curvature method was applied to range images
of each scene, and each method’s ability to discriminate among the objects in the
scene based on curvature values was then determined.
Our first object discrimination evaluation used a Kinect v2 range image consisting of two cylinders of distinct constant curvature, configured and labeled as shown
in Fig. 4.13. A previous study on data from the Kinect v1 noted the need for smoothing [7] when using that sensor for curvature-based tasks. (That previous work used a
bilateral smoothing filter for the smoothing.) For the object discrimination task using
the Kinect v2 range image, we used a Gaussian smoothing filter for the smoothing.
We chose this over the bilateral filter, as it is similar to a bilateral filter with the
exception of blurring edges [55], and the task here does not benefit from edge preservation. (Edge points were excluded in our tests here, so the behavior of the smoothing
at edges has no impact.) In the evaluation, curvatures were found at every point in
the smoothed Kinect v2 range image using each of the twelve methods. The pixels
making up the objects in the image were marked, and we selected a reference point
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within each object. For each of the twelve sets of curvature results, the following
procedure was done. First, the curvature values at the reference point for each object
were used to provide reference curvature values for the object. Next, the locations
of the 100 curvature values most similar (based on forming a vector consisting of κ1
and κ2 at each point and computing the Euclidean distance of these vectors) to the
reference curvature values were found (excluding points at object boundaries). Then,
using the previously marked object boundaries, it was determined which of the objects each of the 100 locations belongs to. In the ideal case, all 100 of the locations
would belong to the object from which the reference point was taken. In practice,
some confusion occurred (i.e., one or more locations that did not belong to the object
from which the reference point was taken were included in this set of 100 locations).
So long as the number of points that belong to the reference object is larger than the
number of points that belong to any other object in the scene, the object is said to
be correctly classified.
In Fig. 4.14, the confusion matrices for one method that exhibited low levels of
confusion (2R-CAN) and one method that exhibited average levels of confusion (2RDF) are presented. Each column header indicates from which object the reference
point was selected, and each cell in the row indicates the percentage of the 100 most
similar curvature values that were located on the object indicated on the object
indicated by the row header at the left.
The 2R-BSF, 2R-SBS, 2R-CRS, 2R-DE, 2R-TE, and 2R-CAN methods
exhibited the least confusion. For these methods, all 100 points were located on the
correct object when using the reference points for both C1 and C2.
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Figure 4.14: Confusion matrices for 2R-CAN (left) and 2R-DF (right) methods for
first object discrimination evaluation. Green indicates correct classification achieved
for object of interest (i.e., that the most common classification is the correct one).
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Figure 4.15: Photograph of more complex scene used for object discrimination tests
with the NextEngine scanner.

The 2R-OP, 2R-DN, 2R-LR, 2R-DF, and 2R-MLS methods exhibited
only slightly more confusion. For these methods, the majority of points were located
on the correct object for both C1 and C2 (i.e., both objects were correctly classified),
though some points were located on other objects.
Additionally, a more complex object discrimination task using the more upmarket NextEngine 3D Scanner Ultra HD, which exhibits higher resolution and lower
noise than the Kinect sensor, was performed. The scene for this evaluation contained
five spheres, B1, B2, B3, B4, and B5 (with diameters of 62.7mm, 51.2mm, 40mm,
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Figure 4.16: Confusion matrix for 2R-CAN on the more complex scene scanned
with the NextEngine. Green marking indicates that the most common classification
is correct; red indicates the most common classification is not correct.

29.1mm, and 15.6mm, respectively), and five cylinders, C1, C2, C3, C4, and C5 (with
diameters of 89.5mm, 60.2mm, 33.6mm, 15.8mm, and 7.7mm, respectively), as shown
in Fig. 4.15. We smoothed the resulting range image identically to the Kinect v2 image described above, and the task here follows the same procedure as described in
the Kinect v2 experiment.
The 2R-OP, 2R-SBS, 2R-CRS, 2R-DE, 2R-DN, and 2R-LR methods
exhibited the least confusion. For those methods, the majority of the 100 most
similar points were located on the reference object except in the case of B5. For
four of these methods (2R-SBS, 2R-CRS, 2R-DN, 2R-LR), over 90 percent of
the most similar points were located on the reference object for 8 of the 10 objects.
No methods correctly classified B5, likely due to its small size resulting in a relatively
small number of pixels in the depth image. In this task, all methods were able to
correctly classify the majority of objects
The methods that exhibited only slightly more confusion were 2R-BSF (incorrectly classified B5 and C2), 2R-TE (incorrectly classified B5 and C4), 2R-DF
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(incorrectly classified B5 and C4), 2R-MLS (incorrectly classified B5 and C2), and
2R-CAN (incorrectly classified B5 and C4). The confusion matrix for the 2RCAN method, which was among the best in the simple Kinect scene but is relatively
mediocre here, is presented in Fig. 4.16.

4.2.5

Parameter Selection
As noted in Section 3.1, many curvature determination methods have one or

more parameters that can be tuned. The chosen values for these parameters affect
method accuracy (sometimes substantially). Here, we report on the effects of the
parameters on determined curvature accuracy. The effects studied were for (1) kernel
size (for 2R-LR and 2R-OP), (2) α1 and α2 smoothing parameters (for 2R-DF),
and (3) neighborhood size and the Gaussian parameter (for 2R-MLS). For 2R-DF,
we varied only the smoothing parameters (but not kernel size) since 2R-DF is most
sensitive to them. The effects of each of these parameters was determined using each
method to determine curvatures within the HP dataset (with and without noise) and
determining the change in curvature accuracy as each parameter value was varied.

4.2.5.1

Kernel Size

Results for the experiments in varying the kernel size are shown in Fig. 4.17
(left). Here, kernel sizes of 3, 5, 7, and 9 were used. These experiments were done on
the HP dataset at a range of noise levels. For readability, only 2R-OP’s κ1 error is
presented. The error in κ2 is similar.
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Figure 4.17: Absolute errors at various parameter and noise values, κ1 , for 2R-OP
(left) and 2R-DF (right), HP dataset.

When noise is present, larger kernel sizes appear to provide better accuracy
(although at a cost of longer run times). When no noise is present, small kernel sizes
seem to offer higher accuracy. As noted previously, 2R-OP implicitly performs a
linear regression, so 2R-LR performs nearly identically.

4.2.5.2

α1 and α2 Smoothing Parameters

Results for the experiments in varying the smoothing parameters of the 2RDF method are shown in Fig. 4.17 (right). Here, six combinations of smoothing
parameters were used. These combinations are ones that had lower errors, either for
specific datasets or overall.
As noise increases, use of smaller α values tends to be prudent; large α values
exhibit large amounts of error when noise is present but small amounts of error when
the data is noise-free.
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σM,N

Figure 4.18: Absolute errors at various parameter and noise values, κ1 , for 2RMLS, HP dataset.

4.2.5.3

Neighborhood Size and Gaussian Parameter

Results for the experiments in varying the neighborhood size and Gaussian
parameter of the 2R-MLS method are shown in Fig. 4.18. Here, five combinations
of neighborhood size and Gaussian parameter were used.
The Gaussian parameter appears to impact accuracy more than the number of
neighbors does, and the parameter sets with smaller Gaussian parameters are better
at every noise level. This behavior is likely due to the fact that all points considered
lie on the same surface, and consequently the better localization provided by a smaller
Gaussian parameter is beneficial for measuring local surface properties. However, if
the Gaussian parameter σM is too small and the points are far apart, it may be
impossible to compute the curvature as all neighbors will have a weight of zero (e.g.,
with σM = 0.9 and noise level at σ = 3.0). For all tests, any unavailable curvatures
values were replaced with 0.
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Table 4.1: Run times (seconds) for methods for three datasets, trimmed means. *
denotes new method.
Method
2R-BSF
2R-LR
2R-OP
2R-DE
2R-DN
2R-CF
2R-MLS
2R-CAN
*2R-SBS
*2R-TE
*2R-DF
*2R-CRS

4.2.6

Cylinder0
7.61
0.18
0.02
0.01
0.08
0.15
1.53
1.03
0.01
0.01
0.02
0.02

Ball1
40.38
0.42
0.04
0.03
0.19
0.31
3.33
2.40
0.03
0.02
0.04
0.04

HP
1882.73
2.88
0.31
0.30
1.42
2.00
27.56
17.54
0.22
0.21
0.31
0.33

Run Time Results
Next, experiments on method run times are reported. The parameters used

for each method matched those in Sections 3.1 and 4.1. The runs were done on a
computer with an Intel Core i5-2310 CPU and 8GB of RAM running GNU/Linux.
All implementations were single-threaded and compiled with gcc using the “-O2”
optimization level.
Results are reported as trimmed means (on 10 runs, with the slowest and
fastest run discarded) and are shown in Table 4.1 for the Cylinder0, Ball1, and HP
datasets.
For the synthetic Cylinder0 image, most methods completed in well under
a second. 2R-DE, 2R-SBS, and 2R-TE completed fastest and took 0.01 seconds.
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2R-BSF, 2R-CAN, and 2R-MLS took substantially longer than all the others. For
the real 189 × 203 Ball1 image, 2R-TE is fastest, followed by 2R-SBS and 2R-DE.
For the larger synthetic noise-free HP image, most methods completed in under 3 seconds. Of the classical methods, 2R-DE was fastest. The new 2R-TE
and 2R-SBS methods completed faster; they were about 1.4 times faster than 2RDE. (Results for the noise-added HP image, not included here, were similar with
the exception of 2R-CF. 2R-CF was slower, likely slower because it performs less
computation on collinear triplets of points, and the noise-free HP image has many
collinear triplets. However, when noise is present, far fewer triplets are collinear.)
It appears 2R-BSF, 2R-CAN, and 2R-MLS are substantially slower than
the other methods, however 2R-MLS and 2R-CAN are both robust to noise. The
new 2R-DF similarly is robust to noise (with carefully chosen α parameter values),
and it is among the fastest methods tested.

4.3

Summary

In this chapter, four new methods to determine curvature in range images were
presented. Two of these methods determine curvature using derivatives estimated
via convolution, and two of them determine curvature using derivatives estimated
via surface fitting. Additionally, the performance (both in terms of accuracy and
run time) of each new curvature determination method was evaluated along with six
existing methods for range images and two existing methods for point clouds. The
methods studied are briefly summarized in Table 4.2.
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Table 4.2: Summary of methods for surface curvature determination in range images.
* denotes new method.
Method
2R-BSF
2R-LR
2R-OP
2R-DE
2R-DN
2R-CF
2R-MLS
2R-CAN
*2R-SBS
*2R-TE
*2R-DF
*2R-CRS

Method of Operation
B-spline surface (with fitting)
Linear regression surface fitting
Convolution with orthogonal polynomials
Convolution with directional kernels
Difference in normals
Circle fitting
Projection to moving least squares surface
Chord and normal
B-spline surface (without fitting)
Convolution with Taylor expansion kernels
Convolution with Deriche kernels
Catmull-Rom spline surface

The comparative studies here suggest that the new 2R-DF method is fast and
robust when considering noisy data. The 2R-OP, 2R-LR, 2R-DE, 2R-DF, 2RCAN, and 2R-MLS methods also performed accurately on noisy data. The studies
here also suggest that, when considering noise-free data, the new 2R-TE method is
excellent in terms of both run time and accuracy.
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CHAPTER 5

METHODS FOR AND STUDIES OF SURFACE CURVATURE
DETERMINATION IN VOLUMES

This chapter presents (1) details of our methods developed in this dissertation
research (here forward “new methods”) for determining surface curvature in volumes,
(2) studies of the accuracy of such methods and of prior methods, (3) studies of
method run times, (4) studies of some volume tasks that utilize curvature and the
impact, on those tasks, of the curvature method used, (5) details of GPGPU realizations (developed in this research) of such methods that achieve substantial speed up
of the two most time consuming methods identified in the studies of run times, and
(6) studies of the run times of these GPGPU realizations. (N.B., except for these
GPGPU studies in § 5.3, all other described methods and results are on the CPU).
Due to space constraints, figures in this chapter refer to each method using its
previously defined abbreviation excluding the 2V- prefix.

5.1

New Methods for Curvature Determination in Volumes

In this section, two methods developed in this dissertation research effort for
determining curvature in volumes are described. (These methods were previously

82

published as part of this dissertation research effort [25,26,29].) One of these methods
estimates derivatives via convolution to find curvature, and the other uses a hybrid
approach to find curvature. A third method, a variant approach of the convolutionbased method, is also briefly described.

5.1.1

Determination via Orthogonal Polynomials (2V-OP)
The first new method, the orthogonal polynomials method, denoted 2V-OP,

uses partial derivatives estimated by convolution with kernels sampled from orthogonal polynomials. As stated earlier (Chapter 3), such a convolution implicitly performs
least squares fitting, and this method thus achieves results identical (to within machine precision) to that of fitting a quadratic using linear regression to the same
data points. However, using convolution was found to be faster than using a linear
regression variation of the approach (denoted 2V-LR), and it is thus the variation
primarily considered here. (Run times for 2V-OP and 2V-LR are considered later.)
In the 2V-OP method, derivative estimation kernels of odd size N are generated according to the three functions, b0 , b1 , and b2 , previously mentioned in Section 3.1.3 (more details about these functions are in [6]). Applying the b0 kernel
performs smoothing. Applying the b1 kernel generates estimates of the first derivative. Applying the b2 kernel generates estimates of the second derivative.
Using these kernels, estimated partial and mixed partial derivatives of f are
found. Specifically, to find fi , i ∈ {u, v, w}, the 2V-OP method (1) convolves in the
i direction with the discrete kernel resulting from sampling b1 and (2) convolves in
each of the other two directions with the discrete kernel resulting from sampling b0 .
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Moreover, to find fij , i, j ∈ {u, v, w} and i 6= j, the method (1) convolves in the i
and j directions with the discrete kernel resulting from sampling b1 and (2) convolves
in the other direction with the discrete kernel resulting from sampling b0 . Lastly, to
find fii , i ∈ {u, v, w}, the method (1) convolves in the i direction with the b2 kernel
sampling and (2) convolves in the other directions with the b0 kernel sampling. Once
all necessary derivatives are estimated through this process, the principal curvatures
are calculated using Eqs. 2.4 through 2.9.
The 2V-OP method is motivated by Besl and Jain’s [6] approximation of
partial derivatives in range images using separable convolution kernels based on a
local quadratic surface model [19].
The only parameter for the orthogonal polynomials method is the kernel size,
N . In all but one set of tests of the method, reported later, we have used N = 7.
We chose this parameter based on tests on noise-free and noisy data. (Using smaller
parameter sizes (3 or 5) sometimes produces moderately better results on noise-free
datasets, but when noise is present, these smaller parameter sizes sometimes result
in substantially worse results. As such, N = 7 was chosen as a middle ground.)
Henceforth, this method is denoted 2V-OP (or 2V-OPN when a specific kernel size
N is being considered, such as in the § 5.2.3 tests).

5.1.2

Estimation via Difference of Normals (2V-DN)
The second new method, denoted 2V-DN, finds discrete differences in normals

(DN) within a neighborhood about the point of interest. Thus, only normal estimates

84

are required (i.e., there is no need to explicitly estimate second derivatives or mixed
partials).
The 2V-DN method finds curvature from a point of interest, P, toward a
point Q as:

κp,q =

k~np −~nq k
× −s(P, Q),
kP − Qk

(5.1)

where Q is a point in the N × N × N neighborhood of P, and ~np and ~nq are estimates
of normals at P and Q, respectively, and

s(P,Q) =





1 if kP−Qk ≤ k(~np +P)−(~nq +Q)k

(5.2)




−1 otherwise.

The 2V-DN method estimates the normals using the first derivative filters described
in § 3.2.1. These derivative filters were chosen because they have been previously
studied and found to produce good results for estimation of derivatives in volumetric
data [36]. After estimating the normals, the 2V-DN method finds the principal
curvatures at each P by taking the maximum and minimum of all κP,Q .
The 2V-DN method is motivated by Hoffman and Jain’s [34] strategy to find
curvature in range images by evaluating the magnitude of the difference of normals
from one position to its neighbors in a 2D neighborhood. We use an inverse of their
curvature’s sign to be consistent with the coordinate system and the other methods.
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It is possible that P and Q may not belong to the same surface, producing
an improper curvature measure. Hoffman and Jain [34] noted this issue in applying
DN in range images, where they resolved the issue by ignoring points within the
neighborhood that do not belong to the same surface as the point of interest. Likewise,
our 2V-DN method excludes points where |f (P) − f (Q)| > , where  is a parameter
of the method. (N is also a parameter.)
Choosing the proper  can be non-trivial. If it is too small, too many points
may be excluded, and finding curvature at some locations may not be possible. If 
is too large, accuracy may suffer due to inclusion of points which do not lie on the
same surface as P. In all but one set of the tests reported later, we have used N = 5
and have varied  dynamically. Specifically, for each point within the volume,  was
set to the smallest value that allows the eleven points (in the neighborhood) whose
values are closest to f (P) to be included. (N.B., in § 5.2.3, tests using variant N and
 values are presented.)

5.2

Experiments and Results

In this section, examinations of method accuracy and run times are described.
First, the datasets considered in these examinations are reported. Next, tests of
accuracy are reported. Those tests are based on the average absolute error in each of
the principle curvatures. For some methods, additional experiments to explore how
accuracy and run time changes as method parameters vary are also reported. Except
for these experiments with varying parameter values, each method’s parameter values
are as in their descriptions in § 3.2 and § 5.1. Finally, a number of curvature-based
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direct volume renderings are presented to illustrate the impact each method has on
one common curvature application in volumes.

5.2.1

Datasets
Here, the datasets used in the accuracy experiments are described. These

datasets consist of a mix of relatively simple (polynomial) data, more complex (sinusoidal) data, and real data.

5.2.1.1

Synthetic Datasets

Because the volume generating function is known, synthetically generated
datasets provide a “ground truth” baseline to determine the accuracy of determined
curvatures. The tests here consider the accuracy of each method on five classes of
such datasets, each containing data of increasing polynomial complexity (from a simple quadratic polynomial volume up to a sinusoidal volume). Volumes were generated
based on each class, and curvatures were then determined using each method on both
noise-free and noise-added versions of each volume. In the noise-added case, Gaussian noise was added with a standard deviation equal to 1 percent of the standard
deviation of the dataset in the region of interest (z slices 55 to 95). Renderings of
isosurfaces from four of the five classes of volumes are presented in Fig. 5.1.
Three of the volume generating functions used produce volumes that can be
exactly locally fit using polynomials, and as a result most methods would be expected
to be successful on them.
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Figure 5.1: Isosurfaces of Spheres (top left, isovalue 0.25), Genus3 (top right, isovalue 0), ML (bottom left, isovalue 0), and Flower (bottom right, isovalue 0).

The first, called Spheres, contains spheres generated using the quadratic function:

f (x, y, z) = (x2 + y 2 + z 2 ) = r2 ,
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(5.3)

where r is radius. For it, the principal curvatures are [22]:

1
κ1 = κ2 = − .
r

(5.4)

The formula was sampled on a 256×256×256 grid with each axis in the range [0, 255],
resulting in a volume containing values ranging from 0 to 195075. These values were
then normalized to the range [0, 1] (to have a common range for all synthetic datasets).
Expected curvatures for this dataset, over the region of interest, exhibit a minimum
magnitude of 0.0023 and a maximum magnitude of 0.07.
The second, called Genus3, contains a genus three surface at isovalue 0. It is
generated using the polynomial function [74]:

y
x
f (x, y, z) = [1 − ( )2 − ( )2 ][(x − 3.9)2 + y 2 − 1.44]
6
3.5
(x2 + y 2 − 1.44)[(x + 3.9)2 + y 2 − 1.44] − 256z 2 .

(5.5)

The formula was sampled in the range [−3, 3] on a 256 × 256 × 256 grid, resulting in
a volume containing values ranging from −1.08 × 106 to 1130.34. Like the Spheres
dataset, the range was scaled to size 1. Expected curvatures for this dataset, over
the region of interest, exhibit a minimum magnitude of 2.41 × 10−8 and a maximum
magnitude of 11.43.
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The third, called SixPeaks, contains a surface with six teardrop shaped objects
at isovalue 0. It is generated from the polynomial function [74]:

2

4

f (x, y, z) = (3x2 − y 2 ) y 2 − (x2 + y 2 ) − z 3 − 0.001z.

(5.6)

The formula was sampled in the range [−1, 1] on a 256 × 256 × 256 grid, resulting in
a volume containing values ranging from −13 to 1.11. The range was scaled to size 1.
Expected curvatures for this dataset, over the region of interest, exhibit a minimum
magnitude of 1.77 × 10−11 and a maximum magnitude of 2.12.
The fourth and fifth volume generating functions produce volumes with more
complex, sinusoidal surfaces. Unlike the other datasets, a local, exact fit using polynomials is not possible for these volumes (and, thus, these volumes likely pose more of
a challenge for estimation). The fourth, called Flower, contains a surface resembling
a flower at isovalue 0. It is generated from the function (represented in spherical
coordinates) [74]:

f (r, θ, φ) = sin(3θ)sin(4φ) − r.

(5.7)

The formula was sampled in the range [−1, 1] on a 256 × 256 × 256 grid, with each
location converted to spherical coordinates and then evaluated, resulting in a volume containing values ranging from −2.19 to 0.94. The range was scaled to size 1.
Expected curvatures for this dataset, over the region of interest, exhibit a minimum
magnitude of 9.18 × 10−10 and a maximum magnitude of 21.35.
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The fifth volume is generated from a function originally defined by Marschner
and Lobb [45] (henceforth, the ML function) that has been used previously in other
testing domains (e.g., in reconstruction [10], volume rendering [18], and sampling
[69]). This function is of particular interest because it is known to be band-limited
and useful for testing reconstruction kernels [45]. The ML function has the form:

p
(1 − sin(πz/2) + β(1 + ρr ( x2 + y 2 )))
− 0.5,
f (x, y, z) =
2(1 + β)

(5.8)

where ρr is given by:

ρ(r) = cos(2πfM cos(

πr
)).
2

(5.9)

In the experiments reported here, we used β = 0.25 with fM = 6, which Marschner
and Lobb chose because it placed a significant amount of the function’s energy near
the Nyquist frequency when sampled on a 40×40×40 grid in the range [−1.0, 1.0] [45].
For our experiments, we sampled the function on a 256 × 256 × 256 grid with range
[−1.0, 1.0], resulting in an oversampled volume containing values ranging from −0.5 to
0.5. (Oversampling was used as it allows examination of a more ideal case.) Expected
curvatures for this dataset, over the region of interest, exhibit a minimum magnitude
of 1.72 × 10−08 and a maximum magnitude of 299.33.
For the ML, Genus3, SixPeaks, and flower datasets, the Sage mathematics software was used to find symbolic derivatives, and these derivatives were then evaluated
in C++ code to compute the expected curvatures.
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5.2.1.2

Real Datasets

The real datasets used here are (1) a lung CT phantom from the FDA [21]
containing a number of balls of known diameter; (2) a commercially manufactured
CT phantom (Catphan 500) containing a number of cylinders of known diameter;
and (3) a PET phantom based on the NEMU NU-2 IQ phantom [12] containing a
number of fillable spheres. Our experiments considered two balls in the FDA dataset:
a ball of diameter 40mm in the “left” half of the dataset (denoted FDAL) and a ball
of diameter 20mm in the “right” half of the dataset (denoted FDAR). Additionally,
one cylinder of diameter 8mm was considered in the Catphan 500 dataset (denoted
CATP). Finally, the experiments considered one fillable sphere of 22mm in the PET
dataset (denoted PET). The FDA phantom and the PET phantom datasets were
obtained from The Cancer Imaging Archive (http://cancerimagingarchive.net/).
The Catphan 500 dataset was obtained from CRP Henri Tudor (http://www.santec.
lu/project/optimage/samples).
Our tests only considered spheres and cylinders since their curvatures are
known.

5.2.2

Accuracy Results
While some of the methods tested are capable of determining curvature any-

where within the volume, others are limited to grid points. Thus, the experiments
reported here examined accuracy only at grid points, allowing a common comparison. Additionally, points near the edge of the dataset were not considered in these
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Figure 5.2: Per-z-slice average absolute errors in κ1 for subsets of noise-free and
noise-added (σ = 0.0013) Spheres datasets. Error bars show standard error. Assumed
prefix: 2V-. * denotes new method.

comparisons, as these points tended to exhibit artificially high error due to many
convolution filters extending beyond the edge of the dataset.

5.2.2.1

Basic Dataset

In Fig. 5.2(a) the average absolute errors in κ1 for a (representative) subset
of cross-sectional slices (i.e., z-slices) of the noise-free Spheres dataset are shown in
log scale. The symbology used in the figures is also shown. The error behavior of
each method varies only slightly between slices, and the subset shown in these figures
is thus representative of the overall behavior of each method. Fig. 5.3(a) shows the
average absolute errors in κ1 over the whole noise-free dataset as a blue line. Later
error results in this section are presented comparably.
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Figure 5.3: Global average absolute errors in κ1 and κ2 for Genus3 (bars) and in κ1
for Spheres (blue lines). Assumed prefix: 2V-. * denotes new method.

Error results for both κ1 and κ2 are very similar, likely due to the symmetry
of the Spheres data, and to conserve space here only the results for κ1 are presented.
Most methods exhibit extremely low error, with 2V-BS, 2V-OP, 2V-TE, and 2VCRS best. Thus, for simple quadratic noise-free volumes such as this one, most any
curvature determination method is sufficient. 2V-PCR, however, has markedly worse
errors than the other methods, most likely due to its assumption that the surfaces to
be estimated are cylinder-shaped.
The 2V-DN, 2V-GSTH, 2V-GSTI, and 2V-DF methods exhibit low error,
but not at the very lowest levels. For 2V-GSTH and 2V-GSTI, the GST smoothing
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Figure 5.4: Per-z-slice average absolute errors in κ1 for subsets of noise-free and
noise-added Genus3 (σ = 0.00053) and SixPeaks (σ = 0.00045) datasets. Error bars
show standard error. Assumed prefix: 2V-. * denotes new method.
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step that is part of both methods may be the cause of the higher error. While
smoothing can be beneficial when noise is present, for these noise-free cases smoothing
may be a cause of reduced accuracy. For 2V-DN, it is noteworthy that κ1 error is
slightly higher than κ2 error. Since all the curvatures in this dataset are defined to be
negative (as noted in Eq. 5.4), this may imply that, for Spheres, the 2V-DN method
tends to under-estimate the magnitude of some curvatures within the neighborhood.
Thus, when the maximum curvature is chosen out of all computed curvatures within
the neighborhood, the curvature with the largest value is the one which has the lowest
estimated (i.e., most under-estimated) curvature magnitude.
In Fig. 5.2(b), a κ1 error plot for a subset of the noise-added version of the
Spheres dataset is shown. For the plot, Gaussian noise (µ = 0 and σ = 0.0013)
was added prior to the curvature determination, and no pre-process or post-process
smoothing was performed. (The line plot in Fig. 5.3(b) shows the average absolute
error in κ1 and κ2 over the whole noise-added Spheres dataset.)
Compared to the noise-free case, errors here are (unsurprisingly) worse. The
2V-GSTH and 2V-GSTI methods, both of which were not among the best methods
in the noise-free case, are both among the best here. 2V-OP does well in both the
noise-free and noise-added cases. 2V-DN, 2V-TE, and 2V-BS, all of which were
among the best in the noise-free case, do relatively poorly here. 2V-CRS is worst.
Results from 2V-PCR were not competitive and are not presented; in many locations
within this dataset (and all other datasets considered henceforth), 2V-PCR failed
to produce results at all, due to its interpolation not finding enough points to solve
the system of equations. All methods exhibit notably higher error levels in the noise96
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Figure 5.5: Global average absolute errors in κ1 and κ2 for SixPeaks. Assumed
prefix: 2V-. * denotes new method.

added case. Thus, even for a relatively simple quadratic volume such as this one,
noise should be expected to markedly decrease curvature estimation accuracy.
However, in the noise-added case, a pre-process smoothing can greatly improve
the quality of the determined curvatures. The line overlays in Figs. 5.3(c) and 5.3(d)
show the results of curvature determination on the noise-added dataset when a preprocess Gaussian smoothing is used at two different smoothing levels. Even the
lower level smoothing (σS = 1) shows a dramatic reduction in error in determined
curvatures, while also causing all methods to exhibit similar levels of error, with
2V-GSTI, 2V-GSTH, and 2V-OP still best. As the smoothing level increases
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(σS = 3), error levels are further reduced and methods all exhibit very similar error
levels. This suggests that, for this dataset and the parameter values chosen for the
curvature determination methods, a pre-process smoothing is essential to achieve the
best results when noise is present.

5.2.2.2

Other Mathematical Datasets

The other synthetic datasets are described next.
Genus3
Figs. 5.4(a) and 5.3(a) present errors for the noise-free Genus3 dataset.
Error levels are higher here compared to noise-free Spheres, and this is unsurprising given the higher polynomial degree of the data. Several methods are among
the best for both datasets, including 2V-TE (which is best here) and 2V-DF. Again
2V-DN, 2V-GSTH, and 2V-GSTI exhibit higher error levels than other methods.
Here, though, 2V-CRS error is high. 2V-OP also has high error.
Figs. 5.4(b) and 5.3(b) present errors for a noise-added version of the Genus3
dataset. For these plots, Gaussian noise (µ = 0 and σ = 0.00053) was added prior to the
curvature determination. No pre-process or post-process smoothing was performed.
As in the noise-added Spheres case, 2V-GSTH, 2V-GSTI, and 2V-OP are
the three best methods. While the accuracy of all methods degraded in this noiseadded case, the two GST-based methods degraded much less than the other methods.
Figs. 5.3(c) and 5.3(d) present errors on the noise-added data when a preprocess smoothing is used. Pre-process smoothing greatly improved the quality of
the determined curvatures for this noise-added data.
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Figure 5.6: Per-z-slice average absolute errors in κ1 for subsets of noise-free and
noise-added (σ = 0.0013) Flower datasets. Error bars show standard error. Assumed
prefix: 2V-. * denotes new method.

SixPeaks
Figs. 5.4(c) and 5.5(a) present errors for the noise-free SixPeaks dataset.
Again, 2V-TE and 2V-DF have lower error levels and 2V-DN, 2V-GSTH,
and 2V-GSTI exhibit higher error levels than other methods.
Figs. 5.4(d) and 5.5(b) present errors for a noise-added version of the SixPeaks
dataset. For these plots, Gaussian noise (µ = 0 and σ = 0.00045) was added prior to
the curvature determination.
Again, 2V-GSTH, 2V-GSTI, and 2V-OP are the three best methods for
the noise-added dataset.
Figs. 5.5(c) and 5.5(d) present errors on the noise-added dataset when preprocess Gaussian smoothing is paired with each method. Results for two levels of
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Figure 5.7: Global average absolute errors in κ1 and κ2 for Flower (bars) and in κ1
for ML (red lines). Assumed prefix: 2V-. * denotes new method.

smoothing are shown. Pre-process smoothing greatly improved the quality of the
determined curvatures in the noise-added case. In another experiment on the SixPeaks
volume (not shown here), we found that 2V-TE, which is among the best performers
on the noise-free SixPeaks dataset, and 2V-OP, which is among the best performers
on the noise-added SixPeaks dataset, achieve nearly identical accuracy on the noiseadded SixPeaks dataset (σ = 0.00045) when 2V-TE is paired with a pre-process
smoothing of σS = 1.5. For noise-free and two higher noise level SixPeaks datasets
(σ = 0.0007 and σ = 0.0045), we found that 2V-TE produced good results on the
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Figure 5.8: Per-z-slice average absolute errors in κ1 for subsets of noise-free and
noise-added (σ = 0.00084) ML datasets. Error bars show standard error. Assumed
prefix: 2V-. * denotes new method.

noise-free dataset when paired with the smoothing. On the higher noise level datasets,
2V-TE paired with the smoothing produced more accurate results than 2V-OP.
Flower
Figs. 5.6(a) and 5.7(a) present errors for the noise-free Flower dataset.
Error levels here are substantially higher than in the prior noise-free cases.
Unlike those datasets, the Flower volume cannot be exactly modeled by a polynomial.
As such, no polynomial-based local fitting will exactly match the data. Here, 2V-TE
is best. 2V-DF and 2V-BS also have low error levels. 2V-DN, 2V-GSTH, and
2V-GSTI exhibit higher error levels than other methods.
Fig. 5.6(b) and 5.7(b) present errors for a noise-added version of the Flower
dataset. For these plots, Gaussian noise (µ = 0 and σ = 0.0013) was added prior to
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the curvature determination. 2V-GSTH, 2V-GSTI, and 2V-OP are the three best
methods when noise is present.
Figs. 5.7(c) and 5.7(d) present errors on the noise-added dataset when preprocess Gaussian smoothing is paired with each method. Results for two levels of
smoothing are shown. Pre-process smoothing greatly improved the quality of the
determined curvatures for this noise-added data. In another experiment on the Flower
volume (not shown here), we found that 2V-TE, which is among the best performers
on the noise-free Flower dataset, and 2V-OP, which is among the best performers on
the noise-added Flower dataset, achieve nearly identical accuracy on the noise-added
Flowers dataset (σ = 0.0013) when 2V-TE is paired with a pre-process smoothing
of σS = 1.5. For noise-free and two higher noise level Flower datasets (σ = 0.002 and
σ = 0.013), we found that 2V-TE produced good results on the noise-free dataset
when paired with the smoothing, but, at the two higher noise levels, 2V-OP produced
more accurate results than 2V-TE paired with the smoothing.
Marschner-Lobb
Figs. 5.8(a) and 5.7(a) present errors for the noise-free ML dataset.
Here, the 2V-TE method exhibited much lower error than other methods.
Like Flower, ML cannot be exactly modeled by a polynomial, and consequently methods tend to have higher error here.
Figs. 5.8(b) and

5.7(b) present errors for noise-added version of the ML

dataset. For experiments reported in these plots, Gaussian noise (µ = 0 and σ =
0.00084) was added prior to the curvature determination.
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Here, 2V-OP exhibits lowest error. 2V-OP and the two GST-based methods
degraded the least in the presence of noise, with each exhibiting almost the same
error level as in the noise-free case. Overall, methods that include a smoothing filter
as part of their processing (2V-OP, 2V-GSTH, 2V-GSTI) do better.
Like other datasets tested, this one benefits from a pre-process smoothing when
noise is present. In the line overlays in Figs. 5.7(c) and 5.7(d), average absolute errors
in curvature determination are shown when a single pre-process Gaussian smoothing
is applied at two different levels (σS = 1.00 and σS = 3.00). From the figures, it is
apparent that a pre-process smoothing reduces error levels for many methods, with
those methods not incorporating a smoothing filter improving and those methods
that incorporate a smoothing degrading. At the σS = 1.00 smoothing level, the
2V-BS, 2V-TE, and 2V-DF methods are the most accurate. Errors increase at
the σS = 3.00 level, suggesting possible over-smoothing. Thus, while smoothing can
increase curvature determination accuracy, the smoothing level must be appropriate
for the noise level present in the data and the method parameters used.

5.2.2.3

Real Data

Fig. 5.9 reports the average errors for κ1 and κ2 for experimental tests on
the real datasets. In these experiments, error was calculated only for points that
lie along the surface of the object of interest, since actual curvature is known only
at those points. The observed errors were approximately in line with results on
noise-added synthetic data; methods employing smoothing (2V-OP, 2V-GSTH,
2V-GSTI) generally were better than others. 2V-OP, 2V-GSTH, and 2V-GSTI
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Figure 5.9: κ1 and κ2 error averages along the surface of various objects. Assumed
prefix: 2V-. * denotes new method.

exhibited the three lowest average errors for each real dataset tested. 2V-TE was
generally among the worst. Of the three best methods, 2V-GSTH was most often
the best at κ1 determination, exhibiting lower error than either 2V-GSTI or 2VOP for about 48 percent of the surface points. However, 2V-GSTI was most often
the best at κ2 determination, exhibiting lower error than either 2V-GSTI or 2VOP for about 44 percent of the surface points. 2V-OP was best for (1) about 23
percent of the points when determining κ1 and (2) about 21 percent of the points
when determining κ2 .

5.2.3

Parameter Value Selection
Many of the methods discussed in § 3.2 and § 5.1 have parameters, like con-

volution kernel size, that allow them to be tailored for the data being considered.
Here, an analysis of how parameter value impacts curvature determination accuracy
for a selection of methods and datasets using (i) noise-free data and (ii) noise-added
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data is presented. More detailed analysis of the impact of kernel size in estimation of
derivatives can be found in works of Mellado et al. [49] and Levallois et al. [42].

5.2.3.1

Noise-Free Data

Fig. 5.10 presents average absolute error levels in determined curvature when
methods are applied to the noise-free Spheres (left) and ML (right) datasets with some
common parameter value choices. In this chart, the parameters are listed underneath
the method name to conserve space. For example, 2V-OP3 is listed as

2V-OP
.
3

In

the case of 2V-DN, the first parameter listed is M and the second expresses the
number of points kept by the dynamically varying  parameter. As before, points
near the dataset edges are not considered. Here, errors were averaged over the whole
dataset. Since the GST-based methods are most useful on noise-added data, they are
not considered here.
For the relatively simple Spheres dataset, kernel size does not seem to appreciably impact results, probably due to the local similarity of all neighborhoods within
the dataset. For the 2V-DF method, larger α values (10 or larger) provide substantially reduced error compared to smaller α values (7 or less). For the noise-free
ML dataset, the smaller kernel trials generally exhibited higher accuracy than larger
kernel trials (and with a lower computational cost). The 2V-DF method’s accuracy
on this dataset does not seem to change appreciably when the α values are varied.
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Figure 5.10: Noise-free κ1 and κ2 absolute error averages for a variety of parameter
settings for OP, DN, and DF (Spheres(L) and ML(R). Assumed prefix: 2V-.

5.2.3.2

Noise-Added Data

Fig. 5.11 presents average absolute error levels in determined curvature when
methods are applied to the noise-added ML dataset (σ = 0.01) with some common
parameter value choices. Again, to conserve space, parameters are listed beneath
the method abbreviation, and points near the dataset edges are not considered. The
errors are averaged over the whole dataset. In contrast to the noise-free case, trials on
the larger kernels generally exhibited higher accuracy than those on smaller kernels,
at least until the kernel size exceeded some level. Thus, larger kernel sizes often yield
more accuracy when the data contains noise, while smaller kernel sizes often yield
more accuracy when there is no noise in the data. Fig. 5.12 shows average absolute
error levels for the 2V-GSTH and 2V-GSTI methods at a variety of parameter
values. Small values tend to result in larger error, likely due to insufficient smoothing. In general, errors level out after parameters reach a value of about 1.0, hinting
that for this particular dataset this is a sufficient level of smoothing. 2V-GSTH
exhibits relatively low error levels with all parameters set identically, but in many
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Figure 5.11: Noise-added κ1 and κ2 absolute error averages for a variety of parameter
settings for OP, DN, and DF (ML, σ = 0.01). Assumed prefix: 2V-.
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Figure 5.12: Noise-added κ1 and κ2 GST-based methods absolute error averages for
a variety of parameter settings (ML, σ = 0.01). Assumed prefix: 2V-.

cases choosing a larger σH and σT reduces error. The reduction of error due to selection of larger σH and σT is unsurprising as Hessian estimation is generally viewed as
extremely sensitive to noise. 2V-GSTI similarly exhibits relatively low error levels
with both parameters set identically, but again choosing a larger σT reduces error in
many cases.
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Figure 5.13: Noise-added κ1 and κ2 for various methods at parameter values giving
similar neighborhood / kernel sizes (ML, σ = 0.01). Assumed prefix: 2V-.

Fig. 5.13 presents average absolute error levels in determined curvature (on
this noise-added dataset) for methods configured to utilize parameters that result in
similarly sized kernels / neighborhoods.

5.2.4

Run Time Results
Next, experiments on computational performance of the methods are reported.

In Table 5.1, average run times (over 5 runs) are reported for each method, excluding
I/O time (i.e., just time required to compute results is reported), on the noise-free
Spheres dataset. Here, each method’s parameter values were the same as those described in § 3.2 and 5.1. Also, this table includes the 2V-LR method. A SVD-based
approach for 2V-LR was used, and other approaches may yield faster results (at a
possible expense of numeric stability). All runs were on a computer with an Intel
Core i5-2310 processor and 16GB of RAM. While this processor has four cores, all
trials were done single-threaded. Tests were all done on our implementations (though
some external libraries were used, including the GNU Scientific Library (GSL) [20]
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Table 5.1: Average run times (seconds) on noise-free 256×256×256 Spheres dataset
with parameters as given in § 3.2 and 5.1. * denotes new method.

Method

Time
27.29

2V-TE
2V-GSTH

540.61

2V-GSTI

3015.02

2V-PCR

742.73

2V-BS

199.78

*2V-OP

72.56

*2V-LR

423.15

2V-CRS

91.60

*2V-DN

100.16
81.41

2V-DF

for matrix multiplication, linear regression, and eigenanalysis, and Wild Magic [14]
for B-Spline interpolation / derivation). We additionally experimented with the use
of Melax’s eigenanalysis code [48], but found GSL to be faster. All implementations
were written in C++ and compiled with g++ using the “-O2” optimization level.
Run times vary widely. The fastest method completes in about 30 seconds,
while the slowest takes around 50 minutes. The 2V-TE method is the fastest and
one of the most accurate in the case of noise-free data. When noise is present, however, 2V-OP offers the best run time versus accuracy tradeoff. Both the GST-based
methods are relatively slow due, in part, to the large number of convolutions required
compared to the other methods. Most methods require three 3D convolutions for
first derivative estimates and an additional six 3D convolutions for mixed partials
and second derivatives. However, the GST-based methods require three 3D convo-
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Table 5.2: Average run times (seconds) on noise-free 256×256×256 Spheres dataset
with parameters resulting in larger kernels / neighborhood sizes. Percent increases
relative to times in Table 5.1. * denotes new method.

Method

Parameter

Time

Percent Increase

2V-GSTH

σg = 2.0, σH = 2.0, σT = 2.0

643.49

19.03

2V-GSTI

σg = 2.0, σT = 2.0

3083.42

2.27

*2V-OP

9

78.23

7.81

*2V-LR

9

3319.79

684.54

*2V-DN

7, 11

286.14

185.68

Table 5.3: Average time (seconds) required for convolution along a single axis at
every point in a 256 × 256 × 256 dataset using kernel sizes from 3 to 13.

Kernel Size

Time

3

1.90

5

2.04

7

2.19

9

2.46

11

2.66

13

2.74

lutions for first derivative estimates, six 3D convolutions for tensor smoothing, six
more 3D convolutions for estimating the directional change in Ḡ at each point along
with six 3D convolutions for Hessian estimates at each point (in the case of 2VGSTH). While the 2V-GSTI method avoids some of the convolutions required by
2V-GSTH, it requires 12 interpolations at each point in order to interpolate the tensor at two locations. All convolutions for all methods were implemented as separable
convolutions.
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In Table 5.2, average run times for some methods are reported (only those
with one or more parameters that impact run time) when using larger kernel sizes /
neighborhoods. The parameters are configured as noted in the Parameter column.
The Percent Increase column shows the percentage increase in time over the times
in Table 5.1. In general, longer run times can be expected as kernel or neighborhood
sizes are increased. In Table 5.3, average run times to perform convolution along a
single axis at every point of a 256 × 256 × 256 dataset using kernels of different sizes
are reported; run times required for convolution using a size 13 kernel are about 1.44
times the run times required for convolution using a size 3 kernel.
While here curvature method run times for only the Spheres dataset have been
shown, run times are similar on other datasets of the same size. In general, the run
times of most methods are affected primarily by volume size and parameter choice
since the same sequence of steps is carried out at each point regardless of the volume
contents. Exceptions to this are the 2V-DN method (which has a varying number
of curvatures to compute depending on the number of neighboring points within )
and the 2V-PCR method (which has a varying number of curvatures to compute
depending on the number of collinear points).

5.2.5

Curvature-Based Direct Volume Rendering
Experiments reported in the previous sections compared each of the curvature

determination methods based on accuracy and run time. This section provides an
additional point of comparison by considering one common curvature task: use in
curvature-based color transfer functions for DVR. DVRs with curvature-based color
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*

*

Figure 5.14: DVRs of noise-free ML data using curvature-based transfer functions,
as well as one reference image of a DVR rendering that does not use curvature at
all. Text underneath each indicates curvature method used. All curvature-based
renderings are nearly identical. Assumed prefix: 2V-. * denotes new method.

transfer functions are well known [36], but there has been little study of the impact of
differing curvature determination methods on such renderings, especially when noise
is present. In this section, present a number of curvature-based DVRs produced using noise-free, noise-added, and real data are presented. In the noise-added case, the
noise-free data was used for shape data, and the noise-added data was used for the
curvature-based color transfer functions. This rendering method helps to highlight
just the artifacts resulting from changes in determined curvatures. The synthetic
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*

*

Figure 5.15: DVRs of noise-added (σ = 0.01) ML data using curvature-based transfer
functions. Text underneath each indicates curvature method used. Assumed prefix:
2V-. * denotes new method.

datasets considered contain both simple quadratic surfaces and more complex sinusoidal surfaces. For each dataset, a rendering using each curvature determination
method is presented. These renderings were produced using a custom version of the
teem software package (http://teem.sourceforge.net/), and some are similar to renderings found in [36]. Each was rendered using one transfer function for opacity and
one or more for color. The opacity transfer functions use values directly from the
dataset (i.e., curvature values are not used), while the color transfer functions use
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Figure 5.16: Reference DVR of noise-free quadratic data using curvature-based
transfer functions.

curvature values. Thus, the renderings vary only in color as the curvature determination method is changed. The opacity transfer functions are defined such that they
transition from fully transparent to fully opaque over a narrow range, thus making
just a narrow range of input values opaque, resulting in an isosurface-like rendering.
For all tests here, each method’s parameter values were the same as those described
in § 3.2 and 5.1.

5.2.5.1

Marschner-Lobb

In Fig. 5.14, 512 × 512 DVRs of a 600 × 600 × 40 noise-free ML dataset are
shown (as used in [36]), rendered based on color transfer functions using each method’s
curvatures. Also presented in this figure is a rendering of the same data without the
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*

*

Figure 5.17: DVRs of noise-added (σ = 0.005) quadratic data using curvature-based
transfer functions. Text underneath each indicates curvature method used. Assumed
prefix: 2V-. * denotes new method.

use of curvature-based transfer functions (labeled ”None”). All methods produce acceptable (and nearly identical) renderings – areas with similar curvature have similar
appearance, which is the desired outcome (e.g., the ridges are colored uniformly and
consistently, etc.). Thus, all methods are sufficiently accurate to produce high quality
renderings in this case, regardless of relative error levels. Fig. 5.15 shows DVRs of the
dataset with Gaussian noise (µ = 0, σ = 0.01) added prior to curvature determination.
In contrast to the noise-free case, most methods fail to produce acceptable renderings
in this noise-added case. The OP, GSTI, and GSTH methods’ curvatures produced
renderings that are most similar to the desired appearance.
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*

Figure 5.18: DVRs of noise-added (σ = 0.05) quadratic data using curvature-based
transfer functions. Text underneath each indicates curvature method used. Assumed
prefix: 2V-. * denotes new method.

5.2.5.2

Quadratic Surfaces

Next, we show renderings of a 110 × 110 × 20 volume containing quadratic
surfaces of varying curvature (identical to the one used by Kindlmann et al. [36]) to
show how the curvature-based transfer functions provide color-based shape cues.
Fig. 5.16 shows a high quality rendering of the noise-free quadratic surfaces
(using B-Splines for curvature determination, identical to Kindlmann et. al’s rendering method [36]). Figs. 5.17 and 5.18 show DVRs of the same volume based on each
method’s curvatures but with noise levels of µ = 0, σ = 0.005 and µ = 0, σ = 0.05 added
prior to curvature determination, respectively. Most methods yield acceptable ren-
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*

*

Figure 5.19: DVRs of ear data using curvature-based transfer functions. Text underneath each indicates curvature method used. Assumed prefix: 2V-. * denotes
new method.

derings at σ = 0.005, though edge artifacts are very pronounced in some renderings,
particularly the DN rendering. This is unsurprising, as our previous error analysis on
the Spheres dataset suggested that most any method is sufficient for determination of
curvature of quadratic surfaces within a volume, and, while noise complicates curvature determination, a relatively low level of noise is present here. At σ = 0.05, however,
only the OP, GSTI, and GSTH methods’ curvatures yield renderings resembling
the correct noise-free rendering, but due to the large support size and discontinuities
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at surface edges, these methods yield poor renderings at surface edges. The CRS
and DN methods arguably yielded the worst renderings, with both differing markedly
from the noise-free case even at the lower noise level.
Both of these sets of renderings suffer from edge artifacts in some cases, hinting
that perhaps a hybrid approach of using a combination of multiple methods, with one
method used for non-edge points and another method used for edge points, could yield
an improvement.

5.2.5.3

Visible Human

Fig. 5.19 shows direct volume renderings based on the methods’ curvatures of
a small part from the Visible Male dataset. The dataset was processed identically to
the one in [36] (including cropping, smoothing, and some manual corrections). As this
data has been smoothed, the impact of noise is reduced compared to the noise-added
synthetic data. Most methods produce reasonable renderings, although DN seems
inferior.

5.3

New GPGPU Methods and Run Time Study

This section presents our GPGPU realizations of the two methods that, based
on the results presented in Section 5.2.4, exhibit the longest run times on the CPU
(2V-GSTH and 2V-GSTI). These GPGPU realizations exhibit substantially faster
run times than their CPU counterparts while maintaining the same level of accuracy.
First, details about the specific GPGPU environment used (CUDA) are given. Next,
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details about our GPGPU realizations are given. Finally, run times of the CPU and
GPGPU realizations are given.

5.3.1

GPGPU with CUDA
The GPGPU model used for our realizations on the GPU, Nvidia’s CUDA, is

described here.
The CUDA model is heterogenous; both the CPU and GPU are used. The
CPU, also known as the host, can transfer data to/from the GPU, also known as the
device. The host is responsible for issuing work to the GPU. The GPU work takes the
form of functions known as kernels, where each kernel is run in parallel by the many
compute units of the GPU. Each executing copy of a kernel is known as a thread. The
number of total threads executing for a kernel in CUDA is defined by both the block
size and the grid size of the kernel. Each block contains a number of threads equal
to its size, and each grid contains a number of blocks equal to its size. For example,
if a block size of 4 × 4 is chosen, each block contains 16 threads. And, if the grid
size is 2 × 2, each grid contains 4 blocks (and thus each grid in this example contains
a total of 64 threads). Each thread knows its location within the block and grid, a
property often used for computing indices of data.
CUDA memory has several layers. The large global memory is the most costly
(i.e., highest latency) to interact with. In contrast, the small shared memory, which
is shared with all threads in a block, is much less costly compared with the global
memory. The shared memory is often used to cache data stored in global memory in
order to reduce the memory latency during execution.
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5.3.2

GPGPU Realizations
Here, our CUDA-based parallelizations of the two methods are described. For

these parallelizations, the CPU is used only to transfer data to/from the GPU and
allocate/copy memory on the GPU. The CPU is only used to control the GPU,
and no part of the GPGPU curvature computation is done on the CPU. First, we
describe our approach for performing convolution on the GPU in parallel. Since both
the 2V-GSTH and 2V-GSTI methods utilize convolution for derivative estimation
and smoothing, the GPU-based convolution approach described can be used for the
convolution steps in both methods. Next, we describe our GPU approach for the
other processing steps in the 2V-GSTH and 2V-GSTI methods.

5.3.2.1

Convolution

Convolution is highly parallelizable. For a given convolution along an axis, it
is possible to simultaneously compute the result at every point in the volume, because
there are no data dependencies between points. However, in practice, memory access
time issues arise due to both the large amount of data required when performing many
convolutions simultaneously (which can cause issues due to bandwidth limitations)
and the fact that accesses along only one axial direction will be contiguous in memory
(which can cause issues due to access times and cache misses). In order to help
alleviate these issues, our GPU-based convolution approach makes uses of shared
memory to cache input data within each block and reduce the number of global
memory accesses.
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In our approach, each thread first copies a small portion (10 items) of the
input dataset into an array shared by every thread within its block, and then each
thread computes the convolution at 8 locations. Our approach in 3D is motived by
a separable 2D convolution approach described by Nvidia [53], and it is also based
on an existing 3D convolution method available on Github [57]. Pseudocode for our
approach’s convolution kernel in the x direction is presented in Fig. 5.20. Convolutions
along other dimensions are similar. Both curvature determination methods presented
here make use of these convolution methods to estimate derivatives.
For convolution masks of length 7 or 9 (our Gaussian smoothing and Gaussian
derivative masks, respectively), this CUDA kernel is launched using grid dimensions
of (Nu /32) × (Nv /32) × Nw and block dimensions of 4 × 32 × 1. For the larger length
13 convolution masks (our Gaussian second derivative masks), this CUDA kernel is
launched using grid dimensions of (Nu /64) × (Nv /32) × Nw and block dimensions
of 8 × 32 × 1. CUDA kernels for convolution along the other axes are launched
with similar configurations. The total number of convolutions required (and thus the
number of convolution kernels launched) varies depending on the method.

5.3.2.2

Curvature Computation for 2V-GSTI and 2V-GSTH

The first step for both the 2V-GSTI and 2V-GSTH methods is convolution
to find estimates for the necessary derivatives at each point within the volume. Before curvatures can be computed from these estimated derivatives, these GST-based
methods compute G and smooth it to find Ḡ. Additionally, d~1 , d~2 , d~3 , the three eigen-
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Figure 5.20 convolveAlongX
shared memory s Data[BLOCKS Y][(8+2)×BLOCKS X] {Allocate shared cache
based on block size, number of convolutions per thread}
{Compute indices for current thread based on block size, thread and block index,
and number of convolutions per thread}
baseX ← (blockIdx.x × 8 - 1) × BLOCKS X + tIdx.x
baseY ← blockIdx.y × BLOCKS Y + tIdx.y
baseZ ← blockIdx.z
{Load 10 items from the input volume, f, into shared cache}
for i ← 0 to 9 do
s Data[tIdx.y][tIdx.x + i × BLOCKS X] ← f(baseX
BLOCKS X,baseY,baseZ)
end for

+

i

×

synchronize threads
r ← blength(mask) / 2c {Compute radius of convolution for the convolution mask}
{Convolve at 8 locations}
for i ← 1 to 8 do
sum ← 0
{Apply the convolution mask to input}
for j ← -r to r do
sum ← sum + mask[r - j] × s Data[tIdx.y][tIdx.x + i × BLOCKS X + j]
end for
result[i] ← sum
end for
vectors of Ḡ, must also be found at each point. Once these quantities are all known,
the magnitudes of κ1 and κ2 are determined.
Our GPU realization of these approaches uses a straight-forward componentwise array multiplication kernel to compute each component of G at each point within
the volume. For example, to compute the diagonal components of G, the array of
all fˆu values is component-wise multiplied by itself, the array of all fˆv values is
component-wise multiplied by itself, and the array of all fˆw values is component-
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wise multiplied by itself, producing arrays of all fˆu2 , fˆv2 , and fˆw2 values, respectively,
which are the diagonal components of G. A similar component-wise multiplication
approach is used to compute the three unique off-diagonal components. The resulting
tensor is smoothed via convolution to get Ḡ. The eigenvectors of Ḡ are found at
each point using a CUDA kernel inspired by a 3x3 symmetric matrix diagonalization
algorithm designed by Melax [48] for the CPU. The eigensolver has a small amount
of branching which is performed as part of the diagonalization (one if statement to
stop if the matrix is already diagonal, and one if statement to stop when the solution
has been reached), which makes it well suited for use on the GPU where branching
can penalize performance. Unfortunately, since these curvature algorithms require
that the eigenvalues and eigenvectors be sorted, this eigensolver has some additional
branching required after solution in order to sort the output (which requires three
additional if statements). Both 2V-GSTH and 2V-GSTI proceed identically up to
this point.
To determine the curvature magnitudes at each point, the 2V-GSTH method
also requires an estimate of the directional derivatives of

d~1 d~T
1
.
kd~1 k

Additionally, to de-

termine the curvature signs at each point, an estimate of H is required. Both are
obtained using convolution with first and second derivative kernels. Once the required
eigenvectors and derivatives are estimated, the 2V-GSTH curvature is found using
the pseudocode presented in Fig. 5.21. This kernel is executed with a block size of
512 and a grid size equal to ceil(Nu Nv Nw /512), with each thread producing curvature results at one point in the volume. These curvature results have to be sorted (to
determine which result is κ1 and which is κ2 ), resulting in additional branching due
123

to the required if statement. This sorting is performed as the last step of the kernel
execution (after signs are computed).
For the 2V-GSTI method, neither H nor derivatives of

d~1 d~T
1
kd~1 k

are needed. How-

ever, tensors must be interpolated between sample points. We use tricubic B-Spline
interpolation (adapted from [61] and modified to support double-precision floating
point values). These interpolated tensors are used to compute a signed curvature
value via the pseudocode presented in Fig. 5.22. This kernel is executed with a
block size of 1024 and a grid size equal to ceil(Nu Nv Nw /1024). Like 2V-GSTH, the
2V-GSTI results are compared to determine which result is κ1 and which one is κ2 .
Figure 5.21 curvatureForGSTH
{Compute curvature magnitudes}
d~ d~T

|κ1 | ←

√1
2

∇d2 k1d~ 1k

|κ2 | ←

√1
2

d~ d~T
∇d3 k1d~ 1k
1

1

F
F

{Compute curvature signs}
sign(κ1 ) ← sign(d~T2 Hd~2 )
sign(κ2 ) ← sign(d~T3 Hd~3 )
{Ensure that κ1 gets the largest, κ2 gets the smallest}
if κ1 < κ2 then
swap(κ1 , κ2 )
end if

5.3.3

Run Time Results
Here we present the run times (in seconds) for each method on each dataset.

Each method was run on both the GPU (a Geforce GTX 1080) and the CPU. Times
were averaged across three runs. GPU times include not just computation time but
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Figure 5.22 curvatureForGSTI
{Find Q and R for d~2 }
Q ← u v w − d~2


R ← u v w + d~2
{Find one principal curvature estimate at Q}
~nQ ← interpolate ~n at Q
Ḡi ← interpolate Ḡ at Q
~q1 ← largest eigenvector of Ḡi
κq ← h(~q1 sign h~nQ , ~q1 i), d~2 i
{Find that same principal curvature estimate at R}
~nR ← interpolate ~n at R
Ḡi ← interpolate Ḡ at R
~r1 ← largest eigenvector of Ḡi
κr ← h(~r1 sign h~nR , ~r1 i), d~2 i
κ1 ← (κq + κr )/2 {Average the estimates}
{Find Q and R for d~3 }
Q ← u v w − d~3


R ← u v w + d~3
{Find the other principal curvature estimate at Q}
~nQ ← interpolate ~n at Q
Ḡi ← interpolate Ḡ at Q
~q1 ← largest eigenvector of Ḡi
κq ← h(~q1 sign h~nQ , ~q1 i), d~3 i
{Find that same principal curvature estimate at R}
~nR ← interpolate ~n at R
Ḡi ← interpolate Ḡ at R
~r1 ← largest eigenvector of Ḡi
κr ← h(~r1 sign h~nR , ~r1 i), d~3 i
κ2 ← (κq + κr )/2 {Average the estimates}
if κ1 < κ2 then
swap(κ1 , κ2 )
end if
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also the time to copy the dataset to the GPU and copy the results back to host
memory. Times are presented in Table 5.4.
Run times are all substantially better on the GPU. For the 256 × 256 × 256
datasets, the 2V-GSTI method exhibited an average speedup of 690. The 2VGSTH method achieved a speedup of 278. A chart of speedups for each method
and dataset is presented in Fig. 5.23. Performance does not appear to be impacted
substantially by the contents of the datasets; all the 256 × 256 × 256 datasets take
roughly the same amount of time.
For the 128 × 128 × 128 PET dataset, speedups were smaller. 2V-GSTI
achieved a speedup of 655. 2V-GSTH achieved a speedup of 175.
Speedups are more substantial for the larger datasets, which is likely due to
multiple factors. First, the latencies associated with transfering data to and from the
GPU, kernel launches, and memory allocation represent a larger percentage of the
method time as the amount of computation to be performed drops. Second, as the
amount of computation to be performed decreases, utilization of compute units on
the GPU will decrease, possibly resulting in underutilization of the GPU.
While large datasets benefit most from our GPU implementations, we found
that, somewhat surprisingly, even very small datasets can benefit. Fig. 5.24 shows
speedups on various sizes of ML datasets (from 323 samples up to 2563 samples),
and in every case the GPU implementations of both 2V-GSTI and 2V-GSTH
outperformed their CPU counterparts. Thus, even small volumes can benefit from
increased curvature computational performance on the GPU.
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Figure 5.23: Speedups of GPU implementations on each dataset. Assumed prefix:
2V-.

Figure 5.24: Speedups of GPU implementations on different sized Marschner-Lobb
datasets. Assumed prefix: 2V-.
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Table 5.4: Run times (in seconds) for each method on the GPU and CPU.

Method
2V-GSTH (CPU)
2V-GSTH (GPU)
2V-GSTI (CPU)
2V-GSTI (GPU)

5.4

ML
433
1.5
2480.44
3.1

Flower
442.63
1.56
2435.1
3.44

FDAL
445.43
1.63
2425.71
3.78

FDAR
444.48
1.64
2420.79
3.76

CATP
443.54
1.62
2436.12
3.71

PET
47.31
0.27
282.07
0.43

Summary

In this chapter, three new methods to determine curvature in volumes were
presented (two primary methods, 2V-OP and 2V-DN, and one variant method,
2V-LR). Two of these methods determine curvature using derivatives estimated via
convolution, and one of them determines curvature using derivatives estimated via
surface fitting. Additionally, the accuracy and run time of each new curvature determination method was evaluated versus seven existing methods. The methods studied
are briefly summarized in Table 5.5.
The comparative studies here suggest that the new 2V-OP method is fast
and robust when considering noisy data. The 2V-GSTH and 2V-GSTI methods
also exhibited high accuracy on noisy data. The studies here suggest that, when
considering noise-free data, the existing 2R-TE method is excellent in terms of both
run time and accuracy.
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Table 5.5: Summary of methods for surface curvature determination in volumes. *
denotes new method.
Method
2V-TE
2V-GSTH
2V-GSTI
2V-PCR
2V-BS
*2V-OP
*2V-LR
2V-CRS
*2V-DN
2V-DF

Method of Operation
Convolution with Taylor Expansion kernels
Gradient structure tensor, signs via Hessian
Gradient structure tensor, signs via interpolation
Planar curve reduction
B-spline volume
Convolution with orthogonal polynomials
Linear regression volume fitting
Catmull-Rom spline volume
Difference in normals
Convolution with Deriche kernels
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CHAPTER 6

METHODS FOR AND STUDIES OF HYPERSURFACE CURVATURE
DETERMINATION IN VOLUMES

This chapter presents (1) details of our methods developed in this dissertation
research (here forward “new methods”) for determining hypersurface curvature in
volumes, (2) studies of the accuracy of those methods, (3) studies of the run times
of those methods, and (4) consideration of the success of one of those methods on a
task using hypersurface curvature.
Due to space constraints, figures in this chapter refer to each method using its
defined abbreviation excluding the 3V- prefix.

6.1

New Methods for Hypersurface Curvature Determination in Volumes

In this section, the two methods for determining hypersurface curvature in
volumes are described. Both methods are convolution-based. (These methods were
previously published as part of this dissertation research effort [28].)
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6.1.1

Determination via Taylor Expansion Convolution (3V-TEF)
The first of the methods, denoted 3V-TEF, uses convolution kernels derived

from the Taylor Expansion. It is a hypersurface analogue of the Kindlmann et al. [36]
surface curvature determination approach. The method determines hypersurface curvatures by first performing a series of convolutions along each axis. These convolutions provide estimates for first and second directional derivatives. Once the estimates
have been found, the method takes the eigenvalues of Eq. 2.11 as the three principal
hypersurface curvatures.
The method’s kernels, which are 1D kernels, are devised according to the
Möller et al. framework [50]. The kernels have accuracy and continuity parameters,
and the chosen accuracy and continuity parameters also impact the size of the resulting convolution kernels. Specifically, we chose kernels with fourth order accuracy and
C 3 continuity. These kernels allow for exact reconstruction of polynomial functions
of degree 3 or lower. The kernel for the first order derivative is:

{−

2.0 1.0
1.0 2.0
,
, 0.0, − ,
}.
12.0 3.0
3.0 12.0

(6.1)

The kernel for the second order derivative is:

{−

1.0 1.0 17.0 5.0 17.0 1.0
1.0
,
,
,− ,
,
,−
}.
24.0 6.0 24.0 3.0 24.0 6.0 24.0

(6.2)

The kernels are applied in each axial direction, allowing estimation of all necessary
first and second order directional derivations and all mixed partial derivatives. Specif-
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ically, the method finds fu by convolving the kernel for the first order derivative in
the u direction. The method finds other directions’ first order derivatives analogously.
The method finds fuv by convolving the kernel for the first order derivative in both
the u and v directions (either by first convolving in the u direction and then in the
v direction, or vice-versa). Other mixed partials are found analogously. The method
finds fuu by convolving the kernel for the second order derivative in the u direction.
Other second derivatives are found analogously.
Kindlmann et al. [36] have previously found these kernels to perform well in
determining conventional surface curvature in volumes. Thus, we were motivated to
extend them to hypersurface curvature.

6.1.2

Determination via Orthogonal Polynomials Convolution (3V-OPF)
The second of the methods, denoted 3V-OPF, also uses a series of 1D convo-

lutions to estimate directional derivatives. And, like 3V-TEF, 3V-OPF uses these
estimated derivatives in determining the eigenvalues of Eq. 2.11. Unlike 3V-TEF,
the convolution kernels for 3V-OPF are derived from orthogonal polynomials. Such
kernels implicitly perform a least squares fitting [6, 19], and the derivatives estimated
via such a fitting are thus identical to those of a local surface that well-fits that
neighborhood (i.e., via linear regression).
In 3V-OPF, derivative estimation convolution kernels of odd size N are used.
These kernels are generated by sampling the same orthogonal polynomials, b0 , b1 , and
b2 , described in Section 3.1.3, at N locations (more details about these polynomials
are in [6]). As in the 2R-OP method, applying the b0 kernel performs smoothing,
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applying the b1 kernel generates estimates of the first derivative, and applying the b2
kernel generates estimates of the second derivative.
Using these kernels, estimated directional (i.e. partial) and mixed partial
derivatives of f are found. Specifically, to find fi , i ∈ {u, v, w}, the 3V-OPF method
(1) convolves in the i direction with the discrete kernel resulting from sampling b1 and
(2) convolves in each of the other two directions with the discrete kernel resulting from
sampling b0 . Moreover, to find fij , i, j ∈ {u, v, w} and i 6= j, the method (1) convolves
in the i and j directions with the discrete kernel resulting from sampling b1 and (2)
convolves in the other direction with the discrete kernel resulting from sampling b0 .
Lastly, to find fii , i ∈ {u, v, w}, the method (1) convolves in the i direction with
the b2 -based kernel and (2) convolves in the other directions with the b0 -based kernel.
Once all necessary derivatives have been estimated through this process, the 3V-OPF
method takes the eigenvalues of Eq. 2.11 as the principal hypersurface curvatures.
We have used a kernel size, N , of 7 for our applications here, since a prior
work [25] found N = 7 to be appropriate for surface curvature within volumes.

6.2

Experiments and Results

In this section, a series of comparative examinations of accuracy and run times
are described. First, the datasets considered in these examinations are described.
Next, the accuracy examination results, which are based on tests considering the
average absolute error in each of the principle curvatures, are described.
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Figure 6.1: An isosurface at isovalue 10000 from the Spheres dataset (left), and an
isosurface at isovalue 0 from the ML dataset (right).

6.2.1

Synthetic Datasets
Here, the tests performed to assess accuracy are described. They consider

method accuracy on two classes of synthetically-generated datasets. Because the volume generating function is known, synthetically generated datasets provide a “ground
truth” baseline to determine the accuracy of determined curvatures. For the test,
noise-free and noise-added versions of volume datasets were generated based on each
class. The noise-added versions were formed by adding Gaussian noise. Then, hypersurface curvatures were determined using each method on both noise-free and
noise-added versions of each volume.
The first dataset, called Spheres, was synthesized by sampling the function f :

f (u, v, w) = (u2 + v 2 + w2 ),
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(6.3)

where (u, v, w) is the location coordinates, on a 256 × 256 × 256 grid with each axis
in the range [0, 255]; Spheres is a volume containing values ranging from 0 to 195075.
Our experiments consider this volume with and without added Gaussian noise (µ = 0,
σ = 0.001). A rendering of an isosurface of this dataset is shown in Fig. 6.1 (left).
The second dataset, called ML, was synthesized by sampling a function originally defined by Marschner and Lobb [45]. This function, of particular interest since
it is known to be band-limited but demanding on reconstruction tasks [45], has the
form:

f (u, v, w)

(6.4)

√
(1 − sin(πw/2) + β(1 + ρ( u2 + v 2 )))
− 0.5,
=
2(1 + β)

where (u, v, w) is the location coordinates and ρ is the function given by:

ρ(s) = cos(2πfM cos(

πs
)).
2

(6.5)

β and fM are parameters to control the amount of high frequency energy in the data.
In the experiments we report here, we used β = 0.25 with fM = 6, which Marschner
and Lobb chose because it placed a significant amount of the function’s energy near
the Nyquist frequency when sampled on a 40×40×40 grid in the range [−1.0, 1.0] [45].
For our experiments, we sampled the function on a 256 × 256 × 256 grid with each
axis in the range [−1.0, 1.0]; ML is a volume containing values ranging from −0.5 to
0.5. Our experiments consider this volume with and without added Gaussian noise
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Table 6.1: Global absolute average and standard errors for noise-free Spheres. Assumed prefix: 3V-.
κ1 Error
Avg. Abs.
Std.
3.74 · 10−10 2.21 · 10−13
4.09 · 10−10 2.32 · 10−13

TEF
OPF

κ2 Error
Avg. Abs.
Std.
3.74 · 10−10 2.21 · 10−13
4.09 · 10−10 2.32 · 10−13

κ3 Error
Avg. Abs.
Std.
2.01 · 10−15 8.46 · 10−19
2.18 · 10−15 8.73 · 10−19

Table 6.2: Global absolute average and standard errors for noise-added Spheres.
Assumed prefix: 3V-.
κ1 Error
Avg. Abs.
Std.
4.04 · 10−06 1.04 · 10−09
5.97 · 10−08 1.49 · 10−11

TEF
OPF

κ2 Error
Avg. Abs.
Std.
4.04 · 10−06 1.04 · 10−09
5.97 · 10−08 1.49 · 10−11

κ3 Error
Avg. Abs.
Std.
3.88 · 10−11 7.23 · 10−14
5.00 · 10−13 8.76 · 10−16

(µ = 0, σ = 0.001). A rendering of an isosurface from this volume is shown in Fig. 6.1
(right).

6.2.2

Accuracy Examination
Accuracy experiment results for the two methods on the noise-free Spheres

dataset are shown in Fig. 6.2. The figure shows the average absolute errors along a
subset of Z slices. Since the methods exhibit very large error at edges of the dataset
due to the convolution kernels extending beyond the edges of the dataset, these experiments excluded points within 10 units from the edges; the experimental results
are representative of the typical errors when the kernels have support. Table 6.1
presents a table of the average global errors (again only in locations with support)
and standard errors.
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Figure 6.2: Per-slice average error in κ1 , κ2 , and κ3 for noise-free Spheres. Assumed
prefix: 3V-.
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Figure 6.3: Per-slice average error in κ1 , κ2 , and κ3 for noise-added Spheres. Assumed prefix: 3V-.
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Table 6.3: Global absolute average and standard errors for noise-free ML. Assumed
prefix: 3V-.

TEF
OPF

κ1 Error
Avg. Abs.
Std.
5.09 · 10−06 2.31 · 10−09
9.34 · 10−04 3.74 · 10−07

κ2 Error
Avg. Abs.
Std.
2.09 · 10−07 1.23 · 10−10
5.66 · 10−05 2.08 · 10−08

κ3 Error
Avg. Abs.
Std.
5.24 · 10−06 2.39 · 10−09
9.42 · 10−04 3.75 · 10−07

On this simple noise-free dataset, both 3V-TEF and 3V-OPF produce results
with very low error, with similar error levels for κ1 and κ2 and smaller error levels for
κ3 . This outcome is not unexpected since κ1 and κ2 are equal for this dataset and
κ3 is much smaller. For all three curvatures, the 3V-TEF method exhibits slightly
lower error.
The results on the noise-added Spheres dataset are shown for a subset of Z
slices in Fig. 6.3. The average global errors are summarized in Table 6.2. In these
examinations, despite the relatively small amount of noise, the 3V-TEF method
exhibits more error than the 3V-OPF method. (A similar difference in error was
noted for use of a Taylor Expansion-based strategy to determine conventional surface
curvatures in volume data [25].)
The results on the noise-free ML dataset are shown for a subset of Z slices in
Fig. 6.4. The average global errors on that dataset are shown in Table 6.3. Unlike
Spheres, which can be exactly locally fit with a polynomial, this sinusoidal dataset
cannot be exactly locally fit with a polynomial. Consequently, it is not surprising that
3V-TEF yielded more accurate curvatures since it employs higher degree polynomials
(compared to 3V-OPF) and is thus capable of more closely (but still not exactly)
fitting the data.
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Figure 6.4: Per-slice average error in κ1 , κ2 , and κ3 for noise-free ML. Assumed
prefix: 3V-.
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Figure 6.5: Per-slice average error in κ1 , κ2 , and κ3 for noise-added ML. Assumed
prefix: 3V-.
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Table 6.4: Global absolute average and standard errors for noise-added ML. Assumed prefix: 3V-.

TEF
OPF

κ1 Error
Avg. Abs.
Std.
1.68 · 10−03 3.50 · 10−07
9.40 · 10−04 3.73 · 10−07

κ2 Error
Avg. Abs.
Std.
1.63 · 10−03 3.40 · 10−07
6.87 · 10−05 1.89 · 10−08

κ3 Error
Avg. Abs.
Std.
1.69 · 10−03 3.50 · 10−07
9.48 · 10−04 3.74 · 10−07

Table 6.5: Average run times (seconds). Assumed prefix: 3V-.

TEF
OPF

Noise-Free Spheres
58.30
103.30

Noise-Added Spheres
64.32
106.84

Noise-Free ML
57.60
103.10

Noise-Added ML
64.98
106.72

The results on the noise-added ML dataset are shown for a subset of Z slices in
Fig. 6.5. The average global errors are summarized in Table 6.4. While for noise-free
ML 3V-TEF exhibited much lower error compared to 3V-OPF, for this noise-added
ML, 3V-OPF has much lower error. This outcome is most likely due to the smoothing
that implicitly occurs as a part of convolution with the orthogonal polynomials kernels
used in the 3V-OPF method.

6.2.3

Run Time Results
Next, experiments on computational performance of the methods on the four

synthetic 256 × 256 × 256 datasets are reported. Both methods were implemented in
single-threaded C++ with the Armadillo library [62] used for linear algebra operations. Testing was done on a machine running GNU/Linux equipped with 16GB of
DDR3 RAM and an Intel i5-2310 processor. All code was compiled with g++ using
the “-O2” optimization level. Run time (computational performance) results for each
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Table 6.6: A subset of the 42 possible classes of κ1 , κ2 , and κ3 (adapted from [32]).
No.
1
2
3
4
5
6
7
8
9
..
.

Simple
κ1>κ2>κ3>0
κ1>κ2>κ3=0
κ1>κ2=κ3>0
κ1>κ2=κ3=0
κ1=κ2>κ3>0
κ1=κ2>κ3=0
κ1=κ2=κ3>0
κ1=κ2=κ3=0
κ1>κ2>0>κ3
..
.

Absolute
|κ1|>|κ2|>|κ3|> 0
|κ1|>|κ2|>|κ3|= 0
|κ1|>|κ2|=|κ3|> 0
|κ1|>|κ2|=|κ3|= 0
|κ1|=|κ2|>|κ3|> 0
|κ1|=|κ2|>|κ3|= 0
|κ1|=|κ2|=|κ3|> 0
|κ1|=|κ2|=|κ3|= 0
|κ1|>|κ2|>|κ3|> 0
..
.

Average
κ1+κ2+κ3>0
κ1+κ2+κ3>0
κ1+κ2+κ3>0
κ1+κ2+κ3>0
κ1+κ2+κ3>0
κ1+κ2+κ3>0
κ1+κ2+κ3>0
κ1+κ2+κ3=0
κ1+κ2+κ3>0
..
.

39
40
41
42

0>κ1>κ2>κ3
0>κ1>κ2=κ3
0>κ1=κ2>κ3
0>κ1=κ2=κ3

|κ3|>|κ2|>|κ1|> 0
|κ2|=|κ3|>|κ1|> 0
|κ3|>|κ2|=|κ1|> 0
|κ1|=|κ2|=|κ1|> 0

κ1+κ2+κ3<0
κ1+κ2+κ3<0
κ1+κ2+κ3<0
κ1+κ2+κ3<0

method on each dataset are reported in Table 6.5. These times represent the trimmed
means (with the fastest and slowest runs excluded) of 10 runs.
3V-TEF is substantially faster than 3V-OPF. Since both methods use the
same linear algebra library, the time variation between the two is due only to the
convolution step. While 3V-OPF convolves along all three axes at each point, even
when measuring a derivative in only one direction, 3V-TEF only convolves along
axes on which derivatives are being estimated. As a result, fewer convolutions are
performed in the 3V-TEF method, and it exhibits much faster run time.

6.3

Visual Results

Hypersurface curvature has previously been used to classify points within a
volume based on the relative values of the three principal curvatures at each point [32].
Hirano et al. [32] have provided a list of all 42 possible classes of points based on
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Figure 6.6: An isosurface of a CT scan of the Stanford Bunny colored using a
grayscale mapping of hypersurface curvature classes.

properties of κ1 , κ2 , and κ3 . A subset of their list of classes is shown in Table. 6.6.
In this section, two datasets are visualized based on these classes using curvatures
determined via the 3V-OPF method.
The first visualization is of a CT scan of the Stanford bunny (obtained from
http://graphics.stanford.edu/data/voldata/ voldata.html). Fig. 6.6 shows a rendering of an isosurface of the bunny. The isosurface is colored using a grayscale mapping of hypersurface curvature classifications, with class 1 mapped to black and with
brightness increasing linearly to class 42, which is mapped to white. The rendering
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thus presents a 2D manifold (the isosurface) colored using the classification corresponding to the curvature values of the 3D manifold present at each isosurface point.
As the dataset is sensed data, some noise is clearly present in the classification results
(e.g., a notable stair-stepping can be seen on the face and ears of the bunny), however, many features are also clearly indicated from changes in hypersurface curvature
classification, including the bunny’s whiskers, eye socket, and toes.
The second visualization is of a CT scan of a human foot (obtained from
http://volvis.org). An isosurface rendering of the foot is shown in the left part of
Fig. 6.7. In the middle of that figure, grayscale mapped hypersurface curvature
classifications of z-slice 127 (located on the index toe next to the big toe) of the
dataset are shown (using the same mapping as in Fig. 6.6). The green box shown
in the middle of the figure represents the location of the zoomed-in region shown in
the right of the figure. This CT scan exhibits much noise, as can be seen in both the
isosurface rendering and the hypersurface curvature classifications. Consequently, it
is difficult to visually locate fine features within the slice.

6.4

Summary

In this chapter, two methods developed in this dissertation research for determining hypersurface curvature in volumes were described. Both methods use convolution to estimate derivatives and then use these estimated derivatives to determine
the three hypersurface principal curvatures. One method, 3V-TEF, uses convolution
with filters based on the Taylor Expansion. The other, 3V-OPF, uses convolution
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Figure 6.7: An isosurface rendering of a CT scan of a human foot (left); data
point-by-data point classifications of hypersurface curvatures for one slice (middle);
and zoomed-in detail for that slice (right). The classes are visualized (in middle and
right) using a grayscale mapping.

with filters sampled from orthogonal polynomials. Assessments of these methods in
terms of (1) accuracy and (2) run time were also reported.
The assessments here suggest that 3V-TEF exhibits relatively low error levels
when no noise is present. However, when (even relatively low level) noise is present,
3V-OPF generally exhibits much lower error levels than 3V-TEF. However, 3VTEF exhibits much faster run times than 3V-OPF in both noise-free and noise-added
cases. Thus, if time is critical or no noise is present in the dataset, 3V-TEF is the
preferable choice. If noise is present and accuracy is critical, 3V-OPF is a better
choice.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

This dissertation has investigated many aspects of curvature determination. In
particular, it has focused on curvature determination in range images and volumes,
and, in the case of volumes, it has focused on determination of both surface and
hypersurface curvatures. Four new methods for determining surface curvature in
range images were developed in the research. Two new methods (plus a third variant
of one of the others) for determining surface curvature in volumes were also developed.
In addition, two new methods for determining hypersurface curvature in volumes were
developed. Comprehensive evaluative studies of the new methods and an extensive
collection of existing methods were also performed.
The conclusions of this research are presented here.

7.1

New Range Image Surface Curvature Methods and Studies

Four new methods (2R-BSF, 2R-CRS, 2R-DF, and 2R-TE) for determining surface curvature in range images were developed in the research.
The accuracy of the newly deveoped and existing determination methods was
evaluated using synthetic data (with and without noise) and real data with known
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curvature values. The primary quantitative accuracy measure used in the evaluations
was the average absolute error in each of the principle curvatures for each method.
The evaluations found that, for noise-free synthetic data, the new 2R-TE method
is excellent in terms of both accuracy and run time. The evaluations also found
that 2R-BSF and 2R-SBS exhibit good accuracy on such data. For noise-added
or real data, the evaluations found that the new 2R-DF method is relatively fast
and robust to noise. In addition, the evaluations found that the 2R-OP, 2R-LR,
2R-DE, 2R-DF, 2R-CAN, and 2R-MLS methods perform relatively accurately
on such data.
In addition to these accuracy and run time evaluations, the methods were evaluated based on their success at two curvature-based tasks in range images: curvaturebased rendering and curvature-based object discrimination. Such evaluations found
that those methods found to be the most accurate in the study of accuracy produce
the best results in these curvature-based tasks. For example, when rendering the
Stanford bunny range image, the 2R-DF method was found to produce a superior
curvature-based rendering compared to 2R-BSF. In object discrimination utilizing
range images, 2R-CAN, 2R-SBS, 2R-CRS, 2R-DN, and 2R-LR were found to
most accurately discriminate the objects.

7.2

New Volumetric Data Surface Curvature Methods and Studies

Three new methods for determining surface curvature in volume data were
developed in the research. One of these new methods (2V-OP) uses convolution.
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Another one of them (2V-DN) follows a hybrid approach that only requires first
derivative estimates. The other new method (2V-LR) uses surface fitting.
The accuracy of the newly developed and existing curvature determination
methods was evaluated using synthetic data (with and without noise) and real data
with known curvature values. The primary quantitative accuracy measure used in
the evaluations was the average absolute error in each of the principle curvatures for
each method. The evaluations found that, for noise-added and real data, the new
2V-OP exhibits both good accuracy and run time. The evaluations also found that
2V-GSTH and 2V-GSTI exhibit good accuracy on such data, though they have
substantially longer run times than 2V-OP. Lastly, they found that, for noise-free
synthetic data, the 2V-TE method is excellent in terms of both accuracy and run
time.
In addition to these accuracy and run time evaluations, the methods were
evaluated based on the quality of renderings produced when using the output of each
method for curvature-based direct volume rendering. Such evaluations found that the
methods with best accuracy in the study of accuracy produced the best renderings.
For example, when rendering the noise-added Marschner-Lobb volume, the 2V-OP,
2V-GSTH, and 2V-GSTI methods produced superior renderings compared to other
methods.
For two existing volume methods (2V-GSTH and 2V-GSTI), new GPGPU
realizations were presented. These GPGPU realizations showed substantial speedup
over the CPU realizations (over 600 in some cases) while exhibiting identical accuracy
(within floating-point precision) to the CPU realizations.
149

7.3

New Volumetric Data Hypersurface Curvature Methods and Studies

Two new methods for determining hypersurface curvature in volume data were
also developed in the research. They are 3V-TEF and 3V-OPF. Both of these new
methods use convolution.
The accuracy and run time performance of these new methods was evaluated.
The accuracy of the newly developed curvature determination methods was evaluated
using synthetic data (with and without noise). The primary quantitative accuracy
measure used in the evaluations was the average absolute error in each of the principle
curvatures for each method. The evaluations found that, for noise-added and real
data, the new 3V-OPF method exhibits good accuracy and run time. In addition,
the evaluations found that, for noise-free synthetic data, the 3V-TEF method is
excellent in terms of both accuracy and run time.
In addition, the methods were used to produce isosurface renderings using
a grayscale mapping of the 42 possible hypersurface curvature classifications. To
our knowledge, these are the first renderings of an isosurface colored based on hypersurface curvature classification. Such renderings demonstrate that hypersurface
curvature classifications, which are already known to be useful for tasks like object
discrimination, can also be used to visually indicate the presence of surface features
within the data.
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7.4

Future Work

For future work, the development of new methods for curvature determination could be explored. Our studies here have shown that, of the currently available
methods, none can be considered “best” across all types of data (noise-free, noiseadded, and synthetic). It is possible that such a method does not exist. However,
development of such a method could be one area to pursue, as such a method could
potentially ease the use of curvature in a number of application domains. In particular, methods using non-conventional approaches, such as machine learning-based
curvature determination methods, could be explored.
Hypersurface curvature could also be explored. The number of available methods for hypersurface curvature determination is relatively limited compared to surface
curvature determination, and development of additional methods may help to make
such a curvature measure useful on more types of data. Further, development of such
methods may help drive investigation of applications of hypersurface curvature. While
hypersurface curvature has even more descriptive power than does surface curvature,
hypersurface curvature has found relatively little application so far.
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