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Abstract
This paper gives some new logical characterizations of the class of rudimentary languages in
the scope of descriptive complexity. These characterizations are based on a logic introduced by
Parigot and Pelz to characterize Petri Net languages, and generalized quanti4ers of comparison
of cardinality.
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0. Introduction
In computational complexity theory, classes are constructed according to bounds
on computational resources in some model of computation. This means that, given a
decision problem, how much resources are consumed by some model of computation
to solve it.
Descriptive complexity has a di<erent approach to classify problems. Instead of
measuring the resources needed to solve the problem, this area suggests to measure the
resources needed to describe it. The natural formalism used to describe problems is
the logical one, because of its historical link with computer science and the existence
of syntactical and semantical hierarchies on the logics. We can use as restrictions the
number of variables, the kind of variables, the number of quanti4ers etc.
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The interest in descriptive complexity has grown since the results connecting com-
putational complexity classes with descriptive complexity ones. The pioneering result
in this area was given in the early 1960s, and is attributed to B&uchi [2], Elgot [5] and
Trakhtenbrot [24]. They showed that a language is regular (recognized by 4nite au-
tomata) if, and only if it is the class of 4nite word structures satisfying some monadic
second-order sentence.
The 4rst result connecting time complexity on Turing machines to logical de4nability
was given by Fagin [6] when he was studying 4nite spectra, he proved that a language
is in NP (computable in polynomial time by a nondeterministic Turing machine) if, and
only if, it is de4nable by some existential second-order sentence. Lynch [17] concluded
that a language is in the polynomial hierarchy of Stockmeyer [22] i< it is de4nable
in full second-order logic. These characterizations gave a new legitimacy to these
complexity classes since they correspond to some machine-independent classes. Since
then, this became a criterion of “good complexity classes”. See the recent monographs
[15,4] for more details.
The linear time is a rigid concept because it depends on how we encode structures
(as inputs for the machine model) and is sensitive to the model on which we compute.
This led Gurevich and Shelah [10], and Gr&adel [7] to de4ne some variants (closures)
of the linear time on Turing machines which seem more robust. In another direction,
Grandjean [8] de4ned and studied the classes DLIN and NLIN of linear time on
deterministic and nondeterministic random access machines. These classes have logi-
cal characterizations and complete problems [9,8], so they are more robust than their
counterparts on Turing machines.
The linear hierarchy was de4ned by Wrathall [25] as a linear analogue to the poly-
nomial hierarchy, PH, of Stockmeyer [22]. In the same paper she proved that the
linear hierarchy corresponds exactly to the class of rudimentary languages de4ned by
Smullyan [21] and studied by Bennett [1].
We will in this paper give new logical characterizations of the class of the rudimen-
tary languages. These characterizations are made by enhancing monadic second-order
logic MSO by relations over second-order variables. The relations used for this pur-
pose are the “Parigot and Pelz” partial order relations, the Rescher quanti4er, the H&artig
quanti4er, and the majority quanti4er.
In the 4rst section we give a brief, and not exhaustive, history on the class of
rudimentary languages and its connection to logic and computational complexity. In
Section 2, we introduce the logics we will use to characterize the linear hierarchy.
Section 3 is devoted to our main theorem and its proof.
1. The class RUD
The class of rudimentary languages was 4rst de4ned by Smullyan [21], following
an idea of Quine [19] (who proposed to use string concatenation as basis for arithmetic
instead of addition and multiplication), as a string analogue to the bounded arithmetic
relations.
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In his thesis, Bennett [1] proved that when natural numbers are represented by
strings (in some m-adic basis of numeration), the class of rudimentary and bounded
arithmetic relations de4ne the same concept, and furthermore that this is independent
from the representation (m-adic representation, for any m ¿ 2). It was then proved
that a relation over integers is rudimentary if, and only if, it is de4ned by some
linearly bounded arithmetic formula, i.e. a formula of the signature {+;×}, in which
all quanti4ers are bounded by some linear function of the free variables. Harrow [12]
has proved that this class is closed under substitution of a polynomial to a variable.
Wrathall [25] proved that the class of rudimentary languages (relations over N can
be seen as languages over the alphabet {0; 1}) is exactly the class of languages in the
linear hierarchy, LinH. Using the notations LinTime (resp. NLinTime) for the linear
time on a deterministic (resp. nondeterministic) Turing machine, the linear hierarchy,
LinH, is de4ned by
lin0 = LinTime; 
lin
i+1 = NLinTime
lini and LinH =
⋃
i∈N
lini :
Because of all these convergence of de4nitions, the class of rudimentary languages
seems to be a very natural and robust class. We then remark that, allowing alternation
(in the “rigid” class NTime[n]) gives more robustness. Furthermore, this class has a
natural logical characterization. In his paper Lynch [17] proved that:
Result 1. Over binary word structures, NTime[n]⊆∃MSO(+), where ∃MSO(+) is the
existential fragment of monadic second-order logic over the signature {¡;+; P}.
From this result Immerman [14] concluded that:
Result 2. Over binary word structures, the linear hierarchy, LinH, corresponds to
MSO(+).
The original results of lynch and Immerman were more general, but in this paper
we only need this restricted formulation.
We remark that this characterization is closer to the bounded arithmetic de4nition of
the class of rudimentary languages than its formal language counterpart. In this paper,
we will give logical characterizations of this class, in the spirit of the idea of Quine
[19], that does not use addition and=or multiplication in its signature.
From now on, we will use the terms rudimentary languages, languages de4nable in
MSO(+), and languages in the linear hierarchy interchangeably.
2. Logical background
We begin by de4ning how to identify words with 4nite logical structures, see for
example [23].
Denition 1. We associate with each word w=w0 · · ·wn−1 over the binary vocabulary
{0; 1}, the word structure Sw, namely the relational structure Sw =([n];¡; P), where
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[n] = {0; : : : ; n−1}, ¡ is the linear order on [n], and P is the unary predicate collecting
the positions of w labeled 1:
P = {i ∈ [n] |wi = 1}:
Example. Let us take the word w=1100100 on the vocabulary = {0; 1}. The corre-
sponding logical structure will be Sw =({0; 1; 2; 3; 4; 5; 6};¡; Pw = {0; 1; 4}). This struc-
ture satis4es the 4rst-order formula
∃x∃y(x ¡ y ∧ P(x) ∧ ¬P(y)):
Remark. Sometimes we will use the logical structure S and its underlying domain
[n] interchangeably if no confusion arises. We will, for example, say x∈ S instead of
x∈ [n]. We will also use w instead of Sw.
Let X be any set. We will write |X | to denote the cardinality of X .
Denition 2. Let MSO(6pp;=pp) be the monadic second-order logic over word struc-
tures where atomic formulas are of the one of the forms x=y; x¡y; P(x); U (x); U=ppV
and U6pp V , for some individual variables or constants x; y and set variables U; V .
The semantic of this logic is the natural one for monadic second-order logic, and
the interpretations of X =pp Y and X6pp Y are partial orders between subsets of the
universe [n], as introduced in [18]:
([n]; : : :) |= X 6pp Y i< for all m ¡ n; |X ∩ [m]|6 |Y ∩ [m]|
and
([n]; : : :) |= X =pp Y i< X 6pp Y and |X |= |Y |:
Let MSO(Qr) (resp. MSO(Qh); MSO(Maj)) be monadic second-order logic where ato-
mic formulas are of the form x=y; x¡y;U (x); P(x) and Qr(U; V ) (resp. Qh(U; V );
Maj(U )), for individual variables or constants x; y and set variables U; V .
The semantics of these logics are the same as monadic second-order logic where:
• Qr is interpreted as the Rescher quanti8er, or the majority of cardinality quanti4er
(introduced in [20]), de4ned by
Qr(X; Y ) ≡ |X |¡ |Y |:
• Qh is the H&artig quanti8er, also called equicardinality quanti4er (introduced in [13]),
de4ned by
Qh(X; Y ) ≡ |X | = |Y |:
• Maj(X ) means that strictly more than the half of the elements of the structure are
in X , i.e.
([n]; : : :) |= Maj(X ) i< |X |¿ n
2
:
Remark. In the de4nition of the logics MSO(6pp;=pp); MSO(Qr); MSO(Qh) and MSO
(Maj), we authorized the second-order predicates 6pp;=pp; Qr ; Qh and Maj to act
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only on monadic variables, but allowing any formulas with one free 4rst-order variable
instead of unary variables does not increase their expressive powers.
Denition 3. Informally, a binary relation over word structures is called a matching
if it is order preserving, non-crossing and injective (each element is matched with at
most one element).
A binary relation M over a word structure is called a matching if it satis4es the
following conditions:
1. ∀ij[(i; j)∈M⇒ i¡j].
2. ∀ij[(i; j)∈M⇒∀k = i; j((i; k); (k; i); (j; k), and (k; j) are not in M)].
3. ∀ijkl[(i; j); (k; l)∈M⇒ (i¡k¡j→ i¡l¡j)].
Let Match denote the class of matchings on word structures.
Let S be any word structure, S |=∃MatchM# means: there exists a relation M ∈Match
such that (S;M) |=#.
Example. Suppose that the positions in P are opening parentheses. The formula
∃MatchM∀x∀y∃z((M (x; z) ∨M (z; x)) ∧ (M (x; y)→ (P(x) ∧ ¬P(y))))
de4nes the two letters Dyck language.
Result 3 (Lautemann et al. [16]). Over binary word structures:
NTime[n] = ∃MatchM1 · · ·Mk∃ PR(#1 ∧ · · · ∧ #k)
= ∃MatchM1M2M3∃ PR(#1 ∧ #2 ∧ #3);
where the Mi’s are restricted to be matchings, the Ri’s are monadic second-order
variables, and the #i’s are 8rst order over the signature {¡;P;Mi; PR}.
For a proof of this result see [11].
3. The main result
Theorem 1. Over binary word structures:
MSO(+) = MSO(6pp;=pp) = MSO(Qr) = MSO(Qh) = MSO(Maj) = LinH:
The proof of this result is made in this order:
MSO(+)
1⊆MSO(6pp;=pp)
2⊆MSO(Qr) 3=MSO(Qh) 4=MSO(Maj)
5⊆MSO(+):
The equality MSO(+)=LinH was given in Result 2.
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Lemma 1.
MSO(+) ⊆ MSO(6pp;=pp):
Proof. For this purpose it suRces to give a de4nition of the addition predicate over
positions in MSO(6pp;=pp). Let us de4ne the graph of addition (Add(x; y; z)≡ x +
y= z) by means of =pp predicate.
Let the MSO(6pp;=pp)-formula, (Add:
∃XY (∀t(X (t)↔ t ¡ y) ∧ ∀t(Y (t)↔ x 6 t ¡ z) ∧ Y =pp X ):
The idea behind this de4nition is to say that the number of elements between 0 and
y−1 is equal to the number of elements between x and z−1. Then given an MSO(+)-
formula, we have only to replace the occurrences of Add(x; y; z) by (Add to get a
MSO(6pp;=pp)-formula which is semantically equivalent.
Lemma 2.
MSO(6pp;=pp) ⊆ MSO(Qr):
Proof. Let us denote X6t the subset of elements of X that are less or equal to t, i.e.
X6t(x)≡X (x)∧ x6t. The formula
∀t¬Qr(Y6t ; X6t)
is semantically equivalent to X6pp Y . And
∀t(¬Qr(Y6t ; X6t) ∧ ¬Qr(X; Y ) ∧ ¬Qr(Y; X ))
is exactly the de4nition of X =pp Y in MSO(Qr).
Lemma 3.
MSO(Qr) = MSO(Qh):
Proof. The H&artig quanti4er is de4ned in MSO(Qr) by
(¬Qr(X; Y ) ∧ ¬Qr(Y; X )):
This is exactly the de4nition of = from ¡. The Rescher quanti4er is de4ned in
MSO(Qh) by
∃Z∀t((X (t)→ Z(t)) ∧ ∃u(Z(u) ∧ ¬X (u)) ∧ Qh(Z; Y )):
This formula means that there is a set Z strictly containing X which has the same
cardinality as Y .
Lemma 4.
MSO(Qr) =MSO(Maj):
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Proof. Let us de4ne Maj(X ) using Qr:
∃Y (∀t(Y (t)↔ ¬X (t)) ∧ Qr(Y; X )):
This formula says that the number of elements in X is strictly greater than the number
of elements in its complement. This is exactly the de4nition of Maj(X ). Let n be the
number of elements in the structure, and suppose Qr(X; Y ), three cases can be present:
1. Either |X |6n=2¡|Y |. This can easily be written in MSO(Maj) by
Maj(Y ) ∧ ¬Maj(X ):
2. Or |X |¡|Y |6n=2. Then we have to add as many elements to X as to Y to be in
the previous case. The formula
∃Z[(Z(x)→ (¬X (x) ∧ ¬Y (x))) ∧ (¬Maj(X ∨ Z) ∧Maj(Y ∨ Z)]
says that there is some number i such that i + |X |6n=2¡i + |Y |.
3. Or n=2¡|X |¡|Y |. We use the equivalence between this inequality and
n
2
¿ |¬X |¿ |¬Y |:
By the previous case we can give a de4nition in MSO(Maj) of this property.
We can easily verify that we have Qr(X; Y ) i< one of the three cases enumerated, and
only one, is veri4ed.
Then, the disjunction of these three formulas de4nes the Rescher quanti4er in MSO
(Maj).
Lemma 5.
MSO(Qh) ⊆ MSO(+):
Proof. Let the formula (h(X; Y )
∃MatchM∀x∀y((M (x; y) ∨M (y; x)) (1)
→ ((X (x) ∧ ¬Y (x) ∧ Y (y) ∧ ¬X (y)) ∨ (X (y) ∧ ¬Y (y) ∧ Y (x) ∧ ¬X (x))) (2)
∧ ∀x((X (x) ∧ ¬Y (x))→ ∃y(M (x; y) ∨M (y; x)))) (3)
∧ ∀x((Y (x) ∧ ¬X (x))→ ∃y(M (x; y) ∨M (y; x))))): (4)
Lines (1; 2) express that the pairs (x; y) matched by M are in [(X \Y )× (Y\X )]∪
[(Y\X )× (X \Y )].
Line (3) says that all elements in (X \Y ) is matched to an element of (Y\X ), and
line (4) says that all elements in (Y\X ) is matched to an element of (X \Y ).
This formula expresses that there is a bijection between elements in (X and not in
Y ) and those in (Y and not in X ).
So, by Result 3, Qh(X; Y ) is checkable in NTime[n], so, by Result 1, de4nable in
∃MSO(+).
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4. Conclusion
In this paper we gave a new characterizations of LinH in the descriptive complexity
framework. These characterizations are made by augmenting monadic second-order
logic by means of ability to test whether two subsets of the domain encode a Dyck
language, cardinality comparison quanti4ers, and some kind of counting quanti4ers
(majority is equivalent to counting, see [15]). These results are a bit intriguing; because
the quanti4ers used, are apparently weak to augment expressive power of (MSO(¡))
from regular languages to the linear hierarchy.
These results follow the programme of Quine [19] who suggests to use word con-
catenation as basis of arithmetic. Bennett, in [1], gave a 4rst step in this direction by
proving that we can de4ne addition and multiplication by means of concatenation. This
language theoretic approach can give a better understanding of this class.
One interest of this approach can be to provide algorithms on (m-adic) representation
of integers to decide arithmetic relations such as primality and divisibility. Giving a
de4nition of multiplication using the majority predicate will be a 4rst step in this
direction. This can be a very ambitious programme and can give better algorithms for
arithmetic problems. Another application of these characterizations is that they can give
us a new approach to the counting problem in LinH, see [3] for more details around this
problem. Last, we can easily provide a combinatorial game in the Ehrenfeucht–Fra&'ssTe
fashion that can decide if some language is in the linear hierarchy, see [11].
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