Abstract. This paper is an initial inquiry into the structure of the Hopf algebra of matroids with restriction-contraction coproduct. Using a family of matroids introduced by Crapo in 1965, we show that the subalgebra generated by a single point and a single loop in the dual of this Hopf algebra is free.
which was posed by Lowell Abrams, remains open.) We manage this proof by restricting attention to a class of 2 n mutually nonisomorphic matroids on an n element set which we call "freedom matroids". These matroids are obtained, starting from the empty matroid, by successively adding points, at each stage either in a new dimension or in general position in the top rank. Freedom matroids were introduced by the other present author, in [10] , in order to prove that there are at least 2 n nonisomorphic matroids on n elements. The same matroids, presented as transversal matroids, were used in [21] to give a simplified proof of the same result. Several characterizations of freedom matroids were given in [17] , where it was also shown that the family of all freedom matroids is closed under formation of minors and duals. In the present paper, we adduce a number of new combinatorial properties of freedom matroids. This work is thus a useful adjunct to recent work that has modeled these, and generalizations of these, matroids in terms of Dyck paths ( [1] ) and lattice paths ( [3] ), and other work, soon to appear ( [2] , [4] ).
Coalgebras of matroids
Throughout this paper, we work over some commutative ring K with unit. All modules, algebras and coalgebras are over K, all maps between such objects are assumed to be K-linear, and all tensor products are taken over K. Given any family of matroids M, we write M for the set of isomorphism classes of matroids belonging to M, and denote by K{ M} the free K-module having M as basis. For any matroid M = M (S), and A ⊆ S, we write M |A for the restriction of M to A, and M/A for the matroid on S\A obtained by contracting A from M .
The following result appeared in [20] , as an example of the more general construction of incidence Hopf algebras: Whenever M is minor-closed, we shall write C(M) for the module K{ M} equipped with the above coalgebra structure.
We remark that in the statement of Proposition 2.1, and in all that follows, we do not distinguish notationally between matroids and their isomorphism classes; it will always be clear from the context which is meant. For the purposes of this article, we are interested primarily in the case in which M is minor-closed and not necessarily closed under direct sums and hence C(M) is only a coalgebra. We don't give a complete proof of the proposition here, but only mention that coassociativity of δ follows directly from the basic identities (M |T )|U = M |U , (M/U )/(T \U ) = M/T and (M/U )|(T \U ) = (M |T )/U , which hold for any matroid M = M (S) and U ⊆ T ⊆ S.
In the case that M is closed under formation of direct sums, a formula for the antipode of M may be deduced from the formula for the antipode of an arbitrary incidence Hopf algebra given in [20] .
We will use the following notation for some specific matroids:
I n = U n,n the free matroid of size n Z n = U 0,n the zero matroid of size n P n = U 1,n the n-point C n = U n−1,n the n-circuit
where, as usual, U r,n denotes the uniform matroid of rank r on n points.
Example 2.2. Let L be the matroid shown in Figure 1 , consisting of points a, b, c, d, e in the plane, with {a, b, c} and {a, d, e} collinear. If M is any minorclosed family containing L, then the coproduct of L in C(M) is given by
where ⊕ denotes the direct sum operation on matroids, and N is the three-point line with one of its points doubled.
Example 2.3. The family I = {I n : n ≥ 0} of all free matroids is minor-closed, and the coalgebra C(I) is the free module K{I 0 , I 1 , . . . }, with coproduct and counit given by δ(I n ) = n k=0 n k I k ⊗ I n−k and ǫ(I n ) = δ n,0 , for all n ≥ 0. Because I is also closed under formation of direct sums, C(I) is in fact a Hopf algebra. Since I n is equal to the direct sum of n copies of I, we have I n = I n in C(I), and thus C(I) is the polynomial Hopf algebra K[I], with coproduct determined by δ(I) = I ⊗ 1 + 1 ⊗ I.
Similarly, the family Z = {Z n : n ≥ 0} of all zero matroids is closed under formation of minors and direct sums, and C(Z) is equal to the polynomial Hopf algebra
Note that the coproducts in Example 2.3 are cocommutative. This is because the operations of deletion and contraction on free and zero matroids happen to coincide. In fact, these are the only matroids on which these operations coincide; if M is any minor-closed family that contains matroids outside of I ∪ Z, then the coalgebra C(M) is noncocommutative.
Example 2.4. The class U of all uniform matroids is minor-closed, and the coproduct on C(U) is given by
for all n ≥ r ≥ 0. If we adopt the convention that U k,m = U 0,m , for k < 0 and U k,m = U m,m , for k > m, then the coproduct on C(U) takes the form
Example 2.5. The subclass C of U consisting of all circuits and free matroids is minor-closed. The coalgebra C(C) is equal to K{I 0 , I 1 , . . . , C 1 , C 2 , . . . }, with coproduct determined by δ(I n ) = n k=0
Given a family M, and n ≥ 0, we denote by M n the set of all matroids belonging to M whose underlying sets have cardinality n; and for k, r ≥ 0, we denote by M r,k the set of all matroids belonging to M that have rank r and nullity k. Writing C n (M) and C r,k (M), respectively, for the free modules K{ M n } and K{ M r,k }, we have
Proposition 2.6. If M is minor-closed, the families of submodules {C n (M) : n ≥ 0} and {C r,k (M) : r, k ≥ 0} of C(M), respectively, equip C(M) with the structure of a graded, and bigraded, coalgebra. If M is also closed under formation of direct sums then C(M) is also thus graded, and bigraded, as a Hopf algebra.
Proof. The first claim follows immediately from the fact that, for any matroid M = M (S), and A ⊆ S, the rank of M is equal to the sum of the ranks of M |A and M/A, and similarly for nullities. The second claim follows from the fact that rank and nullity are additive functions with respect to the disjoint sum operation on matroids.
Proposition 2.7. If M is a minor-closed family and
Proof. The map D M has inverse D M * , and is thus bijective. For any matroid M = M (S), and A ⊆ S, we have the identities (M |A)
For all matroids N 1 , N 2 and M = M (S), the section coefficient M N1,N2 is defined as the number of subsets A of S such that M |A ∼ = N 1 and M/A ∼ = N 2 ; hence if M is a minor-closed family, the coproduct on C(M) is determined by
for all M ∈ M, where the sum is taken over all (isomorphism classes of) matroids N 1 and N 2 . We remark that there is no need to restrict the sum in Equation 2.8 to matroids N 1 and N 2 belonging to M; because the family M is minor-closed, the section coefficient M N1,N2 is zero whenever N 1 or N 2 is outside of M. Another way of viewing this is the following: If A is the class of all matroids, then the coproduct in C(A) is given by Equation 2.8; and if M is any minor-closed class then C(M) is a subcoalgebra of C(A) and thus the coproduct on C(M) is given by the same formula as that for the coproduct on C(A).
Example 2.9. Suppose that M (S) is the matroid shown in Figure 2 , and that N = P 2 ⊕ P 2 is the matroid consisting of two double points. The section coefficient M U2,3,N is equal to one (rather than two, as one might first guess) because, although there are two subsets A of S such that M |A ∼ = U 2,3 , only for A = {a, b, c} do we have M/A ∼ = N ; the contraction M/{a, d, e}, is a three point line with one point doubled.
More generally, for matroids N 1 , . . . , N k and M = M (S), the multisection coefficient M N1,...,N k is defined as the number of sequences (S 0 , . . . , S k ) such that
Algebras of matroids
For any family of matroids M, we define a pairing ·, · : K{ M}×K{ M} → K by setting M, N equal to the Kronecker delta δ M,N , for all M, N ∈ M. This pairing determines a pairing of K{ M} ⊗ K{ M} with itself, by
If M is minor-closed, we may thus define a product on K{ M}, dual to the coproduct on C(M), by setting
for all M, N 1 , N 2 ∈ M, thus making K{ M} an associative K-algebra, with unit equal to the empty matroid. We denote K{ M}, equipped with this algebra structure, by A(M), and note that A(M) is isomorphic to the graded dual algebra of C(M).
Writing A n (M) and A r,k (M) for the submodules of A(M) generated, respectively, by matroids in M having n-elements, and those having rank r and nullity k, we have the direct sum decompositions:
A r,k (M), and it follows from Proposition 2.6 that A(M) is thus both a graded and bigraded algebra. We also have the following result, dual to Proposition 2.7. Since the left-hand side of (3.1) is the coefficient of the basis element M in the product N 1 · N 2 , it follows that
We emphasize that, in Equation 3.3, it is necessary to limit the summation to elements of M; because C(M) is a subcoalgebra of C(A), where A is the family of all matroids, it follows that A(M) is a quotient of the algebra A(A). 
If M contains the free matroid I n then I n = n!I n , and if M contains the zero matroid Z n , we have
Example 3.5. Suppose that L is the matroid shown in Figure 1 and that M is the matroid consisting of five points a, b, c, d, e in the plane, with a, b, c collinear. If M is any minor-closed family that contains L, M and the direct sum U 2,3 ⊕ P 2 of the three-point line with a double point, then we have
Example 3.6. If M contains the free matroid I r and zero matroid Z k , then the product I r · Z k in A(M) is given by
where the sum is over all matroids M ∈ M having rank r and nullity k. On the other hand, for any M ∈ M and k ≥ 0, the product Z k ·M is equal to k+ℓ k Z k ⊕ M , where ℓ is the number of loops of M if Z k ⊕ M ∈ M, and is equal to zero otherwise; so in particular, Z k · I r = Z k ⊕ I r if M contains Z k ⊕ I r , and Z k · I r = 0, otherwise. Example 3.7. Let C be the minor-closed family consisting of all free matroids I n and circuits C k , for n ≥ 0 and k ≥ 1. It follows from the coproduct formulas in Example 2.5 that the product in A(C) = K[I 0 , I 1 , . . . , C 1 , C 2 , . . . ] is determined by
for all m, n ≥ 0 and k, ℓ ≥ 1. The dual family C * consists of all zero matroids Z n and multiple points P k , for n ≥ 0 and k ≥ 1. By Proposition 3.2, the product in
and P k · P ℓ = 0, for all m, n ≥ 0 and k, ℓ ≥ 1.
Orderings of subsets and words
For any set S and r ≥ 0, we denote by B(S) and B r (S), respectively, the set of all subsets and the set of all r-element subsets of S. In particular, for all n ≥ 0, we write B(n) and B r (n), respectively, for B([n]) and B r ([n]), where [n] denotes the set {1, . . . , n}. Whenever we write a subset of a linearly ordered set S by listing its elements, we shall assume that the list is written in the order induced by S; that is, if S is linearly ordered, and A = {a 1 , . . . , a r } ⊆ S, then a 1 < · · · < a r in S. Throughout this paper we shall always assume that S, whether linearly ordered or not, is a finite set.
For any linearly ordered S and r ≥ 0, we define a partial order on B r (S) by setting {a 1 , . . . , a r } ≤ {b 1 , . . . , b r } if and only if
Under this ordering, B r (S) is a sublattice of the r-fold direct product of linearly ordered sets S × · · · × S, and is thus a distributive lattice. The Hasse diagram of Figure 3 . Proof. Suppose that A = {a 1 , . . . , a k } and B = {b 1 , . . . , b r } are subsets of the linearly ordered set S such that A ≤ B in B(S), that is, such that r ≤ k and
. . , t n−r } are the complements of A and B in S, then n − r ≥ n − k, and s j = j + |{i : a i < j}| and t j = j + |{i :
For any linearly ordered set S, we denote by S ϕ the reversal of S, that is, the set S equipped with the opposite ordering: a ≤ b in S ϕ if and only if a ≥ b in S.
Lemma 4.2. For any linearly ordered set S, the identity map is a lattice antiisomorphism B r (S) → B r (S ϕ ).
Proof. It is immediate from the definition of the ordering on B r (S) that A ≤ B in B r (S) if and only if
Given a word w on the alphabet {0, 1}, and i ∈ {0, 1}, we denote by |w| i the number of occurrences of the letter i in w. For all n ≥ 0, we write W n for the set of all words on {0, 1} having length n, and let W n,r = {w ∈ W n : |w| 1 = r}, for 0 ≤ r ≤ n. For any linearly ordered set S = {e 1 , . . . , e n }, let χ : B(S) → W n be the function which maps A ⊆ S to the word x 1 . . . x n , where
Note that χ maps each B r (S) bijectively onto W n,r and that, under the natural identification of W n with the set of functions S → {0, 1}, the function χ simply maps subsets of S to their characteristic functions. Define maps π k : W n,r → [n], for 1 ≤ k ≤ r, by letting π k (w) be the position of the kth 1 in w ∈ W n,r . It follows that, for S = {e 1 , . . . , e n }, the map π : W n,r → B r (S) which is inverse to χ is given by π(w) = {e π1(w) , . . . , e πr(w) }, for all w ∈ W n,r . We define a partial order on W n,r by setting v ≤ w if and only if π k (v) ≤ π k (w), for 1 ≤ k ≤ r. For example, the Hasse diagram of the lattice W 5,2 is given in Figure 3 . Lemma 4.3. For any linearly ordered set S, and 1 ≤ r ≤ n = |S|, the map χ : B r (S) → W n,r is a lattice isomorphism.
Proof. It is immediate from the definition of χ that A ≤ B in B r (S) if and only if 
Proof. The proof is immediate from the definitions.
Freedom Matroids
By a flag on a finite set S we shall mean a sequence (S 0 , . . . , S r ) of subsets of S such that S r = S and S i−1 is a proper subset of S i , for 1 ≤ i ≤ r. We do not require S 0 to be empty.
Proposition 5.1. For any flag (S 0 , . . . , S r ) on a set S, the family
is the collection of independent sets of a matroid M (S 0 , . . . , S r ), of rank r, on S.
Proof. It is clear that I contains the empty set and is closed under formation of subsets. Now suppose that I, J ∈ I with |I| < |J|. If |I ∩ S i | < i for all i, then for any x ∈ J\I we have |(I ∪ x) ∩ S i | ≤ i for all i, and hence I ∪ x ∈ I. So we suppose that there exists some i such that |I ∩ S i | = i, and let m be the maximal such i. ∈ S m we have (I ∪ x) ∩ S i = I ∩ S i , and so
We refer to the matroid M (S 0 , . . . , S r ) as the freedom matroid (see [18] ) defined by the flag (S 0 , . . . , S r ). Note that it follows immediately from the definition that each S k is a flat of rank k in M (S 0 , . . . , S r ).
If M is a matroid on S and e ∈ S, we denote by M \e and M/e the matroids obtained from M by, respectively, deleting and contracting e. where T i = S i \e, for all i, and k = min{i : x ∈ S i }.
Proof. The independent sets of M \e are the subsets of S that do not contain e and contain no more than i elements of each S i , which are precisely the independent subsets of M (T 0 , . . . , T r ). If e is a loop in M , then M/e = M \e = M (T 0 , . . . , T r ), which agrees with the expression for M/e given in the Proposition, since k = 0 in this case. If e is not a loop, then A is independent in M/e if and only if e / ∈ A and A ∪ e is independent in M , that is |(A ∪ e) ∩ S i | ≤ i, for all i; in other words, |A ∩ T i | ≤ i, for i < k, and We now characterize the closure operators and closed sets of freedom matroids. We begin with the following proposition. Proof. First note that |A ∩ S 0 | = 0, because A is independent, and thus such m exists. Now, since |A ∩ S m | = m, the set A ∪ x is dependent for all x ∈ S m \A, and thus S m ⊆ cℓ M (A). On the other hand, for any y / ∈ A ∪ S m , the set A ∪ y is independent, since |(A ∪ y)
We may thus find the closure of an arbitrary set A in a freedom matroid by applying Proposition 5.4 to any maximal independent subset B of A and using the fact that cℓ(B) = cℓ(A). 
Freedom matroids on ordered sets
In the case that S is linearly ordered it is convenient to consider flags (S 0 , . . . , S r ) such that each S i is an initial segment in the ordering of S. In this case, the flag (S 0 , . . . , S r ) is determined by S together with the set {1 + max S i : 0 ≤ i ≤ r − 1}. Hence if S is linearly ordered and we are given a subset T = {t 1 , . . . , t r } of S, we may obtain a flag (T 0 , . . . , T r ) on S by setting T r = S and T i = {s ∈ S : s < t i+1 }, for 0 ≤ i ≤ r − 1. We denote the freedom matroid M (T 0 , . . . , T r ) by M T (S), or simply M T , when the set S is understood. If T ⊆ [n] and S = {e 1 , . . . , e n }, we also write M T (S) for the matroid M α(T ) (S), where α : B(n) → B(S) is the natural bijection i → e i . Proposition 6.1. If S is linearly ordered and T ⊆ S, then the family of independent sets of M T = M T (S) is given by {A ⊆ S : A ≥ T in B(S)}. If |T | = r, then the family of bases of M T is given by {B : B ≥ T in B r (S)}.
Proof. Suppose that T = {t 1 , . . . , t r } and A = {a 1 , . . . , a k } in B(S). Since T r = S, we have A = A ∩ T r , and thus |A ∩ T r | ≤ r if and only if k ≤ r. Now for 0 ≤ i ≤ r, we have A ∩ T i = {a j ∈ A : a j < t i+1 in S}; therefore, since a 1 < · · · < a k and t 1 < · · · < t r , it follows that |A ∩ T i | ≤ i if and only if a i+1 ≥ t i+1 . Hence A is independent in M T if and only if A ≥ T in B(S). The bases of M T are the sets {b, e, f }, {c, e, f }, {d, e, f }, {b, e, g}, {c, e, g}, {d, e, g}, {b, f, g}, {c, f, g}, {d, f, g} and {e, f, g}.
Proposition 6.3. For any linearly ordered S, and T ⊆ S, the dual M T (S)
* of the matroid M T (S) is equal to M T ′ (S ϕ ), where T ′ is the complement of T in S and S ϕ is the reversal of S. In particular, the class of freedom matroids is closed under duality.
Proof. Suppose that |S| = n and |T | = r. It follows from Proposition 6.1 that the set of bases of M T (S) * is given by {B ′ : B ≥ T in B r (S)}, which, according to Lemma 4.1, is equal to {C : C ≤ T ′ in B n−r (S)}. By Lemma 4.2, we have C ≤ T ′ in B n−r (S) if and only C ≥ T ′ in B n−r (S ϕ ), and hence the result follows from Proposition 6.1.
The following Lemma, which is a corollary of Proposition 6.1, will be used in the next section.
Lemma 6.4. Suppose that M (S) = M (S 0 , . . . , S r ) is a freedom matroid, where S is linearly ordered and each S i is an initial segment in S, and let A ⊆ S and a ∈ A.
Proof. Let B be a maximal independent subset of A that contains a. Since b > a in S, it follows that (B\a) ∪ b > B in B(S). Hence, by Proposition 6.1, the set (B\a) ∪ b is independent in M , and so ρ((A\a) ∪ b) ≥ ρ(A).
Recall from Section 4 that, given a word w ∈ W n,r , and 1 ≤ k ≤ r, we denote by π k (w) the position of the kth 1 in w, and for S = {e 1 , . . . , e n }, the bijection π : W n,r → B r (S) is given by π(w) = {e π1(w) , . . . , e πr(w) }. We thus may define a mapping w → M w from W n,r to the set of rank r freedom matroids on S by setting M w = M π(w) (S), for all w ∈ W n,r . 
Matroids and words
Suppose that M is a matroid of rank r on an n-element set S, having rank function ρ. We associate to any maximal chain ∅ = A 0 ⊂ · · · ⊂ A n = S in the Boolean algebra 2 S the word x 1 · · · x n ∈ W n,r defined by
. If the set S = {e 1 , . . . , e n } is linearly ordered, then there is a distinguished maximal chain A 0 ⊂ · · · ⊂ A n in 2 S , given by A i = {e 1 , . . . , e i }, for all i ∈ [n]. The word w M (S) = x 1 · · · x n associated to this chain is thus determined by
. We refer to w M (S) as the distinguished word of M (S). Note that w M (S) is also determined by the equality
Lemma 7.1. For any matroid M (S) of rank r, with S linearly ordered of cardinality n, the word w = w M (S) is determined by condition that π(w) = min{B ∈ B r (S) : B is a basis for M }.
Proof. Suppose S = {e 1 , . . . , e n }, and that the 1's in w occur in positions i 1 , . . . , i r , so that π(w) = {e i1 , . . . , e ir }. Since e i k is not in the closure of {e 1 , . . . , e i k −1 }, for all k ∈ [r], it follows that π(w) is independent, and thus is a basis for M . If
. , e i k −1 }, which has rank k − 1, and so B is not a basis for M . Hence any basis B of M satisfies B ≥ π(w) in B r (S).
If S = {e 1 , . . . , e n } is linearly ordered, then the symmetric group Σ n acts naturally on S by σ(e i ) = e σ(i) , for all i ∈ [n], and thus we can identify Σ n with the group Σ S of permutations of S. For any σ in Σ S (or in Σ n ), we denote by S σ the underlying set of S equipped with the linear order (or reorder) given by σ(e 1 ) < · · · < σ(e n ). Hence, a ≤ b in S if and only if σ(a) ≤ σ(b) in S σ , and so σ : S → S σ is a poset isomorphism. The natural map B(S) → B(S σ ), given by A → σ(A), for all A ⊆ S, and also denoted by σ, is also a poset isomorphism. We denote by π σ the map W n,r → B r (S σ ), which takes a word to the subset of S σ corresponding to positions of its 1's. Note that π σ is equal to the composition σπ.
Given A, B ⊆ S of equal cardinality, with complements A ′ and B ′ in [n], the shuffle σ A,B ∈ Σ S is the unique permutation of S which maps B onto A, and thus also B ′ onto A ′ , whose restrictions to B and B ′ are order-preserving. For example, if A = {4, 7} and B = {1, 5} in S = [7] , then σ A,B = 4123756 (where σ = σ 1 · · · σ n ∈ Σ n is the usual word notation for permutations, indicating that σ(i) = σ i , for all i), or in cycle notation, σ A,B = (1432)(576). 
For any matroid M (S) of rank r, where S is linearly ordered of cardinality n, we define a mapping λ M : Σ S → W n,r (or equivalently, λ M : Σ n → W n,r ) by setting λ M (σ) = w M (Sσ ) , for all σ ∈ Σ S . Note that, in particular, if ι ∈ Σ S is the identity permutation, then λ M (ι) = w M (S) is the distinguished word of M (S). We emphasize that the map λ M depends not only on the matroid M = M (S), but on the linear ordering of S.
For example, if M is the matroid on S = {a, b, c, d, e, f, g} shown in Figure 2 , and σ ∈ Σ 7 is the permutation 6237154, then λ M (σ) = 1110010. Proof. By Lemma 7.1, A = π(w M (S) ) is the minimum basis of M in B r (S). Since A ≥ B = π(v) in B r (S), it follows from Lemma 7.2 that A is also the minimum basis of M in B r (S σ ), where σ is the shuffle σ A,B . Since A = σ(B) = σ(π(v)) = π σ (v), it thus follows from Lemma 7.
Corollary 7.4. For any rank r matroid M on an n-element linearly ordered set, the image of λ M is an order ideal in W n,r .
Proof. The proof is immediate from Proposition 7.3.
It was shown in [10] (Theorem: "Existence of a matroid with a given first word") that in the case in which M = M w is a freedom matroid, the word w is the maximum among words associated to M by the map λ M . The following theorem is a strengthening of this result, giving a characterization of the words in the image of λ M whenever M is a freedom matroid.
Theorem 7.5. If M is the freedom matroid M w for some w ∈ W n,r , then the image of λ M : Σ n → W n,r is the principal order ideal {v ∈ W n,r : v ≤ w}.
Proof. Suppose that M = M (S) = M w , where S = {e 1 , . . . , e n } and w = x 1 · · · x n belongs to W n,r . It follows that M = M (S 0 , . . . , S r ), where S r = S, and S k−1 = {e 1 , . . . , e π k (w)−1 }, for 1 ≤ k ≤ r. For any σ ∈ Σ n , the word λ M (σ) = y 1 · · · y n is determined by the condition that |y 1 · · · y i | 1 = ρ({e σ(1) , . . . , e σ(i) }), for 1 ≤ i ≤ n, and by Corollary 5.6, if ρ({e σ(1) , . . . , e σ(i) }) = k, for some i, then i ≤ |S k | = π k+1 (w) − 1. Since π k+1 (w) is the position of the (k + 1)st one in w, it follows that |x 1 · · · x i | 1 ≤ k = |y 1 · · · y i | 1 . Hence, by Lemma 4.4, we have λ M (σ) ≤ w. The result thus follows from Corollary 7.4.
Example 7.6. Suppose that M (S) = U 2,4 ⊕ P 2 is the matroid consisting of a fourpoint line and a double point. The image of λ M in W 6,3 (given any linear ordering on S) is the order ideal {111000, 110100, 101100, 110010}, which has maximal elements 110010 and 101100, and thus is not principal. Hence, it follows from Theorem 7.5 that M is not a freedom matroid.
Corollary 7.7 ( [10] ). There are precisely 2 n nonisomorphic freedom matroids (and thus at least 2 n nonisomorphic matroids) on an n-element set.
Proof. Given a matroid M on S, the definition of λ M depends on a choice of ordering of S, but the image of λ M depends only on the isomorphism class of M . Hence, by Theorem 7.5, if v = w, then the freedom matroids M v and M w are not isomorphic.
Recall that the Bruhat order (or strong Bruhat order) on Σ n is determined by the condition that σ covers τ = τ 1 . . . τ n in Σ n if and only if σ may be obtained from τ by reversing a single pair (τ i , τ j ), such that i < j and τ i < τ j and the number of inversions of σ is one greater than the number of inversions of τ . Under the assumptions i < j and τ i < τ j , the exchange (τ i , τ j ) increases the number of inversions by one if and only if, for all k with i < k < j, either τ k < τ i or τ k > τ j , which, in particular, is the case if either j = i + 1 or τ j = τ i + 1. For example, in the Bruhat order on Σ 4 , the permutation 1423 is covered by 4123, 2413 and 1432. Reversing the pair (1, 3) in 1423 creates three new inversions, so that, even though 3421 is greater than 1423, it is not a cover. The identity permutation is the minimum element of Σ n , and the flip map ϕ = n(n − 1) · · · 1 is the maximum element.
Proposition 7.8. If M = M w for any w ∈ W n,r , and Σ n is given the Bruhat order, then λ M : Σ n → W n,r is an order-reversing map.
Proof. Suppose that M w = M (S) = M (S 0 , . . . , S r ), where S is linearly ordered and each S i is an initial segment in S. Suppose that τ covers σ in the Bruhat order on Σ n and let S σ = {e 1 , . . . , e n } and S τ = {f 1 , . . . , f n }, so that e k = f k for all but two indices i and j, where i < j, e i < e j , f j = e i , and f i = e j .
Letting E k = {e 1 , . . . , e k } and
we have E k = F k , for 1 ≤ k < i and j < k ≤ n, and since e j > e i in S, it follows from Lemma 6.4 that 
The algebra of freedom matroids
We now consider the algebra A(F ) corresponding to the minor-closed class F of freedom matroids. Throughout this section we shall assume that the ring K is a field of characteristic zero. The set {M w : w ∈ W}, where W is the set of all words on {0, 1}, is a K-vector space basis for A(F ), and the product is given by
where w u,v denotes the section coefficient Mw Mu,Mv . As is the case for any matroid algebra, A(F ) is bigraded by rank and nullity, and so A(F ) = r,k≥0 A r,k (F ), where A r,k (F ) has basis {M w : w ∈ W r+k,r }, and the section coefficient w u,v is zero whenever w / ∈ W |u|+|v|,|u|1+|v|1 . In the proof of our main theorem below, we make use of the incidence algebra of the lattice W n,r . In general, the incidence algebra I(P ) of a locally finite poset P is the K-vector space of all functions f : P × P → K such that f (x, y) = 0, whenever x ≤ y, equipped with the convolution product:
for all f, g ∈ I(P ), and x ≤ z in P . The convolution identity δ ∈ I(P ) is given by δ(x, y) = δ x,y , for all x ≤ y in P . An element f ∈ I(P ) is invertible if and only if f (x, x) is a unit in K, for all x ∈ P , in which case the convolution inverse f −1 is determined recursively by f −1 (x, x) = f (x, x) −1 , for all x ∈ P , and
for all x < z in P .
Recall that the matroids consisting of a single point and a single loop are denoted by I and Z, respectively, and note that I = M 1 and Z = M 0 are the freedom matroids corresponding to words of length one.
Theorem 8.1. The algebra A(F ) is free, generated by I and Z.
Proof. For any word w = x 1 · · · x n in W, we denote by P w the product M x1 · · · M xn in A(F ). Since A(F ) is graded it suffices to show that the set {P w : w ∈ W n,r } is a basis for A r,n−r (F ), for all n ≥ r ≥ 0. Given words w, v ∈ W n,r , with w = x 1 · · · x n , we write c(w, v) for the multisection coefficient v x1,...,xn . Observe that c(w, v) is equal to the number of permutations σ ∈ Σ n such that λ Mv (σ) = w, and hence Theorem 7.5 implies that c(w, v) is nonzero if and only if w ≤ v in the lattice ordering of W n,r . We thus have
for all w ∈ W n,r , where all coefficients are nonzero. Because c(w, v) = 0, whenever w ≤ v, the function c belongs to the incidence algebra of W n,r . Since c(w, w) = 0 for all w, and K is a field of characteristic zero, it follows that c has a convolution inverse c −1 , and therefore
for all w ∈ W n,r . Hence the linear endomorphism of A r,n−r (F ) determined by M w → P w , for all w ∈ W n,r , is invertible, and so {P w : w ∈ W n,r } is a basis for A r,n−r (F ).
Note that, since P v · P w = P vw in A(F ), for all v, w ∈ W, Theorem 8.1 can be restated as the fact that the map P w → w defines an isomorphism from A(F ) onto the free algebra K{W} = K {0, 1} , which has concatenation of words as product.
The use of incidence algebras in the proof of Theorem 8.1 can be avoided as follows: Choose an ordering w 1 , · · · , w m of W n,r such that i ≤ j, whenever w i ≤ w j in W n,r (such as the opposite of lexicographic order) and set c ij = c(w i , w j ), for all i ≤ j in [m] . Then P wi = m j=1 c ij M wj , for all i, and by Theorem 7.5, the matrix C = (c ij ) 1≤i,j≤m is upper-triangular, with nonzero entries along the main diagonal. Since K is a characteristic zero field, C is thus invertible, and hence the set {P wi : 1 ≤ i ≤ m} is a basis for A r,n−r (F ).
Corollary 8.3. If M is any minor-closed family that contains the class F of freedom matroids, then the subalgebra of A(M) generated by I and Z is free.
Proof. For each word w = x 1 · · · x n ∈ W, let Q w denote the product M x1 · · · M xn in A(M). Since F ⊆ M, the algebra A(F ) is a quotient of A(M), where the canonical homomorphism π : A(M) → A(F ) maps every freedom matroid in M to itself and every nonfreedom matroid to zero. Since π(Q w ) = P w , for all w ∈ W and, by Theorem 8.1, the P w are linearly independent in A(F ), it follows that the Q w are linearly independent in A(M). Hence the subalgebra of A(M) generated by I and Z is free. Observe that c 34 is the only zero entry above the main diagonal C, which corresponds to the fact that w 3 = 1001 and w 4 = 0110 are the only two noncomparable elements of the lattice W 4,2 . Also note that, since the matrix entry c(v, w) is equal to the number of orderings of the underlying set of M w with corresponding word equal to v, the sum of the entries in each column of C is equal to 4!.
Example 8.5. Suppose that M is any minor-closed class containing all freedom matroids and the smallest nonfreedom matroid D = P 2 ⊕ P 2 , consisting of two double-points, and let P L(M) be the subalgebra of A(M) generated by I and Z . The matrix expressing the basis {Q w : w ∈ W 4,2 } of P L(M) ∩ A In this context, Corollary 8.3 amounts to the observation that this matrix contains as a submatrix the nonsingular matrix C in the previous example, and thus has independent rows.
We now turn our attention to the coalgebra C(F ) of freedom matroids. Recall from Section 2 that C(F ) has as basis the set F = {M w : w ∈ W} of all isomorphism classes of freedom matroids, and has coproduct determined by It is then an interesting exercise to give a description of this coproduct solely in terms of the combinatorics of words.
Let {P ′ w : w ∈ W} be the basis of C(F ) which is dual to the basis {P w : w ∈ W} of A(F ) via the pairing defined in the beginning of Section 3, that is, such that P Proof. The result follows immediately from Theorem 8.1 by duality.
Corollary 8.6 can be restated as saying that the map determined by P ′ w → w is a coalgebra isomorphism from C(F ) onto the cofree coalgebra K{W}, which has the deconcatenation coproduct δ(w) = uv=w u ⊗ v.
