Machine transliteration has received significant research attention in last two decades. It is observed that Hindi to English and Marathi to English named entity machine transliteration is comparably less studied. Currently, research work in this domain is carried out by using grapheme based statistical approaches. But, to achieve better accuracy for the transliteration, an adequate bilingual text corpus is a mandatory requirement for statistical approaches. This paper focuses on Hindi to English and Marathi to English direct machine transliteration of Indian-origin named entities such as proper names, place names and organization names. Proposed phonetic based statistical approach uses phoneme and named entity length as features for supervised learning and transliterates them in English using full consonant based phonetic scheme without support of corpus. This system takes Indian origin named entities as an input in Hindi and Marathi using Devanagari script and transliterates it into English by using only two weights.
Introduction
Historically, India has been a multilingual country and Indian constitution officially recognizes 22 languages with 11 different scripts and 6000 dialects used in different states spread across the country (Mudur 1999) . Hindi is the national language of the India and spoken by more than 500 million Indians. Hindi is the world's fourth most commonly used language after Chinese, English and Spanish. Marathi is one of the widely spoken languages in India especially in the state of Maharashtra. Hindi and Marathi uses the "Devanagari" script for writing and draw their vocabulary mainly from Sanskrit. It is challenging to transliterate out of vocabulary (OOV) words like names and technical terms occurring in the user input across languages with different alphabets and sound inventories. Transliteration is the conversion of a word from one language to another without losing its phonological characteristics. Machine transliteration is usually used to support the machine translation (MT) and cross-language information retrieval (CLIR) to convert the named entities (Padariya 2008) .
Existing approaches for Named Entity (hence forth denoted as NE) machine transliterations are linguistic-based and statistical-based (Karimi 2011) . The linguistic approach uses hand-crafted rules, based on pattern matching which need a linguistic analysis to formulate rules. Statistical approach tries to generate transliterations using statistical methods based on bilingual text corpora. Transliterations are generated on the basis of statistical models, which are derived from the analysis of bilingual text corpora.
Hindi/Marathi to English direct NE machine transliteration is quite difficult due to the many factors such as difference in writing script, difference in number of characters/alphabets, concept of capitalization of leading characters, phonetic characteristics, relative character length, presence of a number of exonyms, endonyms and historical variants for many place names, number of valid transliterations and availability of the parallel corpus (Saha 2008) .
In most of the grapheme based statistical methods parallel corpus is used and trained for the adequate number of entries using one of the learning approaches such as HMM, CRF, SVM etc. As shown below, for the NE / िवजयराघवगढ़ (vijayrāghavgarh)/ which is place name, character alignment is obtained using the available tools (like Moses, GIZA++, SRILM,) and then, aligned corpus is trained using one or more statistical probability approaches.
Source Language Target Language िव ज य रा घ व ग ढ़ vi ja y rā gha v ga rh
The accuracy of statistical methods depends on how good corpus is prepared and how good learning algorithm is. We have not found any complete named entity bilingual corpus for the Indian languages.
Pure and Full Consonant
The basic consonant shape in the Indian script always has the implicit vowel /अ(a)/ and hence there is no explicit matra form for the short vowel 'a'. For example, the NE name /कमल (kamal)/ is linguistically written as कमल = क् +अ+म् +अ+ल् +अ = k+a+m+a+l+a. whenever the corresponding vowel immediately follows the consonant. The written form of a basic consonant without the implicit 'a' vowel either has an explicit shape or it has the graphical sign '◌् ', known as the Halant (or Virama in Marathi) attached to its basic consonant shape (e.g. क् ). This is referred to as the 'Halant form' of the consonant or pure consonant. The Halant is the vowel अ (a) omission sign. It serves to cancel the inherent vowel अ of the consonant to which it is applied (Mudur 1999 ).
When Devanagari vowel phoneme 'a' is added to any generic consonant phoneme then the consonant phoneme is called full consonant. It is necessary to have inherent 'a' attached to consonant to add the phone of 'a' vowel to it. If inherent 'a' is not added to the independent consonant phoneme, it becomes very difficult to utter its transliteration in English as well as to obtain its back transliteration in Devanagari from English. For example NE /कमल कमल कमल कमल (kəməl)/ will be spelled as /kml/ and would be back transliterated as / ल ल ल ल/ which is tri-conjunct (Joshi 2003) .
Unicode and ISCII character encoding standards for Indic scripts are based on full form of consonants (Singh 2006) . Table 1 shows the pure consonants and full consonants with their English equivalent.
Pure Consonant in Devanagari English Equivalent
Full Consonant in Devanagari 
In proposed approach, the input NE for example / िवजयराघवगढ़ /, is segmented into basic syllabic units such as िव ज य रा घ व ग ढ़ and transliterated into English by mapping source language phonetic units into target language phonetic unit using full consonant based phonetic mapping scheme. IAST (International Alphabet of Sanskrit Transliteration) converter can be used to obtain the baseline transliteration. The baseline transliteration for NE / िवजयराघवगढ़ / is shown below.
Source Language Baseline Transliteration िव ज य रा घ व ग ढ़ vi ja ya rā gha va ga rh
The NE /िवजयराघवगड/ is made up of three NEs िवजय (Vijay), राघव (Rāghav) and गड (garh) respectively. As it is a multi word NE and consists of three segments, there are three breakpoints (less stressed positions) at /ya/, /va/ and /rh/, hence the inherent 'a' mapped by full consonant mapping should be deleted to get the correct transliteration as /vijayrāghavgarh/.
It is challenging task to find out the number of segments in the given NE, in order to find the boundaries of the segments to remove the inherent 'a' attached due to full consonant mapping. The segments in the NE are obtained by assigning two weights based on the number of diacritics used to form a phonetic unit and the length of the source language NE is used as a feature for supervised learning to obtain the multiple classes for the segmentation. Segmentation is used to identify and delete the schwa (less stressed positions) which is a major issue in direct translation without training the corpus.
Related Work
Existing basic models for NE machine transliterations are Grapheme-based and Phoneme-based. The grapheme based model treats transliteration as an orthographic process and tries to map the source language graphemes directly to the target language graphemes. Phoneme-based model considers transliteration as a phonetic process. Under such frameworks, transliteration is treated as a conversion from source grapheme to source phoneme followed by a conversion from source phoneme to target grapheme. One of the early works on transliteration is done by Arbabi. They combined neural networks and expert systems for Arabic-English pair using phoneme model (Arbabi 1994) . Knight and Graehl developed a five stage statistical model to do back transliteration, that is, to recover the original English name from its transliteration into Japanese Katakana (Knight 1997). Stalls used this for back transliteration from Arabic to English (Stalls 1998) . Al-Onaizan and Knight have produced a simpler Arabic-English transliterator and evaluated how well their system can match a source spelling (AlOnaizan 2002) . Their work includes an evaluation of the transliterations in terms of their reasonableness according to human judges. Work in the field of Indian Language CLIR was done by Jaleel and Larkey, which was based on their work in English-Arabic transliteration for CLIR [Jaleel 2003 ]. Their approach was based on Hidden Markov Model using GIZA++. Phoneme-based models, based on weighted finite state transducers (Knight 1997) and Markov window (Jung 2003 ) considers transliteration as a phonetic process. OM transliteration scheme provided a script representation which is common for all Indian languages (Ganapathiraju 2005) . Punjabi machine transliteration for Punjabi language from Shahmukhi to Gurmukhi used the set of transliteration rules (Malik 2006 ). Sproat presented a formal computational analysis of Brahmi scripts (Sproat 2002 (Sproat -2004 . Kopytonenko focused on computational models that perform grapheme-to-phoneme conversion (Kopytonenko 2006 
Approach
The objective of the work is to transliterate named entities from Hindi and Marathi into English. Following Hindi/Marathi language related terminologies are used.
Akshara -It is the minimal articulatory unit of speech in Hindi/Marathi (Pandey 1990).
Swara -It is a pure vowel in Devanagari. Swaras is plural of Swara.
Vyanjana -It is a consonant in Devanagari. Vyanjanas is the plural form of it.
Jodaakshar -It is the conjugates in Devanagari.
Syllable -It is made up of phonetic units to establish minimum rhythm.
Schwa -The schwa is the vowel sound in many lightly pronounced unaccented syllables in words of more than one syllable. It is represented by /ə/ symbol (Naim 2009 ).
The overall process is carried out as follows.
Step 1: Preparation of phonetic map table for Devanagari to English transliteration using full consonant approach with local language context.
Step 2: Formation of Devanagari Phonetic Units.
Step 3: Generation of Intermediate Phonetic Code (denoted hence forth by IPC) by mapping Devanagari phonetic units to equivalent phonetic unit using phonetic map.
Step 4: Pruning of inherent 'a' generated by vowel matras due to full consonant approach as well as half consonants 'a`' generated by conjuncts (Jodakshar) from intermediate code.
(Outcome of this step is denoted hence forth as Modified Intermediate Phonetic Code MIPC).
Step 5: Empirical analysis for multiword named entity formation in Hindi and Marathi.
Step 6: Statistical Model.
Step 7: Segmentation and classification using supervised learning
Step 8: Transliteration Example
Preparation of phonetic map table
The possibility of different scripts between the source and target languages is the problem that transliteration systems need to tackle. Hindi/Marathi uses the Devanagari script whereas English uses the Roman script. Devanagari script used for Hindi have 12 pure vowels, two additional loan vowels taken from the Sanskrit and one loan vowel from English. According to Cambridge Advanced Learner's Dictionary English has only five pure vowels but, the vowel sound is also associated with the consonants w and y (Koul 2008). There are 34 pure consonants, 5 traditional conjuncts, 7 loan consonants and 2 traditional signs in Devanagari script and each consonant have 14 variations through integration of 14 vowels while in Roman script there are only 21 consonants. The 34 pure consonants and 5 traditional conjuncts along with 14 vowels produce 546 different alphabetical characters (Mudur 1999) . Table 2 show 15 vowels along with their matra signs and 34 pure consonants in Devanagari script. The consonant /ळ/ is used only in Marathi language. Table 3 shows the 5 traditional conjuncts, 7 loan alphabets, 2 traditional signs and 2 special nasal signs in Devanagari script ]. which is also a short vowel in Devanagari while /आ आ आ आ/ in Devanagari is a long vowel and mapped capital 'ā' or 'A' in our phonetic scheme to generate the IPC.
Traditional Conjuncts Additional Consonants
ड़ ढ़ Loan Consonants क़ ख़ ग़ ज़ फ़ Traditional Signs ॐ ी Special nasal ◌ं ◌ँ ঁ
ं जनवण
CONSONANT PHONEME 
Formation of Devanagari Phonetic Units
As Unicode uses full consonant approach it treats Devanagari consonant phoneme and vowel phoneme as a separate units as shown below. 
Generation of Intermediate Phonetic Code
The phonetic scheme is based on full consonant approach and dependent on vowel matra 'अ'. The inherent 'a' is added even if any other vowel matra is present with Devanagari phoneme unit. The script generated in English for Devanagari phonetic unit with inherent 'a' using the phonetic mapping scheme is denoted as Intermediate Phonetic Code (IPC). Table 5 shows how IPC in English is generated for the Devanagari consonant phoneme 'क' when it is combined with different vowel phoneme of Devanagari script.
Devanagari Consonant
Devanagari Vowel
The following method is used to generate the IPC in English.
• Devanagari name divided into the syllabic units are called as Source Transliteration
Units (STU). STU is equivalent to phonetic unit of Devanagari. The STU can be represented using following regular expression.
STU = ((V) | (C) | (CV) | (CCV) | (C…CV)) (G)
where C = Consonant, V = Vowel and G = Nasalization of vowels • English name divided into the syllabic units called as Target Transliteration Units (TTU). TTU is equivalent to a phonetic unit of English. The regular expression for English can be written as TTU = C*V* • The Devanagari name is represented as a collection of Devanagari phonetic units. Name in Devanagari = { STU1, STU2, … STUn } • The English name is represented as a collection of English phonetic units. Name in English = { TTU1, TTU2, … TTUm } • IPC is obtained by using direct mapping of STUs to TTUs on one to one basis. 
Pruning
An IPC is generated by mapping STUs to TTUs. STUs are generated from the Devanagari name which uses Unicode encoding. Due to the full consonant nature of Unicode, there is an inherent 'a' followed by consonant phoneme for all Devanagari vowel matras in IPC form. The inherent 'a' generated for Devanagari phonetic units having any vowel matra should be removed. One of the problems in Devanagari to English transliteration is the transformation of conjugates. When the half consonant cluster (Virama/Halant ◌् ) appears in Devanagari script, it is mapped in English with the letter symbol 'a`' which appears in between two consonant phonemes. There is no practice to represent such half consonant in English. All the viramas in Devanagari script mapped as a half consonants 'a`' should be eliminated from the IPC. The output after pruning inherent 'a' and 'a`' is denoted as Modified IPC (MIPC). Table 7 shows the example of removal of inherent 'a' if matra or half consonant is present. 
Empirical analysis for multiword named entity formation
An example shown in Table - 7, the NE /कै लाशनाथ/ is transliterated as /kailāshanātha/. The NE /कै लाशनाथ/ is multi-word name consists of /कै लाश/ and a suffix /नाथ/ . An 'a'
followed by 'sh' should be deleted as well as the last 'a' also should be deleted to obtain the correct transliteration.
It has been observed that the minimum length of the NE is 1 akshara (formed using 1 syllabic unit) and maximum length is 8 aksharas. There are very few named entities consisting one syllable. From the number of aksharas in the named entities, 8 categories are made. One akshara is considered equivalent to one phonetic unit in the Devanagari NEs. It is found that nearly 50% NEs used in India are a combination of two or more individual named entities (denoted hence forth NEs). For one akshara, two aksharas and three aksharas NEs, transliteration is quite simple. As the length of a NE increases, the segmentation becomes important to find out the number of words used to form the NE in order to separate the rhythms within it and in turn number of phonetic units in each rhythm.
Most of the four aksharas, five aksharas, six aksharas, seven aksharas and eight aksharas NEs are formed with the combination of two or three different rhythmic units. Table 8 shows the observations of possible combinations of phonetic segments from pronunciation point of view. Table 8 , confirms that there are always minimum two segments in four to eight aksharas NE. These observations are useful to find out the stressed and unstressed syllables in the multi word NEs which is required to find the break points. These break points are referred to as schwa positions, where the occurrence of 'a' vowel is not pronounced and hence deleted.
Statistical Model
Following terminologies are used in the statistical model Input: NE in source language is denoted by source word (SW)
Output: NE in the target language as output (English) is denoted by target word (TW).
• SW is divided into the phonetic units called Source Transliteration Units (STUs).
• The TTUs is used to denote Target Transliteration Units (TTU). TTU is equivalent to phonetic unit of English after mapping STU.
• The Devanagari name is represented as a collection of Devanagari phonetic units.
• Name in Devanagari = STU1, STU2, … STUn } • The English name is represented as a collection of English phonetic units.
• Name in English = { TTU1, TTU2, … TTUm } • WSTU is the weight assigned to a phonetic unit (STU) of the source language.
• WTTU is the weight assigned to a phonetic unit (TTU) of the target language.
If the STU contains any of the vowel matra from [◌ा, ि◌ ,◌ी, ◌ु ,◌ू ,◌े ,◌ै ,◌ो,◌ौ, ◌ं ◌ः ] or complete vowel [अ, आ, इ,ई, उ, ऊ, ए,ऎ,ओ,औ] , weight 2 is assigned to it, otherwise weight 1 is assigned. The same weights are mapped to the corresponding TTUs. Weight assignment is represented using mathematical equations (1) and (2). 
where i = 1..n The probability is calculated for individual phonetic units. As the basis of the method is phonetic model, the probability of mapping STU to When a NE written in Devanagari script is transliterated using English script, the implicit अ attached to the single consonant either gets mapped to 'a' or null depending on the patterns of stress and intonation in a language. The initial probability for all inherent short vowel /a/ is taken as 0.
If the result of equation (3) is zero for any TTU, then segments are formed (for the NE having aksharas more than 3) if any, and the probability is recalculated for each segment using the TTU position in the word. 
Segmentation and classification
In our approach, classification is obtained by using the supervised learning approach.
Following is the analysis of the named entities in Hindi and Marathi to obtain the classification based on the position and weight of the phonetic entity. Most of the four aksharas named entities are formed with the combination of two different words. As the length of the Devanagari word is 4 and different weights are 2, the possible combinations can be sixteen as shown in From Table 9 following two observations, two inferences and two classes are obtained.
Observations from named entities 1 to 8 in Table 9 are
• Weight patterns 1 to 8 have weight 1 at second position.
• The second position has low weight hence the right boundary of the first segment.
Observations from named entities 9 to 16 in Table 9 are
• Weight patterns 9 to 16 have weight 2 at the second position.
• The second position has high weight in the basic pattern.
Inference 1: From a transliteration point of view, for the four aksharas NE, if the weight pattern has weight 1 at second position; it indicates that the NE consists of two segments. In this case, the NE can be divided into two segments of 2 and 2 aksharas, respectively and short vowel 'a' of second akshara which is schwa gets removed.
Inference 2: From a transliteration point of view, for the four aksharas NE, if the weight pattern has weight 2 at the second position, then no segmentation is needed due to high weight.
Classification: Class I: Named entities having weight 1 at the second position
Class II: Named entities having weight 2 at the second position
One of the inferences for eight aksharas NE having 3 segments like /िवजयराघवगढ़/ is Inference 3: From a transliteration point of view, for the eight aksharas named entity, if the weight pattern has weights 1211 or 1221 from the position third to the sixth, it indicates that the named entity consists of three segments. In this case, the named entity can be divided into three segments of 3, 3 and 2 aksharas respectively. Table 11 shows the results of the 15224 names transliterated by using phonetic model and statistical approach for segmentation and schwa deletion.
Experimentation and Results

Number of Akshras
Number of Names The results of accuracy (Top-1) for phonetic model using statistical approach are depicted in figure 1. 
Conclusion
We presented optimized direct machine transliteration for Hindi to English and Marathi to English language pairs using full consonant approach using only two weights and without corpus. As Hindi and Marathi languages are phonetically rich languages, phonetic based model is used. The accuracy of the transliteration decreases as the length of the Hindi and Marathi named entity increases in terms of number of aksharas. The accuracy of the transliteration decreases if the named entity is made up of multiple smaller length named entities. We showed that, a transliteration system can be built from phonetics, based on local linguistic word formation logic and supervised learning and its accuracy is 97.3%. The phonetic based statistical approach shows the significant improvement in the accuracy for the named entities consisting of four aksharas, five aksharas, six aksharas, seven aksharas and eight aksharas. 
