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Abstract
We study an approximation of a multivariate function f by an operator of the form ∑Ni=1T˜r [f, xi ](x)i (x), where 1, . . . ,N
are certain basis functions and T˜r [f, xi ](x) are modiﬁed Taylor polynomials of degree r expanded at xi . The modiﬁcation is such
that the operator has highest degree of algebraic precision. In the univariate case, this operator was investigated by Xuli [Multi-node
higher order expansions of a function, J. Approx. Theory 124 (2003) 242–253]. Special attention is given to the case where the
basis functions are a partition of unity of linear precision. For this setting, we establish two types of sharp error estimates. In
the two-dimensional case, we show that this operator gives access to certain classical interpolation operators of the ﬁnite element
method. In the case where 1, . . . ,N are multivariate Bernstein polynomials, we establish an asymptotic representation for the
error as N → ∞.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let  be a compact convex domain in the d-dimensional Euclidean space Rd . Suppose that we know the values of a
function f and those of its partial derivatives up to order r at certain points x1, . . . , xN ∈ . Our aim is to approximate
f from this data.
Clearly, in a small neighborhood of one of the points xi , the Taylor polynomial of order r
Tr [f, xi](x) :=
r∑
j=0
1
j ! D
j
x−xi f (xi )
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will be a reasonable approximation. Here, we denote by Djyf (x) the jth directional derivative of f at x, deﬁned by
D
j
yf (x) :=
[
dj
dtj
f (x + ty)
]
t=0
.
In order to obtain a simple and stable global approximation on , we may consider a weighted average
Qr [f ](x) =
N∑
i=1
Tr [f, xi](x)i (x) (x ∈ ), (1)
or, equivalently, a convex combination of all these Taylor polynomials. This means that the system of functions
1, . . . ,N is a partition of unity on . Moreover, each i (x) should be close to one when x is near xi and close to
zero when the distance of x from xi is relatively large.
An approximation operator of the form (1) was recently investigated by Zuppa [12] who used the so-called Shepard
partition of unity, given by
i (x) =
‖x − xi‖−p∑N
i=1‖x − xi‖−p
(i = 1, . . . , N),
and modiﬁed it for practical purposes. Here p ∈ (1,+∞) and, throughout this paper, ‖ · ‖ denotes the Euclidean norm
in Rd . Clearly, the operator Qr reproduces polynomials up to degree r.
In this connection, a recent paper ofXuli [10] is also of interest. In the univariate case, he considered an approximation
operator
Lm[f ](x) =
N∑
i=1
f (xi)i (x) (2)
on an interval [a, b] with distinct nodes xi ∈ [a, b] for i=1, . . . , N . He did not care for the basis functions 1, . . . ,N
to be a partition of unity, but he assumed that the operator (2) reproduces polynomials up to degree m, that is,
P(x) =
N∑
i=1
P(xi)i (x) forP ∈ m(R), (3)
where m(R) denotes the class of all polynomials of degree at most m in one real variable. If in (2) we replace f (xi)
by the Taylor polynomial of degree r at xi , then the resulting new operator
Lmr [f ](x) :=
N∑
i=1
⎛⎝ r∑
j=0
f (j)(xi)
j ! (x − xi)
j
⎞⎠i (x) (4)
reproduces polynomials up to degree max{m, r}. However, with the same original operator Lm and the same data from
f one can do much better by modifying the Taylor coefﬁcients appropriately. In fact, Xuli discovered that the operator
Hmr [f ](x) :=
N∑
i=1
⎛⎝ r∑
j=0
amrj
f (j)(xi)
j ! (x − xi)
j
⎞⎠i (x), (5)
where
amrj = (m + r − j)!r!
(m + r)!(r − j)! , (6)
reproduces polynomials up to degree m + r .
In Section 2, we consider the multivariate analogue of Xuli’s operator (5) and establish an integral representation for
the error of approximation. This result may also be seen as a contribution to the particle methods or meshless methods
used in the approximate solution of partial differential equations; see e.g., [2].
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For reasons of stability, it is desirable to use a partition of unity as basis functions 1, . . . ,N but, unfortunately, in
this case Eqs. (3) and their multivariate analogues cannot hold when m2. For m= 1 they can hold if and only if  is
a convex polytope. Therefore, in Section 3, we restrict ourselves to convex polytopes  and consider the multivariate
analogue of the operator (5) when 1, . . . ,N is a partition of unity for which Eqs. (3) hold with m=1 and R replaced
by Rd . In this case, we establish sharp error bounds.
In order to generate a convergent sequence of approximations, one can successively subdivide into smaller convex
polytopes and apply the operator H1r on each of them with the vertices taken as nodes x1, . . . , xN . In Section 4, we
consider this situation and simplify the previous error estimates for r = 0, 1, and 2.
In Section 5, we work out examples for d = 2 and subdivisions into triangles and squares. Error bounds for some
classical interpolation operators of the ﬁnite element method are obtained as consequences.
An interesting problem which is covered by the investigation in Section 3 is the approximation on a simplex with the
role of the basis functions 1, . . . ,N being taken by multivariate Bernstein polynomials. In Section 6, we consider
this case and establish an asymptotic representation for the error f (x) − H1r [f ](x).
2. A multivariate analogue of Xuli’s approximation operator
Let again be a compact convex domain inRd . By C(), we denote the class of all real-valued continuous functions
on , and by Cm(), where m ∈ N, the subclass of all functions that are m times continuously differentiable in the
following sense. For each x ∈  and any y ∈ Rd such that x + y ∈ , the directional derivatives Djyf (x) exist for
j = 1, . . . , m and depend continuously on x.
Now let x1, . . . , xN be distinct points in, called nodes, with associated functions 1, . . . ,N ∈ C(), called basis
functions, such that
P(x) =
N∑
i=1
P(xi )i (x) for P ∈ m(Rd), (7)
where m(Rd) denotes the class of all polynomials of degree at most m in d real variables.
For this setting and with the numbers amrj from (6), the multivariate form of Xuli’s operator is deﬁned by
Hmr [f ](x) :=
N∑
i=1
⎛⎝ r∑
j=0
amrj
j ! D
j
x−xi f (xi )
⎞⎠i (x). (8)
It should be mentioned that for our considerations a slight change of the notation was desirable. In Xuli’s paper the
operator (8) for d = 1 is called HNr(f, x).
The error of the approximation by Hmr [f ] can be represented as follows (see [10, Theorem 1] in the univariate case).
Theorem 1. Let f ∈ Cm+r+1(). Then
f (x) − Hmr [f ](x) =
N∑
i=1
(∫ 1
0
Kmr(t)D
m+r+1
x−xi f (xi + t (x − xi )) dt
)
i (x),
where
Kmr(t) := (−1)m t
m(1 − t)r
(m + r)! .
Proof. In order to proﬁt from the lemmas in [10], we try to imitate the proof of Xuli as much as possible. First, for
i = 1, . . . , N , we introduce the univariate functions
gi :
{ [0, 1] −→ R,
s −→ f (xi + s(x − xi )).
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For s = 0, the Taylor expansion of g(j)i (s) at 1 with a standard integral representation of the remainder yields
g
(j)
i (0) =
m+r∑
k=j
(−1)k−j
(k − j)! g
(k)
i (1) −
∫ 1
0
(−t)m+r−j
(m + r − j)! g
(m+r+1)
i (t)dt . (9)
Next, we multiply both sides by amrj /j ! and sum over j from 0 to r. The special form of the numbers amrj allows us
simpliﬁcations on the right-hand side. For k′ := min{k, r}, it is shown in [10, Lemma 3] that
k′∑
j=0
(−1)k−j amrj
j !(k − j)! = 0 (k = m + 1, . . . , m + r).
Hence, by interchanging the order of summation in the following double sum and noting that amr0 = 1, we obtain
r∑
j=0
amrj
j !
m+r∑
k=j
(−1)k−j
(k − j)! g
(k)
i (1)
=
m+r∑
k=0
⎛⎝ k′∑
j=0
(−1)k−j amrj
j !(k − j)!
⎞⎠ g(k)i (1)
= gi(1) +
m∑
k=1
⎛⎝ k′∑
j=0
(−1)k−j amrj
j !(k − j)!
⎞⎠ g(k)i (1). (10)
Furthermore,
r∑
j=0
(−t)r−j amrj
j !(m + r − j)! =
(1 − t)r
(m + r)! (11)
and gi(1) = f (x) for i = 1, . . . , N . Therefore, using (10) and (11), we deduce from (9) that
r∑
j=0
amrj
j ! g
(j)
i (0) = f (x) +
m∑
k=1
⎛⎝ k′∑
j=0
(−1)k−j amrj
j !(k − j)!
⎞⎠ g(k)i (1)
− (−1)m
∫ 1
0
tm(1 − t)r
(m + r)! g
(m+r+1)
i (t) dt . (12)
Finally, we multiply both sides of (12) by i (x) and sum over i from 1 to N. Now it is important to note that we may
write g(k)i (1) as Pk(x − xi ), where Pk is a homogeneous polynomial of degree at most k with coefﬁcients depending
on x but not on i. Then, for ﬁxed x ∈  and arbitrary c, y ∈ Rd , we may consider Pk(c − y) as a polynomial of degree
at most k in y depending on a free parameter c. Using (7), we obtain
Pk(c − y) =
N∑
i=1
Pk(c − xi )i (y)
for k = 1, . . . , m. Thus, substituting c = y = x, we ﬁnd that
N∑
i=1
g
(k)
i (1)i (x) =
N∑
i=1
Pk(x − xi )i (x) = Pk(0) = 0 (13)
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for k = 1, . . . , m. Furthermore,∑Ni=1i (x) = 1. With these identities, it follows from (12) that
N∑
i=1
⎛⎝ r∑
j=0
amrj
j ! g
(j)
i (0)
⎞⎠i (x)
= f (x) − (−1)m
N∑
i=1
(∫ 1
0
tm(1 − t)r
(m + r)! g
(m+r+1)
i (t) dt
)
i (x).
The proof is completed by noting that g(j)i (0) = Djx−xi f (xi ) and g(m+r+1)i (t) = Dm+r+1x−xi f (xi + t (x − xi )). 
Theorem 1 implies immediately that Hmr [P ](x) ≡ P(x) for all P ∈ m+r (Rd).
3. Partitions of unity on convex polytopes
Unfortunately,when1, . . . ,N is a partition of unity, Eqs. (7) cannot hold form2. In fact, letx0 ∈ \{x1, . . . , xN }
and let
c := 12 min1 iN ‖xi − x0‖.
Then P(x) := ‖x − x0‖2 − c2 belongs to 2(Rd), but
P(x0) 	=
N∑
i=1
P(xi )i (x0)
since the left-hand side is negative while the right-hand side is positive.
For m= 1, the identity (7) implies that x=∑Ni=1 xii (x). Hence, in the case of a partition of unity, each x ∈ must
lie in the convex hull of x1, . . . , xN . This implies that  is a convex polytope, which is compact by deﬁnition [4, p.
31], and all the vertices of  are amongst the points x1, . . . , xN . On the other hand, on convex polytopes, there always
exist partitions of unity such that (7) holds for m = 1 (see, e.g., [9]). This situation shall be considered from now on.
Writing Hr [f ] instead of H1r [f ], we introduce
Hr [f ](x) :=
N∑
i=1
⎛⎝ r∑
j=0
r + 1 − j
(r + 1)j ! D
j
x−xi f (xi )
⎞⎠i (x), (14)
where
i (x)  0 for x ∈  (i = 1, . . . , N) (15)
and
P(x) =
N∑
i=1
P(xi )i (x) for P ∈ 1(Rd). (16)
Note that the operator Hr shares with Qr , deﬁned in (1), the favorable stability properties induced by a partition of
unity, but, other than Qr , it reproduces polynomials up to degree r + 1. Moreover, m = 1 is the only integer for which
Hmr can have these advantages since (15) fails for m2 and sinceH0r = Qr .
For f ∈ Cm(), we introduce
|Dmf | := sup
x∈
sup
{
|Dmy f (x)| : y ∈ Rd , ‖y‖ = 1
}
.
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It follows immediately that for any x ∈  and y ∈ Rd , we have
|Dmy f (x)| |Dmf | · ‖y‖m.
Now we give an error estimate.
Theorem 2. Let  be a convex polytope. Suppose that f ∈ Cr+2(). Then, for the operator Hr , deﬁned by (14)–(16),
we have
|f (x) − Hr [f ](x)| |D
r+2f |
(r + 1)(r + 2)!
N∑
i=1
‖x − xi‖r+2i (x) (17)
for all x ∈ . This estimate is best possible for each r ∈ N0. For even r, equality is attained for all x ∈  when
f (x) = c‖x‖r+2 + P(x), where c ∈ R and P is any polynomial from r+1(Rd).
Proof. Since the functions 1, . . . ,N are non-negative, it follows from Theorem 1 that
|f (x) − Hr [f ](x)|
∫ 1
0
|K1r (t)| dt · |Dr+2f |
N∑
i=1
‖x − xi‖r+2i (x).
By calculating the integral on the right-hand side, we readily obtain (17).
In the case of even r, it sufﬁces to show that equality occurs for f (x)=‖x‖r+2, which is a polynomial fromr+2(Rd).
A direct calculation yields that
Dr+2y f (x) = (r + 2)!‖y‖r+2 (x, y ∈ Rd). (18)
Now, using the formula of Theorem 1, we ﬁnd that
|f (x) − Hr [f ](x)| = (r + 2)
∫ 1
0
t (1 − t)r dt ·
N∑
i=1
‖x − xi‖r+2i (x)
= 1
r + 1
N∑
i=1
‖x − xi‖r+2i (x).
On the other hand, (18) shows that |Dr+2f | = (r + 2)!. Hence equality occurs for all x ∈ .
It is somewhat harder to verify that (17) is also best possible when r is odd. Without loss of generality, we may
assume that 0 ∈ , but xi 	= 0 for i=1, . . . , N . Now we introduce f (x) := (‖x‖2 +)r/2+1 and note that f ∈ Cr+2()
for every > 0. We shall show that for this function f and x = 0, the two sides of (17) converge to a common positive
value as  → 0+.
First, we calculate Hr [f ](0). For this, we note that
D
j
−xi f (xi ) =
[
dj
dtj
((1 − t)2‖xi‖2 + )r/2+1
]
t=0
.
Here, we may assume that t and  are always such that 0< <(1− t)2‖xi‖2 for i =1, . . . , N . Then the binomial series
provides the convergent expansion
((1 − t)2‖xi‖2 + )r/2+1 =
∞∑
k=0
(
r/2 + 1
k
)
k[(1 − t)‖xi‖]r+2−2k .
This readily gives
D
j
−xi f (xi ) = (−1)j j !
(
r + 2
j
)
‖xi‖r+2 + O() as  → 0 + .
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By a standard calculation, we obtain
r∑
j=0
(−1)j r + 1 − j
r + 1
(
r + 2
j
)
= (−1)
r
r + 1 .
With these results, we ﬁnd that
Hr [f ](0) = (−1)
r
r + 1
N∑
i=1
‖xi‖r+2i (0) + O() as  → 0 + ,
and so
|f (0) − Hr [f ](0)| = 1
r + 1
N∑
i=1
‖xi‖r+2i (0) + O() as  → 0 + . (19)
Now we want to calculate |Dr+2f |. Let x, y ∈ Rd , where ‖y‖ = 1. Then 〈x, y〉 can always be written as ‖x‖ cos  for
some  ∈ [0, ], and therefore
g(t) := (‖x + ty‖2 + )r/2+1 = (‖x‖2 + + t2 + 2t‖x‖ cos )r/2+1.
Clearly, in a small neighborhood of the origin, g has a convergent power series
∑∞
j=0 cj tj , say, and then
cr+2 = g
(r+2)(0)
(r + 2)! =
1
(r + 2)! D
r+2
y f (x). (20)
Using again the binomial series, we ﬁnd that
g(t) = (‖x‖2 + )r/2+1
∞∑
k=0
(
r/2 + 1
k
)[
t (t + 2‖x‖ cos )
‖x‖2 + 
]k
= (‖x‖2 + )r/2+1
∞∑
k=0
(
r/2 + 1
k
)(
t
‖x‖2 + 
)k k∑
=0
(
k

)
t(2‖x‖ cos )k−.
Hence
cr+2 =
∑
k+=r+2
0k
(
r/2 + 1
k
)(
k

)
(2‖x‖ cos )k−
(
‖x‖2 + 
)r/2+1−k
. (21)
This shows that cr+2 = 0 when x = 0. Next, expressing k in terms of  on the right-hand side of (21) and setting
q := (r + 1)/2, we ﬁnd after a calculation that
cr+2 = (2q + 1)!22q(q!)2
q∑
=0
(q

) (−1)q−
2q + 1 − 2
[
cos √
1 + /‖x‖2
]2q+1−2
(22)
for x 	= 0. In order to estimate the sum on the right-hand side, we now introduce
F(x) :=
q∑
=0
(q

)
(−1)q− x
2q+1−2
2q + 1 − 2 .
Since F is an odd function and
F ′(x) =
q∑
=0
(q

)
(−x2)q− = (1 − x2)q ,
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we conclude that
|F(x)|< |F(1)| =
∫ 1
0
(1 − x2)q dx = 2
2q(q!)2
(2q + 1)! for |x|< 1.
Finally, we note that in (22), the term in square brackets remains in a closed subinterval of (−1, 1) when  varies in
R. Hence the absolute value of the sum in (22) is strictly less than |F(1)|, or equivalently, |cr+2|< 1. This implies, by
(20), that |Dr+2f |<(r + 2)!. Thus, for x = 0, the right-hand side of (17) is less than
1
r + 1
N∑
i=1
‖xi‖r+2i (0).
This term is positive, and, in view of (19), it must be the common limit of the two sides of (17) at x = 0 as
 → 0+. 
4. Nodes at the vertices of a convex polytope
In addition to the assumptions of the previous section, we now suppose that there are no other nodes than the vertices
of . This situation is of interest when  is a small convex polytope obtained by subdivisions of the original domain.
Our aim is to make the error estimate of Theorem 2 more explicit by establishing a bound for
∑N
i=1‖x − xi‖r+2i (x)
in terms of the radius of the smallest ball that contains .
We would like to mention that in the present situation, i.e., when x1, . . . , xN are the vertices of , the hypotheses
(15) and (16) imply that
i (xj ) = ij (i, j ∈ {1, . . . , N})
with Kronecker’s delta on the right-hand side (see [5, Section 1]). Hence Hr [f ] interpolates f at the nodes.
Theorem 3. Let  be a convex polytope with vertices x1, . . . , xN . Denote by  the radius of the smallest ball that
contains . Then, for the operator Hr , deﬁned by (14)–(16), and all x ∈ , we have
|f (x) − H0[f ](x)| 12 2|D2f | if f ∈ C2(), (23)
|f (x) − H1[f ](x)| 4
√
3
81
3|D3f | if f ∈ C3(), (24)
|f (x) − H2[f ](x)| 154 4|D4f | if f ∈ C4(). (25)
Furthermore, without additional assumptions on  or restrictions on the dimension d, the constants in (23) and (25)
cannot be diminished.
Remark 4. In (24), the constant 4√3/81 = 0.085533 . . . cannot be replaced by a number smaller than 1/12 =
0.083333 . . . .
Theorem 3 is an immediate consequence of Theorem 2 in conjunction with the following lemma.
Lemma 5. Under the hypotheses of Theorem 3, we have for all x ∈ ,
N∑
i=1
‖x − xi‖ki (x)k (k = 0, 1, 2), (26)
N∑
i=1
‖x − xi‖3i (x)
16
√
3
27
3, (27)
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N∑
i=1
‖x − xi‖4i (x)
4
3
4. (28)
In (26) equality holds for all x ∈  when k = 0. For k = 1 and 2 equality occurs when x1, . . . , xN lie on a sphere of
radius  and center at x. In (28) equality occurs in dimension d = 1.
Proof. Denote by x0 the center of the smallest ball that contains .
The case k = 0 of (26) is a consequence of (16). The case k = 2 follows from the inequality
N∑
i=0
‖x − xi‖2i (x)2 − ‖x − x0‖2, (29)
which is proved in [5, Lemma 2.3, (2.2)]. Since by Hölder’s inequality(
N∑
i=1
‖x − xi‖i (x)
)2

(
N∑
i=1
i (x)
)(
N∑
i=1
‖x − xi‖2i (x)
)
,
the case k = 1 is a consequence of the other two cases. The statement on the occurrence of equality in (26) is easily
veriﬁed.
Next, we want to prove (28). Setting y := x − x0, yi := xi − x0, and noting that ‖yi‖, we ﬁnd that
‖x − xi‖2 = ‖y‖2 − 2〈y, yi〉 + ‖yi‖2‖y‖2 − 2〈y, yi〉 + 2.
Squaring and applying the Cauchy–Schwarz inequality, we obtain
‖x − xi‖4‖y‖4 + (2〈y, yi〉)2 + 4 + 2‖y‖22 − 4〈y, yi〉(‖y‖2 + 2)
‖y‖4 + 6‖y‖22 + 4 − 4〈y, yi〉(‖y‖2 + 2).
As a function of xi , the right-hand side belongs to 1(Rd). Hence (16) implies that
N∑
i=0
‖x − xi‖4i (x)4 + 2‖y‖22 − 3‖y‖4. (30)
As a function of ‖y‖, the right-hand side is bounded by 44/3, which veriﬁes (28).
For a proof of (27), we use Hölder’s inequality and conclude with the help of (29) and (30) that(
N∑
i=1
‖x − xi‖3i (x)
)2

(
N∑
i=1
‖x − xi‖2i (x)
)(
N∑
i=1
‖x − xi‖4i (x)
)
(2 − ‖y‖2)(4 + 2‖y‖22 − 3‖y‖4).
The right-hand side attains its maximum at ‖y‖ = /3, which leads us to (27). 
Note that an estimate
N∑
i=1
‖x − xi‖r+2i (x)crr+2 (31)
holding under nothing more than the hypotheses of Lemma 5 implies that cr1. This can be used for justifying
Remark 4.
In this section, we have restricted ourselves to r ∈ {0, 1, 2} for three reasons. Firstly, for larger r, it may become
difﬁcult to ﬁnd estimates (31) of high precision. Secondly, in practice, higher derivatives, as needed by the operator
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Hr , may not be easily accessible. Thirdly, by a detailed study of the case of dimension 1, we found that
cr >
(2r + 4)r+2
(r + 3)r+3 (1 + (r + 2)
−r−1)> 2
r+2
(r + 3)e .
Therefore, at least in dimension 1, the operator Hr cannot compete with other methods such as two-point Hermite
interpolation or Lidstone interpolation when r is large; see [1, p. 19, Theorem 1.5.1, p. 107, Theorem 2.4.9]. However,
the operator H1 is superior to the corresponding Hermite interpolation as was pointed out by Xuli [10, Remark 1].
Lemma 5 also allows us to prove stability estimates. Interpreting |D0f | as supx∈ |f (x)| and employing (26), we
easily verify the following statement.
Proposition 6. In the notation of Theorem 3, let f, f˜ ∈ Cr(). Then
|Hr [f ](x) − Hr [f˜ ](x)|
r∑
j=0
r + 1 − j
(r + 1)j ! 
j |Dj(f − f˜ )|
for r = 0, 1, 2 and all x ∈ .
5. Special cases for the plane
5.1. Triangles
Let  be the triangle 1 ⊂ R2 with edges of length 1 and vertices
x1 =
(
− 12 ,−
√
3
6
)
, x2 =
(
1
2 ,−
√
3
6
)
, x3 =
(
0,
√
3
3
)
.
The circumcircle of 	1 has its center at the origin and its radius is =
√
3
3 . As functions i satisfying (15) and (16) for
N = 3, we may choose the so-called barycentric coordinates of 	1, which gives
1(x) := 13 − x1 −
√
3
3 x2, 2(x) := 13 + x1 −
√
3
3 x2, 3(x) := 2
(
1
6 +
√
3
3 x2
)
,
where x = (x1, x2). For this special setting, Lemma 5 can be improved.
Lemma 7. In the previous notation, we have for all x ∈ 	1,
3∑
i=1
‖x − xi‖ki (x)
(√
3
3
)k
(k = 0, . . . , 4). (32)
These inequalities are all sharp.
Proof. For k = 0, 1, and 2, the result is a consequence of (26). For k = 4, it can be veriﬁed by a calculation which
amounts to ﬁnding the maximum on 	1 of a polynomial of degree 5 in two variables. Symmetries of the polynomial
lead to simpliﬁcations. For k = 3, the result is deduced from the cases k = 2 and 4 with the help of Hölder’s inequality.
Equality always occurs for x = 0. 
Remark 8. Under the assumptions of this section, Lemma 7 allows us to replace the constant in (24) by 112 and that
in (25) by 172 .
In the following considerations, our indices have to be taken modulo 3. Thus, x4 := x1 and 4 := 1. Under this
agreement, we denote by vi the vector of length 1 that points from xi to xi+1, for i = 1, 2, 3. By expressing the partial
derivatives of f in terms of the directional derivatives with respect to v1, v2, and v3 in an appropriate way, we ﬁnd after
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some calculations that the operator H1 for the triangle 	1 can be rewritten as
H1[f ](x) =
3∑
i=1
f (xi )i (x)
− 1
2
3∑
i=1
i (x)i+1(x)[Dvi f (xi+1) − Dvi f (xi )]. (33)
Note that only differences of derivatives along edges appear. Thus, the data from f needed by the operator H1 can be
reduced to six items.
When Zuppa [12] investigated the operator (1), he considered derivatives as ‘theoretical’ quantities. In applications,
he proposed to replace the Taylor polynomials by least-square approximations. Here, it seems natural to replace the
differences of directional derivatives in (33) by a three-point ﬁnite difference approximation.
For a univariate function g, there is a differentiation formula
g′(a − h) = 1
h
(
−1
2
g(a + h) + 2g(a) − 3
2
g(a − h)
)
+ h
2
3
g′′′(
) (34)
for some 
 ∈ [a − h, a + h]; see, e.g., [7, p. 184, (7.4.3)]. Using this formula for ±h, we can deduce a three-point
approximation for g′(a + h) − g′(a − h) with an error that can be estimated in terms of the modulus of continuity of
g′′′. Doing this on the edges of 	1 and deﬁning yi := (xi + xi+1)/2, we ﬁnd that
Dvi f (xi+1) − Dvi f (xi ) = 4(f (xi+1) − 2f (yi ) + f (xi )) + i , (35)
where
|i | 112 (D3vi f ((1 − t)xi + txi+1), 1). (36)
Here denotes the modulus of continuity with respect to t varying in [0, 1]. Using the approximation (35) for i=1, 2, 3,
we obtain the derivative-free six-point operator
H˜1[f ](x) :=
3∑
i=1
f (xi )i (x)(2i (x) − 1) + 4
3∑
i=1
f (yi )i (x)i+1(x) (37)
for x ∈ 	1. The function H˜1[f ] interpolates f at x1, y1, x2, y2, x3, y3 and is identical with a classical six-point interpo-
lation of the ﬁnite element method for triangles; see [3, p. 48, Fig. 2.2.2] or [11, p. 116, Fig. 7.10(b)]. The deviation of
H˜1[f ] from H1[f ] can be estimated as follows.
Lemma 9. For f ∈ C3(	1) and all x ∈ 	1, we have
|H1[f ](x) − H˜1[f ](x)| 172 max1 i3(D
3
vi
f ((1 − t)xi + txi+1), 1).
In particular, H1[f ](x) ≡ H˜1[f ](x) if f ∈ 3(R2).
Proof. With the quantities i from (35), we have
|H1[f ](x) − H˜1[f ](x)| = 12
∣∣∣∣∣
3∑
i=1
i (x)i+1(x)i
∣∣∣∣∣
 1
2
max
1 i3
|i | ·
3∑
i=1
i (x)i+1(x). (38)
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Omitting arguments and recalling that 1 + 2 + 3 = 1, we may write
3∑
i=1
ii+1 = 12 [1(2 + 3) + 2(3 + 1) + 3(1 + 2)]
= 12 [1(1 − 1) + 2(1 − 2) + 3(1 − 3)]
= 12 [1 − (21 + 22 + 23)]. (39)
By standard calculus, we ﬁnd that
3∑
i=1
2i (x)
3∑
i=1
2i (0) =
1
3
(x ∈ 	1). (40)
Finally, combining (36) and (38)–(40), we arrive at the desired result. 
It is easy to transform the preceding considerations from 	1 to the triangle 	h obtained by ‘shrinking’	1 by a factor
h> 0. The corresponding operators H1 and H˜1 shall be denoted by H1,h and H˜1,h, respectively.
Theorem 10. In the preceding notation, let f ∈ C3(	h). Then, for all x ∈ 	h, we have
|f (x) − H1,h[f ](x)|
√
3h3
108
|D3f |	h (41)
and
|f (x) − H˜1,h[f ](x)|
√
3h3
108
|D3f |	h +
h3
72
max
1 i3
(D3vi f ((1 − t)hxi + thxi+1), h). (42)
In both estimates, equality is attained at x = 0 when
f (x) := c(3x21x2 − x32) + P(x), (43)
where c ∈ R and P is any polynomial from 2(R2).
Proof. The ﬁrst estimate is obtained by using the improved version of (24) mentioned in Remark 8 and noting that
= √3h/3.
Next, by the triangular inequality,
|f (x) − H˜1,h[f ](x)| |f (x) − H1,h[f ](x)| + |H1,h[f ](x) − H˜1,h[f ](x)|.
Now (42) follows from (41) and Lemma 9.
Since the function f deﬁned in (43) belongs to3(R2), it sufﬁces to verify the statement on the occurrence of equality
for (41) only. This is done by a calculation. 
An obvious consequence of Theorem 10 is as follows.
Corollary 11. For f ∈ C4(	h) and all x ∈ 	h, we have
|f (x) − H˜1,h[f ](x)|
√
3h3
108
|D3f |	h +
h4
72
|D4f |	h .
Equality is attained at x = 0 when f is given by (43).
174 A. Guessab et al. / Journal of Computational and Applied Mathematics 196 (2006) 162–179
5.2. Squares
Let  be the square 1 ⊂ R2 with edges of length 1 and vertices
x1 =
(− 12 ,− 12 ) , x2 = ( 12 ,− 12 ) , x3 = ( 12 , 12 ) , x4 = (− 12 , 12 ) .
The circumcircle of 1 has its center at the origin and its radius is =
√
2
2 . As functions i satisfying (15) and (16) for
N = 4, we may choose
1(x) := 14 (1 − 2x1)(1 − 2x2), 2(x) := 14 (1 + 2x1)(1 − 2x2),
3(x) := 14 (1 + 2x1)(1 + 2x2), 4(x) := 14 (1 − 2x1)(1 + 2x2).
Again, Lemma 5 has an improvement analogous to Lemma 7. Furthermore, as in the case of triangles, H1[f ](x)
can be rewritten so that only differences of derivatives along edges appear. By using a three-point ﬁnite difference
approximation for these differences, we obtain a derivative-free eight-point operator H˜1, which can be described as
follows. For i = 1, . . . , 4, let yi := 12 (xi + xi+1), where x5 := x1. Deﬁne
1(x) := (−1 − 2x1 − 2x2)1(x), 2(x) := (−1 + 2x1 − 2x2)2(x),
3(x) := (−1 + 2x1 + 2x2)3(x), 4(x) := (−1 − 2x1 + 2x2)4(x),
and
1(x) :=
(
1 − 4x21
) ( 1
2 − x2
)
, 2(x) :=
(
1 − 4x22
) ( 1
2 + x1
)
,
3(x) :=
(
1 − 4x21
) ( 1
2 + x2
)
, 4(x) :=
(
1 − 4x22
) ( 1
2 − x1
)
.
Then
H˜1[f ](x) =
4∑
i=1
(f (xi )i (x) + f (yi )i (x)).
The function H˜1[f ] interpolates f at x1, . . . , x4 and y1, . . . , y4 and is identical with the eight-point interpolation in the
serendipity family of the ﬁnite element method; see [3, p. 63, Fig. 2.2.12] or [11, p. 108, Fig. 7.4(b)]. Moreover, the
operators H1 and H˜1 of this subsection not only reproduce polynomials of degree at most two, but they are an identity
on the eight-dimensional space spanned by
1, x1, x2, x21 , x1x2, x
2
2 , x
2
1x2, x1x
2
2 .
This space is denoted by Q2(R2).
For the square h, obtained by shrinking 1 by a factor h> 0, the corresponding operators shall be denoted by H1,h
and H˜1,h, respectively. Proceeding analogously to the case of triangles, we obtain the following error estimate for H1,h.
Theorem 12. In the preceding notation, let f ∈ C3(h). Then, for all x ∈ h, we have
|f (x) − H1,h[f ](x)|
√
2h3
48
|D3f |h . (44)
The constant on the right-hand side is best possible.
In fact, by applying (44) to f (x) := (‖x‖2 + )3/2 and letting  → 0+, we ﬁnd that the constant in (44) cannot be
diminished; see the proof of Theorem 2 for a similar procedure.
Unfortunately, an approach analogous to the one that led us to (42) does not give a sharp error bound for H˜1,h on
h. However, by a method designed directly for H˜1,h, we obtain the following result.
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Theorem 13. Let f ∈ C3(h). Then, for all x ∈ h, we have
|f (x) − H˜1,h[f ](x)|
√
3h3
108
|D3f |h +
h3
6
max
1 i4

(
D3xi−xf (a),
√
2h
)
+ h
3
3
max1 i4
(
D3yi−xf (b),
√
5h/2
)
,
where a(t) := x + t (xi − x) and b(t) := x + t (yi − x). Equality is attained for
f (x) := c(x31 + x32) + P(x),
where c ∈ R and P is any polynomial from Q2(R2).
Proof. It is enough to prove these statements for h = 1. We shall present the essential steps without working out all
the details.
Let f ∈ C3(1), and let x, z ∈ 1, where x is considered to be ﬁxed. By Taylor expansion, we have
f (z) =
3∑
j=0
1
j !D
j
z−xf (x) + R(x, z), (45)
where
R(x, z) = 16 [D3z−xf (x + z(z − x)) − D3z−xf (x)]
and z ∈ [0, 1]. As is seen by a short reﬂection, the sum in (45) can be expressed as
3∑
j=0
1
j ! D
j
z−xf (x) = f (x) + P(z − x) + S(z − x), (46)
where P is a polynomial from Q2(R2) with coefﬁcients depending on x but not on z, furthermore, P(0) = 0 and
S(z − x) = 1
6
[
(z1 − x1)3 
3f (x)
x31
+ (z2 − x2)3 
3f (x)
x32
]
(47)
for x= (x1, x2) and z= (z1, z2). Now we substitute z= xi and z= yi in (45), multiply the whole equation by i (x) and
i (x), respectively, and sum over i from 1 to 4. Taking (46) and (47) into account as well as the fact that H˜1 reproduces
polynomials from Q2(R2), we ﬁnd after some calculation that
f (x) − H˜1[f ](x) = 16
[(
x31 −
x1
4
) 3f (x)
x31
+
(
x32 −
x2
4
) 3f (x)
x32
]
(48)
−
4∑
i=1
[R(x, xi )i (x) + R(x, yi )i (x)]. (49)
It can be shown that the modulus of the right-hand side of (48) is bounded by
√
3
108 |D3f |1 . For estimating (49), we
verify that
4∑
i=1
|i (x)|1 and
4∑
i=1
|i (x)|
4∑
i=1
i (0) = 2
for x ∈ 1. Furthermore, |R(x, xi )| and |R(x, yi )| can be estimated in terms of the modulus of continuity of D3xi−xf
and D3yi−xf , respectively. With these indications, the proof is completed without difﬁculties. 
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Remark 14. As is seen from (48), the error bound of Theorem 13 can be reﬁned by involving
max
x∈h
∣∣∣∣∣3f (x)x31
∣∣∣∣∣ and maxx∈h
∣∣∣∣∣3f (x)x32
∣∣∣∣∣
instead of |D3f |h .
6. Bernstein polynomials as basis functions
Now, let the role of  be taken by a non-degenerate simplex 	 ⊂ Rd with vertices v0, . . . , vd . We want to employ
the multivariate Bernstein polynomials on 	 as basis functions. In order to be in accordance with the existing literature
(see, e.g., [6,8]), we shall use the multi-index notation, which we recall brieﬂy.
Let  = (1, . . . , k) ∈ Nk0 be a multi-index, and let x = (x1, . . . , xk) ∈ Rk . Then
|| := 1 + · · · + k, ! := 1! . . . k!, x := x11 . . . xkk .
Furthermore, for  ∈ Nd0 and f ∈ C||(	), one deﬁnes
Df := 
||f
x11 . . . x
d
d
.
Next, let i(x) = 0 be an equation of the hyperplane in Rd that contains all the vertices of 	 except for vi . Then
i (x) := i(x)
i(xi )
(i = 0, . . . , d)
are the barycentric coordinates of x with respect to 	. Now, for  := (0, . . . , d) the Bernstein polynomials on 	 of
degree n are deﬁned by
B() := ||!
! 
 ( ∈ Nd+10 , || = n). (50)
Note that there are N :=
(
d+n
n
)
different multi-indices  ∈ Nd+10 such that || = n. With each of them, we associate
the point
x := 1||
d∑
i=0
ivi .
Since
B ((x)) 0 for x ∈ 	
and
P(x) =
∑
∈Nd+10||=n
P (x)B((x)) for P ∈ 1(Rd),
the Bernstein polynomials {B() : || = n} can serve as basis functions and the points {x : || = n} as nodes for the
operator Hr deﬁned by (14)–(16), which may then be written as
Hr [f ](x) :=
∑
∈Nd+10||=n
⎛⎝ r∑
j=0
r + 1 − j
(r + 1)j ! D
j
x−xf (x)
⎞⎠B(). (51)
Actually, we should have (x) instead of  on the right-hand side, but it seems to be customary to suppress x in the
notation of the Bernstein polynomials; see [6,8].
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For the operator (51), Theorems 1 and 2 apply. In addition, we now want to give an asymptotic representation for
the error f (x) − Hr [f ](x). For reaching this aim, we shall need a few lemmas.
Lemma 15. For k ∈ N, we have∑
∈Nd+10||=n
‖x − x‖kB() = O(n−k/2) as n → ∞.
Proof. For an even exponent k, the result is implicitly contained in [6, pp. 240–241]. For an odd exponent k, we obtain
with the help of Hölder’s inequality
∑
∈Nd+10||=n
‖x − x‖kB()
⎡⎢⎢⎢⎣ ∑
∈Nd+10||=n
‖x − x‖2kB()
⎤⎥⎥⎥⎦
1/2
,
which allows us to deduce the result from that for an even exponent. 
Lemma 16. For k ∈ N, let f ∈ Ck(	). If  ∈ Nd0 , || = k, and x˜ is any point on the line-segment connecting x with
x, then
lim
n→∞ n
k/2
∑
∈Nd+10||=n
(Df (˜x) − Df (x))(x − x)B() = 0.
Proof. For even k, the statement is proved in [6, pp. 240–242]. This proof extends to odd k by employing
Lemma 15. 
The next lemma is proved in [6, Theorem 2]. Here, we state it as in [8, Theorem 3].
Lemma 17. For  ∈ Nd0 , deﬁne
Sn (x) := n||
∑
∈Nd+10||=n
(x − x)B(). (52)
Then Sn (x) ≡ 0 if ||1,
Sn (x) = n
d∑
j=0
j (vj − x) if || = 2,
and
Sn (x) =
||−2∑
=1
∑
1,...,
n(n − 1) . . . (n − + 1)
∏
i=1
d∑
j=0
j (vj − x)i if ||3,
where the summation
∑
1,..., extends over all multi-indices 1, . . . ,  subject to
1, . . . ,  ∈ Nd0 , 1 + · · · +  = , |i |2 (i = 1, . . . , ). (53)
For  ∈ Nd0 such that ||2, we now deﬁne
P(x) :=
∑
1,...,
∏
i=1
d∑
j=0
j (vj − x)i where  := ||/2 (54)
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and
∑
1,..., is as in Lemma 17. For =  the restrictions (53) imply that |i | = 2 for i = 1, . . . ,  when || is even.
Since in (54) each j is an afﬁne function of x, we see that P ∈ ||+(Rd).
Lemma 18. Let  ∈ Nd0 such that ||2. Then
lim
n→∞ n
||−||/2 ∑
∈Nd+10||=n
(x − x)B() = P(x), (55)
where P is given by (54).
Proof. Recalling (52), we see that the left-hand side of (55) is equal to
lim
n→∞ n
−||/2Sn (x).
Now it is important to note that the conditions (53) imply ||/2. For larger indices , the result of the summation∑
1,..., has to be interpreted as 0. With this in mind, (55) follows from Lemma 17. 
Theorem 19. Let f ∈ Cr+2(	) and let P(x) be deﬁned by (54). Then, for the operator (51),
lim
n→∞ n
r/2+1(f (x) − Hr [f ](x))
=
⎧⎪⎨⎪⎩
(−1)r+1
r + 1
∑
∈Nd0||=r+2
Df (x)
! P(x) if r is even,
0 if r is odd.
Furthermore, if r is odd and f ∈ Cr+3(	), then
lim
n→∞ n
(r+3)/2(f (x) − Hr [f ](x))
= 1
r + 1
∑
∈Nd0||=r+2
Df (x)
! P(x) +
∑
∈Nd0||=r+3
Df (x)
! P(x).
Proof. Deﬁning x(t) := x + t (x − x), we obtain from Theorem 1
f (x) − Hr [f ](x) =
∑
∈Nd+10||=n
(∫ 1
0
K1r (t)D
r+2
x−xf (x(t)) dt
)
B() (56)
=
∑
∈Nd+10||=n
⎛⎜⎜⎜⎝
∫ 1
0
K1r (t)
∑
∈Nd0||=r+2
||!
! D
f (x(t))(x − x) dt
⎞⎟⎟⎟⎠B() (57)
= (−1)r+1(r + 2)
∑
∈Nd0||=r+2
∫ 1
0
t (1 − t)r (Fn(t) + Gn(t)) dt , (58)
where
Fn(t) := 1
!
∑
∈Nd+10||=n
Df (x)(x − x)B() (59)
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and
Gn(t) := 1
!
∑
∈Nd+10||=n
(Df (x(t)) − Df (x))(x − x)B(). (60)
For || = r + 2, Lemma 18 gives
lim
n→∞ n
r/2+1Fn(t) =
{
Df (x)
! P(x) if r is even,
0 if r is odd,
while Lemma 16 shows that
lim
n→∞ n
r/2+1Gn(t) = 0.
With these results, the ﬁrst conclusion follows from (56) to (58).
If f ∈ Cr+3(	), then, by the mean-value theorem,
Dr+2x−xf (x + t (x − x)) = Dr+2x−xf (x) + (t − 1)Dr+3x−xf (x + (t)(x − x)),
where (t) ∈ [0, 1] for t ∈ [0, 1]. With this decomposition and with calculations analogous to those in (56)–(58), we
ﬁnd that
f (x) − Hr [f ](x) = (−1)r+1(r + 2)
∑
∈Nd0||=r+2
∫ 1
0
t (1 − t)rFn(t) dt
+ (−1)r+1(r + 2)(r + 3)
∑
∈Nd0||=r+3
∫ 1
0
t (1 − t)r+1(Fn(t) + Gn(t)) dt ,
where Fn and Gn are deﬁned by (59) and (60), respectively, and x(t) := x + (t)(x − x) this time. Now, the
proof of the second statement is completed by employing again Lemmas 16 and 18, and arguing as before. 
Remark 20. For even r, the error term given in Theorem 19 is exactly the (r + 1)th part of the error of an asymptotic
expansion of the multivariate Bernstein operator; see [6, Theorem 3; 8, Theorem 4].
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