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INVERSE BOUNDARY VALUE PROBLEM FOR A NON-LINEAR HYPERBOLIC
PARTIAL DIFFERENTIAL EQUATIONS
GEN NAKAMURA† AND MANMOHAN VASHISTH‡
Abstract. In this article we are concerned with an inverse boundary value problem for a non-linear wave
equation of divergence form with space dimension n ≥ 3. In particular the so called the interior determination
problem. This non-linear wave equation has a trivial solution, i.e. zero solution. By linearizing this equation
at the trivial solution, we have the usual linear isotropic wave equation with the speed
√
γ(x) at each point
x in a given spacial domain. For any small solution u = u(t, x) of this non-linear equation, we have the
linear isotropic wave equation perturbed by a divergence with respect to x of a vector whose components are
quadratics with respect to ∇xu(t, x) by ignoring the terms with smallness O(|∇xu(t, x)|
3). We will show that
we can uniquely determine γ(x) and the coefficients of these quadratics by many boundary measurements
at the boundary of the spacial domain over finite time interval. More precisely the boundary measurements
are given as the so-called the hyperbolic Dirichlet to Neumann map.
Keywords. Inverse boundary value problems, Nonlinear Wave equations.
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1. Introduction
Let Ω ⊂ Rn (n ≥ 3) be a bounded domain with smooth boundary ∂Ω. For T > 0, let QT := (0, T ) × Ω
and denote its lateral boundary by ∂QT := [0, T ) × ∂Ω, and also denote [∂QT ] := [0, T ] × ∂Ω. We will
simply write Q = QT , ∂Q = ∂QT for T =∞.
Consider the following initial boundary value problem (IBVP):
∂2t u(t, x)−∇x · ~C(x,∇xu(t, x)) = 0, (t, x) ∈ QT ,
u(0, x) = ǫφ0(x), ∂tu(0, x) = ǫφ1(x), x ∈ Ω,
u(t, x) = ǫf(t, x), (t, x) ∈ ∂QT ,
(1.1)
where ∇x := (∂1, · · · , ∂n), ∂j = ∂xj for x = (x1, · · · , xn). Here ~C(x, q) is given by
~C(x, q) := γ(x)q + ~P (x, q) + ~R(x, q) (1.2)
for vector q := (q1, · · · , qn) ∈ Rn, C∞(Ω) ∋ γ(x) ≥ C > 0 for some constant C,
~P (x, q) :=
( n∑
k,l=1
c1klqkql,
n∑
k,l=1
c2klqkql,
n∑
k,l=1
c3klqkql, · · · ,
n∑
k,l=1
cnklqkql
)
, (1.3)
and for simplicity we assume that each cjkl ∈ C∞0 (Ω) and ~R(x, q) ∈ C∞(Ω×H) withH := {q ∈ Rn : |q| ≤ h}
for some constant h > 0 satisfying the following estimate: there exists a constant C > 0 such that
|∂αq ∂βx ~R(x, q)| ≤ C|q|3−|α| for mulit-indices α, β, |α| ≤ 3. (1.4)
Denote by B∞(∂QT ) the completion of C∞0 (∂QT ) with respect to the topology of the Fre´chet space
C∞([∂QT ]) with metric d∂(·, ·). Let m ≥ [n/2] + 3 with the largest integer [n/2] not exceeding n/2 and
BM := {(φ0, φ1, f) ∈ C∞(Ω)2×B∞(∂QT ) : d∂(0, f)+
∑2
j=1 d(0, φj) ≤M} with a metric d(·, ·) in a Fre´chet
space C∞(Ω) and a fixed constant M > 0, then there exists ǫ0 = ǫ0(h, T,m,M) > 0 such that (1.1) has
a unique solution u ∈ Xm := ∩mj=0Cj([0, T ];Hm−j(Ω)) for any (φ0, φ1, f) ∈ BM and 0 < ǫ < ǫ0. We refer
this by the unique solvability of (1.1). Note that in particular, we can take BM as a set just consisting of
(φ0, φ1, f) ∈ C∞(Ω)2 × C∞0 (∂QT ). Following [5, 18] in Appendix A we will provide some argument about
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this together with the ǫ-expansion of solutions given in Section 2. Concerning the compatibility condition
for the initial data and boundary data, it is related to how we construct ǫ-expansion. Remark 1.3 gives
some information about how we choose the initial data compatible to the boundary data.
Based on this, define the Dirichlet to Neumann (DN) map Λ˜T~C
by
Λ˜T~C(ǫφ0, ǫφ1, ǫf) = ν(x) · ~C(x,∇xu
f )|∂QT , (φ0, φ1, f) ∈ BM , 0 < ǫ < ǫ0 (1.5)
where uf (t, x) is the solution to (1.1) and ν(x) is the outer unit normal vector of ∂Ω at x ∈ ∂Ω directed
into the exterior of Ω. We simply denote by ΛT−→
C
the restriction Λ˜T~C
∣∣
B0
M
, where B0M := {(0, 0, f) ∈ BM :
d∂(0, f) ≤M}.
The inverse problem we are going to consider is the uniqueness of identifying γ = γ(x) and ~P = ~P (x, q)
from the DN map Λ˜T~C
. More precisely it is to show that if the DN maps Λ˜T~Ci
, i = 1, 2 given by (1.5)
for ~C = ~Ci, i = 1, 2 are the same, then (γi, ~Pi), i = 1, 2 are the same, where (γi, ~Pi), i = 1, 2 are (γ, ~P )
associated to ~Ci, i = 1, 2. It should be remarked here that to avoid any measurement inside Ω, we will take
some known φ0, φ1. We also remark that since we are assuming each c
j
kl ∈ C∞0 (Ω), this inverse problem
can be classified as the so called interior determination. The versus of this terminology is the so called
determination at the boundary. Usually for the unique identification of the coefficients of the principal
part of a equation by many boundary measurements, the identification is done in two steps. The first step
is the determination at the boundary and the second step is the interior determination.
The non-linear wave equation of the form (1.1) arises as a model equation of a vibrating string with
elasticity coefficient depending on strain and a model equation describing the anti-plane deformation of
a uniformly thin piezoelectric material for the one spacial dimension ([19]), and as a model equation for
non-linear Love waves for the two spacial dimension ([21]).
There are several works on inverse problems for non-linear wave equations. For example, Denisov [6],
Grasselli [7] and Lorenzi-Paparoni [16] considered the inverse problems related to non-linear wave equations,
but non-linearity in their works is in lower order terms. Under the same set up as our inverse problem except
the space dimension, Nakamura-Watanabe in [18] identified (γ, ~P ) by giving a reconstruction formula in
one space dimension which also gives uniqueness. We are going to prove the uniqueness for our inverse
problem when the space dimension n ≥ 3. The physical meaning of our inverse problem can be considered
as a problem to identify especially the higher order tensors in non-linear elasticity for its simplified model
equation. In a smaller scale the higher order tensors become important.There is a recent uniqueness result
[4] on the Laudau-Lifshitz nonlinear eastic model.
We will also mention about some related works for elliptic and parabolic equations. For elliptic equations,
Kang-Nakamura in [12] studied the uniqueness for determining the non-linearity in conductivity equation.
Our result can be viewed as a generalisation of [12] for non-linear wave equation. There are other works
related to non-linear elliptic PDE, we refer to [8, 9, 11, 17, 24, 25, 26]. For parabolic equations, we refer
to [3, 9, 14].
In order to state our main result, we need to define the filling time T ∗.
Definition 1.1. Let ET be the maximal subdomain of Ω such that any solution v = v(t, x) of ∂2t v −∇x ·
(γ∇xv) = 0 in QT will become zero in this subdomain at t = 2T if the Cauchy data of v on ∂Q2T are zero.
We call ET the influence domain. Then define the filling time T ∗ by T ∗ = inf{T > 0 : ET = Ω}.
By the Holmgren-John-Tataru unique continuation property of solutions of the above equation for v in
Definition 1.1, there exists a finite filling time T ∗ (see [13] and the references there in for further details).
Based on this we have the following main theorem.
Theorem 1.2. For i = 1, 2, let
~P (i)(x, q) :=
( n∑
k,l=1
c
1(i)
kl qkql,
n∑
k,l=1
c
2(i)
kl qkql,
n∑
k,l=1
c
3(i)
kl qkql, · · · ,
n∑
k,l=1
c
n(i)
kl qkql
)
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and ~C(i)(x, q) = γi(x)p+ ~P
(i)(x, q)+ ~R(i)(x, q) with γi, ~P
(i) and ~R(i), i = 1, 2 satisfying the same conditions
as for γ, ~P and ~R. Further let u(i), i = 1, 2 be the solutions to the following IBVP:
∂2t u
(i)(t, x)−∇x · ~C(i)(x,∇xu(i)(t, x)) = 0, (t, x) ∈ QT ,
u(i)(0, x) = ǫφ0(x), ∂tu
(i)(0, x) = ǫφ1(x), x ∈ Ω,
u(i)(t, x) = ǫf(t, x), (t, x) ∈ ∂QT
(1.6)
with any 0 < ǫ < ǫ0. Assume T > 2T
∗ and let Λ˜T~C(1) and Λ˜
T
~C(2)
be the DN maps as defined in (1.5)
corresponding to u(1) and u(2) respectively. Assume that
Λ˜T~C(1)(ǫφ0, ǫφ1, ǫf) = Λ˜
T
~C(2)
(ǫφ0, ǫφ1, ǫf), (φ0, φ1, f) ∈ BM , 0 < ǫ < ǫ0. (1.7)
Then we have
γ1(x) = γ2(x), c
j(1)
kl (x) = c
j(2)
kl (x), x ∈ Ω, 1 ≤ j, k, l ≤ n.
Remark 1.3. The proof will be done in two steps. Namely we first show that from ΛT~C(1)
(ǫf) = ΛT~C(2)
(ǫf),
f ∈ B0M , we can have γ = γ1 = γ2 and γ can be reconstructed from the linearization ΛTγ of these two given
DN maps which end up with this same one. Next from (1.7) with some initial data which can be generated
by γ and the boundary data, we prove the unique identification of cjkl’s.
The most difficult part of proving Theorem 1.2 is showing the uniqueness of identifying the quadratic
nonlinear part ~P (x, q). The key ingredients for showing this are to use the control with delay in time (see
(3.6)) and the special polarization for the difference of the quadratic nonlinear part with integration with
respect to the delay time (see (3.7)) coming from two ~C(i)(x, q), i = 1, 2 so that via the Laplace tranform
with respect to t, we can relate the problem of identifying the quadratic part to that for a nonlinear elliptic
equation. The reduced problem is almost the same as the one considered in [12].
The rest of this paper is organized as follows. In Section 2, we will introduce the ǫ-expansion of the
IBVP to analyze the hyperbolic DN map. As a consequence, we will show that the hyperbolic DN map
determines the hyperbolic DN map associated with the equation ∂2t v−∇x · (γ∇xv) = 0 in (0, T )×Ω. This
immediately implies the uniqueness of identifying γ. Section 3 is devoted to proving the uniqueness of
identifying the quadratic non-linear part of ~P (x, q). In Appendix A—D, we will give some arguments for
the unique solvability of (1.1), the justification of ǫ-expansion, the necessary tools and some estimate.
2. ǫ-expansion of the solution to the IBVP
To prove the theorem, we will use the ǫ-expansion of the solution u(i)f to Equation (1.6) which is given
by
u(i)f (t, x) = ǫu
(i)f
1 (t, x) + ǫ
2u
(i)f
2 (t, x) +O(ǫ
3). (2.1)
Here O(ǫ3) we mean the following:
w(t, x) = O(ǫ3) means that sup
0≤t≤T
m∑
k=0
‖w(k)(t, .)‖2m−k = O(ǫ3),
where ‖.‖k is the norm of the usual Sobolev spaceHk(Ω).
We will provide some argument on the justification of this expansion in Appendix A.
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By the straight forward calculation, we have the followings:
∂2t u
(i)f = ǫ∂2t u
(i)f
1 (t, x) + ǫ
2∂2t u
(i)f
2 (t, x) +O(ǫ
3),
∇xu(i)f = ǫ∇xu(i)f1 (t, x) + ǫ2∇xu(i)f2 (t, x) +O(ǫ3),
~C(i)(x,∇xu(i)f ) = γi(x)∇xu(i)f (t, x)+( n∑
k,l=1
c
1(i)
kl ∂ku
(i)f∂lu
(i)f ,
n∑
k,l=1
c
2(i)
kl ∂ku
(i)f∂lu
(i)f , · · · ,
n∑
k,l=1
c
n(i)
kl ∂ku
(i)f∂lu
(i)f
)
+ o(ǫ3)
= ǫγi(x)∇xu(i)f1 + ǫ2γi(x)∇xu(i)f2 + ǫ2
( n∑
k,l=1
c
j(i)
kl ∂ku
(i)f
1 ∂lu
(i)f
1
)
1≤j≤n
+O(ǫ3),
∇x · ~C(i)(x,∇xu(i)f ) = ǫ∇x · (γi(x)∇xu(i)f1 ) + ǫ2∇x · (γi(x)∇xu(i)f2 )
+ǫ2
n∑
j=1
∂j
( n∑
k,l=1
c
j(i)
kl ∂ku
(i)f
1 ∂lu
(i)f
1
)
+O(ǫ3).
Substitute (2.1) into (1.6), and arrange the terms into ascending order of power of ǫ by using the above
calculations. Then setting the coefficients of ǫ and ǫ2 equal zero, we have the following equations for
u
(i)
1 = u
(i)f
1 and u
(i)
2 = u
(i)f
2 :
∂2t u
(i)
1 (t, x)−∇x · (γi(x)∇xu(i)1 (t, x)) = 0, (t, x) ∈ QT
u
(i)
1 (0, x) = 0, ∂tu
(i)
1 (0, x) = 0, x ∈ Ω
u
(i)
1 (t, x) = f(t, x), (t, x) ∈ ∂QT ,
(2.2)

∂2t u
(i)
2 (t, x)−∇x · (γi(x)∇xu(i)2 (t, x)) = ∇x · ~P (i)(x,∇xu(i)f1 ), (t, x) ∈ QT
u
(i)
2 (0, x) = ∂tu
(i)
2 (0, x) = 0, x ∈ Ω
u
(i)
2 (t, x) = 0, (t, x) ∈ ∂QT .
(2.3)
For the well-posedness of these initial boundary value problem see for example Theorem 2.45 of [13].
By using the ǫ-expansion (2.1) of solution to equation (1.6), we have the ǫ-expansion of the DN map:
ΛT~C(i)(ǫf) = ǫ
(
γi(x)∂νu
(i)
1 (t, x)
) ∣∣∣
∂QT
+ ǫ2
(
γi(x)∂νu
(i)
2 (t, x) + ν(x) · ~P (i)(x,∇xu(i)f1 )
) ∣∣∣
∂QT
+O(ǫ3)
= ǫg
(i)
1 + ǫ
2g
(i)
2 +O(ǫ
3).
(2.4)
This gives us
ΛTγi(f) = γi(x)∂νu
(i)f
1 |∂QT = g(i)1 (t, x)|∂QT , (t, x) ∈ ∂QT (2.5)
where each ΛTγi is the DN map associated to the initial boundary value problem (2.2) defined by
ΛTγi(f) = γi(x)∂νu
(i)f
1
∣∣
∂QT
, f ∈ C∞0 (∂QT ). (2.6)
Therefore we have shown the following implication:
ΛT~C(1)(ǫf) = Λ
T
~C(2)
(ǫf), f ∈ B0M , 0 < ǫ < ǫ0
=⇒ ΛTγ1 = ΛTγ2 .
(2.7)
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3. Proof for Theorem 1.2
3.1. Proof of the uniqueness for γ.
By knowing each ΛT~C(i)
(ǫf), i = 1, 2 for any f ∈ B0M , 0 < ǫ < ǫ0, we do know each ΛTγi , i = 1, 2 from
(2.5). Then, recalling T > 2T ∗, we can reconstruct each γi, i = 1, 2 from ΛTγi , i = 1, 2 by the boundary
control method (see [2]). By (2.7) the reconstructed γi, i = 1, 2 in Ω are the same. We denote this common
γi, i = 1, 2 by γ, i.e.
γ = γ1 = γ2 in Ω. (3.1)
Together with this and the given Dirichlet data f is the same for u
(i)
1 , i = 1, 2, we do know
u
(1)
1 = u
(2)
1 in QT .
Due to the fact that γ is independent of t, this implies
u
(1)
1 = u
(2)
1 in Q.
We denote this common solution by u1 = u
f
1 , i.e.
u1 = u
f
1 = u
(1)
1 = u
(2)
1 in Q. (3.2)
3.2. Proof of the uniqueness for cjkl(x).
Through out this subsection we assume that the Dirichlet data f(t, x), g(t, x) are of the following forms:
f(t, x) = χ(t)f˜(x), g(t, x) = χ(t)g˜(x), f˜ , g˜ ∈ C∞(∂Ω), (3.1)
where χ ∈ C∞0 ([0, T )) is such that its Laplace transform χ̂(τ) =
∫∞
0 e
−τtχ(t) dt has the asymptotic
χ̂(τ) = τ−µ(1 +O(τ−1)), τ →∞ (3.2)
with µ ∈ N for τR := Re τ ≥ 1. We abuse the notations to denote cjkl(x) := c
j(1)
kl (x) − c
j(2)
kl (x) so that
~P (x, q) := ~P (1)(x, q) − ~P (2)(x, q) =
(∑n
k,l=1 c
j
klqkql
)
1≤j≤n
and uf2(t, x) = u
(1)f
2 (t, x) − u(2)f2 (t, x). Then,
from (2.2) and (2.3), u1 = u
f
1(t, x) and u2 = u
f
2(t, x) are the solutions to the following initial boundary
value problems: 
∂2t u1(t, x) −∇x · (γ(x)∇xu1(t, x)) = 0, (t, x) ∈ Q,
u1(0, x) = 0, ∂tu1(0, x) = 0, x ∈ Ω,
u1(t, x) = f(t, x), (t, x) ∈ ∂Q,
(3.3)
and 
∂2t u2(t, x)−∇x · (γ(x)∇xu2(t, x)) = ∇x · (~P (x,∇xu1(t, x))), (t, x) ∈ Q,
u2(0, x) = ∂tu2(0, x) = 0, x ∈ Ω,
u2(t, x) = 0, (t, x) ∈ ∂Q,
(3.4)
respectively. We emphasize here that u1, u2 ∈ C∞([0,∞)×Ω) are the unique solutions to (3.3) and (3.4),
respectively.
From the equality of DN map in (2.4), we have
[γ(x)∂νu
f
2 (t, x) + ν(x) · ~P (x,∇xuf1 (t, x))]
∣∣∣
∂Q
= 0. (3.5)
Consider the even extension of f(t, ·) with respect to t, so that the extended f(t, ·) is defined on R × Ω.
By abusing the notation, we denote this extended f(t, ·) by the same notation. We also define Ys for any
fixed s ∈ R by
Ysf(t, .) := f(t− s, ·), t ∈ R. (3.6)
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This is a control with delay time s. Then we have uYsf (t, x) = uf (t− s, x).
For f, g ∈ B0M consider the solutions uf1 and ug1 of (1.6) with γi = γ and Dirichlet data f and g ∈ B0M ,
respectively. Then by extending f, g to even functions over R, with respect to t, we can have the solutions uf1
and ug1 of (3.3) with respective Dirichlet data f and g which are the even extension of the original f, g. Thus
we can have uf±Ysg1 (t, s) = u
f
1 (t, x) ± uYsg1 (t, x). Now for the initial data ǫφ0 := ǫ(uf+Ysg1 − uf−Ysg1 )
∣∣
t=0
=
2ǫYsg
∣∣
t=0
, ǫφ1 := {∂t(uf+Ysg1 −uf−Ysg1 )}
∣∣
t=0
= 2ǫ(∂tu
Ysg
1 )
∣∣
t=0
and the Dirichlet data (uf+Ysg1 −uf−Ysg1 )
∣∣
∂Ω
=
2ǫYsg, we can consider the initial boundary value problem (1.6) with γi = γ and we can also consider its
ǫ-expansion. Then, likewise uf2 , it is easy to see that u2(t, x; s) = u
f+Ysg
2 (t, x) − uf−Ysg2 (t, x) satisfies the
following initial boundary value problem:
∂2t u2(t, x; s)−∇x · (γ(x)∇xu2(t, x; s)) =
2
∑n
j=1 ∂j
(∑n
k,l=1 c
j
kl(x)∂ku
f
1(t, x)∂lu
g
1(s− t, x)
)
+2
∑n
j=1 ∂j
(∑n
k,l=1 c
j
kl(x)∂ku
g
1(s− t, x)∂luf1(t, x)
)
, t, s ∈ R, x ∈ Ω,
u2(0, x; s) = ∂tu2(0, x; s) = 0, x ∈ Ω, s ∈ R,
u2(t, x; s) = 0, t, s ∈ R, x ∈ ∂Ω.
(3.7)
Also from (1.7), we have
γ(x)∂νu2(t, x; s) + 2
n∑
j=1
νj(x)
( n∑
k,l=1
cjkl(x)∂ku
f
1 (t, x)∂lu
g
1(s− t, x)
)
+ 2
n∑
j=1
νj(x)
( n∑
k,l=1
cjkl(x)∂ku
g
1(s− t, x)∂luf1(t, x)
)
= 0.
(3.8)
Now let us denote by
Bv(t, x) := −∇x · (γ(x)∇xv(t, x))
F (t, x; s) := 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
f
1 (t, x)∂lu
g
1(s− t, x)
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
g
1(s− t, x)∂luf1(t, x)
)
.
We consider B as a selfadjoint positive unbounded operator on L2(Ω) with domain D(B) := {v ∈ L2(Ω) :
Bv ∈ L2(Ω), v∣∣
∂Ω
= 0}. Now using representation formula for the solution to (3.7), we have
u2(t, x; s) = B
−1/2
t∫
0
sin
{
(t− σ)B1/2
}
F (σ, x; s)dσ,
∂su2(t, x; s) = B
−1/2
t∫
0
sin
{
(t− σ)B1/2
}
∂sF (σ, x; s)dσ,
∂2su2(t, x; s) = B
−1/2
t∫
0
sin
{
(t− σ)B1/2
}
∂2sF (σ, x; s)dσ,
∂tu2(t, x; s) =
t∫
0
cos
{
(t− σ)B1/2
}
F (σ, x; s)dσ,
(3.9)
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where B±1/2, sin{(t− σ)B1/2} and cos{(t− σ)B1/2} are defined using the spectral decomposition of B.
Next let
u
(−1)
2 (s, x) =
s∫
0
u2(t, x; s)dt.
We want to derive an equation for u
(−1)
2 (s, x). To begin with, we have
∂su
(−1)
2 (s, x) = u2(s, x; s) +
s∫
0
∂su2(t, x; s)dt
∂2su
(−1)
2 (s, x) = ∂tu2(s, x; s) + 2∂su2(s, x; s) +
s∫
0
∂2su2(t, x; s)dt
∇x · (γ(x)∇xu(−1)2 (s, x)) =
s∫
0
∇x · (γ(x)∇xu2(t, x; s))dt.
Now using (3.9), we have
J1(s, x) := ∂tu2(s, x; s) =
s∫
0
cos{(s− σ)B1/2}F (σ, x; s)dσ
= 2
n∑
j=1
s∫
0
cos
{
(s− σ)B1/2
}
∂j
[
n∑
k,l=1
cjkl(x)
{
∂ku
f
1(σ, x)∂lu
g
1(s− σ, x) + ∂kug1(s− σ, x)∂luf1 (σ, x)
}]
dσ.
Define by J2(s, x) as
J2(s, x) := 2∂su2(s, x; s) = 2B
−1/2
s∫
0
sin
{
(s− σ)B1/2
}
∂sF (σ, x; s)dσ
= 2B−1/2
s∫
0
sin
{
(s− σ)B1/2
}[
2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
f
1 (σ, x)(∂lu
g
1)
′(s − σ, x)
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
g
1)
′(s− σ, x)∂luf1 (σ, x)
)]
dσ
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where ′ denote the single derivative with respect to s. We will denote by ′′ double derivatives with respect
to s. Now using the integration by parts, J2(s, x) becomes
J2(s, x) = 2
s∫
0
cos
{
(s − σ)B1/2
}[
2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
f
1 (σ, x)∂lu
g
1(s− σ, x)
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
g
1(s− σ, x)∂luf1 (σ, x)
)]
dσ
− 2B−1/2
s∫
0
sin
{
(s− σ)B1/2
}[
2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
f
1)
′(σ, x)∂lu
g
1(s− σ, x)
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
g
1(s− σ, x)(∂luf1)′(σ, x)
)]
dσ.
Also
J3(s, x) :=
s∫
0
∂2su2(t, x; s)dt =
s∫
0
B−1/2
t∫
0
sin
{
(t− σ)B1/2
}
∂2sF (σ, x; s)dσ
=
s∫
0
(
B−1/2
t∫
0
sin
{
(t− σ)B1/2
}[
2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
f
1 (σ, x)(∂lu
g
1)
′′(s − σ, x)
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
g
1)
′′(s− σ, x)∂luf1(σ, x)
)]
dσ
)
dt,
and After using integration by parts J3(s, x) becomes
J3(s, x) =
s∫
0
( t∫
0
cos
{
(t− σ)B1/2
}[
2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
f
1(σ, x)(∂lu
g
1)
′(s− σ, x) +
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
g
1)
′(s− σ, x)∂luf1(σ, x)
)]
dσ
)
dt
−
s∫
0
(
B−1/2
t∫
0
sin
{
(t− σ)B1/2
}[
2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
f
1)
′(σ, x)(∂lu
g
1)
′(s− σ, x)
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
g
1)
′(s− σ, x)(∂luf1 )′(σ, x)
)]
dσ
)
dt.
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Using again integration by parts, we have
J3(s, x) =
s∫
0
2
n∑
j=1
∂j
[
n∑
k,l=1
cjkl(x)∂ku
f
1 (t, x)∂lu
g
1(s− t, x) +
n∑
k,l=1
cjkl(x)∂ku
g
1(s− t, x)∂luf1(t, x)
]
dt
−
s∫
0
(
B1/2
t∫
0
sin
{
(t− σ)B1/2
}[
2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
f
1(σ, x)∂lu
g
1(s− σ, x)
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
g
1(s− σ, x)∂luf1(σ, x)
)]
dσ
)
dt
−
s∫
0
( t∫
0
cos
{
(t− σ)B1/2
}[
2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
f
1 )
′(σ, x)∂lu
g
1(s− σ, x)
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
g
1(s− σ, x)(∂luf1 )′(σ, x)
)]
dσ
)
dt
−
s∫
0
(
B−1/2
t∫
0
sin
{
(t− σ)B1/2
}[
2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
f
1)
′(σ, x)(∂lu
g
1)
′(s − σ, x)
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
g
1)
′(s− σ, x)(∂luf1)′(σ, x)
)]
dσ
)
dt.
Thus, J3(s, x) is given by
J3(s, x) = 2
n∑
j=1
∂j
[
n∑
k,l=1
cjkl(x)∂ku
f
1 ∗ ∂lug1(s, x) +
n∑
k,l=1
cjkl(x)∂ku
g
1 ∗ ∂luf1 (s, x)
]
−
s∫
0
Bu2(t, x; s)dt
−
s∫
0
( t∫
0
cos
{
(t− σ)B1/2
}[
2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
f
1)
′(σ, x)∂lu
g
1(s− σ, x)
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)∂ku
g
1(s − σ, x)(∂luf1)′(σ, x)
)]
dσ
)
dt
−
s∫
0
(
B−1/2
t∫
0
sin
{
(t− σ)B1/2
}[
2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
f
1 )
′(σ, x)(∂lu
g
1)
′(s− σ, x)
)
+ 2
n∑
j=1
∂j
( n∑
k,l=1
cjkl(x)(∂ku
g
1)
′(s− σ, x)(∂luf1)′(σ, x)
)]
dσ
)
dt.
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Hence J1(s, x) + J2(s, x) + J3(s, x) is given by
J1(s, x) + J2(s, x) + J3(s, x)
= 6
n∑
j=1
s∫
0
cos
{
(s− σ)B1/2
}
∂j
[
n∑
k,l=1
cjkl(x)
{
∂ku
f
1(σ, x)∂lu
g
1(s− σ, x) + ∂kug1(s− σ, x)∂luf1 (σ, x)
}]
dσ
+ 2
n∑
j=1
∂j
[
n∑
k,l=1
cjkl(x)∂ku
f
1 ∗ ∂lug1(s, x) +
n∑
k,l=1
cjkl(x)∂ku
g
1 ∗ ∂luf1 (s, x)
]
−
s∫
0
Bu2(t, x; s)dt
− 4
n∑
j=1
B−1/2
s∫
0
sin
{
(s− σ)B1/2
}
∂j
[
n∑
k,l=1
cjkl(x)
{
(∂ku
f
1)
′(σ, x)∂lu
g
1(s− σ, x)
+ ∂ku
g
1(s − σ, x)(∂luf1)′(σ, x)
}]
dσ
)
dt
− 2
n∑
j=1
s∫
0
( t∫
0
cos
{
(t− σ)B1/2
}
∂j
[
n∑
k,l=1
cjkl(x)
{
(∂ku
f
1 )
′(σ, x)∂lu
g
1(s− σ, x)
+ ∂ku
g
1(s − σ, x)(∂luf1)′(σ, x)
}]
dσ
)
dt
− 2
n∑
j=1
s∫
0
(
B−1/2
t∫
0
sin
{
(t− σ)B1/2
}
∂j
[( n∑
k,l=1
cjkl(x)
{
(∂ku
f
1)
′(σ, x)(∂lu
g
1)
′(s − σ, x)
+ (∂ku
g
1)
′(s− σ, x)(∂luf1 )′(σ, x)
}]
dσ
)
dt.
Thus, we have the equation for u
(−1)
2 (s, x) is given by

∂2su
(−1)
2 (s, x)−∇x(γ(x)∇xu(−1)2 (s, x))
= 2
∑n
j=1 ∂j
[∑n
k,l=1 c
j
kl(x)
{
∂ku
f
1 ∗ ∂lug1(s, x) + ∂kug1 ∗ ∂luf1 (s, x)
}]
+I1(s, x) + I2(s, x) + I3(s, x) + I4(s, x), s ∈ R, x ∈ Ω,
u
(−1)
2 (0, x) = ∂su
(−1)
2 (0, x) = 0, x ∈ Ω,
u
(−1)
2 (s, x)|∂Q = 0,
(3.10)
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where
I1(s, x) := 6
n∑
j=1
s∫
0
cos
{
(s− σ)B1/2
}
∂j
[
n∑
k,l=1
cjkl(x)
{
∂ku
f
1(σ, x)∂lu
g
1(s− σ, x) + ∂kug1(s− σ, x)∂luf1 (σ, x)
}]
dσ,
I2(s, x) := −4
n∑
j=1
B−1/2
s∫
0
sin
{
(s − σ)B1/2
}
∂j
[
n∑
k,l=1
cjkl(x)
{
(∂ku
f
1)
′(σ, x)∂lu
g
1(s− σ, x)
+ ∂ku
g
1(s− σ, x)(∂luf1 )′(σ, x)
}]
dσ
)
dt,
I3(s, x) := −2
n∑
j=1
s∫
0
( t∫
0
cos
{
(t− σ)B1/2
}
∂j
[
n∑
k,l=1
cjkl(x)
{
(∂ku
f
1)
′(σ, x)∂lu
g
1(s− σ, x)
+ ∂ku
g
1(s− σ, x)(∂luf1 )′(σ, x)
}]
dσ
)
dt,
I4(s, x) := −2
n∑
j=1
s∫
0
(
B−1/2
t∫
0
sin
{
(t− σ)B1/2
}
∂j
[( n∑
k,l=1
cjkl(x)
{
(∂ku
f
1)
′(σ, x)(∂lu
g
1)
′(s− σ, x)
+ (∂ku
g
1)
′(s− σ, x)(∂luf1)′(σ, x)
}]
dσ
)
dt.
(3.11)
Also the corresponding Neumann data is
γ(x)∂νu
(−1)
2 (t, x) + 2
n∑
j=1
νj(x)
( n∑
k,l=1
cjkl(x)∂ku
f
1 ∗ ∂lug1(t, x)
)
+ 2
n∑
j=1
νj(x)
( n∑
k,l=1
cjkl(x)∂ku
g
1 ∗ ∂luf1 (t, x)
)
= 0, (t, x) ∈ R× ∂Ω.
(3.12)
Furthermore the approximation of each of Ij(s, x)
′s is given by
I1(s, x) ≈ 6
n∑
j=1
s∫
0
∂j
[
n∑
k,l=1
cjkl(x)
{
∂ku
f
1 (σ, x)∂lu
g
1(s− σ, x) + ∂kug1(s − σ, x)∂luf1(σ, x)
}]
dσ
= 6
n∑
j=1
∂j
[
n∑
k,l=1
cjkl(x)
{
∂ku
f
1 ∗ ∂lug1(s, x) + ∂kug1 ∗ ∂luf1 (s, x)
}] (3.13)
I2(s, x) ≈ −4
n∑
j=1
s∫
0
(s− σ)∂j
[
n∑
k,l=1
cjkl(x)
{
(∂ku
f
1 )
′(σ, x)∂lu
g
1(s− σ, x) + ∂kug1(s− σ, x)(∂luf1)′(σ, x)
}]
dσ
= −4
n∑
j=1
∂j
 n∑
k,l=1
cjkl(x)
{(
(∂ku
f
1 )
′ ∗ Fl
)
(s, x) +
(
Fk ∗ (∂luf1)′
)
(s, x)
} ,
(3.14)
where
Fk(s, x) := s∂ku
g
1(s, x), Fl(s, x) := s∂lu
g
1(s, x).
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Here for instance (3.14) has been derived as follows. Observe that
B−1/2 sin
{
(s− σ)B1/2} = ∫∞0 λ−1/2 sin{λ1/2(s − σ)} dE(λ)
= (s− σ)I − (s− σ)2 ∫∞0 λ1/2( ∫ 10 (1− θ) sin{θ(s− σ)λ1/2} dθ) dE(λ), (3.15)
where {E(λ)}λ>0 are projection operators on L2(Ω) giving the spectral decomposition B =
∫∞
0 λdE(λ)
of B. Then we have just taken the first term of (3.15). Of course we have to put the meaning to this
approximation. We will give that later in Appendix by taking the Laplace transform. More precisely we
will show that the Laplace transform of I2(s, x) has its dominant part given as the Laplace transform of
the dominant part given by (3.14).
I3(s, x) ≈ −2
n∑
j=1
s∫
0
( t∫
0
∂j
[
n∑
k,l=1
cjkl(x)
{
(∂ku
f
1)
′(σ, x)∂lu
g
1(s− σ, x) + ∂kug1(s − σ, x)(∂luf1)′(σ, x)
}]
dσ
)
dt
= −2
n∑
j=1
σ=s∫
σ=0
( t=s∫
t=σ
∂j
[
n∑
k,l=1
cjkl(x)
{
(∂ku
f
1)
′(σ, x)∂lu
g
1(s− σ, x) + ∂kug1(s− σ, x)(∂luf1 )′(σ, x)
}]
dt
)
dσ
= −2
n∑
j=1
σ=s∫
σ=0
(s− σ)∂j
[
n∑
k,l=1
cjkl(x)
{
(∂ku
f
1)
′(σ, x)∂lu
g
1(s− σ, x) + ∂kug1(s− σ, x)(∂luf1 )′(σ, x)
}]
dσ
= −2
n∑
j=1
∂j
 n∑
k,l=1
cjkl(x)
{
((∂ku
f
1)
′ ∗ Fl)(s, x) + (Fk ∗ (∂luf1 )′)(s, x)
} .
Thus, we have
I3(s, x) ≈ −2
n∑
j=1
∂j
 n∑
k,l=1
cjkl(x)
{(
(∂ku
f
1 )
′ ∗ Fl
)
(s, x) +
(
Fk ∗ (∂luf1)′
)
(s, x)
} (3.16)
where
Fk(s, x) := s∂ku
g
1(s, x), Fl(s, x) := s∂lu
g
1(s, x).
Further for I4(s, x), we first integrate by parts to have
I4(s, x) ≈ −2
n∑
j=1
s∫
0
t∫
0
(t− σ)∂j
[
n∑
k,l=1
cjkl(x)
{
(∂ku
f
1 )
′(σ, x)(∂lu
g
1)
′(s− σ, x)
+ (∂ku
g
1)
′(s− σ, x)(∂luf1)′(σ, x)
}]
dσdt
= −2
n∑
j=1
σ=s∫
σ=0
t=s∫
t=σ
(t− σ)∂j
[
n∑
k,l=1
cjkl(x)
{
(∂ku
f
1)
′(σ, x)(∂lu
g
1)
′(s− σ, x)
+ (∂ku
g
1)
′(s− σ, x)(∂luf1)′(σ, x)
}]
dtdσ
= −
n∑
j=1
s∫
0
(s − σ)2∂j
[
n∑
k,l=1
cjkl(x)
{
(∂ku
f
1 )
′(σ, x)(∂lu
g
1)
′(s− σ, x)
+ (∂ku
g
1)
′(s− σ, x)(∂luf1)′(σ, x)
}]
dσ.
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Then we have
I4(s, x) ≈ −
n∑
j=1
∂j
 n∑
k,l=1
{(
(∂ku
f
1 )
′ ∗Gl
)
(s, x) +
(
Gk ∗ (∂kuf1)′
)
(s, x)
} , (3.17)
where
Gk(s, x) := s
2(∂ku
g
1)
′(s, x), Gl(s, x) := s2(∂lu
g
1)
′(s, x).
By the standard estimate for the initial boundary value problem for second order hyperbolic equations
of divergence form and an argument similar to derive the estimate (D.3) to handle Ij , j = 1, 2, 3, 4, we
have
‖u(−1)2 (s)‖H1(Ω) = O(|s|2), |s| ≫ 1. (3.18)
Next we define the Laplace transform of a function f satisfying (3.18) by
f̂(τ, x) :=
∞∫
0
e−tτf(t, x)dx
which is well-defined for all τ = τR + iτI with τR ≥ 1. Further, for τ ∈ C defined as above, we have
̂
u
(−1)
2 (τ, x) and
̂
∂ku
f
1 (τ, x), ∂̂ju
g
1(τ, x) are well-defined because of the estimate (3.18) and standard energy
estimate for uf or g1 respectively. Now for each fixed τ , we have
̂
u
(−1)
2 (τ, x) is the solution to the following
boundary value problem:

τ2
̂
u
(−1)
2 (τ, x)−∇x · (γ(x)∇x
̂
u
(−1)
2 )(τ, x)
= 2
∑n
j=1 ∂j
[∑n
k,l=1 c
j
kl(x)
{
∂kû
f
1(τ, x)∂lû
g
1(τ, x) + ∂kû
g
1(τ, x)∂lû
f
1(τ, x)
}]
+Î1(τ, x) + Î2(τ, x) + Î3(τ, x) + Î4(τ, x), x ∈ Ω,
̂
u
(−1)
2 (τ, x) = 0, x ∈ ∂Ω.
(3.19)
Also, from (3.12) we have
γ(x)∂ν
̂
u
(−1)
2 (τ, x) + 2
n∑
j=1
νj(x)
( n∑
k,l=1
cjkl(x)∂kû
f
1 (τ, x)∂lû
g
1(τ, x)
)
+ 2
n∑
j=1
νj(x)
( n∑
k,l=1
cjkl(x)∂kû
g
1(τ, x)∂lû
f
1 (τ, x)
)
= 0, x ∈ ∂Ω.
(3.20)
Next take a solution ŵ(τ, x) of the following equation
τ2v −∇x · (γ(x)∇xv) = 0, x ∈ Ω. (3.21)
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Multiplying the first equation of (3.19) by ŵ(τ, x) and integrating over Ω, we have∫
Ω
τ2
̂
u
(−1)
2 (τ, x)ŵ(τ, x)dx −
∫
Ω
∇x · (γ(x)∇x̂u(−1)2 )(τ, x)ŵ(τ, x)dx
= 2
n∑
j=1
n∑
k,l=1
∫
Ω
∂j
(
cjkl(x)∂kû
f
1 (τ, x)∂lû
g
1(τ, x)
)
ŵ(τ, x)dx
+ 2
n∑
j=1
n∑
k,l=1
∫
Ω
∂j
(
cjkl(x)∂kû
g
1(τ, x)∂lû
f
1 (τ, x)
)
ŵ(τ, x)dx +
∫
Ω
Î1(τ, x)ŵ(τ, x)dx
+
∫
Ω
Î2(τ, x)ŵ(τ, x)dx+
∫
Ω
Î3(τ, x)ŵ(τ, x)dx+
∫
Ω
Î4(τ, x)ŵ(τ, x)dx.
Then, integration by parts and using the fact that ŵ(τ, x) is a solution of (3.21), we have
−
∫
∂Ω
γ(x)∂ν
̂
u
(−1)
2 (τ, x)ŵ(τ, x)dSx +
∫
∂Ω
γ(x)
̂
u
(−1)
2 (τ, x)∂νŵ(τ, x)dSx =
− 2
n∑
j=1
n∑
k,l=1
∫
Ω
(
cjkl(x)∂kû
f
1 (τ, x)∂lû
g
1(τ, x)
)
∂jŵ(τ, x)dx
− 2
n∑
j=1
n∑
k,l=1
∫
Ω
(
cjkl(x)∂kû
g
1(τ, x)∂lû
f
1(τ, x)
)
∂jŵ(τ, x)dx
+ 2
n∑
j=1
n∑
k,l=1
∫
∂Ω
νj(x)
(
cjkl(x)∂kû
f
1(τ, x)∂lû
g
1(τ, x)
)
ŵ(τ, x)dSx
+ 2
n∑
j=1
n∑
k,l=1
∫
∂Ω
νj(x)
(
cjkl(x)∂kû
g
1(τ, x)∂lû
f
1(τ, x)
)
ŵ(τ, x)dSx +
∫
Ω
Î1(τ, x)ŵ(τ, x)dx
+
∫
Ω
Î2(τ, x)ŵ(τ, x)dx+
∫
Ω
Î3(τ, x)ŵ(τ, x)dx+
∫
Ω
Î4(τ, x)ŵ(τ, x)dx.
Using (3.20), this implies
− 2
n∑
j=1
n∑
k,l=1
∫
Ω
cjkl(x)
{
∂kû
f
1 (τ, x)∂lû
g
1(τ, x) + ∂kû
g
1(τ, x)∂lû
f
1(τ, x)
}
∂jŵ(τ, x)dx
+
∫
Ω
Î1(τ, x)ŵ(τ, x)dx+
∫
Ω
Î2(τ, x)ŵ(τ, x)dx+
∫
Ω
Î3(τ, x)ŵ(τ, x)dx+
∫
Ω
Î4(τ, x)ŵ(τ, x)dx = 0,
(3.22)
where ûf1(τ, x) and û
g
1(τ, x) are solution to the following equation
τ2u−∇x · (γ(x)∇xu) = 0 in Ω (3.23)
with the Dirichlet data on ∂Ω equal to f and g, respectively. Here note that by Appendix C, each term of
the left hand side of this equation is analytic in Si, where Si is the interior of S := {τ = τR +
√−1 τI ∈
C : τR, τI ∈ R, τR ≥ 1, |τI | < κ|τR|} with a fixed small κ > 0. By using Lemma C.1 and Appendix D, we
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have
− 2
n∑
j=1
n∑
k,l=1
∫
Ω
cjkl(x)
{
∂kû
f
1 (τ, x)∂lû
g
1(τ, x) + ∂kû
g
1(τ, x)∂lû
f
1(τ, x)
}
∂jŵ(τ, x)dx
− 6
n∑
j=1
n∑
k,l=1
cjkl(x)
{
∂kû
f
1 (τ, x)∂lû
g
1(τ, x) + ∂kû
g
1(τ, x)∂lû
f
1(τ, x)
}
∂jŵ(τ, x)dx
+ 4
n∑
j=1
n∑
k,l=1
∫
Ω
cjkl(x)
{
̂
(∂ku
f
1 )
′(τ, x)F̂l(τ, x) + F̂k
̂
(∂lu
f
1)
′(τ, x)
}
∂jŵ(τ, x)dx
+ 2
n∑
j=1
n∑
k,l=1
∫
Ω
cjkl(x)
{
̂
(∂ku
f
1 )
′(τ, x)F̂l)(τ, x) + F̂k(τ, x)
̂
(∂lu
f
1 )
′(τ, x)
}
∂jŵ(τ, x)dx
+
n∑
j=1
n∑
k,l=1
∫
Ω
{
̂
(∂ku
f
1)
′(τ, x)Ĝl(τ, x) + Ĝk(τ, x)
̂
(∂ku
f
1 )
′(τ, x)
}
∂jŵ(τ, x)dx = 0
holds for τ ∈ Si. This will give us
− 8
n∑
j=1
n∑
k,l=1
cjkl(x)
{
∂kû
f
1 (τ, x)∂lû
g
1(τ, x) + ∂kû
g
1(τ, x)∂lû
f
1(τ, x)
}
∂jŵ(τ, x)dx
+ 4
n∑
j=1
n∑
k,l=1
∫
Ω
cjkl(x)
{
̂
(∂ku
f
1 )
′(τ, x)F̂l(τ, x) + F̂k
̂
(∂lu
f
1)
′(τ, x)
}
∂jŵ(τ, x)dx
+ 2
n∑
j=1
n∑
k,l=1
∫
Ω
cjkl(x)
{
̂
(∂ku
f
1 )
′(τ, x)F̂l)(τ, x) + F̂k(τ, x)
̂
(∂lu
f
1 )
′(τ, x)
}
∂jŵ(τ, x)dx
+
n∑
j=1
n∑
k,l=1
∫
Ω
{
̂
(∂ku
f
1)
′(τ, x)Ĝl(τ, x) + Ĝk(τ, x)
̂
(∂ku
f
1 )
′(τ, x)
}
∂jŵ(τ, x)dx = 0.
(3.24)
The above identity holds for any solution ŵ(τ, x) to (3.23) and any τ ∈ Si.
Now we want to use complex geometric optics solutions (CGO solutions) for ûf1 (·, τ), ûg1(·, τ) for a fixed
τ > 1 to derive cjkl(x) = 0, for all 1 ≤ j, k, l ≤ n and x ∈ Ω.
Let u be the solution to 
∂2t u−∇ · (γ∇u) = 0 in QT ,
u = χ(t)f˜(x) on ∂QT ,
u(0, x) = ∂tu(0, x) = 0 in Ω.
(3.25)
Consider the even extension of this u corresponding to the even extension of the above f = χ(t)f˜ . By
abusing the notation, we denote the extended u by the same notation u. Further extend this u to the
whole R×Ω and denote the extended one by the same notation u. Then û = û(τ, ·) is the solution to the
following boundary value problem: {
τ2û−∇ · (γ∇û) = 0 in Ω,
û = χ̂(τ)f˜ on ∂Ω.
(3.26)
If we fix τ > 0 large enough, then note that χ̂(τ) > 0. Hence χ̂(τ)f˜ can be taken arbitrarily due to the
freedom of choosing f˜ . Hence we can just look for some special solution û of τ2û−∇ · (γ∇xû) = 0 in Rn
which would be the CGO solution. One might concern about the freedom of choosing f = χ(t)f˜ in the
argument given here, because the original f should be coming from that in (1.1). As already mentioned
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before on the unique solvability of (1.1), recall that B0M can be any fixed single f ∈ C∞0 (∂QT ) and can
consider the ǫ-expansion of the solution u to (1.1)with this Dirichlet data ǫf, 0 < ǫ < ǫ0 to derive (3.25).
To have the CGO solutions of (3.23) with fixed τ > 0 large enough, we will make use of the following
theorem given by Sylvester and Uhlmann.
Theorem 3.1 (See Theorem 1.1 in [27]). Let Ω ⊂ Rn be a bounded domain and s > n/2, there exists a
constant C(τ) such that if
ζ · ζ = 0, ζ ∈ Cn
and |ζ| is large, then there exists u(x, ζ; τ) solving to (3.23) such that
u(x, ζ; τ) := eζ·xm(x) (1 +R(x, ζ; τ)) ,
where m(x) = γ−
1
2 (x) and
‖R‖Hs(Ω) ≤
C
|ζ| (3.27)
and it also satisfies
‖R‖L2(Ω) ≤
C(τ)
|ζ| , ‖∇xR‖L2(Ω) ≤ C(τ)
where C(τ) is a constant depending only on τ, γ and Ω.
Using the above theorem, we have for fixed τ , the expressions for ûf1(τ, x) and û
g
1(τ, x) given by û
f
1(x, ζ1; τ) := e
ζ1·xm(x)(1 +R1(x, ζ1, τ)),
ûg1(x, ζ2, τ) := e
ζ2·xm(x)(1 +R2(x, ζ2, τ)),
(3.28)
where m(x) = γ(x)−
1
2 and Ri, i = 1, 2 satisfy the following estimate
‖Ri‖L2(Ω) ≤
C(τ)
|ζ| , ‖∇xRi‖L2(Ω) ≤ C(τ) for i=1, 2 (3.29)
with C(τ) likewise before.
By direct computations we have
̂
∂ku
f
1 (τ, x) = e
ζ1·x
(
ζk1m(x) + ∂km(x) + ζ
k
1m(x)R1(x, ζ1; τ) + ∂km(x)R1(x, ζ1; τ) +m(x)∂kR1(x, ζ1, τ)
)
,
∂̂lu
g
1(τ, x) = e
ζ2·x
(
ζ l2m(x) + ∂lm(x) + ζ
l
2m(x)R2(x, ζ2; τ) + ∂lm(x)R2(x, ζ2; τ) +m(x)∂lR2(x, ζ2, τ)
)
,
̂
∂ku
f
1
′
(τ, x) = eζ1·x
(
ζk1m(x)R
′
1(x, ζ1; τ) + ∂km(x)R
′
1(x, ζ1; τ) +m(x)∂kR
′
1(x, ζ1, τ)
)
,
∂̂lu
g
1
′
(τ, x) = eζ2·x
(
ζ l2m(x)R
′
2(x, ζ2; τ) + ∂lm(x)R
′
2(x, ζ2; τ) +m(x)∂lR
′
2(x, ζ2, τ)
)
.
Remark 3.2. Concerning the derivative of Ri, i = 1, 2 with respect to τ , we can argue as follows. Let û
solve (3.26), now define v̂ by v̂(τ, x) := γ−
1
2 (x)û(τ, x), then v̂(τ, x) will satisfies
−∆v̂(τ, x) + q(τ, x)v̂(τ, x) = 0, x ∈ Ω
where
q(τ, x) :=
−∆
√
γ(x)√
γ(x)
+
τ2
γ(x)
.
Then it is well known from [27] that above equation has CGO solutions taking the form
v̂(τ, x) = eζ·x (1 +R(x, ζ, τ)) ,
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where ζ · ζ = 0 and R(x, ζ, τ) will be a solution to
−∆R(x, ζ, τ) + 2ζ · ∇xR(x, ζ, τ) + q(τ, x)R(x, ζ, τ) = −q(τ, x) (3.30)
and it satisfies the estimate
‖R‖L2(Ω) ≤
C
|ζ| and ‖∇xR‖L2(Ω) ≤ C,
where the positive constant C depends only on q(τ, x). Now differentiating (3.30) with respect to τ , we
have
−∆R′(x, ζ, τ) + 2ζ · ∇xR′(x, ζ, τ) + q(τ, x)R′(x, ζ, τ) = −q(τ, x)− q′(τ, x)R(x, ζ, τ) := F (τ, ζ, x), (3.31)
where we have abused the notation ′ to denote the derivative with respect to τ . Now since F ∈ L2(Ω)
and ‖F‖L2(Ω) ≤ C for some constant depending only on q(τ, x), therefore R′(x, ζ, τ) will have the same
estimate as that of R(x, ζ, τ). Hence we have the following estimate
‖R′‖L2(Ω) ≤
C
|ζ| and ‖∇xR
′‖L2(Ω) ≤ C (3.32)
with similar C as before.
Now we use the CGO solutions. Let a ∈ Rn and choose unit vectors ξ, η ∈ Rn such that
a · ξ = a · η = ξ · η = 0.
Further choose r, s > 0 so that
r2 =
|a|2
4
+ s2.
Define ζ1, ζ2 ∈ Cn by
ζ1 := rη + i
(a
2
+ sξ
)
, ζ2 := −rη + i
(a
2
− sξ
)
. (3.33)
Then if we denote ρ = η + iξ, we have
ζi · ζi = 0, lim
s→∞
ζ1
s
= ρ, lim
s→∞
ζ2
s
= −ρ.
By using the expression for the solutions ûf1(τ, x) and û
g
1(τ, x) of the form given in (3.28) with values of ζi
given by (3.33) in (3.24) and dividing by s2 and taking s→∞, we have∫
Ω
n∑
j=1
n∑
k,l=1
ρkρlc
j
kl(x)m
2(x)∂jŵ(τ, x)e
ia·xdx = 0, a ∈ Rn. (3.34)
In deriving the above identity we have used the following remark.
Remark 3.3.
Note that the last three terms in (3.24) contains the terms like Fk(s, x) and Gk(s, x) which are given by
Fk(s, x) = s∂ku
g
1(s, x) and Gk(s, x) = s
2(∂ku
g
1)
′(s, x).
Then we have
F̂k(τ, x) = −̂(∂kug1)′(τ, x) and Ĝk(τ, x) =
̂(
∂k (u
g
1)
′)′′
(τ, x).
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Therefore, substituting these expressions in the second term of (3.24), we have
4
n∑
j=1
n∑
k,l=1
∫
Ω
cjkl(x)
{
̂
(∂ku
f
1)
′(τ, x)F̂l(τ, x) + F̂k
̂
(∂lu
f
1 )
′(τ, x)
}
∂jŵ(τ, x)dx
= −4
n∑
j=1
n∑
k,l=1
∫
Ω
e(ζ1+ζ2)·xcjkl(x)
{
̂
(∂ku
f
1)
′(τ, x)(̂∂lu
g
1)
′
(τ, x) +
̂
(∂lu
f
1 )
′(τ, x)(̂∂ku
g
1)
′
(τ, x)
}
∂jŵ(τ, x)dx.
We will give the explanation for the first part, then the second part can be explained similarly. Denote
ζi = (ζ
1
i , · · · , ζni ), i = 1, 2. Then we have
M1 := −4
n∑
j=1
n∑
k,l=1
∫
Ω
e(ζ1+ζ2)·xcjkl(x)
̂
(∂ku
f
1)
′(τ, x)(̂∂lu
g
1)
′
(τ, x)dx
= 4
n∑
j=1
n∑
k,l=1
∫
Ω
cjkl(x)e
(ζ1+ζ2)·x
{
ζk1 ζ
l
2m
2(x)R′1R
′
2 + ζ
l
2m(x)∂km(x)R
′
2R
′
1 + ζ
l
2m
2(x)∂kR
′
1R
′
2
+ ζk1m(x)∂lm(x)R
′
1R
′
2 + ∂km(x)∂lm(x)R
′
1R
′
2 +m(x)∂lm(x)∂kR
′
1R
′
2
+m2ζk1R
′
1∂lR
′
2 +m(x)∂km(x)R
′
1∂lR
′
2 +m
2∂kR
′
1∂lR
′
2
}
dx.
Now using the values of ζi and dividing by s
2 and taking s→∞, we get
lim
s→∞M1 = 0
where in deriving the above identity, we have used (3.32). If we substitute the CGO in (3.24) and divide
by s2, a similar argument shows that the last three terms in (3.24) go to zero as s→∞.
From (3.34), we have
n∑
j=1
[
n∑
k,l=1
ρkρlc
j
kl(x)m
2(x)
]
∂jŵ(x) = 0, x ∈ Ω. (3.35)
To prove that cjkl(x) = 0 in Ω, we will follow the argument given in [12] and make use of the following
lemma similar to Lemma 3.1 of [12] in our setup.
Lemma 3.4. Suppose n ≥ 2. For each fix τ , there exist solutions vj(τ, x) ∈ H2(Ω), 1 ≤ j ≤ n of
τ2v −∇x · (γ(x)∇xv) = 0, x ∈ Ω
such that
det
(∂vj
∂xi
)
6= 0, a.e. x ∈ Ω.
Proof. Consider the set V defined by
V := {ρ ∈ Cn : ρ · ρ = 0, |ρ| =
√
2}. (3.36)
Let ρ1, ρ2, · · · , ρn ∈ V be n-linearly independent vectors over C. Now let
vj(τ, x) := m(x)e
rρj ·x(1 +Rj(x)), x ∈ Ω, r > 0, j = 1, 2, · · · , n (3.37)
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as before. Then, we have
det

∇xv1
∇xv2
∇xv3
·
·
·
∇xvn

= rnmn(x)er(ρ
1+ρ2+···+ρn)·xdet

ρ1(1 +R1) +O(r
−1)
ρ2(1 +R2) +O(r
−1)
ρ3(1 +R3) +O(r
−1)
·
·
·
ρn(1 +Rn) +O(r
−1)

Now from (3.27) using the Sobolev embedding, we have ||Rj ||L∞(Ω) ≤ Cr , we have
det

∇xv1
∇xv2
∇xv3
·
·
·
∇xvn

6= 0 for sufficiently large r.

Using lemma 3.4, there exist solutions {ŵj}1≤j≤n of (3.23) in such way that {∇xŵj}1≤j≤n are linearily
independent. Taking these choices of {ŵj}1≤j≤n in (3.35), we have
n∑
k,l=1
ρkρlc
j
kl(x) = 0, x ∈ Ω, j = 1, 2, · · · , n. (3.38)
Now since (3.38) holds for all ρ ∈ V , where V is defined as in (3.36). Now using ρ = zek +
√−1zel for
z ∈ R with |z| = 1 and k 6= l, where e′js for 1 ≤ j ≤ n are standard basis for Rn, in (3.38), we have
z2cjkk(x)− z2cjll(x) + iz2cjkl(x) = 0, x ∈ Ω, k 6= l.
From here, we will have
cjkk(x) = c
j
ll(x), c
j
kl(x) = 0 for all j and k 6= l. (3.39)
Now using (3.39) in (3.22), we have
n∑
j=1
n∑
k=1
∫
Ω
cjkk(x)∂kû
f
1 (τ, x)∂kû
g
1(τ, x)∂jŵ(τ, x)dx = 0 (3.40)
holds for all ûf1 , û
g
1 and ŵ satisfying (3.23). Now using CGO solutions for û
g
1 and ŵ, we have
n∑
j=1
n∑
k=1
ρjρkc
j
kk(x)∂kû
f
1 (τ, x) = 0. (3.41)
Note that (3.41) holds for any f ∈ C∞0 (R × ∂Ω). Hence by taking n different f and using Lemma 3.4, we
have
n∑
j=1
n∑
k=1
ρjρkc
j
kk(x) = 0.
Now take same ρ ∈ V as defined before, we have
cjkk(x) = 0 for all 1 ≤ j, k ≤ n and x ∈ Ω.
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Hence combining this and (3.39), we have
cjkl(x) = 0 in Ω for all 1 ≤ j, k, l ≤ n.
This completes the proof.
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Appendix A.
We will give here some argument for justifying the ǫ-expansion which also gives some argument for the
unique solvability of (1.1). We look for a solution u(t, x) to (1.1) of the form
u(t, x) := ǫ {u1(t, x) + ǫ (u2(t, x) + w(t, x))} , (A.1)
where u1, u2 are the solutions to the intial boundary value problems (2.2) and (2.3), respectively. Then,
w(t, x) has to satisfy
∂2tw(t, x) −∇x (γ(x)∇xw(t, x)) = ǫ−2∇x ·R(x, ǫ∇xu1 + ǫ2∇xu2 + ǫ2∇xw)
+ǫ
∑n
j=1 ∂j
(∑n
k,l=1 c
j
kl(x) (∂ku1∂lu2 + ∂lu1∂ku2) (t, x)
)
+ǫ
∑n
j=1 ∂j
(∑n
k,l=1 c
j
kl(x) (∂ku1∂lw + ∂lu1∂kw) (t, x)
)
+ǫ2
∑n
j=1 ∂j
(∑n
k,l=1 c
j
kl(x) (∂ku2∂lu2 + ∂ku2∂lw + ∂lu2∂kw + ∂kw∂lw) (t, x)
)
in QT ,
w(0, x) = ∂tw(0, x) = 0, x ∈ Ω and w|∂QT = 0.
By the mean value theorem, we have
R(x, ǫ∇xu1 + ǫ2∇xu2 + ǫ2∇xw) = R(x, ǫ∇xu1 + ǫ2∇xu2)
+
1∫
0
d
dθ
R(x, ǫ∇xu1 + ǫ2∇xu2 + θǫ2∇xw)dθ
= R(x, ǫ∇xu1 + ǫ2∇xu2) + ǫ3K(x, ǫ∇xw; ǫ)∇xw
where
ǫK(x, ǫ∇xw; ǫ) :=
1∫
0
DqR(x, ǫ∇xu1 + ǫ2∇xu2 + θǫ2∇xw)dθ
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where DqR(x, q) = ((∂qiRj))1≤i,j≤n and Kij = ∂qiRj. After using this in previous equation, we get

∂2t w(t, x)−∇x (γ(x)∇xw(t, x)) = ǫ
∑n
j=1 ∂j
(∑n
k,l=1 c
j
kl(x) (∂ku1∂lu2 + ∂lu1∂ku2)
)
+ǫ
∑n
j=1
∑n
k,l=1 ∂j
(
cjkl(x)∂ku1
)
∂lw + ǫ
∑n
j=1
∑n
k,l=1
(
cjkl(x)∂ku1
)
∂2jlw
+ǫ
∑n
j=1
∑n
k,l=1 ∂j
(
cjkl(x)∂lu1
)
∂kw + ǫ
∑n
j=1
∑n
k,l=1
(
cjkl(x)∂ku1
)
∂2jkw
+ǫ2
∑n
j=1 ∂j
(∑n
k,l=1 c
j
kl(x)∂ku2∂lu2
)
+ ǫ2
∑n
j=1
∑n
k,l=1 ∂j
(
cjkl(x)∂ku2
)
∂lw
+ǫ2
∑n
j=1
∑n
k,l=1
(
cjkl(x)∂ku2
)
∂2jlw + ǫ
2
∑n
j=1
∑n
k,l=1 ∂j
(
cjkl(x)∂lu2
)
∂kw
+ǫ2
∑n
j=1
∑n
k,l=1
(
cjkl(x)∂ku2
)
∂2jkw + ǫ
2
∑n
j=1
∑n
k,l=1 c
j
kl(x)
(
∂2jkw∂lw + ∂kw∂
2
jlw
)
+ǫ2
∑n
j=1
∑n
k,l=1 ∂jc
j
kl(x)∂kw∂lw + ǫ
∑n
i=1
∑n
j=1 ∂iKij(x, ǫ∇xw; ǫ)∂jw
+ǫ
∑n
i=1
∑n
j=1Kij(x, ǫ∇xw; ǫ)∂2ijw + ǫ−2∇x ·R(x, ǫ∇xu1 + ǫ∇xu2)
in QT ,
w(0, x) = ∂tw(0, x) = 0, x ∈ Ω and w|∂QT = 0.
Thus, finally we have derived the following initial boundary value problem for w:

∂2t w(t, x) −∇x · (γ(x)∇xw(t, x)) = ǫ
∑n
j=1 ∂j
(∑n
k,l=1 c
j
kl(x) (∂ku1∂lu2 + ∂lu1∂ku2) (t, x)
)
+ǫ
∑n
j=1
∑n
k,l=1 ∂j
(
cjkl(x)∂ku1
)
∂lw + ǫ
∑n
j=1
∑n
k,l=1
(
cjkl(x)∂ku1
)
∂2jlw
+ǫ
∑n
j=1
∑n
k,l=1 ∂j
(
cjkl(x)∂lu1
)
∂kw + ǫ
∑n
j=1
∑n
k,l=1
(
cjkl(x)∂lu1
)
∂2jkw
+ǫ2
∑n
j=1 ∂j
(∑n
k,l=1 c
j
kl(x)∂ku2∂lu2
)
+ ǫ2
∑n
j=1
∑n
k,l=1 ∂j
(
cjkl(x)∂ku2
)
∂lw
+ǫ2
∑n
j=1
∑n
k,l=1
(
cjkl(x)∂ku2
)
∂2jlw + ǫ
2
∑n
j=1
∑n
k,l=1 ∂j
(
cjkl(x)∂lu2
)
∂kw
+ǫ2
∑n
j=1
∑n
k,l=1
(
cjkl(x)∂ku2
)
∂2jkw + ǫ
2
∑n
j=1
∑n
k,l=1 c
j
kl(x)
(
∂2jkw∂lw + ∂kw∂
2
jlw
)
+ǫ2
∑n
j=1
∑n
k,l=1 ∂jc
j
kl(x)∂kw∂lw + ǫ
−2∇x · R(x, ǫ∇xu1 + ǫ∇xu2)
+ǫ
∑n
i=1
∑n
j=1 ∂iKij(x, ǫ∇xw; ǫ)∂jw + ǫ
∑n
i=1
∑n
j=1Kij(x, ǫ∇xw; ǫ)∂2ijw
in QT ,
w(0, x) = ∂tw(0, x) = 0, x ∈ Ω and w|∂QT = 0.
(A.2)
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In order to simplify the description of the above equation for w, let us introduce the following notations:
A(w(t))w = ∇x · (γ(x)∇xw(t, x)) + ǫΓ(x,∇xw; ǫ) · ∂2xw,
ǫΓ(x,∇xw; ǫ) := ǫ
(∑n
k=1 c
j
kl(x)∂ku1
)
1≤j,l≤n
+ ǫ
(∑n
l=1 c
j
kl(x)∂lu1
)
1≤j,k≤n
+ǫ2
(∑n
k=1 c
j
kl(x)∂ku2
)
1≤j,l≤n
+ ǫ2
(∑n
l=1 c
j
kl(x)∂lu2
)
1≤j,k≤n
+ǫ2
(∑n
k=1 c
j
kl(x)∂kw
)
1≤j,l≤n
+ ǫ2
(∑n
l=1 c
j
kl(x)∂lw
)
1≤j,k≤n
+
(
Kij(x, ǫ∇xw; ǫ)
)
1≤i,j≤n
,
ǫ ~G(x,∇xw; ǫ) := ǫ
(∑n
j=1
∑n
k=1 ∂j
(
cjkl(x)∂ku1
))
1≤l≤n
+ǫ
(∑n
j=1
∑n
l=1 ∂j
(
cjkl(x)∂ku1
))
1≤k≤n
+ ǫ2
(∑n
j=1
∑n
k=1 ∂j
(
cjkl(x)∂ku2
))
1≤l≤n
+ǫ2
(∑n
j=1
∑n
l=1 ∂j
(
cjkl(x)∂ku2
))
1≤k≤n
+ ǫ2
(∑n
j=1
∑n
k=1 ∂jc
j
kl(x)∂kw
)
1≤l≤n
+ǫ
(∑n
i=1 ∂iKij(x, ǫ∇xw; ǫ)
)
1≤j≤n
,
ǫF (x,∇x,∇xu2; ǫ) := ǫ
∑n
j=1 ∂j
(∑n
k,l=1 c
j
kl(x) (∂ku1∂lu2 + ∂lu1∂ku2)
)
+ǫ2
∑n
j=1 ∂j
(∑n
k,l=1 c
j
kl(x)∂ku2∂lu2
)
+ ǫ−2∇x · R(x, ǫ∇xu1 + ǫ2∇xu2).
Here ∂2xw = (∂ijw)1≤i,j≤n and Γ(x,∇xw; ǫ) · ∂2xw denotes the real inner product of Γ(x,∇xw; ǫ) and ∂2xw.
Using the above notations, (A.2) becomes{
∂2t w −A(w(t))w − ǫ ~G(x, ǫ∇xw; ǫ) · ∇xw = ǫF (x,∇x,∇xu2; ǫ) in QT ,
w(0, x) = ∂tw(0, x) = 0, x ∈ Ω and w|∂QT = 0.
(A.3)
The justification of ǫ-expansion is given as the following theorem.
Theorem A.1. Let m ≥ [n/2] + 3 and f ∈ BM . Then, there exists ǫ0 = ǫ0(h, T,m,M) > 0 and
w = w(t, x; ǫ) ∈ Xm for 0 < ǫ < ǫ0 such that each w = w(·, ·; ǫ) is the unique solution to the initial
boundary value problem (A.3) with the estimate
|||w|||m :=

m∑
j=0
m−j∑
k=0
sup
t∈[0,T ]
‖∂kt w(t, ·; ǫ)‖2Hm−j−k (Ω)

1/2
= O(ǫ) as ǫ→ 0. (A.4)
Here h and BM , Xm were defined in Section 1 right after (1.3) and the paragraph after (1.4), respectively.
Note that once we have Theorem A.1, we also have the unique solvability for the initial boundary value
problem (1.1). The proof of Theorem A.1 can be given along the same line as the proof for the case n = 1
which is given in [18]. In order to apply the same proof given in [18] for our case, we used the same
notations as in [18] for (A.3).
Appendix B.
We will give here some asymptotic property of solution ûf1(τ, x). We only need this to say that the
differentiation of this solution with respect to each xj gives an effect to its asymptotic property up to
multiplication by O(|τ |). We refer this as our task. Although there could be a more simpler way to show
this, we chose as a tool to show this the theory of pseudodifferential operators with large parameter which
is equivalent to the semiclassical analysis. We haven’t seen any complete study of semiclassical analysis for
the Poisson operator for τ2 •−∇ · (γ∇•) which could immediately give what we need. Clearly it is enough
to estimate the solution v = v(τ) of{
τ2v −∇ · (γ∇v) = 0 in Ω,
v = φ ∈ C∞(∂Ω) on ∂Ω, (B.1)
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By a partition of unity and the well-posedness of (B.1), we will see it is enough to analyze the asymptotic
behavior of v(τ) near ∂Ω. Let y = (y′, yn) = (y1, · · · , yn−1, yn) be the boundary normal coordinates near
∂Ω such that ∂Ω and Ω are locally given as ∂Ω = {yn = 0} and Ω = {yn > 0}, respectively. Then (B.1)
changes to {
Pv = 0 in yn > 0,
v = φ on yn = 0,
(B.2)
where P = P2 + P1 with
P2 = D
2
yn +
∑n−1
i,j=1 g
ijDiDj + γ
−1τ2,
P1 = −iγ−1
(
∂nγDn +
∑n−1
i,j=1 ∂i(γg
ij)Dj
)
,
g = (gij) = (∇xy)(∇xy)t, gnj = 0 (j = 1, · · · , n− 1), 1 (j = n),
∂i = ∂yi , Dj = −
√−1∂j (j = 1, · · · , n),
t denotes the transpose of matrices
(B.3)
and we have abused the original notations v and φ to denote the corresponding ones in terms of the
boundary normal coordinates.
We will look for v in the form
v = v(y, τ) = (Op(a)φ)(y) = (2π)−n+1
∫
R2
e
√−1y′·η′a(y, η′, τ)φ̂(η′) dη′, (B.4)
where y = (y′, yn), η′ = (η1, · · · , ηn−1) and φ̂(η′) =
∫
Rn−1
e−
√−1y′·η′φ(y′) dy′. Here Op(a) is a pseudodif-
ferential operator with a large parameter τ depending smoothly on yn ≥ 0. More precisely, the symbol
a = a(y, η′, τ) ∈ S(0) of Op(a) is defined as follows.
For m ∈ R, a(y, η′, τ) ∈ S(m) if and only if it satisfies the following conditions (i) and (ii).
(i)
a(y, η′, τ) ∈ C∞(Rn−1y′ × R+yn × Rn−1η′ × {τ ≥ 1}),
(ii)
For anyα, β ∈ Z+withZ+ := N ∪ {0}, there exists a constant Cα,β,k > 0 such that
|Dαy′Dβη′a(y, η′, τ)| ≤ Cα,β,k〈η′; τ〉m+k−|β|
for (y′, yn, η′, τ) ∈ Rn−1y′ × R+yn × Rn−1η′ × {τ ≥ 1},
where 〈η′; τ〉2 = 1 + |η′|2 + τ2, Rn−1y′ = {y′ ∈ Rn−1}, R+yn = {yn ∈ R : yn > 0}.
Denote S[m] = {Op(a) : a ∈ S(m)}, and call m the orders of a and Op(a).
Consider P = P (y,Dy, τ) not only as a differential operators with respect to y3, but also consider it as
a pseudodifferential operator with respect to y′ with large parameter τ . By the composition formula of
pseudodifferential operators,
P (Op(a)φ)(y) = (2π)−n+1
∫
R2
e
√−1y′·η′A(y, η′,Dn), τ)φ̂(η′) dη′ (B.5)
with
A(y, η′, τ) =∑α∈Zn−1+ (α!)−1∂αη′p(y, η′,D3, τ)Dαy′a(y, η′, τ),
a ∼∑∞ℓ=1 a−ℓ with each a−ℓ ∈ S(−ℓ), (B.6)
where
∂η′ = (∂η1 , · · · , ∂ηn−1), D′y = (Dy1 , . . . ,Dyn−1),
p(y, η′,Dn, τ) = P (y,Dy′ ,Dn, τ)
∣∣
Dy′=η
′ .
Now expand the coefficients of p(y, η′,Dn, τ) into their Taylor series around yn = 0 and introduce the
following concept of order.
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Definition B.1. We regard the multiplications by η1, · · · , ηn−1, τ as operators of order 1, the multiplica-
tion by yn as a operator of order −1 and Dy′ as an operator of order 0.
Then, considering this new concept of order equivalently to the order of symbols, we have the following
asymptotic expansion of A in descending order
A ∼
∞∑
ℓ=0
A−ℓ with order of each A−ℓ = −ℓ. (B.7)
For example A0 and A−1 are given as
A0 = P (0)2,0 a0,
A−1 = p(0)2,0a−1 +
∑
j+|α|=1 y
j
nP
(α)
2,j D
α
y′a0 + P
(0)
1,0 a0,
(B.8)
where likewise p(y, η′,Dn, τ) we have denoted each pj(y, η′,Dn, τ), j = 1, 2 by
pj(y, η
′,Dn, τ) = Pk(y,Dy′ ,Dn, τ)
∣∣
Dy′=η
′ ,
and we have also introduced the notation p
(α)
j,k = ∂
k
yn∂
α
η′pj(y
′, 0, η′,Dn, τ). To have P (Op(a)φ)(y) = 0, we
set the conditions
A−ℓ = 0, ℓ ∈ Z+. (B.9)
Also, to have v
∣∣
yn=0
= φ, we impose a−ℓ’s to satisfy
a−ℓ
∣∣
yn=0
= 1 (ℓ = 0), 0 (ℓ ≥ 1). (B.10)
By further imposing that each a−ℓ satisfies aℓ → 0 (yn → ∞), we can uniquely solve the equations of
system (B.9), (B.10). For example, by p
(0)
2,0 = D
2
n + λ
2(y′, η′, τ) with λ = λ(y′, η′, τ) given by
λ =
√√√√ n−1∑
i,j=1
gij(y′, 0)ηiηj + γ−1(y′, 0)τ2,
we have
a0 = e
−λyn ∈ S(0),
a−1 =
(∑n−1
j=1 fj(y
′, η′, τ)yjn
)
e−λyn
(B.11)
with each fj = fj(y
′, η′, τ) ∈ S(j − 1) given by{
f1 = (2λ)
−1e0 − (4λ2)−1e1,
f2 = −(4λ)−1e1, (B.12)
where {
e0 =
√−1[γ−1{λ∂nγ +
∑n−1
i,j=1 ∂i(γg
ij)ηj}]
∣∣
yn=0
,
e1 = [−{
∑n−1
i,j=1(∂ng
ij)ηiηj + (∂nγ
−1)τ2}+ 2∑n−1i=1 {Diλ(∑n−1j=1 gijηj)}]∣∣y3=0. (B.13)
Observe that 〈η′; τ〉 ≤ 〈η′〉τ (τ ≥ 2) with 〈η′〉 =
√
|η′|2 + 1 , 〈η′; τ〉−1 ≤ τ−1. Then, since each a−ℓ ∈
S(−ℓ) and we can assume φ ∈ C∞0 (Rn−1) due to the fact that φ is supported in a local coordinates
neighborhood of ∂Ω, we have the following asymptotic expansion of v(y, τ) in descending estimate with
respect to τ
v(y, τ) ∼
∞∑
ℓ=0
v−ℓ(y, τ) (B.14)
and each v−ℓ(y, τ) satisfies the estimate: for any k ∈ Z+, α ∈ Zn−1+ , there exists a constant Ck,α > 0 such
that ∣∣DkynDαy′v−ℓ(y, τ)∣∣ ≤ Ck,ατ−ℓ+k, (y′, yn) ∈ Rn−1y′ × R+yn . (B.15)
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Further, for each N ∈ Z+, v(N)(y, τ) =
∑N
ℓ=0 v−ℓ(y, τ) satisfies{
Pv(N) = r(N) ∈ C∞(Rn−1y′ × R+yn),
v
∣∣
yn=0
= φ,
(B.16)
with the estimate: for any k ∈ Z+, α ∈ Zn−1+ , there exists a constant Ck,α > 0 such that∣∣DkynDαy′r(N)(y, τ)∣∣ ≤ Ck,ατ−N−1+k, (y′, yn) ∈ Rn−1y′ × R+yn . (B.17)
Now by taking N large enough, we denote by vN the approximate solution of (B.1) near ∂Ω obtained
by the following procedures. That is cutting off each of this local approximate solution v(N) attached to
the local coordinates neighbourhood of ∂Ω and further pulling it back to the original coordinates, and
then patching these local approximate solutions by a partition of unity. Then since each v(N) decays
exponentially as τ →∞ away from yn = 0, we have{
τ2vN −∇ · (γ∇vN ) = rN in Ω,
vN = φ on ∂Ω
(B.18)
with the estimate: for any k ∈ Z+, α ∈ Zn−1+ , there exists a constant Ck,α > 0 such that∣∣Dky3Dαy′rN ∣∣ ≤ Ck,ατ−N−1+k on Ω. (B.19)
Then, the representation v = vN + wN of v with wN solving{
τ2wN −∇ · (γ∇wN ) = −rN in Ω,
wN = 0 on ∂Ω
(B.20)
gives a good asymptotic behaviour v as τ →∞ by the well-posedness of (B.20). Therefore we have achieved
our task.
Remark B.2.
The argument deriving the asymptotic property of v(τ) using the theory of pseudodifferential operators
is a constructive argument giving the dominant part of v(τ). It can be applied to the case |τ | → ∞ in
a subdomain Si of a sector containing {τ ∈ R : τ ≥ 1} and it can also show that v(τ) is analytic with
respect to τ ∈ Si. The precise definition of Si is given in Subsection C. Important necessary changes are
as follows. In the definition of S(m), τ in a = a(y, η′, τ) must be considered in S and a is analytic with
respect to τ ∈ Si. All other necessary changes can be easily figured out from the contexts.
Appendix C.
We will give here the analyticity of ûf1 , û
g
1 with respect to τ in an unbounded subdomain of a sector
containing {τ ∈ R : τ ≥ 1} and a useful lemma to derive the integral identity (3.22). To begin with let
us recall S and Si. They were defined as S := {τ = τR +
√−1 τI ∈ C : τR, τI ∈ R, τR ≥ 1, |τI | < κ|τR|}
with a fixed small κ > 0 and Si = interior of S. Then we first show the analyticity of ûf1 , û
g
1 which of
course enough to show it for the solution of (B.1). Let Tr−1 : Hm+1/2(∂Ω) → Hm+1(Ω) with m ∈ Z+
be the inverse trace operator. Here note that m ∈ Z+ can be taken arbitrarily. Represent the solution
v = v(τ) ∈ H1(Ω) of (B.1) as v = v˜ + V with V = Tr−1φ ∈ H1(Ω). Then v˜ has to satisfy{
(τ2 − Lγ)v˜ = −(τ2 − Lγ)V in Ω,
v˜ = 0 on ∂Ω,
(C.1)
where Lγ• = ∇ · (γ∇•).
Now let Gγ be the Green function of −Lγ with homogeneous Dirichlet boundary condition at ∂Ω, which
is an isomorphism from H−1(Ω) := H10 (Ω)
∗ to H10 (Ω). Further it is a positive and compact operator on
L2(Ω). Hence there exist positive constants ℓ0, m0 such that ℓ0I ≤ Gγ ≤ m0I with the identity operator I
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on L2(Ω). Then by τ2R− τ2I > (1−κ2)τ2R and 2|τRτI | < 2κτ2r , hence the operator Hγ(τ) := (τ2R− τ2I )Gγ + I
is a positive operator on L2(Ω) with the estimate:
Hγ(τ) ≥ {(1− κ2)τ2Rℓ0 + 1}I (C.2)
if κ is small enough. Then (C.1) reduces to
(
I + 2
√−1τRτIHγ(τ)−1Gγ
)
v˜ = −Hγ(τ)−1(τ2 − Lγ)V. (C.3)
Since the operator norm of the operator 2
√−1τRτηHγ(τ)−1Gγ on L2(Ω) is estimated from above by
2(m0κτ
2
R)/{(1 − κ2)ℓ0τ2R + 1} which is smaller than 1 for any τ ∈ Si by taking κ small enough. Hence
we have a unique solution v˜(τ) ∈ L2(Ω) of (C.1) for any τ ∈ Si by the Neumann series of (I +
2
√−1τRτIHγ(τ)−1Gγ
)−1
. From (C.3) we immediately have v˜(τ) ∈ H10 (Ω) for any τ ∈ Si and its con-
tinuous dependency on τ ∈ Si. We remark here that we can also have the continuous dependency of v˜(τ)
on any inhomogeneous term in H−1(Ω).
To see the differentiability at τ ∈ Si, take 0 6= σ ∈ C small enough and consider r(σ) := (v˜(σ + τ) −
v˜(τ)) − σw˜(τ), where w˜(τ) ∈ H1(Ω) be the solution to
{
(τ2 − Lγ)w˜(τ) = −2τ v˜(τ)− 2τV in Ω,
w˜(τ) = 0 on ∂Ω
(C.4)
which can be obtained likewise v˜(τ). Then by a direct computation, we have
{
(τ − Lγ)r(σ) = −σ2(v˜(σ + τ) + V )− 2στ(v˜(σ + τ)− v˜(τ)) in Ω,
r(σ) = 0 on ∂Ω.
Hence by the continuous dependency of v˜(τ) on τ and also on any inhomogeneous term of its equation, we
have σ−1r(σ)→ 0 as σ → 0. Hence v˜(τ) is differentiable at τ ∈ Si and its derivative is w˜(τ).
Next we will formulate and prove a useful lemma for deriving (3.22).
Lemma C.1. Let p(τ), q(τ) be analytic functions in Si. We assume that these functions satisfy the
following two conditions;
(i) f(τ) + g(τ) = 0 in Si.
(ii) g(τ) = o(1)f(τ) as |τ | → ∞.
Then f(τ) = 0 in Si.
Proof. Suppose f(τ) 6≡ 0 in Si. Let R := {τ = τR +
√−1τI ∈ C : τR, τI ∈ R, τR ≥ 2, |τI | ≤ |τR|/2}. For
n ∈ N, denote Dn = R∩{τ ∈ C : n+2 ≤ |τ | ≤ n+3}, and Z(h;D) := {τ ∈ D : h(τ) = 0} for any function
h = h(τ) defined on a set D. Then, since f(τ) is analytic in Si, ♯(Z(f ;Dn)) < ∞ for each n ∈ N, where
♯(E) for a set E denotes the number of elements in E. Hence we have a sequence τn, n ∈ N such that each
τn ∈ Din, f(τn) 6= 0. Then τn →∞ as n →∞, and hence we have |g(τn)| < |f(τn)| for large enough n by
the assumptions on f(τ), g(τ). Fix such an n ∈ N and consider a small simply connected domain E ⊂ Din
such that τn ∈ ∂E and |g(τ)| < |f(τ)|, τ ∈ ∂E , where ∂E denotes the boundary of E . Then by the Rouche
theorem, we have ♯(Z(f + g; E)) = ♯(Z(f ; E)). But by the assumption (i), we have ♯(Z(f + g; E)) = ∞
which implies that f ≡ 0 in E and hence f ≡ 0 in Si by the analyticity of f in Si. This contradict to the
assumption f(τ) 6≡ 0 in Si and hence we have the conclusion of the lemma. 
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Appendix D.
We give here the estimates of Îj, j = 1, 2, 3, 4. Since the arguments are almost the same for estimating
all of them, we only give it for Î2. Recall the form of I2. It was given as
I2 = −4
∑n
j=1B
−1/2
s∫
0
sin
{
(s − σ)B1/2}
∂j
[∑n
k,l=1 c
j
kl(x)
{
(∂ku
f
1)
′(σ, x)∂lu
g
1(s − σ, x)
+∂ku
g
1(s− σ, x)(∂luf1)′(σ, x)
}]
dσ
)
dt.
(D.1)
Since the argument is the same for the other term, we will only analyze the Laplace transform Î ′2(τ) of
I ′2 := −4
n∑
j=1
B−1/2
s∫
0
sin
{
(s− σ)B1/2
}
∂j
[
n∑
k,l=1
cjkl(x)∂ku
g
1(s− σ, x)(∂luf1)′(σ, x)
]
dσ
)
dt.
By (3.15), we have Î ′2(τ) = Î ′2(τ) + R̂′2(τ),
Î ′2(τ) = −4
n∑
j=1
∂j
[
cjkl(x)
(
F̂k
̂
(∂lu
f
1)
′
)
(τ, x)
]
with Fk(s, x) = s∂ku
g
1(s, x) and R̂′2(τ) is the Laplace transform of R′2 given by
R′2; =
∫ s
0
[
(s− σ)2
∫ ∞
0
λ1/2
(∫ 1
0
(1− θ) sin
{
(s− σ)λ1/2
}
dθ
)
dE(λ)G′2(s, σ, x)
]
dσ, (D.2)
where
G′2(s, σ) = G
′
2(s, σ, x) := 4
n∑
j=1
∂j
 n∑
k,l=1
cjkl(x)∂ku
g
1(s− σ, x)(∂luf1)′(σ, x)
 .
We will show that Î ′2(τ) is the dominant part of Î ′2(τ). That is R̂′2(τ) is relatively smaller than this
dominant part by o(1) as τ →∞. We begin by first estimating H ′2(σ, s− σ) defined by
H ′2(σ, s − σ) =
∫ ∞
0
λ1/2
(∫ 1
0
(1− θ) sin
{
(s− σ)λ1/2
}
dθ
)
dE(λ)G′2(s, σ, x).
Then since each cjkl ∈ C∞0 (Ω), we have
‖H ′2(σ, s− σ)‖2L2(Ω) ≤
∫ ∞
0
dλ ‖E(λ)G′2(s, σ)‖2L2(Ω) = ‖G′2(s, σ)‖2H1(Ω). (D.3)
Here note that ‖G′2(s, σ)‖H1(Ω) = O(|τ |5−2µ) as Si ∋ τ → ∞, where Si is the interior of an unbounded
domain S of a sector containing {τ ∈ R : τ ≥ 1} defined in Subsection C. This is coming from the
asymptotic properties of ûf1 (τ), û
g
1(τ) as S
1 ∋ τ →∞ which we gave in Appendix B, and µ describes the
decay of χ̂(τ) = τ−µ(1 +O(τ−1).
Now observe that
J(τ) :=
∫ ∞
0
e−τs
(∫ s
0
(s− σ)2H ′2(σ, s − σ) dσ
)
ds =
∞∫
0
e−τσ
(∫ ∞
0
e−τss2H ′2(σ, s) ds
)
dσ.
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Here H ′2(σ, s), s, σ ∈ [0,∞) is an L2(Ω) valued bounded measurable function and note that τ ∈ Si. Since
there exists some 0 < δ < 1 such that s2 e−τR s ≤ τ−2R e−δτR s for any real part τR of τ ∈ Si and |τ |, τR are
equivalent for τ ∈ Si, we have by the Riemann-Lebesgue theorem,
‖J(τ)‖L2(Ω) = o(|τ |3−2µ), Si ∋ τ →∞.
On the other hand, it is easy to see that
‖Î ′2(τ)‖L2(Ω) = O(|τ |3−2µ), Si ∋ τ →∞.
Therefore Î ′2(τ) is the dominant.
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