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Abstract
The intention of this article is to provide a concise introduction to the basic mathematical concepts
of statistical translation models as they were introduced by Brown et al. (1993) in their ground-
breaking work The Mathematics of Statistical Machine Translation: Parameter Estimation. We
concentrate on a simplified description of the first two translation models known as IBM Model 1
and 2. It is one major aim of this work to serve as tutoring material for students of computational
linguistics, mathematics or computer science and therefore a lot of comments, additional exam-
ples and step-by-step explanations are given, augmenting the original formula by Brown et al.
(1993). For both discussed models the calculations for a small parallel corpus are described in
detail.
1 Wste˛p
Do kon´ca lat osiemdziesia˛tych technologie zwia˛zane z tłumaczeniem automatycznym były oparte
na róz˙nych rodzajach reguł: regułach składniowych, regułach transferu leksykalnego, regułach ge-
nerowania je˛zyka, regułach morfologicznych itp. Na rynku polskim wie˛kszos´c´ komercyjnych sys-
temów tłumaczenia automatycznego (prawdopodobnie nawet wszystkie) nadal nalez˙y do tego typu
systemów. Jednak w roku 1989 dominacja systemów regułowych w nauce1 została przerwana przez
pojawienie sie˛ nowych metod, opartych na tzw. korpusach równoległych.
Najbardziej znacza˛ce okazało sie˛ odrodzenie metod statystycznych, co pojmowano jako powrót
empiryzmu przeciwstawiaja˛cego sie˛ racjonalizmowi systemów regułowych. Metody stochastyczne
odniosły spore sukcesy w dziedzinie rozpoznawania mowy, co skłoniło grupe˛ badaczy w IBM do
ponownego przyjrzenia sie˛ zastosowaniom statystyki do tłumaczenia automatycznego. Wyniki tego
zespołu zostały opisane w pracy The Mathematics of Statistical Machine Translation: Parameter Esti-
mation (Brown, Della Pietra, Della Pietra i Mercer, 1993), która stała sie˛ jedna˛ z najbardziej wpływo-
wych publikacji w dziedzinie tłumaczenia automatycznego i pokrewnych działów lingwistyki kom-
puterowej. W niniejszej pracy przegla˛dowej postaramy sie˛ przedstawic´ cze˛s´c´ wyników Brown et al.
∗Marcin Junczys-Dowmunt jest stypendysta˛ Fundacji Uniwersytetu im. Adama Mickiewicza w Poznaniu na rok 2009.
1W sektorze komercyjnym dopiero w ostatnim czasie zaczeły pojawiac´ sie˛ odpowiednie systemy.
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(1993) w sposób nieco bardziej przyste˛pny niz˙ uczyniono to w oryginalnym dziele. Skupimy sie˛
głównie na aspektach matematycznych tłumaczenia statystycznego z ograniczeniem do zagadnien´
estymacji parametrów omawianych modeli. Modele te oparte sa˛ na relacjach równowaz˙nos´ci tłuma-
czeniowej zachodza˛cych mie˛dzy wyrazami, inne informacje lingwistyczne nie sa˛ brane pod uwage˛.
Od czasu pojawienia sie˛ omawianej pracy statystyczne metody tłumaczenia stały sie˛ najszerzej
badanym paradygmatem tłumaczenia maszynowego. Relacje mie˛dzy wyrazami zostały zasta˛pione re-
lacjami mie˛dzy frazami, wprowadzono dodatkowa˛ wiedze˛ lingwistyczna˛ dotycza˛ca˛ zjawisk składnio-
wych lub morfologicznych, a równoczes´nie dzie˛ki internetu dramatycznie poprawiła sie˛ doste˛pnos´c´
korpusów równoległych.
Mimo tego szybkiego rozwoju, praca Brown et al. nie straciła na znaczeniu. Moz˙na nawet stwier-
dzic´, z˙e praktycznie wszystkie metody tłumaczenia statystycznego sa˛ jedynie mniej lub bardziej za-
awansowanymi modyfikacjami modeli przedstawionych juz˙ w roku 1993. W przypadku modeli opar-
tych na frazach, zestawianie fraz (konieczny krok wste˛pny) odbywa sie˛ za pomoca˛ oryginalnych
modeli IBM, zaimplementowanych dokładnie w takiej postaci, w jakiej zostały opisane 15 lat temu.
Dotychczas jedyna˛ licza˛ca sie˛ aplikacja˛, słuz˙a˛ca˛ do dopasowywania tekstów równoległych na po-
ziomie wyrazów jest GIZA++ (Al-Onaizan et al., 1999; Och i Ney, 2003), wierna realizacji modeli
IBM 1 do 5. W tej pracy skupimy sie˛ jedynie na modelach 1 i 2. Wyniki w cze˛s´ciach przykładowych
otrzymano z własnej prostej implementacji tych modeli. W tym momencie zache˛camy do samodziel-
nej próby implementacji opisanych algorytmów, gdyz˙ wbrew pozorom nie jest to zadanie trudne,
przynajmniej w przypadku dwóch pierwszych modeli.
2 Statystyczne modele tłumaczenia
W tym rozdziale omówimy podstawowe poje˛cia modelu tłumaczenia, dopasowania na poziomie wy-
razów oraz korpusu równoległego. Szczególnie waz˙na okaz˙e sie˛ probabilistyczna definicja procesu
tłumaczenia.
2.1 Podstawowe równanie tłumaczenia statystycznego
Metody regułowe skupiaja˛ sie˛ na procesie tłumaczenia. W tym celu rozwija sie˛ lingwistycznie uza-
sadnione sposoby reprezentacji zjawisk je˛zykowych, analizy składniowej oraz transferu. Tłumaczenie
statystyczne jest ukierunkowane na wynik, a nie na proces. Oznacza to, z˙e tłumaczenie nie musi prze-
biegac´ w sposób podobny jak u człowieka2, waz˙ne tylko, z˙eby uzyskane tłumaczenie było moz˙liwie
najbardziej prawdopodobnym odpowiednikiem zdania z´ródłowego. Załoz˙enia te moz˙na sformalizo-
wac´ w naste˛puja˛cy sposób:
eˆ = argmax
e
P (E = e|F = f), (1)
gdzie E oraz F sa˛ zmiennymi losowymi przebiegaja˛cymi odpowiednio po wszystkich angielskich
zdaniach e i francuskich zdaniach f .3 Dla ustalonego zdania francuskiego f zdanie eˆ maksymalizuje
powyz˙sza˛ funkcje˛ prawdopodobien´stwa i jest tym samym najbardziej prawdopodobnym tłumacze-
niem f . Zastosowanie warunkowego prawdopodobien´stwa jest zgodna˛ z intuicja˛ formalizacja˛ faktu,
z˙e proces tłumaczenia jest procesem ukierunkowanym, tzn. produkuja˛cym zdanie docelowe po zaob-
serwowaniu (usłyszeniu, przeczytaniu) zdania z´ródłowego.
Pojawiaja˛ sie˛ dwa pytania: „Czy na pewno prawdopodobien´stwo jest adekwatnym s´rodkiem
oceny jakos´ci tłumaczen´?” oraz „W jaki sposób uzyskac´ prawdopodobien´stwo, z˙e zdanie jest tłu-
maczeniem innego zdania?”. Pytanie pierwsze ma nature˛ raczej filozoficzna˛ i odpowiedz´ jest kwestia˛
wysoce sporna˛. Zdaje˛ sie˛, z˙e znacza˛ce sukcesy w dziedzinie tłumaczenia statystycznego w cia˛gu
2Przy czym wcale nie jest powiedziane, z˙e proces tłumaczenia przez człowieka przebiega tak jak w metodach symbo-
licznych.
3Tutaj oraz w dalszej cze˛s´ci pracy be˛dziemy zakładali, z˙e opisujemy system tłumacza˛cy dowolne zdanie je˛zyka francu-
skiego f na je˛zyk angielski.
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Rysunek 1: Model zaszumionego kanału dla tłumaczenia statystycznego (Jurafsky i Martin, 2000)
ostatnich lat oraz duz˙a popularnos´c´ tych metod przyczyniły sie do przechylenia szali w strone˛ odpo-
wiedzi twierdza˛cej. Pojawiaja˛ sie˛ jednak głosy, z˙e osia˛gnie˛to juz˙ szczyt moz˙liwos´ci metod statystycz-
nych.
Według pracy Jurafsky i Martin (2000) tłumaczenie powinno byc´ wierne i płynne, czyli powinno
oddawac´ sens zdania z´ródłowego moz˙liwie dokładnie, be˛da˛c przy tym poprawna˛ albo co najmniej
zrozumiała˛ wypowiedzia˛ w je˛zyku docelowym. Takie uje˛cie sugeruje pewna˛ modularnos´c´ problemu
tłumaczenia. Powinno byc´ łatwiej, jes´li zamodelowałoby sie˛ dwie oddzielne funkcje prawdopodo-
bien´stwa dla kaz˙dego kryterium, czyli funkcje˛, która mierzy wiernos´c´ zdania docelowego wzgle˛dem
zdania z´ródłowego oraz funkcje˛ mierza˛ca˛ poprawnos´c´ i płynnos´c´ zdania docelowego. Metody sta-
tystycznego tłumaczenia działaja˛ dokładnie w taki sposób. Wystarczy przekształcic´ równanie (1) za
pomoca˛ reguły Bayesa:
P (E = e|F = f) =
P (F = f |E = e)P (E = e)
P (F = f)
, (2)
eˆ = argmax
e
P (F = f |E = e)P (E = e). (3)
Otrzymane równanie (3) jest jednym ze szczególnych przypadków modelu zaszumionego kanału
i nosi nazwe˛ podstawowego równania tłumaczenia statystycznego. Mianownik P (F = f) moz˙na
opus´cic´, gdyz˙ przy ustalonym f nie ma z˙adnego wpływu na wybór najbardziej prawdopodobnego e.
Pojawiły sie˛ tutaj dwa nowe komponenty, model tlumaczenia P (F = f |E = e) oraz model je˛zyka
P (E = e).
Zastosowanie reguły Bayesa w takim konteks´cie moz˙e byc´ czyms´ nieoczekiwanym, poniewaz˙
przy tłumaczeniu z je˛zyka francuskiego na je˛zyk angielski pojawia sie˛ nagle model, który wydaje˛ sie˛
działac´ w niewłas´ciwym, odwrotnym kierunku. Jednak taka jest istota modelu zaszumionego kanału.
Udaje sie˛, z˙e dane z´ródłowe zdanie francuskie f jest zniekształcona˛ wersja˛ jakiegos´ angielskiego
zdania docelowego e, a zadanie tłumacza polega na „odgadnie˛ciu” tego zdania e, które wygenerowało
zaobserwowane zdanie f .
Na rysunku 1 oprócz modelu je˛zyka i modelu tłumaczenia umieszczono maszyne˛ dekoduja˛ca˛.
Jest to rodzaj automatu, który stara sie˛ „pozbyc´ szumu” powstałego w kanale, czyli włas´ciwy tłu-
macz. Moz˙na to zilustrowac´ za pomoca˛ dziecie˛cej zabawy w głuchy telefon. Jak wiadomo, gra polega
na tym, z˙e dziecko na pocza˛tku kolejki wymys´la jakies´ krótkie zdanie szepcza˛c je do ucha swojego
sa˛siada. Dzieci sa˛ ustawione obok siebie i kaz˙de z nich szeptem przekazuje usłyszane zdanie naste˛p-
nemu dziecku. Ostatnie dziecko w kolejce wypowiada zdanie na głos. Gra jest tym zabawniejsza, im
wie˛ksze sa˛ zniekształcenia pierwotnych zdan´. Wprowadz´my pewne modyfikacje zabawy. Załóz˙my, z˙e
uczestnicy głuchego telefonu to dzieci polskich emigrantów w Anglii i kaz˙de z nich jest bilingwalne.
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Pierwsze dziecko wymys´la zawsze zdanie angielskie, ale jakis´ z˙artownis´ w s´rodku kolejki nagminnie
tłumaczy usłyszane zdanie angielskie na je˛zyk polski i na koniec kolejki dociera za kaz˙dym razem
zdanie polskie. Mamy wie˛c zaszumiony kanał. Nauczycielka radzi sobie z sytuacja˛ w naste˛puja˛cy
sposób: kaz˙e ostatniemu dziecku zgadna˛c´, jakie zdanie angielskie zostało wymys´lone przez pierwsze
dziecko, gdy tylko usłyszy zdanie polskie.
Dziecko wymys´laja˛ce zdanie angielskie reprezentuje model je˛zykowy, z˙artownis´ powoduja˛cy całe
zamieszanie jest reprezentantem modelu tłumaczenia, a ostatnie dziecko jest odpowiednikiem ma-
szyny dekoduja˛cej. Wystarczy załoz˙yc´, z˙e kaz˙de zdanie polskie przeszło kiedys´ przez głuchy telefon
oraz z˙e kaz˙dy tłumacz jedynie odgaduje jego angielskie z´ródło. Sta˛d przy omawianiu modeli tłuma-
czenia je˛zyk francuski staje˛ sie˛ nagle je˛zykiem docelowym a je˛zyk angielski z´ródłowym.
Model zaszumionego kanału pozwala wie˛c podejs´c´ do tłumaczenia automatycznego metodami
probabilistycznymi. Pozostaje drugie pytanie, ska˛d biora˛ sie˛ prawdopodobien´stwa P (F = f |E = f)
oraz P (E = e). W tej pracy odpowiemy jedynie na pierwsza˛ połowe˛ pytania, omijaja˛c przy tym mo-
dele je˛zykowe. Trzeba jednak wyraz´nie zaznaczyc´, z˙e modele je˛zykowe sa˛ nieodła˛czna˛ cze˛s´cia˛ sta-
tystycznych metod tłumaczenia automatycznego. Bez nich wynik tłumaczenia zawierałby z grubsza
wszystkie istotne tłumaczenia fragmentów zdania z´ródłowego, ale ze wzgle˛du na brak jakichkolwiek
zasad poprawnos´ci je˛zykowej przypominałby niezrozumiałe skupowisko angielskich wyrazów. Mo-
del tłumaczenia P (F = f |E = e) nie przeznacza wie˛kszej masy prawdopodobien´stwa na poprawne
zdania angielskie niz˙ na niepoprawne, dopiero model je˛zyka dokonuje wyboru. Istnieja˛ oczywis´cie
róz˙ne sposoby tworzenia modeli je˛zyka. W erze internetu, który udoste˛pnia gigantyczne zasoby tek-
stów jednoje˛zycznych, pozyskanie dobrych modeli je˛zyka nie jest zadaniem trudnym.
2.2 Definicja modelu tłumaczenia
Według Brown et al. (1993) modelem tłumaczenia z je˛zyka angielskiego na je˛zyk francuski4 P z
parametrem θ ∈ Θ nazywamy funkcje˛ obliczaja˛ca˛ prawdopodobien´stwo Pθ(F = f |E = e) dla
dowolnego zdania francuskiego f oraz dowolnego zdania angielskiego e. Naste˛puja˛ce warunki musza˛
byc´ spełnione
Pθ(F = f |E = e) ≥ 0, Pθ(failure|E = e) ≥ 0,
Pθ(failure|E = e) +
∑
f
Pθ(F = f |E = e) = 1, (4)
gdzie failure jest specjalnym symbolem niezaliczanym do zdan´ francuskich. Suma przebiega po
wszystkich moz˙liwych zdaniach francuskich f . Pθ(F = f |E = e) interpretuje sie˛ jako prawdopo-
dobien´stwo, z˙e tłumacz wyprodukuje zdanie f po zaobserwowaniu zdania e oraz Pθ(failure|E =
e) jako prawdopodobien´stwo, z˙e nie powstanie z˙adne tłumaczenie zdania e. Od tej pory zamiast
Pθ(F = f |E = e) oraz innych podobnych zapisów be˛dziemy korzystali ze skrótów postaci Pθ(f |e) z
wyja˛tkiem sytuacji, gdzie jawne uz˙ycie zmiennej losowej be˛dzie słuz˙yło celom ilustracyjnym. Wtedy
moz˙emy f |e potraktowac´ jako symbol oznaczaja˛cy, z˙e f jest tłumaczeniem e.
Powyz˙sza definicja modelu tłumaczen´ nie mówi nam niczego o sposobie obliczania Pθ(f |e) dla
dowolnego f i e. Pozornie najprostszym i zupełnie poprawnym rozwia˛zaniem byłaby zwykła tablica,
która zestawia ze soba˛ wszystkie zdania angielskie, ich francuskie tłumaczenia oraz — np. oszaco-
wane przez dos´wiadczonego tłumacza — prawdopodobien´stwa par spełniaja˛ce warunki (4). Wiadomo
jednak z góry, z˙e nie da sie˛ tego zrobic´ dla wszystkich moz˙liwych par zdan´. Nawet gdybys´my opus´cili
wszystkie pary o zerowym lub pewnym bardzo małym prawdopodobien´stwie, byłoby ich wcia˛z˙ bar-
dzo duz˙o, moz˙e nawet nieskon´czenie wiele. Wynika z tego, z˙e zdania nie moga˛ byc´ atomami naszego
modelu; trzeba je rozbic´ na mniejsze jednostki.
W przypadku modeli, które be˛dziemy omawiali w niniejszej pracy, role˛ takich jednostek pełnia˛
wyrazy. Poniewaz˙ je˛zykoznawcy maja˛ spore problemy z jednoznaczna˛ definicja˛ tego, co potocznie
4Tutaj mamy juz˙ do czynienia z odwróconym kierunkiem tłumaczenia wymaganym przez model zaszumionego kanału.
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nazywamy wyrazem, posłuz˙ymy sie˛ definicja˛ informatyczna˛ wyrazu. Jest to w pełni uzasadnione,
gdyz˙ opisane tutaj abstrakcyjne modele statystyczne sa˛ przeznaczone do implementacji na kompu-
terze. Wyrazem jest wie˛c najdłuz˙szy cia˛g znaków, który nie zawiera spacji.5 Francuskie zdanie f
moz˙na wie˛c zapisac´ jako fm1 = f1, f2, . . . , fm, gdzie fi, i = 1, 2, . . . ,m to francuskie wyrazy. In-
deks i zaznacza pozycje˛ wyrazu w zdaniu. Podobnie dla dowolnego zdania angielskiego e mamy
e
l
1 = e1, e2, . . . , el. Zdarzenie f |e sprowadza sie˛ wtedy do serii zdarzen´ typu f |e. Sposób powia˛zania
miedzy tymi zdarzeniami zalez˙y od typu modelu. Wyrazów jest znacznie mniej niz˙ zdan´ i próby two-
rzenia w miare˛ moz˙liwos´ci pełnych tablic tłumaczen´ pojedynczych wyrazów w postaci dwuje˛zycz-
nych słowników papierowych podejmuje sie˛ cze˛sto i wytrwale. Istotnie modele statystyczne tłuma-
czenia automatycznego korzystaja˛ włas´nie z takich tablic słownikowych, pozostaje jednak problem
pozyskania tablic tłumaczen´ oraz przyporza˛dkowania odpowiednich prawdopodobien´stw.
2.3 Korpus tłumaczen´
W je˛zykoznawstwie statystycznym najpopularniejszym sposobem ustalania prawdopodobien´stw jest
wykorzystanie cze˛stos´ci lub prawdopodobien´stwa a posteriori. W przypadku prawdopodobien´stwa
tłumaczenia zdaje sie˛, z˙e wystarczy wykorzystac´ duz˙y zbiór tłumaczen´ dla interesuja˛cej nas pary
je˛zyków. Taki zbiór tekstów nosi nazwe˛ korpusu tłumaczen´ lub korpusu równoległego. Ominiemy
tutaj kwestie zwia˛zane ze zdobywaniem takiego korpusu i przyjmiemy do wiadomos´ci, z˙e nawet
dla je˛zyka polskiego jako jednego z dwóch je˛zyków istnieja˛ równoległe korpusy składaja˛ce sie˛ z
ponad miliona zdan´. Zasoby tego rodzaju dla bardziej popularnych par je˛zyków, np. dla angielskiego
i francuskiego, sa˛ oczywis´cie jeszcze wie˛ksze.
˙Zeby uzyskac´ prawdopodobien´stwo a posteriori zdarzenia f |e dla ustalonego f i e wystarczy
zliczyc´ ile razy w danym korpusie tłumaczen´ wyraz e został przetłumaczony na f oraz podzielic´ przez
liczbe˛ tłumaczen´ wyrazu e na dowolny wyraz francuski z korpusu. Oznaczaja˛c prawdopodobien´stwo
tłumaczenia f |e jako t(f |e) oraz liczbe˛ wysta˛pienia f |e w całym korpusie jako c(f |e), mamy
t(f |e) =
c(f |e)∑
f c(f |e)
. (5)
Traktuja˛c wszystkie prawdopodobien´stwa t(f |e) jako stałe dla ustalonej pary wyrazów f |e, uzy-
skamy wektor parametrów θ dla modelu P . Dokładnie taka˛ postac´ ma θ w przypadku Modelu 1,
który opiszemy nieco póz´niej. Przyjmuja˛c wie˛c, z˙e stosujemy Model 1 oraz z˙e ustalilis´my wszystkie
t(f |e), moz˙emy obliczyc´ prawdopodobien´stwo P (f |e) dla dowolnego f |e.
Ogólna idea opisanego poste˛powania jest poprawna. Istnieje tylko jeden problem: w korpusie
tłumaczen´ nie ma nigdzie jawnej informacji, z˙e konkretny wyraz po stronie francuskiej jest tłuma-
czeniem odpowiadaja˛cego mu wyrazu angielskiego. Zakładamy, z˙e mamy do czynienia z korpusem
dopasowanym na poziomie zdan´. Jedyne informacje doste˛pne to liczby dotycza˛ce współwyste˛powa-
nia (ang. co-occurrence) wyrazów francuskich i angielskich w równoległych zdaniach. Wyznaczenie
parametrów typu powyz˙szego wymaga jednak równoczesnego wyznaczenia dopasowan´ na poziomie
wyrazów (ang. word alignment). Na podstawie dopasowan´ na poziomie wyrazów jestes´my wtedy w
stanie stwierdzic´, które wyrazy sa˛ wzajemnymi tłumaczeniami (Model 1), jak zachowuje sie˛ szyk wy-
razów je˛zyka docelowego wzgle˛dem je˛zyka z´ródłowego (Model 2), ile wyrazów docelowych zostało
przyporza˛dkowanych jednemu wyrazowi z´ródłowemu (Model 3) itp.
2.4 Dopasowania tłumaczen´ na poziomie wyrazów
Opisane modele tłumaczenia opieraja˛ sie˛ na koncepcji dopasowan´ wyrazów, z tego powodu okres´la
sie˛ je cze˛sto jako modele dopasowan´ wyrazów (ang. word alignment model). Pamie˛tamy, z˙e zdanie
moz˙na przedstawic´ jako cia˛g wyrazów, gdzie indeks przy wyrazie odzwierciedla pozycje˛ wyrazu w
5Zgodnie z taka˛ definicja˛ pojedyncza liczba be˛dzie wyrazem, podobnie jak samotny przecinek lub inne znaki interpunk-
cyjne.
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Rysunek 2: Dopasowanie z niezalez˙nymi angielskimi wyrazami
zdaniu. Dopasowaniem pary zdan´ f |e na poziomie wyrazów nazywamy relacje˛ a ⊆ {(i, j) : i =
1, . . . ,m ∧ j = 1, . . . , l}, gdzie f = fm1 oraz e = el1. Dopasowanie moz˙na zinterpretowac´ jako
zbiór krawe˛dzi w grafie dwudzielnym, w którym dwa rozdzielne zbiory wierzchołków reprezentuja˛
odpowiednio pozycje w zdaniu francuskim i angielskim. Krawe˛dz´ w takim grafie sygnalizuje, z˙e
wyrazy powia˛zane z jej wierzchołkami sa˛ wzajemnymi tłumaczeniami. Zbiór A(f , e) jest zbiorem
wszystkich moz˙liwych dopasowan´ mie˛dzy zdaniami f i e. Liczba dopasowan´ w A(f , e) wynosi 2lm,
tyle ile istnieje grafów dwudzielnych z dwupodziałem na m i l róz˙nych wierzchołków. Dla pary zdan´
z rysunku 2 istnieje wie˛c 242 dopasowan´, z których tylko znikoma ilos´c´ ma sens. Wprowadza sie˛
dodatkowo angielski wyraz zerowy e0, z którym sa˛ poła˛czone wszystkie wyrazy francuskie, które nie
zostały poła˛czone z którymkolwiek z wyrazów e1 do el. Wyraz zerowy nie zwie˛ksza ogólnej liczby
dopasowan´ w A(f , e).
W omawianych modelach ogranicza sie˛ moz˙liwe dopasowania mie˛dzy zdaniami f i e w taki
sposób, z˙e kaz˙dy wyraz francuski jest poła˛czony z dokładnie jednym wyrazem angielskim. Relacja
a spełniaja˛ca taki warunek jest funkcja˛ i moz˙na ja˛ zapisac´ w postaci a ≡ am1 = a1, a2, . . . , am,
gdzie ai ∈ {0, 1, . . . , l}. Funkcja a odwzorowuje pozycje˛ francuskiego wyrazu na pozycje˛ angiel-
skiego wyrazu, którego tłumaczeniem jest wyraz francuski. Takich dopasowan´ jest (l + 1)m, czyli
dla przykładu z rysunku 2 mamy 77 dopasowan´ be˛da˛cych funkcjami. Ograniczenie do dopasowan´
lewostronnie jednoznacznych nie ma uzasadnienia lingwistycznego, autorzy Brown et al. przyje˛li je z
powodów technicznych. Gigantyczna liczba dopasowan´ nieograniczonych uniemoz˙liwiłaby przepro-
wadzenie efektywnych obliczen´ potrzebnych do estymacji parametrów modelu tłumaczenia. Nawet
mocno okrojony zbiór dopasowan´ funkcyjnych nie rozwia˛zuje jeszcze problemu złoz˙onos´ci oblicze-
niowej, który wynika z naste˛puja˛cego faktu:
Pθ(f |e) =
∑
a
Pθ(f ,a|e). (6)
Prawdopodobien´stwo Pθ(f |e) wyraz˙a sie˛ tutaj jako prawdopodobien´stwo całkowite Pθ(f ,a|e)
po wszystkich dopasowaniach a. Dla dopasowan´, które nie sa˛ funkcjami, mamy Pθ(f ,a|e) = 0.
Przykłady z rysunków sa˛ najbardziej intuicyjnymi dopasowaniami z pos´ród wszystkich moz˙liwych
dopasowan´. Jednak jak pisalis´my w poprzednim podrozdziale, nie wiemy, które wyrazy sa˛ swoimi
tłumaczeniami, co jest równoznaczne z faktem, z˙e nie sa˛ nam dane najlepsze dopasowania. Sta˛d
musimy sumowac´ po wszystkich moz˙liwych dopasowaniach. Najlepsze dopasowania wyłaniaja˛ sie˛
stopniowo w procesie estymacji parametrów θ i maja˛ znacza˛cy wpływ na wartos´ci θ.
Bezpos´rednia˛ konsekwencja˛ stosowania dopasowan´ w postaci funkcji jest niezdolnos´c´ omawia-
nych modeli tłumaczenia do adekwatnej reprezentacji zjawisk je˛zykowych, które wychodza˛ poza
narzucone ograniczenia. Wystarczy spojrzec´ na przykłady z rysunków 3 i 4, gdzie w pierwszym
przypadku jeden wyraz z zdania docelowego moz˙e miec´ kilka odpowiedników w zdaniu z´ródłowym.
W drugim przykładzie tłumaczenie jest niedosłowne i w ogóle nie moz˙na wykonac´ poprawnego do-
pasowania na poziomie wyrazów, a na pewno nie takie, które be˛dzie funkcja˛.
Nowoczesne systemy tłumaczenia statystycznego odrzucaja˛ koncepcje˛, w której proces tłuma-
czenia odbywa sie˛ przez tłumaczenie pojedynczych wyrazów, i opieraja˛ sie˛ na całych frazach lub
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Rysunek 3: Dopasowanie z niezalez˙nymi francuskimi wyrazami
drzewach składniowych. Jednak do wygenerowania dopasowan´ na poziomie fraz czy drzew nadal
wykorzystuje sie˛ dopasowania wyrazów uzyskane jako produkt uboczny w trakcie procesu estymacji
parametrów modeli opartych na wyrazach. Tworzy sie˛ dwa dopasowania korpusu na poziomie wyra-
zów, odpowiednio zamieniaja˛c je˛zyk z´ródłowy i je˛zyk docelowy. Po rekombinacji dwóch dopasowan´
moz˙na uzyskac´ dopasowania podobne do rysunku 4. Pozostałe parametry modeli tłumaczenia nie sa˛
brane pod uwage˛. To dzie˛ki opisanym w niej modelom dopasowan´ praca Brown et al. jest jedna˛ z
najcze˛s´ciej cytowanych prac w lingwistyce komputerowej w ogóle, wykraczaja˛c przy tym równiez˙
poza dziedzine˛ tłumaczenia statystycznego.
2.5 Model tłumaczenia a model statystyczny
W tej sekcji postaramy sie˛ powia˛zac´ modele tłumaczenia oraz dotychczas przedstawione informacje
z klasycznymi poje˛ciami rachunku prawdopodobien´stwa oraz statystyki. Obiektem matematycznym
be˛da˛cym podstawa˛ omawianych modeli jest rozkład ła˛czny P (F = f ,A = a,E = e), gdzie F i E
sa˛ znanymi juz˙ zmiennymi losowymi dla francuskich i angielskich zdan´, a A jest zmienna˛ losowa˛
opisuja˛ca˛ dopasowanie zachodza˛ce mie˛dzy tymi zdaniami. Omawiane modele tłumaczenia powstaja˛
przy wykorzystaniu róz˙nych rozkładów brzegowych tego podstawowego rozkładu. Mamy np.
P (F = f |E = e) =
P (F = f ,E = e)
P (E = e)
=
∑
a
P (F = f ,A = a,E = e)∑
f
∑
a
P (F = f ,A = a,E = e)
(7)
Podobnie za pomoca˛ tego podstawowego rozkładu moz˙emy uzasadnic´ wzór (6), gdzie
P (F = f |E = e) =
P (F = f ,E = e)
P (E = e)
=
∑
a
P (F = f ,A = a,E = e)
P (E = e)
=
P (E = e)
∑
a
P (F = f ,A = a|E = e)
P (E = e)
Rysunek 4: Ogólne dopasowanie
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=
∑
a
P (F = f ,A = a|E = e). (8)
Warto rozpatrzyc´ rozkład brzegowy P (F = f ,E = e). Wyeliminowanie zmiennej losowej A
jest tutaj o tyle sensowne, z˙e dopasowania, czyli wartos´ci A, traktujemy jako parametry niejawne,
wyłaniaja˛ce sie˛ przez wykonanie kolejnych iteracji algorytmu EM. Moz˙emy wtedy okres´lic´ ła˛czna˛
zmienna˛ losowa˛ (dwuelementowy wektor losowy) X = (F,E), w której pary zdan´ sa˛ wartos´ciami.
Zmienne losowe F oraz E sa˛ w oczywisty sposób zalez˙ne, poniewaz˙ sa˛ ze soba˛ powia˛zane jako
tłumaczenia — w tym momencie jeszcze bez okres´lenia kierunku tłumaczenia.
Korpus równoległy wykorzystywany do trenowania modelu tłumaczenia moz˙na wtedy potrakto-
wac´ jako próbe˛ X = (X1,X2, . . . ,XS)T , niezalez˙nych zmiennych losowych o takim samym ła˛cz-
nym rozkładzie prawdopodobien´stwa, gdzie S jest liczba˛ par zdan´ w korpusie. Załoz˙enie o nieza-
lez˙nos´ci poszczególnych zdan´ jest lingwistycznie wa˛tpliwe. Wystarczy sobie wyobrazic´, z˙e korpus
zawiera tłumaczenie pewnego stanowia˛cego logiczna˛ całos´c´ tekstu, wtedy tres´c´ zdan´ zalez˙y od in-
nych zdan´ w tym samym fragmencie tekstu. W praktyce jednak ignoruje sie˛ powia˛zania tego rodzaju.
2.6 Algorytm EM
Algorytm EM (ang. expectation-maximalization) (Dempster et al., 1977) jest wykorzystywany w sta-
tystyce do wyznaczania wartos´ci najwie˛kszej wiarogodnos´ci dla modeli probabilistycznych, gdy mo-
del zalez˙y od ukrytych parametrów. Algorytm cyklicznie powtarza dwa kroki: krok obliczania oczeki-
wanych wartos´ci wiarogodnos´ci (E – expectation step) w taki sposób, jakby parametry ukryte zostały
zaobserwowane, oraz krok maksymalizacji (M – maximalization step), który oblicza oszacowania
najwie˛kszej wiarogodnos´ci parametrów maksymalizuja˛c oczekiwane wiarogodnos´ci wyznaczone w
kroku E. Parametry wyznaczone w kroku M słuz˙a˛ wtedy do rozpocze˛cia obliczen´ w kolejnym kroku
E i proces sie˛ powtarza az˙ do zbiez˙nos´ci.
EM jest wykorzystywany do klastrowania danych w uczeniu maszynowym i grafice komputero-
wej. W przetwarzaniu je˛zyków naturalnych ma szczególnie ciekawe zastosowania, np. przy automa-
tycznej indukcji probabilistycznych gramatyk bezkontekstwych oraz modeli Markowa lub włas´nie w
tłumaczeniu statystycznym. Zilustrujemy jego działania w dalszej cze˛s´ci pracy przy estymacji para-
metrów modelu tłumaczenia.
3 Estymacja parametrów modeli tłumaczenia
Wprowadzamy w tej sekcji ogólna˛ procedure˛ estymacji parametrów, która jest wspólna dla wszyst-
kich omawianych modeli, równiez˙ tych bardziej zaawansowanych. W pracy Brown et al. (1993) te
informacje zostały uwzgle˛dnione jedynie w aneksie wraz ze ska˛pym komentarzem. Postaramy sie˛
dostarczyc´ brakuja˛ce obliczenia i wypełnic´ ewentualne luki powstałe przez skoki mys´lowe autorów.
Czytelnikom bez matematycznego zacie˛cia radzimy, nie bac´ sie˛ duz˙ej liczby równan´. Nie wykraczaja˛
one poza wiadomos´ci nabyte podczas pierwszego roku studiów matematyki lub innych kierunków
technicznych. Dla łatwiejszego przyswojenia przedstawionej wiedzy moz˙na przeskoczyc´ od razu do
przykładowych obliczen´ dla poszczególnych modeli i wracac´ do rozdziałów matematycznych w razie
potrzeby konsultacji.
3.1 Funkcja celu
Wspomnielis´my juz˙, z˙e trenowanie modelu tłumaczenia Pθ polega na znalezieniu parametrów modelu
θ takich, aby maksymalizowały prawdopodobien´stwo danego zestawu danych trenuja˛cych. Pojmuja˛c
to zadanie jako zagadnienie optymalizacyjne moz˙na wyznaczyc´ intuicyjna˛ funkcje˛ celu
ψ(Pθ) ≡ S
−1
S∑
s=1
logPθ(f
(s)|e(s)), (9)
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gdzie przenosza˛c sume˛ pod logarytm otrzymalibys´my iloczyn prawdopodobien´stw, z˙e kaz˙de zdanie
francuskie jest tłumaczeniem swojego angielskiego odpowiednika w danym korpusie równoległym.
Zastosowanie logarytmu przynosi kilka korzys´ci. Po pierwsze, jako z˙e logarytm jest funkcja˛ wkle˛sła˛,
pozwala na pokazanie kilku przydatnych faktów dotycza˛cych procesu trenowania przedstawionych
modeli tłumaczenia, a po drugie znacznie ułatwia implementacje˛. Iloczyn takich prawdopodobien´stw
przyja˛łby bardzo szybko wartos´ci be˛da˛ce bardzo bliskie zera, które wykroczyłyby poza zakres do-
kładnos´ci zwykłych liczb zmiennoprzecinkowych na dowolnym systemie komputerowym. Korzysta-
ja˛c z logarytmu przechodzimy do sumowania liczb ujemnych, które zachowuja˛ sie˛ o wiele bardziej
„przyjaz´nie” pod wzgle˛dem obliczeniowym.
Za pomoca˛ funkcji c(f , e), która podaje liczbe˛ wysta˛pien´ danej pary zdan´ w korpusie podzielona˛
przez S, uogólnia sie˛ funkcje˛ celu dla dowolnej pary zdan´ równoległych do naste˛puja˛cej postaci
ψ(Pθ) =
∑
f ,e
c(f , e) log Pθ(f |e). (10)
3.2 Porównywanie modeli
Model tłumaczenia Pθ(f |e) moz˙na przedstawic´ jako sume˛ prawdopodobien´stw dopasowan´ a mie˛dzy
zdaniami e i f , co przedstawilis´my dokładniej w poprzednim rozdziale.
Pθ(f |e) =
∑
a
Pθ(f ,a|e) (11)
Wykorzystuja˛c taki zapis, porównuje sie˛ dwa modele tłumaczenia Pθ oraz P˜θ˜ za pomoca˛ relatyw-
nej funkcji celu
R(P˜
θ˜
, Pθ) ≡
∑
f ,e
c(f , e)
∑
a
P˜
θ˜
(a|f , e) log
Pθ(f ,a|e)
P˜
θ˜
(f ,a|e)
, (12)
gdzie P˜θ˜(a|f , e) = P˜θ˜(f ,a|e)/P˜θ˜(f |e). Waz˙nym dla nas faktem jest to, z˙e dla identycznych modeli z
równymi parametrami mamy R(P˜
θ˜
, P˜
θ˜
) = 0. Powia˛zanie R z ψ wynika z naste˛puja˛cej nierównos´ci
ψ(Pθ) ≥ ψ(P˜θ˜) +R(P˜θ˜, Pθ), (13)
która jest przeformułowaniem nierównos´ci Jensena dla modeli tłumaczenia. Wynika ona ze skon´czo-
nej wersji nierównos´ci Jensena dla funkcji wkle˛słych, gdzie dla dowolnego e i f mamy
∑
a
P˜
θ˜
(a|f , e) log
Pθ(f ,a|e)
P˜
θ˜
(f ,a|e)
≤ log
∑
a
P˜
θ˜
(a|f , e)
Pθ(f ,a|e)
P˜
θ˜
(f ,a|e)
= log
∑
a
P˜
θ˜
(f ,a|e)
P˜
θ˜
(f |e)
Pθ(f ,a|e)
P˜
θ˜
(f ,a|e)
= log
Pθ(f |e)
P˜
θ˜
(f |e)
= logPθ(f |e)− log P˜θ˜(f |e). (14)
Mnoz˙a˛c obie strony przez c(f , e) i sumuja˛c po wszystkich francuskich i angielskich zdaniach
otrzymamy nierównos´c´ (13).
3.3 Iteracyjne poprawianie modeli
Załóz˙my, z˙e P˜θ˜ jest danym modelem z ustalonym parametrem θ˜, na podstawie którego chcemy uzykac
lepszy model Pθ . Z nierównos´ci Jensena dla modeli tłumaczenia wynika, z˙e ψ(Pθ) jest wie˛ksza od
ψ(P˜
θ˜
), gdy R(P˜
θ˜
, Pθ) przyjmuje wartos´ci dodatnie. Z kolei gdy P˜ = P , to z faktu R(P˜θ˜, P˜θ˜) = 0
mamy, z˙e dla ustalonego θ˜ maksimum lokalne funkcji R w θ jest zawsze nieujemne. Sta˛d przyje˛cie
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punktu, w którym R osia˛ga maksimum, za nowy parametr θ gwarantuje nam, z˙e ψ(Pθ) nie be˛dzie
mniejsza niz˙ ψ(P˜
θ˜
).
Powyz˙sze obserwacje skłoniły autorów Brown et al. do wykorzystania algorytmu EM do itera-
cyjnej optymalizacji modelu tłumaczenia P wzgle˛dem parametru θ według naste˛puja˛cej procedury:
1. Ustal pocza˛tkowe wartosci θ˜.
2. Powtarzaj kroki 3. i 4. dopóki, dopóty nie nasta˛pi konwergencja.6
3. Przy ustalonych θ˜ znajdz´ wartos´ci θ, w których R(P˜
θ˜
, Pθ) ma maksimum.7
4. Zasta˛p θ˜ przez θ.
3.4 Reestymacja parametrów
˙Zeby móc zastosowac´ powyz˙szy algorytm, trzeba rozwia˛zac´ problem identyfikacji maksimum w
kroku 3. W przypadku omawianych modeli tłumaczenia odbywa sie˛ to jawnie. Dla ilustracji ogól-
nej metody, autorzy Brown et al. przyjmuja˛ naste˛puja˛ca˛ uproszczona˛ postac´ modelu
Pθ(f ,a|e) =
∏
ω∈Ω
θ(ω)c(ω;a,f ,e). (15)
Tutaj θ(ω), ω ∈ Ω, to rzeczywiste parametry spełniaja˛ce warunki
θ(ω) ≥ 0,
∑
ω∈Ωµ
θ(ω) = 1, µ = 1, 2, . . . (16)
Zbiory Ωµ, µ = 1, 2, . . ., tworza˛ partycje˛ przestrzeni zdarzen´ Ω. Grupuje sie˛ w ten sposób zdarzenia
pokrewne, np. Ωe = {f |e : f jest wyrazem francuskim} jest zbiorem wszystkich zdarzen´ takich, z˙e
francuski wyraz jest tłumaczeniem danego wyrazu e. θ(ω) interpretuje sie˛ jako prawdopodobien´stwo
wysta˛pienia zdarzania ω, c(ω;a, f , e) jako liczbe˛ wysta˛pien´ tego zdarzenia w (a, f , e). Logarytmuja˛c
i róz˙niczkuja˛c równanie (15) wyznaczamy c(ω;a, f , e):
Pθ(f ,a|e) =
∏
ω∈Ωµ
θ(ω)c(ω;a,f ,e)
log Pθ(f ,a|e) =
∑
ω∈Ωµ
c(ω;a, f , e) log θ(ω)
∂
∂θ(ω)
log Pθ(f ,a|e) =
∂
∂θ(ω)
∑
ω∈Ωµ
c(ω;a, f , e) log θ(ω)
∂
∂θ(ω)
log Pθ(f ,a|e) = c(ω;a, f , e)
∂
∂θ(ω)
log θ(ω)
c(ω;a, f , e) = θ(ω)
∂
∂θ(ω)
log Pθ(f ,a|e) (17)
W celu znalezienia wartos´ci θ maksymalizuja˛cej R(P˜
θ˜
, Pθ) wprowadzamy funkcje˛ Lagrange’a
L(θ, λ) ≡ R(P˜θ˜, Pθ)−
∑
µ
λµ
( ∑
ω∈Ωµ
θ(ω)− 1
)
, (18)
6Czyli R(P˜θ˜, Pθ) = 0 lub R(P˜θ˜, Pθ) ≤ ǫ, gdzie ǫ jest pewna˛ ustalona˛ mała˛ liczba˛. W praktyce jednak ogranicza sie˛ po
prostu liczbe˛ kolejnych iteracji, zwykle do nie wie˛cej niz˙ 5 dla poszczególnego modelu.
7Przy takim sformuowniu kroki E i M algorytmu EM odbywaja˛ sie˛ w jednym kroku. Rozgraniczenie staje sie˛ bardziej
jasne w sekcjach z przykładowymi obliczeniami.
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gdzie λµ to mnoz˙niki Lagrange’a, róz˙ne dla kaz˙dego podzbioru parametrów Ωµ. Naste˛pnie dla kaz˙-
dego ω ∈ Ωµ, µ = 1, 2, . . ., nalez˙y rozwia˛zac´ układ równan´ postaci
∂
∂θ(ω)
R(P˜
θ˜
, Pθ)− λµ = 0. (19)
Równan´ jest tyle, ile zdarzen´ w całej przestrzeni zdarzen´ Ω. Mnoz˙a˛c powyz˙sze równanie obustronnie
przez θ(ω) rozwia˛zujemy je wzgle˛dem θ(ω) za pomoca˛ definicji (12) oraz równania (17) i otrzymu-
jemy naste˛puja˛ce wyniki
θ(ω) = λ−1µ θ(ω)
∂
∂θ(ω)
R(P˜
θ˜
, Pθ)
= λ−1µ θ(ω)
∂
∂θ(ω)
∑
f ,e
c(f , e)
∑
a
P˜
θ˜
(a|f , e) log
Pθ(f ,a|e)
P˜
θ˜
(f ,a|e)
= λ−1µ
∑
f ,e
c(f , e)
∑
a
P˜
θ˜
(a|f , e)θ(ω)
∂
∂θ(ω)
(
logPθ(f ,a|e)− log P˜θ˜(f ,a|e)
)
= λ−1µ
∑
f ,e
c(f , e)
∑
a
P˜
θ˜
(a|f , e)θ(ω)
∂
∂θ(ω)
log Pθ(f ,a|e)
= λ−1µ
∑
f ,e
c(f , e)
∑
a
P˜
θ˜
(a|f , e)c(ω;a, f , e).
Sens tego wyniku stanie sie˛ jas´niejszy, gdy uzwie˛z´limy jego zapis wprowadzaja˛c naste˛puja˛ce
symbole pomocnicze:
Eθ˜[C(ω; f , e)] =
∑
a
c(ω;a, f , e)P˜θ˜(a|f , e), (20)
E
θ˜
[C(ω)] =
∑
f ,e
c(f , e)E
θ˜
[C(ω; f , e)], (21)
wtedy
θ(ω) = λ−1µ Eθ˜[C(ω)], λµ =
∑
ω∈Ωµ
E
θ˜
[C(ω)]. (22)
Równanie (20) interpretuje sie˛ jako oczekiwana˛ liczbe˛ wysta˛pien´ zdarzenia ω w procesie tłuma-
czenia zdania e na f uzyskana˛ na podstawie modelu P˜
θ˜
. Sta˛d θ(ω) jest normalizowana˛ oczekiwana˛
liczba˛ wystapien´ zdarzenia ω we wszystkich tłumaczeniach z zestawu treningowego. Autorzy Brown
et al. zamiast z symboli Eθ˜[C(·)] korzystaja˛ z oznaczen´ c˜θ˜(·). Uwaz˙amy jednak, z˙e nasze oznacze-
nia bardziej podkres´laja˛ istote˛ algorytmu EM. Nie jest to pusta symbolika, nie do kon´ca oczywista˛
równos´c´ z klasyczna˛ wartos´cia˛ oczekiwana˛ moz˙na zilustrowac´ w naste˛puja˛cy sposób:
We wzorze (21) wystarczy wykorzystac´ własnos´ci wartos´ci oczekiwanej. W (20) odwołujemy sie˛
do definicji wartos´ci oczekiwanej dla zmiennej losowej dyskretnej. Dla dowolnej pary zdan´ f , e oraz
zdarzenia ω zdefiniujemy rodzine˛ {Aωc (f , e)}c∈{0,1,2,...} pomocniczych zbiórów dopasowan´ mie˛dzy
tymi zdaniami, gdzie Aωc (f , e) = {a ∈ A(f , e) : c(ω;a, f , e) = c} zawieraja˛ tylko takie dopaso-
wania, dla których zdarzenie ω zachodzi dokładnie c razy. Zbiory dopasowan´ o róz˙nych indeksach
sa˛ wzajemnie rozła˛czne i tworza˛ pokrycie zbioru wszystkich dopasowan´ A(f , e). Ponadto, poniewaz˙
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istnieje tylko skon´czona liczba dopasowan´, od pewnego k mamy Aωc (f , e) = ∅, gdy c > k. Niech
C(ω; f , e) be˛dzie zmienna˛ losowa˛ odpowiadaja˛ca˛ liczbie wysta˛pien´ zdarzenia ω w parze f , e, wtedy
E
θ˜
[C(ω; f , e)] =
∞∑
c=0
cP˜
θ˜
(
C(ω; f , e) = c
)
=
∞∑
c=0
c
∑
a∈Aωc (f ,e)
P˜
θ˜
(a|f , e)
=
∞∑
c=0
∑
a∈Aωc (f ,e)
c(ω;a, f , e)P˜
θ˜
(a|f , e)
=
∑
a∈A(f,e)
c(ω;a, f , e)P˜
θ˜
(a|f , e).
Podsumowuja˛c te˛ sekcje˛, widzimy, z˙e wyznaczenie poprawionego modelu Pθ na podstawie mo-
delu P˜θ˜ sprowadza sie˛ do wyznaczenia wartos´ci Eθ˜[C(ω; f , e)] i pos´rednio Eθ˜[C(ω)] dla kaz˙dego
ω ∈ Ωµ, µ = 1, 2, . . ., co umoz˙liwia nam wyznaczenie wszystkich nowych parametrów jako
θ(ω) =
Eθ˜[C(ω)]∑
ω∈Ωµ
E
θ˜
[C(ω)]
. (23)
W zalez˙nos´ci od złoz˙onos´ci modelu tłumaczenia wyznaczenie Eθ˜[C(ω; f , e)] moz˙e byc´ nieskom-
plikowane — jak w przypadku modeli 1 i 2 — lub obliczeniowo niewykonalne — jak w przypadku
pozostałych modeli. Naste˛pnie omówimy konkretne modele, w szczególnos´ci sposoby wyznaczania
E
θ˜
[C(ω; f , e)] dla róz˙nych rodzajów zdarzen´ i parametrów.
4 Model 1
Ogólna˛ postac´ Modelu 1 (oraz Modelu 2, dla którego Model 1 jest przypadkiem szczególnym) autorzy
Brown et al. przedstawiaja˛ w naste˛puja˛cy sposób:
Pθ(f ,a|e) = Pθ(m|e)Pθ(a|m, e)Pθ(f |a,m, e) (24)
Najpierw dla danego zdania angielskiego e oblicza sie˛ prawdopodobien´stwo, z˙e długos´c´ jego fran-
cuskiego tłumaczenia f wynosi m. Przy danym e oraz m oblicza sie˛ naste˛pnie prawdopodobien´stwa
danego dopasowania a. Dopiero na podstawie dopasowania moz˙na obliczyc´ prawdopodobien´stwo, z˙e
dane zdanie francuskie f jest tłumaczeniem e.
4.1 Załoz˙enia
Wspominalis´my juz˙ wczes´niej, z˙e zdania nie sa˛ atomami w omawianych modelach tłumaczenia.
Wszystkie obliczenia sprowadzaja˛ sie˛ do wyrazów oraz do relacji mie˛dzy nimi, które sa˛ opisane
za pomoca˛ dopasowan´ mie˛dzy wyrazami. Dla zdan´ f ≡ fm1 , e ≡ el1 oraz dla dopasowania a ≡ am1 =
a1, . . . , am, gdzie ai ∈ {1, . . . , l}, przyjmuje sie˛:
Pθ(m|e) ≡ ǫ(m|l) (25)
Pθ(a|m, e) ≡
m∏
j=1
1
l + 1
=
1
(l + 1)m
(26)
Pθ(f |a,m, e) ≡
m∏
j=1
t(fj |eaj ). (27)
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Sta˛d Pθ(f ,a|e) dla Modelu 1 moz˙na zapisac´ jako
Pθ(f ,a|e) =
ǫ(m|l)
(l + 1)m
m∏
j=1
t(fj|eaj ), (28)
a Pθ(f |e) odpowiednio jako
Pθ(f |e) =
ǫ(m|l)
(l + 1)m
∑
a
m∏
j=1
t(fj|eaj ) =
ǫ(m|l)
(l + 1)m
l∑
a1=0
. . .
l∑
am=0
m∏
j=1
t(fj |eaj ). (29)
Tutaj Pθ(a|m, e) zalez˙y bezpos´rednio od długos´ci m i l zdan´ f i e odpowiednio. Zakłada sie˛,
z˙e dla kaz˙dego wyrazu francuskiego prawdopodobien´stwo dopasowania z kaz˙dym z l + 1 wyrazów
angielskich jest równe i wynosi (l + 1)−1. Widzimy zatem, z˙e w Modelu 1 prawdopodobien´stwo,
iz˙ wyraz francuski jest tłumaczeniem wyrazu angielskiego, nie zalez˙y od pozycji tych wyrazów w
odpowiednich zdaniach, co wydaje sie˛ byc´ załoz˙eniem nazbyt upraszczaja˛cym. Dopiero w Modelu 2
pojawiaja˛ sie˛ odpowiednie parametry uwzgle˛dniaja˛ce wzajemne pozycje wyrazów.
Parametr ǫ(m|l) musi zostac´ wyznaczony w procesie estymacji parametrów modelu. Jednak po-
niewaz˙ nie zalez˙y on od dopasowan´ mie˛dzy zdaniami, nie trzeba w tym celu stosowac´ algorytmu EM.
Zakładalis´my wczes´niej, z˙e korpus trenuja˛cy jest korpusem składaja˛cym sie˛ z par zdan´ be˛da˛cych
wzajemnymi tłumaczeniami. Długos´ci zdan´ sa˛ wie˛c obserwowalne w sposób bezpos´redni i moz˙na
wykorzystac´ np. estymatory cze˛stos´ciowe w celu ustalenia ǫ(f |m).
4.2 Estymacja parametrów
Jedyny rodzaj parametrów podlegaja˛cy estymacji za pomoca˛ algorytmu EM to prawdopodobien´stwa
tłumaczenia t(f |e) dla dowolnego f i e. Postac´ modelu opisanego w równaniu (28) odpowiada ogól-
nej postaci modeli z równania (15) i moz˙emy wykorzystac´ wczes´niej wyprowadzone równania do
estymacji parametrów t(f |e). Istnienie parametru ǫ(m|l) poza głównym iloczynem nie psuje tej za-
lez˙nos´ci. W relatywnej funkcji celu (12) ulega on skróceniu, a przy wyznaczaniu c(f |e;a, f , e) (17)
pozbywamy sie˛ go przy róz˙niczkowaniu, gdzie jest traktowany jak stała.
Zgodnie z podrozdziałem 3.4 na parametry t(f |e) nakłada sie˛ naste˛puja˛cy warunek dla kaz˙dego
wyrazu angielskiego e:
t(f |e) ≥ 0,
∑
f
t(f |e) = 1. (30)
Wtedy pomocnicza funkcja Lagrange’a przyjmuje postac´:
L(t, λ) ≡ R(P˜
θ˜
, Pθ)−
∑
e
λe
(∑
f
t(f |e)− 1
)
. (31)
Rozwia˛zalis´my juz˙ ogólna˛ postac´ tego równania (18), otrzymuja˛c w kon´cu wynik (23). Wystarczy
wie˛c okres´lic´ rodzaj parametru oraz typ zdarzenia, z˙eby otrzymac´
t(f |e) =
E
θ˜
[C(f |e)]∑
f Eθ˜[C(f |e)]
=
∑S
s=1Eθ˜[C(f |e; f
(s), e(s))]
∑
f
∑S
s=1Eθ˜[C(f |e; f
(s), e(s))]
, (32)
gdzie
E
θ˜
[C(f |e; f , e)] =
∑
a
P
θ˜
(a|e, f)c(f |e;a, f , e)
=
∑
a
P
θ˜
(a|e, f)
m∑
j=1
δ(f, fj)δ(e, eaj ). (33)
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Tutaj δ(x, y) jest funkcja˛ delta Kroneckera, która przyjmuje wartos´c´ 1, gdy jej argumenty sa˛ równe,
oraz 0 w przypadku przeciwnym. Wyraz˙enie δ(f, fj)δ(e, eaj ) jest równe 1 wtedy i tylko wtedy, gdy
f jest równe fj oraz e jest równe wyrazowi, z którym fj jest poła˛czony w danym dopasowaniu.
Poła˛czenie f z e w danej parze zdan´ przy danym dopasowaniu jest równoznaczne z fakten, z˙e f jest
tłumaczeniem e. Zatem suma
∑m
j=1 δ(f, fj)δ(e, eaj ) poprawnie zlicza liczbe˛ razy, ile dany wyraz f
jest tłumaczeniem e przy danym dopasowaniu w danej parze zdan´. Przypominamy, z˙e P (a|f , e) =
P
θ˜
(f ,a|e)/P
θ˜
(f |e).
Zakładaja˛c, z˙e θ˜ jest znane, mamy wszystkie s´rodki potrzebne do wykonania kolejnej iteracji
algorytmu EM. Przy inicjalizacji wystarczy załoz˙yc´, z˙e dla kaz˙dego f oraz e wszystkie prawdopodo-
bien´stwa t(f |e) sa˛ równe, o ile zachowane sa˛ warunki (30).
4.3 Aspekty obliczeniowe
Aspektem, którego nie moz˙na ignorowac´, jest złoz˙onos´c´ obliczeniowa wyraz˙ana liczba˛ operacji, które
trzeba wykonac´, z˙eby uzyskac´ powyz˙sze wyniki. Gdy rozpiszemy równanie (33) w naste˛puja˛cy spo-
sób
Eθ˜[C(f |e; f , e)] =
∑
a
Pθ˜(a|e, f)
m∑
j=1
δ(f, fj)δ(e, eaj )
= P
θ˜
(f |e)−1
∑
a
P
θ˜
(f ,a|e)
m∑
j=1
δ(f, fj)δ(e, eaj )
=
∑l
a1=0
. . .
∑l
am=0
∏m
j=1 t˜(fj|eaj )
∑m
j=1 δ(f, fj)δ(e, eaj )∑l
a1=0
. . .
∑l
am=0
∏m
j=1 t˜(fj|eaj )
, (34)
widzimy, z˙e liczba operacji konieczna do uzyskania E
θ˜
[C(f |e; f , e)] jest proporcjonalna do (l+1)m,
gdzie l jest liczba˛ wyrazów w zdaniu e am liczba˛ wyrazów w f . W przypadku długich zdan´ obliczenia
staja˛ sie˛ szybko niewykonalne nawet dla jednego zdania, np. w przypadku pary zdan´ z 20 wyrazami
w kaz˙dym zdaniu, liczba operacji ma 26 zer. Dodatkowo zestaw trenuja˛cy moz˙e składac´ sie˛ kilku
milionów równoległych zdan´.
Model 1 ma jednak własnos´c´, która umoz˙liwia uzyskanie tych samych wyników za pomoca˛ o
wiele mniejszej liczby operacji. Wystarczy zauwaz˙yc´, z˙e mianownik równania (34) moz˙na zapisac´
jako
l∑
a1=0
. . .
l∑
am=0
m∏
j=1
t(fj|eaj ) =
m∏
j=1
l∑
i=0
t(fj|ei),
co staje sie˛ bardzie jasne na przykładzie, gdzie dla l = 3 oraz m = 1 mamy t10t20t30 + t10t20t31 +
. . . + t11t21t31 = (t10 + t11)(t20 + t21)(t30 + t31). Podobnie licznik moz˙na przekształcic´ do naste˛-
puja˛cej postaci
l∑
a1=0
. . .
l∑
am=0
m∏
j=1
t(fj|eaj )
m∑
j=1
δ(f, fj)δ(e, eaj )
=
t(f |e)
∑l
i=0 t(f |ei)
m∏
j=1
l∑
i=0
t(fj|ei)
m∑
j=1
δ(f, fj)
l∑
i=0
δ(e, ei), (35)
co nie jest juz˙ takie oczywiste jak w przypadku mianownika.
Wystarczy jednak zauwaz˙yc´, z˙e t(f1|ea1) . . . t(fm|eam)
∑m
j=1 δ(f, fj)δ(e, eaj ) jest róz˙ne od zera
tylko wtedy, gdy przynajmniej jeden z czynników jest równy t(f |e). Sta˛d t(f |e) moz˙emy wyła˛czyc´
przed sume˛. Dla przykładu przyjmijmy t(f |e) = t(f1|e0), wtedy mamy t10t20t30+ t10t20t31+ . . .+
57
Investigationes Linguisticae, vol. XVI
fr en
maison bleue blue house
chien rouge red dog
chien vert green dog
Ve = {blue, dog, green, house, red}
Vf = {bleue, chien, maison, rouge, vert}
Tablica 1: Bardzo uproszczony korpus równoległy
t10t21t31 = t10(t20+ t21)(t30+ t31) = t10(t10+ t11)
−1(t10+ t11)(t20+ t21)(t30+ t31). Podstawiaja˛c
powyz˙sze przekształcenia do rownania (34) po skróceniu otrzymujemy
E
θ˜
[C(f |e; f , e)] =
t˜(f |e)
∑l
i=0 t˜(f |ei)
m∑
j=1
δ(f, fj)
l∑
i=0
δ(e, ei). (36)
Przez t˜ oznaczamy prawdopodobien´stwa tłumaczenia z θ˜. W równaniu (36) liczba operacji jest pro-
porcjonalna do m + l, czyli dla pary zdan´ z 20 wyrazami w kaz˙dym zdaniu trzeba wykonac´ tylko
kilkadziesia˛t operacji, otrzymuja˛c ten sam wynik co w (34).
4.4 Przykładowe obliczenia
W tym rozdziale przedstawimy estymacje˛ parametrów modelu 1 dla bardzo uproszczonego korpusu
równoległego przedstawionego w tabelce 1. Korpus składa sie˛ z trzech par fraz równoległych w je˛-
zyku francuskim i angielskim. Nie pokaz˙emy tutaj działania algorytmu dla całych zdan´, poniewaz˙
duz˙a liczba parametrów nie dałaby sie˛ wtedy przedstawic´ w sposób przyjazny dla czytelnika. Róz˙ne
wyrazy wyste˛puja˛ce w kaz˙dej połowie korpusu tworza˛ słownictwo danego je˛zyka, oznaczane dla
francuskiego i angielsko odpowiednio przez Vf oraz Ve. Liczba parametrów w przypadku modelu
1, gdzie jedynym rodzajem parametrów jest prawdopodobien´stwo tłumaczenia dla wyrazów, wynosi
|Vf | · (|Ve|+ 1). Jedynka dodana do Ve jest skutkiem załoz˙enia angielskiego wyrazu zerowego e0, o
którym wspomniano juz˙ w rozdziale dotycza˛cym dopasowan´ (2.4).
Pierwszym krokiem jest inicjalizacja parametrów modelu. Wystarczy w tym celu przypisac´ kaz˙-
dej parze wyrazów prawdopodobien´stwo tłumaczenia 1/|Vf |. Wynikiem takiej operacji jest tabela 2.
Widac´, z˙e warunek
∑
f t(f |e) = 1 jest spełniony dla kaz˙dego angielskiego wyrazu e.
Moz˙emy zatem przejs´c´ do estymacji oczekiwanych liczebnos´ci E[C(f |e)], co uczynimy nieco
dokładniej dla pary chien|dog. Najpierw nalez˙y wyznaczyc´ liczebnos´ci dla konkretnych zdan´ w kor-
pusie E[C(chien|dog); e(i) , f (i)], gdzie e(i), f (i) to i-ta para zdan´ z korpusu.
Na rysunku 5 mamy wszystkie moz˙liwe — przy wczes´niej omówionych ograniczeniach — dopa-
sowania dla par zdan´, gdzie m = 2 i l = 2, czyli dla wszystkich par w przykładowym korpusie. Górny
t(bleue|e0) = 0.20 t(bleue|blue) = 0.20 t(bleue|dog) = 0.20
t(chien|e0) = 0.20 t(chien|blue) = 0.20 t(chien|dog) = 0.20
t(maison|e0) = 0.20 t(maison|blue) = 0.20 t(maison|dog) = 0.20
t(rouge|e0) = 0.20 t(rouge|blue) = 0.20 t(rouge|dog) = 0.20
t(vert|e0) = 0.20 t(vert|blue) = 0.20 t(vert|dog) = 0.20
t(bleue|green) = 0.20 t(bleue|house) = 0.20 t(bleue|red) = 0.20
t(chien|green) = 0.20 t(chien|house) = 0.20 t(chien|red) = 0.20
t(maison|green) = 0.20 t(maison|house) = 0.20 t(maison|red) = 0.20
t(rouge|green) = 0.20 t(rouge|house) = 0.20 t(rouge|red) = 0.20
t(vert|green) = 0.20 t(vert|house) = 0.20 t(vert|red) = 0.20
Tablica 2: Prawdopodobien´stwa tłumaczen´ po inicjalizacji
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b b b
b b
a1a2 = (0, 0)
b b b
b b
a1a2 = (0, 1)
b b b
b b
a1a2 = (0, 2)
b b b
b b
a1a2 = (1, 0)
b b b
b b
a1a2 = (1, 1)
b b b
b b
a1a2 = (1, 2)
b b b
b b
a1a2 = (2, 0)
b b b
b b
a1a2 = (2, 1)
b b b
b b
a1a2 = (2, 2)
Rysunek 5: Moz˙liwe dopasowanie dla par zdan´, gdzie m = 2 i l = 2
rza˛d we˛złów reprezentuje angielskie zdanie z dodatkowym wyrazem zerowym e0 na pierwszym miej-
scu, dolny rza˛d odpowiada francuskiemu zdaniu. W przypadku pierwszego zdania liczebnos´c´ ocze-
kiwana E1[C(chien|dog); e(1) , f (1)] wynosi oczywis´cie 0, poniewaz˙ w tej parze zdan´ nie wyste˛puje
para wyrazów chien|dog. Indeksy przy symbolach odzwierciedlaja˛ numer iteracji. W przypadku, gdy
wartos´ci pochodza˛ z inicjalizacji, stosujemy indeks 0. Wykonuja˛c obliczenia według wzoru (34) mu-
simy uwzgle˛dnic´ wszystkie dopasowania. Niech f = chien oraz e = dog, mamy zatem dla zdania
drugiego
P0(f
(2)|e(2)) =
2∑
a1=0
2∑
a2=0
2∏
j=1
t0(fj|eaj ) =
= t0(f1|e0)t0(f2|e0) + t0(f1|e0)t0(f2|e1) + t0(f1|e0)t0(f2|e2)
+ t0(f1|e1)t0(f2|e0) + t0(f1|e1)t0(f2|e1) + t0(f1|e1)t0(f2|e2)
+ t0(f1|e2)t0(f2|e0) + t0(f1|e2)t0(f2|e1) + t0(f1|e2)t0(f2|e2)
= 9 · 0.2 · 0.2
= 0.36
E1[C(f |e); e
(2), f (2)] = P0(f
(2)|e(2))−1P0(f
(2),a|e(2))
m∑
k=1
δ(f, fk)δ(e, eak )
= (0.36)−1
2∑
a1=0
2∑
a2=0
2∏
j=1
t0(fj|eaj )
m∑
k=1
δ(f, fk)δ(e, eak )
= (0.36)−1
(
t0(f1|e0)t0(f2|e0) · 0 + t0(f1|e0)t0(f2|e1) · 0
+ t0(f1|e0)t0(f2|e2) · 0 + t0(f1|e1)t0(f2|e0) · 0
+ t0(f1|e1)t0(f2|e1) · 0 + t0(f1|e1)t0(f2|e2) · 0
+ t0(f1|e2)t0(f2|e0) · 1 + t0(f1|e2)t0(f2|e1) · 1
+ t0(f1|e2)t0(f2|e2) · 1
)
= (0.36)−1 · 3 · 0.2 · 0.2
= (0.36)−1 · 0.12
≈ 0.33.
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Te same wartos´ci uzyskamy korzystaja˛c ze skróconego sposobu obliczania oczekiwanej liczeb-
nos´ci E1[C(chien|dog); e(2) , f (2)] na podstawie wzoru (36). Otrzymujemy wtedy w o wiele bardziej
zwie˛zły sposób
E1[C(f |e); e
(2), f (2)] =
t0(f |e)∑2
i=0 t0(f |ei)
2∑
j=1
δ(f, fj)
2∑
i=0
δ(e, ei)
=
t0(f |e)
t0(f |e0) + t0(f |e1) + t0(f |e2)
· 1 · 1
=
0.2
0.6
≈ 0.33.
Dla trzeciego zdania E1[C(chien|dog); e(3) , f (3)] równiez˙ wynosi w przybliz˙eniu 0.33. Mamy
zatem całkowita˛ liczebnos´c´ pary chien|dog z
E1[C(chien|dog)] =
3∑
i=1
E1[C(chien|dog); e
(i), f (i)]
≈ 0 + 0.33 + 0.33
≈ 0.67
Podobnie obliczamy wartos´ci oczekiwane dla pozostałych par wyrazów. Tym samym kon´czymy
krok E algorytmu EM. Prawdopodobien´stwo tłumaczenia t(chien|dog) wyznaczamy ze wzoru (32)
w naste˛puja˛cy sposób
t1(chien|dog) =
E1[C(chien|dog)]∑
f E1[C(f |dog)]
≈
0, 67
0 + 0.67 + 0 + 0.33 + 0.33
≈ 0.5.
Tabela 3 przedstawia wszystkie wartos´ci oczekiwanych liczebnos´ci oraz parametrów modelu 1
po pierwszej iteracji. Widzimy, z˙e prawdopodobien´stwa tłumaczenia uległy sporej zmianie w porów-
naniu z wartos´ciami z tabeli 2. Wyrazy, które nie współwyste˛puja˛ w ramach par zdan´ równoległych
otrzymały zerowe prawdopodobien´stwo, inne parametry zmniejszyły lub zwie˛kszyły sie˛.
Ustalanie nowych parametrów zawiera w sobie krok M, poniewaz˙ znajdujemy w ten sposób pa-
rametry maksymalizuja˛ce nasza˛ funkcje˛ celu. Powtarzaja˛c powyz˙sze obliczenia wielokrotnie, otrzy-
mujemy po pia˛tej iteracji wartos´ci przedstawione w tabeli 4. Parametr t5(chien|dog) przyja˛ł juz˙
wartos´c´ 0.77. Z kolejnymi iteracjami zbliz˙a sie˛ coraz bardziej do 1, np. t7(chien|dog) = 0.85,
t10(chien|dog) = 0.91, t15(chien|dog) = 0.95 itd.
Porównuja˛c wartos´ci po pierwszej i po pia˛tej iteracji, widac´ jednak, z˙e prawdopodobien´stwa tłu-
maczenia dla par złoz˙onych z francuskich wyrazów bleue, maison oraz angielskich wyrazów blue,
house (pogrubione) ustabilizowały sie˛ wszystkie na poziomie 0.5. Sa˛ to wyrazy, z których składa
sie˛ pierwsza para zdan´ z korpusu. Model 1 nie jest w stanie wychwycic´ zalez˙nos´ci miedzy bleue i
blue oraz maison i house, poniewaz˙ wyrazy te nie pojawiaja˛ sie˛ w innych zdaniach. Model 1 nie
uwzgle˛dnia tez˙ informacji o pozycji wyrazów w zdaniu, wie˛c wszystkie kombinacje sa˛ równie praw-
dopodobne. W przypadku chien i dog informacje sa˛ bardziej jednoznaczne. W łatwy sposób moz˙na
stwierdzic´, z˙e chien pojawia sie˛ po stronie francuskiej tylko wtedy, gdy pojawia sie˛ dog w cze˛s´ci an-
gielskiej. Co wie˛cej, dzieje˛ sie˛ tak w dwóch zdaniach, w których pozostałe wyrazy sie˛ nie powtarzaja˛.
Człowiek nie znaja˛c z˙adnego z danych je˛zyków szybko znajdzie poprawne odpowiedniki na podsta-
wie sposobu współwyste˛powania wyrazów. W przypadku pierwszej pary zdan´ musiałby odwołac´ sie˛
do innych informacji. Mógłby np. stwierdzic´, z˙e w drugim i trzecim zdaniu tłumaczenia układaja˛ sie˛
na krzyz˙8. Model 1 nie potrafi czynic´ tego rodzaju obserwacji, model 2 juz˙ tak.
8Na rysunku 5 odpowiada to pozycji a1a2 = (2, 1).
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E[C(bleue|e0)] = 0.33 E[C(bleue|blue)] = 0.33 E[C(bleue|dog)] = 0.00
E[C(chien|e0)] = 0.67 E[C(chien|blue)] = 0.00 E[C(chien|dog)] = 0.67
E[C(maison|e0)] = 0.33 E[C(maison|blue)] = 0.33 E[C(maison|dog)] = 0.00
E[C(rouge|e0)] = 0.33 E[C(rouge|blue)] = 0.00 E[C(rouge|dog)] = 0.33
E[C(vert|e0)] = 0.33 E[C(vert|blue)] = 0.00 E[C(vert|dog)] = 0.33
E[C(bleue|green)] = 0.00 E[C(bleue|house)] = 0.33 E[C(bleue|red)] = 0.00
E[C(chien|green)] = 0.33 E[C(chien|house)] = 0.00 E[C(chien|red)] = 0.33
E[C(maison|green)] = 0.00 E[C(maison|house)] = 0.33 E[C(maison|red)] = 0.00
E[C(rouge|green)] = 0.00 E[C(rouge|house)] = 0.00 E[C(rouge|red)] = 0.33
E[C(vert|green)] = 0.33 E[C(vert|house)] = 0.00 E[C(vert|red)] = 0.00
t(bleue|e0) = 0.17 t(bleue|blue) = 0.50 t(bleue|dog) = 0.00
t(chien|e0) = 0.33 t(chien|blue) = 0.00 t(chien|dog) = 0.50
t(maison|e0) = 0.17 t(maison|blue) = 0.50 t(maison|dog) = 0.00
t(rouge|e0) = 0.17 t(rouge|blue) = 0.00 t(rouge|dog) = 0.25
t(vert|e0) = 0.17 t(vert|blue) = 0.00 t(vert|dog) = 0.25
t(bleue|green) = 0.00 t(bleue|house) = 0.50 t(bleue|red) = 0.00
t(chien|green) = 0.50 t(chien|house) = 0.00 t(chien|red) = 0.50
t(maison|green) = 0.00 t(maison|house) = 0.50 t(maison|red) = 0.00
t(rouge|green) = 0.00 t(rouge|house) = 0.00 t(rouge|red) = 0.50
t(vert|green) = 0.50 t(vert|house) = 0.00 t(vert|red) = 0.00
Tablica 3: Oczekiwane liczebnos´ci oraz prawodopobien´stwa tłumaczen´ po 1. iteracji
5 Model 2
Tak samo jak dla modelu 1, prawdopodobien´stwo zdania francuskiego oraz wybranego dopasowania
przy danym zdaniu angielskim jest dla modelu 2 opisane jako iloczyn prawdopodobien´stw w naste˛-
puja˛cy sposób:
Pθ(f ,a|e) = Pθ(m|e)Pθ(a|m, e)Pθ(f |a,m, e). (37)
Prawodpodobien´stwa Pθ(m|e) oraz Pθ(f |a,m, e) nie ulegaja˛ zmianie, pojawia sie˛ natomiast nowy
sposób opisu Pθ(a|m, e). Mamy
Pθ(m|e) ≡ ǫ(m|l) (38)
Pθ(a|m, e) ≡
m∏
j=1
a(aj |j,m, l) (39)
Pθ(f |a,m, e) ≡
m∏
j=1
t(fj|eaj ), (40)
gdzie a(i|j,m, l) jest dodatkowym parametrem interpretowanym jako prawdopodobien´stwo, z˙e dla
zdania francuskiego o długos´ci m i dla zdania angielskiego o długos´ci l wyraz angielski na i-tej pozy-
cji jest dopasowany z wyrazem francuskim na j-tej pozycji. Parametry tego typu be˛dziemy nazywac´
prawdopodobien´stwem dopasowania.
Prawdopodobien´stwa dopasowania modeluja˛ inne zjawisko niz˙ wprowadzone przy modelu 1
prawdopodobien´stwa tłumaczen´. Prawdopodobien´stwa tłumaczenia nie zalez˙a˛ od pozycji danych wy-
razów tylko od jego ortograficznej postaci. Sta˛d w przypadku modelu 1 zawsze mamy P (f1|e) =
P (f2|e), gdy zdania francuskie f1 oraz f2 róz˙nia˛ sie˛ pozycjami wyrazów. Natomiast prawdopodo-
bien´stwa dopasowan´ nie zalez˙a˛ w ogóle od postaci wyrazów, istotne sa˛ tylko ich pozycje w parach
zdan´ o okres´lonych długos´ciach.
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E[C(bleue|e0)] = 0.07 E[C(bleue|blue)] = 0.47 E[C(bleue|dog)] = 0.00
E[C(chien|e0)] = 0.78 E[C(chien|blue)] = 0.00 E[C(chien|dog)] = 0.92
E[C(maison|e0)] = 0.07 E[C(maison|blue)] = 0.47 E[C(maison|dog)] = 0.00
E[C(rouge|e0)] = 0.12 E[C(rouge|blue)] = 0.00 E[C(rouge|dog)] = 0.14
E[C(vert|e0)] = 0.12 E[C(vert|blue)] = 0.00 E[C(vert|dog)] = 0.14
E[C(bleue|green)] = 0.00 E[C(bleue|house)] = 0.47 E[C(bleue|red)] = 0.00
E[C(chien|green)] = 0.15 E[C(chien|house)] = 0.00 E[C(chien|red)] = 0.15
E[C(maison|green)] = 0.00 E[C(maison|house)] = 0.47 E[C(maison|red)] = 0.00
E[C(rouge|green)] = 0.00 E[C(rouge|house)] = 0.00 E[C(rouge|red)] = 0.74
E[C(vert|green)] = 0.74 E[C(vert|house)] = 0.00 E[C(vert|red)] = 0.00
t(bleue|e0) = 0.06 t(bleue|blue) = 0.50 t(bleue|dog) = 0.00
t(chien|e0) = 0.67 t(chien|blue) = 0.00 t(chien|dog) = 0.77
t(maison|e0) = 0.06 t(maison|blue) = 0.50 t(maison|dog) = 0.00
t(rouge|e0) = 0.10 t(rouge|blue) = 0.00 t(rouge|dog) = 0.12
t(vert|e0) = 0.10 t(vert|blue) = 0.00 t(vert|dog) = 0.12
t(bleue|green) = 0.00 t(bleue|house) = 0.50 t(bleue|red) = 0.00
t(chien|green) = 0.17 t(chien|house) = 0.00 t(chien|red) = 0.17
t(maison|green) = 0.00 t(maison|house) = 0.50 t(maison|red) = 0.00
t(rouge|green) = 0.00 t(rouge|house) = 0.00 t(rouge|red) = 0.83
t(vert|green) = 0.83 t(vert|house) = 0.00 t(vert|red) = 0.00
Tablica 4: Oczekiwane liczebnos´ci oraz prawodopobien´stwa tłumaczen´ po 5. iteracji
5.1 Estymacja parametrów
Dodatkowy parametr zmienia postac´ podstawowych rozkładów modelu do naste˛puja˛cych postaci
P (f ,a|e) = ǫ(m|l)
m∏
j=1
(
t(fj|eaj )a(aj |j,m, l)
) (41)
P (f |e) = ǫ(m|l)
l∑
a1=0
. . .
l∑
am=0
m∏
j=1
(
t(fj|eaj )a(aj |j,m, l)
) (42)
Przy dodatkowych warunkach postaci
l∑
i=0
a(i|j,m, l) = 1 (43)
dla dowolnych m, l oraz 1 ≤ j ≤ m, otrzymujemy nowa˛ funkcje˛ wiarogodnos´ci
L(t, a, λ, µ) ≡ R(P˜
θ˜
, Pθ)−
∑
e
λe
(∑
f
t(f |e)− 1
)
−
∑
j
µjml
(∑
i
a(i|j,m, l) − 1
)
, (44)
gdzie λe i µjml to czynniki Lagrange’a. Wiemy juz˙ jak wygla˛da ogólna postac´ rozwia˛zania tego
równania i moz˙emy okres´lic´
t(f |e) =
E
θ˜
[C(f |e)]∑
f Eθ˜[C(f |e)]
=
∑S
s=1Eθ˜[C(f |e; f
(s), e(s))]
∑
f
∑S
s=1Eθ˜[C(f |e; f
(s), e(s))]
(45)
a(i|j,m, l) =
E
θ˜
[C(i|j,m, l)]∑
f Eθ˜[C(i|j,m, l)]
=
∑S
s=1Eθ˜[C(i|j,m, l; f
(s), e(s))]
∑
f
∑S
s=1Eθ˜[C(i|j,m, l; f
(s), e(s))]
. (46)
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Wartos´c´ E
θ˜
[C(f |e; f , e)] tak jak w przypadku modelu 1 opisuje oczekiwana˛ liczbe˛ razy, z˙e w
parze zdan´ f i e wyraz f jest tłumaczeniem wyrazu e. Sposób obliczenia E
θ˜
[C(f |e; f , e)] pozostaje
taki sam jak dla modelu 1, mamy wie˛c
E
θ˜
[C(f |e; f , e)] =
∑
a
P
θ˜
(a|e, f)
m∑
j=1
δ(f, fj)δ(e, eaj ). (47)
Odpowiednio symbol E
θ˜
[C(i|j,m, l; f , e)] oznacza oczekiwana˛ liczbe˛ razy, z˙e w parze zdan´ o
długos´ciach m i l angielski wyraz na i-tej pozycji jest poła˛czony z francuskim wyrazem na j-tej
pozycji. Mamy
E
θ˜
[C(i|j,m, l; f , e)] =
∑
a
P
θ˜
(a|e, f)δ(i, aj). (48)
5.2 Aspekty obliczeniowe
Widac´ po równaniach (47) oraz (48), z˙e równiez˙ w przypadku modelu 2 trzeba sumowac´ po wszyst-
kich dopasowaniach, o ile nie upros´ci sie˛ powyz˙szych wzorów. Podobnie jak dla modelu 1 moz˙emy
upros´cic´ równanie (42) do postaci
P (f |e) = ǫ
m∏
j=1
l∑
i=0
t(fj |eaj )a(i|j,m, l). (49)
Wykorzystuja˛c powyz˙sza˛ postac´ P (f |e), moz˙na pokazac´, z˙e
E
θ˜
[C(f |e; f , e)] =
m∑
j=1
l∑
i=0
t(f |e)a(i|j,m, l)δ(f, fj)δ(e, ei)
t(fj|e0)a(0|j,m, l) + . . .+ t(fj|el)a(l|j,m, l)
(50)
oraz
Eθ˜[C(i|j,m, l; f , e)] =
t(fj|ei)a(i|j,m, l)
t(fj|e0)a(0|j,m, l) + . . .+ t(fj|el)a(l|j,m, l)
. (51)
Liczba operacji konieczna do obliczenia równania (50) jest proporcjonalna do m·l, a nie m+l jak
to miało miejsce w modelu 1. Niemniej jest to o wiele bardziej korzystne niz˙ wykładnicza złoz˙onos´c´
przy obliczaniu pierwotnych równan´. W przypadku równania (51) liczba operacji jest proporcjonalna
do l.
5.3 Przykładowe obliczenia
Wykorzystamy ten sam przykład co w sekcji 4.4. Dla prawdopodobien´stw tłumaczenia po inicjalizacji
mamy takie same wartos´ci jak dla modelu 1. Dodatkowo przypisujemy parametrom typu a odpowied-
nio równe wartos´ci pocza˛tkowe, zgodnie z warunkami nałoz˙onymi na tego rodzaju parametry.
Pamie˛tamy, z˙e model 1 nie był w stanie wyznaczyc´ jednoznacznie powia˛zania mie˛dzy wyrazami
maison i house oraz mie˛dzy bleue i blue. Informacje zawarte w przykładowym korpusie równole-
głym nie były wystarczaja˛ce przy załoz˙eniu, z˙e pozycja wyrazów nie ma znaczenia. Jak widac´ po
równaniach 50 i 51, to w modelu 2 prawdopodobien´stwa tłumaczenia oraz dopasowania wpływaja˛
na siebie wzajemnie. Model 1 był w stanie wyznaczyc´, z˙e prawdopodobien´stwo tłumaczenia dla wy-
razów chien i dog jest wysokie, podobnie dla vert i green. Nie miało to jednak z˙adnego wpływu
na pare˛ maison i house. W modelu 2 wysokie prawdopodobien´stwo tłumaczenia t(chien|dog) po-
woduje zwie˛kszenie sie˛ prawdopodobien´stwa dopasowania a(2|1, 2, 2), poniewaz˙ dog znajduje˛ sie
w zdaniu angielskim na drugiej pozycji, a chien na pierwszej. Z drugiej strony ten sam parametr
a(2|1, 2, 2) jest wykorzystywany przy obliczaniu t(maison|house), poniewaz˙ house znajduje˛ sie˛
na drugim miejscu w zdaniu angielskim, a maison na pierwszym w zdaniu francuskim. W naszym
korpusie składa sie˛ tak, z˙e wszystkie zdania maja˛ taka˛ sama˛ długos´c´. Sta˛d zwie˛kszanie sie˛ wartos´ci
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t(bleue|e0) = 0.07 t(bleue|blue) = 0.66 t(bleue|dog) = 0.00
t(chien|e0) = 0.52 t(chien|blue) = 0.00 t(chien|dog) = 0.75
t(maison|e0) = 0.26 t(maison|blue) = 0.34 t(maison|dog) = 0.00
t(rouge|e0) = 0.07 t(rouge|blue) = 0.00 t(rouge|dog) = 0.13
t(vert|e0) = 0.07 t(vert|blue) = 0.00 t(vert|dog) = 0.13
t(bleue|green) = 0.00 t(bleue|house) = 0.25 t(bleue|red) = 0.00
t(chien|green) = 0.34 t(chien|house) = 0.00 t(chien|red) = 0.34
t(maison|green) = 0.00 t(maison|house) = 0.75 t(maison|red) = 0.00
t(rouge|green) = 0.00 t(rouge|house) = 0.00 t(rouge|red) = 0.66
t(vert|green) = 0.66 t(vert|house) = 0.00 t(vert|red) = 0.00
a(0|1,2,2) = 0.06 a(0|2,2,2) = 0.01
a(1|1,2,2) = 0.32 a(1|2,2,2) = 0.91
a(2|1,2,2) = 0.62 a(2|2,2,2) = 0.08
Tablica 5: Prawdopodobien´stwa tłumaczenia oraz dopasowania po 5. iteracji
a(2|1, 2, 2) powoduje˛ zwie˛kszanie sie˛ wartos´ci t(maison|house). Interakcja wszystkich parametrów
prowadzi do wytworzenia sie˛ bardziej wyraz´nego obrazu dla danego korpusu równoległego. Tabela
5 ilustruje wpływ dodatkowych parametrów na wyznaczany model tłumaczenia po pia˛tej iteracji.
Porównuja˛c pogrubione wartos´ci tej tabeli z odpowiednimi wartos´ciami z tabeli 4 widzimy, z˙e mo-
del 2 poradził sobie lepiej z interpretacja˛ danych. Decyduja˛cy jest wpływ pogrubionych parametrów
a(2|1, 2, 2) oraz a(1|2, 2, 2), które odzwierciedlaja˛ krzyz˙uja˛ce sie˛ dopasowania przedstawione w ry-
sunku 5 jako typ a1a2 = (2, 1).
5.4 Najlepsze dopasowanie
Wspominalis´my w sekcji 2.4, z˙e opisywane modele tłumaczenia okres´la sie˛ cze˛sto jako modele do-
pasowan´ wyrazów. Do tej pory sumowalis´my po wszystkich moz˙liwych dopasowaniach be˛da˛cych
funkcjami zawartych w zbiorze dopasowan´ A(f , e) miedzy zdaniami f i e. Wie˛kszos´c´ tych dopa-
sowan´ nie ma sensu lingwistycznego. Wystarczy spojrzec´ na rysunek 5, gdzie dla danych zdan´ w
przykładowym korpusie tylko jedno dopasowanie z dziewie˛ciu jest poprawne, czyli najlepsze. Naj-
lepsze dopasowanie mie˛dzy zdaniami f i e oznaczamy przez V (f , e)9.
W przypadku modelu 1 oraz modelu 2 istnieje prosty algorytm wyznaczania najlepszego dopa-
sowania V (f , e) dla danej pary zdan´. Pamie˛tamy, z˙e kaz˙de dopasowanie a jest cia˛giem a1a2 . . . am,
gdzie m jest długos´cia˛ zdania francuskiego. Elementy cia˛gu aj = i to pozycje i-tego wyrazu an-
gielskiego w zdaniu o długos´ci l dopasowanego z francuskim wyrazem na j-tej pozycji. Sta˛d przez
V (f , e)j oznaczamy j-ty wyraz cia˛gu V (f , e). Wtedy
V (f , e)j = argmax
i
t(fj|ei)a(i|j,m, l). (52)
Dla pary zdan´ maison bleue i blue house mamy sta˛d V (f , e) = (2, 1). Czyli moz˙emy odczy-
tac´, z˙e maison jest odpowiednikiem house oraz bleue odpowiednikiem blue. Badania nad modelami
dopasowan´ i jakos´cia˛ dopasowan´ stanowia˛ dział je˛zykoznawstwa komputerowego, który zda˛z˙ył juz˙
uniezalez˙nic´ sie˛ od metod tłumaczenia automatycznego.
6 Podsumowanie
W pracy opisalis´my wyniki opublikowane w artykule The Mathematics of Statistical Machine Trans-
lation autorów Brown, Della Pietra, Della Pietra i Mercer z roku 1993, przy czym skupilis´my sie˛
9Oznaczenie pochodzi od okres´lenia Viterbi alignment.
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na metodach estymacji parametrów dwóch pierwszych statystycznych modeli tłumaczenia, tzw. IBM
Model 1 oraz IBM Model 2. Przedstawiono koncepcje tłumaczenia statystycznego opartego na wy-
razach oraz poje˛cie dopasowania na poziomie wyrazów. Zastosowanie algorytmu EM do estymacji
parametrów modeli tłumaczenia statystycznego zostało zilustrowane zarówno ze strony teoretycznej
jak i za pomoca˛ konkretnych przykładów uzyskanych na podstawie implementacji na komputerze.
Przedstawilis´my róz˙nice w działaniu modeli 1 oraz 2 dla tych samych korpusów równoległych.
Wspominalis´my na pocza˛tku pracy, z˙e podlegaja˛ce modelom tłumaczenia modele dopasowan´ na-
dal znajduja˛ szerokie zastosowanie ws´ród najróz˙niejszych dziedzin lingwistyki komputerowej oraz
w je˛zykoznawstwie ogólnym. Wie˛kszos´c´ nowoczesnych systemów tłumaczenia statystycznego ma
swoja˛ geneze˛ w opisanej pracy. Nie sa˛ to jednak jedyne podejs´cia, alternatywne modele zostały przed-
stawione np. w pracy Melamed (2000) oraz innych wczes´niejszych pracach tego autora. Te modele
nie sa˛ skierowane, zamiast tego autor wychodzi z załoz˙enia, z˙e tłumaczenia sa˛ zawsze swoimi wza-
jemnymi tłumaczeniami. Równiez˙ kolejnos´c´ wyrazów gra podrze˛dna˛ role˛, mówi sie˛ wtedy o tzw. Bag
of words models, czyli „modelach z workami słów”.
Niemniej prace te nie wywarły takiego wpływu na społecznos´c´ badaczy, jak publikacja Brown
et al., która˛ moz˙na swobodnie zaliczyc´ do jednej z najwaz˙niejszych prac lingwistyki komputerowej.
Widac´ tutaj przy okazji, jak bardzo korzystny jest wpływ metod statystycznych oraz matematycz-
nych na dziedziny, które wydaja˛ sie˛ byc´ w pierwszym momencie tak oddalone od matematyki jak
je˛zykoznawstwo. O ile powia˛zania je˛zykoznawstwa z matematyka˛ sa˛ oczywiste dla wa˛skiego kre˛gu
lingwistów komputerów i matematycznych, to moga˛ one zaskoczyc´ zarówno matematyków jak i kla-
sycznych je˛zykoznawców. Spadkobiercy Brown et al. udoste˛pniaja˛ owoce tego poła˛czenia juz˙ dzisiaj
darmowo w internecie. Kilka miesie˛cy temu je˛zyk polski pojawił sie˛ jako jeden z moz˙liwych je˛zyków
z´ródłowych i docelowych w systemie statystycznego systemu tłumaczenia Google Translate.
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