Abstract-This paper presents a realistic PET scanner simulation using Monte Carlo code, version MCNP5. The objective of our study was to verify the code used for this simulation by comparing the results obtained from the simulation with those obtained from the measurement did on a real PET scanner. This study will provide a basic benchmark for our further study on PET imaging. We modeled the scanner based on the physical specification of Siemens Biograph TruePoint PET scanner. We recorded the generated list-mode data which contains all the information needed to model the PET processes for instance coincidence photon detection. To account for the statistical fluctuations occur in the detector and photomultiplier tube, a Gaussian energy blurring model was applied to the energy deposited in the detector. The scatter and attenuation correction to correct the effect of scattered and attenuated events also took into account in this study. All of these post-simulation processes were done using a program developed using matlab. To validate the simulation, the simulated and measured energy and spatial resolution were compared. We have successfully modeled a PET system based on MCNP5. We also verified that this simulation result in a good agreement data with the real imaging.
INTRODUCTION
PET image quality is usually influenced by several limitation factors that impede the achievement of a perfect image, for example, physical and biological factors [1] - [7] . The solution for these deficiencies usually studied by researchers with the aid of a tool calls Monte Carlo. The Monte Carlo tool enables of modeling accurate photons interactions for PET system, whereby both photon interactions in the object and in the detector were modeled. There are several specific Monte Carlo codes developed for single photon emission computed tomography (SPECT) and PET, for instance GATE, GEANT4, SimSET, PETSim and GAMOS [3] , [8] - [9] . Therefore, previous studies on Monte Carlo modeling of PET system are commonly based on those specific codes [8] - [10] . Therefore, previous reports on validations for PET system modeling are usually reported against those specific codes. This study therefore presents a validation report for PET system modeling against a general Monte Carlo codes, i.e. MCNP5. The purpose of this validation is to provide an accurate model for our further study on PET imaging optimization. Previously, this simulation tool had been used and verified against the real system for single photon emission computed tomography and gamma camera modeling [11] - [15] .
There are several methods usually used for validation of nuclear imaging modality simulation [8] - [10] . However, in this study, we focused on two parameters for the simulation code validation. The two parameters are energy and spatial resolution.
In this work, we modeled a realistic PET system using a general Monte Carlo code, version MCNP5. We compared our simulation with the measurement made on Siemens Biograph TruePoint PET in the means of energy resolution and spatial resolution. For validation purposes, the Jaszczak Flangeless Esser PET phantom with a triple line insert which usually used for spatial resolution assessment was used. Recommendations from National Electrical Manufactures Association (NEMA) regarding spatial resolution assessment were followed for this purpose. The contribution of this study is on the development of MCNP5 code for PET scanner simulation and validation of the code against the real PET scanner.
II. MATERIALS AND METHOD
In this section, the model of the geometry, the algorithm to reconstruct the image and the methods used for the code validation are described in detail.
A. MCNP5 simulation of PET scanner
In this study, the MCNP5 code was done by us. We modeled the complex geometry of PET scanner by definitions of several simple shapes like plane and cylinder in MCNP5 environment. Combination of these simple shapes thus produced the complex geometry desired. The model presented in this paper however is limited to a single ring of detector. The model presented here has been modeled to be realistic as possible with respect to the geometry and physics of photon and charged particle transport. To improve the simulation time, we therefore defined a boundary around the geometry to limit the interaction and thus decreased the simulation time (as showed in fig. 1 ).
To imitate the geometry of the real scanner, the specifications from Siemens Biograph Truepoint PET were therefore followed ( Table 1 ). The simulated PET scanner was modeled with 48 blocks of scintillation detector arranged in a ring shaped. The detector block was then segmented into 13 smaller detectors with the dimension of 4 x 4 x 20 mm each. The detector was filled with LSO material with density of 7.4 g/cm 3 . The natural radioactivity of LSO scintillation detector however was not modeled in this study. This is because; the activity of this natural radioactivity is low enough and not significantly influences the clinical setting results [10] . Other than that, the backcompartment structures such as photomultiplier tubes and their assemblies also were not modeled in this study. In this study, the position of the interaction for each photon interaction was calculated based on anger logic, whereby all of the information needed for interaction position determination were provided in the list-mode file recorded from MCNP5 simulation. The position of interaction within the scintillation detector block was calculated as demonstrated by [8] . The equation is:
Whereby E dep is the energy deposited in each detector block and is the coordinate of the ith interaction point. Figure  2 shows the example of particles and photons interaction in the model for 10000 particles simulation.
To imitate the real experiment condition, the simulation was performed by setting total number of photon history (nps) based on the following equation [19] . nps = A x 3.7x10 7 x t (2) Whereby this equation describing the number of photons emitted by the A mCi radioactivity for t seconds PET imaging protocol. 
B. Image reconstruction
From the simulation, we recorded the PTRAC data which is generally known as list-mode data. The PTRAC file provides all information needed for coincidence photon detection and thus PET image reconstruction, for instance the coordinate of photon interaction, energy and time of interaction. An algorithm to determine the coincidence photons and thus position of interaction was developed by us based on this data. Figure 3 shows the steps of the image reconstruction from the simulation data. To determine the Simulation boundary LSO detector Phantom coincidence photons, we first calculated the total energy deposited in the detector block by each photon history as described by Eq. 1. The calculation was done based on our understanding on photons interactions with a medium, as shown in fig. 3 . In this study, we put every effort to make the simulated model to be as realistic as possible. Therefore, Gaussian energy blurring was implemented to each of the energy bin to imitate the statistical fluctuation caused by multiple factors in PET imaging. This blurring method was done as demonstrated by [8] . According to them, the Gaussian energy blurring was modeled as following: (3) Whereby FWHM 511 is the simulated resolution of the system at 511 keV. As recommended by [8] , we therefore neglected the small variations of the intrinsic resolution within the detector blocks. The simulated resolution of the system at 511 keV was set to less than 14% as reported in the system specification.
The interactions and thus pair counts were then finally organized into a sinogram. In this study, the sinogram was plotted based on the lines of response which connected the two detector blocks. This study however was limited to a single ring detector, thus restricted the model to one radial directions only for each simulation. To simulate different slices of PET image, we therefore repeat the simulation by changing the position of the detector blocks. To remove the scattered and attenuated photons, the attenuation [16] and scatter correction were performed to the simulated sinogram. In this study, we used filtered back-projection (FBP) algorithm to reconstruct the image.
C. Validation of the Model
The simulated model was validated against the measurement made on Siemens Biograph TruePoint PET. The validation of our simulations was made in two steps. In the first step, we compared the simulated energy resolution with the measured energy resolution. In the second step, the simulated and measured spatial resolution of the corresponding line source was compared. Both parameters were measured by the full width half maximum (FWHM) which is the width of the point spread profile at half of its maximum. This validation process allowed us to validate the accuracy of our simulation code and also the algorithm developed to reconstruct the image. 
III. RESULT AND DISCUSSION

A. Simulated image
Image acquisition was made by using Siemens Biograph TruePoint PET, and the specification of the scanner is listed in Table 1 . The measurement was made based on the NEMA recommendation on the spatial resolution. To meet the NEMA recommendation, the random coincidences rate and dead-time losses were ensure to be smaller than 5% of the total event rate. This criterion was achieved by imaging total radioactivity of less than 10 MBq for each acquisition, as demonstrated by [17] - [18] .
The line source phantom was positioned at the center of the field of view during the measurement and simulation. Figure 6 shows the coincidence energy spectrum obtained from the simulation. Note that, this spectrum shows approximately single peak at 511 keV. This spectrum was plotted before the implementation of the Gaussian energy blurring. To imitate the real imaging condition, we therefore implemented Gaussian energy blurring to the energy bin.
B. Energy resolution
Implementation of Gaussian energy blurring to the energy bins result in a Gaussian shaped spectrum ( fig. 7 ). The energy resolution was measured by measuring the FWHM of the spectrum. This study shows that the implementation of this blurring method produced energy spectrum that is similar to the real imaging condition. Measurement shows that MCNP5 simulation of PET scanner reproduce the energy resolution as specified by the vendor, which is less than 14%.
To improve the efficiency of the program, we therefore implemented the Gaussian energy blurring to the pair coincidence data collected. This was done based on the assumption that each of the pair data energy wills either increases or decreases after the blurring. 
C. Spatial resolution
The spatial resolution of the line source was measured and simulated at the center of the field of view, by imaging / simulating the line source filled with Fluorine-18 / positron. The simulated and measured line profiles plotted through the center of the source image are shown in fig. 8 and fig. 9 respectively. For validation purpose, we compare the FWHM of the measured and simulated source image. Results show that the measured and simulated spatial resolution is in good agreement. The measured and simulated spatial resolution was 3.7980 and 3.7909 pixels respectively. The difference between the two was not greater than 0.2%. The good agreement of these results show that the PET image generated by our MCNP5 simulation code fit to the real PET imaging. IV. CONCLUSION We have presented a simple yet realistic Monte Carlo code for PET imaging simulation based on general Monte Carlo version MCNP5. This model had been validated against the experimental results obtained from the real measurement. Comparison shows that the MCNP5 code of PET scanner modeled able to generate the energy resolution of the real PET scanner imaging. In addition, comparison also shows that the spatial resolutions of the simulated and measured images are in a good agreement. Thus, this study proves that our MCNP5 code of PET scanner and also all the post-simulated programs are able to reproduce the condition of the real PET scanner imaging.
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