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ABSTRACT 
Let T be the collection of n-tuples of nonnegative integers, and S C T. In a "take- 
away game of type S with initial position t", two players, starting with an initial vec- 
tor t e T, alternately subtract elements of S, subject o the remainder being in T, 
with the winner being the first to arrive at the zero vector. (NIM is such a game, with 
S consisting of all positive integer multiples of the unit vectors.) The elements of T, 
considered as initial positions, can be classified as theoretical wins, draws, or losses 
for the first player, decomposing T into three disjoint sets, W(S), D(S), and L(S), 
respectively. Basic relationships among these sets are derived, and applied to the study 
of specific take-away games. A simple criterion for draw-free games is given, and in 
the one-dimensional c se, a nonlinear shift register can be used as a "digital computer" 
to determine the winning and losing positions. The possibility of extending this re- 
cursive analysis to the entire class of "progressive games" is discussed. 
l. INTRODUCTION 
There are several widely distributed eterministic two-person games 
which essentially consist of the two players taking turns diminishing an 
initial stock of markers, subject o various restrictions, with the player 
who removes the last marker being the winner. The example most fa- 
miliar to mathematicians is the game of NIM. An even simpler example 
is the game in which two players take turns diminishing some initial num- 
* This research was supported in part by the United States Air Force under Grant 
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ber (say 100) by integer amounts between l and 12 (or more generally, 
between 1and k), with the player who finally arrives at 0 being the winner. 
In this paper, we formulate a vector space model of all such gaines of 
"take-away," examining the set-theoretic relations between the set of 
permitted moves and the set of winning (or losing, or drawing) positions. 
In the one-dimensional case we discuss several of the more interesting 
games in detail, and arrive at a recursion relation, in general, for classi- 
fying winning vs. losing positions. This recursion can be "mechanized" 
with a simple non-linear shift register. Finally, we define a much more 
general class, called "progressive games," to which a more complex 
recursive analysis is applicable. 
2. THE VECTOR SPACE MODEL 
Let T = T,,, be the set of all n-dimensional vectors of non-negative 
integers, and let S be any non-empty subset of T. An "initial position" 
is any element of T, and two players take turns subtracting elements of S, 
with replacement, subject o the constraint that the difference vector is 
still in T (i.e., negative components are not allowed). The objective is to 
arrive at the zero vector, and the first player to achieve this is called the 
winner. Then T is a union of three disjoint sets, W(S), D(S), and L(S), 
as follows: 
W(S) contains those elements of T which, as initial positions, are 
theoretical wins for the first player. 
D(S) contains those elements of T which, as initial positions, are theo- 
retical draws. 
L(S) contains those elements of T which, as initial positions, are theo- 
retical wins for the second player. 
We call a game of this sort an "n-dimensional take-away game of 
type S". 
In the game of NIM, any element of T~ can be used as the initial posi- 
tion, where S consists of all positive integer multiples of all unit vectors 
of T,,. For the game of NIM, D(S) is empty, and there is a well-known 
procedure, based on the binary representation f the components, for 
determining whether an initial position belongs to W(S) or to L(S). 
In general, we have the following criteria for draw-free games. 
THEOREM 2.1. An n-dimensional take-away game of type S is draw- 
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free if  and only if: either (i) S ---- T,~, or (ii) [] r S, ui c S Vi, where [] 
is the zero vector, and the ui are the unit vectors of T n . 
PROOF. If S - T~, then the first player can always win on the first 
move, so there are no theoretical draws. 
If S @ Tn and []  ~ S, then let t be any element of T,~ which is not 
in S. Then t ~ D(S), which is accordingly non-empty, since other- 
wise either t~  L(S) or te  W(S). But if t~  L(S) the first player, 
facing t, could subtract []  (i.e., he could "pass"), transferring the losing 
position to the second player, contradicting t c L(S). Similarly, if 
t e W(S), there must be a "move" s for the first player, with s 6 S, 
such that t - s ~ L(S); but the second player, facing t - s (which is 
not [], since t r S), could subtract [], transferring the "loss" back to 
the first player, again a contradiction. 
Next, if one of the u~ r S, then that u~ is in D(S), since the player 
facing it is unable to move. 
On the other hand, if []  # S, but ui c S Vi, then neither player can 
"pass," and no position causes the game to stall prematurely, since as 
long as there is a positive i-th component, he move ui c S can be played. 
Q.E.D. 
Note that our viewpoint regards S as given, and considers allpossible 
initial positions in deciding whether the "game of type S" is draw-free. 
The most interesting ames are those for which the draw-free conditions 
[]  r S and u~ ~ S Vi, hold. The case S = T n is clearly of no interest. 
We may further consider [ ]  e L(S) by convention, since the player 
facing []  has just been defeated. 
THEOREM 2.2. In a draw-free game of type S, S ~/~ Tn, the following 
conditions hold: 
(i) L(S) U W(S) = T n. 
(ii) L(S) n W(S) = O. 
(iii) S ~ W(S). 
(iv) [ ]  ~ L(S) c AL(S), where AL(S) is the set of first differences 
of L(S) which are in Tn. 
(v) For t ~ T~, we have t ~ L(S) if  and only if: (t - s) e W(S) for 
all s ~ S such that (t -- s) c T,,. 
(vi) S n AL(S) : O. 
PROOF. 
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(i) follows from the emptiness of D(S). 
(ii) is true in any ease--no position is simultaneously a theoretical 
win and a theoretical loss. 
(iii) simply states that any position which is in S is an immediate win. 
(iv) repeats the remark that [ ]  e L(S), and adds L(S) c I L (S ) ,  
which is guaranteed by [ ]  e L(S). That is, any l ~ L(S) can be 
represented as (1 - ~)  c AL(S). 
(v) states that in order for t to be a losing position, every legal move s 
must leave a winning position, t s, for the other player. 
(vi) is proved by contradiction. Suppose there is an element common 
to S and to AL(S).  Then s -- l I - 12 where s e S and II, 12 ~ L(S). 
But then l~ =: 12-  s, which contradicts (v). Q.E.D. 
DEFlYITION. We call two subsets $1 and S., of T,~ game-isomorphic if:
w(s l )  w(s,,) 
D(S1) D(S2) 
L(Sl) - L(S,,) 
We are interested in the question of what can be adjoined to a set S 
without changing the demarcation line between W(S) and L(S). We 
have the following theorem: 
THEOREM 2.3. S' S U {to} is game-isomorphic to S, where S is 
of draw-free type, if  and only IJ't0 dr AL(S).  
Proof. If  to ~ AL(S),  with. L(S) - :  L(S'), and toe S', we have a 
contradiction to (vi) of Theorem 2 insofar as S' is concerned. 
If to r AL(S),  we observe that L(S')  is formed, inductively, the same 
as L(S). Specifically, T,, is partially ordered by simultaneous (compo- 
nent-by-component) inequality, with '2  at the "bottom," and [ ]  is in 
both L(S) and in L(S'). Suppose then that v is a minimal vector (with 
respect o this partial ordering) which is known to be in only one of the 
two sets L(S) and L(S'). Then, if v ~ L(S'),  we have v-  s' ~ W(S')  
for all applicable s' c S t, and W(S')  coincides with W(S) for elements 
smaller than v, so v - s ~ W(S) for all s 6 S c S'. Thus v ~ L(S')  im- 
plies v ~ L(S). Conversely, if v ~ L(S), then v -- s ~ W(S) for all sub- 
tractable s ~ S, so v -- s~ W(S'),  and it remains only to test v -- to 
to conclude that v -- s' ~ W(S')  for all s' ~ S'. The alternative is v -- to 
-= l, where I e L(S')  and consequently, since l < v, l ~ L(S). But then 
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to = ~ - l where both v and l are in L(S), contrary to the assumption 
that to $ AL(S). Q.E.D. 
The conclusions of Theorems 2 and 3 are summarized graphically 
in Figure 1. In the draw-free case, we have Tn not only as the disjoint 
W(S) L(S) 
FIGURE 1. The decompositions of T,~ in the draw-free case. 
union of W(S) and L(S), but also as the disjoint union of S* and AL(S), 
where S* is the (well-defined, by Theorem 2.3) largest extension of S 
which is game-isomorphic to S. 
NOTE: I f  $1 -~ $2 is a game isomorphism, then also $1 -~ $1 U S., ___ S.,, 
since L(S1) = L(S2) guarantees S, n AL(S2) -- 0 and $2 n AL(S,) = ~. 
Thus, game isomorphism is closed under unions, and we are led to 
S*(= Tn -- AL(S)) by Zorn's lemma, as well as directly. 
It is interesting to note that game isomorphism is not preserved under 
intersections. The following counterexample was found by F. Galvin 
of the University of California, Berkeley: If  5", = {I, 4, 5), and $2 
= {1, 3, 4, 7}, then in both cases L(S) -~ {0, 2, 8, 10 .... } with period 8. 
However, L(SI • $2)= L({1, 4})----{0, 2, 5, 7 .... } with period 5. 
Given two sets, X and Y, let X Jr Y denote the direct sum of X and Y, 
that is, the set of all sums {x + y} with x ~ X, y c Y. Then we have, 
for all draw-free games: 
THEOREM 2.4. S J rL (S )= W(S). 
PROOF. On the one hand, any element of the form s + l, with s 6 S 
and 1 ~ L, is a winning position, since there is a permitted move (" sub- 
tract s") which leaves a losing position. This gives S Jr L(S) ~ W(S). 
Conversely, if w is any winning position, there must be a move so 
such that w -- So ~ L(S); i.e., w -- So ~-- lo, so that w is of the form 
so -F Io with So ~ S and l o ~ L(S). Thus W(S) c S Jr L(S). (Q.E.D.) 
448 GOLOMB 
3. SOME ONE-DIMENSIONAL EXAMPLES 
Let T T 1 be the set of non-negative integers, and let the set S of 
"permitted moves" consist of {1, 2, 3 .... , k} Sz.. The analysis of this 
game is well-known: 
THEOREM 3.1. The one-dimensional take-away game of t3Te Sz. is draw- 
.free, with L(Sh.)~ {(k + 1)a}~ o. 
PROOV. The game is draw-free by the criterion of Theorem 1.1. We use 
induction on a to specify L(S~.), as follows: For a = 0, we have (k -+ 1)a 
-~-0 c L(S~) by convention. Suppose now that up to some ao, L(Sz.) 
consists of all multiplies (k + 1)a for 0 < a < ao, and of no other 
elements. Given any number m strictly between (k + 1)ao and (k :- 1) 
(% "- 1), there is a member s of S~. such that m -- s = (k "- 1)a0, 
which inplies m ~ W(Sz.). On the other hand, there is no member of Sz. 
which can be subtracted from (k -- 1)(ao _ 1) to yield an element of 
L(Sh.), so (k --- 1)(ao + 1) c L(Sk). Q.E.D. 
For example, if Sz. = $12, and the "starting position" is 100, then the 
(unique) winning first move is to subtract 9, yielding 91 -- (12 + 1) 9 7. 
From there on, the first player can always produce a multiple of 13 on 
his turn, while his opponent never can. Since 0 is itself a multiple of 13, 
the first player wins. 
THEOREM 3.2. Let S#' = S~: k2 R, where R is a subset of the positil~e 
integers. Then L(Sk') ~ L(Sz.) if and only if R is dis/oint from L(Sx.). 
Proof .  By Theorem 2.3, the necessary and sufficient condition is that 
R be disjoint from AL(Sh.). However, since L(Sh.) consists of the multiples 
of k + 1, /IL(S~,) L(Sk). Q.E.D. 
By virtue of this theorem, various infinite sets S are game-isomorphic 
to finite sets, leading to unexpectedly simple strategies for the corre- 
sponding games. Thus: 
(a) {1, 3, 5, 7, 9, 11, 13 .... } ~_ {1}, where L({1}) is the set of non- 
negative even integers. Hence, if all odd numbers are allowed as moves, 
an initial odd number is a win (immediately), while an even number is a 
loss. 
(b) {1, 2, 4, 8, 16, 32, 64 .... } ~ {1, 2}, where L({1,2}) isthe set of 
non-negative multiples of 3. Thus the winning strategy, when powers of 
2 are the permitted moves, is to reduce the number to a multiple of 3, 
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if possible. (It will be possible unless one is already faced with a multiple 
of 3.) 
(c) {1, 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, ...} _~ {1, 2, 3}, where 
L({I, 2, 3}) is the set of non-negative multiples of 4. Thus, when the 
primes (with 1 adjoined) are the permitted moves, one merely plays a 
modulo 4 strategy. (This game, in a multidimensional form, and with 
an analogous modulo 4 strategy, was first suggested to the author by 
C. E. Shannon.) 
The simplifying relation AL(S) -- L(S) is easily seen to hold /f and 
only if L(S) is the set of non-negative multiples of some integer; i.e., 
if and only if S _~ Sk for some k. There are some very simple sets S 
which are not of this type. For example: 
(a) If S = {1, 4}, then L(S) consists of the residue classes 0 and 2 
modulo 5, while AL(S) further contains the residue class 3 modulo 5. 
Thus, {1, 4} is game isomorphic to {1, 4, 6} and to {1, 4, 9} but not to 
{1, 3, 4} or to {1, 4, 8}, even though 3 and 8 belong to W(S). Only 
numbers congruent to either 1 or 4 modulo 5 can be adjoined to S with- 
out changing L(S). 
(b) If S = {1, 6}, then L(S) consists of the residue classes 0, 2, and 4 
modulo 7. Then AL(S) consists of the residue classes 0, 2, 3, 4, and 5 
modulo 7, so that only numbers congruent to 1 or 6 modulo 7 can be 
adjoined to S without changing L(S). 
(c) If S = {1, 3, 4}, then L(S) consists of the residue classes 0 and 2 
modulo 7. Then AL(S) consists of the residue classes 0, 2, and 5 modulo 
7, so that, up to game isomorphism, S may be enlarged by any numbers 
congruent to either 1, 3, 4, or 6 modulo 7. 
4. THE GAME OF TAKE-A-SQUARE 1 
A remarkably complex game is encountered in the one-dimensional 
case if we take the set S of permitted moves to consist of all the perfect 
squares: S = {1, 4, 9, 16, 25, 36 .... ). We can construct L(S) inductively, 
as shown in Figure 2; listing the elements of S as column headings, and 
elements of L(S) as row headings with the sums l + s of row index 
and column index entered into the corresponding positions in the 
1 Suggested by R. A. Epstein. 
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S 
L(S) 
1 4 9 16 25 36 49 64 81 100 121 144 169 196 
10 
12 
15 
17 
20 
22 
34 
39 
44 
52 
57 
62 
65 
67 
72 
85 
95 
109 
119 
124 
127 
130 
132 
137 
142 
147 
150 
170 
177 
180 
182 
187 
192 
197 
1 
3 
6 9 14 21 30 41 54 69 86 105 126 149 174 
8 11 16 23 32 43 56 71 88 107 128 151 176 
11 14 19 26 35 46 59 74 91 110 131 154 179 
13 16 21 28 37 48 61 76 93 112 133 156 181 
16 19 24 31 40 51 64 79 96 115 136 159 184 
18 21 26 33 42 53 66 81 98 117 138 161 186 
21 24 29 36 45 56 69 84 |01 120 141 164 189 
23 26 31 38 47 58 71 86 103 122 143 166 191 
35 38 43 50 59 70 83 98 115 134 155 178 
40 43 48 55 64 75 88 103 120 139 160 183 
45 48 53 60 69 80 93 108 125 144 165 188 
53 56 61 68 77 88 10t 116 133 152 173 196 
58 61 66 73 82 93 106 121 138 157 178 
63 66 71 78 87 98 111 126 143 162 183 
66 69 74 81 90 101 114 129 146 165 186 
68 71 76 83 92 103 116 131 148 167 188 
73 76 81 88 97 108 121 136 153 172 193 
86 89 94 101 110 121 134 149 166 185 
96 99 104 111 120 131 144 159 176 195 
110 1t3 1t8 125 134 145 158 173 190 
120 123 128 135 144 155 168 183 200 
125 128 133 140 149 160 173 188 
128 131 136 143 152 163 176 191 
131 134 139 146 155 166 179 194 
133 136 141 148 157 168 181 196 
138 141 146 153 162 173 186 
143 146 151 158 167 178 191 
148 151 156 163 172 183 196 
151 154 159 166 175 186 199 
171 174 179 186 195 
178 181 186 193 
181 184 189 196 
183 186 191 198 
188 191 196 
193 196 
198 
4 9 16 25 36 49 64 81 100 121 144 169 196 
6 11 18 27 38 51 66 83 102 123 146 171 198 
F~Gu~te 2. The table of S, L(S), and W(S) for the game of Take-a-Square. 
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table. Starting with the fact that 0 e L(S), we form the first row 
of sums, all of which lie in W(S), since the direct sum S 4-L(S) 
W(S), by Theorem 2.4. That is, every w ~ W(S) has at least one re- 
presentation i the form w ~ s § l with s 6 S and l ~ L(S). The lowest 
number which has not yet appeared (in this case, 2) becomes the next 
element of L(S), and the process is iterated. In Figure 2, we classify the 
integers up to 200 into L(S) and W(S). 
I f  the game is started at the number 200, we see from Figure 2 that 
200 ~ W(S). In fact, 200 has a unique representation as a sum of the 
form s § l, namely, 200 = 81 § 119. Hence there is a unique winning 
first move, namely, to subtract 81, leaving 119. On the other hand, if 
the first player (incorrectly) subtracts 9, leaving 191, we find five dif- 
ferent replies from Figure 2, each of which is a win for the second player 
since 19l occurs in five different columns. (The column headings, which 
are the possible correct moves, are 4, 9, 49, 64 and 169.) 
The behavior of L(S) is very difficult to characterize in this case, 
except recursively. Other polynomial functions, such as the perfect cubes, 
or the set of "triangular numbers," also lead to very irregularly distri- 
buted sequences L(S). For S---- {the perfect squares}, the sequence 
L(S) thins out, but does not terminate, as we shall see in Theorem 4.1. 
The distribution of L(S) modulo 5 (or modulo 10) is quite remarkable, 
with all residue classes represented, but with extremely disparate fre- 
quencies. Up to 20,000, the set L(S) contains 910 members, of which 
there is only one representative each in the residue classes 1 and 6 mo- 
dulo 10, namely 13351 and 11356. A detailed study of the properties of 
L(S) may well be as difficult as the study of the distribution of the prime 
numbers. 
As to whether L(S) can be a finite set, we have the following result 
for draw-free sets S: 
THEOREM 4.1. I f  S, as a subset of the integers, contains arbitrarily large 
gaps, then L(S) is infinite. 
PROOF. We prove this result by contradiction. Suppose L(S) is finite, 
with some largest member 2. Then find a gap in the S-sequence which 
exceeds 2 + 1, so that sk+l -- sk > 2 Jr 1. Then Sk+ 1 - -  1 > 2 -? sk ~ 2, 
but sh.+l -- 1 cannot be a winning position, since sk -- 1 -- s > 2 for all 
s ~ S which leave a non-negative remainder. That is, any permitted 
move from s~.~l -- 1 leaves a winning position (all numbers :> ;t are 
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winning positions by assumption) which makes sl..=~ - 1 a losing posi- 
tion larger than 2. This contradicts the choice of 2. Q.E.D. 
It is possible to find a set S such that every dement of W(S) has a 
unique representation f the form s ~ I, with s e S and l ~ L(S). More- 
over, this can be done when S and L(S) are both infinite, and where S 
and L(S) have basically the same density. The example is as follows: 
S = {1, 4, 5, 16, 17, 20, 21, 64, 65, 68, 69, 80, 81, 84, 85, 256, ...} 
L(S)--: {0, 2, 8, 10, 32, 34, 40, 42, 128, 130, 136, 138, 160, 162, 168, 
170, 512, ...} 
Here S contains all sums of distinct even powers of 2 (hence, sums of 
distinct powers of 4), while L(S) contains all sums of distinct odd pow- 
ers of 2, with 0 adjoined. (The doubles of the S terms are in L(S).) 
Since every integer has a unique binary representation, we can separate 
every integer uniquely into its "even bits" plus its "odd bits," that is, 
into s + l, with l = 0 if and only if the integer is already in S. This si- 
tuation is illustrated symbolically in Figure 3. 
If S and L(S) are to have equal density, and if W(S) is to arise "u- 
niquely" from S 4- L(S), then up to any fixed magnitude x, both the S 
sequence and the L(S) sequence should have approximately~/x terms, 
L(S) -- {0} 
S 
w(s) - s 
(without repetition) 
FIGURE 3. Decomposition when S + L(S)~ W(S) without redundancy. 
to gives rise to ~/x  ~/x  = x distinct sums. The requirement that 
S 4-L(S)  generate W(S) without repetition can be rephrased as the 
condition that winning moves are unique whenever they exist. 
5. THE SHIFT REGISTER MODEL 
In Figure 4, we see a binary shift register, with taps from all the cells 
with position numbers belonging to the set S, leading into a NOR gate. 
The output of this gate is fed back to the first cell of the register. The 
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I 2 5 4 5 ~5 . . . .  
FICURE 4. Shift register generator for the characteristic function of L(S). 
register may be finite or infinite in length, depending on the cardinal ity 
of  S. 
At  t ime t = - 1, we start the register in the ALL  ZERO state. The 
NOR gate, receiving all zeros, computes a 1, which enters the first cell 
at t ime t = 0, while the other cells receive O's by the shifting process. 
We continue the computat ion for t = 1, t ---- 2, etc., and examine the 
sequence of terms in the first cell as a function of  t. 
I 2 3 4 t State  
- I  0 0 0 
0 I O0  
I 0 I 0 
2 I 0 I 
3 0 1 0 
4 0 0 1 
5 I 0 0 
6 0 I 0 
7 I 0 I 
8 0 I 0 
9 0 0 I 
I0 I 0 0 
0 
0 
0 
0 
I 
0 
I 
0 
0 
I 
0 
I 
FIGURE 5. Shift register model when S = (1, 4}. 
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THEOREM 5.1. in the shift register model of Figure 4, n c L(S) if and 
only if, at time t = n, the first cell contains a 1. (Hence, the state se- 
quence {a,,} of the first cell is the characteristic function of L(S),  with 
a,~ = 1 for n ~ L(S)  and a~, = 0 for n ~ W(S).) 
PROOF. Let "1 " correspond to losing, and "0" to winning. We have 
already observed that ao -- 1, corresponding to 0 ~ L(S). We proceed 
recursively, with 
a,, 11 o .. . .  
where the bar denotes complementation. Thus, a,, 0 unless a,,_~ = 0 
for all s ~ S. This corresponds precisely to the rule that n e W(S) unless 
n - s c W(S) for all s 6 S such that n - s ~ 0. (If n - s is negative, 
a .... = 0 by the initial "all zeros" condition, and thus 6,,_~ = 1 has no 
effect on the computation of a,, .) Q.E.D. 
EXAMPLES. 
(a) If S = {1, 4}, the appropriate shift register model is that of Figure 
5. We see in the state table that the same state exists at t = 6 as at t = 1, 
giving a periodicity of 6 - 1 k_ 5 to the states, and thus to L(S).  Looking 
at the first column in the state table, we see that n ~ L(S) if and only 
if n 0, 2 (rood 5). 
From the general theory of non-linear shift registers [1] we know that 
the state table will be ultimately periodic, if S is finite, with perhaps a 
"lead-in" of length a and a period of fl, with a § fl < 2 m, where m is 
the largest element of S. I f  S is infinite, of course, no such periodicity 
can be expected. 
(b) If S = {1, 4, 9, 16, 25 .... } is the set of perfect squares, the situa- 
tion can be diagrammed as in Figure 6. The boldface positions are the 
only ones which enter into the feedback computation. Hence we are 
justified in carrying the computation through t = 35, using only 25 
cells, since the next feedback cell is number 36. It is quite likely that 
this method of calculating L(S)  is the easiest o implement, in general, 
using digital equipment. 
6. COMPOSITION OF GAMES 
Suppose we have a vectorial game of take-away, in which the permitted 
moves are restricted to subtracting an element of the set Si (a subset 
of the positive integers) from component i, with only one component 
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TIME [ 
--1 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
2O 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
POSITIONS 
56789 
0 
1 0 
0 10  
I 010 
0 101  0 
0 010  10  
1 001 010 
0 100  1010 
1 010 01010 
0 101  00101 
0 010  10010 
1 001  01001 
0 100  10100 
1 010 01010 
0 101  00101 
0 010  10010 
1 001 01001 
0 100  10100 
1 010 01010 
0 101  00101 
b 010  10010 
1 001  01001 
0 100  10100 
1 010  01010 
0 101  00101 
0 010  10010 
0 001  01001 
0 000  10100 
0 000  01010 
0 000  00101 
0 000  00010 
0 000  00001 
0 O00 i  00000 
0 O00 j  00000 
0 00000000 
1 000 00000 
00000 
10111213141516 
0 
10 
010 
1010 
01010 
001010 
1 0 0 1 0 1 0  
0 1 0 0 1 0 1  
1 0 1 0 0 1 0  
0 1 0 1 0 0 1  
0 0 1 0 1 0 0  
1 0 0 1 0 1 0  
0 1 0 0 1 0 1  
1 0 1 0 0 1 0  
0 1 0 1 0 0 1  
0 0 1 0 1 0 0  
1 0 0 1 0 1 0  
0 1 0 0 1 0 1  
1 0 1 0 0 1 0  
0 1 0 1 0 0 1  
0 0 1 0 1 0 0  
1 0 0 1 0 1 0  
0 1 0 0 1 0 1  
1 0 1 0 0 1 0  
0 1 0 1 0 0 1  
0 0 1 0 1 0 0  
0 0 0 1 0 1 0  
0 0 0 0 1 0 1  
171819202122232425 
0 
I0  
010  
1010 
01010 
001010 
1 0 0 1 0 1 0  
0 1 0 0 1 0 1 0  
1 0 1 0 0 1 0 1 0  
0 1 0 1 0 0 1 0 1  
0 0 1 0 1 0 0 1 0  
1 0 0 1 0 1 0 0 1  
0 1 0 0 1 0 1 0 0  
1 0 1 0 0 1 0 1 0  
0 1 0 1 0 0 1 0 1  
0 0 1 0 1 0 0 1 0  
1 0 0 1 0 1 0 0 1  
0 1 0 0 1 0 1 0 0  
1 0 1 0 0 1 0 1 0  
0 1 0 1 0 0 1 0 1  
0 0 1 0 1 0 0 1 0  
FIGURE 6. Computation of L(S) through 35, where S is the set of perfect squares. 
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being affected per move. Here the S~'s may be the same or different for 
the various columns. This situation was analyzed by Grundy [2], who 
reduced the problem to a N1M strategy superimposed on the strategies 
of the individual component games. That is, it is the one-dimensional 
cases which have presented the most difficulty, in that the composition 
of them in itself is straightforward. Hence it is to the one-dimensional 
cases that this paper is primarily directed. 
To illustrate Groundy's method in a special case, suppose we play 
NIM with the restriction that a prime (or 1) be removed from a column 
on each move. We have seen that, for the one-dimensional version of 
this game, it suffices to play a modulo 4 strategy. Hence, in the multi- 
dimensional case, we write out the numbers in each column in binary, 
and reduce rood 4; i.e., we worry only about the two "least significant" 
bits in each column size, and play to make these last two bits satisfy the 
NIM parity check condition. Thus, faced with 8, 11, 18, the binary re- 
presentations are: 
1 0 0 0 
1 0 1 1 
1 0 0 l 0 
of which we retain only the: 
0 0 
1 1 
1 0 
We may play either 3 or 7 from the 8 pile, to yield 
0 1 
1 1 
1 0 
or either 1 or 5 from the 11 pile, to yield 
0 0 
1 0 
1 0 
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or either 3 or 7 or 11 from the 18 pile, to yield 
0 0 
1 1 
1 1 
These seven are winning moves, all others are losing. For further details, 
the reader is referred to Grundy's papers [2, 3]. 
7. PROGRESSIVE GAMES 
Any game which involves the irreversible depletion of certain finite 
initial resources or territory lends itself to a form of recursive analysis. 
This includes games like tic-tac-toe and hex and dots and pentominoes, 
as well as N IM and other pure take-away games. It is possible to include 
all possible positions in a finite sequence by a suitable construct. 
Thus, ordinary 3 x 3 tic-tac-toe can be regarded as containing nine 
ternary coefficients (0 = 0, X = 1, blank = 2) for the first nine powers 
of 3 (3 o through 3s), leading to positions numbered from 0 to 39 - -  1 
(including many "impossible" positions). Starting with the position 
numbered 0, we run through all 39 possibilities, recognizing a terminal 
position whenever we encounter one, and awarding it 1, 0, or 89 for loss, 
win, or draw, respectively; and for other positions (non-terminal), we 
look at all its possible immediate successor positions (all numbered 
lower, in our scheme), and evaluate the position an by: 
an = min (1 -  an-~) 
S~S n 
where Sn is the set of permitted next moves from position n. Thus, in 
addition to a ternary shift register, we need a terminal-position-recogniz- 
er, and a next-move-spotter. Finally, when n = 3 9 - 1, an is the theoret- 
ical value of the empty board ("all blanks"), which is of course the 
answer to whether the game is theoretically a win, loss, or draw. While 
this could be dismissed as merely an application of dynamic program- 
ming, the point is that there is some hope of using simple shift register 
devices to analyze games as complex as those mentioned. Games like 
chess, in which positions can recur, and "earlier" or "later" cannot be 
ascertained with certainty in all cases without the history of the game, 
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are generally beyond the scope of these techniques. However, by the arti- 
fice of adjoining the move number to the position, chess and similar 
games become technically "progressive," though still far beyond the 
reach of practical recursive analysis. 
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