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Abstract
In this letter we study (2+1)–dimensional QED. The first part contains the
computation of the flavor symmetry–breaking condensate and its relation to
the trace of the energy–momentum tensor, while the second part is concerned
with the computation of the effective action allowing for non-constant static
external magnetic fields. We do not find that space derivatives in the magnetic
field lower the energy of the ground state as compared to a constant field
configuration.
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I. INTRODUCTION
During the last few years flavor symmetry–breaking in (2+1)–dimensional QED has been
at the center of interest for many authors. For example, Gusynin et al. [1] have demonstrated
that uniform magnetic background fields act as a catalyst for dynamical flavor symmetry–
breaking in 2+1 dimensions. Others [2] have looked at the impact of static inhomogeneous
magnetic field configurations on the ground state of QED2+1.
The problems attacked in the present work are quite similar; the methods employed,
however, and the results obtained are somewhat different. In particular the results in the
last chapter are in contradiction to the findings of previous works. We also want to work
out some similarities and differences between QED2+1 and the real world of QED3+1. This
is done in section II. In section III we are mainly concerned with the QED2+1 vacuum
structure and its (in-)stability with respect to non-constant magnetic fields. Our results are
then summarized in section IV.
II. FERMI–CONDENSATE AND TRACE OF THE ENERGY–MOMENTUM
TENSOR IN QED3+1 AND QED2+1
Consider the Lagrangian of QED3+1:
L = −ψ¯
[
m+ γ
(
1
i
∂ − eA
)]
ψ . (1)
When we take the derivative of the generating functional,
Z = eiW =
∫
DψDψ¯DA e−i
∫
d4x ψ¯
[
m+γ
(
1
i
∂−eA
)]
ψ
,
i.e.,
∂ lnZ
∂m
=
1
Z
∂Z
∂m
=
−i
Z
∫
DψDψ¯DA
(∫
d4x ψ¯(x)ψ(x)
)
e−i
∫
ψ¯[%]ψ
= −i
∫
d4x 〈ψ¯(x)ψ(x)〉
2
or with lnZ = iW : −∂W
∂m
=
∫
d4x〈ψ¯(x)ψ(x)〉 , we obtain
〈ψ¯ψ〉 = −∂L
(1)
∂m
. (2)
Here we introduced the one–loop effective Lagrangian L(1) via
W (1) =
∫
d4xL(1)(x) .
When we employ the Green’s function
G(x, x′|A) = i〈T (ψ(x)ψ¯(x′))〉 ,
we can produce the following useful equalities:
∂L(1)(x)
∂m
= −i trG(x, x|A) = −〈ψ¯(x)ψ(x)〉 . (3)
A variant of the above procedure implies for the trace of the energy–momentum tensor
〈Θµ µ(x)〉 = −im trG(x, x|A) = m∂L
(1)(x)
∂m
= −m〈ψ¯(x)ψ(x)〉 . (4)
With the aid of Schwinger’s proper–time technique [3] we find for a constant magnetic field
configuration, B = B3 = const. :
〈Θµ µ〉(B) = eBm
2
4π2
∞∫
0
dz
z2
e−
m2
eB
z
[
z coth z − 1− 1
3
z2
]
. (5)
After performing the integration, we get [4]
〈Θµ µ〉(B) = − e
2B2
12π2
− m
4
4π2
ln
m2
2eB
+
eBm2
4π2
ln
m2
2eB
+
m4
4π2
+
eBm2
2π2
[
ln Γ
(
m2
2eB
)
− 1
2
ln 2π
]
.
(6)
We can also identify
〈ψ¯ψ〉(B) = m
3
4π2
ln
m2
2eB
− eBm
4π2
ln
m2
2eB
− m
3
4π2
−eBm
2π2
[
ln Γ
(
m2
2eB
)
− 1
2
ln 2π
]
. (7)
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As a consistency check with Schwinger’s formula for pair production [3], we obtain
Im〈Θµ µ〉(E) = m ∂
∂m
ImL(1)(E) = −m
2eE
4π2
∞∑
n=1
e−
pim2
eE
n
n
. (8)
Now we turn to a parity–invariant model of (2+1)–dimensional QED with two flavors (±).
The dynamics is contained in the Lagrangian [5]
− ψ¯[m + γ
(
1
i
∂ − eA
)
]ψ = L = ∑
λ=±
Lλ
= − ∑
λ=±
ψ¯λ
[
λm+ γ
(
1
i
∂ − eA
)]
ψλ . (9)
On the left-hand side ψ is a four–component spinor and the γ’s are 4×4 matrices whereas the
ψ± are two–component spinors and the γ’s on the right-hand side are 2×2 (Pauli–)matrices.
We are working in 3–space with x = (x0, x1, x2) and g = diag (−1, 1, 1) .
The fermion condensate can be written as
W (x;m) ≡ 〈ψ¯(x)ψ(x)〉 = ∑
λ=±
〈ψ¯λ(x)ψλ(x)〉λ
=
∑
λ=±
λWλ(x;m) , W−(x;m) = W+(x;−m)
=
∑
λ=±
λW+(x;λm) = W+(x;m)−W+(x;−m) , (10)
W (x;−m) = −W (x;m) .
We are interested in the condensate described by the parity–invariant Lagrangian (9):
〈ψ¯(x)ψ(x)〉 = 〈ψ†(x)γ04×4ψ(x)〉 ,
γ04×4 =

 γ
0
2×2 0
0 −γ02×2

 . (11)
Changing the sign of γ02×2 = σ3 corresponds to changing the sign of m. For the moment we
choose m > 0; but there will be a sgn(m) factor later on.
Earlier in this section we derived the relation
〈ψ¯(x)ψ(x)〉 = i trG(x, x|A) = i tr
∫ d3k
(2π)3
G(k)
4
= − 1
(2π)3
∫
d3k
∞∫
0
ds e
{
−is
[
m2−k0
2
+ tan z
z
k2
⊥
]}
×tr
[
eiσ3z
cos z
(
m+ γ0k0 − e
−iσ3z
cos z
(γ · k)⊥
)]
z = eBs . (12)
Here we employed formula (2.47) of ref. [6]. The momentum integral and the traces can
readily be done with the intermediate result
〈ψ¯ψ〉 = −
∞∫
0
ds
8(πs)
3
2
4m(eBs) cot(eBs)e−i(m
2s+
pi
4 ) . (13)
To have a convergent expression on the right-hand side we need one subtraction which
changes (13) into (s = −it):
〈ψ¯ψ〉(B) = − m
2π
3
2
∞∫
0
dt e−m
2tt−
1
2
[
eB coth(eBt)− 1
t
]
. (14)
At this stage we need the value of the two integrals which after dimensional regularisation
yield
I1 =
∞∫
0
dt e−m
2tt−
1
2 (eB) coth(eBt)
=
√
eB
√
π
[√
2 ζ
(
1
2
, m
2
2eB
)
−
√
eB
m
]
,
I2 =
∞∫
0
dt e−m
2tt−
3
2 = 2
√
πm .
The use of these integrals produces
〈ψ¯ψ〉(B) = − 1
2π
[
m
√
2eB ζ
(
1
2
, 1 + m
2
2eB
)
+ eB − 2m2
]
. (15)
This result should be read side by side with formula (7).
We observe that for m > 0 and (eB) > 0 we obtain
lim
m→0+
〈ψ¯ψ〉(B) = −eB
2π
(16)
and more generally
5
lim
m→0+
〈ψ¯ψ〉(B) = −sgn(m)eB
2π
. (17)
Note that in 3+1 dimensions we would have obtained 〈ψ¯ψ〉 ∝ m lnm = 0 as m → 0, i.e.,
there is no spontaneous flavor symmetry breaking in QED3+1. Employing equation (4) we
can make contact with the trace of the energy–momentum tensor in QED2+1:
〈Θµ µ〉 = −m〈ψ¯ψ〉
=
1
2π
[
m2
√
2eB ζ
(
1
2
, 1 + m
2
2eB
)
+meB − 2m3
]
.
(18)
Unlike the result in 4–dimensional QED [4],
lim
m→0
〈Θµ µ〉(4) = − 1
12π2
e2B2 = −2α
3π
1
4
FµνF
µν
there is no trace-anomaly in 3–dimensional QED:
lim
m→0
〈Θµ µ〉 = 0 , (19)
as it should.
Incidentally, the formula for the pair production rate in QED2+1, which should be read
together with expression (8), is given by
2ImL(1)(E) = 1
4π2
(eE)
3
2
∞∑
n=1
e−
pim2
eE
n
n
3
2
. (20)
III. QED2+1 FOR NON-CONSTANT FIELDS
We now turn to a disussion of external inhomogeneous electromagnetic fields interacting
with massive fermions and begin by introducing the HamiltonianD/ 2 which acts in a fictitious
quantum mechanical Hilbert space and whose coordinate representation is given by
〈x|H|y〉 = (D/ 2x)δ(x− y) , D/x = γµ(∂µx − ieAµ(x)) . (21)
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We are working in Euclidean space and the γ–matrices are the above-mentioned 2×2 matrices
γ2×2. The time developement in this 3–dimensional space is governed by the operator
K(t) = e−Ht , t > 0 . (22)
The well-known relation between the kernel K(t) and the Green’s function G is stated in
G =
∞∫
0
dt e−m
2tK(t) =
∞∫
0
dt e−(H+m
2)t
=
1
D/ 2 +m2
. (23)
We will be interested in the matrix element
K(x, y; t) = 〈x, t|y, 0〉 = 〈x|e−Ht|y〉 (24)
which satisfies the diffusion equation
(
∂
∂t
+D/ 2x
)
K(x, y; t) = 0 (25)
with K(x, y; 0) = 〈x|y〉 = δ(x− y).
Introducing Πµ = pµ − eAµ and pµ = −i∂µ we can rewrite the Hamiltonian in the form
(σµν =
i
2
[γµ, γν])
H = D/ 2 = −(γΠ)2 = ΠµΠµ − e2σµνFµν
or H = −∂µ∂µ + ie(∂µAµ) + ieAµ∂µ
+e2AµAµ − e2σµνFµν .
When this Hamiltonian is substituted into (25) we find for the diffusion equation in QED3
(
−∂2 + 2ieAµ∂µ +X + ∂
∂t
)
K(x, y; t) = 0 , (26)
with X = ie∂µAµ + e
2AµAµ − e2σµνFµν .
For vanishing fields equation (26) can easily be solved by
K0(x, y; t) =
1
(4πt)
3
2
e−
(x−y)2
4t . (27)
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For non-vanishing fields we try to solve (26) by the ansatz
K(x, y; t) =
1
(4πt)
3
2
e−
(x−y)2
4t
∞∑
k=0
ak(x, y) t
k . (28)
This expression, when inserted in (26), yields the following recursion relation for the coeffi-
cients ak:
k = 0 : (x− y)µDµ a0(x, y) = 0
k ≥ 0 :
(
D2 + e
2
σF
)
ak(x, y)
= (k + 1)ak+1(x, y)
+(x− y)µ(∂µ − ieAµ)ak+1(x, y) .
These recursion relations are formally the same as the ones that one encounters in QED4 [7].
Furthermore, from our experience with constant field configurations we decompose K(x, y; t)
into a gauge independent factor and the counter-gauge factor
Φ(x, y) = exp

ie
x∫
y
dξµAµ(ξ)

 ,
which allows us to separate off the gauge dependence from the coefficients ak by writing
ak(x, y) = Φ(x, y) fk(x, y) .
Now we take over the known results from QED4 [7] and so obtain ([fk](x) = limy→x fk(x, y))
[f0](x) = 1 , [f1](x) =
e
2
σF ,
[f2](x) =
e2
12
F 2 + e
12
σF ,µµ + 1
2
[
e
2
σF
]2
, (29)
[f3](x) =
1
3!
[
e
2
σF
]3
+ e
2
σF
[
e
12
σF ,µµ + e
2
12
F 2
]
+ e
2
48
σF ,µσF ,µ + e
120
σF ,µµνν − e2
30
F αβF αβ,µµ
− e2
45
(F ,µ)2 − e2
180
F αµ,µF αν,ν , (30)
where σF = σαβF αβ , F 2 = F αβF βα ,
(F ,µ)2 = F αβ,µF αβ,µ andF αβ,λ =
∂
∂xλ
F αβ .
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These [fk](x) contain contributions with and without space derivatives. Hence, it is only
natural to write
∞∑
k=0
[fk] t
k = (1 + b1(x) t+ b2(x) t
2 + . . .)
∞∑
k=0
[f ck ](x) t
k . (31)
The coefficients [f ck ] depend on non-constant fields in the same manner as they would on
constant fields. The bi(x) represent corrections for non-constant fields. According to (29)
and (30) the terms without derivatives are given by
[f c1 ] =
e
2
σF , [f c2 ] =
e2
12
F 2 + 1
2
[
e
2
σF
]2
,
[f c3 ] =
1
3!
[
e
2
σF
]3
+ e
2
σF e
2
12
F 2 . (32)
Substituting the results of (32),(29) and (30) into (31) produces
b1(x) = 0 , b2(x) =
e
12
σF ,µµ
b3(x) =
e2
48
σF ,µ σF ,µ + e
120
σF ,µµνν (33)
− e2
30
F αβF αβ,µµ − e2
45
(F ,µ)2 − e2
180
F αµ,µF αν,ν .
The series in (31) containing the form of the constant field contributions can be summed up
into the well-known result [3]
Kc(x, y; t) = 1
(4pit)
3
2
Φ(x, y) exp
{
e
2
σFt
}
(34)
× exp
{
−1
2
tr ln
(
sin(eF t)
eF t
)}
× exp
{
−1
4
(x− y)eF cot(eF t)(x− y)
}
.
In the limiting case x→ y we then obtain for non-constant fields:
K(x, x; t) = 1
(4pit)
3
2
exp
{
e
2
σFt− 1
2
tr ln
(
sin(eF t)
eF t
)}
×
[
1 + e
12
σF ,µµt2 +
(
e2
48
σF ,µσF ,µ (35)
+ e
120
σF ,µµνν − e2
30
F αβF αβ,µµ − e2
45
(F ,µ)2
− e2
180
F αν,µF αν,ν
)
t3 + . . .
]
.
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Finally we arrive at the (Euclidean) one–loop effective action for non-constant field config-
urations (F ∗µ =
1
2
ǫµνρFνρ):
W (1) =
∫
d3xL(1)(x)
=
1
2
∫
d3x
∞∫
0
dt
t
e−m
2tTr[K(x, x; t) + c.t.] (36)
where
Tr[K(x, x; t) + c.t.] (37)
= 1
(4pit)
3
2
trγ
{(
eF ∗t coth(eF ∗t) + e
2
σFt
)
×
[
1 + e
12
σF ,µµt2 +
(
e2
48
σF ,µσF ,µ + e
120
σF ,µµνν
− e2
30
F αβF αβ,µµ − e2
45
(F ,µ)2 − e2
180
F αµ,µF αν,ν
)
t3
]}
.
Deviating from QED4 we now need the following trace identities valid for QED3 only:
trγ1 = 2 , tr σ
µν = 0 , tr σµνσλσ = 2(δµλδνσ − δµσδνλ) ,
trσµνσλσσρκ = 2i(ǫµνρǫλσκ − ǫµνκǫλσρ) .
Performing the various trace operations in (37) we finally end up with
W (1) =
1
16π
3
2
∞∫
0
dt
t
5
2
e−m
2t
∫
d3x
{
2(eF ∗t coth(eF ∗t)− 1)
+ e
2
15
eF ∗t coth eF ∗t
(
7
12
F αβ,µF αβ,µ − F αβF αβ,µµ
−1
6
F αµ,µF αν,ν
)
t3 + e
2
6
F λσF λσ,µµt3
+ e
2
60
F λσF λσ,µµννt4
}
. (38)
Note that all terms on the right-hand side yield finite contributions.
In the sequel we will mostly be interested in non-constant (static) external magnetic
fields:
F 12 = B , F ∗ = B > 0 . (39)
Then the first term in the curly brackets of (38) yields the well-known form for the effective
Lagrangian in QED3 for constant B fields [8]:
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L(1)eff =
√
2
2π
(eB)
3
2 ζ
(
−1
2
, m
2
2eB
)
− meB
4π
. (40)
The correction terms for non-constant B fields that follow from (38) are contained in three
contributions:
L(1)A,eff =
1
16π
3
2
e2
15
Q
∞∫
0
dt
√
t(eBt) coth(eBt) e−m
2t , (41)
where
Q =
(
7
12
F αβ,µF αβ,µ − F αβF αβ,µµ − 1
6
F αµ,µF αν,ν
)
=
(
7
6
∂µB∂µB −B∂2B − 1
6
∂jB∂jB
)
, j = 1, 2 . (42)
The value of the integral occurring in (41) turns out to be
1
(eB)
3
2
3
√
π
4

 1
2
√
2
ζ
(
5
2
, m
2
2eB
)
−
(
eB
m2
) 5
2

 .
Hence we obtain
L(1)A,eff =
√
e
320π
Q
B
3
2

 1
2
√
2
ζ
(
5
2
, 1 + m
2
2eB
)
+
(
eB
m2
) 5
2

 . (43)
The last two terms in (38) contribute
L(1)B,eff =
1
16π
3
2
e2
6
F λσF λσ,µµ
∞∫
0
dt
√
t e−m
2t
=
1
96π
e2
|m|3 (B∂
2B) , (44)
L(1)C,eff =
1
16π
3
2
e2
60
F λσF λσ,µµνν
∞∫
0
dt t
3
2 e−m
2t
=
1
640π
e2
|m|5 (B∂
2∂2B) . (45)
Finally we come to the limiting case of vanishing fermion masses (m → 0). Let us regard
the convergent terms of (40) and (43) first:
L(1)eff = −
1
4
√
2π2
(eB)
3
2 ζ
(
3
2
)
, (46)
L(1)A,eff =
1
4
√
2π2
π
160
√
eQ
B
3
2
ζ
(
5
2
)
. (47)
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Now, for static inhomogeneous B fields we have
Q = ∂jB∂jB − 2B∂2B (48)
so that
− 1
B
3
2
2B∂2B = 2∂µ
(
1
B
1
2
)
∂µB = −∂
jB∂jB
B
3
2
(49)
which exactly cancels the first term in (48). Hence in the limitm→ 0 there are no corrections
to the one–loop effective Lagrangian that arise from the inhomogeneity of the static B field.
There remains the problem with the diverging (m → 0) contributions contained in
(43),(44) and (45). These can be made to vanish by formulating QED2+1 in a parity–
invariant manner by adding another flavor degree of freedom as done in section 2. The
result is a model with four-component spinors ψ, which is equivalent to a theory describing
two species of two-component spinors ψ±, one with mass +m and the other with mass −m.
So far we chose m to be positive. In our new extended version of QED2+1 we now encounter
the mass term
−mψ¯ψ = −mψ†γ04×4ψ = −mψ†+γ02×2ψ+ +mψ†−γ02×2ψ−
where we used γµ4×4 =

 γ
µ
2×2 0
0 −γµ2×2

 and γ02×2 = σ3.
The terms in the effective Lagrangian that remain finite (after taking the limit m → 0)
carry the same sign. The others, however, that vanish or are singular for m→ 0 have their
origin in the mass term of the original Lagrangian and thus contain different signs for the
two different two-component fermion fields. Since they have the same modulus they cancel
each other.
IV. CONCLUSION
In the first half of this paper we studied the Fermi condensate in QED2+1. We showed
that the flavor condensate is non-zero as the fermion mass goes to zero. This is a specific
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(2+1)–dimensional phenomenon since there is no spontaneous symmetry breaking in ordi-
nary QED3+1. We also compared the trace anomaly of the energy–momentum tensor and
the electron–positron pair production rate in both theories.
In the second half we employed the heat kernel expansion to determine the Seeley co-
efficients that are necessary to calculate the effective action of QED2+1. We investigated
the QED2+1 ground state by allowing the static external magnetic field to become space
dependent. Contrary to the result of reference [2] we find that the ground state probed in
one-loop approximation is not shifted towards a lower value by the presence of an inhomo-
geneous static magnetic field – for m → 0. Our calculations do not exhibit an instability
of the uniform magnetic field state towards a more disordered state with inhomogeneous
magnetic fields. Although we believe that the stable QED2+1 ground state tested with an
external constant magnetic field is only an intermediate step on the way to the true ground
state, we do not find – to one–loop order – that space inhomogeneities in the magnetic field
change the situation.
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