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STABILITY OF THE LAUGHLIN PHASE AGAINST LONG-RANGE
INTERACTIONS
ALESSANDRO OLGIATI AND NICOLAS ROUGERIE
Abstract. A natural, “perturbative”, problem in the modelization of the fractional quan-
tum Hall effect is to minimize a classical energy functional within a variational set based on
Laughlin’s wave-function. We prove that, for small enough pair interactions, and asymp-
totically for large particle numbers, a minimizer can always be looked for in the particular
form of uncorrelated quasi-holes superimposed to Laughlin’s wave-function.
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2. Setting and theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1. Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2. Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3. Sketch of proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3. Solid-phase minimizers of the flocking problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.1. Existence of minimizers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2. Solid phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3. Slightly perturbed problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4. Energy lower bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5. Energy upper bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6. Convergence of densities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
6.1. The Hewitt-Savage and Diaconis-Freedman Theorems . . . . . . . . . . . . . . . . . . . . . . 29
6.2. Energy estimates on the support of the limit measure . . . . . . . . . . . . . . . . . . . . . . 30
6.3. Incompressibility estimate for the limit measure and proof of Theorem 2.4 . 32
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1. Introduction
The fractional quantum Hall effect (FQHE) occurs when a gas of interacting electrons
is confined to two space dimensions and subjected to a strong external magnetic field,
perpendicular to the confinement plane [14, 11, 12, 41, 17]. Under these conditions, the Hall
resistance exhibits a quantized behavior by forming a series of plateaus in correspondence
Date: February, 2020.
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to particular rational values of the filling factor1
ν =
hc
e0
ρ
B
.
While the integer quantum Hall effect (IQHE, integer values of the filling factor) can, in first
approximation, be understood in terms of non-interacting electrons, the origin of the FQHE
(special fractional values of the filling factor) lies in inter-particle interactions. It was first
recognized by Laughlin [15, 16] that the origin of the FQHE is a very remarkable strongly
correlated phase that the gas exhibits in its ground state, for certain special values of ν.
It was then proposed, and later confirmed experimentally [38, 6, 26] that within this phase
the gas presents quasiparticle excitations with fractional charge. They are also believed to
have fractional statistics [1, 25].
At the basis of our theoretical understanding of the FQHE is Laughlin’s wave-function
which, for a system with filling factor ν = 1/ℓ with ℓ ∈ N, and subjected to an external
magnetic field B, reads
ΨLau(z1, . . . , zN ) = cLau
∏
i<j
(zi − zj)ℓe−B
∑N
i=1 |zi|2/4. (1.1)
The variables z1, . . . zN are complex coordinates of N particles in R
2, which is here identified
with the complex plane, and cLau is a L
2-normalization factor. ΨLau was proposed as a
variational trial wave function for the ground state of the many-body Hamiltonian2
HQMN =
N∑
j=1
[(
−i∇xj −
B
2
x⊥j
)2
+ V (xj)
]
+ λ
∑
i<j
W (xi − xj) (1.2)
acting on the Hilbert space L2(R2N ). Our assumptions on the external (describing trapping
and/or the effect of impurities in the sample) potential V : R2 → R and on the interaction
W : R2 → R will be specified later, together with the role of the coupling constant λ > 0.
The argument leading to (1.1) is based on the following two requirements:
• For a very strong external magnetic field B, the leading scale is the magnetic kinetic
energy. Hence, it is energetically convenient for each particle to occupy the lowest
Landau level (LLL), i.e. the ground eigenspace of the magnetic Laplacian. This
allows to restrict the action of HQMN from L
2(R2N ) to
⊗N
H where
H =
{
ψ(z) = f(z)e−B|z|
2/4 ∈ L2(R2) | f analytic}. (1.3)
• Once the kinetic energy has been fixed by the reduction to the LLL, one assumes
that the next leading scale is given by the interaction W . If it is repulsive and
strong enough at short range, then it forces the wave function to vanish whenever
two particles meet. In order for this prescription to be compatible with (1.3) the
behavior for zi ∼ zj must be ∼ (zi − zj)ℓ for some3 integer ℓ.
1ρ is the electron density, B the magnetic field, the rest universal constants.
2Spins are assumed to all be polarized by the magnetic field.
3The parity of the integer ℓ allows to differentiate the statistics of particles, namely, a Laughlin wave
function with even ℓ describes bosons, while odd values of ℓ correspond to fermions.
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We remark that these prescriptions to derive (1.1) actually yield the larger space
LNℓ,B =
{
ΨF = F (z1, . . . , zN )ΨLau(z1, . . . , zN ) ∈ L2(R2N ) | F analytic and symmetric
}
.
(1.4)
Indeed, any ΨF ∈ LNℓ,B belongs to
⊗N
H and vanishes at least as (zi − zj)ℓ when zi ∼ zj .
We shall refer to F as a correlation factor. We require it to be symmetric for ΨF to have
the same symmetry (bosonic or fermionic) under variable exchange as ΨLau.
The energy of a generic ΨF is (we subtract the magnetic kinetic energy, which is just a
constant within the LLL)
EN,λ[ΨF ] =
〈
ΨF
∣∣∣ N∑
j=1
V (xj) + λ
∑
i<j
W (xi − xj)
∣∣∣ΨF〉 (1.5)
and we define (B > 0 and ℓ a positive integer will be fixed throughout the paper)
E(N,λ) = inf
{
EN,λ[ΨF ] | ΨF ∈ LNℓ,B,
∫
R2N
|ΨF |2 = 1
}
. (1.6)
The motivation for the above variational problem is as follows: assuming that the two
previous requirements are indeed imposed by the energy scales of the problem, what kind
of ground state does the system actually choose, within the huge space (1.4) ?
This has a flavor of degenerate perturbation theory, where one looks for the lowest
eigenstate of a perturbed Hamiltonian, within the ground eigenspace of the unperturbed
part. Here the “unperturbed part” should be the magnetic kinetic energy, plus the short-
range part of the interaction. We assume these set the main energy scales. It is be-
lieved/conjectured that (approximately, for the real model, exactly, for some toy models)
the ground state space (1.4) for this unperturbed part is protected by a finite energy gap,
independent of N (see [30] for more discussion). We are thus investigating the problem
perturbatively, at energies below this (conjectured) energy gap.
In Laughlin’s theory, his wave-function (1.1) plays the role of a new “vacuum”. Crucial
to the arguments is the nature of the excitations of this vacuum, and their quasi-particle
nature. It is argued that such quasi-particles excitations can be described by wave-functions
of the form
Ψf (z1, . . . , zN ) =
N∏
j=1
f(zj)ΨLau(z1, . . . , zN ) (1.7)
where f is a polynomial in a single variable. The function Ψf clearly vanishes in corre-
spondence of the zeroes of the polynomial f . This is interpreted as having added quasi-
holes [15, 16] on top of the Laughlin wave function, the latter being interpreted as the
vacuum state for quasi-holes. These quasi-holes carry a fractional charge corresponding
to 1/ℓ of the electron’s charge4, and they are expected to behave as anyons [1, 25] with
statistics parameter −1/ℓ. The aim of this work is to show that the energy (1.6) can be
reached (asymptotically, for large particle numbers) by restricting to the above sub-class,
consistently with the physical picture of quasi-holes generation.
4Two quasi-holes at the position z0 are interpreted as one quasi-hole with double charge at the position z0.
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We define the minimal energy within this class as
e(N,λ) = inf
{
EN,λ[Ψf ] | Ψf of the form (1.7) ,
∫
R2N
|Ψf |2 = 1
}
. (1.8)
Notice that, clearly,
E(N,λ) 6 e(N,λ), (1.9)
since e(N,λ) is the minimal energy in a smaller domain than the one corresponding to
E(N,λ). We aim at proving that actually
E(N,λ) ≃ e(N,λ) as N →∞ with λ fixed. (1.10)
This means that it is never favorable to add correlations through F in order to minimize
the external potential energy and the interaction energy. Furthermore, the lowest energy is
attainable with uncorrelated quasi-holes exciting the Laughlin wave function.
In previous papers [22, 23, 36], the case λ = 0 was considered, i.e. it was assumed that
restricting the variational set to (1.4) rendered the interaction energy negligible compared
to the potential energy. There (1.10) was proved for external potentials varying on the
characteristic scale of the Laughlin function (a technical assumption that we shall also
make, see below for further discussion).
In the present contribution we consider the effect of W , and prove (1.10) for suitably
scaled potentials V and W and a sufficiently small coupling constant λ. This means that
the Laughlin phase (perturbation of the Laughlin function by uncorrelated quasi-holes, as
in (1.7)) is stable against both external potentials and the long-range part of the interaction
(the short-range part is supposed to have been taken into account by restricting to (1.4)).
Acknowledgments: We thank Jakob Yngvason for useful discussions. Funding from the
European Research Council (ERC) under the European Union’s Horizon 2020 Research
and Innovation Programme (Grant agreement CORFRONMAT No 758620) is gratefully
acknowledged.
2. Setting and theorems
2.1. Main results. We now present the precise setting in which we prove (1.10) and discuss
further this main result and its corollaries.
For any ΨF ∈ LNℓ,B let us introduce the associated reduced densities
ρ
(k)
F (z1, . . . , zk) =
(
N
k
)∫
R2(N−k)
|ΨF (z1, . . . , zk, zk+1, . . . , zN )|2dzk+1 . . . dzN (2.1)
for k = 1, . . . , N . Notice that we are choosing the convention∫
R2k
ρ
(k)
F =
(
N
k
)
.
It was proven in [23] (see also [34, 35] for earlier partial results) that the Laughlin fluid
satisfies an incompressibility estimate. More precisely, for any ΨF ∈ LNℓ,B, the associated
one-particle density satisfies
ρ
(1)
F (z) .
B
2πℓ
(2.2)
in a suitable sense of local averages. This is a rather nontrivial rigidity property: no matter
how complicated the correlation factor F might be, it cannot locally compress the liquid’s
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density beyond a universal threshold. The proof of (2.2) relies on the plasma analogy,
a useful mapping of the problem known since Laughlin’s work [15, 16]: the many-body
density of ΨF can be mapped to a classical Hamiltonian for N particles in 2D. Within this
framework, a generic F , due to its analyticity, plays the role of the potential generated by
a positive charge distribution (see [23, Section 2.3]). Since the N classical particles are also
(by convention) positively charged in the plasma analogy, one can expect that the overall
effect of F is to decrease the density ρ
(1)
F with respect to the case F = 1. The analogue of
(2.2) for this latter case had already been argued [15], and then rigorously derived [32, 33].
We remark that the Laughlin phase naturally occupies a length scale of order N1/2, as
can easily be seen by combining
∫
ρ
(1)
F = N with (2.2). We then define new densities with
rescaled lengths according to
µ
(k)
F (x1, . . . , xk) =
Nk(N
k
)ρ(k)F (√Nx1, . . . ,√Nxk) . (2.3)
Note that we set ∫
R2k
µ
(k)
F = 1.
We also introduce rescaled potentials v and w through
v(x) = V
(√
Nx
)
(2.4)
and
w(x)
N
=W
(√
Nx
)
, with w(−x) = w(x). (2.5)
From now on we will only work in the scaled variables x = z/
√
N . The notation we
introduced allows to bring (1.5) to the form
EN,λ[ΨF ] = N
[∫
R2
v(x)µ
(1)
F (x)dx+
λ
2
∫∫
R2×R2
w(x− y)µ(2)F (x, y)dxdy
]
. (2.6)
The definition of w in (2.5) effectively puts us in the mean-field regime, by making the
two contributions to (2.6) formally of the same order. Recall that the reduced many-body
ground state energy is
E(N,λ) = inf
{
EN,λ[ΨF ] | ΨF ∈ LNℓ,B,
∫
R2N
|ΨF |2 = 1
}
and the energy within states with uncorrelated quasi-holes is
e(N,λ) = inf
{
EN,λ[Ψf ] | Ψf of the form (1.7) ,
∫
R2N
|Ψf |2 = 1
}
.
As customary in the study of asymptotic properties of many-body systems, a crucial role is
played by the associated effective mean-field model. Let us define the functional
EMF[µ] =
∫
R2
v(x)µ(x)dx +
λ
2
∫∫
R2×R2
w(x− y)µ(x)µ(y)dxdy, (2.7)
for any probability density µ such that the integrals make sense. This is the mean-field
version of (2.6) (having ignored the N multiplicative factor), in that the two-body density
has been replaced by the uncorrelated product of one-body densities.
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We will show that the minimal energy attained by EMF is related to both E(N,λ) and
e(N,λ). However, the mere minimization of EMF under the sole mass constraint ∫ µ = 1
would be insensitive of the fact that variational states for E(N,λ) and e(N,λ) satisfy the
incompressibility bound (2.2). For this reason, we define the ‘flocking’ energy as
Eflo = inf
{
EMF[µ] | 0 6 µ 6 B
2πℓ
,
∫
R2
µ = 1
}
. (2.8)
The upper constraint is precisely the one in (2.2). We use the word ‘flocking’, since (2.8)
is the minimal energy for a functional where confining and repulsive terms compete, and
there is an overall constraint on the maximal density. This mechanism resembles the one
occurring in models for bird flocks.
Minimization problems similar to (2.8) have been studied in [5] and [10], although within
a slightly different setting, namely when v = |·|p∗µ for some p > 0, hence with a dependence
on µ. Depending on the parameters of the problem, the behavior of a minimizer µm can
exhibit three phases:
• ‘Liquid phase’: |{µm = B/2πℓ}| = 0,
• ‘Intermediate phase’: |{0 < µm < B/2πℓ}| > 0 and |{µm = B/2πℓ}| > 0,
• ‘Solid phase’: |{0 < µm < B/2πℓ}| = 0.
It was proven in [5] and [10] that, for v = | · |p ∗ µ and for suitable values of p, the value
of the mass constraint
∫
µ = M discriminates between the phases: for small enough M
any minimizer is in the liquid phase, while for large enough M any minimizer is in the
solid phase. In our setting, the parameter which governs the behavior of minimizers is the
coupling constant. The flocking energy (2.8) with λ = 0 coincides with the classical bathtub
energy [21, Theorem 1.14], namely the minimal possible energy in an external potential
achievable by densities of fixed mass with upper and lower constraints. It is well-known
that for this problem the minimizers are always in the solid phase, and saturate the upper
constraint almost everywhere on their support.
We now present our assumptions on the potentials v and w.
Asumption 2.1 (The external potential).
There exists a fixed function v ∈ C2(R2,R+) such that
V (z) = v
( z√
N
)
.
We assume that v has a finite number of critical points, all of which are non-degenerate.
We also assume that v has polynomial growth, i.e.,
|x|s 6 v(x) 6 |x|t for |x| large enough (2.9)
for some t > s > 1.
Asumption 2.2 (The interaction potential).
There exists a fixed even function w ∈W 2,∞(R2,R) (two bounded derivatives) with
w(x) →
|x|→∞
0
such that
W (z) =
1
N
w
(
z√
N
)
.
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Our main result is stated next. Note that we do not assume w, nor the coupling constant
λ, to have a sign. The case most relevant to FQH physics has λw > 0 but our proofs allow
for attractive potentials as well.
Theorem 2.3 (Energy of the Laughlin phase).
For V and W satisfying the assumptions presented above there exists λ0 > 0 such that, for
|λ| 6 λ0,
lim
N→∞
E(N,λ)
e(N,λ)
= 1. (2.10)
From the proof we can deduce properties of (quasi-)minimizers:
Theorem 2.4 (Convergence of densities).
Let F be a (sequence of) correlation factors such that the associated ΨF ∈ LNℓ,B satisfy
EN,λ[ΨF ] = E(N,λ) + o(N) (2.11)
as N →∞. Assume |λ| 6 λ0 as in Theorem 2.3. Then there exists a probability measure P
supported on the set of minimizers of the flocking problem (2.8) such that, for every k ∈ N,
µ
(k)
F ⇀
∫
{µ | EMF[µ]=Eflo}
µ⊗kdP (µ)
weakly as probability measures as N →∞.
2.2. Remarks. As explained before, the scaling we chose in (2.5) is motivated by the fact
that it renders potential and interaction energies of the same order of magnitude, so that
Theorem 2.3 is not a perturbative statement. On the other hand, the regularity assumptions
on the data of the problem are mostly of a technical nature. In this section we further discuss
these aspects.
Scaling of the problem. Although our Assumptions 2.1-2.2 do not cover it (see below),
it is instructive to think of the original, unscaled potentials as
W (x) =
1
|x| , V (x) = −ρext ⋆ | . |
−1
i.e. the interactions are electrostatic5 and the external potential is generated by a fixed
density of charge −ρext. Since the system lives on a thermodynamic length scale ∝
√
N it
is natural to scale ρext as
ρext = µext(N
−1/2x).
A scaling of length units, using (2.3), then gives, for these choices,
EN,λ[ΨF ] = N3/2
∫∫
R2×R2
1
|x− y|
[
−µext(x)µ(1)F (y) +
λ
2
µ
(2)
F (x, y)
]
dxdy. (2.12)
The scaling (2.6) used for our main theorem mimics the above, where the two terms are
also of the same order.
Link with filling factor. In (2.12), increasing λ is equivalent to decreasing µext. Neutrality
(or almost-neutrality) considerations for the full system (ρext minus the electrons’ charge)
make it natural to expect (or demand) that the latter be in relation with the electron
5Recall that we consider 3D electrons confined to 2D, so the Coulomb potential should be the 3D one.
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density, so that increasing λ (decreasing µext) is related to decreasing the filling factor.
From this point of view it is important that the system stays of the form “Laughlin plus
quasi-holes” for |λ| 6 λ0. This is one of the ingredients of Laughlin’s explanation of the
quantization of the Hall conductivity for filling factors close to 1/n (and not just equal
to 1/n). This is indeed what we prove, in a simplified model at least. It is also natural
to expect the restriction to small (but independent of N) values of λ to be necessary:
for larger values/lower filling factors, the system should form another FQH ground state
(e.g. a Laughlin state with higher exponent), corresponding to another plateau of the Hall
conductivity.
Indeed, the variational set (1.4) contains states corresponding to filling factors lower than
ℓ−1, for example ΨLau with exponent ℓ+ 2 which is ΨF2 with
F2(z1, . . . , zN ) =
∏
i6j
(zi − zj)2.
This state intuitively has a smaller interaction energy (since it vanishes faster than (zi−zj)ℓ)
than quasi-holes states. Our result says that, for small coupling constants, it is favorable to
generate quasi-holes without changing the ℓ exponent. The fact that, for small λ, increasing
ℓ increases the total energy can be explicitly seen in the following simple case. Assume that
v and w are positive and radially symmetric, and that ŵ > 0. Then one can prove that the
flocking problem (2.8) has the unique minimizer
µmin =
B
2πℓ
1D(0,R)
where the radiusR of the disk is fixed by normalization. On the other hand, the (normalized)
wave-function ΨF2 coincides with the Laughlin wave-function with filling factor (ℓ + 2)
−1,
and therefore its density µ
(1)
F2
is known (see, e.g., [33, Theorem 3.1 and Proposition 3.1]) to
satisfy
µ
(1)
F2
⇀
B
2π(ℓ+ 2)
1D(0,R′)
in the weak sense of probability measures. The two above equations mean that the Laughlin
state with exponent ℓ (F ≡ 1) gives the best energy, while the Laughlin state ΨF2 does not.
Singular interactions. The main restrictive assumption we make is the smoothness of w
in Assumption 2.2. This is certainly not satisfied in the Coulomb case we just described.
There are a few reasons why our main results are nevertheless relevant for 2D electron gases:
• The finite (although small) thickness of the gas in the direction perpendicular to the
plane yields a smoothing of the Coulomb interaction’s singularity at short distances,
see e.g. the discussion in [14, Section 2.2].
• It is likely that the restriction to the lowest Landau level (a fortiori the emergence of
Laughlin’s function) is valid only on length-scales large compared to the interparticle
distance. At short distances, specific correlations could be formed to avoid the
singular part of the interaction. See [20, 39] for results in this direction in a related
situation.
• The Jastrow factor in (1.1), i.e. the product∏i<j(zi−zj)ℓ, should kill the singularity
of the true Coulomb interaction, allowing to replace it by an effective, smoother,
potential W .
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In any event, as indicated in our title, our main concern is the stability of the Laughlin phase
against the long-range part of the interaction, which is certainly present in the coulombic
one, but neglected in the derivation of the ansatz. See [24] for mathematical results on 2D
electron gases with the true Coulomb interaction.
Perturbations on mesoscopic length scales. For simplicity we consider a model with
potentials scaled in such a way that they affect the shape of the electron droplet on macro-
scopic length scales, comparable to the size of the full system. Physically it would be
relevant to allow for modifications on much smaller length scales (with the limitation that
they should still be much larger than the typical interparticle distance). See [36, Section 5]
for comments in this direction. The main bottleneck for a mathematical analysis of such
situations is to improve the incompressibility estimates of [23]. For the pure Laughlin state
F = 1, the results of [18, 19, 3, 2] go in this direction.
2.3. Sketch of proof. Let us now list the main ingredients of the proofs of Theorem 2.3
and Theorem 2.4. There are three main steps:
• The incompressibility estimate (2.2), which holds for any correlation factor F , sug-
gests that the flocking energy (2.8) is a lower bound to the full energy E(N,λ).
• For small enough λ we prove that the flocking minimizers are in the solid phase, i.e.
their density takes only the values 0 or B/(2πℓ).
• For any solid flocking minimizer6 µm we can construct a recovery sequence of
“Laughlin plus quasi-holes” wave functions of the form (1.7) whose (rescaled) density
converges to µm.
The first point shows that E(N,λ) ' NEflo. The second and third taken together show
that, for λ small enough, e(N,λ) / NEflo. Since obviously E(N,λ) 6 e(N,λ) this gives
the scheme of proof for Theorem 2.3. Theorem 2.4 requires some more tools, in particular
the classical de Finetti-Hewitt-Savage theorem [13], and in fact its constructive proof due
to Diaconis and Freedman [7].
The first point is the most important. In fact, we need not only justify (2.2) in a rigorous
way, but also understand why a mean-field approximation is valid for a lower bound, leading
to the flocking energy (2.8). The key is to prove that the empirical density of a state
of the form (1.4) satisfies (2.2) with large probability. This is an improvement over the
incompressibility estimates derived in [22, 23]. The latter only gave a bound in average,
as stated informally in (2.2). We supplement this information with deviations estimate in
Theorem 4.1 below and deduce the
Theorem 2.5 (Lower bound to the many-body energy).
Suppose Assumptions 2.1 and 2.2 hold. For any ΨF , we have
EN,λ[ΨF ] > NEflo
(
1− CN (−3+
√
5)/4+γ
)
(2.13)
for any γ > 0.
The second point of the overall strategy, concerning the flocking minimizers, is reminiscent
of results from [5, 10]. We shall prove the following:
Theorem 2.6 (Solid phase of the flocking problem).
Suppose Assumptions 2.1 and 2.2 hold. Then:
6Actually, any function taking only the values 0 and B/(2πℓ)
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(i) There exists a minimizer for the problem (2.8).
(ii) There exists λ0 > 0 such that, for any |λ| 6 λ0, any minimizer µm is in the solid
phase, i.e.
µm =
B
2πℓ
1Σ a.e.
for some open set Σ ⊂ R2.
Theorem 2.6 is proven in Section 3. The main idea is that on any patch of liquid phase
0 < µm < B/(2πℓ), the external potential and the mean-field potential must for optimality
add up to a constant. But for small enough λ the variations of the mean-field potential
cannot possibly cancel those of the external potential, because of the flocking constraint.
The third point of the overall strategy is
Theorem 2.7 (Upper bound to the many-body energy).
Let µsol be any fixed probability measure on R2 in the solid phase, i.e., whose only values are
zero and B/2πℓ. Then there exists (a sequence of) polynomial(s) fδ, indexed by a positive
parameter δ →
N→∞
0, such that
e(N,λ) 6 EN,λ[Ψfδ ] 6 NEMF[µsol]
(
1 +CN−1/4+γ
)
. (2.14)
for any γ > 0.
Basically the above follows by adapting the methods of [36], but we have to handle in
addition the two-body term of the energy, absent in the aforementioned reference. We
remark that requiring µsol to be in the solid phase is crucial. Indeed, essentially any trial
state of the form (1.7) constructed from uncorrelated quasi-holes leads to a density of such
a form.
We will prove (2.13) in Section 4 and (2.14) in Section 5. We explain here how com-
bining Theorems 2.5-2.6-2.7 yields the proof of Theorem 2.3. Theorem 2.4 requires other
ingredients, provided in Section 6.
Proof of Theorem 2.3. First, recall that E(N,λ) 6 e(N,λ) as already stated in (1.9). More-
over, under the assumptions of Theorem 2.3, there exists by Theorem 2.6 a minimizer µm
of the flocking problem in the solid phase. Hence, we are allowed to choose µsol = µm in
(2.14), and we have
EMF[µsol] = EMF[µm] = Eflo
By combining (2.13) and (2.14) we deduce
NEflo
(
1− CN (−3+
√
5)/4+γ
)
6 E(N,λ) 6 e(N,λ) 6 NEflo
(
1 +CN−1/4+γ
)
, (2.15)
which proves Theorem 2.3. 
3. Solid-phase minimizers of the flocking problem
This section is devoted to the proof of Theorem 2.6. Recall that we are considering the
functional
EMF[µ] =
∫
R2
v(x)µ(x)dx +
λ
2
∫∫
R2×R2
w(x− y)µ(x)µ(y)dxdy
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on the variational set
M =
{
µ ∈ L1(R2) ∩ L∞(R2) | 0 6 µ 6 B
2πℓ
}
and the minimization problem
Eflo = inf
{
EMF[µ] | µ ∈ M,
∫
R2
µ = 1
}
. (3.1)
A priori, the set L1(R2) is not closed with respect to the weak topology, and this would
not allow to deduce that minimizing sequences have a weak limit (up to a subsequence).
On the other hand, we can see the above minimization problem as defined on probability
measures µ such that
B
2πℓ
dx− µ > 0, and
∫
R2
µ = 1.
The first condition actually implies that every such µ is absolutely continuous with respect
to the Lebesgue measure, and that its density µ(x) satisfies 0 6 µ(x) 6 B/2πℓ on R2. This
implies that the set M, as a subset of L1(R2), is closed under the weak topology.
3.1. Existence of minimizers. This is fairly straightforward. See e.g. [37, 40] for back-
ground and [5, 10, 23] for similar problems. Since v and w are continuous and bounded
below, a monotone convergence argument shows that the map µ 7→ EMF[µ] is lower semi-
continuous. Since v(x) →
|x|→∞
+∞, any minimizing sequence must be tight as a sequence of
probability measures, and converge to an element of M with mass 1. By lower semiconti-
nuity this gives the existence of a minimizer for (3.1).
3.2. Solid phase. We now prove that, for small enough coupling constants, the minimizers
are in the solid phase. For any µ ∈ M, define the total potential
Φµ = v + λw ∗ µ. (3.2)
Clearly, by Young’s inequality, Assumption 2.2 implies the
Lemma 3.1 (Bounds on the mean-field potential).
For w ∈W 2,∞(R2) and µ ∈ L1(R2) we have
‖w ∗ µ‖∞ 6 Cw‖µ‖L1
‖∇w ∗ µ‖∞ 6 Cw‖µ‖L1∥∥∥∂2ŷw ∗ µ∥∥∥∞ 6 Cw‖µ‖L1
(3.3)
for any unit vector ŷ and for a constant Cw > 0 that depends only on w.
Lemma 3.2 (Variational inequalities).
Let µ be a local minimizer of EMF on M. Then there exists γ ∈ R such that, for almost
every x,
Φµ(x) 6 γ if µ(x) =
B
2πℓ
Φµ(x) = γ if 0 < µ(x) <
B
2πℓ
Φµ(x) > γ if µ(x) = 0.
(3.4)
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Proof. The proof is a straightforward adaptation of [5, Lemma 4.2]. The variational in-
equalities are obtained in the standard way by testing the energy of µε := µ+εϕ with ε > 0
a small number and ϕ a (say smooth) function satisfying
ϕ > 0 where µ = 0
ϕ 6 0 where µ = B2πℓ∫
R2
ϕ = 0.
To lower order in ε the condition for µε to have a larger energy than µ is∫
R2
(v + λw ∗ µ)ϕ > 0.
This being so for any ϕ as above proves the claimed variational inequalities. 
We now complete the proof of Theorem 2.6.
Proof of Theorem 2.6, Item (ii). Pick a global minimizer µm and define
A :=
{
x ∈ R2 | 0 < µm(x) < B
2πℓ
}
.
We will show that A has measure zero for a range of coupling constants. Assume first that
A does not accumulate to any critical point of v, i.e., there exists c1 such that
|x− xk| > c1 > 0 ∀x ∈ A,
where (xk)k is the finite set of critical points of v. This implies the existence of c2 such that
|∇v(x)| > c2 > 0 ∀x ∈ A.
Let us assume that A is an open set. Then, since by (3.4) Φµm is constant on A, we can
differentiate and obtain
∇v + λ∇w ∗ µm = 0 on A. (3.5)
By taking λ′0 = c2/‖∇w ∗ µm‖∞ we see that last two formulae are in contradiction for any
|λ| 6 λ′0 due to
c2 < |∇v(x)| = |λ||∇w ∗ µm| 6 λ′0|∇w ∗ µm| 6
c2
‖∇w ∗ µm‖∞ |∇w ∗ µm| 6 c2.
This excludes the possibility of A being open and non-empty, and more generally of A
containing an open set.
We still have to rule out the case in which A has positive measure without containing open
sets. However, if a function belongs to W 1,1loc , then its gradient vanishes almost everywhere
on the pre-image of any point (see, e.g., [21, Theorem 6.19] or [10, Proposition 4]). It is
easy to see that Φµm belongs to W
1,1
loc since v ∈ C2 and the term containing w is controlled
in W 1,∞ ⊂W 1,1,loc using (3.3). Hence we have that (3.5) still holds almost everywhere on A,
and we encounter the same contradiction as above for |λ| 6 λ′0.
Consider now the case whereAmight accumulate to critical points {x1, . . . , xM} of v. The
latter are non-degenerate by Assumption 2.1. Then, for k ∈ {1, . . . , N}, at the critical point
xk there exists a direction ŷk along which the second derivative of v at xk is different from
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zero. Since v ∈ C2, this is true in a neighborhood of each xk, i.e., there exist c3,k, c4,k > 0
such that ∣∣∣ ∂2
∂ŷ2k
v(x)|x=xk
∣∣∣ > c3,k, ∀x ∈ D(xk, c4,k) (3.6)
for any k = 1, . . . ,M , where D(a,R) is the disk of center a and radius R.
Define the set
A′ = A \
M⋃
k=1
(D(xk, c4,k) ∩A) ,
i.e. the set A from which we removed a neighborhood of each critical point of v to which A
accumulates. On A′,
|x− xk| > c4 := min
k
c4,k > 0,
which implies |∇v(x)| > c5 > 0 for some c5. We can then replicate the above argument and
deduce that A′ has zero measure for |λ| 6 λ′′0 with λ′′0 = c5/‖∇w ∗ µm‖∞.
On Dxk(c4,k) ∩ A, in turn, we can differentiate (3.4) twice along the ŷk direction, thus
obtaining
∂2
∂ŷ2k
v(x) + λ
∂2
∂ŷ2k
w ∗ µm = 0. (3.7)
This formula is valid almost everywhere even if D(xk, c4,k) ∩ A does not contain an open
set since, as above, it only requires Φµm ∈W 2,1loc (see again [10, Proposition 4]). Notice that
∂2ŷkΦµm ∈ L1loc follows because v ∈ C2 and ∂2ŷkw∗µm ∈ L∞ ⊂ L1loc due to (3.3). By choosing
λ′′′0,k =
c3,k∥∥∥ ∂2
∂ŷ2k
w ∗ µm
∥∥∥
∞
we see that (3.6) and (3.7) are in contradiction for |λ| 6 λ′′′0,k and hence Bxk(c4,k)∩A must
have zero measure. The proof is concluded by taking
λ0 = min
{
λ′0, λ
′′
0 , λ
′′′
0,1, . . . , λ
′′′
0,M
}
,
because, by what we discussed, A must have zero measure for |λ| 6 λ0. Notice that
λ′0, λ
′′
0 , λ
′′′
0,k > 0, whence λ0 > 0. 
3.3. Slightly perturbed problems. In Section 4 we will need to consider the minimiza-
tion of EMF with a perturbed upper constraint. We now prove a result of continuous
dependence on such perturbations. Define
Mε =
{
µ ∈ L1(R2) ∩ L∞(R2) | 0 6 µ 6 (1 + ε) B
2πℓ
,
∫
R2
µ = 1
}
and
Efloε = inf
{EMF[µ] | µ ∈ Mε}. (3.8)
Lemma 3.3 (Dependence on the flocking constraint).
There exists a constant C > 0 such that for any ε > 0 small enough we have
Efloε 6 E
flo 6 Efloε + Cε
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Proof. The inequality
Efloε 6 E
flo
is trivial in view of the definition of the variational sets.
To prove the opposite inequality, let us fix a minimizer µε for (3.8). We will construct a
suitable trial function for the problem with ε = 0 by starting from µε and removing all the
mass that exceeds the upper constraint B/2πℓ. Define
Ωε =
{
µε >
B
2πℓ
}
Notice that
1 =
∫
R2
µε >
∫
Ωε
µε >
B
2πℓ
|Ωε|
and therefore, by defining
fε = µε − B
2πℓ
,
we have ∫
Ωε
fε 6 |Ωε|
(
(1 + ε)
B
2πℓ
− B
2πℓ
)
6 ε.
Let K be a measurable compact set such that
µε 6
B
2πℓ
− 1|K|
∫
Ωε
fε
on K. Clearly such a set must exist, in view of the normalization of µε. Define
µ˜ = µε − 1Ωεfε +
1K
|K|
∫
Ωε
fε.
By construction it satisfies ∫
µ˜ = 1−
∫
Ωε
fε +
∫
Ωε
fε = 1
and
µ˜ =
{
µε +
1K
|K|
∫
Ωε
fε 6
B
2πℓ on R
2 \ Ωε
B
2πℓ on Ωε
It is thus a suitable trial function for the minimization problem with ε = 0. Hence
Eflo 6 EMF[µ˜] = EMF[µε]−
∫
Ωε
vfε +
( ∫
Ωε
fε
) 1
|K|
∫
K
v
+ λ
∫∫
R2×R2
w(x− y)
[
− µε(x)fε(y)1Ωε(y) +
(∫
Ωε
fε
)
µε(x)
1K(y)
|K|
−
(∫
Ωε
fε
)
fε(x)1Ωε(x)
1K(y)
|K| + 2fε(x)1Ωε(x)fε(y)1Ωε(y) + 2
( ∫
Ωε
fε
)2
1K(x)1K(y)
|K|2
]
dxdy.
It is easy to see, using (3.3) for the w-terms, that every summand except for EMF[µε] can
be estimated from above by
C
∫
Ωε
fε 6 Cε.
This implies
Eflo 6 EMF[µε] + Cε = Efloε + Cε,
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which concludes the proof. 
For the minimization problem with perturbed upper constraint, we will also need to
consider a functional with an external potential which is modified at large distances. For
any L > 0 let us denote by SL the square of side 2L centered at the origin,
SL = [−L,L]2
By our assumption (2.9), if L is large enough, we can certainly construct a new potential
UL of the type
UL(x) =

v(x) x ∈ SL
|x| x /∈ SL+1
C1(R2)-interpolation between v(x) and |x| x ∈ SL+1 \ SL
with the properties
v > UL (3.9)
‖∇UL‖∞ 6 CL (3.10)
UL(x) > |x| > L, for x /∈ SL. (3.11)
Let us define, for any probability measure µ such that the integrals make sense,
EMFL [µ] =
∫
ULdµ+
λ
2
∫
w(x− y)dµ(x)dµ(y).
We have the following result, proving that such a modification of the external potential does
not play a role. Neither does the removal of the upper constraint at large distances.
Lemma 3.4 (Perturbed problem at large distances).
For L large enough we have
inf
{
EMFL [µ] | µ ∈ P(R2), (1 + ε)
B
2πℓ
dx− µ > 0 on SL
}
= Efloε . (3.12)
Notice that we extended the minimization set to generic probability measures which
are bounded above by the Lebesgue measure when restricted to SL in order to ensure the
existence of minimizers. However, this means that trial measures for the problem (3.12)
do not have a density in general (because they might have an atom outside of SL). They
nevertheless do have a density when restricted to SL, and such a density is bounded above
by B/2πℓ. For any µ, we will call that density µ|SL(x).
Proof. We have
inf
{
EMFL [µ] |µ ∈ P(R2), (1 + ε)
B
2πℓ
dx− µ > 0 on SL
}
6 inf
{
EMF[µ] |µ ∈ P(R2), (1 + ε) B
2πℓ
dx− µ > 0 on SL
}
6 inf
{
EMF[µ] |µ ∈ P(R2), (1 + ε) B
2πℓ
dx− µ > 0
}
= Efloε ,
where the first step follows from UL 6 v and the second one is due to the fact that adding
the constraint at large distances reduces the variational set.
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Let us prove the opposite inequality. Let the measure µ
(L)
m be a minimizer for the L-
dependent problem, i.e.,
inf
{
EMFL [µ] |µ ∈ P(R2), (1 + ε)
B
2πℓ
dx− µ > 0 on SL
}
= EMFL [µ(L)m ]. (3.13)
The existence of such a minimizer follows by the same arguments as previously (notice that
by construction UL is lower semicontinuous). Assume that, for L large enough, the support
of µ
(L)
m is entirely contained in SL. Then we deduce
EMFL [µ(L)m ] = EMF[µ(L)m ] > Efloε ,
where the first equality is due to v = UL on SL and the second one is the variational
principle. This completes the proof in view of (3.13).
We thus aim at proving that, for L large enough, the support of µ
(L)
m is entirely contained
in SL. Assume for contradiction that, for a sequence of L’s accumulating at +∞, there
exists a (sequence of) set(s) ΣL of positive measure, entirely contained in R
2 \SL, and such
that ∫
ΣL
dµ(L)m > 0.
We will show that moving mass from ΣL to the interior of SL decreases the energy, hence
violating minimality of µ
(L)
m . To do so, we first show that µ
(L)
m does not saturate the upper
constraint on the whole SL. Indeed, if there exists c ∈ (0, (1 + ε)B/2πℓ] such that the
(Lebesgue) measure of the set {x ∈ SL |µ(L)m |SL(x) > c} tends to infinity as L → ∞, then
integrability of µ
(L)
m is impossible.
Hence, for every c ∈ (0, (1 + ε)B/2πℓ],∣∣{x ∈ SL |µ(L)m |SL(x) > c}∣∣ 6 C uniformly in L. (3.14)
Let us fix c ∈ (0, (1 + ε)B/2πℓ]. As a consequence of (3.14), for every L large enough there
exists a set RL with the following properties:
(1) µ
(L)
m (x) < c on RL;
(2) |RL| = C independent of L;
(3) each RL is entirely contained in a ball whose radius is a constant independent of L,
i.e., there exists C > 0 independent of L such that
RL ⊂
{
x ∈ R2 | |x| 6 C} ∀L. (3.15)
The catch is that, even though the set on which µ
(L)
m approximates its upper bound might
‘pulsate’ when the value of L changes, by occupying different regions of SL, still, there will
always be a set where µ
(L)
m is far from the upper constraint and this set can always be picked
within the same fixed bounded region.
Define the measure
µ˜ = µ(L)m − µ(L)m |ΣL +
1RLdx
|RL|
∫
ΣL
dµ(L)m .
By definition we have ∫
R2
dµ˜ = 1−
∫
ΣL
dµ(L)m +
∫
ΣL
dµ(L)m = 1.
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Moreover,
µ˜ =

µ
(L)
m on R2 \ (ΣL ∪RL)
0 on ΣL
µ
(L)
m +
1RL
dx
|RL|
∫
ΣL
dµ
(L)
m < cdx+
1RL
dx
|RL|
∫
ΣL
dµ
(L)
m on RL.
We may now choose ΣL small enough so that µ˜|SL(x) 6 (1 + ε)B/2πℓ, which makes it an
admissible trial measure for the minimization problem (3.13). Therefore
EMFL [µ˜] > EMFL [µ(L)m ]. (3.16)
However we also have
EMFL [µ˜] = EMFL [µ(L)m ]−
∫
ΣL
ULdµ
(L)
m +
∫
ΣL
dµ
(L)
m
|RL|
∫
RL
UL(x)dx
+ λ
∫∫
R2×R2
w(x− y)
[
− dµ(L)m (x)dµ(L)m |ΣL(y) +
(∫
ΣL
dµ(L)m
)
dµ(L)m (x)
1RL(y)dy
|RL|
−
( ∫
ΣL
dµ(L)m
)
dµ
(L)
m |ΣL(x)
1RL(y)dy
|RL|
+ 2dµ
(L)
m |ΣL(x)dµ
(L)
m |ΣL(y)
+ 2
( ∫
ΣL
dµ(L)m
)2
1RL(x)dx
|RL|
1RL(y)dy
|RL|
]
.
Since w is bounded, it is easy to see that every term containing w can be bounded from
above by
C
∫
ΣL
dµ(L)m .
Moreover, by (3.11) we know that UL(x) > L for x ∈ ΣL, and UL(x) = v(x) 6 C for x ∈ RL
by (3.15). We then deduce
EMFL [µ˜] 6 EMFL [µ(L)m ]− L
∫
ΣL
dµ(L)m + C
∫
ΣL
dµ(L)m ,
which, for L large enough, implies
EMFL [µ˜] < EMFL [µ(L)m ].
This contradicts (3.16), and the proof is complete. 
4. Energy lower bound
The aim of this section is the proof of Theorem 2.5. Given ΨF ∈ LNℓ,B, let µF be the
associated N -body probability measure in rescaled units of lengths, i.e.,
µF (x1, . . . , xN ) = N
N
∣∣ΨF (√Nx1, . . .√NxN )∣∣2. (4.1)
Define the µF -probability of a Borel subset (event) Γ ⊂ R2N as
PF (Γ) =
∫
Γ
µF .
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For any configuration XN = (x1, . . . , xN ) ∈ R2N we will denote the corresponding empirical
measure by
EmpXN =
1
N
N∑
i=1
δxi .
The following statement gives an estimate on the probability of configurations whose
empirical measure violates the incompressibility bound (2.2).
Theorem 4.1 (Probability of violating the incompressibility bound).
Let Ω denote any open set with Lipschitz boundary, and, for any α > (−3 + √5)/4, let
Ωr denote its dilation around some origin by a factor r = N
α. Let µF be the probability
measure associated to ΨF ∈ LNℓ,B. Then, for any ε > 0,
PF
({
XN ∈ R2N
∣∣ ∫
Ωr
EmpXN > (1 + ε)
B|Ωr|
2πℓ
})
6 e−CεN
√
5−1
. (4.2)
The constant C in (4.2) depends on the geometrical details of the unscaled set Ω. A
key ingredient for the proof is the incompressibility bound [23, Theorem 2.1], which in the
notation of Theorem 4.1 reads ∫
Ωr
µ
(1)
F 6
B|Ωr|
2πℓ
(1 + oN (1)), (4.3)
where
µ
(1)
F (x) =
∫
µF (x, x2, . . . , xN )dx2 . . . dxN .
Note that (4.3) says that
E
(∫
Ωr
EmpXN
)
6
B|Ωr|
2πℓ
(1 + oN (1))
and that our new estimate (4.2) is a deviation bound for this expectation bound.
Remark 4.2 (Scales on which incompressibility holds).
During the preparation of this work we became aware of an imprecision in the paper [23].
It is claimed in Theorem 2.1 there, that the incompressibility bound, in the rescaled version
(4.3), holds for scales up to α > 1/4. This does not however follow from the proof of
Theorem 2.1 which is presented in [23].
More precisely, after (5.50) there, one should actually deduce (5.51) in the form
γ =
1
2 + 2α′
+
(2 + δ)β
2 + 2α′
.
After choosing α′ and β arbitrarily close to α, and δ arbitrarily small, one finds that γ can
be picked arbitrarily close to (1 + 2α)/(2 + 2α). Hence, the remainder terms in the right
hand side of (5.50) are of order O(N−1/(2+2α)+ε). By comparing this with the main term,
which is of order N−1+2α, one deduces that the remainders are actually negligible only for
α > (−1 +√5)/4. By rescaling units of lengths one deduces that (4.3) holds precisely for
the range of α which is considered in Theorem 4.1, i.e., α > (−3 +√5)/4.
This small imprecision is only due to the localization procedure in [23, Section 5.2]. The
bounds of [23, Section 5.1], valid under small additional localization assumptions, are correct
as stated. ⋄
STABILITY OF THE LAUGHLIN PHASE AGAINST LONG-RANGE INTERACTIONS 19
Proof. Let us consider the case in which |Ωr| is a disk of radius r, and let χr be the
corresponding characteristic function. To deduce the result for more general sets one simply
replaces characteristic functions of disks with those of general open sets. We denote by χr,δ
the regularization of χr on a scale δ, chosen so that
‖∆χr,δ‖∞ 6 Cδ−2 (4.4)
and
χr 6 χr,δ 6 χr+δ. (4.5)
We first rewrite µF as a Gibbs measure. By the definition (4.1) we notice that
µF (x1, . . . , xN ) =
1
Z exp(−NH(x1, . . . , xN )), (4.6)
with
H(x1, . . . , xN ) =
N∑
j=1
|xj|2 − 4ℓ
BN
∑
16i<j6N
log |xi − xj| − 4
BN
log F
(√
Nx1, . . . ,
√
NxN
)
and the normalization factor
Z =
∫
RdN
exp (−NH(x1, . . . , xN )) dx1 . . . dxN
is the corresponding partition function. Hence µF is the Gibbs measure for H with temper-
ature N−1.
Let us define the perturbed Hamiltonian
Hs(x1, . . . , xN ) = H(x1, . . . , xN )− s
N2
N∑
i=1
χr,δ(xi),
the associated partition function at temperature N−1
Zs =
∫
exp(−NHs(x1, . . . , xN ))dx1 . . . dxN .
and the associated Gibbs measure
µs :=
1
Zs exp(−NHs(x1, . . . , xN )).
According to this notation µ0 = µF .
We also introduce the free-energy functional
Fs[µ] =
∫
Hs(XN )µ(XN ) +
1
N
∫
µ(XN ) log µ(XN )
with
Fs = inf
{
Fs[µ] |
∫
µ = 1, µ > 0
}
.
Note that, for any positive function µ on R2N with unit integral
Fs[µ] = Fs[µs] +N−1
∫
R2N
µ (log µ− log µs)
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and Jensen’s inequality implies that the last term is > 0 with equality if and only if µ = µs.
This proves the classical fact that µs minimizes Fs and it follows that
Fs = −N−1 logZs,
which is the classical relation between free energy, temperature, and partition function.
Let us show that µ
(1)
s satisfies an incompressibility bound analogous to (4.3). By adding
and subtracting to Hs the term
s
4N2
‖∆χr,δ‖∞
N∑
j=1
|xj |2
we write
Hs(x1, . . . , xN ) =
(
1 +
s
4N2
‖∆χr,δ‖∞
)[ N∑
j=1
|xj |2 − 4ℓ˜
BN
∑
i<j
log |xi − xj|
]
+W (x1, . . . , xN ),
where ℓ˜ = (1 + s4N2 ‖∆χr,δ‖∞)−1ℓ and
W (x1, . . . , xN ) = − 4
BN
log F
(√
Nx1, . . . ,
√
NxN
)
− s
N2
N∑
j=1
(
χr,δ(xj) +
1
4
‖∆χr,δ‖∞|xj |2
)
is superharmonic in each variable because the last two terms taken together are. We rec-
ognize that, apart from an irrelevant multiplicative factor, Hs has the same structure that
H has, with a modified ℓ and a different superharmonic function. Hence, one can replicate
the proof of (4.3) from [23] so as to get∫
Ωr
µ(1)s 6
B
2πℓ
|Ωr|
(
1 +C
s
δ2N2
+ oN (1)
)
. (4.7)
Now, we notice that, for any s > 0,
PF
({
XN ∈ R2N |
∫
Ωr
EmpXN > (1 + ε)
B|Ωr|
2πℓ
})
6 e−s
B|Ωr |
2πℓ
(1+ε)
∫
exp
(
s
∫
Ωr
EmpXN
)
dµF (XN )
6 e−s
B|Ωr |
2πℓ
(1+ε)
∫
exp
(
s
∫
χr,δEmpXN
)
dµF (XN ),
(4.8)
where the first inequality follows from the bound 1 6 esx, which holds whenever sx > 0,
and the second inequality comes from (4.5). Notice that (4.8) is Markov’s inequality applied
to exp{s ∫ χr,δEmpXN }. We will focus on estimating the integral on the right.
Within the above notation we recognize that∫
exp
(
s
∫
χr,δEmpXN
)
dµF (XN ) =
Zs
Z0 = e
−N(Fs+F0). (4.9)
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We estimate Fs by writing
Fs =
∫
Hµs − s
N
∫
χr,δµ
(1)
s +
1
N
∫
µs log µs
> F0 − s
N
∫
χr,δµ
(1)
s
> F0 − s
N
∫
χr+δµ
(1)
s
> F0 − s
N
∫
Ωr+δ
µ(1)s ,
where the first inequality holds by minimality of F0 and the second one follows from (4.5).
Hence (4.9) yields, using (4.7),∫
exp
(
s
∫
χr,δEmpXN
)
dµF (XN ) 6 exp
(
s
∫
Ωr+δ
µ(1)s
)
6 exp
(
s
B(r + δ)2
2ℓ
(
1 + C
s
δ2N2
+ oN (1)
))
6 exp
(
s
B|Ωr|
2πℓ
(
1 + oN (1)
))
,
(4.10)
provided we choose
r≫ δ and 1≫ s
δ2N2
.
Since r = Nα, the above relations are satisfied for s = Nβ with β < 2α+2. Plugging (4.10)
into (4.8) yields
PF
({
XN ∈ R2N |
∫
Ωr
EmpXN > (1 + ε)
B|Ωr|
2πℓ
})
6 exp
(
− εNβB|Ωr|
2πℓ
(1 + oN (1)
)
.
By recalling that |Ωr| = πN2α and α > (−3+
√
5)/4, we deduce that we can always choose
β, depending on α, so that
PF
({
XN ∈ R2N |
∫
Ωr
EmpXN > (1 + ε)
B|Ωr|
2πℓ
})
6 e−CεN
√
5−1
,
which proves the result. 
We now provide the
Proof of Theorem 2.5. Let us divide R2 into squares of side Nα with 0 > α > (−3+√5)/4,
and denote the k-th square by Sk. Let us consider a number L > 0 of the form
L = nNα
for some n ∈ N, and define by SL the square [−L,L]2 of side 2L and centered at the origin.
Notice that the number of Sk-squares within the set SL is 4n2. We will later choose L large
enough but independent on N , which boils down to suitably choosing the (large) integer n.
Let us also define
AL =
{
XN ∈ R2N |
∫
Sk
EmpXN 6 (1 + ε)
B|Sk|
2πℓ
∀k such that Sk ⊂ SL
}
,
and AcL = R
2 \AL.
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We start by estimating the measure of the set AcL. We have
µF (A
c
L) = PF
 ⋃
Sk⊂SL
{∫
Sk
EmpXN > (1 + ε)
B|Sk|
2πℓ
} ,
i.e., the measure of AcL is the probability of the union of all events of the type “the integral
over the k-th square is bigger than (1 + ε)B|Sk|/2πℓ”. Hence, by the union bound and by
Theorem 4.1,
µF (A
c
L) 6
4n2∑
k=1
PF
(∫
Sk
EmpXN > (1 + ε)
B|Sk|
2πℓ
)
6
4n2∑
k=1
exp
(− CεN√5−1)
= CL2N−2α exp
(− CεN√5−1).
(4.11)
Now, by a straightforward computation we can express the many-body energy in the
form
N−1EN,λ[ΨF ] =
∫
EMF[EmpXN ]dµF (XN )−
λ
2N
∫∫
R2×R2
w(x− y)µ(2)F (x, y)dxdy − λ
w(0)
2N
>
∫
EMF[EmpXN ]dµF (XN )− CN−1,
having used ‖w‖∞ 6 C and
∫
µ
(2)
F = 1 in the second step. We split the integral by writing∫
EMF[EmpXN ]dµF (XN ) =
∫
AL
EMF[EmpXN ]dµF (XN ) +
∫
Ac
L
EMF[EmpXN ]dµF (XN )
>
∫
AL
EMF[EmpXN ]dµF (XN )− CµF (AcL),
where we used that the potentials in EMF are uniformly bounded below in the second step.
As a consequence we find
N−1EN,λ[ΨF ] >
∫
AL
EMF[EmpXN ]dµF (XN )− CN−1 − CµF (AcL). (4.12)
By (2.9), for L large enough, we can consider UL of the type
UL(x) =

v(x) x ∈ SL
|x| x /∈ SL+1
C1(R2)-interpolation between v(x) and |x| x ∈ SL+1 \ SL
satisfying the properties (3.9), (3.10), (3.11). As in Section 3, we denote by EMFL the
functional EMF with v replaced by UL. Since v > UL we can write
N−1EN,λ[ΨF ] >
∫
AL
EMFL [EmpXN ]dµF (XN )− CN−1 − CµF (AcL).
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We now perform a Riemann sum approximation on the whole of R2, by replacing the
empirical measure EmpXN with the piece-wise constant function µ˜
(XN ) whose value in the
k-th square is
µ˜
(XN )
|Sk :=
∫
Sk
EmpXN
|Sk| .
Notice that µ˜(XN ) satisfies∫
R2
µ˜(XN ) = 1
µ˜(XN ) > 0
µ˜(XN ) 6 (1 + ε)
B
2πℓ
on every Sk ⊂ [−L,L]2.
This yields (recall that L is independent of N)
N−1EN,λ[ΨF ] >
∫
AL
EMFL [µ˜(XN )]dµF (XN )− CNα
(‖∇w‖∞ + ‖∇UL‖∞)− CN−1 − CµF (AcL)
=
∫
AL
EMFL [µ˜(XN )]dµF (XN )− CLNα − CµF (AcL),
(4.13)
where the constant CL in the right hand side is due to (3.10).
Due to the above properties of µ˜(XN ), we have
EMFL [µ˜(XN )] > inf
{
EMFL [µ] |µ ∈ P(R2), (1 + ε)
B
2πℓ
dx− µ > 0 on SL
}
= Efloε ,
the equality having been proven in Lemma 3.4 for L large enough but finite. Recall that
Efloε is the flocking energy with perturbed upper constraint defined in (3.8). Recall also that
by Lemma 3.3
Efloε > E
flo − Cε,
and therefore
N−1EN,λ[ΨF ] > EfloµF (AL)− CLNα − Cε− CµF (AcL).
Using µF (AL) = 1− µF (AcL) and then (4.11) we deduce
N−1EN,λ[ΨF ] > Eflo − CL2N−2α exp
(− CεN√5−1)− CLNα − Cε.
We choose ε = N−1. In this way we can neglect the exponential because L is large but
fixed. Since α > (−3 +√5)/4 we obtain
N−1EN,λ[ΨF ] > Eflo − CN (−3+
√
5)/4+γ
for any γ > 0. This concludes the proof. 
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5. Energy upper bound
Now we prove Theorem 2.7. Let us write a generic polynomial f as
f(z) = cN
J∏
j=1
(z −
√
Naj)
Nqj/2.
Given the corresponding Ψf of the form (1.7), the associated N -particle probability density
in rescaled units of length µf (see (4.1)) can be written as
µf (x1, . . . , xN ) =
1
Z e
−NHN (x1,...,xN ), (5.1)
where the partition function Z is a normalization factor and
HN (x1, . . . , xN ) =
N∑
i=1
( J∑
j=1
qj log
1
|xi − aj| +
B
2
|xi|2
)
+
2ℓ
N
∑
k<ℓ
log
1
|xk − xℓ|
. (5.2)
Hence µf is the Gibbs state for the Hamiltonian HN at temperature T = 1/N . HN is
the energy of N two-dimensional particles interacting among themselves and with J fixed
point particles aj through the 2D-Coulomb kernel − log | · |, and trapped by an external
harmonic potential. The charges qj will be eventually chosen to be equal to 2/N , but the
above notation will allow the reader to draw a direct comparison with the results of [36,
Section 3].
The mean-field functional associated to the electrostatic Hamiltonian HN is, for a given
probability measure µ,
Eelf [µ] =
∫
R2
 J∑
j=1
qj log
1
|x− aj| +
B
2
|x|2
µ(x)dx+ ℓ ∫∫
R2×R2
µ(x) log
1
|x− y|µ(y)dxdy.
(5.3)
As discussed in [36, Sect. 3-4] and [33], as N → ∞, there exists a unique normalized
minimizer µelf satisfying
Eelf := inf
{
Eel[µ] | µ > 0,
∫
µ = 1
}
= Eelf [µelf ]. (5.4)
Moreover, µelf only assumes the values zero and B/2πℓ.
Let us define the 2D electrostatic energy
D(σ, σ) =
1
2
∫∫
R2×R2
σ(x) log
1
|x− y|σ(y)dxdy
for all σ for which the integral is well defined (for example σ such that
∫ |log |x|| |σ(x)| dx <
+∞)
Lemma 5.1 (Bounds using the electrostatic energy).
Let µ1 and µ2 be probability densities such that D(µ1 − µ2, µ1 − µ2) < +∞. Then, for any
test-function χ1(x),∣∣∣ ∫
R2
(
µ1(x)− µ2(x))χ1(x)dx
∣∣∣ 6 ‖∇χ1‖L2D(µ1 − µ2, µ1 − µ2)1/2, (5.5)
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and, for any test-function χ2(x, y),∣∣∣ ∫∫
R2×R2
(
µ1(x)µ1(y)− µ2(x)µ2(y)
)
χ2(x, y)dxdy
∣∣∣ 6 CD(µ1 − µ2, µ1 − µ2)1/2
× sup
y
‖∇χ2(·, y)‖L2
(5.6)
Proof. We will prove the statement for smooth and compactly supported µ1(x) and µ2(x).
The general result is then obtained by a density argument. Note that
D(µ1 − µ2, µ1 − µ2) > 0
when
∫
R2
µ1 =
∫
R2
µ2, see [37, Chapter I, Lemma 1.8]. Assume for the moment that χ1 is
differentiable and denote
V = − 1
2π
log | . | ⋆ (µ1 − µ2) .
Then, since
−∆V = µ1 − µ2∫
R2
(
µ1(x)− µ2(x))χ1(x)dx =
∫
∇χ1(x) · ∇V (x)dx,
and by Cauchy-Schwarz∣∣∣ ∫
R2
(
µ1(x)− µ2(x))χ1(x)dx
∣∣∣ 6 ‖∇χ1‖L2∥∥∇V ∥∥L2
= C‖∇χ1‖L2
[ ∫
R2
(
∇x
∫
R2
1
|x− y|(µ1(y)− µ2(y))dy
)
×
(
∇x
∫
R2
1
|x− z|(µ1(z)− µ2(z))dz
)]1/2
= C‖∇χ1‖L2
[ ∫
R2
∫
R2
1
|x− y|(µ1(y)− µ2(y))dy
×
(
∆x
∫
R2
1
|x− z|(µ1(z)− µ2(z))dz
)]1/2
= ‖∇χ1‖L2D(µ1 − µ2, µ1 − µ2)1/2.
The result is then extended by density to test functions with ∇χ1 ∈ L2.
To prove (5.6) we can safely assume χ2(x, y) = χ2(y, x), because the contribution of the
antisymmetric part would integrate to zero. We have∫∫
R2×R2
(
µ1(x)µ1(y)− µ2(x)µ2(y)
)
χ2(x, y)dxdy
=
∫∫
R2×R2
(
µ1(x) + µ2(x)
)(
µ1(y)− µ2(y)
)
χ2(x, y)dxdy,
and hence, by (5.5),∣∣∣ ∫∫
R2×R2
(
µ1(x)µ1(y)− µ2(x)µ2(y)
)
χ2(x, y)dxdy
∣∣∣
6 D(µ1 − µ2, µ1 − µ2)1/2
∥∥∥∇ ∫ χ2(·, x)(µ1(x) + µ2(x))dx∥∥∥
L2
.
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The Cauchy-Schwarz inequality together with
∫
µ1 =
∫
µ2 = 1 yields∥∥∥∇ ∫ χ2(·, x)(µ1(x) + µ2(x))dx∥∥∥
L2
6 C sup
x
‖∇χ2(·, x)‖L2 ,
which concludes the proof. 
The first main result of this section is the following proposition, showing that µf approx-
imates µelf in the sense of reduced densities.
Proposition 5.2 (Mean-field approximation of Ψf ).
Let f be a polynomial and µ
(1)
f , µ
(2)
f be the one- and two-body densities associated to Ψf of
the form (1.7). Then, for any test functions χ1 and χ2,∣∣∣ ∫
R2
(
µ
(1)
f (x)− µelf (x)
)
χ1(x)dx
∣∣∣ 6 C( logN
N
)1/2
‖∇χ1‖L2 +CN−1/2‖∇χ1‖L∞ , (5.7)
and∣∣∣ ∫∫
R2×R2
(
µ
(2)
f (x, y)− µelf (x)µelf (y)
)
χ2(x, y)dxdy
∣∣∣ 6 C( logN
N
)1/2
sup
y
‖∇χ2(·, y)‖L2
+ CN−1/2 sup
y
‖∇χ2(·, y)‖L∞ .
(5.8)
Moreover, we have the pointwise bounds
0 6 µ
(1)
f (x) 6 Ce
−NC(|x|2−logN)
0 6 µ
(2)
f (x, y) 6 Ce
−NC(|x|2+|y|2−logN) (5.9)
Proof of Proposition 5.2. The bound (5.7) corresponds exactly to [36, Eq. (4.1)], which in
turn is based on [33, Theorem 3.2] and we refer to those papers for the complete proof. The
argument is based on the free-energy functional
Felf [µ] = Eelf [µ] +
1
N
∫
µ(x) log µ(x)dx (5.10)
at temperature N−1 associated with the electrostatic energy functional Eelf (5.3). Let us
denote by µGibbsf the unique minimizer of Felf among probability measures.
In order to prove (5.8), we notice that an intermediate step for the proof of (5.7) is the
bound
D
(
µGibbsf − µelf , µGibbsf − µelf
)
6 CN−1. (5.11)
This corresponds to [36, Eq. (4.4)]. We also import, directly from [33, Remark 3.3] (see
also [31, Lemma 7.4])∣∣∣ ∫∫
R2×R2
(
µ
(2)
f (x, y)− µGibbsf (x)µGibbsf (y)
)
χ2(x, y)dxdy
∣∣∣ 6 C( logN
N
)1/2
sup
y
‖∇χ2(·, y)‖L2
+ CN−1/2 sup
y
‖∇χ2(·, y)‖L∞ .
(5.12)
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Moreover, by (5.6) and (5.11),∣∣∣ ∫∫
R2×R2
(
µGibbsf (x)µ
Gibbs
f (y)− µelf (x)µelf (y)
)
χ2(x, y)dxdy
∣∣∣ 6 CN−1/2 sup
y
‖∇χ2(·, y)‖L2 .
(5.13)
Hence, (5.8) is proven by decomposing∫∫
R2×R2
(
µ
(2)
f (x, y)− µelf (x)µelf (y)
)
χ2(x, y)dxdy
=
∫∫
R2×R2
(
µ
(2)
f (x, y)− µGibbsf (x)µGibbsf (y)
)
χ2(x, y)dxdy
+
∫∫
R2×R2
(
µGibbsf (x)µ
Gibbs
f (y)− µelf (x)µelf (y)
)
χ2(x, y)dxdy
and then using (5.12) and (5.13).
We are only left with the proof of (5.9), which is obtained analogously to the proof of
[36, Eq. (4.2)]. There one first obtains (cf. [36, Eq. (4.14)])
0 6 µGibbsf (x) 6 Ce
−NC|x|2 . (5.14)
This estimate is then carried over to one- and two-particle densities as in the proof of [33,
Eq. (3.16)]. More precisely, at the end of Section 3.3 of [33] the following formula is obtained
µf (x1, . . . , xN ) 6 e
CN logN
N∏
j=1
µGibbsf (xj).
By integrating with respect to all but one or two variables one gets
µ
(1)
f (x) 6 e
CN logNµGibbsf (x)
µ
(2)
f (x, y) 6 e
CN logNµGibbsf (x)µ
Gibbs
f (y),
which directly imply (5.9) due to (5.14). 
Having at hand Proposition 5.2 which shows proximity of µ
(1)
f and µ
el
f , the missing in-
gredient is a link between µelf and the measure µ
sol of Theorem 2.7. This is provided by the
following result.
Proposition 5.3 (Inverse electrostatic problem).
Let µsol be, as in Theorem 2.7, a probability measure whose only values are 0 and B/2πℓ.
There exists a (sequence of) polynomial(s) fδ indexed by a N -dependent parameter δ > 0
such that, for any test-functions χ1 and χ2,∣∣∣ ∫
R2
(
µelfδ(x)− µsol(x))χ(x)dx
∣∣∣ 6 CN−1/4‖∇χ‖L2 (5.15)
and∣∣∣ ∫∫
R2×R2
(
µelfδ(x)µ
el
fδ
(y)− µsol(x)µsol(y))χ2(x, y)dxdy∣∣∣ 6 CN−1/4 sup
y
‖∇χ2(·, y)‖L2 .
(5.16)
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Proof. Proposition 5.3 is proven analogously to [36, Prop. 3.1], the main difference being
that the role of the bathtub minimizer ρ0 is now played by µ
sol. One can anyway repeat all
the steps and deduce
D(µsol − µelfδ , µsol − µelfδ) 6 CN−1/2.
The result is then brought to the form (5.15) and (5.16) using Lemma 5.1. 
We can now provide the
Proof of Theorem 2.7. Let us introduce χin and χout, smooth partition of unity with χin
supported in the disk D(0, 2 logN) and χout identically zero in the disk D(0, logN). We
can choose them so that
‖∇χin‖∞ + ‖∇χin‖∞ 6 C logN,
which implies, by the growth assumption (2.9),
‖∇(χinv)‖Lp 6 CN θ
‖∇(χinw)‖Lp 6 CN θ
(5.17)
for any θ > 0 and p ∈ [2,+∞].
Let fδ be the sequence of polynomials provided by Proposition 5.3. We have
e(N,λ)
N
6
EN,λ[Ψfδ ]
N
=
∫
χin(x)v(x)µ
sol(x)dx+
λ
2
∫ ∫
χin(x)χin(x)w(x − y)µsol(x)µsol(y)dxdy
+
∫
χin(x)v(x)
(
µ
(1)
fδ
(x)− µsol(x)
)
dx
+
λ
2
∫
χin(x)χin(y)w(x − y)
(
µ
(2)
fδ
(x, y)− µsol(x)µsol(y)
)
dxdy
+
∫
χout(x)v(x)µ
(1)
fδ
(x)dx
+ λ
∫
χin(x)χout(y)w(x − y)µ(2)fδ (x, y)dxdy
+
λ
2
∫
χout(x)χout(y)w(x − y)µ(2)fδ (x, y)dxdy.
(5.18)
Since µsol is a fixed probability measure with compact support, the first line in the right-
hand side of (5.18) coincides with EMF[µsol] for N large enough. To estimate the second
and third lines we use (5.7), (5.8), (5.15), (5.16), together with (5.17), thus obtaining∣∣∣ ∫ χin(x)v(x)(µ(1)fδ (x)− µsol(x))dx∣∣∣ 6 CN−1/4+γ
λ
2
∣∣∣ ∫ χin(x)χin(y)w(x− y)(µ(2)fδ (x, y)− µsol(x)µsol(y))dxdy∣∣∣ 6 CN−1/4+γ
for any γ > 0. The remaining three terms are estimated using (5.9). For example∣∣∣ ∫ χout(x)v(x)µ(1)fδ (x)dx∣∣∣ 6 ∫|x|>logN e−CN(|x|2−logN)|x|s
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is exponentially small as N →∞, and the same for the other terms. We obtained
e(N,λ)
N
6
EN,λ[Ψfδ ]
N
6 EMF[µsol](1 +N−1/4+γ)
for any γ > 0, which concludes the proof. 
6. Convergence of densities
6.1. The Hewitt-Savage and Diaconis-Freedman Theorems. We start by recalling
the Hewitt-Savage Theorem [13, 7] for N -body states, see [29, 28, 27] for more details. We
will denote by P(Σ) the set of probability measures over a set Σ. We shall use the fact that
the de Finetti-Hewitt-Savage can be approximated by the Diaconis-Freedman construction:
given a symmetric probability measure µN over R
dN , d > 1, we define the probability
measure PµN over P(R2) by∫
P(R2)
ϕ(σ)dPµN (σ) :=
∫
ϕ(EmpXN )dµN (XN ), (6.1)
for any ϕ ∈ C0(P(R2)) or, by a slight abuse of notation,
PµN (σ) =
∫
R2N
δσ=EmpXN
dµN (x1, . . . , xN ), (6.2)
We then have the
Theorem 6.1 (Hewitt-Savage in large N limit).
Let µN be a symmetric probability measure over R
dN , and let its k-marginal µ
(k)
N be defined
by integrating over N − k d-dimensional variables. Assume that µ(1)N is tight:
lim sup
R→∞
sup
N∈N
(
1− µ(1)N (B(0, R))
)
= 0. (6.3)
Extract a subsequence such that µ
(1)
N ⇀ µ ∈ P(Rd) as measures. Then, along this (not-
relabeled) subsequence,
(1) There exists a unique probability measure P ∈ P(P(Rd)) such that for any fixed
k ∈ N,
µ
(k)
N ⇀
∫
P(Rd)
µ⊗kdP (µ). (6.4)
(2) Let PµN be defined in (6.1) and P the measure such that (6.4) holds. We have that
PµN ⇀ P (6.5)
weakly as measures on P(Rd).
Elements of proof. If Rd is replaced by a compact subset, the proof is contained in [29, 28,
Chapter 2]. The compactness assumption can be removed by a one-point compactification
argument that can be found in [27].
As for Item 2 of the statement, see again [29, 28, Chapter 2] for the case where Rd is
compactified. First extract a subsequence along which
PN ⇀ P
′
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for some probability measure P ′ on P
(
Rd
)
. We recall the Diaconis-Freedman bound∥∥∥µ(k)N − µ˜(k)N ∥∥∥
TV
6 2
k(k − 1)
N
. (6.6)
where we used the total variation norm
‖µ − ν‖TV = 2 sup
{|µ(A)− ν(A)| | A ∈ Σ}.
and denoted
µ˜N =
∫
P(Rd)
µ⊗NdPN (µ). (6.7)
It follows that P ′ = P . Indeed, passing to the limit in (6.6), the restriction of P ′ to P(Rd)
must be P . But the latter is a probability measure, so P ′ must charge only P(Rd). 
6.2. Energy estimates on the support of the limit measure. As a preparatory step
for the proof of Theorem 2.4 we will show in this subsection that the limit measure P
which Theorem 6.1 associates to a many-body minimizing sequence only charges probability
measures whose energy is smaller than Eflo.
For any δ > 0 define the function U : P(R2)→ R as
Uδ(µ) =
{
1 if EMF[µ] > Eflo + δ or if EMF[µ] is not defined
0 if EMF[µ] 6 Eflo + δ. (6.8)
Notice that Uδ is also defined on probability measures that do not satisfy the upper con-
straint µ 6 B/2πℓ of the flocking problem 2.8. The following lemma will be used later in
order to apply a weak version of Fatou’s lemma.
Lemma 6.2 (Weak-⋆ lower semicontinuity of Uδ).
For any sequence of probability measures µn converging weakly-⋆ as Radon measures to µ
we have
lim inf
n→∞ Uδ(µn) > Uδ(µ).
Proof. We have mentioned in Section 3.1 that EMF is lower semicontinuous. Hence
U−1δ (0) = {µ ∈ P(R2) | EMF[µ] 6 Eflo + δ}
is closed. It follows that {µ ∈ P(R2) |Uδ(µ) 6 α} ⊂ P(R2) is closed for any α ∈ R, which
is lower semicontinuity of Uδ. 
Proposition 6.3 (The limit measure of minimizing sequences charges low ener-
gies).
Let ΨF be a minimizing sequence for the many-body energy (1.5), i.e.,
EN,λ[ΨF ] = E(N,λ) + o(N)
as N →∞. Let P be the limit measure associated to |ΨF |2 via Theorem 6.1. Then
EMF[µ] 6 Eflo P - a.e.
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Proof. We want to apply Theorem 6.1 to |ΨF |2. We only have to prove the tightness
condition (6.3) for µ
(1)
ΨF
. But, for R large enough,
1− µ(1)ΨF (B(0, R)) =
∫
R2\B(0,R)
v(x)
v(x)
µ
(1)
ΨF
(x)dx 6
1
v(R)
(
N−1EN,λ[ΨF ]
)
6
Eflo + C
v(R)
.
The first inequality follows from the growth of v in (2.9) and the boundedness of w. The
second one is clear since we proved in the previous sections that
lim
N→∞
E(N,λ)
N
= Eflo
for λ small enough.
Denote now PΨF the measure over P(R2) associated to |ΨF |2 via (6.1). We first claim
that, for any fixed δ > 0, ∫
P(R2)
Uδ(µ)dPΨF (µ) 6 (δ
−1 + 1)oN (1). (6.9)
Let us define the set
Ξδ =
{
XN ∈ R2N | EMF[EmpXN ] > Eflo + δ
}
.
From the definition (6.1) of PΨF we deduce∫
P(R2)
Uδ(µ)dPΨF (µ) = µF (Ξδ). (6.10)
In order to obtain an estimate for µF (Ξδ), our proof now goes through computations similar
to those in the proof of (2.13) at the end of Section 4. In particular, importing directly
(4.12), we have
N−1EN,λ[ΨF ] >
∫
AL∩Ξδ
EMF[EmpXN ]dµF (XN ) +
∫
AL∩Ξcδ
EMF[EmpXN ]dµF (XN )
− CN−1.
(6.11)
where
AL =
{
XN ∈ R2N |
∫
Sk
EmpXN 6 (1 + ε)
B|Sk|
2πℓ
∀k such that Sk ⊂ SL
}
,
SL is the square [−L,L] × [−L,L] and Sk is the k-th square of side Nα of a tiling of SL.
We now use the definition of Ξδ in the integral on AL ∩ Ξδ to get∫
AL∩Ξδ
EMF[EmpXN ]dµF (XN ) > (Eflo + δ)µF (AL ∩ Ξδ).
Notice also that
µF (AL ∩ Ξδ) = µF (Ξδ)− µF (AcL ∩ Ξδ) > µF (Ξδ)− µF (AcL),
and we can use (4.11) to estimate µ(AcL). Furthermore, in the integral on AL ∩ Ξcδ, we
perform a Riemann sum approximation as explained in the proof of (2.13) when passing
from (4.12) to (4.13). After repeating the same steps, this procedure yields∫
AL∩Ξcδ
EMF[EmpXN ]dµF (XN ) > EfloµF (AL ∩ Ξcδ)− Cε− CNα.
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Hence, we can bring (6.11) to the form
N−1EN,λ[ΨF ] > Eflo + δµF (Ξδ)− CδL2N−2αe−CεN
√
5−1 − CNα − Cε.
Since we chose a minimizing sequence ΨF we have, by the upper bound (2.14),
N−1EN,λ[ΨF ] 6 Eflo + oN (1)
as N → ∞. Combining the last two inequalities we find that we can choose ε = N−1 and
L large enough such that
δµF (Ξδ) 6 (1 + δ)oN (1).
Using (6.10), this completes the proof of (6.9).
Next, since PΨF converges weakly as measures to P as in (6.5), the integral∫
P(R2)
Uδ(µ)dPΨF (µ)
has a positive and weakly lower semicontinuous function Uδ (see Lemma 6.2) integrated
against a weakly converging sequence of measures. We are within the assumptions of [4,
Chapter 1, Section 2, Problem 2.6] and [8, Theorem 1.1] which yield the Fatou-like lemma
lim inf
N→∞
∫
P(R2)
Uδ(µ)dPΨF (µ) >
∫
P(R2)
Uδ(µ)dP (µ),
whence ∫
P(R2)
Uδ(µ)dPΨF (µ) >
∫
P(R2)
Uδ(µ)dP (µ) − oN (1).
Combining with (6.9) we deduce∫
P(R2)
Uδ(µ)dP (µ) 6 (1 + δ
−1)oN (1),
whence, passing to the limit N →∞,∫
P(R2)
Uδ(µ)dP (µ) 6 0
The subsequent limit δ → 0 proves the desired statement. 
6.3. Incompressibility estimate for the limit measure and proof of Theorem 2.4.
Proposition 6.4 (Incompressibility estimate for the limit measure).
Let ΨF be a minimizing sequence for the many-body energy (1.5), i.e.,
EN,λ[ΨF ] = E(N,λ) + o(N)
as N → ∞. Let P ∈ P(P(R2)) be the limit measure associated to |ΨF |2 by Theorem 6.1.
Then, P -almost everywhere,
µ 6
B
2πℓ
.
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Proof. For any k ∈ N and Ω ⊂ R2, define the set
Jk,Ω =
{
XN ∈ R2N
∣∣∣ (∫
Ω
EmpXN
)k
>
(
(1 + ε)
B|Ω|
2πℓ
)k}
.
Without loss of generality, since balls form a basis for Borel subsets of R2, we will assume
that Ω is a ball. Since Jk,Ω = J1,Ω, Theorem 4.1 implies immediately
µF (Jk,Ω) 6 e
−CεN
√
5−1
.
Notice that the C on the right of the last inequality depends on the set Ω, which we will
however keep fixed. We write∫
R2N
( ∫
Ω
EmpXN
)k
dµF (XN ) =
∫
Jc
k,Ω
( ∫
Ω
EmpXN
)k
dµF (XN )
+
∫
Jk,Ω
( ∫
Ω
EmpXN
)k
dµF (XN )
6
(
(1 + ε)
B|Ω|
2πℓ
)k
+ e−CεN
√
5−1
,
(6.12)
having used
∫
Ω EmpXN 6 1 for the second term.
Let P be the measure on P(R2) that Theorem 6.1 associates to µF . We will show that∫
P(R2)
(∫
Ω
µ
)k
dP (µ) 6
(B|Ω|
2πℓ
)k
. (6.13)
Let us denote by χΩ the characteristic function of Ω, and let χΩ,ϑ be its regularization
on a small scale ϑ. Let Ωϑ be the dilation of Ω by a factor (1 + ϑ) and let χΩϑ be the
corresponding characteristic function. We can pick these functions so as to have
χΩ 6 χΩ,ϑ 6 χΩϑ . (6.14)
Then ∫
P(R2)
(∫
Ω
µ
)k
dP (µ) 6
∫
P(R2)
( ∫
χΩ,ϑ µ
)k
dP (µ)
=
∫
χ⊗kΩ,ϑ µ
(k)
F + oN (1)
6
∫
Ωk
ϑ
µ
(k)
F + oN (1),
where the first step is due to (6.14), the second is due to Theorem 6.1 (and the bound (6.6),
notice that χΩ,δ is continuous and compactly supported), and the third again to (6.14). We
remark that the error oN (1) might depend badly on ϑ. Now, by (6.6) we have∫
Ωk
ϑ
µ
(k)
F =
∫
Ωk
ϑ
µ˜
(k)
F + oN (1).
Furthermore, notice that∫
Ω×k
ϑ
µ˜
(k)
F =
∫
R2N
( ∫
Ωϑ
EmpXN
)k
dµF (XN ).
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By putting together the last three estimates we get∫
P(R2)
( ∫
Ω
µ
)k
dP (µ) 6
∫
R2N
( ∫
Ωϑ
EmpXN
)k
dµF (XN ) + oN (1)
6
(
(1 + ε)
B|Ωϑ|
2πℓ
)k
+ e−CεN
√
5−1
+ oN (1),
having used (6.12) for the second step. We can choose, for example, ε = N−1, which allows
to take the limit N →∞ first. The subsequent limit ϑ→ 0 finally yields (6.13).
The proof is then completed by an argument already appearing in [9, Theorem 2.6].
Assume for contradiction that there exists a set K ⊂ P(R2) such that P (K) > 0 and
µ(Ω) > |Ω|B/2πℓ for some ball Ω ⊂ R2 and for every µ ∈ K. We have, by (6.13),∫
K
(∫
Ω µ
B|Ω|
2πℓ
)k
dP (µ) 6 1.
Since ∫
Ω
µ >
B|Ω|
2πℓ
on the whole of K, the above inequality is absurd for large enough k and therefore it must
be that
µ(Ω) 6
B|Ω|
2πℓ
P - a.e..
This is actually equivalent to having the density of µ bounded from above by B/2πℓ almost
everywhere, and the proof is complete. 
We are finally ready to prove Theorem 2.4.
Proof of Theorem 2.4. Let ΨF be a minimizing sequence as in (2.11). By Theorem 6.1 there
exists P such that, for every k ∈ N,
µ
(k)
F ⇀
∫
P(R2)
µ⊗kdP (µ)
weakly as measures as N →∞. The fact that P is a probability measure follows from the
second part of Theorem 6.1 if we show that the sequences of densities µ
(k)
F are tight. For
fixed ε > 0, let B(0, Rε) be the ball of radius Rε and centered at the origin. We have
µ
(2)
F (B(0, Rε)×B(0, Rε)) > 1− 2
∫
B(0,Rε)c
µ
(1)
F .
However, since by our assumption (2.9) the external potential v grows at infinity, we have∫
B(0,Rε)c
µ
(1)
F 6
1
v(Rε)
∫
B(0,Rε)c
vµ
(1)
F 6
Eflo + C
v(Rε)
having used in the second step that (recall that w ∈ L∞)∫∫
R2×R2
w(x− y)µ(2)F (x, y)dxdy > −C
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together with the fact that the sequence µF minimizes the energy. Hence, for Rε large
enough, (Eflo + C)/v(Rε) < ε and we have
µ
(2)
F (B(0, Rε)×B(0, Rε)) > 1− 2ε
for all N . Tightness of all other marginals follows.
By Proposition 6.3 and Proposition 6.4 we know that P must be concentrated on{
µ | EMF[µ] 6 Eflo,
∫
R2
µ = 1
}
∩
{
µ | 0 6 µ 6 B
2πℓ
a.e. ,
∫
R2
µ = 1
}
.
This is equivalent to saying that P is concentrated on the set of minimizers of the flocking
problem (2.8), which completes the proof. 
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