A black-box-type algorithm is presented for the variational computation of energy levels and wave functions using a ͑ro͒vibrational Hamiltonian expressed in an arbitrarily chosen body-fixed frame and in any set of internal coordinates of full or reduced vibrational dimensionality. To make the required numerical work feasible, matrix representation of the operators is constructed using a discrete variable representation ͑DVR͒. The favorable properties of DVR are exploited in the straightforward and numerically exact inclusion of any representation of the potential and the kinetic energy including the G matrix and the extrapotential term. In this algorithm there is no need for an a priori analytic derivation of the kinetic energy operator, as all of its matrix elements at each grid point are computed numerically either in a full-or a reduced-dimensional model. Due to the simple and straightforward definition of reduced-dimensional models within this approach, a fully anharmonic variational treatment of large, otherwise intractable molecular systems becomes available. In the computer code based on the above algorithm, there is no inherent limitation for the maximally coupled number of vibrational degrees of freedom. However, in practice current personal computers allow the treatment of about nine fully coupled vibrational dimensions. Computation of vibrational band origins of full and reduced dimensions showing the advantages and limitations of the algorithm and the related computer code are presented for the water, ammonia, and methane molecules.
I. INTRODUCTION
The Born-Oppenheimer ͑BO͒ approximation 1,2 defines two fields of research for computational quantum chemistry, namely, electronic structure and nuclear motion theories. Although the approximate approaches and related algorithms employed in solving the time-independent Schrödinger equations in the two areas have a lot of common features, from the perspective of the present investigation on variational rovibrational spectroscopy it is more important to point out the differences in these algorithms than to emphasize their similarities. Note that ͑low-order͒ perturbational algorithms, used with considerable success in both fields, [3] [4] [5] [6] are outside of the scope of this paper.
Nonrelativistic electronic structure theory almost always utilizes a universal Hamiltonian expressed in Cartesian coordinates, whereby not only the kinetic but also the potential energy operator is known exactly in a simple analytic form. One is usually interested in the lowest or the few lowest electronic states and wave functions and it has also become common to use standard basis sets for these computations. Consequently, single codes could be written irrespective of the size of the system to be treated and the arrangement of its constituent atoms. Apart from relatively minor though very important technical differences in the algorithms utilized in the different electronic structure codes, it is the different approximations introduced to treat the electron correlation problem which lead to codes applicable to drastically different molecular sizes and result in varying accuracy in the electronic energies and related properties. 5, 7 In contrast to electronic structure computations, most of the algorithms used to solve the nuclear motion Schrödinger equation variationally and the codes based on them are specialized in more than one respect. [8] [9] [10] [11] [12] Most importantly, the potential energy operator is never known in an exact form; only approximations to the potential energy surfaces ͑PES͒ 7,13 can be developed. The first class of approaches, based on tailor-made analytic kinetic energy operators coordinates and the use of the Eckart frame. As a result, floppy molecular systems and those having PESs with multiple minima cannot be treated straightforwardly within this approach. There have also been attempts to use arbitrarily chosen body-fixed frames and curvilinear internal coordinates, 40, 41 for example by Luckhaus and co-workers, [42] [43] [44] [45] Lauvergnat et al., 46, 47 Yurchenko et al., 48 and Makarewicz. 49 This third class of approaches seems to be the only one which offers the possibility of a true blackbox-type algorithm to compute rovibrational spectra of complex and floppy molecules, similar to the widely appreciated black-box approaches of electronic structure theory. Nevertheless, as it is also shown here, practical realization of such a universal algorithm for nuclear motion computations is far from being straightforward.
In nuclear motion computations rotation-vibration ͑rv͒ energy levels and wave functions ͑and properties based on them͒ are computed. Often, however, only the rotationless vibrational levels ͑and transition wavenumbers͒ are required, which are obtained by the solution of a Hamiltonian constrained to zero total angular momentum ͑J = 0, where J is the quantum number of the overall molecular rotation͒. Furthermore, adding the capability of the computation of rotational-vibrational states to an existing vibrations-only code is straightforward. Thus, it is deemed to be sufficient to concentrate here on the constrained, J = 0 problem.
In order to obtain quantum dynamical results on large͑r͒ molecular systems variationally, approximations in the quantum treatment must be introduced. The much needed savings on the computational effort can be achieved along two routes. First, reduced-dimensional models can be introduced by means of stopping or constraining the motions of the subsystem considered to be irrelevant. These techniques involve approximations in the physical model. Second, mathematical approximations ͑e.g., truncated n-mode representation, grid reduction͒ can be introduced in the solution of a given physical model, constrained or not, in order to reduce the numerical effort.
In this paper we present ͑a͒ the theory behind an approach leading toward a black-box-type procedure to compute rovibrational spectra, with special emphasis on the numerical evaluation of the kinetic energy matrix, ͑b͒ our carefully tested implementation of this procedure in a computer code, built upon the use of discrete variable representation ͑DVR͒ 50, 51 and a direct-product basis, especially useful when a large number of eigenstates is to be computed from the resulting sparse Hamiltonian matrix of special structure, and ͑c͒ numerical results on simple model-type molecular systems, water, ammonia, and methane in order to demonstrate the flexibility and utility of our code. The code developed during this work is called GENIUSH, in reference to its main characteristics: general ͑GE͒ ͑ro͒vibrational code with numerical ͑N͒, internal-coordinate ͑I͒, user-specified ͑US͒ Hamiltonians ͑H͒. Indeed, GENIUSH is able to compute eigenpairs of a ͑ro͒vibrational operator corresponding to any body-fixed frame and internal coordinates defined by the user. Furthermore, inclusion of the user-defined representation of the PES is numerically exact.
II. KINETIC ENERGY OPERATORS

A. The classical Hamiltonian in internal coordinates
Let us consider a molecule with N nuclei, whose positions are specified by 3N rectilinear Cartesian coordinates, X i␣ , i =1, ... ,N ͑␣ = X , Y , Z͒, in the laboratory-fixed frame. The corresponding Lagrangian is
where dots denote time derivatives, m i denotes the mass associated with the ith nucleus, and V is the potential energy depending only on the coordinates of the nuclei. In anticipation of a computationally more efficient representation, the 3N rectilinear Cartesian coordinates are replaced 52 by coordinates of the center of mass of the nuclei ͑NCM͒, ͑X X NCM , X Y NCM , X Z NCM ͒, which describe the translational motion of the system, the Euler angles, ͑ , , ͒, which specify the instantaneous orientation of a body-fixed frame with respect to the laboratory-fixed frame, and coordinates describing the internal motion of the system, ͑q 1 , q 2 , ... ,q D ͒, where D Յ 3N − 6. In this new set of coordinates the Lagrangian has the form, using the compact notation q = ͑q 1 , q 2 , ... ,q D+6 ͒ and
͑2͒
where
was introduced. The momentum p k , conjugate to q k , is
and hence for nonsingular g 's, q = g −1 p. After appropriate rearrangements the Hamiltonian is written as
where the notation G = g −1 was introduced.
B. Formulation of the g and G matrices
t-vector formalism
The relationship between Cartesian coordinates in the laboratory-fixed frame, X i␣ , and those in the body-fixed frame, x ia , is given by
where x ia ͑q 1 , q 2 , ... ,q D ͒ denotes the Cartesian coordinates of the ith nucleus in the body-fixed frame with the axis a = x , y , z, while C͑ , , ͒ denotes the ͑orthogonal͒ direction cosine matrix between the laboratory-fixed and the bodyfixed frames. The so-called t vectors 9, 53 are now introduced as
It can be demonstrated 41 that the translational and rotational t vectors are
͑8͒
where ␦ ak is the Kronecker delta symbol, and e ជ k denotes the unit vector pointing along the kth axis of the body-fixed frame; the vibrational t vectors can be expressed as
Elements of the g matrix can now be given in terms of the t vectors as
It follows from Eq. ͑10͒ that g ͑and also G = g −1 ͒ is specified entirely by the actual values of the internal coordinates and the definition of the body-fixed frame. Furthermore, it can be demonstrated that the translational motion of the NCM can be separated exactly from the rest of the coordinates, which allows introduction of the rv Hamiltonian as
s-vector formalism
A possible construction of the G matrix is offered by its definition introduced below Eq. ͑5͒ using the t vectors. An alternative formulation, based on the chain rule, is often used,
which is the well-known El'yashevich-Wilson 54,55 G matrix. Similarly to the t vectors ͓Eq. ͑7͔͒, the so-called s vectors 54 are defined as
͑13͒
It can be shown that the vibrational s vectors assume the form
A detailed procedure for the evaluation of translational and rotational s vectors can be found in Ref. 41 , which relies only on the translational and rotational t vectors and the vibrational s vectors but does not assume the knowledge of the vibrational t vectors. Finally, the G matrix can also be written in terms of the s vectors as
From a theoretical point of view, the t-and s-vector formalisms are equivalent, but numerically the computation of either the ‫ץ‬x ia / ‫ץ‬q k -or ‫ץ‬q k / ‫ץ‬x ia -type derivatives can be more favorable.
C. Reduced-dimensional models in classical mechanics
In nuclear motion computation of larger systems approximations based on physical considerations must often be introduced, yielding effective Hamiltonians. As inspired by the given application, certain types of internal coordinates may be decoupled from the rest.
Let us consider 3N − 6 internal coordinates, out of which there are only D Ͻ 3N − 6 active variables ͑q 1 , q 2 , ... ,q D ͒ in our model, and the rest of the coordinates ͑ 1 , 2 , ... , 3N−6−D ͒ are fixed at a given value ͑or are prescribed functions of the active coordinates͒. In classical mechanics, constraining coordinates i is equivalent to choosing i =0 ͑i =1,2, ... ,3N −6−D͒. The Lagrangian of such a constrained model is already derived in Eq. ͑2͒ with D Ͻ 3N − 6. This is equivalent to deleting rows and columns corresponding to the constrained coordinates in the full g R ͑3N−3͒ϫ͑3N−3͒ . Another possible approximation can be introduced if those rows and columns of the full-dimensional G R ͑3N−3͒ϫ͑3N−3͒ matrix are deleted which correspond to the constrained coordinates.
D. Quantum mechanical formulation
In order to rewrite Eq. ͑11͒ to its quantum mechanical counterpart, a method advocated by Podolsky 56 can be applied, whereby
where g = det g, and p k has the form
and 
From now on this form will be referred to as the Podolsky form, Ĥ vP , in order to distinguish it from a "rearranged"
form, Ĥ vR , that can be obtained after trivial manipulations as
or after a useful rearrangement
U, often called the extrapotential term, is an inherently quantum mechanical term in the Hamiltonian. Both the vibrationonly Podolsky form, Eq. ͑19͒, and the rearranged form, Eq. ͑20͒, contain the determinant of the rotational-vibrational g R ͑D+3͒ϫ͑D+3͒ matrix ͑or that of the G matrix͒ irrespective of whether the full rovibrational or only the effective vibrational problem is solved. Consequently, even if only the vibrations are studied, the choice of the body-fixed frame might affect the convergence rate of the computed vibrational levels and also, for instance, the singular regions ͑g =0͒ of the Hamiltonian.
From a theoretical point of view the Podolsky and the rearranged forms of the ͑ro͒vibrational Hamiltonian are equivalent; however, their numerical behavior is different.
E. Reduced-dimensional models in quantum mechanics
Approximations inspired by physical considerations discussed in Sec. II C in a classical mechanical context remain valid also in the quantum mechanical treatment. Constrained models constructed by reducing the g and also G matrices will be presented later. It is perhaps worth pointing out that the two reduction strategies in general provide different models of the system, and thus numerically different results.
III. MATRIX REPRESENTATION OF THE HAMILTONIAN AND THE ITERATIVE EIGENSOLVER
Traditionally, the Hamiltonians given in Eqs. ͑19͒ and ͑20͒ are further rearranged to a simpler symbolic form considering the actually chosen body-fixed frame and internal coordinates. The matrix representation of this systemadapted symbolic form is then implemented to compute ͑ro͒vibrational eigenpairs. In the algorithm and computer code presented here and called GENIUSH the problem is solved in a reversed manner. The Hamiltonians given in Eq. ͑19͒ or Eq. ͑20͒ are not rearranged further but connected directly to an eigensolver dealing explicitly only with the universal G kl , g, and U quantities. This allows one to write a universal computer code. In each application the G kl , g, and U quantities, specific for the chosen body-fixed frame and internal coordinates, are determined numerically.
In what follows the essential parts of GENIUSH are presented in detail. First, the DVR 50,51 is considered which is used to construct the matrix representation of the operators. Second, technical difficulties of the numerical construction of the kinetic energy are discussed. Due to the usage of a DVR coupled with a direct-product grid the resulting Hamiltonian matrix is very sparse but is often of extreme size. To avoid the explicit construction of this large Hamiltonian matrix or even of its nonzero elements, a Lanczos iterative eigensolver 57 is used, which requires only an efficient multiplication of the Hamiltonian matrix with a vector. Finally, an efficient matrix-vector multiplication scheme parallelized with OPENMP and issues related to the eigensolver part are presented.
A. Discrete variable representation
Normalized, standard orthogonal polynomials ͑such as Hermite, Laguerre, Legendre, and Chebyshev͒, H j ͑q͒, can be employed to construct a basis. Instead of using spectral functions, the corresponding DVR basis 58 is employed in GE-NIUSH. So far, the Hermite and the Legendre DVR bases have been implemented. Other DVR bases can trivially be added and they may prove useful for certain applications.
In order to build a DVR, the coordinate matrix of dimension N k 0 ϫ N k 0 is constructed having the elements ͑q k ͒ ij = ͗H i ͑q k ͉͒q k ͉H j ͑q k ͒͘ for each active vibrational degree of freedom, k =1,2, ... ,D. For the kth vibrational degree of freedom the quadrature points, k,n k , are the eigenvalues of the kth coordinate matrix, and the DVR basis is defined as
. As a result, the matrix of the coordinate operator is diagonal. Furthermore, due to the Gaussian quadrature approximation and the special properties of the DVR basis functions, the matrix representation of an operator that depends only on the coordinates is also always diagonal.
It is desirable to employ as compact of a representation of the Hamiltonian as possible. The first step toward this goal is to optimize the primitive DVR grid points employing a suitable one-dimensional ͑1D͒ model Hamiltonian. In the present work the potential-optimized ͑PO͒ DVR approach 59 was utilized. In the PO-DVR approach the operator
͑23͒
provides an excellent choice for simplifying the full operator given in Eq. ͑20͒, where all the coordinates, except the kth active mode, are fixed at their equilibrium values. The extrapotential term is left out from this 1D operator. Eigenvalues and eigenvectors corresponding to Eq. ͑23͒ are then evaluated using a large number of primitive grid points, N k 0 , distributed on a wide interval of the kth coordinate.
Next, the first few eigenvectors,
, are used to con-struct the kth "optimized" coordinate matrix, ͑q k
The eigenvectors of q k PO ordered in a matrix, T k PO , are used to set up the PO-DVR of the differential operators via the so-called transformation method. 50 There are several advantages of the use of this optimization method. First, it offers an inexpensive and valuable test of the actual coordinate definition, as it also provides the "energy levels" of a 1D but already meaningful model of the system. Second, it automatically provides an optimized interval for the quadrature points corresponding to each internal coordinate. Third, and this is the main advantage of PO-DVR, due to the optimization a reduced number of grid points is sufficient to obtain eigenpairs with the desired accuracy.
In what follows N k denotes the number of grid points corresponding to the kth degree of freedom. If PO-DVR is used
.. ,D͒. The directproduct grid constructed from these points has the size N = ͟ k=1 D N k . In computations a direct-product grid can be used directly or truncated based on geometrical or energetic requirements, thus resulting in a nondirect-product grid. Due to a simple indexing scheme used in the implementation of GE-NIUSH the matrix-vector multiplication and eigensolver algorithms developed for the direct-product case can be employed also for a reduced ͑nondirect-product͒ case.
B. Numerical construction of the kinetic energy
In order to construct the matrix of a kinetic energy operator corresponding to an arbitrarily chosen body-fixed frame and internal coordinates, only the numerical values of G, g, and U are required at the quadrature points. These quantities are constructed point by point on the DVR grid using directly the ͑ro͒vibrational Hamiltonian operators in the Podolsky form, Eq. ͑19͒, or in the rearranged form, Eq. ͑20͒. The fact that in DVR any quantity depending only on the coordinates can be represented as a diagonal matrix makes the present approach efficient without the need of introducing any approximations in the kinetic energy terms.
t-vector formalism
The rotational and vibrational t vectors introduced in Eqs. ͑8͒ and ͑9͒ are used to construct g, the central quantity in the present treatment. It is inverted to obtain G = g
͑D+3͒ϫ͑D+3͒ . If the vibration-only operator is used, it is sufficient to evaluate the vibrational sub-block of the G matrix.
If the Podolsky form of the Hamiltonian, Eq. ͑19͒, is employed, g = det g is left to be computed, which is numerically straightforward. Within this formalism only the first derivatives of the body-fixed Cartesian coordinates in terms of the internal coordinates, ‫ץ‬x i / ‫ץ‬q k , are required. These derivatives can be evaluated either by numerical ͑using standard double precision arithmetic͒ or analytic differentiation.
If the rearranged form of the Hamiltonian, Eq. ͑20͒, is used, the extrapotential term, U, must also be computed. In full-dimensional models or reduced-dimensional models constructed by reduction in g, it is better to use Eq. ͑21͒ for U. In reduced-dimensional models constructed by reduction in G, it is more straightforward to use the formulation of Eq. ͑22͒. Our numerical tests show that brute-force numerical differentiation of the formulas in Eqs. ͑21͒ and ͑22͒ can introduce numerical instabilities in the treatment. In order to avoid such numerical instabilities each term in Eqs. ͑21͒ and ͑22͒ are expressed numerically ͑not necessarily in a symbolic form͒ in terms of the first, second, and third derivatives of the body-fixed Cartesian coordinates in terms of the internal coordinates, ‫ץ‬x i / ‫ץ‬q k , ‫ץ‬ 2 x i / ‫ץ‬q k ‫ץ‬ q l , and ‫ץ‬ 3 x i / ‫ץ‬q k ‫ץ‬ q l ‫ץ‬ q m , which are evaluated in an accurate procedure. An accuracy of Ͻ0.01 cm −1 in the eigenvalues can be firmly achieved only if the higher-order derivatives of the body-fixed Cartesian coordinates in terms of internal coordinates are evaluated by analytic differentiation using standard double precision arithmetic ͑64 bit reals͒ or by numerical differentiation using increased numerical precision ͑128 bit reals͒. Details of the approach are discussed in the Appendix. In the current version of GENIUSH analytic derivatives are available for an arbitrary set of internal coordinates defined with a Z-matrix and an xxy ͑scattering͒ 41 body-fixed frame. Any other coordinate definition can be treated by ͑quadruple precision͒ numerical derivatives.
s-vector formalism
The s-vector formalism offers an alternative to the t-vector formalism toward the numerical use of kinetic energy operators. The extrapotential term, U, can be formulated entirely also in terms of s vectors, as it was given in Ref. 9 . In this expression of U first derivatives of the rotational s vectors and first and second derivatives of the vibrational s vectors in terms of internal coordinates appear.
After having studied the numerical behavior of the different possible formalisms in detail, we prefer to use the t-vector formalism over the s-vector formalism. In theory, the two representations are equivalent; however, technically the first requires the computation of ‫ץ‬x ia / ‫ץ‬q k , ‫ץ‬ 2 x ia / ‫ץ‬q l ‫ץ‬ q k , and ‫ץ‬ 3 x ia / ‫ץ‬q m ‫ץ‬ q l ‫ץ‬ q k , whereas the second assumes the knowledge of ‫ץ‬q k / ‫ץ‬x ia , ‫ץ‬ 2 q k / ‫ץ‬q l ‫ץ‬ x ia , and ‫ץ‬ 3 q k / ‫ץ‬q m ‫ץ‬ q l ‫ץ‬ x ia . To explain our preference, we note that ͑a͒ in the s-vector formalism, implementation of internal coordinates defined for ammonia in Sec. IV B using a dummy atom turned out to be numerically unstable and ͑b͒ introduction of reduceddimensional models having approximations in the g matrix is more straightforward in the t-vector formalism.
C. Numerical representation of the potential energy
Numerical inclusion of any representation of the PES is straightforward due to the favorable properties of DVR. There is no need to adapt a specific representation of the actual PES ͑Taylor expansion, n-mode representation, etc.͒. Inclusion of potentials with multiple minima separated by low-energy barriers is numerically exact, which is necessary for reliable description of a molecular system with large amplitude motions.
D. The vibrational Hamiltonian in DVR
Matrix representations of the vibrational Hamiltonians given in Eqs. ͑19͒ and ͑20͒ are constructed on the directproduct grid specified above. Matrices of the quantities depending only on the coordinates assume a simple diagonal form, e.g.,
n , m =1,2, ... ,N. The matrices of g, U, and G kl ͑k , l =1,2, ... ,3N −3͒ are similarly constructed. Note that an unambiguous correspondence can be established between the index n of the direct-product grid and the subindices ͑n 1 , n 2 , ... ,n D ͒ of the grid points of each vibrational degree of freedom, for instance,
To make the computation of the matrix elements more feasible, insert the truncated resolution of identity four times in Eq. ͑19͒ and twice in Eq. ͑20͒, resulting in
and
͑27͒
and D k ͓1͔ R N k ϫN k is the matrix of the differential operator ‫ץ‬ / ‫ץ‬q k in DVR constructed by the transformation method.
E. Iterative eigensolver
In order to compute up to the lowest few hundred eigenpairs of the Hamiltonian matrix, a Lanczos iterative eigensolver is used in GENIUSH. The present implementation is based on a single-vector Lanczos algorithm. 57 The Hamiltonian matrix is transformed using either the conjugate gradient or a shift-power method 60, 61 to obtain the eigenpairs corresponding to the lowest eigenvalues.
Matrix-vector multiplication and efficiency considerations
In the Lanczos iterative eigensolver the most timeconsuming step is the computation of the product of the Hamiltonian matrix with a vector, y = Hx. Thus, the efficient evaluation of y is crucial for the efficient computation of eigenpairs. Storage of the whole Hamiltonian matrix or even its nonzero elements in the main memory ͑or even on the hard disk͒ is unfeasible already for a four-atomic application.
An efficient algorithm that avoids the storage of the Hamiltonian matrix and which can be parallelized with OPENMP ͑Ref. 62͒ is based on the following considerations. The matrix-vector multiplication using H vP is computed as
Using H vR the multiplication is done as
where G kl ͑k , l =1,2, ... ,D͒, g −1/4 , g 1/2 , U, and V are diagonal matrices. Furthermore, the special structure of p k , Eq. ͑27͒, due to the direct-product basis and grid can be exploited in the matrix-vector multiplication, y k = p k x, as
Apart from the x and the product y k vectors only the small D k ͓1͔ matrices are stored. It is important to point out that using this multiplication scheme the elements of the product vector y k are directly ͑not iteratively͒ computed, which is required for the parallelization of this time-consuming step ͑see Table I͒ . The total memory requirement of the algorithm using H vR corresponds to the storage of ͑D͑D +1͒ / 2+D +5͒N number of 64 bit reals, which corresponds to the storage of G kl = G lk ͑k , l =1,2, ... ,D͒, ͑U + V͒, the y l ͑l =1,2, ... ,D͒ scratch vector, and further four working vectors of the size N. If the Podolsky form, H vP , is used, an additional vector of size N must be stored in the main memory containing the elements of the g −1/4 ͑diagonal͒ matrix. Besides the matrix-vector multiplication, there is another important issue to consider. In principle, the Lanczos vectors spanning the Krylov subspace are orthogonal to each other by construction. However, due to the finite numerical precision of the calculation, this orthogonality is lost during the course of the Lanczos iteration. If the original orthogonality is not maintained artificially, spurious eigenvalues and copies of real eigenvalues enter the computed spectrum. Consequently, maintaining the orthogonality is highly desirable. Orthogonality of Lanczos vectors can be maintained by a simple Schmidt reorthogonalization in each Lanczos step ͑complete reorthogonalization͒ or by other more sophisticated techniques. 63 It is common to each technique that they require the storage of all the previous Lanczos vectors. In GENIUSH the Lanczos vectors of size N are stored on the hard disk.
The number of iteration steps required to converge the Lanczos procedure is approximately proportional to the number of required eigenpairs. The scaling of the total central processing unit ͑CPU͒ time in terms of the size of the directproduct grid for H vR is t CPU ϳ ͑No. of required eigenpairs͒ ϫ͑1+2DN + D 2 ͒N. If the Podolsky form is employed, two additional vector-vector multiplications are required in each matrix-vector multiplication step.
IV. NUMERICAL RESULTS
In order to demonstrate the robustness and flexibility of the program GENIUSH, three-, four-, and five-atomic examples both in full and reduced vibrational dimensionality and using different sets of internal coordinates are presented in the next sections. The actual choice of the internal coordinates affects the convergence properties of the eigenpairs.
In most of the following examples the rearranged form of the vibrational Hamiltonian, Eq. ͑20͒, is employed. Usage of the Podolsky form, Eq. ͑19͒ affects principally the convergence of the levels influenced by the singular region of the Hamiltonian.
Before giving details about the computations and their results, let us summarize how the vibrational model can be defined in the current version of the code GENIUSH. First, Cartesian coordinates expressed in the chosen body-fixed frame must be specified in terms of the chosen set of internal coordinates. This work is helped by a Z-matrix reader implemented in GENIUSH based on the Z-matrix reader The active internal coordinates, r 1j , r 2j , and cos j , and the Podolsky-form of the vibrational Hamiltonian, given in Eq. ͑19͒, were used. ͑30,30͒ PO-DVR grid points, each optimized on a primitive grid of 80 points and the interval ͓0.5, 2.5͔ Å were used for the r 1j and r 2j coordinates, and 30 primitive Legendre-DVR grid points were utilized for cos j .
e The active internal coordinates were r 1 , r 2 , and r 3 . A ͑40,40,40͒ primitive grid was used on r 1 , r 2 ͓0.6, 1.5͔ Å and r 3 ͓1.0, 2.5͔ Å intervals.
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program developed by Lopata and Kiss, 64 which allows various definitions of simple internal coordinates. Furthermore, the three interatomic coordinates and the orthogonal Jacobi coordinates have also been implemented for the case of triatomic molecules. In general, any subroutine would be appropriate which provides the Cartesian coordinates in the body-fixed frame in terms of internal coordinates.
Then, the active and constrained sets of coordinates are specified. An interval must be defined for grid points along each active vibrational coordinate. The position of the grid points can be optimized ͑PO-DVR͒. Otherwise, primitive scaled and shifted ͑see Ref. 18͒ Hermite-DVR points are used. If there are constrained coordinates, their constrained value also needs to be specified. If there are special mathematical requirements on the range of internal coordinates, e.g., in the case of the three interatomic coordinates the triangle inequality, the range of internal coordinates is automatically tested. After construction of the direct-product grid, those grid points are omitted which do not fulfill the prescribed requirements, e.g., on the ranges of coordinates. Furthermore, not only geometrical restrictions but also energetical ͑potential energy͒ requirements can be employed in order to reduce the number of grid points involved in the computation.
Then, the step size for the numerical differentiation is to be defined. If internal coordinates are defined within the framework of a Z matrix, first, second, and third analytic derivatives are also available.
After appropriate choices have been made for all of the above options, the representation of the kinetic energy part is completely specified. The potential energy is obtained from electronic structure computations and usually available as a force field or a ͑semi͒global PES as implemented in a subroutine. In order to call this subroutine a user-supplied interface might be required, which converts the values of the internal coordinates actually defined for the kinetic energy operator to the input coordinates of the potential energy subroutine. If the potential energy subroutine requires the Cartesian coordinates as input parameters, it can be automatically linked to GENIUSH.
A. H 2 O H 2
16
O was extensively studied during the validation of the code GENIUSH for two reasons. First, accurate benchmark results in full vibrational dimensionality are easily available for this system. Second, as the system is small, full-and reduced-dimensional calculations can be carried out very fast, and numerous internal coordinate choices are possible either in full or reduced dimensionality. It is important to emphasize that all these computations are done with a single code which constructs automatically the kinetic energy representation once the coordinates are defined. From a technical point of view it is not straightforward to have a numerically robust implementation of such a universal protocol ͑Sec. III B and Appendix͒, especially if one is interested in the energy levels with spectroscopic accuracy, ϳ0.01 cm −1 , which corresponds typically to six or seven significant digits.
In the light of the discussed numerical difficulties the accuracy and flexibility of the program were carefully tested. The most relevant results are collected in Tables II and III . In all computations the CVRQD PES ͑Ref. 21͒ and the corresponding nuclear masses were used. Three-dimensional ͑3D͒ benchmark data were obtained with the DOPI code 17,18 using the same PES and masses. 
Three-dimensional results
In Table II full 3D results obtained with GENIUSH using valence, Jacobi, and interatomic coordinates and an xxy body-fixed frame are compared with independent benchmark data. To switch between the different sets of coordinates used, only the coordinate definition was changed; the representation of the Hamiltonian was generated automatically by the program.
The numerical results meet the fundamental physical expectation that the converged values of computed vibrational energy levels are independent of the actual coordinate representation, and they also reproduce the benchmark data. However, it is important to point out that the convergence properties of the different sets of coordinates are different. The required number of grid points and the computational effort to achieve an expected accuracy differ significantly. In this case, the convergence is fastest for the Jacobi coordinates.
Two-dimensional results
Table III contains the most interesting reduceddimensional test results. Fixing one of the O-H distances and letting the rest of the molecule move freely does not provide a numerically valuable approximation to the 3D results. Nevertheless, important theoretical relationships are reflected by these numerical results-they provide a valuable tool for checking the accuracy and consistency of reduceddimensional models automatically constructed by GENIUSH for a given choice of coordinates.
Reductions introduced in g and G ͑Secs. II C and II E͒ were studied in these two-dimensional ͑2D͒ numerical examples. Theoretically, the reduction in g corresponds to fixing the constrained coordinates at given values, while reduction in G is merely another possible mathematical route to neglect the coupling terms between sets of coordinates. The results presented in Table III reflect this difference. If the reduction is introduced in g, the converged energy levels are independent of the actual choice of coordinates if the same constraints are introduced. However, if the G matrix is used to construct a reduced-dimensional model, the results do depend on the choice of the active coordinates even if the same coordinates were fixed at a given value. Thus, these numerical results exemplify the preference of constructing reduceddimensional models via the g matrix.
Due to the difference of reduction in g and G the results of the two reduction strategies are, in general, different even if the same set of coordinates is used. The case of Jacobi coordinates with constraining the first Jacobi distance to a given value is an exception. This specific coordinate is decoupled from the rest both in the vibrational and in the rovibrational block of the g ͑G͒ matrix. The special behavior of this coordinate is reproduced by the reduced-dimensional results of GENIUSH.
B. NH 3
The inversion-tunneling motion makes ammonia an interesting molecule for spectroscopic and dynamical studies. 36, [65] [66] [67] [68] [69] Reliable computations are straightforward only with properly chosen body-fixed frames and curvilinear internal coordinates. In the present computations the bodyfixed frame was the xxy ͑scattering͒ frame and the primitive internal coordinates are given in Table IV . A dummy atom, X, is introduced in order to define the inversion coordinate, , symmetrically. 44 Symmetry adapted stretching coordinates are introduced in terms of the primitive stretching coordinates as
It is worth emphasizing that only the number of degrees of freedom and the coordinate definitions were changed to specify the kinetic energy part for ammonia, which was then automatically generated by the program. In all computations the "refined" PES of Ref. 67 and the corresponding atomic masses were employed. The effect of couplings of stretching coordinates to the tunneling-inversion motion was monitored through the comparison of inversion splittings, resulting from the low inversion barrier, 68, 69 obtained from 1D, 2D, four-dimensional ͑4D͒, and ͑full͒ six-dimensional ͑6D͒ vibrational models.
Six-dimensional results
The full, 6D variational results obtained with GENIUSH for 14 NH 3 are presented in Table V . For comparison, approximate variational results are also given there, taken from the reference publication of the actually employed PES. 67 Our converged results ͑convergence on the order of 0.05 cm −1 ͒ up to ϳ6000 cm −1 are the first benchmark results with this PES, without introducing any approximation in the variational treatment. They improve the approximate variational results of Ref. 67 only slightly for the first few vibrational band origins ͑VBOs͒; however, for higher-lying vibrational levels substantial improvements can be observed.
Reduced inversion models
In Table VI 1D, 2D , and 4D reduced inversion models are compared with our full, 6D benchmark results. Reduceddimensional models were constructed by reducing the g matrix, as this is the preferred route based on both theoretical ͑Secs. II C and II E͒ and numerical ͑Sec. IV A͒ observations discussed above.
In the 1D model, the only active coordinate was the inversion angle; the rest of the internal coordinates were fixed at their equilibrium values ͑their values at the minimum of the PES employed͒. For convenience, a 2D model was also introduced by adding the s 1 symmetric stretching coor- dinate while restricting s 2 = s 3 = 0, which is also equivalent to requiring r 1 = r 2 = r 3 . A next step to increment this 2D model is to add all the stretching vibrations either by using ͑ , s 1 , s 2 , s 2 ͒ or the ͑ , r 1 , r 2 , r 3 ͒ set of the coordinates. The converged results are independent of the active coordinates as the reduction was introduced in the g matrix. Concerning the splittings resulting from these reduceddimensional models, it can be observed that already the 1D results are reliable in a semiquantitative sense. Not surprisingly, adding the symmetric stretching and then all the stretching coordinates improve the inversion splittings and the absolute value of the VBOs ͓referenced to the corresponding zero-point vibrational energies ͑ZPVEs͔͒. Interestingly, the inversion splittings of the lower-lying levels ͑v 2 ,2v 2 ,3v 2 ͒ changes unpredictably, whereas splittings of highly excited levels ͑4v 2 ,5v 2 ͒ are clearly improved by turning on the stretching contributions.
C. CH 4
CH 4 is a typical semirigid molecule with a single welldefined and deep minimum on its ground-state PES. Accurate variational computation of the VBOs is still not a straightforward task 25, 70 because of the molecule's nine fully coupled vibrational degrees of freedom.
In the previous sections the accuracy and flexibility of the GENIUSH code was demonstrated by computations presented for water and ammonia both in full and reduced vibrational dimensionality and using a variety of internal coordinates. Besides these virtues, a universal code must be numerically efficient not to be constrained to lowdimensional systems. Results of a full, 9D computation are presented in Table VIII in order to demonstrate the largest system ͑the maximally coupled vibrational degrees of freedom͒ whose study is computationally feasible with the current version of GENIUSH. For convenience, bond lengths, angles, and torsions, defined in Table VII , were employed as internal coordinates. It is worth emphasizing again that only the coordinate definitions are to be specified; the representation of the kinetic energy is automatically generated by the program for the computation of energy levels and wave functions. Table VIII shows VBOs of the largest feasible computation for CH 4 using the T8 force field; 71 they are converged to about 0.5 cm −1 . In order to improve these results one can ͑a͒ further increase the size of the direct-product grid until convergence; ͑b͒ introduce another set of internal coordinates in the hope of an increased convergence rate; ͑c͒ make use of the high symmetry of the actual system to split up the whole problem into independent subproblems, thus reducing the size of matrices; and ͑d͒ adopt sophisticated contraction techniques in order to make the representation more compact. Along all these four directions work is in progress. It is also worth pointing out that the DEWE code, 39, 61 working in normal coordinates, produces converged energy levels using a relatively small direct-product grid. This result shows that normal coordinates and the corresponding basis are very well suited for the vibrational computations on this semirigid molecule having a single, well-defined potential energy minimum.
V. SUMMARY AND CONCLUSIONS
Using the variational method with a full-dimensional vibrational Hamiltonian the numerically exact vibrational energy levels and wave functions can be obtained, limited only by the accuracy of the actual representation of the PES and the BO approximation. Due to the exponential scaling of the size of the problem with the number of degrees of freedom, accurate variational treatment in full vibrational dimensionality is still a challenge for systems containing more than four nuclei. Apart from the enormous size, the versatility of the possible choices of body-fixed frames and internal coordinates for systems consisting more than four particles has also been a source of difficulty in dynamical computations. The unfavorable scaling means that the choice of physically 
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Variational ͑ro͒vibrational computations J. Chem. Phys. 130, 134112 ͑2009͒ meaningful and thus efficient body-fixed frames and internal coordinates is of extreme importance when one is aimed at tackling medium-sized systems. In this paper a simple but universal strategy is presented allowing variational vibrational computations using arbitrarily defined embeddings and internal coordinates and fullor reduced-dimensional models, all this in a single code. A highly desirable feature of the GENIUSH protocol, where GE-NIUSH stands for general ͑GE͒ ͑ro͒vibrational code with numerical ͑N͒, internal-coordinate ͑I͒, user-specified Hamiltonians ͑USH͒, is that the vibrational Hamiltonian of arbitrarily chosen body-fixed frame and internal coordinates is constructed automatically during the course of the calculation through numerical evaluations. This means that there is no need to know the often complicated form of the kinetic energy operator in internal coordinates a priori. The matrices corresponding to this Hamiltonian are constructed using a DVR on a direct-product or truncated ͑preoptimized͒ DVR grid. The useful features of DVR allow a straightforward and exact inclusion of an arbitrary representation of the potential energy surface ͑PES͒, as well as terms of the kinetic energy operator corresponding to the actual coordinate choice. Eigenvalues and eigenvectors of the huge but sparse Hamiltonian matrix are provided by an iterative eigensolver.
Concerning the technical details of the implementation, we found that the t-vector formalism is much better adaptable to our scheme than the s-vector one, 9,48 though the two are equivalent from a theoretical point of view. In the t-vector formalism the rearranged form of the vibrational Hamiltonian, Eq. ͑20͒ is often used. 44, 46 In order to construct the kinetic energy part of the Hamiltonian matrix of this form, first, second, and third derivatives of the Cartesian coordinates in terms of the internal coordinates must be computed with increased numerical precision if derivatives are evaluated numerically. Otherwise, analytic derivatives are required. In the current version of GENIUSH numerical derivatives of any kind of coordinate choice can be evaluated using 128 bit reals ͑quadruple precision in FORTRAN͒, and analytic derivatives are available for the xxy ͑scattering͒ frame and a Z-matrix-type definition of internal coordinates.
The DVR allows an efficient implementation of the Podolsky-form, Eq. ͑19͒, of the ͑ro͒vibrational Hamiltonian, which requires only the computation of the first coordinate derivatives on the expense of a slightly higher memory requirement and CPU usage in the eigensolver part. Evaluation of only the first derivatives of body-fixed Cartesian coordi- nates in terms of the internal coordinates is not only computationally less expensive but requires a less robust numerical procedure than that for second and especially third derivatives.
Test vibrational computations for H 2 O were carried out in full and reduced vibrational dimensionality. Validation of the results was made by comparing the 3D results with independent benchmark data and by checking the fulfillment of fundamental theoretical relationships. If numerical derivatives were computed only with 64 bit reals ͑double precision in FORTRAN͒ an error of a couple of wavenumbers appeared in the results compared to the accurate reference data or results obtained with increased precision ͑128 bit reals͒ numerical or standard precision ͑64 bit reals͒ but exact, analytic derivatives.
Due to the universal ideas lying behind the GENIUSH algorithm, the implementation of reduced-dimensional vibrational models is straightforward. Reduced-dimensional models can be constructed either by reducing the g or the G matrices. Both routes are implemented in GENIUSH; however, theoretical considerations and their numerical demonstrations through 2D models of H 2 O indicate that reduction in g should be the preferred route. A simple physical requirement, the independence of the converged eigenpairs from the choice of the active coordinates, holds only if the reduced model is constructed by reducing the g matrix but fails, in general, if the G matrix is reduced.
Once the main technical difficulties in the implementation of such a universal vibrational algorithm were properly addressed and solved, the inversion tunneling in ammonia was examined through a variety of full-and reduceddimensional models. The freedom of using a range of vibrational models strongly relies on the automatic construction of the actual kinetic energy representation provided by GE-NIUSH. Our computations show that already the 1D inversion-only model provides a semiquantitative approximation to the exact inversion splittings ͑the constrained coordinates are fixed at their equilibrium values͒. Incrementing this 1D model by stretching coordinates allows the construction of 2D and 4D stretching-inversion models. Improvement in the splittings of lower-lying states is not systematic, while the higher excited states are clearly improved. Furthermore, our 6D results are the first benchmark data, without introducing any approximations, obtained with the actually employed refined PES of Ref. 67 .
Based on our experience, in molecules most reduceddimensional vibrational models provide only a semiquantitative approximation to the full-dimensional results. We expect that the main virtues of reduced-dimensional models can be exploited in at least two ways. First, wave functions of reduced-dimensional Hamiltonians can serve as a kind of "preoptimized basis" to the solution of the full-dimensional problem. This philosophy has already been exploited in the present work via usage of preoptimized DVR points ͑PO-DVR͒. In order to carry out such a preoptimization in higher dimensions one would likely adopt one of the well-known contraction techniques 25, 72 using two-or multiple-stage contractions. Our preliminary results on contraction techniques adopted in GENIUSH indicate that this is a promising way of 
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Variational ͑ro͒vibrational computations J. Chem. Phys. 130, 134112 ͑2009͒ extending our current limits toward larger systems treatable in full vibrational dimensionality. As for the current computational limitations, a maximum of nine coupled vibrational degrees of freedom can be handled, as was demonstrated for methane. Second, a possible fruitful application of reduceddimensional models could be the study of intramolecular dynamics of complexes consisting of semirigid monomer units. For such systems, reliable results can be expected from an approximate model in which the vibrational degrees of freedom of the monomers are fixed ͑or perhaps relaxed along the active dimensions͒ and only the intramolecular degrees of freedom are included explicitly. The present implementation of GENIUSH suffers from two bottlenecks. We think the main deficiency of the current version is that symmetry properties of the molecular systems are not exploited. At this point, it is worth emphasizing that in spite of the fact that our actual test systems have symmetry, all computations were carried out as if the symmetry operators of the systems corresponded to the C 1 point group. Working in DVR, exploitation of symmetry in a universal code is not as straightforward as it is in finite basis representation. 48 Nevertheless, we are currently working, for example, on the usage of eigenfunctions of reduceddimensional model Hamiltonians as a preoptimized basis for the full problem. Such preoptimized basis functions carry the symmetry properties of the reduced Hamiltonians; consequently, utilization of symmetry properties for the solution of the full problem is expected to be more straightforward. Besides the apparent gain in the required computational resources ͑memory, disk, CPU͒, exploitation of symmetry would provide symmetry labels to the computed vibrational levels that is also of considerable utility.
As to the second deficiency, one could point out that in this study vibration-only computations have been presented. However, we do not consider this point as a serious deficiency, as we are not aware of any fundamental limitation which would prohibit the extension of the current approach to the computation of rotational-vibrational energy levels and the subsequent determination of, for example, line-by-line absorption intensities. Work is in progress along this line, as well.
