Abstract. In the paper we introduce a notion of a key relation, which is similar to the notion of a critical relation introduced by Keith A. Kearnes andÁgnes Szendrei. All clones on finite sets can be defined by only key relations. In addition there is a nice description of all key relations on 2 elements. These are exactly the relations that can be defined as a disjunction of linear equations. In the paper we show that, in general key relations do not have such a nice description. Nevertheless, we obtain a nice characterization of all key relations preserved by a weak near-unanimity function. This characterization is presented in the paper.
Introduction
The main result in clone theory is apparently the description of all clones on 2 elements obtained by E.Post in [9, 10] . Nevertheless, it seems unrealistic to describe all clones on bigger sets. For example, we know that we have continuum of them. Also, we have a lot of results that prove that the lattice of all clones is not only uncountable, but very complicated.
It turned out that uncountability is not crucial, for example in [16] the lattice of all clones of self-dual operations on 3 elements was described, even though this lattice has continuum cardinality. The main idea of that paper and many other papers in clone theory is an accurate work with relations. The fact that we know all maximal clones for 45 years [12] and still don't have any description of all minimal clones just proves that working with relations is much easier than with operations.
We have 2 |A| n relations of arity n on a set A, which is a huge number even for |A| = 4 and n = 3. But if we check most of the significant papers in clone theory we will see that all the relations arising there have a nice characterization: they are symmetric or have some regular structure. In this paper we will try to provide a mathematical background to this observation. First, it is easy to notice that we don't need relations that can be represented as a conjunction of relations with smaller arities [15, 16] . Relations that cannot be represented in this way are called essential. Second, observe that if a relation is an intersection of other relations from the relational clone then we don't need this relation to define this relational clone. Relations that cannot be represented in this way are called maximal in [16] and critical in [5] .
It turned out that all critical relations ρ ⊆ A h have the following property: there exists a tuple β ∈ A h \ ρ such that for every α ∈ A h \ ρ there exists a unary vector-function Ψ = (ψ 1 , . . . , ψ h ) which preserves ρ and gives Ψ(α) = β. This means that every tuple which is not from ρ can be mapped to β by a vector-function preserving ρ. A relation satisfying this property is called a key relation, and a tuple β is called a key tuple for this relation.
This property seems to be profitable because it is a combinatorial property of a relation which doesn't involve any difficult objects (no clones, no relational clones, no primitive positive formulas). Another motivation to study key relations is a nice description of all key relations on 2 elements. These are exactly the relations that can be defined as a disjunction of linear equations.
As we show in the paper, key relations on bigger sets can be complicated. But it turned out that we can get a very similar characterization of key relations if they are preserved by a weak near-unanimity function (WNU). In this case we show that all the variables of the relation can be divided into two groups, and the relation can be divided into two parts. The first part is very similar to the relation {a, b} n \ {a} n , and the second part can be defined by a linear equation in some abelian group.
The consideration of key relations preserved by a WNU seems to be justified because of the following reason. First, let us consider an algebra with all the operations from a clone. We know that if we have an idempotent algebra A without a weak near-unanimity term, then we can find a factor of A whose operations are essentially unary, where a factor is a homomorphic image of a subalgebra of A [2, 8] . This means that if a relational clone is not preserved by a WNU, then we can find relations in it which are as complicated as in general, i.e. in a relational clone of all relations on a finite set. To show this we need to consider the idempotent reduction of the corresponding clone, and then the corresponding factor. Thus, if we cannot describe all key relations, then we need to consider relational clones preserved by a WNU.
Second, the importance of a WNU was discovered while studying the constraint satisfaction problem. The standard way to parameterize interesting subclasses of the constraint satisfaction problem is via finite relational structures [3, 4] . The main problem is to classify those subclasses that are tractable (solvable in polynomial time) and those that are NP-complete. It was conjectured that if a core of a relational structure has a WNU polymorphism then the corresponding constraint satisfaction problem is tractable, otherwise it is NP-complete [1, 2] . We believe that this characterization can be helpful in proving this conjecture.
The paper is organized as follows. In Section 2 we give necessary definitions and formulate the main results of the paper. That is, a description of all key relations on 2 elements (with a proof), a characterization of all key relations preserved by a WNU on bigger sets. We assign an equivalence relation on the set of variables to every key relation preserved by a WNU, and present stronger versions of this characterization if the equivalence relation is a full equivalence relation, trivial equivalence relation, or almost trivial equivalence relation. This equivalence relation is called the pattern of a relation. As a result we obtain a complete description of all key relations preserved by a near-unanimity function, a semilattice operation, or a 2-semilattice operation.
In Section 3 we give the remaining definitions and notations we will need in the paper. In the next section we prove several auxiliary statements which are used later.
In Section 5 we formulate and prove one of the main statement of the paper. Precisely, we show that if a relation of arity n contains exactly |A| n−1 tuples, projection onto any (n − 1) coordinates is a full relation, and the relation is preserved by a WNU, then this relation can be defined by a linear equation.
In Section 6 we introduce a notion of a core of a key relation and prove different properties of a core. For example, we prove that a core with full pattern can be divided into isomorphic key blocks and each of these key blocks can be defined by a linear equation.
In Section 7 we prove the main results of the paper. That is, a characterization of a key relation with arbitrary pattern, and a complete description of key relations with trivial pattern and almost trivial pattern.
The last section is devoted to key relations with full pattern. First, we prove that a core with full pattern can be divided into blocks, then we generalize this result for a key relation with full pattern.
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Main results
The aim of this section is to formulate the main results of the paper. First, we give only necessary definitions, then we prove the description of all key relations on 2 elements, which is a very simple result. Second, we give a definition of the pattern of a key relation and formulate the main properties of the pattern. Then, we present the characterization of key relations preserved by a WNU. Finally, we consider three special cases of the pattern (a trivial equivalence relation, an almost trivial equivalence relation, and a full equivalence relation) in more details and provide stronger statements for these cases. we denote the set of all n-ary relations on the set A. R A = ∞ n=0 R n A . If it is not specified we always assume that a relation is defined on the set A. We do not distinguish between predicates and relations, and consider positive primitive formulas over sets of relations. For a set of relations D by [D] we denote the closure of D over positive primitive formulas. Closed sets of relations containing equality and empty relations are called relational clones.
Main definitions. Let
A weak nearunanimity function (WNU) is an idempotent function f satisfying the following property
y, x).
A relation ρ ∈ R h A is called essential if it cannot be represented as a conjunction of relations with smaller arities. A tuple The following lemma can be easily checked. We omit the proof and refer readers to [14, 15, 16] . . . .
We say that a relation ρ of arity h is a key relation if there exists a tuple β ∈ A h \ ρ such that for every α ∈ A h \ ρ there exists a vector-function Ψ which preserves ρ and gives Ψ(α) = β. A tuple β is called a key tuple for ρ.
We can check the following facts about key relations.
(1) Suppose ρ is a key relation. Then ρ is essential if and only if ρ has no dummy variables (Lemma 4.1). (2) Suppose ρ = σ × A s . Then ρ is a key relation if and only if σ is a key relation (Lemma 4.2). A relation is called maximal in a relational clone C if there exists an essential tuple α for ρ such that ρ is a maximal relation of this arity in C with the property α / ∈ ρ. A relation is called critical in a relational clone C if it is completely ∩-irreducible in C and directly indecomposable. It follows from the definition that every relation in a relational clone can be defined as a conjunction of critical relations from the relational clone, thus we need only critical relations to generate any relational clone.
For a relational clone C and a relation ρ of arity n by ρ C we denote the minimal relation of arity n in C containing ρ. It follows from the Galois connection between clones and relational clones that we have the following lemma [7, Section 2.2]. 4 . Suppose ρ is a critical (maximal) relation in a relational clone C. Then ρ is a key relation. Proof . By Lemma 2.2 there exists an essential tuple β for ρ such that ρ is a maximal relation in C such that β / ∈ ρ. We want to show that β is a key tuple for ρ. Let n be the arity of ρ. For a tuple α ∈ A n \ρ we consider the relation ρ∪ {α} C . Since ρ is maximal, we have β ∈ ρ ∪ {α} C . Let ρ = {γ 1 , γ 2 , . . . , γ n }. It follows from Lemma 2.3 that there exists a function f preserving ρ such This means that every relational clone can be determined by only key relations from this relational clone.
Key relations on two elements.
Let A = {0, 1}. An equation
is called a linear equation ("+" is addition modulo 2). Theorem 2. 6 . Suppose ρ ∈ R n A . Then ρ is a key relation if and only if
Proof. By Lemma 4.2, without loss of generality we can assume that ρ is essential.
Suppose ρ is a key relation, and β is a key tuple for ρ. Let us prove by induction on the arity of ρ that ρ can be represented as a disjunction of linear equations. This is obvious if the arity of ρ is less than 2.
Let ρ ′ (x 2 , . . . , x n ) = ρ(β(1), x 2 , . . . , x n ). By Lemma 4.3, ρ ′ is a key relation and (β(2), . . . , β(n)) is a key tuple for ρ ′ . By the inductive assumption,
is a linear equation for every i. We consider two cases. First, assume that for every α ∈ A n with α(1) = β(1) we have α ∈ ρ. Then the following equation proves the statement in this case
. Second, assume that there exists α ∈ A n \ ρ such that α(1) = β(1). Since β is a key tuple, there exists a vector-function Ψ = (ψ 1 , . . . , ψ n ) preserving ρ such that Ψ(α) = β. Assume that ψ i is a constant for some i. Since ρ is essential, we can find a tuple β ′ ∈ ρ that can be obtained from β by changing the i-th component. We can check that Ψ(Ψ(β ′ )) = Ψ(Ψ(β)) = β, which contradicts the fact that Ψ preserves ρ.
Thus we know that ψ i is not a constant for every i, then ψ i (x) = x + a i , where a i ∈ {0, 1}. Suppose that for every i ∈ {1, 2, . . . , s}
, s} by L i we denote the following linear equation
Suppose γ(1) = β(1). It is easy to check that Ψ preserves σ. Then, since Ψ is a bijection, we have
This completes the second case.
It remains to show that a disjunction of linear equations always defines a key relation. Let
. . , L s are linear equations. Let us show that every tuple β ∈ A n \ ρ is a key tuple. For every α ∈ A n \ ρ we have to find a unary vector-function Ψ such that Ψ(α) = β. Let Ψ be the bijective vector-function with the above property. It remains to show that Ψ preserves ρ. It is easy to see that a bijective vector-function either preserves a linear equation, or maps all solutions of the equation to nonsolutions. Since α, β ∈ A n \ ρ, all equations L 1 , L 2 , . . . , L s are incorrect for α and β. Therefore Ψ preserves all the above equations and preserves ρ. is a key tuple for this relation. However, the only proof of the above fact the author knows is to check manually that any tuple which is not from the relation can be mapped to the key tuple by a vector-function preserving ρ.
2.3.
Pattern of a key relation. For a relation ρ ∈ R n A we define a binary relation on the set {1, 2, . . . , n}. We say that i ρ ∼ j if there do not exist
We put by definition that i ρ ∼ i for every i ∈ {1, 2, . . . , n}. The next lemma follows from the definition of a key tuple. 
Corollary 2.8. Suppose (a 1 , . . . , a n ) is a key tuple for ρ, σ(
The relation ρ ∼ is called the pattern of ρ. Unfortunately, this relation is not an equivalence relation in general. To show this let us consider a relation on the set A = {0, 1, 2, 3} defined as follows
where "+" is addition modulo 4. This relation is shown in the following figure. To prove that the relation ρ is a key relation we just need to show that for every two tuples
there exists a vector-function Ψ preserving ρ such that Ψ(α 1 ) = α 2 . Combining bijective vector-functions (x + 1, y − 1, z), (x + 2, y, z + 2), and (−x, 1 − y, z), we can easily get all necessary vector-functions.
Nevertheless, if ρ is preserved by a WNU then we have the following theorem.
Theorem 2. 9 . Suppose ρ is a key relation preserved by a WNU. Then the pattern of ρ is an equivalence relation. Moreover, at most one equivalence class contains more than one element.
We say that the pattern is full if it is a full equivalence relation, the pattern is trivial if it is a trivial equivalence relation, the pattern is almost trivial if it is an equivalence relation such that just one equivalence class contains 2 elements, all other classes contain one element.
2.4.
A characterization of key relations preserved by a WNU. As we know from Section 2.2 every key relation on two elements can be represented as a disjunction of linear equations. Moreover, if this relation is preserved by a WNU, then we can check that only one equation contains more than 1 variable. In this section we will generalize this statement for bigger sets. In the paper we always assume that a = b if we consider the set {a, b}. Theorem 2. 10 . Suppose ρ is a key relation of arity n preserved by a WNU whose pattern is {{1, 2, . . . , r}, {r + 1}, {r + 2}, . . . , {n}}. Then for every key tuple (a 1 , . . . , a n ) there exist B = B 1 × B 2 × · · · × B n , a prime number p and bijective mappings φ i : B i → Z p for i = 1, 2, . . . , r such that (a 1 , . . . , a n ) ∈ B,
and every tuple γ ∈ B \ ρ is a key tuple for ρ.
This means, that in every key relation preserved by a WNU we can find a part B which is well-organized. This part is defined as a disjunction of at most one nontrivial linear equation and several trivial linear equations. Thus, we proved the statement which is very similar to the statement we have for |A| = 2.
Key relations with trivial pattern.
Here we consider the first special case of a pattern, i.e. a key relation whose pattern is a trivial equivalence relation.
By Theorem 2.10 for any key relation ρ with trivial pattern preserved by a WNU we can find a part which is organized as follows:
or equivalently there exist (a 1 , a 2 , . . . , a n ) / ∈ ρ and b 1 , . . . , b n ∈ A such that
It turned out that this is not only a necessary condition but also a sufficient condition.
Then ρ is a key relation and (a 1 , a 2 , . . . , a n ) is a key tuple for the relation ρ.
Thus, we have the following characterization of key relations with trivial pattern preserved by a WNU. Theorem 2.12. Suppose ρ is a relation preserved by a WNU whose pattern is a trivial equivalence relation. Then ρ is a key relation iff there exist (a 1 , a 2 , . . . , a n ) / ∈ ρ and
The following example shows that the existence of a WNU preserving the relation is a necessary condition. We consider the relation , which was already mentioned in Section 2.2. The pattern of this relation is trivial, (0, 0, 0) is the only key tuple but we cannot find
Thus we have a key relation with trivial pattern which does not satisfy the condition of Theorem 2. 12 .
The case when the pattern of a key relation is a trivial equivalence relation arises if the relation is preserved by a near-unanimity function, where a near unanimity function is a function f satisfying
Theorem 2. 13 . Suppose ρ is a key relation of arity greater than 2 preserved by a near-unanimity function. Then the pattern of ρ is a trivial equivalence relation.
Corollary 2.14. Suppose ρ (of arity greater than 2) is preserved by a nearunanimity function. Then ρ is a key relation iff there exist (a 1 , a 2 , . . . , a n ) / ∈ ρ and b 1 , b 2 , . . . , b n ∈ A such that
2. 6 . Key relations with almost trivial pattern. Suppose ρ is a key relation preserved by a WNU whose pattern is {{1, 2}, {3}, . . . , {n}}. By Theorem 2.10 we can find a part which is organized as follows: (
Then ρ is a key relation and (a 1 , a 2 , . . . , a n ) is a key tuple for ρ.
Thus, we have the following characterization of key relations with almost trivial pattern preserved by a WNU. Theorem 2. 16 . Suppose ρ is a relation preserved by a WNU, the pattern of ρ is {{1, 2}, {3}, . . . , {n}}. Then ρ is a key relation iff there exist (a 1 , . . . , a n ) / ∈ ρ and b 1 , . . . , b n ∈ A such that
The case when the pattern of a key relation is almost trivial arises if we consider relations preserved by a 2-semilattice operation or a semilattice operation. A semilattice operation is a binary associative commutative idempotent operation. A 2-semilattice operation is a binary commutative idempotent operation satisfying f (x, f (x, y)) = f (x, y). 
. , a n )} ⊆ ρ.
Key relations with full pattern.
Here we consider key relations preserved by a WNU whose pattern is a full equivalence relation. For example, this case arises if a relation is preserved by a Mal'tsev operation. We state that any key relation can be divided into blocks such that every block is defined by a linear equation.
Recall that ρ is a relation ρ filled up with all essential tuples. We define a graph whose vertices are tuples from ρ. Two tuples are adjacent in the graph if they differ just in one element. Then tuples of ρ can be divided into connected components. A connected component of ρ is called a block. A block is called trivial if it contains only tuples from ρ. We have the following characterization of key relations with full pattern.
Theorem 2.19. Suppose ρ is a key relation preserved by a WNU, the pattern of ρ is a full equivalence relation. Then
can be defined as follows. There exist an abelian group (G; +, −, 0), whose order is a power of a prime number, and surjective mappings
Note that the existence of a WNU preserving the relation ρ is a necessary condition. As a counterexample, let us consider the following key relation. Let s 1 , s 2 , . . . , s 6 be all permutations on the set {0, 1, 2}. Let
Let us show that ρ is a key relation and every tuple
is a key tuple. For every two permutations ψ 2 , ψ 3 on the set {0, 1, 2} we can find an appropriate permutation ψ 1 on the set {1, 2, . . . , 6} such that the vector-function (ψ 1 , ψ 2 , ψ 3 ) preserves ρ. It is easy to see that using these vector-functions we can map any tuple from {1, 2, . . . , 6} × {0, 1, 2} × {0, 1, 2} to α. The pattern of the relation is a full equivalence relation. We can check that this relation doesn't satisfy the statement of the theorem.
Definitions and Notations
In this section we give the remaining definitions we need in the paper. By O n A,s we denote the set of all tuples (
To distinguish vector-functions and functions, we denote vector-functions with bold symbols, except for unary vector functions which we usually denote by capital Greek letters. For a vector function f ∈ O n A,s , the corresponding tuple of functions is (
We define the composition for vectorfunctions in the following natural way. The equation
means that for every i ∈ {1, 2, . . . , s} we have
n (x 1 , . . . , x n )). A clone of vector-functions is a set of vector-functions closed under composition and containing the vector function (id, id, . . . , id), where id(x) = x for every x ∈ A. A vector-function is called a WNU if every function in it is a WNU.
As it was mentioned in Section 2, a relation is called s-sorted (or multisorted) if every variable of this relation has a sort from the set {1, 2, . . . , s}. The set of all s-sorted relations we denote by R A,s .
Let ρ be an s-sorted relation of arity h, and r i be the sort of the i-th variable for every i ∈ {1, 2, . . . , h}. We say that f preserves ρ if
Suppose i ∈ {1, 2, . . . , s}, then by σ i,s = we denote the s-sorted relation whose variables are of the i-th sort such that (x, y) ∈ σ i,s = ⇐⇒ (x = y). By f alse we denote the empty relation of arity 0. Put Σ s = {σ
In the same way as for the set R A we can define the closure operator on the set R A,s . Suppose S ⊆ R A,s , then by [S] we denote the set of all s-sorted relations σ ∈ R A,s that can be represented by a positive primitive formula:
where ρ 1 , . . . , ρ m ∈ S, the variable symbols z i,j ∈ {x 1 , . . . , x n , y 1 , . . . , y l } are subject to the following restriction: if a variable is substituted in some relation as a variable of the l-th sort, then this variable cannot be substituted in any relation as a variable of other sort. It is shown in [11] that there exists a one-to-one correspondence between clones of O A,s and closed subsets of R A,s containing Σ s .
In this paper we consider only two types of relations. First, relations whose variables are of different sorts, moreover, the i-th variable has the i-th sort. Second, relations whose variables are of one sort. To distinguish them relations with variables of different sorts we denote by bold symbols, like ρ, δ. Relations from R A are considered as relations with variables of the first sort.
For c ∈ A and i ∈ {1, 2, . . . , s} by =
c we denote the unary relation with the variable of sort i containing only element c.
Suppose Ψ 1 and Ψ 2 are unary vector functions. By Ψ 1 • Ψ 2 we denote the unary vector-function Ψ defined as follows Ψ(x) = Ψ 1 (Ψ 2 (x)).
By ar(ρ) we denote the arity of the relation ρ, by ar(f ) we denote the arity of the function f . By 0 we always denote the identity in an abelian group or the additive identity for a field.
For ρ ∈ R n A and i ∈ {1, 2, . . . , n} by pr i ρ we denote the projection of ρ onto the i-th coordinate, that is
Denote pr ρ = pr 1 ρ × pr 2 ρ × · · · × pr n ρ. We say that a tuple (b 1 , . . . , b n ) witnesses that (a 1 , . . . , a n ) is an essential tuple for ρ if for every i ∈ {1, 2, . . . , n} we have (a 1 , . . . , a i−1 , b i , a i+1 , . . . , a n ) ∈ ρ.
By Key(ρ) we denote the relation ρ filled up with all key tuples for ρ.
To simplify explanation, we sometimes define tuples as words, for example a n b m is the tuple (a, . . . , a n , b, . . . , b m ).
As it was mentioned in Section 2, sometimes we consider a graph corresponding to a relation, where tuples are vertices, and two tuples are adjacent if they differ just in one element. Then we may consider a path in the graph and connected components of this graph. Usually, we refer to a path or a connected component of the graph as to a path of the relation and a connected component of the relation.
Auxiliary statements
Lemma 4.1. Suppose ρ is a key relation. Then ρ is essential if and only if ρ has no dummy variables. Proof . Assume that ρ has no dummy variables and ar(ρ) = n. Let us prove that a key tuple (a 1 , . . . , a n ) is also an essential tuple. Let i ∈ {1, 2, . . . , n}. Since ρ has no dummy variables, there exist a tuple (c 1 , . . . , c n )
We know that (c 1 , . . . , c n ) can be mapped to the key tuple by a vector-function (ψ 1 , . . . , ψ n ) which preserves ρ. Therefore,
Thus, for every i ∈ {1, 2, . . . , n} we can change the i-th component of the key tuple to get a tuple from ρ. Then, (a 1 , . . . , a n ) is an essential tuple and, by Lemma 2.1, ρ is essential.
Then ρ is a key relation if and only if σ is a key relation. Proof . Assume that σ is a key relation and α is a key tuple for σ. Choose β ∈ A s . Let us prove that αβ is a key tuple for ρ. Suppose δ ∈ A ar(ρ) \ ρ. Remove the last s elements of δ to get a tuple δ ′ . Obviously, δ ′ / ∈ σ. Then there exists a unary vector-function Ψ which maps δ ′ to α. Define a unary vector-function Ψ ′ as follows Ψ
We can check that Ψ ′ maps δ to αβ and preserves ρ. Thus, ρ is a key relation.
Assume that ρ is a key relation and α is a key tuple for ρ. Let β be obtained from α by removing the last s elements. To prove that β is a key tuple for σ, we just add random s elements to the end of a tuple γ ∈ A ar(σ) \ σ, and consider a vector-function preserving ρ that maps the obtained tuple to α. Then we remove the last s functions of the vector-function to get a vector-function that maps γ to β and preserves σ.
is a key tuple for ρ. Then σ is a key relation and (b 2 , . . . , b n ) is a key tuple for σ.
Proof. For every (c 2 , . . . , c n ) / ∈ σ we need to find a vector-function which maps (c 2 , . . . , c n ) to (b 2 , . . . , b n ). We know that (b 1 , c 2 , . . . , c n ) / ∈ ρ, therefore there exists a vector-function Ψ which maps (b 1 , c 2 , . . . , c n ) to (b 1 , b 2 , . . . , b n ) and preserves ρ. It is easy to check that the vector function (Ψ (2) , . . . , Ψ (n) ) preserves the relation σ and maps (c 2 , . . . , c n ) to (b 2 , . . . , b n ). This completes the proof.
Lemma 4. 4 . Suppose α is a key tuple for ρ, and a unary vector-function Ψ preserves ρ. Then either Ψ(α) ∈ ρ, or Ψ(α) is a key tuple for ρ.
We know that there exists a vectorfunction Ψ ′ which maps β to α. Then Ψ • Ψ ′ is a vector function preserving ρ which maps β to Ψ(α). Hence Ψ(α) is a key tuple for ρ.
Lemma 4.5. Suppose f ∈ O A,s is a WNU. Then using composition we can derive a WNU f ′ such that for every α ∈ A s and h(
, which means that we can take
Lemma 4. 6 . Suppose f preserves a key relation ρ. Then f preserves Key(ρ).
Proof. Let α 1 , . . . , α m ∈ Key(ρ), we need to show that β = f (α 1 , . . . , α m ) ∈ Key(ρ). WLOG we assume that α i is a key tuple if i ≤ k, and α i ∈ ρ if i > k. Let α be a key tuple for ρ. By the definition of a key tuple, for every i ∈ {1, 2, . . . , k} there exists a vector-function Ψ i that preserves ρ and maps α to
Obviously Ψ preserves ρ and maps α to β. By Lemma 4.4, we obtain β ∈ Key(ρ).
Remind that we have a Galois connection between clones of vector-functions and closed sets of multi-sorted relations. Then it follows from the above lemma that the relation Key(ρ) can be derived from ρ using positive primitive formulas.
Proof. It is sufficient to check the following positive primitive formula
Lemma 4.8. Suppose ρ is preserved by an idempotent vector-function f . Then f preserves every connected component of ρ.
Proof. Let δ be a connected component of ρ, and (b 1 , . . . , b n ) ∈ δ. Let us define a sequence of relations of arity n.
Obviously, for j > |A| n we get ζ j = δ. Therefore,
and δ is preserved by an idempotent vector-function f .
By Lemma 4.1 a key relation is essential if and only if it has no dummy variables. That is why later in the paper we always assume that every key relation is essential. Also we assume that every relation arising in the paper has arity greater than 2 if the arity is not specified directly.
Strongly rich relations preserved by a WNU
A relation ρ ⊆ A n is called (strongly) rich if for every tuple (a 1 , . . . , a n ) and every j ∈ {1, . . . , n} there exists (a unique) b ∈ A such that (a 1 , . . . , a j−1 , b, a j+1 , . . . , a n ) ∈ ρ.
A relation of arity n is called totally reflexive if it contains all tuples (a 1 , . . . , a n ) ∈ A n such that |{a 1 , . . . , a n }| < n. A relation ρ ∈ R n A is called symmetric if for every permutation σ : {1, 2, . . . , n} → {1, 2, . . . , n} we have
Lemma 5.1. Suppose ρ ∈ R A,n is a strongly rich relation. Then for every a, b ∈ A there exists a bijective mapping ψ :
. . a n ) be a tuple from ρ. Since ρ is rich, we can find c ∈ A such that (b, c, a 3 , . . . a n ) ∈ ρ. Let ζ(x, y) = ∃z ρ(x, a 2 , . . . , a n−1 , z) ∧ ρ(y, c, a 3 , . . . , a n−1 , z).
Since ρ is strongly rich, for every d there exists a unique e such that (d, e) ∈ ζ. Also, it is easy to see that (a, b) ∈ ζ. We define ψ as follows
It is easy to check that
This completes the proof.
Lemma 5.2. Suppose σ is a totally reflexive relation of arity m ≥ 2 preserved by a WNU; if m = 2 then σ is symmetric and the graph defined by σ is connected; for every a, b ∈ A there exists a bijection ψ a,b : A → A that maps a to b and preserves σ. Then σ is a full relation. Proof . Assume that σ is not a full relation. Then Pol(σ) belongs to a maximal clone on A. By Rosenberg Theorem [12, 7] , we have one of the following cases. Since ψ a,b preserves σ for every a, b ∈ A, ψ a,b belongs to the maximal clone. Therefore case (5) cannot happen as well. By [6] [7, Section 5. 2.6] , WNU cannot preserve an h-universal relation. Thus, we get a contradiction, which means that σ is a full relation.
n is a strongly rich relation, σ is a totally reflexive relation of arity m ≥ 3, ρ and σ are preserved by a WNU f . Then σ is a full relation. Proof 
Since ψ a,b is a permutation, σ 0 is preserved by ψ a,b . Since σ 0 is derived from ρ, σ, and {=
c | c ∈ A, i = 1, 2, . . . , n}, σ 0 is preserved by a WNU f (1) . We can check that σ 0 is totally reflexive. By Lemma 5.2, σ 0 is a full relation, hence the relation σ is also full.
Lemma 5. 4 . Suppose (G; +) is a finite abelian group, the relation σ ⊆ G 4 is defined by σ = { (a 1 , a 2 , a 3 , a 4 
Thus, we know that f (x 1 , . . . , x n ) = h(x 1 ) + . . . + h(x n ). Let k be the maximal order of an element in the group (G; +). We know that for every a ∈ A we have h(a) + h(a) + . . . + h(a) n = a. Hence k and n are coprime, and h(x) = t · x for any integer t such that t · n = 1( mod k). This completes the proof.
Lemma 5. 5 . Suppose (G; +) is a finite abelian group, the relation ρ ⊆ G n is defined by ρ = {(a 1 , . . . , a n ) | a 1 + · · · + a n = 0}, ρ is preserved by a WNU f of arity m. Then for every j ∈ {1, 2, . . . , n} there exists t ∈ {1, 2, 3,
Proof. WLOG we prove the statement just for j = 1. Let
It is easy to show that δ = {(a 1 , a 2 , a 3 , a 4 ) | a 1 + a 2 = a 3 + a 4 }. Then, the statement of the lemma follows from Lemma 5.4.
Lemma 5. 6 . Suppose (A; +) is an abelian group , σ, δ ⊆ A 4 , a 2 , a 3 , a 4 ) ∈ δ then a 1 = a 3 ⇔ a 2 = a 4 and a 1 = a 4 ⇔ a 2 = a 3 ; σ and δ are preserved by a WNU f . Then σ = δ.
Proof. First, let us show that σ ⊆ δ. WLOG we can assume that f is chosen using Lemma 4.5. Then by Lemma 5. a 2 , a 3 , a 4 ) ∈ δ, we get a contradiction.
n is a strongly rich relation preserved by a WNU. Then there exists an abelian group (A; +) and bijective mappings φ 1 , φ 2 , . . . ,φ n : A → A such that
Proof. Let (a 3 , . . . , a n ) ∈ A n−2 ,
Claim 5.7.1. σ is a strongly rich relation. Proof . We know that ρ is strongly rich. Therefore, if we pick values for 3 of 4 variables of σ, then the remaining variable can be uniquely calculated using ρ.
For example, if we pick values for x 1 , x 2 , x 4 then we have a unique value for y, then we have a unique value for z ′ , then a unique value for y ′ , and therefore a unique value for x 3 . This completes the proof.
Proof. Let us prove the first statement. Assume that x 1 = x 3 . Since ρ is strongly rich, y = y ′ , therefore x 2 = x 4 .
Since σ is strongly rich, the operation is well-defined. Let us prove the following properties of the operation
Proof. Commutativity, existence of a neutral element and an inverse element easily follow from the above properties of σ. Let us prove associativity. Put
′ because of the above properties. If a = c then it follows from the commutativity.
. Then σ ′′ is totally reflexive, which, by Lemma 5.3, means that σ ′′ is a full relation. Hence, σ ′ is totally reflexive, which means that σ ′ is a full relation and ⊕ d is an associative operation.
Thus, ⊕ d is a group operation for every d ∈ A.
Proof. First, we want to prove that (a
is totally reflexive, and therefore, by Lemma 5.3, is full. Hence, σ ′ is also totally reflexive and full, which proves that (a
We know that
Using the above equation we obtain
We choose an element from A which we denote by 0. We denote the operation ⊕ 0 by +. Let φ 1 be defined by φ 1 (x) = x.
We put φ 2 (x) = −y ⇔ (y, x, a 3 , . . . , a n ) ∈ ρ. We define φ i for i ≥ 3 as follows.
We can check that a i = φ −1 i (0) for i ≥ 3. Now we are ready to prove the statement of the theorem. We need to prove that for every b 1 , . . . , b n ∈ A we have
Since ρ is strongly rich, it is sufficient to prove forward statement. Thus, assume that
Let m be the number of i ∈ {2, 3, . . . , n} such that b i = 0. We will prove by induction on m. For m = 1 it follows from the definition.
WLOG we assume that b n = 0. Let δ(x 1 , x 2 , x 3 , x 4 ) = ∃y 1 . . . ∃y n ∃z ρ(x 1 , y 2 , y 3 , y 4 , . . . , y n−1 , y n )∧ ρ(x 2 , z, y 3 , y 4 , . . . , y n−1 , a n ) ∧ ρ(x 3 , z, y 3 , y 4 , . . . , y n−1 , y n )∧ ρ(x 4 , y 2 , y 3 , y 4 , . . . , y n−1 , a n ) (1)
We can easily check that if (x 1 , x 2 , x 3 , x 4 ) ∈ δ then x 1 = x 3 ⇔ x 2 = x 4 and x 1 = x 4 ⇔ x 2 = x 3 . Then by Lemma 5.6 we get δ = σ.
i (b i ) for every i ∈ {2, 3, . . . , n}, and z = φ −1 2 (0). Since ρ is strongly rich, there exist unique x 1 , x 2 , x 3 , x 4 satisfying (1). Therefore, (x 1 , x 2 , x 3 , x 4 ) ∈ δ, and by the inductive assumption we have (1)- (4) 
We say that Ψ is a restricting vector-function.
Lemma 6.1. For every key tuple α in a relation ρ there exists a core σ and a restricting vector-function Ψ satisfying Ψ(α) = α.
Proof.
We consider the set Ψ(A n ) for every vector-function Ψ satisfying properties (1),(2) and (4). We choose a minimal set among these sets and choose the corresponding vector-function Ψ as a restricting vector-function. Since identity satisfies the above properties we always can find a restricting vectorfunction. It remains to put σ = Ψ(ρ).
Different properties of a core are summarized in the following lemma. Lemma 6.2. Suppose σ is a core of a key relation ρ, Ψ is a restricting vectorfunction. Then we have the following properties.
(1) σ is a key relation; (2) the patterns of σ and ρ are equal; (3) σ is a core of σ; (4) suppose α ∈ Ψ(A n ), then α is a key tuple for ρ if and only if α is a key tuple for σ. (5) suppose α 1 is a key tuple for σ, α 2 / ∈ σ, then every vector-function Ω preserving σ and satisfying Ω(α 1 ) = α 2 is a bijective mapping on pr σ; (6) suppose a vector-function Φ preserves σ, β ∈ A n \ σ, β is not a key tuple for σ, but Φ(β) is a key tuple for σ, then Φ(α) ∈ σ for every key tuple α for σ.
Proof. First, let us prove statement (4). Suppose α ∈ Ψ(
A n ) is a key tuple for ρ, therefore Ψ(α) = α. Let us prove that α is a key tuple for σ. Suppose γ ∈ A n \ σ. We need to find an appropriate vector-function which maps γ to α. If γ / ∈ ρ, then by definition there exists a vector-function Ω which preserves ρ and maps γ to α. Obviously Ψ • Ω preserves σ and maps γ to α. Assume that γ ∈ ρ \ σ, therefore γ / ∈ Ψ(A n ). WLOG, we assume that γ(1) / ∈ Ψ (1) (A). Since ρ is essential, α is an essential tuple for ρ and there exists a such that (a, α(2), . . . , α(n)) ∈ ρ. Let us define Ω in the following way. Ω (i) (x) = α(i)
. Obviously Ω preserves σ and maps γ to α. Suppose α is a key tuple for σ. Let us prove that α is a key tuple for ρ. By the definition of a restricting vector-function we have a key tuple for ρ such that Ψ(β) = β. Using above argument we prove that β is a key tuple for σ. Suppose γ / ∈ ρ, then there exists a vector-function Ω that preserves ρ and maps γ to β. Since α is a key tuple for σ, there exists a vector-function Ω 0 that preserves σ and maps β to α. Obviously, Ω 0 • Ψ • Ω maps γ to α and preserves ρ. Hence, α is a key tuple for ρ.
Statement (1) follows from statement (4). We can easily check that i ρ ∼ j ⇔ i σ ∼ j, which proves statement (2).
Let us prove statement (3). Assume that σ is not a core of σ, then there exists a core σ ′ that can be obtained from σ by applying a restricting vectorfunction Ω that maps a key tuple α to α. By statement (4) the tuple α is also a key tuple for ρ. Then the vector-function Ψ ′ = Ω • Ψ preserves ρ, maps α to α, and Ψ ′ (A n ) ⊂ Ψ(A n ), which contradicts the definition of a core. Let us prove statement (5). Suppose a vector-function Ω preserves σ and maps α 1 to α 2 Assume that Ω(Ψ(A n )) ⊂ Ψ(A n ). By the definition, there exists a vector-function Ω ′ which maps α 2 to α 1 and preserves σ. Then the vectorfunction Ψ ′ = Ω ′ •Ω•Ψ preserves ρ and maps α 1 to α 1 . We can easily find t such that
which contradicts the definition of a core. Hence Ω(Ψ(A n )) = Ψ(A n ), which means that Ω is a bijective mapping on pr σ = Ψ(A n ). Let us prove statement (6) . Assume that Φ(α) / ∈ σ for a key tuple α. Then by statement (5), Φ is a bijection on pr σ. Hence, by Lemma 4.4 Φ maps key tuples to key tuples, which contradicts our assumptions. Lemma 6. 3 . If a key relation ρ is preserved by a WNU f , then a core of ρ is preserved by a WNU of the same arity. Proof . Let σ be a core of ρ and Ψ is a restricting vector-function. Put
It is easy to see that f ′ preserves σ and f ′ is a WNU on pr σ. To complete the proof we define a WNU f ′′ that coincides with f ′ on pr σ.
Pattern of a core.
Suppose ρ ⊆ A n , α, β ∈ A n . We say that a pair of tuples (α, β) witnesses i ρ ∼ j if α is a key tuple for ρ, α(k) = β(k) for every k / ∈ {i, j}, and the tuples (α(1), . . . , α(i − 1), β(i), α(i + 1), . . . , α(n)), (α(1), . . . , α(j − 1), β(j), α(j + 1), . . . , α(n)), and β belong to ρ. 
Proof. Since ρ is essential, there is b 3 ∈ A such that (a 1 , a 2 , b 3 , a 4 , . . . , a n ) ∈ ρ. Let m be the arity of f . For j ∈ {0, 1, 2, . . . , m} let
. , a n ). Let us show by induction that for every j ∈ {0, 1, 2, . . . , m − 1} we have
We can check that the first two tuples in the above formula always belong to ρ. Hence, β j ∈ ρ ⇒ β j−1 ∈ ρ. By induction we get β 0 ∈ ρ. This completes the proof.
Lemma 6.5. Suppose ρ is a core, (b 1 , a 2 , . . . , a n ), (a 1 , b 2 , a 3 , . . . , a n ) ∈ ρ, (a 1 , . . . , a n ) is a key tuple for ρ, 1
. , a n ) is a key tuple for ρ. 1 , b 2 , a 3 , . . . , a n ) is not a key tuple for ρ. Since α = (a 1 , . . . , a n ) is a key tuple for ρ there exists a vector-function Ψ preserving ρ which maps (b 1 , b 2 , a 3 , . . . , a n ) to (a 1 , . . . , a n ). By Lemma 6.2 (6) we have
Proof. Assume that (b
Lemma 6.6. Suppose ρ ⊆ A n is a core preserved by a WNU f , p ∈ {3, . . . , n},
Then for every key tuple (a 1 , . . . , a n ) for ρ and every i ∈ {1, . . . , n} the mapping g(x) = f (i) (a i , a i , . . . , a i , x) is a bijection on pr i ρ.
By Lemma 6.4 we have 
It remains to prove the statement for i = 3. In this case we choose (b 1 , a 2 , b 3 , a 4 , . . . , a n ) as a key tuple and (b 1 , a 2 , a 3 , a 4 , . . . , a n ) as a tuple from ρ, and repeat the whole proof. As a result we prove that
is a bijection on pr 3 ρ.
Then 2 ρ ∼ p for any p ∈ {3, . . . , n}.
. . . . . .
Since f preserves ρ, we have
By Lemma 6.5, b 2 occurs in a key tuple for ρ. Then by Lemma 6.6, h is a bijection on pr ρ. But h preserves ρ and maps the key tuple (a 1 , . . . , a n ) to a tuple from ρ. This contradiction completes the proof.
The following theorem follows directly from Lemma 6.7.
Theorem 6.8. Suppose ρ is a core preserved by a WNU, then ρ ∼ is an equivalence relation such that at most one equivalence class contains more than 1 element.
Combining the above theorem and Lemma 6.2(2) we obtain the proof of Theorem 2.9 from Section 2. Let a 1 , . . . , a n , b 1 , b we denote by α, β 1 , β 2 , β 3 correspondingly. Assume that α / ∈ Key(σ) but each of the tuples β 1 , β 2 , β 3 belongs to Key(σ). By Lemma 6.2, σ is a key relation, then there exists a key tuple β for σ and a vector-function Ψ preserving σ such that Ψ(α) = β. Then, by the property (6) in Lemma 6.2 we have Ψ(β 1 ), Ψ(β 2 ), Ψ(β 3 ) ∈ σ. Therefore σ 1 ∼ 2, which contradicts the fact that the pattern is full. Hence α ∈ Key(σ).
Proof.
Using the same argument for other coordinates we can show that every connected component of Key(σ) can be represented as
Connected components of Key(σ) that contain a key tuple of σ are called key blocks. If a core is preserved by a WNU, then we can get a description of key blocks of a core. Lemma 6. 10 . Suppose σ is a core preserved by a WNU f , k σ ∼ l, k = l, (a 1 , . . . , a n ) is a key tuple for σ. Then f (i) (a i , . . . , a i , x) is a bijection on pr i σ for every i / ∈ {k, l}.
Proof. WLOG we assume that k = 1, l = 2. Let m be the arity of f . Since σ is essential, (b 1 , a 2 , . . . , a n ), (a 1 , b 2 , a 3 , . . . , a n ) ∈ σ for some
Assume that β j ∈ σ for every j ∈ {0, 1, . . . , m − 1}. Then we have the following path in σ:
we can easily derive that (c 0 , d 0 , a 3 , . . . , a n ) = α ∈ σ. Contradiction.
Assume that β j / ∈ σ for some j ∈ {0, 1,
We can check that h(α) = β j and h preserves σ. By Lemma 6.2 (5), h is a bijection on pr σ. Hence
a bijection on pr i σ for every i ∈ {3, 4, . . . , n}.
Lemma 6.11. Suppose σ is a core with full pattern of arity n preserved by a WNU f , a 1 α and b 1 α belong to a key block. Then for every β ∈ A n−1 we have either a 1 β, b 1 β ∈ Key(σ), or a 1 β, b 1 β / ∈ Key(σ).
Proof. Let α = (a 2 , . . . , a n ). Assume that b 1 β ∈ Key(σ), let us show that
Since σ has full pattern, for every tuple δ from a key block and every j ∈ {1, 2, . . . , n} there exists a key tuple γ from the key block such that γ(j) = δ(j). Hence, by Lemma 6.10, h is a bijection on pr σ.
By Lemma 4.6, the vector-function h preserves Key(σ), therefore h(
Since h is a bijection on pr σ preserving Key(σ), we obtain a 1 β ∈ Key(σ).
Using the same argument we can prove the following lemma (we just need change Key(σ) to σ everywhere in the proof).
Lemma 6.12. Suppose σ is a core of arity n preserved by a WNU f , a 1 α, b 1 α belong to a key block, and a 1 α, b 1 α ∈ σ. Then for every β ∈ A n−1 we have either
Lemma 6. 13 . Suppose (G; +) is a finite abelian group, and the relation ρ ⊆ G n is defined by ρ = {(a 1 , . . . , a n ) | a 1 + · · · + a n = 0}, a vector-function Ψ preserves ρ. Then for every a, b ∈ G and every i ∈ {1, 2, . . . , n} the order of
Proof. WLOG we assume that i = 1. Let
Lemma 6.14. Suppose (G 1 ; +) and (G 2 ; +) are finite abelian groups, the re- {(a 1 , . . . , a n ) | a 1 + · · · + a n = 0}, ρ 2 = {(a 1 , . . . , a n ) | a 1 + · · · + a n = 0}; there exists a vector-function Ψ = (ψ 1 , . . . , ψ n ), where ψ i : G 1 → G 2 , such that Ψ(ρ 1 ) ⊆ ρ 2 and Ψ ((c 1 , 0, . . . , 0)) = (c 2 , 0, . . . , 0) . Then the order of c 2 divides the order of c 1 .
Proof. Consider a group (G
n defined by ρ = { ((a 1 , b 1 
Define a vector-function Ω by Ω (i) ((a, b)) = (0, ψ i (a)). We can easily check that Ω preserves ρ and ψ 1 (0) = 0. Then by Lemma 6.13 the order of (0, c 2 ) − (0, 0) divides the order of (c 1 , 0) − (0, 0), which means that the order of c 2 divides the order of c 1 .
Lemma 6. 15 . Suppose (G; +) is a finite abelian group, and the relation ρ ⊆ G n is defined by ρ = {(a 1 , . . . , a n ) | a 1 + · · · + a n = 0}, Key(ρ) = G n . Then the order of every element in G is a prime number. Proof . Assume the converse. Let a be the element of G whose order is not prime. Let the order of this element be equal to
and consider a vector-function Ψ preserving ρ that maps (b, 0, 0, . . . , 0) to (a, 0, . . . , 0). Obviously Ψ maps (0, 0, . . . , 0) to (0, 0, . . . , 0). Applying Lemma 6.13 for the first component we obtain that the order of (a − 0) divides the order of (b − 0). Contradiction.
Lemma 6. 16 . Suppose (G; +) is a finite abelian group, and a key relation ρ ⊆ G n is defined by ρ = {(a 1 , . . . , a n ) | a 1 + · · · + a n = 0}. Then the order of the group G is a power of a prime number. Proof . Let (a 1 , . . . , a n ) be a key tuple of ρ. Obviously, (b 1 , a 2 , . . . , a n ) ∈ ρ for b 1 = −a 2 − a 3 − . . . − a n . Let the order of (b 1 − a 1 ) be equal to k.
Assume the converse. Then there exists an element c ∈ G \ {0} such that k doesn't divide the order of c. By Lemma 6.13 we cannot map (c, 0, 0 . . . , 0) to (a 1 , . . . , a n ) by a vector-function preserving ρ. This contradicts the fact that (a 1 , . . . , a n ) is a key tuple. Theorem 6.17. Suppose σ is a core with full pattern preserved by a WNU, A 1 × A 2 × · · · × A n is a key block for σ. Then there exists a finite filed F , and bijective mappings φ i : A i → F for i = 1, 2, . . . , n such that
Proof. Assume that we have two different tuples a 1 α, b 1 α ∈ σ and they belong to the key block A 1 × · · · × A n . Let Ψ be a unary vector-function such that Ψ(A n ) = pr σ and Ψ(x) = x if x ∈ pr σ. Obviously, Ψ preserves σ. Let us define Ψ ′ as follows. Ψ
. It follows from Lemma 6.12 that a 1 β ∈ σ ⇔ b 1 β ∈ σ for every β ∈ A n−1 . Hence, Ψ ′ preserves σ and Ψ ′ (A n ) ⊂ pr σ, which contradicts the fact that σ is a core.
Hence, if a 1 α ∈ σ belongs to a key block, then for every b 1 = a 1 we have b 1 α / ∈ σ. We can use the same argument not only for the first coordinate.
Suppose (a 1 , . . . , a n ) ∈ A 1 × · · · × A n . We know that the tuple (a 1 , . . . , a n ) is either a key tuple, or belongs to σ, and we know that every key tuple is an essential tuple. This means that for every i ∈ {1, 2, . . . , n} there exists b such that (a 1 , . . . , a i−1 , b, a i+1 , . . . , a n ) ∈ σ. By the previous argument, we can state that for every i ∈ {1, 2, . . . , n} there exists a unique b such that  (a 1 , . . . , a i−1 , b, a i+1 , . . . , a n ) ∈ σ. Then we can consider this key block as strongly rich relation. Combining Lemma 4.6 and Lemma 4.8, we can show that the WNU preserves the key block. Then, by Theorem 5.7 there exist a finite abelian group (G; +) and bijective mappings φ i :
By Lemma 6.15, the order of every element in the group G is a prime number, hence, we may consider a finite field instead of group.
We consider a finite field instead of group in Theorem 6.17 because we have the following easy fact.
Lemma 6.18. Suppose F is a finite field, the relation ρ ⊆ F n is defined by ρ = {(x 1 , . . . , x n ) | x 1 + · · · + x n = 0}. Then ρ is a key relation and
Proof. Let us show that all tuples that are not from the relation are key tuples. For every α, β ∈ F n \ ρ we need to find a vector-function Ψ preserving ρ such that Ψ(α) = β. Let a = α(1) + · · · + α(n) and b = β(1) + · · · + β(n). We know that a = 0 and b = 0, then there exists d ∈ F such that a · d = b. Define Ψ as follows Ψ (i) (x) = d·x+β(i)−d·α(i) for i ∈ {1, 2, . . . , n}. Obviously, Ψ(α) = β. It remains to check that Ψ preserves ρ, which can be easily done.
There is a conjecture that Theorem 6.17 can be strengthened as follows.
Conjecture 6.19. Suppose σ is a core with full pattern preserved by a WNU, A 1 × A 2 × · · · × A n is a key block for σ. Then there exist a prime number p, and bijective mappings φ i :
Lemma 6.20. Suppose σ is a core with full pattern preserved by a WNU f of arity m, A 1 × A 2 × · · · × A n is a key block for σ. Then for every j ∈ {1, . . . , n} there exist an abelian group (A j ; +) and an integer t such that for every a 1 , . . . , a m ∈ A j we have
Proof. Put σ ′ = σ ∩(A 1 ×A 2 ×· · ·×A n ) Using Lemma 4.6 and Lemma 4.8, we obtain that f preserves the key block, hence f preserves σ ′ . By Theorem 6.17 there exist a finite filed F and bijective mappings φ i : A i → F for i = 1, 2, . . . , n such that
Using the bijection φ j we define an abelian group (A j ; +). Then, by Lemma 5.5 there exists an integer t such that
Proof of the main results
7.1. Key relations with trivial pattern. In this section we prove statements from Section 2 for a key relation with trivial pattern. First, we prove the following lemma from that section. 1 , a 2 , . . . , a n )} ⊆ ρ. Then ρ is a key relation and (a 1 , a 2 , . . . , a n ) is a key tuple for the relation ρ.
Proof.
To prove the statement, for every (c 1 , . . . , c n ) / ∈ ρ we need to find a vector-function Ψ preserving ρ that maps (c 1 , . . . , c n ) to (a 1 , . . . , a n ). Put
It is easy to see that it satisfies the above properties.
A pair of tuples (a 1 , . . . , a n )−(
By the previous lemma, if there exists a perfect pair for a relation then the relation is a key relation.
Lemma 7.1. Suppose ρ is a key relation preserved by a WNU f , pattern of ρ is a trivial equivalence relation. Then for every key tuple α there exists a tuple β such that (α) − (β) is a perfect pair for ρ.
It is enough to show that there exists a perfect pair (γ) − (δ) for ρ because we can map γ to the key tuple α by a vector-function Ψ preserving ρ and put β = Ψ(δ).
The proof is by induction on the arity of ρ. Denote n = ar(ρ), r = ar(f ). If n = 2 then it follows from the definition. To simplify explanation we assume that (0, 0, . . . , 0) is a key tuple for ρ.
We say that a tuple (
Here we break our agreement and admit that d i = 0. We know from Lemma 4.3 and Corollary 2.8 that the relations defined by
are key relations of smaller arity. Then by the inductive assumption there exist good tuples (a 1 , 0, a 3 , . . . , a n ), (0,
Obviously, r − 1 ∈ B.
Assume that 0 / ∈ B, then let m be the maximal integer which is not from B. Then the following pair is a perfect pair
. . .
Thus we can assume that 0 ∈ B and
Assume that
Then the following pair is prefect
Thus, we can assume that
is a perfect pair.
Theorem 2.12 follows from Lemma 7.1 and Lemma 2.11. Let us prove another theorem from Section 2.
Theorem 2. 13 . Suppose ρ is a key relation of arity greater than 2 preserved by a near-unanimity operation f . Then the pattern of ρ is a trivial equivalence relation.
Proof. Assume that the pattern of ρ is not a trivial equivalence relation. WLOG we can assume that 1 ρ ∼ 2. Let m be the arity of f . Let (a 1 , . . . , a n ) be a key tuple for ρ. Put σ(x, y, z) = ρ(x, y, z, a 4 , . . . , a n ). Since f is idempotent, σ is preserved by f . By Corollary 2.8, 1
Let us consider two cases. Assume that (a 3 , . . . , a 3 ) / ∈ σ m . Let us check that  (b 3 , . . . , b 3 ) witnesses that (a 3 , . . . , a 3 ) is an essential tuple for σ m . Suppose x j = b 3 and x i = a 3 for every i = j, then we put
, which contradicts the fact that f preserves σ m .
Let us consider the second case. Assume that (a 3 , . . . , a 3 ) ∈ σ m , then we can find appropriate y 1 , . . . , y m , z 1 , . . . , z m . Since 1 σ ∼ 2 we have
which contradicts the fact that (a 1 , a 2 , a 3 ) / ∈ σ.
Key relations with almost trivial pattern.
In this section we prove statements from Section 2 for a key relation with almost trivial pattern.
Lemma 7.2. Suppose (a 1 , . . . , a n ) is a key tuple for a relation ρ preserved by a WNU f whose pattern is {{1, 2}, {3}, {4}, . . ., {n}}. Then there exist
Proof. Let us show that it is sufficient to find pair of tuples (c 1 , . . . , c n )
In fact, since ρ 1 ∼ 2, we obtain
It remains to map (c 1 , . . . , c n ) to the key tuple (a 1 , . . . , a n ) by a vector-function preserving ρ to complete the proof. A pair of tuples satisfying the above properties is called almost perfect. By Lemma 4.3 and Corollary 2.8 the relations ρ 1 , ρ 2 defined by
are key relations with trivial pattern. By Lemma 7.1, we can find perfect pairs (a 2 , . . . , a n ) − (c 2 , . . . , c n ) and (a 1 , a 3 , . . . , a n )
. , a i , c i ) for i = 3, 4, . . . , n. Let m be the arity of f . For j ∈ {0, 1, 2, . . . , m} let
Suppose (e 3 , . . . , e n ) ∈ ({a 3 , b 3 } × · · · × {a n , b n }) \ {(a 3 , . . . , a n )}. Let us show that (a 1 , a 2 , e 3 , . . . , e n ) ∈ ρ. Denote β j = (k j , a 2 , e 3 , . . . , e n ). Let us show by induction that for every j ∈ {0, 1, 2, . . . , m − 1} we have
We can check that the first two tuples in the above formula always belong to ρ. Hence, β j ∈ ρ ⇒ β j−1 ∈ ρ. By induction we get β 0 ∈ ρ, which means that (a 1 , a 2 , e 3 , . . . , e n ) ∈ ρ. Now, we can easily find an almost perfect pair.
If
. . . Let us prove a lemma from Section 2.
Proof. To prove the statement, for every (c 1 , . . . , c n ) / ∈ ρ we need to find a vector-function Ψ preserving ρ that maps (c 1 , . . . , c n ) to (a 1 , . . . , a n ).
We consider two cases. First, assume that (c 
Second case. Assume that for every c
It is easy to see that it satisfies the necessary properties. This completes the proof.
Theorem 2.17. Suppose ρ is a key relation preserved by a semilattice operation or a 2-semilattice operation. Then the pattern of ρ is either trivial, or almost trivial.
Proof. We can easily check that for every semilattice operation or 2-semilattice operation s we can define a WNU of arity m as follows
Thus, for every m ≥ 2 there exists a WNU of arity m preserving ρ.
Assume that the pattern of ρ is not trivial and not almost trivial. WLOG we can assume that 1 ρ ∼ 2 and 2 ρ ∼ 3. Let (a 1 , . . . , a n ) be a key tuple for ρ.
. , a n ). Then ρ ′ is a key relation with full pattern.
Let σ be the core of ρ ′ . Put m = |A 1 |, by Lemma 6.3, there exists a WNU f of arity m preserving σ. By Lemma 6.20, for every nontrivial key block A 1 × A 2 × · · · × A n for σ there exist an abelian group (A 1 , +) and an integer t such that for every a 1 , . . . , a m ∈ A 1 we have 
Proof. There exists (a 1 , . . . , a n ) ∈ ρ such that a 1 + . . . + a n = 0. Hence, the connected component of ρ containing (a 1 , . . . , a n ) has more than one element. Let it be B 1 × · · · × B n . WLOG we assume that |B 1 | ≤ |B 2 | ≤ · · · ≤ |B n |. Since (−a 2 − a 3 − . . .− a n−1 − c, a 2 , . . . , a n−1 , c) ∈ ρ for every c ∈ A, we have
Lemma 7. 4 . Suppose ρ is a core of arity n preserved by a WNU f whose pattern is {{1, 2, . . . , r}, {r + 1}, {r + 2}, . . . , {n}}. Then for every key tuple (a 1 , . . . , a n ) there exist B = B 1 × B 2 × · · · × B n , a prime number p and bijective mappings φ i : B i → Z p for i = 1, 2, . . . , r such that (a 1 , . . . , a n ) ∈ B,
Proof. If r = 1 then the statement follows from Lemma 7.1. If r = 2 then the statement follows from Lemma 7.2. Suppose r ≥ 3. WLOG we can assume that f satisfies the condition from Lemma 4.5. Let us define two relations: (x 1 , . . . , x r , a r+1 , . . . , a n ), (a 1 , . . . , a r−1 , x r , . . . , x n ) .
By Lemma 4.3 and Corollary 2.8, these are key relations, and the pattern of ρ 1 is full, the pattern of ρ 2 is trivial. By Theorem 2.12, there exists a perfect pair (a r , . . . , a n ) − (c r , . . . , c n ) for ρ 2 .
Choose c 1 such that (c 1 , a 2 , . . . , a n ) ∈ ρ, then by Lemma 6.5 the tuple (c 1 , a 2 , . . . , a r−1 , c r , a r+1 , . . . , a n ) is a key tuple for ρ. Hence, by Lemma 6.10, f (r) (c r , . . . , c r , x) is a bijection on pr r ρ. By Lemma 6.10,
a bijection on pr i ρ for every i ∈ {1, 2, . . . , n}. Since f satisfies the condition from Lemma 4.5, we obtain f (i) (a i , . . . , a i , x) = x for every x ∈ pr i ρ and f (r) (c r , . . . , c r , x) = x for every x ∈ pr r ρ.
Let σ 1 be a core of ρ 1 such that (a 1 , . . . , a r ) is a key tuple for σ 1 . By Theorem 6.17, there exist a key block A 1 × A 2 × · · · × A r for σ 1 containing (a 1 , . . . , a r ), a finite filed F , and bijective mappings φ i : A i → F such that
Let e = φ 1 (a 1 ) + φ 2 (a 2 ) + · · · + φ r (a r ). Obviously e = 0. Let p be the characteristic of F . Let us define a mapping ψ i :
By the definition ψ i is a bijective mapping from Z p to B i for every i and
It remains to show that for every (d 1 , . . . , d r ) ∈ B 1 × · · · × B r and every 
Second, let us prove this fact if 
Then we apply Lemma 7.3 to the relation defined by
and prove that (d 1 , . . . , d n ) ∈ ρ in general. This completes the proof. Now, Theorem 2.10 is a trivial collorary of Lemma 7. 4 . In fact, for a key tuple we just consider a core containing this tuple, and apply Lemma 7.4. Lemma 8. 1 . Suppose σ is a core with full pattern preserved by a WNU f , and α − β − γ is a path, where α ∈ σ belongs to a key block, β is an essential tuple, γ ∈ σ. Then γ belongs to a key block.
In the same way as we did for the first component of the tuple, we can show that for every tuple (x 1 , . . . , x n ) ∈ ρ, every i ∈ {2, 3, . . . , n} and every y ∈ A i \ {x i } the tuple (x 1 , . . . , x i−1 , y, x i+1 , . . . , x n ) is essential for ρ.
We want to show that every tuple in A 1 × · · · × A n is either essential, or from ρ. Assume the converse, assume that β ∈ (A 1 × · · · × A n ) \ ρ, β differs from every tuple of ρ in at least t ≥ 1 components, and t cannot be reduced. If t = 1 then β is essential because of the above property. Suppose t ≥ 2 and β differs from γ ∈ ρ in t components. WLOG let it be the first t components. By the assumption, the tuple (β(1), γ(2), . . . , γ(n)) is an essential tuple for ρ. Hence we can change the second component of it to get a tuple from ρ. We denote this tuple by γ ′ = (β(1), b, γ(3), . . . , γ(n)). Obviously β and γ ′ differs in t − 1 components, which contradicts our assumption. This completes the proof.
Recall that a connected component of ρ is called a block of ρ.
Theorem 8. 4 . Suppose σ is a core of arity n with full pattern preserved by a WNU f . Then
(1) Every block of σ equals B 1 × · · · × B n for some B 1 , . . . , B n ⊆ A.
(2) For every nontrivial block B = B 1 ×· · ·×B n the intersection σ∩B can be defined as follows. There exist an abelian group (G; +), whose order is a power of a prime number, and bijective mappings φ i :
Proof. The first statement follows from Theorem 8. 3 . Let us prove the second statement. Suppose B = B 1 × · · · × B n is a connected component of σ containing an essential tuple for σ. Let us show that σ ∩ B is a strongly rich relation. WLOG it is sufficient to prove that for every α ∈ B 2 × · · · × B n there exists a unique b ∈ B 1 such that bα ∈ σ. Since B ⊆ σ, there exists b ∈ B 1 such that bα ∈ σ. It remains to prove that b is unique. Assume that b ′ α ∈ σ for b ′ ∈ B 1 \ {b}. By Corollary 8.2 every tuple from σ ∩ B belongs to a key block, therefore two tuples bα, b ′ α belong to the same key block. This contradicts Theorem 6.17.
Thus we proved that σ ∩ B is a strongly rich relation. By Lemma 4.7 and Lemma 4.8, the connected component B is preserved by f . Then by Theorem 5.7 we have an abelian group (G; +) and bijective mappings φ i : B i → G for i = 1, 2, . . . , n such that σ = {(x 1 , . . . , x n ) | φ 1 (x 1 ) + φ 2 (x 2 ) + . . . + φ n (x n ) = 0}.
Suppose Ψ is a vector-function preserving σ which maps a tuple from B to a tuple from B. Then we can check that Ψ maps any tuple from B to a tuple from B, i.e. Ψ preserves σ ∩ B. Therefore, σ ∩ B is a key relation, and by Lemma 6.16 the order of the group G is a power of a prime number. This completes the proof.
Blocks of a key relation.
In this section we always assume that ρ is a key relation of arity n with full pattern preserved by a WNU f 0 of arity m 0 , σ is a core of ρ. Using Lemma 4.5, we can find a vector-function f of arity m = m |A|! 0 preserving ρ and satisfying the following property: for every α ∈ A n we have h(h(x)) = h(x), where h(x) = f (α, . . . , α, x).
Lemma 8. 5 . Suppose a tuple (b 1 , . . . , b n ) witnesses that (a 1 , . . . , a n ) is an essential tuple for ρ, Ω is a vector-function such that Ω(ρ) ⊆ σ. Then Ω maps tuples from the set f (1) ({a 1 , b 1 } m ) × f (2) ({a 2 , b 2 } m ) × · · · × f (n) ({a n , b n } m ) to one block of σ. Combining this with the equation (2) we get the following equation . , a n ). Assume that ζ / ∈ ρ. Since ρ is a key relation, we can map ζ to a key tuple of σ by a vector-function Ψ such that Ψ(ρ) ⊆ σ. Since every block of σ can be represented as A 1 ×· · ·×A n , Ψ maps the tuple δ to a block of σ. Hence Ψ(α), Ψ(β), Ψ(γ), Ψ(δ), Ψ(ζ) belong to one nontrivial block of σ.
Let us prove that Ψ (1) (b 1 ) = Ψ (1) (f (1) (b 1 , a 1 , . . . , a 1 )). If α / ∈ ρ or β / ∈ ρ then it follows from Corollary 8. 8 . Assume that α, β ∈ ρ. Then Ψ(β) and Ψ(f (β, α, . . . , α)) belong to one nontrivial block of σ but differ at most in one coordinate. Hence, they are equal, and Ψ
(1) (b 1 ) = Ψ (1) (f (1) (b 1 , a 1 , . . . , a 1 ) ).
In the same way we prove that Ψ (2) (b 2 ) = Ψ (2) (f (2) (b 2 , a 2 , . . . , a 2 )).
Therefore, Ψ(ζ) = Ψ(f (β ′ , α ′ , . . . , α ′ , γ ′ )), which contradicts the fact that Ψ(ζ) / ∈ ρ. Thus, we proved that ζ ∈ ρ, which means that the third coordinate of δ can be changed to get a tuple from the relation ρ. In the same way we prove that we can change any other coordinate of δ, which means that δ is an essential tuple. This completes the proof.
The following theorem follows directly from the previous lemma.
Theorem 8.10 . Suppose ρ is a key relation with full pattern preserved by a WNU. Then every connected component of ρ can be represented as A 1 ×· · ·×A n for some A 1 , . . . , A n ⊆ A. Now we are ready to prove the main theorem for key relations with full pattern.
Theorem 2.19. Suppose ρ is a key relation preserved by a WNU f , the pattern of ρ is a full equivalence relation. Then Let us show that σ i (x, y) is an equivalence relation on B i for every i ∈ {1, 2, . . . , n}. WLOG we prove for i = 1. It is sufficient to prove that for every α, β ∈ A n−1 , a, b ∈ A such that aα, bα ∈ ρ ∩ B we have aβ ∈ ρ ∩ B ⇔ bβ ∈ ρ∩B. Assume the converse. Let aβ / ∈ ρ∩B and bβ ∈ ρ∩B. By the definition we can find a vector-function Ψ that maps aβ to a key tuple of C such that Ψ(ρ) ⊆ σ. We can easily check that Ψ maps αβ and every tuple from B to the connected component C. Since aα, bα ∈ ρ we obtain Ψ(aα), Ψ(bα) ∈ σ and Ψ (1) (a) = Ψ (1) (b). This contradicts the fact that Ψ(aβ) / ∈ σ and Ψ(bβ) ∈ σ. Thus, σ i is an equivalence relation preserved by the WNU f (i) . Then we have an algebra B i = (B i ; f (i) ) and σ i is a congruence for the algebra. Then we consider the factor-algebra B i /σ i which we denote as (D i ; g i ) and a natural homomorphism ϕ i that maps B i to D i . Put g = (g 1 , . . . , g n ). Let us define a relation ρ ′ ⊆ D 1 ×· · ·×D n . Put (x 1 , . . . , x n ) ∈ ρ ′ ⇔ (ϕ 1 (x 1 ), . . . , ϕ n (x n )) ∈ ρ. We can check that ρ ′ is a strongly rich relation that is preserved by the WNU g. Then by Theorem 5.7 we have an abelian group (G ′ ; +) and bijective mappings ψ i : D i → G ′ for i = 1, 2, . . . , n such that ρ ′ = {(x 1 , . . . , x n ) | ψ 1 (x 1 ) + ψ 2 (x 2 ) + . . . + ψ n (x n ) = 0}.
Then the original relation can be defined as follows ρ ∩ B = {(x 1 , . . . , x n ) | ψ 1 (ϕ 1 (x 1 )) + ψ 2 (ϕ 2 (x 2 )) + . . . + ψ n (ϕ n (x n )) = 0}.
It remains to show that the order of the group G ′ is a power of a prime number. We know from Theorem 8.4 that the order of the group G is a power of a prime number p. Assume that the order of the group G ′ is not a power of a prime number. Choose an element c 1 ∈ G ′ whose order is a prime number that differs from p, and an element c 2 ∈ G of order p. Denote the tuple corresponding to (c 1 , 0, . . . , 0) in B by α 1 , and the tuple corresponding to (c 2 , 0, . . . , 0) in C by α 2 . By the definition there exists a vector-function that maps α 1 to α 2 and maps ρ to σ. Obviously, this vector-function maps the block B to the block C. Then, by Lemma 6.14, the order of c 2 in G divides the order of c 1 in G ′ . This contradiction completes the proof.
