Energy efficiency (EE) optimization is investigated for a multi-user cognitive radio network (CRN) over multiple-input-multiple-output (MIMO) interference channels (ICs). To reduce the system overhead due to information exchange among the secondary CR uses (SUs), the EE optimization problem is formulated as a non-cooperative game, where each SU transmitter competes against the other SU pairs by optimizing its transmit covariance matrix. Specifically, each multi-antenna SU maximizes locally its energy efficiency in terms of the number of bits transmitted per unit energy consumption, subject to the per-SU transmit power constraint and the primary user (PU) perceived total interference constraint. It is proved that the formulated non-cooperative game admits at least one Nash equilibrium (NE), and the sufficient condition for a unique NE is derived subsequently. Primal decomposition is employed in the local EE optimization problem to relax the coupling PU perceived interference constraint such that fully distributed operation is allowed. A distributed iterative EE optimization algorithm (DIEEOA) is then proposed to obtain the unique NE, which is shown to converge to the global optimum. Linear precoding techniques are employed to mitigate the impacts of multi-user interference and imperfect channel state information (CSI). Through numerical simulations, effectiveness of the proposed scheme is validated and the system setting parameters' impacts on the performance are studied.
latency communication (uRLCC), both of which are more focused on MTC applications. In order to accommodate the subsequent explosive growth in mobile data traffic and the mobile connections, there is a huge demand for additional radio spectrum and improved spectral efficiency.
On the other hand, to achieve seamless integration of a diverse set of wireless services and devices, 5G needs to simultaneously meet the multi-dimensional requirements imposed by different service types, which makes system design even more challenging. While the data rates must be significantly increased in order to meet the ever increasing demand for enhanced wireless broadband, the per-bit energy consumption must be dramatically decreased, say by a factor of 1,000 or more, to maintain or improve the battery lifetime on mobile devices [3] . This is especially important to Internet-of-things (IoT) applications and small devices where complexity and resources are highly constrained. As a consequence, topics related to energy efficiency (EE) have been capturing increasing attention in recent years. Researchers from both academia and industry have investigated energy efficiency solutions to achieve green communications for an energy-efficient and sustainable future of wireless networking [4] .
Cognitive radio (CR) is a promising technology to achieve better utilization of the radio spectrum in a complex radio environment with simplified management [5] . It is especially suitable for IoT/MTC applications where the communication nodes have limited resources and the network topology is dynamic. By incorporating multiple-inputmultiple-output (MIMO) with the CR technology, multi-user cognitive radio network (CRN) with multi-antenna features has been investigated [6] . A CRN is by nature a multi-tier heterogeneous network (HetNet). The multi-tier HetNet architecture is a key feature of 5G radio access network (RAN) [7] . As interference is the factor dominating the performance, the interference channel (IC) model is appropriate for multi-tier HetNets [8] . The MIMO IC therefore can be used to model the multi-user CRN with MIMO in the underlay mode, where multiple cognitive users share the wireless channel with the licensed users. Specifically, the underlay CRN allows the cognitive secondary uses (SUs) to access the licensed spectrum mainly occupied by the primary users (PUs), as long as the interference from the SUs to each PU is under certain threshold to guarantee functioning of the primary system [9] . In such a context, energy-efficient design of the CRN also improves overall spectral efficiency (SE) in a cognitive way by alleviating interference to the PUs [6] .
In this paper, we study energy efficiency optimization for multi-user underlay CRN over MIMO interference channels. Both the perfect channel state information (CSI) scenario and the imperfect CSI scenario are considered. A statistical model is adopted to characterize the channel estimation error of imperfect CSI, for both the SU-PU and SU-SU channels. In order to avoid significant overhead due to information exchange required by centralized schemes, we consider fully distributed EE optimal design where the cognitive SUs do not cooperate with each other through direct information exchange. Subsequently, a non-cooperative game approach is employed to model and solve the distributed optimization problem. The main contributions of this work are summarized in the following. 1) Energy efficiency optimization of an MU-CRN over MIMO ICs is studied under constraints on PU perceived interference and maximum SU transmit power. To achieve high deployment flexibility and low communication overhead, a non-cooperative game formulation is considered for fully distributed design, where each SU pair competes against the other SU pairs by optimizing its transmit covariance matrix. 2) It is formally proved that the non-cooperative game admits at least one Nash equilibrium (NE). The sufficient condition for one unique NE that converges to the global optimum is derived subsequently. 3) We propose a distributed iterative EE optimization algorithm (DIEEOA) that solves the problem by iteratively solving the local EE optimization subproblems at each SU transmitter. To tackle the non-convex multiobjective fractional problem for local EE optimization, it is first transformed into a non-fractional form. The coupling constraint on PU perceived interference that involves interference from all SUs is relaxed by primal decomposition. The subproblem for locally EE optimal transmission strategy is effectively solved through dual decomposition and the sub-gradient method. 4) Simulation results show that the proposed DIEEOA scheme significantly improves the sum EE performance under both perfect and imperfect CSI conditions. The proposed scheme is desirable both in improving the energy efficiency and in reducing the system complexity.
The rest of this paper is organized as follows. In Section II, related work in recent literature is reviewed and discussed. The multi-user MIMO interference channel model is presented in Section III, followed by a non-cooperation game formulation of the optimization problem. Section IV proves the existence of the Nash equilibrium (NE) and derives the sufficient condition guaranteeing uniqueness of the NE. The EE optimization problem is analyzed in Section V and the distributed iterative EE optimization algorithm (DIEEOA) is proposed. The imperfect CSI scenario is considered in Section VI, and linear zero-forcing precoding techniques are employed to mitigate multi-user interference and the impact of imperfect CSI. The proposed algorithms are implemented in Section VII to investigate the performance via numerical studies. Finally, the main results and observations are summarized in Section VIII.
II. RELATED WORK
The literature on energy efficiency and spectral efficiency related issues in MIMO and cognitive radio has the following three main streams.
• Independent SE or EE optimization in canonical MIMO systems [10] [11] [12] [13] [14] ;
• Independent SE or EE optimization in MIMO cognitive radio networks [15] [16] [17] [18] [19] [20] ;
• SE-EE trade-off and joint SE-EE optimization in canonical and cognitive MIMO networks [21] [22] [23] [24] [25] [26] . Specifically, ergodic SE and SE bounds of MIMO-based cellular networks were derived in [10] and [11] , respectively. In [12] , the authors studied EE for MIMO broadcasting channel (BC) and proposed an energy efficient iterative water-filling transmission scheme. The EE optimization in MIMO IC was studied in [13] , where the problem was formulated as a non-cooperative game. A distributed solution was proposed to avoid excessive information exchange. Ren et.al investigated EE optimization in a single-user distributed antenna system [14] , where both the remote access units and the mobile user are equipped with multiple antennas.
By assuming successive interference cancellation and optimal power allocation, achievable sum-rate analysis was conducted for underlay mode cognitive MU-MIMO networks [15] . Nguyen et al. studied in [16] spectrum efficient precoding design of an MU-MIMO CRN where the total perceived interference is constrained for each PU. By rank relaxation, the original problem was transformed into a convex-concave problem, which was solved by an efficient barrier interior-point algorithm. EE optimization of MIMO CRNs has been studied in both the downlink and the uplink [17] , [18] . Fu et al. studied energy-efficient time allocation and beamforming for the SUs in an MU-MIMO CRN [19] . Joint power allocation and transmit beamforming for EE optimization of a MIMO CRN over interference channels was studied in [20] under power and interference temperature constraints. A distributed solution approach was proposed based on the Dinkelbach's method for fractional programming. However, energy efficiency optimization for cognitive radio over MIMO ICs is still a topic that has yet been adequately investigated.
The EE-SE trade-off has been studied in centralized and distributed MIMO communication systems over fading channels in [21] and [22] , respectively. As a potential building block of 5G, especially for the resources constrained IoT-type applications, [23] discussed the CR technology from an EE-SE trade-off perspective. Insights and design guidelines based on the EE-SE trade-off in MIMO CRNs were illustrated through numerical studies. The EE-SE tradeoff of transmit antenna selection (TAS) MIMO system was investigated in [24] . It was shown that using TAS can achieve energy saving gains over maximal ratio transmission (MRT) in the low to medium SE region. The fundamental EE-SE relationship in a general MIMO-BC was studied in [25] . Joint SE-EE optimization was considered for CRNs in [26] , which can be extended to scenarios with multiple antennas.
It is noted that optimal linear precoding of MIMO systems is typically achieved by water-filling schemes [27] , [28] , which depends on the channel state information known at the transmitter (CSI-T). However, due to factors such as channel estimation error, quantization error, Doppler spread, etc., it is, in general, unrealistic to have perfect CSI-T in practice. Consideration of imperfect CSI-T for MIMO-based multi-user CRN is therefore important to design and evaluation of practical systems. Only a few existing works have focused on multi-user CRN over MIMO interference channels with imperfect CSI-T. Robust cognitive beamforming of a multi-user MIMO CRN was investigated in [29] under bounded channel matrix uncertainty and channel covariance uncertainty. A similar worst-case optimization approach was employed in [30] in the study of robust MIMO precoding for general MIMO systems with deterministic imperfect CSI-T. Robust EE maximization of a MIMO-OFDM system under measurement errors and observation noise was studied in [32] . However, the precoding scheme, which is critical to MIMO-based systems, was not considered.
Based on the robust beamforming technique, a robust interference mitigation scheme against the worst-case deterministic CSI uncertainty in MIMO CRN over interference channels was proposed [33] . A full-duplex MIMO CRN was considered in [34] , where robust transceiver design based on the cutting-set method was proposed under norm-bounded CSI uncertainty. When the cognitive base station (CBS) has no or partial CSI associated with the PUs, the problem of user selection was studied in [35] for the MIMO CR downlink. With unavailable or inaccurate SU-to-PU CSI in an underlay MIMO CRN, an iterative adaptation algorithm was proposed to maximizes the SU throughput by exploiting the side information in the primary communication network, where the CSI uncertainty was modeled to be within a convex set defined by the Schatten norm [36] . However, it should be noted that most existing works limit the discussions to the uncertainties in the SU-to-PU channel CSI but fail to also capture uncertainties in the SU-to-SU channel CSI.
III. BASIC SYSTEM MODEL AND PROBLEM DESCRIPTION
In this work, we consider a multi-user CRN over MIMO interference channels as shown in Fig. 1 . One PU shares its licensed spectrum with K point-to-point MIMO cognitive SU pairs. We use U S to denote the set of the cognitive SU pairs. Each transmitting terminal is equipped with M transmit antennas, and each receiving terminal has N receive antennas. In the underlay mode, the cognitive SU pairs and the PU pair simultaneously access the same spectrum, and as a result interfere with each other.
In Fig. 1 , H k,k ∈ C N ×M is the channel matrix between the kth transmitting SU and its intended SU receiver, H j,k ∈ C N ×M is the cross channel matrix from the SU transmitter k to the SU receiver j, G k ∈ C N ×M denotes the channel matrix from the SU transmitter k to the PU receiver. The entries of the channel matrices are independent and identically distributed (i.i.d.) zero-mean unit variance complex Gaussian random variables CN (0, 1). The channels are assumed constant within one symbol duration. At the kth SU receiver (k = 1, 2, . . . , K ), the received complex baseband signal is given as
where the additive white Gaussian noise (AWGN) term n k statistically models the joint effects of the noises and the PU-to-SU interference received by the SU receiver k. Here n k is normalized as an N × 1 circularly symmetric complex Gaussian random vector with zero-mean and identity covariance matrix I. The transmit covariance matrix of SU k is
, where (·) H denotes Hermitian transpose. For the SU transmitter k, the average transmit power should not violate the power constraint
where Tr(·) is the trace operator, and P T is the maximum allowed average SU transmit power. Note that when linear precoding is adopted at the SU transmitters, the precoded transmit signal at the kth SU transmitter is
where W k is a linear precoding matrix. Due to the linear nature of W k , we designateH j,k = H j,k W k for all j ∈ U S andG k = G k W k as the equivalent SU-to-SU and SU-to-PU channel matrices, respectively. Therefore, the subsequent analyses and solution approach are also applicable to the linearly precoded scenario by substituting the actual channel matrices with the equivalent channel matrices.
In underlay mode CRNs, the SUs can access the licensed PU spectrum as long as the interference to the primary system is tolerable. The SU-to-PU interference constraint is thus given in the form
Equation (4) requires that the total interference power (from all the SU transmitters) to the PU receiver does not exceed the prescribed tolerance P threshold .
The communication between a cognitive SU pair is modeled as a MIMO IC. It is straightforward to show that the spectral efficiency (in bps/Hz) of SU pair k is given by
where the matrix form
represents the interference-plus-noise covariance matrix at the kth SU receiver, and Q −k = [Q 1 , · · · , Q k−1 , Q k+1 , · · · , Q K ] denotes the set of transmit covariance matrices of all the SU transmitters except that of the SU k.
Note that evaluation of the spectral efficiency C k only requires local information of the kth SU pair. Specifically, the channel matrix H k,k is local information that can be estimated by the kth SU pair by adopting some channel estimation scheme. The interference covariance matrix R −k is also local information because it can be measured by the SU receiver k when the corresponding SU transmitter is not active and then fed back to the SU transmitter k, without actually requiring the knowledge of global CSI and the other SUs' transmit strategies Q −k .
The power consumption of SU k, from the energy efficiency perspective, consists of two parts: the transmit power P k used for reliable communications and the circuit power P c . To simplify the analysis, in this work the circuit power P c is modeled as a constant. The energy efficiency (in bits/Hz/Joule) of SU k is thus defined as
where P k (Q k ) means that the actual transmit power P k is a function of the transmit covariance matrix Q k . The objective of this work is to maximize the EE of each SU in a distributed system where no information exchange among the SUs is allowed. As a result, the corresponding optimization problem can be formulated as a non-cooperative game G = [U S , Q k , EE k ], where Q k is the nonempty set of admissible transmission strategies of the kth SU transmitter defined by
The local problem for SU k is given as
where EE k (Q k , Q −k ) is the utility, i.e., energy efficiency, of SU k, which is a function of both the kth SU's own transmission strategy Q k and the transmission strategy Q −k of the other SU transmitters. In this non-cooperative game, each SU pair competes against the other SU pairs by choosing its transmit covariance matrix Q k from the admissible strategy set Q k such that its energy efficiency is maximized.
IV. EXISTENCE AND UNIQUENESS OF THE NASH EQUILIBRIUM
The solution to the non-cooperative game G characterized by the local subproblem (8) reaches a Nash Equilibrium (NE) when every SU pair does not achieve any gain in its utility by unilaterally changing its own strategy, which is expressed as
where the strategy Q * = (Q * k ) k∈U S ∈ Q = Q 1 × · · · × Q K denotes an NE of the game G.
A. EXISTENCE OF THE NASH EQUILIBRIUM
Existence of the Nash equilibrium of the non-cooperative game is stated and proved through the following theorem.
Theorem 1: The game G admits at least one NE for the transmit covariance matrix Q k under the condition that the other links' strategies Q −k are given.
Proof: First, we prove that the EE function (6) is (strictly) quasi-concave with respect to the transmit covariance matrix Q k given the other SU pairs' strategies Q −k .
According to Theorem C.9 in [37] , the EE function
1) When α ≤ 0, it is straightforward to show that the upper contour sets are strictly convex;
Define
It can be shown that C k (Q k , Q −k ) is second order Fréchet differentiable, and
Because P k (Q k ) + P c in the second part of (10) is an affine function of Q k , we have the following two cases.
a)
When
is strictly concave in Q k provided that the channel matrix H k,k is full column rank. The upper contour sets are then strictly convex, and the EE function
contour sets S ∂ are convex, and the EE function
According to Theorem 3.2 in [38] , since the EE function EE k (Q k , Q −k ) is (strictly) quasi-concave and continuous with respect to the covariance matrix Q k of the transmit signal, the non-cooperative game G admits at least one NE.
This completes the proof. (6) . Given the other SU pairs' strategies Q −k , the best response of the SU pair k (k = 1, 2, . . . , K ) to the non-cooperative game is
Define the mapping
where Q = [Q 1 , · · · , Q K ]. Using equations (9) and (15), the NE of the non-cooperative game G can be written as
According to Theorem 1 of [39] , the contraction mapping F(Q) on a Banach space has a unique stable Nash equilibrium solution. We briefly re-state this criterion from [39] in the following Lemma 1. Lemma 1: The non-cooperative game G admits a unique NE under the condition
where 0 < ρ < 1, and Q andQ are arbitrary viable strategies in Q. However, direct verification of condition (17) in this work is cumbersome. Following the idea used in [8] , we invoke the relationship between F(Q) and F(Q −k ) and show that
The inequality condition (17) holds if the middle part inequality of (18) holds for all k ∈ U S , i.e.,
As a result, the following Theorem 2 can be obtained that provides an alternative criterion for the uniqueness of the NE. VOLUME 8, 2020 Theorem 2: Under the condition that every channel matrix H k,k is full column rank, the non-cooperative game G admits a unique NE when
where
Proof: Please see Appendix A.
V. DISTRIBUTED ENERGY EFFICIENCY OPTIMIZATION
It has been shown that the numerator and the denominator of the optimization objective (6) of the original local problem P.1 k in (8) are concave and affine in Q k , respectively. The objective function (6) is a pseudo-concave function. Consequently, P.1 k is a non-linear fractional program.
In this section, we present our distributed solution approach that attains the unique NE of the non-cooperative game G.
A. PROBLEM REFORMULATION AND DECOMPOSITION
For notation simplicity, we denote by γ k the energy efficiency of SU k in the non-cooperative game G and by γ * k the optimal EE of SU k,
Define the following function form of γ k
Next, we show in Lemma 2 that F k (γ k ) is a strictly decreasing function and is always non-negative. Lemma 2: The function F k (γ k ) is strictly decreasing for every feasible EE value γ k , and F k (γ k ) ≥ 0.
Proof: For an arbitrary SU k, γ
k and γ
k are respectively the optimal EE values corresponding to the transmission schemes (strategy solutions to the right hand side of (23)) Q
As a result,
Therefore, F k (γ k ) is monotonically decreasing in γ k . On the other hand, let Q k , Q −k be an arbitrary feasible transmission scheme, and
By definition,
This completes the proof. Based on Lemma 2, we present the following Theorem 3 that will help to reformulate the optimization problem into a more friendly form.
Theorem 3: The optimal EE of cognitive SU k, γ * k , and the optimal transmission strategy Q * k , Q * −k are achieved if and
Proof: First we prove that the condition is sufficient. Because γ * k is the optimal EE of SU k, and Q * k , Q * −k gives the corresponding optimal transmission strategy, there exists
where (Q k , Q −k ) represents a feasible transmission strategy for local problem P.1 k . Then according to (A.1), we have the following equality and inequality conditions.
It is therefore concluded that when
the optimal EE γ * k is achievable by the optimal transmission strategy Q * k , Q * −k . To show the condition is necessary, let Q * k ,Q * −k be the solution to the maximization problem
and
Then we must have
Therefore, the transmission strategy given by Q * k ,Q * −k is also optimal for the original fractional program with objective function (6), i.e., it is the EE optimal transmission strategy.
This completes the proof. Based on the optimality condition stated in Theorem 3, the local problem P.1 k is equivalent to the following problem P.2 k given the optimal EE value γ * k is available.
Even though in practice γ * k cannot be obtained directly, an iterative update procedure can be implemented in an algorithm to approach γ * k while ensuring that the corresponding solution, the transmission strategy Q, remains feasible in each iteration. The objective function of the fractional program (8) is then transformed into a difference form in (33) . An iterative algorithm that alternatively updates the optimal EE value γ (t) k and the optimal transmission strategy Q (t) can be designed, where t denotes the iteration number.
Specifically, given a transmission strategy Q (t−1) obtained in the previous iteration, γ (t) k is updated according to (22) . Then the γ (t) k value is used in the following problem P.2 (t) k such that the strategy is updated as Q (t) .
P.2
Once the update of the transmission strategy Q (t) is done, the algorithm proceed to the (t + 1)th iteration. Convergence and optimality of the above iterative procedure are discussed in the following Theorem 4. Theorem 4: The solution to problem P.2 (t) k converges to the unique Nash Equilibrium, which achieves the global optimum.
Proof: For any SU k, we assume that γ
k is the optimal transmit covariance matrix of SU k obtained in the tth iteration. According to Theorem 3 and Lemma 2, there is F k (γ k ) > 0 when γ k is not optimal. Therefore,
k , which indicates that as the algorithm iterates the value of γ (t) k is monotonically increasing. By Lemma 2, we can also conclude that F k γ (t) k is monotonically decreasing as the algorithm iterates. When γ (t) k reaches its maximum value γ * k , the optimal solution is obtained by plugging γ
The global optimal transmission strategy Q * k is obtained accordingly. Consequently, when the number of iterations is sufficiently large, the optimality condition stated in Theorem 2 is met, and F k (γ k ) → 0 can be proved. Therefore, the solution to problem P.2 (t) k converges to the global optimum as the procedure iterates, which is the Nash Equilibrium of the non-cooperative game G according to Theorem 1 and Theorem 2.
This completes the proof.
Note that the interference constraint (4) requiring the total SU-to-PU interference at the PU receiver be constrained makes the strategy of all SU transmitters in the CRN coupled. To decouple the local subproblems so as to come up with a fully distributed solution, we consider the primal decomposition method [42] to relax the interference constraint. Specifically, a master problem determining allocation of the shared resources is introduced, which prevents violation of the interference constraint (4). We introduce auxiliary variables P k threshold , where P k threshold is the interference from the kth SU transmitter to the PU receiver. Problem P.2 (t) k in (34) is then reformulated as
where the objective function
B. DUAL DECOMPOSITION SOLUTION TO THE LOCAL PROBLEM
The optimum of local problem P.3 (t) k given in (36) can be obtained in a distributed way by solving the following problem P.3D (t) k for every SU pair. P.3D
The Lagrangian of problem P.3D (t) k is given by
where µ k is the Lagrangian multiplier associated with the inequality constraint (38a), and ν k is the Lagrangian multiplier associated with the inequality constraint (38b). µ k and ν k are updated according to the following iterative procedure based on the sub-gradient method
Here n is the iteration number of the inner problem P.3D (t) k . δ 1 and δ 2 are the updating step sizes for µ k and ν k , respectively. The dual problem of P.3D (t) k is given as min
In order to solve the inner maximization problem of (41), we let Q k = D k D H k . Maximizing the Lagrangian (39) is then equivalent to maximizing
The optimal D k that is the maximizer of the inner problem of (41), as illustrated in [43] , is a generalized eigen-matrix of the matrices
according to the Cholesky decomposition, it can be shown that [43] 
The diagonal matrix k is obtained by eigen-decomposition of
is a non-negative diagonal matrix that determines the power allocation. Apparently,D k is also a generalized eigen-matrix of (γ k + µ k )
where (1) k and (2) k are also diagonal matrices. Combining (44) with (43), we obtain (1) (42) is then rewritten as
The optimal power allocation is thus given by
The corresponding optimal Q k is
By iteratively optimizing the equivalent Lagrangian (42) for Q k and updating the dual variables µ k and ν k as in (40) in an alternating manner until convergence, the optimization problem P.3D (t) k can be solved locally by each SU.
C. DISTRIBUTED OPTIMIZATION ALGORITHM
In this subsection, we summarize the solution approach for the non-cooperative game G and propose the following distributed iterative EE optimization algorithm (DIEEOA) for EE optimization in the multi-user CRN over MIMO ICs. 
for k = 1 : K do 5: Set inner iteration number l = 1. Start the inner iterations for cognitive SU k. 6: while l < T
Solve problem P.3 (t) k (described by (36) and (37)) locally for SU k using the PDA algorithm (Algorithm 2). The solution is denoted as Q § k . Update the transmission strategy as Q
10: end for 11: Set t = t + 1. 12: end while 13: 
The DIEEOA algorithm for the master problem is illustrated in Algorithm 1. The DIEEOA algorithm involves two levels of iterations, the outer iterations for the master problem, and the inner iterations for the local EE optimization problem. The convergence criterion of the inner iterations for every individual SU is set based on Theorem 3. Specifically, every SU transmitter iteratively conducts local EE maximization (using Algorithm 2 in the following) to update its transmit covariance matrix Q k and the corresponding EE value γ k , until
is below a sufficiently small positive threshold ξ 1 .
According to Lemma 2, F k γ (t) k is monotonically decreasing with γ (t) k and lower bounded by 0. As a result, the convergence of the inner iterations at every SU is guaranteed. This optimization is done in a distributed fashion, and there is no information exchange among the SUs during the updating procedure. The proposed distributed iterative algorithm is therefore desirable for practical implementations. Once all SUs have finished their inner iterations, the outer loop examines if every local EE value converges by calculating the absolute EE difference between two consecutive outer iterations. The inner loop starts over again with the updated parameters if the convergence criterion set by the outer loop is not met, and the outer iteration number does not reach the maximum allowed value. According to Theorem 4, the outer iterations converge to the unique Nash equilibrium as we repeatedly solve the local problems with the updated γ (t) k values.
To solve the local EE optimization problem P.3 (t) k in every inner iteration of the DIEEOA, a primal decomposition algorithm (PDA) based on the projected sub-gradient method is proposed, as illustrated in Algorithm 2. Specifically, the subgradient with respect to P k threshold is given by the optimal ν k obtained by solving the dual problem in (41) . Therefore,
where m is the iteration number of the PDA algorithm, δ 3 is the update step size, and P(·) denotes the projection onto the feasible region defined by the constraints in (36) . 
5:
Collect the optimal dual variables ν Following the solution approach presented in Section V-B, an EE water-filling algorithm (EEWFA) is proposed to solve problem P.3D (t) k for SU pair k in each PDA iteration. The EEWFA algorithm is summarized in Algorithm 3.
VI. CONSIDERATION OF LINEAR PRECODING AND IMPERFECT CSI A. LINEAR ZERO-FORCING PRECODING
As briefly discussed in Section III, by combining the linear precoder W k with the actual channel matrices, the distributed iterative algorithm studied in Sections IV and V is applicable to the linearly precoded systems by replacing the channel matrices H j,k and G k with the precoded equivalent channel matricesH j,k = H j,k W k andG k = G k W k . In this work, the precoding design of the multiuser CRN over MIMO interference channels aims to eliminate the SUro-PU interference and the multi-user interference (MUI) between the SUs. Therefore, from the interference surpassing perspective, linear zero-forcing (ZF) precoding, which also Algorithm 3 EE Water-Filling Algorithm 1: Initialization: Maximum iteration number T (n) max , tolerance ξ 3 . Set initial iteration number n = 1, and the initial values of µ (1) k and ν (1) k . Acquire Q k and P k threshold values from the current iteration of Algorithm 2.
Compute the generalized eigenmatrix D k and the diagonal eigenvalue matrix k .
4:
Compute the normalized eigenmatrixD k . Then (1) k and (2) k are obtained by using (44).
5:
According to (46), the diagonal elements of P k can be calculated as (40) . Set n = n + 1. 7: end while 8 
achieves good balance between performance and complexity, is considered for the cognitive SU transmissions. Specifically, two linear ZF precoders, namely the channel inversion (CI) ZF precoder and the block diagonalization (BD) ZF precoder are discussed.
1) CHANNEL INVERSION
We construct a matrix H k which combines all the channel matrices H k,j 's and G k obtained by the transmitter of the kth SU. The total CSI matrix H k is given as
The pseudo-inverse of the matrix H k is
By partitioning H † k as
the linear ZF-CI precoding matrix of the kth SU transmitter by channel inversion is obtained as
2) BLOCK DIAGONALIZATION
We construct another channel matrix H −k . This new channel matrix is similar to H k , but without including H T k,k .
The matrix H −k is decomposed through singular value decomposition (SVD) as
where V k is the null space of H −k . Then, we decompose the equivalent channel matrix H k,k V k through SVD as
Accordingly, the linear ZF-BD precoding matrix of the kth SU transmitter is obtained through SVD/block diagonalization as
B. THE IMPERFECT CSI
It was mentioned in Section II that having perfect CSI at the SU transmitters is impractical. To take into account the imperfectness of the SU-to-PU CSI and the SU-to-SU CSI, an imperfect CSI model as in [41] is adopted. The estimated channel matricesĤ j,k andĜ k are given aŝ
where H j,k and G k denote the random channel estimation errors described by some statistical model. In this work, we assume H j,k ∼ CN (0, σ 2 H I), G k ∼ CN (0, σ 2 G I). By implementing in the simulations the precoders and the distributed DIEEOA algorithm with imperfect CSI modeled above, the impact of imperfectness of CSI can be evaluated and revealed through the numerical results.
VII. NUMERICAL RESULTS
In this section, performance of the proposed game-based distributed EE optimization scheme for multi-user CRN over MIMO ICs is examined through simulation. We consider in the numerical examples a multi-users CRN with K SU pairs and 1 PU pair. Unless particularly specified, 6 transmit antennas and 2 receiving antennas were used for both the SUs and the PU. We focused on the performance over small-scale fading. The elements of the channel matrices were modeled as i.i.d. zero-mean unit-variance circular symmetric complex Gaussian random variables CN (0, 1). The channel estimation errors in the imperfect CSI scenario, as modeled by (57), were assumed to be zero-mean complex Gaussian, and the variances were set to σ 2 H = 0.5 and σ 2 G = 0.5. The default nominal per-SU transmit power was set to P T = 1W (30 dBm), the circuit power was P c = 0.1W, and the interference threshold at the PU receiver was P l threshold = 0.5W. The path-loss value of 84 dB and the noise power value of -104 dBm were considered in the simulations. All results of the Monte Carlo simulations were obtained based on 1,000 random trials. To study the performance of the proposed EE optimization method, i.e., the DIEEOA scheme, we compare the proposed scheme with the spectral efficiency optimization scheme in the literature. For simplicity, they are respectively denoted by ''EE'' and ''SE'' in the plots.
Define the sum-EE and the sum-SE metrics as EE sum = K k=1 EE k and SE sum = K k=1 C k , respectively. Fig. 2 shows how the maximum transmit power P T impacts on the sum-SE and sum-EE. The performance achieved by the proposed DIEEOA scheme and the SE optimization scheme was examined, under both perfect and imperfect CSI conditions. The number of SU pairs is K = 2. As expected, the achieved sum-SE and sum-EE under imperfect CSI condition were less favorable than that in the perfect CSI scenario. The SE-optimal scheme always achieved higher sum-SE than the EE-optimal DIEEOA scheme, at the cost of higher overhead due to the exchange of global CSI. The proposed DIEEOA scheme always outperformed the SE-optimal scheme in terms of the sum-EE performance but with no extra cost. Specifically, both the sum-SE and the sum-EE increase with P T at low to medium power regime. The sum-EE performance of the scheme based on SE optimization exhibits a peak at 20 to 25 dBm of the maximum transmit power, in both the perfect and imperfect CSI scenarios. This is due to the logarithmic relationship between the transmit power and the SE, which results in decrease of the energy efficiency in the relatively high power regime. Conversely, the sum-EE achieved by the DIEEOA scheme is (almost) monotonically increasing with the maximum transmit power. Due to the nature of CRN and interference channels, keeping increasing the transmit power beyond certain point is neither energy efficient nor spectral efficient. As a result, it is observed that all performance curves in Fig. 2 eventually level off when the maximum transmit power P T is high (over 35 dBm in the numerical examples), which means even allowed, very high transmit power will not be used by either the DIEEOA scheme or the SE-optimal scheme.
Linear ZF precoding schemes (CI and BD) discussed in Section VI-A were adopted to mitigate the interference between SUs. Its impact on the sum-SE and sum-EE was evaluated numerically and presented in Fig. 3 . The numerical results were based on imperfect CSI with σ 2 H = σ 2 G = 0.5. It is observed that linear ZF precoding can alleviate the impact of imperfect CSI on both sum-SE and sum-EE. The BD-based precoding scheme achieved the best performance with the DIEEOA, and the performance gains in both sum-EE and sum-SE over the un-precoded system are particularly significant in the high P T regime (> 20 dBm). Similar to the results shown in Fig. 2 , all performance curves in Fig. 3 increase with P T in the low to medium power regime and level off when P T is above 35 dBm. The schemes based on SE optimization exhibit EE peaks when P T is between 20 and 25 dBm and then gradually decrease to a performance floor as P T goes very large.
In Fig. 4 , the impacts of circuit power on sum-SE and sum-EE are evaluated and discussed. For the SE-optimal scheme where the circuit power is not taken into consideration in the optimization, the achieved sum-SE is constant, and the sum-EE decreases with the increase of the circuit power. While for the proposed DIEEOA scheme, the sum-SE increases and the sum-EE dramatically decreases as the circuit power increases. This is because the increase in overall power consumption is more significant than the increase in the sum-SE. In the limiting case when the circuit power is much higher than the power for transmission so that it is dominating the total power consumption, the denominator in the EE definition (6) becomes almost constant. As a result, optimizing the sum-EE is almost equivalent to optimizing the sum-SE. This can be seen from the fact that both the sum-SE and the sum-EE achieved by the DIEEOA scheme asymptotically approaches that of the SE-optimal scheme. Fig. 5 investigates how the number of transmit antennas impacts the sum-SE and sum-EE performance. For both the DIEEOA and the SE-optimal schemes, the sum-SE increases with the number of transmit antennas. However, when it comes to the sum-EE performance, there is an optimal antenna array size in all the scenarios examined. This is because although increasing the number of transmit antennas can improve the sum-SE, it also implicitly increases the power consumption in the optimization of the transmit covariance matrix, which introduces a trade-off. Interestingly, compared to the existing scheme based on SE optimization, the optimal antenna array size of the proposed distributed DIEEOA scheme is generally smaller, which is desirable from both energy efficiency and system complexity perspectives.
VIII. CONCLUSION
In this work, we have studied energy efficiency optimization for multi-user cognitive radio network over MIMO interference channels. To devise a fully distributed mechanism that enables high deployment flexibility and requires minimum communication overhead, the problem has been modeled as a non-cooperative game where each SU pair competes against the other SU pairs by distributively choosing its EE-optimal transmit covariance matrix. It has been shown that a unique Nash equilibrium exists for the non-cooperative game and the corresponding existence condition has been derived. The local EE optimization problem, which is a non-convex multi-objective fractional program, has been transformed into a multi-objective non-fractional form, which is then solved by employing primal and dual decomposition techniques. A fully distributed iterative EE optimization algorithm (DIEEOA) has been proposed subsequently, which has been shown to reach the Nash equilibrium converging to the global optimum. Furthermore, in order to eliminate the multi-user interference and alleviate the impact of imperfect CSI, linear zero-forcing precoding techniques have been adopted and their performance has been studied. The effectiveness of the proposed DIEEOA algorithm in improving energy efficiency has been validated through numerical simulations. In particular, combining the block diagonalizatin ZF precoding with DIEEOA has been shown to significantly outperform the other schemes through numerical examples. It has also been shown that the proposed EE-optimal scheme, i.e., DIEEOA, is desirable both in improving energy efficiency and in reducing system complexity.
APPENDIX PROOF OF THEOREM 2
Proof: As in the proof of Theorem 4 of [40] , for any two covariance matricesQ −k andQ −k , we define the following function form
Therefore,
Taking the Frobenius norm of (A.3), we obtain
Combining the inequality (19) with the above result (A.5), it is proved that inequality (20) holds. This completes the proof.
