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IDENTIFYING THE INVARIANTS FOR CLASSICAL KNOTS AND LINKS
FROM THE YOKONUMA–HECKE ALGEBRAS
M. CHLOUVERAKI, J. JUYUMAYA, K. KARVOUNIS, AND S. LAMBROPOULOU
WITH AN APPENDIX BY W.B.R. LICKORISH
Abstract. In this paper we announce the existence of a family of new 2-variable polynomial
invariants for oriented classical links defined via a Markov trace on the Yokonuma–Hecke algebra of
type A. Yokonuma–Hecke algebras are generalizations of Iwahori–Hecke algebras, and this family
contains the Homflypt polynomial, the famous 2-variable invariant for classical links arising from
the Iwahori–Hecke algebra of type A. We show that these invariants are topologically equivalent
to the Homflypt polynomial on knots, but not on links, by providing pairs of Homflypt-equivalent
links that are distinguished by our invariants. In order to do this, we prove that our invariants can
be defined diagrammatically via a special skein relation involving only crossings between different
components. We further generalize this family of invariants to a new 3-variable skein link invariant
which is stronger than the Homflypt polynomial. Finally, we present a closed formula for this
invariant, by W.B.R. Lickorish, which uses Homflypt polynomials of sublinks and linking numbers
of a given oriented link.
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Introduction
One of the greatest accomplishments in knot theory and low-dimensional topology is the pioneer-
ing construction of the Jones polynomial by V. F. R. Jones in 1984. This is true for many reasons:
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The Jones polynomial was a new strong invariant of classical knots and links, so it advanced spec-
tacularly the tabulation of knots. It made use for the first time of the Artin braid groups and their
Markov equivalence via a Markov trace on the Temperley–Lieb algebras. It was easily computable
thanks to the new diagrammatic skein methods developed by L. H. Kauffman. It made unexpected
connections with the area of statistical mechanics. Finally, it led to the Witten–Reshetikhin–Turaev
invariants of 3-manifolds.
The Jones polynomial was immediately generalized to a 2-variable invariant of classical knots and
links, the Homflypt polynomial, specializations of which yield both the Jones polynomial and the
Alexander polynomial. This invariant was constructed with the use of the Ocneanu trace defined
on the Iwahori–Hecke algebras of type A [Jo]. The Iwahori–Hecke algebra Hn(q) of type A, where
q is a non-zero complex number, is a quotient of the group algebra of the classical braid group Bn
of type A over a quadratic relation. Every classical knot or link can be represented as a braid,
and so each knot and link has an image in an Iwahori–Hecke algebra. The Ocneanu trace τ , which
depends on a second parameter z, can be thus applied to knots and links. Re-scaling according
to the positive and negative stabilization of the braid equivalence yields the Homflypt polynomial
P (q, z). The polynomial P (q, z) can be also defined diagrammatically via a skein relation.
Now, in the 1960’s, T. Yokonuma [Yo] introduced some new algebras as generalizations of the
Iwahori–Hecke algebras in the context of Chevalley groups. Instead of considering the endomor-
phism rings of the permutation representation with respect to a Borel subgroup, he considered
the endomorphism rings of the permutation representation with respect to a maximal unipo-
tent subgroup. These algebras, which are particular cases of unipotent Hecke algebras, are called
Yokonuma–Hecke algebras. The interest in these algebras was rekindled in the past years in relation
to their presentation [Ju1, JuKan], their interesting representation theory [Th, ChPdA1] and their
topological applications [JuLa1]–[JuLa5].
Let d, n ∈ N and let q be a non-zero complex number. The Yokonuma–Hecke algebra Yd,n(q)
of type A can be obtained as a quotient of the group algebra over C of the modular framed braid
group (Z/dZ)n oBn by the quadratic relation
g2i = 1 + (q − q−1)eigi for all i = 1, . . . , n− 1,
where g1, . . . , gn−1 are the images of the “braiding” generators of Bn, t1, . . . , tn denote the “framing”
generators of (Z/dZ)n and
ei :=
1
d
d−1∑
s=0
tsi t
d−s
i+1 , for all i = 1, . . . , n− 1,
are idempotents in C[(Z/dZ)n]. For d = 1, we have ei = 1 and the algebra Y1,n(q) coincides with
the Iwahori–Hecke algebra Hn(q). For q = ±1, Yd,n(±1) is the group algebra over C of the complex
reflection group (Z/dZ)n o Sn, where Sn denotes the symmetric group on n letters. Note that
the above presentation of the Yokonuma–Hecke algebra was introduced in [ChPdA1], while in the
papers [Ju1, JuKan, Ju2] and [JuLa1]–[JuLa5] a different presentation for the Yokonuma–Hecke
algebra was used with the following quadratic relation:
g˜i
2 = 1 + (u− 1)ei + (u− 1)eig˜i for all i = 1, . . . , n− 1,
where u := q2 and g˜i := gi + (q − 1)eigi. In order to differentiate between the two presentations of
the algebra, we will denote the Yokonuma–Hecke algebra with the second presentation by Yd,n(u).
In [Ju2] J. Juyumaya defined a Markov trace t˜rd on Yd,n(u), thus making the Yokonuma–Hecke
algebras natural candidates for the construction of invariants for framed knots and links. The
trace t˜rd depends on a parameter z˜, similarly to the Ocneanu trace, but also on d− 1 parameters
x1, . . . , xd−1 corresponding to the framing generators. Trying to repeat a process similar to the
construction of the Homflypt polynomial, it turned out [JuLa2] that t˜rd does not re-scale according
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to the positive and negative stabilization of the framed braid equivalence, making it the only Markov
trace known in the literature that does not have straightforward re-scaling. The problem lies in
the presence of the idempotents ei in the quadratic relations for the g˜i. In order for t˜rd to re-scale,
the framing parameters x1, . . . , xd−1 had to satisfy a non-linear system of equations, the so-called
“E–system” [JuLa2]; we call this the E–condition. As it was shown by P. Ge´rardin, the solutions
of the E–system are parametrized by the non-empty subsets of Z/dZ [JuLa2, Appendix]. Hence,
for each solution of the E–system parametrized by a non-empty subset D of Z/dZ, J. Juyumaya
and S. Lambropoulou defined an invariant Γd,D(u, z˜) for framed links [JuLa2, Theorem 8]. Further,
since Bn embeds in (Z/dZ)n o Bn, and so classical links are contained in the set of framed links
(they correspond to the framed links with all framings equal to 0), the invariants Γd,D(u, z˜) restrict
to invariants ∆d,D(u, z˜) for classical knots and links [JuLa3, Theorem 6]. For d = 1, we have t˜r1 = τ
and ∆1,{0}(u, z˜) = P (u, z˜).
For the past years, we have been trying to compare the invariants ∆d,D, for d > 1, with the
Homflypt polynomial. In a first attempt, M. Chlouveraki and S. Lambropoulou showed in [ChLa]
that there is no suitable choice of parameters that will make ∆d,D coincide with the Homflypt
polynomial, unless u = 1 or t˜rd(ei) = 1. Both conditions negate the consequences of the appearance
of the idempotent ei in the quadratic relation for the braiding generator g˜i. Note that, even though
classical knots and links do not involve framing generators when seen inside the modular framed
braid group, computing the value of t˜rd on their images in Yd,n(u) will make use of the quadratic
relation and thus make framing generators appear (in the form of the idempotents ei). In [ChLa], we
even showed that there is no algebra homomorphism between the algebra Yd,n(u) and the algebra
Hn(u) which respects the trace, unless again t˜rd(ei) = 1. However, despite the results in [ChLa],
the invariants ∆d,D could still be topologically equivalent to the Homflypt polynomial, in the sense
that they distinguish the same pairs of knots and links. Moreover, although we had a defining
skein relation for the framed link invariants Γd,D [JuLa2], this skein relation could not apply to the
invariants ∆d,D since it contained framed links. This fact has rendered a diagrammatic comparison
with the Homflypt very difficult until now.
In [ChPdA1], M. Chlouveraki and L. Poulain d’Andecy studied the representation theory of the
Yokonuma–Hecke algebra and transformed its presentation to the one used in this paper. On the
algebra Yd,n(q) we adapt the trace t˜rd to a trace trd with parameters z, x1, . . . , xd−1. Invariants for
framed and classical links, denoted by Φd,D(q, z) and Θd,D(q, z) respectively, can be then defined
by imposing on trd the same E–condition as on t˜rd. One would expect that only a single invariant
should arise, independently of the algebra presentation, similarly to the Homflypt polynomial,
where the change of presentation corresponds to a simple change of variables. However, this is
not the case for the invariants arising from the Yokonuma–Hecke algebra, and so the invariants
Γd,D(u, z˜) (respectively ∆d,D(u, z˜)) and Φd,D(q, z) (respectively Θd,D(q, z)) may not be topologically
equivalent. Again, for d = 1, we have tr1 = τ and Θ1,{0}(q, z) = P (q, z).
In the mean time, computational packages were developed in order to compute the values of the
invariants on specific knots and links (see [ChmJaKaLa]). We note that the new quadratic relation
reduced significantly the complexity of the problem. Computational data on several Homflypt-
equivalent pairs of knots and links indicated that the invariants Θd,D do not distinguish those pairs
either, leading us to believe that the invariants Θd,D are topologically equivalent to the Homflypt
polynomial. This belief was strengthened by the fact that Yokonuma–Hecke algebras are natural
generalizations of Iwahori–Hecke algebras and the invariants Θd,D include the Homflypt polynomial
as a particular case. Consequently, in the case of knots, S. Jablan and K. Karvounis were able
to formulate a concrete conjecture (cf. [ChmJaKaLa]), which is now Theorem 5.8 in this paper.
Namely,
Theorem 1. If K is a knot, then
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Θd,D(q, z)(K) = Θ1,{0}(q, z|D|)(K) = P (q, z|D|)(K).
The proof of the above theorem requires the comparison of the Ocneanu trace with the special-
ized trace trd,D, where trd,D is the notation we use for trd when the parameters x1, . . . , xd−1 are
specialized to the solution of the E–system parametrized by the non-empty subset D of Z/dZ. Since
we are only interested in classical knots and links, we need to compute trd,D only on the images
of the elements of Bn in the algebra Yd,n(q). This process, as mentioned above, makes the fram-
ing generators t1, . . . , tn appear only in the form of the idempotents ei. This led to Theorem 4.3,
another important result of this paper, which was conjectured by J. Juyumaya (cf. [AiJu1]). This
theorem states the following:
Theorem 2. When computing trd,D on images of classical braids, the trace rule involving the
framing generators,
trd,D(a t
k
n+1) = xk trd,D(a) a ∈ Yd,n(q) (1 6 k 6 d− 1),
can be replaced by two rules involving the idempotents ei,
trd,D(aen) = ED trd,D(a) a ∈ Yd,n(q)
trd,D(aengn) = z trd,D(a) a ∈ Yd,n(q),
where ED := trd,D(ei) = 1/|D|.
So trd,D depends only on parameters q, z and ED = 1/|D| when computed on images of classical
braids. As a consequence, we obtain that the invariants Θd,D are in fact parametrized by the
natural numbers, so they can be simply denoted as Θd, with Θd := Θd,Z/dZ and EZ/dZ := 1/d. This
result is also valid for the invariants ∆d,D.
Theorem 2 enabled the development of a program for computing the invariants Θd with much
lower complexity [Ka] and it is available at http://www.math.ntua.gr/~sofia/yokonuma.
We next investigate the behaviour of the invariants Θd on links. Surprisingly, Theorem 1 (The-
orem 5.8 in the paper) does not hold for links, except in the case of disjoint unions of knots, where
an analogous result holds (Theorem 6.2), namely,
Theorem 3. If L is a disjoint union of k knots, we have
Θd(q, z)(L) = E
1−k
D Θ1(q, z/ED)(L) = E
1−k
D P (q, z/ED)(L).
Now, we have already mentioned that the framed link invariants Γd,D satisfy a defining skein
relation. With the change of the quadratic relation for the braiding generators of Yd,n(q), the
analogous skein relation for the framed link invariants Φd,D is given by Equation (3.4). Using this,
we were able to prove that the invariants Θd satisfy a special skein relation, which can only be
applied on crossings of different components. Namely,
Theorem 4. The following special skein relation holds for Θd:
1√
λD
Θd( )−
√
λDΘd( ) = (q − q−1) Θd( ),
where different colors represent different components of a link and λD :=
z−(q−q−1)ED
z .
We note that the above skein relation (Proposition 6.8) could not have been derived for the
invariants ∆d from the skein relation of the invariants Γd,D with the old quadratic relation. Note
also that it is identical to the skein relation of the Homflypt polynomial P (3.5) considered at
variables (q, λD). The above result led to the reveal of the behaviour of the invariants Θd on links.
Namely, it led to Theorem 6.16, which states the following:
Theorem 5. The value of Θd on a link L is a linear combination of the Homflypt polynomials of
disjoint unions of knots obtained by the skein relation.
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As a consequence of the above results, the invariants Θd can be computed on any classical link
diagram L via skein relations by applying the following procedure:
Step 1. Apply the skein relation of Theorem 4 (Proposition 6.8) on crossings between different
components until the link L is decomposed into disjoint unions of knots.
Step 2. Following Theorem 5 (Theorem 6.16), write Θd(L) as a linear combination of the Homflypt
polynomials of these disjoint unions of knots.
Step 3. Apply the skein relation of the Homflypt polynomial (3.5) to calculate the latter.
The intrinsic difference from the Homflypt polynomial on a link lies in the different values of
Θd on the unlinks with more than one component, in which the value ED appears. Theorem 5
(Theorem 6.16) was a strong indication that the invariants Θd might not be topologically equivalent
to the Homflypt polynomial after all.
Finally, we reach the end of our quest, which is not the one that we expected when we started
this paper.
Theorem 6. The classical link invariants Θd for d > 2 are not topologically equivalent to the
Homflypt polynomial.
Indeed, in [ChaLi] one can find all 4.188 links with up to 11 crossings and the values of the
polynomial P on them. We singled out 89 pairs with the same Homflypt value which are not the
same as unoriented links. We computed the invariants Θd on all these pairs and we found that
they distinguish six of them, given in Table 1. For one of these pairs, namely,
Link notation Braid word
L11n358{0, 1} σ1σ−12 σ−13 σ−14 σ23σ−15 σ4σ−13 σ2σ−11 σ−13 σ−12 σ−14 σ3σ−32 σ5σ4σ−13
L11n418{0, 0} σ−11 σ−12 σ3σ−12 σ−13 σ2σ−11 σ−23 σ2σ−13
we give a diagrammatic proof using the special skein relation. Similar diagrammatic proofs can be
given for the remaining 5 pairs.
To summarize, the family of invariants {Θd(q, λD)}d∈N include the Homflypt polynomial P for
d = 1 and they are different from P for d > 1. The invariants Θd are also different from the
Kauffman polynomial, since they coincide with the Homflypt polynomial on knots, and there exists
at least one pair of Kauffman-equivalent knots which are distinguished by P . Furthermore, the
invariants Θd can be defined diagrammatically via a skein theoretical approach and this fact is
very important, since there are very few link invariants defined through skein relations. Regarding
properties, these invariants behave similarly to P under reversing orientation, split links, connected
sums, mirror imaging (see [ChmJaKaLa]) and mutation (see Proposition 7.5).
Letting further E be a parameter in place of ED (which so far equals 1/d), we show that our
family of invariants {Θd(q, λD)}d∈N generalizes to a new 3-variable skein link invariant Θ(q, λ,E)
(Theorem 8.1):
Theorem 7. Let q, λ, E be indeterminates. There exists a unique isotopy invariant of classical
oriented links Θ : L → C[q±1, λ±1, E±1] defined by the following rules:
(1) For a disjoint union L of k knots, with k > 1, it holds that:
Θ(L) = E1−k P (L).
(2) On crossings involving different components the following skein relation holds:
1√
λ
Θ(L+)−
√
λΘ(L−) = (q − q−1) Θ(L0),
where L+, L−, L0 is a Conway triple.
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In particular, the invariant Θ(q, λ,E) specializes to P and is stronger than P on links. Moreover,
Θ retains all the properties satisfied by the invariants Θd, since it is defined diagrammatically by the
special skein relation of Θd (Theorem 4) and by its values on disjoint unions of knots. We prove the
well-definedness of Θ by comparing it to an invariant Θ of tied links. F. Aicardi and J. Juyumaya
have defined in [AiJu2] an invariant ∆ of tied links via a Markov trace on the algebra of braids
and ties. In this paper we construct the invariant Θ analogously by changing the presentation of
the algebra of braids and ties using the new quadratic relation (see Section 8). The invariant ∆
is related to the invariants ∆d and there are computational indications [Ai] that these invariants
may be distinct from the invariants Θ and Θd respectively. A diagrammatic skein-theoretic proof
of Theorem 7 is given in [KauLa].
Finally, in the Appendix B, W.B.R. Lickorish proves a closed formula for the 3-variable invariant
Θ, showing that it is in fact a complicated mixture of linking numbers and the Homflypt polynomial
of sublinks (Theorem B.1). Namely:
Theorem 8 (W.B.R. Lickorish). Let L be an oriented link with n components. Then
Θ(L) =
n∑
k=1
µk−1Ek
∑
pi
λν(pi)P (piL)
where the second summation is over all partitions pi of the components of L into k (unordered)
subsets and P (piL) denotes the product of the Homflypt polynomials of the k sublinks of L defined
by pi. Furthermore, ν(pi) is the sum of all linking numbers of pairs of components of L that are in
distinct sets of pi, Ek = (E
−1 − 1)(E−1 − 2) . . . (E−1 − k + 1), with E1 = 1, and µ = λ−1/2−λ1/2q−q−1 .
From the above, the strength of Θ over the Homflypt polynomial lies on the fact that Θ takes
into account the Homflypt polynomials of sublinks and also linking numbers. Note that Theorem 8
provides us with a new way of defining the invariant Θ (see Theorem 8.11). Concluding, the
invariant Θ can be defined algebraically via the trace trd,D on Yd,n, skein-theoretically using the
special skein relation [KauLa] and combinatorially using Theorem 8. An immediate consequence of
Theorem 8 is that the 2-variable invariants Θd(L), where L is an n-component link, are topologically
equivalent for all d > n (Theorem 8.9). The same result has been proved independently in [PdAWa]
using representation theory techniques.
Our results lead to various interesting research directions. To mention some: one could ex-
plore further how the invariants P , Θd, Θ and ∆d, ∆ compare among themselves. Moreover, the
corresponding Jones-type invariants related to the framization of the Temperley–Lieb algebra are
introduced in [GJKL2], where they are explored in comparison to the Jones polynomial and proved
to be topologically non-equivalent to it. In another direction, in [KauLa] state sum models are
constructed using the skein theoretical methods of this paper. Further, under the light of the new
results for classical link invariants arising from the Yokonuma–Hecke algebra, it makes sense to
revisit the framed and the p-adic framed link invariants of [JuLa2], as well as those that are related
to the framization of the Temperley–Lieb algebra [GJKL2], and to explore the possibility of obtain-
ing 3-manifold invariants and possibly new results in the domain of transverse links [ChmJaKaLa].
Finally, starting from a knot algebra and the link invariant related to it, one could study further the
corresponding framization algebra [JuLa5, ChPdA2] with the objective to construct new stronger
link invariants.
The paper is organized as follows. Section 1 contains introductory material on the Yokonuma–
Hecke algebras Yd,n(q). We use the new quadratic relation introduced in [ChPdA1], which is
different from the one that we have been using so far and more computation-friendly, and we adjust
all equations we need. Section 2 is devoted to the three traces, the Ocneanu trace τ , the trace trd
and the specialized trace trd,D. The passage from trd to trd,D is via the E–system, which is also
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presented in this section. We continue with Section 3, where we define the invariants for framed
and classical knots and links that we obtain from the Yokonuma–Hecke algebras; the formulae
are again adapted to the new quadratic relation. Section 4 is about Theorem 4.3, whose proof
requires some technical lemmas and some properties of the trace trd,D. The focus of Section 5
is Theorem 5.8, which comprises one of the main results of this paper, that is, the topological
equivalence of the invariants Θd and the Homflypt polynomial on knots. We then investigate in
Section 6 the behaviour of the invariants Θd on arbitrary links. We start with simple cases of links,
such as disjoint unions of knots and 2-component links. Then, in Proposition 6.8, we produce the
special skein relation for the invariants Θd for classical links on crossings of different components.
Next, we formulate the immediate consequences of this special skein relation, leading to one of the
main results of Section 6, Theorem 6.16, which is the concrete expression of the invariants Θd with
respect to the Homflypt polynomial. We further show that any invariant Θd′ has a similar concrete
expression with respect to any other invariant Θd. As a consequence of the results of Section 6, we
obtain that the invariants Θd can be defined diagrammatically via skein relations. Section 7 contains
the most important result of this paper, Theorem 7.3, which states that the invariants Θd are not
topologically equivalent to the Homflypt polynomial. This is proved by providing computational
data and an explicit diagrammatic proof via the special skein relation. In Section 7, we also show
Theorem 7.1, which is a derivation of Theorem 6.16, about 2-component Homflypt-equivalent links:
a pair of links on two components with the same Homflypt value is distinguished by an invariant
Θd for some d with d > 2 if and only if it is distinguished by all invariants Θd (excluding the
Homflypt). We conclude Section 7 by proving the invariance of Θd under mutation. In Section 8
we generalize the invariants Θd to the 3-variable skein invariant Θ (Theorem 8.1), using the algebra
of braids and ties and adapting the results of [AiJu2]. We also present the closed formula of W.B.R.
Lickorish for the invariant Θ and we discuss some consequences of this result. Finally, in Section 9
we discuss new research directions. Throughout the paper, we make remarks about the algebras
Yd,n(u) with the old quadratic relation, the trace t˜rd defined on them and the invariants ∆d (see
Remarks 1.2, 2.3, 2.4, 2.7, 3.4, 3.6, 4.19, 6.10, 6.21, 7.6, 8.5 and 8.7).
The last author acknowledges with pleasure inspiring discussions with Louis H. Kauffman about
the importance of the skein approach to our invariants. We are also indebted to W.B.R. Lickorish
for his contribution to this paper. Finally, it gives us pleasure to mention a list of places and
meetings where we worked on these matters. These are: Valpara´ıso, Athens, Oberwolfach (MFO),
Belgrade, Zu¨rich, Paris/Versailles, Lausanne, and Moscow.
1. The Yokonuma–Hecke algebra
In this section we recall the definition of the Yokonuma–Hecke algebra of type A as a quotient
of the (modular) framed braid group algebra and of its canonical basis.
1.1. The framed braid group and the modular framed braid group. Let n ∈ N and let
Bn denote the classical braid group on n strands. The framed braid group, Fn ∼= Zn o Bn, is the
group defined by the standard braiding generators σ1, . . . , σn−1 of Bn together with the framing
generators t1, . . . , tn, subject to the relations:
(1.1)
(b1) σiσjσi = σjσiσj for |i− j| = 1
(b2) σiσj = σjσi for |i− j| > 1
(f1) titj = tjti for all i, j
(f2) tjσi = σitsi(j) for all i, j
where si denotes the transposition (i, i+ 1). Relations (b1) and (b2) are the usual braid relations,
while relations (f1) and (f2) involve the framing generators. Further, for any natural number d,
we can define the modular framed braid group, Fd,n ∼= (Z/dZ)n o Bn, as the group generated by
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the elements σ1, . . . , σn−1, t1, . . . , tn satisfying relations (1.1) together with the extra “modular”
relations:
(1.2) tdj = 1 for all j.
Thanks to relations (f1) and (f2), every element α of Fn (respectively Fd,n) can be written in
the form tk11 . . . t
kn
n σ, where k1, . . . , kn ∈ Z (respectively k1, . . . , kn ∈ Z/dZ) and σ involves only the
generators σ1, . . . , σn−1 (that is, σ ∈ Bn). This is called the split form of α, with tk11 . . . tknn being
the framing part of α and σ being the braiding part of α. Diagrammatically, α can be pictured as
the classical braid on n strands corresponding to σ with an integer (respectively an integer modulo
d), the framing, attached to each strand: kj is the integer attached to the j-th strand, for all
j = 1, . . . , n.
For a fixed d ∈ N, we define the following elements ei in the group algebra CFd,n:
(1.3) ei :=
1
d
d−1∑
s=0
tsi t
d−s
i+1 (1 6 i 6 n− 1) .
One can easily check that ei is an idempotent, i.e., e
2
i = ei, and that eiσi = σiei for all i.
1.2. The Yokonuma–Hecke algebra. Let d ∈ N and let q ∈ C\{0} fixed. The Yokonuma–Hecke
algebra (of type A), denoted by Yd,n(q), is defined as the quotient of CFd,n by the ideal generated
by the expressions: σ2i − 1− (q − q−1)eiσi for 1 6 i 6 n− 1. We shall denote by gi the element in
the algebra Yd,n(q) corresponding to σi, while we keep the same notation for the tj (even though,
in the following sections, we will sometimes identify “algebra monomials”, that is, products of the
generators gi and tj , with the corresponding framed braid words). So, in Yd,n(q) we have the
following quadratic relations:
(1.4) g2i = 1 + (q − q−1) ei gi (1 6 i 6 n− 1).
The elements gi ∈ Yd,n(q) are invertible, with
(1.5) g−1i = gi − (q − q−1) ei (1 6 i 6 n− 1).
Further, the elements gi ∈ Yd,n(q) satisfy the following relations:
Lemma 1.1. Let i ∈ {1, . . . , n− 1} and let r ∈ Z.
(a) If r is odd, we have
gri = (1− ei) gi +
(
qr + q−r
q + q−1
)
eigi +
(
qr−1 − q−r+1
q + q−1
)
ei .
(b) If r is even, we have
gri = 1− ei +
(
qr − q−r
q + q−1
)
eigi +
(
qr−1 + q−r+1
q + q−1
)
ei .
Proof. For r ∈ Z>0, we prove the above formulas with the use of induction and the quadratic
relation (1.4) for the generators gi.
Now, it is easy to check that the inverses of the elements gi satisfy the following quadratic
relation:
(g−1i )
2 = 1 + (κ− κ−1)eig−1i ,
where κ := q−1. Replacing gi by g−1i and q by κ in the above formulas, and then using (1.5), yields
the desired result for r ∈ Z<0. 
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Yokonuma–Hecke algebras were originally introduced by T. Yokonuma [Yo] in the context of
finite Chevalley groups as natural generalizations of Iwahori–Hecke algebras. Note that, for d = 1,
the algebra Y1,n(q) coincides with the Iwahori–Hecke algebra Hn(q) of type A. Indeed all framings
are zero, so the corresponding elements of Fn are identified with elements in Bn; moreover we have
ei = 1, so the quadratic relation (1.4) becomes the well–known quadratic relation of the algebra
Hn(q):
g2i = 1 + (q − q−1) gi (1 6 i 6 n− 1).
Following [Ju2, §3], the algebra Yd,n(q) has linear dimension dnn! and the set
Bcann =
{
tk11 . . . t
kn
n (gi1 . . . gi1−r1)(gi2 . . . gi2−r2) · · · (gip . . . gip−rp)
∣∣∣∣ k1, . . . , kn ∈ Z/dZ1 6 i1 < · · · < ip 6 n− 1
}
is a C-linear basis for Yd,n(q). This basis is called the canonical basis of Yd,n(u). Note that, in
each element of the standard basis, the highest index generator gn−1 appears at most once.
Now, the natural inclusions Fn ⊂ Fn+1 give rise to the algebra inclusions CFn ⊂ CFn+1, which
in turn induce the algebra inclusions Yd,n(q) ⊂ Yd,n+1(q) for n ∈ N (setting CYd,0(q) := C). We
can construct an inductive basis Bindn for Yd,n(q) in the following way: we set Bind0 := {1} and
Bindn+1 := {wngngn−1 . . . gitki , wntkn+1 | 1 6 i 6 n, k ∈ Z/dZ, wn ∈ Bindn },
for all n ∈ N.
Remark 1.2. In the papers [Ju2], [JuLa1]–[JuLa5] and [ChLa], the Yokonuma–Hecke algebra
is defined with a parameter u instead of q. The algebra Yd,n(u) is generated by the elements
g˜1, . . . , g˜n−1 and t1, . . . , tn, satisfying relations (1.1) (with g˜i corresponding to σi), (1.2) and the
quadratic relations:
(1.6) g˜i
2 = 1 + (u− 1) ei + (u− 1) eig˜i (1 6 i 6 n− 1).
The new presentation of Yd,n(q) used in this paper was obtained in [ChPdA1] by taking u := q
2
and gi := g˜i + (q
−1 − 1) eig˜i (or, equivalently, g˜i := gi + (q − 1) eigi).
The above results on the bases have been proved with the old quadratic relations, but the
proofs work exactly the same with the new ones. For an alternative proof using directly the new
quadratic relations, the reader may refer to [ChPdA2, §4], where bases are constructed for cylotomic
Yokonuma–Hecke algebras, which include Yd,n(q) as a particular case.
2. Markov traces
We will now discuss a Markov trace defined on the Yokonuma–Hecke algebra Yd,n(q). This trace
generalizes the Ocneanu trace defined on the Iwahori–Hecke algebra Hn(q). Further, we recall the
conditions on the trace parameters for defining invariants for framed and classical links.
2.1. The Ocneanu trace. As stated in the previous section, the Iwahori–Hecke algebra Hn(q)
of type A is isomorphic to Y1,n(q). We will denote by G1, . . . , Gn−1 the braiding generators of
Hn(q). The natural inclusions Bn ⊂ Bn+1 give rise to the algebra inclusions CBn ⊂ CBn+1 (setting
CB0 := C), which in turn induce the algebra inclusions Hn(q) ⊂ Hn+1(q) (setting H0(q) := C), for
n ∈ N. We then have the following result (cf. [Jo, Theorem 5.1]):
Theorem 2.1. Let z be an indeterminate over C. There exists a unique linear Markov trace
τ :
⋃
n>0
Hn(q) −→ C[z]
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defined inductively on Hn(q), for all n > 0, by the following rules:
τ(ab) = τ(ba) a, b ∈ Hn(q)
τ(1) = 1 1 ∈ Hn(q)
τ(aGn) = z τ(a) a ∈ Hn(q) (Markov property).
The trace τ is the Ocneanu trace with parameter z. Using the natural C-algebra epimorphism
from CBn onto Hn(q) given by σi 7→ Gi, and abusing notation, we can define the trace τ on the
elements of CBn, and thus, in particular, on the elements of Bn. Then, diagrammatically, in the
second rule, 1 corresponds to the identity braid for any number of strands. The third rule is the
Markov property of the trace, which corresponds to adding an extra strand with a positive crossing
to a braid in Bn. The trace τ was used by V. F. R. Jones [Jo] for constructing the 2-variable Jones
or Homflypt polynomial for classical knots and links, see §3.2.
In the rest of this paper, when we need to specify the values of q and z, we will write τ(q, z)
instead of simply τ .
2.2. The trace trd. An important property of the Yokonuma–Hecke algebra is that it also supports
a Markov trace defined for all values of n. More precisely, due to the inclusions Yd,n(q) ⊂ Yd,n+1(q)
and with the use of the inductive bases of the algebras Yd,n(q), we obtain (cf. [Ju2, Theorem 12]):
Theorem 2.2. Let z, x1, . . . , xd−1 be indeterminates over C. There exists a unique linear Markov
trace
trd :
⋃
n>0
Yd,n(q) −→ C[z, x1, . . . , xd−1]
defined inductively on Yd,n(q), for all n > 0, by the following rules:
(1) trd(ab) = trd(ba) a, b ∈ Yd,n(q)
(2) trd(1) = 1 1 ∈ Yd,n(q)
(3) trd(agn) = z trd(a) a ∈ Yd,n(q) (Markov property)
(4) trd(at
k
n+1) = xk trd(a) a ∈ Yd,n(q) (1 6 k 6 d− 1).
Using the natural C-algebra epimorphism from CFn onto Yd,n(q) given by σi 7→ gi and tkj 7→
t
k(mod d)
j , and abusing notation, we can define the trace trd on the elements of CFn, and thus, in
particular, on the elements of Fn.
Note that, for d = 1, the trace tr1 is defined by only the first three rules. Thus, tr1 coincides
with the Ocneanu trace τ on the Iwahori–Hecke algebra Hn(q) ∼= Y1,n(q).
In the rest of this paper, when we need to specify the values of q and z, we will write trd(q, z)
instead of simply trd.
Remark 2.3. As mentioned in Remark 1.2, in [Ju2], J. Juyumaya works on the Yokonuma–Hecke
algebra Yd,n(u), with u = q
2 and generators g˜1, . . . , g˜n−1 satisfying the old quadratic relations (1.6).
He proves that there exists a unique linear Markov trace t˜rd on
⋃
n>0 Yd,n(u) defined inductively
by the four rules of Theorem 2.2, where rule (3) is replaced by:
(3˜) t˜rd(ag˜n) = z˜ t˜rd(a) a ∈ Yd,n(u) (Markov property)
for some indeterminate z˜ over C. Since his proof uses the inductive bases of Yd,n(u), it also works
with the new quadratic relations, thus yielding Theorem 2.2. For an alternative proof of Theorem
2.2 using directly the new quadratic relations, the reader may refer to [ChPdA2, §5], where Markov
traces are constructed on cylotomic Yokonuma–Hecke algebras, which include Yd,n(q) as a particular
case.
Now, using the natural C-algebra epimorphism from CFn onto Yd,n(u) given by σi 7→ g˜i and
tkj 7→ tk(mod d)j , and abusing notation, we can define the trace t˜rd on the elements of CFn, and thus,
in particular, on the elements of Fn.
10
2.3. The E–system. Let Lf denote the set of oriented framed links. For any braid α, we
will denote by α̂ the link obtained as the closure of α. By the Alexander Theorem, we have
Lf = ∪n{α̂ |α ∈ Fn}. Further, by the Markov theorem, isotopy of framed links is generated by
conjugation in Fn and by positive and negative stabilization and destabilization (α ∼ ασ±1n ), for
any n (see, for example, [KoSm]). In view of this and using the natural epimorphism of the framed
braid group Fn onto Yd,n(u), in [JuLa2] the authors obtained a topological invariant for framed
knots and links after the method of V. F. R. Jones [Jo]. Here we will do the same thing using the
natural epimorphism of Fn onto Yd,n(q). This means that trd has to be normalized, so that the
closures of the framed braids α and ασn (α ∈ Fn) be assigned the same value of the invariant, and
re-scaled, so that the closures of the framed braids ασ−1n and ασn (α ∈ Fn) be assigned the same
value of the invariant. However, trd(ασ
−1
n ) does not factor through trd(α) as in the classical case,
that is,
trd(ασ
−1
n )
(1.5)
= trd(ασn)− (q − q−1) trd(αen) 6= trd(σ−1n )trd(α).
The reason is that, although trd(ασn) = z trd(α) = trd(σn)trd(α), trd(αen) does not always factor
through trd(α), that is,
trd(αen) 6= trd(en)trd(α),
which in turn, is due to the fact that,
trd(αt
k
n) 6= trd(tkn)trd(α) k = 1, . . . , d− 1.
Forcing the so-called E–condition
(2.1) trd(αen) = trd(en)trd(α)
yields that the trace parameters x1, . . . , xd−1 have to satisfy the following non-linear system of
equations in C, called the E–system:
(2.2)
d−1∑
s=0
xk+sxd−s = xk
d−1∑
s=0
xsxd−s (1 6 k 6 d− 1) ,
where the sub-indices on the xj ’s are regarded modulo d and x0 := 1. Note that
1
d
d−1∑
s=0
xsxd−s = trd(ei) for all i.
Remark 2.4. The E–condition and the E–system as presented above are first defined and used in
[JuLa2] in order to re-scale t˜rd.
As it was shown by P. Ge´rardin (in the Appendix of [JuLa2]), the solutions of the E–system are
parametrized by the non-empty subsets of Z/dZ. For example, for every singleton subset {m} of
Z/dZ, we have a solution of the E–system given by:
(2.3) x1 = exp(2pim
√−1/d) and xk = xk1 for k = 2, . . . , d− 1.
At the other extreme, the whole set Z/dZ parametrizes the “trivial” solution of the E–system,
which is given by
(2.4) x1 = x2 = · · · = xd−1 = 0.
Finally, we note that the solutions of the E–system can be interpreted as a generalization of the
Ramanujan sum. Namely, by considering the subset P of Z/dZ consisting of the numbers coprime
to d, then the solution of the E–system parametrized by P is, up to the factor |P |, the Ramanujan
sum cd(k) [Ra].
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2.4. The specialized trace trd,D. Let XD := (x1, . . . , xd−1) be a solution of the E–system
parametrized by the non-empty subset D of Z/dZ.
Definition 2.5. We shall call specialized trace with parameter z, and denote by trd,D, the trace trd
with the parameters x1, . . . , xd−1 specialized to the complex numbers x1, . . . , xd−1. More precisely,
trd,D :
⋃
n>0
Yd,n(q) −→ C[z]
is a Markov trace defined inductively on Yd,n(q), for all n > 0, by the following rules:
(1) trd,D(ab) = trd,D(ba) a, b ∈ Yd,n(q)
(2) trd,D(1) = 1 1 ∈ Yd,n(q)
(3) trd,D(agn) = z trd,D(a) a ∈ Yd,n(q) (Markov property)
(4′) trd,D(a tkn+1) = xk trd,D(a) a ∈ Yd,n(q) (1 6 k 6 d− 1).
The rules (1)–(3) are the same as in Theorem 2.2, while rule (4) is replaced by the rule (4′). As
it turns out [JuLa3]:
(2.5) ED := trd,D(ei) =
1
|D| for all i,
where |D| is the cardinality of the subset D. We also have (cf. [JuLa2, Theorem 7 & Lemma 8]):
(2.6) trd,D(aen) = ED trd,D(a) and trd,D(aengn) = z trd,D(a) for all a ∈ Yd,n(q).
Note that, for d = 1, the specialized trace tr1,{0} coincides with tr1, which in turn coincides with
the Ocneanu trace τ .
In the rest of this paper, when we need to specify the values of q and z, we will write trd,D(q, z)
instead of simply trd,D.
Remark 2.6. Following (2.3), we have
(2.7) ED = 1⇔ |D| = 1⇔ xd1 = 1 and xk = xk1 (1 6 k 6 d− 1).
On the other hand, following (2.4), we have
(2.8) ED =
1
d
⇔ D = Z/dZ⇔ xk = 0 (1 6 k 6 d− 1).
Remark 2.7. In [ChLa, Definition 3] the specialized trace t˜rd,D with parameter z˜ is defined on⋃
n>0 Yd,n(u), satisfying the analogous rules: (1), (2), (3˜) and (4
′).
3. Framed and classical link invariants from the Yokonuma–Hecke algebras
Let d ∈ N. Let D be a non-empty subset of Z/dZ and let XD := (x1, . . . , xd−1) be the cor-
responding solution of the E–system. With the use of the specialized trace t˜rd,D, J. Juyumaya
and S. Lambropoulou have defined invariants for various types of knots and links, such as framed,
classical and singular [JuLa2, JuLa3, JuLa4]. We shall now recall briefly the definition of these
invariants, in view also of the new presentation of Yd,n(q) used in this paper. We set
(3.1) λD :=
z − (q − q−1)ED
z
and ΛD :=
1
z
√
λD
.
Recall that ED = 1/|D|. We also set RD := C[z±1,
√
λD
±1
].
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3.1. Framed links. Let Lf denote the set of oriented framed links. By the Alexander Theorem,
we have Lf = ∪n{α̂ |α ∈ Fn}. Denote by γ : CFn → Yd,n(q) the natural surjection defined by
σi 7→ gi and tj 7→ tj . Normalizing and re-scaling the specialized trace trd,D (which is possible due
to the E–condition) yields the following (cf. [JuLa2, Theorem 8]):
Theorem 3.1. For any framed braid α ∈ Fn, we define
Φd,D(α̂) := Λ
n−1
D (
√
λD)
(α) (trd,D ◦ γ)(α) ,
where (α) is the sum of the exponents of the braiding generators σi in the word α. Then the map
Φd,D(q, z) : Lf → RD, L 7→ Φd,D(L)
is a 2-variable isotopy invariant of oriented framed links.
In this paper we write trd,D(α) instead of trd,D(γ(α)), where α ∈ Fn, by abusing the notation.
Remark 3.2. Note that, for every d ∈ N, we have 2d− 1 distinct solutions of the E–system, so the
above construction yields 2d − 1 distinct isotopy invariants for framed links.
Remark 3.3. Using (3.1), we can obtain defining equations for z and ΛD with respect to λD,
namely,
(3.2) z :=
(q − q−1)ED
1− λD and ΛD :=
1
z
√
λD
.
Accordingly, we can use the notation Φd,D(q, λD) instead of Φd,D(q, z) .
Remark 3.4. Using the natural surjection of CFn onto Yd,n(u) defined by σi 7→ g˜i and tj 7→ tj ,
and normalizing and re-scaling the specialized trace t˜rd,D, invariants Γd,D(u, z˜) for oriented framed
links are defined in [JuLa2, Theorem 8]. The proof of existence and invariance of Φd,D is standard
and completely analogous to the proof for Γd,D. For an alternative proof of Theorem 3.1 using
directly the new quadratic relations, the reader may refer to [ChPdA2, §6], where invariants for
framed links, and more generally framed links in the solid torus, are constructed with the use of
cyclotomic Yokonuma–Hecke algebras.
In [JuLa2, Proposition 7] a skein relation is found for the invariant Γd,D, involving the braiding
and the framing generators. It reads:
(3.3)
1√
λ˜D
Γd,D(L+)−
√
λ˜DΓd,D(L−) =
1− u−1
d
d−1∑
s=0
Γd,D(Ls) +
1− u−1
d
√
λ˜D
d−1∑
s=0
Γd,D(Ls×)
where
λ˜D =
z˜ − (u− 1)ED
u z˜
and the links L+, L−, Ls and Ls× are illustrated in Figure 1.
β β β β
0 0 0 0 0 0 s d− s 0 s d− s 0
L+ = β̂σ1 L− = β̂σ1−1 Ls =
̂βts1t
d−s
2 Ls× =
̂βts1t
d−s
2 σ1
Figure 1. The framed links in the skein relation in open braid form.
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Analogously, with the new quadratic relations, the invariant Φd,D satisfies the following skein
relation:
(3.4)
1√
λD
Φd,D(L+)−
√
λDΦd,D(L−) =
q − q−1
d
d−1∑
s=0
Φd,D(Ls)
where the links L+, L− and Ls are illustrated in Figure 1. The fact that the skein relation for Φd,D
is very different from the skein relation for Γd,D is an indication that the two invariants may not
be topologically equivalent.
3.2. Classical links. Let L denote the set of oriented classical links. By the Alexander Theorem,
we have L = ∪n{α̂ |α ∈ Bn}. The classical braid group Bn injects into the framed braid group
Fn ∼= Zn o Bn, whereby elements of Bn are viewed as framed braids with all framings equal to
zero. So, by the classical Markov braid equivalence, comprising conjugation in the groups Bn
and positive and negative stabilizations and destabilizations, and by treating the tj ’s as formal
generators, Φd,D(q, z) becomes an isotopy invariant of oriented classical links when restricted to L
(see also [JuLa3]). This invariant of classical links will be denoted by Θd,D(q, z). Accordingly, for
any classical braid α ∈ Bn, we have
Θd,D(α̂) := Λ
n−1
D (
√
λD)
(α) (trd,D ◦ δ)(α) ,
where λD and ΛD are given by (3.1), (α) is the sum of the exponents of the braiding generators
σi in the word α and δ : CBn → Yd,n(q) denotes the restriction of γ to CBn. As in the case of
framed links, we write trd,D(α) instead of trd,D(δ(α)).
Remark 3.5. Following Remark 3.2, the above construction yields 2d−1 seemingly distinct isotopy
invariants for classical links. However, we shall prove in Section 4 (Proposition 4.6) that, for classical
links, we only obtain one invariant for every d ∈ N.
The invariants Θd,D(q, z) need to be compared with known invariants of classical links, especially
with the Homflypt polynomial. The Homflypt (or 2-variable Jones) polynomial P (q, z) is a 2-
variable isotopy invariant of oriented classical links that was constructed from the Iwahori–Hecke
algebras Hn(q) and the Ocneanu trace τ after re–scaling and normalizing τ [Jo]. In this paper,
we define P (q, z) via the invariants Θd,D(q, z), since, for d = 1, the algebras Hn(q) and Y1,n(q)
coincide, while the traces τ , tr1 and tr1,{0} also coincide. For any classical braid α ∈ Bn, we define
P (α̂) := Θ1,{0}(α̂) =
(
1
z
√
λH
)n−1
(
√
λH)
(α) (tr1,{0} ◦ δ) (α) ,
where
λH :=
z − (q − q−1)
z
= λ{0},
(α) is the sum of the exponents of the braiding generators σi in the word α and δ is the surjection
CBn → Y1,n(q) ∼= Hn(q). Further, the Homflypt polynomial satisfies the following skein relation
[Jo]:
(3.5)
1√
λH
P (L+)−
√
λH P (L−) = (q − q−1)P (L0)
where L+, L−, L0 is a Conway triple.
Contrary to the case of framed links, the skein relation of the invariant Φd,D(q, z) has no topolog-
ical interpretation in the case of classical links, since they introduce framings. This makes it very
difficult to compare the invariants Θd,D(q, z) with the Homflypt polynomial using diagrammatic
methods. On the algebraic level, there are no algebra homomorphisms connecting the algebras and
the traces, see [ChLa]. Further, for generic values of the parameters q, z the invariants Θd,D(q, z)
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do not coincide with the Homflypt polynomial; they only coincide in the trivial cases where q = ±1
or when ED = 1 (cf. [ChLa, Theorem 5]).
Remark 3.6. Similarly to Φd,D(q, z), the invariant Γd,D(u, z˜) becomes an isotopy invariant of
oriented classical links when restricted to L. This invariant of classical links is denoted by ∆d,D(u, z˜)
and it is the one studied in [JuLa3] and [ChLa]. Again, there is no reason that the invariants
∆d,D(u, z˜) and Θd,D(q, z) are topologically equivalent. In fact, as we shall see in Section 8, it seems
that they are not. Note though that, for d = 1, ∆1,{0}(u, z˜) = Θ1,{0}(q, z) if we take u = q2 and
z˜ = qz (this can be easily seen by writing down the skein relation for ∆1,{0} and for Θ1,{0}), so
both families of invariants include the Homflypt polynomial as a special case.
Everything that we have said above concerning the comparison of Θd,D(q, z) and the Homflypt
polynomial also applies to ∆d,D(u, z˜), Further, as shown in [JuLa3], in Yd,n(u) a “closed” cubic
relation is satisfied, which involves only the braiding generators, and which factors through the
quadratic relation of the Iwahori–Hecke algebra Hn(u) ∼= Y1,n(u). Namely, g˜i3 − ug˜i2 − g˜i + u =
(g˜i − 1)
(
g˜i
2 − (u − 1)g˜i − u
)
= 0. However, the skein relation for classical links coming from the
cubic relation is not sufficient for determining the invariants ∆d,D(u, z˜) diagrammatically with a
simple set of initial conditions. Moreover, the above factoring does not give information toward the
comparison of the invariants either.
4. The specialized trace trd,D for classical links
In the rest of the paper we restrict our attention to classical knots and links. In this section we
show that in this case, and assuming the E–condition, the specialized trace trd,D, which gives rise
to the invariants Θd,D, can be computed only via rules involving the traces of the elements gi and
ei.
4.1. A new set of defining rules for trd,D and its consequences. Assume that we are given
an oriented classical link in the form of the closure of a braid α ∈ Bn. Let δ : CBn → Yd,n(q)
be the natural C-algebra homomorphism given by σi 7→ gi. Then δ(α) involves only the braiding
generators g1, . . . , gn−1. In fact, we have the following:
Proposition 4.1. The image of δ is the subalgebra Yd,n(q)
(br) of Yd,n(q) generated by g1, . . . , gn−1.
Proof. The equality δ(CBn) = Yd,n(q)(br) derives from the fact that
δ(σk1j1 σ
k2
j2
. . . σkrjr ) = g
k1
j1
gk2j2 . . . g
kr
jr
∈ Yd,n(q)(br)
for all j1, j2, . . . , jr ∈ {1, . . . , n − 1} and k1, k2, . . . , kr ∈ Z. For this, it is enough to show that
g−1i ∈ Yd,n(q)(br) for all i = 1, . . . , n− 1. Indeed, we have
(4.1) (q − q−1) eigi = g2i − 1 ∈ Yd,n(q)(br),
which yields that
(4.2) (q − q−1) ei = g3i − gi − (q − q−1)2eigi ∈ Yd,n(q)(br),
and so,
g−1i = gi − (q − q−1)ei ∈ Yd,n(q)(br),
as desired. 
Remark 4.2. If q 6= ±1, then combining (4.1) and (4.2) yields
(4.3) ei =
1
q − q−1
(
g3i − gi
)− (g2i − 1)
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for all i = 1, . . . , n−1. So, in this case, Yd,n(q)(br) coincides with the subalgebra of Yd,n(q) generated
by the elements g1, . . . , gn−1, e1, . . . , en−1, which in turn should be isomorphic, when d > n, to the
algebra of braids and ties En(q) studied in [Ry, AiJu1]1.
Now, during the calculation of the specialized trace trd,D on α ∈ Bn, the framing generators
appear only when the quadratic relation (1.4) and the inverse relation (1.5) are applied, and then
only in the form of the idempotents ei. So, it would make sense in this setting to substitute rule
(4′) of Definition 2.5 by rules involving only the ei’s, such as (2.6).
Indeed, our aim in this section will be to prove the following result:
Theorem 4.3. Let m ∈ {1, . . . , d} and set Em := 1/m. Let z be an indeterminate over C. There
exists a unique linear Markov trace
trd,m :
⋃
n>0
Yd,n(q)
(br) −→ C[z]
defined inductively on Yd,n(q)
(br), for all n > 0, by the following rules:
(i) trd,m(ab) = trd,m(ba) a, b ∈ Yd,n(q)(br)
(ii) trd,m(1) = 1 1 ∈ Yd,n(q)(br)
(iii) trd,m(agn) = z trd,m(a) a ∈ Yd,n(q)(br) (Markov property)
(iv) trd,m(aen) = Em trd,m(a) a ∈ Yd,n(q)(br)
(v) trd,m(aengn) = z trd,m(a) a ∈ Yd,n(q)(br).
For all a ∈ ⋃n>0 Yd,n(q)(br), we have trd,m(a) = trd,D(a) where D is any subset of Z/dZ such that
|D| = m. Note that, in this case, Em = ED.
For α ∈ Bn, we set trd,m(α) := trd,m(δ(α)). Theorem 4.3 implies that the specialized trace trd,D
on classical knots and links depends only on |D| and not on the solution XD of the E–system. It
does not even depend on d, since we have the following:
Corollary 4.4. Let d, d′ be positive integers with d 6 d′. For all α ∈ Bn, we have
trd′,d(α) = trd,d(α) = trd,Z/dZ(α).
Remark 4.5. Recall that Z/dZ parametrizes the trivial solution of the E–system, that is, the one
given by x1 = x2 = · · · = xd−1 = 0.
The above way of calculating the trace trd,D allows us to prove new results for the invariants of
classical knots and links Θd,D and to compare them with the Homflypt polynomial. Here is the first
observation. The construction of the invariants Θd,D yielded seemingly 2
d − 1 invariants for every
choice d. However, an immediate consequence of Theorem 4.3 and Corollary 4.4 is the following:
Proposition 4.6. The values of the isotopy invariants Θd,D for classical links depend only on the
cardinality |D| of D. Hence, for a fixed d, we only obtain d invariants. Further, for d, d′ positive
integers with d 6 d′, we have Θd,D = Θd′,D′ as long as |D| = |D′|. We deduce that, if |D′| = d,
then Θd′,D′ = Θd,Z/dZ. Therefore, the invariants Θd,D can be parametrized by the natural numbers,
setting Θd := Θd,Z/dZ for all d ∈ Z>0.
Remark 4.7. Note that, in general, trd,D is sensitive to the choice of the set D, since for two
sets D1 and D2 of the same cardinality, we get different solutions of the E–system (XD1 6= XD2).
Theorem 4.3 implies that the trace trd,D on Yd,n(q)
(br) depends only on the cardinality |D|, since
1A bit after the completion of this paper, J. Espinoza and S. Ryom-Hansen proved that the natural homomorphism
from En(q) to Yd,n(q) is injective for d > n [EsRy, Theorem 8]. Since the image of this monomorphism is Yd,n(q)(br),
their result implies that En(q) is isomorphic to Yd,n(q)(br) for d > n.
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rules (iv) and (v) substitute completely rule (4′) of Definition 2.5. However, this may not be the
case on Yd,n(q) (i.e., for framed links), since rules (iv) and (v) are not sufficient to calculate trd,D
on any word.
Remark 4.8. Note that there is no analogue of Theorem 4.3 for the trace trd, since condition (2.1)
is not satisfied by trd.
4.2. Some useful relations in Yd,n(q). For the proof of Theorem 4.3, we will need some lemmas.
Let i, k ∈ {1, . . . , n}. We consider the elements ei,k ∈ Yd,n(q) defined as follows:
ei,k =
1
d
d−1∑
s=0
tsi t
d−s
k .
The elements ei,k are idempotents and clearly, ei,i = 1 and ei,i+1 = ei. Moreover, ei,k = ek,i, so
we may assume from now on that i < k. Furthermore, the following relations hold in Yd,n(q), as a
result of defining relations (f1) and (f2):
(4.4) ei,kei′,k′ = ei′,k′ei,k
and
(4.5) ei,k gj = gj esj(i),sj(k)
The following two lemmas are direct consequences of the above relations.
Lemma 4.9. The following relations hold in Yd,n(q):
ei−1 = gigi−1ei(gigi−1)−1 for all 1 < i < n.
In particular, ei is conjugate to ek for all 1 6 i < k 6 n− 1.
Lemma 4.10. Let 1 6 i < j < k 6 n. The following relations hold in Yd,n(q):
(4.6) ei,k = (gk−1 . . . gj) ei,j (gk−1 . . . gj)−1,
and
(4.7) ei,k = (gi . . . gj−1) ej,k (gi . . . gj−1)−1.
In particular, the element ei,k is conjugate to ei,j and ej,k.
For j = i + 1 and k > j, Lemma 4.10 yields that the element ei,k is conjugate to ei. Following
Lemma 4.9, we deduce that ei,k is conjugate to ej , for all i, k, j ∈ {1, . . . , n}. Rule (1) of the
definition of trd,D implies the following:
Corollary 4.11. Given a solution XD of the E–system, we have
trd,D(ei,k) = trd,D(ei) = ED =
1
|D|
for all 1 6 i < k 6 n.
In the next lemma a relation in Yd,n(q) involving the elements ei,k is stated. This relation helps
us to prove some results about trd,D.
Lemma 4.12. Let p ∈ N and let 1 6 i1 < i2 < . . . < ip < k 6 n. The following relation holds in
Yd,n(q):
(4.8) ei1,kei2,k . . . eip,k = ei1,i2ei2,i3 . . . eip−1,ipeip,k.
Proof. One can easily check that [ChLa, Lemma 1]:
(4.9) tkei,k = tiei,k for all 1 6 i < k 6 n.
Equation (4.8) is a direct consequence of (4.9). 
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Corollary 4.13. For 1 6 i 6 k 6 n, we have
ei,k+1ei+1,k+1 . . . ek−1,k+1ek = eiei+1 . . . ek.
Let a ∈ Yd,n(q). By (2.6), we have
trd,D(aen) = ED trd,D(a) and trd,D(aengn) = z trd,D(a).
This result can be extended to the elements ei,n+1, with 1 6 i 6 n, as follows:
Lemma 4.14. Let a ∈ Yd,n(q) and let XD be a solution of the E–system. Then we have
trd,D(a ei,n+1) = ED trd,D(a) and trd,D(a ei,n+1gn) = z trd,D(a ei,n)
for all 1 6 i 6 n (recall that en,n = 1).
Proof. By Lemma 4.10 and rule (1) of the definition of the trd,D, we obtain
trd,D(a ei,n+1)
(4.7)
= trd,D(a(gi . . . gn−1)en(gi . . . gn−1)−1) = trd,D((gi . . . gn−1)−1a(gi . . . gn−1)en).
Since (gi . . . gn−1)−1a(gi . . . gn−1) ∈ Yd,n(q), by (2.6), we have
trd,D(a ei,n+1) = trd,D((gi . . . gn−1)−1a(gi . . . gn−1)en)
= ED trd,D((gi . . . gn−1)−1a(gi . . . gn−1))
= ED trd,D((gi . . . gn−1)(gi . . . gn−1)−1a)
= ED trd,D(a).
Now, for i = n, we have trd,D(aengn) = z trd,D(a) = z trd,D(aen,n). For i < n, by (4.5) and rules
(1) and (3) of the definition of the trd,D, we obtain
trd,D(a ei,n+1gn) = trd,D(a gnei,n) = z trd,D(a ei,n).

A similar result for words of the form aei1,n+1 . . . eip,n+1, with 1 6 i1 < . . . < ip 6 n, can be
proved. Namely, we have:
Lemma 4.15. Let a ∈ Yd,n(q), and and let XD be a solution of the E–system. Let p ∈ N and let
1 6 i1 < . . . < ip 6 n. Then we have
(4.10) trd,D(a ei1,n+1 . . . eip,n+1) = ED trd,D(a ei1,i2 . . . eip−1,ip)
and
(4.11) trd,D(a ei1,n+1 . . . eip,n+1gn) = z trd,D(a ei1,i2 . . . eip−1,ipeip,n).
Proof. First note that, by Lemma 4.12, we have
ei1,n+1 . . . eip,n+1 = ei1,i2 . . . eip−1,ipeip,n+1.
Then, by Lemma 4.14, we obtain
trd,D(a ei1,n+1 . . . eip,n+1) = trd,D(a ei1,i2 . . . eip−1,ipeip,n+1) = ED trd,D(a ei1,i2 . . . eip−1,ip)
and
trd,D(aei1,n+1 . . . eip,n+1gn) = trd,D(a ei1,i2 . . . eip−1,ipeip,n+1gn) = z trd,D(a ei1,i2 . . . eip−1,ipeip,n).

Remark 4.16. Note that, in the proofs of Lemmas 4.14 and 4.15, we never used rule (4′) of
Definition 2.5. We just used the equalities given by (2.6). Since these equalities correspond to rules
(iv) and (v) of the definition of trd,m, we deduce that the properties of trd,D described in these
lemmas are also valid for trd,m.
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4.3. Proof of Theorem 4.3. We shall now prove the main result of this section, Theorem 4.3.
Let m ∈ {1, . . . , d} and set Em := 1/m. Let D be a subset of Z/dZ such that |D| = m. We will
show that the linear map trd,m is uniquely defined on Yd,n(q)
(br) = δ(CBn) by rules (i)–(v) and
that we have trd,m = trd,D. We will proceed by induction on n.
For n = 1, the statement is obvious. Now assume that the statement holds on Yd,n(q)
(br) and
let a ∈ Yd,n+1(q)(br). We will show that trd,m(a) is uniquely defined by rules (i)–(v) and that
trd,m(a) = trd,D(a). Since trd,m is a linear map, it is enough to prove the statement when a is a
product of the braiding generators g1, . . . , gn.
In order to calculate trd,m(a), we apply an algorithm similar to the one described in [ChmJaKaLa]
for the calculation of trd,D on any element of the Yokonuma–Hecke algebra. First, all negative
exponents are eliminated through the inverse relation (1.5). This produces a C-linear combination
of new elements in Yd,n+1(q)
(br) which are products of the generators g1, . . . , gn with only positive
exponents and the idempotents e1, . . . , en. Then all exponents greater than one in these elements
are eliminated with the use of the quadratic relation (1.4). The result is a C-linear combination
of elements which are products of the generators g1, . . . , gn−1 with all exponents equal to 1 and
the idempotents e1, . . . , en−1. Thanks to (4.4) and (4.5), each such element can be brought to its
adapted split form
(4.12) ei1,k1ei2,k2 . . . eip,kpgj1gj2 . . . gjr ,
with i1, i2, . . . , ip ∈ {1, . . . , n}, 2 6 k1 6 k2 6 · · · 6 kp 6 n + 1, il < il+1 whenever kl = kl+1 and
j1, j2, . . . , jr ∈ {1, . . . , n}. If more squares of the braiding generators appear during this process,
we apply again the quadratic relation. We repeat the above procedure until a is expressed as a
C-linear combination of elements which are in their adapted split form and do not contain any
braiding generator with exponent other than 1.
Next, by applying the braid relations (b1) and (b2), and breaking any squares that appear in the
process with the use of the quadratic relation, a is eventually expressed as a C-linear combination
of elements in Yd,n+1(q)
(br) of the form (4.12), where jl 6= jl+1 and gmax{j1,...,jr} appears only once.
We conclude that a can be expressed as a C-linear combination of elements in Yd,n+1(q)(br) with
each such element y being in its adapted form
(4.13) y = ei1,k1ei2,k2 . . . eip,kpgj1gj2 . . . gjr ,
where i1, i2, . . . , ip ∈ {1, . . . , n}, 2 6 k1 6 k2 6 · · · 6 kp 6 n + 1, il < il+1 whenever kl = kl+1,
j1, j2, . . . , jr ∈ {1, . . . , n}, jl 6= jl+1 and gmax{j1,...,jr} appears only once. Therefore, in order to
compute trd,m(a), it is enough to know the value of the trace trd,m on all elements y as in (4.13).
Let y be as above. Let s be the unique element in {1, . . . , r} with the property js = max{j1, . . . , jr}
and let ` be the unique element in {1, . . . , p} with the property k` = kp and k`−1 < kp. If kp < n+1
and js < n, then we are covered by the induction hypothesis. If not, then we distinguish three
cases:
• kp < n+ 1 and js = n. Set y′ := gjs+1 . . . gjrei1,k1ei2,k2 . . . eip,kpgj1gj2 . . . gjs−1 ∈ Yd,n(q)(br).
Combining rules (i) and (iii) yields:
trd,m(y) = trd,m(y
′gn) = z trd,m(y′)
The induction hypothesis implies that trd,m(y
′) is uniquely defined by rules (i)–(v). Further,
we have trd,m(y
′) = trd,D(y′), and so,
trd,m(y) = z trd,m(y
′) = z trd,D(y′) = trd,D(y).
• kp = n+ 1 and js < n. Set y′ := gj1gj2 . . . gjrei1,k1ei2,k2 . . . ei`−1,k`−1 ∈ Yd,n(q)(br). Following
Remark 4.16, we have, by rule (i) and Lemma 4.15, that
trd,m(y) = trd,m(y
′ei`,n+1 . . . eip,n+1) = Em trd,m(y
′ei`,i`+1 . . . eip−1,ip),
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since we have i` < i`+1 < · · · < ip. Moreover, ip < kp = n+1, and so y′′ := y′ei`,i`+1 . . . eip−1,ip
belongs to Yd,n(q)
(br). By the induction hypothesis, trd,m(y
′′) is uniquely defined by rules
(i)–(v). Further, we have trd,m(y
′′) = trd,D(y′′), and so, by Lemma 4.15,
trd,m(y) = Em trd,m(y
′′) = ED trd,D(y′′) = trd,D(y).
• kp = n+ 1 and js = n. Following (4.5), there exist i′`, i′`+1, . . . , i′p ∈ {1, . . . , n} such that
ei`,n+1 . . . eip,n+1gj1gj2 . . . gjs−1 = gj1gj2 . . . gjs−1ei′`,n+1 . . . ei
′
p,n+1.
Due to the commutativity of the idempotents ei,k, we can rearrange the product ei′`,n+1 . . . ei
′
p,n+1
so that i′` < i
′
`+1 < · · · < i′p. Set y′ := gjs+1 . . . gjrei1,k1ei2,k2 . . . ei`−1,k`−1gj1gj2 . . . gjs−1 ∈
Yd,n(q)
(br). Following Remark 4.16, we have, by rule (i) and Lemma 4.15, that
trd,m(y) = trd,m(y
′ei′`,n+1 . . . ei′p,n+1gn) = z trd,m(y
′ei′`,i′`+1 . . . ei′p−1,i′p).
The element y′′ := y′ei′`,i′`+1 . . . ei′p−1,i′p belongs to Yd,n(q)
(br). By the induction hypothesis,
trd,m(y
′′) is uniquely defined by rules (i)–(v). Moreover, we have trd,m(y′′) = trd,D(y′′), and
so, by Lemma 4.15,
trd,m(y) = z trd,m(y
′′) = z trd,D(y′′) = trd,D(y).
We conclude that rules (i)–(v) suffice for the computation of trd,m(a) and that trd,m(a) = trd,D(a).
Hence, we have proved that the specialized trace trd,D can be defined inductively on Yd,n(q)
(br),
and thus on Bn, by the following 5 rules:
(i) trd,D(ab) = trd,D(ba) a, b ∈ Yd,n(q)(br)
(ii) trd,D(1) = 1 1 ∈ Yd,n(q)(br)
(iii) trd,D(agn) = z trd,D(a) a ∈ Yd,n(q)(br) (Markov property)
(iv) trd,D(aen) = ED trd,D(a) a ∈ Yd,n(q)(br)
(v) trd,D(aengn) = z trd,D(a) a ∈ Yd,n(q)(br).

Recall that, following Proposition 4.6, the invariants Θd,D are parametrized by the natural num-
bers. So from now on D will always be Z/dZ, implying ED = 1/d, and the invariants will be simply
denoted by Θd. However, we will keep on using our initial notation for ED, λD and for the traces
trd and trd,D in order not to confuse the reader. Note that Θ1 is the Homflypt polynomial P .
Remark 4.17. Theorem 4.3 enabled the development of a program for computing the invariants
Θd using the algorithm described in the proof, which is a modification of the algorithm used for the
computation of the invariant Γd,D (see [ChmJaKaLa]). This leads to much lower computational
complexity, since we obtain only two new terms when applying the quadratic relation (1.4). Such a
program has been developed by K. Karvounis [Ka] and it is available at http://www.math.ntua.
gr/~sofia/yokonuma.
Remark 4.18. In Theorem 4.3, we could have taken Em to be simply an indeterminate. However,
since we do not have a basis for the algebra Yd,n(q)
(br), we have not been able to show that trd,m is
well-defined in this case. One way to overcome this difficulty would be to use the result in [EsRy]
that, for d > n, Yd,n(q)(br) is isomorphic to the algebra of braids and ties En(q), for which we have
a basis. Then trd,m would coincide with the Markov trace on En(q) defined in Section 8 similarly to
the one constructed in [AiJu1] with the use of the old quadratic relations. Nevertheless, we will see
later that the invariants Θd can be also defined via a skein relation, where ED can be taken to be
an indeterminate without any problem (see Section 8). Note, though, that we do not expect that
this generalization has much of an impact on the strength of the family of the invariants {Θd}d∈N.
Remark 4.19. Theorem 4.3, and all its consequences, hold also for the specialized trace t˜rd,D. In
particular, the values of the classical link invariants ∆d,D depend only on the cardinality |D| of
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D, so they can be parametrized by the natural numbers, setting ∆d := ∆d,Z/dZ for all d ∈ Z>0.
Moreover, in analogy to Remark 4.18, Em could be taken to be an indeterminate, and t˜rd,m would
be well-defined due to the isomorphism of Yd,n(u)
(br) with the algebra of braids and ties En(u) for
d > n; then t˜rd,m would coincide with the Markov trace on En(u) defined in [AiJu1].
5. Comparison of the invariants Θd with the Homflypt polynomial on classical
knots
In this section, we will show that the invariants Θd, constructed in §3.2, are all topologically
equivalent to the Homflypt polynomial when restricted to classical knots, that is, links with only
one component.
5.1. Behaviour on knots. While trying to compare computationally the invariants Θd with the
Homflypt polynomial, we noticed that the values of the invariants on knots were connected in the
following way:
(5.1) Θd(q, z)(K) = Θ1(q, z/ED)(K) = P (q, z/ED)(K) where K is a knot.
In this section, we will prove the above equality for all knots (Theorem 5.8). In order to do this, we
will first compare the specialized trace trd,D := trd,D(q, z) to the Ocneanu trace τ := τ(q, z/ED).
Let n ∈ N. We will show that
(5.2) trd,D(α) = E
n−1
D τ(α)
for all α ∈ Bn such that α̂ is a knot. Abusing the language, from now on, we will say that α ∈ Bn
is a knot if α̂ is a knot. Here are some useful remarks about knots:
Remark 5.1. Let α, α′ ∈ Bn. By the Markov theorem we have that αα′ is a knot if and only if
α′α is a knot. Also, α is a knot if and only if ασ±1n is a knot.
Remark 5.2. We have that α is a knot if and only if pi(α) is an n-cycle, where pi is the natural
surjection from Bn to Sn. As a consequence, α is a knot if and only if ασ
2k
i is a knot for all
i = 1, . . . , n− 1 and for all k ∈ Z.
Thanks to the above remarks, we have the following lemma:
Lemma 5.3. Let n ∈ N and let α ∈ Bn be a knot. If (5.2) holds for all knots in Bn, then, for all
i = 1, . . . , n− 1, we have
(a) trd,D(ασiei) = E
n−1
D τ(ασi) ;
(b) trd,D(αei) = E
n−1
D τ(α) ;
(c) trd,D(ασ
−1
i ei) = E
n−1
D τ(ασ
−1
i ).
Proof. Let i ∈ {1, . . . , n − 1}. If α ∈ Bn is a knot, then following Remark 5.2, we have that ασ2i
and ασ4i are knots. So, using the assumption, we obtain
(5.3) trd,D(α) = E
n−1
D τ(α), trd,D(ασ
2
i ) = E
n−1
D τ(ασ
2
i ), trd,D(ασ
4
i ) = E
n−1
D τ(ασ
4
i ).
Now, by (1.4), we have
(5.4) g2i = 1 + (q − q−1)giei and G2i = 1 + (q − q−1)Gi
while, by Lemma 1.1, we have
(5.5) g4i = 1 + (q − q−1)2ei +
(
q4 − q−4
q + q−1
)
giei and G
4
i = 1 + (q − q−1)2 +
(
q4 − q−4
q + q−1
)
Gi.
Combining (5.3) with (5.4) and (5.5) yields (a) and (b).
Finally, by (1.5), we have
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g−1i ei = giei − (q − q−1)ei and G−1i = Gi − (q − q−1).
Thus, (c) is a direct consequence of (a) and (b). 
Note that the above lemma is also true if we replace everywhere Bn by the braid monoid B
+
n ,
that is, the set of braid words with non-negative exponents. In order to prove (5.2) for all knots
in Bn, we will first prove it for all knots in B
+
n . For this, we will make use of the following result
[ChLa, Lemma 3]. Recall that, for any α ∈ Bn, we denote by (α) the sum of the exponents of the
braiding generators σi in the word α.
Lemma 5.4. Let α ∈ B+n . Then one of the following hold:
(a) there exist α1, α2 ∈ B+n such that σnασn = α1σnα2 and (σnασn) = (α1σnα2), or
(b) there exist β1, β2 ∈ B+n+1 and 1 6 i 6 n such that σnασn = β1σ2i β2 and (σnασn) = (β1σ2i β2).
We are now ready to prove the following.
Proposition 5.5. Let α ∈ B+n be a knot. Then
trd,D(α) = E
n−1
D τ(α).
Proof. We will proceed by induction on n and use the rules of definition of trd,D (and thus, also of
τ = tr1,{0}) described by Theorem 4.3. For n = 1, we have trd,D(1) = 1 = τ(1).
Now assume that (5.2) holds for all knots in B+n . Note that, in this case, equalities (a), (b), (c)
of Lemma 5.3 hold for these knots. Our aim will be to prove that the relation holds for all knots
α ∈ B+n+1. In order to show this, we will use induction on (α) to prove simultaneously the following
four statements :
(5.6) trd,D(α) = E
n
D τ(α).
and, for all i = 1, . . . , n,
(5.7) trd,D(ασiei) = E
n
D τ(ασi)
(5.8) trd,D(αei) = E
n
D τ(α)
(5.9) trd,D(ασ
−1
i ei) = E
n
D τ(ασ
−1
i ).
As we have already seen, α is a knot if and only if pi(α) is an (n+1)-cycle, where pi is the natural
surjection from Bn+1 to Sn+1. So the minimum value for (α) is n, and it is achieved when all
generators σi appear in α with exponent 1 exactly once each, that is,
α = σi1 . . . σin , where {i1, . . . , in} = {1, . . . , n}.
Because of rules (i) and (iii) in the definition of the traces, we may assume without loss of generality
that α = σ1σ2 . . . σn. We have
trd,D(α) = z
n = EnD
zn
EnD
= EnD τ(α).
Moreover, we have
trd,D(ασiei) = z
n−i trd,D(σ1 . . . σi−1σ2i ei)
= zn−i
(
trd,D(σ1 . . . σi−1ei) + (q − q−1)trd,D(σ1 . . . σi−1σiei)
)
= zn−i(ED trd,D(σ1 . . . σi−1) + (q − q−1)z trd,D(σ1 . . . σi−1))
= EDz
n−1 + (q − q−1) zn
= EnD
(
zn−1
En−1D
+ (q − q−1) znEnD
)
= EnDτ(ασi)
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and
trd,D(αei) = z
n−itrd,D(σ1 . . . σi−1σiei) = zn−i+1trd,D(σ1 . . . σi−1) = zn = EnD τ(α).
Finally, with the use of (1.5), we obtain
trd,D(ασ
−1
i ei) = trd,D(ασiei)− (q − q−1)trd,D(αei) = EnDτ(ασi)− (q − q−1)EnD τ(α) = EnD τ(α).
We will now prove the four statements for (α) = m assuming that they hold for smaller values
of (α). If there exists σi such that α = β1σ
2
i β2 for some β1, β2 ∈ B+n , then, following Remarks 5.1
and 5.2, β := β2β1 is a knot in B
+
n+1. Then (β) = (α) − 2 < (α). By the induction hypothesis
on (α), we have
trd,D(β) = E
n
D τ(β) and trd,D(βσiei) = E
n
D τ(βσi).
We deduce that
trd,D(α) = trd,D(β) + (q − q−1)trd,D(βσiei) = EnD(τ(β) + (q − q−1)τ(βσi)) = EnD τ(α).
If there exists no such σi, then all generators appear in α with exponent 1. If σn appears only
once in α and α = β1σnβ2 for some β1, β2 ∈ B+n , then, by Remark 5.1, β := β2β1 is a knot in B+n .
Following the induction hypothesis on n, we obtain
trd,D(α) = trd,D(βσn) = z trd,D(β) = z E
n−1
D τ(β) = E
n
D
z
ED
τ(β) = EnD τ(α).
If all generators appear with exponent 1 and σn appears more than once in α, then, due to Lemma
5.4, we can apply the braid relations and obtain an expression for α with the same (α) such that
either a generator appears with exponent greater than 1 or σn appears only once.
We have thus proved (5.6) for all knots α ∈ B+n+1. Lemma 5.3 (restricted to the braid monoid
B+n+1) yields (5.7), (5.8) and (5.9) for α ∈ B+n+1. 
Using Proposition 5.5, we will prove (5.2) for all knots in Bn.
Proposition 5.6. Let α ∈ Bn be a knot. Then
trd,D(α) = E
n−1
D τ(α).
Proof. Again, we will use induction on n and the rules of definition of trd,D described by Theorem
4.3. For n = 1, we have trd,D(1) = 1 = τ(1).
Now assume that (5.2) holds for all knots in Bn. Note that, in this case, equalities (a), (b), (c)
of Lemma 5.3 hold for these knots. Our aim will be to prove that the relation holds for all knots
α ∈ Bn+1. In order to show this, we will use induction on
S(α) := Sum of positive exponents of α− 2 · Sum of negative exponents of α
to prove simultaneously statements (5.6), (5.7), (5.8) and (5.9) for all knots α ∈ Bn.
As we have already seen, α is a knot if and only if pi(α) is an (n+1)-cycle, where pi is the natural
surjection from Bn+1 to Sn+1. So the minimum value for S(α) is n, and it is achieved when all
generators σi appear in α with exponent 1 exactly once each, that is,
α = σi1 . . . σin , where {i1, . . . , in} = {1, . . . , n}.
This case has already been covered by Proposition 5.5.
We will now prove the four statements for (α) = m assuming that they hold for smaller values
of (α). We have already proved them for α ∈ B+n+1. So let us assume that α ∈ Bn+1 \B+n+1. Then
there exists i ∈ {1, . . . , n} such that α = β1σ−1i β2 for some β1, β2 ∈ Bn. Following Remarks 5.1 and
5.2, β := β2β1σi is a knot in Bn+1. We have S(β) = S(α) − 1 < S(α). By induction hypothesis,
we obtain
trd,D(β) = E
n
D τ(β) and trd,D(βσ
−1
i ei) = E
n
D τ(βσ
−1
i ).
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Note that βσ−1i = β2β1. By (1.5), we have
trd,D(α) = trd,D(β)− (q − q−1)trd,D(βσ−1i ei) = EnD(τ(β)− (q − q−1)τ(βσ−1i )) = EnD τ(α).
We have thus proved (5.6) for all knots α ∈ Bn+1. Lemma 5.3 implies (5.7), (5.8) and (5.9) for
α ∈ Bn+1. 
The following result is an immediate consequence of Proposition 5.6 and Lemma 5.3.
Corollary 5.7. Let α ∈ Bn be a knot. Then, for all i = 1, . . . , n− 1, we have
(a) trd,D(ασiei) = E
n−1
D τ(ασi) ;
(b) trd,D(αei) = E
n−1
D τ(α) ;
(c) trd,D(ασ
−1
i ei) = E
n−1
D τ(ασ
−1
i ).
Now, Proposition 5.6 implies the main result of this section, which is the following.
Theorem 5.8. Given a solution XD of the E–system, for any braid α ∈ Bn such that α̂ is a knot,
we have:
Θd(q, z)(α̂) = Θ1(q, z/ED)(α̂) = P (q, z/ED)(α̂).
Proof. Let α ∈ Bn be a knot. Applying the transformation z 7→ z/ED on the Homflypt polynomial
P (q, z), we get
P (q, z/ED)(α̂) =
(
ED
z
√
λH
)n−1√
λH
(α)
τ(q, z/ED)(α)
where
λH =
z − (q − q−1)ED
z
= λD.
By Proposition 5.6, we have
trd,D(q, z)(α) = E
n−1
D τ(q, z/ED)(α).
We deduce that
P (q, z/ED)(α̂) =
(
1
z
√
λD
)n−1√
λD
(α)
trd,D(q, z)(α) = Θd(q, z)(α̂).

Remark 5.9. The transformation z 7→ z/ED corresponds to the transformation λH 7→ λD on the
Homflypt polynomial at variables (q, λH). Hence, we have equivalently that Θd(q, λD) = P (q, λD),
where the variable λH of the Homflypt polynomial has been substituted with the variable λD.
Consequently, ED does not appear in the values of the invariants Θd at variables (q, λD) when
computed on knots.
Remark 5.10. It is worth adding here that the invariants Θd are not topologically equivalent to
the Kauffman polynomial [Kau], since there is at least one pair of knots which are distinguished
by the Homflypt polynomial but not by the Kauffman polynomial.
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6. Obtaining the invariants Θd for classical links via the Homflypt skein relation
In this section we investigate the behaviour of the invariants Θd on classical links with at least two
components. Let L = L1 unionsq . . . unionsq Lm a split link, where L1, . . . , Lm are links. By the multiplicative
property of the invariants Θd, we have (see [ChmJaKaLa, Proposition 3.3]):
(6.1) Θd(L) = Λ
m−1
D Θd(L1) . . .Θd(Lm).
So by this property, we only need to examine non-split links.
Again, we consider the Ocneanu trace τ and the Homflypt polynomial P at variables (q, z/ED)
(or equivalently q, λD). In general, it does not seem that an analogue of Theorem 5.8 holds for
links. For example, for the simplest possible non-split link, the Hopf link H = σ̂21, we have:
τ(σ21) = 1 + (q − q−1)
z
ED
,
and
trd,D(σ
2
1) = trd,D(1 + (q − q−1)g1e1) = 1 + (q − q−1)z = 1− ED + ED τ(σ21).
Therefore,
Θd(q, z)(H) 6= P (q, z/ED)(H).
However, we have an analogue of Theorem 5.8 for disjoint union of knots (Theorem 6.2). Fur-
thermore, by a special skein relation (see Proposition 6.8) we will see that we can reduce the general
case of links to the case of disjoint unions of knots. We will conclude that the invariants Θd can be
defined with the use of the Homflypt skein relation.
6.1. Behaviour on disjoint unions of knots. We shall now consider links whose components
are not linked. Then a variant of Theorem 5.8 holds. Indeed, this is clear from Theorem 5.8, using
the multiplicative property (6.1) and the fact that a disjoint union of knots is a special case of a
split link. However, we provide below a self-contained proof using the results of this paper. Indeed,
for the trace trd,D we have:
Proposition 6.1. Let α ∈ Bn be such that α̂ is a link with k components which are not linked with
each other, that is, α̂ is a disjoint union of k knots. Then
trd,D(α) = E
n−k
D τ(α).
Proof. We prove the statement by induction on the number of components k. For k = 1, the
statement is Proposition 5.6. Assume now that the statement holds for links with up to k disjoint
components and let α be a link with k + 1 disjoint components α1, α2, . . . , αk+1. We have α =
α1α2 . . . αk+1, and the αj commute with each other. Suppose that α1 is the component expressed as
a braid word in the generators σ1, . . . , σm−1 for some m 6 n. Consequently, α2 . . . αk+1 is expressed
as a braid word in the generators σm+1, . . . , σn−1 (we will also write α2 . . . αk+1 ∈ Bn \ Bm+1).
Therefore, in computing trd,D(α) and τ(α), we will first exhaust the word α2 . . . αk+1. We thus
obtain
trd,D(α) = trd,D(α1) trd,D(α2 . . . αk+1) and τ(α) = τ(α1) τ(α2 . . . αk+1).
By the induction hypothesis, we have
trd,D(α1) = E
m−1
D τ(α1) and trd,D(α2 . . . αk+1)E
n−m−k
D τ(α2 . . . αk+1).
We deduce that
trd,D(α) = E
n−(k+1)
D τ(α),
as required. 
Now we can extend Theorem 5.8 to disjoint unions of knots as follows:
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Theorem 6.2. Given a solution XD of the E–system, for any braid α ∈ Bn such that α̂ is a
disjoint union of k knots, we have
Θd(q, z)(α̂) = E
1−k
D Θ1(q, z/ED)(α̂) = E
1−k
D P (q, z/ED)(α̂).
Proof. Let α ∈ Bn be such that α̂ is a disjoint union of k knots. Applying the transformation
z 7→ z/ED on the Homflypt polynomial P (q, z), we get
P (q, z/ED)(α̂) =
(
ED
z
√
λH
)n−1√
λH
(α)
τ(q, z/ED)(α)
where
λH =
z − (q − q−1)ED
z
= λD.
By Proposition 6.1, we have
trd,D(q, z)(α) = E
n−k
D τ(q, z/ED)(α).
We deduce that
P (q, z/ED)(α̂) = E
k−1
D
(
1
z
√
λD
)n−1√
λD
(α)
trd,D(q, z)(α) = E
k−1
D Θd(q, z)(α̂).

6.2. Behaviour on the links α̂σ2kn β. The general case, which remains to be examined, is that
of links whose components are linked together (some of them, if not all). Let us consider first this
simple family of 2-component links which are only interconnected by |k| consecutive clasps, and
which includes the Hopf link as the basic case: let α ∈ Bn and β ∈ Bm, for some n,m ∈ N, such
that α̂ and β̂ are disjoint unions of s and t knots respectively (see Figures 2 and 5).
α β
... k
Figure 2. The braid βασ2kn , for k > 0.
If we consider the braid β shifted into the group Bn+m (so that β ∈ Bn+m \Bn+1), the trace of
β does not change. So, for all k ∈ Z, the closure of the braid ασ2kn β ∈ Bn+m is a link with (s+ t)
components. We then have
trd,D(ασ
2k
n β) = trd,D(α) trd,D(σ
2k
n ) trd,D(β).
By Proposition 6.1, we have
trd,D(α) = E
n−s
D τ(α) and trd,D(β) = E
m−t
D τ(β),
while, due to Lemma 1.1, we have
trd,D(σ
2k
n ) = ED τ(σ
2k
n ) + 1− ED.
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Thus, we obtain
trd,D(ασ
2k
n β) = E
n+m−(s+t−1)
D τ(ασ
2k
n β) + E
n+m−(s+t)
D (1− ED) τ(αβ),
whence
Θd(α̂σ2kn β) = E
1−(s+t−1)
D P (α̂σ
2k
n β) + λ
k
DE
1−(s+t)
D (1− ED)P (α̂β)
= E
1−(s+t)
D
[
ED P (α̂σ2kn β) + λ
k
D(1− ED)P (α̂β)
]
.
Hence, the invariants Θd appear to depend not only on the Homflypt polynomial of the same
link (as expected), but also on the Homflypt polynomial of the link comprising the two components
unlinked. Further, we note that the linking number between the two components appears on the
coefficient λkD of P (α̂β).
6.3. Behaviour of trd,D on the elements αei. The behaviour of the invariants Θd on arbitrary
links depends, as we shall see, on a property of the specialized trace trd,D in relation to the elements
ei, and a skein relation that this implies. Indeed, let α ∈ Bn. The behaviour of the specialized
trace trd,D on the elements αei seems to depend on whether the strands i and i+ 1 belong to the
same component of the link α̂ or not. For example, an immediate consequence of Proposition 5.6
and Corollary 5.7 is the following:
Lemma 6.3. If α ∈ Bn is a braid such that α̂ is a knot, then
(6.2) trd,D(αei) = trd,D(α) for all i = 1, . . . , n− 1.
However, Lemma 6.3 does not hold for links. The simplest case is the disjoint union of knots.
Indeed, let α̂ be the disjoint union of the knots α̂j , for j = 1, . . . , k. We have α = α1α2 . . . αk ∈ Bn,
where αj ∈ Bij \ Bij−1+1 for some 1 6 i1 < · · · < ik 6 n with ij − ij−1 > 1 (we take i0 := −1 and
B0 := ∅). Then we have the following:
Lemma 6.4. Let α = α1 . . . αk ∈ Bn be a disjoint union of k knots as above. Let i ∈ {1, . . . , n−1}.
Then
trd,D(αei) =
{
trd,D(α) if i /∈ {i1, . . . , ik};
ED trd,D(α) if i ∈ {i1, . . . , ik}.
Proof. If i /∈ {i1, . . . , ik}, then ij−1 < i < ij for some j = 1, . . . , k. Then
trd,D(αei) = trd,D(α1 . . . αj−1) trd,D(αjei) trd,D(αj+1 . . . αk)
(6.2)
= trd,D(α1 . . . αj−1) trd,D(αj) trd,D(αj+1 . . . αk) = trd,D(α),
On the other hand, if i = ij for some j = 1, . . . , k, then
trd,D(αeij ) = trd,D(α1 . . . αj−1) trd,D(αjeij ) trd,D(αj+1 . . . αk)
(2.6)
= trd,D(α1 . . . αj−1)ED trd,D(αj) trd,D(αj+1 . . . αk) = ED trd,D(α).

Let us now investigate how trd,D(αei) behaves in more complicated links α, where some compo-
nents may be linked. For example, using Lemma 1.1, we obtain the following:
Lemma 6.5. Let i ∈ {1, . . . , n− 1} and let k ∈ Z. Then
(6.3) trd,D(σ
2k
i ei) = trd,D(σ
2k
i ) + ED − 1.
Let us now consider a type of links studied in Subsection 6.2.
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Lemma 6.6. Let α ∈ Bn, β ∈ Bn+m \Bn+1 be such that α̂, β̂ are knots. Let i ∈ {1, . . . , n+m−1}
and let k ∈ Z. Then
trd,D(ασ
2k
n βei) =
{
trd,D(ασ
2k
n β) + (ED − 1)trd,D(αβ) if i = n;
trd,D(ασ
2k
n β) if i 6= n.
Proof. First, we have
trd,D(ασ
2k
n βen) = trd,D(α)trd,D(σ
2k
n en)trd,D(β)
(6.3)
= trd,D(α)trd,D(σ
2k
n )trd,D(β) + (ED − 1)trd,D(α)trd,D(β)
= trd,D(ασ
2k
n β) + (ED − 1)trd,D(αβ).
Now, if i < n, then
trd,D(ασ
2k
n βei) = trd,D(αei)trd,D(σ
2k
n β)
(6.2)
= trd,D(α)trd,D(σ
2k
n β) = trd,D(ασ
2k
n β).
Similarly, if i > n, then
trd,D(ασ
2k
n βei) = trd,D(ασ
2k
n )trd,D(βei)
(6.2)
= trd,D(ασ
2k
n )trd,D(β) = trd,D(ασ
2k
n β).

Remark 6.7. Using Lemma 6.4, we can obtain a similar result for all links of the form α̂σ2kn β,
where α̂ and β̂ are disjoint unions of knots.
6.4. A special skein relation for links. The behaviour of trd,D on the elements αei explored
in Subsection 6.3 makes the search for a skein relation for the invariants Θd difficult, since ei does
not have by itself a topological interpretation on classical links. However, we shall show that there
exists a (non-defining) skein relation for the invariants Θd, which can only be applied on crossings
involving two different components. The result is proved via the invariants Φd,D. Specifically, we
have the following.
Proposition 6.8. Let β ∈ Fn and i ∈ {1, . . . , n− 1}. Let
L+ = β̂σi, L− = β̂σ−1i and L0 = β̂.
Suppose we apply the skein relation (3.4) of Φd,D on L+ on the crossing σi and that the i-th and
(i + 1)-st strands (at the region of the crossing) belong to different components. Then the skein
relation reduces to the skein relation of the Homflypt polynomial P = P (q, λD):
(6.4)
1√
λD
Φd,D(L+)−
√
λDΦd,D(L−) = (q − q−1)Φd,D(L0),
see Figure 3. Furthermore, if we take β ∈ Bn as a framed braid with all framings zero, then the
above skein relation of Φd,D also holds for the invariants Θd, since it involves only classical links:
(6.5)
1√
λD
Θd(L+)−
√
λDΘd(L−) = (q − q−1)Θd(L0),
β β β
L+ = β̂σ1 L− = β̂σ1−1 L0 = β̂
Figure 3. The links in the special skein relation in open braid form.
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Proof. The skein relation of Φd,D is
1√
λD
Φd,D(L+)−
√
λDΦd,D(L−) =
q − q−1
d
d−1∑
s=0
Φd,D(Ls),
where Ls = β̂tsi t
d−s
i+1 (recall Figure 1). Since the i-th and (i + 1)-st strands belong to different
components of L+, then they must belong to the same component of Ls (otherwise, the crossing σi
would put them in the same component of L+). Thus, the link Ls can be also represented by the
braid where the framing of the (i+ 1)-st strand is added to the framing of the i-th strand. Hence,
both framed braids βtsi t
d−s
i+1 and βt
s+d−s
i = β represent Ls, for all s = 0, . . . , d − 1. We conclude
that
1
d
d−1∑
s=0
Φd,D(Ls) =
1
d
d−1∑
s=0
Φd,D(β̂) = Φd,D(β̂) = Φd,D(L0).

Remark 6.9. Another way of writing the skein relation (6.4) for Φd,D is the following:
(6.6) Φd,D(L±) = λ±1D Φd,D(L∓)± (q − q−1)
√
λD
±1
Φd,D(L0).
Remark 6.10. With the old quadratic relations, we would not have been able to derive the skein
relation of Proposition 6.8 for the invariants ∆d. The reason is that the skein relation (3.3) for the
invariants Γd,D contains also diagrams Ls× of L+ with framings, which cannot be collected together
since they belong to different components.
Proposition 6.8 allows us to prove that the elements βei have a specific behaviour under the
trace trd,D when the i-th and (i+ 1)-st strands belong to the same component of the link β̂.
Proposition 6.11. Let β ∈ Fn and i ∈ {1, . . . , n−1}. If the i-th and (i+ 1)-st strands of β belong
to the same component of the link β̂, then trd,D(βei) = trd,D(β).
Proof. Consider the framed link β̂σi. The i-th and (i + 1)-st strands of β̂σi belong to different
components. By Proposition 6.8, we have:
Φd,D(L0) =
1
d
d−1∑
s=0
Φd,D(Ls),
where Ls = β̂tsi t
d−s
i+1 and L0 = β̂. Since Ls and L0, represented as framed braids, have the same
number of strands and the same exponent sum, the definition of the invariant Φd,D yields
trd,D(β) =
1
d
d−1∑
s=0
trd,D(βt
s
i t
d−s
i+1 ),
Due to the linearity of trd,D, we obtain the desired result. 
Corollary 6.12. Let β ∈ Fn and i, k ∈ {1, . . . , n}. If the i-th and k-th strands of β belong to the
same component of the link β̂, then trd,D(βei,k) = trd,D(β).
Proof. We have
trd,D(βei,k) = trd,D(βσk−1 . . . σiei(σk−1 . . . σi)−1) = trd,D((σk−1 . . . σi)−1βσk−1 . . . σiei).
The i-th and (i+1)-st strands of the braid (σk−1 . . . σi)−1βσk−1 . . . σi belong to the same component
of its closure (which is equivalent to β̂), so by Proposition 6.11, we obtain
trd,D((σk−1 . . . σi)−1βσk−1 . . . σiei) = trd,D((σk−1 . . . σi)−1βσk−1 . . . σi) = trd,D(β),
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as desired. 
The most important consequence of the special skein relation (6.5) is the following: let L = α̂
be an arbitrary link, in the form of a closed braid. The braid α can be written as a product of a
pure braid followed by a standard permutation braid. Moreover, by conjugation, this can be done
so that each component of the link is composed of consecutive strands of the braid. Now, writing
the pure braid as a word of the generators of the pure braid group makes recognizable the clasps
between any two components of the link. Applying the special skein relation of Proposition 6.8 on
a clasp, it will result in a diagram with a local Reidemeister II move and the diagram with the two
different components merged into one, see Figure 4.
1√
λD
α
=
√
λD
α
+(q − q−1)
α
Figure 4. Removing a clasp using the special skein relation.
Then by induction on the number of clasps, we can decompose the initial link L into sums of
knots and disjoint unions of knots.
6.5. Behaviour on 2-component links. We now associate to every link L a weighted graph
GL. A vertex of the graph corresponds to a component of the link, and an edge with weight r
corresponds to r clasps between the two components (either with positive or negative crossings).
The edges of weight 0 (which correspond to two unlinked components) are removed from the graph.
For example, the graph • r • describes a 2-component link with r clasps (see Figure 5 for examples
of links with r = 1 and r = 3). The clasps may or may not be consecutive. That is, the link cannot
be recovered from the graph.
Figure 5. The Hopf link [ChaLi] and a 2-component link with three negative clasps.
Since the skein relation can be only used on crossings involving different components, it can be
used to untie a component of a link. Then, by reducing to the case of 1-component links, that is,
the case of knots, we can compare the invariants Θd to the Homflypt polynomial P .
First, we prove the following result for 2-component links.
Proposition 6.13. Let L be a 2-component link whose components are linked by r clasps. Let I
be the disjoint union of these two components. Then
Θd(L) = P (L) + λ
ξ(L)
D (E
−1
D − 1)P (I),
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or diagrammatically,
Θd(• r •) = P (• r •) + λξ(L)D (E−1D − 1)P (• •),
where ξ(L) is the sum of the signs of all clasps.
Proof. We proceed by induction on r, the number of clasps. For r = 1, we may have either a
positive or negative clasp. If we apply the skein relation (6.6) on one crossing of the clasp, we get
a new link with the clasp removed and a knot (since the two components will be joined):
Θd(L) = λ
±1
D Θd(I)± (q − q−1)
√
λD
±1
Θd(K),
where K is a knot. Since I is a disjoint union of 2 knots and K is a knot, by Theorem 5.8 and
Theorem 6.2, we get
Θd(L) = λ
±1
D E
−1
D P (I)± (q − q−1)
√
λD
±1
P (K).
Applying the skein relation of the Homflypt polynomial on K yields
Θd(L) = λ
±1
D E
−1
D P (I) + P (L)− λ±1D P (I) = P (L) + λ±1D (E−1D − 1)P (I).
Assume now that the statement holds for 2-component links with up to r − 1 clasps. We have
Θd(L) = λ
±1
D Θd(L˜)± (q − q−1)
√
λD
±1
Θd(K),
where L˜ is obtained from L with the removal of one clasp and K is a knot. Following the induction
hypothesis,we obtain
Θd(L) = λ
±1
D
[
P (L˜) + λ
ξ(L˜)
D (E
−1
D − 1)P (I)
]
± (q − q−1)
√
λD
±1
Θd(K).
Since ξ(L) = ξ(L˜)± 1 and K is a knot, we have
Θd(L) = λ
±1
D P (L˜) + λ
ξ(L)
D (E
−1
D − 1)P (I) + P (L)− λ±1D P (L˜) = P (L) + λξ(L)D (E−1D − 1)P (I),
as desired. 
Since the invariants Θd are topologically equivalent to the Homflypt polynomial on knots, it
would be expected that the skein relation of the Homflypt polynomial holds also for the invariants
Θd when applied on crossings involving the same component. However, this is not true for the case
of knots. Namely:
Corollary 6.14. The skein relation of the Homflypt polynomial does not hold for the invariants
Θd if applied on a knot.
Proof. Let K+ be a knot. Then K− is a knot and K0 is a 2-component link. Let I be the disjoint
union of the two components of K0. Applying (3.5) we obtain:
1√
λD
P (K+)−
√
λDP (K−) = (q − q−1)P (K0)
Thm. 5.8⇔ 1√
λD
Θd(K+)−
√
λDΘd(K−) = (q − q−1)P (K0)
Prop. 6.13⇔ 1√
λD
Θd(K+)−
√
λDΘd(K−) = (q − q−1)
[
Θd(K0)− λξ(K0)D (E−1D − 1)P (I)
]
.
Since I is a disjoint union of two knots, by Theorem 6.2, we have P (I) = ED Θd(I). Therefore,
1√
λD
Θd(K+)−
√
λDΘd(K−) = (q − q−1)
[
Θd(K0) + λ
ξ(K0)
D (ED − 1)Θd(I)
]
.

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Due to Corollary 6.14, one cannot assume that the skein relation of the Homflypt polynomial
holds for crossings of the same component on arbitrary links.
6.6. General behaviour on links. We will now examine the behaviour of the invariants Θd on
links with arbitrary number of components. Set
A := Q[q±1,√λD±1].
Using the skein relation (6.5) on a crossing involving two components, we get one link with the
same number of components and another link with one component less. This result can be applied
to links with an arbitrary number of components, in which case we obtain the following.
Proposition 6.15. Let L be an `-component link. Let K1,K2, . . . ,K` denote the components of
L and let i ∈ {1, . . . , `}. Denote by L(i) the `-component link obtained from L after unlinking Ki
from the rest of the link, that is, L(i) is the disjoint union of Ki and L \ Ki. Then Θd(L) is an
A-linear combination of Θd(L(i)) and values of Θd on links with ` − 1 components. Further, this
linear combination is produced by the skein relation.
Proof. Suppose that Ki is linked to mi other components Kj1 , . . . ,Kjmi with 1 6 j1, . . . , jmi 6 `.
Let r1, . . . , rmi be the number of clasps between Ki and Kj1 , . . . ,Kjmi respectively. For all s =
1, . . . ,mi and t = 1, . . . , rs, denote by ξ(js, t) the sign of the t-th clasp between Ki and Kjs .
If mi = 0, then Ki is disjoint from the rest of the link. We have L = L
(i) and so the statement
holds automatically. Let mi > 0. First, we try to unlink Ki from the rest of the link by resolving the
clasps between Ki and Kj1 via the skein relation. As previously, applying the skein relation results
in two new links: one with r1 − 1 clasps between Ki and Kj1 , and one with the two components
Ki and Kj1 joined. We apply now the skein relation to the former link. Again, we obtain two new
links: one with r1 − 2 clasps between Ki and Kj1 , and one with the two components Ki and Kj1
joined. We continue the same procedure, until we have applied the skein relation r1 times and we
are left with:
(a) r1 knots formed by the union of Ki and Kj1 , and so r1 links with `− 1 components, and
(b) one disjoint union of Ki and Kj1 , and so the link obtained from L after unlinking Ki from K1
(which is also a link with ` components).
Diagrammatically, we have the following skein tree after we apply the skein relation r1 times:
P
P• r1 •PP
S
S
Sw


/
λ
ξ(j1,1)
D ξ(j1, 1)(q − q−1)
√
λD
ξ(j1,1)
P
P•r1 − 1•PP PP•PP(i,j1)1
S
S
Sw


/
λ
ξ(j1,2)
D ξ(j1, 2)(q − q−1)
√
λD
ξ(j1,2)
... P
P•PP(i,j1)2
S
S
Sw


/
λ
ξ(j1,r1−1)
D ξ(j1, r1 − 1)(q − q−1)
√
λD
ξ(j1,r1−1)
P
P• 1 •PP PP•PP(i,j1)r1−1
S
S
Sw


/
λ
ξ(j1,r1)
D ξ(j1, r1)(q − q−1)
√
λD
ξ(j1,r1)
P
P• •PP PP•PP(i,j1)r1
32
where P
P•PP(i,j1)t , for t = 1, . . . , r1, denotes the link with ` − 1 components which is produced by
joining the components Ki and Kj1 when applying the skein relation on the clasp t (the edges
adjacent to the vertex are due to the fact that this component may be linked to more components).
Hence, we obtain
Θd(L) = λ
η(j1,r1)
D Θd(
PP• •PP) + (q − q−1)
r1∑
t=1
ξ(j1, t)λ
η(j1,t−1)+ξ(j1,t)/2
D Θd
(
P
P•PP(i,j1)t
)
,
where η(j1, 0) := 0 and η(j1, t) :=
∑t
j=1 ξ(j1, j) for all t = 1, . . . , r1. Setting
ξ(j1) := η(j1, r1) and ΞD(j1, t) := ξ(j1, t)λ
η(j1,t−1)+ξ(j1,t)/2
D for all t = 1, . . . , r1,
we obtain
Θd(L) = λ
ξ(j1)
D Θd(
PP• •PP) + (q − q−1)
r1∑
t=1
ΞD(j1, t)Θd
(
P
P•PP(i,j1)t
)
.
Next, we apply the same procedure on the clasps between the components Ki and Kj2 , . . . ,Kjmi .
We deduce that
(6.7) Θd(L) = µ
(mi)
D Θd(L
(i)) + (q − q−1)
mi∑
s=1
(
µ
(s−1)
D
rs∑
t=1
ΞD(js, t)Θd
(
P
P•PP(i,js)t
))
,
where µ
(0)
D := 1 and µ
(s)
D := λ
ξ(j1)+···+ξ(js)
D for all s = 1, . . . ,mi. 
We can now apply Proposition 6.15 to the `-component link L(i) and all (`− 1)-component links
appearing in (6.7). We can repeat the procedure until Θd(L) is written as an A-linear combination
of values of Θd on disjoint unions of knots with up to ` components. For k = 1, . . . , `, let N (L)k
denote the set of all disjoint unions of k knots appearing in this linear combination. We thus have
(6.8) Θd(L) =
∑`
k=1
∑
α̂∈N (L)k
c(α̂) Θd(α̂)
for some c(α̂) ∈ A. Since the above linear combination is produced only with the use of the skein
relation, and the skein relation is the same as the one of the Homflypt polynomial P = P (q, λD),
we also have
(6.9) P (L) =
∑`
k=1
∑
α̂∈N (L)k
c(α̂)P (α̂).
The above analysis culminates to the following, which is the main result of this section.
Theorem 6.16. For any `-component link L, the value Θd(L) is an A-linear combination of P (L)
and the values of P on disjoint unions of knots obtained by the skein relation:
Θd(L) =
∑`
k=1
E1−kD
∑
α̂∈N (L)k
c(α̂)P (α̂) = P (L) +
∑`
k=2
(E1−kD − 1)
∑
α̂∈N (L)k
c(α̂)P (α̂).
Conversely, the value P (L) is an A-linear combination of Θd(L) and the values of Θd on disjoint
unions of knots obtained by the skein relation:
P (L) =
∑`
k=2
Ek−1D
∑
α̂∈N (L)k
c(α̂) Θd(α̂) = Θd(L) +
∑`
k=2
(Ek−1D − 1)
∑
α̂∈N (L)k
c(α̂) Θd(α̂).
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Proof. Both statements follow immediately by (6.8), (6.9) and Theorem 6.2. Note that for k = 1
the corresponding term is zero. 
Remark 6.17. Note that the only element in N (L)` is the disjoint union of all components of L,
that is, K1 unionsq . . . unionsqK`. We have c(K1 unionsq . . . unionsqK`) = µ(m1)D . . . µ(m`)D .
In fact, Theorem 6.16 can be generalized to obtaining any of the invariants Θd′ by any other
invariant Θd. Following the established notation, the set D still denotes Z/dZ and the set D′ will
now be Z/d′Z, for d, d′ ∈ N. More precisely, we have the following:
Theorem 6.18. Let d, d′ ∈ N. For any `-component link L, the value Θd′(L) is an A-linear
combination of Θd(L) and the values of Θd on disjoint unions of knots obtained by the skein relation:
Θd′(L) = Θd(L) +
∑`
k=2
((
ED
ED′
)k−1
− 1
) ∑
α̂∈N (L)k
c(α̂) Θd(α̂).
Proof. Following Theorem 6.16, we have
Θd′(L)−Θd(L) =
∑`
k=2
(E1−kD′ − E1−kD )
∑
α̂∈N (L)k
c(α̂)P (α̂).
Now, note that, for all k = 2, . . . , `,
E1−kD′ − E1−kD =
((
ED′
ED
)1−k
− 1
)
E1−kD =
((
ED
ED′
)k−1
− 1
)
E1−kD .
By Theorem 6.2, we have
E1−kD
∑
α̂∈N (L)k
c(α̂)P (α̂) =
∑
α̂∈N (L)k
c(α̂)E1−kD P (α̂) =
∑
α̂∈N (L)k
c(α̂) Θd(α̂).
We conclude that
Θd′(L) = Θd(L) +
∑`
k=2
((
ED
ED′
)k−1
− 1
) ∑
α̂∈N (L)k
c(α̂) Θd(α̂).

6.7. Defining Θd diagrammatically via skein relations. Let L be an oriented link. By the
special skein relation of Proposition 6.8 the value of Θd on L at variables (q, λD) can be computed
diagrammatically by applying the following procedure:
Step 1. Apply the skein relation of Proposition 6.8 on crossings linking different components until
the link L is decomposed into disjoint unions of knots. An algorithmic process for achieving
this, different from the one described in Subsection 6.4, is the following: we order the
components of L and we select a starting point on each component. Starting from the
chosen point of the first component and following its orientation we apply the skein relation
on all mixed crossings we encounter, so that the arcs of this component are always overarcs.
We proceed similarly with the second component changing all mixed crossing except for
crossings involving the first component, and so on. In the end we obtain the split version
of the original link.
Step 2. Following Theorem 6.16 and its notation, we obtain
Θd(L) =
∑`
k=1
E1−kD
∑
α̂∈N (L)k
c(α̂)P (α̂).
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Step 3. Apply the skein relation (3.5) of the Homflypt polynomial to obtain the value of P on α̂
at variables (q, λD), for all disjoint unions of knots α̂ ∈ N (L)k, k = 1, . . . , `.
Note that the special skein relation of Proposition 6.8 for Θd at variables (q, λD) is the same as
the skein relation of the Homflypt polynomial (3.5) at variables (q, λD), but it can only be applied
to crossings between different components. So, since the invariants Θd are well-defined via braid
methods, we obtain the following:
Theorem 6.19. The invariants Θd can be completely defined via the Homflypt skein relation (with
the use of Theorem 6.16).
Remark 6.20. In this paper the fact that the invariants Θd are well-defined is established by their
algebraic construction. However, one could also prove it via the diagrammatic method of Lickorish–
Millett for proving that the Homflypt polynomial is well-defined [LiMi]. Namely, we start as in the
algorithm above for evaluating the invariants Θd, that is, we order the components of the link and
we select a point on each component. Then we have to show that the evaluation does not depend
on the ordering of the components, on the choice of starting points, on the Reidemeister moves or
on the crossings on which the skein relation is applied, and this is done by employing inductive
arguments.
Theorem 6.19 renders the invariants Θd much more easily computable than via the braid ap-
proach. Further, as we shall see next, it enables us to make a direct comparison of the invariants
Θd with the Homflypt polynomial on links.
Remark 6.21. Theorem 6.19, as well as the preceding results of Subsections 6.5 and 6.6, are not
vaild for the invariants ∆d, due to the lack of a special skein relation for classical links.
7. Comparison of the invariants Θd with P on classical links
In this section we prove that the invariants Θd are not topologically equivalent to the Homflypt
polynomial.
Let L1 and L2 be two links. We will say that L1 and L2 are Θd-equivalent (respectively P -
equivalent) if Θd(L1) = Θd(L2) (respectively P (L1) = P (L2)). Theorem 6.16 tells us that the
values of the invariants Θd depend on values of P . This could be taken a strong lead that the
invariants Θd are topologically equivalent to the Homflypt polynomial. On the other hand, again
by Theorem 6.16, two P -equivalent links may not be necessarily Θd-equivalent. Similarly, by
Theorem 6.18, a Θd-equivalent pair may not be Θd′-equivalent if d
′ 6= d. Yet, for the case of 2-
component links we prove the following: Let L1, L2 be two 2-component P -equivalent links. Then
L1 and L2 are distinguished by some Θd if and only if they are distinguished by any Θd′ for d, d
′ > 2.
However, this result cannot be generalized to links with more components.
Afterwards, we investigate computationally whether any P -equivalent pairs of links can be dis-
tinguished by the invariants Θd. Our computations (using the program mentioned in Remark 4.17)
showed that six pairs of P -equivalent 3-component links are distinguished by the invariants Θd. We
present these pairs of links and we give the values of Θd on them in Appendix A. Further, using
Theorem 6.19, for one of the six pairs we give a complete diagrammatic proof that they are not
Θd-equivalent for every d > 2. This implies that the invariants Θd are not topologically equivalent
to the Homflypt polynomial P on links, which is the main result of this paper.
7.1. Comparison of the invariants Θd on P -equivalent 2-component links. We shall now
consider the set of links with two components.
Theorem 7.1. Let d, d′ > 2 and let L1 and L2 be a pair of 2-component P -equivalent links. Then
L1 and L2 are Θd-equivalent if and only if they are Θd′-equivalent.
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Proof. By Theorem 6.16, we have
Θd(L1) = P (L1) +
∑
α̂1∈N (L1)2
(E−1D − 1) c(α̂1)P (α̂1).
and
Θd(L2) = P (L2) +
∑
α̂2∈N (L2)2
(E−1D − 1) c(α̂2)P (α̂2).
Hence,
Θd(L1)−Θd(L2) = (E−1D − 1)
 ∑
α̂1∈N (L1)2
c(α̂1)P (α̂1)−
∑
α̂2∈N (L2)2
c(α̂2)P (α̂2)

︸ ︷︷ ︸
=:T2(L1,L2)
.
If d 6= 1, we have ED 6= 1, and so Θd(L1) = Θd(L2) if and only if T2(L1, L2) = 0. Since T2(L1, L2)
is independent of the choice of d, we obtain the desired result. 
Remark 7.2. For links with more than two components, it is not easy to derive directly a statement
similar to that of Theorem 7.1. We will demonstrate this by considering 3-component links: let L1
and L2 be two 3-component P -equivalent links. Then, by Theorem 6.16, we obtain
Θd(L1)−Θd(L2) = (E−1D − 1)
[
T2(L1, L2) + (E
−1
D + 1)
 ∑
α̂1∈N (L1)3
c(α̂1)P (α̂1)−
∑
α̂2∈N (L2)3
c(α̂2)P (α̂2)

︸ ︷︷ ︸
:=T3(L1,L2)
]
.
Now the quantity T2(L1, L2) + (E
−1
D + 1)T3(L1, L2) involves ED, so it depends on the choice of d.
Hence, we cannot use the same argument as in the proof of Theorem 7.1.
7.2. Computations on specific P -equivalent links. As mentioned in Remark 4.17, a computer
program has been developed on Mathematica, which calculates the trace trd,D by using only the
five rules of Theorem 4.3 and the new quadratic relation. This program has been used to compute
the invariants Θd on all 2.978 knots up to 12 crossings and their mirror images, in order to confirm
computationally Theorem 5.8 and the mirroring property of Θd [ChmJaKaLa, Proposition 3.6].
The data were obtained by KnotInfo [ChaLi].
Now, out of 4.188 links (with up to 11 crossings), there are 89 pairs of P -equivalent links which
do not differ only by orientation, that is, they are different links if considered as unoriented links.
Using the data from LinkInfo [ChaLi], we computed the invariants Θd on all of them. Out of
these 89 P -equivalent pairs of links, 83 are still Θd-equivalent for generic d, yet we found that the
following six pairs of 3-component P -equivalent links are not Θd-equivalent for every d > 2:
L11n358{0, 1} L11n418{0, 0}
L11a467{0, 1} L11a527{0, 0}
L11n325{1, 1} L11n424{0, 0}
L10n79{1, 1} L10n95{1, 0}
L11a404{1, 1} L11a428{0, 1}
L10n76{1, 1} L11n425{1, 0}
Table 1. Six P -equivalent pairs of 3-component links which are not Θd-equivalent.
Specifically, for these pairs we computed the differences of the polynomials:
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Θd(L11n358{0, 1})−Θd(L11n418{0, 0}) =
(ED − 1)(λD − 1)(q − 1)2(q + 1)2
(
q2 − λD
) (
λDq
2 − 1)
EDλ4Dq
4
,
Θd(L11a467{0, 1})−Θd(L11a527{0, 0}) =
(ED − 1)(λD − 1)(q − 1)2(q + 1)2
(
q2 − λD
) (
λDq
2 − 1)
EDλ4Dq
4
,
Θd(L11n325{1, 1})−Θd(L11n424{0, 0}) = −
(ED − 1)(λD − 1)(q − 1)2(q + 1)2
(
q2 − λD
) (
λDq
2 − 1)
EDλ3Dq
4
,
Θd(L10n79{1, 1})−Θd(L10n95{1, 0}) =
(ED − 1)(λD − 1)(q − 1)2(q + 1)2
(
λD + λDq
4 + λDq
2 − q2)
EDλ4Dq
4
,
Θd(L11a404{1, 1})−Θd(L11a428{0, 1}) =
(ED − 1)(λD − 1)(λD + 1)(q − 1)2(q + 1)2
(
q4 − λDq2 + 1
)
EDq4
,
Θd(L10n76{1, 1})−Θd(L11n425{1, 0}) = (ED − 1)(λD − 1)(λD + 1)(q − 1)
2(q + 1)2
EDλ3Dq
2
.
Note that the factor (ED − 1) is common to all six pairs. This confirms that the pairs have the
same Homflypt polynomial, since for ED = 1 the difference collapses to zero. For a comprehensive
list of the links of Table 1 with their braid words and the values of Θd on them, see Appendix A.
Further, all the computations can be found on http://www.math.ntua.gr/~sofia/yokonuma.
7.3. Distinguishing diagrammatically the links L11n358{0, 1} and L11n418{0, 0}. We have
seen that the value of Θd at variables (q, λD) can be computed also diagrammatically by applying
the procedure described in Subsection 6.7 (Theorem 6.19). Notice that the difference between
calculating Θd and P on a link diagram using this procedure lies exclusively in Step 2, since Steps
1 and 3 involve only the skein relation of the Homflypt polynomial. In Step 2 a coefficient which
depends on ED appears when calculating Θd; this does not exist for P . Further, the difference of
the invariants Θd on a P -equivalent pair of links depends only on the values of the disjoint unions
of knots that appear after we apply the special skein relation on both links, due to Theorem 6.16.
Hence, if two P -equivalent links decompose into the same disjoint unions of knots with the same
coefficients under the special skein relation, then they are Θd-equivalent. If, however, they have
different decompositions and they are not Θd-equivalent, then this may only be caught in Step 2.
We now state the main result of this paper:
Theorem 7.3. The invariants Θd are not topologically equivalent to the Homflypt polynomial for
any d > 2.
Proof. Given our computational data, it suffices to prove that the invariants Θd distinguish one
pair of links from Table 1. We now prove diagrammatically, using Theorem 6.19, that the links
L11n358{0, 1} and L11n418{0, 0} are not Θd-equivalent for every d > 2. The diagrams in Figure 6
(obtained from [ChaLi]) illustrate the above links:
Figure 6. The links L11n358{0, 1} and L11n418{0, 0}.
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Denote by U the unknot and by L∗ the mirror image of a link L. Applying the skein relation
(6.5) (see also Remark 6.9) on each diagram resolves the diagram into disjoint unions of knots.
These knots need to be identified. The isotopy class of a knot diagram can be easily identified
either by comparison with known diagrams or by calculating its Homflypt polynomial; the latter
can be done either directly from the diagram or by using a braid presentation obtained by the knot
diagram.
Beginning with the diagram of the link L11n358{0, 1} we obtain the skein tree illustrated in
Figure 7:
+
S
S
Sw
(q − q−1)√λD

/
λD
_
_=: L1
?
− (q−q−1)√
λD



+
λ−1D
_
3∗1



+
λ−1D QQ
Q
Qs
− (q−q−1)√
λD
6∗2 unionsq U 6∗2
Figure 7. The skein tree of the link L11n358{0, 1}.
In the skein tree of Figure 7 there are resulting knots which need to be identified. For example, the
knot 6∗2 can be easily identified by its diagram (available at http://www.indiana.edu/~knotinfo/
diagram_display/diagram_display_6_2.html [ChaLi]). Hence we have:
Θd(L11n358{0, 1}) =λD Θd(L1) + (q − q−1)λ−
3
2
D Θd(6
∗
2 unionsq U)
− (q − q−1)2λ−1D Θd(6∗2)− (q − q−1)2 Θd(3∗1).
Now, the skein tree of the link L1 is illustrated in Figure 8:
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L1 = _



/
λ−1D
S
S
S
Sw
−(q−q−1)√
λD
_ _



/
λ−1D
S
S
S
Sw
−(q−q−1)√
λD
?
λ−1D
A
A
AU
−(q−q−1)√
λD
_
_
_
3∗1



/
λ−1D
S
S
S
Sw
−(q−q−1)√
λD



λ−1D
A
A
AU
−(q−q−1)√
λD



λ−1D
A
A
AU
−(q−q−1)√
λD
_ _
U unionsq U U 3∗1 unionsq U 3∗1



λ−1D
C
C
CW
−(q−q−1)√
λD



λ−1D
C
C
CW
−(q−q−1)√
λD
U unionsq U unionsq U U unionsq U U unionsq U U
Figure 8. The skein tree of the link L1 (skein tree of L11n358{0, 1} continued).
Hence,
Θd(L1) =λ
−4
D Θd(U unionsq U unionsq U)− 2(q − q−1)λ
− 7
2
D Θd(U unionsq U) + λ−3D (q − q−1)2 Θd(U)
− λ−
5
2
D (q − q−1) Θd(U unionsq U) + λ−2D (q − q−1)2 Θd(U)− λ
− 5
2
D (q − q−1) Θd(3∗1 unionsq U)
+ λ−1D (q − q−1)2 Θd(3∗1) + λ−2D (q − q−1)2 Θd(3∗1).
Now, the value of Θd on knots is known due to Theorem 5.8 and the mirroring property of the
Homflypt polynomial, that is, P (q, λD)(L
∗) = P (q−1, λ−1D )(L) for a link L. Following this, and
using Theorem 6.2 we obtain:
Θd(L11n358{0, 1}) =
((
q − q−1)2
λD
− 1− λD
EDλ2D
)
P (3∗1)−
((
q − q−1)2
λD
− 1− λD
EDλ2D
)
P (6∗2)
−
(
λ−2D + 2λ
−3
D
)
(1− λD)
ED
+
(
q − q−1)2 (λ−1D + λ−2D )+ (1− λD)2
E2D (q − q−1)2 λ4D
.
The Homflypt polynomial takes the following values on the knots 3∗1 and 6∗2:
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P (3∗1) =
−q2 + λD + q4λD
q2λ2D
P (6∗2) =−
λD + q
8λD + q
4(1 + 2λD)− q2(1 + λD + λ2D)− q6(1 + λD + λ2D)
q4λ2D
.
Putting everything together, we finally obtain that:
Θd(L11n358{0, 1}) =
(
E2Dλ
4
D(q − 1)2q6(q + 1)2
)−1 (
EDλD + EDλDq
4 − 2EDλDq2 + λDq2 − q2
)
(EDλD + EDλDq
12 − EDλ2Dq10 − 2EDλDq10 − EDq10 + 3EDλ2Dq8
+ 4EDλDq
8 + 2EDq
8 − 4EDλ2Dq6 − 6EDλDq6 − 2EDq6 + 3EDλ2Dq4
+ 4EDλDq
4 + 2EDq
4 − EDλ2Dq2 − 2EDλDq2 − EDq2 + λDq6 − q6),
which can be easily confirmed by any computer algebra system.
Now we apply the same procedure to the link L11n418{0, 0}. Applying the special skein relation
once, we get two new links L2 and L3 as illustrated in Figure 9:
_
PPPq
−(q−q−1)√
λD)
λ−1D
_
_
=: L2 =: L3
Figure 9. The skein tree of the link L11n418{0, 0}.
Hence, we have that:
Θd(L11n418{0, 0}) = λ−1D Θd(L2)− (q − q−1)
√
λD
−1
Θd(L3).
We analyze first the link L2 into simpler links via the special skein relation, as in Figure 10:
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L2 = _
PPPq
−(q − q−1)√λD−1)
λ−1D
_
+
S
S
Sw
(q − q−1)√λD

/
λDS
S
Sw
−(q − q−1)√λD−1

/
λ−1D
=: L4 U unionsq U
_
5∗2
S
S
Sw
−(q − q−1)√λD−1

/
λ−1D
3∗1 unionsq U 3∗1
Figure 10. The skein tree of the link L2 (skein tree of L11n418{0, 0} continued).
By the above decomposition we obtain:
Θd(L2) = λ
−2
D Θd(L4)− (q − q−1)λ
− 3
2
D Θd(U unionsq U)− (q − q−1)
√
λD
−1
Θd(3
∗
1 unionsq U)
+ (q − q−1)2 Θd(3∗1)− (q − q−1)2 Θd(5∗2).
In the skein tree of Figure 10, the knot 5∗2 was identified by its value of P . Namely, the diagram
is braided and it corresponds to the braid word σ−11 σ2σ
−1
1 σ
−3
2 (cutting along the grey line on the
diagram). We then computed the Homflypt polynomial on this word through the trace τ , and we
found that it corresponds to the knot 5∗2.
Further, the link L4 can be easily decomposed, so we have:
Θd(L4) = Θd(U unionsq U unionsq U) + (q − q−1)(λ−
1
2
D − λ
1
2
D) Θd(U unionsq U)− (q − q−1)2 Θd(U).
Similarly, we decompose in Figure 11 the link L3:
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L3 =
_
S
S
S
Sw
−(q−q−1)√
λD



/
λ−1D
_
820S
S
S
Sw
−(q−q−1)√
λD



/
λ−1D
_
USS
S
Sw
−(q−q−1)√
λD



/
λ−1D
31 unionsq U 31
Figure 11. The skein tree of the link L3 (skein tree of L11n418{0, 0} continued).
The knot 820 in Figure 11 is identified by its braid word σ
−1
2 σ1σ
−1
2 σ
−1
1 σ2σ
−1
1 σ
−1
2 σ1 (cutting along
the grey line). Hence, for the link L3 we have:
Θd(L3) =λ
−3
D Θd(31 unionsq U)− (q − q−1)λ
− 5
2
D Θd(31)
− (q − q−1)λ−
3
2
D Θd(U)− (q − q−1)
√
λD
−1
Θd(820).
By Theorem 5.8 and Theorem 6.2 we now obtain:
Θd(L11n418{0, 0}) =
(
λD − 1
EDλ4D
+
(
q − q−1)2
λ3D
)
P (31) +
(
λD − 1
EDλ2D
+
(
q − q−1)2
λD
)
P (3∗1)
−
(
q − q−1)2
λD
P (5∗2) +
(
q − q−1)2
λD
P (820) +
(
λ−4D − 2λ−3D
)
(1− λD)
ED
+
(
q − q−1)2
λ2D
−
(
q − q−1)2
λ3D
+
(1− λD)2
E2D (q − q−1)2 λ4D
.
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For the knots 31, 5
∗
2 and 820 we have that:
P (31) =(q
−2 + q2 − λD)λD
P (5∗2) =
λD + λ
2
D + q
4λD(1 + λD)− q2(1 + λD + λ2D)
q23
P (820) =
λD + q
8λD + q
4λD(2 + λD)− q2(1 + λ2D)− q6(1 + λ2D)
q4λ2D
.
Using Theorem 6.2 and the value P (3∗1) from the analysis of the link L11n358{0, 1}, we get the
final result:
Θd(L11n418{0, 0}) =
(
E2Dλ
4
Dq
6
(
q2 − 1)2)−1 [E2D (q2 − 1)4 (λ2D + λ2Dq8 + λD (−λ2D + λD − 2) q6
+
(
4λ2D − λD + 1
)
q4 + λD
(−λ2D + λD − 2) q2)
+ ED
(
q2 − 1)2 q4[2(λD − 1)λD + 2(λD − 1)λDq4
− (λ3D − 3λ2D + 4λD − 2) q2]+ (λD − 1)2q8],
which can be easily confirmed computationally.
By using a computer algebra system, it is easy to see that the pair of the two links is not
Θd-equivalent for every d > 2. The proof of Theorem 7.3 is now concluded. 
Remark 7.4. The intrinsic difference in computing the invariants Θd and P lies on the different
values of these invariants on disjoint unions of knots. In particular, if K is a knot and U is the
unknot, for the invariants Θd it holds that:
Θd(K unionsq U) = 1− λD
(q − q−1)√λDED
Θd(K),
while for P we have that:
P (K unionsq U) = 1− λD
(q − q−1)√λD
P (K).
Following Theorem 7.3, Theorem 6.19 and Remark 5.10, we have obtained a new family of skein
invariants for classical links. The fact that the invariants Θd can be defined diagrammatically
through skein relations is very important for two reasons:
(a) the computation of the invariants Θd becomes much easier, and
(b) there are very few other skein invariants in the literature (such as the Alexander–Conway
polynomial, the Jones polynomial, the Homflypt polynomial and the Kauffman polynomial).
7.4. Comparing the properties of the invariants Θd and P . The invariants Θd satisfy some
of the properties of the Homflypt polynomial. More specifically, for L,L′ arbitrary oriented links,
these are:
• Reversing orientation:
Θd(L) = Θd(
←−
L ),
where
←−
L is the link L with reversed orientation on all components.
• Split links:
Θd(L unionsq L′) = 1− λD
(q − q−1)√λDED
Θd(L)Θd(L
′).
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• Connected sums:
Θd(L#L
′) = Θd(L)Θd(L′).
• Mirror images:
Θd(q, λD)(L
∗) = Θd(q−1, λ−1D )(L),
where L∗ is the mirror image of L.
All the above properties have been proved algebraically via the Markov traces trd and trd,D in
[ChmJaKaLa, Section 3]. However, the behaviour of the invariants Θd under mutation could not
be examined algebraically. The operation of mutation on a link diagram is defined by choosing
a disk which intersects the diagram at exactly four points and then rotating 180◦ the 2-tangle
encircled by the disk. It is known that the Homflypt polynomial, being a skein invariant, does
not distinguish mutant links. A natural question is whether the invariants Θd exhibit the same
behaviour, since they satisfy a skein relation. Indeed, the invariants Θd do not distinguish links
differing by mutation, as stated in the following:
Proposition 7.5. Let L and L′ be two mutant links. Then Θd(L) = Θd(L′).
Proof. Consider as previously a diagram of the link L where we apply the mutation operation on
a 2-tangle T to obtain the link diagram of L′. Now, we apply on L the L′ the splitting algorithm
described in Subsection 6.7, but only on crossings which lie outside the 2-tangle T , simultaneously
on both diagrams and after assigning them the same ordering of components. Hence, we obtain
the following decompositions:
P (L) =
m∑
k=1
c(Lk)P (Lk) and P (L
′) =
m∑
k=1
c(L′k)P (L
′
k),
for some m ∈ N, where Lk and L′k are the resulting links and c(Lk), c(L′k) ∈ A for every k.
By the application of the skein relation on the exact same crossings at both links, we have that
c(Lk) = c(L
′
k). Since L and L
′ are mutants, the links Lk and L′k for every k = 1, . . . ,m are
mutants too, so P (Lk) = P (L
′
k). Further, every link pair Lk and L
′
k is a disjoint union of the same
knots and a closed 2-tangle, where the closing strands outside of T may be knotted in the same
manner. Therefore, due to the Theorem 6.2 we can restrict ourselves to the case of closed 2-tangles
as illustrated in Figure 12, where K1 and K2 are (possibly knotted) 1-component 1-tangles.
TK1 K2
Figure 12. A closed 2-tangle where K1 and K2 are possibly knotted 1-component 1-tangles.
Let LT be a closed 2-tangle described as above and let L
′
T be the mutant link obtained by
applying the mutation operation on T , considering the appropriate diagrams. Inside the 2-tangle
T there may be some closed components (i.e., not involving the 1-tangles K1 and K2). We unlink
these components by applying the special skein relation on both diagrams simultaneously and we
then apply Theorem 6.2. Note that the operation of mutation does not change the sign of a crossing
(positive or negative), thus by the above procedure we get a decomposition of the links LT and
L′T into pairs of mutant links with the same coefficients. So, as previously, we can reduce to the
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case where no extra components exist inside the 2-tangle T , since the decomposition by the skein
relation will involve the same coefficients for both diagrams.
Now there are only two possibilities for LT and L
′
T : either they are both 2-component links, or
they are knots. If they are both knots, then by Theorem 5.8, Θd(LT ) = P (LT ) = P (L
′
T ) = Θd(L
′
T ),
whence the proposition holds. If they are 2-component links, using Theorem 6.13, we obtain:
Θd(LT ) = P (LT ) + λ
ξ(LT )
D (E
−1
D − 1)P (IT ),
and
Θd(L
′
T ) = P (L
′
T ) + λ
ξ(L′T )
D (E
−1
D − 1)P (I ′T ),
where IT and I
′
T are the split versions of LT and L
′
T respectively. The links LT and L
′
T have
the same value on the polynomial P as mutants; they also have the same number of clasps, so
ξ(LT ) = ξ(L
′
T ). Further, the links IT and I
′
T are also mutants, since applying the skein relation
on a crossing inside T results in two new mutant links, and so P (IT ) = P (I
′
T ). Consequently,
Θd(LT ) = Θd(L
′
T ). 
Remark 7.6. Clearly, the diagrammatic analysis made for the invariants Θd on pairs of P -
equivalent links cannot be implements for the invariants ∆d. Nevertheless, there are computational
indications that the invariants ∆d are not topologically equivalent to P , and neither to Θd; for
more details see Section 8. Concerning now the properties studied in Subsection 7.4, ∆d has the
same behaviour as Θd on links with reversed orientation, on split links, on connected sums and on
mirror images. However, behaviour of ∆d under mutation cannot be checked using the methods of
Proposition 7.5.
8. A new 3-variable skein link invariant
In this section we construct a new 3-variable skein link invariant Θ generalizing both the invari-
ants Θd and the Homflypt polynomial.
8.1. The invariant Θ. Following Theorem 6.19, the invariants Θd can be completely defined via
the skein relation (6.5) and the value of Θd on disjoint unions of knots given by Theorem 6.2, which
is in turn a generalization of the property Θd(K) = P (K), for K a knot (Theorem 5.8). It is
evident that when the invariants are defined via the skein relation, the value ED can be generalized
to an indeterminate, since the E–system is not involved. Consequently, a 3-variable skein invariant
Θ(q, λ,E), generalizing the invariants Θd(q, λD), can de defined as follows:
Theorem 8.1. Let q, λ, E be indeterminates. There exists a unique isotopy invariant of classical
oriented links Θ : L → C[q±1, λ±1, E±1] defined by the following rules:
(1) For a disjoint union L of k knots, with k > 1, it holds that:
Θ(L) = E1−k P (L).
(2) On crossings involving different components the following skein relation holds:
1√
λ
Θ(L+)−
√
λΘ(L−) = (q − q−1) Θ(L0),
where L+, L−, L0 is a Conway triple.
It is clear that the invariant Θ satisfies all the results and properties proved in the previous
sections for Θd. In particular, Θ satisfies all properties of the invariants Θd discussed in Subsec-
tion 7.4. Further, by definition, Θ coincides with the Homflypt polynomial on knots. Finally, the
pairs of links of Table 1 are distinguished by all the invariants Θd for d > 2, and the difference of
the values of the invariants on any one of the pairs of links is divisible by the factor (ED−1). When
computing the invariant Θ, this factor simply changes to (E − 1), and so Θ distinguishes these six
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pairs too. Hence, Theorem 7.3 also holds for the invariant Θ. Since the invariant Θ contains both
the Homflypt polynomial P (for E = 1) and the invariants Θd, we conclude the following:
Theorem 8.2. The invariant Θ(q, λ,E) is stronger than the Homflypt polynomial.
Moreover, by Remark 5.10, the invariant Θ is different from the Kauffman polynomial. However,
despite the generalization of the family Θd to the invariant Θ we do not expect that Θ is any
stronger than the invariants Θd when d is taken to be generic.
Remark 8.3. The computer program of Remark 4.17 computes in reality the invariant Θ, since it
treats the value ED as a parameter.
We shall now proceed with the proof of Theorem 8.1. For E = 1/d, where d ∈ N, the invariant
Θ is well-defined, since Θ(q, λ, 1/d) = Θd(q, λD) by Theorem 6.19. We need to show that Θ is
well-defined for any E. A way to prove this is by adapting the diagrammatic method of Lickorish–
Millett [LiMi], as described in Remark 6.20 for the invariants Θd. Such a proof is given in [KauLa],
where the invariants Θd and Θ are placed in a more general context. However, we opt here for
a different method, namely, by comparing Θ with a 3-variable invariant Θ for tied links and by
showing that Θ coincides with Θ on classical links.
8.2. Tied links. Tied links were introduced and studied by F. Aicardi and J. Juyumaya in [AiJu1,
AiJu2]. A tied link is a classical link L endowed with a set of ties, containing unordered pairs of
points belonging to the components of L [AiJu2, Definition 1]. Diagrammatically, one can visualize
a tie as a spring connecting two (not necessarily different) components of L. The endpoints of a tie
are allowed to slide along the components that they are attached to. If two ties join the same two
components, one of them can be removed, and any tie on a single component can be also removed.
A tie that cannot be removed is called essential.
The invariant Θ of tied links is constructed with the use of a Markov trace on the algebra of braids
and ties En(q), which in Remark 4.2 is conjectured to be isomorphic to the subalgebra Yd,n(q)(br)
of Yd,n(q) for d > n. The algebra of braids and ties En(q) is defined as the algebra generated by
g1, . . . , gn−1, e1, . . . , en−1 satisfying the following relations (cf. [AiJu1, Definition 1]):
gigjgi = gjgigj for |i− j| = 1
gigj = gjgi for |i− j| > 1
eiej = ejei
e2i = ei
eigi = giei
eigj = gjei for |i− j| > 1
eiejgi = gieiej for |i− j| = 1
eigjgi = gjgiej for |i− j| = 1
g2i = 1 + (q − q−1) eigi .
Diagrammatically, the generators gi correspond to the classical braiding generators and the
elements ei correspond to ties connecting the i-th and the (i + 1)-th strands. Note that the
cancellation properties of ties mentioned above are reflected in the fact that the elements ei are
idempotents.
A Markov trace ρ :
⋃
n>0 En(q) → C[q±1, z±1, E±1] can be defined satisfying the following rules
(cf. [AiJu1, Theorem 3]):
(i) ρ(ab) = ρ(ba) a, b ∈ En(q)
(ii) ρ(1) = 1 1 ∈ En(q)
(iii) ρ(agn) = z ρ(a) a ∈ En(q) (Markov property)
(iv) ρ(aen) = E ρ(a) a ∈ En(q)
(v) ρ(aengn) = z ρ(a) a ∈ En(q) .
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Notice the resemblance of the above rules with the five rules of trd,D in Theorem 4.3. Further, the
Markov trace ρ satisfies Lemma 6.3, Proposition 6.11 and Corollary 6.12. The proof lies in the
fact that if the i-th and k-th strands of a braid belong to the same component, then ei,k is a tie
connecting these two strands, so it can be removed.
Now, in [AiJu2] the tied braid monoid TBn is defined; it is generated by the braiding generators
σ1, . . . , σn−1 and the generating ties η1, . . . , ηn−1, where ηi connects the i-th and the i+1-th strands
of a tied braid. Denote by p¯i : CTBn → En(q) the natural surjection defined by σi 7→ gi and ηi 7→ ei.
Then the invariant Θ is defined as:
Theorem 8.4. For any tied braid α ∈ TBn, we define
Θ(α̂) :=
(
1
z
√
λ
)n−1√
λ
(α)
(ρ ◦ p¯i)(α) ,
where λ = z−(q−q
−1)E
z and (α) is the sum of the exponents of the braiding generators σi in the
word α. Then the map Θ is a 3-variable isotopy invariant of oriented tied links.
Note that, for E = 1, Θ specializes to the Homflypt polynomial when restricted to classical links.
Remark 8.5. In [AiJu1, AiJu2], F. Aicardi and J. Juyumaya work on the algebra of braids and
ties En(u), generated by elements g˜1, . . . , g˜n−1, e1, . . . , en−1, with the braiding generators satisfying
the old quadratic relations (1.6). They define a Markov trace ρ˜ on ∪n>0En(u)[AiJu1, Theorem 3],
which also satisfies Lemma 6.3, Proposition 6.11 and Corollary 6.12. This Markov trace gives rise
to a 3-variable isotopy invariant of tied links, which is denoted by ∆. Our construction of Θ is
completely analogous to the construction of ∆. For E = 1, ∆ also specializes to the Homflypt
polynomial when restricted to classical links.
In [AiJu2], ∆ is re-defined diagrammatically via a skein relation, which applies to any crossing in
the link diagram. It is proved to be well-defined via the standard Lickorish–Millett method. Note
that in [AiJu1] ∆ is defined only on classical links, while in [AiJu2] ∆ is extended to the class of
tied links.
The invariant ∆ has not been identified topologically. One obstruction to this is the fact that
the old quadratic relation for the algebra of braids and ties is used. Therefore, it was impossible
to derive a special skein relation which only involves classical links (with no ties).
Despite the fact that the algebras En(u) and En(q) are isomorphic, the invariants ∆ and Θ are not
necessarily equivalent (as we have already observed about the invariants ∆d and Θd in Remark 3.6).
Indeed, we have computational indications [Ai] that the invariant ∆ is stronger than the Homflypt
polynomial and that there are pairs of Θ-equivalent links which are distinguished by ∆ and vice
versa. These pairs exhibit the same behaviour when replacing Θ by Θd and ∆ by ∆d.
Now we proceed to the proof of Theorem 8.1.
8.3. Proof of Theorem 8.1. We will prove that Θ and Θ coincide on classical links and that they
are defined by the same rules. In [AiJu2] it is shown that a skein relation holds for the invariant ∆,
where the crossing involved is any crossing in the link diagram. Let L+, L−, L0 be a Conway triple
of tied links. With the old quadratic relation, this skein relation involves the links L+, L− and the
links L0,∼ and L+,∼, which are the links L0 and L+ with a tie connecting the two arcs involved.
However, with the use of the new quadratic relation, the skein relation transforms to:
(8.1)
1√
λ
Θ(L+)−
√
λΘ(L−) = (q − q−1) Θ(L0,∼).
If we apply the skein relation (8.1) on a crossing of a tied link L involving different components,
then the link L0,∼ will have a tie connecting the same component. Such a tie is not essential, and
thus it can be removed. Hence, we obtain L0,∼ = L0. So, if the original link L contains no ties,
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then the skein relation (8.1) involves only classical links when applied on crossings between different
components. Thus, (8.1) is satisfied by the invariant Θ when restricted on classical links, and so it
coincides with the special skein relation satisfied by the invariant Θ.
We will now look into the behaviour of Θ on knots and on disjoint unions of knots. For this,
we need the following observation: when every two components of a link L are connected by a tie,
then the skein relation (8.1) can be equivalently transformed to the following:
(8.2)
1√
λ
Θ(L+,∼)−
√
λΘ(L−,∼) = (q − q−1) Θ(L0,∼).
This is due to the fact that on any crossing we can introduce a non-essential tie, since any two
components are already tied. Relation (8.2) holds in particular for any classical knot K, since ties
can be introduced freely on knots. Trying to resolve the skein tree for K using relation (8.2), in order
to compute Θ(K), the process will terminate to a sequence of tied unlinks, whose components are
all tied together. The invariant Θ on any of these tied unlinks can be computed by (8.1) inductively
on the number of components. During all this process for Θ we have only used coefficients of the
Homflypt polynomial, hence Θ(K) = P (K) for any knot K, exactly as our invariant Θ. Using now
this property and the definition of Θ given by Theorem 8.4, we can repeat the proof of Theorem
6.2 and obtain that, for any disjoint union L of k knots, we have
(8.3) Θ(L) = E1−k P (L).
We conclude that the invariant Θ satisfies rules (1) and (2) of Theorem 8.1. Following the
procedure described in Subsection 6.7 (replacing everywhere Θd with Θ), these two rules suffice for
the computation of the value of Θ on any classical link. Since Θ is defined using the exact same
properties, it must coincide with the invariant Θ, and thus it is a well-defined invariant of classical
links. 
Remark 8.6. The invariant Θ does not involve complicated constructions such as the E–system,
even though it contains the invariants Θd where the E-system is needed. Apart from the proof
above another way of proving that Θ is well-defined would be to take the algebraic approach and
show that the subalgebra Y
(br)
d,n (q) of Yd,n(q) is isomorphic to the algebra of braids and ties En(q)
for d > n (recall Remark 4.18). Note that the E-system would not appear via this method either,
since E would be taken to be a parameter. We also note that, a diagrammatic skein theoretic proof
is given in [KauLa].
Remark 8.7. Similarly to the proof of Theorem 8.1, one can prove (8.3) for the invariant ∆.
Given the isomorphism between the subalgebra Y
(br)
d,n (u) of Yd,n(u) and the algebra of braids and
ties En(u) for d > n, the invariant ∆, when restricted to classical links, contains the invariants
∆d = ∆d′,D′ for any d
′ > d and |D′| = d (recall Remark 4.19). Consequently, also the invariants
∆d are equivalent to the Homflypt polynomial on knots and on disjoint unions of knots.
8.4. A closed formula for Θ. In Appendix B, W.B.R. Lickorish proves in Theorem B.1 that
the 3-variable invariant Θ is a sum of Homflypt polynomials of sublinks of an oriented link, which
involves also linking numbers between different components of the link. More precisely, for an
n-component oriented link L:
(8.4) Θ(L) =
n∑
k=1
µk−1Ek
∑
pi
λν(pi)P (piL),
where the second summation is over all partitions pi of the components of L into k (unordered)
subsets and P (piL) denotes the product of the Homflypt polynomials of the k sublinks of L defined
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by pi. Furthermore, ν(pi) is the sum of all linking numbers of pairs of components of L that are in
distinct sets of pi, Ek = (E
−1 − 1)(E−1 − 2) · · · (E−1 − k + 1), with E1 = 1, and µ = λ−1/2−λ1/2q−q−1 .
Theorem B.1 gives a better topological interpretation of the invariant Θ than the one obtained by
the special skein relation. The invariant Θ is completely determined by the linking matrix of a link
L and the values of P on each sublink of L. Hence, pairs of P -equivalent links containing sublinks
which are not P -equivalent are prime candidates to be distinguished by Θ. Such an example is
the pair of links of Theorem 7.3; although both links consist of linked unknots with same linking
numbers, there are 2-component sublinks of the pair that are not P -equivalent. Indeed, the link
L11n358{0, 1} contains a disjoint union of two unknots as a sublink, whereas L11n418{0, 0} does
not.
Remark 8.8. Theorem B.1 has been proved independently in [PdAWa] using representation theory
techniques.
Further, Theorem B.1 answers the question of how the invariants Θd compare among themselves
for different values of d. In detail:
Proposition 8.9. Let L and L′ be two n-component links which are not Θ-equivalent. Then they
are not Θd-equivalent for d > n.
Proof. Since L and L′ are not Θ-equivalent, by Theorem B.1 we have that:
n∑
k=1
µk−1Ek
∑
pi
[
λν(pi)P (piL)− λν′(pi)P (piL′)
]
6= 0,
where the notation is as in Theorem B.1 and ν ′(pi) denotes the corresponding sum of linking
numbers (as in ν(pi)) for the link piL′. Due to the above relation, there exists a k ∈ {1, . . . , n} and
a partition pi such that ν(pi) 6= ν ′(pi) and/or P (piL) 6= P (piL′).
Denote now by Ek,d the quantity Ek evaluated at E = 1/d, that is:
Ek,d = (d− 1) · · · (d− k + 1).
Substituting in Theorem B.1 the quantity Ek by Ek,d we get the corresponding formula for the
invariant Θd. Since for d > n it holds that Ek,d 6= 0 for all k ∈ {1, . . . , n} and from the above it
follows that:
(8.5)
n∑
k=1
µk−1Ek,d
∑
pi
[
λν(pi)P (piL)− λν′(pi)P (piL′)
]
6= 0, for d > n,
that is Θd(L) 6= Θd(L′) for d > n. 
Proposition 8.9 tells us that, for d > n we do not lose any topological information, since Ek,d 6= 0.
Indeed, for a d < n and for a pair of P -equivalent links L and L′, which are not Θ-equivalent, in the
formula (8.5) the coefficients Ek,d, for k > d, will be equal to zero. Furthermore, for the remaining
summands, for which Ek,d is not zero, it could well happen that the corresponding sublinks piL
and piL′ are P -equivalent sublinks and that ν(pi) = ν ′(pi). In that case, the invariant Θd will not
distinguish this pair for this value of d < n.
Remark 8.10. The above result has also been proved in [PdA] using representation theory tech-
niques. It is worth noting, that the isomorphism of Y
(br)
d,n with the algebra of braids and ties [EsRy]
holds for d > n, which is the same condition as in the statement of Proposition 8.9.
Proposition B.1 enables us to re-define using in yet a new way the invariants Θd and Θ. Namely,
one could define the invariant Θ combinatorially by Equation 8.4 and then prove that the definition
is equivalent to the algebraic one or to the skein-theoretic one. More precisely:
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Theorem 8.11. Suppose that the invariant Θ is defined by Equation 8.4. Then, this definition is
equivalent to the definition of Theorem 8.1.
Proof. The formula 8.4 clearly defines uniquely an oriented link invariant. The proof of Theo-
rmem, B.1 uses precisely the defining rules of Θ as given in the statement of Theorem 8.1. So, one
direction of the statement is done. For the other direction, we shall show that the defining equa-
tion (8.4) implies the two rules of Theorem 8.1. The proof uses similar arguments as those in the
proof of Theorem B.1. Indeed, let L be a disjoint union of n knots K1, . . . ,Kn with n > 1. Then,
since for every partition pi associated to some k ∈ {1, . . . , n} we have that P (piL) = µ1−kP (L) and
ν(pi) = 0, Equation (8.4) yields:
Θ(L) = P (L)
n∑
k=1
S(n, k)Ek,
where S(n, k) is the Stirling number of second kind. By the relation (B.2) used in the proof of
Theorem B.1, we obtain:
Θ(L) = E1−n P (L),
which is exactly the first rule of Theorem 8.1.
Now, let L+, L−, L0 be a Conway triple, where the crossing of L+ involves two different compo-
nents, denoted by L1 and L2. Using Equation (8.4), it holds that:
(8.6) Θ(L+) =
n∑
k=1
µk−1Ek
[∑
pi
λν(pi)P (piL+) +
∑
ρ
λν(ρ)P (ρL+)
]
,
where pi are the partitions where L1 and L2 belong to the same subset and ρ are those were the two
components belong to different subsets. For the sublinks corresponding to the partitions ρ it holds
that P (ρL+) = P (ρL−), since the selected crossing is not there neither in ρL+ nor in ρL−, and
ν(ρ)(ρL+) = ν(ρ)(ρL−) + 1, hence, λν(ρ)P (ρL+) = λν(ρ)+1P (ρL−). For a partition pi the selected
crossing is present both in piL+ and in piL−. Now, a partition pi on L+ induces a corresponding
partition on L− and vice versa and it also induces a partition pi′ on L0, since the components L1
and L2 belong to the same subset. Now, we apply the Homflypt skein relation (3.5) on the link
piL+ and we substitute in (8.6). Hence, by the above facts Equation 8.6 becomes:
Θ(L+) =
n∑
k=1
µk−1Ek
[∑
pi
λν(pi)λP (piL−) +
∑
pi′
λν(pi
′)λ1/2(q − q−1)P (pi′L0) +
∑
ρ
λν(ρ)+1P (ρL−)
]
.
The partitions pi and ρ run over all the partitions of the link L−. Using now Equation (8.4) for the
link diagrams L− and L0 we obtain:
Θ(L+) = λΘ(L−) + λ1/2(q − q−1) Θ(L0),
which is exactly the special skein relation in the second rule of Theorem 8.1. 
Remark 8.12. The proof of Theorem 8.11 gives a new insight for Corollary 6.14. Indeed, ff we tried
to repeat the same proof for a crossing of L+ involving the same component, then the partitions of
L0 induced by the partitions of L+ would not run over all partitions of L0, since L0 has one more
component (compare with the proof of Corollary 6.14). Hence, we would not obtain the Homflypt
skein relation on a crossing involving the same component.
To summarize, in this paper we defined the invariant Θ as a generalization of the invariant Θd,
skein-theoretically (Theorem 8.1) and we proved its well-definedness via the theory of tied braids
and tied links. A direct skein-theoretic proof of the well-definedness of Θ is given in [KauLa].
Alternatively, the invariant Θ could be established purely algebraically using the trace trd,D on
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the algebra Yd,n, the isomorphism of Y
(br)
d,n with the algebra of braids and ties [EsRy], and then
considering the value ED as a parameter E. Finally, the invariant Θ could be established purely
combinatorially using via the closed formula of Theorem B.1.
9. Further research directions
The results of this paper open to several research directions. To point out a few:
9.1. Exploring further the invariants Θd, Θ and ∆d, ∆. We believe and we hope that the
six pairs of links of Homflypt-equivalent links that are detected by the invariants Θd and Θ, and
possibly some more still to be found, will shed light on some of the geometric properties and
topological limitations of the Homflypt polynomial. Further, it would be interesting to know
whether Theorem 7.1 generalizes to P -equivalent links with more than 2 components. Another
important question is whether and when Θd-equivalence implies P -equivalence. In [KauLa] the
invariants Θd and Θ are placed in a more general skein-theoretic context and associated state sum
models for the new invariants are discussed. Finally, it is worth exploring further the relation
between the invariants Θd and ∆d, and between ∆ and Θ.
9.2. Revisiting the invariants for framed links. Under the light of our new results, one could
investigate further the framed link invariants Φd,D(q, z), in particular with respect to the special
skein relation of Proposition 6.8. In the same spirit one can investigate further the classical and
framed link invariants derived from the Framization of the Temperley–Lieb algebra, FTLd,n(q)
[GJKL2, ChPo2]. In [GJKL2] it has been checked that the related invariants also distinguish the
six pairs of P -equivalent links. So, it would make sense to construct invariants for 3–manifolds,
in analogy to the Witten invariants. Finally, it might also be meaningful to explore further the
transverse link invariants from the Yokonuma–Hecke algebras defined in [ChmJaKaLa].
9.3. Exploring further the p-adic framed link invariants. In [JuLa1] the p-adic framed braid
group F∞,n and the p-adic Yokonuma-Hecke algebra Y∞,n(u) were constructed as inverse limits of
the modular framed braid groups and the classical Yokonuma-Hecke algebras respectively. Topo-
logically dense sub-structures were explored and approximations of p-adic elements through the
dense sub-structures were found [JuLa2]. Thus, a p-adic Markov trace was constructed on the
algebras Y∞,n(u) using the traces t˜rd. Moreover, solutions of the E–system lift to solutions on the
p-adic level [JuLa1]. Therefore, the specialized traces t˜rd,D also yield Markov traces on the p-adic
Yokonuma–Hecke algebras. Consequently, a p-adic invariant for oriented framed links, Γp∞(u, z˜),
and a p-adic invariant for oriented classical links, ∆p∞(u, z˜), were constructed through the invari-
ants Γd,D(u, z˜) and ∆d(u, z˜). Further, in [JuLa3] the above were adapted to the adelic setting. For
more details, see [JuLa2, JuLa3]. One could check whether Theorem 4.3 carries through to the
specialized p-adic (respectively adelic) trace. Moreover, one could adapt the above construction to
the new presentation of the algebra Yd,n(q) and obtain p-adic (respectively adelic) link invariants
Φp∞(q, z) and Θp∞(q, z). Then one could investigate whether our main results apply to these in-
variants, especially when restricted to the topologically dense sub-structures that are isomorphic to
Fn, which are explored in [JuLa2], and for which there is no modular restriction on the framings.
9.4. Invariants from other framization algebras. Apart from the framization algebras related
to the Temperley–Lieb algebra studied in [GJKL1, GJKL2, ChPo1, ChPo2], which are related to
the Jones polynomial, one could study further the new algebras defined in [JuLa5, ChPdA2],
which are framizations of known knot algebras: of the BMW algebra, of the cyclotomic B–type
Hecke algebras and the affine Hecke algebra of type A, and of the singular Hecke algebra. These
algebras are related respectively to: the Kauffman polynomial, the Lambropoulou invariants for
the solid torus, and the Kauffman–Vogel and Paris–Rabenda invariants for singular links. For each
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of these framization algebras, it is worth exploring the possibility of constructing link invariants
via Markov traces, since, by our results, we are likely to obtain new link invariants different from
the above. Further, one could look into the direction of constructing appropriate quotients of these
algebras, which would lead to unoriented link invariants. Adapting the skein methods described in
this paper to appropriate presentations of the framization algebras, one would most likely obtain
stronger invariants than the above.
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Appendix A. Computational data
For every pair of links of Table 1 we give the corresponding braid words and the value of the in-
variants Θd on them. For the braid words we use the notation {a1, . . . , an} which corresponds to the
word σ
sign(a1)
a1 · · ·σsign(an)an . For example, {1,−2, 1,−2} corresponds to the braid word σ1σ−12 σ1σ−12 .
The braid words have been obtained from LinkInfo [ChaLi].
L11n358{0, 1} {1,−2,−3,−4, 3, 3,−5, 4,−3, 2,−1,−3,−2,−4, 3,−2,−2,−2, 5, 4,−3}(
E2Dλ
4
D(q − 1)2q6(q + 1)2
)−1 (
EDλD + EDλDq
4 − 2EDλDq2 + λDq2 − q2
)
(EDλD + EDλDq
12 − EDλ2Dq10 − 2EDλDq10 − EDq10 + 3EDλ2Dq8 + 4EDλDq8 + 2EDq8 − 4EDλ2Dq6
− 6EDλDq6 − 2EDq6 + 3EDλ2Dq4 + 4EDλDq4 + 2EDq4 − EDλ2Dq2 − 2EDλDq2 − EDq2 + λDq6 − q6)
L11n418{0, 0} {−1,−2, 3,−2,−3, 2,−1,−3,−3, 2,−3}(
E2Dλ
4
Dq
6
(
q2 − 1)2)−1 [E2D (q2 − 1)4 (λ2D + λ2Dq8 + λD (−λ2D + λD − 2) q6 + (4λ2D − λD + 1) q4
+ λD
(−λ2D + λD − 2) q2)+ ED (q2 − 1)2 q4(2(λD − 1)λD + 2(λD − 1)λDq4
− (λ3D − 3λ2D + 4λD − 2) q2)+ (λD − 1)2q8]
L11n467{0, 1} {1,−2,−3, 4, 3,−2, 3, 3,−2,−4, 5, 4, 3,−2,−1,−2,−3,−2,−2,−4, 3,−2,−5}
−
(
E2Dλ
4
D
(
q2 − 1)5)−1 (q−2 − 1)3 (E2DλD (q2 − 1)4 (λD(λD + 2) + λD(λD + 2)q8
− (λ3D + 3λ2D + 2λD + 2) q6 + (λ3D + 4λ2D + 6λD + 1) q4 − (λ3D + 3λ2D + 2λD + 2) q2)
+ ED(λD − 1)
(
q2 − 1)2 q2(λD + λDq8 − (λ2D + 1) q6 + λD(λD + 4)q4 − (λ2D + 1) q2)+ (λD − 1)2q8)
L11n527{0, 0} {1, 2,−3,−4,−3, 5, 4,−3,−2,−1,−3,−4,−3, 2,−3,−3,−5, 4,−3, 2, 2}
−
(
E2Dλ
4
D
(
q2 − 1)5)−1 (q−2 − 1)3 (E2D (q2 − 1)4 (λ2D(λD + 2) + λ2D(λD + 2)q8
− λD
(
λ3D + 3λ
2
D + λD + 3
)
q6 +
(
λ4D + 3λ
3
D + 7λ
2
D + 1
)
q4λD
(
λ3D + 3λ
2
D + λD + 3
)
q2
)
+ ED(λD − 1)
(
q2 − 1)2 q4 (2λD + 2λDq4 − (λ2D − 2λD + 2) q2)+ (λD − 1)2q8)
L11n325{1, 1} {−1, 2,−1, 2,−1,−2,−2, 3,−2, 3,−2}(
λ−3D E
2
D
(
q2 − 1)4 (q2 − λD) (λDq2 − 1) (q4 − (λD + 1)q2 + 1)− λ−3D (ED(λD − 1) (q2 − 1)2 q2(λD
+ λDq
8 − (λ2D + 1) q6 − (λD − 2)λDq4 − (λ2D + 1) q2))+ (λ−1D − 1)2 q8)(E2D (q−2 − 1)2 q10)−1
L11n424{0, 0} {−1, 2,−1,−2, 3,−2,−2, 1,−2, 3,−2}(
E2D
(
q−2 − 1)2 q10)−1 (λ−3D E2D (q2 − 1)4 (q2 − λD) (q4 − 2λDq2 + 1) (λDq2 − 1)
− λ−3D ED(λD − 1)
(
q2 − 1)2 q4 (2λD + 2λDq4 − (3λ2D + 2) q2)+ (λ−1D − 1)2 q8)
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L10n79{1, 1} {−1, 2,−1, 2,−1,−2,−2,−2,−2,−2}(
E2Dλ
2
D
(
q−2 − 1)2 q10)−1 (− λ−2D E2D (q2 − 1)4 (q4 + 1) (q2 − λD) (λDq2 − 1)
+ λ−2D ED(λD − 1)
(
q2 − 1)2 (q4 + q2 + 1) q2 (λD + λDq4 − q2)+ (λ−1D − 1)2 q8)
L10n95{1, 0} {−1, 2,−1,−2,−2,−2, 1,−2,−2,−2}(
E2Dλ
2
D
(
q−2 − 1)2 q10)−1 ((E2D (q2 − 1)4 (λD + λDq8 + (−2λ2D + λD − 1) q6 − (λ2D − 4λD + 1) q4
+
(−2λ2D + λD − 1) q2)− λ−2D )+ λ−2D ED(λD − 1) (q2 − 1)2 q4 (2λD + 2λDq4 + (2λD − 3)q2)
+
(
λ−1D − 1
)2
q8
)
L11a404{1, 1} {−1,−1, 2, 2,−1, 3, 2, 2,−1, 2, 2,−3, 2}(
E2Dq
8
(
q2 − 1)2)−1 (− E2D (q2 − 1)4 (q4 − λDq2 + 1) (λD + λDq8 − (λ2D + 1) q6 + λD(λD + 4)q4
− ((λ2D + 1) q2)+ ED(λD − 1) (q2 − 1)2 q4(λD + λDq8 − (λ2D + 3) q6
+ (5λD + 1
)
q4 − (λ2D + 3) q2) + (λD − 1)2q8 (q4 − λDq2 + 1) )
L11a428{0, 1} {1,−2, 3,−2, 1, 1, 1,−2, 3,−2, 1}(
E2Dq
8
(
q2 − 1)2)−1 (− E2D (q2 − 1)4 (q4 − λDq2 + 1) (λD + λDq8 − (λ2D + 1) q6 + (4λD + 1)q4
− (λ2D + 1) q2)− ED(λD − 1) (q2 − 1)2 q4(q8 + (1− 3λD)q6
+ (λD(2λD − 1) + 1)q4 + (1− 3λD)q2 + 1
)
+ (λD − 1)2q8
(
q4 − λDq2 + 1
) )
L10n76{1, 1} {1, 2,−3, 4,−3,−2,−1,−3,−2, 3,−2, 3,−2,−3,−4,−3}(
E2Dλ
4
D
(
q−2 − 1)2 q8)−1 (− E2D(λD + 1) (q2 − 1)4 (q2 − λD) (λDq2 − 1)
+ ED(λD − 1)
(
q2 − 1)2 q2 (λD(λD + 1) + λD(λD + 1)q4 − q2)+ (λD − 1)2q6)
L11n425{1, 0} {−1, 2,−1,−3,−3,−2, 1, 3,−2,−3,−3}(
E2Dλ
4
D
(
q−2 − 1)2 q8)−1 (− E2D(λD + 1) (q2 − 1)4 (λD + λDq4 + (−2λ2D + λD − 1) q2)
+ ED
(
2λ3D − 3λD + 1
) (
q2 − 1)2 q4 + (λD − 1)2q6)
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Appendix B. A formula for the invariant Θ by W.B.R. Lickorish
Recall that Theorem 8.1 asserts the following. An invariant Θ of oriented links, with indetermi-
nates q, λ,E is given by:
(1) Θ(L) = E1−kP (L) when L is the union of k unlinked knots;
(2) λ−1/2Θ(L+)−λ1/2Θ(L−) = (q− q−1)Θ(L0), for any Conway triple L+, L−, L0 in which the
arcs of L+ are in different components of the link;
(3) P , the Homflypt polynomial, is defined by
λ−1/2P (L+)− λ1/2P (L−) = (q − q−1)P (L0),
with no restriction on the arcs in L+ and P (unknot) = 1.
Theorem B.1. Let L be an oriented link with n components. Then
(B.1) Θ(L) =
n∑
k=1
µk−1Ek
∑
pi
λν(pi)P (piL)
where the second summation is over all partitions pi of the components of L into k (unordered)
subsets and P (piL) denotes the product of the Homflypt polynomials of the k sublinks of L defined
by pi. Furthermore, ν(pi) is the sum of all linking numbers of pairs of components of L that are in
distinct sets of pi, Ek = (E
−1 − 1)(E−1 − 2) · · · (E−1 − k + 1), with E1 = 1, and µ = λ−1/2−λ1/2q−q−1 .
Proof. Suppose that a diagram of L is given. The proof is by induction on n and on the number,
u, of crossing changes between distinct components required to change L to n unlinked knots. If
n = 1 there is nothing to prove. So assume the result true for n− 1 components and u− 1 crossing
changes and prove it true for n and u.
The induction starts when u = 0. Then L is the unlinked union of n components L1, L2, . . . , Ln
and all linking numbers are zero. A classic elementary result concerning the Homflypt polynomial
shows that P (L) = µn−1P (L1)P (L2) · · ·P (Ln). Furthermore, in this situation, for any k and pi,
P (piL) = µn−kP (L1)P (L2) · · ·P (Ln). So it is required to prove that
(B.2) E1−n =
n∑
k=1
S(n, k)(E−1 − 1)(E−1 − 2) · · · (E−1 − k + 1)
where S(n, k) is the number of partitions of a set of n elements into k subsets. However, in the
theory of combinatorics, S(n, k) is known as a Stirling number of the second kind and this required
formula is a well known result about such numbers.
Now suppose that u > 0. Suppose that in a sequence of u crossing changes that changes L, as
above, into unlinked knots, the first change is to a crossing c of sign  between components L1 and
L2. Let L
′ be L with the crossing changed and L0 be L with the crossing annulled. Now, from the
definition of Θ,
Θ(L) = λΘ(L′) + λ/2(q − q−1)Θ(L0).
The induction hypotheses imply that the result is already proved for L′ and L0 so
(B.3) Θ(L) = λ
n∑
k=1
µk−1Ek
∑
pi′
λν(pi
′)P (pi′L′) + λ/2(q − q−1)
n−1∑
k=1
µk−1Ek
∑
pi0
λν(pi
0)P (pi0L0),
where pi′ runs through the partitions of the components of L′ and pi0 those of L0.
A sublink X0 of L0 can be regarded as a sublink X of L containing L1 and L2 but with L1 and
L2 fused together by annulling the crossing at c. Let X
′ be the sublink of L′ obtained from X by
changing the crossing at c. Then
P (X) = λP (X ′) + λ/2(q − q−1)P (X0).
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This means that the second (big) term in (B.3) is
(B.4)
n−1∑
k=1
µk−1Ek
∑
ρ
λν(ρ)
(
P (ρL)− λP (ρ′L′)
)
,
where the summation is over all partitions ρ of the components of L for which L1 and L2 are in
the same subset and ρ′ is the corresponding partition of the components of L′.
Note that, for any partition pi of the components of L inducing partition pi′ of L′, if L1 and L2
are in the same subset then ν(pi) = ν(pi′), otherwise ν(pi) = ν(pi′) + . So, when L1 and L2 are in
different subsets
(B.5) λν(pi
′)+P (pi′L′) = λν(pi)P (piL).
Thus, substituting (B.4) in (B.3) we obtain:
Θ(L) =
n∑
k=1
µk−1Ek
(∑
pi′
λν(pi
′)+P (pi′L′) +
∑
ρ
(
λν(ρ)P (ρL)− λν(ρ)+P (ρ′L′))),
where pi′ runs through all partitions of L′ and ρ through partitions of L for which L1 and L2 are in
the same subset. Note that, for k = n the second sum is zero. Hence, using also (B.5), we obtain:
Θ(L) =
n∑
k=1
µk−1Ek
∑
pi
λν(pi)P (piL)
and the induction is complete.

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