In this paper, an oscillator with time delayed velocity feedback controls is studied in detail. Particular attention is given to internal double-Hopf bifurcation with an external exciting force. Linear analysis is used to find the critical conditions under which double-Hopf bifurcation occurs. Then center manifold theory is applied to obtain an ODE system described on a four-dimensional center manifold. Further, the technique of multiple-time scales is employed to find the approximate solutions of periodic and quasi-periodic motions. Finally, numerical simulation results are presented to not only validate the analytical predictions, but also show chaotic motions for some certain parameter values.
Introduction
Self-sustained oscillations play a very important role in the study of nonlinear vibration systems which may be autonomous or nonautonomous. One kind of typical nonautonomous systems has periodic forcing. Such a system must have three characteristics in order to generate self-sustained oscillations: a steady source of energy, a part dissipating energy, and a restoring mechanism. The rich dynamics exhibited by self-sustained oscillations can be often observed in mechanical, electrical, physical, chemical and ecological systems. For example, the friction caused by the relative motion between a mass and moving belt may lead to oscillations, while a solid object emerging in a steady flow may generate various aero-elastic vibrations, etc. These phenomena have been discussed in many books (e.g. see [Guckenheimer & Holmes, 1983] ). The earliest mathematical model associated with self-sustained systems was developed by van der Pol [Van Der Pol & Van Der Mark, 1927 ] to describe the vacuum tube circuit, which is now called van der Pol equation. The "irregular noise", observed from an experiment with an electronic oscillator, was reported by van der Pol but no detailed explanation was given, until Ueda reinvestigated the system later [Ueda & Akamatsu, 1981] . Ueda modeled a forced van der Pol-type circuit with negative resistance oscillator and found that the "irregular noise" was indeed a chaotic motion, since computer simulation showed a strange attractor using the Poincaré mapping technique. Many researchers have been attracted to the area and made contributions to study the mechanism of the complex phenomenon observed from the experiment and computer simulation. This gradually forms a foundation in developing the theory, methodology and application of self-sustained oscillation systems.
The results obtained early show that a selfsustained system is truly able to exhibit remarkable complex dynamical behavior. The initial mathematical model of the self-sustained system with external excitation is given bÿ x + ω 2 0 x − α 1ẋ + α 3ẋ 3 = k cos(Ωt).
where the constants ω 0 > 0, α 3 ≥ 0 and k ≥ 0. By adding a time delay (linear or nonlinear) feedback to system (1), one can obtain the following new closed-loop system x + ω 2 0 x − α 1ẋ + α 3ẋ 3 = k cos(Ωt) + A(ẋ τ −ẋ)
where x τ = x(t − τ ) and τ is a time delay. The feedback is called negative if A < 0 and B < 0, positive if A > 0 and B > 0. It is easy to see that system (2) is reduced to system (1) when τ = 0.
Although system (2) is obtained via a time delayed feedback control, time delayed systems similar to Eq. (2) but without exciting forcing, i.e. k = 0 in (2), have been considered by many researchers, which model phenomena appearing in the physical system [Wischert et al., 1994] , biological system [Tass et al., 1996] , mechanical system [Nayfeh et al., 1997] , as well as many other natural systems [Cushing, 1976] , since time delay is unavoidable due to the finite transmission speed of signals, as well as the limit of system reaction and processing times between synapses. Therefore, there has been a great interest in studying the effect of time delay on the dynamical behavior of natural systems. Recently, Reddy et al. [2000] studied the effects of time delayed linear and nonlinear feedbacks on a so-called Stuart-Landau system which may be obtained by averaging system (2) and setting k = 0. The system considered in [Reddy et al., 2000] showed rich dynamical behavior including several different types of bifurcations and chaos with linear or nonlinear feedback gains. More complex dynamical motions like double-Hopf bifurcations and chaos using different feedbacks have been studied in [Bélair & Campbell, 1994] . However, for the systems with external forcing, i.e. when k = 0 in Eq. (2), very little has been achieved.
Recently, Xu and Yu [2004] studied the model (2) with external forcing, but focused on Hopf bifurcation. It was shown [Xu & Yu, 2004; Yu et al., 2002] that more complex bifurcations (e.g. double Hopf) exist in system (2). The main goal of this paper is, based on the model described by Eq. (2), to develop an analytical approach to study double Hopf bifurcation with external forcing. In literature, double Hopf bifurcations in delay differential equations without external forcing have been studied extensively (e.g. see [Campbell et al., 1995; Campbell & Leblanc, 1998; Liao & Chen, 2001] ). It will be shown that when a double Hopf bifurcation occurs, the system behavior is more complicated, since there exists an extra mode (external frequency) in addition to two internal modes (internal frequencies).
In the next section, a linear stability analysis is given for the linearized system of Eq. (2). Section 3 considers the reduction of the delay equation using center manifold theory. Multiple-time scale technique is applied in Sec. 4 to study the bifurcation and stability of the system for various cases. In Sec. 5, numerical simulations are carried out to validate the analytical predications. Finally, conclusions are drawn in Sec. 6.
Linear Analysis
In this section, for completeness, we briefly summarize the stability conditions for the corresponding linear system of (2), which is given in .
The linearized equation of system (2) corresponding to k = 0 can be expressed as
The characteristic equation of Eq. (3) is given by
where ω 0 is a real positive constant. Next, we investigate the critical stability boundaries for the characteristic equation (4). Let λ = α + iβ, where α and β are real, be a root of the characteristic equation (4). Without loss of generality, one can assume β > 0 since the roots of Eq. (4) appear as complex conjugate pairs. Then substituting the above λ into Eq. (4), and taking the real and imaginary parts of the resulting equation to equal zero yields
Setting α = 0 in Eq. (6) results in
One can eliminate τ from Eq. (6) to obtain (β/ω 0 ) 4 − 2[1 + (2A − α 1 )α 1 /(2ω 2 0 )](β/ω 0 ) 2 + 1 = 0, which, in turn, gives the roots:
It is easy to observe that system (7) may not have pure imaginary eigenvalues (this case has been studied in ) or have a pair of pure imaginary eigenvalues (single Hopf) at the critical boundary when α 1 = 0 or α 1 = 2A [Xu & Yu, 2004] , or may have two pairs of pure imaginary eigenvalues (double Hopf). In this paper, we shall focus on double Hopf bifurcation.
To obtain the critical point at which the double Hopf bifurcation takes place, consider the following equation which is equivalent to Eq. (6):
for arbitrary α 1 and A. Since β ± > 0, τ ± > 0, and β − < ω 0 < β + , Eq. (6) implies that sin(β + τ + ) and sin(β − τ − ) have opposite signs. However, on the other hand, one can obtain from Eq. (8) that
, where j is an integer. We take β + τ + + β − τ − = 2jπ because sin(β − τ − ) has an opposite sign.
The critical point giving rise to double Hopf bifurcation requires τ + = τ − = τ c , and thus
Further, assume that β − /β + = ω r (0 < ω r ≤ 1). Then by noting β + = ω 2 0 /β − , we can use Eq. (7) to find
, from which one obtains
Then, β + and β − are given by
respectively. The critical value of τ c can be now found from Eq. (9) as
It seems that α 1 can be chosen arbitrarily. However, this is not true due to Eq. (8). In fact, it follows from Eq. (8) that
from which α 1 is solved as
for 0 < ω r < 1. Then, A c becomes 
, and
as expected. These expressions will be used in the next section.
Center Manifold Reduction
In the previous section, we have found the critical values for double Hopf bifurcation. In this section, we study the double Hopf bifurcation of delay system (2) using center manifold reduction.
To reduce system (2) onto a center manifold, let
By using a transformation: u 1 = x, u 2 =ẋ, we can rewrite system (16) aṡ
To apply center manifold theory, we need to transform Eq. (17) into a functional differential equation [Hale & Lunel, 1993; Hale et al., 2002] . To achieve this, let
2 ), and then
where
L(0) : C → R 2 is a linear operator for the critical case, defined by
Similarly,
and
Then, Eq. (18) may be rewritten as a functional differential equation:
It has been shown in Sec. 2 that the characteristic equation of the linearized system of Eq. (2) has two pairs of purely imaginary eigenvalues Λ j = ±iβ jc for = 0, β jc ∈ (0, π/τ), (j = 1, 2) and a fixed τ = 0. Therefore, C can be split into two subspaces as C = P Λ ⊕ Q Λ , where P Λ is a four-dimensional space spanned by the eigenvectors associated with the eigenvalues ±iβ 1c , and ±iβ 2c , and Q Λ is the complement of P Λ .
and then for φ ∈ C and ψ ∈ C * , we define the following bilinear form:
Hence, D * (0) and D(0) are adjoint operators. Now suppose q j (θ) and q * j (θ) are the eigenvectors of D 2 (0) and D * 2 (0), respectively, corresponding to the eigenvalues iβ jc and −iβ jc , (j = 1, 2), i.e.
A direct calculation yields
Thus, it is easy to verify that q * j , q j = 1 and q * j ,q j = 0. Further, it follows from Eqs. (30)- (32) that the real bases for P Λ and its dual space can be expressed as
respectively. Note that the factor √ 2 is required for normalizing the linear part of transformed equation. Then, the fundamental solution matrices are given by
in which
which actually represents the local coordinate system on the four-dimensional center manifold, induced by the basis Ψ), then with the aid of Eqs. (35) and (37), one can decompose u t into two parts to obtain
39) which implies that the projection of u t on the center manifold is Φv. Now substituting Eq. (39) into Eq. (27) and then applying the bilinear operator (29) with Ψ to the resulting equation yields Ψ, (Φv +u
, which, with the aid of Eq. (39), in turn results in (41) and
Bifurcation and Stability
Approximate solutions of system (40) can be obtained using the method of multiple time scales [Yu, 1998 [Yu, , 2002 Zhu & Yu, 2003 ]. The method begins by introducing new independent variables:
It follows that the derivatives with respect to t become expansions in terms of the partial derivatives with respect to T n , according to
One then assumes that the solutions of (40) can be represented by an expansion in the form of
where v i is the ith component of v. Substituting the formulas (44) and (45) into (40) and balancing the like powers of results in the following ordered perturbation equations: 
where the amplitudes r 1 , r 2 and the phases θ 1 , θ 2 are expressed as functions of T 1 only because here we are only looking for solutions up to O( ) order. Without loss of generality, we consider the primary resonance, characterized by
where σ = O(1) is a detuning parameter. In the following, we consider several cases including nonresonant and resonant vibrations. In general, when the ratio β 1c /β 2c is an irrational number, it is called nonresonance. If the ratio is rational number n/m, (n, m are positive integers), it is called resonance.
Nonresonant case
Suppose the ratio β 1c /β 2c is an irrational number. Substituting v 0 into the 1 order equation (47) and eliminating the secular terms yields the following normal form in polar coordinates:
where the backscaling √ r i → r i , µ i → µ i and 3/2 k → k has been used. By setting the right-hand side of Eq. (50) equal to zero, one can obtain the steady-state solutions. For example, when k = 0, the steady-state solutions are:
(I) (r 1 , r 2 ) = (0, 0),
Note that Solution (I) is actually the original equilibrium solution (x,ẋ) = (0, 0); Solutions (II) and (III) denote the periodic solutions with frequencies β 1 and β 2 , respectively; while Solution (IV) represents quasi-periodic motion with two frequencies β 1 and β 2 . The stability of these steady-state solutions can be determined by the eigenvalues of the Jacobian matrix:
evaluated at the critical point. The analytical form for the stability of the steady-state solutions are difficult to obtain except at the trivial steady-state solution, we may refer to a numerical substitution. When k = 0, at the trivial steady-state solution (r 1 , r 2 ) = (0, 0), the eigenvalues are Thus, the trivial steady solution (I) is stable if and only if λ 1 < 0 and λ 2 < 0. The bifurcation diagram is depicted in Fig. 1 (see [Yu, 2002] for details). It can be observed from the figure that the initial equilibrium point is stable in a region between the boundary lines L 1 and L 2 . Two families of limit cycles with frequencies β 1 and β 2 are generated when the boundaries L 1 and L 2 are crossed, which are denoted by H.B.(I) and H.B.(II), respectively. On line L 4 , the Hopf bifurcation solution H.B.(I) loses its stability, resulting in a secondary Hopf bifurcation (quasi-periodic solution). Similarly, H.B.(II) loses its stability when the boundary line L 3 is reached, resulting in another 2-D torus. Furthermore, the quasi-periodic motions may lose their stability on critical line L 5 , bifurcating into a motion on a 3-D torus. It should be pointed out that the bifurcation curves shown in Fig. 1 may not only be obtained analytically using techniques such as the multiple-time scales, but also be numerically generated by employing some powerful simulation package like XPP-AUTO [Ermentrout, 2002] .
The first-order approximate solution of (2) can be obtained from (39) with the aid of (45), (48) and (50) as 
Resonant cases
where β c = β 1c = β 2c , = 1 = 2 , and m = m 1 = m 2 .
When n : m = 1 : 1, we have the following theorem. Proof. The normal form of (40) is obtained by eliminating the secular terms in (47). Let us first consider the first two equations in normal form (50) (ṙ 1 ,θ 1 ). Take the derivative of second equation in (47) with respect to T 0 and substitute it into the first equation of (47) to obtain
It is easy to see from (55) 
where c i , i = 1, . . . , 6 are coefficients. Substituting (48) into (56) and combining all products and powers of trigonometric terms into a sum of trigonometric terms shows that only the following terms may effect the secular terms in (56):
It is easy to see from (57) that a secular term may occur only if n : m = 1 : 3 or n : m = 3 : 1. Forṙ 2 ,θ 2 , a similar discussion applies. The proof is complete.
For n : m = 1 : 3, the multiple-time scales technique can be employed to obtain the normal form of (40) as follows:
where Φ = 3θ 1 − θ 2 . Note that in this case, the steady-state solutions are obtained by solving four equations:ṙ 1 =ṙ 2 =θ 1 = 0, andΦ = 0, wherė Φ = 3θ 1 −θ 2 . And the local stabilities of the steadystate solutions are determined by the real parts of the eigenvalues of the following Jacobian matrix: ∂Φ ∂r 2
∂Φ ∂θ 1
When n : m = 3 : 1, similar derivation applies, and the lengthy expressions are omitted here for brevity.
Numerical Simulations
In this section, a fourth-order Runge-Kutta method is developed to simulate the original system (2). The results are verified by the commercial software XPPAUT [Ermentrout, 2002] . In order to compare the simulated results with the analytical predictions, we will present both nonresonant and resonant cases. In particular, we choose β 1c : β 2c = 1 : √ 2 for nonresonance, and β 1c : β 2c = 1 : 1 and 1 : 3 for resonance. Also, both cases with and without the external forcing will be considered for comparison.
Here, we use the same parameter values used in in order to have a consistent comparison. The fixed parameter values are:
For convenience, introduce two new parameters µ 1 and µ 2 : 
which is indeed the normal form obtained by directly applying averaging method to the original ordinary differential equation. It is easy to see from (62) that system (2) has a stable fix point (0, 0) when α 1 < 0 (µ 1 < 0) and a stable limit cycle when We first consider the case with time delay but without external forcing. Let τ = τ c = 0.3095, k = 0, µ 1 = −0.2 and µ 2 = 0.01. From Eq. (51), it is easy to obtain that there are two steady-state solutions, which are given by (r 1 , r 2 ) = (0, 0) and (r 1 , r 2 ) = (0, 0.033), β 2 = 12.31.
At the trivial steady-state solution (0, 0), the two eigenvalues obtained using (52) Figure 5 shows the comparison of the time histories between the analytical approximation and the numerical result. A relative bigger difference can be seen from Fig. 5 , which may be due to that the approximation of the original delay differential equation to the central manifold is not very accurate. But the analytical result still provides a correct qualitative prediction.
Resonant cases
Now we present two resonant cases. First, consider β 1c : β 2c = 1 : 1. For this case, we choose
The steady-state solution obtained from Eq. (54) is given by
at which the Jacobian matrix of system (54) has eigenvalues −0.15 and −0.049, indicating the existence of a stable periodic solution. The approximate solution is given by √ 2r cos(Ωt + θ) = 0.078 cos(10t − 1.57), which is shown in Fig. 6(a) , and the numerical solution is given in Fig. 6(b) . Excellent agreement is obtained.
Next, consider the case β 1c : β 2c = 1: 3, for which it is easy to verify that A c = α 1c . We choose the following parameter values for numerical simulation:
The critical parameter values are given by
Further, let k = 0.1, Ω = 5.774, µ 1 = −0.01, and µ 2 = −0.1. In this case, the closed-form of the steady-state solutions is difficult to obtain since it needs to solve coupled equations involving trigonometrical functions. However, we may numerically solve Eq. (58) to get an approximate solution, which is given by r 1 = 0.095, r 2 = 0.005,
Thus, the approximate solution can be written as The stability of the above solution is determined by the four eigenvalues of the Jacobian matrix (59) evaluated on the solution, given by −0.048 ± 0.015i, −0.047 ± 0.046i,
which have negative real parts, clearly indicating that this resonant steady-state solution is asymptotically stable, as shown in Fig. 7(a) . On the other hand, numerically solving the original system (2) also yields a stable periodic solution [see Fig. 7(b) ]. It can be seen from Fig. 7 that both amplitude and frequency of the motion are almost identical in the approximate solution and numerical solution. This excellent agreement again shows that the analytical method and solution developed in this paper may provide very good predictions, both qualitatively and quantitatively.
Chaos
Further numerical simulations show that system (2) can exhibit much more complex dynamical motions, like quasi-periodic motion and chaos. For example, we fix the parameter values near the 1 : √ 2 nonresonance and vary the value of τ . Let ω 0 = 10, α 3 = 0.3, α 1 = 12.2, A = 6.5, k = 12, Ω = 2 and B = 1, and vary τ from 0.26 to 0.28. Numerical simulations show that with a small change in time delay τ , system (2) exhibits rich dynamical behavior. At τ = 0.26, system (2) has a quasi-periodic solution, as shown in Fig. 8(a) . As the value of τ becomes large, the motion becomes more complicated, but it is still quasi-periodic until τ reaches a value around 0.268, when system (2) becomes chaotic [see Fig. 8(b) ]. In general, the system can exhibit very rich dynamical motions, such as periodic solution, quasi-periodic motion and chaos, in the vicinity of a critical point. This suggests that time delay is very useful in controlling and anticontrolling bifurcations and chaos.
Conclusions
In this paper, we have developed an analytical approach to consider double Hopf bifurcation for a time delay differential equation. 
