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A.bstract - -This  paper investigates an optimal inspection and replaceme~tt problem for a disQrete 
time Markovian deterioration system. It is assumed t l~t the state of the syste~t cAnnot be ide~ttifled 
without inspection. The problem is to determine an optimal inspection and replacement policy which 
minimizes the expected long-run discounted cost and is formulated as a semi-Markov decision process. 
Under some conditions reflecting the practical meaning of deterioration, some structural properties 
of an optimal policy are obtained. 
1. INTRODUCTION 
This paper is concerned with a deteriorating system in which the level of deterioration is assumed 
to be quantized in discrete states, 0, 1,. . . ,  m in the order of increasing deterioration. State 0 is 
a good state, i.e., the system is like new, states 1 .. . .  , m-  1 are deteriorating states and state m 
is a failed state. In a normal operation, these states are assumed to constitute a discrete time 
Markov process with an absorbing state m. For such a system, Derman [1] studied an optimal 
replacement problem under the situation that the state of the system is identified at any given 
time. He showed the optimality of a control limit rule under some reasonable conditions with 
respect o one-step transition probability, operating cost and replacement cost. Rosenfield [2] 
and Mine and Kawai [3] discussed an optimal inspection and replacement problem under the 
situation that the state of the system can be known only through costly inspection. In [2] the 
problem is formulated by a Markov decision process with a countable state space and a finite 
action space. On the other hand, in [3] an approach by a semi-Markov decision process with a 
finite state space and a countable action space is adopted. In [3], it is assumed that the action of 
replacement can be taken only immediately after inspection. The aim of this paper is to extend 
the model to allow delayed replacement and to investigate the structural properties of an optimal 
inspection and replacement policy. 
2. MODEL DESCRIPTION 
The discrete time Markovian deteriorating system is assumed to have the following properties. 
(1) The state of the system undergoes deterioration according to a time-homogeneous di crete 
time Markov chain. Let Pij denote the one-step transition probabilityfrom state i to state j. 
(2) The state of the system can be known only through costly inspection. Inspection time is 
negligible. 
(3) Replacement is made by a new system. One-unit ime is spent for each replacement. 
(4) We let Ei denote the time instant at which inspection or replacement has been completed 
and the system is observed to be in state i, i -- 0 ,1, . . . ,m.  At each Ei, we can take one 
of the following actions. 
R(t) : We plan to replace the system t-unit time later, t = 0, 1,... 
I(t) : We plan to inspect he system t-unit time later, t = 1, 2,.. .  
I(oo) : We operate the system with neither inspection or replacement. 
Typeset by .4~S-TF_~ 
103 
104 H. KAWAI, J. KOYANAGI 
If action R(0) is taken, the system is replaced immediately after inspection. If action I(co) 
is taken, the system ultimately falls and stays in the failure state forever. This action is 
interpreted as the limit of R(t) and I(t) as t --* c¢. 
(5) We take into consideration only the following costs. 
Li : operating cost of the system in state i per one-unit ime, 
Ci : replacement cost of the system in state i ,  
M : inspection cost. 
All costs are discounted by the discounting rate/~, 0 </9 < 1. 
3. ASSUMPTIONS ON TRANSIT ION PROBABIL ITY  AND COST 
Concerning the transition probability and cost, we make the following assumptions. 
(A1) P i j=0for i> j ,  pij >0for i< j .  
(A2) One-step transition probability matrix P - (/~$) is totally positive of order 2 (TP~), that 
is, 
IPih P"l >0' f°r i<j '  h < k ' p j h  j , -  - - 
(A3) Li and Ci is nondecreasing in i. 
(A4) Li - Ci is nondecreasing in i .  
(A1) means that the system does not recover its function without replacement and any transitions 
to higher states are possible. (A2) means that as the system deteriorates, it is more likely to make 
a transition to more deteriorated states. (A3) means that as the system deteriorates, it becomes 
more costly to operate or to replace. (A4) means that replacement improves in eompm'ison to 
operation with deterioration. These assumptions are reasonable to describe a real system in 
practical aspects. 
4. SOME PROPERTIES OF TRANSITION PROBABILITY 
We give some properties of the state transition probability of the system with neither inspection 
nor replacement, which describes the behavior of the system between two successive ilmpection 
and/or replacement. These properties play an important role in our discussion. For the conve- 
nience of expression, we introduce the following notations. S - {0,1,... ,m}, T = {0,1 . . . .  ,}. 
F(X) : the set of real valued functions which are defined on a totally ordered set X and are 
nondecreasing on X. 
G(X) : the set of real valued functionR which are defined on a totally ordered set X and change 
their sign at most once on X, where the only possible change is from negative to positive. 
Pij (t) : t-step transition probability from state i to state j. 
From the assumptions (A1) and (A2) with respect to the one-step transition, we can easily obtain 
the following properties of P~j(t). The proof is easily done and is omitted. 
(P1) Pij(t) = 0 for i > j, Pij(t) > 0 for i _< j. 
(P2) P(t) = ( Pij (t)) is TP2 in i, j and in j, t, that is, 
I P, hC,) p,k(s)] > for i < h < k, < t. C1) I O, J, Pp,(t) Pjk(t) . . . .  8 
(P3) For any f(.) e F(S), 
E P.j(t)f(j) e F(S) .  
iGs  
From now on, ~j  denotes the summation over all the values which j can take. 
(P4) Assume that f. e G(S), that is, there exists some K such that fi < 0 for { < K, .fi >_ 0 
for / > K + 1, then we have that 
Pig(t) E Pik(s)h <_ Pig(s) E Pgh(t)h, for 0 < i < j < K, 0 < s < t < oo. 
k 
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5. SEMI -MARKOV DECISION PROCESS FORMULATION 
Our problem is to determine the action at each Ee which minimizes the total expected is- 
counted cost in an infinite time horizon. This problem is formulated by a semi-Markov decision 
process [4]. We let V(i) be the optimal expected iscounted cost when the system starts with Ee. 
Then, by an elementary probabilistic onsideration, V(i), i E S obeys the following functional 
equation. 
V ( i )=min[  rain Ai(t), rnin B,(t)} (2) 
[ g=O,1,.-. ,co $=1,2,... ,co ' 
where 
A,(t) = L,(t) + ~' ~.  P,j(t){C~ + ZV(0)}, 
Be(t) = L,(t) + fl'M + fl' E Pij(t)V(j), 
J 
Li(t) -- Ef t"  E PO(s)LJ" 
8--0 j 
(3) 
(4) 
(5) 
Ae(t) corresponds to action R(t) and Be to action I(t). Ae(oo) -" Bi(oo) corresponds to action 
I(c~) and they are given by the limit of Ae(t) as t --. oo. An optimal action for each Ee, / E S is 
given by an action which minimizes the right hand side of equation (2). The optimal costs V(i) 
are obtained by well-known successive approximation method. That is, each V(i) is given by the 
limit Vn(i) as n ---, oo, where Vn(.) is defined by the following equations. 
V°(i) = O, i E S, 
V"+X(i)=min~ min A~(t), rain B~(I)) 
~t----0,1,...,co t= l ,2 , . . . ,oo  ' 
A~' (t) = ~, (t) + ~' ~ P,j (t) {G + ~V" (0)), 
J 
B?(t) -- Li(t) + fl'M + fl' E Po (t)Vn(j), 
J 
n = 0,1,... 
(0) 
(7) 
(s) 
(9) 
6. STRUCTURE OF OPTIMAL POLICY 
In this section, we demonstrate some structural properties of an optimal policy. These proper- 
ties facilitate the computation of the optimal policy. First, we have the following lemma for the 
optimal costs V(i). 
LZMMA a. v(.) ~ F(S). 
PROOF. It should be noted that V(i) = lim V"(i) (see equations (6)-(9)). It is clear that 
n-,,*oo 
V°(') E F(S). If we assume that V"(.) e F(S), then from (A3), (P3) and equations (5)-(9), 
we can conclude that Vn+t(.) E F(S). Therefore, it follows by mathematical induction that 
V"(.) E F(S) for all n, and hence that V(i) - lim V"(i) is nondecreasing. 
n ,.,.* oo 
When there is more than one action which minimizes the right hand side of equation (2), we 
make it our rule to select an action in the following manner. If rain Ae(t) - ndn Bi(t), 
g----.O~t,...,oo ~--.--O,l,...too 
then we choose the action of replacement asan optimal action at Ee. If the action of replacement 
is optimal at Ei, then we adopt the action R(se), where st --- min{tlAi(t) -- min Ae(t)). If the 
0<t<oo 
action of inspection is optimal at Ee, then we choose the action I(te), where te =- min{t IBe(t) = 
rain Bt(t)). We let D(i) be the optimal action at Ee which is defined in the above manner. 1<~<oo 
The following theorem shows the optimality of a control imit rule for action R(0), that is, we 
replace the system just after inspection. 
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THEOREM 1. There is an optimal policy of a control im/t rule for R(0). That is, there ex/sts a 
critical state k such that 
D(i) ~k R(O), 
D(i) = R(O), 
fori=O,l, . . . ,k-1, and 
for i = k , . . . ,m.  
PROOF. It is sufficient to show that if D(i) - R(0), then D(j) - R(O) for j > i. Note that 
At(0) = Ct +/3V(0) (10) 
Lt(t) -~ Li "4r/3~':~ptjLj(t - 1), Lt(O) -" O, i E S, (11) 
J 
then from equations (3)-(5), (I0) and (ll), we have that for t = I, 2,..., 
At(t) - At(O) = Lt - Ci +/3Y~pi jL j ( t  - 1) +/3' y~ Ptj(t){Cj +/3V(O)} ' /3V(O), 
J j 
Bi(t) - At(O) = t i  - Ci + j3 y]~ Ptj Lj (t - 1) +/3'M + fl' y]~ Ptj (t)V(j) - flY(O). 
J j 
From (A3), (A4), (P3) and Lemma 1, we can see that A.(t) -A.(O) e F(S),  B.(t ) -A.(O) E F(S) 
for each t = 1 ,2 ,3 , . . .  Therefore, if D(i) = R(0), i.e., At(t) > Ai(0), Bt(t) > At(0) for all 
t = 1, 2, . . . ,  then for j > i, A t (t) >_ Aj (0), Bj (t) >_ Aj (0) for all t. This implies that D(j) = R(0) 
for j > i. This means the optimality of a control imit rule. 
To investigate the behavior of At(t) and Bt(t) with respect o t and i, we introduce the following 
notations. 
at(t)  _= A , ( t  + 1) - At(t) ,  at =- at(O), t e T 
bt(t) ~ Bt(t q- 1) - Bt(t),  bt = bt(O), t e T, 
From equations (3)-(5), we have that 
where B~(O) = M + V(i). 
at(t) "-/3' ~ Ptj(t)aj, (12) 
J 
at = Lt - Ci +/3 ~-~'~Pt~ Q -/3(t -/3)V(01, (13) 
5 
bt(,) -/3' ~ eti(t)b~, (141 
J 
bt - Lt ÷/3 ~"~ptj V(j) - V(i) - (1 -/~)M. (15) 
J 
For the differences ai(t) and bt(t), we have the following lemmas. 
LEMMA 2. At(t) is unimodal in t in the sense that for s < t if ai(s) >_ (>)0, then ai(t) >_ (>)0. 
PROOF. From (A2), (A3) and Equation (13), it is seen that a. e F(S). Hence, them exists K 
such that ai ~ 0 for i < K, ai >_ 0 for i >_ If -b 1. From equations (12), (P3), and (P4), we can 
show that if ai(s) ~_ (>)0, then ai(t) >_ (>)0. 
LEMMA 3. si is no~increuin g in i E S, where st is defined in Section 6, that is, sl = min{t [ At(t) 
= ~n At(t)). o<t<oo 
PROOF. For i ~ K d- I, where K is defined in the proof of Lernma 2, adt ) = ~t ~ j  Pij(t)aj >_ O. 
This implies that st = 0. For i < K, from equation (12), (P3) and (P4), we have that if aj(t) < 0, 
then at(t) < 0 for i < j _~ K, This together with Lemma 2 means that st ~_ sj for i < j ~_ m. 
An optimal maintenance policy 107 
LEMMA 4. b. 6 G(S).  
PROOF. For i > k, where k is a control imit state defined in Theorem 1, we have that 
bi = L, - C, + [3 Ep ,  j{C j +/3V(0)} -/~V(0) - (1 - /~)M. (16) 
J 
From (A4), (P3) and Lemma 1, it is seen that bl is nondecreasing in i for i > k. This means that 
b. 6 G({k, k + 1, . . . ,  m}). 
From equations (3)-(5), we have that for t > 1, 
Ai(t) = L, + B ~p, iA i ( t  - 1), (17) 
J 
Bi(t) = Li + f lEp i iB i ( t  - 1). (18) 
J 
For i < k -  1, D(i) y£ R(0), which means that D(i) = R(si), si > 1 or D(i) = I(ti), ti > 1. 
Hence, from equations (17) and (18), we have that 
v(i) > Li + V0"), (19) 
J 
where it should be noted that Ai(t) > V(i), Bi(t) > Vii ). From equations (15) and (19), we see 
that bi < 0 for i < k - 1. Therefore, we can conclude that b. 6 G(S). In a similar way to the 
proofs of Lemmas 2 and 3, we have the following lemmas. 
LEMMA 5. Bi(t) is unimodai n t 6 {1, 2, . . .  }. 
LEMMA 6. ti iS nonincreasing in i 6 S, where ti is defined in Section 6, that is, ti - rnin { t I B~(t) = 
rain Bi(t)}. 
l_<t_<oo 
From Theorem 1, Lemmas 3 and 6, we have the following theorem. 
THEOREM 2. There exists an optimal policy which takes the following form. 
(i) There exists a critical state k such that D(i) # R(O) for i < k - 1 and D(i) = Ri0) for 
i>k .  
(ii) For i < j < k - 1, r iD(i)  = R(si) and D(j) = R(sj), then sl >. sj, and r iD( i )  = I(ti) 
and D(j) = I(tj), then ti > tj. 
7. NUMERICAL EXAMPLE 
As an example, we consider the following system. The system is a parallel system consisting of 
9 identical units. The failure time of each unit is i.i.d, and obeys a geometric distribution with 
failure rate r = 0.3. Hence, one-step transition probability is given by 
pij =0 ,  0<j<i<9,  
Pij-- - (0 .3 ) J - i (1 -0 .3 )  9- j ,  0<: i< j<_9 .  
This (Pij) is easily seen to be TP2. We assume that the operating costs are Li = 5i, i <_ 8, 
L9 -- 80. That is, a big penalty cost is incurred in the failure state. The replacement costs are 
Ci = 120 + 2i. The inspection cost is M = 10. The discounting rate is 13 = 0.8. Then, by solving 
the functional equations (2)-(5), we have the following table as for the optimal actions and the 
optimal costs. 
Table 1. 
i 0 1 2 3 4 5 6 7 8 9 
D(i) 1(5) I(5) 1(5) R(5) 1(4) R(4) R(3) R(2) R(1) R(0) 
V(1) 134.5 150.0 158.9 171.4 184.0 197.2 210.7 224.9 238.8 284.5 
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