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Abstract
Flow and transport through porous media is applicable in many areas of industrial
and geoscientific importance, e.g. flow through packed bed reactors in chemical
engineering, reactive transport in porous membranes in biology, flow of chemicals
through porous rocks in enhanced oil recovery (EOR) and in chemical treatments.
Most mathematical models for the transport of chemicals in porous media are formu-
lated as systems of several partial differential equations. Very often, these systems
are so complex that they can only be solved numerically and, in general, analyti-
cal solutions to these equations cannot be found. In this thesis, we will examine
two models for which analytical solutions are available. The first of these is the
well-known polymer flood model in enhanced oil recovery, which describes the dis-
placement of oil by polymer-enriched water. An analytical solution for this problem
exists in the literature in the form of a “solution algorithm”. In this work, we have
applied this algorithm to reveal all possible solution profiles that can occur under
certain assumptions, which the original authors of the algorithm did not present.
However, the main emphasis of this PhD thesis lies in the construction of analyti-
cal solutions to several (simplifications of) models describing the transport of scale
inhibitor in oil reservoirs. These chemicals are employed to slow down the forma-
tion and deposition of mineral scale. The most complex model considered here
assumes both kinetic precipitation/dissolution and kinetic adsorption/desorption of
scale inhibitor into an aqueous phase flowing at constant velocity. This general
model consists of a system of three partial differential equations and must be solved
numerically, but there are two important sub-cases for which analytical solutions
can be found. The first of these only considers the kinetic precipitation mechanism.
The second, much more complicated case assumes kinetic precipitation together with
equilibrium adsorption. Both problems consist of two first-order partial differential
equations relating the mobile phase concentration (C) and the amount of scale in-
hibitor precipitate (Π). The central idea for the construction of analytical solutions
is the existence of an “invariant” relationship between C and Π. Together with
the method of characteristics, this relationship enables us to build solution profiles
consisting of several different regions. A key feature of these profiles is the motion
of a boundary point, x = αΠ(t), which divides the domain into a region where there
is precipitate (Π > 0) and a region where the precipitate has been completely used
up by the dissolution process (Π = 0). The velocity of this boundary point in
relation to the concentration flux velocity is of importance when determining the
corresponding concentration level. Knowledge of C on the boundary is another
essential building block in the development of the solution. In treating the various
cases, a powerful solution method emerges which may be applicable to the analysis
of other chemical transport models in which one of the unknown quantities can be
completely depleted, thereby altering the underlying system of first-order partial
differential equations. It appears that this work is the first in which this solution
methodology has been brought to bear on this type of internal moving boundary
problem; it has certainly never been applied in any problem in oilfield chemistry or
enhanced oil recovery.
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Chapter 1
Introduction
Chemical transport processes in porous media occur in a range of geological and in-
dustrial settings, such as enhanced oil recovery (EOR) in petroleum reservoirs, the
movement of fluids in aquifers and in packed bed reactors in chemical engineering.
All of these applications rely on the formulation of accurate mathematical models
describing the governing physical processes. Typically, these models consist of one
or more partial differential equations (PDE). These are often difficult or impossible
to solve analytically and numerical methods must be employed to describe the evo-
lution of the models. In this PhD, we mainly focus on understanding the transport
of a chemical scale inhibitor in an oil reservoir. The set of equations modelling this
process will be simplified to the extent that analytical solutions can be found. Es-
sential mathematical concepts such as the method of characteristics, weak solutions
and shock conditions will be outlined in Chapter 2, along with a brief discussion of
the numerical methods employed in this work.
A major problem for the petroleum industry is the formation and deposition of
scale minerals on the downhole equipment and reservoir rock surfaces in contact
with formation brine. The most common scaling substances are calcium carbonate
(CaCO3), calcium sulphate (CaSO4) and barium sulphate (BaSO4). Precipita-
tion of these salts occurs when their concentration exceeds their solubility in the
formation brine. Causes for this supersaturation include evaporation of water, a
reduction in temperature and the mixing of different waters during production ([1],
[2]). The salt particles (crystals) accumulate on the tubing and in the pore spaces of
the near-wellbore formation and thereby cause a significant reduction in volumetric
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flow rates. This results in a rapid decline of oil production, which is illustrated in
Figure 1.1 for an oil field in Prudhoe Bay, Alaska ([3]). One-off chemical treatments
to clean the well can restore productivity, but often only for a short period of time.
For a more permanent resolution of the problem, the well is treated with scale in-
hibitors. These chemicals prevent the formation of scale crystals at the nucleation
stage. Scale inhibitor concentrations of as small as 5ppm can already be sufficient
to accomplish this ([4]).
Figure 1.1: Plot showing decline in oil production at the Prudhoe Bay field due to
scale deposition. Scale inhibitor treatments restore productivity levels more perma-
nently then one-off well-cleaning treatments.
For the scale inhibitor (SI) to be effective in reducing scale problems, it must
be present inside the pore spaces of the rock formation surrounding a producing
well. This is achieved in a so-called scale inhibitor squeeze treatment ([5], [6]). A
schematic of this procedure is shown in Figure 1.2. Production is brought to a hold
and a scale inhibitor solution is injected into the well. It is then pushed out further
into the nearby formation by an overflush with water containing no scale inhibitor.
After this, the well is shut-in for a period of time to allow the scale inhibitor to “set-
tle” inside the pore spaces. It is widely agreed that the scale inhibitor is retained
in the rock formation by the two main mechanisms of adsorption and precipitation.
When production is re-started following the shut-in, the SI chemical then desorbs
or dissolves into the aqueous phase (formation brine) at a concentration which is
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sufficient to prevent the formation of scale crystals (threshold concentrion). Ideally,
the desorption/dissolution is a slow process as this will increase the lifetime of a
squeeze treatment and hence minimise costs.
Figure 1.2: Schematic of a SI squeeze treatment in the field.
In order make field predictions and optimise a squeeze treatment, mathematical
models are extremely useful. The development of such models requires a correct
description of the adsorption/desorption and precipitation/dissolution processes en-
countered in oil reservoirs. Adsorption is said to take place if the scale inhibitor
molecules in the liquid phase pass onto a surface. Desorption is the reverse process
by which the molecules are released from the surface back into the liquid phase.
Both mechanisms occur simultaneously and, away from equilibrium, the rates of
adsorption and desorption are different. In such a kinetic process, the net adsorp-
tion rate and consequential change in concentration of the scale inhibitor can be
modelled by the following pair of rate laws ([7], [8], [9],[10]):
dΓ
dt
= ra [Γeq(C(t))− Γ(t)] (1.1)
dC
dt
= −1− φ
φ
dΓ
dt
(1.2)
Here, φ is the porosity of the rock (fraction of rock-volume), ra an adsorption rate
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Figure 1.3: Schematic of the adsorption/desorption process (left) and plots of the
Langmuir isotherm (right) for different values of the parameter B.
constant (in s−1), Γ(t) is the current level of adsorption and C(t) is the current
concentration level (both expressed in ppm). Furthermore, the function Γeq(C)
is the adsorption isotherm, an expression which (under constant temperature) tells
us what the adsorption level would be if C(t) were the equilibrium concentration
level (i.e. if dΓ/dt = 0). Figure 1.3 shows a schematic of the situation at time t,
where Γ(t) < Γeq(C(t)) and hence dΓ/dt > 0. In this scenario, adsorption prevails
as the inhibitor molecules in the liquid phase are pushed to occupy the number of
vacant sites predicted by the isotherm. On the other hand, desorption dominates
(dΓ/dt < 0) if the number of adsorbed molecules exceeds the predicted available
space. Given enough time, the system will always come to equilibrium, so that
Γ = Γeq(C) eventually. More complex kinetic rate laws than equations (1.1)-(1.2)
can be proposed ([11]) and it largely depends on the specific circumstances (type of
rock, scale inhibitor, etc.) which formulation is more applicable. Another matter of
debate is the correct form of the adsorption isotherm itself. Many different theoret-
ical expressions for Γeq(C) exist, ranging from simple one-parameter linear models
to generalised Langmuir-type isotherms having five parameters ([12]). In the vast
majority of the literature on oilfield scale inhibitors, the two-parameter Freundlich
and Langmuir isotherms are employed, but sometimes it becomes necessary to use
a combination of isotherms reflecting the mixed mineral composition of the rock.
In this work, we will assume a Langmuir-type adsorption/desorption process, where
the isotherm is of the form
Γeq(C) =
AC
1 +BC
(1.3)
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The ratio A/B = Γmax is the adsorption capacity of the rock. Keeping this constant
and increasing B results in a steeper isotherm (see Figure 1.3). Significant levels of
adsorption then occur already at relatively low equilibrium concentrations.
Precipitation of scale inhibitor from the liquid phase occurs through the formation
of a sparingly soluble calcium / inhibitor complex, which is then retained in the pore
spaces as an actual solid or separate gel-like liquid. This process has been modelled
using a solubility product ([13], [14], [15]), which relates the precipitation level Π
to the concentrations of the individual components (calcium and scale inhibitor) in
the aqueous phase. A simpler model that is frequently used ([16], [17]) asserts that
the rate of precipitation depends on the scale inhibitor concentration as follows:
dΠ
dt
= −κ [Cs − C] · [H (Π) +H (C − Cs)−H (Π)H (C − Cs)] (1.4)
dC
dt
= −dΠ
dt
(1.5)
In equation (1.4), κ is the dissolution rate constant (in s−1), which is related to
temperature via the Arrhenuis equation ([18]). The scale inhibitor solubility Cs
generally depends on field conditions such as temperature and pH ([19]), but here
we will simply assume that there is a critical temperature Tcp such that Cs is infinite
for T < Tcp and constant for T ≥ Tcp. The combination of the Heaviside step
functions H (Π), H (C − Cs) in the rate equation ensures that (i) precipitation can
only take place if C > Cs and (ii) no dissolution takes place if Π ≤ 0.
The two retention mechanisms must now be embedded in a transport equation
for flow in porous media. Before any field predictions are made, a mathematical
model is tested against data obtained from coreflood experiments in which the field
conditions are simulated. In such an experiment, a rock-core of length L (cm), cross-
sectional area A (cm2) and porosity φ is saturated with a solution containing scale
inhibitor at some concentration C = Ci (see Figure 1.4). If the temperature is raised
above Tcp and if Ci > Cs, a scale inhibitor precipitate forms. At the same time,
scale inhibitor adsorption/desorption takes place in accordance with equation (1.1).
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Figure 1.4: Illustration of the consecutive stages in a core-flood experiment
The interaction of these processes eventually leads to an equilibrium situation where
dΓ/dt = dΠ/dt = 0. Throughout the core, the levels of concentration, adsorption
and precipitation then are C = Cs, Γ = Γ0 = Γeq(Cs) and Π = Π0, where Π0 to
some extent depends on the injected concentration Ci. After a shut-in period during
which this equilibrium is reached, water containing no scale inhibitor (i.e. C = 0) is
injected into the core at a steady volumetric flow rate Q (cm3s−1). This translates
into a constant horizontal fluid velocity v = Q/Aφ (cm s−1). Assuming isothermal
conditions and homogenous adsorption/precipitation properties throughout the rock
core, equations (1.1), (1.2), (1.4) and (1.5) can be combined with the one dimensional
advection-dispersion equation to describe the flow stage:
∂C
∂t
+ v
∂C
∂x
= D
∂2C
∂x2
− ∂Π
∂t
− 1− φ
φ
∂Γ
∂t
(1.6)
∂Π
∂t
= −κ [Cs − C] · [H (Π) +H (C − Cs)−H (Π)H (C − Cs)] (1.7)
∂Γ
∂t
= ra [Γeq(C)− Γ] (1.8)
The unknowns C, Π, Γ are now functions of both x and t. In this formula-
tion, D is the dispersion/diffusion coefficient, which is a measure of the extent
to which molecules tend to diffuse from areas of high concentration to areas of low
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concentration. This happens in both directions and, broadly speaking, causes
the solution to “smooth out”. The rock core can be represented mathemati-
cally by the domain Ω := {(x, t) ∈ R2 : 0 ≤ x ≤ L, t ≥ 0} with U-shaped boundary
∂Ω := {t = 0} ∪ {x = 0} ∪ {x = L}. In order to solve equations (1.6)-(1.8) on Ω,
we need initial/boundary conditions on ∂Ω. For the situation shown in Figure 1.4,
we have
C(x, 0) = Cs , Π(x, 0) = Π0 , Γ(x, 0) = Γeq(Cs) (1.9)
Furthermore, we will demand that
C = 0 at x = 0 and
∂C
∂x
= 0 at x = L for t > 0 (1.10)
The first boundary condition in equation (1.10) reflects the physical assumption that
the concentration at the inlet (x = 0) drops to zero immediately after the flow with
fresh water (C = 0) is started and remains so for all time. The second condition
implies zero concentration gradient across the exit boundary.
Having established this linear model for scale inhibitor transport, we now begin to
investigate to what extent equations (1.6)-(1.10) can be solved analytically. The
first simplification will be to assume that adsorption/desorption is an equilibrium
process, for which ra →∞. That is, for a given mobile phase concentration C(x, t),
the adsorption level instantaneously becomes Γ(x, t) = Γeq(C(x, t)). Then, by the
chain rule, ∂Γ/∂t = Γ′eq(C)∂C/∂t and the system of three equations reduces to a
system of two equations:
[
1 +
1− φ
φ
dΓeq
dC
]
∂C
∂t
+ v
∂C
∂x
= D
∂2C
∂x2
− ∂Π
∂t
(1.11)
∂Π
∂t
= −κ [Cs − C] · [H (Π) +H (C − Cs)−H (Π)H (C − Cs)] (1.12)
In a pure precipitation process (Γeq = 0), the advection-dispersion equation (1.11)
becomes linear and has a source term κ (Cs − C) if C < Cs and Π > 0, a sink term
−κ (Cs − C) if C > Cs (independent of Π) and no sink/source if C = Cs or C < Cs
and Π ≤ 0. As shown in [20], all these variants of equation (1.11) have analytical
solutions satisfying the conditions given by equations (1.9)-(1.10). More compli-
cated problems, in which the coefficients are functions of x and t, can also be solved
7
analytically (e.g. [21], [22]). In general, these solutions have much simpler forms if
a semi-infinite domain is considered (L → ∞), as this does not involve superposi-
tion of solutions due to reflection at the exit boundary. For this reason, analytical
solutions on the finite domain are often derived by extending it to a semi-infinite
domain and translating the boundary condition from x = L to x =∞. Next to the
advantage of obtaining simpler algebraic expressions, this also removes the necessity
of specifying the solution at x = L in situations where it is unclear what the correct
physical assumptions should be.
Although analytical solutions are available in the linear case that arises for pure
precipitation, the formulas are very complex. To find Π(x, t) using equation (1.12),
these expressions need to be integrated. Moreover, if, during a dissolution process
(C < Cs), there is some region of Ω in which Π = 0, the source term disappears
and we have to deal with different second order equations in different regions. In
order to gain an understanding of the interaction between such sub-domains, we
will make a further simplification by setting D = 0 (no dispersion), which turns
equations (1.11) and (1.12) into a pair of first order quasilinear PDEs. The the-
ory for such equations is outlined in Chapter 2, where we introduce the method of
characteristics and the notion of a weak solution. Then, in Chapter 3, we solve
the case with Γeq = 0 (no adsorption). This is quite straightforward while Π > 0.
The resulting transport equation with constant coefficients and a source term has a
well-known general solution and this is specified using equation (1.9) and the first
boundary condition in equation (1.10). However, the problem becomes more com-
plicated when the uniform layer of precipitate initially present in the system begins
to “run out”. This first happens at the inlet (x = 0) and leads to the emergence of
a moving boundary point (denoted αΠ), which divides the interval 0 ≤ x ≤ L into
a region where Π = 0 and a region where Π > 0. The velocity of this boundary,
dαΠ/dt, is constant and lower than the fluid velocity v and it can be derived by
assuming the invariance of a certain relationship between the unknowns C and Π.
Since the boundary moves slower than the fluid, it can be inferred that C = 0 at
x = αΠ(t), which constitutes a boundary condition for the specification of a new
analytical solution in the Π > 0 region. With constant boundary velocity, this new
solution is a travelling wave, which is joined to the previously existing solution to
form a composite solution consisting of several analytical components. As we shall
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see later, the whole procedure is best understood in terms of characteristic curves on
Ω and a (straight-line) boundary curve dividing Ω into the sub-domains Ω+ (where
Π(x, t) > 0) and Ω0 (where Π(x, t) = 0).
Chapter 4 addresses the same set of equations as Chapter 3, but the assumption of
a constant flow rate (fluid velocity) is relaxed. We will look at a problem with-
out adsorption (Γeq = 0), constant initial data and the addition of a shut-in phase
t1 ≤ t < t2 during which flow is halted (i.e. v = 0). The constant fluid velocities
v1, v2 before and after the shut-in phase are allowed to be different. Such processes
are often performed in core-flooding experiments and, as such, exact solutions are
a valuable tool for design and prediction purposes. It is also possible to choose
velocities of different sign to model what is happening during a squeeze treatment
in the field, when the outward flow in the placement stage is opposite to the inward
flow in the production stage. However, for illustrative purposes we will assume
here that v1 > 0, v2 > 0. As before, the finite amount of precipitate will begin
to run out at the inlet, resulting in the moving boundary point αΠ, the trajectory
of which separates the domains Ω+ and Ω0. Due to the shut-in period and the
degree of freedom in the choice of velocities, this boundary curve is no longer a
straight line. In fact, we can have dαΠ/dt > v in some area of Ω and dαΠ/dt ≤ v
in another. We will see how this velocity (and therefore the boundary curve itself)
arises as a result of an “invariant” relationship together with knowledge of C on the
boundary. A constant interaction between Ω+ and Ω0 takes place. The boundary
curve x = αΠ(t) is formed by the solutions in two domains, while at the same time
it defines these solutions. Six main cases will be identified. One of these cases
is worked out in complete detail and it will be shown explicitly that the resulting
“hand-built”, composite solution satisfies mass balance.
The analysis of the shut-in problem in Chapter 4 motivates the solution for the
pure precipitation problem with constant fluid velocity v and arbitrary initial data
C(x, 0) = Cs(x), Π(x, 0) = Π0(x). Such conditions may arise as a result of an
uneven initial concentration distribution Ci(x) (see Figure 1.4) at the placement
stage and/or a short shut-in period. Generalising the contents of Chapter 3 in this
way, the existence of an invariant relationship is precisely explained and proved in
section 4.8. The theoretical construction of the solution is also discussed here.
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In Chapter 5 we widen the discussion and consider the coupled precipitation / equi-
librium adsorption problem. As in Chapter 3, we assume a single constant fluid veloc-
ity v and initial/boundary conditions given by equations (1.9) and (1.10). If κ = 0
(no precipitation/dissolution occurs), equations (1.11)-(1.12) reduce to a quasilin-
ear, homogenous PDE. Such equations can be solved easily using the method of
characteristics. Depending on the initial/boundary conditions and the nature of
the coefficients, the solution typically consists of a combination of constant states,
rarefaction waves and shock waves (see Chapter 2 and Appendix A). With equa-
tions (1.9)-(1.10) providing the data and the Langmuir isotherm defined by equation
(1.3), the solution of equation (1.11) is a single rarefaction wave between the two
constant states C = 0 and C = Cs. However, the problem is much harder if κ 6= 0,
due to the resulting non-homogeneity of the equation when Π > 0. A complete
explicit or even implicit solution is not available in this case, but it will be shown
that the evolution of the system may be described in an original way by the intro-
duction of an auxiliary parameter. Inspired by the discussion in previous chapters,
the idea of an invariant relationship between the unknowns is also pursued here.
Once the precipitate begins to run out, this relation will allow us to determine the
motion of the boundary point αΠ and hence construct a composite solution on the
entire domain. Three qualitatively different cases can be identified, depending on
the initial level of precipitate Π0 in relation to the solubility Cs and the adsorbed
quantity Γ0 = Γeq(Cs). Two of these cases are characterised by a long ”adsorption
tail”, which is often observed in experimental data. Thus, the analytical solution
developed in this chapter can serve as a valuable tool for making predictions about
the lifetime of the squeeze treatments simulated in the rock-core (see the discussion
in section 6.2). As mentioned before in the case of pure precipitation, it may also
be desirable to extend the scope of the precipitation/adsorption problem to include
arbitrary initial data. This turns out to be relatively straightforward for an arbi-
trary initial precipitate distribution Π0(x), but is a more complex issue for an initial
concentration distribution Cs(x).
For the purpose of making field predictions, equations (1.6)-(1.8) must be put into a
form that applies to an isotropic, radial model around a producing well (see Figure
1.5). The near-well region in which the scale inhibitor is placed can be represented
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Figure 1.5: Schematic of the scale inhibitor region around a producing well.
as a disc of thickness h and radius L. As before in the linear model, the forma-
tion rock is assumed to be homogenous and there is no vertical flow or variation in
the concentration, precipitation and adsorption. Fresh water (C = 0) is injected
from surrounding injector wells and flows towards the producing well at volumetric
flow rate Q. The schematic of Figure 1.4 is then obtained by considering a cross-
section extending from the centre of the disc. The radial distance from the well is
measured by x ∈ [0, L]. For the case with zero dispersion (D = 0), the only mod-
ification with respect to the linear model equations is the fluid velocity, which now
is v(x) = −Q/(2pihx). This inward flow requires the boundary condition C = 0 to
be set at x = L. In [23], [24], pure equilibrium adsorption/desorption cases were
solved analytically, describing both the placement phase (outward flow) and the
subsequent production phase (inward flow). An extension of these solutions to the
coupled adsorption/precipitation model is complicated by several factors. Firstly,
the uniform initial conditions observed in the core-flood experiment are not neces-
sarily a reflection of reality. During the placement phase in the field (radial model),
a scale inhibitor solution is injected and over-flushed with fresh water. Adsorption
/ precipitation takes place during the flow away from the well and this can result in
an uneven distribution of concentration, adsorption and precipitate, even after the
system is allowed to equilibrate in a shut-in phase. What is more, the temperature
near the well is often too low for precipitation to occur, i.e. T < Tcp. In typical
reservoir conditions, the temperature is higher further away from the well, so that
precipitate forms only in a certain region of the radial domain. Even if we were to
assume the uniform initial distributions seen in the linear case, the analogous con-
struction of a practical analytical solution to the radial case might well be beyond
reach, because of complications in determining the concentration of the boundary
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curve x = αΠ(t) (this will be become evident in Chapters 4-5). However, the solu-
tion of the linear model still tells us a great deal about what is going on in a radial
setting. Indeed, the only difference comes from the fact that the monotone increas-
ing velocity causes the solution regions of the linear model to stretch considerably
as they come closer to the producing well.
Another approach to solving the Cauchy problems in Chapters 3-5 would be to no-
tice that we are dealing with strictly hyperbolic systems of first-order PDEs for C
and Π with eigenvalues 0 and v. These lead to two families of characteristic curves
on which the solution can be developed by solving a related system of ordinary dif-
ferential equations (see section 2.4). The non-homogeneity of these systems and
the difficulty in dealing with the discontinuous function H (and the consequential
breakdown of the standard theory) makes this a very daunting task. Even if we
were to replace H with one of its smooth approximations ([25]), the resulting pair
of ordinary differential equations is hard (if not impossible) to solve. For similar
reasons, an analytical solution to the sub-case with no precipitation (κ = 0) and
kinetic adsorption (ra < ∞) remains at large, which also implies that there is no
analytical solution available for the full system of equations (1.6)-(1.8) with D = 0.
However, the solutions of the two limiting cases ra = 0 and ra → ∞ serve as nice
reference “boundaries” for numerical solutions of this general system. They also
allow us to make some informed guesses about the behaviour of the “true” solution.
In contrast to non-homogenous systems, there is a rich literature for analytical
solution techniques of homogenous, strictly hyperbolic systems and in particular for
systems of conservation laws. Famous examples include the shallow water equa-
tions, the Euler equations for the flow of an incompressible gas and the equations
for the chromatography of two solutes ([26]). In Appendix B we look at the EOR-
related problem of polymer flooding. In oil reservoirs, water is injected to recover
the oil by a frontal displacement mechanism dominated at the macroscopic scale by
viscous forces. Two phase water/oil displacement, under certain simplifications,
is described in 1D by the well-known Buckley-Leverett equation ([27]-[29]). This
displacement is governed by the mobility ratio (M) which depends on the viscosity
ratio (µo/µw). When µo >> µw, M is high and this leads to an inefficient frontal dis-
placement of oil by water. To remedy this situation, the injected water phase may
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be viscosified by adding a relatively small concentration (typically between 200-2000
ppm) of a polymer ([30]). This process is modelled by a pair of conservation laws
relating the normalised water saturation (s) and the polymer concentration (c):
∂s
∂t
+
∂
∂x
fw(s, c) = 0 (1.13)
∂
∂t
[s · c+ a(c)] + ∂
∂x
[c · fw(s, c)] = 0 (1.14)
In these equations, fw(s, c) is the fractional flow of water and a(c) an adsorption
isotherm. Under fairly general assumptions about the shape of these functions,
Johansen and Winther ([31]) proved existence and uniqueness of a solution of the
Riemann problem for the system of equations (1.13)-(1.14). They did so by ex-
plicitly constructing solution sequences made up of so-called s-waves (in which c is
constant) and c-waves (in which c varies). We will apply their solution algorithm
to find all possible solution profiles of the model with a particular fractional flow
function. The emphasis here is very much on the calculation of a catalogue of
numerical examples. This body of work was carried during my first year of PhD
and was very much part of the orientation process.
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Chapter 2
Methodolgy
2.1 Introduction
In this chapter we give a brief overview of the theory of first-order partial differential
equations (PDE). Sections 2.2-2.4 outline the analytical solution techniques avail-
able for solving scalar quasi-linear PDEs, which are covered in many standard texts
(e.g. [32], [33]). The notion of “weak solution” is introduced as an alternative to a
“classical” smooth solution of a PDE. Many of the concepts developed for the scalar
case carry over to systems of quasi-linear PDEs, which are discussed in Section 2.5.
However, analytical solutions for systems are only available in special cases, such
as Riemann problems for systems conservation laws ([34]-[36]). The vast majority
of (systems of) PDEs can only be solved numerically. A brief discussion of these
numerical methods is given in Section 2.6 (see also [37]-[39]).
2.2 The method of characteristics for scalar PDE
The general form of a first-order quasi-linear PDE is
a (x, t, u)
∂u
∂x
+ b (x, t, u)
∂u
∂t
= c (x, t, u) (2.1)
where the coefficients a, b, c are continuously differentiable (C1) functions of their
arguments. Equation (2.1) is called linear if the coefficients are functions of the
independent variables x, t only, semi-linear if the source term c depends additionally
on u and quasi-linear if a or b (or both) depend on u. In a Cauchy problem, the
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dependent variable u is prescribed on a curve C0 in the x-t plane. A C
1 function
u(x, t) which satisfies equation (2.1) as well as these Cauchy data data is said to be
a classical solution.
The strategy for solving the Cauchy problem is based on a geometrical idea. Suppose
that a classical solution u(x, t) exists on a domain Ω ⊂ R2. This can be represented
as a solution surface z = u(x, t) in Ω × R ⊂ R3. Now consider the vector field
V : Ω× R→ R3 given by
V(x, t, z) = (a(x, t, z), b(x, t, z), c(x, t, z)) (2.2)
The key observation is to note that u solves equation (2.1) at (x, t) ∈ Ω if and
only if the vector V (x, t, u(x, t)) is tangent to the surface. Indeed, the outward
normal vector to the surface is N (x, t, u(x, t)) = (∂u/∂x, ∂u/∂t,−1) and equation
(2.1) says that N (x, t, u(x, t)) ·V (x, t, u(x, t)) = 0. This suggests that a solution of
the Cauchy problem may be “built up” using the vector field V. The starting point
in this process is to describe the plane curve C0 by a parameter r ∈ [r1, r2]. The
specification of u on C0 then yields the parametrised Cauchy data curve Σ0 ⊂ R3:
Σ0 := {(x0(r), t0(r), u0(r)), r ∈ R} (2.3)
Let us assume that x0, t0 and u0 are C
1 functions, so that the curve Σ0 is continuous
and does not have any sharp edges (i.e. no discontinuities in the derivatives). Next,
consider the following autonomous system of ordinary differential equations:
dx
ds
= a (x, t, z) (2.4)
dt
ds
= b (x, t, z) (2.5)
dz
ds
= c (x, t, z) (2.6)
Now, a parameter value r∗ ∈ [r1, r2] corresponds to a point P (r∗) ∈ Σ0 and the
Cauchy-Picard theorem ([40]) ensures the existence of  = (r∗) > 0 and a unique
solution γ(s, r∗) : (−, ) → R3 of equations (2.4)-(2.6) such that γ(0, r∗) = P (r∗).
Such a solution curve is called a characteristic. By varying r we obtain a one-
parameter family of characteristics,
γ(s, r) = (x(s, r), t(s, r), z(s, r)) (2.7)
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Figure 2.1: A non-characteristic initial data curve Σ0.
By another result in the theory of ODEs, the family γ(s, r) is differentiable with
respect to both s and r. It actually constitutes a parametric surface Σ with tangent
vectors ∂γ/∂s and ∂γ/∂r, containing the curve Σ0. Note that, if we can express s
and r as C1 functions of x, t, we can describe the surface as the graph z = u(x, t),
where u is some C1 function which solves equation (2.1):
c =
dz
ds
=
d
ds
u(x, t) =
∂x
∂s
∂u
∂x
+
∂t
∂s
∂u
∂x
= a
∂u
∂x
+ b
∂u
∂x
(2.8)
Given a point P = (x0, t0, u0) ∈ Σ0, the Inverse Function Theorem implies that, in
a neighbourhood of the projection of P , i.e. (x0, t0) ∈ C0 ⊂ R2, the C1 transfor-
mation (x, t) → (s, r) has a unique C1 inverse, provided that the Jacobian of the
transformation is non-zero, i.e.
J = a(x0, t0, 0) · dt0
dr
− b(x0, t0, 0) · dx0
dr
6= 0 (2.9)
Although this criterion is about the projection vector (a(P ), b(P )) ∈ R2 of V(P ),
it still follows that if Σ0 is not tangent to the characteristic through P , then there
exists a unique classical solution u(x, t) of equation (2.1) in a neighbourhood of P .
A Cauchy data curve which is nowhere tangent to a characteristic is called non-
characteristic (see Figure 2.1). If the data curve is tangent to a characteristic, the
Jacobian in equation (2.9) vanishes and the classical solution breaks down. Isolated
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points of tangency can cause a blow-up in the solution, which is a point at which
the partial derivatives become infinite (we will see examples of this behaviour in
Chapters 4 and 5).
Example 2.1: Consider the following Cauchy problem:
∂u
∂t
+ v
∂u
∂x
= 0 , u(x, 0) = u0(x), −∞ < x <∞ (2.10)
The general solution of equations (2.4)-(2.6) in this case is x(s) = vs+β1, t(s) = s+
β2, z(s) = β3 for −∞ < s <∞ and arbitrary (β1, β2, β3) ∈ R3. The curve C0 (the x-
axis) is parametrised, which yields the initial data curve Σ0 := {(r, 0, u0(r)), r ∈ R}.
Application of Σ0 leads to the characteristic curves x(s, r) = vs + r, t(s, r) = s,
z(s, r) = u0(r) defining a surface Σ containing Σ0. It is clear that z remains
constant along a characteristic curve. Since there is a global inverse transformation
(s, r) → (x, t) given by s = t and r = x − vt, we can describe Σ by z = u0(x − vt)
for all (x, t) ∈ R2. Graphically, this solution may be visualised as the propagation
of the initial profile u0(x) along the x-axis at constant speed v.
As we will see later, the simple solution form encountered in Example 2.1 may also
be a (local) solution of other PDEs and we therefore give it a special name:
Definition: A solution u(x, t) of a PDE is called a travelling wave solution if, in
principle, it can be put in the form u(x, t) = f(x − vt) for some function f . Its
main feature is that all solution values travel at the same constant speed v, thus
preserving the initial “shape” of f .
2.3 Characteristic projections
For linear and semi-linear PDEs, equations (2.4) and (2.5) are independent of equa-
tion (2.6) and the family of characteristic projections (x(s, r), t(s, r)) ⊂ R2 passing
through C0 ⊂ R2 can be calculated a priori without any knowledge of u. They
may be obtained directly by solving dx/dt = a(x, t)/b(x, t). This generally leads to
a non-intersecting family of plane curves along which z can be found using the data
prescribed on C0 and equation (2.6) with x or t as a parameter. This relatively
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(a) t = 1 (b) t > 1
Figure 2.2: Sketch of the solution in Example 2.2.
simple procedure breaks down for quasi-linear equations. The characteristic pro-
jections in this case can only be found after Σ (the solution surface) is determined,
because equations (2.4)-(2.6) are now all dependent on each other. The initial data
curve Σ0 becomes hugely significant here, as demonstrated in the next example.
Example 2.2: Consider the Cauchy problem given by
∂u
∂t
+ u
∂u
∂x
= 0 , u(x, 0) = u0(x) =
pi
2
− tan−1(x), x ∈ R (2.11)
The characteristic system of ODEs is dx/ds = z, dt/ds = 1, dz/ds = 0. Using
the initial data curve Σ0 := {(r, 0, u0(r)), r ∈ R}, we find z(s, r) = u0(r), which
means that z is constant along characteristics. The characteristic projections then
are given by x(r, s) = u0(r)s + r and t(r, s) = s. Taking partial derivatives with
respect to x (keeping t = s fixed), we obtain rx = (1 + u
′
0(r)s)
−1 and hence
∂z
∂x
=
∂r
∂x
u′(r) =
u′(r)
1 + u′0(r)s
=
1
s− (1 + r2) (2.12)
This shows that zx < 0 for s < 1 + r
2 and zx > 0 for s > 1 + r
2, with zx → ∞ at
s = 1+r2. Since z(s, r) = u0(r) is smooth, this shows that the surface begins to fold
over on itself for s = t ≥ 1. Where this happens, the projections of three different
characteristics will intersect in a single point lying in the region bounded by the plane
curves x = u0(±
√
t− 1)t±√t− 1. A classical solution of the Cauchy problem on
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−∞ < x < ∞ therefore only exists for t < 1. For t ≥ 1, the solution becomes
multivalued, which does not make sense if u represents some physical quantity like
concentration, density. This raises the question as to whether an alternative form of
“solution” can be introduced which allows for discontinuities in u or its derivatives.
2.4 Weak solutions
Example 2.2 shows that even for smooth initial data curves Σ0, a classical solution
may be very short-lived. This issue becomes even more apparent when Σ0 has
discontinuities or edges, as is often the case in physical systems. For instance, if
u0(x) = H(−x) were used as initial data in Example 2.2, the surface would fold
over immediately. To address such problems, a new, weaker definition of solution
is needed, one which incorporates possible discontinuities in the quantities u, ∂u/∂x
and ∂u/∂t. This concept relies on the possibility of re-writing equation (2.1) in
divergence form:
∂
∂x
P (x, t, u) +
∂
∂t
Q (x, t, u) = R (x, t, u) (2.13)
The most rigorous way to proceed from here is to view equation (2.13) in a distri-
butional sense ([35],[36]). The solution u is then a “distribution” or “generalised
function”. For a more direct approach, consider a domain D ⊂ R2 bounded by C0
and an arbitrary curve γ (see Figure 2.3). We now multiply equation (2.13) by a
test function, a smooth function ψ(x, t) such that ψ = 0 on γ. Using the fact that
ψPx = (ψP )x − ψxP and ψQt = (ψQ)t − ψtQ, the equation becomes
∂
∂x
(ψP ) +
∂
∂t
(ψQ) = P
∂ψ
∂x
+Q
∂ψ
∂t
+ ψR (2.14)
Green’s Theorem applied to the region D then yields
∫ ∫
D
[
P
∂ψ
∂x
+Q
∂ψ
∂t
+ ψR
]
dtdx =
∫
C0
ψ [Pdt−Qdx] (2.15)
Definition: A weak solution of the Cauchy problem for equation (2.13) is a function
u(x, t) which satisfies equation (2.15) for all test functions ψ(x, t).
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Figure 2.3: A domain D enclosed by C0 and an arbitrary curve γ.
Note that any classical solution of equation (2.13) is also a weak solution. With
this in mind, we now investigate what other type of functions u(x, t) are allowed
under this new definition of solution.
Discontinuities in ∂u/∂x and/or ∂u/∂t: suppose that u(x, t) is a function which
solves equation (2.13) on either side of a curve x = σ(t) across which u is continuous,
but not differentiable. Then u is a weak solution, since (non-) differentiability of u
does not enter into equation (2.15). Moreover, it can be shown that x = σ(t) must
be a characteristic projection, i.e. dσ/dt = a/b. This yields an alternative definition
of a characteristic as a curve along which ∂u/∂x and ∂u/∂t may be discontinuous.
Any “edges” in the solution surface can only propagate along characteristics. This
way of viewing a characteristic is very useful, because it does not rely on a geomet-
rical idea and carries over to systems of PDEs (see Section 2.5).
Discontinuities in u: suppose that u(x, t) is a function satisfying equation (2.13)
on either side of a curve x = σ(t) across which u itself is discontinuous. This does
have a bearing on equation (2.15) and it needs to be examined which discontinuities
are compatible with the notion of weak solution. Using Green’s theorem on the
portions of D separated by x = σ(t) (see Figure 2.3) yields an ordinary differential
equation relating the speed of the discontinuity to the limiting values u+ and u−
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obtained as the discontinuity is approached from either side:
dσ
dt
=
P+ − P−
Q+ −Q− (2.16)
where P± = limx→σ±(t){P (x, t, u(x, t))} andQ± = limx→σ±(t){Q(x, t, u(x, t))}. Note
that the discontinuity is independent of the source term R. For linear and semi-
linear equations, we have P = a(x, t)u, Q = b(x, t)u and equation (2.16) becomes
dσ/dt = a/b, which shows that x = σ(t) is a characteristic projection. For quasi-
linear equations, a and/or b are dependent on u and a curve of discontinuity x = σ(t)
corresponds to a characteristic projection only if the vectors (a+, b+) and (a−, b−)
at each point (σ(t), t) are in the same direction. Such a discontinuity is called a
contact discontinuity. In general, (a+, b+) and (a−, b−) are linearly independent and
the curve x = σ(t) is not a characteristic.
The problem with the situation as it stands is that it allows for the construction of
discontinuities that do not make sense physically. This has to do with the char-
acteristic speed λ = a/b of a solution value. If λ+ > dσ/dt > λ−, then the value
immediately ahead of the discontinuity (u+) travels faster than the value immedi-
ately behind the discontinuity (u−). This type of weak solution is thought to be
physically incorrect and will therefore be excluded by the following definition.
Definition: An admissible discontinuity in u(x, t) along a curve x = σ(t) satisfies
equation (2.16) and is such that λ+ ≤ dσ/dt ≤ λ−. It is called a contact disconti-
nuity if λ+ = dσ/dt = λ−, a shock if λ+ < dσ/dt < λ− and a semi-shock if either
λ+ = dσ/dt or λ− = dσ/dt.
The shock condition (strict inequality) expresses causality, which says that the char-
acteristics must run into the shock path from either side. This is also called the
Lax entropy condition, based on the idea that a certain “entropy function” (in terms
of the physical quantity u) must increase in the discontinuity. Another approach
of obtaining an admissibility condition is by the “vanishing viscosity” method, in
which a diffusive term ∂2u/∂x2 is added to equation (2.13) to make it physically
more “realistic”. The idea is that a discontinuity of the original first-order equation
should be the limit of a smooth solution of this second-order equation as → 0.
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“Building” a weak solution: In general, a weak solution u of a Cauchy Problem
will consists of different analytical components, which are joined together according
to the rules laid out above. Discontinuities in the partial derivatives of u, i.e. edges
at which two classical solution components meet, must travel along characteristics.
In regions where the characteristic projections intersect, a discontinuity of u is in-
troduced, which must satisfy equation (2.16) as well as a suitable entropy condition.
The ideas presented thus far are illustrated in Appendix A, where the weak solution
to the Riemann Problem for the Buckley-Leverett equation is constructed. This is
an example of a scalar conservation law, obtained when R(x, t, u) = 0, Q(x, t, u) = u
and P (x, t, u) = P (u) in equation (2.13). Such equations have straight line char-
acteristic projections along which the solution stays constant. The slopes are de-
termined by the Cauchy data and the derivative of the flux function P (u). In a
Riemann Problem, the Cauchy data are piecewise constant. This setup admits the
construction of a weak solution consisting of rarefaction waves, contact discontinu-
ities and shocks.
2.5 Systems of quasi-linear PDE
Let u(x, t) = (u1(x, t), u2(x, t), ..., un(x, t))
T ∈ Rn be a column vector of n dependent
variables in terms of x and t, related to each other as follows:
A (x, t,u)
∂u
∂x
+ B (x, t,u)
∂u
∂t
= c (x, t,u) (2.17)
The coefficients A, B are C1-functions Rn+2 → Rn×n and c is a C1-function Rn+2 →
Rn, so that equation (2.17) represents a system of n scalar PDEs with coefficients
dependent on x, t, as well as the unknowns u1, ..., un. The classification into linear,
semi-linear and quasi-linear systems is exactly the same as for scalar equations.
The notion of weak solution and the Rankine-Hugoniot relation for the propagation
of discontinuities also carry over naturally. However, there is no straightforward
generalisation of the method of characteristics explained in section 2.2, because the
coefficients of the scalar PDE for ui in general depend on u1, ..., ui−1, ui+1, ..un as
well. This prevents the geometrical definition of a characteristic as an integral
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curve of a vector field tangent to the solution surface z = ui(x, t). However, we
saw in section 2.4 that a characteristic projection could also be described as a plane
curve across which the partial derivatives of the scalar u(x, t) may be discontinuous.
The generalisation of this interpretation to the vector u(x, t) is the definition of a
characteristic projection of equation (2.17) and it can be shown that a parametrised
plane curve (x(s), t(s)) ⊂ R2 is a characteristic projection if and only if
det
(
dx
ds
B− dt
ds
A
)
= 0 (2.18)
where the matrices A, B are evaluated on the curve. Assuming B−1 exists, we can
re-write equation (2.18) as det
(
B−1A− λI) = 0 with λ = dx/dt. Hence, the slope
of a characteristic projection is given by an eigenvalue of the matrix B−1A. At a
given point in the domain, the system of equations is said to be strictly hyperbolic
if all n eigenvalues of B−1A are real and distinct at that point. This implies the
(local) existence of n distinct families characteristic projections. Analogous to the
scalar case, equation (2.17) reduces to a system of ODEs along these curves. To see
this, let λi be the i-th eigenvalue of B
−1A and lTi the corresponding left eigenvector.
Then, along the curve (x(si), t(si)) defined by dx/dt = λi, equation (2.17) becomes
lTi
du
dsi
= lTi B
−1c (2.19)
Example 2.3: Consider the system of equations (1.6)-(1.8) with D = 0 (no disper-
sion) and Π > 0, C < Cs in the dissolution rate equation. The resulting system of
two equations for C and Γ can be written in the form of equation (2.17):
 1 0
0 1
 Ct
Γt
+
 v 0
0 0
 Cx
Γx
 =
 κ (Cs − C)− ra [Γeq (C)− Γ]
ra (Γeq (C)− Γ)
 (2.20)
Here, B = I, so B−1A = A and B−1c = c. The matrix A has eigenvalues λ1 = v,
λ2 = 0 and suitable left-eigenvectors are l
T
1 = (1, 0), l
T
2 = (0, 1). The characteristic
projections corresponding to λ1 are given by x(s1) = vs1 + constant, t(s1) = s1 and,
along these curves, equation (2.20) reduces to
dC
ds1
= κ(Cs − C)− ra [Γeq(C)− Γ] (2.21)
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Similarly, along the λ2-characteristics x(s2) = constant, t(s2) = s2, we have
dΓ
ds2
= ra [Γeq(C)− Γ] (2.22)
Equations (2.21) is the rate of change of C along the λ1-characteristics and equa-
tions (2.22) is the rate of change of Γ along the λ2-characteristics. Since dC/ds2 and
dΓ/ds1 are not given, the equations are not integrable without assuming a particular
functional relationship between C and Γ.
Example 2.3 highlights a practical problem in applying equation (2.19) to find an-
alytical solutions. Although the system of PDEs can be reduced to a single ODE
along each characteristic projection, this ODE generally involves more than one
unknown and is therefore not integrable. Thus, in contrast to the scalar case, an-
alytical solutions for systems are available only in special cases. For example, if
equation (2.19) can be re-written in the form
d
dsi
ri(x, t,u) = 0 (2.23)
then the so-called Riemann-invariant ri(x, t,u) stays constant along characteristics.
This equation is integrable and may lead to a full analytical solution if a complete
set of n Riemann invariants exists. This evidently requires equation (2.17) to be
homogenous (c = 0). Homogenous systems have a better chance of being solved
analytically, particularly if they are reducible, i.e.
A (u)
∂u
∂x
+ B (u)
∂u
∂t
= 0 (2.24)
In this case, the Hodograph transformation can be used to inter-change the role of
the dependent and independent variables, leading to a linear system which is much
easier to analyse as the characteristic projections can be calculated a priori.
A particular class of reducible systems appearing in many physical context are sys-
tems of conservation laws, for which B = I and A (u) = ∂F/∂u, the derivative of
the generalised flux function F(u). Somewhat analogous to the scalar case, the
Riemann Problem for a system of conservation laws can be solved systematically if
the system is strictly hyperbolic. The weak solution u(x, t) can be constructed as
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a sequence of constant states, rarefaction waves, contact discontinuities and shocks
or semi-shocks. This procedure is illustrated in Appendix B for the 2 × 2 system
of conservation laws modelling a polymer flood in EOR.
2.6 Numerical solutions
We saw in the previous section that analytical solutions are generally not available
for systems of first-order quasilinear PDE, unless the system takes a particularly
simple form. This is even more true for fully non-linear PDE. For this reason,
PDEs must usually be solved numerically. A huge variety of numerical methods
have been developed, the most common ones being finite difference, finite element
and finite volume methods. The underlying idea of all these methods is to transform
the PDE into a system of algebraic equations which can be solved using iterative
schemes. Which methods works best depends largely on the nature of the PDE,
the geometry of the domain and the purpose for which a numerical solution is
required. By far the easiest to implement is a finite difference scheme, which often
involves the discretisation of the domain Ω into a uniform grid. For example, if
the system of PDEs given in equation (2.17) is to be solved on the finite domain
Ω := [0, L]× [0, T ], then we may consider a rectangular grid Ω∆ of N + 1 by M + 1
points, where N = L/∆x, M = T/∆t:
Ω∆ :=
{
(xi, t
j) = (i∆x, j∆t) ∈ Ω, i = 0, .., N, j = 0, ..,M} (2.25)
A grid-function is a discrete function w only taking values wji = w(xi, t
j) on the
nodes of Ω∆. The idea is to approximate the solution u(x, t) of the PDE by a
grid-function. To this end, we need to obtain a discretised version of the PDE by
a suitable replacement of the partial derivative operators. The simplest choice are
the forward space and forward time finite-difference operators Lx, Lt:
Lxwji :=
wji+1 −wji
∆x
, Ltwji :=
wj+1i −wji
∆t
(2.26)
Applied to a smooth function on Ω, these difference operators yield first order ap-
proximations of its partial derivatives with respect to x and t. An example of a
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finite difference scheme for equation (2.17) is now obtained by replacing ∂/∂x, ∂/∂t
with Lx, Lt and the unknown function u(x, t) with the grid-function w. Assuming
invertibility of the matrix B, this yields the following explicit iterative procedure:
wj+1i = w
j
i −
∆t
∆x
(
B−1
)j
i
Aji
(
wji+1 −wji
)
+ ∆t
(
B−1
)j
i
cji (2.27)
where Aji = A
(
xi, t
j,wji
)
, (B−1)ji = B
−1 (xi, tj,wji), cji = c (xi, tj,wji). Computa-
tion of the (j + 1)-th time-level vector wj+1i involves the vectors w
j
i and w
j
i+1 in a
three-point stencil. Therefore, given w0i , w
j
0 for i = 0, .., N , j = 0, ..,M , all values
of w on Ω∆ can be calculated. We hope that, if w
0
i = u(xi, 0) and w
j
0 = u(0, t
j),
the solution w of equation (2.27) is “close” to the exact solution u(x, t) of equation
(2.17) if ∆x and ∆t are small. The quantification of this notion is based on the
concepts of consistency, convergence and stability.
Consistency: a finite difference scheme is called consistent if it is at least first-order
accurate. The order of accuracy is the order of the truncation error, which is the
amount by which a smooth solution u(x, t) of the PDE deviates if it is substituted
in a finite difference scheme and only one iteration is performed. For example, if
w is replaced by u(x, t) in equation (2.26), a Taylor expansion yields a truncation
error (remainder) of order O(∆x) +O(∆t). This scheme is first-order accurate and
therefore consistent, which means that it is a good approximation of equation (2.17)
if ∆x and ∆t are sufficiently small.
Convergence: roughly speaking, a finite difference is said to be convergent if its
solution w get closer to the exact solution u(x, t) upon successive refinements of
the grid. More precisely, the discretisation error ‖w− u‖ vanishes as ∆x,∆t→ 0.
Note that, in general, consistency does not imply convergence. Consistency only
says that the finite difference scheme is a good model of the PDE, not that its solu-
tion is also solution is close to the solution of the PDE. Progress in this direction
can be made by considering the stability of the method.
Stability: essentially, this criterion is the analog of well-posedness for exact solu-
tions: a small change in the initial/boundary data can only effect a small change
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in the numerical solution. Another way of saying this is that errors (e.g. due
to round-off) are bounded even upon repeated iterations. In an unstable scheme,
the error grows unboundedly, typically leading to large oscillations in the numerical
solution. For linear PDE, stability can be established by Von Neumann analysis.
This usually leads to a constraint on ∆x, ∆t, such as the Courant-Friedrich-Lax
(CFL) condition v∆t/∆x < 1.
The numerical analysis for linear PDEs is well-developed, culminating in the Lax-
Richtmeyer Equivalence Theorem, which says that ”stability + consistency ⇔ con-
vergence”. This is an extremely useful result, because it shifts the burden from a
(difficult) convergence proof to a (relatively simple) stability proof. The ”⇒” also
holds for non-linear PDE, but the stability proof is generally much harder.
Another problem associated with numerical solutions is the issue of convergence to
solutions which are not regular, such as the weak solutions discussed in sections
2.1-2.5. A “naive” explicit first-order finite difference scheme like equation (2.27)
will definitely not converge uniformly in the presence of discontinuities, due to the
effects of “numerical viscosity”. Even worse, these schemes may converge to the
wrong weak solution if no entropy condition is embedded in the numerical formu-
lation. Various “shock-capturing” and “conservative” schemes exists to prevent
this from happening, which usually are finite volume methods based on the weak
formulation of the system of PDEs. Although the analytical solutions developed
in this PhD are weak solutions, we will not use these more sophisticated numerical
methods. Instead, we will show that the explicit scheme in equation (2.27) con-
verges well to the analytical solutions. The disadvantage of this method is that
small time-steps ∆t in relation to ∆x are required to ensure stability. This involves
very long computation times as the grid is refined.
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Chapter 3
Exact solution of the scale
inhibitor model with constant
fluid velocity and no adsorption
3.1 Introduction
With no adsorption and diffusion, the model equations (1.6)-(1.8) simplify to
∂C
∂t
+ v
∂C
∂x
= −∂Π
∂t
(3.1)
∂Π
∂t
= −κ [Cs − C] · [H (Π) +H (C − Cs)−H (Π)H (C − Cs)] (3.2)
In this chapter, we solve the Cauchy Problem for this system in Ω = [0, L]× [0,∞)
with data on ∂Ω given by the constant initial profiles
C (x, 0) = Cs , Π (x, 0) = Π0 for 0 ≤ x ≤ L (3.3)
and the feed/boundary condition
C (0, t) = 0 for t > 0 (3.4)
Equation (3.3) corresponds to the conditions in the rock core at t = 0, when the scale
inhibitor solution (concentration Ci > Cs) has reached equilibrium and a uniform
layer of precipitate has formed (see Figure 1.4). Equation (3.4) is needed during a
flow stage (v > 0) in which fresh water (C = 0) is injected. This condition assumes
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an immediate response, the concentration at the inlet dropping from C = Cs at
t = 0 to C = 0 at t = 0+. We will see that the model predicts a similar effect at
other points in the system as the injected water pushes ahead a bank of constant
concentration C = Cs. At any point behind this front, there is a balance between
dissolution of precipitate and concentration being carried off by the fluid, resulting
in a steady-state region where C < Cs. Equations (3.2) and (3.4) imply that, as
longs as Π > 0, the rate of dissolution at the inlet boundary is κCs and therefore
Π (0, t) = Π0 − κCst for 0 ≤ t ≤ t∗, where
t∗ =
Π0
κCs
(3.5)
It will be shown that Π (x, t) > 0 on (0, L] for all 0 ≤ t ≤ t∗, from which it follows
that the precipitate first runs out at the inlet. Since no precipitate can be added
if C < Cs, we have Π(0, t) = 0 for all t ≥ t∗. Gradually, the precipitate at
neighbouring points will also be exhausted and a “zero precipitate region” advances
through the system. We adopt the following notation to describe this:
Definition: Let x = αΠ(t) be a curve in Ω such that Π ≡ 0 on Ω0 := {x ≤ αΠ}∩Ω
and Π > 0 on Ω+ := {x > αΠ} ∩ Ω. We will call this the moving boundary curve.
Note that equation (3.1) is homogenous in Ω0 and non-homogenous in Ω+, which
means that there are two separate Cauchy problems to be considered, requiring
knowledge of C on x = αΠ(t). An ordinary differential equation of the form
dαΠ/dt = F (C(αΠ, t)) can be derived and it will be shown that C(αΠ, t) = 0 for all
t ≥ t∗. The boundary curve is then a straight line of slope F (0) < v (see Figure
3.1), which will lead to the emergence of a travelling wave solution region in Ω+,
alongside the solution profile formed while t < t∗. The balance between flux and
dissolution which maintains the steady-state region is gradually tipped in favour of
scale inhibitor being transported out of the system. The different solution regimes
of C in Ω+ can be used to find the corresponding expressions for Π up to arbitrary
functions. These will be determined by the assumption that Π(x, t) is continuous
everywhere. This assumption has a bearing on the differential equation for αΠ and
its correctness will be verified by a mass-balance calculation of the resulting weak
solution to equation (3.1).
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Figure 3.1: Emergence of a new boundary at t = t∗. There are separate Cauchy
problems for equation (3.1) on the sub-domains Ω0 and Ω+.
3.2 Solution for 0 ≤ t < t∗
We first consider the period when there is some precipitate at every location in the
reservoir. At t = 0, we have Π = Π0 for all 0 ≤ x ≤ L. Since ∂Π/∂t is finite, there
must be some positive time interval [0, t′) such that Π (x, t) > 0 for all 0 ≤ x ≤ L,
t ∈ [0, t′). This allows us to substitute ∂Π/∂t = −κ (Cs − C) in equation (3.1) to
obtain the non-homogenous, quasi-linear PDE
∂C
∂t
+ v
∂C
∂x
= κ (Cs − C) (3.6)
Comparing this with equation (2.1) we have a (x, t, z) = v, b (x, t, z) = 1 and
c (x, t, z) = κ (Cs − z). We therefore need to solve the characteristic system
dx
ds
= v,
dt
ds
= 1,
dz
ds
= κ (Cs − z) (3.7)
Instead of parametrising ∂Ω, we can map {x = 0, t > 0} to {x < 0, t = 0} and solve
equation (3.6) on the upper-half plane, using the initial condition C(x, 0) = f(x),
which is to be chosen such that C(0, t) = 0. Now, requiring that the solutions
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of equation (3.7) pass through the initial data curve Σ0 = {(r, 0, f(r)), r ∈ R}, we
obtain the family of characteristics
z (r, s) = Cs + f (r) e
−κs (3.8)
x (r, s) = vs+ r (3.9)
t (r, s) = s (3.10)
The characteristic projections have a global inverse s = t, r = x−vt and the general
solution to equation (3.6) in these coordinates becomes
C (x, t) = Cs + f (x− vt) e−κt (3.11)
The problem now is to specify the function f for the situation we wish to model.
From equation (3.3), C (x, 0) = Cs + f (x). In order to satisfy the initial condition
C (x, 0) = Cs on [0, L], we therefore require f(x) = 0 for x ≥ 0. We also have the
boundary condition C (0, t) = Cs + f (−vt) e−κt = 0 for all t > 0. Replacing −vt
with x yields f (x) = −Cseκx/v for x < 0, and hence our required function is
f (x) =
 0 , x ≥ 0−Cseκx/v, x < 0 (3.12)
The solution C is obtained by substituting equation (3.12) into (3.11). Thus,
C (x, t) =
 Cs , x ≥ vtCs − Cse−κx/v, x < vt (3.13)
This concentration profile is characterised by the propagation of an initial disconti-
nuity, which decreases in height as it moves through the system at velocity v (i.e.
along the characteristic through the origin). Behind the front the solution pro-
file is equal to the steady state solution of equation (3.6) obtained when setting
∂C/∂t = 0. The concentration at each point here remains constant as a result of
equality between the rate of dissolution of precipitate and the concentration flux
that exists due to the fluid carrying off chemical.
In order to find a corresponding precipitate profile, we substitute equation (3.13) in
equation (3.2) and obtain ∂Π/∂t = 0 for all x ≥ vt, which means that Π = Π0 here.
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For x < vt we have ∂Π/∂t = −κCse−κx/v. Integration yields the solution in terms
of an arbitrary function:
Π (x, t) = g (x)− κCste−κx/v (3.14)
We will choose g in such a way that the profile Π = Π(x, t) is continuous, which
implies that equation (3.14) should take the value Π0 at x = vt. Substituting t = x/v,
this condition may be expressed as
Π0 = Π
(
x,
x
v
)
= g (x)− κCsx
v
e−κx/v (3.15)
This choice of the function g results in the following precipitate profile:
Π (x, t) =

Π0 , x ≥ vt
Π0 +
κCs
v
(x− vt) e−κx/v , x < vt
(3.16)
Differentiating equation (3.16) with respect to x, we obtain
∂Π
∂x
=
κ2Cs
v2
(v
κ
+ vt− x
)
e−κx/v > 0 , x < vt (3.17)
This shows that the first time the precipitate runs out must be at x = 0, when
t = t∗ = Π0/κCs. Until this time, the concentration and precipitate profiles on
0 ≤ x ≤ L are entirely defined by equations (3.13) and (3.16). Figure 3.2 shows
these profiles at some time t < t∗. The horizontal line represents a fixed precipitate
value P ∈ [Π0 − κCst , Π0]. Let xP denote the point of intersection of Π(x, t) with
the line Π = P , so
0 = Π0 − P + κCs
v
(xP − vt) exp
(−κxP
v
)
(3.18)
Using the Lambert W-function ([41]), equation (3.18) can be solved explicitly for
xP as a function of t. However, for reasons that will become clear shortly, we are
mainly interested in the rate of change of xP . By defining G (xP, t) = Π (xP, t)−P
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Figure 3.2: Solution profiles for some t < t∗. We want to determine the rate of
change of the fixed value P in terms of the corresponding variable concentration CP .
and applying the Implicit Function Theorem ([42]) to the equation G (xP, t) = 0, we
find
dxP
dt
= −∂G
∂t
(
∂G
∂xP
)−1
(3.19)
Since P is a constant, ∂G/∂t = ∂Π/∂t and ∂G/∂xP = ∂Π/∂xP . Introducing the
notation CP = C (xP , t) and using equations (3.17) and (3.18), we obtain
∂Π
∂t
= −κ (Cs − CP ) (3.20)
∂Π
∂xP
=
κ2Cs
v2
(v
κ
+ vt− xP
)
exp
(−κxP
v
)
=
κ
v
(Π0 − P + Cs − CP ) (3.21)
Substituting these into equation (3.19) yields the rate of change of xP in terms of
the precipitate level P and the corresponding concentration value CP :
dxP
dt
=
v (Cs − CP )
Π0 − P + Cs − CP (3.22)
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For instance, at some fixed time τ < t∗ the precipitate level at x = 0 is P = Π0−κCsτ
with corresponding concentration level CP = 0. Equation (3.22) now implies that
the ”horizontal” rate of change of the precipitate profile at the inlet is v/(1 + κτ).
3.3 Solution for t ≥ t∗
The precipitate profile satisfies Π(0, t∗) = 0 and Π(x, t∗) > 0 for x > 0. The
dissolution rate at the reservoir inlet suddenly drops from κCs for t < t
∗ to 0 at
t = t∗ and the system of equations (3.1) and (3.2) changes to its alternate form
∂C/∂t = −v∂C/∂x, ∂Π/∂t = 0 here. This simpler system is no longer satisfied
by equations (3.13) and (3.16). In order to give an intuitive description of what
happens next, we let αC be the point on the concentration profile such that C ≡ 0
if x ≤ αC and C > 0 if x > αC . This definition is analogous to the point αΠ on the
precipitate profile. Note that we must have αC ≤ αΠ. Indeed, if αC > αΠ , then
C ≡ 0 and Π > 0 on the interval αΠ < x ≤ αC . But since C ≡ 0 is not a solution
of equation (3.1) when Π > 0, this is a contradiction.
Figure 3.3: Solution profiles at t = t∗.
Figure 3.3 shows the situation at t = t∗, when αΠ = αC = 0. On 0 < x ≤ L,
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equations (3.13) and (3.16) still define the solution profiles and therefore equation
(3.22) still describes the speed xP
′ (t) of any precipitate value 0 < P ≤ Π0 in terms
of the corresponding concentration value CP = C (xP , t). Let us now make the
assumption that this intrinsic relationship also applies to αΠ, despite the fact that
the system of equations takes the form ∂C/∂t = −v∂C/∂x , ∂Π/∂t = 0 here (the
correctness of this assumption will proved in Section 4.8). Then, substituting P = 0
and C0 = C (αΠ, t), we obtain the relation
dαΠ
dt
=
v(Cs − C0)
Π0 + Cs − C0 (3.23)
Because 0 ≤ C0 ≤ Cs and Π0 > 0, equation (3.23) implies that αΠ′ (t) < v. We
observe further that any solution of the transport equation ∂C/∂t = −v∂C/∂x
must be of the form C = C (x− vt). Since such a solution is propagated forward at
velocity v, we deduce that αC
′ (t) = v. Given that αΠ (t∗) = αC (t∗) = 0, it would
therefore seem that αC is about to overtake αΠ. However, as noted above, there is
the constraint αC ≤ αΠ. This condition instantaneously “slows down” αC , forcing
it to have the same speed as αΠ, from which it follows that αC = αΠ during some
time interval [t∗, t∗ + δt]. Repeating this argument at t = t∗ + δt and subsequent
stages, we deduce that αC = αΠ for all t ≥ t∗.
In line with the notation used previously, we let x0 := αΠ, the root of the precipitate
profile. Since x0 = αC by the above argument, we find that C0 = C (x0, t) = 0 in
equation (3.23), and hence
dx0
dt
= U :=
vCs
Π0 + Cs
(3.24)
Using the initial condition x0 (t
∗) = 0, we find x0 (t) = U (t− t∗). We now look
for a solution C∗ of the system of equations (3.1) and (3.2) satisfying the condition
C∗ (x0, t) = 0 for all t ≥ t∗. Since Π > 0 for x > x0, C∗ will be of the form of
equation (3.11). Substituting x = x0(t), the “moving boundary condition” is
0 = Cs + f (Ut− Ut∗ − vt) e−κt (3.25)
Introducing the variable z = Ut− Ut∗ − vt and rearranging terms, we find
f (z) = −Cs exp
(
κ z + Ut∗z
U − v
)
(3.26)
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Note that κ(U − v)−1 = − (Cs + Π0) v−1κΠ0−1 = −(Ut∗)−1. Substituting equation
(3.26) back into equation (3.11) then yields
C∗ (x, t) = Cs − Cs exp
(
Ut− Ut∗ − x
Ut∗
)
(3.27)
Putting C∗ into equation (3.2) we obtain
∂Π∗
∂t
= −κCs exp
(
Ut− Ut∗ − x
Ut∗
)
(3.28)
As before, integrating with respect to t determines the precipitate up to an arbitrary
function h = h(x):
Π∗ (x, t) = h (x)− Π0 exp
(
Ut− Ut∗ − x
Ut∗
)
(3.29)
We can use the condition Π∗(x0, t) = 0 to find h(x) = Π0. Comparing this with
equation (3.27) we see that Π∗ is just a scalar multiple of C∗:
Π∗ (x, t) =
Π0
Cs
C∗ (x, t) (3.30)
Direct substitution shows that C∗ and Π∗ coincide with equations (3.13) and (3.16)
at x = v(t − t∗). The solution in the “new region” U (t− t∗) < x < v (t− t∗) is
therefore continuously joined to the solution for all x ≥ v(t− t∗), along the charac-
teristic through (0, t∗). Equations (3.13) and (3.27) then constitute a weak solution
of equation (3.1) on Ω+ (i.e. equation (3.6)). We remark that the characteristic
projections of equation (3.2) are the lines x = constant, but that the edges in Π(x, t)
move along with the edges in C(x, t). This is not a problem, because in each solu-
tion region of C(x, t), equation (3.2) takes a different form, just as equation (3.1) is
different in Ω0 and Ω+. The theory of weak solutions developed in Chapter 2 only
applies if the coefficients of the PDE are differentiable.
We note that C∗, Π∗ satisfy ∂C/∂t = −U∂C/∂x, ∂Π/∂t = −U∂Π/∂x respectively
and that they are consistent with equation (3.22): substituting P = Π∗ (xP , t) and
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CP = C
∗ (xP , t) = CsP/Π0 yields dxP/dt = U . We also observe that the of ve-
locity of a precipitate value P changes in a continuous way as it enters the new
region. To see this, note that the front end of this region reaches P at time
τ = t∗ + xP/v. Using equation (3.18), we then have P = Π0− κCst∗ exp (κt∗ − κτ)
and CP = Cs−Cs exp (κt∗ − κτ). Substituting these values in equation (3.22) yields
dxP/dt = U , which shows that P already has velocity U when it falls into the new
solution region. On the other hand, the velocity of the corresponding concentration
value CP “jumps” from 0 to U at t = τ .
The existence of the travelling wave solution region has the following physical expla-
nation: from the instant (t = t∗) the precipitate runs out at x = 0, no scale inhibitor
is carried by the flux to the neighbouring point. The dissolution mechanism at that
point can not react quickly enough to provide the sudden demand for “extra” scale
inhibitor to maintain the steady-state concentration level. This again has the effect
of less material being transported to the next point, and so on. Since the flux has
velocity v, the disturbance away from the steady-state propagates at this velocity
too. Of course, in the meantime, the precipitate has run out some distance away
from the inlet and the process repeats itself. This causes a gradual overall reduction
of concentration levels in the region x < v(t−t∗). The distribution of scale inhibitor
along the system in this case dictates that the concentration at any point decreases
according to ∂C/∂t = −U∂C/∂x, where U is the rate of “complete disappearance”
of precipitate from the system. We stress that this physical interpretation works
only if U < v, because the flux is then able to transfer “information” to the next
point before the precipitate runs out there. In Chapter 4, we will see that this is
not necessarily the case.
Dropping the notation involving C∗ and Π∗, the solutions for t ≥ 0, 0 ≤ x ≤ L
are concisely written as follows:
C (x, t) =

Cs , vt ≤ x ≤ L
Cs − Cse−κx/v , v (t− t∗) ≤ x < vt
Cs − Cs exp
(
Ut− Ut∗ − x
Ut∗
)
, U (t− t∗) ≤ x < v (t− t∗)
0 , 0 ≤ x ≤ U (t− t∗)
(3.31)
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and
Π (x, t) =

Π0 , vt ≤ x ≤ L
Π0 +
κCs
v
(x− vt) e−κx/v , v (t− t∗) ≤ x < vt
Π0
Cs
C (x, t) , U (t− t∗) ≤ x < v (t− t∗)
0 , 0 ≤ x ≤ U (t− t∗)
(3.32)
Although equation (3.31) is clearly a weak solution of equation (3.1) for x >
U (t− t∗) and as such will conserve scale inhibitor, the conserved amount clearly
depends on Π. It should be remembered that, mathematically, these solutions were
constructed using the assumption that the precipitate profile must be continuous,
which uniquely determined the solution of equation (3.2) in each interval. The
correctness of this assumption can be checked by verifying that the total amount
of scale inhibitor initially present in the system, L (Cs + Π0), is preserved. The
amount of chemical that is added to the mobile phase after some time t > 0 is found
by evaluation of the definite integral of C(x, t) between x = 0 and x = vt. In order
for the solution to be physically correct, this must be equal to the total amount of
precipitate used up. In other words, we need
vt∫
0
[Π0 − Π (x, t)] dx =
vt∫
0
C (x, t) dx (3.33)
It is straightforward to show that equations (3.31) and (3.32) indeed satisfy equation
(3.33). An alternative way to prove the conservation of mass is to consider the
effluent concentration flux vCeff (t) := vC (L, t), which is the amount of chemical
passing the reservoir outlet x = L per unit time. Using equation (3.31) we have
vCeff (t) =

vCs , 0 ≤ t ≤ L/v
vCs − vCse−κL/v , L/v ≤ t < t∗ + L/v
vCs − vCs exp
(
Ut− Ut∗ − L
Ut∗
)
, t∗ + L/v ≤ t < t∗ + L/U
(3.34)
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Evaluation of the definite integral of vCeff (t) between 0 and t
∗ + L/U yields
t∗+L/U∫
0
vCeff (t) dt = [vCst]
L/v
0 +
[
vCst− vCst exp
(−κL
v
)]L/v+t∗
L/v
+
[
vCst− vCst∗ exp
(
Ut− Ut∗ − L
Ut∗
)]L/U+t∗
L/v+t∗
= vCs
(
L
U
+ t∗
)
− vCst∗ exp
(−κL
v
)
− vCst∗
+ vCst
∗ exp
(
UL− vL
vUt∗
)
= L (Cs + Π0) (3.35)
The question that arises is whether the argument can be reversed and if we can
arrive at equation (3.31) and (3.32) by imposing the mass balance requirement in
the first place. This amounts to proving that the correct amount of scale inhibitor
is conserved if Π(x, t) is chosen to be continuous.
Example 3.1: We consider the case with full solubility level Cs = 1 and initial
precipitate level Π0 = 0.5 on a reservoir of unit length (L = 1). Let the dissolution
rate parameter and fluid velocity be κ = 1 and v = 0.5 respectively, so that the
Damkohler number is κL/v = 2. With these parameters, we find t∗ = 0.5 and
U = 1/3. Figure 3.4 shows the concentration and precipitate in-situ profiles for
this case at time t = 1.5. The exact solutions given by equations (3.31) and (3.32)
are plotted together with two numerical solutions obtained using the explicit first
order finite difference scheme discussed in section 2.6. While the coarse calculation
(∆x = 0.01) clearly shows the effects of “numerical viscosity” near irregular (non-
smooth) points, the finer calculation (∆x = 0.001) achieves very good agreement
with the exact solution. Figure 3.5 shows the effluent concentration flux curve
for this example. The point x0 reaches the outlet at t = t
∗ + L/U = 3.5 and
C ≡ 0 afterwards. We note that increasing or decreasing the Damkohler number
κL/v in these plots would lead to a higher or lower concentration profile respectively.
Analogous to this ”vertical” effect of the Damkohler number, the ratio Π0/Cs affects
the profiles ”horizontally”. Very low values of Π0/Cs result in U ≈ v, so that the
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new region is very narrow and could be confused with a shock discontinuity. On
the other hand, very high values of Π0/Cs stretch this region considerably (since
then U << v ).
Figure 3.4: Analytical and numerical C and Π profiles for example 3.1 at t = 1.5
Figure 3.5: Effluent concentration flux for example 3.1
3.4 Interpretation in terms of characteristics
We will now describe equation (3.31) in terms of characteristics. Consider x0 (t) =
U (t− t∗) for t ≥ t∗, where U := vΠ0/ (Π0 + Cs) < v is the known constant speed
found in section 3.2. This line separates the domains Ω0 and Ω+, as shown again
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in Figure 3.6. In Ω0, equation (3.1) is the homogenous transport equation and the
solution is a travelling wave of speed v. In Ω+, equation (3.1) is non-homogenous
with general solution given by equation (3.11). Note that C = C (x, t∗) is given by
equation (3.13), as a result of the initial condition C(x, 0) = Cs and the boundary
condition C (0, t) = 0 for t > 0. In order to find the solution on Ω+ for t > t
∗,
we need to have knowledge of C on the boundary curve x0 = x0 (t). The charac-
teristics of equation (3.36) are the lines x − vt = β in both domains. Since the
equation is homogenous in Ω0, the solution here is constant along characteristics.
With C (0, t) = 0, this implies that C ≡ 0 in Ω0, which also determines the required
boundary condition C (x0, t) = 0. Equation (3.11) can now be specified to obtain
equation (3.27) and the solution profile at some τ ≥ t∗ consists of four regions.
Figure 3.6: The solution regions of the Cauchy problem when the constant U < v is
the slope of the moving boundary.
The boundary data on ∂Ω are “sent” along characteristics to the boundary curve
x0 = U (t− t∗), thus providing the information needed to solve equation (3.1) on
Ω+. This is only possible because U < v here. Since this will not be the case in
general (see Chapter 4) it is worthwhile examining what would happen if U > v.
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For simplicity, we will assume that U is a constant, although we could equally well
carry out the analysis in this section for a more general velocity, U = U (x, t, C) say.
Suppose that the solution is known at some time τ (see Figure 3.7). Let D =
(x0, τ) ∈ Ω0 be a point on the boundary, where the solution takes the value ξ (D).
Since D ∈ Ω0, the value ξ (D) will be transported along characteristic L1 and, some
time δτ later, arrive at F = (x0 + vδτ, τ + δτ) ∈ Ω0. Now consider the point
E = (x0 + (U − v) δτ, τ) in Ω+, with solution value ξ (E). In time δτ this will
travel along characteristic L2 through G = (x0 + Uδτ, τ + δτ) on the boundary and
in doing so changes its value to ξ (G). Since G ∈ Ω0, the value ξ = ξ (G) will
remain constant on L 2 from τ + δτ on. In this way the moving boundary ”builds”
a travelling wave solution in Ω0 from the solution in Ω+ . As a consequence, C
no longer vanishes at x0. Indeed, the process described in Figure 3.7 results in a
(non-zero) travelling wave being “left behind” the moving boundary.
Figure 3.7: Formation of a travelling wave solution in Ω0 if U > v.
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3.5 Summary
In this chapter, we have examined the scale inhibitor model with no adsorption and
dispersion, when the system of equations (1.6)-(1.8) reduces to equations (3.1)-(3.2).
We solved the Cauchy Problem on Ω with piecewise constant data C(x, 0) = Cs,
Π(x, 0) = Π0 on 0 ≤ x ≤ L and C(0, t) = 0 for t > 0. These conditions implied that
the precipitate at the reservoir inlet ran out at t = t∗ = Π0/κCs, which was the first
time that the Heaviside function in equation (3.2) played a role on Ω. The solution
for t < t∗ was constructed in section 3.2 (equations (3.13) and (3.16)) and we used
it to find a relationship for the rate of change of an arbitrary precipitate value
P in terms of the corresponding concentration value CP (equation (3.22)). This
relationship was then assumed to apply also to the “root” αΠ of the precipitate
profile, even though equations (3.13) and equations (3.16) did not solve the system
at x = αΠ. As a result of this assumption, the concentration and precipitate profiles
for t > t∗ were seen to have a joint root x0 moving along the x-axis with constant
velocity U = vCs/ (Π0 + Cs). This implied the emergence of a travelling wave
solution component. Explicit integration showed that the resulting weak solution
(equation (3.31)) of equation (3.1) conserves the total amount of injected chemical,
thus confirming that our assumption of a continuous precipitate profile is physically
correct. The question arose as to whether this process could be reversed and if
we could prove that mass conservation implies the continuity requirement in the
first place. This is simple if we know a priori that dαΠ/dt is constant, but far
from obvious if this information is not given. There is bound to be some deeper
connection between the conservation of mass and the “invariance” of equation (3.22),
but it is as yet unresolved.
With a view towards Chapter 4, we looked at how the point αΠ(t) traces out a
boundary curve dividing Ω into the regions Ω0 (where Π ≤ 0) and Ω+ (where
Π > 0). Knowledge of C on this boundary allows the construction of the solution
everywhere in Ω. For the Cauchy problem discussed in this chapter, we had a
straight line boundary of slope U < v. The condition C(0, t) = 0 for t > 0 could then
be transported along characteristics to the new boundary condition C(αΠ, t) = 0,
which then determined the solution in Ω2. However, in general, the velocity U
depends on x, t and C and it can happen that U > v. We explained how the
solution in Ω+ then defines a solution in Ω0.
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Chapter 4
Exact solutions of the scale
inhibitor model with variable fluid
velocity and no adsorption
4.1 Introduction
We now extend the discussion given in Chapter 3 and consider what happens when
the flow at constant velocity v = v1 is stopped (i.e. v = 0) during a “shut-in” period
t1 ≤ t < t2, and is then restarted at a different constant velocity, v = v2. This
process is described by the equations
∂C
∂t
+ v(t)
∂C
∂x
= −∂Π
∂t
(4.1)
∂Π
∂t
= −κ (Cs − C) · [H (Π) +H (C − Cs)−H (Π)H (C − Cs)] (4.2)
where the time-dependent velocity term in equation (4.1) is
v (t) =

v1 , 0 ≤ t < t1
0 , t1 ≤ t < t2
v2 , t2 ≤ t
(4.3)
Figure 4.1 shows how this sub-divides Ω = [0, L] × [0,∞). With Cauchy data
C (x, 0) = Cs, Π (x, 0) = Π0 and C (0, t) = 0, the solution during the first flow
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Figure 4.1: Schematic of the regions of Ω in Case 1: t∗ > t2.
phase 0 < t < t1 (when v = v1) is given by equations (3.31) and (3.32). This
defines initial conditions for the ODEs which govern the shut-in phase [t1, t2) (when
v = 0). In this static dissolution process, the concentration increases everywhere
and approaches Cs if t2 >> t1 (provided there is enough precipitate). If v1t1 < L,
a discontinuity in Π(x, t) forms at x = v1t1, since C = Cs for v1t1 ≤ x ≤ L. The
profiles at t = t2 are initial conditions for the second flow phase (v = v2), when the
boundary condition C (0, t) = 0 is needed again.
As in Chapter 3, we consider the time t∗ such that Π (0, t∗) = 0. It will be shown that
this is the first time the precipitate runs out on [0, L]. Depending on the parameters
Cs,Π0, κ, t1, t2, several scenarios are possible. During the first flow phase, we have
Π (0, t) = Π0 − κCst. Clearly, if Π0 < κCst1, this reaches zero at t∗ = Π0/κCs < t1
(we refer to this as Case 3). On the other hand, if Π0 ≥ κCst1, then Π (0, t1) > 0
and we determine C (0, t) = Cs−Cseκt1−κt and Π (0, t) = Π0−κCst1−Cs+Cseκt1−κt
for some t > t1. It follows that if Π0 < Cs (1 + κt1 − eκt1−κt2), the precipitate at
the inlet runs out during the shut-in phase (Case 2), at time
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t∗ = t1 − 1
κ
ln
[
1 + κt1 − Π0
Cs
]
(4.4)
Finally, if Π0 ≥ Cs (1 + κt1 − eκt1−κt2), we have Π (0, t2) > 0 (Case 1). During the
second flow phase, we have Π (0, t) = Π0 − κCst1 −Cs +Cseκt1−κt2 − κCst for some
t > t2 and then
t∗ = t2 − t1 + 1
κ
[
Π0
Cs
+ eκt1−κt2 − 1
]
(4.5)
We will focus primarily on the solution of Case 1, when Π0 is high enough to ensure
that t∗ > t2 (this case is shown in Figure 4.1). For t ≥ t∗, the boundary curve
x = αΠ(t) defines the region Ω0 in which Π(x, t) = 0. The initial conditions (at
t = t2) for the PDE in the second flow phase are not constant and this will lead to
an ODE of the form dαΠ/dt = F (C(αΠ, t), αΠ). It will emerge that, depending on
the values of Π0 and the ratio v1/v2, we can have dαΠ/dt < v2 for all t ≥ t∗ (Case
1a). Full analytical solutions may then be derived (sections 4.4 and 4.5). Explicit
formulae are available if v1 = v2 and an implicit description must be used when
v1 6= v2. However, another case (Case 1b) can occur, where there is a time τ > t∗
such that dαΠ/dt > v2 for t
∗ < t < τ and dαΠ/dt > v2 for t > τ . In this scenario,
the rate at which the “zero precipitate zone” advances is initially greater than the
fluid velocity. The precipitate at x = αΠ then disappears before the flux can carry
off the dissolved scale inhibitor, resulting in a non-zero concentration region in Ω0,
as was discussed in section 3.4. This concentration is carried back into Ω+ when
dαΠ/dt > v2. We will see that there is no full analytical solution for this case.
Similarly, Case 2 and Case 3 split into a-cases, admitting a full analytical solution,
and b-cases, in which such a solution can not be obtained. The only difference here
is that the boundary curve emerges already during the shut-in or first flow phase.
4.2 First flow phase and shut-in phase (Case 1)
The concentration and precipitate profiles during the first flow phase are the same
as in Chapter 3, with v = v1. That is,
C (x, t) =
 Cs , v1t ≤ x ≤ LCs − Cse−κx/v1 , 0 ≤ x < v1t (4.6)
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Figure 4.2: Solution profiles at t = t1 correspond to the dashed line plots and those
at t = t2 to the solid line plots.
and
Π (x, t) =

Π0 , v1t ≤ x ≤ L
Π0 +
κCs
v1
(x− v1t) e−κx/v1 , 0 ≤ x < v1t
(4.7)
With v (t) = 0 for t ∈ [t1, t2) and Π > 0, equations (4.1) and (4.2) reduce to
∂C
∂t
= −∂Π
∂t
= κ (Cs − C) (4.8)
This gives C (x, t) = Cs + A (x) e
−κt, where the coefficient A(x) is determined by
evaluating equation (4.6) at t = t1. Thus, for x < v1t1, we need C (x, t1) = Cs +
A (x) e−κt1 = Cs − Cse−κx/v1 , from which we find A (x) = −Cseκt1−κx/v1 . Similarly,
A (x) = 0 for x ≥ v1t1, and hence
C (x, t) =
 Cs , v1t1 ≤ x ≤ LCs − Cseκt1−κt−κx/v1 , 0 ≤ x < v1t1 (4.9)
The corresponding precipitate profile is now found by substituting equation (4.9)
into equation (4.8) and evaluating equation (4.7) at t = t1. This yields
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Π (x, t) =

Π0 , v1t1 ≤ x ≤ L
Π0 + Cs
(
κx
v1
− κt1 + eκt1−κt − 1
)
eκx/v1 , 0 ≤ x < v1t1
(4.10)
Since Π0 ≥ Cs (1 + κt1 − eκt1−κt2), we have Π (x, t) > 0 for all t ∈ [t1, t2) , x ∈ [0, L].
Figure 4.2 shows the solution profiles given by equation (4.9) and equation (4.10)
at the end of the shut-in phase. A discontinuity has appeared in the precipitate
profile at x = v1t1, which we will refer to as the ”Π-discontinuity”. For cases with
a very long shut-in period, the concentration can be seen to approach full solubility
level Cs everywhere.
4.3 Second flow phase (Case 1)
4.3.1 Concentration profile
We now consider what happens during the second flow phase, when v (t) = v2. With
Π > 0, the general solution of equation (4.1) is given in terms of some arbitrary
function f as
C (x, t) = Cs + f (x− v2t) e−κt (4.11)
The initial solution profiles C (x, t2) and Π (x, t2) are given by equations (4.9) and
(4.10) respectively (see Figure 4.2). Since Π (x, t2) > 0 for all x ∈ [0, L], there
must be a time interval at the beginning of the second flow phase during which the
concentration profile is of the form of equation (4.11) everywhere on [0, L]. The
arbitrary function f in that case is determined using two conditions. First of all,
equation (4.11) should reduce to equation (4.9) if t = t2. For 0 ≤ x < v1t1 this
implies that
Cs + f (x− v2t2) e−κt2 = Cs − Cseκt1−κt2−κx/v1 (4.12)
Re-writing this using the substitution z = x− v2t2, we find f = f(z) and hence
C1 (x, t) = Cs − Cs exp
[−κ
v1
(x+ v1t− v2t+ v2t2 − v1t1)
]
(4.13)
48
for v2 (t− t2) ≤ x < v1t1 + v2 (t− t2). Similarly, for x > v1t1 we need Cs +
f (x− v2t2) e−κt2 = Cs, from which it follows that the concentration is C0 (x, t) = Cs
for x ≥ v1t1 + v2 (t− t2). In order to determine the function f (and hence C)
completely, we must also use the boundary condition C (0, t) = 0 for all t > t2.
Analogous to equation (4.6), this results in
C2 (x, t) = Cs − Cse−κx/v2 , 0 ≤ x < v2(t− t2) (4.14)
The notation C0, C1, C2 is used here to distinguish the different solution components.
They are separated by two contact discontinuities (see Figure 4.3).
4.3.2 Precipitate profile
At some time t > t2 the solution profile of Π will consist of four different regions.
In Figure 4.3 below the case v2(t− t2) < v1t1 is considered, when the concentration
front connecting C1 and C2 has not yet reached the Π - discontinuity at x = v1t1.
The four regions of the precipitate profile are labeled by A, B, C and D.
Region (A): this is the right-most interval, v1t1 + v2 (t− t2) ≤ x ≤ L. Here we
have ΠA = Π0. The first concentration discontinuity has not yet reached this region
and therefore no precipitate has dissolved.
Region (B): the interval v1t1 ≤ x ≤ v1t1 + v2 (t− t2). This is the region between
the Π - discontinuity and the first C - discontinuity. We know that C = C1 (equation
(4.13)) here. Substitution into equation (4.2) and integration with respect to t yields
ΠB (x, t) = gB (x) +
v1
v1 − v2Cs exp
[−κ
v1
(x+ v1(t− t1) + v2(t2 − t))
]
(4.15)
The arbitrary function gB is found by joining this expression to the one describing
the precipitate in neighbouring region (A). So at x = v1t1 + v2 (t− t2), we require
that ΠB(x, t) = Π0. Writing t = t2 + (x− v1t1)/v2 this condition simplifies to
gB (x) = Π0 − v1
v2 − v1Cs exp
[−κ
v2
(x+ v2t2 − v1t1)
]
(4.16)
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Figure 4.3: Solution profiles before the second C-discontinuity reaches the Π-
discontinuity.
Substituting into equation (4.15), we find
ΠB (x, t) = Π0 − v1
v1 − v2Cs exp
[−κ
v2
(x+ v2t2 − v1t1)
]
+
v1
v1 − v2Cs exp
[−κ
v1
(x+ v1(t− t1) + v2(t2 − t))
]
(4.17)
Region (C): this is the interval v2 (t− t2) ≤ x ≤ v1t1 between the second C -
discontinuity and the Π - discontinuity. Also here the concentration is C = C1 and
hence
ΠC (x, t) = gC (x)− v1
v2 − v1Cs exp
[−κ
v1
(x+ v1(t− t1) + v2(t2 − t))
]
(4.18)
The function gC is now found by demanding that equation (4.10) is recovered if
t = t2 in equation (4.18). This yields
ΠC (x, t) = Π0 + exp
(−κx
v1
)
·
(
κ
v1
(x− v1t1) + exp (κt1 − κt2)− 1
)
− v1
v1 − v2Cs exp
[−κ
v1
(x+ v1(t2 − t1))
]
+
v1
v1 − v2Cs exp
[−κ
v
(x+ v1(t− t1) + v2(t2 − t))
]
(4.19)
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Region (D): this is the interval 0 ≤ x ≤ v2 (t− t2) between the inlet and the second
C - discontinuity; see Figure 4.3. Now C = C2 (equation (4.14)), from which we
find
ΠD (x, t) = gD (x)− κCst · e−κx/v2 (4.20)
The arbitrary function gD is found as in region (B), by joining the solution at the
right-hand boundary to Π = ΠC . So at x = v2 (t− t2) we need to match equations
(4.19) and (4.20). This results in the following component:
ΠD (x, t) = Π0 +
(
κ
v1
(x− v1t1) + eκt1−κt2 − 1
)
Cse
−κx/v1
+
κ
v2
[x− v2(t− t2)]Cse−κx/v2
+
v1
v1 − v2Cse
κt1−κt2 [e−κx/v2 − e−κx/v1] (4.21)
Assume now that Π(x, t) > 0 on [0, L] at t = t2 + v1t1/v2 (whether this is possible
will depend on the specific choice of parameters). The second C - discontinuity is
then at x = v1t1 and precipitate profile consists of the three components ΠA , ΠB,
ΠD . For t > t2 + v1t1/v2, region B splits up into two separate intervals, which we
will call B1 and B2 respectively.
Region (B1): the interval v2 (t− t2) ≤ x ≤ v1t1 + v2 (t− t2), between the two C
- discontinuities, which are now both behind the Π- discontinuity; see Figure 4.4.
Here the solution for region B given by equation (4.17) remains valid.
Region (B2): interval v1t1 ≤ x ≤ v2 (t− t2) defines a new region between the Π
- discontinuity and the C - discontinuity; see Figure 4.4. The concentration here
is C2 (equation (4.14)) and the precipitate profile is of the form of equation (4.20)
with a new arbitrary function gB2. This is found by requiring the solution to satisfy
equation (4.17) at x = v2(t− t2). Then,
ΠB2 (x, t) = Π0 +
κ
v2
[x− v2(t− t2)]Cse−κx/v2
+
v1
v1 − v2Cse
κt1−κt2 [e−κx/v2 − e−κx/v1] (4.22)
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Figure 4.4: Solution profiles after the second C-discontinuity has passed the Π-
discontinuity and the new regions B1 and B2 emerge.
4.4 Solution for t ≥ t∗ (Case 1)
Setting x = 0 in equation (4.21) verifies that ΠD (0, t
∗) = 0, where t∗ is the time
defined in equation (4.5). Using the formulae for the individual solution components
derived in section 4.3, it may be shown that Π (x, t) > 0 for all t ∈ [0, t∗], 0 < x ≤ L.
The precipitate therefore first runs out at the inlet boundary. For parameter choices
satisfying t∗ ≤ t2 + v1t1/v2 there will be the four regions A, B, C, D at (as in Figure
4.3, with ΠD (0, t
∗) = 0 now). On the other hand, if t∗ > t2 + v1t1/v2 the profiles at
t = t∗ will consist of the regions A, B1, B2, D (as in Figure 4.4). Either way, the
solution in the last region is given by the components C2 and ΠD.
On the inlet boundary, the dissolution rate of precipitate instantaneously falls from
κCs for t < t
∗ to 0 at t = t∗. With no shut-in phase (t1 = t2) and a constant fluid
velocity (v = v1 = v2), we saw in Chapter 3 that this discontinuity in ∂Π/∂t led to
the emergence of a travelling wave solution of velocity U = vCs/(Π0 + Cs). This was
the consequence of the preservation of a certain relationship between C and Π. In
complete analogy with this approach, we will consider a point (xP , P ) ∈ ΠD, where
P is a fixed precipitate level and xP = xP (t) the value such that ΠD (xP , t) = P .
The horizontal rate of change of xP is
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dxP
dt
= −∂ΠD
∂t
(
∂ΠD
∂x
)−1
(4.23)
Let CP = C2 (xP , t) = Cs − Cs exp (−κxP/v2) denote the corresponding concentra-
tion value. Note that ∂ΠD/∂t =−κ (Cs − CP ). Using equation (4.20), ΠD (xP , t) =
gD (xP )− κCst exp (−κxP/v2) = P and hence
∂ΠD
∂xP
= gD
′ (xP ) +
κ2Cs
v2
t exp
(
−κxP
v2
)
= gD
′ (xP ) +
κ
v2
gD (xP )− κ
v2
P (4.24)
Differentiating gD and cancelling terms, it can now be shown that
dxP
dt
=
v2 (Cs − CP )
Π0 − P + Cs − CP + ψ (xP ) (4.25)
where ψ := ψ (x) is given by
ψ (x) =
v2
v1
[
1− eκt1−κt2 + κ
v1v2
(v1 − v2)
(
x− v1t1 − v1
κ
)]
Cse
−κx/v1 (4.26)
Equation (4.25) expresses the “horizontal speed” of the point (xP , P ) on the curve
ΠD in terms of itself and the corresponding concentration value CP on the curve
C2. Note that if t1 = t2 and v1 = v2, then ψ ≡ 0 and we recover the expression for
dxP/dt found in Chapter 3. In more general cases where either t1 6= t2 or v1 6= v2, or
both, the function ψ is non-zero and can be thought of as containing the information
about the shut-in period and change in flow rate. We observe that equation (4.25)
is also satisfied by a point (xP , P ) on ΠC , with CP = C1(xP , t). This relationship
is therefore invariant between the solution regions C and D. We will treat this idea
of invariance more rigorously in section 4.8.
As in Chapter 3, we define the “root” αC ≥ 0 for t ≥ t∗ such that C ≡ 0 for x ≤ αC ,
C > 0 for x > αC . Note that αC (t
∗) = αΠ (t∗) = 0 and that the constraint αC ≤ αΠ
must be obeyed. The system of equations (4.1) and (4.2) takes the simple form
∂C/∂t = −v2∂C/∂x, ∂Π/∂ = 0 for all x ≤ αΠ. The components C2 and ΠD do not
solve this system. Nevertheless, we will make the assumption (proved in section
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4.8) that, for t ≥ t∗, the point (αΠ, 0) does satisfies equation (4.25), with P = 0 and
CP = C (αΠ, t). In particular, at t = t
∗, the rate of change of αΠ is
dαΠ
dt
∣∣∣∣
t=t∗
=
v2Cs
Π0 + Cs + ψ (0)
(4.27)
We also note that αC
′ (t∗) = v2 by virtue of equation (4.1) taking the form ∂C/∂t =
−v2∂C/∂x. From equation (3.27) it then follows that
αΠ
′ (t∗) ≤ v2 = αC ′ (t∗) ⇔ ψ (0) ≥ −Π0 (4.28)
This condition is equivalent to the fluid velocities satisfying
v2
v1
≥ R 1 := 1 + κt1 − Π0/Cs
2 + κt1 − exp (κt1 − κt2) (4.29)
We use this inequality to distinguish two sub-cases, Case 1a: v2/v1 ≥ R1 and Case
1b: v2/v1 < R1 . Recall that Case 1 occurs if Π0 ≥ Cs (1 + κt1) − Cseκt1−κt2 .
If Π0 ≥ Cs (1 + κt1), then we have R1 ≤ 0 and the inequality v2/v1 ≥ R1 holds
for all choices v1 > 0, v2 > 0. Thus, Case 1b can only happen if Cs (1 + κt1) −
Cse
κt1−κt2 ≤ Π0 < Cs (1 + κt1) and v2/v1 < R1. Because of this rather limited
range of occurrence, our attention will (for now) be restricted to Case 1a. Here,
αΠ
′ (t∗) ≤ v2 = αC ′ (t∗) and the argument presented in Chapter 3 can be applied to
predict the emergence of a joint root x0 = αΠ = αC with velocity
u (x0) :=
dx0
dt
=
v2Cs
Π0 + Cs + ψ (x0)
(4.30)
Consider u (x0) on the interval [0, v1t1], which is the region to the left of the Π -
discontinuity. If v2 ≥ v1, we deduce from equation (4.26) that ψ (x0) > 0 for all
x0 ∈ [0, v1t1 + v1/κ]. Hence u (x0) < v2 on [0, v1t1]. For v2 < v1, we notice that
ψ (x0) can be expressed in terms of ψ (0):
ψ (x0) =
[
ψ (0) +
κCs
v12
(v1 − v2)x0
]
exp
(−κx0
v1
)
(4.31)
> ψ (0) exp
(−κx0
v1
)
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Since ψ (0) ≥ −Π0 (Case 1a) it follows that ψ (x0) > −Π0 and hence u (x0) < v2 for
all x0 > 0. The path of x0 is now found by solving equation (4.30) subject to the
initial condition x0 (t
∗) = 0. In order to simplify the notation, we define constants
λ, µ as follows:
λ =
1− eκt1−κt2
κ
(4.32)
µ = t2 − v1
v2
t1 +
Π0
κCs
(4.33)
Observe that
t∗ = µ− λ+ v1 − v2
v2
t1 (4.34)
We consider the function θ : R→ R given by
θ (x) = −Π0
Cs
x+
[
v2λ+
v1 − v2
v1
(x− v1t1)
]
e−κx/v1 − v2µ (4.35)
It can now be shown that the solution of equation (4.30) satisfies the following
implicit relation:
x0 − v2t = θ (x0) (4.36)
4.5 Case 1a with v1 = v2 = v , t ≥ t∗
Note that R1 < 1, so that Case 1b cannot occur if the two flow velocities are equal.
The formulae for the concentration and precipitate profiles found in section 4.3
simplify considerably if we set v1 = v2 = v. The concentration components given
by equations (4.13) and (4.14) become
C1 (x, t) = Cs − Cseκt1−κt2−κx/v , v (t− t2) ≤ x < vt1 + v (t− t2) (4.37)
C2 (x, t) = Cs − Cse−κx/v , 0 ≤ x < v (t− t2) (4.38)
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In the regions B, C, D, B1, B2 the formulae for the precipitate components contain
terms involving (v1 − v2)−1. These can be simplified and their limit evaluated as
v1 − v2 → 0. For reasons that will become apparent shortly, we are particularly
interested in the equations describing regions D and B2.
It can be shown that
lim
v1−v2→0
{
e−κx/v2 − e−κx/v1
v1 − v2
}
=
−κx
v12
· e−κx/v1 (4.39)
Writing v = v1 = v2 then yields a simplified version in region D:
ΠD (x, t) = Π0 +
(
1− κx
v
)
· Cseκt1−κt2−κx/v
+
(
2κx
v
− κ(t+ t1 − t2)− 1
)
· Cse−κx/v (4.40)
In a similar way we can find the expressions for all other regions mentioned above.
For region B2,
ΠB2 (x, t) = Π0 +
κCs
v
[
x+ v
(
t2 − t− t1eκt1−κt2
)]
e−κx/v (4.41)
4.5.1 New solution region E
We now use the point x0 = αΠ = αC to construct a new concentration component
C3 for t ≥ t∗ . With v1 = v2 = v , we have
θ (x) = −Π0
Cs
x+ vλ exp
(−κx
v
)
− vµ, µ = t2 − t1 + Π0
κCs
(4.42)
Since Π > 0 for x > x0, C3 must be of the form of equation (4.11) and we need
Cs + f3 (x0 − vt) exp (−κt) = 0 for t > t∗. Introducing the variable z = x0− vt and
solving equation (4.36) for x0 yields
κx0
v
= −κCs
Π0
(
µ+
z
v
)
+W
[
κCsλ
Π0
exp
(
κCs
Π0
(
µ+
z
v
))]
(4.43)
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Here, W denotes the Lambert W-function. We then find
f3 (z) = −Cs exp (κt)
= −Cs exp
[
κ (x0 − z)
v
]
= −Cs exp
{
−κCs
Π0
(
µ+
z
v
)
− κ
v
z
+ W
[
κCsλ
Π0
exp
(
κCs
Π0
(
µ+
z
v
))]}
(4.44)
Putting this back into the general solution (equation (4.11)) we obtain the following
expression for the component C3:
C3 (x, t) = Cs − Cs exp
{
−κx
v
− κCs
Π0
(
µ− t+ x
v
)
+W
[
κCsλ
Π0
exp
(
κCs
Π0
(
µ− t+ x
v
))]}
(4.45)
Let x = v (t− t∗) = v (t− µ+ λ) in equation (4.45). By definition of the Lambert
W-function, W (κCsλ/Π0 exp (κCsλ/Π0)) = κCsλ/Π0 and hence C3 (v(t− t∗), t) =
Cs − Cs exp (κt∗ − κt) = C2 (v(t− t∗), t), which shows that C2 and C3 intersect at
x = v (t− t∗) for all t > t∗. Consistent with the notation used in section 4.3,
we therefore introduce region E: x0 (t) ≤ x ≤ v (t− t∗), where the concentration is
given by equation (4.45). The corresponding precipitate component ΠE is found
by substitution in equation (4.2). We obtain
ΠE (x, t) = gE (x)− κCsλe−κx/vW
[
κCsλ
Π0
exp
(
κCs
Π0
(
µ− t+ x
v
))]−1
+ κCsλ ln
[
W
[
κCsλ
Π0
exp
(
κCs
Π0
(
µ− t+ x
v
))] ]
(4.46)
To determine gE we use the condition that ΠE = ΠD at x = v (t− t∗). Writing this
as t = x/v + t∗ and substituting into equation (4.46) yields
ΠE
(
x, t∗ +
x
v
)
= gE (x)− Π0e−κx/v + κCsλ ln
(
κCsλ
Π0
)
(4.47)
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And, from equation (4.40),
ΠD
(
x, t∗ +
x
v
)
= Π0 − Π0e−κx/v + κx
v
κCsλe
−κx/v (4.48)
Combining equations (4.47) and (4.48), we find
ΠE (x, t) = Π0 + κCsλe
−κx/v
{
κx
v
−W
[
κCsλ
Π0
exp
(
κCs
Π0
(
µ− t+ x
v
))]−1
+ ln
[
W
[
κCsλ
Π0
exp
(
κCs
Π0
(
µ− t+ x
v
))]]
− ln
(
κCsλ
Π0
)}
(4.49)
Equations (4.45) and (4.49) define the solution on the interval x0 (t) ≤ x ≤ v (t− t∗).
Given an arbitrary precipitate value P on ΠE, we can determine its path xP = xP (t)
from P = ΠE (xP , t). It may be shown that
dxP
dt
=
v2 [Cs − C3 (xP , t)]
Π0 − P + Cs − C3 (xP , t) + ψD (xP ) (4.50)
We note that this is equation (4.25) with CP = C3 (xP , t), which confirms that this
relationship for the point (xP , P ) is satisfied by both the solution pairs C2, ΠD and
C3, ΠE. It is “invariant” between the two regions. This is not entirely surprising,
as the point x0 was assumed to obey equation (4.25) in the first place.
4.5.2 Solution profiles on 0 ≤ x ≤ vt1 and vt1 ≤ x ≤ L
At t = t1 + t
∗ the front end of the new region E coincides with the Π - discontinuity
and the solution profiles on 0 ≤ x ≤ vt1 are entirely defined by C3, ΠE. This is
illustrated in Figure 4.5. Let Tstop > t1 + t
∗ be the time such that x0 (Tstop) = vt1.
Using equation (4.36) for the motion of x0, we find that
Tstop = t1 +
Π0
Cs
t1 − λe−κt1 + µ = Π0
κCs
+
Π0
Cs
t1 + t2 +
e−κt2 − e−κt1
κ
(4.51)
For t1 + t
∗ < t < Tstop the solution on 0 ≤ x ≤ vt1 is given by C3, ΠE. As was
the case with C2 earlier on, the Π - discontinuity has no immediate effect on the
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Figure 4.5: Solution profiles at t = t1 + t
∗
concentration profile and we can therefore expect C3 to apply also on the interval
vt1 ≤ x ≤ v (t− t∗). This will however affect the precipitate profile here and we
must introduce a new component ΠB3. This component will be of the form of equa-
tion (4.46) with a new arbitrary function gB3, which will be determined as usual by
demanding that ΠB3 = ΠB2 at x = v (t− t∗). Substituting t = x/v+ t∗ in equation
(4.41), we get
ΠB2
(
x, t∗ +
x
v
)
= Π0 − Π0e−κx/v + (1 + κt1)κCsλe−κx/v (4.52)
Combining this with equation (4.47), we find
gB3 (x) = Π0 + κCsλ
(
1 + κt1 − ln
(
κCsλ
Π0
))
e−κx/v (4.53)
Finally, the precipitate profile on vt1 ≤ x ≤ v (t− t∗) is
ΠB3 (x, t) = Π0 + κCsλe
−κx/v
{
1 + κt1 −W
[
κCsλ
Π0
exp
(
κCs
Π0
(
µ− t+ x
v
))]−1
+ ln
[
W
[
κCsλ
Π0
exp
(
κCs
Π0
(
µ− t+ x
v
))] ]
− ln
(
κCsλ
Π0
)}
(4.54)
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Figure 4.6 shows the solution profiles for some t1 + t
∗ < t < Tstop. The interval
in which C3, ΠB3 apply is indicated by the dashed lines. A relationship similar
to equation (4.25) holds for C2, ΠB2, and it can be shown that this relation is also
satisfied by C3, ΠB3.
Figure 4.6: Solution profiles for t1 + t
∗ < t < Tstop
4.5.3 The Π - discontinuity
At t = Tstop we have C3 (vt1, Tstop) = ΠE (vt1, Tstop) = 0 and region E disappears.
To see the “height” of the Π - discontinuity at this time, we evaluate equation (4.54)
at x = vt1, t = Tstop. The exponents in this expression then are
κCs
Π0
(µ− Tstop + t1) = κCs
Π0
(
µ− Π0
Cs
t1 + λe
−κt1 − µ
)
=
κCsλ
Π0
e−κt1 − κt1 (4.55)
Noticing that
W
[
κCsλ
Π0
exp
(
κCsλ
Π0
e−κt1 − κt1
)]
= W
[
κCsλ
Π0
e−κt1 · exp
(
κCsλ
Π0
e−κt1
)]
=
κCsλ
Π0
e−κt1 (4.56)
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and simplifying terms, we derive
ΠB3 (vt1, Tstop) = κCsλe
−κt1 = Cs
(
e−κt1 − e−κt2) > 0 (4.57)
We recognize this as the last term in equation (4.51) multiplied by −κCs.
Figure 4.7: Solution profiles at t = Tstop
Figure 4.7 shows the solution profiles at t = Tstop. The moving boundary point x0 (t)
has come to a halt at x = vt1. On the interval 0 ≤ x < vt1, equation (4.1) takes
its simple form ∂C/∂t = −v∂C/∂x and the boundary data C (0, t) = 0, t > t2 are
carried along characteristics to x = vt1. This leads to the condition C (vt1, t) = 0
for t > Tstop. Using equation (4.11) we obtain
C4 (x, t) = Cs − Cseκt1−κx/v (4.58)
Direct substitution shows that C3 (vt1 + vt− vTstop, t) = C4 (vt1 + vt− vTstop, t), so
equation (4.58) will describe the solution on the interval vt1 ≤ x ≤ v (t1 + t− Tstop).
This is shown in Figure 4.8. The new precipitate component is found by substituting
C4 into equation (4.2), which yields
ΠB4 (x, t) = gB4 (x)− κCsteκt1−κx/v (4.59)
As usual, the condition ΠB4 = ΠB3 at x = v (t1 + t− Tstop) is used to determine
gB4 (x). Substituting vt = x − v (t1 − Tstop) in equation (4.54), the exponents
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Figure 4.8: Solution profiles at t = Tstop
evaluate as shown in equation (4.55). Then:
ΠB3
(
x, Tstop − t1 + x
v
)
= Π0 + κCsλe
−κx/v
{
1 + κt1 − ln
(
κCsλ
Π0
)
− Π0e
κt1
κCsλ
+ ln
[
κCsλ
Π0
e−κt1
]}
= Π0 + κCsλe
−κx/v − Π0 exp eκt1−κx/v (4.60)
The same is now done for equation (4.59):
ΠB4
(
x, Tstop − t1 + x
v
)
= gB4 (x)− κCs
(
Tstop − t1 + x
v
)
eκt1−κx/v
= gB4 (x)− κCs
(
Π0
Cs
t1 − λe−κt1 + µ+ x
v
)
eκt1−κx/v
= gB4 (x)−
(
Π0t1κ− κCsλe−κt1 + κCsµ+ κCsx
v
)
eκt1−κx/v
(4.61)
Equating both expressions and cancelling the terms involving λ, we find gB4 (x) and
hence
ΠB4 (x, t) = Π0 +
Csκ
v
(
Π0v
Cs
t1 + vt2 − vt1 + x− vt
)
eκt1−κx/v (4.62)
We note that ΠB4 (vt1, t) = 0 for t = Tstart defined by
Tstart :=
Π0
κCs
+
Π0
Cs
t1 + t2 (4.63)
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4.5.4 Recovering a familiar solution
Figure 4.9: Solution for t > Tstart
For Tstop ≤ t ≤ Tstart, the concentration and precipitate profiles each consist of five
non-zero components, with C4 and ΠB4 defining the solution in the interval vt1 ≤
x ≤ v (t1 + t− Tstop) (see Figure 4.8). Notice that C4 is equation (4.6) translated to
the right by vt1 and that ΠB4 is equation (4.7) shifted in space by vt1 and in time by
Π0t1/Cs+ t2 = Tstart−Π0/κCs. The situation on vt1 ≤ x ≤ v (t1 + t− Tstop) is now
seen to be equivalent to case examined in Chapter 3, where t1 = t2 and t
∗ = Π0/κCs.
We should therefore expect the emergence of a travelling wave solution component
C5. This will be the consequence of the common point x0 = αΠ = αC having
constant velocity dx0/dt = U = vCs/ (Π0 + Cs) for t ≥ Tstart. Using the condition
x0 (Tstart) = vt1 , we find
C5 (x, t) = Cs − Cs exp
(
κCs
Π0
(
t− Tstart + vt1 − x
U
))
(4.64)
We recognize this as equation (3.27) shifted in x by vt1 and in t by Π0t1/Cs + t2.
This interpretation also makes sense of Tstart: it is the sum of the shut-in time,
t2 − t1, the run-out time t∗ = Π0/κCs (when t1 = t2), and vt1/U , which is the time
it takes for the travelling wave solution to go from x = 0 to x = vt1. It may be
verified that C5 (vt1 + vt− vTstart, t) = C4 (vt1 + vt− vTstart, t). On the interval
U (t1 + t− Tstart) ≤ x ≤ v (t1 + t− Tstart), the concentration profile is defined by
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C5 and the precipitate in this region is a scalar multiple,
ΠB5 (x, t) =
Π0
Cs
C5 (x, t) (4.65)
4.6 Case 1a with v1 6= v2 , t ≥ t∗
The key to constructing the explicit formulae in section 4.5 was that equation (4.36)
only involves the terms x0, exp (x0) when v1 = v2. The Lambert W-function
could be used here to find C3 (x, t) (equation (4.45)). More generally, if v1 6= v2,
equation (4.36) involves the terms x0, exp (x0) and x0 exp (x0). The addition of
the latter term now prevents a closed-form solution by application of the Lambert
W-function. Consequently, this approach does not lead to an explicit formula for
C3 when v1 6= v2. However, the results of section 4.5 can be used as guidance for
conjecturing an implicit solution.
4.6.1 Concentration profile for arbitrary v1, v2
If we had not set v1 = v2 = v from section 4.5.1 on and instead maintained the
notational distinction v1 and v2 (although v1 = v2 ) throughout, then we would see
that equation (4.45) is actually
C3 (x, t) = Cs − Cs exp
{
−κx
v1
− κCs
Π0
(
µ+
v2t
v1
− x
v1
)
+W
[
κCsλ
Π0
exp
(
κCs
Π0
(
µ+
v2t
v1
− x
v1
))]}
(4.66)
Furthermore, C3 is connected to C2 at the point x = v2 (t− t∗). An arbitrary
concentration value 0 ≤ c < Cs lies at xc = −v2κ−1 log (1− c/Cs) until time
t = t∗+ xc/v2 = t∗− κ−1 log (1− c/Cs), when it “falls” into the new solution region
(see Figure 4.10).
For t ≥ t∗−κ−1 log (1− c/Cs), the path xc = xc (t) is determined from c = C3 (xc, t),
where C3 is given by equation (4.66). This may be solved explicitly to yield the
time t at which the solution value c “arrives” at an arbitrarily chosen point xc. The
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Figure 4.10: The moment when c ”falls” into the new solution region
velocity uc, v1=v2 of c is then found by differentiation as
uc , v1=v2 (xc) =
dxc
dt
=
v2Cs
(
Cs − c
Cs
) v2
v1
(Π0 + Cs)
(
Cs − c
Cs
) v2
v1
+ ψv1=v2 (xc)
(4.67)
Since v1 = v2, equation (4.67) would simplify further by cancelling the Cs terms.
However, distinguishing between v1 and v2 in this way is instructive when seek-
ing a more general velocity term uc for when v1 6= v2. We note that, at t =
t∗−κ−1 log (1− c/Cs), the velocity of the concentration value “jumps” from zero to
uc, v1=v2
[
−v2
κ
ln
(
Cs − c
Cs
)]
=
v2Cs
Π0 + Cs + ψv1=v2 (0)
(4.68)
This shows that each concentration value 0 ≤ c < Cs has the same “initial” velocity.
Assuming that this feature carries over to the case v1 6= v2, the requirements for the
velocity term uc for arbitrary v1, v2 may be summarised as follows:
Condition 1: Recover equation (4.30) if c = 0
Condition 2: Recover equation (4.67) if v1 = v2
Condition 3: The velocity uc at t = t
∗ − κ−1 log (1− c/Cs) is the
same for every 0 ≤ c < Cs
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Together, conditions 1 and 3 imply that the velocity of 0 ≤ c < Cs ”jumps” from
zero to
uc
[
−v2
κ
ln
(
Cs − c
Cs
)]
= u0 (0) =
v2Cs
Π0 + Cs + ψ (0)
(4.69)
This is united with condition 2 in the following expression for uc :
uc (xc) = v2Cs
(
Cs − c
Cs
) v2
v1
[
(Π0 + Cs)
(
Cs − c
Cs
) v2
v1
+ ψ (xc)
+
v2
v1
(
1− v2
v1
)
ln
(
Cs − c
Cs
)
Cs exp
(−κxc
v1
)]−1
(4.70)
In order to find a relation between xc, t and c we solve the initial value problem
dxc
dt
= uc (xc) , xc
[
t∗ − 1
κ
ln
(
Cs − c
Cs
)]
= −v2
κ
ln
(
Cs − c
Cs
)
(4.71)
When c = 0 the solution of equation (4.71) is given by equation (4.36). For c 6= 0,
it can be shown that the solution is
t = −v1 − v2
v1v2
(
Cs − c
Cs
)− v2
v1
[
xc − v1t1 + v2
κ
ln
(
Cs − c
Cs
)
+
v1v2λ
v1 − v2
]
exp
(
−κxc
v1
)
+
Π0 + Cs
v2Cs
xc +
Π0
κCs
ln
(
Cs − c
Cs
)
+ µ (4.72)
We remark here that equation (3.72) may be derived in a more straightforward man-
ner by choosing characteristic coordinates s, r of equation (4.1) such that s = 0 on
the boundary curve x0 = x0 (t) defined by equation (4.36). Recall that the char-
acteristic system of ODEs has general solution C (r, s) = Cs + f (r) e
−κs, x (r, s) =
v2s+g (r), t (r, s) = s+h (r) where f , g and h are arbitrary functions. We would like
to choose these functions in such a way that the curve {(x, t) ∈ R2 : x− v2t = θ (x)}
is mapped onto the r-axis (s = 0). This is achieved by letting g ≡ r (so that
x = r ⇔ s = 0) and
h(r) =
r − θ(r)
v2
(4.73)
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The condition that C = 0 on the boundary curve is applied by setting f ≡ −Cs, so
that
s = −1
κ
ln
(
Cs − c
Cs
)
(4.74)
Equation (4.72) can now be obtained by substituting r = x − v2s in the equation
for t, so:
t = s+ h (x− v2s) = x
v2
− 1
v2
θ
[
x− v2 ln
(
Cs − c
Cs
)]
(4.75)
This second derivation of equation (4.72) is much more powerful as it reveals a gen-
eral solution technique that may be applied in other circumstances. We will see it
again in the context of Case 2 (in section 4.7.2). Nevertheless, the first derivation
via the construction of the velocity term uc is interesting in its own right and allows
for more insight into the mechanisms of this specific problem.
In order to understand the shape of the concentration component C3 when v1 6= v2,
let x be an arbitrary point in [0, L] and consider the arrival times tx (c) given by
equation (4.72). Denoting cx := C2 (x) = Cs−Cs exp (−κx/v2) it may be shown that
dtx
dc
=
1
κv1 (Cs − c)
(
Cs − c
Cs − cx
)− v2
v1
[
κ
v1
(v2 − v1)
(
x+
v2
κ
ln
(
Cs − c
Cs
))
−v1Π0
Cs
(
Cs − c
Cs − cx
) v2
v1
+ v1 (1 + κt1)− v2
(
2 + κt1 − eκt1−κt2
) ]
(4.76)
In particular,
dtx
dc
(cx) =
1
κv1 (Cs − cx)
[
v1
(
1 + κt1 − Π0
Cs
)
− v2
(
2 + κt1 − eκt1−κt2
)]
(4.77)
Here, we recognise the constant R1 defined in equation (4.29) and see that v2/v1 =
R1 if and only if tx
′ (cx) = 0. In this case, the graph of tx = tx(c) has a local
maximum or minimum at c = cx and, for 0 ≤ c < cx , we have
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dtx
dc
=
1
κv1 (Cs − c)
(
Cs − c
Cs − cx
)− v2
v1
[
κ
v1
(v2 − v1)
(
x+
v2
κ
ln
(
Cs − c
Cs
))
−v1Π0
Cs
(
Cs − c
Cs − cx
) v2
v1
+
v1Π0
Cs
]
(4.78)
Because 0 < R1 < 1, it must be that v2 < v1 and we therefore have the inequality
(v2 − v1) (x+ v2κ−1 ln (1− c/Cs)) < 0. Also, since (Cs− c)/(Cs− cx) > 0 it follows
that tx
′ (c) < 0 for all 0 ≤ c < cx. If v2/v1 > R1, the argument can be modified
to show that tx
′ (c) < 0 for all 0 ≤ c ≤ cx. Thus, in Case 1a (v2/v1 ≥ R1), lower
concentration values arrive at x later than higher concentration values. Since this
is true for any x ∈ [0, L] , the in-situ concentration profile in these cases must be
single-valued. The slope of the profile is infinite at x if v2/v1 = R1, indicating that
it is about to “fold over” and become multi-valued.
The remaining concentration components C4 and C5 can be developed in complete
analogy with sections 4.5.3 and 4.5.4. In fact, the only difference is the appearance
of v1/v2 in the following equations, which would also have been found if the distinc-
tion between v1 and v2 was maintained throughout section 4.5.
Substituting c = 0 and x0 = v1t1 in equation (4.72) yields the time Tstop in the
following form:
Tstop :=
Π0
κCs
+
v1
v2
Π0
Cs
t1 + t2 +
e−κt2 − e−κt1
κ
(4.79)
The component C4 (see equation (4.58)) is then found to be
C4 (x, t) = Cs − Cs exp
(
− κ
v2
(x− v1t1)
)
(4.80)
This describes the concentration profile on the interval v1t1 ≤ x ≤ v1t1+v2 (t− Tstop)
until some time Tstart. The difference ∆T = Tstart − Tstop is the time it takes to
dissolve the amount of precipitate in the Π - discontinuity. For the case v1 = v2,
the precipitate level at t = Tstop is given by equation (4.57). If the same is true for
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arbitrary v1, v2, we find
Tstart := Tstop +
e−κt2 − e−κt1
κ
=
Π0
κCs
+
v1
v2
Π0
Cs
t1 + t2 (4.81)
Finally, assuming that x0 has constant velocity U = v2Cs/(Π0 + Cs) for t ≥ Tstart,
the last component C5 is
C5 (x, t) = Cs − Cs exp
[
κCs
Π0
(
t− Tstart + v1t1 − x
U
) ]
(4.82)
4.6.2 Mass conservation
Figure 4.11: Concentration flux at x = L for 0 ≤ t ≤ t8 := Tstart + (L− v1t1) /U
Consider the effluent concentration flux defined as CF := t 7→ v (t)C (L, t). If
v1t1 < L the five components Cn, n = 1, 2, 3, 4, 5 all feature in the concentration
profile and the resulting flux consists of seven separate regions (see Figure 4.11). In
addition to the shut-in times t1, t2 we introduce t3 := t2 + (L− v1t1) /v2, the time
at which first concentration front reaches the outlet. We see that CF ≡ v1Cs for
0 ≤ t ≤ t1, CF ≡ 0 for t1 ≤ t ≤ t2 and CF ≡ v2Cs for t2 ≤ t ≤ t3. The second front
comes through at t4 := t2 + L/v2, and for t3 ≤ t ≤ t4 we have CF (t) = v2C1 (L, t)
(equation (4.13)), which is strictly decreasing if v1 < v2 (shown in Figure 4.11),
strictly increasing if v1 > v2 and constant if v1 = v2 . After this, CF (t) = v2C2 (L, t)
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(equation (4.14)) until t5 := t
∗+L/v2, which is when the regions C3, C4, C5 defined
by equations (4.72), (4.80) and (4.82) respectively start coming through. Defining
t6 = Tstop+(L− v1t1) /v2 , t7 := Tstart+(L− v1t1) /v2 and t8 := Tstart+(L− v1t1) /U ,
we see that CF (t) = v2C3 (L, t) for t5 ≤ t ≤ t6, CF (t) = v2C4 (L, t) for t6 ≤ t ≤ t7
and CF (t) = v2C5 (L, t) for t7 ≤ t ≤ t8. Careful integration shows that the total
amount of chemical exiting the system is
S :=
∞∫
0
CF (t)dt =
t8∫
0
CF (t)dt = (Π0 + Cs)L (4.83)
4.6.3 Precipitate profile
In section 4.5.1 we could use the formula C3 (x, t) to determine the precipitate com-
ponents ΠE and ΠB3 by direct integration of κ (Cs − C3) with respect to t. This is
not possible in the case v1 6= v2 , when C3 is defined implicitly by equation (4.72).
It might be that a similar implicit relation exists for the precipitate component,
which could (perhaps) be derived using equation (4.72) to substitute for dt in the
integral. However, as we are mainly interested in the concentration profile, we
shall not pursue this and instead obtain ΠE and ΠB3 by means of an algorithmic
construction. We first consider a point (xP , P ) ∈ ΠD with CP = C2 (xP , t) denoting
the corresponding concentration level. Then,
dxP
dt
= uP (P,CP , xP ) (4.84)
where uP is given by equation (4.25). In section 4.4 it was argued that the point
(αΠ, 0) must also obey this equation. For Case 1a, we were then able to deduce
the emergence of the joint root x0 = αΠ = αC with velocity u0 (0, 0, xP ). For the
case v1 = v2, this lead to explicit formulae for C3 and ΠE and it could be verified
(equation (4.50)) that equation (4.84) also applied to a point (xP , P ) ∈ ΠE with
CP = C3 (xP , t). Thus, the formula for dxP/dt was invariant between the regions
C2, ΠD and C3, ΠE. Assuming the same invariance is true when v1 6= v2, we can
construct the precipitate profile in the following way: let P be a fixed precipitate
level such that (xP (t), P ) ∈ ΠD and define the time T ≥ t∗ by the relation xP (T ) =
v2 (T − t∗). That is, T denotes the instant at which the precipitate level P falls into
the new solution region E, where C3 is implicitly described by equation (4.72) and
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ΠE is to be determined. Using CP (T ) = C2 (xP (T ) , T ) = Cs−Cs exp (κt∗ − κT ),
the first point on the path of P in region E is calculated as
xP (T + δt) = v2 (T − t∗) + uP [P,Cs − Cs exp (κt∗ − κT ) , v2 (T − t∗)] · δt (4.85)
The corresponding concentration level CP (T + δt) now has to be determined using
the implicit concentration profile given by equation (4.72). Given xP , CP at T + δt,
we can use equation (4.84) to compute the next point on the path of P as
xP (T + 2δt) = xP (T + δt) + uP [P, CP (T + δt) , xP (T + δt)] · δt (4.86)
We then find CP (T + 2δt) and use it to compute xP (T + 3δt), and so forth. Re-
peating this procedure for all relevant P , the solution component ΠE is computed.
A similar procedure may be established for ΠB3. The components C2, ΠB2 satisfy
equation (4.25) with ψ ≡ 0 (the relation found also in Chapter 3). Assuming this
relation holds for C3, ΠB3 too, the paths of the individual precipitate values on ΠB3
can be obtained as shown above.
Finally, we note that explicit formulae are available again for the components ΠB4
and ΠB5. As in section 4.5.4, we have ΠB5 = Π0C5/Cs, where C5 is given by equa-
tion (4.82). The component ΠB4 can then be determined using equation (4.80) and
the condition that ΠB4 = ΠB5 at x = v1t1 + v2 (t− Tstart).
4.6.4 Examples
Example 4.1: L = 1,Π0 = 1, Cs = 1, κ = 1, t1 = 0.2, t2 = 1, v1 = 1, v2 = 0.5. We
compute t∗ = 1.249, Tstop = 1.949, Tstart = 2.4 . From equation (4.29) we obtain
R1 = 0.114, so that v2/v1 > R1 and Case 1a occurs. Figures 4.12 and 4.13 show the
solution at t∗+0.3 and t∗+0.6 respectively, when the concentration profile has com-
ponents Cs, C1, C2, C3. In Figure 4.12, v2 (t− t∗) = 0.15 < v1t1 and the precipitate
profile has components Π0,ΠB1,ΠB2,ΠD,ΠE . In Figure 4.13, where v2 (t− t∗) =
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0.3 > v1t1, the precipitate profile has components Π0,ΠB1,ΠB2,ΠB3,ΠE. The mark-
ers on ΠE and ΠB3 indicate the individual values for which the paths are computed
using the algorithm described in section 4.6.3. Figure 4.14 shows the solution at
Tstop+0.3 < Tstart , when the components C4 and Π4 have emerged. Notice how the
values on ΠB3 are still determined algorithmically, as explained above. In Figure
4.15, at t = Tstart + 0.1 = 2.5 , all solution components have emerged. We observe
that ΠB5 = C5 since Π0 = Cs here. Figure 4.16 shows the effluent concentration
flux CF for this example case. The trailing edge of the solution reaches the outlet
at time Tstart + U
−1 (L− v1t1) = 5.6.
Figure 4.12: Example 4.1 at t = t∗ + 0.3
Figure 4.13: Example 4.1 at t = t∗ + 0.6
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Figure 4.14: Example 4.1 at t = Tstop + 0.3
Figure 4.15: Example 4.1 at t = Tstart + 0.1
Figure 4.16: Effluent concentration flux for Example 4.1
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Example 4.2: L = 1,Π0 = 1, Cs = 1, κ = 1, t1 = 0.4, t2 = 0.6, v1 = 1, v2 = 0.3.
We compute t∗ = 1.019, Tstop = 2.812, Tstart = 2.933 and R1 = 0.253. Note that
v2/v1 > R1 (Case 1a), but that the ratio of velocities is much closer to the critical
value R1 than was the case in example 4.1. This results in a steeper C3 compo-
nent, which has a region near x = v2 (t− t∗) where the second derivative is positive
(see Figure 4.17 for a plot at t = t∗ + 1 ). In fact, if we lower the velocity v2
so that v2/v1 = R1 , then equation (4.77) implies that C3 has infinite slope at
x = v2 (t− t∗)! This point at which ∂C/∂x blows up is related to the fact that
α′Π(t
∗) = v2 if v2/v1 = R1, i.e. the boundary curve is tangent to the characteristic
at (0, t∗).
Figure 4.17: Example 4.2 at t = t∗ + 1
4.7 Remaining Cases
4.7.1 Case 1b: v2/v1 < R1
Suppose that the solution at t = t∗ is as shown in Figure 4.2, with C1, ΠC and
C2, ΠD defining the solution on [0, v1t1]. In sections 4.5 and 4.6, we made the as-
sumption that v2/v1 ≥ R1 (Case 1a). If Π0 < Cs (1 + κt1), then we have 0 < R1 < 1
and there exists v2 < v1 such that v2/v1 < R1 (Case 1b), which is equivalent to
αΠ
′ (t∗) > v2. In contrast to Case 1a, a joint root x0 = αΠ = αC with corresponding
new solution regions does not form at t = t∗. Instead, αΠ satisfies ΠD (αΠ, t) = 0
during some time interval and, consequently, its rate of change is given by equa-
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tion (4.25) with P = 0 and CP = C2 (αΠ, t). Depending on the specific choice of
parameters, several scenarios are possible, but let us assume here that there exists
T1 > t
∗ such that αΠ(T1) = v2(T1 − t2) < v1t1. In other words, αΠ “overtakes” the
concentration discontinuity separating C1 and C2 before this reaches the Π - discon-
tinuity. The solution region C2,ΠD then disappears and αΠ satisfies ΠC (αΠ, t) = 0
for t ≥ T1, which means that dαΠ/dt is given by equation (4.25) with P = 0 and
CP = C1 (αΠ, t). By assumption, the velocity of αΠ at t = T1 is greater than v2,
which is equivalent to ψ(αΠ) < −Π0. Since C increases in the discontinuity, the ve-
locity of αΠ also increases instantaneously. We shall assume here that dαΠ/dt > v2
until T2 > T1 such that αΠ (T2) = v1t1. Thus, αΠ satisfies ΠD (αΠ, t) = 0 for
t ∈ [0, T1] and ΠC (αΠ, t) = 0 for t ∈ [T1, T2]. During this entire time, αΠ de-
termines a non-zero travelling wave solution on Ω0: given a concentration value
c ∈ [0, C1 (v1t1, T2)], its path xc = xc (t) is determined by the components C1 and
C2 until τ ≥ t∗ such that αΠ (τ) = xc (τ). The value c then “falls” into the region
Ω0 and travels at velocity v2 for t ≥ τ . This is illustrated in example 4.3.
Example 4.3: let Cs = 1, Π0 = 1/2, κ = 1/3, t1 = 0.6, t2 = 1, v1 = 1, v2 = 0.2.
Figure 4.18 shows the solution at t∗ = 1.526. The precipitate profile here has
components Π0,ΠB,ΠC ,ΠD. We compute R1 = 0.528, so v2/v1 < R1 and Case
1b occurs. Here, αΠ
′ (t∗) = 0.354 > v2. The equation ΠD (v2(T1 − t2), T1) = 0
yields T1 = 2.175 and hence αΠ (T1) = v2 (T1 − t2) = 0.235 < v1t1, as required in
the discussion above. Figure 4.19 shows the solution at t = t∗ + 0.3 < T1, when
v2 (t− t∗) = 0.06. Note the travelling wave solution (blue curve) in Ω0.
At t = T1, we compute αΠ
′ (T1) = 0.366 using equation (4.25) with C2 and αΠ′ (T1) =
0.415 using equation (4.25) with C1, which indicates that the velocity of αΠ increases
abruptly as it overtakes the concentration front. For t ≥ T1, it may be verified that
dαΠ/dt > v2 until T2 = 3.202 (see Figure 4.20). The velocity then drops from
αΠ
′ (T2) = 0.302 to 0, as the progress of αΠ is halted by the Π - discontinuity. For
t ≥ T2, the travelling wave solution determines the concentration level at x = v1t1,
which leads to the emergence of a new solution region. This problem will be dis-
cussed in the context of Case 2 in section 4.7.2.
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Figure 4.18: Example 4.3 at t = t∗
Figure 4.19: Example 4.3 at t = t∗ + 0.3
Figure 4.20: Example 4.3 at t = T2, when αΠ = v1t1.
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4.7.2 Case 2: precipitate runs during the shut-in phase
Motivated by example 4.3, we will now consider what happens if a non-zero travelling
wave solution to the left of αΠ is moving faster than this point. As a prototype for
this type of problem, we study Case 2, where Csκt1 < Π0 < Cs (1 + κt1 − eκt1−κt2),
so that the precipitate runs out during the shut-in phase (t1 < t
∗ < t2). Figure 4.21
shows a typical solution profile for this case at t = t2.
Figure 4.21: Typical solution profiles in Case 2, at t = t2 > t
∗
Let β := αΠ (t2). For x ≥ β, equations (4.13) and (4.19) define C1 (x, t2) and
ΠC (x, t2) respectively. Between the run-out time t
∗ and the end of the shut-in,
αΠ (t) is given by the root of equation (4.10). That is, we have
−Cseκt1−κt = Π0 exp
(
καΠ
v1
)
+ Cs
(
καΠ
v1
− κt1 − 1
)
, t ∈ [t∗, t2] (4.87)
The curve ξ = ξ (x) describes the concentration profile on [0, β] and is found by
considering an arbitrary point x ∈ [0, v1t1]. The concentration level at x during the
shut-in phase is determined by equation (4.9), until t = αΠ
−1 (x). We then define
ξ := R→ R by x 7→ C (x, α−1Π (x)). Substituting t = αΠ−1 (x) in equation (4.9) and
using equation (4.87), we obtain
ξ (x) = Π0 + Cs + Cs exp
(−κx
v1
)
·
(
κx
v1
− κt1 − 1
)
(4.88)
We now investigate the evolution of αΠ during the second flow phase [t2,∞). Not-
ing that C1(β, t2) = ξ(β) and that C1 and ΠC obey equation (4.25), it follows that
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dαΠ
dt
∣∣∣∣
t= t2
=
v2Cs − v2ξ (β)
Π0 + Cs − ξ (β) + ψ (β) (4.89)
Using the fact that β = αΠ (t2) satisfies equation (4.87), it can be shown that
dαΠ
dt
∣∣∣∣
t= t2
≤ v2 ⇔ v2
v1
≥ R2 := Cse
κt1−κt2−κβ/v1
Π0 + Cse−κβ/v1
(4.90)
Let us assume that v2/v1 ≥ R2 (Case 2a). This implies that the travelling wave
solution ξ[x− v2(t− t2)] moves faster than αΠ and it therefore determines the con-
centration level at this point. The invariance of equation (4.25) then implies that
the velocity of αΠ for t ≥ t2 is given by the ODE
dαΠ
dt
=
v2Cs − v2ξ [αΠ − v2(t− t2)]
Π0 + Cs − ξ [αΠ − v2(t− t2)] + ψ (αΠ) (4.91)
With ξ given by equation (4.88), this has the solution
αΠ(t) = η(t) :=
v1
κ
{
κt1
Cs
+
q1(t)
q2(t)
−W
[
q3(t)
q2(t)
exp
(
κt1
Cs
+
q1(t)
q2(t)
)]}
(4.92)
where the functions q1, q2 and q3 are
q1(t) = v2Π0 (1 + κ(t− t2)) (4.93)
q2(t) = v1Cs
[
v2
v1
− 1 + exp
(
κv2(t− t2)
v1
)]
(4.94)
q3(t) = v2
[
1− eκt1−κt2 + κ(t− t2) exp
(
κv2(t− t2)
v1
)]
(4.95)
Equation (4.92) is now used to find the new concentration component on the interval
αΠ(t) < x < β + v2 (t− t2), which satisfies C (αΠ, t) = ξ [αΠ − v2 (t− t2)] on the
moving boundary. This is illustrated in Figure 4.22.
Recall that, during the second flow phase, the general solution of equation (4.1) is
x = v2s + g(r), t = s + h(r), C = Cs + f(r)e
−κs for arbitrary functions f , g, h.
We now choose these functions in such a way that s = 0 on the boundary curve
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Figure 4.22: New solution region, which can be described parametrically.
x = η (t). This is achieved by letting h(r) = r and g(r) = η(r). Finally, we
impose the condition that C = ξ[x − v2(t− t2)] when s = 0, which implies that
f(r) = ξ[η(r) − v2(r − t2)] − Cs. Writing r = t − s, we then obtain a pair of
equations related by the parameter s:
x = η(t− s) (4.96)
C = Cs + [ξ (η(t− s)− v2(t− s− t2))− Cs] e−κs (4.97)
Equations (4.96) and (4.97) are a parametric description of the concentration profile
on the interval η(t) < x < β + v2 (t− t2). Given x and t, we can find the corre-
sponding value of s using equation (4.96) and then substitute into equation (4.97)
to determine the concentration level at (x, t). If η were invertible, this procedure
would yield an explicit formula for C. This is not the case and we have to content
ourselves with the parametric solution description.
Suppose that there exists T ≥ t2 such that η (T ) = v2 (T − t2) < v1t1. In this
scenario, the point αC catches αΠ before it reaches the Π-discontinuity, resulting
in the existence of a joint root x0 = αΠ = αC for t ≥ T , the velocity of which is
given by equation (4.91) with ξ = 0. This leads to new solution component which
is similar to equation (4.72). In fact, the only difference comes from the initial
condition: instead of x0 (t
∗) = 0, we must now use x0 (T ) = v2 (T − t2). These ideas
are illustrated in example 4.4.
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Example 4.4: Cs = 1, Π0 = 0.7, κ = 0.5, t1 = 0.7, t2 = 3, v1 = 1, v2 = 3/2.
We find t∗ = 2.333 (t1 < t∗ < t2), β = αΠ (t2) = 0.377 and R2 = 0.218. Since
v2/v1 > R2, Case 2a occurs. Figure 4.24 shows the parametric solution given by
equations (4.96) and (4.97) at t = 3.2, on the interval between x = αΠ(t) = 0.422
and x = β + v2(t − t2) = 0.677. The path of αΠ is plotted in Figure 4.25. Note
that αΠ (T ) = v2 (T − t2) at T = 3.306. For t2 ≤ t ≤ T , ξ (αΠ) 6= 0 and αΠ is given
by equation (4.92) (plotted in red). For t ≥ T , we have x0 = αΠ = αC , ξ (x0) = 0
and the path is given by the blue curve.
Figure 4.23: Example 4.4 at t = t2 + 0.2 < T
Figure 4.24: The boundary curve x = αΠ(t) for t > t2 > t
∗
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4.7.3 Case 3: precipitate runs out during the first flow phase
This case can be treated in the same way as Case 2. The run-out time is now t∗ =
Π0/κCs < t1 and the solution discussed in Chapter 2 determines the concentration
and precipitate profiles until t = t1. We have αΠ (t1) = αC (t1) = U (t1 − t∗), where
U = v1Cs/ (Π0 + Cs). The shape of the solution profiles is altered by the shut-in
phase and, at t = t2, the concentration on αΠ (t1) ≤ x ≤ αΠ (t2) will be given by
some non-zero function ξ (analogous to equation (4.89)). We then determine the
rate of change of αΠ at t = t2 and identify a constant R3 such that αΠ
′(t2) ≤ v2 if and
only if v2/v1 ≥ R3 (Case 3a). In this case, the motion of αΠ for t > t2 is governed
by an ODE involving the travelling wave solution ξ(x − v2(t− t2)) evaluated at
x = αΠ. The solution of this ODE (if it exists) can then be used to determine a
(parametric) solution description by choosing suitable characteristic coordinates.
In the cases 1b, 2b and 3b, we have αΠ
′(t∗) > v2 or αΠ′(t2) > v2 and a travelling wave
solution ξ is “built” by the motion of the point αΠ, as was illustrated in example
4.3. The description of these travelling waves is implicit, which presents a problem
once the velocity of αΠ falls below v2. This is when αΠ starts to be governed by
the incoming travelling wave. Without an explicit formula for ξ, it is impossible to
establish the ODE describing the subsequent motion of αΠ. It is at best possible
to describe the solution algorithmically in these cases.
4.8 Chapter 2 revisited: arbitrary initial data
We conclude this chapter by considering the problem with constant flow rate and
arbitrary initial conditions. This is inspired by the discussion of the preceding
sections, where the ”initial conditions” for the second flow phase with constant
velocity v2 were determined by the first flow phase and shut-in phase. Let us
now revisit the problem with a single, constant fluid velocity v, as in Chapter 3,
but with Cauchy data C(x, 0) = C0(x), Π(x, 0) = Π0(x) and C(0, t) = 0. We will
approach this in the most general way, which will reveal exactly why the relationship
expressed in equation (4.25) is invariant between solution regions. Assuming that
Π0(x) > 0 for all x, the solutions for some t > 0 are as sketched in Figure 4.25. In the
region x > vt, the solution components are denoted by C1(x, t) and Π1(x, t). The
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Figure 4.25: Sketch of solution profiles for some t > 0 in the case of arbitrary initial
conditions C0(x), Π0(x) > 0.
general form of the concentration component is C1(x, t) = Cs+f1(x−vt)e−κt and the
arbitrary function f1 is determined by applying the initial condition C(x, 0) = C0(x).
This yields
C1(x, t) = Cs + [C0(x− vt)− Cs]e−κt (4.98)
The precipitate component Π1(x, t) is found by integration of −κ(Cs − C1) with
respect to t. Assuming that the anti-derivative is of the form ϕ1(x − vt)e−κt and
using the initial condition Π(x, 0) = Π0(x), we find
Π1(x, t) = Π0(x)− ϕ1(x) + ϕ1(x− vt)e−κt (4.99)
Observe that
−κ(Cs − C1) = d
dt
[ϕ1(x− vt)e−κt] = −vϕ′1(x− vt)e−κt − κϕ1(x− vt)e−κt (4.100)
Then, using equations (4.99) and (4.100), we have
∂Π1
∂x
= Π′0(x)− ϕ′1(x) + ϕ′1(x− vt)e−κt
= Π′0(x)− ϕ′1(x) +
κ
v
[
Cs − C1 − ϕ1(x− vt)e−κt
]
= Π′0(x)− ϕ′1(x) +
κ
v
[Cs − C1 + Π0(x)− ϕ1(x)− Π1] (4.101)
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We define the function
F (x) := Π0(x)− ϕ1(x) + v
κ
[Π′0(x)− ϕ′1(x)] (4.102)
Now consider the equation Π1(xP , t) = P for some fixed precipitate level P and
denote the corresponding concentration level CP = C1(xP , t). By application of the
Inverse Function Theorem, we obtain the relation
dxP
dt
= − ∂Π1/∂t
∂Π1/∂x
=
v(Cs − CP )
F (xP )− P + Cs − CP (4.103)
Let us assume that we don’t know the specific form of the concentration component
C2 yet. The general solution is C2(x, t) = Cs + f2(x − vt)e−κt for some arbitrary
function f2. Suppose that integration of −κ(Cs−C2) with respect to t leads to the
anti-derivative ϕ2(x− vt)e−κt and hence the precipitate component
Π2(x, t) = g2(x) + ϕ2(x− vt)e−κt. If the arbitrary function g2 is determined by the
condition that Π2(x, t) = Π1(x, t) at x = vt (see Figure 4.25), we obtain
Π2(x, t) = Π0(x)− ϕ1(x) + ϕ1(0)e−κx/v − ϕ2(0)e−κx/v + ϕ2(x− vt)e−κt (4.104)
Differentiating this with respect to x and using equation (4.100) with C1, ϕ1 replaced
by C2, ϕ2, it can be deduced that
∂Π2
∂x
= Π′0(x)− ϕ′1(x) +
κ
v
[Cs − C2 + Π0(x)− ϕ1(x)− Π2] (4.105)
This shows that the equation for ∂Π/∂x is invariant between the two solution re-
gions. Since ∂Π/∂t is invariant by definition, it follows that the rate of change of an
arbitrary precipitate value P is also invariant and is given by equation (4.103) with
CP = C2(xP , t). Since C2 is completely general (no conditions are applied yet), the
argument can be repeated to any further solution regions. As long as we demand
that the precipitate profile is continuous, we will always obtain equation (4.103).
We now go about describing in general how the solution can be obtained using the
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invariance of equation (4.103). By assumption, Π0(x) > 0 for all x, as shown
in the sketch in Figure 4.25. The boundary condition C(0, t) = 0 can be ap-
plied to find the usual steady-state component C2(x, t) = Cs − Cse−κx/v and then
ϕ2(x− vt) = κCsv−1(x− vt)e−κ(x−vt)/v in equation (4.104) for the precipitate com-
ponent. We deduce that Π2(0, t) = 0 at t
∗ = Π0(0)/κCs and make the assumption
that Π1(x, t
∗) > 0 and Π2(x, t∗) > 0 for x > 0, so that t∗ is the first time the precipi-
tate runs out, as is true for the cases we have encountered thus far in Chapter 3 and
the preceding sections of this chapter. In treatment of these problems it became
clear how the solution depends on the moving boundary point αΠ. It follows from
the invariance of equation (4.103) that
dαΠ
dt
=
v(Cs − C(αΠ, t))
F (αΠ) + Cs − C(αΠ, t) (4.106)
where C(αΠ, t) is the concentration level at x = αΠ and depends on the applicable
solution region. Suppose now that there is a time τ ≥ t∗ such that F (αΠ(τ)) = 0,
F ′(αΠ(τ)) 6= 0 and C(αΠ, t) − Cs < F (αΠ(t)) < 0 for all t∗ ≤ t < τ . Equation
(4.106) then implies that dαΠ/dt > v for all t
∗ ≤ t < τ and α′Π(τ) = v. During this
time interval, C(αΠ, t) = C2(αΠ, t) at first. If τ is large enough, then the region
with solution components C2,Π2 will disappear and we have C(αΠ, t) = C1(αΠ, t)
afterwards. We saw this in example 4.3 and it is also assumed in the sketch in
Figure 4.26, which shows the solution profiles at t = τ . Here, we let β = αΠ(τ) for
Figure 4.26: Sketch of solution profiles at τ > t∗, when dαΠ/dt = v.
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ease of notation. Observe that the motion of αΠ during t
∗ ≤ t < τ determines a
travelling wave solution ξ(x−vt) on the interval v(t−t∗) < x < αΠ(t). It does so as
it by-passes points on the concentration components C2, C1, thus forming the two
travelling wave components ξ2, ξ1. This is shown schematically in Figure 4.27. For
t∗ ≤ t < τ , the plane characteristics run into the boundary curve x = αΠ(t) from
Ω+. This defines the concentration level on the boundary, which in turn determines
the travelling wave on the left hand side.
Figure 4.27: Boundary curve x = αΠ(t) and characteristics.
Since F ′(β) 6= 0 by assumption, there is a time interval τ < t < T during which
F (αΠ(t)) > 0 and hence dαΠ/dt < v. The characteristics now run into the boundary
curve from Ω0 and the travelling wave solution ξ(x− vt) determines the concentra-
tion on the boundary. This leads to the emergence of new solution components
C3(x, t) = Cs + f3(x− vt)e−κt and Π3(x, t) = g3(x) + ϕ3(x− vt)e−κt on the interval
αΠ(t) < x < β + v(t− τ) (see Figure 4.28). If the arbitrary function g3(x) is deter-
mined by setting Π3(x, t) = Π1(x, t) at x = β + v(t − τ), then we recover equation
(4.103) with CP (xP , t) = C3(xP , t) using the same argument as before. This is also
true if the components C2, Π2 still existed at t = τ . We would then connect Π3 to
Π2 at x = β + v(t− τ).
The arbitrary function f3 is found using the concentration level on the boundary
curve. Since this is determined by the travelling wave, the motion of αΠ for t ≥ τ
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Figure 4.28: Sketch of solution profiles at t > τ , when dαΠ/dt < v and new solution
components C3, Π3 have emerged.
is described by
dαΠ
dt
=
v(Cs − ξ(αΠ − vt))
F (αΠ) + Cs − ξ(αΠ − vt) , αΠ(τ) = β (4.107)
Let us assume that this initial value problem has a solution αΠ = η(t). Then, f3 is
determined by the equation f3(η(t)−vt)e−κt = ξ(η(t)−vt). Introducing the variable
z = η(t) − vt, the question is if we can invert to find t−1(z). If this is possible,
we have f3(z) = ξ(z) exp(κt
−1(z)) and therefore an explicit analytical expression
for C3. The function ϕ3 could then be found by direct integration. If the inverse
t−1(z) can not be found explicitly, we have to choose characteristic coordinates s, r
such that s = 0 on the boundary curve x = η(t). This procedure leads to either
an implicit description of C3 (as in section 4.6.1) or a parametric description of C3
(as in section 4.7.2). However, unfortunately invertibility is not the only issue here.
The question is also if equation (4.107) admits a closed-form solution. To make
matters worse, the travelling wave that formed while t∗ < t < τ can be given as an
explicit formula ξ = ξ(x−vt) only in the simplest of cases. In general, ξ can only be
defined implicitly, which poses an obvious problem in equation (4.107). Of course,
the path of αΠ for t ≥ τ could still be computed, but it would be an algorithmic
construction which would not lend itself to the construction of C3 as described
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above. Nevertheless, the present discussion still sheds light on the mechanism
of the problem. It also highlights the complete dependence of the motion of αΠ
on the initial conditions C0(x) and Π0(x), through the function F . Earlier in this
discussion, it was assumed that the initial profiles were such that the precipitate first
runs out at x = 0, t = t∗, but this is not necessarily the case. The precipitate could
of course reach zero in several locations. Moreover, the function F could change
sign multiple times and the points αΠ could have negative velocity. Although these
factors complicate the construction of the solution, the general approach remains
the same. Equation (4.103) is always invariant between solution regions and the
concentration at αΠ is always known.
4.9 Summary
In this chapter we have begun to find and categorise the solutions of the Cauchy
problem for equations (4.1) and (4.2) on Ω, with Cauchy data C (x, 0) = Cs,
Π (x, 0) = Π0 on 0 ≤ x ≤ L, and C (0, t) = 0 for 0 < t < t1 and t ≥ t2. This
described the scale inhibitor model with no adsorption or dispersion, using two dif-
ferent constant flow velocities v1 and v2 on either side of a shut-in period t1 ≤ t < t2
during which flow is halted (v = 0). Using the run-out time t∗ of the precipitate
level at the inlet, the problem was initially divided into the three scenarios t∗ ≥ t2
(Case 1), t1 ≤ t∗ < t2 (Case 2) and t∗ < t1 (Case 3). A further sub-division was
made into a-cases and b-cases using the ratio of the fluid velocities v2/v1 in relation
to constants R1 (equation (4.29)), R2 (equation (4.90)) and R3 (to be determined).
In the a-cases, the velocity of the boundary point, dαΠ/dt, is always less than the
prevailing fluid velocity and this leads to a clear definition of an ODE for the motion
of αΠ, analogous to the “base case” discussed in Chapter 3. The entire process was
shown for Case 1a (see equation (4.30)) and Case 2a (see equation (4.91)). The
solution of these ODEs defined boundary curves in Ω on which C could be specified
using the solution in Ω0. A suitable choice of characteristic coordinates was then
used to find the new solution components in Ω+. In Case 1a, these components
were explicit formulae when v1 = v2 (section 4.5) and given by implicit relations
when v1 6= v2 (section 4.6). In Case 2a, the best we could do was give a parametric
solution description (see equations (4.96) and (4.97)). It was explained how Case
3a may be approached similarly. All analytical solutions were derived based on the
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assumption that the precipitate profile cannot develop discontinuities when the fluid
is moving, but only during a shut-in phase (the “Π-discontinuity” is formed). This
assumption can be validated by integration of the effluent concentration flux, which
was done explicitly in Case 1a in order to demonstrate that the analytical solution
preserves the total amount of chemical. The question remains as to how mass con-
servation can be guaranteed a priori by the continuity property of the precipitate
profile, which would remove the need to check by integration.
A new problem presented itself in the treatment of the b-cases. Here, the veloc-
ity of αΠ is initially greater than the prevailing fluid velocity. This leads to the
formation of a travelling wave solution in Ω0, which was illustrated in example 4.3
for Case 1b. The trouble is that this travelling wave is implicitly defined. It then
becomes unclear how to specify the ODE for αΠ once its velocity drops below the
fluid velocity, so that the travelling wave tends to move back into Ω+.
Finally, the results of section 4.1-4.7 inspired a discussion about the analytical so-
lution of the constant flow rate problem presented in Chapter 3, but with arbitrary
initial distributions of concentration and precipitate. The precise nature of the
“invariant” relationship between C and Π emerged. It was proved rigorously using
the general form of Π(x, t), which was found from the general solution of C(x, t).
We will see in Chapter 5 that this is not always possible.
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Chapter 5
Exact solutions of the scale
inhibitor model with equilibrium
adsorption
5.1 Introduction
In this chapter, we study the sub-case of equations (1.6)-(1.8) in which adsorption
occurs at equilibrium. In this idealised process, the adsorption level Γ instanta-
neously reaches the level predicted by the adsorption isotherm Γeq(C). We already
saw that equations (1.6)-(1.8) then reduce to equations (1.11)-(1.12). With no
diffusion (D = 0), these are
[
1 +
dΓeq
dC
]
∂C
∂t
+ v
∂C
∂x
= −∂Π
∂t
(5.1)
∂Π
∂t
= −κ [Cs − C] · [H (Π) +H (C − Cs)−H (Π)H (C − Cs)] (5.2)
This is to be solved on the domain Ω = [0, L] × [0,∞) with constant initial data
C (x, 0) = Cs, Π (x, 0) = Π0 and Γ (x, 0) = Γ0 = Γeq(Cs), which represent the uni-
form equilibrium levels of these quantities achieved in the rock-core before the flow
is started. For t > 0, fresh water (C = 0) is injected and an immediate response
at the inlet boundary is assumed, expressed by the condition C (0, t) = 0. If there
is no precipitate present (i.e. Π0 = 0), then ∂Π/∂t = 0 and equation (5.1) can be
written as ∂C/∂t+ VL (C) ∂C/∂x = 0, where the term VL(C) defines the Langmuir
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speed (see Figure 5.1) of a concentration value C and is given by
VL (C) := v
(
1 +
dΓeq
dC
)−1
=
v (1 +BC)2
A+ (1 +BC)2
(5.3)
The positive constants A, B are the parameters of the Langmuir isotherm discussed
in Chapter 1, Γeq(C) = AC/(1 +BC).
Figure 5.1: Construction of the Langmuir speed from the Langmuir isotherm.
Since VL
′ (C) > 0, the PDE ∂C/∂t+VL (C) ∂C/∂x = 0 implies that the discontinu-
ity in the data at x = 0 develops into a centered rarefaction wave (see Chapter 2),
with each concentration value c ∈ [0, Cs] travelling at constant velocity VL(c). This
is illustrated in Figure 5.2 and contrasted with the “pure dissolution” (i.e. Γ0 = 0)
solution obtained in Chapter 3. Equilibrium desorption causes a retardation of
concentration values with respect to the water front moving through the system at
velocity v. In the region VL (Cs) t ≤ x ≤ vt, a bank of C = Cs is sustained. At
points behind this bank, the injected water has succeeded in bringing down the con-
centration level to some c < Cs, triggering instantaneous desorption to Γ = Γeq(c),
which in turn slows down the horizontal transport of the concentration. In con-
trast to adsorption/desorption, a precipitation/dissolution process aims to restore
concentration to full solubility level Cs. We saw that this leads to a discontinuity
at the water front, followed by a steady-state region in which dissolution balances
the horizontal transport of concentration (see Figure 5.2). The question addressed
in this chapter is how the two mechanisms combine (i.e. Π0 6= 0, Γ0 6= 0). We
will see that the bank of C = Cs due to desorption behind the front remains, so
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Figure 5.2: Rarefaction wave for pure equilibrium desorption ( Π0 = 0, black curve)
compared with the pure dissolution case ( Γ0 = 0, red curve).
that no precipitation occurs in this zone. There will also be a growing steady-
state region extending from the inlet boundary in which no desorption occurs (since
∂c/∂t = 0). Between these two “extremities” in which only one mechanism is ac-
tive, there is a zone of mixed behaviour. The interaction of transport, dissolution
and desorption described by equation (5.1) has a parametric solution here, which
can be used in conjunction with the solution in the other regions to construct a
continuous precipitate profile on [0, L]. Note that Π (0, t) = Π0 − κCst and, as
in Chapter 3, it will be shown that Π (x, t) > 0 on [0, L] × [0, t∗] \{(0, t∗)}, where
t∗ = Π0/κCs. From this time on, there is a boundary curve x = αΠ(t) separating
the domains Ω0 (Π = 0) and Ω+ (Π > 0). This curve satisfies an ODE of the form
dαΠ/dt = F (C(αΠ, t)) and is therefore entirely determined by the concentration
level on it, which is “supplied” by the solution in Ω0 or Ω+ (see Figure 5.3). We
will see that if α′Π(t
∗) > VL(0) there is a time τ > t∗ at which x = αΠ(t) becomes a
straight line of slope VL (C(αΠ, t)) > VL(0), i.e. a characteristic projection of equa-
tion (5.1) in Ω0. For t
∗ ≤ t < τ , the concentration on the boundary curve is given
by the solution in Ω+, which then defines a solution in Ω0. Once the boundary is
equal to the characteristic in Ω0, the concentration on it remains constant and this
will lead to a travelling wave solution region in Ω+.
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Figure 5.3: Schematic of the solution procedure of equations (5.1) and (5.2) with
constant initial data and constant boundary/feed condition.
5.2 Solution for t < t∗
5.2.1 Concentration profile
To solve equations (5.1) and (5.2) with Π > 0 by the method of characteristics, it
is convenient to use the initial data curve Σ0 := {(r, 0, f(r)), r ∈ R} and solve the
problem on the upper half plane, choosing f(r) to satisfy the feed condition. The
characteristic system of ODEs corresponding to equation (5.1) is
dZ
ds
= κ (Cs − Z) (5.4)
dx
ds
= v (5.5)
dt
ds
= 1 + Γeq
′ (Z) =
A+ (1 +BZ)2
(1 +BZ)2
(5.6)
From equation (5.4) and Σ0, we obtain the general solution
Z (r, s) = Cs + f (r) e
−κs (5.7)
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Moreover, equation (5.5) yields x (r, s) = vs + r. Introducing the notation Γ0 :=
Γeq (Cs), Γ0
′ := Γeq ′ (Cs), we substitute equation (5.7) into equation (5.6) and inte-
grate to find
t (r, s) =
Γ0
′
κ
ln (1 +BZ (r, s))− Γ0
κCs (1 +BZ (r, s))
+
v s
VL (Cs)
+ g (r) (5.8)
We now choose g (r) such that t (r, 0) = 0, so
g (r) = −Γ0
′
κ
ln (1 +BZ (r, 0)) +
Γ0
κCs (1 +BZ (r, 0))
(5.9)
From equation (5.6), we see that ∂t/∂s > 0 and hence
t = 0⇔ s = 0⇔ x = r and t > 0⇔ s > 0⇔ x > r (5.10)
We now express the Cauchy data in the r,s-coordinates in order to determine the
function f (r). Using equation (5.10), we find that the initial condition C (x, 0) =
Cs, 0 ≤ x ≤ L is equivalent to Z (r, 0) = Cs + f (r) = Cs, 0 ≤ r ≤ L. Moreover,
since x = 0 if and only if r = −vs, it follows that the boundary condition C (0, t) = 0,
t > 0 is equivalent to Z (r,−r/v) = Cs+f (r) exp (κr/v), r < 0. Thus, the required
function is
f (r) =
 0 , r ≥ 0−Cse−κr/v, r < 0 (5.11)
In order to single out a point on the discontinuity at r = 0 we introduce an auxiliary
parameter λ ∈ [0, 1] and let f (0) = (λ− 1)Cs. This will allow us to distinguish
between the characteristic projections emanating from the origin.
At t = 0, we have r = x and therefore Z (r, 0) = C (x, 0) = Cs + f (x). This is
shown in Figure 5.4. The feed condition C (0, t) = 0, t > 0 is accommodated by
an initial condition C (x, 0) = Cs − Cse−κx/v on −∞ < x < 0. We will proceed to
consider what is happening on the larger domain (−∞, L]× [0,∞) and subsequently
restrict attention to Ω.
Using x = vs + r we can eliminate s from equations (5.7) and (5.8) by defining
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Figure 5.4: Initial conditions for equation (5.1) on −∞ ≤ x ≤ L are chosen to
satisfy C(x, 0) = Cs on [0, L] and C(0, t) = 0 for t > 0.
C˜ (x, r) and t˜ (x, r) as follows:
C˜ (x, r) := Z
(
r,
x− r
v
)
= Cs + f (r) e
κ(r−x)/v , t˜ (x, r) := t
(
r,
x− r
v
)
(5.12)
We note that t˜ (x, r) ∈ [0,∞) if and only if x ≥ r > rmin, where
rmin := −v
κ
ln
(
1 +BCs
BCs
)
(5.13)
According to the different components of the piecewise function f (r), we distinguish
solutions regions I, II and III (see Figures 5.5 and 5.6).
Region I: here, r > 0 and hence C˜1 (x, r) = Cs. The characteristics t = t˜1 (x, r) =
(x − r)/VL(Cs) are straight lines. We can invert to find r = x − VL (Cs) t and
therefore the explicit solution C1 (x, t) = Cs. There is a widening bank of constant
concentration C = Cs behind the advancing water front. This is purely due to
equilibrium desorption.
Region II: here, r = 0 and hence C˜2 (x, 0) = Cs + f(0)e
−κx/v. The auxiliary
parameter λ ∈ [0, 1] is now used to pick a value of f(0) and we may write
C˜2 (x, λ) = Cs + (λ− 1)Cse−κx/v (5.14)
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Figure 5.5: Characteristic projections of equation (5.1) with initial conditions given
by equation (5.11), which are shown in Figure 5.4.
and
t˜2 (x, λ) =
x
VL (Cs)
+
Γ0
′
κ
ln
(
1 +BC˜2 (x, λ)
1 + λBCs
)
+
Γ0
κCs
[
1
1 + λBCs
− 1
1 +BC˜2 (x, λ)
]
(5.15)
The characteristics are the curves t = t˜2 (x, λ), with `0 :=
{
t = t˜2 (x, 0)
}
and the
line `1 :=
{
t = t˜2 (x, 1)
}
bounding region II. It will sometimes be convenient to
write t˜2 (x, 0, λ) and C˜2 (x, 0, λ) to emphasise the correspondence with r = 0.
Given a point (X,T ) in region II, we can use equation (5.15) to find the unique
value of λ such that t˜2 (X,λ) = T . The concentration level C˜2 (X,λ) at (X,T ) is
then found using equation (5.14). This parametric description is the closest we get
to an explicit solution of equation (5.1) in region II. As indicated on Figure 5.5,
dissolution and desorption occur simultaneously in this zone.
Region III: here, rmin < r < 0, and hence C˜3 (x, r) = Cs − Cse−κx/v. Thus, for a
fixed value of x, the concentration remains constant, while t˜ (x, r) varies with r. In
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Figure 5.6: Solution surface consisting of the characteristics of equation (5.1).
other words, the concentration in this region is independent of t and we can write
C3 (x) = Cs − Cse−κx/v (5.16)
We recognise this as the steady-state solution of equation (5.1). Since ∂C3/∂t = 0,
no (equilibrium) desorption occurs in this region. The characteristic projections
are the curves
t = t˜3 (x, r) =
x
VL (Cs)
+
Γ0
′
κ
ln
(
1 +BC3 (x)
1 +BC3 (r)
)
+
Γ0
κCs
[
1
1 +BC3 (r)
− 1
1 +BC3 (x)
]
(5.17)
5.2.2 Precipitate profile
We now construct an expression for Π on Ω. If Π > 0, equation (5.2) yields
Π (x, t) = κ
∫
[C (x, t)− Cs]dt (5.18)
This integral is straightforward in regions I and III. With C1 (x, t) = Cs it follows
that Π1 (x, t) = Π0, since the initial condition Π (x, 0) = Π0, 0 ≤ x ≤ L must be
satisfied. In region III, where the concentration is given by equation (5.16), we find
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Π3 (x, t) = y (x)− κCs te−κx/v (5.19)
for some unknown function y(x). This will be determined using the expression
for the precipitate in the adjoining region II. An explicit formula C2 (x, t) is not
available here, but we can make the substitution t = t˜2 (x, λ) in equation (5.18) and
let C2
(
x, t˜2 (x, λ)
)
= C˜2 (x, λ), given by equation (5.14). Denoting the precipitate
in these coordinates by Π˜2 (x, λ), it may be shown that
Π˜2 (x, λ) = κ
∫ [
C˜2 (x, λ)− Cs
] dt˜2
dλ
dλ = p (x, λ) + q (x) (5.20)
where the anti-derivative p (x, λ) is
p (x, λ) =
A
B
[
1
1 +BC˜2 (x, λ)
− e
−κx/v
1 + λBCs
]
(5.21)
We now choose the arbitrary functions y(x) and q(x) in equations (5.19) and (5.20)
in such a way that the precipitate profile is always continuous. Thus, we need
Π˜2 (x, 1) = Π0, which determines q (x) = Π0 − p (x, 1) and hence
Π˜2 (x, λ) = Π0 +
A
B
[
1
1 +BC˜2 (x, λ)
− 1 + λBCs +BCs −BC˜2 (x, λ)
(1 + λBCs) (1 +BCs)
]
(5.22)
Finally, by equating Π˜2 (x, λ) and Π3 (x, t) on the curve `0 separating regions II and
III (see Figure 5.5) we find
y (x) = Π˜2 (x, 0) + t˜2 (x, 0)κCse
−κx/v (5.23)
Substituting this into equation (5.19) and cancelling terms then yields the following
expression for the precipitate profile in region III:
Π3 (x, t) = Π0 + Cse
−κx/v
[
κx
VL (Cs)
− κ t+ Γ0′ ln
(
1 +BCs −BCse−κx/v
)]
(5.24)
Figure 5.7 visualises the surface described by Π0 , Π˜2 (x, λ) and Π3 (x, t) on the
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Figure 5.7: Continuous precipitate surface corresponding to Figure 5.6.
domain {0 ≤ x ≤ L, t ≤ t∗} ⊆ Ω. It may be verified that Π˜2 > 0 and Π3 ≥ 0 here,
with Π3 (x, t) = 0 if and only if x = 0, t = t
∗. For a fixed value P , consider the level
curve (t, xP (t) , P ) on the surface. In region III, xP satisfies Π3 (xP , t) = P and,
denoting the corresponding concentration value C3 (xP ) by CP , the Inverse Function
Theorem can be used to show that
dxP
dt
=
v(Cs − CP )
Π0 − P + Cs − CP
Cs
[
Cs +
Γ0
1 +BCP
] (5.25)
In the absence of adsorption (i.e. Γ0 = 0), this reduces to equation (3.22). As
was the case there, equation (5.25) holds the key to the construction of the entire
solution. It describes the velocity of a precipitate value P in terms of the corre-
sponding concentration level CP . It can be verified (see the discussion in section
5.3.2) that this relationship also holds in region II, with CP = C2(x, t). A clear
proof of this fact is still at large, but it would probably involve the use of the chain
rule in conjunction with the parametric solution components C˜2 (x, λ), Π˜2 (x, λ).
Ideally, we would like to prove rigorously that equation (5.25) must apply to any
new solution region which emerges, as long as the precipitate profile is required to
be continuous. Recall that in the easier case of pure precipitation, we proved the
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invariance of equation (4.103) between all solution regions in the problem with arbi-
trary initial data C(x, 0) = C0(x), Π(x, 0) = Π0(x). This was facilitated because we
could make an assumption about the general form of the precipitate profile. This
is not possible in the present case. With C(x, 0) = C0(x) 6= Cs, the concentration
in region I would be parametric too (similar to region II). The integral used to find
the corresponding precipitate component (see equation (5.20)) would then involve
the arbitrary function C0(x), making it impossible to predict the general form of
the anti-derivative. Moreover, if C0(x) is not monotone increasing, we will have to
deal with the emergence of shock solutions too.
An arbitrary initial precipitate profile is much less of a problem. In fact, the above
analysis is easily extended to the problem with initial conditions C(x, 0) = Cs and
Π(x, 0) = Π0(x). Equation (5.25) then generalises to
dxP
dt
=
v(Cs − CP )
Π0(xP ) +
v
κ
Π′0(xP )− P +
Cs − CP
Cs
[
Cs +
Γ0
1 +BCP
] (5.26)
Note the similarity with equation (4.103). As was the case with that expression,
we also expect that equation (5.26) is invariant between all solution regions if the
precipitate profile is continuous. In principle, this allows for the construction of the
entire solution beyond t = t∗. However, the simplest equations are obtained with a
constant initial profile Π(x, 0) = Π0 and we will focus on this case in the next few
sections.
5.3 Solution for t ≥ t∗; Case 1: Π0 ≥ BCsΓ0
With Π3 (0, t
∗) = 0, equation (5.2) implies that ∂Π/∂t = 0, which causes equation
(5.1) to change its form to ∂C/∂t+VL (C) ∂C/∂x = 0. Analogous to the argument
given in Chapter 3, it will be useful to introduce the point αC = αC (t) such that
C ≡ 0 for x ≤ αC and C > 0 for x > αC . Since C ≡ 0 is not a solution of equation
(5.1) in Ω+, we must always have αC ≤ αΠ, which will effectively “slow down” the
movement of αC .
Note that αΠ(t
∗) = αC(t∗) = 0 and we consider the velocities of αΠ and αC to decide
what is happening for t > t∗. In the case of αC , we observe that Π (αC , t) = 0 since
αC ≤ αΠ. The PDE ∂C/∂t+ VL (C) ∂C/∂x = 0 then implies that
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dαC
dt
= VL (0) =
v
1 + A
(5.27)
For the motion of αΠ, we use the assumed invariance of equation (5.25) between
solution regions. Thus, for t ≥ t∗, we suppose that
dαΠ
dt
=
vCs − vC (αΠ, t)
Π0 +
Cs − C (αΠ, t)
Cs
[
1 +
Γ0
1 +BC (αΠ, t)
] , t ≥ t∗ (5.28)
In particular, C (αΠ, t
∗) = C (αC , t∗) = 0 and hence
dαΠ
dt
∣∣∣∣
t=t∗
=
vCs
Π0 + Cs + Γ0
(5.29)
Comparing equation (5.27) and equation (5.29), we see that
αΠ
′ (t∗) ≤ αC ′ (t∗) ⇔ Π0 ≥ BCsΓ0 (5.30)
Let us now suppose that Π0 ≥ BCsΓ0 (Case 1). Together with the constraint
αC ≤ αΠ, this implies the emergence of a joint root x0 = αΠ = αC for all t ≥
t∗ moving at constant velocity U1 := vCs(Π0 + Cs + Γ0)
−1 (let C (αΠ, t) = 0 in
equation (5.28)). This suggests there is some new region in Ω, next to region III,
in which the concentration and precipitate components are given by travelling wave
solutions. To identify these, let z = x − U1t and C = c (z) in equation (5.1). This
yields the ODE
dc
dz
=
κ (Cs − c)
v − U1 − Γeq ′ (c) (5.31)
Equation (5.31) may be solved for z as a function of c to get
z =
U1 − v
κ
ln (Cs − c) + U1Γ0
κCs
1
1 +Bc
+
U1Γ0
′
κ
ln
(
Cs − c
1 +Bc
)
+ η1 (5.32)
Putting back z = x−U1t and using the condition that c = 0 at x0 = U1 (t− t∗), we
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determine the constant
η1 = −U1t∗ − U1 − v
κ
ln (Cs)− U1Γ0
κCs
− U1Γ0
′
κ
ln (Cs) (5.33)
Then, the new solution component, C4 say, is implicitly defined as follows:
x+
v
κ
ln
(
Cs − c
Cs
)
= U1 (t− t∗) + vU1
κVL (Cs)
ln
(
Cs − c
Cs
)
− U1Γ0
′
κ
ln (1 +Bc) +
U1Γ0
κCs
[
1
1 +Bc
− 1
]
(5.34)
To determine region IV in which equation (5.34) applies, we consider its intersection
with equation (5.16). Substituting c = C3 (x) into equation (5.34) and dividing by
U1, we obtain
t = t∗ +
x
VL (Cs)
+
Γ0
′
κ
ln (1 +BC3 (x)) +
Γ0
κCs
[
1− 1
1 +BC3 (x)
]
(5.35)
We recognise equation (5.35) as the characteristic t = t˜3 (x, rTW ) with parameter
value rTW defined by the relation
t∗ = t˜3 (0, rTW ) =
−rTW
VL (Cs)
− Γ0
′
κ
ln (1 +BC3 (rTW ))
+
Γ0
κCs
[
1
1 +BC3 (rTW )
− 1
]
(5.36)
Figure 5.8 shows region IV bounded by the (blue) line x0 = U1 (t− t∗) and the
characteristic projection t = t˜3 (x, rTW ) emanating from t = t
∗. The characteristics
in region IV are not shown, but it is possible to obtain them by using a different
parameterisation of the Cauchy problem in which s = 0 on the curve x0 = U1 (t− t∗)
instead of at t = 0. The condition C (x0) = 0 then translates into an equivalent
condition in terms of r, enabling us to determine the (new) function f (r).
Note that, for a fixed concentration value c, equation (5.36) describes its path in
region IV. The initial position of c (in region III) is Xc := −vκ−1 ln (1− c/Cs) and
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Figure 5.8: Solution regions and characteristic projections for Case 1 ( Π0 ≥ BCsΓ0)
its velocity is U1 for t ≥ Tc := t˜3 (Xc, rTW ). This observation can also be used to
construct Π4: the precipitate value corresponding to c is Pc := Π3 (Xc, Tc) and the
paths traced out by c and Pc in the x,t-plane coincide for t ≥ Tc.
In summary, if Π0 ≥ BCsΓ0, the solution in Ω+ consists of four regions I, II, III and
IV in which the concentration is given by the components Cs, C˜2, C3 and C4 re-
spectively. Region I is due to adsorption and region III due to dissolution, whereas
both mechanisms are active in regions II and IV. In Ω0, equation (5.1) becomes
∂C/∂t+VL (C) ∂C/∂x = 0, describing the case of pure adsorption. The characteris-
tics here are straight lines of slope VL (0) > U1, determined by the data C (0, t) = 0,
and they run into the moving boundary x0 = U1 (t− t∗).
Example 5.1: let A = 1, B = 10, Cs = 0.1, v = 1, κ = 1, L = 1. We then calculate
Γ0 = Γeq (Cs) = 0.05 and the Langmuir velocities VL (0) = 0.5 , VL (Cs) = 0.8. Note
that BCsΓ0 = 0.05, so Case 1 (just) occurs if we choose Π0 = 0.05. Figure 5.9 shows
the solution profiles consisting of C1, C˜2, C3 and Π1, Π˜2,Π3 at t = t
∗ = 0.5, with the
adsorption curve plotted in red. Since Π0 = BCsΓ0, we have α
′
Π(t
∗) = VL (0) and
the travelling wave solution component emerges with this speed (see Figure 5.10).
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We observe that ∂C/∂x =∞ at x = αΠ = VL (0) t, which is a result of the tangency
of the boundary curve and the characteristic t = t˜3 (x, rTW ) at (0, t
∗). This blow-up
is also visible in the effluent concentration plot in Figure 5.11. Note that a larger
value of Π0 would result in a lower travelling wave speed and a more horizontal so-
lution component, the derivative remaining finite everywhere. On the other hand,
a lower value of Π0 leads to qualitatively different solution (see Case 2).
Figure 5.9: Example 5.1 at t = t∗ = 0.5
Figure 5.10: Example 5.1 at t = 1
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Figure 5.11: Concentration flux at x = L for example 5.1
The effluent concentration flux can be used to prove that our solution conserves the
total amount of chemical present in the system. The profile can be divided into
four parts from left to right, as shown in Figure 5.11. Here, we have
R1 = v Cs t˜2 (L, 1) = CsL (1 + Γ0
′) (5.37)
And, defining the constant µ := C˜2 (L, 0) = Cs − Cse−κL/v, we compute
R2 =
λ=0∫
λ=1
v · C˜2 (L, λ) · d
dλ
t˜2 (L, λ) dλ
=
v
κ
[
Γ0Bµ
2
Cs (1 +Bµ)
+ CsΓ0
′ ln (1 +Bµ)
]
(5.38)
Furthermore, denoting equation (5.34) as t = tTW (x, c), observe that
R3 +R4 =
v µ∫
0
tTW (L, c) dc− vµ t˜2 (L, 0) (5.39)
The integral in equation (5.39) evaluates to
v µ∫
0
tTW (L, c) dC =
v
κ
Γ0
′ (µ− Cs) ln (1 +Bµ)
+ Γ0
′L (µ− Cs) + L (Π0 + µ+ Γ0) (5.40)
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and, from equation (5.15),
−vµ t˜2 (L, 0) = v
κ
[
Γ0µ
Cs (1 +Bµ)
− Γ0
Cs
µ− Γ0′µ ln (1 +Bµ)
]
− L (1 + Γ0′)µ (5.41)
Finally, combining equations (5.37)-(5.41), we find that
4∑
i=1
Ri = L (Π0 + Cs + Γ0) (5.42)
This is exactly the amount of scale inhibitor initially present in the system.
5.4 Solution for t ≥ t∗ ; Case 2: Π0 < BCsΓ0
With Π0 < BCsΓ0, we have αΠ
′ (t∗) > VL (0) and, during some time interval after
t∗, the boundary curve is defined by Π3 (αΠ, t) = 0 (equation (5.24)). Its slope,
VΠ = dαΠ/dt, is then given by equation (5.28) with C (αΠ, t) = C3 (αΠ). For the
purpose of the following discussion, we let y = C3 (αΠ), so that
αΠ = C3
−1 (y) = −v
κ
ln
(
Cs − y
Cs
)
(5.43)
Note that, in terms of y, the equation Π3 (αΠ, t) = 0 can be re-written as t = tΠ3 (y),
where tΠ3 : R→ R is
tΠ3 (y) :=
1
κ
[
Π0
Cs − y + Γ0
′ ln (1 +By)− v
VL (Cs)
ln
(
Cs − y
Cs
)]
(5.44)
Furthermore, we define the function T3 : R → R by evaluating t˜3 (x, r = 0) (or,
equivalently, t˜2 (x, λ = 0)) at x = αΠ = C3
−1 (y), so
T3 (y) := t˜3
(
C3
−1 (y) , 0
)
=
1
κ
[
− v
VL (Cs)
ln
(
Cs − y
Cs
)
+ Γ0
′ ln (1 +By) +
Γ0
Cs
By
1 +By
]
(5.45)
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Finally, we also consider VΠ in terms of y:
VΠ (y) =
v (Cs − y)
Π0 +
Cs − y
Cs
[
Cs +
Γ0
1 +By
] (5.46)
This will describe dαΠ/dt until y is the minimum of the following two values:
(a) ξa ∈ [0, Cs] such that VΠ (ξa) = VL (ξa) and
VΠ (y) > VL (y) for all y ∈ [0, ξa)
(b) ξb ∈ [0, Cs] such that tΠ3 (ξb) = T3 (ξb) and
tΠ3 (y) > T3 (y) for all y ∈ [0, ξb)
Note that VΠ (0) > VL (0) and tΠ3 (0) = t
∗ > 0 = T3 (0). We will now determine
the values ξa, ξb and establish when ξa ≤ ξb and ξa > ξb. From equations (5.3) and
(5.46), it follows that
VΠ (y) = VL (y) ⇔
(
Cs − y
1 +By
)2
=
Π0Cs
BΓ0
(5.47)
The quadratic on the right hand side has roots
ya
± =
Π0 + Γ0 ± (1 +BCs)
√
Π0Γ0
BCs
Γ0
Cs
−BΠ0
(5.48)
Furthermore, it can be shown that
dVΠ
dy
=
VΠ (y)− VL (y)
VL (y)
(5.49)
Since VΠ (0) > VL (0), we have VΠ
′ (0) > 0. From equation (5.46), we deduce that
VΠ (0) > VΠ (Cs) = 0 and that VΠ is continuous on [0, Cs]. It then follows that
VΠ has a maximum on [0, Cs] and, by equation (5.49), VL = VΠ here. In order
to determine whether this point is ya
− or ya+, we write Π0 = (1 + ε)
2B−1Cs−1Γ0
for some ε ∈ R. If ε > 0, the denominator in equation (5.48) is negative and
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ya
+ < 0. The above argument now guarantees that ya
− ∈ [0, Cs]. With ε < 0, the
denominator is positive and we need to examine if ya
− ≥ 0 or ya− < 0 . Substituting
for Π0 in the numerator, we find
Γ0
[
(1 + ε)2
BCs
+ 1− 1 +BCs
BCs
(1 + ε)
]
=
Γ0
BCs
[
(1 + ε)2 +BCs − (1 +BCs) (1 + ε)
]
=
Γ0
BCs
ε (1 + ε−BCs) (5.50)
By assumption of Case 2, we also have BCsΓ0 > Π0 = (1 + ε)
2B−1Cs−1Γ0. Hence,
1 + ε < BCs and the quantity in equation (4.52) is positive, so that ya
− > 0.
Moreover, since ya
− < ya+ , it must be that ya− ∈ [0, Cs]. Finally, if the denom-
inator in equation (5.48) is zero (i.e. ε = 0), we can take the limit ε → 0 to find
ya
− = (BCs − 1)/2B > 0 , while the other root ya+ is undefined. Thus, for all
parameter choices satisfying Π0 < BCsΓ0, ya
− is the lowest value such that VΠ = VL
and we write ξa = ya
− (see Figure 5.12).
Figure 5.12: The curves VΠ and VL meet at y = ξa = ya
−, given by equation (5.48).
We need to compare ξa = ya
− with the solutions of the equation tΠ3 (y) = T3 (y).
From equations (5.44) and (5.45), it follows that
T3 (y) ≤ tΠ3 (y) ⇔ y (Cs − y)
1 +By
≤ Π0Cs
BΓ0
⇔ y ≤ yb− or y ≥ yb+ (5.51)
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where equality / inequality occur simultaneously and
yb
± =
BCs (Γ0 − Π0)±
√
D
2BΓ0
(5.52)
The discriminant is D = B2Cs
2(Γ0 − Π0)2 − 4BCsΓ0Π0 and we have
D = 0 ⇔ Π0 = β± = Γ0 + 2Γ0
BCs
(
1±
√
1 +BCs
)
(5.53)
Moreover, D > 0 if and only if Π0 < β
− or Π0 > β+. But, Π0 > β+ implies that
Π0 > Γ0 and hence yb
− < yb+ < 0. In this case, it follows from equation (5.51)
that tΠ3 (y) > T3 (y) for all y ∈ [0, Cs]. The same is true if D < 0. Thus, for all
parameter choices satisfying Π0 > β
−, there is no ξb such that tΠ3 (ξb) = T3 (ξb).
Now suppose that Π0 ≤ β−. Then Π0 < Γ0 and we have 0 < yb− < yb+ < Cs. It
may be verified that
Π0 = β
− ⇒ ya− = yb− = F :=
√
1 +BCs − 1
B
(5.54)
For this particular choice of parameters, VΠ = dαΠ/dt is equal to the Langmuir
velocity of y = C3 (αΠ) exactly at the time that solution region III disappears,
i.e. when the boundary curve x = αΠ (t) enters region II. Since D = 0, the
boundary curve is tangent to the characteristic curve t = t˜3 (x, 0) at the point
xa = C3
−1 (ya−) , τa = tΠ3 (ya−) (see Figure 5.13).
If Π0 < β
− we have
Π0Cs
BΓ0
<
BCs + 2
(
1−√1 +BCs
)
B2
=
(√
1 +BCs − 1
B
)2
=
(
1 +BCs −
√
1 +BCs
B
√
1 +BCs
)2
=
(
Cs − F
1 +BF
)2
(5.55)
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Figure 5.13: When Π0 = β
− (equation (5.53)), we have ξa = ξb.
Since ya
− satisfies equation (5.47), it must be that ya− > F , which is equivalent to
ya
− >
Cs − ya−
1 +B ya−
(5.56)
Finally, this and equation (4.51) imply that
ya
−
(
Cs − ya−
1 +B ya−
)
>
(
Cs − ya−
1 +B ya−
)2
=
Π0Cs
BΓ0
⇒ T3
(
ya
−) > tΠ3 ( ya−) (5.57)
Since tΠ3 (0) > T3 (0) and tΠ3, T3 are continuous on [0, Cs] , the curves t = tΠ3 (y)
and t = T3 (y) intersect on (0, ya
−) and we must have 0 < yb− < ya− ≤ yb+.
In summary, if Π0 > β
−, then ξb does not exist. Region III continues to exist for
all time and we have ξa = ya
−. Define τa := tΠ3 (ξa) and xa := C3−1 (ξa). The
boundary curve x = αΠ (t) now lies above the characteristic t = t˜3 (x, 0) in the
x, t-plane and VΠ = dαΠ/dt varies according to equation (5.46) with y = C3(αΠ, t)
until t = τa. We will refer to this scenario as Case 2a. It is to be distinguished
from Case 2b, which occurs if Π0 ≤ β−. The boundary curve then intersects with
the characteristic at the point xb := C3
−1 (ξb), τb := tΠ3 (ξb), where ξb = yb− < ξa.
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At time t = τb, solution region III disappears and for t ≥ τb , the motion of αΠ is
determined by the parametric solution in region II. By assumption of the invariance
of equation (5.28), the velocity VΠ = dαΠ/dt is now given by equation (5.46) with
y = C2(αΠ(λ), λ). We can therefore still expect to have VΠ = VL when y = ξa = y
−
a .
This will be verified in terms of the auxiliary parameter λ in section 5.4.2.
5.4.1 Solution for Case 2a: Π0 > β
−
For t > τa, we have C(αΠ, t) = ξa, which is the concentration level “supplied” by
the pure adsorption solution on 0 < x < αΠ(t). Using the invariance of equation
(5.28), we consider the constant velocity U2 := VΠ (ξa) = VL (ξa) and look for a
travelling wave solution of equation (5.1) in Ω+. Such a solution is of the form of
equation (5.32) with U1, η1 replaced by U2, η2. The constant of integration, η2, is
now determined by the condition that c = ξa at x = αΠ (t) = xa + U2 (t− τa). We
then obtain the solution
x = U2 (t− τa) + U2xa
VL (Cs)
+
(
U2
VL (Cs)
− 1
)
v
κ
ln
(
Cs − c
Cs
)
− U2Γ0
′
κ
ln
(
1 +Bc
1 +Bξa
)
+
U2Γ0
κCs
[
1
1 +Bc
− 1
1 +Bξa
]
(5.58)
Substituting c = C3 (x) in equation (5.58) and dividing by U2, it may be verified
that, for t > τa, the travelling wave solution intersects with component C3 along
the characteristic t = t˜3 (x, rTW2), where the parameter value rTW2 is defined by
τa = t˜3 (xa, rTW2). This curve and the line x = xa + U2 (t− τa) enclose the new
solution region IV, as shown in Figure 5.14. The characteristics in this region are
not shown, but may be obtained as described for Case 1 in section 5.3. The boundary
curve x = αΠ (t) is plotted in blue and the characteristic t = t˜3 (x, rTW2) is tangent
to this curve at (xa, τa).
As mentioned before, the motion of αΠ for t
∗ ≤ t ≤ τa also results in a pure
adsorption solution Ω0:
x = −v
κ
ln
(
Cs − c
Cs
)
+ VL (c) · (t− tΠ3 (c)) (5.59)
Equation (5.59) describes the path of a concentration value c ∈ [0, ξa]. This lies
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at x = −vκ−1 ln (1− c/Cs) in region III until t = tΠ3 (c), when c = C3 (αΠ). For
t ≥ tΠ3 (c), c moves at its own Langmuir velocity VL (c). In Figure 5.14, it is
illustrated how a characteristic emanates from each point on the boundary curve
between (0, t∗) and (xa, τa). The effluent concentration flux for Case 2a consists
of five regions (see Figure 5.18 in Example 5.2) and can be used to prove that the
solution satisfies mass balance, as was done for Case 1.
Figure 5.14: Solution regions in Case 2a ( Π0 > β
− )
Example 5.2: let Cs = 0.1, v = 1, κ = 1, L = 1 as before and choose A = 10, B =
100. We compute Γ0 = 0.0909, BCsΓ0 = 0.909 and β
− = 0.049, so Case 2a occurs
if we let Π0 = Cs = 0.1. With VL (0) = 0.0909 and VL (Cs) = 0.9237 now, there is a
much greater range of Langmuir velocity than in Example 5.1. This stretches the
components C˜2 and Π˜2, which can be seen in the plot at t = t
∗ = 1 in Figure 5.15
between x = 0.2535 and x = 0.9237. Equation (5.47) yields ξa = ya
− = 0.01548
and hence xa = C3
−1 (ξa) = 0.1682, τa = tΠ3 (ξa) = 1.443. Figures 5.16 and 5.17
show the solution profiles at t = τa and t = 2.5 > τa respectively. The travelling
wave solution component C4 emerges at t = τa and lies between x = 0.5845 and
x = 0.8591 in Figure 5.17. Its speed is U2 = VL (ξa) = 0.3937. Component C3
is always present, which is more apparent in the effluent concentration flux plotted
Figure 5.18.
111
Figure 5.15: Example 5.2 at t = t∗ = 1
Figure 5.16: Example 5.2 at t = τa = 1.443
Figure 5.17: Example 5.2 at t = 2.5 > τa
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Figure 5.18: Effluent concentration flux for Example 5.2
5.4.2 Solution for Case 2b: Π0 ≤ β−
The characteristic t = t˜3 (x, 0) = t˜2 (x, 0) now intersects the boundary curve x =
αΠ (t) at (xb, τb) and region III disappears (see Figure 4.19). For t > τb, the
boundary is determined by the solution in region II and can be found in terms of
the auxiliary parameter λ ∈ [0, 1], using the equation Π˜2 (αΠ, λ) = 0.
Figure 5.19: If Π0 < β
−, then ξb < ξa.
Noticing that t = t˜2 (x, λ) and employing the chain rule, we can determine the
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velocity of αΠ in terms of λ as follows:
VΠ(λ) =
d
dt
αΠ(λ) =
dλ
dt
dαΠ
dλ
=
(
d
dλ
t˜2 (αΠ(λ), λ)
)−1
dαΠ
dλ
(5.60)
The concentration value at x = αΠ (λ) is C˜2 (αΠ (λ) , λ) and we want to find out
when VΠ (λ) = VL
(
C˜2 (αΠ, λ)
)
. To simplify this analysis, we introduce
F (λ) :=
BCsΠ0
Γ0
(1 + λBCs)− (1 + λ)BCs (5.61)
G (λ) :=
4BCsΠ0
Γ0
(1 + λBCs) + 4λB
2Cs
2 (5.62)
In terms of F and G, the solution αΠ (λ) of Π˜2 (αΠ, λ) = 0 satisfies
C˜2 (αΠ, λ) =
−F (λ)±
√
F (λ)2 −G (λ)
2B
(5.63)
Clearly, we need to have 0 ≤ C˜2 (αΠ (λ) , λ) ≤ Cs for λ ∈ [0, 1]. Observe that
G (λ) > 0, which implies that both roots in equation (5.63) are negative if F (λ) > 0
and the equation Π˜2 (αΠ, λ) = 0 has no meaningful solutions. On the other hand, if
F (λ) < 0, then both roots are positive and we can restrict attention to the smaller
root (corresponding to the negative sign), because the solution components C˜2 and
Π˜2 are both decreasing in the x-direction and the t-direction (see Figures 5.6 and
5.7). Using equation (5.14) for C˜2, we then re-write equation (5.63) to obtain
αΠ (λ) = −v
κ
ln
2BCs + F (λ) +
√
F (λ)2 −G (λ)
2BCs (1− λ)
 (5.64)
The roots of the discriminant D = F (λ)2 −G (λ) are
λa
± =
BCsΠ0 (Γ0 − Π0) + 3Π0Γ0 + Γ02 ± 2Γ0 (1 +BCs)
√
Π0Γ0
BCs
(Γ0 −BCsΠ0)2
(5.65)
Moreover, D > 0 if λ < λa
− or λ > λa
+. Since Π0 < β
− < Γ0, we always have
λa
+ > 0 and it may be verified that αΠ (λ) < 0 for all λ ∈
[
λa
+, 1
]
, so that we
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can limit our attention to λa
−. Using BCs + 2− 2
√
1 +BCs =
(
1−√1 +BCs
)2
,
we can show that λa
− = 0 if Π0 = β− and λa
− > 0 if Π0 < β−. Furthermore,
it can be shown that αΠ (0) = xb and αΠ (λ) > xb for 0 < λ ≤ λa−. This
makes perfect sense in terms of the solution in region II: at t = τb, the boundary
curve hits the characteristic corresponding to λ = 0. The boundary curve then
intersects with subsequent neighbouring characteristics until λ = λa
−, after which
αΠ (λ) stops being real-valued. Using equations (5.60), (5.64) and (5.65) (and after
a lot algebra), it can actually be proved that C˜2
(
αΠ
(
λa
−) , λa−) = ξa = y−a (from
equation (5.48)) and VΠ
(
λa
−) = VL (ξa). This verifies the invariance of equation
(5.28) between solution regions II and III. As before, we now define xa := αΠ
(
λa
−),
τa := t˜2
(
0, λa
−). The characteristic t = t˜2 (x, λa−) is tangent to the boundary curve
at (xa, τa). As in Case 2a (Figure 5.14), a new region IV will exist for t ≥ τa in which
the solution is a travelling wave of velocity U3 := VL (ξa) = VΠ
(
λa
−). This region is
enclosed by the curve t = t˜2
(
x, λa
−) and the boundary x = αΠ (t) = xa+U3 (t− τa).
During the time interval [t∗, τa], the motion of αΠ determines a non-zero solution
in Ω0. For t
∗ ≤ t ≤ τb, this pure adsorption solution is given by equation (5.59).
A similar relation applies for τb ≤ t ≤ τa: given an arbitrary concentration value
c ∈ [ξb, ξa], we solve c = C˜2 (αΠ (λc) , λc) for λc to obtain the time t˜2 (αΠ (λc) , λc).
For t ≥ t˜2 (αΠ (λc) , λc), the velocity of c is VL (c). This is expressed in the following
relation:
x = αΠ (λc) + VL (c) ·
(
t− t˜2 (αΠ (λc) , λc)
)
(5.66)
The effluent concentration flux for this case again consists of five regions (see Figure
5.22 in Example 5.3) and can be used to prove that the solution satisfies the principle
of mass conservation.
Example 5.3: let A = 10, B = 50, Cs = 0.1, v = 1, κ = 1, L = 1. Then Γ0 =
0.1667, BCsΓ0 = 0.8335 and β
− = 0.07, so Case 2b occurs if we choose Π0 = 0.06.
Equation (5.52) gives ξb = yb
− = 0.0145 and hence τb = tΠ3 (ξb) = 0.412, the
time at which the component C3 disappears. From equations (5.64), (5.65), we
find λa
− = 0.0188, αΠ
(
λa
−) = 0.356. These can be used to determine ξa =
C˜2
(
αΠ
(
λa
−) , λa−) = 0.03124 and verify that this agrees with ξa = y−a . Then,
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we find τa = t˜2
(
αΠ
(
λa
−) , λa−) = 1.563. Figure 5.20 shows the formation of the
desorption tail in terms of characteristic projections. Figure 5.21 is a close-up of
the solution profiles at t = 2 > τa. The travelling wave component has velocity
U3 = VL (ξa) = 0.397 and is between x = αΠ = 0.5284 and x = 0.5511 on this plot.
Figure 5.20: In Case 2b ( Π0 ≤ β−), the boundary curve intersects region II and
defines a solution in Ω0 consisting of two components.
Figure 5.21: Example 5.3 at t = 2 > τa
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Figure 5.22: Effluent concentration flux for example 5.3
5.5 Departing from equilibrium adsorption
In this section we look at the system of equations (1.6)-(1.8) with no dispersion
(D = 0) and finite values of the adsorption rate parameter ra. This departure
from equilibrium adsorption adds a new level of complexity as there are now three
coupled PDEs for the three unknown quantities C, Π and Γ. If Π > 0, this system
reduces to two equations for C and Γ. We saw in section 2.5 that this system
has eigenvalues v and 0, leading to the characteristic curves x− vt = constant and
t = constant, along which the solution can be developed according an ODE. Unfor-
tunately, these ODEs are not integrable and we abandon this approach in favour of
solving equations (1.6)-(1.8) numerically. The exact solutions for the two limiting
cases ra = 0 and ra →∞ will serve as useful reference points.
As usual, we are interested in the Cauchy problem on Ω with initial conditions
C(x, 0) = Cs, Π(x, 0) = Π0, Γ(x, 0) = Γ0 := Γeq(Cs) and boundary condition
C(0, t) = 0. The latter implies Π(0, t) = Π0 − κCst and Γ(0, t) = Γ0 exp(−rat),
from which it follows that the precipitate is exhausted at t∗ = Π0/κCs, whereas the
level of adsorbed chemical at the inlet vanishes only as rat→∞.
Example 5.4: let A = 1, B = 10, Π0 = 0.1, Cs = 0.1, so that Case 1 (section 5.3)
applies, and let v = 1, κ = 1, L = 1. With these parameters, the precipitate begins
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to run out at t∗ = 1. Figures 5.23-5.25 show the numerical in-situ concentration,
precipitation and adsorption profiles at t = 0.9 for ra = 0.1, 1, 10, 100 alongside
the exact solutions for the cases ra = 0, ra → ∞. Figure 5.26 shows the in-situ
concentration profiles at t = 1.7 > t∗. Figures 5.27 and 5.28 are plots of the
corresponding effluent concentration profile.
There is a discontinuity in the concentration profiles at x = vt and we can guess from
the numerical solutions that this gets smaller as ra increases, eventually vanishing
when ra → ∞. At the same time, the concentration between x = VL(Cs)t and
x = vt gradually increases towards C = Cs and has the sharp edge of the equilibrium
adsorption solution at x = VL(Cs)t when ra →∞.
Figure 5.23: In-situ concentration profiles for Example 5.4 at t = 0.9, for several
values of the desorption rate parameter ra.
Figure 5.24: Precipitate profiles for
Example 5.4 at t = 0.9.
Figure 5.25: Adsorption profiles for
Example 5.4 at t = 0.9
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Figure 5.26: In-situ concentration profiles for Example 5.4 at t = 1.7.
Figure 5.27: Effluent concentration profiles for Example 5.4
Figure 5.28: Effluent concentration profiles for Example 5.4 - long term behaviour
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Example 5.5: let A = 10, B = 100, Π0 = 0.1, Cs = 0.1, so that Case 2a (section
5.4.2) applies, and let v = 1, κ = 0.25, L = 1. Then, we have t∗ = 4. The numeri-
cal in-situ concentration, precipitation and adsorption profiles at t = 0.9 are plotted
in Figures 5.29-5.31, for adsorption rate parameters ra = 0.1, 1, 10, 100, alongside
the analytical solutions for ra = 0, ra → ∞. The in-situ concentration profiles for
t = 4.7 and t = 6 are plotted in Figures 5.32-5.33 and effluent concentration profile
is shown in Figures 5.34-5.35.
Figure 5.29: In-situ concentration profiles for Example 5.5 at t = 0.9.
Figure 5.30: Precipitate profiles for
Example 5.5 at t = 0.9
Figure 5.31: Adsorption profiles for
Example 5.5 at t = 0.9
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Figure 5.32: In-situ concentration profiles for Example 5.5 at t = 4.7.
Figure 5.33: In-situ concentration profiles for Example 5.5 at t = 6.
Figure 5.34: Effluent concentration profiles for Example 5.5
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Figure 5.35: Effluent concentration profiles for Example 5.5 - long term behaviour
From examples 5.4 and 5.5 we can deduce some qualitative features of the solution
of equations (1.6)-(1.8) for finite ra. In the region where Π > 0 (t < t
∗), we identify
three (approximate) locations E, F, G on the concentration profile corresponding to
some value 0 < ra < ∞, as indicated on the sketch in Figure 5.36. The point E is
Figure 5.36: Sketch of the concentration profile for some 0 < ra <∞, together with
the exact solution for equilibrium desorption (in red).
where the concentration profile starts to become “visibly close” to the steady-state
solution component of the ra → ∞ solution. Figures 5.25 and 5.31 indicate that
the adsorption profile behaves correspondingly. We can most clearly see in Figure
5.23 how E shifts to the right as ra increases. The concentration and adsorption
profiles between the origin and E increasingly align with the steady-state compo-
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nent, indicating that this is a solution region dominated by dissolution (almost no
desorption takes place here for small ra). This can also be observed in the efflu-
ent concentration profiles (Figures 5.27 and 5.34). The part where the profiles for
higher values of ra intersect the steady-state “plateau” of the equilibrium solution
is flatter than for lower values of of ra.
We see in Figures 5.23 and 5.29 that the concentration profiles intersect the para-
metric solution component of the equilibrium solution once. This intersection is
labelled by F in Figure 5.36. We also marked the point G, which is the lower value
of the concentration discontinuity at x = vt. Between F and G, the concentration
profiles lie below the equilibrium solution. As ra increases, F tends towards the
point x = VL(Cs)t, C = Cs, while G moves upwards to C = Cs. The shape of the
solution between F and G is dependent on ra in relation to κ. For low values of
ra compared to κ, the profile is concave here (see ra = 0.1, ra = 1 in Figure 5.29).
The shape becomes convex for slightly higher values of ra (see ra = 10 in Figure
5.29) and turns concave again for very high values of ra. In the limit ra →∞, the
solution profile between F and G tends towards C = Cs everywhere on the interval
VL(Cs)t ≤ x ≤ vt. This gives physical meaning to the retardation of Cs as implied
by the equilibrium solution. Behind the water front, a very high rate of desorption
∂Γ/∂t causes the concentration to be almost fully restored to Cs. This also implies
that Γ almost reaches Γeq(Cs). If ra →∞, these effects are so extreme that desorp-
tion is not “visible”. It happens instantaneously, causing C = Cs and Γ = Γeq(Cs)
in some zone defined by the adsorption isotherm.
For the solutions in the t > t∗ region, we can make some observations based on
the in-situ concentration profiles in Figures 5.26, 5.32 and 5.33. In example 5.4, the
equilibrium solution was of the type seen in Case 1. Here, a travelling wave solution
forms immediately at t = t∗ and a pure desorption tail is not present. Looking at
the in-situ and effluent concentration profiles for different values of ra in Figures
5.26 and 5.27, it is perhaps more accurate to say that the equilibrium solution does
have a pure desorption tail, but one in which the concentration (and adsorption)
level is identical zero. The situation of Figure 5.26 is sketched in Figure 5.37. The
point J on the concentration profile for some 0 < ra < ∞ corresponds to x = αΠ.
We remark that the horizontal velocity of J, dαΠ/dt, is not constant, unlike the
horizontal velocities of the points M and N. However, it follows from the steep-
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Figure 5.37: Sketch of the concentration profile for some 0 < ra <∞, when t > t∗,
together with the equilibrium solution (ra →∞) in Case 1 and the pure precipitation
solution (ra = 0).
ness of the precipitation profiles (see Figures 5.24 and 5.30) that dαΠ/dt is between
vCs/(Π0 + Cs + Γ0) and vCs/(Π0 + Cs).
Depending on ra, the concentration level at J varies. This is illustrated by the
dashed line in Figure 5.37. It shows how J increases and then decreases between N
and M, which can also be seen in the effluent concentration profile in Figure 5.27.
A different situation is observed in Figures 5.32, 5.33 and 5.34. Here, the concen-
tration level at point M is non-zero and J strictly increases between N and M.
We identify a second, approximate point where the concentration profile is notice-
ably bending. This is labelled “I” in Figure 5.37 and it can be viewed as a “signal”
propagating through the solution, carrying the information that the precipitate has
run out at J. This signal is the result of a sudden loss of dissolution at the inlet
at t = t∗, which causes a drop in the concentration level. This effect is propagated
through the system due to the convective flux and is most prominent in the ra = 0
and ra →∞ solutions, where the sharp edges at Q and R in the profiles travel along
characteristics. For 0 < ra <∞, there are no sharp edges, but we do notice a sud-
den change in direction (in particular in the effluent concentration profiles). This
change is smooth and therefore the point I is really an approximate, qualitative,
feature of the solution.
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5.6 Summary
In this chapter we studied the scale inhibitor model with precipitation and equilib-
rium adsorption. This is described by equations (5.1)-(5.2) for C and Π, while Γ
is determined by the adsorption isotherm Γeq(C). We solved the Cauchy problem
for this system with C (x, 0) = Cs, Π (x, 0) = Π0, 0 ≤ x ≤ L and C (0, t) = 0,
t > 0. If Π > 0, equation (5.1) is a non-homogenous, quasilinear PDE that incorpo-
rates the effects of precipitate dissolution and equilibrium desorption into the mobile
phase. We were able to solve this equation using the method of characteristics in
combination with the introduction of an auxiliary parameter λ, which enabled us to
describe the evolution of the discontinuity in the Cauchy data (see equations (5.14)
and (5.15)). This solution exhibits an elegant mixture of the shock discontinuity
found in the case of “pure precipitation” (Γeq = 0) and the rarefaction wave solu-
tion for the case of “pure equilibrium adsorption” (κ = 0). The introduction of
the parameter λ also allowed for the construction of the precipitate profile and we
showed that Π > 0 on Ω for all t < t∗ = Π0/κCs. An expression for the velocity of
an arbitrary precipitate value P in terms of the corresponding concentration level
CP was found (see equation (5.25)). As in Chapters 3 and 4, the assumption that
this relationship is “invariant” between all solution regions lead to the equation of
motion of the point αΠ (equation (5.28)). If α
′
Π(t
∗) ≤ VL(0) (Case 1), we saw that a
travelling wave solution emerged immediately and the concentration and precipitate
profiles behind it were identical zero. On the other hand, if α′Π(t
∗) > VL(0) (Case
2), the solution was characterised by a non-zero pure adsorption tail in the region
where the precipitate was used up. This tail continued to form until the velocity
of αΠ became equal to the Langmuir velocity of the concentration value at x = αΠ.
It was only at this stage that a travelling wave component began to emerge. The
solutions thus constructed were tested for mass conservation by integration of the
effluent concentration flux profile and further validated by comparison with numer-
ical solutions in a few example cases. We also looked at what happens when the
adsorption rate is finite (ra <∞). It was seen that the solutions found for the lim-
iting cases ra = 0 and ra → ∞ serve as good reference points for the appreciation
of numerical solutions of the general system with non-equilibrium adsorption.
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Chapter 6
Conclusions and future work
6.1 Summary
This PhD constructed analytical solutions for the system of equations describing
coupled adsorption/precipitation scale inhibitor transport in porous media. Ne-
glecting dispersion and assuming an equilibrium adsorption/desorption mechanism,
the model equations reduced to two first order PDEs for C and Π. The domain
Ω = [0, L]×[0,∞) represented a linear rock core of length L and it was assumed that
C(x, 0) = Cs, Π(x, 0) = Π0 and Γ(x, 0) = Γeq(Cs). Upon the injection of fresh water
(C = 0) for t > 0, the feed condition C(0, t) = 0 was adopted as well, assuming an
immediate response at the inlet boundary. We first considered the pure precipita-
tion/dissolution case (no adsorption). In Chapter 3, we saw that the precipitate
began to run out gradually, starting from inlet boundary at t = t∗ = Π0/κCs. The
constant initial conditions implied that this depletion occurred at the constant hor-
izontal rate U = vCs/(Π0 + Cs), leading to a straight-line boundary x = U(t − t∗)
dividing Ω into Ω0 (where Π = 0) and Ω+ (where Π > 0). Since U < v, the
characteristics on Ω0 carrying the feed condition ran into this new boundary and
determined that C(αΠ, t) = 0, which defined a travelling wave solution on Ω+. In
Chapter 4, we then examined the effects of having a shut-in period [t1, t2) of no flow,
with different constant flow rates before and after. The first flow phase (studied
in Chapter 3) and the shut-in phase determined non-constant initial conditions at
t = t2 for the problem in the second flow phase, which led to moving boundary
curves x = αΠ(t) of variable slope. This was made precise in section 4.8, where
we proved that, for arbitrary initial data C(x, 0) = C0(x), Π(x, 0) = Π0(x), the
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moving boundary curve in the pure precipitation/dissolution problem with constant
flow rate is defined by a single ODE, dαΠ/dt = F [C(αΠ, t), αΠ], where the specific
form of F is dependent on the initial data. It was shown that a necessary and
sufficient condition for the invariance of this ODE is the continuity of the precip-
itate profile between solution regions, which could be argued physically as long as
the initial profile Π0(x) itself is continuous (if Π0(x) has a discontinuity, then a dif-
ferent ODE for αΠ applies on either side of it). The nice thing about this result
is that it clearly reveals a two-way mechanism: the boundary curve is formed by
the solution in Ω0 and Ω+, while at the same time it determines the solution in
these regions. For example, if dαΠ/dt > v, the characteristics in Ω+ run into the
boundary, thereby determining the concentration level C(αΠ, t). This defines the
slope of the boundary as well as a solution component in Ω0, which can often only
be described implicitly. We saw that this leads to problems when dαΠ/dt < v later
on, because the concentration value C(αΠ, t) in the ODE is then not explicitly given.
Chapter 5 returned to constant initial data, but this time for precipitation/dissolution
coupled with equilibrium adsorption/desorption. As in the case of pure precipita-
tion/dissolution, the precipitate began to run out at t = t∗ = Π0/κCs. However,
it was now possible to have a curved boundary x = αΠ(t), defined by an ODE of
the form dαΠ/dt = F [C(αΠ, t)]. When F (0) > VL(0), the characteristics in Ω+
initially ran into the boundary, determining C(αΠ, t) and the slope VL(C(αΠ, t)) of
the straight-line characteristics in Ω0 carrying these concentration values. Once the
slope of the moving boundary became equal to the slope of the Ω0-characteristic
emanating from it, the invariance of the ODE for αΠ implied that the boundary
thereafter coincided with this Ω0-characteristic. The constant concentration value
on the boundary then led to a travelling wave solution component in Ω+. An ex-
tension of this procedure for arbitrary initial data C0(x), Π0(x) was also considered.
We found that the ODE for αΠ is easily modified to accommodate Π0(x). How-
ever, similar to what was described above, this could lead to a reversal of dαΠ/dt
with respect to the characteristics in Ω0 and the possibility that C(αΠ, t) is only
available implicitly. An even greater problem was the inclusion of arbitrary initial
concentration profiles C0(x). In fact, it is only possible to derive the ODE for αΠ
if C0(x) is given by a specific algebraic expression.
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6.2 Discussion
6.2.1 Effluent concentration profiles
This work has primarily been concerned with the construction of the in-situ solu-
tion profiles, without paying special attention to the finite length L of the rock-core.
However, in a laboratory setting, the only measurable quantity is the effluent con-
centration C(L, t). The variation of this level with time can tell us which regime
(desorption or dissolution) is more prominent. It also determines the “lifetime” of
a squeeze treatment, the amount of time that the effluent concentration is at least
equal to a threshold level Ct below which scale inhibition becomes ineffective. In
order to address these matters in terms of the various parameters, we briefly recall
the three qualitatively different in-situ profiles found in Chapter 5. They can be
distinguished purely in terms of the (uniform) initial levels of precipitation (Π0) and
adsorption (Γ0 = Γeq (Cs)). To this end, we write Γeq (C) = BΓmaxC/ (1 +BC)
and introduce the functions
P1 (Γ0) :=
Γ20
Γmax − Γ0 (6.1)
P2 (Γ0) := Γ0 + 2(Γmax − Γ0)− 2
√
Γmax (Γmax − Γ0) (6.2)
Here, Γmax is the maximum amount of scale inhibitor that can be retained on the
rock surface through adsorption. If Π0 ≥ P1 (Γ0), a travelling wave solution emerges
at t = t∗ (Case 1, section 5.3). On the other hand, if Π0 < P1 (Γ0), then we have
dαΠ/dt > VL (C(αΠ, t)) until t = τa such that C(αΠ, τa) = ξa, where
ξa =
1
B
Π0 + Γ0 − Γmax
√
Π0
Γmax−Γ0
Γmax − Γ0 − Π0
 (6.3)
If P2 (Γ0) < Π0 < P1 (Γ0), then the point (αΠ (τa) , τa) is in region III, so ξa at
that time lies on the steady-state component (Case 2a, section 5.4.1). Finally, if
Π0 ≤ P2 (Γ0), then (αΠ (τa) , τa) is in region II (Case 2b, section 5.4.2). Prior to
this, region III disappears at t = τb such that C(αΠ, τb) = ξb, where
ξb =
1
2B
[
Γ0 − Π0 −
√
(Γ0 − Π0)2 − 4Π0(Γmax − Γ0)
Γmax − Γ0
]
(6.4)
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Figure 6.1: Possible effluent concentration profiles.
The possible effluent concentration profiles are summarised in Figure 6.1. We
note that all cases with initial precipitate level Π0 > P2 (Γ0) have a “plateau” of
constant concentration Cs−Cse−κL/v as a result of the breakthrough of the steady-
state component in the in-situ profiles. For Π0 ≤ P2 (Γ0), this only occurs if
αΠ(τb) = vκ
−1 ln (1− ξb/Cs) > L. It should be emphasised that Π0, Γ0, Γmax
determine which qualitative case (1, 2a, 2b) occurs. The values ξa, ξb only have
an additional explicit dependence on B. Once these are fixed, variations in κ, v
and L cause the emergence and length of particular solution regions in the effluent
profiles. In the next sections, we will identify situations in which a desired threshold
concentration Ct is to be maintained for as long as possible, taking into account
practical constraints on the variables of the system.
6.2.2 Slow versus fast dissolution
The rate equations in the full scale inhibitor deposition/retention model are governed
by the adsorption/desorption rate parameter ra and the precipitation/dissolution
rate parameter κ. There are four limiting behaviours (see Figure 6.2), ranging from
the fully kinetic case, when both rate parameters are finite, to the full equilibrium
case, when both rate parameters are infinite. In practical applications, the rate
parameters need to be considered in relation to the length of the system (reservoir
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Figure 6.2: ”Phase diagram” illustrating the different combinations of the adsorp-
tion and precipitation mechanisms.
or rock core) and the flow rate, which both determine the impact of the two mech-
anisms on the mobile phase concentration. For instance, in case of a core-flood
experiment on rock core of length L, a low flow rate Q implies a low fluid velocity
v = Q/Aφ (A = cross-sectional area, φ = porosity), which corresponds to a long fluid
residence time L/v. A high but finite rate parameter can then lead to behaviour
that is very similar to an equilibrium process. This is no longer the case if the
flow rate is increased significantly. Thus, the rate parameters must be considered
relative to the residence time of the fluid and kinetic/equilibrium type behaviour
can always be achieved by increasing/decreasing v sufficiently. For fixed L/v, we
say that a desorption/dissolution process is “fast” if it is very close to equilibrium
behaviour (typically very high values of κ, ra). On the other hand, the process is
called “slow” if it deviates noticeably from equilibrium (low or medium values of κ,
ra). The analytical solutions found in Chapter 5 are for fast adsorption/desorption
processes only, but capture both slow and fast precipitation/dissolution. Figure 6.3
illustrates slow versus equilibrium dissolution in Case 2a. Both in-situ profiles are
sketched at a time τa + ∆t, when the travelling wave component (IV) is present.
Now, as κ is increased, τa becomes closer to t
∗, which itself decreases due to faster
dissolution of the precipitate. Regions II and III become narrower, while IV widens.
At the same time, the concentration in these regions gets closer to Cs. In the limit
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Figure 6.3: In-situ profiles for κ <∞ (top) and κ→∞ (bottom).
κ → ∞, we have τa = t∗ = 0 and regions II and III disappear completely. The
characteristic separating regions III and IV (see Figure 5.14) then collapses onto
the characteristic x = VL (Cs) t and the travelling wave develops a discontinuity at
x = VL (ξa) t. In order to emphasise the importance of the time τa for the effec-
tiveness of a squeeze treatment, we compare the effluent concentration profiles for
“slow” versus “fast” dissolution. In the sketch in Figure 6.3, it is assumed that the
threshold concentration is Ct < ξa and that αΠ(τa) = vκ
−1 ln (1− ξa/Cs) < L, so
that the travelling wave can be seen in the effluent profile. We observe that fast
(equilibrium) dissolution sustains the concentration level C = Cs before dropping
off sharply to ξa and decreasing further down to the threshold concentration. The
lifetime of the squeeze treatment now depends solely on the Langmuir speed VL(Ct),
as indicated by the red dashed line. If scale inhibitor is just as effective at thresh-
old concentration as it is for higher concentrations, then the fast dissolution process
is not economic at all in this case, because a pure adsorption/desorption squeeze
treatment would achieve exactly the same lifetime. The initial mobile phase con-
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Figure 6.4: In-situ profiles for κ <∞ (top) and κ→∞ (bottom).
centration for such a treatment just needs to be equal to Ct, far below the solubility
level Cs. This evidently requires much less scale inhibitor than the coupled pro-
cess, in which the injected concentration needs to be greater than Cs in order for
the precipitate to form. All this extra scale inhibitor is “wasted” if it just results
in a higher return curve rather than delaying the breakthrough time of Ct. The
latter is achieved by the slow (kinetic) dissolution mechanism, mainly because of
the resulting increase in t∗. In order to optimise usage of the available precipitate,
the plateau of concentration Cs − Cse−κL/v needs to be as close to the threshold
level Ct as possible. For a given rate parameter κ, such a low return curve can
be obtained by increasing the flow rate. In terms of produced pore volumes, this
results in the same lifetime while ensuring optimal usage of the scale inhibitor in the
system. A possible drawback to this approach is that the higher flow rate can lead
to inefficient oil displacement, with phenomena such a viscous fingering becoming
more problematic. Moreover, we should bear in mind that the model with constant
fluid velocity only applies to core-flooding experiments. In case of a producing well
in the field, the fluid velocity is inversely proportional to the radial distance from
the well (see the discussion in Chapter 1). In order to predict the return curves
accurately, we would of course need to derive an analytical solution for this radial
model. However, qualitative predictions can already be made using the solution of
the present linear model. Broadly speaking, the same type of solution components
will appear in the radial setting, but they will be stretched considerably in the region
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close to the producing well, where the fluid velocity is very high. Also, if the same
parameters are used as input for both models, the effect of dissolution in the radial
case will be less than in the linear case, due to the shorter fluid residence time. In
order to achieve similar concentration levels in both return curves, the flow rate in
the radial case will then need to be lowered. This is even more true if precipitate
is formed only at a certain distance from the producing, due to low temperatures in
the near-well region and higher temperatures further into the reservoir.
6.2.3 Lifetime increase due to precipitation
We just saw that, if the steady state component appears in the effluent profile, the
available precipitate is used in the most efficient way when the flow rate is adjusted
to make Cs − Cse−κL/v = Ct. If no adsorption were to occur, this yields a squeeze
lifetime (in pore volumes) of exactly
Tpptn =
v
L
(
1 +
Π0
κCs
)
(6.5)
This lifetime is increased due to adsorption. For example, in Case 1 (Π0 ≥ P1(Γ0)),
the lifetime of the adsorption/precipitation squeeze treatment is found by calculating
when the characteristic separating the steady-state and travelling wave components
intersects with the line x = L. The characteristic is given by equation (5.35), from
which it follows that
Tads/pptn = Tpptn +
v
κL
[
κΓ′0 + Γ
′
0 ln (1 +BCt) +
Γ0
Cs
BCt
1 +BCt
]
(6.6)
where Γ0 = Γeq(Cs), Γ
′
0 = Γ
′
eq(Cs) and Ct = Cs − Cse−κL/v. The last term shows
the addition in lifetime due to adsorption. The percentage increase with respect
to Tpptn is actually limited due to the inter-dependence of the parameters involved.
For instance, an increase in the adsorption capacity Γmax will cause both Γ0 and Γ
′
0
to increase. However, for larger increases, we will have to increase Π0 accordingly
in order to stay in Case 1. This evidently caps the proportional increase in lifetime,
since it increases Tpptn. Similarly, changes in B or Cs might increase Γ0, but
simultaneously decrease Γ′0. Although only a rigorous analysis will reveal what
combinations of parameters maximise the “extra lifetime term” in equation (6.6),
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Figure 6.5: Illustration of the beneficial effect of inducing precipitation.
we can make some general observations regarding this issue. Notice that, on the
one hand, the lifetime tends to v/L (1 + Γ′0) pore volumes as κ → ∞ (Ct → Cs),
corresponding to the retardation of the value Cs due to desorption. On the other
hand, it can be shown that, as κ → 0, the last term in equation (6.6) becomes
v/Γ′0L + BCsΓ
′
0 + BΓ0. Thus, for small κ, we have Tads/pptn ≈ Tpptn ≈ Π0/κCs.
In order to appreciate the benefits of inducing precipitation, we have to compare
Tads/pptn with Tads = v/L
(
1 + Γ′eq(Ct)
)
, the lifetime achieved by a pure adsorption
treatment. Figure 6.5 illustrates the variation of the ratio of Tads/pptn and Tads with
the threshold concentration Ct. Large increases in lifetime are observed particularly
if the threshold concentration is much lower than the solubility. A similar benefit-
analysis can be carried out in Cases 2a and 2b (also sketched in Figure 6.5). Here,
the advantage of inducing precipitation is less prominent for higher threshold values.
This is already obvious from the effluent profiles in Figure 6.1. In Case 2b for
instance, the effects of desorption can outweigh dissolution so much that the steady-
state component is never able to break through. This is because either the amount
of precipitate is very low or the isotherm is initially very steep and then levels off,
causing Γ0 to be close to Γmax. Compared to pure adsorption, the squeeze lifetime is
still improved, but less so than in Case 1 or 2a. Eventually, when κ is decreased or
v is increased (and hence Ct lowered) to such an extent that αΠ(τb) < L, the steady-
state will appear in the effluent profile, resulting in larger percentage improvements.
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6.2.4 Lifetime dependence on desorption
In the previous sections considered how dissolution improves squeeze lifetime. In
that discussion, it was assumed that the flow rate can always be adjusted to make
Ct = Cs −Cse−κL/v, so that the lifetime is defined by the length of the steady-state
plateau in the effluent concentration profiles (except possibly in Case 2b). How-
ever, in practice, it might not be possible to increase the flow rate to this extent.
We could have a situation in which, at the fastest possible flow rate, the effluent
concentration level Cs − Cse−κL/v is still much higher than Ct (as was shown in
Figure 6.4). The lifetime then depends significantly on the nature of the desorption
mechanism, which is governed by the Langmuir isotherm. A steep rising isotherm
with a high adsorption capacity Γmax will cause the lower concentration values in
the pure desorption tail (present in Cases 2a and 2b) to propagate slowly. Disso-
lution improves this further, by delaying the advance of Ct. However, as we saw
previously, for very steep isotherms, the improvement on the lifetime achieved by a
pure adsorption treatment is limited. In such circumstances, inducing precipitation
is only worthwhile if a lot of scale inhibitor can be injected. This will increase Π0,
making the improvement due to dissolution more significant. We then benefit from
the “delay” caused by dissolution as well as the slow Langmuir velocity of Ct.
There is another aspect involved with flow rate changes. In the discussion thus far
the adsorption/desorption process was always fast (at equilibrium), whereas precip-
itation/dissolution could be fast or slow (kinetic). This applies if the desorption
rate parameter ra is very high in relation to the fluid residence time L/v. Thus,
large increases in the flow rate could lead to adsorption/desorption becoming kinetic
too, so that the bottom left corner of the “phase diagram” in Figure 6.2 applies.
In this case, the system can only be solved numerically, which was done for some
example-problems in section 5.5. These plots emphasised the importance of the
ratio κ/ra. For instance, if precipitation is slow with κ = 10 and adsorption is fast
with ra = 100, then making the flow rate ten times faster effectively decreases the
rate parameters to κ = 1 and ra = 10. Some solution profiles for this particular ratio
were plotted in Examples 5.4 and 5.5 (the blue line plots). Both processes are now
slow in the sense that the solution profiles clearly show some deviation compared
to the ra → ∞ case. The effluent profiles in Figures 5.27 and 5.34 reveal that the
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effect on squeeze lifetime will be rather limited. This may change for high values
of κ/ra, when desorption is slow compared to dissolution. Then, if the threshold
concentration is sufficiently low, the squeeze lifetime is increased hugely due to very
long pure adsorption tails (see green-line plots in examples 5.4 and 5.5).
6.2.5 Experimental data
We conclude this discussion by presenting some real data obtained in core-flood
experiments. Figure 6.6 shows a plot of the measured effluent scale inhibitor con-
centration in ppm versus time in pore volumes (PV), at three different flow rates
Q = 1, 5, 30 ml/h. The vertical axis is a log-scale, which means that the disconti-
nuity observed between 0 and 5 PV is very large. It can be seen that the core-flood
with Q = 1 ml/h clearly shows the features predicted by the analytical solution for
kinetic precipitation / equilibrium adsorption. Between 5 and 20 PV, there is a
region of constant concentration, presumably due to the steady-state component.
The profile then decreases quite rapidly between 20 and 30 PV, before flattening
again and decreasing more slowly towards 10 ppm at 45 PV. These two regions
might be the travelling wave component and pure desorption tail respectively, or it
could all be a pure desorption tail. In making such interpretations it should also be
remembered that the data will be affected by some degree of physical diffusion and
dispersion, which hasn’t been taken into account in our treatment of the model.
Figure 6.6: Effluent concentration profiles from core-flood experiments.
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6.3 Future work
In section 4.8 a general solution approach for the problem of pure precipitation with
arbitrary initial distributions C0(x), Π0(x) was developed. In that case, the gen-
eral functional form of Π(x, t) could be inferred from C(x, t). Together with the
requirement that the precipitate profile is continuous, this lead to the invariance
of the formula for the rate of change dxP/dt of a precipitate value P between all
solution regions. It is worthwhile examining if a similar argument can be developed
for the case of coupled precipitation and equilibrium adsorption. Although we were
able to derive an analogous expression for dxP/dt here, it was not rigorously proved
to be invariant between all solution regions. Instead, this invariance had to be
assumed in order to construct the solution for all t > t∗. It was already hinted that
such a proof would be far more complicated than in the pure precipitation case,
because of the difficulty in deriving a general functional form for Π(x, t), which in-
volves integration using the auxiliary parameter λ linking C(x, λ) and t(x, λ). This
is particular difficult (and probably impossible) if C0(x) is arbitrary.
Future work should also focus on mass conservation and its relation to the conti-
nuity of Π(x, t). For the problems discussed in Chapters 3-5, we always assumed
this continuity in order to uniquely define a precipitate component and then checked
mass conservation by explicit integration of the effluent concentration flux profile.
The question is if this process can be reversed in the sense that mass conservation
can be used as a requirement which enforces continuity of Π(x, t). The whole an-
alytical solution can then be constructed in the knowledge that it conserves the
total amount of chemical, as is implied by the formulation of the PDEs themselves.
Some light might be shed on this issue by the inclusion of a diffusion term ∂2C/∂x2
in the transport equation. This “completes” the PDEs physically by taking into
account the tendency of solute molecules to move to areas of lower concentration.
Mathematically, the presence of the second term leads to a smoother solution, which
does not have the discontinuities and sharp edges that mark the region boundaries
of the weak solution to the first-order PDE.
As a next step in the research on these type of problems, it should be investigated
what happens for a more general velocity function v(x, t). A spatial velocity de-
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pendence is encountered in radial reservoir models and time-dependence could arise
as a result of a variable flow rate. In particular the analytical solution of the radial
scale inhibitor model would be useful for the purpose of making field predictions
about squeeze lifetimes. It is anticipated that the construction of this solution is
quite straightforward while Π > 0, but runs into trouble when the concentration
on the boundary curve x = αΠ(t) needs to be determined, as this likely to be an
implicit process. Ultimately, any future work in this respect should be aimed at
exploring to what extent the scope of our solution method applies to a general sys-
tem of equations of the form
a(x, t, C)
∂C
∂t
+ v(x, t, C)
∂C
∂x
= −∂Π
∂t
(6.7)
∂Π
∂t
= b(x, t, C) ·H (Π) (6.8)
with arbitrary initial data C(x, 0) = C0(x), Π(x, 0) = Π0 and an arbitrary boundary
condition C(0, t) = h(t). The key aspect of such a solution approach would be to
establish an invariant relationship for the rate of change of dxP/dt. This would
lead to an ODE for the motion of the point αΠ in terms of x, t, C. If C is known
(explicitly) at x = αΠ and we can solve the resulting ODE then we will be able to
apply the method of characteristics to construct a solution. This would open up
the possibility of solving a whole host of other coupled problems describing physical
processes in which one of the unknowns runs out and thereby effects a discontinuous
change in the transport equation. We could also explore cases of the scale inhibitor
model in which the dissolution rate parameter κ and solubility Cs are dependent
on reservoir conditions which may vary with time and space, such as the locally
prevailing temperature.
Another idea for future research is to continue the analysis of the full scale inhibitor
model with kinetic adsorption/desorption and diffusion. The exact solutions found
for the two limiting cases ra = 0 and ra →∞ are good reference points for numer-
ical solutions of the full system. More sophisticated methods based on a proper
numerical analysis of the equations can be used to analyse the influence of different
parameters. This may help to evaluate experimental data such as those shown in
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Figure 6.6, which are likely to include kinetic effects as well as diffusion. Finally,
it would also be interesting to see if certain behaviours predicted by the analytical
solutions found in this work can be reproduced in an experiment. One idea for a
laboratory set-up is to use a sand-pack containing a solution of the sparingly soluble
compound calcium sulphate (CaSO4). This should be shut in long enough for the
chemical to reach full solubility level and for the precipitate to form. Flow with
fresh water should then be commenced and we would observe what happens when
the CaSO4 precipitate is used up. Perhaps the “adsorption” might be supplied by
a clay material in which ion exchange behaves rather like an adsorption process.
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Appendix A
The solution of the Riemann
problem for the Buckley-Leverett
equation
The polymer flood model (see Chapter 1) is described by two PDEs:
∂s
∂t
+
∂
∂x
f(s, c) = 0 (A.1)
∂
∂t
[s · c+ a(c)] + ∂
∂x
[c · f(s, c)] = 0 (A.2)
Here, s ∈ [0, 1] is the normalised water saturation, c ∈ [0, 1] is the normalised
polymer concentration and a(c) an adsorption isotherm. We take take the fractional
flow function f = f(s, c) to be of the form
f(s, c) =
1
1 +
(1− s)no
snwM(c)
(A.3)
where M(c) = korwµo/k
o
roµw(c) is the end-point mobility ratio ([29], [43]). For
the calculations presented in Appendix B we take end-point relative permeabilities
korw = 0.3, k
o
ro = 0.9 and oil viscosity µo = 1. Because of the polymer treatment,
the water viscosity is a function of the polymer concentration c ∈ [0, 1] and is taken
to be µw(c) = 1 + 39c
2. Finally, we use nw = 2 and no = 3 in equation (A.3).
The graph of f is S-shaped for all values of c and satisfies the assumptions of the
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solution put forward in [31]. Note that, if c is held constant, then f = f(s) and
equations (A.1)-(A.2) reduce to the Buckley-Leverett equation:
∂s
∂t
+
∂f(s)
∂x
= 0 (A.4)
This is an example of a scalar conservation law with flux function f and conserved
quantity s(x, t). Using the chain rule, equation (A.4) can be re-written in terms of
the characteristic speed f ′(s):
∂s
∂t
+ f ′(s)
∂s
∂x
= 0 (A.5)
where
f ′ (s) = M−1s−nw−1(1− s)n0−1 [n0s+ nw(1− s)] f(s)2 (A.6)
Now consider the Cauchy Problem for equation (A.5) with initial conditions pre-
scribed along the x-axis:
s(0, x) = s0(x) (A.7)
The characteristic projections are the curves defined by the ODE
dx
dt
= f ′(s(x, t)) (A.8)
Note that any solution of equation (A.5) is constant along these curves:
d
dt
[s(x(t), t)] =
∂s
∂t
+
dx
dt
∂s
∂x
=
∂s
∂t
+ f ′(s)
∂s
∂x
= 0 (A.9)
This also implies that the characteristic projections on the x-t plane are straight lines
with slopes 1/f ′(s0(x)), determined solely by the characteristic speeds of the initial
data. Three different scenarios may be envisaged. If s0(x) = s
c is constant on
some interval xl ≤ x ≤ xr, then the characteristic projections emanating from this
interval are parallel lines. They span a region of constant state, where the solution
is s(x, t) = sc. If s0(x) is not constant on xl ≤ x ≤ xr, but such that f ′(s0(x))
is monotone increasing on this interval, then the characteristic projections fan out
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clock-wise in what is called an expansion wave. This solution region is bounded by
the characteristic of slope 1/f ′(sl) through x = xl and the characteristic of slope
1/f ′(sr) through x = xr. For the special case that xl = xr, but sl 6= sr and f ′(s)
is monotone increasing between sl and sr, we obtain an expansion wave emanating
from x = xl = xr, also called a rarefaction wave. Finally, if f
′(s0(x)) is monotone
decreasing on xl ≤ x ≤ xr, the characteristic projections fan out counter-clockwise
in a contraction wave. In finite time, this will lead to a shock wave. If xl = xr,
sl 6= sr the shock forms immediately. Moreover, if the shock-path x = σ(t) divides
two regions of constant states sl, sr, then we deduce the (constant) speed of the
shock from the Rankine-Hugoniot relation (see equation (2.16)):
vσ =
dσ
dt
=
f(sl)− f(sr)
sl − sr (A.10)
Then, the shock-solution is
s(x, t) =
 sl if x < vσtsr if x > vσt (A.11)
An entropy condition is needed to determine if the shock is physically admissible
and a common way to to this is by adding a small viscosity term sxx on the right
hand side of equation (A.4):
st + [f(s)]x = sxx (A.12)
The idea is that this equation is physically more realistic and thus we will require
that any solution of equation (A.4) should be the limit of solutions of equation
(A.12) as  → 0. The travelling wave entropy condition consists of demanding
that equation (A.11) is the limit as  → 0 of classical solutions of equation (A.12)
having the form S = S((x− vσt)/). Letting z = (x− vσt)/, substitution of S into
equation (A.12) gives
−vσ

S ′(z) +
1

[f(S(z))]′ =
1

S ′′(z) (A.13)
Multiplying through by  and integrating, we find
−vσS + f(S) + A = S ′ (A.14)
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To determine the constant A, remember that we must recover equation (A.11) in
the limit → 0. Note that if x > vσt, then z →∞ as → 0. Similarly, z → −∞ if
x < vσt. Thus, we need S(+∞) = sr, S(−∞) = sl. Since sr and sl are constants,
the derivative vanishes, i.e. S ′(±∞) = 0. Considering separately z = +∞ and
z = −∞ we find
A = −f(sr) + vσsr = −f(sl) + vσsl (A.15)
Rearranging this, we see that the travelling wave entropy condition for a shock
solution with constant speed vσ also incorporates the Rankine-Hugoniot condition
(this is not true in general for entropy conditions).
From equation (A.14),
∫
dS
f(S)− vσS + A =
∫
dz = z (A.16)
To have a solution S = S(z) the left hand side (a function of S) needs to be
invertible on the interval [sr, sl]. This means that it should be monotone increasing
or decreasing on the open interval (sr, sl). We deduce that the sign of f(S)−σS+A
must be constant and thus S ′ > 0 or S ′ < 0. In particular, if sl > sr, then S ′ < 0
on (sr, sl). So
f(S)− f(sl) < vσ(S − sl) (A.17)
for all S ∈ (sr, sl). On the other hand, if sl < sr we obtain
f(S)− f(sl) > vσ(S − sl) (A.18)
We can combine (A.17) and (A.18) to get a single inequality:
vσ|S − sl| < sign(S − sl)(f(S)− f(sl)) (A.19)
This has to hold for all S ∈ (sr, sl). It expresses the travelling wave entropy condi-
tion and is equivalent to the statement that the graph of f = f(s) lies entirely above
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or below the straight line segment of slope vσ connecting the two points (sl, f(sl))
and (sr, f(sr)), depending on whether sl < sr or sl > sr respectively.
The Riemann problem for equation (A.5) is the special case in which the Cauchy
data are piecewise constant, with a jump discontinuity at the origin:
s0(x) =
 sL if x < 0sR if x > 0 (A.20)
In general, the solution to the Riemann problem will not consist of a single (entropy-
satisfying) shock wave or rarefaction wave and the strategy is to look for intermediate
constant states sL = s0, s1, ..., sn, sn+1 = sR such that the pairs (si, si+1), i = 0, ..., n
can each be connected by a solution of either type. We then obtain a sequence of
’waves’
sL −→ s1 −→ s2 −→ .... −→ sn −→ sR (A.21)
To ensure that the individual waves don’t overtake each other, we will impose the
following rule for such compositions:
Definition (Compatibility Criterion): Given a sequence
sL −→ sM −→ sR
we say the two waves are compatible if the right-end speed of the wave sL −→ sM is
less than or equal to the left-end speed of the wave sM −→ sR. If both waves are
shocks, we require strict inequality, otherwise they would form a single shock.
Note that the fractional flow curve satisfies f ′(0) = f ′(1) = 0 and f ′(s) > 0 for all
s ∈ (0, 1). Thus, f ′ has a unique maximum at some sI ∈ (0, 1), which corresponds
to an inflection point on the graph of f (see Figure A.1). This leads to several
possible solutions of the Riemann problem with sL > sR:
Case (i): sI ≤ sR < sL. Now, the entropy condition for a shock is not satisfied
since sR < sL and the graph of f lies above the line segment joining (sR, f(sR)) and
(sL, f(sL)). A solution consisting of a single shock wave is therefore not possible.
However, f ′ is monotone increasing between sL and sR (note the direction here!), so
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that we can connect these states by a single rarefaction wave.
For the remaining cases, we must have sR < sI . Consider the line through the point
(sR, f(sR)) which is tangent to the graph of f at some s∗ > sI . We will refer to
this line as the Welge tangent with respect to sR (see Figure A.1).
Figure A.1: Construction of the Welge tangent when sR < sI .
Case (ii): sR < sI < sL ≤ s∗. Since the graph of f now lies entirely below the line
segment joining (sR, f(sR)) and (sL, f(sL)), it satisfies the entropy condition for a
single shock wave of speed
σ =
f(sL)− f(sR)
sL − sR (A.22)
Case (iii): sR < sI , sL > s∗. Now sL and sR cannot be joined directly by a shock
wave, because this would violate the entropy condition. A single rarefaction wave
is also not possible since f ′ is not monotone increasing between the states. Thus,
we require at least one intermediate state, sM , such that s∗ ≥ sM (otherwise we
are back to the original problem). To connect sM to sL, we need sM ≥ sI . In
particular, the wave sL → sM is a rarefaction (by Case (i)). Since s∗ ≥ sM , Case
(ii) implies that we may connect sM to sR by a shock wave of speed
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vM =
f(sM)− f(sR)
sM − sR (A.23)
The entropy condition demands f ′(sM) ≥ σM . Finally, for the sequence sL →
sM → sR to be compatible, we also need f ′(sM) ≤ σM . Putting this together, we
find that f ′(sM) = σM , which shows that sM = s∗.
A further three cases are obtained with an analogous argument for sL < sR. The
main difference is that the point (s∗, f(s∗)) is now constructed when sR > sI and lies
on the convex part of the graph (in other words, s∗ < sI now). For simplicity and
cataloguing purposes in Appendix B, let us introduce a shorthand notation for these
solution sequences. Let srfd denote the downward rarefaction wave (Case (i)), s
sk
d the
downward shock solution (Case (ii)) and srfd s
sk
d the composition of the downward
shock followed by the downward rarefaction (Case (iii)). Similarly, we shall write
srfu , s
sk
u and s
rf
u s
sk
u for the upward solutions (Cases (iv), (v) and (vi)).
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Appendix B
The Riemann problem for the
system of PDEs describing a
polymer flood
B.1 Equivalent matrix versions
Consider equations (A.1) and (A.2) and the fractional flow function (A.3) described
at the beginning of Appendix A. The mobility ratio M = M(c) is strictly decreasing.
This means that ∂f/∂c < 0 for all s ∈ (0, 1) and c ∈ [0, 1]. Furthermore, the
adsorption function a : [0, 1] → R in equation (A.2) is assumed to be smooth and
monotone increasing. Consider the map ψ : [0, 1]×[0, 1]→ [0, 1]×[0,∞) which takes
(s, c) to ψ(s, c) = (s, b), where b = sc + a(c). Since a(c) is monotone increasing, ψ
constitutes an invertible change of coordinates. By defining the functionsG1(s, b) :=
f(s, c(s, b)) and G2(s, b) := f(s, c(s, b)) ·c(s, b) we can put equations (A.1) and (A.2)
into the canonical form with conserved quantities s and b:
∂s
∂t
+
∂
∂x
G1(s, b) = 0 (B.1)
∂b
∂t
+
∂
∂x
G2(s, b) = 0 (B.2)
The standard way to proceed would be to find the Jacobian matrix DG of this
system and analyse its eigenvalues in the coordinates s and b. Instead, we transform
the system back to (s, c) coordinates via the map ψ−1. We have
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Dψ =
1 0
c s+ a′(c)
 , (Dψ)−1 = 1
s+ a′(c)
s+ a′(c) 0
−c 1
 (B.3)
Now, in matrix form, the system given by (B.1) and (B.2) is written as
s
b

t
+DG(s, b) ·
s
b

x
=
0
0
 (B.4)
Note that s
b

t
=
∂
∂t
ψ(s, c) = Dψ ·
s
c

t
and
s
b

x
= Dψ ·
s
c

x
(B.5)
Substituting these into (B.4) and multiplying both sides by (Dψ)−1, we obtain
s
c

t
+ (Dψ)−1 ·DG(s, b) ·Dψ︸ ︷︷ ︸
matrix A=A(s,c)
s
c

x
=
0
0
 (B.6)
Consider the matrix A(s, c) = (Dψ)−1 ·DG(s, b) ·Dψ in equation (B.6). Because A
is similar to DG, they have the same eigenvalues. For an analysis of the properties
such as the hyperbolicity of the system of conservation laws given by (B.1), (B.2) it
thus suffices to study the eigenvalues of A. We note that, in DG, we have
∂G2
∂s
=
∂c
∂s
G1 + c
∂G1
∂s
and
∂G2
∂b
=
∂c
∂b
G1 + c
∂G1
∂b
(B.7)
Then, carrying out the matrix multiplications in (B.6), we find
A =

∂G1
∂s
+ c
∂G1
∂b
(s+ a′(c))
∂G1
∂b
(s+ a′(c))−1
(
∂c
∂s
+ c
∂c
∂b
)
G1
∂c
∂b
G1
 (B.8)
To simplify the entries of this matrix further, we observe that
∂G1
∂s
=
∂f
∂s
+
∂c
∂s
∂f
∂c
and
∂G1
∂b
=
∂c
∂b
∂f
∂c
(B.9)
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Differentiating b = sc+ a(c) with respect to s and b we obtain
∂c
∂s
=
−c
s+ a′(c)
and
∂c
∂b
=
1
s+ a′(c)
(B.10)
Substituting these into equation (5.76) then yields
A(s, c) =
∂f/∂s ∂f/∂c
0
f(s, c)
s+ a′(c)
 (B.11)
The eigenvalues of this matrix are λ1 = ∂f/∂s and λ2 = f(s, c)/(s+a
′(c)). The λ1-
eigenvector of A is e1 = (1, 0) and the λ2-eigenvector is e2 = (∂f/∂c, λ2−λ1). Note
that for each value c ∈ [0, 1], there is a unique value of s such that λ1(s, c) = λ2(s, c).
The set of these points is called the transition curve T , which is continuous because
f(s, c) and a(c) are smooth. The transition curve divides the state space [0, 1]×[0, 1]
into regions where λ1 > λ2 and λ1 < λ2. The system of equations is strictly
hyperbolic everywhere except on T .
Definition: In the Riemann problem with left state u` and right state ur a simple
j-rarefaction wave is a solution of the form
u(x, t) =

u` if x ≤ λj(u`)t
v(x/t) if λj(u
`)t ≤ x ≤ λj(ur)t
ur if x ≥ λj(ur)t
(B.12)
where v is an integral curve of the eigenvector ej which connects u
` and ur. More-
over, the characteristic speed λj = λj(u) is required to be monotone increasing from
λj(u
`) at u` to λj(u
r) at ur. The integral curve of ej is then called the j-rarefaction
curve through u`.
We first determine possible rarefaction waves of equation (B.6). Away from the
transition curve T , the matrix A = A(u) has two distinct eigenvalues λ1 and λ2.
Through a state u`, there are therefore two integral curves corresponding to the
eigenvectors e1 and e2. The integral curve of e1 = (1, 0) through u
` is the line
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Figure B.1: Integral curves through uL.
c = c` in the (s, c)-plane (see Figure B.1). Thus, another state ur can be con-
nected to u` by a 1-rarefaction wave only if c` = cr and λ1(s, c
`) = fs(s, c
`) is
increasing in the direction from u` to ur. For λ2, note that an integral curve of
e2 = (∂f/∂c, λ2 − λ1) has a local maximum when it intersects the transition curve
T . Moreover, it was shown in [31] that two states u`, ur on this integral curve can
be joined by a 2-rarefaction wave if c is increasing as we go from u` to ur. This
implies that the two states must lie on the same side of the transition curve T and
that c` < cr.
Definition: Given a Riemann problem with constant states u` and ur, we define a
shock wave with shock speed σ to be a solution of the form
u(x, t) =
 u` if x < σtur if x > σt (B.13)
Analogous to the case of a scalar conservation law, a physically relevant shock wave
has to satisfy the Rankine-Hugoniot conditions. Since these conditions only involve
the conserved quantities across the discontinuity, we have to be careful to use the
flux functions of the system in canonical form as given by equations (B.1) and (B.2).
The conditions then read
f(ur)− f(u`) = σ(sr − s`) (B.14)
crf(ur)− cLf(u`) = σ [srcr + a(cr)− s` − a(c`)] (B.15)
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Given a state u` = (s`, c`), equations (B.14) and (B.15) determine the set of states
ur which could be joined to u` by means of a c-shock wave. This defines a shock
curve through the state u`. As was mentioned in Chapter 2, the Rankine-Hugoniot
relations turn out not to be restrictive enough and therefore the travelling wave
entropy condition was imposed by adding small diffusive terms on the right hand
side of the system. It was shown in [31] that this leads to the following additional
requirements for a c-shock of speed σ:
1. c` > cr
2. either fs(u
r) < σ or fs(u
`), fs(u
r) ≥ σ
The Riemann problem was then divided into the two cases cL > cR and cL < cR.
B.2 Solutions with cL > cR
It can be shown that in a sequence of compatible waves of the form
u1
c1−→ u2 s−→ u3 c2−→ u4 (B.16)
the two c-waves must be rarefaction waves. For the Riemann Problem with cL > cR,
this implies that if there are more than two c-waves in the solution, they must all
be c-rarefactions. But we already saw that a necessary condition for the existence
of a c-rarefaction is that c increases in it. Since c stays constant in s-waves, the
assumption that cL > cR now prohibits the existence of any c-rarefaction wave.
Therefore, there can only be one c-wave, and this must be a c-shock.
Consider the left state uL = (sL, cL) and define the quantity
hL(c) =

a(c)− a(cL)
c− cL if c 6= c
L
a′(c) if c = cL
(B.17)
The single c-shock must connect uL to a state ur = (sr, cR). Using equation (B.17),
the Rankine-Hugoniot for the c-shock can now be written in one line as
f(sr, cR)
sr + hL(cR)
= vσ =
f(sL, cL)
sL + hL(cR)
(B.18)
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In addition to this, we need fs(u
r) < vσ or fs(u
L), fs(u
r) ≥ vσ. Note that, whereas
c remains constant in s-waves, s can vary in c-waves. In the following analysis we
will say that a c-shock is ”downward” if s is decreasing in it and denote this by cskd .
On the other hand, an ”upward” c-shock, in which s increases, will be denoted as csku .
B.2.1 Case 1: cL > cR, fs(u
L) ≥ f(sL,cL)sL+hL(cR)
Let the state uM = (sM , cR) and the value sK(uM) be defined by the construction
shown in Figure B.2.
Figure B.2
(A) If sR < sK(uM) we have the solution sequence
uL
c−shock−−−−→ uM s−wave−−−−→ uR (B.19)
The c-shock is downward (sM < sL) and the s-wave can take any of the six forms
discussed in Appendix A. Examples of these are produced as follows: let a(c) = c0.9
and pick initial data uL = (0.7, 1), uR = (0.1, 0). The left state satisfies the
conditions for Case 1. We then compute sM = 0.2356 and sK(uM) = 0.9810, so
that sR < sK(uM) as required. In order to determine the type of the s-wave that
connects uM to uR, we note that sM > sR. The inflection point of the graph of
f(s, 0) is at sI = 0.1573 and the Welge tangent with respect to sR is at s∗ = 0.1886.
Therefore the s-wave consists of a downward shock connecting the states (s∗, 0) and
(sR, 0), followed by a downward rarefaction connecting the states (sM , 0) and (s∗, 0).
153
The full solution sequence cskd s
rf
d s
sk
d is plotted in figure B.3.
If we change the right state to uR = (0.3, 0) and keep uL = (0.7, 1), then sR > sM
and the Welge tangent with respect to sR is at s∗ = 0.0656. Then s∗ < sM < sR
and the s-wave is an upward shock. The solution sequence cskd s
sk
u is shown in figure
B.4. The four remaining variants cskd s
sk
d , c
sk
d s
rf
d , , c
sk
d s
rf
u s
sk
u , , c
sk
d s
rf
u , are plotted
in figures B.5-B.8.
Figure B.3: cskd s
rf
d s
sk
d ,
uL = (0.7, 1), uR = (0.1, 0).
Figure B.4: cskd s
sk
u ,
uL = (0.7, 1), uR = (0.3, 0).
Figure B.5: cskd s
sk
d ,
uL = (0.7, 1), uR = (0.02, 0)
Figure B.6: cskd s
rf
d ,
uL = (0.7, 1), uR = (0.16, 0).
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Figure B.7: cskd s
rf
u s
sk
u ,
uL = (0.4, 1), uR = (0.2, 0).
Figure B.8: cskd s
rf
u ,
uL = (0.3, 1), uR = (0.15, 0).
(B) If sR ≥ sK(uM) in Figure B.2, the sequence given by equation (B.19) does
not work. This is because the s-wave could now only be an upward shock with
speed less than the c-shock, which means that the sequence is not compatible. This
situation is dealt with by defining the state uN = (sN , cL) as shown in Figure B.9,
and then the sequence
uL
s−wave−−−−→ uN c−shock−−−−→ uR (B.20)
Figure B.9
The c-shock is upward (sN < sR) and the s-wave connecting uL to uN can only
be an upward shock, since sL < sN and they both lie above the Welge tangent
point with respect to sN . To get an example of this solution, we let a(c) = c0.05
and choose uL = (0.68, 0.8) and uR = (0.77, 0.6). The left state uL satisfies the
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conditions for Case 1. We find sM = 0.5272 and sK(uM) = 0.7617. Note that
sR > sK(uM) now and we must calculate the new intermediate state uN = (sN , cL).
We find sN = 0.7367. The solution sequence csku s
sk
u is plotted figure B.10. The
numerical solution only captures these two successive upward shocks for increased
grid-sizes (20000+ grid-blocks).
Figure B.10: Solution csku s
sk
u with u
L = (0.68, 0.8) and uR = (0.77, 0.6).
B.2.2 Case 2: cL > cR, fs(u
L) < f(s
L,cL)
sL+hL(cR)
Define the states u∗ = (s∗, cL), uM = (sM , cR) and the value sK(uM) by the con-
struction shown in Figure B.11.
Figure B.11
(A) If sR < sK(uM) we have the solution sequence
uL
s−wave−−−−→ u∗ c−shock−−−−→ uM s−wave−−−−→ uR (B.21)
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The c-shock is downward (s∗ > sM). The first s-wave uL → u∗ is a downward
rarefaction, because sL > s∗ and both lie above the inflection point on the graph of
f(., cL). The second s-wave uM → uR can take any of the six forms of Appendix A.
For examples of these solutions, choose a(c) = c0.9, uL = (0.9, 1) and uR = (0.05, 0).
The left state now satisfies the conditions for Case 2. We compute s∗ = 0.8104,
sM = 0.2527 and sK(uM) = 0.8663, so that sR < sK(uM). To see what type
of s-wave connects uM to uR, we calculate the Welge tangent with respect to sR.
This lies at s∗∗ = 0.2193. Then sM > s∗∗ > sR and we have a downward shock
connecting u∗∗ to uR, followed by a downward rarefaction connecting uM to u∗∗.
The solution sequence srfd c
sk
d s
rf
d s
sk
d is plotted in figure B.12. Choosing the right
states uR = (0, 0) and uR = (0.16, 0) produces the other two downward solutions
srfd c
sk
d s
sk
d (figure B.13) and s
rf
d c
sk
d s
rf
d (figure B.14) respectively.
If uR = (0.5, 0) we find sR > sM , so that the s-wave connecting uM and uR is
upward. The Welge tangent is at s∗∗ = 0.0656. Thus, since s∗∗ < sM < sR,
the solution is srfd c
sk
d s
sk
u (see figure B.15). In order to produce the two remaining
cases, let the adsorption function be a(c) = c0.001. With uR = (0.3, 0.2) we find
s∗ = 0.7313 and sM = 0.1724. The inflection point of the graph of f(s, 0.2) is at
sI = 0.2384 and the Welge tangent at s∗∗ = 0.2094. So, sM < s∗∗ < sR and the
s-wave is an upward shock connecting s∗∗ to sR followed by an upward rarefaction
connecting sM to s∗∗ (see figure B.16).
Finally, with uR = (0.23, 0.2) there’s only a rarefaction (see figure B.17).
Figure B.12: srfd c
sk
d s
rf
d s
sk
d ,
uL = (0.9, 1) and uR = (0.05, 0).
Figure B.13: srfd c
sk
d s
sk
d ,
uL = (0.9, 1) and uR = (0, 0).
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Figure B.14: srfd c
sk
d s
rf
d ,
uL = (0.9, 1) and uR = (0.16, 0).
Figure B.15: srfd c
sk
d s
sk
u ,
uL = (0.9, 1) and uR = (0.5, 0).
Figure B.16: srfd c
sk
d s
rf
u s
sk
u ,
uL = (0.9, 1) and uR = (0.3, 0.2).
Figure B.17: srfd c
sk
d s
rf
u ,
uL = (0.9, 1) and uR = (0.23, 0.2).
(B) If sR ≥ sK(uM), the sequence in equation (B.21) does not work and we look
for a state uN = (sN , cL) as defined by the construction in Figure B.9 for Case 1B.
We then have a solution sequence
uL
s−wave−−−−→ uN c−shock−−−−→ uR (B.22)
The c-shock is upward and the s-wave is an upward shock if sL < sN (as in Case
1B, Figure B.10) and a downward rarefaction if sL > sN . For an example of the
latter, choose a(c) = c0.9, uL = (0.95, 1) and uR = (0.87, 0). The critical value is
sK(uM) = 0.8663 and hence sR > sK(uM). We then compute sN = 0.8343. The
solution sequence csku s
rf
d is plotted in Figure B.18.
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Figure B.18: csku s
rf
d with u
L = (0.95, 1) and uR = (0.87, 0).
B.3 Solutions with cL < cR
Recall that the transition curve T is the set of points at which the eigenvalues
λ1 = fs and λ2 = f/(s+ a
′(c)) are equal. It is continuous and divides [0, 1]× [0, 1]
into two regions:
L := {(s, c) ∈ [0, 1]× [0, 1] : λ1(s, c) > λ2(s, c)} (B.23)
R := {(s, c) ∈ [0, 1]× [0, 1] : λ1(s, c) < λ2(s, c)} (B.24)
Suppose that the Riemann problem with cL < cR has a solution sequence
u1
c−wave−−−−→ u2 s−wave−−−−→ u3 c−wave−−−−→ u4 s−wave−−−−→ u5 c−wave−−−−→ u6 (B.25)
We saw earlier that the c-waves in this sequence must all be rarefactions. Jo-
hansen/Winther then went on to show that u3 ∈ R and u4 ∈ L, which means
that the c-rarefaction in the middle of this sequence connects two states that lie on
different sides of the transition curve T . This is contradiction and therefore, the
solution can have at most two c-waves.
B.3.1 Case 3: cL < cR, uL ∈ R ∪ T
(A) Suppose that uR ∈ L, as in Figure B.19. Let uT = (sT , cR) ∈ T and consider
the intermediate state uM = (sM , cL) ∈ R ∪ T , which is the intersection point of
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Figure B.19: Construction of sK when uM ∈ L as in Lemma 4(i).
the line c = cL and the λ2-rarefaction curve through u
T . We have the sequence
uL
s−wave−−−−→ uM c−rarefaction−−−−−−−−→ uT s−wave−−−−→ uR (B.26)
The c-rarefaction is downward (sT < sM). The form of the first s-wave depends on
the saturation values sL and sM . Because uM ,uL ∈ R∪T , the corresponding points
on the graph of f(s, cL) lie above the inflection point. This means there are only
two choices for this s-wave: a downward rarefaction if sL > sM and an upward shock
if sL < sM . The second s-wave is always downward (sR < sT ). Since a′(c) > 0,
the point (sT , f(sT , cR)) on the graph of f(s, cR) is always above the Welge tangent
with respect to sR, preventing the existence of a single downward shock. Both other
s-waves are possible, which leaves a total of four possible solution sequences. To
compute examples of these, let uL = (0.7, 0.1) ∈ R and uR = (0.3, 0.5) ∈ L first.
We are now in Case 3A and compute uT = (0.6901, 0.5). The Welge tangent to
the graph of f = f(s, 0.1) with respect to sR is at s = 0.449872, so that s-wave
will consist of a downward rarefaction wave and a shock wave. The full solution
srfd c
rf
d s
rf
d s
sk
d is plotted in Figure B.20. The same solution with the downward shock
removed is obtained simply by choosing uR = (0.5, 0.5) ∈ L, which makes sR greater
than the inflection point on the graph of f = f(s, 0.5) (s = 0.4002). See figure B.21.
The remaining two cases are similarly constructed (see figures B.22 and B.23).
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Figure B.20: ssku c
rf
d s
rf
d s
sk
d ,
uL = (0.7, 0.1), uR = (0.3, 0.5).
Figure B.21: ssku c
rf
d s
rf
d ,
uL = (0.7, 0.1), uR = (0.5, 0.5).
Figure B.22: srfd c
rf
d s
rf
d s
sk
d ,
uL = (0.9, 0.4), uR = (0.3, 0.5).
Figure B.23: srfd c
rf
d s
rf
d ,
uL = (0.9, 0.4), uR = (0.5, 0.5).
(B) If uR ∈ R ∪ T , we consider the shorter sequence
uL
s−wave−−−−→ uM c−rarefaction−−−−−−−−→ uR (B.27)
where the intermediate state uM = (sM , cL) ∈ R ∪ T is the intersection point of
the line c = cL and the λ2-rarefaction curve through u
R. This yields two possible
solution sequences. For examples of these, we let uL = (0.7, 0.1) and uR = (0.7, 0.5).
Both states are in R ∪ T , so Case 3B occurs. We find sM = 0.7714. The s-wave
is now determined by the values sM , sL. The Welge tangent with respect to sM is
at s = 0.0579 and we therefore obtain a single upward s-shock. The solution ssku c
rf
d
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is plotted in Figure B.24. By changing the initial conditions to uL = (0.9, 0.4) and
uR = (0.7, 0.5), we obtain the other possible solution srfd c
rf
d (see figure B.25).
Figure B.24: ssku c
rf
d ,
uL = (0.7, 0.1), uR = (0.7, 0.5).
Figure B.25: srfd c
rf
d ,
uL = (0.9, 0.4), uR = (0.7, 0.5).
B.3.2 Case 4: cL < cR, uL ∈ L
Figure B.26: The three regions in which uR might lie.
Given a state u = (s, c) ∈ L, we define the critical value sK(u) such that (sK , c) ∈ R
and
f(s, c)
s+ a′(c)
=
f(sK , c)
sK + a′(c)
(B.28)
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Let ΓR be the 2-rarefaction curve through u
L ∈ L and let ΓK be the curve of critical
points corresponding to points on ΓR (see Figure B.26). It was shown in [31] that
the curves ΓR and ΓK can intersect in at most one point. Let u
∗ = (s∗, c∗) be
the point where ΓR and T intersect. If they don’t intersect, we let u∗ = (s∗, 1).
Depending on the position of uR, we consider three sub-cases:
(A) uR ∈ R1, where R1 is the interior of the region bounded by the lines c = cL,
c = c∗ and ΓK (see figure B.26). Let u1 = (s1, cR) ∈ ΓR be the intersection of ΓR
with the line c = cR and consider the sequence
uL
c−rarefaction−−−−−−−−→ u1 s−wave−−−−→ uR (B.29)
The s-wave can take any of the six forms of Appendix A. For example, fix the left
state uL = (0.365, 0.2) ∈ L. We compute u∗ = (0.7975, 0.9376). By choosing the
right state uR to be in different positions of the region R1, we can obtain all six
possible solutions. Note that, in order to get all downward s-waves, it is necessary
to change sL to a lower value (due to inflection point and Welge tangent). The
solution sequences are plotted in Figures B.27-B.32.
Figure B.27: crfu s
rf
d s
sk
d ,
uL = (0.365, 0.2), uR = (0.1, 0.6)
Figure B.28: crfu s
rf
d ,
uL = (0.365, 0.2), uR = (0.5, 0.6)
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Figure B.29: crfu s
sk
d ,
uL = (0.365, 0.2), uR = (0, 0.25)
Figure B.30: crfu s
sk
u ,
uL = (0.365, 0.2) and uR = (0.8, 0.6)
Figure B.31: crfu s
rf
u s
sk
u ,
uL = (0.1, 0.2), uR = (0.6, 0.6)
Figure B.32: crfu s
rf
u ,
uL = (0.1, 0.2), uR = (0.4, 0.6)
(B) suppose now that uR ∈ R2, where R2 is bounded by the line c = cL and the
curves ΓK and T . Let u2 = (s2, c2) be the point of intersection of the c-rarefaction
curve through uR with ΓK ∪ {c = cL}. There are two possibilities for this intersec-
tion. If c2 = cL, we have the sequence
uL
s−wave−−−−→ u2 c−rarefaction−−−−−−−−→ uR (B.30)
Here, sL < s2 and the point (sL, f(sL, cL) lies above the Welge tangent with respect
to s2, so that the only possible s-wave in an upward shock. The resulting sequence
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ssku c
rf
d is qualitatively similar to the one found in Case 3B (see figure B.24). On the
other hand, if c2 > cL, define u1 = (s1, c2) ∈ ΓR and consider the sequence
uL
c−rarefaction−−−−−−−−→ u1 s−wave−−−−→ u2 c−rarefaction−−−−−−−−→ uR (B.31)
The s-wave must be an upward shock, so that the only possible solution sequence
is crfu s
sk
u c
rf
d . As an example, let’s do the entire calculation with u
L = (0.3, 0.1) ∈ L
and uR = (0.77, 0.7) ∈ R. Here, c∗ = 0.7434, so that uR lies in region R2. The
c-rarefaction curve through uR intersects with ΓK before hitting c = c
L. The point
of intersection is u2 = (0.8140, 0.3962). This state is connected via an s-wave to the
state u1 = (0.5334, 0.3962) lying on the left c-rarefaction curve. This s-wave will
be an upward shock (the Welge tangent is at s = 0.1890 and thus well below s1 and
s2). Figure B.33 shows a plot of the saturation profile. The shock is sandwiched
between an upward and downward c-rarefaction. The numerics start capturing the
correct profile only with a very high number of spatial grid-points ( > 30000).
Figure B.33: uL = (0.3, 0.1) and uR = (0.77, 0.7)
(C) Finally, assume that uR ∈ R3, the region of L where c > c∗. Let uT = (sT , cR)
be the intersection of the line c = cR and T . We can join uT and uR by an s-wave.
Note that, since a′(c) > 0, the point (sT , f(sT , cR)) on the graph of f(s, cR) always
above the Welge tangent with respect to sR. This prevents the formation of a single
downward shock, leaving just two possibilities. Since uT ∈ R2, Case 4B gives us a
way of connecting uL and uT . This yields the solution sequences srfd c
rf
u s
rf
d , s
sk
u c
rf
d s
rf
d ,
srfd c
rf
d s
rf
d s
sk
d and s
sk
u c
rf
d s
rf
d s
sk
d . To demonstrate these, take u
L = (0.27, 0) ∈ L and
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uR = (0.4, 0.6) ∈ R. The left c-rarefaction curve hits the transition curve at
c∗ = 0.35695, which means that uR ∈ R3. There will be an s-wave connecting uR
to uT = (0.7225, 0.6) ∈ T . This state lies in R2 and is thus treated in the same
way as was done in Case 4B. The c-rarefaction curve through uT intersects ΓK
at u2 ≈ (0.7930, 0.2690), which is then connected via another s-wave to the state
u1 = (0.448711, 0.2690) on the c-rarefaction curve coming from uL. The resulting
saturation profile is shown in figure B.34. The first part looks the same as the
solution plotted in figure 5.38. In this case, the last part is an s-wave consisting of
a rarefaction and a shock. An s-rarefaction alone is also possible by adjusting sR
(see figure B.35).
Figure B.34: uL = (0.27, 0) and uR = (0.4, 0.6)
Figure B.35: uL = (0.27, 0) and uR = (0.6, 0.6)
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