This paper presents an optimal solver for the Morley element problem for the boundaryvalue problem of the biharmonic equation by decomposing it into several subproblems and solving these subproblems optimally. The optimality of the proposed method is mathematically proved for general shape-regular grids.
Introduction
The boundary-value problems of the biharmonic equation are frequently encountered in solid and fluid mechanics and material sciences. Various finite element methods have been developed for discretizing the boundary-value problems; these methods lead to ill-conditioned linear systems with condition numbers of the order O(h −4 ), which are difficult to solve. The Morley element [23] is among the simplest [32] , and it has been proven numerically and theoretically to be well-suited to an adaptively generated mesh [18, 30] . In this paper, we study the numerical solution of the Morley element system for the boundary-value problem of the biharmonic equation discretized on shape-regular grids.
Multilevel methods are among the most efficient techniques for solving linear systems. They can be used in the design of direct iterative methods and in the design of preconditioners for other kinds of iterative schemes. In particular, geometric multigrid methods, which are based on a nested sequence of multilevel grids, have been extensively studied for the Morley element problem ( [8, 25, 28, 43] and references therein). The efficiency of these methods, however, depends crucially on the multilevel structures of the underlying grids. Because such structures are not naturally available in most unstructured grids, multigrid methods of this type are generally quite difficult to use in practice. For the linear systems generated by other finite elements, similar conditions prevail [5, 11, 16, 33, 34, 38, 39] . Methods that do not rely on the underlying grid including algebraic multigrid methods have also been studied in the literature [6, 7, 22, 27, 29] .
When applied to the fourth-order finite element problem, however, these methods are not very efficient. Further, there is still no theory to support methods of this type. Recently, a mathematically provable optimal solver for fourth order problems discretised on grids without hierarchical structure was presented in [41] , where optimal preconditioners are designed for various finite element systems with unified formulation. In this paper, instead of designing an iterative method or a preconditioner directly in a unified way, we solve the Morley element problem specifically by decomposing it into three subproblems and solving these subproblems with provably optimal solvers.
At the continuous level, the boundary-value problem of the biharmonic equation can be decomposed into two Poisson problems and one Stokes problem. Similar to the connection between the biharmonic problem and the Stokes problem [13] , this decomposition depends on the exact relation between H (Ω) is just the kernel of div in (H 1 (Ω)) 2 . A discrete decomposition associated with some exact relation between discrete spaces is expected when the continuous spaces are discretised respectively. Fortunately, a similar exact relation can be found between the Morley element space and the vector Crouzeix-Raviart element space (see Lemma 2.2 and [12] ). Consequently, the Morley element problem for the biharmonic problem is decomposed into Morley element problems for the Poisson equation and Crouzeix-Raviart element problem for the Stokes problem. These subproblems are decoupled from each other. Decompositions of this type were first studied by Arnold and Falk [2] for a modified Morley element problem (see historical remark in Section 2). Huang [21] studied the decomposition of the original Morley element problem and designed a fast solver for the subproblems based on the AMG algorithm, and so did Huang et. al. [20] . In the present paper, we construct solvers for the subproblems in the framework of the fast auxiliary space preconditioning (FASP) method with the aid of a provably optimal Poisson solver, and an provably optimal solver for the original Morley element problem is thus obtained.
We note that a discrete Poisson system generated by Morley element is solved in this algorithm. It is known that the Morley element does not provide a consistent approximation for H 1 (Ω). However, the Morley element scheme for Poisson equation can find its application this way. Moreover, the approximation and stability of the Morley element scheme for the Poisson equation are sufficient for it to be optimally preconditioned by other convergent schemes, particularly the linear element scheme. Thus a provably optimal solver for the Morley element problem for the Poisson equation is established. This same strategy works for other finite element problems for the Poisson equation as well. The Crouzeix-Raviart element problem for the Stokes problem can be provably optimally solved with the aid of the linear element problem for the Poisson equation on general shape-regular grids. For Stokes problem on multilevel grids, the optimal-order multigrid solver has been designed ( [9] ). The solver reported in the present paper can still be expected to be practically useful, as the Crouzeix-Raviart element problem for the Stokes problem is numerically and theoretically suited to the adaptively generated grids [19] .
The rest of the paper is organized as follows. In Section 2, we describe the model problems and show their decomposition into subproblems. In this paper, we focus ourselves on the Dirichlet boundary value problem of the biharmonic equation, which is referred by "Dirichlet biharmonic problem" in the sequel. In Section 3, our optimal solvers for the subproblems are introduced. Both theoretical analysis and numerical experiments are given. Finally, some concluding remarks are given in Section 4.
Decomposition of the Dirichlet Biharmonic Problem

Model problem and its Morley element decomposition
Let Ω ⊂ R 2 be a Lipschitz domain, with Γ = ∂Ω its boundary. Let 
and its variational formulation:
Let T h be a shape-regular triangular triangulation of domain Ω; i.e., Ω = ∪ T ∈T h T . Let N h denote the set of all the vertices, N h = N Denote by F the number of cells of the triangulation; denote by X, X I , X B and X C the number of vertices, internal vertices, boundary vertices, and corner vertices, respectively; and denote by E, E I and E B the number of edges, internal edges, and boundary edges, respectively. Euler's formula states that F + X = E + 1.
The Morley element space M h is defined as follows: (1) it is a space of piecewise quadratic polynomials that are continuous at the interior vertices, (2) the integration of the normal derivatives of the quadratic polynomials is continuous at the interior edges [23] . The finite element space M h0 that is associated with H 2 0 (Ω) is defined by
We consider this finite element problem:
The finite element problem (2.3) is referred to as the biharmonic Morley element problem throughout the rest of the paper.
Continuous and discrete exact relations
Denote by curl the curl operator on a scalar function, which is the rotation of the gradient operator ∇. Define for vector functions the operators div = ∇· and curl = curl·. Then, curlH 2 0 (Ω) is a Hilbert subspace of (H 1 (Ω)) 2 .
Lemma 2.1.
Proof. It is evident that curlH 2 0 (Ω) ⊂ V. We only have to prove the other direction. Because v ∈ V, divv = 0, there exists w ∈ H 1 (Ω), such that v = curlw [13] . By the boundary condition of V, we can choose [12, 32] . Denote V
. Let ∇ h be the piecewise-defined gradient operator; let curl h be the rotation of ∇ h ; and let div h be the piecewise-defined divergence operator.
The proof is finished.
Decomposition of the Dirichlet biharmonic problems
Based on Lemma 2.1 and Lemma 2.2, the Dirichlet biharmonic problem can be decomposed into two Poisson equations and the Stokes problem at both the continuous and the discrete levels as in the two theorems below. These two theorems can be found in [20, 21] ; therefore, we do not present the proof of either here. Theorem 2.1. Let u be the solution of (2.2). Then u can be obtained by solving the following problems sequentially: 
In the rest of the paper, (2.5) is referred to as the Poisson Morley element problem and (2.6) the Stokes Crouzeix-Raviart element problem.
Remark 2.1. It is obvious that (2.5) and (2.7) are well-posed, and it is well-known that the inf-sup condition for (2.6) holds as
From this point onwards, , , and = ∼ respectively denote , , and = up to a constant. The hidden constants depend on the domain, and, when triangulation is involved, they also depend on the shape-regularity of the triangulation, but they do not depend on h or any other mesh parameter.
Historical remark
The exact relationship between the Morley element space M h0 and the Crouzeix-Raviart element space V CR h0 was determined by Falk and Morley [12] , who introduced what we are referring to in this paper as Lemma 2.2. We prove Lemma 2.2 again in the present paper, but we use a different approach to do so.
This relation was used by Arnold and Falk [2] to deal with the Morley element problem of the Arnold-Brezzi formulation that arises from [1] . The decomposition below is actually proved in [2] . Let u h ∈ M h0 such that
where y I h is the nodal interpolation of y h into the linear element space. Then u h can be obtained by solving the following problems sequentially:
where Π
RT h is the projection to the Raviart-Thomas subspace of H 0 (curl) of the lowest order;
In Theorem 2.2, a similar decomposition of the original Morley element problem is presented. In any case, a first Poisson Morley element problem and a first Stokes Crouzeix-Raviart element problem must be solved.
Optimal Solver for the Subproblems
In this section, we discuss the optimal solvers for (2.5) and for (2.6). For each subproblem, we construct a provably optimal preconditioner within the framework of the FASP method. The preconditioner combined with specific outer iterative scheme each provides optimal solvers.
Define
. These discrete Laplacian operators are each bijective on specific spaces. We will rely on Lemma 3.1 about the computational complexity of ∆ 
Theory of the fast auxiliary space preconditioning (FASP) method
In this section, we will give a summary of the preconditioning techniques based on auxiliary spaces as developed in [36, 37] .
Let V stand for a real Hilbert space equipped with an inner product a(·, ·) and energy norm (·, ·) , j = 1, . . . , J. Furthermore, for each W j , we need a linear transfer operator Π j : W j → V . We tag the adjoint operators by * . The fast auxiliary space preconditioner (see e.g., [36, 37] ) is defined by 
the isomorphisms associated with a(·, ·). Let s(·, ·) be another inner product on V , and let S : V → V ′ be the isomorphism associated with s(·, ·).
3. For any v ∈ V , there are v 0 ∈ V and w j ∈ W j such that
Then,
) .
For V and all W j that are finite element spaces, plugging basis functions into the bilinear forms would lead to the algebraic form of B.
Optimal solver Poisson Morley element problem
for p h ∈ V h0 , and take a as referring to any vertex and e as referring to any edge. Define
and take a as referring to any vertex.
Lemma 3.2. Let T ∈ T h be a triangle; let a i , 1 ≤ i ≤ 3, be the vertices of T ; and let
, be the midpoint of e i , the edge opposite to a i . Then for p ∈ P 1 (T ) it holds that
and for p ∈ P 2 (T ) it holds that
Proof. First, let p ∈ P 1 (T ) and λ i be the barycentric coordinates of T in accordance with
On the other hand,
Let n i be the unit outer normal vector of T along e i , and let τ i be the unit tangential vector along e i . Then by the definition of the gradient, it holds that |∇p| |∂ τi p| for any i. On the other hand,
where {i, j, k} = {1, 2, 3}. Thus, for any p, q ∈ P 2 (T ),
where D ∈ R 6×6 is symmetric and positive definite, and all its entries depend entirely on the inner angles of T . Therefore,
Finally, ∇p ∈ (P 1 (T )) 2 ; therefore,
The following result follows directly from Lemma 3.2.
By the FASP theory, define a preconditioner for −∆ M h by
where S h : M h0 → M h0 is a smoother. Then we have the following theorem. Philosophic remark It is known that the Morley element scheme for the Poisson equation does not converge [24, 31] . However, if the exact solution is a constant, the Morley element solution is equal to the exact solution. In addition, the local kernel of the Laplacian operator can be recovered by the Morley element. Therefore, to precondition the discrete Laplacian operator induced by the Morley element, the high-frequency part of the Morley element function can be captured by the local smoother, whereas the low-frequency part, which is nearly the local kernel of the Laplacian operator, can be captured by the auxiliary problem. Hence, the divergent Morley element problem for the Poisson equation can be preconditioned by the convergent linear element problem for the Poisson equation.
Optimal solvers for Stokes problem
and all q h ∈ Q h . Then (2.6) can be rewritten as solving
We use the preconditioned minimal residual (MinRes) method to solve the problem.
where 
Lemma 3.6. It holds for
Proof. Similar to the argument in [4] , for any
and one direction of (3.2) follows. The other direction follows from the inf-sup condition. The proof is finished.
Following [26] , we define a fast auxiliary space preconditioner for S h by
where Id : Q h → Q h is the identity operator. 
Then (3.3) holds with the constants defined in (3.4) and (3.5).
As the preconditioner B S can be carried out in the complexity of the order O(N T log N T ), Theorem 3.3 follows from Lemma 3.7. 
Numerical examples
We test the preconditioning effect of B M ∆ for ∆ M h by showing the extremal eigenvalues of the preconditioned operators. The smoother is the symmetric Gauss-Seidel relaxation of one step.
We triangulate the convex and nonconvex computational domains with quasi-uniform meshes as shown in Fig. 3 .1 and those with fast-varying meshes as shown in Fig. 3.2 . We run the various PCG computations with the same starting guess 0, and with a stop criteria ∥residual∥ l 2 /∥rhs∥ l 2 < 10 −6 . In Tables 3.1 and 3 .2, we use λ for an eigenvalue, κ for a condition number, and DOF for the number of the degree of freedom. 
Concluding Remarks
In this paper, we constructed an optimal solver for the Dirichlet biharmonic Morley element problem by decomposing it into two first Poisson Morley problems and a first Stokes Crouzeix-Raviart problems, and then solving the subproblems optimally. We rigorously prove the optimality of the solvers for the biharmonic Morley element problem and for the subproblems. In the framework of FASP, these problems aforementioned are all transferred to inverting a discrete Laplacian operator defined on the linear element space ultimately, and these solvers work optimally on general shape-regular grids. In this framework, other optimal solver or preconditioner for subproblems can also be utilized as part of the biharmonic Morley element problem. This methodology also works for other biharmonic finite element problems whereby a similar discrete exact relation can be established [40] . Meanwhile, such an exact relation also imply an explicit description of the kernel space of the Stokes finite element problem. This information can be helpful in designing optimal solvers for the Stokes system. It seems to be simpler to use the mixed formulation which decomposes a biharmonic problem to two Poisson problems. For the boundary-value problem, however, the two induced Poisson problems are coupled together, such that neither Poisson problem can be solved separately. This simple decomposition does not really induce an order reduction of the original problem. Moreover, the mixed form can be further related to the Poisson problem and the Stokes problem. We refer to [3] for details.
In this paper, we mainly focus on the Dirichlet problem. The same strategy can also work for problems with other boundary conditions. For example, if we replace the Dirichlet boundary condition by the simply supported boundary condition (u = ∂ nn u = 0), the same decomposition can be straightforwardly repeated, with the boundary condition of the velocity space modified accordingly. A further remark is the connection between the biharmonic and Stokes problems is bidirectional. Besides transforming the biharmonic problem to the Stokes problem, an inverse transformation from Stokes problem to biharmonic problem can also find its application in designing optimal solvers and etc., especially when boundary conditions other than the Dirichlet type is considered.
The exact sequences among the (continuous and discrete analogue) H 2 0 (Ω), (H 1 0 (Ω)) 2 and L 2 0 (Ω) spaces are the fundamental of the solver in the present paper. Optimal solvers can be designed for finite element discretizations of H 2 problem once such a discrete exact sequence can be constructed. We refer to [40] and the references therein for more examples. The discrete exact sequences can also find their application for designing optimal solvers by other approaches; see, e.g., [17] . The design and application of discrete exact sequences will be discussed more in future.
It is interesting that we involved the first Poisson Morley problem, which does not provide a convergent discretization for the Poisson equation, as it plays a key role in the optimal solving procedure of the biharmonic Morley element problem. Further, we preconditioned the divergent Poisson Morley element problem with the convergent linear element problem. This is a typical example of a "bad" discretization that can be preconditioned by a "good" discretization (or vice versa). More examples can be found in [41] . This phenomenon can be expected to attract more attention in the future.
