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Abstract
It is first observed that a uniformly bounded cosine operator function C(·) and the associated sine func-
tion S(·) are totally non-stable. Then, using a zero-one law for the Abel limit of a closed linear operator,
we prove some results concerning strong mean stability and uniform mean stability of C(·). Among them
are: (1) C(·) is strongly (C,1)-mean stable (or (C,2)-mean stable, or Abel-mean stable) if and only if
0 ∈ ρ(A) ∪ σc(A); (2) C(·) is uniformly (C,2)-mean stable if and only if S(·) is uniformly (C,1)-mean
stable, if and only if ‖ ∫ t0 S(s) ds‖ = O(t) (t → ∞), if and only if supt>0 ‖ ∫ t0 S(s) ds‖ < ∞, if and only
if C(·) is uniformly Abel-mean stable, if and only if S(·) is uniformly Abel-mean stable, if and only if
0 ∈ ρ(A).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The purpose of this paper is to discuss total non-stability, strong mean stability, and uniform
mean stability of a cosine operator function C(·) and its associated sine function S(·).
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Banach algebra of all bounded linear operators on X. Among the many interesting types of as-
ymptotic behavior of a strongly continuous function F : [0,∞) → B(X) are the various concepts
of stability. F(·) is called strongly (respectively uniformly) stable if
lim
t→∞
∥∥F(t)x∥∥= 0 for all x ∈ X (respectively lim
t→∞
∥∥F(t)∥∥= 0).
When F(·) is not stable, one can consider mean stability. F(·) is said to be strongly (respectively
uniformly) (C,1)-mean stable if
lim
t→∞
∥∥∥∥∥t−1
t∫
0
F(s)x ds
∥∥∥∥∥= 0 for all x ∈ X
(
respectively lim
t→∞
∥∥∥∥∥t−1
t∫
0
F(s) ds
∥∥∥∥∥= 0
)
.
It is said to be strongly (respectively uniformly) (C,2)-mean stable if
lim
t→∞
∥∥∥∥∥2t−2
t∫
0
s∫
0
F(u)x duds
∥∥∥∥∥= 0 for all x ∈ X
(
respectively lim
t→∞
∥∥∥∥∥2t−2
t∫
0
s∫
0
F(u)duds
∥∥∥∥∥= 0
)
.
When limt→∞ ‖e−λtF (t)x‖ = 0 for all x ∈ X and λ > 0, F(·) is called strongly (respectively
uniformly) Abel-mean stable if
lim
λ→0+
λ
∞∫
0
e−λtF (t)x dt = 0 for all x ∈ X
(
respectively lim
λ→0+
∥∥∥∥∥λ
∞∫
0
e−λtF (t) dt
∥∥∥∥∥= 0
)
.
The stability properties of a strongly continuous semigroup (in short, C0-semigroup)
{T (t); t  0} have been well studied in the literature. For instance, characterization of uni-
form stability of a C0-semigroup {T (t); t  0} can be found in [1,10], where it is shown that
T (·) is uniformly stable if and only if its growth bound (or type) w0 is negative, if and only
if ‖T (t0)‖ < 1 for some t0 > 0. Strong (C,1)-mean stability of semigroups has been discussed
in [4,9].
Unlike C0-semigroups, a cosine operator function {C(t); t ∈ R} (the definition of whose
generalization C-cosine function is to be given later) never has the stability property. In fact, it
will be seen in Section 2 that any uniformly bounded C-cosine function (respectively its associ-
ated C-sine function) is totally non-stable in the sense that limt→∞ ‖CC(t)x‖ = 0 (respectively
limt→∞ ‖CS(t)x‖ = 0) only if x = 0. We will also present an example to show that this total
non-stability property is in general not shared by an unbounded cosine function, although the
later must be non-stable.
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sine operator functions. These form the main subject of study in this paper and will be carried
out in Section 4. We will discuss characterizations of strong mean stability (Theorem 4.1) and
characterizations of uniform mean stability (Theorem 4.4) under various assumptions: ‖C(t)‖ =
O(1) (t → ∞); ‖C(t)‖ = o(t) (t → ∞); ‖C(t)‖ = O(t) (t → ∞); ‖C(t)‖ = o(t2) (t → ∞).
For this purpose, we need first to prepare in Section 3 a zero-one law for the Abel limit
limλ→w(λ−w)(λ−A)−1 of a closed linear operator A (Theorem 3.1). Its applications to discrete
and continuous semigroups will also be included in Section 3.
For use in the sequel, we first briefly recall the definitions of C-cosine and C-sine functions
and some related basic properties. The theory of cosine operator function and its application to
Cauchy problem of the second order was first studied by Fattorini [2] and Sova [16], and further
investigated by many authors. Recently, there have been generalized notions, namely, C-cosine
function [7], local C-cosine function [14,15], and α-times integrated C-cosine function [5,6]. In
this paper, we are only concerned with C-cosine functions.
Let C ∈ B(X) be an injection. A strongly continuous operator function {C(t); t ∈ R} ⊂ B(X)
is called a C-cosine function on X if it satisfies C(0) = C and
C
[
C(s + t) + C(s − t)]= 2C(t)C(s) for all s, t ∈ R. (1)
The associated C-sine function is the family {S(t); t ∈ R} of operators S(t) :X → X, defined by
S(t)x := ∫ t0 C(s)x ds for x ∈ X. It follows that C(t) = C(−t) and −S(t) = S(−t) for all t ∈ R,
and that C(s), S(s), C(t), and S(t) commute for all s, t ∈ R.
The generator A of C(·) is the operator defined by⎧⎨
⎩
D(A) = {x ∈ X; limt→0 2t−2(C(t)x − Cx) ∈ R(C)},
Ax = C−1 lim
t→0 2t
−2(C(t)x − Cx), x ∈ D(A),
or equivalently,⎧⎪⎪⎨
⎪⎪⎩
D(A) =
{
x ∈ X; ∃yx such that C(t)x − Cx =
t∫
0
S(s)yx ds ∀t  0
}
,
Ax = yx, x ∈ D(A).
The following properties are well known:
A is a closed operator satisfying C−1AC = A and R(C) ⊂ D(A); (2)
C(t)x ∈ D(A) and AC(t)x = C(t)Ax for x ∈ D(A) and t ∈ R; (3)
S(t)x ∈ D(A) and AS(t)x = S(t)Ax for x ∈ D(A) and t ∈ R; (4)
t∫
0
S(s)x ds ∈ D(A) and A
t∫
0
S(s)x ds = C(t)x − Cx for x ∈ X and t ∈ R; (5)
C
[
S(s + t) + S(s − t)]= 2C(t)S(s) for s, t ∈ R; (6)
C
[
C(s + t) − C(s − t)]= 2AS(t)S(s) for s, t ∈ R. (7)
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Mew|t | for all t ∈ R, then, for all λ > w, λ2 − A is injective and has range containing R(C), and
λ
(
λ2 − A)−1Cx =
∞∫
0
e−λtC(t)x ds = λ
∞∫
0
e−λtS(t)x ds
for all x ∈ X.
When C = I , C(·) reduces to a classical cosine operator function [2,16]. In this case, C(·) is
necessarily exponentially bounded, and it is uniformly continuous if and only if its generator A
is bounded (see [16]).
2. Total non-stability of uniformly bounded cosine and sine functions
We first see that uniformly bounded C-cosine functions and their associated C-sine functions
are not only non-stable but also totally non-stable.
Theorem 2.1. Let C(·) be a C-cosine function. Consider the following statements:
(i) CC(·) is uniformly bounded;
(ii) C(·) is totally non-stable, i.e., limt→∞ CC(t)x = 0 implies x = 0;
(iii) S(·) is totally non-stable, i.e., limt→∞ CS(t)x = 0 implies x = 0.
The implications hold: (i) ⇒ (ii) ⇒ (iii).
Proof. (i) ⇒ (ii) follows from uniform boundedness of CC(·), the injectivity of C, and the
identity (setting s = t in (1)):
C4x = 2[CC(t)][CC(t)x]− C3C(2t)x.
(ii) ⇒ (iii). Let x be such that limt→∞ CS(t)x = 0. For any t1 > 0, we have, by (6),
2C(t)S(t1)x = CS(t1 + t)x + CS(t1 − t)x = CS(t1 + t)x − CS(t − t1)x → 0
as t → ∞, which implies S(t1)x = 0, by (ii). So we must have S(t)x = 0 for all t > 0, and
hence C(t)x = 0 for all t > 0. Hence Cx = limt→0+ C(t)x = 0 and so x = 0, by the injectivity
of C. 
If C(·) is not uniformly bounded, then, by the uniform boundedness principle, C(·) is certainly
not stable. But C(·) and S(·) may not be totally non-stable, that is, (ii) and (iii) of Theorem 2.1
may fail. The following is such an example.
Example. There exists a strongly continuous cosine function C(·) = {C(t); t ∈ R} of bounded
linear operators on an L1-space such that ‖C(t)‖ 1 + |t | for all t ∈ R, supt>0 t‖C(t)f ‖1 < ∞
and supt>0 t‖S(t)f ‖1 < ∞ for some 0 = f ∈ L1.
To see this, let μ be the measure defined by dμ = w(x)dx, where w(x) = 1 if |x|  1, and
w(x) = |x|−1 if |x| 1. For t ∈ R define a positive linear operator C(t) on L1(R,μ) by
C(t)f (x) = 1(f (x + t) + f (x − t)).
2
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1 + |t | for all t ∈ R. Let f = −χ[−1,0] + χ(0,1]. Then we have
C(t)f (x) = 1
2
{−χ[−1+t,t](x) + χ(t,1+t](x) − χ[−1−t,−t](x) + χ(−t,1−t](x)}.
Thus we get
2
∣∣C(u)f (x)∣∣= χ[−u−1,−u+1](x) + χ[u−1,u+1](x)
for u > 1 and
2
∣∣S(u)f (x)∣∣=
∣∣∣∣∣
u∫
0
{−χ[−1+t,t](x) + χ(t,1+t](x) − χ[−1−t,−t](x) + χ(−t,1−t](x)}dt
∣∣∣∣∣

{
(−1 + 1) = 0 if |x| < u − 1,
1 if u − 1 |x| u + 1,
0 if |x| > u + 1,
= χ[−u−1,−u+1](x) + χ[u−1,u+1](x)
for u > 3. Hence
u
∥∥S(u)f ∥∥1  u∥∥C(u)f ∥∥1 = 2u
∞∫
0
χ[u−1,u+1](x) dμ = 2u
u+1∫
u−1
1
x
dx
= 2u{log(u + 1) − log(u − 1)}
 u 4
u − 1 → 4 (u → ∞),
which completes the proof.
Corollary 2.2. If C(·) is a uniformly continuous cosine operator function such that S(·) is uni-
formly bounded, then both C(·) and S(·) are totally non-stable.
Proof. Suppose ‖S(t)‖  M for all t ∈ R. Since ‖C(t) − I‖ → 0 as t → 0,
‖s−1S(s) − I‖ < 1 for small s, so that S(s) is invertible if s is small enough. Then by (6) we
have ‖C(t)‖M‖S(s)−1‖ for all t ∈ R. The conclusion now follows from Theorem 2.1. 
Actually, the uniform boundedness of CS(·) (respectively S(·)) is enough for the total non-
stability of S(·).
Theorem 2.3. Let C(·) be a C-cosine function and suppose CS(·) is uniformly bounded. Then
limt→∞ CS(t)x = 0 implies x = 0.
Proof. Let X1 := {x ∈ X; ‖CS(t)x‖ → 0 as t → ∞}. Then X1 is a closed invariant subspace
for C(·), and C1(·) := C(·)|X1 is a C1-cosine function on X1, with C1 := C|X0 . Let A1 be the
generator of C1(·). If x ∈ D(A1), then Ax = A1x ∈ X1, so that, by (7) and (4),∥∥C3C(2s)x − C4x∥∥= 2∥∥C2S(s)S(s)Ax∥∥ 2 sup∥∥CS(t)∥∥∥∥CS(s)Ax∥∥→ 0t∈R
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C4x = lim
t→∞ t
−1
t∫
0
C3C(s)x ds = lim
t→∞ t
−1C3S(t)x = 0,
so that x = 0. Thus D(A1) = {0}. Since C is injective and C(X1) = R(C1) ⊂ D(A1) = {0}
(by (2)), we must have X1 = {0}, and the proof is complete. 
Theorem 2.4. Let C(·) be a C-cosine function on a Banach space X. Assume that ‖C(t)‖ = O(t)
(t → ∞). Then
(i) limt→∞ 1t CS(t)x = 0 implies limt→∞ 1t CC(t)x = 0.
(ii) If, in addition, we assume that ‖ ∫ t0 S(s) ds‖ = O(t) (t → ∞), then
lim
t→∞
1
t
t∫
0
S(s)x ds = 0 ⇒ lim
t→∞
1
t
CC(t)x = 0.
The reverse implication also holds for the case C = I .
Proof. (i) Let limt→∞ t−1CS(t)x = 0. Using (6) we write
2
C(u)S(t)x
u
= CS(t + u) + CS(t − u)x
u
=
(
t + u
u
)(
CS(t + u)x
t + u
)
+
(
t − u
u
)(
CS(t − u)x
t − u
)
.
From this and the assumption it follows that limu→∞ u−1C(u)S(t)x = 0 (∀t ∈ R). By this, to-
gether with the facts
Cx = lim
t↓0
S(t)x
t
and lim sup
u→∞
∥∥C(u)/u∥∥< ∞,
we finally see that limu→∞ u−1CC(u)x = limu→∞ u−1C(u)Cx = 0.
(ii) Next, assume further that ‖ ∫ t0 S(s) ds‖ = O(t) (t → ∞). Let
X1 :=
{
x: lim
t→∞
1
t
t∫
0
S(s)x ds = 0
}
.
It follows that X1 is a closed subspace of X. If x ∈ X1, then
1
t
t∫
0
S(s)C(u)x ds = C(u)1
t
t∫
0
S(s)x ds → 0 (t → ∞)
for all u 0. Thus, X1 is C(·)-invariant. Let C1(·) := C(·)|X1 . Then, C1(·) is a C1-cosine func-
tion on X1. Let A1 be the generator of C1(·) and x ∈ D(A1). Thus Ax = A1x ∈ X1, and hence,
by (5), (4) and the closedness of A,
0 = lim
t→∞
1
t
t∫
S(s)Ax ds = lim
t→∞
C(t)x − Cx
t
.0
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hypothesis, it follows that
lim
t→∞
C(t)x
t
= 0 for all x ∈ D(A1).
This and the fact that C(X1) = R(C1) ⊂ D(A1) show the asserted implication. For the case
C = I , since the assumption ‖ ∫ t0 S(s) ds‖ = O(t) (t → ∞) implies ‖ ∫ t0 S(s) ds‖ = o(t2)
(t → ∞), the reverse implication is a direct consequence of Corollary 4.3. 
Remark. The converse of (ii) is not true in general, but is true for uniformly (C,2)-mean stable
cosine operator functions. These facts will be shown by Corollary 4.3 and the example follow-
ing it.
3. Strong and uniform stability of Abel limit
In this section, we prove the following theorem about strong and uniform stability of Abel
limits, and then as applications, strong and uniform mean stability of discrete and continuous
operator semigroups will be deduced. It will also be used when we discuss mean stability of
cosine operator functions in Section 4. Note that (ii) and (iii) form a zero-one law.
Theorem 3.1. Let X be a Banach space and A be a closed operator in X. Assume that w ∈ ρ(A).
(i) limλ→w,λ∈ρ(A)(λ − w)(λ − A)−1x = 0 for all x ∈ X if and only if
lim supλ→w,λ∈ρ(A) ‖(λ − w)(λ − A)−1‖ < ∞ and w ∈ ρ(A) ∪ σc(A).
(ii) The following conditions are equivalent:
(a) w ∈ ρ(A);
(b) lim supλ→w,λ∈ρ(A) ‖(λ − A)−1‖ < ∞;
(c) limλ→w,λ∈ρ(A) ‖(λ − w)(λ − A)−1‖ = 0;
(c′) limλ→w,λ∈ρ(A) ‖(λ − w)α(λ − A)−1‖ = 0 for some (all) α ∈ (0,1];
(d) lim supλ→w,λ∈ρ(A) ‖(λ − w)(λ − A)−1‖ < 1;
(d′) lim infλ→w,λ∈ρ(A) ‖(λ − w)(λ − A)−1‖ < 1.
(iii) The following conditions are equivalent:
(e) w ∈ σ(A);
(f) infλ∈ρ(A) ‖(λ − w)(λ − A)−1‖ 1;
(g) lim infλ→w,λ∈ρ(A) ‖(λ − w)(λ − A)−1‖ 1.
Proof. (i) Let P be the operator defined by
Px := lim
λ→w,λ∈ρ(A)(λ − w)(λ − A)
−1x.
If limλ→w,λ∈ρ(A)(λ − w)(λ − A)−1x = 0 for all x ∈ X, then
lim sup
λ→w,λ∈ρ(A)
∥∥(λ − w)(λ − A)−1∥∥< ∞.
Since
lim μ
(
μ − (A − wI))−1x = lim (λ − w)(λ − A)−1x = 0,μ→0,μ∈ρ(A−wI) λ→w,λ∈ρ(A)
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N(A − wI), N(P ) = R(A − wI), and X = N(A − wI) ⊕ R(A − wI). Thus Px = 0 for all
x ∈ X implies N(A − wI) = {0} and R(A − wI) = X, which imply w ∈ ρ(A) ∪ σc(A). Con-
versely, if lim supλ→w,λ∈ρ(A) ‖(λ − w)(λ − A)−1‖ < ∞ and w ∈ ρ(A) ∪ σc(A), then N(P ) =
R(A − wI) = X.
(ii) and (iii). (a) ⇒ (b). Since w ∈ ρ(A), (λ − A)−1 is analytic at w, so that it is bounded in a
neighborhood of w. Hence (b) holds.
(b) ⇒ (c′) ⇒ (c) ⇒ (d) ⇒ (d′), and (f) ⇒ (g) are obvious. (d′) ⇒ (a) is equivalent to
(e) ⇒ (g). And (g) ⇒ (e) is also equivalent to (a) ⇒ (d′).
(e) ⇒ (f). If w ∈ σ(A), then, by the spectral mapping theorem (see [1, Chapter IV]), we have
for all λ ∈ ρ(A)∥∥(λ − w)(λ − A)−1∥∥ rσ ((λ − w)(λ − A)−1) (λ − w)(λ − w)−1 = 1. 
Remark. (c) ⇒ (a) also follows from the uniform Abel ergodic theorem [11, Theorem 1].
Theorem 3.2. Let T be a bounded linear operator on X.
(i) Suppose ‖T nx‖ = o(n) (n → ∞) for all x ∈ X. Then limn→∞ n−1‖∑n−1k=0 T kx‖ = 0 for all
x ∈ X if and only if supn1 n−1‖
∑n−1
k=0 T k‖ < ∞ and 1 ∈ ρ(T ) ∪ σc(T ).
(ii) Suppose ‖T n‖ = o(n) (n → ∞). Then the following conditions are equivalent:
(a) 1 ∈ ρ(T );
(b) limn→∞ n−1‖∑n−1k=0 T k‖ = 0;
(c) limr→1− ‖(1 − r)
∑∞
n=0 rnT n‖ = 0.
(iii) Suppose ‖T n‖ = O(1) (n → ∞). Then (a)–(c) are also equivalent to
(d) supn1 ‖
∑n−1
k=0 T k‖ < ∞.
Proof. (i) Since ∑n−1k=0 T k(T − I ) = T n − I , we see that n−1∑n−1k=0 T k(T − I )x = n−1(T n −
I )x → 0 for all x ∈ X, i.e., limn→∞ n−1‖∑n−1k=0 T kx‖ = 0 for all x ∈ R(T − I ). Hence this also
holds for all x ∈ X if supn1 n−1‖
∑n−1
k=0 T k‖ < ∞ and 1 ∈ ρ(T ) ∪ σc(T ).
Conversely, if limn→∞ n−1‖∑n−1k=0 T kx‖ = 0 for all x ∈ X, then, by the uniform boundedness
principle, supn1 n−1‖
∑n−1
k=0 T k‖ < ∞. So, we can apply the strong ergodic theorem to assert
that N(T − I ) = {0} and R(T − I ) = X, which imply 1 ∈ ρ(T ) ∪ σc(T ).
(ii) (a) ⇒ (b). Under the assumption that ‖T n‖ = o(n) (n → ∞) and 1 ∈ ρ(T ), we have
1
n
∥∥∥∥∥
n−1∑
k=0
T k
∥∥∥∥∥ ∥∥(T − I )−1∥∥
∥∥∥∥T n − In
∥∥∥∥= o(1) (n → ∞).
(b) ⇒ (c). The uniform operator convergence of Cesàro mean to 0 implies the same for Abel
mean (cf. [3], [8, Proposition 2.3]), i.e., (c).
(c) ⇒ (a). Since∥∥∥∥1 − rr
(
1 − r
r
− (T − I )
)−1∥∥∥∥= ∥∥(1 − r)(I − rT )−1∥∥=
∥∥∥∥∥(1 − r)
∞∑
n=0
rnT n
∥∥∥∥∥→ 0
as r → 1, it follows from Theorem 3.1(ii) that 0 ∈ ρ(T − I ), i.e., 1 ∈ ρ(T ).
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n−1∑
k=0
T k
∥∥∥∥∥ ∥∥(I − T )−1(I − T n)∥∥ ∥∥(I − T )−1∥∥(1 + ∥∥T n∥∥).
(d) ⇒ (b) is obvious. 
Theorem 3.3. Let T (·) be a C0-semigroup with generator A.
(i) Suppose ‖T (t)x‖ = o(t) (t → ∞) for all x ∈ X. Then limt→∞ t−1
∫ t
0 T (s)x ds = 0 for all
x ∈ X if and only if lim supt→∞ t−1‖
∫ t
0 T (s) ds‖ < ∞ and 0 ∈ ρ(A) ∪ σc(A).
(ii) Suppose ‖T (t)‖ = o(t) (t → ∞). Then the following conditions are equivalent:
(a) 0 ∈ ρ(A);
(b) limt→∞ t−1‖
∫ t
0 T (s) ds‖ = 0;
(c) limλ→0+ ‖λ(λ − A)−1‖ = 0.
(iii) Suppose ‖T (t)‖ = O(1) (t → ∞). Then (a), (b), (c) are also equivalent to
(d) supt>0 ‖
∫ t
0 T (s) ds‖ < ∞.
Proof. (i) Since A ∫ t0 T (s) ds = T (t) − I , we see that limt→∞ t−1 ∫ t0 T (s)Ax ds =
limt→∞ t−1(T (t)−I )x = 0 for all x ∈ D(A), i.e., limt→∞ t−1
∫ t
0 T (s)x ds = 0 for all x ∈ R(A).
Hence this also holds for all x ∈ X if lim supt→∞ t−1‖
∫ t
0 T (s) ds‖ < ∞ and 0 ∈ ρ(A) ∪ σc(A).
Conversely, if limt→∞ t−1
∫ t
0 T (s)x ds = 0 for all x ∈ X, then lim supt→∞ t−1‖
∫ t
0 T (s) ds‖ <∞, by the uniform boundedness principle. So, we can apply the strong ergodic theorem [12] to
assert that N(A) = {0} and R(A) = X, which imply 0 ∈ ρ(A) ∪ σc(A).
(ii) (a) ⇒ (b). Under the assumption that ‖T (t)‖ = o(t) (t → ∞) and 0 ∈ ρ(A), we have
t−1
∥∥∥∥∥
t∫
0
T (s) ds
∥∥∥∥∥ ∥∥A−1∥∥
∥∥∥∥T (t) − It
∥∥∥∥= o(1) (t → ∞).
(b) ⇒ (a). It follows from the uniform ergodic theorem [13, Theorem 4] that N(A) = {0} and
R(A) = X, so that A is invertible, i.e., (a).
(c) ⇔ (a) follows from Theorem 3.1(ii).
(iii) (a) implies (d) when T (·) is uniformly bounded because
∥∥∥∥∥
t∫
0
T (s) ds
∥∥∥∥∥=
∥∥∥∥∥A−1A
t∫
0
T (s) ds
∥∥∥∥∥
∥∥A−1∥∥∥∥T (t) − I∥∥.
(d) ⇒ (b) is obvious. 
4. Strong and uniform mean stability of cosine operator functions
In this section, we will characterize strong and uniform mean stability of cosine and sine
operator functions. We begin with the following characterization of strong mean stability of a
uniformly bounded cosine operator function.
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(i) The following conditions are equivalent:
(a) limt→∞ t−1S(t)x = 0;
(b) limt→∞ t−2
∫ t
0 S(s)x ds = 0;
(c) limλ→0+ λ(λ − A)−1x = 0;
(d) x ∈ R(A).
(ii) The following conditions are equivalent:
(e) C(·) is strongly (C,1)-mean stable, i.e., limt→∞ t−1S(t)x = 0 for all x ∈ X;
(f) C(·) is strongly (C,2)-mean stable, i.e., limt→∞ t−2
∫ t
0 S(s)x ds = 0 for all x ∈ X;
(g) C(·) is strongly Abel-mean stable, i.e., limλ→0+ λ(λ − A)−1x = 0 for all x ∈ X;
(h) 0 ∈ ρ(A) ∪ σc(A).
Proof. Let Px := limt→∞ t−1
∫ t
0 C(s)x ds with D(P ) consisting of all those x for which
the limit exists. The strong (C,1)-ergodic theorem [9] for cosine functions asserts that
R(P ) = N(A) and N(P ) = R(A). Hence limt→∞ t−1S(t)x = 0 if and only if x ∈ R(A),
and limt→∞ t−1S(t)x = 0 for all x ∈ X if and only if R(A) = X, which imply 0 ∈ ρ(A) ∪
σc(A). By applying the strong (C,2)-ergodic theorem [12, Theorem 3.5] (respectively the
strong Abel ergodic theorem [17]) we also get the result with limt→∞ t−1S(t)x replaced by
limt→∞ 2t−2
∫ t
0 S(s)x ds (respectively limλ→0+ λ(λ − A)−1x). 
The next theorem gives a necessary condition for uniform (C,2)-mean stability of cosine
operator functions.
Theorem 4.2. Let C(·) be a cosine operator function on X with generator A.
(i) If ‖ ∫ t0 S(s) ds‖ = O(tα) (t → ∞) for some α  0, then σ(A) ⊂ (−∞,0].
(ii) If ‖ ∫ t0 S(s) ds‖ = o(t2) (t → ∞), i.e., C(·) is uniformly (C,2)-mean stable, then σ(A) ⊂
(−∞,0).
Proof. (i) Since ‖(1 ∗ S)(t)‖ = ‖ ∫ t0 S(s) ds‖ = O(tα), we can define for every λ with λ > 0
an operator R(λ) by
R(λ)x := λ2
∞∫
0
e−λt (1 ∗ S)(t)x dt for x ∈ X.
R(·) is analytic on λ > 0. For x ∈ D(A), since A(1 ∗ S)(t)x = (1 ∗ S)(t)Ax = C(t)x − x is
continuous on R, we have, by the closedness of A, that R(λ)x ∈ D(A) and AR(λ)x = R(λ)Ax
for all λ with λ > 0. Using integration by parts twice, we have for all λ with λ > w0, the
exponential growth bound of C(·),
R(λ)Ax = λ2
∞∫
0
e−λt (1 ∗ S)(t)Ax dt
= λ2
∞∫
e−λt
[
C(t) − I ]x dt0
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∞∫
0
e−λt (1 ∗ S)(t)x dt − λx
= λ2R(λ)x − λx.
By analytic continuation, the above equality actually holds for all λ with λ > 0. Thus we have
shown that R(λ)x ∈ D(A) and AR(λ)x = R(λ)Ax = λ2R(λ)x −λx for all x ∈ D(A) and for all
λ with λ > 0. Since A is closed and D(A) is dense in X, the equality AR(λ)x = λ2R(λ)x −λx
actually holds for all x ∈ X. Hence, for all λ with λ > 0, we have R(λ)(λ2 − A) ⊂ (λ2 −
A)R(λ) = λI , so that λ2 ∈ ρ(A) and λ(λ2 − A)−1 = R(λ). This implies C \ (−∞,0] ⊂ ρ(A)
and hence σ(A) ⊂ (−∞,0].
(ii) Under the assumption: ‖ ∫ t0 S(s) ds‖ = o(t2) (t → ∞), we will see 0 ∈ ρ(A). Then it
together with (i) yields σ(A) ⊂ (−∞,0). In view of Theorem 3.1 we only have to show that
limλ↓0 λ‖R(λ)‖ = 0. For this, let  > 0 be arbitrary. By assumption, there exists M > 1 such that
‖ ∫ t0 S(s) ds‖ < t2 for all t M . Then
∥∥R(λ)∥∥ λ2
( M∫
0
+
∞∫
M
)
e−λt
∥∥∥∥∥
t∫
0
S(s) ds
∥∥∥∥∥dt = λ2[I(λ) + II(λ)],
where
λ2I(λ) λ2
M∫
0
∥∥∥∥∥
t∫
0
S(s) ds
∥∥∥∥∥dt → 0 (λ ↓ 0)
and
λ2II(λ) λ2
∞∫
M
e−λt t2 dt = 
∞∫
M
e−λt (λt)2 dt,
and thus
λ3II(λ) λ
∞∫
M
e−λt (λt)2 dt < 
∞∫
0
e−t t2 dt = 2.
It follows that limλ↓0 λ‖R(λ)‖ = 0. 
Remark. If ‖C(t)‖ = o(t2) (t → ∞), in addition to the assumption that ‖ ∫ t0 S(s) ds‖ =
o(t2) (t → ∞), one can also deduce 0 ∈ ρ(A) from the uniform (C,2)-ergodic theorem [13,
Theorem 6] for cosine functions. Indeed, since P := uo- limt→∞ 2t−2
∫ t
0 S(s) ds = 0, it follows
that N(A) = R(P ) = {0} and R(A) = N(P ) = X, which means that 0 ∈ ρ(A).
Corollary 4.3. Assume that C(·) is uniformly (C,2)-mean stable, i.e., ‖ ∫ t0 S(s) ds‖ = o(t2)
(t → ∞). Then
lim
t→∞
C(t)x
t
= 0 ⇒ lim
t→∞
1
t
t∫
0
S(s)x ds = 0.
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lim
t→∞
1
t
t∫
0
S(s)x ds = lim
t→∞A
−1
(
C(t)x − x
t
)
= 0.
This completes the proof. 
Example. There exists a cosine operator function C(·) on an L1-space such that each C(t) is
a positive linear operator satisfying ‖C(t)f ‖1 = ‖f ‖1 for all f ∈ L+1 . (E.g., let C(t)f (ω) =
2−1[f (ω + t) + f (ω − t)] for f ∈ L1(R) and t and ω ∈ R.) Then, clearly
lim
t→∞
1
t
∥∥C(t)f ∥∥1 = 0 (f ∈ L1).
On the other hand, we have for f ∈ L+1 and t > 0
∥∥S(t)f ∥∥1 = t‖f ‖1 and
∥∥∥∥∥
t∫
0
S(s)f ds
∥∥∥∥∥= 2−1t2‖f ‖1.
It follows that limt→∞ t−2‖
∫ t
0 S(s) ds‖ = 2−1, and if 0 = f ∈ L+1 , then we have
lim
t→∞
1
t
∥∥S(t)f ∥∥1 = ‖f ‖1 > 0 and limt→∞ 1t
∥∥∥∥∥
t∫
0
S(s)f ds
∥∥∥∥∥
1
= ∞.
This example implies that the reverse implication of (i) of Theorem 2.4 does not hold in
general and Corollary 4.3 does not hold in general if the hypothesis limt→∞ t−2‖
∫ t
0 S(s) ds‖ = 0
is weakened as
lim sup
t→∞
t−2
∥∥∥∥∥
t∫
0
S(s) ds
∥∥∥∥∥< ∞.
Similarly, (ii) of Theorem 4.2 does not hold if the hypothesis
lim
t→∞ t
−2
∥∥∥∥∥
t∫
0
S(s) ds
∥∥∥∥∥= 0
is weakened as lim supt→∞ t−2‖
∫ t
0 S(s) ds‖ < ∞. In fact, for 0 = f ∈ L+1 and λ > 0 we have
λ2
(
λ2 − A)−1f = λR(λ)f = λ
∞∫
0
e−λtC(t)f dt,
and hence
∥∥λ2(λ2 − A)−1f ∥∥1 = λ
∞∫
0
e−λt‖f ‖1 dt = ‖f ‖1 > 0.
It follows that lim infλ↓0 ‖λ(λ − A)‖  1, and hence from the zero-one law (Theorem 3.1(iii))
that 0 /∈ ρ(A).
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stability and characterizations of uniform (C,2)-mean stability of C(·) under the condition
‖C(t)‖ = o(t2) (t → ∞).
Theorem 4.4. Let C(·) be a cosine operator function with generator A.
(i) Suppose ‖C(t)x‖ = o(t2) (t → ∞) for all x ∈ X. Then C(·) is strongly (C,2)-mean sta-
ble (i.e., limt→∞ t−2
∫ t
0 S(s)x ds = 0 for all x ∈ X) if and only if ‖
∫ t
0 S(s) ds‖ = O(t2)
(t → ∞) and 0 ∈ ρ(A) ∪ σc(A).
(ii) Suppose ‖C(t)‖ = o(t2) (t → ∞). Then the following conditions are equivalent:
(a) 0 ∈ ρ(A);
(b0) limt→∞ t−2‖
∫ t
0 S(s) ds‖ = 0, i.e., C(·) is uniformly (C,2)-mean stable;
(c1) limλ→0+ ‖λ(λ − A)−1‖ = 0, i.e., C(·) is uniformly Abel-mean stable;
(c2) limλ→0+ ‖λ(λ2 − A)−1‖ = 0, i.e., S(·) is uniformly Abel-mean stable.
(iii) Suppose ‖C(t)‖ = O(t) (t → ∞). Then (a), (b0), (c1), (c2) are also equivalent to
(b1) ‖
∫ t
0 S(s) ds‖ = O(t) (t → ∞).
(iv) Suppose ‖C(t)x‖ = o(t) (t → ∞) for all x ∈ X. Then (a), (b0), (b1), (c1), and (c2) are also
equivalent to
(b2) S(·) is strongly (C,1)-mean stable, i.e., limt→∞ t−1
∫ t
0 S(s)x ds = 0 for all x ∈ X.
(v) Suppose ‖C(t)‖ = o(t) (t → ∞). Then conditions (a), (b0), (b1), (b2), (c1), and (c2) are
also equivalent to
(b3) S(·) is uniformly (C,1)-mean stable, i.e., t−1‖
∫ t
0 S(s) ds‖ → 0 as t → ∞.
(vi) Suppose ‖C(t)‖ = O(1) (t → ∞). Then conditions (a), (b0), (b1), (b2), (b3), (c1), and (c2)
are also equivalent to
(b4) supt>0 ‖
∫ t
0 S(s) ds‖ < ∞.
Proof. (i) Since A ∫ t0 S(s) ds = C(t) − I , we see that
lim
t→∞ t
−2
t∫
0
S(s)Ax ds = lim
t→∞ t
−2(C(t) − I)x = 0
for all x ∈ D(A), i.e., limt→∞ t−2
∫ t
0 S(s)x ds = 0 for all x ∈ R(A). Hence this also holds for all
x ∈ X if ‖ ∫ t0 S(s) ds‖ = O(t2) (t → ∞) and 0 ∈ ρ(A) ∪ σc(A).
Conversely, if limt→∞ t−2
∫ t
0 S(s)x ds = 0 for all x ∈ X, then ‖
∫ t
0 S(s) ds‖ = O(t2)
(t → ∞), by the uniform boundedness principle. Since
A
(
2t−2
t∫
0
S(s) ds
)
= 2t−2(C(t) − I)→ 0
strongly as t → ∞ and
2t−2
t∫
0
S(s) ds − I = A
(
2t−2
t∫
0
s∫
0
u∫
0
S(w)dw duds
)
,
we can apply the strong (C,2)-ergodic theorem [12] for cosine functions to assert that N(A) =
{0} and R(A) = X, which imply 0 ∈ ρ(A) ∪ σc(A).
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ous, and (b2) ⇒ (b1) follows from the uniform boundedness principle. Next, since (a) implies∫ t
0 S(s) ds = A−1(C(t) − I ), conditions (b0)–(b4) easily follow from (a) under the assumptions
in (ii), (iii), (iv), (v), and (vi), respectively.
(ii) (c1) ⇔ (c2) ⇔ (a) follow from Theorem 3.1(ii), and (b0) ⇒ (a) follows from Theo-
rem 4.2(ii).
Since ‖C(t)‖ = O(t) (t → ∞) implies ‖C(t)‖ = o(t2) (t → ∞), (iii) follows from (ii) and
the implication (a) ⇒ (b1) ⇒ (b0), which are observed above.
Since the assumption of (iv) implies ‖C(t)‖ = O(t) (t → ∞), by the uniform boundedness
principle, assertion (iv) follows from (iii) and the implications: (a) ⇒ (b2) ⇒ (b1), which have
been observed above.
Similarly, since ‖C(t)‖ = o(t) (t → ∞) implies ‖C(t)x‖ = o(t) (t → ∞) for all x ∈ X, and
‖C(t)‖ = O(1) implies ‖C(t)‖ = o(t) (t → ∞), with the above observation, one can deduce (v)
from (iv), and (vi) from (v). 
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