Abstract: Multivariate image analysis is a widely used technique for computing a spatial statistical characterization of an image. In this paper a modified method for multivariate image analysis is presented. The proposed method reformulates the approach previously presented by Bharati et al. [2004] extending its range of applicability by reducing its computational complexity and its memory requirements: this allows to take into consideration a larger set of spatial statistics to characterize the image texture. The proposed approach is applied to a case study concerning the estimation of the fiber diameter distribution in nanostructured membranes. The results suggest that the optimum range of spatial statistics used for characterizing the image is related to the size of the main textural features.
INTRODUCTION
The quality of several materials is determined by surface characteristics (like regularity, roughness, coarseness, presence of pits or scratches, and so on), which may be relevant at the visible level or at a microscopic scale. When these surface attributes are encoded into digital images, they are associated to the variation of intensity levels between pixels belonging to a given neighborhood, i.e. to a spatial form of information known as texture. Quality monitoring by automated visual inspection systems based on on-line or off-line image texture analysis has tremendously expanded in the last few years (Liu and MacGregor [2007] ), due to the increased availability of inexpensive digital cameras and computing power. Several areas have benefited from this expansion, ranging from product processing/manufacturing (Liu et al. [2005b] , Facco et al. [2009] , Liu et al. [2005a] ), to medical, pharmaceutical, and forensic sciences (Garcia-Munoz and Gierer [2010] , Kucheryavski et al. [2009] ). Bharati et al. [2004] provide a review of image texture analysis methods for product quality monitoring. They also show that using multivariate statistical tools, like principal component analysis (PCA; Jackson [1991] ) or projection to latent structures (PLS; Geladi and Kowalski [1986] ), to extract textural properties directly from a digital image is ineffective because of the loss of spatial information that an image is subject to after being unfolded. To overcome this problem, they propose a very effective way to regain spatial information by augmenting the image with shifted versions of itself (i.e. by applying different spatial filters to the image), in such a way that the spatial information associated to each pixel is captured by linking the pixel intensity to that of neighboring pixels. By proceeding this way, a truly multivariate intensity dataset can be built from the shifted and unfolded images in the form of a 2-D matrix, and spatial features can be easily extracted from this matrix using PCA or PLS. This approach has proved to be very effective in several applications, e.g. quality monitoring of paper transformation (Reis and Bauer [2009] ) and of ceramic tile (Prats-Montalban and Ferrer [2007] ).
However, one drawback of this approach is that the selected dimension of the neighborhood, wherein the original image is shifted, directly affects the multivariate image analysis (MIA) computation time. Therefore, when the neighboring region to be investigated is larger than say 3 × 3 pixels and the pixel dimension of the original image is not small, the 2-D matrix resulting from the shifting and unfolding operations may have very large column and row dimensions, giving rise to a tremendous calculation challenge for the application of MIA. Whereas in most cases analyzing a small (i.e. 3 × 3) neighboring region may be enough for capturing the most significant textural attributes of a surface, texture analysis may be improved in some instances if larger neighborhoods are explored.
The purpose of this paper is to augment the method of Bharati et al. [2004] by allowing much larger pixel neighborhoods to be analyzed with very low computa-tional effort. The proposed method reformulates the MIA approach proposed by Bharati et al. [2004] in a three step procedure: first the image spatial correlations are efficiently computed by means of the fast Fourier transform (FFT) and the convolution theorem (Oppenheim and Schafer [1975] ). Then, a set of spatial filters are obtained from the singular value decomposition of a, typically small, matrix of image local correlations. These filters extract the most important spatial features of the image. After that, a small set of texture descriptors is computed to summarize the statistical characteristics of the extracted features. To ensure a complete characterization of the image texture such descriptors are computed at multiple scales of resolution, using a wavelet multi-resolution representation (Mallat [1999] ) of the spatial feature values. The proposed approach, in combination with a PLS model, is tested for the problem of fiber diameter characterization in nanofiber membranes.
NANOFIBER MEMBRANE FABRICATION
Polymer nanofiber membranes are the material considered as a case study in this work. These membranes are interesting for a wide range of industrial applications (e.g. filtration, reinforced materials, tissue engineering) and are fabricated by electrospinning, a technique exploiting an electric field to obtain nanofibers by pumping a polymer solution through a spinnerette (Rutledge and Fridrikh [2007] ; Roso et al. [2008] ). Figure 1 shows an example of nanofiber membrane.
In this study we would like to estimate the nanofiber diameter distribution using digital images of the membranes. The estimation technique proposed by is used, where textural features are extracted from a multiresolution version of the image in the form of statistical descriptors, which are then used as regressors to determine the required response (namely, the vigintiles of the nanofiber diameter distribution).
Whereas employed a 3 × 3 pixel neighborhood to build a multivariate image of the membranes under study, here we test whether exploring larger neighborhoods may prove more effective for the extraction of textural features. The results in terms of predicted fiber diameter distribution will be compared to those coming from the direct measurement of this distribution by means of the algorithm developed by .
ESTIMATION OF FIBER DIAMETER DISTRIBUTION
In this section the problem of estimating the distribution of membrane fiber diameters from a scanning electron microscope (SEM) image is decomposed in a four-step procedure:
• Image preprocessing: adjustment and denoising.
• MIA: it is applied to extract proper spatial features of the membrane fibers.
• Membrane texture characterization: a proper set of statistical descriptors is computed at multiple resolutions of the feature space obtained by means of MIA. • Diameter distribution estimation: PLS is used to estimate the relation between the estimated texture descriptors and the fiber diameter distribution.
A detailed description of the four steps of such procedure will be provided in the following subsections.
Image preprocessing
Since often the SEM image is quite noisy, the first step of the procedure is a wavelet-based denoising. Furthermore, to ensure the independence of the procedure on variations of the overall image intensities, also a standard intensity equalization is applied to the image.
Multivariate image analysis
The aim of MIA is that of using a properly chosen set of spatial filters to extract the spatial features characterizing the image texture. The set of spatial filters is tailored on the data itself, i.e. they are chosen as the most representative of the second order spatial statistics of the image.
In the first part of this subsection, standard MIA method, as proposed in Bharati et al. [2004] , is reviewed. Unfortunately, because of its quite high memory requirement and computational cost, in practical applications such method is restricted to consider only very small neighborhood of spatial statistics. Since texture can be characterized by statistics at quite large spatial distances (Section 4, and Idrissa and Acheroy [2002] ), then in the second part of this subsection the MIA method is revised and reformulated in such a way as to allow taking into consideration also statistics on large spatial neighborhood.
Let I be the original image and I ij its version shifted by i and j pixels respectively on the horizontal and vertical directions. Without loss of generality, assume that such images, {I ij }, are all of the same size r × c, i.e. they have been properly cropped. Furthermore, let d be the maximum distance at which the texture spatial statistics are relevant for the membrane surface characterization. Then, the MIA method (Bharati et al. [2004] ) can be summarized as follows:
• Collect the (2d + 1) 2 shifted and cropped versions I ij of
• Define the column vector Y ij as the vectorization of I ij , Y ij = vect(I ij ). Choose a sorting order for the vectors {Y ij }, then, with a slight abuse of notation, hereafter such vectors will be indicated as
• Form the matrix Y stacking the image vectors:
the PCA representation of Y , retaining only the n components with larger singular values (n ≤ (2d+1) 2 , but usually n (2d + 1) 2 ):
Fig. 2. MIA scheme (Bharati et al. [2004] ).
Notice that the columns of F are the vectorization of n spatial filters, f 1 , f 2 . . . f n , of size (2d + 1) × (2d + 1). Such filters are tailored on the particular spatial correlations of I: since {f i } are chosen between the eigenvectors of Y Y (Horn and Johnson [1985] ) and Y contains the locally shifted versions of I (see Fig. 3 ), then it can be proved that F is the most representative local spatial basis for the image with respect to its local spatial correlations, i.e. the basis which allows the local representation with lowest Frobenius error when 1 ≤ n < (2d + 1) 2 . In this sense the computed filters can be called the most descriptive of the texture characteristics. Then, f i is a spatial feature extractor: the i-th column in X, X i , is a vector of coefficients for the spatial feature associated to f i . Let χ i be obtained reshaping X i to an r × c matrix (i.e. inverting the vectorization operator).
Y is an (rc) × (2d + 1) 2 matrix, where nowadays typically r ≥ 1000 and c ≥ 1000. Since Y can be a very large matrix, computing the SVD of Y becomes quickly unfeasible 1 as far as d becomes large, e.g. for d ≥ 3. While in some applications small spatial filters, d ≤ 2, can be sufficient to obtain a satisfactory characterization of the image texture, in some other cases a larger d can be necessary, e.g. see Section 4.
In the following the MIA method will be reformulated, using parsimonious (from the point of view of memory and time requirements) techniques to compute X and F .
According to the observations above, the filters can be computed as the eigenvectors of C = Y Y : since C is a (2d + 1) 2 × (2d + 1) 2 matrix, for the values of typical interest for d, e.g. d ≈ 10, this computation is very fast with respect to computing the SVD of Y .
By construction C is a matrix containing the local spatial correlations of I, as shown in Fig.3 . Hence, by the convolution theorem, the spatial correlations of I can be computed efficiently using the FFT, and C can be obtained properly selecting and rearranging the computed spatial correlations of I.
Furthermore, X can be computed in O(rcnd 2 ) (where d is usually much lower than r and c), filtering the image with the spatial filters f 1 , . . . , f n .
Hence, F and X can be conveniently computed as follows (improved MIA):
• Compute the spatial correlations of I using the FFT (convolution theorem).
• Rearrange the obtained correlations to form C.
• Compute C = V S 2 V T via SVD.
• Set F as the first n columns of V , and compute X filtering I with the filters in F .
A more detailed comparison between the computational complexity of the MIA and its improved version will be reported in the discussion of section 4.
Multiresolution texture characterization
As described previously, each spatial filter f i is used to extract the corresponding spatial features X i . Since, these filters are the most descriptive for the local spatial texture statistics, they extract very representative spatial features of the texture itself. Then, this subsection aims at computing a small set of parameters statistically characterizing the texture features extracted from the spatial filters. Furthermore, since the texture can have very important and discriminative characteristics at different scales, then such characterizing parameters are computed at different resolutions.
First, a multiresolution representation of each χ i is obtained by means of the discrete wavelet transform (DWT, Mallat [1999] ). To be more precise, the Daubechies D8 wavelet has been used to compute the DWT.
1 Because of memory and computational time requirements.
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Let χ j i be the low-pass representation of χ i at scale j, where χ 0 i = χ i . Furthermore, let p ij be an histogram formed by the values in χ j i . In simulations of section 4 the number of bins in p ij is set to 16 and they are uniformly distributed among the values assumed by χ j i . Without loss of generality, p ij is assumed to be normalized, i.e. h p ij (h) = 1. Then, the following statistical descriptors are computed to statistically characterize χ j i , 1 ≤ i ≤ n, 0 ≤ j ≤j:
where "standard dev" in (3) stands for standard deviation, · F is the Frobenius norm, µ ij is the sample mean of the coefficient values in χ j i , |χ j i | is the cardinality of χ j i , andj is a design parameter which determines how many scales have to be considered. An automatic procedure for the choice ofj has been proposed by .
Fiber diameter estimation: PLS approach
The responses of spatial filters {f i } provide information about characteristic features in the image, e.g. edges, contours. Then, filter responses include also information about fiber diameters in the image. The rationale of this subsection is that of modeling the relation between the texture statistical descriptors (1)-(5) (which summarize the information provided by filter responses) and the distribution of fiber's diameters with the linear system (6). Finally, the paramenters in system (6) are computed using PLS.
Assume that T images are available during the learning procedure, where each of such images contains some dozens of fibers. Then, the diameter of these fibers can be measured numerically ), although this way be computationally intensive. In particular, to increase the robustness in such estimation, the fiber diameter distribution is estimated only at its vigintiles. Then, the aim of PLS is that of estimating the relation between the texture descriptors (1)-(5) and the fiber diameter values at all the vigintiles. The estimation operation is computationally inexpensive.
Let x t be a row vector associated to the tth learning image formed by the descriptors in (1)-(5) computed for 1 ≤ i ≤ n, 0 ≤ j ≤j. Similarly, let y t be a row vector of length 19, where the hth element in y t (1 ≤ h ≤ 19) is defined as follows: y t (h) = value of fiber diameter at the (5h)th percentile in image t.
Then, PLS is used to compute a linear regression between the x t and the y t vectors:
where P and Q are model matrices to be learnt, while e t and η t are the regression errors (to be minimized during the learning procedure). The coefficients in z t are also called the latent variables in the PLS representation (6): they aim at summarizing the cross-information between x t and y t . l v is defined as the size of z t , i.e. it corresponds to the number of latent variables used in (6).
When processing a new validation image, system (6) is used to evaluate the y t associated to the image. Letŷ t be the estimated output computed by means of (6) and y t the correct output (ground truth). Then, the root mean square error betweenŷ t and y t is computed to evaluate the system performance.
The reader is referred to Geladi and Kowalski [1986] for a more detailed description of PLS and its applications.
RESULTS AND DISCUSSIONS
In this section the proposed procedure for fiber diameter distribution estimation is tested on a data set of 62 membrane images.
For comparison, MIA and model (6) are applied for different values of the neighborhood size d, the number of principal components, n, used in MIA, and the number of latent variables, l v , in system (6). In particular, such parameter values vary among the following sets: 3, 5, 7, 9, 11, 13, 15, 17, 19} , 4, 6, 8, 10, 12, 14, 16, 18, 20, 22} . Then, for each choice of the parameters the following learning and cross-validation procedure is used:
• The data set is partitioned in 6 groups of 10 images, and a 7th group containing the remaining 2 images.
• Each of the first 6 groups is iteratively selected: at each step of iteration the selected group is used as validation set, while the 52 non-selected images are used for learning the parameter values in MIA and in model (6). A normalized estimation error (NE) between the estimated and the ground truth diameter distribution values is computed on the validation set at each step of iteration, e.g. at step 1 the validation set is formed by the first 10 images, and their normalized error is computed as:
• The validation results are computed as the mean values of those obtained in the six iterations, i.e. NE = 1 6 6 h=1 NE h .
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The results of the described validation procedure are summarized in Table 4 . Notice that, for the sake of readability of the table, for each value of d only the best choice for the parameters n and l v is reported, i.e. only the model which achieves the best NE performance. Furthermore, Figure 4 shows the comparison, on the test image of Figure 1 , between the ground truth fiber diameter cumulative distribution (measured with the method described in ) and the estimated ones. Similarly, Figure 5 shows the cumulative distribution estimation error. In both the figures are reported the results obtained with a small, d = 1, and an optimal, d = 9, size of the neighborhood. The corresponding values of n and l v are as in Table 4 . Table 4 .
Some observations are now in order. the results in Table 4 show that considering a larger neighborhood can significantly increase the system performance, at least in this case study. Specifically, the best NE reached with d = 1 is 6.67%, while the best NE among all the considered choices of the parameters is 4.78%, with d = 9. Thus, the performance improvement with respect to the d = 1 case is of approximatively (6.67 − 4.78)/6.67 = 28.3%.
From a computational point of view, the main advantages of the improved MIA approach are the much lower memory Table 4 .
requirements and its computational efficiency, which allow to compute texture features also at quite large spatial distances.
The computational complexity of standard MIA is determined by the use of the SVD 2 and its O(rcd 4 ), where usually r ≈ c and c d, i.e. in the simulations of this section c ≈ 1000, d < 20.
In the improved MIA case, the computational cost, O(rc log(max(r, c)) + d 6 + rcnd 2 ), is decomposed in three terms, due to, respectively, the FFT, the SVD decomposition of C and the computation of X. For typical values of the parameters the first two terms are negligible, and the complexity of the improved MIA approach, O(rcnd 2 ), results to be much lower than the standard MIA case. Similar considerations can be repeated also for the memory requirements.
A practical confirmation of the above observations is provided by the simulations performed in the case study presented in this section: using standard MIA the simulations were limited to d ≤ 2 because of out of memory errors 3 for d ≥ 3, while it was possible to apply the improved MIA approach even with d = 30. Larger values of d were not tested on the improved MIA approach for several reasons: first, because the boundary value of feasibility depends on the particular machine which is used. Furthermore, changes in r and c may reflect in possible changes in such boundary value. Finally, d = 30 corresponds to a neighborhood of size 61 × 61 pixels 2 which should be sufficient for almost all the possible applications.
Finally, notice that, in this case study, the optimum neighborhood width is 19 pixels (determined by d = 9 in Table 4 ), which approximatively corresponds to the mean fiber width (in pixels). This observation suggests that the optimal size of the spatial neighborhood in the MIA is related to the size of the texture features in the considered images.
Then, the rationale is that the use of a large neighborhood is convenient when the texture features are quite large; conversely when the texture characteristics are very local a small d should be considered in MIA. This consideration is in accordance with the suggestion provided in Bharati et al. [2004] (i.e. using d = 1) where texture spatial features are typically limited to the size of few pixels.
CONCLUSIONS
In this paper a recently proposed multivariate image analysis techniques has been improved. This technique has been used in several applications for extracting image texture characteristics and for image denoising. In spite of the quite large range of applications in which it has been applied, due computational reasons its use has been limited to the analysis of only very local texture characteristics, i.e. very small neighborhood size, d typically lower or equal than 2.
The revised algorithm proposed here extends the use of the MIA technique allowing the choice of quite large neighborhood sizes. This has been possible by reformulating the MIA algorithm in a more efficient way (both computationally and from the memory requirements point of view).
The proposed improved MIA approach has been applied to the problem of estimating nanofiber diameter distributions. The results in this case study prove that an increase in the spatial neighborhood size for the texture statistical characterization can significantly improve the diameter estimation performances.
