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DRIFT, MINORIZATION, AND HITTING TIMES
ROBERT M. ANDERSON, HAOSUI DUANMU, AARON SMITH, AND JUN YANG
Abstract. The “drift-and-minorization” method, introduced and popularized
in [Ros95; MT94; MT12], remains the most popular approach for bounding
the convergence rates of Markov chains used in statistical computation. This
approach requires estimates of two quantities: the rate at which a single copy
of the Markov chain “drifts” towards a fixed “small set”, and a “minorization
condition” which gives the worst-case time for two Markov chains started
within the small set to couple with moderately large probability. In this paper,
we build on [Oli12; PS15] and our work [ADS19a; ADS19b] to replace the
“minorization condition” with an alternative “hitting condition” that is stated
in terms of only one Markov chain, and illustrate how this can be used to
obtain similar bounds that can be easier to use.
1. Introduction
Since the seminal article by Gelfand and Smith [GS90], Markov chain Monte
Carlo methods (MCMC) have become ubiquitous in statistical computing. These
methods suffer from a well-known problem: although it is easy to construct many
MCMC algorithms that are guaranteed to converge eventually, it is typically very
difficult to tell how long convergence will take for any given MCMC algorithm (see
e.g. [JH01; DKSC08]). Even worse, it is usually difficult to tell if an MCMC has
converged yet, even after running it (see e.g. [GR92] for an important early paper
in the “diagnostics” literature, [BBM11] for a proof that the problem is intractable
in general, and [Hsu+19; Hub16] for cases where the problem becomes tractable).
In the decades since the publication of Gelfand and Smith [GS90], many techniques
have been developed to try to solve this problem for classes of MCMC algorithms
that are important in statistics (see e.g. the surveys by Jones and Hobert [JH01]
and Diaconis [Dia09]). The most popular of these techniques is the “drift-and-
minorization” method, introduced and popularized in [Ros95; MT94; MT12]. The
purpose of this note is to introduce a similar bound in which the minorization
condition (see Inequality Eq. (1.2)) is replaced by a hitting condition (see Definition
2.5). Beyond this substitution, our main result is quite similar to previous drift-and-
minorization bounds.
It is natural to ask: why would one bother to replace a minorization condition
by a hitting condition? We defer a detailed discussion of this issue to Section 4, but
highlight here the main motivation:
We don’t make the strong claim that any chains of particular statistical in-
terest satisfy our drift-and-hitting condition but fail to satisfy previous drift-and-
minorization conditions.1 In particular, we don’t know of any interesting examples
for which our new result can be used and it is impossible to use previous results.
1We suspect that some modifications of the definitions would be needed to establish a precise
equivalence for some class of Markov chains, but this is outside the scope of the current article.
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Although we don’t have examples for which a minorization condition is impossible
to establish, we give what we consider to be fairly strong evidence that it can be
much harder than a hitting condition and is never much easier. Difficulty is of
course subjective, but we think that the following provides some strong and fairly
objective evidence that others will share this perception:
(1) We provide a specific class of examples for which a few previous papers have
failed to establish a quantitatively-strong minorization bound. We provide
a quantitatively-strong hitting bound, and furthermore this bound follows
immediately from some well-known calculations for discrete Markov chains
(and some soft arguments from analysis). Thus, there exist examples for
which hitting conditions seem to be easier to obtain.
(2) More generally, the question of when a hitting-time bound implies a
minorization-like condition was an open question for many years, even
in the setting of finite Markov chains. The finite case was eventually re-
solved by experts in the area in a few nontrivial papers [Oli12; PS15]. For
general Markov processes, similar connections were established in [ADS19a]
and [ADS19b], using nonstandard techniques developed in [DRW18]. This
provides some evidence that it is “hard” to get a minorization bound from
a hitting bound.
(3) In the other direction, we provide a short and elementary argument showing
that a minorization bound implies a quantitatively-similar hitting bound.
This provides some evidence that it is “easy” to get a hitting bound from a
minorization bound.
Having summarized our motivation, we continue by setting some notation and
recalling an important special case of the drift-and-minorization bound. Throughout
this paper, unless otherwise mentioned, we use X to denote the state space of the
underlying Markov process and we always assume that X is a topological space.
Denote by {g(x, 1, ·)}x∈X the transition kernel of some Markov chain on state space
X with (unique) stationary measure pi on the Borel σ-field B[X ]. For any t ∈ N, we
write g(x, t, ·) to denote the t-step transition kernel generated from {g(x, 1, ·)}x∈X .
We say that g exhibits a “drift” or “Lyapunov” condition if there exists a function
V : X 7→ [0,∞) and constants 0 ≤ λ < 1, 0 ≤ b <∞ so that
(gV )(x) =
∫
V (y)g(x, 1,dy) ≤ λV (x) + b, (1.1)
for all x ∈ X . We say that g exhibits a “minorization” condition if there exists a set
C ∈ B[X ], constants 0 <  ≤ 1, t0 ∈ N, and measure µ on X so that
g(x, t0, ·) ≥  µ(·) (1.2)
for all x ∈ C. We say g satisfies conditions Eq. (1.1), Eq. (1.2) compatibly if it
satisfies both and there exists r > 2b1−λ such that
C ⊃ {x ∈ X : V (x) ≤ r}. (1.3)
[Ros95, Thm. 12] says that any kernel g satisfying these conditions compatibly is
geometrically ergodic, and also gives quantitative bounds on the convergence rate:
Theorem 1.1 (Paraphrase of [Ros95, Thm. 12]). Let g satisfy conditions Eq. (1.1),
Eq. (1.2) compatibly. Then there exists M : X 7→ [0,∞) and 0 < ρ ≤ 1 such that
‖g(x, t, ·)− pi(·)‖TV ≤M(x)(1− ρ)t (1.4)
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for all x ∈ X and t ∈ N. Moreover, there is an explicit formula for M and ρ in
terms of the constants λ, b, t0, , r.
There are more sophisticated versions of this drift-and-minorization bound,
including results in the same paper [Ros95], but most are based on two conditions
that are similar to Eq. (1.1) and Eq. (1.2).
The goal of the present paper is to present results similar to Theorem 1.1, in
which the minorization condition Eq. (1.2) has been replaced by related hitting
conditions. Recall that the hitting time of a set A ∈ B[X ] for a Markov chain
{Xt}t∈N is:
τ(A) = min{t ∈ N : Xt ∈ A}. (1.5)
Note that τ(A) = ∞ if A = ∅. We now introduce the maximum hitting time (of
sets with large measure):
Definition 1.2. Let α ∈ R>0. The maximum hitting time (with parameter α) is
tH(g, α) = sup{Ex[τ(A)] : x ∈ X,A ∈ B[X ] such that pi(A) ≥ α}, (1.6)
where Ex is the expectation of a measure in the space which generates the underlying
Markov process and the subscript x is the starting point of the Markov process.
When the kernel is clear from the context, we write tH(α) = tH(g, α). We will
replace Inequality Eq. (1.2) with an assumption about tH(g
′, α) for some kernel g′;
in practice we will take g′ to be an appropriate restriction of the dynamics of g to
some small set.
1.1. Guide to Paper. We give our main drift-and-hit theorem in Section 2, show
that its conditions are satisfied for various common MCMC chains in Section 3,
and describe why it can (sometimes) give better results than the usual drift-and-
minorization theorem in Section 4.
1.2. Previous Work. This paper is based on the asymptotic equivalence of mixing
and hitting times as established in the sequence of papers [Oli12; PS15; BHP15;
ADS19a; ADS19b]. This relationship allows us to show that our hitting condition
(see Definition 2.5) implies something very close to the minorization condition
Eq. (1.2), and thus to use the framework of Rosenthal [Ros95]. We note that our
recent works [ADS19a; ADS19b] are based on the work of Peres and Sousi [PS15] and
Oliveira [Oli12], which initially established this equivalence of mixing and hitting
times in the special case that X is finite. [ADS19a] and [ADS19b] make heavy use
of hyperfinite representation of Markov processes, which is established by Duanmu,
Rosenthal, and Weiss [DRW18].
There is a large literature exploring the drift-and-minorization approach to
bounding the convergence rate of Markov chains, including various efforts to tweak
its conditions. A simple and very closely-related paper is [RR01], which is also
primarily concerned with replacing the minorization condition by a condition that
is in some sense equivalent but sometimes easier to verify in practice.
More generally, see e.g. [CGZ13] and works referenced therein for a discussion of
the relationship between drift-and-minorization conditions, hitting time conditions,
and other ways to measure the convergence rates of Markov chains (though in
a slightly different setting from the present paper). As discussed in that paper,
existing equivalences are not always useful for obtaining strong quantitative bounds
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on convergence rates - even if two conditions give some bound on convergence rates,
they may not give similar bounds.
There is a large literature on calculating and bounding expected hitting times.
We give here a very incomplete survey of some results that may be helpful:
It is typically straightforward to give a recurrence leading to an exact expression,
though this may be difficult to use (see e.g. [LPW09, Chapter 10] for the discrete
case). In some cases, these recurrences have been solved in a useful way (see e.g.
[PT96] for the simplest setting); as we see later in this paper, these hitting-time
formulas are sometimes easier to use than exact mixing-time formulas, even when
both are available in some form. In other situations, exact formulas for hitting
times may be too complicated to use. Popular tools for estimating hitting times
in these settings include spectral methods (see e.g. the main result of [Mic10],
or [SS19, Lemma 8]) or using tools from the metastability literature to “reduce”
a Markov chain to simpler dynamics (see e.g. the recent survey [Lan19], which
includes formulas for hitting times that may be useful in other regimes).
2. Bounded Mixing Times for Dominated Chains
We recall the definition of mixing time:
Definition 2.1. Fix  ≥ 0 and a non-empty set A ∈ B[X ]. The mixing time in A
with respect to  is defined as
tm(, A) = min
{
t ≥ 0 : sup
x∈A
‖g(x, t, ·)− pi(·)‖TV ≤ 
}
. (2.1)
The lazy mixing time in A with respect to  is
tL(, A) = min
{
t ∈ N : sup
x∈A
‖ gL(x, t, ·)− pi(·) ‖TV≤ 
}
, (2.2)
where gL(x, 1, ·) = 12g(x, 1, ·) + 12δx(·).
For notational convenience, we write tm(A) or tL(A) to mean tm(
1
4 , A) or tL(
1
4 , A),
write tm() or tL() to mean tm(,X ) or tL(,X ), and write tm or tL to mean tm( 14 ,X )
or tL(
1
4 ,X ).
In practice, it is rare for transition kernels g corresponding to MCMC algorithms
on unbounded state spaces to have finite mixing times (this would require jumps
of unbounded size, and these are often difficult to construct). For this reason, the
mixing and maximal hitting times cannot be directly compared in a meaningful way.
We will fix this problem by constructing related Markov chains that both (i) have
finite mixing times and (ii) have dynamics that are “slightly faster” than those of g.
We introduce the following definition to formalize this idea:
Definition 2.2 (Dominated Chain). Let g be a transition kernel on state space
X with associated σ-field B[X ]. We say that a transition kernel g(S) with support
contained in S is S-dominated by g if it satisfies the following two properties:
(1) The stationary measure pi(S) of g(S) is given by
pi(S)(A) =
pi(A ∩ S)
pi(S)
(2.3)
for all A ∈ B[X ].
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(2) The transitions of g(S) satisfy
g(S)(x, 1, A) ≥ g(x, 1, A) (2.4)
for all x ∈ S and A ⊂ S with A ∈ B[X ].
There are many constructions in the literature that satisfy this S-domination
property. The most famous of these is probably the trace of a chain on S, but in
this paper we focus on restrictions that are more specialized to Metropolis–Hastings
and Gibbs samplers.
Definition 2.3 (Metropolis-Hastings Restriction of Sampler). Fix an ergodic tran-
sition kernel g with stationary measure pi and fix S ∈ B[X ] with pi(S) > 0. We
define the restriction g(S) of g to S to be the transition kernel on S given by the
formula:
g(S)(x, 1, A) = g(x, 1, A ∩ S) + 1x∈S (1− g(x, 1, A ∩ S)). (2.5)
We note that this restricted sampler is exactly the “usual” Metropolis-Hastings
kernel with proposal g and target pi(S) when the latter is defined (e.g. when g is
reversible with respect to some measure, and {g(x, 1, ·)}x∈X and pi(·) have densities
with respect to a common dominating measure).
In the special case of the Gibbs sampler, another restriction is sometimes useful:
Definition 2.4 (Restricted Gibbs Samplers). Recall that the Gibbs sampler is
uniquely defined by the target distribution. If g is a Gibbs sampler targeting pi and
S ∈ B[X ] has pi(S) > 0, we define the Gibbs restriction g(S) of g to S to be the
Gibbs sampler g(S) targeting the measure pi(S) defined in Eq. (2.3).
It is clear that both of these constructions give S-dominated chains, as does the
usual trace process (see e.g. [BL10, Section 6] for the last result); in general, all
three are different. For the remainder of this section, we will always fix a kernel g
and denote by g(C) any specific kernel that is C-dominated by g.
The following hitting condition plays an essential role throughout the paper.
Definition 2.5. Fix C ∈ B[X ] with pi(C) > 0. For α ∈ R>0, denote by t(C)H (α) the
maximum hitting time of large sets for g(C). We say that g satisfies the C-hitting
condition if there exists 0 < α < 0.5 such that t
(C)
H (α) <∞.
For a fixed collection of constants D = {dα : 0 < α < 0.5}, define G(D) to be the
collection of kernels g satisfying tm ≤ dαtH(α).
We recall that the main results in [Oli12; PS15; BHP15; ADS19a; ADS19b] show
that there exist universal constants D so that this is satisfied for all g in certain
large classes.
Definition 2.6. We say that g satisfies the drift condition Eq. (1.1) and the
C-hitting condition (Definition 2.5) compatibly for α,C,D if:
(1) g satisfies both the drift condition Eq. (1.1) and the C-hitting condition.
(2) g(C) satisfies the drift condition Eq. (1.1) with the same V, λ, b as g.
(3) g(C) ∈ G(D).
(4) C ⊃ {x ∈ X : V (x) ≤ r} for some r > 2b1−λ .
It is straightforward to check that these conditions imply that t
(C)
H (α) <∞ for
all 0 < α < 1, though for convenience we will typically focus on only one or two
values at a time.
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The main result of this section, whose proof is deferred until the end, is:
Theorem 2.7. Let g be a transition kernel on the state space X that satisfies
Eq. (1.1) and Definition 2.5 compatibly for some C ∈ B[X ] with pi(C) > 0 and some
D,α. Define
C ′ = {x ∈ X : V (x) ≤ r′} (2.6)
for some r′ > 2b1−λ . Suppose C ⊃ {x ∈ X : V (x) ≤ r} for some r > 2b+24r
′
1−λ .
Under these assumptions, there exists M : X 7→ [0,∞) and 0 < ρ ≤ 1 such that
‖g(x, t, ·)− pi(·)‖TV ≤M(x)(1− ρ)t (2.7)
for all x ∈ X and t ∈ N. Moreover, there is an explicit formula for M and ρ in
terms of the constants λ, b, r,D, α.
The main difference between Theorem 2.7 and Theorem 1.1 is that we have
replaced a minorization condition on a small set with a hitting time condition on
a small set; the small sets themselves are of similar size, determined by the drift
condition.
Another obvious difference is that we have stated our hitting-time condition in
terms of a C-dominated kernel g(C) rather than the original kernel g. In principle
this change could have a large impact on the applicability of the results, sometimes
making it harder and sometimes easier. In practice we would be surprised if this
change had a large impact. In simple examples, such as the example studied in
Theorem 4.2 with sets C that are intervals with stationary measure substantially
over 0.5, the three C-dominated chains discussed in this paper have dynamics that
are quite similar to those of g; as a result similar analyses are possible.
We need some additional notation before proving Theorem 2.7. Let t
(C)
m denote
the mixing time for g(C). We now show that we can obtain a minorization condition
similar to Eq. (1.2) by combining the hitting condition in Definition 2.5 and the
drift condition in Eq. (1.1).
Theorem 2.8. Given the assumptions of Theorem 2.7, for t > t
(C)
m (C ′)
sup
x,y∈C′
‖g(x, t, ·)− g(y, t, ·)‖TV ≤ 2
3
. (2.8)
Proof. Fix x ∈ C ′ and pick 0 < α < 0.5 as in Definition 2.5. Let T = t(C)m (C ′) ≤
dαt
(C)
H (α) <∞. As x ∈ C ′, by assumption, we have
‖g(C)(x, T, ·)− pi(C)(·)‖TV ≤ 1
4
. (2.9)
Next, we denote by {Xt}t∈N a Markov chain with transition kernel g starting
at point X0 = x ∈ C ′, and we denote by {Yt}t∈N a Markov chain with transition
kernel g(C) starting at the same point x. By Eq. (1.1), we have for all t ∈ N
E[V (Xt)|Xt−1] ≤ λV (Xt−1) + b. (2.10)
Iterating this bound, we have
E[V (Xt)] ≤ λE[V (Xt−1)] + b ≤ λ(λE[V (Xt−2)] + b) + b
≤ . . . ≤ λtV (X0) + b
1− λ.
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By assumption, max{V (X0), V (Y0)} ≤ r′, so we have
max{E[V (Xt)], E[V (Yt)]} ≤ λtr′ + b
1− λ (2.11)
for all t ∈ N. By a union bound and Markov’s inequality, we have
P
[
max
0≤t≤T
{V (Xt), V (Yt)} > r
]
≤ P
[
max
0≤t≤T
V (Xt) > r
]
+ P
[
max
0≤t≤T
V (Yt) > r
]
≤ 2
r − b1−λ
(
T∑
t=0
λtr′
)
≤ 2
r − b1−λ
(
r′
1− λ
)
=
2r′
d(1− λ)− b ≤
2r′
b+ 24r′
≤ 1
12
.
By the second part of the definition of the dominating chain in Definition 2.6, it
is possible to couple {Xt, Yt} so that they are equal until (at least) the first time
that either leaves C. Applying the bound immediately above this paragraph and
the assumption C ⊃ {x ∈ X : V (x) ≤ r}, we find
P[XT 6= YT ] ≤ P
[
max
0≤t≤T
{V (Xt), V (Yt)} > r
]
≤ 1
12
. (2.12)
Applying this with Eq. (2.9), we have ‖g(x, T, ·) − pi(C)(·)‖TV ≤ 14 + 112 = 13 . By
triangle inequality again, we have supx,y∈C′ ‖g(x, t, ·) − g(y, t, ·)‖TV ≤ 23 for all
t > T = t
(C)
m (C ′). 
The following result is a minor modification of [Ros95, Thm. 12]. Before stating
it, we recall the pseudo-minorization condition of [RR01]. The usual minorization
condition, Inequality (1.2), requires that g(x, t0, ·) be “minorized” by a single
measure µ for all x ∈ C:
g(x, t0, ·) ≥  µ(·). (2.13)
The pseudo-minorization condition relaxes this, requiring only that all pairs x, y ∈ C
have some minorizing measure µx,y satisfying:
g(x, t0, ·), g(y, t0, ·) ≥ µx,y(·). (2.14)
Lemma 2.9. Let g satisfy Eq. (1.1). Let S be a measurable subset of X such that
(1) S ⊃ {x ∈ X : V (x) ≤ r} for some r > 2b1−λ .
(2) supx,y∈S ‖g(x, 1, ·)− g(y, 1, ·)‖TV ≤ 1−  for some  > 0.
Then for every 0 < p < 1 and every x ∈ X we have
‖g(x, t, ·)− pi(·)‖TV
≤ (1− )pt +
(
1 +
b
1− λ + V (x)
)[(
1 + 2b+ λr
1 + r
)1−p
(1 + 2(λr + b))p
]t
.
(2.15)
Proof. We first show the condition supx,y∈S ‖g(x, 1, ·)− g(y, 1, ·)‖TV ≤ 1−  implies
a pseudo-minorization condition from [RR01], which is weaker than the minorization
condition. By the definition of total variation distance, for any x, y ∈ S, there exists
Cxy ∈ B[X ] such that
‖g(x, 1, ·)− g(y, 1, ·)‖TV = g(x, 1, Cxy)− g(y, 1, Cxy) ≤ 1− . (2.16)
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Then we have g(x, 1, Ccxy) + g(y, 1, Cxy) ≥ . For any A ∈ B[X ], define
µxy(A) :=
g(y, 1, A ∩ Cxy) + g(x, 1, A ∩ Ccxy)
g(y, 1, Cxy) + g(x, 1, Ccxy)
. (2.17)
Then it can be verified that µxy(·) is a valid probability measure and
g(x, 1, ·) ≥ µxy(·), g(y, 1, ·) ≥ µxy(·). (2.18)
Therefore, S is a (1, , {µxy})-pseudo-small set in the sense of [RR01]. The result
then follows directly from [RR01, Proposition 2]. 
Proof of Theorem 2.7. We first apply Theorem 2.8 to obtain the second condition
in Lemma 2.9 and then apply Lemma 2.9. To see why the r.h.s. of Eq. (2.15) can
be written in the form of M(x)(1 − ρ)t, one first choose p such that (1 − )p =(
1+2b+λr
1+r
)1−p
(1 + 2(λr + b))p =: (1− ρ), then choose M(x) := 2 + b1−λ + V (x) to
get the desired result. 
3. Application to Gibbs and Metropolis–Hastings Samplers
3.1. Application to Gibbs Samplers. We begin by studying a large class of
Gibbs samplers defined in our companion paper [ADS19b]. We consider a class of
Gibbs samplers targeting a measure pi supported on a compact subset of Euclidean
space; without loss of generality we assume that the support of pi is inside of [0, 1]d.
For j ∈ {1, 2, . . . , d}, let pj : Rd 7→ R denote the projection to the j-th coordinate;
that is, pj(x1, . . . , xd) = xj . For x ∈ X and j ∈ {1, 2, . . . , d}, let
Ax,j = {a ∈ [0, 1]d : ∀ i 6= j, pi(a) = pi(x)}, (3.1)
be the line in [0, 1]d that passes through x and is parallel to the j’th coordinate axis.
Let Bx,j be the connected component (the largest connected subset) of Ax,j that
contains x. For the remainder of this section, we consider fixed H ∈ {A,B}, so that
e.g. either Hx,j = Ax,j or Hx,j = Bx,j .
We note that our sets Hx,j are always the intersection of a hyperplane with some
set. When we write
∫
Hx,j
f(y)dy, the measure “dy” always represents the Lebesgue
measure on this hyperplane, not Lebesgue measure on all of Rd. We make the
following assumption on pi:
Assumption 1. pi has a continuous density function ρ with respect to the Lebesgue
measure. Furthermore,
∫
Hx,j
ρ(y)dy > 0 for every x ∈ X and j ∈ {1, 2, . . . , d}.
We now set some further notation. Set X = [0, 1]d and let pix,j be the usual
conditional distribution of pi on Hx,j (that is, the measure with density ρ and
support Hx,j). Define the typical Gibbs sampler with target pi by
g(x, 1, A) =
1
d
d∑
j=1
pix,j(A) (3.2)
for every x ∈ X and A ∈ B[X ]. In the context of the Gibbs sampler only, the
C-dominated chain g(C) will always refer to the chain from Definition 2.4.
Theorem 3.1 ([ADS19b, Corollary. 4.5]). Let 0 < α < 12 . Suppose the target
distribution pi is supported on a compact subset of Euclidean space. Then there exist
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universal constants dα, d
′
α with the following property: for every {g(x, 1, ·)}x∈X of
the form Eq. (3.2) with pi satisfying Assumption 1, we have
d′αtH(α) ≤ tL ≤ dαtH(α). (3.3)
Remark 3.2. In the remainder of the paper, we will always take d′α, dα to be the
best constants with this property; it is clear that such optimal constants exist, even
if they are not obtained by the particular arguments cited above.
We note that these best constants are monotone in α, which will be used later.
We now state the following elementary facts about drift conditions.
Lemma 3.3. Suppose g is a transition kernel satisfying Eq. (1.1) with function
V and constants 0 ≤ λ < 1 and 0 ≤ b < ∞. Recall the lazy chain gL(x, 1, ·) =
1
2g(x, 1, ·) + 12δx(·). Then we have
(gLV )(x) =
∫
V (y)gL(x, 1,dy) ≤ 1 + λ
2
V (x) +
b
2
. (3.4)
Denoting by g(C) any dominated chain of the form 2.3 or 2.4 and g
(C)
L the
corresponding lazy chain, we also have
(g(C)V )(x) ≤ (gV )(x), (g(C)L V )(x) ≤ (gLV )(x) (3.5)
for any set C of the form C = {y : V (y) ≤ r}, any r > infy V (y) and any x ∈ C.
Proof. To prove Eq. (3.4), we have:
(gLV )(x) =
1
2
∫
V (y)g(x, 1,dy) +
1
2
V (x) ≤ 1 + λ
2
V (x) +
b
2
. (3.6)
To prove the first part of Eq. (3.5) for chains of the form Definition 2.3, we have
(g(C)V )(x)− (gV )(x) =
∫
y∈C
(V (x)− V (y))g(x, 1, dy) ≤ g(x, 1, Cc)(V (x)− r) ≤ 0.
(3.7)
The remaining cases are similar short calculations.

We now present the main result in this section:
Lemma 3.4. There exist a universal set of constants D = {dα}0<α<0.5 with the
following property: Any Gibbs sampler g that satisfies Assumption 1 and conditions
(1), (4) of Definition 2.6 for some compact set C of the form C = {x : V (x) ≤ r}
in fact satisfies all four conditions of Definition 2.6 with this choice of D.
Proof. Condition (2) is immediate from Lemma 3.3. Condition (3) is exactly the
content of Theorem 3.1.

Putting together Lemma 3.4 and Theorem 2.7 immediately gives:
Theorem 3.5. Let g be the transition kernel of a Gibbs sampler with targeting
distribution pi. Suppose g satisfies Eq. (1.1) and Definition 2.5 with α compatibly
for some compact C ∈ B[X ] with pi(C) > 0. Suppose pi(C) satisfies Assumption 1.
Suppose
C ⊃ {x ∈ X : V (x) ≤ r} (3.8)
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for some r′ > 2b1−λ , r >
2b1+24r
′
1−λ1 where λ1 =
1+λ
2 and b1 =
b
2 . Then there exists
M : X 7→ [0,∞) and 0 < ρ ≤ 1 such that
‖gL(x, t, ·)− pi(·)‖TV ≤M(x)(1− ρ)t (3.9)
for all x ∈ X and t ∈ N. Moreover, M and ρ depend only on the parameters
λ, b, α, C.
3.2. Application to Metropolis–Hastings Chain. In this section, we give re-
sults analogous to Lemma 3.4 for the following class of Metropolis–Hastings chain
defined in [ADS19b]:
Definition 3.6 (Metropolis–Hastings Chain). Fix a distribution pi with continuous
density function ρ supported on a subset of Euclidean space; without loss of generality
we assume that the support of pi is a subset of [0, 1]d. We fix a reversible kernel q
with unique stationary measure ν whose support contains that of pi. We assume
that ν has continuous density φ and that, for all x for which it is defined, q(x, 1, ·)
has Lebesgue density qx. Finally, we assume that the mapping (x, y) → qx(y) is
continuous. We define the acceptance function by the formula
β(x, y) = min
{
1,
ρ(y)qy(x)
ρ(x)qx(y)
}
. (3.10)
Define g to be the transition kernel given by the formula
g(x, 1, A) =
∫
y∈A
qx(y)β(x, y)dy + δ(x,A)
∫
[0,1]d
qx(y)(1− β(x, y))dy. (3.11)
Note that g is defined uniquely by its target ρ and proposal q.
Theorem 3.7 ([ADS19b, Corollary 6.5]). Let 0 < α < 12 . Then there exist universal
constants dα, d
′
α with the following property: for every Metropolis–Hastings chain
g of the form Eq. (3.11) satisfying conditions in Definition 3.6 such that its target
distribution has continuous density function with compact support, we have
d′αtH(α) ≤ tL ≤ dαtH(α). (3.12)
In the context of the Metropolis–Hastings sampler only, the C-dominated chain
g(C) will always refer to the chain from Definition 2.3. We note that Lemma 3.3
remains true with “Gibbs” replaced by “Metropolis–Hastings” the one time it is
used. As discussed in Remark 3.2, we always use the optimal constants when this
theorem is invoked, and these optimal constants are monotone in α.
We then have the main result of this section:
Lemma 3.8. There exist a universal set of constants D = {dα}0<α<0.5 with the
following property:
Any Metropolis–Hastings sampler g of the form Eq. (3.11) satisfying conditions
in Definition 3.6 and conditions (1), (4) of Definition 2.6 for some compact set C
of the form C = {x : V (x) ≤ r} in fact satisfies all four conditions of Definition
2.6 with this choice of D.
Proof. Condition (2) is immediate from Lemma 3.32. Condition (3) is exactly the
content of Theorem 3.7.

2As we have just noted, this applies with “Gibbs” replaced by “Metropolis–Hastings”.
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Combining Theorem 2.7 and Lemma 3.8 tells us that Theorem 3.5 holds for
Metropolis–Hastings samplers as well as Gibbs samplers (we don’t rewrite the
theorem to save space).
4. Comparison to Minorization and Illustrative Example
The main goal of this paper was to illustrate how the minorization condition
Eq. (1.4) in Theorem 1.1 can be replaced by a hitting-time condition (note that, in
both cases, a drift condition is still required to conclude that a chain is geometrically
ergodic). We have not yet seriously addressed the obvious question: why would
anyone wish to do this?
We would like to be able to say that using maximum hitting times gives better
bounds. However, the equivalence results of [Oli12; PS15; BHP15; ADS19a; ADS19b]
say that this nice response cannot be correct. After all, if mixing times and maximum
hitting times are equal up to some universal constants, methods based on maximum
hitting times must give bounds that are essentially equivalent to those obtained
from the pseudo-minorization condition of [RR01].
Instead of obtaining better results, we claim that bounds on the maximum hitting
time often have easier proofs. The “difficulty” of a proof is of course subjective, but
we give evidence based on the following concrete claims:
(1) Maximum hitting time bounds are never “harder” than pseudo-
minorization bounds: Any pseudo-minorization bound implies a maxi-
mum hitting time bound via a straightforward and very short proof (see
the argument leading up to Eq. (4.5)).
(2) In some realistic examples, we can compute maximum hitting
bounds but not pseudo-minorization bounds: We have a broad class
of simple but realistic examples for which we can compute good bounds on
the maximum hitting time, but have no realistic way to directly compute
good bounds on the mixing time (see Theorem 4.2).
Before illustrating the first, we say that a kernel g satisfies the t-step pseudo-
minorization condition of [RR01] on a set S with constant  > 0 if
‖g(x, t, ·)− g(y, t, ·)‖TV ≤ (1− ) (4.1)
for all x, y ∈ S. We note that any chain with a mixing time satisfies this pseudo-
minorization condition with t equal to the mixing time, S equal to the whole state
space and  = 14 . On the other hand, any chain satisfying a pseudo-minorization
condition on the whole state has a finite mixing time.
We now illustrate the first point. Consider any Markov chain with transition
kernel g, unique stationary measure pi and mixing time tm. Then for any measurable
A with pi(A) ≥ 13 and starting point x,
g(x, tm, A) ≥ pi(A)− ‖g(x, tm, ·)− pi(·)‖TV ≥ 1
12
. (4.2)
This implies, for all starting points x, measurable sets A with pi(A) ≥ 13 , and integers
k ∈ N,
Px [τ(A) > ktm | τ(A) > (k − 1)tm] ≤ 11
12
. (4.3)
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Using the integration-by-parts formula, this implies
Ex[τ(A)] ≤ tm
∞∑
k=0
Px[τ(A) > ktm] ≤ tm
∞∑
k=0
(
1− 1
12
)k
= 12tm, (4.4)
and so
tH
(
1
3
)
≤ 12tm. (4.5)
This completes our short, elementary and self-contained argument that mixing
conditions imply hitting conditions.
Next, we consider a class of examples with state space [0, 1]. We begin by defining
the following class of nearly-unimodal measures. These are meant to mimic the
typical “small set” used in a pseudo-minorization argument: we expect the target
distribution to be reasonably close to unimodal on the small set, but in practice we
often do not have detailed control over the size of the small set or the fluctuations
of the target distribution over the small set.
Definition 4.1. Fix 0 < α < 0.5 and 1 ≤ r <∞. For a distribution or density ρ
and constant 0 < q < 1, denote by m(ρ, q) the q’th quantile of ρ. We say that a
density ρ on [0, 1] is unimodal if there exists some m ∈ [0, 1] such that
ρ(x) < ρ(y) (4.6)
for all 0 ≤ x < y ≤ m and
ρ(x) > ρ(y) (4.7)
for all m ≤ x < y ≤ 1. We say that a density ψ is (α, r, ρ)-nearly unimodal if
(1) ρ is unimodal, and
(2) r−1 ≤ ρ(x)ψ(x) ≤ r for all x ∈ [0, 1], and
(3) r−1 ≤ ψ(x)ψ(y) ≤ r for all x, y ∈ [m(ψ, α),m(ψ, 1− α)].
We have the following:
Theorem 4.2. Fix 1 ≤ r < ∞, 0 < α < 0.5. There exists a universal constant
L = L(α, r) so that the following holds:
Let ψ be a C1 density that is (α, r, ρ)-nearly unimodal for some ρ. For c−1 ∈
{1, 2, . . .}, let gc be the transition kernel given in Definition 3.6 with proposal kernel
qc(x, 1, A) =
|A∩[x−c,x+c]|
2c and target ψ. Then the maximum hitting time tH(gc, α)
of gc satisfies
tH(gc, α) ≤ Lc−2 (4.8)
for all c−1 > C(ψ, α) sufficiently large.
Proof. The basic strategy is to define a simple sequence of discretizations of the
process, bound their maximal hitting times, then use weak convergence results to
translate this bound back to our original kernel gc. We take this slightly indirect
route in order to take advantage of some particularly-simple formulas for expected
hitting times that are available in the discrete setting.
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For c−1 ∈ N, we define the transition kernel of a closely-related “birth-and-death”
chain hc on [[c]] ≡ {0, c, 2c, . . . , 1− 2c, 1− c} by the formula
hc(x, 1, x+ 1) =
1
2
min
{
1,
ψ(x+ c)
ψ(x)
}
, x < 1
hc(x, 1, x− 1) = 1
2
min
{
1,
ψ(x− c)
ψ(x)
}
, x > 0
and hc(x, 1, x) = 1− hc(x, 1, x− 1)− hc(x, 1, x+ 1). Since hc is a birth-and-death
chain, it is reversible with respect to some probability distribution function ψc.
Next, fix a measurable set S with
∫
x∈S ψ(x)dx > α. By the (uniform) con-
tinuity of ψ, it is straightforward to check that
∑
x∈S∩[[c]] ψc(x) >
9
10α for all
c > C(ψ, α) sufficiently large. Since
∫
x∈S ψ(x)dx > α and the entire state space
of the Markov chain is the interval [0, 1], for 0 < α′ < 12α there exists a point
p(c, α′) ∈ {cbc−1m(ψ, 1 − α′)c, . . . , cdc−1m(ψ, 1 − α′)e} in the “middle” of the in-
terval [[c]] around which S is fairly dense:∫
x∈S∩[p(c,α′),p(c,α′)+c]
1dx > (α− 2α′)c > 0. (4.9)
For convenience, define m′(ψ, α′) = cbc−1m(ψ, 1 − α′)c and m′(ψ, 1 − α′) =
cdc−1m(ψ, 1 − α′)e. Note that since α′ < 0.5 and (1 − α′) > 0.5, there is no
ambiguity in the notation for m′.
Denote by τ(h,A) the hitting time of a measurable set A for a transition kernel
h, extending the notion in Equation Eq. (1.5). Since birth-and-death chains cannot
“skip” any values,
max
x∈[[c]]
Ex[τ(hc, {p(c, α′)})]
≤ max(E0[τ(hc, {m(ψc, 1− α′)})],E1−c[τ(hc, {m(ψc, α′)})]) = tH(hc, α′).
(4.10)
Crucially, we have bounded the left-hand side by expressions that do not depend
on S.
The expectations appearing in the middle expression of Eq. (4.10) have well-known
(though slightly messy) explicit formulas. We now inspect the formula appearing in
[PT96, Theorem 2.3]. Comparing the explicit formula for hc to the explicit formula
for the 12 -lazy simple random walk wc on the interval {0, c, 2c, . . . , 1− 2c, 1− c}, we
see that every term in the explicit formula differs between these two walks by at
most a multiplicative factor depending only on α, r. Thus, there exists a universal
constant L1 = L1(α
′, r) such that
tH(hc, α
′) ≤ L1tH(wc, α′). (4.11)
Since tH(wc, α
′) ≤ c−2 for all α′ > 0 (see e.g. [LPW09, Example 10.20]), Eq. (4.10)
and Eq. (4.11) together give
max
x∈[[c]]
Ex[τ(hc, p(c, α′)})] ≤ L1c−2. (4.12)
Note that the bound on the right-hand side is uniform over the choice of set S.
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By Eq. (4.9), there exists a universal constant L2 = L2(α
′, r) such that
sup
x
Ex[τ(gc, S)] ≤ L2 sup
x
max(Ex[τ(gc, [0,m′(ψ, α′)])],Ex[τ(gc, [m′(ψ, 1− α′), 1])]].
(4.13)
We now relate this to hc. Fix someB > 0 and consider sample paths {X(c)t }Bc
−2
t=0 ∼
gc, {Y (c)t }Bc
−2
t=0 ∼ hc. After rescaling time by a constant factor, the stochastic
processes {X(c)c−2t}Bt=0, {Y
(c)
c−2t}Bt=0 converge to the same limiting continuous-time
process in Skorohod’s topology on D[0, B] as c→ 0; the proof of this fact is deferred
to the appendix, where it is described as Lemma A.2.
Since gc cannot jump more than distance c, this convergence (together with
Lemma A.1) implies that for all  > 0 there is a constant L3 = L3(, α, α
′, r) such
that3
sup
x
Ex[τ(gc, I)] ≤ L3
(
max
x∈[[c]]
max
I∈I(α)
Ex[τ(hc, I)] + c−2
)
, (4.14)
where I(α′) = {[0,m′(ψ, α′)], [m′(ψ, 1− α′), 1]}. Combining this with Inequalities
Eq. (4.12) and Eq. (4.13), we have
sup
x
Ex[τ(gc, S)] ≤ L2L3
(
max
x∈[[c]]
max
I∈I(α)
Ex[τ(hc, I)] + c−2
)
= O(c−2). (4.15)
Since these bounds all hold uniformly over the choice of measurable S with stationary
measure greater than α, we can fix any α′ ∈ (0, 12α) 6= ∅ and this bound completes
the proof. 
When ψ(x) ≡ 1, the kernel analyzed above is exactly the usual “ball” walk on
[0, 1], so this upper bound is in fact sharp. While our analysis is fairly simple, we
know of no simple way to get comparable results by directly analyzing the mixing
time. See further discussion of this question in e.g. [JS18; Yue00], where very similar
classes of Markov chains are studied using other methods; as shown in those articles,
these other methods cannot give bounds better than tm(gc) = O(c
−3) for any walk
in this class.
As in those other articles, we are often interested in Markov chains that are
supported on all of R rather than merely a compact set. These chains will typically
not have finite expected hitting times, and Theorem 4.2 will not yield any nontrivial
bounds. In this setting, Theorem 4.2 can be combined with our main result, Theorem
2.7, to obtain useful convergence estimates.
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A. Short Results on Convergence of Hitting Times and Skorohod
Topology
We consider two ergodic Markov processes {X(n)t }Bt=0, {Y (n)t }Bt=0 on [0, 1] that
converge in distribution to a common process {Zt}Bt=0 on [0, 1] in the Skorohod
topology D[0, B].
We assume that these processes all have stationary measures. Furthermore, we
assume that for every measurable A ⊂ [0, 1] with strictly positive Lebesgue measure,
these stationary measures assign strictly positive probability to A (for n > N(A)
sufficiently large).
For W ∈ {X(n), Y (n), Z} and p ∈ [0, 1], define
τ(W,p) = inf{t ≥ 0 : Wt ≥ p}. (A.1)
The first result we need is:
Lemma A.1. For all  > 0 and q < p ∈ [0, 1],
lim
n→∞
Pq[τ(X(n), p) > τ(Y (n), p+ ) + ] = 0. (A.2)
Proof. Denote by DB the Skorohod distance on paths on [0, B]. We note that, for
all  > 0 and all pairs of paths {Ut, Vt}Bt=0, the event
{τ(U, p) ≤ + τ(V, p+ )} ∪ {DB({Ut}Bt=0, {Vt}Bt=0) > } (A.3)
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holds. Note that this holds pathwise, and is not probabilistic.
This immediately implies that, for all  > 0 and p ∈ [0, 1],
lim
n→∞
P[τ(X(n), p) > + τ(Z, p+ )] = 0. (A.4)
Applying the same argument again to compare Y (n), Z (and rescaling ) gives the
desired conclusion
lim
n→∞
P[τ(X(n), p) > + τ(Y (n), p+ )] = 0. (A.5)

We note that by e.g. switching signs and/or the role of X,Y in the theorem, we
get analogous results for other hitting times such as
τ ′(W,p) = inf{t ≥ 0 : Wt ≤ p}. (A.6)
The next result we need is:
Lemma A.2. Fix 0 < B <∞ and let {X(c)c−2t}Bt=0, {Y
(c)
c−2t}Bt=0 be stochastic processes
sampled from the generators gc, hc appearing in the proof of Theorem 4.2.
Then there exist constants CX , CY and a process {Zt}Bt=0 so that {X(c)CXc−2t}Bt=0, {Y
(c)
CY c−2t
}Bt=0
both converge to {Zt}Bt=0 in Skorohod’s topology on D[0, B] as c→ 0.
Proof. Although we expect that this fact is well-known, we were not able to find a
precise reference in the literature. Since weak convergence arguments can be rather
long and in this case there are not interesting technical details, we instead give a
short sketch.
In [BC08], the authors provide a general technique for proving weak convergence
of certain discrete-time random walks to a reflected Brownian motion. Our walks
will converge to a reflected Brownian motion with drift and so are not directly
covered by the theorems as stated. However, the proof of [BC08, Thm 2.4] can be
modified to prove our assertion with the following changes to the lemmas used:
(1) [BC08, Lemma 2.1]: no substantial changes required - the sequence of walks
is clearly tight.
(2) [BC08, Lemma 2.2]: recall that the density of usual Brownian motion
satisfies the heat equation, ut =
1
2∆u. For Brownian motion with drift
and stationary measure ρ, the density satisfies an analogous diffusion ut =
∇ρ(u) + 12∆u ≡ ∆ρu containing a gradient term. In [BC08, Lemma 2.2], ∆
should be replaced by ∆ρ.
(3) [BC08, Lemma 2.3]: no changes required at all.
Propagating the above changes through the proof of [BC08, Thm 2.4] gives
the desired conclusion. We note that the proof of [BC08, Thm 2.4] is fairly long
because [BC08] is concerned with a much harder problem: proving convergence
to reflected random walk in higher dimensions and with non-smooth boundaries.
Proving convergence in one dimension, as we do here, is substantially simpler.
We give here also a sketch of an elementary proof that mimics the strategy of
[BC08], for readers who do not wish to look at the full details of that paper.
We begin by setting notation. Recall that a sequence of random variables Vn
converges weakly to a random variable V if E[f(Vn)] → f(V ) for all bounded,
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continuous functions f . We say that this weak convergence occurs up to additive
error en with constant C <∞ if
|E[f(Vn)]− f(V )| ≤ Cen (A.7)
for all functions f with ‖f‖∞ = 1. Recall also the definition of the trace of a
CADLAG stochastic process Xt on a set S. Roughly speaking, the trace is obtained
by throwing out all points t for which Xt /∈ S; see [Lan19] for a precise definition.
Continuing, note that we have explicit formulas for the generators of the stochastic
processes of interest. For fixed γ > 0 and all 0 < δ < ∆(γ) > 0 sufficiently small,
Donsker’s theorem tells us that {X(c)CXc−2t}δt=0, {Y
(c)
CY c−2t
}δt=0 started at common
point X0 = Y0 = x ∈ [γ, 1− γ] both converge weakly to a Brownian motion with
drift ψ′(x), and furthermore that this convergence occurs up to additive error δ2
with some constant C = C(γ) that is uniform in the choice of x ∈ [γ, 1 − γ] and
0 < δ < ∆(γ).
For fixed 0 < γ < 0.25, let {Xˆ(c)t }, {Yˆ (c)t } be the traces of {X(c)t }, {Y (c)t } on [γ, 1−
γ]. Concatenating paths, the above calculation shows that {Xˆ(c)CXc−2t}Bt=0, {Yˆ
(c)
CY c−2t
}Bt=0
converge to the trace of Brownian motion with drift on [γ, 1−γ], with additive error
Bδ and the same constant C = C(γ) as above.
Next, it is possible to check that, for any fixed t > 0 and Z ∈ {X,Y }, P [Z(c)CZc−2t ∈
[0, γ)∪ (1−γ, 1]] goes to 0 uniformly in the starting point of the process (though not
uniformly in t).4 Thus, as γ goes to 0, the trace processes themselves converge to
some limiting process5. Since the traces converge as c goes to 0 for any fixed γ > 0,
and the traces converge as γ goes to 0 (and the occupation time of [0, γ] ∪ [1− γ, 1]
converges weakly to 0), the full processes must converge as c goes to 0 as well.
Since the limits of the trace processes are themselves continuous, the generator of
this limiting process must agree with the generator of Brownian motion with drift
on every interval of the form [γ, 1− γ]; by the same “sandwich” argument described
above, it is furthermore possible to check that the limiting process cannot have any
jumps at {0} or {1}. The only generator with both these properties is reflected
Brownian motion with drift.

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