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CONTRACTION METHODS FOR CONTINUOUS OPTIMIZATION
XIAOPENG LUO∗ AND XIN XU†
Abstract. We describe a class of algorithms that establishes a contracting sequence of closed
sets for solving continuous optimization. From the perspective of ensuring effective contractions to
achieve a certain accuracy, all the possible continuous optimization problems could be divided into
three categories: logarithmic time contractile, polynomial time contractile, or noncontractile. For
any problem from the first two categories, the constructed contracting sequence converges to the set
of all global minimizers with a theoretical guarantee of linear convergence; for any problem from the
last category, we also discuss possible troubles caused by using the proposed algorithms.
Key words. continuous optimization, contraction methods, categories, complexity, convergence
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1. Introduction. For a possible nonlinear and non-convex continuous function
f : Ω ⊂ Rn → R with the global minima f∗ and the set of all global minimizers X∗
in Ω, we consider the constrained optimization problem
(1) min
x∈Ω
f(x),
where Ω is a (not necessarily convex) closed domain; and assume that observing f is
costly, so we wish to use as few observations as possible.
When f is cheap to evaluate, there are many standard optimization algorithms
exist, such as genetic algorithms [20], evolution strategies [29], differential evolution
[35] and simulated annealing [12]. However, when f is expensive, we have to pay more
attention to how to maximize the use of information obtained; and perhaps the best
strategy is Bayesian optimization (BO) which is a sequential model-based approach
and the model is often obtained using a Gaussian process. It was first introduced by
Mocˇkus [21] and later popularized by Jones et al [10]. In particular, theoretical results
on the convergence behaviour of BO is provided in [8]. Various extensions have been
suggested by further authors, and a recent review can be found in [30].
The BO method applies the Gaussian process to construct a model for generating
the acquisition functions. The acquisition function, which trade-offs exploration and
exploitation, is used to determine the next candidate point. This is exactly how BO
uses the information obtained; but this study presents a different approach from the
perspective of contractility.
The concept of contractility comes from the level set. Actually, the problem (1)
is closely related to the u-sublevel set [27, 24, 1], i.e.,
(2) L(u) = {x ∈ Ω : f(x) 6 u}, u ∈
[
f∗,max
x∈Ω
f(x)
]
.
Its boundary set ∂L(u) = {x ∈ Ω : f(x) = u} is a contour surface and L(u) contracts
monotonically from Ω to X∗ when u continuously decreases from maxx∈Ω f(x) to f
∗.
We introduce the contracting sequence as a direct extension of the sublevel set.
A contracting sequence {D(k)}k∈N0 w.r.t. the optimization problem (1) is a sequence
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of decreasing nonempty closed sets satisfying
(3) Ω ⊇ D(k) ⊃ D(k+1) ⊃ X∗;
further, we call {D(k)} a strictly contracting sequence if they also satisfy
(4) max
x∈D(k+1)
|f(x)| < max
x∈D(k)
|f(x)|.
In this work, we translate the problem (1) into a construction problem of a strictly
contracting sequence {D(k)} with D(0) = Ω. Each D(k+1) is sequentially determined
by an approximation model constructed from uniformly distributed samples on D(k).
Both the proposed contraction method (CO) and BO depend on the approximation
model, but they actually have very significant differences.
The first essential difference is that the BO is designed to find only one of the
minimizers while the CO is trying to find out all of them. The most interesting fact
is that if we do not find all the global minimizers, we could not be sure that any
one of them is a global minimizer. So, although BO can ensure the convergence [8],
at a certain moment we do not know if the current best solution is really a global
minimizer, even in the sense of probability. In contrast, this is deterministic for CO
because for most of hierarchical low frequency dominant functions (see subsection 3.1),
the premise of each contraction is that all global minimizers are covered by subsequent
closed subsets in the sense of probability.
The second major difference is that BO always updates the model on the original
domain and uses all the historical samples [10, 30], while the CO updates the model
on the gradually decreasing contracted sets and uses only those samples that are
located in the contracted sets. This helps control the computational cost of modelling,
especially for most of hierarchical low frequency dominant functions mentioned above.
Due to the characteristic, a contraction method might be viewed as a special case of
classical branch and bound techniques [16, 36] which is aimed to sequentially guarantee
X∗ ⊂ D(k+1) and exclude
{
D(k) −D(k+1)
}
k
.
The last significant disparity is the different conditions for achieving satisfactory
efficiency. Specifically, the efficiency of BO depends mainly on the smoothness of
the objective function [8]; however, the CO may achieve logarithmic time efficiency
for non-differentiable functions, see Theorem 4.2 for details. The hierarchical low
frequency dominant conditions once again played an important role here. On the
one hand, the contraction strategy provides us a different perspective to reconsider
the problem (1); and on the other hand, the contractility can also be viewed as a
necessary complement to smoothness. In Figure 4 we will see an intuitive example to
illustrate this clearly.
The remainder of the paper is organized as follows. The next section introduces
the contraction algorithms and mainly focuses on its convergence. Three conditions
for guaranteeing algorithm efficiency are discussed in detail in section 3, especially
with regard to the hierarchical low frequency dominant functions. These conditions
allow us to divide all possible continuous problems into three categories in section 4.
And we draw some conclusions in section 5.
2. Contraction algorithms. For any nonnegative integer k, the contracting
sequence {D(k)} are defined recursively by D(0) = Ω and
(5) D(k+1) =
{
x ∈ D(k) : A(k)f(x) 6 f∗χ(k) + u(k)
}
,
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where χ(k) = {χ(k)i } are uniformly distributed over D(k) with the sample size N (k),
the relevant data values fχ(k) = {f(χ(k)i )} with the current f∗χ(k) = min(fχ(k)) and
f∗∗
χ(k)
= max(fχ(k)), and A(k)f is an approximate model of f w.r.t. the data pairs
(χ(k), fχ(k)) such that the upper bound of model prediction error
max
x∈D(k)
∣∣∣A(k)f(x)− f(x)
∣∣∣ 6 δu(k), ∀δ ∈ (0, 1] and u(k) < f∗∗χ(k) − f∗χ(k) .
The parameter δ is used to to enhance convergence, as we will see in Theorem 2.2.
The following result states that the sequence of decreasing nonempty closed sets
constructed by (5) monotonically converges to the set of all global minimizers X∗ for
any possible choice of u(k) and δ ∈ (0, 1].
Theorem 2.1 (convergence). Suppose {D(k)}k∈N0 is constructed by (5) for the
problem (1). If f is not a constant, then for all k ∈ N0,
Ω ⊇ D(k) ⊃ D(k+1) ⊃ X∗.
Remark 2.1. There are various possible choices of u(k), and the three commonly
used are the median-type Medianfχ(k) − f∗χ(k) , the mean-type Meanfχ(k) − f∗χ(k) and
the middle-type (f∗∗
χ(k)
− f∗
χ(k)
)/2.
Proof. The convergence proceeds by induction on k. First, Ω = D(0) ⊃ X∗ is
trivial since f is not a constant on Ω. Assume thatD(k) ⊃ X∗, thenD(k) ⊃ S(k) ⊃ X∗,
where
S(k) =
{
x ∈ D(k) : f(x) 6 f∗χ(k)
}
;
now we will show that D(k) ⊃ D(k+1) ⊃ S(k).
The approximate model can be decomposed into
A(k)f(x) = f(x) + ε(k)(x),
then according to the upper bound of model prediction error, it follows that
|ε(k)(x)| 6 δu(k) 6 u(k) < f∗∗χ(k) − f∗χ(k) , δ ∈ (0, 1].
Hence, for any x′ ∈ S(k), we have f(x′) 6 f∗
χ(k)
, which can be further rewritten as
A(k)f(x′)− ε(k)(x′) 6 f∗χ(k) ,
and equivalently,
A(k)f(x′) 6 f∗χ(k) + ε(k)(x′) 6 f∗χ(k) + δu(k) < f∗∗χ(k) ,
therefore, D(k) ⊃ D(k+1) ⊃ S(k).
The above algorithm does not guarantee that the upper bound of f on everyD(k),
say, maxx∈D(k) |f(x)|, is strictly monotonically decreasing. In fact, this can be done
by further enhancing the accuracy requirements of the model.
For convenience of theoretical analysis, without loss of generality, sometimes we
may assume f∗ = 0 on Ω. Under the same settings as (5) and the assumption of
f∗ = 0, the sequence {D(k)}k∈N0 could be rewritten by D(0) = Ω and
(6) D(k+1) =
{
x ∈ D(k) : A(k)f(x) 6 u(k)
}
,
4 X. LUO AND X. XU
where the kth model A(k)f satisfies
(7) max
x∈D(k)
∣∣∣A(k)f(x)− f(x)
∣∣∣ 6 δu(k), ∀δ ∈ (0, 1].
Then we have the following strong convergence.
Theorem 2.2 (strong convergence). Suppose {D(k)}k∈N0 is constructed by (6)
for the problem (1). If f is not a constant and there exists a 0 < q <∞ such that
(8) u(k) <
1
1 + δ
1
1 + q
f∗∗χ(k) ,
then for all k ∈ N0,
(9) max
x∈D(k+1)
|f(x)| < 1
1 + q
max
x∈D(k)
|f(x)|.
Here, (8) is called a q-strong convergence condition and (9) is called linear convergence
of the contraction algorithms.
Remark 2.2. In practice, the q-strong convergence condition (8) can be clearly
written as u(k) < 11+δ
1
1+q (f
∗∗
χ(k)
− f∗
χ(k)
).
Proof. The approximate model can be decomposed into
A(k)f(x) = f(x) + ε(k)(x) with |ε(k)(x)| 6 δu(k), ∀δ ∈ (0, 1],
then for all t ∈ D(k+1),
A(k)f(t) 6 u(k) ⇒ f(t) 6 (1 + δ)u(k) < 1
1 + q
max
x∈D(k)
|f(x)|,
the desired result follows.
Let µ(S) =
∫
S
dt denote the n-dimensional Lebesgue measure of S ⊂ Rn, then
we say the ratio
λ(k+1) =
µ(D(k+1))
µ(D(k))
is the (k + 1)th contraction factor. In the following, we focus on the median-type
algorithm which often leads to a relatively stable λ(k+1). Under the same settings as
(5), the median-type sequence {D(k)}k∈N0 can be written by D(0) = Ω and
(10) D(k+1) =
{
x ∈ D(k) : A(k)f(x) 6 Medianfχ(k)
}
,
where the kth model A(k)f satisfies
(11) max
x∈D(k)
∣∣∣A(k)f(x)− f(x)
∣∣∣ < δ (Medianfχ(k) − f∗χ(k)
)
, ∀δ ∈ (0, 1].
2.1. Estimating model prediction error. Many different global continuous
optimization algorithms [26, 12, 20, 35], especially model-based methods [22, 11, 31],
attempt to trade-off exploration and exploitation [22, 11] because sufficient exploration
is a guarantee of convergence while exploitation of limited knowledge seems to be the
key to improve efficiency [8, 13, 31]. However, in fact, every exploitation on the basis
of inadequate information may reduce efficiency or even cause trouble.
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For the contraction algorithms, the sampling procedure on each D(k) embodies
the exploration of unknown information and the approximate model A(k)f reflects
the exploitation of prior information, while the condition (11) is the key for ensuring
a sufficient exploration and issuing a judgment on the conversion of exploration to
exploitation. Statistical methods allow us to estimate the model prediction errors in
a sense of probability.
Assume that ε(k) = A(k)f − f follows an independent, identically distributed
Gaussian distribution with mean µ
(k)
ε and standard deviation σ
(k)
ε , then µ
(k)
ε and σ
(k)
ε
can be estimated by the cross-validation (CV) [9, 2] estimations µ˜
(k)
ε and σ˜
(k)
ε , and a
probabilistic bound for the residual ε(k) on D(k) is given by
P
(
|ε(k)| 6 |µ(k)ε |+ tσ(k)ε
)
= 2Φ(t)− 1
where Φ is the standard Gaussian distribution function; in particular, for t = 3 it
follows that the three-sigma rule of thumb
P (|ε(k)| 6 |µ(k)ε |+ 3σ(k)ε ) = 0.9973.
Even without the Gaussian assumption, there exists the Chebyshev’s inequality
P
(
|ε(k)| 6 |µ(k)ε |+ tσ(k)ε
)
> 1− 1
t2
,
although it should be regarded as a theoretical tool rather than a practical estimation.
There will naturally be a large CV variance for an overfitting model. This might
result in reduced efficiency but will not cause trouble; however, an underfitting model
A(k)f might sometimes result in a very rough estimate of the residual bound and
eventually lead to convergence failure. To reduce this possibility, we should impose
an additional constraint on the global approximation behavior of A(k)f , which also
ensures the effectiveness of subsequent sampling. Let r(k) be the percentage of χ(k)
falling into D(k+1) and r
(k)
A be the percentage of samples uniformly distributed over
D(k) falling into D(k+1), then it is reasonable to require that the difference between
r(k) and r
(k)
A is less than a given threshold br, i.e., |r(k) − r(k)A | < br; usually, a value
slightly less than 0.5 is enough to avoid an underfitting model.
2.2. Modelling and sampling. Two important parts of the algorithms above
are (i) the method for constructing a model to fit the given data on D(k) and (ii) the
sampling strategy for further generating uniform samples overD(k) according to some
known interior points. In this work, we apply Gaussian process (GP) regression for
data fitting. It has merit in the flexible expressivity because its hyperparameters are
automatically tuned with the likelihood maximization. See [25] for more information
about this approach. GP generally does not lead to an overfitting model and is often
used as an important part of many model-based optimization methods [11, 13, 31].
Other common choices also include random forests [6] and regression trees [7], etc.
Now we turn to the sampling strategy. Suppose χ = {χi}Ni=1 ∈ D(k) are N given
points and T is a union of N sample sets {Ti}Ni=1, where Ti contains M samples from
a normal distribution with mean χi and variance σ
2
i (sufficiently large to cover D
(k)).
Further, let T (k) = T ∩ D(k). Now we are going to add a new point t from T (k)
to χ and t should preferably fill in the gaps in the distribution of χ. Actually, this
subsequent point t could be determined as
(12) t = arg max
t∈T (k)
(
min
16i6N
‖t− χi‖2
)
.
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One can generate uniform samples in D(k) by using the above step recursively, see
Figure 1 for an example to illustrate how the method is performed. This recursive
algorithm is closely related to the Voronoi diagrams [3], because the added point will
be always in the largest Voronoi cell of χ if the size of T (k) is large enough.
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Fig. 1. 2-dimensional illustration of the performance of the recursive algorithm given in (12).
Left: the domain D = {(x1, x2) ∈ [0, 1]2 : (x1 − 0.5)2 +(x2− 0.5)2 6 0.252} is shown as the interior
of the circle, the uniform samples in [0, 1]2, that is the first 50 points of the 2-dimensional halton
sequence, are visible as dots in blue, and those samples falling into D, denoted by χ, are shown
as asterisks in black. Middle: the candidate set T , which is a union of sample sets from a normal
distribution centered on each χi, is visible as circledots. Right: samples added recursively from T ∩D
is visible as circledots in blue, so successive points at any stage “know” how to fill in the gaps in the
previously generated distribution.
Now we have the basic framework of contraction algorithms. As an illustrative
example, Figure 2 visually shows how the median-type algorithm compresses the
original domain Ω to X∗ step by step; and two important pieces of information that
can be obtained from Figure 2 are: (i) the computational complexity of the model is
greatly reduced due to the domain contractions; and (ii) none of the minimizers will be
missed for the cases of multiple global minimums, which just verifies the conclusions
established by Theorems 2.1 and 2.2. And Figure 3 shows a real world application
about Lennard-Jones (LJ) microclusters which perhaps is the most intensely studied
molecular conformation problem.
3. Conditions for efficiency. In order to categorise continuous optimization
problems, we will introduce the following three classes of conditions. First, we say
that f is a critical regular function on Ω if the set of all critical points of f has a zero
n-dimensional Lebesgue measure, where a critical point is a x ∈ Ω where the gradient
is undefined or is equal to zero. This critical regular condition guarantees that the
contraction factor is asymptotically equal to 1/2 for the median-type algorithm. In
contrast, a set of critical points with large non-zero measures may result in a greater
intensity for space detection, especially if the function is really complex outside the
critical point set. In the next two subsections we study the hierarchical low frequency
dominant functions and the corresponding tempered functions.
3.1. Hierarchical low frequency dominant functions. The efficiency of the
contractions can be guaranteed if one can quickly sketch out the overall landscape of
the valley in each step and the relevant deviation will not be large enough to dig one
or more deep holes in the highlands. This requires that the low frequency components
of f always play a dominant role on every subset D(k). This meaningful observation
prompted us to impose a certain restriction on the Fourier transform of f .
Suppose fˆ is the Fourier transform of f , then we say that f is a (ρ, p)-type
hierarchical low frequency dominant function (HLFDF) if there exist a p > 0 and an
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Fig. 2. Minimizing the function f(x1, x2) = (x2 −
5.1
4pi2
x21 +
5
pi
x1 − 6)2 + 10(1 −
1
8pi
) cos(x1) +
10, x1 ∈ [−5, 10], x2 ∈ [0, 15]. The multiple global minima are located at (−pi, 12.275), (pi, 2.275) and
(3pi, 2.475). Upper and middle rows: the first six contractions, the objective function is shown by
contour lines with some suitable level marks, the samples used to build each model are visible as
dots in black, the random candidate points in each contracted subdomain, that is, T (k+1) in (12),
are visible as circledots in blue. Lower left: the convergence plot for the total seven contractions.
Lower middle: the sample size used in each model. Lower right: x trace.
appropriate ρ > 0 such that for any j = 1, 2, · · · , it holds that
(13)
∫
‖ω‖∞>2
j−1
n ρ
|fˆ(ω)|dω < (1 + p)
∫
2
j−1
n ρ<‖ω‖∞≤2
j
n ρ
|fˆ(ω)|dω.
It is worth noting that, the condition (13) does not require fˆ to decay very quickly;
as a univariate instance, for all δ > 0, ω−1−δ satisfies this condition with arbitrary
ρ > 0 and p = 1/(2δ − 1). This shows that a HLFDF is not necessarily differentiable.
The following lemma indicates a main property of HLFDFs: there exist a class of
approximations such that the corresponding approximation error bounds are reduced
by a factor of p/(1 + p) every time the number of function evaluations doubles. This
feature actually implies contractility.
For j ∈ N0 and ρ > 0, we first define the (j, ρ)-bandlimited component of f by
(14) f (j)ρ (x) =
∫
‖ω‖∞62
j
n ρ
fˆ(ω)e2πix·ωdω,
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Fig. 3. Lennard-Jones (LJ) conformations of a cluster of n identical neutral atoms (interacting
pairwise via the LJ potential). A conformation is a point in the 3n-dimensional Euclidean space
of coordinates of atomic centers. For a single pair of atoms, the LJ potential in reduced units is
given by u(r) = r−12−2r−6), where r is the Euclidean interatomic distance; then the total potential
energy Un =
∑n−1
i=1
∑n
j=i+1 u(rij), where rij is the distance between atoms i and j in reduced units.
The putative global minima are U∗4 = −6, U
∗
5 = −9.103852 [17]. Upper row: the convergence plot,
the sample size used in each model, and the global minima conformation at n = 4. Lower row: the
convergence plot, the sample size used in each model, and the global minima conformation at n = 5.
where x·ω =∑ni=1 xiωi is the inner product of x and ω; then according to the Nyquist-
Shannon sampling theorem, f
(j)
ρ can be reconstructed by its samples corresponding
to a sampling density of 2jρn/πn.
Lemma 3.1. If f ∈ L(Rn) is a (ρ, p)-type HLFDF and f (j)ρ (j ∈ N0) is defined as
(14), then fˆ ∈ L(Rn) and
‖f − f (j)ρ ‖∞ <
(
p
1 + p
)j
‖fˆ‖1.
Proof. First, let
R(j)ρ =
∞∑
i=j
I(i)ρ ,
where
I(0)ρ =
∫
‖ω‖∞6ρ
|fˆ(ω)|dω and I(j)ρ =
∫
2
j−1
n ρ<‖ω‖∞62
j
n ρ
|fˆ(ω)|dω for all j ∈ N,
then we have
‖f − f (j)ρ ‖∞ 6 R(j+1)ρ ,
and the condition (13) can be rewritten as
R(j)ρ < (1 + p)I
(j)
ρ , or equivalently, R
(j+1)
ρ < pI
(j)
ρ .
CONTRACTION METHODS 9
Hence, it follows that fˆ ∈ L(Rn) and
R
(j+1)
ρ
R
(j)
ρ
=
R
(j+1)
ρ
I
(j)
ρ +R
(j+1)
ρ
<
R
(j+1)
ρ
R
(j+1)
ρ /p+R
(j+1)
ρ
=
p
1 + p
;
furthermore, by noting that
R
(j+1)
ρ
‖fˆ‖1
=
R
(j+1)
ρ
I
(0)
ρ +R
(1)
ρ
6
R
(2)
ρ
R
(1)
ρ
R
(3)
ρ
R
(2)
ρ
· · · R
(j+1)
ρ
R
(j)
ρ
<
(
p
1 + p
)j
,
the error bound can also be rewritten as
‖f − f (j)ρ ‖∞ 6 R(j+1)ρ <
(
p
1 + p
)j
‖fˆ‖1,
as desired.
3.2. Tempered functions. In order to limit the distribution of function values
to match the dominant condition (13), we need to introduce the tempered functions.
Assume that f∗ = 0 and the sequence {D(k)} are defined by D(0) = Ω and
(15) D(k+1) =
{
x ∈ D(k) : f (k+s)ρ (x) 6 Medianf(ξ(k))
}
, k ∈ N0,
where f
(j)
ρ is the (j, ρ)-bandlimited component of f defined as (14), ξ(k) is a uniformly
distributed random variable over D(k) and s > 1 is the unique integer such that
(16)
(
p
1 + p
)s
‖fˆ‖1 < δ Medianf(ξ(0)) 6
(
p
1 + p
)s−1
‖fˆ‖1, for a fixed δ ∈ (0, 1].
We say that f is a (ρ, p, q)-type tempered function on Ω if for all k > 0, it holds that
(17)
p
1 + p
Medianf(ξ(k)) <Medianf(ξ(k+1)) <
1
1 + q
Medianf(ξ(k)),
where q < 1/p. This condition requires Medianf(ξ(k)) to decrease steadily, neither
too fast nor too slow. In the next section, it will be used to control the bound of the
number of function evaluations per contraction as a constant value. In the following,
we will show that there always exists a weaker version of (17) that holds with a large
probability. This weaker version will be used to control the growth of that bound not
exceeding the exponential order.
Lemma 3.2. Suppose {D(k)}k∈N0 is constructed by (15) with parameters ρ and p
for the problem (1). If Ω is a compact set and f is continuous and not a constant on
Ω, then for any ǫ > 0, there must exists a q = q(ǫ) ∈ (0, 1) such that
(18)
q
1 + q
Medianf(ξ(k)) < Medianf(ξ(k+1)) <
1
1 + q
Medianf(ξ(k))
holds for every k > 0 with probability at least 1−ǫ, where ξ(k) is a uniformly distributed
random variable on D(k).
Proof. For convenience, let
µ(k) = Meanf(ξ(k)), m(k) = Medianf(ξ(k)), σ(k) =
√
Varf(ξ(k)).
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Proving the first inequality of Lemma 3.2 is equivalent to showing that on eachD(k+1),
the upper bound of f , m(k), is less than 1+qq of the median of f , m
(k+1), with proba-
bility at least 1− ǫ.
Under the assumption of f∗ = 0, since f is continuous and not a constant on
D(k+1) ⊆ Ω, we have 0 < m(k+1) <∞ and 0 < σ(k+1) <∞ and there exists a C > 0
such that σ(k+1) = Cm(k+1). First, the distance between the median and the mean
is bounded by standard deviation [19], i.e.,
m(k+1) − σ(k+1) 6 µ(k+1) 6 m(k+1) + σ(k+1);
and it follows from the Chebyshev-Cantelli inequality that
P
(
f(ξ(k+1)) > µ(k+1) +
√
1− ǫ√
ǫ
σ(k+1)
)
6 ǫ.
So it holds that
prctile
(
f(ξ(k+1)), (1− ǫ) · 100%
)
<µ(k+1) +
√
1− ǫ√
ǫ
σ(k+1)
6m(k+1) +
(
1 +
√
1− ǫ√
ǫ
)
σ(k+1)
=
√
ǫ+ C + C
√
1− ǫ√
ǫ
m(k+1),
or equivalently,
q
1 + q
m(k) < m(k+1)
holds for every k > 0 with probability at least 1− ǫ, where q = √ǫ/(C + C√1− ǫ).
Similarly, by considering a translation f(x)−m(k), the second inequality
m(k+1) <
1
1 + q
m(k)
also holds for every k > 0 with probability at least 1 − ǫ. And it is clear that these
two inequalities only make sense simultaneous when q < 1.
4. Categories of continuous problems. According to the contractility, all
the possible continuous problems can be divided into the following three categories:
logarithmic time contractile, polynomial time contractile, or noncontractile.
4.1. Logarithmic time contractile.
Definition 4.1. The problem (1) is said to be logarithmic time contractile if there
exist ρ, p, q > 0 such that f is not only a (ρ, p)-type HLFDF but also a (ρ, p, q)-type
tempered and critical regular function.
For such a problem, the key to gaining logarithmic time efficiency comes from
three reasons: (i) the median of f on D(k) is reduced by a factor of 1/(1 + q) as k
increases; (ii) there is an upper bound on the number of function evaluations on every
D(k) such that a certain approximation A(k)f can be constructed by these samples;
and (iii) the error bound maxx∈D(k) |A(k)f(x)− f(x)| is strictly less than the median
of f on D(k). According to these three points, we can prove the following theorem.
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Theorem 4.2. If the problem (1) is logarithmic time contractile with parameters
(ρ, p, q), then for any ǫ > 0, there exist NΩ,f > 1 and K > 1 such that after K
median-type contractions defined by (10), it holds that the upper bound
max
x∈D(K)
|f(x)− f∗| < ǫ,
and the linear convergence rate
maxx∈D(k+1) |f(x)− f∗|
maxx∈D(k) |f(x)− f∗|
<
1
1 + q
,
meanwhile, the total number of function evaluations and the time complexity are
O
(
NΩ,f · log 1
1+q
ǫ
)
and O
(
NaΩ,f · log 11+q ǫ
)
,
respectively; where the time cost of model computations is assumed to be O((N (k))a).
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Fig. 4. A logarithmic time contractile example f(x) = (x− pi)2 + sin2(50(x − pi)), x ∈ [0, 2pi].
Remark 4.1. The contraction algorithm is very suitable for this type of problems
because there exists a fixed upper bound CNΩ,f for every N
(k), where the constant C
is slightly larger than one. This is important because the computational complexity of
A(k)f is closely related to N (k).
Remark 4.2. Here, a typical logarithmic time contractile example is illustrated
in Figure 4. There are many local minima and the unique global minima is 0 located
at π. In the usual sense, it is not a very “good” function because a solution is easily
trapped in any one of the local minima; but in the sense of contraction, it is still a
“good” function because contractions could be performed very successfully. Therefore,
the detection of space can be quickly concentrated so that the corresponding efficiency
is controlled within the logarithmic time. This shows that the concept of contractility
provides a new explanation for what kind of continuous optimization problems can be
effectively solved.
Remark 4.3. The example of a quadratic function illustrated in Figure 5, shows
a fast convergence of the proposed algorithm. In this case, the contraction algorithm
converges even faster than the gradient descent with the optimal step size. The reason
why the proposed contraction algorithm converges a little bit slower than the Bayesian
optimization algorithm in the initial stage, is that the former does more space detection
in the current domain to cover the minimizer with the next subdomain, while the latter
focuses more on what the current model can predict; but as we mentioned before,
every exploitation on the basis of inadequate information may reduce efficiency or
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even cause trouble, see Figure 6 for a typical example of convergence failure in the
Bayesian optimization.
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Fig. 5. Minimizing the function f(x1, x2) = 20x21 + x
2
2, x1 ∈ [−5, 5], x2 ∈ [−5, 5]. The minima
is 0 located at (0, 0). Upper left: the convergence plots of the median-type contraction algorithm with
six contractions. Upper middle: the convergence plots of Bayesian optimization with different types
of acquisition function: lower confidence bound (LCB), expected improvement (EI) and probability of
improvement (PI). Upper right: the convergence plots of gradient descent with an initial point (5, 5)
and different stepsizes η = 0.045, 0.047 and 0.0475, respectively. Lower row: x traces of different
algorithms, respectively. The contraction algorithm converges a little bit slower than the Bayesian
optimization (BO) algorithm in the initial stage because BO focuses more on what the current model
can predict, which may cause convergence failure as shown in Figure 6.
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Fig. 6. Minimizing the function f(x1, x2) = 20x21+x
2
2−10 exp[−4(x1−0.5)
2−4(x2+2)2], x1 ∈
[−5, 5], x2 ∈ [−5, 5]. There are two local minima, one of them is 4.14 × 10−7 located at (4.62 ×
10−8,−3.30 × 10−6) and the other is −2.84835122 located at (0.31659395, 1.9436997), which is the
global minima. Obviously, Bayesian optimization converges to the former local minima and causes
a convergence failure in the global sense; however, contraction optimization automatically increases
the strength of space detection to ensure a full coverage. Left: comparison of convergence between
contraction optimization (CO) and different kinds of Bayesian optimization (BO). Middle: x trace
of CO. Right: x trace of BO.
Proof. First, let us consider the set sequence {D(k)}k∈N0 defined as (15). since f
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is a (ρ, p, q)-type tempered function
Medianf(ξ(k+1)) <
1
1 + q
Medianf(ξ(k)),
where ξ(k) is a uniformly distributed random variable overD(k); and then, there exists
certain δ ∈ (0, 1) such that
(19) Medianf(ξ(k+1)) <
1
1 + δ
1
1 + q
Medianf(ξ(k));
and for this fixed δ, there is the unique integer s > 1 such that
(20)
(
p
1 + p
)s
‖fˆ‖1 < δ Medianf(ξ(0)) 6
(
p
1 + p
)s−1
‖fˆ‖1.
Moreover, since f is a (ρ, p, q)-type tempered function on Ω,
(21)
(
p
1 + p
)k
Medianf(ξ(0)) <Medianf(ξ(k));
meanwhile, note that f is a (ρ, p)-type HLFDF, it follows from Lemma 3.1 that for
every k > 0,
(22) ‖f − f (k+s)ρ ‖∞ <
(
p
1 + p
)k+s
‖fˆ‖1.
Clearly, it follows from (20)–(22) that
(23) ‖f − f (k+s)ρ ‖∞ < δ Medianf(ξ(k)),
and the (k+ s, ρ)-bandlimited component f
(k+s)
ρ can be reconstructed by its samples
corresponding to a sampling density of 2k+sρn/πn.
Now we consider the approximation of f
(k+s)
ρ on the compact set D(k). Since f
is a critical regular function on Ω,
µ(D(k)) = 2−kµ(Ω),
the restriction of f
(k+s)
ρ to D(k), denoted by f
(k+s)
ρ |D(k), is closely related to the
threshold value
NΩ,f = 2
sµ(Ω)ρn/πn
and the prolate spheroidal functions ψj(x) = ψj(x; 2
k+s
n ρ,D(k)) which are the eigen-
functions of the time and frequency limiting operator Q = Q(2
k+s
n ρ,D(k)) [14, 15, 32,
33, 34]. More specifically, if we denote a prolate series up to and including the N (k)th
term by
SN(k)f(x) =
N(k)∑
j=1
ψj(x)
∫
D(k)
f(x)ψj(x)dx,
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then SN(k)f(x) = SN(k)f (k+s)ρ (x) follows by noting that ψj has a Fourier transform
supported in {ω ∈ Rn : ‖ω‖∞ 6 2 jn ρ}. Moreover, it is important to mention that a
super-exponential decay rate of the error bound
max
x∈D(k)
∣∣∣f (k+s)ρ (x) − SN(k)f (k+s)ρ (x)
∣∣∣
as soon as N (k) reaches or goes beyond the plunge region around the threshold value
NΩ,f [5, 4]. (And it is worth pointing out that, strictly speaking, we should first find
a series of non-crossing hypercubes covering D(k), and then build a piecewise prolate
series approximation on these hypercubes.)
Thus, for all k there exists a C > 1 such that the prolate series approximation
(24) A(k)f = SN(k)f (k+s)ρ where N (k) = CNΩ,f
satisfies
max
x∈D(k)
∣∣∣f (k+s)ρ (x) −A(k)f(x)
∣∣∣ 6 δ Medianf(ξ(k))− ‖f − f (k+s)ρ ‖∞,
and further, together with (23), we have
max
x∈D(k)
∣∣∣f(x)−A(k)f(x)∣∣∣ = max
x∈D(k)
∣∣∣f(x)− f (k+s)ρ + f (k+s)ρ −A(k)f(x)
∣∣∣
6‖f − f (k+s)ρ ‖∞ + max
x∈D(k)
∣∣∣f (k+s)ρ (x)−A(k)f(x)
∣∣∣
6δ Medianf(ξ(k)).
(25)
Now, under the assumption of f∗ = 0, according to (10), the contracting sequence
{D(k)} are defined recursively by D(0) = Ω and
D(k+1) =
{
x ∈ D(k) : A(k)f(x) 6 Medianf(ξ(k))
}
, k ∈ N0,
where A(k)f is the prolate series approximation (24). So it follows from the strong
convergence Theorem 2.2, (19) and (25) that
max
x∈D(k)
|f(x)| 6
(
1
1 + q
)k
max
x∈Ω
|f(x)|.
Further, for a fixed accuracy ǫ > 0, there exists a K > 0 such that
(
1
1 + q
)K
< ǫ 6
(
1
1 + q
)K+1
, or, K < log 1
1+q
ǫ 6 K + 1,
hence, after K median-type contractions, one gets the approximate solution set D(K)
with an error bound
max
x∈D(K)
|f(x)| 6 ǫ,
and the total number of function evaluations is less than
K−1∑
k=0
⌈CNΩ,f/2⌉+ CNΩ,f = O
(
NΩ,f · log 1
1+q
ǫ
)
,
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where ⌈t⌉ is the smallest integer greater than or equal to t; further note that the
computational complexity ofA(k)f isO((N (k))a), then the time complexity of median-
type algorithms is less than
K−1∑
k=0
⌈CaNaΩ,f/2⌉+ CaNaΩ,f = O
(
NaΩ,f · log 11+q ǫ
)
,
taking a logarithmic time for any desired accuracy ǫ.
4.2. Polynomial time contractile.
Definition 4.3. The problem (1) is said to be polynomial time contractile if there
exist ρ, p > 0 and q ∈ (0, 1) such that (i) f is a (ρ, p)-type HLFDF; (ii) f satisfies the
conclusion of Lemma 3.2 with parameters ρ, p and q; and (iii) p > q.
When p 6 q, a problem that satisfies the above (i) and (ii) is logarithmic time
contractile by adding the critical regular condition, so it is necessary to impose p > q.
Theorem 4.4. If the problem (1) is polynomial time contractile with parameters
(ρ, p) and q ∈ (0, 1), then for any ǫ > 0, there exist NΩ,f > 1 and K > 1 such that
after K contractions defined by (10) but not limited to, it holds that the upper bound
max
x∈D(K)
|f(x)− f∗| < ǫ,
and the linear convergence rate
maxx∈D(k+1) |f(x)− f∗|
maxx∈D(k) |f(x)− f∗|
<
1
1 + q
,
meanwhile, the total number of function evaluations and the time complexity are
O
(
NΩ,f · 2
log 1
1+q
ǫ
)
and O
(
NaΩ,f · 2
a log 1
1+q
ǫ
)
,
respectively; where the time cost of model computations is assumed to be O((N (k))a).
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Fig. 7. Minimizing the function f(x1, x2) = 100(x2−x21)
2+(x1−1)2, x1 ∈ [−5, 5], x2 ∈ [−5, 5].
The global minima is 0 located at (1, 1), which lies in a long, narrow and parabolic shaped flat valley.
This is the well-known Rosenbrock function [28], especially corresponding to a typical polynomial
time contraction problem. Notice that the number of samples used in the model is almost always
rising; but the contraction can still be effectively performed. In this case, the contraction optimization
converges faster than three common types of the Bayesian optimization. This seems to indicate that
contraction is not only related to efficiency, but also help to improve the local accuracy of model
prediction. Left: comparison of convergence between contraction optimization (CO) and different
kinds of Bayesian optimization (BO). Middle: the sample size used in each model. Right: x trace
of CO.
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Remark 4.4. Unlike the logarithmic time contractile problems, there is no fixed
upper bound for N (k); but it can often be controlled by C 2klNΩ,f , where k is given in
(26). So the contraction algorithm is still effective for this type of problems because
the contraction of D(k) can greatly reduce the computational cost of the model A(k)f .
Moreover, the algorithm discussed here is not limited to the median-type. A typical
polynomial time contractile example is illustrated in Figure 7.
Proof. Let us now see what happens after replacing (17) with (18). Since p > q,
there is a unique l such that
(26)
(
p
1 + p
)l
6
q
1 + q
<
(
p
1 + p
)l−1
.
Similarly, we first consider the set sequence {D(k)}k∈N0 defined as (15). Since the
conclusion of Lemma 3.2 holds with a parameter q for f , we have
(27)
(
q
1 + q
)k
Medianf(ξ(0)) <Medianf(ξ(k)),
and there exists certain δ ∈ (0, 1) such that
(28) Medianf(ξ(k+1)) <
1
1 + δ
1
1 + q
Medianf(ξ(k)),
moreover, there is the unique integer s > 1 such that
(29)
(
p
1 + p
)s
‖fˆ‖1 < δ Medianf(ξ(0)) 6
(
p
1 + p
)s−1
‖fˆ‖1,
where ξ(k) is a uniformly distributed random variable over D(k).
Note that f is a (ρ, p)-type HLFDF, it follows from Lemma 3.1, (26), (27), and
(29) that for every k > 0,
‖f − f (kl+s)ρ ‖∞ 6
(
p
1 + p
)kl+s
‖fˆ‖1 < δ Medianf(ξ(k)),
and the (kl+s, ρ)-bandlimited component f
(kl+s)
ρ can be reconstructed by its samples
corresponding to a sampling density of 2kl+sρn/πn.
In addition, note that
µ(D(k)) < µ(D(k−1)),
according to the discussion in the previous subsection, for every k there exist C > 1
andA(k)f such thatA(k)f could be constructed by less thanN (k) = C2klNΩ,f samples
of f over D(k) and
(30) max
x∈D(k)
|f(x)−A(k)f(x)| 6 δ Medianf(ξ(k)),
where A(k)f = SN(k)f (kl+s)ρ is the prolate series approximation given as (24) and
NΩ,f = 2
sµ(Ω)ρn/πn.
Now, under the assumption of f∗ = 0, according to (10), the contracting sequence
{D(k)} are defined recursively by D(0) = Ω and
D(k+1) =
{
x ∈ D(k) : A(k)f(x) 6 Medianf(ξ(k))
}
, k ∈ N,
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So it follows from the strong convergence Theorem 2.2, (28) and (30) that
max
x∈D(k)
|f(x)| 6
(
1
1 + q
)k
max
x∈Ω
|f(x)|.
Further, for a fixed accuracy ǫ > 0, there exists a K > 0 such that
(
1
1 + q
)K
< ǫ 6
(
1
1 + q
)K+1
, or, K < log 1
1+q
ǫ 6 K + 1,
hence, after K median-type contractions, one can obtain the approximate solution set
D(K) with an error bound
max
x∈D(K)
|f(x)| 6 ǫ,
and clearly, the total number of function evaluations is less than
K∑
k=0
C2klNΩ,f = O
(
NΩ,f · 2
log 1
1+q
ǫ
)
;
similarly, note that the computational complexity of A(k)f is O((N (k))a), then the
time complexity is much less than
K∑
k=0
Ca2aklNaΩ,f = O
(
NaΩ,f · 2
a log 1
1+q
ǫ
)
,
taking a polynomial time for any desired accuracy ǫ. And it is worth noting that,
the mean-type contraction does not actually have any special effect in the above
discussion, so the conclusions of the theorem holds for any type of contraction.
4.3. Noncontractile. For some functions the contracting condition (11) cannot
be met until the global minima is reached, at this point the contraction algorithm is
degraded into a regular model-based approach. Although efficiency gains cannot be
achieved with domain contractions, the corresponding optimization problem may still
be effectively solved if the function is sufficient smooth.
The term “noncontractile” is used to describe those functions whose contraction
cannot be consistently guaranteed. This does not always mean that, although it does
exist, the algorithms does not perform any contraction throughout the process. See
Figure 8 for different noncontractile examples.
Definition 4.5. The problem (1) is said to be noncontractile if there are no
suitable ρ, p, q > 0 such that f is a ρ, p-type HLFDF or satisfies the conclusion of
Lemma 3.2 with parameters ρ, p and q.
Here we will summarize some conclusions based on smoothness for noncontractile
problems. Suppose that χ are uniformly distributed over Ω with the sample size N ,
the relevant data values fχ = {f(χi)} and Aχf interpolates f on χ. For a sample set
χ over Ω, we denote the associated fill distance with
(31) hN := sup
x∈Ω
min
16i6N
‖x− χi‖,
then for ǫ > 0, there exists Cǫ > 0 such that
(32) P
(
hN > Cǫ(logN/N)
1/n
)
= O(N−ǫ),
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Fig. 8. Three examples for noncontractile functions. Left column: a Gaussian noise function
f1 that is obviously not a HLFDF and the contracting condition will never be met; a bandlimited
function f2 = sin(50x) that does not have the essential multilevel characteristic of HLFDFs and the
contracting condition (11) cannot be met until the global minima is reached; and a deep trap function
f3(x) = x2 + e−10000∗(x+0.7)
2
that is a HLFDF but does not satisfy the conclusion of Lemma 3.2,
at this time, the contractions will still be carried out with a large probability and eventually lead to
convergence failure, due to the failure of model prediction error bound estimations. Middle column:
histograms of function value distribution for f1, f2 and f3, respectively. Right column: discrete
cosine transforms of f1, f2 and f3, respectively.
or, hN = O(N (γ−1)/n), where 0 < γ ≪ 1; see Lemma 12 of [8].
Theorem 4.6. If f ∈ Cs(Ω) with s > n/2 on a bounded domain Ω ⊂ Rn, then
there exists a band-limited interpolant Aχf such that for any ǫ > 0, it holds that∣∣∣∣minx∈ΩAχf(x)− f∗
∣∣∣∣ < ǫ
and the time complexity of Aχf is
O(Na) = O
(
2
na
(s−n/2)(1−γ) log 1
2
ǫ
)
,
where χ and γ are consistent with (31) and (32), the time cost of Aχf is assumed to
be O(Na), N is the sample size of χ, and ‖f‖Cs(Ω) =
∑
|α|6s supx∈Ω |Dαf |.
According to Lemma 3.9 of [23] and (32), for all x ∈ Ω, it holds that
|f(x)−Af(x)| 6 Chs−n/2N ‖f‖Cs(Ω) = O
(
N−(s−n/2)(1−γ)/n
)
,
which is actually equivalent to Theorem 4.6. And this result is similar to but slightly
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weaker than that obtained for Bayesian Optimization in [8]. For such a function the
corresponding problem (1) can be solved in polynomial time; in fact, if f is a Ho¨lder
continuous function, the corresponding (1) can also be completed in polynomial time.
It is called that f satisfies a α-Ho¨lder condition if there exist C > 0 and 0 < α ≤ 1
such that
(33) |f(x′)− f(x′′)| < C‖x′ − x′′‖α.
Then we have
Theorem 4.7. If f satisfies a α-Ho¨lder condition on a bounded domain Ω ⊂ Rn,
then there exists a nearest-neighbor interpolant Aχf such that for any ǫ > 0, it holds
that
∣∣∣∣minx∈ΩAχf(x)− f∗
∣∣∣∣ < ǫ
and the time complexity of Aχf is
O(Na) = O
(
2
na
α(1−γ)
log 1
2
ǫ
)
,
where χ, γ and α are consistent with (31)–(33), the time cost of Aχf is assumed to
be O((N (k))a).
For a Ho¨lder continuous function, then there exists a nearest-neighbor interpolant
Aχf , which is closely related to the Voronoi diagram of χ [3], such that for any x ∈ Ω,
it holds that
|f(x)−Aχf(x)| 6 ChαN = O
(
N−α(1−γ)/n
)
,
which is actually equivalent to Theorem 4.7. Similarly, if f does not satisfy any Ho¨lder
condition, then the algorithm may not be done in polynomial time, for example, if
|f(x′)−f(x′′)| < C log(1+‖x′−x′′‖), then the time complexity of a nearest-neighbor
interpolant Aχf will be
O
(
(eǫ − 1)− na1−γ
)
,
if the absolute error bound of Aχf on Ω is less than any given ǫ > 0.
5. Conclusions. For a fairly general class of problems, it is often impossible to
find a universal method that performs well on all possible situations, which is the
important connotation of the no free lunch theorems [38, 18, 37]. This is not due to
some kind of curse, but a lack of common features. Actually, a certain commonality
is the premise of efficiency. And when there is no such a premise, it is always wise to
find a subclass that has enough in common and maintains a proper level of generality.
Although the consequent loss of generality is what we have to pay, the corresponding
discriminant conditions may help us understand the problem better.
In this work, we proposed a class of contraction algorithms based on the concept
of contractility. From the efficiency of algorithms, especially the mean-type, we have
classified all possible continuous problems. Experiments with various categories of
examples show that these categories seem to be reasonable. To ensure the existence
of efficient optimization algorithms [38], we mainly impose a class of hierarchical low
frequency dominant condition on the problems. And now, we knew that a sufficiently
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smooth or contractile problem can be effectively predicted using a priori information.
Hence, the contractility might be viewed as a complement to smoothness.
The algorithm is implemented in Matlab. The source code of the implementation
is available at https://github.com/xiaopengluo/contropt.
Future research is currently being conducted in several areas. One of the attempts
is to create possible time complexities that is not exponentially related to dimensions
for some certain function classes. We hope that the expected results would provide
some valuable suggestions for efficiency of high-dimensional continuous optimization.
Second, we are also considering how to establish an adaptive contracting condition to
achieve the optimal efficiency for various different problems. A successful achievement
will be very helpful in practice. Third, we hope that some certain difficult problems
can be translated into relevant easy problems by applying some preconditioning and
postconditioning steps before and after each contraction. Moreover, this requires us
to further distinguish which problems are inherently difficult to solve, and which are
only seemingly intractable.
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