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We construct a generalized quantum dimer model on two-dimensional nonbipartite lattices includ-
ing the triangular lattice, the star lattice and the kagome lattice. At the Rokhsar-Kivelson (RK)
point, we obtain its exact ground states that are shown to be a fully gapped quantum spin liquid
with the double-semion topological order. The ground-state wave function of such a model at the
RK point is a superposition of dimer configurations with a nonlocal sign structure determined by
counting the number of loops in the transition graph. We explicitly demonstrate the double-semion
topological order in the ground states by showing the semionic statistics of monomer excitations. We
also discuss possible implications of such double-semion resonating valence bond states to candidate
quantum spin-liquid systems discovered experimentally and numerically in the past few years.
PACS numbers: 75.10.Kt, 05.30.Pr
I. INTRODUCTION
Topological order [1–3] is a key concept with increas-
ing importance in studies for quantum many-body sys-
tems, especially for strongly correlated electronic sys-
tems. Quantum states with the so-called intrinsic topo-
logical order can be characterized by patterns of long-
range quantum entanglement [4–6], and feature fraction-
alized excitations carrying fractional charge and anyonic
statistics. Besides being interesting on their own, quan-
tum states with certain topological orders may have in-
teresting applications for fault-tolerant quantum compu-
tations [7, 8]. The experimentally observed fractional
quantum Hall (FQH) states [9, 10] are seminal examples
of the emergence of topological order in strongly corre-
lated electronic systems. The concept of topological or-
ders has been widely used in the studies of quantum spin
liquids [11–13] and high-Tc superconductors [1, 14–16].
Quantum dimer models [17] were first introduced to
study quantum spin liquids and high-Tc cuprate in the
context of short-range resonating valence bond (RVB)
states [14, 18]. Later it was shown that on a nonbipar-
tite lattice, the ground state of quantum dimer mod-
els described by the Rokhsar-Kivelson (RK) Hamilto-
nian [19] can realize a particular topological order—the
Z2 topological order [12, 20], which is among the sim-
plest intrinsic topological orders and it is also known
as the toric-code topological order [7]. In recent years,
more topological orders have been realized systemat-
ically in exactly solvable models, e.g., the string-net
models [21] and Kitaev models [22]. In the past few
years, evidences of gapped quantum spin-liquid ground
states were reported in numerical simulations of frus-
trated spin SU(2)-symmetric models using the methods
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of density matrix renormalization group (DMRG) [23–
25] and pseudofermion functional renormalization group
(PFFRG) [26], and in experiments on real materials [27].
Short-range RVB wave functions (or, equivalently, dimer
wave functions) with Z2 topological order are often con-
sidered as candidate ground states. Nonetheless, recent
DMRG studies reported indirect evidence that the Z2
topological order might not describe the ground state of
the kagome spin-1/2 Heisenberg model [28–32].
Therefore, we naturally ask the following question:
Can short-range RVB-type wave functions in two-
dimensional (2D) support a different topological order
than the Z2 one? Our answer is positive by constructing
an exactly solvable Hamiltonian of quantum dimers (or
bond singlets) whose ground state has the double-semion
topological order [21, 33] instead of the Z2 or toric-code
topological order. Our construction is quite simple as we
only change the phase of resonant terms in the original
RK Hamiltonian, as follows:
H =
∑
Pα
[
(it |Pα〉 〈Pα˜|+ H.c.) + v(|Pα〉 〈Pα|+ |Pα˜〉〈Pα˜|)
]
,
(1)
where P1 = , P2 = , P3 = , and Pα˜ is obtained by
flipping the dimer configurations of Pα. Note that in the
original RK Hamiltonian [17], the coefficient of resonance
terms is −t. Here, it is changed to it, which could have
qualitative consequences [34]. Indeed, we shall demon-
strate that the topological order of the ground state of
Eq. (1) is changed to the double-semion order. Such
RVB-type wave functions with double-semion topological
order could serve as candidate ground states of frustrated
spin-1/2 SU(2)-symmetric quantum magnets with frus-
trated Heisenberg interactions. Naively, Eq. (1) seems
to be not invariant under the time reversal symmetry
as it goes to −it under complex conjugate K. How-
ever, since the quantum dimer model can be viewed as
the low-energy effective model in spin-singlet subspace,
time-reversal symmetry can be realized in a much more
generic form with T = UK, where UU∗ = 1 is a uni-
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2tary transformation (the detailed form of U will be dis-
cussed later). Actually, the time-reversal symmetry be-
comes manifested in the low-energy effective-field theory
description for double-semion topological order, with
L = K
DS
IJ
4pi
λµνaIλ∂µaJν , K
DS
IJ =
(
2 0
0 −2
)
. (2)
In Sec. II, we construct the ground state wave func-
tion of Eq. (1). We show that under a proper local uni-
tary transformation(which preserves the topological or-
der), the ground state wave function takes an extremely
simple form and can be described by an equal-weight
superposition of all dimer configurations with signs of
±1, and the signs of different dimer configurations are
determined by counting the number of loops in the cor-
responding transition graph.
In Sec. III, we explicitly demonstrate that the ground
state we constructed has the double-semion topological
order. In particular, the monomer excitations obey the
fusion rules and statistics of the semion excitations. We
first construct the sign structure of the monomer wave
function using a string operator which we call a “half-
vison string.” Using this result, the semionic statis-
tics of monomers is illustrated using the procedure first
proposed in Ref. 35, where the statistical phase of ex-
changing two monomers is determined by comparing the
Berry phases of exchanging two monomers and moving
one monomer along the same path.
Our construction of exactly solvable quantum dimer
models with the double-semion topological order can be
generalized to other two-dimensional nonbipartite lat-
tices. In Sec. IV, we generalize our construction to the
star lattice (which is also known by many other names
summarized in Ref. 36) and to the kagome lattice. The
star lattice is an interesting playground to study the
quantum dimer models and spin-1/2 Kitaev models [37]
as it has many nice properties [36], which are discussed
in more detail in Sec. IV, and antiferromagnets on the
star lattice have been realized in a polymetic iron ac-
etate material [38]. On the star lattice, both the model
Hamiltonian and its ground-state wave function are fully
symmetric. Furthermore, we demonstrate the double-
semion topological order of the ground-state wave func-
tion by mapping our model to the string-net model [21]
and to a symmetry-protected topological (SPT) state in
a spin model [39]. We also generalize our construction to
the kagome lattice. Lastly, further discussions and the
conclusion will be presented in Sec. V.
II. SIGN STRUCTURES IN DIMER WAVE
FUNCTION
We start with a brief review of the exactly solvable RK
Hamiltonian and its ground-state wave function with the
toric-code topological order. On the triangular lattice,
the RK Hamiltonian takes the following form [19]:
HRK =
∑
plaquette
− t (| 〉 〈 |+ H.c.)
+ v (| 〉 〈 |+ | 〉 〈 |) ,
where the sum runs over all rhombic plaquettes. This
Hamiltonian is exactly solvable at t = v, known as the
RK point, because there the Hamiltonian can be rewrit-
ten as a sum of projection operators as follows,
HRK = t
∑
plaquette
(| 〉 − | 〉) (〈 | − 〈 |) . (3)
As a result, the wave function
|Ψ〉 =
∑
c
|c〉 , (4)
which is an equal-amplitude superposition of all dimer
configurations, is an exact ground state of the Hamilto-
nian (here c denotes a dimer configuration). It can be
shown that this wave function has the Z2 topological or-
der, which is the same as the toric-code model.
(a) (b) (c)
FIG. 1. Sign rule of dimer configurations. (a) The reference
dimer configuration, which is a columnar VBS state. (b) An
arbitrary dimer configuration. (c) The transition graph con-
structed by superposing the configurations in (a) and (b). In
this transition graph, there are four loops, including two triv-
ial length-two loops at the bottom-left and the bottom-right
corners, and therefore the count Nc = 4 in Eq. (6).
In this work, we construct a dimer wave function with
the double-semion topological order. Motivated by the
construction of wave functions with such topological or-
der in the string-net models [21], we consider the follow-
ing dimer wave function constructed as an equal-weight
superposition of different dimer configurations with a
sign structure:
|Ψ〉 =
∑
c
s(c)|c〉, (5)
where s(c) = ±1 is a sign function defined as follows.
First, we construct a transition graph by superposing the
dimer configuration c and a particular reference config-
uration c0. Here we choose the reference c0 to be the
columnar valence bond solid (VBS) configuration shown
in Fig. 1(a). Then the sign function is determined from
the number of transition loops Nc in the transition graph,
s(c) = (−1)Nc . (6)
3Note that in the transition graph, if the two dimer con-
figurations occupy the same bond, the two overlapping
dimers form a trivial length-two loop. This trivial loop
also contributes a factor of −1 in the wave function. The
construction of transition loops is demonstrated with an
example in Fig. 1(c).
Next, we show that the wave function in Eq. (5) is the
exact ground state of the following extended RK Hamil-
tonian at the RK point t = v:
HextRK =
∑
[t (| 〉 〈 |+ H.c.) + v (| 〉 〈 |+ | 〉 〈 |)]
+
∑
[(−1)yt (| 〉 〈 |+ H.c.) + v (| 〉 〈 |+ | 〉 〈 |)]
+
∑[
t
(∣∣∣ 〉 〈 ∣∣∣+ H.c.)+ v (∣∣∣ 〉 〈 ∣∣∣+ ∣∣∣ 〉 〈 ∣∣∣)] ,
(7)
where the three sums run over rhombic resonance pla-
quettes in three different orientations respectively, and
the sign of the resonance terms with the second orienta-
tion alternates in even and odd rows, as indicated by the
factor of (−1)y [y is the coordinate in the y direction, as
labeled in Fig. 2(a)]. This Hamiltonian differs from the
original RK Hamiltonian in Eq. (3) where the signs of the
resonance term on some plaquettes become positive. For
clarity, in the rest of the paper, we denote the plaquettes
with positive and negative resonance terms in Eq. (7) as
type-A and type-B plaquettes, respectively, as shown in
Fig. 2(a).
A
A
B
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(a)
(b)
(c)
FIG. 2. Different types of resonance terms and their effects
on transition graphs. The shaded rhombus shows the location
of the resonance term, and the thick lines in (b) and (c) are
transition loops. (a) Two types of resonance terms. The red
dimers show the reference dimer configuration as in Fig. 1(a).
(b) Effect of a type-A resonance term. A type-A term recon-
nects two transition loops and changes the number of loops
by one. (c) Effect of a type-B resonance term. A type-B res-
onance term reconnects the loop locally and does not change
the number of loops.
Similar to the original RK Hamiltonian, at the RK
point t = v this extended RK Hamiltonian can also be
written as a sum of projection operators on all plaquettes
as follows,
HextRK =t
∑
A
(| 〉+ | 〉) (〈 |+ 〈 |) +
t
∑
B
(| 〉 − | 〉) (〈 | − 〈 |) ,
(8)
where the two sums run over type-A and type-B pla-
quettes, respectively. Hence, similar to the original RK
Hamiltonian, the ground state of this Hamiltonian is also
a superposition of dimer configurations that are annihi-
lated by all projection operators in Eq. (8). From the
form of projection operators, we see that the ground-
state wave function should be an equal-amplitude super-
position of two different configurations resonating on a
type-B plaquette, but an equal-weight superposition with
opposite signs of two different configurations resonating
on a type-A plaquette. We shall argue that the sign func-
tion defined in Eq. (6) by counting the number of tran-
sition loops satisfies these requirements. To see this, we
first notice that a difference between type-A and type-
B plaquettes is that in a type-B plaquette, the dimer
at the middle of the plaquette belongs to the reference
dimer configuration, while in a type-A plaquette it does
not, as shown in Fig. 2(a). As a result, the two types of
resonance terms act differently in the transition graphs,
as shown in Fig. 2: A resonance term on a type-A pla-
quette reconnects two transition loops into one (or splits
one into two), and therefore changes the parity of the
total number of transition loops. On the other hand, a
resonance term on a type-B plaquette alters a transition
loop locally without changing the number of transition
loops. As a result, the wave function defined using the
sign in Eq. (6) is indeed a ground state of the extended
RK Hamiltonian in Eq. (7) at v = t.
The global phase diagram of the extended RK Hamil-
tonian can be obtained by mapping it to the original RK
Hamiltonian via a (nonlocal) unitary transformation that
redefines the dimer basis using the sign function,
|c〉 → |c˜〉 = s(c) |c〉 . (9)
4After this (nonlocal) unitary transformation, the wave
function in Eq. (5) becomes the original RK wave func-
tion in Eq. (4) and, using the previous argument one can
show that the extended RK Hamiltonian in Eq. (7) be-
comes the original RK Hamiltonian in Eq. (3). Thus, we
show that the wave function in Eq. (5) is an exact ground
state of the extended RK Hamiltonian at v = t. Similar
to the original RK Hamiltonian, the extended Hamilto-
nian we study also has a first-order phase transition at
v = t, separating a staggered valence bond solid phase
at v > t and a gapped liquid phase at v < t, which is
smoothly connected to the exact wave function at v = t in
Eq. (5). Hence, in this work, we use this wave function as
a representative wave function to study the gapped liquid
phase and the topological order therein. We also stress
that the HextRK and HRK indeed have different topological
orders since Eq. (9) is not a local unitary transformation.
Finally, we show that HextRK and H have the same topo-
logical order since they can be mapped to each other
through a local unitary transformation, defined by bij →
bije
iθij , where the bosonic operator bij (with b
2
ij = 0) an-
nihilates the dimer excitation on the bond (ij), and θij
is a phase factor that depends on the bond. As shown
in Fig. 2(a), here we assign θij = 0 for bonds with the
first orientation, θij = pi/4 for bonds with the second
orientation, and θij = pi/4 (3pi/4) for bonds with the
third orientation on even (odd) rows, respectively. With
this local unitary transformation, one can check that the
Hamiltonian defined in Eq. (7) becomes the one we have
introduced at the beginning of the paper in Eq. (1), and
the wave function defined in Eq. (5) becomes
|Ψ0〉 =
∑
c
(−1)Nceipi4N2eipi4Neven3 ei 3pi4 Nodd3 |c〉, (10)
where N2 denotes the total number of dimers in the sec-
ond orientation, and N even3 (N
odd
3 ) denotes the number
of dimers in the third orientation on even (odd) rows,
respectively. This local unitary transformation restores
the translation and rotation symmetries in H. In addi-
tion, the ground-state wave function of H also preserves
translation and rotation symmetries because, using the
(nonlocal) unitary transformation in Eq. (9), we can show
that |Ψ0〉 is the unique ground state (within a topologi-
cal section) of the Hamiltonian, which itself is invariant
under these symmetry transformations.
Since HextRK is real and manifestly time-reversal invari-
ant, the above local unitary transformation implies the
time-reversal symmetry operator of H should be defined
by T = UK with U : bij → bijeiθij , which is different
from the physical time-reversal operation if the dimers
are interpreted as spin-singlet pairs in a spin model.
Therefore, in this context, the model in Eq. (1) breaks
time-reversal symmetry (and also inversion symmetry).
However, such an antiunitary operation may be realized
as the physical time-reversal operation if the dimers are
interpreted in other physical contexts.
On the other hand, we note that the Hamiltonian
in Eq. (7) explicitly breaks symmetries of the trian-
gular lattice because the local unitary transformation
ei
pi
4N2ei
pi
4N
even
3 ei
3pi
4 N
odd
3 does not preserves these symme-
tries. In particular, it breaks the six-fold rotational sym-
metry and the translational symmetry along the y di-
rection, as the resonance terms have different signs in
different orientations and on different rows. The wave
function defined in Eq. (5) also lacks these lattice sym-
metries, as its definition is based on a specific reference
dimer configuration that breaks them. However, this is
not essential to our study of the topological order in the
state, as the intrinsic topological order we are interested
in requires no symmetry to protect it.
In summary, in this section, we construct a wave func-
tion using a sign structure determined by the number of
transition loops in the transition graph against a partic-
ular reference dimer configuration. This wave function
is constructed as the ground state of an exactly solvable
RK-like Hamiltonian, given by Eq. (1). We construct
two forms for the exactly solvable Hamiltonian and its
ground-state wave function, which are related by a local
unitary transformation. The first form in Eqs. (7) and
(5) breaks rotation and translation symmetries, while the
second form in Eqs. (1) and (10) preserves all of the lat-
tice symmetries but with twisted time-reversal and mir-
ror symmetries. Despite the different symmetries, the
two ground-state wave functions have the same intrinsic
topological order, which does not need the protection of
any global symmetry. Although H appears to be simpler,
HextRK has a simpler ground-state wave function. Hence,
in Sec. III we use HextRK to discuss the intrinsic topological
order in the ground state.
III. MONOMER EXCITATIONS AND THEIR
STATISTICS
Now we study the topological order in the ground-state
wave function introduced in the previous section by in-
vestigating the topological excitations above the ground
state. In particular, we consider the monomer excita-
tions, which are sites that have no dimer connected to
them. In the dimer liquid state with the toric-code topo-
logical order, the monomer excitations are themselves
bosons but have a nontrivial mutual statistics with an-
other type of topological excitations called the visons.
Here we shall show that for the dimer liquid state de-
scribed by the wave function in Eq. (5), the monomer ex-
citations obey nontrivial semionic statistics. The statis-
tics of the topological excitations implies that the ground
state features the so-called double-semion topological or-
der instead of the toric-code order in the original RK
wave function.
We begin with a brief review of the topological excita-
tions in the double-semion topological order. In such a
state, there are three types of excitations: the semion, the
antisemion and the bosonic bound state of two semions.
The statistics and fusion rules of these excitations are
summarized in Tables I and II, respectively. We shall see
5TABLE I. Self- and mutual statistics of topological excitations
in the double-semion topological order. s, s¯, and b denotes
the semion, the antisemion and the bosonic bound state, re-
spectively.
eiθ s s¯ b
s i 0 −1
s¯ 0 −i −1
b −1 −1 0
TABLE II. Fusion rules between topological excitations in the
double-semion topological order.
× s s¯ b
s 1 b s¯
s¯ b 1 s
b s¯ s 1
that in the extended quantum dimer models, these three
types of excitations correspond to two types of monomers
and the vison, respectively.
i j
(a)
i j
(b)
FIG. 3. A monomer string and a half-vison string. (a) The
transition graph of a dimer configuration with two monomer
excitations. Besides the transition loops, the graph also con-
tains a string connecting two monomer sites, for which we
coin the name “monomer string.” (b) A half-vison string
connecting the two monomer sites. The half-vison string is
represented by a dashed line. Both the monomer string and
the half-vison string are oriented from site i to j. The ar-
rows on the dimers and the dashed line show the direction
of monomer and half-vison strings. Note that the half-vison
string runs through the dual lattice, so it starts and ends
on an adjacent dual lattice site to the monomer excitations.
According to the definition of the half-vison string, the two
crossings at the left and the right gives phase factors of −i
and i, respectively. This is explained in Appendix B.
First, we consider the dimer wave function that con-
tains monomer excitations at fixed locations. The
monomer wave function is an eigenstate of the Hamil-
tonian in Eq. (7) in the Hilbert space that consists of
dimer configurations that have no dimer connecting to
the monomer sites. We start with the simple case that
has two monomers at sites i and j, and consider a wave
function that is a superposition of different dimer config-
urations,
|Ψ(i, j)〉 =
∑
c[i,j]
s(c[i, j]) |c[i, j]〉 , (11)
where c[i, j] denotes dimer configurations with two
monomer defects at sites i and j. To determine the
phase factor s(c[i, j]), we again consider the transition
graph between the configuration c[i, j] and the reference
state in Fig. 1(a). Since the configuration c[i, j] has two
monomer defects, besides the transition loops the tran-
sition graph also contains a string connecting the two
defect sites i and j, as illustrated with an example in
Fig. 3(a). In this paper, we coin the name “monomer
string” for this string. Hence naturally in the phase fac-
tor s(c[i, j]), besides the factor of −1 contributed from
each transition loop, there is an extra phase factor de-
pending on the configuration of the monomer string,
s(c[i, j]) = (−1)Ncφ(Mij), (12)
where Mij denotes the monomer string connecting i and
j.
(a) (b)
i
j
i
j
(c)
FIG. 4. Effects of different types of resonance terms on the
defect string connecting two monomers. Similar to Fig. 2,
the shaded area shows the location of the resonance term
and the thick line shows the defect string that connects two
monomer excitations. The dashed line shows the half-vison
string. (a) A type-B resonance term changes the shape of the
string locally without changing the topology of the string.
(b) A type-A resonance term absorbs a nearby loop into the
string. (c) A type-A resonance term reconnects the monomer
string. In the left configuration the half-vison string does not
intersect the monomer string, and in the right configuration
the half-vison string intersects the monomer string twice with
the same phase factors i, so the total phase is −1. Therefore,
the half-vison string gives an extra phase factor −1 after the
resonance.
To determine the form of φ, we study how the res-
onance terms in the extended RK Hamiltonian act on
the monomer string. The type-B terms act trivially on
the monomer string by changing the shape of the string
locally, as shown in Fig. 4(a), while it does not change
the sign of the wave function. The type-A terms, on
the other hand, act in two ways on the monomer string.
First, in Fig. 4(b), the action of such resonance term
merges the string with a nearby loop. In this process
the wave function changes sign because the type-A term
is positive in the Hamiltonian, while the count of loop
number Nc also changes by one. Therefore, the factor
φ(Mij) is unchanged in this resonance process. Second,
6in Fig. 4(c), it is illustrated that after the action of a
type-A resonance term, the string is reconnected with it-
self and no transition loop is created or annihilated. Since
the type-A term is positive in the Hamiltonian, and Nc
stays the same, the phase factor φ(Mij) must acquire a
minus sign. Such a phase factor can be constructed us-
ing another string operator connecting the two monomer
sites through the dual lattice. This string operator acts
like a square root of the vison string operator; therefore,
we coin the name “half-vison string.”
The definition of a half-vison string operator is illus-
trated in Fig. 3(b). Here we only give a simplified version
of its definition for the special case that there are only
two monomers and the half-vison string connects the two
monomer sites. (Since the half-vison string goes through
the dual lattice, when we say the half-vison string con-
nects a monomer site we mean the string terminates at
a nearest-neighbor dual lattice site around the monomer
site. In Appendix B, we discuss this in more detail and
show that this arbitrary choice does not affect our result.)
The definition for general cases is given in Appendix B.
We first assign a direction to the monomer string in the
transition graph, and the half-vison string is also ori-
ented. The action of the string operator is then defined as
a product of phase factors everytime the half-vison string
and the monomer string intersect. The phase factor at
the intersection point depends on the angle between the
dimer and the half-vison string: the phase factor is i if
the dimer runs from the right to the left relative to the
direction of the half-vison string, and −i otherwise. Some
basic properties of the half-vison string operator are dis-
cussed in Appendix B: Similar to the vison string opera-
tor, it is also independent of the choice of the path and
effectively defines two local operators at the two ends of
the string. Moreover, two parallel half-vison strings fuse
into one vison string, which is the reason we chose its
name.
The phase factor φ(Mij) in the two-monomer wave
function can be chosen to be the phase factor of a half-
vison string operator that connects the two monomers,
φ(Mij) = Hi→j(Mi→j), (13)
where Hi→j denotes a half-vison string operator from i
to j, and Mi→j denotes the oriented monomer string.
To prove that the wave function constructed with this
phase factor is indeed an eigenstate of the Hamiltonian
in Eq. (7), we need to show that the phase factor in
Eq. (13) is invariant under the resonance processes shown
in Figs. 4(a) and 4(b), but changes sign in Fig. 4(c).
Since the half-vison string operator is path independent,
we can choose its path to simplify our discussion. For
the resonance processes in Figs. 4(a) and 4(b), we choose
the path of the half-vison string such that it does not
intersect with the piece of monomer string shown in the
figures. Therefore, the phase factor in Eq. (13) is indeed
unchanged. For the resonance process in Fig. 4(c), we
let the half-vison string cut through the resonance pla-
(a) (b) (c) (d) (e)
FIG. 5. Monomer excitations and fusion rules. The solid lines
with arrows are the monomer strings, and dashed lines with
arrows are the half-vison strings. The dashed line without an
arrow is a vison string. (a) A monomer excitation with one
outgoing monomer string and one outgoing half-vison string.
(b) An antimonomer with one outgoing monomer string and
one incoming half-vison string. (c) Two monomers are joined
by one monomer string and one half-vison string running
in parallel directions and fuse into vacuum. (d) Two anti-
monomers are joined by one monomer string and one half-
vison string running in opposite directions and fuse into vac-
uum. (e) One monomer and one antimonomer are joined by
one monomer string, but the two half-vison strings meet in
the middle and fuse into a vison string. Hence one monomer
and one anti-monomer fuse into a vison.
quette, as shown in that figure. It is easy to check that
after the resonance, the phase factor φ(Mij) acquires a
minus sign, which is consistent with the Hamiltonian.
Therefore, the two-monomer wave function defined using
φ(Mij) in Eq. (13) is indeed an eigenstate of the Hamil-
tonian in Eq. (7).
Similarly, one can construct another wave function us-
ing a half-vison string running in the opposite direction,
φ∗(Mij) = Hj→i(Mi→j), (14)
and using the definition of half-vison string it is easy to
see that this phase factor is the complex conjugate of the
one in Eq. (13). In this construction, the monomer exci-
tations can be viewed as a bound state of one end of a
monomer string and one end of a half-vison string. Be-
cause both types of strings are oriented, the monomer be-
longs to different types depending on the direction of the
strings. Since the wave function is invariant if both the
monomer string and the half-vison string are reversed,
there are two types of monomer excitations, with the
two strings in the same or opposite directions, respec-
tively. We denote the bound state of two starting or two
ending points of the two strings as the monomer, and
the bound state of one starting and one ending point of
the two strings as the antimonomer, respectively, as il-
lustrated in Figs. 5(a) and 5(b). Using this convention,
the wave function |Ψ(i, j)〉 contains two monomer excita-
tions, whereas its complex conjugate |Ψ∗(i, j)〉 contains
two antimonomers.
In the two-monomer Hilbert space, there are two
degenerate ground-state wave functions |Ψ(i, j)〉 and
7j
(a)
j
(b)
FIG. 6. Length-six resonance term.
|Ψ∗(i, j)〉, representing states with two monomers or two
antimonomers, respectively. This double degeneracy of
two-monomer states is accidental and not protected by
the topological order. In particular, it can be lifted by lo-
cal perturbations near the monomer excitations [40]. As
an example, we consider a resonance term on a length-
six loop surrounding one monomer excitation, as shown
in Fig. 6. For the configuration shown in this exam-
ple, the action of the resonance term annihilates one
transition loop and creates one intersection between the
half-vison string and the monomer string with the fac-
tor i. Hence the sign of the two-monomer wave func-
tion |Ψ(i, j)〉 changes by −i. On the other hand, the
two-antimonomer wave function |Ψ∗(i, j)〉 changes by i.
Therefore, adding such a resonance term with coefficient
∓i to the Hamiltonian lifts the degeneracy and favors
the state with two monomers and two antimonomers, re-
spectively, as this term breaks the time-reversal symme-
try which relates the two wave functions |Ψ(i, j)〉 and
|Ψ∗(i, j)〉.
Using the construction of the wave function, we can
check the fusion rules between monomer, antimonomer,
and vison excitations, as illustrated in Fig. 5. First, if we
have two monomers, they can be joined by one monomer
string and one half-vison string running in the same di-
rection, and therefore they fuse into a trivial state. Like-
wise, two antimonomers can be joined by one monomer
string and one half-vison string running in opposite di-
rections, and also fuse into a trivial state. On the other
hand, if we have one monomer and one antimonomer,
they can be joined by one monomer string, but there are
two half-vison strings coming out from them. The two
half-vison strings meet and they can fuse into one vison
string (see Appendix B). Therefore, one monomer and
one antimonomer fuse into a vison.
Next, we explicitly demonstrate the nontrivial
semionic statistics of monomer excitations by calculating
the exchange algebra between two monomer excitations.
This can be computed by first calculating the Berry phase
acquired by exchanging two monomers, then subtracting
the Berry phase acquired by moving one monomer along
the same path [35].
As a demonstration, we consider the exchange process
on the dimer configurations shown in Fig. 7 and corre-
sponding hopping process shown in Fig. 8. The Berry
phase accumulated through the exchange process is de-
termined by multiplying the signs of the hopping and res-
a
b
(a)
a
b
(b)
a
b
(c)
ab
(d)
ab
(e)
a
b
(f)
FIG. 7. Exchanging two monomers.
onance terms used in the process, and the relative phase
between the initial and final dimer configurations. In the
exchange process, we used three hopping terms, which ex-
change the location of the monomer with a nearby dimer
in the shaded triangle. Here the signs of the hopping
terms can be neglected, because the same hopping terms
are also used in Fig. 8 and the signs will cancel when
subtracting the two Berry phases. From the Hamilto-
nian in Eq. (7), we see that the product of the signs of
the resonance terms used in Fig. 7 is +1. The relative
phase between the initial and final dimer configurations
in Figs. 7(a) and 7(b) is −1, since one transition loop
is created during the process, and the half-vison string
contributes no factor in both Figs. 7(a) and 7(f). There-
fore, the total Berry phase acquired in Fig. 7 is −1. The
Berry phase acquired in the hopping process in Fig. 8
can be determined similarly. Here the total sign of the
resonance terms is again +1, and according to the sign
of the monomer wave function defined in Eq. (11), the
relative sign between the final state in Fig. 8(e) and the
initial state in Fig. 8(a) is i, as the parity of the number
of loops is the same, but the half-vison string cuts the
monomer string once with a phase factor i in Fig. 8(e).
Therefore, the total Berry phase is i. Subtracting this
from the Berry phase in Fig. 7, we conclude that the sta-
tistical phase accumulated by exchanging two monomers
is i, which is consistent with exchanging two semions as
listed in Table I.
(a) (b) (c)
(d) (e)
FIG. 8. Moving one monomer along exactly the same path as
in Fig. 7.
8Similarly, if we were exchanging two antimonomers in-
stead, the statistical phase determined by the previous
argument would become −i because the winding angle in
Fig. 8(a) becomes −2pi as the monomer string reverses its
direction. Therefore, we conclude that the monomer and
antimonomer excitations obey the statistics and fusion
rules of semion and antisemion excitations in the double-
semion topological order, respectively. This implies that
the gapped phase represented by the wave function in
Eq. (5) indeed has the double-semion topological order.
IV. GENERALIZATION TO THE STAR
LATTICE
Our construction of the dimer wave function with the
double-semion topological order and the corresponding
exactly solvable Hamiltonian can be easily generalized
to other two-dimensional nonbipartite lattices, such as
the star lattice and the kagome lattice. In particular,
when generalized to the star lattice, the constructed wave
function and the corresponding exactly solvable quan-
tum dimer Hamiltonian are invariant under both time-
reversal and lattice symmetries in an obvious way. We
also briefly discuss the generalization to the kagome lat-
tice.
FIG. 9. Fully symmetric dimer configuration on the star lat-
tice.
The dimer wave function constructed in Eq. (5) for the
triangular lattice breaks lattice symmetries because the
choice of the reference dimer configuration breaks them.
However, on the star lattice, a fully symmetric dimer
configuration exists, as shown in Fig. 9. Using this con-
figuration as the reference, the wave function constructed
in Eq. (5) becomes fully symmetric.
Furthermore, an exactly solvable Hamiltonian can be
constructed such that the wave function in Eq. (5) is
its ground state. Similar to the kagome lattice, on the
star lattice the dimer configurations also have arrow and
pseudospin representations [36, 41, 42], and from these
representations an exactly solvable Hamiltonian whose
ground state is the RK wave function is constructed as
follows [36, 42]:
H = −
∑
D
∑
α
[|Lα(D)〉〈L¯α(D) + H.c.] , (15)
where the sum runs over all dodecagons labeled byD, and
on each dodecagon the sum runs over all even-length res-
onance loops surrounding it. For each dodecagon, there
are 32 such loops, denoted by α = 1, . . . , 32. For each
loop α on the dodecagon D, Lα and L¯α denote the two
different dimer configurations that form the resonance
loop. It is shown in Ref. 36 that the ground state of this
Hamiltonian is the RK wave function in Eq. (4) which
supports Z2 topological order. To obtain the Hamilto-
nian for the double-semion wave function in Eq. (5), we
use the unitary transformation in Eq. (9). After this uni-
tary transformation, the RK wave function in Eq. (4) is
mapped to the double-semion wave function in Eq. (5),
and the Hamiltonian in Eq. (15) is mapped to the follow-
ing form:
H = −
∑
D
∑
α
[
(−1) l(α)2 +1|Lα(D)〉〈L¯α(D)|+ H.c.
]
,
(16)
where l(α) denotes the length of the resonance loop
(which is always even).
The double-semion topological order in the ground
state of the Hamiltonian in Eq. (16) can be understood
by repeating the argument in Sec. III on the star lat-
tice. Moreover, it can also be shown using dualities to
two previously studied models with the double-semion
topological order. First, this dimer model on the star
lattice can be mapped to a loop model, which is a spe-
cial case of the general string-net models discussed in
Ref. 21. Because the star lattice is trivalent (each lattice
site has three nearest neighbors), a dimer configuration
on such a lattice can be mapped to a loop configura-
tion [43], which occupies the bonds that are not occu-
pied by the dimers. Under this mapping, the original
RK wave function is mapped to an equal-amplitude su-
perposition of all loop configurations, which carries the
toric-code topological order [21]. On the other hand, the
wave function in Eq. (5) is mapped to an equal-weight
superposition of loop configurations with a sign struc-
ture. Using the Hamiltonian in Eq. (16), we can show
that the ground-state wave function in the loop model
has the following form:
|Ψ〉 =
∑
X
(−1)Xc |X〉, (17)
where X denotes all possible loop configurations, and Xc
is the count of loops in a configuration. As shown in
Ref. 21, this wave function has the double-semion topo-
logical order. This implies that the corresponding dimer
wave function also has this nontrivial topological order.
Second, the quantum dimer model in Eq. (16) can be
mapped to a symmetry-protected topological (SPT) state
discussed in Ref. 39. Using the pseudospin representa-
tion, quantum dimer models on the star lattices can be
9mapped to a spin model [36] with pseudospin degrees of
freedom that locate at the centers of the dodecagon and
form a triangular lattice. In this mapping, the domain
walls in the spin configuration correspond to the loops in
the transition graph against an arbitrary reference dimer
configuration (in our case, the reference configuration can
be chosen as the state in Fig. 9). The model in Eq. (15)
is mapped to the following spin model:
H = −Γ
∑
D
σx(D), (18)
where σx(D) is the Pauli matrix operator that acts on the
pseudospin. The ground state of this pseudospin Hamil-
tonian is a trivial paramagnetic state. If we map this
pseudospin model back to a quantum dimer model, the
mapping between the pseudospin and dimer states is two
to one, where two spin configurations related by the oper-
ation
∏
D σ
x(D) are mapped to the same dimer configu-
ration. Therefore, the operation
∏
D σ
x(D) is a Z2 global
symmetry in the pseudospin model and becomes a gauge
symmetry in the quantum dimer model. In Ref. 39, it is
shown that gauging a Z2 symmetry in a trivial paramag-
netic state gives a state with the toric-code topological
order, which is consistent with the intrinsic topological
order carried by the original RK wave function. Next, we
consider mapping the quantum dimer model in Eq. (16)
to a spin model in the pseudospin representation. Since
the loops in the transition graph are mapped to domain
walls in the pseudospin configuration, the total number
of loops Nc in the sign structure of the wave function in
Eq. (5) is mapped to the total number of domain walls.
Therefore, the ground-state wave function in Eq. (5) is
mapped to the spin wave function discussed in Ref. 39,
|Ψ〉 =
∑
{σzD}
(−1)Ndw |{σzD}〉, (19)
where |{σzD}〉 denotes an Ising basis, and Ndw counts
the number of domain walls in the spin configuration.
Correspondingly, the Hamiltonian in Eq. (16) is mapped
to the following form [39]:
H = −Γ
∑
D
BD, BD = −σxD
∏
〈DD1D2〉
i
1−σzD1σ
z
D2
2 , (20)
where the product in the definition of BD runs over the
six triangles 〈DD1D2〉 containing the site D. In Ref. 39,
it is shown that the ground state in Eq. (19) has a non-
trivial SPT order, protected by the aforementioned global
Z2 symmetry. Furthermore, gauging this Z2 symmetry
gives a state with the double-semion topological order.
This is consistent with our conclusion that the dimer
state in Eq. (5) carries the double-semion topological or-
der.
Similarly, this construction can be implemented on the
kagome lattice, where the Z2 RK wave function is the
ground state of an exactly solvable Hamiltonian [42] anal-
ogous to Eq. (15),
H = −
∑
H
∑
α
[|Lα(H)〉〈L¯α(H) + h. c.] , (21)
where H iterates over all hexagons in the kagome lattice,
and α labels the even-length resonance loops surround-
ing a hexagon. On a kagome lattice, the double-semion
dimer wave function in Eq. (5) can be constructed using a
particular reference dimer configuration. Unlike the star
lattice, such reference configuration always breaks trans-
lational symmetries of the kagome lattice, and as a result
the constructed wave function and the corresponding ex-
actly solvable Hamiltonian also lacks lattice symmetries.
Again using the unitary transformation in Eq. (9) we can
obtain the general form of the exactly solvable Hamilto-
nian whose ground state is the double-semion dimer wave
function,
H = −
∑
H,α
[
(−1) l(α)2 +r(H,α)+1|Lα(H)〉〈L¯α(H)|+ H.c.
]
,
(22)
where r(H,α) counts the number of reference dimers
which connect next-nearest-neighbor sites in the reso-
nance loop α around the hexagon H. We note that this
Hamiltonian explicitly breaks lattice symmetries because
of the factor r(H,α), which depends on the choice of the
reference dimer configuration.
V. DISCUSSION AND CONCLUSION
In this work, we study an exactly solvable model on the
triangular lattice with a gapped spin-liquid ground state
that has the double-semion topological order. Compar-
ing to the original RK Hamiltonian, this exactly solvable
Hamiltonian contains the same local resonance and po-
tential terms, but the coefficient of the resonance term
becomes imaginary. As a result, the ground-state wave
function of this exactly solvable Hamiltonian has a nonlo-
cal sign structure determined by counting the number of
loops in the transition graph. Moreover, the wave func-
tion of monomer excitations also has a sign structure that
can be constructed using a half-vison string. Using the
sign structure in the ground state and the excited states,
we explicitly demonstrate that the monomer excitations
obey the fusion rules and the statistics of semion and an-
tisemion excitations. This implies that the ground state
has the double-semion topological order.
We constructed two forms of an exactly solvable Hamil-
tonian realizing the same double-semion topological or-
der, which are related by a local unitary transformation.
In one form, it explicitly breaks translational and rota-
tional symmetries of the lattice. The other form retains
the lattice symmetries but realizes time-reversal and mir-
ror symmetries in a twisted way. Furthermore, we also
constructed a simple fully symmetric exactly solvable
Hamiltonian on the star lattice.
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Our construction of dimer wave functions with double-
semion topological order can be generalized to construct
spin wave functions in order to study spin-liquid states.
(We note that a spin wave function with the double-
semion topological order has been realized in a spin-1 sys-
tem using a different approach [44].) For antiferromag-
netic spin-liquid states with a large spin gap, a spin wave
function analogous to the dimer wave function in Eq. (4)
can be constructed as a superposition of different short-
range spin-singlet pairing patterns [45, 46]. On a nonbi-
partite lattice, such wave functions have the Z2 topologi-
cal order and a short-range spin-spin correlation [47, 48].
The properties of such wave functions can be studied nu-
merically using the variational Monte Carlo [47, 48] and
projected entangled pair states (PEPS) [49, 50] methods.
A sign structure similar to the one used in the dimer wave
function in Eq. (5) can be added to this spin-liquid wave
function and this additional sign structure will change the
topological order of the spin-liquid state to the double-
semion one. In particular, on kagome lattices, recent nu-
merical studies [28–31] reveal possible evidences of con-
tinuous phase transitions between the gapped spin-liquid
ground state of the nearest-neighbor Heisenberg model
and a time-reversal-symmetry-breaking chiral spin-liquid
state, and it has been proposed theoretically [32] that
such transitions imply that the former spin liquid has the
double-semion topological order. Such a proposal can be
investigated using the spin wave function we just pro-
posed, and we shall leave this interesting work to future
studies. (We note that since the double-semion topo-
logical order necessarily breaks time-reversal or lattice
symmetries [51], such a proposal implies that the gapped
spin-liquid ground state of the nearest-neighbor Heisen-
berg model breaks time-reversal or lattice symmetries.
This symmetry breaking is not observed numerically and
this issue needs to be resolved by future DMRG studies.)
Note added. After the completion of our work, we
learned that the realization of double-semion topological
order on kagome lattice quantum dimer models is also
being considered by other works [52, 53].
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Appendix A: Symmetry of the double-semion
ground state
In this appendix, we argue that the double-semion
ground-state wave function in Eq. (10) is invariant under
the translation and rotation symmetries of the triangular
lattice.
Both the exactly solvable Hamiltonian in Eq. (7) and
its ground-state wave function in Eq. (5) break the trans-
lation and rotation symmetries of the triangular lat-
tice because they depend on the choice of a symmetry-
breaking reference state, as explained in Sec. II. However,
the translation and rotation symmetries are restored in
the Hamiltonian in Eq. (1) after the local unitary trans-
formation bij → bijeiθij . After this local transforma-
tion, the ground-state wave function takes the form in
Eq. (10). Here we prove that this wave function is in-
variant under lattice translation and rotations, although
the form of Eq. (10) does not manifest these symmetries
explicitly.
To show this, consider that the exactly solvable Hamil-
tonian in Eq. (1) is related to the original RK Hamilto-
nian by the combination of the global unitary transfor-
mation in Eq. (9) and the aforementioned local unitary
transformation. Therefore, the two Hamiltonians have
exactly the same spectrum. That is, all eigenstates of
the two Hamiltonians (including the ground state and
excited states) have the same energies and degeneracies,
and the wave functions are related by the combined uni-
tary transformation. Now we consider the ground states
of the Hamiltonian. It is well known that for the original
RK Hamiltonian, if we neglect the non-flippable states,
which are disconnected with the rest of the states in the
Hilbert space, then there are four ground states, one in
each topological section labeled by the two winding num-
bers in the x and y directions. Hence there is an unique
nondegenerate ground state in each topological sector.
Because of the unitary transformation, the same claim
also holds for the Hamiltonian in Eq. (1). Since the
Hamiltonian is itself translational and rotational invari-
ant, after these symmetry transformations the ground-
state wave function must stay invariant, up to a global
phase factor.
Another way of arguing this is that since the Hamil-
tonian in Eq. (7) respects translation and rotation sym-
metries, the ground-state wave function can only break
these symmetries through spontaneous symmetry break-
ing, which would imply ground-state degeneracy in the
spectrum of the Hamiltonian. However, neither the
spectrum of this Hamiltonian nor that of the original
RK Hamiltonian have the ground-state degeneracy cor-
responding to the spontaneous symmetry breaking. Note
that the ground-state degeneracy due to spontaneous
symmetry breaking is not to be confused with the topo-
logical ground-state degeneracy: the former degeneracy
is between states within the same topological sector de-
fined by the winding numbers, and the latter is between
states in different topological sectors.
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Appendix B: Half-vison string operator
In this appendix, we discuss the definition and prop-
erties of the string operators we use in Sec. III to de-
scribe the sign structure of monomer wave functions.
This string operator is used to define the semion and
antisemion excitations, and it acts like the square root
of a vison string. Therefore, we coin the name “half-
vison string.” In Sec. III, the half-vison string opera-
tor is defined for the special cases that contain only two
monomers and the half-vison string operator connects
these two monomer sites. Here we give the definition for
general cases and argue that this definition reduces to
the simplified version in the special cases.
FIG. 10. General definition of a half-vison string operator.
The solid lines represent loops and monomer strings in the
transition graph, and the dashed line represents a half-vison
string.
The general definition of the half-vison string opera-
tor is illustrated in Fig. 10. For any dimer configura-
tion, we construct the transition graph between it and
the reference configuration. In the transition graph, we
assign orientations to both the monomer strings and tran-
sition loops. In Sec. III, we see that the orientation of a
monomer string determines the type of monomers at its
ends. For the transition loops, we always choose the ori-
entation to be counterclockwise. Then the result of the
half-vison string operator is the product of phase fac-
tors every time the half-vison string cuts a dimer, and
the phase factor depends on the angles between the half-
vison string and the dimer: the phase factor is i if the
dimer is going from the left to the right relative to the
direction of the half-vison string, and the phase factor is
−i otherwise. From the definition of the semion string
operator, we can deduce the following properties.
First, two semion string operators in the same direction
becomes a vison string, as the square of the phase factors
±i is always −1. Hence a semion string can be viewed as
the square root of a vison string. We note that here we
define a vison string as a string operator that contributes
a −1 sign every time it cuts a dimer in the transition
graph, where dimers from the reference configuration are
also counted. However, in most literature, it is defined
without counting the dimer in the reference state. Since
the dimer configuration in the reference state is fixed, the
two definitions only differ by an overall factor that does
not depend on the dimer configuration we consider.
Second, for dimer configurations with monomers at
fixed locations, the semion string operator depends only
on the starting and ending of the string and does not
depend on the path. The difference between two dif-
ferent semion strings starting and ending at the same
locations is a closed semion string loop. If such loop
encloses no monomer sites, the loop intersects any tran-
sition loop or string even times and the phase factos can-
cel, so the closed string operator is equal to the identity
operator, and therefore the two semion string operators
are equal. Moreover, one can show that if the semion
string loop encloses monomer excitations, the string loop
operator is equal to a constant phase factor, which is a
product from each enclosed monomer excitation, where
a monomer with an outgoing and incoming transition
string contributes a ±i, respectively. Therefore, in this
case, the two semion operators only differ by an overall
phase factor.
Lastly, the general definition of a half-vison string can
be reduced to the simplified form we use in Sec. III, where
only intersections with the monomer string are consid-
ered, if there are only two monomers and the half-vison
string connects the two monomer sites. Since the transi-
tion loops and the monomer strings do not intersect, in
this case there is no transition loop that encloses any end
of the half-vison string. Therefore, for every transition
loop that the half vison cuts, it cuts it even times and the
total phase factor cancels. Therefore, in this case only
cuts, with the monomer string needs to be considered.
We note that when we say the half-vison string starts or
ends on a lattice site, there is an ambiguity on the ex-
act location of the starting or ending point because the
half-vison string lives on the dual lattice, and its starting
(or ending) point can only be on a dual lattice. Here
one dual lattice point around the monomer site can be
arbitrarily chosen as the starting point of the half-vison
string. Since in the transition graph there is only one
dimer from the reference configuration connecting to the
monomer site, and the position of this reference dimer is
therefore fixed, this arbitrary choice of half-vison string
starting (or ending) point does not affect the definition
of the half-vison string operator up to an overall phase
factor that does not depend on the dimer configuration.
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