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Insulating quantum spin liquids can undergo a confinement transition to a valence bond
solid via the condensation of topological excitations of the associated gauge theory. We ex-
tend the theory of such transitions to fractionalized Fermi liquids (FL*): these are metallic
doped spin liquids in which the Fermi surfaces only have gauge neutral quasiparticles. Us-
ing insights from a duality transform on a doped quantum dimer model for the U(1)-FL*
state, we show that projective symmetry group of the theory of the topological excitations
remains unmodified, but the Fermi surfaces can lead to additional frustrating interactions.
We propose a theory for the confinement transition of Z2-FL* states via the condensation of
visons. A variety of confining, incommensurate density wave states are possible, including
some that are similar to the incommensurate d-form factor density wave order observed in
several recent experiments on the cuprate superconductors.
ar
X
iv
:1
60
2.
05
95
4v
2 
 [c
on
d-
ma
t.s
tr-
el]
  1
3 A
pr
 20
16
2I. INTRODUCTION
The cuprate superconductors at low doping display a number of complex phenomena [1]. Below
the “pseudogap” temperature (T ∗), the metallic state displays Fermi-liquid like behavior [2, 3] but
is unlike any conventional metal in that the carrier density is inconsistent with the total Luttinger
count [4]. On the other hand, the Fermi-liquid state seen at large values of the doping has been
studied extensively [5] and satisfies Luttinger’s theorem. A description of the transition between
the distinct metallic states and its relation to the phenomenology of the “strange-metal” continues
to be elusive. Much of the recent activity in the field has been devoted to a study of the ubiquitous
charge-density wave (CDW), observed in a number of different families of the underdoped cuprates
[6–20]. The incommensurate charge-density wave state onsets at a temperature below T ∗, but
above the superconducting Tc. The relationship, if any, between the pseudogap metal and the
CDW is a topic of great interest [21].
In many of the spin-liquid based approaches, there is a parent state that describes the metallic
state in the absence of any broken symmetries [1, 22–27], and represents a deconfined phase of an
appropriately defined gauge theory. The ordered phases observed at lower temperatures are then
interpreted as instabilities arising out of this state. Two of the present authors studied the ‘weak-
coupling’ instabilities of a particular candidate state—fractionalized Fermi-liquid (FL*)— in the
presence of short-range interactions and reproduced many of the experimentally observed trends
associated with the CDW [28]. However, the resulting metallic CDW state in this earlier study
is more properly referred to as CDW*, in the notation of Ref. 29: this is because the deconfined
gauge excitations of the FL* state remain largely unmodified across the transition to charge order.
The present paper will take an alternative view of the onset of charge order in the FL* state:
we will present a theory in which the appearance of charge order co-incides with a confinement
transition in the gauge theory; so our confining phase will be a true CDW and not a CDW*.
Such co-incident transitions have been well studied in early work on insulating spin liquids [29–36].
Here, we will extend such theories to metallic states, and show that the FL* to confining-CDW
transition has the same general structure as the corresponding transition in the insulator. At
first sight, this similarity should appear surprising. For the case of conventional Landau-Ginzburg
transitions, it is well-known that the theory for the onset of broken symmetry in insulators is very
different from that in a metal: the presence of the Fermi surface over-damps the order parameter
fluctuations, and this changes the nature of the critical fluctuations [37]. However, this feature
does not extend to confining transitions in gauge theories because there is no ‘Yukawa’ coupling
3between the order parameter and the gapless Fermi surface excitations [38–40]. Furthermore, we
will show here that the Berry phase terms in the gauge theory (which are responsible for the
charge order at the confinement transition) retain the same form in the FL* metal as that in
the insulator [39]; this is due to the absence of any gauge-charged quasiparticles on the Fermi
surface. Consequently the projective symmetry transformations constraining the effective theory
for the topological excitations also have the same form in the insulator and the FL*. We will
argue, therefore, that the primary effect of the presence of the Fermi surface is that it can generate
longer-range and frustrating couplings in the action for the topological excitations. These longer-
range couplings can, in turn, lead to a richer set of possibilities [41] for the structure of the charge
ordering in the confining phase.
Recent low-temperature and high-field measurements of the Hall-coefficient [42] have accessed
the metallic ground state in the absence of superconductivity near optimal doping. This study has
reported some interesting, and perhaps, surprising results. As a function of decreasing hole-doping
(x), the experiments are consistent with two separate transitions. At higher-doping (xh ≈ 19%),
there is a transition from a conventional Fermi-liquid, with 1 + x carriers, to a metallic state
with x carriers and no broken translational symmetry. The metallic state with only x carriers
would be consistent with an FL* with reconstructed hole-pockets; the presence of a background
spin-liquid is crucial for the reconstruction and violation of Luttinger’s theorem [43, 44]. The
subsequent transition at lower doping (xl ≈ 16%), corresponds to the onset of quasi long-ranged
charge density wave.
In order to make sharp theoretical statements, we shall focus on the metallic ground states
at T = 0. Assuming the intermediate metallic state (xl < x < xh) is described by a FL*, it is
natural to ask if the onset of broken translational symmetry at x = xl could be concomitant with a
confinement transition. In this paper, we shall primarily focus on the case of a Z2-FL* characterized
by background topological order, which can, in principle, survive as a stable ground state in (2+1)-
dimensions at T = 0. We will be interested specifically in studying the effect of condensing the
excitations carrying the Z2 magnetic flux [32], the visons, and the associated patterns of broken
translational symmetry that this generates.
The rest of this paper is organized as follows. We begin in Section II by describing an explicit
duality transformation on a model of metallic doped spin liquid: the U(1)-FL* state described by
the quantum dimer model of Ref. [27]. The general lessons from this analysis will be employed in
the subsequent sections for a detailed study of a dual theory of a Z2-FL* state: this theory will be
described in Section III, and its phase diagram will be presented in Section IV.
4II. U(1) FL* FROM A QUANTUM DIMER MODEL
We begin by deriving the effective field theory of the U(1)-FL*, obtained in the dimer model
construction of Ref. [27]. This model can be extended to obtain a Z2-FL* by allowing for non-
nearest-neighbor dimers, as in the insulator [34, 45, 46], and we will discuss this further in Sec-
tion III.
The dimer model has interacting bosonic and fermionic dimers at close-packing on the square
lattice (see Fig. 1 and Ref. [27]). This describes a U(1)-FL* phase obtained upon doping away
from the Rokhsar-Kivelson insulating point [47]. At T = 0 and in (2+1)-dimensions, the U(1) FL*
does not represent a stable fixed-point, and there is a flow to a confining state with CDW order, as
we will describe below. Nevertheless, the purpose of this exercise is to derive a field-theory for such
a phase and highlight the modifications that arise in the usual dimer description of the insulating
spin-liquid [34], when doped with fermionic dimers.
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FIG. 1: (a) A snapshot of the FL* configuration [27], where the bosonic (fermionic) dimers are shown in
blue (green). The gauge-neutral fermionic dimers arise as a result of binding between spinons and holons.
The density of the fermionic dimers is x, while the total hole-concentration is (1 + x). (b) Pictorial
illustration of the various terms in the dimer model defined by Eq. (1).
5A. Lattice Hamiltonian
We begin by recalling the dimer model Hamiltonian of Ref. [27]:
HD = HRK +HD1
HRK =
∑
i
[
−J D†ixD†i+yˆ,xDiyDi+xˆ,y + 1 term + V D†ixD†i+yˆ,xDixDi+yˆ,x + 1 term
]
HD1 =
∑
i
[
−t¯1D†ixF †i+yˆ,xsFixsDi+yˆ,x + 3 terms− t¯2D†i+xˆ,yF †iysFixsDi+yˆ,x + 7 terms
]
, (1)
where the undisplayed terms are generated by operations of the square lattice point group on the
terms above. Here the Diα are the bosonic dimers, Fiαs are the fermionic dimers with spin s =↑, ↓.
We identify the dimers by site, i, of the square lattice on their lower or left end, and the direction
α = x, y. The first term, HRK, co-incides with the RK model for the undoped dimer model at
x = 0. Single fermion hopping terms are contained in HD1, with hoppings t¯1,2 which are expected
in the mapping from a t-J model [27]. These terms are shown pictorially in Fig. 1(b). We have
only retained terms which operate on a single plaquette, and these are also the terms which can
be included in the explicit duality mapping.
As a first step, we rewrite HD in a form which makes the connection to a compact U(1) gauge
theory evident. We introduce [48, 49] an integer-valued ‘electric field’ operator Eˆiα on each link
of the square lattice, so that ηiEˆiα is the number operator for the dimer on site i oriented in the
α direction; ηi indicates the sublattice of site i, and equals +1 on one sublattice and −1 on the
other. Note that ηiEˆiα counts the number of both fermionic and bosonic dimers,
ηiEˆiα = D
†
iαDiα + F
†
iαsFiαs, (2)
and so the constraint that there will be exactly one dimer emerging from every site can be written
as
∆αEˆiα = 2Sηi, (3)
where ∆α is the discrete lattice derivative in the α direction, and 2S = 1. We have introduced a
general integer 2S for generalization to the case of spin-S antiferromagnets. The factors of ηi were
introduced so that the constraint would have the Gauss-law form in Eq. (3). We also introduce
an angular phase variable, Aˆiα (the analog of a compact U(1) gauge field), on every link which is
canonically conjugate to Eˆiα:
[Aˆiα, Eˆjβ] = iδijδαβ, (4)
6where it should be clear from the context when we mean i =
√−1, and when i is a site label. The
operator eiAˆiα is then a dimer creation operator, and it is related to the bosonic and fermionic
dimer operators by
D†iα = e
iAˆiα
F †iαs = e
iAˆiαfiαs. (5)
Here is fiαs is a gauge-neutral fermionic operator which has the same quantum numbers as an
unfractionalized electron residing on the link iα; so we will often refer to fiαs simply as an ‘electron’.
We can now map HD into the form of a compact U(1) gauge theory [48, 49]:
Hqed = Hd +Hf +Hdf (6)
Hd =
K1
2
∑
i,α
Eˆ2iα −K2
∑
i
cos(αβ∆αAˆiβ),
Hf =
∑
i
[
−t1 f †i+yˆ,xsfixs + 3 terms− t2 f †iysfixs + 7 terms
]
Hdf =
∑
i,α
Eˆiα Giα +
∑
i
[
exp
(
iαβ∆αAˆiβ
)
Ka + H.c.
]
. (7)
The dynamics of the bosonic dimers in HRK are described by Hd, which is the same as that in
Ref. [34]: the first term, proportional to K1 is only non-trivial when 2S > 1, and it ensures that
the density of dimers is as uniform as possible. It follows from the commutation relations (4)
that the second term, proportional to K2, flips dimers around a plaquette; this is the same as the
action of the J term in HRK, and in perturbation theory the value of K2 is proportional to J . The
hopping Hamiltonian for the electrons, Hf , has hopping terms which descend directly from the
terms in HD1. Finally, Hdf contains new terms coupling the dimers to the fermions: the Giα and
Ka represent bi-linears of the fiαs consistent with the symmetries of the underlying lattice. Here
a is site of the dual lattice with co-ordinates a = (ax, ay) and ax,y integers. In the present case, a
resides at the center of plaquette around which the ‘flux’ αβ∆αAˆiβ resonates the dimers. We also
introduce the vectors eˆx = (1/2, 0) and eˆy = (0, 1/2).
B. Dualities and Height model
We will now write down a path integral representation of the partition function of Hd + Hdf
by following a standard route [34]. We insert complete sets of Eˆiα eigenstates at small imaginary
time intervals ∆τ . The matrix elements of the ‘trigonometric’ terms in Hd +Hdf are evaluated by
7replacing it with the Villain periodic Gaussian form. For this we manipulate the action by keeping
all terms second order in Aˆ and K, while respecting the periodicity Aˆ→ Aˆ+ 2pi:
exp
(
K2∆τ cos(αβ∆αAˆiβ)−∆τ
[
exp
(
iαβ∆αAˆiβ
)
Ka + H.c.
])
≈ exp
(
K2∆τ cos
(
αβ∆αAˆiβ + i
(Ka −K†a)
K2
)
−∆τ (Ka −K
†
a)2
2K2
)
≈
∑
pa
exp
(
−K2∆τ
2
(
αβ∆αAˆiβ + i
(Ka −K†a)
K2
− 2pipa
)2
−∆τ (Ka −K
†
a)2
2K2
)
=
∑
Ba
exp
−
(
Ba + ∆τ(Ka −K†a)
)2
2K2∆τ
+ iBaαβ∆αAˆiβ
 , (8)
where pa and Ba are integer-valued fields on the dual lattice sites, a.
A three-vector notation in space time will also be useful: we define the integer-valued ‘electro-
magnetic flux’ vector
Faµ = (Eiy,−Eix,−Ba) (9)
on the dual lattice sites, where the index µ = (x, y, τ) (we will consistently use the labels α, β . . .
to represent spatial components only, while µ, ν, λ . . . will represent three-dimensional spacetime
components). Here Eiα refer to the integer eigenvalues of the operator Eˆiα which are summed over
in each time step. After performing the integral over the Aˆiα we obtain the partition function (we
drop the fermion kinetic energy terms in Hf below)
Z1 =
∑
{Faµ}
exp
−∑
a
(
Faτ −∆τ(Ka −K†a)
)2
2K2∆τ
−
∑
a,α
∆τ
[
K1
2
F 2aα + FaαGaα
]
×
∏
a,µ
δ (µνλ∆νFaλ − 2Sηiδµτ ) , (10)
where
Gaα = αβGiβ. (11)
The sum in Z1 is over the integer-valued field Faµ which resides on the sites of the dual cubic
lattice in spacetime; the delta function constraint imposes ‘Gauss’s law’ (Eq. (3)).
By carrying out standard manipulations, as summarized in Appendix A, we obtain a sine-
8Gordon theory coupled to the fermions
ZsG =
∏
a
∫ ∞
−∞
dϕa exp
(
−
∑
a
(
Faτ −∆τ(Ka −K†a)
)2
2K2∆τ
−
∑
a,α
∆τ
[
K1
2
F 2aα + FaαGaα
]
+ y∆τ
∑
a
cos(2pi(ϕa − 2SYa))
)
, (12)
where now
Faµ ≡ ∆µϕa + 2Sµνλ∆νZiλ. (13)
The fixed offsets, Ya,Zi, are shown pictorially in Fig. 7. Their values appear to break square lattice
symmetries, but this is only due to a gauge choice: the action above has the full symmetry of the
square lattice [50].
It is now useful to note the following features:
• Without the fermion terms, Ka, Gaα, the partition function ZsG is seen to be the sine-Gordon
field theory of collinear quantum antiferromagnets in 2+1 dimensions [30, 31].
• At non-zero temperature, and also without the fermion terms, this reduces to the sine-
Gordon model of the classical dimer model in 2 dimensions [51]. There is therefore a phase
transition from a confining phase at low T (where y →∞), to a deconfined phase at high T
(where y → 0).
It is useful to now obtain a theory of a continuous ‘height’ field, ϕa, coupled to the fermions: this
theory has the continuous global symmetry ϕa → ϕa + c for any real constant c when y = 0. With
y 6= 0, the symmetry is reduced to a discrete global symmetry, because c has to be an integer. This
‘shift’ symmetry is broken in the confining phase. When shift symmetry remains unbroken in the
deconfined phase where there is a flow to the y = 0 theory which is dual to non-compact QED.
At T = 0, we expect the shift symmetry to be broken even in the presence of fermions because
integrating out the fermions from the partition function does not introduce any terms with a new
structure in the effective theory of the ϕa.
To develop more intuition for the above model, one can take a simple mean-field approach and
ignore the time-dependent fluctuations of ϕa. Then we simply have to find the optimum spatial
dependence of ϕa which will minimize the energy of the following Hamiltonian
Hmf = Hf +
∑
a,α
[
K1
2
(∆αϕa + 2Sανλ∆νZiλ)2 + (∆αϕa + 2Sανλ∆νZiλ)Gaα
]
− y
∑
a
cos(2pi(ϕa − 2SYa)) (14)
9The expectation value of H has to be minimized by picking a spatial form for ϕa and finding the
ground state energy of the fermions in such a background. Without the fermions, this was exactly
the procedure followed in Ref. [31], and then it yielded the columnar VBS state.
The explicit form of Hmf is given by,
Hmf = Hf +
∑
ax,ay
[
K1
2
(ϕa+2eˆx − ϕa)2 +
K1
2
(
ϕa+2eˆy − ϕa
)2 − y cos(2pi(ϕa − 2SYa))
+ λ(−1)ax+ay (ϕa+2eˆx − ϕa) f †a+eˆx−eˆy ,yfa+eˆx−eˆy ,y
− λ(−1)ax+ay (ϕa+2eˆy − ϕa) f †a+eˆy−eˆx,xfa+eˆy−eˆx,x
]
. (15)
(Recall |eˆα| = 1/2.) We have written out the explicit form of Ga in terms of the f fermions; the
fermions are now expressed in terms of dual lattice co-ordinates, rather than the direct lattice
co-ordinates used earlier (and we have also dropped the spin index on the fermions). It is easy
to see that the Ziλ drop out, as they only couple to the fermions as a chemical potential. We
have computed the bond patterns that minimize the energy after integrating out the fermions in
the above Hamiltonian; this is safe to do given that the fermions couple to the gradient of the
height-field. The details are presented in Appendix B.
III. EFFECTIVE THEORY FOR Z2 FL*
The important lesson from Section II was that the monopole Berry phase term (the Ya in ZsG)
remained unchanged from the insulating case. This can ultimately be traced to the parameteriza-
tion in Eq. (5) which allowed us to treat the fermionic and bosonic dimers in terms of a common
U(1) gauge field and a gauge neutral fermion; the latter then did not play a role in the local con-
straint in Eq. (3) which is ultimately responsible for the Berry phases. The gauge neutral fermion
only coupled to gauge-invariant combinations of the gauge field, and the most important was the
‘dipolar’ couping between the electric field Faα and the fermion density Ga.
Turning to the Z2-FL* case, we begin, as before, by recalling the confinement transition in
the insulating case. The confinement in the insulator was driven by the condensation of visons
(particles carrying Z2 magnetic flux); the visons transform projectively under the square lattice
space group, and this leads to the appearance of valence bond solid order in the confining phase
[29, 32, 34].
For the doped case, we can expect from the analysis in Section II that the projective symmetry
group (PSG) of the visons will remain unchanged from the insulator. Also, we again expect
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the gauge-neutral fermions couple to the Z2 electric field only via a dipolar coupling. In such a
scenario, we expect that it is safe to integrate out the fermions completely [38–40]; they only serve
to renormalize the coefficients of the effective theory for the degrees of freedom associated with
the gauge-theory. In this section, we shall consider such an effective theory for a Z2 FL*, where
we already imagine having integrated out the fermions. Our goal is then to study the fate of the
ground state upon condensing vortices carrying the Z2 flux (visons).
A. Lattice Hamiltonian
We represent the Z2 spin liquid by a fully frustrated Ising model (FFIM) (for a recent derivation,
see Ref. [52] which can be easily adapted to the square lattice) on the dual square lattice [29, 32, 34].
The Ising spins (σza) represent the vison fields and reside on the sites of the dual lattice with co-
ordinates a = (ax, ay), with ax,y ∈ integers (Fig. 2(a)). As introduced previously, the vectors
eˆx = (1/2, 0) and eˆy = (0, 1/2). The bare Hamiltonian is then given by,
H0 = −
∑
〈a,b〉
Jab σ
z
aσ
z
b (16)
where 〈a, b〉 represents nearest-neighbor pairs, and the Ising interaction is uniformly frustrated
with |Jab| = J , satisfying the constraint ∏

Jab = −J4. (17)
This Ising model was studied by Villain [53]. For the remainder of this work, we will choose a
gauge in which alternating rows of vertical bonds are frustrated, indicated by the dashed lines in
Fig. 2 (our results are independent of gauge choice), i.e.
Jab = J(δbx,ax±1δby ,ay + (−1)axδbx,axδby ,ay±1). (18)
Our goal is to study this model with simple additional couplings allowed under the projective
symmetry group (PSG) and investigating the resulting density-wave ground states with non-trivial
form-factors.
We will now add additional two-spin couplings to Eq. (16): In general, we should consider all
terms consistent with the PSG, as in Ref. [52]. The PSG transformations corresponding to the
different dual lattice symmetries O of the lattice Ising variables in our gauge choice are summarized
below. The transformations centered on the dual lattice sites include: Translation along x, y (Tx,y),
inversion about x, y axes (Ix,y), and rotation by pi/2 (Rpi/2).
11
FIG. 2: (a) The direct (black) and dual (red) lattices. The dashed dual lattice bonds are frustrated with
Jab = −J . The dual lattice bonds associated with site a of the dual lattice are shown in black.
(b) Location of the vison dispersion minima in the Brillouin zone in the cases discussed in this work. If
H1 = 0, the minima are located at (0, 0) and (0, pi) (black semi-circles). The blue diamonds represent the
diagonal case, and the red squares represent the axial case for H1 6= 0.
Tx : σ
z
a → (−1)ayσza−2eˆx , Ty : σza → σza−2eˆy ,
Ix : σ
z
ax,ay → σzax,−ay , Iy : σzax,ay → σz−ax,ay ,
Rpi/2 : σ
z
ax,ay → (−1)axayσzay ,−ax . (19)
The Hamiltonian must be invariant under these transformations, after also applying the symmetry
operations to the coupling constants. The simplest allowed two-spin couplings that have the same
sign on all bonds are (note |eˆi| = 1/2)
H1 = J1
∑
a
[
σzaσ
z
a+4eˆx + σ
z
aσ
z
a+4eˆy
]
+ J2
∑
a
[
σzaσ
z
a+4eˆx+4eˆy + σ
z
aσ
z
a+4eˆx−4eˆy
]
+ J3
∑
a
[
σzaσ
z
a+8eˆx + σ
z
aσ
z
a+8eˆy
]
. (20)
We shall now be interested in studying ground states of H = H0 + H1 in Eqs. (16) and (20)
in the following sections. Notice that, as written, H has no dynamics. However, we’ll explicitly
include the kinetic-energy, that descends from a transverse-field term, in subsequent sections.
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B. Continuum Field Theory
We take the continuum limit of the model defined in H0 + H1 in Eqs. (16) and (20) as in
Ref. [54]: This can be done by softening the Ising spins (σza → φa ∈ R). In momentum space,
q = (qx, qy), we define
φq =
1
(LxLy)1/2
∑
a
φae
−iq·a (21)
and introduce Φ†q = (φ∗q φ∗q+Kx), where Kx = (pi, 0) [52]. We thus get
H =
∑
q
Φ†qH(q)Φq, where (22)
H(q) = −ξ0(qx)τz − ξ0(qy)τx + ξ1(q)τ0, (23)
ξ0(qi) = 2J cos(qi) (i = x, y), (24)
ξ1(q) = 2J1 (cos 2qx + cos 2qy)
+ 2J2 (cos(2qx + 2qy) + cos(2qx − 2qy))
+ 2J3 (cos 4qx + cos 4qy) , (25)
and the Brillouin zone is defined as −pi/2 < qx ≤ pi/2,−pi < qy ≤ pi. The vison dispersion is thus
ξ±(q) = ξ±0 (q) + ξ1(q),
ξ±0 (q) = ±
√
ξ20(qx) + ξ
2
0(qy). (26)
See Appendix C for the expressions of the corresponding eigenmodes, v±(q), and their transforma-
tion rules under the PSG.
If we set H1 = 0, the lower band, ξ
−(q), of the vison dispersion has minima at (0, 0) and
(0, pi) in our gauge choice. In order to obtain bond-density waves (BDW) with incommensurate
wavevectors, the dispersion minima need to be located at points other than (0, 0) and (0, pi). We
must thus adjust H1 to obtain such a scenario. The simplest possible cases consistent with all of
the symmetries mentioned above are (see Fig. 2(b)):
• The diagonal case with degenerate global minima at q(n) = (±p,±p), (±p, pi ± p). This is
realized when, for example, 1/(4
√
2) < J1/J and J2 < 2J3 (all Ji’s> 0).
• The axial case with degenerate global minima at q(n) = (±p, 0), (0,±p), (±p, pi), (0, pi ± p).
This can be realized when, for example, 1/(4
√
2) < J1/J < 1/4 and 2J3 − J1/2 + J/8 >
J2 > 2J3 (all Ji’s> 0). For J2 very large, p will be pinned to pi/2.
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The full J1, J2, J3 phase diagram is complicated, and cross sections are illustrated in Fig. 3.
The value of p and the depth of the minima is controlled by the ratios Ji/J .
In addition, it is possible to have other cases, but they lead to more minima and we hence
refrain from discussing them here 1. Note that it is also possible to include two-spin couplings that
do not have the same sign on all bonds in H1, but this doesn’t change the fact that the simplest
possible configurations of incommensurate minima that can be obtained are the axial and diagonal
cases discussed above, which is just a consequence of the symmetries of the problem.
FIG. 3: Phase diagram showing the different types of dispersion minima for various values of J1, J2, J3.
The blue regions correspond to the axial case discussed above, and the off-white regions correspond to the
diagonal case. In the orange regions, at least one of the two momentum coordinates of the minima is pi/2.
If J1/J > 1/4, the axial case does not exist for any values of J2, J3. On the boundaries of the blue and
off-white regions, the minimum of the dispersion lies on a contour passing through both axial and diagonal
points.
The real space magnetization φa may be expressed by associating complex amplitudes ϕ
(
q(n)
)
=
ϕ∗
(−q(n)) with the different minima of the lower band located at q(n). The eigenmodes corre-
sponding to the minima then realize representations Onm of the PSG, which, for incommensurate
minima, are isomorphic to representations of the symmetry group of the square lattice with pi flux
1 One such example is when J1/J > 1/(4
√
2) and J2 = J3 = 0, which makes the minimum of the dispersion lie on a
contour, leading to an infinite number of degenerate minima.
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per plaquette and magnetic, instead of regular, translations, i.e.
φa =
∑
n
ϕ
(
q(n)
)
v−
(
q(n)
)
(27)
O(φa) =
∑
nm
ϕ
(
q(n)
)
Onmv−
(
q(m)
)
(28)
We label the amplitudes ϕ
(
q(n)
)
in the axial and diagonal cases using complex fields as in Table (I).
The PSG operations are then given by Table (II).
Field Axial Diagonal
ϕ1 ϕ(p, 0) ϕ(p, p)
ϕ2 ϕ(0,−p) ϕ(p,−p)
ϕ3 ϕ(p, pi) ϕ(p,−pi + p)
ϕ4 ϕ(0, pi − p) ϕ(p, pi − p)
TABLE I: Complex fields corresponding to the different dispersion minima of the soft-spin Ising fields.
The complex conjugate of a given field naturally corresponds to the minimum with the opposite
momentum.
ϕ1 ϕ2 ϕ3 ϕ4
O Axial Diagonal Axial Diagonal Axial Diagonal Axial Diagonal
Tx e
−ipϕ3 e−ipϕ3 ϕ4 e−ipϕ4 e−ipϕ1 e−ipϕ1 ϕ2 e−ipϕ2
Ty ϕ1 e
−ipϕ1 eipϕ2 eipϕ2 -ϕ3 -e−ipϕ3 −eipϕ4 −eipϕ4
Rpi/2
ϕ2+ϕ4√
2
ϕ2+ϕ4√
2
ϕ∗1+ϕ
∗
3√
2
ϕ∗1+ϕ
∗
3√
2
ϕ2−ϕ4√
2
ϕ2−ϕ4√
2
ϕ∗1−ϕ∗3√
2
ϕ∗1−ϕ∗3√
2
Ix ϕ1 ϕ2 ϕ
∗
2 ϕ1 ϕ3 ϕ4 ϕ
∗
4 ϕ3
Iy ϕ
∗
1 ϕ
∗
2 ϕ2 ϕ
∗
1 ϕ
∗
3 ϕ
∗
4 ϕ4 ϕ
∗
3
TABLE II: PSG transformations of the complex fields at the minima.
C. Low energy field theory
We can now write down the action for the low energy theory of these complex fields by consid-
ering the most general real polynomials in the fields that are invariant under the transformations
in table (II), and under ϕn → −ϕn. We restrict ourselves to up to quartic terms in the fields as this
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shall prove sufficient to break all continuous symmetries apart from certain unbreakable U(1) sym-
metries associated with rotating the phases of the complex fields. These unbreakable symmetries
are a consequence of the required insensitivity of the Lagrangian to the incommensurate phases
acquired by the ϕn under translations.
We obtain, for the diagonal case, the Lagrangian density
Ld =
4∑
n=1
(
|∂τϕn|2 + K
2
|∇nϕn|2 + r
2
|ϕn|2
)
+
U
4
(
4∑
n=1
|ϕn|2
)2
+
W
6
(
4∑
n=1
|ϕn|2
)3
+
V0
4
(
(ϕ1ϕ
∗
3 − ϕ∗1ϕ3)2 + (ϕ2ϕ∗4 − ϕ∗2ϕ4)2
)
+ V1(|ϕ1|2 + |ϕ3|2)(|ϕ2|2 + |ϕ4|2)
+ V2
[
(ϕ1ϕ
∗
3 + ϕ
∗
1ϕ3)(ϕ2ϕ
∗
4 + ϕ
∗
2ϕ4)− 2(|ϕ1|2|ϕ4|2 + |ϕ2|2|ϕ3|2)
]
, (29)
where we also added the O(8) symmetric 6th order term to ensure convexity of the free energy
for any set of values of the quartic couplings. The gradient terms may be anisotropic but must
transform appropriately under rotation and inversions.
In the axial case, an additional set of terms is allowed, which would break inversion symmetry,
if included in the diagonal case.
La = Ld + V3
[
(|ϕ1|2 − |ϕ3|2)2 − (|ϕ2|2 − |ϕ4|2)2 + (ϕ2ϕ∗4 + ϕ∗2ϕ4)2 − (ϕ1ϕ∗3 + ϕ∗1ϕ3)2
]
. (30)
The symmetry of La is reduced from O(8) to Z4×Z2×Z2×Z2×U(1)×U(1) by the V couplings,
and that of Ld is Z4 × Z2 × Z2 × Z2 × Z2 × U(1)× U(1).
D. Density wave observables
Finally we have to address the issue of the observables for density-wave order. These are defined
on the direct lattice bonds, so the observables for the direct lattice bonds pointing in the x direction
(which we will call ρx) correspond to the dual lattice bonds intersected by them, which point in the
y direction, and vice-versa. The dual lattice bonds associated with a dual lattice site are defined
to be the ones pointing outwards from it in the positive x and y directions (See Fig. 2(a)), with
direct lattice bond density observables ρ+y and ρ
+
x respectively (ρ
−
y and ρ
−
x are the observables on
the bonds pointing outwards in the negative x and y directions) . The bond density observables
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must be real and quadratic in the complex fields. We can express them as
ρ+x,y(a) =
∑
n
eiq˜
(n)·aρ+x,y(q˜
(n)),{
q˜(n)
}
=
{
q′(j) + q′(k)
}
, q′(j), q′(k) ∈
{
q(n)
}
∪
{
q(n) +Kx
}
,
ρ−x,y(a) = ρ
+
x,y(a− 2eˆy,x) =
∑
n
eiq˜
(n)·aρ−x,y(q˜
(n)). (31)
To better understand what the density observables actually represent, we can imagine coupling
our extended FFIM to fermionic dimers f living on the direct lattice bonds, as introduced earlier.
Clearly, the simplest Ising operator with the right symmetries for the fermions to couple to is
the bond energy itself, and so we have, in the conventions of Fig. 2(a) (fermion spin indices are
dropped as the Hamiltonian is diagonal in them),
HIf = −λ
∑
a
(
E+x (a)f
†
a+eˆx−eˆy ,yfa+eˆx−eˆy ,y + E
+
y (a)f
†
a+eˆy−eˆx,xfa+eˆy−eˆx,x
)
,
E±x (a) = Ja,a±2eˆxφaφa±2eˆx , E
±
y (a) = Ja,a±2eˆyφaφa±2eˆy , (32)
and the bond observables are simply the dimer densities on the bonds ρ+x (a) = f
†
a+eˆy−eˆx,xfa+eˆy−eˆx,x,
ρ+y (a) = f
†
a+eˆx−eˆy ,yfa+eˆx−eˆy ,y. Defining Ψ
†
a = (f
†
a+eˆy−eˆx,x, f
†
a+eˆx−eˆy ,y) as in Ref. [27], the momen-
tum space Lagrangian density for the dimers in the dilute limit has the generic form
Lf = Ψ†(k)G−10 (k)Ψ(k) + Lint(Ψ,Ψ†)→ Ψ†(k)G−1(k)Ψ(k), (33)
where Lint(Ψ,Ψ†) is an unspecified interaction term and k = (k, iωn).
Integrating out the fermions allows us to generate an expression for the dimer density on a given
bond. We obtain the generic expression
ρ±j=x,y(a) = ρ0 + λ
∑
a′,l=x,y
E±l (a
′)
∑
k,q
Tr [G(k)MlG(q)Mj ] e
i(a′−a)·(k−q),
Mx =
1
2
(τ0 − τz), My = 1
2
(τ0 + τz). (34)
This turns out to be a positively weighted linear combination of energies of dual lattice bonds
intersected by nearby bonds, with the highest weight going to the dual lattice bond intersecting
the pertinent bond itself. Thus, in the dilute limit, it is a good approximation to take the bond
observables to be the bond energies of the intersecting dual lattice bonds.
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In general, the ρx,y are quadratic in the ϕn and obey the following transformation rules [54]
Tx : ρ
±
x,y(q˜
(n)
x , q˜
(n)
y )→ e−iq˜
(n)
x ρ±x,y(q˜
(n)
x , q˜
(n)
y ), Ty : ρ
±
x,y(q˜
(n)
x , q˜
(n)
y )→ e−iq˜
(n)
y ρ±x,y(q˜
(n)
x , q˜
(n)
y ),
Ix : ρ
±
x (q˜
(n)
x , q˜
(n)
y )→ ρ∓x (q˜(n)x ,−q˜(n)y ), ρ±y (q˜(n)x , q˜(n)y )→ ρ±y (q˜(n)x ,−q˜(n)y ),
Iy : ρ
±
x (q˜
(n)
x , q˜
(n)
y )→ ρ±x (−q˜(n)x , q˜(n)y ), ρ±y (q˜(n)x , q˜(n)y )→ ρ∓y (−q˜(n)x , q˜(n)y ),
Rpi/2 : ρ
±
x (q˜
(n)
x , q˜
(n)
y )→ ρ±y (q˜(n)y ,−q˜(n)x ), ρ±y (q˜(n)x , q˜(n)y )→ ρ∓x (q˜(n)y ,−q˜(n)x ). (35)
So,
ρ±x,y(q˜
(n)
x , q˜
(n)
y ) = S
±
x,y(q˜
(n)
x , q˜
(n)
y )f
ϕϕ
x,y (q˜
(n)
x , q˜
(n)
y ), (36)
where the S are form factors that cannot be determined by symmetry considerations and
fϕϕx,y (q˜
(n)
x , q˜
(n)
y ) are quadratic polynomials in the ϕn. The transformation of the f ’s is effected
by just transforming the complex fields they depend on according to Table II. In addition, the
form factors S are smooth complex functions of their arguments, whose details depend upon the
exact definition of the bond density observables, and satisfy S±∗x,y(−q˜(n)x ,−q˜(n)y ) = S±x,y(q˜(n)x , q˜(n)y ).
In order for Eq. (35) to hold, the S’s must satisfy the following additional constraints:
S±x (q˜
(n)
x , q˜
(n)
y ) = S
±
x (−q˜(n)x , q˜(n)y ) = S∓x (q˜(n)x ,−q˜(n)y ),
S±y (q˜
(n)
x , q˜
(n)
y ) = S
±
y (q˜
(n)
x ,−q˜(n)y ) = S∓y (−q˜(n)x , q˜(n)y ),
S±x (q˜
(n)
x , q˜
(n)
y ) = S
±
y (q˜
(n)
y ,−q˜(n)x ) = S∓x (−q˜(n)x ,−q˜(n)y ). (37)
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IV. RESULTS
A. Ground states
We now minimize the free energy associated with Eqs. (29) and (30). Expressing ϕn = ψne
iθn ,
we obtain the free energy density Fa = La −
∑4
n=1 |∂τϕn|2
Fa = K
2
|∇nϕn|2 + r
2
(
4∑
i=1
ψ2i
)
+
U
4
(
4∑
i=1
ψ2i
)2
+
W
6
(
4∑
i=1
ψ2i
)3
− V0
[
ψ21ψ
2
3 sin
2(θ13) + ψ
2
2ψ
2
4 sin
2(θ24)
]
+ V1
[ (
ψ21 + ψ
2
3
) (
ψ22 + ψ
2
4
) ]
− 2V2
[
ψ21ψ
2
4 + ψ
2
2ψ
2
3 − 2ψ1ψ2ψ3ψ4 cos(θ13) cos(θ24)
]
+ V3
[
ψ41 + ψ
4
3 − ψ42 − ψ44 − 4ψ21ψ23 + 4ψ22ψ24
−2ψ21ψ23 cos(2θ13) + 2ψ22ψ24 cos(2θ24)
]
, (38)
where θ13 = θ1 − θ3, θ24 = θ2 − θ4.
We are interested in condensing visons, i.e. r < 0, and we require K > 0, U > 0, W > 0 for
thermodynamic stability. In order to get nontrivial minima, we minimize Fa for different choices
of V0, V1, V2, V3. Moreover, for the diagonal case, we can set V3 = 0. The phase diagram is shown
in Fig. 4, generated for various values of V1, V2 for V0 < 0, V3 = 0 and remaining parameters as
above.
The different regions plotted in the phase-diagram have the following properties:
• In the phase labeled by I, the ground states are given by
ψ21 + ψ
2
3 =
√
U2 − 4Wr − U
2W
, θ13 = 0,
ψ2 = ψ4 = 0. (39)
The state above is degenerate to the one obtained by {1, 3} ↔ {2, 4}.
In the phase above, if we additionally allow for V3 6= 0 (i.e. the axial case), then V3 > 0 gives
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FIG. 4: The phase diagram of Eq. (38) in the region of parameter space given by
r < 0, U,W > 0, V0 < 0, V3 = 0, and hence applicable to both the axial and diagonal cases. The phases
are described in the text.
a set of degenerate minima specified by
ψ1 = ψ3(= α) 6= 0, θ13 = 0, ψ2 = ψ4 = 0
ψ1 = ψ3(= α) 6= 0, θ13 = pi, ψ2 = ψ4 = 0,
ψ1 = ψ3 = 0, ψ4 = 0, ψ2(=
√
2α) 6= 0,
ψ1 = ψ3 = 0, ψ2 = 0, ψ4(=
√
2α) 6= 0. (40)
V3 < 0 gives the same configurations with {1, 3} ↔ {2, 4}.
On the other hand, for V0 > 0, we get the same result as long as |V3| > V0/4. For |V3| < V0/4
we instead get θ13 = ±pi/2 instead of pi.
• In phase II, the ground states have either ψ1 = ψ4 or ψ2 = ψ3 (degenerate) for V0 < 0
and V3 = 0. The continuous degeneracy of the ground states is U(1) × U(1). Since the
nonzero complex fields are associated with different incommensurate wavevectors, there will
be simultaneous extra modulation at more than one wavevector.
• In phase III, again for V0 < 0 and V3 = 0, all the ψ’s are nonzero in the ground states.
Phase I is the most interesting phase; the ground state has modulations of the condensed vison-
fields at wavevectors ±q(n) and ±q(n) +(0, pi). This is is the closest scenario to the pattern observed
in the experiments on the underdoped cuprates, as we shall discuss below. Moreover, the axial
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case in this phase has ordering wavevectors in the experimentally observed directions. Thus we
shall mainly study the features associated with phase I in this work. There is also a continuous
U(1) degeneracy of the ground states coming from the freedom to choose different arguments of
the nonzero complex fields.
We also performed a one-loop renormalization group analysis of the theories defined by Eqs. (29)
and (30). We find the same set of eight nontrivial critical fixed points in both the axial and diagonal
cases, out of which one is the O(8) Wilson-Fisher fixed point with U 6= 0 and Vi = 0. This fixed
point is stable as long as all the Vi are zero. The seven remaining fixed points also have V3 = 0,
however, they are all unstable and the couplings flow to infinity when they are displaced slightly
from their fixed point values. It would be interesting to see if stable fixed points emerge at higher
loop orders.
B. Bond patterns
As highlighted in Sec. III D, there is a certain degree of ambiguity in choosing the appropriate
gauge-invariant observable associated with the density wave. A natural choice for the density wave
observables would be the bond energies of the dual lattice bond intersecting the specified direct
lattice bond, i.e.
Choice A :

ρ±x (a) = E±y (a) = Ja,a±2eˆyφaφa±2eˆy ,
ρ±y (a) = E±x (a) = Ja,a±2eˆxφaφa±2eˆx .
(41)
An equally acceptable choice, especially in a regime of strong “dimer” interactions, involves taking
the bond observables to be certain linear combinations of energies of nearby bonds allowed by
symmetry, i.e.
Choice B :

ρ±x (a) = E±y (a) +
E±y (a−2eˆx)+E±y (a+2eˆx)
2 ,
ρ±y (a) = E±x (a) +
E±x (a−2eˆy)+E±x (a+2eˆy)
2 .
(42)
The rationale for choice B will become clear below. We evaluate the densities using Eq. (28). The
bond patterns on the direct lattice are shown in Fig. 5 for a particular set of values in parameter
space in the axial case.
The pi flux per plaquette for the visons invariably results in modulation wavevectors appearing
both near Q = (0, 0) (i.e. a nematic component) and Q = (pi, 0), (0, pi) in general. Working with
choice A gives rise to patterns like the one shown in Fig. 5(a), which has in addition to the above
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FIG. 5: Individually normalized bond density wave components on the direct lattice using observables of
Eq. (41) in the region I of Fig. 4 with V3 < 0. We chose the axial case with p ≈ pi/4, and the Landau
minimum specified by ψ1 = 1.0, ψ3 = 0, θ1 = 3pi/4, ψ2 = ψ4 = 0. (a) The BDW pattern with all its
constituent wavevectors, i.e, (0, 0), (±pi/2, 0), (pi, 0). (b) The pattern with component with wavevector
(pi, 0) removed. (c) The component with wavevectors (±pi/2, 0), showing 72.5% d and 27.5% s’ form
factors. Degenerate ground states produce patterns rotated by 90◦ about the dual lattice sites.
components, a component along Qa = (±pi/2, 0); this is determined by the value of p (≈ pi/4).
There is also a continuous sliding symmetry for the bond density waves arising from the continuous
U(1) degeneracy of the ground states.
If instead, we work with choice B, the extra wavevectors near (pi, 0), (0, pi) can be removed. Fig.
5(b) shows such a pattern, with a uniform nematic component and a density-wave with Qa. Fig.
5(c) shows the density wave in Fig. 5(b), with the nematic component removed; the density wave
has a predominantly d− form factor for the values of the parameters chosen. This is qualitatively
identical to the density wave observed in at least three different families of the underdoped cuprates
[19, 20].
C. Broken rotational symmetry
When Rpi/2 is no longer a symmetry (as would be the case if the parent Z2 spin liquid state had
broken C4 symmetry), the free-energy in the axial case can be modified easily at quadratic order,
Fa : r
2
(
4∑
i=1
ψ2i
)
→ rx
2
(
ψ21 + ψ
2
3
)
+
ry
2
(
ψ22 + ψ
2
4
)
. (43)
An obvious consequence of the above modification is that it favors ground states with one or-
dering direction over the other in phase I, removing the possibility of patterns rotated by 90◦ in
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Fig. 5(a),(c) and hence patterns with (q, 0) and (0, q) type ordering wavevectors are no longer
degenerate.
In the diagonal case, inversion symmetry demands equivalence under {1, 3} ↔ {2, 4}, and hence
the quadratic part of the free energy stays the same and the coefficients of some of the quartic
terms must be changed instead to break rotation symmetry. The number of quartic couplings in
Ld then increases from 4 to 7. Again, patterns rotated by 90◦ are no longer degenerate, but, unlike
the axial case, the degeneracy between patterns with (q, q) and (q,−q) type ordering wavevectors
is preserved by inversion symmetry.
D. Monte-Carlo simulations
We performed a Monte Carlo simulation of H = H0 +H1 with J2 = J3 = 0 on a 32× 32 lattice
with periodic boundary conditions. Choosing J1 ≈ 1.8, J ≈ 3, the simulation produces weak
incommensurate modulation in the energy-energy correlators for the bonds. In the corresponding
soft-spin model, the dispersion minima lie on small arcs centered near (±pi/2,±pi/2) (See Fig. 6(a)).
However, due to finite size effects, only the wavevectors on these arcs that are nearly commensurate
with the square geometry will appear in the ground states. The resulting horizontal-vertical bond
energy-energy correlator 〈E+x (0)E+y (a)〉 (Fig. 6(b)) shows modulation at multiple incommensurate
wavevectors (Fig. 6(c)), which belong to the set of wavevectors {q˜(n)} defined in Eq. (31) when
the wavevectors q(n) of the ground states lie on the arcs. If the values of the J ’s are reduced to
move the minima away from (±pi/2,±pi/2), then the depth of the minima is also simultaneously
reduced and lower temperatures would be required to observe incommensurate patterns; however,
the single spin flip procedure we used is not ergodic at these lower temperatures due to the energy
barriers between degenerate states becoming large relative to the temperature. It would be an
interesting subject for future study to map out the phase diagram of this model using more robust
Monte Carlo methods, while also including the effects of additional couplings such as J2 and J3.
V. CONCLUSION
Our motivation in this work was to extend the well developed theory of confinement in insulating
spin liquids to fractionalized Fermi liquids. One of our main results is that the structure of the
transition is remarkably similar to the corresponding transition in the insulator. First, the gapless
fermions do not lead to Landau damping of the critical modes [38–40]. Second, in the FL* phase,
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FIG. 6: (a) The blue arcs denote the soft-spin dispersion minimum for the values of the couplings
mentioned in the text. (b) The horizontal-vertical bond energy-energy correlator 〈E+x (0)E+y (a)〉 from the
Monte Carlo simulation, showing an incommensurate pattern. (c) The magnitude of the Fourier transform
of this pattern in the (+,+) momentum quadrant, the other three quadrants are related by rotation.
the gapless fermions do not carry a charge under the emergent gauge-field, and hence the PSG
transformations for the topological excitations of the underlying gauge-theory remain unmodified.
The only allowed couplings between the fermions and the gauge fields are non-minimal; these lead
to long-range and frustrating couplings in the action for the topological excitations, and predict a
plethora of possibilities for the patterns of broken symmetries in the confined phase.
Focusing specifically on the Z2-FL* phase, we studied the patterns of density wave order that
arise upon condensing visons. By tuning the relative strengths of the microscopic interactions
between the visons, we were able to obtain a unidirectional and incommensurate density wave
state with predominantly d−form factor upon confinement. A number of experiments have now
reported the density wave order in the non-Lanthanum based cuprates to be of this type. It is then
natural to ask if the pseudogap metal can be described by a Z2-FL*, and moreover, if the charge
ordering transition in the metallic phase could be associated with a confinement transition of the
type studied in this paper. Finally, we note that a theoretically challenging task for the future is
to describe a transition out of the Z2-FL* into a metal with a large Fermi-surface, as this may hold
the key to understanding the remarkable properties associated with the strange-metal phase.
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Appendix A: Derivation of sine-Gordon theory
This appendix is adapted from Ref. [34] for the case of the fermionic dimer model. We solve
for the constraint in Eq. (10) by writing Faµ as the sum of a particular solution and the general
solution of the homogeneous equation:
Faµ = ∆µNa + 2SXaµ. (A1)
Here Na is a fluctuating integer-valued field on the dual lattice sites, while Xaµ is a fixed field
independent of τ satisfying
µνλ∆νXaλ = ηiδµτ . (A2)
A convenient choice is to take Xax = 0, Xaτ = 0, and Xay as shown in Fig. 7(a), taking the values
±1 on every second column of sites and zero otherwise. For future manipulations, it is convenient
to split Xaµ into curl-free and divergence-free parts by writing
Xaµ = ∆µYa + µνλ∆νZiλ, (A3)
where again Ya and Ziµ are fixed fields independent of τ and their values are shown in Fig. 7(b),(c);
Ya takes the values 0, 1/4, 1/2, 3/4 on the four dual sublattices, while Ziµ = δµτηi/8. Finally, we
promote the integer valued field Na to a real-valued field ϕa by the Poisson summation formula,
and shift the real field by ϕa → ϕa − 2SYa. This leads to the theory in Eq. (12).
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FIG. 7: The values of the only non-zero components of the fixed field Xaµ, Ya, and Ziµ. The circles
(crosses) are the sites of the direct (dual) lattice. In (c), only the µ = τ component of Ziµ is non-zero and
its values are shown.
Appendix B: Bond patterns from U(1) FL*
We can imagine integrating out the fermions, and obtaining an effective action for the height
field on the dual lattice in the form
Heff =
∑
ax,ay
[
K1
2
(ϕa+2eˆx − ϕa)2 +
K1
2
(
ϕa+2eˆy − ϕa
)2 − y cos(2pi(ϕa − 2SYa))
+
K2
2
(
ϕa+2eˆx+2eˆy − ϕa
)2
+
K2
2
(
ϕa+2eˆx−2eˆy − ϕa
)2
+
K3
2
(ϕa+4eˆx − ϕa)2 +
K3
2
(
ϕa+4eˆy − ϕa
)2
+
K4
2
(
ϕa+4eˆx+4eˆy − ϕa
)2
+
K4
2
(
ϕa+4eˆx−4eˆy − ϕa
)2
+
K5
2
(ϕa+2eˆx − ϕa)4 +
K5
2
(
ϕa+2eˆy − ϕa
)4 ]
. (B1)
As in the Z2 case, the bond observables are determined by the terms in the height field Hamil-
tonian coupling to the dimer density on the direct lattice bonds;
ρ+y (a) ∝ (−1)ax+ay (ϕa+2eˆx − ϕa) , ρ+x (a) ∝ −(−1)ax+ay
(
ϕa+2eˆy − ϕa
)
. (B2)
We then proceeded to minimize Eq. (B1) numerically on a 24×24 lattice with periodic boundary
conditions. When K2, K3, K4 are sufficiently negative, the ϕ dispersion has its minima at nonzero
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FIG. 8: Individually normalized bond density wave patterns on the direct lattice for the U(1) version of
the problem discussed above. (a) The columnar VBS state that results when y 6= 0 and the dispersion
minimum is at zero momentum. Modulated density waves are produced when the dispersion minimum is
not at zero momentum. We used (b) K1 = 0.25, K2 = −0.5, K3 = K4 = 0, K5 = 0.025, y = 0 and (c)
K1 = 0.25, K2 = −0.5, K3 = K4 = 0, K5 = 0.025, y = 0.25.
momenta, and modulated states are produced. This happens, for example when K1 + 2K2 <
0, K3 = K4 = 0. (axial wavevectors) or when K1 + 4K3 < 0, K2 = K4 = 0 (diagonal wavevectors)
or when K1 + 8K4 < 0, K2 = K3 = 0 (axial wavevectors). In these cases we need K5 > 0 to
stabilize the free energy. When none of these conditions are true, the dispersion minimum is at
zero momentum, and the lowest energy state is the columnar VBS state shown in Fig. 8(a) for
y 6= 0.
Fig. 8(b) shows the bond pattern produced when K1 + 2K2 < 0, K3 = K4 = 0. and y = 0
(deconfined phase). The values of K1, K2 are chosen so that the dispersion minima are located at
(0,±pi/3) and (±pi/3, 0). The state displayed has modulation wavevectors (±pi/3, 0) (a degenerate
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state has modulation wavevectors (0,±pi/3). When y is increased, a complicated bond pattern
with additional wavevectors near (0, pi) and (pi, 0) are produced, with a multitude of form factors
(Fig. 8(c)). In the limit of y →∞, we recover the columnar VBS state of Fig. 8(a).
We also considered the possibility of “tilt” phases, implemented by allowing for boundary con-
ditions of the type
ϕa+2Leˆx = ϕa + tx, ϕa+2Leˆy = ϕa + ty, (B3)
where tx,y are integers. When tx,y = 0 we have periodic boundary conditions. For all cases tested,
we found that allowing for tx,y 6= 0 increases the energy of the ground states, indicating that the
“tilt” phases [55, 56] are energetically unfavorable.
Appendix C: Eigenmodes
The eigenmodes corresponding to the vison dispersion eigenvalues (Eq. (26)) are
v±(qx, qy) =
| cos qy|
(LxLy)1/2
√
cos2 qy + (cos qx + ξ
∓
0 (q))
2
(
cos qx + ξ
∓
0 (q)
| cos qy| e
iq·a + sgn(cos qy)ei(q+Kx)·a
)
,
(C1)
and hence their PSG transformation rules are
Tx : v
±(qx, qy)→ e−iqxv±(qx, qy + pi), Ty : v±(qx, qy)→ e−iqyv±(qx, qy),
Ix : v
±(qx, qy)→ v±(qx,−qy), Iy : v±(qx, qy)→ v±(−qx, qy),
Rpi/2 : v
±(qx, qy)→ ∓v
±(−qy, qx) + v+(−qy, pi + qx)√
2
, |qy| < pi/2,
Rpi/2 : v
±(qx, qy)→ ∓v
±(−qy + pi, qx)− v±(−qy + pi, pi + qx)√
2
, |qy| > pi/2. (C2)
[1] P. A. Lee, N. Nagaosa, and X.-G. Wen, “Doping a Mott insulator: Physics of high-temperature
superconductivity,” Rev. Mod. Phys. 78, 17 (2006), arXiv:cond-mat/0410445.
[2] S. I. Mirzaei, D. Stricker, J. N. Hancock, C. Berthod, A. Georges, E. van Heumen, M. K. Chan, X. Zhao,
Y. Li, M. Greven, N. Barisic, and D. van der Marel, “Spectroscopic evidence for Fermi liquid-like energy
and temperature dependence of the relaxation rate in the pseudogap phase of the cuprates,” Proc. Nat.
Acad. Sci. 110, 5774 (2013), arXiv:1207.6704 [cond-mat.supr-con].
[3] M. K. Chan, M. J. Veit, C. J. Dorow, Y. Ge, Y. Li, W. Tabis, Y. Tang, X. Zhao, N. Barivsic´, and
M. Greven, “In-Plane Magnetoresistance Obeys Kohler’s Rule in the Pseudogap Phase of Cuprate
Superconductors,” Phys. Rev. Lett. 113, 177005 (2014), arXiv:1402.4472 [cond-mat.supr-con].
28
[4] H.-B. Yang, J. D. Rameau, Z.-H. Pan, G. D. Gu, P. D. Johnson, H. Claus, D. G. Hinks, and T. E. Kidd,
“Reconstructed Fermi Surface of Underdoped Bi2Sr2CaCu2O8+δ Cuprate Superconductors,” Phys. Rev.
Lett. 107, 047003 (2011), arXiv:1008.3121 [cond-mat.supr-con].
[5] B. Vignolle, D. Vignolles, M.-H. Julien, and C. Proust, “From quantum oscillations to charge order in
high-Tc copper oxides in high magnetic fields,” Comptes Rendus Physique 14, 39 (2013), Physics in
High Magnetic Fields / Physique en champ magne´tique intense.
[6] G. Ghiringhelli, M. Le Tacon, M. Minola, S. Blanco-Canosa, C. Mazzoli, N. B. Brookes, G. M. De
Luca, A. Frano, D. G. Hawthorn, F. He, T. Loew, M. M. Sala, D. C. Peets, M. Salluzzo, E. Schierle,
R. Sutarto, G. A. Sawatzky, E. Weschke, B. Keimer, and L. Braicovich, “Long-Range Incommensurate
Charge Fluctuations in (Y,Nd)Ba2Cu3O6+x,” Science 337, 821 (2012), arXiv:1207.0915 [cond-mat.str-
el].
[7] A. J. Achkar, R. Sutarto, X. Mao, F. He, A. Frano, S. Blanco-Canosa, M. Le Tacon, G. Ghiringhelli,
L. Braicovich, M. Minola, M. Moretti Sala, C. Mazzoli, R. Liang, D. A. Bonn, W. N. Hardy, B. Keimer,
G. A. Sawatzky, and D. G. Hawthorn, “Distinct Charge Orders in the Planes and Chains of Ortho-III-
Ordered YBa2Cu3O6+δ Superconductors Identified by Resonant Elastic X-ray Scattering,” Phys. Rev.
Lett. 109, 167001 (2012), arXiv:1207.3667 [cond-mat.supr-con].
[8] J. Chang, E. Blackburn, A. T. Holmes, N. B. Christensen, J. Larsen, J. Mesot, R. Liang, D. A. Bonn,
W. N. Hardy, A. Watenphul, M. V. Zimmermann, E. M. Forgan, and S. M. Hayden, “Direct observation
of competition between superconductivity and charge density wave order in YBa2Cu3O6.67,” Nature
Physics 8, 871 (2012), arXiv:1206.4333 [cond-mat.supr-con].
[9] R. Comin, A. Frano, M. M. Yee, Y. Yoshida, H. Eisaki, E. Schierle, E. Weschke, R. Sutarto, F. He,
A. Soumyanarayanan, Y. He, M. Le Tacon, I. S. Elfimov, J. E. Hoffman, G. A. Sawatzky, B. Keimer,
and A. Damascelli, “Charge Order Driven by Fermi-Arc Instability in Bi2Sr2−xLaxCuO6+δ,” Science
343, 390 (2014), arXiv:1312.1343 [cond-mat.supr-con].
[10] E. H. da Silva Neto, P. Aynajian, A. Frano, R. Comin, E. Schierle, E. Weschke, A. Gyenis, J. Wen,
J. Schneeloch, Z. Xu, S. Ono, G. Gu, M. Le Tacon, and A. Yazdani, “Ubiquitous Interplay Between
Charge Ordering and High-Temperature Superconductivity in Cuprates,” Science 343, 393 (2014),
arXiv:1312.1347 [cond-mat.supr-con].
[11] A. J. Achkar, F. He, R. Sutarto, J. Geck, H. Zhang, Y.-J. Kim, and D. G. Hawthorn, “Resonant X-Ray
Scattering Measurements of a Spatial Modulation of the Cu 3d and O 2p Energies in Stripe-Ordered
Cuprate Superconductors,” Phys. Rev. Lett. 110, 017001 (2013), arXiv:1203.2669 [cond-mat.supr-con].
[12] T. Wu, H. Mayaffre, S. Kra¨mer, M. Horvatic´, C. Berthier, W. N. Hardy, R. Liang, D. A. Bonn,
and M.-H. Julien, “Magnetic-field-induced charge-stripe order in the high-temperature superconductor
YBa2Cu3Oy,” Nature (London) 477, 191 (2011), arXiv:1109.2011 [cond-mat.supr-con].
[13] T. Wu, H. Mayaffre, S. Kra¨mer, M. Horvatic´, C. Berthier, P. L. Kuhns, A. P. Reyes, R. Liang,
W. N. Hardy, D. A. Bonn, and M.-H. Julien, “Emergence of charge order from the vortex state of
a high-temperature superconductor,” Nature Communications 4, 2113 (2013), arXiv:1307.2049 [cond-
29
mat.supr-con].
[14] D. Leboeuf, S. Kra¨mer, W. N. Hardy, R. Liang, D. A. Bonn, and C. Proust, “Thermodynamic phase di-
agram of static charge order in underdoped YBa2Cu3Oy,” Nature Physics 9, 79 (2013), arXiv:1211.2724
[cond-mat.supr-con].
[15] J. E. Hoffman, E. W. Hudson, K. M. Lang, V. Madhavan, H. Eisaki, S. Uchida, and J. C. Davis, “A Four
Unit Cell Periodic Pattern of Quasi-Particle States Surrounding Vortex Cores in Bi2Sr2CaCu2O8+δ,”
Science 295, 466 (2002), cond-mat/0201348.
[16] M. Vershinin, S. Misra, S. Ono, Y. Abe, Y. Ando, and A. Yazdani, “Local Ordering in the Pseudogap
State of the High-Tc Superconductor Bi2Sr2CaCu2O8+?,” Science 303, 1995 (2004), cond-mat/0402320.
[17] M. J. Lawler, K. Fujita, J. Lee, A. R. Schmidt, Y. Kohsaka, C. K. Kim, H. Eisaki, S. Uchida, J. C.
Davis, J. P. Sethna, and E.-A. Kim, “Intra-unit-cell electronic nematicity of the high-Tc copper-oxide
pseudogap states,” Nature (London) 466, 347 (2010), arXiv:1007.3216 [cond-mat.supr-con].
[18] A. Mesaros, K. Fujita, H. Eisaki, S. Uchida, J. C. Davis, S. Sachdev, J. Zaanen, M. J. Lawler, and E.-A.
Kim, “Topological Defects Coupling Smectic Modulations to Intra-Unit-Cell Nematicity in Cuprates,”
Science 333, 426 (2011), arXiv:1108.0487 [cond-mat.supr-con].
[19] R. Comin, R. Sutarto, F. He, E. H. da Silva Neto, L. Chauviere, A. Fran˜o, R. Liang, W. N. Hardy, D. A.
Bonn, Y. Yoshida, H. Eisaki, A. J. Achkar, D. G. Hawthorn, B. Keimer, G. A. Sawatzky, and A. Dam-
ascelli, “Symmetry of charge order in cuprates,” Nature Materials 14, 796 (2015), arXiv:1402.5415
[cond-mat.supr-con].
[20] K. Fujita, M. H. Hamidian, S. D. Edkins, C. K. Kim, Y. Kohsaka, M. Azuma, M. Takano, H. Takagi,
H. Eisaki, S.-i. Uchida, A. Allais, M. J. Lawler, E.-A. Kim, S. Sachdev, and J. C. Se´amus Davis,
“Direct phase-sensitive identification of a d-form factor density wave in underdoped cuprates,” Proc.
Nat. Acad. Sci. 111, 3026 (2014), arXiv:1404.0362 [cond-mat.supr-con].
[21] D. Chowdhury and S. Sachdev, “The Enigma of the Pseudogap Phase of the Cuprate Superconductors,”
in Quantum criticality in condensed matter , 50th Karpacz Winter School of Theoretical Physics, edited
by J. Jedrzejewski (World Scientific, 2015) pp. 1–43, arXiv:1501.00002 [cond-mat.str-el].
[22] R. K. Kaul, A. Kolezhuk, M. Levin, S. Sachdev, and T. Senthil, “Hole dynamics in an antiferromagnet
across a deconfined quantum critical point,” Phys. Rev. B 75, 235122 (2007), cond-mat/0702119.
[23] R. K. Kaul, Y. B. Kim, S. Sachdev, and T. Senthil, “Algebraic charge liquids,” Nature Physics 4, 28
(2008), arXiv:0706.2187 [cond-mat.str-el].
[24] S. Sachdev, M. A. Metlitski, Y. Qi, and C. Xu, “Fluctuating spin density waves in metals,” Phys. Rev.
B 80, 155129 (2009), arXiv:0907.3732 [cond-mat.str-el].
[25] Y. Qi and S. Sachdev, “Effective theory of Fermi pockets in fluctuating antiferromagnets,” Phys. Rev.
B 81, 115129 (2010), arXiv:0912.0943 [cond-mat.str-el].
[26] P. A. Lee, “Amperean Pairing and the Pseudogap Phase of Cuprate Superconductors,” Physical Review
X 4, 031017 (2014), arXiv:1401.0519 [cond-mat.str-el].
30
[27] M. Punk, A. Allais, and S. Sachdev, “Quantum dimer model for the pseudogap metal,” Proc. Nat.
Acad. Sci. 112, 9552 (2015), arXiv:1501.00978 [cond-mat.str-el].
[28] D. Chowdhury and S. Sachdev, “Density-wave instabilities of fractionalized Fermi liquids,” Phys. Rev.
B 90, 245136 (2014), arXiv:1409.5430 [cond-mat.str-el].
[29] T. Senthil and M. P. A. Fisher, “Z2 gauge theory of electron fractionalization in strongly correlated
systems,” Phys. Rev. B 62, 7850 (2000), cond-mat/9910224.
[30] N. Read and S. Sachdev, “Valence-bond and spin-Peierls ground states of low-dimensional quantum
antiferromagnets,” Phys. Rev. Lett. 62, 1694 (1989).
[31] N. Read and S. Sachdev, “Spin-Peierls, valence-bond solid, and Ne´el ground states of low-dimensional
quantum antiferromagnets,” Phys. Rev. B 42, 4568 (1990).
[32] R. A. Jalabert and S. Sachdev, “Spontaneous alignment of frustrated bonds in an anisotropic, three-
dimensional Ising model,” Phys. Rev. B 44, 686 (1991).
[33] A. V. Chubukov, T. Senthil, and S. Sachdev, “Universal magnetic properties of frustrated quantum
antiferromagnets in two dimensions,” Phys. Rev. Lett. 72, 2089 (1994), cond-mat/9311045.
[34] S. Sachdev and M. Vojta, “Translational symmetry breaking in two-dimensional antiferromagnets and
superconductors,” J. Phys. Soc. Jpn. Suppl. B 69, 1 (2000), arXiv:cond-mat/9910231.
[35] T. Senthil, A. Vishwanath, L. Balents, S. Sachdev, and M. P. A. Fisher, “Deconfined Quantum Critical
Points,” Science 303, 1490 (2004), cond-mat/0311326.
[36] T. Senthil, L. Balents, S. Sachdev, A. Vishwanath, and M. P. A. Fisher, “Quantum criticality beyond
the Landau-Ginzburg-Wilson paradigm,” Phys. Rev. B 70, 144407 (2004), cond-mat/0312617.
[37] J. A. Hertz, “Quantum critical phenomena,” Phys. Rev. B 14, 1165 (1976).
[38] S. Sachdev and T. Morinari, “Strongly coupled quantum criticality with a Fermi surface in two di-
mensions: Fractionalization of spin and charge collective modes,” Phys. Rev. B 66, 235117 (2002),
cond-mat/0207167.
[39] R. K. Kaul, M. A. Metlitski, S. Sachdev, and C. Xu, “Destruction of Ne´el order in the cuprates by
electron doping,” Phys. Rev. B 78, 045110 (2008), arXiv:0804.1794 [cond-mat.str-el].
[40] T. Grover and T. Senthil, “Quantum phase transition from an antiferromagnet to a spin liquid in a
metal,” Phys. Rev. B 81, 205102 (2010), arXiv:0910.1277 [cond-mat.str-el].
[41] C. Xu and L. Balents, “Quantum phase transitions around the staggered valence-bond solid,” Phys.
Rev. B 84, 014402 (2011), arXiv:1103.1638 [cond-mat.str-el].
[42] S. Badoux, W. Tabis, F. Laliberte´, G. Grissonnanche, B. Vignolle, D. Vignolles, J. Be´ard, D. A. Bonn,
W. N. Hardy, R. Liang, N. Doiron-Leyraud, L. Taillefer, and C. Proust, “Change of carrier density at
the pseudogap critical point of a cuprate superconductor,” Nature 531, 210 (2016), arXiv:1511.08162
[cond-mat.supr-con].
[43] M. Oshikawa, “Topological Approach to Luttinger’s Theorem and the Fermi Surface of a Kondo Lat-
tice,” Phys. Rev. Lett. 84, 3370 (2000), cond-mat/0002392.
31
[44] T. Senthil, M. Vojta, and S. Sachdev, “Weak magnetism and non-Fermi liquids near heavy-fermion
critical points,” Phys. Rev. B 69, 035111 (2004), cond-mat/0305193.
[45] S. Sachdev, “Kagome- and triangular-lattice Heisenberg antiferromagnets: Ordering from quantum
fluctuations and quantum-disordered ground states with unconfined bosonic spinons,” Phys. Rev. B
45, 12377 (1992).
[46] R. Moessner and S. Sondhi, “Resonating valence bond phase in the triangular lattice quantum dimer
model,” Phys. Rev. Lett. 86, 1881 (2001).
[47] D. Rokhsar and S. A. Kivelson, “Superconductivity and the Quantum Hard-Core Dimer Gas,” Phys.
Rev. Lett. 61, 2376 (1988).
[48] E. Fradkin and S. Kivelson, “Short range resonating valence bond theories and superconductivity,”
Modern Physics Letters B 04, 225 (1990).
[49] E. Fradkin, “The Spectrum of Short Range Resonating Valence Bond Theories,” in Field Theories in
Condensed Matter Physics, a Workshop, Proceedings of the 1988 Johns Hopkins Workshop on Field
Theories in Condensed Matter Physics, edited by Z. Tesanovic (Addison-Wesley, 1990).
[50] W. Zheng and S. Sachdev, “Sine-Gordon theory of the non-Ne´el phase of two-dimensional quantum
antiferromagnets,” Phys. Rev. B 40, 2704 (1989).
[51] F. Alet, J. L. Jacobsen, G. Misguich, V. Pasquier, F. Mila, and M. Troyer, “Interacting Classical
Dimers on the Square Lattice,” Phys. Rev. Lett. 94, 235702 (2005), cond-mat/0501241.
[52] Y. Huh, M. Punk, and S. Sachdev, “Vison states and confinement transitions of Z2 spin liquids on the
kagome lattice,” Phys. Rev. B 84, 094419 (2011), arXiv:1106.3330 [cond-mat.str-el].
[53] J. Villain, “Spin glass with non-random interactions,” Journal of Physics C: Solid State Physics 10,
1717 (1977).
[54] L. Balents, L. Bartosch, A. Burkov, S. Sachdev, and K. Sengupta, “Putting competing orders in their
place near the Mott transition,” Phys. Rev. B 71, 144508 (2005), cond-mat/0408329.
[55] A. Vishwanath, L. Balents, and T. Senthil, “Quantum criticality and deconfinement in phase transitions
between valence bond solids,” Phys. Rev. B 69, 224416 (2004), cond-mat/0311085.
[56] E. Fradkin, D. A. Huse, R. Moessner, V. Oganesyan, and S. L. Sondhi, “Bipartite Rokhsar Kivelson
points and Cantor deconfinement,” Phys. Rev. B 69, 224415 (2004), cond-mat/0311353.
