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1 Introduction 
Wages in the US have shown increasing wage dispersion in the last 20 years. This has been 
extensively reported, among many others, by Levy and Murname [9], Bound and Johnson 
[2], Juhn et alia [8], Borjas and Ramey [1], Topel[ll], and [3]. The fact does not depend 
on which measure of wage dispersion is used, although most studies concentrate on cross 
sectional log wage variance. In this paper, I also use this measure. 
The usual explanation for this increase in wage dispersion lies on an increase in wage 
inequality. That is, an increase in the premia of unobserved -from the resesearcher's point 
of view- worker's characteristics. 
There were also increases in the wage differentials between workers with college and high 
school education. Finally, experience differentials continued a long-term increasing trend, 
while race differentials remained stable. However, the main effect was, as already stated, 
pointed to be an increase in wage inequality. 
Unlike previous studies, in this paper I recognize the potential effect that a change of 
the functional specification of the structure of wages, can have on wage dispersion. I use 
regression trees to estimate the wage structure in four years, 1980, 1985, 1990, and 1995. 
The methodology chosen determines endogenously the number of relevant groups of workers 
and their characteristics. This allows me to quantify the effect of structural change isolated 
from the changes in wage premia by estimating the wage premia that would prevail in 1985, 
1990, and 1995 if the structure of wages was the same as that of 1980. 
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In section 2, I present the nonparametric model and the methodology that I use in order 
to obtain a measure of the importance of the effect of structural change on the cross-section 
variance. Next, empirical results of wage dispersion are given. The paper ends with a 
reminder of the main conclusions. 
2 Wage dispersion and nonparametric dynamic wage 
structures 
2.1 The basic model 
Let us assume that the logarithm of the wage of any worker i with observed characteristics 
Xit at any period t is: 
(1) 
where eit is the unoberved factors component of the wage and bt is the vector of wage 
premia. The usual properties are assumed to the error component. Overall wage variance 
can be decomposed into observed factors and unobserved factors variance: 
(2) 
where var c (.) denotes variance in the cross-section. Since the model is parametric, there 
can be no changes in the functional specification apart from changes in the wage premia. I 
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now show that because of the linear functional specification, the effect of structural change 
on dispersion in this model is only the effect of the changes in the wage premia. 
Let us define V~tS as the logarithm that worker i at period t with observed characteristics 
Xit would have had if there had been no changes in the wage premia since t - s: 
(3) 
so that: 
(4) 
In order to measure the effect of structural change in the dispersion of wages, we substract 
equation (??) from equation (2) to get: 
(5) 
As stated above, if wage premia remain constant, there is no change in the dispersion 
of wages. In the next section, I study a more general model, namely a nonparametric tree 
structure. In that model, wage premia along one dimension depend on the other dimensions 
in a nonparametric way. When this relation changes, so must the wage premia and thus 
the structure of wages. therefore, structural change is more general in a nonparametric tree 
structure. 
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2.2 Nonparametric tree structures and structural change 
The nonparametric model that I use in this paper has two distinctive features. First, the 
sample is partitioned, so that workers with similar wage equations are grouped together. 
The number of different wage equations is thus endogenously determined by the estima-
tion procedure. Second, wage premia along one dimension will depend on the other set of 
characteristics in a nonparametric way. This model can be represented as: 
(6) 
L b;t . I {Xit E g} + Cit) (7) 
gETt 
where I {.} denotes the indicator function. The vector Xit of characteristics define member-
ship to a particular group 9 in the partition Tt at period t of the splitting variable space, 
x. The constant b;t is the expected wage of workers belonging to group 9 at period t. The 
usual noise properties are assumed for the error term, Cit. 
As pointed out by Friedman [7], Model (7) differs from a single hidden layer neural 
network in that the indicator function I {.} replaces a sigmoid function and b~t is constant. 
Although this restriction may not be warranted in a general context, it is appropriate in 
the study of wage equations when no assumptions on the functional form are to be taken. 
Moreover, it permits a simple interpretation of the nonparametric estimation results since 
the structure can be represented by a tree diagram or structure. 
This model is very general. For each year, not only may wage differentials between 
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different groups change, but also the relevant groups may also change. In terms of tree 
structures, not only can the projections in the tree change with time, but the tree itself may 
change. Therefore, wage dispersion has the following form: 
varc(Wit) = varc [2: b~t • I {Xit E g}] + at, 
gETt 
(8) 
Let us, as in the previous section, define V;t- S as the logarithm that worker i at period t 
with observed characteristics Xit would have had if there had been no changes in the wage 
premia since t - s: 
Vit = 2: b~t-s. I {Xit E g} + Cit, (9) 
gETt-s 
so that: 
varc(vit) = varc [ 2: b~t-s. I {Xit E g}] + at 
gETt-s 
(10) 
In order to measure the effect of structural change in the dispersion of wages, we substract 
equation (10) from equation (9) to get: 
varc(Wit) - varc(vit) - varc [2: b~t • I {Xit E g}]-
gETt 
varc [ I: b~t-8. I {Xit E g}] 
gETt-a 
(11) 
Taking 1980 as the reference year, we can easily compute, for the following years, the 
wage any worker would have had if no change had occurred in the tree structure. In order 
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to do so, we add her estimated idiosyncratic residual to the projected wage she would have 
had if the tree structure had not changed from 1980. 
More precisely, if !t(x, bt) is the expected wage of any worker from group x at time t, then 
we can define, for any synthetic worker at time t + s, her wage with no structural change 
since t as: 
To evaluate the importance of changes in the wage structure, I set up an algorithm in 
three steps: 
(a) Estimation of the tree structure for each year. This is the standard output in regres-
sion trees. From this, residuals for each observation can be computed: Vi(t+s)' 
(b) Using the structure obtained for 1980, we can compute projections for all the other 
years. These projections are sample averages of wages within terminal nodes in the tree 
structure for 1980: !t(x, bt+s). 
(c) Creation of an artificial sample: this is simply done by adding to each residual 
obtained in (a) the projection for that worker obtained in (b): Wi(t + sIt). 
Heuristically,if trees become ever more complex, then projections will tend to introduce 
more variance to the distribution of wages. However, if changes in the complexity of the 
trees do not lead to substantial differences in the projections, then changes in the structure 
cannot be regarded as an important source of increasing wage dispersion. 
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3 Empirical results 
I use the extracts of the Annual Earnings Files of the Current Population Survey (CPS) 
prepared by the NBER for the years 1980, 1985, 1990, and 1995. The universe is reduced to 
male adults working more than 35 hours every week, and employed in any industry group 
but agriculture who live in either metropolitan or non-metropolitan areas. 
Wages here are the logarithm of earnings per week divided upon hours per week at the 
job and deflated by wage inflation. To distinguish among different representative workers, I 
consider six characteristics: 
1. Education: I classify education into three categories. lower education, some college, 
and higher education. Lower education includes all those workers who at most completed 
High School. Some college refers to those workers who started some form of higher education 
but did not finish it. Finally, higher education refers to workers with a higher education 
degree. 
2. Experience: This is an index of potential experience, since the sample does not give a 
direct measure of the workers' experience. The usual procedure is used here: age-education-
six. Then, individuals are divided into five categories of experience. The first category 
includes those individuals with less than ten years of experience. The second are those with 
no less than 10 and less than 20, and so on. The fifth group includes individuals with more 
than forty years of experience. 
3. Region: This variable segments the labor market into four geographical regions. 
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South includes the East South Central division, the South Atlantic division except Delaware, 
Maryland and D.C., and Arkansas and Louisiana. East includes the New England division, 
Middle Atlantic, and D.C., Delaware, and Maryland. Middle West includes all remaining 
states from central divisions, and finally the west includes Mountain and Pacific. This 
grouping was chosen to obtain an ordered variable with geographical and historical intuition, 
starting from South and ending in West. 
4. Type of worker: This variable refers to whether the worker is a blue collar or a white 
collar worker. 
5. Industry: This is another binary variable that describes whether the job IS III a 
goods-producing industry or in a services-producing industry. 
6. Race: workers are either white or black workers. 
This variable specification segments the labor market in at most 480 markets. However, 
due to the sample size and the fact that the sample design did not contemplate surveying all 
these groups, only 334 of all possible cells are represented in all years so that two samples, 
estimation and test, can be extracted. 
The overall sample is then randomly divided into two samples of sizes of 1/2 each. 
Estimation of the model for each year is done with a regression trees algorithm available 
from the author.1 
1 See Breiman et alia [4J for an introduction of regression trees, an explanation of the basic algorithms, 
and consistency results. Regression trees is a step-optimal consistent estimation strategy that consists of 
three algorithms: 
(a) recursive sample partitioning of the estimation sample with the splitting variables until no further 
splits are possible. At each step of the splitting, the overall mean square error is minimized. 
(b) recursive computation of a sequence of encompassing models. At each step, a mean square error-
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Results of step (a) are shown in Tables 1 and 2. table 1 gives some statistics on the tree 
structures obtained. table 2 presents basic statistics for real log wages and residuals in the 
trees. 
Several comments are worth making. Wage dispersion for each year within each terminal 
node is a fairly large part of total wage dispersion. This follows from the statistics in table 
1 and from the residual and log wage basic statistics in table 2. 
The residual sum of squares estimates in table 1 imply coefficients of determination never 
greater than 29.64% for the estimation sample and 28.66% for the test sample. 
Residual variance increased during the period less than total variance. Changes in the 
wage structure account for 53.25% of the increase in wages dispersion measured with vari-
ance. Thus, although residual variance was around 82% of total variance in 1980, it fell to 
73% in 1995. 
Since the splitting rule consists of minimizing within-node sum of squares, it is natural 
that the estimation sample residuals show a symmetric normal distribution resemblance. 
This feature is thus fabricated in the residuals of the estimation sample in the same way 
that linear regression with a constant will give zero mean residuals. This property has passed 
nicely onto the test sample residuals as can be seen in table 2. 
A summary of statistics for the artificial data computed in steps (b) and (c) can be 
found in table 3 and tables 4, 5, and 6. In table 3, I present univariate descriptive statistics 
complexity trade-off function is minimized. 
(c) selection of the smallest test sample mean square error model among the sequence of optimal models. 
Recent applications of regression trees in economics can be found in Durlauf and Johnson [6], Cotterman 
and Perachi [5], Tronstad [12], and Mora [10]. 
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for all variables: original wages, constructed wages, residuals, and the structures under the 
assumption of no change in the functional form and with change. For all years, the variance 
of the constructed wages is smaller than the variance of wages. This suggests that part of 
the increased dispersion in wages may have been due to changes in the structure of wages. 
This is also corroborated by looking at the correlation matrices in tables 4, 5, and .6. 
The correlation results show that the structures and the residuals are almost orthogonal 
decompositions of both types of wages and thus these variance measures approximate vari-
ance decompositions. The results depend however on the year of study. In 1985, observed 
variance was 8.4% higher than in 19S0. 
Residual variance was only 7.7\%. The combined effect on the variance of changes in 
prices and structure must have increased by almost 11.5%, or 0.0034. However, only 0.0001 
remains unexplained after accounting for the change in prices. 
In 1990, nonresidual variance increased by 0.0429 units, more than 100%. Around O.OOSl 
can be attributed to the effect of structural change on wages dispersion. This is near lS.9S% 
of all the effect from variability in the structure. 
In 1995, the amount unexplained by changes In pnces is 0.0069. Total nonresidual 
variance increased by 0.03064, so the effect of a changing structure contributed in 22.52% of 
all increases in nonresidual variance. 
To sum up, overall dispersion of wages increased from 19S0 to 19S5 by 0.014S. Increase 
in the dispersion within groups, or increase in inequality, accounts for 75.7% of this increase. 
The rest must be mainly attributed to price changes in the labor market, but not to changes 
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in the interaction of the workers' characteristics. For 1990 and 1995 I find similar results. Less 
than half of the increase in the variance of log wages was due to increased wage inequality. 
At least 10% of the increase in variance came from changes in the interaction of different 
variables. In other words, due to changes in what the labor market would understand as 
homogeneous workers with a single expected wage. If these changes had not taken place, 
the increased variance in wages since 1980 would have been 10% lower. 
4 Conclusions 
In this paper, I apply regression trees to study the sources of growing wage inequality in the 
US. In order to do so, I assume that real wages have a nonparametric tree structure at each 
period and evolve freely from one period to the next. 
There are three potential sources of increased wage dispersion in observed wages: growing 
within groups inequality, changes in the premiums, and changes in the segmentation of the 
labor market. The last element can only be studied if the structural form of the wage 
structure is estimated. 
Increase in within groups inequality accounts for most of the increase in wage dispersion 
from 1980 to 1985. The rest must be mainly attributed to price changes in the labor market, 
but not to changes in the interaction of the workers' characteristics. For 1990 and 1995, 
however, at least 10% of the increase in variance came from changes in the interaction of 
different variables. 
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Table 1: Goodness of fit results. 
1980 
1985 
1990 
1995 
aLearning sample 
bTest sample 
CConstant model 
dBest model 
Residual Sum of Squares 
6043 4955 2987 2453 
5801 4630 2851 2304 
14245 10023 7132 5088 
13146 9774 6111 4552 
eNumber of observations in learning sample 
'Number of terminal nodes 
14 
Complexity 
33671 115 
28734 110 
53100 219 
43757 206 
Table 2: Wages and tree residuals. Basic Statistics 
mean sta minimum maXImum IN Ib 
log wagesC 
1980 1.88 0.42 0.23 3.24 50406 
1985 2.10 0.44 0.47 3.34 42418 
1990 2.43 0.50 0.42 3.99 78547 
1995 2.56 0.49 0.70 4.00 63814 
residualsd 
1980 -0.005 0.38 -1.69 1.58 16735 
1985 -0.001 0.39 -1.66 1.40 14083 
1990 -0.003 0.42 -1.95 1.72 26077 
1995 0.004 0.42 -2.24 1.59 21186 
astandard deviations 
bnumber of observations 
cwhole sample 
d test sample 
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Table 3: The effect of structural change in observed wages' dispersion.a 
variable mean stb IN IC 
1985 1990 1995 1985 1990 1995 1985 1990 1995 
Wi(t + sit) 2.095 2.423 2.570 0.436 0.492 0.482 14083 26077 21186 
ft(bt+s) 2.096 2.426 2.566 0.187 0.256 0.238 14083 26077 21186 
Vi(t+s) -0.001 -0.003 0.004 0.394 0.421 0.416 14083 26077 21186 
ft+s(bt+s) 2.097 2.427 2.565 0.192 0.275 0.254 14083 26077 21186 
Wi(t+s) 2.095 2.424 2.569 0.436 0.501 0.488 14083 26077 21186 
aYear of reference: 1980 
bstandard deviations 
cnumber of observations 
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Table 4: The effect of structural change: correlation matrixa . 1985. 
Wi(t + sit) !t(bt+s) Vi(t+s) ft+s(bt+s) Wi(t+s) 
Wi(t + sit) 1.000 0.427 0.903 0.402 0.994 
ft(bHs ) 0.427 1.000 -0.003 0.966 0.423 
Vi(t+s) 0.903 -0.003 1.000 -0.015 0.898 
ft+s(bt+s) 0.402 0.966 -0.015 1.000 0.428 
Wi(t+s) 0.994 0.423 0.898 0.428 1.000 
aYear of reference: 1980 
bstandard deviations 
cnumber of observations 
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Table 5: The effect of structural change: correlation matrixa • 1990. 
Wi(t + sit) ft(bt+s) Vi(Hs) ft+s(bt+s) Wi(Hs) 
Wi(t + sit) 1.000 0.520 0.854 0.478 0.980 
ft(bt+s) 0.520 1.000 -0.000 0.933 0.512 
Vi(t+s) 0.854 -0.000 1.000 -0.008 0.836 
fHs(bt+s) 0.478 0.933 -0.008 1.000 0.542 
Wi(t+s) 0.980 0.512 0.836 0.542 1.000 
aYear of reference: 1980 
bstandard deviations 
cnumber of observations 
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Table 6: The effect of structural change: correlation matrixa. 1995. 
Wi(t + sit) ft(bt+s) Vi(t+s) ft+s(bt+s) Wi(t+s) 
Wi(t + sit) 1.000 0.502 0.870 0.462 0.982 
ft(bt+s) 0.502 1.000 0.009 0.931 0.492 
Vi(t+s) 0.870 0.009 1.000 0.003 0.854 
ft+s(bt+s) 0.462 0.931 0.003 1.000 0.523 
Wi(t+s) 0.982 0.492 0.854 0.523 1.000 
aYear of reference: 1980 
bstandard deviations 
cnumber of observations 
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