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a b s t r a c t
Let A(p, k)(p, k ∈ N = {1, 2, 3, . . .}) be the class of functions f (z) = zp + ap+kzp+k + · · ·
which are analytic in the unit disk E = {z : |z| < 1}. By using a linear operator Lp,k(a, c), we
introduce a new subclass Tp,k(a, c, δ; h) of A(p, k) and derive some interesting properties
for the class Tp,k(a, c, δ; h).
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Let A(p, k)(p, k ∈ N = {1, 2, 3, . . .}) be the class of functions of the form
f (z) = zp +
∞∑
m=k
ap+mzp+m (1.1)
which are analytic in the unit disk E = {z : |z| < 1}. We denote A(p, 1) = Ap, A1 = A. Also, we denote by K and S∗(α) the
usual subclasses of A whose members are convex and starlike of order α, 0 ≤ α < 1, in E, respectively. The class A(p, k) is
closed under the Hadamard product (or convolution)
f (z) ∗ g(z) ≡ (f ∗ g)(z) = zp +
∞∑
m=k
ap+mbp+mzp+m = (g ∗ f )(z) (z ∈ E),
where
f (z) = zp +
∞∑
m=k
ap+mzp+m, g(z) = zp +
∞∑
m=k
bp+mzp+m.
Let the function ϕp,k(a, c) be defined by
ϕp,k(a, c; z) = zp +
∞∑
m=k
(a)m
(c)m
zp+m (z ∈ E), (1.2)
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where c 6= 0,−1,−2, . . . , (λ)0 = 1 and (λ)m = λ(λ + 1) · · · (λ + m − 1) for m ∈ N . Carlson and Shaffer [1] defined a
convolution operator on A by
L(a, c)f (z) = ϕ1,1(a, c) ∗ f (z) (f (z) ∈ A). (1.3)
Similarly, we define a linear operator Lp,k(a, c) on A(p, k) by
Lp,k(a, c)f (z) = ϕp,k(a, c) ∗ f (z) (f (z) ∈ A(p, k)). (1.4)
It is easily seen from (1.2) and (1.4) that
z(Lp,k(a, c)f (z))′ = aLp,k(a+ 1, c)f (z)− (a− p)Lp,k(a, c)f (z). (1.5)
Clearly Lp,k(a, c)mapsA(p, k) into itself and Lp,k(c, c) is identity. If a 6= 0,−1,−2, . . ., then Lp,k(a, c)has an inverse Lp,k(c, a).
Note also that
Lp,k(p+ 1, p)f (z) = zf ′(z)/p.
For a real number λ > −p and a function f (z) ∈ A(p, k), we define the generalized Libera integral operator Jp,λ (see [2])
by
Jp,λf (z) = λ+ pzλ
∫ z
0
tλ−1f (t)dt (1.6)
and the generalized Ruscheweyh derivative Dλ+p−1 (see [3]) by
Dλ+p−1f (z) = f (z) ∗ z
p
(1− z)λ+p . (1.7)
It can be easily verified that
Lp,k(λ+ p, λ+ p+ 1)f (z) = Jp,λf (z) (1.8)
and that
Lp,k(λ+ p, 1)f (z) = Dλ+p−1f (z). (1.9)
Also, we write Lp,1(a, c) = Lp(a, c), L1(a, c) = L(a, c) and ϕp,1(a, c) = ϕp(a, c).
Let f (z) and g(z) be analytic in E. We say that the function f (z) is subordinate to g(z) in E, and we write f (z) ≺ g(z), if
there exists an analytic functionw(z) in E such that |w(z)| ≤ |z| and f (z) = g(w(z)) for z ∈ E. If g(z) is univalent in E, then
f (z) ≺ g(z) is equivalent to f (0) = g(0) and f (E) ⊂ g(E).
Throughout our present investigation, we assume that p, k ∈ N , a > 0, c 6= 0,−1,−2, . . ., δ ≥ 0 and h(z) is analytic
and convex univalent in E with h(0) = 1.
By using the operator Lp,k(a, c), we now introduce and investigate the following subclass of A(p, k).
Definition. A function f (z) ∈ A(p, k) is said to be in the class Tp,k(a, c, δ; h) if and only if
(1− δ) Lp,k(a, c)f (z)
zp
+ δ Lp,k(a+ 1, c)f (z)
zp
≺ h(z) (z ∈ E). (1.10)
Also, we write Tp,1(a, c, δ; h) = Tp(a, c, δ; h) and T1(a, c, δ; h) = T (a, c, δ; h).
Remark 1. In a recent paper, Yang and Liu [4] introduced a subclass H(p, k, λ, δ, A, B) of A(p, k) and satisfied the following
subordination condition:
(1− δ)D
λ+p−1f (z)
zp
+ δD
λ+pf (z)
zp
≺ 1+ Az
1+ Bz ,
where δ > 0, λ > −p,−1 ≤ B < A ≤ 1.
It is easy to see that, if we set a = λ + p, c = 1 and h(z) = 1+Az1+Bz in the class Tp,k(a, c, δ; h), then it reduces to the class
H(p, k, λ, δ, A, B).
In this paper, we aim at proving such results as inclusion relationships and convolution properties for the class
Tp,k(a, c, δ; h). The results presented here would provide extensions of those given in a number of earlier works (see Yang
and Liu [4], Aouf [5,6], Obradovic [7], Patel and Rout [8], Saitoh [9] and others).
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We need the following lemmas in order to derive our main results for the function class Tp,k(a, c, δ; h).
Lemma 1 (Miller and Mocanu [10]). Let h(z) be analytic and convex univalent in E, h(0) = 1, and let g(z) = 1 + bkzk +
bk+1zk+1 + · · · be analytic in E. If
g(z)+ zg ′(z)/c ≺ h(z) (Re c ≥ 0; c 6= 0),
then
g(z) ≺ c
k
z−
c
k
∫ z
0
t
c
k−1h(t)dt = q(z) ≺ h(z).
Lemma 2. Let
bγ (z) =
∞∑
m=1
γ + 1
γ +mz
m (z ∈ E), (1.11)
where γ is real and γ > −1. Then Re bγ (z)z > 12 (z ∈ E).
Proof. Let bγ (z) be defined by (1.11) and γ be real, γ > −1. Then
bγ (z) = γ + 1zγ
∫ z
0
tγ
1− t dt = (γ + 1)z
∫ 1
0
uγ
1− uz du.
Hence
Re
bγ (z)
z
= (γ + 1)
∫ 1
0
uγ Re
(
1
1− uz
)
du > (γ + 1)
∫ 1
0
uγ
1+ udu >
1
2
(z ∈ E). 
2. Inclusion relations
Theorem 1. Let 0 ≤ δ1 < δ2. Then
Tp,k(a, c, δ2; h) ⊂ Tp,k(a, c, δ1; h).
Proof. Let 0 ≤ δ1 < δ2 and
g(z) = Lp,k(a, c)f (z)
zp
(2.1)
for f (z) ∈ Tp,k(a, c, δ2; h). Then the function g(z) = 1 + bkzk + bk+1zk+1 + · · · is analytic in E. Using (1.5) and (2.1), we
obtain
g(z)+ δ2
a
zg ′(z) = (1− δ2) Lp,k(a, c)f (z)zp + δ2
Lp,k(a+ 1, c)f (z)
zp
≺ h(z) (z ∈ E). (2.2)
Now an application of Lemma 1 leads to
g(z) ≺ a
kδ2
z−
a
kδ2
∫ z
0
t
a
kδ2
−1h(t)dt ≺ h(z) (z ∈ E). (2.3)
Since 0 ≤ δ1
δ2
< 1 and h(z) is convex univalent in E, we deduce from (2.1)–(2.3) that
(1− δ1) Lp,k(a, c)f (z)zp + δ1
Lp,k(a+ 1, c)f (z)
zp
= δ1
δ2
{
(1− δ2) Lp,k(a, c)f (z)zp + δ2
Lp,k(a+ 1, c)f (z)
zp
}
+
(
1− δ1
δ2
)
Lp,k(a, c)f (z)
zp
≺ h(z) (z ∈ E).
Hence f (z) ∈ Tp,k(a, c, δ1; h), and the proof of Theorem 1 is completed. 
Remark 2. From the proof of Theorem 1, we reduce to a result of Saitoh [9, p. 35].
Letting a = n+ p, c = 1 and h(z) = 1+Az1+Bz (z ∈ E;−1 ≤ B < A ≤ 1) in Theorem 1, we have
Corollary 1. Let 0 ≤ δ1 < δ2, λ > −p and−1 ≤ B < A ≤ 1. Then
H(p, k, λ, δ2, A, B) ⊂ H(p, k, λ, δ1, A, B).
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Theorem 2. Let
Lp,k(a, c)f (z)
zp
≺ h(z) (z ∈ E). (2.4)
Then
Lp,k(a, c)(Jp,λf )(z)
zp
≺ h(z) (z ∈ E), (2.5)
where Jp,λf (z) is defined by (1.6) and λ > −p.
Proof. It is obtained from (1.6) that
(λ+ p)Lp,k(a, c)f (z) = λLp,k(a, c)(Jp,λf )(z)+ z(Lp,k(a, c)(Jp,λf )(z))′. (2.6)
Let
G(z) = Lp,k(a, c)(Jp,λf )(z)
zp
. (2.7)
Then from (2.6), (2.7) and (2.4), we have
G(z)+ 1
λ+ pzG
′(z) = Lp,k(a, c)f (z)
zp
≺ h(z).
Applying Lemma 1, we have (2.5). 
Applying Theorems 1 and 2, we have
Corollary 2. Let f (z) ∈ Tp,k(a, c, δ; h). Then
Lp,k(a, c)(Jp,λf )(z)
zp
≺ h(z) (z ∈ E).
Theorem 3. Let a1 > 0, a2 > 0 and Re
ϕp(a1,a2;z)
zp >
1
2 , where ϕp(a1, a2; z) is defined by (1.2). Then
Tp(a2, c, a2δ; h) ⊂ Tp(a1, c, a1δ; h).
Proof. Let a1 > 0, a2 > 0, f (z) ∈ Tp(a2, c, a2δ; h) and ϕp(a1, a2; z) be defined by (1.2). Then
(1− a2δ) Lp(a2, c)f (z)zp + a2δ
Lp(a2 + 1, c)f (z)
zp
≺ h(z) (z ∈ E) (2.8)
and
Lp(a1, c)f (z) = ϕp(a1, a2; z) ∗ Lp(a2, c)f (z). (2.9)
Using (1.5) (with k = 1) and (2.9), we have
Lp(a1 + 1, c)f (z) = 1a1 z(Lp(a1, c)f (z))
′ +
(
1− p
a1
)
Lp(a1, c)f (z)
= 1
a1
z
(
ϕp(a1, a2; z) ∗ Lp(a2, c)f (z)
)′ + (1− p
a1
) (
ϕp(a1, a2; z) ∗ Lp(a2, c)f (z)
)
= ϕp(a1, a2; z) ∗
{
1
a1
z(Lp(a2, c)f (z))′ +
(
1− p
a1
)
Lp(a2, c)f (z)
}
= ϕp(a1, a2; z) ∗
{(
1− a2
a1
)
Lp(a2, c)f (z)+ a2a1 Lp(a2 + 1, c)f (z)
}
. (2.10)
It follows from (2.8)–(2.10) that
(1− a1δ) Lp(a1, c)f (z)zp + a1δ
Lp(a1 + 1, c)f (z)
zp
= ϕp(a1, a2; z)
zp
∗ F(z), (2.11)
where
F(z) = (1− a2δ) Lp(a2, c)f (z)zp + a2δ
Lp(a2 + 1, c)f (z)
zp
≺ h(z) (z ∈ E). (2.12)
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Note that Re ϕp(a1,a2;z)zp >
1
2 . According to the Herglotz theorem, we thus have
ϕp(a1, a2; z)
zp
=
∫
|x|=1
dµ(x)
1− xz (z ∈ E),
where µ(x) is a probability measure on the unit circle |x| = 1 and ∫|x|=1 dµ(x) = 1. Hence it follows from (2.11) and (2.12)
that
(1− a1δ) Lp(a1, c)f (z)zp + a1δ
Lp(a1 + 1, c)f (z)
zp
≺
∫
|x|=1
h(xz)dµ(x) ≺ h(z)
because h(z) is convex univalent in E. This proves that f (z) ∈ Tp(a1, c, a1δ; h). 
Corollary 3. Tp(a+ 1, c, (a+ 1)δ; h) ⊂ Tp(a, c, aδ; h).
Proof. Let ϕp(a, c; z) be defined by (1.2). Then
ϕp(a, a+ 1; z)
zp−1
=
∞∑
m=1
a
a+m− 1 z
m (z ∈ E).
For a > 0, an application of Lemma 2 leads to
Re
ϕp(a, a+ 1, ; z)
zp
>
1
2
(z ∈ E).
Hence it follows from Theorem 3 that Tp(a+ 1, c, (a+ 1)δ; h) ⊂ Tp(a, c, aδ; h). 
Letting δ = 0 in Corollary 3, we have
Corollary 4. Tp(a+ 1, c, 0; h) ⊂ Tp(a, c, 0; h).
Remark 3. Aouf [6] introduced a subclass Vn(A, B, α) of A and satisfied the following subordination condition:
Dn+1f (z)
z
≺ 1+ ((1− α)A+ αB)z
1+ Bz (z ∈ E),
where n ∈ N ∪ {0},−1 ≤ B < A ≤ 1 and 0 ≤ α < 1. He showed that
Vn+1(A, B, α) ⊂ Vn(A, B, α)
for n ∈ N ∪ {0}.
For a = n + 2, p = c = 1 and h(z) = 1+((1−α)A+αB)z1+Bz (z ∈ E;−1 ≤ B < A ≤ 1, 0 ≤ α < 1), it is easily seen that
Corollary 4 improved the main result of Aouf [6].
Corollary 5. Let 0 < a1 ≤ 1, a2 > 3+ a1. Then
Tp(a2, c, a2δ; h) ⊂ Tp(a1, c, a1δ; h).
Proof. Let ϕp(a, c; z) be defined by (1.2). Then
g(z) = ϕp(a1, a2; z)
zp−1
= z +
∞∑
m=1
(a1)m
(a2)m
zm+1
and
zg ′(z) = z +
∞∑
m=1
(a1)m(2)m
(a2)m
zm+1
m! = zF(a1, 2; a2; z),
where
F(a, b; c; z) = 1+
∞∑
m=1
(a)m(b)m
(c)m
zm
m!
is the Gaussian hypergeometric function. Since 0 < a1 ≤ 1 and a2 > 3+ a1, it follows from [11, p. 341] that zF(a1, 2; a2; z)
is starlike in E. Hence g(z) ∈ K ⊂ S∗( 12 ). It is well know that
g(z) ∈ S∗
(
1
2
)
H⇒ Re g(z)
z
>
1
2
(z ∈ E).
Thus it follows from Theorem 3 that Tp(a2, c, a2δ; h) ⊂ Tp(a1, c, a1δ; h). 
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Letting a = λ+ p, c = 1 in Theorem 3 and Corollary 3, we have
Corollary 6. Let λ1 > −p, λ2 > −p and Re ϕ(λ1+p,λ2+p;z)zp > 12 , where ϕ(λ1 + p, λ2 + p; z) is defined by (1.2). Then
H(p, 1, λ2, λ2δ, A, B) ⊂ H(p, 1, λ1, λ1δ, A, B).
Corollary 7. Let λ > −p and−1 ≤ B < A ≤ 1. Then
H(p, 1, λ+ 1, (λ+ 1)δ, A, B) ⊂ H(p, 1, λ, λδ, A, B).
3. Convolution properties
Theorem 4. Let f (z) ∈ Tp(a, c, δ; h), g(z) ∈ Ap and Re g(z)zp > 12 (z ∈ E). Then (f ∗ g)(z) ∈ Tp(a, c, δ; h).
Proof. Let f (z) ∈ Tp(a, c, δ; h), g(z) ∈ Ap and Re g(z)zp > 12 (z ∈ E). Then we have
F(z) = (1− δ) Lp(a, c)f (z)
zp
+ δ Lp(a+ 1, c)f (z)
zp
≺ h(z) (z ∈ E) (3.1)
and
(1− δ) Lp(a, c)(f ∗ g)(z)
zp
+ δ Lp(a+ 1, c)(f ∗ g)(z)
zp
= F(z) ∗ g(z)
zp
(z ∈ E). (3.2)
By applying the Herglotz representation for the function g(z)zp , we deduce from (3.1) and (3.2) that
(1− δ) Lp(a, c)(f ∗ g)(z)
zp
+ δ Lp(a+ 1, c)(f ∗ g)(z)
zp
≺ h(z) (z ∈ E)
because h(z) is convex univalent in E. This shows that (f ∗ g)(z) ∈ Tp(a, c, δ; h). 
Corollary 8. Let f (z) ∈ Tp(a, c, δ; h). Then Jp,λf (z) ∈ Tp(a, c, δ; h)(z ∈ E), where Jp,λf (z) is defined by (1.6) and λ > −p.
Proof. Let f (z) ∈ Tp(a, c, δ; h) and Jp,λ(z) be defined by (1.6). Then
Jp,λf (z) = λ+ pzλ
∫ z
0
tλ−1f (t)dt = (f ∗ g)(z),
where
g(z) = zp +
∞∑
m=1
λ+ p
λ+ p+mz
p+m (z ∈ E).
Since λ + p > 0, an application of Lemma 2 leads to Re g(z)zp > 12 (z ∈ E). Hence it follows from Theorem 4 that
Jp,λf (z) ∈ Tp(a, c, δ; h). 
Theorem 5. Let
f (z) = zp +
∞∑
m=1
amn+pzmn+p ∈ Tp(a, c, δ; h) (n ∈ N).
If
(1+ (p− 1)λ)F(z) = (1− λ)f (z)+ λzf ′(z) and λ > 0, (3.3)
then F(z) ∈ Tp(a, c, δ; h)(|z| < ρ), where
ρ = ρp(n, λ) =
(√
n2λ2 + (1+ (p− 1)λ)2 − nλ
1+ (p− 1)λ
) 1
n
. (3.4)
The bound ρ is sharp when
h(z) = β + (1− β)1+ z
1− z and β 6= 1. (3.5)
Proof. According to the hypothesis of the theorem, we have
(1− δ) Lp(a, c)f (z)
zp
+ δ Lp(a+ 1, c)f (z)
zp
= 1+
∞∑
m=1
bmnzmn ≺ h(z) (z ∈ E). (3.6)
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For λ > 0, we can write (3.3) as
(1+ (p− 1)λ)F(z) = (Ψ ∗ f )(z), (3.7)
where
Ψ (z)
1+ (p− 1)λ =
1
1+ (p− 1)λ
{
(1+ (p− n− 1)λ) z
p
1− zn + nλ
zp
(1− zn)2
}
∈ Ap.
Next we show that
Re
Ψ (z)
(1+ (p− 1)λ)zp >
1
2
(|z| < ρ), (3.8)
where ρ is defined by (3.4).
Let 11−zn = Reiθ and |z| = r < 1. In view of
cos θ = 1+ R
2(1− r2n)
2R
and R ≥ 1
1+ rn ,
we have
2Re
{
Ψ (z)
(1+ (p− 1)λ)zp −
1
2
}
= 1
1+ (p− 1)λ
{
2(1+ (p− n− 1)λ)R cos θ + 2nλR2(2 cos2 θ − 1)− (1+ (p− 1)λ)}
= 1
1+ (p− 1)λ
{
R4nλ(1− r2n)2 + R2[(1− r2n)(1+ (p− n− 1)λ)− 2nλr2n]}
≥ R
2
1+ (p− 1)λ
{
nλ(1− rn)2 + (1+ (p− n− 1)λ)(1− r2n)− 2nλr2n}
= R
2
1+ (p− 1)λ
{
1+ (p− 1)λ− 2nλrn − (1+ (p− 1)λ)r2n} > 0
for |z| = r < ρ, which gives (3.8). Furthermore, by using the Herglotz theorem for the function
Ψ (ρz)
(1+ (p− 1)λ)(ρz)p (z ∈ E),
it follows from (3.3), (3.7) and (3.8) and Theorem 3 that F(z) ∈ Tp(a, c, δ; h) (|z| < ρ).
For h(z) and β given in (3.5), we consider f (z) ∈ Ap of Theorem 5 such that
(1− δ) Lp(a, c)f (z)
zp
+ δ Lp(a+ 1, c)f (z)
zp
= β + (1− β)1+ z
n
1− zn .
By noting that f (z) ∈ Tp(a, c, δ; h) and that
(1− δ) Lp(a, c)F(z)
zp
+ δ Lp(a+ 1, c)F(z)
zp
= β + (1− β)1+ z
n
1− zn +
λ(1− β)
1+ (p− 1)λ z
(
1+ zn
1− zn
)′
= β + (1− β)1+ (p− 1)λ+ 2nλz
n − (1+ (p− 1)λ)z2n
(1+ (p− 1)λ)(1− zn)2
= β
for z = ρe ipin , we conclude that the bound ρ in (3.4) is the best possible for each n ∈ N . 
Taking λ = 1 in Theorem 5, we have
Corollary 9. Let
f (z) = zp +
∞∑
m=1
amn+pzmn+p ∈ Tp(a, c, δ; h) (n ∈ N).
Then
zf ′(z)
p
∈ Tp(a, c, δ; h)
|z| < ρ = (√n2 + p2 − n
p
) 1
n
 .
Then bound ρ is sharp when h(z) = β + (1− β) 1+z1−z and β 6= 1.
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Theorem 6. Let
f (z) = zp +
∞∑
m=1
ap+mzp+m ∈ Tp(a, c, δ; h)
and
sn(z) = zp +
n−1∑
m=1
ap+mzp+m (n ∈ N \ {1}).
Then
1
rpn
sn(rnz) ∈ Tp(a, c, δ; h),
where
rn = sup
{
r : Re
(
n−1∑
m=0
zm
)
>
1
2
, |z| = r < 1
}
(n ∈ N \ {1}). (3.9)
The number rn is sharp when
h(z) = β + (1− β)1+ z
1− z and β is real, β 6= 1. (3.10)
Proof. Let f (z) ∈ Tp(a, c, δ; h) and
gn(z) = zp +
n−1∑
m=1
zp+m (n ∈ N \ {1}).
Then sn(z) = (f ∗ gn)(z), and it follows from (3.9) that
Re
{
gn(rnz)
rpn zp
}
>
1
2
(z ∈ E).
Hence an application of Theorem 4 yields
1
rpn
sn(rnz) = f (z) ∗
(
gn(rnz)
rpn
)
∈ Tp(a, c, δ; h) (n ∈ N \ {1}).
For h(z) and β given in (3.10), we consider f (z) ∈ Ap of Theorem 6 such that
(1− δ) Lp(a, c)f (z)
zp
+ δ Lp(a+ 1, c)f (z)
zp
= β + (1− β)1+ z
1− z .
By noting that f (z) ∈ Tp(a, c, δ; h) and that
(1− δ) Lp(a, c)(f ∗ gn)(z)
zp
+ δ Lp(a+ 1, c)(f ∗ gn)(z)
zp
=
(
β + (1− β)1+ z
1− z
)
∗ gn(z)
zp
= β + 2(1− β)
(
gn(z)
zp
− 1
2
)
,
we conclude that rn cannot be increased for each n ∈ N \ {1}. 
Theorem 7. Let f (z) ∈ Tp,k(a, c, δ; h) and δ > 0. Then
f (z) = a
kδ
∫ 1
0
u
a
kδ−1h(w(z)u)du ∗
(
zp +
∞∑
n=k
(c)n
(a)n
zn+p
)
, (3.11)
wherew(z) is analytic in E withw(0) = 1 and |w(z)| < 1(z ∈ E).
Proof. Let δ > 0, f (z) ∈ Tp,k(a, c, δ; h) and g(z) = Lp,k(a,c)f (z)zp . From (2.3), we have
g(z) = Lp,k(a, c)f (z)
zp
≺ a
kδ
z−
a
kδ
∫ z
0
u
a
kδ−1h(u)du;
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that is,
Lp,k(a, c)f (z)
zp
= a
kδ
∫ 1
0
u
a
kδ−1h(w(z)u)du, (3.12)
wherew(z) is analytic in E withw(0) = 0 and |w(z)| < 1(z ∈ E). Thus, from (1.4) and (3.12), we know that
f (z) = Lp,k(c, a)
(
a
kδ
zp
∫ 1
0
u
a
kδ−1h(w(z)u)du
)
=
(
a
kδ
zp
∫ 1
0
u
a
kδ−1h(w(zu))du
)
∗
(
zp +
∞∑
n=k
(c)n
(a)n
zn+p
)
. 
Letting a = λ+ p, c = 1 and h(z) = 1+Az1+Bz (z ∈ E;−1 ≤ B < A ≤ 1) in Theorem 7, we have
Corollary 10. Let δ > 0, λ > −p,−1 ≤ B < A ≤ 1 and f (z) ∈ H(p, k, λ, δ, A, B). Then
f (z) = λ+ p
kδ
∫ 1
0
u
λ+p
kδ −1 1+ Aw(z)u
1+ Bw(z)udu ∗
(
zp +
∞∑
n=k
n!
(λ+ p)n z
n+p
)
,
wherew(z) is analytic in E withw(0) = 1 and |w(z)| < 1(z ∈ E).
4. Some inequalities
Theorem 8. Let δ > 0, σ ≥ 1 and f (z) ∈ Tp,k(a, c, δ; h), where
h(z) =
(
1+ Az
1+ Bz
)α
(z ∈ E; 0 < α ≤ 1,−1 ≤ B < A ≤ 1).
Then
Re
{(
Lp,k(a, c)f (z)
zp
) 1
σ
}
>
(
a
kδ
∫ 1
0
u
a
kδ−1
(
1− Au
1− Bu
)α
du
) 1
σ
(z ∈ E). (4.1)
The result is sharp.
Proof. It is known from [12, p. 545] that the function
h(z) =
(
1+ Az
1+ Bz
)α
(0 < α ≤ 1,−1 ≤ B < A ≤ 1)
is analytic and convex univalent in E.
Let δ > 0 and g(z) = Lp,k(a,c)f (z)zp for f (z) ∈ Tp,k(a, c, δ; h). From (3.2), we have
g(z) = Lp,k(a, c)f (z)
zp
≺ a
kδ
z−
a
kδ
∫ z
0
t
a
kδ−1
(
1+ At
1+ Bt
)α
dt (z ∈ E)
or
Lp,k(a, c)f (z)
zp
= a
kδ
∫ 1
0
u
a
kδ−1
(
1+ Auw(z)
1+ Buw(z)
)α
du (z ∈ E), (4.2)
wherew(z) is analytic in E withw(0) = 0 and |w(z)| < 1(z ∈ E).
Since h(z) = ( 1+Az1+Bz )α(0 < α ≤ 1,−1 ≤ B < A ≤ 1) is analytic and convex univalent in E, it follows from (4.2) that
Re
Lp,k(a, c)f (z)
zp
>
a
kδ
∫ 1
0
u
a
kδ−1
(
1− Au
1− Bu
)α
du > 0 (z ∈ E). (4.3)
Therefore, with the aid of the elementary inequality Re (w
1
σ ) ≥ (Re w) 1σ for Re w > 0 and σ ≥ 1, the inequality (4.1)
follows directly from (4.3).
To show the sharpness of (4.1), we take
f (z) = Lp,k(c, a)
{
azp
kδ
∫ 1
0
u
a
kδ−1
(
1+ Auzk
1+ Buzk
)α
du
}
(z ∈ E).
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For this function we find that
(1− δ) Lp,k(a, c)f (z)
zp
+ δ Lp,k(a+ 1, c)f (z)
zp
=
(
1+ Azk
1+ Bzk
)α
and
Lp,k(a, c)f (z)
zp
→ a
kδ
∫ 1
0
u
a
kδ−1
(
1− Au
1− Bu
)α
du as z → e ipik .
Hence the proof of the theorem is complete. 
Remark 4. For a = λ+ p, c = 1 and α = 1, Theorem 8 reduces to a main result of Yang and Liu [4, p. 124].
Letting σ = 2, δ = k = α = 1, A = 1− 2β, 0 ≤ β < 1 and B = −1 in Theorem 8, we have
Corollary 11. Let f (z) ∈ Ap and satisfy
Re
Lp(a+ 1, c)f (z)
zp
> β (z ∈ E)
for 0 ≤ β < 1. Then
Re
√
Lp(a, c)f (z)
zp
>
√
a
∫ 1
0
ua−1(1− (1− 2β)u)
1+ u du (z ∈ E).
The result is sharp.
Remark 5. Aouf and Darwish [5] have proved that if f (z) ∈ Ap satisfies Re Dn+p+1f (z)zp > β (z ∈ E) for 0 ≤ β < 1 and
n ∈ N ∪ {0}, then
Re
√
Dn+pf (z)
zp
>
1+√1+ 4β(n+ p+ 1)(n+ p+ 2)
2(n+ p+ 2) (z ∈ E).
However, the above result is not sharp. For a = n+ p, c = 1, it is easily seen that Corollary 10 sharpens the main theorem
of [5].
Letting a = c = p, δ = α = σ = 1, A = 1− 2β(0 ≤ β < 1) and B = −1 in Theorem 8, we have
Corollary 12. Let f (z) ∈ A(p, k) satisfy Re f ′(z)
pzp−1 > β (z ∈ E). Then
Re
f (z)
zp
>
p
k
∫ 1
0
u
p
k−1 1− (1− 2β)u
1+ u du (z ∈ E).
The result is sharp.
Remark 6. For p = k = 1, Corollary 12 reduces to a result of Patel and Rout [8, p. 10].
Letting δ = σ = A = 1 and B = −1 in Theorem 8, we have
Corollary 13. Let 0 < α ≤ 1 and f (z) ∈ A(p, k) satisfy∣∣∣∣arg Lp,k(a+ 1, c)f (z)zp
∣∣∣∣ < piα2 (z ∈ E).
Then
Re
Lp,k(a, c)f (z)
zp
>
a
k
∫ 1
0
u
a
k−1
(
1− u
1+ u
)α
du (z ∈ E).
The result is sharp.
Remark 7. For a = c = p = k = 1, it follows from Corollary 13 that
| arg f ′(z)| < piα
2
⇒ Re f (z)
z
>
∫ 1
0
(
1− u
1+ u
)α
du (z ∈ E).
In particular,
| arg f ′(z)| < pi
4
⇒ Re f (z)
z
>
pi
2
− 1 ≈ 0.5707963268
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and
| arg f ′(z)| < pi
6
⇒ Re f (z)
z
> 0.6712976965.
Letting a = λ+ p, c = λ+ p+ 1 and δ = σ = α = 1, A = 1− 2β(0 ≤ β < 1) and B = −1 in Theorem 8, we have
Corollary 14. Let 0 ≤ β < 1 and f (z) ∈ A(p, k) satisfy
Re
f (z)
zp
> β (z ∈ E).
Then
Re
Jp,λf (z)
zp
>
(λ+ p)
k
∫ 1
0
u
λ+p
k −1
(
1− (1− 2β)u
1+ u
)
du,
where Jp,λf (z) is defined by (1.6) and λ > −p. The result is sharp.
Remark 8. Obradovic [7] proved that if f (z) ∈ A and Re f (z)z > β (z ∈ E) for 0 ≤ β < 1, then
Re
J1,λf (z)
z
> β + 1− β
3+ 2λ,
where J1,λf (z) is defined by (1.6) and λ > −1.
For p = k = 1, Corollary 14 sharpens the result of Obradovic [7].
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