Abstract. We establish a modulus inequality, with weak assumptions on the Sobolev regularity, for homeomorphisms with integrable distortion. As an application, we find upper bounds for the pointwise rotation of planar homeomorphisms with p-integrable distortion. When the mapping is entire we bound the local pointwise rotation and when the mapping is restricted to a bounded convex domain Ω ⊂ C we concentrate on the rotation along the boundary. Furthermore, we show that these bounds are sharp in a very strong sense. Our examples will also prove that the modulus of continuity result, due to Koskela and Takkinen, for the homeomorphisms with p-integrable distortion is sharp in this strong sense.
Introduction
Let f : C → C be a K-quasiconformal mapping. Then the classical modulus inequalities state that
where Γ is an arbitrary path family. Inequalities (1.1) are of fundamental importance for the quasiconformal mappings, and similar modulus inequalities for more general classes of mappings have been studied in, for example, [9] and [11] .
In this paper, we concentrate on homeomorphisms of finite distortion and generalize the modulus inequality from [11] , by weakening the assumption on the Sobolev regularity, to obtain the following. Theorem 1.1. Let Ω be a domain and let f : Ω → C be a homeomorphism of finite distortion for which K f (z) ∈ L 1 loc (Ω). Then, given a family Γ of paths γ ⊂ Ω we have
The only additional assumption, that K f (z) ∈ L 1 loc (Ω), made in Theorem 1.1 is necessary for the modulus M K f (Γ) to make sense. Thus Theorem 1.1 is optimal, in the sense that we cannot relax our assumptions any further, and we believe that it has many applications in the study of mappings with integrable distortion.
We will use the modulus inequality (1.2) to study the rotational properties of homeomorphisms with p-integrable distortion both in the entire plane and in bounded convex domains. To this end, let Ω ⊂ C be a bounded convex see, for example, [1] and [2] . However, the geometric properties of the homeomorphisms f 0 for which the integral (1.3) converges are much less understood. Our first application of Theorem 1.1 is to bound the spiraling of the homeomorphisms f 0 for which the double integral (1.3) converges, which gives a necessary geometric condition for the existence of the desired extension. Moreover, in this setting the C 1 -regularity of the boundaries is not needed. Therefore, we formulate our first rotational result as follows. 
|z| , whenever z ∈ ∂Ω and |z| > 0 is small enough.
Furthermore, we will present examples verifying that the bound (1.4) is essentially sharp.
Our second application of the modulus inequality (1.2) is to study global pointwise rotational properties of homeomorphisms with p-integrable distortion. Research in this direction was initiated in [3] , where Astala, Iwaniec, Prause, and Saksman proved that given a quasiconformal mapping f : C → C, normalized by f (0) = 0, f(1) = 1, its pointwise rotation at the origin is sharply bounded by
Later on in [8] the study of pointwise rotation was extended to homeomorphisms of finite distortion with p-exponentially integrable distortion, that is,
There it was shown that given a homeomorphism f : C → C with p-exponentially integrable distortion, normalized by f (0) = 0, f(1) = 1, we can bound the pointwise rotation at the origin by
and that (1.6) is sharp up to the exact value of the constant c.
It is natural to ask how much more rotation can we have if we relax our assumption on the distortion to p-integrable, that is,
for some p ≥ 1, instead of being exponentially integrable. To answer this question we use some ideas from [8] together with Theorem 1.1 and obtain the following.
Theorem 1.3.
Fix an arbitrary p > 1 and let f : C → C be a homeomorphism of finite distortion, normalized by f (0) = 0 and f (1) = 1, for which
when |z| → 0, where c f,p is a constant that does not depend on z.
In the case p = 1 we can slightly improve the bound (1.7) and obtain the following.
Moreover, the above theorems are sharp in the following strong sense. 
We fix the branch of the argument in (1.7), (1.8), and (1.9) by arg(1) = 0. Furthermore, we will see that the maximal rotations (1.7) and (1.8) depend on the stretching of the mapping f , in the same way as the maximal rotation for homeomorphisms with exponentially integrable distortion; see [8] .
We would like to note that, while the jump from quasiconformal mappings to mappings with exponentially integrable distortion does not change the maximal rotation significantly (both (1.5) and (1.6) are logarithmic), the assumption that the distortion is merely integrable increases the growth order of maximal rotations (1.7) and (1.8) to polynomial.
The local rotational properties of homeomorphisms of finite distortion go hand in hand with the local stretching properties. Hence, we must have a good understanding of the local stretch of homeomorphisms with p-integrable distortion in order to understand the local rotation of these mappings. For studying the local stretch our starting point is the modulus of continuity result of Koskela and Takkinen; see Theorem 3 in [10] . They proved that if f : C → C is a homeomorphism of p-integrable distortion, normalized by f (0) = 0, and |z| is sufficiently small, then
where c f,p is a constant and the exponent 2 p is sharp in the sense that the claim does not hold for any smaller exponent. We aim to improve this result in the following way.
where c f (|z|) → 0 when |z| → 0.
Moreover, given any p ≥ 1 and any function h(r)
, for which h(r) → 0 when r → 0, we can find a homeomorphism f 0 : C → C with p-integrable distortion and a sequence r n of positive radii converging to zero such that
Here the improvement compared with the result of Koskela and Takkinen is the convergence of c f (|z|) in (1.11) and, more importantly, the stronger sharpness of (1.10) portrayed by examples (1.12).
The paper is organized in the following way. Section 2 contains the necessary prerequisites and the framework for the pointwise rotation. In section 3 we consider the bounded case and prove Theorems 1.1 and 1.2. Finally, the global situation is considered in section 4, where we prove Theorems 1.3, 1.4, 1.5, and 1.6 while also presenting examples verifying optimality of our theorems.
Prerequisites
Let Ω ⊂ C be a domain and let f : Ω → C be a sense-preserving homeomorphism. We say that f has finite distortion if the following conditions hold:
for a measurable function K(z) ≥ 1, which is finite almost everywhere. The smallest such function is denoted by K f (z) and called the distortion of f . Here Df (z) denotes the differential matrix of f at the point z and the norm |Df (z)| is defined by |Df (z)| = max{|Df (z)e| : e ∈ C, |e| = 1}, whereas J f (z) is the Jacobian of the mapping f at the point z. Such a mapping is said to have a p-integrable distortion if
, which we might shorten to integrable distortion if p = 1. The distortion K f (z) has the disadvantage of being insufficiently regular to deal with variational equations and for this reason we will use the outer distortion
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where
is the mean-Hilbert-Schmidt norm, when motivating Theorem 1.2 with connections to Dirichlet's energy. These definitions for the distortion are related through the equation
, and thus
from which we see that both distortions are p-integrable simultaneously. For a detailed exposition of mappings of finite distortion see, for example, [1] or [7] .
Given a bounded domain Ω and a mapping h ∈ W 1,2 (Ω ) we say that Dirichlet's energy of h is
Given any mapping h 0 ∈ W 1,2 (Ω ) the minimizer of the Dirichlet's energy (2.2) over the family h ∈ W 1,2
0 (Ω ) denotes the family of Sobolev functions with compact support, exists and is unique; see, for example, [2] . Furthermore, for any homeomorphism f : Ω → Ω of finite distortion with
loc (Ω ) is a mapping of finite distortion and
see, for example, Theorem 2.1 in [6] and Theorem 5.9 in [7] . Moreover, let Ω be a bounded convex domain, let Ω be a bounded Jordan domain, and let f 0 : Ω → Ω be a W 1,1 (Ω)-regular homeomorphism with integrable distortion over Ω, as in Theorem 1.2. Then it was proved by Hencl, Koskela, and Onninen (see [6] ) that the minimization problem
where F is the family of all mappings satisfying the above conditions, has a unique diffeomorphic solution whose inverse is harmonic in Ω . So, if f minimizes (2.4), then f −1 is the solution of the Dirichlet's problem
The result of Hencl, Koskela, and Onninen highlights the need to conclude when the family F is non-empty, for which Theorem 1.2 gives a necessary geometric condition. Let us then move on to define what we mean by the pointwise rotation. We will first consider the global situation f : C → C and then indicate the necessary adjustments for the bounded case f : Ω → Ω .
Let f : C → C be a homeomorphism of finite distortion. When we study the pointwise rotation of the mapping f at a point z 0 ∈ C we are interested in the change of the argument of f (z 0 + te iθ ) − f (z 0 ) as the parameter t goes from 1 to r > 0, which we can write as This can also be understood as the winding of the set f [z 0 + re iθ , z 0 + e iθ ] around the point f (z 0 ). As we are interested in the maximal change of the argument, over an arbitrary direction θ, we study the supremum (2.6) sup
Finally, we study the growth of (2.6) at the limit r → 0 and say that a function g : (0, 1] → [0, ∞) bounds the pointwise rotation of f at the point z 0 if (2.7)
for some constant c < ∞. In this light Theorems 1.3 and 1.4 state that for any homeomorphism of finite distortion f , such that do not bound the rotation of such mappings for any function h such that h(r) → 0 when r → 0. We then make the necessary adjustments for the situation f : Ω → Ω , where we are interested in measuring the pointwise rotation along the boundary of Ω.
Fix any two points z 0 , d ∈ ∂Ω and choose 0 < r < |d − z 0 |. Since Ω is convex and z 0 ∈ ∂Ω we see that for any small enough r > 0 there exists only two points on ∂Ω, which we denote by a E,r and a F,r , satisfying |z 0 − a E,r | = |z 0 − a F,r | = r. So, for all small enough r > 0 the points a E,r , a F,r and d divide ∂Ω into three parts, of which we choose those that do not contain the point z 0 and denote them by E z 0 ,r,d and F z 0 ,r,d ; see Figure 1 .
We then measure the winding of the sets f (E z 0 ,r,d ) and f (F z 0 ,r,d ) around the point f (z 0 ), which we can write as
We are again interested in the growth of (2.8) as r → 0, and say that the pointwise rotation of the mapping f at the point z 0 is bounded by a function g : 
, where h is chosen such that f 0 (1) = 1. Clearly f 0 is a homeomorphism of p-integrable distortion, since the mapping f is, and furthermore it is easy to see that f 0 satisfies the desired normalization. Moreover, the pointwise rotation of f 0 at the origin is the same as the pointwise rotation of f at the point z 0 , since the constant h plays no role in (2.6).
Then we normalize the general case for a bounded convex domain Ω. : z ∈ Ω and note that it is bounded and convex due to assumptions on Ω. Then define
, where the constant h is chosen such that f 0 (1) = 1. It is easy to check that f 0 satisfies the assumptions of Theorem 1.2, and that Ω 0 is a bounded Jordan domain since it is a stretched and translated image of Ω . Moreover, the mapping f 0 clearly has the desired normalization. So, the only thing left is to make sure that the pointwise rotations are the same.
To (E z 0 ,r,d ) or f (F z 0 ,r,d ) around the point f (z 0 ). Hence, we see that any function g : (0, 1] → [0, ∞) satisfies (2.9) either for both f and f 0 or for neither of them.
Thus when studying the pointwise rotation for general entire homeomorphisms of p-integrable distortion we can restrict ourselves to the situation of Theorems 1.3 and 1.4, and if the mapping is defined on a bounded convex domain we can restrict ourselves to the situation of Theorem 1.2, with the additional normalization for the mapping f .
Then let us briefly define the modulus of path families. For a closer look on the topic we recommend, for example, [13] . We call a continuous function γ : I → C, where I ⊂ R is an interval, a path and denote both the function and its image by γ. Let Γ be a family of paths. We say that a Borel-measurable function ρ : C → [0, ∞) is admissible with respect to Γ if
for any locally rectifiable path γ ∈ Γ. We denote the modulus of a path family Γ by M (Γ) and define it by
We will also need a weighted version of (2.11), where the weight function ω : C → [0, ∞) is measurable and locally integrable, which we define by
We say that a homeomorphism f : Ω → C satisfies the Lusin (N ) condition if for each E ⊂ Ω holds |E| = 0 ⇒ |f (E)| = 0, where |A| denotes the Lebesgue measure of the set A.
Given any homeomorphism f : Ω → C we introduce a Borel-measurable function
and note that if f is differentiable at a point z,
We use c as a generic constant whose value might change even in the middle of inequalities, and we use c a if the constant depends on a parameter a. The boundary of a given set A is denoted by ∂A, the unit disc by D, the radius of a given ball B by r(B) and for any ball B and constant c we denote cB(a, r) = B(a, cr) . We define the distance between two disjoint compact sets A and B, as usually, by dist(A, B) = min x∈A,y∈B |x − y|.
Bounded case
We start by proving Theorem 1.1 on the modulus inequality. To this end, we have to show that if Ω is a domain and f : Ω → C is a homeomorphism with integrable distortion, then, given a path family Γ of paths γ ⊂ Ω, we have
Proof of Theorem 1.1. Since f is a homeomorphism with integrable distortion the inverse f −1 is a mapping of finite distortion and
loc (f (Ω)); see Theorem 5.9 in [7] . Therefore, by Fuglede's theorem (see [13, p. 95] ), ifΓ is the family of all paths γ ∈ f (Γ) for which f −1 is absolutely continuous on every closed subpath of γ, then M (Γ) = M (f (Γ)). Given any ρ, which is admissible with respect to Γ,
andρ(z) = 0 otherwise. Due to Theorem 5.3 in [13] we obtain for any locally rectifiableγ ∈Γ that
which shows thatρ is admissible with respect toΓ.
Since
) is a mapping of finite distortion it satisfies the Lusin N -condition; see Theorem 4.5 in [7] . Moreover, the Gehring-Lehto theorem asserts that both f and f −1 are differentiable almost everywhere, and we know from [4] that
, even if the mapping f would not satisfy the Lusin (N ) condition. As the mapping f −1 is additionally a homeomorphism in W 1,2 loc (f (Ω)) we can use the change of variables formula, see Theorem 2 in [5] , to obtain
Since ρ was an arbitrary admissible function with respect to Γ this proves inequality (3.1). Our proof of Theorem 1.1 closely follows the proof given in [11] , the difference being that we only assume f ∈ W 1,1 loc (Ω) instead of f ∈ W 1,2 loc (Ω). Note that any mapping f satisfying the assumptions of Theorems 1.2, 1.3, 1.4, or 1.6 also satisfies assumptions of Theorem 1.1, and hence the mapping f must satisfy the modulus inequality (3.1) for any path family Γ.
Then let us move on to prove Theorem 1.2. Let Ω be a bounded convex domain such that 0, 1 ∈ ∂Ω. Fix an arbitrary r > 0 and let E be the part of ∂Ω which does not contain the origin and has the endpoints 1 and a, where |a| = r. We remind that given small enough r there are only two possibilities to choose a from. Then let F be the part of ∂Ω that is disjoint from E and has the endpoints 0 and b, where , and let Γ be the family of all paths γ ∈ Ω connecting these two sets; for illustration see Figure 2 . Inequality (3.1) applied to a mapping f , which satisfies the assumptions of Theorem 1.2 and hence also of Theorem 1.1, and to the path family Γ will give the desired bound for the pointwise rotation at the origin. To use this approach we first have to estimate the moduli M K f (Γ) and M (f (Γ)).
Let us start with the modulus M K f (Γ). To this end we must estimate the distance between the sets E and F . First note that when r is small the distance between these sets is clearly shortest near the origin. Since Ω is convex we can find a cone starting from the origin whose interior lies inside the domain Ω; see Figure  3 for illustration. Let us denote the sides of this cone by E c and F c , and check that for an arbitrary point
where c Ω depends on the angle α of the cone. Then note, that for an arbitrary point z 0 ∈ E for which r ≤ |z 0 | ≤ 2r, where r is small, we have
where l ∈ E c and |l| = r. Thus we obtain that the distance between the sets E and F satisfies (3.2) dist(E, F ) ≥ c Ω r for small r. Here the constant c Ω can be as small as we wish, as can be seen by choosing Ω to be a sector of the unit disc with an arbitrary small angle. Fix some small r > 0. From (3.2) it follows that the function
o th e r w i s e , is admissible with respect to Γ. Hence we get an upper bound (3.3) Figure 3 . The cone between the sets E and F .
loc (Ω) and the measure of the set {z ∈ Ω : dist(z, E) < c Ω r} converges to zero, we obtain convergence c Ω,f (r) → 0 when r → 0.
Next we will estimate the modulus M (f (Γ)) with a similar method as in [8] . First we note that we can assume without loss of generality that f (0) = 0. Then we write the modulus M (f (Γ)) in the polar form
and seek a lower bound for
that holds for an arbitrary direction θ ∈ [0, 2π) and an arbitrary admissible ρ. The main idea is to note that the images f (E) and f (F ) must cycle around the origin alternately; see Figure 4 for illustration. To see this, fix an arbitrary direction θ ∈ [0, 2π) and denote by L θ the half-line starting from the origin to the direction θ. Assume that the image f (E) winds once around the origin when z moves from a point t 0 to a point t 2 along the set E and f (t 0 ) ∈ L θ . Furthermore, suppose that there exists a point z 0 ∈ F such that f (z 0 ) ∈ L θ and |f (z 0 )| > |f (t 0 )|. Then, as the image f (F ) contains the origin and the point f (z 0 ) and the mapping f : Ω → Ω is a homeomorphism, the image f (F ) must intersect the line segment (f (t 2 ), f(t 0 )) at least once, say at a point f (t 1 ), where t 1 ∈ F . We can choose the point t 1 such that either the line segment (f (t 1 ), f(t 0 )) or the line segment (f (t 2 ), f(t 1 )) belongs to the path family f (Γ). Hence, as the image f (E) cycles around the origin
times, we can find at least
disjoint line segments belonging to the path family f (Γ), if we assume that there exists a point z 0 ∈ F such that f (z 0 ) ∈ L θ and |f (z 0 )| > |f (t 0 )| for every such line segment. We note that this condition is always satisfied when the point t 0 is sufficiently close to the origin, as the mapping f is a homeomorphism, and so in a general case we can find at least (3.6) n(r) = | arg(f (a)) − arg(f (1))| 2π − 1 − c f disjoint line segments that belong to the path family f (Γ). As we are interested in the extremal rotation, and thus assume that the winding of the image f (E) around the origin approaches infinity as r → 0, both (3.5) and (3.6) are positive when r is small. Moreover, since we assume that | arg(f (a))| → ∞ when r → 0 we obtain a trivial estimate (3.7) n(r) ≥ 1 2
| arg(f (a)) − arg(f (1))| 2π , which holds for all small r. Here we would like to note that (3.7) does not depend on the direction θ, but gives a lower bound for the number of the desired line segments from an arbitrary direction θ. We can write the n(r) disjoint line segments in the form (x j e iθ , y j e iθ ) ⊂ L θ , where the coefficients x j , y j satisfy 0 < x 1 < y 1 < · · · < x n(r) < y n(r) ≤ c f and the constant c f = sup z∈∂Ω |f (z)| does not depend on θ or r. Hence we can estimate Then note, that since the line segments (x j e iθ , y j e iθ ) belong to the path family f (Γ) for an arbitrary j and ρ is admissible with respect to f (Γ) we can use the reverse Hölder inequality to estimate To estimate this further we use the arithmetic-harmonic means inequality , and obtain from (3.11) that 
