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Abstract
The squares of a GARCH(p; q) process satisfy an ARMA equation with white noise innova-
tions and parameters which are derived from the GARCH model. Moreover, the noise sequence
of this ARMA process constitutes a strongly mixing stationary process with geometric rate. These
properties suggest to apply classical estimation theory for stationary ARMA processes. We focus
on the Whittle estimator for the parameters of the resulting ARMA model. Giraitis and Robinson
(2000) show in this context that the Whittle estimator is strongly consistent and asymptotically
normal provided the process has 4nite 8th moment marginal distribution.
We focus on the GARCH(1,1) case when the 8th moment is in4nite. This case corresponds
to various real-life log-return series of 4nancial data. We show that the Whittle estimator is
consistent as long as the 4th moment is 4nite and inconsistent when the 4th moment is in4nite.
Moreover, in the 4nite 4th moment case rates of convergence of the Whittle estimator to the
true parameter are the slower, the fatter the tail of the distribution.
These 4ndings are in contrast to ARMA processes with iid innovations. Indeed, in the latter
case it was shown by Mikosch et al. (1995) that the rate of convergence of the Whittle estimator
to the true parameter is the faster, the fatter the tails of the innovations distribution. Thus the
analogy between a squared GARCH process and an ARMA process is misleading insofar that one
of the classical estimation techniques, Whittle estimation, does not yield the expected analogy
of the asymptotic behavior of the estimators. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Since the articles by Engle (1982) on ARCH (autoregressive conditionally het-
eroscedastic) processes and Bollerslev (1986) on GARCH (generalized ARCH) pro-
cesses, a large variety of papers has been devoted to the statistical inference of these
models. It is the aim of the present paper to adapt one of the classical estimation
procedures—Whittle estimation—to the GARCH case.
Recall that the time series (Xt) is called a GARCH process of order (p; q) (GARCH
(p; q)) for some integers p; q¿ 0 if it satis4es the recurrence equations
Xt = tZt ; t ∈Z
and
2t = 0 +
p∑
i=1
iX 2t−i +
q∑
j=1
j2t−j; t ∈Z: (1.1)
Here i and j are non-negative parameters ensuring non-negativity of the squared
volatility process (2t ), and (Zt) is a sequence of iid symmetric random variables with
var(Z1) = 1.
Gaussian quasi-maximum likelihood methods have become most popular for esti-
mating the parameters of a GARCH process. The basic idea of this approach is to
maximize the likelihood function of the sample X1; : : : ; Xn under the assumption that
(Zt) is Gaussian white noise. Since the Xt’s are conditionally Gaussian upon the past
X - and -values, the likelihood function factorizes and gets an attractive form. One can
often show that the assumption of Gaussianity on Zt is inessential and that standard
asymptotic properties such as consistency and asymptotic normality hold already under
certain moment assumptions on Zt or Xt . To the best of our knowledge, rigorous proofs
of these properties have been given for the ARCH(p) (Weiss, 1986) the GARCH(1,1)
(Lee and Hansen, 1994; Lumsdaine, 1996) and for the general GARCH(p; q) (Berkes
et al., 2001). One of the diHculties in proving these results is the fact that one uses
martingale central limit theory for stationary martingale diIerence sequences. How-
ever, the use of the Gaussian maximum likelihood function actually requires either the
knowledge of the densities of the initial unobserved X - and -values (which is not
feasible) or to assume that these initial values are 4xed. The latter approach is used in
applications, and it means that one actually uses maximum likelihood methods condi-
tionally on the chosen initial values. This in turn leads to the diHculty that one 4nally
has to show that the quasi-maximum likelihood methods yield the same asymptotic
results both under 4xed initial values and under the assumption of stationarity of the
(Xt; t)’s.
The Gaussian quasi-maximum likelihood approach is appealing because of its sim-
plicity. Nevertheless, the question arises as to whether other estimation techniques
would deliver comparable results. In particular, one might wonder why standard
estimation techniques from classical time series analysis have not become popular.
“Classical” here refers to ARMA (autoregressive moving average) models whose theory
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and statistical estimation techniques have been masterly summarized in Brockwell and
Davis (1996, 1991). The lack of comparison with classical estimation techniques such
as Yule–Walker, Whittle, Gaussian maximum likelihood or least squares is even more
surprising in light of the fact that the squared GARCH(p; q) model can be re-written as
an ARMA(k; q) model, where k =max(p; q). To make this statement precise, observe
that we can re-phrase (1.1) as follows:
X 2t −
k∑
i=1
iX 2t−i = 0 + t −
q∑
j=1
jt−j; (1.2)
where
i = i + i
(if i∈ (q; p], set i = 0, and if i∈ (p; q], write i = 0) and
t = X 2t − 2t = 2t (Z2t − 1):
Under the assumptions that (2t ) is strictly stationary and var(X
2
1 )¡∞, the sequence
(t) constitutes a white noise sequence (i.e. has mean zero, constant variance and is
uncorrelated). Introducing the l-step backshift operator BlAt = At−l on any sequence
(At) and the polynomials
(z) = 1− 1 z − 2 z2 − · · · − k zk
and
(z) = 1− 1 z − 2 z2 − · · · − q zq; z ∈C;
we see that (1.2) can be written as an ARMA(k; q) equation for (X 2t ) with white noise
sequence (t):
(B)X 2t = 0 + (B)
2
t :
This equivalence has been used for determining certain moments of a GARCH(p; q)
process by using the analogous formulae for an ARMA(k; q) process (see for example
Bollerslev, 1986). As regards other properties of the (X 2t ) process, the formal equiv-
alence of relations (1.1) and (1.2) is not utterly useful. For example, (1.2) is of no
use for determining the parameter region where (Xt) constitutes a stationary sequence.
This is due to the fact that, in contrast to the classical ARMA(k; q) case, the noise (t)
is not iid, but depends on the Xt’s. Moreover, as will turn out in the course of this
paper, the analogy with an ARMA process is not very enlightening when it comes to
parameter estimation using classical approaches such as Whittle or Yule–Walker.
In this paper we investigate the Whittle estimator based on the squares of a GARCH
process. It is one of the standard estimators for ARMA processes which is asymptot-
ically equivalent to the Gaussian maximum likelihood estimator and the least-squares
estimator, see Brockwell and Davis (1991, Section 10.8) for further details. The Whit-
tle estimator works in the spectral domain of the process. To make this precise, recall
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that the periodogram of the (mean-corrected) sample X1; : : : ; Xn is de4ned as
In;X () =
1
n
∣∣∣∣∣
n∑
t=1
(Xt − OX )e−it
∣∣∣∣∣
2
; ∈ (−; ]; (1.3)
where OX denotes the sample mean. For computational ease, the periodogram is evalu-
ated at the Fourier frequencies
j = 2j=n; j =−[(n− 1)=2]; : : : ; [n=2]: (1.4)
The periodogram is nothing but a method of moment estimator for the spectral density
of the underlying time series, i.e. it is a sample analogue to the spectral density, see
Brockwell and Davis (1991, Chapter 10)
For estimating the parameters of an ARMA process, Whittle (1953) suggested a pro-
cedure which is based on the periodogram. In his setup, (Xt) is a causal and invertible
ARMA(p; q)-process, i.e.
(B)Xt =  (B)Zt;
where (Zt) is a sequence of iid variables with mean zero and 4nite variance 2. Because
we assume causality and invertibility, the complex-valued polynomials (z)=1−1z−
· · · −pzp and  (z)= 1+  1z+ · · ·+  qzq have no common roots and no roots in the
unit disk. Denote the vector of parameters by  = (1; : : : ; p;  1; : : : ;  q) and the set
of admissible  by
= {∈Rp+q |(z) and  (z) have no common zeros; (z) (z)=0 for |z|61}:
For ∈, the process (Xt) has spectral density
f(; ) =
2
2
g(; ); where g(; ) =
| (e−i)|2
|(e−i)|2 (1.5)
and the function∫ 
−
g(; 0)
g(; )
d (1.6)
takes its absolute minimum on O at  = 0, where 0 denotes the true parameter
(Brockwell and Davis, 1991, Proposition 10.8.1). A naive estimation procedure for 0
is suggested as follows:
• Replace the (unknown) spectral density g(; 0) in (1.6) by its sample version, the
periodogram.
• Replace the integral ∫ − in (1.6) by a Riemann sum evaluated at the Fourier
frequencies (1.4):
O2n;X () =
1
n
∑
j
In;X (j)
g(j; )
; (1.7)
where the summation is taken over all Fourier frequencies.
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• Minimize O2n;X () with respect to ∈.
This leads to the Whittle estimator (Whittle, 1953) given by
ˆn = argmin
∈
O2n;X (): (1.8)
Hannan (1973) showed that the Whittle estimator is consistent and asymptotically nor-
mal with
√
n-rate of convergence if Z1 has 4nite variance. Moreover, the Whittle
estimator is asymptotically equivalent to the Gaussian maximum likelihood and least
squares estimators; see Brockwell and Davis (1991, Section 10.8) for details.
It turns out that the Whittle estimator is extremely Rexible under various modi4-
cations of the ARMA model. For example, the Whittle estimator also works when
estimating the parameters of an ARMA process with in4nite variance innovations (Zt)
and can be extended to long memory FARIMA processes with or without in4nite vari-
ance; see Mikosch et al. (1995) for the ARMA case and Kokoszka and Taqqu (1996)
for the FARIMA case. It turns out that the
√
n-asymptotics for the Whittle estimator in
the case of 4nite variance ARMA has to be replaced by more favorable rates of con-
vergence in the in4nite variance case. Roughly speaking, the Whittle estimator works
the better the heavier the tails of the innovations (equivalently, the tails of the Xt’s).
The analogy between squared GARCH processes and ARMA processes has been
observed by various people, but, to the best of our knowledge, for estimation purposes
this analogy has been made use of only recently by Giraitis and Robinson (2000).
They establish asymptotic normality of the Whittle estimator for X 2t in the context of
a fairly general parametric ARCH(∞)-model, including the stationary GARCH(p; q)
case, under the constraint that X1 has 4nite 8th moment. Perhaps not surprisingly, the
Whittle estimator is again consistent and asymptotically normal with
√
n-rate.
Real-life log returns of stock indices, foreign exchange rates, or share prices are
frequently very heavy-tailed, sometimes without 4nite 5th, 4th or even 3rd moments;
see Embrechts et al. (1997, Chapter 6), for empirical evidence on this fact. This leads
to the task of studying the properties of the standard estimators under non-standard
assumptions on the tails of the underlying distributions. It is the main purpose of this
paper to investigate the large sample properties of the Whittle estimator based on the
squares of a GARCH(1,1) process. We focus here on the GARCH(1,1) case. We expect
similar results to hold in the general GARCH(p; q) case but this would lead to much
more technical proofs. Moreover, some parts of the proofs below make heavily use of
the GARCH(1,1) structure and it is not clear at the moment how to avoid this.
In this paper we want to highlight the following issues:
• The Whittle estimator for the squared GARCH process is unreliable when the
GARCH process has in5nite 8th moment. This supplements the 4ndings of
Giraitis and Robinson (2000) in the 4nite 8th moment case. In particular, rates of
convergence are much slower than the classical
√
n-asymptotics if the 4th moment
of X1 still exists 4nite. In this case, the limit distributions are unfamiliar non-
Gaussian laws. Moreover, if X1 even has in4nite 4th moment the Whittle estimator is
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inconsistent. This is in contrast to the ARMA case with iid innovations where the
rate of convergence improves when the tails become fatter; see the discussion above.
• The analogy between squared GARCH and ARMA processes is dangerous when it
comes to parameter estimation. Depending on whether the noise is iid or stationary
dependent, the classical Whittle estimator may have completely diIerent asymptotic
properties.
• A simulation study indicates that the conditional Gaussian quasi-maximum likeli-
hood estimator as explained above is more eHcient than Whittle. Moreover, the
quasi-maximum likelihood estimator is also applicable to GARCH processes with
in4nite variance such as the IGARCH (integrated GARCH) process; under the con-
dition EZ41 ¡∞ it is asymptotically normal. We refer to (Berkes et al., 2001;
Lumsdaine, 1996).
In sum, we will show that a major estimation technique for ARMA processes—Whittle
estimation—which is fairly robust under changes of the model and the distribution of
the iid noise, fails for a class of heavy-tailed non-linear processes, the squared GARCH
process.
Our paper is organized as follows. In Section 2 we summarize some of the ba-
sic probabilistic properties of the GARCH(1,1) model, including discussions on the
stationarity issue, the tails of the marginal distribution and the limit behavior of the
sample autocovariances and autocorrelations. After a short reminder of the Whittle es-
timation procedure for squared GARCH processes, we formulate and discuss in Section
3 our main results on the asymptotic behavior of the Whittle estimator when the 8th
or 4th moment of X1 is in4nite. These results show that the limiting behavior of the
Whittle estimator is quite extraordinary insofar that unusual limiting distributions and
extremely slow rates of convergence occur. We illustrate these 4ndings by a small
simulation study in Section 4. In Sections 5 and 6 we continue with the proofs of the
main results.
2. Basic properties of the GARCH(1,1) model
Recall that a GARCH(1,1) process (Xt) is given by the recursions
Xt = tZt and 2t = 0 + 1X
2
t−1 + 1
2
t−1; t ∈Z; (2.1)
where (Zt) is a sequence of iid symmetric random variables with var(Z1)=1, for every
4xed t, t is independent of Zt , and 0; 1; 1 are non-negative parameters.
2.1. Stationarity
Necessary and suHcient conditions for the existence of a strictly stationary solution
(Xt) to Eqs. (2.1) were given in Nelson (1990) and Bougerol and Picard (1992) (the
latter also give conditions for the general GARCH(p; q) case). The key idea for solving
the stationarity problem is to embed (2.1) in a random coeHcient autoregressive process
and to exploit the established theory for those models.
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The basic equation in our context is given by
2t = (1Z
2
t−1 + 1)
2
t−1 + 0 = At
2
t−1 + Bt; (2.2)
where At = 1Z2t−1 + 1 and Bt = 0. Notice that ((At; Bt)) constitutes an iid sequence.
An equation of type
Yt = At Yt−1 + Bt; t ∈Z;
with ((At; Bt)) iid is called a stochastic recurrence equation (SRE).
Bougerol and Picard (1992) give the following necessary and suHcient condition for
the existence of a unique strictly stationary non-trivial (i.e. non-zero) solution (2t ) to
the SRE (2.2), and hence for the existence of a stationary GARCH(1,1) process (Xt):
E log(A1) = E log(1Z21 + 1)¡ 0 and 0 ¿ 0: (2.3)
The assumption E log(A1)¡ 0 can be interpreted in the sense that “the At’s are smaller
than one on average”. In particular, 1 ¡ 1 is a necessary condition. Indeed,
0¿E log(1Z2t + 1)¿ log(1): (2.4)
The assumption 0 ¿ 0 is necessary to ensure positivity of the solution (2t ), otherwise
2t ≡ 0 would be the only (trivial) solution.
In what follows, we always assume that condition (2.3) is satis4ed and that (Xt) is
a strictly stationary GARCH(1,1) process.
2.2. Tails
The GARCH(1,1) process has the surprising property that, under fairly weak con-
ditions on the distributions of the noise (Zt), its 4nite-dimensional distributions are
regularly varying. This means that the marginal distributions exhibit some kind of
power law behavior. To make this precise, and since we will use it later on, we give a
straightforward corollary of Theorem 2.1 in Mikosch and StUaricUa (1999). It is an im-
mediate consequence of work by Kesten (1973) and Goldie (1991) on the tail behavior
of solutions to SRE. As before, we write At = 1Z2t−1 + 1.
Theorem 2.1. Assume that the distribution of Z1 satis5es the following conditions:
(i) Z1 has a positive density on R.
(ii) Condition (2.3) holds.
(iii) There exists h06∞ such that EZh1 ¡∞ for all h¡h0 and EZh01 =∞.
Then the following statements hold.
(A) The equation
EA"=21 = 1 (2.5)
has a unique positive solution ".
(B) The unique strictly stationary solution (Xt) to (2.1) satis5es
P(|X1|¿x) ∼ E|Z1|" P(1 ¿x) ∼ c0x−" (x →∞) (2.6)
for some c0 ¿ 0.
In what follows, we refer to " in (2.6) as the tail index.
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2.3. Limit theory for the sample autocovariance function
For any sample Y1; : : : ; Yn from a stationary sequence (Yt), the sample autocovariance
function (sample ACVF) is de4ned by
&n;Y (k) =
1
n
n−|k|∑
t=1
(Yt − OY )(Yt+|k| − OY ); k ∈Z
(for |k|¿ n the sums are interpreted as zero) where OY denotes the sample mean, and
the corresponding sample autocorrelation function (sample ACF) by
'n;Y (k) =
&n;Y (k)
&n;Y (0)
; k ∈Z:
Their deterministic counterparts are the ACVF
&Y (k) = cov(Y0; Yk); k ∈Z
and the ACF
'Y (k) = corr(Y0; Yk); k ∈Z:
In this section we formulate the basic asymptotic results for the sample ACF and
sample ACVF of the squares of a stationary GARCH(1,1) process (Xt). For its formu-
lation we need the notions of stable random vector and multivariate stable distribution;
we refer to the encyclopedic monograph by Samorodnitsky and Taqqu (1994) for
de4nitions and properties.
The following results are given in Mikosch and StUaricUa (2000).
Theorem 2.2. Assume the conditions of Theorem 2.1 hold. Let (xn) be a sequence of
positive numbers given by
xn =
{
n1−4=" if "¡ 8;
n1=2 if "¿ 8;
n¿ 1; (2.7)
where " is the tail index of |X1| as provided by Theorem 2.1. Then the following
limit results hold.
(A) The case "¡ 4:
xn[&n;X 2 (h)]h=0; :::; k
d→(Vh)h=0; :::; k ; (2.8)
['n;X 2 (h)]h=1; :::; k
d→(Vh=V0)h=1; :::; k ; (2.9)
where the vector (V0; : : : ; Vk) has positive components with probability one and
it is jointly "=4-stable in Rk+1.
(B) The case 4¡"¡ 8:
xn[&n;X 2 (h)− &X 2 (h)]h=0; :::; k d→(Vh)h=0; :::; k ; (2.10)
xn['n;X 2 (h)− 'X 2 (h)]h=1; :::; k d→&−1X 2 (0)[Vh − 'X 2 (h)V0]h=1; :::; k ; (2.11)
where the vector (V0; : : : ; Vk) is jointly "=4-stable in Rk+1.
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(C) The case "¿ 8:
xn[&n;X 2 (h)− &X 2 (h)]h=0; :::; k d→(Vh)h=0; :::; k ; (2.12)
xn['n;X 2 (h)− 'X 2 (h)]h=1; :::; k d→&−1X 2 (0)[Vh − 'X 2 (h)V0]h=1; :::; k ; (2.13)
where the vector (V0; : : : ; Vk) is multivariate centered Gaussian.
Remark 2.3. An -stable random variable Y with ¡ 2 (the non-degenerate compo-
nents of an -stable random vector are -stable as well) has tail P(|Y |¿x) ∼ cx−.
Hence the limits of the sample ACVF in parts (A) and (B) have in4nite variance
distributions; in part (A) even in4nite 4rst moment limits.
In part (A), the ACF and ACVF of (X 2t ) are not de4ned since EX
4
1 =∞. The sample
ACF converges weakly to a distribution with 4nite support.
In part (B), the ACVF and ACF of (X 2t ) are well de4ned. In view of (2.7), the rate
of convergence of the sample ACF to the ACF is the slower the closer " to 4.
In part (C), X 21 has 4nite variance, and the limit results are a consequence of a
standard CLT for mixing sequences with geometric rate.
Remark 2.4. In the case "¡ 4; the sample ACVF and sample ACF can be replaced
by the corresponding versions for the non-centered X 21 ; : : : ; X
2
n . This follows from the
results in Davis and Mikosch (1998). A particular consequence is that the limiting
random variables Vh are positive with probability 1.
2.4. Yule–Walker estimation
The Yule–Walker matrix equation for the AR(p) model Yt=1Yt−1+· · ·+pYt−p+
Zt for a white noise sequence (Zt), assuming 1− 1z − · · · − pzp =0, |z|6 1, is
R= ; (2.14)
where R is the p×p matrix ('Y (i− j))i; j=1; :::;p,  = (1; : : : ; p)′ and  = ('Y (1); : : : ;
'Y (p))′, provided var(Y1)¡∞. The Yule–Walker estimator of  is then obtained as
the solution to (2.14) with R and ' replaced by Rˆ = ('n;Y (i − j))i; j=1; :::;p
and ˆ = ('n;Y (1); : : : ; 'n;Y (p))′, respectively. According to Brockwell and Davis (1991,
Proposition 5.1.1), Rˆ
−1
exists if &n;Y (0)¿ 0, and then
ˆ= Rˆ
−1
ˆ: (2.15)
From this representation it is immediate that ˆ estimates  consistently if the sam-
ple ACF is a consistent estimator of the ACF. Moreover, following the argument on
p. 557 of Davis and Resnick (1986), we conclude that
ˆ− = D(ˆ− ) + oP(ˆ− ) (2.16)
for some non-singular matrix D.
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Recall from the Introduction that the squares of an ARCH(p) process (Xt) can be
written as an AR(p) process
X 2t = 0 + 1X
2
t−1 + · · ·+ pX 2t−p + t ; (2.17)
where i = i and t = X 2t − 2t = 2t (Z2t − 1) is a white noise sequence provided
var(X 21 )¡∞. If we replace in the above remarks (Yt) by (X 2t ), the same arguments
apply as long as the sample ACF of (X 2t ) is consistent. Thus the Yule–Walker estimator
of the parameters i based on the AR(p) Eq. (2.17) is consistent, and we also may
conclude from (2.16) and Theorem 2.2 that the rate of convergence is the same as for
the sample ACF:
xn(ˆ− ) d→DY;
where for "¿ 4, Y = &−1X 2 (0)(Vh − 'X 2 (h)V0)h=1; :::;p with the speci4cation of (Vh) as
given in parts (B) and (C) of Theorem 2.2. For "¡ 4, by virtue of part (A), a consis-
tency result for the Yule–Walker estimator cannot be expected. Indeed, if &n;X 2 (0)¿ 0,
an appeal to (2.15) shows that the Yule–Walker estimator is a continuous function of
the 4rst p sample autocorrelations which converge weakly to a non-degenerate limit.
For example, for p = 1 we obtain the usual estimator ˆ1 = 'n;X 2 (1) which has a
non-degenerate limit distribution as described in part (A) of Theorem 2.2.
The Whittle estimator for an AR process is asymptotically equivalent to the Yule–
Walker estimator. (If one uses in de4nition (1.7) an integral instead of a Riemann sum,
the Yule–Walker and the Whittle estimator even coincide.) Therefore its asymptotic
properties only depend on a 4nite number of the sample autocorrelations and, therefore,
an application of the continuous mapping theorem yields the limit distribution and
convergence rate for the Yule–Walker estimator. The Whittle estimator based on the
ARMA structure of a general squared GARCH(p; q) process is not as easily treated
as the ARCH case since the Whittle estimator then depends on an increasing (with
the sample size n) number of sample autocorrelations. This will become clear for the
GARCH(1,1) case in the proofs of Sections 5 and 6.
3. Main results
As outlined in the Introduction, a squared stationary GARCH(1,1) process (X 2t ) (re-
call we always suppose stationarity) can be embedded in an ARMA(1,1)
model:
X 2t = 1X
2
t−1 + t +  1t−1; (3.1)
where t = 2t (Z
2
t − 1), 1 = 1 + 1 and  1 =−1, and (t) constitutes white noise if
var(X 21 )¡∞. This analogy leads one to consider the Whittle estimator of the squared
GARCH process with model parameter
 = (1;  1) = (1 + 1;−1):
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We conclude from (1.5) and (3.1) that (X 2t ) has spectral density
f(; ) =
var(1)
2
g(; ); where g(; ) =
|1 +  1 exp{−i}|2
|1− 1 exp{−i}|2 ;
provided the variance of 1 is 4nite.
We learned from (2.4) that 1 ¡ 1 is a necessary condition for stationarity. Therefore
we search for the minimum of the objective function
O2n;X 2 () =
1
n
∑
j
In;X 2 (j)
g(j; )
(here In;X 2 (j) denotes the periodogram at the Fourier frequencies j, the summation
is taken over all Fourier frequencies (1.4)) on the set
C = {∈R2 | − 1¡ 16 0; − 1616 1}:
The particular de4nition of the periodogram in (1.3) ensures that In;X 2 (0) = 0 and
therefore rules out irregular asymptotic behavior of the periodogram at zero. For j =0
the value of the periodogram In;X 2 (j) is invariant with respect to the centering of the
X 2t ’s. It will turn out in the proofs below that centering of the X
2
t ’s becomes necessary
when one wants to use the asymptotic results for the sample ACVF.
One observes that O2n;X 2 () has a minimum on OC, where OC denotes the closure of
C. Therefore the following adaptation of the Whittle estimator is well de4ned:
ˆn = argmin
∈ OC
2n;X 2 (): (3.2)
Now we are ready to formulate the main results on the asymptotic behavior of the
Whittle estimator for the squared GARCH(1,1) case. We start with the consistency.
Theorem 3.1. Let (Xt) be a strictly stationary GARCH(1; 1)- process with parameter
vector 0 ∈C; satisfying the conditions of Theorem 2.1. Then the following statements
hold:
(A) If the tail index "¡ 4 and 1; 1 ¿ 0; i.e. 0 lies in the interior of C; the Whittle
estimator ˆn de5ned in (3.2) is not consistent.
(B) If "¿ 4; the Whittle estimator is strongly consistent.
Remark 3.2. We learned from the discussion in Section 2.4 that the Whittle estimator
in an ARCH(p) model with "¡ 4 has a non-degenerate limit distribution. Although
we expect that such a result holds in the GARCH(1;1) and general GARCH cases; we
were not able to prove it.
Part (B) of the theorem raises the question as to the rate of convergence of ˆn to
0. Here is the answer. But 4rst recall the de4nition of (xn) from (2.7):
xn =
{
n1−4=" if "¡ 8;
n1=2 if "¿ 8;
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Theorem 3.3. In addition to the conditions of Theorem 3.1 assume that the tail index
"¿ 4 and EZ81 ¡∞. Then the following limit relation holds:
xn(ˆn − 0) d→[W (0)]−1
(
f0(0)V0 + 2
∞∑
k=1
fk(0)Vk
)
; n→∞; (3.3)
where (Vh)h=0;1; ::: is a sequence of "=4- stable random variables as speci5ed in (2.10)
for "∈ (4; 8) and a sequence of centered Gaussian random variables as speci5ed in
(2.12) for "¿ 8. The in5nite series on the right-hand side of (3.3) is understood as
the weak limit of its partial sums. Moreover; [W ()]−1 is the inverse of the matrix
W (0) =
var(1)
2
∫ 
−
[
@ log g(; 0)
@
] [
@ log g(0)
@
]′
d
and
fk(0) =
1
2
∫ 
−
@(1=g(; 0))
@
e−ik d; k¿ 0:
Remark 3.4. In the case of 4nite 8th moments; the above results follow from the paper
of Giraitis and Robinson (2000). The proof of the corresponding part of Theorem 3.3
does not provide additional work and so we included it for completeness. In contrast
to the results in Giraitis and Robinson (2000) we do not use martingale central limit
theory. Giraitis and Robinson (2000) mention that the Whittle estimator for squared
GARCH processes is in general less eHcient than the Whittle estimator for the cor-
responding ARMA process with iid innovations. A comparison between the Gaussian
quasi-maximum likelihood estimator and the Whittle estimator for a GARCH(1;1) pro-
cess in the case of 4nite 8th moments should be based on the limiting covariance
matrices. Those; however; are diHcult to evaluate explicitly. Moreover; they depend on
the distribution of the noise variables Zt which in fact makes such a comparison even
more cumbersome. As a matter of fact; the folklore on quasi-maximum likelihood esti-
mation for GARCH processes claims that this kind of estimation procedure is eHcient.
In the light of our remarks this statement should be handled with caution.
Remark 3.5. As mentioned in the Introduction; Mikosch et al. (1995) showed for
general ARMA processes (Xt) with iid in4nite variance innovations (Zt) that the rate
of convergence of the Whittle estimator for the parameters of the process compares
favorably to the common
√
n-rates. A careful study of the proof shows that the results
heavily depend on the faster than
√
n-rates of convergence for the sample ACVF and
sample ACF of linear processes. These rates were derived by Davis and Resnick (1985;
1986). Keeping in mind the slower than
√
n-rates of convergence for the sample ACF
of the squared GARCH(1;1) process when "∈ (4; 8); the rate xn=n1−4=" for the Whittle
estimator ˆn is not totally unexpected.
Remark 3.6. The gaps " = 4 and " = 8 in the above results are due to the fact that
the corresponding results for the sample ACVF of the squared GARCH(1;1) process
are not yet available in these cases.
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Remark 3.7. In contrast to the conditional quasi-maximum likelihood estimator as dis-
cussed in the Introduction; the de4nition of the Whittle estimator only depends on the
values X 21 ; : : : ; X
2
n ; i.e. the unobservable values 
2
t do not have to be evaluated and; in
particular; no initial values for (2t ) have to be chosen. This may be considered as an
advantage of the Whittle estimator.
Remark 3.8. A closer inspection of (4.1) below reveals that the conditional quasi-
likelihood to be minimized essentially depends on X 2t =
2
t ()= Z
2
t (
2
t (0)=
2
t ()). Since
2t (0)=
2
t () has moments of any order and is independent of Z
2
t ; X
2
t =
2
t () has 4nite
moments up to the same order as Z2t . Therefore the
√
n-rate and the asymptotic nor-
mality under E(Z41 )¡∞; as derived in Berkes et al. (2001); is not totally surprising.
In contrast the Whittle estimator is virtually a function of the sample autocorrelations
of (X 2t ); and their (slow) rate of convergence determines the convergence rate of the
Whittle estimator. This may be seen as an intuitive explanation for the superiority of
the conditional quasi-maximum likelihood estimator.
Remark 3.9. In the above discussion we left out the estimation of the parameter 0.
Estimation of 0 can be based on the formula
var(X1) =
0
1− 1 :
A natural estimator of 0 is therefore given by
ˆ0 = &n;X 2 (0)(1− ˆ1);
where ˆ1 is the Whittle estimator of . If "¿ 4; &n;X 2 (0)
a:s:→var(X1) by virtue of the
ergodic theorem and; hence; ˆ0 is strongly consistent under the assumptions of Theorem
3.1. Moreover; under the conditions of Theorem 3.3;
xn (ˆ0 − 0) = [xn(&n;X 2 (0)− &X 2 (0))](1− ˆ1) + &X 2 (0)[xn (−ˆ1 + 1)]
d→ V0 + &X 2 (0)Y;
where the limit distribution of Y and the dependence structure of (V0; Y ) is de4ned
through Theorem 3.3. A detailed study of the proofs below together with the point
process techniques in Davis and Mikosch (1998); for "∈ (4; 8); and standard central
limit theory for mixing sequences; for "¿ 8; show that the joint limit distribution of
(xn(ˆ0−0; ˆ1−1; ˆ1−1)) exists. It can again be expressed by the random variables
(Vk). We omit details.
4. Simulation results
The aim of this section is to illustrate the theoretical 4ndings given in Section 3
and to assess the small, moderate and large sample behavior of the Whittle and the
conditional Gaussian quasi-maximum likelihood estimators. As a general observation
we would like to stress that the limiting distributions to both estimators are not par-
ticularly accurate for small sample sizes of say 250 or even for moderate ones such
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Table 1
Parameters of GARCH(1,1) models
Model no. 0 1 1 1 "
1 8:58× 10−6 0.072 0.900 0.972 10.0
2 8:58× 10−6 0.072 0.910 0.982 7.5
3 8:58× 10−6 0.072 0.920 0.992 5.0
4 8:58× 10−6 0.072 0.925 0.997 3.2
as 1000. This feature is rather disturbing when contrasted with common best-practice
risk management methods which often base estimates on one year of daily log returns,
see e.g. McNeil and Frey (2000). As a result the asymptotic con4dence intervals, as
given by computer packages such as S+Garch, will be imprecise for small samples.
We consider four distinct GARCH(1,1) models with Gaussian innovations leading
to values of the tail parameter " (see (2.6) for its de4nition) between 3.2 and 10, see
Table 1. The choice of the parameters is very similar to those appearing in real-life
daily log returns; see Mikosch and StUaricUa (2000) for some examples.
The values of " were determined by solving the Eq. (2.6) through Monte-Carlo
simulation; see Mikosch and StUaricUa (2000) for more details.
For each of the four models we simulated time series of length n=250; 1000; 5000;
10; 000; 20; 000 with 2000 independent replicates. The Whittle estimator as de4ned in
(1.8) and the conditional Gaussian quasi-maximum likelihood estimator were then ap-
plied in order to obtain estimates of 1 = 1 + 1 and 1. The conditional Gaussian
quasi-maximum likelihood estimator is the minimizer of
− logf(X1; : : : ; Xn | ;X0 = c1; 0 = c2)
=
n
2
log(2) +
1
2
n∑
t=1
log 2t () +
1
2
n∑
t=1
X 2t
2t ()
; (4.1)
where
2t () =
{
c2; t = 0;
0 + 1X 2t−1 + 1
2
t−1(); t¿ 1
and where c1 ∈R, c2 ¿ 0 are arbitrary initial values. We chose c1=0 and c2=
√
var(X0).
The extensive computations were performed on a Sun workstation, and as an optimizer
we used the standard S+ function nlminb. The results are summarized in Tables 2
and 3.
A closer look at the tables reveals that both estimators of 1 and 1 tend to be
biased to the left and negatively skewed. The bias and skewness are however reduced
when the sample size increases.
A comparison of the standard deviations for the two estimators shows the superiority
of the quasi-maximum likelihood estimator for large sample sizes. The simulation study
also indicates that the quasi-maximum likelihood estimator improves its performance
for decreasing ".
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Table 2
Estimating 1 in a GARCH(1,1) process via Whittle and conditional Gaussian quasi-maximum likelihood
estimates
Model no. Whittle estimator Quasi-maximum likelihood
n Mean Median St. Dev. Skewness Mean Median St. Dev. Skewness
1 250 0.888 0.943 0.153 −3:068 0.903 0.951 0.142 −3:387
1000 0.952 0.960 0.038 −5:121 0.962 0.968 0.023 −2:049
5000 0.967 0.968 0.010 −1:162 0.970 0.971 0.007 −0:723
10,000 0.969 0.970 0.007 −0:690 0.971 0.972 0.005 −0:573
20,000 0.970 0.970 0.005 −0:313 0.972 0.972 0.003 −0:302
2 250 0.895 0.947 0.153 −3:315 0.922 0.962 0.132 −4:190
1000 0.963 0.971 0.040 −8:248 0.974 0.978 0.018 −3:146
5000 0.977 0.978 0.010 −7:334 0.981 0.981 0.005 −0:669
10.000 0.979 0.979 0.006 −3:533 0.981 0.982 0.004 −0:555
20,000 0.980 0.980 0.004 −0:197 0.982 0.982 0.003 −0:287
3 250 0.911 0.954 0.137 −3:848 0.937 0.970 0.111 −4:346
1000 0.975 0.980 0.025 −9:854 0.985 0.988 0.012 −2:631
5000 0.986 0.987 0.006 −1:046 0.991 0.991 0.004 −0:755
10,000 0.988 0.989 0.005 −2:679 0.991 0.992 0.002 −0:670
20,000 0.989 0.989 0.003 −0:785 0.992 0.992 0.002 −0:323
4 250 0.918 0.959 0.127 −3:992 0.946 0.978 0.114 −4:801
1000 0.980 0.985 0.024 −11:414 0.991 0.993 0.009 −1:884
5000 0.990 0.991 0.009 −28:023 0.996 0.996 0.003 −0:534
10,000 0.992 0.992 0.004 −6:173 0.996 0.997 0.002 −0:549
20,000 0.993 0.993 0.005 −18:779 0.997 0.997 0.001 −0:531
At 4rst sight it might be surprising that the standard deviations of the Whittle esti-
mates are larger for "= 7:5 (Model 2) than for "= 5 (Model 3). However, this does
not contradict Theorem 3.3 which, among others, says that the rate of convergence in
Model 3 is slower than in Model 2, but the limiting distributions in these two models
are not the same.
In Model 4, the Whittle estimator is not consistent and this is well illustrated in the
boxplots of Fig. 1.
Another observation concerns the speed of convergence towards the limiting distri-
butions which is relatively slow for both types of estimators. For n= 250 the approx-
imations through the limiting distributions are not very accurate, as one can see in
Figs. 2 and 3.
5. Proof of Theorem 3.1
The proof in the case "¿ 4 is identical with the one for ARMA processes with
iid noise as provided in Brockwell and Davis (1991, Section 10.8). The proof only
makes use of the ergodicity of (Xt); see Giraitis and Robinson (2000) or Mikosch and
StUaricUa (1999). In the remainder of this section we study the case "¡ 4.
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Table 3
Estimating 1 in a GARCH(1,1) process via Whittle and conditional Gaussian quasi-maximum likelihood
estimates
Model no. Whittle estimator Quasi-maximum likelihood
n Mean Median St. Dev. Skewness Mean Median St. Dev. Skewness
1 250 0.821 0.879 0.195 −2:585 0.825 0.874 0.168 −2:915
1000 0.882 0.893 0.059 −4:586 0.889 0.894 0.034 −1:122
5000 0.896 0.899 0.020 −1:635 0.898 0.898 0.012 −0:246
10,000 0.898 0.900 0.014 −1:172 0.899 0.899 0.009 −0:213
20,000 0.899 0.899 0.011 −0:971 0.899 0.899 0.006 −0:049
2 250 0.826 0.885 0.194 −2:761 0.847 0.885 0.152 −3:521
1000 0.894 0.906 0.061 −6:097 0.902 0.905 0.028 −1:268
5000 0.906 0.909 0.022 −6:273 0.908 0.909 0.010 −0:153
10,000 0.909 0.910 0.016 −7:316 0.909 0.909 0.007 −0:095
20,000 0.909 0.910 0.010 −1:031 0.910 0.910 0.005 −0:140
3 250 0.843 0.890 0.175 −3:126 0.864 0.894 0.131 −3:677
1000 0.907 0.915 0.049 −8:267 0.912 0.914 0.021 −0:913
5000 0.918 0.92 0.019 −1:404 0.918 0.918 0.008 −0:048
10,000 0.920 0.922 0.016 −2:45 0.919 0.919 0.006 −0:115
20,000 0.920 0.921 0.013 −1:682 0.920 0.920 0.004 −0:082
4 250 0.850 0.896 0.166 −3:326 0.872 0.901 0.132 −4:105
1000 0.912 0.921 0.046 −6:504 0.917 0.918 0.019 −0:443
5000 0.923 0.927 0.029 −17:006 0.923 0.923 0.007 −0:029
10,000 0.926 0.928 0.017 −3:526 0.924 0.924 0.005 −0:092
20,000 0.925 0.927 0.021 −9:406 0.925 0.925 0.003 0.011
For any compact K ⊂ R2, C(K) denotes the space of continuous functions on K
equipped with the supremum topology and d→ stands for convergence in distribution
in C(K). Similarly, we write C(K;R2) for the space of two-dimensional continuous
functions on K , equipped with the supremum topology. We use the same symbol d→
for convergence in distribution in this space.
Proposition 5.1. Assume the conditions of Theorem 3.1 hold and "¡ 4. Then for any
compact set K ⊂ C:
(A)
un =
O2n;X 2
&n;X 2 (0)
d→ v=
∑
k∈Z
'kbk in C(K); (5.1)
where 'k = Vk=V0; (Vk) is the sequence of limiting "=4-stable random variables
de5ned in (2.8); and
bk() =
1
2
∫ 
−
1
g(; )
e−ik d:
(B)
∇un d→∇v in C(K;R2); (5.2)
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Fig. 1. Boxplots of estimates of 1 for various sample sizes in Model 4. Since "=3:2, the Whittle estimator
is not consistent. The distribution of the Whittle estimator in the upper 4gure seems to remain almost
constant although n is increasing, which indicates that the Whittle estimator converges in distribution. The
quasi-maximum likelihood estimator in the lower 4gure is consistent and converges at
√
n-rate.
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Fig. 2. Normal plots of Whittle and quasi-maximum likelihood estimates of 1 for sample size n = 250 in
Model 1. The normal approximation is not accurate for such a small sample size.
and the limiting process has representation
∇v=
∑
k∈Z
'k∇bk : (5.3)
Here ∇ denotes the gradient.
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Fig. 3. Model 1. The 4nite-sample distributions of the quasi-maximum likelihood estimator of 1 are com-
pared for various sample sizes (QQ-plots). Deviations from the line y = x indicate that the compared
distributions are diIerent. The plots show that the shape of the small sample distributions is subject to
substantial variations for n6 5000.
Proof. Part (A): We appeal to some of the ideas in the proof of Proposition 10.8.2 in
Brockwell and Davis (1991). We start by observing that the CesWaro sum approximation
qm(; ) =
1
m
m−1∑
j=0
∑
|k|6j
bk()e−ik =
∑
|k|¡m
(
1− |k|
m
)
bk()e−ik
to the periodic function q(; )=1=g(; ) is uniform on [−; ]×K (Theorem 2.11.1
in Brockwell and Davis (1991)). Hence; for every 7¿ 0; there exists m0¿ 1 such that
for m¿m0;
sup
(;)∈[−;]×K
|qm(; )− q(; )|¡7
and as in (10.8.9) of Brockwell and Davis (1991); for every n¿ 1;
‖un − unm‖K6 7 a:s:; (5.4)
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where
un() =
1
n&n;X 2 (0)
∑
j
In;X 2 (j)=g(j; );
unm() =
1
n&n;X 2 (0)
∑
j
In;X 2 (j)qm(j; ):
We will show the following limit relations in C(K):
(a) For every 4xed m¿ 1, as n→∞,
unm
d→ vm =
∑
|k|¡m
(1− |k|=m)'kbk :
(b) As m→∞, vm d→ v.
(c) For every 7¿ 0,
lim
m→∞ lim supn→∞
P(‖unm − un‖K ¿7) = 0; (5.5)
where ‖ · ‖K denotes the supremum norm on K .
It then follows from Theorem 3.2 in Billingsley (1999) the desired relation
un
d→ v in C(K):
By virtue of (5.4), (c) is satis4ed, and so it remains to prove (a) and (b). Before we
proceed, we give two auxiliary results.
Lemma 5.2. Under the conditions of Proposition 5.1; there exist 0¡a¡ 1 and c¿ 0
such that
|bk()|6 ca|k|; k ∈Z; ∈K:
Furthermore; the modulus of continuity of bk() decays exponentially fast in |k|;
sup
|−′|68
|bk()− bk(′)|6 c(8)a|k|;
where lim8↓0 c(8)=0. The same statements remain valid if bk is everywhere replaced
by its gradient ∇bk .
The proof is standard by using that the function f(z; )=(1−1z)=(1+ 1z) is analytic
with a power series representation with exponentially decaying coeHcients, uniformly
in ∈K .
Lemma 5.3. Under the conditions of Proposition 5.1; for each 5xed k¿ 0;
'n;X 2 (n− k) P→ 0; n→∞:
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Proof. Observe that
'n;X 2 (n− k)
=n−1
(
k∑
t=1
X 2t X
2
t+n−k + k(X 2)
2 − X 2
k∑
t=1
X 2t − X 2
k∑
t=1
X 2t+n−k
)/
&n;X 2 (0) :
Here X 2 = n−1
∑n
t=1 X
2
t denotes the sample mean of the squared observations. By
stationarity; for every 4xed t;
n−1(1 + X 2t )X
2
t+n−k
P→ 0:
Hence it suHces to show that
1 + (X 2)2 + X 2
&n;X 2 (0)
P→ 0: (5.6)
We have
(X 2)2
&n;X 2 (0)
=
xn(X 2)2
xn&n;X 2 (0)
: (5.7)
Recall that "¡ 4. According to (2.8); xn&n;X 2 (0) converges in distribution to a positive
"=4-stable random variable.
If "¿ 2, by the ergodicity of the GARCH(1; 1) process,
(X 2)2a:s:→ (EX 21 )2 ¡∞:
Now, since limn→∞ xn = 0 the sequence in (5.7) converges to zero in probability.
If "6 2 then for 0¡7¡"=2
E(x1=2n X 2)
"=2−76 n−"=4+7=2+27="E|X1|"−27:
For small 7, the right-hand side converges to zero. Therefore and by Markov’s
inequality,
x1=2n X 2
P→ 0; n→∞:
This shows that (5.7) is asymptotically negligible. The other terms in (5.6) can be
treated in a similar way. We omit details.
Proof of (a). Observe that
unm() =
∑
|k|¡m
(1− |k|=m)'n;X 2 (k)bk() + 2
m−1∑
k=1
(1− k=m)'n;X 2 (n− k)bk()
=
∑
|k|¡m
(1− |k|=m)'n;X 2 (k)bk() + oP(1): (5.8)
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The second sum in (5.8) converges to zero in probability uniformly for ∈K , by
virtue of Lemma 5.3 and since bk() is bounded on K (Lemma 5.2). A continuous
mapping argument, paired with the weak convergence of the sample ACF, see (2.9),
proves unm
d→ vm as n→∞.
Proof of (b). By Kolmogorov’s existence theorem (Billingsley; 1995); we may assume
that the sequence of limiting random variables ('h) is de4ned on a common proba-
bility space. Since sup9∈K
∑
k |bk()|¡∞ and |'k |6 1 a.s.; Lebesgue dominated con-
vergence yields
vm() =
∑
|k|¡m
(1− |k|=m)'k bk()a:s:→
∑
k∈Z
'k bk() = v(); m→∞;
in C(K). This proves (b) and concludes the proof of (5.1).
Part (B): Now we turn to the weak limit of the gradient ∇un. As a matter of fact, one
can follow the lines of the above proof, replacing everywhere the Fourier coeHcients
bk by their derivatives ∇bk and making use of Lemma 5.2 for the gradients. Then the
same arguments show that
∇un() d→
∑
k∈Z
'k∇bk() in C(K;R2):
It remains to show that one can interchange ∇ and ∑k∈Z in the limiting process. This
follows by an application of Lemma 5.2, the fact that |'k |6 1 a.s. and Lebesgue domi-
nated convergence. This proves (5.3), (5.2) and concludes the proof of the proposition.
Proof of Theorem 3.1. As mentioned above; the case "¿ 4 is identical with the one
for ARMA processes with iid noise and therefore omitted. Throughout we deal with
the case "¡ 4.
The proof is by contradiction. So assume the Whittle estimator is consistent, i.e.
ˆn
P→ 0: (5.9)
By assumption, 0 is an interior point of C. Therefore we can 4nd a compact set
K ⊂ C such that 0 is an interior point of K . We conclude from Proposition 5.1 that
∇un d→∇v in C(K;R2). This, combined with the consistency assumption (5.9), yields
that
∇un(ˆn) =∇un(0) + oP(1) d→∇v(0):
However, ∇un(ˆn) = 0 as soon as ˆn is in the interior of K , and therefore
0=∇v(0) =∇b0(0) + 2
∞∑
k=1
'k∇bk(0): (5.10)
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We will show below that (5.10) implies that
∇b0(0) = 0 (5.11)
On the other hand, ∇b0(0) can be calculated directly from
b0() =
1
2
∫ 
−
1 + 21 − 21 cos()
1 +  21 + 2 1 cos()
d=
1 + 21 + 21 1
1−  21
and it is easy to see that ∇b0(0) = 0. This yields the desired contradiction to the
consistency assumption (5.9).
Thus it remains to show (5.11). We again proceed by contradiction: assume that
|∇b0(0)|¿8 for some 8¿ 0. By Lemma 5.2, |∇bk(0)| decays exponentially fast.
Therefore and since |'k |6 1 a.s., for every 8¿ 0 one can 4nd M¿ 1 such that
2
∣∣∣∣∣
∞∑
k=M+1
'k∇bk(0)
∣∣∣∣∣¡8=2:
De4ne
c =
M∑
k=1
|∇bk(0)| and DM =
{
M∑
k=1
'k6 8=(4c)
}
:
Recall from Remark 2.4 that 'k is positive with probability 1. Then on DM ,
2
∣∣∣∣∣
∞∑
k=1
'k∇bk(0)
∣∣∣∣∣¡8;
from which we deduce with the triangle inequality that
∇b0(0) + 2
∞∑
k=1
'k∇bk(0) =0 on DM :
It remains to show that DM has positive probability. It was proved in Davis and
Mikosch (1998) that the limits 'k =Vk=V0 are non-degenerate, hence V1; : : : ; VM is not
a multiple of V0. The vector (V0; : : : ; VM ) is jointly "=4-stable with all components
non-degenerate and positive. Hence (V0;
∑M
k=1 Vk) is jointly stable with a Lebesgue
density. Therefore, P(DM )¿ 0 which 4nally concludes the proof of Theorem 3.1.
6. Proof of Theorem 3.3
The proof is similar to the ARMA case with iid innovations; see Brockwell and
Davis (1991, Section 10.8) for the 4nite variance and Mikosch et al (1995) for the
in4nite variance case. As in the latter references, the proof crucially depends on the
understanding of the limits of the quadratic forms∑
j
;(j)In;X 2 (j) (6.1)
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for some appropriate functions ;; cf. Proposition 10.8.6 in Brockwell and Davis (1991)
and Lemma 6.3 in Mikosch et al. (1995). The following result says that, for appropriate
functions ;, the weak limit of the quadratic forms (6.1) is determined by the weak
limits of the sample ACVF of (X 2t ).
Proposition 6.1. Assume the conditions of Theorem 3.3 hold. Let ;() be a continuous
real-valued 2-periodic function such that
(i)
∫ 
− ;()g(; 0) d= 0;
(ii) the Fourier coe=cients fk = (2)−1
∫ 
− ;()e
−ik d of the function ; decay
geometrically fast; i.e. there exist 0¡a¡ 1 and c¿ 0 such that
|fk |6 ca|k|; k ∈Z:
Then
xn
(
1
n
∑
j
;(j)In;X 2 (j)
)
d→
∑
k∈Z
fkVk ; n→∞; (6.2)
where Vk=V−k and (Vk) is the distributional limit of the sample ACVF of the squared
GARCH(1; 1) process as speci5ed by (2.10) and (2.12).
The proof will be given at the end of the section.
Proof of Theorem 3.3. We proceed analogously to the classical proof as given for
Theorem 10.8.2; pp. 390–396; in Brockwell and Davis (1991). A Taylor expansion of
@ O2n()=@ at ˆn gives
@ O2n(0)
@
=
@ O2n(ˆn)
@
+
@2 O2n(˜n)
@2
(ˆn − 0) = @
2 O2n(˜n)
@2
(ˆn − 0); (6.3)
where |˜n − ˆn|6 |0 − ˆn|. Since "¿ 4; the Whittle estimator is strongly consistent;
i.e. ˆn
a:s:→0; see Theorem 3.1. Therefore ˜n a:s:→0. The same arguments as for the proof
of Proposition 5.1(A) yield that
@2 O2n()
@2
a:s:→var(1)
2
∫ 
−
g(; 0)
@2(1=g(; ))
@2
d;
uniformly on any compact K ⊂ C; where t =X 2t −2t . The uniformity of convergence
and ˜n
a:s:→0 imply that
@2 O2n(˜n)
@2
a:s:→ var(1)
2
∫ 
−
g(; 0)
@2(1=g(; 0))
@2
d=W (0); n→∞: (6.4)
The last identity is proved on pp. 390–391 in Brockwell and Davis (1991).
Since the matrix W (0) is strictly positive de4nite with inverse [W (0)]−1, a
continuous mapping and a CramYer–Wold device argument suggest that it
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suHces to prove the relation
c′
(
xn
@ O2n
@
(0)
)
d→c′
(
f0(0)V0 + 2
∞∑
k=1
fk(0)Vk
)
(6.5)
for any c∈R2. Observe that
c′
@ O2n(0)
@
=
1
n
∑
j
;(j)In;X 2 (j); where ;() = c
′ @(1=g(; 0))
@
:
The function ; satis4es the conditions of Proposition 6.1 as shown on p. 391 of Brock-
well and Davis (1991). An application of that proposition proves (6.5) and concludes
the proof.
Proof of Proposition 6.1. The main idea is to express the sum on the left-hand-side
of (6.2) as a linear combination of sample autocovariances of the process (X 2t ) and to
apply Theorem 2.2 on the asymptotic behavior of the sample ACVF. This idea will be
made to work in various steps through a series of lemmas.
Write the left-hand expression of (6.2) as follows:
xn
(
1
n
∑
j
;(j)In;X 2 (j)
)
(6.6)
=
xn
n
∑
j
∑
|h|¡n
;(j)&n;X 2 (h)e
−ihj
=
xn
n
∑
j
∑
|h|¡n
;(j)(&n;X 2 (h)− &X 2 (h))e−ihj +
xn
n
∑
j
∑
|h|¡n
;(j)&X 2 (h)e
−ihj
=I1 + I2: (6.7)
Lemma 6.2. Under the assumptions of Proposition 6.1; I2 → 0.
Proof. Recall that∑
j
eimj =
{
0 if m ∈ nZ;
n if m∈ nZ; (6.8)
where the summation is over the Fourier frequencies (1.4). Since ;() =
∑
k∈Z fk e
ik
for all ∈R and making use of (6.8); we have
I2 =
xn
n
∑
k∈Z
∑
|h|¡n
&X 2 (h)fk
∑
j
ei(k−h)j
= xn
∑
|h|¡n
&X 2 (h)
∑
s∈Z
fh+sn
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= xn
∑
|h|¡n
&X 2 (h)fh + xn
∑
|h|¡n
&X 2 (h)
∑
s∈Z\{0}
fh+sn
= I21 + I22:
Observe that by assumption (i) of Proposition 6.1∑
h∈Z
&X 2 (h)fh =
1
2
∑
h∈Z
&X 2 (h)
(∫ 
−
;()e−ih d
)
=
1
2
∫ 
−
;()
(∑
h∈Z
&X 2 (h)e
−ih
)
d
= var(1)
∫ 
−
;()g(; 0) d= 0;
from which in fact it follows that
∑
|h|¡n &X 2 (h)fh = −
∑
|h|¿n &X 2 (h)fh. Recall that
both the autocovariances &X 2 (h) and the Fourier coeHcients decay exponentially fast
in |h|. Hence
lim
n→∞ I21 =− limn→∞ xn
∑
|h|¿n
&X 2 (h)fh = 0:
The convergence I22 → 0 follows from the bounds∣∣∣∣∣∣
∑
s∈Z\{0}
fh+sn
∣∣∣∣∣∣6Kan−|h|; |h|¡n
for some constant K ¿ 0. This concludes the proof.
We continue to deal with I1 in (6.6). Again substituting ;(j) by its Fourier series,
taking into account (6.8) and setting
fn(h) =
∑
s∈Z
fh+sn; (6.9)
we obtain
I1 = xn
∑
|h|¡n
fn(h)(&n;X 2 (h)− &X 2 (h)):
For m¿ 1, we want to approximate I1 by
I1(m) = xn
∑
|h|6m
fn(h)(&n;X 2 (h)− &X 2 (h)):
Observe that for every 4xed h∈Z,
lim
n→∞fn(h) = fh:
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Therefore and by virtue of the weak convergence of the sample ACVF, see (2.10) and
(2.12), we have
I1(m) = xn
∑
|h|6m
fn(h)(&n;X 2 (h)− &X 2 (h)) d→
∑
|h|6m
fhVh: (6.10)
Hence it remains to show the following two limit relations:∑
|h|6m
fhVh
d→
∑
h∈Z
fhVh; m→∞; (6.11)
lim
m→∞ lim supn→∞
P(|I1 − I1(m)|¿7) = 0 for all 7¿ 0: (6.12)
However, (6.11) follows from (6.12).
Lemma 6.3. Assume (6.12) holds. Then the sequence
∑
|h|6m fhVh has a weak limit
as m→∞; which we denote by ∑h∈Z fhVh.
Proof. Since weak convergence is metrized by the Prohorov metric  and the space of
distributions on R is complete (see Billingsley; 1999; pp. 72–73); it is enough to show
that the distributions induced by
∑
|h|6m fhVh form a Cauchy sequence with respect
to the Prohorov metric. We also observe that for any two random variables X; Y the
relation P(|X − Y |¿7)¡7 implies (PX ; PY )¡7. Hence
lim
m;k→∞
P


∣∣∣∣∣∣
∑
m¡|h|6k
fhVh
∣∣∣∣∣∣¿7

 = lim
m;k→∞
lim
n→∞P(|I1(m)− I1(k)|¿7)
6 2 lim
m→∞ lim supn→∞
P(|I1(m)− I1|¿7=2) = 0
for all 7¿ 0 implies that
∑
|h|6m fhVh is a Cauchy sequence.
The proof of (6.12) is quite technical. It is given in the remainder of this section
(Proposition 6.4) and concludes the proof of Proposition 6.1.
Notice that the coeHcients fn(h) in (6.9) satisfy the following bounds: there exists
K ¿ 0 such that
|fn(h)|=
∣∣∣∣∣fh +
∞∑
s=1
(fh+sn + fh−sn)
∣∣∣∣∣6K(a|h| + an−|h|); |h|¡n;
Therefore the desired relation (6.12) follows from the following proposition.
Proposition 6.4. Assume that the conditions of Theorem 3.3 hold. Let gn(h);
06 h¡n; be numbers satisfying
|gn(h)|6K(ah + an−h) (6.13)
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for some constants K ¿ 0; 0¡a¡ 1. Then for every 7¿ 0;
lim
m→∞ lim supn→∞
P
(
xn
∣∣∣∣∣
n∑
h=m+1
gn(h)(&n;X 2 (h)− &X 2 (h))
∣∣∣∣∣¿7
)
= 0: (6.14)
Proof. Relation (6.14) is equivalent to
lim
m→∞ lim supn→∞
P
(
xn
∣∣∣∣∣
n−m∑
h=m+1
gn(h)(&n;X 2 (h)− &X 2 (h))
∣∣∣∣∣¿7
)
= 0 (6.15)
for every 7¿ 0. Indeed, an argument similar to the proof of Lemma 5.3 shows that
for every 4xed h¿ 0,
xn(&n;X 2 (n− h)− &X 2 (n− h)) P→ 0:
We reduce (6.15) to a simpler problem. Write
I3(m) = xn
n−m∑
h=m+1
gn(h)
[
(&n;X 2 (h)− &X 2 (h))−
1
n
n−h∑
t=1
(X 2t X
2
t+h − EX 20 X 2h )
]
;
I4(m) =
xn
n
n−m∑
h=m+1
gn(h)
n−h∑
t=1
(X 2t X
2
t+h − EX 20 X 2h ):
Lemma 6.5. The following relation holds:
lim
m→∞ lim supn→∞
P(|I3(m)|¿7) = 0: (6.16)
Remark 6.6. A careful study of the proofs shows that I3(m)
P→ 0 as n →∞ for every
4xed m provided 4¡"¡ 8; whereas we could show only the weaker relation (6.16)
for "¿ 8.
Proof of Lemma 6.5. We write I3(m) as follows:
I3(m) =−xnn X
2
n−m∑
h=m+1
gn(h)
n−h∑
t=1
(X 2t −EX 20 )−
xn
n
X 2
n−m∑
h=m+1
gn(h)
n−h∑
t=1
(X 2t+h−EX 20 )
+ xn
n−m∑
h=m+1
gn(h)
n− h
n
[X 2 − EX 20 ]2 − xn
n−m∑
h=m+1
gn(h)
[
1− n− h
n
]
&X 2 (h)
=−X 2(I31 + I32) + I33 − I34:
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We have by (6.13);
|I34|6K xnn
n−m∑
h=m+1
(ah + an−h)h&X 2 (h):
Since the ACVF &X 2 decays exponentially fast to zero and xn=n→ 0 we conclude that
I34 → 0.
The term I33 can be treated by observing that the central limit theorem holds;
√
n(X 2 − EX 20 ) d→N(0; 2)
for some positive 2. This follows from a standard central limit theorem (see e.g.
Ibragimov and Linnik, 1971) for strongly mixing sequences with geometric rate; (see
Boussama, 1998) for a veri4cation of the latter property in the general GARCH(p; q)
case.
Since the terms I31 and I32 can be treated in the same way we only focus on I31.
Its variance is given by
var(I31) =
x2n
n2
n−m∑
h=m+1
n−m∑
h′=m+1
gn(h)gn(h′)
n−h∑
t=1
n−h′∑
t′=1
&X 2 (|t − t′|):
Since &X 2 (h) decays exponentially in h, there is a constant c′¿ 0 such that
n−h∑
t=1
n−h′∑
t′=1
&X 2 (|t − t′|)6 c′n;
and, consequently,
var(I31)6
x2n
n2
n−m∑
h=m+1
n−m∑
h′=m+1
|gn(h)gn(h′)|(c′n) = c′ x
2
n
n
(
n−m∑
h=m+1
|gn(h)|
)2
: (6.17)
Recall that (x2n=n) is bounded (and converges to zero for "¡ 8). Therefore and in view
of condition (6.13) on gn(h) we conclude that the right-hand side of (6.17) converges
to zero by 4rst letting n→∞ and then m→∞. This and an application of Markov’s
inequality conclude the proof.
By virtue of Lemma 6.5 it suHces for (6.15) to show that for every 7¿ 0,
lim
m→∞ lim supn→∞
P(|I4(m)|¿7) = 0:
We show this by further decomposing I4(m) into asymptotically negligible pieces.
For ease of notation write
&˜n;X 2 (h) =
1
n
n−h∑
t=1
(X 2t X
2
t+h − EX 20 X 2h ):
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Choose a constant p¿ 0 such that
== 1− 4=min("; 8) + p log(a)¡ 0; (6.18)
where we recall that |gn(h)|6K(ah + an−h); see the assumptions of Proposition 6.4.
Write
I4(m) = xn

[p log(n)]∑
h=m+1
+
n−[p log(n)]∑
h=[p log(n)]+1
+
n−m∑
h=n−[p log(n)]+1

 gn(h)&˜n;X 2 (h)
= I41(m) + I42 + I43(m):
We start by showing that I42
d→0 as n → ∞. This follows from a simple estimate for
the 4rst moment: for some constant K ′¿ 0,
E|I42|6 xnn
n−[p log(n)]∑
h=[p log(n)]
|gn(h)|
n−h∑
t=1
2EX 2t X
2
t+h
6 2EX 40 xn
n−[p log(n)]∑
h=[p log(n)]
|gn(h)|
6K ′xn ap log(n) = K ′xn np log(a):
The right-hand expression is of the order n=, where =¡ 0 as assumed in (6.18).
Thus it remains to bound I41(m) and I43(m). It suHces to study I41(m) since the
other remainder I43(m) can be treated in an analogous way.
In what follows we will use truncation techniques for the summands X 2t X
2
t+h−EX 20 X 2h .
We choose the truncation level an in such a way that
nP(|X1|¿an) ∼ n−1:
It is the immediate from the tail behavior of |X1| that one can choose an = (c0n)1=";
see (2.6). Write
I41(m) = I411(m) + I412(m);
where
I411(m) =
xn
n
[p log(n)]∑
h=m+1
gn(h)
n−h∑
t=1
(X 2t X
2
t+h1{t¿an} − EX 2t X 2t+h1{t¿an});
I412(m) =
xn
n
[p log(n)]∑
h=m+1
gn(h)
n−h∑
t=1
(X 2t X
2
t+h1{t6an} − EX 2t X 2t+h1{t6an}):
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The treatment of I41i(m) heavily depends on the fact that the volatility process (2t )
satis4es the SRE (2.2), i.e. 2t = At
2
t−1 + Bt , with At = 1Z
2
t−1 + 1 and Bt = 0. An
iteration of this SRE yields the identity
2t+h = Uth + Vth
2
t ; h¿ 1; (6.19)
where
Uth =
h−1∑
j=1
At+h · · ·At+j+1Bt+j + Bt+h and Vth = At+h · · ·At+1:
Lemma 6.7. For every 7¿ 0;
lim
m→∞ lim supn→∞
P[|I411(m)|¿7] = 0:
Proof. By (6.19);
X 2t X
2
t+h1{t¿an} = 
2
t 1{t¿an}(Z
2
t Z
2
t+hUth) + 
4
t 1{t¿an}(Z
2
t Z
2
t+hVth); (6.20)
where Z2t Z
2
t+hUth and Z
2
t Z
2
t+hVth are independent of 
2
t for h¿ 0. Since 1=1+1 ¡ 1
there exists a constant c¿ 0 such that
EZ2t UthZ
2
t+h = EZ
2
t EZ
2
t+hEUth = 0

h−1∑
j=1
h−j1 + 1

6 c;
EZ2t VthZ
2
t+h = EZ
2
t+hEVthZ
2
t = (1EZ
4
1 + 1)
h−1
1 6 c;
for all h¿ 1. Taking the expectation in (6.20); we have
EX 2t X
2
t+h1{t¿an}6 2cE
4
11{1¿an}; h¿ 1
when an¿ 1. The latter inequality implies that
E|I411(m)|6 xnn
[p log(n)]∑
h=m+1
|gn(h)|
n−h∑
t=1
2EX 2t X
2
t+h1{t¿an}
6 4cxnE411{1¿an}
[p log(n)]∑
h=m+1
|gn(h)|: (6.21)
By Karamata’s theorem (e.g. Embrechts et al. [12]; Theorem A3.6);
xnE411{1¿an} ∼ const: (6.22)
The Markov inequality together with limm→∞ lim supn→∞
∑[p log(n)]
h=m+1 |gn(h)|=0; (6.21)
and (6.22) yield the statement of the lemma.
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We continue with I412(m). Substituting X 2t by 
2
t Z
2
t and X
2
t+h by (Uth + Vth
2
t )Z
2
t+h,
we obtain
I412(m) =
xn
n
[p log(n)]∑
h=m+1
gn(h)
n−h∑
t=1
(4t 1{t6an}Z
2
t VthZ
2
t+h − E4t I{t6an}Z2t VthZ2t+h)
+
xn
n
[p log(n)]∑
h=m+1
gn(h)
n−h∑
t=1
(2t 1{t6an}Z
2
t UthZ
2
t+h − E2t 1{t6an}Z2t UthZ2t+h)
= I4121(m) + I4122(m):
The following two lemmas deal with I412i(m); i = 1; 2, and conclude the proof of
Proposition 6.4.
Lemma 6.8. For every 7¿ 0;
lim
m→∞ lim supn→∞
P(|I4121(m)|¿7) = 0:
Proof. Set Sth = Z2t VthZ
2
t+h. We 4rst prove that there is c¿ 0 such that
ES2th6 c for all t ∈Z; h¿ 0: (6.23)
From the convexity of the function g(r)=EAr1 and g("=2)= 1; see (2.5); we conclude
that g(2) = E[A21]¡ 1. Hence
ES2th = (EZ
4
t A
2
t+1)EA
2
t+2 · · ·EA2t+hEZ4t+h
= (E21Z
8
0 + E11Z
6
0 + E
2
1Z
4
0 )EA
2
t+2 · · ·EA2t+hEZ40 ;
which proves (6.23). Since Sth is independent of 2t ; we can further decompose
I4121(m) = I41211(m) + I41212(m);
where
I41211(m) =
xn
n
[p log(n)]∑
h=m+1
gn(h)
n−h∑
t=1
(4t 1{t6an} − E4t 1{t6an})ESth;
I41212(m) =
xn
n
[p log(n)]∑
h=m+1
gn(h)
n−h∑
t=1
4t 1{t6an}(Sth − ESth):
One can easily see that the summation in I41211(m) can be extended to t = 1; : : : ; n
without an impact on the asymptotics. Indeed;
xn
n
[p log(n)]∑
h=m+1
gn(h)
n∑
t=n−h+1
(4t 1{t6an} − E4t 1{t6an})ESth P→ 0;
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since the 4rst absolute moment converges to zero. Moreover; we may drop the indica-
tors 1{t6an} in I41211(m) since for all 7¿ 0;
lim
m→∞ lim supn→∞
P
(
xn
n
∣∣∣∣∣
[p log(n)]∑
h=m+1
gn(h)
n∑
t=1
(4t 1{t¿an} − E4t 1{t¿an})ESth
∣∣∣∣∣¿7
)
= 0:
This can be shown by computing the 4rst absolute moment of the random variable in
the above probability; where one has to account for the asymptotic rate of E4t 1{t¿an}
in (6.22) and for
lim
m→∞ lim supn→∞
[p log(n)]∑
h=m+1
|gn(h)|6 lim
m→∞ lim supn→∞
K
[p log(n)]∑
h=m+1
(ah + an−h) = 0: (6.24)
Because of these two observations and since ESth is bounded by
√
c according to (6.23)
and Lyapunov’s inequality; it suHces to study the convergence of
I˜ 41211(m) =
xn
n
[p log(n)]∑
h=m+1
gn(h)
n∑
t=1
(4t − E4t ) = xn&˜n;2 (0)
[p log(n)]∑
h=m+1
gn(h): (6.25)
It is shown in Section 5.2.2 of Mikosch and StUaricUa (2000) that xn&˜n;2 (0)
d→W for
some random variable W . This together with (6.24) and a Slutsky argument show that
lim
m→∞ lim supn→∞
P(|I˜ 41211(m)|¿7) = 0
and therefore
lim
m→∞ lim supn→∞
P(|I41211(m)|¿7) = 0:
It remains to study I41212(m). We will study the second moments:
EI41212(m)2 =
x2n
n2
[p log(n)]∑
h=m+1
[p log(n)]∑
h′=m+1
gn(h)gn(h′)
n−h∑
t=1
n−h′∑
t′=1
EF(t; h; t′; h′);
where
F(t; h; t′; h′) = 4t 1{t6an}
4
t′1{t′6an}(Sth − ESth)(St′h′ − ESt′h′):
Note that EF(t; h; t′; h′) = 0 whenever |t − t′|¿min(h; h′). Indeed, assuming without
loss of generality t′¿t and t′ − t ¿h, St′h′ is independent of 2t′ ; Sth; 2t . Then it is
straightforward that
E(F(t; h; t′; h′) |2t ; 2t′ ; Sth) = 0 a:s:
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Therefore
EI41212(m)2
=
x2n
n2
[p log(n)]∑
h=m+1
[p log(n)]∑
h′=m+1
gn(h)gn(h′)
n−h∑
t=1
n−h′∑
t′=1
|t′−t|6min(h;h′)
EF(t; h; t′; h′) (6.26)
Note that by HZolder’s inequality, independence of 2t and Sth, and (6.23),
EF(t; h; t′; h′)6 (E8t 1{t6an}(Sth − ESth)2)1=2(E8t′1{t′6an}(St′h′ − ESt′h′)2)1=2
= E811{16an}(var[Sth])
1=2(var[St′h′ ])1=2
6 cE811{16an}: (6.27)
In the case 4¡"¡ 8 , which we will pursue (if "¿ 8 the inequality E811{16an}
6E81 ¡∞ will do), Karamata’s theorem gives
E811{16an} ∼ const a8−"n :
This together with (6.26), inequality (6.27) and min(h; h′)6
√
hh′ leads to
EI41212(m)26 c′
x2n
n2
[p log(n)]∑
h=m+1
[p log(n)]∑
h′=m+1
|gn(h)| |gn(h′)| [2n
√
hh′a8−"n ]
= 2c′
x2n
n
a8−"n
([p log(n)]∑
h=m+1
h1=2|gn(h)|
)2
for some c′¿ 0. Note that
n−1x2na
8−"
n ∼ const:
Moreover, since |gn(h)|6K(ah + an−h),
[p log(n)]∑
h=m+1
h1=2|gn(h)|6K
[p log(n)]∑
h=m+1
h1=2ah + [p log(n)]1=2
[p log(n)]∑
h=m+1
an−h
6K
[p log(n)]∑
h=m+1
h1=2ah + K (1− a)−1 [p log(n)]1=2 an−[p log(n)]
→K
∞∑
h=m+1
h1=2ah as n→∞;
→ 0 as m→∞:
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Therefore
lim
m→∞ lim supn→∞
EI41212(m)2 = 0;
which together with Markov’s inequality completes the proof of the lemma.
It 4nally remains to show that I4122(m) is negligible.
Lemma 6.9. For every 7¿ 0;
lim
m→∞ lim supn→∞
P(|I4122(m)|¿7) = 0:
Proof. Let S˜ th = Z2t UthZ
2
t+h. Write
I4122(m) = I41221(m) + I41222(m);
where
I41221(m) =
xn
n
[p log(n)]∑
h=m+1
gn(h)
n−h∑
t=1
(2t 1{t6an} − E2t 1{t6an})S˜ th;
I41222(m) =
xn
n
[p log(n)]∑
h=m+1
gn(h)
n−h∑
t=1
2t 1{t6an}(S˜ th − ES˜th):
Now one can follow the lines of the proof of Lemma 6.8 with Sth replaced by S˜ th. Note
that ES˜th is also bounded by a constant; set q = (EA21)
1=2 and note that 0¡EA16 q
by Lyapunov’s inequality.
Hence
ES˜
2
th
220(EZ
4
0 )2
=
EU 2th
220
6
1
220
E

2

 h−1∑
j=1
At+h · · ·At+j+1Bt+j


2
+ 2B2t+h


= 1 + E

 h−1∑
j=1
h−1∑
j′=1
At+h · · ·At+j+1 · At+h · · ·At+j′+1


= 1 +
h−1∑
j=1
h−1∑
j′=1
(EA21)
h−max( j; j′)(EA1)|j−j
′|
6 1 +
h−1∑
j=1
h−1∑
j′=1
q2h−2 max( j; j
′)q|j−j
′|
T. Mikosch, D. Straumann / Stochastic Processes and their Applications 100 (2002) 187–222 221
= 1 +
h−1∑
j=1
h−1∑
j′=1
q2h−j−j
′
= 1 +

 h−1∑
j=1
qh−j


2
:
Secondly the term corresponding to (6.25) in Lemma 6.8 has to be treated by the
central limit theorem, see also Lemma 6.5.
Remark 6.10. As a matter of fact; the only place in the proof of Proposition 6.4; where
we made use of the assumption EZ80 ¡∞; was the proof of Lemma 6.8. We conjecture
that this assumption can be replaced by EZ"+80 ¡∞ for some positive 8.
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