We consider newtonian dynamics of N charged particles on the circle with nearest neigbour interaction with Coulomb repulsive potential r −1 . Also there is an external accelerating force which is nonzero only on a small part of the circle. We construct homogeneous solutions where the velocities of all particles are approximately equal and their density is approximately uniform. This gives a qualitative mathematical model for some features of the direct electric current (DC), in agreement with a suggestion by R. Feynman.
The interaction U between the particles is
where of course x N +1 = x 1 and V (x) = V (−x) = α r > 0, r = |x|
The case α > 0 corresponds to the Coulomb repulsive potential, that we consider here. Then the repulsive force is f (r) = − dV (r) dr = αr −2 It follows that the particles, during the movement, cannot change their order. gF (x) -an external accelerating force (assumed sufficiently smooth) with scaling parameter g > 0. The friction function a(v) is specified below. It defines the loss of kinetic energy via the interaction with external media. It is well-known that the solution of the system (1), for any initial conditions, exists and is unique on all time interval [0.∞), under sufficiently general assumptions on the functions F and a. However, to get more detailed information about trajectories, one needs sufficient efforts.
Effective force
Parameters and constants Throughout the paper we are dealing with macro and micro parameters and (absolute) constants. Absolute constants do not depend on the parameters of the model.
All our constructions are for N sufficiently large but finite -one cannot directly perform the limit N → ∞ because there will be different micro-scales, influencing on the macro-parameters. Macro-parameters L and F (x) are fixed (do not depend on N ), for example we put and put for convenience C(F, 0) = 1
Roughly speaking, our first approximation dynamics is
where V is a macro-parameter (the approximate velocity of particles). Micro-parameters
depend on N (they satisfy some conditions defined below), but we will omit index (N ). These numbers were some guide for us, but we could not fit them completely -g had to be assumed smaller than necessary.
Static configurations For any particle configuration (x
N < L the effective force, acting on the particle i, is
where
The following crucial result depends only on the parameter C α,g = α −1 g.
Lemma 1
Assume C α,g fixed or bounded as N → ∞, then for any sufficiently large N there exists configuration x 1 < ... < x N (assuming zero velocities) such that the effective force is the same for all i = 1, ..., N , that is there exists w such that f (x i − x i−1 ) − f (x i+1 − x i ) + gF (x i ) = w i = w, i = 1, ..., N
Moreover, for this configuration the following properties hold:
where L 0 is the length of the support of F (x).
Proof. Let us call ψ(x) = gF (x) − w the virtual force. Then the required configuration can be interpreted as a fixed point of N particle system for the external virtual force. The virtual force is potential if
Then the (virtual) potential of the virtual force is
and a required fixed point exists as a global minimum (in R N ) of the potential
If such minimum is not unique, we take anyone. The effective force w > 0 can be found from condition (3) . At the same time, summing up the equations (2), we get
Thus, the constant effective force equals
Assertion 1 of the Lemma was proved in Theorem 1 of [5] , see also [6] . Now let us prove the assertion 2 of the lemma. Summing up the equations (2) for i = 2, ..., k, we get
It follows that for sufficiently large N
The Lemma is proved. Remark 1 The assertion 1 of Lemma 1 says that the asymptotics of ∆ k does not depend on F . We say in this case that F is not seen on the microscale N −1 but only on the sub-microscale, see [6] and [5] . It follows that the density is macro-homogeneous. However, as it is clear from (5) and (6), on the interval where F (x) = 0, the distances between particles slightly increase in the clock-wise direction.
Main result -macro-homogeneous dynamics
For any sufficiently large N we shall prove existence of the dynamics for t ∈ [0, T ), T = T (N ) ≈ N , which we call macro-homogeneous on [0, T ). That is we shall prove that the following two properties hold as N → ∞:
1. (asymptotically homogeneous velocities) There exists constant (one more macro-parameter) V > 0 such that uniformly in i = 1, 2..., N and t ∈ [0.T ) the velocities
Assumptions We choose the simplest friction mechanism defined by the function which is linear in the (micro) vicinity of the macroparameter V
where A 0 and A > 0 are microparameters, coordinated with macroparameter V and microparameter w so that
Concerning the parameters, roughly speaking, there are two assumptions: g is small enough, in particular g ≪ A and
More exactly, it can be formulated as follows. For any sufficiently large N and some sufficiently small absolute constant ρ > 0
In particular, we will use below the first inequality in (9) more concretely
The following example shows that these inequalities provide non-empty and natural domain of parameters
with constants γ 1 > 2, γ 2 > 0, γ 3 > 0 and such that
Put also
Initial conditions We fix the initial configuration for the required dynamics as v i = V and x i are chosen as in Lemma 1, that is
) and it is convenient to choose the coordinate system by x 1 (0) = 0. Thus the initial effective force is zero.
We could choose the initial velocities as
where u k (0) could be assumed sufficiently small, but for convenience we always assume u k (0) = 0.
Main result
Theorem 1 Assume (8) and (9)-(10). Then for the chosen initial conditions (explicitely defined in the next section) there exists β > 0, not depending on N , such that the dynamics is macro-homogeneous on the time
Plan of the proof Choosing initial configuration x k (0) is a delicate matter. We did it in the previous section so that the effective forces acting on each particle are the same at time 0. This dynamics does not satisfy the main equations and we derive (in section 4) the equations for the deviations
It is very important that our choice of the initial conditions allows to exclude the constant component of the effective force in the equations for y k (t).
We fix the basic linear part of these equations for y k (t) and solve them (section 5). It is rather straightforward but demands delicate estimates. The rest linear and nonlinear parts of the equations are considered as the perturbation and demand some iteration procedure. The section 6 is devoted to convergence of this procedure and to stability estimates. To prove this we introduce special Banach space where the convergence holds, that also demands some nontrivial estimates. There are many similarities in the estimates -we tried not to repeat them. Finally, in section 7, we give some remarks and perspective.
In the rigorous proof we tried to be very accurate with micro-parameters, that is with the parameters depending on N . Absolute constants (we will meet finite number of them) are denoted c, c 1 , c 2 , ... and could be easily explicitely written but we did not do this because of no interest. Also sometimes we denote C(F ) a generic macro-constant depending only on F . Starting from section 5 we take L = 1.
Equations for the deviations
As the force F (x) is not translation invariant, the dynamics x k (t) = x k (0) + V t. cannot satisfy equations (1). We introduce the deviations y k (t) and their velocities u k (t) by
and rewrite the main equations (1) as equations for the deviations
For any function h(k) on the finite cyclic group {k :
and finite difference operators (discrete derivatives)
Sometimes we will use Leibnitz formula for discrete derivatives (concerning calculus of finite differences see [8] and references to classical papers therein)
Note that it differs from the standard Leibnitz formula for differentiation only by shift operators. As we will use it only for estimates from above, which are always uniform in k, the shift operators will not play role. Then
Applying −α∇ − to the first and second terms in the right-hand side of (15), and putting
As the first square bracket (that is the "effective acceleration force") is zero, we get the final form of the (differential-difference) equations
First of all, we shall study in detail a cut-off system
which we call the basic linear approximation and consider L i , i = 1, 2, 3 as perturbation terms. We take them into account in section 6.
From now on we put L = 1, N = N 1 . Denote y k,0 (t) the solution of equations (18).
Fourier transform
Denote
the Fourier transform Φ :
Put
, summing in k and dividing by M , we get the decoupled equations for
The characteristic equation
has the roots
then the roots are different and the general solution is
where for l = 1, 2
As y k (0) = 0 we have
Introduce the Fourier transform of u k (0)
It follows
From now on we assume for simplicity that u k (0) = 0 for all k, then
(garantied by the left inequality of (9)) then for any n = 0 the roots z 1,2 (n) are complex conjugate.
In the linear case we need only boundedness of C A,g and C α,g and condition (9). Under these conditions we will prove
and for any n = 0
Proof. We have for n = 0
As, by the left inequality in (9), Mα A 2 ∆ is sufficiently large, and 1 − cos 2πn
2 for some c 1 > 0 and any n = 0, then for l = 1, 2 from (24) we have
For n = 0 we have by (22) and (24)
and we need the following Lemma 3 For n = 0 we have
From (28) and this lemma we get
Now we can prove the following Lemma 4 Uniformly in k
This is the direct calculation via Fourier transform. We use inverse Fourier transform (20), thus we have only to sum up the terms of Lemma 2, this gives
We see that the main term corresponds to the zero mode. Noting that
and
We see that for the first and second differences the zero mode vanioshes, that gives better estimate. The Lemma is proved.
Proof of Lemma 3
To prove (29) note that for any t there is m(1, t) such that
and denote
Put m(k, t) = m(1, t) + (k − 1). Then
and uniformly in k |η k | ≤ 8C α,g ∆ This follows from (5) and the evident formulas
Then we can writẽ
where |θ k | ≤ γ + |η k | and we used (34). But
and moreover
To prove (30) is more difficult: one should obtain maximal cancellation by carefully grouping the summation and integration terms. Denote
For any pair (k, m) and any t define the set T (k, m) = T (k, m, t) ⊂ [0, t] as follows: t 1 ∈ T (k, m) iff
Note that for given k the sets T (k, m), m−1, ..., N, are disjoint, similarly for given m the sets T (k, m), k−1, ..., N, are disjoint. The set T (k, m) consists of disjoint intervals In fact, from (5) it follows that
Then the assertion follows from
Lemma 5 is proved. We can writê
and for any m
Take one of the regular intervals J 0 = J i (k, m), then there exists t 0 ∈ J 0 such that
for some 0 ≤ ϑ ≤ V (t 1 − t 0 ). After integration over J 0 the linear term in the right-hand side of (37) vanishes due to symmetry w. r. t. t 0 , constant terms cancel with the corresponding terms in the last sum in (36), and as a result we get
The sum of such terms (for given k) over m and over all J i (k, m) has the upper bound
Taking into account the factor 1 N , we have the same bound after summation over k. Consider now non-regular intervals, For the initial intervals we write the expansion similar to (37), taking t 0 = 0. Then as above, the constant terms cancel and the linear terms, after integration give bound C(F, 1)∆ 2 . The end intervals J β , if there is some x m (0) ∈ J β , are treated similar and give the same bound. If there are no such x m (0) ∈ J β then we consider the union J β−1 ∪ J β and do the same procedure. As there are not more than 2N such intervals, the bound will not depend on t. Namely. this give the bound
Taking all together, namely Lemma 5, (38) and (39), we get (30).
Nonlinear integral equations
We shall prove the Theorem by taking into account linear and non-linear terms which we skipped in the basic linear approximation (18). Remind that we assume for simplicity u k (0) = 0 and thus
as functions of k and t, given y k (t) and denote
(we will write down them explicitely below). Applying Fourier transform to (17) we get the main system of equations in Fourier form
Similarly to (23) we get the system of integral equations for H(n, t)
with the non-linear integral operators, acting on H,
and the free term (that we have studied above)
Define the Banach space
and for n = 0
It follows that for any n sup
and thus for any subset Q ⊂ {0, 1, ..., N − 1}
Note that
Further on we put for any 0 < β < 1 not depending on N
We shall prove that Banach fixed point theorem defines the unique solution in B T .
Lemma 6 There exists γ > 0, not depending on N and such that for any sufficiently large N the ball
is invariant with respect to any operator K,K j , K j,l and for any H 1 , H 2 ∈ B T for some q < 1
In particular, it follows from Lemma 2, that η ∈ D(T, γ). It follows that there exists unique solution and we can solve the equation (40) by the standard iteration. We will prove Lemma separately for each K j,l with sufficiently small q's.
Bounds for L 1 Consider two function y k (t) and z k (t) of k and their Fourier transforms
Using Taylor expansion we have for some
We shall consider firstly the linear term
Using the convolution formula
and for any 0
Symmetrically for N 2 ≤ n < N .
Proof. As for any tˆS
we have
For n = 0 we can use the following summation-by-parts formula
To end the proof we shall prove a general assertion which will be used also in further estimates.
Lemma 8 If the function χ(n, t) satisfies the bounds (46) and (47) then under conditions (9,10) the operator
satisfies the bound (44) with q sufficiently small.
Proof. As in (23) we have by definition
Firstly, for l = 1 consider, under sup n , the case n = 0, namely
For the case n = 0 we have from (24), similar to (27),
The sum of the terms with n 1 = n does not exceed c 
If l = 2, the case n = 0 is similar to above. For the worst possible term with n = 0, z 2 (0) = 0 we have
0 ||H|| ≤ 2C A,g C(F, 2)t∆||H|| with n 1 = 0 is small as C A,g ∆t < cβ The sum of the remaining terms (with n 1 = 0)
is small by the right inequality of (9).
The second (nonlinear) term
is intuitively simpler because of the additional small factor z k . Using the Fourier transform χ 1 ⋆ H(n) is treated similarly to the first term, where instead of χ(n, t) one should take
We will need only the obvious bound
but we can prove more. In fact, we have by (42) and (43)
as (9) gives
The same holds for |z k | and then also |θ k |, |θ ′ k | ≤ c∆ This shows that the estimates of Lemma 7 hold also for χ 2 (n, t), with the same proof.
Then by (42) and (50)
Then using lemma 8, we get the result. The third term in (45) is treated similarly.
Bounds for L 2 We have
This easily follows from Lemma 1, series (5) and bound (35).
Lemma 10 For q = 1, 2 the operators
Proof. We shall demonstrate the (straightforward) calculation for q = 2. The case q = 1 is quite similar and even easier (because of ∆ 2 factor). For l = 1, as in (23) we have by definition and by (31)
Consider, under sup n , first the case n = 0, namely
After multiplying on α∆ −3 we get
For the case n = 0 we have, similar to (27),
The case n = 0 is similar to above. For the worst possible term with n = 0, z 2 (0) = 0 we have,noting that the term with n 1 = 0 is zero,
as
The last bound follows from (10). The lemma is proved.
Bounds for L 3 We shall consider the m-th term L 3;m of L 3 in the series (16)
The convergence of the series in m will follow from the obtained bound for L 3;m . Using the Leibnitz formula (14) we can rewrite the first term as follows
Its Fourier transform will be
where ζ 1 (n, t) = Φ(−α 1 ∆ Also by (33)
Then we have the result similarly to (53). The second term is treated similarly. It is interesting to note that nonlinear terms demand less restrictive bound than (10).
Comments
There are many problems left.
1. Most irritating and interesting is however only one: to include the ionic lattice to the model of strongly interacting electrons. May be a satisfactory picture can be obtained only on the quantum level. However on the quantum level it is not clear even how to write down the Schroedinger equation because the external field F (x) is not potential on the circle.
2. With our methods we could not prove stability for any time t ∈ (0, ∞) because of the zero mode problem, that is existence of zero root for n = 0. Additional linear term proportional to y k in the basic equations (13) could easily solve this problem but I could not obtain this term as a result of realistic interaction with the ionic lattice.
3. Our assumption concerning smallness of g is too restrictive at least in two points. Firstly, if α −1 g is bounded then the space scale N −2 controls the effective forces acting on the electrons. If α is smaller than g, then this scale will be in-between N −1 and N −2 , but when it becomes comparable with the scale N −1 , then the macroscopic homogeneity will be lost. In particular, the macro-velocity V may depend on the distance from the support of the external force.
4. Secondly, the worst perturbation term is the linear term L 2 . Possibly, more refined techniques allow better estimates.
