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ABSTRACT
IEEE 802.11 is implemented in many wireless networks, in-
cluding multi-hop networks where communications between
nodes are conveyed along a chain. We present a modeling
framework to evaluate the performance of flows conveyed
through such a chain. Our framework is based on a hier-
archical modeling composed of two levels. The lower level
is dedicated to the modeling of each node, while the upper
level matches the actual topology of the chain. Our approach
can handle different topologies, takes into account Bit Error
Rate and can be applied to multi-hop flows with rates rang-
ing from light to heavy workloads. We assess the ability of
our model to evaluate loss rate, throughput, and end-to-end
delay experienced by flows on a simple scenario, where the
number of nodes is limited to three. Numerical results show
that our model accurately approximates the performance of
flows with a relative error typically less than 10%.
Categories and Subject Descriptors
C.4 [Performance of Systems]: Modeling techniques
Keywords
Multi-hop wireless chains; Markov Chains; performance eval-
uation; IEEE 802.11 modeling
1. INTRODUCTION
IEEE 802.11, based on CSMA/CA principles, is one of
the leading communication protocols for wireless networks.
Its deployment has been largely supported by its distributed
property as well as by the simplicity and the low cost asso-
ciated with its implementation. Various underlying topolo-
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gies for IEEE 802.11 exist. Clearly, the most frequent ex-
ample is the infrastructure network, commonly referred to
as a WiFi hotspot, where communications occur exclusively
between nodes and the access point. Other examples in-
clude multi-hop wireless networks, where communications
between nodes may involve relay nodes, that act like for-
warding entities.
Throughout this paper we refer to the sequence of nodes
involved in the communication between two nodes as being
a chain. The behavior and associate performance of such
a chain can not be easily derived since the latter is subject
to many factors, e.g. the number and position of nodes in
the chain, and it may exhibit complex phenomena like the
freezing period of backoff, the hidden node problem, etc.
Despite these intrinsic complexities, analytical models can
represent a convenient means to forecast and explain the
performance of flows travelling along a multi-hop wireless
network. However, only few models have been proposed for
characterizing their behavior. Indeed, most of the analytical
studies on IEEE 802.11 are devoted to either cell networks,
or multi-hop networks with single-hop flow [2, 11, 5, 9]. Con-
sidering the few works dealing with multi-hop flows [1, 6],
they consider simplifying assumptions (e.g. buffers with infi-
nite length to queue extra datagrams, ideal physical layer for
transmitting frames, specific scenarios where the network is
overloaded or even totally saturated) that significantly devi-
ate from some of the fundamental properties arising in IEEE
802.11 chains, and thus they may not be accurate when ap-
plied to realistic scenarios.
We present new a modeling framework to evaluate the
performance of a flow conveyed through a chain. Our frame-
work is based on a hierarchical modeling composed of two
levels. The lower level is dedicated to the modeling of each
node, while the upper level takes into account the actual
shape (topology) of the chain. Thus, given the shape of the
actual chain, the channel degradation pattern due to Bit
Error Rate and the rate of the flow conveyed through the
chain, the model delivers approximate values for customary
performance parameters, e.g. loss rate, throughput, end-to-
end delay, using a simple fixed-point iteration between the
two modeling levels.
The remainder of the paper is organized as follows. Sec-
tion 2 reminds the principles of IEEE 802.11 protocol and
describes the considered scenario in this work. Section 3
presents our modeling framework. In Section 4, we compare
the performance delivered by our model with the actual ones
coming from a discrete-event simulator. Section 5 concludes
this paper.
2. SYSTEM DESCRIPTION
2.1 IEEE 802.11
In this section, we remind the main principles of IEEE
802.11 DCF protocol [7]. Basically, the transmission of a
datagram occurs as follows. First, the node continuously
senses the channel until the latter is found to be idle for
a time DIFS. Second, the node postpones the transmission
of the frame associated to this datagram by a time whose
length is randomly drawn within an interval determined by
the contention window (also denoted CW hereafter). This
latter delay is expressed as a number of slot times and is
referred to as the backoff. Then, the backoff value is contin-
ually decremented (by one) whenever the channel is sensed
idle during an entire slot time. If the channel is sensed as
busy, the backoff value remains constant. It is said to be
in freezing state. The backoff quits this freezing state, and
hence resumes its decrement, if the channel is sensed idle
during a DIFS period. As the backoff value reaches zero, the
node can start its transmission. Note that a backoff period
can be interrupted several times due to multiple transmis-
sions in its neighborhood.
A node considers that its frame has been successfully trans-
mitted to its neighbor node when it receives the acknowl-
edgment. If the node does not receive an acknowledgment
before a timeout, which includes a SIFS, it assumes the cor-
responding frame has been lost, and thus attempts to re-
transmit it up to a given limit [7]. Note that at each retrans-
mission of a frame, the contention window size is doubled. If
the transmission of a frame as well as the following retrans-
missions fail, the node simply discards the corresponding
datagram. Finally, each successful transmission of a frame
(as well as a complete discard) resets the contention window
to its initial value.
IEEE 802.11 includes an optional mechanism to avoid col-
lisions, known as RTS/CTS. When activated, prior to each
frame transmission, a node sends a RTS (Request-to-Send)
frame and should receive a CTS (Clear-to-Send) frame in
the aim of getting exclusive use of the channel. Note that
since RTS/CTS has been shown to be inefficient in the case
of a chain [12], we did not consider it in our study.
2.2 Studied chain and associated scenario
We consider the case of a wireless multi-hop chain with
N nodes (labeled from 1 to N). We now itemize the main
assumptions regarding our system. First, each node can
only communicate with its 1-hop neighbors. Second, the
carrier sense range of each node covers all its 2-hop neighbor
nodes. Third, we consider a non-perfect physical layer that
affects the channel quality, and can cause erroneous frame
transmissions. We assume that the Bit Error Rate (BER)
does only depend on the distance between nodes. Here, we
use the values reported in [8].
We assume that the network chain conveys a single flow,
starting at one border node and traveling up to the other
border node. The flow may represent the traffic generated
by a single (or multiple) user or application. A flow is com-
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Figure 1: A multi-hop chain with a single flow and
N=6 nodes.
posed of equally sized datagrams. The rate at which this
flow generates datagrams determines the level of workload
of the chain. Note that our system will be described as being
in saturation if the flow always have datagrams to be sent
across the chain. Figure 1 illustrates a possible example of
our system with 6 nodes. As exhibited by this figure, nodes
in the chain do not have to be aligned along a straight line,
nor being equally spaced as long as they meet the assump-
tions mentioned above.
We now detail the scenario that will be used as case study
throughout the next sections. In this scenario, we consider
a multi-hop chain with N=3 nodes that conveys a single
flow travelling from node 1 to node 3 through node 2. We
position node 2 at different distances in between nodes 1
and 3, and we consider several levels of rates for the flow
workload. Clearly, the performance of the flow will vary
against the distance between the nodes since each distance
leads to a different BER, and thus to a different rate of
erroneous frame transmission. Although this scenario does
not face the hidden node problem (since all nodes are in the
detection range of each other), it has to cope with several
other issues, e.g. heavy dependence between nodes, freezing
periods of the backoff, recurrent starvation of the relay node.
3. HIERARCHICAL MODELING
We have developed a hierarchical modeling framework
for performance evaluation of a general multi-hop wireless
chain. Our model is made of two levels: 1) a global high-
level queueing network model and 2) several local low-level
Markov chain models. In the global model, each queue is
associated with a node of the wireless chain, and the rout-
ing between queues matches the topology of the chain. In
order to parameterize the global model, we use several local
Markov chain models, each one being associated to a given
queue of the global model, i.e., to a given node of the chain.
As a first step in the development of this general framework,
we describe our hierarchical model on a simple scenario in
Sections 3.1 and 3.2. As detailed in these two subsections,
the inputs of the global model are the outputs of the local
models, and vice versa. The performance of the resulting
model will thus be the solution of a fixed-point iterative al-
gorithm described in Section 3.3.
3.1 Global model
As explained before, in this paper we restrict the descrip-
tion of the model to a simple scenario made of three nodes,
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Figure 2: Global queueing model.
1, 2 and 3, although we believe it can be extended to more
complex scenarios. Node 1 generates a flow of datagrams
to transmit to node 3, through relay node 2, which has an
intermediate position between 1 and 3. We naturally asso-
ciate with this scenario the queueing network depicted in
Figure 2. The customers of this queueing model are the
datagrams of the wireless network and both queues have
a single server modeling transmission of datagrams. Every
single queue of this network corresponds to a node of the
system that has to transmit datagrams, i.e., nodes 1 and 2.
Indeed, in our simple scenario, node 3 is the receiver and
only sends acknowledgment frames.
Each queue i of the model has a single server with rate µi
and a finite capacity Ki that matches the buffer size of the
wireless cards. These finite capacities will result in datagram
losses due to buffer overflows. As illustrated in Figure 2, our
model also takes into account the other potential cause of
datagram losses, that again closely matches IEEE 802.11
specifications, which corresponds to excessive retransmis-
sions. In our model, we consider that, after seven unsuccess-
ful frame transmissions, a datagram is discarded [7]. Finally,
it is important to emphasize that our model is a queueing
network with a routing that matches the chain structure of
our wireless system. Hence, the average number of data-
grams that a relay node receives by unit of time and has
to transmit over the radio channel, matches the average
number of datagrams by unit of time that have been cor-
rectly transmitted without error by the preceding node in
the chain. As will be seen in the Section 4, this implies
that, even in a saturated case where one border node of the
chain has always datagrams to transmit, nodes “in the mid-
dle” of the chain may not be saturated and can even suffer
from starvation. This starvation has a significant impact on
the performance of the system.
One important feature of our model lies in the definition
of the service times of the different queues. For queue i
(i = 1 or 2 in our initial simple scenario), the service time of
the queue represents the time separating the instant when
a datagram is ready to be sent by node i over the radio
channel, from the instant where it is either acknowledged
or discard because of excessive retransmissions. The service
time of a customer of the model thus includes transmission
times of all frames that are necessary to transmit the data-
gram, as well as backoff times preceding any transmission,
freezing times of backoff periods due to canal occupation by
other transmissions, and all required protocol delays (DIFS,
SIFS, timeout).
The originality of the model is to include the freezing
time of a backoff in the definition of the service of a data-
gram. By doing so, the model works around the complexity
of representing the strong synchronization between the dif-
ferent nodes of the system, namely the fact that, when a
node transmits, it not only prevents nodes (that can sense
its transmission) to transmit, but also freezes all ongoing
backoffs. Instead, we opt for decoupling the two queues of
the global model, by including in the definition of the ser-
vice time of each queue, the average freezing time caused by
transmission of the other one. We come up with a desyn-
chronized queueing network model of a strong synchronized
system. We really believe that this feature will be crucial to
scale up our model to larger scenarios.
In order to solve our queueing model, we first decompose
it into two isolated single queues, as illustrated in Figure 3.
It is important to emphasize that this was not necessary
for the scenario we consider (with only two queues), as we
could, under certain assumptions, solve this open queueing
network. However, we wanted our methodology to be easily
generalizable to more complicated and realistic scenarios,
including more than three nodes and independent flows in
opposite directions. By decomposing the global model into
single queues, we believe that this approach can be extended
pretty easily to other scenarios.
The first assumption of this decomposition, consists in as-
suming that the arrival process at each queue of the network
is a Poisson process, resulting in two isolated M/G/1/K
queues. Assuming that datagrams are generated by the
source (node 1) according to a Poisson process is a clas-
sical assumption, made in many papers [2, 4]. Let λ1 be
the rate with which datagrams are injected in the network.
Though, in our original queueing model, the output process
of queue 1 is generally not Poisson, this assumption will not
have a significant impact on the accuracy of the model and
drastically simplify its solution.
The second approximation we make, always with the ob-
jective of making the model easily tractable and expand-
able, is to consider that the service times of the two iso-
lated queues are exponentially distributed. The resulting
model thus consists in two isolated M/M/1/K queues (see
Figure 3) and is therefore very easy to solve, provided that
we know the values of the service rates µ1 and µ2, as well
as those of the datagram loss probabilities pd1 and pd2 due
to excessive retransmissions (outside buffer overflows that
are performance parameters of the queueing model). We
will derive in the next subsection the estimation of the ser-
vice rates. Now, as we are only interested here in datagram
loss probabilities resulting of seven consecutive unsuccessful
frame transmissions, their expressions can directly be ob-
tained from frame error probabilities pf i as:
pdi = pf
7
i
(1)
A frame transmission error can be the result of the BER
(Bit Error Rate) or a collision with another node transmis-
sion. In our simple scenario, we assume that the three nodes
are within each other carrier sense range, and we can thus
consider that no collisions take place in this system. The
frame error probability pf i can then be classically estimated
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Figure 3: Decoupled queueing model.
from the BER that is function of the distance between the
sender (say node i) and the receiver (node i+ 1), extracted
from manufacturers card specifications [8].
All performance parameters of our global queueing model
can then be obtained from the well known results of the
M/M/1/K queue. The output throughput of station i, cor-
responding to the average number of datagrams that are
correctly transmitted by unit of time from node i to node
i+ 1, is:
Xi = µi(1− pii(0)) (2)
where pii(n) is the probability of having n customers in the
i-th M/M/1/K isolated queue.
The average number of customers in queue i, correspond-
ing to the average number of datagrams waiting or in trans-
mission at node i, is given by:
Qi =
Ki∑
n=1
npii(n) (3)
From Little’s law, we can derive the mean sojourn time of an
admitted customer in queue i, corresponding to the average
time a datagram that is not lost because of buffer overflow,
stays in node i before being transmitted to node i + 1 (or
discarded because of excessive retransmissions):
Ri =
Qi
Xi
(4)
The utilization of queue i, corresponding to the proportion
of time node i is not empty, is:
U i = 1− pii(0) (5)
And finally, from PASTA theorem, we can obtain the re-
jection probability, corresponding to the probability that a
datagram is rejected because the buffer of the destination
node is full at its arrival instant:
pri = pii(Ki) (6)
3.2 Local models
In order to estimate the missing parameters of the global
queueing network model, i.e., the rates µi (i = 1, 2) of the
two M/M/1/K queues, we propose to associate with each
queue, a Continuous-Time Markov Chain (CTMC) describ-
ing precisely the transmission process of a node according
to the IEEE 802.11 DCF protocol.
Throughout this subsection, we will then focus on the
CTMC associated with each single queue i of the global de-
composed model (i = 1 or 2). The objective of this CTMC
is to provide an estimation of the mean service time Si,
inverse of the service rate µi, of the associated M/M/1/K
queue i. To do this, the CTMC has to precisely describe the
succession of the different states a node has to go through
in order to transmit a datagram over the wireless channel.
The CTMC is depicted in Figure 4 and is globally made of
seven “lines”, each one corresponding to a given stage k of
the backoff and modeling the backoff time preceding the k-th
transmission of a given datagram (provided the k−1 preced-
ing transmission of the datagram were in error). Recall that
a maximum of seven unsuccessful transmissions is consid-
ered for a same frame associated to a datagram, after which
the datagram is discarded. In order to simplify the drawing
of this CTMC and the derivation of its performance param-
eters, we remove in the following, unless necessary, the index
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Figure 4: Local CTMC model for each node.
i from all notations (and use for example β instead of βi).
Let us however remind that there is a CTMC (with different
parameters) associated with each transmitting node i.
As explained in Section 2, any transmission attempt starts
with a DIFS time and then enters a backoff procedure, that
can be interrupted anytime when the node senses a busy
canal, and ends with a transmission time, that can be ei-
ther successful leading to the “end of service” state with
a rate
1−pf
T
, or in error bringing the process to the next
stage of the backoff with a rate
pf
T
. In these rates, pf is the
frame error probability and T is the average of a time corre-
sponding to the transmission of a frame plus the defer time
SIFS plus a timeout value corresponding to the duration of
an acknowledgment. A state {k, j} corresponds to the k-th
stage of the backoff (i.e., the k-th transmission attempt of
the datagram) with an actual contention window equal to j
(j ∈ [0,Wk − 1]). Exiting the k-th “DIFS” state, the pro-
cess randomly chooses any state {k, j} or the transmission
state with a uniform probability (equal to 1
Wk
). From any
state {k, j}, we can either reach state {k, j − 1} (or trans-
mission state if j = 0) if the canal has remained idle during
the current time-slot, or reach a “freeze” state if the canal
has been sensed busy. The corresponding rates are denoted
α and β. α is simply the inverse of a time-slot duration
and is fixed by IEEE 802.11 specifications. The inverse of
β corresponds to the time separating two backoff freezing,
provided that the node is in backoff. The rate out of any
“freeze” state is γ, whose inverse corresponds to the freezing
duration, which is nothing, in our simple scenario, but the
transmission time of the other node (including the return-
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Figure 5: Illustration of the relation between β, np
and B.
ing time of the acknowledgment) plus a DIFS time that is
always deferred before any backoff retake.
As a result, most of the parameters of this CTMC come
directly from IEEE 802.11 specifications, except the frame
error probability pf and the rate β. As developped in Sec-
tion 3.1, the frame error probability can be classically esti-
mated from the BER and the distance between the consider
node and the next one in the chain. Estimating the last
remaining parameter β is much more difficult and we now
turn our attention to it.
As explained before, it is easier to consider the inverse of
parameter β which corresponds to the mean time between
two successive backoff freezing (provided a node is in back-
off). This quantity is related to the average number of freez-
ing of the backoff of the considered node i, denoted as np
and the mean backoff duration B. This is illustrated in Fig-
ure 5, where the hashed areas correspond to freezing periods
of the backoff. If we assume that a) each backoff is paused
exactly one time, we can see from the figure that, in aver-
age, 1/β = B; b) each backoff is paused exactly two times,
2 × 1/β = B; and c) each backoff is paused exactly three
times, 3 × 1/β = B. We can easily extend these results to
an average number of pauses in the backoff, np, and obtain
the following (pretty intuitive) relation:
np
β
= B (7)
It turns out that parameter β can be directly obtained from
the estimation of the average number of backoff freezing and
the mean backoff duration. This last parameter can easily
be estimated from the following average:
B =
CW1
2
f1 +
(CW1+CW2)
2
f2 + · · ·+
(CW1+CW2+···+CW7)
2
f7
f1 + 2f2 + · · ·+ 7f7
(8)
where CWj is the size of the contention window at the j-th
frame transmission attempt by assuming an initial CW of
31 and a maximal CW of 1023, see Section 4):
CWj = max(2
4+j − 1, 1023) (9)
and fj is the probability that the transmission of a datagram
requires exactly j frames, and can be derived from the frame
error probability as:
fj = p
j−1
f (1− pf ) for j ≤ 6 and f7 = pf
6 (10)
Now it remains to estimate the average number of pauses in
the backoff of a node. Let us remind that the backoff of a
given node i is paused whenever any node j in the carrier
sense range of i makes a transmission. Now going back to
T1 B T1
time
B B
T2 T2
B T1B B
T2 T2
Figure 6: Relation between transmissions in neigh-
bor nodes and backoff freezing in a saturated case.
our simplified scenario (with 3 nodes, but where only node 1
and 2 transmit datagrams), let us consider backoff of node 1.
Figure 6 illustrates the successive transmissions of node 1 in
a saturated case, i.e., when node 1 has always datagrams
to transmit. In this case, between two frame transmissions
there is always a backoff that is paused by transmissions
of node 2. The average number of pauses of each backoff
is thus equal to the average number of frame transmissions
of node 2 in between two conscutive frame transmissions of
node 1. If we denote by F i the average number of frames
transmitted by node i by unit of time (i = 1, 2), we thus
have: np1 =
F2
F1
. (Note that we need here to put back the
indexes corresponding to nodes in the notations.) We now
consider the general case where node 1 is not saturated, il-
lustrated in Figure 7. Between two transmissions there may
occur an idle time (of average duration x on the figure) be-
fore the beginning of the backoff. Some transmissions of
node 2 freeze the backoff of node 1, whereas others do not
(because they happen during idle periods of node 1). The
average number of pauses in the backoff of node 1 has thus
to be adjusted with a corrective factor δ1 as: np1 =
F2
F1
×δ1.
This corrective factor corresponds to the proportion of time
node 1 is idle between two successive frame transmissions:
δ1 =
y
x+y
. The final question relies on estimating the frame
throughput F i, as well as the corrective factors δi. Intu-
itively, the average number of frame transmissions by unit
of time F i is related to node i datagram throughput Xi and
the corrective factor δi is related to node i utilization U i. It
turns out that both quantities are performance parameters
that can be derived from the global model described in the
previous subsection.
First, the frame throughput F i can easily be obtained
from the datagram throughput Xi of M/M/1/K queue i of
the global model, by multiplying it by the average number
of frame transmissions necessary to transmit a datagram:
F i = Xi nf i (11)
where nf i is expressed from the fn probability as:
nf i =
7∑
n=1
n fn (12)
T1 T1
time
B B
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T1B B
T2 T2
x y z
S1
Figure 7: Relation between transmissions in neigh-
bor nodes and backoff freezing in a non-saturated
case.
Then in order to obtain the correcting factor δi, we first ex-
press the utilization U i of queue i with notations of Figure 7:
U i =
Si
Si + x
(13)
and use it in the expression of the corrective factor:
δi =
y
x+ y
=
Si − z
Si
1−Ui
Ui
+ Si − z
(14)
where z is just the actual transmission time of a frame.
Finally, by using together previous equations, we get the
following expression for the missing parameters βi:
βi =
Xjnf j
Xinf i
δi
B
(15)
with the convention that j = 2 if i = 1, and j = 1 if i = 2.
Now that all the parameters of the CTMC have been es-
timated, we can use it to get a fair estimation of the service
rate µi of the associated M/M/1/K queue i. The inverse of
this rate corresponds to the average time that is necessary
to reach the state “end of service”, starting from the first
“DIFS” state of the Markov chain, and is given by:
1
µi
= t0 + pf i × (t1 + pf i × (t2 + ...+ pf i × t6))))))) (16)
where tk corresponds to the average time spent by the pro-
cess in “line” k of the CTMC:
tk = DIFS +
Wk
2
× r + T (17)
and r is the average time spent in any pair of loop states
({k, j}, {freeze}):
r =
1
α
×
(
1 +
β
α
)
(18)
3.3 Fixed-point solution of the model
As developed in the two previous subsections, the global
model takes as an input the service rates µi of all queues and
provides the global performance parameters, among which
datagram throughputs Xi (relation (2)) and node utiliza-
tions U i (relation (5)). Conversely, the local models assume
known values of datagram throughputs Xi and node uti-
lizations U i to parameterize the CTMCs (thanks to rela-
tions (8)-(15)) and give estimations of the service rates µi
(relations (16)-(18)). It is then quite obvious to resort on a
fixed-point iteration to obtain the values of the subsequent
parameters. We detail the iterative procedure below:
0. Initialize rates βi (with non-absurd values, e.g. by tak-
ing npi = 1).
1. Calculate the service rates µi by solving the CTMC
associated with each node i of the chain (equation (16)-
(18)).
2. Solve the global queueing model and derive its perfor-
mance parameters (equations (2)-(6)).
3. Update rates βi (equations (8)-(15)).
4. Repeat algorithm until convergence.
Once the algorithm has converged, we can obtain the perfor-
mance parameters of interests from the well parameterized
global model: the average throughput of datagrams that
DIFS 50µs
SIFS 10µs
Time slot 20µs
Contention window size (min,max) 31, 1023
Frame transmission limit 7
Table 1: IEEE 802.11 parameters
have reached the destination without error, X2, the data-
gram rejection probabilities at both nodes, pr1 and pr2, and
the end-to-end delay of correctly transmitted datagrams,
R1 +R2.
4. NUMERICAL RESULTS
We simulate the scenario described in previous sections
with Network Simulator 2 (ns-2.35) [10], which is tuned to
incorporate a non-perfect physical layer implementation in
wireless transmissions [3]. Nodes 1 and 3 are fixed, 500m
away from each other. The relay node can be positionned
in several spots within the interval [110m,390m] away from
node 1. The communication and carrier sense ranges cover
399m and 700m, respectively. The links capacities are con-
figured at 11Mb/s, using a 2-ray ground propagation model.
We compare the results of our model with those delivered
by simulation, for different levels of workload. In our simu-
lations, similarly to our model, datagrams are generated by
the source according to a Poisson process. Datagrams have
a size of 1500 bytes while acknowledgments are limited to
14 bytes. For both queues we set the buffer size to 50 data-
grams. We remind that no RTC/CTS handshake mechanism
is used. All the other used values of the IEEE 802.11 pa-
rameters are given in Table 1. Note that our model can use
and be adapted to any value of the IEEE 802.11 parameters.
Figure 8 compares the mean values of the service time
of a datagram (as described in Section 3.1) obtained with
our model with the values collected from simulation, with a
workload of 6Mb/s and for different relay positions. As seen
in this figure, the service time, which is a key parameter for
our model, closely matches the values of the simulation, with
a difference between both results smaller than 10%. Over-
all, the model presents good performance for most of the
positions of the relay node. The existence of a high BER
affects the results of our model for the extreme positions.
As expected, when node 1 (source node) is distant of the
relay node, we see the service time in the first queue be-
ing multiplied by a factor of 10. Nevertheless, our model
satisfactorily represents this behavior.
Figure 9 shows the mean time spent in backoff freezing
before transmitting a frame, another key parameter of our
model. For a workload of 6Mb/s the accuracy of our model.
The relative error between the results is less than 10% for the
worst cases and typically less than 5%. For the relay node,
the mean values of backoff freezing increase substantially
when this node is distant from the destination (node 3). This
is due to losses by BER, which increases with the distance.
The necessary retransmissions yield greater contention win-
dows, which increases the probability that a neighbor node
transmits and freezes the backoff decrement. For the source
node, this behavior is not observed, despite the elongation
of the mean backoff duration due to losses. If few datagrams
are correctly transmitted from the source, clearly the relay
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Figure 8: Mean service times of datagrams for a
workload of 6Mb/s.
node will very likely go to starvation. Therefore, it will not
be able to freeze the backoff decrement at the source node.
This behavior shows that there is no symmetry between the
source and relay nodes, which may not be obviously initially.
Figure 10 shows the performance of our model, regarding
the mean throughput of a node, datagram rejection proba-
bility by buffer overflows and mean end-to-end delay. These
performance parameters correspond to characteristics of our
model, as seen in Equations (2), (6) and (4). Figure 10(a)
shows the throughputs of both nodes obtained from our
model and from simulation, for a workload of 3Mb/s. Under
these circumstances, depending on the actual distance be-
tween nodes 1 and 2, node 1 can be in saturation. We clearly
see that the relative error between the results of our model
and those from simulation is very low (around 3%). In a
wide range of relay positions (between 150m and 350m), we
see that the system is capable of conveying the entire work-
load. On the other hand, when source and relay nodes are
close, the throughput of node 2 decreases due to high BER
and the network can not cope with the workload. In the
other extreme position (source and relay nodes are distant),
due to BER, there are more retransmissions for node 1 with
consequent service time elongation and buffer overflows in
node 1. Figure 10(d) shows that, when the system work-
load is set to 6Mb/s, the best performance of the system
are obtained in several points around the middle position
for node 2, where the effect of BER is less significant. With
this workload, the system is not capable of conveying all
datagrams and is in saturation (buffer overflows).
Figure 10(b) and 10(e) compare the datagram rejection
probabilities of our model with simulation, for the same lev-
els of workload. The accuracy of our model is clearly seen,
since the relative error, when comparing to the simulation
results, remains low for both cases (less than 5%). The re-
jection probability for the relay node is significantly more
important when it is close to source node. This is due to
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Figure 9: Mean backoff freezing duration for a work-
load of 6Mb/s.
the high rate of arriving datagrams from node 1 and to the
frame losses between nodes 2 and 3 due to high BER. These
losses increase the frame retransmissions and the mean ser-
vice time of a datagram for node 2, which leads to a higher
buffer occupation. Regarding the source node, it also loses
several datagrams by buffer overflow whenever the BER is
important. Moreover, for the workload of 6Mb/s, the chain
is not capable of conveying the entire workload, and data-
grams are rejected by the source node.
Finally, Figure 10(c) and 10(f) show the mean end-to-end
delay of a datagram. The relative errors between our model
results and those from simulation are low, ranging from 3%
(best cases) up to 10% (worst cases). As expected, these
values increase significantly when the BER is more impor-
tant (long distances between nodes), leading to values up to
12 times larger when compared to the best cases around the
middle position. To the best of our knowledge, our model is
the only one to also estimate this performance parameter.
Given the accuracy of our model, we believe it can be used
as a prediction tool to forecast the flow performance for
different positions of the relay node. Figure 11 shows the
behavior of the system throughput for several workloads,
ranging from 0.1Mb/s up to 8Mb/s, and for five different
distances between source and relay nodes. We can see the
impact of saturation in the overall throughput, when the
relay node is 150m away from the source. This scenario
presents a performance degradation when the workload ex-
ceeds a certain limit (around 3.2Mb/s). This behavior can
be exacerbated for other scenarios, and a prediction tool is
thus of high importance, in order to to prevent the system
from such a performance degradation.
We have also developed and validated a model for the sce-
nario where two independent flows are conveyed throughout
the chain, each starting at one border node and traveling up
to the other border node. However, due to space constraints,
related results are not presented in this work.
5. CONCLUSION
In this paper, we present a hierarchical modeling frame-
work to evaluate the performance of flows conveyed through
a multi-hop wireless chain. This latter approach is thought
to deal with different topologies of the chain, can handle
various channel degradation patterns due to Bit Error Rate
and can be applied to flows with rates ranging from light
to heavy workloads. The resulting model is simple to im-
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Figure 10: Mean throughput (a,d), rejection probability by buffer overflow (b,e) and end-to-end delay (c,f).
plement and to parameterize. Its solution is easily obtained
using a simple fixed-point iteration.
We validate our modeling framework on a simple scenario
where the number of nodes in the chain is limited to three,
yet the positioning of the relay node and the rate of the in-
coming flow may vary significantly. We compare the values
provided by our modeling approach for customary perfor-
mance parameters, e.g. loss rate, throughput, end-to-end
delay, with simulation. Numerical results show that our
model is able to accurately approximate the performance
of flows. The relative difference is in general less than 10%.
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