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Abstract
Speech recognition is no longer a technology of the future and is now broadly adopted in many products. Some solutions use low
power, always on keyword spotting techniques to wake up the device before engaging the large vocabulary continuous speech 
recognition engine. This staged approach decreases power consumption and increases noise robustness. This paper presents a 
study that tested the effects of accuracy and latency on subjective ratings for a keyword triggered speech solution. A specialized 
software framework was developed in which the accuracy and latency of tasks were systematically controlled to understand the 
impact on user experience. A user interface was developed, based on existing industry solutions to simulate realistic use case 
scenarios. A within-subjects design was employed, in which data from a total of 47 participants was collected. Participants were 
asked to rate their experience on a five point scale (5 = excellent, 4 = good, 3 = fair, 2 = poor, 1 = bad). The experimental design 
followed an ITU MOS methodology for subjective assessment. There were three different latencies and four different accuracy 
levels for a total of 12 combinations. A two-way repeated measures analysis of variance indicated that the mean subjective 
ratings were a strong function of accuracy, and a weak function of latency. The relationship between mean perceptual ratings, 
accuracy, and latency were uncovered. With minimal degradation to accuracy, participants had high tolerance for latencies with 
average experience ratings in the ‘good’ range even for latencies up to 4 seconds. Participants had a low tolerance when accuracy 
dropped to 70% or below, with average experience ratings below the ‘good’ range. In addition, thresholds were established for 
the upper acceptability bound of latency using the time until repeat of a command. These metrics and methods provide key 
insights to set user-centric design targets and inform architectural optimizations.
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1. Introduction
1.1. Background
Speech recognition technology is becoming a standard feature in form factors from phones and wearables to cars. 
Some solutions require physical interaction from a user while others use low power, always on keyword spotting 
techniques to wake up the device before engaging the large vocabulary, continuous speech recognition engine. This 
staged approach decreases power consumption and increases noise robustness. However, it poses challenges for 
meeting end-user performance expectations. To better understand user expectations, this paper presents a study that 
quantified the effects of accuracy and latency on subjective ratings for a keyword triggered system to define user 
centric engineering targets.
Nomenclature
MOS Mean Opinion Score
Wake keyword phrase used to wake the speech recognition solution in a hands-free always-listening interaction
This study focused on keyword spotting interactions, followed by a command. While speech recognition 
solutions are becoming more mainstream, there are challenges that can lead to a poor user experience. This leads to 
questions about what variables are important to a positive user experience and how to measure them. Accuracy 
issues can significantly impact user experience. For example, solutions may not wake from keyword spotting, they 
may think they understand a command and return the wrong response, or a response that the solution does not 
understand. Failures like these require the user to retry the command or attempt the task manually, thus negating the
purpose of a speech solution. In either case these failures increase the total time to complete the intended task.
Many years of using speech on a daily basis has, likely, resulted in strong learned expectations regarding the 
natural flow of a conversation. To achieve natural language interaction, a solution must be able to provide 
information quickly and accurately with a natural cadence. Latency issues can be frustrating to users as they can 
cause uncertainty.  Long latencies can also cause accuracy issues when the device is not ready to receive an input or 
cause the user to abandon the recognition solution to manually perform the operation. Natural interaction parameters 
for human conversations in terms of pauses, gaps and overlap have been studied in the literature [1], as well as 
speech pauses in interaction between a human and a robot [2]. However, little guidance has been published 
regarding requirements for accuracy and latency to achieve end-user satisfaction. 
2. Research methods
2.1. Independent variables
The accuracy and latency of the speech solution were controlled in the study. After participants gave a command, 
latency was introduced prior to giving the participant feedback. There were three levels of latency (200 
milliseconds, 2 seconds, and 4 seconds). Accuracy was controlled by causing the solution to fail. Failures were
simulated by having the system not respond to the participant command, which simulated that the solution did not 
respond to the wake keyword. Other failure types such as providing incorrect information or asking the participant 
to repeat the command were not tested in the study. Four levels of accuracy (50%, 70%, 90%, 100%) were tested. 
Tasks were presented in groups of ten, and the accuracy was the proportion of commands out of these ten that 
completed successfully.
2.2. Apparatus
A realistic user interface was developed based on existing industry solutions to simulate realistic use case 
scenarios.  These use cases included playing music, getting directions, setting a reminder, setting an alarm, checking 
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a stock price, making a phone call, and checking the weather. They were chosen to represent typical usage for the 
device of interest, in this study a tablet. The apparatus was designed using a Wizard of Oz methodology [3], which 
allows for control of independent variables while presenting an experience that seems real to the participant. In this 
case the accuracy and latency combinations and the order in which the commands were given were controlled. The 
facilitator used pre-set randomizations to instruct participants what command to give the device so that the
corresponding auditory and visual feedback would be presented. 
2.3. Participants
22 male and 25 female participants were recruited using a third party agency from the greater Portland Metro 
area for one hour test sessions. Participants ranged between the ages of 18-50 and were screened for hearing 
problems or recent exposure to loud noises such as concerts. To qualify for the study, participants were also required 
to use a tablet or laptop for a minimum of 5 hours per week in their everyday lives. 
2.4. Procedures
Participants were instructed to use the wake keyword “Hey tablet” to wake the device prior to giving a command. 
Participants gave commands in blocks of ten in which the accuracy and latency combination was consistent. With 
twelve variable combinations (three latency and four accuracy levels) participants gave a total of 120 commands. 
During the session participants were prompted by a facilitator to give a specific command. After the participant 
finished giving the command the facilitator would initiate the speech solution (unknown to the participant) to give a 
successful response with the appropriate induced latency or a failed response. 
After each set of ten commands participants were prompted by the system to rate the speech solution on a five
point scale (5 = excellent, 4 = good, 3 = fair, 2 = poor, 1 = bad). The experimental design and rating procedures 
followed the MOS (Mean Opinion Score) ITU standards for measurement of subjective assessment [4]. After 
completing all 120 commands, participants completed a survey regarding if, how, and when they utilized speech 
recognition solutions in their everyday lives.
2.5. Audio recordings
Audio from each participant session was recorded to collect natural language interaction parameters such as 
pause time before speaking, pause time between keyword and command, and time until participant repeated a 
command when a failure occurred. 
x Start time: is the time the participants waited before starting to speak after a prompt was given to start speaking. 
This is an important parameter for user interfaces design, as it indicates when a speech recognition solution or 
audio buffering should start in order to capture utterances. 
x Pause time: is the duration of the natural pause between the keyword “Hey Tablet” and the following command 
“Set the timer for 10 minutes”. This is an important parameter that indicates the time a speech recognition 
solution or audio buffering should start in order to capture utterances after the keyword has been spoken. In 
staged systems, where keyword spotting techniques are used to save power before a large vocabulary speech 
recognition solution is activated, this is a key parameter. Most solutions now provide audio feedback and require 
the participant to wait before uttering a command after the keyword.
x Repeat time: is the time at which a participant starts repeating the command, as they assume the system is not 
responding. This parameter provides an upper threshold for latency. 
x Facilitator latency: the latency during the experiment was controlled. Pilot studies showed that current automated 
detectors are not robust enough to automate the detection of the end of speech to start the latency time counter. 
Therefore the facilitator manually pressed a key after detecting the end of speech for each user command. The 
audio was then analyzed to extract what the latency was between the actual end of speech and the time at which 
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the facilitator pressed the button to initiate the solution. This latency was measured and incorporated when 
calculating latency.
These parameters were extracted in a semi-automated fashion. Voice activity detectors were used to establish the 
start or end of speech and the times were logged. The detected speech flag, 0 for no speech and 1 for speech, was 
then added as a second channel to the audio file. Manual listening and visual analysis of the automated results was 
then used to confirm or manually update the numbers.
3. Results
In this section we will present the statistical results on the effect of accuracy and latency, analysis of the audio 
recordings, and key results of the survey.
3.1. Accuracy and latency
To test the effects of accuracy and latency on mean participant ratings a two-way repeated measures analysis of 
variance was carried out. There was a significant main effect for accuracy, F(3,138) = 302.23, p < .001. A 
significant main effect for latency, F(2,92) = 45.81, p < .001 was also observed. To illustrate these trends mean 
ratings with 95% confidence intervals are presented in Fig. 1 and descriptive statistics can be found in Table 1.
To further identify where statistical differences existed, post hoc analyses using Tukey post hoc criterion were 
calculated. These results indicated consistent trends for both accuracy and latency. For each level of accuracy,
average participant ratings significantly decreased as accuracy decreased. Increased latency significantly decreased 
average participant ratings of the speech solution for each latency level. Post hoc results of accuracy and latency are 
presented in Table 2 and 3. 
Fig. 1. Average Participant Ratings: Accuracy & Latency.
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Table 1. Descriptive Statistics.
Accuracy Latency (ms) Mean Std. Deviation N
50% 200 3.11 0.67 47
2000 2.96 0.62 47
4000 2.62 0.82 47
70% 200 3.85 0.63 47
2000 3.59 0.82 47
4000 3.48 0.83 47
90% 200 4.62 0.49 47
2000 4.47 0.58 47
4000 3.98 0.71 47
100% 200 5.00 0.00 47
2000 4.68 0.47 47
4000 4.15 0.72 47
Table 2. Post hoc Tukey HSD Test of Accuracy.
Accuracy 50% 70% 90% 100%
50% 0.000008 0.000008 0.000008
70% 0.000008 0.000008 0.000008
90% 0.000008 0.000008 0.000257
100% 0.000008 0.000008 0.000257
Table 3. Post hoc Tukey HSD Test of Latency (ms).
Latency 200 ms 2000 ms 4000 ms
50% 0.001745 0.000106
70% 0.001745 0.000106
90% 0.000106 0.000106
3.2. Natural language interaction
An analysis was performed to measure variables related to natural language interaction parameters. As outlined 
previously, audio from the sessions was recorded. This audio was then analyzed to extract the variables described 
above in section 2.5. There was no significant effect of facilitator latency. The following results are meant to be used 
for design requirements; the results presented below (Table 4) have multiple values for each variable to allow for 
different requirement thresholds. The implications of these results will be reviewed in the discussions section. 
Table 4. Natural Language Interaction Parameters (ms).
Mean Median 25% 10%
Start time 1164 1100 800 500
Pause time 313 250 150 50
Repeat time 5759 5650 4100 2050
3.3. Survey results
Below are results taken from the survey taken by participants at the end of the study. While there were a total of
17 questions, only a few key findings were selected to be presented below. 
When asked the open-ended question “What would make you more likely to use voice control” three clear 
themes appeared in participant answers. 38% made reference to increased accuracy, 30% said they wanted the 
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solution to be able to complete actions faster than participants could manually complete them, and 19% wanted 
reduced latency.
Below were multiple choice questions with the most common responses presented: 
x In which environments do you typically use voice control: car 72%; quiet environment 55%; TV noise 28%; 
café/Pub 17%
x What do you use voice control for: search 64%; navigation 62%; texting 40%; music 23%
x What device(s) do you use voice control on: phone 85%; tablet 30%; car (built-in) 19%
4. Discussion
4.1. Average participant ratings
The average participant ratings presented in 3.1 demonstrate the strong correlation between the two independent 
variables, accuracy and latency. This enables the possibility of predicting user satisfaction based on the independent 
variables, which we address in next steps. With minimal degradation to accuracy, participants had high tolerance for 
latencies with average experience ratings in the ‘good’ range even for latencies up to 4 seconds. Participants had a 
low tolerance when accuracy dropped to 70% or below, with average experience ratings below the ‘good’ range. 
4.2. Natural language interaction
While the average participant ratings presented serve to demonstrate the impact of accuracy and latency on user 
experience, they do not provide all of the desired design thresholds. The data presented in Table 4 has multiple 
thresholds that could be used to set design requirements. While it is common to use measures of central tendency to 
summarize data, using these to set requirements for a speech solution would have significant negative effects.
Natural language interaction variables are strongly speaker dependent and should have more stringent requirements 
to account for a large range of user speech cadences. Speech system interaction design can aim to raise the bar, 
targeting the 10% values presented to deliver best experience. Alternatively, more relaxed targets can be set to target 
25% or median values, thus enabling a good, better, best design target selection. 
In our experimental design we collected and analyzed data to identify the upper bound for participant tolerance of
latency in a command-based speech interaction. The repeat time data presented in Table 4 outlines the guidelines to 
identify the upper bounds on latency tolerance. This metric demonstrates how a solution needs to provide 
appropriate feedback to users in a timely manner. 
Another variable important to an always on keyword spotting solution is pause time. This variable gives us the 
time a solution has to wake from the keyword utterance until the system needs to be ready to accept commands. It is 
critical to set a stringent requirement for this variable as failure to meet this requirement will cause the solution to 
miss part or all of a user’s command, causing significant failures. 
The final natural language interaction variable is relevant to speech recognition solutions that require physical 
interaction from a user to wake the system. While always on keyword spotting was the primary focus of our 
research, start time was designed for solutions that require physical interaction. The start time variable was designed
to help set a requirement for how long the solution has to wake from a user’s physical interaction, similar to pause 
time for keyword wake.  
4.3. Survey insights 
Survey results presented in 3.3 indicate that smart phones are predominantly the device used for speech-based 
user interaction. While there are many potential reasons for the high use on smart phones such as being a user’s
primary device, this could also be the influence of increased laws governing phone use while driving. Participants 
report using speech recognition vehicles more than any other location which may also be the result of increased 
regulation. The results indicate heavy bias towards using speech interaction in non-social environments such as car 
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and living room when the user is not surrounded by others. This can be indicative of the lack of social acceptance 
for using speech interaction in the vicinity of other people. 
The independent variables in our study matched two of the three variables that participants say are preventing 
them from utilizing speech recognition more often. Accuracy and latency are key variables to developing a high 
performing speech solution. The third variable users commonly brought up is that it can take longer to complete an 
interaction using speech as opposed to manual completion. Optimization of the user interface is beyond the scope of 
this research but was something of significant interest to our participants. 
4.4. Next steps
In future work we plan to build on our methodology and the results presented in this paper to construct predictive 
regression-based models. These predictive models could be used to quantify the subjective user satisfaction score on 
the MOS 5-point scale, given two objective parameters for the speech interaction: accuracy and latency 
(responsiveness). This predictive model will be helpful to engineering and user experience teams as they are able to 
regularly assess their systems in various stages of development without running extensive user tests. 
Additionally, we plan to incorporate a number of additional independent variables to study the impact on 
participant ratings. Additional variables include: environmental noise level and type (e.g. car, pub, etc.), participant
distance from the device, and failure type of the device. We also propose it would be useful to study how user 
expectations of speech interactions shift over time, as well as gender-based expectations difference.
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