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ABSTRACT 
 
Large-scale complex engineered systems (LSCES) are naturally a part of different 
areas of aerospace engineering and are typically characterized by high cost, high risk and 
complex interactions at different levels. The design of such LSCES involves multiple 
organizations at different geographical locations with large number of individuals working at 
various levels of organizational hierarchy. System engineering processes, which is a 
traditional approach used in the design of such LSCES, uses requirements as a means of 
communicating the preferences of stakeholder. The use of requirements does not directly 
communicate the actual preference of the stakeholder and is actually an indirect way by 
communicating what the stakeholder does not want. Traditional system engineering is a 
pass/fail approach in which design is considered to be achieved once all the requirements are 
satisfied. All the designs, which satisfy the set of requirements, are equally weighed and 
there is no search for the best design within the accepted design sets. MDO paves way for 
finding the best design through optimization in which the requirements are translated as 
constraints. The inconsistency in preference communication still exists in traditional MDO 
due to presence of requirements in the form of constraints and in addition, the use of 
constraints restricts the design space exploration by creating a hyperspace called feasible 
region. 
A Value Based System Engineering Framework (VBSE) as studied by the past 
researchers addresses this inconsistency in preference communication. In VBSE a 
decomposable value function that is singular in unit, is used to capture the stakeholder’s 
preference, representing the system level preference. The system level preference is 
communicated along the hierarchy, also allowing each of the lower levels to form their own 
ix 
objectives consistent with the system level objective. The approach ensures capturing the true 
preference of the stakeholder by directly communicating what the stakeholder wants. The 
main aim of the present work focuses on explaining the process of transitioning from 
traditional requirements based approach to value based approach and quantifying the impact 
of requirements based communication using value gap analysis. A commercial 
communication satellite is used as an example to demonstrate the process of transitioning to a 
value based system engineering framework. An attribute based DSM is used to explain the 
process of capturing the attribute relationships. The study on impact of requirements using 
value gap analysis shows there is a definite value loss, which exists due to use of 
requirements. Value gap between preference communication due to probabilistic 
representation of uncertainty and traditional tolerance representation is also studied. The 
results indicate the existence of significant value gap and hence the uncertainty needs to be 
captured adequate enough. Further uncertainty study indicates the requirement of knowledge 
on the risk preference of the stakeholder and utility theory. 
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CHAPTER I 
INTRODUCTION 
Motivation 
Traditional System Engineering is requirements driven approach where requirements 
are used as a means of communicating the preferences. Requirements defines the product, 
which satisfies the customer and arises out of physical limitations as well. Any design, which 
satisfies all of these requirements, is considered acceptable in this SE process. The primary 
issue with this approach is requirements are indirect means of communication of preferences, 
where it actually communicates what the stakeholder does not want, instead of 
communicating what he actually wants. Further traditional SE results only in acceptable 
design and within the acceptable domain of designs, there is no search for preferred design. 
Among the acceptable designs, there are some design, which are most preferred, and some of 
them, which are least preferred. This results in stakeholder’s preference being not completely 
achieved. MDO offers trade off search within this acceptable domain of systems to achieve 
the best design. In MDO, requirements are represented in the form of constraints and 
objective function is used in search of the best design. Preference of stakeholder is 
represented through objective function and constraints. MDO is thus again a requirements 
driven approach, which has the same issue of not communicating the true preference of the 
stakeholder. Further, these set of requirements creates a hyperspace, known as feasible region 
and restricts the search for best designs outside this hyperspace. In the design of LSCES, 
these requirements are passed down the organizational hierarchy forming more and more 
sub-requirements. Thus, the inherent process itself does not guarantee actual communication 
2 
of true preference of the stakeholder. This drives the search for the alternative process of 
communicating the preferences. 
Value Based System Engineering Framework 
A value based engineering framework aims at maximization of system value, which 
represents the true preference of the stakeholder. The value function is different from the 
objective function from the traditional MDO perspective. The value function feeds in all the 
significant attributes of a system and provides a score of singular unit. The objective function 
in MDO is often a proxy for the stakeholder’s preference such as minimizing mass to reduce 
cost. The objective function sometimes is of not singular unit, which makes comparisons of 
design alternatives difficult. 
The value function is the direct representation of stakeholder’s preference and the 
same value function is decomposed and passed on to lower levels of the hierarchy. The sub-
system value function carries the preference, which is consistent with the system level 
preference. The process reduces the usage of constraints to represent the preference and thus 
breaks the hyperspace created. It paves way for maximum design space exploration by 
assessing maximum possible design alternatives.  
Past researchers have explored this VBSE framework and number of studies has 
already been done on this area of research [6-7]. However, a detailed demonstration of 
process of moving from traditional SE approach to VDD framework has not been presented 
so far. One of the main aim of this thesis is to guide the designers in moving from 
requirements driven approach to value driven approach. The thesis also aims at studying the 
impact of requirements driven design using value gap analysis. The use of requirements 
results in sub-optimal design being selected and thus induces a value gap. Finally the thesis 
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focuses on analyzing value loss due to inadequate representation of uncertainty in 
communicating the preference. 
The thesis is organized in such a way to answer the following three research 
questions. 
Research Questions 
Research Question 1 
How can designers be guided in transitioning from requirements driven approach to value 
driven approach to capture the true preference of the stakeholder? 
VBSE framework aims at moving to value driven approach based on the philosophy 
of Value Driven Design by Collopy. This research question aims at helping the designers in 
transitioning from traditional requirements based approach to value modeling. Attribute 
based design structure matrix is used to explain the process. Flow down of value is explained 
in contrary to flow down of requirements for preference communication. 
Research Question 2 
Can we analyze the value loss created by the use of requirements in the design of Large-scale 
complex engineered systems using value gap analysis? 
The use of requirements results in sub-optimal design, which would have been 
avoided by Value Driven Design. This research question aims at quantifying the value loss 
due to the use of requirements. An extended study on how the presence of requirements have 
resulted in the sub-optimal designs has been done, through which significance of using value 
approach over requirements approach is justified. It should be understood that complete 
elimination of requirements is not possible and in such case, we need to study the sensitivity 
of each requirements because not all requirements have the same potential to affect the value. 
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The sensitivity study would be helpful in cases such as the customer wants to change the 
requirements after the completion of design process. This part of research deals with 
estimating the impact of requirements in the value and sensitivity of such requirements on the 
optimum design. 
Research Question 3 
Can we estimate the impact of inadequate representation of uncertainties on requirements in 
the design of large-scale complex engineered systems? 
Traditional approach of representing uncertainty by tolerance is not sufficient and 
there exists a value gap associated with such traditional representation. This research 
question aims at value gap analysis of how well the uncertainty needs to be captured. The use 
of probabilistic representation of uncertainty is studied and its significance is presented. 
Organization of Thesis 
Chapter 1 of the thesis deals with motivation for this research and lists out the 
research questions which will be addressed in the thesis. The Chapter 2 of thesis is 
Background: Outline of traditional system engineering and Multidisciplinary design 
optimization are discussed in brief and potential problems with the traditional process is 
discussed. The later part of this chapter discusses the Value Driven Design approach. Chapter 
3 describes the satellite system which is used as a test case for this research. Chapter 4,5,6 
and 7 addresses the research questions. Chapter 4 of the thesis deals with first research 
question on how we can move from requirements to value through design structure matrices. 
Chapter 5 and 6 of the thesis deals with answering the second research question on value gap 
due to the requirements. Finally, chapter 7 of the thesis answers the third research question 
on the value gap due to inadequate representation of uncertainty. 
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CHAPTER 2 
BACKGROUND 
System Engineering and Requirements 
The size and complexity of large-scale systems are increasing tremendously over time 
and hence the design and the development of such large-scale system is getting more 
complicated. System Engineering was developed as means of developing such large-scale 
systems and it is the traditional and accepted process [1-4]. The system engineering approach 
consists of various stages, which are together called Life cycle model in the development of 
large-scale systems. Many different process models are followed in SE such as waterfall 
model and V model (or Vee Model). V model as shown in Figure 1 is one of the standard 
way of representing the systems engineering process. The V model itself has evolved and 
different version exists. The basic and standard V- model is presented in the Figure 1. The V- 
model is graphical representation of the development cycle of large-scale system. It captures 
series of stages from the inception of design to the deployment of final system. The V-model 
has two leaves. The left side of V model is the definition, decomposition and allocation 
phase. In this phase, requirements are formed and decomposed further and further to lower 
levels and detailed system, specification is created. The next interlinking stage is the 
implementation stage, which then leads to the right side of V-model. The right side of the V-
model is the integration and validation phase. Requirements needs to verified and validated 
against the requirements [1-2]. 
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Figure 1. V Model in Systems Engineering 
Requirements elicitation itself has many problems such as ill-defined or unnecessary 
information, customer having poor understanding of their needs and volatile nature of 
requirements. Physical interfaces, environmental limitations, legacy knowledge, etc. decides 
the limits on requirements. Requirements engineering is another area that deals with the 
quality of collecting the requirements [9]. Requirements that are not captured correctly 
become a root cause for system failures in terms of revenue loss, failure to meet the intended 
design, and failure to meet the required quality. The requirements imposed should 
appropriately capture the stakeholder’s desire for the systems design. Even when 
requirements are established properly, it is not certain they will accurately represent the 
stakeholder’s desire. 
It can be seen SE essentially comprises of flow down of requirements. Requirements 
by itself does not directly reflects what the consumer prefers. It indirectly communicates by 
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saying what is not wanted in the system. Requirements are merely proxies for the actual 
preference of the stakeholder. This is the primary issue with this philosophy as identified by 
the researchers.  As a result, this requirement creates hyperspace called feasible region and 
within that, all the designs are acceptable which leads to the second issue. All the designs in 
the acceptable region are equally weighed and SE process does not provide a strong 
mathematical foundation to perform trade-off among those accepted designs for better 
system.  
One of the major aspects in the design of large-scale system design is capturing and 
addressing the interactions present in the system. Present systems engineering approaches use 
Interface Control Documents (ICDs) [1-2-5] to address interactions between the subsystems, 
but they lack strong mathematical foundation to ensure physics-based analysis of interactions 
between the sub-systems. 
 
Multidisciplinary Design Optimization 
Traditional SE does not provide way for optimization and it has no strong 
mathematical foundation to capture interactions present in the system. MDO tackles this 
issue by capturing the interactions using couplings. MDO uses an objective function and set 
of constraints. The preference of the customer is communicated through objective function 
subjected to requirements in the form of constraints. The objective functions enables 
optimization to be done by searching for the most preferred design in the pool of accepted 
designs created by requirements boundary. The interactions between the subsystems are 
captured using couplings which enables physics based consistency in the system design. 
8 
Couplings are captured not only in analysis but also in the optimization. Figure 2 shows the 
representation of couplings present in the LSCES.  
 
Figure 2. Couplings in LSCES [7] 
 
The use of MDO for LSCES still carries drawbacks from the system engineering. In 
MDO, requirements are represented in the form of constraints, which again is requirements 
driven design. Furthermore, the constraints are placed directly over the design variables [8, 
16] or attributes which are independent of objective function creating inconsistency between 
them. Figure 3 shows the hierarchical representation of satellite system application used in 
this research. A system level requirement is formed and is decomposed down the hierarchy. 
During decomposition of requirements, sub requirements are formed to meet the 
requirements passed down to the current level. These sub- requirements are passed down the 
hierarchy further below and this process continued in this fashion to the lower most level. 
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This adds more and more restriction to the design space, results in optimization needs to 
perform within that restricted hyperspace. 
 
Figure 3. Hierarchical decomposition of LSCES 
 
Figure 4. Hyperspace created by requirements (2 D) [8] 
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Figure 4 shows the total design space created by two attributes [8], which meets the 
requirements. The value of each contour line is constant. Design B has higher value than 
design A, but it does not meet the requirements. If the design process is based on given 
requirements, B cannot be reached and the value that B offers cannot be found in the 
constrained design space. 
 
Value Driven Design 
VDD is an alternative system engineering approach established in the early 2000s to 
address the issues with communicating preferences in the design of LSCES. In VDD, a value 
function is created and flowed down the hierarchy as opposed to requirements in the 
traditional SE approaches. The value function is a special case of an objective function that 
represents the true preferences of the stakeholder by capturing the internal design trades 
through attributes. Attributes are a set of characteristics that define the system, and exist at all 
levels of hierarchy. The value function is defined using the system level attributes, which are 
in turn functions of the lower level attributes. The value function is formulated such that even 
when it is decomposed, the design of each subsystem is consistent with the value at the 
topmost level. The preferences are aligned at each level of the organizational hierarchy. 
Figure 5 represents the value driven process for the design of LSCES. As VDD intends to 
reduce the constraints to a minimum, a formal optimization framework using a value function 
would have minimal constraints because complete elimination of constraints is not possible 
[6, 10, 11]. 
11 
  
Figure 5. Value-Driven Design Process 
Researchers have already addressed the loss in value due to the presence of 
requirements in the design of LSCES in the past. As mentioned earlier, MDO augmented 
VDD is an alternative approach that enables consistency in design decision-making, by 
reducing the requirements placed on the design space [6]. The motivation behind using a 
requirements-based approach over a value-based approach in the design process is because 
requirements are easy to implement and comprehend. A value-based approach, on the other 
hand, is a relatively newer approach, which requires an initial overhead in creating a value 
function by capturing the internal design trades. This may seem cumbersome for designers 
who are used to the requirements-based approaches. The primary focus of this research is to 
aid designers in transitioning from requirements to value formulation by enabling them to 
represent requirements using a value function through attributes that characterize the system. 
A commercial communication satellite example will be used as test-bed to show how 
requirements can be reflected in a value function through attributes. 
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An outline of system engineering process and MDO process is presented and Value 
Driven Design is introduced. The next chapter discusses about the satellite system model, 
which is used in this research as a test case. 
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CHAPTER 3 
SATELLITE SYSTEM 
A geostationary commercial communication satellite serves as a test case for the 
investigation. The communication satellites are typically used for the purposes like television 
broadcasting, telephone, internet and other applications. It acts as a communication channel 
between transmitter and receiver, which will be at different locations on the earth. 
The communication satellite has three main parts: the geostationary communication 
satellite, ground stations and a launch vehicle.  
 
Figure 6. Hierarchical decomposition of a satellite system   
The satellite model considered for this study has eight major subsystems and three 
tiers. The major subsystems are Payload, Ground, Propulsion, Power, Attitude determination 
and control, Thermal, Structures, and Launch Vehicle. The satellite system is highly coupled 
and the couplings are nonlinear, which are typical characteristics of LSCES [17-18]. The 
hierarchical decomposition of the satellite system is shown in Figure 6. The satellite example 
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used here is defined by 36 design variables, out of which 22 are discrete and 14 are 
continuous design variables. A description of the attributes and design variables associated 
with each of these subsystems is provided in the appendix B. 
 
Traditional formulation 
In the requirements-based SE approaches, the preferences of the stakeholders are 
represented using just requirements, whereas in an optimization problem formulation, the 
preferences of the stakeholder are represented using proxies that act as objective functions. 
The optimization problem is subject to constraints that are directly formulated from 
traditional design requirements, which are obtained from requirements-based SE approaches. 
This has been a common approach for MDO formulations. The traditional MDO formulation, 
described in [6], corresponding to the satellite system is presented in Figure 7. The 
constraints that are represented in Figure 7 are formed from requirements. One of the 
common MDO formulations used in traditional satellite system design is to find the design 
variables that minimize the total mass of the spacecraft [19-25], subject to a number of 
constraints. These constraints arises because of using a predetermined launch vehicle to 
deliver the satellite system into orbit and the capability of predetermined launch in terms of 
both mass and size. For example, one of the requirement formed dictates that the sum of the 
masses of all subsystems is restricted to 1000 kg. In addition, the array size is restricted to 40 
m2 to be able to fit into the payload envelope of the predetermined launch vehicle. Two types 
of satellite bus is available: cylindrical and rectangular. Satellite bus requirements are on the 
length and radius of the bus, if the bus is cylindrical in shape, or width and height of the bus, 
if the bus is rectangular. Unlike other requirement, SNR is a performance requirement rather 
15 
than launch requirement. Aside from inequality constraints, side constraints also exists on the 
satellite problem which are arrived based on the common satellite-system design practices 
[26]. The limits on uplink and downlink frequencies are restricted between High Frequency 
(HF) and Very High Frequency (VHF) range. The power per transponder is 30W and the 
satellite transmitter power (PST) is proportional to number of transponders. The number of 
transponders ranges from 10-100 which results in limits of satellite transmitter power 
between 300W and 3000W. 
 
Figure 7. Traditional formulation of satellite problem 
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The requirements on the diameter of satellite antennae and the ground antennae are 
set according to the industry standards [26]. The constraints on the longitudes and latitudes of 
the ground receiving and transmitting antenna represent that the ground stations are located 
in the United States of America. The constraint on the satellite longitude means that the 
satellite can be located anywhere in the geo-stationary orbit. A few of these constraints will 
be used in this thesis to demonstrate the transition from traditional requirements to value 
formulation.  
Value Function Formulation 
The complex system example considered in this paper is a commercial 
communication satellite. The true preference of the stakeholder or organization in designing 
such a commercial satellite is to maximize its profit [6]. The value function used is the Net 
Present Profit (units of U.S dollars), which is the difference between revenue earned and the 
total cost of the satellite system, with the discount factor incorporated in the revenue. These 
two parameters (total cost and revenue) are system level attributes. The system attributes are 
decomposed and flow down to the sub-systems as low-level attributes along the hierarchy. 
The lowest level attributes that are not decomposable into further attributes are direct 
functions of design variables. 
 
Figure 8. VDD formulation of satellite problem   
17 
A deep understanding of system and subsystem characteristics is required to understand the 
impact of all attributes on the cost and revenue stream of the value function. The trade-offs 
created through the representation of the attribute in both the cost and revenue streams allows 
for the attribute to be fully considered with both its pros and cons. The optimal system will 
result in imprecise values if the impact of each attribute on the system level attributes is not 
captured correctly. The situation is analogous to having missing or contradictory 
requirements/constraints in the traditional system engineering practices. It is possible that not 
all attributes will have both cost and revenue streams: some may have a direct effect on one 
stream and an indirect effect of other stream. A well-defined value function is one in which 
the rank order of design alternative is equivalent to the rank order defined by stakeholder’s 
preference.  
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CHAPTER 4 
REQUIREMENTS TO VALUE 
VDD formulation aims at reducing the requirements to maximize the design space. 
The chapters explains how some of the requirements in traditional formulation can be 
captured using attributes in value formulation. Design structure matrices are used to 
demonstrate the process of capturing the preferences using attribute relationships. DSM also 
aids in showing the internal tradeoffs between subsystems. Traditional formulation has 
fourteen side constraints and five inequality constraints. Requirements placed on diameter, 
total mass, size of solar array, satellite transmitter power are considered for demonstration. 
Requirements on diameter is a side constraint and remaining requirements considered for 
demonstration are inequality constraints. Value function is a function of cost and revenue, 
which forms cost stream and revenue stream in the analysis cycle. Cost and revenue are 
system level attributes. All the lower level attributes should be mapped to cost and revenue 
streams. It should be noted that not all attributes will have direct effect on both streams. 
Some of them will have direct effect and some will have indirect effect, which will be 
demonstrated in this chapter.  
Case 1: Constraint on Diameter of Satellite transmitting antenna 
The requirement imposed on diameter of satellite transmitting antenna is due to total 
mass restriction (launch vehicle capacity) and the payload envelope size. In the traditional 
MDO problem formulation, the design variable Dst (Diameter of the satellite-transmitting 
antenna) is constrained between 0.5m and 2.5m. When diameter increases, launch vehicle 
also needs to be bigger. If the revenue generated due to larger diameter antenna is more than 
the cost of bigger launch vehicle, then this requirement need not be firm. Such trade off can 
19 
be verified by incorporating the effect of increasing Dst in the value function through various 
intermediate attribute relationships. The lower bound of diameter requirement is determined 
by signal quality. The designer wishes the system to have a preferred signal quality ratio 
(SNR) and SNR decreases when Dst decreases. The upper bound of the diameter requirement 
is due limitation of on total mass, as mass increases with increase in Dst. The lower bound 
affects the system revenue due to lower signal quality and the upper bound increases the total 
cost due to higher mass and manufacturing cost. In value formulation, these two 
characteristics are captured using attributes and then mapped to the cost and revenue stream. 
Design Structure matrix is one of the best ways to show couplings that exist in a 
multidisciplinary system for easier understanding [27-28]. A complete attribute based DSM 
is used to demonstrate these relationships. 
 
Figure 9. Attribute based DSM for the cost stream of diameter 
Cost stream: Figure 9 shows the attribute-based design structure matrix (DSM) 
representation of the cost stream due to the diameter constraint. The DSM easily represents 
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the interactions present in a complex environment [29-30]. The attributes are highly coupled 
and nonlinear. The DSM starts with a design variable (Diameter) and ends at a system 
attribute (CTot – Total cost). The dots in the DSM represent couplings between the 
subsystems attributes. The diameter takes many paths to affect the total cost of the system 
(cost stream). Dst is a design variable from the payload subsystem. It is mapped to the total 
cost stream of the value function not only through the payload subsystem but also through all 
other subsystems. Any single path selected in the DSM leads to total cost. A single path 
highlighted in red in Figure 9 is chosen for demonstration. 
Consider the path shown by the red line in Figure 9, which is then translated to a 
linear path in Figure 10. When Dst is increased, it increases hrw (Angular momentum of 
reaction wheel), which in turn increases Padcs (Power required by ADCS subsystem) leading 
to an increase in Psa (Power generated by solar array). Power to be generated by solar array 
increases the cost of the Power subsystem, which in turn increases the total cost associated 
with the system, which is a system level attribute. This can be seen from the flowchart in 
Figure 11, which represents the pathways that Dst takes to affect the total cost. From Figure 
11 it can be seen how Dst, which is a design variable at subsystem level 3 of the hierarchy, 
affects other subsystems in a hierarchical manner as well laterally. This lateral impact is part 
of capturing the internal design trades to reflect the actual effect of an attribute or design 
variable on the system value. Figure 12 represents the different functional relationships that 
exist between Dst and total cost through a number of intermediate attributes. 
 
Figure 10. A single path of cost driver of diameter 
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Figure 11. Requirements capture using value formulation 
 
 
Figure 12. Impact of diameter on total cost 
 
22 
In Figure 13, the dots in the DSM replaced with corresponding relationship plots. These 
relationships may be linear or nonlinear, which have been shown accordingly in the plots. 
 
Figure 13. Attribute based DSM with relationship graphs for cost stream of diameter. 
  
 
Revenue Stream: An attribute-based DSM for the revenue stream due to diameter is shown in 
Figure 14. Increasing Dst increases the signal quality by improving the gain and signal to 
noise ratio (SNR) of the satellite. SNR is an attribute associated with the payload subsystem 
that contributes to the revenue stream in the value function. The corresponding functional 
relationship plots are shown in Figure 15. It can be seen from Figure 15 that the revenue is 
saturated with respect to SNR around 30 db. This is due to the incorporation of saturation in 
demand for quality (SNR) in the revenue model, i.e., the company will not be generating 
additional revenue when SNR is greater than 30 db. In other words, the signal quality 
becomes redundant for the users. 
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Figure 14. Attribute based DSM for revenue stream of diameter. 
 
 
  
Figure 15. Impact of diameter on revenue. 
 
Figure 16 shows the effect of Dst on Net Present Profit through total cost and revenue. 
Here the cost incurred due to Dst is a function of its mass and size, whereas the revenue 
generated is affected by the increase in signal quality (SNR) due to an increase in Dst. 
However, with the incorporation of signal quality saturation in the revenue model, further 
increase in Dst for a SNR of 30 db and above, will result in a decrease in net present profit, as 
profit is revenue minus cost. This can be seen in Figure 16, where the net present profit 
decreases with an increase in Dst after a certain extent. It increases drastically initially and 
then keeps decreasing after it passes the saturation in revenue due to SNR. 
24 
 
Figure 16. Impact of diameter on value function. 
 
Case 2: Total Mass Constraint 
The second case considered is the total mass constraint, which is a function of six 
subsystem masses: payload, propulsion, power, ADCS, thermal, structures. The total mass of 
the satellite system is constrained to 1000 kg in the traditional formulation. This restriction 
arises from using a predetermined launch vehicle capability. This constraint can be 
eliminated if it can be explored that switching to a new launch vehicle can generate more 
revenue. In a value function formulation, if a suitable cost and revenue model can be 
formulated, the value gap between the predetermined and new launch vehicle can be 
determined. One of the components of the total mass constraint, mass of payload, is 
considered here to show the attribute mapping. The rest of the masses in g2 can be captured 
and reflected in a similar manner. 
Cost stream: Figure 17 shows the DSM for the mapping of the mass of payload 
attribute to the cost stream. Each dot in the DSM represents the coupling between the 
attributes, which are highly coupled and nonlinear. The mass of payload affects many 
subsystems in direct or indirect ways. A simplified version of the DSM is shown, but in 
actuality more couplings exist other than, those represented in Figure 17. The DSM starts 
with Mpay (Mass of Payload) which is one of the components of the total mass constraint (g2) 
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and ends at CTot (Total cost) which is the system level attribute. In the DSM, the mass of 
payload attribute affects three subsystems: Propulsion, ADCS, and Launch Vehicle. 
 
Figure 17. Attribute based DSM for cost stream of mass of payload 
  
Figure 18 shows few of the many paths taken by the mass of payload attribute to 
affect the cost stream of value function. A simplified version of the path is shown by 
neglecting plots of intermediate attributes. The mass of payload affects four other attributes, 
namely, mass of propellant, volume of propellant, and moment of inertia of propellant and 
mass of propulsion. These four attributes take different paths by branching out throughout the 
hierarchy and finally converging to total cost. 
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Figure 18. Impact of mass of payload on total cost 
 
Revenue stream: The total mass constraint has no direct revenue stream; increase in mass 
mainly affects the total cost of the system. However, from Figure 9, it can be seen that Dst 
(Diameter) affects MPay (Mass of payload). This serves as a revenue stream for mass of the 
payload. It can be recognized that not all attributes can have direct impact on both the cost 
and revenue stream but an indirect relationship will exist between them through lateral and 
hierarchical interactions. 
Case 3: Size of solar array 
The constraint on array size is that it should be less than 40 m2, so that it will fit in the 
payload envelope of the launch vehicle. Array size is a geometric constraint, which makes it 
seem, as it cannot be eliminated. However, the array size is a higher-level attribute, where the 
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driving element is the power demand. The power is generated by solar arrays and therefore 
increase in power demand results in an increase in the array size. Figure 19 represents the 
attribute mapping that exists, between array size (SSA) and total cost through other 
attributes. For instance, an increase in the array size results in raise in solar array mass 
(MSA), which in turn increases the angular momentum of the reaction wheel (AMRW). An 
increase in AMRW leads to an increase in Mass of reaction wheel (MRW) finally to an 
increase in total cost through a few other attributes as shown in Figure 19. 
 
Figure 19. Attribute based DSM for size of solar array 
 
Case 4: Satellite transmitter power 
The constraint on satellite transmitting power is that it should be between 300W and 
3000W as shown in Figure 7. Similar to other attributes, satellite transmitter power takes 
many paths to affect the total cost and revenue. One of the pathways is shown in Figure 20. 
When the satellite transmitter power is increased, more transponders can be accommodated 
in the satellite, as transmitter power is proportional to number of onboard satellite 
transponder. Increase in the number of transponders results in increase in the revenue 
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(Revenue stream). Increase in transmitter power also increases the mass of the satellite due to 
a large number of components being added which are required to handle the increased power 
supply. This increase in total mass results in an increase in total system cost due to the 
relationship that exists between mass and cost as seen before in Case 2. 
 
Figure 20. Requirements capture for transmitter power - cost stream 
 
In traditional system engineering practices, the preferences on the design are 
communicated using requirements. These requirements restrict the design space and only 
tells whether the design is feasible or not. In value-based approach, the preferences are 
communicated using a value function, which is formulated by capturing the internal design 
trades by reducing the requirements placed on the design through attributes. This opens up 
the design space and enables better design space exploration in addition to capturing the true 
preferences. The process of capturing stakeholder’s preferences using attributes in a value 
formulation has been studied. Prior work has already been done on formulation of value 
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functions for the design of large-scale systems. The current work particularly explores how 
constraints formed from requirements can be reflected in the form of attributes in a value 
formulation. This chapter provides an insight into how traditional requirements can be 
translated into a meaningful value function so that the true preferences of the stakeholder can 
be captured.  
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CHAPTER 5 
IMPACT OF REQUIREMENTS 
In System Engineering, the objective is achieved by flow down of the requirements. 
In contrary, VDD formulation has no flow down of requirements and possess flow down of 
preferences through attributes. The communication of preferences by requirements in SE 
needs to compare with communication of preferences by attribute relationship in VBSE 
framework. The loss in value between these two communications of preferences can be 
studied using value gap analysis [8].  For this, the requirements are imposed on the existing 
VDD-MDO augmented framework and the induced value gaps are calculated. Requirements, 
which are used in traditional system engineering process, cuts off the design space and leads 
to suboptimal design. This leads to loss in value and the selected design alternative will not 
be the most desired alternative of the stakeholder. When requirements are set independently 
over the design variables or attributes, it will restrict the design space and will lead to 
selection of sub-optimal design. A hyperspace is created because of this requirements 
containing the feasible solutions and acts as a hindrance to design space exploration. VDD 
objects the basic premise of communicating preferences through requirements because of the 
hyperspace creation. The value lost because of this restriction is measured as value gap, 
which is difference between selected design and the feasible design with higher value. Value 
gap is a measure of impact of requirements on the design. To calculate the value gap, 
requirements are super-imposed on VDD formulation, which do not exists at the first place.  
Value Gap due to Presence of Requirements 
One way to quantify the impact of requirements on the value is the calculation of 
value gap. Here the value gap due to requirements is defined as loss in value due to presence 
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of requirements. In other words, the value gap due to requirements is the measure of 
difference in value between the selected design alternative using requirements and best 
design alternative obtained using maximization of value. Three different cases are studied 
and are presented as case 1, case 2 and case 3. 
Case 1: Value gap due to individual requirements:   
The study is carried out by removing each requirement and replacing the other 
requirements and then calculating resulting value loss associated with each requirement. The 
value loss is thus due to individual requirement when all the other requirements are present. 
Case 2: Value gap due to set of requirements:  
The study is carried out by removing each requirement and not replacing the other 
requirements and then calculating the resulting value gap. The value gap will be then 
function of set of requirements.  
Case 3:  Value gap due to alternating requirements: 
The study is carried out by relaxing each constraint and calculating the resulting value 
difference. In this case, the requirements are not removed rather they are expanded to 
increase the design space.  
Case 1: Value gap due to Individual requirements 
The presence of requirements reduces the design space and creates a hyperspace 
called feasible region. It is required to study, which requirement breaks open the hyperspace 
in search of the more preferred design - a design with higher value. The analysis starts by 
evaluating the value from VDD Modeling and then calculating the value gap by imposing 
requirements on VDD formulation. The requirements represented by constraints are 
presented again for reference. 
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Figure 21. Requirements in the satellite problem  
The value gap due to each requirement is presented in Table 1 and the corresponding 
values of attributes in presented in Table 2.  The variables g1, g2, g3, g4, g5 represents 
requirements represented as constraints. When all the requirements are removed, the 
maximum value obtained is $2.96 X 108, which is the value obtained by value driven 
formulation. The value obtained from value driven formulation is taken as reference value 
and induced value gap by adding the requirements is calculated. When all the requirements 
are present the maximum value obtained is $1.74 X 108. The difference between these two 
values gives the value gap due to presence of all requirements. Value remains constant when 
all the other requirements are removed except while changing the requirement g2, which is 
total mass requirement. 
Table 1. Value gap due to individual requirement 
Requirements Missing Requirements Present Value($) Value Gap ($) 
All None 2.96 X 108 0 
None g1+g2+g3+g4+g5 1.74 X 108 1.22 X 108 
SNR g2+g3+g4+g5 1.74 X 108 1.22 X 108 
Total Mass g1+g3+g4+g5 1.89 X 108 1.07 X 108 
Array Size g1+g2+g4+g5 1.74 X 108 1.22 X 108 
Length of Bus g1+g2+g3+g5 1.74 X 108 1.22 X 108 
Radius of Bus g1+g2+g3+g4 1.74 X 108 1.22 X 108 
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The case for total mass requirement is highlighted in the above table. g2 which is total mass 
is removed from the analysis. The Value increases to $1.89 X 108 and total value gap induced 
is $1.07 X 108. Removing the total mass requirement increases design space to some extent 
and in the new design space, a new design alternative with better value is obtained. Presence 
of mass preference in requirements form, merely restricts design space and does not inform 
the decision maker about the gain in NPP by allowing the total mass to higher value. 
Table 2. Effect of individual requirement on attribute values 
Requirements 
Missing 
Requirements 
Present 
SNR 
(dB) 
Total 
Mass(kg) 
Array 
Size (m2) 
Length of 
Bus (m) 
Radius of 
Bus (m) 
All 0 30 1776 64.92 1.56 0.52 
None g1+g2+g3+g4+g5 30 1000 37.46 1.28 0.43 
SNR g2+g3+g4+g5 30 1000 37.46 1.28 0.43 
Total Mass g1+g3+g4+g5 30 1071 40 1.31 0.43 
Array Size g1+g2+g4+g5 30 1000 37.46 1.28 0.43 
Length of Bus g1+g2+g3+g5 30 1000 37.46 1.28 0.44 
Radius of Bus g1+g2+g3+g4 30 1000 37.46 1.28 0.43 
 
 Table 2 provides the values of attributes for the same case. The table provides 
information on how attribute value changes when each of requirements are eliminated. The 
case for total mass is highlighted for reference. When the requirement on total mass is 
removed, the value of total mass increases to 1071 kg from 1000 kg and array size increases 
to 40 m2. There is no significant change in SNR, length and radius of the bus. Array size 
constraint becomes active constraint, when the total mass constraint is removed. Attribute 
relationships ensures physics based consistency in the analysis and keep the attribute values 
in meaningful value, even when the requirements are removed. 
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From the above results, it can be understood that eliminating any individual requirement will 
not give value equal to that of Value obtained by VDD formulation. Individual requirements 
will induce value gap to some extent and in the next case effect of combination of 
requirements is studied. 
Case 2: Value Gap due to set of requirements 
The study is performed by calculating the value gap due to requirements without 
replacing the other requirements. This study is performed by adding one requirement at a 
time and calculating the value gap. Value gap due to set of requirements are presented in 
Table 3 and the associated attribute values are presented in Table 4. When the requirement 
SNR (g1) is added to the VDD formulation, it does not create any value gap by itself. When 
SNR and total mass are added together in the analysis, it creates value gap of $1.22 X 108. 
 
Table 3. Value gap due to set of requirements 
Requirements Present Value ($) Value Gap ($) 
None 0 2.96 X 108 0 
SNR g1 2.96 X 108 0 
+ Total Mass g1+g2 1.74 X 108 1.22 X 108 
+ Array size g1+g2+g3 1.74 X 108 1.22 X 108 
+ Length of bus g1+g2+g3+g4 1.74 X 108 1.22 X 108 
+ Radius of bus g1+g2+g3+g4+g5 1.74 X 108 1.22 X 108 
 
The reflection of adding set of requirements on attributes is presented in Table 4.  
When all the requirements are absent, we get the maximum value of 2.96 X 108. However, 
constraints such total mass constraint is violated (reaches 1776 kg). However, we should note 
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these are requirements are formed are applied independently on the attributes which are 
independent of objective function. A question arises what if the consumer is willing to go for 
higher mass when he can get higher profit. Such profitable situation is not explored in 
traditional optimization process. 
 
Table 4. Effect of set of requirements on Attribute values 
Requirements present SNR 
(dB) 
Total 
Mass (kg) 
Array 
Size(m2) 
Length of 
Bus (m) 
Radius of 
Bus (m) 
None 0 30 1776 64.92 1.56 0.52 
SNR g1 30 1781 64.04 1.56 0.52 
+ Total Mass g1+g2 30 1000 37.46 1.28 0.43 
+ Array size g1+g2+g3 30 1000 37.46 1.28 0.43 
+ Length of bus g1+g2+g3+g4 30 1000 37.46 1.28 0.43 
+ Radius of bus g1+g2+g3+g4+
g5 
30 1000 37.46 1.28 0.43 
 
The changes in attribute values are negligible when the requirement g1 is added. 
When total mass constraint is added, the total mass constraint becomes active and this 
impacts the value to greater extent. A drastic reduction in value for array size is observed.  
Size of solar array and total mass are related by attribute relationships. Decrease in total mass 
requirement restricts the mass of array size through attribute relationships and results in the 
smaller array size. Thus the existence of physics based consistency can be observed clearly in 
VDD formulations. A reduction of maximum number of requirements would thus ensure a 
meaningful physics based trade off analysis. Hence, such requirements based communication 
can be avoided to explore design space and weigh each designs against each other. 
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Case 3: Value Gap due to alternating requirements 
The analysis is carried out to see whether the value attained by VBSE framework can 
be obtained by setting correct requirements. Alternatively, one can ask whether increasing 
the design space (expanding allowable limits) will yield the same result as VBSE framework. 
The sensitivity of alternate requirements by relaxing each constraint with various degree of 
relaxation in presented for each of the requirement from Table 5 to Table 9. Except total 
mass requirements, relaxing other requirements doesn’t have any impact on NPP and 
attribute values. 
Table 5. Relaxing the requirements- SNR 
% Relaxation Value 
($) 
SNR 
(dB) 
Total 
Mass (kg) 
Array Size 
(m2) 
Length of 
bus (m) 
Radius of 
bus (m) 
0 1.74 X 108 30 1000 37.46 1.28 0.4274 
20 1.74 X 108 30 1000 37.46 1.28 0.4274 
40 1.74 X 108 30 1000 37.46 1.28 0.4274 
80 1.74 X 108 30 1000 37.46 1.28 0.4274 
90 1.74 X 108 30 1000 37.46 1.28 0.4274 
100 1.74 X 108 30 1000 37.46 1.28 0.4274 
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Table 6. Relaxing the requirements- Total mass 
% Relaxation Value 
($) 
SNR 
(dB) 
Total 
Mass (kg) 
Array Size 
(m2) 
Length of 
bus (m) 
Radius of 
bus (m) 
0 1.74 X 108 30 1,000.00 37.46 1.28 0.43 
20 1.88 X 108 30 1,198.50 40 1.36 0.45 
40 1.88 X 108 30 1,400.00 40 1.42 0.47 
80 1.89 X 108 30 1,099.50 40 1.32 0.44 
90 1.95 X 108 30 1,800.00 40 1.53 0.51 
100 1.96 X 108 30 2,000.00 40 1.58 0.53 
 
Table 7. Relaxing the requirements- Array Size 
% Relaxation Value 
($) 
SNR 
(dB) 
Total 
Mass (kg) 
Array Size 
(m2) 
Length of 
bus (m) 
Radius of 
bus (m) 
0 1.74 X 108 30 1000 37.46 1.28 0.4274 
20 1.74 X 108 30 1000 37.46 1.28 0.4274 
40 1.74 X 108 30 1000 37.46 1.28 0.4274 
80 1.74 X 108 30 1000 37.46 1.28 0.4274 
90 1.74 X 108 30 1000 37.46 1.28 0.4274 
100 1.74 X 108 30 1000 37.46 1.28 0.4274 
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Table 8. Relaxing the requirements- Length of Bus 
% Relaxation Value 
($) 
SNR 
(dB) 
 
 
 
Total 
Mass (kg) 
Array Size 
(m2) 
Length of 
bus (m) 
Radius of 
bus (m) 
0 1.74 X 108 30 1000 37.46 1.28 0.4274 
20 1.74 X 108 30 1000 37.46 1.28 0.4274 
40 1.74 X 108 30 1000 37.46 1.28 0.4274 
80 1.74 X 108 30 1000 37.46 1.28 0.4274 
90 1.74 X 108 30 1000 37.46 1.28 0.4274 
100 1.74 X 108 30 1000 37.46 1.28 0.4274 
 
Table 9. Relaxing the requirements- Radius of Bus 
% Relaxation Value 
($) 
SNR 
(dB) 
Total 
Mass (kg) 
Array Size 
(m2) 
Length of 
bus (m) 
Radius of 
bus (m) 
0 1.74 X 108 30 1000 37.46 1.28 0.4274 
20 1.74 X 108 30 1000 37.46 1.28 0.4274 
40 1.74 X 108 30 1000 37.46 1.28 0.4274 
80 1.74 X 108 30 1000 37.46 1.28 0.4274 
90 1.74 X 108 30 1000 37.46 1.28 0.4274 
100 1.74 X 108 30 1000 37.46 1.28 0.4274 
 
As stated above, except for the case of total mass requirements, expanding the limits 
on other requirement does not results in increase in value. Total mass requirement is an 
active constraint and percentage of relaxation of total mass requirement is directly 
proportional to value (Net present profit). The expansion of limits on other requirements does 
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not increase the value and value gap exists with respect to value obtained from VDD 
formulation. 
The induced value gap has not been nullified by alternating the requirements. Even 
when the limits of requirements are expanded by hundred percent from the initially formed 
requirement actual VDD value is not achieved. It can be noticed that VDD yields higher 
value with the total mass as 1776 units. However, with requirements even when the total 
mass is allowed to 2000 units, has a value gap.  
Requirements are restrictions created independently on the attributes without being 
consistent with the system objective. Requirements are created at each stage independently as 
to satisfy the previously set high-level requirements. Requirements create more and more 
restrictions when sub requirements are formed at each level and restricts the design space. 
Value gap always exists, when preferences are represented in the form of requirements. 
This chapter is intended to answer the second research question on value gap due to 
using requirements as a means of communication. Several case studies has been performed to 
study the value gap due to requirements and existence of value gap is demonstrated. 
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CHAPTER 6 
OPTIMUM SENSITIVITY ANALYSIS 
VDD aims at eliminating requirements as much as possible and moving away from 
the requirements way of communication to attribute relationships. However, complete 
elimination of requirements is not possible. When requirements are present, it would be 
interesting to know the sensitivity of those requirements on the value. Under some 
circumstances, we wish to change some of the initially decided requirements or due to 
feedback from the customer. Once the optimization analysis is complete with the initially 
assumed requirements, it is cumbersome to do the analysis again due to change in 
requirements. Especially in the design of LSCES, it is highly difficult to go back, change the 
requirement from the beginning, and perform the whole analysis process. It will be a good 
idea to arrive at a logic to estimate the degree to which each requirement will affect the 
optimum value. Then we can decide whether it is required to do the whole optimization 
process again or not. Optimum sensitivity analysis using the Kuhn-Tucker conditions is used 
for study [37-40]. 
Optimum sensitivity analysis using Kuhn-Tucker conditions 
Once the optimization process is complete, we get the final design 𝑥𝑥*. It is possible 
that some subset J of the constraints are active.  From the Kuhn-Tucker conditions, we get 
𝛻𝛻𝛻𝛻(𝑥𝑥) + �𝜆𝜆𝑗𝑗𝛻𝛻𝑔𝑔𝑗𝑗(𝑋𝑋) = 0
𝑗𝑗∈𝐽𝐽
 
       𝑔𝑔𝑗𝑗(𝑋𝑋) = 0    𝑗𝑗 ∈ 𝐽𝐽 
  𝜆𝜆𝑗𝑗 > 0 
Here X and λ represents optimum values X *and λ* 
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A constraint is said to be active if it is precisely satisfied. The above formulation only 
includes the constraints which are active at optimum. Only inequality constraints are shown 
above but equality constraints by definition is active and can be considered in the above 
formulation without any modification. The present problem does not contain equality 
constraint and it is ignored. 
It is possible that side constraints can also be active at the optimum and for the 
analysis purpose side constraints can be rewritten as inequality constraints. The side 
constraint of the form XiL≤Xi≤XiU  can be written as two inequality constraints for the lower 
and upper bounds. 
    𝑔𝑔𝑗𝑗 = 1 − 𝑋𝑋𝑖𝑖 𝑋𝑋𝑖𝑖𝑖𝑖� ≤ 0    
    𝑔𝑔𝑗𝑗 = 1 − 𝑋𝑋𝑖𝑖 𝑋𝑋𝑖𝑖𝑖𝑖� ≤ 0   
Inequality, equality and side constraints can all can be included in the same 
formulation. 
The KT condition can be written in differential form as 
𝜕𝜕𝛻𝛻(𝑿𝑿)
𝜕𝜕𝑋𝑋𝑖𝑖
+ �𝜆𝜆𝑗𝑗 𝜕𝜕𝑔𝑔𝑗𝑗(𝑿𝑿)𝜕𝜕𝑋𝑋𝑖𝑖 = 0                  𝑖𝑖 = 1,𝑛𝑛                                     →  (1)
𝑗𝑗∈𝐽𝐽
 
  and      𝑔𝑔𝑗𝑗(𝑋𝑋) = 0                                                                    →  (2)   
  
Let us assume we wish to change one of the requirement (Say P) such as mass 
requirement, allowable stress or cost of a sub-system. The above KT- condition will be valid 
for small change in these parameters. 
Differentiating equations (1 & 2) with respect to the parameter will yield n separate 
equations.
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Differentiating eqn. (1) with respect to independent parameter p 
��
𝜕𝜕2𝛻𝛻(𝑿𝑿)
𝜕𝜕𝑋𝑋𝑖𝑖𝜕𝜕𝑋𝑋𝑘𝑘
+ �𝜆𝜆𝑗𝑗 𝜕𝜕2𝑔𝑔𝑗𝑗(𝑿𝑿)𝜕𝜕𝑋𝑋𝑖𝑖𝜕𝜕𝑋𝑋𝑘𝑘  
𝑗𝑗∈𝐽𝐽
�
𝜕𝜕𝑋𝑋𝑘𝑘
𝜕𝜕𝜕𝜕
𝑛𝑛
𝑘𝑘=1
+ �𝜕𝜕𝑔𝑔𝑗𝑗(𝑿𝑿)
𝜕𝜕𝑋𝑋𝑖𝑖
𝑗𝑗∈𝐽𝐽
𝜕𝜕𝜆𝜆𝑗𝑗
𝜕𝜕𝜕𝜕
+ 𝜕𝜕2𝛻𝛻(𝑿𝑿)
𝜕𝜕𝑋𝑋𝑖𝑖𝜕𝜕𝜕𝜕
+ �𝜆𝜆𝑗𝑗 𝜕𝜕2𝑔𝑔𝑗𝑗(𝑿𝑿)𝜕𝜕𝑋𝑋𝑖𝑖𝜕𝜕𝜕𝜕 = 0 
𝑗𝑗∈𝐽𝐽
    
 
  →  (3)
  
Differentiating eqn. (2) with respect to independent parameter p 
�
𝜕𝜕𝑔𝑔𝑗𝑗(𝑿𝑿)
𝜕𝜕𝑋𝑋𝑖𝑖
𝜕𝜕𝑋𝑋𝑖𝑖
𝜕𝜕𝜕𝜕
𝑛𝑛
𝑖𝑖=1
+ 𝜕𝜕𝑔𝑔𝑗𝑗(𝑿𝑿)
𝜕𝜕𝜕𝜕
= 0                                                                                     →  (4) 
 
 
The above equations (3) & (4) can be solved for the following two derivatives 
 
𝜕𝜕𝑋𝑋𝑖𝑖
𝜕𝜕𝜕𝜕
,  𝑖𝑖 = 1,𝑛𝑛    𝑎𝑎𝑛𝑛𝑎𝑎                   𝜕𝜕𝜆𝜆𝑗𝑗
𝜕𝜕𝜕𝜕
,     𝑗𝑗 ∈ 𝐽𝐽 
 
The differentiated equations (3) & (4) can be combined into matrix form as  
 �
𝑨𝑨𝑛𝑛×𝑛𝑛 𝑩𝑩𝑛𝑛×𝐽𝐽
𝑩𝑩𝐽𝐽×𝑛𝑛𝑇𝑇 𝑶𝑶𝐽𝐽×𝐽𝐽 � �𝜹𝜹𝑋𝑋.𝜹𝜹𝝀𝝀�           +     �𝒄𝒄𝑛𝑛×1.𝒅𝒅𝐽𝐽×1� = 0  
                (𝑛𝑛 + 𝐽𝐽) × (𝑛𝑛 + 𝐽𝐽)   (𝑛𝑛 + 𝐽𝐽) ×1        (𝑛𝑛 + 𝐽𝐽) ×1 
Solving above matrix equation will yield a vector of order n+J, where n is number of design 
variables and J is the number of active constraints. The components of sub matrices and 
vectors in the above equation are   
𝐴𝐴𝑖𝑖𝑘𝑘 = 𝜕𝜕2𝛻𝛻(𝑿𝑿) 𝜕𝜕𝑋𝑋𝑖𝑖𝜕𝜕𝑋𝑋𝑘𝑘 + �𝜆𝜆𝑗𝑗 𝜕𝜕2𝑔𝑔𝑗𝑗(𝑿𝑿)𝜕𝜕𝑋𝑋𝑖𝑖𝜕𝜕𝑋𝑋𝑘𝑘  𝑗𝑗∈𝐽𝐽  
 𝐵𝐵𝑖𝑖𝑗𝑗   = 𝜕𝜕𝑔𝑔𝑗𝑗(𝑿𝑿)𝜕𝜕𝑋𝑋𝑖𝑖      𝑗𝑗 ∈ 𝐽𝐽   
𝑐𝑐𝑖𝑖 = 𝜕𝜕2𝛻𝛻(𝑿𝑿)𝜕𝜕𝑋𝑋𝑖𝑖𝜕𝜕𝜕𝜕 + �𝜆𝜆𝑗𝑗 𝜕𝜕2𝑔𝑔𝑗𝑗(𝑿𝑿)𝜕𝜕𝑋𝑋𝑖𝑖𝜕𝜕𝜕𝜕  
𝑗𝑗∈𝐽𝐽
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𝑎𝑎𝑗𝑗 = 𝜕𝜕𝑔𝑔𝑗𝑗(𝑿𝑿)𝜕𝜕𝜕𝜕      𝑗𝑗 ∈ 𝐽𝐽  
𝜹𝜹𝑋𝑋 =
⎩
⎪
⎪
⎨
⎪
⎪
⎧
𝛿𝛿𝑋𝑋1
𝜕𝜕𝜕𝜕
𝛿𝛿𝑋𝑋2
𝜕𝜕𝜕𝜕
⋮
⋮
⋮
𝛿𝛿𝑋𝑋𝑛𝑛
𝜕𝜕𝜕𝜕 ⎭
⎪
⎪
⎬
⎪
⎪
⎫
           𝜹𝜹𝜆𝜆=
⎩
⎪
⎪
⎨
⎪
⎪
⎧
𝛿𝛿𝜆𝜆1
𝜕𝜕𝜕𝜕
𝛿𝛿𝜆𝜆2
𝜕𝜕𝜕𝜕
⋮
⋮
⋮
𝛿𝛿𝜆𝜆𝑛𝑛
𝜕𝜕𝜕𝜕 ⎭
⎪
⎪
⎬
⎪
⎪
⎫
 
Lagrange multipliers λ* can be obtained as a part of optimization process and thus can be 
considered, as constant. We need to solve n+ J simultaneous equations to obtain δx and δλ 
Once δx and δλ are obtained, we can estimate the total derivative of the optimum design with 
respect to problem parameter (requirement) using the following equation. 
𝑎𝑎𝛻𝛻(𝑿𝑿)
𝑎𝑎𝜕𝜕
= 𝜕𝜕𝛻𝛻(𝑿𝑿)
𝜕𝜕𝜕𝜕
+  𝛻𝛻𝛻𝛻(𝑿𝑿).𝛿𝛿𝑿𝑿 
 
The above equation gives the sensitivity of the optimum design with respect to the 
requirement (problem parameter). The above equation gives first order approximation of the 
effect of problem parameter on the optimum design. 
Finite Difference Approximation of Derivatives 
The matrix equation has to be solved numerically. The matrix contains Hessian and gradient 
sub-matrices which can be approximated by finite difference [43] as follows. 
For the hessian matrix, we can use central difference approximation as derived from 
the 2D Taylor expansion 𝛻𝛻2 𝑓𝑓(𝑥𝑥)  = � 𝜕𝜕2𝑓𝑓 𝜕𝜕𝑥𝑥𝑖𝑖𝜕𝜕𝑥𝑥𝑗𝑗  (𝑥𝑥) � 
𝜕𝜕2𝑓𝑓(𝑥𝑥,𝑦𝑦) 𝜕𝜕𝑥𝑥𝑖𝑖𝜕𝜕𝑥𝑥𝑗𝑗 = 𝑓𝑓�𝑥𝑥𝑖𝑖 + ℎ𝑖𝑖 , 𝑥𝑥𝑗𝑗 + ℎ𝑗𝑗� − 𝑓𝑓�𝑥𝑥𝑖𝑖 + ℎ𝑖𝑖 , 𝑥𝑥𝑗𝑗 − ℎ𝑗𝑗� − 𝑓𝑓�𝑥𝑥𝑖𝑖 − ℎ𝑖𝑖 , 𝑥𝑥𝑗𝑗 + ℎ𝑗𝑗� + 𝑓𝑓�𝑥𝑥𝑖𝑖 − ℎ𝑖𝑖 , 𝑥𝑥𝑗𝑗 − ℎ𝑗𝑗�4ℎ𝑖𝑖ℎ𝑗𝑗   
+       ϭ(ℎ2) 
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 For the gradient, we can use simple central difference approximation as  
 
𝛻𝛻 𝑓𝑓(𝑥𝑥)  =
⎣
⎢
⎢
⎡
𝜕𝜕𝑓𝑓 𝜕𝜕𝑥𝑥1  (𝑥𝑥)
⋮
𝜕𝜕𝑓𝑓 𝜕𝜕𝑥𝑥𝑛𝑛  (𝑥𝑥)⎦⎥⎥
⎤
 = 
⎣
⎢
⎢
⎢
⎡
𝑓𝑓�𝑥𝑥1+ℎ �−𝑓𝑓(𝑥𝑥1−ℎ) ℎ  
⋮
𝑓𝑓�𝑥𝑥𝑛𝑛+ℎ �−𝑓𝑓(𝑥𝑥𝑛𝑛−ℎ) ℎ ⎦⎥⎥
⎥
⎤ +      ϭ(ℎ2) 
 
Depending on whether F(x) and g(x) are functions of problem parameters, some of 
the derivatives in the sub matrices will vanish. 
 
Sensitivity of Total Mass Requirement 
 
It can be noted that Total Mass Constraint is an active constraint. We can use the 
above modeling to compute the effect of changing requirement on total mass on the optimum 
value. Total mass is the sum of several mass elements, one of which is mass of payload. The 
sensitivity of mass of payload at the optimum can be evaluated using this formulation. 
In this case, the problem parameter p is defined to be mass of payload. All the 
derivatives and submatrices can be calculated numerically using the above formulation. From 
the total sensitivity equation, we can determine the sensitivity of requirement (i.e. problem 
parameter, which is mass of payload) using the following equation. 
𝑎𝑎𝑑𝑑(𝑿𝑿)
𝑎𝑎𝑀𝑀𝜕𝜕𝑝𝑝𝑝𝑝
= 𝜕𝜕𝑑𝑑(𝑿𝑿)
𝜕𝜕𝑀𝑀𝜕𝜕𝑝𝑝𝑝𝑝
+  𝛻𝛻𝑑𝑑(𝑿𝑿). 𝛿𝛿𝑿𝑿 
 
Using this formulation, sensitivity of mass of payload is found to be $ 212.5815 X 103. The 
result is first order accurate and tells us that a small change in mass of payload will result in 
huge change in the value obtained and it is not negligible. We can extend the same 
formulation to estimate the sensitivity of other requirements. The problem parameter here 
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can be anything and we can use this formulation to determine the sensitivity of any parameter 
in the analysis. 
In addition, for the remaining inactive constraints (requirements), we can estimate 
how much each requirement can be changed without affecting the optimum. If by changing 
one of the inactive requirement, makes it active, it is required to repeat the optimum 
sensitivity analysis using the new active requirement. 
This chapter is intended to answer part II of the second research question on impact 
of requirements on the optimum design. The use of optimum sensitivity study in the context 
of Value Driven Design is discussed as a method, to study the impact of requirements on 
optimum value. 
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CHAPTER 7 
UNCERTAINTY AND RISK PREFERENCES 
Design of LSCES involves large number of people (hundreds or thousands) involving 
in making decisions in each level of hierarchy. LSCES also consists of large number of 
coupled systems. Uncertainty, which is present in many aspects will propagate and will make 
huge difference in the final design delivered. The effect of uncertainty in setting requirements 
is studied in this chapter. Coming up with very precise requirement is likely impossible. The 
effectiveness of the final product depends on how well the uncertainty is captured. Ignoring 
uncertainty will make the decision making process easier but it will be disastrous. 
There is always uncertainty in any decision making. One should clearly be able to 
quantify and model the uncertainty associated with decision-making. The uncertainty should 
be modeled sufficient to ascertain the implication of uncertainty in decisions made. 
Tolerances and Factor of safety are the traditional method of capturing the uncertainty, based 
on experience and knowledge. Such representation of uncertainty and propagating through 
analysis has issues. The chapter focuses on explaining the significance of probabilistic 
representation of uncertainty over the traditional method of tolerance representation of 
uncertainty. The uncertainty associated with upper and lower bounds of the requirements are 
considered for the study. 
Tolerance Representation of Uncertainty 
In tolerance representation, Tolerance is represented as A±b, where A is the nominal 
value and ±b is the stated tolerance. The tolerance band is a value greater than A-b and less 
than A+b. The satellite system has 14 side constraints with the lower and upper bounds. The 
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uncertainties associated with each of the upper bound and lower bounds are analyzed by 
traditional tolerance approach and uncertainty representation by probability distribution.  
Each of the lower and upper bounds of the continuous design variables are assigned 
tolerance limits and resulting value (Net present profit) is calculated. Since requirements are 
represented with tolerance band, the resulting Net present profit is a range instead of single 
numerical value. The tolerance on upper and lower bounds does not say anything about the 
probability of occurrence within that range. Such tolerance representation results in range of 
Net present profit and does not say anything about the probability of occurrence within that 
range and it does not give clear and complete information for the decision maker. Figure 22 
shows the resulting Net present profit, when uncertainty is captured as tolerance in the 
requirements. The result does not provide clear information to the decision maker about the 
value and it just says resulting value will be between a range with equal probability as shown 
in Figure 22. 
 
Figure 22. Tolerance representation of uncertainty   
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Probabilistic Representation of Uncertainty 
In this method, uncertainty is represented using probability distributions. The most 
commonly used distribution, when the data is scarce is triangular distribution. The triangular 
distribution is represented as shown in the Figure 23. 
 
Figure 23. Triangular distribution   
The triangular distribution will have lower value (‘LB’) and upper value (‘UB’) and 
estimated center (‘O’). The triangular distribution models that the value is mostly likely in 
the center (‘O’) than at the limits, which is more realistic. Each of the limit of design variable 
has a lower bound, upper bound and the most likely value. 
The uncertainties present in the design variables is propagated using Monte Carlo 
sampling [31,32]. In MCS, repeated sampling and simulation is performed to obtain the 
behavioral response using a sample size of 50,000. 
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Figure 24. Probabilistic representation of uncertainty 
 
When uncertainty is represented using probability distribution, we get the outcome as 
shown in Figure 24. The resulting Net present profit is a distribution with values having 
different probability. The most likely value is $1.27 X 108 and distribution has a lower limit 
of $1.23 X 108 and upper limit of $1.29 X 108. The probabilistic representation of 
requirements results in a distribution of net present profit and this gives a very clear 
information for the decision maker. The peak value obtained using probabilistic 
representation is $1.27 X 108 with the probability of occurrence of 6.734 X 10-7. Resulting 
value gap with respect to peak value and tolerance band is a range $0.05 X 108 to $0.02 X 
108, which is significant and cannot be ignored. 
Risk Preference under Uncertainty  
The importance of communicating risk preference is studied in detail by the past 
researchers [47, 48]. and is demonstrated here again for reference. In the previous section, 
NPV for a certain degree of uncertainty is presented. In figure 25, four different design 
alternatives with different degree of uncertainty is presented. Alternative 1 shows a narrower 
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distribution and it depicts lesser degree of uncertainty. Alternative 2-4 shows a broader 
distribution and it depicts higher degree of uncertainty. Alternative 1 may result in lesser Net 
present profit when comparing with other design alternatives. Under this situation the value 
preference alone is not enough to decide on the choosing the design alternative. We need 
additional information how far the stakeholder is willing to take the risk [35].   
 
 
 
Figure 25. Probability distribution of design alternatives.  
 
Decision analysis is a tool developed to decide what an individual should select under 
different set of alternatives [45, 46]. The risk preference of the stakeholder can be captured 
using utility function [33, 34, 41, 42, 44]. The utility function will be function of value 
function, since the value preferences is already communicated through value function. The 
three risk preferences of the stakeholder can be named as risk averse (risk hating), risk 
neutral and risk proverse (risk loving). In addition, there is degree of risk preference in each 
case for the stakeholder. Expected utility is the parameter used to compare the design 
alternatives to rank order it. 
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A negative exponential utility function [36] can be used to capture the risk preference 
due to its simplicity. 
𝑢𝑢(𝑑𝑑) =  − 1
𝑎𝑎
𝑒𝑒−𝑝𝑝𝑎𝑎 
Where ‘a’ is coefficient of risk aversion 
and ‘V’ is the measurement variable (Here Value) 
Here the measurement variable V, is the Net present profit and ‘a’ is the coefficient of 
risk aversion. Depending on the value of ‘a’, we can characterize the risk characteristics. A 
positive value of ‘a’ says it is risk averse and negative value says it is risk proverse. For risk 
neutral case, utility function is the value function itself. The most preferred design will have 
the highest utility and the magnitude of ‘a’ determines the degree of risk proverse or risk 
averse. 
• Once the probability distribution of value is obtained, we can calculate the expected 
outcome as summation of product of value and its probability. Utility of Expected 
outcome is given by the equation. 
Utility of Expected outcome = U (Expected Outcome) 
• Expected Utility can be calculated as summation of product of utility and probability. 
• Certainty equivalent is the minimum value that the stakeholder would accept to play 
the game, rather than not playing it. Certainty equivalent will be the actual value, the 
stakeholder would like to spend on playing the game and hence it could be used as a 
measure to evaluate the value gap due to risk preferences of the stakeholder. 
Certainty Equivalent = U-1(Expected Utility) 
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The implementation of utility theory for the four design alternatives is presented 
below. 
Table 10. Value gap due to risk preference 
Coefficient of 
risk preference 
Design 
alternative 
Expected 
utility 
( utils) 
Selected 
design 
Certainty 
equivalent 
($) 
Value gap 
($) 
a = -0.00000005 
( Risk Proverse) 
1 1.189 X 1010 
2 1.28005 X 108 
2.61602 X 105 
2 1.204 X 1010 
3 1.108 X 1010 
4 1.154 X 1010 
     
a = 0.00000005 
( Risk Averse) 
1 -3.366 X 104 
1 1.27744 X 108 
2 -3.395 X 104 
3 -3.696 X 104 
4 -3.544 X 104 
 
In Probabilistic representation, under varying risk preferences, we can estimate the 
certainty equivalent, which by definition is the amount (NPP) the decision maker, is willing 
to accept to play the game. The value gap here is the difference in value between certainty 
equivalents of two different type of decision makers. The difference in value between risk 
proverse and risk averse decision maker is found to be $2.61602 X 105 for this problem. 
 Communicating the value preferences alone is not enough when uncertainty exists. 
We need to communicate the risk preferences as well; else, it will lead to a design, which 
will be inconsistent with the stakeholder’s preference. In the absence of communication of 
the risk preferences, the individual at each stage need to make their own decision regarding 
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the risk preference on behalf of the stakeholder. The VBSE framework allows 
communicating the risk preference. 
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CHAPTER 8 
SUMMARY 
Value Based System Engineering framework is an approach based on the philosophy 
of Value Driven Design. The approach aims at reducing the dependency on requirements and 
rely on alternate way of communicating preferences through attribute relationships. VBSE 
framework ensures a system level consistency by communicating preferences at each level of 
hierarchy. Requirements driven design is the traditional approach where at each level of 
hierarchy, sub-requirements are formed to meet the required passed on to them. 
Requirements are actually proxies to the actual preferences and communicates preferences by 
saying what is not wanted in the system. Requirements restrict the design space exploration 
by creating hyperspace called feasible region within which trade off analysis has to be done. 
A need for alternate way of communicating preferences, which reduces dependency on 
requirements, would be the best choice to tackle the problem. VBSE framework is ideal 
choice for such communication since attributes are used to communicate the preferences, 
which do not restrict the exploration of design space. VBSE framework uses value centric 
approach and is optimized for higher value, which is singular in unit. The singularity in unit 
ensures comparison of design alternatives direct and meaningful. 
The research work aims at helping the designers in moving from requirements driven 
design to value based approach, which is addressed through chapter 4. Requirements, which 
are represented as inequality and side constraints, are traced back to value through attribute 
relationship. Cost and revenues stream of each of attribute in the requirement are traced and 
relationship of those attributes are presented. Chapter 5 focuses on analyses the induced 
value gap due individual and set of requirements and quantifies the value loss due to the 
presence of requirements. Chapter 5 also studies alternating the requirements has no effect on 
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the value and different means of communication of preferences is required. Chapter 6 deals 
with sensitivity of requirements on the optimal design and helps the designers to have 
judgment over the requirements. Chapter 7 deals with uncertainty analysis and risk 
preferences of the stakeholder. The presence of uncertainty on the design creates the value 
gap and risk preference of the stakeholder is also needed to deal with selection of design 
alternatives. 
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APPENDIX A 
TRACING OF REQUIREMENTS 
For purpose of closure, all the remaining attribute tracking is presented from case 5 to case 
15. 
Case 5: Signal to Noise Ratio 
Fig.16 shows few of the many paths taken by the mass of payload attribute to affect the cost 
stream of value function. 
Figure 16.  Attribute based DSM for the cost stream of SNR 
 
Case 6: Length of bus 
 
Figure 17.  Attribute based DSM for the cost stream of Length of bus 
 
Case 7: Radius of bus 
 
Figure 17.  Attribute based DSM for the cost stream of Radius of bus 
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Case 8: Satellite Longitude 
 
Figure 18.  Attribute based DSM for the revenue stream of satellite longitude 
 
Case 9: Ground Longitude 
 
Figure 19.  Attribute based DSM for the cost stream of ground longitude 
 
 
Figure 20.  Attribute based DSM for the revenue stream of ground longitude 
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Case 10: Ground Latitude 
 
Figure 21.  Attribute based DSM for the revenue stream of ground latitude 
 
Case 11: Ground Longitude, Receiver 
 
Figure 22.  Attribute based DSM for the cost stream of ground longitude 
 
Figure 23.  Attribute based DSM for the revenue stream of ground longitude receiver 
 
Case 12: Ground Latitude, Receiver 
 
Figure 24.  Attribute based DSM for the cost stream of ground latitude receiver 
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Figure 25.  Attribute based DSM for the revenue stream of ground latitude receiver 
 
Case 13: Number of transponders 
 
Figure 26.  Attribute based DSM for the cost stream of Number of transponders 
 
Case 14: Uplink frequency 
 
Figure 27.  Attribute based DSM for the revenue stream of uplink frequency 
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Case 16: Downlink frequency 
 
Figure 28.  Attribute based DSM for the revenue stream of downlink frequency 
 
Case 17: Ground Transmitter power 
 
 
Figure 29.  Attribute based DSM for the cost stream of ground transmitter power 
 
 
Figure 30.  Attribute based DSM for the revenue stream of ground transmitter power 
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APPENDIX B 
DESCRIPTION OF ATTRIBUTES 
Tiers Attributes Design variables 
SYSTEM (Geo Communication Satellite) Total cost, Revenue 
Single satellite or satellite 
constellation? 
 
 
 
Subsystem 
level 1 
(SS1) Payload Cpayload, SNRd 
N,Type of HPA, Satellite 
longitude 
(SS2) Ground Station Cground, SNRup 
Ground longituderec, Ground 
latituderec Ground longitudetrans, 
Ground latitudetrans 
(SS3) Power Cpower Type of power source 
(SS4) Propulsion CEngine/kg, Cpropulsion 
Type of liquid propulsion 
system(mono/bi) 
(SS5) ADCS CADCS Type of controller 
(SS6) Thermal Cthermal Type of passive thermal control 
(SS7) Structures Cstructures Configuration of bus 
(SS8) Launch vehicle CLV 
Launch site, Type of launch 
vehicle 
 
 
 
 
 
 
 
 
 
Subsystem 
level 2 
Payload 
(SS1) Satellite Transponders Mtrans, Ppayload, Vtrans 
Pst 
(SS2) Satellite antennae Csat,ant, Msat ant 
Antenna type (Parabolic/Helical 
antenna) 
Ground 
station 
(SS1) Ground transponder Cg,transmitter Pgt 
(SS2) Ground antennae Cg,antennae 
Antenna type (Parabolic/Helical 
antenna) 
Power 
(SS1) Solar Array CSA, Array size, MSA 
SA_material 
(SS2) Battery 
CBatt, Battery 
mass, Battery 
capacity, Vbatt 
Battery type 
Propulsion (SS1) Propellant 
Mpropellant, 
Vpropellant, CEngine, 
Cpropellant 
Propellant 
Thermal 
(SS1) Surface Finish Cthermalfinish �
𝛼𝛼
𝜀𝜀
�
𝑆𝑆𝑆𝑆
, �𝛼𝛼
𝜀𝜀
�
𝑠𝑠𝑝𝑝𝑠𝑠,𝑠𝑠𝑡𝑡𝑝𝑝𝑛𝑛𝑠𝑠 , �𝛼𝛼𝜀𝜀�𝑠𝑠𝑝𝑝𝑠𝑠,𝑡𝑡𝑟𝑟𝑟𝑟 , �𝛼𝛼𝜀𝜀�𝑏𝑏𝑏𝑏𝑠𝑠  
(SS2)  Radiator and Heater Pthermal, Cradiator, Cheater, Mradiator 
𝜀𝜀𝑡𝑡𝑝𝑝𝑟𝑟𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 , 𝜀𝜀𝑡𝑡𝑝𝑝𝑟𝑟𝑅𝑅𝑅𝑅 , 𝜀𝜀𝑡𝑡𝑝𝑝𝑟𝑟𝑝𝑝𝑏𝑏𝑝𝑝𝑝𝑝𝑏𝑏𝑏𝑏𝑛𝑛𝑝𝑝 
Structures (SS1) Bus Cbus/kg, Bus material 
Subsystem 
level 3 
 
 
 
Satellite 
antennae 
(SS1) Satellite 
transmitting 
antenna 
Gst, Mst fdown,  Dst 
(SS2) Satellite 
receiving antenna Gsr, Msr Dsr 
 
 
Ground 
antennae 
 
 
(SS1) Ground 
transmitting 
antenna 
Mgt,Ggt Dgt, fup 
(SS2) Ground 
receiving antenna Mgr,Ggr Dgr 
Propulsion Propellant (SS1) Propellant tank 
Mproptank, 
Vproptank,Cproptank 
Propellant tank material 
 
