Bayesian nonparametric statistics is an area of considerable research interest. While recently there has been an extensive concentration in developing Bayesian nonparametric procedures for model checking, the use of the Dirichlet process, in its simplest form, along with the KullbackLeibler divergence is still an open problem. This is mainly attributed to the discreteness property of the Dirichlet process and that the KullbackLeibler divergence between any discrete distribution and any continuous distribution is infinity. The approach proposed in this paper, which is based on incorporating the Dirichlet process, the Kullback-Leibler divergence and the relative belief ratio, is considered the first concrete solution to this issue. Applying the approach is simple and does not require obtaining a closed form of the relative belief ratio. A Monte Carlo study and real data examples show that the developed approach exhibits excellent performance.
Introduction
Let x = (x 1 , . . . , x n ) be a sample from a distribution P . The goal is to assess the hypothesis H 0 : P ∈ {F θ : θ ∈ Θ}, where {F θ : θ ∈ Θ} denotes the collection of continuous cumulative distribution functions (cdf's). This problem is known as model checking and it is quiet important in statistics. For instance, Jordan (1996) , and Florens, Richard, and Rolin(1996) . Verdinelli and Wasserman (1998) , Berger and Guglielmi (2001) and McVinish, Rousseau, and Mengersen (2009) considered other types of priors on the alternative. Another important approach utilized for model testing is to place a prior on the true distribution that is generating the data and then measuring the distance between the posterior distribution and the hypothesized one. Swartz (1999) and Al-Labadi and Zarepour (2013 Zarepour ( , 2014 used the Dirichlet process as a prior and then considered the Kolmogorov distance in order to derive a goodness-of-fit test for continuous models. To test for discrete models, Viele (2007) used the Dirichlet process and the Kullback-Leibler (KL) divergence. For continuous model, Viele commented that his method "cannot be used for continuous data directly because the Dirichlet Process is discrete with probability 1. The KL information between any discrete distribution and any continous distribution is infinity, and thus we must find a nonparametric method that produces continuous distributions. We employ a Dirichlet Process Mixture (DPM)." In fact working with the Dirichlet Process Mixture adds some complexity to the approach and makes it hard to implement by many users. Hsieh (2011) used the Pólya tree as a prior and the Kullback-Leibler divergence to test for continuous distributions.
To judge whether a resulting divergence measure is large or small, he used nor- Although the KL divergence sits atop most distance/divergence measures (Viele, 2007) , it follows clearly from the previous discussion that its use alongside the Dirichlet process is very limited. This is mainly due to the discreteness property of the Dirichlet process. A complete solution to this obstacle is offered throughout this paper, where the Dirichlet process is considered as a prior on P (the true/sampling distribution). Then the concentrations of the distribution of the KL divergence between the prior and the model of interest is compared to that between the posterior and the model. If the posterior is more concentrated about the model than the prior, then this is evidence in favor of the model and if the posterior is less concentrated, then this is evidence against the model. See Figure 1 below, which represents a plot of the prior and posterior densities of the KL divergence when H 0 is true and indeed the posterior is much more concentrated about 0 than the prior. The comparison is made via a relative belief ratio (Evans, 2015) , which measures the evidence in the observed data for or against the model, and a measure of the strength of this evidence is also provided; so the methodology is based on a direct measure of statistical evidence. Implementing the approach is direct and does not require obtaining a closed form of the relative belief ratio. In addition, the methodology does not require the use of a prior on θ and so is truly a check on the model itself avoiding any issues with the prior on θ. This paper is organized as follows. In Section 2 and Section 3, the relative belief ratio and the Dirichlet process are briefly reviewed, respectively. In Section 4, the Kullback-Leibler divergence between probability measures is discussed. Section 5 discusses the proposed approach for model checking, where it is argued that a particular choice of the Kullback-Leibler divergence and the Dirichlet process should be employed. In Section 6, a computational algorithm for the implementation of the approach is outlined. Section 7 presents a number of examples where the behavior of the methodology is examined in some detail.
Section 8 ends with a brief summary of the results.
Relative Belief Ratios
Consider {f θ : θ ∈ Θ} to be a collection of densities on a sample space X and let π be a prior on Θ. Given the data x, the posterior distribution of θ 
is a sequence of neighbourhoods of ψ converging nicely (see, for example, Rudin (1974)) to ψ as δ → 0. More commonly,
the ratio of the posterior density to the prior density at ψ. That is,
is measuring how beliefs have changed that ψ is the true value from a priori to a posteriori. Note that, a relative belief ratio is similar to a Bayes factor, as both are measures of evidence, but the latter measures this via the change in an odds ratio. A discussion about the relationship between relative belief ratios and Bayes factors is detailed in Baskurt and Evans (2013) . In particular, when a Bayes factor is defined via a limit in the continuous case, the limiting value is the corresponding relative belief ratio.
By a basic principle of evidence, RB Ψ (ψ | x) > 1 implies that the probability of ψ being correct increases after observing the data, and so there is evidence in favour of ψ. Else if RB Ψ (ψ | x) < 1 then the data claims evidence of the ψ being incorrect and thus evidence of against ψ. Also if the RB Ψ (ψ | x) = 1, then there is no evidence either way.
Therefore, the RB Ψ (ψ 0 | x) measures the evidence of the hypothesis H 0 = {θ : Ψ(θ) = ψ 0 }. It is critical to rectify the degree of strength and weakness of this value. One of nicer calibration of the RB Ψ (ψ 0 | x) is suggested in Evans(2015) , which considers the tail probability
(2) can be interpreted as the posterior probability that the true value of ψ has a relative belief ratio no greater than that of the hypothesized value ψ 0 . When RB Ψ (ψ 0 | x) < 1, so there is evidence against ψ 0 , then a small value for (2) indicates a large posterior probability that the true value has a relative belief ratio greater than RB Ψ (ψ 0 | x) and so there is strong evidence against ψ 0 . When
there is evidence in favor of ψ 0 , then a large value for (2) indicates a small posterior probability that the true value has a relative belief ratio greater than RB Ψ (ψ 0 | x)) and so there is strong evidence in favor of ψ 0 , while a small value of (2) only indicates weak evidence in favor of ψ 0 .
Dirichlet process
A relevant summary of the Dirichlet process is presented in this section. The Dirichlet process, formally introduced in Ferguson (1973) , is considered the most well-known and widely used prior in Bayesian nonparameteric inference. Specifically, consider X a space with a σ−algebra A of subsets of X. Let G be a fixed probability measure on (X, A), called the base measure, and a be a positive num-ber, called the concentration parameter. Following Ferguson (1973) , a random probability measure P = {P (A)} A∈A is called a Dirichlet process on (X, A) with parameters a and G, denoted by DP (a, G), if for any finite measurable parti-
Thus, G plays the role of the center of the process, while a controls concentration, as, the larger value of a, the more likely that P will be close to G. Not that, for convenience, we do not distinguish between a probability measure and its cdf.
An important feature of the Dirichlet process is the conjugacy property.
where
with F n = n −1 n i=1 δ xi and δ xi the Dirac measure at x i . Notice that, G x is a convex combination of the prior base distribution and the empirical distribution. Clearly, G x → H as a → ∞ while G x → F n as a → 0. We refer the reader to Al-Labadi and Zarepour (2013a,b; 2014a) and Al-Labadi and Abdelrazeq (2017) for other interesting asymptotic properties of the Dirichlet process.
Following Ferguson (1973) , P ∼ DP (a, G) has the following series represen-
It follows clearly from (4) that a realization of the Dirichlet process is a discrete probability measure. This is correct even when G is absolutely continuous. Note that, one could resemble the discreteness of P with the discreteness of F n . Since data is always measured to finite accuracy, the true distribution being sampled from is discrete. This makes the discreteness property of P with no practical significant limitation. Indeed, by imposing the weak topology, the support for the Dirichlet process is quite large. Precisely, the support for the Dirichlet process is the set of all probability measures whose support is contained in the support of the base measure. This means if the support of the base measure is X, then the space of all probability measures is the support of the Dirichlet process. For instance, if G is the standard normal, then the Dirichlet process can choose any probability measure.
Recognizing that no closed form for the inverse of Lévy measure L(x), Sethuraman (1994) introduced the stick-breaking approach to define the Dirichlet Process. Specifically, let (β i ) i≥1 be a sequence of i.i.d. random variables with a Beta(1, α) distribution. In (4), set
and (Y i ) i≥1 independent of (β i ) i≥1 . Unlike Ferguson's approach, the stickbreaking construction does not need normalization. By truncating the higher order terms in the sum to simulate Dirichlet process, we can approximate the Sethuraman stick breaking representation by
In here, (β i ) i≥1 , (J i,N ) i≥1 , and (Y i ) i≥1 are as defined in (5) 
Kullback-Leibler Distance
Let F and F 1 be two continuous cdf's with corresponding probability density functions (pdf's) f and f 1 (with respect to Lebesgue measure). Then KullbackLeibler divergence or the Relative Entropy between F and F 1 is defined as
is the entropy of F (Shannon, 1948) . It is well-know that d KL (F, F 1 ) ≥ 0 and the equality holds if and only if f = f 1 . However, it is not a distance as it is not symmetric and does not satisfy the triangle inequality (Cover and Thomas, 1991).
The following results provides a simple formula for the distance between DP (a, G) and a continuous cdf. The result uses Al-Labadi, Patel, Vakiloroayaei and Wan (2018) Bayesian non-parametric estimator of entropy.
Lemma 1 Let G be a continuous cdf with corresponding density function g.
∼ G with the probability density function G (x) = g(x). Let m be a positive integer smaller
are the order statistics of Y 1 , Y 2 , . . . , Y N and
Then, as N → ∞, m → ∞, m/N → 0 and a → ∞, we have 
which, by the weak law of large numbers, converges in probability to
Now, by the continuous mapping theorem, we get the result.
Model Checking Using Relative Belief
Let {F θ : θ ∈ Θ} denote the collection of continuous cdf's for the model. Suppose that x = (x 1 , . . . , x n ) is a sample from a distribution P . The goal is to assess the hypothesis H 0 : P ∈ {F θ : θ ∈ Θ}. Let the prior on P be DP (a, G)
for some choice of a and G. Then, by (3), the posterior distribution is P | x ∼ DP (a + n, G x ). As pointed out in the introduction, if H 0 is true, then the posterior distribution of the distance between P and {F θ : θ ∈ Θ} should be more concentrated about 0 than the prior distribution of this distance. So this test will involve a comparison of the concentrations of the prior and posterior distributions of d KL via a relative belief ratio based on d KL with the interpretation as discussed in Section 2. However, to fully implement this approach, it is necessary to discuss the distance measure and the ideal values for m, a and G.
Measuring the Distance
Similar to Al-Labadi and Evans (2018), we compute d KL (P, F θ(x) ), where F θ(x) ∈ {F θ : θ ∈ Θ} is the distribution that is best supported by the data. Since the evidence is being measured via relative belief ratios, θ(x) is the relative belief estimate of θ, which for the full model parameter is always the same as the maximum likelihood estimate (MLE). As such, the value θ(x) is completely independent of any prior placed on θ. Certainly this choice has some asymptotic justification as, under reasonable conditions, θ(x) will converge to the best choice (in terms of Kullback-Leibler divergence) of θ even when the model fails.
The Choice of m
The value of m is required to compute (9) . However, the optimal value m is still an open problem. As discussed in Vasicek (l976), with increasing N , the best value of m increases while the ratio m/N tends to zero. Grzegorzewski and 
where y is the largest integer less than or equal to y. Thus, for instance, by (10) , if N = 50, the best choices of m is 7. In this paper, we will use the rule (10) . Note that, the value of m in (10) is the value that will be used for the prior. For the posterior, N will be replaced by the number of distinct atoms in P N | x, an approximation of P |x. It follows from (3) that if a/n is close to zero, then the number of distinct atoms in P N | x will typically be n, the sample size.
The Choice of G
Following Al-Labadi and Evans (2018), we set G = F θ(x) (i.e. P ∼ DP a, F θ(x) ).
There are many benefits of this choice of G. First, it avoids prior-data conflict appear to induce a data dependent prior distribution for d KL . The following lemma implies that this is not the case and so, with this choice, the approach is prior distribution-free.
Proof. By Lemma 1,
Note that, as m → ∞ such that m/N → 0, we have
where (U i ) i≥1 is a sequence of i.i.d. random variables with a uniform distribution The proof follows straightforwardly from the properties of the KL divergence and (3). Thus it is omitted.
Lemma 3 Let x = (x 1 , . . . , x n ) ∼ P , where P ∼ DP a, F θ(x) . Suppose that
→ 0 as n → ∞.
a.s.
> 0.
The Choice of a
The selection of a is very important. In principle, larger values of a must be chosen to detect smaller deviations. Therefore, it is possible to consider several values of a. For example, one may start with a = 1. If, as the value of a is increased, the corresponding relative belief ratio drops rapidly below 1, then this is a clear indication against H 0 . As will be seen in the examples, when the null hypothesis is correct, the relative belief ratio always remains above 1 when larger values of a are considered. On the other hand, if the relative belief ratio is below than 1 and, as the value of a is increased (i.e., using a more concentrated prior), the corresponding relative belief ratio increases above 1, then this is a good indication in favour of H 0 . It is highly recommended to choose a ≤ 0.5n, however, otherwise the prior may become too influential. See Al-Labadi and Zarepour (2017) for the justification of this recommendation. It is noticed that, for most purposes, setting a between 1 and 10 is found satisfactory. This choice of a is also recommended by Holmes, Caron, Griffin and Stephens (2015) when using the Pólya tree prior for the two-sample problem. This issue is further discussed in Table 1 of Section 7.
The following result is useful in the elicitation process of a.
where ψ(x) = Γ (x)/ Γ(x) is the digamma function.
Proof. By (12) and independence,
Since U (i) = U (1) for i < 1 and U (i) = U (N ) for i > N and using the wellknown fact that U (s) − U (r) ∼ Beta(s − r, N − s + r + 1) we have:
On the other hand,
From the proof of Lemma 1 of Al-Labadi, Patel, Vakiloroayaei and Wan (2018) and using the facts that ψ(x + 1) = ψ(x) + 1/x (Abramowitz and Stegun, 1972), we have
and
Substitute (15), (16), (17) and (18) in (14), we get the result.
Computational Algorithm
To use (1) The following gives a computational algorithm for assessing H 0 .
Algorithm A ( Relative belief algorithm for model checking):
(i) Generate a sample from P N , where P N is an approximation of P ∼ DP (a, F θ(x) ).
See Section 3.
(
(iii) Repeat steps (i) and (ii) to obtain a sample of r 1 values from the prior of D.
(iv) Generate a sample from P N |x, where P N |x an approximation of P |x ∼ DP (a + n, G x ). 
by the ratio of the estimates of the posterior and prior contents of
Moreover, estimate
For fixed M, as r 1 → ∞, r 2 → ∞, thend i/M (pr) converges almost surely to 
Examples
In this section, the approach is illustrated through three examples. In all the examples, the prior was taken to be DP a, F θ(x) and, in Algorithm A, we set In this example, samples of n = 20 was generated from the distribution P true in Table 1 . Then the methodology was applied to assess whether or not the correct model is {F θ : θ ∈ Θ} = {N (θ, 1) : θ ∈ R} and so θ(x) =x. Thus, by Lemma 1,
It follow that
In Table 1 
Here ξ represents the location parameter and β represents the scale parame- Consider the data of 100 stress-rupture lifetimes of Kevlar pressure vessels presented in Andrews and Herzberg (1985) . The goal is to test whether the underlying distribution is normal. That is, {F θ : θ ∈ Θ} = {N (µ, σ 2 ) : θ = (µ, σ 2 ) ∈ R × (0, ∞)} and so θ(x) = (x, Table 3 support the non-normality of this data set only when using a more concentrated prior. Table 3 : Relative belief ratios and strengths for testing the normality of the Kevlar data and various choices of a in Example 3.
Conclusions
A general procedure for model checking based on integrating the Dirichlet process, the Kullback-Leibler divergence and the relative belief ratio has been considered. The offered approach solved the issue that Dirichlet process is a discrete probability measure with probability 1 and the Kullback-Leibler divergence between any discrete distribution and any continuous distribution is infinity. Applying the approach is simple and does not require obtaining a closed form of the relative belief ratio. Numerous examples are presented in which the proposed approach shows excellent performance.
