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Abstract
We prove that for a decreasing weight w, the following inequality is sharp:
∞∫
0
(
f ∗∗(t) − f ∗(t))pw(t) dt  ‖w‖Bp
∞∫
0
(
f ∗(t)
)p
w(t) dt,
where Bp is the Ariño and Muckenhoupt class of weights, and p  2. The case w ≡ 1 gives a positive
answer to a conjecture formulated in Kruglyak and Setterqvist (2008) [8], where this estimate is proved
only when p  2 is an integer. Simple examples show that, for 1 < p < 2, or if w is not decreasing,
the result is false. Finally, using a different argument, we also prove that in the case p = 1, and for arbitrary
weights w ∈ B1, ‖w‖B1 is the best constant in the corresponding inequality.
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Let Cp be the cone of nonnegative decreasing functions on Lp = Lp(0,∞) and let S be the
Hardy operator
Sf (x) = 1
x
x∫
0
f (t) dt, x > 0. (1)
It was proved in [8] that, if
‖S − I‖Cp = sup
f∈Cp, ‖f ‖p1
∥∥(S − I )f ∥∥
Lp
,
then,
‖S − I‖Cp = 1
(p − 1)1/p , p ∈ {2,3,4, . . .}, (2)
and it was also conjectured that the same sharp estimate would hold true for all p  2. We will
show in Theorem 2.2 that this conjecture is true and, moreover, the result can be extended to
weights in the Bp class of Ariño and Muckenhoupt [1], satisfying some monotonicity property
(see (4)).
The main technique used in [8] to prove (2) is based on the fact that, for a simple function
f in Cp and p a whole number, the expressions ‖Sf − f ‖pCp and ‖f ‖pCp are homogeneous
polynomials of degree p. Instead, in our proof, the result is obtained by making use of some
cancellation properties, after collecting terms in an appropriate way (see Lemma 2.1), together
with the monotonicity property assumed on the weight.
We observe that, if f is in the cone of nonincreasing functions we have, for almost every
x > 0,
(S − I )f (x) = f ∗∗(x) − f ∗(x),
where f ∗ is the classical nonincreasing rearrangement of f with respect to the Lebesgue mea-
sure and f ∗∗(t) = Sf ∗(t) is its maximal function [3]. Estimates concerning functional spaces
involving the expression f ∗∗ − f ∗ have been obtained in the last years (see [2,4,5]). More re-
cently, in [10], the same kind of results for the norm of S − I have been studied, but for spaces
of restricted type.
For a measurable function f and w a weight (i.e., a nonnegative locally integrable function
on (0,∞)), the weighted space Lp(w) is defined as
Lp(w) =
{
f : ‖f ‖p,w =
( ∞∫
0
∣∣f (t)∣∣pw(t) dt
)1/p
< ∞
}
.
The notation χ(a,b) will denote the characteristic function of the interval (a, b).
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We begin with some preliminary inequalities related to monotonic properties of finite se-
quences of positive numbers.
Lemma 2.1. Let p  2, n ∈ N, n 2, and let α = {αi}1in, γ = {γi}1in be two sequences
of positive numbers, with 0 < α1 < α2 < · · · < αn. Then, for any n 3,
(
∑n
i=1 γiαi)p − (
∑n−1
i=1 γiαi)p − (
∑n
i=2 γiαi)p + (
∑n−1
i=2 γiαi)p
(
∑n
i=1 γi)p − (
∑n−1
i=1 γi)p − (
∑n
i=2 γi)p + (
∑n−1
i=2 γi)p
 α1αp−1n .
For n = 2, the inequality takes the form
(γ1α1 + γ2α2)p − (γ1α1)p − (γ2α2)p
(γ1 + γ2)p − (γ1)p − (γ2)p  α1α
p−1
2 .
Proof. We will restrict to the case n  3, the proof for n = 2 is analogous with the obvious
changes. Dividing both sides by αpn , and introducing the variables 0 < xi = αi/αn  1, the above
inequality is equivalent to
(
∑n−1
i=1 γixi + γn)p − (
∑n−1
i=1 γixi)p − (
∑n−1
i=2 γixi + γn)p + (
∑n−1
i=2 γixi)p
(
∑n
i=1 γi)p − (
∑n−1
i=1 γi)p − (
∑n
i=2 γi)p + (
∑n−1
i=2 γi)p
 x1. (3)
Let us first see that for every 2 i  n − 1, the following function, defined on 0 < xi  1
gi(xi) =
(
n−1∑
j=1
γjxj + γn
)p
−
(
n−1∑
j=1
γjxj
)p
−
(
n−1∑
j=2
γjxj + γn
)p
+
(
n−1∑
j=2
γjxj
)p
is increasing and hence, it attains its maximum value at xi = 1.
Indeed, its derivative is a positive function, since the expression
(
n−1∑
j=1
γjxj + γn
)p−1
−
(
n−1∑
j=1
γjxj
)p−1
−
(
n−1∑
j=2
γjxj + γn
)p−1
+
(
n−1∑
j=2
γjxj
)p−1
,
is also strictly positive, due to the fact that γn > 0, p  2 and the difference (x +c)α −xα defines
an increasing function if α  1 and c > 0.
Then (3) will be proved if we check that the following function, defined on 0 < x  1
g(x) = (γ1x +
∑n
i=2 γi)p − (γ1x +
∑n−1
i=2 γi)p − (
∑n
i=2 γi)p + (
∑n−1
i=2 γi)p
x
,
is also increasing and attains its maximum at x = 1.
Defining A =∑n−1i=2 γi > 0 and B = γn > 0, we can rewrite the function g as
g(x) = (γ1x + A + B)
p − (γ1x + A)p − (A + B)p + Ap
.
x
S. Boza, J. Soria / Journal of Functional Analysis 260 (2011) 1020–1028 1023We compute its derivative
g′(x) = x−2[pγ1x((γ1x + A + B)p−1 − (γ1x + A)p−1)− (γ1x + A + B)p
+ (γ1x + A)p + (A + B)p − Ap
]
.
The sign of g′ will be determined by the sign of the following function h defined, for x  0
h(x) = pγ1x
(
(γ1x + A + B)p−1 − (γ1x + A)p−1
)− (γ1x + A + B)p
+ (γ1x + A)p + (A + B)p − Ap.
Since h(0) = 0, p  2, and its derivative is
h′(x) = p(p − 1)γ 21 x
(
(γ1x + A + B)p−2 − (γ1x + A)p−2
)
 0,
we deduce that h(x) h(0) = 0 and hence g′(x) 0, for x > 0, as we wanted to see. 
For p > 0, we recall that a weight w is in the Bp-class (see [1]), if there exists a positive
constant C > 0 such that, for every r > 0,
rp
∞∫
r
w(x)
xp
dx  C
r∫
0
w(x)dx.
If w ∈ Bp we denote by ‖w‖Bp the best constant in the above inequality:
‖w‖Bp = sup
r>0
rp
∫∞
r
w(x)
xp
dx∫ r
0 w(x)dx
.
Bp weights were introduced in [1] (see also [9]) and characterize the boundedness of the Hardy
operator (1) on monotone functions.
We are going to prove our main theorem for weights w ∈ Bp , p  2, satisfying that
rp−1
∞∫
r
w(x)
xp
dx is a decreasing function of r > 0. (4)
It is easy to see that an equivalent condition for this to hold is
rp−1
∞∫
r
w(x)
xp
dx  w(r)
p − 1 , a.e. r > 0.
Observe that this inequality holds for any nonincreasing weight w (in particular if w ≡ 1), al-
though there are also weights satisfying (4) which are not decreasing (consider, for instance,
w(x) = χ(0,1)(x) + (1 + δ)χ(1,2)(x), with δ > 0 small enough).
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any decreasing function f , we have
‖Sf − f ‖pp,w  ‖w‖Bp‖f ‖pp,w,
and ‖w‖Bp is the best constant.
Proof. Without loss of generality, using Fatou’s lemma, we can restrict ourselves to consider the
subset consisting of all simple functions of the form (see [3])
fN(x) =
N∑
i=1
ciχ(0,ai )(x), ci > 0, i = 1,2, . . . ,N, 0 < a1 < a2 < · · · < aN.
Easy calculations show that
(SfN − fN)(x) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
0, 0 < x < a1,
c1a1
x
, a1 < x < a2,
c1a1+c2a2
x
, a2 < x < a3,
...
...
c1a1+c2a2+···+cNaN
x
, x > aN .
Assuming aN+1 = ∞, then the weighted norm of (S − I )fN is
‖SfN − fN‖pp,w =
∞∫
0
(SfN − fN)p(x)w(x)dx
=
N∑
k=1
(
k∑
j=1
cj aj
)p[ ∞∫
ak
w(x)
xp
dx −
∞∫
ak+1
w(x)
xp
dx
]
.
We use the standard convention that, if the upper index in the sum is smaller than the lower one,
then the sum is equal to zero. Now, the last expression above can be rewritten as
N∑
k=1
[(
k∑
j=1
cj aj
)p
−
(
k−1∑
j=1
cj aj
)p] ∞∫
ak
w(x)
xp
dx. (5)
Also, introducing a telescopic sum, we can show that (5) is equal to
N∑
k=1
(
k∑
j=1
[(
k∑
i=j
ciai
)p
−
(
k−1∑
i=j
ciai
)p
−
(
k∑
i=j+1
ciai
)p
+
(
k−1∑
i=j+1
ciai
)p]) ∞∫
ak
w(x)
xp
dx.
(6)
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‖fN‖pp,w =
∞∫
0
(fN)
p(x)w(x)dx
=
N∑
k=1
(
N∑
j=k
cj
)p[ ak∫
0
w(x)dx −
ak−1∫
0
w(x)dx
]
=
N∑
k=1
[(
N∑
j=k
cj
)p
−
(
N∑
j=k+1
cj
)p] ak∫
0
w(x)dx. (7)
We claim that this last expression can be written as
N∑
k=1
k∑
j=1
[(
k∑
i=j
ci
)p
−
(
k−1∑
i=j
ci
)p
−
(
k∑
i=j+1
ci
)p
+
(
k−1∑
i=j+1
ci
)p] aj∫
0
w(x)dx. (8)
To check this equality, just observe that, for any fixed n, 1 nN , the corresponding coefficient
of
∫ an
0 w(x)dx in (7) is (
∑N
j=n cj )p − (
∑N
j=n+1 cj )p . And also, looking at expression (8), we
observe that if we put j = n, the sum in k is extended to n k  N and, hence, the coefficient
that multiplies
∫ an
0 w(x)dx is equal to
N∑
k=n
[(
k∑
i=n
ci
)p
−
(
k−1∑
i=n
ci
)p
−
(
k∑
i=n+1
ci
)p
+
(
k−1∑
i=n+1
ci
)p]
=
(
N∑
i=n
ci
)p
−
(
N∑
i=n+1
ci
)p
.
Therefore, we have shown that in order to prove the inequality
‖SfN − fN‖pp,w  ‖w‖Bp‖fN‖pp,w (9)
it suffices to show the following
N∑
k=1
(
k∑
j=1
[(
k∑
i=j
ciai
)p
−
(
k−1∑
i=j
ciai
)p
−
(
k∑
i=j+1
ciai
)p
+
(
k−1∑
i=j+1
ciai
)p]) ∞∫
ak
w(x)
xp
dx
 ‖w‖Bp
N∑
k=1
k∑
j=1
[(
k∑
i=j
ci
)p
−
(
k−1∑
i=j
ci
)p
−
(
k∑
i=j+1
ci
)p
+
(
k−1∑
i=j+1
ci
)p] aj∫
0
w(x)dx.
The inequality above will be guaranteed if, for any 1 j  k N , we show that
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k∑
i=j
ciai
)p
−
(
k−1∑
i=j
ciai
)p
−
(
k∑
i=j+1
ciai
)p
+
(
k−1∑
i=j+1
ciai
)p] ∞∫
ak
w(x)
xp
dx
 ‖w‖Bp
[(
k∑
i=j
ci
)p
−
(
k−1∑
i=j
ci
)p
−
(
k∑
i=j+1
ci
)p
+
(
k−1∑
i=j+1
ci
)p] aj∫
0
w(x)dx,
which is equivalent to showing that, for any 1 j  k N ,
(
∑k
i=j ciai)p − (
∑k−1
i=j ciai)p − (
∑k
i=j+1 ciai)p + (
∑k−1
i=j+1 ciai)p
(
∑k
i=j ci)p − (
∑k−1
i=j ci)p − (
∑k
i=j+1 ci)p + (
∑k−1
i=j+1 ci)p
∞∫
ak
w(x)
xp
dx
 ‖w‖Bp
aj∫
0
w(x)dx. (10)
For any j and k with 1  j  k  N , we apply Lemma 2.1, with α = {ai}jik and γ =
{ci}jik , and condition (4) (recall that aj  ak) to obtain
(
∑k
i=j ciai)p − (
∑k−1
i=j ciai)p − (
∑k
i=j+1 ciai)p + (
∑k−1
i=j+1 ciai)p
(
∑k
i=j ci)p − (
∑k−1
i=j ci)p − (
∑k
i=j+1 ci)p + (
∑k−1
i=j+1 ci)p
∞∫
ak
w(x)
xp
dx
 ajap−1k
∞∫
ak
w(x)
xp
dx  apj
∞∫
aj
w(x)
xp
dx  ‖w‖Bp
aj∫
0
w(x)dx,
which is (10).
In order to see that ‖w‖Bp is the sharp constant Cp,w , just observe that for N = 1 we have
Cp,w  sup
c1>0,a1>0
‖Sf1 − f1‖pp,w
‖f1‖pp,w
= sup
a1>0
a
p
1
∫∞
a1
w(x)
xp
dx∫ a1
0 w(x)dx
= ‖w‖Bp . 
Remark 2.3. Theorem 2.2 is not true, in general, without the hypothesis (4). In fact, fix p  2
and consider the power weights w(t) = tα . Then, tα ∈ Bp , for −1 < α < p − 1, and
∥∥tα∥∥
Bp
= 1 + α
p − α − 1 . (11)
It is easy to check that, for any 0 < α < p− 1, (4) fails. To show that (11) is not the best constant
in this case, take f (x) = 2χ(0,1)(x) + χ(1,2)(x), and for any p  2, let us consider, for example,
α = (p − 1)/2. Easy computations show that
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‖f ‖pp,w
= (2
(−p+1)/2(3p − 1) + 1)/(p − 1)
(2(p+1)/2 + 2p − 1)/(p + 1) >
∥∥t (p−1)/2∥∥
Bp
= p + 1
p − 1 ,
which implies that ‖t (p−1)/2‖Bp is not the optimal constant.
The following corollary gives a positive answer to the conjecture formulated in [8].
Corollary 2.4. ‖S − I‖Cp = 1(p−1)1/p , for all p  2.
Proof. Just observe that the constant weight w(t) ≡ 1 is in Bp , for all p > 1. Moreover,
‖w‖Bp =
1
p − 1 .
It obviously verifies condition (4) and, hence, Theorem 2.2 applies. 
The following proposition shows, with the use of very different techniques than those used
in Theorem 2.2, that also in the case p = 1, and for any weight w in B1, the constant ‖w‖B1 is
sharp in the corresponding inequality.
Proposition 2.5. Let w ∈ B1. Then, for any f ∈ C1, we have the following sharp inequality
‖Sf − f ‖1,w  ‖w‖B1‖f ‖1,w.
Proof. First we use Fubini’s theorem to write
‖Sf − f ‖1,w =
∞∫
0
(
1
t
t∫
0
f (s) ds − f (t)
)
w(t) dt
=
∞∫
0
( ∞∫
s
w(t)
t
dt
)
f (s) ds −
∞∫
0
f (t)w(t) dt. (12)
We observe that the first integral in the last equality is the norm of f in the Lorentz space Λ1(v)
where v(s) = ∫∞
s
w(t)
t
dt . It is proved in [7] (see also [6]) that the best constant for the embedding
Λ1(w) ↪→ Λ1(v) is given by
sup
t>0
∫ t
0 v(s) ds∫ t
0 w(s)ds
.
Hence, taking into account the expression in (12), the best constant Cw in the inequality
‖Sf − f ‖1,w  Cw‖f ‖1,w is given by
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t>0
∫ t
0 v(s) ds∫ t
0 w(s)ds
− 1 = sup
t>0
∫ t
0
∫∞
s
w(x)
x
dx ds∫ t
0 w(s)ds
− 1
= sup
t>0
∫ t
0 w(s)ds + t
∫∞
t
w(s)
s
ds∫ t
0 w(s)ds
− 1 = ‖w‖B1 . 
Remark 2.6. Looking at Theorem 2.2 and Proposition 2.5, it is natural to ask whether Theo-
rem 2.2 is true if 1 < p < 2. However, we can show that the constant ‖w‖Bp is not sharp, in
general, in that range.
To see this, we take the constant weight w(t) ≡ 1 which, as we have previously remarked,
satisfies condition (4) with ‖w‖Bp = 1/(p − 1).
Straightforward calculations for the simple function f (x) = 2χ(0,1)(x)+ χ(1,2)(x) show that,
for every 1 < p < 2, the following holds
‖Sf − f ‖pp
‖f ‖pp
= 2
1−p(3p − 1) + 1
(p − 1)(2p + 1) >
1
p − 1 .
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