We consider the lubrication model for a thin film driven by competing gravitational forces and thermal gradients on an inclined plane. We are interested in the general traveling wave problem when the Navier slip boundary condition is used. We contrast (1) gravity dominated flow, (2) Marangoni dominated flow, and (3) flow in which the two driving effects balance. For a "singular slip" model we show that when Marangoni forces are present the resulting traveling wave ODE reduces locally near the contact line to a case not considered previously in the literature. We compute an asymptotic expansion of the solution near the contact line and compare with numerical simulations of the full problem. Using numerical simulations and phase space analysis involving Poincaré sections, we show that for all three problems there is a finite range of admissible contact angles for which traveling wave solutions exist. Even in the well-studied case (1), this is a new observation that has ramifications for the use of constitutive laws at the contact line in the case of singular slip. For case (3) multiple traveling wave solutions are observed with the same contact angle.
Introduction. Dynamic contact lines occur at the leading edge of a layer of fluid coating a dry solid surface. Understanding how contact lines move has been the subject of intense interest for several decades. In particular, it was shown by Dussan and Davis [13] that motion necessarily implies a singularity of stress at the contact line if the usual no-slip boundary condition is imposed between the fluid and the solid surface. Two approaches to removing this singularity emerged early on, namely (i) the precursor layer model and (ii) the Navier slip condition.
In 1964, Bascom, Cottington, and Singleterry [1] reported experimental observations of contact lines for thin liquid films. A very thin film was observed spreading ahead of the thicker film, beyond the apparent location of the contact line. Based on these and similar observations, one reasonable model is to assume that there is a very thin layer of fluid ahead of the contact line. The contact line itself is then replaced by a rapid transition from the thicker layer to the very thin layer. This is the basis for the so-called precursor model studied in various contexts over a number of years. While this is an attractive and tractable way to remove the singularity associated with the film thickness going all the way to zero, modeling the very thin precursor layer using hydrodynamics can be questionable since its thickness is only a fewÅngstroms. Within a continuum framework, this can be approached by including additional physics, such as long range van der Waals forces [12, 34, 41 ] in a dynamic model of the precursor layer itself (as in [16] ).
The second approach that has received extensive study is to keep the distinct contact line but remove the stress singularity by modifying the boundary condition between the liquid and the solid surface at or near the contact line. The most promising way to do this is to introduce the Navier slip condition, proposed by Navier [32] in 1832 during the long debate over whether a fluid can slide over a solid surface [15] . The Navier condition was apparently first invoked in the context of lubrication theory by Greenspan [17] and has since been included in numerous studies of contact lines [2, 22, 31, 38, 39] . Again, this is an attempt to resolve the issue using only hydrodynamics, rather than dealing with the atomic scale forces that are undoubtedly significant near the contact line. Nonetheless, it is plausible to believe that the effect of these forces at the macroscopic scale could be captured in an empirical law like the Navier slip condition. Once a choice of slip model is made, there is still the question of the need for a boundary condition at the contact line. Greenspan [17] proposed that the speed of the contact line is related to the contact angle. This was further considered for spreading drops by Haley and Miksis [18] and Ehrhard and Davis [14] . Hocking [23] considers using the static contact angle for the dynamic problem. In the case of complete wetting, a zero contact angle solution is preferred. For the general lubrication PDE, existence of such "zero contact angle" solutions with slip was proved rigorously in one space dimension [3, 8] . In this case, the zero contact angle condition replaces the boundary condition or fixed contact angle condition at the contact line. A natural question, which we address, is whether the PDE admits traveling wave solutions with a prescribed nonzero contact angle condition.
In this paper, we consider a thin film being driven up an inclined solid surface by a surface or Marangoni stress. These driven films have been studied extensively theoretically, experimentally, and numerically [5, 6, 10, 11, 27, 28, 29, 37, 36] . In particular, in a series of papers on the precursor model, we found interesting novel structures for traveling waves and their stability [4, 6, 7] . Our purpose in this paper is to explore the Navier slip model as an alternative to the precursor model for Marangoni driven films. Among other conclusions, we find that for a given slip length and film thickness, there is a finite range of contact angles that admit traveling wave solutions.
In section 2, we give a brief derivation of the fourth order nonlinear PDE governing the evolution of film height, using the lubrication approximation to the Navier-Stokes equations for two-dimensional incompressible flow. This derivation shows how the Navier slip condition enters the thin film PDE. Also in section 2 we show how traveling wave solutions with a contact line satisfy a third order ODE, in which the traveling wave speed is determined by the upstream height. The PDE and associated traveling wave ODE can be used to study contact lines under three scenarios, each of which we consider in this paper:
I. Flow in which gravity is the only driving force. For example, a layer of fluid wetting a dry surface as it slides down the surface under the action of gravity.
II. Flow in which the Marangoni force dominates gravity. III. Flow in which Marangoni force and the force due to gravity are balanced.
The main results of this paper, both analytical (in section 3) and numerical (in section 4) concern flow in which forces are balanced, but our numerical results add something to the understanding of the first two scenarios as well.
In section 3 we analyze the traveling wave ODE near the contact line when Marangoni forces are present, under the Navier slip condition. Curiously, the leading order terms of the ODE are independent of the precise form of the Navier slip condition; we are led to the problem of finding a function y = y(x) (representing the film height) that is positive for x > 0 and satisfies
This equation would appear to fall under the extensive classification of solutions of the more general third order ODE y n y = 1 contained in the paper of Boatto, Kadanoff, and Olla [9] . However, we observe that the case n = 1 is special, and we find a different structure for the solutions. In section 3.1, we find a two-parameter family of asymptotic solutions
where h.o.t. denotes higher order terms and a > 0 and b are free parameters. We show how the series can be continued indefinitely, and in section 3.1 we perform a reduction to a polynomial planar vector field that establishes the dimension of the solution set.
In section 4 we present various results of numerical integration of the third order traveling wave ODE. The technique we use is similar to that in earlier studies of the precursor layer model [6] , but here we show how the entire phase space can be understood by focusing on the structure of stable and unstable invariant manifolds associated with equilibria. Phase portraits are three-dimensional, since the ODE is third order, so we visualize invariant manifolds through their intersection with carefully chosen Poincaré sections.
The numerical solutions are compared with the asymptotic form (1.2) near the contact line. The numerical results highlight various interesting issues. We find a finite range of contact angles for each wave speed. This has relevance for the use of a boundary condition relating contact angle and wave speed, as considered in [14, 18] , or for the case of a fixed contact angle condition, as considered in [31, 38] for singular slip and in [20, 21, 23] for nonsingular slip. Moreover, at a given speed and at a given contact angle in this range, there may be several different traveling waves. The latter property is specific to the case in which gravity and Marangoni effects balance and is related to the nonconvexity of the flux function in the lubrication model. This particular effect is well understood for the same problem in which a simpler precursor film model is used to remove the contact line singularity [6] .
2. The lubrication approximation and traveling waves. In section 2.1, we outline the lubrication approximation and formulate the PDE that governs the motion of the thin liquid layer, including the Navier slip condition. In section 2.2, we derive a third order ODE whose solutions are traveling wave solutions of the PDE.
The thin film PDE.
Consider a thin liquid film moving slowly up a flat solid surface, inclined at an angle α to the horizontal. The film is driven by a constant surface stress τ , and gravity also acts on the film, as indicated in Figure 2 .1. We shall consider the film to be uniform in the transverse direction. This means that the transverse velocity is zero, the in-plane velocity (u, v) and pressure p are functions of x, z, and time t, and the free surface is given by z = h(x, t), where h is a function to be determined. The lubrication approximation reduces the description of the flow to a PDE for h(x, t). The Navier-Stokes equations for the two-dimensional flow of the figure are as follows:
Here, ρ is the density, taken to be constant, consistent with the incompressibility condition (2.1c), and µ is the viscosity.
In the lubrication approximation, we exploit two small quantities to reduce the complexity of the equations, keeping only leading order terms but maintaining a balance between terms that are significant, namely surface stresses and viscous forces. Let H be a typical thickness of the film, say a maximum thickness. This is assumed small compared to a typical length scale L along the solid surface. The other small parameter is the Reynolds number Re = ρU H/µ, calculated with respect to the thickness length scale, but where U is a typical velocity in the x-direction parallel to the solid surface.
The lubrication approximation that emerges as the leading order terms consists of two equations, with unknowns velocity u parallel to the solid surface and pressure p (the normal velocity v is given separately by the incompressibility condition (2.1c)):
To this system we add boundary conditions at z = 0 and z = h:
Here, p A denotes atmospheric pressure, γ is the coefficient of surface tension, taken to be constant, τ is a constant surface stress 1 coupled to the flow by the rate of shear strain appearing on the left-hand side of (2.3b). (Other mechanisms produce a surface stress, such as gradients in the concentration of a surfactant or airflow over the surface.) The boundary condition (2.3c) expresses the Navier slip condition, in which k(h) is a coefficient with dimension of length that becomes essentially zero away from the contact line (i.e., for h > h 0 where h 0 is small). As in earlier work on the Navier slip condition, we take k(h) to be a smooth and positive function; it would be possible to cut k(h) off at a specified distance from an advancing contact line. For simplicity we choose only smooth functions k(h) as in [17, 18, 39, 31] . Specific forms for k(h) will be given later.
To derive an equation for h(x, t), we first integrate system (2.2) using the boundary conditions (2.3) to obtain an expression for u in terms of z and h. Then u is averaged across the film to get an average velocity Q, expressed entirely in terms of h and derivatives of h. Finally, this formula for Q is substituted into the equation
expressing conservation of mass. This procedure, explained in detail and in greater generality elsewhere [17, 31] , leads to the single equation
would be quadratic and cubic functions (respectively) were it not for the modifications from the Navier slip condition.
From (2.4) we can realize the three cases of the introduction: 1. Gravity dominates: τ = 0.
2. Marangoni forces dominate: τ >> ρg sin α. 3. Gravity and Marangoni effects are in balance: τ ∼ ρg sin α. In each case, a slightly different scaling of the variables leads to nondimensional equations. We give the details in the third case, rescaling the variables as in [6] . We introduce length scales H, L and a corresponding time scale T : h = Hĥ, x =xL, and t = Tt. (2.6) Balancing the competing convective effects of gravity and Marangoni forces in (2.4) gives H = 3τ 2 sin αρg . Setting L to be the capillary length on which surface tension balances the driving forces gives L = (
The time scale is then chosen to be the one on which all three of these effects balance, T = 2 µ τ 2 ( 4 9 τ γρg sin α) 1/3 . This leads to the equation
and
We remark that D is typically small and is zero for a vertical plane (α = π/2). It will be convenient to label the flux f (h) on the left-hand side of (2.7), (2.9) and to use the notation
Then the depth-averaged velocity Q is given by
and the PDE (2.7) is
In cases 1 and 2, a similar rescaling leads to equations similar to (2.12) but with different flux functions f (h) (see [31] ). Specifically:
1. When gravity dominates, the thin film will be coating by flowing down the solid surface. Reversing x so that increasing x is in the direction of flow, we obtain (2.12) with
2. When Marangoni forces dominate, the gravity term in the flux drops out, and we are left with
2.2. Traveling waves. We seek traveling wave solutions of (2.12). These take the form h(x, t) = h(x − st), where h is a function of the single traveling wave variable ξ = x − st, and s is the wave speed. Substituting into the PDE, and integrating once, we obtain (dropping the bars) (2.15) in which denotes differentiation with respect to ξ, and E is the constant of integration.
Now we are interested particularly in solutions that have a contact line, at which h = 0. Since the ODE is autonomous, we can assume the contact line is at ξ = 0. Upstream (i.e., ξ −→ −∞), we assume the traveling wave approaches a constant height, with at least the first three derivatives approaching zero. Thus, we have boundary conditions
At the other end, letting ξ −→ 0−, we have Q −→ s. (I.e., the average speed approaches the speed of the traveling wave at the contact line.) Using (2.11), we can rewrite (2.15) as
Letting h −→ 0 leads to the conclusion E = sh − − f (h − ) = 0. Thus, the wave speed s is determined by the upstream height h − :
In conclusion, the traveling wave satisfies the ODE
with boundary conditions
Finally, we discuss the leading order terms at the contact line in (2.18). To do so, we need to specify the constitutive function k(h) in the Navier slip condition (2.3c). The form of this function is not decided upon [17, 18] , but the idea is that slip should be confined to a small neighborhood of the contact line, where h is very small. Thus, k(h) should be chosen so that it is nearly zero unless h is very small. Typically, k(h) is chosen to be a power of h; in order to satisfy the above requirement, this power should be negative. Thus we take
with n < 2 and η > 0. In [17] , the choice is n = 1. This slip model was derived by Neogi and Miller for flow over a porous surface [33] . Other choices are possible, including n = 2 which can model polymer flow [12] . Note that for n > 2, k(h) grows away from the contact line. With the choice (2.20), the function K(h) defined in (2.8) becomes
with β = 3ηH n−3 . In particular, there are two parameters in this relation, namely β and n. Now consider the leading order terms as h −→ 0, i.e., near the contact line. We
Asymptotics for f (h) depend on which case we are considering. In case 1, in which gravity dominates,
In case 2 and case 3, the terms from the Marangoni force are higher order. Specifically in case 3,
βh n−1 . Retaining leading order terms in the ODE, we get, in case 1, the equation
Thus, for case 1, the choice n = 1 leads to a constant coefficient equation. Notably, there is then no singularity at h = 0.
In cases 2 and 3, we obtain the singular equation
At the contact line, we expect h to be finite (although it would be reasonable to consider solutions with a vertical tangent at the contact line). Moreover, the parameter D will be considered small or zero. Thus, we take Dhh ∼ 0 to leading order. Note that in arriving at (2.23), we have depended on two important assumptions: (1) There is a surface driving force τ > 0, and (2) n < 2 in (2.20).
Rescaling ξ in (2.23), and dropping the last term, we are led to consider the initial value problem
3. Solutions near the contact line. In this section we explore properties of the initial value problem (2.24). In subsection 3.1 we establish an asymptotic series solution that has two free parameters, and in subsection 3.2 we reduce the third order equation to a planar vector field, whose phase portrait proves the existence of a two-parameter family of solutions.
Asymptotics.
In this subsection, we elaborate on the proposed family (1.2) of solutions of (2.24) and show how the terms of an asymptotic series can be calculated systematically. To this end, consider the series
where Σ(x) is expressed as a series with coefficients to be determined:
Note that the series is organized as a sum of terms of increasing order (as x → 0+). We will show that the coefficients d k j may be calculated in the same order:
In what follows, it will be helpful to adopt the convention that d km = 0 whenever m ≤ 1.
Consider a single term
where the coefficients A, B, C are nonnegative; most importantly A k > 0 for k ≥ 3. They are given by the formulae
where the coefficients α k j are linear combinations of the d kj 's:
Now substitute (3.1), (3.3) into (1.1):
Equating terms, we get a family of equations for the coefficients d kj (recall the coefficients α kj depend linearly on the d's):
In the final sum, the additional constraints on the indices are implied from (3.5):
In particular, these imply
Also note that there is no contribution from the double sum if k = 4, or when j = 2. Now from (3.4), we observe that the equation for the coefficient of
has a term aA k d kj , and the other terms involve d km with m ≤ j − 1 (these terms come from α kj ) and d mq with m ≤ k − 1, 2 ≤ q ≤ m. Consequently, the equations can be solved successively for the coefficients d kj in their natural order associated with terms of increasing order in the asymptotic expansion. Thus, the asymptotic series can be continued to all orders and defines a two-parameter family of formal solutions of the ODE (1.1).
Reduction to a planar vector field.
In this subsection, we reduce the ODE to a planar vector field that we analyze directly. While this is not a new technique (see, for example, [9, 40] , where similar reductions are performed on other third order ODEs related to similarity solutions of thin film equations), the real interest lies in using the planar vector field to identify a family of solutions of the ODE with the two-parameter family of asymptotic solutions in the previous subsection.
Consider the ODE (1.1):
Since this equation is autonomous and has a natural scaling invariance (scaling x by a 2 and y by a 3 leaves the equation unchanged), we can reduce the equation to a second order equation that is also autonomous. This is achieved by writing w = y and letting the independent variable be y. Thus, (3.9) becomes the second order equation
Now y d dy is the logarithmic derivative, so we redefine the independent variable as η = log y, leading to
Now we write this equation as a first order system and rescale to make it autonomous.
Now we remove the singularity at w = 0 (or rather send it to infinity) by letting u = 1/w. Then
Finally we scale the variables to make the system autonomous:
leading to the system
In terms of the original variables, x, y, we have U = y 1/3 /y , V = y 1/3 y . The asymptotic form (1.2) of the solutions approaching y = 0 yields
as x −→ 0+. Note that V/U ∼ log x −→ −∞ as x −→ 0+. Thus we are interested in solutions of (3.14) approaching the origin as the independent variable η = log y approaches −∞, with U (η) > 0, V (η) < 0. The origin is an equilibrium with a double eigenvalue 1/3, but a single eigenvector (U, V ) = (0, 1). The phase portrait is shown in Figure 3 .1. Note that the saddle point at V = −3U, U = −3 −2/3 in the second quadrant is not relevant to us. The stable and unstable manifolds correspond to solutions with y −→ ∞ or y −→ 0−. It is straightforward to prove that the trajectories in the fourth quadrant have a unique minimum as they cross V = −3U and cross the U axis as shown in the figure. Indeed, dV /dU = 3 on the U axis and is zero on the line V = −3U . Moreover,
and is positive for U > 0, V < 0. Thus, trajectories terminating at any point U 1 > 0 on the U axis are monotonically increasing from a point (U 0 , −3U 0 ) with 0 < U 0 < U 1 and decrease monotonically to the left of the line V = −3U . However, the V axis is invariant for the vector field (3.14), so the trajectories are forced into the origin as η decreases. On every ray V = −AU with A > 3, we have
Consequently, trajectories cross every such ray as they approach the origin, proving that dV /dU −→ −∞ as η −→ −∞. In fact, neglecting the U 3 V term as trajectories approach the origin, we find V ∼ 3U log(U/U 0 ) as U −→ 0+.
This analysis of the fourth quadrant of the vector field proves that there is a one-parameter family of trajectories parameterized by U 0 > 0. The trajectories are also invariant under translation of η by a constant, since system (3.14) is autonomous. But η = log y, so this corresponds to multiplying y by a constant, accompanied by the corresponding scaling of x, according to the natural scale invariance of (1.1). This is the second parameter that is apparent in the asymptotic series. We have thus proved the following proposition. 
Numerical results.
In this section, we show results of numerical simulations of the full traveling wave ODE in the spirit of [6] . In particular, we illustrate how solutions corresponding to contact lines relate to the parameters a, b in the asymptotic expansion derived in section 3.1, but we also explore the two simpler cases 1 and 2, in which gravity or the Marangoni forces dominate, respectively.
It is convenient to write the third order equation as a first order system, in which we replace h by u:
The main parameter s is the traveling wave speed. We take D = 0, corresponding to fluid flowing down a vertical wall. The functions f, C were given in section 2: Case I (gravity dominates):
. Case III (gravity and Marangoni force are comparable):
2 ). Recall also the formulae for C and K:
In the function K, there are additional parameters β > 0 and n < 2; generally, we take n = 1 and β = 0.01, but we shall also consider the effect of varying β.
Equilibria of system (4.1) are (u, v, w) = (u, 0, 0), with g(u, 0, s) = 0. I.e.,
We study all the stable and unstable manifolds of equilibria, their boundaries, intersections, and behavior at u = 0 in order to gain some understanding of the overall phase portrait.
Computational algorithm. Trajectories for (4.1) are computed using the implicit Adams method in the LSODE package. To compute trajectories along a stable manifold starting near an equilibrium, we integrate backward in time. As for computing trajectories forward in time along an unstable manifold, this process is stable until the manifold comes near another equilibrium.
It is convenient and instructive (see [6] ) to use a two-dimensional Poincaré section Σ u=const to represent these invariant manifolds. The Poincaré section with u constant has the property that trajectories cross it transversally, unless v = 0. In particular, the invariant manifolds intersect Σ u in points or curves, depending on whether the manifold is one-or two-dimensional. In the Poincaré section, we shall easily visualize when a two-dimensional invariant manifold for one equilibrium is bounded by a onedimensional invariant manifold for a different equilibrium.
Transverse intersections of two-dimensional manifolds correspond to structurally stable heteroclinic orbits between equilibria. In the Poincaré section, these appear as transverse intersections of curves.
We are interested in solutions (u, v, w)(ξ) that reach u = 0 at a finite value of ξ. Specifically, we will say a trajectory (u(ξ), v(ξ), w(ξ)), ξ < ξ 0 touches down at ξ = ξ 0 if u(ξ) −→ 0+ as ξ −→ ξ 0 − and u(ξ) > 0 for ξ < ξ 0 . Similarly, we will say
The numerical results were obtained for specific choices of parameters: s = 2/9, D = 0, n = 1. (The choice n = 1 was suggested in [17] .) The choice of s is intended to be representative of the physical solutions of interest. In case I, different choices of β are considered, while in cases II and III, β = 0.01 is taken to be representative. Although B is not physical since it corresponds to negative u, it is nonetheless helpful to consider the associated invariant manifolds. Linearizing around M , we find the system has two complex conjugate eigenvalues with positive real part (corresponding to a two-dimensional unstable manifold denoted W U (M )), and one real, negative eigenvalue (corresponding to a onedimensional stable manifold denoted W S (M )). Correspondingly, the equilibrium B has a two-dimensional stable manifold W S (B) and a one-dimensional unstable manifold W U (B). As described in [6, 30] , the nature of the two-dimensional manifolds changes from node to focus as the parameter D varies away from zero. In discussing the phase portraits here (with D = 0), we consider the focus case only, for which the two associated eigenvalues are complex conjugates. This implies that, near M , solutions along the unstable manifold spiral out. Thus to compute the unstable manifold, we compute trajectories starting from a locus of points along a straight line through M in the tangent plane.
Case
Global picture of phase space. We are interested in how trajectories touch down, so we study the Poincaré section Σ 0 at u = 0. By symmetry, the invariant manifolds of B and M are reflections of each other across the plane u = 0. The manifolds W U (B) and W S (M ) are one-dimensional, so they intersect Σ 0 in isolated points, if at all. Each one-dimensional invariant manifold has two connected components, or branches, separated by the equilibrium. Referring to Dependence of the range of contact slopes on β. In Figure 4 .3, we show how the minimum contact angle varies with the parameter β (from the Navier slip condition (4.2)) in the range 0 < β < 2/9. Keeping s = 2/9, D = 0, and n = 1 fixed, the phase space of solutions is topologically equivalent for 0 < β < , where f (0) = s. For all β in this range, the maximum contact slope is zero. The minimum contact slope decreases with decreasing β, as seen above. The plot shows computed values for the minimum value of u at u = 0 for β ranging from 0.001 to 0.22.
Case II:
Marangoni convection dominates. Now consider (4.1) when the Marangoni convection term dominates. In this subsection we consider only β = 0.01; in this case and in case III we compute solutions only in the physical range u ≥ 0. The new flux function is quadratic:
For different values of s, the ODE will have zero, one, or two equilibria. The case with s = 2/9 is shown in Figure 4 M has a two-dimensional unstable manifold W U (M ) and a one-dimensional stable manifold W S (M ). B has a two-dimensional stable manifold W S (B) and a onedimensional unstable manifold W U (B). The dynamics at the contact line are now fundamentally different than in the gravity dominated case. The flux function makes the differential equation (4.1) singular at u = 0. Note that if (u, v, w) touches down, then w = u will become unbounded in finite time, so an adaptive time step procedure such as the one we use is essential to capture detailed behavior near u = 0. The most important difference from the gravity dominated case is that now trajectories cannot be computed beyond u = 0. Thus, trajectories generically fall into two cases: those which touch down in finite time and those which escape to u = ∞. Between these two cases are heteroclinic orbits that approach equilibria as ξ −→ ±∞.
Global picture of phase space. Since u is unbounded at u = 0, it is not possible to study Σ 0 . Instead, we choose the section Σ 0.1 between B and M . The information about boundaries and dimensions can be read off as before. It is necessary, however, to do further computations to find the range of contact slopes. Intersections of the two-dimensional manifolds again correspond to heteroclinic orbits between equilibria, representing traveling wave solutions with a precursor layer, as in [6] .
Both See [6] for a parallel discussion of the precursor model case without Navier slip. The flux is now nonconvex, which means the ODE may have one, two, or three equilibria, depending on the value of s. For s = 2/9, (4.3) has three solutions. We will find that phase space becomes correspondingly more complicated. The three equilibria (see , W U (T ). As in the case where Marangoni convection dominates gravity, trajectories in the invariant manifolds either will be heteroclinic orbits, unbounded, or will touch down. There is a Lyapunov function that prevents periodic or homoclinic orbits (cf. [6] ). Solutions cannot be computed past u = 0 since the ODE becomes singular. In what follows, we describe results with respect to the Poincaré section Σ 0.2 between B and M at u = 0.2. Thus,
Consequently, e (a( 5. Discussion. In this section, we discuss the significance of the results for the traveling wave problem and the moving contact line. The most striking conclusion from our numerical results is that for each of the three problems considered, there is a limited range of contact angles. This particular observation has not been noted in previous studies of the traveling wave problem with slip [31, 38] for the case of gravity driven films. For the Marangoni cases II and III the effect is even more pronounced; the range does not include a zero contact angle, in contrast to well-known results for (2.12) without convection (i.e., f = 0) for both traveling waves [9] and weak solutions of the full PDE [8, 3] . For example, in case I, In experiments, the contact line speed is often observed to be related to the dynamic contact angle or the slope of the film as the thickness approaches zero. For the model, this would result in a boundary condition relating the contact angle to the speed of the wave. Since the upstream thickness is related to the speed s via (2.17), for traveling waves, such a boundary condition becomes a relationship between upstream thickness and contact angle. In case I, the boundary condition would select a unique traveling wave, provided the contact slope is in the admissible range. However, in case III, such a law does not in general select a unique traveling wave. A similar nonuniqueness was found for the precursor model [6] in the case of gravity and opposing Marangoni stress.
There is also the issue of whether the contact angle should be related to the slope of the free surface at zero height, or to an observed slope, that might be taken to be the maximum slope, generally slightly away from the contact line itself. There is much discussion of this issue in the literature (see [25, 26] and the references therein). The Navier slip condition is an attempt to incorporate in a continuum model the physical effects at the molecular scale. For this reason, the asymptotic results apply strictly at the contact line. As in [25] , it would be possible to carry out matched asymptotics to relate the asymptotic solution at zero height to solutions of the full problem away from a small neighborhood of the contact line. In this paper, we have instead compared numerical solutions with the asymptotic solution; the discussion above is based on this comparison.
Case III is particularly interesting because of the nonconvex flux and the connection to compressive and undercompressive waves discussed in [6] . The notion of compressive and undercompressive carries over to this paper in the following way: we call trajectories from M that touch down compressive traveling waves. If the trajectory from T touches down, we refer to it as an undercompressive wave. Unlike the precursor model in [6] , we do not have characteristics ahead of the wave, hence these names are used to distinguish between cases where characteristics from the bulk film go into the contact line (compressive) or come out of the contact line (undercompressive). In the former case, information from the bulk can influence the contact line. In the latter case, information from the contact line is carried into the bulk.
Note that there is a range of speeds for which we have three equilibria B, M , and T . We conjecture that for speeds in an interval within this range, one branch of the unstable manifold from T touches down to u = 0. Each such trajectory will have a touchdown angle. It would be interesting to know if a given boundary condition at the contact line selects a unique undercompressive wave.
It would be interesting to consider the traveling waves that touch down in the context of the dynamic free boundary problem for the PDE (2.12). We expect that the structure of case III is as rich as that for the precursor model [6, 4] . The contact line raises a new issue: that of how to treat the free boundary for the full PDE. The full nonlinear dynamics have not been explored, with the exception of [35] , in which a special case of the PDE without convection was studied.
