In this paper we propose a new battery of test statistics for dynamic specification and density functional form in a wide range of multivariate time series models including linear and non-linear VAR specifications with multivariate GARCH disturbances. The tests are applied to the vector of generalized errors that must be i.i.d. with a certain parametric multivariate probability density function under the null hypothesis of correct specification. The basic idea of the proposed methodology is to calculate the percentage of observations contained within the probability autocontour plots corresponding to the assumed multivariate density of the vector of independent innovations, and compare it to the population percentage. We develop t-tests based on a single autocontour and also more powerful chi-squared tests based on multiple autocontours. In the spirit of goodness-of-fit tests, we also propose an additional test that focuses on the multivariate density functional form of the vector of innovations. We explicitly consider parameter uncertainty and show that a simple bootstrap procedure overcomes this problem. We perform Monte-Carlo simulations to investigate the size and power properties of the test statistics in finite samples. We apply our tests to multivariate GARCH models fitted to excess returns on portfolios sorted according to market capitalization.
INTRODUCTION
Even though there is an extensive literature on specification tests for univariate time series models, the development of new tests for multivariate models has been very slow. As an example, in the ARCH literature we have numerous univariate specifications for which we routinely scrutinize the standardized residuals for possible neglected dependence and deviation from the assumed conditional density. However, for multivariate GARCH models we rarely test for the assumed multivariate density and for cross-dependence in the residuals. Given the inherent difficulty of estimating multivariate GARCH models, the issue of dynamic misspecification at the system level -as important as it may be-seems to be secondary. Though univariate specification tests can be performed in each equation of the system, these tests are not independent from each other, and an evaluation of the system will demand adjustments in the size of any joint test that combines the results of the equation-by-equation univariate tests. Bauwens, Laurent, and Rombouts (2006) survey the latest developments in multivariate GARCH models and they also acknowledge the need for further research on multivariate diagnostic tests. There are some portmanteau statistics for neglected multivariate conditional heteroskedasticity as in Ling and Li (1997) , Tse and Tsui (1999) , and Duchesne and Lalancette (2003) . Some of these tests have unknown asymptotic distributions when applied to the generalized GARCH residuals. Tse (2002) proposes another type of misspecification test that is based on regressions of the standardized residuals on some explanatory variables. In that case, the usual OLS asymptotics do not apply, but it is possible to construct some statistics that are asymptotically chi-squared distributed under the null of no dynamic misspecification.
None of these tests are concerned with the specification of the multivariate density.
However, the knowledge of the density functional form is of paramount importance for density forecast evaluation, which is needed to assess the overall adequacy of the model.
Recently, Bai and Chen (2008) adopted the empirical process based testing approach of Bai (2003) , which is developed in the univariate framework, to multivariate models. They use single-indexed empirical processes to make computation feasible, but this causes loss of full consistency. Kalliovirta (2007) also takes an empirical process based approach and proposes several test statistics for checking dynamic misspecification and density functional form.
We propose a new battery of tests for dynamic specification and density functional form in multivariate time series models. We focus on the most popular models for which all the time dependence is confined to the first and second moments of the multivariate process. Multivariate dynamics in moments further than the second are difficult to find in the data and, to our knowledge, there are only a few attempts in the literature restricted to upmost bivariate systems. Our approach is not based on empirical processes, so we do not require probability integral transformations as opposed to the above mentioned studies testing for density specification. This makes dealing with parameter uncertainty relatively less challenging on theoretical grounds. When parameter estimation is required, we will adopt a quasi-maximum likelihood procedure as opposed to strict maximum likelihood, which assumes the knowledge of the true multivariate density. If the true density were known, it would be possible to construct tests for dynamic misspecification based on the martingale difference property of the score under the null. However, if the density function is unknown, a quasi-maximum likelihood estimator is the most desirable to avoid the inconsistency of the estimator that we would have obtained under a potentially false density function. The lack of consistency may also jeopardize the asymptotic distribution of the tests. Our approach is less demanding than any score-type testing in the sense that once quasi-maximum likelihood estimates are in place, we can proceed to test different proposals on the functional form of the conditional multivariate density function.
The proposed tests are based on the concept of "autocontour" introduced by González-Rivera, Senyuz, and Yoldas (2007) 
, which for now we assume to be known, but later on we will relax this assumption to account for parameter uncertainty.
If all the dependence is contained in the first and second conditional moments of the process t y , then the null hypothesis of interest to test for model misspecification is
The alternative hypothesis is the negation of the null. Though we wish to capture all the dynamic dependence of t y through the modeling of the conditional mean and conditional covariance matrix, there may be another degree of dependence that is built in the assumed multivariate density, (.) f . In fact, once we move beyond the assumption of multivariate normality, for instance when we assume a multivariate Student-t distribution, the components of the vector t ε are dependent among themselves and this information is only contained within the functional form of the density. This is why, among other reasons, it is of interest to incorporate the assumed density function in the null hypothesis.
Let us consider the joint distribution of two 1 × k vectors t ε and 
where the limits of integration are determined by the density functional form so that the shape of the probability contours is preserved under integration, e.g. when the assumed density is normal, then the autocontours are 2k-spheres (a circle when 1 = k ). We construct an indicator process defined as
The process } { ,α l t
I
forms the building block of the proposed test statistics. Let
Since the indicator is a Bernoulli random variable, its mean and variance are given by is given by
. Under the null hypothesis,
where
Proof: See González-Rivera, Senyuz, and Yoldas (2007) for all mathematical proofs. Now let us consider a finite number of contours, ) , ,
, and define
We then collect all the
Proposition 2: Under the null hypothesis,
where the elements of Ξ are
A complementary test to those described above can be constructed in the spirit of goodness-of-fit. Suppose that we consider only the vector t ε and we wish to test in the direction of density functional form. We construct the probability contour sets α C corresponding to the probability density function that is assumed under the null hypothesis.
The set is given by
Then, as before, we construct an indicator process as follows
for which the mean and variance are
The main difference between the sets α l C , and α C is that the latter does not explicitly consider the time-independence assumed under the null and, therefore, the following tests based on α C will be less powerful against independence. There is also a difference in the properties of the indicator process. Now, the indicator is also an i.i. 
If, as in Proposition 2, now we jointly consider a finite number of contours and define the
and
where the elements of Ξ simplify
Note that to make these tests operational we replace the covariance terms by their sample counterparts. Furthermore, the asympotic normality results established above still hold under parameter uncertainty as shown by González-Rivera, Senyuz, and Yoldas (2007) . However, one needs to deal with nuisance parameters in the asymptotic covariance matrices to make the statistics operational. They suggest using a parametric bootstrap procedure, which imposes all restrictions of the null hypothesis to estimate asymptotic covariance matrices under parameter uncertainty. Specifically, after the model is estimated, bootstrap samples are generated by using the estimated model as the data generating process where innovation vectors are drawn from the hypothesized parametric distribution.
Their Monte-Carlo simulations indicate that this approach provides satisfactory results.
Hence, in this paper we take the same approach in our applications.
Multivariate Contours and Autocontours

Multivariate Normal Distribution
In this case the density function is )
value of the density such that the corresponding probability contour contains % α of the observations. Then the equation describing this contour is
Hence, the α C contour set is defined as follows
, and α λ ≤ . We need to determine the mapping α q in order to construct the indicator process. Let F is the cumulative distribution function of a chi-squared random variable with k degrees of freedom. As a result, the indicator series is obtained as follows
To construct the autocontour α l C , , we consider the joint distribution of t ε and
, then the density of interest is given by )
Hence, the autocontour equation is given by 2 , 2
Following the same arguments as above, the corresponding indicator process is
, and t x F is the cumulative distribution function of a chi-squared random variable with k 2 degrees of freedom.
Student-t Distribution
The multivariate density function is
. Then the equation for the α-
As a result, the α C contour set is defined as
. Then the indicator series is defined as
To construct the autocontour α l C , , we consider the joint distribution of t ε and l t ε − under the null hypothesis, which is
Then, the equation for the α-probability autocontour is given by x is a specific function of two independent F-distributed random variables.
As an illustration, we provide sample contour and autocontour plots under normal and 
MONTE-CARLO SIMULATIONS
We investigate the size and power properties of the proposed tests in finite samples by Monte Carlo simulations for two cases: when the parameters of the model are known and when they are unknown and need to be estimated.
Size Simulations
For the size experiments we consider two alternative distributions for the innovation process: a multivariate Normal, ) 
1). The number of
Monte Carlo replications is equal to 1000, and the number of bootstrap replications is set 1 Alternative decompositions can be used to calculate the square-root matrix. We conjecture that the choice of the decomposition technique is not critical for application of our tests. to 500. We consider 13 autocontours ( 13 = n ) with coverage levels (%): 1, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 95, and 99 , spanning the entire density function 2 . We start with a sample size of 250 and consider increments of 250 up to 2,000 observations. In all experiments, the nominal size is 5%.
In Tables 1a and 1b we present the simulated size results for the l n J -statistics. We consider a system of 2 equations ( 2 = k ) and a system of 5 equations ( 5 = k ). For a small sample of 250 observations, the l n J -statistics are oversized for both densities and both systems. However, under parameter uncertainty, the bootstrap procedure seems to correct to some extent the oversize behavior. For samples of 1000 and more observations, the simulated size is within an acceptable range of values. There are no major differences between the results for the small versus the large systems of equations indicating that the dimensionality of the system is not an issue for the implementation of these tests. 10.4 11.7 12.3 10.3 11.6 500 9.2 8.4 6.9 7.6 8.3 7.3 6.6 7.3 7.9 8.1 1000 6.3 7.1 5.5 6.0 6.4 5.9 4.8 6.6 5.7 7.8 2000 5.3 5.6 5.3 3.4 6.5 6.9 4.8 5.7 5.5 5.4 7.1 7.3 6.3 7.2 6.3 500 7.7 6.9 6.3 6.9 7.6 6.8 5.5 6.0 6.9 6.4 1000 5.9 6.1 7.1 5.5 5.5 6.4 5.7 6.8 7.5 6.6 2000 8.0 8.0 7.4 6.8 7.1 7.0 6.5 7.3 6.3 7.9
In Tables 2a and 2b we show the simulated size for the n J -statistics, which should be understood primarily as goodness-of-fit tests as they do not explicitly take into account the independence of the innovations over time. The sizes reported in Table 2a are very good, though those in Table 2b tend to be slightly larger than 5% mainly for small samples.
However, when we consider the tests with individual contours (see Table 3 below), the size distortion tends to disappear. Table 2b : Size of the n J -statistics (n = 13) under Parameter Uncertainty
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For the t-tests, which are based on individual contours, the simulated sizes are very good. In Table 3 , we report these results for the case of parameter uncertainty. The major size distortions occur for small samples at the extreme contour 13 t (99% coverage), but this is not very surprising since we do not expect enough variation in the indicator series for small samples. 
Power simulations
We investigate the power of the tests by generating data from a system with two equations that follows three different stochastic processes. We maintain the null hypothesis as analyze departures from both independence and density functional form by generating data from a system with multivariate conditional heteroscedasticity.
In Table 4 we report the power of the l n J -statistic. The test is the most powerful to detect departures from density functional form (DGP 1) as the rejection rates are almost 100% even in small samples. For departures from independence, the test has better power to detect dependence in the conditional mean (DGP 2) than in the conditional variance (DGP 3). As expected, in the case of the VAR(1) model (DGP 2), the power decreases as l becomes larger indicating first order linear dependence. The power is also very good (69%) for small samples of 250 observations. In the case of the GARCH model (DGP 3), the rejection rate reaches 60% for sample sizes of 500 observations and above. As expected, in Table 5 we observe that the goodness-of-fit test, n J , has the largest power for DGP 1 and it is not very powerful for DGP 2. It has reasonable power against DGP 3 mainly for samples of 1000 observations and above. We find a similar message in Table 6 when we analyze the power of the t-statistics.
The tests are the most powerful to detect DGP 1, the least powerful to detect DGP 2, and acceptable power against DGP 3 for samples of 1000 observations and above. There is a substantial drop in power for the 11 t test (90% contour) for the cases of DGP 1 and DGP 3.
This behavior is similar to that encountered in the univariate tests of González-Rivera, Senyuz, and Yoldas (2007) . This is a result due to the specific density under the null. In the case of DGP 1, for some contour coverage levels the normal density and the Student-t are very similar. Hence it is very difficult for any test to discriminate the null from the alternative with respect to the coverage level of those contour planes. A similar argument applies to DGP 3 as well, since the GARCH structure in the conditional covariance matrix is associated with a non-normal unconditional density. 
EMPIRICAL APPLICATIONS
In this section we apply the proposed testing methodology to the generalized residuals of multivariate GARCH models fitted to U.S. stock return data. Our data set consists of daily excess returns on five size portfolios, i.e. portfolios sorted with respect to market capitalization in an increasing order. 3 The sample period runs from January 2, 1996 to December 29, 2006, providing a total of 2770 observations. A plot of the data is provided in Figure- Since we are working with daily data we assume a constant conditional mean vector.
In terms of the multivariate GARCH specifications, we consider two popular alternatives:
the BEKK model of Engle and Kroner (1995) 
In our applications we set 1 = K and use the scalar version of the model due to parsimony considerations where
, and α and β are scalars. We also use variance targeting to facilitate estimation, i.e. we set
e.g. Ding and Engle (2001 
In the case of the DCC model, a two-step estimation procedure is applicable under normality as one can write the total likelihood as the sum of two parts where the former depends on the individual GARCH parameters and the latter on the correlation parameters.
Under this estimation strategy, consistency is still guaranteed to hold. For further details on two-step estimation in the DCC model, the interested reader is referred to Engle (2002) , and Engle and Sheppard (2001 
CONCLUDING REMARKS
Motivated by the relative scarcity of tests for dynamic specification and density functional form in multivariate time series models, we proposed a new battery of tests based on the concept of "autocontour" introduced by González-Rivera, Senyuz, and Yoldas (2007) for univariate processes. We developed t-tests based on a single autocontour and also more powerful chi-squared tests based on multiple autocontours, which have standard asymptotic distributions. We also developed a second type of chi-squared test statistic, which is informative as a goodness-of-fit test when combined with the first type of chisquared test. Monte-Carlo simulations indicate that the tests have good size and power against dynamic misspecification and deviations from the hypothesized density. We applied our methodology to multivariate GARCH models and showed that the DCC specification of Engle (2002) coupled with a multivariate Student-t distribution provides a fine model for multivariate time dependence in a relative large system of stock returns.
