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ZUSAMMENFASSUNG
Zur Simulation mesoskaliger Instabilitätsprozesse an ostwärtigen 
Strömungen im offenen Ozean wird ein lokales quasigeostrophisches Modell 
entwickelt. Neben einer hochauflösenden horizontalen Spektraldarstellung 
wird besonderes Gewicht auf die vertikale Diskretisierung gelegt, um den 
Einfluß der Vertikal Struktur auf das Verhalten von Jets in Frontalzonen, 
auf die Mäanderbildung und Wirbelablösung sowie die Wellenausbreitung in 
Regionen mit Stromscherungen zu untersuchen.
Dabei ergibt sich bei Kombination typischer nordostatlantischer Dich­
teschichtungen und Strömungsprofilen aus der linearisierten Theorie die 
Möglichkeit der Existenz instabiler vertikaler Schermoden für einen wei­
ten Bereich mesoskaliger Wellen. Die minimale Anwachszeitskala von etwa 
8 - 1 0  Tagen tritt bei 50 - 80 km auf. Anhand ihrer Vertikal Struktur 
lassen sich instabile Schermoden in zwei Klassen einteilen: oberflächen­
intensivierte und tiefsee-intensivierte Moden. Die Meridionalstruktur 
der dominant instabilen Jetmode stimmt mit dem Grundströmungsprofil 
nahezu überein und zeugt damit von der geringen Bedeutung barotroper 
Instabi1ität.
Im nichtlinearen Regime führen barokline Instabilitätsprozesse eines 
Zonaljets zur Mäanderbildung mit zonalen Wellenlängen von typischerweise 
160 - 200 km und meridionalen Amplituden von etwa 200 km. Diese Skalen 
stimmen gut mit Beobachtungen im Kanaren-Becken überein.
Das Strömungsprofil erweist sich für die Instabilitätsvorgänge als 
der bestimmende Faktor: relativ flache ostwärtige Strömungen entwickeln 
ausgeprägte Mäander, Für geeignete Strömungsprofile (mit einer Rich­
tungsumkehr in mittleren Tiefen) tritt eine vorübergehende Abschnürung 
von Wirbeln auf. Typische Wirbeldurchmesser liegen bei 100 - 120 km mit 
Rotationsgeschwindigkeiten von bis zu 40 cm/s.
Die Instabilität einer Frontalzone bleibt innerhalb mehrerer Monate 
beschränkt auf einen etwa 500 km breiten Streifen um die mittlere Jet­
achse. Lediglich die Energie barotroper Rossby-Wellen kann das Erzeu­
gungsgebiet nordwest- und südwestwärts verlassen. Die Vertiefung des 
Stromprofils aufgrund des nichtlinearen Transfers führt zu einer Stabi­
lisierung der Frontalzone. Die Auswirkungen interner Frontaljet-Dynamik 
werden anhand modellierter Traceradvektion und Driftkörpertrajektorien 
dargestellt.
SUMMARY
In order to study mesoscale instability processes originating from 
eastward flowing jets in the open ocean a local quasigeostrophic model 
is developed. Using a highly resolving spectral approach in the hori­
zontal direction, special attention is drawn on the vertical discretiza­
tion. The influence of the vertical structure on frontal jet meandering, 
eddy detachment and Rossby wave motion in shear regions are examined.
The combination of typical density and current profiles from the 
North East Atlantic gives rise to the existence of unstable vertical 
shear modes for a wide range of mesoscale waves. The maximum growth rate 
(corresponding to 8-10 days time scale) occurs at 50-80 km zonal 
wavelength. Unstable shear modes can be divided into two classes 
depending on the vertical structure: surface-intensified shear modes and 
deep-sea-intensified shear modes. The meridional structure of the most 
unstable jet mode is close to the form of the mean current profile.
In the nonlinear regime baroclinic instability processes of frontal 
jets produce meanders with typically 160 - 2 0 0  km zonal wavelength 
associated with meridional amplitudes of order 200 km. These scales 
correspond well to observations in the Canary Basin.
The detailed form of mean current profile plays the most important 
role in baroclinic instability: surface fixed eastward flowing jets show 
intense meandering. A westward counter current in mid depths leads to 
a detachment of eddies with 1 0 0  — 1 2 0  km diameter and maximum velocities 
up to 40 cm/s.
Frontal zone instabilities are limited to a region close (±250 km) to 
the initial jet for months. The vertical transfer of energy generates 
more barotropic profiles and stabilizes the frontal zone. Merely baro- 
tropic Rossby waves are radiated to the north- and southwest. Tracer ad- 
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1. EINFÜHRUNG
1.1 Elemente mesoskaliger Dynamik
und ihre Bedeutung für die großräumige Zirkulation
Quasi synoptische Infrarotsatel1itenaufnahmen der horizontalen Vertei­
lung der Meeresoberflächentemperatur liefern einen ersten unmittelbaren 
Eindruck starker regionaler Gegensätze im Ozean und einer vorherrschen­
den räumlichen Veränderlichkeit auf Skalen von einigen hundert Kilome­
tern (z.B. VIEHOFF, 1987).
Durch die eingehende Analyse des ozeanischen Dichtefeldes (für Nord­
atlantik und Nordpazifik z.B. bei EMERY, 1983) und der damit verbundenen 
Strömungen und ihrer Variabilität (KRAUSS & KÄSE, 1984) wird deutlich, 
daß neben der großskaligen und zeitlich relativ wenig veränderlichen 
beckenweiten Zirkulation ein relativ breites Spektrum an regionalen und 
lokalen Prozessen die dominierende Rolle spielt; dazu gehören Rossby- 
Wellen, Wirbel und isolierte Strukturen, sowie sich verlagernde und 
mäandrierende Strombänder, die einen erheblichen Anteil an der gesamten 
oze-anischen Energie besitzen und zu nennenswerten Modifikationen der 
mittleren Zirkulation sowie zum Auftreten von zusätzlichen Phänomenen 
führen. Diese Strukturen werden der 'Mesoskaia' zugeordnet, wobei die 
Definition dieses Begriffs nicht einheitlich festgelegt ist; in der vor­
liegenden Arbeit soll er sich auf Horizontalskalen von 50 - 500 km 
beziehen und damit Vorgänge umfassen, die im meteorologischen Sprachge­
brauch als 'synoptische Prozesse1 bezeichnet werden. Trotz einer teil­
weise ausgeprägten Vertikalstruktur können diese mesoskaligen Strukturen 
die gesamte Wassersäule erfassen.
Die 'mittlere' Zirkulation wird geprägt von der großräumigen Vertei­
lung der Windschubspannung, die, den Küstenkonturen angepaßt und durch 
die Bodentopographie modifiziert, in weiten Ozeanbereichen ein Sverdrup- 
Regime aufbaut und lediglich im Westteil der Ozeane zu einem intensiven 
Randstrom führt. Durch die Instationarität der Anregungsfunktion sowie 
die Nichtlinearitäten in der Dynamik des Ozeans (insbesondere durch 
Dichte- und Vorticityadvektion) kommt es allerdings zu kurzperiodischen 
und vorübergehenden Erscheinungen ( 'transients'), denen eine andere 
Dynamik zugrunde liegt als der großräumigen Zirkulation (die allein 
durch Geostrophie hinreichend gut beschrieben wird) und die zum Entste­
hen von dauerhaften Erscheinungen führen oder beitragen.
Vertikal kann die Wassersäule in drei Schichten eingeteilt werden. In 
den oberen Schichten des Ozeans spielt die atmosphärische Anregung die 
bedeutende Rolle. Die Dynamik der durchmischten Deckschicht wird vom 
Tages- und Jahresgang der Konvektion sowie der Anregung durch den Wind 
bestimmt. Dabei ist insbesondere das Maximum der winterlichen Konvektion 
für das Innere des Ozeans entscheidend (WOODS, 1985).
In mittleren Tiefen führt die 'gyre'-Zirkulation, angeregt durch das 
Ekman-'pumping' an der Untergrenze der durchmischten Deckschicht, zu ei­
ner internen Zirkulation, deren grundlegende Eigenschaften in der Theo­
rie der Hauptsprungschicht ('thermocline theory') beschrieben werden. 
Dynamisch relevant sind dabei die Erhaltungseigenschaften der poten­
tiellen Vorticity. Durch die als Austauschreibung parametrisierte meso- 
skalige Wirbelaktivität erfolgt eine Homogenisierung dieser Größe im 
Inneren des Ozeans (RHINES & YOUNG, 1982; HOLLAND et al., 1984).
In der Tiefsee besitzt die thermohaline Zirkulation auf wesentlich 
längeren Zeitskalen entscheidenden Einfluß auf die Bewegungs- und Aus­
breitungsvorgänge (WARREN, 1981). Die Rolle tiefreichender Wirbel in und 
außerhalb von Bildungsgebieten von Tiefenwasser ist nicht endgültig ge­
klärt.
Auch horizontal kann man grob vereinfachend von einer Dreiteilung des 
Ozeans ausgehen: äquatoriale Regionen und polare Gebiete unterscheiden 
sich von den mittleren Breiten durch eine Reihe von Besonderheiten, die 
sich aus den geographischen Singularitäten (verschwindender Coriolispa- 
rameter am Äquator, kritische Breiten für planetarische Wellen in hohen 
Breiten) ergeben. Die mittleren Breiten zwischen 10° und 50° jedoch neh­
men einen wesentlichen Teil der ozeanischen Fläche ein. Die Dynamik die­
ser Regionen besitzt einen bedeutenden Einfluß auf das globale Klimasy­
stem besitzt und verdient aus diesem Grunde eine eingehende Betrachtung.
Als Quelle mesoskaliger Energie kommt einerseits die Variation der 
atmosphärischen Windschubspannungsrotation (FRANKIGNOUL & MÜLLER, 1979) 
im Zusammenwirken mit den Berandungen (KRAUSS & WÜBBER, 1982) in Frage. 
Als in ihrer Bedeutung dieser externen Anregung zumindest gleichrangig 
sind andererseits interne Erzeugungsmechanismen (Instabilität der Grund­
strömung) anzusehen. Entgegen der weitverbreiteten Ansicht (z.B. CHARNEY 
& FLIERL, 1981), daß barokline Instabilität lediglich in Strahl Strömun­
gen wie den westlichen Randströmen zur Entstehung von mesoskaliger Vari­
abilität führt, deuten Abschätzungen von GILL et al. (1974) darauf hin, 
daß dies auch in offenen Ozeanregionen der Fall sein könnte.
Zu den auffälligsten Strukturen mit mesoskaligem Charakter gehören 
daher die ozeanischen Frontalsysteme (Subpolarfront, Subtropische Front) 
mit ihren stark ausgeprägten Instabilitäten, Wellen- und Wirbelsystemen. 
Die interne Dynamik einer Frontalzone wird dabei von den horizontalen 
Dichtegradienten bestimmt, die aus Isopyknenneigungen von 0.1° bis 0.4° 
(Golfstrom) resultieren.
Aufgrund der (sowohl zeitlich als auch räumlich) einen weiten Spek­
tralbereich überdeckenden Skalen ozeanischer Prozesse erfordert das Stu­
dium ozeanischer Dynamik ein regelmäßiges Netz von Beobachtungen des 
Hintergrundfeldes über längere Zeiträume hinweg sowie zur Erfassung der 
Mesoskala einzelne räumlich hochauflösende Vermessungen.
Insbesondere durch die enge Verknüpfung von derartigen hochauflösen­
den regionalen und lokalen Box-Vermessungen (MODE-GROUP, 1978) und der 
numerischen Modellierung von Prozessen und aktuellen Situationen (ROBIN­
SON & HAIDVOGEL, 1980; MILLER et al., 1983) ist es in zunehmendem Maße 
möglich geworden, auch die Wirbelskala im Ozean näher zu untersuchen. 
Die MODE- ('Mid-Ocean Dynamics Experiment1), POLYMODE- und LDE- ( 1 Local 
Dynamics Experiment')-Studien im Westatlantik spielen dabei eine zentra­
le Rolle.
Darüber hinaus ermöglicht die Beobachtung der Meeresoberfläche mit­
tels Satellitenfernerkundung eine großräumige Erfassung von Strukturen, 
die zumindest für ausgewählte Fälle das interne, oberflächennahe Strö- 
mungs- und Dichtefeld repräsentieren (HARDTKE & MEINCKE, 1984). Die Nut­
zung dieser Möglichkeiten und die zunehmende Beachtung der Bedeutung von 
Wirbeln für alle meeresforschenden Disziplinen ist zusammenfassend in 
einem umfangreichen Werk über Wirbel im Ozean mit einer großen Anzahl 
von Artikeln zur mesoskaligen Variabilität im Ozean dokumentiert (ROBIN­
SON (Hrsg.), 1983).
Im Rahmen des Warmwassersphärenprojekts am IfM Kiel sind in den 
letzten Jahren intensive Meß- und Beobachtungsprogramme im Nordatlantik 
durchgeführt worden. Durch eine Analyse der Trajektorien satellitengeor- 
teter Driftbojen erhält man einen Überblick über die Verteilung der 
oberflächennahen Wirbelenergie (KRAUSS & KÄSE, 1984); das Entstehungsge­
biet des Nordatlantischen Stromes vor Neufundland und seine Fortsetzung 
als Subpolarfront wird von KRAUSS (1986) eingehend beschrieben. Die 
Ergebnisse einzelner Feldexperimente im Nordostatlantik finden sich in 
den Arbeiten von KÄSE et al. (1985) sowie SIEDLER et al. (1985). Weitere
Übersichtsdarstellungen der Hydrographie des Nordostatlantiks finden 
sich bei POLLARD & PU (1985) und GOULD (1985).
Speziellere Arbeiten haben ergeben, daß die direkte Erzeugung von 
Rossby-Wellen durch die Windschubspannungsrotation nur einen geringen 
Teil der beobachteten Variabilität im Ostteil des Nordatlantiks erklären 
kann (LIPPERT, 1986); daß bei der beobachteten Wirbelaktivität sowohl 
die Nichtlinearität als auch die Baroklinität eine entscheidende Rolle 
spielt; daß Instabilitäten (insbesondere der barokline Mechanismus, bei 
dem potentielle Energie in kinetische umgesetzt wird) einen wesentlichen 
Anteil an meridionalen Ausgleichsprozessen haben, die durch stark 
vereinfachende Austauschkonzepte nur unzureichend zu parametrisieren 
sind; und schließlich, daß auch die Veränderlichkeit zwischen den Jahren 
signifikante Modifikationen des Zirkulationssystems bewirkt.
In zunehmendem Maße wird in letzter Zeit die Bedeutung der Vertikal­
struktur als Ursache und Folge ozeanischer Bewegungsvorgänge beachtet; 
dies ist einerseits auf die Möglichkeit verbesserter (kontinuierlicher) 
Messungen der vertikalen Abhängigkeit, andererseits auf die Verfügbar­
keit vergrößerter Rechnerkapazitäten zurückzuführen. In dieser Arbeit 
soll der Beitrag interner Prozesse zur mesoskaligen Variabilität näher 
untersucht werden.
1.2 Die Rolle quasigeostrophischer Modelle 
in der Modellierung ozeanischer Dynamik
Unter den umfassenden, nicht auf einen isolierten Prozeß beschränkten 
numerischen Modellen sind je nach Fragestellung unterschiedliche Kon­
zepte sinnvoll; Grundlage numerischer Modellierung bildet dabei das 
sogenannte 'primitive equations'-Modell (PE-Modell), das auf dem um die 
externen Schwerewellen reduzierten, hydrostatischen Grundgleichungssys- 
tem basiert.
Daneben gilt die bekannteste und meistverbreitete Variante in Meteo­
rologie und Ozeanographie, das sogenannte 'quasigeostrophische' (QG-) 
Modell, als wertvolles Hilfsmittel für die Betrachtung grundlegender dy­
namischer Prozesse. Dabei handelt es sich um ein Gleichungssystem, das 
durch einige weiterführende Näherungen wesentlich handlicher und kompak­
ter ist als ein PE-System. Diese Tatsache resultiert in erster Linie aus 
der Elimination der internen Schwerewellen, die zwar einen wichtigen 
Teil möglicher Bewegungen im geschichteten Ozean darstellen, im Studium 
der groß- und mesoskaligen Dynamik von Fronten und Rossby-Wellen jedoch 
nur untergeordnete Bedeutung besitzen.
Darüber hinaus beinhaltet das quasigeostrophische Konzept weitere 
Approximationen, die aus einer Abschätzung der Größenordnung der einzel­
nen Prozesse für vorgegebene Skalen oder alternativ aus einer mehr for­
malen Störungsrechung resultieren.
In der numerischen Modellierung werden etwa seit Mitte der siebziger 
Jahre ozeanweite wirbelauflösende Modelle betrieben: grundlegende Arbei­
ten stammen von HOLLAND & LIN (1975) sowie HOLLAND (1978), die sich mit 
der Rolle mesoskaliger Wirbel in zweigeschichteten Ozeanen befassen. Die 
Berücksichtigung der Wirbelskala führt im Zusammenhang mit den nichtli­
nearen Termen zu quasistationären Zirkulationsmustern (SEMTNER & MINTZ, 
1977).
Zu den wesentlichen Merkmalen wirbelauflösender Modelle gehört die 
Einbeziehung von Instabilitäts- und Rektifikationsprozessen. Die Insta­
bilität barokliner Strömungen in derartigen Zirkulationsmodellen wird 
von HAIDVOGEL & HOLLAND (1978) genauer untersucht. Spätere Arbeiten von 
HOLLAND & RHINES (1980) sowie HAIDVOGEL & RHINES (1983) betreffen die 
wirbelinduzierte Zirkulation im Inneren des Ozeans und in der Tiefsee.
Seitdem werden in zunehmendem Maße auch quasigeostrophische Modelle 
in ozeanweiten Zirkulationsstudien benutzt. Ein Modell vergleich zwischen
einem quasigeostrophisehen und einem auf den Grundgleichungen basieren 
den Modell findet sich bei SEMTNER & HOLLAND (1978). Die Ergebnisse zei­
gen eine weitgehende Übereinstimmung im Hinblick auf die mittlere Zirku­
lation und die Verteilung der Wirbelenergie.
Die stark verbesserte Ökonomie und Handhabbarkeit (allein aufgrund 
der erwähnten Filterung der internen Schwerewellen können etwa zehnfach 
größere numerische Zeitschritte gewählt werden) sowie die formale Über­
sichtlichkeit des quasigeostrophisehen Modells führten zu seiner weiten 
Verbreitung.
Prozeßorientierte Prinzipstudien zur ozeanischen Dynamik in einem 
idealisierten rechteckigen Ozean stellen dabei die bevorzugte Anwendung 
quasigeostrophischer Modelle dar; ozeanweite Berechnungen, unter Berück­
sichtigung eines realistischen Windfeldes oder realistischer Küstenkon­
turen sowie Bodentopographie, nähern sich den Grenzen des quasigeostro- 
phischen Konzeptes, das vielfach mit der sogenannten 3-Ebene gekoppelt 
wird, so daß sich eine Beschränkung des betrachteten Gebietes auf etwa 
1 0 0 0 * 1 0 0 0  km ergibt.
In jüngster Zeit wird in zunehmendem Maße versucht, zusätzliche 
Effekte in diese Modellkonzeption mit aufzunehmen, um über diese 
'klassischen' Anwendungsgebiete der QG-Modelle hinaus auch andere Pro­
zesse zu simulieren. Versuche, Rossby-Radien und Schichtungsparameter 
gleichermaßen orts- und zeitabhängig zu gestalten, liegen vor (PEDL0SKY, 
1984). Dabei wird von der Möglichkeit einer Skalentrennung ausgegangen 
und im Sinne einer WKB-Approximation die Variation der großräumigen 
Parameter zugelassen. MALVESTUTO et al. (1984) betrachten sogar ein 
internes thermisches Forcing in Form einer Dichtequelle/-senke in einem 
quasigeostrophisehen Modell.
In diesem Zusammenhang bleibt der Vergleich unterschiedlicher Modell- 
konzeptionen eine wichtige Aufgabe. Diese liegen bisher lediglich für 
regionale (SEMTNER & HOLLAND, 1978) und beckenweite Modellrechnungen 
(HARRISON, 1982; HARRISON & SEMTNER, 1986) vor. Neueste Untersuchungen 
der Formation von Mäandern an der Azoren-Front mit einem PE-Modell 
(KIELMANN & KÄSE, 1987) ermöglichen nun auch die Gegenüberstellung der 
Ergebnisse lokaler Studien.
1.3 Die hochauflösende Simulation
der VertikalStruktur barokliner Dynamik
Die Möglichkeiten der numerischen Modellierung sind durch den Zugang 
zu Vektorrechnern in den vergangenen Jahren zügig verbessert worden. Da 
jedoch auch bei weiter fortschreitender Kapazität der Großrechenanlagen 
unaufgelöste Prozesse in den Modellen verbleiben werden, erscheint die 
Entwicklung eines lokalen Modells zur Simulation mesoskaliger Prozesse 
gerechtfertigt. Dabei muß neben einer wirbel- und frontenauflösenden 
Horizontaldiskretisierung auch eine die vertikale Struktur angemessen 
repräsentierende Modellierung angestrebt werden.
In dieser Arbeit werden die Konzeption und die numerische Realisie­
rung eines lokalen quasigeostrophisehen Modells beschrieben sowie seine 
Möglichkeiten und Grenzen aufgezeigt. Aus der Vielfalt mesoskaliger Dy­
namik wird die Instabilität im offenen Ozean (insbesondere im Hinblick 
auf den Zusammenhang zwischen Vertikalprofil und horizontaler Struktur) 
simuliert.
Dabei wird insbesondere Wert gelegt auf die 'Kompaktheit' und 'Effi­
zienz' des Modells, d.h. es soll konzeptionell geschlossen, vielfältig 
anwendbar und leicht zu bedienen sein. Das bedeutet auch, daß zweifel­
hafte Konzepte und überstrapazierte Approximationen von vornherein aus­
geschlossen werden (Kapitel 2).
Eine sorgfältig formulierte und eingehend dargestellte Numerik ist 
dabei als notwendige Grundlage jeder numerischen Simulation zu betrach­
ten, die letztlich zum Ziel hat, physikalische Prozesse möglichst wirk­
lichkeitsgetreu nachzubilden (Kapitel 3).
Dieses soll nicht in Form einer reinen Parameterstudie geschehen; 
durch Beibehaltung dimensionsbehafteter Variablen kann eine enge Ankopp­
lung an die physikalischen Verhältnisse im Ozean erhalten bleiben. Dabei 
dient das Studium des linearisierten Systems als Grundlage für die 
Interpretation der nichtlinearen Rechnungen (Kapitel 4).
Als Beispiel für die detaillierte und beobachtungsbezogene Untersu­
chung einer speziellen Region dient die Azorenfront im Kanaren-Becken 
(Kapitel 5).
Die hier vorgestellten Beispiele prozeßorientierter Simulationen sol­
len darüber hinaus zur Absteckung des Rahmens dienen, in dem der Betrieb 
eines lokalen quasigeostrophischen Modells sinnvoll erscheint.
Aufgrund der Tatsache, daß auch für einzelne kleinräumige Regionen 
des offenen Ozeans keine ständigen oder regelmäßig wiederholten hydro­
graphischen Messungen vorliegen, muß sich die Beschäftigung mit zeitab­
hängigen Phänomenen auch weiterhin darauf beschränken, bestehende Kon­
zepte durch Hinzunahme weiterer Freiheitsgrade zu erweitern und zu 
vervollständigen; eine Prognose mit nachfolgender Verifizierung ist 
zumeist nicht möglich.
2. DAS LOKALE QUASIGEOSTROPHISCHE MODELL
2.1 Das hydrodynamische Gleichungssystem
Im Inneren eines hydrostatischen Ozeans gelten für adiabatische 
Bewegungen unter Berücksichtigung der Boussinesq-Approximation folgende 
Gleichungen für Impuls- und Dichte-Erhaltung:
(2.1a) u. + uu + vu + wu - fv = - p + Rx 
t x y z x
(2 .1 b) v. + uv + vv + wv + fu = - p + R^ 
t x y z Ky
(2 .1 c) 0  = - pz - gp
(2 .2 ) pt + upx + vpy + wpz = 0
(2.3) u + v + w = 0
x y z
wobei die Variablen p und p jeweils mit der konstanten mittleren 
Boussinesq-Dichte p* normiert worden sind. Die damit in die Gleichungen
(2.1) - (2.3) eingegangene Boussinesq-Approximation erreicht die Grenze 
ihrer Gültigkeit bei Skalen, die größer als der externe Rossby-Radius 
sind, d.h. bei mehreren 1000 km Horizontalskala (REZNIK, 1976), ist also 
für ein lokales Modell unproblematisch.
Diese Gleichungen gelten in einem rechtshändigen Koordinatensystem 
mit x positiv nach Osten, y positiv nach Norden und z positiv nach oben.
Die Beschränkung auf ein hydrostatisches System ist mit der Vernach­
lässigung von vertikalen Beschleunigungstermen und expliziter vertikaler 
Reibung verbunden. Für die Massenerhaltung wird Inkompressibilität ange­
nommen. Damit unterscheidet sich diese Form des hydrodynamischen Glei­
chungssystems nicht von der einem 'primitive-equations'-Modell zugrunde­
liegenden. Wichtig ist, daß eine explizite Zeitabhängigkeit der Verti­
kalgeschwindigkeit ausgeschlossen wird; daneben filtert die hydrosta­
tische Annahme vertikal laufende Schwerewellen heraus.
Die Randbedingungen für das obige System erfordern eine sorgfältige 
Formulierung: für ein geschlossenes Becken muß an horizontalen Rändern 
verschwindender Massenfluß normal zur Berandung gefordert werden und da­
rüber hinaus muß die Strömungskomponente entlang des Randes durch eine 
'free-slip'- oder 'no-slip'-Bedingung spezifiziert werden; für ein Mo­
dell mit offenen Rändern kann an Einstrompunkten Strömung, Dichte und 
Druck spezifiziert werden, an Ausstrompunkten sind Ausstrahlungsbedin­
gungen für ein offenes Modell die adäquate Form. Zu den vertikalen Rand­
bedingungen gehört vor allem die 1rigid-lid1—Approximation, die zu einer 
Elimination der externen Schwerewellen führt, sowie die kinematische 
Grenzflächenbedingung am Meeresboden. Die reibungsdominierten Grenz­
schichten unterhalb der Meeresoberfläche und am Meeresboden selbst wer­
den vom Gleichungssystem (2.1) - (2.3) nur unzureichend beschrieben und 
daher konzeptionell ausgeklammert.
Die Formulierung und Festlegung der Randbedingungen wird in Kapitel 3 
bei der Behandlung der numerischen Realisierung vorgenommen.
Von diesem Gleichungssystem (2.1) - (2.3) ausgehend, läßt sich für 
die interne Dynamik eines auf etwa 1000*1000 km begrenzten lokalen 
Modells folgende konzeptionelle Dreiteilung der Dichte annehmen:
es existiert ein zeitlich nahezu unveränderliches, für das Gebiet 
einheitliches mittleres vertikales Dichteprofil;
ein großräumiger meridionaler Dichtegradient ist vorhanden und wird 
aufrechterhalten durch großskalige, auch außerhalb des Gebietes 
wirkende Prozesse wie Wind- und thermohaline Anregung. Dieser 
Dichtegradient ist zeitlich nahezu unveränderlich und verbunden mit 
einer mittleren Strömung, die horizontal konstant und nur in der 
Vertikalen geschert ist;
diesen beiden Feldern superponiert existiert ein mesoskaliges Dich­
tefeld dessen Amplitude horizontal keinen Beschränkungen unterliegt 
und nur in seinem vertikalen Gradienten gegenüber dem mittleren 
Dichteprofil (im Sinne einer Störungsrechnung) beschränkt sein muß. 
Durch die nichtlineare Kopplung der Skalen treten Wechselwirkungen auf: 
einerseits bewirken die mittleren Felder eine Advektion der mesoskaligen 
Felder; zusätzlich muß ein rektifiziertes Strömungsfeld berücksichtigt 
werden, das aus der integralen nichtlinearen Rückwirkung der Störungs­
felder auf die mittlere Strömung resultiert. Diese Strömung verändert 
den vorhandenen großräumigen Dichtegradienten gemäß der lokalen Dynamik.
2.2 Die quasigeostrophische Approximation für mesoskalige Felder
Vor Einführung der quasigeostrophisehen Approximation ist es ange­
bracht, das Grundgleichungssystem (2.1) - (2.3) in eine alternative Form 
umzuformen.
Die Rotations- und Divergenzbildung der horizontalen Komponenten der 
Bewegungsgleichung bei gleichzeitiger Einführung von Stromfunktion und 
Geschwindigkeitspotential der Form
(2.4a) u = - ¥ + $ und
y x
(2.4b) v = ¥x + $ y
führt unter Berücksichtigung der Dichtegleichung und der Kontinuitäts­
gleichung zu folgendem (in seinem physikalischen Gehalt unveränderten) 
System für ¥, $, p und w, bestehend aus der Vorticity-Gleichung (2.5), 
der Divergenzgleichung (2.6), der 'thermodynamischen' Gleichung (2.7), 
(nach Elimination der Dichte mit Hilfe der aus der Hydrostatik (2.1c) 
gewonnenen Beziehung zwischen Dichte und Druck) sowie der Kontinuitäts­
gleichung (2 .8 ):
(2.5) V2^  + f Y + f $ + J(4',V2 <i') + V$*V(V2 'i')
t y x y y
+ fV2 i> + V2W 2V + wV 2'i'z + J(w,$z) + Vw-VY = VxR ,
(2.6) V2$t + V2p - fV2Y - f ¥ + f $x + J(’i',V2 4>) + V$»V(V2$)
+ (V2 $ ) 2 + 2J('F ,4fx) - 2J($x ,4'x) + 2 W y ,*y ) ~ 2J(<i>x,<i>y )
+ wV2$ z - J(w,Wz ) + Vw»V$z = V*R ,
(2.7) pzt + J(V,p2) + V$-Vpz + wpzz = 0 ,
(2.8) V 2 <i) = - wz .
Anhand der Bewegungsgleichungen wird nun eine Skalenbetrachtung 
durchgeführt. Dieser Skalierung wird hier gegenüber einer formalen 
Störungsentwicklung (üblicherweise nach Potenzen der Rossby-Zahl) der 
Vorzug gegeben, da dies in stärkerem Maße die Tatsache deutlich werden 
läßt, daß unterschiedliche Prozesse verschieden gut approximiert werden.
Beobachtungen im östlichen Nordatlantik zeigen, daß die Dynamik der 
Frontalsysteme wie auch der Wirbelfelder von folgenden typischen Skalen 
beherrscht wird (dabei wird die halbe Wellenlänge als die typische Wel — 
lenskala angesehen):
Horizontalskala L 5.0 »IO1* m
Vertikalskala H 1.0 »IO3 m
Horizontalgeschwindigkeit U 2.5 *10 1 m/s
Vertikalgeschwindigkeit W 1.0 *10 ** m/s
Hinzu kommen folgende externe Parameter für mittlere Breiten:
Corioli sparameter fo 1 . 0 •IO-“ s“1
Breitenabhängigkeit von fo ß 2 . 0 •1 0 " 1 1 s_ 1m_ 1
Stabi1itätsfrequenz N 2.5 •1 0 - 3  s" 1
Als abgeleitete Größen resultieren:
Zeitskala für Advektion
für den 3-Effekt 




L/U ro ■ o • o i
n
s
1/ßL 1 . 0  -1 0 6 s
HU/foWL 5.0 *105 s
UL = Y 1.25*10“ m2/s
WLa/H = $ 2.5 *102 m2/s
NH/fo = r 2.5 *10“ m
Für die mesoskaligen Felder ergeben sich damit folgende Abschätzungen:
die Divergenz der Bewegungen ist klein gegenüber der Rotation, d.h. 
das Geschwindigkeitspotential ist viel kleiner als die Stromfunk­
tion
a m $/¥ «  1 .
Diese Annahme ist im vorliegenden Fall eine recht gute Näherung: 
der Parameter a beträgt lediglich 0.02.
die Bewegung ist in nullter Ordnung geostrophisch; d.h. die 
Zeitableitung und die Impulsadvektion sind zu vernachlässigen:
eT = 1/(f0T ) «  1 .
Ro « ^/(foL2) «  1
und auch die Reibungsterme spielen auf diesen Skalen im Ozeaninne­
ren keine Rolle. Beide Parameter besitzen hier eine Größenordnung 
von 0.05.
Diese Näherung beinhaltet die Vorstellung, daß die Rossby-Zahl 
klein ist und als Entwicklungsparameter genutzt werden könnte.
- für die Betrachtung eines mesoskaligen Gebietes der meridionalen 
Ausdehnung Lg kann die ß-Ebenen-Approximation eingeführt werden:
Lg/a «  1 ,
wobei a den Erdradius bezeichnet.
Dieses Verhältnis aus ist im vorliegenden Fall etwa 0.1. Das Gebiet 
muß also auf etwa 1000*1000 km beschränkt bleiben. Physikalisch be­
dingt diese Näherung eine Elimination der 'kritischen Breiten1 und 
der ß-Dispersion (SCHOPF et al., 1981).
Wichtig in diesem Zusammenhang ist, daß die ß-Rossby-Zahl keiner 
Beschränkung unterliegt: die (quasigeostrophische) Vorticity-Advektion 
wird vollständig berücksichtigt (die ß-Rossby-Zahl ist unbeschränkt):
Rß = Y A ß L 3) > 1 .
Dieser Parameter erreicht für die vorliegende Dynamik den Wert 5.
Mit diesen Näherungen läßt sich die Vorticity-Gleichung (2.5) unter 
Berücksichtigung der Kontinuitätsgleichung weitgehend vereinfachen. Da­
bei wird ein Term jeweils nur dann vernachlässigt, wenn eine der obigen 
Abschätzungen angewandt werden kann. So verliert beispielsweise die 
relative Vorticity £ = V 2W gegenüber dem Coriolisparameter im Divergenz- 
term an Bedeutung.
Nach der Elimination der internen Schwerewellen durch Vernachlässi­
gung der Zeitableitung in der Divergenzgleichung (2.6) und der Strei­
chung aller nichtlinearen Terme dieser Gleichung verbleibt eine diagno­
stische Beziehung zwischen den beiden dominierenden Termen und man 
erhält ein auf die Variablen V, w und p reduziertes System
(2.9) V2^  + ß4'x + J(Y,V24*) - f0 wz = V*R ,
(2.10) V2p - f 0 V2W = 0 ,
(2 .1 1 ) pzt + J(Y,pz) + wpzz = 0  .
Die verbliebenen Terme der Divergenzgleichung (2.10) führen zu folgender 
Beziehung zwischen dem Druck und der Stromfunktion:
(2 .1 2 a) py = ■Fo’i'y .
(2 .1 2 b) px = fo¥x ,
(2 .1 2 c) p = f0¥ + pr(z.t) .
Wichtig ist, daß hier in Gleichung (2.12) lediglich der konstante 
Coriolisparameter f 0 verbleibt. Die Integrationskonstante pr(z,t) stellt 
einen Referenzdruck (und über die hydrostatische Beziehung (2.1c) auch 
eine Referenzdichte) dar, der als mittleres Profil für das gesamte Ge­
biet gilt und dessen explizite Zeitabhängigkeit für ein lokales Modell 
in guter Näherung vernachlässigt werden kann. Grundsätzlich jedoch kann 
das Referenzdichteprofil durchaus als zeitabhängig behandelt werden. 
Eine Gleichung für die zeitliche Änderung der Referenzdichte erhält man 
durch horizontale Integration von Gleichung (2.7) über das gesamte 
betrachtete Gebiet
(2.13) J7 p rt dxdy = -// (wprz + wpz) dxdy ,
also durch die mittlere vertikale Advektion des Referenzdichteprofils 
sowie zusätzlich das horizontal gemittelte Produkt der räumlichen Fluk­
tuationen der Vertikalgeschwindigkeit mit der mesoskaligen Dichtestö­
rung.
Eingesetzt in Gleichung (2.12c) folgt
(2.14) fzt + ¿(W,^) + w<t-2z = - wprz2 /f 0 = w(g/f 0 )prz .
Nimmt man nun weiterhin an, daß das Verhältnis der vertikalen Gradienten 
von Dichtestörung und mittlerem Dichteprofil klein ist
6  = Pz/Prz = ULf0 /H2 N2 «  1 ,
(für die vorliegenden Skalen 0.2) so läßt sich die thermodynamische 
Gleichung weiter vereinfachen und das quasigeostrophische System für die 
Variablen Y und w lautet:
(2.15) V 2^  + + J('J',V2 4') - f 0 wz = VxR ,
(2.16) 4fzt + J(4f,<i2) - -(N2/fo)w .
Dabei gilt für die Brunt-Väisälä-Frequenz die bekannte Beziehung:
(2.17) Na = -gprz .
Man beachte, daß durch die Wahl des Vorzeichens auch im hier verwendeten 
Koordinatensystem N 2 positiv wird.
Das quasigeostrophische Gleichungssystem besteht also aus den Glei­
chungen (2.15) und (2.16) für die Variablen T und w. üblicherweise wird 
die Vertikalgeschwindigkeit eliminiert und man erhält die bekannte 
kombinierte barokline Vorticity-Gleichung:
(2.18) D/Dt (q) = (3/3t - ¥ 3/3x + 4» 3/3y) (q) = VxR
y *
mit der quasigeostrophisehen potentiellen Vorticity, der grundlegenden 
Erhaltungsgröße der quasigeostrophisehen Theorie
(2.19) q = V2W + f0 + ßy + ((f0 /N ) 2 4»z)z ,
wobei die nicht näher spezifizierten Dissipationsterme wiederum unter 
VxR zusammengefaßt sind.
Prinzipiell ist die Vertikal Struktur im quasigeostrophisehen System 
gegeben durch die thermodynamische Gleichung. Die Bestimmung der Verti­
kalgeschwindigkeit ist jedoch auch diagnostisch möglich; durch Differen­
tiation der Vorticity-Gleichung nach z und der Anwendung des horizonta­
len Laplace-Operators auf die Dichtegleichung läßt sich durch Subtrak­
tion folgende Beziehung gewinnen (in der Meteorologie als u-Gleichung in 
einem System mit dem Druck als vertikaler Koordinate bekannt):
(2.20) V2w + (fo/N) 2 wzz = fo/N2 (0¥xz + J('F,V2 'F)z - V2^ , ^ )  - V x R ^
= fo/N2 (0 Y x 2  + 2 (J(¥x,-¥xz) + + J(¥2 .Va’H)) - VxRz) .
Die so erhaltenen nichtlinearen Terme verdienen eine eingehendere 
Betrachtung: es handelt sich um die Scherungsterme ('vortex tilting') in 
allen drei räumlichen Dimensionen in ihrer quasigeostrophischen Form: 
die beiden ersten nichtlinearen Terme stellen die horizontalen Scherun­
gen der horizontalen Komponenten (-v )_i und (uz)j[ der Vorticity dar; der 
dritte nichtlineare Term bezeichnet die vertikale Scherung der vertika­
len Komponente (vx~u )Jc.
Der nichtlineare Anteil des inhomogenen Terms lautet in Vektornota­
tion:
(2 .2 1 ) J(»x.-¥xz) + J ( V V ) + J(v v2v) = ^ ( v ^ y * » ) )  ■
Die rechte Seite dieser dreidimensionalen Poisson-Gleichung (2.20) kann 
also als Divergenzterm geschrieben werden (ist also die Divergenz der 
Advektion des Vektors der relativen Vorticity), aus der eine Vertikal­
geschwindigkeit resultiert.
Dabei entsprechen die beiden horizontalen (und sicherlich häufig be­
deutendsten) Terme den Komponenten der bei HOSKINS et al. (1978) defi­
nierten Q-Vektoren, deren Divergenz proportional zur Vertikalgeschwin- 
digkeit ist. In einem baroklinen System ist w die entscheidende Größe 
bei der Wellenausbreitung und in Frontalzonen. Anhand dieser Divergenz 
kann man aktive Zonen quasigeostrophischer Frontaldynamik von inaktiven 
unterscheiden.
Besonderes Augenmerk muß man bei quasigeostrophisehen Approximationen 
auf die Gültigkeit der Vernachlässigung der Vertikalgeschwindigkeit als 
Variable zweiter Ordnung legen: insbesondere in Frontalzonen könnte das 
zu einer Überforderung der Annahmen führen. Aus Beobachtungen erscheint 
die Annahme eines Maximalwertes von etwa 10 m pro Tag als angemessen. 
Betrachtet wird zunächst die Kontinuitätsgleichung: um die Divergenz im 
Strömungsfeld nicht zu groß werden zu lassen, muß die aktuelle Vertikal­
geschwindigkeit der Bedingung
W < aHU/L
genügen. Die Gültigkeit dieser Relation auch in Frontalzonen ergibt sich 
leicht durch Einsetzen der aktuellen Skalen. Aus der Kontinuitätsglei­
chung allein folgt keine Beschränkung der Amplitude der Vertikalge­
schwindigkeit für ein quasigeostrophisches System.
Einschränkender ist jedoch die Annahme eines zeitlich unveränderli­
chen mittleren Dichteprofils, das mit der Vertikalgeschwindigkeit advek- 
tiert wird. Um gegen diese Advektion das konstante Referenzdichteprofil 
aufrecht zu erhalten, müßten vertikale Austauschprozesse mit Koeffizien­
ten von etwa 10 1 m V s  angenommen werden; Werte, die für das Innere des 
Ozeans extrem hoch erscheinen. Die Vernachlässigung der vertikalen 
Advektion der Störungsdichte führt dazu, daß sich der durch anwachsende 
vertikale Dichtegradienten selbst begrenzende Prozeß der Vertikalbewe- 
gung künstlich aufrechterhalten wird. Das bewirkt im allgemeinen eine 
Unterschätzung der vertikalen Stabilität und damit verstärkte Instabili­
tät.
Setzt man die typischen Skalen in die Vorticity-Gleichung ein, so 
kann man die Bedeutung der einzelnen Prozesse erkennen: dominant sind 
der Auftriebs- und der nichtlineare Term; die lokalzeitliche Ableitung 
und der ß-Term treten deutlich zurück und die Reibung wirkt lediglich 
auf noch kürzeren Horizontalskalen und ist für die betrachtete Dynamik 
als vernachlässigbar klein anzusehen. Die Bedeutung der baroklinen Kom­
ponente kann anhand der Burger-Zahl (LeBLOND & MYSAK, 1978) abgeschätzt 
werden:
Bu = (HN/foL)* = (r/L)’ = 0.25 ,
so daß man barokline Prozesse als bedeutsam erwarten kann.
Ein Vergleich der Zeitskalen zeigt, daß sich advektive Effekte und 
barotrope Rossby-Wellen balancieren können für
L - /(U7B) - 110 km 
während Advektion und Baroklinität für
L - U/(H/f0 W) - 80 km
die gleiche Zeitskala besitzen. Diese Wellenlängen verdienen daher eine 
besonders eingehende Betrachtung. Eine dieser 80-km-Welle entsprechende 
Vertikalskala mit Bu = 1 beträgt
H - foW/8 U * 2000 m .
Als Resultat der Skalenanalyse erhält man mit dem obigen Gleichungs­
system (2.15), (2.16) oder auch (2.18), (2.20) eine Möglichkeit der 
Beschreibung stark nicht!inearer barokliner Prozesse einer begrenzten 
Ozeanregion; es ist insbesondere geeignet, mesoskalige Instabilitätspro­
zesse auf Zeitskalen von einigen Wochen bis Monaten zu untersuchen.
Abschließend soll darauf hingewiesen werden, daß die Gültigkeit der 
vorgestellten Approximationen wesentlich von der Kombination der einge­
führten Parameter abhängt. In Abb. 2-1 ist die Güte der quasigeostrophi- 
schen Näherung in Abhängigkeit von der Kombination aus Horizontal- und 
Geschwindigkeitsskala dargestellt. Man erkennt, daß die Forderung nach 
einer kleinen Rossby-Zahl große Geschwindigkeitsamplituden auf sehr kur­
zen Skalen (L < U/(f0 Ro)) ausschließt, während die Annahme eines domi­
nierenden mittleren Dichteprofils auf langen Skalen (L > 6 raf 0 /U) ein­
schränkend wirkt. Auf sehr großen Skalen (L > e-j-fo/ß) existierten dann 
zusätzlich Beschränkungen der Größe des betrachteten Gebietes und der 
Phasengeschwindigkeit der externen Rossby-Wellen.
Abb. 2-1 Güte der quasigeostrophischen Approximation in Abhängigkeit 
von der Kombination aus Horizontalskala L und Geschwindig­
keitsskala U.
Der Bereich der Mesoskala mit maximal 20 % Fehler ist gera­
stert. Das lokale quasigeostrophische Modell umfaßt den durch 
den horizontalen Balken gekennzeichneten Bereich.
2.3 Erhaltungsgrößen im quasigeostrophisehen System
Nach den im vorigen Abschnitt durchgeführten Vereinfachungen und 
Näherungen stellt sich für detaillierte Untersuchungen die Frage nach 
Erhaltungsgrößen in der genäherten QG-ModelIversion. Wie schon erwähnt, 
hat das QG-System als fundamentale Erhaltungsgröße die quasigeostro- 
phische potentielle Vorticity. Die Erhaltung dieser genäherten Größe für 
die Vertikalkomponente der potentiellen Vorticity II (siehe PEDLOSKY, 
1979, für eine ausführliche Diskussion) ist die grundlegende Forderung 
und Modellgrundlage.
Die vertikale Komponente der Wirbelstärke (relative Vorticity) stellt 
einen Teil dieser im quasigeostrophischen System fundamentalen Größe 
dar. Daher ist es wichtig, die Auswirkungen der Approximationen auf die 
Erhaltungseigenschaften dieser (in der quasigeostrophischen Approxima­
tion genähert dargestellten) Größe zu untersuchen. Die drei Komponenten 
der Vorticity lauten:
(2.22) ¡1 = V x v = (wy ) - vz , uz - (wx), vx - uy .
Unter der Voraussetzung H/L«: 1 (Flachwassergleichungen) folgt für 
die Vertikalkomponente der relativen Vorticity (unter Vernachlässigung 
von Reibung und Vertikalgeschwindigkeit in Gleichung (2.1a,b), siehe zum 
Beispiel PEDLOSKY, 1979)
(2.23a) d/dt (5 + f) - (C + f)/H dH/dt oder
(2.23b) d/dt ((£ + f)/H) = 0 .
Im quasigeostrophischen Modell ergibt sich durch die Vernachlässigung 
der relativen Vorticity gegenüber f 0 im Divergenzterm eine Modifikation 
dieser Bedingung, so daß sie nicht mehr in einer geschlossenen Form 
geschrieben werden kann, sondern lautet
(2.24a) d/dt (C + f) = f0/H dH/dt oder
(2.24b) d/dt ((£ + f)/f0 - ln H) = 0
was dazu führt, daß in einem QG-Model1 Umwandlungsprozesse zwischen den 
einzelnen Anteilen der potentiellen Vorticity nicht korrekt dargestellt
t P E
fo
Abb. 2-2 Abweichung der normierten relativen Vorticity in der quasi- 
geostrophisehen Approximation Cqg/fo vom korrekten Wert aus 
den Flachwassergleichungen.
werden. Hier kommt zum Tragen, daß in der Impulsbalance die Rossby-Zahl 
als klein angenommen wurde. Abbildung 2-2 zeigt die Abweichung quasi- 
geostrophischer relativer Vorticity £ (normiert durch fo) bei der Pro­
duktion relativer Vorticity durch Schichtdickenvariation gegenüber der 
entsprechenden Größe aus den Grundgleichungen. Die Gerade stellt den 
Verlauf bei korrekter Repräsentation des Prozesses dar. Die gekrümmte 
Kurve zeigt die Abweichungen für ein quasigeostrophisches System; ledig­
lich für kleine Abweichungen der Vorticity von ihrem Ausgangswert ist 
die QG-Approximation hinreichend exakt. Umwandlungen zwischen planetari­
scher und relativer Vorticity hingegen erfahren durch die Quasigeostro- 
phie keine Änderung.
Darüber hinaus sieht man, daß Zyklonen (positive relative Vorticity) 
unter- und Antizyklonen (negative relative Vorticity) überrepräsentiert 
werden. Damit werden die in der Realität vorhandenen größeren Amplituden 
und geringeren Krümmungsradien von Zyklonen exakt kompensiert. Das er­
klärt die Symmetrie in quasigeostrophischen Modellen und zeigt, daß eine 
Intensivierung von Zyklonen gegenüber Antizyklonen im QG-System nicht 
erwartet werden kann.
Die Abbildung 2-2 kann letztlich auch folgendermaßen interpretiert 
werden: die Gültigkeit der QG-Approximation (20 % Abweichung) beschränkt 
sich auf das Intervall
-0.18 < c/fo < 0 . 2 3  .
Treten im Modell größere Amplituden relativer Vorticity auf, so ist die 
quasigeostrophisehe Approximation nicht mehr anwendbar.
Grundsätzlich ist von einem genäherten System zu fordern, daß die 
konservativen Größen (Masse, Energie, Enstrophie) des vollständigen Sys­
tems in einer der Approximation entsprechenden From erhalten bleiben. 
Daher erscheint es sinnvoll, diese Quantitäten in ihrer quasigeostrophi­
schen Approximation näher zu untersuchen. Die Abweichungen von der voll­
ständigen Erhaltung stellen insbesondere im Hinblick auf die Energie­
erhaltung bei Instabilitätsprozessen einen Gradmesser für die Gültigkeit 
der Näherung dar.
Dazu betrachtet man zunächst die quadratisch integrale Größe der 
Energie. In der quasigeostrophischen Approximation lassen sich äquiva­
lente Ausdrücke für kinetische und potentielle Energieformen formulie­
ren: die kinetische Energie ergibt sich im QG-System aus der Vorticity- 
Gleichung durch Multiplikation mit 4' und anschließender Integration über 
das gesamte betrachtete Gebiet zu
(2.25) dE/dt - d/dt ( ^ ( W ) J) = Sil 4,f 0 wz dxdydz + /// W x R  dxdydz
während die potentielle Energie aus der Dichte-Gleichung durch Multipli­
kation mit ¥ folgt:
(2.26) dP/dt = d/dt ( f C f o / N r i y ’) = /;/ f0W*z dxdydz .
Kombiniert ergibt sich:
(2.27) dT/dt = dE/dt + dP/dt = f0 // (tfP)!^ dxdy + /// W x R  dxdydz .
Dabei bezeichnet der Mittelungsbalken die dreidimensionale Integration 
über das gesamte betrachtete Gebiet.
Die oben vorgestellte Approximation mit einem konstanten Coriolispa- 
rameter fo außer im ß-Term (in Form der Gleichungen (2.16) und (2.17)), 
ist nach BENGTSSON & TEMPERTON (1979) auf diesem Approximations-Niveau 
eine energetisch konsistente Formulierung; abgesehen vom Reibungsterm, 
der immer eine Energiesenke darstellt, führt dies im Fall verschwinden­
der Vertikalgeschwindigkeit an der Oberfläche und am Boden auf ein ge­
schlossenes System mit internen Energieumwandlungen und damit interne 
Erhaltung der quasigeostrophischen Energie.
Gleichzeitig ergibt sich eine weitere Forderung: wenn darüber hinaus 
auch im Falle vorhandener Topographie und vorhandenen Forcings Energie- 
Erhaltung gewährleistet sein soll , so muß das horizontale Integral über 
das Produkt aus Boden-Stromfunktion und Boden-Vertikalgeschwindigkeit 
identisch verschwinden, denn die Wechselwirkungen zwischen Strömung und 
Bodentopographie können im horizontalen Mittel keine Energie produzieren 
oder vernichten. Außerdem darf keine mittlere Ekman-Vertikalgeschwindig- 
keit vorhanden sein. Auf die Erfüllung dieser Bedingungen in der numeri­
schen Realisierung wird später noch näher eingegangen.
Die in Abschnitt 2.2 eingeführten Approximationen sind bezogen auf 
den Grad ihrer Gültigkeit unterschiedlicher Güte; anhand Abb. 2-1 kann 
eine 'Ordnung' der vernachlässigten Terme aufgestellt werden. Als beson­
ders problemlos erscheint die Vernachlässigung der Divergenz gegenüber 
der Rotation. Kritischer ist die Annahme einer kleinen Rossby-Zahl und 
insbesondere die Vernachlässigung der Störungsdichte gegenüber der Refe­
renzdichte bei der Vertikaladvektion. Erweiterungen wären daher wün­
schenswert. Die größten der vernachlässigten Terme sind für die Dichte­
gleichung der (einzige) Zusatzterm w^zz« für die Vorticity-Gleichung die 
Terme wzV 2¥ - wV 2 4*z.
Erweitert man die Energiegleichungen um diese Terme, so findet man auch 
im reibungsfreien, nicht extern angetriebenen Fall mit ebenem Boden
dT/dt = /// (wEz - wzE + w zP) dxdydz ,
so daß keine geschlossene Energiebilanz mehr gewährleistet ist. Der Ver­
such, eine andere, 'quasigeostrophische' Energie (eventuell unter Be­
rücksichtigung der Vertikalgeschwindigkeit bei der kinetischen Energie) 
zu definieren, erscheint aussichtslos.
In einer mehr formalen Herleitung im Sinne einer Störungsrechung mit 
der Rossby-Zahl als Entwicklungsparameter sind diese Zusatzterme von hö­
herer Ordnung. McWILLIAMS et al. (1986) hingegen erweitern das quasi­
geostrophische System auf das sogenannte 'Balancegleichungssystem' unter 
Berücksichtigung von Tennen 2. Ordnung in der Rossby-Zahl und erhalten 
ein konsistentes Schema, in dem einige weitere Terme des Systems (2.5) -
(2.8) enthalten sind. Die potentielle Energie stellt sich dann als eine 
modifizierte Größe dar und ist nicht mehr direkt mit ihrer quasigeostro­
phischen Form zu vergleichen. Im Hinblick auf die Ergebnisse der Modell­
rechnungen von NORTON et al. (1986) scheint diese Form eines Gleichungs­
systems, abgesehen vom größeren Rechenaufwand, die einzig sinnvolle Er­
weiterung in Richtung auf das Grundgleichungssystem darzustellen.
Massenerhaltung im quasigeostrophischen Sinne ist eine ebenso proble­
matische Forderung. Während die Kontinuitätsgleichung stets erfüllt ist, 
ergibt sich aus der Näherung (2.17), daß die Masse im eigentlichen Sinne 
nicht erhalten ist. Die Formulierung einer 'QG-Masse' fällt schwer, so 
daß man entweder auf eine (quasigeostrophische) Massenerhaltung verzich­
ten oder sich anderweitig behelfen muß. Einen Ausweg stellt nach 
McWILLIAMS (1977) die Forderung nach einem in jeder Tiefe verschwinden­
dem horizontalen Mittel der Vertikalgeschwindigkeit dar:
(2.28) // w dxdy = 0  .
In einem beckenweiten Modell mit einem nichtverschwinaenden konstanten 
Mittelwert der Ekman-Vertikalgeschwindigkeit trifft man damit auf das 
Problem der Interpretation dieser Anregung als Massenfluß oder Impuls­
fluß (siehe WÜBBER, 1986). Für ein lokales Modell kann diese Forderung 
jedoch problemlos erfüllt werden.
Eine weitere Erhaltungsgröße, aus der Turbulenztheorie stammend, ist 
der 'Schraubensinn'. Das Kreuzprodukt aus Geschwindigkeit und Vorticity 
wird Helizität (ein Maß für die Drehrichtung und -stärke im System) ge­
nannt. Die Definitionsgleichung für die skalare Größe H lautet:
(2.29) H = v •(V*v ) = u(wy-vz) + v(uz~wx ) + w(uy-vx) .
Die dominierenden Terme im QG-Modell resultieren damit aus der horizon­
talen Dichteadvektion J(4;,4'z). Aus der vorhergehenden Skalierung ist 
ersichtlich, daß der ß-Term von untergeordneter Bedeutung ist und damit 
eine Spiralbewegung lokal durch die Helizität gegeben ist. Diese Spirale 
liegt in der Horizontalen und führt zur Stabilisierung der Advektion. 
Sie ist bedeutsam für Ablösungsprozesse von Wirbeln an Fronten.
Im QG-Modell ( W «  U) erweist sich die Helizität Hqq = J(1l,'t,z) nur 
dann als eine konservative Größe, wenn die horizontal gemittelte Dichte­
advektion verschwindet. Auf diese Forderung wird im Zusammenhang mit der 
numerischen Realisierung näher eingegangen. Die relative Helizität, 
definiert als
(2.30) Hrel = -0('i',y/((V4')2 +(V'l'z)2) .
ist ein Maß für die interne Stabilität der Dichteadvektion durch 
Rotation um die Advektionsachse.
Für eine relative Helizität von etwa 1 liegen stark schraubenförmige 
Bewegungen vor. In der Meteorologie sind als Beispiele Tornados zu 
nennen. Tiefdrucksysteme besitzen lediglich eine Helizität in der 
Größenordnung von 0.1 (ETLING, 1983).
2.4 Quasigeostrophische Prozesse
Für eine Klassifikation der im System (2.18) enthaltenen quasigeo­
strophischen Prozesse ist eine formale Aufspaltung für die Stromfunktion 
gemäß
(2.31) ¥(x,y,z,t) = / -u 0 (y.z)X dy + 4,,(x,y,z.t)
sinnvoll. Die gestrichenen Größen werden als mittelwertfrei im betrach­
teten Gebiet angenommen. Für die mittlere Zonalgeschwindigkeit gilt dann
(2.32) fouo(y.z) = - poy(y.z) = gp0 y(y,z)
in Form der thermischen Windgleichung.
Einsetzen von (2.31) in (2.18) ergibt eine Gleichung, anhand derer 
man sehr leicht mögliche Balancen und physikalische Prozesse verdeutli­
chen kann. Sie lautet (unter Hinfortlassung der Striche):
(2.33) V 2 4*t + ( ( f o / N ) % ) zt + 0»x
+ uoV2^  + uo((fo/N)2 'i'z)zx
- uo 4* - ¥ ((fo/N)2Uo ) 
yy x x',v ' z'z
+ Oi'P, V2¥) = 0 .
Die Betrachtung von Einzelbalancen führt zu einer Aufstellung der Pro­
zesse:
Zunächst besitzt Gleichung (2.33) Wellenlösungen; diese sind als 
Schwingungen zweiter Art beziehungsweise Rossby-Wellen (LONGUET-HIGGINS, 
1964) hinreichend bekannt. Diese Schwingungen, mit der Breitenabhängig­
keit des Coriolisparameters als rücktreibender Kraft, haben stets west- 
wärtige Phasenausbreitung. Zu unterscheiden sind externe Rossby-Wellen, 
mit typischen Phasengeschwindigkeiten von 10 cm/s und einer vertikalen 
Eindringtiefe, die die gesamte Wassersäule erfaßt. Sie stellen die 
augenblickliche Antwort des Ozeans auf Änderungen der äußeren Kräfte 
(Windschubspannung) dar und sind durch starke Dispersion gekennzeichnet. 
Bei der zweiten Form von Wellenlösungen handelt es sich um interne 
Rossby-Wellen, wobei der erste barokline Mode (mit einer Nullstelle in 
der vertikalen Struktur) im Ozean häufig als dominant anzusehen ist. Für 
mesoskalige Wellenlängen sind diese Wellen nahezu dispersionsfrei und 
durch die Skala des Rossby-Radius geprägt.
Eine zusätzliche, vertikal konstante Grundströmung verursacht eine 
Doppler-Verschiebung und modifiziert die Ausbreitungseigenschaften bei­
der Wellentypen erheblich. Für Parameterkombinationen, die im Ozean häu­
fig realisiert sind, können stehende Wellen auftreten, die bei stationä­
rer Anregung resonant sind, auf der anderen Seite existieren entartete 
Wellen bei gleichgerichteter Phasen- und Advektionsgeschwindigkeit.
Die Erzeugung von Rossby-Wellen und die Entstehung von horizontalen 
Dichtegradienten durch atmosphärische Prozesse sowie die Auswirkungen 
der Topographie auf die bodennahe Strömung werden im quasigeostrophi- 
schen System ausschließlich in Form der vertikalen Randbedingungen 
berücksichtigt.
Eine horizontale Scherung der Advektionsgeschwindigkeit bedingt die 
Existenz kritischer Linien, an denen intensive Wechselwirkungen zwischen 
Strömung und Rossby-Welle stattfinden: partielle Reflexion und Transmis­
sion, Absorption und Emission (oft auch als 'critica! line instability1 
bezeichnet). Für barokline Grundströmungen gilt Analoges in vertikaler 
Richtung: es kommt zum Entstehen kritischer Schichten. Die vertikale 
Scherung einer Grundströmung ermöglicht auch die Kopplung der externen 
mit den internen Schwingungsmoden.
Aus den Scherungen der Grundströmung resultiert die Möglichkeit zu 
barotroper beziehungsweise barokliner Instabilität.
Unter den nichtlinear dominierten Bewegungsformen sind zunächst 
solitäre Wellen (Solitonen), Modonen, Einzel- und Doppelwirbel sowie 
Strömungsringe zu nennen (mit unterschied!ichster Vertikalstruktur), die 
neben einer Advektion durch das mittlere Feld teilweise eine deutlich 
verstärkte Eigenbewegung aufweisen.
Als spezielle Lösungen des Systems sind Linearität (mit einer unge­
störten Überlagerung aller Wellenkomponenten und dominanter Dispersion), 
vollständige Isotropie auf der f-Ebene (ohne Dispersion), Stationarität 
der Strömungs- und Dichtestrukturen sowie Barotropie denkbar. Das 
1inearisierte System wird in Kapitel 4 näher dargestellt und untersucht.
In diesem Zusammenhang soll darauf hingewiesen werden, daß entgegen 
einer häufigen Vorstellung der Begriff 'barotrop' nicht 'vertikal unge­
schert' bedeutet; der Begriff vertikal integriert ist in diesem Sinne 
eindeutiger und impliziert, daß vertikale Variationen zugelassen sind. 
Die erstaunlich hohe Leistungsfähigkeit eines vertikal integrierten Mo­
dells resultiert gerade aus der Tatsache, daß vertikale Scherungen zuge­
lassen sind.
Im quasigeostrophischen Sinne besitzt lediglich der sogenannte 'ex­
terne' Anteil keine vertikale Scherung; jede externe Mode ist barotrop, 
während die Umkehrung jedoch nicht gilt. Besonders deutlich wird das an 
folgender Druckverteilung, die sich aus einem externen und einem dichte­
proportionalen Anteil zusammensetzt:
(2.34) p = a(x,y,t) + b(x,y,t) • Pp(z) .
Betrachtet man dazu die Barotropiebedingung:
(2.35a) Vp x Vp = 0
in ihrer quasigeostrophischen Form
(2.35b) W  x w z = 0 ,
so erhält man als wesentliche Bedingung für Barotropie das Verschwinden 
der Dichteadvektion bzw. Helizität des Systems J^,*^) = 0, was für ein 
Druckfeld gemäß (2.34) gegeben ist.
3. DIE NUMERISCHE REALISIERUNG
3.1 Die vertikale Diskretisierung
Die numerische Umsetzung der hydrodynamischen Differentialgleichungen 
in Differenzengleichungen ist stets mit der Aufgabe der Kontinuität der 
physikalischen Variablen verbunden. Die daraus folgenden Trunkierungs­
fehler können unter ungünstigen Umständen zu völlig fehlerhaften Ergeb­
nissen führen. Die Konzeption eines numerischen Modells muß daher zu­
nächst die Konsistenz und numerische Stabilität der verwendeten Verfah­
ren untersuchen.
In Erweiterung rein zweidimensionaler vertikal integrierter (2D-) 
Modelle, die lediglich den (barotropen) Massentransport betrachten, be­
inhaltet die quasigeostrophisehe Approximation auch eine der Mesoskala 
angemessene Darstellung der vertikalen Abhängigkeit. Aus ökonomischen 
Gründen stellt sich die Frage, wie man mit möglichst wenigen vertikalen 
Freiheitsgraden eine dem physikalischen Problem angemessene Form der 
Behandlung der vertikalen Abhängigkeit im Modell findet.
Die Beantwortung dieser Frage muß in erster Linie die zu untersuchen­





- Dynamik der Hauptsprungschicht
- Barokline Instabilitäten .
Wichtige Parameter sind dabei die vertikalen Dichtegradienten sowie die 
daraus folgenden Rossby-Radien.
FLIERL (1978) hat gezeigt, daß für die Modellierung der meisten die­
ser Prozesse eine Modal Zerlegung nach Eigenfunktionen der mittleren 
Schichtung (als einer 'natürlichen' Vertikalstruktur) sehr sinnvoll ist; 
unglücklicherweise gilt dies jedoch nur für Modelle mit einer geringen 
Anzahl vertikaler Freiheitsgrade, da sich der Rechenaufwand für vertikal 
hochauflösende Modelle gegenüber anderen (diskreten) Konzepten unver­
hältnismäßig vergrößert.
Hinzu kommt, daß für detaillierte Instabilitätsuntersuchungen neben 
den vertikalen Moden (die aus der Dichteschichtung folgen) auch die 
sogenannten Schermoden (bei denen über die Dichteschichtung hinaus auch 
das mittlere Strömungsprofil berücksichtigt wird) für die Vertikal Struk­
tur maßgeblich sind. Diese wiederum werden durch eine geringe Anzahl von 
Moden nicht hinreichend gut repräsentiert.
Darüber hinaus wird im Moden-Modell durch die vernachlässigte Projek­
tion der nichtlinearen Terme auf höhere Moden der Trunkierungsfehler 
relativ groß, wenn nicht eine außerordentliche Abnahme der Amplitude mit 
der Modezahl angenommen werden kann. Ein orthogonales Moden-System für 
eine typische ozeanische Dichteschichtung bedingt, daß die aus den 
nichtlinearen Termen resultierende Vertikal Struktur nicht von einer ge­
ringen Anzahl von Moden dargestellt werden kann, so daß auch in vertikal 
höher auflösenden Modellen die barokline Instabilität unterrepräsentiert 
bleiben muß.
Aus diesen Überlegungen sowie aus Gründen der Vergleichbarkeit mit 
anderen (PE-) Modellen wird vom Modenmodell Abstand genommen. Zwangsläu­
fig ergibt sich damit jedoch das von FLIERL (1978) erwähnte Problem der 
optimalen Anpassung der Diskretisierung an die zu beschreibende Physik. 
Grundsätzlich sollte man zunächst bemerken, daß bei zunehmender Auflö­
sung in vertikaler Richtung auch zunehmend strengere Anforderungen an 
die horizontale Auflösung des Modells gestellt werden müssen. Einer­
seits muß die horizontale Auflösung im Sinne eines Burger-Zahl-Verhält- 
nisses der vertikalen entsprechen und damit für ein vertikal hochauflö­
sendes Modell besser sein als für ein vertikal integriertes. Andererseits 
kann man eine realistische Bodentopographie in quasigeostrophischen 
Modellen um so schlechter einbauen, je feiner das vertikale Gitter ist.
Zuvor sollen jedoch einige analytische Aussagen zu den Eigenschaften 
der vertikalen Diskretisierung getroffen werden.
Die einfachste barokline Version ist ein Modell mit zwei Freiheits­
graden in der Vertikalen. Damit können prinzipielle Effekte eines ge­
schichteten und mit einer vertikalen Stromscherung behafteten Ozeans
studiert werden. In vielen ozeanographisehen Anwendungen wird ein sol­
ches Modell als Zwei-Schichten-Modell realisiert, in dem zwei unver- 
mischbar übereinander geschichtete Flüssigkeitskörper unterschiedlicher 
Dichte betrachtet werden, die ihrerseits als völlig homogen angenommen 
werden. Untersucht wird hierbei die zeitliche und räumliche Variation 
der Schichtdicken.
Eine konzeptionell alternative Möglichkeit ist der Entwurf eines 
Level-Modells. Hierbei wird ein kontinuierlich geschichtetes Medium an 
festen Referenz-Niveaus betrachtet, und zwar Stromfunktion und Vertikal­
geschwindigkeit in gegeneinander versetzten Tiefen. Beide Methoden der 
Behandlung der vertikalen Abhängigkeit mittels eines stark vereinfachten 
Systems beruhen auf groben Näherungen der ozeanischen Profile (im 
Gegensatz dazu stellt das Modenmodell eine integrale Repräsentation des 
Ozeans dar).
Eine schematische Abbildung der konzeptionellen Unterschiede und der 
Bezeichnungen der verschiedenen Vertikaldiskretisierungskonzepte findet 
sich in Abb. 3-1.
Die Gleichungen für eine 2-Level-Version lauten nach Gleichung (2.15) 
und (2.16) in reibungsfreier Form:
(3.1a) V24*it + ßH'ix + J(4'i,V2'i'i) = -(f0/hi) w 2 
(3.1b) V2Y3t + ßf 3 x + J ^ a . V 2^ )  = (f0/h3) w 2
(3.2) 4'lt-'F3t + J((h3'l'i+h1'i'3)/H.4'1-f3) - -(N2H)/(2f0) w 2
wobei die Gesamtwassertiefe durch H = hx + h 3 gegeben ist.
Diese 2-Level-Version läßt sich durch Elimination der Vertikalgeschwin­
digkeit in einer dem Schichten-Model1 (siehe PEDLOSKY, 1964 oder auch 
IKEDA, 1981a,b) analogen Form schreiben:
(3.3a) Di/Dt ( V2^  + ßy - (n)"2^! - 4fa) ) - 0 
(3.3b) Da/Dt ( V2^  + 0y + (rs)”2^! - ¥s) ) - 0 .
Dabei bezeichnen die r.. die Rossby-Radien für die einzelnen Schichten:
r ^  = NahiH/(2f02 )
OZEANISCHE PROFILE 2 -MODEN-MODELL
Abb. 3-1 Gegenüberstellung unterschiedlicher Konzepte quasigeostro- 
phischer Vertikaldiskretisierungen und ihre Beziehung zu den 
ozeanischen Profilen. Bezeichnungen im Text.
Identifiziert man nun den Dichtesprung aus dem Layer-Modell mit dem 
Di chtegrad i enten,
(3.4a) 9pr/3z | 2 = 2Apr/H
und wählt man die Level-Einteilung derart, daß die zugehörigen Felder 
die Gegebenheiten der vertikalen Umgebung im integralen Sinn repräsen­
tieren,
(3.4b) 4*.. = / V dz (Integration über eine Schicht)
so handelt es sich um völlige Äquivalenz zwischen beiden Konzepten. In 
der quasigeostrophischen Approximation besteht kein Unterschied zwischen 
Level- und Layer-Konzept (siehe auch PEDLOSKY, 1979). Das ermöglicht 
weitere grundsätzliche Aussagen zur quasigeostrophischen Approximation: 
offensichtlich stellt die QG-Approximation eine Näherung dar, die in der 
Vertikalen lokale und integrale Eigenschaften in einer ganz speziellen 
Weise verknüpft; die Strömungen sind als integrale Größe, die Dichte und 
Vertikalgeschwindigkeit lokal im Sinne eines Box-Modells zu interpretie­
ren. Das verschachtelte Gitter des Level-Modells erscheint also ledig­
lich als Ansatz für eine diskrete Formulierung.
Das System (3.1) und (3.2) ist für eine numerische Integration jedoch 
nicht geeignet, da nicht gleichzeitig die Stromfunktionen der beiden 
Niveaus und deren Differenz prognostisch berechnet werden können. Daher 
greift man auf die diagnostische Gleichung für die Vertikalgeschwindig­
keit (2.20) zurück, die in einer 2-Level-Version ohne äußere Anregung 
und Topographie lautet
(3.5) (V2 - 2(f 0 /N)2 /h 1 h3) w 2 =
2fo/N2H (8(4'i-'F3)x + 0(4-1,V2^ )  - J ^ . V 2^ )  + V 2 J(f1 ,4'3)) .
Doch auch dieses System erfüllt nicht die Anforderungen an die Konsi­
stenz einer numerischen Realisierung, da sich durch die Differenzbildung 
für die Diagnose der Vertikalgeschwindigkeiten eine numerische Fehler­
quelle ergibt, die im nichtlinearen (und damit irreversiblen) Fall zwar 
zu stabilen, aber völlig fehlerhaften Lösungen führt. So kann im Fall 
vollständig externer Strukturen (mit 4*1 = 4*3) aufgrund dieser Rechenun- 
genauigkeit sogar potentielle Energie entstehen.
Die physikalische Struktur des Systems legt den Übergang auf ein 
System mit zwei neuen Variablen nahe, so daß das Problem umgangen werden 
kann: man definiert den externen und den internen Anteil der Stromfunk­
tion gemäß:
(3.6a) ¥e = (h ^ !  + ha^J/H 
(3.6b) >?1 = «h - f 3 .
Die Gleichungen für diese Variablen lauten:
(3.7a) V2Yet + 0¥ex + J(*e,V2¥e) + (hxhaVH2 JC^.V2^ )  = 0 
(3.7b) V2|?1t + {o2/(o2+l)} {64<ix + (ha-hO/H 0(4».,V2*.)}
+ {(o2 -l)/(o2 +l)} J(»i.V2»e ) + 0 ( ^ , 7 ^ )
+ {2 /(ö2 +l)} (J(*ex.V2* ix) + J(Vey.V2 H'iy)} - 0
mit
(3.8) o 2 = -(N2 hih3 )/(2fo2 )V2 .
Der externe Anteil ist dem vertikal integrierten Anteil des Ein-Level-Mo­
dells äquivalent; der interne ist ein Maß für die Abweichung der Dichte 
vom mittleren Dichteprofil.
Wie man leicht sieht, ist o eine Größe, die proportional zum Rossby- 
Radius ist und eine diskrete Burger-Zahl des Modells darstellt. Diese 
Darstellung des Systems in den Gleichungen (3.7a,b) ermöglicht sehr 
anschaulich die Betrachtung der linearen Wellendynamik und der nichtli­
nearen Wechselwirkungen zwischen den Moden: für den externen Anteil 
kommt noch ein Wechselwirkungsterm aus dem internen Mode hinzu; der 
interne Mode wird im wesentlichen durch die Advektion bestimmt. Für 
lange Wellen ( o «  1 ) ist der vertikal gescherte Mode sehr viel langsamer 
als der ungescherte; die Unterschiede zwischen kurzen barotropen und 
baroklinen Wellen (0 »  1) sind nur gering. Der Fall a = 1 (die horizon­
talen Wellenlängen entsprechen dem Rossby-Radius) ist gekennzeichnet 
durch ein Verschwinden der Advektion des externen Mode durch den 
internen Mode.
Durch diesen Vergleich der Diskretisierungskonzepte erhält man nun 
eine erste Möglichkeit der Kalibrierung des Modells: während in einem 
Schichtenmodell die Schichtdicken so gewählt werden, daß die Sprung­
schicht zum Trennungsniveau wird, sollte generell die Kombination der 
Schichtdicken und des vertikalen Dichtegradienten so erfolgen, daß auch 
die integralen ozeanischen Charakteristika möglichst gut wiedergegeben 
werden.
Als wesentlicher, die Skalen der baroklinen Instabilität bestimmender 
Parameter stellt der barokline Rossby-Radius eine Größe dar, die von 
einem numerischen Modell richtig erfaßt werden sollte.
In einem Level-Modell ergibt sich allein aus der Diskretisierung ein 
interner Rossby-Radius
(3’9) (ri,i+l)a = (N/fo)’ (hihi+l ) / 2  •
Während in einem Moden-Modell die analytischen Größen exakt repräsen­
tiert werden, ist dieser interne Parameter eine vertikal lokale Größe, 
die vom analytisch berechneten Rossby-Radius, der ja bekanntlich eine 
integrale Eigenschaft der Dichteschichtung darstellt, durchaus erheblich 
abweichen kann.
Stellt man sich eine äquidistante Diskretisierung vor, so hängt der 
lokale Kopplungsparameter zwischen den Schichten (denn als ein solcher 
kann (3.9) aufgefaßt werden) lediglich vom Dichtegradienten ab. Aus 
Gründen der Effektivität und Auflösung wird vielfach keine äquidistante 
Schichteneinteilung benutzt. Man beruft sich darauf, daß im tiefen Ozean 
größere vertikale Bereiche zusammengefaßt werden können als in der 
oberflächennahen Schicht. Durch geschickte Wahl der betrachteten Niveaus 
im Modell läßt sich nun aber der interne Kopplungsparameter konstant 
halten. Damit werden alle Schichten gleichermaßen aneinandergekoppelt. 
Dieses Verfahren resultiert in einer Bevorzugung der ersten baroklinen 
Mode, es erhält allerdings die vertikale Einheitlichkeit der Modellfor- 
mulierung.
In einem 2-Level-Modell kann man die Schichtdicken unter Annahme 
eines mittleren Dichtegradienten für einen vorgegebenen Rossby-Radius 
bestimmen:
hx - H/2 (1 ± /l-8 (f0 r/HN)’) 
^3 = H — hi .
Für ein Multi-Level-Model1 mit M Stromfunktionsniveaus in der Verti­
kalen ist dieses Verfahren jedoch nicht mehr durchzuführen, da damit ein 
gekoppeltes Gleichungssystem aus M-l nichtlinearen Gleichungen resul­
tiert, dessen Lösung für gegebene Rossby-Radien nicht eindeutig ist und 
unverhältnismäßig großen Aufwand erfordert.
Interessant in diesem Zusammenhang ist, daß aus dem internen Kopp­
lungsparameter des Modells durch Normierung mit dem horizontalen Gitter­
abstand eine dimensionslose Zahl resultiert, die den Zusammenhang zwi­
schen horizontaler und vertikaler Diskretisierung beschreibt:
(3.10) Yi - (N/fo) tt/Ax /(h.h.+ 1 /2 ) .
Ist größer als 1, so ist aus numerischen Gründen keine vertikale Rei­
bung nötig, da die Abbildung jeder vertikalen Struktur in die horizon­
tale Dimension vom Gitter aufgelöst werden kann.
Wiederum bewirkt die einheitliche Festlegung dieser Größe y.., daß man 
eine wohldefinierte Beziehung zwischen den horizontalen und vertikalen 
Prozessen erhält und die lokalen zu integralen Parametern macht.
Die vertikalen Randbedingungen des oben formulierten Level-Modells 
sind die Vertikalgeschwindigkeiten an der Oberfläche (d.h. der Unter­
seite der durchmischten Deckschicht) und am Boden (über der Bodenrei- 
bungsschicht). Aus der Ekman-Theorie folgt die Vertikalgeschwindigkeit 
als obere Randbedingung aus der Rotation der Windschubspannung:
(3.11) we = i v x x
die Kontinuitätsgleichung liefert uns am Boden die gewünschte Beziehung 
zwischen der horizontalen Anströmungsgeschwindigkeit und der Vertikalbe­
wegung aufgrund 'nichtebenen' Bodens. Dabei können eventuell die Effekte 
einer Bodenreibungsschicht in Form einer vorticity-proportionalen Boden­
reibung r parametrisiert berücksichtigt werden:
(3.12) wfa = J(?M.n) - .
Grundsätzlich muß darauf geachtet werden, daß die Vertikalgeschwin­
digkeiten nicht zu groß werden, um noch dem quasigeostrophisehen Konzept 
zu entsprechen. Diese Restriktion betrifft daher einerseits die mögliche 
Bodenneigung, andererseits auch die betrachtbaren Windschubspannungsgra- 
dienten.
Darüber hinaus darf die Bodentopographie auch die Schichtdicke der 
untersten Schicht nicht erheblich verändern, da konzeptionell die Verti­
kalgeschwindigkeit an der mittleren Tiefe ausgewertet wird. Bei den Mo- 
dellrechnungen wurden daher keine Topographieamplituden gewählt, die 
größer waren als 20% der untersten Schicht. Ein 'Durchstoßen' der 
untersten Schicht(en) führt zur Entstehung einer Insel im Integrations­
gebiet. Damit erhält man ein mehrfach zusammenhängendes Gebiet, dessen 
Bearbeitung zusätzlichen Aufwand erfordert (McWILLIAMS, 1977), auf den 
hier verzichtet wird.
Die weiteren Randbedingungen für ¥ an den vertikalen Berandungen 
lauten:
(3.13) 4» = 0 für z = 0,-H .
Zusätzlich kann an der oberen Begrenzung des quasigeostrophisehen 
Regimes noch eine 'Oberflächendichte' vorgegeben werden. In der Strom- 
funktionsformulierung ausgedrückt bedeutet dies, daß eine aufgezwungene 
Stromfunktionsscherung am obersten Level mitberücksichtigt wird. Dies 
setzt natürlich eine Reibungskopplung an das Innere des Ozeans (mittels 
vertikalem Austausch) voraus, so daß für die Randbedingung gilt
(3.14) ¥z » -(g/f0 )ps .
Auf den betrachteten Skalen führt diese Randbedingung bei realistischer 
Vorgabe einer Oberflächendichte jedoch lediglich zu geringfügigen Modi­
fikationen der internen Felder.
3.2 Die Horizontalabhängigkeit in Spektraldarstellung
Nach dieser Darstellung einer Vertikaldiskretisierung ergibt sich die 
Frage nach einer angemessenen Behandlung der horizontalen Felder.
Die Prozeßstudien sind sowohl auf lineare Wellendynamik als auch auf 
stark nichtlineare Advektionsprozesse ausgerichtet. Beide Prozesse sol­
len gleichermaßen gut repräsentiert werden.
Bei den WellenVorgängen spielen Phasenfehler die dominierende Rolle. 
Fehler in Größe und Richtung der Phasenausbreitung und auch Energieaus­
breitung mit der Gruppengeschwindigkeit sind teilweise erheblich und 
können die resultierenden Felder wesentlich verfälschen (GROTOAHN, 
1977). Insbesondere muß die 2-Ax-Rossby-Welle aufgrund ihrer Stationari- 
tät gedämpft werden. Ziel der Spektralentwicklung ist gleichermaßen 
auch, die aus numerischen Gründen benötigte explizite Reibung möglichst 
klein zu halten, über die Stabilität, Effizienz und Genauigkeit von 
unterschiedlichen Horizontaldiskretisierungen informiert die Arbeit von 
HAIDVOGEL et al. (1980).
Um in einem numerischen Modell derartige Phasenfehler weitgehend zu 
unterdrücken, kann man statt finiter Differenzen auf ein kontinuierli­
ches Funktionensystem zurückgreifen, das lediglich an ausgewählten 
Stützstellen betrachtet wird.
Ein weiterer Gesichtspunkt betrifft die Randbedingungen: ein 
'offenes' Modellgebiet ist überall dort sinnvoll, wo sich das Medium 
über das betrachtete Integrationsgebiet hinaus erstreckt.
Als grundlegende Forderung an die Randbedingungen offener Gebiete sollen 
Wellenausbreitung und Advektionsvorgänge unbeeinflußt bleiben. Gleicher­
maßen ist numerische Stabilität, adäquate Genauigkeit und akzeptabler 
numerischer Aufwand wichtig. Insbesondere dürfen keine nennenswerten 
Fehler vom Rand her in das Gebiet induziert werden. Eine zusammenfas­
sende Darstellung offener Randbedingungen geben R0ED & C00PER (1986). 
Eine aufwendige Ausstrahlungsbedingung für alle im System enthaltenen 
Wellen ist danach vom Rechenaufwand nur selten praktikabel.
Beschränkt man sich hingegen auf die Betrachtung von Phänomenen, die 
hinreichend weit von den numerischen Rändern entfernt sind, so bieten 
sich auch alternative Möglichkeiten an:
Feste Ränder im Norden und Süden (in einem Kanal-Modell) oder auch an 
allen horizontalen Rändern (als geschlossenes Becken) mit 'free-slip'- 
oder 'no-slip'-Bedingungen können sinnvollerweise in einem Spektralmo- 
dell nur mit einer Tschebyscheff-Entwicklung behandelt werden (WÜBBER, 
1986). Eine reine Fourier-Sinus-Entwicklung beinhaltet aufgrund der 
nicht gleichmäßigen Konvergenz der Entwicklungskoeffizienten gewisse 
konzeptionelle Probleme (BÖNING, 1985).
Darüber hinaus kann man für ein offenes Modellgebiet unter Umgehung 
vieler Schwierigkeiten bei der Formulierung und Berechnung der Randbe­
dingungen die Periodizität an allen horizontalen Rändern fordern. 
Dazu müssen die physikalischen Variablen des Systems periodisch sein. In 
einem quasigeostrophischen Modell, das mit der Stromfunktion als Basis­
größe arbeitet, ergeben sich Probleme durch die Einbeziehung einer mitt­
leren Strömung. HUA (1986) wählt eine Fourier-Sinus-Entwicklung. Statt- 
dessen soll hier der lineare Trend der Stromfunktion abgespalten und ge­
sondert behandelt werden.
Obwohl diese Abspaltung zunächst rein rechentechnisch begründet 
erscheint, beinhaltet sie jedoch sehr wohl einen physikalischen Hinter­
grund. Der Ansatz für die Stromfunktion lautet damit:
(3.15) ^ix.y.z.t) = -uo(z)*y + 4*1 (x,y,z,t) = foiz) + ¥ ,(x,y,z,t) ,
so daß die modifizierten quasigeostrophischen Gleichungen für die 
zeitabhängigen Fourierentwicklungskoeffizienten lediglich um einen mitt­
leren Advektionsterm in den nichtlinearen Gleichungen erweitert werden 
müssen. Dabei wird der meridionalintegrierte Anteil der Stromfunktion 
als ein mittleres Zonaltransportprofil uo(z) gesondert betrachtet.
Aufgrund dieser Abspaltung des Mittelwertes und des linearen Trends 
in meridionaler Richtung wird für das quasigeostrophische Wellenfeld 
rechentechnisch eine Spektralentwicklung ermöglicht, deren Grundfunktio­
nen physikalisch als Rossby-Wellen anzusehen sind. Die Wechselwirkungen 
zwischen den beiden Strömungsanteilen verdienen gesonderte Betrachtung 
(Abschnitt 3.5).
Der Fourierreihenansatz lautet:
(3.16) r(x,y,z,t) = l i(k,l,z,t) e1(kx+l3rwt)
-N
A
mit komplexen Koeffizienten 4»(k,l,z,t) für die Stromfunktion und analog 
für die Vertikalgeschwindigkeit. Das Prinzip dieser Abspaltung ist in 
Abb. 3-2 für eine ostwärtige Grundströmung dargestellt.
f '
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Abb. 3-2 Prinzipdarstellung der Abspaltung des linearen Trends an einem 
Stromfunktionsniveau für einen Nord-Süd-Gradienten in einem 
Spektralmodell.
Die Gleichungen (2.16) und (2.17) für die Stromfunktion im physika­
lischen Raum werden damit zu den folgenden Gleichungen für die zeitab­
hängigen Spektralkoeffizienten:
A A  A  A  A  A
(3.17) V2^  + + J(4'o+4',V2 'i<) - f 0 wz - VxR
(3.18) V2i + (f0 /N)2;zz =
fo/(N2 )(04* + J('Po+i,V2i), - V 20('Po+i,'?o +i ) -  VxR ) .
a£ Z Z Z —Z
Die Spektraldarstellung hat den Vorteil, daß lineare Wellenvorgänge 
optimal repräsentiert werden (MACHENHAUER, 1979). In einem nichtlinearen 
Modell jedoch vergrößert sich der numerische Aufwand durch die Faltungs­
terme erheblich.
Dieser Nachteil kann reduziert werden, indem man die sogenannte
'Pseudospektral-Methode' (MERILEES & ORSZAG, 1979) benutzt, bei der die
nichtlinearen Terrae auf dem physikalischen Gitter berechnet und die
Transformationen zwischen Zeit- und Spektral bereich mittels FFT-Prozedu- 
ren ökonomisch durchgeführt werden. Ableitungen werden jedoch grundsätz­
lich im Spektral bereich mit hoher Genauigkeit berechnet.
Bei der Berechnung nichtlinearer Terme muß insbesondere darauf 
geachtet werden, daß wichtige integrale Erhaltungseigenschaften der 
analytischen Gleichungen auch für den diskreten Fall gewahrt bleiben 
(siehe Abschnitt 2.3). Dazu gehören neben der quasigeostrophisehen Vor- 
ticity die Gesamtenergie, die Gesamtenstrophie, (in eingeschränktem Maße 
auch) die Symmetrie und die Gesamtmasse. Ob das der Fall ist, hängt ent­
scheidend von der Formulierung des Jacobi-Operators ab. Die Eigenschaf­
ten des analytischen Operators werden, wie anhand eines allgemeinen 
Jacobi-Operators dargestellt, von folgenden Formulierungen erhalten:
(3.19a) Ji = - AyB^ + AxBy symmetrie-erhaltend J(A,B) = -J(B,A)
(3.19b) J 2 = -(A B)x + (AxB)y Aa- und (VA)’-erhaltend
(3.19c) J 3 = -(AB ) + (AB ) BJ- und (VB)*-erhaltend . 
x y y x
Nach ARAKAWA (1966) sichert nur die Berechnung aller drei Formen und 
anschließende Mittelung, daß alle drei Eigenschaften erhalten werden. 
Das bedeutet für die nichtlinearen Terme der Vorticity-Gleichung, daß J 2 
energie-erhaltend und J 3 enstrophie-erhaltend ist. Für die nichtlineare 
Dichteadvektion findet man analog, daß der zweite Term die Erhaltung der 
kinetischen Energie und der dritte Term die Erhaltung der potentiellen 
Energie (des Quadrats der Dichteabweichung vom mittleren Referenzprofil) 
garantiert. Aus der energetischen Konsistenzforderung müßte also die 
Berechnung mindestens zweier Terme folgen.
Darüber hinaus wurde schon auf die Problematik der Massenerhaltung in 
quasigeostrophischen Modellen hingewiesen. Die Beschränkung auf ein 
zeitlich unveränderliches mittleres Dichteprofil kann bei nichtver- 
schwindender mittlerer Vertikalgeschwindigkeit einen Massendefekt verur­
sachen. Im vorliegenden Fall des pseudospektralen Formalismus ist 
Massenerhaltung für die Operatoren J 2 und J 3 gewährleistet, wie man sich 
leicht überlegt, da bei deren Anwendung der Mittelwert aus den nichtli- 
nearen Termen verschwindet und somit keine mittlere Vertikalgeschwindig­
keit produziert wird. Damit wäre der Forderung (2.28) genüge geleistet.
Wichtig in diesem Zusammenhang ist, daß die Darstellung des 3-Terms 
in der Form (3.17) und (3.18) zwar lokal korrekt ist, jedoch die globale 
Energiebalance verletzt (HAIDVOGEL, 1977). Die alternative Möglichkeit 
der Berechnung dieses Terms als Teil der quasigeostrophisehen potentiel­
len Vorticity (2.19) in den nichtlinearen Tennen liefert zwar die ge­
wünschte globale energetische Konsistenz, ohne jedoch lokale Äquivalenz 
mit dem Term 134^  zu gewährleisten. Darüber hinaus bewirkt die Diskonti­
nuität im ß-Term in der Darstellung (2.19) die Möglichkeit einer rein 
numerischen Fehlerquelle in einem Spektralmodell, da Periodizität der 
quasigeostrophisehen potentiellen Vorticity q in meridionaler Richtung 
nicht vorliegt.
In numerischer Hinsicht erweist sich eine Wahl von J 2 für die Vorti- 
city-Gleichung sowie die Verwendung von <Ji für die Dichtegleichung als 
vorteilhaft. Darüber hinaus würde eine Berechnung aller drei Formen den 
Rechenzeitbedarf um etwa 80% vergrößern und darüber hinaus zusätzlichen 
Speicherplatz benötigen.
Im hier entwickelten Modell werden als Konsequenz der obigen Über­
legungen die nichtlinearen Terme der Vorticity-Gleichung mit dem ener- 
gie-erhaltenden Operator berechnet, die nichtlinearen Terme der diagno­
stischen Gleichung mit der symmetrie-erhaltenden Form. Dennoch wurden 
Testrechnungen durchgeführt (mit einer vertikal integrierten Version des 
Modells); diese ergaben, daß der Einfluß der Verletzung der Enstrophie- 
Erhaltung auf die Struktur von Instabilitätsprozessen gering ist.
Zur Energie-Erhaltung der vertikalen Randbedingungen muß hier beach­
tet werden, daß das Integral
(3.20) // (wbV)|_n dxdy
verschwindet. Mit der Definition für die Bodenvertikalgeschwindigkeit 
folgt, daß
(3.21) // W(¥,n) dxdy = // \  J ^ . n )  dxdy = 0 ,
was in der Spektraldarstellung für die Operatoren J2 und J 3 automatisch 
erfüllt ist. Für die Berechnung der Vertikalgeschwindigkeit am Boden 
wurde daher J 2 (energie-erhaltend) gewählt.
3.3 Die zeitliche Integration
Die zeitliche Integration wird mittels zentraler Differenzen verwirk­
licht ('leap-frog'-Verfahren). Dabei wurden zur Verhinderung numerischer 
Instabilität die Reibungsterme als Vorwärtsdifferenzen formuliert. Ur­
sprünglich war geplant, durch die Einführung eines zwischengeschalteten 
Vorwärtsschrittes oder einer Gleichsetzung aller drei beteiligen Zeitle- 
vel ('restart') ein Auseinanderdriften der geraden und ungeraden Zeitni­
veaus zu verhindern (d.h. den aus dem 1 leap-frog'-System entstehenden 
'computational mode 1 zu eliminieren). Es zeigt sich aber, daß dieses 
Vorgehen nicht nötig ist (im Gegenteil sogar unerwünschte Effekte her­
vorruft), was offensichtlich an der starken nichtlinearen Kopplung im 
Modell liegt. Abb. 3-3 zeigt das Verhalten der Gesamtenergie in der An­
fangsphase der Integration. Die Oszillationen durch den nicht angepaßten 
Anfangszustand verschwinden ohne Vorwärtsschritte nach wenigen Tagen; 
darüber hinaus kann durch ungünstige Wahl der Vorwärtsschritt-Intervalle 
sogar ein künstlicher Energieverlust auftreten.
Der Fehler durch die Approximation der Zeitableitung bis zur 2. Ord­
nung ist verglichen mit den aus der vertikalen Diskretisierung resultie­
renden vernachlässigbar gering. Der zu verwendende Zeitschritt muß in 
erster Linie dem CFL-Kriterium genügen, das heißt für eine maximale Ad- 
vektionsgeschwindigkeit von 0.5 m/s und einen Gitterpunktabstand von 10 
km ein maximaler Wert von 14000 s. Die starke Nichtlinearität reduziert 
den maximal möglichen Zeitschritt um den Faktor 3 auf etwa 1.5 Stunden.
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Abb. 3-3 Zeitreihe der Gesamtenergie in der Anfangsphase der Integra­
tion: (a) mit; (b) ohne zwischengeschaltete Vorwärtsschritte.
3.4 Die Parametrisierung subskaliger Prozesse
Wie schon in der Einführung zu diesem Kapitel erwähnt, gibt es in 
jedem numerischen Modell Prozesse, die vom verwendeten Gitter nicht oder 
nur unvollständig aufgelöst werden. Diese subskaligen Prozesse müssen 
durch die Wahl einer geeigneten Parametrisierung dargestellt werden. 
Handelt es sich dabei um energiereiche Prozesse, wie etwa die Wirbelak- 
tivität in einem allgemeinen Zirkulationsmodell, so ist dies problema­
tisch.
Die Reibung stellt also in einem numerischen Modell einen wichtigen 
Punkt dar. Einerseits ist aufgrund der numerischen Ungenauigkeit immer 
eine gewisse Reibung nötig, andererseits verfolgt man mit unterschied­
lichen Reibungsansätzen auch immer eine physikalische Vorstellung von 
der Wirkung nicht aufgelöster (= subskaliger) Prozesse im Modell. Für 
quasigeostrophische Modelle stehen im wesentlichen zwei Konzepte bereit: 
der horizontale Austausch (eine vorticity-proportionale Reibung mit 
einem räumlich konstanten Koeffizienten A^ oder auch eine entsprechende 
biharmonische Reibung) und der vertikale Austausch (eine geschwindig­
keitsproportionale Dissipation mit einem vertikal variablen Koeffizien­
ten Ay(z)).
(3.22) VxR = A ^ V ^  - A*V 6 1> + (Av(V2 V)z)z
Im vorliegenden Spektralmodel1 sind die Rechenfehler gering, so daß 
auf eine numerisch begründete Reibung verzichtet werden kann.
Hingegen bedingen die nichtlinearen Wechselwirkungen, daß Aliasing- 
fehler auftreten, die ihrerseits durch einen geeigneten Reibungsansatz 
geglättet werden müssen. Dazu eignet sich die biharmonische Reibung in £ 
am besten, da sie lediglich am hohen Ende des Spektrums wirkt und alle 
anderen Skalen unbeeinflußt läßt.
Der verwendete Reibungsparameter von A* = 2*10* m*7s entspricht einem 
Austauschkoeffizienten von A^ = 50 m2/s für die 40-km-Welle und ist 
damit weit unterhalb eines Wertes, durch den die Energieflüsse auf den 
dominanten Skalen negativ beeinflußt werden könnten. Für die typischen 
Skalen aus Kapitel 2 ergibt sich eine Größenordnung der Reibungsterrae 
von etwa 2  % des ß-Terms, d.h. erst auf Skalen von etwa 10 km erreicht 
die Reibung die Größenordnung des ß-Terms (dem ohnehin kleinsten Term 
der Vorticity-Balance auf diesen Skalen).
Ein vertikaler Impulsaustausch im Modell ist numerisch nicht notwen­
dig, solange das Verhältnis der Schichtdicken zueinander nicht zu extrem 
wird: die Anzahl der Schichten und ihre durchschnittliche Dicke muß in 
einem vernünftigen Verhältnis zu der horizontalen Auflösung sowie dem 
Verhältnis aus lokalem Coriolisparameter und mittlerer Stabilitätsfre­
quenz stehen.
Die vertikale Impulsdiffusion ist lediglich durch eine Delta-Funktion 
an der Unterseite der durchmischten Deckschicht implementiert, um die 
Ankopplung einer 'Oberflächendichte' zu ermöglichen.
Zusammenfassend kann festgestellt werden, daß subskalige Prozesse 
eine so geringe Rolle spielen, daß auch eine physikalisch begründete 
Parametrisierung nicht notwendig ist. Das eröffnet die Möglichkeit, 
Anhaltspunkte für eine geeignete Parametrisierung mesoskaliger Aktivi­
tät auf Skalen von 40 - 1000 km zu finden.
3.5 Das Multi-Level-Spektral-Modell
Das System (3.7a,b) wird durch Hinzunahme von weiteren internen 
Anteilen zu einem Multi-Level-Model 1 erweitert. Für mittlere Breiten 
mit typischer Schichtung des Nordostatlantiks und der Gitterauflösung 
von 10 km ergibt sich aus der Forderung, daß die 'diskrete' Burger-Zahl 
die Größenordnung 1 besitzen soll
(3.23) Az = (f0 /N)Ax .
eine typische Vertikalskala Az von 400 m. Bei einer Wassertiefe von etwa 
4000 m erscheinen also 8 - 1 0  Schichten angemessen, höhere vertikale 
Auflösung bedeutet, daß nicht alle vertikalen Prozesse im Modell auf die 
Horizontale abgebildet werden können und somit eine vergrößerte horizon­
tale Reibung oder auch die Einführung einer vertikalen Dissipation 
notwendig wird. Um auf diesen zusätzlichen Effekt verzichten zu können, 
wird daher die maximale Anzahl von Schichten auf 9 begrenzt.
Obwohl für Instabilitätsstudien insbesondere mit hoher vertikaler 
Auflösung aus ökonomischen Gründen nicht geeignet, beinhalten vertikale 
Moden dennoch einige fundamentale Charakteristika der Vertikal Struktur, 
die hier von Bedeutung sind: dazu gehören einerseits das Verhältnis aus 
Oberflächenamplitude zu Bodenamplitude, andererseits die Tiefenlage der 
Nulldurchgänge, wo dem Modenkonzept zufolge die Maxima der Vertikalge­
schwindigkeiten der jeweiligen Mode zu finden sind (siehe Abb. 3-1). 
Daher erscheint bei einer Level-Diskretisierung wie oben beschrieben die 
Wahl der vertikalen Stützstellen für w und Na gemäß den Nullstellen der 
entsprechenden Eigenfunktion sinnvoll. Für ein Modell mit M Leveln lie­
fert die (M-l)-te barokline Mode die Schichtgrenzen.
Obwohl in die QG-Gleichungen lediglich das NJ eingeht, so erweist es 
sich doch als günstiger, das vorgegebene Dichteprofil zu diskretisieren. 
Die Bezeichnungen im Modell sind aus Abb. 3-4 zu entnehmen.
Die Auswirkungen dieser Art der Diskretisierung gegenüber der übli­
chen (recht schematisch auf Vielfachen von 100 m basierenden) werden in 
Kapitel 4 genauer untersucht. Hier nur zunächst der Hinweis, daß die 
Ergebnisse nicht unbedeutende Unterschiede aufweisen.
Abb. 3-4 Vertikaldiskretisierung im Multi-Level-Modell sowie die Abta­
stung von Referenzdichteprofil und Strömungsprofil.
Die Schichtdicken werden mit h.. bezeichnet, die Summen zweier 
aufeinanderfolgender Schichten mit H... Die Stromfunktionsni- 
veaus liegen im Zentrum der Schichten, die durch die Niveaus 
der Vertikalgeschwindigkeit und Stabilitätsfrequenz voneinan­
der getrennt werden. Die Wahl der Tiefenniveaus erfolgt gemäß 
der achten Eigenfunktion der Dichteschichtung.
Die diagnostische Gleichung für die Vertikalgeschwindigkeit (3.18) 
stellt eine dreidimensionale Poissongleichung dar, die für ein Gitte» 
punktmodel 1 mittels iterativen Methoden gelöst werden muß. Durch die 
Spektral formulierung in der Horizontalen werden Differentialgleichungen 
zu algebraischen Gleichungen und das Problem reduziert sich auf die Lö­
sung eines linearen Gleichungssystems in der Vertikalen, da der Laplace- 
Operator analytisch invertiert werden kann.
Zur Berechnung der Vertikalgeschwindigkeit muß eine (M+l)x(M+1)-Tri- 
diagonalmatrix für jede Wellenzahlkombination gesondert invertiert wer­
den. Die Diagonalelemente sind (abgesehen vom Ekman- und Bodenge- 
schwindigkeitsterm) Summen aus dem horizontalen Laplace-Operator und den 
inversen Rossby-Radien, die Nebendiagonalelemente entsprechen den loka­
len Rossby-Radien des Level-Modells. Die Elemente der Tridiagonal-Matrix 
für das lineare Gleichungssystem finden sich in Anhang Al. Die Dominanz 
der Diagonalelemente ist prinzipiell gewährleistet. Für identische Kopp­
lungsparameter y.. folgt darüber hinaus die Gleichheit der Diagonalele­
mente.
Von der Energieerhaltung bei der Berechnung der nichtlinearen Terme 
wurde schon ausführlich gesprochen. Doch auch die vertikale Diskretisie- 
rung stellt besondere Anforderungen an eine energie-erhaltende Formulie­
rung. Für ein baroklines Modell muß bei der Berechnung der nichtlinearen 
Terme darauf geachtet werden, daß es sich konzeptionell um ein Box- 
Modell in der Vertikalen handelt. Man hat also die nichtlinearen Terme 
der Dichtegleichung an den Schichtgrenzen, die nichtlinearen Terme der 
Vorticitygleichung dazwischen zu berechnen.
Im vorliegenden Modell mit seiner speziellen Behandlung der mittleren 
Strömung tritt darüber hinaus ein weiterer Effekt auf: die Abspaltung 
der mittleren Zonalströmung (Abb. 3-2) muß in jedem Tiefenniveau geson­
dert vorgenommen werden, damit in jeder Tiefe die Periodizitätsforderung 
erfüllt ist. Daraus resultiert ein mittleres Zonaltransportprofil.
Die kinetische Energie der mittleren Zonalströmung uo ist Teil der 
gesamten Energiebalance. Während jedoch im vertikal integrierten Modell 
kein Energie-Transfer zwischen dem mesoskaligen und dem mittleren Anteil 
der kinetischen Energie stattfindet, gilt im baroklinen Fall (z.B. 
HOLTON, 1979; HALTINER & WILLIAMS, 1980) in jeder Tiefe:
(3.24a) d/dt (E7") = f0 // ¥'wz' dxdy
(3.24b) d/dt (P1*) = f0 // w ,Tz' dxdy + uoz(fo/N)2 // 4'x ,'Pz' dxdy
Der mittlere Zonaltransport stellt somit eine Quelle für potentielle 
Energie dar. In der quasigeostrophischen Approximation gibt es jedoch 
keine Gleichung für die explizite Zeitabhängigkeit der mittleren unge­
scherten Strömung: sie bliebe konstant und würde ein 'unerschöpfliches' 
Reservoir an Energie darstellen. Daher wird die Energie der mittleren 
Strömung gemäß dem Zuwachs in den Störungen reduziert:
(3.24c) d/dt (Ei) = d/dt \  ( T m V )  - 0
(3.24d) d/dt (Pi) = d/dt \ ((foWoz/N)*) = - uoz(fo/N)2 // dxdy .
Damit erhält man M-l weitere Gleichungen für die Änderung der vertikalen 
Scherung der mittleren Zonalgeschwindigkeit. Diese Maßnahme entspricht 
einer Reduktion des mittleren meridionalen Dichtegradienten.
Die Schließung des Problems erfolgt entweder mittels der Forderung, 
daß die kinetische Energie des mittleren Zustands konstant ist oder daß 
der Transport durch das Gebiet unverändert bleibt. Die zweite Annahme 
erscheint begründeter. Es erfolgt also eine Umverteilung innerhalb des 
Profiles der mittleren Zonalströmung aufgrund der Forderung nach Trans­
porterhaltung. Da es, wie schon erwähnt, keine prognostische Gleichung 
für nicht rotationsbehaftete Anteile der Strömung gibt, kann man keine 
konzeptionelle Geschlossenheit erwarten.
Eine kurze Darstellung der Prozedur der numerischen Integration des 
Multi-Level-Spektral-Modells soll die Modellbeschreibung abschließen.
Ausgehend von einem idealisierten oder gemessenen (und mittels objek 
tiver Analyse aufbereiteten) Anfangszustand wird die quasigeostrophische 
Vorticity-Gleichung als prognostische Gleichung für die Stromfunktion 
benutzt; zuvor wird das Feld der Vertikalgeschwindigkeiten diagnostisch 
aus dem Anfangszustand bestimmt:
Vorgabe der Stromfunktionsfelder
Vorgabe der Ekman-Vertikalgeschwindigkeit 
Berechnung der Vertikalgeschwindigkeit am Boden 
Bestimmung der internen und externen Variablen
Berechnung der Vorticityadvektionsterme 
Berechnung der Dichteadvektionsterme
- Bestimmung der internen Vertikalgeschwindigkeiten
aus der diagnostischen Relation
Zeitintegration der Vorticity-Gleichung für die internen Anteile 
Zeitintegration der Vorticity-Gleichung für den externen Anteil
- Bestimmung der Level-Variablen
Typische Modell-Parameter sind 10 km Gitterpunktabstand und ein Zeit­
schritt von 4320 sec (1/20 Tag); bei einer maximalen Integrationszeit­
spanne von 60 Tagen benötigt man 1200 Zeitschritte. In der Grundversion 
(ohne externe Anregung und Topographie) ergibt sich für ein Modell mit 
64*64 Punkten und 9 Tiefenniveaus auf der CRAY-XMP ein Rechenzeitbedarf
von 720 Sekunden CPU. Die benötigte Rechenzeit auf diesem Vektorrechner
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wächst annähernd proportional zu (2»M—1) ’ *N ’ .
Im Hinblick auf mögliche numerische Instabilität erscheint interes­
sant, daß trotz der starken Nichtlinearität der relative (durch Maximal­
geschwindigkeit und Gitterdistanz normierte) Zeitschritt u At/Ax = 0.2
max
ein Viertel des für lineare Vorgänge abgeleiteten CFL-Kriteriums von 
1//2 betragen kann.
Die Effizienz des QG-Modells gegenüber einem PE-Gitterpunkt-Modell 
ist aufgrund der Spektralentwicklung reduziert. Die wesentlich größere 
Genauigkeit rechtfertigt jedoch den höheren Rechenzeitaufwand pro Git­
terpunkt und Zeitschritt.
3.6 Die numerische Behandlung zusätzlicher Prozesse
Die Advektion der relativen Vorticity und der Dichte im Modell hat 
unmittelbare dynamische Auswirkungen. Passive Beimengungen (Tracer) hin­
gegen haben keinerlei Einfluß auf die Strömungsverhältnisse. Häufig ist 
man an der Ausbreitung von Tracern (radioaktive Spurenstoffe oder Nähr­
stoffe und Sauerstoff) interessiert; ebenso kann die Deckschichttempera­
tur in guter Näherung als eine durch die internen Bewegungsabläufe pas­
siv advehierte skalare Größe angesehen werden.
Die zu betrachtende Advektionsgleichung
(3.25) Tt + J(4\T) = AtV2T
mit u,v = u,v(x,y,t) wird für negative Advektionsgeschwindigkeiten mit­
tels einer Rückwärts-Differenz, für positive mittels einer Vorwärts-Dif- 
ferenz angenähert. Durch Umformung erhält man ein Schema anhand dessen 
die implizite Diffusion des 'upstream'-Verfahrens deutlich wird:
(3.26) Tt + J(f.T) - Ax Txx + Ay Tyy + AyV2T .
so daß man geschwindigkeitsproportionale und damit ortsabhängige impli­
zite Reibungsterme erhält:
A„(x,y,t) = |u|Ax/2 ; A (x,y,t) = |v|Ax/2 .
A jr
Für konstante Geschwindigkeiten ist dieses Schema stabil, solange der 
verwendete Zeitschritt das CFL-Kriterium um den Faktor 2 unterschreitet.
Im vorliegenden Fall ergibt sich bei einem Gitterpunktabstand von 
10 km und einer auftretenden Maximalgeschwindigkeit von etwa 50 cm/s ein 
Austauschparameter von fast 2000 m2/s. Das erscheint gemessen an Vor­
stellungen von physikalisch begründeter Reibung auf diesen Skalen sehr 
hoch; man versucht daher das Verfahren zu modifizieren. Als Ausweg 
bieten sich einerseits hochgradig nichtlineare Flußkorrekturverfahren 
an. Andererseits hat SMOLARKIEWICZ (1983) ein Verfahren vorgestellt, mit 
dem die implizite Diffusion des 'upstream'-Verfahrens mit Hilfe einer 
'antidiffusiven' Advektionsgeschwindigkeit verringert wird. Testläufe
mit diesem Verfahren für positiv definite Tracerfelder zeigen für den 
hier auftretenden Fall einer zeitlich stark schwankenden Geschwindig­
keitsverteilung kaum Vorteile gegenüber dem 'upstream'-Verfahren selbst.
Neben dem 'upstream1-Verfahren erster Ordnung kann man die Taylor- 
Reihenentwicklung trotz Beschränkung auf zeitliche Vorwärtsintegration 
bis zur zweiten Ordnung in der räumlichen wie auch zeitlichen Dimension 
durchführen. Interessanterweise erhält man damit unter Vernachlässigung 
der gemischten Ableitungen sowie der Ortsabhängigkeit der Strömung ein 
nur geringfügig modifiziertes Schema, in dem ebenfalls ein explizit 
identifizierbarer Reibungsterm auftritt
(3.27) Tt + J(Y,T) = u2At/2 Txx + v2At/2 Tyy + A-j-V2T ^
Dieses Schema wird mit einem 'time-splitting'-Verfahren für die einzel­
nen Richtungen berechnet. Abb. 3-5 zeigt ein Beispiel für die Advektion 
eines meridional linear ansteigenden Tracerfeldes in einem zeitunabhän­
gigen Doppelwirbelfeld. Die Diffusivität ist stark vermindert, das noch 
auftretende Überschwingen wird durch einen expliziten Reibungsterm 
reduziert, der einen Austauschkoeffizienten von 100 m a/s beinhaltet.
Es führt bei typischen Modellwerten (insbesondere einem Zeitschritt 
von 4320 sec) zu maximalen Werten von 500 ma/s, also etwa einem Viertel 
der 'upstream'-Werte. Dieses Verfahren scheint immer dann gerechtfer­
tigt, wenn die zeitliche Variation der Strömung groß ist.
Daß dieses modifizierte Schema für alle Zeitschritte, die dem CFL- 
Kriterium entsprechen, stabil ist (und darüber hinaus sogar von höherer 
Ordnung), ist mit der Fouriermethode leicht nachzuvollziehen.
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Abb. 3-5 Testlauf für das modifizierte Advektionsschema.
(a) stationärer Doppelwirbel; die maximale Geschwindigkeit 
beträgt 50 cm/sec. Das Gebiet umfaßt 640*640 km;
(b) der rein meridionale Gradient des Ausgangstracerfelds,
(c) die 'upstream'-Lösung mit großer impliziter Diffusion,
(d) das modifizierte Schema mit schärferen Fronten und deut­
lichem Aufdrehen der Tracerfäden.
Die Berechnung einzelner Partikeltrajektorien in einem Level-Modell 
sollte auf die horizontale Bewegung beschränkt bleiben, da sich für die 
Vertikaladvektion durch die Interpolation zu große Fehler ergeben. Für 
die zeitliche Integration der horizontalen Partikel bahnen wurde ein ein­
faches Vorwärtsschrittverfahren gewählt. Dabei ergeben sich die lokalen 
Geschwindigkeitskomponenten nicht durch Interpolation, sondern können 
aufgrund der horizontalen Spektralentwicklung direkt an den jeweiligen 
Positionen ausgewertet werden. Der verwendete Zeitschritt von 4320 Se­
kunden bedingt eine Horizontal Versetzung des Drifters um maximal 2000 m 
pro Zeitschritt, also ein Fünftel der Gitterweite, so daß auf ein Ver­
fahren höherer Ordnung in der Zeit verzichtet werden kann. Prinzipiell 
ermöglicht die Lagrange'sche Betrachtungsweise auch die Verfolgung der 
Variation physikalischer Größen entlang einer Partikelbahn.
Abschließend soll die mögliche Drehung des Modell-Koordinatensystems 
betrachtet werden.
Der einzige Term in dem vorliegenden Gleichungssystem, der eine 
Anisotropie verursacht, ist der ß-Term. Eine Koordinatendrehung der Form
(3.28a) x 1 = x cos 0 + y sin 0 ,
(3.28b) y' = - x sin 0 + y cos 0
führt dazu, daß sich der planetarische Vorticity-Term folgendermaßen mit 
0 ändert:
(3.29) =* 3(¥„ c o s  0 - ¥ sin 0) ,
a Ä y
wobei die Drehung um 0 entgegen dem Uhrzeigersinn erfolgt.
Damit wird es möglich, das betrachtete quadratische Gebiet beliebig 
zu drehen und gegen die Zonalität geneigte mittlere Transporte zuzulas­
sen. Diese nichtzonalen Strömungen stellen allerdings keine Lösungen 
der antriebsfreien quasigeostrophischen Gleichungen dar, sondern sind 
nur als von äußeren Kräften angetrieben vorstellbar.
4. QUASIGEOSTROPHISCHE INSTABILITÄTSPROZESSE
4.1 Das linearisierte System
Ein Teil der im zweiten Kapitel unterschiedenen quasigeostrophisehen 
Prozesse läßt sich in einem vereinfachten System durch analytische und 
halbanalytische Verfahren erfassen. Bevor also das nichtlineare Modell 
zur vierdimensionalen Simulation eingesetzt wird, soll eine linearisier­
te Version der Gleichungen betrachtet werden. Das ermöglicht eine höhere 
numerische Auflösung für spezielle Situationen (hier insbesondere in der 
vertikalen Dimension) oder auch das Studium einer großen Anzahl von 
Situationen. Als Ergebnis erhält man allgemeine Grundsätze über die 
zugrundeliegende Dynamik sowie die Isolierung der nichtlinearen Effekte.
Unter einem linearisierten System versteht man eine Näherung, in der 
eine zeitunabhängige zonale Grundströmung in Form einer exakten Lösung 
der Vorticity-Gleichung (2.18) vorgegeben und die Modifikation von line­
aren Wellenlösungen durch diesen Grundzustand untersucht wird.
Grundlage für die Betrachtung des linearisierten Systems bildet die 
barokline Vorticity-Gleichung (2.33) ohne den nichtlinearen Term:
(4.1) (3/3t + uoB/axXV2'? + ((fo/N)2<?z)z)
+ (ß - u0yy - ((fo/N)2uoz))4'x - 0 .
Dabei repräsentiert uo ein Hintergrundfeld, das vertikale und meridi- 
onale Scherungen zuläßt.
Beobachtungen im Nordatlantik mittlerer Breiten zeigen, daß auf nahe­
zu gradientfreie Regionen solche mit stark ausgeprägten Fronten folgen: 
es bilden sich 'jetartige1 Strukturen (Strombänder) aus. Diese liegen je 
nach regionaler Situation mehr oder weniger zonal. Als Ursache kommen 
sowohl topographische Verhältnisse (im Zusammenhang mit den Bruchzonen 
des Mittel atlantischen Rückens) als auch großräumige Anregung und die 
interne Dynamik in Frage.
Mit Hilfe folgender Spezifizierungen werden diese grundlegenden 
ozeanische Verhältnisse simuliert: für eine mittlere Zonalgeschwindig- 
keit setzt man
(4.2) uo = uo(z) expi-iy^)1) ;
für die Stromfunktion wählt man einen Partialwellenansatz der Form
(4.3) = F(z) M(y) exp(i(kx - ait)) .
Während die zweite Annahme im eigentlichen Sinne keine Einschränkung 
darstellt, da meridionale und vertikale Struktur unspezifiziert bleiben 
und die Wellenlösung in zonaler Richtung eine fundamentale Lösung des 
quasigeostrophisehen Systems ist (siehe auch Abschnitt 2.4), beinhaltet 
die Annahme einer Jetströmung mit gaussischem Meridionalprofil eine 
weitgehende Spezialisierung.
Eingesetzt ergibt sich ein Eigenwertproblem in meridionaler und 
vertikaler Richtung: vorgegebene Parameter sind die zonale Wellenlänge, 
die Schichtung und das Strömungsprofil.
(4.4) ü> (-k’MF + MyyF + ((fo/N)’Fz)zM) «
(G - u0yy - ((fo/N)’uoz)z)kMF
+ u0k(-k’MF + MyyF + ((f0/N)’Fz)zM) .
Die entsprechenden vertikalen Randbedingungen sind gemäß Gleichung
(3.13) Fz = 0 an der Oberfläche und am Boden. Aus Gründen der Vergleich­
barkeit mit dem nichtlinearen Modell wurde auch hier Periodizität in 
meridionaler Richtung (siehe Abschnitt 3.2) gewählt. Der Zonalwellenan- 
satz für ¥ bedeutet automatisch die Periodizität in zonaler Richtung.
Formal handelt es sich bei Gleichung (4.4) um ein Eigenwertproblem 
der Form:
(4.5) u> £  e = £  e
für komplexes oi = + iuK. Dabei sind e die Eigenvektoren oder 'Normal- 
Moden' des Systems.
Als Lösungen der Eigenwertgleichung treten neben reellen auch paar­
weise komplex konjugierte Eigenwerte auf, die zu zeitlich exponentiell 
anwachsenden bzw. abklingenden Amplituden führen. Die dazugehörigen 
Eigenfunktionen unterschieden sich lediglich in ihrer Phasenbeziehung.
Die vertikale Diskretisierung wird dem Level-Konzept gemäß durchge­
führt (siehe Abschnitt 3.1); für das 'kontinuierliche' Problem wird eine 
vertikale Auflösung von 20 m vorgegeben. In meridionaler Richtung werden
finite Differenzen eingeführt. Damit erhält man im allgemeinen Fall 
Pentadiagonalmatrizen ^  und £, die mittels Routinen aus der erweiterten 
EISPACK-Bibliothek (GARBOW et al., 1977) auch für große Systeme erfolg­
reich numerisch gelöst werden können. Numerische Details können dem 
Anhang A2 entnommen werden.
Barotrope und barokline Rossby-Wellen müssen als die grundlegenden 
Phänomene jeder quasigeostrophisehen Modellierung bezeichnet werden: 
sie stellen die einzig vorhandene Form freier Wellen dar und werden die 
horizontale und vertikale Struktur entscheidend mitbestimmen. Die im 
vorliegenden Konzept benutzte horizontale Spektralentwicklung kann als 
Zerlegung aller Strukturen in Rossby-Wellen aufgefaßt werden und legt 
daher nochmals deren Betrachtung nahe.
Die Eigenschaften von Rossby-Wellen können weitgehend durch die Dis­
persionsrelation, d.h. den Zusammenhang zwischen Frequenz und Wellen- 
zahl, charakterisiert werden. Diese Betrachtungen geben erste Aufschlüs­
se über das Verhalten der Lösung unter idealisierten Verhältnissen auf 
einer unbegrenzten S-Ebene. (Reflexionsvorgänge an Berandungen sowie 
Resonanzphänomene bei vorhandener Anregung sollen hier im Rahmen der 
Modellierung eines offenen Ozeangebietes unberücksichtigt bleiben.)
Dazu wird durch die Annahme verschwindender Grundströmung uo = 0 das 
System (4.1) weitgehend vereinfacht:
(4.6) o) (-k* + Myy/M + ((fo/N)*Fz)z/F) = 3k ,
so daß die Meridional- und Vertikalabhängigkeit separierbar werden. Das 
lineare System mit der Separationskonstante X2 lautet
(4.7a) Myy - (X2 + ka + 3k/o>)M = 0 (Horizontalabhängigkeit) ,
(4.7b) ((fo/N)*Fz )z + X2F « 0 (Vertikalstruktur) .
Gleichung (4.7a) besitzt Wellenlösungen auch in meridionaler Richtung 
und mit einer meridionalen Wellenzahl 1 folgt die Dispersionsrelation 
für Rossby-Wellen
(4.8) <d = -ßk/(k’+l2+X2) ,
wobei X der inverse Rossby—Radius ist. Erwähnenswert dabei ist die Tat 
sache, daß Rossby-Wellen anomale Dispersion zeigen, d.h. kurze Wellen 
haben eine größere Zeitskala als lange. Für barotrope Rossby-Wellen er­
gibt sich ein Eigenwert von Null, das heißt, sie besitzen keine oder nur 
eine sehr spezielle Vertikal Struktur (proportional zu Pr(z)). Diese Lö­
sung wird im Folgenden als der 0. Mode bezeichnet.
Durch Gleichung (4.7b) wird die fundamentale Form der quasigeostro- 
phischen Vertikalstruktur beschrieben. Aussagen über deren Aussehen und 
wesentliche Charakteristika setzen die Annahme einer speziell vorgegeben 
Dichteverteilung voraus.
Für den Westatlantik fanden GARRETT & MUNK (1972) eine gute Überein­
stimmung mit einem Exponentialprofil; unterhalb von 200 m Wassertiefe 
soll gelten:
N = 6.1*10 3 exp(z/650) 1/s.
Eine typische Dichteschichtung für den Nordostatlantik zeigt Abb. 4-1. 
Nimmt man analog eine Anpassung für eine Exponentialfunktion an, so gilt 
annähernd
N = 4.5*10 3 exp(z/600) 1/s,
also etwas geringere Dichtegradienten (und damit kleinere Rossby-Radien) 
bei annähernd gleicher vertikaler Scherungsskala. Exponentielle Dichte­
schichtungen sind ausführlich von GILL et al. (1974) betrachtet worden.
Eine wesentlich bessere Approximation der vertikalen Dichteverhält­
nisse im Nordostatlantik ist durch die Tangenshyperbolikus-Funktion 
gegeben (eventuell unter Berücksichtigung der Auswirkungen einer jahres­
zeitlichen Dichtesprungschicht in Form einer überlagerten Gaußfunktion 
in etwa 600 m Tiefe). Im Folgenden sollen diese beiden unterschiedlichen 
Vertikal Strukturen der Referenzdichte (Anhang A3) näher untersucht 
werden.
Die Struktur der vertikalen Moden nach Gleichung (4.7b) ist unabhän­
gig von vorgegebenen horizontalen Wellenlängen und liefert für das tanh- 
Profil als kleinsten nichtverschwindenden Eigenwert den ersten barokli- 
nen Rossby-Radius von 21.4 km. Dieser Wert mag auf den ersten Blick als 
sehr gering erscheinen, finden sich doch bei EMERY et al. (1984) für den
Abb. 4-1 Typische Dichteschichtung (ö j und Og) im Nordostatlantik.
Messung durch FS 'Poseidon' im September 1985 bei 31°N, 24°W.
Nordostatlantik mittlerer Breiten (30°N - 40°N) Werte zwischen 25 km und 
30 km. Die konzeptionelle Beschränkung auf das Ozeaninnere und die damit 
verbundene Ausklammerung von Deckschicht und Bodenreibungsschicht führt 
jedoch zu diesen geringeren Werten. (Die oberen 150 m des Profils werden 
der Reibungsschicht zugeordnet, die vertikale Erstreckung des Profils 
endet bei 4000 m.) Der Nulldurchgang der ersten baroklinen Mode liegt 
damit in etwa 800 m Tiefe (unterhalb der durchmischten Deckschicht). 
Grundlage zur Berechnung bildet Og, da Oj in der Tiefsee zu einer insta­
bilen Schichtung führt.
Das Stabilitätsfrequenzprofi1 und einige ausgewählte Vertikalprofile 
sind in Abb. 4-2a,c dargestellt. Für die zweite Referenzdichteschichtung 
erhält man eine leichte Modifikation der Rossby-Radien, der Nulldurch­
gänge und der Struktur der Amplitude im oberen Ozean (insbesondere der 
ersten Mode). Der erste barokline (interne) Rossby-Radius ist mit etwa
19.6 km nochmals etwas kleiner. Allgemein werden die Eigenfunktionen 
niedriger Ordnung stärker beeinflußt (Abb. 4-2b,d).
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Abb. 4-2 Profile der Brunt-Väisälä-Frequenz N sowie einige ausgewählte 
barokline Eigenfunktionen (1., 2., 5. und 8.) für:
(a,c) Dichteschichtung 1; (b,d) Dichteschichtung 2 (Anhang A3)
4.2 Voraussetzungen für Instabilität
Durch ihren stark nichtlinearen Charakter ist physikalische Instabi­
lität ein sehr komplexes Phänomen, das sich in den meisten Fällen nur 
numerisch angehen läßt. Gewisse Kriterien für die Möglichkeit des Auf­
tretens von Instabilität jedoch lassen sich schon an einem linearisier­
ten System zeigen.
Durch die Kopplung von Grundströmung und Wellenlösung ist das Eigen­
wertproblem (4.4) nicht mehr separierbar. Daher müssen bei vorhandener 
Grundströmung andere Kriterien herangezogen und andere Methoden angewen­
det werden.
Die offensichtlichste Eigenschaft der Instabilität ist ihre zeitliche 
Struktur. Instabilitätsbetrachtungen beginnen daher mit der Frage nach 
der Existenz komplexwertiger Eigenwerte als Lösungen des linearisierten 
Systems (4.4).
In Gleichung (4.1) tritt ein modifizierter ß-Term auf:
(4.9) ß* = ß - UOyy - ((fo/N)’u„z)z .
Im Zusammenhang damit läßt sich ausgehend von der quasigeostrophisehen 
potentiellen Vorticity gemäß (2.19) die sogenannte Umgebungsvorticity 
('ambient potential vorticity') definieren als
(4.10) q0 = ßy - uo + v0y + ((fo/N)2^  ) ,
y x z z
deren Gradient häufig als 'effektives ß' bezeichnet wird.
Der wesentliche konzeptionelle Unterschied zwischen den beiden Kompo­
nenten der Grundströmung besteht darin, daß eine Grundströmung in meri- 
dionaler Richtung keine freie Lösung der Vorticity-Gleichung darstellt 
und im Gegensatz zu einer Zonalströmung externe Kräfte oder die Nähe ei­
nes Randes für ihre Aufrechterhaltung benötigt.
Hinlänglich bekannt ist (z.B. LeBLOND & MYSAK, 1978; PEDLOSKY, 1979), 
daß ein Vorzeichenwechsel des effektiven ß eine notwendige Bedingung für 
Instabilität ist, da das Integral über den Gradienten der Umgebungsvor­
ticity (zumindest lokal) verschwinden muß, um komplexe Frequenzen zu er­
möglichen. Dabei wirkt der $-Effekt stets stabilisierend auf schwache 
zonale Jetströmungen; jedes Stromband auf der f-Ebene hingegen erfüllt 
die Bedingung für Instabilität.
Der Begriff 'barotrope Instabilität' bezieht sich auf eine Form von 
Instabilität, die aus einer hinlänglich starken horizontalen Scherung 
einer Strömung heraus ermöglicht wird.
Für eine typische Jetströmung nach Gleichung (4.2) ohne Vertikalab­
hängigkeit
(4.11a) uo(y) = Uo exp(-uyV )  
ergibt sich ein maximaler Wert von 
(4.11b) uo (y) = 4 Uo u * exp(-1.5) .
J J «7
Für das Auftreten barotroper Instabilität benötigt man demzufolge 
Jetamplituden, die der Bedingung
(4.12a) Uo > 3/(4jiy2) exp(1.5) = 22.4 cm/s 
(4.12b) Uo < -ß/(2nya) = -10.0 cm/s
für eine Querskala des Jets von 100 km genügen. Dies ist in Oberflächen­
nähe sicherlich häufig realisiert.
Durch barotrope Instabilität wird mittlere kinetische Energie in 
kinetische Energie der Wellenstörungen transferiert; ohne Rückwirkung 
auf die mittlere Strömung findet im linearisierten System fortgesetztes 
Anwachsen statt. Typisch für barotrope Instabilität ist das Abstrahlen 
von Energie aus den Zonen lokaler Instabilität aufgrund der relativ gro­
ßen Phasengeschwindigkeit barotroper Rossby-Wellen ('Rossby wave radia- 
tion'). Der enge Zusammenhang zwischen barotroper Instabilität und der 
Überreflexion von Rossby-Wellen wird in einer Reihe von analytischen und 
numerischen Arbeiten (z.B. DICKINSON & CLÄRE, 1973) für horizontale 
Scherströmungen in der Atmosphäre ausführlich behandelt. Daneben ist bei 
Rossby-Wellen großer Amplitude eine Wellen-Instabilität auch ohne vor­
handene Grundströmung möglich.
Im Gegensatz zu dem oben beschriebenen Vorgang kann man 'barokline 
Instabilität' identifizieren als Umwandlung von potentieller Energie der 
mittleren Strömung in kinetische Energie der Störung. Analog gilt für 
rein barokline Instabilitäten, daß der barokline Term der Umgebungsvor— 
ticity mindestens einmal in der Wassersäule sein Vorzeichen wechselt.
Aus dem Bereich der Meteorologie stammen grundlegende Arbeiten dazu 
aus den vierziger Jahren: GREEN (1960) liefert eine zusammenfassende Be­
trachtung der Arbeiten von EADY (1949; f-Ebenen-Instabilität) und CHAR- 
NEY (1947; Berücksichtigung des 3-Effekts); weitere fundamentale Unter­
suchungen der Stabilität und Instabilität atmosphärischer und ozeani­
scher Strömungen finden sich bei PEDLOSKY (1964).
Für ein Vertikal profil der Strömung der Form
(4.13) uo(z) = Uo exp(jizz)
und eine vertikale Variation der Stabilitätsfrequenz gemäß
(4.14) Na = No2 exp(vz) 
muß Uo die Bedingung
(4.15) 3Na/(fo2nz(nz~v)) < Uo < 3 N V ( f 02u2(nz-v)) exp((nz-v)H)
erfüllen. Durch die Berücksichtigung der von den Rändern (Oberfläche und 
Boden) induzierten Instabilität können sich die Bereiche instabiler 
Strömungsamplituden ganz erheblich erweitern. Die Bedingungen lauten:
(4.16a) uo2 • qOy < 0 für z = 0 sowie
(4.16b) uo2 * qoy > 0 für z = -H .
Daraus wird deutlich, daß die vertikale Randbedingung eine wesentliche 
Rolle spielt (GILL et al., 1974; KILLWORTH, 1980). In diesem Zusammen­
hang deuten die Untersuchungen von CHARNEY & STERN (1962) auch auf die 
große Bedeutung horizontaler Ränder hin. Danach stabilisiert ein ver­
schwindender Meridionalgradient der Dichte an den Nord- und Südrändern 
weite Bereiche horizontaler Wellenlängen.
Unter der Annahme, daß die Vertikalskala ii der Strömung nur wenig 
verschieden von der Schichtungsskala v ist, sind zwei Regime zu unter­
scheiden: für kleinere Vertikalskalen ergibt sich aus obiger Abschät­
zung, daß nur positive (ostwärtige) Strömungen intern instabil werden 
können; ist die Skala hingegen größer, so kommt nur für westwärtige 
Strömungen interne barokline Instabilität in Frage. Tiefreichende Strö­
mungsprofile werden also bevorzugt in westwärtigen Strömungen instabil.
relativ flache hingegen in ostwärts setzenden. Für = v tritt in die­
sem Fall keine Instabilität auf (dieser Fall entspricht einer barotropen 
Strömungsverteilung).
Dieses einfache Beispiel soll nicht überstrapaziert werden; es stellt 
lediglich eine erste Abschätzung der Bedeutung von baroklinen Instabili­
tätsprozessen dar. Im Hinblick auf die vertikale Struktur liefert das 
Kriterium jedoch noch weitere Aussagen: um nämlich das Integral über den 
Gradienten der Umgebungsvorticity zum Verschwinden zu bringen und damit 
einen nichtverschwindenden Imaginärteil der Frequenz zu ermöglichen, muß 
beiderseits der Nullstelle der Umgebungsvorticity integriert werden. Die 
Meeresoberfläche beziehungsweise der Meeresboden stellen dabei die 
natürliche Grenze dieser Integration dar. Die vertikale Erstreckung der 
instabilen Wellenlösung wird also für einfache Profile in vielen Fällen 
in Form einer Oberflächen- bzw. boden-intensivierten Struktur auftreten. 
Ausnahmen bilden lediglich vollständig interne Instabilitäten sowie der 
Spezial fall, daß die gesamte Wassersäule erfaßt wird.
Diese Abschätzungen verdeutlichen, daß grundsätzlich sowohl barotrope 
als auch barokline Instabilität als häufig zu erwartender Vorgang ange­
sehen werden muß, da die benötigten Strömungen mit ihren Scherungen im 
Ozean vielerorts auch außerhalb von Frei strahlregionen realisiert sind. 
Dabei spielt entgegen früheren Annahmen (LORENZ, 1972) barokline Insta­
bilität die wesentlichere Rolle bei der Erzeugung turbulenter Variabili­
tät in der Atmosphäre (FREDERIKSEN, 1978). Zu diesem Schluß kommen auch 
GILL et al. (1974) für den Ozean, die darüber hinaus feststellen, daß 
der Energiegewinn mesoskaliger Wirbel aus dem mittleren Feld durchaus 
die Größenordnung der aus dem Windfeld aufgenommenen Energie erreichen 
kann und damit bedeutsam für die lokale Dynamik ist.
Das steht im Gegensatz zu der häufig geäußerten Ansicht, daß speziell 
im offenen Ozean barotrope und barokline Instabilität nur unwesentlich 
zur Dynamik beiträgt (z.B. CHARNEY & FLIERL, 1981). Diese Ansicht stützt 
sich offensichtlich auf die Tatsache, daß die Vertikalstruktur im offe­
nen Ozean bereits durch die erste barokline Mode hinreichend gut be­
schrieben wird, die für sich allein nicht instabil werden kann. Für jede 
barokline Mode gemäß der Eigenfunktionsentwicklung der Dichteschichtung 
allein gilt bekanntlich:
(4.17) ß* = ß - A2 Uo = konstant .
Die gesamte Vertikal Struktur ist dabei im Eigenwert enthalten. Da das 
Modenkonzept außerdem noch als vertikale Randbedingungen das Verschwin­
den des vertikalen Gradienten der Grundströmung uoz = 0 fordert, ist In­
stabilität im Moden-Modell nur aufgrund einer voll nichtlinearen Dynamik 
möglich. Diese 'Welle-Welle'-Wechselwirkungen erzeugen jedoch im allge­
meinen lediglich eine relativ schwache Instabilität (GILL, 1974). Ein 
Zusammenwirken mehrerer vertikaler Moden kann hingegen sehr wohl zu In­
stabilität führen.
Darüber hinaus wird sich ein voll nichtlinearer Instabilitätsprozeß 
im Ozean aufgrund der nichtlinearen Wechselwirkungen immer selbst limi­
tieren, da das Reservoir an verfügbarer Energie nicht unerschöpflich 
ist. Die typischen Anwachszeitskalen für Instabilität im offenen Ozean 
liegen bei etwa 10 Tagen (KILLWORTH, 1980); eine Region befindet sich 
demnach nur kurz im eigentlichen Zustand der Instabilität. Man kann da­
her nur anhand von Vorgefundener Variabilität auf vorausgegangene Insta­
bilität schließen. Das wird jedoch dadurch erschwert, daß die Horizon­
talstruktur der Instabilität sich nicht von der anderer mesoskaliger 
Phänomene unterscheidet (da auch sie als Rossby-Wellen betrachtet werden 
können). Aus einer beobachteten Horizontalverteilung (beispielsweise der 
dynamischen Topographie) kann man daher nur dann auf Instabilitätspro­
zesse schließen, wenn die darin enthaltenen Horizontalskalen mit denen 
einer als maximal instabil angenommenen Welle übereinstimmen. Ebenso 
kann eine lokal und mit ausreichender Auflösung gemessene Vertikal Struk­
tur lediglich als Indikator für Instabilität dienen.
Obwohl in einem diskreten numerischen Modell nicht adäquat zu erfas­
sen und daher nicht Hauptuntersuchungsgegenstand dieser Arbeit, soll der 
Vollständigkeit halber noch die Instabilität an kritischen Linien bzw. 
Schichten ('critical 1ine/level/layer instability') kurz erwähnt werden 
(eine ausführlichere Darstellung findet sich bei BRETHERTON (1966a)): es 
handelt sich dabei um eine lokale Instabilität in der Tiefe, an der eine 
stabile Rossby-Welle mit ihrer Phasengeschwindigkeit advehiert wird. Da­
mit verschwindet die Frequenz der Welle im ortsfesten Koordinatensystem 
und es kann zur Instabilität kommen, die jedoch normalerweise geringere 
Anwachsraten (mehrere Wochen bis Monate) hat. Diese Form der Instabili­
tät ist jedoch nur durch eine sehr hohe numerische Auflösung oder besser 
mit analytisch asymptotischen Methoden zu untersuchen (DICKINSON, 1970).
Hinsichtlich der räumlichen Skalen des Instabilitätsvorganges exi­
stiert umfangreiche Literatur über theoretische Skalenbegrenzungen in­
stabiler Wellen und ihre möglichen Zeitskalen, insbesondere in Systemen 
mit wenigen vertikalen Freiheitsgraden.
Häufigste Grundlage bildet das 2-Level-Modell. Die meridionalen Gra­
dienten der Umgebungsvorticity in den einzelnen Schichten lauten gemäß 
Gleichung (4.9):
(4.18a) ßx* = 0 - uoiyy - 2(fo/N)J(uoi-uo3)/(H hj) ,
(4.18b) 03* = 0 - u»3yy + 2(fo/N)a(uoi~uo3)/(H ha) .
Barokline Instabilität ist immer dann möglich, wenn zwei aufeinander­
folgende Schichten ein unterschiedliches Vorzeichen dieser Größe besit­
zen. Für eine äquidistante Diskretisierung muß die Kombination aus 
Schichtungsparameter Na und Grundströmungsdifferenz diese Voraussetzung 
liefern. Eine nicht äquidistante Wahl der betrachteten Tiefenstufen kann 
jedoch einen entscheidenden Einfluß auf die physikalische Stabilität des 
Systems besitzen.
Im barotropen Fall bevorzugt instabil sind horizontale Wellenlängen 
bei L « 2*/^. Relativ zu der Scherungsskala des Jets sind sehr kurze 
Wellen ebenso stabil wie sehr lange (aufgrund des 0-Effekts). Diese Er­
gebnisse können für den Ozean aus den entsprechenden linearisierten 
Untersuchungen über atmosphärische Instabilität übernommen werden.
In einem 2-Schichten-Modell existiert für barokline Instabilität eine 
Grenzwellenlänge ('cut-off') zu kleineren Skalen hin beim Rossby-Radius 
(BRETHERTON, 1966b). Lange Wellen erfahren wiederum eine Stabilisierung 
durch den 0-Effekt. Die bevorzugte Skala für barokline Instabilität hin­
gegen ist stark von der Vertikal Struktur von Schichtung und Strömung ab­
hängig: geht man davon aus, daß an der Vertikalstruktur maßgeblich (je­
doch nicht ausschließlich) die erste barokline Mode beteiligt ist, so 
gilt:
(4.19) L = 2ir r. .
Für flachere Strömungen nach Osten erwartet man kleinere Skalen.
Weitere Abschätzungen bezüglich der Phasengeschwindigkeit und der ma­
ximalen Anwachsrate instabiler Wellen resultieren aus dem 'Halbkreis'- 
Theorem (nach PEDLOSKY, 1962). Danach ist die Phasengeschwindigkeit be­
schränkt auf den Bereich zwischen der maximalen und der minimalen Grund­
strömungsgeschwindigkeit. Die maximal instabile Welle hat eine Anwachs­
rate von
(4.20a) w. = k(U - U . )/2 
' i v max min7
bei einer zonalen Phasengeschwindigkeit von
(4.20b) c = (U + U . )/2 . 
v ' x v max min7
Neben diesen notwendigen Bedingungen geben CHARNEY & STERN (1962) 
hinreichende Bedingungen für Instabilität an, die jedoch weit schwieri­
ger anzuwenden sind.
4.3 Die VertikalStruktur barokliner Instabilität
Die im vorigen Abschnitt betrachtete Bedingung für Instabilität ist 
zwar eine notwendige Voraussetzung, liefert jedoch keine Aussage über 
die räumliche und zeitliche Struktur einer instabilen Welle. Ob in einer 
speziellen Situation tatsächlich Instabilität auftritt, bedarf näherer 
Untersuchungen: insbesondere ist die Abhängigkeit von der Horizontal Ska­
la der Zonalwelle von großem Interesse.
Eine zentrale Rolle spielt dabei die sogenannte Anwachsrate einer 
(barotrop, baroklin oder gemischt) instabilen Welle. Sie vermittelt ei­
nen Eindruck von der Stärke und Zeitskala des Anwachsens einer Wellenlö­
sung in einer zeitlich unveränderlichen Umgebung. Dabei kann entweder 
das Amplitudenwachstum oder das Anwachsen der kinetischen Energie einer 
Welle betrachtet werden. Im Folgenden werden stets Ampiitudenanwachsra- 
ten angegeben, aus denen man durch Multiplikation mit dem Faktor 2 die 
Energiezuwachsraten erhält.
Streng genommen ist die Definition einer Anwachsrate auf das lineari- 
sierte System beschränkt, wo bewußt auf die Rückwirkung der Störung mit 
der Quelle der Energie für die Instabilität verzichtet wird und das An­
wachsen der instabilen Welle zeitunabhängig ist. Häufig jedoch wird eine 
'momentane' oder 'maximale' Anwachsrate auch in nichtlinearen Modellen 
verwendet.
Eine allgemeine Behandlung ist nicht möglich; die Komplexität des 
Vorgangs erfordert die Festlegung auf spezielle Grundzustände. Eine um­
fassende Arbeit zur barotropen und baroklinen Instabilität geschichteter 
Medien stammt von KILLWORTH (1980), der die Möglichkeit von geophysika­
lischer Instabilität in weiten Parameterbereichen untersucht.
In der vorliegenden Arbeit sollen speziell für den Nordostatlantik 
die beiden idealisierten Schichtungen aus Abschnitt 4.1 für jeweils eine 
exponentiell und eine gaussisch mit der Tiefe abklingende Strömungsver- 
teilung untersucht werden (siehe Anhang A4).
Die zunächst durchgeführte Berechnung des Umgebungsvorticity-Gradien- 
ten ß* zeigt, daß alle vier Kombinationen von Dichteschichtung und Strö­
mungsprofil in den oberen 800 m des Ozeans mindestens eine Nullstelle 
besitzen, so daß die Bedingung für barokline Instabilität erfüllt ist. 
Darüber hinaus zeichnet sich die exponentielle Strömungsverteilung mit 
ihren größeren Geschwindigkeiten in der Tiefsee durch eine weitere 
Möglichkeit zur Instabilität mit einem Zentrum in etwa 2500 m Tiefe aus.
Für eine rein vertikale Abhängigkeit der Grundströmung (iiy = 0) ver­
einfacht sich Gleichung (4.4) auf ein eindimensionales Problem. Durch 
zusätzliche Spezifizierung der Meridionalabhängigkeit in Form eines Wel­
lenansatzes
(4.21) M(y) = exp(ily)
erhält man Rossby-Wellen auf einer horizontal homogenen vertikalen 
Scherströmung. Ein konstanter Grundzustand U0 führt zur Dispersionsrela­
tion für advehierte und doppler-verschobene Rossby-Wellen
(4.22) o) = -ßk/(k*+r+A2) + Uok .
Ist die Grundströmung vertikal geschert, so erhält man sogenannte 
vertikale 'Schermoden'.
Durch die Vorgabe von Geschwindigkeiten, die den Maximalgeschwindig- 
keiten eines Jets entsprechen, erhält man eine obere Grenze möglicher 
Anwachsraten aufgrund barokliner Instabilität.
Zunächst wird für alle Spektralkomponenten eines 64»64-Wel1enzahl- 
Modells in einer 1280*1280 km-Box die maximale Anwachsrate für den Fall 
der Dichteschichtung 2 mit Strömungsprofil 2 bestimmt (Abb. 4-3a). Das 
Maximum findet sich bei einer Wellenlänge von etwa 50 km, für meridional 
höhere Ordnungen verschiebt es sich zu längeren Skalen hin. Das deut­
liche Nebenmaximum bei längeren Horizontal Skalen gehört, wie noch näher 
zu betrachten sein wird, zu einer Moden-1Klasse1 mit einer anderen Ver­
tikalstruktur.
Abgebildet ist jeweils nur der Quadrant mit positiven Wellenzahlen; 
für negative Wellenzahlen ergeben sich an den Achsen gespiegelte Bilder: 
die Asymmetrie durch den ß-Effekt ist in den maximalen Anwachsraten kaum 
auszumachen.
In diesem Zusammenhang läßt sich der Einfluß der vertikalen Diskreti- 
sierung auf die Modellierung von Instabilitäten anhand der maximalen 
Anwachsraten untersuchen und darstellen. Ein 9-Level-Modell (Abb. 4-3b) 
repräsentiert die Anwachsraten im Bereich größer als etwa 80 km recht 
gut; mit abnehmender vertikaler Auflösung werden weite Bereiche der 
Mesoskala von möglicher Instabilität ausgeschlossen: ein 3-Level-Modell 
stabilisiert alle Wellen kleiner als 100 km (Abb. 4-3c,d).
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Abb. 4-3 Abhängigkeit der maximalen Anwachsrate aller Spektralkomponen- 
ten im 64*64 Wellenzahlen-Modell mit 10 km Gitterdistanz 
von der vertikalen Auflösung für Dichteschichtung 2, Strö­
mungsprofil 2. Wellenzahl 1 entspricht 1280 km, Wellenzahl 64 
bedeutet 20 km Wellenlänge. Isolinienabstand 0-1-10—6 1/s.
200 Level: 'kontinuierlicher* Fall; 9, 6, 3 Level: Eigenfunk- 
tionsdiskretisierung.
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Abb. 4-4 Abhängigkeit der maximalen Anwachsrate rein zonaler Wellen 
von der vertikalen Diskretisierung für Dichteschichtung 2, 
Strömungsprofil 2.
Wellenzahl 1 entspricht 640 km, Wellenzahl 16 bedeutet 40 km 
Wellenlänge.
200 Level: 'kontinuierlicher' Fall
DO: 9 Level mit Schichtdicken 100, 5«200, 300, 500 und 2500 m 
Dl: 9 Level Eigenfunktionsdiskretisierung (Anhang A7)
Rein zonale Wellen besitzen die größten Anwachsraten. Neben einer 
Überschätzung der maximalen Anwachsrate zeichnen sich Modelle mit gerin­
ger Auflösung durch unrealistisch stabiles Verhalten für weite Bereiche 
der Mesoskala aus.
Ein Vergleich mit den Ergebnissen der hochauflösenden Version gibt 
Aufschluß über den Einfluß der Wahl der Tiefenniveaus in einem Modell: 
Abb. 4-4 zeigt einen Vergleich zwischen den Amplitudenanwachsraten für 
rein zonale Wellen in Abhängigkeit von Wellenlänge und zwei unterschied­
liche Diskretisierungen im 9-Level-Modell. DO bezeichnet dabei eine auf 
Vielfachen von 100 m aufbauende, häufig angewandte Diskretisierung, wäh­
rend die Diskretisierung Dl auf den Nullstellen der achten vertikalen 
Eigenfunktion basiert. Als Referenz dient eine Berechnung der maximalen 
Anwachsraten im 200-Level-Modell mit konstanten Schichtdicken. Offenbar 
ist die übliche Art der Diskretisierung trotz hoher Auflösung nicht ge­
eignet, Instabilitäten im Skalenbereich von 40 - 80 km realistisch zu 
simulieren.
Durch die Vernachlässigung der Meridionalabhängigkeit (M(y) = 1) er­
hält man die Möglichkeit, unterschiedliche Parameterkombinationen aus 
Dichte und Strömungsprofilen zu untersuchen. Dies muß jeweils für eine 
zonale Wellenlänge spezifiziert werden. Im vorliegenden Fall wurde eine 
Wellenlänge von 80 km verwendet, da diese Skala im Bereich der größten 
Anwachsrate liegt und vom Modell gut aufgelöst wird.
Die Vertikal Struktur für einige ausgewählte Fälle ist in den Abb. 4-5 
und 4-6 dargestellt. Es treten je nach Zusammenwirken von Dichte- und 
Strömungsprofil zwei unterschiedliche Schermodenklassen auf: mit Fi wird 
eine auf die Oberflächenschichten beschränkte Mode bezeichnet; F2 steht 
für eine Mode mit maximaler Amplitude in der Tiefsee. Die Ergebnisse 
lassen sich wie folgt zusammenfassen:
Geringere Dichteunterschiede zwischen Oberfläche und Meeresboden 
(also eine schwächere Schichtung) führen ebenso zu größeren Anwachsraten 
wie eine größere Vertikalskala der Schichtung. Eine größere Strömungsam­
plitude oder eine 'flachere' Strömung (geringere Vertikalskala) bewirken 
ebenfalls eine kleinere Zeitskala der Instabilität. Darüber hinaus fin­
det man für eine geringere vertikale Scherung des Strömungsprofils eine 
Verschiebung der maximalen Instabilität zu größeren Horizontal Skalen 
hin. Durchweg ergaben die Rechnungen eine verstärkte Instabilität bei 
Berücksichtigung des Stabilitätsfrequenz-Minimums; auch erwies sich das 
gaussische Strömungsprofil für ostwärtige Strömungen gegenüber dem expo­
nentiellen als 'instabiler'.
Ein vertikal integrierter Anteil hat im linearisierten System keinen 
Einfluß auf die vertikale Struktur und die maximale Anwachsrate der 
Schermoden, beinhaltet jedoch die Möglichkeit zur Existenz von Instabi­
lität an kritischen Leveln ('CL-Instabilität'). Abb. 4-7 zeigt ein Bei­
spiel, in dem die Phasengeschwindigkeit einer instabilen Welle durch 
eine negative Grundströmung in der Tiefsee kritische Niveaus findet. 
Charakteristisch sind die Phasensprünge unterhalb von 2000 m Tiefe.
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Abb. 4-5 Vertikal Struktur instabiler Schermoden für (a) Dichteprofil 1 
in Kombination mit (b) Strömungsprofil 1 und (c) Strömungspro­
fil 2 für eine zonale Wellenlänge von 80 km (Wellenzahl 8).
Die durchgezogene Linie bezeichnet die Amplitude F(z), die 
gestrichelte Linie zeigt den Phasenverlauf mit der Tiefe. 
Beide Kurven sind auf 1 normiert.
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Abb. 4-6 Vertikal Struktur instabiler Schermoden für (a) Dichteprofil 2 
in Kombination mit (b) Strömungsprofil 1 und (c) Strömungspro- 
fil 2 für eine zonale Wellenlänge von 80 km (Wellenzahl 8).
Die durchgezogene Linie bezeichnet die Amplitude F(z), die 
gestrichelte Linie zeigt den Phasenverlauf mit der Tiefe. 
Beide Kurven sind auf 1 normiert.
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Abb. 4-7 Vertikal Struktur einer instabilen Schermode für (a) Dichtepro­
fil 2 sowie (b) Strömungsprofil 2 mit zusätzlicher westwärti- 
ger externer Strömungskomponente für eine zonale Wellenlänge 
von 80 km (Wellenzahl 8). Die durchgezogene Linie bezeichnet 
die Amplitude, die gestrichelte Linie zeigt den Phasenverlauf 
mit der Tiefe. Beide Kurven sind auf 1 normiert.
Das Amplituden- und Phasenverhalten in der Tiefsee deutet auf 
Instabilität der kritischen Linie hin.
Die Abhängigkeit der Vertikal Struktur von der zonalen Wellenlänge ist 
in den Abb. 4-8 bis 4-12 dargestellt. Für sehr lange Wellen findet man 
eine Vertikal Struktur, die mit ihrer Nullstelle der Ampiitudenverteilung 
der ersten baroklinen Mode ähnelt (Abb. 4-8 zeigt den Phasensprung um 
180° in etwa 1400 m Tiefe). In Abb. 4-9 sieht man eine Mode mit stark 
ausgeprägtem vertikal konstanten Anteil der Amplitude. Diese Mode ist 
dennoch (schwach) baroklin instabil.
Im Bereich der Mesoskala finden sich zwei unterschiedliche instabile 
Schermodenstrukturen: oberflächen-intensivierte (Abb. 4-10a und 4-11a) 
und tiefsee-intensivierte (Abb. 4-10b und 4—11b). Erst auf Skalen im Be­
reich des Rossby-Radius tritt eine sprungschicht-intensivierte Mode auf 
(Abb. 4-12a). Dabei ist das Minimum in der Stabilitätsverteilung offen­
bar die Voraussetzung für Vertikal Strukturen mit einem internen Maximum.
Generell zeichnen sich instabile Moden (mit positiven Imaginärteilen 
des Eigenwerts) durch die 1 Vorwärtsneigung1 der Phasenbeziehung aus; das 
bedeutet, daß die Phase in den oberen Wasserschichten in Strömungsrich­
tung voraus läuft. Die gedämpfte Schermode ist entsprechend an der Rück­
wärtsneigung des Phasenverlaufes zu erkennen. Dieses Verhalten deckt 
sich mit den Ergebnissen aus Frontogenese-Studien in der Atmosphäre (zum 
Beispiel HOSKINS & WEST, 1979; HOSKINS & HECKLEY, 1981).
Abb. 4-8 Vertikal Struktur einer instabilen Schermode für Dichteprofil 2 
mit Strömungsprofil 2 für eine zonale Wellenlänge von 640 km 
(Wellenzahl 1). Durchgezogene Linie: Amplitude; gestrichelte 
Linie: Phasenbeziehung. Beide Kurven sind auf 1 normiert.
Abb. 4-9 wie Abb. 4-8 für eine zonale Wellenlänge von 213 km (Wellen- 
zahl 3). Der barotrope Anteil ist dominierend.
Abb. 4-10 wie Abb. 4-8 für eine zonale Wellenlänge von 160 km (Wellen­
zahl 4).
(a) Oberflächenmode
(b) Tiefseemode mit stark barotroper Komponente








Die Anwachsraten und die Phasengeschwindigkeiten sind für den Fall 
der idealisierten Dichteschichtung 2 in Kombination mit Stromprofil 2 in 
Abb. 4-13 zusammengefaßt. Zunächst fällt das Maximum der Ampiitudenan- 
wachsraten zwischen 40 und 80 km zonaler Wellenlänge auf. Daneben exi­
stiert auf den gleichen Skalen noch eine boden-intensivierte Mode.
Interessant sind auch die entsprechenden Phasengeschwindigkeiten: die 
auf die Tiefsee beschränkten Instabilitäten sind sehr viel langsamer als 
die Oberflächenmoden. So findet man einen weiten Bereich prograder (in 
Strömungsrichtung wandernder) instabiler Schermoden, lediglich Wellen 
mit 600 - 800 km zonaler Wellenlänge können sich gegen die mittlere 
Strömung durchsetzen und sich retrograd fortbewegen. Ein Vergleich zur 
Phasengeschwindigkeit barokliner Rossby-Wellen gemäß Gleichung (4.2) 
zeigt, daß die Ausbreitung instabiler Moden durch die Advektion bestimmt 
wird. Instabile Moden sind deutlich schneller als barokline Rossby-Wel- 
len gleicher Wellenlänge: ihre Phasengeschwindigkeiten liegen im Bereich 
der Grundströmungsgeschwi ndi gkei ten.
Die Abschätzungen aus dem 'Halbkreis'-Theorem liefern Phasengeschwin­
digkeiten von etwa 10 cm/s und Anwachsraten von 0.79*10~6 1/s für die 
maximal instabile Welle und stellen damit eine recht gute Prognose dar.
Man kann also prinzipiell drei Klassen von Schermoden unterscheiden: 
lange Zonalwellen (> 500 km) besitzen eine exponentiell mit der Tiefe 
abfallende Vertikalstruktur; die Mesoskala hingegen zeichnet sich durch 
zwei unterschiedliche Profile aus: neben dem oberflächen-intensivierten 
Mode existiert auch einer mit einem Maximum in der Tiefe. Für sehr kurze 
Wellen (Größenordnung Rossby-Radius) tritt die Oberflächenmode modifi­
ziert in Form einer sprungschicht-intensivierten Mode auf, der sich im 
Minimum der Stabilitätsfrequenz ausbildet.
Eine signifikante Grenze instabiler Skalen zu langen Wellen hin fin­
det sich bei etwa 600 km. Es handelt sich jedoch nicht um einen strengen 
'cut-off' wie von den 2-Schichten Modellen vorhergesagt, denn jenseits 
dieser Grenze tritt eine schwache Instabilität mit Anwachszeitskalen von 
mehreren Monaten auf. Dieses Ergebnis beruht auf der vollständigen Ver­
nachlässigung der Reibung (für Skalen größer als der interne Rossby- 
Radius sicherlich gerechtfertigt) sowie auf der stark erhöhten vertika­
len Auflösung, die gegenüber geringer Auflösung einen stark erweiterten 
Instabilitätsbereich enthält (siehe Abb. 4-3). Beobachtungen und Modell- 
rechnungen (FLIERL & ROBINSON, 1984) im Golfstrombereich weisen jedoch 
auf retrograd laufende Mäander hin, ein Ergebnis, das im Rahmen dieser 
Untersuchungen für reine Schermoden trotz wesentlich geringerer ostwär- 
tiger Advektion bisher nicht auftrat. Als Ursache dafür kommt sowohl die 
Vernachlässigung der horizontalen Struktur der Grundströmung als auch 
die bisher ausgeklammerte Nichtlinearität in Frage. Dies wird in den 
nächsten Abschnitten näher untersucht werden.
Abschließend soll darauf hingewiesen werden, daß die Einbeziehung von 
großskaliger Topographie in diese 1inearisierten Instabilitätsbetrach­
tungen prinzipiell möglich ist (ROBINSON & McWILLIAMS, 1974 sowie GILL 
et al., 1974). Nach RHINES (1977) unterscheidet man neben den barotropen 
und baroklinen Wellen auch sogenannte 'schnelle barokline1 Wellen mit 
einem Maximum am Meeresboden, die aufgrund der Bodenneigung existieren 
und die als topographische, bodengeführte und auf die unteren Wasser­
schichten beschränkte Wellen (1bottom-trapped waves') zu interpretieren 
sind. Bei geeigneter Kombination aus Schichtung und Strömung können die­
se Wellen instabil werden. Hier spielt der (wenn auch geringe) Dichte­
gradient in der Tiefsee die entscheidende Rolle. Allgemein kann man bei 
vorhandener Bodentopographie zusätzliche instabile Moden erwarten.
ZONALE W E L L E N L Ä N G E
ZONALE W E L L E N Z A H L
Abb. 4-13 (a) Anwachsraten und (b) zonale Phasengeschwindigkeiten insta­
biler Schermoden in Anhängigkeit von der zonalen Wellenlänge. 
Durchgezogene Kurve: Oberflächenmoden; 
unterbrochene Kurve: Tiefseemoden.
Retrograde Ausbreitung ist lediglich für (vorwiegend barotro- 
pe) Tiefseemoden zwischen 500 und 300 km Wellenlänge möglich.
4.4 Nichtlineare Transferprozesse
In den vorausgegangenen Abschnitten wurden lediglich die instabilen 
Lösungen des linearisierten quasigeostrophisehen Systems betrachtet. Die 
meisten Eigenfunktionen des Systems (4.1) sind jedoch stabil. Auf die 
Betrachtung der stabilen Moden wurde hier im Rahmen der linearisierten 
Theorie verzichtet, da die Anwachszeitskalen von etwa 10 Tagen sicher­
lich häufig zu einer Dominanz der vertikalen und meridionalen Struktur 
der instabilen Moden führen werden. In einem realen System kann jedoch 
eine durch den Anteil der vorhandenen stabilen Wellen modifizierte oder 
gar dominierte Vertikalstruktur vorliegen. Diesem Sachverhalt wird in 
den folgenden nichtlinearen Studien Rechnung getragen werden.
Wie schon kurz angesprochen, besteht eine wesentliche Einschränkung 
des linearisierten Modells im Hinblick auf Instabilitätsbetrachtungen in 
der Zeitunabhängigkeit des Grundzustandes. Im nichtlinearen Modell steht 
den anwachsenden Wellen kein derart unbegrenztes Reservoir an potentiel­
ler Energie zur Verfügung, aus dem die Instabilitäten ihre Energie be­
ziehen können. Die Anwachsraten, soweit man im Anfangsstadium der Insta­
bilität davon sprechen kann, werden daher immer geringer sein, insbeson­
dere, da zusätzlich ein Transfer zwischen den beteiligten Spektralkompo- 
nenten stattfinden kann.
Darüber hinaus sind zyklische, quasistationäre Zustände möglich, wenn 
der nichtlineare Transfer zwischen den Wellenzahlen solche begünstigt. 
Die wesentliche Erweiterung zu den vorigen Abschnitten also stellt die 
Berücksichtigung der nichtlinearen Transferprozesse dar. Daneben läßt 
jedoch auch die Betrachtung der vollständig vierdimensionalen Struktur 
der Dynamik zusätzliche Effekte erwarten.
In seiner grundlegenden Arbeit über die Dynamik veränderlicher Strö­
mungen im Ozean hat RHINES (1977) die Eigenschaften des quasigeostro- 
phischen Systems hinsichtlich der nichtlinearen Wellen und der Turbulenz 
dargestellt. Dabei sind folgende Ergebnisse für die vorliegenden Modell­
rechnungen aus physikalischen und numerischen Gründen interessant: 
im barotropen Mode fließt die Energie zu längeren Skalen (rote Kaskade); 
Enstrophie zu kleineren Skalen. Darüber hinaus kann man in vielen Fällen 
durch Umwandlungsprozesse zwischen den internen und externen Komponenten 
der Strömung auf Skalen des Rossby-Radius eine Energiekaskade zum baro­
tropen Mode hin erwarten.
Im Rahmen der numerischen Modellierung geben quasigeostrophische 
Turbulenzstudien auf der 3~Ebene Aufschluß über nichtlineare Wechselwir­
kungen, sowie Energie- und Enstrophiekaskaden im nichtlinearen Regime.
In einer barotropen Version wurden derartige Turbulenzstudien von 
RHINES (1975) sowie BRETHERTON & HAIDVOGEL (1976) durchgeführt. Neuere 
Arbeiten stammen von HUA (1986) mit einem Modenmodell. Die Hauptaussagen 
derartiger Untersuchungen betreffen die Transferprozesse zwischen den 
Horizontal S k a l e n  sowie die Umverteilung von Energie in der Vertikalen 
unter besonderer Berücksichtigung von Bodentopographie und Oberflächen­
anregung.
Um die Eigenschaften des in Kapitel 3 vorgestellten nichtlinearen 
Modells darzustellen, werden zunächst einige Testrechnungen durchge­
führt, die im wesentlichen Studien zur freien Turbulenz auf der 3-Ebene 
darstellen. Eingehende physikalische Interpretationen der Ergebnisse 
eines geringer auflösenden Modells finden sich bei OWENS & BRETHERTON 
(1978) sowie OWENS (1979) für simulierte Wirbelaktivität.
Abb. 4-14 Anfangsfeld für die Turbulenzexperimente. Die Randeinteilung 
zeigt die horizontale Auflösung von 128*128 Punkten für einen 
Gitterabstand von 10 km. Die Bandbreite des vorgegebenen 
'weißen Rauschens' umfaßt den Bereich von 40 bis 1280 km.
Die vorgegebenen Anfangsfelder setzen sich horizontal aus einem
'weißen Rauschen1 mit einer zufallsverteilten Phasenbeziehung zusammen
(Abb. 4-14). Um eine enge Anbindung an die linearisierten Betrachtungen
zu gewährleisten, wird in der Vertikalen wiederum Strömungsprofil 2 für
Dichteschichtung 2 (siehe Anhang A8) zugrundegelegt. Gerechnet wurden
ein Fall schwacher Nichtlinearität (U„ „ = 5 cm/s) und ein Fall mit
rms
starker Nichtlinearität (U = 30 cm/s). Allgemein erwartet man, daß
rms
die Kaskade bei einer ß-Rossby-Zahl von 1, also bei einer Horizontal­
skala von
(4.23) L„ = / U / S  
p rms
sehr viel ineffektiver wird; hier findet der Übergang zu schwach nicht­
linearen Wechselwirkungen in Form von 'resonanten Triaden' statt. Größe­
re Wellenlängen unterliegen dem 8-Effekt und wandern als Rossby-Wellen 
westwärts. Die Grenzwellenlänge beträgt für den schwach nichtlinearen 
Fall etwa 100 km, im stark nichtlinearen Fall etwa 250 km.
Die zeitliche Integration des Turbulenzexperiments umfaßt 180 Tage. 
Einige Ergebnisse sind in Abb. 4-15 und 4-16 dargestellt.
Die Horizontalstruktur im turbulenten Regime wird jeweils von den er­
warteten Skalen beherrscht. Die Vertikalstruktur, ausgedrückt durch die 
beiden horizontalen Felder in unterschiedlichen Tiefen, zeigt im ersten 
Fall eine Zunahme der Wellenlängen in der Tiefsee. Die größere Stabili­
tät in den oberen Schichten führt zu einer größeren Stabilitätsfrequenz, 
die wiederum mit kleineren Skalen gekoppelt ist, im Sinne der Rossby- 
Wel len. Das bedingt jedoch, daß nicht jede Struktur in der Oberflächen­
schicht eine Entsprechung in der Tiefsee findet, so daß im Falle schwach 
nichtlinearer Turbulenz auch nach einem halben Jahr lokal starke verti­
kale Scherungen auftreten. Im zweiten Experiment entwickelt sich eine 
starke Kohärenz zwischen der Oberfläche und der Tiefsee.
In den Spektren der kinetischen Energie (Abb. 4-15c; 4-16c) erkennt
man im mesoskaligen Bereich zwischen der Grenzwellenlänge L, und dem
_ p
Rossby-Radius einen spektralen Abfall proportional zu k l*. Der reibungs­
beeinflußte Teil des Spektrums jenseits des Rossby-Radius weist eine Ab­
hängigkeit von k~6 auf.
Die vertikale Amplitudenverteilung auf der Grenzwellenlänge zeigt, 
daß die kleinskaligere Turbulenz des nahezu linearen Systems weit mehr 
an das Dichteprofil angepaßt ist als die stark nichtlineare.
Generell bestätigen die spektralen Eigenschaften des Modells die 
gängigen Vorstellungen von horizontaler Turbulenz.
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Abb. 4-15 Einige Charakteristika des Turbulenzexperiments 1 (schwach 
nichtlinear) nach 180 Tagen Integration:
(a) Stromfunktion in 32 m Tiefe
(b) Stromfunktion in 3164 m Tiefe,
(c) Spektrum der kinetischen Energie
(d) Vertikal profil der Amplitude der Grenzwellenlänge L.
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Abb. 4-16 Einige Charakteristika des Turbulenzexperiments 2 (stark 
nichtlinear) nach 180 Tagen Integration:
(a) Stromfunktion in 32 m Tiefe
(b) Stromfunktion in 3164 m Tiefe
(c) Spektrum der kinetischen Energie
(d) Vertikal profil der Amplitude der Grenzwellenlänge
4.5 Frontaljet-Instabilität
Zu Beginn dieses Kapitels wurden die beobachteten bandartigen Struk­
turen im ozeanischen Strömungsfeld erwähnt. Aufgrund der in diesen Zonen 
auftretenden größeren Geschwindigkeiten und Scherungen kann man inten­
sive Instabilitätsprozesse erwarten.
Die vollständige Gleichung (4.1) bzw. (4.4) wird benutzt für die Be­
rechnung instabiler 'Jetmoden1 für vertikal und meridional gescherte 
Grundströmungen. Um Vergleiche mit dem nichtlinearen Modell zu ermögli­
chen, wird eine 9-Level-Version gewählt und die meridionale Abhängigkeit 
an 64 Punkten mit einer Gitterdistanz von 10 km berechnet (Details siehe 
Anhang A2).
Für die Atmosphäre hat SIMMONS (1974) in einem quasigeostrophisehen
2-Schichten Modell die Meridionalskala barokliner Instabilität unter­
sucht. Er fand, daß die Breite des Jets die Meridionalskala der instabi­
len Welle bestimmt. Darüber hinaus stammt eine umfassende Parameterstu­
die gemischter Instabilität idealisierter ozeanischer Strömungen von 
HOLLAND & HAIDVOGEL (1980). Sie betrachten in einem 2-Level-Model 1 mit 
20 km horizontaler Gitterdistanz in ihrem zentralen Experiment einen Jet 
mit 60 cm/s und finden eine maximal instabile Welle von etwa 400 km mit 
eine Anwachsrate von 0.8»10 6 1/s. Die hier verwendete Methode ist nahe­
zu identisch, mit folgenden Modifikationen und Erweiterungen: 
statt fester Ränder im Norden und Süden werden die Randbedingungen ent­
sprechend der im numerischen Modell verwendeten horizontalen Periodizi­
tät spezifiziert; weiterhin gestattet die vorliegende gute horizontale 
Auflösung die Vernachlässigung jeglicher Reibung. Wesentlich hingegen 
erscheint der dritte Unterschied: die vertikale Auflösung umfaßt 9 
Schichten.
Grundlage ist jeweils ein gaussischer Zonaljet von 20 cm/s an der 
Oberfläche mit einer Meridionalskala von 50 km und der Vertikal Struktur 
2 über Dichteschichtung 2 (siehe Anhang A7). Die vorgegebene Wellenlänge 
der Störung beträgt 80 km. Eine Berechnung der Umgebungsvorticity-Gra- 
dienten zeigt, daß lediglich in den oberen 500 m barotrope Instabilität 
zu erwarten ist.
Die nachfolgende Abbildung 4-17 zeigt die meridionale und vertikale 
Amplitudenstruktur instabiler Jetmoden und vermittelt gleichzeitig einen 
Eindruck, welcher Klasse von Vertikal Struktur die instabile Mode zuge­
rechnet werden muß. Gezeigt werden lediglich die beiden physikalisch be­
deutsamsten oberflächen-intensivierten Jetmoden: die mit der größten 
Anwachszeitskala von etwa 15 Tagen besitzt ihr Maximum direkt über der 
Jetachse und fällt nach außen in der Amplitude rasch ab. Sie kann ihre 
Energie direkt aus der Maximal Strömung beziehen. Moden mit weiter von 
der Jetachse entfernt liegenden Ampiitudenmaxima zeigen dementsprechend 
auch geringere Anwachsraten. Es gibt symmetrisehe und antisymmetrische 
Moden; auf die teilweise sehr komplexe Phasenbeziehung ist aus Gründen 
der Übersichtlichkeit in dieser Darstellung verzichtet worden. Grund­
sätzlich gilt jedoch wiederum die Vorwärtsneigung der Phase in der Ver­
tikalen als Voraussetzung für Instabilität.
Abb. 4-17 Meridionale und vertikale Struktur der Amplitude instabiler 
Jetmoden. Die zonale Wellenlänge beträgt 80 km.
(a) die maximal instabile Mode
cx = 11.3 cm/s; w.. = 0.74*10 6 1/s
(b) Mode 2. Ordnung in meridionaler Richtung (antisymmetrisch) 
cx = 6.5 cm/s; w.. = 0.42*10-6 1/s
Die Phaseninformation ist der Übersichtlichkeit halber nicht 
mit abgebildet.
KILLWORTH (1980) wies darauf hin, daß ein Vergleich der meridional 
ungescherten Lösungen mit den Anwachsraten von Jetmoden nicht uneinge­
schränkt möglich ist. Jetmoden berücksichtigen die Dreidimensionalität, 
während instabile Schermoden ihre Energie lediglich aus der Vertikalen 
ziehen können. Dadurch wird jegliche zonale Komponente aus dem Instabi­
litätsprozeß eliminiert und gleichzeitig die Meridionalskala der insta­
bilen Welle als unendlich ausgedehnt angenommen. PEDLOSKY (1975) fand, 
daß diese rein zonalen Wellen wiederum leicht selbst instabil werden, so 
daß eine Welle mit meridionaler Struktur eventuell schneller wächst als 
eine rein zonale. Dieses Phänomen bezieht sich jedoch auf Skalen, die 
kürzer als der lokale Rossby-Radius sind. In der Atmosphäre (mit ihrem 
deutlich größeren Deformationsradius) und auch in äquatornahen Regionen 
des Ozeans spielen diese Effekte sicherlich eine Rolle.
Im Gegensatz dazu findet man jedoch für das hier betrachtete Jetmo- 
denproblem auf der Mesoskala, daß für breitere Jets auch größere An­
wachsraten gefunden werden, da das Reservoir an verfügbarer Energie grö­
ßer ist. Abbildung 4-18 zeigt die Abhängigkeit der Anwachsrate von der 
Querskala des Jets. Im Grenzfall verschwindender Meridionalstruktur er­
hält man die Anwachsrate der Schermoden-Instabilität. Darüber hinaus 
findet man im betrachteten Skalenbereich eine lineare Abhängigkeit der 
Anwachsraten instabiler Jetmoden von der Amplitude des Jets.
Auf diese Weise ist es prinzipiell auch möglich, die 'effektive 
Geschwindigkeit' eines Frontaljets zu definieren, d.h. diejenige Ge­
schwindigkeit einer rein vertikal gescherten Strömung, die die gleiche 
Instabilität produziert, wie das aktuelle vertikal wie auch meridional 
gescherte Strömungsprofil. Damit kann einem Frontaljet eine Geschwindig­
keit zugeordnet werden, die seiner Möglichkeit zur Instabilität ent­
spricht: ein relativ schmaler Jet mit großer Amplitude kann für eine 
vorgegebene (mesoskalige) Wellenlänge ebensolche Anwachsraten hervor­
bringen wie ein relativ breiter Jet mit geringerer Amplitude.
Barotrope Instabilität spielt also offenbar nur in den oberflächenna­
hen Schichten eine Rolle und ist für die vertikal strukturierten Moden 
zu vernachlässigen. Dieses Ergebnis wird im nichtlinearen Modell anhand 
einer barotropen Simulation zu überprüfen sein.
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Abb. 4-18 Abhängigkeit der Anwachsrate von der Querskala des Zonaljets.
Der unterbrochene Teil der Kurve bezieht sich auf die hier 
nicht näher untersuchten Jets mit Querskalen kleiner als der 
Rossby-Radius.
Zusammenfassend ergibt sich folgendes Bild aus der vertikalen und 
meridionalen Struktur der Jetmoden und ihrer Anwachsraten: für typische 
Schichtung und Strömung im Nordostatlantik treten zwei Klassen von in­
stabilen Wellen auf, eine an der Oberfläche intensivierte und eine mit 
großen Amplituden in der Tiefsee. Die spezielle Form hängt vom Zusammen­
wirken von Schichtung und Stromscherung ab. Die relativ schnellen Moden 
an der Oberfläche besitzen die größten Anwachsraten. Im Falle einer Jet­
strömung dominiert im linearisierten System zumindest auf den hier be­
trachteten Skalen barokline Instabilität die barotropen Instabilitäts­
prozesse ganz deutlich. Die niedrigste Ordnung in meridionaler Richtung 
mit einem Maximum direkt über dem Jet ist am instabilsten.
Jet-Instabilität in der Atmosphäre ist Gegenstand zahlreicher Unter­
suchungen (ORLANSKI, 1968; SIMMONS & HOSKINS, 1976; SHAPIRO, 1981). Da­
bei setzt die Kugelgeometrie besondere Akzente. Sie führt zum Beispiel 
auch für meridional ungescherte Strömungen zu einer MeridionalStruktur 
der instabilen Wellen. Die geographische Breite der mittleren Jetachse 
bestimmt maßgeblich die Form der Instabilität (BAINES & FREDERIKSEN, 
1978).
Numerische Modelle der nichtlinearen Instabilität einer jetartigen 
Strömung im Ozean orientierten sich lange Zeit vornehmlich an den Para­
metern der westlichen Randströme und ihrer Fortsetzungen. Diese wurden 
mit vertikal gering auflösenden Modellen untersucht. Erwähnenswert sind 
die Arbeiten von IKEDA (1981) und IKEDA & APEL (1981). MUDRICK (1974) 
sowie in einer neueren Arbeit ONKEN (1986) beschreiben Instabilitätspro­
zesse in den oberen Schichten des Ozeans auf noch kleineren Skalen als 
den hier betrachteten.
KIELMANN & KÄSE (1987) hingegen simulieren erstmals mit einem verti­
kal hochauflösenden (Il-Level-)PE-Modell die mesoskalige Mäanderbildung 
(am Beispiel der Azorenstromregion). Die hier durch geführten Rechnungen 
können zu einem Vergleich der unterschiedlichen Modelltypen herangezogen 
werden. Für eine 3-Rossby-Zahl von etwa 3 und eine Burger-Zahl von 0.58 
finden sie für eine Anregung eines Zonaljets mit sinusförmigen Störungen 
eine maximale Anwachszeitskala von 8 Tagen bei einer Wellenlänge von 
etwa 120 km. Die Vorgabe einer isolierten Trog/Rücken-Auslenkung führt 
zur Mäanderbildung stromabwärts.
Die Beschränkung auf den mesoskaligen Bereich von 50 - 500 km in die­
ser Untersuchung erfordert neben der Parametrisierung der kleinskaligen 
Prozesse (Abschnitt 3.4) auch eine Aussage über das 'Hintergrundfeld1 
mit seiner deutlich größeren Horizontalskala. Im linearisierten System 
war der Grundzustand ein zonaler Jet. Für das nichtlineare Modell ist 
dieser Jet jedoch lediglich der Anfangszustand: das Hintergundfeld wird 
durch das mittlere Zonaltransportprofil (siehe Abschnitt 3.2) vorgege­
ben. Der dieser Strömung zugrundeliegende meridionale Dichtegradient 
kann dabei als Ergebnis der großräumigen Zirkulation betrachtet werden. 
Wesentliche Voraussetzung für ein vollständig nichtlineares Regime ist, 
daß das Hintergrundfeld selbst einer Modifikation durch die mesoskaligen 
Felder unterliegt, da sonst lediglich ein spezielles linearisiertes
System vorliegt (siehe Abschnitt 3.5). Bei der Vorgabe des mittleren 
Feldes sollte dennoch darauf geachtet werden, daß das Hintergrundfeld 
selbst nicht als Quelle von Energie dienen kann, indem es die Bedingung 
für barokline Instabilität erfüllt. Zwar wird das Modell in der vorlie­
genden Formulierung diese vertikalen Scherungen durch nichtlineare Rück­
wirkung reduzieren, bis keine Möglichkeit zur Instabilität mehr vor­
liegt; die Betrachtung extern erzeugter instabiler Hintergrundfelder 
ist jedoch nicht Gegenstand dieser Untersuchung.
Zur Ermittlung der maximal instabilen Wellenlängen eines Frontaljets 
im explizit zeitabhängigen, dreidimensionalen und nichtlinearen Modell 
wird die stabile zonale Strömungsstruktur mit einem Feld zufallsverteil- 
ter Störungen kleiner Amplitude überlagert.
Der meridional und vertikal gescherte Zonaljet aus den linearisierten 
Untersuchungen (siehe Anhang A4 und A7) wurde auf einer Bandbreite von 
40 - 1280 km mit 1 % der Strömungsamplitude (also maximal 0.2 cm/s) ge­
stört. Dies führt nach etwa 60 Tagen zu ersten 'sichtbaren' Abweichun­
gen von der Zonalität; nach 180 Tagen zu einer deutlichen Dominanz der 
im nichtlinearen Fall maximal instabilen Wellenlänge und zu Mäandern von 
etwa 100 - 120 km zonaler Wellenlänge.
Da die maximal instabile Jetmode ihr Amplitudenmaximum an der Ober­
fläche besitzt, bewirkt eine stochastische, zeitabhängige Anregung durch 
eine Ekman-Vertikalgeschwindigkeit kleiner Amplitude im Wellenzahlbe­
reich von 320 bis 1280 km ein gleichartiges Anwachsen dieser Mäander­
skala.
Grundsätzlich findet man bei stochastisch angeregten stabilen Zonal­
jets erst nach etwa 180 Tagen eine sichtbare Dominanz der maximal insta­
bilen Welle. Daher scheint es gerechtfertigt, isolierte Störungen zu be­
trachten (siehe auch KIELMANN & KÄSE, 1987).
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Abb. 4-19 Externe Stromfunktion für das Experiment mit zufallsverteiIten 
Anfangsstörungen: (a) nach 60 Tagen; (b) nach 180 Tagen.
Eine zum 1inearisierten System analoge Betrachtung monochromatischer 
sinusoidaler Störungen des Jets als Anfangszustand könnte zur Definition 
einer 'äquivalenten' Anwachsrate führen, die dem Amplitudenzuwachs der 
vorgegebenen Welle entspricht. Wählt man dabei die meridionale und ver­
tikale Struktur der Störung entsprechend der maximal instabilen Getmode 
(für den linearisierten Zonaljet gleicher Form) und gibt eine sehr ge­
ringe Amplitude vor, so ergibt sich eine nahezu identische Abhängigkeit 
der Anwachsraten von der Wellenlänge wie im linearisierten System (siehe 
Abb. 4-4). Für größere Amplituden hingegen bewirken die nichtlinearen 
Terme einen Transfer von Energie auf andere Skalen, die für die Anwachs­
raten unberücksichtigt bleiben, so daß eine Berechnung von Anwachsraten 
des nichtlinearen Systems zum Vergleich mit 1inearisierten Ergebnissen 
nicht sinnvoll erscheint.
Von diesen Betrachtungen ausgehend, wird weiterhin die Abhängigkeit 
von der vertikalen Auflösung auch im nichtlinearen Modell betrachtet. Da 
in der Level-Fortnulierung bei unterschiedlicher vertikaler Auflösung die 
Felder in den betrachteten Niveaus nicht direkt miteinander zu verglei­
chen sind, da sie in verschiedenen Tiefen betrachtet werden, ist ledig­
lich der externe Mode abgebildet (Abb. 4-20). Der vertikal integrierte
Massentransport durch das Gebiet beträgt für alle Modell-Läufe 10 Sver- 
drup. Diese Vorgabe bedingt wesentlich geringere Geschwindigkeiten für 
die Modell-Läufe mit geringer vertikaler Auflösung. Ausgangspunkt ist 
die Vorgabe einer isolierten Störung mit 25 km meridionaler Auslenkung 
(Anhang A5). Die Anpassung dieser Störung an die nichtlinearen Terme ist 
innerhalb von etwa 10 Tagen abgeschlossen (siehe auch Abschnitt 3.3).
Das vertikal integrierte Modell zeigt in Ansätzen ein Abstrahlen von 
externer Rossby-Wellen-Energie und darüber hinaus eine nahezu stationäre 
Störung, die mit nur 0.9 cm/s ostwärts verlagert wird. Die maximale 
Strömung des Jets beträgt 2.5 cm/s, so daß es sich relativ zur Umgebung 
um eine westwärtige Ausbreitung von 1.6 cm/s handelt. Barotrope Instabi­
lität ist im vorliegenden Fall bei derart geringen Maximalgeschwindig­
keit von untergeordneter Bedeutung.
Im minimal baroklinen Modell (2-Level) führt die Anfangsstörung bei 
einer Maximalgeschwindigkeit der oberen Schicht von etwa 13.6 cm/s zu 
wellenförmigen Schwingungen der Jetachse. Ein nennenswertes Mäander­
wachstum mit etwa 250 km Meridionalamplitude tritt jedoch erst im Modell 
mit 3 Leveln auf.
In noch höher auflösenden Model 1 Versionen erreicht die Amplitude so­
gar 350 km bei einer dominanten zonalen Wellenlänge von 200 km. Die 
eigentliche Störung (definiert durch das Divergenzgebiet östlich des 
Mäanderzuges) wandert dabei mit etwa 5 cm/s stromabwärts. Die Auswirkun­
gen der Störung hingegen laufen dem Ereignis voraus (mit 15.7 cm/s). Die 
linearisierte Theorie liefert eine Phasengeschwindigkeit von 11.3 cm/s 
(Abb. 4-17a) und eine Anwachsrate von 0.74*10 6 1/s (entspricht einer 
Zeitskala von 15.6 Tagen) für eine Welle mit 80 km Wellenlänge. Die 
Unterschiede resultieren zum Teil aus der isolierten Horizontal Struktur 
der Anfangsstörung, sind jedoch im wesentlichen Ausdruck der nichtlinea­
ren Terme.
Deutlich wird die Notwendigkeit einer vertikal hochauflösenden Model­
lierung. Eine weitere Vergleichsrechnung mit einem horizontalen Gitter­
abstand von 5 km und einer um den Faktor 4 verringerten bi harmonischen 
Reibung zeigt durch nicht zu unterscheidende Resultate, daß die Wahl der 
Reibungsparametrisierung keinen nennenswerten Einfluß auf die mesoskali­
gen Prozesse hat und daß die horizontale Auflösung der vertikalen ange­
messen ist und für die betrachteten Prozesse ausreicht.
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Abb. 4-20 Entwicklung einer lokalen Anfangsstörung bei unterschiedlicher 
vertikaler Auflösung. Isolinienabstand: 1-, 2-Level: 300 m a/s;
3-Level: 600 m*/s; 6-Level: 800 m a/s; 9-Level 900 m’/s.
Die 9-Level-Simulation aus Abb. 4-20 stellt gleichzeitig eine Ver­
gleichsrechnung zu den Studien von KIELMANN & KÄSE (1987) dar. Abgesehen 
von den konzeptionellen Unterschieden (siehe Kapitel 2) liefern beide 
Modelle ein in zeitlicher und räumlicher Hinsicht gleichartiges Anwach­
sen einer Mäanderstörung. Allerdings finden die ausgesprochen starken 
Rezirkulationsregionen beiderseits des Jets im QG-Modell keine Entspre­
chung im PE-Modell.
Offensichtlich ist eine hochauflösende Modellierung mesoskaliger 
Dynamik mit einem quasigeostrophisehen Modell (bis auf die in Kapitel 2 
erwähnten Einschränkungen) eine akzeptable Möglichkeit, um beobachtete 
Skalen und Anwachsraten zu bestimmen und einen ersten Überblick über die 
weitere Entwicklung einer Vorgefundenen Situation zu erhalten. Die rela­
tiv überschaubare Dynamik der quasigeostrophisehen Theorie liefert darü­
ber hinaus fundamentale Einsichten in die beteiligten Prozesse. Da die 
Behandlung der horizontalen Advektion im Modell von großer Bedeutung für 
die zu verwendenden Reibungsparameter ist, besitzt das hier vorgestellte 
Spektralmodell deutliche Vorteile gegenüber einem 1Finite-Differenzen'- 
Model1.
Auch die nichtlinearen Rechnungen deuten auf eine Dominanz barokliner 
Instabilität und den großen Einfluß der Vertikal Struktur hin. Will man 
die Bedeutung barotroper Instabilität abschätzen, erscheinen die Ergeb­
nisse des vertikalintegrierten (l-Level-)Modells jedoch unbefriedigend.
Als ein Spezialfall soll daher ein dichteproportionales Vertikalpro­
fil der Strömung vorgegeben werden. Der Jet besitzt wiederum eine Maxi­
malgeschwindigkeit von 20 cm/s an der Oberfläche, ist in seiner Verti­
kalstruktur aber linear abhängig von der mittleren Dichteschichtung. Der 
Zonaltransport ist auf 10 Sverdup ostwärts normiert. Das damit vorgege­
bene (und nicht übermäßig unrealistisch erscheinende) Strömungsprofil 
setzt sich also aus dem vertikalintegrierten (oder externen) Anteil und 
einem zusätzlichen dichteproportionalen Anteil zusammen.
Folgende Betrachtung zeigt, daß barokline Instabilität erst nach sehr 
langer Zeit auftreten kann: wird die Stromfunktion aus Gleichung (2.34) 
in die Dichtegleichung (2.16) eingesetzt, so ergibt sich
(4.24) afc + J(b,a) = -gw(x.y) ,
so daß also ohne externe Anregung und Topographie die Vertikalgeschwin- 
digkeit identisch verschwindet: das System bleibt scheinbar barotrop.
Durch die nichtlinearen Terme der Vorticity-Gleichung (2.15) werden 
jedoch auch Vertikal Strukturen proportional zu P rn produziert. Im Hin­
blick auf die Möglichkeit barokliner Instabilität ist jedoch festzustel­
len, daß diese durch die geringe Dichtevariation mit der Tiefe zumindest 
für den hier betrachteten Zeitraum nicht bedeutsam werden kann.
Abb. 4-21 zeigt neben dem Vertikal profil der Strömung die zeitliche 
Entwicklung einer vorgegebene Störung anhand des externen Mode. Das An­
fangsfeld erfüllt die Bedingung für barokline Instabilität nicht. Wie 
erwartet, kommt es aufgrund der geringen Horizontalgeschwindigkeit le­
diglich zu einer Wellenbildung durch barotrope Instabilität. Die Störun­
gen von 240 km Wellenlänge wandern mit etwa 7 cm/s stromabwärts.
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Abb. 4-21 Externe Stromfunktion im zeitlichen Verlauf für ein Experiment 
mit dichteproportionalein Strömungsprofil.
Die Existenz eines derartigen, über lange Zeiträume hinweg stabilen 
Strömungsprofiles ist auf die Annahme einer zeitlich unveränderlichen 
Referenzdichte und der Vernachlässigung der vertikalen Störungsdichtead- 
vektion zurückzuführen und damit ein 'künstlicher' Effekt des quasigeo- 
strophischen Systems. Inwiefern auch ein PE-Modell vertikal gescherte, 
über längere Zeiträume hinweg barotrope Lösungen besitzt, ist nicht be­
kannt.
Abschließend kann man feststellen, daß für dieses mesoskalige quasi- 
geostrophische Regime barotrope Instabilität nur zu einem recht geringen 
Anteil zum Anwachsen der Mäander beiträgt.
Der mit der Instabilität zonaler Jets eng zusammenhängende Prozeß der 
Frontogenese ist in der Meteorologie sehr ausführlich untersucht worden 
(HOSKINS & BRETHERTON, 1972; HOSKINS, 1976; HOSKINS & WEST, 1979): auf­
grund ihrer Bedeutung für die Vorhersage nimmt die Frontogenese selbst 
einen relativ großen Raum in der meteorologischen Literatur ein. Im Oze­
an sind diese Prozesse häufig in analoger Weise anzutreffen.
Auf die Frage der Definition einer Front geht SHAPIRO (1981) ein: es 
kann sich um Diskontinuitäten im horizontalen Temperaturgradienten, in 
statischer thermischer Stabilität, in der seitlichen oder vertikalen 
Windscherung oder in der potentiellen Vorticity handeln.
Grundsätzlich müssen als fronten-erzeugende Mechanismen horizontale 
Deformation und horizontale Scherung, sowie vertikale Deformation und 
differentielle vertikale Bewegung angesehen werden.
Mit Fronten ist stets eine sekundäre Zirkulation verbunden: Aufwärts­
bewegung an der wannen Seite der Front, Abwärtsbewegung an der kalten 
Seite. Den Unterschied zwischen Warm- und Kaltfronten bedingt die Vor­
wärtsneigung der Isothermen mit der Höhe: Kaltfronten besitzen steilere 
Gradienten. Die vertikale Phasenverschiebung der Dichte ist ein substan­
tieller Bestandteil einer baroklinen anwachsenden Welle (HOSKINS & HECK- 
LEY, 1981). Eine Unterscheidung zwischen 'Kalt'- und 'Warm'-Front kann 
es im QG-System jedoch nicht geben (siehe Abschnitt 2.3).
Die Bedeutung der Vertikalgeschwindigkeit soll anhand einiger Be­
trachtungen des 2-Level-Modells verdeutlicht werden.
Geht man von einem vollständig linearen Regime aus und betrachtet die 
Tendenzen der Dichteadvektion, so sieht man, daß lediglich eine West­
ausbreitung als Rossby-Wellen möglich ist. Lineare barokline Rossby-Wel- 
len zeichnen sich durch eine 180° Phasenverschiebung der Stromfunktion 
zwischen den beiden Schichten aus; die Extrema der Vertikalgeschwindig­
keit sind um 90° verschoben (an der Ostseite einer Hochdruckzelle findet 
Aufwärtsbewegung statt). Diese Phasenbeziehung zwischen den Tiefenni­
veaus kann durch eine Grundströmung so gestört werden, daß Instabilität 
möglich wird. Daneben jedoch bewirkt eine ostwärtige Advektion von weni­
gen cm/s die Ausbreitung der Vertikalgeschwindigkeits-Strukturen.
Die Problematik bei der numerischen Modellierung der Vertikalge­
schwindigkeit liegt in der (verglichen mit den Horizontalgeschwindigkei­
ten) geringen Amplitude und in ihrer Kleinskaligkeit. HOSKINS & BRETHER- 
TON (1972) ordneten dementsprechend die Vertikalgeschwindigkeiten einer 
sub-mesoskaligen 'Frontalskala1 zu, die etwa eine Größenordnung kleiner 
ist als die des Deformationsfeldes, das zur Frontogenese führt. Daher 
wird in numerischen Modellen für Frontogenese-Studien eine hohe horizon­
tale Auflösung benötigt. Generell ist die Vertikalgeschwindigkeit ein 
bei Frontogeneseprozessen entscheidender Faktor, der von numerischen Mo­
dellen nur unzureichend erfaßt wird (BLUMEN, 1980).
Ein erster Blick auf die Vertikalgeschwindigkeit soll sich daher auf 
eine relativ überschaubare 2-Level-Version beziehen. Abb. 4-22 zeigt die 
zeitliche Entwicklung des Feldes der Vertikalgeschwindigkeit für eine 
isolierte Störung in Form einer Trog/Rücken-Auslenkung. An den Ostseiten 
des Hochdruckgebietes findet Abwärtsbewegung statt, an den Ostseiten der 
Tiefdruckgebiete herrscht eine aufwärtsgerichtete Strömung. Unter den 
nordwärts gerichteten Stromarmen werden die Dichteflächen angehoben und 
verursachen damit eine Ostwärtsverlagerung der Antizyklonen.
Im zeitlichen Verlauf wird einerseits das Vertikalgeschwindigkeitsmu- 
ster des Anfangszustandes ostwärts advehiert; daneben entstehen durch 
vorauslaufende Wellen weitere Zellen mit Vertikalbewegung stromabwärts.
In einem Modell mit 9-Leveln wird aufgrund der höheren vertikalen 
Moden das w-Feld zunehmend kleinskaliger, wie später an einem Beispiel 
noch gezeigt werden wird. Häufig ist es daher sinnvoller, andere Größen 
(z.B. die Divergenz der in Abschnitt 2.3 erwähnten Q-Vektoren) zur Ab­
schätzung der Vorticity-Tendenzen zu benutzen (HOSKINS & PEDDER, 1980).
Abb. 4-22 Vertikalgeschwindigkeit im 2-Level-Modell im zeitlichen Ver­
lauf. Isolinienabstand 10 5 m/s. Abwärtsbewegung gestrichelt.
5. SIMULATION DER AZORENFRONT-INSTABILITÄT
5.1 Zur Hydrographie des Kanaren-Beckens
Nach den in Kapitel 4 durchgeführten Instabilitäts-Studien mit mehr 
prinzipiellem Charakter sollen nun im Rahmen der Anwendung des Modells 
auf eine spezielle hydrographische Situation die Abläufe quasigeostro- 
phischer Instabilitätsprozesse detailliert betrachtet werden.
Als Beispiel dient die Region zwischen den Azoren und den Kanarischen 
Inseln im Nordostatlantik; es handelt sich um ein etwa 1000*1000 km gro­
ßes Seegebiet, dessen Topographie in weiten Teilen als sehr eben ange­
nommen werden kann (Abb. 5-1). Die dort in den letzten Gahren häufig und 
intensiv durchgeführten hydrographischen Vermessungen deuten auf die 
Dominanz einer instabilitäts-erzeugten Variabilität hin.
Darüber hinaus legen die Ergebnisse der Modellrechnungen von KIELMANN 
& KÄSE (1987) nahe, daß es sich um eine Region handelt, in der barokline 
Instabilität von Bedeutung und aufgrund der geringen Horizontalgeschwin- 
digkeiten die vertikale Struktur ausschlaggebend ist.
Neben einem ausgeprägten Wirbelfeld trifft man im Kanaren-Becken das 
Frontalsystem des Azorenstroms als ein persistentes Phänomen an. Die 
mittlere Position dieses ostwärtigen Jets befand sich im Frühjahr 1982 
bei etwa 34° N. Die typischen Längenskalen der Dynamik des Gebietes 
ergeben sich sowohl aus hydrographischen Schnitten, aus hochauflösenden 
hydrographischen Feldvermessungen (KÄSE et al., 1985) als auch aus Kor­
relationsrechnungen für zweidimensionale Sateilitenaufnahmen der Meeres­
oberflächentemperatur (VIEH0FF, 1987) zu etwa 80 - 140 km.
Für die Simulation der Verhältnisse im Kanaren-Becken wird von einer 
geringfügig modifizierten Dichteschichtung ausgegangen. Grundlage lie­
fert die 'Poseidon-Box' (KÄSE & RATHLEV, 1982), wonach sich unterhalb 
von 1500 m kaum noch nennenswerte Dichteunterschiede befinden. Dadurch 
verschieben sich die Nullstellen der höheren vertikalen Moden nach oben.
Die mittlere Strömung besitzt eine Stromumkehr in 800 m und einen ne­
gativen Gradienten in der Tiefsee bis zum Boden (KÄSE et al., 1986). Um 
möglichst realistische Ergebnisse zu erhalten, wird die mittlere Wasser­
tiefe auf 4400 m festgesetzt. Die Festlegung einer angemessenen mittle­
ren Wassertiefe ist ebenso wichtig wie die Annahme eines realistischen 
Tiefseegradienten der mittleren Schichtung, da sich die Modelldiskreti-
sierung nach den Nullstellen einer Eigenfunktion höherer Ordnung rich­
tet, die kritisch von diesen beiden Parametern abhängen. Der Azorenstrom 
selbst wird wiederum als gaussischer Jet mit 20 cm/s Maximalgeschwindig- 
keit und 50 km Halbwertsbreite vorgegeben. Der mittlere Zonaltransport 
beträgt 8 Sverdrup. Eine Auflistung der Modellparameter für diese Expe­
rimente findet sich in Anhang A9.
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Abb. 5-1 Topographie des Nordostatlantiks mittlerer Breiten. Isolinien- 
abstand 500 m.
Für instabile Strukturen im offenen Ozean gibt KILLWORTH (1980) ganz 
pauschal eine charakteristische Skala von 100 km und etwa 11 Tage als 
typische exponentielle Zeitskala an. Die Ergebnisse der linearisierten 
Studien in Kapitel 4 hingegen lassen noch etwas kleinere Skalen mit 
ähnlichen Zeitskalen erwarten.
Nach der Festlegung der Modelltiefenstufen gemäß der achten vertika­
len Eigenfunktion wird zunächst für diese spezielle Situation eine Be­
trachtung der maximalen Wachstumsraten der Schermoden aller Spektralkom- 
ponenten im Modell (gemäß Abschnitt 4.3) durchgeführt. Abb. 5-2 zeigt 
die Bereiche instabiler Wellen und die entsprechenden maximalen Anwachs- 
raten; man sieht, daß für diese Kombination aus Schichtung und Strö­
mungsprofil im 'kontinuierlichen' Fall auch der Bereich sehr kurzer Wel­
len noch instabil ist. Diese Tatsache ist in erster Linie auf den nega­
tiven Strömungsgradienten am Meeresboden und den dadurch stark ausge­
prägten bodenintensivierten instabilen Mode zurückzuführen. Diese Ver­
hältnisse werden durch das 9-Level-Model1 annähernd, durch weniger hoch 
auflösende Modelle fast gar nicht mehr repräsentiert. Wiederum erscheint 
die angemessene Berücksichtigung der Vertikal Struktur als unerläßlich 
für die realistische Simulation der Instabilitätsprozesse. Die maximal 
instabile Welle findet man bei 80 km zonaler Wellenlänge mit einer expo­
nentiellen Anwachszeitskala von 4.8 Tagen. Dieser auch für eine Ober- 
flächen-Mode unerwartet geringe Wert resultiert offensichtlich aus der 
sehr flachen Strömung (die Vertikal Struktur ist Abb. 5-10 zu entnehmen) 
mit einer Nullstelle in 800 m Tiefe.
Die räumliche Struktur der instabilen Jet-Moden zeigt neben den 
symmetrischen und antisymmetrischen Oberflächen-Moden (Abb. 5-3a,b) auch 
interne Strukturen und eine leicht instabile Mode mit annähernd barotro- 
per Struktur außerhalb des Jets (Abb. 5-3c,d). Einen nennenswerten Bei­
trag zur Variabilität wird diese Mode jedoch erst nach langer Integra­
tionszeit liefern. Die zonale Advektionsgeschwindigkeit der maximal in­
stabilen Jetmode bei 80 km Wellenlänge beträgt etwa 7.15 cm/s ostwärts; 
die exponentielle Zeitskala beläuft sich auf 5.7 Tage. Auffällig ist be­
sonders auch die geringe meridionale Skala dieser Jetmode.
Eine weitere Besonderheit bildet die retrograd wandernde instabile 
Welle: obwohl die maximal instabilen Schermoden prograd sind, gibt es 
für die gleiche zonale Wellenlänge auch retrograd laufenden Wellen, vor­
ausgesetzt, es liegt eine Vorzeichenumkehr der Strömung in der Tiefsee 
vor. Diese Moden wandern mit etwa 0.5 cm/s nach Westen und haben typi­
sche Anwachszeitskalen von 50 Tagen. Die niedrigste Ordnung in meridio- 
naler Richtung (direkt über dem Jet) besitzt die größte Anwachsrate.
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Abb. 5-2 Abhängigkeit der maximalen Anwachsrate aller Spektralkomponen- 
ten im 64*64 Wellenzahlen-Modell mit 10 km Gitterdistanz 
von der vertikalen Auflösung für die Kanaren-Becken- 
Parameter (siehe Anhang A9). Wellenzahl 1 entspricht 1280 km, 
Wellenzahl 64 bedeutet 20 km Wellenlänge.
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Abb. 5-3 Meridionale und vertikale Struktur der Amplitude instabiler 
Jetmoden. Die zonale Wellenlänge beträgt 80 km.
a) die maximal instabile Mode
cx = 7.15 cm/s; w.. = 2.04*10-6 1/s
b) Mode 2. Ordnung in meridionaler Richtung (antisymmetrisch) 
c » 6.80 cm/s; tu. - 1.07-10- 6 1/s
* I
c) die maximal instabile retrograde Mode 
cx =-0.54 cm/s; w.. = 2.06*10 7 1/s
d) eine Mode mit barotropem Anteil außerhalb des Jets 
c =-0.26 cm/s; üj = 2.62*10~8 1/s
Ä I
Die Phaseninformation ist der Übersichtlichkeit halber nicht 
mit abgebildet.
Nach den Ergebnissen der Turbulenzstudien in Abschnitt 4.4 erwartet 
man, daß sich im nichtlinearen Modell das Maximum der Wirbelenergie von 
der Skala der maximal instabilen Welle (80 km) zu jener Grenzwellenlänge 
Lg hin verlagert, für die der Effekt des planetarischen ß bedeutsam wird 
(hier etwa 240 km).
Kombinierte barotrop-barokline Instabilität wird mit dem 'thin-jet1- 
Modell von ROBINSON et al. (1975) untersucht. Dabei handelt es sich um 
eine integrale Formulierung der Jetdynamik unter Berücksichtigung der 
Vertikal Struktur in der Näherung L »  1/liy, was für den mesoskaligen 
Bereich nur bedingt Gültigkeit besitzt. Eine Grenze der Instabilität bei 
kurzen Wellen soll nach FLIERL & ROBINSON (1984), die mit diesem Modell 
das Mäandrieren schmaler Jets untersuchten, bei
LJ = 4 ir2 // u* dy dz / // ß u dy dz
existieren; dieses Kriterium ergibt für den vorliegenden Fall eine 
minimale Wellenlänge für Instabilität von etwa 200 km, liegt also im 
Bereich der Werte anderer Abschätzungen. Allerdings sollen sich diese 
Mäander überwiegend westwärts bewegen.
5.2 Die Entwicklung einer isolierten Störung
Für die Simulation eines Kaltwasserausbruchs an der Azorenfront wird 
eine isolierte Störung in Form einer trog/rücken-förmigen Auslenkung 
vorgegeben. Die detaillierte horizontale Form findet sich in Anhang A5. 
Die schon angesprochene Symmetrie im quasigeostrophisehen Modell bedingt 
bei einer Vertauschung von Trog und Rücken an der mittleren Jetachse ge­
spiegelte Strukturen.
Zunächst wird die zeitliche Entwicklung der Stromfunktion im Bereich 
der oberen Wassersäule (hier in 442 m Tiefe) betrachtet (Abb. 5-4). Die 
Anfangsstörung mit einer dominanten Zonalskala von etwa 200 km wandert 
stromabwärts, doch neben der reinen Advektion beginnt die Bildung von 
Mäandern durch vorauslaufende Wellen kürzerer Wellenlänge.
Dieser Vorgang entwickelt sich ab Tag 20 der Integration lebhafter: 
inzwischen haben sich durch die unterschiedlich starke Advektion in den 
einzelnen Schichten Phasenverschiebungen der Strukturen mit der Tiefe 
ergeben. In den Energiezeitreihen findet man von Tag 25 an eine zuneh­
mende Umwandlung von potentieller in kinetische Energie.
Die Mäanderbildung erfolgt derart heftig, daß ab Tag 40 ein Ablösen 
isolierter Strukturen nördlich und südlich der mittleren Jetachse statt­
findet.
Nach 50 Tagen Integration sind die Mäander aufgrund der Periodizität 
des Modellgebietes von Westen her in das Gebiet hineingewandert und be­
ginnen, mit den vorhandenen Strukturen in Wechselwirkung zu treten. 
Außerdem nähern sich die abgelösten Wirbel den meridionalen Rändern des 
Gebietes, so daß die Simulation abgebrochen wird.
Inzwischen hat die ß-Rossby-Zahl im Bereich der Meridionalströmungen 
und für die abgelösten Wirbel einen Wert von etwa 10 erreicht. Die Strö­
mungsamplituden sind lokal um den Faktor 2 bis auf 40 cm/s angewachsen. 
Der Transport in dieser Schicht ist in einzelnen Mäandern (mit geschlos­
senen, rezirkulierenden Wirbeln) gegenüber der Ausgangssituation um 50 % 
verstärkt.
Die gleichzeitige Betrachtung des Dichtefeldes zwischen Schicht 4 und 
5 (in 529 m Tiefe) (Abb. 5-5) vermittelt eine genauere Vorstellung von 
den ablaufenden frontogenetisehen Prozessen. Auffälligstes Merkmal des
sich entwickelnden Mäanders ist die Frontverschärfung. Zunächst führt 
eine Verstärkung der Dichtegradienten an den meridionalen Zweigen der 
Mäander durch verstärkte Advektion zu einer Vergrößerung der Mäanderam­
plitude (Tag 30). Die Ablösung der Wirbel selbst geht mit einer Verstär­
kung der lokalen Dichteanomalie einher, die ihre Ursache in einer Verti­
kal bewegung haben muß.
Die Ablösung von Einzelwirbeln ist nach den vorausgegangenen Simula­
tionen in Kapitel 4 und insbesondere im Hinblick auf die Ergebnisse der 
ModelIrechnungen von KIELMANN & KÄSE (1987) ein unerwartetes Ergebnis 
für ein Strömungsregime mit anfänglich maximalen Geschwindigkeiten von 
nur 20 cm/s. Die rein meridional ausgerichteten Stromarme entwickeln im 
Zusammenhang mit ihrer kleinen Querskala erhebliche Geschwindigkeiten, 
so daß in dieser Phase der Instabilität auch der barotrope Mechanismus 
zum Tragen kommt. So ergeben sich nach 50 Tagen lokal Geschwindigkeiten 
von über 40 cm/s an der Oberfläche.
Die Wirbelablösung erinnert in ihrer Struktur sehr an die Ergebnisse 
der Modellrechnungen von IKEDA & APEL (1981), die mit einem quasigeo- 
strophischen 2-Schichten Modell für den Golfstrom ebenfalls Instabili­
tätsbetrachtungen isolierter Störungen durchgeführt haben. Dort fand 
eine Ablösung von Wirbeln lediglich im stark baroklinen Fall statt und 
die Autoren kommen zu dem Schluß, daß zur Wirbelablösung ein schwacher 
ß-Effekt und starke barokline Instabilität Zusammenwirken müssen. Der 
auf einen westlichen Randstrom bezogene Jet besaß jedoch eine Maximal­
geschwindigkeit von 1.4 m/s (bei einer ß-Rossby-Zahl von 10 und einer 
Burger-Zahl von 1) und ihre Ergebnisse sind mit dem hier zu betrachten­
den Fall (typische Maximalgeschwindigkeiten von 20 cm/s und 50 km Quer­
skala des Jets) nur eingeschränkt vergleichbar.
In der Tat legt jedoch die Betrachtung des Dichtefeldes der oberen 
Wassersäule (Abb. 5-5) nahe, daß das Abschnüren von Wirbeln ganz analog 
zu dem im Golfstrombereich beobachteten erfolgt (FUGLISTER & W0RTHING- 
TON, 1951). Offenbar ist also der Prozeß der Ablösung eines Wirbels 
nicht ausschließlich auf das Zusammenwirken von großen Horizontalge­
schwindigkeiten mit entsprechenden vertikalen Scherungen gebunden, son­
dern kann auch an schwächer ausgeprägten Frontalzonen für spezielle 
Stromprofile mit Strömungsumkehr und negativem Gradienten am Boden auf- 
treten.
Abb. 5-4 Zeitliche Entwicklung der Stromfunktion in Schicht 4 (442 m) 
für den Zonaljet mit trog/rücken-förmiger Anfangsstörung. Iso- 
linienabstand: 2000 m’/s; Tag 50: 3000 m a/s.
Abb. 5-5 Zeitliche Entwicklung der Dichte zwischen Schicht 4 und 5 (in 
529 m Tiefe) für den Zonaljet mit trog/rücken-förmiger An­
fangsstörung. Isolinienabstand: 5»10~5.
Die Anfangsphase der Instabilität nach der Anpassung der Störung an 
die nichtlinearen Terme soll jedoch noch näher betrachtet werden. Dazu 
findet man in Abb. 5-6 die zeitliche Änderung der quasigeostrophischen 
potentiellen Vorticity Q6PV (q aus Gleichung (2.19)) zu den entsprechen­
den Abb. 5-4 und 5-5 der Stromfunktion bzw. der Dichte. Deutlich wird 
der auf den 0-Effekt zurückgehende lineare Anstieg in meridionaler Rich­
tung, dem die relative und die barokline Vorticity überlagert sind, so 
daß eine Gradientumkehr durch den Frontaljet vorliegt. Die horizontale 
Advektion relativer Vorticity führt schon in den ersten Tagen zu einer 
Gradientverschärfung an den Ostseiten der Hoch- bzw. Tiefdruckstörungen.
Am Tag 20 findet man das Zentrum der anfänglichen Störung als ein 
pilzförmiges Divergenzgebiet etwa 80 km weiter östlich, während stromab­
wärts die Mäanderausbreitung fortschreitet. Die Bildung der Stromschlin- 
gen führt dabei zu einer ausgeprägten Frontverschärfung; insbesondere 
die meridionalen Äste der Mäander zeichnen sich durch eine außergewöhn­
liche Drängung der Isolinien der QGPV aus. Von Tag 40 an führt die Auf­
rollbewegung des südlichen Wirbels zu einer Ablösung, ebenso verliert 
der nördliche Ring etwas später seine Verbindung mit der Hauptfront. Die 
Maximalwerte der QGPV in der vertikalen Hauptscherungszone wachsen 
innerhalb der ersten 50 Tage der Integration um bis zu 50 % an.
(Das kleinskalige Rauschen resultiert aus zweimaliger Differentiation 
des Stromfunktionsfeldes und zeigt, daß die horizontale Auflösung bei 
der Darstellung der q-Fronten nicht mehr ausreicht. Das hat jedoch keine 
Auswirkungen auf die Ergebnisse des Modell-Laufs, da bewußt auf die Ver­
wendung dieser Größe q als prognostische Größe für die numerische Inte­
gration verzichtet wurde.)
Aus einer Störung mit anfänglich 50 km Auslenkung von der mittleren 
Oetachse entwickeln sich Mäander mit etwa 350 km Meridionalskala. Deut­
lich wird auch die sehr kleinräumige Einbettung der Vorticity-Strukturen 
in die Umgebungsvorticity (ß-Effekt und Grundströmung) aufgrund der nur 
geringen Reibungseffekte im Modell.
Vergleicht man die Momentaufnahmen von Tag 30 und Tag 50 in Abb. 5-6, 
so hat man unmittelbar den Eindruck, als wäre die meridional verlaufende 
Front im Zentrum des Gebietes durch die gegenläufig rotierenden Wirbel 
'zerrissen' worden. Und tatsächlich liegt die Vermutung nahe, daß es 
sich hier um einen Vorgang barotroper Instabilität aufgrund der großen 
horizontalen Scherung im Geschwindigkeitsfeld handelt. Dementsprechend 
findet sich in der Strömungsverteilung (Abb. 5-7a) im Bereich der 
Ablösung keine ausgeprägte Fortsetzung des ursprünglichen Strombandes.
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Abb. 5-6 Zeitliche Entwicklung der quasigeostrophisehen potentiellen 
Vorticity q zwischen Schicht 4 und 5 (529 m) für den Zonaljet 
mit trog/rücken-förmiger Anfangsstörung.
Isolinienabstand: 10 5 1/s ab Tag 20: 2*10~5 1/s.
Zur Verdeutlichung der Strömungsstruktur, die aus der Stromfunktions- 
darstellung in Abb. 5-4 nur mittelbar ersichtlich ist, zeigt Abb. 5-7a 
die Geschwindigkeitsvektoren repräsentativ für die oberen 500 m. Die 
Stromringe treten deutlich hervor; ebenso ist ein wesentliches Charakte­
ristikum des Mäanders eine besonders starke Meridionalströmung.
Daneben zeigt Abb. 5-7b die Strömungsvektoren in der Tiefsee (3495 m) 
am Tag 50. Aufgrund des geringen Gesamttransports in dieser untersten 
Schicht des Modells erscheinen die Strukturen als geschlossene Wirbel. 
Die Strömungrichtung stimmt weitgehend mit der des oberen Ozeans über­
ein; es muß also eine verstärkte barotrope Komponente vorhanden sein.
Abb. 5-7 Strömungsvektoren am Tag 50 (a) an der Oberfläche (b) in der 
Tiefsee. Maximalgeschwindigkeiten 40 cm/s bzw. 5 cm/s.
Die spektrale'Formulierung des Modells gestattet in besonderem Maße 
die Betrachtung der Entwicklung der spektralen Verteilung der Energie 
während des Instabilitätsvorgangs. Abb. 5-8 zeigt die zeitliche Entwick­
lung der spektralen Verteilung der horizontal integrierten Energie in 
den ersten 50 Tagen im Bereich der oberen Wassersäule (529 m). Auf Ska­
len von etwa 160 km stellt man ein Anwachsen um den Faktor 100 fest. Das 
entpricht einer 'effektiven* Anwachszeitskala von 21.7 Tagen. Ein Neben­
maximum findet sich bei 50 km; es steht offenbar in Zusammenhang mit den 
maximal instabilen Wellen des linearisierten Systems. Im zeitlichen Ver­
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Abb. 5-8 (a) Zeitliche Entwicklung des zonalen Spektrums der kineti­
schen Energie in Schicht 4 (442 m) in doppelt!ogarithmischer 
Darstellung. Offset zwischen den Kurven: jeweils eine Dekade,
(b) Vergleich zwischen der kinetischen und potentiellen Ener­
gie während der Instabilität am Tag 30.
Nach GILL (1982) sind kinetische und potentielle Energie in quasi- 
geostrophisehen Bewegungen gleichanteilig vorhanden. In der zeitlichen 
Entwicklung finden sich auf Skalen von 50 - 80 km, den Skalen der 
maximal instabilen Schermoden, beträchtliche Abweichungen davon, ein 
Indiz für das mit der baroklinen Instabilität zusammenhängende Ungleich­
gewicht zwischen potentieller und kinetischer Energie (Abb. 5-8b).
Der externe Mode (Abb. 5-10) gibt Aufschluß über die vertikal inte­
grierten Transporte und durch Vergleich mit der Stromfunktion in 442 m 
Tiefe (Abb. 5-4) einen ersten Hinweis auf die Vertikal Struktur. Offen­
sichtlich erfaßt der Ablösungsvorgang die gesamte Wassersäule. Dabei 
fallen am Tag 30 die Gegenstromregionen an den Flanken des Jets auf.
Während der mittlere vertikal integrierte Zonaltransport konzeptionell 
unverändert bleibt, wird der lokale Massentransport um ein Vielfaches 
vergrößert; beispielsweise rezirkulieren 20 Sverdrup um den westlichsten 
Mäander.
Die abgelösten Ringe jedoch erscheinen vertikal integriert als Doppel­
wirbel; dieses Phänomen kann mit der vertikalen Neigung der Achse eines 
baroklinen Wirbels erklärt werden und steht in engem Zusammenhang mit 
der Tatsache, daß sich die Vertikalstruktur aus instabilen Oberflächen- 
und Tiefsee-Moden zusammensetzt.
Derartige Wirbelpaare zeichnen sich durch eine kleinräumig kompen­
sierte Verteilung der relativen Vorticity aus. Ob diese Strukturen auch 
in der Natur bevorzugt auftreten oder ob es sich um das Artefakt quasi- 
geostrophischer Modelle handelt, ist nicht klar. 'Modon'-Strukturen sind 
Gegenstand zahlreicher theoretischer und numerischer Untersuchungen 
(z.B. McWILLIAMS et al., 1981), jedoch nur selten beobachtet worden. Es 
liegt allerdings die Vermutung nahe (FLIERL et al., 1980), daß die Un­
symmetrie hinsichtlich der Zyklonen/Antizyklonen-Amplitude und -Skala in 
der Realität eventuell paarweise auftretende Strukturen maskiert.
Abschließend sei die Änderung des mittleren Zonaltransports betrach­
tet. Die Energieflüsse von den Wirbelfeldern zum mittleren Feld (wie in 
Kapitel 3 beschrieben) führen zu einer Reduktion der Scherung im oberen 
Ozean sowie einer Rektifikation mittlerer Strömung in der Tiefsee 
(Abb. 5-10), die sich aus der Forderung nach konstantem Zonaltransport 
einstellt. Die Produktion von mittlerer Strömung in der Tiefsee aufgrund 
von Wirbelaktivität steht in guter Übereinstimmung mit Ergebnissen von 
HOLLAND & RHINES (1980).
Abb. 5-9 Zeitliche Entwicklung der externen Stromfunktion für den 
Zonaljet mit trog/rücken-förmiger Anfangsstörung. Isolinien- 
abstände: 200, 300, 600, 800, 1000, 1000 m*/s.
M ITTLERES ZONALTRANSPORT PROFIL
Abb. 5-10 Das Profil des mittleren Zonaltransport zu Beginn der Rechnung 
und nach 50 Tagen Integration.
Die horizontalen Felder liefern detaillierte Hinweise über die be­
teiligten Advektionsprozesse und auch über die Manifestation vertikaler 
Prozesse in den horizontalen Dimensionen. Ein vollständiges Bild der zu­
grunde! iegden Dynamik ergibt sich jedoch erst aus der Betrachtung der 
Verti kalStruktur.
Voraussetzung und Hauptbestandteil für barokline Prozesse ist die 
Vertikalgeschwindigkeit. Deren prinzipielle Eigenschaften wurden in Ab­
schnitt 4.5 dargestellt; eine Horizontalverteilung der aktuellen Verti­
kalgeschwindigkeit (Abb. 5-11) vermittelt einen Eindruck von der Klein- 
skaligkeit dieser Vorgänge: es kann keine eindeutige und einfache Zuord­
nung zu den mesoskaligen Strukturen aus Dichte oder Strömungsfeld ge­
troffen werden. Zu erkennen sind dennoch starke Vertikalbewegungen an 
den Außenseiten der Mäander sowie unter den meridionalen Stromarmen. 
Auffällig ist besonders das Gebiet mit Abwärtsbewegung westlich des ab- 
gelösten Wirbels im Norden des Jets: hier kann man weitere intensive 
Entwicklungen erwarten.
Abb. 5-11 Verteilung der Vertikalgeschwindigkeit zwischen Schicht 4 und 
5 (529 m).
Isolinienabstand: 0.2*10 * m/s. Abwärtsbewegung gestrichelt.
Ein Meridionalschnitt der Zonalgeschwindigkeit durch das Zentrum des 
Modellgebietes (Abb. 5-12) zeigt die Vertiefung der Strömung während des 
Instabilitätsprozesses; durch die Wirbel biIdungsprozesse findet eine 
Aufspaltung des Jets in zwei Zweige statt, die durch ein Gebiet mit 
westwärtiger Strömung getrennt werden. Gleichzeitig wird Energie aus den 
baroklinen Moden in den barotropen transferiert. Die abgelösten Wirbel 
zeichnen sich durch ihren dipolartigen Charakter aus: im Vertikalschnitt 
wird deutlich, daß es sich um Doppelwirbel handelt. Die wesentliche Ver­
tiefung der Strömung findet an den Außenseiten der Mäander statt. Dieses 
Verhalten erinnert wiederum an Golfstromverhältnisse (NEUMANN, 1956).
Weitere Aufschlüsse über die Vertikal Struktur und die beteiligten 
Instabilitätsprozesse gibt eine Darstellung der zeitlichen Entwicklung 
eines zonalen Dichteschnittes (Abb. 5-13). Dargestellt ist die Ausprä­
gung der Mäander im Dichtefeld. Die anfänglich sehr kleine Störung des 
Dichtefeldes führt im Laufe der Integration zu beachtlichen Amplituden. 
Die Mäander zeichnen sich durch eine plateauförmige Aufwölbung der 
Dichteflächen aus, an deren Flanken es durch die Vertikalbewegungen zu 
einem 'Aufsteilen* kommt. (Die Beschränkung der Mäander auf das Ozeanin­
nere resultiert aus der quasigeostrophisehen Forderung der verschwinden­
den Dichtestörung an der Oberfläche.)
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Abb. 5-12 Zeitliche Entwicklung der Zonalgeschwindigkeit anhand eines 
Meridionalschnitts durch das Zentrum des Modellgebietes. 
Isolinienabstand: Tag 0, 10: 2 cm/s; Tag 20, 30: 3 cm/s;
Tag 40,50: 4 cm/s.
(TAG 2 0 1 (TAG 30:
(TAG 50
Abb. 5-13 Zeitliche Entwicklung der Dichte entlang eines Zonalschnitts 
durch die Mitte des Modellgebietes. Isolinienabstand: 10_\
Zusätzliche zonale Dichteschnitte nördlich und südlich der mittleren 
Jet-Achse zeigen die Struktur der abgelösten Wirbel am Tag 40. Der süd­
liche (ein Tief in der Druckverteilung) zeigt eine fast vollständig tie­
fenbalancierte Spreizung der Isopyknen (Abb. 5-14a). Infolgedessen er­
wartet man keine weitere Bewegung oder Verstärkung dieses Ringes.
Abb. 5-14 Momentaufnahme des Dichtefelds am Tag 40 auf Zonal schnitten:
(a) durch den südlichen Wirbel;
(b) durch den nördlichen Wirbel; sowie
(c) die Meridionalgeschwindigkeit für den nördlichen Wirbel.
Im Gegensatz dazu ist der nördliche Wirbel (Abb. 5-14b) offensicht­
lich noch in der Entwicklungsphase: seitlich versetzt befindet sich ne­
ben dem Hochdruckgebiet (antizyklonaler Wirbel; 'warm-core'-Ring) in der 
Tiefsee ein Tief. Weiteren Aufschluß liefert die Meridionalgeschwindig- 
keit auf dem Schnitt (Abb. 5-14c). Die Achse des nordwärtigen Strömungs­
bandes ist vertikal deutlich versetzt. Interessant ist auch die Intensi­
vierung der Strömung am Boden, die auf ein Vorhandensein der bodeninten­
sivierten instabilen Moden schließen läßt. Darüber hinaus befindet sich 
westlich des Strombandes ein interner Gegenstrom in der Tiefe des Stabi­
litätsminimums in der Sprungschicht.
SIEDLER et al. (1985) finden aus Verankerungsmessungen sogenannte 
'kräftige Strömungsereignisse', deren vertikale Struktur ein Maximum in 
600-1000 m Tiefe zeigt und schließen auf die Existenz von Mittelmeerwas- 
serlinsen. Die sprungschicht-intensivierten Moden jedoch besitzen eine 
ähnliche Vertikalstruktur, insbesondere für eine Dichteschichtung mit 
einem internen Stabilitätsminimum.
Zusammenfassend kann für die zeitliche Entwicklung einer isolierten 
Trog/Rücken-Störung geschlossen werden, daß eine Mäanderbildung auf Ska­
len von 160 - 200 km durch barokline Instabilität gut mit den erwarteten 
Werten übereinstimmt und daß die Ablösung der Wirbel durch einen lokalen 
Effekt barotroper Instabilität bewirkt wird, nachdem barokline Instabi­
litätsprozesse ein geeignetes großräumiges Deformationsfeld mit kriti­
schen Meridionalamplituden der Mäander aufgebaut haben.
Im Gegensatz zum 1inearisierten System mit einer vorgegebenen zonalen 
Grundströmung ermöglicht das nichtlineare Modell die Vorgabe eines 
nichtzonalen Anfangszustandes. Aus den Überlegungen in Abschnitt 4.2 und 
den Betrachtungen von PEDLOSKY (1979) erwartet man für nichtzonale Strö­
mungen eine verstärkte Instabilität, da der stabilisierende Einfluß des 
ß-Terms für die Meridionalkomponente der Umgebungsvorticitygradienten 
fehlt. Die Auswirkungen der Nichtzonalität einer mittleren Strömung auf 
die mesoskaligen Instabilitätsprozesse soll im Folgenden kurz diskutiert 
werden.
Dazu wird das unveränderte Anfangsfeld eines Jets mit isolierter Stö­
rung (Abb. 4-14) für unterschiedliche Drehungen des Modellgebiets aus 
der Zonalität betrachtet. Dargestellt sind in Abb. 5-15 die Struktur der 
Stromfunktion in Schicht 4 (442 m) für zwei Simulationen mit 0 = 10° 
bzw. 0 = -10° am Tag 50. Man stellt fest, daß die Strukturen der beiden 
Simulationen nach 50 Tagen Integration noch vergleichbar sind. Wiederum 
findet man ein starkes Mäandrieren und auch abgelöste Wirbel nördlich 
und südlich des Jets.
Offensichtlich erfahren die Wirbelablösungen aufgrund barotroper In­
stabilität kaum nennenswerte Modifikationen; das auf barokliner Instabi­
lität beruhende Mäandrieren führt jedoch im Fall der nordöstlichen Strö­
mung zur verstärkten Bildung von Hochdruckzellen, im Falle einer südöst­
lichen Strömung zu dominanten Zyklonen.
Dieses Phänomen läßt sich mit der Erhaltung der potentiellen Vorti- 
city erklären: eine Grundströmung mit nordöstlicher Komponente transpor­
tiert relative Vorticity in eine Region mit größerem Coriolisparameter 
f. Die Erhaltung absoluter Vorticity fordert also eine Abnahme der rela­
tiven Vorticity £. Das führt zu verstärkten Hochdruckgebieten. Bei einer 
südwärts gerichteten Strömung tritt der entgegengesetzte Fall auf.
Größere Winkel der Nichtzonalität führen zu einem heftigen Abstrahlen 
von Rossby-Wellen-Energie in langen, jet-parallelen Bändern (ohne Abbil­
dung) und schon im betrachteten kurzen Zeitraum von 50 Tagen zu einer 
Rossby-Wellen-Instabilität (RHINES, 1977) aufgrund der großen Amplitude 
der Wellen. Das System nähert sich einem 'turbulenten' Zustand, in dem 
der ursprüngliche Jet nicht mehr identifizierbar ist. Die bevorzugt auf­
tretende Skala ist wiederum die Grenzwellenlänge zum Rossby-Wellen-Re- 
gime von etwa 240 km.
Abb. 5-15 Momentaufnahme der Stromfunktion in Schicht 4 (442 m Tiefe) 
nach 50 Tagen Integration für zwei 'nichtzonale1 Strömungen:
(a) 0 = 10°; (b) 0 = -10°. Isolinienabstand 3000 m*/s.
Eine zufallsverteilte Topographie oder isolierte topographische Hin­
dernisse kleiner Amplitude bewirken eine Störung der Tiefenströmung, die 
im Falle quasigeostrophischer Bewegungen von der unteren Randbedingung 
ausgeht. Aufgrund der relativ geringen Schichtung im tiefen Ozean rei­
chen die Störungen bis an die Hauptsprungschicht heran. Im Falle groß­
räumiger Bodenneigung können sie als stabile ('Hang'- oder 'Schelfkan- 
ten'-)Wellen (RHINES, 1970) zur Variabilität im tiefen Ozean beitragen. 
Im Fall einer geeigneten Strömungsscherung sind jedoch auch instabile 
Wellen in Form der tiefsee-intensivierten Schermoden möglich. Die An- 
wachsrate dieser Moden ist zwar gering; da diese instabilen Moden jedoch 
nicht verschwindende Amplitude im Bereich der Hauptsprungschicht besit­
zen, regen sie wiederum die wesentlich stärker instabilen Oberflächen- 
schermoden an. Daher ist relativ unabhängig von der detaillierten Struk­
tur der Topographie mit einer Instabilität in den oberen Schichten des 
Ozeans zu rechnen, zunächst auf Horizontal Skalen, die deutlich kleiner 
sind als die ohne Topographie (die tiefsee-intensivierten Schermoden be­




Abb. 5-16 Instabilität eines Zonaljets über einem meridionalen Rücken:
(a) Stromfunktion in Oberflächennähe (32 m Tiefe); Isolinien- 
abstand: 1500 m*/s.
(b) Stromfunktion in der Tiefsee (3495 m Tiefe); Isolinienab- 
stand: 50 m a/s.
(c) Zonalschnitt der Meridonalgeschwindigkeit im Jetzentrum; 
Isolinienabstand: 3 cm/s.
(d) Zonalschnitt der Meridonalgeschwindigkeit nördlich des 
Jets; Isolinienabstand: 0.5 cm/s.
Die mit einem reinen Zonaljet als Anfangszustand durchgeführten Expe­
rimente zeigen, daß für eine angenommene mittlere Strömung in der Tief­
see von etwa 1.4 cra/s sowohl zufallsverteilte topographische Strukturen 
als auch isolierte Hindernisse (Kuppe, meridionaler Rücken, Bruchzonen­
region) mit 500 m Amplitude nur in der Bodenschicht das Strömungssystem 
beeinflussen, dem oberflächennahen Jet selbst jedoch im wesentlichen als 
Quelle von Störungsenergie dienen, aus der sich eine eigenständige Jet- 
Instabilität entwickelt (wie im Fall stochastischer oder Windanregung).
Die Bewegungsvorgänge in der Tiefsee gleichen für eine Tiefseekuppe 
den von HUPPERT & BRYAN (1976) gefundenen, im Uhrzeigersinn um das Hin­
dernis rotierenden Doppelwirbel. Im Falle eines meridionalen Rückens 
laufen diese topographisch geführten Wellen nordwärts an der Westseite 
und südwärts an der Ostseite der Erhebung. Eine als 'Bruchzone' im Rük- 
ken gedachte Einkerbung bewirkt eine Fixierung der Tiefenströcnung auf 
diesen Bereich.
Als Beispiel zeigt Abb. 5-16 die horizontalen Strömungsverhältnisse 
in Oberflächennähe und am Boden sowie die Meridionalkomponente der Ge­
schwindigkeit in zwei Zonalschnitten nach 50 Tagen Integration für den 
Fall eines meridionalen Rückens in der Gebietsmitte. Die durch die Topo­
graphie angeregte Instabilität im oberen Ozean ist in Form der oberflä- 
chen-intensivierten Jetmode mit etwa 7.5 cm/s ostwärts gewandert und 
dominiert im Bereich des Jets die gesamte Wassersäule. Lediglich außer­
halb der Frontalzone findet man ein Signal der topographischen Wellen.
Eine intensivere Wechselwirkung mit der Topographie setzt größere 
Horizontalgeschwindigkeiten in der Tiefsee voraus, die jedoch nur durch 
eine Instabilität des Oberflächenjets in die Tiefsee induziert werden 
können. Von der Vorgabe größerer Amplituden der Bodentopographie wird, 
da mit dem Modell-Konzept nicht vereinbar, abgesehen.
Abschließend sollen die Auswirkungen der hier simulierten internen 
Dynamik auf die (als passiv angenommene) Deckschicht anhand eines ad- 
vehierten Tracerfelds an der Meeresoberfläche (oberste Schicht) aufge­
zeigt werden (Abb. 5-17).
Derartige Studien liegen sowohl für turbulente Wirbelfelder (HAID­
VOGEL & KEFFER, 1984; H0LL0WAY & KRISTMANNSSON, 1984) als auch für iso­
lierte Wirbel (H0LL0WAY et al., 1986) vor.
Für die hier betrachtete Frontalzone wird die Tracerverteilung paral­
lel zu den Stromlinien des Anfangszustandes vorgegeben. Wie auch im Fall 
der Dichte (Abb. 5-5) zeigt sich eine auffällige Frontverschärfung durch 
die Mäanderentwicklung. Insbesondere an den Außenseiten der Mäander tre­
ten starke Gradienten auf. Typisch ist die 'pilzförmige' Tracervertei­
lung an den Nord- und Südenden der meridionalen Stromzweige. Die Ablö­
sung der Wirbel führt auch im Tracerfeld zu isolierten Extrema.
Abb. 5-17 Zeitliche Entwicklung eines an der Oberfläche mitgeführten 
passiven Tracers.
5.3 Die Entwicklung eines Mäanderzuges
Um die weitere Entwicklung der instabilen Front zu untersuchen, wur­
den die Rechnungen aus Abschnitt 5.2 in einem Gebiet mit verdoppelter 
Horizontalausdehnung fortgeführt. Dazu zeigt Abb. 5-18 die Entwicklung 
der Stromfunktion in 442 m Tiefe. Die Ablösung der Wirbel bleibt offen­
sichtlich auf eine Region von ±300 km um die mittlere Jetachse be­
schränkt. Der losgelöste Wirbel kann sich aus seinem Entstehungsbereich 
nicht wesentlich entfernen und wird durch kollabierende Mäander im Osten 
sogar wieder eingefangen (Tag 80). Nach 90 Tagen erhält man das Bild 
einer turbulenten Zone. In der Dichteverteilung (Abb. 5-19) verringern 
sich die horizontalen Gradienten und inmitten der mesoskaligen Variabi­
lität formiert sich eine 'mittlere' Front. Dieses Verhalten könnte die 
Vorgefundene 'treppenförmige' Anordnung von Frontal- und Wirbelregionen 
im Nordostatlantik erklären.
Die Betrachtung des externen Modes zeigt, daß die Entstehung eines 
'turbulenten' Regimes mit einer Umstrukturierung der Energie in der Ver­
tikalen verbunden ist: die Strömung wird zunehmend barotrop und strahlt 
aus der Instabilitätsregion Rossby-Wellen ab (Abb. 5-20).
Der im externen Mode deutlich ausgeprägte Doppelwirbel im Norden der 
Front entwickelt sich weiter zu einem Ring. Die Antizyklone ist dominant 
und advehiert die schwächere Zyklone im Uhrzeigersinn um ihr Zentrum. Ab 
Tag 80 kommt es bei Annäherung zweier gleichgerichtet rotierender Wirbel 
zu einem 'Verschmelzen'.
Abb. 5-18 Zeitliche Entwicklung der Stromfunktion in Schicht 4 (442 m) 
im erweiteren Modellgebiet. Isolinienabstand: 1000 ma/s.
Abb. 5-19 Zeitliche Entwicklung des Dichtefeldes zwischen Schicht 4 u. 5 
(529 m) im erweiterten Modellgebiet. Isolinienabstand: 5-10— 5.
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Abb. 5-20 Zeitliche Entwicklung der externen Stromfunktion im erweiter­
ten Modellgebiet. Isolinienabstand: 2000 mVs.
Abb. 5-21 Phasenverteilung der 80-km-Welle mit der Tiefe in der zeitli­
chen Entwicklung. Instabil ist der Bereich zwischen den punk­
tierten Linien.
Betrachtet man (repräsentativ für die maximal instabilen Moden) die 
vertikale Phasenbeziehung der 80 km-Welle im Modell in ihrer zeitlichen 
Variation (Abb. 5-21), so wird deutlich, daß barokline Instabilität di­
rekt unterhalb der Oberfläche nur in den ersten 20 Tagen wirksam ist, 
wenn in Oberflächennähe Vorwärtsneigung der Phase auftritt. Später be­
schränkt sich der Bereich instabiler Phasenlage auf mittlere Tiefen; der 
nichtlineare Transfer führt zu größeren Vertikalskalen, die Möglichkeit 
zu barokliner Instabilität in Form von oberflächen-intensivierten Moden 
verschwindet.
Eine Analyse des Energiegewinns einzelner Spektralkomponenten zwi­
schen Tag 30 und 60 zeigt, daß der externe Mode besonders deutliche 
Energiezuwächse auf Skalen von 80, 128 und 182 km erhält. Oberhalb von 
800 m Tiefe tritt ein Energieverlust auf langen Skalen (> 320 km) auf, 
darunter ist ein Zuwachs festzustellen. Potentielle Energie geht nahezu 
auf allen Skalen verloren. Generell wachsen nahe der Deckschicht klein- 
skalige Strukturen stärker an als darunter. Das entspricht der Vorstel­
lung vom Einfluß des Schichtungsparameters N: ist dieser sehr groß, so 
werden bevorzugt kurze Wellen instabil. Der Impulsfluß <u'v'> ist wäh­
rend der gesamten Integrationszeit über die gesamte Wassersäule konver­
gent und führt zu einer Verstärkung der Frontalzone.
Der Dichtefluß <v'p'> nach Süden beschränkt sich auf die oberen 
1000 m des Ozeans. Das Maximum liegt im Bereich der mittleren Jetachse. 
Im der Tiefsee ist der Dichtefluß nach Norden gerichtet. Legt man die 
Zustandsgleichung aus der Arbeit von KIELMANN & KÄSE (1987) zugrunde, so 
errechnet man einen nordwärtigen Wärmefluß von 1.34*10 3 °C m/s für die 
gesamte Wassersäule und sogar 4.1*10 3 °C m/s für die oberen 1500 m.
Abb. 5-22 Zwei Realisierungen für Ensembles von Driftkörpertrajektorien 
in der Frontalzone für einen Zeitraum von 180 Tagen.
Neben der wiederholten Vermessung einer hydrographischen Box stellt 
das Verfolgen von sate11itengeorteten Driftbojen im Ozean eine Möglich­
keit dar, die mittlere Zirkulation und die Wirbelaktivität im Ozean zu 
studieren. In einem numerischen Modell hat die Verfolgung einzelner Par­
tikel in erster Linie die Lagrange'sche Darstellung des Strömungsablau­
fes zum Ziel. Darüber hinaus kann das Verhältnis von Advektion zu einer
wirbelbedingten Dispersion bestimmt werden. Den beiden Realisierungen in 
Abb. 5-22 liegt eine Anfangsverteilung der Teilchen im Zentrum des Jets 
mit einem mittleren Abstand von 2 km zugrunde. Die Trajektorien zeigen 
eine verstärkte zonale Drifter-Dispersion sowie ein teilweise recht lan­
ges Verweilen in einzelnen Wirbeln. Das Verhältnis von Advektion zu Dis­
persion ist in zonaler Richtung etwa 1 - 2 ,  in meridionaler Richtung mit 
4 - 6  sehr viel größer.
Die nichtlineare Instabilität der vorgestellten Modellrechnungen 
weist neben der Mäanderbildung als Hauptausdruck der baroklinen Instabi­
lität auch die Ablösung von Ringen bzw. Einzel- sowie Doppelwirbeln auf. 
Diese Strukturen sind nicht an die Existenz einer Jetströmung gebunden. 
Die Beschäftigung mit der Dynamik solch isolierter Erscheinungen liegt 
daher nahe.
Als besonders stark ausgeprägte und auffällige Form einer isolierten 
Struktur sind die Golfstromringe Gegenstand zahlreicher Untersuchungen 
(z.B. MIED & LINDEMANN, 1979; STERN & PRATT, 1985 oder auch SCHMITZ & 
HOLLAND, 1986). Weitere Studien isolierter Vorticity-Strukturen stammen 
von McWILLIAMS et al. (1986).
Ein isolierter Wirbel zeichnet sich durch seine starke Nichtlineari­
tät aus. Das führt dazu, daß die Dissipation einer solchen Struktur vor­
nehmlich durch Reibung bestimmt ist und nicht durch die Rossby-Wellen- 
Dispersion (McWILLIAMS & FLIERL, 1979). Obwohl demnach der Einfluß des 
ß-Terms recht gering ist, ist doch bei mesoskaligen Strukturen nach Art 
der Golfstromringe die Breitenabhängigkeit des Coriolisparameter nicht 
vernachlässigbar.
Die Bedeutung isolierter Strukturen im Hinblick für die mesoskalige 
Dynamik im offenen Ozean ist nicht vollständig geklärt. Vielfach können 
Vorgefundene Strukturen als solche Einzelerscheinungen interpretiert 
werden. Darüber hinaus deuten Model 1rechnungen darauf hin, daß Modon- 
strukturen wie auch Einzelwirbel durchaus einen bedeutenden Teil der 
Dynamik ausmachen können. So findet sich in Stromaufspaltungsregionen 
häufig ein nahezu ortsfester Doppelwirbel zwischen den divergierenden 
Stromarmen. In der Atmosphäre spielen Modonen beim Auftreten einer 
'blocking'-Situation eine Rolle (FLIERL et al., 1980; McWILLIAMS, 1980; 
McWILLIAMS et al., 1981).
Am kurzwelligen Ende der Mesoskala findet man im Ozean auch Struktu­
ren (in ihrer horizontalen Ausdehnung mit dem lokalen Rossby-Radius 
vergleichbar). Obwohl sehr schwer zu beobachten, existiert eine Anzahl 
von theoretischen Arbeiten zur sog. 'internen barotropen Instabilität 
(IBI)' dieser Wirbel (GENT & McWILLIAMS, 1986; McWILLIAMS & GENT, 1986). 
Aufgrund ihres internen Amplitudenmaximums hängt diese Form der Instabi­
lität eng mit den sprungschicht-intensivierten Schermoden zusammen (sie­
he Abschnitt 4.3). In diesem Zusammenhang sei auf den Ubersichtsartikel 
von McWILLIAMS (1985) verwiesen, der sich mit submesoskaligen kohärenten 
Wirbeln befaßt.
Die Vertikalstruktur isolierter Phänomene wurde in den bisherigen Un­
tersuchungen zumeist durch nur zwei Freiheitsgrade approximiert. Die Er­
gebnisse dieser Arbeit in bezug auf die Bedeutung der Vertikalstruktur 
legen eine nähere Betrachtung dieser Phänomene mit einem vertikal hoch­
auflösenden Modell nahe. Eine erste Erweiterung stellt KILLWORTH (1986) 
am Beispiel interner Mittelmeerwasserlinsen vor.
5.4 Die Instabilität eines großskaligen Mäanders
Die bisherigen Untersuchungen beschränken sich auf die Betrachtung 
jetartiger Zonal Strömungen. Neben einer rein stochastischen Anregung und 
einer vorgegebenen lokalen Abweichung von der Zonalität (im Sinne einer 
kleinen Störung) erscheint auch die Annahme der Existenz eines großska­
ligen Strommäanders sinnvoll, um mesoskalige Instabilitätsprozesse zu 
untersuchen. Aufgrund der Nichtzonalität der Stromarme erwartet man für 
diesen Fall auch ohne überlagerte Störungen das Einsetzen einer Instabi­
lität. Die Parameter für dieses Experiment sind an eine Situation ange­
paßt, die KÄSE et al. (1985) im Frühjahr 1982 im Kanaren-Becken vorfan­
den (Abb. 5-23).
Die Analyse der dynamischen Topographie ergab eine Überlagerung des 
linearen meridionalen Trends durch eine großskalige Rossby-Welle und ein 
aus mesoskaligen Wirbeln von etwa 100 - 120 km Durchmesser bestehendes 
Restfeld.
Abb. 5-23 Dynamische Topographie 25/1500 dbar in ma/s* für das Kanaren- 
Becken im Frühjahr 1982 (aus KÄSE et al., 1985).
Aus den Ergebnissen der vorangegangenen Studien kann man schließen, 
daß bei den vorgegebenen Schichtungs- und Strömungsprofilen barokline 
Instabilitätsprozesse nicht zum Anwachsen dieser Rossby-Welle führen.
Aufgrund ihrer offensichtlich starken Ausprägung bildet diese Situa­
tion ohne mesoskalige Variabilität die Grundlage zu einem weiteren Expe­
riment im Kanaren-Becken über die Instabilität nichtzonaler Stromarme. 
Die detaillierte Form der idealisierten horizontalen Stromfunktion ist 
Anhang A6 zu entnehmen.
Beispiele für die Betrachtung der Instabilität großskaliger Wellen­
strukturen finden sich (unter einer etwas anderen Fragestellung für die 
Atmosphäre) bei FREDERIKSEN (1978) sowie bei GROTJAHN (1985a,b). Danach 
sind erhebliche Änderungen der Anwachsraten sowie der instabilen Skalen 
in Abhängigkeit von der Position relativ zum langwelligen Grundzustand 
anzutreffen.
Abb. 5-24 zeigt die zeitliche Entwicklung der externen Stromfunktion 
für die 50 Tage der Integration. Man erkennt ein sofort einsetzendes Ab­
strahlen barotroper Rossby-Wellen-Energie ('radiating instability', sie­
he TALLEY, 1983) an den nichtzonalen Armen des Mäanders und den nach­
folgenden Zerfall des Grundzustandes in Wellen der Wellenzahl 3 (etwa 
213 km). Dennoch ist es möglich, anhand der Anordnung der Wirbel den 
zugrundeliegenden großskaligen Mäander zu identifizieren. Dieser verla­
gert sich mit etwa 2 cm/s nach Osten, ist also trotz seiner großen zona­
len Wellenlänge nicht retrograd. Dieses Ergebnis paßt gut in das Konzept 
vertikaler Schermoden, die bei einer vergleichbaren Schichtung auf die­
sen Skalen ebenfalls nur eine geringe Phasenausbreitung besitzen. Im 
Gegensatz zu IKEDA's (1981a) Ergebnissen findet kein Anwachsen der meri- 
dionalen Mäanderamplitude statt.
Der Zerfall des Mäanders in EinzelWirbel bedeutet eine Anregung von 
Oberschwingungen, die durch die Periodizität entscheidend geprägt ist. 
Die am Beispiel der kinetischen Energie in 442 m Tiefe in Abb. 5-25a 
dargestellte zeitliche Entwicklung der spektralen Verteilung zeigt dem­
entsprechend nach 20 Tagen ohne nennenswerte Änderungen ein bevorzugtes 
Anwachsen der ungeraden Partialwellen. Innerhalb von 10 Tagen übernimmt 
dann die niedrigste Oberschwingung von 216 km Wellenlänge die prägende 
Rolle. Die vergleichsweise heftige Instabilität kommt im Verhältnis zwi­
schen kinetischer und potentieller Energie an Tag 40 (Abb. 5-25b) zum 
Ausdruck.
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Die Zeitverzögerung bis zum Einsetzen der baroklinen Instabilität 
resultiert daraus, daß im Gegensatz zu den bisher untersuchten Instabi­
litäten zonaler Strömungen der Anfangszustand nur in sehr geringem Maße 
Energie auf den Skalen maximaler Schermoden-Instabilität (50 - 80 km) 
besitzt. Die nichtlineare Energiekaskade zu größeren Skalen hin setzt 
jedoch erst bei 'merklichen' Strömungsamplituden ein: liegt ein nichtli­
neares Regime vor, läuft die weitere Entwicklung relativ zügig ab.
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Abb. 5-25 (a) Zeitliche Entwicklung des zonalen Spektrums der kineti­
schen Energie in Schicht 4 (442 m) in doppeltlogarithmischer 
Darstellung. Offset zwischen den Kurven: jeweils eine Dekade,
(b) Vergleich zwischen der kinetischen und potentiellen Ener­
gie während der Instabilität am Tag 40.
Das Dichtefeld zeigt während der Abstrahlung der externen Rossby- 
Wellen 20 Tage lang kaum Änderungen. Dann bilden sich innerhalb eines 
Monats intensive Fronten. Deutlicher sind die entstehenden mesoskaligen 
Fronten jedoch im Feld der quasigeostrophisehen potentiellen Vorticity 
(QGPV) zu sehen (Abb. 5-26).
Abb. 5-26 Zeitliche Entwicklung der quasigeostrophisehen potentiellen 
Vorticity zwischen Schicht 4 und 5 (529 m) für den großskali- 
gen Mäander. Isolinienabstand: 10 5; ab Tag 40: 2*10—3.
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Abb. 5-27 Zeitliche Entwicklung der Dichte entlang eines Zonalschnitts 
durch die Mitte des ModelIgebietes. Isolinienabstand: 10 *'.
Anhand eines zonalen Vertikalschnitts der Dichteverteilung durch das 
Zentrum des Gebietes (Abb. 5-27) wird die Advektion des großskaligen 
Feldes nach Osten deutlich. Im Dichtefeld entwickelt sich nach 40 Tagen 
eine Variabilität auf kleineren Skalen, die scheinbar relativ zum Mä­
ander ostwärts wandert, jedoch lediglich auf die Bildung der Wellen (al­
so meridionale Dichteadvektion) zurückzuführen ist.
Die weitere Integration führt zu einer fortschreitenden Barotropisie- 
rung ohne eine meridionale Ausweitung der Mäanderamplitude und unter 
weiterhin symmetrischen Verhältnissen.
Eine Reihe zusätzlicher Rechnungen mit verändertem Gitterabstand (und 
einer damit veränderten Mäanderskala) bestätigt die Vorstellung, daß der 
Zerfall des langwelligen Grundzustands stets zu einer Skala von annä­
hernd Lg führt, der Grenzwellenlänge zum Rossby-Wellen-Regime.
Für die typischen Verhältnisse im Kanaren-Becken mit einer Oberflä­
chengeschwindigkeit von etwa 25 - 30 cm/s deckt sich diese Skala mit 
der beobachteten Horizontal Skala der Variabilität.
6. SCHLUSSBETRACHTUNG
6.1 Ergebnisse der ModelIrechnungen
Mit Hilfe eines lokalen quasigeostrophisehen Modells wurden mesoska- 
lige Instabilitätsprozesse an ostwärtigen Strömungen im offenen Ozean 
untersucht. Dabei stand insbesondere der Einfluß der Vertikal Struktur 
auf das Verhalten von Jets in Frontalzonen, die Mäanderbildung und Wir­
belablösung sowie die Wellenausbreitung in Regionen mit Stromscherungen 
im Mittelpunkt. Die Ergebnisse zeigen:
Die Kombination aus typischen Dichteschichtungen und Strömungspro­
filen des Nordostatlantiks ermöglicht die Existenz instabiler ver­
tikaler Schermoden für einen weiten Bereich mesoskaliger Wellen. 
Die minimale Anwachszeitskala von etwa 8 - 1 0  Tagen tritt bei etwa 
50 - 80 km auf.
Anhand ihrer Vertikal Struktur lassen sich instabile Schermoden in 
zwei Klassen einteilen: oberflächen-intensivierte und tiefsee- 
intensivierte Moden. Ein internes Stabilitätsminimum der Dichte­
schichtung modifiziert für sehr kurze Wellen (Größenordnung Rossby- 
Radius) die Oberflächen-Mode zu einer vollständig internen, sprung- 
schicht-intensivierten Mode. Generell bestimmen die Oberflächen- 
Moden aufgrund ihrer großen Anwachsraten die Struktur der Instabi- 
1ität.
Die dominant instabile Jetmode besitzt eine Meridionalstruktur, die 
mit dem Strömungsprofil nahezu übereinstimmt und zeugt damit von 
der geringen Bedeutung barotroper Instabilität.
Im nichtlinearen Regime führen barokline Instabilitätsprozesse 
eines Zonaljets zur Mäanderbildung mit zonalen Wellenlängen von 
typischerweise 160 - 200 km und meridionalen Amplituden von etwa 
200 km. Diese Skalen stimmen gut mit Beobachtungen überein.
Die Abschnürung von Wirbeln bedarf einer Richtungsumkehr des Strö­
mungsprofils in mittleren Tiefen sowie einer starken lokalen 
Frontverschärfung, so daß barotrope Instabilität wirksam werden 
kann. Typische Wirbeldurchmesser liegen bei 100 - 120 km. Die Rota­
tionsgeschwindigkeiten können mit 40 cm/s die Geschwindigkeit des 
Frontaljets um das Doppelte übersteigen.
Das Strömungsprofil erweist sich für die Instabilitätsvorgänge als 
der bestimmende Faktor: relativ flache ostwärtige Strömungen ent­
wickeln ausgeprägte Instabilitäten. Die Vertiefung des Stromprofils 
aufgrund des nichtlinearen Transfers führt zu einer Stabilisierung 
der Frontalzone. Die Erfassung der vertikalen Struktur ist eine 
wesentliche Voraussetzung für eine realistische Simulation mesoska- 
liger Dynamik.
Die Instabilität einer Frontalzone bleibt innerhalb mehrerer Monate 
beschränkt auf einen etwa 500 km breiten Streifen um die mittlere 
Jetachse. Lediglich die Energie barotroper Rossby-Wellen kann das 
Erzeugungsgebiet nordwest- und südwestwärts verlassen. Der mit der 
baroklinen Instabilität verbundene polwärtige Wärmefluß scheint 
ebenfalls nur lokal von Bedeutung zu sein.
Die Abbildung interner (quasigeostrophischer) Bewegungs- und Insta­
bilitätsvorgänge auf die Oberflächenschicht durch Advektion zeigt 
eine typische Fronten- und Mäanderbildung, wie sie auch in Satelli- 
teninfrarotaufnahmen der Temperatur gefunden werden.
Experimente mit Driftkörpern zeigen eine deutliche Anisotropie in 
den Bahnen im Frontalgebiet mit teilweise langen Verweilzeiten ein­
zelner Drifter in geschlossenen Wirbeln.
Der Impulsfluß in der Frontalzone ist während des gesamten Instabi- 
1itätsVorganges konvergent auf die mittlere Jetachse gerichtet, so 
daß sich die frontogenetisehen Prozesse über Zeiträume von Monaten 
hinweg mit den Ausgleichsprozessen (barokline Instabilität und 
Mäanderbildung) balancieren können und die Frontalzone zu einem 
dauerhaften Phänomen wird.
Das hier entwickelte und anhand von exemplarischen Simulationen 
lokaler mesoskaliger Dynamik vorgestellte Modell ermöglicht die vierdi­
mensionale Analyse und Prognose von Druck- und Dichteverteilungen im 
offenen Ozean. Im Bewußtsein der Beschränkungen durch die quasigeostro- 
phische Approximation kann es in vielfältiger Weise eingesetzt werden.
Aus den ersten Ergebnissen wird der Bedarf an hochauflösenden Strö­
mungsmessungen in der gesamten Wassersäule sowie der wiederholten Ver­
messung einzelner Gebiete innerhalb weniger Wochen deutlich. Dadurch 
könnte eine engere Verknüpfung der Modellrechnungen mit den Prozessen im 
Ozean erfolgen.
Bei der Untersuchung ozeanischer Dynamik stößt die quasigeostrophi- 
sche Approximation in einigen (kritischen) Punkten an die Grenzen ihrer 
Gültigkeit. Die Berücksichtigung weiterer Prozesse im Rahmen dieser 
Theorie gestaltet sich oft als recht problematisch. Eine vielverspre­
chende Erweiterung der Quasigeostrophie stellt allerdings das erwähnte 
'Balance-Gleichungs-System' dar, dessen rechnerischer Aufwand zwar etwas 
größer, im Hinblick auf die zusätzlichen physikalischen Prozesse jedoch 
gerechtfertigt ist. Darüber hinausgehende Vorgänge (insbesondere Effekte 
der durchmischten Deckschicht sowie der Thermodynamik) legen eine iso- 
pyknische Formulierung in einem 'primitive equations1-Modell nahe.
ANHANG
Al: Lineares System zur Berechnung der Vertikalgeschwindigkeit (3.18)
(V2 + (fo/N)2 32/3za) w =
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im M-Level-Spektral-Modell (w-Eigenfunktionen : £ w = £)
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A2: Eigenwertproblem des 1inearisierten Systems
Mit der Bezeichnung r = 2(fo/N )a/H lauten die von Null verschie-
m m m
denen Koeffizienten des allgemeinen diskreten Eigenwertproblems für 
M Level der Form w  ^  e = £  e mit den vertikalen Randbedingungen 
= 0 für z = 0,-H
a) Vertikale Moden (f-Eigenfunktionen)
A = (^l/^1 • ••■» •••• 0)m,m+l 1 1  m m
Am,m = ..... ~rm-1/hm~rrt/hm......."rM-l/hM)
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b) Vertikale Schermoden
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c) Vertikale und meridionale Jetmoden für einen gaussischen Jet
im 9-Level-Modell für 64 Punkte in meridionaler Richtung mit 
Periodizität in meridionaler Richtung
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Bj+63(m—1),j+63m ' rmumk exp(sj>
Bj+63(m-l),j+63(m-1)+l
- umk «p(Sj)
B63m,63m+1 ‘ un.k *XP<S63>
Bj+63(m-l),j+63(m-l) = - 2umk exp(Sj) + (Ayk*)U|nk exp(Sj)
+ ßkAy2 + (Ayuy )a(l+Sj)umk exp(Sj)
- V l V l k exP<sJ> - rm V l k ex»<
B63(m-1)+l,63(m-l) ' umk “r t V
Bj+63(m-l),j+63(m-l)-l ‘ umk exp(si>
ßj+63(m-l),j+63(m-2) = rm-l umk
A3: Idealisierte Dichteschichtung (normiert mit Boussinesq-p*)
P r ( z )  ■ 1 -  Ap i t a n h ( v j z )  -  Ap2 e x p ( - ( v 2 ( z - z 0 ) ) a )
N’ (z) - 9Prz(z)
= giApiVjitanh’iviz)-!) - 2Ap2v22(z-zo)exp((v2z)a))
Profil 1 Profil 2
Api = 1.250-10'3 Api = 1,250*10_3
Ap2 = 0.0 Ap2 = 0.625*10 3
vi = 1/(600 m) Vi = 1/(600 m)
v2 = 1/(600 m) 
zo = - 600 m
A4: Idealisierter gaussischer Zonaljet
uo(y.z) =(uoiexp(-}i2z) + u02 exp(-(nzz)2))*exp(-(Uy(y-y0))’)
foiy.z) = -(*i'oiexp(-nzz) + *l'o2 exp(-(uzz),))*erf(ny(y-yo))
Hz - 1/(600 m); uy - 1/(50 km)
yo Mitte des betrachteten Gebietes
Profil 1 Profil 2
uoi = 0.2 m/s uoi = 0.0
uo2 = 0.0 Uo2 = 0.2 m/s
Voi = 1.0-10* m 7 s  y0i » O.o
4'o2 = 0.0 4*02 - 1.0*10“ m 7 s
A5: Horizontal Struktur der isolierten Trog/Rücken-Störung im Zonaljet
V(x,y,z) = -*Po(z)erf(u .(jr-y0) + _
+ (wyjixs/uys) ¿Ze (x-xo) exp(-wxs(x-x0))a))
Querskala des Jets |i . = 1/(50 km)
J J
Zonalskala der Störung uxs = 1/(50 km)
Meridionalskala der Störung u = 1/(25 km)
ys
xo Mitte des betrachteten Gebietes 
y0 Mitte des betrachteten Gebietes
A6: Horizontal Struktur des groBskaligen Frontal-Mäanders
^ix.y.z) = -4'o(z)erf(nyj(y-yo) + (nxj/nys) cos(27rnxB(x-x0)))
Querskala des Jets ii . = 1/(50 km)
y 3
Zonalskala der Störung nxs = 1/Lg = 1/(640 km)
Meridionalskala der Störung u = 1/(150 km)
ys
xo Mitte des betrachteten Gebietes 
y 0 Mitte des betrachteten Gebietes
A7: Vertikaldiskretisierung 9-Level-Model1 (IDEALISIERTES PROFIL 2) 
Eigenfunktionsdiskretisierung (konventionelle Diskretisierung)
Level Schichtdicke Stabilitätsfrequenz Stromfunktion 

























9 1672 (2500) 0 (0)
Gesamttransport: 10 SV
Vertikaler Mode Rossby-Radius Modezerlegung ¥(z)
______________________________________ c m ) ___________________________in
0 2000.0 (2000.0) 11.8 (10.2)
1 19.6 (21.2) 66.5 (56.5)
2 9.7 (9.7) 13.9 (7.8)
3 5.9 (8.4) 0.9 (6.7)
4 4.4 (5.8) 0.4 (9.2)
5 3.5 (4.6) 2.4 (1.7)
6 3.2 (4.0) 2.0 (2.3)
7 2.9 (3.5) 2.1 (3.9)
8 2.3 (3.2) 0.1 (1.7)
A8: Vergleichsrechnung Vertikalauflösung (IDEALISIERTES PROFIL 2) 
Schichtdicken (m):
Level 1 2 3 4 5 6 7 8 9
4000 734 296 177 127 99 84 73 65
3266 1136 452 324 247 182 144 119
2568 1030 383 288 244 205 173
2341 1020 358 238 196 180
2146 1017 355 230 175




Stabi1i tätsfrequenzen (0.001 1/s):
Level 1 2 3 4 5 6 7 8 9
- 2.42 4.21 3.64 4.05 4.21 4.27 4.31 4.34
0.82 2.77 2.87 2.34 2.64 3.19 3.56
0.59 2.10 2.75 3.00 2.73 2.37
0.42 1.65 2.37 2.81 2.99





Level 1 2 3 4 5 6 7 8 9
oo 32.5 25.4 22.5 21.0 20.1 20.2 19.8 19.6
10.4 8.7 9.0 8.1 8.4 8.4 8.3
7.4 6.5 6.2 5.8 5.9 5.9
5.2 4.6 4.7 4.4 4.4




Stromfunktionsamplituden (ma/s) (STRÖMUNGSPROFIL 2):
Level 1 2  3 4 5 6 7 8 9
1250 6812 11175 10023 9676 9552 9494 9474 9435
0 1484 6521 7758 8379 8759 8970 9066
0 270 3111 4925 6278 7163 7722
0 65 1530 3177 4490 5442
0 18 883 2140 3208




Gesamttransport jeweils 10 Sverdrup.
A9: Vertikaldiskretisierung 9-Level-Mode11 (KANAREN-BECKEN) 


































Vertikaler Mode Rossby-Radius Modezerlegung 'P(z)
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