Buch and Rimányi proved a formula for specializations of double Grothendieck polynomials based on the Yang-Baxter equation related to the degenerate Hecke algebra. A geometric proof was found by Yong and Woo by constructing a Gröbner basis for the Kazhdan-Lusztig ideals. In this note, we give an elementary proof for this formula by using only divided difference operators.
Introduction
Let S n denote the symmetric group of permutations on {1, 2, . . . , n}. For a permutation w ∈ S n , the double Grothendieck polynomial G w (x; y) was introduced by Lascoux and Schützenberger [10] , which is the polynomial representative of the class of the Schubert variety for w in the equivariant K-theory of the flag manifold. For v ∈ S n , the specialization G w (y v ; y) = G w (y v(1) , y v(2) , . . . , y v(n) ; y) (1.1) gives the restriction of this class to the fixed point corresponding to v. Buch and Rimányi [3] proved a formula for G w (y v ; y) based on the Yang-Baxter equation related to the degenerate Hecke algebra. Buch and Rimányi [3] also pointed out various important applications of this formula. By constructing a Gröbner basis for the Kazhdan-Lusztig ideals, Yong and Woo [12] found a geometric explanation for the Buch-Rimányi formula.
As observed by Buch and Rimányi [3, Corollary 2.3] , the classical RC-graph (or, pipe dream) formula of G w (x; y) can be directly obtained from G w (y v ; y) by applying their formula to G w (x 1 , . . . , x n , y 1 , . . . , y n ; y 1 , . . . , y n , x 1 , . . . , x n ). Moreover, taking the lowest degree homogeneous component of G w (x; y) yields the RC-graph formula of the double Schubert polynomial S w (x; y). For other proofs for the RC-graph formulas of double Schubert and Grothendieck polynomials, see, for example, [4, 5, 7, 8, 11] .
In this note, we give an elementary proof for the Buch-Rimányi formula by using only divided difference operators. This implies that the RC-graph formulas for double Schubert and Grothendieck polynomials can be derived directly from divided difference operators. In particular, this leads to a simple proof of the influential Billey-Jockusch-Stanley formula for the (single) Schubert polynomial S w (x) [1, 2, 6] . Our argument seems to be simpler as far as the RC-graph formulas of double Schubert and Grothendieck polynomials are concerned.
The Buch-Rimányi formula
Let us begin with the definition of double Grothendieck polynomials. For a permutation w ∈ S n , let ℓ(w) denote the length of w, which equals the number of pairs (i, j) such that i < j and w(i) > w(j). Let w 0 = n · · · 21 be the longest permutation. Set
For w = w 0 , choose a simple reflection s i such that ℓ(ws i ) = ℓ(w) + 1, where ws i is the permutation obtained from w by interchanging w(i) and w(i + 1). Define
Here, ∂ i is the divided difference operator applying only to the x variables. That is, for a rational function f ∈ Z(x, y),
, where s i f is obtained from f by interchanging x i and x i+1 .
To describe the Buch-Rimányi formula, consider the left-justified array ∆ n with n−i squares in row i. For 1 ≤ i ≤ n, let I(w, i) = {w(j) | i < j, w(i) > w(j)}, and set c(w, i) = |I(w, i)|. It is clear that 0 ≤ c(w, i) ≤ n − i. Let D(w) be the subset of ∆ n consisting of the first c(w, i) squares in the i-th row of ∆ n , where 1 ≤ i ≤ n. Note that D(w) corresponds to the bottom RC-graph of w, as defined by Bergeron and Billey [1] . Assume that the values in I(w, i) are Theorem 2.1 (Buch-Rimányi [3] ). For permutations u, v ∈ S n , we have
3)
where G u (y v ; y) = 0 if H(u, v) is an empty set.
Elementary proof of Theorem 2.1
We need two lemmas which follow from the definition of G w (x; y).
Proof. By definition (2.2) and substituting x i by y v ′ (i) , we have
which is equivalent to (3.1).
Proof. By definition (2.2) and substituting x i with y v(i) and y v ′ (i) respectively, we see that
which, together with the fact that v(i) = v ′ (i + 1) and
Proof of Theorem 2.1. The proof is by induction on ℓ(v). We first consider the case ℓ(v) = 0, that is, v is the identity permutation e. In this case, the argument is the same as the proof of formula (2.19) in [9] for double Schubert polynomials. If u = e, then it is trivial that G e (y e ; y) = 1. For u = e, G u (y e ; y) = 0 follows from the general fact that G u (y v ; y) = 0 when u ≤ v in the Bruhat order, which can be easily verified by descending induction on ℓ(u). By
Since u ≤ v, we have us i ≤ v and us i ≤ vs i . By definition (2.2) and by induction hypothesis,
Assume now that ℓ(v) > 0. Let s r be the last descent of v, that is, r is the largest index such that v(r) > v(r + 1). Write v = v ′ s r . Clearly, the bottom row of D(v) lies in row r of ∆ n . The leftmost square in the bottom row of D(v), denoted B 0 , has weight
.
Let u = u ′ s r . There are two cases. Case 1. s r is a descent of u. By Lemma 3.1 and by induction hypothesis, we have We claim that H(u, v) is the disjoint union of the following sets:
This can be easily seen as follows. Keep in mind that B 0 is labeled by
and hence either D ∈ S 2 or D ∈ S 3 . By the above claim and in view of (3.3), we obtain that G u (y v ; y) = This completes the proof.
