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REDUCING OF RELATION ALGEBRAS TO SEMIGROUPS 
D.A. Bredikhin 
Saratov Polytechnical Institut 
By a relation algebra we mean an algebra У -
= (Л; • 1", v, л,-, 0,1) such that. (A; v, л,~, 0,1) is a Boolean 
algebra, (А; • , 1' ) is a monoid,) " is an involutive anti-auto­
morphism of (A, •,!'), - and ~ are distributive over v , an8 
for , all a, b e A , a" (ab)" 5 IT [1J. 
The following condition is very important in the theory 
of relation algebras and its applications to logic [1]: 
(3 u, v) u~u < & v~v S 1' & u~v = 1 .  (!) 
Denote by ЭС the class of all relation algebras satisfying 
the condition (I). 
We associate to each relation algebra У the semigroup 
У* - (A;,*) with the additional unary operatiön * such 
that a* = 1' А а . bet ** = {ЭД*|У e X} . Theorems 1 and 2 
below show that each jrelatiön algebra У belonging to X 
can be reduced to У* . 
Denote by Alg(*U) the set of all algebraic functions of 
an algebra У Г21 . Note that algebraic functions are often 
called polynomial functions. 
THEOREM 1. For each relation algebra У belonging to X, 
Alg(V) = Ale(V*), V 
THEOREM 2. Suppose that У and 9 are relation algebrSü 
such that У g 96 and У* is isomorphic to Ж* . Then the 
relation algebras У and ® are isomorphic. 
Proof. It is known [1] that any У e 9C is representable. 
This means that У is isomorphic to some algebra of binary 
relations of the form ($; •,",Д, и, П,0,S) where E is an 
equivalence relation on the set X, $ is the set of all bin­
ary relations В on X such that Äi E , • and ~ are the 
relation product and the relation inverse respectively, i.e. 
B'G - {(x,y) I (Эл) (x, z) e R & (e,y) e <7} , 
It s {(X,y)l(y,x) e R} , ; 
Д = {(х,лг)| x e X) is the diagonal relation and 
R - E \ h .5 f (x, у) I (x, у) щ E & (x, y) * R} 
' v ' . t : 
So, without loss of generality, we may suppose that У = 
= <«;•>,-,Л,U,Л.~. 0,5). j 
Denote by Be(a.b) the following formula: 
a" a < 1* & b~b < V & a" b=l.. 
We shall write a** instead of (a*)* . Note that if Я «= $ 
then 
I? = А л Й- = {(x, x) I (x, x) e Д} 
and 
Ä** = А л R = {(x, x) I (x,x) e Д . 
LEMMA 1. If R,G,U*= 5 and Re(Z7, Ю holds on У , then 
S - Ü~'V , A = (С7--Ю** , 
R - \Г-(П'В-Г-)**-0 , 
JT = U~'([J°R'V-)*> V ,  
R П в = (r°(U°R°V-)**°XU°G°V-)**'V , 
В \J G - СГ»((Р.Д. r-)*.(£7-ff.  r-)*)*« Г . 
j ' 
Proof. It follows from U"°U с. A and « F с Д that Ü 
and И are functions. Therefore, we can write у - Uix) and 
у = F(x) instead of (x, у) e У and (x.y) e f . Since E -
= <7"» И , we have that for each pair (x,y) e there exists 
z « Jf such that У( я) = x and P( z) = у . 
By the definition of Re( О, V) we have U~«V -  E and 
(СГ-.Р)** = /* = Я П Л = A . 
Suppose that (x, y) « £T* • ( O« R- V ) * - V. Then x - Z7( г) and 
у - U( z) for some г e X such that ( z, г) e U°R°V , hence 
(y,x) = (ü( z)) e Д , i.e. (x,y) e Д" . Conversely, Jx.y) « R~ 
implies (y,x) « Л . Since £J( i) = у , V( z) - у and Viz) - x 
for some z « Л" . we have (z, г) e (U°R° V) henoe (x,y) = 
= ( 7( z), <7( z)) e \Г'№В'Г-)**>а . Thus Д" = V~ • i U-R° )**- U. 
Suppose that (x,y) « Cf"°(.U'R' V~)*« V . Then x = (/(z) 
and у = P( z) for воет " z such that (z, z) « (U'R-V") , 
hence (z, z) e U'B'V , thus (x,y) = (Ui z), V( z)) «R, i.e. 
(x, y) er,. Conversely, if (x,y) e £Г •( Г" )*• f , , У( z) = 
= x and K( z) - у , then (z, z) < {U'R-Y")* or equ iva lent ly, 
( 2, z) e a°R'V . It follows that (x, y) = (Wz), P( z)) e Я , 
i.e. (xf у) e S-. Therefore, = W° (U°R° V~)*° V .  
Suppose that (x,y) e £Л*.(£Л.Я» Г*)**• (00«У~)*%° V . Then 
there exists (z, г) « {'?")**•( р-.р» р-)** such that x = 
= Z7( z) and у = V( г) . It follows that (z, z) e  R*V~ and 
(z,z) e , hence (x,y) = (<7( z), 7(z)) с Л and (x,y) = 
= (Z7(z),T(z)) e G , i.e. (x,у) e д n (? . Conversely, if (x,y) 
4 
is in Д П G then (x, y) e Д and (x, y) e G. Since x = У( 2 )  
and у - 7( z) for some г , we. have {г, г) e (U-R- 7~) ** and 
(*,.*) <£ hence (г, 2) e ( У° Д» 7") ** • (ij° 7") ** and' 
thus (x,y) = (£7(2), 7(z)) e [ r * < . ( J ' R ° V " ) * * .  Hence 
(x,y) = (У( z), Viz)) « IT'iU'R'V) **. ((7- (?' r-) '**. 7 . Therefore,: 
- 
: >к>к К * •, v-T 
Л n G - U-°{U°R°V-) '{U'G'V) -7 .  -
Suppose that (x,y) e y. (( Cf°R° P" )*° (. (J°G° V" )*)*° V. Then 
there exists г such that x - U( z) and 
(z,z) e UU*R°V~)* ..(0°G°V~-)*)* :  - (( У-Д» 7-)*. ( y.<?. 7" )*)* = 
- (У-Д- 7-)**U (£/•&<• Г1)** , 
hence ( 2 , 2 )  *= U°R°V" or (z,z) e 0°G°V~ .  It follows that 
(x,y) = ( У( 2 ), 7( z.),) « S or (x,y) •= ( У( z), 7( z)) « У , i. e. 
(x,y) e Д и ff- Conversely, if (x,у) e R \J G , then either 
(x,y) <= Д or (x, у) e S . Since x = У(г) and у = 7( z) for 
I )iC )fc ' '' 54C 
some z , we. have ( 2 ,  z) -e (U-R-V^) or ( 2 ,  г) e (U*G°V) ,  
hence 
(z, 2 )  e (i/.ДоV-)** U ( У» (?• 7") ** = ((У-Д-Т")* n (У-S-r-)*)* = 
= (((/.Д. P^ -)*.(ff.ß. (л-)*)* . 
It follows that 
(x,y) = (У( z) , 7( 2 )) e У • ((У- Д. Г- ) *-(  (?- P" )*') *- 7 . 
Therefore, Д U (?"- У • (( У-Д-741 )*( У»G- 7")*)*> К . 
Lemma 1 immediately implies Theorem 1. 
Denote by Qe(a, b, c, d) theZ following formula: 
(V t) ca - db & (ac) **a = a & с(ас)**; с & 
. & (bd)**b - b & d(bd)**- d & 
& cat - tea - t & c(atd)**b = t . 
LEMMA 2. If У, 7 e S , Re( У, 7) implies Qe( У, 7, У , 7") . 
Suppose that У, 7, Л.<Е 4 and 
У-.УсД, V"'U с Л , У» 7 = Д . 
Since for each x e X there exists 2 such that У( z) = jr = 
= 7(2) , we have СГ-О - V~ -V = Д and ir°U'-R = R'-U~cU -  R .  
If (x.y) U then (x, x) e ((/-У)** and (x,y) e 
( (А У)**« У , hence U ( Г/-(Г )** • U. Conversely, (У-У )**-</ с 
i"0 -U. Therefore, (У=У )**«У = У. Analogously, У •> ( У' У) **= 
У, (7-7")** * 7 = 7, 7-.(7.р-)** = 7'. 
Suppose that (jr,jr) e Д . Since . дг - У( z) and у =' 7( z) 
for some z , we have ( z, 2) <S (У« Д« 77 )** , hence 
(x.y) = ( У( 2 )  , 7( 2) ) e У"-(У^Д- 7 )**' 7 
5 
2 
Conversely, ZT" ° (<7° Д» У" ) ** « У с U~ ° U* R° Y~ ° V - А-Я-Л = Д and so 
we have the equality U"°(U°R° У)**-V = Д . 
LEMMA 3. Suppose that ® is a relation algebra and 
Qe(a, b, c, d) holds on ® . Then с - a" , d - b" and Re(a, b) 
holds on 9S . 
Note that each relation algebra satisfies the identity 
ab л cd £ a(а"с л bd")d [3]. We shall use it without expli-
cite reference. Since ca - db and cat = tea = t for all 
t, we have ca = db - 1' . 
I 
Further, 
a - (ac)**a = (асл1" )a S (алс") ca 5 c~ ca = c"l' - c~ . 
Analogously, с - a" and thus с = a~ and iji the same we get 
the equality d - b" . 
Since 1 = c(ald) **b £ cb = a" b , we have a~ b - 1 .  
It is easy to see that Lemmas 1-3 imply Theorem 2. 
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RELATSIOONIALGEBRATE TAANDAMINE POOLRÜHMADELE 
D.A.Bredihin 
R e s ü m e e  
Artiklis on vaatluse all relatsioonialgebrad, mis defi­
neeris A.Tarski töös [1]. Tähelepanu on keskendatud nende al­
gebrate ühele klassile 9C , yiis omab erilist tähtsust loogi­
kas. Igale algebrale It e 9C seatakse vastavusse täiendava 
unaarse tehtega * poolrühm It . Tõestatakse, et algebra 
41 ja poolrühma У algebralised (teises terminoloogias 
polünomiaa1sed) funktsioonid ühtivad ja et kaks relat­
sioon ialgebrat И ja ® , kus It e 9c ,'on isomorfsed para­
jasti siis kui on isomorfsed vastavad poolrühmad tl* ja . 
Tartu Ülikooli Toimetised, 953 С19925, 7 - 18. 
SEMI-SYMMETRIC FUNDAMENTAL TRIPLETS 
ti.Lumiste 
Department of Algebra and Geometry 
1.Introduction. In the differential geometry of submani*-
folds there is a great deal of concepts and results connec­
ted with an arbitrary fixed point! of a given submanifold. 
They can be treated in a purely algebraic way and lead to the 
next concept. 
Let V be a real Euclidean vector apace with the scalar 
product < , > , T its vector subspace and h : T x T —• a 
symmetric bilinear map, where is the orthõgonal complement 
of T in. V. Then ( V, T, hi is called a fundamental triplet, 
T and J*1" a basic and normal subspace, respectively, h a fun­
damental map, V a total space. > 
We can say that the fundamental triplets linearize in a 
certain sense the submanifolds in Euclidean spaces (similarly 
as Lie algebras linearize Lie groups etc.). 
The linear map Л,. : T —» T defined for every К e T1*- by, 
<AyX, У> ~ <h(X, Y) ,K> is, called a shape operator for ? . The 
skew-symmetric bilinear maps R : T x T —> End Г and rfV T x т 
—• End 7*^, defined by 
<R(X,Y)Z,W> - <.h(X,W),h(Y,Z)> - <HX,Z),h(Y,W)> ( 1 . 1 )  
<I^(X, Y)f. ,v> = <\_A (,A n ']X, Y>, (1.2) 
are the curvature operator and the normal curvature operator, 
respectively. 
Here (1.1) shows that R has all algebraip properties of 
the curvature tensor of a Riemannian space (e.g. is skew-sym­
metric also with respect, to Z, W etc. ) and can be considered 
also as a symmetric linear map Л11 T —• T (see . [81, [18]). 
The main result, obtained in [18], gives tiecessary and suf­
ficient conditions for a general curvature operator R : Л^Г-» 
2 1 
Л Г to be represented as (1.1) of a fundamental triplet with 
dim Z**" = 1 : for the general case dim? > 1 the correspond­
ing factorization problem is stated in [18]. 
If R s 0 (resp. = 0) then the fundamental triplet is 
said to be flat (resp. normally flat). From (1.2) it is seen 
that = 0 iff and commute for every two Z ,Г) e 7*1* and 
thus are simultaneously diagonaliaable. 
In this paper we investigate a special class of funda­
mental triplets. Let 
ытх,- Y) Z, W) + h( Z, R(X, Y) Ю - rf~(X, Y)h{ Z, ff) •= 0 (1.3) 
for every four X,Y,Z,W e T\ Then the fundamental triplet is 
said to be semi-symmetric. The condition (1.3), determining 
our class, is inspired by the applications in the geometry of 
symmetric submanifolds (see [2], [7 ]), in particular, of the 
symmetric orbits in i?" of some Lie subgroups в с SO (л, R) 
(these orbits are minimal submanifolds in hyperspheres; see 
[7]). On the other hand (1.3) determines the semi-symmötric 
submanifolds (see [9], [15]; called also semi-parallel, see 
[4], [5]). 
Our purpose"is to prove some classification theorems for 
the semi-symmetric fundamental triplets. 
2.Ombilities. 
The vector Я e defined by 
<#,?> = ^(trace A f  ) , 
where m - dimT, ? e 7**", is called a mean curvature vector. 
Lemma (E.Backes [1]). If ( V,T,h) .is semi-symmetric and 
H - 0 , then h & 0 . j " , 
In .the proof given in [1] the bilinear map S : T x T —» 
,T , defined by <S(X, Y) Z, W> ~ <h(X, У) ,h( Z, W)> and the tri-
lirtear map { } : Г x. T >• T > T ; defined by 
{XYZ} = S(X, YiZ - S( Y, Z)X - S(Z,X)Y ^ . 
are used. Here { > introduces the structure of a euclidean 
Jordan triple system in T (see [16], [1]). Lemma follows now 
from the results of the theory of these triple systems. 
Further in the classification of the semi-symmetric fun­
damental triplets iwe can thus propose H * 0 . 
A fundamental »triplet is said to be umbilic with respect 
to < .'«• /, ' if there is a X, s 0? so that Ar - Id (i.e. 
<h(X, У) , K > - X ' <X, У;> ), pseudoumbilic, if it is umbilic with 
respect to H and totally umbilic, if it is umbilic with 
respect to every ? • <= . In the. last cääe there is а Л e T i 
so that hiX.Y) - A<X, Y> (cf. [3], P- 43; note that we include 
also the case Л =0). 
From (1.1). (1.2) and (1.3) it follows directly, that 
В 
every totally umbilic fundamental triplet is semi-symmetric 
and normally flat. 
Let ( V, T, h) be a fundamental triplet, V and 7" vector 
subspaces in V and T , respectively; let h' = h\ ^ take the 
X 
values in V (thus in the orthogonal complement 7" of T in 
V ). Then ( Г , Г , A') is called a fundamental eubtrlplet of 
(V, T, h). The latter is said to be the orthogonal direct sum 
of its subtriplets ( V , Г ,h') and (V , Г ,h") if V - V о у, 
T - T о 7" (the orthogonal direct, sums) and h(X'+X', Y~ + Y") 
= h' (X' , У ) + Л" (JT , Г). 
The fundamental triplet ( V,T, A) is called reducible, if 
it is an orthogonal direct aus of its fundamental subtriples 
with T * {0}; otherwise it is called irreducible. 
A property of the fundamental triplet is aald to be he­
ritable, if ita validity for a reducible triplet leada to its 
validity for every direct component, and extendible, if such 
implication holds in the opposite direction. 
It can be established directly that flatnasa, normal 
flatness and semi-symmetricity are heritable and extendible 
properties; the first two imply the third, as it can be seen 
from (1.3). 
Theorem 1. A fundamental triplet la semi-symmetric and 
normally flat i ff  i t  is an orthogonal direct sum of the to­
tally umbilic fundamental triplets. 
Proof. If j/ =0 then due to (1.2) A, and A^ are diago-
nalizable simultaneously for every f, r> e and the ortho­
gonal base {e. , . . . , e_> in T can be taken so that h .  .  -  A .6 .  . .  1  л »  l j  -  1  l j '  
where hij 7 hie^ej) . Suppose that there are r distinct 
vectors A(1)>•••>Л(
Г
) among A^ e i e {1,...,m} , and let 
hl j = A(p) Sl .1 • h i  .1 -  0  ( " ' *  ? )  •  ( 2 . 1 )  
P J P V P p о . t-. 
Complementing the base {e^ .... . to the full ortho-
normal base in V, denoting by {ш1, . . . ,ш т\ w"* 1, . . . ,шл> the 
corresponding dual base and introducing the 2-forms 
У -- = <ыЛл (2.2) 
where M ek, ei) = е к^1 and /( ]} eQ = e^e^ej 
can write (1.3) in the form ' 
3 
Thus due to (2.1) and = о (this is equivalent with Я = 0), 
(K%) ~ Л?Р))П/ = 0 CP -о: ( 
\ P 
Since Л(о) x л(р)> wp have * 0 for p * с and for 
some value /3 <= {m+l, . . . , л}, hence О = tt. Now (1.1) gives 
P 
< А(р)-Л(0.)> = 0 • This shows that the span {МЛ П | Г> 
splits, due to (2.1), into the orthogonal direct sum o.f the 
one-dimensional subspaces L determined by nonzero A, . P  ( P )  
Each of them corresponds to the eigenspace T{p^  - зрап{е^ }. 
The to^al зрасе V splits into the orthogonal direct sum of 
»^(P) "here ^"(p) ° -Z(p) c У(р) • Hence the considered triplet 1 
(V,T,h) splits into the orthogonal direct sum of triplets 
• C(p)" ^(p) ' each of which is, due to (2.1) , totally 
umbilic. 
Conversely, it is clear that an orthogonal direct sum of 
the totally umbilic fundamental triplets is semi-symmetric 
and normally flat; it follows from the extensibility of the 
last two properties. e 
Let us denote - dim span [h(X,Y)\ X, Y e T} and call it 
the principal codlmenslon of ( V, T, h). 
Corollary 1. If a semi-symmetric fundamental triplet sa­
tisfies < 2 then it is normally flat and thus is an ortho­
gonal direct sum of the totally umbilic fundamental triplets. 
In fact, summing in (2.3) by 1 - J we obtain, due to the 
symmetricity of h .  . and skew-symmetricity of , that 
= 0. (2.4) 
Here = -o^ , thus by rn^ 5 2 in a suitable base we have 
= 0 1 0 for a <= {ffl + .8,,..,A}, and due to (1.1) and 
(2.3) f)a , '= П™ = 0, = 0 , о, e {лн-З ,23}. Here 
1 
' ян-l m+2 I ' ,ям-1 
Я = 0 yields h - 0, ä = 0; if Я * 0 we get = 0 and also 
^  = o .  • • • • ; *  i ;  
Corollary 2. If a semi-symmetric fundamental triplet is 
flat then it J.S also normally flat and is a direct sum of the 
fundamental triplets with onedimensional basic subspaces. 
In fact, if O'j =0, then - 0 ; in a suitable base 
o" i 0 for •<* <= {iBj+t, ,.n} and the matrix ||h'^ ,|| with row 
index ( ij) and column index 0 e {дн-l, . . . , ян-} has the rank 
10 
ч, • ' • ' ' -:'^ :;AyV 
jDj and thus a nonzero (m^x )-determinant. Hence = 0. For 
the totally umbilic fundamental triplet with jr-dMiensi.ona 1 
basic subspace, к > 1, we have, due to (1.1) 
<R{XfY)Z, ff> = <A, A> (<JC, W ><Y,Z> - <X,Zf<Y,W>) 
and this is identically zero only in the case of dim T - 1 . 
(The fact that A •= 0 yields ff - 0 is used here, thus h - 0 ,  
and this ( P, T,0) is trivially the direct sum of the fun­
damental triplets with onedimenäional basic subspaces; the 
latter are always umbilic.) 
These results show that in the further classification of 
the semi-symmetric fundamental triplets we can omit normally 
flat triplets, together with them also the flat triplets, as 
well as triplets with £ 2. ( 
3. Decomposition theorem. The reducing of the classifi­
cation problem can be prolonged. The next theorem shows that 
we can omit the triplets, which are not pseudoumbilic. 
Theorem 2. If a semi-symmetric fundamental triplet 
( V,T,h) is not pseudoumbillc, i .e. its shape operator Ag for 
the mean curvature vector H has r different eigenvalues, r> 1, 
then this triplet is a 'direct sum of г зет!-symmetric pseudo­
umbillc fundamental triplets ( Vp ,  Tp ,  hp),  p e {1r}, where 
T\> • • • > T' r  a r e  the elgenspaces of A^ and every V p  contains T p  
and the span (h p(X p,  Y p) I X p,  Y p  e T p}. 
Proof. Multiplying in (2.3) by ' if* and summing by a we 
get, due to (2.4), 
'  
:  
,  <  -- ° ;  
With respect to the canonical basis of A„ this gives 
J0 " 
. , •; * (X, - = 0 (P * ») 
i ' Jc P 
and yields = 0 (p * &) , thus, due to J2.2) and (1.1) , 
p 
< h i  к • h i  1 >  - °- N  
PP J a o  f -
Denoting Л1 j, = h we get the validity of th6 assertions, si-
P • A • _ . • • , 
milarly as in the proof of the proceeding theorem.e 
Remark 1. Theorem 2 is the algebraic part of the first 
decomposition theorem in [9], [10], which for its part in­
cludes the decomposition- of symmetric submanifolds in [6]. It 
reduces the classification of the semi-symmetric fundamental 
• , ' 11 1 
3* 
triplets to the-сазе of pseudoumbilic triplets. Recall, that 
above we »have reduced t.hiз to .the case of normally nonflat 
triplets, especially to the case > 2. 
4. The cases with great . If dim T - m , the maximal 
value of m. is the number of h. . with 1 i i < j < m , i.e. 
1 1 ' 
-ь 1). If iij i 2m(m + 1) > all vectors h^\ are linear in­
dependent. 
Since (2.3) gives, due to (1.1), 
Tk{ hkj< h i lp 'hq-ik> J b h ik< h j lP 'hq ' \k"< h l fhk[p> hqlk )  =  0  ( 4Л) 
where [ , ] denotes the alternation we obtain for the con­
sidered case • ^ 
< h l j ' h kl> = " 2 < Z 6 i fki  +  *ik ö j i  +  6и 6^-
where * is some positive real number (cf. [12]). Geometric-
, ally this means that , . . . , are sidevectors of a regular 
simplex with the side-lenght 2« in some m-dimensional sub­
space of ^ and |ffl(iii - 1) vectors h j^ (i * j) are mutually 
orthogonal vectors with the lenght * in the orthogonal 
complement of this subspace in Г. Here the orthogonal base 
{e^} can be altered in T by the orthogonal transformations 
and then the set of h^j alters as a symmetric 2-tensor. 
Hence the next theorem holds. 
Theorem 3. There exists a class of mutually similar se­
mi-symmetric fundamental triplets with maximal value of the 
principal codlmenalon. .  • 
The semi-symmetric fundamental triplet considered in 
this theorem, is called the Veronese triplet. It can be rea­
lized as the osculating structure of the /»-dimensional Vero­
nese submanifold in the |/»(® + 3) dimensional Euclidean space 
at some of its point; this submanifold is symmetric (more 
exactly, is maximal symmetric in the sense of [17]) and, lies 
in a hypersphere as a minimal submanifold of the latter 
[12], [17]. 
Theorem 4. There is no semi-symmetric fundamental trip­
lets with dim T - m t 3 and 2jm( m + 1) > m  ^ ä 1/п( m - 1) + 2 . 
Proof. In-this case there are some litiear dependences 
hiß (Ф) ~ 0 • one of wilich can be canonized and then given as 
12 
m-1 
h j; Z v h . (4.2) 
mm a=x 
The inequalities for show that Лц, h^, . . . , *( д-i) (д-1) 
can.not be mutually collinear. 
At first we prove the theorem for pseudoumbilic trip­




= E • Here Xy ; 0 is impossible, because then -
= 0 and thus ||Я||2 = 0, but this yields, due to the Lemma, a 
bonti^ad iction A - 0. Hence E = 1. 
Let us take (4.1) with i - .1 - к - a , 1 - b " a; the 
coefficient before-/bat) gives 
3 <A , A,, > -2 <A ,, h .> - <h •, Л > = 0 
aa bb ab ab aa aa 
for every two different values a and b, 1 £ a. £ m-1 , 1 £ b £ 
5 m-1. Thus <A , A > - <h, i :,  A,. > , consequently S3 33 bb bb 
#Й11« - 11*22В" ='•••• = llA(m-l)(m-l)H2 = > °' 
Now (4.1) by i = j. -а, к =' b a, 1 - m before h^ m  leads to 
2 
Ц о + (й
к  
- 1)<A , A, ,> + ij <h , A > + E , A .,> = 0, 
а b aa bb с aa cc а aa da 
where с is a value, different from a- and b, and (if m > 3) 
• the sum is taken by all values d, different from a, b, c, . Here 
b and с can be exchanged and thus < A , A,.> - <h ,A > . 
aa bo aa cc 
Hence < 1^aa'^bb> = T independently from a and b . So we get 
H »2 + (E - l)r = 0 
a a*b b 
and for the pseudoumbilic case this gives /и (с2- т) = 0, thus 
"
2
- r = 0 and <Лаа'Ааа ~ Kb" = 0 > <Abb>*aI T Abb> = 0 ' Nöw 
we have a contradiction: ||A - A II = 0 and A = A,., a * b, 
аа DD" Sä DD 
but • • *1 (лтг!) сап not be mutually collinear. 
It remains to consider the case/ of. Theorem 2. Then the 
maximal value of is |p(p + 1) + g(m - p)(m - p + 1) = 
= - 1) + ®(1 - p) + p2, where 1 £ p < |, but this is by 
л Ž 3 _less than |/л(л) - 1) + 2. B 
5. The case = 3. The first-value of which needs 
the further investigation is, due to Theorems 1 and 2, 
the сазе of the next theorem. 
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Theorem 5. The dimension m - dim T of the basic subspace 
of a normally nonflat pseudoumbilic semi-symmetric fundamen-
B1 
only m - 2 or m - 3. 
Proof. In the сазе m - 2 the existence of a such triplet 
fbllows from Theorem 3, where the description for,this trip­
let up to similarities is also given-. 
Next we consider the case m ž 3;. Lemma gives that H * 0 
always, if > 0. Moreover, ea can be always taken in the 
dimensional span of h^j so that й" = 0 for a > . In 
particular let emiFy be collinear to H, so that Я = Xemi_i' 
X > 0 . Then 
"i k 
Z h. . - 0 for к > 1 (5.1) 
1=1 1 1  
here and below к = m + к. Due to (.2.4) and pseudoumbi 1 icity, 
respectively, 
n™ = 0, A1, , = X6 . . 
J • lj , U 
Since 0, among the other at least one is nonzero and 
'e_ (k > 2) can be renumerated so that fi® *0. After that h. .  
к ?. 
can be canonized by the suitable choice of {e^} ; this g.ives 
h^j = 0 (i * j) and 
О
5 
= E h] Лц - * 0, 
2 , К j 
where, and 1^+ '. . . + iuffl = 0 due to (5.1). Now ej can 
be renumerated so that 
42(M2- *= 0. . (5.2) 
Further we repeatedly use the semi-symmetricity condi­
tion (2.3) by several values of «, j, j and refer th^s by 
[«, i J ]; if we take the coefficient by к,, 1,. then we write 
[a, ij\ к 11. For the case = 3 the condition [2,ii] gives 
h . .C? '- 0. thus I?, . = 0, Now for the case m ^ 3 
11 2 U I ' 
[2,1211p] : Ь1р 2^ + Vp -  i5 = 0. 
[2,12|2p] : Л2р(^ 1 + Mp ~ 2m2) = '0, ,* (5.3) 
where p e {3, . . . ,m} . Hence А^рЙ^р" ® » because й^А^ * 0 
, yields a contradiction p-g - = " to - (5.2), _ .. 
14 
.Let из consider first the case when either all A? = 0 
4 / 4 
or all hr, = 0 ;  i f  л  =  3 ,  t h i s  i s  t h e  o n l y  c a s e .  S i n c e  ( 5 . 2 )  2p 
allows to exchange the roles of 1 and 2, we can take A p^ '= 0. 
Now 
2 • i [2, lpl lp] : (*Jp- Иг)(Х4 + ^рр) = 0 
[2, 2р I 2р] : . (А>
р 
- ^ 2)[Х2 + - 2(й|р)2] = 0. 
2 
Неге = а<2 , * A** leads to X + а^2 = 0 and now 
[2,12112] : X2 + ц 2^ - 2 (A j 2)2 = 0 
gives a contradiction to (5.2). If fJp = , A"p ^ M2 then 
X2 + - 2<A2p'2 ~ й * but (5-3) gives h p^ - 0 and we 
return to the previous сазе. Цепсе ц
р 
* , Vp* A<2 and 
X2 + = 0, X2 + v2np - 2( p^)2 = 0. 
Thus -.r > I.'-;•: ' ' 
("1 - Vp + 2(A2P)2 = °-
Here - h\p - 0 is impossible: then /и
р 
= 0 and X = 0, Hence 
0 and (5.3). yields 
^1 + *p * 2^ 2 = °> 
i.e. (Jg = ... = ^m(- f) and from E 0 we have + м2 + 
} + (m - 2)^ = 0. Thus м1= (1 - I m)/J, = ^ ~ and now 
X 2 —. /• 2 _ 1 \ /1,3 \ 2 _ ro. .2 / L3 %2 _ 1 m> 2 _• * x, .2 
'(3 1)M' (h2p^ " ^ 12 " 6 (3 
Substituting this into . 
[3,22] : -2A|2D2 + 2^ - ^ o| = 0 
we get after some calculations, that m = 3. Now all [a|ij], 
i.e. (2.3) in general,1 are satisfied. This shows, that by • = 
= Л!
г 
= 3 there exists a normally nonflat pseudoumbilic semi-
symmetric fundamental triplet, determined up to similarities 
,(this is the osculating structure of the symmetric Segre sub­
manifold Sj2 j)! cf [13], [14]); but я >3 is here impossible. 
The similar calculations give that да > 3 is impossible 
alqo in the remaining cases.u 
Bemark 2. It is shown in [13] that the osculating 
structure of the symmetric Segre submanifold S(2 is the 
15 
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only Irreducible semi-symmetric fundamental triplet, with m = 
= jBj ,= 3, up to similarities. 
* 
6. The classification problem. The theorems above are 
the first steps to the'general classification problem: to de­
scribe all semi-symmetric fundamental triplets. Algebraically 
this is the next problem. The semi-symmetricity conditio^ 
(2.3) in its coordinate form is due to (1.1) an overdeter-
1 2  2  *  
mined system of (лГ - 1)homogeneous algebraic equa­
tions of the third degree on the |m(m + essential 
coordinates of the fundamental map h. The semi-symmetric 
fundamental triplets are given by the solutions of this 
system as the points of the corresponding O-dimensional 
algebraic submanifold in the [|m(m + 1)- 1]-dimensional 
real projective space. ( 
In the concluding remarks of. Sections 2 and 3 we have 
restricted this problem; the same is done by Theorems 4 and 
5. The full classification is done, up to now, only for the 
cases m = 2 and m = 3 (see the algebraic parts of [4] and 
[13], respectively; the case m = 1 is trivial),as well as for 
= 1, = 2 (see [5], [11]) and =• 3. All this follows 
also from our results above, except the case m = 3 , = 4. 
This last case is treated in [13] and leads to the orthogonal 
direct sum of a Veronese triplet with m = 2 (for it m, = 3) 
and a triplet with m = = 1. 
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R e s ü m e e  
Tõestatakse viis teoreemi, mis taandavad üldiste pool-
sümmeetriliste fundamentaalkolmikute ( V, T, h) klassifitseeri­
mise teatavate spetsiaalsemate klasside uurimisele. 
Siin fundamentaalkolmik ( V, T, h) koosneb reaalsest euk-
leidilisest vektorruumist V , selle alamvektorruumi st T ja 
sümeetr i 1 i se st bilineaarku jutusest' h :T x T —>• 7"\ kus T?~ on 
T ortogonaaltäiend ruumis V . Poolsümmeetrilised fundamen­
tal lko Imikud on iseloomustatud tingimusega (1.3), tyus E ja 
määratakse valemitega (1.1) ja (1.2). ^ 
Teoreem 1 väidab, et kui poolsümmeetrilise fundamentaal-
koImiku ( V, T, h) korral RL = 0, siis ta on täielikult ombi-
liste fundamentaalkolmikute ortogonaalne otsesumma. Teoreem 2 
taandab üldiste poo1sümmeetr iliste fundamentaalkolmikute 
klassifitseerimise analoogiliselt poolsümmeetriliste pseudo-
ombiliste fundamentaalkolmikute uurimisele; Tebreem 3 käsit­
leb viimaseid maksimaalse dim span h(X, Y) puhul (nn. Veronese 
kolmikud). Teoreemist 4 selgub, et kõnesolev dimensioon, kui 
ta ei ole maksimaalse väärtusega, peab. olema sellest vähemalt 
dimT - 1 võrra väiksem. Teoreem 5 väidab, et kui tfS* 0 ja 
dini span h(X,Y) = 3, siis kas äimr = 2 või dimF =. 3 , 
•7-
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Wreath products and fitter products of semigroups. 
by J. D. Pi Meldrum. 
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The idea of filter products and, in particular, ultraproducts is of great importance in 
model theory, but does not seem to be Used much in the theory of particular algebraic 
structures. The work presented here links together the ideas of restricted and complete 
wreath products and ultraproducts of semigroups. It Is a /generalization of work of 
Bryant and Groves [1], which contains the corresponding result for groups, and which 
provided a great deal of help with these results. In order to obtain the right type of 
structures we need to restrict the class of semigroup6sunder consideration. In section 1, 
the necessary background is given. The main results are proved in section 2. For Sasic 
results and definitions about semigroups we refer to Howie [3], and for those concerning , 
filters and filter products we refer to Chang and Keisler [2]. 
1. Background. 
We start first by considering wreath products. The construction we use is that of 
transformation wreath products, that is we consider our semigroups to be transformation 
semigroups and define the wreath product as a transformation semigroup An element 
of the semigroup is written on the right of the element of the set on which 'it acts. 
Indeed so are all mappings. , 




transformations. Denote by SY the semigroup of all mappings from Y to S with tire 
standard product of functions making SY a direct power of S. Define SY.T = {(f,t); f e 
s\ t € T} to be a semigroup of transformations of X x Y, the Cartesian product of X 
and Y, by 
(x,y)(f,t) - (x.(y)f, y.t) „ 
for all x e X, у € Y, f € SY t € T. This product of (X,S) and (Y,T) is called the (complete 
or Cartesian) (transformation) wreath product, where the words in brackets are generally 
omitted, and it is denoted S Wry T. 
I _ - • '" 
Note that the abstract semigroup of S Wry T depends crucially on the 
action of T on Y, but not of that of S on X. This is reflected in the notation and in the 
fact that at times we are rather vague about the set X. If we are given semigroups 
without any associated sets on which they act, we use the right regular representation. 
An immediate consequence of the definition gives the fbllowing rule for 
products in a wreath product. 
Lemma 1.2. Let (X,S) and (Y,T) be two transformation semigroups. Let 
(ft), (g.u) be two elements of S Wry T. Then 
(f.t)(g,u) = (f.'g.tu) 
where (y)eg = (yt)g. 
For what comes later we need to define the restricted wreath product 
of two transformation semigroups and the semigroups need to belong to a restricted 
class. ' 
Definition l.j. Let (X.S) and (Y.T) be transformation semigroups. We 
say that the ordered pair (Y,T),(X,S) e a if * 
(a) S is a monoid and 1 G S is the identity map on X; 
(b) for all t € T and all z € Y, |{y; yt = z}| is finite (it can be empty). 
We can now define s'Y' as {f € SY; (y)f = 1 for all but a finite subset of Y}. The 
subsemigroup š'Y't • {(f,t); f e s'Y', t € T} acting on X x Y is called the restricted 
(permutation) wreath product of (X.S) and (Y,T) denoted S wry T. Again the word in 
brackets is generally omitted. ' v 
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When S is a monoid, whether we are considering the complete or 
restricted wreath product, we call {y; (y)f Ф 1} the support of f e SY, and denote it by 
a(f). Hence S<Y> = {f € SY. a(f) is finite} While the necessity of (a) in definition 1.3 is 
immediately obvious, we can see that (b) is necessary if s'y't is to be a subsemigroup, 
in view of the multiplication rule in lemma 1.2. 
We now turn our Attention to filters. A filter 3  on a set X is a set of 
subsets of X such that (I) ф € if А1Л2 6 3 then Aj fl A2 € 5 and (ii) if A € 3 
and В JD A, then В € 3 .  An ultrafilter is a maximal filter. A basic result shows that 3  Is 
an ultraf i l ter  i f  and only i f  for  any subset S of  X either S or  i ts  complement C(S) is  in  3. 
After this reminder of come basic facts about filters, we can define filter products of 
semigroups. 
Definition 1.4. Let I be a set and У be a filter on I.. Let {Sj; i e 1} be a 
set of semigroups and define S »• II|Sj to be the complete product of the set of 
semigroups {Sj; i € I}. Define a relation p on S by 
P - {(f,g); (a; (a)f = (a)g} € 5}. 
I Lemma 1.5. The relation p defined in definition 1.4 is a congruence. 
The proof is a matter of routine checks and so will be omitted. 
The semigroup S/p is called the filter product of the set of semigroups 
{S|; i e 1} determined by 3. It is sometimes denoted by S/3 or IljSj. 
We now look at the filter product of transformation semigroups. Let 
{(Xj.Sj); i € 1} be a set of trahsformation semigroups, and let 3 be a filter on I. We can 
now define X - IljXj and S « %Sj, where the filter product of the set of sets {Xj; i € 1} 
is defined in the obvious way. The expected relation between S and X actually holds. 
Lemma 1.6. Let {(Xj,Sj); i € I}, X and S be as defined above. There is a 
natural aotion of S on X which makes (X,S) a transformation semigroup. 
Proof- Without loss of generality, we can use a to represent both the 
canonical mapping II|Xj •+ IlyXj and the canonical mapping II|Sj -> IljSj. The obvious 
definition of an action of S on X is 
(x)a(sja = (xs)a . , 
21 
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where x e HjXj, s € II|Sj. To check that it works we need to show that the action is 
well-def i n e d  a n d  t h a t  i t  i s  f a i t h f u l .  L e t  x a  =  x ' a ,  s a  =  s ' a .  T h e n  J  : =  { i  €  I ;  - X j  =  x ' j }  €  3  
and К :» {i e l; s, = s',} e 3 where x = (xj)je|, s = ($,),е|. x' = (x'j)jei, s' = (s'j)jeI- It follows 
t h a t  j r i n e j  a n d  c e r t a i n l y  { I  €  I ;  X j S j  =  x ' j s ' j }  D  J  Г )  К ,  s o  { i  e  I ;  X j S j  -  x ' j s ' j }  e  3 .  
Thus (x$)a - (x's')a and the action is well-defined. To show that it is-faithful, we need to 
show that if,(x)a(s)a = (x)a(s')a for all x € II|Xj, then (s)a - (s')a. So assume that (x)a(s)a 
= (x)a(sla and use the same notation as earlier. Then (xs)a » (xs')a for all x € x. Hence 
{i € I; XjSj = XjS'i} e 3 for all x € X. Given Sj 4= s'j, there exists у, e X, such that yjSj 4= 
Vis'j. Let у := (Vi)iei- Then {i £ I; ViSj - YjS'j} = {i e I; S| = s'j}. Hence (ys)a = (ysfta 
forces (s)e - (s')a as we hoped. 
We close this section with a very easy result that we will need later. 
Lemma 1.7. Let {(Xj.Sj); i € 1} be a family of transformation 
semigroups, and let (Y,T) be a transformation semigroup. If (Xj,Sj), (Y,T) e S for each i e 
I and If S is a filter on I, then (X.IIjSj), (Y,T) e it, where (X.IIjiSj) is the transformation 
semigroup defined just before lemma 1.6. 
Proof. Note that if each Sj is, a monoid, then so is II|Sj and HgrSj. The 
rest of the conditions for a pair of transformation semigroups to belong to $ only 
concerns (Y,T). 
2.. Some embedding theorems. 
Our main results consist of three embedding theorems. The first one 
follows immediately. 
T Theorem 2.1. Let {(Xj.Sj); i € 1} be a family of transformatiort 
semigroups, and let (Y.T) be a transformation semigroup such that (Xj.Sj), (Y,T) € Я for 
each i € I. Let 3. be a filter on I. Then (%Sj) wry T is isomorphic to a subsemigroup of 
iI?(Sj wry T). 
; I . .. • 1• {" . 
Proof. Lemma 1.7 ensures that {П^ Sj) wry T is defined Let 9 be the 
natural epimorphism IlgSj > %Sj given in the definition of the filter product. Then therr 
exists an induced homomorphism 
• 
:  
. .  • "  
ф: (II|Sj) wry T (IljSj) wry T ! :;
л 
• 
where ф is an epimorphism given by . . / 
I (f,t)* - (f8',t) 
and fO'.is given by J . 
(y)f9' - ((y)f)8. 
• ... -V 1 . • - ' 
Let a be the natural epimorphism II|(Sj wry T) -» Пу(Sj wry T). Let В be the 
homomorphism (D|Sj) wry T * IIj(Sj wry T) defined by 
(f t) 8 - (fiti.t)iei i W:-- ' л '• 
where (y)(fitj) = (i)(y)f. We use1 it with a suitable suffix to indicate the appropriate 
projection map consistently in. the rest of the paper. It is easy to see that В is a 
homomorphism, in fact a monomorphism. 
We now check that Ker Sot - Ker ф/ If (f,t) ßot = (g,u)ßa, where f.g e 
(II|Sj)Y. t,u € T, then ((firj,t)jei)a = ((gwi,u)fg|)a. Hence by definition of the filter product 
we have {i € 1; (fit|,t) = (git],u)} € 3. In particular t = u and {i e l; (i)(y)f = (i)(y)g for all у 
€ Y} € 3. Now consider (f,t)ij> = (д,и)ф. By definition of ф, this is equivalent to (f8',t) = 
(g6',u). Thus t = u and xf9' = g6'. We narrow our attention to f9' = g8'. By definition 
this is equivalent to ((y)f)9 = ((y)g)8 for all у € Y. Finally, by the definition of filter 
product this becomes {i e I; (i)(y)f = (i)(y)g for all у € Y}. As we can restrict ourselves to 
the union of the support of f and the support of g when considering the range of у in Y, 
we get a. finite intersection of sets in 3, hence a set in This completes the check that 
Ker Set = Ker ф. 
This means that (IljSj) wry-T = Im ф S (II|S|) wry T/Ker ф =. (II|Si) wry 
T/Ker Sa which is isomorphic to a subsemigroup of Hj(S| wry T), completing the proof. 
The next result forms a pair with the one we have just finished. But 
the hypotheses are stronger. 
Theorem 2.2. Let (X,S) be a transformation semigroup and let {(Yj,T|); i 
e 1} be a set of transformation semis oups. Let J be an ultrafilter Let (X.S), (Yj.fj) € 9 
23 
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for each i and let (X.S), (Il^Yj,%Tj) £ $. Then S wry %Tj is isomorphic to a 
subsemigroup of %(S wrv Tj), where Y = %Yj. 
Proof. Let a : ITjTj •* HjTj be the natural homomorphism. We will also 
use a to represent the natural map II|Yj %;Yj = Y. If ta = t'a, where t,t' e H|Tj, then {i 
e I; tj = t'j} € 3. If ta 4= t'a, then {i e I; t,- = t'j} 4 As J is an ultrafilter it follows that 
{i € I; t| 4= t'j} £ 9 in this case, using the fact that the two sets {i € I; tj -= t'j} and {I £ I; 
tj 4= t'j} are complements and so one of them must belong to the ultrafilter 9. Thus {1  
I; tj = t'j if and only if ta = t'a} e S, and for any finite subset J С II|Yj, lj {i € I; yj =• 
y'i if and only if ya = y'a for all y,y; £ J} Is in 5. 
Let f £ S<Y>. We need to define f* e %s'Y \ Choose J С H|Y( such 
that |J| < =° and Ja a(f). As above lj e 9. Let i € lj. Then we can define a function 
fj.i by 
(yni)fj j - (ya)f for all у e J , 
and extending the definition of fjj to be an element of s'Y ' by 
(Yk)fj,i = 1 if Yk 6 Yj - JUj. 
If i e lj then fj j is defined to be the trivial element of S*Y \ mapping every element of 
Yj to the identity of S. Finally define fj £ II|S'Y ' by 
(i)fj = fj,l- . 
and f* to be fjß where S is the natural homomorphism H;S'Y ' •* n«j:s'Y \ 
Our next job is to show that the' definition of f* is independent of the 
choice of J. So let К be an alternative choice to J. Then J U К is still finite and Is also 
an alternative to J. We have IjUK € ^ • Then we only need to show that f j j = f^ | for all 
i e, ljVK. So consider i £ IjUk- Let Vi e Yi- We need to show that (yj)fj | = (У|)*к.|. If 
(Yi)fj.i + 1 then yj - YHj for some у £ J such that (ya)f 4= 1- Thus ya £ a(f) and we can 
find z £ К such that га - уа. Since i £ IjUK. and using the definition of IjUK. we 
deduce that z\ = yj. Hence 
(Yi)fK,i = (zj)fK,i = (za)f = (ya)f = (Yi)fj,i-
Similarly, if yjfKi 4= 1 then (yj)fKj = (Vj)fj,j. Otherwise we have (yj)fjj = 1 = (Vj)fK,i- So f" 
is well-defined. 
We now turn to IIg:(S wry Tj) - П5(s'Y '.Tj. There is a nakjral 
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isomorphism with %s'Y ' . n^Tj. So we define a mapping у : S wry %T, -• %(S wry 
Ti) by : ; 
(f,t)y = (f*,t) for all t € %Tj, f € S(Y). 
We need to show that у is a homomorphism. Because of the definition of у and of the 
product of two elements of a wreath product, it suffices to show that (*f)* = '(f*) and 
— (fg)* = f*g*. 
Let J <Z П|У| be such that! |J| < » and Joe D o(f). Let t' e H|Tj be such 
that t'a = t. Then К := {у; (y)t' £ J} is a finite subset of П|У| by hypothesis and Ka Э 
0(4). We know that Ij Л Ik e $ since Ij and I« are both in 3. So we only need to show 
that ' , : Ц/ . • '• » 
(Vi (fJ,i) for all I € Ij О Ir. 
Let i € Ij Л I*. Then o(l (fjj)) О {у}; Yjt 'j С J} which also contains a((lf)Kj). For all у С 
J, у = (уj), we have * 
(Vi)' (fj,i) = (Vit'i)fj,i = Kyt)a)f. 
(ViX'flK,! = (yaK'f) « (ya)(ta)f = ((yt)a)f 
which provides us with what we need. 
The next step is to show that (fg)* = f*g* is satisfied. Choose J С II|Yj 
such that |J| < => and Ja ^ aW U a(g). Define Ij € ? as usual. It is enough to show 
that if i e I j then (fg)jj = (f)j,j(g)j,t- Let у £ J. If I e ij, then 
(Yi)(fg)j,i - (yo)(fg) - (yct)f(ya)g 
= (vi)(f)j,i(vi)(g)j,i-
It.follows easily from this that (fg)jj * (f)j,i(g)jj and we have finished this step. 
Finally we need to show that у is one-to-one. This will follow if we 
can show that the map f -• f* is one-to-one. So assume that f* - g*. Then, for all у € 
J, ft is a consequence of the definition that (ya)f = (ya)g, where J С IIjYj is chosen to be 
finite and to contain o(f) U o(g). This forces (ya)f - (ya)g for all у € П|Yj and hence f -
g, our final step being now complete 
The final embedding theorem is, strictly speaking, not an embedding 




Theorem 2.3. Let (X,S) and (Y,T) be a pair of transformation semigroups 
in A. Then S Wry T is isomorphic to a homomorphic image of a subsemigroup of an 
ultrapower of S wry T. 
Proof. Let I := {Z'^C V; |Z| < <=}. Then, for each у e Y, let ly := {Z e I; 
V € Z}. It is obvious that the sets ly have the finite intersection property. Note that ly 
П lz is the set of all finite subsets of Y containing {y,z}. By the properties of filters we 
can deduce that there exists an ultrafiiter 3 on I such that ly e # for each у € Y: see 
Proposition 4.1.3 of [2]. For each J. e I we define Uj to be an isomorphic copy of S wry 
T. The ultrapower of S wry T we work with is Ibyllj. 
Let Sj(Y> be the base subsemigroup of Uj, using an obvious extension 
of notation. Let f e g e SY We will say that f approximates g if. for all у € Y; 
there exists Fe? such that '%) 
(V)(fitj) - (y)g 
for all J e F. For each Кб I, let дк be the element of s'Y' which, agrees with g on К and 
is the map to the identity of S on Y - K. Define h € II|S|JY' by (K)h = g^ Then for all у 
€ Y, we can choose ly e % and it follows that 
'  ( V )«K)h)  = (y)gK = (y)g , 
for all К € ly, since у e К in this case. Thus ha approximates g, where a is {he natural 
homomorphism H|Sj'Y' * EjSj'Y1 Hence every element of SY is approximated by an 
element of n|Sj(Y\ extending in an obvious way the definition of approximation. 
We now show that if f approximates g then g is uniquely determined 
by f, Suppose that f approximates both g and g'. Then, for all у e Y, we have that there 
exists F and F in ? such that x 
i .  I  _  ;  '  
(y)(fiij) - (y)g for all J e F, 
(Vl(fitj') ' (v)g'for a" J' e F'- ' ' 
But F П F' ф ф and lies in 7 So for all К in F П F'.€ if we have 
(y)(fitK) - (v)g - (v)g'-
Hence g = g'. This enables us-to write g = f0 where 0 is a well-defined mapping. 
26/ 
Let А С II|Sj'Y' be the set of all elements In II|Sj'Y' which 
approximate an element of SY Then A8 = SY by what we have just proved. Choose f,f 
€ A. Then we have that, for all у E Y, there exists f e 3 such that 
(vl(firj) = (v)g for all J e F. 
and there exists F' € $ such that 
(V)(f'V) ° (V)g' f°r all J' e P. 
So, for alVy e Y, there exists FflF'fJ such that 
(y)(fTK) - (v)(f'TtK> = (vlg.(v)g' 
for all К € F Л F' and so 
; (v)((ff)iiK) = (v)(gg')-
j " 4 ' • • ' r 
We have shown that (ff')6 = f8.f'8. Thus A is a subsemigroup of IIiSj'Y' and 8 Is a 
homomorphism from A onto SY. [e ' 
Our next step is to show that for all f € A, and for all t € T, we have 
(lf)8 = '(fS). Since f e A, we know that for all y € Y, there exists F € S such that 
(VtXfirj) = (Vt)(f8) for all J € F ' : 
and we deduce that 
(vWVj) = (yX^fS)) for all J € F. i . 
Thus *f € A and (4)8 = 0). 
Let Д : T •» II|(S wry T) be the diagonal embedding, namely (tü)j = t for 
all J G I. Then А.(ТД) is a subsemigroup, of П|(5 wry T) by What we have just proved, 
and 




Thus 8 can be extended to a mapping, which we will also call 8, А.(ТД) * S Wry T, by 
the following definition 
(f,tA)8 = (f8.t) . . 
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and 0 is obviously onto, since A9 = SY. it follows that 
А.ТД/Кег 8SS Wry T. 
To finish the proof we consider the natural homomorphism ß : II|(S 
wry T) -• Hy(S wry T) in order to show that there is an isomorphic copy of А.ТД/Кег 6 
in IljfS wry T). Consider (ЯД') 6 Ker ß Л А.ТД, where 4 = (f,tA), Я' = (f'.t'A) using the 
notation that we have introduced above. Then t-Д - t'ü and so t = t'. Also К :="{J e I; 
fiij • fltj} 6 %. It follows that for all у € Y, there exist F,F' E S'such that 
(Y)(f"j) = (V)9 for all J E .F, 
(V)(f'ifj) = (Y)g' for all J £ F', -
r 
where g • f8, g' = f'6. Then F Л F' Л К e 3 and for all J E F Л F' Л К we have 
(V)(fTTj) - (vMf'tij) 
and so (y)g = (y)g' for all у e Y. Thus (f,f) € Ker 8 and we conclude that 
Ker ß Л А.ТД С Ker 8. ' 
Then (А.ТД)В = А.ТД/Кег ß Л А.ТД and А.ТД/Кег 8 Is a homomorphic image of 
(A.T4)ß, finishing the proof. 
An immediate corollary of some interest is the following. 
Corollary 2.4. S Wry T and S wry T determine the same variety. 
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POOLRÜHMADE PÕ-IMIK- JA FILTERKORRUTISED 
J.D.P.Meldrum 
•  R e s ü m e e  
Käesolevas töös on vaatluse all seosed teisenduste poolrüh­
made põimik- ja filterkorrutiste (eriti põimik- ja ultrakorru-
tiste) vahel. Sellega üldistatakse artiklis [1] teisenduste rüh­
made kohta saadud tulemusi. 
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WREATH PRODUCT FUNCTOR OF ACTS. 
Peeter Normak 
Tallinn Pedagogical University 
Let U be a wreath, product of monoids S and T by a left 
S-act A. Let W be the full subcategory of U-Act, consisting 
of all objects of the form gAwr^B, TB e T-Act. We 
construct certain functors between the categories T-Act, W 
and U-Act and find conditions under which these functors 
preserve or reflect projective objects: 
1. INTRODUCTION 
The central question in all papers about wreath products 
of acts was to determine under which conditions certain 
properties of a left S-act gA and a left T-act TB cafxy over 
to the wreath product gAwr^B, considered as a left U-act, 
where U is the wreath product of the monoid S and T by gA 
(cf. [2], [3], [6]). In this paper another approach to this 
question is presented, inspired by the role the Horn- and ® -
functor play in algebra. More exactly, if the monoids s and 
T and the left S-act gA are fixed, then gAwr - can be 
considered as a functor, say ф from the category T-Act to W. 
The latter can be embedded (say, via ф^) into U-Act. It is 
shown that there exist a'lso functors 
U-Act —> W and ф: W —> T-Act such that if gA is 
indecomposable, then the functors фф and фф^ф^ф are 
The author gratefully acknowledges the support of a/grant 
•. by the Deutschen Akademischen Austauschdienst. 
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naturally equivalent to the identity functor of the category 
T-Act. 
The natural question arises under which conditions these 
functors (and the compositions of them) preserve or reflect 
certain algebraical properties. In particular, the question 
which properties of a wreath product AwrB can be 
"projected" to the second component В is equivalent to the 
question which properties would be reflect by the functor 
In this paper projective objects are .taken into 
consideration. 
2.BASIC DEFINITIONS AND RESULTS 
In the following, S and T will always stand for monoids. 
A left S-act gA is a set A on which S acts unitarily from 
the left in the usual way, that is to say 
(s1s2)a = s1(s2a), la = a for a € A, sx, s2 e S, 
where 1 denotes the identity of S. 
For two S-acts gA and gB a mapping a: A —> В is called 
S-homomorphism if a (sa) = set (a) for all (s,a) £ S x A. By 
S-Act we denote the category of all^left S-acts. A left act 
with one generating element is called cyclic. By 6 we denote 
the one element act. Note that the coproduct ж in the 
category S-Act is the disjoint union and that a free left 
S-act F with basis X is isomorphic to the coproduct of IXI 
copies of S, S being considered as a left S-act over itself. 
A left S-act is called indecomposable if it cannot be 
presented as a coproduct of subacts. Obviously, gA is 
indecomposable if and only if for every two elements 
a', a"e A there exist elements sQ... 'sn-l'p0'""' ,pn-l i_n S 
and a' = a0,a1,...,an = a" in . A such that 5.^,.= 
i = 0,1,...,n-1. Epimorphisms in S-Act are surjections and 
monomorphisms are injections. 
Let W be a subcategory of 'S-Act. An S-act gA in W is 
called projective in W, if for every epimorphism c: gX —> 
and for every homomorphism <p: gA —> gY in W there exists a 
homomorphism <p: gA —> gX in W such that ep = (p. 




mappings f: X —>Y. By cy, у e Y, we denote the mapping in 
F(X, Y) with cy(x) = у for all x e X. By U = U(S, T, A) = 
= S x F(A, T) denote the wreath product of monoids S ,and T 
by the left S-act gA and by gAwr^B' = A x В denote the 
wreath product of the S-act -A with the T-act TB over U. 
Composition in U given by 
(s, f)(r, g) = (sr, frg) where (frg)(a) = f(ra)g(a), 
(s, f), (r, g) б U, a € A. 
The action of U on gAwr^B is given by 
(r,f)(a,b) = (ra,f (a)b) for (r,f) e U, (a,b) « gAwr^B. 
The undefined notions from .category theory can be found, 
for example, in [1]. 
We recall the following facts: 
2.1. LEMMA ([4], Proposition 3.3). Let Р±е S-Act, i e I. The 
S-act 11 P. is projective iff P. is projective for every 
isl 1 
i e I. 
2.2. LEMMA ([4], Corollary 3.8). The S-act P is projective 
iff P = ii Se. i where e? = e.e S, i e I. 
iel 
2.3. LEMMA ([ 6 ], Theorem 2) . A left U-act yAwr^B is 
proiective in U-Act if and only if gA and ^,B are projective 
S-ac't and T-act. respectively, and either the monoid T 
contains a right zero or A a Sv, v e S, and there exists an 
element s e S such that v = sSv. 
2.4. LEMMA ([6], Lemma 3). The left U-acts (11 gA^wr^ß and 
u (gA^wr^ß) are isomorphic. 
2.5. LEMMA ([6], Lemma 4). The left U-acts gAwr( u gB^) 
and ii (sAwrTB^) are isomorphic. 
2.6. LEMMA ([6], Lemma 5). If (p: TX —> TY is a homomornhiam 
S* 
c> 
of left T-acts • then for every monoid _S and left s-act gA 
the mapping <p : gAwrTX —> gAw^Y given by p(a, x) = 
= (a, (p(x)) , (a, X) e A x X. is a homomorphism of u-acts. 
Moreover. if p is a monomorphism Iepimornhi . then p is 
also a monomorphism Iepimorphism!. 
2.7. LEMMA ([4], Lemma 5.2). The following propertiея of an 
idempotent e e S are eguivalent: 
1) There exists an element s e S such that e = sSe. 
t 2) eSe = e. 
3) IEnd Sei = 1. 
3,. THE CATEGORY W 
Let U be the wreath product of the monoids S and T by the 
left S-act gA. 
3.1. By W we denote the full subcategory of U-Act consisting 
of all U-acts of the form,sAwrTX, TX e T-Act. 
л This section contains some preliminary lemmas about W, 
used in the following sections. We also describe projective 
objects in W in case all epimo^phisms in W are surjections. 
Let a 6 gA be an element. With pa we denote the following 
left congruence on the monoid S: s1pas2 iff s^a = s2a, 
3.2. LEMMA. Let <p: gAwrTX —> gAwr^Y be an U-homomorphism 
with <f{a,x) = (a',y) for (a,x) e A x X, (a',y) e A x Y. Then 
either a = a' and px £ py or Pa e Pg> and У = 0-
Proof. If y(a,x) = (a',y) , then for eveftry (s,f) e U we have 
<p (sa,f(a)x) = <p ((s,f) (a,x)) = (s,f)ip(a,x) = (s,f) (a',y) = 
= (sa',f (a')y) . Assume that a == a' and that t,v с T are 
elements such that tp^v. Then (a',ty) = (1,c^)(a',y) = 
(l,ct)p(a,x) = »((I,ct) (a,x)) = w(a,tx) = <p(a,vx) = 
1P(,(l,cv) (a,x) = (l,cv)v(a,x) = (lrcy) (a'.,y) = (a',vy) . Hence 
ty — vy and therefore we have px £ p . Assume now that 
a * a'. Let s2 e S be arbitrary elements such that s1pqs2 
and let t e T be any element. Let g: A —> T be the function 
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such that for a" e A, j 
' t if a" = a' 
gfa") = 
1 if a" * a' 
Then (s1a',ty) = (s1a',g(a')y) = (s1,g) (a' ,y) = (svg)<p(a,x) = 
4>(<s1,g) (a,30) - (p^a.gtajx) = <p(s2a,x) = 
iP((s2,c1) (a,x)) = (B2,c1)K>(a,x) = (s^c^ (a',y) =(s2a',y) . 
Hence з^^а' = s2a' and ty = у from which we conclude that 
P a= P a,  and у = e. 
3.3. COROLLARY. Let (Sa)wrTx, a e A, X e X be a cyclic U-act 
in W and let Awr„Y be an arbitrary object in W. Then the 
ь i 
mapping (a,x) —» (a',y) ,(a',y) € AwrY, can be extended to-
a U-homomorphism if and only if either a = a' and px s py 
or pa s pa, and у = e. 
Proof. By Lemma 3,2 we ihave to prove that under the above 
conditions the mapping (a,x) ,—» (a',y) can be extended to 
U-homomorphism.Set p(sa,tx) = (sa',ty), s s S, t e T. It is 
clear (that <p is correctly defined. For every (s',f) e U we 
have tp( (s' ,f) (sa,tx)) \ = p(s'sa,f(sa)tx) = 
= (s'sa'.f(sa)ty) = (s'sa',f(sa')ty) = (s',f)(sa',ty) = 
(s',f)p(sa,tx) . 
As we see from Example 3.5 below, we have the following 
3.4. LEMMA. The epimorphisms in W need not necessarily be 
surjective mappings. 
3.5. EXAMPLE. Let S = (]N, •) be the monoid of natural numbers 
under multiplication and let gA = ^IN. Let к >0, к e IN and 
let T be an arbitrary monoid. Consider the mapping 
у : wNwrTe —» MINwrTe defined by j (n,в) = (kn,6) , n e iN. It 
is clear that jr is a U-homomorphism that is not sur j ective. 
Let now a,ß : ^ INw^ö —> ^INw^X be U-homomorphisms 
such that a % = 0?. By Lemma 3.2 we have that T0 s X 
and that a(wINwrTe) s ^INwr Te, ß^INwr^) s ^INw^e. Let 
«(1,6) = (п
г
,е) and 13(1,0) = (n2,e). Then (knr,e) = 
(k,c1)(n1,e) = (k,Cl)a(l,e)= a((k, 0^(1,8))= <x(k,0) = 
ау(1,0) = ßy(l,0) = ß(k,0) = y ß((k, cx)(l, 0)) = 
(k,c1)ß(l,0) = (k,cx)(n2,0) = (kn2,0). Hence knL = kn2 and 
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therefore = n2, that is a = ß. This means that у is an 
epimorphism. 
/ 
Using the last Example 3.5 we get the following 
3.6. PROPOSITION. The category W does not necessarily have 
projective objects. 
Proof. Let gA = SS - (IN, •) and let к > 1 be a natural 
number. By Example 3.5 the mapping с : ^Шг^в —> ^INwr^,© 
defined by e.{n,0) = (kn,0) is an epimorphism. Let ^INwr^X e W 
be an arbitrary object. Define a mapping v> : ^INwr^X —> 
NMwrTe by p(n,x) = ((k-l)n,e), (n,x) e IN x X. For every 
(s,f) <= U we have y((s,f)(n,x)) = p(sn,f(n)x) 
((k-l)sn,e) = (s(k-l)n,0) = (s,f)((k-l)n,0) = (s,f)ip(n,x). 
Hence ip is a U-homomorphism. From Corollary 3.3 it follows 
that if is correctly defined. Because for all x e X we 
have p(l,x) = (k-1,0) t e(gAwrT0), we get that" сф * ip 
for all homomorphisms ф : sAwrTX —» gAwrT0. 
For our further purposes we need the following 
3.7. LEMMA. If gAwrTT is projective in W, then 
epimorphisms in W are surjections. 
Proof. Let e : gAwrTX —> gAwrTY be an epimorphism in W 
and let (a,y) e A x Y be an arbitrary element. Define a 
mapping p : gAwrTT —* gAwr^Y setting (P(a,t) = (a,ty), 
(a,t) e A x T. By Lemma 2.6 ip is a correctly defined 
U-homomorphism. By projectivity о £ gAwrTT there exists a 
U-homomorphism f : gAwrTT —> gAwrTX such that cf = f. 
Hence (a,y) e c(gAwrTX). 
3.8. DEFINITION. Call a left S-act gA in some subcategory W 
of s-Act sur-proj ective in W if for every surjective 
homomorphism сг : gX —> gY and for every homomorphism 
<p : gA —> gY in W there exists a homomorphism p : ^ A —> gX 
in W such that crip = (p. 
Now we can prove the following 
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3.9. THEOREM. An U-act gAwrTB is sur-proiective in W if 
and only if gA and TB are projective in S-Act and T-Act, 
respectively, and either the monoid T contains a right zero 
or gA a Se with eSe = e. 
Proof. Sufficiency follows from Lemma 2.3 and from the fact 
that every surjective homomorphism in W is an epimorphism in 
U-Act. : V 4 . ' "  
Necessity. From the proof (of Lemma 2.3 it follows that gA 
and TB are projective in S-Act and T-Act, respectively. By 
Lemma 2.2 we Have that -A s и Se. , e? = e., i e I> Assume 
s i€l 1X1 







(šek,0) if к * i 
(seiej ,e) if ,k = i 
and 
n(set,t) = (se. ,6), (sev,t) e A x T. 
From Corollary 3.3 it follows that ip and л are correctly 
defined U-homomorphisms. By hypothesis there exists a 
homomorphism ip : gAwrTB —> ^Awr^T such that пф = ip. Let 
for b e TB ф{е^,Ъ) = (a,tQ), (a,tQ) e A x T. Then obviously 
0 ) a e Se.. Hence a Se. (remember that Se^ n SCj =f 
and by Lemma, 3.2 we have that tQ is a right zero of T. 
Assume now that T does not contain a right zero. Then by the 
above As Se, e^ = e. Let x : Se —» Se be an arbitrary 
homomorphism, Consider the diagram (*), where ip and n are 
defined by 
1P(se,b) = (*(se),9), b s TB, s e S; 
i(se,t) = (se,S), t e T , s e S. / 
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From Corollary 3.3 it follows that ip and л are correctly 
defined U-homomorphisms. By hypothesis there exists a 
homomorphism ф : gAwrTB —> gAwrTT such that nip = ip. 
Using Lemma 3.2 we get that for every b e В there exists an 
element t'e T such that <&(e,b) = (e,t'). We have (e,e) = 
= rc(e,t') = пф(е,Ь) = <p(e,b) = (*(e),ej. Hence z(e) = e and 
therefore I End Se| = 1. From Lemma 2.7 it follows that 
eSe = e. 
4. THE FUNCTORS BETWEEN T-ACT, W AND U-ACT. 
In this section we construct functors ф = gAwr-: 
T-Act —» W, : U-Act —> W and ф : V —> T-Act such that in 
case if A is indecomposable фф and фф^ф^ф are naturally 
equivalent to the identity functor id T_Act of the category 
T-Act, where ф^ : W —> U-Act is the embedding functor: 
Ф Ф-, 
T-Act > W > U-Act. 
* ф wi 
As in Section 3, let U be the wreath product of monoids S 
and T by the left S-act gA. For every TB e T-Act define 
0(TB) = gAwrTB. If f : TB —» TC is a T-homomorphism, then 
define ф(ф) : gAwrTB —> gAwrCT setting 0(p)(a,b) = 
= (a,p(b)), (a,b) € A x B. By Lemma 2.6 we have that ф(<р) is 
a U-homomorphism for every T-homomorphism ip. Further, if 
X: Tc —> TD is a T-homomorphism, then for every (a,b)e A x В 
we have ф(х<РК a,b)= (a,to>)(b))= (a, jr((p(b)))= Ш)(а,(Р(Ь)) = 
m ф(х)ф(.<р){a,b). Obviously Ф(1
В
) = Hence we have the 
following 
4.1. PROPOSITION. The mapping Ф : T-Act —> W, such that 
ф(
т
В) = gAwrTB, TB 6 T-Act, Ш1Й ф(а)(а,Ъ) = (a,a(b)), 
a € HomT(TB,TC), is a .functor. 
Let 
Ц
Х be an arbitrary U-act. Define on X an equivalence 
p as follows 
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э Xx =  y0, y1 , r..,yn_1,yn = *2 in ü x  
3 s0,...,sn_1,p1,...,pn_1 s S such that (**) 
(ei'cl)yi = (pi'cl)yi+l' 1 = 0,1,...,n-l. 
Define on the set the action of T, setting tx = (1,с^)х, 
where x denotes the equivalence class of p, containing 
element x. This action is correctly defined. For, let x1=x2, 
that is there exist elements y^,s^,p^ such that the 
equations in (**) hold. Then (s^,Cj)(l, с t)y^ = 
= (l,ct)(s1,c1)y1 - (l,ct)(pi,c1)y.+1= (p.,c1)(l,ct)yi+1 
for all i - 0,1,... ,n-l. Hence ((1,с<.)х1)р((1,ct)x2), which 
means tx1 = tx2. We also have t(vx) = t((l,cv)x) = 
(l,Ct)(l,cv)x - (l,ctv)x = (tv)x for all t, v s 
fiou 
T-act. 
Obv sly lx = X. Hence can be considered as a left 
If цХ = gAwr^B, then we obviously have the following 
4.2. PROPOSITION. For (a1,b1)., (а2,Ь2) e sAwrTB, 
(a1,b1)p(a2,b2) i£ anfl only i£ bx = b2 and and a2 belong 
to the same indecomposable component of A. Hence (AwrB)^= 
« uB, where I is the set of indecomposable components of 
I 
sA-
4.3. COROLLARY. If gA is indecomposable • then for every 
T-act TB and elements (a^b^),- (a2,b2) <= gAwrTB, 
(al'bl)p(a2'b2) — onlv if bx = b2. 
4.4. COROLLARY. if gA is indecomposable, then for every 
T-act TB, T(gAwrTB)/p в тв. r; X ) , 
4.5. COROLLARY. If gA is indecomposable. then gAwr^,B s 
3 
sAwrTC iff TB = TC. 
4.6. REMARK. If aA is not indecomposable, then Corollaries 
* и e 
ieIN 




and TC = öiM02' Then <P '• sAwrTB —> gAwrTC, defined by 
v(.e i,e) = 
(ei'ei) if i = 2k+l 
(ei/2'02) if 1 = 2k 
is an isomorphism of U-acts, but TB and Tc are not 
isomorphic. Moreover, J Awr B) , s u e. * B. 
/p ielN 
4.7. LEMMA. Let a : gAwrTB —> gAwr^C be a U-homomornhiяд 
and let a0 - ai belong to the same indecomposable component of 
A. Then for every b e TB, <x(a0,b)pa(avb). 
Proof. By hypothesis there exist elements a'1',...,a^n' e A, 
s1#... ,sjl,t1,.. . ,tn e S such that s1a'1^  = aQ, tfia^n' = a1# 
and t^a'1^  ^ = s +^1a 1^+'1'' , i = 1,.. . ,n-l. Denote a(a'^',b) 
with (a(1) ,c(i)), i = l,...,n. We have a(a0,b)=a(s1a(1) ,b) = 
= (si'ciMa(1) -b) = (sia(i) and a(a1,b)= a(tna(n),b)= 
= (tn,cl)(x(a(n»,b) = (tna(n),c(n)). Further, (^а(.} ,c(i)) = 
= ™(si+la<1+1) ,b) = (si+la(i+l)'?(i+1)5' 1 = 1"- "n~1, 




) belong to the 
same indecomposable component of gA. By Proposition 4.2 we 
have that а(ау,Ь) = (sia(i) ,c(i) )p^ "na(n) ,c(n)' = a(a^<b). 
Now we can prove the followihg 
4.8. THEOREM. The mapping ip. : W —> T-Act such that 
0(sAwrTB) = T(sAwrTB)/p and |»(<x)(a,b) '= a(a,b) for a 
U-homomorphism a : gAwrTB —> gAwrTC and (a,b) e gAwrTB 
is a functor. Moreover, if gA is indecomposable. then фф is 
naturally pqu ivalent to the functor i^-Act. 
Proof. ЕГОЦ1 Proposition 4.2 and Lemma 4.7 it follows that ф 
is correctly defined. Let now ß : c, Awr^C > cAwr^,D be, 
another homomorphism. Then we have tt(ßa)(a,b) = (ßa)(a,b) = 
= ß(a(a,b)) = 4i(ß)a(.a,b) = *№Ж«)(а,Ь), (a,b) е gAwr^B. 
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Obviously l>(lAwrB) = l(AwrB) • Hence ф is a functor. 
Let now _A be indecomposable. For every _B e T-Act, define 
ь 
с 
PB : фф(.>тВ) —> TB, putting pB(a,b) = b. ' From Corollary 4.3 
it follows that pß is a correctly defined T-isomorphism. For 
a T-homomorphism <p : TB —> TC we have {Рс 'ФФ(.ф))(a,b) = 
Pc^ (P)(a,b) = P c(a ,(P(b)) = <p(b) = (<p-pB)(a,b), (a,b) с 
6 gAwr^B. Hence фф is »naturally equivalent to the identity 
functor idT_Aot °f the category T-Act. 
4.9. THEOREM. The mapping ф^ : U-Act —> W such that 01(ЦХ) = 
= sAwrT(X/p) and V1(a)(a,x) = (a,ot(x)) for a : ЦХ ^  is 
a functor. Moreover. if gA is indecomposable. then фф^ф^ф is 
naturally equivalent to the identity functor idT_ÄGt of the 
category T-Act. ; 
Proof. obviously ф^ is correctly defined. Further, 
^(^((s.fKa.x)) = ф±{аКsa,f(a)x) - ^ 1(«)(sa,(l,cf (a) )x) 
= (sa,a((l,cf (a))x) = (sa,(l,cf(aj)a(x)) = (sa, f(a)a(x)) 
= (s,f)(a,a(x)) = (s,f)( 1^(a)(a,x)) for all (s, f) e U and 
(a,x) € sAwrX p^. Hence Ф^а) is a U-homomorphism for every 
U-homomorphism a. Let ß : be an other 
U-homomorphism. Then (i»1(ßa))(a,x) = (a, (ßot)(x)) 
= (a,ß(<x(x)) = ф±{Р){a,ot(x)) = а,х), . *^(а,х) е 
€ SA wr (Х/Р). Obviously i»1(lx) = lAwr(x/p). Hence t^is а 
functor. Let now gA be indecomposable. For every TB e T-Act 
define a mapping pß: фф^ф^ф^В)—» TB, putting pB(a1,(a2,b)> 
= b. From Corollary 4.3 it follows that pB is correctly 
defined. It can be easily shown that pß is an isomorphism 
and that p c~ фф ^ ф ^ (<p) = ypß for every homomorphism 
<P : TB —» TC. tience фф^ф^ф is naturally equivalent to the 
identity functor idT_Act of the category T-Act. 
4 .10. REMARK. If gA is not indecomposablfe, then there does 
not necessarily exist a functor V : W T-ACt such that 
ФФ = 
idT-Act" For examPle. let A = в а в. Consider В s влв. 
Then End^B s {i;ajpxf02i OjU = 0./, u e End В *• a2 = 1; 
a0^ ='Oj, {i,j} = {1; 2} } . Hence if there exists a functor 
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ф : W —> T-Act such that фф s idT_Äct we have that H = End(A 
wrB) = Hx ü H2 ü H3 ü H4, where 0(H1) = 1,  2) = a, 
^(H3) = , ^(H4) = C>2, H3H £ H3 and H4H S H4. One can show 
that Aut(AwrB) = Hn и H„. Obviously AwrB s д e.. Denote 
i=0 
with € H, i = 0,1,2,3 the homomorphisms such that 
W = 
6j if i * j 
0i+l(mod 4) if i - j. 
obviously p^ e. H3u H4 for V i e {1;2 ;3 ;4}. Since every 
nonisomorphic homomorphism of AwrB can be written in the 
form p. p for some <p e н and i e {1; 2; 3; 4), we haye that 
there exist g,r 6 (0,1,2,3), g * r, such that pg <= H3 and 
6 H4. Without restriction of generality we can assume 
that g = 2 and r = 3. Let p e H be a homomorphism such that 
p(eQ) = eQ, (Р(ех) = p(e2) = <p(e3) = e1. Then p = <p2<p e н3 
and у = p3p 6 H4> a contradiction. 
Finally, we have the following 
4.11. PROPOSITION. The functor ф is dense and faithful) the 
functor ф^ф is faithful and the functor фф^ Is full. 
Remember that functor is an embedding arid hence 
faithful. From Lemma 3.2 it follows that if A is 
indecomposable, then ф is full (or, equivalently, ф^ф is 
full or ф is faithful) iff End A = {1). Functor Ф1 is 
faithful iff is faitful iff S= (1) and IAI = 1 (and 
hence U a T). . For the proof, assum^ that there exists an 
element s * 1 in S. Then obviously (l,c1)p(s,c1) and for the 
U-homomorphism <f> : U —> U such that <p(u, f) = (u, f)(s,C£) = 
(us, f) we have ^(p) = ^(ly). Hence then ф^ is not 
faithful. 
From [1, Proposition 12.8] we get 
4.12. COROLLARY. The functors ф, Ф 1  and ф ±ф reflect 
monomorphisms • ' epimorphisms. bimorphisms • constant 
morphisms. and commutative triangles. 
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5. PRO'JECTIVITY 
In this'section we present conditions, under which the 
functors ф, ill, ф ,^ ip1, ф^ф and preserve or reflect 
projective objects. 
From Lemma 2.3, Proposition 4.2, and Theorem 3.9 we get 
the following 
- 5.1. PROPOSITION. 
1) The functor 0 reflects projective objects. 
2) The functor ф^ preserves projective objects. 
3) The functor i/i preserves projective objects• 
4) The functor ф^ф reflects pro j ective objects. 
Further, using Lemma 2.3, Lemma 3.7,/and Theorem 3.9, we 
get the following 
5.2. PRPOSITION. The functor ф preserves (the functor ф 
reflectsi projective objects if and onlv if all epimorphisms 
in W are surjections. gA is projective and either T contains 
a right zero or A = Se with eSe = e. 
5.3. PROPOSITION. The functor ф^ reflects projective objects 
if and onlv if one the following conditions hold: 
1) All epimorphisms in W are surjections. 
2) gA is not projective. 
3) The monoid T does not contain a right zero and gA se Se 
for every idempotent e e S such that eSe = e. 
Next we need some lemmas. First, denote with g*", *t e T, 
g 6 F(A,T), the function in F(A,T) such that gt(a) = tg(a) 
^ for all a € A. 
5.4. LEMMA. Let (e, f) e U be an idempotent. Then we have 
(U(c,f)>/ = П Tf(ea). 
CA 
Proof. By definition of p we obviously have (U(c, f ))/p = 
= (gef I g 6 F(A,T)}. Define a mapping ip : —» 
—> П Tf(ea), setting (#>(g f))(ca) = g(ca)f(ea). ip is 
eA 
correctly defined. For, let g£f = h£f for some g,h <= F(A,S). 
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Then we have g(ea)f(a) = h(ea)f(a), for all a e A. In 
particular, g(ea)f(ea) = g(eea)f(ea) = h(eea)f(ea) 
= h(ea)f(ca) for all ca e eA. From (p(tg£f)(ea) = (P(g f^)(ea)= 
= g^(ea)f(ea) = tg(ea)f(ea) = tp(gef)(ea), ea e eA, we get 
that <p is a T-homomorphism. Let now g^f * hef for some g,h e 
e F(A,T). Then there exists an element a e A such that 
g(ea)f(a) * h(ea)f(a). From fef = f we have g(ea)f(ea)f(a) = 
= g(ea)f(a) * h(ea)f(a) = h(ea)f(ca)f(a). Hence for this 
a s A, g(ea)f(ea) * h(ea)f(ea). This means that V(gef)(ea)* 
* 1p(hef)(ca). Hence p(g£.f) * <P(hef) and therefore <p is a 
'monomorphism. Let now (t f(ea)) e n Tf(ca) be an arbitrary 
ca eA 
element. Let g : A —t T be a mapping such that 
g(a) = 
ta , if a = ea 
tQ , if a * ca, 
where tQ is an arbitrary , element from T. Then (p(gef)(ea) = 
= g(ea)f(ea) = teaf(ea), ea e eA. Hence ip is a surmorphism 
and therefore <f> is an isomorphism'. 
5.5. LEMMA. Assume that the monoid T contains a right zero 
and that IA| > 1. Then the T-act (U(l^f)) p^ .is projective 
for every idempotent of the form (l,f) if and only if T = 
= (1). 
Proof. Sufficiency is obvious. 
Necessity. Let n be a (fixed) right zero of T and let a^ * 
* a2 be two elements of A. Define a mapping f : A —> T, 
setting i 
f(a) 
1 if a e {alfa2) 
n if a < (a1,a2). 
It is clear that (l,f) e U is an idempotent. By Lemma 5.4 we 
have that (U(l,f)) . s л Tf(a) а т я Т. By hypothesis and by 
Lemma 2.2 we have an isomorphism i p  : T л T—> uTe.,e? = e.e 
V I 
e T, д 6 I. Let «>(1,1) e Tek, к e I. If z e T is a right 
zero, we get from z(l,z) = (z,z) = z(J,l) that <p(l,z) e Tek-
If t e T is an arbitrary element, we get from (t,z) = t(l,z) 
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that p(t,z) 6 Tek. Analogously p(z,t) e Tefc for all right 
zeros z of T and S)ll elements t e T. Let now e T л T 
be an arbitrary element. Then by above p(z(t1(t2)) = 
= ^ (zt^,zt2) € Tek- Hence T л T. is a cyclic T-act. By [5, 
Proposition 5] the monoid T is finite. Let ITI = m. Then 
from m2 = IT л Tl = ITekl s |TI = m we get that m = 1. Hence 
T  =  ( 1 ) .  
Now we are able to prove the following 
•  .  1  '  j  '  
5.6. THEOREM. The functor i/>1 preserves projective objects if 
and onlv i'f all epimorphisms in W are surjections. A is 
projective and one of the following conditions hold: 
1) T contains a right zero and IAI = 1; 
2) T = (1); . 
3) As Se, eSe =' e and л Th., h? = h. e T. is 
iecA 
2 
рготective for every idembotent с = с e S. 
Proof. Sufficiency follows from Lemma 2.2, Lemma 5.4, and 
Theorem 3.9 (remark, that in Lemma 5.4 every f(ca), ea e eA, 
is an idempotent). 
Necessity. Because the category U-Act has projective objects 
and every projective act is obviously sur-proj ective, we get 
from Theorem 3.9 that A is projective and that either A a 
's Se, eSe = e or T contains a right zero. From Lemmas 2.3 
and 3.7 it follows that epimorphisms in W are surjections. 
If the monoid T contains a right zero and IAI > 1, then T = 
= (1) by Lemma 5.5. Let now A a Se, eSe = e and л Th.{ h? = 
' / iecA 1 1 
= h^e T, is a direct product, where e e S is an idempotent. 
Consider the function f : A —> T such that f(a) = h for 
all a 6 A. Then f(ea)f(a) = he-eahea = hcahea = hEa =%(а), 
a e A. Hence (e,f) e U is an idempotent and we get from 
Lemmas 2.2 and 5.4 and Theorem 3.9 that л Th. is 
x \ iecA 1 
projective. x , 
By Lemma 2.3 we immediately liave 
5.7. PROPOSITION. The functor ф^ф preserves projectiva 
objects If and onlv if gA is projective and either the 
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monoid T contains a right zero or A = Se where eSe = e. 
By Lemmas 2.2 and 5.4 we have the following 
5.8. PROPOSITION. The functor фф^ preserves projective 
ob j ects if and onlv if л Th. is' projective for every set 
ieeA 
of idempotents e e S and h^ e T, i e eA. 
The following two propositions give an answer to the 
question when the functors ф^ and фф1 reflect projective 
obj ects. 
5.9. PROPOSITION. The functor фф± reflects projective 
objects if and onlv if S = {1} and every я T-act X is 
IAI 
projžctive whenever X as T-act is. 
Proof. Let I be the set of indecomposable components of A. 
yien for every S-act X and every T-act TB we have 
ФФ^ХwrTB) = t»(sAwrT(nTB)) э л 0{gAwrTB) а л (ятВ) = 
я „В. Hence, if фф^ reflects projective objects, then 
IxIT 
sXwrTT is projective for all left S-acts gX. By Lemma 2.3 we 
get that all left S-acts are projective. By„ [7] this is 
equivalent to the equality S = {1}. Then U = S x F(A,T) s 
* л T and p is equal to the diagonal congruence for every 
IAI 
U-act X. For a U-act 
Ц
Х we have now фф^^Х) = !»(gAwrX) = 
= и X. Нёпсе the functor W, reflects projective objects if 
IAI 
and only if S = (1) and every л T-act X is projective 
IAI 
whenever X as a T-act is. 
From Lemma 2.3 and Theorem 3.9 we get the following 
5.10. PROPOSITION. The functor ф^ reflects sur-proj ect ive 
objects if and onlv if one of the following conditions hold: 
1) gA is not projective. 
2) T does not contain a right zero and A s£ Se for 
every jHpiifflotent e e S such that eSe = e. 
3) The functor фф-^ reflects projecti vp objects. 
Denote by С the following property : gA is projective and 
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either the monoid T contains a right zero or A as Se, where 
eSe = e. Then the results of Section 5 can be presented as 
follows: 





in W are 
sur & С 















in W are 
sur & 
С 
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U 
POLÜGOONIDE PÕIMIKKORRUTAMISE FUNKTOR 
P.Normak 
R e s ü m e e  
Olgu U monoidide S ja T põimikkorrutis üle S - polügooni 
gA ja olgu W kategooria U-Act täielik alamkategooria, mis 
koosneb U-polügoonidest kujul gXwrTY. Artiklis 
konstrueeritakse teatud loomulikud funktorid kategooriate 
T-Act, W ja U-Act Vahel ning leitakse tingimused, mille 
korral need funktorid säilitavad ja reflekteerivad 
projektiivsed objektid.5 
.". L •" • • J „4 
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Tartu Ülikooli Toimetised, 953 С1992Э, 47 - 52. 
ON CHECKING IDENTITIES IN FINITE-DIMENSIONAL 
ALGEBRAS BY COMPUTER 
R.Roomeldi 
Laboratory of Applied Mathematics 
1, Introduction. In [4] we described a program system 
which computes the values of polynomials in finite-
dimensional algebras. When we have to check whether the given 
polynomial" is an identity in some variety V we first compute 
its values in known finite-dimensional algebras of V, and if 
we have a nonzero value for some arguments, this polynomial 
is a nonidentity in V. On the other hand, if this polynomial 
takes in all the known examples only zero values, we may 
conjecture that this polynomial is an identity in V. 
In several pases the. identities which have to be proved 
or disproved have high degree and are rather complicated. 
Therefore, in general, it might happen, that it is very 
difficult to compute their values for arbitrary arguments. In 
the above mentioned system [4] the coordinates of variables 
of polynomials are given by random values. The indecea Of 
nonzero coordinates in it are chosen also by randomizing. If 
p nonzero value is found, then the system automatically 
chooses a simpler set of arguments by decreasing the number 
of nonzero coordinates. 
This program system was written in FORTRAN for IBM-370 
compatible computers during my sabbatical period in 1985 at 
the Institute of Mathematics in Novosibirsk. 
In this paper we describe a new version of this program 
system (named FINDIM), written in TURBO PASCAL for IBM PC. 
New possibilities are, for example, defining of new 
functions, which help us to simplify step by step the 
description of polynomials; using random parameters in 
structure constants; using of real value? (in addition to 
integers) for parameters and coordinates of variables etc. 
Using this system it is also possible to try to generate some 
new example's of algebras for which the given polynomial would 
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be a nonidentity. This can be done by exchanging or adding 
some parameters in structure constants of given examples. 
2. Describing of finite-dimensional algebras. To de­
scribe a finite-dimensional algebra we give the multipli­
cation rule of it. The program asks would we like to input 
this rule from the disc file or immediately from the key­
board. At first we must enter the dimension of the algebra 
DIM: 3 
There are 3 possibilities to give the multiplication: 
1) by giving of all NonZero Products е.. = e.e^ of 
basic elements et , for example, 
NZP: e(l,2)=Alpha*el e(1,3)=-Beta*e2 e(S,l)=el+e2 e(2,2)=2*e3 
2 )  the same algebra may be given by the matrix (е..) as 
a Multiplication Table 
MPT: 
0 Alpha*el -Beta*e2 
el+e2 2*e3 0 
0 0 0 
3) you may write your own Multiplying PRogram (for 
elements of algebra by giving the name of the corresponding 
procedure in PASCAL) 
MPS:<the name of the multiplying procedure> 
This possibility was used in the first version [4] for the-
exceptional 27-dimensional Jordan algebra H(Cg), because it 
i3 quite difficult to give all 729 products е.. explicitly 
and there exists more suitable multiplying rule for elements 
of H(C9) in the matrix form (see [6]). 
The system FINDIM automatically separates parameters 
from e. (Alpha and Beta in the example above). Later the 
random values will be assigned them. 
3. Defining functions. In several cases the polynomials 
we are interested in have high degrees, are in complicated 
form and have similar parts. To represent the given 
polynomials in a simpler form, we give a possibility to 
define new functions. 
At first some set of standard operations is read from 
the special file STOPER, which contains for each operation 
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beginning, middle and last symbols, number and types of 
arguments. These operations are addition, subtraction, 
multiplication, commutation [x,y ] = xy - yx, Jordan multipli­
cation x.y = xy + yx, association (x,y,z) = (xy)z - x(yz) 
etc. The corresponding procedures belong to a PASCAL unit. 
New FUNctions may be infix or prefix, for example, 
FUN:x~y=((2*x)*y)-(y*x) FUN:u(x,y)=(x~y) ~y 
FUN:<x,y,2>-((x~y) ~ s ) - ( ( s ~y) " X )  
Here the brackets are needed, becaiise the priority of 
operations and functions is not realized in FINDIM as, for 
example, in the case of REDUCE-system. 
4. Computing values of polynomials. When the algebra 
and supplementary functions have been defined, we may CoMPute 
values of one or more polynomials, for example, by 
CNF: v(x, у, z) - <u (x, у), x, 3> 
CMP: u(x,y, з)-и(х, <x,y, 3>)-u(x, <x, 2,y>) 
The coefficients of functions and polynomials must be inte­
gers, which is not a strong restriction, because rational 
coefficients are reduced to integers. 
After the input of all polynomials the first part of 
FINDIM-system writes the diec file SCANOUT as the PASCAL unit 
containing all parameters and procedures. It computes the 
values of standard operations, new functions and polynomials. 
Then we have to run the second part of FINDIM, compiling 
at first the unit SCANOUT. After that the program asks on the 
screen of computer the type of values nf parameter« (integer 
or real). In most cases the values of structure constants are 
integers or rational numbers, thus the real values are quite 
useful. The user is also asked about the interval in which 
random values q£ parameters are generated. 
In the same way questions about the type and interval of 
coordinatea o£ arguments polynomial я are given. Then the 
sum numbers at aaaseca coordinates. o± all arguments is 
asked (corresponding indeces are also generated in a random 
way). At last the user must enter the nnmher M of such set.* 
Qi arguments 
The computing process is stopped in two cases: when the 
first nonzero value of the polynomial has been found "or when 
all M values are zero. 
In the first case we have proved that this polynomial is 
not an identity. To fix it. we may print the arguments and 
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choose the simplest set of arguments by minimising the number 
of nonzero coordinates. Sometimes it is useful to generate 
also the new random values for the parameters in е .. If we ij 
had the random real parameters or coordinates, we may choose 
simpler integer values. 
In the second case we may increase the number of nonzero 
coordinates, consider the random real values (if we had 
integers before) or change the random parameters of e..i In 
the last case we would like to warn the user that some 
parameters of the algebra may have the "critical values" in 
which all the, polynomials of special form may have only zero 
values. Therefore we suggest to increase the integer interval 
for the parameters if all values of polynomial are aero. , 
When one polynomial has been checked, FINDIM suggests us 
to check the next one. 
It may be happen that some polynomial f has only zero 
random values for many examples of finite-dimensional 
algebras of some variety V. Then we can try to prove it for 
these examples by REDUCE or for the variety V by the system 
[3] proving identities of degree £ 6 in free algebras. 
5. Example 1. We consider the 8-dimensional algebra 
given by Thedy [5] as an example which shows that the 
splitting theorem for radical is not valid in right 
alternative algebras. The multiplying table of this algebra 
contains 5 parameters: Alpha, Eps, Kappa, Kai and Tau. 
DIM: 8 
MPT: 1 
el 0 e3 ' ев е?5 0 -Kappa*Таи*е5+е7 0 
0 eS 0 e4-e6 0 еб Карра*Таи*е5 ев 
0 e3 Eps*e5 el +А1рЛа*е5 -ев' 0 1/Карра*'е7-Таи*е5 
-Ksi*e5 (1+Ksi) /Kappa*e5 
e4-e6 еб e2+Tau*e5+Eps*KÄppa*e6+e8 Kappa* (Alpha+Tau)*e6 
Kappa * Tau *e5+Ka ppa *e8 0 Kappa * Та и * Kappa *' Tau*e5-Kappa *Tau*e7+ 
Kappa*( 1-Ksi)*e6 -Tau*Kappa*Tau*e5+Tau*e7+Ksi*e6 
e5 0 0 e7-Kappa*Tau*e5 0 0 0 0 
О еб e8+Tau*e5 ООО О О 
Карра*Таи*е5 -К&рр&*Таи*е5+е7 е5 -Карра*Таи*Карра*Таи*е5+ 
Карра*Таи*е7 0 0 0 0 
ев 0 0 ев+Таи*Карра *Таа*е5-Таи*е7 0 0 0 0 
FW'x"y=(x,x,(x,x,y)J CMP- t(a, b)=a'[a, b] 
The polynomial f is in two variables a and b, both with 8 
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coordinates. At first FINDIM generates 10 nonzero real 
coordinates (the maximum is 8*2 ~ 16) and a nonzero value is 
found for the first pair of a and Ъ. Then the simpler pair of 
arguments a and b with only 3 nonzero integer coordinates 
a = ( 0, 1, 1, 0, 0, 0, 0, 0), b = ( 0, 0, 0, 1, 0, 0, 0, 0) 
in the case of random integer parameters 
Alpha = 1, Eps = -1, Кара = 1, Ksi - 2, Tau - -2 
was found for which 
a "[a, b] = (a, a, (a, a, [a, b])) - ( 0, 0, 0, 0, 4, 0, 0, 0) * 0. 
Therefore a"[a,b] is a nonidentity in free right alternative 
algebra of rank 2 (see the Shirshov's problem 160 in Г1])-
6. Example 2. We repeat the example from [4] which 
handles the polynomial of Medvedev [2] in 27-dimerisional 
simple exceptional Jordan algebra H(C3). The multiplication 
of elements is given in the matrix form (see [6]) by a 
special PASCAL-procedure Jord27 
DIM: 27 MPR: Jord27 . 
FUN: x ~y=fx,y, x } 
FUH:x%y=(x*y)*y 
FDN:"m(x,y, z, t)=2*(y*x) ~{z,y, t}+4*(-{y*y, x*z, t}-{y, {x,y, z}, t}+ 
2*{xXy, z, t}-2*fx*y, z*y,t }+2*{x, z*y,у}*t)*(y*x)-{x~y,y~z, t}~ 
4*(2*{x*y, zSy, t }-2*{x%y, z*y, t }-2*{x, z%y, у }*Ъ+ {y*y, z*y*x, t}+ 
{y, {x, y, z*y}, t})*x-4*{y*x; {y*z,y,t}, x}-2*{y*y,x*x*(z*y), t}~ 
2* {y,{x*x,y, z*y}, t}+4*{(x*x)%y, z*y, t}~4* {x*x*y, z%y, t}+ 
4*{x*x, zZy,y}*t+2*x~{z%y,y, t} 
(CMP- s(x,y, г, t)=-m(x,y, z, t*t}'*2*m(x, у', г 11 }*t+ 
* 'i 2*t~{y, z, (y*x)*{y*z)}-t~{y*y, z,x"'y} 
If we denote the elements of НС С ) by 
A - (a, ) = 
a, 
Ca^a t t) • а г  1 (a^a^) I 
(a -r-a ) (a -r-a ) & 1 2  I P  г о  2 7  y  ,  a  
then the nonzero value of the Medvedev function S= s(A,В,С,D) 
with .. one. nonzero - coordinate sz_,=64 was computed for А, В, C, 
D with M-8 nonzero coordinates a -a =b =b =c -c =d =d -2. 4 13 ? 21 24 27 ;<Sj 21 
Therefore s<x, у, z, t) as an identity in all special Jordan 
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SAMASUSTE KONTROLLIMISEST LÖPLIKUMÕÕTMELISTES 
ALGEBRATES ARVUTI ABIL 
R.Roomeldi 
R e s ü m e e  
Artiklis kirjeldatakse programmsüsteemi FINDIM, mis 
võimaldab teatava tõenäosusega kontrollida, kas vaadeldav 
polünoom on samasus antud löp1ikumõõtme1ises algebras. Eriti 
kasulik on see süsteem juhul, kui algebra mõõde on suur Ja 
uuritav polünoom kõrge astme ning keerulise ehitusega. 
Seejuures võivad algebrate struktuurikon stand id sisaldada 
parameetreid, millele genereeritakse juhuslikud täis- või 
reaalarvulised väärtused soovitud vahemikust [Ii,nr]. Analoo­
giliselt genereeritakse ka kontrollitava polünoomi argumenti­
de nullist erinevad koordinaadid, millede arvu annab samuti 
ette kasutaja. / 
Lõpuks esitatakse kaks näidet samasuste otsimisest 8- ja 
27-möÕtinelistes algebrates. 
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СТРОГО РЕГУЛЯРНЫЕ ТОЖДЕСТВА ТЕЛ 
О.К.Бесолов (Владикавказ) 
Одним из интересных, со многих точек зрения, классов 
алгебр без нильпотентных элементов является'класс строго (или 
абелево) регулярных алгебр - регулярных алгебр без нильпо­
тентных элементов. Строго регулярные алгебры (особенно комму­
тативные) привлекали внимание многих авторов, благодаря, взаи­
мосвязям с теорией тел и многими другими смежными областями 
математики, 
При "каноническом подходе" строго регулярная алгебра S 
характеризуется тем свойством, что на S однозначно опреде­
ляются две дополнительные унарные операции х —• х'- и х —• е , 
связанные с умножением тождествами 
г 
х 
е V = *еА (*> 
Из тождеств (*) вытекает, что класс У всех строго регулярных 
алгебр является многообразней указанных алгебраических сис­
тем, к которому можно применять общие методы, результаты и 
конструкции теории многообразий. При этом оказывается, что 
многообразие а" порождается, как многообразие, всеми телами с 
заданными на них унарными операциями, определенными 
X 
если а * 0 _ j 1, если а * О 
Л -   
1 0, е 
(**)  
0. если а •= 0 а L0 сли а = 0 
где 1 - единица рассматриваемых тел. .Указанный подход ест­
ественно приводит к многообразиям строго регулярных алгебр 
(подмногообразия многообразия S) и строго регулярным тождест­
вам (элементам абсолютно свободной строго регулярной алгебры, 
переходящим 
в нуль при любом гомоморфизме в рассматриваемую 
строго регулярную алгебру). При этом мы будем применять, без 
особых оговорок, основные понятия, конструкции, методы и ре­
зультаты общей теории многообразий алгебраических систем 
(,все, что нам необходимо, можно найти в монографии [1] 
Й..И. Мальцева и многих других монографиях). 
Исследования строго регулярных алгебр в контексте много­
образий уже начались в ряде работ Сем. например [2] - [6]). В 
настоящей работе мы продолжим эти исследования, обращая осо­
бое внимание на специфику строго регулярных тождеств и много-
/ 
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образий строро регулярных алгебр. 
Для начала отметим первое (и основное) специфичное свой­
ство многообразий строго регулярных алгебр - все они порожда­
ются некоторым набором {@^| i е Г> тел, что мы будем записы­
вать в виде равенства Ш'= Уаг'((в2| 1 е Л) (это многообразие 
строго,регулярных алгебр, порожденное указанными телами;. 
Все рассматриваемые в работе алгебры - ассоциативные ал­
гебры над некоторым фиксированным полем *, которое мы будем 
называть основным. V 
В силу специфики многообразий строго регулярных алгебр 
строго регулярные тождества - это на самом деле "тождества" 
тел. Наша основная цель - показать, что строго регулярные 
тождества дают более полную информацию о телах, чем обычные 
тождества. j. 
В связи с этим напомним, что тела R и 6 (являются алгеб­
рами и строго регулярными алгебрами!) имеют одинаковые тож­
дества тогда и только тогда, когда их размерности над центром 
совпадают, что мы символически запишем в биде 
Var(6) = Vart R) «-# 
«-> dim^ Õ = dimj-Д . 
В частности, все тела, бесконечномерные над центром, "имеют 
одинаковые тождества' - они не являются PI-телами, т.е. не 
имеют вообще никаких нетривиальных тождеств. \ 
§ 1. Поведение строго регулярных тождеств и многообразий 
строго регулярных алгебр существенно зависит от выборй основ­
ного поля Ф (см., например, работы [7] - [10]). Поэтому мы 
несколько уточним выбор основного поля $. 
Начиная £ этого момента будем предпологать, что основное 
поле Ф выбрано так, что существуют алгебры, являющиеся конеч­
номерными 
телами "со сколъ угодно большой!' размерностью над 
своим центром. ДРУГИМИ словами, согласно (1.) нет общего 
"обыкновенного" тождества, справедливого сразу на всех конеч­
номерных телах, допустимых для рассмотрения. 
Отметим, . что такой выбор основного поля всегда можно 
обеспечить рассматривая например, поля рациональных дробей 
над очень многими конкретными полями (см. например, моногра­
фию [11] Р.Пирса, гл. 17-20). . 
- Оказывается, что при таком выборе основного поля строго 
регулярные тождества дают полную информацию о рассматриваемых 
конечномерных телах. 
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Теорема 1. Конечномерные тела Е и S имеют одинаковые 
строго регулярные тождества тогда и только тогда, когда они 
изоморфны. , : V : •• 
Таким образом мы должны доказать, что для рассмотрения 
конечномерных тел (являющихся алгебрами) справедлива имплика­
ция • . i, I , 
' Var'(6) = Var' (R) R . (2) 
Для доказательства этой теоремы нам потребуется некото­
рый вспомогательный аппарат. 
Теорема ä (см. [6] - [91). Пусть S - ненулевая строго 
регулярная FI-алгебра, которая конечно порождена как строго 
регулярная алгебра. Тогда для некоторого Набора Р1~тел , 
(являющихся гомоморфными образами алгебры 5) справедливо 
соотношение: 
ц 8 з S 5 » 6 : Soc(S) , (3) 
isi" 2 isi х  
т.е. S имеет ненулевой цоколь Soc(S) с нулевым аннулятором. 
Подробное и полное доказательство смотри в работе [6], 
Теорема £ (о подъеме); Пусть ЗД' - невырожденное многооб­
разие строго регулярных алгебр и 5 = <Х>' - свободная в »' 
строго регулярная алгебра конечного ранга, т.е. с конечным 
множеством » = {лг.Ь 1 £ i & л} свободных порождающих. Пусть 
конечномерная строго регулярная алгебра $ является гомоморф­
ным образом алгебры $ . - 
х 
Тогда в $ есть подалгебра, изоморфная $ . 
^окааатедъстао, Отметим, что мы не потребовали сущест­
вования в s обыкновенных тождеств, т.е. 5 может и не быть PI-
алгеброй, / 
Пусть нам задан ГОМОМОРФИЗМ Ф :  $ — • $ = .  $0 на конеч­
номерную алгебру 5 . Конечно можно считать, что š ? о. Выби­
раем в алгебре 5 - базис и записываем соответствующую таблицу 
умножения базисных элементов , 
d 
s = Е 4>Ъ , , 
2=1' 2 
d 
Ь .Ъ . - Г ß . ..Ъ ' 1 J UK к 
(4j 
•v " -
Без ограийчения общности можно считать, что множество 
tх^ФI isi'- л является линейно независимым п<^дмно-
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жеством в $ ( иначе мы можем уменьшить г? kt получить $ в каче­
стве гомоморфного образа при том же Ф, относительно свободной 
строго регулярной алгебры меньшего ранга;. Учитывая это мы 
можем включить множество Яф в базис tbjJl -kid} алгебры 
5. так и сделаем. 
Но условию, $ - конечномерная строго регулярная алгебра 
(т.е. конечная прямая сумма конечномерных тел). Поэтому все 
подалгебры в š будут строго регулярны (как конечномерные ал­
гебры без нильпотентных элементов;. 
Поэтому каждый элемент алгебры $ можно записывать как 
образ еф некоторого полинома st-v, х
п
> (элемента алгебры 
$) от некоммутирующих" переменных х. В частности, указанный 
вид имеют и базисные элементы bЗапишем их соответствующие 
представления в виде полиномов '< 
V 1 < i  <  а  Ь ±  =  [ fj(,  . . . ,  х п )  ]Ф . (5) 
Отметим, что согласно включению 
{й1| 1 £ i £ d ) 
среди полиномов f имеются и свободные порождающие х. 
Учитывая (4) и (5) получаем конечный набор полиномов 
-  
f i f J  -  =  ß i j k f k  •  '  t 6 )  
для элементов ft взятых из (4; и полиномов взя­
тых из (5). По построению получаем, что для ядра кетФ гомо­
морфизма Ф : S —» S х. S0 в конечнопооожленной строго регу­
лярной алгебре $ справедливо включение: 
• Кег<#>' 2 е$ , (7) 
где е - наименьшая верхняя грань всех идемпотентов е 
: - - • . \ . 1J 
1 <  j , j  <  d (см. начало работы). Далее строим идемпотент 
е* = 1 - е , где 1 -, единица алгебры $ и получаем соотно­
шения 
е* Л е* = 1 -
e i j  
е*$= <е*х,\ 1 '< ~к < п >' 
= < 15 к £ п > 
(3) 
где <М> - подалгебра, порожденная непустым подмножеством М, 
а <#>' - строго регулярная подалгебра, порожденная непу.стым 
подмножеством М. 
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По построению, согласно 14)-(8) получаем соотношения 
(9) 
причем оказывается Ф ( е ' )  -^ единица алгебры $, так как Ф ( е )  =  
0. Но тогда применяя все соотношения (4)-(9) получаем: 
V  1  ^  1  ^  W  f i A  —  . 1 «  }  
i 
( 1 0 )  
к= I 
Второе из соотношений >(10) показывает, что подпрост­
ранство А является конечномерной подалгеброй алгебры S, а по­
тому строго регулярной подалгеброй. Кроме того, по построению 
полиномов i 1 (см. сказанное после соотношений (5)), в строго 
регулярной подалгебре А содержатся все порождающие элементы 
строго регулярной алгебры e*s, согласно (8) и сказанному. По­
этому все включения последнего из соотношений (10) превраща­
ется в равенства. 
Но первое из соотношений (10) показывает, что линейно 
порождающее подмножество 1 i Jr s л } алгебры е*5 = А 
оказывается линейно независимым, т.к. гомоморфизм Ф отобра­
жает его на базис алгебры $. В результате оказалось, что ал­
гебра $ и подалгебра (идеал!) А = e*S свободной в JR' строго 
регулярной алгебры S имеют одинаковую размерность и задаются 
одной и той же таблицей умножения базисных элементов (ср. с 
(10) и (4)). Но тогда, очевидно, алгебры А и S изоморфны. 
Теорема доказана. 
Обращаем внимание на то, что в доказательстве теоремы 
возникла подалгебра А = <х^| 1 £ к 5 п > относительно сво­
бодной строго регулярной алгебры s = <х^1 1 - £ - л >'. ока­
зывается Теорема Б является в некотором смысле усилением Тео­
ремы А, Это показывает с очевидностью вытекающее из Теоремы Б 
Следствие 1. В условиях Теоремы Б относительно свободная 
строго регулярная алгебра $ (не обязательно являющаяся FI-ал-
геброй!) имеет ненулевой цоколь Soc(S) 2 e*S ^ S ;* 0. 
Доказательство Теоремы 1. Учитывая конечномерность ал­
гебр Ö и R 
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4 d im® = г > dimÄ > 1 , ) 
. Ь (11) 
®'= Уаг'(Д) = Уаг'(в) J 
и строим свободную в 58' строго регулярную алгебру S. При этом 
мы предполагаем, что Л и 0 (иначе нужное нам соотношение (2) 
будет тривиально). 
В результате мы попадаем в условия теорем А и Б - из ко­
нечномерности алгебры R легко вытекает, та все алгебры из 
многообразия *' являются Р1-аагебраэ«н. Поэтому применяя эти 
теоремы, получаем соотношение 
П hj S S э ф в1 - Soe(s) (12) 
для некоторых алгебр ßj , изоморфныж Ж. 
Из (11), (12) и теоремы Б вытекает, что тело <v изо­
морфно вкладывается в Soc(S) алгеерн S. щ®этому тело ü вкла­
дывается изоморфно в некоторое из тел Во снова в силу 
(12), применяя канонические проектировавши Ж Dj на его ком­
поненты Dj = Я, получаем с очевидность®, что все тела (и 
любое подтело алгебры 5) изоморфно зыадашаются в тело Я. По­
этому и тело S изоморфно вкладывается в тел® Я. Но тогда, со­
гласно (11) тела В и ® являются изоморфными алгебрами в силу 
их конечномерности. 
Теорема 1 доказана. 
§ 2. с помощью теоремы о подъеме мсти© строить конкрет­
ные "существенно" строго регулярные тождества и показать, с 
их помощью, что строго регулярные тождества действительно 
дают более полную информацию о кояечяаиерянд телах, согласно, 
Теореме 1. Для этого мы рассмотрим известную конструкцию тел 
кватернионов. 
По определению (см. монографию 1113, гл. I ,(§ 1 - 6 стр. 
27) алгебра кватернионов над полем F - это четырехмерное про­
странство над F с базисом {l.ij.ij, определяющими соотно­
шениями i2 = а, j3 - р , ij - - jl - к для фиксированных не­
нулевых a, ft « F и, определяющими соотношениями, говорящими о 
том, что 1 является единицей рассматриваем ой алгебры в = 
m 
Учитывая теорему о подъеме и ее доказательство будем за­
писывать базис алгебры кватернионов в виде Ь
г
. Ь3, Ь41 , а 









ab j «ь3 
- f *  ßbt -ßbx 
к 
-ab 3  ßbx -aßb± 
Таким образом, согласию i4Li-it3} справедливо, например, соот­
ношение bz£>4 = т.е. в этом конкретном случае имеется 
только одна ненулевая; структурная константа" г а, а все 
остальные структурные константы ßMt - нулевые. 
Продолжая двшгалгыяк шо доказательству теоремы о подъеме 
строим абсолютно
1 
свобода*« |влж свободную в соответствующем 
многообразии К*); строго регулярную алгебру S = <х ,л^»' и 
строим полиномы t, соответствующие базису рас­
сматриваемой алгебра в - f "jfj кватернионов, считая, что 
Q - тело. 
Один из возможных авбчзров следующий г 
fi = "'Ч* 4 = .-V 'з = (14> 
в соответствии с: с б ) ,, > 
Учитывая (13), (14), (4), (5), строим согласно (6) и 
сказанному полиноы «ч ^,а по ним строго регулярные "полиномы" 
VW = te ?e ) - V е (15) 
Х1 '2 SiJ 
По построению и согласно сказанному в начале работы (см.. со­
отношения (*), (**)), указанный в (lb) элемент tyx±,xx) яв­
ляется идемпотентным в абсолютно свободной строго регулярной 
алгебре S = <х
у
,х2>", а первое из входящих в него слагаемых 
evVe - единица алгебры S . 
1 z 
Будем считать для конкретности, что $ совпадает с полем 
Я всех рациональных чисел. В этом случае легко строятся не-
изоморфные и некоммутативные тела кватернионов. Например, ес­
ли простое число р имеет вид д = .3 + 4 6, то с каждым таким р 
связывается тело О = Г—Сем. [11}, гл. I, стр. 35). 
Р| - L ® J Г 
Обратим внимание' на то, что. в Теореме 1 мы совершенно не 
учитывали наш специальный вид основного поля $ -• эта теорема 
справедлива ПРИ любом ВНборе ОСНОВНОГО ПУЛа, 
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Следствия Z.. Пусть при указанных обозначениях и 5 = Л 
выбраны два неизоморфных тела кватернионов - для конкретно­
сти, тела и ü±l. Пусть @ - любое из этих тел и мы построим 
по нему строго регулярный' "полином" - идемпотент х1,жя). 
Тогда справедливы утверждения: 
а) Тела У? и U являются неизоморфными телами кватер­
нионов. В частности их центром является $ и они имеют 
размерность 4. 
б) Указанные тела имеют одинаковые "обычные " тождества. 
в) Идемпотент Ь^( лг4, х2) не является тождеством на 
"своем" теле 8, но является нетривиальным строго регулярным 
тождеством на втором из оставшихся тел 07, 
Действительно, справедливость утверждения а) была отме­
чена Iсм. монографию [11], гл. I. стр. 35 Ь Из утверждения 
aj вытекает утверждение б) согласно соотношению (1), начав­
шему постановку задачи. Осталось убедиться в справедливости 
у т в е р ж д е н и я  в ) .  
Пусть, например, 6 = О . Согласно (13) и построению тела 
б = кватернионов, алгебра Q порождается и как тело 
(т.е. как строго регулярная алгебра) и как алгебра элементами 
Ь Ъ
э
. Учитывая это, строим гомоморфизм Ф : S —• Q продол­
жая отображение х1 —1> b2, х2 —• . Тогда, согласно (13), 
114), (4), (5) и (6), (15), (8), (9) идемпотент bg(xl,xz) 
-переходит в единицу Л^( £>z, i>3) = (V ) - 0 тела Q. 
Поэтому tig не является строго регулярным тождеством на 
Ы. . * V 
С другой стороны, пусть наша $ - любое двупорожденное 
тело, в которое не вкладывается изоморфно наше тело Q (напри­
мер, 5 - оставшееся тело У,,) • Допустим, что Л_ не является 
строго регулярным тождеством на $. Тогда для некоторых и 
д2 из 5 элемент Ay(9t, я2) - ненулевой. Продолжаем отображе­
ние —• gt, х2 —* Qz до гомоморфизма у : $ —> 5. 
По построению 
V r VW = t'egiVee2) - ® . ' (lti) 
для некоторого идемпотента ё тела 5 (см. (15), (16)). Первый 
из идемпотентов, входящих в (16) является единицей, подалгебры 
<• а > = <а , а >', а е - какой-то идемпотент из этой под-
алгебры. Но, по предположению, * 0. Поэтому указанная 
подалгебра ненулевая, т.е. подтело тела 5 . Но тогда, снова в 
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силу (16) и (15), е = 0 и bJt = е V е - единица этого под-
r М ®2 
тела. 
Учитывая соотношения (4) - (10), с заменой Ф на у, полу­
чаем, согласно теореме о подъеме, что подтело <g1,g2> явля­
ется гомоморфным образом алгебры, заданной определяющими со­
отношениями .£/. - е' /
к 
, которые использовались при по­
строении "полинома" Л_. Но снова согласно доказательству тео-
ремы о подъеме указанные определяющие соотношения задают тело 
Q (даже как алгебру!). Поэтому подтело < g,, д2> оказалось 
изоморфным телу 5, как ненулевой гомоморфный образ этого те­
ла. '' ' *5'™:"': ' 
В результате получилось, что тело 8 изоморфно вклады­
вается в тело 5. Следствие доказано. 
Мы показали, что в теореме 1 строго регулярное тождество 
нельзя заменить обычными тождествами (ср. соотношения (1) и 
( 2 ) ) .  
Рассмотрим теперь ситуацию особенно специфичную для 
строго регулярных тождеств. Будем искать нетривиальное строго 
регулярное тождество на телах, бесконечномерных над своими 
центрами (на которых обычных тождеств, кроме тривиального, 
нет!). '' 
Для получения более конкретных и полных результатов еще 
раз уточним выбор основного поля $, А именно, будем считать, 
что основное поле $ позволяет связать с бесконечны^ множест­
вом простых чисел р такие некоммутативные тела Q - <а,Ь> , 
2 Р 
что dimS = р . 
р 
Зафиксируем бесконечное множество П простых чисел, для 
которых существуют указанные тела и с каждым ре П свяжем 
точно одно соответствующее тело 
8 = <а, Ь >' = <а, Ь> , 
р 
dimõp - р . ab * Ъа •. 
Из (17) вытекает, что для каждого из этих тел центром 
является наше основное поле $. 
Теперь уточним выбор "основного класса" алгебр - в. ка­
честве основного класса берем многообразие 
у 
- Var({Öpl р е п }) (lb) 
алгебр, порожденное выбранными телами Одновременно возни­
кает и многообразие 
1 :*" = Var'({Sp| р е П}) (1У) 
(17) 
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строго 'регулярных алгебр, порожденное теми телами. Рассматри­
ваемые в следующей теореме алгебры - только алгебры из основ­
ного класса У. 
Теорема 2.. С каждым непустым подмножеством Г множества П 
простых чисел свяжем многообразие 
ГОр = Var'({6p I Р е Г }) (20) 
строго регулйрных алгебр, порожденное указанными телами. Мно­
гообразия , ГОр совпадают тогда и только тогда, когда 
1 2 
совпадают множества Г и r
=
. 
Доказательство. Зафиксируем непустое множество г s П и 
построим соответствующее многообразие Согласно (17) -
(20), многообразие Жр порождается указанными 2-порожденными 
телами. 
Учитывая сказанное и очевидную невырожденность многооб­
разия Jltp , строим свободную в Uljl. строго регулярную алгебру 
$ = <*,.*•>' ранга 2. В результате мы попадаем в ситуацию, 
описанную в теореме о подъеме. 
Учитывая специфику многообразия Жр (см. (20)) и специфи­
ку тел ffp (см. (17)) получаем соотношение 
П JJj ä S 2 » й , : Soc(S) , (21) 
где Dj - алгебры, изоморфные некоторым телам с р е Г. при 
этом, согласно теореме о подъеме, среди тел 8^, входящих в 
цоколь Вое"($), имеются с точностью до изоморфизма, все 2-по-
рожденные конечномерные тела, являющиеся алгебрами из много­
образия ГОр . / 
Но, снова в силу соотношения (21), применяя "канониче­
ские" проектирования П^. : ПDj —* Dj мы легко получаем, что 
все ненулевые подтела @ алгебры $ изоморфно вкладываются в 
тело Dj % для подходящего (единственного!) простого числа 
Р 6 Г. 
В результате получается, что множество 
{8 | 8 - 2-порожденное тело, 2 5 dim@ < '» , 8 е 1Цр > 
и множество Л@
р
| Р <= г> совпадают с точностью до изоморфизма 
алгебр. После этого становится очевидным, что теорема доказа­
на. 
Следствие 2.. В "основном" многообразии У строго регу­





В самом деле континуум "обеспечивают" уже многообразия 
Я1р в виду бесконечности множества п.. 
Следствие 4. В "основном" многообразии У строго 
регулярных алгебр имеются тела бесконечномерные над своим 
центром. "Почти для каждого" иэ этих тел найдется справедли­
вое на нем нетривиальное строго регулярное тождество. 
Доказательство. Произвольным образом выберем бесконеч­
ное собственное подмножество Г в П, учитывая бесконечность 
г1. Строим соответствующие многообразия 1йр строго регулярных 
алгебр. ",л,1 •_ V 'У' 
Пусть S = <х,<х
г
>
' свободная в tif строго регулярная 
алгебра ранга 2. ртроим в $ подалгебру А - <х1,х2>. Соглас­
но критерию приведенной свободы (см. работы [6]-[10]), алгеб­
ра & является относительно свободной алгебрс/й (т.е". А - „сво­
бодна в некотором невырожденном многообразии алгебр). 
Учитывая специфику алгебры $ , строим гомоморфизмы 
Vp : $ —* Ч
р 
для всех р е г . но все алгебры в
р 
являются 
2-порожденными алгебрами (см. (17) J. Поэтому, считая, что г? 
Р 
- 
svp . получаем равенство Sp = &vp для тех же р. Но, снова 
в силу (17) и (20)', размерности тел Sp над их центром (основ­
ным полем $!) не ограничены в совокупности, в силу бесконеч­
ности Г. 
В результате оказалось, что в алгебре & нет нетривиаль­
ных "обычных' тождеств, т.е. А - абсолютно свободная алгебра 
ранга 2. Поэтому А - алгебра без делителей нуля, т.е. множе­
ство А\{0,} - мультипликативно замкнутая подсистема в строго 
регулярной алгебре $ . Применяя лемму Куратовскбго - Цорна 
вкладываем мультипликативно замкнутую подсистему &\{0> в 
максимальную мультипликативно замкнутую подсистему М, не со^ 
держащую нуля. ' 
Согласно известным результатам структурной теории алгебр 
без нильпотентных элементов (см. монографию L12] , гл. 4 и 
лемму об универсальном обращении из работ L6J-C9J) с И связы­
вается идеал 
М' = {s £ S| ms = 0 для некоторого т е м > (22) 
строго регулярной алгебры S, причем оказывается, согласно 
(22), что М п М* = 0, т.е. 5 = $/М" - тело (как строго регу­
лярная  алгебра бе з  делителей нуля). По построению, A n  tf = 0  
и потому  абсолютно  свободная  алгебра & ранга 2 изоморфно  
вкладывае т ся  в  т ело  $  е  1В '  с  у  _ 
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В результате получилось, что $ - тело, бесконечномерное 
над своим центром (так как оно не имеет "обычных" тождеств), 
принадлежащее У. ; j 1. 
С другой стороны, 5 е Btp и, в силу теоремы 2, Я1р - не­
вырожденное .собственное многообразие строго регулярных ал­
гебр, как собственное подмногообразие многообразия У. По­
этому существуют нетривиальные строго регулярные тождества, 
справедливые на всех алгебрах из Тор, в том числе и на алгеб­
ре 5. Это и заканчивает доказательство. 
В заключении объясним, почему мы выбираем основное поле 
$ некоторым "специальным" образом. Дело В том, что если, на­
пример, основное поле $ является алгебраически замкнутым, то 
никаких конечномерных тел, кроме $ у нас не будет и потому, 
например, теорема 1 становится тривиальной. Тем не менее даже 
в этом случае можно привести примеры нетривиальных строго ре­
гулярных тождеств, справедливых на телах, бесконечномерных 
над своим центром (и на всех PI-телах, см. [13]). 
Данная работа возникла при обсуждении с Ю.М.Рябухиным, 
за что автор ему глубоко благодарен. 
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KORPUSTE RANGELT REGULAARSED SAMA50SED 
O.K.Besolov (Vladikavkaz) 
R e s ü m e e  
On teada, et rangelt regulaarsete assotsiatiivsete al­
gebrate klass üle mingi fikseritud kommutatiivse korpuse $ 
osutub muutkonnaks, kui tavalistele algebra tehetele lisada 
kaks täiendavat -unaarset tehet ning iga selle muutkonna alam-
muutkond on tekitatud selles sisalduvate (üldiselt mittekom-
ftutatiivsete) korpuste poolt. Seega on neid alammuutkondi 
määravad "rangelt regulaarsed" samasused sisuliselt korpus­
te samasused. Selgub, et rangelt regulaarsed samasused kanna­
vad endas oluliselt rohkem informatsiooni korduste kohta kui 
tavalised samasused. Käesolevas artiklis tõestatakse, et lõp-
likumöõtmelised ko-rpused üle sama pöhikorpuse $ omavad samu 
rangelt regulaarseid sarnasusi siis ja ainult siis,\kui nad on 
isomorfsed (Teoreem 1). Samuti näidatakse, et sobivalt vali­
tud pöhikorpuse $ korral sisaldab kõigi rangelt regulaarsete 
$-algebrate muutkond vähemalt kontiinuum alammuutkonda (Teo­
reem 2 ja Järeldus 3). 
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STRICTLY REGULAS IDENTITIES OF SKEW-FIELDS 
O.K.Besolov (Vladikavkaz) 
S u m m a r y  
It is weli known that a class of all strictly regular 
associative algebras over a field $ is a variety if two new 
unary operations are added to the usual operations of an al­
gebra. Moreover, any subvariety of the variety of all strict­
ly regular $-algebras is generated by the skew-fields con­
tained in this variety. Therefore the "strictly regular" 
identities determining these subvarieties are actually iden­
tities of skew-fields. It is known that strictly regular 
identities carry much more information about skew-fields than 
the usual ones. In this paper it is proved that two finite 
dimensional skew-fields over a field $ are isomorphic xif and 
only if they possess the same strictly regular identities 
(Theorem 1). Also it is shown that there exists a field $ 
such that the variety of all strictly regular ^-algebras 
contains at least continuum of subvarieties (Theorem 2 and 
Corollary 3). 
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АЛГЕБРАИЧЕСКАЯ ХАРАКТЕРИЗАЦИЯ АЛГЕБР С РЕКУРСИВНЫМ БАЗИСОМ 
В НЕКОТОРЫХ МНОГООБРАЗИЯХ 
О.В.Гателюк 
Омский институт инженеров ж/д транспорта 
Г.П.Кукин 
Омский государственный университет 
Наша статья 
1
посвящена алгебраической характеризации 
алгебр с рекурсивным базисом в некоторых многообразиях. Она 
продолжает (и уточнает) результаты, сообщенные на 17' Всесоюз­
ной алгебраической конференции [5]. 
Формулировка и доказательство теорем 1, 2, 3, 4 для 
алгебр Ли принадлежит Г. li. Ку кину. О.В.Гателюк нашел ряд 
многообразий, для которых эти результаты справедливы, а 
доказательства единообразны. Для каждого такого многообразия 
(или серии многообразий) развивается техника, аналогичная 
методу композиции А.И.Ширшова в теории алгебр Ли; эта часть 
работы также выполнена О.В.Гателюком. / 
Первоначально аналогичные теоремы были получены в теории 
групп. Это теоремы Буна-ХиЫана (см. [9], с. 293 ) и теорема 
Макинтайра-Ноймана (см; [9], с. 310-314). Они основаны на 
теореме Хигмана о том; что конечнопорожденная (к.п.) группа 
рекурсивно определена (р.о.) тогда и только тогда, когда она 
вложима в конечноопределенную (к.о.) группу. 
Далее аналоги теоремы Хигмана были установлены для 
полугрупп, инверсных полугрупп, а в теории алгебр 
В.Я.Беляевым [1] для ассоциативных алгебр, Г.П.Кукиным [8] 
для алгебр Ли. Здесь и далее основное поле, F конечнonорождено 
над простым подполем - это существенно для справедливости 
результатов типа теоремы Хигмана. 
В статье [7] был предложен список аксиом, при выполнении 
которых квазимногообразие R алгебр над полем F - хигманово 
(т.е. в нем выполнены теоремы типа Хигмана). Отсюда теоремы 
В.Я.Беляева и _Г.П.Кукина получаются как частные случаи; 
впрочем, проверка аксиом для конкретных многообразий алгебр 
нетривиальна. 
Вначале мы предполагали продолжить список аксиом так, 
чтобы при выполнении новых аксиом были справедливы аналоги 
теорем Буна-Кигмана -и Макинтайра-Ноймана. Здесь первым этапом 
было - обеспечить выполнение следующей теоремы Л.А.Бокутя, 
доказанной для алгебр Ли и ассоциативных алгебр. 
Определение. Пусть F - нумерованное поле, L - алгебра 
над полем F и существует алгоритм, который для любого 
конечного множества Т элементов алгебры L вопрос о линейной 
зависимости Т сводит к проблеме равенства в F. Тогда говорят, 
что алгебра L обладает рекурсивным базисом. 
Теорема [2]. Пусть L - алгебра Ли с рекурсивным базисом 
над полем F. Тогда L вложима в простую рекурсивно определен­
ную алгебру X, также обладающую рекурсивным базисом. 
Аксиома, накладываемая на (квази-Многообразие для 
выполнения аналогичной теоремы, должна иметь -сложную 
структуру. Во-первых, прежние аксиомы уже говорят о том, 
какие (квази-) тождества выполнены на (квази- Многообразии. 
Во-вторых, новая аксиома должна определять структурные 
свойства свободных алгебр данного квазимногообразия, чтобы 
выполнялся (в какой-то форме) аналог следующей леммы 
Л.А.Бокутя. 
Лемма [2]. Пусть L - алгебра Ли с порождающими } и 
определяющими соотношениями fra>, i,h* О произвольные 
Фиксированные элементы Ь. Тогда алгебра L вложима в алгебру 
Ли X с порождающими {х.^,у,з} и определяющими соотношениями 
{rQ, (yf)z -h}, 
В тре т ьих ,  аксиома  должна  определять  ал горитмические  
с войства  а л г ебр  ( е сли  в  последней  лемме  а л г ебра  L  имее т  
рекурсивный базис, то это же верно для ti). 
Мы решили  не  идти  по  ,  э тому  пу ти , .  Если  уже  найдено  
хи гманово  ( ква зи - )многообраэие  ал г ебр  ( удовле творяющее  
аксиомам  A l  -  А5 ,  см .  ниже ,  т о  мы проверяем  в  э том  
( ква зи -Многообра зии  выполнимость  дополнительных  у словий ,  и з  
которых  вытекают  нужные  р е з уль т а ты .  
Мы поль з у емся  с т андартными i  о бо значениями :  
х у . . . а= ( . . .(ху) . . . ) з  -  правонормированная  р а с с т ановка  скобок ,  
[х , у  ]  = . х у  -  ух  -  коммута тор ,  
(х.у, 2') з (ху) z - x(yz) - ассоциатор,' 
Ь . . .  (К  )  -  опера тор  л ево го  (и  право го )  умножения  на  эл емент  
Далее 31 - многообразие алгебр над полем F из следующего 
списка: 
- многообразие всех алгебр Ли, у 
- многообразие всех ассоциативных алгебр, 
- многообразие квазиассоциативных алгебр (см. [6], 
тождества (х,у, г) - «[у, [х, z]], где а <= F, а х -1/4 и 
(х,у,г) + (у,2,х) + (z,x,y) = 0 ), 
- многообразие D-алгебр (тождество xyz = xzy + x(yz) ), 
- многообразие И_1/3 (тождество 
(x,y,z), = l/3(yxz - yzx +[z,x]y) ). 
Понятно, что для многообразия 31*, состоящего из алгебр 
А*, антиизоморфных алгебрам А '<= 91, справедливы те же 
результаты. , 
Теорема [7]. Пусть Я - квазимногообразие алгебр над 
полем F, на алгебрах которого выполнены следующие условия: 
AI. ху = р ух •» RR = a.R R a. = 1 при I  X у  1 у X I ' r 
Pi = 1; где Rx - оператор правого умножения на х. 
А2. Предположим, что S - алгебра из квазимногообразия ft 
с порождающими {Ь1,а>} и определяющими соотношениями 
а.а. = р. а. а., Ь.а. .. .а. = у b а . . .а . г е F, 
А л I jL 
расстановка скобок в словах'правонормированная. Тогда правый 
модуль М в S, порожденный элементами {Ъ1} над ассоциативной 
алгеброй & - {R I R R = a R R } имеет определяющие &. а. а г. а а, > 
J J > k j 
соотношения: 
b,R R - rb R R t а. ... а. в а ... а 
' 
J1 Jl П1 nm 




, 6 fpi I l<i<I }, 1<1<X, 
где 4 - оператор левого умножения на х. ' 
Ai. В свободной алгебре А квазимногообразия Я со 
свободными порождающими fi>t, aj} правый идеал В, порожденный 
элементами вида ft>t}, является свободной алгеброй счетного 
ранга квазимногообразия ft. 
Л 5 .  П у с т ь  S  -  а л г е б р а  и з  к в а з и м н о г о о б р а з и я  f t  с  
порождающими ft>t, г. , xv, х#, у#, у Л и определяющими соотношениями 
в и д а  а . а
к  
=  r m  е  
С rmvJn,D) = О,- у г. = rm2.y, где Гт * F, • vJn.D}' -
правонормированные слова вида , 
Р  =  { Ь  z  . .  . г  х  . . . х  x ^ y Z y " } ,  n , D  G  Л З ,  1 ^ .  
1 
Л 
Jk 1 \ г *• 
Пусть B(Po) - подалгебра в S с порождающим множеством 
-  { v m  ( 1 , 1 ) }  с  Р .  Е с л и  I  -  и д е а л  п о д а л г е б р ы  B ( P Q ) ,  
порожденный множеством Q = fg. }, J - порожденный им идеал 
в S, го идеал J п В(Р0) порожден всеми элементами вида 
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\ J 9i * V-- -S*m' ™ = 0,1,2,... J. 
Тогда любая рекурсивно определенная в квазимногообразии Я 
алгебра А вложима в алгебру А, конечноопределенную в S. 
Следствие [21. Квазимногообразие, удовлетворяющее усло­
виям теоремы, хигманово. 
Известно, что многообразия 31 из iсписка, приведенного 
выше - хигмановы. 
Замечание 1. В условии A3 можно считать, что х * у. Это 
легко понять, проанализировав доказательство теоремы в [7]. 
Если же допустить, что х = у, то приходим к условию 
LxRx = R,£i , то есть рассматриваем лишь эластичные алгебры, 
что существенно сужает поле зрения. 
Замечание 2. В работе А.И.Дедкова [6] были найдены тож­
дества для квазиассоциативных алгебр: 
(х,у,z) = «(у,[х,и]], где а * -1/4, а е F (1) 
(х,у,а) + (у,а,х) + (а,х,у) = 0 (2) 
Покажем, что тождество (2) следует из тождества (1). 
Обозначим левую часть тождества (2) через S(x,y,а), Легко 




[[х,у],а] + [[у,а],х] + С[и,х],,у] .= S(x,y, а) - S(y,x, а) (3) 
В силу тождества (1) S(x,y,а) - кососимметрическая 
функция своих аргументов и потому -aS(x,y,z) = 2S(x,y,а) и 
при a # -2 мы имеем S(x,y,а) = 0. Если же a = -2, то 
тождество (3) не приводит к цели, но, однако, в работе [4] 
показано, что при от* -1 из тождества (1) следует тождество: 
(х.у,а) . = 
а 
+ t(yxz - yzx + [z,x]y) (4) 
Тогда, сделав циклические перестановки в (4) и сложив 
полученные тождества, мы получим требуемое. 
, Замечание 3. Пусть х - коэффициент мутации, тогда коэф-
V . ) 
фициент а в тождестве (1) связан с коэффициентом мутации 
соотношением х(х-1) = аа(2х-1)2, (а не х(х-1) = а, как 
указано в статье [6], стр. 170, в Формулировке теоремы 1). 
§1. Вложение в простые алгебры. 
Здесь j нам потребуется база свободного произведения 
алгебр в изучаемых многообразиях. Она найдена для ассо­
циативных алгебр [10] и алгебр Ли [13], в многообразии 
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D-алгебр - по аналогии с алгебрами Ли (см. [7] и [13]). 




Предложение 1.. База алгебры А, свободная в многообразии 
ГО_1/э состоит из прав он ормм ова нных слов от свободных 
порождающих X - {•*", - х2 ~ • • • Й причем при перемножении Двух 
правонормированных слов с коэффициентами 1 в произведении 
получаюжя слова того же самого состава и с той же самой 
последовательностью букв, что и в перемножаемых словах с 
коэффициентом 1, а остальные слова - с меньшими коэффициен­
тами. • I-
Доказательство. Для п - 3 утверждение следует из 
основного тождества многообразия. Пусть St и S2 - два 
правонормированных слова суммарной степени п. Если S2 -
буква, то все доказано. Пусть для слов суммарной степени < п 
утверждение доказало. Пусть оно доказано для всех слов, у 
которых слово Sj имеет- степень к, а слово S2 - степень 
меньшую или равную к. Тогда S_S_ = (S.'x. )(5"х. ), где 
12 1 2 
XL , х. - .буквы. 
12 
C'S-x. )(S2x. ) = ((s;x. )S2 )X .  -  1/3(S2 X .  )(s;x. ) -
1  12 2 1 
-(s2(s;x. ))x. + ((s;x. )x. )S2 - (x. (s;x. ))S2 (*•) 
12 12 2 1 
Из этих слов под предположение индукции не подпадает лишь 
слово (S2xt )(Sjxt ). Применив (*) к этому слову, мы снова 
'г 
li 
получим выражение, у которого все слова подпадают под 
предположение индукции, а слово (S"x )(S'xL ) появится с 
1 2 
коэффициентом 1/9. Таким образом, мы можем выразить слово 
S S через меньшие слова, а поскольку слово (S'(S'xi ) )xL 
12 
подпадает под предположение индукции, получаем, что при 
правонормированном слове того же состава и в том же порядке., 
чту и в слове (S^xL )(S2xL ), коэффициент будет равным 1, а 
' 
11 12 
остальные слова будут иметь другие,• отличные от 1 
. ' . ' •- . • 
коэффициенты, Из последнего замечания следует, что право-
нормированные слова образуют базу алгебры, свободной в 
многообразии Ж ... Предложение доказано. 
Пусть Lq (а <Е I) - некоторое множество алгебр из 
многообразия 1R 1/3. Рассмотрим алгебру Ь = * Lq (а е I) 
([11], с.299). Выберем в алгебре L произвольную базу. При 
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этом получим множество S = {е
а
^}, а е I, у е Ja_ Рассмотрим 
множество В = {t }, а е J, у <= Jq, находящееся во взаимно 
однозначном соответствии с множеством S. Сделаем R множеством 
свободных образующих свободной алгебры Ü. Рассмотрим в 
алгебре С идеал Q, порожденный элементами 
^ауа ~ ^ау^ас ~ ^ ^ ауо-^ат ' 
если в алгебре LQ справедливо равенство = £ Р^ус,еат • 
Упорядочим каждое из множеств индексов Ja. 
Определение 1. Базисное слово у алгебры Г е т_1/з 
назовем особым, если его ассоциативный носитель не содержит 
подслов вида . ft % > ft'-
Лемма 1. Элемент tel только тогда принадлежит идеалу 
в, когда в его разложение по базе среди слов наивысшей 
степени есть неособые слова. 
Доказательство. Пусть элемент t «С принадлежит идеалу 
в, то есть представляется в виде линейной комбинации 
произведений элементов = faj,faty - I P^far на 
элементы множества R = {f^}. Найдем член с наибольшим по 
модулю коэффициентом. Можно считать, что он равен единице. В 
силу предложения 1 в разложении по базе из право-
нормированных слов с коэффициентом 1 встретится слово 
d, = (.. .(с^)... )cn)fa},)faD,)s1). . . )КГ. Если остальные 
коэффициенты будут меньше, то лемма доказана. 
Если же слов с наибольшим коэффициентом будет несколько, 
то возможны следующие случаи: 
1. Если в одном из слов наивысшей степени du элемент 
f f является полсловом одного из слов с'с' ..с' или 
сну OtCT l z а 
f - ' f Т о г д а ,  п р и м е н я я  о с н о в н о е  т о ж д е с т в о ,  м ы  п о л у ч и м ,  
что с некоторым коэффициентом в разложение входит слово 
(••• («av•••)Wcn)*i>e=>• >v • 
Однако, для получения аналогичного слова при преобразовании 
слова d. тождество придется применить большее число раз, а 
потому коэффициент будет другой (меньше), и данное слово не 
сократится. 
2. Если слово имеет ви£ 
( . . . (Clc2) . . . )ca)fa/3)faz)faö)gi) •••.>«,• 
а сами произведения имеют вид г 
vi " °iC2' ' ' са ' ^сф^ау ~ Е Ра/^у f ат' f oKydid7 ' ' -dr и 
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V = с с . . .с f „(f f - Гр f )dd...d , 
2 12 e Cl/3 aj- OtC ~ V» W 1 2 г 
но тогда в силу основного тождества и предложения 1 слово 
V* = с с ... с f f f rtd d . . . d 12 « ас да o(J 1 2 г 
будет иметь коэффициент, отличный от нуля, а поскольку 
количество слов данного состава конечное число, следова­
тельно, возможна индукция по словам с наивысшим старшим 
коэффициентом. Лемма доказана. 
Теорема 1. Образы особых слов образуют базу алгебры 
L - Z/Q. 
Доказательство. Линейная зависимость особых слов следует 
из леммы 1. Докажем, что образы правонормированных слов в 
алгебре L представимы в виде комбинаций особых слов. Право-
нормированное слово не является особым в следующих случаях: 
1. Содержит подслово вида f„„f. f , f t > r .  В это* CX/3 (Xf 1 ' Л 1 
случае, • так как taßfar ~ Е P^faT s 0 (mod Q), это слою 
можно заменить линейной комбинацией слов меньшей степени. 
2. Содержит подслова вида iiiaßicxyf2* • • fn • • 
тогда, применив основное' тождество, мы получим выражение 
атого олова через особые слова. 
3. Если же вид слова таков: f,f2vf = iaft^ayfa*i 1 1 *п ' 
ft>r , то, применив основное тождество и индукцию по 
наибольшему коэффициенту, как в предложении 1, мы получим 
требуемое представление через особы? слова. Теорема доказана. 
<8, Лемма 2. Пусть F - счетное поле, L - алгебра одного из 
многообразий 31 (см. список в начале статьи) с рекурсивным 
базисом. Тогда L вложима в простую алгебру Р этого же 
многообразия. При этом алгебру Р можно выбрать центральной. 
Доказательство. При доказательстве этой леммы считаем, 
что L - алгебра Ли. Для алгебр из многообразий 31 доказа­
тельство проходит по этой же схеме. 
Пусть ava2 - Фиксированные ненулевые элементы алгебры 
L, Если они линейно зависимы, то порождают в L0 = L 
одинаковые идеалы. Пусть теперь а± и а2 линейно независимы. 
Включим их в рекурсивный базис '{а^>. Свободное произведение 
Л = L*(x)*(y) алгебры Ли L и одномерных алгебр с базисами 
силу метода композиции ft.И.Ширшова [12] (для алгебр из 
многообразия Ю_1/Э доказательство в духе теоремы 1), базис 
X 
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состоит из правильных 
(правонормированных для алгебр из многообразия Ш_1/э) в 
алфавите {avx,y }, {х>а1>а2> . , . >у }, слов, ассоциативные 
носители которых не содержат полслов alaj (i> j), xafy. 
Очевидно, что построенная фактор-алгебра Л содержит 
подалгебру L, причем ИДд(а1) 2 ИДд(а2). Аналогично вложим 
алгебру X в алгебру L±, причем Ид. (а ) = Ид. (а ). 
1 1 
Итерируя процесс, получим возрастающую цепь алгебр Ли 
L = Lq £ LT s LZ S . . . , причем в алгебреЛи L =L0QL идеалы, 
порожденные любыми двумя ненулевыми элементами b,c ezL 
Совпадают. Тем же свойством обладает алгебра L(1) = L*(tt). В 
.свободном произведении L(1) элемент (btt)(ctt), b,с е L 
равен нулю тогда и только тогда, когда элементы Ъ и с линейно 
зависимы над F. Поэтому алгебра L( 1) центральна. Итерируя 
этот процесс, получим цепь центральных простых алгебр Ли над 
F: L = Lo SL( s L2 £ ... Причем любые два элемента 
u,V е L(i), u,V * 0 порождают1в L(j) (i< j) одинаковые идеалы. 
Поэтому центральная алгебра Р = 'Э L проста. По построению 
алгебр L.,L( 1) базис алгебры Р рекурсивен. Лемма доказана. 
Теорема 2. Пусть основное поле F конечнойорождено над 
простым подполем. Конечнопорохденная алгебра L одного из 
многообразий 31 обладает рекурсивным базисом тогда и только 
тогда, когда L влохима в простую центральную подалгебру Р 
конечноопределенной алгебры X в многообразии 91 над полем F. 
Доказательство. Пусть алгебра L имеет рекурсивный базис. 
По Лемме 2 алгебра L вложима в простую центральную алгебру Р 
•с рекурсивным базисом. Алгебра Р рекурсивно определена , а 
поскольку многообразие 31 хигманово, вложима в ко. алгебру £ 
над F. 
Теперь рассмотрим к.п. алгебру L, лежащую в простой под­
алгебре Р к. о. алгебры t. Покажем, что в алгебре разрешима 
проблема равенства. Пусть а е L, оператор г пробегает алгебру 
Т умножений на алгебре Р. Зафиксируем ненулевой элемент 
р  е  Р .  П о с к о л ь к у  а л г е б р а  С  к . о . ,  т о  м н о ж е с т в о  з а п и с е й  h e b ,  
равных нулю, рекурсивно перечислимо. При ктом аг - р = 0 при 
некотором г тогда ' и только тогда, когда а * 0. Итак, 
существует алгоритм А , выясняющий, равен нулю элемент а е L 
или нет. 
Пусть теперь {aJlSirSn} линейно зависимые элементы 




нулем, можно найти коэффициенты {г^. 
Пусть теперь элементы {ajl<i<n> с L линейно независимы 
над F. Векторное пространство Р является точным неприводимым 
модулем над алгеброй Т , умножений. Поскольку алгебра Р 
центральна,' централизатор модуля Р над Т совпадает с основным 
полем. Тогда по теореме плотности существуют элементы tk «= Т, 
такие, что aktk * 0, = .О» (i<k) при к = 1,2,...,п. 
Перечисляя наборы элементов (t.,t2 t ), где tk е Т, мы 
найдем, что множество {at} линейно независимо. Теорема 
доказана. 
52. Вложения в экзистенциально замкнутые алгебры. 




л*Ь(х1,х2, . . .) свободное произведение 
алгебры Л е Q со свободной алгеброй L(x) е Q.'Элементы u е Л 
записываем в виде u = u(gL,xj), где gi е А. • 
Определение 2. йлгебра А <Е Q над полем F называется 
экзистенциально замкнутой (э.з.), если произвольная конечная 
система равенств . " • . • 
, ' uk(gt,xj) = О, ISkSK 
и неравенств (т.е. отрицаний равенств) 
vt(g.,x.) "О, l<tsT 
допускающая решение в некоторой алгебре А( е Q, содержащей А, 
имеет решение уже в алгебре А. 
Пусть Р = Р
(п>
. - предикат на декартовой степени алгебры 
<1> <и> <г»% 
Л над полем F. Значение P(v ,v ,...,v > истинно для 
v-V®......Vе" е Л ^тогда и ^только тогда, когда элементы 
v'1',vl2>, . . . ,Vп> линейно независимы. 
Временно введем следующий термин. Алгебру А над полем F 
назовем алгебраически' замкнутой [а.з.), если любая конечная 
система соотношений 
uk(g.,x.) = 0, 1<к<К 
PCv^1'(gt,x.).v|z> (gv,x.) , . . . .v^"'(g^x.)); l<t<T 
допускающая решение в некоторой алгебре А± е Q, содержащей А, 
имеет решение уже в алгебре А. , 
Предложение 2. йлгебра А е Q над полем \F является 
экзистенциально, замкнутой тогда я только тогда, когда А -
алгебраически замкнута. у • 
Доказательство. Пусть А - а.з. Рассмотрим произвольную 
конечную систему: uk(g.,x.) = 0. vt(g.,x ) * О (g. е А). 
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совместимую в некоторой алгебре h± 2 А. Возьмем свободное 
произведение At*X алгебры At с однопорожденной алгеброй X в 
квазимногообразии Q. Тогда два элемента vt(g.,x.) и х (где 
Xj е \) линейно независимы в AJ*X ДЛЯ каждого t, то есть 
U^Cg^x.) = 0 l<k<K, P(vt(g. ,х.) ,х) l<t<T 
в алгебре A}*X 2 а. Поскольку алгебра А - а.з., то эта 
система условий имеет решение уже в алгебре А. Тогда для 
подходящих ii. е А 
u^g^x.) = 0 l<fc£K, vt(g. ,Xj) " 0 l<t<T, 
в алгебре А, и алгебра А является э.з. 
Пусть теперь алгебра А э.з., а система 
= 
0 
P(v[1)(g..x.),v[z)(g.,x.), . . . ,vL(n)(g. ,х.)) 
совместима в некоторой алгебре Aj 2 А. Тогда в алгебре А *Х 
UfcCSi-Xj) = 0 
(v(l 1 (g. ,х.) х) • (v^z ' (g ,Х ) X) • . . . • (vtn) (g ,Х.) х) * О 
I I J 1  1  J 1  I J 
для X. с Aj. Следовательно, эта система условий совместна и в 
алгебре А (и с заменой х\ е Aj на х. е А). Тогда в алгебре А 
Uj.Cg^žj) - О 
P(vt(1)(gl,ij),vt(2)(gi,5j),. . . ,vt(n)(g.,5.)). 
Итак, алгебра А - а.з. Предположение доказано. В дальнейшем 
термины э.з. и а.з. - синонимы. 
Лемма 3. Пусть основное поле F конечнопорохдено над 
п р о с т ы м  п о д п о л е м .  К о н е ч н о п о р о ж д е н н а я  а л г е б р а  Л  е  5 1  ( с м .  
список в начале статьи), обладающая рекурсивным базисом над 
полем F, вложима в каждую экзистенциально замкнутую алгебру 
S е Я над полем F. 
Доказательство. По лемме 2 А влохима в простую 
подалгебру S к. о. алгебры Н = <з1, . i . . . .rm>. Выберем 
О * w е S. Система уравнений и соотношений 
r j z . ) ^ =  О, w(.г . )  *  0 / 
имеет решение в ВхН и, следовательно, в В, так как В - э.з. 
Пусть b ,...,bn - элементы из В, удовлетворяющие выписанным 
уравнениям. Отображение а,—*Ь. определяет гомоморфизм 
ф. н—»B, поскольку каждое определяющее соотношение г( алгебры 
Н переходит в нуль. Поскольку S проста, то из Ф(\) 0 для 
произвольного 0 * V е S следует ф( w) = 0. Однако </>( w) * 0. 
Значит, ограничение отображения Ф на S является вложением. В 
частности, Ф вкладывает л в В. лемма доказана. 
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Теорема 3. Пусть поле F конечнопорохдено над простым 
подполем, Q - произвольное (квази)многообразие алгебр над F. 
Если конечнопорожденная алгебра Л е Q.влощима в произвольную 
экзистенционально замкнутую алгебру В е Q, то Л обладает 
рекурсивным базисом. 
Доказательство. Предположим, что к.п. алгебра Л над F 
вложима в произвольную э.з. алгебру из квазимногообразия Q 
над F, Поскольку теорема Макинтайра из теории групп имеет 
общеалгебраический характер (см. [9] стр. 311,-314), поэтому в 
алгебре Л разрешима проблема равенства (с помощью некоторого 
алгоритма <*±). , ' ' 
Покажем, что существует алгоритм, который для любых 
V,V' Е Л определяет, истинно или ложно значение предиката 
P(v,v'), введенного выше. Тем самым, для любого множества из 
двух элементов алгоритм о2 определяет, линейно зависимо ли 
оно или нет. Доказательство проведем от противного. 
Пусть дана алгебра Н = <h , . . . ,hn |r ", rz, . . . > с неразре­
шимой проблемой линейной зависимости двух элементов. Построим 
а.з. алгебру «£, в которую Н нельзя вложить. 
Пусть xt,x2, . .. - перечисление счетного множества 
символов (они окажутся порождающими алгебры л£). Пусть 
vJ,vz, . . . - счетное множество переменных. Пусть также 
S ,S,.:. - перечисление всех конечных множеств уравнений и 
предикатов P(v,v'), включающих в себя элементы х и v. 
Рассмотрим, наконец, перечисление 
т
1>т2«тэ< • • • ~ всех п-ок 
элементов от xt и множество а1,...,гп из п переменных, 
отличных ОТ Xt И VL. 
Построим множества Х^ и £
к 
по индукции. Пусть 
Х0 = = 0, Допустим, что Е и Хк_1 уже определены. 
Построим Xj, И S . 
Предположим сначала, что к нечетно, к = 21 + 1. Тогда 
состоит из X. и всех порождающих символов х , встречающихся 
в записи системы Sv , 
Рассмотрим систему SL, скажем 
w. (x.,v.) + г w'(x.,v.) = О, 
ь J j h j j 
t Pl(u(xj, Vj) ;u' (Xj, v.)), 1=1,..,d. 
1 
Предположим, что система 1uSl совместима. Допустим, 
что переменные, встречающиеся в St - это v ,...,v . Выберем 
' 
Ji Jq 
порождающие символы xk ,...,xk , не встречающиеся в Х^ (это 
1 '1 




Пусть - это и х
к 
,...,^ . Пусть также Zy - это £ и 
х' . 1 q 
"h(Xj'Xk ) + "b(Xj'Xk) = °' h = 
J Ь j 
Pt(u(x );u'(x )), 1=1,... ,d. j j v 
Понятно, что система £k совместима. Если несовмести­
ма, то положим 5^ = и Zk = Допустим теперь, что 
к = 21. Пусть т = <t±,...,t > есть 1-тая n-ка из списка всех 
элементов от порождающих, встречающихся в компонентах п-ки 
т Определим четыре множества элементов от переменных 
Z ±  ,  .  .  .  ,  Z  1  ,  
Д
+ 
= {w(z1,... ,2n),V (2t„... ,zn) I 3r^ € I? : w(h1,...,hn) + 
+ rvv'(\, = 0 в H>, 
Д"={и(
И1, . . . ,zn),u'(z1, . . . ,zn) IPCuCh,, . . . ,hn) ,u-(hv . . . ,hn)) } 
Заметим, что поскольку проблема линейнйй зависимости 
двух элементов неразрешима, то хотя бы одно из множеств Д
+ 
и 
Д~ не является рекурсивно перечислимым. 
Пусть - алгебра с порождающим множеством Х
к 
, опре­
деляющие соотношения которой суть равенства w + yw' = 0 в 
zk-v пУсть ч/ ; , 
D+ = {w(zl,..-,zri),w"(z1,...,zn) I 3fv e F : wCt,, tj + 
tn) = 0 в Ak}. -
Поскольку K.o., D+ рекурсивно перечислимо. 
Для каждой пары элементов u(z,.,.,z ), u'(a ) 
определим AJcuu. как алгебру, получающуюся из Ак добавлением 
определяющего соотношения 
uCty, . .V•. ,-Ь
п
) + yuu'(tt, . . . ,tn) , ZU « F. 
Поскольку каждая Ak конечно представлена, множество 
таких элементов от порождающих х
к 
, равных нулю, в t 
рекурсивно перечислимо. Использую диагональную нумерацию, 
видим, что множество 
D ={u. (к , ... ,z ) ,u." (а . ...,z ) ' ( в 2 истинен предикат I L lLj П L 1 П К — Х  
P(u.',u'.), причем + yv иГ. = 0, 1 где rv « F в Акцц.> 
рекурсивно перечислимо. Иначе, пара u$, üz лежит в D , если 
добавление соотношения и + г\х' = 0 противоречит линейной 
зависимости элементов w. и wf в 
Поскольку D+ и ГГ оба рекурсивно перечислимы, а одно из 
Д
+
, Д" не является таковым, то либо * Д+, , либо D * Д . 
Рассмотрим эти возможности. Допустим, что Д
+\0+ * 0. Выберем 
(V,V') е A+\D+. Тогда P(v,v') истинен в А^. Образуем £
к 
добавлением соотношения PCvft^. . . ,tn) ,v' (t^ . . . ,tn)) K^ 5-kl 
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(понятно, что Е
к 
совместна), Если Б+\Д+ * о} то выберем 
(v,v') б D\a+. Тогда существует rv е F, такое, что 
v(t1,...,tn) + rvv' ( t^) = 0 в А](. Образуем Тк 
добавлением уравнения v(t„,,, . ,t ) t у v'(t;,...',t ) k 2, , 
ч 1 ..г n • v 1 
Л 
• n k~l 
Поскольку пара (v,v") « D~ то все предикаты P из 2, истинны 
+ + - -
в uu„ и 2k совместна. Если D = Д и D \Д к 0, то 
выберем (v,_V) е D~\A~. Поскольку (v,v' ) «в D~ , то 
PtvCt,,.: .t )-,v'Ct4,...t ) j истинен в A^. Образуем 2k 
добавлением соотношения {F(v(t;. .. ,t ), v' (t., . ..,t ) > к 
.+ + - - 1 " 1 n _ _ Ek i. Если D = А и D \A * в, то выберем (v, v') e Д \D . 
Образуем 2k добавлением уравнения 
v(t1,....tn),+^yvv-(t1,...,tn) = 0 
к 2k Поскольку (v,v*) « D , все соотношения типа "предикат 
F истинный" из 2
к1 выполняются в Ауиц, и 2fc совместна. 
Пусть В - произвольная алгебра с множеством порождающих 
X э Х^., в которых выполнены все уравнения и соотношения из 
2
к
_ Возможное соответствие К—не может определять 
изоморфизм, поскольку оно некорректно на паре 
(v(h1, .. . ,hn),v" (ht,.. i , hn)), где выбор (v, v') определен 
выше. 
Используя индукцию, можно считать, что множества 2
к 
определены для всех к £ 0, Положим 2 =
к
&1£к Пусть А -
алгебра с порождающим множеством X = {x1,xJ, . . . } "-и множеством 
определяющих соотношений, состоящих из все* уравнений вида 
w + у »' = 0 из 2. Утверждается, что все уравнения и 
соотношения одновременно удавлетворяются в А. Это ясно для 
уравнений, поскольку они являются определяющими соотношения­
ми. Предположим теперь, что соотношение F(u,u') находится в 
2, а' из определяющих соотношений для А вытекает соотношение 
и + У
и
м' =' 0. Тогда это соотношение выводится из конечного 
числа соотношений w + у„ W ' = 0, . . . ,w + у w' = 0. Выберем 
1 1 m vm m 
индекс к столь большим, чтобы все уравнения w + у w' = 0 
/ j v . j j 
(j = l,...,m) и соотношение P(u,u') лежали в 2.. Получим 
противоречие с тем, что 2
к 
совместно. Поскольку все 
соотношения из 2 выполняются в А, алгебра А э.з. и никакая ее 
подалгебра не изоморфна алгебре Н. 
Проведенное рассуждение показывает, что существует 
алгоритм а2, определяющий линейную зависимость или 
независимость двух элементов в л. Аналогично доказывается и 
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существование алгоритма о^, отвечающего на вопрос о линей­
ной зависимости или независимости к элеменов (нужно только 
рассмотреть предикат P(u.,...,u )). Таким образом, алгебра Л 
n I 
обладает рекурсивным базисом. Теорема доказана. 
Лемма 3 и теорема 3 дают следующую характеризацию алгебр 
одного из многообразий 31 (список см. в начале статьи). 
Теорема 4. Пусть основное поле F конечнопорохдено над 
простым подполен. Конечнопорожденная алгебра А е 31 имеет 
рекурсивный базис тогда и только тогда, когда Л вложима в 
каждую экзистенциально замкнутую алгебру из 31 над полем F. 
Авторы благодарны И.П.Шестакову за ряд ценных замечаний. 
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REKURSIIVSE BAASIGA ALGEBRATE ALGEBRALINE ISELOOMUSTUS 
TEATAVATES MUUTKONDADES' ' • 
0.V.Gateljuk, G.F.Kükin 
R e s ü m e e  
Antud töö põhieesmärk on anda rekursiivse baasiga 
algebrate algebraline iseloomustus. 
Olgu F - korpus, mis on lõplikult moodustatud, üle oma 
lihtsa alaqikorpuse. Olgu A - F-algebra ühest järgmistest 
muutkondadest 91: j 
a) Lie algebrate muutkond; 
b) assotsiatiivsete algebrate muutkond; 
c) kvaasiassotsiatiivsete algebrate muutkond; 
d) D-algebrate muutkond (samasus xyz = xzy + x(yz)); 
e) muutkond Jli t э 
(samasus (х.у.в) = j(yxz - yzx + [z',x]y) 
Teoreem 2. Lõplikult moodustatud F-algebra A suvalisest 
muutkonnast 91 omab rekursiivset baasi parajasti siis, kui А 
on sisestatav mingi lõplikult määratud algebra Г e Jt mingisse 
lihtsasse alamalgebr&ase P. 
Definitsioon. Algebrat A (kvaasi)muutkonnast Q nimetame 
eksistentsiaalselt kinniseks, kui 'iga lõplik võrduste ja mit-
tevõrduste süsteem 
UktS^.x.) = 0, l<k5K; 
vt(g.,x.) * 0, l<t<T, 
kus gL <= A ja x^ on muutujad^ omades lahendit algebras 
At e Q, At 2 A, omab lahendit ka algebras A. 
% ' 
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Teoreem 4. Lõplikult moodustatud F-algebra A € St omab 
rekursiivset baasi parajasti з11з, kui A on sisestatav 
muutkonna 91 igasse ' eksistentsiaalselt kinnisesse 
F-algebrasse. f 
AN ALGEBRAIC CHARACTERIZATION OF ALGEBRAS WITH 
A RECURSIVE BASE IN SOME VARIETIES 
0.V.Gateljuk, G.P.Kukin 
S u m m a r y  -
The main objective of this paper is to give an algebraic 
character 1zat ion of eilgebras with a recursive bäse. 
Let F be a field, finitely generated over its own 
subfield. Let A be an F-algebra from one of the following 
varieties 9t: • g • 
a) a variety of Lie algebras; 
b) a variety of associative algebras; 
c) a variety of quasiassociative algebras; 
d) a va'riety of D-algebras 
(an identity xyz = xzy + x(yz)); 
e) a variety "_lx3 
(an/identity (x,y,2) = |(yxz - yzx + [z,x]y) 
Theorem 2. The finitely generated F-algebra A from the 
variety 91 has a recursive base if and only if A may be 
embedded into a simple subalgebra P of a finitely presented 
algebra Z s 91, 
Definition. An algebra A from the (quasi)variety Q is 
called existentially closed, if any finite system of 
equalities and inequalities r 1 
uk(g. ,x.) = 0, ISkSK; 
vt(gi,x.) * 0, l<t<T, 
where e A, x. - variables, having a solution in Af e Q, 
A( 2 A, , has a solution in the algebra A. \ 
Theorem 4. A  f i n i t e l y  g e n e r a t e d  F - a l g e b r a  A  e 91 has a 
recursive base if and only if A may be embedded Into any 
existentially closed F-algebra of the variety 9t. 
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ЦЕНТР И КОММУТАТИВНОСТЬ СПЛЕТЕНИЙ МОНОИДОВ С КАТЕГОРИЯМИ 
В.Фляйшер 
Кафедра.математического анализа . 
t 
В настоящей работе описывается центр сплетения моноидов 
с категориями. Получены необходимые и достаточные условия 
коммутативности таких сплетений. Аналогичные вопросы рассмат­
ривались для сплетений полугрупп [2,4] и изотонных сплетений 
упорядоченных полугрупп [3]. Ряд результатов из этих работ 
получено здесь в качестве следствий. 
1. Основные понятия. Напомним ряд определений, необходи­
мых нам в дальнейщем. 
Пусть S- моноид с единицей lg. Через С(S) будем обоз­
на ч а т ь  ц е н т р  м о н о и д а  т . е .  (7 ( S )  =  f x  е  S| V s  е  s  х з  =  з х } .  
Множество А называется левым S-полигоном, если для любых 
s 6 S, а € А определено умножение за е А так, что з( 6а) = 
=  (st ) a ,  I g a  =  а  дл я  л ю б ы х  s , t  &  S  ,  а  е  А .  
Конструкция сплетения моноидов с малыми категориями была 
^введена в работе [1] как обобщение обычной конструкции спле­
тения моноидов, а также полугрупп эндоморфизмов, полигонов. 
Пусть К - произвольная малая категория с множеством объектов 
А = Ob К и множеством морфизмов М - Мог К. Для произвольных 
а,Ь е А через М(а,Ь) будем обозначать множество морфизмов из 
объекта а в объект Ь. Через F(A,M) обозначается множество 
всех отображений из множества объектов Л в множество морфиз­
мов М категории К. Пусть S - произвольный моноид и А = Ob К 
есть левый S-полйгон. На множестве пар 
И =  { (  5, f )  I з е S ,  f  6 F (  А ,  М ) ,  V а е Л. /(а) е М {  а ,  з а )  >  
определим умножение следующим образом: для любых [з,/),(4,й 
из У 
(  3 ,  f )  ( t , g )  -  ( s t . f ^ g )  
где (/^)(а) = f ( t a ) g ( a )  для любого а  е А .  Множество И отно­
сительно введенного умножения является моноидом, где роль 
единицы играет пара (lg, е), е(а) = ida для любого a « -А . Мо­
ноид 11 называется сплетением моноида S с малой категорией К 
и обозначается У = S иг К. Нас будет интересовать центр 5(11) 
моноида It = 5 wr К, являющегося сплетением моноида S с малой 
категорией К. 
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Пусть Л' - малая категория, А - Ob А', М - Мог А'. Множест­
во морфизмов Р £ М называется идеалом в категории К, если для 
любых п Е Р, a,ft <Е М из того, что произведение морфизмов omft 
определено, вытекает artft е Р . Если £7 - некоторое множество 
морфизмов, то множество морфизмов 
< Ö> = {avft Е У <Е £/, А,/3 Е Я} 
является, легко видеть, идеалом в категории & причем наи­
меньшим из содержащих множество £7. Поэтому идеал <У> назы­
вается идеалом, порожденным множеством морфизмов. U. Идеал Р 
в категории АГ называется нулевым, если для любых морфизмов 
a,ft е р из того, что a,ft е М(а,Ь) при некоторых а,b е А выте­
кает а - ft. 
Согласованность. Пусть А = Ob К является левым полигоном 
над моноидом S. Мы скажем, что моноид S согласован с катего­
рией К, если для любых a, b е А, М(а,Ь) * 0 тогда и только 
тогда, когда существует s е S так, что set - Ь. 
Следующее утверждение показывает, что при рассмотрении 
сплетения моноида S с малой категорией К без ограничения общ­
ности, можно предполагать, что моноид S согласован с катего­
рией К. 
Лемма. Для сплетения S wr К моноида S с малой категори­
ей К существуют подмоноид S' s S и подкатегория К" £ К такие, 
что S wr К - S' wr К~, причем моноид S' согласован с катего­
р и е й  К " .  
Доказательство^ Рассмотрим 
И =  S  wr К  - {(s, f )  |s е S ,  f  е  F (  А ,  М ) ,  Да) е Ж а, з а ) ,  а е Л} 
и пусть S '  =  {s е 5| Э f  е F ( A , M )  так, что (s, /) <= II}. Опре­
делим подкатегорию А" £ К так, что Ob 1  - Ob К- = А м для 
любых а, Ь «= А 
Mj^ta.b) = {Ct е a, b) |3( s, /) е S wr AT так, что /(a) = «}. 
Легко проверить, что S' £ S есть подмоноид, а А" есть подка­
тегория малой категории К, причем S wr К - S' wr А", так как 
для любого (S, f) <= S wr AT мы имеем s <s S' и Да) е М^,(а, sa) . 
т.е. S wr /Г , а обратное включение очевидно. 
Остается показать, что S' согласован с А7. Если //д~(а,*) 
непусто, то существует морфиэм а е М^Ла.Ь) и значит 'найдется 
такой элемент (s, /) е S wr К, что Да) = <* и sa = Ь. Обратно, 
если sa - b для s е S', то существует (s, f) е S wr AT, причем 
Да) е Mß(a,b) и, следовательно, Да) е M^ia.b), т.е. мно-
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жество MR. (а,Ь) непусто. Лемм* доказана. 
В дальнейшем, говоря о сплетении моноида S с категорией 
К, мы будем всегда предполагать, что моноид S согласован с 
категорией К. 
3.ÜBHTP сплетения. Пусть К - малая категория, А = Ob К 
есть левый полигон над моноидом S, согласованным с категорией 
К. Мы будем рассматривать элементы центра С(11) сплетения It = 
= S wr К . 
Лемма 3.1. Для произвольного ( а, У) « И из ( з, f) е CCU) 
Следует s е C(S), 
Доказательство следует непосредственно из правила / умно­
жения элементов в lt. 
Лемма ?. 2. Йусть (s,/) е С(И) и пусть В -• {а е л| за * 
* а>. Множество морфизмов 0 = {f(a)| а в 5} порождает в ка­
тегории К нулевой идеал. 
Доказательство. Лемма, очевидно, будет доказана, если мы 
покажем, что для любого а е В и произвольных морфизмов а.а'е 
« М с, a), fttft' H{sa,b), где с, b е Л, выполняется 
f t f ( a ) a  =  f t '  f ( a ) a '  .  •  
Покажем вначале, что f t f ( a )  =  f t ' f ( a ) .  Из согласованности мо­
ноида S с категорией К вытекает, что существует такой t е S, 
что t( sa) = Ь. Рассмотрим элемент (t,g) е Л1, где g А —• М, 
причем gl sä) - ft. Тогда, ввиду ( s, f)(t,g) = (t,g) ( s, f),. имеем 
/(ts!) gl a) = g(. sa) f(a) ,  . . ftf(a) = ta)g(a). Пусть теперь 
(t,» ) e У такой элемент, что g*(sa) = /?' и g*\d) - ß{ d) для 
любого d * за. Поскольку а е В, т.е. а >* sa, то, в частности, 
g (л) - g( а) . Ввиду (s,f){t,g*) = (t,tf*)(s, /) , мы получаем 
/( t a ) # * ( а )  =  # *  (  sa) / ( а ) ,  с л е д о в а т е л ь н о ,  f t ' f ( a )  =  f ( . t a ) g * ( a )  =  
=  f (  t a ) g ( a ) .  Т а к и м  о б р а з о м ,  о т с ю д а  с л е д у е т  f 3 / ( a )  =  f t ' f (  a ) .  
Пусть теперь а,о<'е Mi с, а) - произвольные морфизмы, при­
чем с е Л. Снова, ввиду согласованности моноида S с катего­
рией К, существует такой г е S , что re = а . Рассмотрим эле­
мент (г, g) е у , где д(с) = « . Тогда, ввиду (з,/)(г, д) = 
= (г, д)( s, /), мы имеем /(гс)д(с) = д( sc) /( с) , т.е. /(а)а = 
= g(sc)flc). Пусть (г, д*) е It такой элемент, что д*Х с) - и 
9 (d) = q(d) для любого d * с. Заметим, что sc * с, в против­
нем случае, пользуясь по лемме 3.1 тем, что а е C(S), мы бы 
имели за = s{ rc) - r( sc) - re - а, что противоречит предполо­
жению а е В. Следовательно, g*(sc) = g(sc). Ввиду равенства 
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ж v ' ( s, f )  ( r ,  g  )  -  i r ,  g ) (s, 4) мы имеем Дrc) g ic) = g ( sc) Дс), 
т.е. Да)а' = g* (sc) Дс) = d(sp)/(c) . Таким образом, отсюда 
вытекает /(а)а = Да)"'. Этим исчерпывается доказательство 
леммы. 
Центром С(£) произвольной категории £ называется сово­
купность всех естественных преобразований тождественного 
функтора Id^. Таким образом, функция f : Ob L •* Мог L принад­
лежит центру CiL) тогда и только тогда, когда для каждого 
а  е  Ob L  ,  Д а )  е  M i  а ,  а )  и  дл я  л ю б о г о  м о р ф и з м а  a  е  M ^ i b . c )  
имеет место следующая коммутативная диаграмма 
f i b )  ДО 
т.е. осД Ь) = Дс)а. 
Лемма 3.3. пусть is.f) е С(М) и пусть D = {а <Е Л| за = 
= а}. Множество морфизмов V - {Да) | а е D} принадлежит цент­
ру полной подкатегории L £ К, для которой Ob L - D. 
Доказательство.Пусть a е~ Mi с, d) - произвольный морфизм 
подкатегории L, т.е. c.d^D и, значит, sc = s, sd = d. Ввиду 
согласованности моноида S с категорией К существует t е s та­
кой, что tc = d. Пусть (t, 5) € У 1 где ei с) = а, тогда ввиду 
i s , f ) { t , g )  =  i t , g ) i s , f ) ,  в ы п о л н я е т с я  f { t c ) g i c )  =  g i s c ) f i c ) ,  
т.е. fid)a - a fi с), и значит диаграмма 
а , 




коммутативна. Отсюда вытекает, что множество морфизмов И = 
= {Да) |а <= V } является естественным преобразованием тож­
дественного функтора Id^, т.е. ,F е CiL). Лемма доказана. 
Лемма 3.4. Пусть is, f) & C(1t) , Л = {а е sa * а ) и 
Р - {а е А \ sa - а > . Для произвольных b е В, d <в D всегда 
Mi d, Ь) - 0. Х 
Доказательство. Пусть » е Mi d, b) для некоторых d е D, 
b <= В . Тогда из согласованности моноида S с категорией К 
! ' * 
существует t Е S такой, что td = b по лемме 3.1 з <Е С(S) и, 




sb = 3(td) = t(sd) = td = b, 
что противоречит предположению Ь  &  В ,  т . е .  s b  *  Ь .  Лемма до­
казана . , , 
Лемма 3.5. П у с т ь  ( з ,  f )  е  С(У), О  - {Да) |а « А ,  з а  *  а } ,  
V - {Да) I а <= А, за = а} и пусть L - полная подкатегория ка­
тегории К, причем Ob L - {а « А \ за = а }. Для любых Да)' « 
V, a <= Мог ЯГ х Мог L если определено произведение. Да)« , то 
Да)а е <D> . 
Доказательство. Пусть а е Мог Ä X Мог L, т.е. <х <s Mb, с) 
для некоторых Ь, с е Ob Ä", причем из а ^  Мог Ь следует sb * b. 
Так как Да) е Р, т.е. sa = а, то из существования произве­
дения Да)« вытекает с = а, 'т.е. « «= М(Ь,а). Из согласован­
ности моноида S с категорией ЛТ вытекает существование эле­
мента t е S такого, что tb =а. Пусть ( t,sO е К, где b) = а. 
И з  ра в е н с т в а  ( s , f ) ( . t , g )  =  ( t , g ) ( s , f )  в ы т е к а е т  Д  t b ) g {  b )  -
- g(sb)f{b), т.е. Да)« = g(sh)f(b). Так как sb s*b, то Д b) е 
У и по лемме 3,2 gt sb) Д Ь) принадлежит нулевому идеалу < 0> , 
порожденному множеством морфизмов У, т.е. Да)« е <у>. Лемма 
доказана. 
Последняя лемма показывает, что если (s,'/) е С(У), то 
морфизмы из / V ~ {Д а) j а е А, за = а } являются левыми ан-
нуляторами для морфизмов из Мог К х Мог L относительно нуле­
вого идеала <0>, порожденного м орфизмами из U = (Да) |ä е л, 
sa а }. Лемма 3.4 показывает, что морфизмы из С , условно 
говоря, являются и правыми аннуляторами для морфизмов из 
Мог А'х Мог L относительно <У> , поскольку соответствующих 
произведений морфизмов просто не существует. 
Теорема 3.6. П у с т ь  ( з ,  f )  -  н е к о т о р ы й  э л е м е н т  и з  tl = 
-Sm К , где S - некоторый моноид, К - малая категория. 
Пусть О - {Да) I а е А, sa * а> , V = {Да) |а е Л, за = а} -
полная подкатегория категории К, для которой Ob L - {а « Л| 
sa = а }. Элемент (s,f) принадлежит центру С (У) тогда и 
только тогда, если выполнены следующие условия: 
1) з  е С ( в ) ,  V  « С(£): 
2 )  идеал <U> , порожденный множеством морфизмов Ü, яв­
ляется нулевым', причем морфизмы из V являются левыми аннуля­
торами для Мог К х Мог L относительно идеала < У> . 
Доказательство. Необходимость следует из' лемм 3.1, 3.2, 
3.3, 3.6, 
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Достаточность. Предположим, что выполнены условия 1) и 
2) и пусть (t,g) - произвольный элемент из tt = S wr К. Пока­
жем ,  ч т о  ( з ,  6 )  ( t , g )  =  ( t , g ) ( s ,  f ) .  Т а к  к а к  и з  1 )  с л е д у е т  s t  =  
= ts, то нам достаточно показать, что - gsf, т.е. 
f ( t a ) g ( a )  -  g ( s a ) f { a )  для любого а.« Л. 
Пусть a s л. Если за * а, то Да) е у и значит g-( за) Да) 
в  < У>  .  По к а ж е м ,  ч т о  в  эт о м  с л у ч а е  т а к ж е  Д  t a ) g ( a )  s  <у> .  
Действительно, если sta * ta, то Д ta) е у и, следовательно, 
Д ta)g(a) е <0>. В противном случае, если sta = ta, то Д ta) 
в Р и поскольку морфизмы из К есть левые аннуляторы относи­
те л ь н о  < U >  д л я  м о р ф и з м о в  и з  М о г  К  \  М о г  L  и ,  о ч е в и д н о ,  g ( a )  
е Мог L, ввиду за * а, то Д ta)g(a) е < О > . Таким образом, 
g ( s a ) f ( a )  «  <ö>  и  Д  ta)# ( » )  е  < ö > .  К р о м е  т о г о ,  g ( s a ) f ( a ) ,  
f(ta)g(a) е й(а, sta) и, поскольку <0> есть нулевой идеал, 
g (  s a )  Д а )  =  Д  t a ) g ( a ) .  
Предположим теперь, что за - а , т.е. Да) е f . Тогда 
s( ta) = t(sa) = ta , т.е. Д ta) е Р и в этом случае а, ta е 
в Ob £. Теперь равенство Д ta)*(a) = g( за) Д а) вытекает из 
того, что по предположению F е С(L), т.е. диаграмма 
ж(а) 





коммутативна. Теорема доказана. 
Категория * называется связной, если для любых a, b e 
е Ob А  вып о л н я е т с я  М ( а , Ь )  *  0  .  зам е т и м ,  ч т о  е с л и  м о н о и д  S  
согласован со связной категорией А , то S действует на Л = 
Ob К транзитивно, т.е. для любых a, b е А существует з е S 
так, что за = Ь. Г . 
Следствие 3.7. Пусть К - связная малая категория и мо­
ноид S согласован с К. Элемент (s,f) принадлежит центру С(И) 
сплетения 11 = S wr А' тогда и только тогда, когда либо 
1) з е C ( ß ) ,  s a  *  а  д л я  к а ж д о г о  а  е Л и {Да) | а е Л > 
порождает в К нулевой идеал, либо 
2 )  з е С(5), за = а для каждого а е А и {Да) | а е А } « 
<Е С(А'). 
Доказательство. На основании леммы 3.4 либо Л = В = 
= {а е л| за ' а} , либо Л = В = {а е л| за = а}. Все осталь­
ное вытекает из теоремы 3.6, 
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4. Коммутативность. Здесь мы рассмотрим условия коммута­
тивности сплетения V - S wr К моноида S с малой категорией К. 
Лемма 4.1. Если сплетение It - S wr К коммутативно, то 
S - коммутативный моноид. 
Доказательство очевидным образом вытекает из правила ум­
ножения элементов в У. 
Произвольный морфизм a е Zf(a, Ь) в категории К назовем 
дугой, если а *• Ь, и соответственно, петлей, если а = Ь. 
Лемма 4.2. £с\т сплетение У = S wr К коммутативно, то 
для любого а е А = Ob К" моноид Мог (а. а) коммутативен. 
Доказательство.. Пусть a , ß  &  Мог ( а,а) для , некоторого 
а е 4, Рассмотрим элементы (1 , Л, (1 s,g) е it, где Да) = о, 
gt а )  =  /?. Т о г д а  и з  ( 1  ,/) ' ( !  , g )  -  ( 1  , g ) (  1  , . f )  в ы т е к а е т  a f t  -S3 S3 
fta. Лемма доказана. 
Лемма 4.3. Пусть сплетение У = S wr К коммутативно. Для 
произвольной дуги а и произвольной петли V в категории К из 
существования произведения av (va) вытекает oa; = a (va s a;). 
Доказательство. Пусть a e M (  a ,  b )  , v  e М ( а , а ) , где а, b  -
некоторые объекты из А = ОЪ К. Из согласованности моноида S с 
категбрией К существует (s, /) «У так, что sa = Ь * а, /(а) = 
= а. Так как (5, /) е У = С(У), то по лемме 3.2 Да)" принад­
лежит нулевому идеалу, порожденному множеством морфизмов О -
- {Дс) j с е A, so * с}. Так как /(а) '< Д а) v е <£/> и, кроме 
того, Д а), Д 5)v & .М(а,Ь), то Да)" = Да), т.е. «У = а. Ана­
логично доказывается второе утверждение, т.е. если существует 
va, то va щ: а. 
Мы скажем, что в категории К произведение дуг определя­
ется объектами, если для любых а,Ъ,с е А =>' Ob К (а * b * с) 
и любых морфизмов a,ß <= М(а,Ь), г ,6 «= Ж Ъ, с) категории АГ вы­
полняется г« = <5/3. 
Лемма 4.4. Если сплетение У = S vir К коммутативно, то в 
категории К произведение дуг определяется объектами. 
Доказательство. Пусть й, Ъ, с <= А = Ob К (а * b * с) и 
пусть a,/3 е М(а,Ь), у,6 е М(Ь,с). Из согласованности моноида 
S с категорией Ä" следует существование такйх элементов (я,/), 
(t,g) <= У, что sa = Ь, Да) = a, tb = с, gX Ь) = 6. На основа­
нии леммы 3.2 имеем гДа) = 6Да), поскольку оба эти морфиэ-
иы rf(a) , йДа) G М(а,с) принадлежат одному и тому .же нулево­
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му идеалу, т.е. уа ^ õa. с другой стороны из той же леммы 3.2 
вытекает sX b)a = glb)ft, поскольку ( t,g) е С(У) = У, т.е. <5а = 
= 6/3. таким образом, = 6ft и лемма доказана. 
Таоскма .4.5. Сплетение У = Swr К коммутативно тогда и 
только тогда., когда S - коммутативный моноид, а категория К 
удовлетворяет следующим условиям 
1 
1) .произведение петель коммутативной т.е. для любого а е 
<= Л = Ob К моноиды Ml а, а) коммутативны 
2) дуги являются нулями для петель, т.е. для любых а, £> <= 
е  А  ( а  *  Ь) я  п р о и з в о л ь н ы х  a  е  М 1 а , Ь ) ,  Г  е  M i a ,  a ) ,  f t  е  M l b , b )  
выполняется <*Г - fta - а 
3) произведение дуг определяется объектами . 
Доказательство. Необходимость следует из лемм 4.1, 4.2, 
4.3, 4.4, 
Достаточность. Пусть (а, /), l t , g )  - произвольные элемен­
ты из У г S wr К . Покажем, что l3,f)(t,g) •- (t,g)(s,f). Из 
коммутативности S следует at = ta, поэтому достаточно пока^ 
зать, что flta)gla) = g(sa)f(a) для любого а е л. Рассмотрим 
несколько случаев. 
1- Если ta = aa = а  , то равенство fla)f(s) = g l a ) f l a )  
следует из коммутативности моноида Ж а,а). 
2, Предположим, что ta = а, за i* а. Тогда gXа) является 
петлей, а также g( sa) является петлей, поскольку t(за) = 
= sita) = за. Из свойства 2) теперь вытекает 
f l t a ) g l a )  = /(a)gXa) = Я«) = g (  s a ) f ( a )  ,  
поскольку /(а) является, ввиду за * а, дугой. В случае ta " а ,  
за = а доказательство аналогичное. 
3. Предположим, наконец, что ta * а, sa * а. В этом слу­
чае все морфизмы flta), g(a), gl. sa), fia) . являются дугами, а 
поскольку, ввиду условия 3), произведение дуг определяется 
объектами и 
f l t a ) g l a ) ,  g ( s a ) f l a )  е M i a ,  t s a  = sta), 
то fjt ta)gl a) = яхза)/(а) . Теорема доказана . 
5. Сплетения моноидов. Пусть ЗиЛ- моноиды и пусть Л 
есть
1 
левый S-полигон, Через F( А, Ä) обозначим совокупность 
всех отображений множества Л в множество R . Сплетением 
моноидов S и В ПРИ помощи- левого S-полигона А называется со­
вокупность пар S х  Fl А,  Я) ,  на которой определена операция ум­
н о ж е н и я  с л е д у ю щ и м  о б р а з о м :  д л я  л ю б ы х  l s „ f ) , l t , g )  е  S  х  F l  А ,  Л )  
( 3 , f ) ( t ,  g \  -  ( s t ,  f ^ e )  ,  
где (/jiKä) - f { t a ) g ( . a )  для любого а <= Л. Такое сплетение 
обозначаем через (S wr Я| Л). 
Конструкция сплетения моноидов с малыми категориями об­
общает конструкцию сплетения моноидов. Пусть (S от Я| Л) -
сплетение моноидов S и Я при помощи левого 5-полигона Л. Рас­
смотрим малую категорию К, объекты которой суть свободные 
циклические правые Д-подигоны аД (а е Л), а морфизмы - их Д-
гомоморфизмы. Как показано в работе [1], если каждому элемен­
ту 
(j.fl s (Sm I I л) сопоставить элемент (s, f ^  S wr К 
такой , что (аД) « Hom^( аЯ, sai?), причем 
У* (аЯ)(алг) = ( за) /"(а)лг 
для любого isi, и мМ получим изоморфизм (S wr Д| Л) = 
= S wr А'. ' « 
Имея в виду этот изоморфизм, сделаем ряд следствий для 
сплетений моноидов из результатов, изложенных в предыдущих 
разделах. 
Пусть D - (S иг J?| Л) - сплетение произвольных моноидов 
S и Я при помощи левого S-полигона Л. Пусть, К - малая кате­
гория, объекты которой суть свободные циклические правые 
Д-полигоны aü (а *= Л), а морфизмы - их Д-г ом ом орфизмы. 
Лемма 5.1. В категории К морфизм а е Hi аВ, ЪЕ) принадле­
жит нулевому идеалу тогда и только тогда, если а(а) - 60^.. 
где 0
Д
, - двусторонний нуль моноида Д. 
Доказательство. Если а е Ml aR, ЬЯ) принадлежит нулевому 
идеа л у ,  т о  а  =  f t a y  д л я  л ю б ы х  г  е  M l  а В ,  a R )  ,  f t  < £  М (  Ь Я .  Ь Я )  .  
П у с т ь  х ,  у  -  п р о и з в о л ь н ы е  э л е м е н т ы  и з  Д  и пус т ^ >  г  ( а )  =  а х ,  
ftlb) = by. Тогда, если а( а) = Ьг, то 
b r  -  а (  а )  -  I f t a y )  ( а )  =  ß a ( a x )  =  f t ( b r x )  -  b y r x ,  
т.е. г = угх, поскольку ЬЯ - свободный Д-полигон. Отсюда сле­
дует, что х- = Од есть нуль моноида Д . Обратное утверждение 
очевидно. ' 
•  -  Лемма S .  2 .  Морфизм a е  М1аЯ,аЯ) является левым аннулято-
рок для морфизмов из  ЬЯ, аЯ) относительно ' нулевого идеала 
тогда и только тогда, если ala) - аОд. 
До1са£йтеjiьство. Пусть а(а) = аг , У е Д и пусть ft е 
е  М 1 Ь Е , а Я )  т а к ;  ч т о  f t (  b )  -  а  .  П о  п р е д ы д у щ е й  л е м м е  a f t l b )  =  
аО
д




Лемма SL-2.. Набор морфизмов {/(аД) | а <= А }. принадлежит 
центру С(Ю категории К тогда и только тогда, если существует 
такой г G С(Д), что Z ( a R )  : а —» аг для любого а « А. 
Доказательство. Из {У*(аД)|а е л > е С ( К )  следует, что 
для любого морфизма а е M(aR,bR) диаграмма 
аД 2 • bR 
/ ( b R )  
aR — • ЬД 
коммутативна, т.е. г (АД)а = а / ( а Е ) .  Пусть / ( a R )  : a —• au, 
/(bR) : Ь -» £>v, a(a) - 6x для некоторых<u, v,'x s R, Тогда 
( Z ( b R ) a ) ( a )  =  Z ( b R ) ( b x )  =  b v x  ,  
(я (аД)) (a) = a(au) = bxu , 
 . . rar = ,vu. Так как <* - произвольный морфизм, то лг произ­
вольный элемент из R. Отсюда вытекает, что и - v (при х - 1д) 
и этот элемент принадлежит центру С(Д). Обратное утверждение 
очевидно. 
Лемма 5.4. Е с л и  ( s , f )  <г СО), го /(а) = f ( t a )  д л я  л ю б ы х  
а е л, „ t е S. ' 
Доказательство. Пусть а е А , t s S . Если sa = а , то 
sta = tsa = ta. Из леммы 3,3 следует, что /*(аД) и /*(taÄ) 
принадлежат некоторому множеству морфизмов из центра подкате­
гории категории К и, следовательно, по лемме -5.3 Л а) = 
=  f (  t a )  s  С ( Д )  .  
Если sa * а и sta f а, то из леммы 3.2 и леммы 5.1 выте­
кает Л а) = Лба) = Од, где 0
Д 
- двусторонний нуль моноида Д. 
Если sa * а и sta = ta, то, как и в предыдущем случае,\ 
Л а) = Од, а по лемме 3.5 /(taR)- есть левый аннулятор для 
M(aR, taR) и значит по лемме 5.2, Л ta) = Од. Лемма доказана. 
Определим на левом йгполигоне А конгруэнцию р следующим 
образом для любых а, Ъ <= А 
( а ,  b )  <= р *-+ существуют п £ М, cQ = a, Cj = b « А 
так что SCj ^  й * i = 1 ... л. 
Нетрудно видеть ,  что  разбиение А по конгруэнции р  есть  
разложение S-полигона А на неразложимые подполигоны .4 = U А .. 
А .  г> А =0  для любых i , j 6  i / ( i«  j ) . '  .  
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Теорема 5.5 (ср. [3 J, 2.7. 2.10). ПУСТЬ (3, f) s ® = 
= (S wr Я|Л) я пусть А - ;u А . разложение левого S-полигона А 
je J «в-
на неразложимые подполигоны. Тогда ( з, f) е С(5В) s tow я ТОЛЬ­
КО В ТОН случае, если з е C(S) if для каждого j е J существует 
г е С (К) так, что f(Aj) = причем если s действует на Aj 
нетождественным образом, т.е. sa * а для некоторого а <= А то 
г j - 0R - двусторонний нуль моноида Ц. 
Доказательство^ Необходимость вытекает из доказательства 
леммы 5.4 и правила задания конгруэнции р, осуществляющей 
разбиение S-полигона Л на неразложимые подполигоны. 
Достаточность следует из лемм 5.1, 5.2, 5.3 и теоремы 
3.6. 
трооема S. В ([3], 3.4, 3.6). Сплетение Я? = CS wr if | A) 
коммутативно тогда и только тогда, когда S и R коммута­
тивные моноиды и S действует на А тождественно, т.е. sav= а 
для любых з G S, а <Е Л. 
Доказательство^ Достаточность очевидна. 
Необходимость. Если, sa * а при некоторых s е s, а е л, то 
в категории AT (Ob АГ = {аД| а еЛ }) имеются морфизмы типа 
дуги. Тогда по теореме 4.5 для дуг из MiaR.saR) выполняются 
свойства 2) и 3), что, очевидно, возможно лишь если |5- 5| = 
- 1, т.е. S = lg, что противоречит условию за а. Таким об­
разом, sa = а для всех • s е S , а е л , т.е. в категории А' 
все
1 
морфизмы являются петлями. По свойству 1) теоремы 4.5 
Мог (ai?, аВ) = R является коммутативным моноидом. 
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CENTER AND COMMUTATIVITY FOR WREATH PRODUCTS 
OF MONOIDS WITH CATEGORIES 
V.Fleischer 
S u m m a r y  
In this paper the center of the wreath product of a mo­
noid S with a small category К is characterized. Necessary 
and sufficient conditions for the commutativity for such 
wreath products are given. As corollaries we obtain the cha­
racterizations of the center and commutativity for wreath 
products of monoids established by U.Knauer and A.Mikhalev in 
[ 3 ] .  
MONOIDI JA KATEGOORIA PÕIMIKU TSENTER JA KOMMUTATIIVSUS 
V.Fleischer 
R e s ü m e e  
Käesolevas artiklis antakse iseloomustus monoidi ja väi­
kese kategooria põimiku tsentrile. On leitud tarvilikud ja 
piisavad tingimused selliste põimikute kommuteeruvuseks. 
Neist tulemustest järelduvad varem U.Knaueri ja A.Mihhaljovi 
[3] poolt saadud tsöntri iseloomustus ja kommuteeruvtise kri­
teerium monoidide põimiku jaoks. 
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