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Abstract: A method for solving inequality constrained minimization problems is
described. The algorithm is based on a primal-dual interior point approach, with a
line search globalization strategy. A quasi-Newton technique (BFGS) with limited
memory storage is used to approximate the second derivatives of the functions. The
method is especially intended for solving problems with a large number of variables
with bound constraints and a medium number of general inequality constraints.
Some numerical experiments are presented to validate our approach.
Key words: constrained optimization, interior point method, large scale opti-
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1 Introduction
We present a limited memory quasi-Newton algorithm for solving large scale nonlinear
optimization problems of the form

min f(x);
c(x)  0;
(1.1)
where f : Rn ! R and c : Rn ! Rm are continuously dierentiable functions. We
assume that n, the number of variables, is large. A particular attention will be brought
to the problems having a set of constraints dened by a function c of the form
c(x) =
0
@
g(x)
x   l
u   x
1
A; (1.2)
where g : Rn ! Rp is a nonlinear function with a medium number of components and
where l and u are lower and upper bounds on the variables. It is assumed that the
components of the lower and upper bounds satisfy  1  l(i) < u(i)  +1, for all
i = 1;:::;n. The algorithm needs only to evaluate the function values and the rst
derivatives of f and c, the computation of the second derivatives is not required. The
Hessian matrices of the functions are approximated by means of quasi-Newton tech-
niques and only a limited amount of memory is required to store these approximation
matrices.
The algorithm is an implementation of a BFGS interior point method proposed
in [1] and uses a compact representation of limited memory quasi-Newton matrices
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1introduced in [2]. To store the second order information, only a small number, say r, of
vector pairs of length n is kept in memory (in practice 3  r  20). We will show that
the storage memory requirement is of order O(nr)+O(p(p+r)) and the computational
cost of one iteration is of order O(n(p + r)2) + O(p3) + O(r3).
The paper is organized as follows. In the next section, we present an outline of
the algorithm and show how we use a compact representation of BFGS matrices in the
framework of an interior method. In Section 3, we give the estimates of the amount of
memory and of the computational cost for one iteration. Then, we give a convergence
result of the algorithm in Section 4 and present some numerical tests in Section 5.
2 Outline of the algorithm
Let us denote by rf(x) the gradient of f at x, rc(x)> the Jacobian matrix of c at
x,  2 Rm a vector of multipliers, C = diag(c(1);:::;c(m)) the diagonal matrix, whose
diagonal elements are the components of c and e = (1  1)> the vector of all ones.
The Lagrangian associated with problem (1:1) is the function ` : Rn Rm ! R dened
by `(x;) = f(x)   >c(x). The gradient and Hessian of ` with respect to x are given
by
rx`(x;) = rf(x)   rc(x) and r2
xx`(x;) = r2f(x)  
m X
i=1
ir2c(i)(x):
The primal-dual interior point algorithm computes iteratively approximate solutions
of the perturbed optimality conditions associated to (1:1)
8
<
:
rx`(x;) = 0;
C(x)   e = 0;
(c(x);) > 0;
(2.1)
for a sequence of parameters  > 0 converging to zero. The second equation means
that
(8i = 1;:::;m) c(i)(x)(i) = :
Therefore, when  tends to zero, any accumulation point of the sequence satises
(8i = 1;:::;m) c(i)(x) = 0 or (i) = 0; c(x)  0 and   0;
which corresponds, with the rst equality of (2:1), to the optimality conditions of (1:1).
For each xed value of , an approximate solution of (2:1) is computed by means of a
sequence of Newton iterations, called inner iterations. Let us denote by zk := (xk;k)
the vector pair of primal-dual iterates at the k-th inner iteration. The iterates are
generated according to the recurrence
zk+1 = zk + kdk;
2where dk is the Newton direction, obtained by a linearization of (2:1) at zk and k is a
step length. The direction dk := (dx
k;d
k) is the solution of the following linear system

Mk  rc(xk)
krc(xk)> C(xk)

dx
k
d
k

=  

rf(xk)   rc(xk)k
C(xk)k   e

; (2.2)
in which Mk is a positive denite matrix approximating of the Hessian of the Lagrangian
at (xk;k) and k = diag((k)(1);:::;(k)(m)). The step length is computed by means
of a backtracking line search, performed on the primal-dual merit function
 (x;) = f(x)   
m X
i=1
logc(i)(x) +
m X
i=1
 
(i)c(i)(x)   log((i)c(i)(x))

:
Starting from the unit step ( = 1), the value of the step length is progressively
reduced, by using some safeguard rules, until the following sucient decrease condition
is satised:
 (zk + kdk)   (zk) + k!r (zk)>dk;
where ! 2 (0;1). The aim of the line search is to guarantee the global convergence of
the inner iterates. At last, the approximate Hessian matrix is updated by the BFGS
formula
Mk+1 = Mk  
Mksks>
kMk
s>
kMksk
+
yky>
k
y>
ksk
; (2.3)
where sk and yk are dened by
sk := xk+1   xk and yk := rx`(xk+1;k+1)   rx`(xk;k+1): (2.4)
The positive deniteness of Mk+1 is guaranteed provided y>
ksk > 0. Whenever y>
ksk is
not suciently positive, one can use some correction formula (see e.g., [3, x 18.4]) or
simply skip the update.
The main computational part rests in the solution of the linear system (2:2). By
eliminating d
k from the rst equation in (2:2), the primal direction is the solution of
the following linear system:
(Mk + rc(xk)kC(xk) 1rc(xk)>)dx
k =  rf(xk) + rc(xk)C(xk) 1e: (2.5)
Then, the dual direction is computed with only some matrix-vector products:
d
k =  k + C(xk) 1(e   krc(xk)>dx
k): (2.6)
When n is large, a full representation of the n  n matrix Mk is too expansive to
store in memory. Instead, limited memory techniques keep only a few number of vector
pairs (sk;yk) of length 2n, that allows to have an implicit representation of the matrix
Mk (see [4, 5, 6]). In our case, the coecient matrix of the linear system (2:5) is of the
form Mk+Nk, where Mk is the BFGS approximation and Nk is symmetric and positive
semidenite. The following proposition shows that the compact representation of BFGS
matrices introduced in [2], allows to represent the matrix Mk +Nk in a compact form.
3Proposition 2.1 Let M0 be a symmetric and positive denite matrix and let the nk
matrices Sk =

s0 ::: sk 1

and Yk =

y0 ::: yk 1

. Suppose that the k vector
pairs fsi;yig
k 1
i=0 satisfy s>
i yi > 0. Let Nk be a symmetric and positive semidenite
matrix and let Mk be obtained by updating M0 k times using the direct BFGS formula
(2:3) and the pairs fsi;yig
k 1
i=0 . Then, the inverse of Mk + Nk is given by
(Mk + Nk) 1 = (M0 + Nk) 1 + (M0 + Nk) 1UkE 1
k U>
k (M0 + Nk) 1; (2.7)
where Uk =

M0Sk Yk

and Ek =

S>
k ~ M0Sk ~ Lk
~ L>
k   ~ Dk

, with
~ M0 = M0   M0(M0 + Nk) 1M0;
~ Lk = Lk   S>
kM0(M0 + Nk) 1Yk;
~ Dk = Dk + Y >
k (M0 + Nk) 1Yk;
where Lk is the k  k lower triangular matrix
(Lk)i;j =

s>
i 1yj 1 if i > j,
0 otherwise,
and Dk = diag
 
s>
0y0;:::;s>
k 1yk 1

. Moreover, the Schur complement of   ~ Dk in Ek
S>
k ~ M0Sk + ~ Lk ~ D 1
k ~ L>
k;
is a positive denite matrix.
Proof. Using the compact representation of Mk [2, Theorem 2.3], we have
Mk + Nk = M0 + Nk   Uk

S>
kM0Sk Lk
L>
k  Dk
 1
U>
k :
Applying the Sherman-Morrison-Woodbury formula [7] to Mk + Nk we obtain
(Mk + Nk) 1 = (M0 + Nk) 1 + (M0 + Nk) 1UkE 1
k U>
k (M0 + Nk) 1;
where
Ek =

S>
kM0Sk Lk
L>
k  Dk

  U>
k (M0 + Nk) 1Uk;
from which the formula of Ek follows.
To show that Ek is nonsingular, let us rst remark that since the k vector pairs
satisfy s>
i yi > 0, the diagonal matrix Dk is positive denite and so is ~ Dk. Therefore,
the matrix Ek may be decomposed as

I  ~ Lk ~ D 1
k
0 I

S>
k ~ M0Sk + ~ Lk ~ D 1
k ~ L>
k 0
0   ~ Dk

I 0
  ~ D 1
k ~ L>
k I

: (2.8)
4The proof will be completed if we show that the Schur complement (the upper left
block in the middle matrix) is nonsingular. Suppose that (S>
k ~ M0Sk + ~ Lk ~ D 1
k ~ L>
k)u = 0
for some vector u. Writing ~ M0 = M0
 
M 1
0   (M0 + Nk) 1
M0, we easily see that
~ M0 is positive semidenite and hence S>
k ~ M0Sk + ~ Lk ~ D 1
k ~ L>
k is positive semidenite too.
We then deduce that ~ M0Sku = 0 and ~ L>
ku = 0. These two equalities imply that
Sku = (M0 + Nk) 1M0Sku and next
L>
ku = Y >
k (M0 + Nk) 1M0Sku
= Y >
k Sku:
By denition of Lk, the matrix S>
kYk   Lk is upper triangular with positive diagonal
elements, then u = 0. 2
The algorithm keeps in memory a xed number, say r, of the most recent vector
pairs (sk;yk) dened by (2:4) and such that y>
ksk > 0. At each iteration, if the new
pair satises y>
ksk > 0, the oldest pair is removed from the memory and the new one is
stored. The storing matrices are then of the form
Sk =

smax(0;k r) ::: sk 1

and Yk =

ymax(0;k r) ::: yk 1

; (2.9)
the matrices Lk and Dk of Proposition 2.1 being modied accordingly.
At each iteration, a new initial matrix is computed and its choice is based on the
following considerations. When Nk = 0, formula (2:7) gives the compact representation
of the inverse matrix M 1
k , see [2, Theorem 2.2]. For the updating the inverse M 1
k , it
has been shown that a relevant choice is to set the initial matrix to (y>s=y>y)I where
(s;y) is the most recent vector pair stored in memory (see [5, formula (4.1)]). As a
consequence, the scaling factor and the initial matrix are set to
k =
y>
k 1yk 1
y>
k 1sk 1
and M0 = kI: (2.10)
We found that this choice performs well in practice.
A complete description of the algorithm is given in Appendix A.
3 Memory storage and computational cost
Let us estimate the amount of memory and the computational cost required for com-
puting the direction dk with formul (2:5), (2:6) and (2:7). We will distinguish two
cases, depending on the structure of the constraints. When the constraints are reduced
to simple bounds (p = 0), the matrix
Nk := rc(xk)kC(xk) 1rc(xk)>
in (2:5) is diagonal and thus the computation of (M0 + Nk) 1 in (2:7) is reduced to
2n divisions. In the general case (p  1), the matrix Nk is no longer diagonal and the
computation of dx
k requires the factorization of some p  p matrix.
5To simplify the estimation, we assume that k > r, so that the size of the matri-
ces in (2:9) is n  r, that there is no skipped update and that there are exactly 2n
bound constraints. The number of operations that will be given correspond only to
multiplications and divisions.
3.1 Bound constraints case
Suppose that the set of constraints of (1:1) is dened by
c(x) =

x   l
u   x

;
where  1 < l(i) < u(i) < +1, for all i = 1;:::;n. The matrix Nk is diagonal and its
diagonal elements are of the form
(k)(i)
(xk)(i)   l(i)
+
(k)(n+i)
u(i)   (xk)(i)
:
The direction dk is computed by means of the following algorithm. Suppose that,
at the iteration k, the matrices Sk 1, Yk 1, Dk 1, Lk 1 and the vector pair (sk;yk)
which satises s>
kyk > 0 are available. For each step, an estimation of the number of
operations is given in brackets.
Computation of dk in the bound constraints case
1. Compute Nk. [2n]
2. Update Sk, Yk, Dk and Lk. [nr]
3. Compute ~ Dk, ~ Lk and S>
k ~ M0Sk. [nr(7r + 5)=2 + O(r2)]
4. u := (M0 + Nk) 1( rf(xk) + rc(xk)C(xk) 1e). [4n]
5. v := U>
k u. [(2n + 1)r]
6. Solve Ek w = v. [O(r3)]
7. dx
k := u + (M0 + Nk) 1Uk w. [n(2r + 2)]
8. d
k :=  k + C(xk) 1(e   krc(xk)>dx
k). [4n]
The computation of v at Step 5 is done by using the following block products:

v1 = S>
kM0u;
v2 = Y >
k u:
Then, at Step 6, the linear system is solve by using the decomposition (2:8):

I  ~ Lk ~ D 1
k
0 I

S>
k ~ M0Sk + ~ Lk ~ D 1
k ~ L>
k 0
0   ~ Dk

I 0
  ~ D 1
k ~ L>
k I

w1
w2

=

v1
v2

:
6The solution requires the factorization of the two r  r matrices ~ Dk and S>
k ~ M0Sk +
~ Lk ~ D 1
k ~ L>
k. Since these two matrices are positive denite (Proposition 2.1), one can use
a Cholesky factorization.
The total cost to compute dk with the above algorithm is then n(7r2+15r+24)=2+
O(r3) operations. The memory storage requirement of the storing matrices Sk, Yk and
of all intermediate matrices is about 2n(r + 1) + O(r2).
3.2 General case
We suppose now that the set of constraints of (1:1) is of the general form (1:2). Let us
denote by b(x) the vector of bound constraints, so that the vector of constraints and
their gradient matrix are partitioned as follows:
c(x) =

g(x)
b(x)

and rc(x) =
 
rg(x) rb(x)

:
Using this partition, let us denote by  := (g;b) the vector of multipliers and by G,
B, g, b the corresponding diagonal matrices. The matrix Nk can be written
Nk = rb(xk)b
kB(xk) 1rb(xk)>+ rg(xk)
g
kG(xk) 1rg(xk)>: (3.1)
To compute the inverse of M0 + Nk we proceed as follows. Using (2:10) and (3:1) one
has
M0 + Nk = k + rg(xk)
g
kG(xk) 1rg(xk)>;
where k := kI + rb(xk)b
kB(xk) 1rb(xk)> is a diagonal matrix. Applying the
Sherman-Morrison-Woodbury formula, we obtain
(M0 + Nk) 1 =
 1
k    1
k rg(xk)[(
g
k) 1G(xk) + rg(xk)> 1
k rg(xk)] 1rg(xk)> 1
k : (3.2)
The inversion of M0+Nk requires the factorization of the pp positive denite matrix in
brackets. When the number of inequality constraints is not too large, this computation
is acceptable.
The algorithm to compute dk is quite similar to the one described previously. Only
the rst step is dierent. We denote by Hk the Cholesky factor of the bracketed matrix
in (3:2).
Computation of dk in the general case
1. Compute k and Hk. [2n + np(p + 1) + O(p3)]
2. Update Sk, Yk, Dk and Lk. [nr]
3. Compute ~ Dk, ~ Lk and S>
k ~ M0Sk. [nr((7r + 5)=2 + 2p) + O(rp(p + r))]
4. u := (M0 + Nk) 1( rf(xk) + rc(xk)C(xk) 1e). [n(3p + 4) + O(p2)]
5. v := U>
k u. [(2n + 1)r]
76. Solve Ek w = v. [O(r3)]
7. dx
k := u + (M0 + Nk) 1Uk w. [n(3p + 2r + 2) + O(p2)]
8. d
k :=  k + C(xk) 1(e   krc(xk)>dx
k). [n(p + 4) + 2p]
The matrices of Step 3 are computed as follows. From equality (3:2) we can write
~ Dk = Dk + Y >
k  1
k Yk   (~ Yk)>~ Yk;
~ Lk = Lk   S>
kM0 1
k Yk + (~ Sk)>~ Yk;
S>
k ~ M0Sk = S>
kM0Sk   S>
kM0 1
k M0Sk + (~ Sk)>~ Sk;c
where
~ Yk := H 1
k rg(xk)> 1
k Yk and ~ Sk := H 1
k rg(xk)> 1
k Sk
are p  r matrices. It follows that the computing cost of the three matrices at Step 3,
is increased by the one of ~ Yk and ~ Sk.
The total cost to compute the direction dk in the general case is equal to n(2p2+7r2+
4pr +16p+15r +24)=2+O(p3)+O(r3) operations. The memory storage requirement
is equal to the one of the bound constraints case plus the storage of the matrices Hk,
~ Yk, ~ Sk and one vector of Rp. The total memory storage requirement is approximately
equal to 2n(r + 1) + O((p + r)2).
All details about these computations are given in [8].
4 Convergence analysis
In this section, we show that the sequence of inner iterates converges with a r-linear
rate. This result relies on the assumption that the problem has a strong convexity
property.
Assumption 4.1 The functions f and  c(i) (1  i  m) are convex and dierentiable
from Rn to R. There exists  2 Rm and  > 0, such that for all (x;y) 2 Rn  Rn,
(rx`(x;)   rx`(y;))
>(x   y)  kx   yk2.
Under this assumption, it can be shown that the perturbed optimality conditions
(2:1) have a unique solution and that whenever Mk is updated by the BFGS formula,
the sequence of inner iterates converges r-linearly to this solution (Theorem 3.4 in [1]
is proved with a stronger assumption, but it is still valid under Assumption 4.1, see [9,
Theorem 4.10]). The convergence result is proved thanks to a well known property of
the BFGS formula [10, Theorem 2.1]. This property asserts that the BFGS formula
generates a constant fraction of \good iterates". It means that if there exist constants
a1 > 0 and a2 > 0 such that
y>
ksk  a1kskk2 and y>
ksk  a2kykk2 (4.1)
8for all k  1, then there exist positive constants 1, 2, and 3, such that
1 
s>
kMksk
kMkskkkskk
and 2 
kMkskk
kskk
 3 (4.2)
for at least half of the iterates. Since our limited memory algorithm and the algorithm
proposed in [1] dier only in the way of updating the BFGS matrices, the convergence of
the inner iterates will be proved if we show that it generates a sequence of good iterates.
This result is actually already proved in the framework of an unconstrained limited
memory algorithm [5, Theorem 7.1]. To be complete, we state the result formally and
give a proof.
The matrix M is said to be generated by the L-BFGS formula from an initial
matrix M(0) and using q pairs f(si;yi)g
q 1
i=0, if M is computed according to the following
recurrence: for i = 0;:::;q   1 compute
M(i+1) = M(i)  
M(i)sis>
i M(i)
s>
i M(i)si
+
yiy>
i
y>
i si
; (4.3)
then set M = M(q).
Lemma 4.2 Let fM
(0)
k g be a bounded sequence of positive denite matrices with boun-
ded inverses. Let f(sk;yk)gk1 be a sequence of vector pairs such that (4:1) holds for
constants a1 > 0 and a2 > 0. Let q be a positive integer and let fMkg be a sequence of
positive denite matrices such that each Mk is generated by the L-BFGS formula from
the initial matrix M
(0)
k and using the vector pairs

(sij;yij)
	qk 1
j=0 where 1  qk  q.
Then, there exist positive constants 1, 2, and 3, such that (4:2) holds for any index
k  1,
Proof. Using (4:3), the second inequality in (4:1), qk  q and the boundedness of the
sequence fM
(0)
k g, the trace of Mk can be bounded above as follows:
tr(Mk)  tr(M
(0)
k ) +
qk 1 X
j=0
kyijk2
y>
ijsij
 tr(M
(0)
k ) + qa 1
2  K1; (4.4)
where K1 is a positive constant. The formula for the determinant of Mk is given by
(see [11])
det(Mk) = det(M
(0)
k )
qk 1 Y
j=0
y>
ijsij
s>
ijM
(j)
k sij
= det(M
(0)
k )
qk 1 Y
j=0
y>
ijsij
s>
ijsij
s>
ijsij
s>
ijM
(j)
k sij
:
Using the rst inequality in (4:1), (4:4) and the boundedness of the inverses of M
(0)
k ,
one has
det(Mk)  det(M
(0)
k )(a1K 1
1 )qk  det(M
(0)
k )min
 
1;(a1K 1
1 )q
 K2; (4.5)
for some positive constant K2.
From (4:4) and (4:5) we deduce that the matrices Mk and M 1
k are uniformly
bounded. We then conclude that inequalities (4:2) are satised. 2
9Theorem 4.3 Suppose that Assumption 4:1 holds and that f and c are dierentiable
with Lipschitzian continuous derivatives. Then, the sequence of inner iterates fzkg
converges r-linearly to the unique solution of (2:1).
Proof. The inequalities (4:1) are consequences of the strong convexity of the Lagrangian
(second part of Assumption (4:1)) and of the Lipschitz continuity of the derivatives of
f and c (see [9, Lemma 4.5] for a proof). The initial matrices are of the form kI,
where k is given by (2:10). From (4:1), one has a1  k  1=a2. We can then apply
Lemma 4.2 and according to the discussion made at the beginning of the section, we
obtain the r-linear convergence of the inner iterates. 2
5 Numerical experiments
We have tested our limited memory interior point algorithm named NOPTIQ (Nonlin-
ear Optimization with interior point and quasi-Newton techniques) in the environment
CUTEr [12] and compared our results with those obtained with l-BFGS-B [13] for the
bound constrained problems, and with those obtained with LANCELOT [14] for the prob-
lems with general inequality constraints.
NOPTIQ is written in Fortran 77 and all numerical tests were performed on a PC with
256 MB of RAM. In order to compare the results of NOPTIQ with those obtained with the
two other codes, we have used the same stopping criterion as the one used by l-BFGS-B
and LANCELOT. Let Pl;u : Rn ! Rn be the projection operator onto the rectangular box
dened by the bound constraints. The projection is dened componentwise by
 
Pl;u(x)

(i) =
8
<
:
l(i) if x(i) < l(i);
x(i) if l(i)  x(i)  u(i);
u(i) if u(i) < x(i):
When the problem has only bound constraints, NOPTIQ is terminated whenever
kxk   Pl;u(xk   rf(xk))k  10 8; (5.1)
otherwise, it is terminated when
kxk   Pl;u(xk   rx`(xk;k))k  10 8 and kG(xk)kk  10 8: (5.2)
A limit of 10000 iterations was also imposed to the codes. The number of vectors
pairs kept in memory is set to r = 5 for both NOPTIQ and l-BFGS-B. The second order
information in LANCELOT is obtained by using the BFGS option. Other settings for
l-BFGS-B and LANCELOT are the default values.
We report the numerical results as in [15]. For the i-th test problem, we compute
the relative number of function evaluations and the relative CPU time to solve the
problem:
qi =  log2(nfNOPTIQ=nfC) and ti =  log2(tNOPTIQ=tC);
where C stands for l-BFGS-B or LANCELOT. These quantities are computed only if the
codes converge to the same solution. If NOPTIQ is better than the other code in term
10Figure 1: Relative performance of NOPTIQ
and l-BFGS-B for the problems in Table 1.
Figure 2: Relative performance of NOPTIQ
and LANCELOT for problems in Table 2.
of function evaluations, then the value of qi is positive and the number of times that
NOPTIQ outperforms the other code is 2qi. In the same way, ti > 0 whenever NOPTIQ is
better than the other code in term of CPU time.
The numerical tests NOPTIQ versus l-BFGS-B are reported in Table 1 (Appendix B)
and Figure 1. These tests include only bound constraints problems, because l-BFGS-B
cannot solve problems with general inequality constraints. We notice that even if the
number of function evaluations made by NOPTIQ is often greater than that of l-BFGS-B,
the CPU times are often equivalent for both codes.
The numerical tests NOPTIQ versus LANCELOT are reported in Table 2 (Appendix B)
and Figure 2. They include more general inequality constrained problems, but our
choice was restricted because the starting point for NOPTIQ needs to be strictly feasible.
We can notice that, in term of CPU time, NOPTIQ outperforms LANCELOT for almost all
the problems and, in term of function evaluations, NOPTIQ is better than LANCELOT for
almost half of the test problems.
We can conclude that NOPTIQ is a viable solution to solve inequality constrained
problems, with a low memory storage and a low computational cost per iteration. It is
of particular interest when the problem is large, with a medium number of nonlinear
inequalities and when the second derivatives are unavailable. Moreover, the algorithm
is simple to implement. Our preliminary experiments show that NOPTIQ has comparable
results with l-BFGS-B for solving bound constrained problems. We think that its ability
to solve a larger class of problems could be interesting for real-world applications. The
main drawback of our implementation is the need of a strictly feasible starting point.
We plan to implement a new version for handling infeasible starting points with the
strategy described in [16].
The Fortran code NOPTIQ can be obtained at http://www.fist.fr.
11A Algorithm
1. Choose the constant values ! 2 (0;1), 0 <  < 0 < 1,  > 0 and the number r of
vector pairs kept in memory. Choose the initial point z0
0 = (x0
0;0
0) with c(x0
0) > 0
and 0
0 > 0, the initial value 0 > 0 for the barrier parameter, the initial stopping
tolerances 0
l > 0 and 0
c > 0. Set the outer iteration counter j := 0. Set the
storing matrices S0
0 := [ ] and Y 0
0 := [ ].
2. Set the inner iteration counter k := 0.
3. If the matrices S
j
k and Y
j
k are empty, then set the scaling factor 
j
k := 1, otherwise
set 
j
k :=
y>y
y>s, where (s;y) is the most recently vector pair kept in memory.
4. Compute the primal direction (dx)
j
k by (2:5) and (2:7), with x = x
j
k,  = 
j
k and
 = j, the initial matrix M
(0)
k = 
j
kI and the matrices S
j
k and Y
j
k .
5. Compute the dual direction (d)
j
k by (2:6), with x = x
j
k,  = 
j
k and  = j.
6. Set  = 1. While the sucient decrease condition
 j(z
j
k + d
j
k)   j(z
j
k) + !r j(z
j
k)>d
j
k
is not satised, choose a new trial step  in [;0].
7. Set z
j
k+1 := z
j
k + d
j
k.
8. Dene the vector pair
s
j
k := x
j
k+1   x
j
k and y
j
k := rx`(x
j
k+1;
j
k+1)   rx`(x
j
k;
j
k+1):
9. If (y
j
k)>s
j
k  ky
j
kk2, then delete the oldest vector pair and add the new one to
S
j
k and Y
j
k to form the matrices S
j
k+1 and Y
j
k+1, otherwise set S
j
k+1 := S
j
k and
Y
j
k+1 = Y
j
k .
10. If the stopping criterion of the inner iterations
krx`(x
j
k;
j
k)k  
j
l and kC(x
j
k)
j
k   jek  j
c;
is not satised, then increase k by 1 and go to step 4.
11. If the stopping criterion (5:1) or (5:2) of the outer iterations is not satised, then
set the new barrier parameter j+1 := j=, the precision thresholds 
j+1
l :=
10j+1=0 and 
j+1
c := 0:999j+1. Set the new starting iterate z
j+1
1 := z
j
k+1 for
the next outer iteration and set S
j+1
1 := S
j
k+1 and Y
j+1
1 := Y
j
k+1. Increase j by 1
and go to step 2.
The numerical experiments were done with the following constant values: ! := 10 4,
0 := 1,  := 10,  := 10 2, 0 := 0:95 and  is set to the machine epsilon. The initial
multiplier 0
0 is computed as the solution of C(x0
0)0
0 = 0e. For more details about
the implementation, see [8].
12B Tables
Problem NOPTIQ l-BFGS-B
Name n nb nf time nf time
1 PALMER4 4 3 81 0,02 25 0,01
2 PALMER3A 6 2 1948 0,29 633 0,04
3 HS3 2 1 11 0,01 4 0,01
4 HS38 4 8 70 0,01 26 0,01
5 SIMBQP 2 2 11 0,01 5 0,01
6 PSPDOC 4 1 24 0,002 11 0,02
7 S368 8 16 24 0,01 11 0,01
8 HATFLDC 25 48 47 0,02 23 0,01
9 PALMER5D 8 4 49 0,01 24 0,01
10 OBSTCLAE 100 128 38 0,02 19 0,02
11 PALMER1A 6 2 1484 0,19 771 0,05
12 HS5 2 4 15 0,001 8 0,01
13 OBSTCLBM 10000 19208 189 26,94 110 8,07
14 HS1 2 1 49 0,02 29 0,01
15 TORSION1 5476 10368 279 19,97 168 6,05
16 TORSION2 5476 10368 279 19,66 168 6,05
17 HIMMELP1 2 4 27 0,02 17 0,02
18 TORSIONA 5476 10368 294 23,46 187 7,35
19 TORSIONB 5476 10368 294 23,49 187 7,33
20 HART6 6 12 29 0,001 19 0,01
21 PALMER6A 6 2 1142 0,13 759 0,05
22 TORSION5 5476 10368 178 13,42 119 3,65
23 TORSION6 5476 10368 178 13,45 119 3,63
24 PALMER2A 6 2 1260 0,18 851 0,06
25 PALMER3B 4 2 83 0,02 57 0,01
26 HS3MOD 2 1 13 0,01 9 0,01
27 MCCORMCK 5000 10000 20 1,252 15 0,46
28 TORSION3 5476 10368 240 19,8 182 5,95
29 TORSION4 5476 10368 240 16,53 182 5,85
30 TORSIONC 5476 10368 234 18,51 178 6,42
31 TORSIOND 5476 10368 234 18,42 178 6,39
32 PALMER2B 4 2 80 0,02 62 0,02
33 MDHOLE 2 1 113 0,02 88 0,02
34 PALMER2 4 3 55 0,01 43 0,01
35 LOGROS 2 2 146 0,02 115 0,02
36 NOBNDTOR 5476 10368 505 36,12 404 14,72
37 CAMEL6 2 4 17 0,01 14 0,01
38 HS2 2 1 24 0,01 20 0,01
39 TORSIONE 5476 10368 163 12,77 138 4,79
40 TORSIONF 5476 10368 163 12,8 138 4,72
41 YFIT 3 1 109 0,03 106 0,01
42 HS45 5 10 15 0,001 16 0,01
43 NONSCOMP 5000 10000 47 2,503 51 1,17
44 ALLINIT 4 3 15 0,02 17 0,02
45 PALMER8A 6 2 307 0,03 378 0,03
46 LINVERSE 1999 1000 249 4,897 308 3,70
47 HATFLDA 4 4 29 0,01 39 0,01
48 OBSTCLAE 10000 19208 341 49,1 462 30,20
49 HATFLDB 4 5 22 0,01 34 0,01
50 BDEXP 5000 5000 6 0,22 15 0,38
51 BDEXP 100 100 10 0,03 25 0,01
52 BDEXP 1000 1000 10 0,06 25 0,07
53 BDEXP 500 500 10 0,02 25 0,04
Table 1: Numerical results of NOPTIQ and l-BFGS-B. The number of bounds on the
variables is denoted by nb.
13Problem NOPTIQ LANCELOT
Name n nb p nf time nf time
1 CVXBQP1 10000 20000 0 115 15,8 2 1,20
2 NCVXBQP1 10000 20000 0 136 10,79 5 2,24
3 HATFLDC 25 48 0 47 0,02 5 0,01
4 PALMER1A 6 2 0 1484 0,19 190 0,26
5 HS4 2 2 0 14 0,01 2 0,01
6 NONSCOMP 5000 10000 0 47 2,503 7 0,76
7 SINEALI 1000 2000 0 51 0,41 8 0,20
8 LUKVLI3 10000 2 2 161 24,91 26 9,82
9 WOMFLET 3 3 3 301 0,04 49 0,07
10 BQP1VAR 1 2 0 10 0,01 2 0,01
11 PALMER5D 8 4 0 49 0,01 10 0,01
12 PALMER4B 4 2 0 120 0,02 25 0,03
13 PFIT3LS 3 1 0 1458 0,16 358 0,37
14 HART6 6 12 0 29 0,001 9 0,01
15 PFIT2LS 3 1 0 687 0,08 214 0,23
16 HS5 2 4 0 15 0,001 5 0,02
17 PALMER2A 6 2 0 1260 0,18 479 0,67
18 HS3MOD 2 1 0 13 0,01 5 0,01
19 PFIT4LS 3 1 0 1603 0,16 639 0,76
20 MCCORMCK 5000 10000 0 20 1,252 8 1,22
21 HS3 2 1 0 11 0,01 5 0,01
22 MDHOLE 2 1 0 113 0,02 57 0,09
23 PALMER3B 4 2 0 83 0,02 43 0,07
24 PALMER6A 6 2 0 1142 0,13 606 0,69
25 HS1 2 1 0 49 0,02 29 0,03
26 PALMER2B 4 2 0 80 0,02 74 0,09
27 CAMEL6 2 4 0 17 0,01 16 0,03
28 HATFLDA 4 4 0 29 0,01 30 0,05
29 HATFLDB 4 5 0 22 0,01 24 0,03
30 HS36 3 7 1 16 0,01 20 0,04
31 HS35 3 4 1 46 0,01 68 0,07
32 PALMER8A 6 2 0 307 0,03 466 0,51
33 HS35I 3 7 1 43 0,01 68 0,08
34 PFIT1LS 3 1 0 519 0,07 949 0,97
35 HS12 2 1 1 25 0,01 52 0,08
36 BDEXP 5000 5000 0 6 0,22 27 2,38
37 HS113 10 8 8 22 0,01 103 0,18
38 PALMER4A 6 2 0 834 0,14 7148 9,07
39 PALMER3 4 3 0 430 0,08 6134 7,14
40 HS100 7 4 4 106 0,02 1547 1,71
41 HS38 4 8 0 70 0,01 1899 1,93
42 BQPGASIM 50 100 0 44 0,01 1420 1,67
43 YFIT 3 1 0 109 0,03 4837 5,55
44 HS70 4 9 1 96 0,06 5491 8,83
45 HIMMELP4 2 7 3 18 0,01 4017 4,38
Table 2: Numerical results of NOPTIQ and LANCELOT.
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