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Abstract—This paper proposes a distributed sliding mode
control strategy for optimal Load Frequency Control (OLFC)
in power networks, where besides frequency regulation also
minimization of generation costs is achieved (economic dispatch).
We study a nonlinear power network partitioned into control
areas, where each area is modelled by an equivalent generator
including voltage and second order turbine-governor dynamics.
The turbine-governor dynamics suggest the design of a sliding
manifold, such that the turbine-governor system enjoys a suitable
passivity property, once the sliding manifold is attained. This
work offers a new perspective on OLFC by means of sliding
mode control, and in comparison with existing literature, we
relax required dissipation conditions on the generation side and
assumptions on the system parameters.
Index Terms—Load Frequency Control, economic dispatch,
sliding mode control, incremental passivity, power systems sta-
bility.
I. INTRODUCTION
A power mismatch between generation and demand gives
rise to a frequency in the power network that can deviate from
its nominal value. Regulating the frequency back to its nominal
value by Load Frequency Control (LFC) is challenging and it
is uncertain if current implementations are adequate to deal
with an increasing share of renewable energy sources [2].
Traditionally, the LFC is performed at each control area by
a primary droop control and a secondary proportional-integral
(PI) control. To cope with the increasing uncertainties affecting
a control area and to improve the controller’s performance,
advanced control techniques have been proposed to redesign
the conventional LFC schemes, such as model predictive
control (MPC) [3], adaptive control [4], fuzzy control [5] and
sliding mode (SM) control. However, due to the predefined
power flows through the tie-lines, the possibility of achieving
economically optimal LFC is lost [6]. Besides improving the
stability and the dynamic performance of power systems,
new control strategies are additionally required to reduce the
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operational costs of LFC [7]. In this paper we propose a novel
distributed optimal LFC (OLFC) scheme that incorporates the
economic dispatch into the LFC loop, departing from the
conventional tie-line requirements. An up-to-date survey on
recent results on offline and online optimal power flows and
OLFC can be found in [8]. We restrict ourselves here to a
brief overview of online solutions to OLFC that are close to the
presented work. Particularly, we focus on distributed solutions,
in contrast to more centralized control schemes that have been
studied in e.g. [9], [10], [11]. In order to obtain OLFC, the vast
majority of distributed solutions appearing in the literature fit
in one of two categories. First, the economic dispatch problem
is distributively solved by a primal-dual algorithm converging
to the solution of the associated Lagrangian dual problem
[12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22],
[23]. This approach generally requires measurements of the
loads or the power flows, which is not always desirable in
a LFC scheme. This issue is avoided by the second class of
solutions, where a distributed consensus algorithm is employed
to converge to a state of identical marginal costs, solving the
economic dispatch problem in the unconstrained case [24],
[25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35],
[36]. The proposed sliding mode controller design in this
work is compatible with both approaches, although we put
the emphasize on a distributed consensus based solution and
remark on the primal-dual based approach.
A. Main contributions
Sliding mode control has been used to improve the conven-
tional LFC schemes [37], possibly together with disturbance
observers [38]. However, the proposed use of SM to obtain
a distributed OLFC scheme is new and can offer a few
advantages over the previous results on OLFC. Foremost, it
is possible to incorporate the widely used second order model
for the turbine-governor dynamics that is generally neglected
in the analytical OLFC studies. Since the generated control
signals in OLFC schemes adjust continuously and in real-
time the governor set points, it is important to incorporate the
generation side in a satisfactory level of detail. In this paper,
we adopt a nonlinear model of a power network, including
voltage dynamics, partitioned into control areas having an
arbitrarily complex and meshed topology. The generation side
is modelled by an equivalent generator including voltage
dynamics and second order turbine-governor dynamics, which
is standard in studies on conventional LFC schemes. We
propose a distributed SM controller that is shown to achieve
frequency control, while minimizing generation costs. The
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2proposed control scheme continuously adjusts the governor
set point. Conventional SM controllers can suffer from the
notorious drawback known as chattering effect, due to the
discontinuous control input. To alleviate this issue, we in-
corporate the well known Suboptimal Second Order Sliding
Mode (SSOSM) control algorithm [39] leading to a continuous
control input. To design the controllers obtaining OLFC, we
recall an incremental passivity property of the power network
[25] that prescribes a suitable sliding manifold. Particularly,
the non-passive turbine-governor system, constrained to this
manifold, is shown to be incrementally passive allowing for a
passive feedback interconnection, once the closed-loop system
evolves on the sliding manifold. The proposed approach differs
substantially from two notable exceptions that also incorporate
the turbine-governor dynamics ([40], [41]) and shows some
benefits. In contrast to [40], we do not impose constraints on
the permitted system parameters, and in contrast to [41] we
do not impose dissipation assumptions on the generation side
and allow for a higher relative degree (see also Remark 8).
Furthermore, we believe that the chosen approach, where the
design of the sliding manifold is inspired by desired passivity
properties, offers new perspectives on the control of networks
that have similar control objectives as the one presented, e.g.
achieving power sharing in microgrids. As this paper is (to the
best of our knowledge) the first to use sliding mode control to
obtain OLFC, it additionally enables further studies to compare
the performance with respect to other approaches found in the
literature.
B. Outline
The present paper is organized as follows. In Section II the
network model is introduced. In Section III the considered
OLFC problem is formulated. The proposed controller is
described and analyzed in Section IV and V, respectively.
Simulation results are reported and discussed in Section VI,
while some conclusions are finally gathered in Section VII.
II. NONLINEAR POWER NETWORK MODEL
Consider a power network consisting of n interconnected
control areas. The network topology is represented by a
connected and undirected graph G = (V, E), where the nodes
V = {1, ..., n}, represent the control areas and the edges
E = {1, ...,m}, represent the transmission lines connecting
the areas. The topology can be described by its corresponding
incidence matrix B ∈ Rn×m. Then, by arbitrarily labeling the
ends of edge k with a + and a −, one has that
Bik =

+1 if i is the positive end of k
−1 if i is the negative end of k
0 otherwise.
A control area is represented by an equivalent generator and
a load, where the governing dynamics of the i-th area are
−
+
ui 1
Tgi s + 1
Governori
1
Tti s + 1
Turbinei
Pgi −
−+
Pdi
BijVi Vj sin (δi − δj)
Pti Kpi
Tpi s + 1
Power Systemi
fi
1
Ri
−+
uj 1
Tgj s + 1
Governorj
1
Ttj s + 1
Turbinej
Pgj +
−+
Pdj
Ptj Kpj
Tpj s + 1
Power Systemj
fj
1
Rj
Fig. 1. Block diagram of two interconnected control areas. The voltage
dynamics are omitted.
described by the so called ‘flux-decay’ or ‘single-axis model’
given as1 [42]:
δ˙i = fi
Tpif˙i =− fi +Kpi
(
Pti − Pdi +
∑
j∈Ni
ViVjBij sin (δi − δj)
)
TV iV˙i = Efi −
(
1− (Xdi −X ′di)Bii
)
Vi (1)
− (Xdi −X ′di)
∑
j∈Ni
VjBij cos (δi − δj),
where Ni is the set of control areas connected to the i-th area
by transmission lines. Note that we assume that the network is
lossless, which is generally valid in high voltage transmission
networks where the line resistance is negligible. Moreover,
Pti in (1) is the power generated by the i-th (equivalent) plant
and can be expressed as the output of the following second
order dynamical system that describes the behaviour of both
the governor and the turbine:
TtiP˙ti =− Pti + Pgi
TgiP˙gi =− 1
Ri
fi − Pgi + ui.
(2)
The symbols used in (1) and (2) are described in Table I.
To further illustrate the dynamics, a block diagram for a two
area network is provided in Figure 1. In this paper we aim at
the design of a continuous control input ui to achieve both
frequency regulation and economic efficiency (optimal Load
Frequency Control). To study the power network we write
system (1) compactly for all areas i ∈ V as
η˙ = BT f
Tpf˙ =− f +Kp(Pt − Pd−BΓ(V ) sin(η))
TV V˙ =− (Xd −X ′d)E(η)V + Ef ,
(3)
1 For notational simplicity, the dependency of the variables on time t is
omitted throughout most of this paper.
3TABLE I
DESCRIPTION OF THE USED SYMBOLS
State variables
δi Voltage angle
fi Frequency deviation
Vi Voltage
Pti Turbine output power
Pgi Governor output
Parameters
Tpi Time constant of the control area
Tti Time constant of the turbine
Tgi Time constant of the governor
TV i Direct axis transient open-circuit constant
Kpi Gain of the control area
Ri Speed regulation coefficient
Xdi Direct synchronous reactance
X′di Direct synchronous transient reactance
Bij Transmission line susceptance
Inputs
ui Control input to the governor
Efi Constant exciter voltage
Pdi Unknown power demand
and the turbine-governor dynamics in (2) as
TtP˙t =− Pt + Pg
TgP˙g =−R−1f − Pg + u,
(4)
where η = BT δ ∈ Rm is vector describing the differences in
voltage angles. Furthermore, Γ = diag{Γ1, . . . ,Γm}, where
Γ(V )k = ViVjBij , with k ∼ {i, j}, i.e., line k connects areas
i and j. The components of the matrix E(η) ∈ Rn×n are
defined as
Eii(η) =
1
Xdi −X ′di
−Bii i ∈ V
Eij(η) = Bij cos(ηk) = Eji(η) k ∼ {i, j} ∈ E
Eij(η) = 0 otherwise.
(5)
The remaining symbols follow straightforwardly from (1) and
(2), and are vectors and matrices of suitable dimensions.
Remark 1: (Reactance and susceptance) For each (equiv-
alent) generator i ∈ V , the reactance is higher than the
transient reactance, i.e. Xdi > X ′di [43]. Furthermore, the self-
susceptance of area i ∈ V is given by Bii =
∑
j∈Ni Bij
and the susceptance of a line satisfies Bij = Bji < 0.
Consequently, E(η) is a strictly diagonally dominant and
symmetric matrix with positive elements on its diagonal and
is therefore positive definite. 
To permit the controller design in the next sections, the follow-
ing assumption is made on the unknown demand (unmatched
disturbance) and the available measurements:
Assumption 1: (Available information) The variables
fi, Pti and Pgi are locally available at control area i. The
unmatched disturbance Pdi is unknown, and can be bounded
as |Pdi| ≤ Di, where Di is a positive constant available at
control area i. 
In case not all variables are locally available, Assumption 1
can be relaxed by implementing observers that estimate the
unmeasured states in a finite time (see for instance [44]).
III. INCREMENTAL PASSIVITY OF THE POWER NETWORK
In this section we recall a useful incremental passivity
property of system (3) that has been established before in
[25]. To facilitate the discussion, we first define ‘incremental
passivity’.
Definition 1: (Incremental passivity) System
x˙ = ζ(x, u)
y = h(x),
(6)
x ∈ Rn, u, y ∈ Rm, is incrementally passive with respect to2
a constant triplet (x, u, y) satisfying
0 = ζ(x, u)
y = h(x),
(7)
if there exists a continuously differentiable function S : Rn →
R+, such that for all x ∈ Rn, u ∈ Rm and y = h(x), y =
h(x)
S˙ = ∂S
∂x
ζ(x, u) +
∂S
∂x
ζ(x, u) ≤−W (y, y)
+ (y − y)T (u− u).
(8)
In case W (y, y) > 0, the system is called ‘output strictly
incrementally passive’. In case S is not lower bounded, the
system is called ‘incrementally cyclo-passive’. 
Before we can establish this incremental passivity property for
the considered power network model, we first need the follow-
ing assumption on the existence of a steady state solution.
Assumption 2: (Steady state solution) The unknown power
demand (unmatched disturbance) Pd is constant and for a
given P t, there exist a u and state (η, f , V , P t, P g) that
satisfies
0 = BT f
0 =− f +Kp(P t − Pd − BΓ(V ) sin(η))
0 =− (Xd −X ′d)E(η)V + Ef ,
(9)
and
0 =− P t + P g
0 =−R−1f − P g + u.
(10)

To state an incremental passivity property of (3), we make use
of the following storage function [25], [45]:
S1(η, f, V ) =
1
2
fTTpf +
1
2
V TE(η)V, (11)
2 We state the incremental passivity property with respect to a steady state
solution, and not with respect to any solution.
4that can also be interpreted as a Hamiltonian function of the
system [14].
Lemma 1: (Incremental cyclo-passivity of (3)) System (3)
with input Pt and output f is an output strictly incrementally
cyclo-passive system, with respect to the constant (η, f , V )
satisfying (9).
Proof: For notational convenience we define x =
(η, f, V ). A tedious but straightforward evaluation of (note
the use of a calligraphic S)
S1(x) = S1(x)− S1(x)−∇S1(x)T (x− x), (12)
shows that S1(x) satisfies [25], [45]
S˙1(x) =− fTK−1p f − V˙ TTV (Xd −X ′d)−1V˙
+ (f − f)T (Pt − P t),
(13)
along the solutions to (3).
For the stability analysis in Section VI the following technical
assumption is needed on the steady state that eventually allows
us to infer boundedness of solutions.3
Assumption 3: (Steady state voltages and voltage angles)
Let V ∈ Rn>0 and let differences in steady state voltage angles
satisfy
ηk ∈ (−
pi
2
,
pi
2
) ∀k ∈ E . (14)
Furthermore, for all i ∈ V it holds that
1
Xdi −X ′di
−Bii +
∑
k∼{i,j}∈E
Bij(V i + V j sin
2(ηk))
V i cos(ηk)
> 0.
(15)

The assumption above holds if the generator reactances are
small compared to the line reactances and the differences in
voltage (angles) are small [45]. It is important to note that this
holds for typical operation points of the power network. The
main consequence of Assumption 3 is that the incremental
storage function S1 now obtains a strict local minimum at a
steady state satisfying (9).
Lemma 2: (Local minimum of S1) Let Assumption 3
hold. Then, the incremental storage function S1 has a local
minimum at (η, f , V ) satisfying (9).
Proof: Under Assumption 3, the Hessian of (11), eval-
uated at (η, f , V ), is positive definite [25, Lemma 2], [45,
Proposition 1]. Consequently, S1 is strictly convex around
(η, f , V ). The incremental storage function (12) is defined as
a Bregman distance [46] associated with (11) for the points
(η, f, V ) and (η, f , V ). Due to the strict convexity of S1
around (η, f , V ), (12) has a local minimum at (η, f , V ).
3 In case boundedness of solutions can be inferred by other means,
Assumption 3 can be omitted.
Remark 2: (Different power network models) The focus
of this work is to achieve OLFC by distributed sliding mode
control for the nonlinear power network, explicitly taking
into account the turbine-governor dynamics. Equations (3)
adequately represent a power network for the purpose of fre-
quency regulation and are often further simplified by assuming
constant voltages, leading to the so called ‘swing equations’.
To the analysis in this paper the incremental passivity property
established above is essential, which has been derived for
various other models, including microgrids. It is therefore
expected that the presented approach can be straightforwardly
applied to a wider range of models than the one we consider
in this paper. 
IV. OPTIMAL FREQUENCY REGULATION
In this section we formulate the control objectives of optimal
load frequency control. Before doing so, we first note that
the steady state frequency f , is generally different from zero
without proper adjustments of u [25].
Lemma 3: (Steady state frequency) Let Assumption 2 hold,
then necessarily f = 1nf∗ with
f∗ =
1Tn (u− Pd)
1Tn (K
−1
p +R−1)1n
, (16)
where 1n ∈ Rn is the vector consisting of all ones. 
This leads us to the first objective, concerning the regulation
of the frequency deviation.
Objective 1: (Frequency regulation)
lim
t→∞ f(t) = 0. (17)

From (16) it is clear that it is sufficient that 1Tn (u−Pd) = 0, to
have zero frequency deviation at the steady state. Therefore,
there is flexibility to distribute the total required generation
optimally among the various control areas. To make the notion
of optimality explicit we assign to every control area a strictly
convex linear-quadratic cost function Ci(Pti) related to the
generated power Pti:
Ci(Pti) =
1
2
QiP 2ti +RiPti + Ci ∀i ∈ V. (18)
Minimizing the total generation cost, subject to the constraint
that allows for a zero frequency deviation can then be formu-
lated as the following optimization problem:
min
∑
i∈V
Ci(Pti)
s.t. 1Tn (u− Pd) = 0.
(19)
The lemma below makes the solution to (19) explicit [25]:
Lemma 4: (Optimal generation) The solution P optt to (19)
satisfies
P
opt
t = Q−1(λ
opt −R), (20)
5where
λ
opt
=
1n1
T
n (Pd +Q−1R)
1TnQ−11n
, (21)
and Q = diag(Q1, . . . ,Qn), R = (R1, . . . ,Rn)T . 
From (20) it follows that the marginal costs QP optt +R are
identical. Note that (20) depends explicitly on the unknown
power demand Pd. We aim at the design of a controller solving
(19) without measurements of the power demand, leading to
the second objective.
Objective 2: (Economic dispatch)
lim
t→∞Pt(t) = P
opt
t , (22)
with P
opt
t as in (20), without measurements of Pd. 
In order to achieve Objective 1 and Objective 2 we refine
Assumption 2 that ensures the feasibility of the objectives.
Assumption 4: (Existence of a optimal steady state)
Assumption 2 holds when f = 0 and P t = P g = P
opt
t ,
with P
opt
t as in (20). 
Remark 3: (Varying power demand) To allow for a steady
state solution, the power demand (unmatched disturbance) is
required to be constant. This is not needed to reach the desired
sliding manifold introduced in the next section, but is required
only to establish the asymptotic convergence properties in Ob-
jective 1 and Objective 2. Furthermore, the proposed solution
shows ([25, Remark 8]) the existence of a finite L2-to-L∞
gain and a finite L2-to-L2 gain from a varying demand to the
frequency deviation ω [47], once the system evolves on the
sliding manifold, introduced in the next section. 
V. DISTRIBUTED SLIDING MODE CONTROL
In Section III we discussed a passivity property of the power
network (3), with input Pt and output f . Unfortunately, the
turbine-governor system (4) does not immediately allow for
a passive interconnection, since (4) is a linear system with
relative degree two, when considering −f as the input and
Pt as the output4. To alleviate this issue we propose a dis-
tributed Suboptimal Second Order Sliding Mode (D–SSOSM)
control algorithm that simultaneously achieves Objective 1
and Objective 2, by constraining (4) such that it enjoys a
suitable passivity property, and by exchanging information
on the marginal costs. As a first step (see also Remark 4
below), we augment the turbine-governor dynamics (4) with
a distributed control scheme, resulting in:
TtP˙t =− Pt + Pg
TgP˙g =−R−1f − Pg + u
Tθ θ˙ =− θ + Pt −ALcom(Qθ +R).
(23)
4 A linear system with relative degree two is not passive, as follows e.g.
from the Kalman-Yakubovich-Popov (KYP) lemma.
Here, Qθ +R reflects the ‘virtual’ marginal costs and Lcom
is the Laplacian matrix corresponding to the topology of
an underlying communication network. The diagonal matrix
Tθ ∈ Rn×n provides additional design freedom to shape the
transient response and the matrix A is suggested later to obtain
a suitable passivity property. We note that Lcom(Qθ + R)
represents the exchange information on the marginal costs
among the control areas. To guarantee an optimal coordina-
tion of generation among all the control areas the following
assumption is made:
Assumption 5: (Communication topology) The graph cor-
responding to the communication topology is undirected and
connected. 
Remark 4: (First order turbine-governor dynamics) The
rational behind this seemingly ad-hoc choice of the augmented
dynamics is that for the controlled first order turbine-governor
dynamics, where u = θ and Pg = −R−1f + θ, system
TtP˙t =− Pt −R−1f + θ
Tθ θ˙ =− θ + Pt −R−1QLcom(Qθ +R),
(24)
has been shown to be incrementally passive with input −f
and output Pt, and is able to solve Objective 1 and Objec-
tive 2 [40]. We aim at the design of u and A in (23), such
that (23) behaves similarly as (24). This is made explicit in
Lemma 5 and Lemma 6. 
To facilitate the discussion, we recall some definitions that are
essential to sliding mode control. To this end, consider system
x˙ = ζ(x, u) (25)
with x ∈ Rn, u ∈ Rm.
Definition 2: (Sliding function) The sliding function σ(x) :
Rn → Rm is a sufficiently smooth output function of
system (25). 
Definition 3: (r–sliding manifold) The r–sliding manifold5
is given by
{x ∈ Rn, u ∈ Rm : σ = Lζσ = · · · = L(r−1)ζ σ = 0}, (26)
where L(r−1)ζ σ(x) is the (r−1)-th order Lie derivative of σ(x)
along the vector field ζ(x, u). With a slight abuse of notation
we also write Lζσ(x) = σ˙(x). 
Definition 4: (r–sliding mode) A r–order sliding mode is
enforced from t = Tr ≥ 0, when, starting from an initial
condition x(0) = x0, the state of (25) reaches the r–sliding
manifold (26), and remains there for all t ≥ Tr. 
Furthermore, the order of a sliding mode controller is identical
to the order of the sliding mode that it is aimed at enforcing.
We now propose a sliding function σ(f, Pt, Pg, θ) and a matrix
A for system (23), which will allow us to prove convergence
5For the sake of simplicity, the order r of the sliding manifold is omitted
in the following.
6Local information
Shared
information
+
+
+
M2iiPti
M1iifi
M3iiPgi
+
+
M4iiθi
SSOSM
σi 1
s
wi ui
Fig. 2. Block diagram of the proposed Distributed Suboptimal Second Order
Sliding Mode (D–SSOSM) control strategy.
to the desired state. The choices are motivated by the stability
analysis in the next section, but are stated here for the sake of
exposition. First, the sliding function σ : R4n → Rn is given
by
σ(f, Pt, Pg, θ) = M1f +M2Pt +M3Pg +M4θ, (27)
where M1 > 0, M2 ≥ 0, M3 > 0 are diagonal matrices
and M4 = −(M2 + M3). Therefore, σi, i ∈ V , depends only
on the locally available variables that are defined on node i,
facilitating the design of a distributed controller (see Remark
6). Second, the diagonal matrix A ∈ Rn×n is defined as
A = (M2 +M3)
−1M1Q. (28)
By regarding the sliding function (27) as the output function
of system (3), (23), it appears that the relative degree of the
system is one. This implies that a first order sliding mode
controller can be naturally applied [48] in order to attain in a
finite time, the sliding manifold defined by σ = 0. However,
the input u to the governor affects the first time derivative
of the sliding function, i.e. u affects σ˙. Since sliding mode
controllers generate a discontinuous signal, we additionally
require σ˙ = 0, to guarantee that the signal u is continuous.
Therefore, we define the desired sliding manifold as
{(η, f, V, Pt, Pg, θ) : σ = σ˙ = 0}. (29)
We continue by discussing a possible controller attaining the
desired sliding manifold (29) while providing a continuous
control input u.
A. Suboptimal Second Order Sliding Mode controller
To prevent chattering, it is important to provide a continuous
control input u to the governor. Since sliding mode controllers
generate a discontinuous control signal, we adopt the proce-
dure suggested in [39] and first integrate the discontinuous
signal, yielding for system (23):
TtP˙t =− Pt + Pg
TgP˙g =−R−1f − Pg + u
Tθ θ˙ =− θ + Pt −ALcom(Qθ +R)
u˙ = w,
(30)
where w is the new (discontinuous) input generated by a
sliding mode controller discussed below. A consequence is
that the system relative degree (with respect to the new control
input w) is now two, and we need to rely on a second order
sliding mode control strategy to attain the sliding manifold
(27) in a finite time [49]. To make the controller design
explicit, we discuss a specific second order sliding mode
controller, the so-called ‘Suboptimal Second Order Sliding
Mode’ (SSOSM) controller proposed in [39]. We introduce
two auxiliary variables ξ1 = σ ∈ Rn and ξ2 = σ˙ ∈ Rn, and
define the so-called auxiliary system as:{
ξ˙1 = ξ2
ξ˙2 = φ(η, f, V, Pt, Pg, θ) +Gw.
(31)
Bearing in mind hat ξ˙2 = σ¨ = φ + Gw, the expressions for
the mapping φ and matrix G can be straightforwardly obtained
from (27) by taking the second derivative of σ with respect
to time, yielding for the latter6 G = M3T−1g ∈ Rn×n. We
assume that the entries of φ and G have known bounds
|φi| ≤ Φi ∀i ∈ V (32)
0 < Gmini ≤ Gii ≤ Gmaxi ∀i ∈ V (33)
with Φi, Gmini and Gmaxi being positive constants. Second,
w is a discontinuous control input described by the SSOSM
control algorithm [39], and consequently for each area i ∈ V ,
the control law wi is given by
wi = −αiWmaxi sgn
(
ξ1i −
1
2
ξ1,maxi
)
, (34)
with
Wmaxi > max
(
Φi
α∗iGmini
;
4Φi
3Gmini − α∗iGmaxi
)
, (35)
α∗i ∈ (0, 1] ∩
(
0,
3Gmini
Gmaxi
)
, (36)
αi switching between α∗i and 1, according to [39, Algo-
rithm 1]. Note that indeed the input signal to the governor,
u(t) =
∫ t
0
w(τ)dτ , is continuous, since the input w is
piecewise constant. The extremal values ξ1,maxi in (34) can
be detected by implementing for instance a peak detection as
in [50]. The block diagram of the proposed control strategy is
depicted in Figure 2.
Remark 5: (Uncertainty of φ and G) The mapping φ and
matrix G are uncertain due to the presence of the unmeasurable
power demand Pd and voltage angle θ, and possible uncertain-
ties in the system parameters. In practical cases the bounds
in (32) and (33) can be determined relying on data analysis
and physical insights. However, if these bounds cannot be a-
priori estimated, the adaptive version of the SSOSM algorithm
proposed in [51] can be used to dominate the effect of the
uncertainties. 
6The expression for φ is rather long and is omitted.
7Remark 6: (Distributed control) Given A in (28), the
dynamics of θi in (23) read for node i ∈ V as
Tθiθ˙i =− θi + Pti
− QiM1ii
M2ii +M3ii
∑
j∈N comj
(Qiθi +Ri −Qjθj −Rj),
where N comj is the set of controllers connected to controller
i. Furthermore, (34) depends only on σi, i.e. on states defined
at node i. Consequently, the overall controller is indeed
distributed and only information on marginal costs needs to
be shared among connected controllers. 
Remark 7: (Alternative SOSM controllers) In this work
we rely on the SOSM control law proposed in [39]. However,
to constrain system (3) augmented with dynamics (30) on
the sliding manifold (29), where σ = σ˙ = 0, any other
SOSM control law that does not need the measurement of
σ˙ can be used (e.g. the super-twisting control [52]). An
interesting continuation of the presented results is to study the
performance of various SOSM controllers within the setting
of (optimal) LFC. 
Remark 8: (Comparison with [40] and [41]) The controller
proposed in [40] requires, besides a gain restriction in the
controller, that
4TgiT
−1
ti > 1
K−1pi TgiT
−1
ti > 1.
(37)
In this work, we do not impose such restriction on the param-
eters. The result in [41] requires, besides some assumptions
on the dissipation inequality related to the generation side, the
existence of frequency dependent generation and load, where
the generation/demand (output) depends directly (e.g. pro-
portionally) on the frequency (input), avoiding complications
arising from generation dynamics that have relative degree two
when considering the input-output pair just indicated (see also
Remark 10).
Remark 9: (Primal-dual based approaches) Although the
focus in this work is to augment the power network with
consensus-type dynamics in (23), it is equally possible to
augment the power network with a continuous primal-dual
algorithm that has been studied extensively to obtain optimal
LFC. This work provides therefore also means to extend exist-
ing results on primal-dual based approaches to incorporate the
turbine-governor dynamics, generating the control input by a
higher order sliding mode controller. The required adjustments
follow similar steps as discussed in [40, Remark 9], and, for
the sake of brevity, we directly state the resulting primal-dual
based augmented system, replacing (23),
TtP˙t =− Pt + Pg
TgP˙g =−R−1f − Pg + u
Tθ θ˙ =− θ + Pt −M1(M2 +M3)−1
(
∇C(θ)− λ
)
v˙ =− BTλ
λ˙ = Bv − θ + Pd.
(38)
In this case only strict convexity of C(·) is required and the
load Pd explicitly appears in (38). The stability analysis of
the power network, including the augmented turbine-governor
dynamics (38), follows mutatis mutandis, the same argumenta-
tion as in the next section where the focus is on the augmented
system (23). Some required nontrivial modifications in the
analysis are briefly discussed in Remark 13. 
VI. STABILITY ANALYSIS AND MAIN RESULT
In this section we study the stability of the proposed control
scheme, based on an enforced passivity property of (23) on
the sliding manifold defined by (27). First, we establish that
the second order sliding mode controller (31)–(36) constrains
the system in finite time to the desired sliding manifold.
Lemma 5: (Convergence to the sliding manifold) Let
Assumption 1 hold. The solutions to system (3), augmented
with (30), in closed loop with controller (31)–(36) converge
in a finite time Tr to the sliding manifold (29) such that
Pg =−M−13 (M1f +M2Pt +M4θ) ∀t ≥ Tr. (39)
Proof: Following [39], the application of (31)–(36) to
each control area guarantees that σ = σ˙ = 0, ∀ t ≥ Tr.
The details are omitted, and are an immediate consequence of
the used SSOSM control algorithm [39]. Then, from (27) one
can easily obtain (39), where M3 is indeed invertible.
Exploiting relation (39), on the sliding manifold where σ =
σ˙ = 0, the so-called equivalent system is as follows:
M3TtP˙t =− (M2 +M3)Pt −M4θ −M1f
Tθ θ˙ =− θ + Pt −ALcom(Qθ +R).
(40)
As a consequence of the feasibility assumption (Assump-
tion 2), the system above admits the following steady state:
0 =− (M2 +M3)P optt −M4θ −M10
0 =− θ + P optt −ALcom(Qθ +R).
(41)
Now, we show that system (40), with A as in (28), indeed
possesses a passivity property with respect to the steady state
(41). Note that, due to the discontinuous control law (34), the
solutions to the closed loop system are understood in the sense
of Filippov. Following the equivalent control method [48], the
solutions to the equivalent system are however continuously
differentiable.
Lemma 6: (Incremental passivity of (40)) System (40) with
input −f and output Pt is an incrementally passive system,
with respect to the constant (P
opt
t , θ) satisfying (41).
Proof: Consider the following incremental storage func-
tion
S2 = 1
2
(Pt − P optt )TM−11 M3Tt(Pt − P
opt
t )
+
1
2
(θ − θ)TM−11 (M2 +M3)Tθ(θ − θ),
(42)
8which is positive definite, since M1 > 0,M2 ≥ 0 and M3 >
0. Then, we have that S2 satisfies along the solutions to (40)
S˙2 = 1
2
(Pt − P optt )TM−11 M3TtP˙t
+
1
2
(θ − θ)TM−11 (M2 +M3)Tθ θ˙
=
1
2
(Pt − P optt )T (−M−11 (M2 +M3)Pt − f −M−11 M4θ)
+
1
2
(θ − θ)TM−11 (M2 +M3)
· (Pt − θ −ALcom(Qθ +R)).
In view of M4 = −(M2 +M3), A = (M2 +M3)−1M1Q and
equality (41), it follows that
S˙2 =− (Pt − θ)TM−11 (M2 +M3)(Pt − θ)
− (Qθ +R−Qθ −R)Lcom(Qθ +R−Qθ −R)
− (Pt − P optt )T (f − 0).
Remark 10: (Reducing the relative degree) An important
consequence of the proposed sliding mode controller (31)–(36)
is that the relative degree of system (40) is one with input −f
and output Pt. This is in contrast to the ‘original’ system (4)
that has relative degree two with the same input–output pair.

Now, relying on the interconnection of incrementally passive
systems, we can prove the main result of this paper concerning
the evolution of the augmented system controlled via the
proposed distributed SSOSM control strategy.
Theorem 1: (Main result: distributed OLFC) Let as-
sumptions 1–6 hold. Consider system (3) and (23), con-
trolled via (31)–(36). Then, the solutions to the closed-
loop system starting in a neighbourhood of the equilibrium
(η, f = 0, V , P
opt
t , Pg, θ) approach the set where f = 0 and
P t = P
opt
t , with P
opt
t given by (20).
Proof: Following Lemma 5, we have that the SSOSM
control enforces system (23) to evolve ∀ t ≥ Tr on the sliding
manifold (29), resulting in the reduced order system (40). To
study the obtained closed loop system, consider the overall
incremental storage function S = S1 + S2, with S1 given by
(12) and S2 given by (42). In view of Lemma 2, we have that
S has a local minimum at (η, f = 0, V , P optt , θ) and satisfies
along the solutions to (3), (40)
S˙ =− fTK−1p f − V˙ TTV (Xd −X ′d)−1V˙
− (Pt − θ)TM−11 (M2 +M3)(Pt − θ)
− (Qθ +R−Qθ −R)Lcom(Qθ +R−Qθ −R)
≤ 0,
where V˙ = T−1V
( − (Xd − X ′d)E(η)V + Ef). Conse-
quently, there exists a forward invariant set Υ around (η, f =
0, V , P
opt
t , θ) and by LaSalle’s invariance principle the solu-
tions that start in Υ approach the largest invariant set contained
in
Υ ∩ {(η, f, V, Pt, θ) : f = 0, V =
(
(Xd −X ′d)E(η)
)−1
Ef ,
Pt = θ, θ = θ +Q−11α}, (43)
where α ∈ R is some scalar. On this invariant set the
controlled power network satisfies
η˙ = BT0
0 = Kp(θ +Q−11α− Pd − BΓ(V ) sin(η))
0 =− (Xd −X ′d)E(η)V + Ef
M3TtP˙t = 0
Tθ θ˙ = 0.
(44)
Pre-multiplying both sides of the second line of (44) with
1TnK
−1
p yields 0 = 1
T
n (θ + Q−11α − Pd). Since θ = P
opt
t ,
1Tn (P
opt
t − Pd) = 0 and Q is a diagonal matrix with only
positive elements, it follows that necessarily α = 0. We
can conclude that the solutions to the system (3) and (23),
controlled via (31)–(36), indeed approach the set where f = 0
and P t = P
opt
t , with P
opt
t given by (20).
Remark 11: (Robustness to failed communication) The
proposed control scheme is distributed and as such requires a
communication network to share information on the marginal
costs. However, note that the term −ALcom(Qθ+R) in (23)
is not needed to enforce the passivity property established
in Lemma 6, but is required to prove convergence to the
economic efficient generation P
opt
t . In fact, setting A = 0
still permits to infer frequency regulation following the argu-
mentation of Theorem 1. 
Remark 12: (Region of attraction) LaSalle’s invariance
principle can be applied to all bounded solutions. As follows
from Lemma 2, we have that the considered incremental
storage function has a local minimum at the desired steady
state, whereas the time to converge to the sliding manifold
can be made arbitrarily small by properly choosing the gains
of the SSOSM control. This guarantees that solutions starting
in the vicinity of the steady state of interest remain bounded.
A preliminary (numerical) assessment indicates that the region
of attraction is large, but a thorough analysis is left as future
endeavour. 
Remark 13: (Stability of primal-dual based approaches)
To accommodate the additional dynamics of states v and λ
appearing in primal-dual based augmented system (38), an
additional storage term is required in Lemma 6, namely:
S3 = 1
2
(v − v)T (v − v) + 1
2
(λ− λ)T (λ− λ), (45)
where v and λ satisfy the steady state equations
0 =− θ + P optt −M1(M2 +M3)−1
(
∇C(θ)− λ
)
0 =− BTλ
0 = Bv − θ + Pd.
(46)
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P12
P14
P23
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Fig. 3. Scheme of the considered power network partitioned into 4 control
areas, where Pij =
Vi Vj
Xij
sin (δi − δj). The solid arrows indicate the positive
direction of the power flows through the power network, while the dashed lines
represent the communication network.
TABLE II
NETWORK PARAMETERS AND POWER DEMAND
A
re
a
1
A
re
a
2
A
re
a
3
A
re
a
4
Tpi (s) 21.0 25.0 23.0 22.0
Tti (s) 0.30 0.33 0.35 0.28
Tgi (s) 0.080 0.072 0.070 0.081
TV i (s) 5.54 7.41 6.11 6.22
Kpi (Hz p.u.−1) 120.0 112.5 115.0 118.5
Ri (Hz p.u.−1) 2.5 2.7 2.6 2.8
Xdi (p.u.) 1.85 1.84 1.86 1.83
X′di (p.u.) 0.25 0.24 0.26 0.23
Efi (p.u.) 1.0 1.0 1.0 1.0
Bii (p.u.) −13.6 −12.9 −12.3 −12.3
Tθi (s) 0.33 0.33 0.33 0.33
Qi (104 $ h−1) 2.42 3.78 3.31 2.75
∆Pdi (p.u.) 0.010 0.015 0.012 0.014
Consequently, S2 + S3 satisfies along the solutions to the
system, constrained to the manifold σ = σ˙ = 0,
S˙2 + S˙3 =− (Pt − θ)TM−11 (M2 +M3)(Pt − θ)
− (θ − θ)T (∇C(θ)−∇C(θ))
− (Pt − P optt )T (f − 0).
Note that, as a result of the mean value theorem, −(θ −
θ)T (∇C(θ) −∇C(θ)) = −(θ − θ)T∇2C(θ˜)(θ − θ) ≤ 0, for
some θ˜i ∈ [θi, θi], for all i ∈ V . The matrix ∇2C(θ˜) ∈ Rn×n
is positive definite due to the strict convexity of C(·). The
proof of Theorem 1 can now be repeated using the incremental
storage function S = S1 + S2 + S3. 
VII. CASE STUDY
In this section, the proposed control solution is assessed in
simulation, by implementing a power network partitioned into
four control areas (e.g. the IEEE New England 39-bus system
[53]). The topology of the power network is represented in
Figure 3, together with the communication network (dashed
lines). The line parameters are B12 = −5.4 p.u., B23 = −5.0
p.u., B34 = −4.5 p.u. and B14 = −5.2 p.u., while the network
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P
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Fig. 4. Time evolution of the frequency deviation, generated power, voltage
dynamics and control input considering a power demand variation at the time
instant t = 1 s.
parameters and the power demand ∆Pdi of each area are
provided in Table II, where a base power of 1000 MW is
assumed. The matrices in (27) are chosen as M1 = 3I4, M2 =
I4, M3 = 0.1I4 and M4 = −(M2 + M3), I4 ∈ R4×4 being
the identity matrix, while the control amplitude Wmaxi and the
parameter α∗i , in (34) are 10 and 1, respectively, for all i ∈ V .
For the sake of simplicity, in the cost function (18), we select
Ri = Ci = 0 for all i ∈ V . The system is initially at the steady
state. Then, at the time instant t = 1 s, the power demand
in each area is increased according to the values reported in
Table II. From Figure 4, one can observe that the frequency
deviations converge asymptotically to zero after a transient
where the frequency drops because of the increasing load.
Indeed, one can note that the proposed controllers increase
the power generation in order to reach again a zero steady
state frequency deviation. Moreover, the total power demand is
shared among the areas, minimizing the total generation costs.
More precisely, by applying the proposed D-SSOSM, the total
generation costs are 10 % less than the generation costs when
each area would produce only for its own demand.
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VIII. CONCLUSIONS
A Distributed Suboptimal Second Order Sliding Mode (D-
SSOSM) control scheme is proposed to solve an optimal
load frequency control problem in power systems. In this
work, we adopted a nonlinear model of a power network,
including voltage dynamics, where each control area is rep-
resented by an equivalent generator including second order
turbine-governor dynamics. Based on a suitable chosen sliding
manifold, the controlled turbine-governor system, constrained
to this manifold, possesses an incremental passivity prop-
erty that is exploited to prove that the frequency deviation
asymptotically approaches zero and an economic dispatch is
achieved. Designing the sliding modes, based on passivity
considerations, appears to be powerful and we will pursue this
approach within different settings, such as achieving power
sharing in microgrids. Additionally, we would like to compare
the performance of the proposed sliding mode based control
scheme with other approaches to OLFC appearing in the
literature.
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