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Abstract 
 
During winter much of the Antarctic coast is susceptible to severe and hazardous strong wind 
events (SWEs) associated with the enhancement of katabatic winds by synoptic weather 
systems.  In this study a SWE which occurred at Mawson, East Antarctica involving a 
hurricane force wind speed of ~39 m s-1 is simulated by the Met Office Unified Model at high 
horizontal resolutions with grid lengths between 12 and 1.5 km.  It is shown that all the 
simulations capture the qualitative evolution of the SWE but underestimate its peak wind 
speed.  The extent of the underestimate is dependent on horizontal resolution, with the 4 and 
1.5-km (12-km) models under-forecasting the peak wind speed by around 15% (36%).  In 
addition to a strengthening of the katabatic flow, the simulated low-level cyclonic winds 
associated with the depression responsible for the SWE caused the formation of a barrier-type 
jet parallel to the coast, resulting in strong wind convergence/interaction at the coastline and 
suggesting a strong topographic influence on the dynamics responsible for SWE formation.  
Moreover, that Mawson is influenced by small-scale gravity waves which formed in response 
to the stronger winds, and that representation of this was particularly sensitive to horizontal 
resolution.  Additional experiments suggest that the Met Office Unified Model simulation of 
the SWE is most sensitive to the representation of turbulent mixing under stable conditions.  
This study is important to identify shortcomings in the performance of the Met Office Unified 
Model near Antarctica’s coastal regions as well as to improve understanding of the processes 
responsible for SWEs.  
 
Keywords: Met Office Unified Model; high resolution modeling; Antarctica; strong wind 
event; dynamics; orographic effects   
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1. Introduction 
 
For a number of reasons the Antarctic coastline experiences some of the most intense and 
sustained near-surface winds on Earth.  Firstly, the persistence of strong and directionally 
constant katabatic winds is a characteristic feature of the Antarctic winter climate.  Such 
winds form due to strong and sustained radiational cooling of the surface air on the interior 
plateau of the Antarctic ice sheet.  This cold air is negatively buoyant and flows under the 
influence of gravity from the high interior down to the coasts, with the strongest katabatic 
winds being found in the coastal regions in response to the steeper slopes, and particularly 
down valleys where the winds are funnelled (e.g., Parish and Bromwich, 1987; Parish 1988).  
The Coriolis force has a significant influence on the katabatic winds, deflecting them to the 
left of the topographic fall line in the Southern Hemisphere, and causing them to have a 
strong westwards component near the coast.  Secondly, the many synoptic-scale depressions 
which travel just off the Antarctic coastal region (e.g., Simmonds and Keay, 2000) produce 
strong winds due to their tight pressure gradients, which in conjunction with the steep terrain 
at the continent’s edge are typically confined to the coastal margins.  Some of the most 
extreme strong wind events (SWEs) occur when these two processes interact, i.e. when the 
synoptic pressure gradient force acts along with the downslope-directed katabatic pressure 
gradient force (e.g., Parish and Bromwich, 1998; van den Broeke and van Lipzig, 
2003;Turner et al., 2009).  Turner et al. (2009) showed using in-situ observations collected 
over the last 60 years that this mechanism was responsible for the majority of SWEs around 
the coast of East Antarctica during its extended winter season, i.e. by showing that SWEs 
were almost exclusively accompanied by large negative mean sea level pressure anomalies, 
suggesting the presence of a low pressure system in the vicinity.  The approach of a 
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depression and its associated relatively mild maritime air mass means that SWEs are also 
associated with positive temperature anomalies (Turner et al., 2009). 
 
Near-surface atmospheric flow at Antarctica’s coastline can be considered complex for other 
reasons, particularly in winter when the extremely cold temperatures over both land and 
extensive sea-ice result in highly stable conditions.  For example, the presence of sea-ice 
produces strong gradients in surface roughness and temperature (e.g., King and Turner, 1997; 
Weiss et al., 2011).  The resulting sharp changes in the turbulent fluxes of momentum and 
heat have a significant influence on the near-surface wind speed and temperature, e.g., the 
generation of localised coastal wind jets (Hunt et al., 2004; Orr et al., 2005a; Owinoh et al., 
2005).  Orographic gravity waves can be excited by stably stratified flow (such as katabatic 
winds) moving over the steep, local features which characterise the coastline of Antarctica, 
such as small hills and mountains, cliffs, and outcrops (e.g., Watanabe et al., 2006; Valkonen 
et al., 2010), resulting in surface fluctuations of wind, temperature, and pressure (Rees et al., 
2000).  Wind speed and direction at the near-surface are also influenced directly by the shape 
and size of local topography.  Furthermore, when depressions are present the low-level 
cyclonic winds are sometimes unable to ascend the steep slopes if the air is cold and stable 
(i.e. low-level flow blocking), resulting in much of the flow being forced parallel to the 
coastline and the formation of what is known as a barrier jet (e.g., O’Connor et al., 1994; Orr 
et al., 2004, 2005b; Nigro et al., 2012).  A detached jet forms when there is a sharp change in 
the orientation of the coastline (e.g., at a promontory, cape, or bay), in response to the flow 
both continuing downstream in the same direction as the barrier jet and strengthening (Hunt 
et al., 2004; Orr et al., 2005a, 2005b).  
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Turner et al. (2009) showed that the simulated recorded wind speed of SWEs was severely 
underestimated by a regional atmosphere-only version of the Met Office Unified Model 
(hereafter referred to as MetUM) with a horizontal resolution of 12 km.  This suggests that a 
finer resolution is required to improve the representation of the dynamical and physical 
processes (both explicitly and through improved realisation of complex surface features) 
and/or some of the key physical processes of the Antarctic troposphere are not well 
represented in the model.  This is consistent with the study of Bromwich et al. (2005) which 
showed using the Antarctic Mesoscale Prediction System (AMPS) that increasing the 
resolution from 10 km to 3.3 km improved the simulation of surface wind over the complex 
terrain surrounding McMurdo, West Antarctica, and also with the known difficulty of the 
model representation of surface and boundary-layer turbulent fluxes under highly stable 
conditions, which require parameterization (e.g., King et al., 2001; Tastula and Vihma, 
2011).  However, of note is the study of Powers (2007) which suggested that even at 
resolutions of a few kilometres that the Weather Research and Forecasting (WRF) model 
underestimates the peak wind speed of significant Antarctic events.  (A similar result was 
shown by Webster et al. (2008) for a severe weather event over New Zealand.)  Furthermore, 
Bromwich et al. (2003) showed that the performance of AMPS at 10 km resolution was 
sensitive to the quality of the data used for initial conditions (which at high southern latitudes 
are often questionable (Bracegirdle and Marshall, 2012) due to the limited in-situ 
observations).  Note that other modelling studies devoted to SWEs used much coarser 
horizontal resolutions of between 30 and 90 km (e.g., Turner et al., 2001; Parish and 
Cassano, 2003; Adams, 2005). 
   
One station which has an exposed location on the coast and where the ice sheet rises steeply 
inland is the Australian base of Mawson, which sits on an isolated and rocky area of the East 
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Antarctica coast at 67.6 °S, 62.9 °E (see Fig. 1 for location).  About ~10 km inland of 
Mawson are the Framnes Mountains, which is a chain of nunataks running in a east-west 
direction and which extend 300 to 400 m above the surrounding ice sheet (Streten, 1990).  
Mawson is characterised by winds exceeding gale force (> 17.2 m s-1) at least 16% of the 
time and a mean annual wind speed of 11.2 m s-1 (Turner et al., 2009).  A comprehensive 
climatology of Mawson, which stresses the importance of synoptic disturbances in producing 
extreme, prolonged gale periods, is provided by Streten (1990).  Streten (1968) suggests that 
the wind regime at Mawson is typical of other strong wind sites on the coastal sector of East 
Antarctica, such as the other two Australian bases of Casey and Davis.   
 
The ability of weather forecasters to predict such strong and rapidly changing surface winds 
is important for planning logistical and scientific operations at Antarctic stations, which are 
predominately based at coastal locations and heavily reliant on the use of flights.  As well as 
aircraft not being able to land or take off during high wind speeds, strong winds can also 
greatly reduce visibility by blowing snow.  Such forecasts are principally based on numerical 
weather prediction (NWP) guidance.  Forecasts at Mawson, Casey and Davis currently rely 
on the global MetUM forecasts at N320 (domain size of 640 × 481 grid points, or 0.5625° × 
0.375°) horizontal resolution.   
 
In this paper the ability of the MetUM to capture SWEs is assessed by running regional high-
resolution simulations of a case which involved a hurricane force wind speed of ~39 m s-1 
that occurred at Mawson early on 25 July 2004 (Turner et al., 2009).  In addition to 
operational forecasting, assessing the MetUM performance is important for research purposes 
by identifying deficiencies in the model and aspects of it which will require improvements in 
the future.  Model development, understanding and application of the MetUM has primarily 
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been at mid-latitudes, with it being used to model the extreme conditions of the polar regions 
on only a few occasions, and never at grid lengths finer than 12 km (e.g., Orr et al., 2004, 
2005b, 2008; Petersen et al., 2009; Turner et al., 2009).  Indeed, to meet the requirements 
unique to the polar regions, some systems such as the WRF model employ ‘polar’ versions 
(Bromwich et al., 2009).     
 
Our main objective is to examine the impact of increasing horizontal resolution on the results 
by running simulations at grid lengths of 12, 4 and 1.5 km.  However, by examining the 
evolution of model fields on regional and local scales and their sensitivity to horizontal 
resolution, we also hope to gain further insight into the forcing mechanisms and 
meteorological understanding of SWEs.  Section 2 presents a description of the MetUM and 
the model runs.  Section 3 presents a comparison of the model output with station data at 
Mawson and the sensitivity of model fields to horizontal resolution.  To help distinguish 
between the effect on the results of finer resolution and the representation of key physical 
processes, section 3 also discusses the results of various experiments examining the 
sensitivity to the model configuration/setup including dynamics and physics choices.  Section 
4 presents a discussion.  The study finishes with a summary, which is presented in section 5. 
   
2. Model and methodology 
 
The MetUM configuration used in this study is based on version 7.6, and is similar to that 
described in Davies et al. (2005) and Webster et al. (2008).  To compare the impact of 
increasing horizontal resolution on the representation of the SWE case study, the ‘base’ 12, 4, 
and 1.5-km models used the same dynamics and physics choices.  Note that the three models 
This article is protected by copyright. All rights reserved.
A
cc
ep
te
d 
A
rti
cl
e
each use 70 vertical levels, starting at 5 m above the surface and reaching a height of 40 km 
(with 11 of the 40 levels located in the lowest 500 m of the atmosphere).   
  
2.1 Dynamics and physics 
 
The MetUM is a NWP system used for both research and operational forecasting purposes.  It 
can be run as a mesoscale, atmosphere-only model with a horizontal grid resolution as high as 
100 meters.  It is a grid-point model and uses non-hydrostatic dynamics with semi-lagrangian 
advection and semi-implicit time stepping.  When run as a mesoscale model the multi-level 
primitive equations are solved on a rotated latitude-longitude grid (to achieve uniform 
resolution) with Arakawa C staggering and a hybrid-height vertical coordinate (i.e. terrain 
following near the surface) with Charney-Philips staggering.  Here, the models use the 
options of: i) a fully three-dimensional potential temperature advection scheme (in 
conjunction with a 15 s time step, required in order to run stably at high resolution) and ii) 
significantly reduced temporal off-centering in the advection scheme (which decreases as the 
time step decreases).  The practical result of this is that gravity waves are more accurately 
resolved.  These modifications were used by Webster et al. (2008) to successfully simulate at 
high-resolution a severe weather event in New Zealand using the MetUM.  Note that for 
consistency the 12, 4, and 1.5-km models all use a 15 s time step, although such a short time 
step is not normally used for comparatively lower-resolution models, e.g. Webster et al. 
(2008) ran the MetUM at 12 km horizontal resolution with a time step of 300 s. 
  
The MetUM includes a detailed set of physics packages, including those for the boundary 
layer, surface, radiation, cloud, and sub-grid scale orography.  For stable conditions, the 
boundary-layer scheme is described by Brown et al. (2008) and uses an eddy diffusivity 
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approach to relate the turbulent fluxes to the local mean conditions.  The eddy diffusivities 
are proportional to a mixing length, the vertical wind shear, and the local stability via a 
Richardson number (Ri) dependent stability function.  The models use the ‘sharp’ stability 
function, which decays rapidly with increasing stability (in proportion to 1/Ri2), resulting in 
relatively weak turbulent mixing at high stability.  The mixing length is a function of the 
surface roughness length, which for snow over land (i.e. the Antarctic ice sheet) is specified 
as 5 × 10-4 m.  The roughness length of sea-ice is also specified as 5 × 10-4 m, which is in 
agreement with observations for winter Antarctic pack ice made by Wamser and Martinson 
(1993).  The roughness length over the sea is dependent on the wind speed and is obtained 
using the Charnock formula (Smith 1988), with a Charnock constant β = 0.011.  A 
Smagorinsky-type scheme enabling sub-grid turbulent mixing in the horizontal both in the 
boundary layer and throughout the free troposphere is implemented.  The practical result of 
this is the damping of unphysical grid-scale structures which can cause stability problems.  
The sub-grid orographic drag resulting from the effects of flow blocking and gravity waves 
due to mesoscale orographic features not resolved by the model (i.e. small mountain ranges) 
is described by Webster et al. (2003).  However this scheme was switched off as sensitivity 
tests showed that for the simulations discussed here its impact was negligible (not shown).  
Additional sub-grid orographic drag resulting from the effects of flow over local orographic 
features not resolved by the models (i.e. individual hills) is described by Wood and Mason 
(1993) and is represented by an effective (‘orographic’) roughness length, which is 
proportional to a drag coefficient CD.  This parameterization is very efficient at slowing low-
level winds, so a value of CD = 0.01 is chosen so as to achieve realistically strong wind 
speeds at the surface (i.e. effectively this scheme has been turned off).   
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2.2 Model domains and orography 
 
The model domains are shown in Fig. 1 and are made up of: i) a 12-km grid covering the 
entire Antarctic continent (domain size of 700 × 542 grid points), and ii) 4 and 1.5-km grids 
covering a significant but progressively smaller region of East Antarctica which encompasses 
Mawson (domain sizes of 750 × 750 and 1300 × 1000 grid points, respectively).  The model 
orography is interpolated from version 9 of the Radarsat Antarctic Mapping Project (RAMP) 
Digital Elevation Model (DEM) of Antarctica at 200 m resolution (Liu et al., 2001; 
incorporating topographic data from satellite radar altimetry and airborne radar surveys), 
using bilinear interpolation and a 1-2-1 smoother.   
 
Figure 1 also illustrates the general steepening of the Antarctic orography near the coastal 
margins.  To better understand the sensitivity of the model representation of orography at 
Mawson, Fig. 2 compares the height of the three model grids with that of the DEM and 
ECMWF Interim Reanalysis (Dee et al., 2011; referred to as ERA Interim and has a N128 
(nominally 0.70°) horizontal resolution) along transects oriented in both the south-to-north 
and west-to-east directions.  The north-to-south transect shows the DEM rising by ~1000 m 
within 40 km inland of the coastline.  This slope is well captured by the models, and in 
particular the 1.5-km grid.  Although as the horizontal resolution decreases it is evident (as 
expected) that the slope is progressively smoothed/flattened, so that the height at Mawson 
(interpolated from the surrounding grid points) systematically increases with decreasing 
resolution (to the extent that its elevation at Mawson in ERA Interim is greater than 450 m, in 
contrast to its actual elevation of around 16 m).  Consequently, ERA Interim (and to a lesser 
extent the 12 and 4-km grids) shows land extending erroneously many kilometres out over 
the sea.  Bromwich et al. (2005) suggests that this can cause systematic biases in model near-
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surface winds at coastal stations due to the stations being erroneously located further from the 
ocean (where the winds are often stronger) in the model.  The west-to-east oriented transect 
shows slightly steeper slopes (1:33 immediately west of Mawson) which are well captured by 
the 4 and 1.5-km grids, slightly flattened by the 12-km grid, and completely misrepresented 
by ERA Interim.     
 
2.3 Initial and lateral boundary conditions 
 
The three model simulations were run sequentially, i.e. the 12-km (4-km) model provides 
initial and lateral boundary conditions for the 4-km (1.5-km) model.  Before this can take 
place a (version 7.1) ‘standard’ global MetUM simulation at N320 resolution (i.e., including 
a sub-grid orographic drag scheme, etc) is run to provide the start data and lateral boundary 
conditions for the 12-km model.  This is initialised at 0000 UTC 24 July 2004 using ERA 
Interim fields and run forward for +48 h, with the first 1 h discarded for spinup reasons.   
Note that ERA Interim was determined to give the most reliable representation of the large-
scale Antarctic circulation in a recent study by Bracegirdle and Marshall (2012).  
Subsequently, the 12-km model is initialised at 0100 UTC 24 July using start data provided 
by the global model integration and run forward for +47 h using lateral boundary conditions 
at hourly intervals also provided by the global model integration.  The 12-km model is 
additionally initialised at 0100 UTC 24 July by daily: i) Bootstrap sea-ice fraction data at a 
resolution of 25 km (Comiso, 1999) and, ii) GHRSST sea surface temperature data (Reynolds 
et al., 2007) at a resolution of 0.25 degrees.  This is used to represent as realistically as 
possible the extensive distribution of sea ice which surrounds Mawson during the case study 
(Fig. 1 also indicates the sea-ice edge on 0000 UTC 25 July, showing the ice edge extending 
north from the Antarctic coastline for many hundreds of kilometres).  Following this, the 4-
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km (1.5-km) model is initialised at 0200 UTC 24 July (0300 UTC 24 July) and run forward 
for +46 h (+45 h) using start data and lateral boundary conditions at 30 min intervals 
provided by the 12-km (4-km) integration.  
 
2.4 Validation methodology 
 
The performance of the MetUM is evaluated by comparing model output at 12, 4, and 1.5-km 
resolution with observed near-surface meteorological variables recorded 3-hourly at Mawson.  
The variables used in the verification are near-surface (10 m) wind speed and direction, near-
surface (2 m) temperature, and sea level pressure (derived from surface pressure).  To this 
end, all models provide output every 3 hours from 0600 UTC 24 July to 0000 UTC 26 July.  
For simplicity, we reference the forecast/simulation time of all models relative to 0000 UTC 
24 July.  The observed values are obtained by averaging over a 10 minute interval while the 
MetUM output are based on instantaneous values.  Separate sensitivity tests showed that the 
MetUM instantaneous output was representative of its 10 minute averaged output (not 
shown).   The representation of the event in ERA Interim is also examined, principally to 
provide an overview/understanding of the synoptic evolution. 
 
3. Results 
 
3.1 Evolution of the SWE from observations and reanalysis 
 
Figure 3 shows the Mawson station data for 24-25 July 2004.  Evident is a sharp peak in 
surface winds, with speeds strengthening over a 24 h period from ~0 m s-1 to a maximum of 
~39 m s-1 at around 0000 UTC 25 July, followed by weakening back to speeds of a few m s-1 
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over the subsequent 24 h period.  The period of strengthening winds is coincident with the 
sea level pressure falling by over 40 hPa, suggesting that the wind is strengthening in 
response to the approach of a depression, although the pressure minimum (~944 hPa) occurs 
around 3 to 6 h after the wind speed maximum.  Similarly, the period of weakening wind 
speed is largely coincident with rising pressure, i.e. the departure of a depression.  Also 
occurring over this time is a steady rise of around 10 °C in near-surface temperature between 
0000 UTC 24 July and roughly 1200 UTC 25 July, and a gradual veering of the wind from an 
easterly (~100 °E) direction at around 0600 UTC 24 July to a more south-easterly direction 
(~120 °E) at around 1200 UTC 25 July.   
 
The passing of a large depression close to Mawson is clearly illustrated by ERA Interim sea 
level pressure fields shown in Fig. 4(a-c) at 1200 UTC 24 July, 0000 UTC 25 July, and 1800 
UTC 25 July, which are respectively representative of the onset, strongest phase, and 
cessation of the SWE.  Note that: i) the domain size of the panels in Fig. 4 is 1800 × 1800 km 
so as to capture the movement of the depression from west to east during these three times, 
and ii) the sea level pressure field is masked over the land (as here it has little meaning due to 
it reflecting the effect of the high terrain rather than the synoptic weather patterns).  As such, 
these panels are primarily suited to investigation of the evolution of large scale circulation 
features.  ERA Interim shows a deep low with tightly bunched isobars and a central pressure 
of 956 hPa positioned west and north of Mawson at 1200 UTC 24 July.  By 0000 UTC 25 
July the central pressure has deepened considerably to 940 hPa (and the isobars have bunched 
tighter) and the system has moved eastward and southward, so that it is positioned just north 
of Mawson.  By 1800 UTC 25 July the central pressure has weakened to 960 hPa and the 
system has moved past (east of) Mawson, with the isobars become much more widely spread.  
This movement is broadly supported by infrared satellite imagery (not shown), which show 
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an associated frontal cloud band consistent with these positions.  The satellite imagery shows 
the cloud band becoming more tightly wrapped around the centre of the low at 0000 UTC 25 
July, suggesting that the deepening of the depression at this time is realistic.  By 1800 UTC 
25 July the spiral cloud bands have broken up, consistent with the system weakening.       
 
The ERA Interim 10 m wind field is also included in Fig. 4.  At 1200 UTC 24 July this 
shows: i) the synoptic winds over the ocean impinging on the stretch of coastline which 
includes Mawson and decelerating, resulting in a reduced Coriolis force and a rightward 
deflection of the flow, ii) the formation of a barrier jet along the coastline, iii) a band of 
easterly katabatic winds near the coast, and iv) accelerating flow exiting the valley to the east 
of Mawson, resulting in a increased Coriolis force and a leftward deflection.  The 
combination of these various forcing mechanisms is a strong convergence of the wind field at 
the coastline, and the formation of a relatively narrow westward barrier-type jet with speeds 
of 10 – 15 m s-1.  By 0000 UTC 25 July the katabatic winds and the synoptically driven flow 
impinging on the coastline have both strengthened considerably (culminating in speeds in 
excess of 20 m s-1), resulting consequently in stronger convergence at the coastline and 
strengthening of the barrier-type jet (reaching speeds in excess of 25 m s-1).  However, the 
winds across the coastline have an obvious south-easterly signature characteristic of katabatic 
winds.  At 1800 UTC 25 July a marked weakening of the winds occurs over both the land and 
the ocean, and consequently significantly reduced convergence at the coastline.   
 
Figure 3 allows a comparison between the observations at Mawson and ERA Interim data 
(interpolated to Mawson’s location).  ERA Interim captures the timing of the SWE in terms 
of both its minimum in sea level pressure and its maximum in 10 m wind speed.  However, it 
underestimates the peak wind speed by around 36% (maximum wind speed of ~25 m s-1) and 
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the minimum sea level pressure by ~10 hPa.  Although ERA Interim represents the observed 
steadily increasing temperatures, it has a relatively large cold bias of ~5 °C (also consistent 
with erroneously high orography).  For the duration of much of the case study ERA Interim 
showed a good representation of the wind direction. 
 
3.2 Representation of the SWE in simulations 
 
a. Sensitivity to horizontal resolution 
 
Figure 3 further allows a comparison between the station observations and the model output 
(interpolated to Mawson’s location).  It is apparent that all the models: i) capture the 
qualitative evolution of the SWE, ii) capture the weaker wind speeds associated with the 
onset of the SWE, and iii) underestimate the peak wind speed.  The strength of the 
underestimate is dependent on horizontal resolution, with the 4 and 1.5-km (12-km) models 
under-forecasting the peak wind speed by around 15% (36%).  On close inspection it is also 
apparent that: i) although the evolution of the 4 and 1.5-km model wind speeds are similar, 
they actually only converge/agree from around ~24 h into the simulation (at their 
representation of the peak wind speed), with prior to this the stronger winds simulated by the 
1.5-km model in better agreement with the observations, ii) the evolution of the 12 and 4-km 
model wind speeds starts to diverge from ~12 h into the simulations (when the wind speed is 
10-15 m s-1), iii) the 1.5-km model representation of the strengthening wind starts to diverge 
from the observations from 12-18 h into the simulations (when the wind speed reaches 
approximately 20 m s-1), and iv) during the cessation of the SWE (which the 12 and 4-km 
models simulate overly early) the winds simulated by the 1.5-km model are in good 
agreement with the observations (although overly strong towards the end of the simulation).  
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Figure 3 shows that all models are able to capture the timing of the minimum in sea level 
pressure and the steady reduction preceding it.  However, all models show: i) a minimum 
pressure which is higher than observed (by ~2 hPa for both the 4 and 1.5-km models and ~5 
hPa for the 12-km model), and ii) an underestimate of the rise in pressure which follows.  
Note that unlike the wind speed, the sea level pressure simulated by the 4 and 1.5-km models 
does not diverge from the observations as the wind strengthens.  For the duration of much of 
the case study all the models show a good representation of the wind direction.  From around 
1200 UTC 25 July they misrepresent the significant veer of the wind.  All models capture the 
timing of the peak temperature and the steady warming preceding it, but broadly 
underestimate the actual temperature by ~2°C (although not at the time of the peak winds).  It 
is notable that the evolution of the 4 and 1.5-km model temperature appears remarkably 
similar.  
 
Figure 4 shows model output as well as the ERA Interim data.  Immediately apparent is the 
marked agreement in sea level pressure between the models.  At 1200 UTC 24 July all three 
models show a low with location consistent with ERA Interim but with a central pressure 
which is ~8 hPa lower (948 hPa).  (Note that Bracegirdle (2012) showed, in a comparison 
with mean sea-level pressure data from ice drifting buoys in the Bellingshausen Sea (situated 
along the west side of the Antarctic Peninsula), that although ERA Interim was clearly the 
most accurate reanalyses at representing individual weather systems, it was nevertheless 
characterised by a small positive bias in pressure.)  Consequently, the packing of contours 
eastward of the low’s center is tighter in the model results.  At 0000 UTC 25 July all three 
models again show the location of the low consistent with ERA Interim but a central pressure 
which is ~4 hPa lower (936 hPa).  At 1800 UTC 25 July the position of the low in all three 
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models is eastward of its location in ERA Interim, showing it is sitting a little north of the 
Amery Ice Shelf.  All three models show a lower central minimum pressure than in ERA 
Interim, with both the 12 and 4-km models showing a value of 952 hPa and the 1.5-km model 
a value of 948 hPa.          
 
Not surprisingly given the close agreement between the model sea level pressure fields, Fig. 4 
shows that the evolution of the large-scale features of the model wind field are also in close 
agreement with each other (as well as in qualitative agreement with ERA Interim).  At 1200 
UTC 24 July, the local-scale feature of the barrier-type jet parallel to the coast are roughly 5 
m s-1 or so stronger than those of ERA Interim, which appears to be partly in response to the 
models simulating much stronger flow exiting the valley to the east of Mawson.  Moreover, 
the models also simulate another local-scale feature which is the formation of a detached jet 
to the west of Mawson with speeds of 30 – 35 m s-1.  At 0000 UTC 25 July, the models show 
appreciably stronger winds over large swathes of the ocean and ice sheet compared to ERA 
Interim.  Consequently, the model representation of the barrier-type jet shows a 
larger/broader extent of speed-up as well as sharper gradients at its edges compared to ERA 
Interim.  The models show a strengthening of localised features (not apparent in ERA 
Interim) such as the detached jet to the west of Mawson, the formation of a detached jet off 
the Amery Ice Shelf, and a region of strong speed-up (on the landward side of the coast) 
between Mawson and the Amery Ice Shelf (here the wind speeds reach 35 m s-1, i.e. more 
representative of the peak wind speed measured at Mawson).  At 1800 UTC 25 July, the 
models capture the marked weakening of both the katabatic flow over the land and the 
geostrophic flow over the ocean, and the consequent cessation of the SWE. 
  
This article is protected by copyright. All rights reserved.
A
cc
ep
te
d 
A
rti
cl
e
The broadly similar large-scale near-surface wind field between the three models suggests 
that a comparison on a more localized scale is required to identify the model differences in 
wind speed apparent in Fig. 3, and furthermore is suggestive that the general failure of the 
models to capture the peak wind speed may be due to localized interaction/forcing or simply 
fundamental problems in the model representation of smaller scale processes.  To investigate 
this, Fig. 5 (a, b, c) shows the 12, 4, and 1.5-km model sea level pressure and 10 m wind 
speed at 0000 UTC 25 July (i.e. the time of the peak wind speed) over a 180 × 180 km 
domain.  This comparison clearly reveals that both the 4 and 1.5-km models agree in the 
simulation of a localised region of significant wind enhancement around Mawson during the 
time of the observed peak wind speed, which is not captured by the 12-km model.  Moreover, 
that in other places the 4 and 1.5-km model representation of the 10 m wind field and sea 
level pressure can disagree, sometimes markedly.  This is further evident from Fig. 6 (a, b, c) 
which compares model fields as a function of height of potential temperature and wind speed 
magnitude for the same time along a transect oriented south-to-north.  Here, the 4-km model 
shows stronger vertical gradients in both of these parameters within 1-2 km of the surface 
compared to the 1.5-km model.  
  
To investigate whether gravity waves could be influencing the surface wind field at Mawson, 
Fig. 5 (d, e, f) is analogous to Fig. 5 (a, b, c) but showing the vertical velocity at 500 hPa.  
Here, wave fronts of positive and negative vertical velocity over the land are oriented broadly 
perpendicularly to the 10 m wind direction, consistent with the surface wind field forcing 
gravity waves (e.g., Valkonen et al., 2010).  There are clearly differences between the three 
model simulations, e.g. the wave amplitude increases as the horizontal resolution increases.  
Moreover, the 1.5-km model shows a series of bands which are indicative of trapped lee 
waves.  Fig. 6 (d, e, f) is analogous to Fig. 6 (a, b, c) but oriented along a east-to-west 
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oriented line transecting Mawson.  The models all show the same broad descent of the 
isentropic surfaces on the leeside of the obstacle immediately to the east of Mawson and 
associated flow speed-up at near-surface level impinging directly on Mawson, i.e. a so-called 
downslope windstorm.  Note also that the flow shows the existence downstream of a 
hydraulic jump and trapped lee waves, e.g. see qualitative resemblance to Fig. 4.6 of Durran 
(1990).  There are again clearly differences between the three model simulations, particularly 
in the enhancement of the lee-slope surface wind and the hydraulic jump (which Durran 
(1990) suggests are fundamentally linked).  
 
b. Other model sensitivities 
 
Figure 7 is analogous to Fig. 3 but comparing 4-km model output generated from a number of 
additional runs examining the sensitivity to choices of model configuration/setup listed in 
Table I, i.e., relative to the ‘base’ 4-km model configuration discussed above.  Note that the 
4-km model sensitivity is examined because this (relative to the 12-km model) showed the 
largest improvement in the representation of the SWE.  A primary aim was to assess whether 
this was due to either a more realistic representation of the orography or simply due to the 
improved atmospheric resolution (more explicit/finer representation).  This was determined 
by contrasting the base model run (Run 1) against a run substituted with coarser/smoother 
orography interpolated from the 12-km model (Run 3).  The largest sensitivities were from: i) 
moving the initialisation time of the model 24 h earlier which resulted in the temporal 
evolution of the wind speed being offset by around 6 h and an increase in surface temperature 
by a few degrees (Run 2), and ii) replacing the ‘sharp’ boundary-layer stability function with 
the ‘long tails’ function (Run 4), which resulted in appreciably weaker wind speeds and 
warmer surface temperatures.  The 4-km model showed little sensitivity to: i) forcing with 
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coarser/smoother orography (Run 3), ii) switching off the fully three-dimensional potential 
temperature advection scheme and running with the standard ‘non-interpolating in the 
vertical’ scheme (Run 5), iii) sea-ice roughness length of 5 × 10-3 m (Run 6), and iv) running 
with finer vertical resolution by doubling the number of vertical levels from 70 to 140 (Run 
7).  Note that an analogous plot to that of Fig. 5 but for Run 3 indicated (not shown) that: i) 
its representation of gravity waves were qualitatively similar to those of Run 1, but relatively 
small differences in the magnitude of vertical velocity at 500 hPa existed, and ii) its 10 m 
wind field was quantitatively similar to that of Run 1. 
 
4. Discussion 
 
All models capture the qualitative evolution of the SWE which suggests that they are 
resolving the important forcing mechanisms.  A number of reasons suggest that this is 
dominated by synoptic or large-scale forcing: i) the broader-scale features of the simulations 
were largely invariant to resolution, ii) all models captured the large pressure drop at 
Mawson, and iii) the lack of sensitivity to the formulation of the potential temperature 
advection scheme (Run 6).  The large-scale forcing is from the approach of a large depression 
which results in a strengthening of the horizontal pressure gradient, which prompts a 
strengthening of the katabatic winds, i.e. by acting in concert with the katabatic pressure 
gradient force.  Furthermore, the low-level cyclonic winds associated with the depression also 
force a barrier jet along the coastline, such that the interaction/convergence between this 
‘local’ feature and the katabatic flow are important.  However, the divergence of the 
simulated wind speed between the 12 and 4-km models (in contrast to sea level pressure) 
suggests that the representation of processes and their role on the momentum budget on 
scales of only a few kilometres are important.   
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In particular, the representation of gravity waves is known to be sensitive to horizontal 
resolution (as was shown here) and to require a high horizontal resolution to capture the 
wavelength and phase.  Interestingly, however, the sensitivity run (Run 3) that forced the 4-
km model with coarser orography (from the 12-km model) while maintaining the atmospheric 
resolution at 4 km had little impact on the simulated output.  This suggests that the main 
features of the orography are relatively smooth and deficient of small-scale structure, i.e. the 
improvement in the representation of the SWE by increasing the resolution from 12 km to 4 
km results from the improved atmospheric resolution, rather than by resolving steeper slopes 
/ stronger asymmetries and consequently the strengthening of non-linear processes associated 
with gravity waves such as a wind speed-up on the leeward slope.    
 
However, the fact that the results numerically converged to a high-resolution model ‘truth’ 
which under-forecast the peak wind speed by around 15% suggests that the models might be 
missing or having difficulty representing some fundamental processes (which moreover could 
be occurring at scales smaller than resolved by the 1.5-km  model).  The winds at Mawson 
have an obvious south-easterly signature characteristic of katabatic winds so it is possible that 
the underestimate is due to a failure in capturing their strengthening.  Accurate representation 
of the turbulent fluxes of katabatic flows (i.e. under very stable conditions) is known to be 
problematic in models.  (An added complication here is that the stability is likely to reduce 
due to the accompanying warming as the depression approaches Mawson.)  Here the 4-km 
model showed a strong response to changing the form of boundary-layer stability function 
(c.f. King et al., 2001).  Using the ‘long-tails’ form of stability function (Run 4) resulted in an 
increase in surface temperature and a decrease in wind speed.  Further analysis (not shown) 
indicated that in addition the temperature aloft reduced by a few degrees, resulting in a 
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weakening of the temperature inversion and therefore a weakening of the katabatic pressure 
gradient force (Parish and Cassano, 2003), i.e. consistent with a weakening of katabatic flow.  
This is consistent with the ‘long-tails’ form of stability function resulting in stronger 
turbulent mixing (i.e. the ‘sharp’ (‘long-tails’) function decays rapidly (slowly) with 
increasing stability) of warmer air at higher levels within the temperature inversion down to 
the ground.  Another difficulty in the representation of katabatic winds is that high vertical 
resolution is required at the near-surface to capture the strong vertical gradients associated 
with the low-level jet feature and the strong inversion which characterise it.  However, 
running with a finer vertical resolution (Run 7) did not influence the 4-km model output at 
Mawson (although it did affect the 10 m wind (generally a speeding up) elsewhere), 
suggesting that the base model vertical resolution is sufficient to resolve the inversion and 
katabatic winds in the vicinity of Mawson.  Furthermore, the modelled inversion strength 
would be dependent on the correct representation of cloud cover, however, this has not been 
validated in this region.  
 
It should be noted that a point-wise comparison between the model and observations could be 
inappropriate, and that the results simply reflect the difficulty validating high-resolution 
NWP simulations in data sparse regions and regions characterised by strong gradients in 
wind.  For example: the i) 4 and 1.5-km model representation of wind speed agrees in some 
places, such as around Mawson, but disagree elsewhere, and ii) the model winds peaked 
slightly to the west with values more representative of the peak wind speed measured at 
Mawson.  It is further possible that the bias reflects errors in the reanalysis used for the initial 
conditions (e.g., Bromwich et al., 2003) or synoptic-scale forecast errors in the fields 
produced by the global MetUM which were used here for boundary conditions. 
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Finally, the model simulations revealed the formation of two detached jets to the west and 
east of Mawson, resulting in winds speeds in excess of 35 m s-1.  Another interesting feature 
is the strong speed-up as the katabatic flow approaches the coast to the east of Mawson.  
Investigation of the topographic gradient at this location showed that the terrain did not 
steepen (not shown), suggesting that the acceleration of the katabatic winds across the 
coastline by the synoptic pressure gradient could be leading to the formation of localised 
wind jets parallel to the coastline (e.g. Hunt et al., 2004; Orr et al., 2005a). 
 
5. Summary 
 
SWEs are a characteristic feature during winter around the coast of Antarctica, particularly 
around East Antarctica.  The primary aim of this study was to investigate the sensitivity of 
the MetUM simulation of a SWE to horizontal resolution, i.e. any differences due to the 
improved orography and/or improved representation of the dynamical and physical processes 
associated with Antarctica and SWEs at higher horizontal resolution.  The ability of models 
to simulate such events is challenging as a number of components are required to be captured.  
The secondary aim of this study was to investigate the forcing mechanisms and 
meteorological understanding of SWEs, and in particular to determine the relative impact of 
topographic influences and synoptic forcing and their interaction. 
 
All the model simulations capture the general qualitative evolution of the SWE, suggesting 
that: i) its forcing mechanism is dominated by synoptic-scale forcing, and ii) the MetUM 
would have provided useful qualitative guidance if used to forecast such events.  However, 
the simulated wind speed strengthened strongly (weakly) between the 12 and 4-km (4 and 
1.5-km) model simulations, suggesting that they are numerically converging to a high-
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resolution model ‘truth’ which under-forecast the peak wind speed by around 15%.   Further 
high resolution studies are required to determine the representativeness of these results and 
whether the MetUM had a systematic tendency to underestimate the wind speed of such 
extreme events.  However, this finding is consistent with other studies using the MetUM 
(Webster et al., 2008) and WRF (Powers 2007), and suggests that the models might be 
missing or having difficulty representing some fundamental processes, such as fine scale 
gravity waves or turbulent mixing under stable conditions.     
 
Previous studies had hypothesised that SWEs result from the enhancement of strong katabatic 
flow by a strengthening of the pressure gradient force associated with the approach of a deep 
depression toward the coast.  However, in the case study analysed here the approach of the 
depression additionally resulted in a barrier jet and a detached jet, as well as a strengthening 
of the katabatic flow, suggesting a strong topographic influence on the forcing mechanism 
(e.g. Nigro et al., 2012).  This resulted in a region of strong convergence at the coastline and 
considerable interaction between the various components.  
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Label Description 
Run 1 Base 4-km model  
Run 2 Base 4-km model + beginning the suite of model runs from an initialisation 
time 24 h earlier (0000 UTC 23 July) and running out to +72 h. 
Run 3 Base 4-km model + orography interpolated from the 12-km model 
orography of Antarctica. 
Run 4 Base 4-km model + Long tails scheme 
Run 5 Base 4-km model +replacing the 3d advection scheme with the standard 
‘non interpolating in the vertical’ scheme 
Run 6 Base 4-km model + sea-ice roughness length of 5 × 10-3 m 
Run 7 Base 4-km model + 140 vertical levels 
 
Table I: List of additional 4-km model sensitivity runs (referred to as Runs 2 to 7), starting 
from the ‘base’ 4-km model (referred to as Run 1). 
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List of figure captions 
 
Figure 1: Map of Antarctica showing the location of Mawson (represented by filled black 
circle) and the 12, 4, and 1.5 km grids used in the nested UM simulations (solid black line).  
Also shown are: i) the terrain elevation (m) used by ERA Interim (shading), ii) the domain 
size of the 1800 × 1800 km panels of Fig. 4 (long dashed line), and iii) the sea ice edge 
(defined as 15% concentration) on 0000 UTC 25 July 2004 (solid grey line).  
 
 
 
This article is protected by copyright. All rights reserved.
A
cc
ep
te
d 
A
rti
cl
e
Figure 2: Comparison of orography height (m) along transects intersecting Mawson 
(represented by the filled back circle) oriented in the a) south-to-north and b) west-to-east 
directions between the DEM, ERA Interim, and the 12, 4 and 1.5-km grids.  In panel a (panel 
b) south (west) of Mawson is on the left hand side. 
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Figure 3: Comparison of observations and the 12, 4 and 1.5-km model simulations at 3-
hourly intervals at Mawson station for a) sea level pressure (units of hPa), b) 2 m temperature 
(units of °C), c) 10 m wind speed (units of m s-1), and d) 10 m wind direction (units of °) 
spanning the duration of the SWE.  Also shown are the 6-hourly values from ERA Interim.  
The time axis shows both the actual time and the simulation/forecast time.   
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Figure 4: Comparison of sea level pressure (contours with interval of 4 hPa over the sea, not 
included over land) and 10 m wind field (reference vector shown for 30 m s-1) and its 
magnitude (shaded colours with interval of 2.5 m s-1) between ERA Interim (a-c; row 1) and 
the UM simulations (12-km grid (d-f; row 2), 4-km grid (g-i; row 3), 1.5-km grid (j-l; row 4)) 
at 1200 UTC 24 July 2004 (column 1), 0000 UTC 25 July 2004 (column 2), and 1800 UTC 
25 July 2004 (column 3).  The location of Mawson is indicated by the filled white circle.  The 
domain size of each panel is 1800 x 1800 km.  All results are remapped to the 4-km grid 
using bilinear interpolation.  For clarity not every wind vector is shown.         
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Figure 5: 12-km (column 1), 4-km (column 2) and 1.5-km (column 3) model fields at the time 
of the peak wind occurrence at 0000 UTC 25 July 2004.  First row is as Fig. 4 (i.e. panels e, 
h, k) but for a zoomed in (180 x 180 km) region over Mawson (indicated by the filled white 
circle).  Second row is as first row but shows vertical velocity at 500 hPa (shaded colours 
with interval of 0.05 m s-1) and 10 m winds (reference vector shown for 30 m s-1).  Note that 
the 10 m wind magnitude in the first row has an interval of 1 m s-1 (shaded colours).  All 
results are remapped to the 4-km grid using bilinear interpolation.  For clarity not every wind 
vector is shown.          
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Figure 6: 12-km (column 1), 4-km (column 2) and 1.5-km (column 3) model fields of 
potential temperature (contours with interval of 5 K) and horizontal wind speed (shaded 
colours with interval of 2.5 m s-1)  at the time of the peak wind occurrence at 0000 UTC 25 
July 2004.  First row shows height (km) – latitude (°) cross-sections along a south-north 
oriented line transecting Mawson (represented by the filled white circle).  Second row shows 
height (km) – longitude (°) cross-sections along a west-east oriented line transecting 
Mawson.  
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Figure 7: As Fig. 3 but comparing the base 4-km model to a series of sensitivity experiments 
described in Table 1 in which the horizontal resolution is kept at 4 km but the model 
configuration/setup including dynamics and physics choices are varied.   
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