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The concept of the zero-divisor graph of a commutative ring has been studied by many
authors, and the k-zero-divisor hypergraph of a commutative ring is a nice abstraction of
this concept. Though some of the proofs in this paper are long and detailed, any reader
familiar with zero-divisors will be able to read through the exposition and ﬁnd many of
the results quite interesting. Let R be a commutative ring and k an integer strictly larger
than 2. A k-uniform hypergraph Hk(R) with the vertex set Z(R,k), the set of all k-zero-
divisors in R, is associated to R,w h e r ee a c hk-subset of Z(R,k) that satisﬁes the k-zero-
divisor condition is an edge in Hk(R). It is shown that if R has two prime ideals P1 and P2
with zero their only common point, then Hk(R)i sab i p a r t i t e( 2 - c o l o r a b l e )h y p e r g r a p h
with partition sets P1 −Z
  and P2 −Z
 ,w h e r eZ
  is the set of all zero divisors of R which
are not k-zero-divisors in R .I fR has a nonzero nilpotent element, then a lower bound
for the clique number of H3(R) is found. Also, we have shown that H3(R)i sc o n n e c t e d
with diameter at most 4 whenever x2 / = 0 for all 3-zero-divisors x of R. Finally, it is shown
that for any ﬁnite nonlocal ring R,t h eh y p e r g r a p hH3(R)i sc o m p l e t ei fa n do n l yi fR is
isomorphic to Z2 ×Z2 ×Z2.
Copyright © 2007 Ch. Eslahchi and A. M. Rahimi. This is an open access article distrib-
uted under the Creative Commons Attribution License, which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly
cited.
1.Introduction
The notion of a zero-divisor graph Γ(R)o fac o m m u t a t i v er i n gR was ﬁrst introduced by
Beckin[1]andwasfurtherinvestigatedin[2],wheretheauthorswereinterestedincolor-
ingsofΓ(R),thoughtheirvertexsetincludedthezeroelement.In[3–9]theauthors,using
thesetofnonzerozerodivisorsofRasvertexsetofΓ(R),wereinterestedinexaminingthe
interplay between the ring-theoretic properties of R and the graph-theoretic properties2 International Journal of Mathematics and Mathematical Sciences
of Γ(R). In this paper, we extend the concept of a zero-divisor of a commutative ring R to
thatofak-zero-divisorandinvestigatetheinterplaybetweenthering-theoreticproperties
of R and the graph-theoretic properties of its associated k-uniform hypergraph Hk(R). In
this section, we deﬁne and study some examples of k-zero-divisors and recall some deﬁ-
nitions from graph theory. In Section 2, we deﬁne and study some basic properties of the
k-uniform hypergraph Hk(R)andk-zero-divisorsof a commutativering R. Finally, in the
last section, we merely concentrate on the properties of 3-zero-divisor hypergraphs.
Deﬁnition 1.1. Let R be a commutative ring and k ≥2 a ﬁxed integer. A nonzero nonunit
element a1 in R is said to be a k-zero-divisor in R if there exist k −1 distinct nonunit
elements a2,a3,...,ak in R diﬀerent from a1 such that a1a2a3···ak = 0 and the product
of no elements of any proper subset of A ={a1,a2,...,ak} is zero.
Clearly, a 2-zero-divisor in R is a zero divisor, but the converse is not true in general.
For example, 2 is a zero divisor in Z4, but it is not a 2-zero-divisor.
Remark 1.2. In the literature, on zero-divisor graphs, the edges are deﬁned to be between
the distinct nonzero zero-divisors in order to construct a graph with no loops. Here, we
assume distinctness of the elements in Deﬁnition 1.1 for k-zero-divisors in order to have
a k-uniform hypergraph, for any ﬁxed integer k ≥ 3. Note that the graph constructed by
2-zero-divisors is exactly the same as the zero-divisor graph of a ring.
Example 1.3. The element 2 in Z30 is a 3-zero-divisor since 2·3·5 = 0, and the product
of no elements of any proper subset of {2,3,5} is zero.
By Z(R,k) we denote the set of all k-zero-divisors of R. It is not diﬃcult to show
that the statement “the product of no elements of any proper subset of A is zero” or
the statement “the product of no elements of any (k −1)-subset of A is zero” can be
used in Deﬁnition 1.1 equivalently. Clearly, from Deﬁnition 1.1, every element of the set
{a2,a3,...,ak} is a k-zero-divisor in R. It is clear that every k-zero-divisor in R is also a
zero divisor in R, but, the converse is not true in general. For example, the element 2 is a
zero divisor, but not a 3-zero-divisor in Z10.
We review some basic graph-theoretic deﬁnitions, and for the necessary deﬁnitions
andnotationsofhypergraphs,wereferthereadertostandardtextsofgraphtheorysuchas
[10] .Ah yp e r g r a p hi sap a i r( V,E) of disjoint sets, where the elements of E are nonempty
subsets (of any cardinality) of V. The elements of V are the vertices, and the elements
of E are the edges of the hypergraph. The hypergraph H = (V,E)i sc a l l e dk-uniform
whenever every edge e of H is of size k.Ak-uniform hypergraph H is called complete if
every k-subset of the vertices is an edge of H. The deﬁnition of a clique and the clique
number of a k-uniform hypergraph are taken from [11, 12]a sf o l l o w s .
Let H be a k-uniform hypergraph. A subset A of V(H)i sc a l l e daclique of H if every
k-subset of A is an edge of H.T h eclique number of H, denoted by ω(H), is deﬁned to
be
ω(H) =
max
 
|A||A is a clique
 
k−1
. (1.1)Ch. Eslahchi and A. M. Rahimi 3
An r-coloring of a hypergraph H =(V,E)i sam a pc :V →{ 1,2,...,r} such that for every
edge e of H, there exist at least two vertices x and y in e with c(x) / = c(y). The smallest
integer r such that H has an r-coloring is called the chromatic number of H and is de-
notedbyχ(H).In[11],itisshownthatforanyk-uniformhypergraphH,χ(H) ≥ ω(H) .
Ap a t hi nah y p e r g r a p hH is an alternating sequence of distinct vertices and edges of
the form v1,e1,v2,e2,...,vk such that vi, vi+1 is in ei for all 1 ≤ i ≤ k −1. The number of
edges of a path is its length. The distance between two vertices x and y of H, denoted by
dH(x,y), is the length of the shortest path from x to y. If no such path between x and y
exists, we set dH(x,y) =∞ . The greatest distance between any two vertices in H is called
the diameter of H and is denoted by diam(H). The hypergraph H is said to be connected
whenever diam(H) < ∞.Ac y c l ei nah y p e r g r a p hH is an alternating sequence of distinct
vertices and edges of the form v1,e1,v2,e2,...,vk,ek,v1 such that vi, vi+1 are in ei for all
1 ≤ i ≤k −1w i t hvk,v1 ∈ ek.T h eg i r t ho fah y p e r g r a p hH containing a cycle, denoted by
gr(H), is the smallest size of the length of cycles of H.
2. k-zero-divisor hypergraphs
In this section, we deﬁne and study some properties of the k-uniform hypergraph Hk(R),
the k-zero-divisors of a commutative ring R,a n dp r o v i d es o m ee x a m p l e s .
Deﬁnition 2.1. Ar i n gR is said to be a k-integral domain whenever Z(R,k), the set of all
k-zero-divisors of R,i st h ee m p t ys e t .
Example 2.2. Let (R,M) be a local ring with maximal ideal M/ =0s u c ht h a tM2 = 0. Then
R is a 3-integral domain which is not an integral domain.
Example 2.3. For any integer k ≥3, we have the following results.
(1) Let n = p
α1
1 p
α2
2 ···p
αr
r be the prime decomposition of n,w h e r epi / = pj whenever
i/ = j and 1 ≤ αi for all i, j = 1,2,...,r.T h e nZn is a k-integral domain whenever  
i≤rαi ≤ k−1.
(2) Let ni = p
α1i
1i p
α2i
2i ···p
αri
ri be the prime decomposition of ni for distinct primes
pji’s and 1 ≤ αji for all 1 ≤ i ≤ t and j = 1,2,...,r.T h e nZn1 ×Zn2 ×···×Znt is a
k-integral domain whenever
 
j≤r1
αj1 +
 
j≤r2
αj2 +···+
 
j≤rt
αjt ≤k−1. (2.1)
(3) Let F be a ﬁeld and let f (x)b eap o l y n o m i a li nF[x]s u c ht h a tf (x) =
P1(x)α1P2(x)α2 ···Pr(x)αr,w h e r ePi(x) ∈ F[x] are distinct irreducible polynomi-
alsand1 ≤ αi forall 1 ≤i ≤r.The nF[x]/(f(x))isak-integraldomainwhenever  
i≤rαi ≤ k−1.
(4) Let Ri be an integral domain for each i = 1,2,...,n.T h e nR = R1 ×R2 ×···×Rn
is a k-integral domain whenever n ≤ k−1.
By [13], it is true that a nonintegral domain with a ﬁnite number of zero divisors
is ﬁnite. Similarly, we pose the following question for the rings with a ﬁnite number of
k-zero-divisors.4 International Journal of Mathematics and Mathematical Sciences
Question 1. Does the ﬁniteness of k-zero-divisors in a non-k-integral domain R imply
the ﬁniteness of zero-divisors or, equivalently, ﬁniteness of R?
Deﬁnition 2.4. For any ﬁxed integer k ≥ 3, an ideal P of a ring R is said to be k-prime
whenever for any set A ={ a1,a2,...,ak} of nonzero, distinct, and nonunit elements of R,
a1a2···ak ∈ P implies that the product of the elements of a proper subset of A is in P.
Note that by this deﬁnition, every prime ideal of R is a k-prime ideal of R.
Example 2.5. Let (R1,M1)a n d( R2,M2) be two local rings with nonzero maximal ideals
M1 andM2,respectively.WeshowthatM1 ×M2 isa3-primeidealinR =R1 ×R2 whichis
not a prime ideal in R.L e t( a1,b1), (a2,b2), and (a3,b3) be arbitrary elements in R1 ×R2,
where for each 1 ≤ i ≤ 3, (ai,bi) is a nonzero nonunit in R.C l e a r l y ,( a1,b1) ·(a2,b2) ·
(a3,b3) = (a1a2a3,b1b2b3) ∈ M1 ×M2 implies that at least one of the elements ai’s (bj’s)
belongs to M1(M2)f o rs o m ei(j)i n{1,2,3}. In this case, there always exists a proper
subset of {(a1,b1),(a2,b2),(a3,b3)} such that the product of its elements belongs to M1 ×
M2. But since (1,0)·(0,1) ∈ M1 ×M2 and neither of the elements (1,0) and (0,1) is in
M1 ×M2,t h e nM1 ×M2 is a 3-prime ideal in R1 ×R2 which is not a prime ideal in R.
The following theorem is similar to the well-known fact on the relationship between
prime ideals and integral domains.
Theorem 2.6. Let P be an ideal in the ring R. Then R/P is a k-integral domain if P is a
k-prime ideal.
The proof follows directly from the deﬁnition, and we leave it to the reader.
The converse of the above theorem is not true in general. For example, the ideal  8 
generated by 8 in Z48 is not a 3-prime ideal, but Z48/ 8  is a 3-integral domain.
Next, we extend the concept of zero-divisor graph of a commutative ring R to that of
a k-zero-divisor hypergraph.
Deﬁnition 2.7. Let R be a commutative ring (with 1 / = 0) and let Z(R,k) be the set of
all k-zero-divisors in R. Associate a k-uniform hypergraph Hk(R)t oR with vertex set
Z(R,k), and for distinct elements x1,x2,...,xk in Z(R,k), the set {x1,x2,...,xk} is an edge
of Hk(R)i fa n do n l yi fx1x2···xk = 0 and the product of elements of no (k−1)-subset of
{x1,x2,...,xk} is zero.
Clearly, from the above deﬁnition we can conclude that for any k ≥ 3, Hk(R)i st h e
empty set if and only if R is a k-integral domain.
Theorem 2.8. Let R be a non-k-integral domain. If there exist prime ideals P1 and P2 in R
such that P1 ∩P2 ={0}, then χ(Hk(R)) = 2.
Proof. Since P1 ∩P2 ={ 0},t h e nP1 ∪P2 is equal to the set of all zero divisors of R.O n
the other hand, since each k-zero-divisor is also a zero divisor, each k-zero-divisor must
belong to the prime ideals P1 or P2. Consider the function c :V(Hk(R)) →{1,2} given by
c(x) =
⎧
⎨
⎩
1, x ∈P1,
2, x ∈P2.
(2.2)Ch. Eslahchi and A. M. Rahimi 5
In order to prove that c is a 2-coloring of Hk(R), we need to show that there is no edge
e in Hk(R) such that every vertex of e obtains the same color. Without loss of generality,
let e ={ x1,x2,...,xk} be an edge of Hk(R)s u c ht h a tc(x1) = c(x2) =···=c(xk) = 1. Since
x1x2···xk = 0 ∈ P2 and P2 is a prime ideal of R,t h e nxi ∈ P2 for at least one 1 ≤ i ≤ k,
which is a contradiction. Therefore, χ(Hk(R)) ≤ 2. On the other hand, since R is not a
k-integral domain, then Hk(R) has at least one edge, which implies that χ(Hk(R)) ≥ 2,
and the proof is complete. 
Remark 2.9. From the above theorem, it is clear that Hk(R)i sab i p a r t i t eh y p e r g r a p h
with partition sets V(Hk(R))∩P1 and V(Hk(R))∩P2.N o t et h a ti n[ 4], it is shown that
for any reduced ring R, the zero-divisor graph Γ(R) is bipartite if and only if there exist
two distinct prime ideals P1 and P2 of R such that P1 ∩P2 ={ 0}. In addition, if Γ(R)i s
bipartite, then it is a complete bipartite graph.
Remark 2.10. By considering the ring R = Z2 ×Z2 ×Z2,w es e et h a tχ(H3(R)) = 2. But
there are no prime ideals P1 and P2 in R satisfying the condition of Theorem 2.8.T h e r e -
fore, the converse of Theorem 2.8 is not true in general.
Theorem 2.11. Let R = R1 ×R2 ×···×Rn,w h e r eRi is an integral domain for each i =
1,2,...,n.
(1) If n =k, then χ(Hk(R)) =2.
(2) If n =k+t, then χ(Hk(R)) ≤2+t for all t ≥ 0.
Proof. Let k = n.W ec l a i mt h a t
Z(R,k) =
  
a1,a2,...,ak
 
| exactly one of the ai’s is zero for 1 ≤ i ≤k
 
. (2.3)
It is obvious that any k-zero-divisor must have at least one zero component. Let x1 =
(a11,a12,...,a1k)b eak-zero-divisor with at least two zero components. Without loss of
generality, assume that a11 = a12 = 0. Consequently, there exist x2,x3,...,xk ∈ V(Hk(R))
such that {x1,x2,...,xk}∈E(Hk(R)), where xi = (ai1,ai2,...,aik)f o ra l l1≤ i ≤ k.T h u s ,  
i≥1aij = 0f o re a c hj ≥3. Now since Rj is an integral domain, then for each ﬁxed j ≥3,
there exists at least one ij with 1 ≤ i ≤ k such that aij j = 0. Let I be the set of all ij’s such
that aij j =0 for the smallest i in the set {1,2,...,k}. Thus, we have x1
 
i∈I xi =0 and since
|I|≤k−2,wehaveacontradiction.Nowletx1 = (a1,a2,...,ak) ∈ Rsuchthatexactlyone
and only one of the components is zero. Without loss of generality, assume that a1 = 0.
Letxi =(1,1,...,1,0,1,1,...,1),wheretheithcomponentistheonlyzerocomponentofxi
for 2 ≤ i ≤ k. It is obvious that {x1,x2,...,xk}∈E(Hk(R)) and the claim is true. Consider
the function c :V(Hk(R)) →{1,2} given by
c(x) =
⎧
⎨
⎩
1 the ﬁrst component of x is zero,
2 otherwise.
(2.4)
It is easy to see that c is a 2-coloring of Hk(R), and since Hk(R) has at least one edge,
χ(Hk(R)) =2.
For the proof of part 2, assume n = k +t with t ≥ 0 a ﬁxed integer. The proof is by
induction on t. From part 1, the ﬁrst step of induction for t = 0 is true. Now, assume that6 International Journal of Mathematics and Mathematical Sciences
t ≥ 1 and the result is true for k+t.L e tc : V(Hk(R1 ×R2 ×···×Rk+t)) →{ 1,2,...,t+2}
be a t +2-c oloringofHk(R1 ×R2 ×···×Rk+t). Consider the function c  : V(Hk(R1 ×
R2 ×···×Rk+t+1)) →{1,2,...,t+3} given by
c
 (x) =
⎧
⎨
⎩
c(x) the last component of x is zero,
t+3 otherwise.
(2.5)
From this, it is not diﬃcult to show that c  is a (t +3)-coloringofHk(R1 ×R2 ×···×
Rk+t+1), and the proof is complete. 
As a very special case of the above theorem, it is easy to show that the chromatic num-
ber of H3(Z4
2)a n dH3(Z5
2) is 3. Note that the chromatic number of H3(Z5
2) is strictly less
than 2+(5−3), and the chromatic number of H3(Z4
2) equal to 3 shows that the bound is
sharp.
3. 3-zero-divisor hypergraphs
In this section, we only focus on some graph-theoretic properties of H3(R). We show that
H3(R) is connected with diameter at most 4 provided that x2 / = 0 for all 3-zero-divisors x
in R. We ﬁnd a necessary and suﬃcient condition for its completeness, and we also ﬁnd a
lower bound for its clique number.
Theorem 3.1. Let H3(R) be the 3-zero-divisor hypergraph of a ring R such that x2 / = 0 for
every 3-zero-divisor x ∈ R. Then H3(R) is connected and
diam
 
H3(R)
 
≤ 4. (3.1)
Proof. For the proof of the theorem, it is enough to show that for each two edges e1 =
{a1,a2,a3} and e2 ={ b1,b2,b3} of H3(R), there exist edges e3 and e4 which satisfy one of
the following conditions:
e3 ∩e1 / =∅ , e3 ∩e2 / =∅,( ∗1)
or
e3 ∩e1 / =∅ , e4 ∩e2 / =∅ , e4 ∩e3 / =∅ . (∗2)
Consequently, for the rest of the proof, we can always assume that ai / =bj and ai / =−bj for
all i, j ∈{ 1,2,3}.L e tG be the bipartite graph constructed as follows: V(G) = e1 ∪e2 and
aibj ∈E(G)i fa n do n l yi faibj = 0i nt h er i n gR.
Suppose G has two isolated vertices, one in e1 and the other in e2.F o re x a m p l e ,
degG(a3) = degG(b3) = 0. If there exists an element c ∈{a1,a2,b1,b2} such that a3b3c =0,
then e3 ={ a3,b3,c} satisﬁes (∗1). Suppose that this is not the case. If a3b3 / ∈{ a1,a2,b1,
b2},t h e ne3 ={ a1,a2,a3b3} and e4 ={ b1,b2,a3b3} satisfy (∗2). Otherwise without loss
of generality, assume that a3b3 = a1.T h e ne3 ={ a1,b1,b2} satisﬁes (∗1). The rest of our
p r o o fd e p e n d so nt h en u m b e ro fe d g e so fG.
Case 1. Suppose |E(G)|≤2. Then G has two isolated vertices, one in e1 and the other in
e2.Ch. Eslahchi and A. M. Rahimi 7
Case 2. Suppose |E(G)|=3. We study this case for four diﬀerent subcases as follows.
Case 2.1. Assume the degree of each vertex of G is one and
E(G) =
 
a1b1,a2b2,a3b3
 
. (3.2)
Consider the set {a1,a2b3,b1 +b2}.I fa1 = a2b3,t h e na1b2 = 0 is a contradiction. If a1 =
b1 + b2,t h e nb1a2a3 = 0, and e3 ={ b1,a2,a3} satisﬁes (∗1). If b1 + b2 = a2b3,t h e n
a1b2a3 = 0, and e3 ={ a1,b2,a3} satisﬁes (∗1). Otherwise, e3 ={ a1,a2b3,b1 +b2} is an
edge. Similarly if we consider the set {b1,a2b3,a1 +a3},t h e nw eﬁ n da ne d g ee3 which
satisﬁes (∗1)o re4 ={b1,a2b3,a1+a3} is an edge with e3 and e4 satisfying (∗2).
Case 2.2. Assume that the degree of exactly one of the vertices of G is one. Without loss
of generality, suppose that
E(G) =
 
a1b1,a1b2,a2b3
 
. (3.3)
Consider the set {a2,a3b1,a1 +b3}.I fa2 = a3b1,t h e na1a2 = 0 implies a contradiction. If
a2 = a1 +b3,t h e na2b2b1 = 0, and e3 ={ a2,b2,b1} satisﬁes (∗1). If a1 +b3 = a3b1,t h e n
a3b1b2b1 = 0. In this case if a3 = b1b2,t h e na1a3 = 0, also, b1 = b1b2 implies that b1b3 =
0, which in both cases we have a contradiction. Therefore, e3 ={ a3,b1b2,b1} is an edge
whichsatisﬁes(∗1).Ifnoneoftheaboveconditionsholds,thenthesete3 ={a2,a3b1,a1+
b3} is an edge. Now consider the set {b2,a3b1,b3}. Similarly, we ﬁnd an edge e3 which
satisﬁes (∗1), or e4 ={a2,a3b1,a1+b3} is an edge where e3 and e4 satisfy (∗2).
Case 2.3. Let the degree of two vertices of G be two. Without loss of generality, suppose
that
E(G) =
 
a1b1,a1b2,a2b2
 
. (3.4)
In this case, degG(a3) =degG(b3) =0, and the proof is complete.
Case 2.4. Assume that the degree of one vertex of G is three. Without loss of generality,
suppose
E(G) =
 
a1b1,a1b2,a1b3
 
. (3.5)
Suppose that a2
1a2 / =0. Consider the set {a1a2 −b1,a1,a3}.I fa1a2 −b1 =a1,t h e nb2b1 =0
is a contradiction. If a1a2 −b1 = a3,t h e na3b3b2 = 0, and therefore e3 ={ a3,b2,b3} is
an edge satisfying (∗1). In the other case, e3 ={ a1a2 −b1,a1,a3} is an edge. Similarly, if
we consider the set {a1a2 −b1,b2,b3},w ew i l lﬁ n da ne d g ee3 that satisﬁes (∗1), or e4 =
{a1a2 −b1,b2,b3} is an edge with e3 and e4 that satisfy (∗2). Now let a2
1a2 = 0. Consider
the set {a1 −b1,a1,a2}.I fa1 −b1 = a2,t h e na2b3b2 = 0, and therefore e3 ={ a2,b2,b3} is
an edge satisfying (∗1). In the other case, e3 ={ a1 −b1,a1,a2} is an edge. Similarly, if we
consider the set {a1 −b1,b2,b3}, we will ﬁnd a contradiction, or e4 ={a1a2 −b1,b2,b3} is
an edge with e3 and e4 that satisfy (∗2).
Case 3. Suppose |E(G)|=4. We study this case using four diﬀerent subcases as follows.8 International Journal of Mathematics and Mathematical Sciences
Case 3.1. A s s u m et h ed e g r e eo fo n ev e r t e xo fG is three. Without loss of generality, sup-
pose that
E(G) =
 
a1b1,a1b2,a1b3,a2b3
 
. (3.6)
Consider the set {a3b1,a2,a1 + b3}.I fa3b1 = a2,t h e na3b3b1 = 0, and therefore e3 =
{a3,b1,b3} is an edge satisfying (∗1). If a3b1 = a1 +b3,t h e na2
1 = 0 is a contradiction.
If a2 = a1 +b3,t h e nb2
3 = 0 is a contradiction. In the other case, e3 ={ a3b1,a2,a1 +b3} is
an edge. Similarly, if we consider the set {a3b1,b2,b3},w ewi l lﬁ n da ne d g ee3 that satisﬁes
(∗1), or e4 ={a3b1,b2,b3} is an edge with e3 and e4 that satisfy (∗2).
Case 3.2. Assume that the degree of four vertices of G is two. Without loss of generality,
suppose that
E(G) =
 
a1b1,a1b2,a2b1,a2b2
 
. (3.7)
In this case, degG(a3) =degG(b3) =0, and the proof is complete.
Case 3.3. Let the degree of three vertices of G be two. Suppose without loss of generality
that
E(G) =
 
a1b1,a1b2,a2b2,a2b3
 
. (3.8)
Consider the set {a3b3,a1,a2}.I fa3b3 = a1 or a2,t h e na3b3b2 = 0, and therefore e3 =
{a3,b2,b3} is an edge that satisﬁes (∗1). In the other case, e3 ={ a3b3,a1,a2} is an edge.
Similarly, if we consider the set {a3b3,b1,b2},w ewi l lﬁ n da ne d g ee3 that satisﬁes (∗1), or
e4 ={a3b3,b1,b2} is an edge with e3 and e4 that satisfy (∗2).
Case 3.4. Assume that the degree of two vertices of G is two. In this case, there might be
twodiﬀerentnonisomorphiccases.Withoutlossofgenerality,foronecasewecanassume
that
E(G) =
 
a1b1,a1b2,a2b2,a3b3
 
, (3.9)
and in the other case
E(G) =
 
a1b1,a1b2,a2b3,a3b3
 
. (3.10)
In the ﬁrst case, consider the set {a3b1,a2,a1 +b2}.I fa3b1 = a2,t h e na3b1b2 = 0, and
therefore e3 ={ a3,b1,b2} is an edge that satisﬁes (∗1). If a3b1 = a1 +b2,t h e na2
1 = 0i sa
contradiction.Also,a2 =a1+b2 impliesthatb2
2 = 0,whichisacontradiction.Intheother
case, e3 ={ a1 +b2,a2,b1a3} is an edge. Similarly, if we consider the set {a3b3,b1,a1 +b2},
we will ﬁnd an edge e3 that satisﬁes (∗1), or e4 ={a3b3,b1,a1+b2} is an edge with e3 and
e4 that satisfy (∗2).
Similarly, for the second case, by considering the sets {a1 + b1,a2,a3} and
{a1 +b1,b2,b3},w eﬁ n da ne d g ee3 that satisﬁes (∗1), or two edges e3 and e4 that sat-
isfy (∗2).Ch. Eslahchi and A. M. Rahimi 9
Case 4. Suppose |E(G)|=5. We continue our investigation for ﬁve diﬀerent nonisomor-
phic subcases as follows.
Case 4.1. Without loss of generality, we can assume that
E(G) =
 
a1b1,a1b2,a1b3,a2b1,a2b2
 
. (3.11)
Consider the set {a3b3,a2,a1 + b2}.I fa3b3 = a2,t h e na3b3b2 = 0, and therefore e3 =
{a3,b2,b3} is an edge that satisﬁes (∗1). If a3b3 = a1 +b2,t h e na2
1 = 0 ,w h i c hi sac o n -
tradiction. If a1 +b2 = a2,t h e nb1b2 = 0 is a contradiction. In the other case, e3 ={ a1 +
b2,a2,a3b3} is an edge. Similarly, if we consider the set {a3b3,b1,b2},w ew i l lﬁ n da ne d g e
e3 which satisﬁes (∗1), or e4 ={a3b3,b1,b2} is an edge with e3 and e4 that satisfy (∗2).
Case 4.2. Assume without loss of generality that
E(G) =
 
a1b1,a1b2,a1b3,a2b1,a3b2
 
. (3.12)
Considertheset {a1+b1,a2,b2}.Ifa1+b1 =a2,thenb2
1 = 0isacontradiction.Ifa1+b1 =
b2,thena2
1 = 0impliesacontradiction.Intheothercase,e3 ={a1+b2,a2,a3b3}isanedge
that satisﬁes (∗1).
Case 4.3. Assume without loss of generality that
E(G) =
 
a1b1,a1b2,a1b3,a2b1,a3b1
 
. (3.13)
Considertheset {a1+b1,a2,b2}.Ifa1+b1 =a2,thenb2
1 = 0isacontradiction.Ifa1+b1 =
b2,t h e na2a3b2 = 0, and e3 ={a2,b2,a3} is an edge which satisﬁes (∗1). In the other case,
e3 ={a1+b1,a2,b2} is an edge that satisﬁes (∗1).
Case 4.4. Without loss of generality, we can assume that
E(G) =
 
a1b1,a1b2,a2b1,a2b2,a3b3
 
. (3.14)
Consider the set {a3 +b1,a1,b3}.I fa3 +b1 = a1 or a3 +b1 = b3,t h e na1a2b3 = 0, and
e3 ={ a1,a2,b3} is an edge that satisﬁes (∗1). In the other case, e3 ={ a3 +b1,a1,b3} is an
edge which satisﬁes (∗1).
Case 4.5. Assume without loss of generality that
E(G) =
 
a1b1,a1b2,a2b2,a2b3,a3b3
 
. (3.15)
Consider the set {a1 +b2,a2,b1}.I fa1 +b2 = a2,t h e nb2
2 = 0. If a1 +b2 = b1,t h e na2
1 = 0,
which is a contradiction. Therefore e3 ={a1+b2,a2,b1} is an edge that satisﬁes (∗1).
Case 5. Suppose |E(G)|=6. We study three diﬀerent nonisomorphic subcases as follows.
Case 5.1. Without loss of generality, we can assume that
E(G) =
 
a1b1,a1b2,a1b3,a2b1,a2b2,a3b1
 
. (3.16)10 International Journal of Mathematics and Mathematical Sciences
Considerthesets {a1+b1,a2,a3}and{a1+b1,b2,b3}.Ifa1+b1 = a2,thenb1b2 =0.Ifa1+
b1 = a3,t h e nb2
1 = 0. Also, a1 +b1 = b2 or a1 +b1 = b3 implies that a2
1 = 0, and in either
case, we have a contradiction. Therefore, e3 ={ a1 +b1,a2,a3} and e4 ={ a1 +b1,b2,b3}
are two edges that satisfy (∗2).
Case 5.2. Without loss of generality, we can assume that
E(G) =
 
a1b1,a1b2,a1b3,a2b1,a2b2,a3b3
 
. (3.17)
Consider the set {a1 +b3,a3,b1}.I fa1 +b3 = a3,t h e nb2
3 = 0. Also a2
1 = 0w h e n e v e ra1 +
b3 = b1, which is a contradiction. Therefore, e3 ={ a1 +b3,a3,b1} is an edge that satisﬁes
(∗1).
Case 5.3. Assume without loss of generality that
E(G) =
 
a1b1,a1b3,a2b1,a2b2,a3b2,a3b3
 
. (3.18)
In this case, similar to the above subcase, e3 ={ a1 +b3,a3,b1} is an edge which satisﬁes
(∗1).
Case 6. Suppose that 7 ≤| E(G)|≤9. In this case, there always exist two vertices with
degree three, one from e1 and the other from e2.L e tdG(a1) = dG(b1) = 3. Consider the
sets {a1+b1,a2,a3} and {a1+b1,b2,b3}.I fa1+b1 =a2 or a3,t h e nb2
1 = 0; and if a1+b1 =
b2 or b3,t h e na2
1 = 0, which is a contradiction in all cases. Therefore, e3 ={a1+b1,a2,a3}
and e4 ={a1+b1,b2,b3} are two edges that satisfy (∗2). 
Remark 3.2. From the above theorem and the fact that
gr
 
H3(R)
 
≤2diam
 
H3(R)
 
+1, (3.19)
we can conclude that the diameter and girth of any hypergraph H3(R) containing a cycle
and satisfying the conditions in the above theorem are bounded by 4 and 9, respectively.
Notethatasimilarresultforazero-divisorgraphΓ(R)isstudiedin[5,8,9,14]asf ollo ws.
(1) Γ(R) is connected and diam(Γ(R)) ≤3.
(2) If Γ(R) contains a cycle, then gr(Γ(R)) ≤ 4.
Lemma 3.3. Let R be a ﬁnite ring with |R|≥4. Then R ∼ = Z2 ×Z2, or there exist two distinct
elements x and y in R−{0,1} such that xy/ =0.
Proof. For the case |R|=4, it is clear that R is isomorphic to either Z2 ×Z2, Z2[x]/ x2 
or Z4, which implies the desired result. Next, we study the case for |R|≥5b yac o n t r a r y
method. Suppose R−{0,1}={ a1,a2,...,am}, m ≥ 3, and aiaj = 0f o ra l l1≤ i/ = j ≤ m.
It is clear that a2 +1isdiﬀerent from 0 and 1. Otherwise, a1 = 0o ra2 = 0, which is a
contradiction to the choice of a1 and a2.I fa2 +1/ = a1,t h e na1(a2 +1)= 0, and we have
a1 = 0, which is a contradiction. Thus, a2 +1= a1. Similarly, a1a3 = 0, and a3 +1= a1
implies that a3 = a2, which is a contradiction. 
In the next theorem, we give a necessary and suﬃcient condition for a hypergraph
H3(R) to be complete. In the process of the following proof, we consider the obvious factCh. Eslahchi and A. M. Rahimi 11
that H3(Z2 ×Z2 ×Z2) has only one edge, and necessarily it is a complete hypergraph.
Note that for a detailed study of the completeness of a zero-divisor graph Γ(R), the reader
is referred to [5].
Theorem 3.4. Let R be a ﬁnite nonlocal ring. Then H3(R) is complete if and only if R =
Z2 ×Z2 ×Z2.
Proof. The suﬃcient part of the theorem is trivial, because H3(R) has only one edge, and
therefore is complete whenever R = Z2 ×Z2 ×Z2. Suppose that H3(R)i sc o m p l e t e .I ti sa
well-known fact that any ﬁnite ring R is isomorphic to the product of local rings. Thus,
assume that R = R1 ×R2 ×···×Rn,w h e r ee a c hRi is a local ring for all i = 1,2,...,n.
Now, we study the following cases for diﬀerent values of n.
Case 1. Suppose n ≥4. It is clear that e1 ={x1,x2,x3} and e2 ={y1,y2,y3} with
x1 =(1,1,0,0,...,0), x2 =(1,0,1,0,...,0), x3 =(0,1,1,0,...,0),
y1 =(1,0,0,1,...,0), y2 =(1,1,0,0,...,0), y3 =(0,1,0,1,...,0)
(3.20)
are two edges of H3(R). Clearly, H3(R) is not complete since {x1,x2,y1} is not an edge of
H3(R).
Case 2. Let R = R1 ×R2 ×R3. Without loss of generality, suppose that |R1|≥3. Let x ∈
R1 −{ 0,1}.O b v i o u s l y ,{(1,1,0),(1,0,1),(0,1,1)}∈E(H3(R)) and {(x,1,0),(1,0,1),
(0,1,1)}∈E(H3(R)).But{(x,1,0),(1,0,1),(1,1,0)} / ∈E(H3(R)),whichimpliesthatH3(R)
is not complete. Hence, we can conclude that |Ri|≤2a n dR =Z2 ×Z2 ×Z2.
Case 3. Let R = R1 ×R2.I fH3(R) does not have any vertices, we do not have anything
to prove. Therefore, ﬁrst we assume that |Ri|≥4f o re a c h1≤ i ≤ 2 and investigate the
following subcases.
Case 3.1. The square of one of the components of some 3-zero-divisor of R is zero. Let
(a,b) be a 3-zero-divisor in R with a2 = 0a n dl e te ={ (a,b),(c,d),(f ,g)} be an edge of
H3(R). Since Z2 ×Z2 is not a local ring, by Lemma 3.3 there exist distinct elements x
and y in R2 −{0,1} such that xy / = 0. Now, from the fact that {(a,1),(a,x),(1,0)} and
{(a,1),(a,y),(1,0)} are in E(H3(R)) and {(a,x),(a,y),(a,1)} / ∈ E(H3(R)), we can con-
clude that H3(R) is not complete.
Case 3.2. The square of none of the components of any 3-zero-divisor of R is zero. Sup-
posethate ={(a1,b1),(a2,b2),(a3,b3)}isanedgeofH3(R).Inthiscase,therealwaysexists
i ∈{ 1,2,3},s a yi = 1, such that a1a2 / = 0a n da1a3 / = 0, or similarly, b1b2 / = 0a n db1b3 / = 0.
Otherwise, the product of two elements of e will be zero, which contradicts the deﬁni-
tion for e to be an edge in H3(R). Without loss of generality, we assume that a1a2 / = 0a n d
a1a3 / =0. By using Lemma 3.3, similar to Case 3.1, there exist distinct elements x and y in
R2 −{0,1} such that xy / = 0. Since {(a1,0),(a2,x),(a3,1)} and {(a1,0),(a2,y),(a3,1)} are
the edges of H3(R), and {(a2,x),(a2,y),(a3,1)} is not an edge of H3(R), then H3(R)i sn o t
complete.
Next, we assume that the size of one of the rings Ri’s is 2, where i = 1,2. Without loss
of generality, assume that R2 = Z2. It is clear that R does not have any 3-zero-divisors12 International Journal of Mathematics and Mathematical Sciences
whenever R1 is an integral domain. Thus, R1 has at least four elements. Obviously, the
edges of H3(R) cannot be diﬀerent from the following forms:
 
(a,0),(b,0),(c,0)
 
,
 
(a,1),(b,0),(c,0)
 
,
 
(a,1),(b,1),(c,0)
 
. (3.21)
Case 3.3. Let H3(R)h a v ea ne d g eo ft h ef o r m{(a,0),(b,0),(c,0)}.
Then {(a,1),(b,0),(c,0)}∈E(H3(R)), {(a,0),(b,1),(c,0)}∈E(H3(R)), and {(a,0),
(b,0),(c,1)}∈E(H3(R)). In this case, the completeness of H3(R) implies that {(a,1),
(b,1),(c,1)}∈E(H3(R)), which is a contradiction.
Case 3.4. Suppose {(a,1),(b,0),(c,0)} is an edge of H3(R). Therefore, b/ = c, ab / = 0, ac / =0,
and bc / = 0. In this subcase, we study two diﬀerent cases:
(a) The ﬁrst components of two elements of {(a,1),(b,0),(c,0)} are equal. For exam-
ple, assume a = b.T h u s ,{(a2,1),(1,0),(c,1)}∈E(H3(R)) whenever a2 / = c. In this case,
c/ = 1, and the completeness of H3(R) implies that {(a,1),(1,0),(c,0)}∈E(H3(R)), which
contradicts ac / = 0.
On the other hand if a2 = c,w eh a v ea4 = 0, which implies a3 / = a. Therefore, {(a,1),
(a3,1),(1,0)} is an edge of H3(R), which contradicts ac / = 0.
(b) Let a/ = b and a/ = c. In this case, {(a,1),(b,1),(c,0)} and {(a,1),(b,0),(c,1)} are in
E(H3(R)). Consequently, the completeness of H3(R) implies that {(a,1),(b,1),(c,1)}∈
E(H3(R)), which is a contradiction.
Case 3.5. Let all the edges of H3(R)b eo ft h ef o r m{(a,1),(b,1),(c,0)}. Assume that
{(a,1),(b,1),(c,0)} and {(a ,1),(b ,1),(c ,0)} are two edges of H3(R). Therefore, by the
completeness of H3(R), one of the sets
 
(a,1),(b,1),(a
 ,1)
 
,
 
(a,1),(b,1),(b
 ,1)
 
,
 
(a,1),(c,0),(c
 ,0)
 
(3.22)
s h o u l db ea ne d g eo fH3(R). This is a contradiction to the deﬁnition of an edge or to
Case 3.4. Now, we can conclude that H3(R) has only one edge of the form {(a,1),
(b,1),(c,0)},w h e r eac / = 0a n dbc / = 0. Furthermore, if ab / = 0, then {(a,1),
(b,0),(c,0)} is an edge of H3(R), which is a contradiction. Thus, ab = 0. Consequently,
c/ = 1 implies that {(a,1),(b,1),(c,0)}, {(a,1),(b,1),(1,0)} and {(a,1),(b,1),(−1,0)} are
edgesinH3(R),whichisacontradiction.Hence,wecanconcludethat {(a,1),(b,1),(1,0)}
is the only edge of H3(R)a n d1=− 1i nR1. Next, we show that a2 = a and b2 = b.S i n c e
{(a,1),(b,1),(a+1,0)} is not an edge in H3(R), ba = 0, and b/ = 0, then b(a+1)/ = 0, and
we must have a(a+1)=0, which implies that a2 = a. By a similar argument, we can con-
clude that b2 = b.S up posex ∈R1 −{0,1,a,b}.S inc e{(a,1),(b,1),(x,0)}isnotanedgeof
H3(R), then ax = 0o rbx =0. Without loss of generality, suppose that ax = 0. Now, since
b+x/ =b,{(a,1),(b+x,1),(1,0)}isnotanedgeofH3(R).Therefore,b+x =0orb+x = a.
If b+x = 0, we have b = x, which is a contradiction. Let b+x = a.T h e nx = b+a,a n d
therefore a(b+a) = 0, which implies that a = a2 = 0, a contradiction. Thus, {0,1,a,b}
are the only elements of R1.S i n c eR1 is a local ring with 4 elements, then R1 = Z4 or
R1 = Z2[x]/ x2 . In either case, R = R1 ×Z2 does not have any edges, and H3(R)i sn o t
complete.Ch. Eslahchi and A. M. Rahimi 13
Finally, since the proof of the case R2 = Z3 is similar to the above argument, we leave
the rest of the proof to the reader. 
Remark 3.5. Bounds for ω(Γ(R)) are given by using nilpotent elements of R as studied
in [6]a sf o l l o w s .L e tR be a commutative ring and 0 / = x ∈ nil(R), and let n be the least
positive integer such that xn = 0.
(1) If n = 2t,t h e nω(Γ(R)) ≥2t −1.
(2) If n = 2t+1,thenω(Γ(R)) ≥ 2t.
Similarly, in the next theorem, we give a lower bound for the clique number of H3(R)
using the index of nilpotence as studied in [6] for a zero-divisor graph Γ(R).
Theorem 3.6. Let x be an element of a commutative ring R such that xn =0 and x(n−1) / =0.
Then
ω
 
H3(R)
 
≥
⎧
⎪ ⎨
⎪ ⎩
22t−2 if n =3t,
22t−1+1
2
otherwise.
(3.23)
Proof. For n =3t, the set
A =
 
xt 
1+a1x+a2x2+···+a2t−1x2t−1 
|ai ∈{0,1},1≤i ≤ 2t −1
 
(3.24)
is a clique of size 22t−1.
Similarly, for n = 3t+1andn =3t+2, the set
A =
 
xt+1 
1+a1x+a2x2+···+a2t−1x2t−1 
| ai ∈{0,1},1≤i ≤ 2t −1
 
∪
 
xt 
(3.25)
is a clique of size 22t−1+1. 
Theorem 3.7. For any integer m ≥ 3, there exists an integer n such that
ω
 
H3
 
Zn
2
  
≥
m
2
, (3.26)
where Zn
2 =Z2 ×Z2 ×···×Z2 (n times).
Proof. For m = 3, it is clear that the set {(1,1,0),(1,0,1),(0,1,1)} is a clique of size 3 in
H3(Z3
2). Suppose that {a1,a2,...,am} is a clique of size m in H3(Zn 
2 ). Let n = n  +m.W e
deﬁne bi in H3(Zn
2)t ob et h en-tuple whose ﬁrst n  components are exactly ai and all the
other components are 0, except the (n +i)th component, which is 1 for all 1 ≤ i ≤m.L e t
bm+1 be the n-tuple whose ﬁrst n  components are 0 and all the other m components are
1. Now, it is easy to see that {b1,b2,...,bm+1} i sac l i q u eo fs i z em+1inH3(Zn
2). Note that
n satisﬁes the recursion relation xm =xm−1+m−1, where m ≥ 4a n dx3 = 3. 
The following corollary is an immediate consequence of the above theorem.14 International Journal of Mathematics and Mathematical Sciences
Corollary 3.8. The chromatic number of H3(Zn
2) goes to inﬁnity as n approaches inﬁnity.
That is,
lim
n →∞χ
 
H3
 
Zn
2
  
=∞. (3.27)
We conclude this section by posing a question on the isomorphism of the rings of
3-zero-divisor hypergraphs. In [6], it is shown that for any ﬁnite reduced commutative
rings A and B which are not ﬁelds, then Γ(A) ∼ = Γ(B)a sg r a p h si fa n do n l yi fA ∼ = B as
rings. Furthermore, in [3], this result is generalized to the case that if A i saﬁ n i t er e d u c e d
ring which is not isomorphic to Z2 ×Z2 or Z6 with B a ring such that Γ(A) ∼ = Γ(B), then
A ∼ = B.A l s o ,i n[ 7], it is shown that A and its total quotient ring T(A) have isomorphic
zero-divisor graphs.
Question 2. Let A and B be two commutative rings. Under what condition(s) does the
isomorphism of H3(A)a n dH3(B) imply the isomorphism of A and B?
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