Let T be a tree with n vertices. To each edge of T , we assign a weight which is a positive definite matrix of some fixed order, say, s. Let Dij denote the sum of all the weights lying in the path connecting the vertices i and j of T . We now say that Dij is the distance between i and j. Define D := [Dij ], where Dii is the s × s null matrix and for i = j, Dij is the distance between i and j. Let G be an arbitrary connected weighted graph with n vertices, where each weight is a positive definite matrix of order s. If i and j are adjacent, then define Lij := −W −1 ij , where Wij is the weight of the edge (i, j). Define Lii := n i =j,j=1 W −1 ij . The Laplacian of G is now the ns × ns block matrix L := [Lij ]. In this paper, we first note that D −1 − L is always non-singular and then we prove that D and its perturbation (D −1 − L) −1 have many interesting properties in common.
Introduction
Consider a finite, simple and undirected graph G = (V, E), where V is the set of vertices, and E is the set of edges. We write V = {1, . . . , n} and (i, j) ∈ E if i and j are adjacent. To an edge (i, j) of G, we assign a weight W ij which is a positive definite matrix of order s. We now say that G is a weighted graph. Define
where 0 s is the s × s null matrix. The Laplacian of G is then the matrix
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Recall that a tree is a connected acyclic graph. Let T be a tree with n-vertices. The distance S ij between any two vertices i and j of T is the sum of all the weights lying in the path connecting i and j. Define
Now the distance matrix of T denoted by D(T ) is the ns × ns block matrix with (i, j) th block equal to D ij . Distance matrices are well studied when s = 1, i.e., the weights are positive scalars. These matrices have a wide literature with numerous applications: see for example [3] , [5] and references therein. Our objective in this paper is to go beyond the usual scalar case and study much more general class of matrices for which the theory can be extended by some additional matrix theoretical techniques. Several interesting properties of D(T ) and L(T ) are known. In addition, there are identities that connect D(T ) and L(T ). Distance matrices in this weighted set up are introduced in [2] and further investigated extensively in [1] . Some of those important properties are listed below. These will be useful for proving our result. For brevity, we write D = D(T ) and L = L(T ).
(P1) Let L † be the Moore-Penrose inverse of L. Then,
See Theorem 3.4 in [1] . (P2) Let δ i be the degree of the vertex i and τ be the column vector with i th component equal to 2 − δ i . Suppose I s is the s × s identity matrix. Then,
where R is the sum of all the weights in T and ∆ := τ ⊗ I s : see Theorem 3.7 in [1] . (P3) If J is the block matrix with each block equal to I s , then D is negative definite on null-space of J. So, D has exactly s positive eigenvalues: see section 2.3 in [1] . (P4) If G is connected, then L(G) is positive semidefinite, LJ = 0 and rank(L) = ns − s. This can be proved easily. Now, it follows that column space of L is contained in M.
1.1. Objective of the paper. Let T be a weighted tree and G be a weighted graph with n vertices. Assume G is connected. As before we shall write D for D(T ) and L for L(G). The blocks of D and L will be D ij and L ij which are s×s matrices. We first show in this paper that D −1 − L is always non-singular. Define F :
We say that F is a perturbation of D. By performing certain numerical experiments, we observed that any perturbation F has the following properties. It can be noted that the result in this paper is a far reaching generalization of that result.
1.2. Notation. We fix the following notation. 
Result
We now prove our main result.
Theorem 2.1. Let T be a weighted tree with n-vertices, where each weight is of order s. Let D = [D ij ] be the distance matrix of T . Suppose G is a connected and weighted graph with n-vertices, where each weight is of order s. Let L = [L ij ] be the Laplacian matrix of G. For any β ≥ 0, the following are true.
is non-singular and has exactly s positive eigenvalues.
Proof.
(i) Let x ∈ R ns be such that
Put y = D −1 x. Then, y ′ = βx ′ L and so, by (P4) y ∈ M. By (P1), D is negative semidefinite on M, and hence y ′ Dy ≤ 0. This implies that x ′ D −1 x ≤ 0 and hence x ′ Lx ≤ 0. As L is positive semidefinite, x ′ Lx = 0, and therefore, Lx = 0. This leads to x ′ D −1 = 0 and hence x = 0. Thus we get (i). (ii) By (P2) and (P3), In (D −1 ) = (ns − s, 0, s). In view of (i), D −1 − δL is non-singular for any δ ≥ 0. Using the continuity of eigenvalues, we get
In (D −1 − βL) = (ns − s, 0, s). Let v := (δp, y) ′ be an arbitrary non-zero vector in W . As before, define
Since U ′ p = 0, we see that
So, G is positive semidefinite on W . Since dimension of W is s + 1, G will have at least s + 1 non-negative eigenvalues. But from (iv), we see that In (G) = (ns, 0, s). This is a contradiction. Hence, (D −1 − βL) −1 is negative semidefinite on M. (vi) Define A := (D −1 − L) −1 and let the (i, j) th block of A be written A ij . We shall first prove that all the diagonal blocks of A are positive definite. Let H := A −1 , and let H ij be the (i, j) th block of H.
We claim A 11 is positive definite. Define ∆ := {2, . . . , n} and Q := H[[∆]]. We note that
and hence by a theorem of Fiedler and Markham [4] , nullity of Q and nullity of A 11 are equal. By (iii), Q is negative definite and so, Q is non-singular. Hence, A 11 is non-singular. Now it follows that
where A/A 11 is the Schur complement of A 11 in A. In view of inertia additivity formula, (ii) and (iii), we see that Thus, A 11 is positive definite. By a similar argument, we conclude that all diagonal blocks of A are positive definite. For a non-zero vector x ∈ R s , define
We claim that the off-diagonal entries of G x are non-zero. Let y = (y 1 , y 2 , . . . , y n ) ′ be an element in {e} ⊥ . For each i ∈ [n], let p i := y i x and p := (p 1 , p 2 , . . . , p n ) ′ . As
y i x, and n i=1 y i = 0, it follows that Jp = 0 and hence p ∈ M. By (v), A is negative definite on M. Since p ′ Ap = y ′ G x y, we now see that G x is negative definite on {e} ⊥ . This implies G x has at least n − 1 negative eigenvalues.
As each diagonal block A ii is positive definite, the diagonal entries of G x are positive. So, In(G x ) = (n − 1, 0, 1).
By an application of interlacing theorem, we now see that all the off-diagonal entries of G x are non-zero. This proves our claim.
To this end, we have thus shown that if A ij is an off-diagonal block of A, then either A ij is positive definite or negative definite. We now claim that A ij is positive definite. Define f : (0, ∞) → R s×s by
Note that f (α) is the (i, j) th off-diagonal block of (D −1 −αL) −1 . By a similar argument as above, we see that f (α) is either positive definite or negative definite, for any α ∈ (0, ∞). We now note that trace(D ij ) = lim α↓0 trace(f (α)).
As each block D ij is positive definite, trace(D ij ) > 0. So, trace(f (δ)) > 0 for some δ > 0. As f (α) is positive definite or negative definite for all α > 0, it follows that trace(f (α)) = 0 for each α ∈ (0, ∞). Thus, trace(f (α)) > 0 for each α > 0 and hence f (α) is positive definite for all α > 0. Therefore, each block of (D −1 − L) −1 is positive definite. 
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Consider the graph G on four vertices, where S 1 = 2 0 0 2 , S 2 = 8 0 0 8 , S 3 = Then, the matrix (D −1 − L) −1 is:
We note that each block in (D −1 − L) −1 is positive definite, In ((D −1 − L) −1 ) = (6, 0, 2), and (D −1 − L) −1 is negative semidefinite on M.
