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Abstract— An orientation model provides an analytical means
for describing fingerprint ridge orientations. It can help in data
storage and recovery as well as other possible communication
applications related to biometric security. Since fingerprint ridge
patterns often possess both smooth features and high curvature
patterns, it is not easy to describe the overall topology with a
single analytical model. A combination approach of different
models is a way to address the problem. In this paper, we
explore this topic by investigating local orientation models for
estimating high curvature patterns in the singular regions.
Our experimental results show that the resulting combination
approach can improve the overall topology estimation and thus
the end performance of a fingerprint authentication system.
I. INTRODUCTION
With the pervasive growth of Internet computing, it is highly
desirable to have reliable safeguards for sensitive data and
personal resources. Critical information of data transaction
over the web can be encrypted using advanced cryptography
methods and data hiding techniques. However, these security
measures are not capable of validating the genuine users. This
vulnerability has been evidenced by numerous spoofing and
intrusion attacks. People are now more conscious than ever that
the current password based authentication is just not secure
enough.
On the other hand, everyone possesses permanent biometric
traits that cannot be stolen or deceived. Thus much effort has
come to deploy effective biometric based security mechanisms.
Fingerprints are highly distinctive between individuals [1] and
the acquisition device is user friendly and with a relatively
low cost. These beneficial features have made it attractive for
personal identification.
Estimating ridge orientations is essential for many
fingerprint-based applications. For instance, it can be used
to enhanced the fingerprint quality which helps to extract
distinctive features. Most fingerprint ridge topologies are not
overall smooth. They often encompass singular regions where
the ridge flows are wrapped around a Singular Point (SP) with
discontinuous manner.
Ridge pattern near a SP is often characterized by high
curvature. This can result in a hard tradeoff for orientation
estimation. For instance, a large estimation window may be
beneficial for averaging noise but may also suppress ridge
curvature especially in singular regions [2]. Therefore, post
processing techniques, such as using hierarchical window size
[3] and weighted averaging method [4], were proposed in the
literature.
Compared to the enhanced averaging methods, mathemat-
ical modeling can provide other functions in addition to
refining the orientation estimation. A good orientation model
can provide a comprehensive description of the subject, and
thus enables discovery of the embedded features and use
in other applications. If a mathematical model can be used
to reconstruct the orientation field, it is only necessary to
store and analyze the model coefficients. Since the number
of coefficients is usually much less than the number of raw
orientation data, it is an advantage for embedded applications
where resource is often highly constrained. A mathematical
model for fingerprint orientation may also have other potential
applications for communication systems such as indexing and
bio-cryptography.
Several orientation models have been proposed in the litera-
ture. Sherlock and Monro [5] describe orientation fields using
the square root of a rational polynomial function with first-
order poles and zeros. However, the reconstructed orientation
patterns are only for “ideal” ridge topologies.
Rao and Jain [11] discussed the linear system of first-
order differential equations for modeling texture flows. Some
of the linear phase portraits resemble the singular patterns
of fingerprints closely. However, the linear system can only
accommodate at most one singular point (SP). Therefore, it is
not suitable for describing the overall fingerprint orientation
pattern where multiple SPs can be embedded. Nevertheless, the
phase portrait analysis has inspired many other considerations
including our ideas as will be shown later in this paper.
Yao [8] et. al. proposed a nonlinear expansion of Taylor
series with linear constraints placed at singular points in order
to insure the desired orientation patterns can be generated from
the first-order phase portraits at SPs.
Zhou et. al. [7] combined a higher order polynomial model
and a point-charge model for different regions. The polynomial
function is used to describe the overall ridge topology and
the point-charge model is used to correct the local description
around singular points. A global weighing function is used to
combine the different models with respect to the distance from
each SP in the orientation field.
Since fingerprints often possess both smooth features in a
global sense and steep changes in local regions, it is not easy
to describe the overall topology with a single mathematical
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model. In this paper, we propose a new combination approach
to address the problem.
We first derive an elliptic curve model from the linear
system that can generate desired orientation patterns. The
proposed elliptic model possesses advantages over the point-
charge model [7] and the nonlinear-constrained model [8].
This is because the point-charge model can represent at
most one SP in a local region. Its performance degrades in
cases when multiple SPs are geometrically crowded and have
influence on each other. The elliptic curve model does not
suffer from this problem as it can capture up to four SPs [9].
The constrained nonlinear optimization adds computational
complexity to the nonlinear-constrained model. We show that
a second order polynomial can approximate the elliptic curve
model with little sacrificing in accuracy but great improvement
in computational advantage.
The rest of the paper is organized as follows. Section II
presents the proposed local orientation models. Section III
investigates different combination approaches and compares
their performance and impacts on fingerprint authentication
systems. Finally, we conclude in Section IV.
II. THE PROPOSED ORIENTATION ESTIMATION
Fingerprint orientation field (OF) depicts the dominant ridge
orientation in lattice for a fingerprint image. Since only the
orientation angle is of interest, the OF can be represented in
the form of {θij}, where θij ∈ [0, π) and (i, j) are the lattice
indices.
The local orientation θij can be derived from the gradients
of gray intensity change in a fingerprint image. The gradients
are pointing to the highest variation of gray intensity. There-
fore, the dominant gradient direction is perpendicular to the
local ridge orientation which is in tangential to the ridge flows.
It is difficult to extract the dominant gradients at high
curvature areas via the normal averaging process [10]. High
curvature often appear near singular points (SP). Based on
the ridge assembling behavior, SP can be classified into three
basic topologies: whorl(twin loop), loop and delta [1]. Figure
1 shows some typical ridge patterns of these kinds.
From a geometric point of view, the whorl type pattern
is very much like concentric circles, while the twin loop
is similar to cubical parabolic hyperbola and the loop is
of parabola shape. A research question naturally arises: is
it possible to analyze the ridge orientation patterns with
differential geometric theories?
The linear system of first-order differential equations can
be written as:
x˙ = F (x, y) = ax + by + e
y˙ = G(x, y) = cx + dy + f,
(1)
where x = [x, y]T is a vector in the two-dimensional space
R2 and x˙ = [x˙1, y˙2]T is the gradient vector of x. The above
equations can be represented with matrix notation:
x˙ = Ax + b,
(a) Whorl (b) Twin loop
(c) Loop (d) Delta
Fig. 1. Ridge patterns with high curvature around SP.
(a) Center (b) Spiral (c) Saddle
Fig. 2. Phase portraits generated from the linear system (1)
where A is the characteristic matrix, and b = [e, f ]T is the
translational component of the system. If |A| = 0, there is one
SP at the origin. Otherwise, i.e. |A| = 0, no SP is present in
the local neighborhood [11]. Further, iff |A| < 0, i.e. ad < bc,
the linear system x˙ = Ax has a saddle-like SP at the origin
as shown in Figure 2(c). However, positive |A| may result in
several different flow patterns other than the saddle [12]. Two
examples are shown in 2(a) and 2(b).
Comparing Figure 1 and 2, one can see that the centers
and spirals resemble the whorl and twin-loop topologies quite
well. Although the loop-type and delta-type SP can not find
direct parts in the six flow patterns, we observe that they have
strong resemblance to the portraits on the half-phases (phase
angles divided by 2) derived from the center/spiral and saddle
patterns respectively. Figure 3 displays the corresponding half-
phase portraits generated from those shown in Figure 2. Note
that variation, such as squeezing and rotation, of the patterns
shown in the phase portraits can be achieved by scaling and
reversing the elements in the characteristic matrix A and the
translation vector b.
In practice, the linear system (1) cannot be directly used
to model ridge orientations. There are three main reasons.
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(a) Loop I (b) Loop II (c) Delta
Fig. 3. Half-phase portrait of (a) center (concentric circles); (b) spiral; (c)
saddle.
Firstly, the orientation angle is defined within [0, π) which
has an intrinsic discontinuity from π to 0 while the differ-
ential equations assume continuity. Secondly, the linear model
cannot give direct description for loop-type and delta-type SPs.
Finally, the linear model cannot represent multiple SPs in a
local region.
The first two problems can be resolved by modeling the
squared OF. The squared OF is associated with doubled orien-
tation angles [10]. The phase change thus becomes continuous.
To address the last problem, we propose an elliptic curve
model as follows.
As shown in Figure 2, a whorl or twin-loop SP can be
directly modeled by the linear system (1). From the trigono-
metric double-angle formula, the associated squared OF can
be modeled by
cos 2θ(x, y) = 2 cos2 θ(x, y)− 1
= 2F (x, y)2 − 1
sin 2θ(x, y) = 2 cos θ(x, y) sin θ(x, y)
= 2F (x, y)G(x, y).
(2)
Now the linear system is squared to two elliptic functions
as shown in (2). With matrix notation, the estimated phases
can also be written as
cos 2θˆ(x, y) = 2pT ααTp− 1
sin 2θˆ(x, y) = 2pT αβTp,
(3)
where p = [x, y, 1]T is the variable vector and α = [a, b, e]T ,
β = [c, d, f ]T are parameters for F and G respectively.
The elliptic model can be optimized by minimizing squared
errors between the estimation and the observation over the
local singular region D. Let
tc(x, y) =
1
2
cos 2θ(x, y) +
1
2
,
ts(x, y) =
1
2
sin 2θ(x, y).
(4)
be the training data on the observation of θ at each locus
(x, y). Then the optimization is obtained by
min
α
∑
D
‖pT ααTp− tc(x, y)‖2,
min
α,β
∑
D
‖pT αβTp− ts(x, y)‖2
(5)
with respect to the parameters α and β.
Standard algorithms, such as the Levenberg-Marquardt
method, for nonlinear least square optimizations can be used
to solve (5). The whorl and twin-loop can be reconstructed
directly from the linear system (1) defined by the parameters
α and β. For loop and delta, the OF is represented by the half
phase portrait of (3).
Further consider the proposed elliptic model in (3). If we
let Bc = ααT , Bs = αβT and omit the constant and scales,
then (3) is reduced to
cos 2θˆ(x, y) = pTBcp
sin 2θˆ(x, y) = pTBsp
(6)
which becomes a pair of second-order bivariate polynomial
functions. Thus it can be considered as an approximation to
the proposed elliptic model.
The main benefit of using the polynomial approximation is
in that the tedious nonlinear least square optimization can be
replaced by a fast and more reliable linear least square method.
We report our results of preliminary experiments in the next
section.
III. PERFORMANCE EVALUATION
The above elliptic curve model is proposed for estimat-
ing local orientations near singular points. For estimation of
the overall orientation filed, it is combined with a fourth-
order polynomial that provides a description for the global
smoothness. The combination process is similar as in [7]. That
is, a weighing function is introduced to insure that a close
orientation estimate follows the elliptic model if it is close
to a singular point or follows the global polynomial model if
it is otherwise. The boundary of the separation depends on
experimental experience.
Figure 4 gives a concrete example to show the estimation
effects of different approaches used for orientation estimation.
The estimated results are superimposed on the same finger-
print image. For more objective evaluation of high curvature
estimation in the SP regions, the core of whorl and delta are
manually detected for the fingerprint and marked by a dot and
a triangle respectively in the image.
Figure 4(a) is from an enhanced gradient-based method
[2] that estimates orientations from gray intensity changes
of the fingerprint. Since it is directly from the image, the
coarse OF is used as training input to the OF models used
in subsequent figures. One can see that Figure 4(a) is coarse
due to the noise-sensitive nature of gradient-based methods
[1]. Although the averaging process can help to reduce noise
effects, it also tends to level out the important high curvature
information. In our experiments, we are keen on preserving
high curvature information thus tradeoff is given by sacrificing
noise resilience in coarse estimates.
The OF displayed in Figure 4(b) is reconstructed from a
fourth-order bivariate polynomial model. One can see that the
resulting OF estimates are fairly smooth in a global sense but
the topology pattern was distorted at the whorl center.
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(a) Gradient-based (b) Global polynomial
(c) Global polynomial + Point-charge (d) Global polynomial + Proposed elliptic curve
Fig. 4. OF estimates from different approaches on the same fingerprint. The whorl and delta are marked with © and  respectively.
Figure 4(c) replaced the distorted estimates near the SP
regions at the whorl and delta with those from the point-charge
model [7]. One can see that the estimation for high curvature
is improved, but the interpretation around the core, especially
to the left, does not coincide with the original trends of ridge
flows as shown in the background.
Figure 4(d) demonstrates orientation estimates from the
proposed elliptic model in combination with the global fourth-
order polynomial model. Comparing with results shown in the
other figures, the proposed model gives better description in
the singular regions where ridges are bent with high curvature.
Figure 5 displays another set of comparison for the local ori-
entation estimation on singular patterns. The estimated results
based on the four comparing methods are again superimposed
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(a) Gradient-based (b) Global polynomial (c) Point-charge (d) Elliptic curve (e) Local polynomial
Fig. 5. OF estimates from different approaches on a fingerprint segment with high curvature. The embedded loop-like SP is marked with ©.
on the tested fingerprint segments. The loop-type SP is also
manually identified and marked.
Figure 5(b) is the corresponding section in the overall OF
constructed from the global four-order polynomial model.
On the other hand, figure 5(c)-5(e) are estimation results
constructed from different local orientation models around the
loop of SP. That is, the estimation is only based on training
data in the local region. We see that the results from those
local orientation models have gained improvements against
their coarse orientation input as shown in figure 5(a), and
that from the global polynomial model. In particular, the local
second order polynomial approximation, although slightly less
accurate than the elliptic curve model at the SP position,
coincides with most of the highly curved ridge trends.
From our experiments, it seems that the second-order
polynomial function is a good approximation to the elliptic
curve model, which gives satisfactory performance for the
orientation estimation of singular pattern with high curvature.
Table I lists the computational time required by solving the
compared local orientation models for the above fingerprint
segment.
TABLE I
COMPUTATIONAL TIME REQUIRED BY SOLVING THE LOCAL ORIENTATION
MODELS FOR A FINGERPRINT SEGMENT.
point-charge Elliptic-curve 2nd-order polynomial
0.078 seconds 0.152 seconds 0.032 seconds
The computational time listed above is obtain from the same
computing environment on a Pentium 4 3.0GHz machine with
a Matlab implementation.
From Table I, we see that the second-order polynomial
approximation to the elliptic curve model possesses obvious
computational advantage over the other two local orientation
models. This is because it only requires a fast linear least
square for the optimization process. Therefore, we adopt it in
placement of the proposed combination model for evaluating
the statistical performance.
As we have introduced in Section I, the estimation of
orientation fields (OFs) is a fundamental process in fingerprint
authentication systems (FAS). An accurate OF extraction has
a great impact on the final fingerprint matching performance.
Therefore, the comparing OF extraction algorithms will be
tested on the same FAS platform by replacing them with the
OF estimation module in the system respectively.
The FAS uses minutiae matching to verify input fingerprint
queries. The system performance is assessed by two matching
indices: false acceptance rate (FAR) and false rejection rate
(FRR). The FAR index is defined as the general percentage of
an imposter being falsely accepted by the system, while the
FRR index is the probability of a genuine user being falsely
rejected.
We run our experiments on a public database used in the
FVC2002 contest [1], which contains 800 live-scanned finger-
prints from 100 fingers each gives 8 different impressions. All
the images are captured by an optical sensor with a resolution
of 500dpi.
In our experiments, each fingerprint is mesh matched with
one another in the database, which results in a total 12×(799×
800) = 319, 600 pairs of comparison. Among them, 12 × (7×
800) = 2800 are genuine pairs (i.e. the two in a pair are from
the same fingers) and 12 × (8 × 99 × 800) = 316, 800 are
imposter pairs (i.e. from different fingers).
The system performance is usually reported by a Receiver
Operating Characteristics (ROC) curve that plots the two in-
dices FAR versus FRR at various matching thresholds. Figure
6 depicts the ROC curves for the authentication system based
on the comparing OF estimation methods.
As shown in Figure 6, the accuracy of an OF estimation
can largely affect the system’s final matching performance.
All the model based methods have improved from the coarse
OF directly computed from the gray scale image. Among the
three model-based approaches, the proposed model achieves
the best gain.
IV. CONCLUSIONS
Orientation estimation is important in fingerprint authentica-
tion systems. It directly affects the end performance of system
false acceptance rate and false rejection rate. An accurate
orientation model helps in improving orientation estimation
as well as other important fingerprint applications such as
indexing.
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Fig. 6. ROC with different OF extraction algorithms.
Fingerprints often possess both smooth ridge flows and
singular regions with high curvature. It is difficult to accommo-
date these different patterns in a single mathematical descrip-
tion. A combination approach can be considered to address
the problem. In this paper, we investigated different local
orientation models in order to improve the local orientation
estimates near the singular points. We first proposed an elliptic
curve model derived from a linear system of differential
equations. A more general second-order polynomial model is
then considered for the approximation of the elliptic curve
model in order to reduce the computational complexity.
We show that the second-order polynomial approximation,
although slightly less accurate in representing the singular
point locations, possesses an obvious computation advantage
in modeling the local singular region. Therefore, we adopt it
in placement of the local orientation model in the combination
approach.
The combination of different polynomial models, globally
with a higher order and locally with second order, enables
a global topology description for both smooth patterns and
the critical high curvature patterns. The proposed combination
approach has been evaluated on real fingerprint images in
comparison with other existing methods. Our preliminary
results show that the proposed approach can improve the
false acceptance rate and false rejection rate of fingerprint
authentication systems.
However, in general, the combination approach has an
inherent problem of uncertainty as it relies heavily on the
accurate detection of singular points which is by itself not
a trivial task. The performance of such a method may degrade
largely if the detected singular points are faulty. Moreover,
there seems to have no clear rules on the partition of patching
areas for the combinational modeling. The actual practice
usually depends on experimental experience. Hence, there is
a need to explore new framework that can systematically
construct a consistent description of the entire orientation field.
We have make some progress along this direction [13].
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