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Abstract— We present a constrained motion control frame-
work for a redundant surgical system designed for minimally in-
vasive treatment of pelvic osteolysis. The framework comprises
a kinematics model of a six Degrees-of-Freedom (DoF) robotic
arm integrated with a one DoF continuum manipulator as well
as a novel convex optimization redundancy resolution controller.
To resolve the redundancy resolution problem, formulated as
a constrained `2-regularized quadratic minimization, we study
and evaluate the potential use of an optimally tuned alternating
direction method of multipliers (ADMM) algorithm. To this end,
we prove global convergence of the algorithm at linear rate and
propose expressions for the involved parameters resulting in a
fast convergence. Simulations on the robotic system verified our
analytical derivations and showed the capability and robustness
of the ADMM algorithm in constrained motion control of our
redundant surgical system.
I. INTRODUCTION
Continuum Dexterous Manipulators (CDMs) have
changed the paradigm of Minimally Invasive Surgical (MIS)
procedures due to their added dexterity and compliancy
compared to the common rigid surgical instruments
[1]. These robots have been studied in a variety of
surgical procedures interacting with soft tissues e.g. Natural
OrificeTrans-luminal Endoscopic Surgery [1],[2], endoscopic
submucosal dissection [3], and petrous apex lesions in the
skull base [4]. Our group is currently focusing on developing
a surgical system for MIS treatment of hard tissues and
particularly treatment of osteolytic lesions behind the hip
acetabular implant using a custom designed CDM [5],[6]
and Fiber Bragg Grating (FBG) optical sensors [7], [8].
As shown in Fig. 1, in our proposed approach for MIS
removing and treatment of osteolytic lesions behind the
confined area of the implant, the CDM is first inserted
through the screw holes of the well-fixed acetabular implant
(with 8 mm diameter), and then controlled to the desired
locations behind the implant. To this end, we utilize a
hybrid redundant surgical system including a six Degrees-
of-Freedom (DoF) robotic manipulator, as the positioning
robot, and a one DoF CDM, as the dexterous guiding channel
for different instruments (e.g. curettes, burs, and shaving
tools). Of note, the used CDM is made of nitinol tubes
(with outer diameter of 6 mm and inner diameter of 4 mm)
with notches along its length, which constrains its bending
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Fig. 1. Hybrid redundant surgical system for treatment of osteolysis.
to a single plane via two actuating tendons [9]. Successful
motion control of this redundant surgical system in real time
considering the safety concerns demands a fast enough and
reliable concurrent control framework.
Redundancy resolution of manipulators has been widely
studied in the literature. For instance, Chirikjain and Burdick
[10] and Sen et al. [11] used variational calculus for motion
control of hyper-redundant manipulators and parallel robots,
respectively. Further, other researchers implemented pseu-
doinverse control approach for dexterity optimization [12]
and torque minimization [13]. Kapoor et al. [2] has inves-
tigated redundancy resolution of a hybrid surgical system
with a CDM using an optimization framework proposed by
Funda et al. [14]. In [9] and [15], we also incorporated a
similar approach to control our proposed surgical system. In
another study, Bajo et al. [16] used the pseudoinverse-based
method to control their surgical subsystem consisting of
planar parallel mechanisms and continuum snake-like arms.
These methods mostly use optimization-based approaches to
solve a constraint-free or constrained redundancy resolution
problem. However, to the best of our knowledge, this prob-
lem has not yet been studied from a convex optimization
perspective. Therefore, in this paper, due to the convex nature
of our problem formulation (i.e. constrained `2-regularized
quadratic minimization), we are particularly interested in
convex optimization approaches, which are fast enough and
easy to implement for online control of our hybrid redundant
system. To this end, we choose an Alternating Direction
Method of Multipliers (ADMM) algorithm [17], which has
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been widely used in the literature due to its less complicated
computations that can be solved in a parallel and distributed
processing.
The ADMM algorithm is related to the augmented La-
grangian method (ALM) and was developed by Glowin-
ski and Marrocco and Gabay and Mercier in mid-1970s
[17]. It combines the superior convergence properties of
the method of multipliers and the decomposability of dual
ascent [18]. Motivated by the various applications of the
ADMM algorithm particularly in solving real-time MPC
control problems [19], in this paper, we investigate the
potential implementation of this algorithm for redundancy
resolution of robotic manipulators. To this end, we study
the convergence conditions of this algorithm in the case of
motion control of redundant hybrid robots subject to linear
equality and inequality constraints. Further, as a case study,
we evaluate performance of this algorithm in motion control
of our surgical system via simulation.
II. CONSTRAINED MOTION CONTROL OF REDUNDANT
MANIPULATORS USING THE DLM FORMULATION
The basic equation defining forward kinematics of robotic
manipulators, which relates the joint space velocities θ˙ ∈Rn
to the end-effector velocity x˙ ∈ Rm, is written as follows:
x˙= J(θ)θ˙ (1)
where J(θ) ∈Rm×n is the Jacobian matrix and is a function
of manipulator joint angles. If we can calculate the Jacobian
matrix in each time instance, then using (1) the changes in
the end-effector position ∆x for an infinitesimal time period
can be estimated based on joint angles changes ∆θ :
∆x= J(θ)∆θ (2)
Solving this equation is dependent on the matrix J and
generally does not provide unique solutions. For redundant
(m < n) manipulators, infinite solutions ∆θ exist. Several
methods, such as the Jacobian transpose method, pseudo
inverse method, and damped least square method (DLM)
have been proposed in literature for solving (2). The Jacobian
transpose and pseudo inverse methods encounter problems in
the configurations where J(θ) becomes either rank-deficient
or ill-conditioned. However, DLM does not encounter the
singularity problems and can provide a numerically stable
procedure for calculating ∆θ . In this approach, instead of
solving for ∆θ satisfying (2), the following convex least-
square optimization problem is solved:
argmin
∆θ
‖J(θ)∆θ −∆x‖22+λ‖∆θ‖22 (3)
where J(θ) ∈ Rm×n (m ≤ n) and λ ∈ R> 0 is a positive
non-zero damping constant. This optimization problem tries
to find a set of ∆θ that minimizes the error between the
desired task-space displacement and the generated task-space
movement by the robot (first term), considering the feasible
minimum joint-space displacement (second term).
In the case of an unconstrained environment, (3) has
closed form solution for redundancy resolution problems.
However, most of the real-world problems impose constraints
on the movement of the robot. Therefore, we modify (3)
to formulate the constrained redundancy resolution problem
under linear inequality constraints as the following:
argmin
∆θ
‖J(θ)∆θ −∆x‖22+λ‖∆θ‖22 (4)
subject to A∆θ ≤ b
where A(J(θ))∈Rr×n together with vector b(θ)∈Rr define
r linear inequality constraints. Of note, here matrix A is
dependent on the Jacobian of the robotic manipulator in each
time instant.
The defined constrained DLM problem in (4) is indeed a
constrained `2-regularized quadratic minimization problem.
While this problem can be solved using various approaches
of convex and non-convex optimization techniques, Ghadimi
et al. [20] have shown optimally tuned ADMM method can
significantly outperform existing alternatives in the literature.
III. THE ADMM ALGORITHM [17]
The ADMM algorithm solves problems in the following
form:
minimize f (x)+g(z) (5)
subject to Ax+Bz= c
where f and g are convex functions, x ∈ Rn, z ∈ Rm, A ∈
Rp×n , B ∈ Rp×m, and c ∈ Rp. To solve this problem, we
need to first form the Augmented Lagrangian (AL):
Lρ(x,z,y) = f (x)+g(z)+
yT (Ax+Bz− c)+(ρ
2
)‖Ax+Bz− c‖22 (6)
where y ∈ Rp is a vector of Lagrange multipliers and ρ ≥ 0
is a constant called the AL penalty parameter. In the ADMM
algorithm, a new iteration (xk+1,zk+1,yk+1), is generated
given the current iteration (xk,zk,yk) by first minimizing the
AL with respect to x, then with respect to z, and finally
updating the multiplier y:
xk+1 = argmin
x
f (x)+ yTk (Ax+B(
ρ
2
)‖Ax+Bzk− c‖22 (7)
zk+1 = argmin
z
g(z)+ yTk (Axk+1− (
ρ
2
)‖Axk+1+Bz− c‖22
yk+1 = yk+ρ(Axk+1+Bzk+1− c)
In this paper, we will use the scaled form of the ADMM
algorithm by combining the linear and quadratic terms in the
AL, and scaling the dual variable u= y/ρ (Algorithm 1).
Convergence of the ADMM algorithm is usually defined
by the primal rk+1 and dual sk+1 residuals:
rk+1 = (Axk+1+Bzk+1− c) (8)
sk+1 = ρATB(zk+1− zk)
Using these residuals, a termination criterion is defined as:
‖rk‖2 ≤ εpri and ‖sk‖2 ≤ εdual (9)
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Algorithm 1: ADMM
1 Choose (z0,u0), ρ > 0 and set k← 0
2 start loop
3 Compute (in order) the following updates:
4 xk+1 = argminx f (x)+(
ρ
2 )‖Ax+Bzk− c+uk‖22
5 zk+1 = argminz g(z)+(
ρ
2 )‖Axk+1+Bz− c+uk‖22
6 uk+1 = uk+ρ(Axk+1+Bzk+1− c)
7 set k← k+1
8 end loop some stopping criterion will be satisfied.
where εpri > 0 and εdual > 0 are positive feasibility toler-
ances for the primal and dual feasibility conditions. These
tolerances can be defined as follows:
εpri =
√
p εabs+ εrel max{‖Axk‖2 ,‖Bzk‖2 ,‖c‖2} (10)
εdual =
√
n εabs+ εrel
∥∥ρATu∥∥2
where εabs > 0 and εrel > 0 are absolute and relative tol-
erances, and
√
p and
√
n are coefficients demonstrating `2
norms in Rp and Rn, respectively.
IV. ADMM ALGORITHM FOR THE CONSTRAINED DLM
PROBLEM OF REDUNDANT ROBOTS
To apply the ADMM algorithm to the defined constrained
DLM problem (4), we first convert it to the standard ADMM
form (5). To this end, we use a slack vector z ≥ 0 and put
an infinite penalty on its negative components. Considering
this, we can rewrite (4) as follows:
argmin
∆θ
‖J(θ)∆θ −∆x‖22+λ‖∆θ‖22+ I+(z) (11)
subject to A∆θ −b+ z= 0
where J(θ) ∈ Rm×n (m ≤ n), ∆θ ∈ Rn, ∆x ∈ Rm, and
λ ∈ R> 0. A(J(θ)) ∈ Rr×n together with vector b(θ) ∈ Rr
define r linear inequality constraints. I+(z) is the indicator
function of the positive orthant defined as I+(z) = 0 for
z ≥ 0 and I+(z) = ∞ otherwise. The associated augmented
Lagrangian of (11) in the scaled form would be:
Lρ(∆θ ,z,y) = ‖J(θ)∆θ −∆x‖22+λ‖∆θ‖22+ I+(z)+
(
ρ
2
)‖A∆θ + z−b+u‖22
which leads to the following scaled ADMM iterations:
∆θk+1 = (JT J+λ In+ρATA)−1(JT∆x−ρAT (zk−b+uk))
zk+1 = max{0,(−A∆θk+1+b−uk)} (12)
uk+1 = uk+A∆θk+1−b+ zk+1
where In is the n×n identity matrix.
A. Proof of Convergence
Inspired by the approach proposed in [20], in this section,
we show that the convergence of the constrained DLM
problem (11) under some conditions is independent of the
choice of ρ > 0, which makes this algorithm a powerful
method in solving constraint redundancy resolution problems
of robots. To prove the convergence of (11), a vector of
indicator variables dnk{0,1} is defined to check whether the
ith inequality constraint in (11) is active or not. In this
definition, dik = 1 means the i
th inequality constraint is active
(i.e. uik 6= 0 in 12) or the slack variable zi equals zero
at the current iteration. Considering this, we introduce the
following auxiliary variables:
υk = zk+uk, υk∈ R> 0 (13)
Dk = diag(dk)
From the definition of Dk and υk, we have Dkυk = uk and
(I−Dk)υk = zk. Now, we can rewrite z- and u-updates of
(12) as:
υk+1 = Hk+1(Dkυk+A∆θk+1−b) (14)
Hk+1 = diag(sign(Dkυk+A∆θk+1−b))
where sign() function returns the sign of the elements of its
vector argument. Therefore, using (14) we can rewrite (12)
as follows:
∆θk+1 = (JT J+λ In+ρATA)−1(JT∆x−ρAT (zk−b+uk))
υk+1 = Hk+1(Dkυk+A∆θk+1−b) (15)
Dk+1 = 1/2(I+Hk+1)
where Dk+1 updates are derived from the definition of Dk+1
and Hk+1. In (15), we use the definition of υk and substitute
∆θk+1 in υk+1 to obtain:
υk+1 = Hk+1(Dk−A(JT J+λ In+ρATA)−1ρAT )υk (16)
−Hk+1(A(JT J+λ In+ρATA)−1(−JT∆xρATb)+b)
Lets define matrix P as
P= A(JT J+λ In+ρATA)−1ρAT (17)
So, using (16) we can obtain
Hk+1υk+1−Hkυk = (I/2−P)(υk−υk−1) (18)
+1/2(Hkυk−Hk−1υk−1)
We use (18) to prove the convergence of the ADMM algo-
rithm and find the optimal penalty parameter ρ that results
in the fastest convergence rate.
Theorem 1: The constraint redundancy resolution prob-
lem (11) with the ADMM iterations (12) converges to zero
at linear rate for all the AL penalty parameter if:
1) ρ is a real positive value (ρ ∈ R> 0).
2) damping constant λ is a real positive value
(λ ∈ R> 0).
proof: We start from (18) and take the norm of both sides
‖Hk+1υk+1−Hkυk‖ ≤ 1/2‖(I−2P)‖‖(υk−υk−1)‖ (19)
+1/2‖(Hkυk−Hk−1υk−1)‖
Since Hk is a diagonal matrix with ±1 elements and υk is a
positive vector, we can write:
‖(υk−υk−1)‖ ≤ ‖(Hkυk−Hk−1υk−1)‖ (20)
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Therefore, we can rewrite (19) as
‖Hk+1υk+1−Hkυk‖ ≤ 1/2(‖(I−2P)‖+1)‖︸ ︷︷ ︸
γ
. (21)
‖(Hkυk−Hk−1υk−1)‖
In (21), linear convergence to zero is guaranteed for γ <
1, which implies ‖(I − 2P)‖ < 1. Further, considering the
definition of P in (17), the convergence rate depends on the
parameters λ and ρ .
To prove linear convergence of (21), we first need to
calculate‖(I − 2P)‖. To this end, we apply the matrix in-
version lemma on the modified version of (17):
P= A((JT J+λ In)︸ ︷︷ ︸
Q
/ρ+ATA)−1AT
By the matrix inversion lemma, we have
P= ρAQ−1AT −ρAQ−1AT (I+ρAQ−1AT )ρAQ−1AT (22)
In (22), calculation of P depends on the invertibility of matrix
Q and (I + ρAQ−1AT ). For all λ > 0, adding λ In to the
positive semidefinite matrix JT J makes Q a positive definite
matrix. Therefore, it is invertible and all its eigenvalues
are real and positive. Since Q is a positive definite matrix,
AQ−1AT is a positive semi definite matrix for any choice of
matrix A. Further, with similar analogy, (I+ρAQ−1AT ) is a
positive definite matrix and invertible for all ρ > 0.
To calculate γ in (21), we now use the following relation
and its dependency to eigenvalues of P [21]:
γ = 1/2‖(I−2P)‖+1/2 = max
i
(1/2|(1−2σi(P)|+1/2)
(23)
where σi(P) are the eigenvalues of matrix P. Considering
the fact that (I+ρAQ−1AT ) is a polynomial function of t =
ρAQ−1AT , eigenvalues of P in (22) can be calculated as the
following [21]:
P=Φ(t)⇒ P= t− t(1+ t)−1t
We calculate eigenvalues of P (i.e. σi(P)) as a function of
eigenvalues of ρAQ−1AT (i.e. σi(ρAQ−1AT )) [21]:
σi(P) =
σi(ρAQ−1AT )
1+σi(ρAQ−1AT )
(24)
In this equation ρAQ−1AT ) is a positive semi-definite matrix
which, based on (23), implies σi(P) ∈ [0,1)⇒‖(I−2P)‖ ≤
1. Therefore, if ρ > 0 and
Case 1: A is invertible or is a full row-rank matrix then
σi(P) ∈ (0,1) ⇒ ‖(I − 2P)‖ < 1, which proves the linear
convergence of (21) to zero.
Case 2: A is a tall matrix with full column rank (i.e. A
is not a full row-rank matrix) then the case of σi(P) = 0⇒
‖(I−2P)‖= 1 might arise. To check the linear convergence
of (22) in this case, from (15) we can write:
∆θk+1−∆θk =−(JT J+λ In+ρATA)−1ρAT (υk−υk−1)
Considering the definition of P in (17), we multiply both
sides by A to obtain:
A∆θk+1−∆θk =−P(υk−υk−1)
Given σi(P) = 0 in Case 2, a vector (υk−υk−1) 6= 0 exists in
the null space of P, which implies A∆θk+1−∆θk = 0. This
means either vector ∆θk+1−∆θk is in the null space of A
or ∆θk+1 = ∆θk. Considering assumptions in Case 2, A is a
full column rank matrix implying vector ∆θk+1−∆θk is not
in the null space of matrix A. In other words, ∆θk+1 = ∆θk
are the stationary points of the algorithm (12). Therefore,
algorithm (12) converges linearly to zero and the case of
zero eigenvalues for matrix P can be neglected. 
B. Optimal Convergence Parameters
In the previous section, we proved that for all ρ > 0,
the ADMM iterations in (12) linearly converge to zero. To
obtain the fastest convergence rate, we use the following
optimal AL penalty parameter ρ∗ introduced by Ghadimi et
al. [20] that results in the fastest convergence rate assuming
all the conditions of Theorem 1 hold and the constraint
matrix A, in the redundancy resolution problem (11) and the
corresponding ADMM iteration (12), is either full row-rank
or invertible:
ρ∗ =
1√
σmin(AQ−1AT )σmax(AQ−1AT )
(25)
where σmin and σmax are the minimum and maximum eigen-
values of AQ−1AT , respectively. Furthermore, when rows of
A are linearly dependent, ρ∗ can still reduce the convergence
time if σmin is replaced by the smallest nonzero eigenvalue
of AQ−1AT .
V. CASE STUDY: A REDUNDANT SURGICAL SYSTEM FOR
TREATMENT OF OSTEOYISIS
We are developing an MIS robotic system to remove and
treat osteolytic lesions behind a well-fixed implant (Fig. 1).
This surgical workstation consists of a six DoF robotic arm
(UR5, Universal Robotics- Denmark) integrated with a one
DoF cable-driven continuum dexterous manipulator (CDM),
which are concurrently controlled to position the CDM tip
behind the acetabular implant [9],[5]. Position of the CDM
tip behind the acetabular implant is controlled using concur-
rent control of the coupled CDM-robotic manipulator. In this
paper, we use this redundant system to evaluate performance
of the proposed ADMM algorithm. Furthermore, we define
appropriate linear constraints to satisfy both operational
and safety objectives, which are necessary during robot-
assisted treatment of osteolysis. To this end, considering
the DLM formulation introduced in (11), kinematics of the
redundant robot as well as the appropriate linear constraints
will completely be defined in the following sections.
A. Kinematics of the integrated system
1) Kinematics of the UR5: The forward kinematics of a
manipulator is obtained by a mapping gst :Θ→ SE(3), which
describes the end-effector configuration as a function of the
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Fig. 2. Considered twist axes (ζi), angular velocities (ωi) and points on
axes (qi) in finding forward kinematics of the UR5.
robot joint variables Θ and can be written using the product
of exponentials formula:
gst = eζˆ1Θ1eζˆ2Θ2 ...eζˆnΘngst(0) (26)
ζˆ =
[
ωˆ −ω×q
0 0
]
, ωˆ ∈ so(3),q ∈ R3,Θ ∈ Rn
where ω is the axis of rotation, q is a point on the axis and
ζ = [−ω×q ω]T is the twist corresponding to the ith joint
axis in the reference configuration [22]. Fig. 2 demonstrates
the twist axes ζ for all six joints of UR5. The velocity of
the base of the CDM relative to the base of UR5 (x˙UR5 baseCDM base)
in the Cartesian space is related to the UR5 joint velocities
(θ˙UR5 ∈R6) via its Jacobian matrix JUR5 ∈R6×6 as follows:
x˙UR5 baseCDM base = JUR5θ˙UR5 (27)
where the manipulator Jacobian JUR5 has the following form:
JUR5(θ) = [ζ1 ζ ′2 ... ζ
′
6]; ζ
′
i = Adexpζˆ1θ1 ... exp ˆζi−1θi−1 ζi
where Ad( ...) ∈ R6×6 is the adjoint matrix, which depends
on the UR5 configuration [22].
2) Kinematics of the CDM [9]: The 35 mm CDM is
made of two nested nitinol tubes with notches on its surface
and has outer diameter of 6 mm and inner diameter of 4
mm. Considering these notches, two actuating cables on the
sides of the CDM provide a planar bend for the continuum
manipulator. The inner space of the CDM is used as the tool
channel for passing different types of instruments used for
the debriding and treatment process. Two DC motors (RE16,
Maxon Motor Inc.) with spindle drives (GP16, Maxon Motor,
Inc.) actuate the CDM via the actuation cables (Fig. 1). In
[9], we have derived experimental kinematics of the CDM
in the free bending motion. A series of experimental tests
have been performed to investigate the relation between the
actuating cable length (l) and tip position of the CDM (p).
Using this experimental function, the velocity of the CDM
tip relative to its base x˙UR5 baseCDM base can be determined by the
following partial differentiation:
x˙UR5 baseCDM tip =
∂ p
∂ l
· ∂ l
∂ t
(28)
3) Combined Kinematics: The integrated system has 7
DoF (θ˙combined ∈ R7×1), six for the UR5 and one for the
CDM. Therefore, the combined Jacobian of the CDM and
Fig. 3. Defining the RCM constraint based on the approximated virtual
cylinder with a polygon.
UR5 (Jcombined ∈ R6×7) can be calculated using (27) and
(28) as follows:
Jcombined = [JUR5 JCDM]
JUR5 ∈ R6×6
JCDM ∈ R6×1
x˙UR5 baseCDM tip = Jcombined θ˙combined (29)
B. Constraints
1) The Remote Center of Motion (RCM) constraint: For
robotic manipulators without a mechanical RCM (e.g., the
UR5), a virtual RCM can be applied [9]. This constraint
ensures movements of the CDM base are confined in a virtual
cylinder around the screw hole axis with a radius of εRCM
(Fig.3). Further, it prevents any collision between the CDM
base and the screw hole edges while the integrated system
pivots around the center of the hole with the radius r. We
can define this virtual constraint as:v1...
vm
 · Jclosest points
︸ ︷︷ ︸
A1
·∆θUR5 ≤
εRCM+ v1 ·u...
εRCM+ vm ·u

︸ ︷︷ ︸
b1
(30)
∆xc = Jclosest point ·∆θUR5;
A1 ∈ Rm×7,∆θUR5 ∈ R6×1 (31)
where vectors vi are vectors normal to each side of the
polygon which approximates the cylinder and m defines the
degree of approximation of a circle by a polygon. ∆xc is
the incremental Cartesian movement of the closest point on
the CDM base axis to the RCM point and Jclosest point is the
Jacobian matrix of the closest point in the UR5 base frame.
2) Joints Limit Constraints: To ensure a safe range for
the incremental joint movements of the UR5, we defined:
I ·∆θUR5 ≤ ∆θUR5 upper (32)
−I ·∆θUR5 ≤−∆θUR5 lower
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where I is a 6× 6 identity matrix and ∆θUR5 upper and
∆θUR5 lower refer to the lower and upper incremental joint
movements of the UR5, respectively. Furthermore, consid-
ering (27) as the experimental model of the CDM and a
single-cable bend, the following constraints are applied:
∆θCDM ≤ 9mm−θCDM (33)
−∆θCDM ≤ θCDM
This means that the total change in the cable length of the
CDM (θCDM), at each moment should not exceed 9 mm and
clearly it should not be less than 0 mm. We can stack these
joints limit constraints and write:
I 0
0 1
−I 0
0 −1

︸ ︷︷ ︸
A2
·∆θ ≤

∆θUR5 Upper
9mm−θCDM
−∆θUR5 lower
θCDM

︸ ︷︷ ︸
b2
(34)
where ∆θ ∈ R7×1, A2 ∈ R14×7.
3) Combining Constraints as Matrix A and Vector b: We
stack the constraints defined in (30) and (34) as matrix A
and vector b to use them in (11):[
A1 0
A2
]
︸ ︷︷ ︸
A
·∆θ ≤
[
b1
b2
]
︸︷︷︸
b
, ∆θ ∈ R7×1 (35)
C. Control Algorithm
Considering the combined Jacobian in (29) and the stacked
constraints in (35), Algorithm (2) demonstrates the concur-
rent control method of the integrated UR5-CDM system.
The goal of this algorithm is to use the solution of the
proposed constrained DLM formulation in (11) and follow a
pre-defined trajectory.
Algorithm 2: Concurrent UR5-CDM Control
1 Define the desired path, the CDM tip error εCDM tip and
εRCM.
2 for k = i : size(desiredpath) do
3 while ‖∆xdesired‖2 ≥ εCDM tip do
4 Query the UR5 and the CDM current joint
values and cable length (θ ∈ R7×1)
5 Calculate xUR5 baseCDM tip and its distance to the
desired position xUR5 basedesired using current joint
angle: ∆xdesired = xUR5 baseCDM tip − xUR5 basedesired
6 Calculate combined Jacobian, matrix A and
vector b.
7 Compute (11) using (12):
8 ∆θ ← argmin∆θ 12‖J(θ)∆θ −∆x‖22+ λ2 ‖∆θ‖22
9 Set θ ← θold+∆θ
10 Set θold ← θ
11 Calculate ∆xdesired
12 end
13 Set k← k+1
14 end
VI. RESULTS AND DISCUSSION
The performance of the proposed ADMM algorithm in
solving the constrained concurrent control of the described
surgical system is evaluated with simulation. To this end,
we used a representative osteolytic lesion boundary recon-
structed based on data provided by collaborating surgeons
[9]. This complex 3D-path includes 36 waypoints and can
be confined in a 7× 7× 7 cm3 cubic space. For this study,
we assumed that the CDM already passed through one of
the screw holes of the acetabular implant and the CDM was
completely inside the cavity behind the implant. In addition,
considering (28), we assumed that no external force was
acting on the CDM body during the procedure.
All simulations started with identical initial poses of the
UR5 and CDM. The goal of these simulations was to track
the path while satisfying all the constraints described in
Section V-B on joint limits. We approximated the RCM circle
by a polygon with m= 16 sides as described in (14). Hence,
dimension of the matrix A in (30) is A∈R30×7. We used (12)
to solve the problem with the ADMM algorithm and (10) as
the termination criteria by setting εabs= 1e−5 and εrel = 1e−3
with p = 30 and n = 7. All simulations were performed in
MATLAB (The MathWorks Inc, Natick, MA), on a Core i5,
2.5 GHz processor and 4 GB of RAM computer running
Windows 7.
A. Trajectory Tracking with Constant Parameters
Fig. 4 demonstrates the resulted configurations of the
integrated system along the considered path when applying
the ADMM algorithm. During this simulation the follow-
ing parameters were used for evaluations: λ = 2e−4, the
maximum allowable tip error (MTE = εCDM tip ≤ 0.5mm)
of the CDM defined as the maximum Euclidean distance
between the desired position and the achieved CDM tip
position, and the maximum RCM constraint error (RCME =
εRCM ≤ 0.5mm), which defines the pivoting freedom of the
CDM in the screw holes of the implant. Further, we used
(25) to calculate optimal AL penalty parameter ρ∗ in each
iteration. As shown, for each point, the integrated system
could satisfy the constraints as well as the RCME and MTE
criteria. The ADMM algorithm accomplished the task in
5.62 seconds (∼ 0.15 second/point). It should be noted that
in [2], we solved the similar problem using an active-set
algorithm with RCME ≤ 1mm and achieved ∼ 4mm error
with a runtime of more than 300 seconds. The use of the
ADMM, therefore, significantly improved the runtime and
the rate of convergence.
B. Effect of Parameter ρ on the Convergence Rate of the
ADMM Algorithm
As we proved in Theorem 1, convergence of the ADMM
algorithm under the mentioned assumptions is independent of
parameter ρ . However, the convergence rate of the algorithm
is directly affected by this parameter. To investigate this
result, we ran the algorithm 50 times with different values of
ρ ∈ [0.05,10] while keeping the other parameters constant as:
λ = 2e−4,MTE ≤ 0.8mm,and RCME = 1mm. We considered
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Fig. 4. ADMM algorithm result for configuration and orientation of the
integrated CDM and actuation unit in some points of the desired path.
one target point and evaluated the convergence rate of the
algorithm- defined as the maximum number of iterations- to
reach this point from an initial configuration with a defined
MTE. Furthermore, we used the optimal penalty parameter
ρ∗ defined in (25) and evaluated the convergence rate of the
algorithm. Fig. 5 presents the results of these experiments
and shows the dependency of the convergence rate on the
choice of the penalty parameter. As we proved in Theorem
1, for all the 50 considered ρ , the algorithm converges;
however, values larger than 0.6 and less than 0.3 significantly
increase the convergence rate. Furthermore, using (25), we
calculated the optimal penalty parameter ρ∗ = 0.35 and
compared it with the ideal value of ρ# = 0.45 obtained from
the simulations (Fig. 5). As we discussed in Section IV-
B, for a tall matrix A, ρ∗ does not return the optimal AL
penalty parameter, however, it still provides a sufficiently
close estimation of the optimal parameter and results in a fast
convergence rate (37 iterations) compared to the ideal case
ρ# (28 iterations). Fig. 6 and Fig. 7 compare the primal and
dual residuals and objective function values for four different
cases of ρ , respectively. As we expected, for the case of ρ∗,
number of iterations is less than other considered penalty
parameters.
C. Sensitivity to the MTE and RCME
The MTE defines the accuracy of the tracking as the
maximum allowable Euclidean distance between the CDM
tip and the desired point. On the other hand, the RCME is
a measure assigning maximum allowable violation from the
RCM constraint. Clearly, we are interested in the smallest
values for these two parameters. As such, we considered
various values for the RCME and the MTE and carried out
simulations with a constant λ = 2e−4. Table I summarizes the
results of these simulations. In all simulations, the ADMM
successfully tracked the path and reached all 36 waypoints
Fig. 5. Number of iterations required for the convergence of the ADMM
algorithm considering 50 different penalty parametersρ ∈ [0.05,10] while
keeping the other parameters constant. The dashed red line denotes the
calculated optimal parameterρ∗ and the dot-dashed blue line corresponds to
the ideal parameter ρ# obtained from the simulations.
Fig. 6. Convergence of the primal r and dual s residuals for four arbitrary
considered AL penalty parameters ρ .
without violating considered MTEs. The maximum overall
runtime using ADMM algorithm for tracking the considered
trajectory consisting of 36 waypoints was 21.52 second
(∼ 0.6 second/point) and the minimum runtime was 4.27
second ( 0.12 second/point). The average overall runtime for
all 10 ADMM simulations in MATLAB, was 13.3 second
and the runtime for each waypoint was about 0.37 second.
Furthermore, the ADMM demonstrated acceptable sensitivity
and robustness to the reduction of the tracking error (up to
MTE= 0.1 mm) as well as the maximum violation of the
RCM constraint (up to RCME= 0.5 mm).
VII. CONCLUDING REMARKS
In this paper, we formulated the constrained redundancy
resolution problem of manipulators in the context of a con-
strained `2-regularized quadratic minimization problem. We
solved this problem using a generic technique of convex opti-
mization called ADMM algorithm. Further, we proved global
convergence of the algorithm at linear rate and introduced
expressions and assumptions for the involved parameters
that results in a fast convergence rate. We validated the
analytical results using simulation on a novel redundant sur-
gical workstation. In conclusion, we demonstrated the global
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Fig. 7. Comparison of the objective function values for four arbitrary
considered AL penalty parameters ρ .
TABLE I
RESULTS OF THE SIMULATIONS FOR THE CONSIDERED
TRAJECTORY USING λ = 2e−4
MTE (mm) RCME (mm) run time (s)
0.1 0.5 21.52
0.2 0.5 18.43
0.5 0.5 5.74
0.8 0.5 13.16
1 0.5 7.62
0.1 1 16.72
0.5 1 24.98
0.8 1 6.18
1 1 14.37
1.2 1 4.27
convergence and robustness of the optimally tuned ADMM
algorithm independent of the choice of parameters involved
in the constrained DLM formulation. Future efforts will focus
on validating the proposed workstation and method on other
applications such as treatment of articular cartilage injury
[23], [24] and osteonecrosis of femoral head [25]. Further, we
plan to compare the performance of the proposed optimally
tuned ADMM with other redundancy resolution methods in
the literature.
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