ABSTRACT In this paper, considering both Lyapunov stability and H ∞ performance criteria, a novel event-based filtering scheme is proposed for a class of ''stochastic'' linear systems with noise, which significantly compromises the performance of event-triggered systems. This paper contributes to the field of research as follows. First, the scheme proposed will reduce data transmission between subsystems while maintaining stability and performance-which is a challenging task in the control of the aforementioned event-triggered systems. Second, it will be shown that our method is robust against stochastic measurement noise-in addition to disturbances-and simultaneously ensures the H ∞ performance of the filter error. Third, the parameters of the triggering scheme will be designed based on the fact that the H ∞ performance of the estimation error is guaranteed in the presence of the exogenous disturbance. At last, but by no means least, the practical aspects of the proposed event-based filtering scheme are considered, especially the practical considerations for the case of modernized grids (also known as smart grids). In this regard, in order to evaluate the proposed methodology's effectiveness, its performance has been examined for two different practical applications with making use of both simulations and experiments; the simulation results of a quarter-car plant model with the suggested method is provided. Afterward, hardware-in-the-loop (HIL) tests will be conducted on a modernized microgrid using the proposed event-based scheme as an application to smart modernized grids of the future.
µ Expected value of a random variable ν Stochastic measurement noise
The associate editor coordinating the review of this manuscript and approving it for publication was Heng Zhang. Event-based algorithms employing different signalprocessing methodologies, e.g., wavelet, time series, etc., have been used in many areas of engineering-e.g., civil engineering, electrical and computer engineering ranging from communications, controls, and electric power disciplines, etc.-as well as science-e.g., computer science, medicine, etc. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
In control theory, over the last decade, event-triggered systems have emerged as an alternative to the traditional time-triggered sampling schemes. Contrary to the time-triggered case, in an event-based structure, data is communicated across subsystems in an aperiodic fashion by means of some form of triggering mechanism. The primary advantage of event-triggered systems is the potential ability to maintain stability and performance while reducing the transmission of information between subsystems. Concerning the aforementioned problem in control theories-considering the existence of stochastic noise (which results in stochastic linear time-invariant (LTI) systems)-none of the signalprocessing-based methods are able to guarantee both stability and performance of the event-triggered systems from the standpoint of Lyapunov stability and H ∞ performance. Thus, from all problems in the areas of event-triggered algorithms, this paper focuses on the Lyapunov stability and H ∞ performance of event-based filtering systems for control. To this end, a literature review has been conducted considering the historical background of this problem.
Some recent works (e.g., see [11] [12] [13] [14] [15] [16] [17] [18] [19] and references therein) have recently dealt with and investigated event-based approaches in control systems. However, none of them have studied event-triggered controls for stochastic LTI systems considering both stability and performance along with the practical aspects associated with the implementation of event-triggered controls on physical power systems-e.g., on smart, modernized grids-which are required to be taken into account in the research. In lights of the aforementioned research needs, this paper has studied and researched into this new problem while taking into account its practical implementations. In this paper, the above-mentioned challenges have been addressed, so it mainly contributes to the research under investigation-i.e., event-based filtering systems in control systems-as follows.
• First, the H ∞ event-based filters for stochastic LTI systems, whose output measurements are contaminated by noise are investigated, and an innovative approach for modeling and considering the aforementioned stochastic noise in the event-based control systems is proposed.
• Second, inspired by our previous work in [20] , an eventbased filtering scheme is proposed which is robust against noise and-at the same time-reduces data transmission from plant to the filter side effectively.
To do so, a delay system approach is proposed and used in order to model the error dynamics in this paper.
• Third, triggering scheme parameters are synthesized such that H ∞ performance of the estimation error is guaranteed in the presence of an exogenous disturbance.
• Last, but by no means least, the practical aspect of the proposed event-based filtering scheme is considered and evaluated in order to be applied in smart grids-which is among the key contributions of this research paper. For the above-mentioned research thrusts, this paper has provided a comprehensive literature review-up to the authors' best knowledge-as follows. Early work on the topic was reported by Âström and Bernhardsson [21] . In this reference, the authors consider a first-order stochastic system and show that using the same average sampling rate, the eventbased controller gives a remarkably smaller output variance compared to a periodic controller. Motivated by this result, much research has been done extending the same principles to more general control problems. See for example [22] [23] [24] and the references therein. More recently, event-based estimation has been the subject of much attention. Several articles consider the problem of event-based filters in the framework of minimum mean squared error (MMSE) or maximum likelihood (ML) estimation (see [25] [26] [27] to just name a few). In this paper, however, our primary interest is in filter design for continuous-time systems by Lyapunov-based methods. More explicitly, we study H ∞ event-based filter design in the presence of exogenous plant disturbance and measurement noise. In [28] [29] [30] , the authors study this problem for a general class of LTI systems and use a delay system approach to model the system and proceed to design. In [31] , a neural-network with nonlinear dynamics is considered and an event-based filter is designed to guarantee a dissipativity property for the estimation error.
In the Lyapunov-based works cited above, both exogenous disturbance and measurement noise are assumed to be square integrable. When looking at the problem of state estimation, however, it is important to distinguish between two classes of perturbations; namely, sensor noise and plant disturbances. Both these signals affect the state estimation process but have very different origins. Disturbance action refers to an exogenous signal affecting the plant (such as the effect of a load in an electric motor or gravitation forces in a robotic manipulator, etc.) and is typically well captured as square-integrable sense. The H ∞ theory, in fact, exploits this assumption and has lead to a comprehensive body of literature and numerous successful applications. Sensor noise, however, constitutes a different type of perturbation which should be treated separately from the disturbance action. More importantly, sensor noise can be particularly harmful in event-triggered systems. VOLUME 7, 2019 Normally, in an event-triggered system, a new control action is generated whenever changes in the measured signal are above a pre-established threshold. The presence of noise compromises this mechanism by generating false changes (thus, producing unnecessary control actions), or more detrimentally, by producing false negative readings (and thus not generating a signal when one is needed).
With respect to practical applications, the proposed scheme is implemented and tested using one of the most important, integral parts of the electric power sector, which is a microgrid [32] [33] [34] [35] . Indeed, the electrical power industry has been progressing towards simultaneously integrating more distributed energy resources, renewables, power networks, and energy storage systems (e.g., battery systems) under the umbrella of smart grids [33] , [36] [37] [38] . In this context, the modernized microgrid (MMG) concept brings many benefits to the control, operation, and demands supply within the electric power industry. One of the key elements in smart, modernized grids is having more advanced, sophisticated, modern controls, along with communications, as per the Energy Independence and Security Act of 2007 (EISA-2007), which was approved by the U.S. Congress in January 2007 and signed to law in December 2007 [39] . Event-driven mechanisms can play an integral role in the expansion, implementation, and modernization of currently operating microgrids and power systems as they can reduce the transmission of information between subsystems. Thus, we can add more entities and devices to the control network and to the supervisory control and data acquisition (SCADA) of smart grids with less networked control systems' latency and less concern associated with communication delays. Consequently, an MMG within a smart grid paradigm is a very good candidate for examining the event-driven filter proposed here. In this paper, a two-machine microgrid is employed and tested in order to validate the effectiveness of the proposed event-driven filter.
The remaining of the paper is organized as follows. In section II problem statement is given and our proposed scheme is presented. In Section III the system dynamics is modeled in time delay form and performance analysis is carried out in section IV. Section V contains the design procedure for the scheme parameters. Simulation results are given in section VI, and finally experimental validation for a microgrid is provided in section VII in order to evaluate the efficiency of the system. When random variable ν is Gaussian, the normal distribution of ν is denoted by N (µ, σ 2 ) with the expected value of µ and the variance of σ 2 .
It is easily proved that for any x, y ∈ R n and any positive definite matrix D ∈ R n×n we have
II. PROBLEM STATEMENT
Consider the following continuous-time linear system; for the purpose of problem formulations required to be used in this paper, (2) includes the general form of all linear systems, whose outputs were corrupted by the stochastic measurement noise,ẋ
where x(t) ∈ R n is the state vector and w(t) ∈ R m is the exogenous disturbance, which is assumed to belong to L 2 [0, +∞). y(t) ∈ R p is the measured output contaminated by some stochastic measurement noise ν(t), and z(t) is the signal to be estimated.
Assumption 1:
The measurement noise ν(t) is a zero mean white Gaussian noise vector with the covariance vector σ 2 I .
It is assumed the gain L in the following observer has been already designed such that A p − LC p is Hurwitz and so the dynamics of estimation error e F = x − x F is stable.
The goal of this paper is to modify the above-mentioned observer using an event-based mechanism, such that the transmission of output samples from the plant to the observer side is effectively reduced, while the signal z F (t) estimates z(t) and the following H ∞ performance holds
where σ ∈ R, and e z := z − z F is the filter error. As mentioned earlier, [29] and [30] consider a Lyapunov approach to design the event-based filters. The triggering condition (TC) in the referred works can be formulated as follows (see [29] , [30] )
whereŷ(t) is piecewise constant and denotes the last output sample sent to the observer. Using the above TC, observer (3) has the following event-based form:
As inferred from (5), due to the presence of stochastic measurement noise ν(t) in y(t) and alsoŷ(t), the traditional TC may trigger unnecessary samples. Therefore, although this triggering condition is simple to implement, it may not be efficient in practical cases, where stochastic noise is present on the measured outputs. In the next section, we propose an event-based observer, which is robust against measurement noise and efficiently lowers data communication between plant and observer.
A. PROPOSED EVENT-BASED FILTER SCHEME
We assume that the triggering condition is clock driven with a period of h, and verified at instants ih (i ∈ N). Denote the triggering instants by k j
. Inspired by our previous work the triggering condition is defined as follows (see [20] ): (7) whereȳ(i) represents the average of the output signal y(t)
Also, β ∈ R + is a parameter to be designed using the approach introduced in section V. The block diagram of the proposed filter is shown in Fig. 1 and works as follows: once the TC is violated, an updated value ofȳ(i) is transmitted to the filter side. So, both TC and the communicated data use the average valuesȳ(i). Using equation (2) we havē
whereν(i) is the average of the noise signal over the time
. This average value can be approximated asν
In the above equation, the noise samples ν ij n s j=1
are independent random variables with distribution N (0, σ 2 ) (see Assumption 1), which are collected over the interval [ih − T int , T int ]. Thus, according to the Central Limit Theorem, for large enough number n s , with a good approximation, the distribution of S n s can be described as N (0, σ 2 /n s )-i.e., with a high probability-ν(i) takes values in a very small region of origin (see [40] and theorems, as well as references, therein). This means that using average values of measured outputs rather than their instant values one is able to effectively reduce the impact of noise on the triggering condition and also transmitted signal.
III. MODELING THE PROPOSED EVENT BASED SYSTEM
With the event-based structure of the previous section, the dynamics of the filter can be expressed as followṡ
whereŷ(t) is the output of the triggering module and the input to the filter, defined aŝ
Using equations (2) and (10), the error dynamics is obtained asė
where, the e z is the filter error.
To analyze the dynamics of system (12), we use a delay system approach. In this regard, the time interval [41] and references therein). Using equations (11) and (8), the error dynamics (12) 
Consider the time instant t ∈ [k j h, k j+1 h) and denote κ t as the latest sample value before ''t,'' i.e., κ t = max {i ∈ N : ih ≤ t}. Define
Adding and subtracting LC px (κ t ) on the right-hand side of dynamics equation in (13), and using the above definitions, the error dynamics is modeled in the following time-delay formė
The proposed TC is also written in time-delay form-which is derived by following the steps similar to those in [20] . According to (7) and (8), the following inequalities hold for
According to the definition of κ t , we have k j ≤ κ t < k j+1 for all t ∈ [k j h, k j+1 h). Thus, using this fact and based on (17) we obtain
which using definition (14) can be rewritten as
Applying inequality (1) to 2e T tν (k j ) with D := I − D 1 and substituting the result in the above inequality, we have:
where
and D 1 ∈ R p×p is an arbitrary positive definite matrix, satisfying I − D 1 > 0. Having formulated the event-based dynamics and the TC in a proper time-delay format, we are ready to provide the H ∞ performance analysis.
IV. STABILITY AND PERFORMANCE ANALYSIS
Before considering performance, we demonstrate how to approximate the integral termx(t − τ (t)) by making use of a simpler form-i.e., the Trapezoidal rule (see [42] and approaches discussed therein). Applying the numerical approximation
the following approximation error is obtained:
Since a typical practical integration period satisfies h 1, the above formulation provides a trustful approximation forx(t − τ (t)), while making the analysis rather simple. Thus, the following equation will be used in our analysis
Remark 1: Note that there are several alternatives to the above-mentioned Trapezoidal rule (for example, see other methods elaborated in [42] ), which can provide more accurate estimates. However, these alternatives come at the expense of additional terms and therefore compromise the analysis without significant benefit.
Since the error dynamics (16) contains the terms of x(t), the stability analysis should be carried out by augmenting the plant model. Defining X (t) = [x T (t), e F T (t)] T and using (2), (16) , and (19) the overall dynamics of the system can be expressed as followṡ
Theorem 1 given below, provides sufficient conditions in form of LMIs to guarantee H ∞ performance for the proposed event-based system.
Theorem 1: Consider the stochastic event-based filter (10), implemented with the proposed triggering condition (7) for the system (2). If there exist matrices (4) is guaranteed for the filter error.
for j = 0, 1, where, 0 , , U j , R j , 01 , 02 , C, and , as shown at the top of the next page.
Proof: Consider the Lyapunov Krasovskii functional
. Computing the derivative of V i along the trajectories of e and x for t ∈ [k j h, k j+1 h) we havė 
Using Leibniz-Newton formula and using the approach given in [43] , for any U j and V j (for j = 0, 1) of proper dimensions, we have
Applying the above equations in left-hand side ofV 3 in (23c) and after some computation we geṫ
Now, based on (23a), (23b), (24) , and using the fact that the triggering inequality (18) holds for all t ∈ [k j h, k j+1 h), we havė
where D 2 > 0 is an arbitrary matrix. The above inequality can be rewritten aṡ
equation (26) can be expressed as follows
Since the elements of the random vectorν are statistically independent, we have
and for the last term
T tν (t − τ (t))}. From the system dynamics, it can easily get that the vectors x(t − τ (t)) and e t are independent fromν(t − τ (t)) and so the last term in above equation is zero. Therefore
with
From (27) and (28), it is inferred that¯ is a convex com-
Consequently, by using this fact and Schur complement [44] , the LMIs (21) and (22) are equivalent to¯
Then, from (29), (30) and (32) it is obtained that
To prove the H ∞ performance, integrate both sides of (33) from 
This concludes the proof. Remark 2: Practically speaking, because of the finiteness of the sample numbers n s , the term Tc ν /n s in (34) is not exactly equal to zero. However, this bias term can be made sufficiently small by increasing the number of samples, used for the averaging task.
V. PARAMETERS DESIGN
Our event-based system includes the following design parameters: observer gain L, sampling time h, integration time T int , triggering coefficient β and H ∞ gain γ . The sampling time h represents the minimum possible transmission time between two consecutive data points sent to the observer side and, practically, this parameter should be chosen based on the network medium properties, such as transmission rate. T int , plays a key role in suppressing the noise impact on the triggering condition. Depending on the measurement sensor sampling rate, T int should be such that n s (number of samples in the integration interval) is large enough to make the averaging task (9) more effective.
Next, design L, β and γ in two separate steps. First, assuming an observer has been designed using any methodology for the continuous-time systems resulting in a stable observer (i.e., the eigenvalues of A p −LC p have negative real part). Second, β and γ are designed as follows. Based on the definition of the triggering condition in (7), one can infer that the larger β, the less data is transmitted through the network channel. However, the lower convergence rate of estimation error and less disturbance attenuation (bigger γ ) are expected. Thus, there is a trade-off in designing β and γ . To assign proper values for these variables, we iteratively solve the following optimization problem for different values of β (starting from zero to the value whose constraints are infeasible) and find the trade-off curve.
where, L U j and L V j (j = 0, 1) are defined as (21) and (22).
VI. SIMULATION RESULTS FOR A QUARTER-CAR
Referred to (2) , consider the following dynamics matrices of a quarter-car model with an active suspension (see [29] -from which the below-mentioned dynamics matrices have been borrowed)
where m s = 973, k s = 42720, c s = 3000, k u = 101115, m u = 114, G 0 = 512 × 10 (−6) , q 0 = 0.1, m u = 114. Readers are referred to [29] for a detailed explanation of the parameters obtained. We begin our design by setting the sampling and integration time to 0.05 and 0.02, respectively. In other words, referred to our previously mentioned parameters, h has been set 0.05, and T int has been selected 0.02 for our simulations in this section; it is noteworthy that h is the period of the clock for verifying TC in our filtering scheme and that T int is the time window over which the averaging process task is computed. To achieve an acceptable convergence rate and based on the approach of section V, the filter gain is set to L = −1.1320 −0.5994 24.6167 18.4649
T . Implementing the optimization problem (35) for different values of β, between 0 and 1, where the constraints become infeasible. Fig.2 shows the trade-off betweenγ versus β. As expected, a higher attenuation level (smaller γ ) demands more data transmission over the network (smaller β).
In order to verify the effectiveness of our approach and compare the method proposed in this paper with other commonly used approaches (e.g., the traditional TC (5) mentioned in [28] [29] [30] ), our event-based filter has been implemented, and the simulation results have been compared with those of a similar observer while using the traditional TC (5)-given in [29] and [30] ). It has been assumed that the output measurement is contaminated by a white Gaussian noise with a distribution of N (0, 0.6 2 ), and the disturbance signal is w(t) = 5e −0.1t sin(4t). The initial conditions are set to x(0) = [−12, 6, 3, 9] T and x F (0) = [−3, 3, 0, 0] T , and simulations are carried out for 8 s (the simulation period is denoted by S P hereinafter). Simulations have been carried out using different sensor sampling rates (the sensor sampling rate is denoted by SS R hereinafter)-in order to clarify the importance of this parameter. In order to furthermore elaborate on the aforementioned parameters for the case of SS R = 200 Hz illustratively-just as an explanatory example- Fig. 3 has demonstrated different parameters via a descriptive ''digital timing diagram'' for the proposed filtering scheme. As Fig. 3 shows, for our simulations (for which h = 0.05 s and Tint = 0.02 s) there are four samples provided by the sensor because SSR = 200 Hz-and hence T int 1 SS R = 4 #s. Definitely, for other sensors whose SSRs are higher in Table (1) , this number will grow. The number of data transmission points from the plant side to the observer is given in Table 1 . When β = 0.7, the traditional event-based scheme, sends 81 data points to the observer. In other words, the TC is violated at 51% of the number of TC-verifying instants-which is calculated by 0.51 × S P h = 0.51 × 8.00 0.05 = 0.51 × 160 ≈ 81 #s for our simulations. However, utilizing our proposed triggering condition-i.e., TC (7)-one is able to reduce this triggering percentage down to 22.5%-i.e., below half-depending on the sampling rate chosen for the event generator module. A similar conclusion can be reached for other values of β. Note that from the table, increasing β one can reduce the number of triggering samples. However, this would happen at the expense of lowering the estimation error convergence rate and disturbance attenuation level-something which has obviously been demonstrated in Fig.4 . 
VII. HARDWARE-IN-THE-LOOP TESTING FOR MODERNIZED MICROGRIDS
Hardware-in-the-loop (HIL) systems have found a wide range of applications in smart grids, power systems, power electronic systems, automotive industry, motion control, mechatronics, and robotics because they can provide ultrahigh-fidelity simulations. HIL experimental methods are revolutionizing test engineering in many disciplines, including, but not limited to, smart grids, vehicle and communication systems, civil structures, robotics, aerospace systems, and process controls [45] , [46] . To examine the effectiveness of the proposed mechanism, we have implemented a two-machine MMG on an HIL402 device from Typhoon HIL Inc. [47] and tested the proposed event-driven filter under the umbrella of smart grids. To this end, we have tested the aforementioned smart grid employing the event-driven filter to investigate its performance under the islanded mode of operation of the formed MMG in frequency control mode. The complete configuration is shown in Fig. 5 .
Typhoon HIL402 with 4 processing cores, 16 analog outputs, 16 digital inputs, and 16-bit resolution is tailored for the most demanding microgrid and controller test, verification, and pre-certification tasks. It can test the event-triggered filter with high fidelity, including 20ns sampling HIL, and infinitesimal latency, i.e., 1 µs resulting in emulation errors and latency so small that result in a negligible difference between the real smart grid and HIL emulator measured waveforms. Moreover, using the HIL402 it is possible to simulate our numerical signals with multiple execution rates and improve the overall performance of our digitally simulated HIL system by maximizing the use of available resources. The built-in multi-rate interval overrun monitor closely supervises real-time execution and informs the user in case of potential performance issues. This feature is ideal to test the performance of an event-driven mechanism-similar to the one proposed here in this paper. HIL402 leverages a small simulation time step and advanced numerical algorithms for extremely-wide-dynamic-range models. It emulates fast switching dynamics with a simulation time step, as low as 0.5 µs, and has a full peace of mind that the part of our model with extremely long time constants will run beautifully as well. Indeed, advanced numerical algorithms in HIL402 handle the wide dynamic range models masterfully and run for weeks on end.
The state-space model of a two-machine MMG is given bẏ
where δ i , ω i , P mi , and P ei are the deviations of rotor angle, relative rotor speed, mechanical input power, and active power of the ith generator, respectively (see [48] [49] [50] and references therein). The control signal u i represents the deviation of the valve opening. w i denotes the disturbance related to control signal. H i , D i , ω 0 , k i and T i are constant system parameters for i=1,2. The active power P e1 can be calculated as
where P e2 = P e1 , δ 10 
in the following matrices associated with the total dynamic system, referred to (2), 
The measured output y = δ 1 + ω 1 + δ 2 + ω 2 + ν is used to estimate the signal z = P m1 using the event-based filter, and accordingly find the torque T 1 , given by (39), In test number one (1), two scenarios were implemented, with and without power disturbance w i (i = 1, 2). The results are shown in Fig. 6 . We see that the average of the data-transmission period for these cases are 2.8 ms and 4 ms, respectively. In test case number two (2), again, two scenarios have been implemented, with and without power disturbance w i (i = 1, 2). The results are shown in Fig. 7 , where the average of data transmission period are respectively 56.8 ms and 99 ms. The results validate the efficiency of our proposed scheme in data communication reduction. Moreover, comparing data communication periods for case two with the corresponding numbers of case one illustrates the role of sensor sampling rate increase in the improvement of overall performance.
VIII. CONCLUSION
This paper has proposed an innovative event-triggered filtering scheme using Lyapunov stability and H ∞ performance for noisy, stochastic LTI systems. Considering this fact that it is a challenging task to maintain both the stability and the performance in event-triggered systems, the scheme proposed for linear systems in this research has satisfactorily reduced the number of data transmission between subsystems while preserving the stability and the performance. It was shown that the proposed triggering scheme is robust against measurement noise and also simultaneously guarantees the H ∞ performance for the filter error. The practical aspects of and considerations for implementing the proposed event-based filtering scheme was taken into account. Concerning this, simulation results for a quarter-car model were given to verify the effectiveness of the system; the filter was also experimentally evaluated by making use of it in a modernized microgrid within the paradigm of smart grids implemented on an HIL platform. The applied HIL setup was appropriately designed for event-driven applications as it employed multiple execution rates for real-time simulations.
The experimental results demonstrated the effectiveness of the suggested event-triggered scheme.
With the comprehensive analysis and the successful implementation of the event-based algorithm in a purely theoretical setting proposed here, the next logical step would be to consider the same problem for ''nonlinear systems,'' ''hidden Markov models,'' and ''Markov jump linear parameter varying systems.'' As regards these systems, they have much more complicated and challenging mathematical models, for which we need to thoroughly conduct this research on the event-based methodologies-theoretically, mathematically, and practically. It is noteworthy that considering and tackling the very well-known ''separation principle'' in nonlinear systems and the channel transmission's unreliability (in addition to the possible nonsynchronous mode variations between the system and the designed filter) bring additional challenges to the problem formulation associated with the aforementioned future research works and investigations.
