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Xue らの手法 [11] では映像の手前に映っている物体と奥に映っている物体で視点が
水平移動した際の視差が異なることに着目し，手前に映る物体，即ち映り込みを除去










































































































特徴マップ（入力）を x ∈ RC×N とする．ここで C,N はそれぞれ特徴マップのチャ
10
ネル数とサイズである．始めにネットワークの中間層に対して異なる３種類の 1 × 1
の畳み込みによる変換をそれぞれ行う．この変換を行う関数をそれぞれ f , g,hとし，



















と求めることができる．ここで，vは 1× 1の畳み込み層による演算を表し，v(xi) =
Wvxi である．アテンション機構によって得られる最終的な出力 yi は，
yi = γoi + xi (3.3)









表 3.1 エンコーダの構成．活性化関数には ReLUを用いている．
層数　 チャネル数 カーネルサイズ ストライド
0 (入力) - -
1 64 5 2
2 128 3 1
3 128 3 1
4 256 3 2
5 256 3 1
6 256 3 1
7 512 3 2
8 512 3 1
9 512 3 1
表 3.2 デコーダの構成（背景成分）．SA はアテンション機構を示す．出力層




層数　 チャネル数 カーネルサイズ ストライド
10 512 3 1
11 256 3 1
12 256 SA SA
13 256 3 1
14 - - 1/2
15 128 31
16 - - 1/2
17 64 3 1
18 - - 1/2
19 32 3 1
20 3 3 1
- tanh - -
- ショートカット接続 - -








層数　 チャネル数 カーネルサイズ ストライド
10 256 3 1
11 128 3 1
12 128 - SA
13 - - 1/2
14 64 3 1
15 - - 1/2
16 16 3 1
17 - - 1/2
18 8 3 1
19 1 3 1
- シグモイド関数 -
表 3.4 デコーダの構成（反射成分）．SA はアテンション機構を示す．出力層




層数　 チャネル数 カーネルサイズ ストライド
10 512 3 1
11 256 3 1
12 256 - SA
13 256 3 1
14 - - 1/2
15 128 31
16 - - 1/2
17 64 3 1
18 - - 1/2
19 32 3 1









画像における反射成分の占める割合が２～４割となるように設定した (a ∈ [0.6, 0.8])．




多くの関連研究 [5][14][10] では入力画像 I と背景成分 B との距離の差を損失関数




のモデルを直接損失関数として扱うことを試みる．即ち B,R, a それぞれについて
B∗, R∗, a∗ を正解としたとき，損失関数 Lは
L(B,R, a, I) = α ||B −B∗||22 + β||R−R∗||22
+ γ(a− a∗)2
+ ||(aB + (1− a)R)− I||22 (3.4)
15
と表される．このとき，α, β, γ はハイパーパラメータを表す．上式 3.4のうち右辺の
３番目の項までは B,R, aそれぞれについての正解への近さを測る損失関数となって
























[I(i, j)−K(i, j)]2 (4.2)
という２式によって表される値のことで，ピーク信号対雑音比とも呼ばれる．



















平均値，σ は領域内の画素の標準偏差，σxy は２つの領域の共分散を表す．C は定数









成分の推定を行うことのできる手法である Zhangらの手法 [14]とWeiらの手法 [10]






表 4.1 既存手法との比較．SSIMではWeiらの手法 [10]を下回ったが，PSNRで
は２つの既存研究を上回っている．
Zhang[14] Wei[10] 提案手法
PSNR 18.02 19.76 22.36















































(a) 入力 (b) Wei[10] (c) Zhang[14] (d) 提案手法
図 4.3 実際の映り込み画像による比較．上段の例では提案手法が，下段の例では
Zhangらの手法 [14]がうまく映り込みを除去できている．
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ニットを考える．このユニットについて，入力 x1, x2, x3, x4 が与えられたとき，この
ユニットが受け取る総合的な入力 uは，
u = w1x1 + w2x2 + w3x3 + w4x4 + b (A.1)
の形で与えられる．このとき wi を重み，bをバイアスと言う．ユニットは，この入力
uに対して，活性化関数 f を通した値 z を出力する（式 (A.2)）．




















f(x) = tanh(x) (A.4)
f(x) =
{
x (x ≥ 0)















ニットにおける入力，出力，入力に対する重みをそれぞれ u(k), z(k), w(k) と書くこと













となる．よって第 k層の i番目のユニットの出力 zki は，
zki = f(u
(k)


















































である．具体的には，現在の重みを w(t),更新された重みを w(t+1) とすると，
w(t+1) = w(t) − ∇E (A.12)
のように重みを更新していく．は重みの更新量を決定する定数で，学習係数と呼ば












y = f(u(L)) (A.13)
= f(w(L)z(L−1) + b(L))
= f(w(L)f(w(L−1)z(L−2) + b(L−1)) + b(L))























































































































図 A.3 順伝搬型ネットワークと CNNの違い．左から，順伝搬型ネットワークの
モデル図と CNNのモデル図
A.2 畳み込みニューラルネットワーク


















































図 A.5 プーリングのイメージ図．ウィンドウサイズ 2× 2,ストライド１で平均値
プーリングをするイメージ図．各色が畳み込み前と後の対応を表している．
A.3 全層畳み込みニューラルネットワーク


























H(x) = F (x) + x (A.22)
を最適化するように学習する．つまり、畳み込み層（図中 F (x)部分）の学習に関し
ては，












H (x) H (x)
F (x)






本実験に使用したプログラムは機械学習ライブラリ PyTorch を使って Python で
記述した．実験に用いたマシンの性能を表 B.1に示す．
表 B.1 実験マシンの性能
PC 名 OS RAM CPU GPU
MOON Ubuntu 16.10 16GB Intel Core i7-3770K GeForce GTX 980
TITAN Ubuntu 16.04.6 LTS 32GB Intel Core i7-4790K 4.00GHz GeForce GTX TITAN Black
IPANEMA Ubuntu 18.04 LTS 128GB Intel Xeon E5-2620 2.40GHz Tesla K80 ×8
37
