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Mλ-IPERGRUPPOIDI MATROIDALI
APPLICAZIONI λ-LINEARI E
AUTOMORFISMI DI Mλ-IPERGRUPPOIDI
DOMENICO FRENI
In this paper we forward in the investigation of the matroidal Mλ-hypergrupoids introduced in [13].We give necessary and suf�cient conditionsfor a Mλ-hypergrupoid to be matroidal; moreover, we �nd its cardinality andwe analyse the properties of the corresponding omomorphisms. The papergives also a characterization of the group �(Gλ), that is the one of theautomorphisms of the hypergroupoid Gλ ; this hypergroupoid is obtained bya given group G , an element of its λ and the action of G on G determined bythe same operation of G . If G has �nite cardinality we have:
|�(Gλ)| = [G : �λ�]!|λ|[G:�λ�].
In questo articolo si continua e si approfondisce lo studio degli Mλ-ipergruppoidi. Assegnato un gruppo G che opera a sinistra su un insieme Mmediante lazione ϕ : (x , a) �→ xa e �ssato un elemento λ di G , sullinsiemeM si de�nisce liperprodotto:
(1.1) a • b = b • a = {λa, λb}, ∀(a, b)∈ M2.
Entrato in Redazione il 26 marzo 1998.
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Linsieme M munito delliperprodotto • e` un HV -gruppo, cioe` soddisfa ledue proprieta`:
(1.2) ∀(a, b, c)∈ M3, (a • b) • c ∩ a • (b • c) �= ∅;
(1.3) ∀a ∈ M, a • M = M • a = M.
(M, •) si chiama Mλ-ipergruppoide e con abuso di notazione si utilizzail simbolo Mλ per indicare non solo il sostegno M , ma anche lo stesso quasi-ipergruppoide.Nei primi due paragra� si trovano delle condizioni necessarie e suf�cientiaf�nche` un Mλ-ipergruppoide sia matroidale e se ne determina la dimensione,mentre, nel terzo paragrafo, si studiano le principali proprieta` degli omomor-�smi. Signi�cativi sono alcuni risultati sul gruppo �(Gλ) degli automor�smidellipergruppoide Gλ , che si ottiene considerando un gruppo G , un suo ele-mento λ e lazione di G su G determinata dalla stessa operazione di G .Vengono descritti vari esempi che mettendo in risalto gli aspetti geometricie combinatori della teoria.
In tutto larticolo, G rappresentera` un gruppo moltiplicativo e si utilizzera`la notazione |λ| per indicare il periodo di un qualunque elemento λ di G .
1. Mλ-ipergruppoidi matroidali.
Nellarticolo [13] sono stati studiati i sottogruppoidi [A] generati da unaparte non vuota A di un Mλ-ipergruppoide e sono state determinate delle con-dizioni af�nche` un Mλ-ipergruppoide sia matroidale, cioe` veri�chi lassiomadello scambio:
(1.4) x ∈ [A ∪ y], x /∈ [A] ⇒ y ∈ [A ∪ x ].
Si osservi che il simbolo [∅] si utilizza per rappresentare lintersezionedi tutti i sottoipergruppoidi di un ipergruppoide (H, ◦) ed ovviamente sonopossibili i due casi: [∅] = ∅ oppure [∅] �= ∅.Nel secondo caso, linsieme [∅] e` un sottoipergruppoide di H e piu`precisamente: [∅] e` il piu` piccolo sottoipergruppoide di H se e solo se [∅] �= ∅.In particolare, per la Proposizione 3.2 di [13], in ogni Mλ -ipergruppoidedi cardinalita` maggiore di 1 e tale che λ appartiene al nucleo Nϕ dellazionedi G su M oppure G non opera transitivamente su M , lintersezione di tutti isottoipergruppoidi di Mλ e` vuota.Signi�cativo e` il seguente:
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Teorema 1.1. Se [∅] �= ∅, allora Mλ = [∅] se e solo se Mλ e` matroidale.
Limplicazione⇒ e` ovvia; alla dimostrazione dellimplicazione inversa sipremette il seguente:
Lemma 1.2. Se Mλ e` un ipergruppoide matroidale tale che [∅] �= ∅, allora siha:
1) Se esiste almeno un elemento b∈ Mλ tale che [b] �= Mλ , allora [b] = [∅];2) Esiste a ∈ Mλ tale che Mλ = [a].
Dimostrazione. 1) Se esiste un elemento b ∈ Mλ tale che Mλ �= [b], presoa ∈ Mλ−[b], per il Corollario 2.4 (1) di [13], esiste una coppia (n,m)∈ N∗×Ntale che λna = λmb, perche` ∅ �= [∅] ⊂ [a] ∩ [b]. Pertanto, b = λn−ma conn − m > 0 e di conseguenza b ∈ [a] (si osservi che b = λn−ma e n − m ≤ 0implicano a = λm−nb ∈ [b], impossibile). Del resto, se b /∈ [∅], essendo Mλmatroidale, si ha a ∈ [b], contraddizione. Dunque b ∈ [∅] e [b] = [∅].
2) Se per ogni a ∈ M si ha Mλ = [a], la dimostrazione e` conclusa. Seesiste un elemento b ∈ Mλ tale che [b] �= Mλ , allora Mλ = [a], per ognia ∈ Mλ − [b]. Infatti, se Mλ �= [a], per 1), si ha [a] = [∅] = [b] e quindia ∈ [b], contraddizione.
Adesso si dimostra limplicazione⇐ del Teorema 1.1.Per il Lemma 1.2 - 2), esiste un elemento a ∈Mλ tale che Mλ = [a], e peril Corollario 2.4 (1) di [13], si ha Mλ = {λna}n≥0 .Ora, se λ appartiene al nucleo Nϕ dellazione ϕ di G su M , la cardinalita`di Mλ e` uguale ad uno e si ricava subito Mλ = [∅]. Mentre, se λ /∈ Nϕ eda /∈ [λa], allora a /∈ [λ2a] in quanto [λ2a] = {λna}n≥2 ⊂ [λa], quindi i duesottoipergruppoidi [λa] e [λ2a] sono entrambi strettamente contenuti in Mλ .Applicando il Lemma 1.2 - 1), si ottiene [λa] = [∅] = [λ2a], quindi λa ∈ [λ2a]ed esiste un intero positivo k ≥ 2 tale che λa = λka, da cui a = λk−1a ∈ [λa],contraddizione. Pertanto a ∈ [λa] ed esiste un intero k ≥ 1 tale che λka = a.In�ne, posto r = min{k ∈ N∗|λk ∈ StabG(a)}, si ricava
(1.5) Mλ = {a, λa, . . . , λr−1a}
e per ogni intero k tale che 0 ≤ k ≤ r − 1, si ha:
(1.6) Mλ = [λka],
perche` a = λr a ∈ [λka]. Inoltre, essendo [∅] �= ∅, esiste un intero k ∈
{0, 1, . . . , r−1} tale che λka ∈ [∅], per cui [∅] = [λka] = Mλ e la dimostrazionee` conclusa.
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Corollario 1.3. Sono equivalenti le seguenti condizioni:
1) Mλ e` matroidale;2) La famiglia F (Mλ) = {[a]}a∈M dei sottoipergruppoidi ciclici di Mλ e` unapartizione di M.
Dimostrazione. Si incominci ad osservare che M = �a∈M [a] ed inoltre[a] �= ∅, per ogni a ∈ Mλ .Si distinguano i due casi: [∅] �= ∅ e [∅] = ∅.Nel primo caso, se Mλ e` matroidale, per il Teorema 1.1, si ha Mλ = [∅] equindi Mλ = [a], per ogni a ∈ Mλ . Dunque F (Mλ) = {M} ed ovviamente e` unapartizione di M . Viceversa, se F (Mλ) e` una partizione di M , la cardinalita` di
F (Mλ) e` uguale ad uno, altrimenti esiste una coppia (a, b) di elementi distinti diM tale che [a] ∩ [b] = ∅, quindi [∅] = ∅, contraddizione. Pertanto Mλ = [a],per ogni a ∈ M , ed ogni sottoipergruppoide K di Mλ coincide con Mλ , cioe`Mλ = [∅] ed ovviamente e` matroidale.Nel secondo caso, se Mλ e` matroidale e (a, b) e` una coppia di elementidi Mλ tale che [a] ∩ [b] �= ∅, preso c ∈ [a] ∩ [b], si ha {a, b} ⊂ [c], quindi[a] = [c] = [b]. Viceversa, sia F (Mλ) una partizione di M e si considerinoun sottoinsieme A di Mλ e una coppia (a, b) di elementi di Mλ tali chea ∈ [A ∪ {b}] ed a /∈ [A]. Se A = ∅, si ottiene a ∈ [b], da cui segue [a] = [b] eb∈ [a] = [A∪{a}]. Se A �= ∅, per il Teorema 2.3 (5) di [13], si ha a ∈ [A]∪ [b]con a /∈ [A], quindi a ∈ [b] ed anche in questo caso b ∈ [a] ⊂ [A ∪ {a}].
Proposizione 1.4. Se Mλ e` matroidale e [∅] �= ∅, allora G = �λ� StabG(a), perogni a ∈ M. Inoltre, se λ e` un elemento di G di periodo �nito n, la cardinalita`
|M | di M divide n e
StabG(a)∩ �λ� = �(λ|M |)s : 0 ≤ s < n
|M |
�
.
Dimostrazione. Per ogni a ∈ Mλ e per ogni elemento x ∈G− (StabG(a)∪�λ�)si ha a �= xa. Per il Teorema 1.1, Mλ = [a] = [xa] ed esistono due interi m edn tali che λna = λm(xa), dunque a = (λm−nx)a e λm−nx ∈ StabG(a). Quindix ∈ λn−m StabG(a) e per conseguenza G = �λ� StabG(a).Inoltre, posto r = min{k ∈ N∗|λk ∈ StabG(a)}, per (1.5), si ha |M | = r edn = |λ| ≥ r = |M |, perche` λn = 1G ∈ StabG(a).Del resto, per ogni intero p ≥ 0, lelemento λpr appartiene a StabG(a) eviceversa, se λm ∈ StabG(a), dividendo m per r , si ottiene m = qr + t con0 ≤ t < r , quindi a = λma = λt (λr )qa = λt a
e per la minimalita` di r si ha t = 0 ed m = qr . In�ne, r divide n perche`
λn = 1G ∈ StabG(a), quindi StabG(a) ∩ �λ� = {(λr )s : 0 ≤ s < nr }.
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Esempio 1. Sia H un sottogruppo di indice due di un gruppo G e sia M =
{a, b} ∪ C un insieme tale che {a, b} ∩ C = ∅ = G ∩ M . Ovviamente si haH (G − H ) = (G − H )H = G − H e (G − H )(G − H ) = H , dunque e` bende�nita lazione ϕ di G su M tale che:� xa = a e xb = b, ∀x ∈ H ;xa = b e xb = a, ∀x ∈G − H ;xc = c, ∀c ∈C, ∀x ∈G.
E` chiaro che StabG(a) = StabG(b) = H e StabG(c) = G , per ogni c ∈C .Dunque il nucleo dellazione ϕ di G su M e` Nϕ = H .Per ogni λ∈ H e per ogni m ∈ M , si ha [m] = {m}.Per ogni λ∈G− H e per ogni c ∈C , si ha [a] = [b] = {a, b} e [c] = {c}.In entrambi i casi F (Mλ) e` una partizione di M e per il Corollario 1.3 Mλe` matroidale. Inoltre, se C �= ∅, si ha [∅] = ∅ perche` [a] ∩ [c] = ∅, per ognic ∈C . Mentre, se C = ∅ e λ∈G − H , si ha Mλ = [∅].
Esempio 2. I due gruppi Z12 e Z operano sullinsieme M = {a, b} mediantelazione ϕ de�nita nellesempio 1, ponendo rispettivamente H = �2� e H =2Z . Rispetto a Z12, se λ = 3 si ha Mλ = [∅], StabG(a) ∩ �3� = �6� edovviamente Z12 = �2� + �3�.Mentre rispetto a Z , preso λ = 3, si ha Mλ = [∅], StabG(a) ∩ 3Z = 6Z eZ = 2Z + 3Z .
Nellarticolo [13] sono stati costruiti degli Mλ ipergruppoidi considerandodei K -spazi vettoriali V �= {0} e lazione del gruppo moltiplicativo K ∗ delcampo K , determinata dalla restrizione a K ∗ × V ∗ delloperazione esterna diV . Inoltre, nel Teorema 3.5 di [13] si e` dimostrato che per ogni elemento λ∈ K ∗il quasi-ipergruppoide V ∗λ e` matroidale se e solo se λ e` di periodo �nito. Adesso,piu` in generale, si dimostra la seguente:
Proposizione 1.5. Se esiste un elemento a ∈ M tale che StabG(a)∩�λ� = {1G},allora Mλ e` matroidale se e solo se λ e` di periodo �nito.
Dimostrazione. Per la Proposizione 3.1 di [13] basta provare limplicazione
⇒. Si considerino i due sottoipergruppoidi ciclici [a] e [λa]. Per il Corolla-rio 2.4 (1) di [13] si ha:
[a] = {λka}k≥0 e [λa] = {λka}k≥1.
Per il Corollario 1.3, a ∈ [λa] e dunque esiste un intero n ≥ 1 tale che
λna = a, da cui λn = 1G perche` StabG(a)∩ �λ� = {1G}.
Immediata conseguenza della proposizione precedente e` il seguente:
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Corollario 1.6. Se il gruppo G opera liberamente su M, per ogni elemento λdi G, Mλ e` matroidale se e solo se λ e` di periodo �nito.
Lazione considerata nella costruzione dei V ∗λ -ipergruppoidi e` libera, quin-di la Proposizione 1.5 fornisce un ulteriore dimostrazione del Teorema 3.5 di[13].
2. Dimensione di un Mλ-ipergruppoide matroidale.
Nella classe degli ipergruppoidi, la nozione di sotto-ipergruppoide gene-rato da un sottoinsieme A si puo` riguardare come la chiusura di A e indicatacon SH la famiglia dei sotto-ipergruppoidi di un ipergruppoide (H, ◦) si ha che
SH oppure SH ∪ {∅} costituisce un sistema di chiusura a secondo che [∅] = ∅oppure [∅] �= ∅. Dunque si possono introdurre le nozioni di insieme libero : X e`libero se e` vuoto oppure ∀x ∈ X si ha x /∈ [X−{x}]; di insieme dipendente: X e`dipendente se non e` libero; di insieme di generatori: X genera H se [X ] = H ;di base: X e` una base se [X ] = H e X e` libero; ed analogamente a quanto e`stato svolto per gli ipergruppi cambisti (vedi [8], [9], [23]) si puo` sviluppare unateoria della dimensione nella classe degli ipergruppoidi matroidali.Si ha il seguente:
Teorema 2.1. Si consideri un Mλ -ipergruppoide matroidale tale che [∅] = ∅.Allora si ha:
1) Per ogni elemento a ∈ M, la famiglia Fa = {[b]}b∈Ga e` una partizione diGa. Inoltre, se T e` un trasversale delle classi di equivalenza Ra indotte da Fasu Ga, allora T e` un insieme libero.2) Se esiste un elemento a ∈ M tale che Fa sia di cardinalita` in�nita, alloraMλ e` di dimensione in�nita.3) Se {Xi}i∈I e` una famiglia di sottoinsiemi liberi di Mλ tale che� �
i∈I−{ j}
Xi
�
∩
�Xj� = ∅,
per ogni j ∈ I , allora�i∈I X i e` un sottoinsieme libero di Mλ .4) dimMλ = |F (Mλ)|.5) Se G ed M hanno cardinalita` �nita e StabG(a) ∩ �λ� = {1G}, per ognia ∈ M, allora
dimMλ = 1
|λ|
�
a∈J
[G : StabG(a)].
Inoltre, se G opera liberamente su M, si ha dimMλ = |M |
|λ|
.
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Dimostrazione. 1) Per il Corollario 1.3, la famiglia F (Mλ) = {[a]}a∈Mλ deisottoipergruppoidi ciclici di Mλ e` una partizione di M , ed ovviamente anche lafamiglia Fa = {[b]}b∈Ga e` una partizione di Ga. Del resto, per ogni b ∈ Ga,si ha Ra(b) = [b], e se T e` un trasversale delle classi di equivalenza dellarelazione Ra , per ogni b∈ T , si ha
(2.7) [T − {b}] = ∅ ⇔ T = {b}.
Inoltre, se T − {b} �= ∅ e b∈ [T − {b}], esiste c ∈ T − {b} tale che b ∈ [c],dunque [b] = [c], impossibile perche` T e` un trasversale e b �= c.
2) Subito da 1).
3) Se esistono j ∈ I ed a ∈ Xj tali che a ∈ �(�i∈I X i)− {a}�, per ilTeorema 2.3 (5) di [13], si ha
a ∈
�
(
�
i∈I
X i)−{a}
�
=
�
(
�
i∈I−{ j}
Xi )∪(Xj−{a})
�
=
� �
i∈I−{ j}
Xi
�
∪
�Xj−{a}�,
quindi a ∈ [�i∈I−{ j} Xi ] oppure a ∈ [Xj − {a}]. In entrambi i casi il risultato e`impossibile, perche` [�i∈I−{ j} Xi] ∩ [Xj ] = ∅ e Xj e` libero. Dunque�i∈I X i e`libero.
4) Siano J = {ai }i∈I un trasversale delle orbite dellazione di G su Me Tai dei trasversali delle classi di equivalenza delle relazioni Rai indotte dallapartizione Fai di Gai . Se esistono a ∈ Mλ e j ∈ I tali che a ∈ [�i∈I−{ j} Tai ] ∩[Taj ], per il Teorema 2.3 (4) di [13], esiste un intero n ≥ 0 tale che a ∈
λn(�i∈I−{ j} Tai ) = �i∈I−{ j} λnTai . Dunque esiste i ∈ I − { j } tale che a ∈[Tai ], da cui a ∈ [Tai ] ∩ [Taj ] ⊂ Gai ∩ Gaj = ∅, contraddizione. Pertanto[�i∈I−{ j} Tai ] ∩ [Taj ] = ∅, per ogni j ∈ I .Per 1) e 3), linsieme X =�i∈I Tai e` libero. Inoltre, X genera Mλ perche`
(2.8) [X ] =
��
i∈I
Tai
�
=
�
i∈I
[Tai ] =�
i∈I
Gai = M,
dunque dimMλ = |X | = |F (Mλ)|.
5) Se J = {a1, a2, . . . , an} e` un trasversale delle orbite dellazione ϕ di Gsu M , per il Corollario 4.4 di [13], si ha
(2.9) |Tai | = [G : StabG(ai )]
|λ|
,
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e per 4)
dimMλ = |X | =�
ai∈J
|Tai | = 1|λ|
�
ai∈J
[G : StabG(ai)].
Ovviamente, se G opera liberamente su M , si ha
dimMλ = 1
|λ|
|J ||G| = |M |
|λ|
,
perche` StabG(ai) = {1G} e |Gai | = |G|, per ogni ai ∈ J .
Immediata conseguenza del Teorema 1.1 e` la seguente:
Proposizione 2.2. Sia Mλ matroidale; sono equivalenti le seguenti condizioni:
1) [∅] �= ∅;2) dimMλ = 0;3) |F (Mλ)| = 1.
Osservazione. In ogni Mλ-ipergruppoide matroidale tale che la famiglia
F (Mλ) = {[a]}a∈Mλ dei sotto-ipergruppoidi ciclici di Mλ ha cardinalita` mag-giore di 1, si ha [∅] = ∅ e dim[a] = 1, per ogni a ∈ Mλ.
Osservazione. Se λ e` un elemento di G di periodo �nito, per la Proposizione3.1 di [13], Mλ e` matroidale e se �λ� e` normale in G , per ogni coppia (a, b) dielementi di M e per ogni x ∈G , si ha:
(2.10) [a] = [b]⇔ [xa] = [xb].
Dunque, posto x . [a] = [xa], risulta ben de�nita lapplicazione ψ :
(x , [a]) �→ x . [a] = [xa] da G ×F (Mλ) in F (Mλ). Del resto, per ogni a ∈ Mλe per ogni (x , y) ∈ G2, si ha 1G . [a] = [a] e (xy). [a] = x . (y. [a]), quindi ψde�nisce unazione del gruppo G sullinsieme F (Mλ) dei sottoipergruppoidiciclici di Mλ . E` facile veri�care che lorbita di [a] e`
(2.11) G. [a] = {[b]}b∈Ga
e se Orb(Mλ) e Orb(F (Mλ)) indicano, rispettivamente, linsieme delle orbitedellazione ϕ di G su M e dellazione ψ di G su F (Mλ), lapplicazionej : Orb(F (Mλ)) → Orb(Mλ) tale che j (G. [a]) = Ga e` ben de�nita ebiunivoca.Inoltre, se StabG([a]) indica lo stabilizzatore del sottoipergruppide ciclico[a] sotto lazione ψ di G su F (Mλ), allora x ∈ StabG([a]) se e solo se esiste
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un intero n ≥ 0 tale che x ∈λn StabG(a), dunque StabG([a]) = �λ�StabG(a) =StabG(a)�λ� e per conseguenza, se G e` un gruppo �nito, si ha:
(2.12) |G. [a]| = [G : �λ�StabG(a)] = [G : StabG(a)]
|λ|
|�λ� ∩ StabG(a)|
In�ne, se M ha cardinalita` �nita e lipergruppoide Mλ e` tale che [∅] = ∅,per il Teorema 2.1 4), si ottiene:
(2.13) dimMλ = 1
|λ|
�
a∈J
[G : StabG(a)]|�λ� ∩ StabG(a)|
con J trasversale delle orbite dellazione ϕ di G su M .
3. Omomor�smi di Mλ-ipergruppoidi.
In questo paragrafo verranno studiate le principali proprieta` degli omomor-�smi di Mλ-ipergruppoidi e successivamente se ne caratterizzeranno gli auto-mor�smi, ma prima si osservi che un omomor�smo tra due ipergruppoidi (H, ◦)e (K , �) e` unapplicazione f : H → K tale che
(3.14) f (a ◦ b) ⊆ f (a) � f (b), ∀(a, b)∈ M2,
e se in (3.14) vale luguaglianza lomomor�smo f si dice buono.Si considerino due gruppi G e G � operanti rispettivamente sugli insiemiM e M � e siano α, β due elementi appartenenti rispettivamente a G e G �,inoltre, per semplicita` di notazione, si indichino con lo stesso simbolo • lecorrispondenti operazioni che de�niscono i due Mλ-ipergruppoidi Mα e M �β .Si dimostra la seguente:
Proposizione 3.1.1) Se f e` un omomor�smo da Mα in M �β , per ogni a ∈ Mα e per ogni n ∈ N,si ha f (αna) = βn f (a);2) Una applicazione f : Mα → M �β e` un omomor�smo buono se e solo sef (αa) = β f (a), per ogni a ∈ M;3) Ogni omomor�smo f : Mα → M �β e` buono e per ogni coppia (a, b)∈Mαsi ha:
f −1( f (a) • f (b)) = [α−2 f −1( f (α2a))] • [α−2 f −1( f (α2b))];
4) Se g e` unapplicazione biunivoca da Mα in M �β , allora g e` un omomor�-smo da Mα in M �β se e solo se g−1 e` un omomor�smo da M �β−1 in Mα−1 .
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Dimostrazione.1) Luguaglianza e` ovvia se n = 0, inoltre si ha { f (αa)} = f (a • a) ⊂f (a) • f (a) = {β f (a)}, quindi f (αa) = β f (a), per ogni a ∈ Mα . In�ne, perinduzione, si ottiene:
f (αn+1a) = f (α(αna)) = β f (αna) = β[βn f (a)] = βn+1 f (a).
2) limplicazione⇒ segue subito da 1).Viceversa, se per ogni a ∈ Mα si ha f (αa) = β f (a), allora
f (a) • f (b) = {β f (a), β f (b)} = { f (αa), f (αb)} = f ({αa, αb}) = f (a • b),
ed f e` un omomor�smo buono.
3) Da 1) e 2) si ha che f e` un omomor�smo buono. Inoltre, se x ∈[α−2 f −1( f (α2a))] • [α−2 f −1( f (α2b))], allora x = α−1 f −1( f (α2a)) oppurex = α−1 f −1( f (α2b)).Se x = α−1 f −1( f (α2a)) (analogamente si tratta il caso x = α−1 f −1( f (α2b)))si ha αx = f −1( f (α2a)), quindi β f (x) = f (αx) = f (α2a) = β2 f (a).Pertanto f (x) = β f (a)∈ f (a) • f (b) e per conseguenza x ∈ f −1( f (a) •f (b)).Viceversa, se x ∈ f −1( f (a) • f (b)), allora f (x) ∈ f (a) • f (b) =
{β f (a), β f (b)}, e se f (x) = β f (a) si ha f (αx) = β f (x) = β2 f (a) =f (α2a). Dunque αx ∈ f −1( f (α2a)), quindi
x ∈ α−1 f −1( f (α2a)) = [α−2 f −1( f (α2a))] • [α−2 f −1( f (α2a))].
Si perviene allo stesso risultato supponendo f (x) = β f (b).
4) Se g e` un omomor�smo si ha
g−1(β−1b) = a ⇔ β−1b = g(a)⇔ b = βg(a) =
= g(αa)⇔ αa = g−1(b)⇔ a = α−1g−1(b)
per cui g−1(β−1b) = α−1g−1(b), per ogni b∈ M �β−1 ,
e per 2) lapplicazione g−1 e` un omomor�smo da M �
β−1 in M �α−1 .Allo stesso modo si dimostra limplicazione inversa.
De�nizione. Unapplicazione f da Mα in M �β si dice (α, β)-lineare se f (αa)=
β f (a) e f (α−1a) = β−1 f (a), per ogni a ∈ Mα .
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Dunque f e` (α, β)-lineare se e` contemporaneamente un omomor�smo daMα in M �β e da Mα−1 in M �β−1 .Se in particolare G = G � e α = β , le applicazioni (α, α)-lineari sichiameranno piu` semplicemente α-lineari.
Proposizione 3.2. Se α e β hanno lo stesso periodo �nito n, allora unappli-cazione f da Mα in M �β e` (α, β)-lineare se e solo se f (αa) = β f (a), per ognia ∈ M.
Dimostrazione. Limplicazione ⇒ e` ovvia. Viceversa, la tesi e` evidente se ilperiodo n ∈ {1, 2}, mentre se n > 2, per la Proposizione 3.1 - 1), si ha
f (α−1a) = f (αn−1a) = βn−1 f (a) = β−1 f (a).
Proposizione 3.3. Sia f unapplicazione biunivoca da Mα in M �β , allora sonoequivalenti le seguenti condizioni:
1) f e f −1 sono omomor�smi, rispettivamente da Mα in M �β e da M �β in Mα ;2) f e` (α, β)-lineare;3) f e` un omomor�smo regolare;4) f e f −1 sono omomor�smi, rispettivamente da Mα−1 in M �β−1 e da M �β−1in Mα−1 .Dimostrazione. Lequivalenza tra 1) e 4) segue dalla Proposizione 3.1 - 4).1) ⇒ 2) Essendo f −1 un omomor�smo da M �β in Mα , per la Proposizio-ne 3.1 - 4), f e` un omomor�smo da Mα−1 in M �β−1 . Del resto, per ipotesi, f e`anche un omomor�smo da Mα in M �β , percio` f e` (α, β)-lineare.2)⇒ 3) essendo f un omomor�smo da Mα−1 in M �β−1 , per la Proposizio-ne 3.1 - 4), f −1 e` un omomor�smo da M �β in Mα e f −1(βb) = α f −1(b), perogni b∈ M �β .Dunque, per ogni coppia (x , y) di elementi di Mα , si ha:
f −1( f (x) • f (y)) = f −1({β f (x), β f (y)}) = { f −1(β f (x)), f −1(β f (y))}
= {α f −1( f (x)), α f −1( f (y))}
= f −1( f (x)) • f −1( f (y)).
3) ⇒ 1) Essendo f biunivoca, per ogni b ∈ M �, esiste a ∈ M tale chef (a) = b, e per la regolarita` di f si ha:
{ f −1(βb)} = f −1({β f (a)}) = f −1( f (a) • f (a)) =
= f −1( f (a)) • f −1( f (a)) = a • a
= {αa}
= {α f −1(b))}.
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Dunque f −1(βb) = α f −1(b), per ogni b ∈ M �β , e la Proposizione 2.1 - 2)completa la dimostrazione.
Immediata conseguenza della Proposizione 3.3 e` il seguente corollario:
Corollario 3.4. Se f e` unapplicazione biunivoca da M in M, allora sonoequivalenti le seguenti condizioni:
1) f e f −1 sono omomor�smi di Mα ;2) f e` α-lineare.
De�nizione. Le applicazioni biunivoche f : Mα → M �β che sono (α, β)-lineari si dicono isomor�smi, e gli isomor�smi da Mα in se` si chiamanoautomor�smi di Mα .Linsieme degli automor�smi di Mα si indichera` con �(Mα).
Ovviamente lidentita` 1M di M e` un automor�smo di Mα , la composizionedi due automor�smi di Mα e` un automor�smo di Mα e per il Corollario 3.4,lapplicazione inversa di un automor�smo di Mα e` ancora un automor�smo diMα . Dunque linsieme �(Mα) degli automor�smi di Mα e` un sottogruppo delgruppo SM delle permutazioni di M .
Proposizione 3.5.1) Se α appartiene al nucleo Nϕ dellazione ϕ di G su M, allora �(Mα) =SM .2) Se |M | �= 2, allora α ∈ Nϕ ⇐⇒ �(Mα) = SM .
Dimostrazione.1) Per ogni elemento b di M si ha αb = α−1b = b, dunque p(αa) =p(a) = αp(a) e p(α−1a) = p(a) = α−1 p(a), per ogni permutazione p di SMe per ogni a ∈ M .Percio` ogni permutazione di M e` un automor�smo di Mα .2) Limplicazione⇒ segue da 1).Viceversa, la dimostrazione e` immediata se |M | = 1, quindi sia |M | > 2.Se esiste un elemento a ∈ M tale che αa �= a, preso un elementob∈ M−{a, αa}, la trasposizione τ = (a, b) e` un applicazione α-lineare perche`
�(Mα) = SM , quindi
αa = τ(αa) = ατ(a) = αb
e di conseguenza a = b, contraddizione.Dunque, per ogni a ∈ M , si ha αa = a e quindi α ∈ Nϕ .
Limplicazione ⇐ della Proposizione 3.5 - 2) non e` in generale vera sela cardinalita` di M e` uguale a due. Infatti, facendo operare il gruppo ciclico
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Z2 su se stesso mediante lazione determinata dalloperazione di Z2, le duepermutazioni di Z2 sono entrambre 1-lineare, per cui si ha �((Z2)1) ∼= S2, ma1 /∈ Nϕ = {0}.
Ecco qualche esempio signi�cativo di applicazioni α-lineari e di isomor�-smi di Mα -ipergruppoidi:
Esempio 3. Se V �= {0} e W �= {0} sono due K spazi vettoriali, la restrizione aV ∗ di un applicazione lineare f da V in W e` unapplicazione λ-lineare da V ∗λin W ∗λ .
Esempio 4. Siano V = Kn , W = K e p(X )∈ K [x1, x2, . . . , xn] un polinomioomogeneo di grado m. Per ogni λ ∈ K e per ogni X = (x1, x2, . . . , xn) ∈ V ,si ha p(λX ) = λm p(X ). Fissato λ ∈ K ∗, lapplicazione X �→ p(X ), per ogniX ∈ V ∗ , e` un applicazione (λ, λm)-lineare da V ∗λ in W ∗λm .
Esempio 5. Sia A uno spazio af�ne sul K -spazio vettoriale V e Q un punto�ssato in A.Per ogni k ∈ K e per ogni P ∈ A, sia kP il punto di A che soddisfalidentita` vettoriale:
(3.15) −−−→Q(kP) = k−→QP
Lapplicazione (k, P) �→ kP determina unazione del gruppo moltipli-cativo K ∗ di K sullinsieme A∗ = A − {0}. Fissato un elemento λ ∈ K ∗ ,liperprodotto (1.1) determina un A∗λ-ipergruppoide. Del resto, per ogni v ∈ V ∗ ,esiste un solo punto P tale che v = −→QP , sicche` lapplicazione f : V ∗λ → A∗λtale che f (v) = P e` un isomor�smo di Mλ -ipergruppoidi, perche` e` biunivoca e
λ-lineare.
Adesso verranno dimostrati alcuni teoremi su gli automor�smi di Gλipergruppoidi, dove G e` un gruppo operante su se stesso mediante loperazionedi G e λ e` un pre�ssato elemento di G . Si osservi che un automor�smo diGλ e` per de�nizione una permutazione p di G tale che p(λg) = λp(g) ep(λ−1g) = λ−1 p(g), per ogni g ∈G .Del resto, per la Proposizione 3.1 - 1), per ogni n ∈ Z e per ogni g ∈G , siha
(3.16) p(λng) = λn p(g)
e per ogni k ∈ Z
(3.17) p(λn pk(g)) = λn pk+1(g).
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Pertanto la restrizione di p al laterale �λ�pk(g) e` unapplicazione biunivo-ca dal laterale �λ�pk(g) in �λ�pk+1(g).Inoltre, se esiste x = λng ∈ �λ�g tale che p(x) = x , per ogni y ∈ λmg ∈
�λ�g, si ha
p(y) = p(λmg) = p(λm−n(λng)) = λm−n p(λng) = λm−n(λng) = λmg = y
e si ricava la proprieta`:
(3.18) Un automor�smo p di Gλ �ssa ogni elemento di �λ�g se e solo se �ssaalmeno un elemento di �λ�g.
Teorema 3.6. Se G e` un gruppo ciclico �nito di ordine n, generato da λ, allorail gruppo �(Gλ) degli automor�smi di Gλ e` isomorfo a G.
Dimostrazione. Sia p il ciclo di SG cos�` de�nito:� 1 λ λ2 . . . λn−2 λn−1
λ λ2 λ3 . . . λn−1 1
�
.
La permutazione p e` unapplicazione λ-lineare di Gλ , infatti, per ognig = λk ∈G , si ha:
p(λg) = p(λλk) = p(λk+1) = λk+2 = λp(λk) = λp(g).
Dunque p e` un automor�smo di Gλ e il sottogruppo ciclico �p� di SG ,generato da p, e` contenuto in �(Gλ).Del resto �p� e` ciclico di ordine n, quindi e` isomorfo a G , e per ogni interok tale che 0 ≤ k < n − 1 si ha:
pk =
� 1 λ λ2 . . . λn−k−1 λn−k λn−k+1 . . . λn−1
λk λk+1 λk+2 . . . λn−1 1 λ . . . λk−1
�
.
Adesso, se q ∈�(Gλ) e q(1) = λk , si ha
q(λ) = q(λ1) = λq(1) = λλk = λk+1
e ricorsivamente si prova che q = pk .Dunque q ∈ �p� e �p� = �(Gλ).
Teorema 3.7. Siano λ e µ elementi appartenenti, rispettivamente, ai due grup-pi G e G � tali che |λ| = |µ|, e siano H = {gi}i∈I e H � due trasversali, rispetti-vamente, dei laterali sinistri di �λ� in G e di �µ� in G �. Se p e` unapplicazionebiunivoca da H in H �, allora esiste un solo isomor�smo p da Gλ in G �µ taleche p(gi ) = p(gi ), per ogni i ∈ I .
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Dimostrazione. Sia p(g) = µk p(gi), per ogni g = λkgi ∈G .Se λngi = λmgi , si ha λn = λm , per cui λn−m = 1G e lordine di λ e` �nitoe divide n −m. Del resto, per ipotesi, si ha |µ| = |λ|, quindi µn = µm e
p(λngi ) = µn p(gi) = µm p(gi) = p(λmgi ).
Sicche` p e` unapplicazione ben de�nita da G in G �.p e` (λ, µ)-lineare, perche`
p(λg) = p(λk+1gi ) = µk+1 p(gi ) = µ(µk p(gi)) = µp(g)
ed analogamente p(λ−1g) = λ−1p(g), per ogni g = λkgi ∈G .Inoltre, se x = λngi e y = λmgj sono due elementi di G tali chep(x) = p(y), allora µn p(gi) = µm p(gj ), ed essendo {p(gi), p(gj )} ⊂ H �,si ha p(gi ) = p(gj ) e per conseguenza gi = gj e µn = µm . Pertanto, lordinedi µ e` �nito e divide n − m. Del resto, per ipotesi, |λ| = |µ|, dunque si ha
λn = λm e x = y , perche` gi = gj .Ovviamente p e` anche suriettiva in quanto H � e` un trasversale dei lateralisinistri di �λ� in G ; dunque p e` un isomor�smo da Gλ in G �µ.In�ne, se q e` un altro isomor�smo da Gλ in G �µ tale che q(gi) = p(gi ), perla Proposizione 3.1 - 1), si ha q(g) = q(λngi) = µnq(gi) = µn p(gi ) = p(g),per ogni g = λngi ∈G . Pertanto p = q e anche lunicita` e` dimostrata.
Corollario 3.8. Se H = {gi}i∈I e H � sono due trasversali dei laterali sinistridi �λ� in G e p e` unapplicazione biunivoca da H in H �, allora esiste un soloautomor�smo p di Gλ tale che p(gi ) = p(gi), per ogni i ∈ I .
Dimostrazione. Segue subito dal Teorema 3.7 considerando G = G � e λ = µ.
Corollario 3.9. Se G e` un gruppo �nito di ordine n, per ogni elemento λ di Gtale che [G : �λ�] = m, si ha:
Gλ ∼= (Zn)m .
Dimostrazione. Se [G : �λ�] = m, i due elementi λ ∈ G e m ∈ Zn hanno lostesso ordine e generano, nei rispettivi gruppi, sottogruppi dello stesso indicem. Per il Teorema 3.7 si ha che Gλ ∼= (Zn)m .
Teorema 3.10. Se G e` un gruppo �nito, per ogni elemento λ di G, si ha:
|�(Gλ)| = [G : �λ�]!|λ|[G:�λ�].
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Dimostrazione. Nel corso della dimostrazione gli automor�smi di Gλ , costruiticome nel Teorema 3.7 e corrispondenti ad applicazioni biunivoche p da untrasversale H in un trasversale H � di laterali sinistri di �λ� in G , verrannochiamati (λ, H, H �)-automor�smi di Gλ .Se T e` linsieme dei trasversali dei laterali sinistri di �λ� in G e [G :
�λ�] = m, allora la cardinalita` di T e` |λ|m , e �ssato un trasversale H ∈ T ,per ogni altro trasversale H � di T , esistono m! applicazioni biunivoche daH in H � a cui corrispondono altrettanti (λ, H, H �)-automor�smi distinti diGλ . Inoltre, se H � e H �� sono due trasversali distinti di T , le applicazionibiunivoche da H in H � sono distinte dalle applicazioni biunivoche da H inH ��, ed anche i corrispondenti (λ, H, H �)-automor�smi di Gλ sono distinti daicorrispondenti (λ, H, H ��)-automor�smi di Gλ . Pertanto, �ssato il trasversaleH , al variare di H � in T , linsieme AutH (Gλ) dei (λ, H, H �)-automor�smi diGλ ha cardinalita`:
|AutH (Gλ)| = m!|λ|m .
Adesso, supposto H = {g1, g2, . . . , gm}, se q e` un automor�smo diGλ , la restrizione di q al laterale �λ�gi e` un applicazione biunivoca da �λ�giin �λ�q(gi), dunque gli m elementi q(g1), q(g2), . . . , q(gm), oltre ad esseredistinti, determinano un trasversale di �λ� in G . Infatti, se gi �= gj e �λ�q(gi) =
�λ�q(gj ), allora esistono due interi m ed n tali che λmq(gi) = λnq(gj ) e la
λ-linearita` di q implica q(λmgi ) = q(λngj ), da cui si ha λmgi = λngj e
�λ�gi = �λ�gj , contraddizione.In�ne, posto H � = {q(g1), q(g2), . . . , q(gm)} e detta p lapplicazione daH in H � tale che p(gi) = q(gi), per ogni gi ∈ H , il (λ, H, H �)-automor�smodi Gλ corrispondente a p coincide con q , sicche` q ∈ AutH (G), �(Gλ) =AutH (Gλ) e la dimostrazione e` conclusa.
Esempio 6. Se K e` un campo �nito di caratteristica �= 2 e cardinalita` pα ,il gruppo moltiplicativo K ∗ di K e` ciclico ed il gruppo �((K ∗)−1κ ) degliautomor�smi di (K ∗)−1κ ha cardinalita`:
|�((K ∗)−1κ )| =
� pα − 1
2
�
!2 pα−12 .
Osservazione. Le applicazioni f : R → R (reali di variabile reale) disparisoddisfano lidentita` f (−x) = − f (x), per ogni x ∈ R, per cui la restrizione fdi f a R∗ e` unapplicazione (−1)-lineare di (R∗)−1. Ovviamente si ha:
�((R∗)−1) = { f : (R∗)−1 → (R∗)−1| f sia dispari e biunivoca}.
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Esempio 7. Considerato il gruppo ciclico Z4, per la Proposizione 3.5 e ilTeorema 3.6, si ha �((Z4)0) ∼= S4 e �((Z4)1) ∼= Z4 ∼= �((Z4)3).Lelemento 2, ovviamente, ha periodo due e genera un sottogruppo di indi-ce 2. Per il Teorema 3.10, la cardinalita` del gruppo�((Z4)2) degli automor�smidi (Z4)2) e` otto.Gli elementi di �((Z4)2) si ottengono come (2, H1, Hi)-automor�smi deitrasversali
H1 = {0, 1}, H2 = {0, 3}, H3 = {1, 2}, H4 = {2, 3}
per i = 1, 2, 3, 4.Da una facile veri�ca si ricava che gli automor�smi di (Z4)2 sono leseguenti otto permutazioni di Z4:
1, p, p2, p3, q, q ◦ p, q ◦ p2, q ◦ p3
dove p e` un ciclo di lunghezza quattro sullinsieme degli elementi di Z4 e q e`la permutazione: q = (0, 2)(1)(3).Dunque �((Z4)2) e` isomorfo al gruppo dietrale D4.
Esempio 8. Rispetto al gruppo Z6 si ottiene �((Z6)0) ∼= S6 e �((Z6)1) ∼=Z6 ∼= �((Z6)5). Inoltre, per il Corollario 3.9, (Z6)4) ∼= (Z6)2 perche` [Z6 :
�4�] = [Z6 : �2�] = 2, quindi �((Z6)4) ∼= �((Z6)2). Costruendo le 18 permu-tazioni che descrivono�((Z6)2), si veri�ca che�((Z6)2) e` prodotto semidirettodei due sottogruppi �t� e �p, q�, dove t, p e q sono le tre permutazioni:
t = (0, 1)(2, 3)(4, 5), p = (0)(2)(4)(1, 3, 5), q = (0, 2, 4)(1)(3)(5).
Si osservi che t p = qt , tq = pt e pq = qp, inoltre |p| = |q| = 3 e
|t | = 2, quindi �p, q� ∼= Z3 × Z3 e �t� ∼= Z2.In�ne, il gruppo �((Z6)3) ha 324 elementi e il sottogruppo H generatodalle tre permutazioni
a = (0)(1)(3)(4)(2, 5), b = (0)(3)(1, 2, 4, 5), c = (0, 3)(1, 2)(4, 5)
e` un suo 2-sottogruppo di Sylow. Ovviamente i 2-sottogruppi di Sylow di
�((Z6)3) non contengono sottogruppi di ordine maggiore di 8, e siccome lapermutazione β = (0, 1)(3, 4)(2)(5) di �((Z6)3) e` tale che
βHβ−1 = {1, a, b2, b2a, cb, cba, cb3, cb3a},
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lordine massimo delle intersezioni tra due 2-sottogruppi di Sylow di �((Z6)3)e` 8. Per il Teorema 3.60 (ii) (b) di [15], il sottogruppo N = βHβ−1 ∩ H e`normale in�((Z6)3), inoltre il ciclo α = (0, 1, 2, 3, 4, 5) appartiene a�((Z6)3)e genera un sottogruppo �α� di ordine 6 tale che �α� ∩ N = {1}, dunque
�((Z6)3) = �α�N .E` facile veri�care che N ∼= Z2× Z2× Z2 ed ovviamente �α� e` isomorfo aZ6.
Se G e` un gruppo che opera liberamente su un insieme M e T , T � sono duetrasversali delle orbite determinate dallazione di G su M , per ogni elementob ∈M , esiste un unica coppia (x , a)∈G × T tale che b = xa, ed alla scelta diun automor�smo p di Gλ e di una applicazione biunivoca σ da T in T � restade�nita unapplicazione f da M in M tale che
(3.19) f (b) = p(x)σ (a), ∀b = xa ∈ M.
Proposizione 3.11. Lapplicazione f de�nita in (3.19) e` un automor�smo diMλ .
Dimostrazione. Per ogni b = xa∈ M , si ha λb = (λx)a, per cui
f (λb) = p(λx)σ (a) = λp(x)σ (a) = λ f (b)
ed analogamente f (λ−1b) = λ−1 f (b).
Dunque f e` λ-lineare.Inoltre, se b1 = x1a1, b2 = x2a2 e f (b1) = f (b2), allora p(x1)σ (a1) =p(x2)σ (a2), dunque σ(a1) ∈ Gσ(a2) con {σ(a1), σ (a2)} ⊂ T , e siccome T e`un trasversale delle orbite dellazione di G su M e σ e` una permutazione di T ,si ha σ(a1) = σ(a2) e a1 = a2. Pertanto f e` iniettiva.E` anche facile provare che f e` suriettiva perche` lo sono lautomor�smo pdi Gλ e lapplicazione σ da T in T �.
De�nizione. Gli automor�smi f di Mλ della Proposizione 3.11 si diranno
(λ, T , T �)-automor�smi di Mλ . In particolare, se T = T �, si chiameranno
(λ, T )-automor�smi di Mλ .
Teorema 3.12. Se G opera liberamente su M, linsieme �T (Mλ) dei (λ, T )-automor�smi di Mλ e` un sottogruppo del gruppo �(Mλ) degli automor�smi diMλ isomorfo al prodotto diretto �(Gλ) × ST del gruppo degli automor�smi diGλ e del gruppo delle permutazioni di T .
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Dimostrazione. Si utilizzera` la notazione fp,σ per indicare il (λ, T )-auto-mor�smo f de�nito in (3.19), avendo �ssato lautomor�smo p di Gλ e lapermutazione σ di T .Se 1G , 1T e 1M sono rispettivamente le identita` di �(Gλ), di ST e delgruppo SM delle permutazioni di M , per ogni b = xa ∈ M , si ha:
f1G ,1T (b) = f1G ,1T (xa) = 1G(x)1T (a) = xa = b = 1M(b)
percio` 1M = f1G ,1T ∈�T (Mλ).
Del resto, per ogni (p, q)∈ (�(Gλ))2 e per ogni (σ, τ)∈ (ST )2, si ha:
fq,τ ◦ fp,σ (b) = fq,τ (p(x)σ (a)) = q(p(x))τ (σ (a)) = [q ◦ p(x)][τ ◦ σ(a)]
= fq◦p,τ◦σ (xa)
= fq◦p,τ◦σ (b),
dunque fq,τ ◦ fp,σ = fq◦p,τ◦σ e fq,τ ◦ fp,σ ∈�T (Mλ).
Inoltre
fp−1,σ−1 ◦ fp,σ = fp−1◦p,σ−1◦σ = f1G ,1T = fp◦p−1,σ◦σ−1 = fp,σ ◦ fp−1 ,σ−1
quindi
( fp,σ )−1 = fp−1,σ−1 ∈�T (Mλ).
Dunque �T (Mλ) e` un sottogruppo del gruppo degli automor�smi di Mλ .Adesso, siano A = { f1G ,σ ∈�T (Mλ)|σ ∈ ST } e B = { f p,1T ∈�T (Mλ)|p ∈
�(Gλ)}.E` immediato provare che A e B sono sottogruppi di �T (Mλ), normali in
�T (Mλ) perche`
fq,1T ◦ fp,τ = fq◦p,τ = fp,τ ◦ fp−1◦q◦p,1Tfp,τ ◦ fq,1T = fp◦q,τ = fp◦q◦p−1,1T ◦ fp,τ
ed inoltre f1G ,σ ◦ fp,τ = fp,σ◦τ = fp,τ ◦ f1G ,τ−1◦σ◦τfp,τ ◦ f1G ,σ = fp,τ◦σ = f1G ,τ◦σ◦τ−1 ◦ fp,τ
per cui A ◦ fp,τ = fp,τ ◦ A e B ◦ fp,τ = fp,τ ◦ B , per ogni fp,τ ∈�T (Mλ).
Del resto le due applicazioni ϕ : fp,1T �→ p e ϕ : f1G ,σ �→ σ sono degliisomor�smi di gruppi, rispettivamente da A in �(Gλ) e da B in ST , ed inoltre
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A ∩ B = { f1G ,1T } e fp,σ = fp,1T ◦ f1G ,σ , per ogni coppia (p, σ )∈�(Gλ)× ST .Dunque
�T (Mλ) ∼= A × B ∼= �(Gλ)× ST .
Esempio 9. Nella costruzione della classe dei V ∗λ -ipergruppoidi, lazione con-siderata e` libera e le orbite sono gli insiemi �v�∗ = �v� − {0}, cioe` i sottospazigenerati da vettori non nulli privati del vettore nullo.Se V e` un K -spazio di dimensione n, le orbite si possono riguardare comei punti dello spazio proiettivo Pn−1(V ) su V , e se K e` un campo �nito dicardinalita` pα , allora ogni trasversale T ha cardinalita`
|Pn−1(V )| = pnα − 1pα − 1 .
Applicando i Teoremi 3.10 e 3.12, per ogni elemento λ di K ∗ , si ottiene:
|�T (V ∗λ )| = [K ∗ : �λ�]!|Pn−1(V )|!|λ|[K ∗:�λ�]
Del resto, il gruppo moltiplicativo K ∗ di un campo �nito e` ciclico e se inparticolare λ e` un generatore di K ∗ , allora
|�T (V ∗λ )| = |Pn−1(V )|!(pα − 1).
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