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GEOMETRIC INEQUALITIES FOR HYPERSURFACES WITH
NONNEGATIVE SECTIONAL CURVATURE IN HYPERBOLIC
SPACE
YINGXIANG HU, HAIZHONG LI
Abstract. In this article, we will use inverse mean curvature flow to estab-
lish an optimal Sobolev-type inequality for hypersurfaces Σ with nonnega-
tive sectional curvature in Hn. As an application, we prove the hyperbolic
Alexandrov-Fenchel inequalities for hypersurfaces with nonnegative sectional
curvature in Hn:
∫
Σ
p2k ≥ ωn−1


(
|Σ|
ωn−1
) 1
k
+
(
|Σ|
ωn−1
) 1
k
n−1−2k
n−1


k
,
where pi is the normalized i-th mean curvature. Equality holds if and only if Σ
is a geodesic sphere in Hn. For a domain Ω ⊂ Hn with Σ = ∂Ω having nonneg-
ative sectional curvature, we prove an optimal inequality for quermassintegral
in Hn:
W2k+1(Ω) ≥
ωn−1
n
k∑
i=0
n− 1− 2k
n− 1− 2i
Ci
k
(
|Σ|
ωn−1
)n−1−2i
n−1
,
where Wi(Ω) is the i-th quermassintegral in integral geometry. Equality holds
if and only if Σ is a geodesic sphere in Hn. All these inequalities was previously
proved by Ge, Wang and Wu [16] under the stronger condition that Σ is
horospherical convex.
1. Introduction
The geometric inequalities for hypersurfaces in hyperbolic space have recently
attracted a lot of attentions, and it motivates the investigation of the curvature flow.
Different from a hypersurface in Rn, there are four different kinds of convexity for
a hypersurface (Σ, g) in Hn:
(1) (strictly) convex if κi > 0 for i = 1, · · · , n− 1;
(2) nonnegative Ricci curvature if κi
(∑
j 6=i κj
)
≥ n− 2 for i = 1, · · · , n− 1;
(3) nonnegative sectional curvature if κiκj ≥ 1 for 1 ≤ i < j ≤ n− 1;
(4) horospherical convex (h-convex) if κi ≥ 1 for i = 1, · · · , n− 1,
where κ1, · · · , κn−1 are the principal curvatures of the hypersurface (Σ, g) in Hn,
respectively. In fact, these convexity conditions are in strictly ascending order
[1, 2]. In [16], Ge, Wang and Wu investigated the k-th Gauss-Bonnet curvature Lk
on hypersurface (Σ, g) in Hn, which is defined by
Lk :=
1
2k
δ
i1i2···i2k−1i2k
j1j2···j2k−1j2k
Ri1i2
j1j2 · · ·Ri2k−1i2k
j2k−1j2k ,(1.1)
1
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where Rij
kl is the Riemannian curvature tensor in the local coordinates with respect
to the metric g, and the generalized Kronecker delta is defined by
δj1j2···jri1i2···ir = det


δj1i1 δ
j2
i1
· · · δjri1
δj1i2 δ
j2
i2
· · · δjri2
...
...
...
...
δj1ir δ
j2
ir
· · · δjrir

 .(1.2)
For any hypersurface (Σ, g) in Hn, the Gauss-Bonnet curvature Lk of the induced
metric of the hypersurface can be expressed by
Lk(g) = C
2k
n−1(2k)!
k∑
j=0
(−1)jCjkp2k−2j ,(1.3)
where pk is the (normalized) k-th mean curvature of Σ, which is defined in (2.3).
Ge, Wang and Wu [16] established an optimal Sobolev-type inequality for h-convex
hypersurfaces in Hn.
Theorem A. Let n ≥ 3 and 2k < n− 1. Any h-convex hypersurface (Σ, g) in Hn
satisfies ∫
Σ
Lk ≥ C
2k
n−1(2k)!ω
2k
n−1
n−1 |Σ|
n−1−2k
n−1 .(1.4)
The equality holds if and only if Σ is a geodesic sphere in Hn.
When k = 1, it was proved by Li-Wei-Xiong in [25] that (1.4) holds even for any
star-shaped and strictly 2-convex hypersurfaces in Hn, i.e., p1 > 0 and p2 > 0. It
was proposed by Ge-Wang-Wu (see Remark 3.4 in [15]) that whether or not the
inequality (1.4) still holds for hypersurfaces with nonnegative sectional curvature
in Hn. The main purpose of this paper is to give an affirmative answer to this
question.
Theorem 1. Let n ≥ 3 and 2k < n− 1. Any hypersurface (Σ, g) with nonnegative
sectional curvature in Hn satisfies∫
Σ
Lk ≥ C
2k
n−1(2k)!ω
2k
n−1
n−1 |Σ|
n−1−2k
n−1 .(1.5)
The equality holds if and only if Σ is a geodesic sphere in Hn.
The importance of the inequality (1.5) is that it can be viewed as the bricks of
other geometric inequalities. To observe this, it follows from Lemmas 3.2 and 3.3
in [16] that ∫
Σ
p2k =
1
(2k)!C2kn−1
k∑
i=0
Cik
∫
Σ
Li,(1.6)
W2k+1(Ω) =
1
(2k)!C2kn−1
1
n
k∑
i=0
Cik
n− 1− 2k
n− 1− 2i
∫
Σ
Li.(1.7)
Here W2k+1(Ω) is (2k + 1)-st quermassintegrals, which will be defined in (2.4).
As a direct application of Theorem 1, we obtain the hyperbolic Alexandorv-
Fenchel inequalities for hypersurfaces with nonnegative sectional curvature in Hn,
which was previously proved by Ge-Wang-Wu [16] for h-convex hypersurfaces in
H
n.
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Theorem 2. Let n ≥ 3 and 2k ≤ n − 1. Any hypersurface Σ with nonnegative
sectional curvature in Hn satisfies∫
Σ
p2k ≥ ωn−1
[(
|Σ|
ωn−1
) 1
k
+
(
|Σ|
ωn−1
) 1
k
n−1−2k
n−1
]k
,(1.8)
The equality holds in (1.8) if and only if Σ is a geodesic sphere in Hn.
We also obtain the following optimal inequalities for Wk(Ω) for general odd k in
terms of the area |Σ|.
Theorem 3. Let n ≥ 3 and 2k ≤ n − 1. If Ω ⊂ Hn is a domain with smooth
boundary Σ = ∂Ω having nonnegative sectional curvature, then
W2k+1(Ω) ≥
ωn−1
n
k∑
i=0
n− 1− 2k
n− 1− 2i
Cik
(
|Σ|
ωn−1
)n−1−2i
n−1
.(1.9)
The equality holds in (1.9) if and only if Σ is a geodesic sphere in Hn.
As a corollary, we solve the isoperimetric problem for hypersurfaces with non-
negative sectional curvature in hyperbolic space with fixed W1 =
|Σ|
n , which was
posed by Gao-Hug-Schneider [14].
Corollary 4. Let n ≥ 3 and 2k ≤ n − 1. In the class of hypersurfaces with
nonnegative sectional curvature and the fixed W1 in H
n, the minimum of W2k+1 is
achieved if and only if Σ is a geodesic sphere in Hn..
In order to prove Theorem 1, the idea is similar to Ge-Wang-Wu [16]. We
consider the functional:
Qk(t) := |Σt|
−n−1−2k
n−1
∫
Σt
Lk.(1.10)
Let X0 : M
n−1 → Hn be a smooth embedding such that the initial hypersurface
Σ = X0(M) is a closed smooth hypersurface in H
n. We consider the smooth family
of immersions X : Mn−1 × [0, T ) → Hn evolves along the inverse mean curvature
flow (IMCF): 

∂
∂t
X(x, t) =
1
H(x, t)
ν(x, t),
X(·, 0) =X0(·),
(1.11)
where H(x, t) is the mean curvature and ν(x, t) is the unit outward normal vector
of Σt = X(M, t), respectively.
In Section 3, we will show that if the initial hypersurface Σ is smooth, closed and
has nonnegative sectional curvature, then the flow hypersurface Σt of the IMCF
has nonnegative sectional curvature for any time t > 0. This will be crucial in
establishing the inequality (1.5) for hypersurfaces with nonnegative sectional cur-
vature in hyperbolic space. The method we used here is motivated by the recent
important work of Andrews-Chen-Wei [5], where they proved that the nonnegativ-
ity of sectional curvature is preserved along volume preserving curvature flows in
hyperbolic space.
In Section 4, we use Andrews’ maximum principle for tensors to show that if the
initial hypersurface Σ in hyperbolic space is h-convex, then the flow hypersurface Σt
of the IMCF becomes strictly h-convex for t > 0. The idea we used here follows from
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the recent work of Andrews and Wei [8], and the proof does not rely on the constant
rank theorem as in [31]. This property will be crucial to establish the rigidity part
of the inequality (1.5) under the weaker condition that Σ has nonnegative sectional
curvature.
In Section 5, we will show that the functional Qk is non-increasing along the
IMCF, provided that the initial hypersurface has nonnegative sectional curvature.
An important observation is that if Qk is constant along the IMCF, then the hy-
persurface with nonnegative sectional curvature is h-convex.
In Section 6, by the convergence result of Gerhardt [18] on the IMCF, we show
that the flow approaches to hypersurfaces whose induced metrics belong to the con-
formal class of the standard round sphere metric. A generalized Sobolev inequality
of Guan-Wang [20] shows that
Qk(0) ≥ lim
t→∞
Qk(t) ≥ C
2k
n−1(2k)!ω
2k
n−1
n−1 .
The argument to establish this inequality is the same as that in Ge-Wang-Wu [16].
However, as we use the IMCF instead of the inverse curvature flows used by Ge-
Wang-Wu [16], the rigidity part of the inequality (1.5) needs to be proved in a
completely different way. If the equality holds in (1.5), then Qk is constant along
the IMCF and thus the initial hypersurface is h-convex. For any t > 0, the flow
hypersurface Σt of IMCF is strictly h-convex. Together with the equality charac-
terization of the inequality (5.2), we show that Σt is totally umbilical and hence it
is a geodesic sphere. Finally, the initial hypersurface is smoothly approximated by
a family of geodesic spheres, and it must be a geodesic sphere in Hn.
In Section 7, we can also prove the Alexandrov-Fenchel type inequality for
∫
Σ p1
for hypersurfaces with nonnegative Ricci curvature in Hn. We also mention a
weaker version of the Alexandrov-Fenchel type inequality for
∫
Σ p1, which holds for
any star-shaped and mean convex hypersurfaces in Hn.
By studying the quermassintegral preserving flow, Wang and Xia [31] proved
the Alexandrov-Fenchel type inequalities for h-convex hypersurface in hyperbolic
space. More recently, Andrews-Chen-Wei [5] considered a volume preserving flow
with nonnegative sectional curvature, and proved some Alexandrov-Fenchel type
inequalities under the weaker assumption of nonnegative sectional curvature.
Acknowledgements
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2. Preliminaries
2.1. Curvature integrals and Quermassintegrals. We recall some basic con-
cepts and formulas in integral geometry. We refer to Santalo´’s book [27], see also
Schnerder [28] or Solanes [29, 30] for details.
The hyperbolic spaceHn is an n-dimensional simply connected Riemannian man-
ifold of constant sectional curvature −1. Let Ω be a domain with smooth boundary
Σ = ∂Ω in Hn, then Σ is a closed hypersurface in Hn with unit outward normal ν.
The second fundamental form h of Σ is defined by
h(X,Y ) = 〈∇Xν, Y 〉,
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for any tangent vector fields X,Y on Σ. For an orthonormal basis {e1, · · · , en−1}
of Σ, the second fundamental form is h = (hij) and the Weingarten tensor is
W = (hji ) = (g
jkhki), where g is the induced metric on Σ. The principal curvatures
κ = (κ1, · · · , κn−1) are the eigenvalues of W .
Let σk be the k-th elementary symmetric function σk : R
n−1 → R defined by
σk(λ) =
∑
i1<···<ik
λi1 · · ·λik , for λ = (λ1, · · · , λn−1) ∈ R
n−1.(2.1)
We also take σ0 = 1 by convention. The Garding cone is defined as
Γ+k = {λ ∈ R
n−1 | σj(λ) > 0, ∀j ≤ k}.
We denoted by Γ+k the closure of Γ
+
k . Let
pk(λ) = pk(λ) =
σk(λ)
Ckn−1
be the normalized k-th symmetric functions, then we have the well-known Newton-
MacLaurin inequalities (see Lemma 2.7 on p55 in [19]).
Lemma 5. Let 1 ≤ k ≤ n− 1. For λ ∈ Γ+k , we have
p1pk−1 ≥ pk, p1 ≥ p
1/2
2 ≥ · · · ≥ p
1/k
k .(2.2)
Moreover, the above equalities hold if and only if λ = α(1, · · · , 1) for some α > 0.
The normalized k-th mean curvature of Σ is defined by
pk(x) = pk(κ(x)), x ∈ Σ, 0 ≤ k ≤ n− 1,(2.3)
and the curvature integrals are defined by
Vn−1−j(Ω) =
∫
Σ
pj , 0 ≤ j ≤ n− 1.
For a convex domain Ω ⊂ Hn, the quermassintegrals are defined by
Wr(Ω) :=
(n− r)ωr−1 · · ·ω0
nωn−2 · · ·ωn−r−1
∫
Lr
χ(L ∩Ω)dL, r = 1, · · · , n− 1,(2.4)
where Lr is the space of r-dimensional totally geodesic subspaces L in H
n, and dL
is the natural measure on Lr which is invariant under the isometry group of Hn.
The function χ is defined to be 1 if L∩Ω 6= ∅ and to be 0 otherwise. Furthermore,
we set W0(Ω) = Vol(Ω), Wn(Ω) = ωn−1/n. The quermassintegrals and curvature
integrals in Hn are related by the following recursive formulas (see Proposition 7 in
[30]):
Vn−1−j(Ω) = n
(
Wj+1(Ω) +
j
n− j + 1
Wj−1(Ω)
)
, j = 1, · · · , n− 1.(2.5)
2.2. Evolution equations for IMCF. Let X0 : M
n−1 → Hn be a smooth em-
bedding such that Σ = X0(M) is a closed smooth hypersurface in H
n. We consider
the smooth family of immersions X :Mn−1× [0, T )→ Hn evolves along the inverse
mean curvature flow (IMCF):

∂
∂t
X(x, t) =
1
H(x, t)
ν(x, t),
X(·, 0) =X0(·),
(2.6)
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where H(x, t) is the mean curvature and ν(x, t) is the unit outward normal vector
of the hypersurface Σt = X(M, t), respectively.
Along the IMCF (2.6), we have the following evolution equations on the Wein-
garten tensor W = (hji ) of Mt (see [3]):
∂
∂t
hji =
1
H2
∆hji −
2
H3
∇iH∇
jH +
1
H2
(|A|2 + n− 1)hji −
2
H
(h2)ji ,(2.7)
where ∇ denotes the Levi-Civita connection with respect to the induced metric gij
onMt. For simplicity, we will omit the subscript t and the volume form dµt if there
is no ambiguity. By the variational formula by Reilly [26], one can check that along
the IMCF we have
d
dt
∫
Σ
pk =
∫
Σ
((n− 1− k)pk+1 + kpk−1)
1
(n− 1)p1
, k = 0, · · · , n− 1.(2.8)
3. Preserving nonnegative sectional curvature along IMCF
In this section, we prove that if the initial hypersurface Σ in hyperbolic space is
smooth, closed and has nonnegative sectional curvature, then the solution Σt of the
IMCF has nonnegative sectional curvature for any time t > 0. Inspired by a recent
work due to Andrews-Chen-Wei [5], we show that the nonnegativity of sectional
curvature of the hypersurface is preserved along the IMCF. The argument is related
to that used by Andrews [4] to prove a generalized tensor maximum principle, see
Theorem 8 in Section 4. However, it can not be deduced directly from that result.
The argument combines the ideas of the generalized tensor maximum principle with
those of vector bundle maximum principles for reaction-diffusion equations [6, 22].
Theorem 6. If the initial hypersurface Σ has nonnegative sectional curvature,
then along the IMCF (2.6) the evolving hypersurface Σt has nonnegative sectional
curvature for t > 0.
Proof. The sectional curvature defines a smooth function on the Grassmannian
bundle of 2-dimensional subspace of TM . For convenience, we lift this to a function
on the orthonormal frame bundle O(M) over M : Given a point x ∈M and t ≥ 0,
and a frame O = {e1, · · · , en−1} of TxM which is orthonormal with respect to the
metric g(x, t), we define
G(x, t,O) = h(x,t)(e1, e1)h(x,t)(e2, e2)− h(x,t)(e1, e2)
2 − 1.
We consider a point (x0, t0) ∈M× [0, t0] and a frame O0 = {e1, · · · , en−1} at which
a new minimum of the function G is attained, so that we have
G(x, t,O) ≥ G(x0, t0,O0),
for all x ∈M , t ∈ [0, t0] and O ∈ F (M)(x,t). The fact that O0 achieves the minimum
of G over the fiber F (M)(x0,t0) implies that e1 and e2 are eigenvectors of h(x0,t0)
corresponding to the principal curvatures κ1 and κ2, where κ1 ≤ κ2 ≤ · · · ≤ κn−1
are the principal curvatures at (x0, t0). Since G is invariant under rotation in the
subspace orthogonal to {e1, e2}, we can assume that h(ei, ei) = κi, h(ei, ej) = 0 for
i 6= j.
We derive the evolution equation for G at (x0, t0,O0). Note that the evolving
frame O(t) for TxM is defined by
d
dt
ei(t) =
1
H
W(ei(t)), ei(t0) = ei, for i = 1, · · · , n− 1.
GEOMETRIC INEQUALITIES FOR HYPERSURFACES 7
Then the frame remains orthonormal with respect to the metric g(x, t). From (2.7)
we get
d
dt
G|(x0,t0,O0) =κ1
∂
∂t
h22 + κ2
∂
∂t
h11
=
κ1
H2
∆h22 +
κ2
H2
∆h11 −
2κ1
H3
|∇2H |
2 −
2κ2
H3
|∇1H |
2
+
2κ1κ2
H2
(
|A|2 + n− 1− (κ1 + κ2)H
)
.
We denote
R1 :=
κ1
H2
∆h22 +
κ2
H2
∆h11 −
2κ1
H3
|∇2H |
2 −
2κ2
H3
|∇1H |
2,
R2 :=
2κ1κ2
H2
(
|A|2 + n− 1− (κ1 + κ2)H
)
.
First, we have
2
H2
(
|A|2 − (κ1 + κ2)H + (n− 1)κ1κ2
)
=
2
H2
n−1∑
k=1
(κk − κ2)(κk − κ1) ≥ 0;
−
2(κ1κ2 − 1)
H2
(−|A|2 + (κ1 + κ2)H) =−G
2
H2
n−1∑
k=1
κk(−κk + κ1 + κ2).
Sum all these terms up, we have
R2 =
2κ1κ2
H2
(|A|2 + n− 1− (κ1 + κ2)H)
=
2
H2
[
|A|2 − (κ1 + κ2)H + (n− 1)κ1κ2 + (κ1κ2 − 1)|A|
2
−(κ1κ2 − 1)(κ1 + κ2)H ]
=
2
H2
n−1∑
k=1
(κk − κ2)(κk − κ1)−G
2
H2
n−1∑
k=1
κk(−κk + κ1 + κ2)
≥−G
2
H2
n−1∑
k=1
κk(−κk + κ1 + κ2)
≥−
2(n− 2)
n− 1
G =: −CG,
where the last inequality follows from
2
H2
n−1∑
k=1
κk(−κk + κ1 + κ2)
=
2
H2
(−|A|2 + (κ1 + κ2)H)
≤
2
H2
(
−
1
n− 1
H2 +H2
)
≤
2(n− 2)
n− 1
.
To estimate R1, we consider the second derivatives of G along a curve on O(M)
defined as follows: Let γ be any geodesic of g(t0, ·) in M with γ(0) = x0, and define
8 YINGXIANG HU, HAIZHONG LI
a frame O(s) = (e1(s), · · · , en−1(s)) at γ(s) by taking ei(0) = ei for each i and
∇sei(s) = Γijej(s) for some constant antisymmetric matrix Γ. Then we have
d2
ds2
G(x(s), t0,O(s))
∣∣∣∣
s=0
=κ2∇
2
sh11 + κ1∇
2
sh22 + 2(∇sh22∇sh11 − (∇sh12)
2)
+ 4
n−1∑
p=3
Γ1pκ2∇sh1p + 4
n−1∑
p=3
Γ2pκ1∇sh2p
+ 2
n−1∑
p=3
Γ21pκ2(κp − κ1) + 2
n−1∑
p=3
Γ22pκ1(κp − κ2).
(3.1)
Since G has a minimum at (x0, t0,O0), the RHS of (3.1) is nonnegative for any
choice of Γ. Minimizing all Γ gives
0 ≤κ2∇
2
sh11 + κ1∇
2
sh22 + 2
(
∇sh22∇sh11 − (∇sh12)
2
)
− 2
n−1∑
p=3
κ2
κp − κ1
(∇sh1p)
2 − 2
n−1∑
p=3
κ1
κp − κ2
(∇sh2p)
2,
where the terms on the last line vanishes if the denominators vanish, since the
corresponding component of ∇h vanishes in that case. This gives
R1 ≥−
2
H3
(κ1|∇2H |
2 + κ2|∇1H |
2)−
2
H2
n−1∑
k=1
[
∇kh22∇kh11 − (∇kh12)
2
]
+
2
H2
n−1∑
k=1
n−1∑
p=3
[
κ2
κp − κ1
(∇kh1p)
2 +
κ1
κp − κ2
(∇kh2p)
2
]
.
(3.2)
From ∇iG = 0, we have
κ2∇ih11 + κ1∇ih22 = 0, i = 1, · · · , n− 1.(3.3)
Then we get
∇kh22∇kh11 − (∇kh12)
2 = −
κ2
κ1
(∇kh11)
2 − (∇kh12)
2 ≤ 0.
So the second term in RHS of (3.2) is nonnegative. The third term in RHS of (3.2)
is also nonnegative. In order to show R1 ≥ 0, it suffices to show
−
2κ2
H3
|∇1H |
2 −
2
H2
(∇1h22∇1h11 − (∇1h22)
2) +
2
H2
n−1∑
p=3
κ2
κp − κ1
(∇1hpp)
2 ≥ 0,
(3.4)
and
−
2κ1
H3
|∇2H |
2 −
2
H2
(∇2h22∇2h11 − (∇2h11)
2) +
2
H2
n−1∑
p=3
κ1
κp − κ2
(∇2hpp)
2 ≥ 0.
(3.5)
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Here we only prove (3.4), and (3.5) can be proved similarly. If n− 1 = 2, then the
third term in LHS of (3.4) vanishes, and hence
−
2κ2
H3
|∇1H |
2 −
2
H2
(∇1h22∇1h11 − (∇1h22)
2)
≥−
2κ2
H3
(∇1h11 +∇1h22)
2 −
2
H2
(∇1h22∇1h11 − (∇1h22)
2)
=−
2κ2
H3
(∇1h11)
2 (κ2 − κ1)
2
κ21
+
2
H2
(∇1h11)
2 κ2(κ1 + κ2)
κ21
=
2κ2
H3
(∇1h11)
2 (κ2 + κ1)
2 − (κ2 − κ1)2
κ21
≥ 0.
If n − 1 ≥ 3, let Hˆ := H − κ1 − κ2, then we have Hˆ ≥ (n − 3)κ1 > 0. By the
Cauchy-Schwarz inequality,
n−1∑
p=3
(∇1hpp)2
κp − κ1
·
(
Hˆ − (n− 3)κ1
)
=
n−1∑
p=3
(∇1hpp)2
κp − κ1
·
n−1∑
p=3
(κp − κ1)
≥
(
n∑
p=3
|∇1hpp|
)2
≥ |∇1Hˆ |
2,
we have
n∑
p=3
(∇1hpp)2
κp − κ1
≥
|∇1Hˆ |2
Hˆ − (n− 3)κ1
.(3.6)
It follows from (3.3) and (3.6) that
−
2κ2
H3
|∇1H |
2 −
2
H2
(∇1h22∇1h11 − (∇1h22)
2) +
2
H2
n−1∑
p=3
κ2
κp − κ1
(∇1hpp)
2
≥
2κ2
H2
[
−
1
H
(
κ1 − κ2
κ1
∇1h11 +∇1Hˆ
)2
+
κ1 + κ2
κ21
(∇1h11)
2 +
|∇1Hˆ |
2
Hˆ − (n− 3)κ1
]
=
2κ2
H2
[(
−
(κ1 − κ2)2
κ21H
(1 + ε) +
κ1 + κ2
κ21
)
(∇1h11)
2
+
(
−
1 + ε−1
H
+
1
Hˆ − (n− 3)κ1
)
|∇1Hˆ |
2
]
,
(3.7)
where we have used the inequality
(a+ b)2 ≤ (1 + ε)a2 + (1 + ε−1)b2, for any ε > 0.
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If κ1 = κ2, then (3.4) follows from
−
2κ2
H3
|∇1H |
2 −
2
H2
(∇1h22∇1h11 − (∇1h22)
2) +
2
H2
n−1∑
p=3
κ2
κp − κ1
(∇1hpp)
2
≥
2κ1
H2
(
−
1
H
+
1
Hˆ − (n− 3)κ1
)
|∇1Hˆ |
2
=
2(n− 1)κ21
H3(Hˆ − (n− 3)κ1)
|∇1Hˆ |
2 ≥ 0.
If κ1 < κ2, we take ε =
Hˆ(κ1+κ2)+4κ1κ2
(κ2−κ1)2
. Then we have
−
(κ1 − κ2)2
κ21H
(1 + ε) +
κ1 + κ2
κ21
= 0,
and
−
1 + ε−1
H
+
1
Hˆ − (n− 3)κ1
=
(n− 2)κ1 + κ2
H(Hˆ − (n− 3)κ1)
−
(κ2 − κ1)2
H(Hˆ(κ1 + κ2) + 4κ1κ2)
=
((n− 2)κ1 + κ2)(Hˆ(κ1 + κ2) + 4κ1κ2)− (κ2 − κ1)2(Hˆ − (n− 3)κ1)
H(Hˆ − (n− 3)κ1)(Hˆ(κ1 + κ2) + 4κ1κ2)
=
[
((n− 2)κ1 + κ2)(κ1 + κ2)− (κ2 − κ1)2
]
Hˆ
H(Hˆ − (n− 3)κ1)(Hˆ(κ1 + κ2) + 4κ1κ2)
+
4κ1κ2((n− 2)κ1 + κ2) + (n− 3)κ1(κ2 − κ1)2
H(Hˆ − (n− 3)κ1)(Hˆ(κ1 + κ2) + 4κ1κ2)
≥0.
From this, we show that (3.4) holds. A similar argument shows that (3.5) also
holds and we obtain R1 ≥ 0. Finally, we conclude that
∂
∂tG ≥ −CG at a spatial
minimum point, and hence the maximum principle (see Lemma 3.5 in [22]) gives
inf
x∈M,O∈F (M)(x,t)
G(x, t,O) ≥ e−Ct inf
x∈M,O∈F (M)(x,0)
G(x, 0,O) ≥ 0.
along the IMCF, which finishes the proof of Theorem 6. 
Combining Theorem 6 with the result of Gerhardt [18], we obtain the following
proposition.
Proposition 7. If the initial hypersurface Σ has nonnegative sectional curvature,
then along the IMCF (2.6) the flow hypersurface Σt has nonnegative sectional cur-
vature for t > 0. Moreover, the hypersurfaces Σt become more and more umbilical
in the sense of
|hji − δ
j
i | ≤ Ce
− t
n−1 , t > 0,(3.8)
i.e., the principal curvatures are uniformly bounded and converge exponentially fast
to 1.
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4. Preserving h-convexity along IMCF
In this section, we prove that if the initial hypersurface Σ in hyperbolic space is
h-convex, then the solution Σt of the IMCF is strictly h-convex for any time t > 0.
We recall the maximum principle for tensors, which was first proved by Hamilton
[21] and was generalized by Andrews [4].
Theorem 8 ([4]). Let Sij be a smooth time-varying symmetric tensor field on a
closed manifold M , satisfying
∂
∂t
Sij = a
kl∇k∇lSij + u
k∇kSij +Nij ,(4.1)
where akl and uk are smooth, ∇ is a (possibly time-dependent) smooth symmetric
connection, and akl is positive definite everywhere. Suppose that
Nijv
ivj + sup
Λ
2akl(2Λpk∇lSipv
i − ΛpkΛ
q
lSpq) ≥ 0,(4.2)
where Sij ≥ 0 and Sijvj = 0. If Sij is positive definite everywhere on M at t = 0,
then it is positive definite on M × [0, T ].
Without resorting to the constant rank theorem, here we follow the spirit of
Andrews-Wei [8], and prove that the h-convexity is preserved along the IMCF.
Theorem 9. Let Σt, t ∈ [0, T ) be a solution of IMCF (2.6). If the initial hy-
persurface Σ is h-convex, then the evolving hypersurface Σt is strictly h-convex for
t ∈ (0, T ).
Proof. We show that the h-convexity is preserved along the IMCF, and it becomes
strictly h-convex for t > 0. We take Sij := h
j
i − δ
j
i . Then the h-convexity is
equivalent to Sij ≥ 0. By (2.7), the tensor Sij evolves by
∂
∂t
Sij =
1
H2
∆Sij −
2
H3
∇iH∇
jH + (|A|2 + n− 1)Sij
−
2
H
(SikSkj + 2Sij) +
1
H2
(|A|2 + (n− 1)− 2H)δji .
(4.3)
To apply the tensor maximum principle, we need to show that (4.2) holds provided
that Sij ≥ 0 and Sijvj = 0. Let (x0, t0) be the point where Sij has a null vector v.
By continuity, we can assume that hji has all eigenvalues distinct and in increasing
order at (x0, t0), that is κn−1 > κn−2 > · · · > κ1. The null eigenvector condition
Sijv
j = 0 implies that v = e1 and S11 = κ1 − 1 = 0 at (x0, t0). The terms in (4.3)
which contains Sij and SikSkj satisfies the null vector condition. For the last term
in (4.3) we have
1
H2
(|A|2 + (n− 1)− 2H) ≥
1
H2
(
H2
n− 1
+ (n− 1)− 2H
)
≥ 0.
Thus, it remains to show that
Q1 := −
2
H3
|∇1H |
2 + 2 sup
Λ
δkl
H2
(2Λpk∇lS1p − Λ
p
kΛ
q
lSpq) ≥ 0.
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Note that S11 = 0 and ∇kS11 = 0 at (x0, t0), the supremum over Λ can be explicitly
computed as follows.
2δkl
H2
(2Λpk∇lS1p − Λ
p
kΛ
q
l Spq)
=
2
H2
n−1∑
k=1
n−1∑
p=2
(2Λpk∇kS1p − (Λ
p
k)
2Spp)
=
2
H2
n−1∑
k=1
n−1∑
p=2
[
(∇kS1p)2
Spp
−
(
Λpk −
∇kS1p
Spp
)2
Spp
]
.
Thus the supremum is obtained by taking Λpk =
∇kS1p
Spp
. The required inequality for
Q1 becomes
Q1 = −
2
H3
|∇1H |
2 +
2
H2
n−1∑
k=1
n−1∑
p=2
(∇kS1p)2
Spp
≥ 0.
By the Codazzi equation we have ∇1S1p = ∇1h1p = ∇ph11 = 0 at (x0, t0), we have
∑
k>1
1
κk
(∇1hkk)
2 ·
∑
k>1
κk ≥
(∑
k>1
|∇1hkk|
)2
≥
∣∣∣∣∣∇1
∑
k>1
hkk
∣∣∣∣∣
2
= |∇1H |
2,
which gives |∇1H|
2
H ≤
∑
k>1
1
κk
(∇1hkk)2. Hence, we get
Q1 =−
2
H3
|∇1H |
2 +
2
H2
∑
k>1,l>1
1
κl − 1
(∇1hkl)
2
≥−
2
H2
∑
k>1
1
κk
(∇1hkk)
2 +
2
H2
∑
k>1,l>1
1
κl − 1
(∇1hkl)
2
≥
2
H2
∑
k>1,l>1
(
1
κl − 1
−
1
κl
)
(∇1hkl)
2 ≥ 0.
Thus, the Andrews’ maximum principle (Theorem 8) implies that the h-convexity
is preserved along the IMCF.
Finally, we show that Σt is strictly h-convex for t > 0. If this is not true, then
there exists some interior point (x0, t0) such that the smallest principal curvature is
1. By the strong maximum principle, there exists a parallel vector field v such that
Sijv
ivj = 0 on Σt0 . Then the smallest principal curvature is 1 on Σt0 everywhere.
This contradicts with the fact that on any closed hypersurface in Hn, there exists
at least one point where all the principal curvatures are strictly larger than one.
This completes the proof. 
5. Monotonicity formula
In this section, we prove the monotonicity of functional Qk along the IMCF. Let
L˜k =
k∑
i=0
Cik(−1)
ip2k−2i =
1
(2k)!C2kn−1
Lk, N˜k =
k∑
i=0
Cik(−1)
ip2k+1−2i.
The variational formula for
∫
Σ L˜k is the following.
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Lemma 10.
d
dt
∫
Σ
L˜k =
n− 1− 2k
n− 1
∫
Σ
L˜k +
n− 1− 2k
n− 1
∫
Σ
(
N˜k
p1
− L˜k
)
.(5.1)
Proof. It follows from (2.8) that along the IMCF, we have
d
dt
∫
Σ
L˜k
=
∫
Σ
k∑
i=0
Cik(−1)
i [(n− 1− 2k + 2i)p2k−2i+1 + (2k − 2i)p2k−2i−1]
1
(n− 1)p1
=
n− 1− 2k
n− 1
∫
Σ
1
p1
k∑
i=0
Cik(−1)
ip2k−2i+1
+
1
n− 1
∫
Σ
1
p1
k∑
i=1
(−1)i
[
Cik(2i)− C
i−1
k (2k − 2i+ 2)
]
p2k−2i+1
=
n− 1− 2k
n− 1
∫
Σ
N˜k
p1
=
n− 1− 2k
n− 1
∫
Σ
L˜k +
n− 1− 2k
n− 1
∫
Σ
(
N˜k
p1
− L˜k
)
.

To show that the monotonicity of the functional Qk(t) along the IMCF, we need
to show that
N˜k
p1
− L˜k ≤ 0.
For this purpose, we need the following lemma. Define the cone
Γ := {λ ∈ Rn−1 | λiλj ≥ 1, ∀i 6= j},
then it is easy to see the cone {λ ∈ Rn−1 | λi ≥ 1} is strictly contained in Γ.
Lemma 11. For any κ ∈ Γ, we have
N˜k − p1L˜k ≤ 0.(5.2)
The equality holds if and only if one of the following two cases holds:
(i) κi = κj for all i,j;
(ii) if k ≥ 2, there exists one i with κi > 1 and κj = 1 for all j 6= i.
Proof. The proof relies on a crucial observation due to Ge-Wang-Wu (see Lemma
4.3 in [16]): the inequality (5.2) is equivalent to the following inequality:
∑
1≤im≤n−1
ip 6=iq(p6=q)
κi1(κi2κi3 − 1)(κi4κi5 − 1) · · · (κi2k−2κi2k−1 − 1)(κi2k − κi2k+1)
2 ≥ 0,
(5.3)
where the summation takes over all (2k+1)-elements permutation of {1, 2, · · · , n−
1}. For κ ∈ Γ, we have κi > 0 for all i and
κipκiq − 1 ≥ 0, (κip − κiq )
2 ≥ 0,
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for all distinct p, q. It follows that if κ ∈ Γ then (5.3) holds, and hence the inequality
(5.2) holds. Now we analyze the equality case in (5.3). If k = 1, then the equality
in (5.3) reduces to ∑
1≤im≤n−1
ip 6=iq(p6=q)
κi1(κi2 − κi3)
2 = 0.
Since κi > 0 for all i, we get κi = κj for all i, j. If k ≥ 2, then the equality in (5.3)
implies that one of the following two cases holds:
(i′) κi = κj for all i, j;
(ii′) There exists at least one κi which is distinct with another κj , j 6= i.
Without loss of generality, we may assume that κ1 ≤ · · · ≤ κn−1. We claim that
κ1 ≥ 1. If not, then it follows from κ ∈ Γ that
0 < κ1 < 1 <
1
κ1
≤ κ2 ≤ · · · ≤ κn−1.
Then we have κiκj > 1 for all distinct i, j ∈ {2, · · · , n− 1}. We have
κ1(κi2κi3 − 1)(κi4κi5 − 1) · · · (κi2k−2κi2k−1 − 1)(κi2k − κi2k+1)
2 = 0,
where (i2, · · · , i2k+1) is taken over all 2k-elements permutation of {2, · · · , n − 1}.
This implies that κi = κj for all i, j ∈ {2, · · · , n− 1}. We also have
κi1(κi2κi3 − 1)(κi4κi5 − 1) · · · (κi2k−2κi2k−1 − 1)(κ2 − κ1)
2 = 0,
where (i1, · · · , i2k−1) is taken over all (2k− 1)-elements permutation of {3, · · · , n−
1}. Together with κi = κj for all i, j ∈ {2, · · · , n− 1}, we get κ2 = · · · = κn−1 = 1.
It follows that κ1κ2 = κ1 < 1, which contradicts with κ ∈ Γ. Therefore, we have
κ1 ≥ 1.
Now we claim that if (ii′) holds, then
1 = κ1 = · · · = κn−2 < κn−1.(5.4)
To show (5.4), without loss of generality we may assume κi = κn−1 in (ii
′), then
κ1 < κn−1. Together with κ1κn−1 ≥ 1, we have 1 < κn−1. We have
(κi2κi3 − 1)(κi4κi5 − 1) · · · (κi2k−2κi2k−1 − 1)(κi2k − κi2k+1)
2 = 0,(5.5)
where (i2, · · · , i2k+1) is taken over all (2k)-elements permutation of {1, · · · , n− 1}.
Now we prove (5.4) by induction. If κ1 > 1, then κiκj > 1 for all i, j ∈ {1, · · · , n−
1}. If we take i2k+1 = n− 1, then it follows from (5.5) that
1 < κ1 < κ2 = κ3 = · · · = κn−1.
However, in this case we have
(κi2κi3 − 1)(κi4κi5 − 1) · · · (κi2k−2κi2k−1 − 1)(κn−1 − κ1)
2 > 0,
where (i2, · · · , i2k−1) is taken over all (2k− 2)-elements permutation of {2, · · · , n−
2}. This contradicts with (5.5), so we have κ1 = 1. Assume that we have proved
1 = κ1 = · · · = κj ≤ κj+1 ≤ · · · ≤ κn−1,
and we need to show that κj+1 = 1. If κj+1 > 1, then we take i2m = m, where
m = 1, · · · , j and i2k+1 = n− 1. Let (i3, i5, · · · , i2j+1, i2j+2, · · · , i2k) is taken over
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all (2k − 1 + j)-elements permutation of {j + 1, j + 2, · · · , n − 2}. As we have
κi2mκi2m+1 ≥ κ1κj+1 > 1 for m = 1, · · · , j, it follows from (5.5) that
1 < κ1 = · · · = κj < κj+1 = · · · = κn−1.
However, in this case we may take i2m = m+1, where m = 1, · · · , j−1, i2k = 1 and
i2k+1 = n−1. Let (i3, i5, · · · , i2j−1, i2j, i2j+1, · · · , i2k−1) is taken over all (2k−1+j)-
elements permutation of {j + 1, j + 2, · · · , n − 2}, then we have κi2mκi2m+1 ≥
κ2κj+1 > 1 for m = 1, · · · , j − 1 and κi2mκ2m+1 > 1 for m = j, · · · , k− 1. Thus we
have
(κi2κi3 − 1)(κi4κi5 − 1) · · · (κi2k−2κi2k−1 − 1)(κn−1 − κ1)
2 > 0,
which contradicts with (5.5). Hence we conclude that κj+1 = 1. Induction on j
then verifies (5.4), which completes the proof. 
Remark 12. For κ ∈ Γ, either (i) or (ii) implies that κ ∈ {λ ∈ Rn−1 | λi ≥ 1}.
As a consequence, on a hypersurface Σ with nonnegative sectional curvature, if
N˜k − p1L˜k ≡ 0, then Σ is h-convex.
Theorem 13. The functional Qk(t) is non-increasing along the IMCF (2.6), pro-
vided that the initial hypersurface has nonnegative sectional curvature.
Proof. By the variational formula (5.1) of
∫
Σ
L˜k and (5.2), we have
d
dt
∫
Σ
Lk ≤
n− 1− 2k
n− 1
∫
Σ
Lk.(5.6)
On the other hand, by (2.8) for k = 0, we have
d
dt
|Σt| = |Σt|.(5.7)
From (6.11), we know that the quantity Qk(t) is positive along the IMCF. Com-
bining with (5.6) and (5.7), we obtain
d
dt
Qk(t) ≤ 0.(5.8)

6. Proof of Main Theorems
In this section, we will give the proof of Theorem 1.
Proof of Theorem 1. The proof follows the spirit of the proof of Theorem A due to
Ge-Wang-Wu [16], the main difference is that here we use the inverse mean curva-
ture flow and we only assume the initial hypersurface Σ has nonnegative sectional
curvature. First, by the definition of Qk(t), it is equivalent to show that
Qk(0) ≥ C
2k
n−1(2k)!ω
2k
n−1
n−1 .(6.1)
By Proposition 7, the nonnegativity of sectional curvature of Σt is preserved along
the IMCF. It follows from Theorem 13 that the functional Qk(t) is monotone non-
increasing. Hence, it suffices to show
lim
t→∞
Qk(t) ≥ C
2k
n−1(2k)!ω
2k
n−1
n−1 .(6.2)
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The hyperbolic space can be represented as a warped product Hn = R+ × Sn−1
endowed with the metric
g = dr2 + λ(r)2gSn−1 ,
where the warping function λ(r) = sinh r and gSn−1 is the standard round metric on
Sn−1. Since Σ has nonnegative sectional curvature, it is a strictly convex hypersur-
face in Hn. By the Hadamard theorem for strictly convex hypersurface in Hn (see
do Carmo and Warner [13] or Theorem 10.3.1 in Gerhardt’s book [17]), Σ bounds
a strictly convex body Ω in Hn, so it can be written as a graph of function r(θ),
θ ∈ Sn−1. Hence the initial hypersurface Σ can be represented by an embedding
X0 : S
n−1 → Hn. Let X(t, ·) : Sn−1 → Hn, t ∈ [0, T ) be the solution of IMCF
with the initial data given by X0. The evolving hypersurface Σt can be written as
a graph
Σt = {(r(t, θ), θ) : θ ∈ S
n−1},
where r(t, ·) is a positive function defined on Sn−1. We define a new function
ϕ : Sn−1 → R by
ϕ(θ) = Φ(r(θ)),
where Φ is a positive function satisfying Φ′(r) = 1λ(r) . Let ϕi = ∇iϕ and ∇ijϕ =
∇j∇iϕ denote the covariant derivatives of ϕ with respect to gSn−1 . We also define
another function
v =
√
1 + |∇ϕ|2g
Sn−1
.
Let g = (gij) be the induced metric on Σ and h = (hij) be the second fundamental
form in terms of the coordinates θj . Then we have
gij = λ
2(σij + ϕiϕj), hij =
λ
v
(λ′(σij + ϕiϕj)− ϕij).(6.3)
By (3.8) in Proposition 7, we have
λ = O(e
t
n−1 ), |∇ϕ|g
Sn−1
+ |∇2ϕ|g
Sn−1
= O(e−
t
n−1 ).(6.4)
Then by the identity λ′2 = λ2 + 1 we get
λ′ = λ+
1
2λ
+O(e−
4t
n−1 ).(6.5)
We also have
1
v
= 1−
1
2
|∇ϕ|2g
Sn−1
+O(e−
4t
n−1 ).(6.6)
By (6.3), the Weingarten tensor W = (hji ) of Σt can be expressed as
hji =
λ′
vλ
(δji −
ϕji
λ′
+
ϕiϕjϕ
jl
v2λ′
)
=δji +
(
1
2λ2
−
1
2
|∇ϕ|2g
Sn−1
)
δji −
ϕji
λ
+O(e−
4t
n−1 ).
(6.7)
We take
T ji :=
(
1
2λ2
−
1
2
|∇ϕ|2g
Sn−1
)
δji −
ϕji
λ
,(6.8)
then the Gauss equation gives
Rij
kl =− (δki δ
l
j − δ
l
iδ
k
j ) + (h
k
i h
l
j − h
l
ih
k
j )
=δki T
l
j + T
k
i δ
l
j − T
l
i δ
k
j − δ
l
iT
k
j +O(e
− 4t
n−1 ).
(6.9)
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A direct calculation gives the expression for Lk:
Lk = 2
kk!(n− 1− k) · · · (n− 2k)σk(T ) +O(e
− (2k+2)t
n−1 ).(6.10)
By a similar argument as the proof of Ge-Wang-Wu [16], we can get
lim
t→∞
|Σt|
−n−1−2k
n−1
∫
Σt
Lk ≥ (2k)!C
2k
n−1ω
2k
n−1
n−1 .(6.11)
When (6.1) is an equality, then Qk(t) ≡ (2k)!C2kn−1ω
2k
n−1
n−1 , which implies that the
equality in (5.2) on Σt. For k ≥ 2, it may not be totally umbilical everywhere.
However, in both cases (i) and (ii) of Lemma 11, the nonnegativity of sectional
curvature implies the h-convexity. Thus, the initial hypersurface Σ is h-convex. It
follows from Theorem 9 that Σt is strictly h-convex for t > 0, which excludes the
case (ii) in Lemma 11. Thus, we have Σt is totally umbilical for t > 0 and hence
it is a geodesic sphere in Hn. As t → 0, the initial hypersurface Σ is smoothly
approximated by a family of geodesic spheres, and thus it is also a geodesic sphere
in Hn. It is easy to see that if Σ is a geodesic sphere of radius r, then the area of
Σ is |Σ| = ωn−1 sinh
n−1 r. By (1.3), the integral of Lk is∫
Σ
Lk =ωn−1 sinh
n−1 r · C2kn−1(2k)!
k∑
j=0
(−1)jCjk(coth r)
2k−2j
=ωn−1 sinh
n−1 r · C2kn−1(2k)!(−1 + coth
2 r)k
=C2kn−1(2k)!ωn−1 sinh
n−1−2k r
=C2kn−1(2k)!ω
2k
n−1
n−1 |Σ|
n−1−2k
n−1 .
Hence the equality holds in (1.4) on a geodesic sphere. This completes the proof of
Theorem 1. 
Proof of Theorems 2 and 3. By Theorem 1, for 2k < n− 1 we have∫
Σ
Lk ≥ C
2k
n−1(2k)!ω
2k
n−1
n−1 |Σ|
n−1−2k
n−1 .
Together with the expressions (1.6) for
∫
Σ
p2k and W2k+1, we prove (1.8) and (1.9)
for 2k < n− 1. By Theorem 1, the equality holds in (1.8) or (1.9) if and only if Σ
is a geodesic sphere.
When 2k + 1 = n, the Hadamard theorem for strictly convex hypersurfaces in
Hn implies that Σ is diffeomorphic to Sn−1. By the Gauss-Bonnet-Chern theorem
[11, 12], we have the identity:∫
Σ
Ln−1
2
= (n− 1)!ωn−1.(6.12)
Thus, (1.8) and (1.9) also hold for 2k+ 1 = n. By Theorem 1, the equality case in
(1.8) or (1.9) for 2k + 1 = n if and only if Σ is a geodesic sphere. 
7. Other Alexandrov-Fenchel type inequality
In this section, we show that the Alexandrov-Fenchel inequality for
∫
Σ
p1 on
hypersurfaces with nonnegative Ricci curvature in Hn. This inequality has been
proved under the assumption of h-convexity by Ge-Wang-Wu [16] with a help of
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a result of Cheng-Zhou [10] (see also Wang-Xia [31] by using the quermassintegral
preserving flows in hyperbolic space).
Theorem 14. Let n ≥ 3. Any hypersurface Σ with nonnegative Ricci curvature in
Hn satisfies
∫
Σ
p1 ≥ ωn−1

( |Σ|
ωn−1
)2
+
(
|Σ|
ωn−1
) 2(n−2)
n−1


1
2
.(7.1)
The equality holds if and only if Σ is a geodesic sphere in Hn.
Proof. The nonnegativity of the Ricci curvature implies that the hypersurface is
strictly convex, and the Hadamard theorem for strictly convex hypersurfaces in Hn
implies that Σ is 2-convex and starshaped. It follows from the result of Li-Wei-
Xiong [25] that ∫
Σ
p2 ≥ |Σ|+ ω
2
n−1
n−1 |Σ|
n−3
n−1 .(7.2)
Moreover, the equality holds in (7.2) if and only if Σ is a geodesic sphere. On the
other hand, if the hypersurface Σ has nonnegative Ricci curvature, by (1.4) in [10]
and a direct calculation, we have∫
Σ
p2
∫
Σ
p0 ≤
(∫
Σ
p1
)2
.(7.3)
Together with (7.2), we get (7.1). If the equality holds in (7.1), then (7.2) is also
an equality, and hence Σ is a geodesic sphere. 
It remains an open problem that whether or not the nonnegativity of Ricci
curvature is preserved along the IMCF. There are many attempts to prove (7.1)
under weaker assumptions. The first author [23] proved the Willmore inequality
for hypersurface in hyperbolic space:
Theorem B. Let n ≥ 3. Any starshaped and mean-convex hypersurface Σ in Hn
satisfies ∫
Σ
p21 ≥ |Σ|+ ω
2
n−1
n−1 |Σ|
n−3
n−1 .
The equality holds if and only if Σ is a geodesic sphere in Hn.
Motivated by Theorem 2, we would like to propose the following conjecture.
Conjecture 15. Let n ≥ 3 and 2k+1 ≤ n−1. Any hypersurface Σ with nonnegative
sectional curvature in Hn satisfies
∫
Σ
p2k+1 ≥ ωn−1
[(
|Σ|
ωn−1
) 2
2k+1
+
(
|Σ|
ωn−1
) 2
2k+1
n−2−2k
n−1
] 2k+1
2
,(7.4)
The equality holds in (7.4) if and only if Σ is a geodesic sphere in Hn.
The inequality (7.4) was proved by Wang-Xia [31] under the stronger condition
that Σ is h-convex.
GEOMETRIC INEQUALITIES FOR HYPERSURFACES 19
References
[1] S. Alexander and R.J. Currier, Nonnegatively curved hypersurfaces of hyperbolic space and
subharmonic functions, J. London Math. Soc. 41(1990), 347-360.
[2] S. Alexander and R.J. Currier, Hypersurfaces and nonnegative curvature, Proceedings of
Symposia in Pure Mathematics 54(3)(1993), 37-44.
[3] B. Andrews, Contraction of convex hypersurfaces in Riemannian spaces, J. Differential Geom.
39(1994), 407-431.
[4] B. Andrews, Pinching estimates and motion of hypersurfaces by curvature functions, J. Reine
Angew. Math. 608(2007), 17-33.
[5] B. Andrews, X.Z. Chen and Y. Wei, Volume preserving flow and Alexandrov-Fenchel type
inequalities in hyperbolic space, arXiv:1805.11776v1
[6] B. Andrews and C. Hopper, The Ricci flow in Riemannian geometry, Lecture Notes in
Mathematics, vol. 2011, Springer, Heidelberg, 2011.
[7] B. Andrews, J. McCoy and Y. Zheng, Contracting convex hypersurfaces by curvature, Calc.
Var. Partial Differential Equations 47(2013), no.3-4, 611-665.
[8] B. Andrews and Y. Wei, Quermassintegral preserving curvature flow in hyperbolic space, to
appear in GAFA, arXiv:1708.09583v1.
[9] W. Beckner, Sharp Sobolev inequalities on the sphere and the Moser-Trudinger inequality,
Ann. of Math. 138(1993), 213-242.
[10] X. Cheng and D. Zhou, Rigidity for closed totally umbilical hypersurfaces in space forms, J.
Geom. Anal. 24(2014), 1337-1345.
[11] S.S. Chern, A simple intrinsic proof of the Gauss-Bonnet formula for closed Riemannian
manifolds, Ann. of Math. (2) 45(1944), 747-752.
[12] S.S. Chern, On the Curvatura Integra in a Riemannian Manifold, Ann. of Math. (2) 46(1945),
674-684.
[13] M.P. Do Carmo and F.W. Warner, Rigidity and convexity of hypersurfaces in spheres, J.
Differential Geom. 4(1970), 134-144.
[14] F. Gao, D. Hug, and R. Schneider, Intrinsic volumes and polar sets in spherical space,
Homage to Luis Santalo´, Vol.1 (Spanish), Math. Notae 41(2001/02), 159-76.
[15] Y. Ge, G. Wang and J. Wu, Hyperbolic Alexandorv-Fenchel quermassintegral inequality I,
arXiv:1303.1714v2.
[16] Y. Ge, G. Wang and J. Wu, Hyperbolic Alexandorv-Fenchel quermassintegral inequality II,
J. Differential Geom. 98(2014), 237-260.
[17] C. Gerhardt, Curvature Problems, Series in Geometry and Topology, vol. 39, International
Press, Somerville, MA, 2006.
[18] C. Gerhardt, Inverse curvature flows in hyperbolic space, J. Differential Geom. 89(2011),
487-527.
[19] P. Guan, Fully nonlinear PDEs in real and complex geometry and optics, Fondazione
CIME/CIME Foundation Subseries. Springer, Cham; Fondazione C.I.M.E., Florence, 2014.
xii+210 pp. ISBN: 978-3-319-00941-4.
[20] P. Guan and G. Wang, Geometric inequalities on locally conformally flat manifolds, Duke
Math. J. 124(2004), 177-212.
[21] R.S. Hamilton, Three-manifolds with positive Ricci curvature, J. Differential Geom. 17(1982),
no.2, 255-306.
[22] R.S. Hamilton, Four-manifolds with positive curvature operator, J. Differential Geom.
24(1986), no.2, 153-179.
[23] Y. Hu, Willmore inequality on hypersurfaces in hyperbolic space, Proc. Amer. Math. Soc.
146(2018), no. 6, 2679-2688.
[24] H. Li and Y. Wei, On inverse mean curvature flow in Schwarzschild space and Kottler space,
Calc. Var. Partial Differential Equations 56:62, 2017.
[25] H. Li, Y. Wei and C. Xiong, A geometric inequality on hypersurface in hyperbolic space, Adv.
Math. 253(2014), 152-162.
[26] R.C. Reilly, On the Hessian of a function and the curvatures of its graph, Michigan Math.
J. 20(1973), 373-383.
[27] L.A. Santalo´, Integral geometry and geometric probability, Addison-Wesley, Reading, MA,
1976.
20 YINGXIANG HU, HAIZHONG LI
[28] R. Schneider, Convex Bodies: The Brunn-Minkowski Theory, Cambridge University, Cam-
bridge, 1993.
[29] G. Solanes, Integrals de curvatura i geometria integral a l’espai hiperbolic, PhD thesis, Univ.
Aut. Barcelona, 2003.
[30] G. Solanes, Integral geometry and the Gauss-Bonnet theorem in constant curvature spaces,
Trans. Amer. Math. Soc. 358(2006), 1105-1115.
[31] G. Wang and C. Xia, Isoperimetric type problems and Alexandorv-Fenchel type inequalities
in the hyperbolic space, Adv. Math.259(2014), 532-556.
Yau Mathematical Sciences Center, Tsinghua University, Beijing 100086, China,
E-mail address: yxhu@math.tsinghua.edu.cn
Department of Mathematical Sciences, Tsinghua University, Beijing, 100084, China,
E-mail address: hli@math.tsinghua.edu.cn
