We consider entire solutions of u t = u xx − f (u), i.e. solutions that exist for all (x, t) ∈ R 2 , where f (0) = f (1) = 0 < f (0). In particular, we are interested in the entire solutions which behave as two opposite wave fronts of positive speed(s) approaching each other from both sides of the x-axis and then annihilating in a finite time. In the case f (1) > 0, we show that such entire solution exists and is unique up to space-time translations. In the case f (1) < 0, we derive two families of such entire solutions. In the first family, one cannot be any space-time translation of the other. Yet all entire solutions in the second family only differ by a space-time translation.
Introduction
We are interested in the existence and uniqueness of entire solutions for a one space-dimensional scalar reaction-diffusion equation
(1.1)
Eq. (1.1) arises in many applications. For a cubic nonlinearity f (u) = u(1 − u)(a − u), it is called the Allen-Cahn equation (a = 1/2) in phase transition and also the Nagumo equation (a ∈ (0, 1)) in propagation of nerve excitation. In various biological models such as those for gene developments or population dynamics, Eq. (1.1) is often written as
where v = 1 − u represents, say, a population density. The classical KPP model [21] corresponds to the logistic growth: g(v) = v(1 − v), i.e., f (u) = g(1 − u) = u (1 − u) .
In this paper, we always assume that f (0) = f (1) = 0 < f (0). The condition f (0) > 0 (i.e. g (1) < 0) means that the steady homogeneous state u ≡ 0 (i.e. v ≡ 1) is stable. We are interested in solutions representing the interaction of the two steady states u ≡ 0 and 1. There are two different cases:
(i) f (1) > 0, i.e., u ≡ 1 is a stable steady state. There will be a competition between the two stable states, those where u ∼ 1 and those where u ∼ 0.
(ii) f (1) < 0, i.e, u ≡ 1 is an unstable steady state. The region where u ∼ 1 will shrink and the region where u ∼ 0 will expand.
Interactions of constant states are conveniently described by traveling waves, which are typical examples of entire solutions. By default, we shall assume that the state u ≡ 0 is more stable than the state u ≡ 1, if the latter is also stable. Hence we are interested in the case when (1. When f (1) > 0, this system admits at most one solution. When f (1) < 0, there may exist infinitely many solutions. For the existence, uniqueness, and the stability of traveling wave solutions, we refer the readers to [1] [2] [3] [4] [6] [7] [8] [10] [11] [12] [13] [14] [19] [20] [21] [22] , and the references therein.
From the dynamical point of view, the traveling wave solution is not enough to understand the whole dynamics of a reaction-diffusion equation. Therefore, there have been many studies done recently for other types of entire solutions. In [15] [16] [17] [18] 23] , entire solutions which behave as two (opposite) wave fronts of positive speed(s) approaching each other from both sides of the x-axis and then annihilating in a finite time are constructed.
Entire solutions for the most difficult case c = 0 was recently constructed by the authors [9] . It is shown that the distance s of two approaching fronts shrinks at a speed proportional to exp(− f (1) s). The uniqueness of entire solutions was also proven, based on arguments in [5] for the metastable dynamics of (1.1), for the following class of candidates:
There exist constants d > 0 and T ∈ R, and functions l(·) and r(·) such that for all t T ,
where 0 and 0 are constants satisfying
In this paper, we shall extend the uniqueness result in [9] to the case c > 0:
where
and M is some positive constant.
Theorem 2 (Uniqueness).
Under the same condition of Theorem 1, if u is a non-trivial entire solution of (1.1), (1.3) and 0 u 1, then for some
In [16] , uniqueness for the case f (1) > 0 was established under some structural conditions on f and only for the class of solutions that are sandwiched between a pair of sub-super-solutions constructed, which is a subset of those satisfying, for some
Remark 1.1. Thanks to the referee, we would like to point out the following: (i) When (1.2) admits a solution, 1 0 f (s) ds > 0 so that, up to a translation, the following problem has a unique solution:
We expect that there is an entire solution behaving as the concatenation of traveling wave Q(±x −ct) at both end and a stationary wave G(x) in the middle; more precisely,
In general, we expect that there are entire solutions having the asymptotic behavior, as t → −∞,
where h 1 , · · · , h k are some unknown functions having the following properties:
It is clear that these types of solutions are unstable, and hence in general they are not relevant to physics.
(ii) From (i), one sees that a condition in line with (1.3) is absolutely needed for the uniqueness result in Theorem 2 to hold.
For the case f (1) < 0, there are more than many entire solutions that represent the annihilation of two fronts. (1) . Also assume that (1.2) admits at least one solution. Let (c 1 , Q 1 ) and (c 2 , Q 2 ), not necessary different, be solutions of (1.2), and let Q 3 be the solution of
where is chosen such that f > 0 in [ , 1). Then (1.1) admits the following entire solutions:
(1) For every T ∈ R ∪ {∞}, (1.1) admits a unique solution that satisfies
All these solutions with different T's are different in the sense that one cannot be any space-time translation of the other.
(2) For every T ∈ R, (1.1) admits a unique solution that satisfies In addition, these unique entire solutions have the following properties: (2) and u x (·, t) = 0 has exactly one root for those in (1).
Remark 1.2.
When f (1) = 0, the assertion (1) of Theorem 3 still holds, provided that Q 3 ≡ 1 (i.e. T = ∞), c 1 = c 2 is the minimum wave speed.
These types of entire solutions are constructed in [16] , but uniqueness is established under some structural conditions and some prescriptions of the asymptotic behavior of entire solutions that are more restrictive than that in Theorem 3.
It is worth mentioning the results of Hamel and Nadirashvili [17, 18] . In [17] , under the condition that f (0) = max s∈ [0, 1] f (s) and f > 0 in (0, 1), they established five-dimensional, four-dimensional, and three-dimensional manifolds of entire solutions for c > c * = 2 f (0). After a space and a time translations, these manifolds become 3, 2, 1 dimensional, and can be characterized by the parameters (c 1 , c 2 
One notices that our theorem allows c = c * , the minimum wave speed. In [18] , they further studied entire solutions in high space dimension and established an amazingly rich class of entire solutions (where c = c * is allowed). Their uniqueness result (Theorem 1.4) is quite striking, though it does not cover the case c = c * .
Our method differs from that in [17, 18] and the last two inequalities in (i) of Theorem 1.3 are new.
The asymptotic behavior, as t → −∞, of the entire solutions in Theorem 3 (1) can be characterized by
where for some b > 0,
All these solutions in Theorem 3(1) satisfy, for any b ∈ (0, |f (1)|),
This paper is organized as follows. In Section 2, we describe the method of constructing deterministic sub-super-solution pairs, i.e., a pair of a sub-and a super-solution that provides a unique entire solution. This method renders to construct a function (x, t) such that
In Section 3, we show that, for each T ∈ R ∪ {∞},
is the function needed, thereby establishing Theorems 1 and 3. In the last section, we prove Theorem 2 by constructing sub-and super-solutions from U, old ideas of Fife-McLeod [13] , and new ideas from [5] .
Remark 1.3. (1)
The method of proving uniqueness presented in the last section is significantly simpler than that in [9] ; unfortunately, it does not apply to the case c = 0.
(2) We believe that when f > 0 in (0, 1), every entire solution that represents the annihilation of two wave fronts should be a space-time translation of one of the solutions in Theorem 3(1). We leave it here as a challenging open problem. As mentioned earlier, Theorem 1.4 in [18] has almost solved the problem.
The method of sub-super-solution pairs
For a system where comparison principle applies, quite often solutions with desired properties can be obtained by the construction of sub-super-solution pairs; see, for example, Fukao et al. [15] and Guo-Morita [16] . In [6] , unique and globally stable traveling waves were constructed for a general dynamics that enjoys the comparison. Here we summarize the ideas in [16] into an abstract form that can be used for (1.1).
Definition 1. Two functions u(x, t) and u(x, t) defined on
The sub-super-solution pair is called deterministic via translation if there exist functions
Remark 2.1.
(1) If we are looking for solutions that are monotonic in t and/or in x, pairs of deterministic sub-super-solution can be constructed via time and/or space non-linear translation from one function. See Lemma 2.3 below.
(2) We emphasize "translation" for determination, since even if a bounded sub-supsolution pair satisfies, for some b > 0,
it may not be sufficient to sandwich a unique entire solution.
A trivial yet illustrative example is the odeu(t) = u(t). Any pair ( e t , e t ) with > is a sub-super-solution pair, but not deterministic. On the other hand, ( e t−e t , e t+e t ) is a deterministic pair.
Such a solution is unique if the sub-super-solution pair is deterministic via translation.
Proof. For each < T , let w( ; x, t) be the solution of the initial value problem
Such a solution exists and satisfies u w u on R × [ , T ].
Consider the family {w( ; ·, ·)} <T . This family is uniformly bounded from above by u. It is also monotonic, since if 1 
exists. By a parabolic regularity theory, such convergence is locally uniform and u is a classical solution of (1.1) that satisfies u u u.
Next assume that the sub-super-solution pair is deterministic via translation. Let u 1 , u 2 be two solutions sandwiched between u and u. Then for any < T , 
In [16] , sub-and super-solutions are constructed by different methods. So in some cases, technical conditions are needed for a sub-super-solution pair to become deterministic. Here we present a different technique which uses only one function to construct a pair of deterministic sub-super-solutions.
Lemma 2.3. Suppose (x, t) is a uniformly bounded (smooth) function defined for all
x ∈ R and t ∈ (−∞, T ] that satisfies (1.9). Then (1.1) admits a unique solution u that satisfies, for all x ∈ R and t T − (T ),
If in addition f (0) = f (1) = 0 and 0 1, then u can be extended uniquely to become an entire solution of (1.1). When u is not a traveling wave, the following holds. Proof. Let (·) and (·) be the inverse functions of
As the right-hand sides are monotonic functions, the inverses exist and satisfẏ
Then u u, since (t) t (t) and t 0. Also
The pair (u, u) is deterministic. Thus the unique solution produced by Lemma 2.1 satisfies In the rest of the proof, we assume that u is an entire but not a traveling wave solution.
We first show that u t < 0. For some (x, t)
Since w t solves (w t ) t −(w t ) xx +f (w)w t = 0, by the maximum principle, w t ( ; ·, ·) 0 on R × [ , T ] for all < T . This property carries over to the limit function u. The strong maximum principle then gives u t < 0 on R 2 . Next suppose that t + x 0 on R × (−∞, T ] for some ∈ R. Pick any ε > 0. The initial value of the function (1 + ε)w t + w x at time t = equals
along a sequence of → −∞. Along this sequence, there holds (1 + ε)w t + w x 0 on R × [ , ∞), by the maximum principle. This property carries over to the limit u so that (1 + ε)u t + u x 0 on R 2 . As ε > 0 is arbitrary, u t + u x 0 on R 2 . By a strong maximum principle, u t + u x < 0 on R 2 . The proof of the remaining assertions is analogous and is omitted.
Existence

The traveling wave
First, we establish a basic property of any solution of (1.2). 
Proof. The differential equation in (1.2) can be written on the Q-P phase plane as
Since f (0) > 0, the equilibrium point (0, 0) is a saddle point and the solution of (1.2) corresponds to the trajectory of (3.2) satisfying
At the equilibrium point (1, 0), we consider two cases.
(i) f (1) > 0, i.e., u ≡ 1 is a stable steady state of (1.1). Then (1, 0) is a saddle point of (3.2) and the solution of (1.2) corresponds to the trajectory of (3.2) satisfying
(ii) f (1) < 0, i.e., u ≡ 1 is an unstable steady state of (1.1). Then (1, 0) is a stable node point of (3.2) and every solution of (1.2) corresponds to a trajectory satisfying
where is one of the two positive roots of the following characteristic equation:
In conclusion, since > 0, > 0, and Q > 0, any solution of (1.2) satisfies Q > ε 1 Q(1 − Q) for some small positive constant ε 1 . For more detailed discussion about solutions of (1.2), or equivalently, (3.2), we refer the readers to Aronson-Weinberger [3] , Fife-McLeod [13] and the references therein.
A quasi-invariant manifold
Let (c 1 , Q 1 ) and (c 2 , Q 2 ) be any solutions, not necessarily different, of (1.2). When f (1) > 0, we set Q 3 ≡ 1. When f (1) < 0, we let Q 3 be the solution of (1.6), where ∈ (0, 1) is close to 1 so that f > 0 in [ , 1). In any case, we have
Taking larger ∈ (0, 1) if necessary, we can also assume that
From now on, is fixed.
Consider the function,
In our application, we shall evaluate at the following points of (p, q, r):
Note the special cases
If there were R = 0, (x, −c 1 t, −c 2 t, T − t) would be an exact solution of (1.1). As we shall see below, when p, q, r are large, R is quite small. Hence we call
the quasi-invariant manifold.
Monotonicity of
In the sequel, we use short notation
where the last inequality is an equality if and only if Q 3 ≡ 1. Next, we consider the monotonicity of (·, p, q, r). Note that
Hence, when p + q 1, the following holds:
(1) x < 0 when x > p; (2) x > 0 when x < −q; (3) xx < 0 when −q < x < p; (4) x > 0 on R when q < ∞ and p = ∞; (5) x = 0 has exactly one solution when p + q 1, p < ∞, q < ∞.
The Remainder R(x, p, q, r)
Lemma 3.2. There exists a positive constant A such that for all x ∈ R, p 0, q 0, r 0,
Proof. From the equations
, and
Repeatedly using g(1) = g(0)
by considering separately the cases x 0 and x 0.
for all r > 0. Hence
This completes the proof.
Remark 3.2.
We indeed need only f ∈ C 2 to deduce what we need, if we consider separately cases
, and apply the mean value theorem twice.
, where 0 < < 1, same proof gives
The proof relies only on the requirement that Q i dominates Q i (1 − Q i ).
Sub-super-solution pairs
We construct two (and half) families of functions that satisfy (1.9):
Note that when f (1) > 0 or T = ∞, Q 3 ≡ 1. Easy calculation gives
Similarly,
Moreover, 1 > 0, 2 > 0 and, for t 0,
where M := 6A/min{c 1 , c 2 , 1}.
Existence and partial uniqueness
Proof of Theorems 1 and 3. Applying Lemma 2.3 to 1 (T ; x, t) and 2 (T ; x, t), we obtain all the solutions with the required properties. It remains to show that solutions in (1) are different, and solutions in (2) differ only by translations.
To show that all solutions in (2) differ only by translations, note that for any T , T ∈ R,
It then follows that the resulting entire solutions from 2 (T ; ·, ·) and 2 (T ; ·, ·) differ only by a spatial translation c 2 (T − T ) and time translation T − T .
Next we show that all solutions in (1) are different. Denote the entire solution by u(T ; ·, ·). Suppose for some constants and that u(T 1 ; + x, + t) = u(T 2 ; x, t) for all (x, t) ∈ R.
Setting x = −c 1 t and sending t → −∞, we obtain Q 1 (− − c 1 ) = so that + c 1 = 0. Similarly, setting x = c 2 t and sending t → −∞ gives Q 2 ( − c 2 ) = , i.e., − c 2 = 0. This implies = = 0. Thus, u(T 1 ; ·, ·) = u(T 2 ; ·, ·).
Now setting x = 0 we obtain
Note that, for large z,
, where s ∈ {0, 1} and
It then follows from = Q 1 Q 2 Q 3 that
Hence, sending t → −∞ in (0, −c 1 t, −c 2 t, T 1 − t) (0, −c 1t , −c 2t , T 2 −t), we obtain T 2 T 1 . Interchange the roles of T 1 and T 2 we then have T 1 = T 2 . Hence all solutions in the family u(T ; ·, ·) are different.
This completes the proof of Theorems 1 and 3.
Remark 3.3. The use of the shift function h(t) is crucial in distinguish the tiny differences among solutions in the family {u(T ; ·, ·)} T ∈R∪{∞} in Theorem 3 (1). These entire solutions satisfy, for any
From here, one sees that when f (1) < 0, condition (1.7) is far from enough to determine an entire solution, unique up to a translation.
Hence, it will be very hard to prove a general uniqueness result for the case f (1) < 0. In the sequel, we shall focus our attention on the uniqueness of solutions for the case f (1) > 0.
Uniqueness for the case f (1) > 0
In this section, we prove Theorem 2. For this, in the sequel, f (1) > 0 and u is a fixed non-constant solution of (1.1) and (1.3) that satisfies 0 u 1 on R 2 . We shall use the ideas of Fife-McLeod [13] and Chen [6, 5] .
Vague wave resemblance
Lemma 4.1. Let 0 be as in (1.4) . There exists
If the assertion were not true, there would exist a sequence
From (4.1) and (1.3), the following functions are well-defined for all t T 2 := min{T 1 , T }:l
Denote by W (g; x, t) the solution of
Since c > 0, by a classical result of Fife-McLeod [13] , there exists a constant
Now if the assertion of the lemma were not true, then there is an L > 0 and a sequence {t j } ∞ j =1 such lim j →∞ t j = −∞ and 0 <r(
0 for all integer j 0, contradicting (4.1). This completes the proof.
From (1.3), l(t) l (t) <r(t) r(t).
Hence, for all t −1,
That is, u(m(t) + ·, t) vaguely resembles two wave fronts, one near x = p(t) and the other near −p(t).
Asymptotic wave resemblance
When two vaguely resemblance wave fronts are very far away, their interaction is very small and each front will evolve almost independently to a traveling wave profile.
To prove this, we need two results: One about the evolution of a wave profile, and the other about estimation of remote interference for solutions of parabolic equations.
First, we study the evolution of wave front. Let d be as in (1.3). We define waves with interfacial region of size d by
The following lemma was proven by Fife-McLeod in [13] . 
The assertion follows from the continuous dependence of solution to initial data. Indeed, in [5] , the function (ε, H ) was carefully calculated by using the fundamental solution for the heat equation; here we do not need any quantitative estimates.
We are ready to prove Lemma 4.3.
Pick an arbitrary small positive ε > 0. Define H such that
Fix any
On the one hand,
On the other hand, for some ∈ [−K, K],
Similarly, there exists ∈ [−K, K] such that The assertion of the lemma thus follows.
A sub-super-solution pair from U
We shall show that the L ∞ difference between u and U can only be magnified by a finite multiple in all its evolution time. For this we construct a pair of sub-and super-solutions from U itself. Proof. When t > 0,
Thus U + is a super-solution. Similarly, U − is a sub-solution.
Uniqueness
Now we are ready to prove Theorem 2. Fix an arbitrary t 0 ∈ R. Define
Fix any small positive ε ∈ (0, ε 0 ]. By Lemma 4.3, there exist t 1 < t 0 , z ∈ R, and ∈ R such that
That is, U(x, ) − ε u(z + x, t 1 ) U(x, ) + ε ∀x ∈ R. Thus, (t 0 ) (2 + 2B U t ∞ )ε. Since ε is arbitrary, = 0; consequently, u is a translation of U. This completes the proof of Theorem 2.
