Abstract. Multi-Terminal Binary Decision Diagrams (MTBDDs) have been successfully applied in symbolic model checking of probabilistic systems. In this paper we propose an encoding method for Probabilistic Timed Automata (PTA) based on MTBDDs. The timing information is encoded via placeholders stored in the MTBDDs that are independent of how the timing information is represented. Using the Colorado University Decision Diagrams (CUDD) package, an experimental model checker is implemented, which supports probabilistic reachability model checking via the forward algorithm. We use Difference Bound Matrices (DBMs) and Difference Decision Diagrams (DDDs) for representing timing information and present experimental results on three case studies. Our key contribution is a general placeholder encoding method for Probabilistic Timed Automata and an experimental MTBDD-based model checker which has been partly integrated with PRISM. This is the first symbolic implementation of the forward probabilistic reachability algorithm.
Introduction
Binary Decision Diagrams (BDDs) [7] are the main data structure used in symbolic model model checking. Their success relies on the ability of BDD-like data structures to compactly represent both sets of states and the transition relation between these states. BDDs, however, cannot represent quantitative information. Recently, Multi-Terminal Decision Diagrams (MTBDDs) [8] have been successfully applied in the verification of probabilistic systems [10, 12] , and various extensions, Difference Decision Diagrams (DDDs) [17] , Clock Difference Diagrams (CDDs) [2] and Clock-Restriction Diagram (CRDs) [20] , have been proposed for use in symbolic verification of real-time systems. However, no symbolic data structure exists for the verification of probabilistic real-time systems modelled as Probabilistic Timed Automata (PTA) [14] , which contain both real-time clocks and probabilistic information. Probabilistic timed automata are a natural model for randomised distributed algorithms that use timing delays, and a number of models of such algorithms have been developed. The subclass of probabilistic timed automata with digital clocks [13] can be modelled and verified directly using the PRISM model checker [1] . For PTAs that do not comply with this restriction, currently two, non-symbolic, methods are supported: via the forward exploration algorithm of [14] using the KRONOS to PRISM connection [9] , or forward/backward using the experimental implementation of [16] . Both these methods are based on a translation into the textual modelling language of PRISM, and are therefore rather involved.
In this paper, we investigate a fully symbolic implementation of model checking for probabilistic timed automata. We propose an MTBDD-based placeholder encoding method for representing probabilistic timed automata which is independent of the data structure used to represent timing information. The advantage of our proposal is that the method is general: firstly, other data structures for representing timing information could also be integrated with this encoding method; secondly, both forward and backward analysis can be supported. The main difficulty for the fully symbolic approach is that the state space is not known in advance, since the states are extracted dynamically via forward/backward exploration, in contrast to symbolic model checking for probabilistic systems where the size of the state space can be deduced from the syntactic model description. Using the CUDD package [19] an experimental tool has been implemented and partly integrated within PRISM. We report on the performance of our implementation of the forward probabilistic reachability algorithm on three case studies. This is the first fully symbolic implementation of the forward probabilistic reachability for probabilistic timed automata originally proposed in [14] .
Related Work. The most commonly used data structure for representing timing information in real-time verification tools [6, 3] is Difference Bound Matrices (DBMs) [4] . A number of BDD-like data structures, e.g. CDDs [2] , DDDs [17] and CRDs [20] , have been proposed for use in verifying real-time systems, but not yet extended to the probabilistic case. MTBDDs have been successfully applied in model checking of probabilistic systems, and also probabilistic timed automata and timed systems with digital clocks [12] , but not in the case of the full class of PTAs. Recently, MTBDDs have also been applied to real-time systems [18] . Although the approach in [18] uses a single data structure (MTBDDs) to represent both timing and discrete information in order to leverage well-known techniques for BDDs or MTBDDs, it involves SAT-based analysis.
There are two, non-symbolic, methods for dense-time probabilistic timed automata: via the forward exploration algorithm implemented in [9] , or forward/backward using the experimental implementation of [16] . The forward method is not guaranteed to produce exact reachability probabilities [14] , but only requires simple operations; on the other hand, backward analysis can produce exact probabilities but at a cost of higher computational complexity. The method of [9] , which combines KRONOS [6] and PRISM [1] to verify the IEEE-1394 Root Contention Protocol, requires three steps: firstly, a set of states reachable from the source state before the deadline is calculated using KRONOS [6] ; secondly, the result is translated into a PRISM model description which is input into PRISM and, finally, probabilistic analysis is performed. This method is not efficient because it can generate large files that have to be parsed by PRISM. Our experimental implementation of [16] suffers from the same problem, as it performs a translation into the PRISM modelling language. In this paper we propose a general MTBDD-based encoding scheme that can deal with both forward and backward analysis in a single step, thus avoiding the expensive translation at the level of text.
The Symbolic Encoding Method

Syntax of Probabilistic Timed Automata
Let R be the time domain of the non-negative reals and N the natural numbers. We assume a given finite set X of clocks, variables x ∈ X that take values from the time domain R. A point ν ∈ R X is referred to as a clock valuation, with 0 ∈ R X the valuation that assigns 0 to all clocks in X . We use ν[X := d] to denote the clock valuation obtained from ν by resetting all of the clocks in X ⊆ X to d, where d is a natural number or zero with the value of the remaining clocks unaffected.
A zone of X , written ζ, is a subset of the valuation space R X described by a conjunction of constraints. Formally, for a given set of clocks X , a zone ζ is defined by the following syntax:
The set of zones of X is denoted by Zones(X ) for a given set of clocks X . Below we review the definition of probabilistic timed automata [14] .
AP is a labelling function assigning atomic propositions to locations.
A state of a probabilistic timed automaton is a pair (l, ν) where l ∈ L and ν ∈ R X are such that ν inv(l). The invariant condition describes the set of admissible states. Transitions are probabilistic edges (l, g, p) ∈ prob where l is the source location, g is the enabling guard and p the probability distribution on target locations, together with the set of clocks to be reset as the edge is taken. It is more convenient to treat an edge of a PTA as a tuple (n, l, inv(l), l , inv(l ), g, X, p) where n is the non-deterministic choice between simultaneously enabled distributions, coded as a natural number, such that (l, g, p) ∈ prob and p(X, l ) > 0. Such a tuple contains sufficient information for making a transition, and will be directly used in our encoding method.
Multi-Terminal Binary Decision Diagrams (MTBDDs)
MTBDDs [8] are an extension of BDDs [7] which allow one to represent functions over Boolean vectors that can take any value, not just 0 or 1. In other words, BDDs can have only two terminals, while MTBDDs can have more than two terminals. An MTBDD is a Directed Acyclic Graph (DAG) whose vertices, as for BDDs, are called nodes. There are two kinds of nodes in an MTBDD, non-terminal and terminal. Like in a BDD, a non-terminal node is labelled with a single variable and each non-terminal node has exactly two children. However, unlike BDDs, the terminal node which has no children is labelled by a real number. MTBDDs can be reduced to the canonical form by imposing an ordering of the variables. However, similarly to BDDs, the size of the MTBDDs is extremely sensitive to the ordering of its variables.
Probabilistic systems, for example, Markov Decision Processes (MDPs) that are induced from PTAs, are described in terms of probability matrices, and their analysis involves numerical computation such as solving a linear equation system or (as is the case with MDPs) a linear programming problem. MTBDDs can represent both probability vectors and matrices, and can therefore serve as a symbolic representation for probabilistic systems. Given a real-valued vector of length 2 n , an MTBDD encoding can be obtained by mapping to reals from vector's indices which are encoded into n Boolean variables. As far as numerical computation is concerned, MTBDDs support methods for implementing standard matrix operations, such as scalar multiplication, matrix addition and matrix multiplication.
Representations for Zones
DBMs. Difference Bound Matrices (DBMs) are data structures that can efficiently represent sets of adjacent regions (convex union of adjacent regions which is also called a zone). Non-convex zones are represented as lists of DBMs. A DBM is a square matrix whose elements represent bounds on the difference between two clock values. For a set of n clocks {x 1 , . . . , x n }, and by using a special clock x 0 whose value is always zero, the constraints over these clocks can be encoded as a (n + 1) * (n + 1) square matrix D whose indices range over the interval [0..n] and whose elements belong to N ∞ × {<, ≤}, where N ∞ = N ∨ {0, ∞}. DDDs. Difference Decision Diagrams (DDDs) are designed for representing both convex and non-convex unions of zones, which are called Difference Constraint Expressions (DCE) in DDDs. DDDs are a BDD-like data-structure. Like a BDD, a difference decision diagram is also a DAG whose vertex set contains two terminals 0 and 1, and a set of non-terminal vertices, each with two children. A non-terminal vertex v corresponds to an integer-or real-valued difference constraint between two clocks. A path in a DDD is a finite sequence of edges, and it corresponds to a conjunction of difference constraints that is called a Difference Constraint System (DCS) in DDD. In contrast to BDDs, the same pair of clocks can appear more than once along a path in a DDD. A DCS corresponds to a DBM. DDDs contain DBMs as a special case. A path that ends with true or false is called a 1-path or 0-path respectively. A path p is feasible if and only if the corresponding DCS has a solution. If the Difference Constraint System has no solution, the path is infeasible. Unlike in BDDs, both 0-and 1-paths can be feasible or infeasible because the difference constraints can interact with each other along the path.
Encoding Probabilistic Timed Transitions
MTBDDs have been successfully applied for symbolic model checking of untimed probabilistic systems [1, 12] , and specifically Markov Decision Processes (MDPs) which arise as the representation of the PTAs. The method relies on encoding sets of states as BDDs and the (probabilistic) transition relation between these states using MTBDDs, which can be done compactly if there is sufficient regularity in the model. For finite untimed probabilistic systems the potential state space is known in advance of constructing the symbolic representation of the model, as it can be deduced from the syntactic model description. This fact is exploited when formulating heuristics that determine BDD variable ordering, a good choice of which is essential to guarantee a compact model representation. The difficulty with model checking of PTAs is that the size of the state space is unknown beforehand, and states (location-zone pairs) are generated dynamically through the process of exploration of the zone graph using timed predecessor or successor operations. The resulting symbolic representation has to be amenable to such dynamic manipulation of the state space which has the potential to destroy regularity. Although, if using the region graph, the size of the state space of a PTA can be established in advance of the model construction, such an approach is impractical due to the region graph being exponential in the number of clocks and the maximal constant appearing in the model.
In this section we propose an encoding method for probabilistic timed automata based on MTBDDs. Below we describe how to encode the states and probabilistic edges. In this paper we focus on application of our method to forward probabilistic reachability analysis. However, it is also suitable for backward analysis.
Firstly, let us consider how to encode the state space. Each state in the state space has the form of (l, ζ) where l ∈ L is the discrete part and ζ ∈ Zones(X ) is the zone. Our method is to use a Boolean vector to encode the discrete part of the pair and a separate Boolean vector for the zone part. The basic idea behind the Boolean encoding is that 2 n elements of a finite set could be encoded using n bits. For the discrete part, which is finite, the Boolean vector is further divided into several groups according the structure of the system, for example, the number of subcomponents and values of the non-clock variables following well-known heuristics established in [10, 11] .
The number of zones, unfortunately, could be infinite when forward analysis is used. The technique in [4] guarantees the termination of the forward reachability search, which means that a finite set of zones could be obtained. Since the set of zones is finite, informally, we use a one-to-one function to assign a unique index to each zone and similar logarithmic encoding is applied. The invariant and the guard appearing in the probabilistic transition are also zones, so a unique index value is assigned to each of them. In this paper we use a simple method for allocating indices; later, we discuss how this can be improved.
Next, let us consider the probabilistic transition relation. Each probabilistic edge has the form of the tuple (n, l, inv(l), l , inv(l ), g, X, p), where n is (the encoding of) the non-deterministic choice, l and inv(l) are the current location and its invariant, l and inv(l ) are the next location and its invariant, g is the guard, X is the set of clocks to be reset and p is the probability value. The probability value is natively supported by MTBDDs. The number of nondeterministic choices in each state is finite and bounded. The maximum number of non-deterministic choices for all states is determined through parallel composition, and can therefore be encoded using the logarithmic encoding. It remains to encode the set X of clocks to be reset. There are a number of issues to consider when encoding the clock reset operation in the transition relation:
-Recall that each clock x ∈ X could be set to different values and not simply zero. If we encode each reset in the transition, this means we need two sets of Boolean BDD variables for it: one for the clock and the other for the value that the clock should be set to. -The total number of clocks to be reset appearing in the transition could vary.
Thus, we opt for a simple approach: a Boolean vector is reserved in the transition for assigning a unique index value to each distinct set X and each set X is explicitly stored as a list.
Below we summarise the main issues that have to be addressed when applying our encoding method:
-Unlike in the case of non-probabilistic timed systems, in which the on-the-fly technique [5] could be applied to make search algorithms finish as early as possible, the forward probabilistic reachability search has to construct the whole reachable zone graph in order to obtain the probability value. -The size of the state space and transitions between these states of the generated probabilistic system is uncertain before the forward/backward algorithm, which dynamically generates these states, terminates.
As a result, we cannot fix the size of the vector of Boolean variables needed to encode the zone part in advance. Instead, we pre-allocate the vector based on an estimate.
Implementation
Our proposed forward probabilistic reachability algorithm is given in Figure  1 in terms of MTBDD-based pseudo-code. Below we described the BDD and MTBDD operations needed for the algorithm. In the following, we assume M is an MTBDD, and x, y, z are the Boolean vectors which correspond to the MTBDD variables for row, column and non-deterministic choice in an MDP matrix.
-Operations × and + are the MTBDD operations over the reals. The algorithm in Figure 1 is an MTBDD-based implementation of the algorithm of [14] with respect to our encoding. The algorithm M odelCheckingP T A accepts three parameters: the probabilistic transition relation PS P T A , which is an MTBDD-encoded representation of the syntax of the original probabilistic timed automaton, the initial set of states φ init and the set of target states φ target . Lines 1-4 deal with the initialisation: line 1 initialises the generated set of probabilistic transitions with the empty set, and lines 2-3 assign the initial set to both the front set and the reachable set. Lines 5-21 generate the finite-state graph, the edges of which are obtained in lines 8-11 by iterating timed and discrete successor operations. Each generated edge has the form of a tuple (n, l, l , ζ, ζ , p), where n is the encoding of non-deterministic choice, (l, ζ) corresponds to current symbolic state, (l , ζ ) is the next symbolic state in the generated transition, and p is the probability value. Line 6 constructs a temporary MTBDD with the information necessary for the timed and discrete successor operations by restricting to the front set: each path of the temporary MTBDD has the form of a tuple (n, l, ζ, inv(l), l , inv(l ), g, X, p), where l and l are the current and next locations, inv(l) and inv(l ) are the invariants associated with current and next location respectively, ζ is the current zone associated with current location, g is the guard, X is the set of clocks to be reset and p is the probability. Lines 12-19 extract the reachable states from the generated probabilistic transition set and check whether the fixed point is reached. Line 20 adds the set of newly generated edges to the old one. Finally, in line 22, model checking is performed on the resulting finite-state probabilistic system to obtain the maximum probability of reaching the set of target locations. Lines 9.1-9.3 give the MTBDD-based pseudo-code of the construction of a single probabilistic edge of the generated MDP. Line 9.1 obtains the next zone by using standard zone successor operation. Line 9.2 uses the technique in [4] to obtain the unique normal form of the next zone and adds it to the list of zones if it is a new one, and otherwise it returns the unique index to it in the list. Line 9.3 constructs and returns the probabilistic edge of the generated MDP.
Remark. For the forward reachability search, each zone obtained is convex, and can be stored as a single DBM. (A convex zone in DDDs can only have one path; this is also true for CRDs or CDDs.) The operation Normalise(ζ, k) (k-Normalization defined in [4] ) to obtain the normal form of a zone ζ, where k is the maximal constant appearing in the model or the specification, is necessary to guarantee the termination of the forward reachability search. For DDDs, the zone can be first transformed into a DBM on which the k-Normalization can be applied, and then transformed back into a DDD. The case of CRDs and CDDs can be handled in a similar way.
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Backward Adaption
In this paper, we only present the application of our encoding method to forward analysis. However, it it also suitable for backward analysis. What is needed is a replacement of lines 9.1-9.3 with the corresponding backward step, and initialisation with the target set instead of the initial set.
Experimental Results
Tool Overview
Using the Colorado University Decision Diagrams (CUDD) package, a symbolic model checker has been implemented which supports forward probabilistic reachability model checking via the algorithm originally presented in [14] . This is the first symbolic implementation of the forward reachability algorithm.
Our tool takes as input a description of a system written in a probabilistic variant of the guarded commands language with real-time clocks (currently, the PRISM input language does not support real-time clocks). It first parses the PTA model from this description into an MTBDD, and then computes the set of probabilistically reachable states which comprise the model, which is an MDP over location-zone pairs [14] . The tool then performs model checking over this MDP in the standard way, and calculates the probability of reaching the target set to determine whether the specification is satisfied. In this tool, the model construction and reachability analysis are implemented using MTBDDs to represent both the discrete part of the state and the placeholder, reserved in the Boolean vector of the BDD variables, that represents the zone. The tool supports two kinds of representation of timing information: DBMs and DDDs.
The transition relation of the PTA model is encoded within MTBDDs. Unlike untimed probabilistic model checking, the MDP model is dynamically constructed via forward searching which involves timing operations, for example, the timed successor. The generated MDP differs from the original PTA in that it represents the dynamic behaviour of the PTA, which is computed via forward exploration and dynamically filled using the placeholders reserved in the BDD vector. Although the tool currently supports only forward analysis and two kinds of representation for timing information, our encoding method is general: firstly, other data structures for representing timing information could be integrated; secondly, backward reachability analysis is also suitable for this encoding.
Case Studies
We present experimental results based on three case studies: the IEEE 1394 FireWire root contention protocol, the IEEE 802.3 CSMA/CD (Carrier Sense, Multiple Access with Collision Detection) protocol and Milner's scheduler. The models for FireWire and CSMA/CD are the same as those used in [16] . The model for Milner's scheduler is that used in [17] with only one clock.
In the tables, "-" denotes that the data is not available. We omit the probability values since they all agree with those calculated previously by other methods.
The results obtained from verifying the abstract and the full models of Firewire root contention protocol [15] are shown in Table 1 and Table 2 . The property verified is the minimum probability that, from the initial state, a leader (root) is chosen before the deadline is reached. Table 5 and Table 6 show the memory consumption. Table 3 and Table 4 include results for the CSMA/CD protocol when computing the maximum and minimum probability of both stations correctly delivering their packets by the deadline D. Table 7 and Table 8 show the memory consumption. Table 9 shows the result of verifying Milner's scheduler when computing the maximum probability of any two cyclers being in the critical section at the same time.
To evaluate our encoding method, we also implemented an explicit version of the data structure which stores explicitly the discrete part of the symbolic states. 
Performance. In tables [1] [2] [3] [4] , the term "Explicit" refers to the explicit version and "MTBDD/DDD" refers to the version which uses MTBDDs for encoding the discrete part and DDDs for timing information; "MTBDD/DBM" refers to the version which differs from the "MTBDD/DDD" by using DBMs instead of DDDs. However, in order to model check certain properties, the explicit version involves two steps: first, it generates the reachable states, and next it represents those as a model in the PRISM input language, which is then passed to PRISM to finish the verification process. On the other hand, in the "MTBDD/DDD" and "MTBDD/DBM" versions, as they have already been partly integrated with PRISM, the overall checking process does not go through the PRISM input language: the tool constructs the target MDP models in MTBDDs and directly calls functions provided by PRISM.
Here we only consider the algorithm performance and the number of states obtained from the experiments. The leftmost column of these tables gives the different deadlines. The second column shows the number of symbolic states generated via the forward construction. The column "S.F.C." refers to the symbolic forward and construction. The column "M.C." refers to the computation time for model checking the given properties against the MDP model encoded as an MTBDD. The unit for all columns "Time" is seconds. Notice that there are three columns under the "Explicit" version: the first column represents the time taken to generate the reachable states and translate the model to the PRISM input language, while the second refers to model construction time by PRISM via explicit encoding. The times for model checking are nearly same for the three versions. We comment on the time spent on constructing MDP models encoded as MTBDDs via forward analysis. Compared to the explicit implementation, the symbolic encoding version based on DBMs has a significant advantage: the time spent on generating the MDP models is no longer a problem, since it took 110 seconds to perform both the forward construction and to generate the MDP in MTBDDs for the full model Impl p with deadline 9000 ns, whilst it took 3925 seconds to generate the MDP model alone with the same deadline with the explicit version.
For the abstract model, the DDD-based version performs as well as the DBMbased one. However, for the full model Impl p , it is slower due to a large number of intermediate DDD nodes being generated, which forces the DDD run-time library to invoke garbage collection. The main reason is that DDDs have no canonical property.
Memory. With regard to memory usage, we need to consider two kinds of usage for each symbolic state: the memory for the discrete part and the zone 
part. In tables [5] [6] [7] [8] , the unit for all columns under "Mem." is in kilo-Bytes and the unit for all columns under "Nodes" is the number of the nodes in the MTBDD where each node occupies 20 bytes. Compared with the explicit version, both symbolic versions use more nodes. However, the chief contributor to the growth in the size of our symbolic data structures seems to be the fact that we do not exploit regularity in the zone representation because this first implementation allocates unique indices to zones in an arbitrary order which are then stored in the placeholders. The results of [9] show that such regularity exists and we have adapted this method and obtained preliminary results which will appear in the first author's coming thesis.
We note that the symbolic versions are performing the generation of the state space dynamically at the same time as calculating the encoding, while the explicit version does not start to encode the MTBDD until the whole state space is generated. We compare the memory usage on the zone part because those for the discrete part are the same for both symbolic versions. The memory consumption for DBMs is that actually used. For DDDs, we cannot give the actual memory consumption, and instead give both the estimated and peak time memory consumption. The column "Estimated" refers to an estimation of the memory consumption of all zones based on DDDs when reaching the fixed point. The column "Peak" refers to the highest value of memory consumption by DDDs when reaching the fixed point. The DBM-based representation uses less memory than the DDD-based representation. In practice, as shown in Table  6 , the estimation of memory consumption for zones in DDDs is around 3-5 times as many as those in DBMs. However, compared with those by DBMs, the peak memory consumption of DDDs is huge, since DDDs use 1000 times more memory than DBMs for the full model Impl p with deadline 5000 ns. 800000 + means garbage collection occurred (DDD run-time library configuration with 800M). We note, however, that since non-convex zones arise in backward exploration it is difficult to predict how the representations will behave in the latter case.
Scalability. In Table 9 , the column "Prod. const." is the time spent on parallel composition to build the product model and the column "Encoding" the time on encoding the product model into MTBDDs. In the case study of Milner's scheduler, which shows the scalability of our method and generates only five zones in total after the application of the forward algorithm, the result is not as good as those obtained with DDDs [17] . This is partly because the experimental nature of our implementation not only involves zone search but probability 
Conclusion
We have proposed an MTBDD-based placeholder encoding method for model checking of probabilistic timed automata and implemented an experimental tool using the CUDD package. The timing information is represented as either DBMs or DDDs. Our method allows one to use other data structures, for example, CRDs [20] or CDDs [2] , for representing the timing information. Future work will address the efficiency of the symbolic implementation presented in this paper, and in particular exploiting regularity in the zone graph, implementing Kronecker-based parallel composition of probabilistic timed automata, and augmenting PRISM with real-time clocks.
