Multifractal analysis for historic set in topological dynamical systems by Zhou, Xiaoyao & Chen, Ercai
ar
X
iv
:1
21
2.
43
37
v1
  [
ma
th.
DS
]  
18
 D
ec
 20
12
Multifractal analysis for historic set in topological
dynamical systems
Xiaoyao Zhou †, Ercai Chen†‡
† School of Mathematical Sciences and Institute of Mathematics, Nanjing Normal University,
Nanjing 210023, P.R.China, ‡ Center of Nonlinear Science,
Nanjing University, Nanjing 210093, P.R.China.
e-mail: zhouxiaoyaodeyouxian@126.com
ecchen@njnu.edu.cn
Abstract. In this article, the historic set is divided into different level sets and we use
topological pressure to describe the size of these level sets. We give an application of
these results to dimension theory. Especially, we use topological pressure to describe
the relative multifractal spectrum of ergodic averages and give a positive answer to the
conjecture posed by L. Olsen (J. Math. Pures Appl. 82 (2003)).
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1 Introduction
A topological dynamical system is a triple (X, d, T ) (or tuple (X, T ) for short) consisting
of a compact metric space (X, d) and a continuous map T : X → X.
An orbit {x, T (x), T 2(x), · · · } has historic behavior if for some continuous function
ψ : X → R, the average
lim
n→∞
1
n
n−1∑
i=0
ψ(T i(x))
does not exist. This terminology was introduced by Ruelle in [26]. If this limit does not
exist, it follows that ’partial averages’ limn→∞
1
n
∑n−1
i=0 ψ(T
ix) keep change considerably
so that their values give information about the epoch to which n belongs.
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The problem, whether there are persistent classes of smooth dynamical systems such
that the set of initial states which give rise to orbits with historic behavior has ’positive
Lebesgue measure’ was discussed by Ruelle [26]. Takens also investigated the problem in
the survey [27].
Very recently, the idea of multifractal analysis plays an important role in the study
of dynamical system. V. Climenhaga [7] considered the topological pressure function on
the level sets of asymptotically defined quantities in a topological dynamical systems.
D. Feng and W. Huang [11] studied the general asymptotically sub-additive on general
topological dynamical systems and established some variational relations between the
topological entropy of the level sets of Lyapunov exponents, measure-theoretic entropies
and topological pressures in this general situation.
In this article, we will use the framework introduced by Olsen to investigate the geo-
metric structure of the historic set in view of multifractal analysis.
Denote by M(X),M(X, T ) and E(X, T ), the set of all Borel probability measures on
X, the collection of all T -invariant Borel probability measures, and the set of all ergodic
T -invariant Borel probability measures, respectively.
It is well-known that M(X) and M(X, T ) are both convex, compact spaces endowed
with weak* topology. For µ, ν ∈ M(X), define a compatible metric ρ onM(X) as follows:
ρ(µ, ν) :=
∑
k≥1
|
∫
X
fkdµ−
∫
X
fkdν|
2k
,
where {f1, f2, · · · } is a countable and dense in C(X, [0, 1]). Note that ρ(µ, ν) ≤ 1, for any
µ, ν ∈M(X). This article uses an equivalent metric on X, still denoted by d,
d(x, y) := ρ(δx, δy)
for convenience. For n ∈ N, let Ln : X → M(X) be the n-th empirical measure, i.e.,
Lnx =
1
n
n−1∑
k=0
δT kx,
where δx denotes the Dirac measure at x. Let Ξ be a continuous affine map from M(X)
to a vector space Y with a linear compatible metric d′. (Y,Ξ) is called a deformation of
Ln. Let A(xn) be the set of accumulation points of {xn} and D(T,Ξ) be the set consists
of the points x such that lim
n
ΞLnx does not exist. D(T,Ξ) is called the historic set for
(X, T ).
This article is devoted to investigate the structure of D(T,Ξ) via the following frame-
work introduced and developed by Olsen [14], [15], [16], [17] and Olsen & Winter [18].
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More precisely, for a subset C of Y, this article uses topological pressure to describe
the size of the following so-called sup set, equ set and sub set:
∆sup(C) = {x ∈ X : A(ΞLnx) ⊂ C},
∆equ(C) = {x ∈ X : A(ΞLnx) = C},
∆sub(C) = {x ∈ X : A(ΞLnx) ⊃ C}.
Such sets together give us a complete description of the dynamics of the historic set and
provides the basis for a substantially better understanding of the underlying geometry of
the historic set. More generally, for S1, S2 ⊂ Y, considering ∆(S1, S2) = {x ∈ X : S1 ⊂
A(ΞLnx) ⊂ S2}, we have
∆(∅, C) = ∆sup(C);
∆(C,C) = ∆equ(C);
∆(C, Y ) = ∆sub(C).
Obviously, multifractal analysis is a special case of this framework. For example, for any
φ ∈ C(X,R), choose Y = R, and define Ξ : M(X) → R by Ξ : µ 7→
∫
φdµ. Then for
C = {α} ⊆ R, it follows that
∆equ(C) =
{
x ∈ X : lim
n→∞
1
n
n−1∑
k=0
f(T kx) = α
}
, (1.1)
and
D(T,Ξ) =
{
x ∈ X : the limit lim
n→∞
1
n
n−1∑
k=0
f(T kx) does not exist
}
. (1.2)
Previous studies [2], [3], [9], [21], [25], [28], [29], [33] have obtained a number of fruitful re-
sults regarding different quantities to describe the size of (1.1) in some dynamical systems
with some mixing properties. The quantities include Hausdorff dimension, packing en-
tropy, topological entropy and topological pressure. Dynamical systems can be symbolic
spaces or satisfy some mild conditions such as the specification property or the g-almost
product property and so on.
At the beginning, D(T,Ξ) had been considered of little interest in dynamical systems
and geometric measure theory due to the fact that µ(D(T,Ξ)) = 0 for any µ ∈M(X, T ).
However, recent work [4], [5], [22], [30], [34] has changed such attitudes. Hausdorff dimen-
sion or topological entropy or topological pressure of (1.2) can be large enough even equal
to that of the whole space. It illustrates that the historic set has rich information. Hence,
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it is meaningful to divide the historic set into different level sets and investigate these
level sets. A series results in symbolic space and iterated function system can be found
in [1], [14], [15], [16], [17]. This article divide D(T,Ξ) into different level sets ∆equ(·) and
∆sub(·).
This investigation uses topological pressure to describe ∆equ(·),∆sub(·) and so on.
Topological pressure is a powerful tool and is not only a generalization of topological en-
tropy but also closely related to Hausdorff dimension. This article discusses the dynamical
systems satisfying g-almost product property and the uniform separation property that
were introduced by C. Pfister and W. Sullivan [25]. These two properties are strictly
weaker than the specification property and the positive expansive property. (For exam-
ple, all β-shifts have the g-almost product property and the uniform separation property
is true for expansive and more generally asymptotically h-expansive maps.)
As an application of our results, we study symbolic spaces and iterated function sys-
tems. We stress that the metric in symbolic space here is ultrametric rather than the
metric in [15].
For ϕ ∈ C(X,R), define
Λ(y, ϕ) =

sup
µ∈M(X,T )
Ξµ=y
{h(T, µ) +
∫
ϕdµ}, for y ∈ Ξ(M(X, T ))
−∞, otherwise.
(1.3)
We state our main theorems as below:
Theorem 1.1. (X, T,Ξ, Ln, Y ) satisfies g-almost product property and the uniform sep-
aration property and ϕ ∈ C(X,R). If
1. C ⊂ Y is not a compact and connected subset of Ξ(M(X, T )), then
{x ∈ X : A(ΞLnx) = C} = ∅,
2. C ⊂ Y is a compact and connected subset of Ξ(M(X, T )), then
P (∆equ(C), ϕ) = inf
y∈C
sup
µ∈M(X,T )
Ξµ=y
{
h(T, µ) +
∫
ϕdµ
}
= inf
y∈C
Λ(y, ϕ).
Theorem 1.2. (X, T,Ξ, Ln, Y ) as before and ϕ ∈ C(X,R). If
1. C ⊂ Y is not a subset of Ξ(M(X, T )), then
{x ∈ X : C ⊂ A(ΞLnx)} = ∅,
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2. C ⊂ Y is a subset of Ξ(M(X, T )), then
P (∆sub(C), ϕ) = inf
y∈C
sup
µ∈M(X,T )
Ξµ=y
{
h(T, µ) +
∫
ϕdµ
}
= inf
y∈C
Λ(y, ϕ).
Theorem 1.3. (X, T,Ξ, Ln, Y ) as before and ϕ ∈ C(X,R), fix S1 ⊂ Ξ(M(X, T )), S2 ⊂ Y,
if
1. S1 = ∅, then
P (∆(S1, S2), ϕ) = sup
x∈S2
Λ(x, ϕ),
2. S1 6= ∅ and S1 is contained in a connected component of S2, then
sup
S1⊂Q⊂S2
Q⊆Ξ(M(X,T )) is compact and connected
inf
x∈Q
Λ(x, ϕ) 6 P (∆(S1, S2), ϕ) 6 inf
x∈S1
Λ(x, ϕ),
3. S1 6= ∅ and S1 is not contained in a connected component of S2, then
{x ∈ X : S1 ⊂ A(ΞLnx) ⊂ S2} = ∅.
Theorem 1.4. (X, T,Ξ, Ln, Y ) as before and ϕ ∈ C(X,R), fix S1 ⊂ Ξ(M(X, T )), S2 ⊂ Y,
1. If S1 = ∅, then
P (∆(S1, S2), ϕ) = sup
x∈S2
Λ(x, ϕ),
2. If S1 6= ∅ and co(S1) the closed convex hull of S1 is contained in a connected com-
ponent of S2, then
P (∆(S1, S2), ϕ) = inf
x∈S1
Λ(x, ϕ),
3. If S1 6= ∅ and S1 is not contained in a connected component of S2, then
{x ∈ X : S1 ⊂ A(ΞLnx) ⊂ S2} = ∅.
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2 Preliminaries
A remark about notations is presented here for convenience.
Remark 2.1. Let (X, T ) be a topological dynamical system.
• Let F ⊂M(X) be a neighborhood, set Xn,F := {x ∈ X : Lnx ∈ F}.
• Given δ > 0 and ǫ > 0, two points x and y are (δ, n, ǫ)-separated if #{j : d(T jx, T jy) >
ǫ, 0 ≤ j ≤ n−1} > δn. A subset E is (δ, n, ǫ)-separated if any pair of different points
of E are (δ, n, ǫ)-separated.
• Let F ⊂M(X) be a neighborhood of ν, and ǫ > 0, set
N(F ;n, ǫ) :=maximal cardinality of an (n, ǫ)-separated subset of Xn,F ;
N(F ; δ, n, ǫ) :=maximal cardinality of an (δ, n, ǫ)-separated subset of Xn,F .
• Given x ∈ X, setBn(x, ǫ) := {y ∈ X : dn(x, y) ≤ ǫ}, where dn(x, y) = max
i=0,··· ,n−1
d(T ix, T iy).
• A point x ∈ X, ǫ-shadows a sequence {x0, x1, · · · , xk} if d(T
jx, xj) ≤ ǫ ∀j =
0, 1, · · ·k.
• Let g : N→ N be a given nondecreasing unbound map with the properties g(n) < n
and lim
n→∞
g(n)
n
= 0. The function g is called blow-up function. Given x ∈ X and
ǫ > 0. The g-blow-up of Bn(x, ǫ) is the closed set
Bn(g; x, ǫ) := {y ∈ X : ∃Λ ⊂ Λn,#(Λn\Λ) 6 g(n) and max{d(T
jx, T jy) : j ∈ Λ} ≤ ǫ},
where Λn = {0, 1, · · · , n− 1}.
• (i)Given K ⊂M(X, T ), set GK := {x ∈ X : A(Ln(x)) = K}.
(ii) Given K
′
⊂ ΞM(X, T ), set G∗
K
′ := {x ∈ X : A(ΞLn(x)) = K
′
}.
(iii) Given K ⊂M(X), set KG := {x ∈ X : A(Ln(x))
⋂
K 6= ∅}.
(iv) Given K
′
⊂ Y, set K
′
G∗ := {x ∈ X : A(ΞLn(x))
⋂
K
′
6= ∅}.
Definition 2.1. [25] The dynamical system (X, d, T ) has the g-almost product property
with blow-up function g, if there exists a nonincreasing function m : R+ → N, such
that for any k ∈ N, any x1 ∈ X, · · · , xk ∈ X, any positive ǫ1, ǫ2 · · · ǫk and any integers
n1 ≥ m(ǫ1), · · · , nk ≥ m(ǫk),
k⋂
j=1
T−Mj−1Bnj (g; xj, ǫj) 6= ∅,
where M0 = 0,Mi = n1 + n2 + · · ·+ ni, i = 1, 2, · · · , k − 1.
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Definition 2.2. [25] The dynamical system (X, d, T ) has uniform separation property if
for any η, there exist δ∗ > 0 and ǫ∗ > 0 so that for µ ergodic and any neighborhood F ⊂
M(X) of µ, there exists n∗F,µ,η, such that for n ≥ n
∗
F,µ,η, N(F ; δ
∗, n, ǫ∗) ≥ exp(n(h(T, µ)−
η)), where h(T, µ) is the metric entropy of µ.
Proposition 2.2. [25] Suppose that (X, d, T )has the g-almost product property. Let
x1, . . . , xk ∈ X ǫ1 > 0, . . . , ǫk > 0, and n1 ≥ m(ǫ1), . . . , nk ≥ m(ǫk) be given. As-
sume that Lnj(xj) ∈ B(νj , ζj), 0 ≤ j ≤ k. Then for any y ∈
⋂k
i=1 T
−Mi−1Bni(g; xi, ǫi) and
any probability measure α,
ρ(LMk(y), α) ≤
k∑
j=1
nj
Mk
(ζ
′
j + ρ(νj , α)),
where Mj = n1 + · · ·+ nj, ζ
′
j = ζj + ǫj +
g(nj)
nj
, j = 1, . . . , k.
Definition 2.3. [23] Given Z ⊂ X,ϕ ∈ C(X,R), and let Γn(Z, ǫ) be the collection of all
finite or countable covers of Z by sets of the form Bm(x, ǫ), with m ≥ n. Let Snϕ(x) :=∑n−1
i=0 ϕ(T
ix). Set
M(Z, t, ϕ, n, ǫ) := inf
C∈Γn(Z,ǫ)
 ∑
Bm(x,ǫ)∈C
exp
(
−tm+ sup
y∈Bm(x,ǫ)
Smϕ(y)
) ,
and
M(Z, t, ϕ, ǫ) = lim
n→∞
M(Z, t, ϕ, n, ǫ),
then there exists a unique number P (Z, ϕ, ǫ) such that
P (Z, ϕ, ǫ) = inf{t : M(Z, t, ϕ, ǫ) = 0} = sup{t : M(Z, t, ϕ, ǫ) =∞}.
P (Z, ϕ) = limǫ→0 P (Z, ϕ, ǫ) is called the topological pressure of Z.
It is obvious that the following hold:
1. P (Z1, ϕ) 6 P (Z2, ϕ) for any Z1 ⊂ Z2 ⊂ X ;
2. P (Z, ϕ) = sup
i
P (Zi, ϕ) , where Z =
⋃
i Zi ⊂ X.
Definition 2.4. [5] If Y is a vector space and d′ is a metric in Y, then d′ is linearly
compatible if
(1)For all x1, x2, y1, y2 ∈ Y, d
′(x1 + x2, y1 + y2) 6 d
′(x1, y1) + d
′(x2, y2).
(2)For all x, y ∈ Y and all λ ∈ R, d′(λx, λy) 6 |λ|d′(x, y).
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In fact, if d′ is induced by a norm, then d′ is linearly compatible.
Now, we present several propositions about metrics d′ and ρ.
Proposition 2.3. Assume that d′ is a linearly compatible metric in Y. Let
V (Ξ, ǫ) := sup
µ,ν∈M(X)
ρ(µ,ν)<ǫ
d′(Ξµ,Ξν),
then V (Ξ, ǫ)→ 0 as ǫ→ 0.
Proof. It is because that Ξ : M(X)→ Y is continuous and M(X) is compact.
Proposition 2.4. For any x ∈ X, any ǫ > 0, there exist sufficiently large N, such that
for all n > N, we have ρ(Lnx, Ln+1x) ≤ ǫ.
Proof. Choose sufficiently large N, such that 1
N+1
≤ ǫ. Then
ρ(Lnx, Ln+1x) =
∑
k≥1
2−k|
∫
fkdLnx−
∫
fkdLn+1x|
=
∑
k≥1
2−k|
∫
fkdLnx−
∫
n
n + 1
fkdLnx−
∫
1
n+ 1
fkdδTnx|
=
∑
k≥1
2−k
1
n+ 1
|
∫
fkdLnx−
∫
fkdδTnx|
=
1
n+ 1
ρ(Lnx, δTnx)
≤
1
n + 1
≤
1
N + 1
≤ ǫ.
Proposition 2.5. For any x ∈ X, any ǫ > 0, there exist sufficiently large N, such that
for all n > N, we have x′ ∈ Bn(g, x, ǫ) implies ρ(Lnx, Lnx
′) < 2ǫ.
Proof. Since lim
n→∞
g(n)
n
= 0, we have that for any ǫ > 0, there exists a sufficiently large
N ∈ N such that g(n)
n
< ǫ whenever n > N. Then
ρ(Lnx, Lnx
′) =
∑
k≥1
2−k|
∫
fkdLnx−
∫
fkdLnx
′|
≤
∑
k≥1
2−k
g(n)
n
+
n− g(n)
n
ǫ
≤ 2ǫ.
Proposition 2.6. [32] For any x ∈ X,A(ΞLnx) is a compact and connected subset of Y.
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3 Upper and lower bounds for P (G∗K ′, ϕ)
This section is to show the upper and lower bounds for P (G∗K ′, ϕ).
Proposition 3.1. [21] Let (X, d, T ) be a dynamical system,
(i) if K ⊆M(X, T ) is a closed subset, then
P (KG,ϕ) 6 sup
{
h(T, µ) +
∫
ϕdµ : µ ∈ K
}
.
(ii) if µ ∈M(X, T ), then
P (Gµ, ϕ) 6 h(T, µ) +
∫
ϕdµ.
(iii) if K ⊆ M(X, T ) is a non-empty closed set, then
P (GK, ϕ) ≤ inf
{
h(T, µ) +
∫
ϕdµ : µ ∈ K
}
.
By the above proposition, we get the following theorem.
Theorem 3.1. Let (X, d, T ) be a dynamical system,
(1) if K ′ ⊂ Y is a closed subset, then
P (K
′
G∗, ϕ) ≤ sup{Λ(y, ϕ) : y ∈ K ′},
(2) if K ′ ⊂ Y is a non-empty closed set, then
P (G∗K ′, ϕ) ≤ inf{Λ(y, ϕ) : y ∈ K
′}.
Proof. (1) If K ′ ⊂ Y is a closed subset, then
K ′G∗ =
{
x ∈ X : A(Ξ(Lnx))
⋂
K ′ 6= ∅
}
=
{
x ∈ X : Ξ(ALnx)
⋂
K ′ 6= ∅
}
=
{
x ∈ X : (ALnx)
⋂
Ξ−1K ′ 6= ∅
}
=Ξ
−1K ′
⋂
M(X,T ) G.
hence,
P (K
′
G∗, ϕ) = P (Ξ
−1K ′
⋂
M(X,T )G,ϕ)
≤ sup
{
h(T, µ) +
∫
ϕdµ : µ ∈ Ξ−1K ′
⋂
M(X, T )
}
= sup{Λ(y, ϕ) : y ∈ K ′}.
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(2) If K ′ * ΞM(X, T ), then G∗K ′ = ∅. In this case, there exists y ∈ K
′ \ ΞM(X, T )
such that Λ(y, ϕ) = −∞. If K ′ ⊆ ΞM(X, T ), then for any y ∈ K ′, we have
G∗K ′ = {x ∈ X : A(ΞLnx) = K
′}
⊆
{
x ∈ X : A(ΞLnx)
⋂
{y} 6= ∅
}
={y} G∗.
Then,
P (G∗K ′, ϕ) ≤ P (
{y}G∗, ϕ) ≤ Λ(y, ϕ),
for any y ∈ K ′. In summary,
P (G∗K ′, ϕ) ≤ inf{Λ(y, ϕ) : y ∈ K
′}.
To obtain the lower bound of P (G∗K ′, ϕ), we need endow dynamical system with some
mild conditions.
Proposition 3.2. [25] Assume that (X, d, T ) has the g-almost product property and the
uniform separation property. For any η, there exists δ∗ and ǫ∗ > 0 such that for µ ∈
M(X, T ) and any neighborhood F ⊂M(X) of µ, there exists n∗F,µ,η, such that
N(F ; δ∗, n, ǫ∗) ≥ exp(n(h(T, µ)− η)),
whence n > n∗F,µ,η. Furthermore, for any µ ∈M(X, T ),
h(T, µ) 6 lim
ǫ→0
lim
δ→0
inf
F∋µ
lim inf
n→∞
1
n
logN(F ; δ, n, ǫ).
Lemma 3.1. [25] If K ′ is a connected, non-empty and compact subset of Ξ(M(X, T )),
then there exists a sequence {α′′1, α
′′
2, · · · } in K
′ such that
{α′′j : j ∈ N, j > n} = K
′,
for any n ∈ N, and lim
j→∞
d′(α′′j , α
′′
j+1) = 0.
Theorem 3.2. Let (X, d, T ) be a dynamical system with the uniform separation and g-
almost product property, ϕ ∈ C(X,R). If K ′ is a connected, non-empty and compact
subset of Ξ(M(X, T )), then
inf
y∈K ′
Λ(y, ϕ) ≤ P (G∗K ′, ϕ).
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Proof. Let η > 0 and h∗ := inf
y∈K ′
Λ(y, ϕ)− η. For any s < h∗, set h∗ − s := 2δ > 0. Given
sequence {α′′k} as in Lemma 3.1, we construct a subset G such that for each x ∈ G, {ΞLnx}
has the same limit-point set as the sequence {α′′k}, and P (G,ϕ) ≥ h
∗. For η
2
and α′′k ∈ K
′,
there exists αk ∈ Ξ
−1{α′′k} ⊆ M(X, T ) such that Λ(α
′′
k, ϕ) ≤ h(T, αk) +
∫
ϕdαk +
η
2
. By
Proposition 3.2, it is easy to obtain that for η
2
> 0, there exist δ∗ > 0 and ǫ∗ > 0 such
that for any neighborhood F ′′ ⊂ Ξ(M(X)) of α′′k (choose F
′′ = B(α′′k, ζ
′′
k )) there exist
B(αk, ζk) ⊆ Ξ
−1F ′′ and n∗
B(αk ,ζk),αk,
η
2
satisfying
N(B(αk, ζk); δ
∗, n, ǫ∗) ≥ exp(n(h(T, αk)−
η
2
)), (3.4)
whence n ≥ n∗
B(αk ,ζk),αk,
η
2
and ζk, ζ
′′
k will be determined later.
Choose three strictly decreasing sequences {ζk}k, {ζ
′′
k}k and {ǫk}k, such that
(i) lim
k
ζk = 0, lim
k
ζ ′′k = 0 and lim
k
ǫk = 0,
(ii) ǫ1 < ǫ
∗ and |
∫
ϕdαk −
∫
ϕdµ| ≤ δ
6
∀µ ∈ B(αk, ζk + 2ǫk).
From (3.4) we deduce the existence of nk and a (δ
∗, nk, ǫ
∗)-separated subset Γk ⊆ Xnk,B(αk ,ζk) ⊆
Xnk,Ξ−1B(α′′k ,ζ′′k ) with
|Γk| > exp
(
nk
(
h(T, αk)−
η
2
))
. (3.5)
Assume that nk satisfies
δ∗nk > 2g(nk) + 1 and
g(nk)
nk
6 ǫk (3.6)
The orbit-segments {x, Tx, · · · , T nk−1x}, x ∈ Γk, are the building-blocks for the construc-
tion of the points of G. By Proposition 2.2 and (3.6), we obtain
x ∈ Γk and y ∈ Bnk(g; x, ǫk)
⇒ ρ(αk, Lnky) ≤ ζk + 2ǫk
⇒ d′(α′′k,ΞLnky) ≤ V (Ξ, ζk + 2ǫk).
(3.7)
Choose a strictly increasing sequence {Nk}, with Nk ∈ N, such that
nk+1 ≤ ζk
k∑
j=1
njNj (3.8)
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and
k−1∑
j=1
njNj ≤ ζk
k∑
j=1
njNj . (3.9)
Finally define the (stretched) sequences {n′j}, {ǫ
′
j} and {Γ
′
j}, by setting
n′j := nk ǫ
′
j := ǫk Γ
′
j := Γk,
for j = N1 + · · ·+Nk−1 + q with 1 ≤ q ≤ Nk.
Gk :=
k⋂
j=1
(
⋃
xj∈Γ′j
T−Mj−1Bn′j (g; xj, ǫ
′
j)),
where Mj :=
j∑
l=1
n′l. Gk is a non-empty closed set. Label each set obtained by develop-
ing this formula by the branches of a labeled tree of height k. A branch is labeled by
(x1, · · · , xk), with xj ∈ Γ
′
j . Theorem 3.2 is proved by proving Lemma 3.2.
Lemma 3.2. Let ǫ be such that 4ǫ = ǫ∗, and let
G :=
⋂
k>1
Gk.
(i) Let xj , yj ∈ Γ
′
j with xj 6= yj. If x ∈ Bn′j (g; xj, ǫ
′
j) and y ∈ Bn′j (g; yj, ǫ
′
j), then
max{d(Tmx, Tmy) : m = 0, · · · , n′j − 1} > 2ǫ.
(ii) G is a closed set, which is the disjoint union of non-empty closed sets G(x1, x2, · · · )
labeled by (x1, x2, · · · ) with xj ∈ Γ
′
j. Two different sequences label two different sets.
(iii) G ⊂ G∗K ′.
(iv) P (G,ϕ) ≥ h∗.
Proof. (i) and (ii) can be seen in [25] for details.
(iii) Define the stretched sequence {α′m} by α
′
m := αk if
k−1∑
j=1
njNj + 1 ≤ m ≤
k∑
j=1
njNj.
The sequence {α′m} has the same limit-point set as the sequence {αk}, {α
′′
m} has the same
limit-point set as the sequence {Ξαk}. If
lim
n→∞
d′(ΞLny, α
′′
n) = 0,
then the two sequence {ΞLny} and {α
′′
n} have the same limit-point set. Because of (3.8)
and the definition of {α′′m}, it is sufficient to show that
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lim
k→∞
d′(ΞLMk(y), α
′′
Mk
) = 0.
Suppose that
j∑
l=1
nlNl < Mk ≤
j+1∑
l=1
nlNl; hence α
′
Mk
= αj+1.Mk can be written as Mk =
j−1∑
l=1
nlNl + njNj + qnj+1, where 1 ≤ q ≤ Nj+1.
Since
Ξ(Lj−1∑
l=1
nlNl+njNj+qnj+1
(y))
= Ξ(
1
Mk
(
j−1∑
l=1
nlNlLj−1∑
l=1
nlNl
(y) +
Nj−1∑
i=0
Lnj (T
∑j−1
l=1 nlNl+injy) +
q−1∑
i=0
Lnj+1(T
∑j
l=1 nlNl+inj+1y)))
=
j−1∑
l=1
nlNl
Mk
Ξ(Lj−1∑
l=1
nlNl
(y)) +
Nj−1∑
i=0
ΞLnj (T
j−1∑
l=1
nlNl+inj
y)
Mk
+
q−1∑
i=0
ΞLnj+1(T
j∑
l=1
nlNl+inj+1
y)
Mk
and
α′′Mk =
j−1∑
l=1
nlNl
Mk
α′′Mk +
Nj−1∑
i=0
α′′Mk
Mk
+
q−1∑
i=0
α′′Mk
Mk
,
we have
d′(Ξ(Lj−1∑
l=1
nlNl+njNj+qnj+1
(y)), α′′Mk)
≤
j−1∑
l=1
nlNl
Mk
d′(Ξ(Lj−1∑
l=1
nlNl
(y)), α′′Mk) +
Nj−1∑
i=0
d′(ΞLnj (T
j−1∑
l=1
nlNl+inj
y),Ξαj+1)
Mk
+
q−1∑
i=0
d′(ΞLnj+1(T
j∑
l=1
nlNl+inj+1
y),Ξαj+1)
Mk
≤ ζjV (Ξ, 1) + d
′(Ξαj ,Ξαj+1) + V (Ξ, ζj + 2ǫj) + V (Ξ, ζj+1 + 2ǫj+1).
Since lim
j
ζj = 0, lim
j
ǫj = 0 ⇒ lim
j
V (Ξ, ǫj) = 0 and lim
j
d′(Ξαj,Ξαj+1) = 0 this proves
(iii).
(iv) From the choice of {Nk} we can get lim
n→∞
Mn
Mn+1
= 1, where Mj = n
′
1 + · · ·+ n
′
j . There
exist nk ∈ N and a (δ∗, nk, ǫ∗)-separated subset Γk of Xn,B(αk ,ζk) such that
#Γk ≥ exp(nk(h(T, αk)− η/2)).
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And for any kx ∈ Γk, we have Ln(
kx) ∈ B(αk, ζk). So
|
∫
ϕdLn(
kx)−
∫
ϕdαk| = |
1
n
Snϕ(
kx)−
∫
ϕdαk| ≤
δ
6
.
Thus
#Γk ≥ exp(nk(h(T, αk) +
∫
ϕdαk − η/2)− Snkϕ(
kx)− nk
δ
6
)
≥ exp(nkh
∗ − Snkϕ(
kx)− nk
δ
6
).
Since G is a compact set we can just consider finite covers C of G with the property that
if Bm(x, ǫ) ∈ C, then Bm(x, ǫ) ∩ G 6= ∅, ∀Bm(x, ǫ) ∈ C. For each C ∈ Γn(G, ǫ) we define
the cover C
′
, in which each ball Bm(x, ǫ) is replaced by BMp(x, ǫ) when Mp ≤ m < Mp+1.
Then
M(G, s, ϕ, n, ǫ) = inf
C∈Γn(G,ǫ)
∑
Bm(x,ǫ)∈C
exp(−sm+ sup
y∈Bm(x,ǫ)
Smϕ(y))
≥ inf
C∈Γn(G,ǫ)
∑
BMp(x,ǫ)∈C
′
,
z∈Bm(x,ǫ)∩BMp(x,ǫ)∩G
exp(−sm+ Smϕ(z))
Consider a specific C
′
and let m be the largest value of p such that there exists BMp(x, ǫ) ∈
C
′
.
Set
Wk :=
k∏
i=1
Γ
′
k,Wm :=
m⋃
k=1
Wk.
Each z ∈ BMp(x, ǫ) ∩ G corresponds to a point in Wp. Lemma 3.2 (i) implies that this
point is uniquely defined. For 1 ≤ j ≤ k, the word v = (v1, . . . , vj) ∈ Wj is a prefix of
w = (w1, . . . , wk) ∈ Wk, if vi = wi, i = 1, . . . , j. Note that each w ∈ Wk is the prefix of
exactly |Wm|/|Wk| words ofWm. IfW ⊂Wm contains a prefix of each word ofWm, then
m∑
k=1
|W ∩Wk||Wm|/|Wk| ≥ |Wm|.
So if W contains a prefix of each word of Wm, then
m∑
k=1
|W ∩Wk|/|Wk| ≥ 1.
Since C
′
is a cover, each point of Wm has a prefix associated with some BMp(x, ǫ) ∈ C
′
.
Hence,
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|Wp| ≥ exp[Mph
∗ −
p∑
i=1
(S
n
′
i
ϕ(i
′
x) + n
′
iδ/6)],
where i
′
x ∈ Γ
′
i. So ∑
BMp(x,ǫ)∈C
′
exp[−Mph
∗ +
p∑
i=1
(Sn′i
ϕ(i
′
x) + n
′
iδ/6)] ≥ 1.
Next, we want to prove Mph
∗ −
p∑
i=1
(Sn′i
ϕ(i
′
x) + n
′
iδ/6) − sm + Smϕ(z) = m(h
∗ − s) +
p∑
i=1
(Sn′i
ϕ(TMi−1z)− Sn′i
ϕ(i
′
x)− n
′
iδ/6) + Sm−Mpϕ(T
Mpz)− (m−Mp)h
∗ > 0. Since z ∈ G,
by the construction of G we know there exists a close subset
G(x1, x2, · · · ) =
∞⋂
i=0
T−Mj−1Bn′j
(g; xj, ǫ
′
j),
such that TMj−1z ∈ B
n
′
j
(g; xj, ǫ
′
j).
By (3.7) and i
′
x ∈ Γ′i we get Ln′i
(TMi−1z) ∈ B(α
′
i, ζ
′
i + 2ǫ
′
i) and Ln′i
(i
′
x) ∈ B(α
′
i, ζ
′
i). Thus,
∣∣∣ ∫ ϕdLn′i(TMi−1z)−
∫
ϕdL
n
′
i
(i
′
x)
∣∣∣n′i = ∣∣∣Sn′iϕ(TMi−1z)− Sn′iϕ(i′x)∣∣∣ ≤ n′iδ/2.
So,
Mph
∗ −
p∑
i=1
(S
n
′
i
ϕ(xi
′
) + n
′
iδ/6)− sm+ Smϕ(z)
≥ m(h∗ − s)−
p∑
i=1
2n
′
iδ/3− n
′
p+1(‖ ϕ ‖ +h
∗)
≥ 2δMp −Mpδ − n
′
p+1(‖ ϕ ‖ +h
∗)
≥Mpδ − n
′
p+1(‖ ϕ ‖ +h
∗).
Since limp→∞
n
′
p+1
Mp
= 0, it is possible to choose sufficient large p such that Mpδ − n
′
p+1(‖
ϕ ‖ +h∗) > 0. Then
∑
Bm(x,ǫ)∈C
exp(−sm+ sup
y∈Bm(x,ǫ)
Smϕ(y)) ≥
∑
BMp(x,ǫ)∈C
′
exp[−Mph
∗ +
p∑
i=1
(S
n
′
i
ϕ(i
′
x) + n
′
iδ/6)].
It implies M(G, s, ϕ, n, ǫ) ≥ 1, i.e., s ≤ P (G,ϕ, ǫ). Letting s→ h∗, we complete the proof
of Lemma 3.2.
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Remark 3.3. The quintuple (X, T, Y,Ξ, Ln) satisfying g-almost product property and the
uniform separated condition means:
(a) X is a compact metric space, T : X → X is a continuous map satisfying g-almost
product property and the uniform separated condition.
(b) Y a vector space, Ξ :M(X)→ Y is a continuous and affine map.
(c) Lnx : X →M(X), where Lnx =
n−1∑
i=0
δT ix.
For y ∈ Y, set
∆(y) = {x ∈ X : {y} = A(ΞLnx)}, ∆˜(y) = {x ∈ X : y ∈ A(ΞLnx)}.
It is easy to get the following corollary by the above two theorems.
Corollary 3.1. For any ϕ ∈ C(X,R), if (X, T, Y,Ξ, Ln) satisfies g-almost product prop-
erty and the uniform separated condition, then
P (∆(y), ϕ) = P (∆˜(y), ϕ).
4 Proof of Theorems
This section is aim to prove the theorems.
Proof of Theorem 1.1
(1)It can be obtained by proposition 2.6.
(2) C ⊂ Y is a compact and connected subset of Ξ(M(X, T )), then P (∆equ(C), ϕ) =
P (G∗C, ϕ) = inf
y∈C
Λ(y, ϕ).
Proof of Theorem 1.2
(1) It is obvious.
(2) We prove it by presenting several lemmas.
Lemma 4.1. Let (X, T, Y,Ξ, Ln) satisfy g-almost product property and the uniform sep-
arated condition. If C ⊂ Y and ϕ ∈ C(X,R), then
inf
y∈C
Λ(y, ϕ) = inf
y∈co(C)
Λ(y, ϕ),
where co(C) is convex hull of C.
Proof. The direction ≥ is obvious. As to the other direction, for any y ∈ co(C), fix
ǫ > 0. Since y ∈ co(C), there exist y1, y2, · · · , yn ∈ C and λ1, · · · , λn ≥ 0 with
∑
i
λi = 1
such that
∑
i
λiyi = y. For each yi, choose µi ∈ M(X, T ) s.t. Ξµi = yi and h(T, µi) +
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∫
ϕdµi ≥ Λ(yi, ϕ)− ǫ. Since the entropy function is affine and
∑
i
λiµi ∈M(X, T ) satisfies
Ξ(
∑
i λiµi) =
∑
i λiΞµi =
∑
i λiyi = y, we get
Λ(y, ϕ) = sup
µ∈M(X,T ),Ξµ=y
{h(T, µ) +
∫
ϕdµ}
≥ h(T,
∑
i
λiµi) +
∫
ϕd(
∑
i
λiµi)
=
∑
i
λi(h(T, µi) +
∫
ϕdµi)
≥
∑
i
λiΛ(yi, ϕ)− ǫ
≥ inf
y∈C
Λ(y, ϕ)− ǫ.
Thus,
inf
y∈C
Λ(y, ϕ) ≤ inf
y∈co(C)
Λ(y, ϕ).
Lemma 4.2. Let (X, T, Y,Ξ, Ln) satisfy g-almost product property and the uniform sep-
arated condition. If C ⊂ Y and ϕ ∈ C(X,R), then
inf
y∈C
Λ(y, ϕ) = inf
y∈C
Λ(y, ϕ).
Proof. ≥ is obvious. The other direction follows from the fact that y → Λ(y, ϕ) is up-
per semi-continuous. C. Pfister and W. Sullivan [25] proved that the entropy map on
M(X, T ), µ → h(T, µ), is upper semi-continuous under the g-almost product property
and uniformly separation property. ∀γ > 0, ∀y ∈ C, ∃{yn} ⊆ C, s.t. yn → y, as n → ∞
and there exists µn ∈ M(X, T )
⋂
Ξ−1yn, s.t. Λ(yn, ϕ) ≤ h(T, µn) +
∫
ϕdµn + γ. Assume
that µ is a limit-point of {µn}, then Ξµ = y. So
lim sup
n→∞
Λ(yn, ϕ) ≤ lim sup
n→∞
h(T, µn) +
∫
ϕdµn + γ
≤ h(T, µ) +
∫
ϕdµ+ 3γ
≤ Λ(y, ϕ) + 3γ.
The conclusion of Lemma 4.2 follows.
Now, continue the proof of (2). It suffices to show for any nonempty C ⊂ Ξ(M(X, T )),
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P (∆equ(co(C)), ϕ) = P (∆sub(C), ϕ).
Since ∆equ(co(C)) = {x ∈ X|A(ΞLnx) = co(C)} ⊂ {x ∈ X|C ⊂ A(ΞLnx)} = ∆sub(C), it
is obvious that P (∆sub(C), ϕ) ≥ P (∆equ(co(C)), ϕ). On the other hand, by Corollary 3.1,
if ∆(y) 6= ∅, then P (∆(y), ϕ) = P (∆˜(y), ϕ). So for any y ∈ C,
P (∆sub(C), ϕ) ≤ P ({x ∈ X|{y} ⊂ A(ΞLnx)}, ϕ)
= P (∆˜(y), ϕ)
= P (∆(y), ϕ)
= Λ(y, ϕ).
Hence,
P (∆sub(C), ϕ) ≤ inf
y∈C
Λ(y, ϕ)
= inf
y∈co(C)
Λ(y, ϕ)
= P (∆equ(co(C)), ϕ).
So,
P (∆sub(C), ϕ) = inf
y∈C
sup
µ∈M(X,T )
Ξµ=y
{h(T, µ) +
∫
ϕdµ} = inf
y∈C
Λ(y, ϕ).
Proof of Theorem 1.3
First, we show the following proposition.
Proposition 4.1. (X, T, Y,Ξ, Ln) as before and ϕ ∈ C(X,R). If C ⊂ Y, then
P (∆sup(C), ϕ) = P (∆sup(C ∩ Ξ(M(X, T ))), ϕ) = sup
y∈C
Λ(y, ϕ).
Proof. P (∆sup(C), ϕ) ≤ P (
CG∗, ϕ) ≤ supy∈C Λ(y, ϕ).
On the other hand, ∀ǫ > 0, ∃y′ ∈ C ∩Ξ(M(X, T )), s.t. supy∈C Λ(y, ϕ) ≤ Λ(y
′, ϕ) + ǫ, and
Λ(y′, ϕ) = P (G∗{y′}, ϕ) ≤ P (∆sup(C), ϕ).
So,
P (∆sup(C), ϕ) + ǫ ≥ sup
y∈C
Λ(y, ϕ).
Thus,
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P (∆sup(C), ϕ) = sup
y∈C
Λ(y, ϕ).
Now, We continue the proof of Theorem 1.3.
(1) It comes from Proposition 4.1.
(2) Given S1 ⊆ Q ⊆ S2, Q ⊆ Ξ(M(X, T )) is compact and connected.
Since ∆equ(Q) = {x ∈ X|A(ΞLnx) = Q} ⊂ {S1 ⊂ A(ΞLnx) ⊂ S2}, we get
P (∆(S1, S2), ϕ) ≥ P (∆equ(Q), ϕ) = inf
x∈Q
Λ(x, ϕ).
Since Q is arbitrary, we obtain
P (∆(S1, S2), ϕ) ≥ sup
S1⊂Q⊂S2
Q⊆Ξ(M(X,T )) is compact and connected
inf
x∈Q
Λ(x, ϕ).
As to the other inequality, observe
∆(S1, S2) ⊂ ∆(S1, Y ) = ∆sub(S1).
(3) It is obvious.
Proof of Theorem 1.4
(1) It follows from Proposition 4.1.
(2) Combining the fact S1 ⊆ co(S1) and co(S1) is a compact and connected subset of S2,
and Theorem 1.3, we obtain
inf
y∈S1
Λ(y, ϕ) = inf
y∈co(S1)
Λ(y, ϕ)
≤ sup
S1⊆Q⊆S2
Q is compact and connected
inf
y∈Q
Λ(y, ϕ)
≤ P (∆(S1, S2), ϕ)
≤ inf
y∈S1
Λ(y, ϕ).
(3) It is obvious.
5 Some applications
In the section, firstly, we present some spetra induced by different deformations. Sec-
ondly, we use BS-dimension to describe some level sets. Thirdly, the relative multifractal
spectrum of ergodic averages are discussed. At last, symbolic space and iterated function
systems are investigated.
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5.1 Some spectra
Different spectra are induced by different deformations (Y,Ξ)[15].
• The spectrum of the historic set of ergodic averages. Let ϕ : X → R be continuous
and define Ξ :M(X)→ R by Ξ : µ 7→
∫
ϕdµ. In this case we obtain for S1, S2 ⊂ R,
∆(S1, S2) =
{
x ∈ X : S1 ⊂ A
(
1
n
n−1∑
k=0
ϕ(T kx)
)
⊂ S2
}
.
• The spectrum of the historic set of empirical measures. Define Ξ : M(X) →
M(X)by
Ξ : µ→ µ.
In this case we obtain for S1, S2 ⊂ R,
∆(S1, S2) = {x ∈ X : S1 ⊂ A(
1
n
n−1∑
k=0
δT kx) ⊂ S2}.
• The spectrum of the historic set of local Lyapunov exponents. Let X be a differen-
tiable manifold and T : X → X be a C1 map. The local Lyapunov exponents of T
at the point x is defined by χ(x) = limn→∞
1
n
log |(DT n)(x)|. Define Ξ : M(X)→ R
by
µ→
∫
DTdµ.
In this case we obtain for S1, S2 ⊆ R,
∆(S1, S2) = {x ∈ X : S1 ⊂ A(
1
n
log |(DT n)(x)|) ⊂ S2}.
• The mixed spectrum of the historic set of ergodic averages of arbitrary families
of continuous functions. Assume that the family of maps (M(X) → R : µ 7→∫
ϕidµ)i∈I is totally bounded. Define Ξ :M(X)→ l
∞(I) by
Ξ : µ 7→ (
∫
ϕidµ)i∈I .
In this case we obtain for S1, S2 ⊂ l
∞(I),
∆(S1, S2) = {x ∈ X : S1 ⊂ A((
1
n
n−1∑
k=0
ϕi(T
kx))i∈I) ⊂ S2}
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We only consider some (not all) spectrum above and obtain several corollaries as examples.
It is easy to get Corollary 5.1 and Corollary 5.2. So we omit the proof.
Corollary 5.1. (X, T, Ln) as before. Let Y = R and φj : X → R be a family of continuous
functions. Assume the family of maps (Ξj : M(X) → R : µ 7→
∫
φjdµ)j∈I is totally
bounded. Fix S1, S2 ⊂ l
∞(I), ψ ∈ C(X,R).
1. If S1 = ∅ and S2 is closed and convex, then
P ({x ∈ X : A((
1
n
n−1∑
k=0
φj(T
kx))j∈I)} ⊂ S2, ψ) = sup
x∈S2
Λ(x, ψ).
2. If S1 6= ∅ and co(S1) is contained in a connected component of S2, then
P ({x ∈ X : S1 ⊂ A((
1
n
n−1∑
k=0
φj(T
kx))j∈I)}, ψ) = inf
x∈S1
Λ(x, ψ).
3. If S1 6= ∅ and co(S1) is not contained in a connected component of S2, then
{x ∈ X : S1 ⊂ A((
1
n
n−1∑
k=0
φj(T
kx))j∈I)} = ∅.
Corollary 5.2. (X, T, Ln) as before. Let (Yi,Ξi)i be (a possible uncountable) family of
deformations and assume that Yi is a normed vector space and that Ξi : M(X) → Yi is
affine and continuous. Define the vector spaces ×iYi and [×iYi]
∞ by
×iYi = {(yi)i : yi ∈ Yi∀i},
[×iYi]
∞ = {(yi)i ∈ ×iYi : sup
i
||yi|| <∞},
and equip [×iYi]
∞ with the norm ||(yi)i|| = sup
i
||yi||. Assume sup
µ∈M(X),i
||Ξiµ|| <∞ and the
map
M(X)→ [×iYi]
∞ : µ 7→ (Ξiµ)i
is continuous, Ξ = (Ξi)i∈I . Fix S1, S2 ⊂ [×iYi]
∞, ψ ∈ C(X,R)
1. If S1 = ∅ and S2 is closed and convex, then
P ({x ∈ X : S1 ⊂ A((ΞjLnx)j∈I) ⊂ S2}, ψ) = sup
x∈S2
sup
µ∈M(X,T )
(Ξjµ)j∈I=x
{
h(T, µ) +
∫
ψdµ
}
.
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2. If S1 6= ∅ and co(S1) is contained in a connected component of S2, then
P ({x ∈ X : S1 ⊂ A((ΞjLnx)j∈I) ⊂ S2}, ψ) = inf
x∈S1
sup
µ∈M(X,T )
(Ξjµ)j∈I=x
{
h(T, µ) +
∫
ψdµ
}
.
3. If S1 6= ∅ and co(S1) is not contained in a connected component of S2, then
{x ∈ X : S1 ⊂ A((ΞjLnx)j∈I) ⊂ S2} = ∅.
Next, we use dimension theory to discuss ∆equ(·),∆sub(·) and so on.
Let ψ : X → R be a strictly positive continuous function. For each set Z ⊂ X and
each number t ∈ R, define
N(Z, t, ψ, n, ǫ) := inf
C∈Gn(Z,ǫ)
 ∑
Bm(x,ǫ)∈C
exp(−t sup
y∈Bm(x,ǫ)
Smψ(y))
 ,
where Gn(Z, ǫ) is the collection of all finite or countable covers of Z by sets of the form
Bm(x, ǫ), with m ≥ n.
N(Z, t, ψ, ǫ) = lim
N→∞
N(Z, t, ψ, n, ǫ),
Set
BS(Z, ψ, ǫ) = inf{t : N(Z, t, ψ, ǫ) = 0} = sup{t : N(Z, t, ψ, ǫ) =∞}.
Let BS(Z, ψ) = lim
ǫ→0
BS(Z, ψ, ǫ), and we call it the BS-dimension of Z. This notation was
introduced by Barreira and Schmeling [4].
By the definition of topological pressure and BS-dimension, we can get that for any
set Z ⊂ X, the BS-dimension of Z is a unique root of Bowen’s equation P (Z,−sψ) = 0,
i.e. s = BS(Z, ψ).
The following corollaries are easy to obtain from above theorems.
Corollary 5.3. (X, T,Ξ, Ln, Y ) satisfies g-almost product property and the uniform sep-
aration property and ϕ ∈ C(X,R+). If
1. C ⊂ Y is not a compact and connected subset of Ξ(M(X, T )), then
{x ∈ X : A(ΞLnx) = C} = ∅,
2. C ⊂ Y is a compact and connected subset of Ξ(M(X, T )), then
BS(∆equ(C), ϕ) = inf
y∈C
sup
µ∈M(X,T )
Ξµ=y
{
h(T, µ)∫
ϕdµ
}
.
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Corollary 5.4. (X, T,Ξ, Ln, Y ) as before and ϕ ∈ C(X,R+). If
1. C ⊂ Y is not a subset of Ξ(M(X, T )), then
{x ∈ X : C ⊂ A(ΞLnx)} = ∅.
2. C ⊂ Y is a subset of Ξ(M(X, T )), then
BS(∆sub(C), ϕ) = inf
y∈C
sup
µ∈M(X,T )
Ξµ=y
{
h(T, µ)∫
ϕdµ
}
.
Corollary 5.5. (X, T,Ξ, Ln, Y ) as before and ϕ ∈ C(X,R+), fix S1 ⊂ Ξ(M(X, T )), S2 ⊂
Y, if
1. S1 = ∅, then
BS(∆(S1, S2), ϕ) = sup
x∈S2
sup
Ξµ=x
µ∈M(X,T )
{
h(T, µ)∫
ϕdµ
}
.
2. S1 6= ∅ and S1 is contained in a connected component of S2, then
sup
S1⊆Q⊆S2
Q⊆Ξ(M(X,T )) is compact and connected
inf
x∈Q
sup
Ξµ=x
µ∈M(X,T )
{
h(T, µ)∫
ϕdµ
}
≤ BS(∆(S1, S2), ϕ) ≤ inf
x∈S1
sup
Ξµ=x
µ∈M(X,T )
{
h(T, µ)∫
ϕdµ
}
.
3. S1 6= ∅ and S1 is not contained in a connected component of S2, then
{x ∈ X : S1 ⊂ A(ΞLnx) ⊂ S2} = ∅.
Corollary 5.6. (X, T,Ξ, Ln, Y ) as before and ϕ ∈ C(X,R+), fix S1 ⊂ Ξ(M(X, T )), S2 ⊆
Y.
1. If S1 = ∅, then
BS(∆(S1, S2), ϕ) = sup
x∈S2
sup
Ξµ=x
µ∈M(X,T )
{
h(T, µ)∫
ϕdµ
}
.
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2. If S1 6= ∅ and co(S1) the closed convex hull of S1 is contained in a connected com-
ponent of S2, then
BS(∆(S1, S2), ϕ) = inf
x∈S1
sup
Ξµ=x
µ∈M(X,T )
{
h(T, µ)∫
ϕdµ
}
.
3. If S1 6= ∅ and S1 is not contained in a connected component of S2, then
{x ∈ X : S1 ⊂ A(ΞLnx) ⊂ S2} = ∅.
Corollary 5.7. (X, T, Ln) as before. Let Y = R and φj : X → R be a family of continuous
functions. Assume the family of maps (Ξj : M(X) → R : µ 7→
∫
φjdµ)j∈I is totally
bounded, Ξ = (Ξi)i∈I . Fix S1, S2 ⊂ l
∞(I), ϕ ∈ C(X,R+).
1. If S1 = ∅ and S2 is closed and convex, then
BS
x ∈ X : A
( 1
n
n−1∑
k=0
φj(T
kx)
)
j∈I
 ⊂ S2, ϕ
 = sup
x∈S2
sup
Ξµ=x
µ∈M(X,T )
{
h(T, µ)∫
ϕdµ
}
.
2. If S1 6= ∅ and co(S1) is contained in a connected component of S2, then
BS
x ∈ X : S1 ⊂ A
( 1
n
n−1∑
k=0
φj(T
kx)
)
j∈I
 , ϕ
 = inf
x∈S1
sup
Ξµ=x
µ∈M(X,T )
{
h(T, µ)∫
ϕdµ
}
.
3. If S1 6= ∅ and co(S1) is not contained in a connected component of S2, thenx ∈ X : S1 ⊂ A
( 1
n
n−1∑
k=0
φj(T
kx)
)
j∈I
 = ∅.
Corollary 5.8. (X, T, Ln) as before. Let (Yi,Ξi)i be (a possible uncountable) family of
deformations and assume that Yi is a normed vector space and that Ξi : M(X) → Yi is
affine and continuous. Define the vector spaces ×iYi and [×iYi]
∞ by
×iYi = {(yi)i|yi ∈ Yi∀i},
[×iYi]
∞ = {(yi)i ∈ ×iYi| sup
i
||yi|| <∞},
and equip [×iYi]
∞ with the norm ||(yi)i|| = sup
i
||yi||. Assume sup
µ∈M(X),i
||Ξiµ|| <∞ and the
map
M(X)→ [×iYi]
∞ : µ 7→ (Ξiµ)i
is continuous. Fix S1, S2 ⊂ [×iYi]
∞, ϕ ∈ C(X,R+)
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1. If S1 = ∅ and S2 is closed and convex, then
BS({x ∈ X : S1 ⊂ A((ΞjLnx)j∈I) ⊂ S2}, ϕ) = sup
x∈S2
sup
µ∈M(X,T )
(Ξjµ)j∈I=x
{
h(T, µ)∫
ϕdµ
}
.
2. If S1 6= ∅ and co(S1) is contained in a connected component of S2, then
BS({x ∈ X : S1 ⊂ A((ΞjLnx)j∈I) ⊂ S2}, ϕ) = inf
x∈S1
sup
µ∈M(X,T )
(Ξjµ)j∈I=x
{
h(T, µ)∫
ϕdµ
}
.
3. If S1 6= ∅ and co(S1) is not contained in a connected component of S2, then
{x ∈ X : S1 ⊂ A((ΞjLnx)j∈I) ⊂ S2} = ∅.
5.2 The relative multifractal spectrum of ergodic averages
The relative multifractal spectrum of ergodic averages. Let f, g ∈ C(X,R) with g(x) 6= 0
for all x ∈ X and C ⊆ R. Define Ξ : M(X)→ R by Ξ : µ 7→
∫
fdµ∫
gdµ
. Here remark that Ξ is
continuous but not affine.
Corollary 5.9. (X, T, Ln) as before. Let f1, g1, · · · , fm, gm be continuous functions fi, gi :
X → R with gi(x) 6= 0 for all x ∈ X, i = 1, · · · , m and
∫
gidµ 6= 0, for all µ ∈
M(X, T ), i = 1, · · · , m. If C ⊆ Rm is closed and convex, ψ ∈ C(X,R), then
P
x ∈ X : A
(∑n−1k=0 fj(T kx)∑n−1
k=0 gj(T
kx)
)
j∈{1,2,··· ,m}
 ⊆ C
 , ψ

= sup
{
h(T, µ) +
∫
ψdµ : µ ∈M(X, T ),
(∫
fidµ∫
gidµ
)
i∈{1,··· ,m}
∈ C
}
.
Proof. Since the map Ξ : µ 7→
( ∫
fidµ∫
gidµ
)
i=1,··· ,m
is continuous, we have
{x ∈ X : A (ΞLn(x)) ⊆ C}
= {x ∈ X : ΞA (Ln(x)) ⊆ C}
=
{
x ∈ X : A (Ln(x)) ⊆ Ξ
−1C
}
⊆
{
x ∈ X : A (Ln(x)) ∩ Ξ
−1C 6= ∅
}
=
{
x ∈ X : A (Ln(x)) ∩ (Ξ
−1C ∩M(X, T )) 6= ∅
}
.
It follows from Proposition 3.1 (i) that
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Px ∈ X : A
(∑n−1k=0 fj(T kx)∑n−1
k=0 gj(T
kx)
)
j∈{1,2,··· ,m}
 ⊆ C
 , ψ

≤ sup
{
h(T, µ) +
∫
ψdµ : µ ∈M(X, T ),
(∫
fidµ∫
gidµ
)
i∈{1,··· ,m}
∈ C
}
.
To the opposite inequality, we prove the case m = 1 as example. For any α ∈ C,
{
x ∈ X : A
(
1
n
n−1∑
k=0
(f1(T
kx)− αg1(T
kx))
)
= 0
}
⊆
x ∈ X : A

n−1∑
k=0
f1(T
kx)
n−1∑
k=0
g1(T kx)
 ⊆ C
 .
Hence,
sup
{
h(T, µ) +
∫
ψdµ :
∫
f1dµ∫
g1dµ
= α ∈ C, µ ∈M(X, T )
}
= sup
{
h(T, µ) +
∫
ψdµ :
∫
f1 − αg1dµ = 0, α ∈ C, µ ∈ M(X, T )
}
= sup
α∈C
P
({
x ∈ X : A
(
1
n
n−1∑
k=0
(f1(T
kx)− αg1(T
kx))
)
= 0
}
, ψ
)
≤P

x ∈ X : A

n−1∑
k=0
f1(T
kx)
n−1∑
k=0
g1(T kx)
 ⊆ C
 , ψ
 .
Since the case m > 1 is similar to m = 1, the proof is omitted.
Corollary 5.10. (X, T, Ln) as before. Let f1, g1, · · · , fm, gm be continuous functions
fi, gi : X → R with gi(x) 6= 0 for all x ∈ X, i = 1, · · · , m and
∫
gidµ 6= 0, for all
µ ∈M(X, T ), i = 1, · · · , m. If C ⊆ Rm is closed and convex, ϕ ∈ C(X,R+), then
BS

x ∈ X : A
(∑n−1k=0 fj(T kx)∑n−1
k=0 gj(T
kx)
)
j∈{1,2,··· ,m}
 ⊆ C
 , ϕ

= sup
{
h(T, µ)∫
ϕdµ
: µ ∈M(X, T ),
(∫
fidµ∫
gidµ
)
i={1,··· ,m}
∈ C
}
.
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5.3 symbolic space and iterated function systems
Consider a subshift of finite type Σ+A of the unilateral full shift on m symbols I =
{1, 2, · · · , m} with m ≥ 2. Let σ be the shift map, and A = (aij)1≤i,j≤m be the transfer
matrix of zeros and ones. In this section, we assume that A is an irreducible and aperi-
odic stochastic matrix, that is, there is some power m such that all the entries of Am are
strictly positive. This assumption implies the specification property.
For x = (xi)i≥1 and y = (yi)i≥1, set ν(x, y) = inf{i ≥ 1 : xi 6= yi}. Let ϕ be a
strictly positive continuous function on Σ+A. Write Snϕ =
n−1∑
i=0
ϕ ◦ σi for each n ≥ 1. For
x 6= y ∈ Σ+A, define
dϕ(x, y) =

0, x = y,
1, x1 6= y1,
exp(− min
ν(x,z)≥m
Smϕ(z)), m = ν(x, y).
Remark that given Ψ > 1, we can choose ϕ ≡ lnΨ, dϕ is the metric in [15].
Proposition 5.1. In (Σ+A, dϕ), for any subset Z ⊂ Σ
+
A, we get dimH(Z) = BS(Z, ϕ).
Let ωij be a Lipschitz contraction map on Rn for each nonzero aij . There exists a
unique vector E = (E1, · · · , Em) of non-empty compact subsets of Rn satisfying Ei =⋃
aij=1
ωij(Ej). The union E =
m⋃
i=1
Ei is called a self-similar set for recurrent iterated function
system {ωij, (aij)}.
Let F be a compact subset ofE. Set Fi = F∩Ei, i = 1, · · · , m, if vector (F1, F2, · · · , Fm)
satisfying Fi ⊆
⋃
aij=1
ωij(Ej), then the set F is called a sub-self-similar set for {ωij, (aij)}.
Assume that
(i) Each map ωij is a C
1+γ diffeomorphism.
(ii) Dωij is always a similarity map, i.e., |(Dωij)x(ν)| = sij(x) · |ν| for each x, ν ∈ Rn.
(iii) {ωij, (aij)} satisfies the open set condition [8].
Let π : Σ+A → E be given by
π(x) = the only point in
⋂
n≥1
ωxix2ωx2x3 · · ·ωxn−1xn(Exn).
The scale function of E is the map ψ : Σ+A → R given by ψ(x) = log sx1x2(πσx). Let
ϕ(x) = −ψ(x), then ϕ is a positive Ho¨lder continuous function.
Proposition 5.2. In (Σ+A, dϕ), for any subset Z ⊂ Σ
+
A, we get dimH(πZ) = dimH(Z).
Combining Propositions 5.1 and 5.2, Corollaries 5.1, 5.9, 5.2, 5.3, 5.4, 5.5, 5.6, 5.7,
5.10, 5.8 can hold about Hausdorff dimension in iterated function system with open set
condition. We take Corollary 5.10 as an example.
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Corollary 5.11. Let f1, g1, · · · , fm, gm be continuous functions fi, gi : Σ
+
A → R with
gi(x) 6= 0 for all x ∈ Σ
+
A, i = 1, · · · , m and
∫
gidµ 6= 0, for all µ ∈M(Σ
+
A , σ), i = 1, · · · , m.
If C ⊆ Rm is closed and convex, then
dimH
π
x ∈ Σ+A : A
(∑n−1k=0 fj(σkx)∑n−1
k=0 gj(σ
kx)
)
j∈{1,2,··· ,m}
 ⊆ C


= sup
{
h(T, µ)
−
∫
log sx1x2(πσx)dµ
: µ ∈M(Σ+A , σ),
(∫
fidµ∫
gidµ
)
i={1,··· ,m}
∈ C
}
.
Remark that our results are valid for sofic system (self-conformal function system)
induced by a subshift of finite type modelled by a directed and strongly connected multi-
graph. Similar to Corollary 5.11, we give a positive answer to the conjecture in [15] (see
[19] for the view of Hausdorff dimension) from the view of topological pressure.
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