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Abstract: Data Assimilation is a well-known mathematical technic used, in
environmental sciences, to improve, thanks to observation data, the forecasts
obtained by meteorological, oceanographic or air quality simulation models. It
aims to solve the evolution equations, describing the dynamics of the state vari-
ables, and an observation equation, linking at each space-time location the state
vector and the observations. Data Assimilation allows to get a better knowl-
edge of the actual system's state, named the reference. In this article, we rst
describe various strategies that can be applied in the framework of variational
data assimilation to study various image processing issues. Second, we detail
the mathematical setting and the analysis of pros and cons of each strategy for
the issue of motion estimation. Last, results are provided on synthetic images
and satellite acquisitions.
Key-words: image processing, inverse problems, data assimilation, non linear
advection, optical ow
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Stratégies pour le traitement d'images avec des
méthodes d'assimilation de données 4D-Var
Résumé : L'assimilation de données est un outil largement utilisé dans les sci-
ences de l'environnement pour améliorer, au moyen de données d'observation,
les prédictions obtenues par les modèles de simulation. Elle s'applique en
météorologie, en océanographie et en qualité de l'air, par exemple. L'assimilation
de données permet de résoudre les équations d'évolution, décrivant la dynamique
des variables d'état du modèle, et les équations d'observation, qui lient le
vecteur d'état et les observations. Dans cet article, nous décrivons plusieurs
stratégies d'assimilation d'images, dans le contexte de la formulation faible de
l'assimilation variationnelle. Nous détaillons ensuite les équations mathéma-
tiques de ces stratégies et nous analysons leurs avantages et défauts respectifs
pour une application à l'estimation du mouvement. Des résultats sont fournis
sur des données synthétiques et des images satellite.
Mots-clés : traitement d'images, problèmes inverses, assimilation de données,
advection non linéaire, ot optique
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1 Introduction: images and models
Simulation models and image data are simultaneously available for numerous
scientic domains such as meteorology, oceanography, glaciology, atmosphere
chemistry, engineering, biology and medicine. In all cases, complex ow models
have been settled on the one hand, and huge amounts of dierent kinds of data,
including image acquisitions, provide, on the other hand, a deep insight on
the observed phenomenon. Models and images are indeed two complementary
descriptions of the same reality. Two questions arise from that remark. From
the model viewpoint: how to improve the forecast obtained by a simulation
model with a better use of the image information? From the image viewpoint:
how to derive accurate characteristic features from images by making an optimal
use of the model? This paper is concerned by the description, formalization and
analysis of various strategies that can be applied from the image viewpoint. The
discussion is illustrated on the issue of motion estimation.
As explained in [3], an ill-posed Image Processing problem, such as esti-
mating a motion eld W(x, t) from a sequence of images I(x, t), is solved in
the data assimilation framework if the following components are available or
derived from heuristics:
 a dynamic model, also named evolution equation, for W(x, t),
 an equation linking W(x, y) and I(x, t), even in an implicit way:
I(W(x, t), (I(x, t)) = 0.
However, several formulations can be derived from these two equations, which
correspond to various denitions of the state vector and observation operator
involved in the data assimilation system. Each formulation may be viewed as a
strategy for optimally combining images and model, whose performances depend
on image properties.
The article is organized as follows. Section 2 briey describes the variational
data assimilation method known as weak formulation of 4D-Var. For a complete
understanding of the method, its application to motion estimation is provided
in Section 3. Section 4 discusses, in a generic way, several strategies, with
the corresponding choices of state vector and observation operator. References
from the literature are classied according to these strategies. Illustrations are
given on the motion estimation issue in Section 5. Experimental results are
displayed and analyzed in the same section. Section 6 ends the paper with some
perspectives to this research study.
2 Variational Data Assimilation
Let us rst summarize the major principles of the weak formulation of variational
data assimilation.
2.1 Mathematical setting
Let X being a state vector depending on the spatial location x (x = (x, y) for
2D image data) and time t. X is dened on A = Ω× [t0, t1], Ω being a bounded
spatial domain and [t0, t1] a temporal domain.
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We assume X is evolving in time according to:
∂X
∂t
(x, t) +M(X)(x, t) = Em(x, t) (1)
M, named evolution model, is supposed dierentiable. AsM only approximates
the eective evolution of the state vector, a model error Em is introduced to
quantify the deviation in space and time. The existence of this model error
corresponds to the weak formulation of data assimilation.
Observations Y(x, t), obtained for instance from satellite acquisitions, are
available at location x and date t. They are linked to the state vector through
an observation equation:
Y(x, t) = H(X(x, t)) + Eo(x, t) (2)
H is named the observation operator and supposed dierentiable. Equation (2)
is the standard form of the observation equation used in the Data Assimilation
literature. However, this formulation is quite restrictive to describe the complex
links existing between the observations and the state vector. To be more general,
the following, which includes the previous one, is used in the paper:
H(X,Y)(x, t) = Eo(x, t) (3)
The observation error Eo simultaneously represents the imperfection of the ob-
servation operator H and the measurement errors.
We consider having some knowledge on the initial condition of the state
vector at t = t0:
X(x, t0) = Xb(x) + Eb(x) (4)
Xb is named the background and Eb, the background error, expresses the uncer-
tainty on the initial state value.
Em, Eo and Eb are assumed to be Gaussian and fully characterized by their
covariance matrices Q, R and B [11].
2.2 Variational formulation
In order to solve the System (1), (4), (3) with respect to X having a maximal a
posteriori probability given the observations, the following functional is dened








































As Em, Eo and Eb are assumed to be independent, the functional E represents
the log-density of the joint probability law [2]. The minimization is carried
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(E(X + γη)) (6)
and introducing an auxiliary variable λ, named adjoint variable in the literature











The determination of the Euler-Lagrange equation associated to Equation (5)
leads to the following so-called Optimality System [9]:


























As the initial condition for λ is given at time t1 (Equation (8)), λ has to be











. Solving the Optimality System
is however not straightforward: the state vector is determined from Equations
(10) and (11) using the adjoint variable and the adjoint variable is determined
from Equations (8) and (9) using the state vector. To break this deadlock, an
incremental method is applied and summarized in the next subsection.
2.3 Incremental algorithm






where w0 denotes a local minimum of E and V(w0) a neighborhood of w0. The
state vector X is therefore replaced by Xb + δX in Equations (9), (10) and
(11). Xb is the background variable and δX the incremental variable. As M
and H are non linear (for the applications described in the paper), a rst order
development is applied:













6 Herlin, Béréziat & Mercier
Equations (8) to (11) are rewritten as:


























Xb(x, t0) = Xb(x) (16)
∂Xb
∂t















Q(x, t,x′, t′)λ(x′, t′)dx′dt′ (19)
The background variable Xb is calculated from Equations (16) and (17).
The adjoint variable λ is then obtained with Equations (14) and (15). Last, the
incremental variable δX is computed using Equations (18) and (19). However
this only produces an approximate solution Xb+δX due to the rst order Taylor
developments applied in (12) and (13). An iterative method is then applied until
convergence.
Section 3 directly illustrates this method on the issue of motion estimation.
This allows the Reader to better understand the discussion of Section 4 about
the various strategies, which can be applied for image assimilation.
3 Motion estimation
Having described the mathematical setting of variational data assimilation and
the incremental algorithm used to derive the solution for the weak formulation,
this section addresses their application to motion estimation from a discrete
image sequence. The illustration concerns the retrieval of ocean surface currents
from Sea Surface Temperature data (SST).
During the last twenty years, many visible and infrared sensors have been
launched on dierent satellites and acquire SST data with a spatial resolution
ranging from a few hundred meters to a few kilometers. They display the impact
of the mesoscale dynamics on the ocean surface. Structures such as eddies, jets,
laments are visible on such image sequences (see for instance Figure 11).
However, as clouds are not transparent in visible and infrared bands, no data
is available if the surface is covered by clouds. As explained in [3], variational
data assimilation allows an optimal framework to retrieve a dense motion eld
from the images, without applying neither a preprocessing nor a spatial regu-
larization, even in case of missing data and cloudy acquisitions, thanks to the
dynamic model involved in the mathematical setting and the observation error
covariance matrix R.
The next two subsections describe the observation Equation (3), the covari-
ance matrix R and the evolution Equation (1) used in [3] to retrieve motion
from image data. The implementation is further described in Subsection 5.1.
1Data have been provided by E. Plotnikov and G. Korotaev from the Marine Hydrophysical
Institute of Sevastopol, Ukraine.
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Figure 1: Sea Surface Temperature data acquired over the Black Sea. Black
pixels correspond to clouds or ground area.
3.1 Observation equation
Advection of the grey level values by the motion eld is the assumption com-
monly used by most authors of the image processing community studying the
issue of motion estimation. This was rst proposed by Horn and Schunk [7].
This heuristic is applied in the context of processing satellite images (see, for
example [3, 4, 5, 6, 8, 10, 13]). The advection equation is also used, without spe-
cic physical justication, by authors retrieving motion from image data with
a data assimilation approach. However, in case of the ocean surface circula-
tion, images acquired by satellite sensors, within a short time interval, support
the physical assumption of a transport-diusion of the contrasts induced by the
ocean mesoscale processes on the sea surface.
Let I be the sequence of images dened on Ω. Let W(x, t) be the velocity
vector of a point x ∈ Ω between t and t + 4t. The advection assumption
corresponds to:
I(x + W(x, t)4t, t+4t) = I(x, t) (20)
This equation is non linear with respect to W and its left member is often
linearized using a rst order Taylor development around (x, t). This provides the
so-called optical ow constraint [7], which corresponds to a transport equation:
∂I
∂t








and the operator · denoting the dot product of two
vectors.
By identifying (21) and (3), we have:
X(x, t) = W(x, t)




(x, t) +∇I(x, t) ·W(x, t)
An appropriate observation error Eo has to be dened. Its covariance matrix
R weights the contribution of the observations in Equation (5). Its inverse should
RR n° 7495
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then have values close to zero when observations should be discarded, which is
the case for missing and cloudy data. Using a Dirac covariance formalism, R is
written as:
R(x, t,x′, t′) = r(x, t)δ (x− x′) δ (t− t′)
with r a real matrix, whose size being to the number of components of the
operator H. Its inverse is:
R−1(x, t,x′, t′) = δ (x− x′) δ (t− t′) r−1(x, t) (22)
The matrix r−1 characterizes the quality of the observation: a high value indi-
cates that the observation value is relevant while a value close to zero indicates
an irrelevant one, which should be given a low weight. Assuming the availabil-
ity of a function f measuring the condence in the observation data (f ∈ [0, 1],
f = 0 for no condence), one admissible formulation of r−1 is:
r−1(x, t) = r−10 (1− f(x, t)) + r
−1
1 f(x, t) (23)
r−1(x, t) is equal to the minimal value r−10 if condence is 0 and equal to the
maximal value r−11 if condence is 1. Matrices r0 and r1 are chosen to be
constant in space and time, and invertible. For completeness, f is modeled as:
f(x, t) = fsensor(x, t)fH(x, t) (24)
fsensor indicates the quality of the observation values and is obtained from the
metadata provided simultaneously with the image acquisitions in case of satellite
data. fH measures the condence in the observation model; its value is 0 if the
observation equation (Equation (21)) is not veried.
With such denition of the covariance matrix R, observation values with a
low condence have a low weight during the computation of the solution.
3.2 Evolution equation
A simple heuristic on the dynamics is to assume X = W being constant over







+ (X · ∇)X = 0 (25)
This is a transport equation of X. Identifying Equations (25) and (1), the
evolution model is M(X)(x, t) == (X(x, t) · ∇)X(x, t).
The covariance matrix Q, associated to the model error Em, is used in Func-
tional (5) for weighting the term
∂X
∂t
+M(X). X being a two-component vector,
the Q matrix is of size 2× 2 and chosen as:






with valQ(x, t) = exp(− 1σ (‖x‖+ |t|)) for ensuring a rst-order regularization of
∂X
∂t
+M(X) or valQ(x, t) = δ(x)δ(t) for a zero-order one [3]. In such a way,
we force the temporal evolution of X = W to be coherent with the heuristics
modeled by M.
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4 Alternatives for image assimilation
Having shortly described what is variational data assimilation and its applica-
tion to the issue of motion estimation, we come to the core of the paper, which
concerns the discussion on the various strategies which can be applied.
4.1 First strategy
As stated in Section 2, the aim is to retrieve some quantity X from an image
sequence I. This is the usual objective of image processing problems, such as
optical ow estimation, image registration, curves or surfaces matching, track-
ing of multiple objects, segmentation, restoration, deconvolution, denoising and
shape from shading.
The rst strategy of image assimilation solves the System {(1), (4), (3)}, to
retrieve the state vector X on the space-time domain A by directly assimilating
image observations Y = I in the dynamic model M.
As the evolution equation (Equation (1)) involves a model error Em(x, t),
the energy function (5) includes a term E1(X) (the rst one) to minimize this





















This is the weak formulation of 4D-Var, due to the average condence in the
dynamics expressed by M, which is often derived from heuristics. In the best
case M is obtained by simplifying physical models such as atmosphere or ocean
models, but does not correctly represent the small scales non linear phenomena
visible on the image data. As the model and the image data are two comple-
mentary views of the reality, this formulation forces the condence in data and
may be viewed as an image-driven process.
In the initial condition equation (Equation (4)), Xb is taken null or computed
from the image data.
Image data and particularly satellite data may be corrupted by noise: the
acquisition may be missing on a pixel or a region, or part of the image may
be occluded by a cloud. Applying a preprocessing on the image data is not an
optimal solution, due to the diculty to assess the uncertainty on the result. As
described in [3] and summarized in Section 3, a better solution is to include the
preprocessing in the denition of the covariance matrix R, in order to discard
the noisy data or give them a low weight during the computation.
The links between the vector state X and the image observations Y = I
may be complex and result in an implicit observation equation: H(X,Y) =
0. This limits the range of admissible comparisons of the state vector X and
the observations Y to this unique equation. The observation term, E2(X),






H(X,Y)T (x, t)R−1(x, t,x′, t′)H(X,Y)(x′, t′)dxdtdx′dt′
Alternatives to this rst strategy are described in the following.
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4.2 Alternatives
We note I(X, I) = 0 the equation that links the image sequence I to the quantity
X to be retrieved. In Section 2, the state vector has been chosen as X, the
observation vector Y as I, and the observation operator H has been dened as
H(X,Y) = I(X, I). Alternatives are obtained by dening in a dierent way
the state vector and the observation operator. An extended state vector Xe
is dened as Xe(x, t) = (X(x, t) q(x, t))T with q(x, t) being a mathematical
quantity similar to the image value I(x, t). This allows the features of q(x, t)
to be directly compared with those of I(x, t). Y(x, t) is again chosen equal to
I(x, t).
The second strategy of image assimilation directly measures the discrepancy
of the extended state vector and the observation by the dierence of q(x, t) and







(q−Y)T (x, t)R−1(x, t,x′, t′)(q−Y)(x′, t′)dxdtdx′dt′
computed on the space-time domain. This strategy is equivalent to the assimi-
lation of image values I(x, t) in an extended model with state vector Xe.
In the third strategy of image assimilation, a transformation T is rst ap-
plied to the observation Y, such as Fourier transform, wavelet or curvelet [12]
transform. The discrepancy is then measured in the space of the transform






(T (q)− T (Y))T (t)R−1(t, t′)(T (q)− T (Y))(t′)dtdt′
The aim of the transform T is to extract the characteristics, that have to be
considered by the model to improve forecasts. Consequently, the data that are
assimilated in the model are no more the raw observations acquired by the sen-
sor, but pseudo-observations computed by the numerical process associated with
T , whose performances strongly impact the result of the assimilation process.
The characteristics of this numerical process have to be taken into account in
order to estimate the uncertainties involved in the data assimilation process.
Even if attractive, these second and third strategies include a strong require-
ment: the design of a dynamic model F for q(t):
∂q
∂t
(x, t) +F(q)(x, t) = Ef (x, t) (28)
A transport equation is often chosen, as in [12], that corresponds to the optical
ow constraint [7] applied in image processing. However, when studying satellite
acquisitions, this transport equation and the evolution displayed on the image
data may be incompatible: e.g., the appearance and disappearance of clouds
on image data represent physical processes which are not modeled by a simple
advection.
The design of the observation error covariance matrix R has also to be con-
sidered in a dierent way for the three strategies.
 In the rst strategy, R has been dened in [3] and shortly described
in Subsection 3.1 from the metadata provided with images and from the
observation equation itself.
INRIA
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 In the second strategy, a covariance matrix satisfying Equations (22)
and (23) is dened by taking the quality measure f equal to fsensor com-
puted from the metadata provided with images.
 In the third strategy, the observation error covariance matrix has to be
dened according to the transformation that is applied to the image se-
quence and to its numerical implementation. This is the major weakness
of this strategy.
5 Application to motion estimation
We designed two methods for motion estimation, corresponding to the rst two
strategies. The third one is no more discussed in the paper because we focus
on the impact of adding the quantity q to the original state vector X in order
to obtain an extended state vector Xe. The two methods are fully described in
Subsections 5.1 and 5.2. They are applied on synthetic data, to quantify the
dierences in Subsection 5.3, and on satellite data, for a qualitative discussion
in Subsection 5.4.
5.1 First strategy: direct assimilation of the observation
The aim of this subsection is to summarize the main components of the rst
strategy that has been discussed in Section 3 and to describe its implementation.
This is mandatory to better understand the dierences with the second strategy,
explained the next subsection, involving the quantity q and the extended state
vector Xe.
I denotes the sequence of images dened on the bounded domain Ω. The
state vector X(x, t) is the velocity vector W(x, t) of a point x ∈ Ω between t
and t +4t. The transport equation of the image value by the velocity vector,
the so-called optical ow constraint equation [7], is considered:
∂I
∂t
(x, t) +∇I(x, t) ·W(x, t) = 0 ∀x ∈ Ω (29)
In this case, the image I(x, t) constitutes the observation vector Y(x, t) and the
observation model H is:
H(X,Y)(x, t) = H(W, I)(x, t) =
∂I
∂t
(x, t) +∇I(x, t) ·W(x, t) (30)
Equations (22) and (23) are used to dene the inverse of the observation
error matrix R and locate the observation values which must be discarded. The
observation model H being scalar, the matrices r−10 and r
−1
1 are scalar and
respectively set to ε and 1 − ε with ε ' 10−6. Equation (24) is used as the
observation condence. fsensor is set to 0 if data are not or wrongly acquired
and to 1 otherwise. fH is chosen from the following remark: the spatio-temporal
gradient is null on regions of uniform grey level values and Equation (29) is then
reduced to 0 = 0 on these pixels. For avoiding further considering them, fH is
dened by:
fH(x, t) = 1− exp(−‖∇3I(x, t)‖2) (31)
where ∇3 denotes the spatio-temporal gradient operator.
RR n° 7495
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The transport of the velocity is taken as evolution equation:
∂W
∂t
+ (W · ∇)W = 0 (32)



















and the evolution model is:



















W being a two-component vector, the Q matrix is of size 2× 2 and chosen
as:






with valQ(x, t) = exp(− 1σ (‖x‖ + |t|)) or valQ(x, t) = δ(x)δ(t). We tested both
without noticing signicant dierences on the results.
The background value at t = t0 (Equation (4)) is given a null value. We






the quadratic discrepancy between X(x, t0) = W(x, t0) and Xb(x) = Wb(x).
5.1.1 Adjoint operators
In order to determine the adjoint operators forM and H, the directional deriva-




























. The subscripts x and y stand for partial derivatives with
respect to x and y. Using the denition of the adjoint operator, integration by
parts and considering boundary terms equal to zero, the adjoint operator of M








(λ) = Uyλ1 − Uxλ2 − Uλ2x − V λ2y (39)
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The directional derivative of the observation operator is:
∂H
∂X
(η) = ∇I · η






In this context, the three PDEs ((17),(15),(19)) become:
∂W
∂t
+ (W · ∇)W = 0 (40)
−∂λ
∂t
− (λ · ∇)W − (W · ∇⊥)λ = −∇IR−1 ? L (41)
∂δW
∂t
+ (δW · ∇)W + (W · ∇)δW = Q ? λ (42)
with L = It +∇IT (W + δW). The right members of Equations (41) and (42)
are expressed as a convolution product. For their evaluation, the knowledge of
L and λ over the whole temporal domain is required. However, choosing a Dirac
matrix for R and Q reduces the convolution products to a simple multiplication.
In this case, the computation of λ(t) depends on values at t+1 in (41) and δX(t)
is obtained from variables at t − 1 in (42). The algorithm expresses a frame-
by-frame process: the whole sequence of state and observation vectors, adjoint
and incremental variables may be left on the mass storage, except the frames
involved in the computation.
These three equations are discretized using a nite dierence technique. 4x
and 4t denote the space and time periods of discretization. Let us rst ex-
amine Equation (40): it is a 2D non linear advection equation. It has two
Components (33) and (34). The rst one combines a term of linear advection in
direction y and non linear one in direction x and is expressed as a two-equation
































(F ki+1,j − F ki−1,j)
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with Uki,j = U(xi, yi, tk), F
k







stabilizes the scheme by adding a diusive eect while 4t veries the Courant-
Friedrich-Levy condition. The linear advection (44) is discretized using a rst-















In the same way, it can be seen that the second component of (40) (Equation 34)
contains a linear advection term in the direction x and a non linear one in the
direction y. The same discretization strategy is then applied.
Equation (41) combines a linear advection ((λ · ∇)W), a term of reaction




Uλ1x − Vyλ1 − V λ1y + Vxλ2 = −IxR−1 ? L. It is split into two parts. The rst




− Uλ1x − Vyλ1 = 0 and is discretized as (44) with an upwind scheme.













1)ki,j − (λ1)ki−1,j) + min(Uki,j , 0)((λ1)ki+1,j − (λ1)ki,j)
)











V ki+1,j − V ki−1,j
)




max(V ki,j , 0)((λ
1)ki,j − (λ1)ki,j−1) + min(V ki,j , 0)((λ1)ki,j+1 − (λ1)ki,j)
)
The second component of (41) is discretized with the same method.
The last equation, (42), is similar to Equation (41), we therefore use the
same discretization technique.
5.2 Second strategy: assimilation by comparison with a
pseudo-quantity
This subsection has the same structure than Subsection 5.1 in order to highlight
similarities and dierences of both methods and better understand the impact
on the results described in the following.
The extended state vectorXe(x, t) is dened asXe(x, t) = (W(x, t) q(x, t))T .
It includes a quantity q which belongs to the same space than the image obser-
vations I. The observation vector Y is again dened as:
Y(x, t) = I(x, t) (45)
INRIA
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and the observation equation, used to measure the discrepancy between the
state vector Xe and the observation Y becomes:
q(x, t)−Y(x, t) = 0 (46)
The observation operator H is:
H(Xe,Y)(x, t) = q(x, t)−Y(x, t) (47)
The discussion of Subsection 5.1 on the observation error matrix R is still
valid. However, the condence function f reduces to fsensor.
The evolution system for Xe is taken as:
∂W
∂t
+ (W · ∇)W = 0 (48)
∂I
∂t
+ W · ∇I = 0 (49)







UUx + V Uy UVx + V Vy Uqx + V qy
)T
with M1(Xe) = M1(W) and M2(Xe) = M2(W) of Section 5.1.
Xe being a three-component vector, the matrix Q is of size 3×3 and chosen
as:
Q(x, t,x′, t′) = valQ(x− x′, t− t′)
QU 0 00 QV 0
0 0 Qq
 (50)
with valQ(x, t) = δ(x)δ(t).
The background value at t = t0 (Equation (4)), Xeb(x), is given a null
value for W and the rst observation for q. The background error is chosen as
B(x,x′) = δ(x−x′)
BU 0 00 BV 0
0 0 Bq
 for measuring the quadratic discrepancy
between Xe(x, t0) and Xeb(x).
5.2.1 Adjoint operators and discretization






(η) have the same values than in
Equations (36) and (37). The directional derivative of M3 is dened by:
∂M3
∂Xe
(η) = qxη1 + qyη2 + Uη3x + V η
3
y












(λ) = −Uxλ3 − Uλ3x − Vyλ3 − V λ3y
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The same schemes than in Subsubsection 5.1.2 are used to compute U and V .
For the component q of the extended state vector an explicit Euler integration

























5.3 Comparison of the two strategies on synthetic data
A synthetic image sequence is obtained from the initial conditions, displayed in
Figure 2, using the transport of brightness and advection of velocity equations.
Part of the sequence is used for the image assimilation process and displayed on
Figure 3.
Figure 2: Left: initial motion eld; Right: initial value of q.
.
Figure 3: Sequence of images used for assimilation.
The methods described in Section 5.1 and 5.2 are respectively named IME
(Image Model-External) and IMI (Image Model-Internal, since a mathematical
quantity q, comparable to image acquisition is included in the extended state
INRIA




Table 1: Error statistics.
vector). For both methods, the same images have been used for the assimilation
process. The background value of velocity is Wb = 0. For IMI, the background
value qb is the rst image.
Results of motion estimation are displayed on Figure 4 and compared to the
real motion eld. Statistics are given in Table 1. The rst column is the average
of the relative error on the euclidian norm. The second column is the average of
the absolute error on orientation. Slightly better results are obtained with IMI,
due to the richness of the comparison of the state vector with the observations.
Figure 4: Left: Ground truth; Center: IME; Right: IMI.
.
5.4 Comparison of the two strategies on satellite data
The input data is a sequence of four satellite images acquired over the black
Sea2.
Figure 5: Satellite acquisitions.
2Data have been provided by E. Plotnikov and G. Korotaev from the Marine Hydrophysical
Institute of Sevastopol, Ukraine.
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Figure 6: Left: result of IME, Right: result of IMI. Up: motion elds. Center:
motion elds superposed to acquisition 3. Bottom: motion elds superposed to
acquisition 4.
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As previously, the background values are: Wb = 0 for both models; qb =
rst image for IMI. The two methods are applied and the retrieved motion elds
are displayed on Figure 6. The counter-clockwise rotational motion occurring
in the bottom-left part of the image sequence is correctly retrieved by IMI and
missed by the IME method. The conclusion on satellite acquisition is the same
than on synthetic data.
6 Conclusion
The paper describes and analyses various strategies that can be applied for
deriving the dynamics from an image sequence and an image model with a
variational data assimilation method.
In a rst attempt, the data assimilation system, designed to retrieve a quan-
tity X(x, t) linked by the equation I(X(x, t), I(x, t)) = 0 to image data I(x, t),
uses X as state vector, I(x, t) as observation Y(x, t) and H(X,Y) = I(X, I) as
observation operator. This is a direct assimilation of image acquisition.
The alternative is to include a pseudo-image, similar to the image acquisition,
in an extended state vector. This allows an easier comparison between the state
vector and the observations. Dierent methods are then be derived, depending
on the transformation applied to the real observations and pseudo-images. The
main drawbacks are:
 the increase of the memory required for computation, due to the huge size
of satellite image sequences.
 the diculty to correctly handle the dynamics of the pseudo-image and
design the observation error covariance matrix.
However results obtained on synthetic and real data show an improvement com-
pared to those obtained with the direct assimilation. Moreover, large displace-
ments can be better handled, because q is integrated in time with an adaptive
time-step value, allowing a more precise quantication of transport.
As a rst perspective of this work, a comparison will be done for various
dynamic equations of W within IME and IMI formulations. In a second step,
the two strategies will be implemented for a new application such as curve
tracking.
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