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Approximating Optimization Problems using EAs on
Scale-Free Networks
Ankit Chauhan, Tobias Friedrich, and Francesco Quinzan
Hasso Plattner Institute, Potsdam, Germany
Abstract. It has been observed that many complex real-world networks have certain prop-
erties, such as a high clustering coefficient, a low diameter, and a power-law degree dis-
tribution. A network with a power-law degree distribution is known as scale-free network.
In order to study these networks, various random graph models have been proposed, e.g.
Preferential Attachment, Chung-Lu, or Hyperbolic.
We look at the interplay between the power-law degree distribution and the run time of op-
timization techniques for well known combinatorial problems. We observe that on scale-free
networks, simple evolutionary algorithms (EAs) quickly reach a constant-factor approxima-
tion ratio on common covering problems
We prove that the single-objective (1 + 1) EA reaches a constant-factor approximation
ratio on the Minimum Dominating Set problem, the Minimum Vertex Cover problem, the
Minimum Connected Dominating Set problem, and the Maximum Independent Set problem
in expected polynomial number of calls to the fitness function.
Furthermore, we prove that the multi-objective Gsemo algorithm reaches a better approxi-
mation ratio than the (1 + 1) EA on those problems, within polynomial fitness evaluations.
Keywords: Evolutionary algorithms, covering problems, power-law bounded networks.
1 Introduction
Bio-inspired randomized search heuristics, such as evolutionary algorithms, are well-suited to ap-
proach combinatorial optimization problems. These algorithms have been extensively analyzed on
artificial pseudo-Boolean functions (see e.g. Droste et al. [1], and Jansen and Wegener [2]) as well
as on some combinatorial optimization problems (see e.g. Giel and Wegener [3], Neumann [4],
and Neumann and Wegener [5]). The standard approach to perform theoretical analyses is the
average-case black-box complexity: The run time is estimated by counting the expected number of
calls to the valuation oracle or fitness function. In recent years, a significant effort has been made
to study the run time of EAs on combinatorial optimization problems.
The performance of single-objective population-based EAs on the Minimum Vertex Cover
problem is studied in Oliveto et al. [6,7]. They show that these algorithms achieve arbitrarily bad
approximation guarantee on this problem. In contrast, Friedrich et al. [8] prove that multi-objective
EAs can obtain an optimal solution in expected polynomial time on this instance.
Ba¨ck et al. [9] study the performance of a simple a single-objective evolutionary algorithm for
the Maximum Independent set problem and claim its superiority by experimental observations.
Similarly, Peng [10] analyzes a single objective EA on this problem and proves that it reaches a
((∆(G) + 1)/2)-approximation within expected O
(
n4
)
fitness evaluations, where n is the number
of nodes in a given graph G, and ∆(G) its maximum node degree. These analyses, as well as those
for the Minimum Vertex Cover problem, do not require any assumptions on the topology of G.
Power-law bounded networks. A wide range of real-world networks, such as the internet graph, the
web, power grids, protein-protein interaction graphs, and social networks exhibit properties such
as high clustering coefficient (see Kumar et al. [11]), small diameter (see Leskovech et al. [12]), and
approximate power-law degree distribution (see Faolutsos et al. [13]). Various models have been
proposed to capture, and possibly explain, these properties (see e.g. Newman [14] and Watts and
Strogatz [15]).
2One of the most significant contributions in this sense is that of Brach et al. [16]. Many real-
world networks approximately exhibit a power-law degree distribution. That is, the number of
nodes of degree k is approximately proportional to k−β , for k sufficiently large, where β > 1 is a
constant inherent to the network. Networks with this property are commonly referred to as scale-
free. Brach et al. [16] define a deterministic condition that captures the behavior of the degree
distribution of such networks. This condition requires an upper-bound on the number of nodes
with degree δ(v) ∈
[
2i, 2i+1
)
, for all i = 0, · · · , ⌊log(n)−1⌋+1. This property is commonly referred
to as PLB. Carrying out run time analysis of EAs on networks that exhibit this property may give
a better understanding of their performance in practice.
Our contribution. We study various well-known NP-hard graph covering problems, and prove
that simple EAs perform well, if the underlying graph exhibits the PLB property. Specifically, we
study the Minimum Dominating Set problem, the Minimum Vertex Cover problem, the Maximum
Independent Set problem, and the minimum Connected Dominating Set problem.
We prove that for these problems a single-objective EA reaches a constant-factor approximation
ratio within expected polynomial fitness evaluations. We prove that a multi-objective EA reaches
a better approximation guarantee, given more time budget.
The paper is organized as follows. In Section 2 we define the algorithms and give some basic
definitions and technical tools. In Section 4 we study the Minimum Dominating Set problem, both
in the single- and multi-objective case. The results for the Minimum Vertex Cover problem follows
directly from the analysis for the Minimum Dominating Set problem and are presented in Section
4. The Minimum Connected Dominating Set problem is discussed in Section 6. We conclude with
the analysis for the Maximum Independent Set problem, in Section 7.
2 Preliminaries
In this paper, we only study undirected graphs G = (V,E) without loops, where V is the set of
nodes and E is the set of edges. We always use n to denote |V | and m to denote |E|. We use
δ(v) to denote the degree of each node v ∈ V , and we let ∆(G) be the maximum degree of G.
Moreover, given a pseudo-Boolean array x we denote with |x|1 the number of ones in the input
string. Otherwise, we use the well-known mathematical and graph theoretic notations, e.g., we use
|A| to denote the size of any set A. We use the following definition of ǫ-approximation.
Definition 1. Consider a problem P on a graph G = (V,E) let U be a possible solution, and
denote with opt an optimal solution of P. If P is a minimization problem, we say that U is an
ǫ-approximation if it holds that |U | / |opt| ≤ ǫ. If P is a maximization problem, we say that U is
an ǫ-approximation if it holds that |opt| / |U | ≤ ǫ.
We consider both single- and multi-objective optimization. Whereas in the single-objective case
the algorithm searches for the global optimum, in the latter the algorithm searches for a set of
optimal solutions. Such solutions are part of the Pareto front.
Consider any two points x′ = (x′1, . . . , x
′
m) and x
′′ = (x′′1 , . . . , x
′′
m) in the m-dimensional space
R
m. We say that x′ dominates x′′, in symbols x′ ≻ x′′, if it holds that x′i ≥ x
′′
i for all i = 1, . . . ,m.
With this notion of dominance, we define the Pareto front as follows.
Definition 2. Consider a function f : X ⊆ Rn → Rm, with X being a compact set in the metric
space Rn. Consider the set Y := {y ∈ Rm | y = f(x), x ∈ X}, and denote with ≻ the standard
partial order on Y . The Pareto front is defined as P(Y ) = {y′ ∈ Y | {y′′ ≻ y′, y′′ 6= y′} = ∅}.
2.1 Algorithms
The (1+1) EA is a randomized local search heuristic inspired by the process of biological evolution
(cf. Algorithm 1). Initially, an individual x is sampled uniformly at random (u.a.r.). An offspring
y is then generated, by flipping all bits of x independently with probability 1/n. The fitness values
3Algorithm 1: The (1 + 1) EA.
input: a fitness function f : 2V → R≥0;
output: an (approximate) global maximum of the function f ;
// sample initial solution
choose x ∈ {0, 1}n uniformly at random;
while convergence criterion not met do
// perform mutation
create offspring y by flipping each bit of x independently w.p. 1/n;
// perform selection
if f(y) ≤ f(x) then
x← y;
return x;
Algorithm 2: The Gsemo.
input: a fitness function f : 2V → R≥0;
output: an (approximate) global minimum of the function f ;
// sample initial solution
choose x ∈ {0, 1}n uniformly at random;
P ← P ∪ {x};
while convergence criterion not met do
// perform mutation
choose x ∈ P uniformly at random;
create y by flipping each bit of x independently w.p. 1/n;
// perform selection
if f(y) is not dominated by f(z), for all points z ∈ P then
P ← P ∪ {y};
delete all solutions z ∈ P s.t. f(z) is dominated by f(y);
return P ;
of x and y are then compared. If the value f(y) is less than or equal to f(x), then x is discarded
and y is preserved in memory; otherwise y is discarded and x is preserved in memory. Note that
this algorithms are defined for minimization problems. However, symmetric definitions hold for
maximization problems.
The Gsemo is a multi-objective evolutionary algorithm (cf. Algorithm 2). As in the case of the
(1+ 1) EA, an initial solution is chosen u.a.r. from the objective space and stored it in the Pareto
front P . An element x is then chosen u.a.r. from P and a new solution y is generated by flipping
each bit of x independently w.p. 1/n. If y is not strongly dominated by any other solution in
P , then y is stored in the Pareto front, and all elements which are strongly dominated by y are
discarded. Otherwise, the population remains unchanged.
2.2 The Multiplicative Drift theorem.
In the case of the (1 + 1) EA, for any fitness function f : {0, 1}n → R≥0, we describe its run
time as a Markov chain {Xt}t≥0, where Xt is the f -value reached at time step t. Following this
convention, we perform parts of the analyses with the Multiplicative Drift Theorem (see Doerr et
4al. [17]), a strong tool to analyze the run time of evolutionary algorithms such as the (1 + 1) EA.
Intuitively, this theorem gives an estimate for the expected value of the run time of the (1+1) EA,
provided that the change of the average value of the process {Xt}t≥0 is within a multiplicative
factor of the previous solution. More formally, the following theorem holds.
Theorem 3 (Multiplicative Drift). Let S ⊆ R be a finite set of positive numbers with minimum
smin. Let {X(t)}t∈N be a random variables over S∪{0}. Let T be the random variable that denotes
the first point in time t ∈ N for which X(t) = 0.
Suppose that there exists a real number δ > 0 such that
E[X(t) −X(t+1) | X(t) = s] ≥ δs
holds for all s ∈ S with Pr[X(t) = s] > 0. Then for all s0 ∈ S with Pr[X(0) = s0] > 0, we have
E[T | X(0) = s0] ≤
1 + ln(s0/smin)
δ
.
A proof of this result is given in Doerr et al. [17, Theorem 3].
3 Power-Law Bounded Networks
In many real-world networks the degree distribution approximately follows a power-law. We frame
this concept with the following definitions (see Brach et al. [16]).
Definition 4 (PLB Network). An undirected graph G = (V,E) is a power-law bounded network,
if there exists parameters 1 < β = O(1) and t ≥ 0 s.t. the number of nodes v with δ(v) ∈ [2d, 2d+1)
is at most
c1n(t+ 1)
β−1
2d+1−1∑
i=2d
(i + t)−β ,
for all d ≥ 0, and with c1 > 0 a universal constant.
Definition 4 intuitively captures the general idea that vertices with bounded degree can be grouped
into sets with cardinality upper-bounded by a power-law. Again, we remark that this property is
deterministic. We say a graph is a PLB networks if it is power-law bounded as in Definition 4.
We prove that PLB networks have the property that feasible solutions of various covering prob-
lems yield a constant-factor approximation ratio. To this end, we consider the following definition.
Definition 5. Consider an undirected graph G = (V,E). We say that a set D ⊆ V is dominating
if every node of V \D is adjacent to at least one node of D.
Dominating sets play an important role in our analysis, because the sum of the degree of their
nodes always yields constant-factor approximation with respect (w.r.t.) to their cardinality, on
PLB networks with bounded parameters β, t. More formally, the following lemma holds.
Lemma 6. Let G = (V,E) be a PLB network with parameters 2 < β = O (1), t ≥ 0, and a
universal constant c1. Denote with D a dominating set of G. Define the constants
a :=
β − 1
β − 2
[
1−
(
t+ 2
t+ 1
)1−β]−1
and b :=
[
4c1
(t+ 1)β−1
β − 1
] 1
β−2
.
Then it holds ∑
v∈D(δ(v) + 1)
|D|
≤ 2ab+ 1 = Θ (1) .
5Proof Define the following constants
d≥k := |{v ∈ V : δ(v) ≥ k}| and γ := min{k ∈ N : d≥k ≤ |D|}.
Then d≥k is the number of nodes of G with degree at least k, and γ is the smallest index k by
which the nodes of G with degree at least 2k is at most |D|. We first prove an upper-bound on
the numerator, in terms of γ. From Definition 5 it holds
∑
v∈D
δ(v) ≤ c1n(t+ 1)
β−1
⌈log(n−1)⌉∑
j=γ
2j+1
2j+1−1∑
i=2j
(i+ t)−β
≤ 2c1n(t+ 1)
β−1
2⌈log(n−1)⌉+1−1∑
i=2γ
(i+ t)1−β
≤ 2c1n(t+ 1)
β−1
∫ 2⌈log(n−1)⌉+1−1
2γ
(x+ t)1−βdx
≤ 2c1n(t+ 1)
β−1 (2
γ + t)2−β
β − 2
. (1)
We continue by computing a lower-bound on |D| in terms of γ. Again, from Definition 5 we have
that it holds
|D| ≥ nγ = c1n(t+ 1)
β−1
2⌈log(n−1)⌉+1−1∑
i=2γ
(i + t)−β
≥ c1n(t+ 1)
β−1
∫ 2γ+1
2γ
(x+ t)−βdx
≥ c1n(t+ 1)
β−1
1−
(
t+2
t+1
)1−β
β − 1
(2γ + t)1−β . (2)
We combine the upper-bound on the numerator
∑
v∈D δ(v) + 1 given in (1), together with the
lower bound on |D| as in (2), to obtain that it holds
∑
v∈D(δ(v) + 1)
|D|
≤ 2
β − 1
β − 2
[
1−
(
t+ 2
t+ 1
)1−β]−1
(2γ + t) + 1. (3)
We conclude by giving an upper-bound for 2γ + t. From the definition of dominating set (see
Definition 5) it holds
∑
v∈D δ(v) ≥ n/2. Combining this observation with (1), it holds
n
2
≤ 2c1n(t+ 1)
β−1 (2
γ + t)2−β
β − 2
,
from which it follows that
2γ + t ≤
[
4c1
(t+ 1)β−1
β − 2
] 1
β−2
. (4)
The claim follows by substituting (4) in (3). 
Note that Lemma 6 uses a parameter β > 2. From a practical point of view this assumption is not
restrictive, since most real-world networks fulfill this requirement. However, for β < 2 one may
define a degenerate PLB network for which our analysis fails.
Lemma 6 can be readily used used to prove approximation guarantees for the Minimum Domi-
nating Set problem - i.e. the problem of searching for a minimum dominating set. In the following,
6however, we show that this lemma can be used to derive approximation guarantees for other
common covering problems.
Given a graph G = (V,E), a connected dominating set is any dominating set C ⊆ V s.t. the
nodes of C induce a connected sub-graph of G. From Lemma 6 the following result readily follows.
Corollary 7. Let G = (V,E) be a PLB network with parameters 2 < β = O (1), t ≥ 0, and a
universal constant c1. Denote with C a connected dominating set of G. Define the constants
a :=
β − 1
β − 2
[
1−
(
t+ 2
t+ 1
)1−β]−1
and b :=
[
4c1
(t+ 1)β−1
β − 1
] 1
β−2
.
Then it holds ∑
v∈C(δ(v) + 1)
|C|
≤ 2ab+ 1 = Θ (1) .
Finally, we apply Lemma 6 to independent sets. Given a graph G = (V,E), an independent
set M ⊆ V consists of vertices of G, no two of which are adjacent. A maximum independent set
is any independent set of maximum size. It is not true, in general, that an independent set is
a dominating set. However, a maximum independent set is always a dominating set. Hence, the
following corollary holds.
Corollary 8. Let G = (V,E) be a PLB network with parameters 2 < β = O (1), t ≥ 0, and a
universal constant c1. Denote with M∗ a maximum independent set of G. Define the constants
a :=
β − 1
β − 2
[
1−
(
t+ 2
t+ 1
)1−β]−1
and b :=
[
4c1
(t+ 1)β−1
β − 1
] 1
β−2
.
Then it holds ∑
v∈M∗
(δ(v) + 1)
|M∗|
≤ 2ab+ 1 = Θ (1) .
4 The Minimum Dominating Set Problem
We study the minimum dominating set problem (MDS): For a given graph G = (V,E), find a
dominating set of V (see Definition 5) of minimum cardinality. In this section, we denote with
opt any optimal solution to the MDS. Given a graph G = (V,E) with |V | = n, we consider
an indexing i : V → {1, . . . , n} of the vertices. We represent any set of nodes S ⊆ V with a
pseudo-Boolean array (x1, . . . , xn) of length n and s.t. xi = 1 if and only if the i-th node of G is
in S.
4.1 Single-objective optimization.
We search for a minimum dominating set by minimizing the following single-objective function
F (x) = nu(x) + |x|1, (5)
where u(x) is the number of non-dominated nodes, and |x|1 is the number of 1s in the input string.
Note that u(x) = 0 if and only if the solution x is a dominating set. We prove the main result of
this section, by giving an upper-bound on the run time of the (1 + 1) EA until a dominating set
is found. We then use Lemma 6 to give an upper-bound on the approximation ratio achieved by
this solution.
7Theorem 9. Let G = (V,E) be a PLB network with parameters β > 2, t ≥ 0 and with a universal
constant c1. Define the constants
a :=
β − 1
β − 2
[
1−
(
t+ 2
t+ 1
)1−β]−1
and b :=
[
4c1
(t+ 1)β−1
β − 1
] 1
β−2
.
Then the (1 + 1) EA finds a (2ab+1)-approximation of the MDS after expected O (n logn) fitness
evaluations. In particular, the (1+1) EA is a Θ(1)-approximation algorithm for the MDS on PLB
networks.
Proof We first observe that because of the weights on the fitness, the algorithm initially searches
for a dominating set and then tries to minimize it. Furthermore, no step that reduces the number of
dominated nodes is accepted. We estimate the expected run time until a feasible solution is found,
and conclude by proving that any feasible solution reaches the desired approximation guarantee.
To estimate the run time we use the Multiplicative Drift theorem (see Theorem 3), by defining
{X(t)}t≥0 as the process X
(t) = u(xt) for all t ≥ 0. Suppose that the current solution xt is not a
dominating set - i.e. u(xt) > 0. Then there exists a node v ∈ V s.t. by adding it to the current
solution, the fitness u(xt) decreases by 1. Since the probability of performing a single chosen bit-flip
is at least 1/en, then it holds
E[Xt −Xt−1 | Xt] ≥
Xt
en
.
Following the notation of Theorem 3, we can trivially set S = {1, . . . , n} and obtain that the run
time until a feasible solution is found is upper-bounded as O (n logn). We conclude by proving that
the (1 + 1) EA reaches the desired approximation guarantee. Denote with x∗ the first dominating
set reached by the (1 + 1) EA. We observe that any optimal solution opt dominates all nodes of
G. It follows that it holds
|x∗|
|opt|
≤
∑
v∈opt(δ(v) + 1)
|opt|
≤ 2ab+ 1, (6)
where the last inequality in 6 follows from Lemma 6. The claim follows. 
4.2 Multi-objective optimization.
We approach MDS with the multi-objective Gsemo (cf. Algorithm 2). In this case, we use the
following bi-objective fitness function
f = (u(x), |x|1), (7)
where u(x) is the number of non-dominated nodes, and |x|1 the number of 1s in the input string.
We prove that the Gsemo fins a good approximation of the MDS in polynomial time, when
optimizing a fitness as in (7). Useful in the analysis is the following lemma.
Lemma 10. Let G = (V,E) be a graph, and let Sk := {v1, . . . , vk} be a sequence of nodes s.t.
vj has the maximum degree in the complete sub-graph induced by the nodes of G that are not
dominated by {v1, . . . , vj−1}. Let nk be the number of nodes in V that are not dominated by Sk.
Then it holds
nk ≤ n
(
1−
1
|opt|
)k
,
for all 0 < k ≤ n.
8Proof We prove this by induction on k. For the base case, we set k = 1. Since the number of
non-dominated nodes is n, there exists a node v ∈ V s.t. v dominates at least n/|opt| nodes in
the graph. Otherwise, opt is not an optimal solution. Thus, the number of non-dominated nodes
by S1 is at most
n1 ≤ n−
n
|opt|
= n
(
1−
1
|opt|
)
.
For the inductive step, suppose that the statement holds for k = i. Again, since |opt| is the size of
the minimum dominating set, by the pigeon-hole principle there exists a node V \ Si s.t. Si ∪ {v}
dominates at least ni/ |opt| many nodes. Therefore, it holds that
ni+1 ≤ ni −
ni
|opt|
= ni
(
1−
1
|opt|
)
= n
(
1−
1
|opt|
)i+1
.
The claim follows. 
We use the lemma above to analyze the run time and approximation guarantee of the Gsemo on
MDS. The following theorem holds.
Theorem 11. Let G = (V,E) be a PLB network with parameters β > 2, t ≥ 0 and with a
universal constant c1. Define the constants
a :=
β − 1
β − 2
[
1−
(
t+ 2
t+ 1
)1−β]−1
and b :=
[
4c1
(t+ 1)β−1
β − 1
] 1
β−2
.
Then the Gsemo finds an ln(2ab + 1)-approximation for the MDS after expected O
(
n3
)
fitness
evaluations. In particular, Gsemo is a Θ(1)-approximation algorithm for the MDS on PLB net-
works.
Proof The proof consists of two parts. We first estimate the expected run time until the solution
0n - i.e. the empty set - is added to the Pareto front (Phase 1), and then we estimate the time
until the desired approximation is reached from that solution (Phase 2).
(Phase 1) To analyze the first part of the process, we denote with x∗ the individual in the Pareto
front with the minimum number of 1s, at a given time step. Since the total number of elements in
the Pareto front is upper-bounded by n+1, the probability of choosing x∗ for mutation is at least
1/(n+1) at each iteration. Once x∗ is selected for mutation, then the probability of performing a
single bit-flip and remove one element to x∗ is at least |x∗|1 /(en). Therefore, the expected waiting
time to reach the solution 0n is upper-bounded as
(n+ 1)
n∑
j=1
en
j
= O
(
n2 logn
)
.
(Phase 2) We now give an upper bound on the run time until the desired approximation is
reached, assuming that the solution 0n has been found. From Lemma 10, it follows that there
exists a node v1 ∈ V s.t. after adding this node to 0
n the number of non-dominated nodes is at
most
n1 := u ({v1}) ≤ n
(
1−
1
|opt|
)
.
With an argument similar to the one presented to analyze the first part of the process, in expected
O
(
n2
)
time an individual with fitness value (n1, 1) can be added to the solution. If {v1} is not an
optimal solution, then by Lemma 10 there exists a node v2 ∈ V \ {v1} s.t.
n2 := u ({v1, v2}) ≤ n
(
1−
1
|opt|
)2
.
9Hence, an individual (n2, 2) can be added to the current population within expected O
(
n2
)
, after a
solution with fitness (n1, 1) was added. Similarly, an individual with fitness (ni, i) can be added to
the current population within expected O
(
n2
)
, after a solution with fitness (ni−1, i−1) was added.
We can iterate this process as indicated in Lemma 10, until a dominating set Sk = {v1, . . . , vk} ⊆ V
is found.
nk := u (Sk) ≤ n
(
1−
1
|opt|
)k
. (8)
Note that there are at most n nodes that can be added to the solution 0n as described above.
Hence after a total of O
(
n3
)
fitness evaluations the Gsemo reaches a solution Sk as in Lemma
10 that is a dominating set.
We conclude by showing that the solution Sk yields the desired approximation guarantee.
Again, from the definition of minimum dominating set it holds n ≤
∑
v∈opt δ(v) + 1. Combining
this observation with (8), we can estimate k by solving the inequality
|Sk|
|opt|
≤
n
|opt|
(
1−
1
|opt|
)k
≤
∑
v∈opt(δ(v) + 1)
|opt|
(
1−
1
|opt|
)k
. (9)
We combine (9) with Lemma 6 to obtain that
1 ≤ (2ab+ 1) exp
(
−
k
|opt|
)
.
By taking the logarithm on both sides, we get k ≤ |opt| ln(2ab+1) and we can conclude that the
cardinality of Sk is at least |Sk| ≤ |opt| ln(2ab+ 1). The claim follows. 
5 The Minimum Vertex Cover Problem
Given a graph G = (V,E), a vertex cover is a set S ⊆ V of vertices s.t. each edge in E is adjacent
to at least one node in S. The minimum vertex cover problem (MVC) consists of finding a vertex
cover of minimum size. In this section, we denote with opt any optimal solution to the MVC, and
we use intuitive bit-string representation based on vertices, as discussed in Section 4.
5.1 Single-objective optimization.
We study the run time and approximation guarantee for the (1+ 1) EA. Since any vertex cover is
also a dominating set, then one can approach the MVC by minimizing a fitness function as in (5).
Moreover, the following run time analysis follows directly from Theorem 9.
Corollary 12. Let G = (V,E) be a PLB network with parameters β > 2, t ≥ 0 and with a
universal constant c1. Define the constants
a :=
β − 1
β − 2
[
1−
(
t+ 2
t+ 1
)1−β]−1
and b :=
[
4c1
(t+ 1)β−1
β − 1
] 1
β−2
.
Then the (1 + 1) EA finds a (2ab)-approximation of the MVC in expected O (n logn) fitness eval-
uations. In particular, the (1 + 1) EA is a Θ(1)-approximation algorithm for the MVC on PLB
networks.
10
5.2 Multi-objective optimization.
We prove that the multi-objective Gsemo yields an improved approximation guarantee then the
(1 + 1) EA, at the cost of a higher number of expected fitness evaluations. Again, since a vertex
cover is also a dominating set, then this problem can be approached by minimizing a two-objectives
function as in (7). Hence, the following run time analysis for the Gsemo readily follows from
Theorem 11.
Theorem 13. Let G = (V,E) be a PLB network with parameters β > 2, t ≥ 0 and with a
universal constant c1. Define the constants
a :=
β − 1
β − 2
[
1−
(
t+ 2
t+ 1
)1−β]−1
and b :=
[
4c1
(t+ 1)β−1
β − 1
] 1
β−2
.
Then the Gsemo finds an (ln(2ab) + 1)-approximation solution of MVC in expected O
(
n3
)
fit-
ness evaluations. In particular, Gsemo is a Θ(1)-approximation algorithm for the MVC on PLB
networks.
6 The Minimum Connected Dominating Set Problem
Given a graph G = (V,E), recall that a connected dominating set is a set D ⊆ V of vertices
that dominates every node v ∈ V , and the nodes u ∈ D induce a connected sub-graph on G. The
minimum connected dominating set problem (CDS) consists of finding a connected dominating set
C ⊆ V of minimum size. In this section, we denote with opt any optimal solution to the CDS.
Throughout this section, we use intuitive bit-string representation based on vertices, as discussed
in Section 4.
6.1 Single-objective optimization.
We study the optimization process for the CDS with the (1 + 1) EA. We approach this problem
by minimizing following fitness function.
F (x) = n2(u(x) + w(x) − 1)+|x|1, (10)
where u(x) is the number of non-dominated nodes, and w(x) is the number of connected compo-
nents in the sub-graph induced by the chosen solution. Note that any connected dominating set
C yields u(C) +w(C)− 1 = 0. We search for a solution to the CDS by minimzing F (x). It can be
observed that a sub-graph induced by any subset D ⊆ V that is represented by the input string
x is a connected dominating set if and only if u(x) = 0 and w(x) = 1. Because of the weights on
the fitness function, the (1 + 1) EA tends to reach a feasible solution first, and then it removes
unnecessary nodes.
The argument for the theorem below is similar to that given in Theorem 9: We first show that
the (1 + 1) EA reaches a locally optimal solution in O (n logn) fitness evaluations, and then we
use the PLB property to show that any such solution gives the desired approximation ratio (see
Corollary 7). The following theorem holds.
Theorem 14. Let G = (V,E) be a PLB network with parameters β > 2, t ≥ 0 and with a
universal constant c1. Define the constants
a :=
β − 1
β − 2
[
1−
(
t+ 2
t+ 1
)1−β]−1
and b :=
[
4c1
(t+ 1)β−1
β − 1
] 1
β−2
.
Then the (1 + 1) EA finds a (2ab)-approximation of the CDS in expected O (n logn) fitness eval-
uations. In particular, the (1 + 1) EA is a Θ(1)-approximation algorithm for the CDS on PLB
networks.
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Proof To estimate the run time we use the multiplicative Drift theorem (see Theorem 3). Define
the function f(x) = u(x)+w(x)− 1, with u(x) and w(x) as in (10), and let xt be a solution found
at time step t. Suppose that the current solution xt is not feasible. Then with probability atl east
1/en a node is added to xt s.t. the value f(xt) decreases by 1. Hence, if we define {Xt}t≥0 as the
process Xt = u(xt) for all t ≥ 0, then it holds
E[Xt −Xt−1 | Xt] ≥
Xt
en
.
Following the notation of Theorem 3, we set S = {1, . . . , n} to obtain that the run time until a
feasible solution is found is upper-bounded as O (n logn).
We conclude by proving that the (1 + 1) EA reaches the desired approximation guarantee.
Denote with x∗ the first feasible solution reached by the (1+ 1) EA. We observe that any optimal
solution opt dominates all nodes of G. It follows that it holds
|x∗|
|opt|
≤
∑
v∈opt(δ(v) + 1)
|opt|
≤ 2ab+ 1, (11)
with the last inequality in (11) following from Corollary 7. The claim follows. 
6.2 Multi-objective optimization.
As in the case of the MDS and the MVC, we again analyze the run time of the Gsemo. We search
for a solution of the CDS by minimizing the following multi-objective fitness
F (x) = (u(x) + w(x), |x|1), (12)
with u(x) and w(x) as described earlier in this section. The following result is useful for the run
time analysis.
Lemma 15. Let G = (V,E) be a connected graph, and consider the function f(x) := u(x)+w(x),
with u(x), w(x) as in (12). Let Sk := {v1, . . . , vk} be a set of nodes of G s.t.
vj := argmax
u∈V \{v1,...,vj−1}
{f(Sk \ {vk})− f(Sk)} ,
for all j = 1, . . . , k. Then there exists a node v ∈ V \ Sk s.t. it holds that
f(Sk ∪ {v}) ≤ f(Sk)−
f(Sk)
|opt|
+ 1.
A proof of the lemma above is given by Guha and Khuller [18, Theorem 3.3], where it is used to
analyze the performance of a greedy algorithm. The following theorem holds.
Theorem 16. Let G = (V,E) be a connected PLB network with parameters β > 2, t ≥ 0 and
with a universal constant c1. Define the constants
a :=
β − 1
β − 2
[
1−
(
t+ 2
t+ 1
)1−β]−1
and b :=
[
4c1
(t+ 1)β−1
β − 1
] 1
β−2
.
Then the Gsemo finds a ln(2eab + e)-approximation for the CDS after expected O
(
n3
)
fitness
evaluations. In particular, the Gsemo is a Θ(1)-approximation algorithm for the CDS on PLB
networks.
12
Proof The hereby presented argument is similar to the one given in Theorem 11. Since the function
|x|1 is an objective, then there are at most n + 1 individuals in the Pareto front, at each point
during the iteration. Using this knowledge, and following an argument as in (Phase 1) in Theorem
11, one can prove that the solution 0n is added to the Pareto front after expected
n∑
j=1
(
j
e(n+ 1)n
)−1
= O
(
n2 log n
)
fitness evaluations.
Once the empty set is reached, the Gsemo iteratively generates solutions with increasing
cardinality, until a good approximation of a minimum dominating set is reached. Define f(x) =
u(x) + w(x), and denote with Sj = {v1, . . . , vj} a sequence of nodes s.t.
vj := argmax
u∈V \{v1,...,vj−1}
{f(Sk \ {vk})− f(Sk)} ,
until a connected dominated set Sk is reached (see Lemma 15). Again, selecting an individual for
mutation and adding a chosen node to it occurs after expected O
(
n2
)
fitness evaluations. Since
there are at most n nodes that can be added to the empty set 0n, then after expected O
(
n3
)
fitness evaluations the Gsemo reaches a solution Sk that is a dominating set.
We conclude by showing that Sk yields the desired approximation guarantee. From Lemma 15
it holds
f(Sk) ≤ f(S0)
(
1−
1
|opt|
)k
+
k−1∑
j=0
(
1−
1
|opt|
)j
≤ f(S0)
(
1−
1
|opt|
)k
+ |opt|
(
1−
(
1−
1
|opt|
)k)
≤ (f(S0)− |opt|)
(
1−
1
|opt|
)k
+ |opt|
= (n+ 1− |opt|)
(
1−
1
|opt|
)k
+ |opt|.
Note also that from Corollary 7 it holds
n+ 1− |opt|
|opt|
≤
∑
x∈opt(δ(x) + 1)
|opt|
≤ 2ab+ 1,
and the following chain of inequalities also holds
1 ≤
f(Sk)
|opt|
≤ (2ab+ 1)
(
1−
1
|opt|
)k
+ |opt| . (13)
If we solve (13) w.r.t. k, then it follows that k ≤ |opt| ln(2eab + e). Since k = |Sk|, then we
conclude that |Sk| / |opt| ≤ ln(2eab+ e), and the claim follows. 
7 The Maximum Independent Set Problem
For a given graph G = (V,E), recall that an independent set is a subset S ⊆ V s.t. no two
nodes u, v ∈ S are adjacent. The maximum independent set problem (MIS) consists of finding an
independent set S ⊆ V of maximum cardinality. In this section, we denote with opt any solution
for the MIS. In this section, we use a standard bit-string representation based on vertices, as
discussed in Section 4.
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7.1 Single-objective optimization.
To implement the (1 + 1) EA, we use the fitness function proposed by Ba¨ck et al. [9], which is
defined as follows:
F (x) = |x|1 − n
n∑
i=1
xi
n∑
j=1
xjeij , (14)
where eij is 1 if there is an edge between vi and vj , and it is 0 otherwise. In this case, the objective
of the (1+1) EA is to maximize F (x). Note that it holds that
∑n
i=1 xi
∑n
j=1 xjeij = 0 if and only
if the solution is an independent set. Because of the weight n, the (1 + 1) EA reaches a feasible
solution first and then it adds nodes to it, to maximize the fitness.
In order to perform the analysis for the (1 + 1) EA, we use the following definition of local
optimality.
Definition 17. Let G = (V,E) be a graph, and let F be as in (14). We say that a set of nodes
S ⊆ V is a 3-local optimum of it holds
F ((S \ U) ∪ T ) ≤ F (S)
for all U ⊆ S and T ⊆ V \ S s.t. |U ∪ T | ≤ 3.
Definition 17 captures the notion of optimality up to three bit-flips. Using this definition, we prove
the following result.
Theorem 18. Let G = (V,E) be a connected PLB network with parameters β > 2, t ≥ 0 and
with a universal constant c1. Define the constants
a :=
β − 1
β − 2
[
1−
(
t+ 2
t+ 1
)1−β]−1
and b :=
[
4c1
(t+ 1)β−1
β − 1
] 1
β−2
.
Then the (1 + 1) EA finds an (ab + 1/2)-approximation for the MIS after expected O
(
n4
)
fitness
evaluations. In particular, the (1 + 1) EA is a Θ(1)-approximation algorithm for the MIS on PLB
networks.
Proof We first perform a run time analysis for the (1 + 1) EA, until a 3-local optimum is found
(see Definition 17), and then we prove that any such solution yields the desired approximation
guarantee.
To perform the run time analysis, we divide the optimization process in two phases. In (Phase
1) the (1 + 1) EA searches for a feasible solution, whereas in (Phase 2) it searches for a 3-local
optimum, given that a feasible solution has been found.
(Phase 1) Let x0 be the initial solution of the (1+1) EA and assume that x0 is not feasible. Since
the empty set is always an independent set, then we can use an argument as in Theorem 9 (Phase
1) to conclude that the (1 + 1) EA reaches a feasible solution after O (n logn) fitness evaluations.
(Phase 2) After a feasible solution is reached, then (1 + 1) EA searches for a 3-local optimum,
within the portion of the search space that consists of feasible solutions. In this phase the (1 +
1) EA maximizes the function |x|1. We call favorable any move up to a 3-bit flip that yields an
improvement on |x|1. The probability that the (1 + 1) EA performs a favorable move is 1/(en)
3.
Hence, it is always possible to obtain an improvement on the fitness of at least 1, after expected
O
(
n3
)
fitness evaluations, unless the current solution is a 3-local optimum. Note that after at most
a linear number of favorable moves the (1 + 1) EA reaches a 3-local optimum. It follows that the
(1 + 1) EA finds a 3-local optimum as in Definition 17 after expected O
(
n4
)
fitness evaluations.
To prove that 3-local optima reach the desired approximation guarantee, we present an argu-
ment similar to that of Khanna et al. [19]. Let S be a 3-local optimum, and define I := S ∩ opt.
Since we cannot add a node outside of S to get the bigger independent set (see Definition 17),
then every node in S has at least one incoming edge from V \ S. Moreover, because of the local
optimality of S, there are at most |S \ I| nodes in |opt \ I| that have exactly one edge coming
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from S. Thus, |opt| − |S| nodes in opt \ I must have at least two outgoing edges to S. This
implies that the minimum number of edges between S and opt \ I is |S| − |I|+ 2(|opt| − |S|). If
we denote with E(S,opt \ I) the set of all edges between S and opt \ I, then it holds
2 |opt|
|S|
≤
|S| − |I|+ 2(|opt| − |S|)
|S|
≤
E(S,opt \ I)
|S|
≤
∑
v∈S(δ(v) + 1)
|S|
. (15)
From the definition of 3-local optimum it follows that S is a maximum independent set. Hence,
we apply Corollary 8 to (15) and conclude that |opt| / |S| ≤ ab+ 1/2, as claimed. 
7.2 Multi-objective optimization.
We also consider the multi-objective case for MIS. As in the previous sections, we consider the
bi-objective function f = (|x|1 , u(x)), with u(x) defined as
u(x) = −
n∑
i=1
xi
n∑
j=1
xjeij ,
where eij is 1 if there is an edge between vi and vj , and it is 0 otherwise. The Gsemo attempts
to maximize both objectives simultaneously. To perform the run time analysis of Gsemo, we use
an argument similar to that of Halldo´rsson and Radhakrishnan [20] for the greedy algorithm.
Theorem 19. Let G = (V,E) be a graph. For any node v ∈ V , denote with N(v) the set of nodes
adjacent to v. Let Sk := {v1, . . . , vk} be a sequence of k nodes s.t. vj is the node with smallest degree
in the complete sub-graph induced by V \
(⋃j−1
i=1 (N(vi) ∪ vi)
)
, and with
⋃k−1
i=1 (N(vi) ∪ vi) = ∅.
Then Sk is a maximum independent set. Furthermore, it holds
|Sk| ≥ |V |
(∑
v∈V δ(v)
|V |
+ 1
)−1
.
A proof of Theorem 19 is given in Halldo´rsson and Radhakrishnan [20, Theorem 1].
We also consider a lemma that allows to obtain an upper-bound on the average degree of a
PLB network G. The following lemma holds.
Lemma 20. Let G = (V,E) be a PLB network with parameters β > 2, t ≥ 0, and with universal
constant c1. Then it holds
∑
v∈V
δ(v) ≤ 2c1n(t+ 1)
β−1
∆(G)∑
i=1
i(i+ t)−β .
A proof of Lemma 20 is given in more general terms in Brach et al. [16, Lemma 3.2]. We use
Theorem 19 and Lemma 20 to prove the following theorem.
Theorem 21. Let G = (V,E) be a connected PLB network with parameters β > 2, t ≥ 0 and with
a universal constant c1. Then the Gsemo finds a
(
2c1(β+t−1)
(β−1)(β−2) + 1
)
-approximation of the MIS after
expected O
(
n3
)
fitness evaluations. In particular, the Gsemo is a Θ(1)-approximation algorithm
for the MIS on PLB networks.
Proof This argument is similar to the one given in Theorem 11 and Theorem 16. Following an
argument as in (Phase 1) in Theorem 11, and as in Theorem 16, one can prove that the solution
0n is added to the Pareto front after expected
n∑
j=1
(
j
e(n+ 1)n
)−1
= O
(
n2 log n
)
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fitness evaluations. Note that the empty set is trivially an independent set. Once 0n is reached,
the Gsemo iteratively adds nodes vj as in Theorem 19 to the current solution, until a maximum
independent set is found. Again, since the population size is at most n+1, then selecting a particular
solution and adding a chosen node to it occurs after expected O
(
n2
)
fitness evaluations. Hence,
after expected O
(
n3
)
fitness evaluations the (1+1) EA reaches a maximum independent set with
fitness at least that of a set Sk = {v1, . . . , vk}, that consists of a sequence of k nodes s.t. vj has
minimum degree in the complete sub-graph induced by the nodes V \
(⋃j−1
i=1 (N(vi) ∪ vi)
)
, as in
Lemma 20.
We conclude by proving that Sk = {v1, . . . , vk} yields the desired approximation guarantee,
using the PLB property. Let di be the number of nodes adjacent the node vi. From Lemma 20 it
holds
∑
v∈V
δ(v) ≤ 2c1n(t+ 1)
β−1
∆(G)∑
i=1
i(i+ t)−β
≤ 2c1n(t+ 1)
β−1
∫ ∆(G)
1
x(x + t)−βdx ≤
2c1n(β + t− 1)
(β − 1)(β − 2)
.
We combine this chain of inequalities with Theorem 19 to conclude that
|Sk| ≥ |V |
[∑
v∈V δ(v)
|V |
+ 1
]−1
≥ n
[
2c1(β + t− 1)
(β − 1)(β − 2)
+ 1
]−1
.
Hence, it follows that
|opt|
|Sk|
≤
n
|Sk|
≤
2c1(β + t− 1)
(β − 1)(β − 2)
+ 1,
and the claim follows. 
8 Conclusion
In this paper, we look at the approximation ratio and run time analysis of commonly studied
evolutionary algorithms, for well known NP-complete covering problems, on power-law bounded
networks with exponent β > 2 (see Definition 4). We consider the single-objective (1+ 1) EA (see
Algorithm 1) and the multi-objective Gsemo (see Algorithm 2).
We prove in Section 4, that the (1+1) EA reaches a constant-factor approximation ratio for the
Minimum Dominating Set problem within O (n logn) fitness evaluations on power-law bounded
networks. Furthermore, we obtain and improved approximation guarantee for the Gsemo. In
Section 4, we discuss similar bounds for the Minimum Vertex Cover problem. We show that the
(1 + 1) EA and the Gsemo reach constant-factor approximation ratios in expected polynomial
fitness evaluations for the Minimum Connected Dominating Set and Maximum Independent Set
problems, in Section 6 and Section 7.
In all cases, we observe that the (1+1) EA and the Gsemo reach a constant-factor approxima-
tion ratio in polynomial time. This suggests that EAs implicitly exploit the topology of real-world
networks to reach a better solution quality than theoretically predicted in the general case.
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