First integrals in the diffusion approximation scheme  by Koroliuk, V.S. & Limnios, N.
Applied Mathematics Letters 21 (2008) 227–231
www.elsevier.com/locate/aml
First integrals in the diffusion approximation scheme
V.S. Koroliuk, N. Limnios∗
Ukrainian National Academy of Science, Kiev, Ukraine
Universite´ de Technologie de Compie`gne, France
Received 3 March 2006; received in revised form 18 March 2007; accepted 23 March 2007
Abstract
This work deals with the diffusion approximation of the first integral of a stochastic dynamic system switched by a semi-Markov
process in a series scheme. The results are obtained by a singular perturbation approach using the compensating operator of the
extended Markov renewal process.
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1. Introduction
First integral diffusion approximation of dynamical systems are studied, to our knowledge, for the first time in [2].
Here we study the diffusion approximation of switched dynamical systems where the switching process is semi-
Markov rather than the Markov one considered in [2]. Further, the method of proof is different and based on the
method presented in [1].
The behavior of a solution of the evolutionary equation
duε
dt
(t) = a(uε(t); x(t/ε)), (1)
in Rd , with a Markov or a semi-Markov stochastic process x(t), t ≥ 0, is investigated in our book [1] in both
average and diffusion approximation schemes. The singular perturbation approach is used to construct the average
and diffusion approximation algorithms (see [1, Ch. 5]). The method developed in [1] can be used to analyze the first
integral of the average equation
du
dt
(t) = â(u(t)). (2)
The average velocity is defined via the average principle as [2]
â(u) =
∫
E
pi(dx)a(u; x), (3)
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where pi(B), B ∈ E , is the stationary distribution of the uniformly ergodic stochastic process x(t), t ≥ 0, given in a
standard phase space (E, E) by the semi-Markov kernel [1, Ch. 1]
Q(x, B, t) = P(x, B)Fx (t), x ∈ E, B ∈ E, t ≥ 0. (4)
For a Markov process one has
Fx (t) = 1− e−q(x)t , t ≥ 0, x ∈ E . (5)
As is well known [2,3,5], the first integral g(u) of Eq. (2) satisfies the condition
C1: â(u)g′(u) :=∑dk=1 âk(u)g′k(u) = 0.
Here, we consider that derivatives g′(u) and g′′(u) exist and are continuous bounded functions, and by definition,
g′k(u) := ∂g(u)/∂uk, k = 1, . . . , d . So, for a solution u(t), t ≥ 0, of (2) one has
g(u(t)) = const.
Without loss of generality, we assume that const. = 0, since g(x) and g0(x) = g(x) − const. have the same
derivative. In the sequel we put g instead of g0.
Example. Let us consider a pendulum that is a random oscillator defined by a second-order differential equation
d2
dt2
U (t)− a sinU (t) = 0,
where the function U (t) denotes the angular displacement from equilibrium and a is a real constant. Its first integral
is the function U ′(t) − a cosU (t) = Const. Of course, this equation is equivalent to a system of two equations of
U1(t) = U (t) and U2(t) = U ′(t), and the first integral is the function g(u1, u2) = u1 − a cos u2.
2. Results
According to [2, Section 5.1.5], the stochastic process of the first integral is defined as
ζ ε(t) = ε−1g(uε(t)), t ≥ 0, (6)
where uε(t), t ≥ 0, is a solution of the evolutionary equation with accelerated switching
duε
dt
(t) = a(uε(t); x(t/ε2)). (7)
In what follows we consider (see [1, Ch. 1])
R0 = Π − [Q +Π ]−1 (8)
which is the potential operator of the Markov process given by the generator
Qϕ(x) = q(x)
∫
E
P(x, dy)[ϕ(y)− ϕ(x)]. (9)
It is worth noting that the potential can be also defined as [1]
R0 =
∫ ∞
0
(Pt −Π )dt, (10)
where Pt , t ≥ 0, is the semigroup with generator Q.
In the semi-Markov switching case, we have
q(x) := 1/m(x), m(x) :=
∫ ∞
0
F x (t)dt, F x (t) := 1− Fx (t).
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The projector Π on the null-space of generator (9) is defined by
Πϕ(x) = ϕ̂1, ϕ̂ :=
∫
E
pi(dx)ϕ(x), 1 := 1(x) ≡ 1, x ∈ E .
Introduce the matrix functions
A0(u; x) := a(u; x)R0a∗(u; x),
A1(u; x) := a(u; x)a∗(u; x), (11)
where ∗ stands for transpose, and the vector functions,
a0(u; x) := a∗(u; x)R0a′u(u; x),
a1(u; x) := a∗(u; x)a′u(u; x),
(12)
where a′u(u; x) is the derivative with respect to the variable u.
Consider also the real-valued functions
bk(u; x) := a∗k (u; x)g′(u)+ Tr[Ak(u, x)g′′(u)], k = 0, 1
σk(u; x) := g′∗(u)Ak(u; x)g′(u), k = 0, 1.
Theorem 1. Assume condition C1 holds as well as conditions C2, C3, and C4 below.
C2 : Generator (9) defines a uniformly ergodic Markov process with stationary distribution pi(B), B ∈ E .
C3 : A global solution of the equation
dux
dt
(t) = a(ux (t); x), x ∈ E,
does exist.
C4 : The second-order differential operator
L(u)ϕ(v) := 1
2
σ 2(u)ϕ′′(v)+ b(u)ϕ′(v), u ∈ Rd ,
determines a diffusion process for every u ∈ Rd with variance
σ 2(u) = 2
∫
E
pi(dx)σ0(u; x) > 0,
and drift function
b(u) =
∫
E
pi(dx)b0(u; x)
in the case of a switching Markov process, and with variance
σ 2(u) = 2
∫
E
pi(dx)[σ0(u; x)+ µ(x)σ1(u; x)] > 0,
and drift function
b(u) =
∫
E
pi(dx)[b0(u; x)+ µ(x)b1(u; x)]
in the case of a switching semi-Markov process. Here µ(x) := [m2(x)− 2m2(x)]/m(x).
Then the stochastic process (6) of the first integral converges weakly, as ε → 0, to the diffusion process ζ 0(t), t ≥ 0,
with switching average process u(t), t ≥ 0, defined as a solution of the average Eq. (2), and generator
Ltϕ(v) = 12σ
2(u(t))ϕ′′(v)+ b(u(t))ϕ′(v).
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Remark 1. The two-component Markov process (ζ 0(t), u(t)), t ≥ 0, can be defined as a solution of the stochastic
system of equations
dζ 0(t) = b(u(t))dt + σ(u(t))dw(t),
du(t) = â(u(t))dt,
where w(t), t ≥ 0, is the standard Wiener process.
Remark 2. For the exponential distribution function Fx (t), the coefficient µ(x) = [m2(x)− 2m(x)]/m(x) = 0. But
there are distribution functions with µ(x) > 0 as well as with µ(x) < 0 [4].
Remark 3. The limit distribution process ζ 0(t), t ≥ 0, can be transformed into a diffusion process without switching
according to the procedure described in [2, Section 5.1.5].
3. Proof of Theorem 1
The proof of Theorem 1 can be done using the scheme described in [1, Chs. 3–6]. The following lemma can be
verified using the scheme of Ch. 5.
Lemma 1. (i) The two-component Markov process (ζ ε(t), u(t)), t ≥ 0, is described by the generator
Lεϕ(v, u) = [ε−2Q + ε−1Γ (x)+ A]ϕ(v, u),
where Q is the generator (9) of the switching Markov process x(t), t ≥ 0,
Γ (x)ϕ(v) = a∗(u; x)g′(u)ϕ′(v), (13)
Aϕ(u) = â∗(u)ϕ′(u). (14)
(ii) The Markov renewal process
ζ εn := ζ ε(ε2τn), uεn := u(ε2τn), xn := x(τn), n ≥ 0,
where τn, n ≥ 0, is the sequence of the renewal times for the semi-Markov switching process x(t), t ≥ 0, characterized
by the compensating operator (see [1, Ch. 2])
Lεϕ(v, u) = ε−2q(x)
[∫ ∞
0
Fx (dt)Γεt (x)Aε2t P − I
]
ϕ(v, u), (15)
where Γt (x), t ≥ 0, x ∈ E, is the family of semigroups defined by the generator Γ (x), x ∈ E, in (13) while At , t ≥ 0,
is the semigroup defined by the generator A in (14).
Lemma 2. The compensating operator (15), on the test function ϕ(v, u) ∈ C2,3(R × Rd), admits the asymptotic
expansion
Lεϕ(v, u) = [ε−2Q + ε−1Γ (x)P + Γ1(x)P + A + θε(x)]ϕ(v, u), (16)
where
Γ1(x)ϕ(v) = µ(x)
[
b1(u; x)ϕ′(v)+ 12σ1(u; x)ϕ
′′(v)
]
(17)
with negligible term ‖θε(x)ϕ(v)‖ → 0, as ε → 0 for ϕ(v, u) ∈ C2,3(R × Rd).
Remark 4. We can realize now that the proof of Theorem 1 is essentially different in the Markov and semi-Markov
switching cases.
Remark 5. The limit generator L is determined as a solution of the singular perturbation problem
Lεϕε(v, u) = Lε[ϕ(v)+ εϕ1(v, u)+ ε2ϕ2(v, u)] = Lϕ(v)+ θεL(x)ϕ(v) (18)
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with negligible term ‖θεL(x)ϕ(v)‖ → 0, ε → 0, ϕ(v) ∈ C1 through the formulae
LΠ = ΠΓ (x)R0Γ (x)Π + A (19)
in the Markov switching case,
LΠ = ΠΓ (x)PR0Γ (x)Π +ΠΓ1(x)Π + A
in the semi-Markov switching case.
Corollary 1. The limit generator L is defined by the formulae given in condition C4 of Theorem 1.
The verification of weak convergence in Theorem 1 can be carried out as in [1, Ch. 6].
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