In this paper, an intelligent swarm based-wavelet neural network for affective mobile designed is presented. The contribution on this paper is to develop a new intelligent particle swarm optimization (iPSO), where a fuzzy logic system developed based on human knowledge is proposed to determine the inertia weight for the swarm movement of PSO and the control parameter of a newly introduced cross-mutated operation. This iPSO will be used to optimize the parameters of wavelet neural network. Application on affective design of mobile phones is used to test the performance of the proposed iPSO and found that it is significantly better than that of the existing hybrid PSO methods in a statistical sense.
Introduction
Recent research demonstrates that particle swarm optimization (PSO) is a more effective optimization method to optimize the parameters (weights) of neural network models [1, 2, 3, 4, 5, 6, 7, 8] and industrial applications [9, 10] . Although reasonable solutions can generally be obtained by the PSO within a reasonable computational time, enhancement of the operations and the mechanisms of the PSO is essentially required in order to obtain better solutions. A commonly used enhancement approach is to integrate other optimization operations such as gradient descent, crossover and mutation operations into the PSO.
Juang [11] proposed a hybrid PSO algorithm namely HGAPSO which use evolutionary operations including crossover, mutation and reproduction to control swarm movement, and also a hybrid PSO namely HPSOM was proposed [12] by integrating the PSO with mutation operation. Both HGAPSO and HPSOM inject random components into particles using mutation, but the mutating space used in both approaches is fixed throughout the search. Although premature convergence is more likely to be avoided, the approach can be further improved by varying the mutating space with respect to the searching progress of the PSO. A hybrid PSO with wavelet mutation operation (HPSOWM) was proposed in [13] , of which the mutating space varied based on the wavelet theory. By introducing the wavelet mutation, the performance in terms of solution quality and stability can be improved. Although the approaches provide a balance between the global exploration and local exploitation, they are not appropriate to assume the searching progresses of the PSO are linear or wavelet characteristics, and it is also impractical and almost impossible to mathematically model the searching progress of the PSO, in order to determine the appropriate inertia weight for searching the optimum.
In this paper, an intelligent PSO namely iPSO is proposed to optimize the parameter of variable translation wavelet neural network (VTWNN) [1, 3] and will be applied to affective product design. iPSO is proposed by introducing two new operations, namely fuzzy inertia weight and cross-mutated (CM) operation. The fuzzy inertia weight is determined based on a fuzzy inference system which consists of a set of linguistic rules in representing the searching characteristics of the PSO. By dynamically changing the fuzzy inertia weight, the dynamic of the swarm can be varied with respect to the searching progress of the PSO. Hence, solutions with better qualities are more likely to be searched. The CM injects momentum to the swarm when the progress of the PSO is saturating, where the amount of momentum is controlled based on the fuzzy inference system. It intends to further avoid the PSO in searching the local optima.
VTWNN has been used to model the relationships between design vari-ables and affective responses on mobile design application. Wavelets are used as transfer functions in the hidden layer of the VTWNN. The network parameters, i.e., the translation parameters of the wavelets, are variable depending on the network inputs. Thanks to the variable translation parameters, the VTWNN becomes an adaptive network capable of handling different input patterns and exhibits a better modeling performance.
In the development of a new mobile phone, basic functions such as operations of transmission and receiver must work satisfactorily. After these basic functions have been achieved, function operations in a higher level are required to be satisfied. For example, the mobile phone should be felt comfortable when hand-held by the customer. The buttons of a mobile phone should also be pressed easily, and the voices should be clearly heard by the receiver. After satisfying all those functional operations, optimization of affective responses is essentially required [14] . It is now evident in the mobile phone market that successful can transform its products from being merely functional items to lifestyle or fashion accessories [15] . Consequently, product designers are increasingly focusing on optimizing affective responses rather than solely optimizing their functional operations. This paper is organized as follows. Section 2 presents the affective mobile design and its morphological matrix. The modeling with VTWNN is discussed in Section 3. The details of iPSO is presented in Section 4. Experimental study and analysis will be given in Section 5 to evaluate the performance of the proposed method. Finally, a conclusion will be drawn in Section 6.
Affective mobile design
In the highly competitive market of mobile phones, the product designers provide the consumers with various styles for different brands and different product series of mobile phones. To capture the trend, we have selected 32 recent mobile phones of various brands, including Nokia, Sony Ericsson and Motorola. Morphological analysis shown in Fig. 1 is used to extract representative elements of mobile phones as numerical data sets, in which both the shape profiles and the product components of the mobile phones are used. As shown in Fig. 1 , nine representative design elements of the affective design for mobile phones are used, namely "top shape", "bottom shape", "side shape", "function button shape", "number button style", "length width ratio", "thickness", "layout" and "Border and frame", where those represen-tative design elements are denoted as x 1 , x 2 , x 3 , x 4 , x 5 , x 6 , x 7 , x 8 and x 9 respectively. Those representative design elements were identified from the 32 mobile phone samples. The number 1-6 of the design matrix represents the type of design elements shown in Figure 1 . Based on the experience of the affective designers, four most representa-tive affective responses for mobile phone design, "simple -complex (S-C)" y 1 , "unique -general (U-G)" y 2 , "high-tech -classic (H-C)" y 3 , and "handy -bulky (H-B)" y 4 [16] , are collected from 14 image-word pairs for microelectronic products, and they are used for evaluating the affective satisfaction of the mobile phones. A survey was conducted using an online questionnaire to study the appearance of mobile phones on y 1 , y 2 , y 3 and y 4 , which is detailed in [17] . Fig. 2 shows the morphological matrix of the 32 mobile phones samples based on the 9 representative elements. Also, it shows the means of the affective responses S-C, U-G, H-C, and H-B with respect to 34 interviewers. Prior to optimizing the affective responses, the development of the affective models is essential in order to relate the representative design elements x 1 , x 2 , x 3 , x 4 , x 5 , x 6 , x 7 , x 8 and x 9 to one of the affective responses y 1 , y 2 , y 3 and y 4 .
Modeling with variable translation wavelet neural network
A three-layer variable translation wavelet neural network [1, 3] shown in Fig. 3 is used to develop the affective models of mobile phones, as the approach is effective in modeling nonlinear relationships. In the neural network, wavelet functions are used as the transfer functions in the hidden layer. The translation parameters of wavelets are dependent on the network inputs. This wavelet neural network is tuned using the proposed iPSO. Its structure consists of an input layer in which the input vectors (consisting of nine designed elements x 1 , x 2 , x 3 , ... x 9 ) are fed. The output layer generates the affective response (either y 1 , y 2 , y 3 or y 4 ), and a hidden layer is between the input layer and the output layer of the wavelet neural network. As wavelet functions are linking between the input and output layers, complex, interactive and nonlinear characteristics of affective response can be modelled effectively.
The first affective response, namely simple-complex y 1 , governed by the wavelet neural network [3] is given as:
where and
where
.., n h denotes the weight of the link between the i-th input node and the j-th hidden node, n in and n h represent the number of inputs and the number of hidden nodes respectively. Here, n in = 9 and n h = 5 are used. w j denotes the weight of the link between the j-th hidden node and the output. The parameters of the wavelet neural network (v ji , w j and κ j ) are required to be optimized. Similarly, the other three affective responses, y 2 , y 3 and y 4 , can be governed by the formulation represented by (1)-(4). Here 55 parameters are required to be determined in the wavelet neural network. 
Intelligent particle swarm optimization (iPSO)
Particle swarm optimization (PSO) models the social behavior of a swarm like bird flocking and fish schooling. The swarm is composed of a number of particles. Every particle traverses a search space for the best fitness value. PSO with inertia weight [18] and PSO with constriction factor [19] were reported to show improved searching ability over the standard PSO [20] . In [18] , the inertia weight ω(t) provides a balance between the global exploration and local exploitation of the swarm. When ω(t) is linearly related to iteration time t, if the value of t/T (where T is total number of iteration) is smaller, more global exploration is done; if it is larger, more fine-tuning (local exploitation) is realized. However, a linear relation between ω(t) and t may not be so appropriate because the search progress of the swarm is not a linear movement. Thus, we propose a nonlinear inertia weightω(t) to enhance the searching performance. The value ofω(t) is evaluated by a 2-input fuzzy inference system as one of its 2 outputs. (The other output is the control parameter β(t) of the CM operation that will be discussed in the later sub-section.)
The pseudo code for iPSO is given in Algorithm 4.1. A fuzzy inertia weightω(t) is first proposed to improve the searching quality. A crossmutated (CM) operation is also added to tackle the limitation of standard PSO [18, 19, 20] being easy to trap in some local minima.
Under Algorithm 4.1, X (t) denotes a swarm at the t-th iteration. Each particle
, where i = 1, 2,... , γ and j = 1, 2,... , κ; γ denotes the number of particles in the swarm and κ is the dimension of a particle. At the beginning, the swarm particles are initialized and then evaluated by a defined fitness function f (x i (t)). The current generation number t is initialized to 0. The job of iPSO is to minimize the fitness value through an iterative process.
The evolution realised by iPSO is governed by the velocity (flight speed) of the particles in the search space. The velocity v i j (t) and the position x i j (t) of the j-th element of the i-th particle at the t-th generation is given by the following formulae:
is the best position of the particle i, and
is the best particle among all the particles; r 1 and r 2 are random numbers in the range of [0,1].ω (t) is the fuzzy inertia weight factor; φ 1 and φ 2 are acceleration constants; k is the constriction factor derived from the stability analysis of (5) for assuring the system to converge but not prematurely [21] . In this paper, k is related to φ 1 and φ 2 as follows:
where φ = φ 1 + φ 2 and φ > 4. The particle velocity is limited by a maximum value v max in (5). This parameter v max determines the resolution of the searched regions between the present position and the target position. The value of this limit governs the local exploitation of the problem space. Practically, it emulates the incremental changes of human learning. If the value of v max is too large, the particles might fly past good solutions. If the value of v max is too small, the particles may not sufficiently explore beyond the local solutions. Based on our experiments, it is suggested v max can be assigned with a value of 10% to 20% of the dynamic range of each element. After updating the velocity of all particles, we get a new swarm X(t) based on (6). To ensure every particle element x 
; ρ min j and ρ max j are the minimum and maximum values of x i j (t) respectively, and j = 1, 2, ..., κ.
Algorithm 4.1: Pseudo code for iPSO(X(t))
Define the probability of CM operation p cm output (f (X(t))) while <not termination condition> (8) and (9)) Find the inertia weightω k (t) by using fuzzy inference system based on (10) − (12). Update velocity v(t) based on (5). Find the control parameter β(t) by using fuzzy inference system based on (15) − (16). Generate a random number R cm if R cm > p cm then Perform cross-mutated operation based on (13) − (14) .
g is the best particle among all particles (solution)
fuzzy inertia weight
In (5), a nonlinear inertia weightω(t) is proposed to enhance the searching performance. The value ofω(t) is evaluated by a 2-input fuzzy inference system as one of its 2 outputs. (The other output is the control parameter β(t) of the CM operation that will be discussed in the later sub-section.) The inputs of the fuzzy inference system are ||ς(t)|| and t/T . ||ς(t)|| is the normalized standard deviation of fitness values among all the particles, of which a larger value implies the particles being far apart from one another. The term ||ς(t)|| is given by:
and ∥·∥ denotes the l 2 vector norm.
The following fuzzy rules govern the fuzzy inertia weightω (t):
where N j 1 and N j 2 are fuzzy terms of rule j, ε is the number of rules,
is a singleton to be determined, with ω min and ω max being set at 0.1 and 1.1 respectively [13, 22] . The final value ofω (t) is given by:
µ N The output singletons use five terms, namely VL (Very Low), L (Low), M (Medium), H (High), and VH (Very High). The threshold values for these five terms are set at 0.1, 0.35, 0.6, 0.85, 1.1 respectively. The values are determined based on the values of ω min and ω max . For example, the output term is Very High, the threshold value is equal to ω max (=1.1). If the output term is Medium, then the threshold value is equal to (ω max + ω min )/2 (=0.6). With ||ς(t)|| and t/T as inputs, the 9 linguistic IF-THEN fuzzy rules for determiningω(t) are given as follows:
Rule 1: IF ||ς(t)|| is "L" AND t/T is "L", THENω (t) is "VH" (= 1.1) Rule 2: IF ||ς(t)|| is "M" AND t/T is "L", THENω (t) is "H" (= 0.85) Rule 3: IF ||ς(t)|| is "H" AND t/T is "L", THENω (t) is "VH" (= 1.1) Rule 4: IF ||ς(t)|| is "L" AND t/T is "M", THENω (t) is "M" (= 0.6) Rule 5: IF ||ς(t)|| is "M" AND t/T is "M", THENω (t) is "M" (= 0.6) Rule 6: IF ||ς(t)|| is "H" AND t/T is "M", THENω (t) is "H" (= 0.85) Rule 7: IF ||ς(t)|| is "L" AND t/T is "H", THENω (t) is "VL" (= 0.1) Rule 8: IF ||ς(t)|| is "M" AND t/T is "H", THENω (t) is "VL" (= 0.1) Rule 9: IF ||ς(t)|| is "H" AND t/T is "H", THENω (t) is "L" (= 0.35)
The rationale of the fuzzy rules for determiningω (t) is given as follows. The value of t/T represents the evolution stage (a small t/T represents an early stage.) The value ofω (t) is set higher when the value of t/T is smaller (in early stage) so that a larger value of the particle velocity is given for global searching. Similarly, a larger value of t/T implies a smaller value of the particle velocity for local searching and fine-tuning. Thus,ω (t) of the fuzzy rules 1, 2, and 3 (t/T is "L") has a larger value than that of the rules 4, 5, and 6 (t/T is "M"). As ||ς(t)|| is the normalized standard deviation of fitness values among all the particles, a large value of ||ς(t)|| implies that the particle locations are far away from one another. In rules 1 to 3, the searching process is in its early stage (t/T is "L"). When ||ς(t)|| is "H", the wide-spread particle locations implies a larger value ofω (t) should be used for global exploration. When ||ς(t)|| is "L" in the early stage, the value of ω (t) is also set large as the chance of the solution being trapped in a local optimum is high. In rule 2, the value of ||ς(t)|| is "M", and we set the value ofω (t) to be slightly smaller than that in rules 1 and 3 in the early stage (t/T is "L"). In rule 4 to rule 6, the searching process is in its middle stage (t/T is "M"). The rationale for suggesting the value ofω (t) is similar to that for rules 1-3. However, when ||ς(t)|| is "L", the value ofω (t) is smaller than that when ||ς(t)|| is "H". It is because the optimal solution may have been found in the middle stage when a smaller value ofω (t) is given. In rule 7 to rule 9, the searching process is in its late stage (t/T is "H"). Hence, the searching process is undergoing a fine-tuning process (local exploitation) to reach the optimal solution. As a result, when the value of ||ς(t)|| is "L", the locations of particles are close to one another and near the optimal solution and the smallest value ofω (t) is used. 
Cross-mutated operation
The proposed cross-mutated (CM) operation merges the ideas of crossover and mutation operations of the genetic algorithm [23] in order to help the particles escaping from some local optima. By injecting random components into particles, the CM operation improves the iPSO performance, particularly when it is used to tackle multimodal optimization problems with many local minima.
With the CM operation, the velocity of every particle element will have a chance to undergo CM operation governed by a probability of CM operation,
, which is defined by the user. A random number R cm between 0 and 1 will be generated for each particle element such that if it is less than or equal to p cm , the CM operation will take place on that element. The value of the p cm affects the solution quality, and its sensitivity analysis with experimental results will be discussed later.
After taking the CM operation, the resulting velocity of a particle element is given by:
is a random velocity of particle element and its value is bounded within 0.25 of the range of the particle element value; a control parameter β(t) is introduced into the CM operation, which is governed by some fuzzy rules based on human knowledge. The maximum velocity and minimum velocity are therefore 0.25 of the range of particle element value. The value of 0.25 is chosen by trial and error through experiments. If this value is too large or too small, the searching performance might be degraded. In (13), the resulting velocity of particle elementv (14) provides a means for the particle element to escape from a local optimum through a random movement governed by β(t), of which the value is generated by the following fuzzy rules:
where χ j is a singleton to be determined. The final value of β (t) is given by:
where m j (t) is given by (12) (Medium), H (High), and VH (Very High). As the control parameter of CM is in the range of 0.1 to 0.5. Thus, the threshold values for these five terms are set at 0.1, 0.2, 0.3, 0.4, 0.5 respectively. Here, 9 linguistic IF-THEN fuzzy rules for determining β(t) are used and listed as follows:
The rationale for formulating the fuzzy rules is similar to that for formulating the rules governing the fuzzy inertia weight in section 4.1. As mentioned before, rules 1-3 with t/T being "L" correspond to the early searching process, and rules 7-9 correspond to the late searching process. The values of β(t) in rules 1-3 are larger than those in rules 7-9. A more significant random velocity (higher value of β(t) in (13)) provides more global exploration in the early stage. Conversely, the effect of the random velocity should be reduced in the late stage for more fine-tuning (local exploitation).
In the early stage, when ||ς(t)|| is "L", the locations of particles are close to one another. Hence, we have to set the value of β(t) to be larger than that when ||ς(t)|| is "M" as the chance of trapping in a local optimum is high. Conversely, when the value of ||ς(t)|| is "L", a small β(t) is used to fine-tune the solutions in the late stage.
Results and discussions
To develop the wavelet neural network, 32 pieces of survey data, which represent affective responses with different design elements are used. The training patterns consist of the input vectors regarding the design elements and their corresponding expected outputs regarding the affective responses.
In order to test the learning ability of the wavelet neural network trained by the proposed iPSO, a cross-validation was used. We split the 32 pieces of survey data into 8 subsets randomly and each subsets contains 4 piece of survey data. 6 subsets are used for training and 2 subsets are used for testing. By using cross-validation, each subset is used six times as the training set and twice as the testing set. The training and testing results are then averaged over the splits.
Apart from the the proposed iPSO, other PSO methods (HPSOWM [13] , HPSOM [12] , and HGAPSO [11] ) are employed to tune the wavelet neural network. We aim to minimize the mean absolute error (MAE) of the wavelet neural network by optimizing the following objective function f obj :
where i = 1, 2, ..., 4. For all PSO methods, the swarm size is set at 50, the number of runs is 50. The acceleration constants φ 1 and φ 1 are set at 2.02 and the maximum velocity v max is equal to 0.2. The number of iteration is 1000. The values of v ji and w j are bounded between −5 and 5. The values of κ j is bounded between 0.3 and 1.5. The probability of mutation operation for HPSOWM, HPSOM and HGAPSO are set at 0.1. The probability of CM operation for iPSO is set at 0.01 in this application. The shape parameters of the wavelet mutation and the parameter g of the wavelet mutation for HPSOWM are set at 2 and 10000 respectivity. For HGAPSO, the probability of crossover operation is 0.8. The training results for the four affective responses are tabulated in Table 1 .
The result in the table shows that the average training performance of iPSO is better than those obtained by the other PSO methods. In terms of p-value, all values for four affective responses are less than 0.05 (p < 0.05) which means that the iPSO method is significantly better than the other PSO methods with a 95% confidence level. To validate the modeling performance, the average testing results are shown in the same table. In this table, we can see that the testing results obtained by iPSO for all affective responses are better than those by other PSO methods. For example, for the S-C (Simple-complex) response, the wavelet neural network obtained by iPSO gives smaller MAE (5.82 × 10 −2 ± 1.07 × 10 −2 ) than the second best wavelet neural network by HPSOM (6.57 × 10 −2 ± 1.58 × 10 −2 ). In terms of pvalue for testing, the p values with respect to iPSO for S-C and H-B are less than 0.05. Hence, the performance of iPSO is significantly better than the other PSO methods with a 95% confidence level. For H-C, the p values for testing are mostly less than 0.05, except that of HPSOM (p = 0.053). Generally, p = 0.053 can be also considered to be statistically significant. For the response U-G, the iPSO can be considered as slightly statistically significant as the p values are between 0.0667 to 0.1687. The values in this range are acceptable. iPSO is generally the best method among the tabled PSO methods for this affective product design problem. 
Conclusion
In this paper, we have proposed an intelligent particle swarm optimization (iPSO) that incorporates an adaptive inertia weight and a new cross-mutated operation to optimize the parameters of variable translation wavelet neural network. In iPSO, the control parameters of cross-mutated operation are determined by a set of fuzzy rules. By introducing the fuzzy system, the solution quality obtained by the iPSO is improved. On applying to optimize the neural network parameters for modeling affective product design of mobile phones, iPSO is found to be successful and outperforms the other PSO methods, including HPSOWM, HPSOM and HGAPSO. In this study, we have two limitations, the first limitation is that choosing the suitable parameter values for the PSO is quite difficult. Most parameter values are determined by trial and error through experiments. The second limitation is that the total iteration number needs to be determined for doing the optimization.
