Although various versions of degraded image tasks exist, the complete process of creating these tasks can be effortful, time-consuming, and costly. The aim of the present tutorial is to provide a step-by-step, user-friendly, economical guide to creating a degraded image task using freely available resources, and provide resources to create multiple experiments adaptable to address many research questions. We demonstrated the utility of this method by designing, implementing, and analyzing a facial expression-decoding task, and confirmed the validity of the task by replicating often-found sex differences in face processing. Using this tutorial will enable new investigators with limited prior experience and available funding to quickly and easily design experiments using degraded image tasks, thereby reducing the delay between idea conceptualization and data acquisition.
Introduction
Social acuity, or the ability to decode nonverbal behavior, including facial expressions, is a critical component of human communication and thus has been a topic of continued interest among scientists for more than a century (Darwin, 1872; Ghiselin, 1974) . The ability to identify facial expressions is thought to be an adaptive human universal (Brown, 1991; Ekman, 1994; Ekman & Friesen, 1971; Izard, 1994; Russell, 1994, cf) . Indeed, neuroimaging studies suggest there are distinct face emotion processing areas (Matsuda et al., 2013) , with lesions in these areas causing deficits in recognizing emotions signaled by facial expressions (Adolphs, Baron-Cohen, & Tranel, 2002; Adolphs, Tranel, Damasio, & Damasio, 1994; Eslinger & Damasio, 1985; Stone, Baron-Cohen, Calder, Keane, & Young, 2003; Wager, Phan, Liberzon, & Taylor, 2003) ; see Rossion (2014) for a general review of understanding face processing.
Given the key role of communication, cooperation, and sociality in our species (Trivers, 1971) , it makes sense that the ability to identify facial expressions has numerous implications for health and well-being (Carton, Kessler, & Pape, 1999) . Social acuity impairments are related to, for example, autism (Harms, Martin, & Wallace, 2010) , aging (Ruffman, Henry, Livingstone, & Phillips, 2008) , borderline personality disorder (Domes, Schulze, & Herpertz, 2009 ), anorexia (Oldershaw et al., 2011) , and schizophrenia (Edwards, Jackson, & Pattison, 2002) . Thus, studies of facial expression-decoding are relevant to neuropsychology, clinical psychology, developmental psychology, experimental psychology, cognitive science, behavioral neuroscience, and social psychology. Numerous experimental paradigms are available to measure social acuity, each with their strengths and weaknesses (Elfenbein, Marsh, & Ambady, 2002; Wilhelm, Hildebrandt, Manske, Schacht, & Sommer, 2014) . Humans' ability to decode facial expressions has been assessed in hundreds of studies using these various paradigms (Hess, Blairy, & Kleck, 1997; Tottenham et al., 2009) . Some simple paradigms merely require participants to view a collection of photographs of faces depicting static emotions, and to select from a list of emotion words the one that best describes the face in the photograph (e.g., Emotion Recognition Experiment; Izard, 1971) . There are several variations on this type of task, including the Facially Expressed Emotion Labeling (FEEL) task (Kessler, Bayerl, Deighton, & Traue, 2002) and other simple tasks (Pollatos, Herbert, Schandry, & Gramann, 2008) requiring participants to categorize emotions depicted in images from freely available face databases (Lundqvist, Flykt, &Öhman, 1998) .
More complicated tasks have been developed as well, including those that are composed of morphed faces. These tasks typically involve the display of neutral faces (0% emotion), followed by faces depicting increasing levels of emotion intensity, and then finally display the full intensity of the emotion (100% emotion). Some versions of morphed-faces tasks involve the display of emotions on a continuum, for example, morphing from happy to sad, rather than morphing from neutral to intense emotion. Wilhelm et al. (2014) provide a useful discussion of available tasks for measuring emotion perception and recognition from faces, including their shortcomings (e.g., psychometrics and task applicability), as well as a 16-task test battery for measuring facial expression-decoding.
Depending on a user's goal, facial expression-decoding paradigms could benefit from the use of degraded images (Dolan et al., 1997; Sadr & Sinha, 2004) . Degraded image tasks are exceedingly useful in psychology broadly, not just in the study of social acuity. For example, Snodgrass, Smith, Feenan, and Corwin (1987) developed a computerized degraded image task based on the Gollin Picture Test (Gollin, 1960) to examine perceptual learning. Macrae, Stangor, and Milne (1994) used degraded images of stereotype-relevant words to show that priming with a stereotype enhances word recognition. Similarly, Fazio, Williams, and Powell (2000) used the extent to which a category name facilitated recognition of a degraded item as a measure of associative strength in memory. James, Goodale, Menon, Humphrey, and Gati (2000) created a task in which pixels of noise were gradually removed to reveal an image in order to slow down the process of recognition during their study of brain activation. Additionally, Eberhardt, Goff, Purdie, and Davies (2004) used degraded images of guns to examine the extent to which activating the Black racial category lowered the perceptual threshold for recognizing guns.
With regard to the use of degraded images in the study of face perception, Grady et al. (1996) used a face matching task with static degraded images to study age-related changes in cerebral blood flow during visuoperceptual processing. More recently, Sadr and Sinha (2004) created a task in which objects, including faces, evolve from and then dissolve back into randomness, and discuss how to preserve important low-level properties of an image using the Random Image Structure Evolution (RISE) technique. Additionally, Rossion and Caharel (2011) used degraded images of neutral faces and cars to study how quickly stimuli are categorized as faces, and Rossion, Hanseeuw, and Dricot (2012) used these same degraded images to study face perception areas in the brain. Royer, Blais, Gosselin, Duncan, and Fiset (2015) used degraded images of neutral faces to show that stimuli involving the whole face are not required in face processing-some individuals can identify faces with degraded visual information. Finally, Wentura and Rohr (2018) used priming methods to study whether relevance, arousal, or specificity are important in differentiation of static degraded images of emotional faces.
Though many studies have used degraded face images in face perception and neuroimaging studies, to our knowledge, no studies have yet used degraded images of faces with pixelated noise that slowly come into focus in the context of facial expression-decoding. Available paradigms used to study decoding of facial expressions evince several strengths, including construct, predictive, and face validity. However, a more flexible paradigm that includes the use of degraded images could address several limitations of existing methods. First, many existing tasks are limited by the use of a single face database or a database that does not meet the needs of the experiment at hand. A researcher may want to vary the sex, race, or age of the faces used in expression-decoding tasks, vary whether the mouth is open or closed, or vary the intensity of the expression displayed (Tottenham et al., 2009 ). Furthermore, new face databases with more detail are now available, including the Multi-Racial Mega-Resolution database comprising 74 extremely high resolution images of European, African, and East Asian faces (Strohminger et al., 2015) . A flexible task would allow for ease of incorporating novel, diverse, naturalistic, high-resolution, and controlled face images from multiple datasets in future studies. A flexible task would also allow for the use of face-like images, distorted face images, or images of faces that have been combined or edited to serve the needs of the experiment at hand. A second limitation of traditional social acuity tasks that use morphed faces is that they may seem unnatural (Schultz & Pilz, 2009 ). This is because the process of creating videos from multiple frames of static pictures, showing a progression of a neutral face to a face depicting the full intensity of an emotion, can cause peculiar blending artifacts to appear. A degraded image paradigm avoids this issue by allowing participants to see faces displaying various emotion intensities come slowly into focus. Finally, and most importantly, most existing facial expression-decoding tasks are costly to access, limiting their availability to many researchers.
Given these limitations, it can be beneficial for researchers to design their own tasks. Yet, doing so comes with the costs of implementing and analyzing data from new paradigms. Therefore, the purpose of this tutorial is to demonstrate the creation of stimuli, along with detailed information on how to implement and analyze experiments using degraded image tasks following the principles outlined in previous facial expression-decoding paradigms. Consequently, our tutorial provides methodological advances over prior research. This tool has been successfully implemented to create a facial expression-decoding task with face stimuli matching the demographic of a sample of undergraduates at a large Midwestern University (i.e., predominately White). We use this as an example degraded image task below and provide access to this task on the Open Science Framework (OSF). All steps use freely available resources.
Description, Technical Specifications, and Availability
This tutorial provides and describes how to use freely available image databases, software, and statistical packages to degrade images, present stimuli, and extract data in new experiments, using Windows 7 or later. The images used in this degraded image paradigm were faces selected from the MMI Facial Expression Database (Pantic, Valstar, Rademaker, & Maat, 2005; Valstar & Pantic, 2010) , the Karolinska Directed Emotional Faces (KDEF) database (Lundqvist et al., 1998) , the Radboud Faces Database (RaFD; Langner et al., 2010) , and the Chicago Face Database (Ma, Correll, & Wittenbrink, 2015;  see Table 1 ). Ma, Correll, and Wittenbrink (2015) provide an overview of face databases as well as the strengths and weaknesses of each. The MMI Facial Expression Database (https://mmifacedb.eu/) comprises more than 2900 high-resolution still images of 75 individuals. The database is freely available and any reports on research that use the MMI Facial Expression Database are required to acknowledge the MMI Facial Expression Database in the following way: "Portions of the research in this paper uses the MMI Facial Expression Database collected by Valstar and Pantic." Researchers should send a copy of any reports to the authors of the MMI Facial Expression Database (Pantic et al., 2005) . The Karolinska Directed Emotional Faces (KDEF; http://kdef.se/index.html) comprises 4900 pictures of 70 individuals. The database is freely available and any reports on research that use the KDEF database should cite Lundqvist et al. (1998) . The Radboud Faces Database (RaFD; http://www.socsci.ru.nl/rafd) comprises pictures of 67 individuals displaying 8 emotional expressions. The database is freely available and any reports on research that use the RaFD should cite Langner et al. (2010) . The Chicago Face Database comprises pictures of 158 Black and White males and females between the ages of 17-65. The database is freely available for non-commercial use and should acknowledge Ma et al. (2015) .
Images of faces were degraded by adding pixelated noise and exported as stimulus movie files using GNU Image Manipulation (GIMP) version 2.10.8 (https://www.gimp.org), a freely available, cross-platform image editor (The Gimp Team, 2019). The version of GIMP used in conjunction with this tutorial is available on OSF. We provide an interactive video tutorial on how to degrade any image by adding pixelated noise and how to create stimulus movie files that slowly remove pixelated noise from the degraded images. This component is especially useful for researchers who would like to expand the task to include additional faces varied on sex, age, race, and expression, or adapt the program to display any number of other degraded objects or words.
The stimulus movie files can be presented using Psy-choPy3 version 3.1.5 (https://www.psychopy.org), a freely available, open-source software tool for controlling stimulus presentation and recording responses (Peirce et al., 2019) , or E-Prime 3 (https://pstnet.com/products/e-prime), which is not freely available but is widely used in psychological laboratories (Psychology Software Tools, 2016). E-Prime recommends that researchers use a millisecondaccurate stimulus control and response input system, such as Chronos (Psychology Software Tools, 2015). Using Chronos (or a similar device) ensures that stimulus and response timing is accurate to within 1-2 milliseconds (Psychology Software Tools, 2015). In the Example described below, we used E-Prime. We provide access to already programmed experimental PsychoPy and E-Prime files that present stimulus movie files and record behavioral responses.
Data were analyzed using R version 3.5.1 (https://www.r-project.org), a freely available, crossplatform software environment for statistical computing and graphics. We provide instructions for using R to extract data from both PsychoPy and E-Prime, and provide to R code for loading of data into a format useable for statistical analyses. See Figure 1 for an overview of the tutorial and Table 2 for a list of all software used in the tutorial. 
Designing New Experiments

Degrade Images by Adding Pixelated Noise
We used the principles outlined by James et al. (2000) to create a task in which pixels of noise were gradually removed to reveal an image. We created 6000mpb videos with scrambled pixels that slowly come into focus. To create these videos, we used a predefined function in GIMP. We opened images saved from face databases in GIMP (The Gimp Team, 2019). We selected "filters," then "noise," then "spread." We increased the amount of spread in horizontal and vertical boxes to match the largest dimension of the image (e.g., if the image was 438 x 435, we increased spread amount to 438). The user can find the dimensions of an image by right clicking on the image, selecting "properties," and then "details." After the filter was applied to the image, we saved the image as a new file and closed the image with the spread filter applied. We then opened the original image again. We selected "layers" in the top left tool bar, and then clicked the "duplicate layer" button (Shift+Crtl+D) 77 times. At the bottom of the tool bar, we then selected the original image and changed the "opacity" to zero. We then selected the original copy layer in the bottom of the layer toolbar and changed the opacity to zero. We increased each image above the original image by an opacity of 1.3 until we reached an opacity of 100 (i.e., Copy = opacity 1.3, Copy #1 = opacity 2.6, Copy #2 = 3.9, Copy #3 = opacity 5.2, and so on). We then selected "file," and "open as layers," and selected the image with the "spread" filter previously saved. We duplicated the "spread" image layer (Shift+Crtl+D) and then moved it below the original image layer at the bottom of the toolbar. We repeated this step until there was a spread image layer below each copy layer of the original image.
We then selected the copy of the original image layer with the opacity of 100. Then we selected "layer" and then "merge down." You will know you did this correctly if the original copy image and the spread image underneath it is labeled, "Spread.xcf Copy #. . . ." We repeated this step until all of the original image layers were merged down into the spread image layers. When you scroll through the tool bar, the top images should be clear, the middle images should be progressively blurrier, and the bottom images should be blurry. This approach introduces noise as a spatial filter across an image. The rate at which noise is removed from the pixelated image is constant across time. A video depicting this process is available on OSF.
Create Stimulus Movie Files
and compared to the expected 45 seconds.
Use PsychoPy or E-Prime to Present Stimuli for Data Collection
Once stimulus movie files are created, they can be loaded into programs for viewing and data collection. The Psy-choPy and E-Prime programs are commonly used in experimental psychology for stimulus presentation and response acquisition. An in-depth tutorial on how to use these programs is beyond this tutorial, but 36 stimulus movie files created using the instructions above, 34 of which are used in the "Example" section below, are freely available on OSF and are loaded into experimental files and ready to be used in both PsychoPy and E-Prime. If researchers wish to create their own stimuli using the guide discussed above, stimulus movie files can easily be replaced in the experimental files. Instruction documents for editing the "Example" task can be found alongside each of the PsychoPy and E-prime folders on OSF. Peirce et al. (2019) provide an overview on PsychoPy, and Richard and Charbonneau (2009) provide an overview on E-Prime.
The paradigm requires the participant to view a specified number of stimulus movie files (e.g., 34 stimulus
Extract, Convert, and Aggregate Data Using R
The commands to read-in the data saved from PsychoPy and E-prime initially are different. PsychoPy saves the data in Excel format (.csv), whereas E-prime saves the data in a log file format (.txt). As PsychoPy automatically saves data in .csv format, datasets can be loaded using base R functions. You will set your working directory, and read in the dataset. With the preloaded "Example" experiment, the first three rows in the dataset correspond to instruction screens, and can be discarded upon loading the data into R. Code to perform this operation will look like this:
setwd("C:/put/directory/here/ psychopy_experiment/data") If you are using E-prime, you will first need to install the R package 'rprime' (Mahr, 2015) . Once installed, you can then load the package, set your working directory to the folder containing the data, and then load the data into R. Code to perform this operation will look like this:
install.packages('rprime') library(rprime) #set your working directory setwd("C:/put/directory/here/ eprime_files/") #load data data <-to_data_frame(FrameList( read_eprime("eprime_data.txt", remove_clock = T)))
Both E-prime and PsychoPy record participants' response times on each trial in milliseconds. Psychophy automatically scores response accuracy on each trial. However, when using E-prime, response accuracy will need to be manually calculated. Code for comparing the response on each trial with the correct response and saving binary accuracy to a new column in the same dataframe will look like this:
A more concrete example of how to load, format, and analyze data using this task, especially in the case of loading and merging data from multiple participants, is available on OSF.
Example
Introduction
Sex differences in various social-cognitive competencies are well-documented and include an advantage of girls and women over boys and men in language fluency, decoding nonverbal cues (e.g., body posture), and sensitivity to subtle changes in facial expression, among other advantages (Buck, Savin, Miller, & Caul, 1972; J. A. Hall & Matsumoto, 2004; McClure, 2000; Rosenthal, Archer, Hall, Di-Matteo, & Rogers, 1979; van Beek & Dubas, 2008) . Sex differences in these types of tasks range from modest (d ≈ 0.25) to large (d > 1.0) depending on task difficulty (Rosenthal et al., 1979) . There are different explanations for the source of these sex differences (Geary, Winegard, & Winegard, 2014; Kret & De Gelder, 2012) , but these are not critical here. The critical finding is that women's advantage for the speed and accuracy of detecting subtle facial expressions ranges from d = 0.29 to 0.94 (J. K. Hall, Hutton, & Morgan, 2010; Hoffmann, Kessler, Eppel, Rukavina, & Traue, 2010; Sasson et al., 2010) . The direction and magnitude of these sex differences provide a benchmark for evaluating the external validity of the image degradation procedure. External validity, the generalizability of results from one sample or context to another, can be achieved with systematic replication of studies-for example, studies of sex differences in facial-expression decoding-across 
Method
Participants. We recruited 228 women (Age: M = 18.79, SD = 0.97) and 192 men (Age: M = 19.33, SD = 1.52) enrolled in introductory Psychology courses at a large Midwestern University to participate in a laboratory study of cognitive competencies, including our new facial expression-decoding task. The study was approved by an Institutional Review Board and all participants provided informed consent.
Materials. The images we selected to degrade were 34 faces (17 male; 17 female) each displaying one of seven emotions (happy, angry, surprise, fear, sad, disgust, neutral). We selected images so that our task displayed each of the seven emotions at least four times across the 34 trials, with at least two male faces and at least two female faces displaying each emotion (see Table 3 ). The faces were selected from freely available face image databases described above. We degraded all images by adding pixelated noise and created movie stimulus files using the instructions above. The degraded images that made up the stimulus movie files comprised 78 frames that range from completely obscured to completely clear with regard to pixelated noise. The delay between the 78 frames was 600 milliseconds which yielded stimulus movie files that were approximately 45 seconds long. We loaded all stimulus movie files into PsychoPy and E-Prime using the instructions on OSF.
Procedure. We used E-Prime to present stimulus movie files for data collection efforts reported here; PsychoPy could also be used. Participants completed the facial expression-decoding task as well as a mental rotation task (Peters et al., 1995, data not reported here) in a randomized order. The facial expression-decoding task requires participants to view 34 degraded, pixelated images of 17 male and 17 female faces displaying one of seven emotions (happy, angry, surprise, fear, sad, disgust, neutral) on a computer monitor connected to a keyboard for response input. In each trial, a single face, randomly selected from the set of 34 faces, slowly comes into focus over the course of approximately 45 seconds. Participants were required to halt the trial by pressing the space bar as soon as they recognize the displayed emotion. A face mask was then presented for 500 milliseconds. A screen with a list of seven emotion response options was automatically displayed after the mask. The trial ended when participants indicated which one of seven emotion options they saw by pressing the numeric key (1-7) that corresponded to the number next to the emotion listed. The next trial began immediately after a number was entered by the participant. Primary dependent variables in the task include facial-expression recognition accuracy and reaction time. Figure 2 shows an example stimulus gradually coming into focus using static frames. Table 3 depicts a breakdown of the number of male and female faces used in the task, as well as the emotion displayed by each face.
Data cleaning and analytic approach. Data were screened on a trial-level basis. Out of 14,112 trials across subjects, 629 trials were excluded from implausibly low reaction times (less than 500 ms; i.e., they responded before any pixelated noise had been removed from the degraded image), and 238 outliers were excluded (exceeding three standard deviations of the scaled reaction time data). The final sample included 13,245 trials across all subjects. No transformations were applied to the reaction time data (Schramm & Rouder, 2019) . Using the lme4 package in R (Bates, Mächler, Bolker, & Walker, 2015; R Core Team, 2018) , trial-level mixed effects models were estimated to test sex differences in both reaction times and accuracy. We also tested the interaction between participant sex and emotion displayed in the stimuli, and participant race. Models were estimated using random participant intercepts.
Results
As shown in Figure 3 , women were more accurate (70% correct) than men (65% correct) in facial-expression decoding, t(399.87) = 4.08, p < 0.001, d = 0.41. Women (2210.70 ms) also responded more quickly than did men (2296.32 ms), t(422.14) = 2.08, p = 0.04, d = 0.20. The female advantage in reaction times was largely due to faster processing of male (p = 0.02, d = 0.23) than female (p = 0.14, d = 0.15) faces. In contrast, the female advantage in accuracy was consistent across male (p < 0.001, d = 0.38) and female (p < 0.001, d = 0.34) faces.
We observed no interaction effect between participant sex and emotion displayed in the stimuli, F (2, 12855.7) = 1.21, p = 0.296, or participant race, F (2, 12985) = 0.11, p = 0.892, on response times. Likewise, there was no interaction effect between sex and participant race on accuracy, F (2, 13237) = 0.42, p = .655. There was,
The Quantitative Methods for Psychology however, a significant interaction effect between participant sex and emotion displayed in the stimuli on accuracy, F (6, 12082.7) = 7.15, p < 0.001. Table 4 lists sex differences across the seven emotions displayed by stimuli. This interaction indicated that the sex differences in accuracy were mainly driven by the disgust, fear, neutral, and sad emotions.
Conclusion
Overall, this example demonstrates the utility of this type of facial expression-decoding task using a degraded image paradigm. This task revealed moderate sex differences that are consistent in direction and magnitude to those found in previous studies (J. K. Hall et al., 2010; Hoffmann et al., 2010; Sasson et al., 2010) that in turn supports the external validity of the current assessment and procedure. The findings support the use of this novel task for studying sex differences in social acuity.
Discussion
Although there are many published versions of facial expression-decoding tasks, and degraded image tasks broadly, they are limited to use of a single face database or a database that that cannot be readily tailored to test specific experimental hypotheses. Moreover, many traditional social acuity tasks use morphed faces that may seem unnatural or can be costly to construct. To circumvent these issues, a user may opt to create a new facial expressiondecoding task or degraded image paradigm, but this can be effortful and time-consuming. The aim of the present tutorial was to provide a step-by-step, user-friendly guide to creating a degraded image task using freely available resources. We provide interactive resources to create experiments adaptable for many research questions, including an example facial expression-decoding task. The goal was to allow users to quickly and effortlessly develop, implement, and analyze future degraded image experiments and answer new research questions without the delay of time between conceptualization of a new task and evaluation of experimental data.
Limitations
Unlike many existing face emotion recognition and perception tasks, the facial expression-decoding task described here cannot be used as a diagnostic neuropsychological test because it is not standardized. Accordingly, the data from our example cannot be used as normative data. The user should also be aware that sex differences in color perception and visual acuity could bias sex differences in facial expression-decoding tasks using noisy stimuli because color plays a role in perception when shapes are degraded (Sinha, Balas, Ostrovsky, & Russell, 2006) . Specifically, of those with Northern European ancestry (like those who comprise our sample), approximately 8% of men and 0.5% percent of women have red-green color blindness (National Eye Institute, 2015). Given only a small percentage of men in our sample were potentially colorblind, and with effect sizes falling within the range of sex differences in facial expression-decoding, the inclusion of colorblind men likely did not substantially alter the signal-to-noise ratio in the data, but we caution the user to consider excluding those with red-green color blindness if color images are used in a degraded image task. We note that Grady et al. (1996) , Royer et al. (2015) , and Sadr and Sinha (2004) used black and white degraded face images whereas Rossion and Caharel (2011), Rossion et al. (2012) , and Wentura and Rohr (2018) used color face images in their degraded image research, and refer the user to this prior research when deciding whether to use color or black and white images, depending on the goal of the task. Users who degrade images other than faces may also benefit from reviewing prior research on degraded objects and words. Finally, we note that we did not screen for normal or corrected-to-normal vision, which could potentially confound in the findings reported here.
Despite these limitations, we found sex differences in speed and accuracy that are consistent with previous studies (J. K. Hall et al., 2010; Hoffmann et al., 2010; Sasson et al., 2010) , indicating that the task is externally valid and useful for assessing group differences in face processing. The tutorial provides the user with the tools to create and carry out a wide array of experiments, and the flexibility to adapt this task in new ways at no cost to the user. Additionally, new methods are available that allow researchers to construct tasks using stimuli from large data sets while providing guidance on how to select stimuli to improve validity (Hsu, Martin, Sanborn, & Griffiths, 2019) .
Conclusion
Perceptual identification tasks are applicable broadly to the study of psychiatric and neurological disorders (Johnston, Stojanov, Devir, & Schall, 2005) and to tracking developmental changes throughout childhood and adulthood (Herba & Phillips, 2004) . They are also of interest to evolutionary-minded scientists (Geary, 2015) and relevant in areas of the social and cognitive neurosciences (Seitz et al., 2008) , including how face processing is specialized (Wong, Palmeri, & Gauthier, 2009 ). We believe this detailed tutorial, including access to our current task on multiple platforms, as well as instructions for editing the task and extracting data, will be of use to a broad range of investigators. For example, we hope this tutorial will be especially useful to new investigators who otherwise might have difficulty with creating this type of task. We also anticipate this tutorial will be of interest to the broad audience of psychologists and others in search of degraded image (e.g., social acuity) tasks. Among its many applications, this task can be used to test implicit bias, stereotypes, visual processing, evolutionary theory, and cognitive vulnerabilities. We hope our tutorial will encourage and facilitate future research on many topics.
