Using Schwinger boson mean-field theory, we calculate the dynamic spin structure factor at low temperatures 0 < T J for the spin-1/2 antiferromagnetic Heisenberg kagome model, which at T = 0 hosts a gapped Z2 spin liquid phase. We find that the spin gap rapidly fills with temperature, with robust low-energy spectral weight developing by a temperature of 0.05J, well below the spin gap itself and before any appreciable rise in spinon density or change in zero-temperature mean-field parameters. At still higher temperatures, the spinon density increases rapidly leading to a breakdown of the Schwinger boson approach. Our results may help to explain the low-energy spectral weight observed in the neutron scattering experiments on kagome Herbertsmithites within a Z2 quantum spin-liquid framework.
I. INTRODUCTION
The Mermin-Wagner theorem 1 asserts that in twodimensional lattices with short-range interactions there can be no spontaneous breaking of continuous symmetries at finite temperatures T > 0, although such spontaneous symmetry breaking is allowed at T = 0. However, in certain such lattices, geometric frustration 2-11 due to the interplay of lattice geometry and antiferromagnetic coupling leads to quantum fluctuations strong enough to preserve continuous symmetries even at T = 0. A quantum spin liquid [8] [9] [10] [11] [12] (QSL) is such a phase of matter, where localized magnetic moments are highly correlated but their fluctuations are nevertheless still very pronounced even at T = 0, leading to a high degree of degeneracy in the system ground state, which can then host fractionalized excitations and topological order.
The ground state of the paradigmatic spin-1/2 antiferromagnetic Heisenberg kagome model (AFKM) is a promising candidate for a QSL, 13, 14 while experiments [15] [16] [17] [18] [19] [20] [21] [22] on the kagome-lattice compound Herbertsmithite indicate that it may indeed comprise such a QSL ground state. A big debate, both experimentally and theoretically, is the existence of a spin gap in the system. NMR measurements 23 clearly indicate a nonzero spin gap, whereas inelastic neutron scattering measurements show a continuum of fractionalized spinon excitations 24 with an absence of any sharp onset with frequency. 25, 26 It is worth noting here that Herbertsmithite is known to be more complex than the nearestneighbor AFKM primarily due to Dzyaloshinskii-Moriya interactions. [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] On the theoretical side, density matrix renormalization group (DMRG) simulations offer strong evidence for a robustly gapped Z 2 QSL, [37] [38] [39] [40] while many recent computational studies have argued for a gapless, possibly Dirac QSL state.
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The two-dimensional (2D) Z 2 QSL is known to not need to go through a transition as the temperature is increased, because the involved topological defects are piontlike objects known as visons, which are always created with finite density at nonzero temperatures. 9, 45 This means that the 2D Z 2 QSL may be smoothly connected to a trivial paramagnet, i.e. there is only a crossover at finite temperatures. Starting from the ground state with gapped spinon and vison excitations as is the case in a gapped Z 2 QSL, as the temperature is subsequently cranked up, these excitations become thermally populated. As soon as there is a density of thermally excited visons, the different topological ground-state sectors can no longer be distinguished. However, even though strictly speaking the topological order of the 2D gapped Z 2 QSL is destroyed at any finite temperature, 46, 47 remnants of the QSL phase must survive in the form of local physical observables, which cannot be immediately destroyed at T > 0 in the absence of a zero-temperature phase transition.
The dynamic spin structure factor (DSF) offers a useful way of relating theoretical results to inelastic neutron scattering measurements that can shed light on the properties of the AFKM, and has been numerically computed in this model at zero and finite temperatures using exact diagonalization methods in small systems, [48] [49] [50] and at zero temperature using Abrikosov fermion mean-field theory 34 and SBMFT. 25, 36, 51 Such finite-temperature measurements can allow for a better characterization of the ground-state properties of the AFKM in light of the aforementioned discussion of how QSL behavior at finite temperature is related to the zerotemperature physics. Recently, Ref. 52 has computed the finite-temperature DSF of the AFKM at finite temperatures using the numerical linked cluster expansion (NLCE) method, but the latter is only valid for T ≥ J/4. Previously, the finite-temperature static structure factor was computed using a high-temperature expansion.
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In this paper, we compute the finite-temperature DSF of the AFKM in the framework of Schwinger boson meanfield theory 13,54-57 (SBMFT). Low-temperature thermodynamic properties have previously been computed in arXiv:1807.07071v1 [cond-mat.str-el] 18 Jul 2018 SBMFT, such as in the case of the triangular-lattice 58, 59 and square-lattice 55, 60 Heisenberg antiferromagnets. Our work is fundamentally different though, as the latter studies investigate systems that are ordered, and hence gapless in an SBMFT sense, at zero temperature, which leads to subtleties in the SBMFT treatment since at finite temperature a gap suddenly emerges due to being in a disordered phase. On the other hand, AFKM is still gapped and in a disordered phase at T = 0, and thus we do not face such issues. The work presented here follows zero-temperature DSF calculations 51 in SBMFT of various ground states of the AFKM based on two prototypical Anätze 13,61 of the projective symmetry group 56, 62 (PSG). We are not aware of any previous such calculation at very low but nonzero temperatures.
In the framework of SBMFT, bond mean fields are used to characterize the QSL, where a given PSG Ansatz sets the properties of the mean fields. These local observables are expected to not vanish immediately at finite temperature due to the crossover from a QSL ground state to a trivial paramagnet. Thus, so long as the spinon density is low enough such that interactions can be neglected, SBMFT can provide a suitable method to qualitatively study AFKM properties at low temperatures.
Our most surprising and striking result is that the spin gap (∼ 2∆, where ∆ is the spinon gap) in the DSF fills up rapidly with temperature. Well below the spin-gap energy and even before the SBMFT parameters have changed significantly from their T = 0 values or there is any significant rise in spinon density, the lowfrequency spectral weight starts to get populated. Only at still higher temperatures (T > 0.1J) does the spinon density start rising rapidly leading to a breakdown of the SBMFT treatment. This result applies to both the different mean-field Ansätze that we consider. We also note some interesting changes in spectral weight with frequency and wave vector in the Brillouin zone. The fact that the spin gap is rapidly populated at small temperatures may lend way to explaining what is seen in the measurements of Han et al. in Ref. 24 . As we show below for one of the Ansätze, we qualitatively capture their DSF measurement at low temperature T ∼ J/100 and low frequency ω ∼ J/10. However, our DSF is not constant over frequency as theirs is, but we argue that this can be reproduced in our results by allowing for spinonvison interactions as is done in Ref. 25 . In the latter, the DSF is structureless and flattens at intermediate energies upon including the spinon-vison interactions, albeit there remains an onset around ω ∼ J/10. Our results, in which the onset completely vanishes at low temperatures, strongly indicate that such a study at finite temperature incorporating spinon-vison interactions may lead to a much more complete agreement with the measurements of Ref. 24 known to be an overestimate, without having to include any spinon-vison interactions.
The rest of the paper is organized as follows. In Sec. II, after introducing the AFKM, we provide a brief review of SBMFT, derive the mean field-decoupled AFKM Hamiltonian, and discuss the self-consistency conditions on the respective bond mean fields and local constraint. In Sec. III we derive the finite-temperature DSF. Sec. IV provides the numerical results of the finite-temperature DSF for two prominent PSG Ansätze, followed by a discussion of all the results. We conclude and provide outlook for follow-up work in Sec. V. The paper contains four Appendices supplementing the material presented in the main text with further details and results. Furthermore, we set Planck's reduced constant and Boltzmann's constant k B to unity throughout the entire paper.
II. MODEL AND METHODS
The antiferromagnetic Heisenberg Hamiltonian on the kagome lattice is given bŷ
whereŜ i is the spin operator on site i, and J > 0 is the antiferromagnetic spin coupling constant. We now express the spin operators in terms of Schwinger bosons:
where λ is a Lagrange multiplier that constrains, on average, the number of bosons to 2S per site, where S is the spin length. Note that this is necessary since the Hilbert space of the Schwinger bosons is infinite while that of the spin operators is not. The Lagrange multiplier is a way to make the mapping from spins to Schwinger bosons faithful. Mapping spins to Schwinger bosons has been extensively used in the study of antiferromagnets, 13, 54, 55, 60 and has recently also been used in Keldysh quantum field theoretical treatments of out-of-equilibrium strongly-correlated spin systems.
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A. Schwinger boson mean-field theory Let us consider the SU (2)-symmetric singlet pairing and hopping bond operatorŝ
respectively, with ε αβ the SU (2) Levi-Civita tensor, which allows us to rewrite (3) in the form
A mean-field decoupling of (6) yieldŝ
The fields Â ij and B ij are in general complex-valued parameters that shall be self-consistently computed at a given temperature T (see Sec. II C). Even though most SBMFT studies usually use only the pairing field Â ij , additionally including the hopping field B ij has been proven 65, 66 to offer a better description of the excitation spectrum in frustrated systems. Fig. 1 shows the kagome lattice, where a unit cell contains three sites, and thus six bonds. SBMFT involves setting all the auxiliary fields in (7) to static and uniform saddle-point (self-consistent) parameters. Here, we consider the two prototypical symmetric Ansätze 13,61,67 q = 0 and √ 3 × √ 3, which are characterized by
where, consulting Fig. 1 , θ = 0 (φ) on dashed (solid) bonds, with φ = 0 for the q = 0 Ansatz and φ = π for the √ 3 × √ 3 Ansatz, and the mean fields are such that A > 0 and B < 0. A, B, and λ will be calculated self-consistently for each Ansatz, and their value will depend, in addition to the Ansatz itself, on the temperature T at which our system is. Enforcing self-consistency is discussed in Sec. II C.
We now employ the Fourier transformation
where N is the number of unit cells, the site position is r i = R m + s, R m is the position of the unit cell m housing the site, s denotes the position of the site within the unit cell, and B.z. stands for the first Brillouin zone. Plugging (9) into (7), we derivê
where we have introduced the SU (2) spinor
with
where
respectively. Moreover, our notation entails denoting k j = k · e j , j ∈ {1, 2, 3}, with the real-space vectors e 1 = a(1/2, √ 3/2), e 2 = a(1/2, − √ 3/2), and e 3 = a(−1, 0), and a is the intersite spacing, which, without any loss of generality, we set to unity throughout the paper.
B. Bogoliubov transformation
We now diagonalize (10) by employing the Bogoliubov transformationΨ
and the Bogoliubov spinor
where the Bogoliubov operators satisfy the canonical
0 3 is the 3 × 3 zero matrix, and
are the Bogoliubov bosonic eigenenergies at momentum k and spin polarization α. We recall here that due to time-reversal invariance and SU (2) symmetry one has
, respectively, with s ∈ {u, v, w}. Even though M k can in principle be calculated analytically for both Ansätze q = 0 and √ 3 × √ 3, it contains very lengthy expressions. Nevertheless, it can be very efficiently and cheaply numerically computed using standard matrix-diagonalization functions in MAT-LAB or Mathematica, for example. Care has to be taken though so as to ensure that (18) is satisfied. Thus, with the Bogoliubov transformation one can rewrite (10) in the diagonal form
As such, with regards to the time-dependent Bogoliubov operators, we use the Heisenberg equation to derivê
This relation will be useful in the derivation of the DSF in Sec. III.
C. Self-consistent mean-field parameters
On a unit cell m, the necessary and sufficient conditions for self-consistency for both bond mean fields and the Lagrange multiplier are The apparent nonanalyticity at T ≈ J/5 indicates the unreliability of SBMFT at too high temperatures. In reality, one expects the bond parameters A and B to smoothly and asymptotically go to zero as is the case in a crossover.
which are then solved numerically at a given temperature T using fixed-point iteration or some other efficient method. All throughout we assume that a spinon condensate does not form, and this can always be justified so long as we do not get complex spinon eigenvalues. We note that this method is an alternative to the one based on free-energy extremization 13, 51, 61 that has traditionally been used, but it gives the same results and is more efficient based on our experience.
We present in Fig. 2 the self-consistent field values for spin length S = 0.2 and at temperatures up to T = 0.23J. We see that both bond mean fields A and B smoothly decrease in magnitude until T ≈ J/5 where they nonanalytically go to zero. This is a result of SBMFT being inadequate for the description of the paramagnetic phase at temperatures so high that nearest-neighbor correlations are destroyed. 55 Moreover, it is clear that the bond fields going to zero cannot be an indication of a continuous phase transition for two main reasons: (i) the 2D gapped Z 2 spin liquid does not undergo such a transition, but rather a crossover, to a trivial paramagnet at finite temperature; and (ii) the bond fields A and B are not local order parameters in the Landau sense. Despite this nonanalyticity being an artifact of SBMFT at too high temperatures, 54, 55, 59 it is known that at low temperatures where the mean fields are nonzero SBMFT gives qualitatively reliable results. shows the spinon gap ∆ and spinon density
where it can be seen that for the low temperatures we consider (T J/10) n spinon is small enough such that interactions can be neglected, thus rendering SBMFT results valid. However, for higher temperatures, Fig. 3 shows that the spinon density can no longer be considered small enough for interactions to be neglected, which means that SBMFT is not to be considered a faithful description of the underlying physics. More drastically, once the bond fields are completely diminished at T ≈ J/5, which is the case for a high-temperature trivial paramagnet, 54,55 the qualitative validity of SBMFT completely fails. Indeed, when A = B = 0, the Hamiltonian (10) is diagonal with only λ along the diagonal of D k . Hence, a Bogoliubov transformation is not needed, and the "spinon" density is just 2S then. Therefore, here it no longer makes sense to speak of spinons, because in this limit the excitations in SBMFT correspond to simply adding or removing a boson on a lattice site, but these excitations are unphysical and have no correspondence in the physical Hilbert space of the original spin model. There are ways of extending the theory to more reliably handle such high temperatures, 59 though for low temperatures SBMFT proper gives qualitatively sound results that are often offset by a simple fudge factor.
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As we are interested only in low-temperature DSF calculations, such extensions to SBMFT are outside the scope of our paper.
III. SPIN STRUCTURE FACTORS
We now derive the finite-temperature DSF for the AFKM in the framework of SBMFT. The DSF is the Fourier transform of the space-time spin-spin correlations, and is formally given by
Recalling that we have j p,↑ = j p,↓ due to SU (2) symmetry, and employing (23) 
we derive
where the terms in script font are defined in Appendix A, and they comprise sums of products of the momentumdependent Bogoliubov matrices of (16). The finite-temperature DSF can be understood by thinking of an inelastic neutron scattering experiment, where the incoming neutron exchanges with the system a net momentum k and a net energy ω. As in the zerotemperature case, an incoming neutron can transfer a net momentum k and a net energy ω ≥ 0 if and only if there are two spinons whose eigenenergies sum to ω at momenta that sum to k. At finite temperature, on the other hand, the spinons are thermally excited, and thus they can also transfer net energy (in such a case ω < 0) to the neutron. Moreover, the net energy exchange at finite temperature can either be sums or differences, giving rise to the first three terms in (31) , in addition to the fourth that is the only remaining term at zero temperature. Indeed, in the limit T → 0, (31) reduces to the zero-temperature DSF derived in Ref. 51 .
IV. RESULTS AND DISCUSSION
Numerically calculating (31) in the presence of Diracdelta functions is problematic due to the zero support these functions have. As such, we approximate the Dirac-delta functions in (31) by Lorentzians with width 10 −3 , and subsequently use the VEGAS 68 Monte Carlo integration routine to numerically evaluate the finitetemperature DSF, which has proven to be a viable scheme in previous works. 25, 51 In all our numerical calculations, the spin length is set to S = 0.2, and we use the self-consistent parameters shown in Fig. 2. We begin with the finite-temperature DSF results shown in Fig. 4 for the q = 0 Ansatz along the Γ-M-K-Γ high-symmetry lines at low temperatures T ≤ 0.1J. Even though at zero-temperature there is no spectral weight at all below the spin gap in the DSF, we see that even at very small temperature T = 0.01J there is already nonnegligible spectral weight filling up the spin gap continuously down to negative frequencies. This spectral weight arises from the first three terms in (31) , which completely vanish at T = 0J. Physically in an inelastic neutron scattering setup, this means that due to thermal excitations, processes exist where the incoming neutron and an excited spinon impart (absorb) energy on (from) a second spinon, which gives rise to weight in the DSF at positive (negative) frequencies that are smaller than the spin gap in magnitude. Also, this can alternatively mean that two excited spinons impart energy on the incoming neutron, which contributes weight only at negative frequencies ω ≤ −2∆ in the DSF. Even though it seems that below the spin gap the DSF is homogeneous over momentum at T = 0.01J, Fig. 5 shows that at this temperature at fixed frequency ω = 0.1J, the DSF has a rich structure with minimum at the Γ point (k x , k y ) = (0, 0) and maximum at the M point (k x , k y ) = (0, 2π/ √ 3), and with the K point (k x , k y ) = (2π/3, 2π/ √ 3) being of an Even though at T = 0J the DSF displays no spectral weight at all below the spin gap, 51 at T = 0.01J it already shows nonnegligible weight below the spin gap continuously down to negative frequencies, while already at T = 0.02J the DSF below the spin gap shows considerable weight comparable to that above the spin gap.
intermediate spectral weight. This is remarkably similar to the neutron scattering measurement of Han et al. at T ∼ J/100 and ω ∼ J/10 in Fig. 1(c) of Ref. 24 . However, unlike their result, we do not find that the DSF is constant as a function of frequency. In fact, around the spin gap, the DSF is about three orders of magnitude larger than at ω = 0.1J.
As the temperature is increased to T = 0.02J, the spectral weight around ω = 0.1J is already larger by almost a factor of three from what it is at T = 0.01J as can be seen in Figs. 4 and 5 . Interestingly, the DSF at ω = 0.1J in Fig. 5 shows a notable change at T = 0.02J compared to T = 0.01J, whereas the maximum at the M point in the latter now shows a hexagram structure of lower spectral intensity. A similar hexagram structure of yet lower intensity also appears at the Γ point.
At T = 0.05J, the spectral weight around ω = 0.1J is over two orders of magnitude larger than at T = 0.01J at the same frequency, whereby the signal in the DSF around zero frequency shown in Fig. 4 compares in weight to that around the spin gap. Interestingly, we see that at ω = 0J the weight concentrates at the Γ and M points even though the highest-intensity point over the whole DSF is at the K point at roughly ω = 0.5532J. Note that at zero temperature, there is no weight at all at the Γ point, and this is due to the fact that the ground state has a total spin of zero. At finite temperature, there are thermal excitations and the system does not have zero total spin. The DSF at ω = 0.1J for this temperature is also given in Fig. 5 , where its structure is similar to that at T = 0.02J.
As the temperature is increased to T = 0.1J, Γ becomes the highest-intensity point in the DSF, and the M point at zero frequency overtakes in intensity the K point at ω = 0.5532J. Moreover, it can be seen that the DSF seems to be splitting into three distinct separate regions, one at positive frequency, a second at negative frequency, and a third region around ω = 0J. From (31) it is easy to determine which terms contribute to each region. The first term in (31) is responsible for the DSF weight at negative frequencies, and this becomes more prominent with higher temperature, as the spinons are more thermally excited and hence it is more likely that two spinons impart their energy on the incoming neutron. The second and third terms of (31) correspond to processes where a neutron and an excited spinon impart (absorb) energy on (from) a second spinon, leading to the extended region around zero frequency in the DSF. This contribution also grows with temperature. The DSF at ω = 0.1J shown in Fig. 5 is also significantly different from that shown at lower temperatures. We remark that at this temperature, the spin density is still small enough such that interactions may be neglected and SBMFT therefore remains valid, but as the lower panel of Fig. 3 clarifies, here we are in a regime where the spinon density is increasing rapidly, and thus SBMFT cannot be fully trusted at any higher temperatures. Indeed, this three-region structure of the DSF becomes even more prominent at higher temperatures. A discussion thereof is provided in Appendix B.
Note that all the structures in Fig. 5 exhibit a sixfold rotation symmetry around the Γ point due to the symmetric nonchiral nature of the q = 0 Ansatz where time-reversal symmetry is preserved. In the case of chiral Ansätze such as cuboc1, 67 the DSF displays timereversal symmetry breaking through a reduction of the sixfold rotation symmetry around the Γ point to a threefold one, whereas the static spin structure factor (SSF) is always invariant under k → −k. 51 For the latter, see Appendix C for examples.
In addition to our results for the q = 0 Ansatz, we also calculate in Fig. 6 the DSF for the √ 3 × √ 3 Ansatz along the Γ-M-K-Γ high-symmetry lines. The same behavior manifests itself as in the case of the q = 0 Ansatz. As temperature is increased, the spin gap of the DSF is rapidly filled with spectral weight even when the temperature is much lower that the spin gap itself. We also present the DSF for the √ 3 × √ 3 Ansatz at fixed frequency ω = 0.1J in Fig. 7 , where we see that, just as in the case of the q = 0 Ansatz, the structure of the DSF is very rich even at very low T , and it changes noticeably as the temperature is increased. Also as in the case of the q = 0 Ansatz, at T = 0.1J a three-region structure emerges in the DSF seen in Fig. 6 . This facet is further discussed in Appendix B. At zero temperature, the DSF of the √ 3 × √ 3 Ansatz has its highest intensity at the M point, and yet with increasing temperature, we see that at ω = 0J the K point has more weight than the M point. This is similar to the case of the q = 0 Ansatz but with the points interchanged. We remark that even though it is relatively easy to tell both Ansätze apart from their DSF at the lower temperatures, the distinction is much less obvious at higher temperatures. Indeed, in Appendix B the DSF is basically identical for both at T = 0.19J when SBMFT implies a phase close to a trivial paramagnet, but the theory is unreliable at such high temperatures due to the significant spinon density; cf. bottom panel of Fig. 3 .
In Fig. 8, we show the DSF at T = 0.01J at high frequency for both Ansätze. Once again, the DSF exhibits six-fold rotation symmetry around the Γ point due to time-reversal symmetry. We note that we also calcu- late this DSF at higher temperatures T ≤ 0.1J but we do not present these results as they look almost identical to their T = 0.01J counterparts besides a faint smoothening effect. As a further probe of the frequency dependence in the DSF, we plot it for each Ansatz in Fig. 9 for the K and M points over the frequency range ω/J ∈ [−1, 1]. In accordance with our description above, we see that the spectral weight around zero frequency is much smaller than at the spin-gap energy for T = 0.01J, although nonnegligible given our numerical accuracy and the rich structures in Figs. 5 and 7 . However, the spin gap quickly fills up with temperature, with a significant zerofrequency peak already at T = 0.02J for the M point in both Ansätze. By T = 0.05J, the spectral weight around the zero-frequency region is almost of the same order as that at the spin-gap energy. We again see the three-region structure forming in the DSF at T = 0.1J, which we have already discussed. Also as previously mentioned, we see that even though for the q = 0 ( √ 3 × √ 3) Ansatz the K (M) point is always the highest in spectral weight over the entire DSF at very low temperature, as the temperature is raised, the zero-frequency spectral weight builds more intensely at the M (K) point. It is also worth mentioning that the frequency-dependent nature of the DSF as shown in Fig. 9 is in contrast to neutron scattering measurements 24 that show the DSF to be constant as a function of ω -apart from the peak at the Γ point, which most likely is due to dirt in the sample. Nevertheless, such ω-dependence can be vastly removed by including spinon-vison interactions that lead to a structureless DSF. 25 In fact, in Ref. 25 spinon-vison interactions do not succeed in completely removing an onset in the DSF, where one still remains at low frequency. Our results show that this onset is completely removed even at quite low temperatures. Therefore, we expect that a finite-temperature extension of Ref. 25 would bring the numerical and experimental results for the DSF to great agreement. This is beyond the scope of the current paper, however, and we leave it open for future work.
From a different point of view, our results rely on an SBMFT self-consistently determined spinon gap that is known to be an overestimate of its actual physical value. In fact, in Ref. 25 this is taken into account by setting the gap to a value smaller than its self-consistent result. In our case, this is something that we can also do in principle. For example, if we are at temperature T and decrease the gap by a factor of two, we would see the same level of spin-gap filling happening originally at 2T ; cf. (31) . This in principle would bring our results qualitatively even closer to the measurements of Ref. 24 .
Finally, we note that we have checked that our results obey the sum rule 55 (see Appendix C), and additionally verified that the finite-temperature DSF satisfies the relation of detailed balance (for an example, see Appendix D).
V. CONCLUSION AND OUTLOOK
In conclusion, we have analytically derived and numerically calculated in the framework of Schwinger boson mean-field theory the static and dynamic spin structure factor at low temperatures of the spin-1/2 antiferromagnetic Heisenberg kagome model for two prominent symmetric Ansätze, the q = 0 and the √ 3 × √ 3. Our numerical results show that the structure factors change qualitatively with increasing temperature, where the spin gap rapidly fills up with temperature. Moreover, this population of the spin gap in the DSF occurs already at temperatures more than an order of magnitude smaller than the spin gap itself, and before any significant changes in the mean-field parameters have occured, or the spinon density has nontrivially increased. This may explain in part the results of inelastic neutron scattering experiments ative frequencies, but the DSF is still clearly frequencydependent. The inclusion of spinon-vison interactions in Ref. 25 leads to a DSF that is more or less structureless and flattened at low energies, but that still exhibits an onset at low frequencies. Hence, an extension of this study to finite temperature may significantly advance the agreement between theory and experiment. We have also discussed that since the SBMFT self-consistent spinon gap is actually larger than its physical value, we can use a smaller value in our numerical simulations such that the spin gap fills up more rapidly in the DSF at a given temperature, thereby bringing our results closer to what is observed experimentally in Ref. 24 even without including spinon-vison interactions.
We have additionally discussed the shortcomings of SBMFT at high temperatures, and explained how this leads to a three-region structure in the DSF due to the system spectrum approaching a quasi-elastic profile. The spinon density can be used as a guide as to when SBMFT is reliable, because so long as the density of spinons is very small, then interactions can be effectively neglected rendering SBMFT a good description of the system. As temperature is raised, the spin density rapidly rises, and then SBMFT results are no longer accurate. It would be especially interesting to extend SBMFT in order to be able to account for high temperatures where the nearestneighbor correlations disappear. This would give us a platform to compare SBMFT results to those obtained in NLCE 52 for temperatures T ≥ J/4, which is above what SBMFT can reliably describe. Another interesting study would be the behavior of chiral Ansätze at finite temperature, where it is expected that there would be a finite-temperature phase transition from a time-reversal symmetry broken phase at low temperature to a timereversal symmetric phase at high temperature. This is the subject of an ongoing study by the current authors. The rich structure at lower temperatures is reduced to three high-intensity lines around ω = 0 and ±2λ at these high temperatures. This is due to the system approaching a scenario where all spinon bands are degenerate with eigenvalue λ. SBMFT results are not fully reliable here, as the spinon density is not small (cf. Fig. 3 ). 
This is the term that is most suppressed in (31) with inverse temperature. The term that accounts for an incoming neutron imparting energy on two spinons, which is the only term that occurs at zero temperature, reads
The terms of the DSF responsible for processes where a thermally excited spinon and the incoming neutron impart energy on a second spinon, or a thermally excited spinon imparts energy on a second spinon and the incoming neutron are
The two terms (A3) and (A4) are the ones responsible for the rapid filling of the spin gap in the DSF with temperature, while terms (A1) and (A2) contribute to the spectral weight in the DSF at ω ≤ −2∆ and at ω ≥ 2∆, respectively.
As mentioned in the main text, at high temperatures the term (A3) dominates since the Bogoliubov matrices V and X are negligile. This gives rise to the dominance of the region around ω = 0J at higher temperatures as seen in Fig. 10 in Appendix B below. Nevertheless, V and X are still finite, and this leads to two thin dimmer regions at around roughly ω = ±2λ in Fig. 10 . It is to be noted that at such high temperatures where the spinon density is no longer small (cf. Fig. 3) , SBMFT results cannot be fully trusted.
Appendix B: DSF at highter temperatures
As discussed in the main text, at higher temperatures where the spin density is no longer small enough, interactions between spinons cannot be faithfully neglected, and thus SBMFT is no longer reliable. Here we provide SBMFT results for the DSF at high temperatures that we do not expect to be reliably described by SBMFT.
In Fig. 10 , we show the DSF at T = 0.15J for each Ansatz, where now the major weight of the DSF is around ω = 0J and small momenta around k = 0, with the regions narrowing and becoming visibly distinct compared to the DSF results for T = 0.1J shown in Figs. 4 and 6. This indicates that the spectrum starts to become more quasi-elastic with increasing temperature. This becomes even clearer when the temperature is raised to T = 0.19J, where now the DSF shows three distinct thin high-intensity lines, with the weight focused disproportionately at the Γ point. This can be understood by looking at the self-consistent parameters as function of temperature in Fig. 2 . At high temperatures such as T = 0.19J, the system has all its spinon bands almost degenerate with eigenvalue λ, since A, B ≈ 0. This means that the Bogliubov matrices V, X ≈ 0 3 , and thus only U and Y are finite. One thus directly sees that this leads to all terms being negligible except for the second in (31) , which contains only elements of U and Y (cf. Appendix A). This term contributes only around ω = 0J, since the m q,↑ ≈ n k+q,↑ ≈ λ at this high temperature. The other terms, though negligible, still lead to small contributions around zero frequency and ω = ±2λ. Thus, we see that with higher temperature, the spectrum is quasielastic, meaning that spins are more or less completely noninteracting, which is the expected result in the largetemperature limit of a paramagnet.
Another interesting point is that at temperatures T ≤ 0.1J, the DSF result along the Γ-M-K-Γ high-symmetry lines looks very distinctive from one Ansatz to the other, while at T /J = 0.15 and 0.19 one cannot easily separate the Ansätze from their DSF. Thus, the SBMFT Ansatz loses its characteristic features at very high temperatures.
We do not go beyond T = 0.19J, because at higher temperatures T ≥ 0.2J, the bond mean fields A = B = 0, and this is an indication that SBMFT completely fails to describe such a high-temperature disordered phase where nearest-neighbor correlations are absent. 54, 55 
