Variance plays a key role in risk-sensitive reinforcement learning, and most risk measures can be analyzed via variance. In this paper, we consider two law-invariant risks as examples: mean-variance risk and exponential utility risk. With the aid of the state-augmentation transformation (SAT), we show that the two risks can be estimated in Markov decision processes (MDPs) with a stochastic transition-based reward and a randomized policy. To relieve the enlarged state space, a novel definition of isotopic states is proposed for state lumping, considering the special structure of the transformed transition probability. In the numerical experiment, we illustrate state lumping in the SAT, errors from a naive reward simplification, and the validity of the SAT for the two risk estimations.
I. INTRODUCTION
In reinforcement learning (RL), the standard criterion is the expectation of (discounted) total reward. However, stronger reliability guarantees are required in many problems, especially where the small probability events have serious consequences, such as self-driving cars and medical diagnosis. In these cases, a risk-sensitive criterion should be examined. In sequential decision making problems, a risksensitive criterion refers to a risk measure, or a risk function, which assigns a scalar to a reward sequence (R t : t ∈ {1, · · · , N }). In this paper, we focus on law-invariant risk measures [1] , which are functions assigning real numbers to random variables. In an infinite time-horizon Markov decision process (MDP), a law-invariant risk measure is usually on the return ∞ t=1 γ t−1 R t , where γ ∈ (0, 1) is the discount factor. Two risk measures are considered as examples: mean-variance risk and exponential utility risk.
We show that, with the return variance formula and the state-augmentation transformation (SAT), the two risks can be estimated in an MDP with a stochastic transitionbased reward and a randomized policy. The variance can be calculated in a Markov process, but with a deterministic reward function only. Besides, a number of RL methods have similar requirements [2] , [3] , [4] , [5] , [6] even in a risksensitive scenario. However, reward functions are usually stochastic in many practical problems. It has been shown that, when the objective is risk-sensitive, and the reward needs to be converted to a simple form, the SAT should be implemented instead of a reward simplification [7] . In this paper, we present the SAT in a homomorphism version, and thoroughly discuss its pros and cons. A numerical experiment Shuai shows how an SAT preserved the variance in an MDP with a randomized policy, comparing with the reward simplification. The contribution of this paper is twofold. Firstly, we extend the SAT with a state lumping theorem to relieve the enlarged state space. Secondly, we estimate the two lawinvariant risk measures with return variance. In Section II, we review different types of internal risk measures in MDPs, and provide two variance-based estimation formulas. In Section III, we give the MDP notations, restate the SAT as a homomorphism of MDP. In Section IV, we propose a novel definition of isotopic states for state lumping in transformed Markov process, illustrate the SAT in a toy MDP example, and show the error on the two risks from naive reward simplification. In Section V, we have the conclusions and discuss future research.
II. RISK MEASURES
In RL, uncertainty is studied from two perspectives. One is the external uncertainty, which refers to the parameter uncertainty or disturbance. When the model is unknown, its parameters are usually estimated first, and then a modelbased approach can be implemented to achieve the optimal policy. However, the parameter estimation depends on noisy data in practice, and the modeling errors may result in negative consequences. In control theory, this problem is known as robust control. Robust control methods consider the uncertain parameters within some compact sets, and optimize the expected return with the worst-case parameters, in order to achieve good robust performance and stability [8] .
The other risk concerns the inherent (or internal) uncertainty, which results from the stochastic nature of the process. The inherent risk can be quantified by a dynamic measure [9] or a law-invariant measure [1] . The immediate reward at epoch t is defined by R t , a dynamic measure can be denoted in general as
which is sensitive to the order of the immediate rewards. Dynamic measures are usually assumed to have a set of properties, such as Markov, monotonicity and coherence, which yields a time-consistent risk measure with a nested structure. In this paper, we focus on law-invariant risk measures. Given a discount factor γ, a law-invariant measure in an infinite horizon is a functional Ψ on the return Φ = N t=1 γ t−1 R t , where N ∈ N ∪ {+∞}. Three types of law-invariant risk have been widely studied in RL area.
Mean-variance risk: The mean-variance risk is also known in finance as the modern portfolio theory [10] , [11] , [12] .
The mean-variance analysis aims at optimal return at a given level of risk, or the optimal risk at a given level of return. In RL, several mean-variance models have been studied. The variance and the standard deviation of the return are denoted by V(Φ) and σ(Φ), respectively. One model could be
where k is a risk parameter, and when k > 0, it is a risk-averse objective. This is the first mean-variance model for exploring inventory management related problems [13] . The other model can be maximizing the expected return with a variance constraint, or minimizing the variance with an expected return constraint [14] . For a review on meanvariance risk, see [15] . Utility risk: Another type of risk measure can be utility risks. The original goal of a utility function is to represent the subjective preference [16] . One classic example can be the "St. Petersburg Paradox," which refers to a lottery with an infinite expected reward, but no one would put up an arbitrary high stake to play it, since the probability of obtaining a high enough reward is too small. Mathematically, a utility function U : R → R is a mapping from objective value space for all possible outcomes to subjective value space. A utility objective is usually in the form
where U is a strictly increasing function. The most common used utility risk in RL is the exponential utility [17] 
where β models a constant risk sensitivity that risk-averse when β < 0. This can be seen more clearly with the Taylor expansion of the utility
Quantile-based risk: The last type of risk measure used in practice refers to quantiles, which requires us to pay attention to discontinuities and intervals of quantile numbers. A commonly used quantile-based risk measure is value at risk (VaR). For VaR estimation with the SAT, see [7] . In short, we claim that most, if not all, inherent risk measures depend on the reward sequence (R t ), which can be preserved by the SAT in a risk-sensitive scenario. For law-invariant risk estimations, since VaR estimation in a Markov process with a stochastic reward has been throughly studied in [7] , in this paper, we focus on the first two risk estimations with Eq. (1) and (2), respectively. In a MDP with a randomized policy, the return variance V(Φ) is required by both of the two risk estimations. With the aid of the SAT, V(Φ) can be calculated in a Markov process with a stochastic reward, which allows risk evaluation in practical RL problems.
III. STATE-AUGMENTATION TRANSFORMATION
In this section, firstly, we present notations of MDPs with a deterministic and stochastic reward. Secondly, we restate the state-augmentation transformation (SAT) as an MDP homomorphism.
A. Markov Decision Processes
In this paper, we focus on infinite-horizon discrete-time MDPs with finite states and actions. An MDP with a deterministic reward can be represented by
in which S is a finite state space, and X t ∈ S represents the state at (decision) epoch t ∈ N; A x is the allowable action set for x ∈ S, A = x∈S A x is a finite action space, and K t ∈ A represents the action at epoch t; r is a bounded reward function, and R t denotes the immediate reward at epoch t; p(y | x, a) = P(X t+1 = y | X t = x, K t = a) denotes the homogeneous transition probability; µ is the initial state distribution; γ ∈ (0, 1) is the discount factor. Since a number of risk-sensitive RL studies require the reward function to be deterministic and state-based [7] , we only consider r : S → R in a transformed MDP (or Markov process).
Similarly, an MDP with a stochastic reward can be repre-
in which J is a finite subset of R, and is the set of possible values of the immediate rewards; d is the reward distribution,
the probability that the immediate reward at time t is j, given current state x, action a, and next state y. A policy π refers to a sequence of decision rules (π 0 , π 1 , · · · , π N ) for N ∈ N ∪ {+∞}, which describes how to choose actions sequentially. A randomized decision rule is π i : S → D(A), i.e., for a given state, it outputs a distribution on the action space. Randomized policy is often considered in constrained MDPs [18] or MDPs with a risk objective. For an MDP with an infinite time horizon, we consider a stationary policy, which can be considered as one decision rule, i.e., π : S → D(A). A Markov reward process is tantamount to an MDP with a randomized policy. A Markov process with a deterministic reward function can be represented by M † π = S, r π , p π , µ, γ . In this study, we consider an MDP with a randomized policy. The function of SAT is to transform M † to M and preserve (R t ), and this problem is concerned in four cases [7] . To illustrate how the SAT with state lumping works, we consider the Case 3 as an example, which refers to an MDP with a randomized policy.
B. Homomorphism Version of the Transformation
Here, we restate the SAT as an MDP homomorphism, which is more general from a mathematical perspective. In many practical problems, the rewards of the Markov processes are stochastic, but many methods may require the reward in a simple form. To enable the method in a risk-sensitive case, we may use the SAT to transform the Markov process and preserve the reward sequence (R t : t ∈ {1, · · · , N }). In a sense, the SAT generalizes a number of theoretical studies which are originally designed to work for MDPs or Markov processes with deterministic reward only. In this paper, the example is that the variance formula is for Markov processes with deterministic reward functions only. We restate the SAT as an MDP homomorphism. Comparing with the original SAT theorem [7] , the homomorphism version of SAT works on a more abstract level. An MDP homomorphism is a formalism that captures an intuitive notion of specific equivalence between MDPs [19] . In order to convert an MDP M with d to M † with r and preserve (R t ), we consider each "situation", which determines immediate reward, as an augmented state. We can then attach each possible reward value to an augmented state in M † . Formally, we define the SAT homomorphism as follows.
Definition 1 (SAT, a homomorphism version): The SAT for MDPs is a homomorphism h from an MDP
We call M † the homomorphic image of M under h. For any policy π in M, there exists a policy π † in M † , such that the two processes share the same (R t ). We define the mapping between the two policy spaces as a policy lift.
Definition 2 (Policy lift): Let M † be a homomorphic image of M under h. Let π be a stochastic policy in M. Then π lifted to M † is the policy π † such that π † (a | x † ) = π(a | y) for x † = (x, a, y, i) ∈ S ‡ and π † (a | x † ) = π(a | x) for x † = s null,x ∈ S n .
Given an MDP with a policy, the randomness of the induced Markov reward process can be studied in its underlying probability space.
Definition 3 (Underlying probability space): Let (Ω, F, P) be a probability space, and (E, B) a measurable space with E = S × J. An induced Markov reward process can be represented by an (E, B)-valued stochastic process on (Ω, F, P) with a family (Y t ) t∈N of random variables
is called the trajectory of the process with respect to ω. The process (Y t ) t∈N is progressively measurable with respect to the filtration (F t ) t∈N .
A homomorphism version of the SAT theorem is as follows, which claims that the probability measure on trajectories is preserved under h. Therefore, as a subsequence of sample path, the probability measure on (R t ) is preserved as well.
Theorem 1 (Probability measure preservation): Let M † be an image of M under homomorphism h. Let π † be the stochastic policy lifted from π. For the two processes M with π and M † with π † , there exists a bijection f Ω : Ω → Ω † , such that for the underlying probability space (Ω, F, P) for the first process, we have a sample path probability space (Ω † , {f Ω (b) : b ∈ F}, P † ) for the second process, such that for any t ∈ N,
The SAT theorem claims that, for an M with a stochastic transition-based reward, there exists an M † with a deterministic state-based reward, such that for any given π for M, there exists a corresponding π † for M † , such that both Markov reward processes share the same (R t ).
IV. RISK ESTIMATION VIA TRANSFORMATION
In this section, we use a toy example to illustrate the SAT with state lumping aiming at shrinking the augmented state space. Furthermore, we show the risk estimations and errors from reward simplification. Firstly, we describe the MDP with two states and a randomized policy, and propose a novel definition of isotopic class, in which all contained states can be regarded as one state in return study. Secondly, we estimate the two risks with the return variance calculation method, and show how the reward simplification change the risk estimations.
A. Isotopic State lumping in a Toy Example
Consider the process illustrated in Fig. 1 with two states and two actions, in which state 1 has two actions and state 1 has one. The process starts from state 1 at time t = 1. Let's consider the randomized policy π(1) = [0.5, 0.5]uniformly choose an action for state 1-then we have a Markov reward process illustrated in Fig. 2(a) . In order to calculate the return variance, the Markov process needs to have a deterministic reward function. One way to achieve this is to naively simplify the reward function by calculating the expectation conditioned on state. In the MDP with π, the reward simplification refers to
for x ∈ S. The induced Markov process is shown in Fig.  2(b) .
The other way to acquire a deterministic reward function is through SAT. A suitable SAT renders a deterministic reward function and preserve (R t ). However, SAT also enlarges the state space from |S| to (|S| 2 |A||J| + |S|) in general. Considering the special structure of p † π , we propose a definition of isotopic states as an alleviation of the enlarged state space.
Definition 4 (Isotopic states): In a Markov process S, r π , p π , µ, γ , if there exist two states x i , x j ∈ S such that • Condition 1: r π (x i ) = r π (x j ); and • Condition 2: p π (y | x i ) = p π (y | x j ) for y ∈ S \ {x i , x j }, then we say x i and x j are isotopic.
With the definition of isotopic states, we propose a theorem on reward preservation in state lumping as follows. Theorem 2 (Reward preservation in state lumping): If the two states x i , x j ∈ S are isotopic in a Markov process M = S, r π , p π , µ, γ , then there exists a Markov process M = S , r π , p π , µ , γ , in which S = S \ {x j }, and for x, y ∈ S \ {x i } and z ∈ S ,
, such that the two Markov process M and M share the same (R t : t ∈ {1, · · · , N }).
Proof: Denote the reward sequence for M by (R t :
, we have R 1 and R 1 share the same distribution. Since the outcome x j is replaced by x i in M , the two events X t ∈ {x i , x j } and X t = x i share the same probability conditioned on X t−1 ; and since p(y | x i ) = p(y | x j ) for y ∈ S \ {x i , x j }, the replacement does not change the probability of X t+1 = x ∈ S conditioned on X t . Then, for t = 2, · · · , N , R t and R t share the same probability conditioned on X t−1 . Therefore, the two Markov process M and M share the same (R t : t ∈ {1, · · · , N }).
The theorem above claims that, the isotopic state lumping will not change the reward sequence. Therefore, most, if not all, risk measures will be preserved by an induced Markov process with a smaller state space from the isotopic state lumping. Furthermore, we call a set of states isotopic class if any two members in the set are isotopic. It is easy to generalize the Theorem 2 to an isotopic class. Corollary 1 (Reward preservation in class lumping): In a transformed Markov process S, r π , p π , µ π , γ , if there exist two states x i , x j ∈ S which satisfies two conditions: i). r π (x i ) = r π (x j ); and ii). p(y | x i ) = p(y | x j ) for y ∈ S \ {x i , x j }, then we say x i and x j are isotopic.
The results of this section are based in part on the results of [20] , [21] , in which the lumpability in Markov processes was thoroughly studied. By comparison, the Definition 4 and the Theorem 2 are based on single states instead of partitions of state space, i.e., in Condition 2 in Definition 4, x i , x j and y are single states instead of partitions. Besides the fact that it is hard to partition a general state space with equivalent partitioned transition probabilities (Definition 8.4 in [22] ), the main reason refers to a characteristic of the transformed transition probability from the SAT. Let's consider the transformed Markov process in Fig. 3 with a state space S as an example. Since the transition distribution p π (· | x) for x = (x † , y † , j) ∈ S depends on y † only, a sufficient condition for two states being isotopic could be that, the two states share the last two components. This sufficient condition can be stated as follows.
Corollary 2 (A sufficient condition for isotopic states): In a transformed Markov process with a state space S, if there exist two states x = (x 1 , x 2 , i), y = (y 1 , y 2 , j) ∈ S, such that x 2 = y 2 and i = j, then x and y are isotopic. Now, we can clearly see in Fig. 3 that, the two states (1 − 1 − 5) and (2 − 1 − 5) are isotopic as well, which can be lumped to further simplify the analysis. In summary, for states which satisfied the two conditions in Definition 4, Fig. 2(a) . we may regard them as one state and keep (R t ) intact.
Considering that the transition probability in the transformed Markov process is only sensitive to the start and end original states, the augmented state space can be shrunk under a fair condition. The transformed Markov process is illustrated in Fig. 3 with some transitions hidden. Notice that the underlined state is generated by lumping the two situations shown in Fig. 2(a) . Though the isotopic class lumping is not specially designated for SAT, the transformed Markov process has a fair chance to relieve from the enlarged state space to some degree. In the next section, we estimate the two risks on the return with the aid of the SAT.
B. Risk Estimations and Errors from Reward Simplification
Here, we estimate the mean-variance risk and the exponential utility risk by Eq. (1) and (2), respectively. As shown in Section II, the two risks can be estimated with the return variance. For an infinite-horizon Markov reward process with a deterministic reward function, Sobel presented the formula for the return variance. See [23] for further information. Notice that the variance formula is for Markov processes with deterministic reward functions only. Though we have the SAT for Markov process with a discrete stochastic reward, how to apply the method to the ones with a continuous stochastic reward is a concern.
For each risk, we compare three estimations: empirical estimation, estimation from reward simplification, and estimation from SAT. The empirical estimation is calculated as follows. We run L = 50 groups of simulations to calculate the variance of an estimation, in each group we run M = 1000 simulations of the Markov process, and in each simulation we set the time horizon N = 1000.
Mean-variance risk estimation: The empirical estimation of mean-variance risk with a risk parameter k iŝ in which
where φ i,j is one outcome of the simulations in group i. The comparison among the empirical mean-variance risk, the estimated mean-variance risk from reward simplification, and the estimated mean-variance risk from SAT along the risk parameter k ∈ (−3, 3) is shown in Fig. 4 . For different k, the empirical mean-variance riskΨ V (β) is illustrated with an error region representing the standard deviations of the means. Since the error region is so narrow that it is hardly seen, we zoom in a piece to make it clear. Based on the observation, we can see that, the estimated mean-variance risk from SAT is close to the empirical mean-variance risk, but its counterpart from reward simplification is not. That is because the return variance is preserved by the SAT.
Exponential utility risk estimation: The empirical estimation of exponential utility risk with a risk parameter β is calculated byΨ
where φ i,j is one outcome of the simulations in group i. The comparison among the empirical exponential utility risk, the estimated exponential utility risk from reward simplification, and the estimated exponential utility risk from SAT along the risk parameter β ∈ (−0.1, 0.1) is shown in Fig. 5 . It is worth noting that, the utility value at β = 0 is set by the average of the two adjacent values, since as the denominator in the Eq. 4, β cannot be zero. Based on the observation, we can see that when β ∈ (−0.1, 0.1), the estimated risk from SAT is close to the empirical one, but its counterpart from reward simplification is not. That is again because the return variance is preserved by the SAT. It is also found that, for the case β ∈ (−3, 3) in Fig. 6 , the estimated risk from SAT goes far from the empirical one. That is because there exists a term O(β 2 ) in Eq. 2, and when β deviates too much from zero, this term brings a large error. Therefore, the estimation from SAT works only when β is close to zero, and its counterpart from reward simplification has a large error in both cases. Thus far, we have shown that, the reward simplification changes the two risk estimations. There are a number of methods for MDPs and Markov processes with rewards which are not stochastic and transition-based, such as [24] on mean-variance risk and [2] , [25] on exponential utility risk. We believe that, when people apply these methods for practical problems with stochastic and transition-based rewards, they should revisit the methods with the SAT instead of the reward simplification. This concern refers to the case when randomized policy is involved as well.
V. CONCLUSION AND FUTURE RESEARCH
In this paper, we estimate the mean-variance risk and exponential risk with the return variance in a toy example. With the aid of the SAT, the variance formula is extended for MDPs with a stochastic transition-based reward and a randomize policy. Moreover, a definition of isotopic states is proposed in order to lump states and shrink the enlarged state space. The numerical experiment illustrates the SAT with a state lumping, and validates the risk estimation methods.
One future work is to deal with the augmented state space. Though the isotopic class can be lumped into one state under conditions, the space is still very large in most cases. Another is to evaluate or estimate a generic risk measure iteratively. Currently, only a few risks can be evaluated in iterations. The third is to extend the methods for Markov processes with continuous time horizons and spaces in a risk-sensitive case.
