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STABILITY IN GAGLIARDO-NIRENBERG
INEQUALITIES
M. BONFORTE, J. DOLBEAULT, B. NAZARET, N. SIMONOV
Abstract The purpose of this paper is to establish a quantitative and construc-
tive stability result for a class of subcritical Gagliardo-Nirenberg inequalities. We
develop a new strategy, in which the flow of the fast diffusion equation is used
as a tool: a stability result in the inequality is equivalent to an improved rate of
convergence to equilibrium for the flow. In both cases, the tail behaviour plays a
key role. The regularity properties of the parabolic flow allow us to connect an
improved entropy - entropy production inequality during the initial time layer to
spectral properties of a suitable linearized problem which is relevant for the asymp-
totic time layer. Altogether, the stability in the inequalities is measured by a deficit
which controls in strong norms the distance to the manifold of optimal functions.
1 Introduction and main results
In the study of functional inequalities, the existence of an optimal function and
its characterization is a standard problem of the calculus of variations. Let us
consider the following Gagliardo-Nirenberg inequality, also known in the literature
as the Gagliardo-Nirenberg-Sobolev inequality, that can be written as
‖∇f‖θ2 ‖f‖1−θp+1 ≥ CGN ‖f‖2 p ∀ f ∈ D(Rd) , (1)
where D(Rd) denotes the set of smooth functions on Rd with compact support.
The exponent p is in the range (1,+∞) if d = 1 or 2, and p ∈
(
1, d/(d − 2)
]
if
d ≥ 3. The exponent θ = p−1
p
d
d+2−p (d−2) is determined by the scaling invariance.
According to [27],
g(x) =
(
1 + |x|2
)− 1
p−1 ∀x ∈ Rd (2)
is an optimal function of (1), and the set of all optimal functions is the manifold
of the Aubin-Talenti type functions gλ,µ,y(x) := µ g ((x− y)/λ) parametrized by
(λ, µ, y) ∈ (0,+∞)× R× Rd.
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Inequality (1) can also be written in non-scale invariant form as
δ[f ] := (p− 1)2 ‖∇f‖22 + 4
d− p (d− 2)
p+ 1
‖f‖p+1p+1 − 2KGN ‖f‖2 p γ2 p ≥ 0 (3)
where
γ =
d+ 2− p (d− 2)
d− p (d− 4) ,
and equality is again achieved by g. See Section 4.3 for the equivalence of (1)
and (3). We will call δ the deficit functional.
In this work we study the stability properties of the Gagliardo-Nirenberg in-
equality (1). The main question that we want to address here is
If δ[f ] is small, in what sense, if any, is f close to g? (Q)
In the critical case p = p∗, with p∗ := d/(d− 2) = 2∗/2, d ≥ 3, G. Bianchi and
H. Egnell proved in [4] the existence of a positive constant C such that
‖∇f‖22 − Sd ‖f‖22∗ ≥ C inf ‖∇f −∇g‖22 , (4)
where Sd is the optimal constant in Sobolev’s inequality and the infimum is taken
over the (d + 2)-dimensional manifold of the Aubin-Talenti functions gλ,µ,y. This
result was immediately recognized as a major breakthrough, with the irritating
drawback that the constant C is still unknown, because the existence of C is ob-
tained by contradiction and no constructive estimate has been obtained so far.
Our goal is to establish a quantitative and constructive analogue of the estimate
of G. Bianchi and H. Egnell in the subcritical range p ∈ (1, p∗), where we adopt
the convention that p∗ = +∞ if d = 1 or d = 2. More specifically, we aim
at proving that δ[f ] controls a distance to the function g under some suitable
assumptions, up to an explicit multiplicative constant. Here we devise an entirely
new strategy based on a nonlinear flow and its fine regularity properties. We relate
in a quantitative way an initial time layer with a properly linearized problem in
the asymptotic regime. Our method applies to the entire family of Gagliardo-
Nirenberg inequalities (1) with subcritical exponent p and it breaks in the critical
case, that is, in the case of Sobolev’s inequality. In any case, we feel that our result
sheds a new light on a quantitative stability theory in functional interpolation
inequalities.
Before stating our main result, we need to introduce the free energy or relative
entropy functional
E [f ] := 2 p
1− p
∫
Rd
(
|f |p+1 − gp+1 − 1+p
2 p
g1−p
(
|f |2 p − g2 p
))
dx ,
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which is a nonnegative functional. The free energy E is naturally associated to the
fast diffusion flow and in Section 2 the relation between δ and E will be clarified.
It is interesting to notice that if ‖f‖L2 p(Rd) = ‖g‖L2 p(Rd), then, by the Csiszár-
Kullback inequality, the entropy controls the L1 distance between |f |2 p and g2 p,
namely there exists a constant Cp > 0 such that
∥∥∥|f |2 p − g2 p∥∥∥
L1(Rd)
≤ Cp
√
E [f ] .
For details, see Appendix D.
Let us denote by W the Sobolev space of measurable functions f on Rd such
that |∇f | is in L2(Rd) and x 7→ |x|2 |f |2 p is integrable. This moment condition is
subtle and will be discussed in Section 4.5. We are now in the position of stating
our main result.
Theorem 1. Let d ≥ 1, p ∈ (1, p∗), A > 0 and G > 0. There is a positive
constant C such that
δ[f ] ≥ C E [f ]
for any f ∈ W such that
∫
Rd
|f |2 p dx =
∫
Rd
|g|2 p dx and
∫
Rd
x |f |2 p dx = 0 , (5)
sup
r>0
r
d−p (d−4)
p−1
∫
|x|>r
|f |2 p dx ≤ A and E [f ] ≤ G . (6)
A non-optimal yet constructive estimate of the constant C is given by
C = C⋆
(
1 + A
2 (p−1)
d−p (d−4) +G
)−1
for some constant C⋆ which depends only on p and d. Moreover C⋆ is positive
and finite for any p ∈ (1, p∗). Limit cases are discussed at the end of Section 4.2.
Condition (5) is intended for selecting specific functions among all Aubin-Talenti
type functions gλ,µ,y and a more general statement can be written by playing with
normalization, translation and scaling: see Theorem 15, which is our most general
and deepest result on stability for Gagliardo-Nirenberg inequalities. The statement
requires preliminary results and additional notation: for these reasons, it is stated
in Section 4. Also see important remarks on the functional spaces in Section 4.5.
The restriction (6) is more severe than (5) as it is needed for a regularity result
which is at the core of our method: see Section 3. Our proof is constructive in
the sense that the constant C⋆ can be computed: we do not give a fully explicit
expression here, as it is rather complicated and has no interest by itself, but refer
to [10] for an expression and details on all intermediate steps in the proofs.
3
It seems that (4) involves a stronger norm in the right-hand side, but one can
play the same game as in [4] and prove that any nonnegative function f ∈ W
satisfies
δ[f ] ≥ (p− 1)
2 (p+ 1) C
(p+ 1) C + 4 (p− 1)
∫
Rd
∣∣∣∇f + 1
p−1 f
p∇g1−p
∣∣∣2 dx (7)
under the assumptions of Theorem 1: see Section 4.2.
The central idea of our method is to use entropy methods and nonlinear flows,
take advantage of improved entropy – entropy production inequalities during an
initial time layer (due to the nonlinearity of the flow) and during an asymptotic
time layer (due to an improved spectral gap in an associated spectral problem).
Because of the regularization properties, we obtain an estimate of a threshold
time that connects the two regimes and allows us to obtain explicit estimates. It
is known indeed from [27] that Gagliardo-Nirenberg inequalities (1) and the fast
diffusion equation
∂u
∂t
= ∆um , u(t = 0, ·) = u0 (8)
are deeply connected through entropy - entropy production inequalities which mea-
sure the decay rate of the relative entropy along the fast diffusion flow. The set of
nonnegative functions u ∈ L1(Rd) such that
sup
r>0
r
d (m−mc)
(1−m)
∫
|x|>r
u dx ≤ A <∞ (HA)
where mc = (d − 2)/d and A is a positive parameter, is stable under the action
of the flow, see [13, Proposition 5.3] and [81, Chapter 4]. Our strategy is based
on this stability property and on the uniform convergence in relative error which
arises from the Hölder regularity of the parabolic flow (8) and a global Harnack
Principle, see Section 3.
As we borrow tools from various fields of parabolic regularity theory, calculus
of variations, and entropy methods, we cannot pretend to any exhaustivity in our
list of references. The flow associated with (8) is used as a tool for proving a
stability result. Nonlinear flows have already been exploited to identify optimality
cases in functional inequalities. Much less has been achieved so far for proving a
quantitative stability result in a fundamental inequality such as (1). We list a few
results in this direction below but claim that our method is the first one to relate
the estimates based on entropy methods and the regularity properties of the flow.
We have tried to keep notations consistent with the literature as much as possible,
but the reader is invited to pay attention to normalizations or definitions, which
may slightly differ from some earlier papers, for instance by numerical constants.
Now let us give a synthetic overview of the literature. The characterization of
optimal functions in functional inequalities is a standard problem in nonlinear anal-
ysis and in the calculus of variations: see for instance [64, 66, 67]. The issue of the
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stability of the optimal functions started with the study of solitary waves obtained
by minimization methods as in [22, 58, 87]. In recent years, the problem of find-
ing stability estimates for the various sharp inequalities in analysis and geometry,
such as the isoperimetric inequality, the Brunn–Minkowski inequality, the Sobolev
inequality, the logarithmic Sobolev inequality, etc., has been intensively studied.
See for instance [51, 52, 49, 50]. In the case of Sobolev and Gagliardo-Nirenberg
inequalities, some pioneering results were obtained in bounded domains in [16, 45],
but the breakthrough came with the result [4] of G. Bianchi and H. Egnell. In the
same spirit, several other results have been obtained. The stability of the Sobolev
inequalities in the case of an Lq norm of the gradient with q 6= 2 was proven by
A. Cianchi, N. Fusco, F. Maggi and A. Pratelli in [23] and more recently by A. Fi-
galli, R. Neumayer and Y. R.-L. Zhang in [53, 70, 54] by a different method. Also
see [48] for a related result for q = 2. For the Gagliardo-Nirenberg inequality (1),
some stability results have been obtained by A. Figalli and E. Carlen in [17],
F. Seuffert in [80] and V.H. Nguyen in [72], with non-constructive constants. Also
see [47] for an introduction to stability issues and some consequences of the known
results, and [18, 77] for stability results for inequalities other than (1). All these
results are quantitative, in the sense that a precise notion of distance is controlled
by the deficit of the inequality, but the proportionality constant is achieved by
compactness, through a contradiction argument, and no estimate on the constant
is given. In this sense, these methods are not constructive. By duality and flows,
quantitative and constructive results were obtained in [33, 40], however by con-
trolling a weaker norm than in the Bianchi-Egnell approach.
In the subcritical regime, the situation is slightly better than for the critical
case of Sobolev inequalities. Constructive results have been obtained in [7] and
can also be deduced from [6] in a very restricted neighborhood of the manifold of
the Aubin-Talenti functions (as it is measured in the uniform norm associated with
the relative error). The global result of [42] is clearly sub-optimal as the remainder
terms is of the order of the square of the entropy while one would expect a linear
term in the entropy. This result has been rephrased in [44] and relies on scaling
considerations, which are actually not so deep. Progresses have been achieved
in subcritical interpolation inequalities on the sphere in [38, 34], with a constant
which is obtained through an explicit, standard variational problem whose value is
however not known, except in the limit case of the logarithmic Sobolev inequality
or if additional symmetry assumptions are imposed.
Various proofs of the optimality of the Aubin-Talenti type function defined by (2)
are known: by direct variational methods in [27]; using the carré du champ method
first at formal level in [19, 20] and then with a complete proof in [21] (also see the
simpler presentation of [60]); by mass transport in [24]; by a continuous dimension
argument in [3, 80]. As far as the evolution problem is concerned, the global
existence of a nonnegative solution of (8) is established in [59] for any 0 < m < 1.
The role of self-similar solutions in large time asymptotics is, for instance, studied
in [55, 27]. Much more is known on (8) and we refer to [85, 86] for a global
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overview. Asymptotic rates of convergence have been studied in various papers
among which we can quote [6, 7, 41, 28, 61, 21].
Entropy - entropy production inequalities as in [27] and the concavity of the
generalized Rényi entropy powers along the fast diffusion flow as in [43, 78] are
equivalent as shown in [36]. To our knowledge, the use of the quotient associ-
ated with the entropy - entropy production inequality has not been invoked yet.
Although elementary, this is one of the key points for controlling the decay rate
of the entropy during the initial time layer (see Section 2.2). The analysis of
the decay rate of the entropy in the asymptotic time layer is more classical and
essentially known from [6]. It relies on a spectral gap property that goes back
to [79, 29, 30, 5]. The key issue of this paper is to control the threshold time be-
tween these two regimes and relies on a quantitative regularity theory. As a side
remark, let us recall that the fast diffusion equation can be formally interpreted as
the gradient flow of the entropy with respect to the Wasserstein distance, according
to [74]. Such an interpretation is possible only if the second moment is controlled,
which corresponds to the functional framework discussed in Section 4.5.
A very interesting extension of the Gagliardo-Nirenberg inequalities (1) is the
case of Caffarelli-Kohn-Nirenberg-Sobolev inequalities, with an important issue
concerning symmetry breaking studied in [37, 39], and a deep connection with a
generalization of the flow of (8): see [8, 9] and [12, 13] for regularity and asymp-
totics issues. These last two papers, and [14, 15], are at the basis of our quan-
titative estimates of Section 3 dealing with the regularity of the solutions of (8),
see also [10]. This is the crux of the paper and definitely its most technical part.
Some of the results presented there were already contained in the PhD thesis of
N. Simonov, [81, Chapters 4 and 6]. According to [13, 81], (HA) is not only suf-
ficient but also necessary to establish a result valid for all initial data, at least
by our method. Concerning the global Harnack Principle, i.e., the comparison
with Barenblatt functions on the whole Euclidean space, we shall primarily refer
to [85, Theorem 4.8] and [14, 13]. Also see [84] for an early application. For
more introductory references on Harnack’s inequalities in the framework of non-
linear diffusions, which usually refer to local results, we shall quote [26, Chapter 1]
and [32, Chapter 6]. Convergence in relative error has already been addressed
in [21, 84, 85], however without any construction of the constants. This conver-
gence has also been exploited in the framework of entropy methods in [6], but
in a much more restricted functional framework. The precise statement of the
global Harnack Principle and its application to the uniform convergence in rela-
tive error is the main topic addressed in [14] and has recently been characterized
by two of the authors in [13]. This has been exploited in [5, 6, 11, 7, 9, 8, 13]
to study sharp decay rates for fast diffusion flows, including in the more general
case of Caffarelli-Kohn-Nirenberg weights, however with no explicit and construc-
tive estimates. Building such explicit estimates is the main technical task of this
paper.
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For a number of classical or elementary statements concerning constants for
which we are not aware of published work or detailed enough expressions, we pro-
vide supplementary material in [10]. In most of the cases, these estimates follow
from classical techniques but their proofs involve lengthy and tedious computa-
tions, and are not available from the existing literature. Some simple constants
and useful identities are also collected in Appendix E. We shall speak of numerical
constants for explicit expressions depending only on d and m or p.
This paper is organized as follows. In Section 2, we prove some estimates on
entropy – entropy production inequalities and explain the role of the initial and
asymptotic time layers in our method. Section 3 is devoted to a proof of the
uniform convergence in relative error of the solution (8) to a Barenblatt profile,
based a quantitative Harnack inequality, and an explicit estimate of the threshold
time between the initial and asymptotic time layers. The proof of Theorem 1 and
some additional results are exposed in Section 4. Various interpolation inequalities
of independent interest and useful identities are collected in a series of appendices.
2 Relative entropy and fast diffusion flow
2.1 Definitions and basic results
For anym ∈ (m1, 1) withm1 := (d−1)/d, let us consider the fast diffusion equation
in self-similar variables
∂v
∂t
+∇ ·
(
v∇vm−1
)
= 2∇ · (x v) , v(t = 0, ·) = v0 (9)
with a nonnegative initial datum v0 ∈ L1(Rd). The relation between the flow in (8)
and the one in (9) are explained in Section 2.4. Equation (9) admits the Barenblatt
profile
B(x) =
(
1 + |x|2
) 1
m−1 ∀x ∈ Rd
as a stationary solution of mass
M :=
∫
Rd
B dx = π d2
Γ
(
1
1−m − d2
)
Γ
(
1
1−m
) . (10)
Further properties of B are listed in Appendix E. We shall assume that the mass
of v0 is taken equal to M. It is then well known that the mass is conserved, i.e.,∫
Rd
v(t, x) dx =M ∀ t ≥ 0 ,
as well as the center of mass∫
Rd
x v(t, x) dx =
∫
Rd
x v0(x) dx ∀ t ≥ 0 .
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The free energy (or relative entropy) and the Fisher information (or relative en-
tropy production) are defined respectively by
F [v] := 1
m− 1
∫
Rd
(
vm − Bm −mBm−1 (v − B)
)
dx
and
I[v] := m
1−m
∫
Rd
v
∣∣∣∇vm−1 −∇Bm−1∣∣∣2 dx .
Notice that (1 + |x|2) v = Bm−1 v is integrable under assumption (HA) for any
m > m1 (and m > 1/2 if d = 1). It is known from [27] that inequality (3) is
equivalent to the entropy - entropy production inequality
I[v] ≥ 4F [v] . (11)
The quotient
Q[v] := I[v]F [v]
is well defined if v 6= B and, as a consequence of (11), we have the bound
Q[v] ≥ 4 . (12)
We also learn from [7] that limε→0Q[B+ε b1] = 4 where b1 := ∂B/∂x1. In [71, 75],
it was proved that for a solution v of (9), d
dt
F [v(t, ·)] = −I[v(t, ·)] and we read
from [20, 21, 19] that d
dt
I[v(t, ·)] ≤ − 4 I[v(t, ·)], which can be rewritten as
dQ
dt
≤ Q (Q− 4) . (13)
Here, with a slight abuse of notations, Q(t) stands for Q[v(t, ·)]. Our goal in
this section is to prove that the bound (12) can be improved under additional
conditions. We distinguish an initial time layer (0, T ) and an asymptotic time layer
(T,+∞). In the first case (see Section 2.2) we exploit (13) while the improvement
for large values of t is based on spectral considerations (see Section 2.3) as in [6].
2.2 The initial time layer improvement
On the interval (0, T ), we prove a uniform positive lower bound on Q[v(t, ·)]− 4 if
we know that Q[v(T, ·)]− 4 > 0. The precise result goes as follows.
Lemma 2. Assume that v is a solution to (9) with nonnegative initial datum
v0 ∈ L1(Rd) such that F [v0] < +∞ and
∫
Rd
v0 dx = M. If for some η > 0 and
T > 0, we have Q[v(T, ·)] ≥ 4 + η, then we also have
Q[v(t, ·)] ≥ 4 + 4 η e
−4 (T−t)
4 + η − η e−4 (T−t) ∀ t ∈ [0, T ] . (14)
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Notice that the right-hand side in (14) is monotone increasing in t, so that we
also have the lower bound
Q[v(t, ·)] ≥ 4 + 4 η e
−4T
4 + η − η e−4T ∀ t ∈ [0, T ] .
Proof. The estimate (14) follows by integrating the Bernouilli differential inequal-
ity (13) on the interval [t, T ].
2.3 The asymptotic time layer improvement
Let us define the linearized free energy and the linearized Fisher information by
F[g] :=
m
2
∫
Rd
|g|2 B2−m dx and I[g] := m (1−m)
∫
Rd
|∇g|2 B dx ,
in such a way that
F[g] = lim
ε→0
ε−2F [B + εB2−m g] and I[g] = lim
ε→0
ε−2 I[B + εB2−m g] .
By the Hardy-Poincaré inequality of [6], which can also be obtained as a conse-
quence of (11), if d ≥ 1 andm ∈ (m1, 1), then for any function g ∈ L2(Rd,B2−m dx)
such that ∇g ∈ L2(Rd,B dx) and ∫
Rd
g B2−m dx = 0, we have
I[g] ≥ 4 F[g] .
According to the improved Hardy-Poincaré inequality of [7, Lemma 1] (also see [41,
Proposition 1] and [79, 29, 30] for related spectral results), if additionally we
assume that
∫
Rd
x g B2−m dx = 0, then we have
I[g] ≥ 4α F[g] . (15)
where α = 2 − d (1 − m). Our purpose is to use (15) in order to establish an
improved lower bound for Q[v(t, ·)] in the asymptotic time layer as t→ +∞. We
have the following result on a time-interval (T,+∞).
Proposition 3. Let m ∈ (m1, 1) if d ≥ 2, m ∈ (1/3, 1) if d = 1, η = 2 d (m−m1)
and χ = m/(266 + 56m). If v is a nonnegative solution to (9) of mass M, with
(1− ε)B ≤ v(t, ·) ≤ (1 + ε)B ∀ t ≥ T (Hε,T )
for some ε ∈ (0, χ η) and T > 0, and such that ∫
Rd
x v(t, x) dx = 0, then we have
Q[v(t, ·)] ≥ 4 + η ∀ t ≥ T . (16)
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Proof. We estimate the free energy F and the Fisher information I in terms of
their linearized counterparts F and I as in [6]. Notice that Assumption (Hε,T ) is
not exactly the same as in [6], which motivates a restriction on m if d = 1. Let
g := v Bm−2 − Bm−1 .
Under Assumption (Hε,T ), we learn from [6, Lemma 3] that
(1 + ε)−a F[g(t, ·)] ≤ F [v(t, ·)] ≤ (1− ε)−a F[g(t, ·)] ∀ t ≥ T , (17)
where a = 2−m, and
I[g] ≤ s1(ε) I[v] + s2(ε) F[g] (18)
from [6, Lemma 7], where
s1(ε) :=
(1 + ε)2 a
1− ε and s2(ε) :=
2 d
m
(1−m)2
(
(1 + ε)2a
(1− ε)2 a − 1
)
.
The estimate (17) follows from a simple Taylor expansion while (18) is a con-
sequence of some slightly more complicated but still elementary computations.
Collecting (15), (17) and (18), elementary computations show that (16) holds if
ε ∈ (0, χ η). Details can be found in [10, Section 2].
2.4 Entropy, flow, self-similarity and inequalities
Let us conclude this section by collecting some miscellaneous properties which will
be useful in the sequel.
A very standard consequence of (11) is that a solution of (9) with nonnegative
initial datum v0 ∈ L1(Rd) such that F [v0] < +∞ satisfies the estimate
F [v(t, ·)] ≤ F [v0] e−4 t ∀ t ≥ 0 .
Under the assumptions of Lemma 2 and Proposition 3, we have
F [v(t, ·)] ≤ F [v0] e− (4+ζ) t ∀ t ∈ [0, T ] , with ζ = 4 η e
−4T
4 + η − η e−4T
and
F [v(t, ·)] ≤ F [v(T, ·)] e− (4+η) (t−T ) ∀ t ∈ [T,+∞) .
Solutions of (8) are transformed into solutions of (9) with same initial data
u0 = v0 by the self-similar change of variables
u(t, x) =
µd
R(t)d
v
(
1
2
logR(t),
µ x
R(t)
)
(19)
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where µ and R are given respectively
µ :=
(
1−m
2m
) 1
α (20)
and
R(t) = (1 + α t)1/α , α = d (m−mc) , mc = (d− 2)/d . (21)
Reciprocally, the function
B(t, x) =
µd
R(t)d
B
(
µ x
R(t)
)
(22)
is a self-similar solution of (8) which describes the so-called intermediate asymp-
totics of the solution u of (8), that is, the large time behaviour of u under the
condition that
∫
Rd
u0 dx = M. If we relax this condition, any nonnegative solu-
tion u of (8) such that
∫
Rd
u0 dx = M is attracted by the Barenblatt self-similar
solution of (8) of mass M defined by
B
(
t , x ; M
)
:=
(
M
M
) 2
α µ
d
R(t)d
B
((
M
M
) 1−m
α µ x
R(t)
)
. (23)
The above profile B(t, x;M) translated in time by a parameter τ is still a solution
to (8). The choice τ = − 1
α
is a remarkable one since
B
(
t− 1
α
, x ; M
)
⇀M δx=0 as t→ 0+ ,
in the sense of distributions. Such a profile can be written as
B
(
t− 1
α
, x ; M
)
=
(
M
M
) 2
α b
d
t
d
α
B
((
M
M
) 1−m
α b
t
1
α
x
)
with b =
(
1−m
2mα
) 1
α . (24)
The entropy - entropy production inequality (11) is equivalent to (1). With
p =
1
2m− 1 , v = |f |
2 p , γ =
d+ 2− p (d− 2)
d− p (d− 4) and ‖f‖
2 p
2 p =M , (25)
we have indeed the identity
I[v]− 4F [v] = p+1
p−1
(
(p− 1)2 ‖∇f‖22 + 4 d−p (d−2)p+1 ‖f‖p+1p+1 − 2KGN ‖f‖2 p γ2 p
)
(26)
where both sides vanish if ‖f‖2p2p =M and
∫
Rd
v dx =M and f = g, with g given
by (2). Notice that the restriction m > 1/2 in dimension d = 1 guarantees that p
is well defined and positive. In higher dimensions, we always have m1 ≥ 1/2. The
constant KGN is related to CGN by identity (97), see further details in Section 4.3.
Notice that the range p ∈ (1, p∗) corresponds to m ∈ (m1, 1). We look for an
improvement of (1), that we shall actually prove on I[u]− 4F [u] using the initial
and the asymptotic time layers as in Sections 2.2 and 2.3. The difficulty is of
course to prove that (Hε,T ) is satisfied for some threshold time T > 0, which is the
purpose of the next section.
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3 Uniform convergence in relative error
3.1 Statement and strategy of the proof
The main result of the section is the following estimate on the uniform convergence
in relative error.
Theorem 4. Assume that m ∈ (m1, 1) if d ≥ 2, m ∈ (1/3, 1) if d = 1 and let
ε ∈ (0, 1/2), small enough, A > 0, and G > 0 be given. There exists an explicit
time t⋆ ≥ 0 such that, if u is a solution of (8) with nonnegative initial datum
u0 ∈ L1(Rd) satisfying (HA),
∫
Rd
u0 dx =
∫
Rd
B dx and F [u0] ≤ G, then
sup
x∈Rd
∣∣∣∣∣ u(t, x)B(t, x) − 1
∣∣∣∣∣ ≤ ε ∀ t ≥ t⋆ .
The main point of this result is that t⋆ is uniform with respect to the initial
datum u0 and depends only on d, m, ε, A > 0, and G. The restriction m > 1/3
when d = 1 is needed to ensure that x 7→ |x|2 u(t, x) is integrable for t ≥ 0 a.e.
The range needed for the proof of Theorem 1 is anyway limited to (1/2, 1) because
the exponent p given by (25) is taken positive. The parameter ε is allowed to take
any value in an interval (0, εm,d) for some εm,d ∈ (0, 1/2) which will be explicitly
given later.
The proof relies first on local estimates, from above and from below, for which we
provide explicit constants in Section 3.2. In Section 3.3, we state a global Harnack
Principle which allows us to compare the solution u with Barenblatt functions,
however with different masses. The novelty is that we make the dependence on u0
explicit. To prove the uniform convergence in relative error, we have to compare u
with the Barenblatt function B with same mass as u. This is done in Section 3.4
outside of a large ball in x, or for large values of t and up to a multiplicative
constant. Explicit Hölder continuity estimates are then needed to obtain uniform
estimates in relative error in a ball in x: see Section 3.5. Collecting all estimates
in Section 3.6, we prove Theorem 4 and establish an explicit estimate of t⋆, which
is stated in Proposition 12.
3.2 Local estimates
Here we state local upper and lower bounds and provide explicit constants. Addi-
tional details can be found in [10]. Let us start by an L1-L∞ estimate.
Lemma 5. Under the assumptions of Theorem 4, there exists a numerical positive
constant κ such that any solution u of (8), with nonnegative initial datum u0 ∈
L1(Rd), satisfies for all (t, R) ∈ (0,+∞)2 the estimate
sup
y∈BR/2(x)
u(t, y) ≤ κ

 1
td/α
(∫
BR(x)
u0(y) dy
)2/α
+
(
t
R2
) 1
1−m

 . (27)
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Lemma 5 is is well known, cf. [31, 32, 26, 15], except for the value of the numerical
constant κ. A constructive proof, however with no detailed expression of κ, can
be found in [12, 15]. The novelty is that (27) holds with
κ = kK 2 qβ (28)
where K is the constant in the interpolation inequality
‖f‖2Lpm(B) ≤ K
(
‖∇f‖2L2(B) + ‖f‖2L2(B)
)
(29)
on the unit ball B ⊂ Rd. Here k = k(m, d, β, q) is a numerical constant given by
kβ =
(
4β
β+2
)β (
4
β+2
)2
π 8 (q+1) e
8
∑
∞
j=0
log(j+1) ( qq+1)
j
2
2m
1−m (1 + aωd)
2
b
where
ωd := |Sd−1| = 2πd/2Γ(d/2) ,
a = 3 (16 (d+1) (3+m))
1
1−m
(2−m) (1−m)
m
1−m
+ 2
d−m (d+1)
1−m
3d d
and b = 38
2 (q+1)(
1−(2/3)
β
4 (q+1)
)4 (q+1) .
The parameters β and q depend on the dimension d and are given in Table 1 where
we recall that α = d (m − mc). The value of K is deduced from Lemma 17 (in
Appendix B) for d ≥ 3 and otherwise from the results of Appendix C. It is, to our
knowledge, new. The details of the computation of κ can be found in [10].
pm K q β
d ≥ 3 2 d
d−2
2
π
Γ(d
2
+ 1)2/d d
2
α
d = 2 4 2√
π
2 2 (α− 1)
d = 1 4
m
21+
m
2 max
(
2 (2−m)
mπ2
, 1
4
)
2
2−m
2m
2−m
Table 1: Table of the parameters and the constant in inequality(29) in dimensions
d = 1, d = 2 and d ≥ 3. The latter case corresponds to the critical Sobolev
exponent while the inequality for d ≤ 2 is subcritical.
The second estimate is a lower bound in which, again, the novelty is the explicit
form of the numerical constants.
Lemma 6. Under the assumptions of Theorem 4, there exists two positive numer-
ical constants κ⋆ and κ such that any solution u of (8), with nonnegative initial
datum u0 ∈ L1(Rd), satisfies for all R > 0 the estimate
inf
|x−x0|≤R
u(t, x) ≥ κ
(
R−2 t
) 1
1−m ∀ t ∈ [0, 2 t] with t := κ⋆
2
‖u0‖1−mL1(BR(x0))Rα . (30)
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With κ as in Lemma 5, the precise form of the constants is
κ⋆ = 2
3α+2 dα and κ = αωd
(
(1−m)4
238 d 4 π16 (1−m)α κα2 (1−m)
) 2
(1−m)2 α d
. (31)
We refer to [14, 85, 12] for a constructive proof of Lemma 6. The details of the
computation of κ⋆ and κ can be found in [10].
3.3 Global Harnack Principle
We prove that the solution of (8) is bounded from above (Proposition 7) and from
below (Proposition 8) by two Barenblatt functions as defined in (23). Compared
to the existing literature [14, 12, 85], we provide a simpler proof and explicit
constants.
Proposition 7. Under the assumptions of Theorem 4, there exist positive con-
stants t and M such that any solution u satisfies
u(t, x) ≤ B
(
t+ t− 1
α
, x ; M
)
∀ (t, x) ∈ [ t,+∞)× Rd . (32)
The expressions of t and M are given in (36) and in (37) respectively. Here M is
a numerical constant. The reader may notice that the factor 1/α causes no harm
in the definition of the Barenblatt profile, see (24).
Proof of Proposition 7. The proof is divided in several steps, and follows the stan-
dard strategy, but here we keep track of all the constants.
Step 1. A priori estimates on the solution. By taking R→∞ in (27), we deduce
that
u(t, x) ≤ κM 2α t− dα ∀ (t, x) ∈ (0,+∞)× Rd , (33)
where κ is as in Lemma 5. Let us choose
t0 := A
1−m , (34)
x0 6= 0 and R = |x0|/4, so that BR(x0) ⊂ BcR(0). Using (HA) and (34), we deduce
from (27) that
u(t0, x0) ≤ κ

4 21−m
t
d
α
0
A
2
α
|x0|
2
1−m
+ 2
4
1−m
(
t0
|x0|2
) 1
1−m

 ≤ 21+ 41−m t
1
1−m
0
|x0|
2
1−m
κ . (35)
Step 2. Proof of (32) at time t0. Let us define
c := max
{
1, 25−m κ1−m bα
}
, t := c t0 , (36)
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and
M := 2
α
2 (1−m) κ
α
2 (1 + c)
d
2 b
− d α
2 M2 , (37)
where b is as in (24). Let us also define the auxiliary function
λ(t) :=
(
M
M
) 1−m
α
b t−
1
α (1 + c)−
1
α so that λ(t0) =
(
M
M
) 1−m
α
b (t0 + t)
− 1
α .
If λ(t0) |x| ≤ 1, we deduce from (33), (37) and (24) that
u(t0, x) ≤ κM 2α t−
d
α
0 =
(
M
M
) 2
α b
d
2
1
1−m
t
− d
α
0 (1 + c)
− d
α ≤ B
(
t0 + t− 1α , x ; M
)
.
If λ(t0) |x| ≥ 1, we deduce from (35), (36) and (24) that
u(t0, x) ≤ 21+
4
1−m
t
1
1−m
0
|x0|
2
1−m
κ ≤
(
1 + c
2 bα
) 1
1−m t
1
1−m
0
|x0|
2
1−m
≤ B
(
t0 + t− 1α , x ; M
)
.
Step 3. Comparison. Once we have obtained (32) at time t = t0, by comparison
it also holds for any t ≥ t0. In particular (32) holds for any t ≥ t ≥ t0, which
completes the proof.
We are now in the position to prove a global lower bound.
Proposition 8. Under the assumptions of Theorem 4, there exist positive con-
stants t and M such that any solution u satisfies
u(t, x) ≥ B
(
t− t− 1
α
, x ; M
)
∀ (t, x) ∈ [2 t,+∞)× Rd . (38)
Compared to [14, 85, 12], the novelty here is that, again, we provide constructive
estimates of the constants. The value of the constant M is given below by (47): it
is a numerical constant, which is independent of u. An upper bound on t is given
by (43). This bound depends only on A and various numerical constants. As an
intermediate quantity, we define R⋆ > 0 such that
∫
|x|≤R⋆
u0 dx =
1
2
M . (39)
Proof. Our task is essentially to keep track of the constants and we claim no
originality in the strategy of the proof.
Step 1. Let R⋆ > 0 be as in (39). We read from (HA) that
Rα⋆ ≤
(
2A
M
)1−m
. (40)
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From Lemma 6 we have that
inf
|x|≤R⋆
u(t, x) ≥ κ
(
R−2⋆ t
) 1
1−m ∀ t ∈ [0, 2 t] (41)
for κ and κ⋆ given in (31) and t given by
t =
1
2
κ⋆
(M
2
)1−m
Rα⋆ . (42)
After taking into account (40), we obtain
t ≤ 1
2
κ⋆
(M
2
)1−m (2A
M
)1−m
=
κ⋆
2
A1−m. (43)
Step 2. If |x| ≤ R⋆, we deduce from (24), (40) and (41) that
u(2 t, x) ≥ κ
(
2 t
R2⋆
) 1
1−m
≥ B
(
t− 1
α
, 0 ; M
)
=
(
M
M
) 2
α
b
d t−
d
α ≥ B
(
t− 1
α
, x ; M
)
for any t > 0 and M > 0 such that
M
2
α t−
d
α ≤ κ
bd
(
2 t
R2⋆
) 1
1−m
M 2α . (44)
Let us notice that (44) at t = t with t given by (42) amounts to
M ≤ κ
1
1−m
⋆
2
d
2
(
κ
bd
)α
2 M2 . (45)
This condition is independent of R⋆.
Step 3. If |x| = R⋆, we enforce the condition that
u(t+ t, x) ≥ κ
(
t+ t
R2⋆
) 1
1−m
≥ B
(
t− 1
α
, x ; M
)
for any t ∈ [0, t] by requesting that
κ
(
t
R2⋆
) 1
1−m
≥ MM R
−d
⋆ sup
λ>0
λd
(
1 + λ2
) 1
m−1 ≥ MM
λ(t)d
Rd⋆
(
1 + λ(t)2
) 1
m−1
where the left-hand side is the estimate of u(t, x) deduced from (41), while the
right-hand side is the value of B(t− 1
α
, x;M) for |x| = R⋆ and
λ(t) :=
(
M
M
) 1−m
α
b t−
1
α R⋆ .
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After taking into account (42), we obtain the condition
M ≤ κκ
1
1−m
⋆
(d (1−m))d/2 α α2 (1−m) M
2 , (46)
which is also independent of R⋆.
Step 4. We adapt [59, Lemma 3.4] as follows. We choose
M := min
{
2− d/2
(
κ
bd
)α/2
,
κ
(d (1−m))d/2 α α2 (1−m)
}
κ
1
1−m
⋆ M2 (47)
so that (45) and (46) are simultaneously true. Notice thatM is independent of R⋆.
The function u(t, x) := B(t− t− 1
α
, x;M) is such that
u(2 t, x) ≤ u(2 t, x) if |x| ≤ R⋆ (48)
by Step 2,
u(t, x) ≤ u(t, x) if (t, x) ∈ (t, 2 t)× Rd , |x| = R⋆
by Step 3, and, in the sense of distributions,
u(t, ·)⇀M δx=0 as t→ t+ .
As a consequence, we also have that
lim
t→t+
u(t, ·) ≤ u (t , x) for any x ∈ Rd such that |x| ≥ R⋆ .
The functions u and u solve (8). By arguing as in [59, Lemma 3.4], we find that
u(t, x) ≤ u(t, x) ∀ (t, x) ∈ [t, 2 t]×Rd such that |x| ≥ R⋆ .
This inequality holds in particular for t = 2 t, which can be combined with (48) to
prove that
u(2 t, x) ≤ u(2 t, x) ∀x ∈ Rd .
Notice that [59, Lemma 3.4] holds only for smooth functions, so that an approxi-
mation scheme is needed, which is standard and will be omitted here.
Step 5. By standard comparison methods, if (38) is true at t = 2 t, it is also true
at any t ≥ 2 t. This completes the proof of (38).
So far, the upper and lower estimates of Propositions 7 and 8 correspond to
Barenblatt functions which do not have the same massM as u. The next two sub-
sections are devoted to the comparison of the solution u of (8) with the Barenblatt
function B of mass M.
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3.4 The outer estimates
As a byproduct of Proposition 8, by integrating over Rd, we deduce from (38) that
M /M < 1, which proves that
ε := 1− (M /M) 2α > 0 .
With this definition, notice that ε is a numerical constant. Let us compare the
solution u of (8) with the Barenblatt function B with same mass as u outside of a
large ball in x, or for large values of t but up to a multiplicative factor. With the
notation of (22) and (23), we recall that B(t, x) = B(t , x ; M).
Corollary 9. Under the assumptions of Theorem 4 and for any ε ∈ (0, ε), there
are some T (ε) and ρ(ε) for which any solution u of (8) satisfies
u(t, x) ≥ (1− ε)B(t , x ) if |x| ≥ R(t) ρ(ε) and t ≥ T (ε) . (49)
Furthermore, there exists C > 0 such that, for all x ∈ Rd,
u(t, x) ≥ C B
(
t− 1
α
, x
)
if t ≥ T (ε) . (50)
The constants T (ε), ρ(ε) and C have an explicit expression which will be given
below in (51), (52) and (53) respectively.
Proof. The Barenblatt solution of mass M as defined in (23) can be rewritten as
B(t , x ; M) = λ(t)d
(
(M/M)2 1−mα + λ(t)2 |x|2
) 1
m−1
where λ(t) := µR(t)−1, µ is a constant given by (20), and R(t) = (1 + α t)1/α, so
that
B
(
t− t− 1
α
, x ; M
)
B(t , x )
=
λ
(
t− t− 1
α
)d
λ(t)d

 1 + λ(t)2 |x|2
(1− ε)m−1 + λ
(
t− t− 1
α
)2 |x|2


1
1−m
.
With
η(t) :=
(
t+ 1
α
t− t
) 1
α
and s(t, x) := λ(t)2 |x|2 ,
Inequality (49) amounts to
ηd
(
1 + s
(1− ε)m−1 + η2 s
) 1
1−m
≥ 1− ε .
It is sufficient to have
η(t)α (1− ε)1−m < 1 and s(t, x) =
(
µ |x|
R(t)
)2
≥
η(t)−d (1−m)
(
1−ε
1−ε
)1−m − 1
1− η(t)α (1− ε)1−m .
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Using (43), the first condition is satisfied if t ≥ T (ε) with
τ(ε) :=
2 t+ 1
α
(
1 + (1− ε)1−m
)
1− (1− ε)1−m ≤
κ⋆ (2A)
1−m + 2
α
1− (1− ε)1−m =: T (ε) . (51)
Notice that T (ε) = O(1/ε) as ε→ 0 and also that Condition (51) guarantees that
T (ε) ≥ 2 t.
Next, using
1 ≤ η(t) ≤ η
(
T (ε)
)
≤ 2
1
α(
1 + (1− ε)1−m
) 1
α
= η
(
τ(ε)
)
for any t ≥ T (ε), the second condition follows from s(t, x) ≥ µ2 ρ2(ε) with
ρ(ε) :=
1
µ

(1 + (1 + ε)1−m)
(
1−ε
1−ε
)1−m − 1
1− (1− ε)1−m


1/2
. (52)
It follows from a Taylor expansion that ρ(ε) = O(1/
√
ε) as ε→ 0.
With the above notation, we remark that
B
(
t− t− 1
α
, x ; M
)
B
(
t− 1
α
, x
) = γ(t)d
(
1 + σ
(1− ε)m−1 + γ2 σ
) 1
1−m
where
γ(t) =
(
t
t− t
) 1
α
and σ = λ
(
t− 1
α
)2 |x|2 .
Since γ > 1, inequality (50) amounts to find
inf
σ≥0
(
1 + σ
(1− ε)m−1 + γ2 σ
) 1
1−m
.
A straightforward computation shows that such an infimum is achieved either at 0
or at infinity. Since for any t ≥ T (ε) ≥ 2 t we have that γ(t) ≤ γ(2 t) = 2 1α , we
obtain
inf
σ≥0
(
1 + σ
(1− ε)m−1 + γ2 σ
) 1
1−m
≥ min
{
(1− ε) , γ− 21−m
}
≥ 1− ε
2
2
(1−m) α
=: C , (53)
where we have used that ε < 1 and 2
2
(1−m)α > 1. The proof is completed.
Next we prove lower bounds. As a byproduct of Proposition 7, by integrating
over Rd, we deduce from (32) that M /M > 1, which proves that
ε :=
(
M/M
) 2
α − 1 > 0 .
With this definition, notice that ε is a numerical constant.
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Corollary 10. Under the assumptions of Theorem 4 and for any ε ∈ (0, ε), there
are some T (ε) and ρ(ε) for which any solution u of (8) satisfies
u(t, x) ≤ (1 + ε)B(t , x ) if |x| ≥ R(t) ρ(ε) and t ≥ T (ε) . (54)
Furthermore, there exists C > 0 such that, for all x ∈ Rd,
u(t, x) ≤ C B
(
t− 1
α
, x
)
if t ≥ T (ε) .
The constants T (ε), ρ(ε) and C have an explicit expression given below in (56), (57)
and (58) respectively.
Proof. The beginning of the proof is the same as for Corollary 9. With the same
notation except for η which is now defined by
η(t) :=
(
1
α
+ t
t+ t
) 1
α
,
where t is as in (36), Inequality (54) amounts to
ηd
(
1 + s
(1 + ε)m−1 + η2 s
) 1
1−m
≤ 1 + ε .
To prove the above inequality it is sufficient to have
η(t)α (1+ε)1−m > 1 and s(t, x) =
(
µ |x|
R(t)
)2
≥
1− η(t)−d (1−m)
(
1+ε
1+ε
)1−m
η(t)α (1 + ε)1−m − 1 . (55)
Let us define
T (ε) :=
2 t
(1 + ε)1−m − 1 (56)
where t is as in (36) and T (ε) = O(1/ε) as ε→ 0 follows from a Taylor expansion.
If t < 1/α then the first condition in (55) is always satisfied, while in the case
t ≥ 1/α, we need to ask that t ≥ T (ε). In both cases we have that
η(t) ≥
(
2
(1 + ε)1−m + 1
) 1
α
for any t ≥ T (ε). As a consequence, a sufficient condition the second inequality
in (55) is s(t, x) ≥ µ2 ρ2(ε) with
ρ(ε) :=
1
µ
(
(1 + ε)1−m + 1
(1 + ε)1−m − 1
) 1
2
. (57)
It follows from a second order Taylor expansion that ρ(ε) = O(1/
√
ε) as ε→ 0.
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As in Corollary 9, we remark that
B
(
t+ t− 1
α
, x ; M
)
B
(
t− 1
α
, x
) = γ(t)d
(
1 + σ
(1 + ε)m−1 + γ2 σ
) 1
1−m
where
γ(t) =
(
t
t+ t
) 1
α
and σ = λ
(
t− 1
α
)2 |x|2 .
Since γ(t) ≤ 1, inequality (50) amounts to find
sup
σ≥0
(
1 + σ
(1 + ε)m−1 + γ2 σ
) 1
1−m
.
A straightforward computation shows that such infimum is achieved either at 0 or
at infinity. Since γ(t) ≥ (2/3)1/α for any t ≥ T (ε) ≥ 2 t, we can argue that
sup
σ≥0
(
1 + σ
(1 + ε)m−1 + γ2 σ
) 1
1−m
≤ max
{
(1 + ε) , γ−
2
1−m
}
≤ (1 + ε)
(
3
2
) 2
(1−m)α =: C .
(58)
The proof is completed.
3.5 The inner estimate
Here we prove the uniform convergence in relative error inside a finite ball. Let
εm,d := min
{
ε, ε, 1
2
}
(59)
where, as in Section 3.4, ε =
(
M/M
) 2
α − 1 and ε = 1 − (M /M) 2α are given in
terms of M and M defined respectively by (37) and (47). For any ε ∈ (0, εm,d),
let us define
ρ(ε) := max
{
ρ(ε), ρ(ε)
}
and T (ε) := max
{
T (ε), T (ε)
}
(60)
where ρ(ε), ρ(ε), T (ε), and T (ε) are defined by (51), (52), (56), and (57). We
know that ρ(ε) = O(1/
√
ε) and T (ε) = O(1/ε) as ε→ 0. The main result of this
section is the following.
Proposition 11. Under the assumptions of Theorem 4, there exist a numerical
constant K > 0 and an exponent ϑ ∈ (0, 1) such that, for any ε ∈ (0, εm,d and for
any t ≥ 4 T (ε), any solution u of (8) satisfies
∣∣∣∣∣ u(t, x)B(t, x) − 1
∣∣∣∣∣ ≤ Kε 11−m
(
1
t
+
√
G
R(t)
)ϑ
if |x| ≤ 2 ρ(ε)R(t) . (61)
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The exponent is ϑ = ν/(d + ν) and the numerical constants ν = ν(m, d) and
K(m, d) are explicit and given below in (67) and (84) respectively.
Proof. By the triangle inequality, the left-hand-side of (61) can be estimated by
∣∣∣∣∣ u(t, x)B(t, x) − 1
∣∣∣∣∣ ≤
∣∣∣∣∣∣
B
(
t− 1
α
, x
)
B(t, x)
∣∣∣∣∣∣
(∣∣∣∣∣ u(t, x)B(t− 1
α
, x )
− 1
∣∣∣∣∣+
∣∣∣∣∣ B(t, x)B(t− 1
α
, x )
− 1
∣∣∣∣∣
)
. (62)
The supremum of the quotient B(t− 1/α, x)/B(t, x) is achieved at x = 0 for any
t ≥ 0. Using (22) and (24), we have that
∥∥∥∥∥∥
B
(
t− 1
α
, x
)
B(t, x)
∥∥∥∥∥∥
L∞(Rd)
≤ R(t)
d
α
d
α t
d
α
=: c1(t) . (63)
The supremum of the quotient B(t, x)/B(t−1/α, x) is achieved at infinity, therefore
a simple computation shows that
∥∥∥∥∥ B(t, x)B(t− 1
α
, x )
− 1
∥∥∥∥∥
L∞(Rd)
=
(
1 +
1
α t
) 1
1−m − 1 ≤ c3
t
+
c2
t2
.
A Taylor expansion shows that the values of c2 and c3 are
c3 =
1
1−m and c2 =
m
2 (1−m)2 α2 .
Our task is to estimate the missing term |u(t, x)/B(t− 1/α , x )− 1|. This is done
by interpolating the above quantity between its Lp and Cν norms, by means of
inequality (102), in Appendix A. In order to do so, we use parabolic regularity
theory to estimate the Cν norm of the quotient u(t, x)/B(t− 1/α , x ).
Step 1. We recall some elements of linear parabolic regularity theory. More details
are given in [10]. Let Ω be an open domain and let us consider positive weak
solution to
∂v
∂t
= ∇ ·
(
A(t, x)∇v
)
(64)
on ΩT := (0, T ) × Ω, where A(t, x) is a real symmetric matrix with bounded
measurable coefficients satisfying a uniform ellipticity condition, i.e.,
0 < λ0 |ξ|2 ≤
d∑
i,j=1
Ai,j(t, x) ξi ξj ≤ λ1 |ξ|2
for some positive constants λ0 and λ1. A definition of weak solution is given
in [69, p. 728], see also [63, Chapter 3] or [1]. Since the celebrated works of
22
J. Moser [68, 69], it is known that, whenever (t0 − R2, t0 +R2) × B2R(x0) ⊂ ΩT ,
then the following Harnack inequality holds for positive weak solutions, to (64)
sup
D−
R
(t0,x0)
v ≤ hλ1+λ−10 inf
D+
R
(t0,x0)
v ,
where
D+R(t0, x0) := (t0 +
3
4
R2, t0 +R
2)× BR/2(x0) ,
D−R(t0, x0) :=
(
t0 − 34 R2, t0 − 14 R2
)
×BR/2(x0) .
The value of the constant h is computed in [10]:
h := exp
[
2d+4 3d d+ c30 2
2d+7
(
1 +
2d+2
(
√
2− 1)2d+4
)
σ
]
(65)
where
c0 = 3
2
d 2
(d+2) (3 d2+18 d+24)+13
2 d
(
(2+d)
1+ 4
d2
d
1+ 2
d2
)(d+1)(d+2)
K 2 d+4d ,
σ =
∞∑
j=0
(
3
4
)j (
(2 + j) (1 + j)
)2 d+4
and K is as in Table 1. Let us define
Q1 := (1/2, 3/2)× B1(0) , Q2 := (1/4, 2)× B8(0) ,
Q3 := (1/2, 3/2)× B1(0) \B1/2(0) and Q4 := (1/4, 2)×B8(0) \B1/4(0) .
Arguing as in [68, p. 108-109], see also [13] for more details, we can show that a
nonnegative weak solution to (64) defined on Q2 satisfies the following inequality
sup
(t,x),(s,y)∈Qi
|v(t, x)− v(s, y)|(
|x− y|+ |t− s|1/2
)ν ≤ c1 ‖v‖L∞(Qi+1) ∀ i ∈ {1, 2} (66)
where
c1 := 2
10 , ν := log4
(
h
h− 1
)
∈ (0, 1) and h := hλ1+1/λ0 . (67)
We refer to [10] on how the constant c1 is computed. Notice that ν ≥ 1/h
ν ≥ 1
hλ1+λ
−1
0
is a positive number, which only depends only on d, through h as defined in (65),
and on λ0, λ1. In what follows, we apply this linear theory to nonlinear equations
by choosing λ0 and λ1 appropriately, depending only on m and d: see below (73).
Let us define the Cν(Ω) semi-norm as
⌊u⌋Cν(Ω) := sup
x,y∈Ω
x 6=y
|u(x)− u(y)|
|x− y|ν . (68)
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From inequality (66) we deduce that a nonnegative weak solution to (64) defined
on Q2 satisfies, for any s ∈ (1/2, 3/2)
max{⌊v(s, ·)⌋Cν(B1(0)), ⌊v(s, ·)⌋Cν(B1(0)\B1/2(0))} ≤ c1 ‖v‖L∞(Q2) . (69)
Step 2. We estimate the Cν norm of u(t, x). For any k > 0 and τ > 0, let us define
the re-scaled function
uˆτ,k(t, x) := k
2
1−m τ
d
α u
(
τ t, k τ
1
α x
)
. (70)
The function uˆτ,k solves (8). Similarly, the Barenblatt profile B as defined in (24)
is rescaled according to
Bˆτ,k
(
t− 1
α
, x
)
= B
(
t− 1
α
, x; k
α
1−m M
)
.
In this step we obtain estimates for the Cν-norm of uˆτ,1(1, ·) and B(1− 1α , ·). Let
us begin with the latter: for any γ ∈ (0, 1), we have
⌊B(1− 1
α
, x)⌋Cγ(Rd) ≤ 2max
{
‖B(1− 1
α
, ·)‖L∞(Rd), ‖∇B(1− 1α , ·)‖L∞(Rd)
}
= 2 b max
{
1 , 2
3−2m
1−m
b
d (2−m)2−m
√
1−m (3−m) 5−3m2 (1−m)
}
=: c2 , (71)
where b is as in (24). By the results of Corollaries 9 and 10, there exists positive
constants C and C such that, for all x ∈ Rd, all t ≥ T (ε)/τ and all k ≥ 1,
0 < C ≤ uˆτ,k(t, x)
B(t− 1
α
, x; k
α
1−m M) ≤ C <∞ , (72)
where the expressions of C and C are given in (53) and in (58) respectively, and
depend only on m and d. Let us define
λ
1
m−1
0 := m
1
m−1 C max
{
sup
Q2
B
(
t− 1
α
, x
)
, sup
k≥1
sup
Q4
B(t− 1
α
, x; k
α
1−m M)
}
,
λ
1
m−1
1 := m
1
m−1 C min
{
inf
Q2
B
(
t− 1
α
, x
)
, inf
k≥1
inf
Q4
B(t− 1
α
, x; k
α
1−m M)
}
.
(73)
We remark that
sup
k≥1
sup
Q4
B
(
t− 1
α
, x; k
α
1−m M
)
and inf
k≥1
inf
Q4
B
(
t− 1
α
, x; k
α
1−m M
)
are bounded and bounded away from zero, see details in [10]. As a consequence
of (72) we obtain that, for any τ ≥ 4 T (ε) and for any k ≥ 1, we have
(
λ1
m
) 1
m−1 ≤ uˆτ,k(t, x) ≤
(
λ0
m
) 1
m−1 ∀ (t, x) ∈ Q2 , Q4 .
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The function uˆτ,k is a nonnegative weak solution to (64) and, as a consequence of
inequality (69), we get that for any τ ≥ 4 T (ε),
⌊uˆτ,1(1, ·)⌋Cν(B1(0)) ≤ c1 ‖uˆτ,1‖L∞(Q2) ,
⌊uˆτ,k(1, ·)⌋Cν(B1(0)\B1/2(0)) ≤ c1 ‖uˆτ,k‖L∞(Q4) ∀ k ≥ 2 ,
(74)
where ν is as in (67) and λ0, λ1 are as in (73). We observe that
⌊uˆτ,k(1, ·)⌋Cν(B1(0)\B1/2(0)) = k
2
1−m
+ν ⌊uˆτ,1(1, ·)⌋Cν(Bk(0)\Bk/2(0)) ,
‖uˆτ,k‖L∞(Q4) = k
2
1−m ‖uˆτ ,1‖L∞([1/4 ,2]×Bk(0)\Bk/2(0)) ≤ k
2
1−m ‖uˆτ,1‖L∞([1/4 ,2]×Rd) .
(75)
We finally estimate the Cν-norm of uˆτ,1(1, ·), combining (74) with (75) we get
⌊uˆτ ,1(1, ·)⌋Cν(Rd) ≤ ⌊uˆτ ,1(1, ·)⌋Cν(B1(0)) +
∞∑
j=0
⌊uˆτ ,1(1, ·)⌋Cν(B2j+1 (0)\B2j (0))
≤ c1 ‖uˆτ ,1‖L∞([1/4 ,2]×Rd) 2
ν
2ν−1 .
Lastly, we notice that, as a consequence of (70) and inequality (27) where we
take the limit R→∞, we have
‖uˆτ ,1‖L∞([1/4 ,2]×Rd) ≤ τ
d
α ‖u‖L∞([1/4 ,2]×Rd) ≤ τ
d
α κ
4
d
α M 2α
τ
d
α
= 4
d
α κM 2α . (76)
Step 3. In this step we shall show that for any t ≥ 4 T (ε), the following inequality
∣∣∣∣∣ u(t, x)B(t− 1
α
, x )
− 1
∣∣∣∣∣ ≤ C ‖u(t, x)−B(t− 1α , x )‖ϑL1(Rd) if |x| ≤ 2Z ρ(ε) t 1α (77)
holds for any Z ≥ 1, with C as in (80) and
ϑ =
ν
d+ ν
. (78)
Let us define
C := Cd,ν,1

(c1 4 dα κM 2α 2ν
2ν − 1 + c2
) d
d+ν
+
1
(2Z ρ(ε))d
(2M) dd+ν

 .
By inequalities (71), (74) - (76) and (102) we deduce that for any τ ≥ 4 T (ε)
‖uˆτ ,1(1, x)− Bˆτ ,1(1− 1α , x)‖L∞(B2Z ρ(ε)) ≤ C ‖uˆτ ,1(1, x)− Bˆτ ,1(1− 1α , x)‖ϑL1(Rd) ,
(79)
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where Cd,ν,1 is as in (102) and ϑ as in (78). Let us define
C := bd
(
1 + 4 b2Z2 ρ(ε)2
) 1
1−m
C =
∥∥∥∥∥∥
1
Bˆτ (1− 1α , ·)
∥∥∥∥∥∥
L∞(B2Z ρ(ε))
C . (80)
From inequality (79), we deduce that, for any x ∈ Rd such that |x| ≤ 2Z ρ(ε),
∣∣∣∣ uˆτ ,1(1, x)− Bˆτ ,1(1−
1
α
, x)
Bˆτ ,1(1− 1α , x)
∣∣∣∣ ≤ C
∥∥∥uˆτ ,1(1, ·)− Bˆτ ,1(1− 1α , ·)
∥∥∥ϑ
L1(Rd)
. (81)
Let us define y = τ
1
α x. By using (70), we can see that the left-hand-side of (81)
is as the left-hand-side of (77), indeed we can write
∣∣∣∣∣ u(τ, y)B(τ − 1
α
, y )
− 1
∣∣∣∣∣ =
∣∣∣∣ uˆτ ,1(1, x)− Bˆτ ,1(1−
1
α
, x)
Bˆτ ,1(1− 1α , x)
∣∣∣∣ .
The same holds for the right-hand-sides of those inequalities, indeed from (70) we
deduce that∥∥∥uˆτ ,1(1, ·)− Bˆτ ,1(1− 1α , ·)
∥∥∥
L1(Rd)
=
∥∥∥u(τ, ·)− B(τ − 1
α
, ·)
∥∥∥
L1(Rd)
.
Combining the above observation we deduce that inequality (77) holds.
Step 4. In order to get an estimate of the relative error as in Theorem 4, we
need some additional information coming from Section 2, namely that ‖u(t, ·) −
B(t, ·)‖L1(Rd) can be estimated from the free energy of the initial datum u0.
For t ≥ T (ε) ≥ 2/α we have that R(t) ≤ (2α) 1α t1/α. By combining (77) (where
we set Z = (2α)1/α) and (62) (where we have estimated c1(t) ≤ 2d/α) we find that
for any t ≥ T (ε) ≥ 2/α, we have that
∣∣∣∣∣ u(t, x)B(t, x) − 1
∣∣∣∣∣ ≤ 2 dα
(
C
∥∥∥u(t, ·)− B(t− 1
α
, ·)
∥∥∥ϑ
1
+
(
c3 +
2
α
c2
) 1
t
)
(82)
if |x| ≤ 2R(t) ρ(ε). By the triangle inequality and the above estimate on the
quotients of two delayed Barenblatt solutions we obtain that for any t ≥ T (ε)
∥∥∥u(t, x)−B(t− 1
α
, x
)∥∥∥
1
≤ ‖u(t, x)− B(t, x)‖1 +
(
c3 +
2
α
c2
)M
t
.
We take advantage of the Csiszár-Kullback inequality (109) for the flow in self-
similar variables (9), namely
‖u(t, x)− B(t, x)‖1 = ‖v(τ)− B‖1 ≤
√
4αM
m
√
G
R(t)
,
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where R(t) is as in (21). This yields (61) with a constant in the right-hand-side
given by
C ≤ 2 dα
(
C + c3 +
2
α
c2
)(√
4αM
m
+
(
c3 +
2
α
c2
)
M
)ϑ
≤ K
ε
1
1−m
(83)
and
K := 2
3 d
α
+ 3+6α
α (1−m)
+ϑ+10 (α +M)ϑ
mϑ(1−m)2 (1+ϑ)+ 21−m
×

1 + bdCd,ν,1

(κM 2α 2ν
2ν − 1 + c2
) d
d+ν
+
µ2d
α
d
α
M dd+ν



 .
(84)
We recall that c2, κ, µ and b are all numerical constants, which have been intro-
duced earlier in (71), (28), (20) and (24). See [10] for further details and estimates.
3.6 Computation of t⋆
In order to prove the uniform convergence in relative error (Theorem 4), our task
is to combine the outer estimates (49) and (54), which provides us with a control
of the tail, with inequality (61), which gives us an explicit inner estimate. We have
the following estimate, which is slightly more precise than Theorem 4, as it shows
the dependence of t⋆ in ε, A and G as well as the behavior of the numerical constant
as m→ 1−. We recall that εm,d is defined by (59). We refer to [10, Appendix A.1]
for a "user guide" which collects the formulae needed in the computation of t⋆.
Proposition 12. Assume that m ∈ (m1, 1) if d ≥ 2, m ∈ (1/3, 1) if d = 1,
ε ∈ (0, εm,d), A > 0 and G > 0. With the notation of Theorem 4, we have
t⋆ = c⋆
1 + A1−m +G
α
2
εa
, (85)
where c⋆ is a positive and finite numerical constant, a and b are given by
a =
α
ϑ
2−m
1−m ,
where ϑ is as in Proposition 11.
An explicit expression of t⋆ is given by (88) and c⋆ is defined by (89). See [10] for
a detailed estimate.
Proof. By definitions (51), (56) and (60), we have
T (ε) = max
{
2 cA1−m
(1 + ε)1−m − 1 ,
κ⋆ (2A)
1−m + 2
α
1− (1− ε)1−m
}
≤ 1
4
(
κ1(ε,m)A
1−m + κ3(ε,m)
)
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where c and κ⋆ are as in (36) and (31), and
κ1(ε,m) := max
{
8 c
(1 + ε)1−m − 1 ,
23−m κ⋆
1− (1− ε)1−m
}
, κ3(ε,m) :=
8α−1
1− (1− ε)1−m .
From Corollaries 9 and 10, we obtain that the inequality
∣∣∣∣∣ u(t, x)B(t, x) − 1
∣∣∣∣∣ ≤ ε (86)
holds if t ≥ κ1(ε,m)A1−m + κ3(ε,m) and |x| ≥ ρ(ε)R(t). We also know from
inequality (61) that (86) also holds for any |x| ≤ 2 ρ(ε)R(t) if t ≥ 4 T (ε) and t is
such that
K
ε
1
1−m
(
1
t
+
√
G
R(t)
)ϑ
≤ ε . (87)
Since R(t) ≤ 2α t for any t ≥ 2/α and 2α−1 (1+Gα/2 ) ≥ (1+√G )α, (87) holds if
t ≥ max
{
κ2(ε,m)
(
1 +G
α
2
)
, 2
α
}
with κ2(ε,m) :=
(4α)α−1 K
α
ϑ
ε
2−m
1−m
α
ϑ
.
Since κ2(ε,m) + κ3(ε,m) ≥ 2/α, then (86) holds for any x ∈ Rd if
t ≥ t⋆ = c⋆ 1 + A
1−m +G
α
2
εa
,
≥ κ1(ε,m)A1−m + κ2(ε,m)Gα2 + κ2(ε,m) + κ3(ε,m) .
(88)
With (m, ε) ∈ (0, 1)× (0, εm,d), we deduce from the elementary estimates
1
(1−m) ε ≤ 1(1+ε)1−m−1 ≤ 4(1−m) ε and 12 1(1−m) ε ≤ 11−(1−ε)1−m ≤ 1(1−m) ε
that κ2 dominates κ1 and κ3 as either ε → 0+. Up to elementary computations
(see [10, Section 3.5] for details), this proves that
c⋆(m, d) = sup
ε∈(0,εm,d)
max
{
ε κ1(ε,m), ε
aκ2(ε,m), ε κ3(ε,m)
}
(89)
is finite, which completes the proof.
From the expression of c⋆(m, d) we obtain that
c⋆(m, d) ≥ ε κ3(ε,m) ≥ 8
α (1−m) →∞ as m→ 1
− . (90)
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4 Stability
4.1 Improved entropy-entropy production inequality
As a consequence of Sections 2 and 3, we have a first result which goes as follows.
Theorem 13. Let m ∈ (m1, 1) if d ≥ 2, m ∈ (1/2, 1) if d = 1, A > 0 and G > 0.
Then there is a positive number ζ such that
I[v] ≥ (4 + ζ)F [v] (91)
for any nonnegative function v ∈ L1(Rd) such that F [v] = G, ∫
Rd
v dx = M,∫
Rd
x v dx = 0 and v satisfies (HA).
An expression of ζ is given below in (95) in terms of A and G. Inequality (91) is an
improvement of the entropy - entropy production inequality (11). We prove that
the inequality holds at any time t ≥ 0 for any solution of the evolution equation (9)
and, as a special case, for its initial datum.
Proof. Let us consider a solution v of (9) with nonnegative initial datum v0 ∈
L1(Rd) such that F [v0] = G,
∫
Rd
v0 dx =M,
∫
Rd
x v0 dx = 0 and v0 satisfies (HA).
Let us choose some ε ∈ (0, χ η), with η = 2 d (m−m1) and χ as in Proposition 3. By
the change of variables (19), the function u solves (8) and we learn from Theorem 4
that
(1− ε)B ≤ v(t, ·) ≤ (1 + ε)B ∀ t ≥ T
where T = 1
2
logR(t⋆) follows from the definition (21) of R, and t⋆ is computed
from ε ∈ (0, εm,d) as in Theorem 4, i.e., given by (88). This determines an
asymptotic time layer improvement: according to Proposition 3, (16) holds with
η = 2 d (m−m1) for ε ∈ (0, χ η), that is,
I[v(t, .)] ≥ (4 + η)F [v(t, .)] ∀ t ≥ T .
With the initial time layer improvement of Lemma 2, we obtain that
I[v(t, .)] ≥ (4 + ζ)F [v(t, .)] ∀ t ∈ [0, T ] , where ζ = 4 η e
−4T
4 + η − η e−4T . (92)
As a consequence, (91) holds for v(t, .), for any t ≥ 0, because ζ ≤ η, under the
condition
ε ∈ (0, 2 ε⋆) with ε⋆ := 1
2
min
{
εm,d, χ η
}
.
As a special case, it is true at t = 0 with ε = ε⋆ and for an arbitrary initial datum
satisfying the assumptions of Theorem 13. This completes the proof.
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Of course the fact that the inequality holds true at any t ≥ 0 for a solution of (9)
is a stability property under the action of the nonlinear fast diffusion flow. The
improvement in inequality (91) has an interesting counterpart in terms of rates,
which goes as follows.
Corollary 14. Let m ∈ (m1, 1) if d ≥ 2, m ∈ (1/2, 1) if d = 1, A > 0 and G > 0
and let ζ be as in Theorem 13. If v is a solution of (9) with nonnegative initial
datum v0 ∈ L1(Rd) such that F [v0] = G,
∫
Rd
v0 dx = M,
∫
Rd
x v0 dx = 0 and v0
satisfies (HA), then
F [v(t, .)] ≤ F [v0] e− (4+ζ) t ∀ t ≥ 0 . (93)
Let us give the sketch of a proof and some comments. We know from Theorem 13
that
d
dt
F [v(t, ·)] = −I[v(t, ·)] ≤ − (4 + ζ)F [v(t, ·)]
and obtain (93) by a Grönwall estimate. Inequality (91) can be recovered as a
consequence of Corollary 14. It is indeed enough to notice that (93) is an equality
at t = 0 and differentiate it at t = 0+. Notice that the optimal decay rate in (93)
is the optimal constant in (91), as in [27] in the non-improved version of the
inequality.
4.2 Stability of Gagliardo-Nirenberg inequalities: proof of Theorem 1
This section is devoted to the proof of the main result of Section 1.
Proof of Theorem 1. Using (25) where, p = 1/(2m − 1) and v = |f |2 p, we learn
from (26) and from Theorem 13 that
I[v]− 4F [v] = p+1
p−1 δ[f ] ≥ ζ F [v] = ζ E [f ]
under Condition (5). As a consequence, Theorem 1 holds with C = p−1
p+1
ζ .
We can also notice that (91) can be rewritten as
I[v]− 4F [v] ≥ ζ
4 + ζ
I[v] . (94)
After taking into account
I[v] =
(
p2 − 1
) ∫
Rd
∣∣∣∇f + 1
p−1 f
p∇g1−p
∣∣∣2 dx ,
this proves (7) in the case of non-negative functions.
The expression of ζ given in (92) can be rewritten using T = 1
2
logR(t⋆) as
ζ =
4 η
(4 + η) (1 + α t⋆)
2/α − η ,
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where t⋆ is given by (85). Since t⋆ ≥ 2/α, using R(t⋆) = (1 + α t⋆)
1
α ≤ (2α t⋆)1/α
we obtain
ζ ≥ 4 η
4 + η
(
εa
2α c⋆
) 2
α (
1 + A1−m +G
α
2
)− 2
α
with the notation of Proposition 12. Let
cα := inf
x, y>0
1 + x2/α + y
(1 + x+ yα/2)
2/α
.
Then we have
ζ ≥ Z
(
A,F [u0]
)
with
Z(A,G) :=
ζ⋆
1 + A (1−m)
2
α +G
. (95)
Here we make the choice ε = ε⋆ as in Section 4.1, so that the numerical constant ζ⋆
is defined as
ζ⋆ :=
4 η
4 + η
(
εa⋆
2α c⋆
) 2
α
cα . (96)
This is the explicit expression of the constant of our main result, Theorem 1.
The constant ζ⋆ deserves some comments. First of all, we know that ε⋆ ≤ χ2 η so
that ζ⋆ = ζ⋆(m) is at most of the order of (m−m1)1+2 a/α where aα = 2−mϑ (1−m) . As a
consequence, we know that limm→m1 ζ⋆(m) = 0. This also means that the estimate
of the constant C in Theorem 1 decays to 0 if p→ p∗ if d ≥ 2. On the other hand,
it appears from (96) that limm→1− ζ⋆(m) = 0. Our method is therefore limited to
the strictly subcritical range max{1/2, m1} < m < 1, or 1 < p < p∗.
4.3 Scale invariance and Gagliardo-Nirenberg inequalities
How CGN and KGN are related has already been dealt with in [44, Section 4.1], but
further details are needed in preparation for Section 4.4. The Gagliardo-Nirenberg
inequality (1) is equivalent to Inequality (3), both with optimal constants, are
equivalent. Indeed, with
a =
d
p
+ 2− d and b = d p− 1
2 p
,
the optimization with respect to λ > 0 of h(λ) := λaX + λ−b Y indeed shows that
h(λ) ≥ c(p, d)X ba+b Y aa+b where c(p, d) :=
(
b
a
) a
a+b +
(
a
b
) b
a+b ,
with equality if and only if λ =
(
b Y
aX
)1/(a+b)
, and we can check that
2 b
a+b
+ (p+1) a
a+b
= 2 p γ .
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We apply this optimization to h(λ) = δ[fλ], where fλ is given by the scaling
fλ(x) = λ
d
2 p f(λ x) ∀x ∈ Rd .
We have ‖fλ‖2 p = ‖f‖2 p and, for the optimal choice of λ, that is,
λ =
(
b Y
aX
) 1
a+b
where X = (p− 1)2 ‖∇f‖22 and Y = 4 d−p (d−2)p+1 ‖f‖p+1p+1 ,
we have the equality
δ[fλ] = (p− 1)2 ‖∇fλ‖22 + 4 d−p (d−2)p+1 ‖fλ‖p+1p+1 − 2KGN ‖fλ‖2 p γ2 p
= C(p, d)
(
‖∇f‖θ2 ‖f‖1−θp+1
)2 p γ − 2KGN ‖f‖2 p γ2 p
with
C(p, d) = c(p, d)
(
(p− 1)θ
(
4 d−p (d−2)
p+1
) 1−θ
p+1
)2 p γ
.
Concerning the optimal constants in (1) and (3), we infer the relation
C(p, d) C2 p γGN = 2KGN . (97)
4.4 Stability of scale invariant Gagliardo-Nirenberg inequalities
We conclude this paper by a consequence of Theorem 1 which is a deep but tech-
nical result that requires further notation. For any f ∈ D(Rd), let us consider the
best matching Aubin-Talenti profile gf in the sense that∫
Rd
(
|f |p+1 − gp+1f
)
dx = min
g∈M
∫
Rd
(
gp+1 − |f |p+1 + 1+p
2 p
g1−p
(
|f |2 p − g2 p
))
dx ,
where the minimum is taken over the manifold M of all Aubin-Talenti profiles.
See [42, 43] for details. If xf denotes the center of mass of |f |2 p, we recall that
∫
Rd
|f |2 p dx =
∫
Rd
g
2 p
f dx , xf
∫
Rd
|f |2 p dx =
∫
Rd
x |f |2 p dx =
∫
Rd
x g2 pf dx ,
and
∫
Rd
|x− xf |2 |f |2 p dx =
∫
Rd
|x− xf |2 g2 pf dx .
With
κ[f ] :=
M 12 p
‖f‖2 p
and σ[f ] :=
∫
Rd
|x|2 B dx
κ[f ]2 p
∫
Rd
|x− xf |2 |f |2 p dx
,
we notice that
gf (x) =
1
κ[f ] σ[f ]
d
4 p
g

x− xf√
σ[f ]

 ∀x ∈ Rd .
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We also define
λ[f ] :=

2 d κ[f ]p−1
p2 − 1
‖f‖p+1p+1
‖∇f‖22


2 p
d−p (d−4)
,
A[f ] :=
M
λ[f ]
d−p (d−4)
p−1 ‖f‖2 p2 p
sup
r>0
r
d−p (d−4)
p−1
∫
|x|>r
|f(x+ xf )|2 p dx
and
E[f ] :=
2 p
1− p
∫
Rd

 κ[f ]p+1
λ[f ]d
p−1
2 p
|f |p+1 − gp+1 − 1 + p
2 p
g1−p
(
κ[f ]2 p
λ[f ]2
|f |2 p − g2 p
)
 dx .
Our final result and deepest result is an inequality that can be interpreted as a
general stability result in W of the Gagliardo-Nirenberg inequality (1).
Theorem 15. Let d ≥ 1 and p ∈ (1, p∗). For any f ∈ W, we have(
‖∇f‖θ2 ‖f‖1−θp+1
)2 p γ − (CGN ‖f‖2 p
)2 p γ ≥ S[f ] ‖f‖2 p γ2 p E[f ] (98)
where
S[f ] =
M p−12 p
p2 − 1
1
C(p, d)
Z (A[f ], E[f ]) .
Here Z is defined as in (95).
Proof. We rewrite the result of Theorem 13 applied to
fλ(x) = λ
d
2 p κ[f ] f(λ x+ xf) (99)
with λ = λ[f ]. For simplicity, we use the notation f∗ = fλ[f ] and rely on the
computations of Section 4.3. We notice that f∗ is such that ‖f∗‖2 p2 p = M and∫
Rd
x |f∗|2 p dx = 0, so that Theorem 13 applies and, as a consequence,
δ[f∗] ≥ C E [f∗] .
We learn from Section 4.2 that
C = p−1
p+1
Z
(
A, E [f∗]
)
where A = sup
r>0
r
d−p (d−4)
p−1
∫
|x|>r
|f∗|2 p dx .
By undoing the change of variables (99), we find
A = A[f∗] = A[f ] and E [f∗] = E[f ] ,
which completes the proof.
We also have a scale invariant form of (7). By writing (94) for f∗, we find that(
‖∇f‖θ2 ‖f‖1−θp+1
)2 p γ − (CGN ‖f‖2 p
)2 p γ
≥ ‖f‖2 p γ2 p (
p2−1)
C(p,d)
Z(A[f ],E[f ])
4+Z(A[f ],E[f ])
∫
Rd
∣∣∣κ[f ]λ[f ] d−p (d−2)2 p ∇f + κ[f ]p
λ[f ]
x |f |p
∣∣∣2 dx (100)
for any function f ∈ W.
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4.5 Concluding remarks
Theorem 15 is not straightforward to read and deserves some comments.
(i) The constant S[f ] in the right-hand side of (98) measures the stability. Al-
though it has a complicated expression, we have shown that it can be written in
terms of well-defined quantities depending on f and purely numerical constants.
As a special case, it is straightforward to check that
S[g] > 0
where g is the Aubin-Talenti function (2). Stability results known so far from [44,
42] involve in the right-hand side an E [f ]2 term, while here we achieve a linear
lower estimate in terms of E [f ].
(ii) An easy consequence of (98) is an estimate of the deficit in the Gagliardo-
Nirenberg inequality (1), namely
‖∇f‖θ2 ‖f‖1−θp+1 − CGN ‖f‖2 p ≥
(2 p γ)−1 S[f ] ‖f‖2 p γ2 p(
‖∇f‖θ2 ‖f‖1−θp+1
)2 p γ−1 E[f ] ∀ f ∈ W .
(iii) While the restriction of (5) has been lifted in Theorem 15, Condition (6) is
deeply rooted in our method. It is an open question to decide if this assumption
can be removed. Note that it is present in Theorem 15 because A[f ] = +∞ or
E[f ] = +∞ means S[f ] = 0. The same remark applies to (100).
(iv) More subtle is the fact the natural space is not the space of functions f in
L2 p(Rd) with gradient in L2(Rd), but we also need that
∫
Rd
|x|2 |f |2 p dx is finite,
for instance to define the free energy. Up to the condition that A[f ] < +∞, we
are therefore working in the space
W :=
{
f ∈ L2 p
(
R
d, (1 + |x|2) dx
)
: ∇f ∈ L2
(
R
d, dx
)}
obtained as the completion of D(Rd) with respect to the natural norm. If p = p∗,
this is not the space of the stability result in the critical case by G. Bianchi and
H. Egnell. It is however consistant with the use of the Fisher information. We can
for instance notice that the Fisher information being nonnegative, that is,
0 ≤
∫
Rd
∣∣∣(p− 1)∇f + |f |p−1f ∇g1−p∣∣∣2 dx = ∫
Rd
∣∣∣(p− 1)∇f + 2 |f |p−1f x∣∣∣2 dx ,
after expanding the square, we obtain the inequality∫
Rd
|f |p+1 dx ≤ p− 1
4
∫
Rd
|∇f |2 dx+ 1
p− 1
∫
Rd
|x|2 |f |2 p dx .
An optimization under scaling proves that
(∫
Rd
|f |p+1 dx
)2
≤
∫
Rd
|∇f |2 dx
∫
Rd
|x|2 |f |2 p dx . (101)
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This is for p > 1 a nonlinear extension of the Heisenberg uncertainty principle
whose standard form corresponds to p = 1. Such an extension is known, including
in the presence of weights, see for instance [88]. Hence W is a natural space for
stability properties in Gagliardo-Nirenberg inequalities.
(v) The two quantities λ[f ] and
√
σ[f ] define length scales. They are equal only
in the equality case of (101) which is achieved if and only if f is an Aubin-Talenti
function. This can also be read on (98) and (100).
(vi) The right-hand side term E[f ] in (98) is the relative entropy of |f∗|2 p with
respect to |g|2 p and we can write that
E[f ] ≥ 2 p
p− 1
κ[f ]p+1
λ[f ]d
p−1
2 p
D[f ] where D[f ] :=
∫
Rd
(
g
p+1
f − |f |p+1
)
dx .
We recall that gf denotes the best matching Aubin-Talenti profile and, up to a
multiplicative constant, D is the relative entropy of |f |2 p to the best matching
Barenblatt profile |gf |2 p, which minimizes the relative entropy with respect to all
Barenblatt profiles. We emphasize the fact that, according to our conventions,
Barenblatt profiles are the same as Aubin-Talenti profiles raised to the power 2 p.
As a consequence of the Csiszár-Kullback inequality, we have
D[f ] ≥ cpM
∥∥∥|f |2 p − |gf |2 p∥∥∥2
1
‖f‖4 p2 p
,
with cp = 2
p−1
p
d−p (d−4)
p+1
. For more details, see Appendix D. This estimate means
that D provides us with an estimate of a distance to the manifold M.
Appendices
A An interpolation between Lp and Cν norms
The purpose of this appendix is to establish a simple interpolation lemma which is
at the core of our result of uniform convergence in relative error (Theorem 4). We
give an explicit constant as well as an elementary proof. Such a result goes back
to [56] and to [73, p. 126]. We recall that ⌊·⌋Cν(Rd) is defined in (68). We claim no
originality except for the computation of the constant.
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Lemma 16. Let p ≥ 1 and ν ∈ (0, 1). Then there exists a positive constant Cd,ν,p
such that, for any u ∈ Lp(B2R(x)) ∩ Cν(B2R(x)), R > 0 and x ∈ Rd
‖u‖L∞(BR(x)) ≤ Cd,ν,p
(
⌊u⌋
d
d+p ν
Cν(B2R(x))
‖u‖
p ν
d+p ν
Lp(B2R(x))
+R−
d
p ‖u‖Lp(B2R(x))
)
. (102)
Analogously, we have
‖u‖L∞(Rd) ≤ Cd,ν,p ⌊u⌋
d
d+p ν
Cν(Rd) ‖u‖
p ν
d+p ν
Lp(Rd) ∀u ∈ Lp(Rd) ∩ Cν(Rd) . (103)
In both cases, the inequalities hold with the constant
Cd,ν,p = 2
(p−1)(d+p ν)+dp
p(d+p ν)
(
1 + d
ωd
) 1
p
(
1 +
(
d
p ν
) 1
p
) d
d+p ν
((
d
p ν
) p ν
d+p ν +
(
p ν
d
) d
d+p ν
)1/p
.
Proof. For any z, y ∈ BR(x), by the triangle inequality and by definition of
⌊·⌋Cν(B2R) given in (68), we have that
|u(z)|p ≤
(
|u(z)− u(y)|+ |u(y)|
)p
≤ 2p−1
(
|u(z)− u(y)|p + |u(y)|p
)
≤ 2p−1
[(
C + ⌊u⌋Cν(B2R(x))
)p |z − y|pν + |u(y)|p]
for some C > 0 to be chosen later. Let 0 ≤ ρ < R. By averaging on a ball Bρ(z),
we have
|u(z)|p ≤ 2
p−1d
ωd ρd
[(
C + ⌊u⌋Cν(B2R(x))
)p ∫
Bρ(z)
|z − y|pν dy +
∫
Bρ(z)
|u(y)|p dy
]
≤ 2p−1
(
1 +
d
ωd
) [
ρp ν
(
C + ⌊u⌋Cν(B2R(x))
)p
+ ρ−d ‖u‖pLp(B2R(x))
]
.
(104)
The right-hand side of the above inequality achieves its minimum w.r.t. ρ > 0 at
ρ⋆ :=

 d ‖u‖pLp(B2R(x))
p ν
(
C + ⌊u⌋Cν(B2R(x))
)p


1
d+p ν
.
With C > 0, the denominator in the right-hand side is never zero. With the choice
C :=
(
d
p ν
) 1
p ‖u‖Lp(B2R(x))
R
d+p ν
p
,
we are sure that ρ⋆ < R. Hence, by evaluating (104) at ρ⋆ we obtain
‖u‖L∞(BR(x)) ≤ 2
1− 1
p
(
1 +
d
ωd
) 1
p ((
d
p ν
) p ν
d+p ν +
(
p ν
d
) d
d+p ν
)1/p
‖u‖
p ν
d+p ν
Lp(B2R(x))
(
C + ⌊u⌋Cν(B2R(x))
) d
d+p ν .
Inequality (102) is deduced from the above one. Inequality (103) can be deduced
from (102) by taking R→∞. The proof is completed.
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B Optimal constant in a Sobolev inequality
Let B be the unit ball in Rd with d ≥ 3, 2∗ = 2 d/(d − 2) and consider the
Sobolev inequality associated with the embedding H1(B) →֒ L2∗(B) with optimal
constant Sλ, that is,
‖f‖L2∗(B) ≤ Sλ
(
‖∇f‖L2(B) + λ ‖f‖L2(B)
)
∀ f ∈ H1(B) (105)
where λ > 0 is an arbitrary parameter. This inequality is standard and can be
proved using an extension of H1(B) to H1(Rd) as in [46, Section 5.6]. For our
purpose, we need an explicit estimate of Sλ. Let
λS :=
√
d (d−2)
2

2√π Γ
(
d
2
+1
)
Γ
(
d+1
2
)


1/d
.
Lemma 17. For any d ≥ 3, the optimal constant Sλ in (105) is given by
Sλ =


2√
π d (d−2)
(
1
2
√
π
Γ
(
d+1
2
)) 1
d = Sd if λ ≥ λS ,
1√
π
Γ
(
d
2
+ 1
) 1
d 1
λ
= Sd λS
λ
if λ ≤ λS .
We may notice that S1 = 1√π Γ
(
d
2
+ 1
)1/d
> SλS because λS > 1 and SλS = Sd is
the usual optimal Sobolev constant in Rd such that
‖f‖L2∗(Rd) ≤ Sd ‖∇f‖L2(Rd) ∀ f ∈ D1,2(Rd) , Sd =
2 (ωd+1)
−1/d√
d (d− 2)
, (106)
according to [2, 76, 82]. It is worth mentioning that λSλ = |B| 12⋆− 12 for any λ ≤ λS
where |B| is the Lebesgue measure of the unit ball.
Proof. We will first prove the inequality for λ = λS then we generalize it. Up
to replacing f by |f |, we can reduce the proof of the inequality to the case of
nonnegative functions. By standard non-increasing rearrangements (see, e.g., [65]),
we can further reduce it to the case of a radial, non-increasing function f with
boundary value f0. On the other hand, from the Minkowski inequality, we have
‖f‖L2∗(B) = ‖(f − g) + g‖L2∗(B) ≤ ‖f − g‖L2∗(B) + ‖g‖L2∗(B) .
Applied to the constant function g = f0 ≤ f , this means that
‖f‖L2∗(B) ≤ ‖f − f0‖L2∗(B) + |B|
1
2∗
− 1
2 ‖f‖L2(B)
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because ‖f0‖L2(B) =
√
|B| f0 ≤ ‖f‖2L2(B) and ‖f0‖L2∗(B) = |B|1/2
∗
f0. On the other
hand, f − f0 is a nonnegative function on B with boundary value 0, that we can
extend by 0 on Rd \B. By Sobolev’s inequality (106), we have
‖f − f0‖L2∗(Rd) ≤ Sd ‖∇f‖L2(Rd) .
We recall that |B| = ωd/d and conclude that
‖f‖L2∗(B) ≤ Sd ‖∇f‖L2(B) + Sd λS ‖f‖L2(B) , (107)
which proves (105) in the case λ = λS.
• if λ ≥ λS, the following inequality follows
‖f‖L2∗(B) ≤ Sd ‖∇f‖L2(B) + Sd λS ‖f‖L2(B) ≤ Sλ ‖∇f‖L2(B) + Sλ λ ‖f‖L2(B) ,
where we only have used the fact that Sλ = Sd and that λ ≥ λS. In order to
establish optimality we define a smooth truncation function ϕ such that ϕ(r) = 1
if r ≤ 1/2, ϕ(r) = 0 if r ≥ 1, and 0 ≤ ϕ ≤ 1. We consider the test functions
fµ(x) = ϕ(|x|)
(
µ−1 + µ |x|2
)− d−2
2 ∀x ∈ B
and let µ→ +∞. The result follows from
lim
µ→+∞
‖fµ‖L2∗(B)
‖∇fµ‖L2(B) = Sd and limµ→+∞
‖fµ‖L2(B)
‖∇fµ‖L2(B) = 0 .
• if λ ≤ λS, from(107) we deduce
‖f‖L2∗(B) ≤
Sd λS
λ
λ
λS
‖∇f‖L2(B)+ Sd λS
λ
λ ‖f‖L2(B) ≤ Sλ ‖∇f‖L2(B)+Sλ λ ‖f‖L2(B) ,
where we have used that Sλ = Sd λS/λ and that λ/λS ≤ 1. To establish optimality
we observe that λSλ = |B| 12⋆− 12 so equality is achieved by f ≡ f0 = 1.
C Interpolation inequalities in low dimensions
In dimension d = 1 and d = 2, we cannot rely on the Sobolev inequality of
Appendix B. This is why direct proofs for subcritical cases have to be established.
C.1 One-dimensional interpolation inequalities
For an introduction to Gagliardo-Nirenberg inequality in dimension d = 1, we refer
to [57, 35]. Here we prove the following elementary result on an interval.
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Lemma 18. Let p ∈ (2,∞). Then for all u ∈ W 1,2(IR), where IR = (−R,R) we
have
‖u‖2Lp(IR) ≤ (2R)1+
2
p
(
p−2
π2
‖u′‖2L2(IR) + 14R2 ‖u‖2L2(IR)
)
and this inequality is sharp.
By sharp, we mean that the infimum of the quotient
QR[u] :=
4R2 ‖u′‖2L2(IR)
(2R)1−
2
p ‖u‖2Lp(IR) − ‖u‖2L2(IR)
is achieved by limn→+∞QR[un] = π2p−2 with un(x) = 1 + 1n sin
(
π x
2R
)
.
Proof. Let us denote by CR the infimum of QR on the set WR of the non-constant
functions in W 1,2(IR). To a function u ∈ WR, we associate a function v on I2R by
considering v(x − R) = u(x) in IR and v(x − R) = u(2R − x) in (R, 3R). Since
v(2R) = v(− 2R), v the function can be repeated periodically and considered as
a 4R-periodic function on R, or simply a function on I2R with periodic boundary
conditions. We can easily check that
QR[u] = 1
4
Q2R[v] ,
and deduce that CR = infQ2R[v] where the infimum is taken on the set of the even
functions in W2R. Hence
CR ≥ 1
4
inf
v ∈ W2R,
v is periodic
Q2R[v] , (108)
where the inequality arises because we relax the symmetry condition v(x) = v(−x).
With the scaling v(x) = w
(
π x
2R
)
, we reduce the problem on the periodic functions
inW2R to the interpolation on the circle S1 with the uniform probability measure.
The optimal inequality on S1 is
‖w‖2Lp(S1) − ‖w‖2L2(S1) ≤ (p− 2) ‖w′‖2L2(S1)
for any p > 2, where S1 ≈ Iπ (with periodic boundary conditions), the measure is
dµ = dx
2π
and
‖w‖2Lp(S1) =
(∫ +π
−π
|w|p dµ
)2/p
.
Moreover, the inequality in (108) is actually an equality, because the infimum is
obtained on S1 among functions which satisfy the symmetry condition v(x) =
v(−x): a minimizing sequence is for instance given by wn(x) = 1 + 1n cos x.
39
With v(x) = w
(
π x
2R
)
, we find that
(∫ +2R
−2R
|v|p dx
)2/p
≤ (4R) 2p−1
(
(p− 2) 4R
2
π2
∫ +2R
−2R
|v′|2 dx+
∫ +2R
−2R
|v|2 dx
)
.
With no restriction, as far as optimal constants are concerned, we can assume
that v(x) = v(−x), so that each of the integral in v is twice as big as the integral
computed with the restriction u of v to IR:
(
2
∫ +R
−R
|u|p dx
)2/p
≤ 2 (4R) 2p−1
(
(p− 2) 4R
2
π2
∫ +R
−R
|u′|2 dx+
∫ +R
−R
|u|2 dx
)
.
This proves that CR = p−2π2 .
As an easy consequence of Lemma 18 and to fit better the purpose of Section 3.2,
we can observe that the following (non optimal) inequality holds
‖u‖2Lp(IR) ≤ (2R)1+
2
p max
(
p−2
π2
, 1
4
) (
‖u′‖2L2(IR) + 1R2 ‖u‖2L2(IR)
)
.
C.2 A two-dimensional interpolation inequality
Lemma 19. Let d = 2. For any R > 0, we have
‖u‖2L4(BR) ≤
2R√
π
(
‖∇u‖2L2(BR) +
1
R2
‖u‖2L2(BR)
)
∀u ∈ H1(BR) .
The constant 2/
√
π is not optimal. Numerically, we find in [10] that the optimal
constant is approximatively 0.0564922... < 2/
√
π ≈ 1.12838.
Proof. Let Ω = BR (the proof applies to more general domains, but we do not need
such a result). We use the method of Gagliardo and Nirenberg in [56, 73]. As a first
step, we prove the inequality corresponding to the embedding W1,1(Ω) →֒ L2(Ω).
Using Lebesgue’s version of the fundamental theorem of calculus, we get
u(x, y) = u(x0, y) +
∫ x
x0
ux(ξ, y) dξ and u(x, y) = u(x, y0) +
∫ y
y0
uy(x, η) dη ,
which implies (letting Ωx and Ωy be x and y sections of Ω respectively)
|u(x, y)| ≤ |u(x0, y)|+
∫
Ωy
f(ξ, y) dξ and |u(x, y)| ≤ |u(x, y0)|+
∫
Ωx
g(x, η) dη
where f(ξ, y) = |ux(ξ, y)| and g(x, η) := |uy(x, η)|. Multiplying the two above
expressions, we get
|u(x, y)|2 ≤ A(x0, y)B(x, y0)
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where
A(x0, y) := |u(x0, y)|+
∫
Ωy
f(ξ, y) dξ and B(x, y0) := |u(x, y0)|+
∫
Ωx
g(x, η) dη .
Integrating over Ω in dx dy and then again in Ω in dx0 dy0 we obtain
|Ω| ‖u‖2L2(Ω) =
∫∫
Ω
∫∫
Ω
|u(x, y)|2 dx dy dx0 dy0
≤
∫∫
Ω
A(x0, y) dx0 dy
∫∫
Ω
B(x, y0) dx dy0 .
Finally, notice that
∫∫
Ω
A(x0, y) dx0 dy =
∫∫
Ω
(
|u(x0, y)|+
∫
Ωy
f(ξ, y) dξ
)
dx0 dy
≤ ‖u‖L1(Ω) + diam(Ω) ‖f‖L1(Ω)
and∫∫
Ω
B(x, y0) dx dy0 =
∫∫
Ω
(
|u(x, y0)|+
∫
Ωx
g(x, η) dη
)
dx dy0
≤ ‖u‖L1(Ω) + diam(Ω) ‖g‖L1(Ω) .
Summing up, we obtain
‖u‖2L2(Ω) ≤
1
|Ω|
(
‖u‖L1(Ω) + diam(Ω) ‖f‖L1(Ω)
) (
‖u‖L1(Ω) + diam(Ω) ‖g‖L1(Ω)
)
.
We recall that f = |ux|, g = |uy| and |∇u| =
√
f 2 + g2. It is straightforward to
check that
f + g ≤
√
2 (f 2 + g2) =
√
2 |∇u| .
Since h 7→ √1 + h2 is a convex function, we may apply Jensen’s inequality to
h = f/g, dµ = g dx dy/
∫∫
Ω g dx dy and obtain
‖∇u‖2L1(Ω) =
(∫∫
Ω
√
1 + h2 dµ
∫∫
Ω
g dx dy
)2
≥
(
1 +
(∫∫
Ω
h dµ
)2)(∫∫
Ω
g dx dy
)2
= ‖f‖2L1(Ω) ‖g‖2L1(Ω) .
Hence
‖u‖2L2(Ω) ≤
1
|Ω|
(
‖u‖L1(Ω) +
1√
2
diam(Ω) ‖∇u‖L1(Ω)
)2
.
We apply this estimate to u2 to get
‖u‖2L4(Ω) ≤
1√
|Ω|
(
‖u‖2L2(Ω) +
1√
2
diam(Ω) ‖∇u2‖L1(Ω)
)
≤ 1√
|Ω|
(
‖u‖2L2(Ω) +
√
2 diam(Ω) ‖∇u‖L2(Ω) ‖u‖L2(Ω)
)
.
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We use the elementary estimate
√
2 diam(Ω) ‖∇u‖L2(Ω) ‖u‖L2(Ω) ≤ ‖u‖2L2(Ω) +
1
2
diam(Ω)2 ‖∇u‖2L2(Ω)
and finally obtain
‖u‖2L4(Ω) ≤
diam(Ω)2
2
√
|Ω|
(
‖∇u‖2L2(BR) +
4
diam(Ω)2
‖u‖2L2(BR)
)
,
which completes the proof with diam(Ω) = 2R and |Ω| = π R2.
D A Csiszár-Kullback type inequality
The relative entropy F [v] with respect to the Barenblatt function of same mass
as v controls the L1 distance to the Barenblatt function. This is an extension of
the historical papers [25, 62], which correspond to the limit case p → 1+. There
are many variants, see for instance [83] or [19] for some classical extensions. If
v ∈ L1+(Rd) is such that
∫
Rd
|x|2 v dx = ∫
Rd
|x|2 B dx and ‖v‖1 = M, we learn
from [42] that
(∫
Rd
|v − B|
(
1 + |x|2
)
dx
)2
≤ 16M
(d+ 2)m− d F [v] .
In the case m ∈ (m1, 1), the inequality that we need, without the second moment
condition, appears in [21], however with no proof. For completeness, let us give a
precise statement with the expression of the constant and an elementary proof.
Lemma 20. For any v ∈ L1+(Rd) such that F [v] is finite and ‖v‖1 =M, we have
‖v − B‖21 ≤
4α
m
MF [v] . (109)
Proof. Since
∫
Rd
(v − B) dx = 0, we have that
‖v − B‖1 =
∫
Rd
|v − B| dx =
∫
v≤B
(B − v) dx+
∫
v≥B
(v − B) dx = 2
∫
v≤B
(B − v) dx .
Let φ(s) = sm/(m − 1). If 0 ≤ t ≤ s, a Taylor expansion shows that for some
ξ ∈ (t, s) we have
φ(t)− φ(s)− φ′(s) (t− s) = 1
2
φ′′(ξ) (t− s)2 ≥ m
2
sm−2 (s− t)2 ,
hence √
m
2
(s− t) ≤ s 2−m2
√
φ(t)− φ(s)− φ′(s) (t− s) .
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Using this inequality with s = B and t = v and the Cauchy-Schwarz inequality,
we deduce that
m
2
(∫
v≤B
(B − v) dx
)2
≤
(∫
v≤B
B 2−m2
√
φ(v)− φ(B)− φ′(B) (v − B) dx
)2
≤
∫
v≤B
B2−m dx
∫
v≤B
(φ(v)− φ(B)− φ′(B) (v − B)) dx
≤
∫
Rd
B2−m dx F [v]
and the conclusion follows from the identity
∫
Rd
B2−m dx = α
2
M. See Appendix E.
E Constants and useful identities
For the convenience of the reader, we collect some elementary identities and defini-
tions. See [27] or [42, Appendix A] for more details. We recall that m1 = (d−1)/d,
mc = (d− 2)/d, α = d (m−mc), µ2−d (1−m) = 1−m2m , b =
(
1−m
2mα
)1/α
and
B(x) =
(
1 + |x|2
) 1
m−1 ∀x ∈ Rd .
Using ∇Bm = − 2m
1−m xB and an integration by parts, we obtain∫
Rd
Bm dx = −1
d
∫
Rd
x · ∇Bm dx = 2m
d (1−m)
∫
Rd
|x|2 B dx .
On the other hand, we deduce from Bm = Bm−1 B = (1 + |x|2) B that∫
Rd
Bm dx =
∫
Rd
(
1 + |x|2
)
B dx =M+
∫
Rd
|x|2 B dx
where
M =
∫
Rd
B dx = ωd
∫ +∞
0
rd−1
(1 + r2)
1
1−m
dr = π
d
2
Γ
(
1
1−m − d2
)
Γ
(
1
1−m
) .
This gives the expressions
∫
Rd
|x|2 B dx = d (1−m)
(d+ 2)m− dM and
∫
Rd
Bm dx = 2m
(d+ 2)m− dM .
With the same method, we find that
M =
∫
Rd
B dx = −1
d
∫
Rd
x · ∇B dx = 2
d (1−m)
∫
Rd
|x|2 B2−m dx
and B = Bm−1 B2−m = (1 + |x|2)B2−m so that
M =
∫
Rd
B dx =
∫
Rd
B2−m dx+
∫
Rd
|x|2 B2−m dx .
43
This amounts to
∫
Rd
B2−m dx = α
2
M and
∫
Rd
|x|2 B2−m dx = d
2
(1−m)M .
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