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пряжения, описываемые тензором второго ранга В  ' N  • В  — Т . Силы 
^  а  ’ В  ( V a  — поверхностный градиент) наряду с <7 являются по­
верхностными для шестигранника. Поэтому, если внешние силы (7 вы­
зывают развитие в нем напряжений, описываемых тензором второго ран­
га Р  .* У1 ‘ Р  — <7, то “силы” В  приводят к появлению напряжений, 
описываемых тензором третьего ранга Q : п  ■ Q — В  ■
В классическом случае объемные а  и поверхностные СГ силы связа­
ны между собой через тензор Р  как через “параметр” соотношениями: 
п ■ Р = С7, V  • Р - а .  В рассмотренном в данной работе случае появля­
ется дополнительный “параметр” -  тензор Q . связь Т  , (7 ,  а  становит­
ся сложнее, связь Т  , ( 7 , С1 должна быть установлена посредством соот­
ношений, вытекающих, например, из вариационного принципа, предло­
женного в [1], использующих в качестве “параметров” как Р  так и Q  . 
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УДК 681.3.068
ТЕСТИРОВАНИЕ ПРОГРАММНЫХ МОДУЛЕЙ НА ОСНОВЕ 
ГЛОБАЛЬНОЙ ОПТИМИЗАЦИИ
К о вар ц ев  А .Н ., Л огви н о в  А Л .
Предлагается метод тестирования программных модулей, основанный 
на использовании алгоритмов глобальной оптимизации. Проблема тести­
рования модулей сводится к задаче поиска у функции разрывов второго 
рода.
Несмотря на обнадеживающие результаты, полученные для метода 
независимых испытаний [1], особенно с использованием корректировки 
разрядной сетки, он существенно теряет свою эффективность с повыше­
нием размерности вектора исходных данных тестируемого модуля. В свя­
зи с чем, была предпринята попытка разработки детерминированного ме­
тода локализации ошибок в программных модулях вычислительного ха­
рактера.
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Идея характеристического адаптивного алгоритма поиска «редких» 
ошибок (см. [1]) основывается на предположении о том, что «редкие» 
ошибки для математических функций формируются в точках разрыва 
второго рода, которые можно обнаружить, решая одну из оптимизацион­
ных задач:
Принципиальной особенностью задач (1) является потенциальная 
многоэкстремальность оптимизируемых функций, что существенно уве­
личивает трудоемкость методов оптимизации.
Под трудоемкостью метода решения задачи (1) обычно понимают 
число шагов работы алгоритма оптимизации [2]. Однако, учитывая высо­
кую производительность современной вычислительной техники, под тру­
доемкостью оптимизационных алгоритмов правильнее понимать общее 
число обращений к оптимизируемой функции.
Среди методов многоэкстремальной оптимизации наиболее эффек­
тивными считаются методы, построенные в соответствии с характери­
стической схемой, например, метод Стронгина Р.Г. [3]. В данной работе 
предлагается метод глобального поиска точек разрывов второго рода 
функции (метод полного дифференциала [4]), содержательная основа ко­
торого во многом совпадает с идеей метода многоэкстремальной оптими­
зации Р.Г. Стронгина.
Сущность метода сводится к следующему. Первоначально область
исследования Г2 f  подвергается начальной триангуляции (см. рис. 1).






В узлах триангуляции вычисляются значения функции:
Z] =  f  ( Х \  zft — f  ( )  • По результатам испытаний вычисляют­
ся коэффициенты интерполяционного полинома
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P(x\,x2) ~ a lx f  + a2Xjx2 + a3x2 + a4Xi + a5x2 +  a6- (2)
Для вычисления коэффициентов полинома (2) удобнее пользоваться 
несколько иной формой его представления.
.0
д  =  —;------ l L ) р  — х 2 х 2 5 Где h \ , h 2 ~ шаги интерполяци-
V  _  0
Пусть а  _  Х1 Х1 _  х 2 х 2
К h
онной сетки по координатам Х \ ,Х 2 соответственно. X q = ( x i ,X 2 )  - 
начало новой системы координат. Тогда для (2) имеем
Р( q,p) = a \q2 + a 2qp + a3p 2 + a4q + a5p  + a6- (3)
Используя план эксперимента (см. рис.1), для интерполяционной сет­
ки в новых координатах ( q t р  =  0,1, 2 ) несложно вывести формулы для
вычисления коэффициентов полинома (3):
«1
z 3 -  2 z 2 + ^i
а 2 -  z 5 +  z x -  z 2 -  
z  ft — 2 Z 4  +  z j
a-i =
a 4 =
4 z 2 - 3 z j  -  z 3
a 5
_ 4 z 4 -  3 z, -  z 6
a 6 = * \ .
Введем оценочный параметр следующего вида: 
D 2 Z
д 2 р д 2 Р д 2 Р
д х 2 д х \ д х 2 д х 1
Смысл параметра D2Z заключается в том, что в окрестностях точек 
или линий разрыва второго рода параметр D2Z  —> оо, а в окрестностях 
локальных экстремумов он принимает наибольшие значения. Следова­
тельно, D2Z позволяет в процессе поиска ошибок локализовать те места 
функции, где формируются ее бесконечные разрывы.
Для каждого симплекса, образованного тремя точками процесса три­
ангуляции (см. рис.1), вычислим площадь соответствующего треугольни­
ка $г  _  ^1^2 и сформируем критерий оптимизации:
2
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K \( i )  = D 2 Z - S r r , (4)
где г - параметр метода, i -  номер симплекса. t
Всем симплексам начальной триангуляции, с первого по четвертый,, 
присваивается значение критерия (4). Оценка Sr введена в критерий (4) 
для организации просмотра симплексов с небольшой степенью роста 
функции.
Сравнение симплексов, в пределах выбранной триангуляции, обеспе­
чивается критерием
K2(i) = (zi\+zi2+zi2)/3’ (5)
где Z ik - значения тестируемой функции в вершинах к-то симплекса.
В процессе тестирования программного модуля формируется множестве 
симплексов S = { S \ , S 2 ,~. ,Sn } ,  причем каждому симплексу ставится £ 
соответствие векторный критерий X ( i )  = ( K i ( i ), К 2 (i))  ■
Множество симплексов S к  упорядочивается лексикографически и из ни> 
выбирается симплекс, удовлетворяющий условию
st : (maxK\(i),maxK2 (i))' 
i '
Выделенный симплекс S f  подвергается последующему делению (см 
рис. (2)). Для вновь образованных симплексов вычисляются критерии К 
и к 2 . Процесс тестирования продолжается до тех пор, пока не выполнит 
ся условие остановки Sr(i) < е •
Оценка качества предлагаемого алгоритма проводилась с использова 
нием следующих известных тестовых функций, модифицировании: 
включением точек и линий разрывов второго рода:
De Jong 2. Овражная функция, один глобальный экстремум. Одна точ 
ка разрыва Х=(0.21; 1.51)
/г/ > 100 1г  ( х  у )  = --------------------------------------- 1------------------------------------ , Ч
[OOfx2 - у ) 2 + ( \ - х ) 2 +1 (х—0.21J2+(у—1.51J2 ’ |
\ — е о.01 й
- \ .28< х ,у< 1 .28 .  *
Две точки разрыва второго рода
1 1 1
р (х>У) = ----------------- 2------------------ Т  + ---------------2------------------- 2 '
( х -  0 .7 3 2 8 /  + ( у - 0 . 6 5 1 /  f x - 0 .2 8 ; 2 + 0 ^ 0 . 1 5 1 /
О < х, у  < 1.
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3. Griewank. Один глобальный и множество локальных максимумов, 
множество точек разрывов.
1F(x,y) =
*2 +  ^
^ — cos( x)cos(  у  /  -Jl) + 1
200
- 2 0 < х , у <  20.
4. Модифицированная Растригина. Множество линий разрывов
F(x,y) = --------------------- г— -̂------------------ -г-,
(\0cos(2nx) -  х ) - ( 1 0 cos(2ny)- у  )
-5.12 <х, у  <5.12.
5. Модифицированная Растригина+. Один глобальный экстремум, 99 
локальных и одна экспоненциальная точка разрыва
1 1
F (x ,y )  = ----------------------- г   -х-----------1---------- ----------- 5--------------у ,
( \ 0 co s ( 2 m ) - х  )  —(10 c o s ( 2 n y ) - у  )  — 20 (х-0-21) + Q - 1 .5 1 )
1 - е  001
-5 . \ 2 < х , у < 5 . \2 .
6. Линейная функция и экспоненциальный разрыв
F(x,y) = 2x + y + -т у ,
J  х-0.31)  + ( у-0.35 )
1 - е  0.01
0 < х , у  < 1.
7. Полиномиальная функция и экспоненциальный разрыв
а э 1F(x,y)  = x  +2ху + 3у +4х + 5у + 6-\------------------- 5------------у .
(х -0 .31 )  + (у -0 .3 5 )2
1 - е  001
0 < х , у  < 1.
Предложенный характеристический метод глобального поиска линий 
и точек разрыва тестируемой функции использует компоненты полного 
дифференциала второго порядка функции (вторые частные производные), 
в связи с чем, он получил условное название «метод полного дифферен­
циала». Трудоемкость «метода полного дифференциала» на тестовых мо­
делях сравнивалась с трудоемкостью алгоритма «адаптивного случайного 
поиска» (АСП), описанного в работе [1].
Результаты исследования производительности методов тестирования 





С 1Л при г  = 1
кпри r - l j




























-  точка разрыва функции не найдена (для АСП за 2000000 испытаний). 
Как видно из таблицы, на эффективность алгоритма «полного диффе­
ренциала» существенное влияние оказывает параметр г, регулирующий 
плотность «просмотра» симплексов в зависимости от их площади. При 
небольших значениях г алгоритм ориентируется, главным образом, на 
степень роста функции, при больших г - н а  площадь симплекса, застав­
ляя его исследовать область поиска более равномерно. На рисунке 3 для 
r= 1 и тестовой функции Розенброка продемонстрирован процесс деления 
симплексов алгоритма «полного дифференциала».
В таблице метод «полного дифференциала» сравнивался с методом , 
прореживания адаптивным, являющимся модификацией метода «полного
дифференциала» и АСП.
Рисунок 3 - процесс деления симплексов алгоритма «полного дифференциала»
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Метод прореживания адаптивный отличается от метода «полного 
дифференциала» тем, что в нем «неперспективные» с точки зрения обна­
ружения точек разрывов симплексы исключаются из рассмотрения. 
Представленные результаты показывают, что предложенные методы 
«полного дифференциала» и адаптивный метод прореживания обладают 
существенно более высокой эффективностью по сравнению с АСП и мо­
гут быть использованы для тестирования программных модулей.
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УДК 37
ФОРМИРОВАНИЕ КОНСТРУКТОРСКОГО МИРОПОНИМАНИЯ 
НА ОСНОВЕ БАЗИСНОГО ИЗУЧЕНИЯ ГРАФИЧЕСКИХ ДИСЦИПЛИН
Кордонская И.Б.
Концепция базисного изучения графических дисциплин явилась 
результатом теоретического и практического исследования, анализа си­
туации в системе графического образования в школе и вузе. Наблюдения 
показали, что происходит снижение уровня графических знаний выпуск­
ников школ, необходимость обучения графическим понятиям в вузе прак­
тически с нуля. Время, предусмотренное программой на изучение начер­
тательной геометрии и инженерной графики, тратится на адаптацию 
мышления учащихся к новым требованиям, формированию пространст­
венных представлений, а не на освоение фундаментальных знаний. Ины­
ми словами, задача обеспечения будущих специалистов профессиональ­
ными графическими знаниями заменяется общеобразовательной задачей 
освоения элементарными геометро-графическими понятиями. В первую 
очередь, это относится к радиотехническим специальностям, для которых 
кроме общетехнических стандартов необходимо освоить значительный 
объем узкопрофессиональных.
Желание и необходимость повышения уровня довузовской гра­
фической подготовки послужили целью проведения анализа структуры и 
содержания обучения графическим дисциплинам в школе. В результате 
было выявлено множество парадоксов в существующей педагогической 
системе образования, пришло понимание необходимости базисного изу- 
чения графических дисциплин в школе направленного на развитие про­
