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Возможность широкого применения 
математических методов для диагностики 
и управления электропоездом.
Выдвинуто предположение, что теория 
вероятностей является способом 
обработки гипотез о влияниях в условиях 
неопределенности, и следовательно, 
в дальнейшем ее методы и вычисления 
могут быть реализованы в методе 
автоматизированных сетей.
Рассматривается частная задача 
диагностики, которая имеет отношение 
к прогнозированию, – оценка не только 
реального состояния системы в целом, 
но и ее ресурса.
Сбор статистических результатов 
наблюдения позволит создать 
модельный прототип, который поможет 
методологически точно производить 
диагностику объектов, учитывая 
всевозможные связи между событиями, 
выявлять существующие риски и ресурсы.
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диагностика  относится  к  числу ключевых системных задач, так как именно с ее помощью формирует-
ся точная, достоверная  и  своевременная 



























стики, прогнозирования и управления в рам-
ках единой системы поддержки принятия 







ФакТОРЫ И ОжИдаЕмЫй эФФЕкТ
Следует отметить, что проблема диаг-
ностики на железнодорожном транспорте 
относится  к  числу  малоисследуемых 
в стране, однако в сложившихся условиях 



































ных  компонентов  объекта  управления. 
Использование различных типов блочных 
моделей  и  программ  в математическом 
обеспечении автоматизированных систем 
позволяет  достичь приемлемого  уровня 











































































и  вычисления могут  быть  реализованы 
в формализации,  получившей название 






















При  наличии  априорной  информации 









































вать  состояние  объекта  уже  на  основе 


























на ОСнОВЕ ФункцИИ ПОТЕРь
Описанное выше правило диагностики 





в рассмотрение функцию C ( S Si j/ ), опи-
сывающую  цену  ошибочного  решения 
в пользу состояния S i , когда наблюдения 














Разумно  теперь  принять  решение 




стями (R i  и R j ) можно задать. Дальнейшее 
совершенствование правил (6) и (8) связа-





обозначения: а)  f Ej ( ) ,  j = 1, …, m, – функ-
ции плотности распределения вероятно-
стей,  соответствующие  состояниям S i  
в пространстве D; б)  q j ,  j = 1, …, m, – ве-


















q f x q f xj j
j
j j0 0
( ) max { ( )}.≥    (2)
Согласно правилу, описание x должно 
относиться к подмножеству Rj 0  с наиболь-
шей вероятностью, что эквивалентно ре-
шению в пользу состояния  S j0 . Если, как 

































G характеризует  цель,  заключающуюся 
в нахождении причины  (неисправности, 
аварии, сбоя и т. д.) с наибольшим приори-
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Благодаря  этим  оценкам  столбцы 
массива W1   становятся  стохастически-
ми, т. е. сумма элементов каждого стол-
бца  равна  единице  (матрица  с  таким 






















k∞ = ( )lim 1 .  (5)
k→∞
Известно,  что  для  стохастической 
по  столбцам  матрицы W1   предел W 
всегда  существует.  Различные  частные 
случаи иерархической сети, изображен-
ной  на  рис.  1,  и  ее  суперматрицы W1  




Например,  в  предположении,  что 
обратная связь между компонентами D 
Рис. 1. Сетевая структура модели диагностики, 
учитывающей внутриуровневые и межуровневые 
связи: G – цель, D – множество причин,  






и С отсутствует,  в  структуре W1   блок 
W
23 















1. Другими  словами,  модели  анализа 
влияний,  основанные  на  механизмах 
сетевых структур и суперматриц, обла-
дают достаточной гибкостью и позволя-
ют  использовать  как  доступные и  кор-
ректные  статистические  данные,  так 




.   Их  содержание  устанавливается 
на основе экспертных знаний и сужде-













важность  i‑го  элемента  относительно 
j‑го  элемента  в  достижении цели. При 
этом  обычно  задается  вопрос,  какой 
из  элементов  пары  вносит  больший 




на  основе  фундаментальной  шкалы, 
содержащей  уровни  1,2,..,9.  Значение 
a
ij
=1 интерпретируется  как  одинаковая 
предпочтительность;  a
ij
 = 3 – наличие 
средней степени предпочтения; a
ij





























 для  всех  i, j, k 
(условие согласованности).
Корректная математическая модель 
обработки   этих   данных   основана 
на предположении a
ij 
=w wi j/  
для всех i, 
j, где  ω ωi j, −   искомые  оценки  относи-
тельной важности элементов совокупно-
сти,  и  сводится  к  решению  задачи 







тами ωi i n, ,..., .=1  
Значимость вектора  w, 





 – n)/(n – 1).
ЗаключЕнИЕ
Выдвинуто предположение, что тео-









развитие  действующих  систем  диагно-










между  событиями,  выявлять  существу-
ющие риски и ресурсы.
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