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Abstract
We apply the Bogoliubov inequality to the Bose-Hubbard model to rule out the possibility
of Bose-Einstein condensation. The result holds in one and two dimensions, for any filling at any
nonzero temperature. This result can be considered as complementary to analogous, classical result
known for interacting bosons in continuum.
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1 Introduction
Many-body boson systems were among first quantum systems, where the problem of phase tran-
sitions has been noticed. In a system of non-interacting bosons it was investigated in the very
beginning of quantum theory [1], [2], [3], [4]. For an excellent review of non-interacting boson
systems see [5].
In systems of interacting bosons, the problem turned out much more difficult. Significant
progress has been made in late 40’s of XX-th century, when the existence of phase transition
in 3d systems has been (non-rigorously) shown by Bogolyubov [6]. Further contributions into de-
velopment of the theory have been made, among others, by Penrose, Onsager, [7], [8], Feynman [9],
Lee, Huang, Yang [10], [11]. (For exhaustive reviews see [12], [13]).
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The Bogolyubov approach was heuristic one and it cannot be regarded as a rigorous proof of
the Bose-Einstein condensation. It has been based on profound understanding of physics of the
problem, however, it lacked a rigorous justification, which has been made only half century later
(but only in certain set of physical parameters) [14]. (For another approach, assuming however
fulfilling of certain boundary conditions, see [15]).
The situation in lower dimensions, i.e. 1 and 2, turned out to be more tractable. In the sixties of
XX-th century there appeared convincing explanation that in systems of continuous bosons there is
no condensation at positive temperatures [16]. This paper was based on deep physical insight, but
it also cannot be considered as a proof – even the Hamiltonian didn’t appear in the paper! About
ten years later, Bouziane and Martin in [17] analysed the problem rigorously and their results can
be considered as a proof of the lack of Bose-Einstein condensation in dimensions one and two.
Technical tool, being the cornerstone of the proof by Bouziane and Martin, was (certain version
of) the Bogolyubov inequality.
It was used in a whole series of papers, where non-existence of Long Range Order (LRO) has
been proven in systems possessing the continuous symmetry group. Boson system also belong to
this class. More precisely, celebrated Mermin-Wagner theorem [18] tells that in lattice spin systems
fulfilling the following assumptions:
1. they possess continuous symmetry group;
2. dimension of the lattice is 1 or 2;
3. the interactions exhibits sufficiently fast spatial fall-off,
there can be no LRO at positive temperatures.
This theorem – half-century-old at present – is an one of few general beautiful and powerful
results, concerning the (im)possibility of ordering in lattice systems. It was generalized and extended
in numerous directions (for some of these achievements, see [20]).
The Mermin-Wagner theorem has been proven with the use of Bogolyubov inequality [19]. For
(finite) spin or fermion systems this is a matrix inequality, whose proof is tricky but elementary. For
bosonic systems, however, one encounters technical complications due to the fact that the bosonic
Hilbert space is infinite dimensional even for finite lattices. One is forced to develop suitable operator
variant of Bogolyubov inequality. It was the case of the paper [17], where it has been proven certain
version of Bogolyubov inequality, whose application resulted in the proof of lack of Bose-Einstein
condensation in continuous systems in dimensions one and two. Another operator versions of the
Bogolyubov inequality have also been proven in papers [21] and [22], where they have been applied
to prove lack of ordering in quantum rotor models under aforementioned conditions.
Besides the fact that the lack of Bose-Einstein condensation has been proven in continuous
systems in d = 1 and d = 2more than 40 years ago, this is not the case of latticemodels of interacting
bosons. Canonical example of such lattice models is the Bose-Hubbard one. The fermionic Hubbard
model is widely known from early sixties of last century [23]. Its bosonic version was much less
famous up to eighties, where it became popular after the paper [24]. In this paper basic features of
these model have been examined. A breakthrough in an interest to the model dates about ten years
ago, when it was applied to description of trapped atomic gases and Bose-Einstein condensation
therein [25]. Although there is a broad ‘folk knowledge’ that there is no Bose-Einstein condensation
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at positive temperatures in dimensions one and two, we couldn’t find – perhaps surprisingly – a
proof of this fact. This opportunity motivated us to fill this gap.
Two problems appear here. One is the formal calculation, based on the Bogolyubov inequality.
We define the order parameter to be the average of zero-momentum annihilation operator (like in
[17] and other papers). By a suitable choice of operators one shows that this order parameter is
zero in dimensions one and two at positive temperatures.
The second aspect is justification of these calculations; the ordinary (finite dimensional) Bo-
golyubov inequality is not sufficient here. It turned out that only in limited range one can use the
technique developed in the paper [17]. Instead, we consider certain sequence of finite-dimensional
approximations together with taking the infinite-dimensional limits on the level of thermal averages
and showing that these limits exist.
The organization of the paper is as follows. In the Sec. 2 we present a ‘setup’, i.e. the notation,
formalism and definition of the Bose-Hubbard model. This Section contains also some preparatory
theorems, necessary for further considerations. In the Sec. 3 we elaborate some general aspects
of Bogolyubov inequality necessary in further considerations. The Sec. 4 presents the choice of
operators in the Bogolyubov inequality and calculation of necessary commutators. The Sec. 5
describes passing to the thermodynamic limit to prove the lack of the Bose-Einstein condensation
in dimensions one and two at positive temperatures. The Sec. 6 is devoted to summary, conclusions
and some open (as far as we know) problems.
2 Setup for the Bose-Hubbard model: definitions and
preparatory theorems
In this section we introduce the model and prove self-adjointness of its Hamiltonian. Let K be a
separable Hilbert space and (e0, e1, . . . ) an orthonormal basis; en will also be denoted by |n〉. Let
c†, c be the standard creation and anihilation operators on K with respect to the orthonormal basis
(en = |n〉):
c†|n〉 := √n+ 1|n+ 1〉, n ≥ 0 ; c|0〉 := 0, c|n〉 := √n|n− 1〉 , n > 0 (1)
and extended by linearity to the space of finite linear combinations of basis vectors. Clearly on this
space they satisfy [c, c†] = 1 and for the number operator nˆ := c†c we have nˆ|n〉 = n|n〉.
For a finite set Λ we define
HΛ :=
⊗
x∈Λ
Hx, where Hx := K. (2)
Vectors of the induced orthonormal basis in HΛ will be abbreviated as:
|n1, n2, . . . , n|Λ|〉 := |n1〉 ⊗ |n2〉 ⊗ · · · ⊗ |n|Λ|〉
Let D be the space of finite linear combinations of elements of basis in HΛ:
D := span{|n1, . . . , n|Λ|〉 : n1, . . . , n|Λ| ∈ N ∪ {0}} , (3)
clearly D is dense in HΛ.
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Let us define several linear operators acting on D. For x ∈ Λ by c†x, cx, nˆx we denote linear
operators acting as c†, c, nˆ on x-th ”slot” and as 1 on remaining “slots” i.e.
c†x|n1, . . . , nx, . . . , n|Λ|〉 :=
√
nx + 1 |n1, . . . , nx + 1, . . . , n|Λ|〉
cx|n1, . . . , nx, . . . , n|Λ|〉 :=
√
nx |n1, . . . , nx − 1, . . . , n|Λ|〉
nˆx|n1, . . . , nx, . . . , n|Λ|〉 := nx |n1, . . . , nx, . . . , n|Λ|〉,
(4)
clearly nˆx = c
†
xcx. It is straightforward to check that these operators, as operators on D, satisfy
[cx , c
†
y] = δxy , [nx , cy] = −δxycy ,
[nx , c
†
y] = δxyc
†
y , [nx , c
†
ycz] = (δxy − δxz)c†ycz (5)
Remark 1 It is known that cx and c
†
x are closable and c
†
x = (cx)
∗|D. In what follows for an linear
operator A acting on D and such that D ⊂ D(A∗) we will often use notation A† := (A∗)|D.
The total number operator N̂Λ and the operator N̂2,Λ are defined as
N̂Λ :=
∑
x∈Λ
nˆx , N̂2,Λ :=
∑
x∈Λ
nˆ2x (6)
so that
N̂Λ|n1, . . . , n|Λ|〉 = (n1 + · · ·+ n|Λ|)|n1, . . . , n|Λ|〉
N̂2,Λ|n1, . . . , n|Λ|〉 = (n21 + · · ·+ n2|Λ|)|n1, . . . , n|Λ|〉
(7)
If it doesn’t lead to any confusion we will omit subscript Λ and denote these operators by N̂ and
N̂2. For m,M ∈ N ∪ {0} let
Dm := span{|n1, . . . , n|Λ|〉 : n1 + · · · + n|Λ| = m}
DM := span{|n1, . . . , n|Λ|〉 : n1 + · · · + n|Λ| ≤M} =
M⊕
m=0
Dm
(8)
i.e. Dm is the eigenspace of N̂ with eigenvalue m. Using this notation we have HΛ =
∞⊕
m=0
Dm
(orthogonal direct sum). Moreover
M < L⇒ DM ⊂ DL and D =
⋃
M∈N
DM (9)
It is routine to check that operators N̂ and N̂2 are essentially self-adjoint; their self-adjoint closures
will be denoted by N̂ and N̂2, respectively. Note the type of font, we will use similar notation for
other operators as well. In general, the closure of an operator A will be denoted by A as well as
complex conjugation of a number z by z.
We define two more operators on D:
TΛ :=
∑
x,y∈Λ
txyc
†
xcy =
∑
x 6=y
txyc
†
xcy +
∑
x
txxnˆx =: T
′ + T ′′ , txy = tyx ∈ C (10)
LΛ :=
∑
x
(c†x + cx). (11)
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Let us note that operators T ′, T ′′, N̂2 and L are symmetric on D and
T ′Dm ⊂ Dm , T ′′Dm ⊂ Dm , N̂2Dm ⊂ Dm , LDm ⊂ Dm−1 ⊕Dm+1 (12)
Finally, for u > 0, µ, λ ∈ R, let us consider the grand canonical ensamble hamiltonian:
HΛ(u) := u Nˆ2,Λ + TΛ + µ NˆΛ + λLΛ (13)
(again we will omit subscript Λ in TΛ and LΛ). Of course HΛ depends of λ and µ as well, but we
will use dependence of u explicitly, so we underline it in notation.
The operator TΛ possess physical interpretation as the lattice hopping term, and uNˆ2,Λ is the on-
site interaction term. We have also the L term, which is responsible for breaking of the U(1)
symmetry. Realize that in the canonical ensemble the average of the operator
∑
x c
†
x (as well as∑
x cx) is equal to zero. However, in the grand canonical ensemble both averages can be non-zero.
One takes (suitably scaled) averages of the operator
∑
x c
†
x (or
∑
x cx) as the ‘order parameter’, i.e.
condensate density.
Let us also fix two numbers M,Md satisfying:
max
∑
y∈Λ
|txy| , x ∈ Λ
 ≤M , max{|txx| : x ∈ Λ} ≤Md (14)
Remark 2 This is not a restriction on a single system, but later on, in termodynamic limit, we
shall assume that M and Md fulfilling (14) can be chosen independently of Λ. Clearly we may
assume Md ≤M.
At this moment we don’t impose any other restrictions on the model; they will appear later on. The
rest of this section is devoted to the proof of self-adjointness of the Hamiltonian (13).
Theorem 3 Let u > 0 and µ, λ ∈ R. Then
i) The operator H(u) defined by (13) is essentially self-adjoint and its closure H(u) is equal to
H(u) = uN̂2 + T + µ Nˆ + λL (in particular this equality means that D(H(u)) = D(N̂2)).
ii) H(u) is bounded from below with lower bound γ(u) satisfying
γ(u) ≥ −K |Λ|(M/2 + 2|λ|) − (Md + |µ|)
1− |Λ|uK
(
|Λ|(
√
3
2 M+ 2|λ|) +Md + |µ|
) (15)
for any K ∈ N such that K > |Λ|
u
(
|Λ|(
√
3
2
M+ 2|λ|) +Md + |µ|
)
iii) The operator exp(−βH(u)) is trace class for every β > 0
The idea of the proof is to show that the hamiltonian (13) is a “small” perturbation of the operator
uN̂2 and then to use some general results of perturbation theory – they are summarized in Prop. 7.
After the proof of this proposition, which essentially consists of pointing to relevant results from
literature, we prove – in Prop. 11 – estimates that enable us to apply Prop. 7 to Bose-Hubbard
Model.
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2.1 Some results about unbounded perturbations.
Here we deal with unbounded perturbation and for completness of exposition we recall the following
Definition 4 ([26], Ch. 5, 4.1) Let T and A be operators acting on a Hilbert space. The operator
A is T -bounded iff D(T ) ⊂ D(A) and there exist a, b ∈ R+ ∪ {0} such that for every ψ ∈ D(T ) :
||Aψ|| ≤ a||ψ|| + b||Tψ||. (16)
In this situation we will also say that A is T -bounded with constants (a, b).
A is T -bounded with the relative bound 0 if for every ǫ > 0 there exist a such that A is T -bounded
with constants (a, ǫ).
Remark 5 There is an equivalent definition ([26], Ch. 5, 4.2) in which inequality (16) is replaced
by
||Aψ||2 ≤ a˜2||ψ||2 + b˜2||Tψ||2. (17)
Indeed, if (17) is satisfied then also (16) holds with a = a˜ and b = b˜. In the opposite direction, if
(16) holds then taking a˜ := a
√
1 + 1/ǫ and b˜ := b
√
1 + ǫ for any ǫ > 0 we obtain (17).
Remark 6 From the very definition it follows that relative boundedness is transitive: if A is T -
bounded with constants (a1, b1) and T is S-bounded with constants (a2, b2) then A is S-bounded with
constants (a1 + b1a2, b1b2).
Now we can formulate the proposition being the main tool of our analysis.
Proposition 7 Let T be a self-adjoint operator acting on a Hilbert space H. Let D ⊂ H be a dense
linear space and A : D → H be a symmetric operator. Assume that
i) T is essentially self-adjoint on D;
ii) The operator A is T|D-bounded with constants (a, b) and b < 1.
iii) T is bounded from below with the lower bound γ;
iv) e−βT is a trace class operator for every β > 0
Then
1. The operator T|D + A is essentially self-adjoint and S := (T|D +A) = T + A is self-adjoint
on D(T).
2. The self-adjoint operator S is bounded from below with the lower bound γS and
γS ≥ γ −max
{
a
1− b , a+ b|γ|
}
(18)
3. The operator e−tS is a trace class operator for any t > 0.
Remark 8 If a pair (T, A) fulfils assumptions i)− iv) with constants (a, b, γ) then for ν > 0 and
0 ≤ µ ≤ ν the pair (νT, µA) fulfils i)− iv) with constants (µa, µν b, νγ).
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Proof of Prop. 7:
1) This statement is just the Thm 4.4, Ch.5 of [26] (Kato-Rellich Theorem) applied to operators
T|D and A; only assumptions i) and ii) are used.
2) From the proof of mentioned theorem, it follows that A is T-bounded with (the same) constants
(a, b). The statement (2) is the Thm 4.11, Ch.5 of [26] applied to the pair (T, A);
3) Let us notice that, by the remark 8, it is enough to prove the third claim for t = 1. Therefore
we shall prove that e−S is a trace class operator. To this end we are going to use the following
Lemma 9 ( [28], Thm. 4) Let A,B be self-adjoint operators and D ⊂ D(A)∩D(B) be a dense linear
space. Assume that Tr(e−A) < ∞, B is bounded from below and S := (A+B)|D is self-adjoint.
Then Tr(e−S) ≤ Tr(e−Ae−B) and therefore e−S is trace class. 
Let us take α satisfying b < α < 1 and consider operators αT and A. These operators satisfy
assumptions of the theorem with the same D and constants γ1 := αγ, a1 := a and b1 := bα < 1.
Therefore we know, by 1) and 2), that the operator S1 := αT+A is self-adjoint (on D(T)) and D
is a core for S1. It is also bounded from below with the bound
γS1 ≥ αγ −max
{
aα
α− b , a+ b|γ|
}
Therefore we can write the operator S as a sum of two self-adjoint, bounded from below operators:
S = T +A = (1− α)T + (αT+A), (19)
where exp(−(1−α)T) is trace class (by iii)) and D is a core for S. Now by Lemma 9 the operator
exp(−S) is trace class. 
Corollary 10 Let T and A satisfy assumptions i) − iii) of Thm. 7 and let B be T-bounded with
constants (a˜, b˜). Then, for any β > 0, the operator B exp(−β(T +A)) is bounded and
||B exp(−β(T +A))|| ≤(a˜+ ab˜
1− b) || exp[−β(T +A)]||+
+
b˜
1− b ||(T +A) exp[−β(T +A)]||
(20)
Proof: Let us denote S := T+A. By the functional calculus of self-adjoint operators (see e.g. [27],
XII.2.7(c)) we know that exp(−βS) : H → D(S) = D(T) ⊂ D(B), therefore B exp(−βS) is defined
on the whole space H and for ϕ ∈ H:
||B exp(−βS)ϕ|| ≤ a˜|| exp(−βS)ϕ||+ b˜||T exp [−β(T +A)]ϕ|| (21)
For ψ ∈ D(T) = D(S) ⊂ D(A) we have:
||Tψ|| ≤ ||Sψ||+ ||Aψ|| ≤ ||Sψ||+ a||ψ|| + b||Tψ||,
and, since b < 1,
||Tψ|| ≤ a
1− b ||ψ|+
1
1− b ||Sψ||
Using this estimate in (21) for ψ := exp(−βS)ϕ we obtain (20). 
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2.2 Self-adjointness of Bose-Hubbard Hamiltonian
To prove Thm. 3, we use Prop. 7 with T := uN̂2 and A := T +µ Nˆ+λL. It is clear that N̂2 ≥ 0 and
it is easy to check that exp(−βN̂2) is trace class for every β > 0, so the same is true for exp(−βuN̂2).
Thus to prove the theorem we need to show that the operator T + µ Nˆ + λL is uN̂2-bounded with
some constants (a, b), b < 1. In fact we are proving in Prop. 11 that each of operators T ′, T ′′, N̂
and L is N̂2-bounded with relative bound 0. Notice that this is enough, since it is straightforward
to see that then, for any λ and µ, the operator T +µ Nˆ +λL is N̂2-bounded with relative bound 0;
moreover from the very definition, it follows that if some operator A is N̂2-bounded with relative
bound 0, it is also uN̂2-bounded with relative bound 0 for any u ∈ R.
By considerations above, the proof of the following proposition will complete the proof of 1) and
3) of Thm. 3.
Proposition 11 For any K ∈ N and any ψ ∈ D we have the following estimates:
||T ′ψ||2 ≤ 1
4
M2|Λ|2(K + 1)2||ψ||2 + 3
4
M2|Λ|4
(K + 1)2
||N̂2ψ||2 (22)
||N̂ψ||2 ≤ K2||ψ||2 + |Λ|
2
(K + 1)2
||N̂2ψ||2 (23)
||T ′′ψ||2 ≤M2dK2||ψ||2 +
M2d|Λ|2
(K + 1)2
||N̂2ψ||2 (24)
||Lψ|| ≤ 2|Λ|(K + 1)||ψ|| + 2|Λ|
2
K + 1
||N̂2ψ|| (25)
Proof: Notice that, as mentioned above, these inequalities imply that operators T ′, T ′′, N̂ and L
are N̂2-bounded with relative bound 0. Let us start with the following
Lemma 12 For any ϕ ∈ Dm we have:
||T ′ϕ|| ≤Mm+ 1
2
|Λ| ||ϕ|| (26)
||N̂2ϕ|| ≥ m
2
|Λ| ||ϕ|| (27)
Proof: The first estimate we are going to prove is:
||c†xcyϕ|| ≤
m+ 1
2
||ϕ|| for x 6= y and ϕ ∈ Dm (28)
Observe that each subspace Dm is an orthogonal sumDm =
m⊕
k=0
hk, where hk := span{|n1, . . . , n|Λ|〉 ∈
Dm : nx + ny = k}. We have c†xcyhk ⊂ hk and each hk is isomorphic to h′k ⊗ h′′k, where
h′k := span{|l, k − l〉 , l = 0, . . . k} , h′′k := span{|n1, . . . , n|Λ|−2〉 : n1 + · · ·+ n|Λ|−2 = m− k}
and c†xcy(x′k ⊗ x′′k) = Ak(x′k)⊗ x′′k where
Ak|l, k − l〉 =
√
k − l
√
l + 1|l + 1, k − l − 1〉 , l = 0, . . . , k
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So in he basis fl := |l, k − l〉 , l = 0, . . . , k the matrix of Ak is
A :=

0 0 . . . . . . 0
a0 0 . . . . . . 0
0 a1 0 . . . 0
. . . . . . . . . . . . . . .
0 0 . . . ak−1 0

, al :=
√
l + 1
√
k − l
then ||A||2 = max{|al|2 : l = 0, . . . , k−1}; this immediatly follows from ||A||2 = ||A∗A||. Therefore
||Ak||2 = max{(l + 1)(k − l) , l = 0, . . . , k − 1} =
{ (
k+1
2
)2
k − odd
k(k+2)
4 k − even
,
and
||(c†xcy)|Dm ||
2 = max{||Ak||2 , k = 0, . . . ,m} ≤
(
m+ 1
2
)2
as in (28). Now, for ϕ ∈ Dm we compute
||T ′ϕ|| = ||
∑
x 6=y
txyc
†
xcyϕ|| ≤
∑
x 6=y
|txy|||c†xcyϕ|| ≤
m+ 1
2
||ϕ||
∑
x 6=y
|txy| ≤ |Λ|Mm+ 1
2
||ϕ||
as claimed in (26).
It remains to prove (27). This immediatly follows from the fact that the minimal value of x21+x
2
2+
· · ·+ x2l on the hyperplane x1 + x2 + · · ·+ xl = m is equal to l
(
m
l
)2
. 
Now we can prove the proposition. Let us fix K ∈ N. For any ψ ∈ D, because of (9) we may
assume, that ψ ∈ DK+L =
K+L⊕
m=0
Dm for some integer L > 1 and write ψ =
K+L∑
m=0
ϕm , ϕm ∈ Dm
(orthogonal sum). By (12) and the estimates in the lemma we have:
||T ′ψ||2 =
K+L∑
m=0
||T ′ϕm||2 ≤ 1
4
|Λ|2M2
K+L∑
m=0
(m+ 1)2||ϕm||2 (29)
and
K+L∑
m=0
(m+ 1)2||ϕm||2 = ||ψ||2 +
K+L∑
m=0
(m2 + 2m)||ϕm||2 =
= ||ψ||2 +
K∑
m=0
(m2 + 2m)||ϕm||2 +
K+L∑
m=K+1
(m2 + 2m)||ϕm||2
≤ ||ψ||2 + (K2 + 2K)||ψ||2 +
K+L∑
m=K+1
(m2 + 2m)
|Λ|2
m4
||N̂2(ϕm)||2 ≤
≤ (K + 1)2||ψ||2 + |Λ|2
(
1
(K + 1)2
+
2
(K + 1)3
) K+L∑
m=K+1
||N̂2(ϕm)||2 ≤
≤ (K + 1)2||ψ||2 + |Λ|2
(
1
(K + 1)2
+
2
(K + 1)3
)
||N̂2ψ||2 ≤
= (K + 1)2||ψ||2 + 3|Λ|
2
(K + 1)2
||N̂2ψ||2
(30)
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Thus the estimate (22) follows. In the similar way:
||N̂ψ||2 =
K+L∑
m=0
m2||ϕm||2 =
K∑
m=0
m2||ϕm||2 +
K+L∑
m=K+1
m2||ϕm||2 ≤
≤ K2||ψ||2 + |Λ|
2
(K + 1)2
K+L∑
m=K+1
||N̂2(ϕm)||2 ≤ K2||ψ||2 + |Λ|
2
(K + 1)2
||N̂2ψ||2
(31)
This is the estimate (23). Finally, we compute:
∣∣(ψ |T ′′ψ)∣∣ = ∣∣∣∣∣(ψ | ∑
x∈Λ
txxnˆxψ)
∣∣∣∣∣ ≤∑
x∈Λ
|txx||(ψ | nˆxψ)| ≤
≤ max{|txx| : x ∈ Λ}
∑
x∈Λ
(ψ | nˆxψ) = Md(ψ | Nˆψ),
(32)
then, for ϕm ∈ Dm we get∣∣(ϕm |T ′′ϕm)∣∣ ≤Md(ϕm | Nˆϕm) = Mdm||ϕm||2
therefore
||T ′′|Dm || ≤Mdm, and (33)
||T ′′ψ||2 =
K+L∑
m=0
||T ′′ϕm||2 ≤M2d
K+L∑
m=0
m2||ϕm||2 = M2d||N̂ψ||2 ≤
≤M2d
(
K2||ψ||2 + |Λ|
2
(K + 1)2
||N̂2ψ||2
)
,
where in the last step we use second claim of the proposition, and this is (24).
Finally to prove the last inequality consider the lemma
Lemma 13 For every ψ ∈ D the following inequalities hold
||cxψ|| ≤ ||N̂1/2ψ||, ||c†xψ|| ≤ ||(N̂ + 1)1/2ψ||
and, consequently, operators c†x(N̂ + 1)
−1/2 and cx(N̂ + ρ)−1/2 extend to bounded operators with the
norm ≤ 1 for any ρ > 0.
Proof: This immediately follows from definitions of cx, c
†
x and N̂. 
This way we obtain
||
∑
x
c†x(N̂ + 1)
−1/2|| ≤ |Λ| , ||L(N̂ + 1)−1/2|| ≤ 2|Λ|, (34)
and
||Lψ|| = ||L(N̂ + 1)−1/2(N̂ + 1)1/2ψ|| ≤ 2|Λ|||(N̂ + 1)1/2ψ|| ≤ 2|Λ|(||N̂ψ||+ ||ψ||)
and (25) follows now from (23). The proposition is proven as well as points 1) and 3) of Thm. 3.
It remains to prove the inequality (15) in 2). By Prop. 11:
||(T + µ Nˆ + λL)ψ|| ≤ a(u)||ψ|| + b(u)||uN̂2ψ|| , ψ ∈ D,
where
a(u) := (K + 1) [|Λ|(M/2 + 2|λ|)− (Md + |µ|)]
10
b(u) :=
|Λ|
u(K + 1)
(
|Λ|(
√
3
2
M+ 2|λ|) +Md + |µ|
)
.
Remembering that uN̂2 ≥ γ = 0, we have γ(u) ≥ − a(u)
1− b(u) by (18), and the inequality (15)
follows. 
By the proof of Thm. 3 we have:
Corollary 14 For any ρ ∈ R an operator H(u) + ρI is self-adjoint, bounded from below and
exp(−β(H(u) + ρI)) is trace class.

3 Bogolyubov inequality for systems of bosons
The fundamental technical tool in proving the absence of ordering is the Bogolyubov inequality.
Working with bosons, one needs a kind of infinite dimensional version of that inequality involving
unbounded operators. One approach is to obtain directly such an inequality for a given hamiltonian
and apprioprate class of operators – this way for Bose gas in continuum was used in [17]. In our
approach we proceed in different manner. Namely, we start with finite dimensional Bogolyubov
inequality for finite dimensional “approximations” of relevant operators and show by limiting pro-
cedure that finite dimensinal averages converge to “true” averages for the model.
Let V be a finite dimensional Hilbert space and H = H∗ a self-adjoint operator on V . For an
operator B on V let
〈B〉 := TrV (Be
−βH)
TrV (e−βH)
, β > 0.
Let A,C be linear operators on V . The Bogolyubov inequality [19] reads:
β
2
〈A∗A+AA∗〉〈[[C,H], C∗]〉 ≥ |〈[C,A]〉|2. (35)
Assume now, that V is a subspace of a Hilbert space H = V ⊕V ⊥ and let PV be the orthogonal
projection on V . If A is an operator on V let A˜ := APV be its extension (by 0 on V
⊥) on H. It is
easy to see that for linear operators A,A1, . . . , Ak,H on V we have
A˜∗ = (A˜)∗ , TrV (Ae−βH) = Tr(A˜e−βH˜) , P (A1, . . . , Ak)∼ = P (A˜1, . . . , A˜k),
for any polynomial P (x1, . . . , xk) of noncommuting variables. Thus the inequality (35) can be
written as
β
2
〈A˜∗A˜+ A˜A˜∗〉V 〈[[C˜, H˜], C˜∗]〉V ≥ |〈[C˜, A˜]〉V |2, (36)
where, for operators B : H → H satisfying B = BPV = PVB, we denote
〈B〉V := Tr(Be
−βH˜)
Tr(PV e−βH˜)
Finally, and this is the situation we deal with, let us assume that D ⊂ H is a dense linear space
with V ⊂ D and let H,A,C : D → H be linear operators; assume moreover that H is symmetric
and D ⊂ D(A∗) ∩D(C∗). Then restricting operators to V and then extending to H we obtain the
following inequality:
β
2
〈(AV )∗AV +AV (AV )∗〉V 〈[[CV ,HV ], (CV )∗]〉V ≥ |〈[CV , AV ]〉V |2, (37)
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where AV := PVAPV , etc, and the average 〈B〉V for operators satisfying B = BV is defined this
time as
〈B〉V := Tr(Be
−βHV )
Tr(PV e−βHV )
(38)
Using notation just introduced we can formulate:
Proposition 15 Let D ⊂ H be a dense linear space and H,A,C : D → D be linear operators;
assume moreover that H is symmetric and D ⊂ D(A∗) ∩ D(C∗). Let V,W be finite dimensional
subspaces satysfying W ⊂ V ⊂ D.
If PV C ⊂ CPV then
[CV , AV ] = [C,A]V (39)
[[CV ,HV ], (CV )
∗] = [[C,H], C†]V (40)
If, morever PV A ⊂ APW then additionally:
AV (AV )
∗ + (AV )∗AV = (AA† +A†A)V − (PV − PW )A†A(PV − PW ) (41)
and
β
2
〈(AA† +A†A)V 〉V 〈[[C,H], C†]V 〉V ≥ |〈[C,A]V 〉V |2, (42)
Proof: It is straightforward to verify that for any operators E,F : D → D:
[EV , FV ] = [E,F ]V + PVE(PV F − FPV )PV + PV F (EPV − PVE)PV . (43)
If an operator P satisfies PPV = P then P (PV E−EPV )PV = 0. In particular if either PVE ⊂ EPV
or PV F ⊂ FPV then (43) reduces to [EV , FV ] = [E,F ]V . So (39) follows from (43) by assumptions
on C.
To prove (40) notice that our assumptions on C imply:
(CV )
∗ = (C†)V = C†PV ⊃ PV C†, (44)
and for any operator E : D → D:
[[CV , EV ], (C
†)V ] =PV CPVEPV C†PV − PVEPV CPV C†PV+
− C†PV CPVEPV + C†PVEPV CPV =
=PV CEC
†PV − PV ECC†PV − PV C†CEPV + PV C†ECPV =
=PV [[C,E], C
†]PV ,
In particular for E = H we obtain (40).
To prove (41) let us notice that
(AV )
∗ = (A†)V = A†PV ⊃ PWA† , (45)
Using these relations, let us compute
AV (AV )
∗ = PVAPV A†PV = PVAPV A†PV PV = PVAPV PWA†PV = PVAPWA†PV = PVAA†PV
(AV )
∗AV = PVA†PVAPV = PVA†APWPV = PVA†APW
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and
AV (AV )
∗ + (AV )∗AV = PV AA†PV + PVA†APW = PV (AA† +A†A)PV − PVA†A(PV − PW ),
= PV (AA
† +A†A)PV − (PV − PW )A†A(PV − PW )
The last equality follows from (45):
PWA
†A(PV − PW ) ⊂ A†PVA(PV − PW ) ⊂ A†APW (PV − PW ) = 0
It remains to prove (42), in fact it follows from inequality (37). The RHS of (37) reads:
|〈[CV , AV ]〉V |2 = |〈[C,A]V 〉V |2,
and, using an abbreviation qV := PV − PW , the LHS (without β2 ):
〈(AV )∗AV +AV (AV )∗〉V 〈[[CV ,HV ], (CV )∗]〉V =
= 〈(AA† +A†A)V 〉V 〈[[C,H], C†]V 〉V − 〈qVA†AqV 〉V 〈[[CV ,HV ], (CV )∗]〉V
It is known that 〈[[CV ,HV ], (CV )∗]〉V ≥ 0, (see e.g [30]) and 〈qVA†AqV 〉V ≥ 0 (as a thermal average
of positive operator) therefore inequality (37) gives
β
2
〈(AA† +A†A)V 〉V 〈[[C,H], C†]V 〉V ≥ |〈[C,A]V 〉V |2.

We are going to use sequence of inequalities (37) for V := DM . In this situation we will write
PM for the orthogonal projection on DM , and for an operator B : D(B)→H with D ⊂ D(B) ⊂ H
we will write
BM := PMBPM , 〈BM 〉M := Tr(BMe
−βHM )
Tr(PMe−βHM )
(46)
For operators of interest we will show convergence of these finite dimensional approximations to
their “true” thermal averages.
For a bounded operator A its thermal average 〈A〉 is defined as
〈A〉 := Tr(A exp(−βH))
Tr(exp(−βH)) , (47)
and for H ≡ H(u) it is well defined and finite by Thm. 3. Let us note that thermal averages don’t
change under replacements H→ H+ ρI for any ρ ∈ R. In the following, we have to consider more
general case of some unbounded observables A. For them we have to show that the formula (47) is
meaningful. More precisely we have:
Proposition 16 Let operators T and A satisfy assumptions i) − iv) of Prop. 7 and let B be a
T-bounded operator. Then for any β > 0 the operator B exp(−β(T +A)) is trace class.
Proof: Let S := T + A. By Cor. 10 the operator B exp(−βS) is bounded. Since B exp(−βS) =(
B exp(−β2 S)
)
exp(−β2 S) and, by Prop. 7 the operator exp(−βS) is trace class for every β > 0,
the result is clear. 
Now we consider the problem of convergence. Our aim is to prove that for B : D → H,
possibly satisfying some additional conditions, lim
M→∞
〈BM 〉M = 〈B〉. We will prove this by replacing
exp(−βHM ) in (46) by a different operator, say exp(−βH˜M ), without changing the value of 〈BM 〉M
and the new sequence of operators will converge in L1(H) i.e. the Banach space of trace class
operators on H.
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Proposition 17 Let operators T, A, a linear space D and numbers (a, b) satisfy assumptons of
Prop. 7. Let (Pn)n∈N be an increasing sequence of finite dimensional orthogonal projections satis-
fying
strong − lim
n→∞Pn = I , Pn(H) ⊂ D , D ⊂
⋃
n∈N
Pn(H) (48)
For α satysfying 1 > α > b and ρ such that αT +A+ ρI ≥ 0 let us define, cf. (19), a sequence of
self-adjoint operators Sαn on D(S
α
n) := D(T):
Sαn := (1− α)T + Pn(αT+A+ ρI)Pn = (1− α)T + Pn(αT|D +A+ ρI)Pn.
Then for any t > 0
lim
n→∞ exp [−tS
α
n] = exp
[−t(T +A+ ρI)] in L1(H)
Proof: We will use the following
Lemma 18 [[29], lemma p. 271] Let (Hn)n∈N be a sequence of self-adjoint operators and H−,H
be self-adjoint operators on a Hilbert space H. Assume that
1) H− ≤ Hn ∀n ∈ N
2) exp(−βH−) ∈ L1(H) for any β > 0
3) lim
n→∞Hn = H in a strong-generalized sense.
Then
1) exp(−βH) ∈ L1(H) for any β > 0
2) lim
n→∞ exp(−βHn) = exp(−βH) in L
1(H). 
Let us recall that the sequence of self-adjoint operators Tn converges to a self-adjoint operator T
in a strong generalized sense iff for every z ∈ C\R the sequence of resolvents (Tn− zI)−1 converges
strongly to (T − zI)−1. The useful criterion for strong convergence of resolvents is:
Lemma 19 [[26], Ch. VIII, Cor. 1.6] Let (Tn) be a sequence of self-adjoint operators and T a self-
adjoint operator. Assume D is a core for T and Tnψ → Tψ for every ψ ∈ D. Then for avery
z ∈ C \ R the sequence of resolvents (Tn − zI)−1 converges strongly to (T − zI)−1. 
Now, to prove our statement we use Lemma 18. We put H− = (1 − α)T, Hn := Sαn and
H := T +A+ ρI. Clearly exp(−β(1− α)T) is trace class for any β > 0 and Sαn ≥ (1− α)T due to
the definition of ρ. It remains to verify that Sαn convereges to T + A + ρI in a strong generalized
sense. We use Lemma 19. For any ψ ∈ D, Pnψ = ψ for sufficiently large n, therefore
lim
n→∞S
α
nψ = limn→∞ [(1− α)T + Pn(αT|D +A+ ρI)Pn]ψ =
= (1− α)Tψ + α lim
n→∞PnTψ + limn→∞PnAψ + ρψ = Tψ +Aψ + ρψ =
= (T +A+ ρI)ψ,
Since D is a core for T+A+ ρI the result follows. 
The next theorem is essential for convergence of finite dimensional approximations of thermal
averages. In its proof we will use the following lemma:
Lemma 20 Let A be T -bounded with constants (a, b). Then for every contraction P (i.e. ||P || ≤ 1)
satisfying PT ⊂ TP , operators AP and PAP are T -bounded with (the same) constants (a, b).
14
Proof: It is straightforward to check that if P is any contraction the operator PA is T -bounded
with (the same) constants (a, b). So it is enough to prove that if PT ⊂ TP then AP is T -bounded
with constants (a, b). By assumptions we have PD(T ) ⊂ D(T ) ⊂ D(A). Therefore for ψ ∈ D(T ):
TPψ = PTψ and
||APψ|| ≤ a||Pψ|| + b||TPψ|| ≤ a||ψ|| + b||PTψ|| ≤ a||ψ|| + b||Tψ||
. 
Theorem 21 Let us keep notation and assumptions of Prop. 17. In particular, A is T|D-bounded
wich constants (a, b). We add two more assumptions:
1) b < 13 and 2) PnT ⊂ TPn for every n ∈ N.
If B and B∗ are T-bounded, then
lim
n→∞Tr [PnBPn exp(−βS
α
n)] = Tr[B exp(−β(T +A+ ρI))]
Proof: Let S := T +A+ ρI. The operator B exp(−βS) is trace class by Cor. 16. Below we prove
that operators B exp(−βSαn) , n ∈ N are bounded for any β > 0 (therefore also trace class) and give
uniform (in n) bound for their norm. Assuming this has been done, we can write:
PnBPn exp(−βSαn)−B exp(−βS) = [PnBPn exp(−βSαn)−B exp(−βSαn)] +
+ [B exp(−βSαn)−B exp(−βS)] = [∗] + [∗∗]
(49)
The first term can be written as:
[∗] = −(1− Pn)BPn exp(−βSαn)−B(1− Pn) exp(−βSαn)
Note that D(T(1− Pn)) = D(T) and T = (1− Pn)T(1 − Pn) + PnTPn. therefore
Sαn = Pn(T +A+ ρI)Pn + (1− α)(I − Pn)T(I − Pn) and
SαnPn ⊃ PnSαn , exp(−βSαn)Pn = Pn exp(−βSαn)
(50)
To shorten notation let us denote Qn := 1− Pn. By the second equality in (50):
Tr [QnBPn exp(−βSαn)] = Tr [QnBPn exp(−βSαn)Pn] = 0
and, again by (50),
Qn exp(−βSαn) = Qn exp(−βSαn)Qn = Qn exp [−β(1− α)T]Qn
So we have:
|Tr([∗])| = |−Tr [BQn exp(−βSαn)]| =
=
∣∣∣∣|Tr [BQn exp [−β2 (1− α)T
]
Qn exp
[
−β
2
(1− α)T
]
Qn
]∣∣∣∣ ≤
≤ ||QnBQn exp
[
−β
2
(1− α)T
]
||Tr
∣∣∣∣Qn exp [−β2 (1− α)T
]
Qn
∣∣∣∣ =
= ||QnBQn exp
[
−β
2
(1− α)T
]
||Tr
[
Qn exp
[
−β
2
(1− α)T
]
Qn
]
(51)
Since the operator exp [−β(1− α)T] is trace class:
lim
n→∞Tr [Qn exp [−β(1− α)T]Qn] = 0.
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and we obtain lim
n→∞Tr([∗]) = 0 provided that
sup n∈N||(1 − Pn)B(1− Pn) exp
[
−β
2
(1− α)T
]
|| <∞. (52)
Since (1−Pn)T ⊂ T(1−Pn), by the lemma 20 the operator (1−Pn)B(1−Pn) is T-bounded with
some constants (a0, b0) independent of n therefore for ψ ∈ D(T):
||(1−Pn)B(1−Pn) exp
[
−β
2
(1− α)T
]
ψ|| ≤ a0|| exp
[
−β
2
(1− α)T
]
ψ||+b0||Texp
[
−β
2
(1− α)T
]
ψ||
So the inequality (52) is true and lim
n→∞Tr[∗] = 0.
Let us now consider [∗∗]:
B exp(−βSαn)−B exp(−βS) =B exp(−
β
2
Sαn)
(
exp(−β
2
Sαn)− exp(−
β
2
S)
)
+
+B
(
exp(−β
2
Sαn)− exp(−
β
2
S)
)
exp(−β
2
S)
The first term’:∣∣∣∣Tr [B exp(−β2 Sαn)
(
exp(−β
2
Sαn)− exp(−
β
2
S)
)]∣∣∣∣ ≤ ||B exp(−β2 Sαn)||Tr
∣∣∣∣exp(−β2 Sαn)− exp(−β2 S)
∣∣∣∣
The second term’:
Tr
[
B
(
exp(−β
2
Sαn)− exp(−
β
2
S)
)
exp(−β
2
S)
]
= Tr
[(
exp(−β
2
S)B
)(
exp(−β
2
Sαn)− exp(−
β
2
S)
)]
Note that, by assumptions, B is closable and
exp(−β
2
S)B ⊂ exp(−β
2
S)B = (exp(−β
2
S)∗B∗∗ = (B∗ exp(−β
2
S))∗
We have assumed that B∗ is T-bounded, so by Cor. 10 the operator B∗ exp(−β2S) is bounded, as
well as exp(−β2S)B. By the previous theorem, limn→∞ exp(−
β
2
Sαn) = exp(−
β
2
S) in L1(H) therefore
the second term goes to 0. For the 0 limit of the first term it is sufficient to obtain the uniform
(in n) bound for ||B exp(−β2Sαn)|| (note that we have assumed in the beginning of the proof that
B exp(−β2Sαn) is bounded). Now we prove this fact.
Recall the definition of Sαn:
Sαn = (1− α)T + Pn(αT +A+ ρI)Pn = (1− α)T + Pn(αT|D +A+ ρI)Pn,
Let T1 := (1− α)T and A1 := αT|D +A+ ρI, then D ⊂ D(A1) and, for ψ ∈ D,:
||A1ψ|| ≤ α||Tψ|| + ||Aψ|| + |ρ| ||ψ|| ≤ (a+ |ρ|)||ψ|| + (α+ b)||Tψ|| = (a+ |ρ|)||ψ|| + α+ b
1− α ||T1ψ||
but taking b < α < 13 we get
α+b
1−α < 1, therefore T1 and A1 satisfy assumptions i)− iii) of Prop. 7
with constants a0 := (a+ |ρ|) and b0 := α+b1−α < 1. By the lemma 20 PnA1Pn are also T1 bounded
with the same constants, and by the corollary 10 we get uniform bound on ||B exp(−β2Sαn)||. The
proof is completed. 
Notice that due to (50): Pn exp(−βSαn)Pn = Pn exp(−βPnSPn)Pn therefore
Tr [PnBPn exp(−βSαn)] = Tr [PnBPn exp(−βPnSPn)]
and we obtain, for B and S as in Thm. 21,
lim
n→∞Tr [PnBPn exp(−βPnSPn)] = Tr [B exp(−βS)] (53)
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4 Bose-Hubbard system and Bogolyubov inequality
So far, we didn’t make any assumptions concerning the set of sites Λ (besides its finitness). Now
we specify Λ to be the cubic lattice
Λ := {0, 1, . . . , N − 1}d ⊂ Zd ⊂ Rd , d ∈ N (54)
We will work with ‘momentum’ variables from the first Brillouin zone:
Λ̂ := {k ∈ Rd : ki = 2π
N
ni, ni ∈ {0, . . . , (N − 1)}} (55)
Then |Λ̂| = |Λ| = Nd. At some moment we will asuume that our interaction is “translationally
invariant” and to express this condition we will think of the lattice Λ as of embedded into torus (or
simply as of direct product cyclic group ZdN ) and we will add elements of Λ as elements of Z
d
N :
x+˙y := ((x1 + y1)mod N, , . . . , (xd + yd)mod N) (56)
The correspomding subtraction operation will be denoted by x−˙y. Note, for k ∈ Λ̂, x,y ∈ Λ,
equalities:
exp(ik · (x−˙y)) = exp(ik · (x− y)) ,
∑
k
eik·x = |Λ|δx0 (57)
For k ∈ Λ̂ let us define:
c(k) :=
1√
|Λ|
∑
x
eik·xcx (58)
Then c†(k) =
1√
|Λ|
∑
x
e−ik·xc†x and
cx =
1√
|Λ|
∑
k
e−ik·xc(k), c†x =
1√
|Λ|
∑
k
eik·xc†(k). (59)
Moreover, the following easy equality will be used later on:∑
x
c†xcx =
∑
k
c†(k)c(k). (60)
Partially motivated by the paper [31] (where absence of superconducting order in the fermionic
Hubbard model has been proved) we define the operators C and A (as operators on D) as follows:
A ≡ A(k) := c†(k) = 1√|Λ|∑
x
e−ik·xc†x , C ≡ C(k) :=
1√|Λ|∑
x
eik·xnx. (61)
We will need various commutators, recall that all of them have the meaning as operators on D.
Using relations (5) by straightforward (although a little bit lengthy) computations we obtain:
[A†, A] = 1 (62)
[C,A] =
1
|Λ|
∑
x
c†x =
1√
|Λ|c
†(0) (63)
[C, N̂ ] = [C, N̂2] = 0, (64)
[C,L] =
1√|Λ|∑
x
eikx(c†x − cx) , [[C,L], C†] = −
1
|Λ|
∑
x
(c†x + cx) = −
L
|Λ| (65)
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[C, T ] =
1√
|Λ|
∑
xz
txz(e
ikx − eikz)c†xcz
[[C, T ], C†] = − 2|Λ|
∑
x,y
txy(1− cos(k · (x− y)))c†xcy (66)
[[C,H], C†] = [[C, T ], C†] + λ[[C,L], C†] =
= − 2|Λ|
∑
x,y
txy(1− cos(k · (x− y)))c†xcy −
λ
|Λ|L
(67)
We are going to use inequality (42) for a subspace V := DM . Recall that PM denotes the orthogonal
projection on DM and let qM be the orthogonal projection on DM ; there are obvious relations
qM + PM−1 = PM , qMPM = qM = PM qM (68)
It is straightforward to verify that operators A,C defined in (61) satisfy assumptions of Prop. 15
with W := PM−1(H) and V := PM (H) i.e.
PMC ⊂ CPM , (CM )∗ = (C†)M = C†PM ⊃ PMC†
PMA ⊂ APM−1 , (AM )∗ = (A†)M = A†PM ⊃ PM−1A† ,
therefore, using this proposition and notation introduced in (46) we obtain:
[CM , AM ] = [C,A]M , [[CM ,HM ], (CM )
∗] = [[C,H], C†]M
AM (AM )
∗ + (AM )∗AM = (AA† +A†A)M − qMA†AqM ,
and
β
2
〈(AA† +A†A)M 〉M 〈[[C,H], C†]M 〉M ≥ |〈[C,A]M 〉M |2 (69)
Let us now, compute more explicitely terms appearing in (69).
By (63):
|〈[C,A]M 〉M |2 = 1|Λ| |〈(c
†(0))M 〉M |2 =: mM . (70)
The quantity mM is the “ finite dimensional approximation” of order parameter and its estimate is
main goal of further considerations.
Since 0 ≤ 〈[[CM ,HM ], (CM )∗]〉M = 〈[[C,H], C†]M 〉M we can write using (67)
〈[[C,H], C†]M 〉M = |〈[[C,H], C†]M 〉M | =
=
∣∣∣∣∣− 2|Λ|∑
x,y
txy(1− cos(k · (x− y)))〈(c†xcy)M 〉M −
λ
|Λ| 〈LM 〉M
∣∣∣∣∣ ≤
≤ 2|Λ|
∣∣∣∣∣∑
x,y
txy(1− cos(k · (x− y)))〈(c†xcy)M 〉M
∣∣∣∣∣+ |λ||Λ| |〈LM 〉M |
(71)
The second term in above inequality is estimated in the following
Lemma 22
|〈LM 〉M | ≤ 〈NM 〉M + |Λ|
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Proof: The inequality follows from definitions of N̂ =
∑
x
c†xcx, L =
∑
x
(c†x + cx) and two obvious
inequalities: ∑
x
PM (c
†
x ± 1)(cx ± 1)PM ≥ 0

To estimate the first term of the inequality (71) we impose translational invariance condition.
To this end, let us start by “changing variables” of summation:
Λ× Λ ∋ (x,y) 7→ (x,y−˙x) =: (x, z) ∈ Λ× Λ.
Since cosk · (x− y) = cosk · (x−˙y) we have∑
x,y
txy (1− cos(k · (x− y))) c†xcy =
∑
x,z
tx,x+˙z (1− cos(k · z)) c†xcx+˙z
Our translational invariance condition means:
∀x,y, z ∈ Λ : tx,x+˙z = ty,y+˙z =: t˜z (72)
Let M2 satisfies: ∑
z
|t˜z||z|2 ≤M2 (73)
Later on, in thermodynamic limit, we will assume that M2 can be chosen independently of Λ (cf.
Remark. 2). Using translational invariance together with (59) we compute∑
x,z
t˜z(1− cos(k · z))c†xcx+˙z =
∑
z
t˜z(1− cos(k · z))
∑
x
1
|Λ|
∑
j
∑
l
ei(j−l)·xe−il·zc†(j)c(l) =
=
∑
z,l
t˜z(1− cos(k · z))e−il·zc†(l)c(l)
and the first term of the inequality (71) can be estimated as∣∣∣∣∣∑
x,y
txy(1− cos(k · (x− y)))〈(c†xcy)M 〉M
∣∣∣∣∣ =
∣∣∣∣∣∣
∑
z,l
t˜z(1− cos(k · z))e−il·z〈(c†(l)c(l))M 〉M
∣∣∣∣∣∣ ≤
≤
∑
z,l
|t˜z| (1− cos(k · z))|〈(c†(l)c(l))M 〉M | ≤ 1
2
|k|2|〈N̂M 〉M |
∑
z
|t˜z||z|2 ≤ 1
2
M2|k|2〈N̂M 〉M ,
where elementary inequalities 1 − cos x ≤ 12x2, (k · z)2 ≤ |k|2|z|2 together with the equality
|〈(c†(l)c(l))M 〉M | = 〈(c†(l)c(l))M 〉M , and (60) were used,
This way we obtain the estimate:
〈[[C,H], C†]M 〉M ≤ |λ|+ 〈N̂M 〉M|Λ| (M2|k|
2 + |λ|).
Notice that by (62):
〈(AA† +A†A)M 〉M = 〈(2AA† + 1)M 〉M = 〈(2c†(k)c(k))M 〉M + 1 (74)
Now, by (70, 74) we can write the Begolyubov inequality (69) as:
mΛ =
|〈(c†(0))M 〉M |2
|Λ| ≤
β
2
(
〈(2c†(k)c(k))M 〉M + 1
)(
|λ|+ 〈N̂M 〉M|Λ| (M2|k|
2 + |λ|)
)
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Let us introduce a “finite dimensional approximation” of density
ρM :=
〈N̂M 〉M
|Λ| . (75)
Now the Begolyubov inequality reads:
mM
|λ|+ ρM (M2|k|2 + |λ|) ≤
β
2
(
〈(2c†(k)c(k))M 〉M + 1
)
.
Summing over k ∈ Λˆ using (60) and dividing by |Λ| we get:
mM
1
|Λ|
∑
k
1
ρMM2|k|2 + |λ|(ρM + 1) ≤ β(ρM +
1
2
) (76)
Now we shall show that mM and ρM have limits as M →∞:
Proposition 23
lim
M→∞
〈N̂M 〉M = 〈N̂〉 , lim
M→∞
〈(c†(0))M 〉M = 〈(c(0))∗〉
Proof: We are going to use Thm. 21 with the following identifications: T := uN̂2 (then T|D = uN̂2),
A := T + µN̂ + λL and our sequence of projections is PM . By Prop. 11 the operator A is uN̂2-
bounded with relative bound 0, so clearly we can choose b < 13 and we have a self-adjoint operator
S := H(u) + ρI.
We know that N̂ is uN̂2-bounded, so (compare the proof of Prop. 7) N̂ = N̂
∗ is uN̂2-bounded,
so it can be put as operator B in Thm. 21.
By the Lemma 13 c(0) and c†(0) are uN̂2 bounded. Clearly c(0) = (c†(0))∗|D and c†(0) =
(c(0))∗|D so both of them are closable and their closures are uN̂2-bounded, so each of them can be
used as B in Thm. 21. So, as in (53):
lim
M→∞
Tr
[
PM N̂PM exp(−βPM (H(u) + ρI)PM )
]
= Tr
[
N̂ exp(−β(H(u) + ρI))
]
lim
M→∞
Tr
[
PM c
†(0)PM exp(−βPM (H(u) + ρI)PM )
]
= Tr [(c(0))∗ exp(−β(H(u) + ρI))]
lim
M→∞
Tr [PM exp(−βPM (H(u) + ρI)PM )] = Tr [exp(−β(H(u) + ρI))]
Since thermal average is invariant with respect to shift of hamiltonian by a constant, the proposition
follows. 
Let us denote
mΛ := lim
M→∞
mM =
|〈(c(0))∗〉|2
|Λ| and ρΛ := limM→∞ ρM =
〈N̂〉
|Λ| .
Clearly mΛ ≥ 0 and ρΛ > 0. Now, passing to the limit M →∞ in (76) and multiplying by ρΛ we
obtain:
mΛ
1
|Λ|
∑
k
1
M2|k|2 + |λ|(1 + 1/ρΛ) ≤ βρΛ(ρΛ +
1
2
) (77)
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5 Thermodynamic limit
At this moment it is useful to state clearly assuptions we made before passing to the limit. We will
consider only Hamitonians defined by (13) which satisfy the following conditions:
1. The lattice Λ is a cubic lattice as in (54);
2. Translational invariance of T as in (72): tx,x+˙z =: t˜z;
3. There exists M2 independent of Λ such that
∑
z∈Λ
|t˜z||z|2 ≤M2;
4. There exists Md such that |t˜0| ≤ Md; (These three conditions imply that M defined in (14)
can be chosen independently of Λ;
5. There exist constants ρ1 > 0 and ρ2 independent of Λ and λ such that
0 < ρ1 ≤ ρΛ ≤ ρ2, (78)
Using equality |Λ| = Nd, (78) and (77) we have
mΛ
(
2π
N
)d∑
k
1
M2|k|2 + |λ|(1 + 1/ρ1) ≤ mΛ
(
2π
N
)d∑
k
1
M2|k|2 + |λ|(1 + 1/ρΛ) ≤
≤ (2π)dβρΛ(ρΛ + 1
2
) ≤ (2π)dβρ2(ρ2 + 1
2
)
(79)
It is easy to see, that when N →∞ the quantity
(
2π
N
)d∑
k
1
M2|k|2 + |λ|(1 + 1/ρ1) converges
to the integral ∫
[0,2π]d
ddk
M2|k|2 + |λ|(1/ρ1 + 1)
This integral for d ≥ 3 is finite for any λ ∈ R and
for d = 1 :
∫
[0,2π]
dx
M2x2 + |λ|(1/ρ + 1) =
arctan(2π
√
M2√
α
)
√
M2α
, α := |λ|(1 + 1/ρ)
for d = 2 :
∫
[0,2π]2
dxdy
M2(x2 + y2) + α
≥
∫ π/2
0
dϕ
∫ 2π
0
rdr
M2r2 + α
=
π
4M2
log(1 +
4M2π
2
α
)
and both integrals are divergent to ∞ as λ→ 0, therefore we finally get “no condensation” result:
Proposition 24 Let d = 1 or d = 2. For any ǫ > 0 there exist δǫ > 0 and Nǫ such that:
( |λ| < δǫ andN ≥ Nǫ ) ⇒ |m(λ,Λ)| ≤ ǫ

6 Summary
We have rigorously shown that for one- and two-dimensional Bose–Hubbard model, with trans-
lationally invariant interaction and periodic boundary conditions, with arbitrary hoppings, which
fall-off suffciently fast with a distance, for any filling and any positive temperature, there is no
Bose–Einstein condensation. We allowed arbitrary occupation of every site. For models where the
21
occupation is bounded by some constant, we have also absence of Bose–Einstein condensation, as
it is rather easy corollary from considerations in the paper ([32].
In the area of bosonic Hubbard model, there is still quite a few problems, waiting for rigor-
ous treatment (the situation is similar for fermionic version). Even refraining ourselves to two
dimensions and positive temperature, one encounters open problems; one of the most important
ones is proving existence of the the Kosterlitz–Thouless type transition [33]. It has been rigorously
established for some classical models (XY, sine-Gordon, Coulomb gas ones) [34]. Despite extensive
numeric and non-rigorous treatment, the proofs for quantum models, including 2d Bose-Hubbard
one, are – as far as we know – still lacking.
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